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ABSTRACT. Let $\gamma_{-1}$ be the absolutely continuous measure on $\mathbb{R}^n$ whose density is the reciprocal of a Gaussian and consider the natural weighted Laplacian $\mathcal{A}$ on $L^2(\gamma_{-1})$. In this paper, we prove boundedness and unboundedness results for the purely imaginary powers and the first order Riesz transforms associated with the translated operators $\mathcal{A} + \lambda I$, $\lambda \geq 0$, from certain new Hardy-type spaces adapted to $\gamma_{-1}$ to $L^1(\gamma_{-1})$. We also investigate the weak type $(1,1)$ of these operators.

1. INTRODUCTION

Let $n \in \mathbb{N}$ and denote with $\gamma_{-1}$ the absolutely continuous measure on $\mathbb{R}^n$ whose density is the reciprocal of a normalised Gaussian, i.e.

$$d\gamma_{-1}(x) := \frac{\pi^{n/2}}{e^{|x|^2}} dx$$

where $dx$ is the Lebesgue measure on $\mathbb{R}^n$. We call $\gamma_{-1}$ the “inverse Gauss” measure. Consider the second-order differential operator

$$\mathcal{A}_0 f(x) := -\frac{1}{2} \Delta f(x) - x \cdot \nabla f(x), \quad f \in C_0^\infty(\mathbb{R}^n).$$

It is easy to see that $\mathcal{A}_0$ is positive and symmetric on $L^2(\gamma_{-1})$. By a classical argument (see e.g. [33]) $\mathcal{A}_0$ is essentially self-adjoint on $L^2(\gamma_{-1})$; we denote with $\mathcal{A}$ its positive self-adjoint closure. In this paper, we prove endpoint results for the imaginary powers and the first order Riesz transforms associated with $\mathcal{A}$ or with its translations. By these, we mean the operators

$$(\mathcal{A} + \lambda I)^iu, \quad u \in \mathbb{R} \setminus \{0\}, \quad \mathcal{R}_\lambda := \nabla (\mathcal{A} + \lambda I)^{-1/2},$$

for any $\lambda \geq 0$, respectively. As we shall see, it is rather natural to introduce these translations of $\mathcal{A}$. The operator $\mathcal{A}$ was first introduced in F. Salogni’s PhD thesis [31], where the Mehler semigroup $e^{-t\mathcal{A}}$ is studied on $L^p(\gamma_{-1})$, $p \in (1, \infty)$, and the weak type $(1,1)$ of the associated maximal operator $\mathcal{H}^*$ is proved (see also [20]).

The interest in imaginary powers and Riesz transforms of $\mathcal{A}$ comes from different aspects. As pointed out by Salogni [31], the operator $\mathcal{A}$ can be seen as a restriction of the Laplace-Beltrami operator on a warped-product manifold whose Ricci tensor is unbounded from below. In a recent series of papers by Mauceri, Meda and Vallarino [21, 22, 23, 24] a theory of Hardy-type spaces on certain noncompact manifolds is developed to obtain endpoint estimates for the imaginary powers and the Riesz transforms associated with the Laplace-Beltrami operator $\mathcal{L}$ of the manifold, provided the manifold has positive injectivity radius, $\mathcal{L}$ has spectral gap, and the Ricci tensor is bounded from below. We emphasize that such assumptions force the Riemannian measure of the manifold to be non-doubling. The study of imaginary powers and Riesz transforms of $\mathcal{A}$ may thus be a first step in understanding a similar theory on manifolds whose Ricci tensor is not bounded from below.
In addition to this, we may look at the operator $\mathcal{A}$ as the weighted Laplacian of the weighted manifold $(\mathbb{R}^n, \gamma_{-1})$, i.e. the second order differential operator which is self-adjoint on $L^2(\gamma_{-1})$. On weighted Riemannian manifolds, there is a natural notion of curvature tensor known as Bakry-Émery curvature $\mathcal{L}$. It was shown by Bakry [3] (see also [5]) that in the general setting of weighted Riemannian manifolds with weighted Laplacian $\mathcal{L}$, the lower bound of the Bakry-Émery curvature tensor, when it exists, plays a role in the $L^p$-boundedness, $1 < p < \infty$, of the Riesz transforms of $\mathcal{L}$. No similar result is known for the endpoint at $p = 1$. Under this point of view, it is noteworthy that the weighted manifold $(\mathbb{R}^n, \gamma_{-1})$ has constant Bakry-Émery curvature tensor equal to minus twice the identity, so that the operator $\mathcal{A}$ is the prototype of weighted Laplacian on a weighted manifold with constant and negative Bakry-Émery curvature tensor.

Finally, as explained by the authors in [17], very few endpoint results are known for singular integrals associated with weighted Laplacians on manifolds with exponential, or super-exponential, volume growth. This should make our results interesting in their own.

The endpoint estimates we consider are the weak type $(1,1)$, i.e. the boundedness from $L^1(\gamma_{-1})$ to $L^{1,\infty}(\gamma_{-1})$, and the boundedness from some atomic Hardy spaces to $L^1(\gamma_{-1})$. Since $\gamma_{-1}$ is non-doubling on Euclidean balls, the measure space $(\mathbb{R}^n, \gamma_{-1})$ endowed with the Euclidean metric $d_{Euc}$ is not a space of homogeneous type in the sense of Coifman and Weiss [8]. Thus, the notion of Hardy space has to be suitably interpreted.

On the one hand, if we consider the metric $\rho$ defined by the length element $\mathrm{d}s^2 = (1 + |x|)^2(\mathrm{d}x_1^2 + \cdots + \mathrm{d}x_n^2)$ on $\mathbb{R}^n$, the metric measure space $(\mathbb{R}^n, \rho, \gamma_{-1})$ fits in the theory of Carbonaro, Mauceri and Meda [6]. The balls of radius not bigger than 1 with respect to $\rho$, called admissible, are (equivalent to) the classical “hyperbolic” balls (see [7]). Thus, we obtain a Hardy-type space $H^1(\gamma_{-1})$ as defined in [6] (see also Definition 3.4 below) of functions in $L^1(\gamma_{-1})$ that admit a decomposition in terms of classical atoms supported only on admissible balls.

As we shall see, neither the imaginary powers $\mathcal{A}^a$ nor the Riesz transform $\nabla_\mathcal{A}^{-1/2}$ are bounded from $H^1(\gamma_{-1})$ to $L^1(\gamma_{-1})$. This is not completely surprising, for it happens in other contexts (e.g. [25]). Thus, we consider a smaller Hardy-type space $X^1(\gamma_{-1})$ in the spirit of Mauceri, Meda and Vallarino [21], defined by $H^1(\gamma_{-1})$-atoms satisfying an additional cancellation condition. Roughly speaking, an $X^1(\gamma_{-1})$-atom is an $H^1(\gamma_{-1})$-atom which is orthogonal to all functions whose image under $\mathcal{A}$ is constant on admissible balls. It turns out that from the space $X^1(\gamma_{-1})$ so defined the imaginary powers are bounded into $L^1(\gamma_{-1})$, but still Riesz transforms are not. This was unexpected, since both the space $X^1$ of [21] adapted to the Laplace-Beltrami operator, and the space $X^1(\gamma)$ adapted to the Ornstein-Uhlenbeck operator and the Gauss measure [4] are enough as endpoint spaces. In addition to this, this failure of boundedness is rather strong: for every $0 \leq \lambda < 1$, there exists an $X^1(\gamma_{-1})$-atom $a$ such that $\mathcal{R}_\lambda a$ is not in $L^1(\gamma_{-1})$.

The techniques introduced by Mauceri, Meda and Vallarino [23] hinge on the fact that the inverse of the Laplace-Beltrami operator preserves the support of $X^1$-atoms, and this is a consequence only of the geometry of the manifold and the definition of $X^1$-atoms. And this is the case also in our setting for $\mathcal{A}$ (see Theorem 3.7). However, if one changes operator into a translation of $\mathcal{A}$, say $\mathcal{A} + \lambda I$, to maintain this property of preservation of the support the cancellation condition on the atoms must be changed accordingly. This brings us to the definition of an $X^1_{\lambda}(\gamma_{-1})$-atom, $\lambda \geq 0$, as an $H^1(\gamma_{-1})$-atom which is orthogonal to all functions whose image under the translation $\mathcal{A} + \lambda I$ is constant. These atoms give rise to new atomic Hardy spaces $X^1_{\lambda}(\gamma_{-1})$, one for each non-negative translation $\lambda$ of $\mathcal{A}$ (see Definition 3.8 below).
In this paper, we characterize the boundedness of \((A + \lambda I)^{mu}\) and \(R_\lambda\) from \(H^1(\gamma_{-1})\) to \(L^1(\gamma_{-1})\) and from \(X^1_\mu(\gamma_{-1})\) to \(L^1(\gamma_{-1})\), for every \(\lambda, \mu \geq 0\). In particular, we prove that

- the imaginary powers \((A + \lambda I)^{mu}\) are bounded from \(H^1(\gamma_{-1})\) to \(L^1(\gamma_{-1})\) if and only if \(\lambda > 0\). They are bounded from \(X^1_\mu(\gamma_{-1})\) to \(L^1(\gamma_{-1})\) if and only if either \(\lambda = \mu = 0\) or \(\lambda > 0\);

- the Riesz transforms \(R_\lambda\) are bounded from \(H^1(\gamma_{-1})\) to \(L^1(\gamma_{-1})\) if and only if \(n = 1\) and \(\lambda > 1\). They are bounded from \(X^1_\mu(\gamma_{-1})\) to \(L^1(\gamma_{-1})\) if and only if either \(\lambda = \mu = 1\) or \(\lambda > 1\).

These results are the content of Theorems 5.1, 5.2, 6.1 and 6.2, and are summarized in the following tables.

| \((A + \lambda I)^{mu}: H^1(\gamma_{-1}) \to L^1(\gamma_{-1})\) | \((A + \lambda I)^{mu}: X^1_\mu(\gamma_{-1}) \to L^1(\gamma_{-1})\) |
|-----------------|-----------------|
| \(\lambda = 0\) | \(\lambda > 0\) |
| bounded iff \(\mu = 0\) | bounded \(\forall \mu \geq 0\) |

| \(R_\lambda: H^1(\gamma_{-1}) \to L^1(\gamma_{-1})\) | \(R_\lambda: X^1_\mu(\gamma_{-1}) \to L^1(\gamma_{-1})\) |
|-----------------|-----------------|
| bounded iff \(n = 1\) and \(\lambda > 1\) | 0 \(\leq \lambda < 1\) |
| unbounded \(\forall \mu \geq 0\) | \(\lambda = 1\) |
| bounded iff \(\mu = 1\) | \(\lambda > 1\) |
| bounded \(\forall \mu \geq 0\) | |

It is interesting to notice that both for the imaginary powers and for the Riesz transforms there is a “critical translation” (the null translation and the translation equal to 1, respectively) for which the boundedness \(X^1_\mu(\gamma_{-1}) \to L^1(\gamma_{-1})\) holds if and only if the translation \(\mu\) associated with the atomic space coincides with the translation of the operator. Beyond this threshold, the translation associated with the atomic space plays instead no role. As a consequence of this, moreover, the spaces \(X^1_\lambda(\gamma_{-1})\) and \(X^1_\lambda(\gamma_{-1})\) turn out to be different from each other and from any other \(X^1_\mu(\gamma_{-1})\), \(\mu \neq 0, 1\). At the moment, we are not able to say the same for every non-negative translation (but see Corollary 5.12 (2) below). We also observe that the critical translation for the Riesz transforms is exactly the value (or more precisely, the lower bound in terms of the Euclidean metric tensor) of the Bakry-Emery curvature tensor of the weighted manifold \((\mathbb{R}^n, \gamma_{-1})\). This seems to be the analogue of the role played by this curvature on \(L^p(\gamma_{-1})\), \(1 < p < \infty\) (see [3,5]).

The strategy we adopt to prove the boundedness results from \(X^1_\mu(\gamma_{-1}) \to L^1(\gamma_{-1})\) is strongly related to that of Mauceri, Meda and Vallarino [23]. This is based on the crucial result for which the boundedness of an operator \(T\) from their atomic space \(X^1\) to \(L^1\) is equivalent to the “uniform boundedness” of \(T\) on \(X^1\)-atoms [24 Proposition 6.3]. More precisely, they prove that if

\[
\sup \{ \|Ta\|_1 : a \text{ is an } X^1\text{-atom} \} < \infty
\]

then \(T\) is bounded from \(X^1\) to \(L^1\) (the converse is always true). This result is based on the isomorphism of the duals of \(X^1\) and \(X^1_{fin}\), the space of finite linear combinations of \(X^1\)-atoms. In our case, we do not have such a powerful result for we do not have a characterization of the dual space yet. Therefore, we do not know whether the uniform boundedness of an operator on \(X^1_\mu(\gamma_{-1})\)-atoms (in the sense above) is enough to conclude its boundedness from \(X^1_\mu(\gamma_{-1})\) to \(L^1(\gamma_{-1})\).

Nevertheless, by a simple and classical argument (see e.g. [14 p. 95]), an operator which is both uniformly bounded on certain atoms and of weak type \((1, 1)\), extends to a bounded operator from the whole corresponding atomic space to \(L^1\). Thus, the weak type \((1, 1)\) of the
translated Riesz transforms and the imaginary powers associated with $\mathcal{A}$ is not only interesting on its own, but turns out to be somewhat necessary to our proof. For $\lambda \geq 0$ and $u \in \mathbb{R} \setminus \{0\}$, we prove that

- the imaginary powers $(\mathcal{A} + \lambda \mathcal{I})^{iu}$ are of weak type $(1,1)$ for every $\lambda \geq 0$;
- the Riesz transforms $\mathcal{R}_\lambda$ are of weak type $(1,1)$ for every $\lambda \geq 1$.

This is the content of Theorem 4.1.

Since the measure $\gamma_{-1}$ is locally doubling on admissible balls but it is not globally doubling, we follow the classical procedure of splitting the operators in their local and global parts, and prove the weak type $(1,1)$ of each part separately. By means of the local doubling condition, their local part can be traced back to the classical Calderón-Zygmund theory, which only involves certain estimates of the kernels of these operators and their first derivatives. As for the global parts, our strategy relies on a new proof of the weak type $(1,1)$ of the Mehler maximal operator of $\mathcal{A}$ (whose first proof is due to Salogni [31]), which is inspired by a new proof of the weak type $(1,1)$ of the Mehler maximal operator of the Ornstein-Uhlenbeck operator given by the author in [4]. By this, we can prove that in the global region a kernel of an operator of weak type $(1,1)$, related to the Mehler maximal kernel, controls both those of the imaginary powers and those of the Riesz transforms associated with a translation not smaller than 1.

**Structure of the paper and notation.** In Section 2 we prove some preliminary results which will be used throughout the paper, and obtain the Schwartz kernels of the operators $(\mathcal{A} + \lambda \mathcal{I})^{iu}$ and $\mathcal{R}_\lambda$. In Section 5 we define the atomic Hardy spaces $H^1(\gamma_{-1})$ and $X^1(\gamma_{-1})$, $\lambda \geq 0$, and investigate some properties which will be of use thereafter. In particular, Subsection 5.4 contains some fundamental classes of functions. In Section 4 we prove the weak type $(1,1)$ of the imaginary powers and the Riesz transforms as explained above. In Section 5, we prove the mentioned boundedness results from $H^1(\gamma_{-1})$ to $L^1(\gamma_{-1})$, while the boundedness results from $X^1(\gamma_{-1})$ to $L^1(\gamma_{-1})$ are proved in Section 6.

If $\nu$ is a positive measure on $\mathbb{R}^n$ and $1 \leq p < \infty$, we denote by $L^p(\nu)$ the space of (equivalence classes of) measurable functions $f$ on $\mathbb{R}^n$ such that $|f|^p$ is integrable with respect to $\nu$, with the usual norm which will be denoted by $\|f\|_{L^p(\nu)}$. The space $L^\infty(\nu)$ will be the space of measurable functions which are essentially bounded with respect to $\nu$. If $p = 2$, $L^2(\nu)$ is a Hilbert space and its scalar product will be denoted by $(\cdot, \cdot)_{L^2(\nu)}$. When there is no risk of confusion, we will write simply $L^p$, $\|f\|_p$ and $(\cdot, \cdot)$.

The Lebesgue measure will be denoted by $dx$, and with a slight abuse of notation we will denote with $\gamma_{-1}$ both the function $x \mapsto \pi^{n/2} e^{-|x|^2}$ on $\mathbb{R}^n$ and the measure with density $\gamma_{-1}$ with respect to $dx$. The measure of a set $E \subset \mathbb{R}^n$ with respect to $dx$ and $\gamma_{-1}$ will be denoted by $|E|$ and $\gamma_{-1}(E)$ respectively. Given a bounded operator $T$ on $L^2(\gamma_{-1})$, we denote by $K_T$ the Schwartz kernel of $T$ and by $k_T$ the kernel of $T$ with respect to the measure $\gamma_{-1}$. In other words

$$
Tf(x) = \int_{\mathbb{R}^n} K_T(x,y) f(y) dy = \int_{\mathbb{R}^n} k_T(x,y) f(y) \gamma_{-1}(y) dy.
$$

(1.2)

In the paper we shall use *Euclidean* balls. All throughout the paper, we shall use the letters $c$ and $C$ to denote constants, not necessarily equal at different occurrences. For any quantity $A$ and $B$, we write $A \lesssim B$ by meaning that there exists a constant $c > 0$ such that $A \leq cB$. If $A \lesssim B$ and $B \lesssim A$, we write $A \approx B$.

2. Preliminaries

Denote with $\gamma$ both the Gauss function $\gamma := 1/\gamma_{-1}$ and the Gauss measure whose density with respect to $dx$ is $\gamma$. Let $\mathcal{L}$ be the Ornstein-Uhlenbeck operator, i.e. the closure on $L^2(\gamma)$ of the operator

$$
\mathcal{L}_0 f(x) := -\frac{1}{2} \Delta f(x) + x \cdot \nabla f(x), \quad f \in C_0^\infty.
$$
It is well-known that \( \mathcal{L} \) is self-adjoint. We recall that its \( L^2(\gamma) \)-spectrum is the set of nonnegative integers \( \{0, 1, \ldots\} \). We refer the reader to [32] for a detailed introduction.

Let \( U : L^2(\gamma) \to L^2(\gamma_{-1}) \) be the isometry
\[
U f = f\gamma \quad \forall f \in L^2(\gamma).
\]
An easy computation shows that for every \( f \in C^\infty_c(\mathbb{R}^n) \)
\[
Af = U(\mathcal{L} + nI)U^{-1} f
\tag{2.1}
\]
and since the isometry \( U \) preserves the space of test functions, the operators \( \mathcal{L} + nI \) and \( A \) are unitarily equivalent (see [31]). Therefore, \( A \) has spectral gap equal to \( n \), and its \( L^2(\gamma_{-1}) \)-spectrum is the set of positive integers \( \{n, n+1, n+2, \ldots\} \).

From the unitary equivalence \((2.1)\), it is possible to obtain the Mehler kernel of the semi-group \( (e^{-tA})_{t \geq 0} \) from that of \( e^{-tL} \). This was performed in [31], where it is proved that the Mehler kernel with respect to the measure \( \gamma_{-1} \) is
\[
h_t(x, y) = \frac{e^{-nt}}{\pi^n (1 - e^{-2t})^{n/2}} \exp \left( -\frac{|x+y|^2 - |x-y|^2}{2(1+e^{-t})} \right).
\tag{2.2}
\]
In other words,
\[
e^{-tA} f(x) = \int_{\mathbb{R}^n} h_t(x, y) f(y) \gamma_{-1}(y) \, dy
\]
for every \( t > 0 \). If we denote with \( H_t(x, y) := h_t(x, y) \gamma_{-1}(y) \) the Mehler kernel of \( e^{-tA} \) with respect to the Lebesgue measure,
\[
H_t(x, y) = \frac{e^{-nt}}{\pi^n (1 - e^{-2t})^{n/2}} e^{\frac{t}{1+e^{-t}}|x-y|^2}.
\]
For \( 1 \leq p < \infty \), denote by \( \mathcal{A}_p \) the operator \( \mathcal{A} \) (in the distributional sense) on \( \text{Dom}(\mathcal{A}_p) := \{f \in L^p(\gamma_{-1}) : Afr \in L^p(\gamma_{-1})\} \), and by \( \sigma_p(\mathcal{A}) \) its \( L^p(\gamma_{-1}) \)-spectrum. Then, we have the following result.

**Proposition 2.1.** For every \( 1 < p < \infty \), \( \mathcal{A}_p(\mathcal{A}) = \{n, n+1, n+2, \ldots\}, \) while \( \sigma_1(\mathcal{A}) = \{z \in \mathbb{C} : \Re z \geq 0\} \).

**Proof.** Since \( e^{-tA} \) is Markovian (cf. [31]), \( \sigma_p(\mathcal{A}) = \sigma_2(\mathcal{A}) \) for every \( 1 < p < \infty \) by [9] Theorem 1.6.3. If \( p = 1 \), consider the isometry \( V : L^1(\gamma_1) \to L^1(\mathbb{R}^n) \) given by \( Vf = f\gamma_1 \). Then
\[
V\mathcal{A}_1 V^{-1} : L^1(\mathbb{R}^n) \to L^1(\mathbb{R}^n), \quad V\mathcal{A}_1 V^{-1} = \mathcal{L}_1 + nI,
\]
where \( \mathcal{L}_1 \) is the Ornstein-Uhlenbeck operator on \( L^1(\mathbb{R}^n) \). By [28] Theorem 4.12, the \( L^1(\mathbb{R}^n) \)-spectrum of \( \mathcal{L}_1 \) is the half-plane \( \{z \in \mathbb{C} : \Re z \geq -n\} \). Therefore the \( L^1(\mathbb{R}^n) \)-spectrum of \( \mathcal{L}_1 + nI \) is the half-plane \( \{z \in \mathbb{C} : \Re z \geq 0\} \), and thus this is the \( L^1(\gamma_{-1}) \)-spectrum of \( \mathcal{A}_1 \).

\[\square\]

### 2.1. Kernels of integral operators

Let \( \lambda \geq 0 \), and observe that
\[
\sigma_2(\mathcal{A} + \lambda I) = \{n + \lambda, n + \lambda + 1, \ldots\}
\]
by Proposition 2.1. Denote by \( (\mathcal{P}_k)_k \), \( k = n, n+1, \ldots \) the spectral resolution of \( \mathcal{A} \). For every \( z \in \mathbb{C} \), define the operator \( (\mathcal{A} + \lambda I)^z \) via the spectral theorem on \( L^2(\gamma_{-1}) \) as
\[
(\mathcal{A} + \lambda I)^z = \sum_{k=n}^{\infty} (k + \lambda)^z \mathcal{P}_k,
\]
\[
\text{Dom}((\mathcal{A} + \lambda I)^z) = \left\{ f \in L^2(\gamma_{-1}) : \sum_{k=n}^{\infty} (k + \lambda)^{2\Re z} \|\mathcal{P}_k f\|_2^2 < \infty \right\}.
\]
If \( \Re z \leq 0 \), \( (\mathcal{A} + \lambda I)^z \) is bounded on \( L^2(\gamma_{-1}) \) and \( \text{Dom}((\mathcal{A} + \lambda I)^z) = L^2(\gamma_{-1}) \). If \( \Re z \geq 0 \), observe that \( C^\infty_c \subset \text{Dom}((\mathcal{A} + \lambda I)^z) \) since by the spectral theorem \( (\mathcal{A} + \lambda I)^z = (\mathcal{A} + \lambda I)^{z-N}(\mathcal{A} + \lambda I)^N \), where \( N = |\Re z| + 1 \).
For every $x \neq y$ define
\[ K^\lambda_z(x,y) = \frac{1}{\Gamma(-z)} \int_0^\infty e^{-\lambda t} t^{-z-1} \mathcal{H}_t(x,y) \, dt. \]

**Remark 2.2.** If $z \in \mathbb{N}$, $1/\Gamma(-z) = 0$ and hence $K^\lambda_z(x,y) = 0$ for every $x \neq y$.

For $s > 0$, let
\[ N_s := \{(x,y) \in \mathbb{R}^n \times \mathbb{R}^n : |x-y| \leq s/(1 + |x| + |y|)\}. \]

**Lemma 2.3.** Let $\lambda \geq 0$, $z \in \mathbb{C}$, and $s > 0$. For every $(x,y) \in N_s$, $x \neq y$,
\[ \int_0^\infty e^{-\lambda t} t^{-z-1} \mathcal{H}_t(x,y) \, dt \leq C(s,z,\lambda) \frac{1}{|x-y|^{n+2Re z}}. \]
In particular, for every $x \neq y$ the integral defining $K^\lambda_z(x,y)$ is absolutely convergent.

**Proof.** Let $\lambda \geq 0$, $z \in \mathbb{C}$, $s > 0$, and $(x,y) \in N_s$, $x \neq y$. Then
\[ |x-e^{-t}y|^2 \geq |x-y|^2 - 2(1-e^{-t})|y||x-y| \geq |x-y|^2 - 2s(1-e^{-t}), \]
which yields
\[ \int_0^\infty e^{-\lambda t} t^{-z-1} \mathcal{H}_t(x,y) \, dt \leq C e^{s} \int_0^1 t^{-Re z} e^{-(n+\lambda)t} \frac{1}{(1-e^{-2t})^{n/2}} e^{-\frac{|x-y|^2}{1-e^{-2t}}} \, dt. \]
We split the latter integral into the sum of the integrals on $(0,1)$ and $(1,\infty)$. Then
\[ \int_0^1 t^{-Re z} e^{-(n+\lambda)t} \frac{1}{(1-e^{-2t})^{n/2}} e^{-\frac{|x-y|^2}{1-e^{-2t}}} \, dt \leq C \int_0^1 t^{-Re z-1} \frac{1}{2} e^{-\frac{|x-y|^2}{1-e^{-2t}}} \, dt \]
while
\[ \int_1^\infty t^{-Re z} e^{-(n+\lambda)t} \frac{1}{(1-e^{-2t})^{n/2}} e^{-\frac{|x-y|^2}{1-e^{-2t}}} \, dt \leq C e^{-|x-y|^2} \int_1^\infty t^{-Re z-1} e^{-(n+\lambda)t} \, dt \]
from which the stated estimate follows. \qed

The following proposition shows that $K^\lambda_{-\frac{1}{2}}$ is the kernel of $(A+\lambda I)^{-\frac{1}{2}}$ if $Re z > 0$.

**Proposition 2.4.** Let $\lambda \geq 0$. For every $z \in \mathbb{C}$ with $Re z > 0$
\[ (A+\lambda I)^{-\frac{1}{2}} = \frac{1}{\Gamma(z)} \int_0^\infty e^{-\lambda t} t^{z-1} e^{-tA} \, dt \]
where the integral converges in the weak operator topology of $L^2(\gamma_-)$. Moreover,
\[ (A+\lambda I)^{-\frac{1}{2}} f(x) = \int_{\mathbb{R}^n} K^\lambda_{-\frac{1}{2}}(x,y) f(y) \, dy \]
for every $f \in C_c^\infty(\mathbb{R}^n)$ and for almost every $x \in \mathbb{R}^n$.

**Proof.** Let $f, g \in L^2(\gamma_-)$. Then
\[ ((A+\lambda I)^{-\frac{1}{2}} f, g) = \sum_{k=0}^\infty (k+\lambda)^{-\frac{1}{2}} \langle \mathcal{P}_k f, g \rangle \]
\[ = \frac{1}{\Gamma(z)} \sum_{k=0}^\infty \int_0^\infty t^{z-1} e^{-(k+\lambda)t} \, dt \langle \mathcal{P}_k f, g \rangle = \frac{1}{\Gamma(z)} \int_0^\infty e^{-\lambda t} t^{z-1} (e^{-tA} f, g) \, dt \]
where one can interchange the order of summation and integration since $Re z > 0$ and
\[ \sum_{k=0}^\infty |\langle \mathcal{P}_k f, g \rangle| = \sum_{k=0}^\infty |\langle \mathcal{P}_k f, \mathcal{P}_k g \rangle| \leq \| f \|_2 \| g \|_2. \]
This proves the first assertion of the statement. As for the second assertion, if \( f, g \in \mathcal{C}_c^{0} \) we get
\[
((A + \lambda I)^{−2} f, g) = \frac{1}{\Gamma(z)} \int_0^{\infty} e^{-\lambda t} t^{z−1} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} H_t(x,y)f(y)dy\hat{g}(x)dy\mathcal{Y}_t(x)dt.
\]

Since when \( \text{Re} \, z > 0 \) the function \( y \mapsto K^{\lambda}_x(x, y) \) is locally integrable for every \( x \in \mathbb{R}^n \) by Lemma \([2,3]\) this integral is absolutely convergent. Thus, the conclusion follows by Fubini’s theorem.

Let now \( z \in \mathbb{C} \). In the following theorem we show that, outside the diagonal in \( \mathbb{R}^n \times \mathbb{R}^n \), \( K^{\lambda}_x(x, y) \) is still the Schwartz kernel of \((A + \lambda I)^{−2}\) with respect to the Lebesgue measure.

**Theorem 2.5.** Let \( \lambda \geq 0 \) and \( z \in \mathbb{C} \). Then, for every \( f \in \mathcal{C}_c^{0} \)
\[
(A + \lambda I)^{−2}f(x) = \int_{\mathbb{R}^n} K^{\lambda}_x(x, y)f(y)dy
\]
for all \( x \) outside the support of \( f \).

**Proof.** Fix \( f, g \in \mathcal{C}_c^{0} \) with disjoint support. For \( \lambda \geq 0 \) and \( z \in \mathbb{C} \) define the functions
\[
F_{\lambda}(z) = ((A + \lambda I)^{−2} f, g)
\]
and
\[
G_{\lambda}(z) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} K^{\lambda}_x(x, y)f(y)\hat{g}(x)dy\mathcal{Y}_t(x).
\]
We prove that both functions are holomorphic on \( \mathbb{C} \).

Since \( f \) and \( g \) have disjoint support, the integral defining \( G_{\lambda}(z) \) converges absolutely for every \( z \in \mathbb{C} \) by Lemma \([2,3]\). Since the function \( z \mapsto r^{z−1} \) is holomorphic for every \( t > 0 \), \( G_{\lambda} \) is holomorphic by Fubini’s, Goursat’s and Morera’s theorems.

As for \( F_{\lambda} \), if \( N = [\text{Re} \, z] + 1 \) then
\[
F_{\lambda}(z) = ((A + \lambda I)^{−N} (A + \lambda I)^{N} f, g)
\]
\[
= \sum_{k=n}^{\infty} (k + \lambda)^{z-N} (P_k (A + \lambda I)^{N} f, g) = \sum_{k=n}^{\infty} (k + \lambda)^{z-N} (P_k (A + \lambda I)^{N} f, P_k g)
\]
and the series converges uniformly on compact sets, since
\[
\sum_{k=n}^{\infty} |(k + \lambda)^{z-N} (P_k (A + \lambda I)^{N} f, P_k g)| \leq (n + \lambda)^{\text{Re} \, z - N}|| (A + \lambda I)^{N} f ||_2 || g ||_2.
\]
Thus, \( F_{\lambda} \) is holomorphic in \( \mathbb{C} \). Since \( F_{\lambda}, G_{\lambda} \) are both holomorphic in \( \mathbb{C} \) and they coincide for \( \text{Re} \, z < 0 \) by Proposition \([2,4]\) the statement follows by the uniqueness of the analytic continuation.

By means of Proposition \([2,4]\) and Theorem \([2,5]\) we may obtain the kernels of the imaginary powers and the Riesz transforms associated with \( A \). To be more concise, we shall often adopt the notation of \([20]\)
\[
\phi(x,y) := \frac{rx - y}{\sqrt{1 - r^2}}, \quad \psi(x,y) := \frac{ry - x}{\sqrt{1 - r^2}}
\]
for \( r \in (0, 1) \). Observe that \( |\phi|^2 - |\psi|^2 = |x|^2 - |y|^2 \) for every \( x, y \in \mathbb{R}^n \). We recall that we adopt the notational convention \([1,2]\).

By Theorem \([2,5]\) the kernel of \((A + \lambda I)^{iu}, u \neq 0\) with respect to the Lebesgue measure is
\[
K_{(A + \lambda I)^{iu}}(x,y) = c(u) \frac{\Gamma^{\frac{n}{2}}}{\pi^{\frac{n}{2}}} \int_0^{\infty} t^{iu-1} e^{-\sqrt{(n+\lambda)t}} e^{-|\phi(x,y)|^2} dt
\]
\[
= c(u) \frac{\Gamma^{\frac{n}{2}}}{\pi^{\frac{n}{2}}} \int_0^{\infty} r^{iu-1} (−\log r)^{-iu-1} (1 - r^2)^{\frac{n}{2}} e^{-|\phi(x,y)|^2} dr \tag{2.4}
\]
where we used the change of variables $e^{-t} = r$, and $c(u) = \Gamma(-iu)^{-1}$. The kernel of $(A + \lambda I)^{iu}$ with respect to the measure $\gamma_{-1}$ is instead

$$
k_{(A + \lambda I)^{iu}}(x,y) = \frac{c(u)}{\pi^n} e^{-|x|^2} \int_{0}^{1} \frac{r^{n+\lambda-1}((1-2r^n)/2)}{1-2r^n} e^{-|\psi(r,x,y)|^2} dr. \quad (2.5)
$$

By Proposition 2.4, the kernel of $(A + \lambda I)^{-1/2}$, $\lambda \geq 0$ with respect to the Lebesgue measure is

$$
K_{(A + \lambda I)^{-1/2}}(x,y) = \frac{1}{\pi^{n(n+1)/2}} \int_{0}^{\infty} t^{n/2} e^{-(n+\lambda)t} e^{-|\phi(x,t,y)|^2} dt.
$$

By differentiation, we obtain the kernel of the Riesz transforms $R_{\lambda} = \nabla (A + \lambda I)^{-1/2}$ with respect to the Lebesgue measure,

$$
K_{R_{\lambda}}(x,y) = -2\pi^{-\frac{n+1}{2}} \int_{0}^{\infty} t^{-1/2} \frac{e^{-(n+\lambda)t}}{(1-e^{-2t})^{(n+2)/2}} (x - e^{-t} y) e^{-|\psi(x,t,y)|^2} dt
$$

$$
= -2\pi^{-\frac{n+1}{2}} \int_{0}^{1} \frac{r^{n+\lambda-1}}{(1-r^2)^{(n+2)/2}} \sqrt{-\log r} (x - ry) e^{-|\psi(x,y)|^2} dr. \quad (2.6)
$$

where we used again the change of variables $e^{-t} = r$. Their kernels with respect to the measure $\gamma_{-1}$ will be

$$
K_{R_{\lambda}}(x,y) = -2\pi^{-n-\frac{1}{2}} e^{-|x|^2} \int_{0}^{1} \frac{r^{n+\lambda-1}}{(1-r^2)^{(n+2)/2}} \sqrt{-\log r} (x - ry) e^{-|\psi(x,y)|^2} dr. \quad (2.7)
$$

We shall denote with $(R_{\lambda}, j, j = 1, \ldots, n$, the $j^{th}$ component of the vector-valued operator $R_{\lambda}$. If $X$ and $Y$ are Banach spaces, with a slight abuse we say that $R_{\lambda}$ is bounded from $X$ to $Y$ by meaning that $(R_{\lambda}, j)$ is bounded from $X$ to $Y$ for every $j = 1, \ldots, n$.

**Remark 2.6.** Let $p \in (1, \infty)$ and $u \neq 0$. By a result of Salogni [31, Theorem 3.4.3] the imaginary powers $A^{iu}$ associated with $A$ are bounded on $L^p(\gamma_{-1})$, and the same holds for the shifted Riesz transforms $\nabla (A + \lambda I)^{-1/2}$ for every $\lambda \geq 1$, by a celebrated theorem of Bakry [3]. Then, since

$$
\nabla A^{-1/2} = \nabla (A + I)^{-1/2} (A + I)^{1/2} A^{-1/2}
$$

and since the operator $(A + I)^{1/2} A^{-1/2}$ is bounded on $L^p(\gamma_{-1})$ by [10, Theorem VII.9.4], we obtain also the boundedness of the Riesz transforms $\nabla A^{-1/2}$ on $L^p(\gamma_{-1})$. Nevertheless, as a consequence of our Theorems 5.1 and 5.2 both $A^{iu}$ and $\nabla A^{-1/2}$ are unbounded on $L^1(\gamma_{-1})$.

3. HARDY SPACES

As already pointed out in the introduction, the atoms of our atomic spaces are classical atoms supported in (dilations of) “hyperbolic” balls, as defined below. For every ball $B$ we write $c_B$ to denote its center, $r_B$ for its radius, and $kB$ to denote the ball with same center $c_B$ and radius $kr_B$.

**Definition 3.1.** Given $s > 0$, we call admissible ball at scale $s$ a ball $B$ of centre $c_B$ and radius $r_B \leq s \min(1, 1/|c_B|)$. The family of all admissible balls at scale $s$ will be denoted by $B_s$. Balls in $B_1$ will often be referred to only as admissible balls.

**Lemma 3.2.** Let $s > 0$. There exist some constants $c_1(s)$, $c_2(s)$ such that for every $B \in B_s$ and every subset $E \subseteq B$

$$
c_1(s) e^{kr_B^2} |E| \leq \chi_{-1}(E) \leq c_2(s) e^{kr_B^2} |E|.
$$

In particular, $\gamma_{-1}(B) \approx e^{kr_B^2} |B|$ for every $B \in B_1$ and $\gamma_{-1}$ is locally doubling on admissible balls.
Proof. Let $B \in B_s$. For every $y \in B$, then, $|y - c_B| \leq r_B \leq s \min(1, 1/|c_B|)$. Therefore

$$|y|^2 \leq (|y - c_B| + |c_B|)^2 \leq r_B^2 + |c_B|^2 + 2r_B|c_B| \leq |c_B|^2 + s^2 + 2s,$$

while

$$|y|^2 \geq (|y - c_B| - |c_B|)^2 = |c_B|^2 + |y - c_B|^2 - 2|c_B||y - c_B| \geq |c_B|^2 - 2s.$$

The statement is now easy to verify. \[\Box\]

3.1. The Hardy space $H^1(\gamma_1)$. In this section, we recall the definition of Carbonaro, Mauceri and Meda’s atomic Hardy space \([6]\) in the case when the metric measure space is $(\mathbb{R}^n, \rho, \gamma_1)$.

Definition 3.3. An $H^1$-atom is a function $a$ supported in a ball $B \in B_1$ such that

(i) $\|a\|_{L^2(\gamma_1)} \leq \gamma_1(B)^{-1/2}$,

(ii) $\int_B a(x) \gamma_1(x) \, dx = 0$.

Definition 3.4 (cf. \([6]\)). We define the Hardy space

$$H^1(\gamma_1) := \{ f \in L^1(\gamma_1) : f = \sum_j c_j a_j, \ a_j \text{ is an } H^1\text{-atom}, \ (c_j) \in \ell^1 \}$$

with the norm

$$\|f\|_{H^1(\gamma_1)} := \inf \{ \| (c_j) \|_{\ell^1} : f = \sum_j c_j a_j, \ a_j H^1\text{-atom} \}.$$

Remark 3.5. If in Definition 3.3 we replace atoms supported in balls at scale 1 with atoms supported in balls at any fixed scale $s > 0$, we obtain the same space $H^1(\gamma_1)$ with an equivalent norm. The same holds if we replace the $L^2$-size condition in Definition 3.3 (i) with any other $L^p$-size condition, $p \in (1, \infty]$. This is indeed a consequence of \([6]\) Proposition 4.3, (ii) and Theorem 6.1, and of an almost verbatim repetition of the proof of \([20]\) Theorem 2.2, together with Lemma 3.2 above. In the notation of \([6]\),

$$H^1_s(\gamma_1) = H^1_{L^p}(\gamma_1) \quad \forall r, p \in (1, \infty], \ s, t > 0$$

with equivalence of norms.

Therefore, since every admissible ball at scale $s$ is contained in a cube $Q$ of centre $c_Q$ and side length at most $2s \min(1, 1/|c_Q|)$ (which we may call admissible cube at scale $s$), while every such cube is contained in an admissible ball at scale $s \sqrt{n}$, we obtain the space $H^1(\gamma_1)$ by considering atoms supported in admissible cubes at any fixed positive scale, with equivalence of norms.

3.2. The Hardy spaces $X^1(\gamma_1)$. In this section, we introduce the new atomic Hardy spaces $X^1_\lambda(\gamma_1)$, $\lambda \geq 0$, associated with different translations of $\mathcal{A}$. The reader should compare our definitions with those of \([22]\).

Definition 3.6. Let $\lambda \geq 0$, $\Omega$ be a bounded open set and $K$ be a compact set.

- We denote by $q^2_{\lambda}(\Omega)$ the space of all functions $u \in L^2(\Omega)$ such that $(\mathcal{A} + \lambda I)u$ is constant on $\Omega$, and by $q^2_{\lambda}(K)$ the space of functions on $K$ which are the restriction to $K$ of a function in $q^2(\Omega')$ for some bounded open $\Omega' \supset K$;
- We denote by $h^2_{\lambda}(\Omega)$ the space of all functions $u \in L^2(\Omega)$ such that $(\mathcal{A} + \lambda I)u = 0$ on $\Omega$, and by $h^2(K)$ the space of functions on $K$ which are the restriction to $K$ of a function in $h^2(\Omega')$ for some bounded open $\Omega' \supset K$.

The spaces $h^2_{\lambda}(\Omega)^\perp$ and $q^2_{\lambda}(\Omega)^\perp$ are the orthogonal complements of $h^2_{\lambda}(\Omega)$ and $q^2_{\lambda}(\Omega)$ in $L^2(\Omega, \gamma_1)$, respectively. The spaces $h^2_{\lambda}(K)^\perp$ and $q^2_{\lambda}(K)^\perp$ will be the orthogonal complements in $L^2(K, \gamma_1)$.

Definition 3.7. Let $\lambda \geq 0$. An $X^1_\lambda$-atom is a function $a \in L^2(\gamma_1)$, supported in a ball $B \in B_1$, such that

(i) $\|a\|_{L^2(\gamma_1)} \leq \gamma_1(B)^{-1/2}$,
(ii) \( a \in q^2(\mathcal{B}) \). 

**Definition 3.8.** For every \( \lambda \geq 0 \), the Hardy space \( X^1_\lambda(\gamma^{-1}) \) is the space 
\[
X^1_\lambda(\gamma^{-1}) := \{ f \in L^1(\gamma^{-1}) : f = \sum c_j a_j, \ a_j X^1_\lambda-atom, (c_j) \in \ell^1 \}
\] 
edowed with the norm 
\[
\|f\|_{X^1_\lambda(\gamma^{-1})} := \inf\{ \|\ell\|_{\ell^1} : f = \sum c_j a_j, \ a_j X^1_\lambda-atom \}.
\]

If \( B \in \mathcal{B}_1 \), the functions in \( q^2(\mathcal{B}) \) will be referred to as \( \lambda \)-quasi-harmonic functions on \( B \).

### 3.3. Support preservation of \((A + \lambda I)^{-1}\) on atoms

The following result may be obtained by a straightforward adaptation of [4] Subsection 2.1 to the current setting of the inverse Gauss measure, and its proof is omitted.

**Theorem 3.9.** Let \( \lambda \geq 0 \). For every \( X^1_\lambda \)-atom supported in an admissible ball \( B \), \( \text{supp}(A + \lambda I)^{-1}a \subseteq B \) and 
\[
\| (A + \lambda I)^{-1}a \|_{L^2(\gamma^{-1})} \leq r_B^2 \gamma^{-1}(B)^{-1/2}.
\]

### 3.4. Two important classes of functions

In this section we introduce two families of functions that play an important role in the proof of the unboundedness results. One of the two also provides examples of non-trivial \( \lambda \)-harmonic functions.

**Definition 3.10.** Let \( \lambda \geq 0 \). For \( \sigma, y \in \mathbb{R}^n \), define the functions 
\[
\Psi_{\lambda, \sigma}(y) = \int_0^\infty e^{-t(n+\lambda-2)/2} e^{2(\sigma, y)\sqrt{t}} d\sigma 
\] 
and 
\[
\Phi_{\lambda, \sigma}(y) = \int_0^\infty e^{-t(n+\lambda-2)/2} \log(1/t) e^{2(\sigma, y)\sqrt{t}} d\sigma.
\]

**Lemma 3.11.** Let \( \lambda \geq 0 \) and \( B \) a ball in \( \mathbb{R}^n \). Then for every \( \sigma \in S^{n-1} \)

1. \( \Psi_{\lambda, \sigma} \) is \( \lambda \)-harmonic in \( \mathbb{R}^n \). In particular, \( \Psi_{\lambda, \sigma} \in h^2_\lambda(B) \). Moreover \( (A + \lambda I)\Psi_{\lambda, \sigma} = 2\Psi_{\lambda, \sigma} \);
2. \( \Psi_{\lambda, \sigma} \) is not constant on any open subset of \( \mathbb{R}^n \);
3. there exists a function \( \psi \) in \( C^\infty_c(B) \) with integral zero such that \( (\psi, \Psi_{\lambda, \sigma})_{L^2(\gamma^{-1})} \neq 0 \).

**Proof.** Statement (1) is a consequence of the equality 
\[
e^{-t(n+\lambda-2)/2}(A + \lambda I)(e^{2(\sigma, y)\sqrt{t}}) = e^{-|y|^2} \frac{d}{dt}\left(2e^{2(\sigma, y)\sqrt{t}} - t(n+\lambda)/2\right)
\]
for every \( y \in \mathbb{R}^n \) and \( \sigma \) such that \( |\sigma| = 1 \), and this yields 
\[
(A + \lambda I)\Psi_{\lambda, \sigma}(y) = \int_0^\infty e^{-t(n+\lambda-2)/2}(A + \lambda I)(e^{2(\sigma, y)\sqrt{t}}) dt = 0
\]
for every such \( y \) and \( \sigma \). Moreover, by (3.3) 
\[
(A + \lambda I)\Phi_{\lambda, \sigma}(y) = e^{-|y|^2} \int_0^\infty \log(1/t) \frac{d}{dt}\left(2e^{2(\sigma, y)\sqrt{t}} - t(n+\lambda)/2\right) dt = 2\Psi_{\lambda, \sigma}(y),
\]

(1) Equivalently, (3.3) can be formulated by saying that \( f^2_{\lambda, \sigma}(y, t) = e^{-t(n+\lambda)/2} e^{2(\sigma, y)\sqrt{t}} \) is a solution of the equation 
\[
(L + (\lambda + n)I)u_{\sigma} = 2\frac{d}{dt}u_{\sigma}.
\]
where the last equality holds by integration by parts. As for (2), observe that \( \Psi_{\lambda,\sigma} \) is the restriction to \( \mathbb{R}^n \) of an entire function on \( \mathbb{C}^n \). Thus, if it were constant on some open subset of \( \mathbb{R}^n \), it would be constant everywhere. Since
\[
\nabla \Psi_{\lambda,\sigma}(y) = -2y \Psi_{\lambda,\sigma}(y) + 2\sigma \Psi_{\lambda+1,\sigma}(y)
\]
we have \( |\nabla \Psi_{\lambda,\sigma}(0)| = 2 \Psi_{\lambda+1,\sigma}(0) > 0 \). Thus, \( \Psi_{\lambda,\sigma} \) is not constant in a neighbourhood of the origin.
To prove (3), denote by \( C^\infty_\nu(B) \) the space of functions in \( C^\infty_{-\nu}(B) \) with integral zero. Since the orthogonal of \( C^\infty_{-\nu}(B) \) in \( L^2(B,\gamma_{-1}) \) is the space of functions that are constant on \( B \), (3) follows from (2).

It is easily seen that both \( \Psi_{\lambda,\sigma} \) and \( \Phi_{\lambda,\sigma} \) are in \( L^2_{\text{loc}} \) for every \( \lambda \geq 0 \) and \( \sigma \in \mathbb{S}^{n-1} \), since they are smooth. In particular, they are in \( L^2_{\text{loc}}(\gamma_{-1}) \). Thus, the integral \( \int \Psi_{\lambda,\sigma} f d\gamma_{-1} \) is well defined for every \( f \in L^2(\gamma_{-1}) \) with compact support. However, neither \( \Psi_{\lambda,\sigma} \) nor \( \Phi_{\lambda,\sigma} \) are in \( L^2(\gamma_{-1}) \). If they were, indeed, by Lemma 3.11(1) they would be in the kernels of \( A + \lambda I \) and \( (A + \lambda I)^2 \), respectively, which contain only the null function.
Therefore, if \( f \in L^2(\gamma_{-1}) \) has compact support in a ball \( B \), we shall denote the integrals \( \int \Psi_{\lambda,\sigma} f d\gamma_{-1} \) and \( \int \Phi_{\lambda,\sigma} f d\gamma_{-1} \) by \( (\Psi_{\lambda,\sigma}, f)_{L^2(B,\gamma_{-1})} \) and \( (\Phi_{\lambda,\sigma}, f)_{L^2(B,\gamma_{-1})} \), respectively, to emphasize that they are not inner products in \( L^2(\mathbb{R}^n,\gamma_{-1}) \).

**Corollary 3.12.** Let \( B \) be an admissible ball.

1. If \( \psi \) is a function in \( C^\infty_{-\nu}(B) \) with integral zero with respect to \( \gamma_{-1} \), then \( (A + \lambda I)\psi \) is a multiple of an \( X_{\lambda} \)-atom.

2. If \( \lambda \neq \mu \) there exists an \( X_{\lambda} \)-atom which is not an \( X_{\mu} \)-atom.

**Proof.** To prove (1) we only need to show that \( (A + \lambda I)\psi \in q^2_{\lambda} \). Indeed, if \( v \in q^2_{\lambda} \) and \( (A + \lambda I)v = c \) on \( B \),
\[
(v, (A + \lambda I)\psi)_{L^2(B,\gamma_{-1})} = ((A + \lambda I)v, \psi)_{L^2(B,\gamma_{-1})} = (c, \psi)_{L^2(B,\gamma_{-1})} = 0.
\]
To prove (2), observe that by Lemma 3.11(3) there exists a function \( \psi \in C^\infty_{-\nu}(B) \) with integral zero with respect to \( \gamma_{-1} \) that is not orthogonal to \( \Psi_{\mu,\sigma} \). By (1) the function \( (A + \lambda I)\psi \) is, up to a constant factor, an \( X_{\lambda} \)-atom, but \( (A + \lambda I)\psi \notin q^2_{\mu} \) since by integration by parts
\[
((A + \lambda I)\psi, \Psi_{\mu,\sigma})_{L^2(B,\gamma_{-1})} = (\lambda - \mu)(\psi, \Psi_{\mu,\sigma})_{L^2(B,\gamma_{-1})} \neq 0
\]
and \( \Psi_{\mu,\sigma} \in h^2_{\mu}(B) \subset q^2_{\mu} \) by Lemma 3.11(1).

The following two lemmata highlight the importance of the functions \( \Psi_{\lambda,\sigma} \) and \( \Phi_{\lambda,\sigma} \). In particular, Lemma 3.13 below concerns their role in the unboundedness results of the imaginary powers, while Lemma 3.14 that for the Riesz transforms. They will be used in Theorems 6.1 and 6.2 respectively.

**Lemma 3.13.** Let \( B = B(0,1) \), \( u \in \mathbb{R} \setminus \{0\} \) and \( f \in L^1(B) \) with \( \text{supp}(f) \subseteq \overline{B} \). If there exists \( \sigma_0 \in \mathbb{S}^{n-1} \) such that \( (\Psi_{0,\sigma_0}, f)_{L^2(B,\gamma_{-1})} \neq 0 \), then \( A^u f \notin L^1(\gamma_{-1}) \).

**Proof.** Let \( f \) be as in the statement. Then, for every \( x \notin \overline{B} \)
\[
A^u f(x) = c(u,n)e^{-|x|^2} \int_B \int_0^1 r^{n-1}(-\log r)^{-iu-1}(1-r^2)^{n/2}e^{-iux^2}f(y)e^{iy^2}dydx
\]
so that
\[
||A^u f||_{L^1(\gamma_{-1})} \geq c(u,n)\left\{ \int_{(SB)^c} \int_B \int_0^1 ... drdydx - \int_{(SB)^c} \int_B \int_0^1 ... drdydx \right\}
\]
\[
= c(u,n)\{\ell_1 - \ell_2\}.
\]
The choice of $5B$ is merely technical. We shall prove that $I_1 = \infty$ while $I_2 < \infty$. As for $I_2$, since $(x,y) \leq |x|$ for $y \in B$, we get

$$I_2 \leq \int_{(5B)^*} \int_B \int_{1/2}^1 (-\log r)^{-1} e^{-\frac{2\rho^2}{1-r^{-2}}} e^{\frac{2\rho^2}{1-r^{-2}}} |f(y)| \, dr \, dy \, dx.$$  

Since $e^{-r^2|y|^2/(1-r^2)} \leq 1$ and $f \in L^1(B)$, by changing the order of integration and passing to spherical coordinates

$$I_2 \leq \int_{1/2}^1 \int_{B^*} \int_{5B} (-\log r)^{-1} e^{-\frac{2\rho^2}{1-r^{-2}}} e^{\frac{2\rho^2}{1-r^{-2}}} \, dx \, dr \leq \int_{1/2}^1 \int_{B^*} \int_\infty \int_0^1 (-\log r)^{-1} e^{-\frac{2\rho^2}{1-r^{-2}}} e^{\frac{2\rho^2}{1-r^{-2}}} \rho^{n-1} \, dp \, dr \, dx \, dy.$$  

Observe now that for $r \in (1/2,1)$ and every $\rho \geq 0$

$$-\frac{r^2 \rho^2}{1-r^2} + \frac{2r \rho^2}{1-r^2} + \frac{2r \rho}{1-r^2} = \frac{r(-2\rho^2 + 8\rho)}{4(1-r^2)} \leq \frac{4r}{1-r^2} - \frac{r}{4(1-r^2)} \rho^2$$

so $-2\rho^2 + 8\rho \leq 16 - \rho^2$. Observe also that for every $s_0 > 0$ there is a constant $c$ depending only on $s_0$ and $n$ such that $\exp(-s^2/4)|s|^{n-1} \leq c \exp(-s^2/5)$ for every $s \geq s_0$. Therefore, since $\rho \sqrt{\frac{1}{1-r^2}} \geq 5 \sqrt{2/3}$, there exists a $c$ such that

$$\exp\left(-\frac{r}{4(1-r^2)} \rho^2\right) \rho^{n-1} \leq c \left(\frac{r}{1-r^2}\right)^{(n-1)/2} \exp\left(-\frac{r}{5(1-r^2)} \rho^2\right) \rho \sqrt{\frac{1}{1-r^2}}.$$  

Thus

$$I_2 \leq \int_{1/2}^1 \int_{1/2}^1 e^{-\frac{4r}{(1-r^2)}} \int_0^\infty \int_0^1 \int_0^{2\pi} e^{-\frac{r}{5(1-r^2)} \rho^2} \rho^2 \, dp \, dr \, dx \, dy = c \int_{1/2}^1 e^{-\frac{4r}{(1-r^2)}} \int_0^\infty \int_0^{2\pi} \int_0^\infty F(\rho, t, \sigma) \, d\Sigma(\sigma).$$  

We now look at $I_1$, which we write as $I_1 = \int_0^\infty I_1^1(\rho) \, d\rho$, where

$$I_1^1(\rho) = \rho \int_{S^{n-1}} \int_{B^*} \int_{1/2}^1 (-\log r)^{-1} e^{-\frac{2\rho^2}{1-r^{-2}}} e^{\frac{2\rho^2}{1-r^{-2}}} f(y) \, dy \, d\sigma(\sigma).$$

We shall find the asymptotic behaviour of $I_1^1(\rho)$ when $\rho \to \infty$. We make the substitution $r^2 \rho^2/(1-r^2) = t$ in the integral over $r$, and get

$$I_1^1(\rho) = \frac{1}{\rho \log(\rho^2)} \int_{S^{n-1}} \int_{0}^{r^2/3} F(\rho, t, \sigma) \, d\Sigma(\sigma)$$

where

$$F(\rho, t, \sigma) = 2\pi \left[ \log(1 + \rho^2/t) \right]^{-1-a} e^{-t(a-2)/2} \left( \int_B e^{-\frac{r^2 \rho^2}{t}} \sigma(\sigma, y) \frac{t}{1+t/\rho^2} f(y) \, dy \right).$$

We want to apply the dominated convergence theorem for $\rho \to \infty$. Indeed, observe that

$$\left| \log \rho^2 \frac{t}{\log(1 + \rho^2/t)} \right| \leq 1 + \frac{|\log t|}{\log 4}$$

for every $t \in (0, \rho^2/3)$ and since $t/\rho^2 \leq 1/3$,

$$|\sigma, y| \frac{t}{(1+t/\rho^2)} \leq c \sqrt{t}$$

for every $\sigma \in S^{n-1}$ and $y \in B$. Therefore, since $f \in L^1(B)$, for every $t \in (0, \rho^2/3)$

$$|F(\rho, t, \sigma)| \leq \left(1 + \frac{|\log t|}{\log 4}\right) e^{-t(n-2)/2} e^{c \sqrt{t}} \int_B |f(y)| \, dy \leq \left(1 + \frac{|\log t|}{\log 4}\right) e^{-t(n-2)/2} e^{c \sqrt{t}} =: g(t).$$
Since the function $g$ is integrable on $(0, \infty) \times S^{n-1}$, by dominated convergence
\[
\lim_{\rho \to \infty} \int_{S^{n-1}} \left| \frac{\rho^{2/3}}{F(\rho, t, \sigma)} \right| d\Sigma(\sigma) = \int_{S^{n-1}} \left| (\Psi_{0, \sigma}, f)_{L^2(B, \gamma_{-1})} \right| d\Sigma(\sigma).
\]
The integral over $S^{n-1}$ is strictly positive, since the function $\sigma \mapsto (\Psi_{0, \sigma}, f)_{L^2(B, \gamma_{-1})}$ is continuous and by assumption there exists a $\sigma_0 \in S^{n-1}$ such that $(\Psi_{0, \sigma_0}, f)_{L^2(B, \gamma_{-1})} \neq 0$. Therefore
\[
I_1^j(\rho) = \frac{1}{\rho \log(\rho^2)} \int_{S^{n-1}} \left| (\Psi_{0, \sigma}, f)_{L^2(B, \gamma_{-1})} \right| d\Sigma(\sigma) \quad \text{for} \quad \rho \to \infty,
\]
and
\[
I_1 = \int_5^\infty I_1^j(\rho) \, d\rho = \infty.
\]
This concludes the proof.

The following lemma is the counterpart of Lemma 3.13 for the Riesz transforms, but it requires a more sophisticated analysis.

**Lemma 3.14.** Let $B = B(0, 1)$, $j = 1, \ldots, n$ and $f \in L^1(B)$ with $\text{supp}(f) \subseteq B$.

(i) For every $\lambda \in [0, 1]$, if there exists $\sigma_0 \in S^{n-1}$ such that $(\Psi_{\lambda, \sigma_0}, f)_{L^2(B, \gamma_{-1})} \neq 0$, then $(R_\lambda f)_{L^1(B, \gamma_{-1})} \neq 0$.

(ii) For every $\lambda \in [0, 1]$, if $(\Psi_{\lambda, \sigma}, f)_{L^2(B, \gamma_{-1})} = 0$ for every $\sigma \in S^{n-1}$ but there exists $\sigma_0 \in S^{n-1}$ such that $(\Phi_{\lambda, \sigma_0}, f)_{L^2(B, \gamma_{-1})} \neq 0$, then $(R_\lambda f) \notin L^1(B, \gamma_{-1})$.

Notice that, while statement (i) holds for all $\lambda \in [0, 1]$, statement (ii) does not hold for $\lambda = 1$.

**Proof.** Let $\lambda \geq 0$. For almost every $x \in \mathbb{R}^n$
\[
(R_\lambda f)(x) = c(n) e^{-|x|^2} \int_{\mathbb{R}^n} \frac{r^{n+\lambda-1}(-\log r)^{-1/2}}{(1-r^2)^{(n+2)/2}} (x_j - ry_j) e^{-\frac{|x|^2}{1-r^2}} e^{\frac{\rho^2}{1-r^2}} f(y) \, dr \, dy,
\]
so that
\[
\| (R_\lambda f) \|_{L^1(\gamma_{-1})} \geq \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \int_0^{1/2} \right) \, dx \, dy = \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \int_0^{1/2} \right) \, dx \, dy.
\]

The finiteness of $J_2^\lambda$ for every $\lambda \geq 0$ can be seen exactly as that of $I_2$ in the proof of Lemma 3.13 and we omit the details. As for $J_1^\lambda$,
\[
J_1^\lambda = \int_5^\infty \rho^{n-1} \left| \int_{S^{n-1}} \left( \int_0^{1/2} \right) \right| d\Sigma(\sigma) \, d\rho = \int_5^\infty J_{1,1}^\lambda(\rho) \, d\rho.
\]

We shall describe the asymptotic behaviour of $J_{1,1}^\lambda(\rho)$ when $\rho \to \infty$. We perform the change of variables $\rho^2/(1-r^2) = t$, and get
\[
J_{1,1}^\lambda(\rho) = \frac{c}{\rho^\lambda \log \rho} \int_{S^{n-1}} \left| \int_0^{\rho^{2/3}} h_\lambda(\rho, t, \sigma) \, dt \right| d\Sigma(\sigma)
\]
where
\[
h_\lambda(\rho, t, \sigma) = \left[ \frac{\log(1+\rho^2/t)}{\log \rho^2} \right]^{-1/2} e^{-\frac{t(n+\lambda-2)/2}{(1+t/\rho^2)^{\lambda/2}}} \times \int_B \left( \frac{\rho \sigma_j - ry_j}{\rho^2} \right) e^{\frac{t}{1+t/\rho^2}} f(\sigma, y) \, dy.
\]
Thus, the asymptotic behaviour of $J_{1,1}^\lambda(\rho)$ when $\rho \to \infty$ can be recovered by that of the inner integral in (3.6). We shall need the first two terms of the asymptotic expansion of $J_{1,1}^\lambda$, since the first term is not enough to prove the statement (ii) of the theorem.

We claim that $J_{1,1}^\lambda(\rho)$ equals

$$
\frac{c}{\rho^{1/2} \sqrt{\log \rho}} \int_{S^{n-1}} \left| \sigma_j \left( (\Psi_{\lambda,\sigma,f})_{L^2(B,\gamma)} + \frac{1}{4\log(\rho)} (\Phi_{\lambda,\sigma,f})_{L^2(B,\gamma)} \right) + R(\sigma,\rho) \right| d\Sigma(\sigma)
$$

where $c \neq 0$ and $|R(\sigma,\rho)| \leq C/\log^2 \rho$.

Assuming the claim for the moment, we complete the proof. If there exists $\sigma_0 \in S^{n-1}$ such that $(\Psi_{\lambda,\sigma_0,f})_{L^2(B,\gamma)} \neq 0$, then, by continuity, we can find an open subset $U$ of $S^{n-1}$ such that $|\sigma_j| \geq \varepsilon > 0$ and $(\Psi_{\lambda,\sigma_1,f})_{L^2(B,\gamma)} \neq 0$ for every $\sigma \in U$. Thus the integral in (3.7) is bounded below by

$$
\int_U \left| \sigma_j \left( (\Psi_{\lambda,\sigma_0,f})_{L^2(B,\gamma)} + \frac{1}{4\log(\rho)} (\Phi_{\lambda,\sigma_0,f})_{L^2(B,\gamma)} \right) + R(\sigma,\rho) \right| d\Sigma(\sigma) \geq C > 0.
$$

Hence $J_{1,1}^\lambda(\rho) \geq \frac{c}{\rho^{1/2} \log^2 \rho}$ for all $\rho$ sufficiently large, and the integral $\int_0^\infty J_{1,1}^\lambda(\rho) d\rho$ diverges for all $\lambda \in [0,1]$. If $(\Psi_{\lambda,\sigma_0,f})_{L^2(B,\gamma)} = 0$ for every $\sigma \in S^{n-1}$ but there exists $\sigma_0 \in S^{n-1}$ such that $(\Phi_{\lambda,\sigma_0,f})_{L^2(B,\gamma)} \neq 0$, the same continuity arguments used previously shows that there exists an open subset $U$ of $S^{n-1}$ such that $|\sigma_j| \geq \varepsilon > 0$ and $(\Phi_{\lambda,\sigma_0,f})_{L^2(B,\gamma)} \neq 0$ for every $\sigma \in U$. Thus, the integral in (3.7) is bounded below by

$$
\int_U \left| \sigma_j \left( \frac{1}{4\log(\rho)} (\Phi_{\lambda,\sigma_0,f})_{L^2(B,\gamma)} + R(\sigma,\rho) \right) \right| d\Sigma(\sigma) \geq \frac{c}{\log \rho} > 0
$$

for all $\rho$ sufficiently large. Thus $J_{1,1}^\lambda(\rho) \geq \frac{c}{\rho^{1/2} \log^2 \rho}$ and $\int_0^\infty J_{1,1}^\lambda(\rho) d\rho$ diverges for all $\lambda \in [0,1]$.

It remains to prove the claim. To do this, we use Taylor formula. First of all, observe that for every $t \in (0,\rho^2/3)$ we have $t/\rho^2 \leq 1/3 < 1$. Then

$$
e^{-t|y|^2/\rho^2} = 1 + R_1(y,t,\rho), \quad (1+t/\rho^2)^{-\lambda/2} = 1 + R_2^\lambda(t,\rho),$$

where $|R_1(y,t,\rho)| \leq C/(t^{1/2})$ and $|R_2^\lambda(t,\rho)| \leq C/(t^{1/2})$ for some constants $C$ and $C(\lambda)$ which do not depend on $t, \rho, y$ or $\sigma$. The logarithmic term is more delicate, and it will give the main contributions to the integral. The first step is to write

$$
\frac{\log(1+t/\rho^2)}{\log(\rho^2)} = 1 + \frac{\log(1+t/\rho^2)}{2\log(\rho^2)} = 1 + \frac{\log(1+t/\rho^2)}{2\log(\rho^2)},
$$

and to observe that for every $s > -1$

$$
(1+s)^{-1/2} = 1 - \frac{1}{2} s + R(s), \quad |R(s)| \leq s^2 \max \left(1, \frac{1}{1+s} \right).
$$

In particular, if $s = \log(1+t/\rho^2)/\log(\rho^2)$, then $s > -1$ and

$$
\frac{1}{1+s} = \frac{\log(\rho^2)}{\log(1+t/\rho^2)} \leq 1 + \frac{|\log t|}{\log 4},
$$

by (3.4). Observe moreover that $\log(1+t/\rho^2) \leq t/\rho^2$. Therefore,

$$
\left( \frac{\log(1+t^2/\rho^2)}{\log(\rho^2)} \right)^{-1/2} = 1 - \frac{1}{4} \frac{\log(1+t/\rho^2)}{\log(\rho^2)} + R(t,\rho), \quad |R(t,\rho)| \leq C(1+|\log^2 t|)/\log^2 \rho.
$$
where $C$ is an absolute constant. Finally, observe that for every $y \in B$, $\sigma \in S^{n-1}$ and $\rho \geq 5$

$$\sigma_j \frac{y_j}{\rho^2} \sqrt{\frac{t}{1+t/\rho^2}} = \sigma_j + R_3(y,t,\rho), \quad |R_3(y,t,\rho)| \leq \sqrt{\frac{t}{\rho^2}}.$$ 

By substituting the expansions above, then, one can see that

$$\int_0^{\rho^{2/3}} h_\rho(\rho,t,\sigma) \, d\rho = A^1_\sigma(\sigma,\rho) - A^2_\sigma(\sigma,\rho) + R_0(\sigma,\rho),$$

(3.8) where

$$A^1_\sigma(\sigma,\rho) = \sigma_j \int_0^{\rho^{2/3}} e^{-t} t^{(n+\lambda-2)/2} \left( \int_B e^{2(\sigma,y)\sqrt{t(1+t/\rho^2)}} f(y) \, dy \right) \, dt,$$

$$A^2_\sigma(\sigma,\rho) = \frac{\sigma_j}{4\log \rho} \int_0^{\rho^{2/3}} e^{-t} t^{(n+\lambda-2)/2} \log(1/t) \left( \int_B e^{2(\sigma,y)\sqrt{t(1+t/\rho^2)}} f(y) \, dy \right) \, dt$$

and $|R_0(\sigma,\rho)| \leq C/\log^2 \rho$. We first concentrate on $A^1_\sigma$, that we split as

$$A^1_\sigma(\sigma,\rho) = \int_0^\rho \ldots \, d\rho + \int_\rho^{\rho^{2/3}} \ldots \, d\rho.$$

Then

$$\left| \int_\rho^{\rho^{2/3}} e^{-t} t^{(n+\lambda-2)/2} \left( \int_B e^{2(\sigma,y)\sqrt{t(1+t/\rho^2)}} f(y) \, dy \right) \, dt \right| \leq C e^{-\rho/2}$$

while

$$\int_0^\rho e^{-t} t^{(n+\lambda-2)/2} \left( \int_B e^{2(\sigma,y)\sqrt{t(1+t/\rho^2)}} f(y) \, dy \right) \, dt = \int_0^\rho e^{-t} t^{(n+\lambda-2)/2} \left( \int_B e^{2(\sigma,y)\sqrt{t}} f(y) \, dy \right) \, dt + R'(\sigma,\rho)$$

with $|R'(\sigma,\rho)| \leq C/\sqrt{\rho}$, since

$$\left| e^{2(\sigma,y)\sqrt{t(1+t/\rho^2)}} - e^{2(\sigma,y)\sqrt{t}} \right| \leq C e^{2\sqrt{t}/\sqrt{\rho}}$$

for $t \in (0,\rho)$, $\sigma \in S^{n-1}$ and $y \in B$. Finally, write

$$\int_0^\rho e^{-t} t^{(n+\lambda-2)/2} \left( \int_B e^{2(\sigma,y)\sqrt{t}} f(y) \, dy \right) \, dt = \int_0^\infty \ldots \, dt - \int_\rho^\infty \ldots \, dt$$

and observe that the first integral in the right-hand side is exactly $(\Psi_{\lambda,\sigma,f})_{L^2(B,y_1)}$, instead, for $\rho$ sufficiently large

$$\left| \int_\rho^\infty e^{-t} t^{(n+\lambda-2)/2} \left( \int_B e^{2(\sigma,y)\sqrt{t}} f(y) \, dy \right) \, dt \right| \leq C e^{-\rho/2}$$

for some absolute constant $C > 0$. Therefore

$$A^1_\sigma(\sigma,\rho) = \sigma_j (\Psi_{\lambda,\sigma,f})_{L^2(B,y_1)} + R_1(\sigma,\rho)$$

with $|R_1(\sigma,\rho)| \leq C/\sqrt{\rho}$. Similar arguments apply to $A^2_\sigma$, and yield

$$A^2_\sigma(\sigma,\rho) = \sigma_j \frac{1}{4\log \rho} (\Phi_{\lambda,\sigma,f})_{L^2(B,y_1)} + R_2(\sigma,\rho)$$

with $|R_2(\sigma,\rho)| \leq C/\sqrt{\rho}$. Therefore, by (3.8)

$$\int_0^{\rho^{2/3}} h_\rho(\rho,t,\sigma) \, d\rho = \sigma_j \left[ (\Psi_{\lambda,\sigma,f})_{L^2(B,y_1)} + \frac{1}{4\log \rho} (\Phi_{\lambda,\sigma,f})_{L^2(B,y_1)} \right] + R(\sigma,\rho)$$

with $|R(\sigma,\rho)| \leq C/\log^2 \rho$, and the claim is proved. \qed
4. Weak Type \((1, 1)\)

In this section, we prove the following theorem.

**Theorem 4.1.** Let \(\lambda \geq 0\) and \(u \in \mathbb{R} \setminus \{0\}\). Then

(i) the imaginary powers \((A + \lambda I)^{iu}\) are of weak type \((1, 1)\) for every \(\lambda \geq 0\);

(ii) the Riesz transforms \(R_\lambda\) are of weak type \((1, 1)\) for every \(\lambda \geq 1\).

The proof of Theorem 4.1 is inspired by the proof of [4, Theorem 1.1]. However, there is some significant difference and we shall include all the necessary details.

Since \(\gamma_{-1}\) is locally doubling on admissible balls, but not globally doubling, we start by splitting \(\mathbb{R}^n \times \mathbb{R}^n\) into a local and a global region. Recall that for \(\delta > 0\)

\[
N_\delta = \left\{ (x, y) \in \mathbb{R}^n \times \mathbb{R}^n : |x - y| \leq \frac{\delta}{1 + |x| + |y|} \right\}
\]

(4.1) by (2.3) and define \(G = N_t\). The regions \(N_1\) and \(N_2\) will be called local regions, while \(G\) will be the global region. Moreover, fix a smooth function \(\chi : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}\) such that

\[
\chi_{N_1} \leq \chi \leq \chi_{N_2}, \quad |\nabla \chi(x, y)| + |\nabla \chi(x, y)| \leq \frac{C}{|x - y|} \quad \text{for every } x \neq y.
\]

For any operator \(T\), bounded on \(L^2(\gamma_{-1})\), with Schwartz kernel \(K_T\) we define

\[
K_T_{\text{loc}} := \chi K_T, \quad K_T_{\text{glob}} := K_T - K_T_{\text{loc}}.
\]

We shall denote the operators with kernel \(K_T_{\text{loc}}\) and \(K_T_{\text{glob}}\) by \(T_{\text{loc}}\) and \(T_{\text{glob}}\), respectively. Of course \(T = T_{\text{loc}} + T_{\text{glob}}\). Therefore, to prove the weak type \((1, 1)\) of \(T\), it will be enough to prove the weak type \((1, 1)\) of both \(T_{\text{loc}}\) and \(T_{\text{glob}}\).

The proof for \(R_{\lambda, \text{loc}}\) and \((A + \lambda I)^{iu}_{\text{glob}}\) will be rather standard, since by [31, Theorem 3.2.8] we can reduce to proving some Calderón-Zygmund type estimates for their kernel.

As for the global parts, we prove that there exists a kernel \(\tilde{R}\), related to the Mehler maximal kernel, which controls both the kernels of \(R_{\lambda, \text{glob}}\), \(\lambda \geq 1\), and of \((A + \lambda I)^{iu}_{\text{glob}}\), \(\lambda \geq 0\), and which is the kernel of an operator of weak type \((1, 1)\).

To shorten the notation, for \(x, y \in \mathbb{R}^n\) we set

\[
\alpha := |x - y||x + y|, \quad \beta := \frac{|x - y|}{|x + y|}, \quad \eta(x, y) := e^{i\frac{|y|^2}{2} - i\frac{|x - y||x + y|}{2}}.
\]

We also denote by \(\theta = \theta(x, y)\) the angle between \(x\) and \(y\), and by \(\theta'\) the angle between \(y - x\) and \(y + x\). Observe that \(\beta < 1\) if and only if \((x, y) > 0\).

We begin by stating a lemma which is essentially [4, Lemma 3.1]. Its proof is elementary and omitted.

**Lemma 4.2.** Let \((x, y) \in \mathbb{R}^n\). Then

1. if \((x, y) \in G\) and \(\beta < 1\), then \(\alpha \geq 1/4\).
2. if \((x, y) \in G\), then \(|x - y| \geq \frac{1}{2}(1 + |x|)^{-1}\).
3. \(|x + y| \geq |x| \sin \theta\). In particular, \(\alpha \geq |x|^2 \sin^2 \theta\).
4. \(|x|^2 - |y|^2 - |x - y||x + y| \leq 0\).
5. \(\frac{|x|^2}{2} - \frac{|y|^2}{2} - \frac{|y||x - y||x + y|}{2} = \frac{-2|x|^2|y|^2 \sin^2 \theta}{|x - y||x + y|(1 - \cos \theta)^2}\).

The following lemma allows us to obtain Calderón-Zygmund type estimates in the local region for the kernels of the imaginary powers and the Riesz transforms of \(A\). Its proof is an almost verbatim repetition of [4, Lemma 3.6], and is omitted.

**Lemma 4.3.** Let \(\mu, \nu \geq 0\) be such that \(\mu > \nu + 1\). Then, for every \((x, y) \in N_2, x \neq y\)

\[
K_{\mu, \nu}(x, y) := \int_0^1 \frac{|x - ry|^\nu}{(1 - r^2)^{\nu + \mu - 2}} e^{i\frac{|y|^2}{2} + i\frac{|x - y||x + y|}{2}} dr \leq \frac{C}{|x - y|^\mu + \nu - 2},
\]
4.1. The Mehler Maximal Operator. To prove that the global parts of the imaginary powers and of the Riesz transforms are of weak type \((1,1)\), we shall prove that they are controlled by the integral operator \(\overline{K}\) whose kernel with respect to the Lebesgue measure is

\[
K(x,y) := e^{-|x|^2+|y|^2} \left(\frac{|x+y|}{|x-y|}\right)^{n/2} e^{\frac{|x|^2}{2} - \frac{|x+y|^2}{2}} \Phi(x,y) \chi_G(x,y)
\]

where

\[
\Phi(x,y) = \begin{cases} \frac{\alpha^{\beta^2}}{\alpha^{\alpha^2}} & \text{if } \beta \geq 1 \\ \frac{1}{\alpha^n} + (1 - \beta)^n & \text{if } \beta < 1. \end{cases}
\]

The kernel \(\overline{K}\) appears naturally when one tries to estimate the maximal Mehler kernel

\[H^*(x,y) := \sup_{t>0} H_t(x,y)\]

in the global region, as we shall see in more detail in Proposition 4.5.

**Lemma 4.4.** The operator \(\overline{K}\) is of weak type \((1,1)\).

**Proof.** The operator with kernel

\[e^{-|x|^2+|y|^2} (1 + |x|)^n \wedge (|x| \sin \theta)^{-n}\]

is of weak type \((1,1)\) by [31] Lemma 3.3.4 (see also [12] Lemma 4.4). Thus, it is enough to prove

\[
\left(\frac{|x+y|}{|x-y|}\right)^{n/2} \eta(x,y) \Phi(x,y) \leq C (1 + |x|)^n \wedge (|x| \sin \theta)^{-n}
\]

for every \((x,y) \in G\). First consider the inequality involving \((1 + |x|)^n\). We consider the cases \(\beta < 1\) and \(\beta \geq 1\) separately.

1. If \(\beta \geq 1\), observe that

\[
\left(\frac{|x+y|}{|x-y|}\right)^{n/2} \eta(x,y) \Phi(x,y) \leq \frac{\eta(x,y)}{|x-y|^n} \leq \frac{1}{|x-y|^n} \lesssim (1 + |x|)^n,
\]

the last inequality by Lemma 4.2 (2).

2. If \(\beta < 1\), by Lemma 4.2 (1) we have \(\Phi(x,y) \leq C\) for every \((x,y) \in G\). Thus, we only have to prove that

\[
\left(\frac{|x+y|}{|x-y|}\right)^{n/2} \leq (1 + |x|)^n.
\]

If \(|y| \leq 2|x|\), by Lemma 4.2 (2)

\[
\frac{|x+y|}{|x-y|} \leq \frac{|x|+|y|}{|x-y|} \leq C |x| (1 + |x|) \leq (1 + |x|)^2.
\]

If \(|y| > 2|x|\), we have both \(|x-y| \geq |y| - |x| \geq |y|/2\) and \(|x-y| \geq |y|-|x| \geq |x|\), so that

\[
\frac{|x+y|}{|x-y|} \leq \frac{|x|}{|x-y|} + \frac{|y|}{|x-y|} \leq C.
\]

We now examine the inequality involving \((|x| \sin \theta)^{-n}\). We again consider the cases \(\beta < 1\) and \(\beta \geq 1\) separately.

1'. If \(\beta \geq 1\), just observe that by the definition of \(\beta\) and Lemma 4.2 (3) and (4)

\[
\left(\frac{|x+y|}{|x-y|}\right)^{n/2} \eta(x,y) \leq 1, \quad \Phi(x,y) = \frac{1}{\alpha^{n/2}} \leq \frac{C}{(|x| \sin \theta)^n}.
\]

2'. If \(\beta < 1\), we prove separately

\[
\left(\frac{|x+y|}{|x-y|}\right)^{n/2} \eta(x,y) (1 - \beta)^n \leq C (|x| \sin \theta)^{-n}.
\]
and

\[
\left( \frac{|x+y|}{|x-y|} \right)^{n/2} \eta(x,y) \frac{1}{\alpha^{n/2}} \leq C(|x| \sin \theta)^{-n}.
\] (4.3)

The inequality (4.3) is easily seen since

\[
\left( \frac{|x+y|}{|x-y|} \right)^{n/2} \eta(x,y) \frac{1}{\alpha^{n/2}} = \frac{1}{|x-y|^n} \eta(x,y) \leq \frac{1}{(|x| \sin \theta)^n},
\]

by Lemma 4.2 (3) and (4). As for (4.2), since the function \( 0 \leq u \mapsto u^{\eta/2} e^{-u} \) is bounded, by Lemma 4.2 (5) we obtain

\[
\left( \frac{|x+y|}{|x-y|} \right)^{n/2} \eta(x,y) = \left( \frac{|x+y|^{2(1-\cos \theta')}}{|y|^2} \right)^{n/2} e^{-2|\eta|y^2 \sin^2 \theta}
\leq \left( \frac{|x+y|^2(1-\cos \theta')}{2|x|^2|y|^2 \sin^2 \theta} \right)^{n/2} = C(|x| \sin \theta)^{-n} \left( \frac{|x+y|^2(1-\cos \theta')}{|y|^2} \right)^{n/2}.
\]

Thus it remains only to prove

\[
(1-\beta)^2 \left( \frac{|x+y|^2(1-\cos \theta')}{|y|^2} \right) \leq C.
\]

If \(|x| \leq 2|y|\) this is immediate. Otherwise, an elementary computation shows that

\[
(1-\beta)^2 \left( \frac{|x+y|^2(1-\cos \theta')}{|y|^2} \right) = 2h_\theta(|x|^2/|y|^2),
\]

where

\[
h_\theta(t) = 1 + t - \sqrt{(1-t)^2 - 4t \sin^2 \theta}.
\]

Since the functions \( h_\theta \) are bounded on \((4, \infty)\) uniformly in \( \theta \), the proof is complete. \( \square \)

As announced previously, we now show that the kernel \( \tilde{K} \) arises naturally when one tries to estimate the maximal Mehler kernel \( K^*_\theta \) in the global region. The estimate, combined with Lemma 4.4 provides an alternative proof of the weak type \( (1, 1) \) of the global part of the maximal operator (see 31)

\[
\mathcal{H}_* f(x) = \sup_{t>0} |e^{-tA} f(x)|.
\]

**Proposition 4.5.** There exists a constant \( C \) such that \( H^*(x,y) \leq C \tilde{K}(x,y) \) for every \( (x,y) \in G \).

**Proof.** We begin by applying the rescaling

\[
\tau(s) := \log \frac{1+s}{1-s},
\]

which was introduced in [12], to \( H_t \). Then \( H^*(x,y) = \sup_{0<s<1} H_{\tau(s)}(x,y) \). Since

\[
H_{\tau(s)}(x,y) = e^{-|x|^2 + |y|^2} e^{\frac{|y|^2}{(4s)^{n/2}}} e^{-\frac{1}{4}(s|x+y|^2 + \frac{1}{s}|x-y|^2)},
\]

we obtain

\[
H^*(x,y) = e^{-|x|^2 + |y|^2} \eta(x,y) \sup_{0<s<1} \frac{(1-s)^n}{(4s)^{n/2}} e^{-\frac{1}{4}(s|x+y|^2 + \frac{1}{s}|x-y|^2 - 2|x-y||x+y|)).
\]

After the substitution \( s/\beta = \sigma \) in the supremum, we get

\[
H^*(x,y) \approx e^{-|x|^2 + |y|^2} \left( \frac{|x+y|}{|x-y|} \right)^{n/2} \eta(x,y) \sup_{0<\sigma<1/\beta} \frac{(1-\sigma\beta)^n}{\sigma^{n/2}} e^{-\frac{1}{4}\alpha_\phi(\sigma)},
\]
where
\[ \varphi(\sigma) := \sigma + \frac{1}{\sigma} - 2 = \frac{(\sigma - 1)^2}{\sigma}. \]

It remains then to estimate the supremum. Since its argument is a decreasing function of \( \beta \), if \( \beta \geq 1 \) we get
\[ \sup_{0 < \sigma < 1/\beta} \frac{(1 - \sigma \beta)^n}{\sigma^{n/2}} e^{-\frac{1}{2} \alpha \varphi(\sigma)} \leq \sup_{0 < \sigma < \infty} \frac{(1 - \sigma)^n}{\sigma^{n/2}} e^{-\frac{1}{2} \alpha \varphi(\sigma)} \leq \frac{1}{\alpha^{n/2}}. \]

If \( \beta < 1 \), observe that
\[ (1 - \sigma \beta)^n = [(1 - \sigma) + \sigma(1 - \beta)]^n \leq |1 - \sigma|^n + \sigma^n (1 - \beta)^n \]
so that
\[ \sup_{0 < \sigma < 1/\beta} \frac{(1 - \sigma \beta)^n}{\sigma^{n/2}} e^{-\frac{1}{2} \alpha \varphi(\sigma)} \leq \sup_{0 < \sigma < \infty} \frac{|1 - \sigma|^n}{\sigma^{n/2}} e^{-\alpha \varphi(\sigma)} + (1 - \beta)^n \sup_{0 < \sigma < \infty} \sigma^{n/2} e^{-\alpha \varphi(\sigma)} \]
\[ \leq \frac{1}{\alpha^{n/2}} + (1 - \beta)^n. \]

Summarizing, we have proved that
\[ \sup_{0 < \sigma < 1/\beta} \frac{(1 - \sigma \beta)^n}{\sigma^{n/2}} e^{-\frac{1}{2} \alpha \varphi(\sigma)} \leq \Phi(x, y), \quad (4.5) \]
and this completes the proof.

We are now ready to prove Theorem [4.1]

4.2. Proof of Theorem [4.1] (ii). As already said, we treat the local and the global parts of \( \mathcal{R}_\lambda \) separately.

**Proposition 4.6.** For every \( \lambda \geq 0 \), \( \mathcal{R}_{\lambda, \text{loc}} \) is of weak type \((1, 1)\).

**Proof.** Observe that by Lemma [4.3]
\[ |K_{\mathcal{R}_{\lambda, \text{loc}}}(x, y)| \lesssim K_{3,1}(x, y) \lesssim |x - y|^{-n} \]
and that for every \( j = 1, \ldots, n \)
\[ |\nabla_j K_{(\mathcal{R}_{\lambda, \text{loc}})}(x, y)| + |\nabla_j K_{(\mathcal{R}_{\lambda, \text{loc}})}(x, y)| \lesssim K_{3,0}(x, y) + K_{5,2}(x, y) + K_{3,1}(x, y) |x - y|^{-1} \]
\[ \lesssim |x - y|^{-(n + 1)} \]
for every \((x, y) \in N_2\) such that \( x \neq y, \lambda \geq 0, j = 1, \ldots, n \). Therefore, \( \mathcal{R}_{\lambda, \text{loc}} \) is a Calderón-Zygmund operator and the conclusion follows by [31] Theorem 3.2.8]

We now consider the global part. Observe first that for every \( \lambda \geq 0 \), by (2.6)
\[ |K_{\mathcal{R}_\lambda}(x, y)| \lesssim \int_0^\infty \frac{e^{-(n + \lambda)^t} |x - e^{-t} y|^n}{(1 - e^{-2t})(n + 2)/2 \sqrt{1 - e^{-2t}}} e^{-\frac{1}{2} \alpha \varphi(\sigma)} \, dt =: K_{\lambda}(x, y), \]
since \( t \geq (1 - e^{-2t})/2 \) for every \( t \geq 0 \).

**Proposition 4.7.** Let \( \lambda \geq 1 \). For every \((x, y) \in G \)
\[ K_{\lambda}(x, y) \leq C K(x, y). \]

In particular, \( \mathcal{R}_{\lambda, \text{glob}} \) is of weak type \((1, 1)\) for every \( \lambda \geq 1 \).
Proof. First of all, observe that it is enough to prove the statement for \( \lambda = 1 \), since \( K_\lambda \leq K_1 \) for \( \lambda \geq 1 \). The change of variable \( t = \tau(s) \) (recall (4.6)) in the integral defining \( K_1 \) yields

\[
K_1(x, y) \lesssim \int_0^1 \frac{(1-s)^n}{s^{(n+3)/2}} |(1+s)x - (1-s)y| e^{-\frac{|x|^2 + |y|^2}{4s}} \, ds
= e^{-|x|^2 + |y|^2} \eta(x, y) \int_0^1 \frac{(1-s)^n}{s^{(n+3)/2}} |(1+s)x - (1-s)y| e^{-\frac{1}{4}\alpha \varphi(s/\beta)} \, ds,
\]

After the change of variable \( s/\beta = \sigma \) in the integral we obtain

\[
\int_0^1 \frac{(1-s)^n}{s^{(n+3)/2}} |(1+s)x - (1-s)y| e^{-\frac{1}{4}\alpha \varphi(s/\beta)} \, ds = \frac{1}{\beta^{n/2}} \int_0^{1/\beta} \frac{(1-\sigma \beta)^n}{\sigma^{(n+3)/2}} \frac{|(1+\sigma \beta)x - (1-\sigma \beta)y|}{\sqrt{\beta}} e^{-\frac{1}{4}\alpha \varphi(\sigma)} \, d\sigma.
\]

Since

\[
\frac{|(1+\sigma \beta)x - (1-\sigma \beta)y|}{\sqrt{\beta}} = \frac{|(x-y) + \sigma \beta(x+y)|}{\sqrt{\beta}} \leq \frac{|x-y| + \sigma |x-y|}{\sqrt{\beta}} = (1+\sigma)\sqrt{\alpha},
\]

we proved that

\[
K_1(x, y) \lesssim e^{-|x|^2 + |y|^2} \left( \frac{|x+y|}{|x-y|} \right)^{n/2} \eta(x, y) \times \sqrt{\alpha} \int_0^{1/\beta} \frac{(1-\sigma \beta)^n}{\sigma^{(n+3)/2}} (1+\sigma)e^{-\frac{1}{4}\alpha \varphi(\sigma)} \, d\sigma. \tag{4.6}
\]

Thus it remains only to prove that the quantity in (4.6) is controlled by (a constant times) \( \Phi \).

Observe first that

\[
\sqrt{\alpha} \int_0^{1/\beta} \frac{(1-\sigma \beta)^n}{\sigma^{(n+3)/2}} (1+\sigma)e^{-\frac{1}{4}\alpha \varphi(\sigma)} \, d\sigma \\
\leq \sqrt{\alpha} \sup_{0 < \sigma < 1/\beta} \left( \frac{(1-\sigma \beta)^n}{\sigma^{n/2}} e^{-\frac{1}{4}\alpha \varphi(\sigma)} \right)^{1-\frac{1}{n}} \int_0^{1/\beta} \left( 1+\sigma \right) \frac{1-\beta \sigma}{\sigma^2} e^{-\frac{1}{4}\alpha \varphi(\sigma)} \, d\sigma \\
\leq C \Phi(x, y)^{1-\frac{1}{n}} \sqrt{\alpha} \int_0^{1/\beta} \left( 1+\sigma \right) \frac{1-\beta \sigma}{\sigma^2} e^{-\frac{1}{4}\alpha \varphi(\sigma)} \, d\sigma.
\]

The last inequality holds by (4.5). We now separate the cases \( \beta \geq 1 \) and \( \beta < 1 \). Observe that \( \varphi \) is invertible in the intervals \((0, 1)\) and \((1, \infty)\).

1. If \( \beta \geq 1 \), we have \( 1/\beta \leq 1 \), and thus we can make the change of variables \( \alpha \varphi(\sigma) = t \) in the integral, which gives

\[
\sigma = 1 - \frac{\sqrt{t^2 + 4\alpha t} - t}{2\alpha} =: \sigma_- (t) \in (0, 1] \tag{4.7}
\]

and hence

\[
\sqrt{\alpha} \int_0^{1/\beta} \frac{(1-\sigma \beta)^n}{\sigma^2} (1+\sigma)e^{-\frac{1}{4}\alpha \varphi(\sigma)} \, d\sigma = \frac{1}{\sqrt{\alpha} \Phi(1/\beta)} \int_0^\infty \frac{(1-\beta \sigma_- (t))}{1-\sigma_- (t)} e^{-\frac{1}{4}\alpha t} \, dt \\
\leq \frac{1}{\sqrt{\alpha}} \int_0^\infty e^{-\frac{1}{4}\alpha t} \, dt = C \Phi(x, y)^{1/2}.
\]

The first inequality holds since \( \beta \geq 1 \), and hence \( 1 - \beta \sigma_- (t) \leq 1 - \sigma_- (t) \).

2. If \( \beta < 1 \) we split the integral

\[
\int_0^{1/\beta} \frac{(1-\sigma \beta)^n}{\sigma^2} (1+\sigma)e^{-\frac{1}{4}\alpha \varphi(\sigma)} \, d\sigma = \int_0^1 \ldots \, d\sigma + \int_1^{1/\beta} \ldots \, d\sigma,
\]
and we estimate the two integrals separately. We shall make the change of variables \( \alpha \varphi(\sigma) = t \) in both cases. In the first integral we get as before \( \sigma = \sigma_-(t) \) (see (4.7)) and hence

\[
\int_0^1 \frac{(1 - \sigma \beta)}{\sigma^2} (1 + \sigma) e^{-\frac{1}{\alpha} \alpha \varphi(\sigma)} \, d\sigma = \frac{1}{\alpha} \int_0^\infty \frac{(1 - \beta \sigma_-(t))}{1 - \sigma_-(t)} e^{-\frac{4}{\alpha} \varphi(t)} \, dt.
\]

It is not hard to see that

\[
1 - \sigma_-(t) = \frac{\sqrt{t^2 + 4\alpha t} - t}{2\alpha} \geq C \min \left(1, \frac{\sqrt{t}}{\sqrt{\alpha}}\right) = C \frac{\min(1, \sqrt{t})}{\sqrt{\alpha}},
\]

the first inequality since \( \sqrt{1 + z} \geq C \min(z, \sqrt{z}) \), and the second inequality since \( \alpha \geq 1/4 \) by Lemma 4.2 (1).

Moreover

\[
1 - \beta \sigma_-(t) = 1 - \beta + \frac{\beta}{2\alpha} \left(\sqrt{t^2 + 4\alpha t} - t\right) \leq 1 - \beta + \beta \frac{\sqrt{t}}{\sqrt{\alpha}} \leq 1 - \beta + \frac{t}{\sqrt{\alpha}},
\]

thanks to the inequality \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \). Therefore

\[
\frac{1}{\alpha} \int_0^\infty \frac{(1 - \beta \sigma_-(t))}{1 - \sigma_-(t)^2} e^{-\frac{1}{\alpha} \alpha \varphi(\sigma)} \, dt \leq C \frac{1}{\sqrt{\alpha}} \int_0^\infty e^{-\frac{t}{\sqrt{\alpha}}} \max \left(1, \frac{1}{\sqrt{\alpha}}\right) \left(1 - \beta + \frac{t}{\sqrt{\alpha}}\right) \, dt \leq C \left(\frac{1 - \beta}{\sqrt{\alpha}} + \frac{1}{\alpha}\right).
\]

We now consider the second integral. Here the change of variables \( \alpha \varphi(\sigma) = t \) gives

\[
\sigma = 1 + \frac{\sqrt{t^2 + 4\alpha t} + t}{2\alpha} =: \sigma_+(t) \geq 1 \tag{4.8}
\]

and

\[
\int_1^{1/\beta} \frac{(1 - \sigma \beta)}{\sigma^2} (1 + \sigma) e^{-\frac{1}{\alpha} \alpha \varphi(\sigma)} \, d\sigma = \frac{1}{\alpha} \int_0^{\alpha \varphi(1/\beta)} \frac{(1 - \beta \sigma_+(t))}{\sigma_+(t) - 1} e^{-\frac{4}{\alpha} \varphi(t)} \, dt \leq \frac{(1 - \beta)}{\alpha} \int_0^\infty \frac{1}{\sigma_+(t) - 1} e^{-\frac{t}{\sqrt{\alpha}}} \, dt.
\]

Observe finally that

\[
\sigma_+(t) - 1 = \frac{t + \sqrt{t^2 + 4\alpha t}}{2\alpha} \geq 2 \frac{\sqrt{t}}{\sqrt{\alpha}}
\]

so that

\[
\frac{(1 - \beta)}{\alpha} \int_0^\infty \frac{e^{-\frac{t}{\sqrt{\alpha}}}}{\sigma_+(t) - 1} \, dt \leq \frac{(1 - \beta)}{\alpha} \int_0^\infty \frac{1}{\sqrt{\alpha}} e^{-\frac{t}{\sqrt{\alpha}}} \, dt = C \frac{1 - \beta}{\sqrt{\alpha}}
\]

which concludes the proof. \( \square \)

4.3. **Proof of Theorem 4.1 (i).** The strategy of the proof is essentially the same as that for the Riesz transforms of the previous section. We shall then be very sketchy.

**Proposition 4.8.** For every \( \lambda \geq 0 \) and every \( u \in \mathbb{R} \setminus \{0\} \), \( (\mathcal{A} + \lambda I)_{\text{loc}}^u \) is of weak type \((1, 1)\).

**Proof.** Again by Lemma 4.3

\[
|K_{(\mathcal{A} + \lambda I)_{\text{loc}}^u}(x, y)| \lesssim K_{2,0}(x, y) \lesssim |x - y|^{-n}
\]

and

\[
|\nabla_x K_{(\mathcal{A} + \lambda I)_{\text{loc}}^u}(x, y)| + |\nabla_y K_{(\mathcal{A} + \lambda I)_{\text{loc}}^u}(x, y)| \lesssim K_{4,1}(x, y) + K_{2,0}(x, y) |x - y|^{-1} \lesssim |x - y|^{-(n+1)}
\]

for every \( (x, y) \in N_2 \) such that \( x \neq y \), \( \lambda \geq 0 \). The conclusion follows again by [31] Theorem 3.2.8. \( \square \)
Before treating the global part, observe that by (24)

\[ |K_{(A+\lambda I)^{iu}}(x,y)| \lesssim \int_0^{\infty} e^{-\left(n+\lambda\right)t} \frac{1}{(1-e^{-2r})^{(n+2)/2}} e^{-\frac{t}{1-e^{-t}}} \, dt := K'_{\lambda}(x,y). \]

**Proposition 4.9.** Let \( \lambda \geq 0 \). Then, for every \((x,y) \in G\)

\[
K'_{\lambda}(x,y) \leq CK(x,y).
\]

In particular, \((A+\lambda I)^{iu}_{\text{global}}\) is of weak type \((1,1)\) for every \( u \in \mathbb{R} \setminus \{0\} \) and \( \lambda \geq 0 \).

**Proof.** With the changes of variables \( t = \tau(s) \) first, and then \( s/\beta = \sigma \) in the integral defining \( K'_{\lambda} \), we get as before

\[
K'(x,y) \leq Ce^{-|x|^2+|y|^2} \left( \frac{|x+y|}{|x-y|} \right)^{n/2} \eta(x,y) \int_0^{1/\beta} \frac{(1-\sigma\beta)^{n-1}}{\sigma^{n/2+1}} e^{-\frac{1}{\sigma^2} \alpha \varphi(\sigma)} \, d\sigma
\]

and also

\[
\int_0^{1/\beta} \frac{(1-\sigma\beta)^{n-1}}{\sigma^{n/2+1}} e^{-\frac{1}{\sigma^2} \alpha \varphi(\sigma)} \, d\sigma \leq C\Phi(x,y)^{1-\frac{1}{n}} \int_0^{1/\beta} \frac{1}{\sigma^{3/2}} e^{-\frac{1}{\sigma} \alpha \varphi(\sigma)} \, d\sigma,
\]

hence we only need to prove that

\[
\int_0^{1/\beta} \frac{1}{\sigma^{3/2}} e^{-\frac{1}{\sigma} \alpha \varphi(\sigma)} \, d\sigma \leq C\Phi(x,y)^{1/n}.
\]

Observe first that

\[
\int_0^{1/\beta} \frac{1}{\sigma^{3/2}} e^{-\frac{1}{\sigma} \alpha \varphi(\sigma)} \, d\sigma = \int_0^{\min(1,1/\beta)} \ldots \, d\sigma + \int_{\min(1,1/\beta)}^{1/\beta} \ldots \, d\sigma,
\]

where the second integral is identically zero if \( \beta \geq 1 \). In both the integrals the function \( \varphi \) is invertible, so that by the change of variables \( \alpha \varphi(\sigma) = t \) we get as before

\[
\int_0^{\min(1,1/\beta)} \frac{1}{\sigma^{3/2}} e^{-\frac{1}{\sigma} \alpha \varphi(\sigma)} \, d\sigma \leq \frac{C}{\alpha} \int_0^{\infty} \frac{\sqrt{\sigma_-}(t)}{1-\sigma_-}(t) e^{-\frac{t}{\sigma_-}} \, dt
\]

while

\[
\int_{\min(1,1/\beta)}^{1/\beta} \frac{1}{\sigma^{3/2}} e^{-\frac{1}{\sigma} \alpha \varphi(\sigma)} \, d\sigma \leq \frac{C}{\alpha} \int_0^{\infty} \frac{\sqrt{\sigma_+}(t)}{\sigma_+(t)-1} e^{-\frac{t}{\sigma_+}} \, dt,
\]

where \( \sigma_-(t) \) and \( \sigma_+(t) \) are as in (4.7) and (4.8). Now observe that

\[
\frac{\sqrt{\sigma_+}(t)}{\sigma_+-(t)} = \frac{\alpha}{\sqrt{t}} \sqrt{g_+(\alpha/t)}, \quad g_+(z) = \frac{2z+1+\sqrt{1+4z}}{(\sqrt{1+4z}+1)^2}.
\]

Since by elementary analysis both \( g_- \) and \( g_+ \) are bounded on \([0,\infty)\), we obtain

\[
\int_0^{1/\beta} \frac{1}{\sigma^{3/2}} e^{-\frac{1}{\sigma} \alpha \varphi(\sigma)} \, d\sigma \leq \frac{C}{\sqrt{\alpha}} \int_0^{\infty} \frac{1}{\sqrt{t}} e^{-\frac{t}{\alpha}} \, dt = \frac{C}{\sqrt{\alpha}} \leq C\Phi(x,y)^{1/n},
\]

and the proof is then complete. \( \square \)

5. **Boundedness from \( H^1(\gamma_{-1}) \) to \( L^1(\gamma_{-1}) \)**

In this section, we characterize the boundedness of \((A+\lambda I)^{iu}\) and \( R_\lambda \) from the Hardy space \( H^1(\gamma_{-1}) \) to \( L^1(\gamma_{-1}) \), in terms of \( \lambda \geq 0 \). The main results are Theorems 5.1 and 5.2 below, and their proof will occupy the remainder of this section.

**Theorem 5.1.** Let \( \lambda \geq 0 \) and \( u \neq 0 \). Then \((A+\lambda I)^{iu}\) is bounded from \( H^1(\gamma_{-1}) \) to \( L^1(\gamma_{-1}) \) if and only if \( \lambda > 0 \).

**Theorem 5.2.** Let \( \lambda \geq 0 \) and \( j = 1, \ldots, n \).

(i) If \( n = 1 \), \( (R_\lambda)_j \) is bounded from \( H^1(\gamma_{-1}) \) to \( L^1(\gamma_{-1}) \) if and only if \( \lambda > 1; \)
(ii) if \( n \geq 2 \), \((R_A)_j\) is not bounded from \( H^1(\gamma_{-1})\) to \( L^1(\gamma_{-1})\).

5.1. Proof of Theorem 5.1

We first need a preliminary lemma, inspired by [18, Lemma 7.1].

**Lemma 5.3.** For every ball \( B \) and \( y \in B \), let
\[
I(y, B) = r_B / (4|y|).
\]

1. If \( r_{B, y} \geq 1 \), then \( |x - y| \geq |x - c_B|/8 \) for every \( r \in (3/4, 1) \) and \( x \in (2B)^c \);
2. If \( r_{B, y} < 1 \), then \( |x - y| \geq |x - c_B|/8 \) for every \( r \in (1 - r_{B, y}, 1) \) and \( x \in (2B)^c \).
3. For every \( c > 0 \), there exists \( C > 0 \) such that
\[
(1 - r^2)^{-n/2} \int_{(2B)^c} e^{-c|\mathbf{r} x|^2} \, dx \leq C \phi(r_B / \sqrt{1 - r^2})
\]
for every \( r \in [0, 1] \) and \( B \in B_1 \), where \( \phi(s) = (1 + s)^{n-2} e^{-s^2} \).

**Proof.** We begin by proving that \( I(y, B) \to \infty \) as \( |y| \to \infty \) by assumption
\[
|x - y| \geq |x - c_B| - r(c_B - y) - (1 - r)|y|.
\]

If \( c_B - y \) is unbounded from \( e^{t} - e^{-t} \) is positive for every \( s > 0 \). Thus, \( A^{\mu} a \notin L^1(\gamma_{-1}) \) by Lemma 3.13.

Let now \( \lambda > 0 \). We prove that \((A + \lambda I)^{\mu} \) is bounded \( H^1(\gamma_{-1}) \to L^1(\gamma_{-1}) \) by verifying the local Hormander-type condition (cf. [6, Theorem 8.2 and Remark 8.3])
\[
\sup_{B \in B_1} \sup_{y \in B} \int_{(2B)^c} |\nabla_j k(A + \lambda I)^{\mu}(x, y)| \gamma_{-1}(x) \, dx < \infty.
\]

Up to a constant factor, by (2.3) the integral in (5.3) is
\[
I(y, B) = \int_{(2B)^c} \left| \int_{0}^{1} r^{n+\lambda-1} \frac{(- \log r)^{-\mu-1}}{(1 - r^2)^{n/2}} \nabla_j e^{-|y(x, y)|^2} \, dx \right| dr
\leq \int_{0}^{1} r^{n+\lambda-1} \frac{(- \log r)^{-\mu-1}}{(1 - r^2)^{n+1/2}} \int_{(2B)^c} 2 |x - y| \frac{|x - y|^2}{\sqrt{1 - r^2}} e^{-|y(x, y)|^2} \, dx \, dr.
\]
By using the inequality $s \exp(-s^2) \leq c \exp(-s^2/2)$ for every $s \geq 0$,

\[
I(y,B) \lesssim \int_0^1 \frac{r^{n+\lambda-1}(-\log r)^{-1}}{(1-r^2)^{(n+1)/2}} \int_{(2B)^c} e^{-\frac{\lambda r^2}{2(1-r^2)}} \, dx \, dr
\]

\[
= \left( \int_0^1 + \int_1^\infty \right) \frac{r^{n+\lambda-1}(-\log r)^{-1}}{(1-r^2)^{(n+1)/2}} \int_{(2B)^c} e^{-\frac{\lambda r^2}{2(1-r^2)}} \, dx \, dr = I_1(y,B) + I_2(y,B).
\]

As for $I_1(y,B)$,

\[
I_1(y,B) \leq C \int_0^{3/4} \frac{r^{n+\lambda-1}}{(-\log r)} \int_{(2B)^c} e^{-c(r-x)^2} \, dx \, dr
\]

\[
\leq C \int_0^{3/4} \frac{r^{n+\lambda-1}}{(-\log r)} \frac{1}{r^d} \int_{(2B)^c} e^{-|y|^2} \, dx \, dr
\]

\[
= C \int_0^{3/4} \frac{r^{\lambda-1}}{(-\log r)} \leq C
\]

for every $y \in B$ and every $\lambda > 0$.

As for $I_2(y,B)$, observe that there exists $C > 0$ such that

\[
\frac{1}{(1-r^2)^{(n+1)/2}(-\log r)} \leq \frac{C}{(1-r^2)^{(n+3)/2}}
\]

for every $r \in (3/4, 1)$. By means of Lemma 5.3 we can then argue exactly as in [18, p. 310]. Thus, we get

\[
I_2(y,B) \leq \frac{C}{r_B} \quad \text{if } r_{B,y} \geq 1.
\]

If $r_{B,y} < 1$, we split

\[
(3/4, 1) = (3/4, 1-r_{B,y}) \cup (1-r_{B,y}, 1)
\]

meaning that $(3/4, 1-r_{B,y})$ is the empty set if $3/4 > 1-r_{B,y}$, and thus one of the integrals below is identically zero. We split accordingly

\[
I_2(y,B) = I_2^1(y,B) + I_2^2(y,B)
\]

and again as [18, p. 310], we get

\[
I_2^j(y,B) \leq \frac{C}{r_B} \quad \text{if } r_{B,y} < 1, \text{ for } j = 1, 2.
\]

Now (5.3) follows easily.

\[
\Box
\]

5.2. Proof of Theorem 5.2

Proof of Theorem 5.2. We first prove that if $\lambda \in [0,1]$, then $(\mathcal{R}_\lambda)_{J_n} : H^1(\gamma_{-1}) \not\to L^1(\gamma_{-1})$ for every $n \geq 1$. To do this, let $a$ be the $H^1$-atom defined in (5.1), and observe that (5.2) together with Lemma 3.14 (i) imply that $(\mathcal{R}_\lambda)a \notin L^1(\gamma_{-1})$. This proves the “only if” part of (i), and (ii) for $\lambda \in [0,1]$.

To complete the proof of (i), it remains to prove that $\mathcal{R}_\lambda$ is bounded from $H^1(\gamma_{-1})$ to $L^1(\gamma_{-1})$ when $n = 1$ and $\lambda > 1$. We do this by verifying the local Hormander-type condition (cf. [6, Theorem 8.2 and Remark 8.3])

\[
\sup_{B \subset B_1} \sup_{y \in B} \int_{(2B)^c} |\partial_y k_{\mathcal{R}_\lambda}(x,y)| \gamma_{-1}(x) \, dx < \infty.
\]

(5.5)

Up to a constant factor, by (2.7) the integral in (5.5) is

\[
\int_{(2B)^c} \left[ \frac{r^\lambda}{\sqrt{-\log r(1-r^2)}} \partial_y \left[ \phi(r,x,y)e^{-\psi(r,x,y)} \right] \right] \, dx.
\]

(5.6)

We first focus on the inner integral of (5.6), which is

\[
\int_0^1 \frac{r^\lambda}{\sqrt{-\log r(1-r^2)}} \, dr + \int_0^1 \frac{-2r^2 \psi \phi(\partial_y \psi)}{\sqrt{-\log r(1-r^2)}} \, dr.
\]
The first term is
\[
\int_0^1 e^{-y(x,y)^3} \frac{r^{\lambda+1}}{(1-r^2)^{3/2} \sqrt{-\log r}} \, dr
\]
Since \(-\phi = (1-r^2)\partial_y \psi \) and \(2\psi e^{-\psi^2} (\partial_y \psi) = -(\partial_y e^{-\psi^2})\), the second term is
\[
\int_0^1 \frac{2r^\lambda \psi(\partial_y \psi)e^{-\psi^2} (\partial_y \psi)}{\sqrt{-\log r}} \, dr = -\int_0^1 \frac{r^{\lambda}}{\sqrt{1-r^2}\sqrt{-\log r}} (\partial_y e^{-\psi^2}) \, dr.
\]
Integrating by parts, the boundary terms vanish and (5.7) equals
\[
\int_0^1 e^{-\psi^2} \left( \frac{-\lambda r^{\lambda-1}}{\sqrt{1-r^2}\sqrt{-\log r}} \right) - \frac{r^{\lambda-1}}{2(1-r^2)(-\log r)^{3/2}} - \frac{r^{\lambda+1}}{(1-r^2)^{3/2} \sqrt{-\log r}} \, dr.
\]
Therefore, two terms cancel out in the inner integral of (5.6), which then equals
\[
\left| \int_{\mathcal{B}^c} \int_0^1 e^{-\psi^2} \left( \frac{-\lambda r^{\lambda-1}}{\sqrt{1-r^2}\sqrt{-\log r}} - \frac{r^{\lambda-1}}{2(1-r^2)(-\log r)^{3/2}} \right) \, dx \, dr \right| \leq C \int_{\mathcal{B}^c} \int_0^1 r^{\lambda-1} e^{-\psi^2} \left( \frac{1}{\sqrt{-\log r}} + \frac{1}{(-\log r)^{3/2}} \right) \, dx \, dr
\]
\[
= J_1(y,B) + J_2(y,B).
\]
For each \(\ell\) we split each of the integrals \(J_\ell\) into \(J^1_\ell\) and \(J^2_\ell\) according to the splitting \((0,1) = (0,3/4) \cup (3/4,1)\). First observe that
\[
J^1_\ell(y,B) \leq C \int_0^{3/4} \frac{r^{\lambda-1}}{(-\log r)^{1/2}} \int_{\mathcal{B}^c} e^{-c(r-x)^2} \, dx \, dr \leq C \int_0^{3/4} \frac{r^{\lambda-2}}{(-\log r)^{1/2}} \, dr \leq C
\]
for every \(y \in B\) and every \(\lambda > 1\). As for the remaining integrals,
\[
J^2_\ell(y,B) \leq C \int_{3/4}^1 \frac{1}{(1-r^2)^{3/2}} \int_{\mathcal{B}^c} e^{-\frac{(r-x)^2}{1-r^2}} \, dx \, dr
\]
and thus one can argue as above (i.e., as [18, p. 310] together with Lemma 5.3 when \(n = 1\)) to get
\[
J^2_\ell(y,B) \leq \frac{C}{r_B}
\]
for every \(\ell = 1,2\). This completes the proof of (i).

(ii) Let now \(\lambda \geq 0\) and \(n \geq 2\). Inspired by [19], we prove that \((\mathcal{R}_\lambda)\) is unbounded on admissible cubes at scale 1 when \(j = 1\). The statement for \(j = 1\) then follows by Remark 3.5 and the proofs for \(j > 1\) are analogous. Observe, however, that the statement for \(\lambda \in [0,1]\) and every \(j = 1,\ldots,n\) follows by the first part of the proof.

Consider the family of cubes \(Q = Q(\xi)\) centred in \((\xi,0,\ldots,0)\) and of sidelength \(2/\xi\), for \(\xi\) large. Let
\[
Q_+ = Q \cap \{ y_2 \geq 0 \}, \quad Q_- = Q \cap \{ y_2 < 0 \}
\]
and define
\[
a = -\frac{1}{\gamma_1(Q)} (\chi_{Q_+} - \chi_{Q_-}).
\]
Since \(a\) is an atom supported in an admissible cube for every \(\xi\) large enough, its atomic norm is bounded independently of \(\xi\). We shall prove that \(\| (\mathcal{R}_\lambda) a \|_{L^1(y_1)} \to \infty\) as \(\xi \to \infty\).

First of all, observe that by (2.7)
\[
(\mathcal{R}_\lambda) a(x) e^{iy^2} = \frac{2\pi^{n+1}}{\gamma_1(Q)} \int_{Q_+} \int_0^1 \frac{r^{n+\lambda-1}(x_1 - ry_1) e^{-|\psi(\xi,x,y)|^2}}{(1-r^2)^{(n+2)/2} \sqrt{-\log r}} (1 - e^{-\pi(x_2,y_2)}) \, dx \, dy_1.
\]
where
\[ \tau(r, x_2, y_2) = \frac{4rx_2y_2}{1-r^2}. \]

Define now the function
\[ v(\xi, x_1) := \sqrt{\frac{x_1 - \xi}{x_1}}, \quad x \in Q \]
and the set
\[ A_Q := \left\{ x \in \mathbb{R}^n : x_1 \in \left( \xi + \frac{4}{\xi}, \xi + 1 \right), x_2 \in \left[ \frac{v(\xi, x_1)}{2}, v(\xi, x_1) \right], \right\} \]
\[ |x_k| \leq v(\xi, x_1), 3 \leq k \leq n \right\}. \]

If \( x \in A_Q, y \in Q_+ \) and \( r \in (0, 1) \), then \( x_1 - ry_1 > 0 \) and \( \tau(r, x_2, y_2) \geq 0 \), so that \( 1 - e^{-\tau(r, x_2, y_2)} \geq 0 \). Thus the integral defining \((R_\lambda)_1 a(x)e^{\|x\|^2}\) is positive. Therefore, if \( x \in A_Q \) we can bound \((R_\lambda)_1 a(x)e^{\|x\|^2}\) from below by restricting the integral over \((0, 1)\) to the integral on the subset
\[ I(x_1) := \left\{ r \in (0, 1) : \left| r - \frac{\xi}{x_1} \right| < \frac{v(\xi, x_1)}{2\xi} \right\}, \]
whose measure is \( |I(x_1)| = v(\xi, x_1)/\xi \). Since, for every \( r \in I(x_1) \),
\[ r > \frac{\xi}{x_1} \quad \frac{v(\xi, x_1)}{2\xi} > \frac{\xi}{\xi + 1} - \frac{1}{2} \frac{1}{\xi \sqrt{\xi}} \xrightarrow{\xi \to \infty} 1, \]
we can suppose \( \xi \) large enough to imply \( I(x_1) \subset \left( \frac{\xi}{2}, 1 \right) \). With this choice \(-\log r \leq C(1 - r^2)\) for every \( r \in I(x_1) \), so that if \( x \in A_Q \) then
\[ (R_\lambda)_1 a(x)e^{\|x\|^2} \geq \frac{c}{\gamma_1(Q)} \int_{Q_+} \int_{I(x_1)} \frac{(x_1 - ry_1)e^{-\|\psi(x, y_1)\|^2}}{(1 - r^2)(n+3)/2} (1 - e^{-\tau(r, x_2, y_2)}) \, dr \, dy \]
which yields
\[ \| (R_\lambda)_1 a \|_{L^1(\gamma_1)} \geq \frac{c}{\gamma_1(Q)} \int_{Q_+} \int_{I(x_1)} \frac{(x_1 - ry_1)}{(1 - r^2)(n+3)/2} e^{-\|\psi(x, y_1)\|^2} \times (1 - e^{-\tau(r, x_2, y_2)}) \, dr \, dy \, dx. \]

Assume for a moment that for \( x \in A_Q, y \in Q_+ \) and \( r \in I(x_1) \)
\[ 1 - r^2 \approx v(\xi, x_1)^2, \]
\[ x_1 - ry_1 \geq c(x_1 - \xi), \]
\[ e^{-\|\psi(x, x_1)\|^2} \geq c, \]
\[ 1 - e^{-\tau(r, x_2, y_2)} \approx \frac{y_2}{v(\xi, x_1)} \]
\[ \frac{1}{\gamma_1(Q)} \int_{Q_+} y_2 \gamma_1(y) \, dy \geq \frac{c}{\xi}. \]

Then,
\[ \| (R_\lambda)_1 a \|_{L^1(\gamma_1)} \geq \frac{c}{\gamma_1(Q)} \int_{Q_+} \int_{I(x_1)} \frac{1}{v(\xi, x_1)(n+3)} \frac{y_2}{v(\xi, x_1)} (x_1 - \xi) |I(x_1)| \gamma_1(y) \, dy \, dx \]
\[ \geq c \int_{A_Q} \frac{1}{v(\xi, x_1)(n+3)} \frac{1}{\xi} \, dx \]
\[ \geq c \int_{\xi+4/\xi}^{\xi+1} \frac{1}{\xi} \, dx \geq c \log \xi, \]
and the unboundedness of \((R_\lambda^1)_1\) follows. It remains then to prove (5.8)-(5.12). From now on, we assume that \(x \in A_Q\), \(y \in Q_+\) and \(r \in I(x_1)\).

We start by observing that, since
\[
\frac{4}{x_1} < \frac{4}{\xi} < x_1 - \xi,
\]
then by taking the geometric mean of the first and third quantities we obtain
\[
\frac{4}{x_1} < 2\nu(\xi, x_1) < x_1 - \xi.
\] (5.13)
For \(\xi\) large enough, this yields
\[
\frac{3}{\xi} < 2\nu(\xi, x_1) < x_1 - \xi.
\] (5.14)

We now prove (5.8). Since \(r > \frac{1}{2}\), we get
\[
1 - r^2 \approx 1 - r = \nu(\xi, x_1)^2 - \left(\frac{r - \xi}{x_1}\right)
\]
where the equality holds by definition of \(\nu\). By the definition of \(I(x_1)\) and (5.14), we get
\[
\left|\frac{r - \xi}{x_1}\right| < \frac{\nu(\xi, x_1)}{2\xi} < \frac{\nu(\xi, x_1)^2}{3},
\]
which gives (5.8).

As for (5.9), observe that the definition of \(I(x_1)\) and (5.14) also imply
\[
r < \frac{\nu(\xi, x_1)}{2\xi} + \frac{\xi}{x_1} < \frac{x_1 - \xi}{4\xi} + \frac{\xi}{x_1}
\]
and since \(0 \leq y_1 < \xi + \frac{1}{\xi}\),
\[
x_1 - ry_1 > x_1 - \left(\frac{x_1 - \xi}{4\xi} + \frac{\xi}{x_1}\right)\left(\frac{\xi}{x_1} + \frac{1}{\xi}\right)
= \left(x_1 - \xi^2\right)\frac{x_1 - \xi}{x_1} - \frac{1}{\xi}\left(x_1 - \xi\right)\left(\frac{\xi}{x_1}\right)
\]
\[
> \left(x_1 - \xi\right) - \frac{x_1 - \xi}{4} - \frac{1}{\xi}\left(x_1 - \xi\right)\left(\frac{\xi}{x_1}\right) = \frac{3}{4}(x_1 - \xi) - \frac{x_1 - \xi}{4\xi^2} - \frac{1}{x_1} \geq \frac{1}{4}(x_1 - \xi),
\]
where we used (5.13) in the last inequality. Thus (5.9) is proved.

To prove (5.10), observe that
\[
|rx_1 - y_1| \leq \left|x_1 \left(\frac{r - \xi}{x_1}\right)\right| + |\xi - y_1|
\]
\[
\leq (\xi + 1)\frac{\nu(\xi, x_1)}{2\xi} + \frac{1}{\xi} \leq c\left[\frac{\nu(\xi, x_1)}{2\xi} + \frac{1}{x_1}\right] \leq c\nu(\xi, x_1) \leq c\sqrt{1 - r^2}
\]
where the last two inequalities are a consequence of (5.13) and (5.8) respectively. If \(k \geq 2\), by (5.14) and the definition of \(A_Q\)
\[
|rx_k - y_k| = |x_k| + |y_k| \leq \nu(\xi, x_1) + \frac{1}{\xi} \leq c\nu(\xi, x_1) \leq c\sqrt{1 - r^2},
\]
where the last inequality holds again by (5.8). This shows that \(|\psi|^2 \leq c\), from which (5.10) follows.

For (5.11), observe that
\[
\tau = \frac{4rx_1y_2}{1 - r^2} \approx \frac{4\nu(\xi, x_1)y_2}{\nu(\xi, x_1)^2} \approx \frac{y_2}{\nu(\xi, x_1)}
\] (5.15)
since $x_2 \approx v(\xi, x_1)$ and by (5.8), and that
\[
0 \leq \tau \leq c \frac{y_2}{v(\xi, x_1)} \leq c \frac{1}{\xi} \sqrt{\frac{x_1}{x_1 - \xi}} \leq c \sqrt{\frac{x_1 + 1}{\xi}} 
\]
by (5.15) and (5.14), if $\xi$ is sufficiently large. Therefore
\[
1 - e^{-\tau} \approx \tau \approx \frac{y_2}{v(\xi, x_1)}
\]
which proves (5.11).

Finally, we prove (5.12). Since for every positive and sufficiently small $u$ one has $e^{u^2} \leq 1 + u$, while $e^{\mu^2} - 1 \geq u$ for every $u \geq 0$, if $\xi$ is large enough
\[
\frac{1}{\gamma - 1}(Q) \int_{\gamma - 1}(y) dy = c \int_0^{1/\xi^2} \int_0^{1/\xi} e^{x_2} dx_2 \geq c \int_0^{1/\xi} e^{x_2} dx_2 \geq \frac{c}{\xi}
\]
which is (5.12). This completes the proof of (ii) and of the theorem. □

6. Boundedness from $X_\mu^1(\gamma - 1)$ to $L^1(\gamma - 1)$

Theorems 6.1 and 6.2 below characterize the boundedness of $(A + \lambda I)^{iu}$ and $(R_\delta)^{j\mu}$, $\lambda \geq 0$, from the Hardy spaces $X_\mu^1(\gamma - 1)$, $\mu \geq 0$, to $L^1(\gamma - 1)$, in terms of $\lambda$ and $\mu$. Their proof will occupy the remainder of the paper.

**Theorem 6.1.** Let $\lambda, \mu \geq 0$ and $u \neq 0$.

(i) $A^{iu}$ is bounded from $X_\mu^1(\gamma - 1)$ to $L^1(\gamma - 1)$ if and only if $\mu = 0$;

(ii) if $\lambda > 0$, then $(A + \lambda I)^{iu}$ is bounded from $X_\mu^1(\gamma - 1)$ to $L^1(\gamma - 1)$ for every $\mu \geq 0$.

**Theorem 6.2.** Let $\lambda, \mu \geq 0$ and $j = 1, \ldots, n$.

(i) If $\lambda \in [0, 1]$, then $(R_\delta)^{j\mu}$ is unbounded from $X_\mu^1(\gamma - 1)$ to $L^1(\gamma - 1)$ for every $\mu \geq 0$;

(ii) $(R_\delta)^j$ is bounded from $X_\mu^1(\gamma - 1)$ to $L^1(\gamma - 1)$ if and only if $\mu = 1$;

(iii) if $\lambda > 1$, then $(R_\delta)^j$ is bounded from $X_\mu^1(\gamma - 1)$ to $L^1(\gamma - 1)$ for every $\mu \geq 0$.

6.1. Proof of Theorem 6.1

**Lemma 6.3.** For every $t \in (0, r_B^2]$ and for all $B \in B_1$
\[
\frac{1}{\gamma - 1}(B) \int_B \left( e^{-tA}1_{2B}^2 \right) dy \leq Ce^{-c_Bt}.
\]

**Proof.** Since the operator $-A$ is the weighted Laplacian on the weighted manifold $(\mathbb{R}^n, d_{Euc}, \gamma - 1)$ and $\gamma - 1(2B \setminus B) \approx \gamma - 1(B)$ for all admissible balls $B$ by Lemma 3.2 the estimate is a consequence of Takeda’s inequality [15, Theorem 12.9]. □

**Proof of Theorem 6.1.** (i) We begin by proving that $A^{iu} : X_\mu^1(\gamma - 1) \nrightarrow L^1(\gamma - 1)$ if $\mu > 0$. Let $B = B(0, 1), \sigma_0 \in S^{n - 1}$ and choose $\Psi_0 \in C_c^\infty(B)$ with integral zero with respect to $dy_1$ which is not orthogonal to $\Psi^j_{0, \sigma_0}$ in $L^2(B, \gamma - 1)$. Such a $\Psi_0$ exists by Lemma 3.11 (3). Let $a = (A + \mu I)^{iu}$, which is a multiple of an $X_\mu^1$-atom by Corollary 3.12. Then
\[
\langle \Psi_0, \sigma_0, a \rangle_{L^2(B, \gamma - 1)} = \langle (A + \mu I)^{iu}, \Psi_0 \rangle_{L^2(B, \gamma - 1)} = \mu \langle \Psi_0, \sigma_0, \Psi_0 \rangle_{L^2(B, \gamma - 1)} = 0.
\]
Thus, $A^{iu}a \notin L^1(\gamma - 1)$ by Lemma 3.13.

To prove that $A^{iu}$ is bounded $X_\mu^1(\gamma - 1) \rightarrow L^1(\gamma - 1)$, we follow the same line as [23] Theorem 4.1, though with some differences, to prove that
\[
\sup\{\|A^{iu}a\|_1 : a \text{ is an } X_\mu^1\text{-atom}\} < \infty.
\]
Then it remains to show that $C$ for some $e$ by the contractivity of $(A)$.

By Schwarz’s inequality, the size condition for $a$ and the spectral theorem

$$
\|1_{2B}A^{iu}a\|_1 \leq \gamma(B) \|A^{iu}\|_2 \|a\|_2 \leq \left( \frac{\gamma(B)}{\gamma(B)} \right)^{1/2}
$$

which is bounded independently of $B$ since $\gamma(B)$ is locally doubling.

As for the other term, we can write $A^{iu}a = A^{iu+1}A^{-1}a$. Thus, by Schwarz’s inequality and Theorem [3.9]

$$
\|1_{2(B)}A^{iu}a\|_1 \leq \|A^{-1}a\|_2 \left[ \int_B \left( \int_{2(B)} |k_{A^{iu+1}}(x,y)| \, d\gamma(x) \right)^2 \, d\gamma(y) \right]^{1/2}
$$

$$
\leq C r_B^2 \left[ \frac{1}{\gamma(B)} \int_B \left( \int_{2(B)} |k_{A^{iu+1}}(x,y)| \, d\gamma(x) \right)^2 \, d\gamma(y) \right]^{1/2}
$$

It remains then to show that

$$
\frac{1}{\gamma(B)} \int_B \left( \int_{2(B)} |k_{A^{iu+1}}(x,y)| \, d\gamma(x) \right)^2 \, d\gamma(y) \leq C r_B^2
$$

(6.1)

for some $C$ independent of the ball $B$. By the subordination formula,

$$
k_{A^{iu+1}}(x,y) = c(u) \int_0^r t^{-iu-2}h_t(x,y) \, dt, \quad \forall x \in B, y \in (2B)^c.
$$

We split the integral on the right hand side as the sum of integrals over $(0, r_B^2)$ and $(r_B^2, \infty)$. Then

$$
\int_{2(B)^c} \left| \int_{(2B)^c} r^{-iu-2}h_t(x,y) \, dt \right| \, d\gamma(x) \leq \int_{r_B^2}^\infty r^{-2} dt \int_{(2B)^c} h_t(x,y) \, d\gamma(x) \leq r_B^2
$$

by the contractivity of $e^{-tA}$ on $L^\infty$. Thus

$$
\left[ \frac{1}{\gamma(B)} \int_B \left( \int_{2(B)} r^{-iu-2}h_t(x,y) \, dt \right)^2 \, d\gamma(y) \right]^{1/2} \leq C r_B^2.
$$

As for the integral over $(0, r_B^2]$, we observe that

$$
\int_{(2B)^c} \left| \int_0^{r_B^2} t^{-iu-2}h_t(x,y) \, dt \right| \, d\gamma(x) \leq \int_0^{r_B^2} r^{-2} dt \int_{(2B)^c} h_t(x,y) \, d\gamma(x) \, dt
$$

$$
= \int_0^{r_B^2} r^{-2} e^{-tA}1_{(2B)^c}(y) \, dt,
$$

where, in the last line, we have used the symmetry of $h_t(x,y)$. Thus

$$
\left[ \frac{1}{\gamma(B)} \int_B \left( \int_{2(B)} r^{-iu-2}h_t(x,y) \, dt \right)^2 \, d\gamma(y) \right]^{1/2}
$$

$$
\leq \left[ \frac{1}{\gamma(B)} \int_B \left( \int_0^{r_B^2} r^{-2} e^{-tA}1_{(2B)^c}(y) \, dt \right)^2 \, d\gamma(y) \right]^{1/2}
$$

$$
\leq \int_0^{r_B^2} r^{-2} \left[ \frac{1}{\gamma(B)} \int_B \left( e^{-tA}1_{(2B)^c}(y) \right)^2 \, d\gamma(y) \right]^{1/2} \, dt.
$$
The last line follows by Minkowski’s integral inequality. By Lemma \[6.3\] the last integral is bounded by
\[
\int_0^{r_B^2} e^{-c r_B^2/(2r)} r^{-2} \, dr = \frac{1}{r_B^4} \int_0^1 e^{-c r/(2r)} r^{-2} \, dr \leq C r_B^{-2}.
\]
This concludes the proof of (i).

To prove (ii), observe that if \( \lambda > 0 \) then \((A + \lambda I)^i\) is bounded \(H^1(\gamma_{-1}) \to L^1(\gamma_{-1})\) by Theorem \[5.1\] \textit{A fortiori}, it is then bounded \(X_\mu^1(\gamma_{-1}) \to L^1(\gamma_{-1})\) for every \( \mu \geq 0 \).

\[6.2\] Proof of Theorem \[6.2\]

\textbf{Lemma 6.4.} \textit{For every} \( \lambda \geq 1 \) \textit{there exists} \( C > 0 \) \textit{such that for every ball} \( B \in B_1 \)
\[
\|V(A + \lambda I)^{1/2} f\|_{L^1((4B)^c)} \leq \frac{C}{r_B} \|f\|_{L^1(B)} \quad \forall f \in L^1(\gamma_{-1}), \text{ supp } f \subseteq \bar{B}.
\]

\textit{Proof.} \textit{Theorem 2.5} provides the kernel of the translated square root \((A + \lambda I)^{1/2}\). Then, it is not hard to see that
\[
\|V(A + \lambda I)^{1/2} f\|_{L^1((4B)^c)} \leq \int_{(4B)^c} \int_B \frac{r^{n+\lambda-1} |x - ry| e^{-\frac{|x-y|^2}{r^2}}}{(1 - r^2)^{n+2} (- \log r)^{3/2}} \, dr \, f(y) \, d\gamma_{-1}(y) \, dx
\]
\[
= \int_B I(y) |f(y)| \, d\gamma_{-1}(y)
\]
where for \( y \in B \)
\[
I(y) = \int_0^1 \frac{r^{n+\lambda-1}}{(1 - r^2)^{n+2} (- \log r)^{3/2}} \int_{(4B)^c} |x - ry| e^{-\frac{|x-y|^2}{r^2}} \, dx \, dr.
\]

We aim at showing that \( I(y) \leq C r_B^{-2} \) for every \( y \in B \). We split \( I(y) \) into \( I_1(y) + I_2(y) \) according to the splitting \( (0, 1) = (0, 3/4) \cup (3/4, 1) \). Thus
\[
I_1(y) \leq C \int_0^{3/4} \frac{r^{\lambda-2}}{(- \log r)^{3/2}} \int_{(4B)^c} |x - ry| e^{-c |x-y|^2} \, dx \, dr.
\]
By the change of variables \( rx - y = v \) in the inner integral and extending the integral over \((4B)^c\) to \( \mathbb{R}^n \), we get
\[
I_1(y) \leq C \int_0^{3/4} \frac{r^{\lambda-2}}{(- \log r)^{3/2}} \int_{\mathbb{R}^n} |v + (1 - r^2)y| e^{-c |v|^2} \, dv \, dr.
\]
Now observe that, since \( |y| \leq |c_B| + r_B \leq 2/r_B \),
\[
|v + (1 - r^2)y| \leq |v| + |y| \leq |v| + \frac{2}{r_B} \leq C \frac{|v| + 1}{r_B}
\]
and hence
\[
I_1(y) \leq C \frac{r^{\lambda-2}}{r_B (- \log r)^{3/2}} \int_{\mathbb{R}^n} (|v| + 1)e^{-c |v|^2} \, dv \, dr \leq \frac{C}{r_B} \int_0^{3/4} \frac{r^{\lambda-2}}{(- \log r)^{3/2}} \, dr \leq \frac{C}{r_B}
\]
for every \( \lambda \geq 1 \). Therefore, \textit{a fortiori}, \( I_1(y) \leq C r_B^{-2} \). Before looking at \( I_2(y) \), we observe that for every \( r \in (3/4, 1) \), since \( x - ry = (1 - r^2)x + r(rx - y) \),
\[
|x - ry| \leq (1 - r^2)|x| + r|rx - y|
\]
\[
\leq \frac{1 - r^2}{r} |rx - y| + \frac{1 - r^2}{r} |y| + r|rx - y| \leq C \left[ |rx - y| + (1 - r^2)|y| \right].
\]
Hence

\[ I_2(y) \leq C \int_{3/4}^{1} \frac{1}{(1-r^2)^{n/2+2}} \int_{|y|=r} \left[ \frac{|rx-y|}{\sqrt{1-r^2}} + \sqrt{1-r^2} |y| \right] e^{-\frac{|y|^2}{2(1-r^2)}} \, dx \, dr. \]

Since \( se^{-s^2} \leq Ce^{-s^2/2} \) for \( s > 0 \) and \( e^{-s^2} \leq e^{-s^2/2} \), we get

\[ I_2(y) \leq C \int_{3/4}^{1} \frac{1 + \sqrt{1-r^2}|y|}{(1-r^2)^{n/2}} \int_{|y|=r} (1-r^2)^{-n/2} e^{-\frac{r^2}{2(1-r^2)}} \, dx \, dr. \]

We now consider the cases when \( r_{B,Y} \geq 1 \) and \( r_{B,Y} < 1 \) (recall Lemma 5,3 for the notation) separately. If \( r_{B,Y} \geq 1 \), by Lemma 5,3 1. and 3.,

\[ I_2(y) \leq \int_{3/4}^{1} \frac{1 + \sqrt{1-r^2}|y|}{(1-r^2)^2} \varphi \left( \frac{r_B}{\sqrt{1-r^2}} \right) \, dr \]

that with the change of variable \( r_B/\sqrt{1-r^2} = s \) turns out to be

\[ I_2(y) \leq \frac{C}{r_B} \int_0^{r_B} (s + r_B |y|) \varphi(s) \, ds \leq \frac{C}{r_B} \int_0^{r_B} (s + 1) \varphi(s) \, ds = \frac{C}{r_B} \]

since \( r_B |y| \leq C \). If \( r_{B,Y} < 1 \), we split \( (3/4, 1) = (3/4, 1 - r_{B,Y}) \cup (1 - r_{B,Y}, 1) \) and \( I_2(y) = I_2^1(y) + I_2^2(y) \) accordingly. Thanks to Lemma 5,3, \( I_2^1(y) \) can be treated exactly as we just did in the case \( r_{B,Y} \geq 1 \), so it remains to consider only \( I_2^2(y) \). By the change of variable \( rx - y = v \) in the inner integral, we get

\[ I_2^2(y) \leq C \int_{3/4}^{1-r_{B,Y}} \frac{1 + \sqrt{1-r^2}|y|}{(1-r^2)^2} \int_{|v|=r} e^{-|v|^2} \, dv \, dr \]

\[ \leq C \int_{3/4}^{1-r_{B,Y}} \frac{1 + \sqrt{1-r} |y|}{(1-r)^2} \, dr \leq C \left( \frac{1}{r_{B,Y}} + \frac{|y|}{\sqrt{r_{B,Y}}} \right) \leq C \]

since \( |y| \leq C/r_B \) and by the definition of \( r_{B,Y} \).

For every \( \lambda, \mu \geq 0 \) define the function

\[ G_{\lambda,\mu}(z) := \frac{z + \lambda}{z + \mu} = 1 + \frac{\lambda - \mu}{z + \mu} \quad z \geq 0, \]

and the corresponding multiplier for \( A \)

\[ G_{\lambda,\mu}(A) = (A + \lambda I)(A + \mu I)^{-1} = I + (\lambda - \mu)(A + \mu I)^{-1}. \quad (6.3) \]

**Lemma 6.5.** Let \( \lambda, \mu \geq 0 \). Then

1. \( G_{\lambda,\mu}(A) \) is bounded on \( L^2(\gamma_{-1}) \) for every \( \lambda, \mu \geq 0 \);
2. if \( a \) is an \( X^1_{\mu} \)-atom supported in a ball \( B \), then \( \|G_{\lambda,\mu}(A)\|_{2} G_{\lambda,\mu}(A)a \) is an \( X^1_{\lambda} \)-atom supported in \( B \);
3. for every \( f \in L^2(\gamma_{-1}) \)

   \[ (R_{\lambda}) G_{\mu,\lambda}(A) f = G_{\mu,\lambda}(A - I)(R_{\lambda}) f; \]

4. if \( \lambda > 1 \), \( G_{\mu,\lambda}(A - I) \) is bounded on \( L^1(\gamma_{-1}) \) for every \( \mu \geq 0 \).

**Proof.** To prove (1), observe that for every \( \lambda \geq 0 \) and \( \mu \geq 0 \), \( G_{\lambda,\mu} \) is bounded on \( \sigma_2(A) = \{n, n + 1, \ldots\} \) (recall Proposition 5.1). To prove (2), notice that by Theorem 5.9

\[ \text{supp} G_{\lambda,\mu}(A)a \subseteq \text{supp}(A + \mu I)^{-1} a \subseteq \hat{B}. \]

The size estimate is a consequence of the boundedness of \( G_{\lambda,\mu}(A) \) on \( L^2(\gamma_{-1}) \) proved in (1) and the size estimate on \( a \). Finally, if \( v \in L^2_2(B) \),

\[ (v, G_{\lambda,\mu}(A)a) = \langle (A + \lambda I)v, (A + \mu I)^{-1} a \rangle = 0 \]
since \((A + \mu I)^{-1}a\) has zero mean with respect to \(\gamma_{-1}\).

As for (3), it is easy to check that the identity holds when \(f\) is one of the eigenfunctions of \(A\). Since the operators \((R_{\lambda})_j G_{\mu,\lambda}(A)\) and \(G_{\mu,\lambda}(A - I)(R_{\lambda})_j\) are both bounded on \(L^2(\gamma_{-1})\), the conclusion follows by density.

Finally, to prove (4), we recall that \(\sigma_1(A) = \{z \in \mathbb{C} : \text{Re} z \geq 0\}\) by Proposition 2.1. Thus, if \(\lambda > 1\) and \(\mu \geq 0\), the function

\[
G_{\mu,\lambda}(z - 1) = \frac{z + \mu - 1}{z + \lambda - 1} = \frac{\mu - \lambda}{z + \lambda - 1},
\]

is bounded and holomorphic in a neighbourhood of \(\sigma_1(A) \cup \{\infty\}\). Hence the operator \(G_{\mu,\lambda}(A - I)\) is bounded on \(L^1(\gamma_{-1})\) by [10, Theorem VII.9.4].

**Proof of Theorem 6.2** We begin by proving the unboundedness results, i.e., that \((R_{\lambda})_j\) is not bounded from \(X^1_{\lambda}(\gamma_{-1})\) to \(L^1(\gamma_{-1})\) when \(\lambda \in (0, 1)\) and \(\mu \geq 0\), and that \((R_{\lambda})_j\) is not bounded from \(X^1_{\lambda}(\gamma_{-1})\) to \(L^1(\gamma_{-1})\) if \(\mu \neq 1\).

To do this, choose \(\sigma_0 \in S^{n-1}\) and let \(B = B(0, 1)\). By Lemma 3.11 (3), there exists a function \(\psi_0 \in C^\infty(B)\) with \(\int \psi_0 \, d\gamma_0 = 0\) such that \((\Psi_{\lambda, \sigma_0}, \psi_0)_{L^2(B, \gamma_{-1})} \neq 0\). By Corollary 3.12 (1) the function \(a_{\mu} = (A + \mu I)\psi_0\) is a multiple of an \(X^1_{\lambda}\)-atom. Then, by Lemma 3.11 (1)

\[
(\Psi_{\lambda, \sigma_0}, a_{\mu})_{L^2(B, \gamma_{-1})} = ((A + \mu I)\Psi_{\lambda, \sigma_0}, \psi_0)_{L^2(B, \gamma_{-1})} = (\mu - \lambda)(\Psi_{\lambda, \sigma_0}, \psi_0)_{L^2(B, \gamma_{-1})}.
\]

If \(\lambda \neq \mu\), then \((\Psi_{\lambda, \sigma_0}, a_{\mu})_{L^2(B, \gamma_{-1})} \neq 0\). Thus \((R_{\lambda})_j a_{\mu} \notin L^1(\gamma_{-1})\) for every \(j = 1, \ldots, n\), \(\lambda \in [0, 1]\) and \(\mu \neq \lambda\), by Lemma 3.14 (i). This proves both statements when \(\lambda \neq \mu\).

It remains to consider the case \(\lambda = \mu \in (0, 1)\). Let \(\psi_0\) and \(a_{\lambda}\) be as before. Then \((\Psi_{\lambda, \sigma_0}, a_{\lambda})_{L^2(B, \gamma_{-1})} = 0\) for every \(\sigma_0 \in S^{n-1}\), by the same argument of (6.4). Moreover Lemma 3.11 (1) yields

\[
(\Phi_{\lambda, \sigma_0}, a_{\lambda})_{L^2(B, \gamma_{-1})} = ((A + \lambda I)\Phi_{\lambda, \sigma_0}, \psi_0)_{L^2(B, \gamma_{-1})} = 2(\Psi_{\lambda, \sigma_0}, \psi_0)_{L^2(B, \gamma_{-1})} \neq 0,
\]

and the conclusion follows by Lemma 3.14 (ii).

We now prove that for every \(j = 1, \ldots, n\) and \(\lambda \geq 1\) the operator \((R_{\lambda})_j\) is uniformly bounded on \(X^1_{\lambda}\)-atoms, i.e. that if \(\lambda \geq 1\)

\[
\sup_{a \text{ is an } X^1_{\lambda}-\text{atom}} \|(R_{\lambda})_j a\|_{L^1} < \infty.
\]

The boundedness \((R_{\lambda})_j : X^1_{\lambda}(\gamma_{-1}) \rightarrow L^1(\gamma_{-1})\) will then follow by this and the weak type \((1, 1)\) of \((R_{\lambda})_j\) proved in Theorem 4.1 (ii), by the classical argument in [14, p. 95].

The proof of (6.5) follows essentially the same line as [4 Theorem 1.2] (and of [23 Theorem 5.3]).

Let \(a\) be an \(X^1_{\lambda}\)-atom supported in an admissible ball \(B\). Since

\[
\|(R_{\lambda})_j a\|_{L^1} = \|(R_{\lambda})_j a\|_{L^1(4B)} + \|(R_{\lambda})_j a\|_{L^1(4B)^c}
\]

we estimate the two summands separately. By Cauchy-Schwart inequality

\[
\|(R_{\lambda})_j a\|_{L^1(4B)} \leq \gamma_{-1}(4B)^{1/2} \|(R_{\lambda})_j a\|_{L^2(4B)} \leq C \|a\|_2 \gamma_{-1}(4B)^{1/2} \leq C
\]

where we used the boundedness of \((R_{\lambda})_j\) on \(L^2(\gamma_{-1})\), the size property of \(a\) and the local doubling property of \(\gamma_{-1}\). As for the second term, we write

\[
(R_{\lambda})_j a = \partial_j (A + \lambda I)^{-1/2}[(A + \lambda I)^{-1} a].
\]

Observe that \(\text{supp} (A + \lambda I)^{-1} a \subseteq \hat{B}\), by Theorem 3.9. Thus, by Lemma 6.4

\[
\|(R_{\lambda})_j a\|_{L^1(4B)^c} \leq \frac{C}{r_B} \|(A + \lambda I)^{-1} a\|_{L^1(4B)}
\]

so that it remains to estimate \(\|(A + \lambda I)^{-1} a\|_{L^1(4B)}\). By Cauchy-Schwart and Theorem 3.9

\[
\|(A + \lambda I)^{-1} a\|_{L^1(4B)} \leq \gamma_{-1}(B)^{1/2} \|(A + \lambda I)^{-1} a\|_{L^2(4B)} \leq r_B^2.
\]
This concludes the proof of (6.5). For what we said above, this implies (ii), and also (iii) when \( \lambda = \mu \).

To complete the proof of (iii), let \( \lambda > 1 \) and \( \mu \geq 0 \). Let \( a \) be an \( X^{1}_{\mu} \)-atom. As before, it suffices to show that there exists a constant \( C \) such that \( \|(R_{\lambda})_{\mu} a\|_{1} \leq C \). Since
\[
G_{\lambda, \mu}(A)G_{\mu, \lambda}(A) = I,
\]
by Lemma 6.5 (3). Thus
\[
(R_{\lambda})_{\mu} a = G_{\mu, \lambda}(A - I)(R_{\lambda})_{\mu} G_{\lambda, \mu}(A) a
\]
by Lemma 6.5 (3). Thus
\[
(R_{\lambda})_{\mu} a = \|G_{\lambda, \mu}(A)\|_{2,2}G_{\mu, \lambda}(A - I)(R_{\lambda})_{\mu} \left[ \left\|G_{\mu}(A)\right\|_{2,2}^{-1}G_{\lambda, \mu}(A) a \right].
\]
Since \( \|G_{\lambda, \mu}(A)\|_{2,2}^{-1}G_{\lambda, \mu}(A) a \) is an \( X^{1}_{\mu} \)-atom by Lemma 6.5 (2), \( (R_{\lambda})_{\mu} a \) is bounded from \( X^{1}_{\lambda} \) to \( L^{1}(\gamma_{-1}) \) for what seen above and \( G_{\mu, \lambda}(A - I) \) is bounded on \( L^{1}(\gamma_{-1}) \) by Lemma 6.5 (4), the conclusion follows.

\[\Box\]
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