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Abstract

Physics-informed neural networks (PINNs) as a means of discretizing partial differential equations (PDEs) are garnering much attention in the Computational Science and Engineering (CS&E) world. At least two challenges exist for PINNs at present: an understanding of accuracy and convergence characteristics with respect to tunable parameters and identification of optimization strategies that make PINNs as efficient as other computational science tools. The cost of PINNs training remains a major challenge of Physics-informed Machine Learning (PiML) – and, in fact, machine learning (ML) in general. This paper is meant to move towards addressing the latter through the study of PINNs for parameterized PDEs. Following the ML world, we introduce \textit{metalearning} of PINNs for parameterized PDEs. By introducing metalearning and transfer learning concepts, we can greatly accelerate the PINNs optimization process. We present a survey of \textit{model-agnostic} metalearning, and then discuss our \textit{model-aware} metalearning applied to PINNs. We provide theoretically motivated and empirically backed assumptions that make our metalearning approach possible. We then test our approach on various canonical forward parameterized PDEs that have been presented in the emerging PINNs literature.
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1. Introduction

Physics-informed Machine Learning (PiML) represents the modern confluence of two powerful computational modeling paradigms: data-intensive machine learning concepts and model-informed simulation science. Physics-informed Neural Networks (PINNs) as a means of discretizing partial differential equations (PDEs) are garnering much attention in the Computational Science and Engineering (CS&E) world. PINNs represent a new “meshfree” discretization methodology built upon deep neural networks (DNNs) and capitalizing on machine learning technologies such as automatic backward differentiation and stochastic optimization. The marriage of computational modeling and machine learning is predicted to transform the way we do science, engineering, and clinical practice. Some argue that they augment existing items in our computational science toolbox, while others claim they may supplant traditional methods such as finite elements, finite volumes, and finite differences. Regardless, at least two challenges exist for PINNs: an understanding in a tunable way of their accuracy and convergence characteristics and optimizations that make PINNs as efficient as other computational science tools.

We focus on the latter issue: in their current state, PINNs often are far more expensive to train than the computational (often linear algebra-based) solver kernels of other traditional methods. PINNs proponents argue that traditional methods, particularly the area of computational linear algebra, have had over forty years of concerted effort expended towards their development and optimization and that the comparison will only be fair when the same amount of energy is used expended towards accelerating PiML. Correspondingly, they argue, it is not surprising that in the nascent field of PiML, the cost of PINNs training remains a major challenge of physics-informed machine learning (PiML) – and in fact, machine learning (ML) in general – during these early days of development.

This paper is meant to move towards addressing the optimization challenge previously described through the study of PINNs for parameterized PDEs. Following the ML world, we introduce metalearning of PINNs for parameterized PDEs. By introducing metalearning and transfer learning concepts, we can greatly accelerate the PINNs
optimization process. We present a survey of model-agnostic metalearning and transfer learning concepts and then discuss our model-aware specialization of metalearning applied to PINNs. We provide theoretically motivated and empirically backed assumptions that make our metalearning approach possible. We then test our approach on various canonical forward parameterized PDEs that have been presented in the emerging PINNs literature.

The paper is organized as follows: In Section 2, we provide an overview of metalearning and transfer learning and then explain how finding solutions over parameterized PDEs can be viewed as a metalearning problem. In Section 3, we first review the original PINNs collocation approach and provide a summary of current and ongoing PINNs efforts within the field. Although we focus on the application of our metalearning approach to the collocation version of PINNs, nothing precludes the extension of our work to other PINNs variants with appropriate generalization and minor modifications. In Section 4, we survey two common categories of methods applied to parameterized PDE reduced-order modeling – statistical methods for regression and numerical methods for building approximations, and show how both categories can be viewed in the PINNs context as model-aware metalearning algorithms. In Section 5, we present our metalearning PINNs approach applied to forward parameterized PDE problems that have been presented in the emerging PINNs literature. Furthermore, we discuss our approach’s limitations and assumptions with open theoretical and methodological challenges to the PINNs and machine learning communities. We conclude in Section 6 with a summary of our work and a discussion of current challenges and potential future avenues of inquiry and expansion of the concepts presented in this work.

2. Parameterized PDEs and Metalearning

In this section, we first present an overview, from the machine learning perspective, of the emerging areas of metalearning and transfer learning. Subsequently in this paper we use the term metalearning to refer to both (although we acknowledge that there are nuanced and important differences). We then discuss how computing solutions of parameterized PDEs can be viewed as a metalearning problem.
2.1. Overview of Metalearning and Transfer Learning

Metalearning [6, 7] is a class of machine learning methodologies that intends to quickly adapt a learning model to new tasks or environments, mimicking human learning. To this end, metalearning usually extracts some common, important meta information, such as the initial values of the model parameters and other hyperparameters from a family of training tasks that are correlated to new, unseen tasks. This meta information is used to conduct the training on the new tasks, which is expected to accelerate the training and/or improve the performance. Metalearning is a cross-disciplinary research area between multitask learning [8] and transfer learning [9, 10]. Current metalearning approaches can be (roughly) classified into three categories: (1) metric-learning methods that learn a metric space (in the outer level), where the tasks (in the inner level) make predictions by simply matching the training points, e.g., nonparametric nearest neighbors [11, 12, 13, 14, 15]; (2) black-box methods that train feedforward or recurrent neural networks (RNNs) to take the hyperparameters and task dataset as the input and predict the optimal model parameters or parameter updating rules [16, 17, 18, 19, 20, 21, 22, 23, 24]; and (3) optimization-based methods that conduct a bi-level optimization, where the inner level is to estimate the model parameters given the hyperparameters and the outer level is to optimize the hyperparameters via a meta-loss [25, 26, 27, 28, 29, 30, 31, 32]. Other (hybrid) approaches include [33, 34], etc. An excellent survey about metalearning for neural networks is given in [35].

2.2. Model-Agnostic Metalearning

We discuss in this section a popular and effective metalearning strategy. Suppose we are interested in a family of correlated learning tasks \( \mathcal{A} \), over which we will employ a machine learning model \( \mathcal{M} \), e.g., a deep neural network. Note that \( \mathcal{A} \) can be an infinite set. A particularly successful metalearning algorithm is model-agnostic metalearning (MAML) [25] that aims to find an initialization \( \theta \) for training \( \mathcal{M} \) that can well adapt to all the tasks in \( \mathcal{A} \). To this end, MAML samples \( N \) tasks \( \{T_1, \ldots, T_N\} \) from \( \mathcal{A} \), and for each \( T_n \), collects a dataset \( \mathcal{D}_n \). Each \( \mathcal{D}_n \) is further partitioned into a metatraining dataset \( \mathcal{D}_n^{tr} \) and a meta-validation dataset \( \mathcal{D}_n^{val} \). To evaluate the task learning performance with \( \theta \) as the initialization, MAML performs one-step (or a few steps
of) gradient descent with the loss on $D_n^{tr}$, and then evaluates the loss on $D_n^{val}$,

$$
L(\theta - \eta \nabla L(\theta, D_n^{tr}), D_n^{val}),
$$

(1)

where $\eta$ is the step size. This essentially assumes that the model performance after one-step (or a few steps of) update from the initialization can well describe the performance after more thorough training. Accordingly, MAML minimizes the following meta-objective to optimize $\theta$,

$$
\theta^* = \arg\min_{\theta} \sum_{\mathcal{T}_n \in \mathcal{S}} L(\theta - \eta \nabla L(\theta, D_n^{tr}), D_n^{val}).
$$

(2)

We use MAML as the baseline metalearning method against which to compare in the results section.

2.3. Parameterized PDEs as a Metalearning Problem

We now describe how solutions to parameterized PDEs can be viewed as a metalearning problem. In brief, we view different parameter values or regions as a collection of tasks; data for learning parametric behavior is gathered as snapshot (fixed-parameter) solutions to the PDE. Consider a general parameterized nonlinear system of steady-state or transient PDEs of arbitrary order for the dependent scalar variable $u(x, t; \xi)$,

$$
\begin{align*}
\frac{\partial}{\partial t} u(x, t; \xi) + F (u(x, t; \xi)) &= S(x, t; \xi), & \Omega \times [0, T] \times \mathcal{X}, \\
B(u; \xi) &= 0, & \partial \Omega \times [0, T] \times \mathcal{X}, \\
u(x, 0; \xi) &= u_0(x; \xi), & \Omega \times \{t = 0\} \times \mathcal{X},
\end{align*}
$$

(3)

where $F$ is a nonlinear operator that may contain parameters $\xi \in \mathcal{X} \subset \mathbb{R}^m$. $S$ is the source term/function, $\Omega$ and $T$ are the spatial and temporal domain of interest, $B$ is the boundary condition operator also potentially parameterized via $\xi$, and $u_0(x; \xi)$ parameterizes the initial condition. The variable $x \in \Omega \subset \mathbb{R}^s$ is the spatial coordinate of an $s$-dimensional space and $t \in [0, T]$ represents the temporal variable. The PDEs can be fully nonlinear and parameterized in an arbitrary fashion (including the initial and boundary conditions); we assume the parametric solution map is well-posed, i.e.,
the solution map \( \xi \mapsto u(\cdot, \cdot; \xi) \) is a well-defined map from \( \mathcal{X} \) to an appropriate function space over \( \Omega \times [0, T] \). Conceptually, based upon the reasoning in [36], we seek to define a manifold of solutions over a parameter space of dimension \( m \).

For a given parameter \( \xi \), the system (3) can be numerically solved for \( u(x, t) \) typically using an approximate solver, e.g., based upon finite difference, finite element or finite volume methods. For applications such as uncertainty quantification (UQ) (where \( \xi \) encodes the randomness) and design optimization (where \( \xi \) encodes the design parameters), a large number of such forward evaluations is required. Direct implementation via a numerical solver can be computationally prohibitive, especially in the many-query contexts of design and UQ. In the subsequent section (Section 3), we will highlight the use of PINNs as an alternative numerical solver for these purposes, which will be our computational strategy for sampling from the solution manifold.

A direct approximation of \( u(x, t; \xi) \) is difficult due to the number of samples we need to cover the response surface for such a high-dimensional input space problem [37]. Following the pioneer work of Higdon et al. [37], we can record values at specified (fixed) spatial locations \( x_1, \ldots, x_{N_x} \) and temporal locations \( t_1, \ldots, t_{N_t} \) to provide a discrete approximation of \( u(x, t; \xi) \). With the recording coordinates, our quantity of interest becomes a vectorial function of the PDE parameters

\[
y(\xi) = (u(x_1, t_1; \xi), \ldots, u(x_{N_x}, t_{N_t}; \xi), u(x_1, t_2; \xi), \ldots, u(x_{N_x}, t_{N_t}; \xi))^\top \in \mathbb{R}^d,
\]

where \( x_i \) is a spatial coordinate of a regular/irregular grid, and \( d = N_x \times N_t \) is the total number of spatial-temporal grid points.\(^1\) Note that although we use the language of solution evaluation, all of these definitions can be modified to denote spatial and temporal degrees of freedom more broadly (e.g. Fourier modes, etc.). In the subsequent section (Section 3), these evaluation points will be related to the collocation points of the PINNs solution.

Following [36], the challenge in general becomes how to approximate the mapping \( y(\xi) : \mathcal{X} \rightarrow \mathbb{R}^d \) with a limited computational budget. There is a rich literature around

\(^1\)We assume that \( u(x, t; \xi) \) is scalar-valued, but straightforward extensions can be considered for systems of PDEs.
the topic of approximating the solution manifold over the parameters; we refer the reader to [38] which both surveys and summarizes these methods. Furthermore, in recent years, methods from both the statistical and/or machine learning communities have been proposed, e.g. [39, 40, 41].

Using the language of Section 2.1, we now recast the problem statement above into a metalearning problem. Assume we start with a sampling of the parameter space $\xi_i \in \mathcal{X}$, $i = 1, \ldots, K$ at which we evaluate $u(x, t; \xi)$ (or its discretized version $y(\xi)$). The particular choice of sampling will depend on what mathematical or statistical properties may be needed in subsequent computation. Since different parameters denote different specific PDEs, each parameter choice, in the extreme, can be considered a task. However, often non-overlapping subsets of the parameter space $\mathcal{X}_i \subset \mathcal{X}$, $i = 1, \ldots, K$, the union of which which amounts to the full parameter space, represent a finite collection of tasks. In this case, tasks denote regions of the parameter space over which the mathematical characteristics of the PDE remain the same. For example, consider the compressible Navier-Stokes equations for which Mach number $Ma$ and Reynolds number $Re$ denote the parameter space. Partitioning values of $Ma$ according to the boundary $Ma = 1$ may clearly denote two different parameter spaces for which the mathematical properties of the PDE differ. Based upon these observations, one can appreciate that although significant research within the machine learning domain has been placed on model-agnostic metalearning, using this paradigm we can employ various reduced-order modeling techniques to generate model-aware metalearning. In the next section, we will first review summarize PINNs and how it fits into this framework, and then state both the theoretical and implementation considerations that are necessary to successfully employ this view of parameterized PDE metalearning.

3. Physics-Informed Neural Networks (PINNs)

In this section, we first present a review of physics-informed neural networks (PINNs), with an emphasis on the original collocation PINNs approach which we use in this work. We also provide a brief summary of current and ongoing PINNs efforts within
the field – many if not all of which might benefit from the metalearning approach presented herein. We then present the application of PINNs metalearning to parameterized PDEs. We first provide a summary of the theoretical considerations upon which our work is built, and subsequently we provide a summary of the implementation considerations that are required.

3.1. Review of Physics-Informed Neural Networks

Physics-Informed Neural Networks (PINNs) were originally proposed by Karniadakis and co-workers [1, 2, 3] as a neural network based alternative to traditional PDE discretizations. In the original PINNs work, when presented with a PDE specified over a domain Ω with boundary conditions on ∂Ω and initial conditions at t = 0 (in the case of time-dependent PDEs), the solution is computed (i.e., the differential operator is satisfied) as in other mesh-free methods like RBF-FD [42, 43] at a collection of collocation points. First, we re-write our PDE system in residual form as

\[ R(u) = S - \frac{\partial}{\partial t} u - F(u), \]

where \( S \) and \( F \) are as defined in (3). The PINNs formulation is expressed as follows: Given a neural network function \( \tilde{u}(x, t; w) \) with specified activation functions and a weight matrix \( w \) denoting the degrees of freedom derived from the width and depth of the network, find \( w \) that minimizes the loss function:

\[ MSE = MSE_u + MSE_R \] (4)

where

\[ MSE_u = \frac{1}{N_u} \sum_{i=1}^{N_u} ||\tilde{u}(x_u^i, t_u^i; w) - u^i||^2 \] (5)

\[ MSE_R = \frac{1}{N_R} \sum_{i=1}^{N_R} ||R(\tilde{u}(x_R^i, t_R^i))||^2 \] (6)

where \( \{x_u^i, t_u^i, u^i\}_{i=1}^{N_u} \) denote the initial and boundary training data on \( u(x, t) \) and \( \{x_R^i, t_R^i\}_{i=1}^{N_R} \) specify the collocation points for evaluation of the collocating residual term \( R(\tilde{u}) \). The loss \( MSE_u \) corresponds to the initial and boundary data while \( MSE_R \) enforces the structure imposed by the differential operator at a finite set of collocation points.
points. This loss-function modified minimization approach fits naturally into the traditional deep learning framework [4]. Various optimization choices are available including stochastic gradient descent (SGD), L-BFGS, etc. The result of applying this procedure is a neural network $\tilde{u}(x, t; w)$ that attempts to minimize through a balancing act the strong imposition of the initial and boundary conditions and satisfaction of the PDE residual. Note that this statement does not immediately connect to the approximation error $\|u(x, t) - \tilde{u}(x, t; w)\|$; however, consistency and convergence are items of current research (e.g. [44]).

Beyond the initial collocation version of PINNs expressed above, Karniadakis and collaborators have extended these methods to conservative PINNs (cPINNs) [45], variational PINNs (vPINNs) [46], parareal PINNs (pPINNs) [47], stochastic PINNs (sPINNs) [48], fractional PINNs (fPINNs) [49], LesPINNs (LES PINNs) [50], non-local PINNs (nPINNs) [51] and eXtended PINNs (xPINNs) [52].

In this work, we will focus on application of the original collocation PINNs approach; however, the work presented herein can be applied to many if not all of these variants.

### 3.2. Application of PINNs Metalearning to Parameterized PDEs

This section provides a connection between metalearning and parameterized PDEs that we will exploit for PINNs algorithms. To begin, we provide a more detailed overview of the anatomy of a PINN that complements the high-level discussion of Section 3.1.

In the context of parameterized PDEs (Section 2.3), we consider an arbitrary but fixed value $\xi$ of the parameter. A PINN emulator is the map $(x, t) \mapsto \tilde{u}(x, t; w)$, where we assume that the weights $w$ are trained as discussed in Section 3.1. The function $\tilde{u}$ is a neural network, i.e., an iterative compositions of affine maps and an activation function $\sigma$; in the special case of PINNs this can be summarized as

\[
\begin{align*}
    h_0 &= (x, t) \\
    h_j &= \sigma(W_i h_{j-1} + b_j) \quad j = 1, \ldots, \ell + 1 \\
    \tilde{u} &= h_{\ell+1}
\end{align*}
\]
where \( h_j \in \mathbb{R}^{n_j} \) are hidden states, \( \sigma : \mathbb{R} \to \mathbb{R} \) is an activation function that is applied componentwise to vectors, \( b_j \in \mathbb{R}^{n_j} \) are bias vectors, and \( W_j \in \mathbb{R}^{n_j \times (n_{j-1} + 1)} \) are weight matrices. The network has \( \ell \) hidden layers, and the width of layer \( j \) is \( n_j \). The input layer \((x, t)\) is of width \( n_0 = p + 1 \), and the output layer is of width \( n_{\ell+1} = 1 \). With \( \mathbf{W}_j := [W_j \ b_j] \in \mathbb{R}^{n_j \times (n_{j-1} + 1)} \) the concatenation of weights and biases in layer \( j \), then we collect all the parameters of the neural network in the weight vector,

\[
\mathbf{w} := (\text{vec}(\mathbf{W}_1)^T, \ldots, \text{vec}(\mathbf{W}_{\ell+1})^T)^T \in \mathbb{R}^{M_\ell}, \quad M_\ell = \sum_{j=1}^{\ell+1} n_j (n_{j-1} + 1).
\]

We have assumed a simple network architecture above, e.g., fully connected and with the same activation function for all neurons. However, the discussion can be appropriately extended to more customized network architectures. In the future, we will refer to \( \mathbf{w} \) as the weights that are trained through the procedure in Section 3.1.

In the context of metalearning, the map \( \xi \mapsto \mathbf{w} \) is the task associated to parameter \( \xi \). With this in mind, we will write \( \mathbf{w} = \mathbf{w}(\xi) \) to explicitly communicate that the trained weights depend on \( \xi \). The metalearning problem here is, given a parameter \( \xi \), identify a set of weights that is well-adapted to the task of identifying \( \mathbf{w}(\xi) \). More precisely, given \( K \) sample task parameters \( \{\xi_1, \ldots, \xi_K\} \subset \mathbb{R}^m \), compute a task predictor \( \hat{\mathbf{w}}(\xi) \) satisfying \( \hat{\mathbf{w}}(\xi) \approx \mathbf{w}(\xi) \) for all parameters \( \xi \in \mathcal{X} \). In this paper, we build \( \hat{\mathbf{w}} \) as a linear map,

\[
\hat{\mathbf{w}}(\xi) = \sum_{k=1}^{K} \psi_k c_k(\xi), \quad (7)
\]

where \( \psi_k \) are vectors in \( \mathbb{R}^{M_\ell} \), and \( c_k(\cdot) \) are coefficient functions. We will utilize various approaches that will specify the vectors \( \psi_k \) and coefficients \( c_k \) via available sample task outputs \( \{\mathbf{w}(\xi_1), \ldots, \mathbf{w}(\xi_N)\} \). Our mathematical approaches will treat \( c_k \) as deterministic functions, whereas statistical approaches treat \( c_k \) as random variables.

### 3.2.1. Theoretical Considerations

We provide discussion in this section that motivates why a metalearning ansatz of the form \( (7) \) can be successful for our core problem of approximating solutions to parametric PDEs with PINNs. Our core assumption is that learning the \( \xi \)-variation of
weights in a PINN is analogous to learning such parametric variation of the solution \( u \) itself. We cannot yet make this analogy quantitatively concrete since the behavior of parameters of a trained neural network is still an area of active research. Nevertheless, under this assumption, we analogize the task of learning \( \xi \) variation of neural network weights to that of learning \( \xi \) variation of the PDE solution \( u \), and the latter problem is much more well-understood.

We first note that for several parametric PDEs of interest, the solution map \( \xi \mapsto u(\cdot, \cdot; \xi) \) is (real and/or complex) analytic. This fact is known to result in encouraging theoretical guarantees for approximations of parametric PDEs \[53\]. To be more precise, we furnish two examples.

First, under the previously described analyticity assumptions, and assuming \( \mathcal{X} = [-1, 1]^m \), one can conclude the existence of an approximation \( u_N \) satisfying,

\[
 u_K := \sum_{n=1}^{K} v_n \phi_n(\xi), \quad \| u(\xi) - u_K(\xi) \|_{F(\Omega \times [0, T])} \lesssim \exp \left( -K^{1/m} \right) \tag{8}
\]

uniformly for \( \xi \in \mathcal{X} \). Above, \( F(\Omega \times [0, T]) \) is an appropriate function space over the spacetime variables, the \( v_n \) are function-valued coefficients, and \( \phi_n \) are polynomial functions of \( \xi \). Hence, polynomial approximations can, in principle, yield exponential convergence with efficacy blunted by the curse of dimensionality, as evidenced by the \( K^{1/m} \) exponent. We emphasize the parallel between \( u_K \) in the expression above and \( \hat{w} \) in (7).

As a second example, one can gain even better rates of convergence, at the cost of making more restrictive technical assumptions. In this case, a similar type of approximation \( u_N \) yields dimension-independent convergence rates,

\[
 \| u(\xi) - u_K(\xi) \|_{F(\Omega \times [0, T])} \lesssim K^{-r}, \quad r = \frac{1}{q} - 1, \quad 0 < q < 1,
\]

again, uniformly for \( \xi \in [-1, 1]^m \), where \( q \) is a constant that depends on the PDE, but not on \( x, t, \) or \( \xi \). Above, the particular \( u_N \) approximation differs from the one achieving (8), but the form of the approximation is identical and in particular utilizes basis functions \( \phi_n \) that are still polynomials. The estimate above applies to a particular class of parametric elliptic PDEs under certain assumptions which determine the constant \( q \). We refer the reader to \[54, Corollary 7.4\] for these assumptions. The relevant message
in our context is that \( q \) is independent of the parameter dimension \( m \), demonstrating that it is possible, in principle, to efficiently approximate solutions to parametric PDEs with linear maps of a form similar to (7).

In the PINNs context, our emulator (7) does not approximate the solution map itself so that the above theory does not apply. Instead, we build an emulator on the parameters of a neural network. While the behavior of \( \xi \)-variability of trained PINNs parameters is not yet fully understood, the theory above suggests that in some situations, one can expect that linear approximations such as (7) can perform well in approximating the manifold of well-trained neural network parameters, under the assumption that the trained weights exhibit a similar variation. Our numerical results section explores cases when this indeed is successful, either with polynomials or with other types of approximation procedures.

3.2.2. Implementation Considerations

The PINN metalearning approach laid out in Section 3.2 contains three steps, summarized as: (1) sample the parameter space appropriately for the determined weight prediction method; (2) evaluate the PINN at the sampled locations and store trained weights; (3) construct the weight prediction model. When queried at a new location, this predictive method should output a reasonable estimation of what the trained PINN weights would be, thus reducing the optimization time. Based on this, we must decide how to sample the space and what prediction method to use. In this paper, we present five methods with appropriate sampling for each, implying that we are not advocating any particular method over another but rather to show there are many ways this can be approached. We also compare this to the standard randomization of weights, MAML, and a zeroth-order model in which we initialize with the trained weights at the center of the parameter space \( \mathcal{X} \). Any method or sampling could be chosen to replace these steps.

Additionally, it is essential to ensure the weights vary smoothly across \( \mathcal{X} \) as the methods we are using assume smoothness. We have found that initializing the training sets with the trained weights at the center of the parameter space appears to empirically ensure smoothness for one type of PDE task as mentioned in Section 2.3. We
are attempting to start the weights optimization in the same basin of attraction for all samples by doing this. We assume that by doing this, we obtain smooth weights over $\mathcal{X}$, but this is not guaranteed. Alternatively, initializing with random weights ensures one will fall into many different regions of attraction, and the weights will likely not vary smoothly, and so metalearning with our strategy could suffer in accuracy. Future work will be to develop a more sophisticated way to ensure this condition as well as to discover task boundaries so that the method can be task-agnostic.

3.2.3. Algorithmic Complexity

To aid in evaluating the algorithmic complexity and reproducibility of our approach, we provide Algorithm[1] The primary consideration when evaluating the cost of our approach is the number of training points $K$ as we must train PINNs to obtain the weight data for each point. In this paper, we set $K$ across for all methods as the size of the hyperbolic cross set, which is dependent on the parameter dimension $m$ of $\mathcal{X} \subset \mathbb{R}^m$ and the order of the hyperbolic cross set $d$. These points are used in conjunction with the polynomial least-squares method, and for the other methods, we use a Latin hypercube sampling of size $K$. We use the same $K$ value for both sampling methods to make a fair comparison, but one can choose any $K$. Finding a balance of cost associated with solving $K$ PINNs to construct the models with and the cost savings of the models during testing is the main decision complexity in our approach.

4. Methods

In this section, we present two categories of methods within the CS&E world often applied to parameterized PDE reduced-order modeling: statistical methods for regression and numerical methods for approximation. We only select exemplars from both lists for our study; we acknowledge that many more methods exist. However, we hold that these five methods help give sufficient breadth of application and insight to motivate PINNs metalearning.
Algorithm 1 Metalearning PINN Weights Method

Given appropriate PDE set-up information (i.e. spatial domain $\Omega$, temporal domain $T$, parameter space $\mathcal{X}$, etc.)

Define PINN hyper-parameters (size and optimization) for $\tilde{u}$

Set $\xi$ as the appropriate sampling of $\mathcal{X}$ with size $K$ for the weight prediction model used

Let $\xi^C$ be the centroid of $\mathcal{X}$

Store trained weights $\mathbf{w}(\xi^C)$ from $\tilde{u}(x, t; \xi^C)$

Assume trained PINN weights $\mathbf{w}(\xi)$ are smooth across $\mathcal{X}$ if initialized with $\mathbf{w}(\xi^C)$

for $j = 1$ to $K$ do

Initialize $\tilde{u}$ weights $\mathbf{w}(\xi_j)$ with $\mathbf{w}(\xi^C)$

Store vectorized trained weights $\mathbf{w}(\xi_j)$ from $\tilde{u}(x, t; \xi_j)$

end for

Construct weight prediction models $\hat{\mathbf{w}}(\xi)$ (GPs, RBF, etc.) from stored vectorized weight data $\mathbf{w}(\xi)$

Predict PINN weights for any point $\hat{\mathbf{w}}(\xi^*)$ to initialize a PINN with, then train
4.1. Statistical Methods for Regression

Gaussian processes (GPs) are powerful statistic regression models. Due to their nonparametric Bayesian nature [55], GPs can automatically capture the complexity of the functions underlying the data, and quantify the predictive uncertainty via a closed form (i.e., Gaussian). The standard GP learns a single-output stochastic process \( f : \mathbb{R}^m \rightarrow \mathbb{R} \) from the training data \( D = \{ (\xi_1, y_1), \ldots, (\xi_K, y_K) \} \) where each \( \xi_k \) is an input vector and \( \Xi = (\xi_1, \ldots, \xi_K) \). The function values \( f = (f(\xi_1), \ldots, f(\xi_K)) \) are assumed to follow a multivariate Gaussian distribution — the finite projection of a Gaussian process \( \mathcal{N} \) on the training inputs — \( p(f|\Xi) = \mathcal{N}(f|\mu, \Sigma) \), where \( \mu \) are the mean function values of every input and usually set to 0, and the covariance matrix

\[
\Sigma = \begin{pmatrix}
\kappa(\xi_1, \xi_1) & \cdots & \kappa(\xi_1, \xi_K) \\
\vdots & \ddots & \vdots \\
\kappa(\xi_K, \xi_1) & \cdots & \kappa(\xi_K, \xi_K)
\end{pmatrix}
\]

where \( \kappa \) is a kernel function of the input vectors. The observed outputs \( y \) are assumed to be sampled from a noisy model, e.g., \( p(y|f) = \mathcal{N}(y|f, \tau I) \). Integrating out \( f \), we obtain the marginal likelihood \( p(y|\Xi) = \mathcal{N}(y|0, \Sigma + \tau I) \). Computational estimation of kernel parameters and the noise variance \( \tau \) is frequently achieved via maximum likelihood estimation.

To predict the output for a test input \( \xi^* \), we use the conditional Gaussian distribution, since the test and training outputs jointly follow a multivariate Gaussian distribution.

\[
\text{We have } p(f(\xi^*)|\xi^*, \Xi, y) = \mathcal{N}(f^*|\alpha(\xi^*), \beta(\xi^*))
\]

where \( \alpha(\xi^*) = \kappa^T_*(\Sigma + \tau^{-1}I)^{-1}y \),
\[
\beta(\xi^*) = \kappa(\xi^*, \xi^*) - \kappa^T_*(\Sigma + \tau^{-1}I)^{-1}\kappa_*,
\]
\[
\kappa_* = [\kappa(\xi^*, \xi_1), \ldots, \kappa(\xi^*, \xi_K)]^T.
\]

In particular, we use the mean of \( p(f(\xi^*)|\xi^*, \Xi, y) \) as the predictor at \( \xi^* \). These methods are implemented with GPyTorch [56].
4.1.1. Multi-task Gaussian Process Modeling

Many tasks require learning a function with multiple outputs. A classical multi-output regression framework is multi-task GP \[^{[57]}\]. It models the outputs of all the tasks as a single GP, where the kernel function between arbitrary two outputs is defined as

\[
g([\xi_1, t_1], [\xi_2, t_2]) = \kappa(\xi_1, \xi_2) \cdot s_{t_1, t_2}, \tag{9}
\]

where \(\xi_1, \xi_2\) are the inputs and \(t_1, t_2\) are the task indices, \(\kappa(\cdot, \cdot)\) is a kernel function of the inputs, and \(s_{t_1, t_2}\) is the task similarity between \(t_1\) and \(t_2\). The training is the same as the standard GP. However, we need to estimate not only the parameters of \(\kappa(\cdot, \cdot)\), but also the similarity values between each pair of tasks \(\{s_{t_1, t_2}\}\).

4.1.2. Linear Method of Coregularization (LMC)

Another successful multi-output regression model is the Linear Model of Coregionalization (LMC) \[^{[58]}\], which assumes the outputs are a linear combination of a set of basis vectors weighted by independent random functions. We introduce \(Q\) bases \(\Psi = [\psi_1, \ldots, \psi_Q]^T\) and model a \(M_\ell\)-dimensional vector function by

\[
\hat{w}(\xi) = \sum_{q=1}^{Q} \psi_q c_q(\xi) = \Psi^T c(\xi) \tag{10}
\]

where \(Q\) is often chosen to be much smaller than \(M_\ell\), and the random weight functions \(c(\xi) = [c_1(\xi), \ldots, c_Q(\xi)]^T\) are sampled from independent GPs. In spite of a linear structure, the outputs \(\hat{w}\) are still nonlinear to the input \(\xi\) due to the nonlinearity of the weight functions. LMC can easily scale up to a large number of outputs: once the bases \(\Psi\) are identified, we only need to estimate a small number of GP models \((Q \ll M_\ell)\).

For example, we can perform PCA on the training outputs to find the bases, and use the singular values as the outputs to train the weight functions. This is also referred to as PCA-GP \[^{[37]}\].

\[^{2}\text{Task here is used differently than in the metalearning section. We use the nomenclature of the GP field here.}\]
4.2. Numerical Approximation Methods for Regression

We describe here common strategies in the numerical approximation community for building emulators of the form (7) from data. We choose to focus on three different types of approaches: First we build approximations via cubic spline interpolants when $\xi$ is one or two dimensional. The second class of methods use “meshless” radial basis function (RBF) methods with various kernels. The third class of methods are polynomial approximation schemes using least squares approximation.

We briefly describe these approaches in each section below, focusing on specifying how the coefficients $\psi_k$ and basis functions $c_k(\xi)$ in (7) are chosen and computed. In all the methods, we assume availability of data $w(\xi_i)$ (i.e., trained PINNs network parameters) on a discrete sampling $\{\xi_i\}_{i=1}^K$. We will specify how this grid is chosen in each section.

4.2.1. Cubic Spline Interpolation

Univariate cubic splines are smooth interpolants of data [59]. More precisely, with $\{\xi_i\}_{i=1}^K$ an ordered set of points from a Latin Hypercube Sampling (LHS) design [60] on the one-dimensional interval $\mathcal{X}$, then a cubic spline approach builds the approximation $\hat{w}$ in (7) as a piecewise cubic function, where $\hat{w}$ is a cubic polynomial on each interval $[\xi_j, \xi_{j+1}]$, and is continuously differentiable at each $\xi_j$. One can build such an approximation in terms of divided differences of the data $w(\xi_j)$, so that the coefficients $\psi_k$ are linear in this data. The basis functions $c_k(\xi)$ are then piecewise cubic polynomials. This is implemented with the SciPy package functions `scipy.interpolate.UnivariateSpline` and `scipy.interpolate.SmoothBivariateSpline` [61]. The bivariate case does not require a tensoral grid therefore we can use it with our sampling methods with the implication caveat that $K \geq (x_{\text{deg}} + 1) \times (y_{\text{deg}} + 1)$ which in the cubic spline case is $K \geq 16$. Additionally, we use the default function parameters.

4.2.2. Radial Basis Function (RBF) Interpolation

RBF approximations build the emulator $\hat{w}$ in (7) using shifted kernels as basis functions,

$$c_k(\xi) = \kappa(\xi, \xi_j),$$
and the coefficients $\psi_k$ are chosen by enforcing interpolation of $\hat{w}$ on the data points $\{62\}$. We again choose the parametric grid as an LHS design, and employ three different types of commonly used kernels:

$$
\kappa(\xi, \zeta) = r^3, \quad \text{(Cubic)}
$$

$$
\kappa(\xi, \zeta) = \exp\left( -\left(\frac{r}{\tau}\right)^2 \right), \quad \text{(Gaussian)}
$$

$$
\kappa(\xi, \zeta) = \sqrt{\left(\frac{r}{\tau}\right)^2 + 1}, \quad \text{(Multiquadric)}
$$

where $r = \|\xi - \zeta\|_2$ is the Euclidean distance between the inputs $\xi$ and $\zeta$, and $\tau$ is a tunable parameter, which we choose as the average pairwise distance between grid points.

We use interpolative RBF approximations, which enforce (7) at every data point. Such RBF approximations are closely related to GP statistical models: an RBF approximation equals the mean of a GP approximation built from the same kernel, with zero nugget at the data points.

4.2.3. Polynomial least-squares using hyperbolic cross sets

Our final technique in this section for forming the approximation (7) builds a polynomial approximation via least squares. In this case, the basis functions are polynomials,

$$
c_k(\xi) = \xi^{\alpha(k)} = \prod_{j=1}^{m} \left(\xi^{(j)}\right)^{\alpha_j}, \quad \xi = \left(\xi^{(1)}, \ldots, \xi^{(m)}\right),
$$

where $\alpha(k) = (\alpha(k)_1, \ldots, \alpha(k)_m) \in \mathbb{N}_0^m$ is an $m$-dimensional multi-index on the non-negative integer lattice, and $\left(\alpha(k)\right)_{k=1}^{K}$ is any ordering of the multi-indices lying in an order-$d$ hyperbolic cross set $\{63\},$

$$
\left(\alpha(k)\right)_{k=1}^{K} =: A = \left\{ \alpha \in \mathbb{N}_0^m \mid \prod_{j=1}^{m} (\alpha_j + 1) \leq d + 1 \right\}.
$$

Increasing the order $d$ increases the number of terms $K$ in the expansion, and hyperbolic cross sets tend to de-emphasize mixed polynomial terms and therefore have much smaller size than alternative total degree sets. Despite this decreased model capacity,
polynomial approximations on hyperbolic cross sets are known to produce efficient approximations in the context of parametric PDEs [64, 65].

We construct the coefficients $\psi_k$ in (7) using a weighted least squares approach on the data, and the grid is chosen as a set of weighted approximate Fekete points [66]. This method is implemented with the UncertainSCI package [67].

5. Results and Discussion

In this section, we demonstrate the efficacy of our metalearning approach on various representative forward PDE problems. The examples below are extensions of the test problems proposed in [1, 68]. There are two types of spatiotemporal domains we consider: (i) the Burgers’ and (nonlinear) Heat equations in which we have a spatial and temporal dimension, and the (ii) Allen-Cahn, Diffusion-Reaction, and linear parametric heat equations in which we have two spatial dimensions.

5.1. Experimental settings

For PDE type (i), the PINN solution test points are a uniform grid of size $256 \times 100$ in space and time respectively. For type (ii), we use a uniform grid of size $128 \times 128$. These test points are where we compare between the exact solution and the PINN solution. To train the PINN we use 100 uniformly sampled boundary/initial value points for the $MSE_u$ portion of the loss, and 10,000 collocation points using Latin hypercube sampling (LHS) for the $MSE_R$ portion as described in Section 3.1. In all PINN architectures, we employ fully-connected feed-forward neural networks with tanh activation functions. The width and depth parameters will be specified per experiment below. The values in each table are presented as the empirical mean and standard deviation over the test set.

For all tables, the columns are relative error after 500 iterations of Adam optimization, relative error after L-BFGS optimization, and the time taken to optimize L-BFGS for a certain tolerance condition. The sequential optimization with Adam followed by L-BFGS is standard approach in PINNs [44]. The L-BFGS conditions are $10^{-6}$ termination tolerance on first order optimality and $10^{-9}$ termination tolerance on weight vector changes with a learning rate of 0.1.
For MAML, we train with 1,000 epochs and Adam with learning rate $10^{-3}$. The inner optimization uses one-step gradient descent and step-size $10^{-3}$. The data used has the same number of boundary points, collocation points, and tasks for the training and validations sets as the other predictive methods presented.

Lastly, we point out that occasionally we train "bad" PINNs where they do not converge relative to their loss function. This has been observed only for random and RBF Gaussian kernel initialization. The random initializations are a byproduct of standard PINNs, and the unconverged runs can be identified with a large loss and re-run. For our predictive RBF Gaussian kernel method, re-running does not help as it provides the same initialization for each point so these were identified via loss and removed. We further discuss RBF Gaussian kernel in the contexts of the results as being a poor method for our metalearning approach. Since the GP approach is a generalization of the RBF approach (it optimizes hyperparameters), then our results suggest the predictable result that optimizing these hyperparameters, which is common in GP methods, appears better than empirically choosing them (e.g., based on fill distances), which is a common workflow in RBF methods.

5.2. 1D Burgers Equation

We consider the following 1D viscous Burgers equation:

$$\frac{\partial u}{\partial t} + \frac{1}{2} \frac{\partial}{\partial x} \left( u^2 \right) = \nu \frac{\partial^2 u}{\partial x^2}, \quad x \in \Omega, \quad t \in [0, T]$$ (11)

where $\Omega \times [0, T] = [-1, 1] \times [0, 1]$ with the viscosity $\nu \in [0.005, 0.05]$ and initial condition $u(x, 0) = -\sin(x\pi)$. For evaluation of the error, we compute the exact solution derived using Cole’s transformation computed with Hermite integration [69]. We initially randomly sample our parameter space with 16 PINNs approximations containing 5 hidden layers of width 5. The size 16 derives from the amount of points with the degree 5 hyperbolic cross as described in Section 4.2.3.

Table 1: We sample the PDE parameter space uniformly with 32 points to compute the values in the table.
In Table 1, we first observe that MAML improves the error after Adam optimization compared to randomized weights; however, it worsens the convergence with L-BFGS. Note that Adam and SGD are first-order methods whereas L-BFGS is a second-order method. In PINNs, we further optimize with L-BFGS after Adam which evidently is an issue when using MAML. This may be due to MAML using first-order gradient descent in the inner training loop (see Equation 1), which is inconsistent with switching to second-order methods in practice. MAML appears to do worse than randomized weights in the context of this sequential training in regard to L-BFGS time. In the context of training without L-BFGS, we note that our metalearning method still outperforms MAML after only performing the Adam iterations. In our interpolation methods, we can also see that they greatly improve the time it takes to reach the L-BFGS tolerance, by around a factor of five, while achieving the same accuracy. One trend we note throughout all problems presented is how well initializing with the a run at the center of the parametric domain does for its minimal cost, this will be further discussed.

Remark: There will be some performance variance in these methods depending on the randomization of the weights for the center run. This run is used to initialize the data for interpolation, so it follows that it affects the final outcome. We recommend running the parametric center PINN a few times and taking the most accurate of the learned weights to address this issue. This is also an issue for MAML as it also is dependent on the random weights at which it starts before meta training.

Next, we use a larger PINN containing 8 hidden layers of width 10 to see how this
Table 2: We sample the PDE parameter space uniformly with 32 points to compute the values in the table.

| Initialization Methods | Error after Initializing (10^{-3}) | Error after Adam (10^{-3}) | Error after L-BFGS (10^{-3}) | L-BFGS Time (s) |
|------------------------|-----------------------------------|---------------------------|-----------------------------|----------------|
| Random                 | 1245.5 ± 287.3                    | 174.9 ± 1.30.4            | 1.2 ± 1.8                   | 105 ± 29       |
| MAML                   | 334.6 ± 37.8                      | 92.3 ± 30.3               | 1.7 ± 0.5                   | 125 ± 38       |
| Center                 | 70.6 ± 41.6                       | 14.9 ± 38.1               | 0.9 ± 0.5                   | 56 ± 48        |
| Multitask              | 96.8 ± 80.9                       | 2.0 ± 2.3                 | 0.7 ± 0.2                   | 24 ± 21        |
| LMC                    | 246.7 ± 32.4                      | 7.8 ± 17.5                | 0.8 ± 0.4                   | 40 ± 27        |
| Spline                 | 22.7 ± 8.6                        | 1.4 ± 1.7                 | 0.7 ± 0.2                   | 10 ± 11        |
| RBF (cubic)            | 4.8 ± 4.4                         | 1.5 ± 1.9                 | 0.8 ± 0.4                   | 7 ± 13         |
| RBF (gaussian)         | 20.0 ± 19.7                       | 10.6 ± 18.2               | 0.8 ± 0.5                   | 36 ± 30        |
| RBF (multiquadric)     | 6.1 ± 7.0                         | 1.2 ± 1.2                 | 0.8 ± 0.4                   | 7 ± 8          |
| Polynomial             | 21.4 ± 10.6                       | 1.2 ± 1.9                 | 0.7 ± 0.3                   | 7 ± 16         |

In Table 2, we observe that increasing the neural network size not only improves the accuracy but also decreases the time. The analysis of the expressibility of a network is not in the scope of this paper; however, we report this experiment to show our method works regardless of the selection of PINN size. Additionally, we can see that with this setting, most of the methods achieve $10^{-3}$ error with only Adam optimization, meaning one need not employ the more costly refinement of L-BFGS if the initialization is good. In fact, we also include the column for error after initializing before any optimization is performed. Here we can see the best possible case; we have achieved $10^{-3}$ error without any training whatsoever for RBF cubic and multiquadric kernels meaning the network is initialized very well for the PDE parameters.

We observe that, among the RBF approaches, the Gaussian kernel is empirically the worst metalearning strategy. Such poor performance could manifest if the scale parameter of the Gaussian kernel is chosen poorly. In our experiments, we use values that are deterministically computed based on fill distances of the parametric grid, which is known empirically to be a reasonable choice [62]. However, the consistently poor performance of Gaussian RBFs in all the remaining examples we have tested suggests that the Gaussian kernel is simply a poor choice of kernel for parameterized PDE metalearning problems.
5.3. 1D nonlinear Heat Equation

We consider the following 1D nonlinear PDE:

\[
\frac{\partial u}{\partial t} - \lambda \frac{\partial^2 u}{\partial x^2} + k \tanh(u) = f, \quad x \in \Omega, \; t \in [0, T]
\]  
(12)

where \( \Omega \times [0, T] = [-1, 1] \times [0, 1] \) and where \( \lambda \in [1, \pi] \) and \( k \in [1, \pi] \) are positive constants. We specify an exact solution of \( u(x, t; \lambda, k) = k \sin(\pi x) \exp(-\lambda k x^2) \exp(-\lambda t^2) \) and derive the corresponding form of the forcing \( f \). We initially randomly sample our parameter space with 22 PINNs approximations containing 5 hidden layers of width 10.

Table 3: We sample the PDE parameter space uniformly with 64 points to compute the values in the table.

| Initialization Methods | Error after Adam (10^{-3}) | Error after L-BFGS (10^{-3}) | L-BFGS Time (s) |
|------------------------|---------------------------|-----------------------------|-----------------|
| Random                 | 465.1 ± 218.2             | 5.5 ± 3.7                   | 178 ± 37        |
| MAML                   | 384.5 ± 167.3             | 6.2 ± 6.0                   | 211 ± 58        |
| Center                 | 38.4 ± 28.8               | 4.6 ± 2.8                   | 102 ± 40        |
| Multitask              | 16.7 ± 14.0               | 4.6 ± 3.2                   | 60 ± 38         |
| LMC                    | 20.9 ± 16.6               | 4.6 ± 2.9                   | 66 ± 43         |
| Spline                 | 10.8 ± 18.2               | 4.7 ± 3.5                   | 43 ± 43         |
| RBF (cubic)            | 28.5 ± 82.7               | 4.8 ± 2.8                   | 42 ± 38         |
| RBF (gaussian)         | 219.0 ± 381.1             | 4.8 ± 2.8                   | 115 ± 71        |
| RBF (multiquadric)     | 11.5 ± 18.7               | 4.3 ± 2.6                   | 33 ± 24         |
| Polynomial             | 7.4 ± 7.1                 | 4.6 ± 2.7                   | 30 ± 24         |

In Table 3 we see considerable improvement in optimization with our initialization procedure. We again observe 10^{-3} errors without any need for L-BFGS, in this case with the polynomial interpolation method.

We now consider the same problem but with a degree 2 hyperbolic cross, equating to 13 PINN approximations instead of 22 for degree 5. Because of the conditions for the smooth bivariate spline, a second-order spline is used instead of cubic as described in Section 4.2.1.

Table 4: We sample the PDE parameter space uniformly with 64 points to compute the values in the table.
In Table 4 we observe that lowering the number of data points used for interpolation from 22 to 13 has no significant effect on our method. In fact, the optimization here is slightly better but within reasonable variation for stochastic processes such as training a neural network and variance in sampling locations. We do not claim that fewer points work better but include this experiment to show that our method is not dependent on large amounts of data. We forgo MAML comparisons going forward as this approach empirically struggles with parametric PDEs in the context of PINNs and, specifically, L-BFGS optimization.

### 5.4. 2D nonlinear Allen-Cahn Equation

We consider the following 2D nonlinear Allen-Cahn equation, which is a widely used model for multi-phase flows:

\[
\lambda \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + u (u^2 - 1) = f, \quad (x, y) \in \Omega
\]

where \( \Omega = [-1, 1]^2 \) and where \( \lambda \in (0, \pi] \) represents the mobility and \( u \) denotes the order parameter, which denotes the different phases. We specify an exact solution as \( u(x, y; \lambda) = \exp(-\lambda(x + 0.7)) \sin(\pi x) \sin(\pi y) \) and derive the corresponding form of the forcing \( f \). We initially randomly sample our parameter space with 16 PINNs approximations containing 8 hidden layers of width 10.

| Initialization Methods | Error after Adam \((10^{-3})\) | Error after L-BFGS \((10^{-3})\) | L-BFGS Time (s) |
|------------------------|-------------------------------|--------------------------------|-----------------|
| Random                 | 529.5 ± 465.2                 | 5.2 ± 3.9                     | 156 ± 42        |
| MAML                   | 455.0 ± 180.0                 | 4.5 ± 3.1                     | 188 ± 43        |
| Center                 | 38.8 ± 30.7                   | 4.5 ± 2.4                     | 96 ± 41         |
| Multitask              | 18.0 ± 18.1                   | 4.8 ± 3.6                     | 49 ± 30         |
| LMC                    | 26.8 ± 28.3                   | 4.9 ± 3.3                     | 59 ± 28         |
| Spline                 | 7.7 ± 6.2                     | 4.7 ± 2.4                     | 29 ± 30         |
| RBF (cubic)            | 71.2 ± 143.2                  | 4.3 ± 2.0                     | 64 ± 58         |
| RBF (gaussian)         | 216.5 ± 320.5                 | 5.4 ± 4.0                     | 104 ± 72        |
| RBF (multiquadric)     | 13.9 ± 19.5                   | 4.4 ± 2.2                     | 35 ± 30         |
| Polynomial             | 7.3 ± 4.7                     | 4.6 ± 3.2                     | 38 ± 30         |

Table 5: We sample the PDE parameter space uniformly with 32 points to compute the values in the table.
5.5. Initialization Methods

| Initialization Methods | Error after Adam (10^{-3}) | Error after L-BFGS (10^{-3}) | L-BFGS Time (s) |
|------------------------|----------------------------|------------------------------|-----------------|
| Random                 | 1905.5 ± 1591.1            | 14.5 ± 11.9                  | 469 ± 161       |
| Center                 | 173.3 ± 172.4              | 12.3 ± 4.6                   | 201 ± 83        |
| Multitask              | 43.3 ± 45.7                | 11.5 ± 4.7                   | 120 ± 44        |
| LMC                    | 57.2 ± 44.6                | 11.4 ± 4.0                   | 120 ± 21        |
| Spline                 | 27.6 ± 35.8                | 11.4 ± 4.0                   | 63 ± 35         |
| RBF (cubic)            | 21.9 ± 20.1                | 11.6 ± 4.3                   | 64 ± 42         |
| RBF (gaussian)         | 105.0 ± 162.1              | 12.7 ± 5.2                   | 159 ± 103       |
| RBF (multiquadric)     | 19.1 ± 13.5                | 12.0 ± 5.3                   | 68 ± 46         |
| Polynomial             | 30.6 ± 36.7                | 11.5 ± 4.2                   | 44 ± 19         |

In Table 5, we observe similar trends to the previous two equations. However, we can see the problem is substantially more difficult based on the post L-BFGS accuracy and cost. We again note that by simply initializing with the center run, we gain considerable improvement, regardless of the difficulty of the problem.

5.5. 2D nonlinear Diffusion-Reaction Equation

We consider the following 2D nonlinear diffusion-reaction equation:

\[ \lambda \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + k \left( u^2 \right) = f, \ (x, y) \in \Omega \]  

where \( \Omega = [-1, 1]^2 \). Here \( \lambda \in [1, \pi] \) represents the diffusion coefficient and \( k \in [1, \pi] \) represents the reaction rate and \( f \) denotes the source term. We specify an exact solution as \( u(x, y; \lambda, k) = k \sin(\pi x) \sin(\pi y) \exp(-\lambda \sqrt{k x^2 + y^2}) \) and derive the corresponding form of the forcing \( f \). We initially randomly sample our parameter space with 22 PINNs approximations containing 8 hidden layers of width 20.

Table 6: We sample the PDE parameter space uniformly with 64 points to compute the values in the table.

| Initialization Methods | Error after Adam (10^{-3}) | Error after L-BFGS (10^{-3}) | L-BFGS Time (s) |
|------------------------|----------------------------|------------------------------|-----------------|
| Random                 | 581.1 ± 380.2              | 10.6 ± 6.2                   | 1073 ± 206      |
| Center                 | 92.5 ± 94.9                | 9.5 ± 5.9                    | 426 ± 159       |
| Multitask              | 25.4 ± 24.6                | 9.0 ± 5.4                    | 243 ± 93        |
| LMC                    | 38.0 ± 31.5                | 9.1 ± 5.8                    | 302 ± 127       |
| Spline                 | 137.1 ± 603.8              | 8.2 ± 4.9                    | 403 ± 260       |
| RBF (cubic)            | 39.4 ± 70.7                | 8.3 ± 4.7                    | 318 ± 217       |
| RBF (gaussian)         | 246.3 ± 374.7              | 8.9 ± 5.0                    | 680 ± 406       |
| RBF (multiquadric)     | 30.3 ± 66.9                | 8.1 ± 4.6                    | 280 ± 161       |
| Polynomial             | 13.4 ± 8.7                 | 8.5 ± 5.1                    | 249 ± 129       |
In Table 6 we start to see the interpolation methods come closer to the improvement provided by the center initialization. They both still significantly improve over a randomized initialization. Another trend to note is that in the “easier” problems, the best methods were the traditional ones; Spline, RBF, and polynomial. Now we observe that Multitask GPs and LMC start to work as well, if not better.

5.6. 10D Equation

We consider the following 10D equation:

\[- \nabla \cdot \left[ \nabla u \left(1 - \frac{1}{2\pi} \sum_{j=1}^{m} \frac{\xi(j) j}{j} \cos(j(x + y)) \right) \right] = f, \quad (x, y) \in \Omega, \quad \xi = (\xi(1), ..., \xi(m))\]

where \( \Omega = [-1, 1]^2 \), \( \xi = [0, 2]^{10} \), and \( m = 10 \). We specify an exact solution as

\[u(x, y; \xi) = e^{-\sqrt{\xi(1)x^2 + \xi(2)y^2} \sin(\pi x) + e^{-\sqrt{\xi(3)x^2 + \xi(4)y^2} \frac{\sin(\pi y)}{4}} + e^{-\sqrt{\xi(5)x^2 + \xi(6)y^2} \cos(\pi x)} + e^{-\sqrt{\xi(7)x^2 + \xi(8)y^2} \frac{\cos(\pi x)}{4}} + e^{-\sqrt{\xi(9)x^2 + \xi(10)y^2} \frac{\sin(\pi(x+y))}{32}} \]

and derive the corresponding form of the forcing \( f \). The form of the PDE is analogous to a diffusion equation where the coefficient is the first 10 terms of a Fourier expansion.

One caveat is that the coefficient term must be positive for \( m \), in the case of \( m = 10 \) and \( \xi = [0, 2]^{10} \), \( 1 - \frac{1}{2\pi} \sum_{j=1}^{10} \frac{\xi(j) j}{j} \cos(j(x + y)) \) \( > 1 - \sum_{j=1}^{10} \frac{1}{j} = 0.068 \). The form of the PDE and the exact solution is such that the intrinsic dimension is low by reducing the importance of additional PDE parameters.

Table 7: We sample the PDE parameter space with 100 LHS points to compute the values in the table.

| Initialization Methods | Error after Adam \( (10^{-5}) \) | Error after L-BFGS \( (10^{-5}) \) | L-BFGS Time (s) |
|------------------------|---------------------------------|---------------------------------|----------------|
| Random                 | 73.9 ± 26.3                     | 2.6 ± 2.0                       | 1762 ± 516     |
| Center                 | 16.9 ± 11.0                     | 1.7 ± 0.8                       | 1095 ± 466     |
| Multitask              | 13.3 ± 8.4                      | 1.8 ± 1.0                       | 921 ± 434      |
| LMC                    | 21.0 ± 17.7                     | 1.6 ± 0.9                       | 962 ± 425      |
| RBF (multiquadric)     | 23.7 ± 42.1                     | 2.1 ± 2.1                       | 1039 ± 512     |
| Polynomial             | 12.4 ± 10.4                     | 1.6 ± 0.8                       | 973 ± 468      |

In Table 7 we sub-select to the best performing RBF method and do not perform spline interpolation as it is non-trivial for a 10D problem. The difference between interpolation and center initialization is minimal, but both vastly outperform randomization.
Further investigation is necessary into quantifying how different parametric PDEs and domains affect the interpolating methods, particularly at high dimensions.

In our observation, the most promising method in terms of cost-benefit is initializing with a run at the center of the parameter domain. However, for the lower-dimensional problems, we do note that interpolating can achieve $10^{-3}$ error without any training, which is very promising. As the dimension and complexity grow, center initialization seems to be the most enticing method. The cost is negligible to do only one run, and in all cases, it is a vast improvement over randomized weights. Center initialization is easily implemented, and we believe it has use whenever working with parameterized PDEs in which one can exploit the similarity in weights in the parametric domain. Further investigation is warranted in regards to identifying task boundaries in the parametric space, so that this method can be used without prior knowledge of the problem. In this paper, we assume constant task regions as elaborated on in Section 2.3.

6. Summary and Conclusions

In this paper, we have successfully metalearned weight initializations of Physics-informed Neural Networks (PINNs) [1, 2, 3] using a model-aware approach for parametric PDE problems. Having summarized the metalearning approach, along with the collocating version of PINNs, we gather data using initializations from a fully optimized PINN at the center of the parameter domain. By exploiting the smoothness of parametric PDEs in the weight domain when initialized in this way, we can interpolate optimal weight initialization. Using the data collected, we employ a survey of interpolation methods and empirically show they provide weight initializations that greatly improve optimization. We also compare to the standard model-agnostic metalearning method (MAML) [25]. Future investigations will explore the problem of task regions and how to approach metalearning for more complex parametric domains.

Appendix A. Symbols and Notations

Table A.8: Symbols and Notations
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| Symbol | Definition |
|--------|------------|
| $u$    | PDE solution |
| $\tilde{u}$ | PINN approximation of PDE solution |
| $m$    | PDE parameter dimension |
| $\mathcal{X}$ | Parameter domain, $\mathcal{X} \subset \mathbb{R}^m$ |
| $\xi$  | Parameter value, $\xi \in \mathcal{X}$ |
| $\xi^c$ | Centroid of $\mathcal{X}$ |
| $K$    | Number of sample task parameters, $\{\xi_1, ..., \xi_K\} \subset \mathbb{R}^m$ |
| $\xi_i$ | Parameter value in the set, $\xi_i \in \mathcal{X}, i = 1, ..., K$ |
| $\xi^{(i)}$ | Parameter value in the i-dimension, $\xi = (\xi^{(1)}, ..., \xi^{(m)})$ |
| $\Xi$  | Matrix of parameter values, $\Xi = (\xi_1, ..., \xi_K)$ |
| $s$    | Spatial dimension |
| $\Omega$ | Spatial domain of interest, $\Omega \subset \mathbb{R}^p$ |
| $x$    | Spatial value, $x \in \Omega$ |
| $T$    | Temporal domain of interest |
| $t$    | Temporal value, $t \in [0, T]$ |
| $\ell$ | Number of hidden layers |
| $M_\ell$ | Number of trainable weights |
| $w$    | Trained PINN weight vector |
| $\hat{w}$ | Weight predictor, $\hat{w} : \xi \rightarrow w$ |
| $d$    | Order of hyperbolic cross |
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