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Abstract—Multi-agent scheduling problems are common in applications such as intelligent transportation and smart manufacturing. When the agents are non-cooperative and inertially constrained, finding a safe and efficient policy under the trajectory uncertainty of other agents is a non-trivial problem. In this article, we establish a minimax framework to optimize the worst-case scheduling performance under the two-agent model. Specifically, a unified representation is proposed to characterize the trajectory uncertainty of the other agent, and a function is derived to evaluate different target states. Based on this evaluation, we further develop a control policy by adopting the minimax method, where a trajectory leading to the most robust target state is generated at each step. Algorithms are also provided to ensure the computational tractability of the policy. Furthermore, the safety of the policy is proved, and the global robustness is verified by numerical simulations, which show that the proposed policy reduces the worst-case scheduling cost by 13.1% compared with heuristic policies.

Index Terms—Minimax scheduling, inertial constraints, distributed control.

I. INTRODUCTION

MODERN communication and control technologies enable the proliferation of autonomous agents such as robots, intelligent vehicles and unmanned aerial vehicles (UAVs). Compared with static devices, their dynamics greatly extend the scope of industrial and civil applications to scenarios including environment sensing, intelligent transportation and smart manufacturing [1], [2], [3], [4]. In multi-agent systems, abundant coordination and competition schemes can be developed for different tasks, which attract massive attention in various researches [5], [6], [7].

When multiple agents in a system require a limited resource, scheduling schemes are necessary to avoid conflicts, as shown in Fig. 1. To model the characteristics of multi-agent scheduling problems, the following two system settings are considered in this article: (i) the agents are inertially constrained, i.e., their maximum accelerations and decelerations are limited; (ii) non-cooperative agents exist, and any agent does not have access to the policies or the future trajectories of the non-cooperative agents.

In existing studies of multi-agent scheduling problems, the inertial constraints are often considered, especially in the area of intelligent transportation. Based on the methods of handling the inertial constraints, these works can be divided into two main categories: hybrid solutions and direct solutions [8], [9], [10]. In hybrid solutions, upper-level scheduling problems without considering the inertial constraints are first formulated and solved to determine the occupation order or the occupation time period of the agents, and then lower-level trajectory planning policies are developed taking inertial constraints into consideration. Typical protocols for the upper-level problem include first-come-first-serve (FCFS) [11], adaptive traffic lights [12], [13], reservation-based or auction-based mechanisms [14], [15], [16], [17], [18], optimization methods [19], [20], [21], [22], [23], [24] and multi-agent learning methods [25]. In contrast, direct solutions determine the control variable of all agents by formulating optimization problems [26], [27], [28] or multi-agent learning frameworks [29] without introducing intermediate variables, which are generally more efficient but computationally more expensive. However, the works above in both categories require all agents to be cooperative, and thus safety cannot be ensured if there exists an agent not following the trajectory returned by the scheduling protocol.

Some other studies allow the existence of non-cooperative agents, while implicit assumptions on these agents are often supplemented. For example, traffic lights are adopted in [30], [31], [32], and [33] to indirectly control the non-cooperative human-driven vehicles, and it is assumed that all vehicles will obey the traffic lights. In [34] and [35], the trajectories of the human-driven vehicles are predicted by behavior models such as CMetric [36] and level-k reasoning [37], and thus the scheduling efficiency relies on the validity of these behavior
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models. Single-agent learning methods such as [38], [39], [40], and [41] implicitly assume that the motion of other agents is close to a certain training sample; otherwise, these methods cannot ensure safe scheduling. Therefore, the modelling of the non-cooperative agents in these researches is different from our system setting, since we assume that no information can be obtained on the future trajectories of non-cooperative agents. Specifically, we allow the existence of randomly-evolved agents which do not obey any rule and have unpredictable trajectories.

Nevertheless, there exist a few works [42], [43] taking both system settings into consideration. In [42], authors present an explicit solution for the two-agent safety control problem based on a partial order with imperfect state information. However, the scheduling performance is not considered, and no control is specified as long as the safety is ensured. A game-theoretic strategy for autonomous vehicles in presence of malicious vehicles is proposed in [43], where four different levels of malicousness are considered. However, the method cannot ensure safety when there exist “irrational agents”, i.e., agents that randomly choose their accelerations. Unlike these works, we aim to improve the scheduling efficiency while always ensuring the safety of the system.

Note that when both system settings are considered in a scheduling system, we can find an intrinsic challenge in the trajectory planning of an agent, which, to the best of our knowledge, is not analyzed in existing studies. On the one hand, the inertial constraint means that the agent cannot immediately reach another state with a large velocity difference. Therefore, the target state needs to be set in advance to ensure its reachability. On the other hand, the existence of non-cooperative agents means that the agent cannot determine which time period is safe for its resource occupation, and thus the target state cannot be set in advance. An example is provided in Fig. 2 to interpret the challenge.

On account of the information uncertainty, instead of optimizing the performance in a specific scenario, we consider all possible scenarios and adopt the worst-case performance as the criterion to compare different decisions. Specifically, a minimax scheduling framework is proposed to generate a robust policy. For simplicity, we adopt the two-agent model in this article, which is sufficient to illustrate the main idea and obtain non-trivial insights. The main contributions are as follows.

- We propose a unified representation to characterize the trajectory uncertainty of the other agent, which allows a natural information fusion of various observations.
- We derive a function reflecting the worst-case efficiency of different decisions, and thus the challenge caused by the inertial constraints and the information uncertainty can be quantitatively characterized.
- We establish a minimax control policy and develop algorithms to ensure its computational tractability. The proposed policy can always guarantee safe scheduling and achieve robust performance against the uncertainty of the other agent.

The rest of the article is organized as follows. Section II formulates the two-agent scheduling problem by introducing the scheduling cost. Then in Section III, we characterize the unified representation of situation information and propose the state value function under a fixed situation. The minimax control policy is established in Section IV along with the safety guarantee and the calculation methods. Section V provides intuitions and several generalizations of the framework, and Section VI presents numerical results on the state value function and the scheduling performance of the proposed policy. Finally, the article is concluded in Section VII.

**Notations:** Throughout the article, when we want to refer to a variable, such as $p_i(t)$ (the position of agent $i$ at time $t$), with emphasizing the corresponding trajectory which, for example, is denoted by $\sigma$, we use the notations with superscript $\sigma$, such as $p_i^\sigma(t)$. We use $(a, b)$ and $[a, b]$ to represent an open interval and a closed interval, respectively, and $(a, b)$ is used to represent an ordered pair to avoid ambiguity. For a set $\mathcal{A}$, $\text{card}(\mathcal{A})$ represents its cardinality and $\mu(\mathcal{A})$ represents its Lebesgue measure. For equations, “$\triangleq$” is used when one side is undefined and it represents the definition of this side.

## II. Problem Formulation

In this section, we introduce the system model and formulate the non-cooperative two-agent scheduling problem with inertial constraints.

### A. System Model

Consider a system with two agents $s_0$ and $s_1$, both of which move along a given track and require a unique resource in some future stages, as illustrated in Fig. 1.\(^1\) For each agent $s_i$ ($i \in \{0, 1\}$), an axis is attached to characterize its movement, where the origin is always set to be the position of the resource. Let $L_i$ be the resource demand of the agent $s_i$

\(^1\)The intersection shown in Fig. 1 is a topological intersection instead of a geometric one. In other words, issues such as the intersection angle of the tracks or the widths of the agents are beyond the scope of the article.
under its own axis, and let \( p_i(t) \), \( v_i(t) \) and \( a_i(t) \) be the position, velocity and acceleration of \( s_i \) at time \( t \), respectively. Therefore, the resource is occupied by \( s_i \) at time \( t \) if and only if \( p_i(t) \in (0, L_i) \).

Furthermore, we impose the following two kinematic constraints on the two agents that for \( i \in \{0, 1\} \) and \( t \in \mathbb{R}_+ \),

\[
0 \leq v_i(t) \leq v_M \quad (1) \\
-a_{i,m} \leq a_i(t) \leq a_{i,M} \quad (2)
\]

where \( v_M, a_{i,m}, a_{i,M} \) are positive numbers. Note that the maximum velocity \( v_M \) is set to be equal for the two agents, which can be achieved without loss of generality by rescaling the axis of either agent. The acceleration bounds (2) correspond to the *inertial constraint* which is common among physical agents. Under the two constraints (1) and (2), we can regard the pair

\[
x_i(t) \triangleq (p_i(t), v_i(t))
\]

as the *state* and regard \( a_i(t) \) as the *control* of \( s_i \) at time \( t \).

To ensure the safety of the system, we do not allow the two agents to simultaneously occupy the resource, i.e.,

\[
\text{card}\{t \mid p_i(t) \in (0, L_i)\} \leq 1, \quad \forall t \geq 0. \quad (4)
\]

Furthermore, by defining

\[
t_{i,\text{in}} \triangleq \inf\{t \mid p_i(t) > 0\} \\
t_{i,\text{out}} \triangleq \sup\{t \mid p_i(t) < L_i\}
\]

for \( i \in \{0, 1\} \), the safety condition is equivalent to

\[
(t_{0,\text{in}}, t_{0,\text{out}}) \cap (t_{1,\text{in}}, t_{1,\text{out}}) = \emptyset. \quad (7)
\]

Therefore, scheduling is required in order to meet the safety condition.

**B. Formulation of the Scheduling Problem**

In this article, we consider the scheduling problem from the perspective of the agent \( s_0 \). In other words, we can only control \( s_0 \) and know nothing about the future control of \( s_1 \). Nevertheless, we assume that the constraints (1) and (2) are known by \( s_0 \). Furthermore, \( s_0 \) is allowed to obtain information on history or current states of \( s_1 \) by observation or by communication with other possible cooperative devices. However, due to the non-ideal environment, observation or communication may suffer from failure and delay, and thus \( s_0 \) cannot predict when and which information can be successfully obtained in the future.

To ensure the existence of a safe scheduling, we assume that \( s_0 \) is able to stop before the resource. In other words, the initial state of \( s_0 \) satisfies

\[
p_0(0) + \frac{v_0(0)^2}{2a_{0,m}} \leq 0. \quad (8)
\]

We aim at developing a causal control policy for \( s_0 \) which generates a trajectory with a low scheduling cost. Specifically, we consider a discrete set of decision times \( \{t_k \mid k \geq 0\} \) with \( t_0 = 0 \) and \( t_k < t_{k+1} \) for any \( k \geq 0 \). Then at each decision time \( t_k \), the policy can make use of all collected causal information and return the trajectory of \( s_0 \) on the next time period \([t_k, t_{k+1}]\). Now we define the scheduling cost of \( s_0 \) under a fixed trajectory of \( s_1 \).

**Definition 1 (Scheduling Cost):** Fix the trajectory of \( s_1 \). Then for a given trajectory \( s_0 \) of \( s_0 \), the scheduling cost is defined by

\[
C(s_0; t_{1,\text{in}}, t_{1,\text{out}}) \triangleq \begin{cases}
-v_M^2 + \frac{1}{2a_{0,m}}(v_M - v_0(s_0))^2, & \text{if } (t_{0,\text{in}}, t_{0,\text{out}}) \cap (t_{1,\text{in}}, t_{1,\text{out}}) = \emptyset; \\
+\infty, & \text{otherwise}.
\end{cases} \quad (9)
\]

According to (9), only the control before \( t_{0,\text{in}} \) makes a difference to the cost as long as the safety condition is satisfied. For completeness, we always set the control of \( s_0 \) to be

\[
a_0(t) = a_{0,A}(t) \triangleq \begin{cases}
a_{0,M}, & \text{if } v_0(t) < v_M; \\
0, & \text{if } v_0(t) = v_M
\end{cases}
\]

for \( t \geq t_{0,\text{in}} \), since it is always the best choice to reduce \( t_{0,\text{out}} \) and decrease the possibility of conflict.

Under this constraint, when the safety condition holds, the scheduling cost can be interpreted as the final distance between \( s_0 \) and a virtual agent which satisfies \( p(0) = 0 \) and \( v(t) = v_M \) for all \( t \), as shown in Fig. 3. Furthermore, note that the two terms of the cost can be regarded as the “time cost” related to \( t_{0,\text{in}} \) and the “velocity cost” related to \( v_0(t_{0,\text{in}}) \), respectively.

Therefore, the scheduling cost is intuitive since an earlier occupation time and a quicker occupation velocity implies a higher scheduling efficiency.

In summary, the scheduling problem we consider in this article can be formulated as follows.

**Problem:** Designing a causal control policy for the agent \( s_0 \) to reduce the scheduling cost \( C(s_0; t_{1,\text{in}}, t_{1,\text{out}}) \), where \( s_0 \) is the output trajectory of the policy.

**Remark 1:** The proposed framework also works for other cost functions as long as the “time cost” is linear and increasing with \( t_{0,\text{in}} \) and the “velocity cost” is non-increasing with \( v_0(t_{0,\text{in}}) \). Different cost functions correspond to different tradeoffs during the scheduling.

Due to the causality constraint, \( t_{1,\text{in}} \) and \( t_{1,\text{out}} \) are unknown in advance, and thus the scheduling cost \( C(s_0; t_{1,\text{in}}, t_{1,\text{out}}) \) cannot be directly accessed by \( s_0 \). To tackle the difficulty,
we propose a minimax control policy which aims to optimize the worst-case performance against the uncertainty of $t_{1,in}$ and $t_{1,out}$. The sketch of the following two sections is shown in Fig. 4.

### III. THEORETICAL PREPARATIONS

In this section, we characterize the obtained situation information from various sources with a unified form denoted by $T$, and then establish the state value function for a given situation.

Recall that all trajectories considered in this article need to satisfy the kinematic constraints (1) and (2). For convenience, we first provide some definitions on the agent trajectories.

**Definition 2 (Trajectory Set):** Let $t_0 \geq 0$ and $x = (p, v)$ with $0 \leq v \leq v_M$. Then for an agent $s_1$, define

$$
\Sigma_t(x; t_0) \triangleq \begin{cases}
\sigma & \left. \begin{array}{l}
x_i^t(t_0) = x \\
0 \leq v_i^t(t) \leq v_M, \forall t \geq 0 \\
a_{i,in} \leq a_i^t(t) \leq a_{i,out}, \forall t \geq 0 
\end{array} \right\}
\end{cases}
$$

be the set of all trajectories of $s_1$ with the state $x$ at time $t_0$.

**Definition 3 (Typical Trajectories):** Let $T \subseteq \mathbb{R}_+$ be an interval and let

$$
a_{i,A}(t) \triangleq \begin{cases}
a_{i,M}, & \text{if } v_i(t) < v_M; \\
0, & \text{if } v_i(t) = v_M.
\end{cases}
$$

$$
a_{i,D}(t) \triangleq \begin{cases}
a_{i,M}, & \text{if } v_i(t) > 0; \\
0, & \text{if } v_i(t) = 0.
\end{cases}
$$

Then a trajectory $\sigma$ of $s_1$ is called

- a DEC trajectory on $T$, if $a_i^t(t) = a_{i,D}(t)$ for all $t \in T$;
- an ACC trajectory on $T$, if $a_i^t(t) = a_{i,A}(t)$ for all $t \in T$;
- a DEC-ACC trajectory on $T$, if there exists $t_0^F \in T$, such that $a_i^t(t) = a_{i,D}(t)$ for $t \in T \cap (0, t_0^F)$ and $a_i^t(t) = a_{i,A}(t)$ for $t \in T \cap (t_0^F, +\infty)$;
- an ACC-DEC trajectory on $T$, if there exists $t_0^A \in T$, such that $a_i^t(t) = a_{i,A}(t)$ for $t \in T \cap (0, t_0^A)$ and $a_i^t(t) = a_{i,D}(t)$ for $t \in T \cap (t_0^A, +\infty)$.

### A. Information Extraction

In this subsection, we fix the current time $t_{cur}$ and aim at extracting useful information for the scheduling task of $s_0$. We assume that $p_0(t_{cur}) \leq 0$; otherwise, the scheduling is unnecessary. Furthermore, the following technical assumption is made to avoid the infinite occupation time of $s_1$.

**Assumption 1:** $t_{1,out} \leq B$, where $B$ is a large enough positive number.

Note that $p_0(t_{cur}) \leq 0$ implies $t_{cur} \leq t_{0,in} \leq t_{0,out}$. According to the scheduling cost defined in (9), it is easy to check that

$$C(\sigma_0; t_{1,in}, t_{1,out}) = C(\sigma_0; t_{1,in},\hat{t}_{1,out})$$

where

$$\hat{t}_{1,in} \triangleq \max\{t_{1,in}, t_{cur}\}, \quad \hat{t}_{1,out} \triangleq \max\{t_{1,out}, t_{cur}\}.$$ 

In other words, all information that $s_0$ needs for its scheduling at time $t_{cur}$ is contained in the pair $(\hat{t}_{1,in}, \hat{t}_{1,out})$.

Although the exact value of $(\hat{t}_{1,in}, \hat{t}_{1,out})$ is generally unknown at time $t_{cur}$, a subset $I \subseteq \mathbb{R}^2$ in which $(\hat{t}_{1,in}, \hat{t}_{1,out})$ must lie can always be obtained. Therefore, we can use this uncertainty set to characterize the situation information obtained by $s_0$ at $t_{cur}$. Specifically, if nothing is known about $s_1$ at $t_{cur}$, we can let

$$I = \left\{ (\hat{t}_{1,in}, \hat{t}_{1,out}) \left| \begin{array}{c}
\hat{t}_{1,in} = \max\{t_{1,in}, t_{cur}\} \\
\hat{t}_{1,out} = \max\{t_{1,out}, t_{cur}\} \end{array} \right. \right\}.$$ 

When some information on $s_1$ is available, $I$ can be narrowed to a subset of (16), and different types of information can be fused by intersecting their respective subsets.

In the next two propositions, we specifically calculate and characterize the uncertainty set $I$ for the scenario where the **accurate state** of $s_1$ at time $t_{obs}$ is $t_{cur}$. Note that this scenario allows a positive age of information and is common in various practical scenarios.

**Proposition 1:** Suppose $x_{s_1}(t_{obs}) = x_s$ is observed at time $t_{cur}$, where $t_{obs} \leq t_{cur}$. Then for any trajectory of $s_1$ according to the observation, $(\hat{t}_{1,in}, \hat{t}_{1,out})$ must lie in $I$, where $I$ is defined as follows.

(i) If $p_1(t_{obs}) \leq 0$, then

$$I = \left\{ (\hat{t}_{1,in}, \hat{t}_{1,out}) \left| \begin{array}{c}
\hat{t}_{1,in} \leq t_{1,in} \leq t_{1,in}^{out} \\
\hat{t}_{1,out} \leq t_{1,out} \leq t_{1,out}^{out}
\end{array} \right. \right\}.$$ 

where $\sigma_A, \sigma_D \in \Sigma_{I}(x_s; t_{obs})$ are the ACC trajectory and the DEC trajectory on $[t_{obs}, +\infty)$, respectively; for any $t_{s}$, $\sigma_{DA}(t_s), \sigma_{AD}(t_s) \in \Sigma_{I}(x_s; t_{obs})$ are the DEC-ACC trajectory and the ACC-DEC trajectory on $[t_{obs}, +\infty)$ satisfying $t_{1,in}^{out} = t_{1,in}^{out} = t_{s}$, respectively.

(ii) If $0 < p_1(t_{obs}) < L_1$, then

$$I = \left\{ (\hat{t}_{1,in}, \hat{t}_{1,out}) \left| \begin{array}{c}
\hat{t}_{1,in} \leq t_{cur} \\
\hat{t}_{1,out} \leq t_{1,out}^{out} \leq t_{1,out}^{out}
\end{array} \right. \right\}.$$ 

where $\sigma_A, \sigma_D \in \Sigma_{I}(x_s; t_{obs})$ are the ACC trajectory and the DEC trajectory on $[t_{obs}, +\infty)$, respectively.

\footnote{For the last inequality in (17), if the trajectory $\sigma_{DA}(t_{1,in})$ or $\sigma_{AD}(t_{1,in})$ does not exist for some $t_{1,in}$, we omit the corresponding side of the inequality.}
Proposition 2 implies that Proposition 2 can be intuitively checked. The last result in based on the same observation.

Fig. 5. The uncertainty set calculated by Proposition 1 at different $t_{\text{cur}}$

(iii) If $p_1(t_{\text{obs}}) \geq L_1$, then $I = \{t_{\text{cur}}, t_{\text{cur}}\}$.

Proof: See Appendix B in Supplementary Material. □

Proposition 2: Let $I$ be the set defined in Proposition 1. Then $I$ is closed and simply connected, and $I \cap \{t_{\text{in}} = t_s\}$ is either empty or a closed interval for any $t_s$. Furthermore, if $I \cap \{t_{\text{in}} = t_s\}$ is non-empty, let

$$
\hat{t}_{\text{out}}(t_s) = \min (I \cap \{t_{\text{in}} = t_s\}) \quad (19)
$$

$$
\hat{t}_{\text{in}}(t_s) = \max (I \cap \{t_{\text{in}} = t_s\}) \quad (20)
$$

Then both $\hat{t}_{\text{out}}(t_s) - t_s$ and $\hat{t}_{\text{in}}(t_s) - t_s$ are positive and non-decreasing functions with respect to $t_s$.

Proof: See Appendix C in Supplementary Material. □

Fig. 5 provides two examples of the uncertainty set $I$ which makes it satisfy Assumption 2.

More generally, states with smaller $V$ are more appealing based on the situation information $I$, since they have a potential to result in a smaller manageable cost $C^*$.

\[ V(x; t_{\text{cur}}) \triangleq \min_{\sigma_0 \in \Sigma_{\text{in}}(x; t_{\text{cur}})} C^*(\sigma_0; t_{\text{cur}}, I). \] (26)

Intuitively, states with smaller $V$ are more appealing based on the situation information $I$, since they have a potential to result in a smaller manageable cost $C^*$. However, (26) is
defined by a minimization problem and is indirect to calculate. Thus, we provide the next proposition characterizing a solution of the minimization in (26). Specifically, the problem of calculating the state value function is simplified to calculating the manageable cost for a specific DEC-ACC trajectory.

**Proposition 3:** Let \( \Lambda \) be the set of DEC-ACC trajectories on \([t_{\text{cur}}, +\infty)\) in \( \Sigma_0(x; t_{\text{cur}}) \) satisfying the robust safety condition (23). If \( \Lambda \neq \emptyset \), let \( \sigma^* \equiv \arg \min_{\sigma \in \Lambda} \tau^D_1 \). Then

\[
V(x; t_{\text{cur}}, I) = \begin{cases} 
C^*(\sigma^*; t_{\text{cur}}, I), & \text{if } \Lambda \neq \emptyset; \\
+\infty, & \text{otherwise.} 
\end{cases}
\]  

(27)

Furthermore, if \( \Lambda \neq \emptyset \), then \( \sigma^* \) has the smallest \( t_{0,\text{in}} \) and the largest \( v_0(t_{0,\text{in}}) \) within all trajectories in \( \Sigma_0(x; t_{\text{cur}}) \) satisfying (23).

**Proof:** See Appendix D in Supplementary Material. 

---

**IV. MINIMAX CONTROL POLICY**

In this section, we establish the framework of the minimax control policy for the agent \( s_0 \), present the safety guarantee and provide algorithms for the implementation of the policy.

**A. Policy Statement and Safety Guarantee**

Recall that decisions are made at times \( \{t_k | k \geq 0\} \) where \( t_0 = 0 \) and \( t_k < t_{k+1} \) for any \( k \geq 0 \). Specifically, we only need to focus on the one-step decision at \( t_k \), when the state \( x_0(t_k) = (p_0(t_k), v_0(t_k)) \) has been fixed with \( p_0(t_k) \leq 0 \), and \( s_0 \) needs to determine the trajectory during the time interval \([t_k, t_{k+1}]\) based on the situation information \( I_k \).

Firstly, \( s_0 \) needs to determine whether there exists a trajectory \( \sigma \in \Sigma_0(x_0(t_k); t_k) \) allowing it to safely access the resource during the upcoming interval \([t_k, t_{k+1}]\). In other words, \( \sigma \) should simultaneously satisfy

\[
(t_{0,\text{in}}^\sigma, t_{0,\text{out}}^\sigma) \cap \mathcal{W}(I_k) = \emptyset, \quad t_{0,\text{in}}^\sigma \leq t_{k+1}. 
\]  

(28)

The next proposition characterizes an equivalent condition for the existence of such a trajectory which is easier to verify.

**Proposition 4:** Let \( \Lambda \) be the set of DEC-ACC trajectories on \([t_k, +\infty)\) in \( \Sigma_0(x_0(t_k); t_k) \) satisfying \( (t_{0,\text{in}}^\sigma, t_{0,\text{out}}^\sigma) \cap \mathcal{W}(I_k) = \emptyset \). If \( \Lambda \neq \emptyset \), let \( \sigma^* \equiv \arg \min_{\sigma \in \Lambda} \mathcal{W}(I_k) \). Then a trajectory \( \sigma \in \Sigma_0(x_0(t_k); t_k) \) satisfying (28) exists if and only if

\[
\Lambda \neq \emptyset, \quad t_{0,\text{in}}^\sigma \leq t_{k+1}. 
\]  

(29)

**Proof:** If \( \sigma^* \) satisfying (29) exists, then it can serve as the \( \sigma \) we are looking for. Conversely, if the trajectory \( \sigma \) satisfying (28) exists, then \( V(x_0(t_k); t_k, I_k) \) is finite. By Proposition 3, \( \Lambda \neq \emptyset \) and we have \( t_{0,\text{in}}^\sigma \leq t_{0,\text{in}}^\sigma \leq t_{k+1} \), which completes the proof. \( \square \)

According to Proposition 4, if (29) holds, then \( s_0 \) is able to obtain the resource before \( t_{k+1} \). In this case, \( \sigma^* \) is exactly the trajectory which can result in the smallest manageable cost by Proposition 3, and thus \( s_0 \) should follow \( \sigma^* \) during \([t_k, t_{k+1}]\). On the contrary, if (29) does not hold, we divide the decision of \( s_0 \) at \( t_k \) into two steps. First, a target state \( x_{\text{tar}} = (p_{\text{tar}}, v_{\text{tar}}) \) is determined which satisfies \( p_{\text{tar}} \leq 0 \), and second, a trajectory

\( \sigma = \arg \min_{\sigma \in \Lambda} V(x_0(t_k); t_k, I_k) \) is the most preferred for the time \( t_k \).

\[
\frac{x_{\text{tar}}(t_{k+1})}{x_{\text{tar}}(t_{k+1}) = x_{\text{tar}}}. 
\]

(30)

**Algorithm 1** The Decision of \( s_0 \) at Time \( t_k \)

**Input:** \( L_0, v_M, a_{0,in}, a_{0,M}, x_0(t_k), I_k \). 

**Output:** Trajectory on \([t_k, t_{k+1}]\).

1. Find \( \sigma^* \) by Proposition 4.
2. if (29) holds then
3. Return \( \sigma^* \).
4. else
5. Solve (34) to obtain \( x_{\text{tar}} \in \mathcal{F}_k \).
6. Return an arbitrary trajectory \( \sigma \in \Sigma_0(x_0(t_k); t_k) \) on \([t_k, t_{k+1}]\) satisfying (30).
7. end if

\[
\sigma \in \Sigma_0(x_0(t_k); t_k) \text{ on the interval } [t_k, t_{k+1}] \text{ is generated which satisfies}
\]

\[
x_{\text{tar}}(t_{k+1}) = x_{\text{tar}}. 
\]

(31)

Then we can find that as long as \( x_{\text{tar}} \in \mathcal{F}_k \) is fixed, the choice of the specific trajectory \( \sigma \) in the second step does not make any difference for subsequent decisions. Therefore, we focus on the first step of the decision, which aims to determine which target state \( x_{\text{tar}} \in \mathcal{F}_k \) is the most preferred for the time \( t_k \).

Recall that the state value function \( V(x_{\text{tar}}; t_k, I_{k+1}) \) proposed in Definition 5 is a natural criterion to evaluate the preference of different target states. However, note that \( s_0 \) has no access to \( I_{k+1} \) at the decision time \( t_k \). Therefore, a minimax framework is adopted for the decision, where we take into account all possible \( I_{k+1} \) and optimize the worst-case state value function. Specifically, note that since \( I_{k+1} \) must be consistent with the current information \( I_k \), it must lie in

\[
\mathcal{F}_k = \left\{ I_{k+1} \mid I_{k+1} \subseteq \text{max}(t_{k+1}, I_k) \right\} 
\]

(32)

where

\[
\text{max}(t_{k+1}, I_k) \triangleq \left\{ (x_{f_{1,\text{in}}^0}, x_{f_{1,\text{out}}^0}) \mid (f_{1,\text{in}}^0, f_{1,\text{out}}^0) \in I_k \right\}. 
\]

(33)

Then the decision is made by

\[
\arg \min_{x_{\text{tar}} \in \mathcal{F}_k} \max_{I_{k+1} \in \mathcal{F}_k} V(x_{\text{tar}}; t_k, I_{k+1}). 
\]

(34)

The full procedure of the proposed control policy at the decision time \( t_k \) is concluded in Algorithm 1.

Now we analyze the safety of the policy; in other words, we need to show the output trajectory of the proposed policy satisfies the safety condition (7). Recall (24) and (26) that for a state \( x \) at time \( t_k \), \( V(x; t_k, I_k) < +\infty \) implies that there exists a trajectory in \( \Sigma_0(x; t_k) \) satisfying the robust safety condition, which intuitively means that the state \( x \) has the potential of maintaining safety in the future. Therefore, the safety of the policy can be verified by showing that \( V(x_0(t_k); t_k, I_k) < +\infty \)
always holds at each time $t_k$, which can be proved by induction. Specifically, we have the following theorem.

**Theorem 1:** Let $\{t_k \mid k \geq 0\}$ be a set of decision times of $s_0$ with $t_0 = 0$ and $t_k < t_{k+1}$ for any $k \geq 0$. At each decision time, $s_0$ makes decision according to Algorithm 1. Then the trajectory of $s_0$ always satisfies the safety condition (7).

**Proof:** See Appendix E in Supplementary Material. $\Box$

Finally, we provide a remark on the proposed framework.

**Remark 2:** Since the proposed framework focuses on determining the most robust action for the agent $s_0$ instead of designing a complete scheduling protocol, we did not consider the deadlocks between agents. In fact, deadlocks may occur as long as two non-cooperative agents exist where both agents know nothing on the other’s policy, regardless of what specific policies they adopt. To eliminate deadlocks, extra mechanisms need to be introduced. For example, we can directly specify the resource occupation order by a central node when both agents have stopped near the resource.

The next two subsections provide further characterizations and algorithms on (34).

### B. Range of Feasible Target States

In this subsection, we focus on calculating the objective function of the minimization in (34), i.e.,

$$V_{\max}(x_{\text{tar}}; t_{k+1}, I_k) \triangleq \max_{I_{k+1} \in \mathcal{J}} V(x_{\text{tar}}; t_{k+1}, I_{k+1})$$

which itself is represented by another optimization problem. For simplicity of notations, we omit $x_{\text{tar}}$ and $t_{k+1}$ which are always fixed in this subsection, and write

$$V_{\max}(I_k) \triangleq \max_{I_{k+1} \in \mathcal{J}} V(I_{k+1}).$$

According to Definitions 4 and 5, the state value function $V(I_{k+1})$ only depends on $V(I_{k+1})$, where the definition of $V(V)$ is provided in (22). By utilizing Assumption 2, for any $I_{k+1} \in \mathcal{J}$, we have

$$V(I_{k+1}) = (\hat{t}_{\text{in}}, \hat{t}_{\text{out}})$$

where

$$\hat{t}_{\text{in}} \triangleq \min \{\hat{t}_{\text{in}} \mid \exists \hat{t}_{\text{out}}, (\hat{t}_{\text{in}}, \hat{t}_{\text{out}}) \in I_k \}; \quad \hat{t}_{\text{out}} \triangleq \max \{\hat{t}_{\text{out}} \mid \exists \hat{t}_{\text{in}}, (\hat{t}_{\text{in}}, \hat{t}_{\text{out}}) \in I_k \}.$$

The calculation of $\hat{t}_{\text{in}}$ and $\hat{t}_{\text{out}}$ is illustrated in the left subfigure in Fig. 8. Therefore, we can use the alternative notation $V(\hat{t}_{\text{in}}, \hat{t}_{\text{out}})$ for $V(I_{k+1})$.

Now we characterize the range of the pair $(\hat{t}_{\text{in}}, \hat{t}_{\text{out}})$ in the next proposition.

**Proposition 6:** For a given situation information $I_k$, the corresponding range of $(\hat{t}_{\text{in}}, \hat{t}_{\text{out}})$ is

$$B(I_k) \triangleq \left\{ \left(\min\{\hat{t}_{\text{in}}(1), \hat{t}_{\text{in}}(2)\}, \max\{\hat{t}_{\text{in}}(1), \hat{t}_{\text{in}}(2)\} \right), \left(\min\{\hat{t}_{\text{out}}(1), \hat{t}_{\text{out}}(2)\}, \max\{\hat{t}_{\text{out}}(1), \hat{t}_{\text{out}}(2)\} \right) \in I_k \right\}.$$
Note that here we regard \( t \) and \( \tilde{t} \) as two free variables. Before solving (43), we first show another property of the optimization range \( B(I_k) \).

**Proposition 7.** Let \( (\underline{t}, \tilde{t}) \), \( (\underline{t}, \tilde{t}) \) \( \not\in B(I_k) \). Then the following four pairs are also in \( B(I_k) \):

\[
\begin{align*}
&\{\underline{t}, \max(\tilde{t}, \tilde{t})\}, \{\underline{t}, \max(\tilde{t}, \tilde{t})\}, \\
&\{\min(\underline{t}, \tilde{t}), \tilde{t}\}, \{\min(\underline{t}, \tilde{t}), \tilde{t}\}.
\end{align*}
\]

**Proof:** See Appendix G in Supplementary Material. \( \square \)

Now we analyze the monotonicity of the function \( V(\underline{t}, \tilde{t}) \), which is defined on the domain

\[
D \triangleq \{\underline{t}, \tilde{t} \mid t_k + 1 \leq \underline{t} \leq \tilde{t} \leq B\}.
\]

To start, we divide this domain into the following three parts\(^5\)

\[
\begin{align*}
D_1 & \triangleq \{\underline{t}, \tilde{t} \mid t_{\sigma_A}^{\text{out}} \leq \underline{t} \leq \tilde{t} \leq B\} \\
D_2 & \triangleq \{\underline{t}, \tilde{t} \mid t_{k+1} \leq \underline{t} \leq \tilde{t} \leq t_{\sigma_A}^{\in}\} \\
D_3 & \triangleq \{\underline{t}, \tilde{t} \mid t_{k+1} \leq \underline{t} \leq \tilde{t} \leq t_{\sigma_A}^{\text{out}}\}
\end{align*}
\]

in which \( \sigma_A \in \Sigma_0(\text{tar}_i \to t_{k+1}) \) is the ACC trajectory on \([t_{k+1}, +\infty)\). The next theorem analyzes the monotonicity of \( V(\underline{t}, \tilde{t}) \) on the three sub-regions defined above.

**Theorem 2:** For a given state \( \text{tar}_i \) of the\( t_k+1 \) time, the function \( V(\underline{t}, \tilde{t}) \) satisfies the following properties.

(i) \( V \) is constant on \( D_1 \).

(ii) \( V \) only depends on \( \tilde{t} - \underline{t} \) on \( D_2 \), and decreases with \( \tilde{t} - \underline{t} \).

Furthermore, the value of \( V \) on \( D_2 \) is always no larger than its value on \( D_1 \).

(iii) \( V \) is non-decreasing with respect to both \( \underline{t} \) and \( \tilde{t} \) on \( D_3 \).

**Proof:** See Appendix H in Supplementary Material. \( \square \)

Fig. 9 shows the graph of the function \( V(\underline{t}, \tilde{t}) \) from two angles under certain parameters, which supports our results in Theorem 2. Based on the theorem, solving the optimization problem (43) becomes straightforward, and the solution is presented in the next proposition.

\[^5\] Although we use the word “divide”, we set all three sub-regions closed for convenience, and thus their mutual intersections are one-dimensional line segments instead of the empty set.
A. Intuitions

In this subsection, we provide intuitive interpretations on the proposed minimax policy and discuss its advantages.

Intuitively, when facing another agent \( s_1 \), \( s_0 \) can choose from two high-level decisions:

(i) The aggressive decision: Trying to occupy the resource before \( s_1 \) under the premise of safety.

(ii) The conservative decision: Occupying the resource after \( s_1 \), but as early and as fast as possible.

Clearly, due to the inertial constraint of \( s_0 \), these two decisions will generate different trajectories. Under the first decision, \( s_0 \) tends to maintain the maximum velocity as long as the safety is ensured. In contrast, under the second decision, deceleration may be required in early stages.

However, due to the trajectory uncertainty of \( s_1 \), \( s_0 \) cannot tell in advance which high-level decision is better. Intuitively, the first choice is clearly more efficient if the trial succeeds; however, if \( s_1 \) moves too fast, then the failed trial will result in a large “velocity cost”. In contrast, the second choice can reduce the “velocity cost”, while it may face a large “time cost” if \( s_1 \) moves too slow. Therefore, no matter which high-level decision is made, it may turn out to be inefficient.

This article aims to find a balance between aggressive and conservative policies based on the criterion of “optimizing the worst-case performance”. Specifically, our framework does not make the high-level decision in advance. Instead, the low-level trajectory planning is directly performed, by which the possibilities of both high-level choices are still preserved. In each step, the tradeoff between acceleration and deceleration is obtained by optimizing the potential scheduling cost in the worst case, which includes both the “time cost” and the “velocity cost” part. Thus, the output trajectory is neither too aggressive nor too conservative, and it is reasonable for the proposed policy to achieve a robust scheduling performance.

The proposed framework has the following advantages. First, our framework considers the safety and the efficiency under all possible trajectories of \( s_1 \). In fact, if a policy is only designed based on a specific prediction of the trajectory of \( s_1 \), it will suffer from a large cost or even collision if the prediction is inaccurate. Second, the proposed minimax framework is based on theoretical analyses. Specifically, each step of the policy returns the most robust target state based on the obtained information, which guarantees the global robustness.

B. Generalizations

In this subsection, we introduce some generalizations on the applicable scenarios of the proposed minimax scheduling framework.

1) Fixed Resource Occupation Order: The proposed framework is applicable if the resource occupation order of the two agents is predetermined. Specifically, if \( s_0 \) has the priority, then it can ignore \( s_1 \) and follow the ACC trajectory. Otherwise, if \( s_1 \) has the priority, then \( s_0 \) should change the length of \( s_1 \) to \( L_1 + \alpha \) and change any position observation \( p_1(t_{obs}) \) to \( p_1(t_{obs}) + \alpha \) for a large enough \( \alpha \) in its calculation.

2) Multi-Agent Systems: In principle, the proposed framework can be generalized to multi-agent systems. Specifically, the safety condition should be changed to \( (t_{0, in}, t_{0, out}) \cap (t_{j, in}, t_{j, out}) = \emptyset \) for all other agents \( s_j \). The situation information \( I \) is then expressed by a \( 2(N-1) \)-dimensional uncertainty set, where \( N \) is the number of agents. Then the state value function and the minimax control policy can also be generalized accordingly. However, the algorithm in Section IV-C cannot be directly generalized, and new algorithms are required to efficiently solve the optimization problem.

Nevertheless, if the resource occupation order of all agents is predetermined, the two-agent framework can directly apply to multi-agent systems. Specifically, although multiple agents exist, \( s_0 \) only needs to consider two agents in its modelling, i.e., \( s_0 \) itself and the agent right before it.

3) Regularity of Information Collection: In our framework introduced above, we did not assume any regularity on the process of information collection. In other words, at a decision time \( t_k \), the uncertainty set for the next decision time \( t_{k+1} \) can take any element in \( F_k \) as defined in (32). However, a certain regularity can help us further narrow down the set \( F_k \). For example, if \( s_0 \) already knows at \( t_k \) that it will not obtain any new information at \( t_{k+1} \), then the maximum in (34) can be removed by taking \( I_{k+1} = \max(I_{k+1}, I_k) \); in contrast, if \( s_0 \) is confident to make undelayed observations at all decision times, then \( I_{k+1} \) must lie in a 2-dimensional subset of \( F_k \) parameterized by the observations. Note that although the framework is always adaptable, the algorithm in Section IV-C needs to be re-developed case by case.

4) Bounded Control Error: Assume there exist bounded control errors for the agent \( s_0 \). In other words, when \( s_0 \) tries to control itself to the state \( x_{tar} \) at time \( t_k \), it will actually arrive at the state \( x_{tar} + n \) at time \( t_{k+1} \), where the unknown error \( n \) is bounded. In this case, we can add a maximization over the control errors and change (34) to

\[
\min_{x_{tar} \in F_k} \max_n \max_{I_{k+1} \in F_k} V(x_{tar} + n; t_{k+1}, I_{k+1}).
\]

VI. Numerical Results

In this section, we provide numerical experiments to show the characteristics of the objective function, verify the performance of the proposed scheduling policy, and evaluate the effects of several parameters.

A. Objective Function \( V_{\max} \)

In this subsection, we numerically characterize the objective function \( V_{\max}(x_{tar}; t_{k+1}, I_k) \) of the one-step decision (34) at time \( t_k \), which is defined in (37). We assume that \( s_0 \) is able to observe \( x_1(t_k) \), based on which the situation information \( I_k \) can be calculated by Proposition 1. Then the graph of \( V_{\max}(x_{tar}; t_{k+1}, I_k) \) is shown in Fig. 10 with respect to \( x_{tar} = (p_{tar}, v_{tar}) \) for four different values of \( p_1(t_k) \).

According to Fig. 10, the general trend of \( V_{\max} \) decreases with both \( p_{tar} \) and \( v_{tar} \), which is intuitive since a state closer to the resource and with larger velocity is generally more appealing. However, the existence of \( s_1 \) makes the function...
discontinuous. Specifically, the right side of the transition has a lower value of $V_{\text{max}}$, since this region corresponds to the case that $s_0$ is always able to occupy the resource before $s_1$ by the ACC trajectory. With $p_1(t_k)$ approaching zero, the transition moves right accordingly and the gap becomes larger, since the room for $s_0$ to make adjustment decreases.

### B. Performance Comparison

In this subsection, we compare the output trajectory and the scheduling cost of the proposed policy with two other families of policies Queueing($d$) and Following($d$) for $d \geq 0$. Specifically, 5

- Queueing($d$) is the policy in which $s_0$ moves with the maximum possible acceleration which can lead to the state $(p_0, v_0) = (−d, 0)$ before it finds an ACC trajectory ensuring robust safety. Mathematically, $a_0(t) = a_{0,A}(t)$ if $a_{0,A}$ satisfies (23) or if $p_0(t) + \frac{v_0^2(t)}{2a_{0,m}} < −d$ holds; otherwise, $a_0(t) = a_{0,D}(t)$.

- Following($d$) is the policy in which $s_0$ moves with the maximum possible acceleration which can ensure $p_0(t) < p_1(t) − L_1 − d$ for all $t$ in the future before it finds an ACC trajectory ensuring robust safety. Mathematically, $a_0(t) = a_{0,A}(t)$ if $a_{0,A}$ satisfies (23) or if $p_0(t) + \frac{v_0^2(t)}{2a_{0,m}} < p_{1}^{p_1,i}(t) − L_1 − d$ holds for all $t' \geq t$; otherwise, $a_0(t) = a_{0,D}(t)$.

Intuitively, both Queueing($d$) and Following($d$) policies correspond to commonly-used ideas in trajectory planning, and they are also typical policies under the aggressive and the conservative high-level decisions in Section V-A, respectively.

Now we set the motion of $s_1$ in simulations. Assume that $s_1$ starts from the position $p_1(0)$ and maintains the constant velocity 15 until it reaches the position $−(v_F^2 − 15^2)/(2a_F)$; then, it changes the acceleration to $a_F$ until it reaches the position 0 with velocity $v_F$; finally, it follows the constant velocity $v_F$ until it releases the resource. 7 Here, $v_F$ is a free parameter; $a_F \triangleq a_{1,M}$ if $v_F \geq 15$ and $a_F \triangleq −a_{1,m}$ if $v_F < 15$. Furthermore, we assume that $s_0$ can always observe the real-time state of $s_1$.

Fig. 11 provides the output trajectories of different policies for $p_1(0) = −160$ and $v_F = 15$. First, we can find that within the Queueing($d$) policies and the Following($d$) policies, the change of $d$ provides different tradeoffs between $t_{0,\text{in}}$ and $v_F(t_{0,\text{in}})$, while the trend of the trajectories in each family is consistent. Second, the output trajectory of the proposed policy intuitively lies “between” the Queueing($d$) policies and the Following($d$) policies: the start time of deceleration is later than that of Following($d$), which can preserve the possibility of occupying the resource before $s_1$ when the situation is still unclear; in contrast, it is earlier than that of Queueing($d$), which can avoid a too small occupation velocity. This observation coincides with our intuition in Section V-A. Furthermore, we can also find that the proposed policy turns from deceleration to acceleration earliest among all policies.

Now we perform $10^5$ random experiments by choosing $p_1(0)$ uniformly in $[−200, −150]$ and choosing $v_F$ uniformly

---

5 Here, $a_{0,A}$, $a_{0,D}$ and $a_{1,D}$ represent the ACC or the DEC trajectory of $s_0$ or $s_1$ on $[r, +\infty)$, respectively.

7 Note that the motion of $s_1$ presented here is only the simulation setting, and $s_0$ is not informed of this knowledge when making decisions. Furthermore, we can check that this mobility pattern of $s_1$ is diverse enough. In other words, basically all policies of $s_0$ can encounter unfavorable situation evolutions under this simulation setting.
Specifically, the motion of the decision periods and observation periods on the output trajectory.

C. Effect of Decision and Observation Periods

Therefore, the simulation result verifies the robustness of the proposed policy against the trajectory uncertainty of $s_1$. Specifically, if we allow the decision times $t_k$ and $t_{\text{obs}}$ to be set to $k \delta_{\text{dec}}$ and $k \delta_{\text{obs}}$, respectively. According to the two figures, the safety of the system can always be guaranteed regardless of the choices of $\delta_{\text{dec}}$ and $\delta_{\text{obs}}$. Both a large $\delta_{\text{dec}}$ and a large $\delta_{\text{obs}}$ can degrade the scheduling performance. However, as long as the two parameters have been small enough (smaller than 0.3 under the given parameters), more frequent decisions or observations will no longer make a difference. Intuitively, “small enough” means that the velocity $v_1$ mainly occurs when $s_1$ occupies the resource after $s_0$ can adjust the state more freely, and thus it can delay the determination on whether to occupy the resource before or after $s_1$ until the situation becomes more clear, which can generally result in a smaller cost.

D. Effect of Different Inertial Constraints

In this subsection, we discuss the effect of different inertial constraints of $s_0$ and $s_1$, i.e., the bounds on their accelerations ($a_0, a_0, a_1, a_1$) and ($a_1, a_1, a_1, a_1$). For the motion of $s_1$, we still use the one proposed in Section VI-B with $\eta_{\text{FP}} = 15$. Then the relations between the scheduling cost $C$ and $p_1(0)$ for different ($a_0, a_0, a_1$) and ($a_1, a_1, a_1$) are shown in Fig. 15 and Fig. 16, respectively. Note that all curves are discontinuous: the left (or right) side of the discontinuity means that $s_0$ occupies the resource before (or after) $s_1$.

According to Fig. 15, the changes of $a_0$ and $a_0$ have similar effects on the scheduling cost, since both of them affect the control ability of $s_0$. Clearly, larger $a_0$ and $a_0$ mean that $s_0$ can adjust the state more free, and thus it can delay the determination on whether to occupy the resource before or after $s_1$. Therefore, the simulation result verifies the robustness of the proposed policy against the trajectory uncertainty of $s_1$. In this subsection, we evaluate the effect of different decision periods and observation periods on the output trajectory. Specifically, the motion of $s_1$ is the same as the last subsection with $p_1(0) = -160$ and $\eta_{\text{FP}} = 15$, and we assume that $s_0$ can observe the real-time state of $s_1$ at times $m \delta_{\text{obs}}$ ($m \geq 0$). The decision times $t_k$ are set to $k \delta_{\text{dec}}$.

Fig. 13 and Fig. 14 illustrate the output trajectories for different $\delta_{\text{dec}}$ and $\delta_{\text{obs}}$, respectively. According to the two figures, the safety of the system can always be guaranteed regardless of the choices of $\delta_{\text{dec}}$ and $\delta_{\text{obs}}$. Both a large $\delta_{\text{dec}}$ and a large $\delta_{\text{obs}}$ can degrade the scheduling performance. However, as long as the two parameters have been small enough (smaller than 0.3 under the given parameters), more frequent decisions or observations will no longer make a difference. Intuitively, “small enough” means that the velocity $v_1$ mainly occurs when $s_1$ occupies the resource after $s_0$ can adjust the state more freely, and thus it can delay the determination on whether to occupy the resource before or after $s_1$ until the situation becomes more clear, which can generally result in a smaller cost.

In contrast, $a_1$ and $a_1$ are related to the information collection ability of $s_0$. As shown in Fig. 16, the effect of $a_1$ mainly occurs when $s_0$ occupies the resource after $s_1$. Intuitively, a smaller $a_1$ means that $s_0$ can better estimate $t_{\text{out}}$ in advance, which earns more time for it to make preparations. On the other hand, the change of $a_1$ influences the position of the discontinuity point, since a smaller $a_1$ can

![Fig. 13. The output trajectories of the proposed policy with different decision periods $\delta_{\text{dec}}$. Parameters $v_0 = 20$, $a_0, a_1 = 4$, $a_0, a_1 = 3$, $L_0 = L_1 = 5$. $p_0(0) = -200$, $v_0(0) = 15$, $p_1(0) = -160$, $v_1(0) = 15$, and $\delta_{\text{obs}} = 0.1$. On each curve, the two markers represent $t = t_{0, \text{in}}$ and $t = t_{0, \text{out}}$.](image)

![Fig. 14. The output trajectories of the proposed policy with different observation periods $\delta_{\text{obs}}$. Parameters $v_0 = 20$, $a_0, a_1 = 4$, $a_0, a_1 = 3$, $L_0 = L_1 = 5$. $p_0(0) = -200$, $v_0(0) = 15$, $p_1(0) = -160$, $v_1(0) = 15$, and $\delta_{\text{dec}} = 0.1$. On each curve, the two markers represent $t = t_{0, \text{in}}$ and $t = t_{0, \text{out}}$. Note that the first three curves coincide.](image)

![Fig. 15. The scheduling cost $C$ of the proposed policy. Parameters $v_0 = 20$, $a_0, a_1 = 4$, $a_1, a_1 = 3$, $L_0 = L_1 = 5$. $t_k = 0.1k$. $p_0(0) = -200$, $v_0(0) = 15$, and $v_1(0) = 15$.](image)

\[ P_{\text{emp}}(C \geq c) \doteq 10^{-5} \cdot \text{card}(n \mid C^{(n)} \geq c) \]
eliminate possible conflicts caused by the acceleration of $s_1$, which enables $s_0$ to safely occupy the resource before $s_1$ in some critical cases.

VII. CONCLUSION

This article established a minimax framework for the two-agent scheduling problem, where the agents are non-cooperative and inertially constrained. To deal with the uncertainty of the other agent, we take all possibilities into account in order to ensure safety in all cases and improve the worst-case efficiency. At each step of the proposed policy, the agent first optimizes the worst-case state value function in order to find the most robust target state, and then generates a trajectory leading to this target state. We proved the safety of the policy, and verified its robustness through numerical simulations.

Intuitively, the proposed framework achieves a tradeoff between aggressive and conservative policies, and resolves the challenge in trajectory planning caused by the inertial constraints and the uncertainty of the other agent. Due to its low computational complexity, strong interpretability, high generalizability, and most importantly, the ability to safely and efficiently deal with complex environmental uncertainties, the minimax framework is also a promising solution in widespread practical applications.
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