ANOTHER APPROACH TO THE EQUALITY CASE OF THE SHARP LOGARITHMIC SOBOLEV INEQUALITY

FILOMENA FEO$^1$ AND FUTOSHI TAKAHASHI$^2$

ABSTRACT. In this note, we characterize the equality case of the sharp $L^2$-Euclidean logarithmic Sobolev inequality with monomial weights, exploiting the idea by Bobkov and Ledoux [4]. Our approach is new even in the unweighted case. Also, we show that the same strategy yields the equality case of the sharp $L^p$-Euclidean logarithmic Sobolev inequality for $1 < p < \infty$ with arbitrary norm on $\mathbb{R}^n$, if the inequality is unweighted.

1. Introduction

Let $1 \leq p < \infty$. The Euclidean $L^p$-logarithmic Sobolev inequality states that

\begin{equation}
\int_{\mathbb{R}^n} |f|^p \log |f|^p dx \leq \frac{n}{p} \log \left( \mathcal{L}_p \int_{\mathbb{R}^n} |\nabla f|^p dx \right)
\end{equation}

holds for any function $f \in W^{1,p}(\mathbb{R}^n)$ such that $\int_{\mathbb{R}^n} |f|^p dx = 1$. This form of inequality was first proved by Weissler [17] for $p = 2$, Ledoux [12] for $p = 1$ (but in this case, $BV(\mathbb{R}^n)$ is an appropriate function space rather than the Sobolev space $W^{1,1}(\mathbb{R}^n)$), del Pino and Dolbeault [7] for $1 < p < n$, and Gentil [10] (see also [9]) for $1 < p < \infty$. Actually, Gentil extends the result in [7] not only for all $p > 1$, but also for any norm on $\mathbb{R}^n$ other than usual Euclidean norm. Here the sharp constant $\mathcal{L}_p$ is given by

\begin{align*}
\mathcal{L}_1 &= \frac{1}{n} \pi^{-1/2} \left( \Gamma(n/2 + 1) \right)^{1/n}, \quad p = 1, \\
\mathcal{L}_p &= \frac{p}{n} \left( \frac{p - 1}{e} \right)^{p-1} \pi^{-p/2} \left( \frac{\Gamma(n/2 + 1)}{\Gamma(n/p' + 1)} \right)^{p/n}, \quad p > 1,
\end{align*}
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here and throughout of the paper, \( p' = \frac{p}{p-1} \) for \( p > 1 \). For \( p = 1 \), there is no function in \( W^{1,1}(\mathbb{R}^n) \) which achieves the equality. In fact, Beckner \cite{2} proved that the equality in (1.1) holds if and only if \( f \in BV(\mathbb{R}^n) \) is the characteristic function of a ball. For \( 1 < p < n \), it is proved in \cite{7} that the equality in (1.1) holds if and only if \( f \) has the form

\[
  f(x) = \left( \pi^{n/2} \left( \frac{\sigma}{p} \right)^{n/p'} \frac{\Gamma(n/p' + 1)}{\Gamma(n/2 + 1)} \right)^{-1/p} \exp \left( -\frac{1}{\sigma} |x - \bar{x}|^{p'} \right)
\]

where \( \sigma > 0 \) and \( \bar{x} \in \mathbb{R}^n \). For the proof of this fact, the authors in \cite{7} used an idea that the inequality (1.1) can be thought of as a limiting case of a family of sharp Gagliardo-Nirenberg inequalities. In order to characterize all extremizers of (1.1), they relate them to the positive ground state solutions to the equation \(-\Delta_p u = u^{p-1} \log u \) in \( \mathbb{R}^n \), and use the radial symmetry and (highly non-trivial) uniqueness result of this equation. Note that this approach is valid for \( 1 < p < n \).

Later, Van Hoang Nguyen \cite{13} obtained the sharp \( L^p \)-logarithmic Sobolev inequality (1.1) with special weights, \( i.e. \), the monomial weights. For the proof, he first established the sharp Sobolev inequality with monomial weights together with the precise information of extremal functions, and followed the idea by Beckner and Pearson \cite{3}. His method to establish the sharp Sobolev inequality with monomial weights (or more generally, the sharp Gagliardo-Nirenberg type inequalities with monomial weights) is to adapt the mass transportation technique (e.g., see \cite{6}) and does not need any symmetrization and rearrangement. The resulting inequality is valid for any norm on \( \mathbb{R}^n \) other than the Euclidean norm, which we will show below:

Let \( \| \cdot \| \) be any norm on \( \mathbb{R}^n \) and let \( \| \cdot \|_* \) be its dual norm

\[
  \| \xi \|_* = \sup_{\|x\|\leq 1} (x \cdot \xi)
\]

where \( \cdot \) denotes the inner product on \( \mathbb{R}^n \). Let \( A = (A_1, A_2, \ldots, A_n) \) be a nonnegative vector in \( \mathbb{R}^n \), \( i.e. \) \( A_1 \geq 0, \ldots, A_n \geq 0 \). Define

\[
  \mathbb{R}^n_A = \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n : x_i > 0 \text{ if } A_i > 0 \}
\]

and the monomial weight

\[
  x^A = |x_1|^{A_1} \cdots |x_n|^{A_n} \quad \text{for } x \in \mathbb{R}^n_A.
\]

For any open set \( \Omega \) of \( \mathbb{R}^n \) and \( 1 \leq p < \infty \), let us denote by \( W^{1,p}(\Omega, x^A dx) \) the set of measurable functions on \( \Omega \) such that

\[
  \| f \|_{W^{1,p}(\Omega, x^A dx)} = \int_{\Omega} (|f(x)|^p + \| \nabla f(x) \|_*^p) x^A dx < \infty.
\]

Put \( B_1 = \{ x : \| x \| < 1 \} \) and denote \( B_A = \)
For a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \), let

\[
m(\Omega) = \int_{\Omega} x^A dx
\]
denote the weighted volume of \( \Omega \) and

\[
D = n + A_1 + \cdots + A_n.
\]

Then Proposition 1.4 in [13] for \( 1 < p < \infty \) can be read as follows:

**Theorem A.** (Sharp \( L^p \)-logarithmic Sobolev inequality with monomial weights [13]) Let \( 1 < p < +\infty \), \( A = (A_1, A_2, \ldots, A_n) \) be a nonnegative vector in \( \mathbb{R}^n \) and \( D = n + A_1 + \cdots + A_n \). For any \( f \in W^{1,p}(\mathbb{R}^n, x^A dx) \) such that

\[
\int_{\mathbb{R}^n} |f|^p x^A dx = 1,
\]

the inequality

\[
\int_{\mathbb{R}^n} |f|^p (\log |f|^p) x^A dx \leq \frac{D}{D_p} \log \left( \mathcal{L}_p(A) \int_{\mathbb{R}^n} \|\nabla f\|^{p} x^A dx \right)
\]

holds true, where

\[
\mathcal{L}_p(A) = \frac{p}{D} \left( \frac{p-1}{e} \right)^{p-1} \left[ \Gamma \left( \frac{D}{p'} + 1 \right) m(B_A) \right]^{-p/D}
\]

The equality in (1.2) holds if

\[
f(x) = \beta \exp \left( -\frac{\|x-x_0\|^{p'}}{\sigma} \right)
\]

for some \( \sigma > 0 \), \( x_0 = ((x_0)_1, \ldots, (x_0)_n) \in \mathbb{R}^n \) such that \( (x_0)_i = 0 \) if \( A_i > 0 \) for \( 1 \leq i \leq n \), and \( \beta \) must satisfy \( |\beta|^{-p} = \int_{\mathbb{R}^n} e^{-\frac{\|x-x_0\|^{p'}}{\sigma}} x^A dx \).

Finally, in a very recent paper [1], Balogh, Don and Kristály obtain the sharp \( L^p \) logarithmic Sobolev inequality for \( 1 \leq p < \infty \) on any open cone \( E \subset \mathbb{R}^n \) with log-concave homogeneous weight \( \omega \) of degree \( \tau \geq 0 \): i.e., \( \omega : E \to (0, \infty) \) is such that \( E \ni x \mapsto \log \omega(x) \) is concave and \( \omega(\lambda x) = \lambda^\tau \omega(x) \) for any \( x \in E \) and \( \lambda \geq 0 \). Let us define \( L^p(E, \omega) = \{ f : E \to \mathbb{R}, \int_E |f|^p \omega dx < +\infty \} \) and \( W^{1,p}(E, \omega) = \{ f \in L^p(E, \omega) : \|\nabla f\| \in L^p(E, \omega) \} \). Then, the inequality obtained in [1] for \( 1 < p < \infty \) is

\[
\int_E |f|^p (\log |f|^p) \omega dx \leq \frac{n + \tau}{p} \log \left( \mathcal{L}_{\omega,p} \int_E \|\nabla f\|^{p} \omega dx \right),
\]

which holds for any \( f \in W^{1,p}(E, \omega) \) such that \( \int_E |f|^p \omega dx = 1 \), where

\[
\mathcal{L}_{\omega,p} = \frac{p}{n + \tau} \left( \frac{p-1}{e} \right)^{p-1} \left[ \Gamma \left( \frac{n + \tau}{p'} + 1 \right) \int_{E \cap B_1} \omega dx \right]^{-p/(n+\tau)}
\]
If we consider the monomial weight \( \omega(x) = x^A \), then \( E = \mathbb{R}^n_A \), the homogeneous degree \( \tau = A_1 + \cdots + A_n = D - n \), and \( \mathcal{L}_{\omega} = \mathcal{L}_p(A) \). Thus the inequality (1.4) recovers (1.2). The authors in [1] use (again) the optimal transport theory to give a direct proof of their sharp weighted \( L^p \)-logarithmic Sobolev inequality, avoiding the use of any limiting argument in the Gagliardo-Nirenberg or Sobolev type inequality, as typical proofs do. The perk of this method is to derive the complete “if and only if” characterization of the equality case of their new weighted sharp \( L^p \)-logarithmic Sobolev inequality (1.4).

In this paper we propose a new (even in the unweighted case) and an elementary proof of the characterization of the equality case for (1.2) with \( p = 2 \), when the norm is standard Euclidean norm \( \| \cdot \| \) (Theorem 1.1). By the same method, we can prove the equality case for (1.2) for \( 1 < p < \infty \) with an arbitrary norm, but the unweighted case \( A = (0, \ldots, 0) \) (Theorem 5.3). Though Theorem 1.1 and Theorem 5.3 below in this paper are completely covered by the result in [1], however, we believe that the method we propose here is still interesting and will shed light on the hidden analytic features of the \( L^p \)-logarithmic Sobolev inequality.

Define

\[
\Pi(A) = \left[ \frac{\prod_{i=1}^{n} \Gamma\left(\frac{A_i + 1}{2}\right)}{2^k} \right]^{2/D},
\]

where \( k = \sharp\{ i \in \{1, \ldots, n\} : A_i > 0 \} \) denotes the number of positive entries of the vector \( A \). The result below is first proved by [7] when \( A = (0, \ldots, 0) \).

**Theorem 1.1.** Let \( A = (A_1, A_2, \ldots, A_n) \) be a nonnegative vector in \( \mathbb{R}^n \) and \( D = n + A_1 + \cdots + A_n \). Then the equality in the sharp \( L^2 \)-logarithmic Sobolev inequality with monomial weight

\[
\int_{\mathbb{R}^n_A} |f|^2 (\log |f|^2) x^A dx \leq \frac{D}{2} \log \left( \frac{2}{\Pi(A) eD} \int_{\mathbb{R}^n_A} |\nabla f|^2 x^A dx \right),
\]

which holds for any \( f \in W^{1,2}(\mathbb{R}^n, x^A dx) \) such that \( \int_{\mathbb{R}^n_A} |f|^2 x^A dx = 1 \), occurs if and only if

\[
f(x) = \beta \exp \left( -\frac{|x - x_0|^2}{\sigma^2} \right)
\]
The equality case

for some \( \sigma > 0, \ x_0 = ((x_0)_1, \ldots, (x_0)_n) \in \mathbb{R}^n \) such that \( (x_0)_i = 0 \) if \( A_i > 0 \), and \( \beta \in \mathbb{R} \) satisfies

\[
|\beta|^{-2} = \left( \frac{\sigma \Pi(A)}{2} \right)^{\frac{1}{p}}.
\]

In order to explain the basic idea of the proof let us consider the unweighted case \( A = (0, \ldots, 0) \) in (1.6). We take into account the following observations:

i) The logarithmic Sobolev inequality can be obtained (see the sketch of the proof of Theorem A below) as a “limit” of the Sobolev inequality for suitable functions.

ii) The equality case in the classical Sobolev inequality occurs if and only if the functions are of the form

\[
a^{-1}(1+b|x-x_0|^p)^{1-\frac{p}{p'}}
\]

where \( a \in \mathbb{R} - \{0\} \) and \( b > 0 \) and \( x_0 \in \mathbb{R}^n \), see [16].

iii) When \( p = 2 \), the Euclidean \( L^2 \)-logarithmic Sobolev inequality is known to be equivalent to Gross’s logarithmic Sobolev inequality [11]

\[
\int_{\mathbb{R}^n} |g|^2 \log |g| d\gamma \leq \int_{\mathbb{R}^n} |\nabla g|^2 d\gamma
\]

for \( g \) satisfying \( \int_{\mathbb{R}^n} |g|^2 d\gamma = 1 \), where \( d\gamma(x) = (2\pi)^{-n/2}e^{-|x|^2/2}dx \) denotes the Gaussian probability measure.

iv) When \( p' = 2 \), the family of functions (1.7) are densities of some generalized Cauchy distributions, which have the general form \( a^{-1}(1+b|x|^2)^{-\beta} \) with \( b, \beta > 0 \) and normalizing constant \( a = \int_{\mathbb{R}^n} (1+b|x|^2)^{-\beta} dx \). From the observations by Bobkov and Ledoux [4], these probability measures may be considered as a natural “pre-Gaussian model”, where the Gaussian case appears in the limit as \( \beta \to +\infty \) (after proper rescaling of the coordinates). Actually, we can check by using central limit theorem that the normalized Cauchy distribution approaches to the Gaussian distribution as \( \beta \to +\infty \). Note that in order to consider Talenti functions (1.7) as generalized Cauchy distributions, the exponent must satisfy \( p' = 2 \).

Similar observations hold even in the case \( A \neq (0, \ldots, 0) \).

Though our observation does not match to the probabilistic interpretation when \( p \neq 2 \), fortunately, the same kind of strategy does work when the inequality is unweighted. Also in this unweighted case we can
allow that the inequality may involve any norm in $\mathbb{R}^n$. See Theorem 5.3 in §5.

Note that the authors proposed this idea of proving the characterization of the equality cases first in an unpublished arXiv paper [8] in 2019.

The rest of the paper is organized as follows: In §2, we collect some useful lemmas. In §3, we sketch a proof of Theorem A in [13] only when the exponent $p = 2$, which is needed in the proof of Theorem 1.1. §4 is devoted to the proof of Theorem 1.1. §5 is devoted to the proof of Theorem 5.3.

The equality case of logarithmic Sobolev inequalities is studied from many different points of view, see, for example, [14].

2. Computational lemmas

First we collect here several lemmas which will be useful. Next lemma is an exercise of the book by W. Rudin [15] Chapter 3, page 71.

**Lemma 2.1.** Let $A = (A_1, A_2, \ldots, A_n)$ be a nonnegative vector in $\mathbb{R}^n$ and $D = n + A_1 + \cdots + A_n$. Let $(X, \mu)$ be a measure space with $\mu(X) = 1$ and assume that $g \in L^s(X, \mu)$ for some $s > 0$. Then it holds

$$
\lim_{t \to +0} \left( \frac{\int_X |g|^t d\mu}{t} \right)^{1/t} = \exp \left( \frac{\int_X \log |g(x)| d\mu}{\mu(X)} \right)
$$

if $\exp(-\infty)$ is defined to be 0.

**Lemma 2.2.** Let $x_0 = ((x_0)_1, \ldots, (x_0)_n) \in \mathbb{R}^n$ be such that $(x_0)_i = 0$ if $A_i > 0$ for any $i$. Then for any $\alpha > 0$ and $t > 0$, we have

$$
\int_{\mathbb{R}^n} e^{-t|x-x_0|^\alpha} x^A dx = t^{-\frac{\alpha}{\alpha - 1}} \frac{\Gamma(\frac{\alpha}{\alpha - 1} + 1)}{\Gamma(\frac{\alpha}{\alpha - 1})} \Pi(A)^{\frac{\alpha}{\alpha - 1}}.
$$

(2.1)

$$
\int_{\mathbb{R}^n} e^{-t|x-x_0|^\alpha} |x - x_0|^\alpha x^A dx = D t^{-\frac{\alpha}{\alpha - 1}} \frac{\Gamma(\frac{\alpha}{\alpha - 1} + 1)}{\Gamma(\frac{\alpha}{\alpha - 1})} \Pi(A)^{\frac{\alpha}{\alpha - 1}}.
$$

(2.2)

**Proof.** Since (2.2) is derived from (2.1) by differentiating it with respect to $t$, we prove (2.1) only. Put $x - x_0 = y$. Then we check that $x \in \mathbb{R}^n$ is equivalent to $y \in \mathbb{R}_A^n$ and

$$
x^A dx = |x_1|^{A_1} \cdots |x_n|^{A_n} dx_1 \cdots dx_n = |y_1 + (x_0)_1|^{A_1} \cdots |y_n + (x_0)_n|^{A_n} dy_1 \cdots dy_n = |y_1|^{A_1} \cdots |y_n|^{A_n} dy_1 \cdots dy_n = y^A dy
$$
since \((x_0)_i = 0\) if \(A_i > 0\). Thus it is enough to prove (2.1) when \(x_0 = (0, \ldots, 0)\).

Let \(B_A = \mathbb{R}^n_A \cap B_1\) and put \(x = (x_1, \ldots, x_n) = r \omega\), where \(r = |x|\) and \(\omega = (\omega_1, \ldots, \omega_n)\) be the unit vector in \(\partial B_A = \partial B_1 \cap \mathbb{R}^n_A\). Note that \(\partial B_A\) is the curved part of the boundary portion of \(B_A\). Then

\[ x^A = (r \omega)^A = (r \omega_1)^A \cdots (r \omega_n)^A \]

and

\[ x^A dx = (r \omega)^A r^{n-1} dr dS_\omega = r^{A_1 + \cdots + A_n + n-1} \omega^A dr dS_\omega, \]

where \(dS_\omega\) denotes the surface measure on \(\partial B_A\). We calculate

\[
\int_{\mathbb{R}^n_A} e^{-|x|^\alpha} x^A dx = \int_{\partial B_A} \int_0^\infty e^{-r^\alpha (r \omega)^A r^{n-1}} dr dS_\omega
\]

\[
= \left( \int_{\partial B_A} \omega^A dS_\omega \right) \int_0^\infty e^{-r^\alpha r^{D-1}} dr
\]

\[
= P(B_A) \frac{1}{\alpha} \Gamma \left( \frac{D}{\alpha} \right),
\]

where \(P(B_A) = \int_{\partial B_A} \omega^A dS_\omega\). As observed in [5] (Theorem 1.4 and Lemma 4.1), \(P(B_A) = Dm(B_A)\) and

\[
m(B_A) = \int_{B_A} x^A dx = \frac{\Pi(A) \frac{D}{\alpha}}{\Gamma \left( \frac{D}{\alpha} + 1 \right)}.
\]

Thus we obtain

\[
\int_{\mathbb{R}^n_A} e^{-|x|^\alpha} x^A dx = \frac{\Gamma \left( \frac{D}{\alpha} + 1 \right)}{\Gamma \left( \frac{D}{\alpha} + 1 \right)} \Pi(A) \frac{D}{\alpha}.
\]

The transformation \(t^{1/\alpha} x = y\) for \(x \in \mathbb{R}^n_A\) yields (2.1). □

**Lemma 2.3.** Let \(\alpha > 1, \sigma > 0\). Let \(x_0 = ((x_0)_1, \ldots, (x_0)_n) \in \mathbb{R}^n\) be such that \((x_0)_i = 0\) if \(A_i > 0\) for \(1 \leq i \leq n\). Then we have (2.3)

\[
\int_{\mathbb{R}^n_A} \frac{1}{(1 + \sigma |x - x_0|^\alpha)^\beta} x^A dx = \frac{2 \Pi(A) \frac{D}{\alpha} \Gamma \left( \frac{D}{\alpha} \right) \Gamma \left( \beta - \frac{D}{\alpha} \right)}{\alpha \frac{\sigma \beta}{\Gamma \left( \frac{D}{\alpha} \right) \Gamma \left( \frac{D}{\alpha} + 1 \right)}} \quad \text{for } \alpha \beta > D.
\]

for any \(x_0 \in \mathbb{R}^n\).

**Proof.** As in the same reason in the preceding lemma, we may consider only the case \(x_0 = (0, \cdots, 0)\). Then we derive (2.3) by using the “polar
coordinates" again. As in the proof of the former lemma, we compute

\[
\int_{\mathbb{R}^n} \frac{x^A}{(1 + \sigma|x|^\alpha)^3} dx = \int_{\partial B_A} \int_0^\infty (r\omega)^A r^{n-1} dr dS_\omega
\]

\[
= \left( \int_{\partial B_A} \omega^A dS_\omega \right) \int_0^\infty \frac{r^{D-1}}{(1 + \sigma r^\alpha)^3} dr = P(B_A) \left( \frac{1}{\sigma} \right) \int_0^\infty \frac{s^{D-1}}{(1 + s^\alpha)^3} ds
\]

\[
= D \frac{\Pi(A) \frac{D}{\alpha}}{\Gamma \left( \frac{D}{2} + 1 \right)} \left( \frac{1}{\sigma} \right) \frac{\Gamma \left( \frac{D}{\alpha} \right) \Gamma \left( \beta - \frac{D}{\alpha} \right)}{\alpha \Gamma(\beta)} = 2 \frac{\Pi(A) \frac{D}{\alpha}}{\sigma \alpha} \frac{\Gamma \left( \frac{D}{\alpha} \right) \Gamma \left( \beta - \frac{D}{\alpha} \right)}{\Gamma \left( \frac{D}{2} \right) \Gamma(\beta)},
\]

which proves lemma.

3. Sketch of the proof of Theorem A for \( p = 2 \).

We will give some details of proof of Theorem A in [13] because we need them in what follows.

By density argument it is enough to prove the result for functions \( f \in C^1_c(\mathbb{R}^n) \).

In the paper by Cabré and Ros-Oton [5], the Sobolev inequality with monomial weights is proved, and in [13] the inequality is generalized to any norm on \( \mathbb{R}^n \). When we focus on the Euclidean norm and \( 1 < p < D \) case, the Sobolev inequality with monomial weights proved in [5] and [13] reads as follows:

**Theorem B.** (Sharp \( L^p \)-Sobolev inequality with monomial weights [5], [13]) Let \( A = (A_1, A_2, \ldots, A_n) \) be a nonnegative vector in \( \mathbb{R}^n \), \( D = n + A_1 + \cdots + A_n \), \( 1 < p < D \) and \( p_* = \frac{Dp}{D-p} \). Then the inequality

\[
(\int_{\mathbb{R}^n} |f|^{p_*} x^A dx)^{1/p_*} \leq C_{p,n,A} \left( \int_{\mathbb{R}^n} |\nabla f|^p x^A dx \right)^{1/p}
\]

holds true for any \( f \in W^{1,p}(\mathbb{R}^n, x^A dx) \), where

\[
C_{p,n,A} = D^{-\frac{p-1}{D-p}} \left( \frac{D}{p-1} \right)^{\frac{1}{p}} \left( \frac{p' \Gamma(D)}{\Gamma \left( \frac{p'}{p} \right) \Gamma \left( \frac{D}{p} \right) m(B_A)} \right)^{\frac{1}{D}}.
\]

Define

\[
h_{p,A}(x) = (\sigma_{p,A} + |x|^p)^{1-D/p}
\]

where \( \sigma_{p,A} \) is the normalized constant such that \( \int_{\mathbb{R}^n} |h_{p,A}|^{p_*} x^A dx = 1 \). Then the equality in (3.1) for \( 1 < p < D \) holds if and only if

\[
f(x) = ch_{p,A}(\lambda(x - x_0))
\]
where \( c \in \mathbb{R}, \lambda > 0, \) and \( x_0 = ((x_0)_1, \ldots, (x_0)_n) \in \mathbb{R}^n \) such that \( (x_0)_i = 0 \) if \( A_i > 0 \).

From now on, we focus only on the case \( p = 2. \)

Let \( N \in \mathbb{N} \) and let \( B = (B_1, \ldots, B_N) \in \mathbb{R}^N \) be a nonnegative vector. Let us take \( F \in C_c^1(\mathbb{R}^N) \) with \( \int_{\mathbb{R}^N} |F(z)|^2 z^B dz = 1 \) and let us denote \( D_B = N + B_1 + \cdots + B_N \) and \( 2_s(B) = \frac{2D_B}{B_s - 2}. \) Then the sharp \( L^2 \)-Sobolev inequality (3.1) for \( F \) yields that

\[
\left( \int_{\mathbb{R}^N} |F(z)|^{2_s(B)} z^B dz \right)^{\frac{1}{\pi_s(B)-2}} \leq \left( C_{2_s, N, B}^2 \int_{\mathbb{R}^N} |\nabla F(z)|^2 z^B dz \right)^{\frac{DB}{4}},
\]

Let us consider a nonnegative vector \( A = (A_1, \ldots, A_n) \in \mathbb{R}^n. \) We express \( N = \ln l \) for \( l \in \mathbb{N}. \) For a function \( f \in C_c^1(\mathbb{R}^n) \) satisfying \( \int_{\mathbb{R}^N} f(x)^2 x^A dx = 1, \) we put

\[
B = (A, A, \ldots, A) \in \mathbb{R}^{ln} = \mathbb{R}^N \quad \text{and} \quad F(z) = \prod_{i=1}^l f(x^i),
\]

where \( x^i = (x_1^i, \ldots, x_n^i) \in \mathbb{R}^n \) for each \( i = 1, 2, \ldots, l, \) and \( z = (x^1, x^2, \ldots, x^l) \in \mathbb{R}^{ln} = \mathbb{R}^N. \) By a direct computation we get

\[
\int_{\mathbb{R}^N} |F(z)|^t z^B dz = \prod_{i=1}^l \int_{\mathbb{R}^A} |f(x^i)|^t (x^i)^A dx^i, \quad \forall t \geq 1,
\]

\[
\int_{\mathbb{R}^N} |\nabla F(z)|^2 z^B dz = l \int_{\mathbb{R}^N} |\nabla f(x)|^2 x^A dx.
\]

Also note that \( D_B = lD. \) Then (3.3) becomes, after taking \( 1/l \)-th root of both sides,

\[
\left( \int_{\mathbb{R}^N} |f(x)|^{2_s(B)-2} |f(x)|^{2_s(B)-2} x^A dx \right)^{\frac{1}{\pi_s(B)-2}} \leq \left( lC_{2_s, N, B}^2 \int_{\mathbb{R}^N} |\nabla f(x)|^2 x^A dx \right)^{\frac{D}{4}}.
\]

Now, by (3.2) and \( D_B = lD, \) we have

\[
lC_{2_s, N, B}^2 = \frac{1}{D} \left( \frac{1}{\Pi(A)} \right)^{2/D} \frac{1}{lD - 2} \left[ \Gamma(lD) \right]^{\frac{1}{2lD}}.
\]

Let \( l \to \infty \) in the above equality. Stirling’s formula

\[
\Gamma(s) = [1 + o(1)] \left( \sqrt{2\pi} s^{s-1/2} e^{-s} \right) \quad (s \to \infty)
\]
implies that
\( l \to \infty \quad lC^2_{2,\ln B} = \mathcal{L}_2(A) \)
where \( \mathcal{L}_2(A) = \frac{2}{\Pi(A) e D} \) is defined in (1.3). Note that \( 2^*(B) - 2 = \frac{4}{lD - 2} \to 0 \) as \( l \to \infty \). Then Theorem A follows by taking a limit \( l \to \infty \) in (5.6) using Lemma 2.1 with 
\[ d\mu = |f(x)|^2 x^A dx \] and (3.8).

**Remark 3.1.** In the previous proof if we consider the general exponent \( 1 < p < \infty \), then (3.4) still holds true but (3.5) (with the exponent 2 replaced by \( p \)) does not hold for \( p \neq 2 \). In order to overcome this difficulty, the author in [13] first establishes as a starting point the sharp Sobolev inequality that involves a general norm with the exact information of extremals, and uses (3.5) having different norms on both sides; see [13] for details (or compare (3.4), (3.5) to (5.3), (5.4) in §5.)

**Remark 3.2.** By Lemma 2.2 with \( \alpha = 2 \) and \( t = 1/2 \), we easily check that the equality in (1.6) holds for \( f(x) = e^{-|x|^2} / (2\Pi(A))^{1/2} \) which satisfies that 
\[ \int_{\mathbb{R}^N} |f|^2 x^A dx = 1 \] and \( \int_{\mathbb{R}^N} |x|^2 |f|^2 x^A dx = D \).

4. Proof of Theorem 1.1

In this section, we prove Theorem 1.1. As explained in Introduction, our basic idea stems from the probabilistic point of view, see [4].

It is easy to check that functions of the form \( \beta e^{-|x-x_0|^2} / \sigma \) for some \( \sigma > 0 \), \( x_0 \in \mathbb{R}^n \) such that the component \((x_0)_i = 0 \) if \( A_i > 0 \), give the equality in the \( L^2 \)-logarithmic Sobolev inequality (1.6). We want to prove that they are the only extremals. In order to do so we characterize the equality cases in every inequality in the proof of Theorem A. Without loss of generality we may consider only positive functions. Recall that extremals in the classical Sobolev inequality are all given by (1.7), see [16]. In the following, we will use the notation \( \alpha_l \sim \beta_l \) if \( \lim_{l \to \infty} \frac{\alpha_l}{\beta_l} = 1 \). In order to have the equality for some \( F_l(z) \) in (3.3), it is necessary that, as \( l \to \infty \),
\[ F_l(z) \sim a_l (1 + b_l |z - z_0|^2)^{1 - \frac{D_l}{2}} \]
for every \( z \in \mathbb{R}^N_B \)
with some \( a_l > 0 \), \( b_l > 0 \), and \( z_0^l = ((z^l_0)_1, \cdots, (z^l_0)_N) \in \mathbb{R}^N \) such that \((z^l_0)_i = 0 \) if \( B_i > 0 \) for all \( 1 \leq i \leq N \). Here we have used the notation which emphasizes the dependence on \( l \) of involved functions and constants. By translation invariance, we may fix \( z_0^l = z_0 \) for a fixed point \( z_0 = ((z_0)_1, \cdots, (z_0)_N) \in \mathbb{R}^N \) such that \((z_0)_i = 0 \) if \( B_i > 0 \). Also
recalling that we consider function with $\int_{\mathbb{R}^N} |F_l(z)|^2 z^B dz = 1$, we have by (4.1) and Lemma 2.3

(4.2)

$$a_l^2 \int_{\mathbb{R}^N} (1 + b_l|z - z_0|^2)^{2 - D/2} z^B dz = a_l^2 \left( \frac{\Pi(B)}{b_l} \right)^{D_B/2} \frac{\Gamma(D_B/2 - 2)}{\Gamma(D_B - 2)} \sim 1$$

as $l \to \infty$. Note that $\Pi(B) = \Pi(A)$ by definition (1.5) and $D_B = lD$. Thus by (4.2) and Stirling’s formula (3.7), we see

(4.3)

$$\sim \left( \frac{2D}{c\Pi(A)} lb_l \right)^{\frac{D}{2}} \quad (l \to \infty).$$

Recall $F_l(z) = \prod_{i=1}^l F_i(x^i)$ where $z = (x^1, \ldots, x^l) \in \mathbb{R}^d = \mathbb{R}^N$, $x^i \in \mathbb{R}^n$ ($i = 1, \ldots, l$). We choose

$$z = (x, \ldots, x), \quad z_0 = (x_0, \ldots, x_0) \quad \text{with} \ x, x_0 \in \mathbb{R}^n.$$

Then it follows that $|z - z_0| = \sqrt{l}|x - x_0|$ and

(4.4) $f_l(x) = (F_l(z))^1/l \sim (a_l)^{1/l}(1 + lb_l|x - x_0|^2)^{1/l-D/2} \quad \forall x \in \mathbb{R}^n$

as $l \to \infty$. Note that $(f_l(x_0))^l = F_l(z_0) \sim a_l$ as $l \to +\infty$.

We have three possible behaviors of the sequence $b_l$ as $l \to \infty$:

i) $b_l \to +\infty$,

ii) $b_l \to \bar{b} \in \mathbb{R} - \{0\},$

iii) $b_l \to 0$.

Indeed if the limit does not exist, then we can argue one of the previous cases up to a subsequence.

If $b_l \to +\infty$, we have the contradiction since

(4.5)

$$f_l(x) \sim (a_l)^{1/l}(1 + lb_l|x - x_0|^2)^{1/l-D/2} \sim \left( \frac{2D}{c\Pi(A)} lb_l \right)^{\frac{D}{2}} (1 + lb_l|x - x_0|^2)^{1/l-D/2}$$

$$\sim (b_l)^{-D/4 + 1/l} l^{-D/4 + 1/l} \left( \frac{2D}{c\Pi(A)} \right)^{\frac{D}{2}} \to 0$$

as $l \to +\infty$ by (5.7) for any $x \in \mathbb{R}^n$, which is absurd by the restriction $\int_{\mathbb{R}^n} |f_l(x)|^p dx = 1$. 

Also if \( b_l \to \tilde{b} \in (0, +\infty) \),

\[
\begin{align*}
    f_l(x) & \sim \left( \frac{2D}{e \Pi(A)} b_l \right)^{D/4} (1 + lb_l|x - x_0|^2)^{1/D - D/2} \\
    & \sim (\tilde{b})^{-D/4 - D/4 + 1/l} \left( \frac{2D}{e \Pi(A)} \right)^{D/4} \rightarrow 0
\end{align*}
\]

as \( l \to +\infty \) by (5.7) for any \( x \in \mathbb{R}^n \), again a contradiction.

Thus the only possible case is the third one and we have \( b_l \to 0 \) as \( l \to \infty \).

Next, we choose \( z = (x, x_0, \ldots, x_0) \), \( z_0 = (x_0, \ldots, x_0) \) with \( x, x_0 \in \mathbb{R}^n \).

Then it follows that \( |z - z_0| = |x - x_0| \) and since \( F_l(z) = f_l(x)(f_l(x_0))^{l-1} \sim (a_l)^{l-1/l} f_l(x) \), we have by (4.1) that

\[
\begin{align*}
    f_l(x) & \sim (a_l)^{1/l}(1 + b_l|x - x_0|^2)^{1 - DB/2} \\
    & = (a_l)^{1/l} \exp \left\{ (1 - DB/2)|x - x_0|^2 \right\} \\
    & \sim (a_l)^{1/l} \exp \left\{ (1 - DB/2)b_l|x - x_0|^2 \right\}
\end{align*}
\]

(4.6)

Again three cases (up to a subsequence) are possible for the behaviors of the sequence \( lb_l \),

(iii-1) \( lb_l \to +\infty \)

(iii-2) \( lb_l \to 0 \)

(iii-3) \( lb_l \to \tilde{b} \in \mathbb{R} - \{0\} \).

The first case (iii-1) does not occur since by (5.7) and \( DB = lD \), we have

\[
\begin{align*}
    f_l(x) & \sim (a_l)^{1/l} \exp \left( (1 - DB/2)b_l|x - x_0|^2 \right) \\
    & \sim \left( \frac{2D}{e \Pi(A)} b_l \right)^{D/4} \exp \left( (1/l - D/2)b_l|x - x_0|^2 \right) \to 0
\end{align*}
\]

(5.7)

as \( l \to +\infty \) for any \( x \in \mathbb{R}^n \) if \( lb_l \to +\infty \).

Also the second case (iii-2) does not occur, since if it would happen, then \( a_l^{1/l} \sim \left( \frac{2D}{e \Pi(A)} b_l \right)^{D/4} \to 0 \) as \( l \to \infty \) and

\[
\begin{align*}
    f_l(x) & \sim (a_l)^{1/l}(1 + b_l|x - x_0|^2)^{1 - (lD)/2} \to 0
\end{align*}
\]

(5.8)
as $l \to +\infty$ for any $x \in \mathbb{R}^n$.

Thus the only case to be considered is the third one: $lb_l \to \tilde{b} \in \mathbb{R} - \{0\}$. In this case, we have

$$f_l(x) \overset{4.6}{\sim} (a_l)^{1/l} \exp \left( (1 - D_B/2)b_l|x - x_0|^2 \right)$$

$$\overset{5.7}{\sim} \left( \frac{2D}{e\Pi(A)} b_l^{\frac{1}{D}} \right) \exp \left( (1/l - D/2)b_l|x - x_0|^2 \right)$$

as $l \to +\infty$. This is the desired conclusion.

5. **On the equality case for the unweighted sharp $L^p$-logarithmic Sobolev inequality with arbitrary norm.**

In this section, we characterize the equality case for (1.2) for $1 < p < \infty$ with an arbitrary norm, but the unweighted case $A = (0, \cdots, 0)$. We fix $n \in \mathbb{N}$. Let $\| \cdot \|$ be any norm on $\mathbb{R}^n$ and let $\| \cdot \|_*$ be its dual norm. Put $B^n = \{ x \in \mathbb{R}^n : \| x \| < 1 \}$. We put $N = nl$ for some $l \in \mathbb{N}$, Later, we let $l$ tend to $\infty$. Let $1 < p < \infty$. For $z = (x^1, \cdots, x^l) \in (\mathbb{R}^n)^l = \mathbb{R}^N$, $x^i \in \mathbb{R}^n$ for $1 \leq i \leq l$, define a new norm as in [13]

$$||| z ||| = \left( \sum_{i=1}^{l} \| x^i \|^{p'} \right)^{1/p'}$$

where $1/p + 1/p' = 1$. Let $\tilde{B}^N = \{ z \in \mathbb{R}^N : ||| z \|| < 1 \}$ be the unit ball in $\mathbb{R}^N = \mathbb{R}^{nl}$ with respect to the norm $||| \cdot |||$, and let $B^n = \{ x \in \mathbb{R}^n : \| x \| < 1 \}$ be the unit ball in $\mathbb{R}^n$ with respect to the norm $\| \cdot \|$, respectively.

As in the proof of Theorem 1.1, we start from some computational lemmas.

**Lemma 5.1.** Let $N = nl$ and put $A_l = \int_{\tilde{B}^N} 1dz$ be the volume of $\tilde{B}^N = \{ z \in \mathbb{R}^N : ||| z \|| < 1 \}$. Then we have

$$(5.1) \quad A_l = \frac{(\frac{n}{p})^{l-1} (m(B^n))! (\Gamma(\frac{n}{p}))^l}{l! \Gamma(\frac{n}{p})}$$

for $l \in \mathbb{N}$, where $m(B^n) = \int_{B^n} 1dx$ is the volume of $B^n = \{ x \in \mathbb{R}^n : \| x \| < 1 \}$. 
Proof. When \( l = 1 \), then \( N = n \) and \( A_1 = \int_{B^n} 1 \, dx = m(B^n) \). For \( l > 1 \), we write \( z = (x^1, x^2, \ldots, x^l), x^i \in \mathbb{R}^n \) \((i = 1, \ldots, l)\), as \( z = (z', x^l) \) where \( z' = (x^1, \ldots, x^{l-1}) \in \mathbb{R}^{n(l-1)} \). Then we have \( \|z||p' = \|z'||p' + \|x^l||p' \), where \( \|z'|| = \left( \sum_{i=1}^{l-1} \|x^i||p' \right)^{1/p'} \). We compute

\[
A_l = \int_{\|z||p' < 1} \, dz = \int_{x^l \in B^n} \left( \int_{\sum_{i=1}^{l-1} \|x^i||p' < 1 - \|x^l||p' \} d\mathbf{z}' \right) \, dx^l
\]

\[
= \int_{x^l \in B^n} \left( \int_{\|w'||p' < 1} \left( 1 - \|x^l||p' \right)^{n(l-1) / p} d\mathbf{w}' \right) \, dx^l
\]

\[
= \left( \int_{\|w'||p' < 1} d\mathbf{w}' \right) \int_{x^l \in B^n} \left( 1 - \|x^l||p' \right)^{n(l-1) / p} \, dx^l
\]

\[
= A_{l-1} \int_{x^l \in B^n} \left( 1 - \|x^l||p' \right)^{n(l-1) / p} \, dx^l,
\]

where we have used a change of variables

\[
w' = \frac{z'}{(1 - \|x^l||p' \}^{1/p')} \in \mathbb{R}^{n(l-1)}, \quad dw' = \left( \frac{1}{(1 - \|x^l||p' \})^{1/p'} \right) \, dz'.
\]

Write \( x^l = x \in \mathbb{R}^n \) and let us compute

\[
\int_{x^l \in B^n} \left( 1 - \|x||p' \right)^{n(l-1) / p} \, dx.
\]

Since the integrand is \( \|\cdot\|\)-symmetric function, we can exploit the “polar coordinate” to get

\[
\int_{x^l \in B^n} \left( 1 - \|x||p' \right)^{n(l-1) / p} \, dx = P_{\|\|} (B^n) \int_0^1 (1 - r^p)^{n(l-1) / p'} r^{n-1} \, dr,
\]

where

\[
P_{\|\|} (B^n) = n \cdot m(B^n) = n \int_{\{x \in \mathbb{R}^n : \|x\| < 1\}} \, dx
\]
is the anisotropic perimeter with respect to the norm \( \| \cdot \| \). Thus we can continue as

\[
\int_{x \in B^n} (1 - \| x \|^{p'})^{\frac{n(l-1)}{p'}} dx = nm(B^n) \int_0^1 (1 - r^{p'})^{\frac{n(l-1)}{p'}} r^{n-1} dr
\]

\[
= \frac{nm(B^n)}{p'} \int_0^1 (1 - t)^{\frac{n(l-1)}{p'}} t^{l-1} dt
\]

\[
= \frac{nm(B^n)}{p'} B \left( \frac{n}{p'}, \frac{n(l-1)}{p'} \right) + 1
\]

\[
= \frac{nm(B^n)}{p'} \frac{\Gamma(\frac{n}{p'}) \Gamma(\frac{n(l-1)}{p'})}{\Gamma(\frac{n}{p'})} + 1
\]

\[
= \frac{nm(B^n)}{p'} \left( \frac{l-1}{l} \right) \frac{\Gamma(\frac{n}{p'}) \Gamma(\frac{n(l-1)}{p'})}{\Gamma(\frac{n}{p'})},
\]

where \( B(x, y) \) is the Beta function, and we have used a change of variables \( r^{p'} = t, \ p'r^{p'-1}dr = dt \). Thus we obtain

\[
\begin{cases}
A_l = A_{l-1} \cdot \frac{nm(B^n)}{p'} \left( \frac{l-1}{l} \right) \frac{\Gamma(\frac{n}{p'}) \Gamma(\frac{n(l-1)}{p'})}{\Gamma(\frac{n}{p'})}, & (l = 2, 3, \ldots) \\
A_1 = m(B^n).
\end{cases}
\]

Put

\[ B_l = l \cdot \Gamma(\frac{n}{p'}) A_l, \quad (l \in \mathbb{N}) \]

and \( C(n, p') = \frac{nm(B^n)}{p'} \Gamma(\frac{n}{p'}) \). Then we get

\[
\begin{cases}
B_l = C(n, p')B_{l-1}, & (l = 2, 3, \ldots) \\
B_1 = \Gamma(\frac{n}{p'}) m(B^n).
\end{cases}
\]

Thus we have

\[
B_l = (C(n, p'))^{l-1} B_1 = \left( \frac{n}{p'} \right)^{l-1} \left( m(B^n) \Gamma \left( \frac{n}{p'} \right) \right)^l,
\]

\[
A_l = \frac{B_l}{l \Gamma(\frac{nl}{p'})} = \frac{(\frac{n}{p'})^{l-1}(m(B^n))^l(\Gamma(\frac{n}{p'}))^l}{l \Gamma(\frac{nl}{p'})}.
\]

Corresponding to Lemma 2.3, we have the following.
Lemma 5.2. Let $\sigma > 0$ and let $\alpha, \beta > 0$ be such that $\alpha \beta > N$. Then we have

$$\int_{\mathbb{R}^N} \frac{1}{(1 + \sigma ||z - z_0||^\alpha)^\beta} dz = NA_l \frac{\Gamma(\frac{N}{\alpha}) \Gamma(\beta - \frac{N}{\alpha})}{\alpha \Gamma(\beta)} \sigma^{-\frac{N}{\alpha}}$$

for any $z_0 \in \mathbb{R}^N$.

Proof. It is enough to assume $z_0 = 0 \in \mathbb{R}^N$. In this case, since the integrand is a symmetric function with respect to the norm $||| \cdot |||$ on $\mathbb{R}^N$, we derive the formula by using the “polar coordinates” again. Let

$$P_{||| \cdot |||}(\tilde{B}^N) = \int_{\{z \in \mathbb{R}^N : ||z|| < 1\}} dz$$

denote the anisotropic perimeter with respect to the norm $||| \cdot |||$ on $\mathbb{R}^N$. Then we compute

$$\int_{\mathbb{R}^N} \frac{dz}{(1 + \sigma ||z||^\alpha)^\beta} = P_{||| \cdot |||}(B^N) \int_0^\infty \frac{r^{N-1}}{(1 + \sigma r^\alpha)^\beta} dr$$

$$= N \left( \int_{\{z \in \mathbb{R}^N : ||z|| < 1\}} dz \right) \int_0^\infty \frac{(\sigma^{-1/\alpha} s)^{N-1}}{(1 + s^\alpha)^\beta} s^{-1/\alpha} ds$$

$$= NA_l \sigma^{-\frac{N}{\alpha}} \int_0^\infty \frac{s^{N-1}}{(1 + s^\alpha)^\beta} ds$$

$$= NA_l \sigma^{-\frac{N}{\alpha}} \frac{\Gamma(\frac{N}{\alpha}) \Gamma(\beta - \frac{N}{\alpha})}{\alpha \Gamma(\beta)}$$

which proves lemma. Here, $A_l$ is defined as in (5.1) in Lemma 5.1 and we have used a formula

$$\int_0^\infty \frac{s^c}{(1 + s^a)^b} ds = \frac{\Gamma(c+1) \Gamma(b - \frac{c+1}{a})}{a \Gamma(b)}$$

for $a, b, c > 0$ such that $ab > c + 1$. 

Recall the (unweighted) sharp $L^p$-logarithmic Sobolev inequality on $\mathbb{R}^n$ with the norm $|| \cdot ||$ for $1 \leq p < \infty$:

$$\int_{\mathbb{R}^n} |f|^p \log |f|^p dx \leq \frac{n}{p} \log \left( L_p \int_{\mathbb{R}^n} ||\nabla f||_p^p dx \right)$$

(5.2)
for any function $f \in W^{1,p}(\mathbb{R}^n) = \{ f \in L^p(\mathbb{R}^n) : \| \nabla f \|_* \in L^p(\mathbb{R}^n) \}$ such that $\int_{\mathbb{R}^n} |f|^p dx = 1$. Here the sharp constant $\mathcal{L}_p$ is given by

$$
\mathcal{L}_1 = \frac{1}{n} (m(B^n))^{-1/n}, \quad p = 1
$$
$$
\mathcal{L}_p = \frac{p}{n} \left( \frac{p-1}{e} \right)^{p-1} \left( \Gamma(n/p' + 1)m(B^n) \right)^{-n/p}, \quad p > 1.
$$

where $p' = \frac{p}{p-1}$ for $p > 1$ and $m(B^n) = \int_{B^n} 1dx$ as before.

The main result in this section is the following:

**Theorem 5.3.** Let $\| \cdot \|$ be any norm on $\mathbb{R}^n$ and let $1 < p < \infty$, $p' = \frac{p}{p-1}$. Then the equality in the sharp $L^p$-logarithmic Sobolev inequality (5.2), which holds for any $f \in W^{1,p}(\mathbb{R}^n)$ such that $\int_{\mathbb{R}^n} |f|^p dx = 1$, occurs if and only if

$$
f(x) = \beta \exp \left( -\frac{\|x - x_0\|^{p'}}{\sigma} \right)
$$

for some $\sigma > 0$, $x_0 \in \mathbb{R}^n$, and $\beta \in \mathbb{R}$ with

$$
|\beta|^{-p} = \int_{\mathbb{R}^n} \exp \left( -\frac{\|x\|^{p'}}{\sigma} \right) dx.
$$

**Proof.** “If” part is checked just by computation. We prove the “only if” part.

Put $N = nl$ for $l \in \mathbb{N}$. For a function $f \in C^1_c(\mathbb{R}^n)$ satisfying $\int_{\mathbb{R}^n} |f(x)|^p dx = 1$, we put

$$
F(z) = \prod_{i=1}^l f(x^i),
$$

where $x^i \in \mathbb{R}^n$ for each $i = 1, 2, \ldots, l$, and $z = (x^1, x^2, \ldots, x^l) \in \mathbb{R}^{nl} = \mathbb{R}^N$. Define

$$
\|\|z\|\| = \left( \sum_{i=1}^l \|x^i\|^{p'} \right)^{1/p'}
$$

as before, where $1/p + 1/p' = 1$. Then, we check that the dual norm of $\|\| \cdot \|\|$ is given by

$$
\|\|\xi\|\|_* = \left( \sum_{i=1}^l \|\xi^i\|_p \right)^{1/p}
$$
for $\xi = (\xi^1, \xi^2, \ldots, \xi^l) \in \mathbb{R}^{nl} = \mathbb{R}^N$, where $\| \cdot \|_*$ is the dual norm of $\| \cdot \|$ on $\mathbb{R}^n$. By a direct computation we get

$$\int_{\mathbb{R}^N} |F(z)|^t dz = \prod_{i=1}^l \int_{\mathbb{R}^n} |f(x^i)|^t dx^i, \quad \forall t \geq 1,$$

(5.3)

$$\int_{\mathbb{R}^N} |||\nabla F(z)|||^p_* dz = l \int_{\mathbb{R}^n} \|\nabla f(x)\|^p_* dx.$$  

(5.4)

By checking the proof by V. H. Nguyen [13], which uses the sharp Sobolev inequality with arbitrary norm, we see that it must hold

$$F_l(z) \sim a_l (1 + b_l |||z - z_{0,l}|||^{|'|p'|})^{1-\frac{N}{p}}$$

(5.5)

for every $z \in \mathbb{R}^N$ with some $a_l > 0$, $b_l > 0$, and $z_{0,l} \in \mathbb{R}^N$. Here we have used the notation which emphasizes the dependence on $l$ of involved functions and constants. This asymptotic formula (5.5) is our starting point.

By translation invariance, we may fix $z_{0,l} = z_0$ for some fixed point $z_0 \in \mathbb{R}^N$. Also recall that we consider functions with $\int_{\mathbb{R}^n} |f(x)|^p dx = 1$, we have $\int_{\mathbb{R}^N} |F_l(z)|^p dz = 1$, which implies by (5.5)

$$a_l^p \int_{\mathbb{R}^N} \frac{dz}{(1 + b_l |||z - z_0|||^{|'|p'|})^{N-p}} \sim 1.$$  

(5.6)

Thus by Lemma [5.2], Lemma [5.1] (5.1), and $N = nl$, we have

$$(a_l)^{1/l} \overset{(5.6)}{\sim} \left( \int_{\mathbb{R}^N} \frac{dz}{(1 + b_l |||z - z_0|||^{|'|p'|})^{N-p}} \right)^{-\frac{1}{pl}} = N A_l \frac{\Gamma\left(\frac{N}{p'}\right) \Gamma\left(N - p - \frac{N}{p'}\right)}{p' \Gamma\left(N - p\right)} (b_l - \frac{N}{p'})^{-\frac{1}{p}}$$

$$= \left( (nl) \frac{(\frac{n}{p'})^{l-1} (m(B^n))^l l(\Gamma(\frac{n}{p'}))^l}{l \Gamma(\frac{nl}{p'})} \frac{\Gamma(\frac{nl}{p'}) \Gamma(nl - p - \frac{nl}{p'})}{l \Gamma(\frac{nl}{p'}) \Gamma(nl - p)} (b_l)^{-\frac{N}{p'}} \right)^{-\frac{1}{pl}}$$

$$= \frac{n}{p'}^{-1/p} (m(B^n))^{-1/p} \left( \frac{\Gamma(\frac{n}{p'})}{\Gamma(\frac{nl}{p'} - p)} \right)^{-1/p} \left( \frac{\Gamma(nl - p)}{\Gamma(\frac{nl}{p'} - p)} \right)^{1/p} (b_l)^{\frac{n}{p'}}$$

$$= C(n, p) \left\{ \frac{\Gamma(nl - p)}{\Gamma(\frac{nl}{p'} - p)} \right\}^{1/p} (b_l)^{\frac{n}{p'}}.$$
Now, Stirling’s formula \(3.7\) implies

\[
(a_l)^{1/l} \sim C(n, p) \left\{ \frac{(nl - p)^{nl-p-1/2}e^{-(nl-p)}}{(nl-p-n!)^{l}p^{-1/2}e^{-(nl-p)}} \right\}^{\frac{1}{p'}} (b_l)^{\frac{n}{p'}}
\]

\[
\sim C(n, p) \left\{ \frac{(nl)^{nl-1/2}}{(nl-p-n!)^{l}p^{-1/2}e^{-(nl-p)}} \right\}^{\frac{1}{p'}} (b_l)^{\frac{n}{p'}}
\]

\[
= C(n, p) \left\{ p^{\frac{n}{p'}-1/2}nl^{\frac{n}{p'}}e^{-\frac{n}{p'}} \right\}^{\frac{1}{p'}} (b_l)^{\frac{n}{p'}}
\]

\[
\sim C(n, p)p^{\frac{n}{p'}}(nl)^{\frac{n}{p'}}e^{-\frac{n}{p'}} (b_l)^{\frac{n}{p'}}
\]

\[
= C(n, p) \left( \frac{p^{\frac{n}{p'}}(nl)}{e} b_l \right)^{\frac{n}{p'}}
\]

as \(l \to \infty\). Therefore, we obtain

\[ (a_l)^{1/l} \sim C(n, p) \left( \frac{p^{\frac{n}{p'}}(nl)}{e} b_l \right)^{\frac{n}{p'}} \quad \text{as } l \to \infty. \]  

Recall \(F_l(z) = \Pi_{i=1}^{l} f_i(x^i)\) where \(z = (x^1, \cdots, x^l) \in \mathbb{R}^{nl} = \mathbb{R}^N, x^i \in \mathbb{R}^n \) \((i = 1, \cdots, l)\). We choose

\[ z = (x, \cdots, x), \quad z_0 = (x_0, \cdots, x_0) \quad \text{with } x, x_0 \in \mathbb{R}^n. \]

Then it follows that

\[ ||z - z_0||^{p'} = \sum_{i=1}^{l} ||x^i - x^i_0||^{p'} = l||x - x_0||^{p'} \]

and

\[ f_l(x) = (F_l(z))^{1/l} \sim (a_l)^{1/l}(1 + lb_l||x - x_0||^{p'})^{1/l-n/p} \quad (\forall x \in \mathbb{R}^n) \]

as \(l \to \infty\) by \(5.5\). Note that \((f_l(x_0))^{l} = F_l(z_0) \sim a_l\) as \(l \to +\infty\).

We have three possible behaviors of the sequence \(b_l\) as \(l \to \infty\):

i) \(b_l \to +\infty\),

ii) \(b_l \to \bar{b} \in (0, +\infty)\),

iii) \(b_l \to 0\).

Indeed if the limit does not exist, then we can argue one of the previous cases up to a subsequence.
If \( b_l \to +\infty \), we have the contradiction since by \((5.7)\)

\[
    f_l(x) \sim (a_l)^{1/l}(1 + l b_l \|x - x_0\|^q)^{1/l - n/p}
\]

\[
    \sim C(n, p) \left( \frac{p^l}{p^l} \frac{n}{e} \right)^{\frac{n}{p^l}} \left( l b_l \right)^{\frac{n}{p^l}} (1 + l b_l \|x - x_0\|^p)^{1/l - n/p}
\]

\[
    \sim C(n, p) \left( \frac{p^l}{p^l} \frac{n}{e} \right)^{\frac{n}{p^l}} \left( l b_l \right)^{\frac{n}{p^l} + \frac{1}{l} - \frac{n}{p} \to 0}
\]

as \( l \to +\infty \) for any \( x \in \mathbb{R}^n \) with \( x \neq x_0 \), which is absurd by the restriction \( \int_{\mathbb{R}^n} |f_l(x)|^p dx = 1 \). Note that \( \frac{n}{p^l} + \frac{1}{l} - \frac{n}{p} < 0 \) when \( l \) is sufficiently large.

Also if \( b_l \to b \in (0, +\infty) \), we see

\[
    f_l(x) \sim (a_l)^{1/l}(1 + l b_l \|x - x_0\|^q)^{1/l - n/p}
\]

\[
    \sim C(n, p) \left( \frac{p^l}{p^l} \frac{n}{e} \right)^{\frac{n}{p^l}} \left( \bar{b} \right)^{\frac{n}{p^l} + \frac{1}{l} - \frac{n}{p} \to 0}
\]

as \( l \to +\infty \) by \((5.7)\) for any \( x \in \mathbb{R}^n \), \( x \neq x_0 \), again a contradiction.

Thus the only possible case is the third one and we have \( b_l \to 0 \) as \( l \to \infty \).

Next, we choose

\[
    z = (x, x_0, \cdots, x_0), \quad z_0 = (x_0, \cdots, x_0) \quad \text{with} \, x, x_0 \in \mathbb{R}^n.
\]

Then it follows that \( |||z - z_0|||^{p'} = \sum_{i=1}^{l-1} \|x^i - x_0^i\|^{p'} = \|x - x_0\|^{p'} \) and since \( F_l(z) = f_l(x)(f_l(x_0))^{l-1} \sim (a_l)^{1/l} f_l(x) \), we have by \((5.5)\) that

\[
    f_l(x) \sim (a_l)^{1/l}(1 + b_l \|x - x_0\|^{p'})^{1 - N/p}, \quad \forall x \in \mathbb{R}^n
\]

as \( l \to \infty \). In this case, by \( \log(1 + t) = t + o(1) \) as \( t \to +0 \), we see

\[
    f_l(x) \sim (a_l)^{1/l}(1 + b_l \|x - x_0\|^{p'})^{1 - N/p}
\]

\[
    = (a_l)^{1/l} \exp \left( (1 - N/p) \log(1 + b_l \|x - x_0\|^{p'}) \right)
\]

\[
    \sim (a_l)^{1/l} \exp \left( (1 - N/p) b_l \|x - x_0\|^{p'} \right).
\]

Again three cases (up to a subsequence) are possible for the behaviors of the sequence \( lb_l \),

- (iii-1) \( lb_l \to +\infty \),
- (iii-2) \( lb_l \to 0 \),
- (iii-3) \( lb_l \to c \neq 0 \) as \( l \to \infty \).
(iii-3) $l b_l \to \bar{b} \in (0, +\infty)$.

The first case (iii-1) does not occur since by \((5.7)\), we have

$$f_l(x) \sim (a_l)^{1/l} \exp \left( (1 - n/l) b_l \|x - x_0\|^{p'} \right)$$

$$\sim C(n, p) \left( \frac{p^{p'} n}{e} \right)^{\frac{n}{p'}} (lb_l)^{\frac{n}{p'}} \exp \left( (-\frac{n}{p})(lb_l) \|x - x_0\|^{p'} \right) \to 0$$

as $l \to +\infty$ for any $x \in \mathbb{R}^n$ such that $x \neq x_0$, if $lb_l \to +\infty$.

Also the second case (iii-2) does not occur, since if it would happen, then

$$a_l^{1/l} \sim C(n, p) \left( \frac{p^{p'} n}{e} \right)^{\frac{n}{p'}} (lb_l)^{\frac{n}{p'}} \to 0$$

and $b_l \to 0$ as $l \to \infty$. Thus

$$f_l(x) \sim (a_l)^{1/l} (1 + b_l \|x - x_0\|^{p'})^{1 - (n/l)/p} \to 0$$

as $l \to +\infty$ for any $x \in \mathbb{R}^n$, which is absurd.

Thus the only case to be considered is the third one: $lb_l \to \bar{b} \in (0, +\infty)$. In this case, we have

$$f_l(x) \sim (a_l)^{1/l} \exp \left( (1 - N/p) b_l \|x - x_0\|^{p'} \right)$$

$$\sim C(n, p) \left( \frac{p^{p'} n}{e} \right)^{\frac{n}{p'}} (lb_l)^{\frac{n}{p'}} \exp \left( (-\frac{n}{p})(lb_l) \|x - x_0\|^{p'} \right)$$

$$\sim C(n, p) \left( \frac{p^{p'} n}{e} \right)^{\frac{n}{p'}} (\bar{b})^{\frac{n}{p'}} \exp \left( (-\frac{n}{p})(\bar{b}) \|x - x_0\|^{p'} \right)$$

as $l \to +\infty$. This is the desired conclusion. $\square$
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