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We perform a detailed analysis of electronic polarizability of graphene with different theoretical approaches. From Kubo’s linear response formalism, we give a general expression of frequency and wave-vector dependent polarizability within the random phase approximation. Four theoretical approaches have been applied to the single-layer graphene and their differences are on the band overlap of wave functions. By comparing with the \textit{ab initio} calculation, we discuss the validity of methods used in literature. Our results show that the tight-binding method is as good as the time-consuming \textit{ab initio} approach in calculating the polarizability of graphene. Moreover, due to the special Dirac-cone band structure of graphene, the Dirac model reproduces results of the tight-binding method for energy smaller than 3 eV. For doped graphene, the intraband transitions dominate at low energies and can be described by the Lindhard formula for two-dimensional electron gases. At zero temperature and long-wavelength limit, with the relaxation time approximation, all theoretical methods reduce to a long-wave analytical formula and the intraband contributions agree to the Drude polarizability of graphene. Effects of electrical doping and temperature are also discussed. This work may provide a solid reference for researches and applications of the screening effect of graphene.
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I. INTRODUCTION

As the first isolated single-layer material, graphene has attracted intense interest for its unique electronic structures [1–3]. Due to the unusual gapless linear band structure with a vanishing density of state at the Fermi energy, screening properties in graphene differ significantly from conventional two-dimensional (2D) materials and become one of the most important quantities for prospective applications in many fundamental physics [4]. The dynamical electric screening can be characterized by a frequency and wave-vector dependent polarizability $\Pi(q, \omega)$ which describes the response of induced charge density to a time-dependent effective potential. The quantities such as electrical conductivity, dielectric function, electrical susceptibility, reflection coefficient, have simple relations with the electronic polarizability that usually involve the pure Coulomb interaction $e^2/r$. For example, the electrical dielectric function has the form $\varepsilon = 1 - \varepsilon_0$ with its zeros correspond to the poles of the response function that describe the plasmon modes. In the momentum space, the 2D electrical conductivity has the relation $\sigma = io\Pi/\omega^2$ that can be obtained from the linear response electrodynamics. These quantities have been proved to play a pivotal role in developing a variety range of physical applications especially for the near-field energy transport [5–12] and the Casimir effects [13–18].

In general, the polarizability of graphene is nonlocal that depends on both the frequency and the wave vector. Other factors like temperature, electrical doping (chemical potential), and sometimes the mass-gap can also play an important role. Many theoretical approaches have been developed to study the screening effect of graphene, for both polarizability [19,20] and conductivity [21–26]. In particular, Wunsch et al [19] gives an analytical formula of dynamical polarizability with the Matsubara technique at zero temperature, which agrees with the work of Hwang and Das Sarma [20]. In the long-wavelength limit $q \to 0$, Falkovsky and Varlamov [23,24] obtained simple analytical expressions of conductivity of graphene via Green’s functions approach. Besides, Borda et al [27,28] performed the quantum electrodynamics in (2+1)-dimensional space-time to get the complete components of polarization tensor of graphene. Then the electrical conductivity of graphene at arbitrary temperature is developed taking into account mass-gap parameter by Klimchitskaya et al [25,26]. However, most of the theoretical treatments are based on the Dirac model that the energy dispersion is assumed to be linear around the $K$ points of the Brillouin zone. This assumption is only applicable to the nearest $\pi$ band of graphene with energy less than a few electron volts. Moreover, with finite electrical doping, the Drude model has been widely used to calculate the intraband contributions to the heat transfer and the Casimir force [5,13]. A detailed discussion on the validity of these theoretical treatments is still lacking.

In this paper, we present a derivation, comparison, and discussion of different methods to calculate the frequency- and wave-vector-dependent electric polarizability of graphene. The effects from temperature and chemical potential are also discussed. We focus on the density-density correlation function of graphene at the quasistatic limit such that only the longitudinal component of polarizability is considered in this work. We also do not consider the dependence on
the mass gap parameter throughout our discussion. We study four theoretical approaches, namely, density functional theory (DFT) based \textit{ab initio} method, nearest-neighbor tight-binding method, the Dirac model, as well as the Lindhard formula for two-dimensional electron gas (2DEG) [29,30]. From the linear response Kubo formula [31], we obtain a general expression of the electrical polarizability and then employ it to graphene with different approximations. The only difference between different methods is given by a so-called prefactor that describes the band overlap of wave functions. Our results show that the tight-binding method can produce comparable results to the \textit{ab initio} calculation. When the energy is smaller than 3 eV, the Dirac model reproduces the results of the tight-binding method. With finite electrical doping, intraband transitions become dominant at low energy and can be well described by the Lindhard formula.

II. POLARIZABILITY

To get explicit response function from a microscopic electronic structure, we consider a system under small time-dependent external perturbation that the Hamiltonian has the form \( H = H_0 + H_1(t) \), where \( H_0 \) is the unperturbed term and \( H_1 \) represents time-dependent interactions between the charge density \( \rho(\mathbf{r}) \) and an external electric potential \( \phi(\mathbf{r}, t) \). Assuming the perturbation is switched on adiabatically, we can write the interaction term as

\[
H_1(t) = \int d^3 \mathbf{r} \hat{\rho}(\mathbf{r}) \phi(\mathbf{r}, t) e^{i\omega t},
\]

where \( \hat{\rho} \) is the charge density operator. The damping factor \( \eta \) is an infinitesimal positive quantity which ensures that the perturbation vanishes at \( t \to -\infty \) and accounts for the carrier relaxation that is provided by the long-range scatterers [24]. In the interaction picture, the charge density operator \( \hat{\rho}(\mathbf{r}, t) = e^{iH_0 t/\hbar} \hat{\rho}(\mathbf{r}) e^{-iH_0 t/\hbar} \) and the expectation value of the induced charge density \( \delta \rho \) is a linear response of the external perturbation:

\[
\langle \delta \hat{\rho}(\mathbf{r}, t) \rangle = \int dt' \int d^3 \mathbf{r}' \chi(\mathbf{r}, \mathbf{r}', t - t') \phi(\mathbf{r}', t'),
\]

where \( \chi \) is the electric susceptibility that is given by the Kubo formula [31]

\[
\chi(\mathbf{r}, \mathbf{r}', t - t') = -\frac{i}{\hbar} \Theta(t - t') \langle [\hat{\rho}(\mathbf{r}, t), \hat{\rho}(\mathbf{r}', t')] \rangle.
\]

where \( \Theta \) is the Heaviside step function that equals 1 for \( t > t' \) and 0 otherwise.

Here we are more interested in the electric polarizability \( \Pi \) which represents the linear response of the induced charge density to the total (external + induced) potential of the system. The relation between \( \Pi \) and \( \chi \) is given by the Dyson equation \( \chi = \Pi + \Psi \chi \) where \( \psi \) is the bare Coulomb interactions of 2D system [32,33]. For noninteracting electron systems, we can consider only the bare bubble diagram of the Dyson equation so that the electric polarizability in the random phase approximation (RPA) [34] writes

\[
\Pi(\mathbf{r}, \mathbf{r}', \omega) = 2e^2 \sum_{i,j} \frac{\psi_i(\mathbf{r}) \psi_j(\mathbf{r}') \psi_i^*(\mathbf{r}) \psi_j^*(\mathbf{r}')}{\epsilon_j - \epsilon_i - \hbar \omega - i\eta},
\]

where we transformed Eq. (3) into frequency domain and calculate the expectation value of density operator commutator with independent particle wave-functions \( \psi \) and corresponding energies \( \epsilon \) of unperturbed Hamiltonian \( H_0 \). The index \( i, j \) denote different states, the factor 2 accounts for the spin degeneracy, and \( \epsilon \) is the electron charge. The function \( f = (1 + e^\beta(\epsilon - \mu))^{-1} \) is the Fermi distribution function with \( \beta = 1/k_BT \) and \( \mu \) the chemical potential.

For systems with a periodic crystal, it is more convenient to calculate the polarizability in momentum space. According to the Bloch theorem, the sum over states in Eq. (4) can be performed by a sum over bands and \( k \) points \((i \to nk, j \to n'k')\) where \( k \) lies within the first Brillouin zone. Due to the lattice translation symmetry, we have \( \Pi(\mathbf{r} + \mathbf{R}, \mathbf{r}' + \mathbf{R}) = \Pi(\mathbf{r}, \mathbf{r}') \), where \( \mathbf{R} \) is any real-space lattice vector. It can be shown from Fourier transform of Eq. (4) that \( \Pi(\mathbf{q}, \mathbf{q}', \omega) \) is only nonzero if \( \mathbf{q} \) and \( \mathbf{q}' \) differ by a reciprocal lattice vector \( \mathbf{G} \) and the quasimomentum conservation holds, i.e., \( \mathbf{k}' = \mathbf{k} + \mathbf{q} \) modulo \( \mathbf{G} \). Writing wave-function \( \psi_{n,k}(\mathbf{r}) = \psi_{nk}(\mathbf{r}) e^{i\mathbf{k} \cdot \mathbf{r}} \) with the Bloch function \( \psi_{nk}(\mathbf{r}) \), we have

\[
\Pi_{\mathbf{G},\mathbf{G}'}(\mathbf{q}, \omega) = \frac{2e^2}{\Omega} \sum_{n,n',k} \frac{\langle \delta \hat{\rho}_{nk} | e^{-i\mathbf{G} \cdot \mathbf{r}} | \delta \hat{\rho}_{n'k+q} \rangle \langle \delta \hat{\rho}_{n'k+q} | e^{i\mathbf{G}' \cdot \mathbf{r}} | \delta \hat{\rho}_{nk} \rangle}{\epsilon_{n'k+q} - \epsilon_{nk} - \hbar \omega - i\eta},
\]

where \( N \) is the number of \( k \) points in the first Brillouin zone and \( \mathbf{r} \) is the electron position operator. For 2D materials, \( \Omega \) is the area of the primitive cell and \( \mathbf{q} \) is the in-plane Bloch wave vector.

III. MODELS FOR GRAPHENE

The general formula of polarizability \( \Pi \) in Eqs. (4) and (5) are summing over transitions from different states and the key quantity is the unperturbed stationary eigenfunctions and corresponding eigenvalues. In this section, we apply this general formula to graphene with specific band structures obtained from different theoretical frameworks and approximations.

A. \textit{Ab initio}

We can calculate the electronic band structure of graphene from the \textit{ab initio} methods that solve the many-body Schrödinger equation in the self-consistent-field approach. In principle, many first principles methods, such as the \textit{GW} method [35] and the time-dependent density functional theory [33], can be used to obtain the excitation properties. In this work, we calculate the polarizability of graphene using DFT in the Kohn-Sham scheme [36] that the effective Hamiltonian writes

\[
H = -\frac{\hbar^2}{2m} \nabla^2 + (V_{\text{ext}} + V_H + V_{\text{xc}}),
\]

where \( \hbar^2 \) is the reduced Planck constant, \( m \) is the effective mass of electron, and \( V_{\text{ext}} + V_H + V_{\text{xc}} \) are the external potential, the Hartree potential, and the exchange-correlation potential.
where $V_{\text{ext}}$ is the external potential, $V_H$ the Hartree potential, and $V_{\text{xc}}$ the exchange-correlation potential. The Kohn-Sham equation can be solved self-consistently to get the ground state wave functions, which have the form of Slater determinant [37] of single-particle orbitals. In RPA, the independent particle polarizability yields the Adler-Wiser formula [38,39]

$$
\Pi_{G,G}(q, \omega) = \frac{2e^2}{N\Omega} \sum_{n,n',k} \langle \phi_{nk} | e^{-(q+G)\cdot r} | \phi_{nk+q} \rangle \langle \phi_{nk+q} | e^{i(q+G)\cdot r'} | \phi_{nk} \rangle \frac{f_{n'k+q} - f_{nk}}{\epsilon_{nk+q} - \epsilon_{nk} - \hbar\omega - i\eta},
$$

(7)

where $\phi_{nk}$ and $\epsilon_{nk}$ are Kohn-Sham wave functions and eigenvalues, respectively. This formula reduces to Eq. (5) if writing the Kohn-Sham wave functions in the form of Bloch functions, i.e., $\phi_{nk}(r) = u_{nk}(r)e^{ik\cdot r}$. Because the ground state electronic structure corresponds to zero temperature, the Fermi function becomes a step function that equals 1 for occupied states and 0 for unoccupied states.

It is worth noting that Eq. (7) is not limited to the Kohn-Sham-RPA scheme and further improvements are possible. For example, one can substitute the Kohn-Sham eigenvalues $\epsilon_{nk}$ by the quasiparticle particle energies $E_{n,k}$ obtained from GW method (GW-RPA) as the former has intrinsic problems of underestimating the energy states. Moreover, the electron-hole interactions can be taken into account by solving the Bethe-Salpeter equation [40] on top of the GW-RPA calculations [33].

B. Tight binding

Figure 1 shows the hexagonal lattice structure of graphene and its Brillouin zone. The unit cell of graphene consists of two different sites $A$ and $B$. Considering only nearest-neighbor hopping, the tight-binding Hamiltonian for graphene has the form [4]

$$
H = -\gamma \sum_{\langle i,j \rangle} (a^\dagger_i b_j + b^\dagger_j a_i),
$$

(8)

where $a_i$ ($a^\dagger_i$) annihilates (creates) an electron on site $r_i$ on sublattice $A$ (similarly for $b_j$, $b^\dagger_j$ on sublattice $B$). $\gamma \approx 2.8$ eV is the nearest-neighbor hopping parameter between different sublattices. The sum index $\langle i,j \rangle$ means the nearest neighbors are summed once for each pair.

![FIG. 1. Honeycomb lattice of graphene and its Brillouin zone. (a) Lattice structure of graphene, $\bar{a}_0 = 1.42 \text{ Å}$ the distance between two nearest neighbor carbon atoms; $a_1$ and $a_2$ are lattice vectors of the unit cell which consists of two different sites $A$ and $B$; $\delta_i$, $l = 1, 2, 3$ are the nearest-neighbor vectors. (b) The Brillouin zone of graphene, $b_1$ and $b_2$ are reciprocal vectors. The Dirac cones locate at the $K$ and $K'$ points.](image)

Due to the honeycomb lattice of carbon atoms, the matrix representation of Hamiltonian of graphene is diagonal in the momentum space

$$
H(k) = \begin{bmatrix}
0 & -\gamma f(k) \\
-\gamma f^*(k) & 0
\end{bmatrix},
$$

(9)

where $f(k) = \sum_{\delta} e^{i\delta \cdot k}$ with $\delta_1 = a_0(-1, 0)^T$, $\delta_2 = a_0(1/2, \sqrt{3}/2)^T$, and $\delta_3 = a_0(1/2, -\sqrt{3}/2)^T$ as depicted in Fig. 1. The eigenvalues of the tight-binding Hamiltonian can be written as $\epsilon_{n,k} = n\gamma |f(k)|$ where $n = \pm 1$ denotes two modes of the conduction (+1) and valence bands (−1). Introducing the phase factor $e^{-i\phi(k)} = f(k)/|f(k)|$, the cell normalized Bloch eigenstates of graphene become

$$
S_{n,k} = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 \\
ne^{i\phi(k)}
\end{bmatrix}.
$$

Because the charge distribution is homogeneous for the two sub-lattice of graphene, one can neglect the reciprocal lattice vector $G$ (i.e., the local field effect [41,42]) and finally write the tight-binding polarizability of graphene as [7]

$$
\Pi(q, \omega) = \frac{2e^2}{N\Omega} \sum_{n,n',k} S_{n,k}^\dagger S_{n,k}^\dagger S_{n',k+q} S_{n',k+q} \times \frac{f_{n',k+q} - f_{nk}}{\epsilon_{nk+q} - \epsilon_{nk} - \hbar\omega - i\eta}.
$$

(10)

C. Dirac model

We can numerically calculate the tight-binding polarizability of Eq. (10) with proper sampling of $k$ and $q$ in the first Brillouin zone. However, due to the special electronic band structure, the energy dispersion of graphene is linear around the vicinity of $K$ and $K'$ points of the Brillouin zone. When $q$ is small, we can expand the $f(k)$ around the Dirac point and the matrix element of Eq. (9) $f(k) \approx -3a_0(k_x - ik_y)/2$ in the Dirac model. The Dirac Hamiltonian of graphene has the form $H = \hbar v_F k \cdot \sigma$ where $\sigma_i$ are the Pauli matrices. The Fermi velocity $v_F = 3a_0\gamma/2\hbar$ has the value $\sim 10^6$ m/s that does not depend on the energy or momentum. The eigenvalues of the Dirac Hamiltonian can be expressed as $\epsilon_{nk} = n\hbar v_F |k|$. Substituting the eigenvectors in Eq. (10) into Eq. (10) and taking into account the valley degeneracy, we can further write the Dirac polarizability of graphene as

$$
\Pi(q, \omega) = 4e^2 \sum_{n,n',l=\pm 1} \int \frac{d^2k}{(2\pi)^2} \frac{1}{1 + nn' \cos \theta} \times \frac{f_{n',k+q} - f_{nk}}{\epsilon_{nk+q} - \epsilon_{nk} - \hbar\omega - i\eta},
$$

(11)
where we have replaced the sum of \( \mathbf{k} \) points in the first Brillouin zone by an integral of \( \mathbf{k} \) in the momentum space because the Dirac Brillouin zone \( 2\pi/\alpha_0 \rightarrow \infty \). The angle \( \theta = \varphi(\mathbf{k} + \mathbf{q}) - \varphi(\mathbf{k}) \), and the factor 4 accounts for both spin and valley degeneracies. In the Dirac model, the phase factor has the form \( e^{i\varphi(\mathbf{k})} = (k_x + i k_y)/|\mathbf{k}| \) and thus \( \theta \) is just the angle between \( \mathbf{k} \) and \( \mathbf{k} + \mathbf{q} \) in the momentum space.

It is worthwhile to emphasize that Eq. (11) depends on the wave vector, frequency, chemical potential, as well as temperature. This formula can be evaluated numerically by integrating the Brillouin zone with

\[
\cos \theta = \frac{\mathbf{k} \cdot (\mathbf{k} + \mathbf{q})}{|\mathbf{k}||\mathbf{k} + \mathbf{q}|} \tag{12}
\]

for all nonvanishing wave vectors of \( \mathbf{k} \) and \( \mathbf{k} + \mathbf{q} \).

Besides the general expression of Dirac polarizability of Eq. (11), many analytical formulas based on the Dirac model have been derived under certain conditions and approximations. Firstly, at zero temperature, the Fermi function becomes a simple step function that the conduction band is empty \((f_{+1} = 0)\) and the valence band is fully occupied \((f_{-1} = 1)\). For intrinsic undoped graphene, because of the gapless Dirac band structure, only interband transitions are possible. However, real graphene samples are usually doped that both intraband and interband transitions can occur. The doping effect is characterized by a nonzero chemical potential \( \mu \) in the Fermi function. At zero temperature, Wunsch et al. \([19]\) reported a relatively simple analytical formula of the polarizability of graphene with arbitrary wave vectors. Similar work has been done by Hwang and Das Sarma \([20]\) and their formula produces exactly the same numerical results as that of Wunsch’s. Secondly, in the optical region, the magnitude of the wave vector \( q \rightarrow 0 \) and one can omit the spatial dispersion. This was done by Falkovsky \([24]\) in the study of conductivity of graphene. Moreover, within the framework of quantum electrodynamics, Klimchitskaya et al. \([25,26]\) report an analytical formula of conductivity of graphene based on the Dirac model at finite temperature and mass gap.

If the scattering process induced carrier relaxations are taken into account with the relaxation time approximation \((\hbar \omega \rightarrow \hbar \omega + i \eta) \tag{43,44}\), for the local \((q \rightarrow 0)\) polarizability of graphene at zero temperature \((T \rightarrow 0)\) and zero mass gap with \( \omega > v_F q \) fixed, the consensus was reached for the Dirac polarizability obtained form the Kubo formalism and from the quantum electrodynamics. All reported analytical formulas reduce to what we call the long-wave polarizability of graphene \([19,20,23-26]\)

\[
\Pi_{(T,q) \rightarrow \omega}(\omega) = \frac{q^2 e^2}{2\pi(\hbar \omega + i \eta)} \left[ \frac{2\mu}{\hbar \omega + i \eta} + i \frac{\pi}{2} \Theta(\hbar \omega - 2\mu) \right]. \tag{13}
\]

The first term in the square brackets of Eq. (13) gives interband transitions that is proportional to the chemical potential. For graphene, the chemical potential can be written as \( \mu = \hbar v_F k_F \) with the Fermi momentum \( k_F = \sqrt{\pi |n|} \) and \( |n| \) the 2D carrier density \([20]\). Given the relation \( \sigma = i o\Pi/q^2 \) for 2D systems, the first term of Eq. (13) yields \( \sigma(\omega) = i D/\pi(\omega + i \Gamma) \) which is exactly the Drude conductivity of graphene \([45]\). The scattering rate \( \Gamma = \eta/\hbar \) and the Drude weight \( D = (v_F e^2/\hbar)\sqrt{|n|} \).

The second and third terms represent interband transitions, which become negligible when \( \hbar \omega \ll 2\mu \). Nevertheless, for \( \hbar \omega > 2\mu \), the interband transitions contribute and the corresponding conductivity of graphene has the form of \( \sigma_0 = e^2/4\hbar \) which is the so-called universal conductivity of graphene \([25,46]\).

**D. Lindhard**

We have shown that at finite electrical doping, the transport property of graphene is governed by the interband transitions when \( \hbar \omega \ll 2\mu \). With large carrier concentrations, one can infer that the interband contributions to the polarizability of graphene correspond to that of 2DEG. In this case, the wave function has the form of plane waves so that the cell normalized Bloch function \( u_{n,k} \) become a constant and the overlapping term of wave functions can be omitted. Then we have the Lindhard polarizability of 2DEG as \([29]\)

\[
\Pi(\mathbf{q}, \omega) = 4e^2 \sum_{n,n'} \int \frac{d^2k}{(2\pi)^2} \frac{f_{n',k+q} - f_{n,k}}{\epsilon_{n',k+q} - \epsilon_{nk} - \hbar \omega - i \eta}. \tag{14}
\]

With the Dirac dispersion \( \epsilon_{nk} = \hbar v_F |\mathbf{k}| \), one can numerically solve Eq. (14) to get the interband polarizability of graphene. Interestingly, Eq. (14) corresponding to the Dirac polarizability of Eq. (11) with \( \theta = 0 \) fixed that implies \( \mathbf{k} + \mathbf{q} \) has the same direction as \( \mathbf{k} \) for interband transitions.

For small wave vector \( q \), we can expand the numerator of Eq. (14) as \( \mathbf{q} \cdot \nabla_k f_k \) and the difference of energies in the denominator as \( f_{n} f_{n'} \) with \( \mathbf{v}_k = v_F k/|\mathbf{k}| \) is the carrier velocity. Then we get the analytical formula of polarizability of graphene given by Svintsov and Ryzhii \([47]\)

\[
\Pi(\mathbf{q}, \omega) = \frac{2e^2}{\pi \hbar^2 v_F} \left( \ln\left(1 + e^{\beta \omega}\right) \right) \frac{s}{\sqrt{s^2 - 1}} - 1. \tag{15}
\]

where \( \beta = 1/k_B T \) and \( s = (\hbar \omega + i \eta)/\hbar v_F q \).

In Eq. (15), when \( T \rightarrow 0 \), the first bracket term reduces to \( 1 \) and when \( q \rightarrow 0 \), the second bracket term reduces to \( 1/2s^2 \). In this case, we may write

\[
\Pi_{(T,q) \rightarrow \omega}(\omega) = \frac{\mu q^2 e^2}{\pi(\hbar \omega + i \eta)^2}, \tag{16}
\]

which is exactly the Drude term of polarizability as shown in Eq. (13).

**E. Summary**

We have derived expressions of the polarizability of graphene from different methods. In the linear response scheme, the general formula of polarizability is given by Eq. (5) that involves the eigenvalues and eigenfunctions.
of unperturbed Hamiltonian. Due to the special electronic properties of graphene, different theoretical frameworks and approximations can be applied at certain conditions. Up to now, we have shown four theoretical approaches, i.e., ab initio, tight-binding, Dirac, and the Lindhard formula for intraband transitions. For all of these methods, we may write a unified formula of the polarizability of graphene as

\[
\Pi_{\text{real}}(q, \omega) = 2e^2 \sum_{n,n'} \int \frac{d^2k}{(2\pi)^2} F_{\epsilon_{n,k}}(\epsilon_{n',k+q} - \epsilon_{n,k} - i\eta),
\]

where the prefactor \(F_{\epsilon_{n,k}}\) denotes the band overlap of the wave functions in Eq. (5). Neglecting the local field effect, we can summarize the prefactor of each method as

- General form: \(\langle u_{nk}|u_{n'k+q}|u_{nk}\rangle\);
- \(ab\) initio: \(\langle \phi_{nk}|e^{-iqr}\phi_{nk}|\phi_{nk}\rangle\);
- Tight-binding: \(S_{n,k}^\dagger S_{n',k+q}^\dagger S_{n',k+q} S_{n,k}\);
- Dirac: \(g_D (1 + mn' \cos \theta)\);
- Lindhard: \(g_L\),

where \(g_D = 2\) is the valley degeneracy for graphene.

IV. COMPARISON AND DISCUSSION

In this section, we compare the polarizability of graphene calculated from different models as discussed above. We treat the parameter-free \(ab\) initio results as the reference to discuss the validity of each method with different wave vectors and frequencies. Dependences on chemical potential and temperature are also discussed. It was reported that the temperature dependence of electron transport in graphene is remarkably weak in the temperature range 0.03–300 K [48]. So we fix \(T = 300\) K for all calculations except for the discussion on temperature dependence. We assume a rather conservative value for the energy broadening that the damping factor \(\eta\) is set to 0.05 eV. This corresponds to the lifetime of electron \(\tau \sim 10^{-14}\) s for graphene [49–51]. We numerically solve Eqs. (10), (11), and (14) to calculate the tight-binding, Dirac, and Lindhard polarizability of graphene, respectively. The nearest-neighbor hopping parameter \(\gamma\) is set to 2.8 eV that corresponds to a Fermi velocity \(v_F = 9.1 \times 10^5\) m/s. Other analytical expressions from the literature are also calculated and compared.

For the \(ab\) initio calculation, we start from the ground state calculations by using DFT as implemented in QUANTUM ESPRESSO [52,53]. Then the \(ab\) initio polarizability of graphene is calculated on top of the ground state band structure by using the Berkerely GW package [54,55]. We adapt the norm-conserving pseudopotential generated by the Martins-Troullier approach [56] with the Perde-Wurke-Ernzerhof (PBE) exchange-correlation functional in the generalized gradient approximation (GGA) [57]. A plane-wave basis set with 60 Ry energy cutoff is used to expand the Kohn-Sham wave functions. We sample the first Brillouin zone by a \(300 \times 300 \times 1\) Monkhorst-Pack [58] grid. The Fermi-Dirac smearing with 0.002 Ry smearing width is adopted to treat the partial occupancies for graphene. The in-plane lattice constant \(a_1 = a_2 = \sqrt{3}a_0 = 2.46\) Å. To avoid interactions from the neighboring lattice in the \(z\) direction, a large lattice constant of \(a_3 = 18\) Å is set to the \(z\) direction of the unit cell.

A. Wave vector

We first consider the spatial dispersion of polarizability of graphene. In Fig. 2, we show the calculated polarizability of graphene obtained from different methods with different wave vectors. The frequency is fixed at 0.3 eV and the chemical potential \(\mu = 0.1\) eV. Firstly, let us consider the real part polarizability of graphene as shown in Fig. 2(a). As we can see, when \(q < 10^8\) m\(^{-1}\), the deviation of results from different methods gradually vanish. This agree to the fact that graphene is a Dirac material and all formulas obtained from the Dirac model reduce to the long-wave formula when \(v_F q << \omega\). Moreover, because the frequency \(\hbar \omega\) is not significantly greater than \(2\mu\), the intraband transitions dominate at small wave vectors so that the Drude polarizability agrees well with others. At large wave vectors, models with only intraband transitions, i.e., Drude, Svintsov, and Lindhard, failed to describe the spatial nonlocality of transport properties of graphene. In particular, the Drude polarizability grows as a positive parabola which presents an unreal screening effect. However, when \(q < 5 \times 10^8\) m\(^{-1}\), the Drude polarizability...
agree well with that of the Lindhard model. This suggests that one can safely use the Drude model to calculate the intraband contributions in near-field heat transfer when wave vector is less than 300 times of \( c \omega / \) where \( c \) is the speed of light. Both Lindhard and Svintsov polarizability saturate when \( q > 2 \times 10^8 \text{ m}^{-1} \) that implies the intraband transitions are negligible for transition with very large wave vectors.

Results calculated from Falkovskys’s formula and the long-wave formula show a very similar character and they start to deviate from other models when \( q > 4 \times 10^8 \text{ m}^{-1} \). This is because both of them are based on the long-wave approximation that is not supposed to be valid when wave vectors are large. On the other hand, the tight-binding results agree well with the \textit{ab initio} results except for a global shift. This shift originates from the deviation of tight-binding band structure from the \textit{ab initio} calculations at large wave vectors. Moreover, the Dirac model produces the same result as the tight-binding model when \( q < 5 \times 10^8 \text{ m}^{-1} \). This implies that the linear dispersion of the Dirac-cone band structure extends up to 3 eV. Besides, polarizability calculated from the Wunsch’s formula coincides exactly with those of the tight-binding (and Dirac) model when \( q < 2 \times 10^9 \text{ m}^{-1} \).

Secondly, unlike the real part of polarizability defines the screening of an electromagnetic wave in a medium, the imaginary part is responsible for the absorption of radiation and is proportional to the damping of oscillations. In Fig. 2(b), similar to the real part, models based on the long-wavelength approximation (Drude, long-wave, and Falkovsky) are only valid when \( q < 10^8 \text{ m}^{-1} \) and they are monotonically decreasing with the increase of wave vectors. The tight-binding, Dirac, and Wunsch model give almost identical values at all wave vectors since they are very close to \textit{ab initio} results. Strong damping peaks are shown at \( q \sim 5 \times 10^8 \text{ m}^{-1} \), which is exactly the resonance of \( \hbar v_F q \) to the frequency \( \hbar \omega = 0.3 \text{ eV} \). Interestingly, all models with spatial dispersion get a convergent vanishing value when \( q > 10^9 \text{ m}^{-1} \) that indicates a weak absorption at large wave vectors.

### B. Frequency

Next, we discuss the dynamical screening properties of graphene. We first consider the case when the long-wavelength approximation is valid. It is shown in Fig. 2 that when \( q < 10^8 \text{ m}^{-1} \), the differences between each method are not significant at small chemical potential and low temperature. In Fig. 3, we show the polarizabilities of graphene calculated from different methods with wave vector fixed at \( q = 9.82 \times 10^7 \text{ m}^{-1} \) and chemical potential \( \mu = 0.1 \text{ eV} \). As shown, all methods produce very similar results. The interband transitions make the calculated polarizabilities slightly smaller than those results with only intraband transitions. The Drude model is surprisingly good when compared with results from \textit{ab initio} calculations, which further supports its validity at low frequencies. All Dirac-type models (Dirac, long-wave, Falkovsky, and Wunsch) produce almost identical results and consistent with that of the tight-binding model.

In Fig. 4, we compare polarizabilities of graphene obtained from different methods with wave vector fixed at \( q = 2.95 \times 10^9 \text{ m}^{-1} \) and chemical potential \( \mu = 0.1 \text{ eV} \). With such a large wave vector, all models based on the long-wave approximation are not valid and we only compare results from models with spatial dispersion. We also extend the frequency window up to 10 eV to show the property of graphene polarizability at high frequencies. As shown in Fig. 4, the magnitudes of Lindhard and Svintsov polarizability are much smaller than those from other models even in the low-frequency range. This agrees with results as shown in Fig. 2 that intraband transitions have little contributions at large wave vectors.

For models with interband transitions, strong peaks are shown around \( \sim 1.75 \text{ eV} \) which resonant to the value of \( \hbar v_F q \). When frequencies are smaller than 3 eV, the results of tight-binding, Dirac, as well as Wunsch’s model are consistent with each other. However, when frequencies exceed 3 eV, two prominent absorption peaks are shown in the imaginary part of the \textit{ab initio} polarizability at 4.2 and 4.8 eV. These two peaks originate from transitions between the van Hove singularities around the M points of the Brillouin zone. All models with Dirac dispersion fail to describe this character of polarizability.

![FIG. 3. Comparison of real (\( \Pi_1 \)) and imaginary (\( \Pi_2 \)) polarizability of graphene in different frequencies with \( q = 9.82 \times 10^7 \text{ m}^{-1} \). Results of Wunsch and Falkovsky are calculated from the analytical formula given in Refs. [19,24], respectively.](image)

![FIG. 4. Comparison of real (\( \Pi_1 \)) and imaginary (\( \Pi_2 \)) polarizability of graphene in different frequencies with \( q = 2.95 \times 10^9 \text{ m}^{-1} \). Results of Wunsch is calculated from the analytical formula given in Ref. [19].](image)
of graphene. This indicates that the linear energy dispersion of π band in the Dirac model is not appropriate at high energies. However, except for a global shift, the tight-binding model successfully reproduces the main character of \textit{ab initio} polarizability at high frequencies, agree to previously discussed.

C. Chemical potential

Besides the wave vector and frequency, effects from doping (chemical potential) and temperature can also play an important role in screening effects of graphene. Figure 5 shows the calculated polarizability of graphene with different chemical potentials. The wave vector is fixed at a small value of \( 9.82 \times 10^7 \text{ m}^{-1} \) and the frequency is fixed at 0.3 eV. The chemical potential dependence mainly originates from the Fermi function as shown in Eq. (5). However, at zero temperature, the Fermi function becomes a step function as the case in \textit{ab initio} method. In order to tune the chemical potential in \textit{ab initio} method, one need to introduce extra charges in the ground state calculations and it is unstable with large doping. So, in Fig. 5, we show the chemical potential dependence of graphene polarizability obtained from other models. As we can see, both real and imaginary parts of polarizability have a linear relation to the chemical potential when \( \mu \gg \hbar \omega \). Results from the Dirac model coincide exactly with that of the tight-binding model and they are asymptotically approaching results from the Lindhard formula. This implies that the intraband transitions dominate the screening effect at large chemical potentials. This agrees with the fact that rich electrical doping makes the electronic structure of graphene close to the 2DEG.

On the other hand, when \( \mu < \hbar \omega \), the interband transitions contribute and the value of real part polarizability gradually decreases and saturates to a negative value at zero chemical potentials. In this case, the intraband transitions vanish and the screening effect is from the interband transitions so that the system behaves as a dielectric material.

Similar behaviors are shown for results from models with the long-wave approximation. As shown, the Drude polarizability is also linearly proportional to the chemical potential but with a different slope from the Lindhard results. Because only intraband transitions are considered, both the Drude and Lindhard model give a vanishing value at zero chemical potential. Again, results from the long-wave formula asymptotically converge to the Drude polarizability when chemical potential is large.

D. Temperature

At last, we discuss the effect of temperature. The \textit{ab initio} method calculates the ground state electronic structure at zero temperature. As reported \cite{48}, the temperature dependence is not significant for graphene polarizability when \( T < 300 \text{ K} \). In Fig. 6, we show the calculated polarizability of graphene with temperature ranges from 200 K to 5000 K. The chemical potential was set to 0.1 eV with a fixed wave vector \( q = 9.82 \times 10^7 \text{ m}^{-1} \) and frequency \( \hbar \omega = 0.3 \text{ eV} \). As seen, the general feature of temperature dependence is very similar to that of chemical potentials as shown in Fig. 5. For real part polarizability, both Lindhard, Dirac, and the Tight-binding results show an approximately linear dependence with respect to temperature. The Lindhard polarizability has a smaller slope than that of Dirac and tight-binding results which implies that temperature dependence of intraband transitions is not as sensitive as that of the interband transitions. The imaginary part polarizability, however, is nonmonotonic for results from the Dirac and tight-binding model. It increasing with temperature when \( T < 1800 \text{ K} \), and decreases at high temperatures that agree to the previous report \cite{59}. The overall temperature dependence is not significant when \( T < 3000 \text{ K} \).

V. CONCLUSION

In this work, we discussed the dynamical polarizability of graphene with four theoretical approaches. We derive the general expression of polarizability from the linear response Kubo formula. Different methods are distinguished by a prefactor that represents the band overlap of wave functions of unperturbed Hamiltonian. We discussed the validity of each method by comparing their results with different wave vector, frequency, chemical potential, and temperature. At finite doping, the Lindhard formula for 2DEG describes the intraband transitions of graphene and it reduces to the Drude formula.
when both wave vector and temperature go to zero. For models with interband transitions, the tight-binding method produces similar results as the \textit{ab initio} calculation except for a global shift that originates from the deviation of their band structure at high energies. Moreover, the Dirac model is equally good as the tight-binding method when energy is smaller than 3 eV. At zero temperature, all theoretical models reduce to a simple analytical long-wave formula in the long-wavelength limit and its intraband term corresponds to the Drude conductivity. The intraband transitions becomes dominant at large electrical doping and all theoretical model give asymptotic results with large chemical potential. The temperature dependence of the real part polarizability of graphene is approximately linear while a nonmonotonic temperature dependence is shown for the imaginary part. Our results may provide a solid reference for applications of the response and screening properties of graphene and the methods can be employed to other Dirac materials with appropriate theoretical treatments.
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