Irradiance and temperature considerations in the design and deployment of high annual energy yield perovskite/CIGS tandems†
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The annual energy yields for metal halide perovskite/copper indium gallium diselenide (CIGS) tandem photovoltaics have been calculated for 16 different bandgap combinations, using both 2 terminal and 4 terminal device designs, with fixed-tilt mounting as well as 1- and 2-axis tracking. Measured complex index of refraction data were used for the materials comprising the devices, and hourly irradiance data were extracted from Version 3 of the National Solar Radiation Database. Simulations were performed for Toledo OH, Golden CO, Phoenix AZ, and New Orleans LA, and the effect of local temperature variation was also considered. The combination of irradiance and temperature variations throughout the year cause different devices to be optimal at different times of the year. Interestingly, devices constructed to maximize AM1.5 photoconversion efficiency do not necessarily maximize the annual energy yield. A detailed analysis of the monthly energy yields at the different locations reveals the interplay between the changing light and temperature conditions. Over the course of the year these effects average to some degree so that annual energy yields that are close to the maximum possible value can be achieved by several different tandem device designs. The conclusions are valid for devices made with relatively thin perovskite layers, such as those used in champion efficiency devices. When the perovskite layers are thicker, however, the device is less tolerant to variation. Our results show that close matching of bandgap pairs is not essential for the fabrication of high-performance tandems. These findings should allow manufacturing efforts to proceed without the need for precise compositional control during formation of the absorber layers.

Introduction

In recent years, the photoconversion efficiencies (PCEs) of polycrystalline, thin-film photovoltaic (PV) devices based on CdTe, Cu(In$_{1-x}$Ga$_x$)Se$_2$ (CIGS), and metal halide perovskite have all exceeded 22% under standard test conditions (AM1.5G irradiance, 25 °C). As these devices begin to approach their internal Shockley–Queisser limit, researchers are investigating tandem device structures to access even higher PCEs. Multi-junction architectures are already well known for devices based on a-Si:H and its alloys, and also for devices based on epitaxially grown III–V materials. In the first case, multijunction devices are in fact necessary to achieve PCEs greater than even 14% due to limitations associated with the Staebler–Wronski effect. In contrast, III–V multijunctions have achieved PCEs of 38% under AM1.5G conditions and PCEs greater than 45% with concentrated sunlight, but large-scale terrestrial deployment has been limited by the high cost of the material growth processes. Concepts based on new high efficiency polycrystalline, thin-film options promise both high efficiency and low-cost manufacturing. Recent analyses show that production costs for thin-film tandems should be comparable to single junction devices, suggesting the possibility of a jump to a new, lower cost curve as well as short energy payback times.

Early work on polycrystalline thin-film tandems was hindered by low subcell efficiencies and integration issues associated with subcell incompatibilities. Recently, the development of solution processable perovskite solar cells, with band-gap tunability from 1.1 to 2.2 eV, has opened up many new avenues for exploration. Several high efficiency tandem devices have been demonstrated recently by combining a wide
We modeled 2T and 4T perovskite/CIGS tandem devices using materials and device structures that have been shown to yield high performance results in experiments.\cite{13,16,21,40} Internal quantum efficiencies were determined using the complex index of refraction data for the device materials layers within a transfer matrix formalism.\cite{11,43} While taking the internal quantum efficiencies to be unity and zero for

| (a) | (b) |
| --- | --- |
| MgF$_2$, 100 nm | MgF$_2$, 100 nm |
| ITO, 200 nm | ITO, 200 nm |
| C60, 20 nm | C60, 20 nm |
| Perovskite | Perovskite |
| PEDOT:PSS, 60 nm | PEDOT:PSS, 60 nm |
| ITO, 200 nm | ITO, 200 nm |
| ZnO, 100 nm | ZnO, 100 nm |
| CdS, 70 nm | CdS, 70 nm |
| CIGS, 2.5 μm | CIGS, 2.5 μm |
| Mo, 1 μm | Mo, 1 μm |
| Glass | Glass |

\[ \text{Eq. 1} \]

Fig. 1 (a) Two- and (b) four-terminal tandem device structures used for modelling.
light absorbed in the photoactive and photoinactive portions of the devices, respectively. Complex index of refraction data were collected from the literature\(^3\) for mixed-cation, mixed-anion perovskites of the general formula FA\(_{x}\)Cs\(_{1-x}\)PbI\(_{y}\)Br\(_{3-y}\) where FA is formamidinium. Data for chemical compositions of FA\(_{0.85}\)Cs\(_{0.15}\)PbI\(_{2.72}\)Br\(_{0.28}\), FA\(_{0.85}\)Cs\(_{0.15}\)PbI\(_{2.15}\)Br\(_{0.85}\), FA\(_{0.9}\)Cs\(_{0.1}\)PbI\(_{2}\)Br\(_{0.7}\) and FA\(_{0.83}\)Cs\(_{0.17}\)PbI\(_{2}\)Br allowed perovskite materials with bandgaps of 1.62, 1.65, 1.69 and 1.80 eV, respectively, to be modeled. Unfortunately, devices with top cell bandgaps between 1.69 and 1.80 eV could not be included in the study due to the absence of the needed data. Data for bottom cell CIGS absorbers with compositions of CuInSe\(_2\), Cu(In\(_{0.903}\)Ga\(_{0.097}\)Se\(_2\), Cu(In\(_{0.767}\)Ga\(_{0.233}\)Se\(_2\) and Cu(In\(_{0.613}\)Ga\(_{0.383}\)Se\(_2\) were taken from previous work\(,^{42,43}\) allowing modeling of bottom cells with bandgaps of 1.00, 1.08, 1.16, and 1.24 eV, respectively. The complex index of refraction data for remaining material were collected from literature.\(^{42,44,45}\) Data for CdS, Mo, ZnO layers were taken from ref. 43 and those for ITO and MgF\(_2\) were taken from ref. 44 and 45 respectively. Refractive index data for C\(_60\) and poly(3,4-ethylenedioxythiophene)-poly(styrenesulfonate) (PEDOT:PSS) were measured by spectroscopic ellipsometry.\(^46\)

Fig. 2 shows the calculated AM1.5 PCEs for tandems formed with top cell perovskite thicknesses of 300 nm to 2 \(\mu\)m in 50 nm steps for the sixteen combinations of perovskite and CIGS bandgaps that were examined in both 2T and 4T configurations. The results were generated by first integrating the product of the subcell EQE and the AM1.5G spectrum to determine the photogenerated short circuit current density \((J_{SC})\), and then determining the reverse saturation current density \((J_0)\) by integrating the product of the EQE and the blackbody spectral irradiance at a device temperature of 25 °C. The PCEs were then determined using the diode equation\(^{47}\) with an assumed diode quality factor of 1. Shunt and series resistance values were taken as 5 \(\Omega\) and 50 \(k\Omega\), respectively, for the perovskite device, and 2 \(\Omega\) and 1.3 \(k\Omega\), respectively, for the CIGS cell, in accordance with findings for high efficiency cells in the literature.\(^13,48\) The \(J/V\) characteristics of the subcells were then combined to determine the performance of the 2T and 4T tandems.\(^49\) In the 2T arrangement the two cells share an electrode and the current through the two cells is in series. Thus, there is a single maximum power operating point for the coupled subcells. In contrast, the subcells in the 4T arrangement are only optically coupled, so the two cells can be operated independently. For more details on the calculations see the ESI.\(^\dagger\)

The PCEs (Fig. 2) were found to be slowly varying with thickness across a fairly large area of the bandgap/thickness space for both 2T and 4T configurations. To proceed with the AEY analysis, we chose to fix the top cell thickness at values corresponding to champion cells.\(^50–52\) Fig. 3 shows the AM1.5 PCE as a function of CIGS and perovskite bandgaps for 2T devices with a top cell thickness of 650 nm and 4T devices with a top cell thickness of 500 nm. For the 2T devices, there are 8 different bandgap combinations yielding AM1.5 PCEs greater than 32%, while the relaxation of the current matching requirement for the 4T tandems leads to 16 bandgap combinations with PCEs greater than 32%. The AM1.5 PCEs for the 2T devices vary somewhat more across the range of parameters than the AM1.5 PCEs for the 4T devices, but the maximum

![Fig. 2](image_url) Device efficiency of (top) two- and (bottom) four-terminal tandems as a function of perovskite top layer bandgap and thickness for multiple CIGS bottom layer bandgaps.
performance is similar in each case at 32.6 and 33.3%, respectively. There are actually three “champion” 2T devices with the same AM1.5 PCE of 32.6% (with bottom/top subcell bandgaps of 1.00/1.62, 1.00/1.65, and 1.16/1.69 eV), while there is only one champion 4T device at 33.3% (1.16/1.8 eV). Clearly, there are many ways to achieve very high efficiency perovskite/CIGS devices. There is slight preference for smaller bandgap perovskite top cells in 2T devices and for a larger bandgap perovskite layer in 4T devices but, overall, it is surprising that the devices are not more sensitive to the choice of bandgap combinations. Other studies that have explored the optimization of tandem devices with perovskite top cells conclude that the PCE maximized at thicknesses above 1 micron, but this choice of thickness leads to a greater dependence on band gap matching (vide infra). Our results indicate that the AM1.5 PCE optimization is not as sensitive to the subcell bandgaps when the perovskite layer is relatively thin. This has important implications for manufacturing and large-scale deployment due to the expanded range of acceptable material properties.

To understand why the perovskite/CIGS tandem devices are so forgiving and able to yield very high PCEs in a variety of different configurations we examined the EQE response in greater detail. Fig. 4 shows example EQEs for two specific device structures. The EQE plots show parasitic absorption losses in the electrodes and charge selective layers, as well as significant reflection losses even with MgF₂ as an antireflection layer. Interference fringes can also be seen in the EQE, particularly in the 4T case in the wavelength range from 900 to 1100 nm. This is due to the coherent optical treatment that was used for all of the interfaces in the structure. A more thorough treatment that would introduce incoherence through surface roughness would be expected to average-out the interference fringes but not change the area integrated under the curve. Interestingly, if the optical losses could be reduced by 50%, the PCEs would increase by 8 percent. This latter observation points to an important area for future research.

It is interesting to note that the subcell EQE curves overlap significantly in the wavelength range from 550 to 800 nm, where both subcells are contributing to the overall device performance. This contrasts with a recent analysis of perovskite/Si tandems where the perovskite layer was much thicker (1.2 μm) and light with energy above the top cell bandgap was more effectively blocked from entering the bottom cell. In this case the EQE curves for the two cells overlapped by only ~50 nm. Without a sharp cutoff in optical absorption in the top cell, the design criteria for the two subcells is relaxed when the top cell is relatively thin. Consequently, both cells generate significant current in this region of the spectrum, and multiple top/bottom bandgaps pairs can be found with high performance. Our calculations with a 1.2 μm perovskite layer confirm that the performance of the tandem becomes much more sensitive to the bandgap pair combinations when the perovskite layer is relatively thick (see ESI†).
Energy yield

While the AM1.5 efficiency provides information on how the devices function in the laboratory, energy yield is the important parameter for deployment in the field. With specific values for the thicknesses of all of the layers, the annual energy yields can be determined for the bandgap combinations at the locations of interest under real world conditions. To begin, one must consider that the total energy output is the integration over time of the power output, which will depend on the EQE of the device, the incident light, and the device temperature. As the sun traverses across the sky each day over the course of the year, the angle between the light from the sun and the normal to the plane of the mounted PV device, i.e. the angle of incidence, \( \theta_i(t) \), will change. \( \theta_i(t) \) will also depend on whether fixed-tilt (zero axis, 0A), 1-axis (1A), or 2-axis (2A) tracking mounting is used. Only in the case of 2A tracking will \( \theta_i \) be constant at 0°. To account for a changing \( \theta_i(t) \), we utilized the optical transfer matrix to determine the angular dependence of the absorption, transmission, and reflection for each layer and interface in the device stack to determine an angle dependent external quantum efficiency, EQE(\( \theta \)).

The irradiance at the plane of the device, which is the sum of direct and diffuse components, will also vary with time of day for each day of the year at each of the locations. The direct component received by a plane normally oriented toward the sun is termed the direct normal irradiance (DNI(\( t \)), and the amount of direct light that strikes a non-normally oriented device is then DNI(\( t \)) × cos(\( \theta_i \)). Direct light is randomly polarized but can be decomposed into orthogonal transverse-magnetic and transverse-electric components. These components couple to the device stack differently based on \( \theta_i \) and EQE(\( \theta_i \)). The diffuse component of the irradiance is produced by scattering by molecules and particles in the atmosphere. To account for the directionality of the diffuse irradiance we assumed an anisotropic distribution model.24 The hourly power distribution spectrum of overhead diffuse light incoming to the device from the sky was determined using a grid generated by 2° steps in both polar and azimuthal angles. Based on the location of each grid point in the sky, the current generated by each component of the diffuse light was determined using the angle of incidence and the same EQE(\( \theta_i \)) model used for the DNI light. Integration over the polar and azimuthal angles yielded the photocurrent due to the diffuse light. The scattered light was also considered to be randomly polarized and was decomposed into polarization components. A more complete treatment would account for the polarization induced by scattering in the atmosphere, but this is beyond the scope of the current effort.

The changes in the spectral distribution of the irradiance throughout the year must also be considered, and this will be affected by the atmospheric conditions at the locations of interest. Irradiance spectra were generated using the TMYSPEC model,59 which takes broadband irradiance data and meteorological parameters such as temperature, wind speed, aerosol optical depth and precipitable water vapor to generate hourly direct and diffuse light spectra. Accurate inputs are essential to achieve high quality spectral irradiance data from the model, so we used broadband irradiance Typical Meteorological Year (TMY) data from Version 3 of the National Solar Radiation Database (NSRDB).60 The TMY hourly spectral data produced with NSRDB Version 3 data and associated meteorological data sets are much improved over those produced by Version 2. Version 3 incorporates meteorological data from the Modern-Era Retrospective Analysis for Research and Applications, Version 2 (MERRA-2). MERRA-2 uses a more advanced data integration method and better simulates the amount of aerosols, precipitable water vapor, and other variables.57 These parameters are inputs to the radiative transfer model that is used to generate the broadband irradiance and meteorological input parameters that are needed by the TMYSPEC model. NSRDB Version 3 also adapts the comparatively lower-resolution MERRA-2 output to the higher-resolution NSRDB (4 km by 4 km grid) data and uses more accurate meteorological parameters such as hourly aerosol optical depth instead of the climatic averages used in Version 2.

To account for temperature departures from 25 °C that occur in the field, we used a model developed by Sandia National Laboratories68 which predicts the module temperature (\( T_M \)) on an hourly basis as a function of environmental parameters:

\[
T_M = P_{OA} \exp(a + b \times WS) + T_A
\]

Here \( P_{OA} \), WS and \( T_A \) are the power incident on the array, wind speed, and ambient temperature, respectively, each of which can vary on an hourly basis. The constants \( a \) and \( b \) relate to the module construction and racking. For the present case we chose open rack mounting and glass covers, leading to values of \(-3.47\) and \(-0.0594\), for \( a \) and \( b \), respectively.68 The incident power density was calculated by integrating the hourly solar irradiance spectra, while the hourly wind speed and ambient temperature data were taken from NREL’s Physical Solar Model (PSM) data source.69 To have a representative dataset, the wind speed and ambient temperature for each hour of the year were averaged over the 1998–2016 dataset. The predicted module temperatures were used in the calculation of the reverse saturation current without further modification. Fig. S4† shows that temperature variation can have a significant effect on the PCE and energy yield performance of 2T and 4T devices.

Table 1 shows the maximum energy production values in both 2T and 4T configurations for the locations that were examined, with 0A, 1A, and 2A tracking. In general, we see energy production increasing in the order of Toledo, New Orleans, Golden, and Phoenix, as may be expected from qualitative considerations of the latitude and the prevailing weather and humidity. For a given city, we see increasing energy yield as the degree of tracking is increased. The fraction of the maximum available (2A) energy that may be captured with fixed-tilt mounting (0A) is approximately constant at ~70% for both 2T and 4T configurations. Addition of one axis of tracking increases the fraction of captured energy to ~90% of the maximum available. Clearly, decisions associated with tracking investments should consider the cost/benefit ratio for tracking and include the energy production as well as levelized costs associated with racking and tracking hardware and software.
Interestingly, the 4T energy production is only 1–2% higher than the 2T energy production in the locations with the most abundant sunshine (Golden and Phoenix) and only 3–6% higher in Toledo and New Orleans. With comparable energy production but lower balance of systems costs (e.g. less wiring, fewer inverters), potentially lower materials costs, and the absence of additional labor and/or manufacturing associated with subcell integration, we expect that 2T devices will have more success in the marketplace. Clearly, 4T devices would only be pursued when the costs per kW per h of energy production were lower. This is unlikely to occur, especially for the device structures considered here. On the other hand, 2T device designs place tremendous pressures on the materials and processing compatibilities. Overcoming such challenges, ideally within a roll-to-roll process, would lead to a new paradigm in low cost and high efficiency PV.

The entries in Table 1 are the maximum energy yields in each case and do not specify which bandgap pairs are responsible for the maximum production. Fig. 5 shows the annual energy yield as a function of the 16 bandgap combinations and reveals that many different devices are top energy yield performers. Data are shown for fixed-tilt (0A) and 2-axis tracking (2A) in the 4 cities for both 2T and 4T devices. A first observation to note is that the 0A and 2A data are qualitatively similar. The 1A data is also similar, as shown in the ESL†.

Looking more closely at the 2T/2A data for Phoenix, we see a single maximum in annual energy yield for the 1.16/1.69 eV pair. This is one of the three 2T champion devices that displayed a PCE of 32.6% under AM1.5 irradiance (Fig. 3). The other two 2T AM1.5 PCE champion devices, comprised of 1.00/1.65 and 1.00/1.62 eV bandgap pairs have the 2nd and 5th highest energy yields, which are 1.3% and 2.4% lower than the maximum value, respectively. The 2T/2A data for Golden also shows a single maximum at the 1.16/1.69 eV AM1.5 champion as well, but the other two 2T AM1.5 champions have significantly lower energy yields, −5.7% and −3.3%, respectively, and have the 9th and 4th highest energy yields. In Golden, two other devices, comprised of 1.08/1.69 and 1.00/1.69 eV pairs, take 2nd and 3rd place with AEYs of −1.6% and −1.8%, respectively.

Similar conclusions can be reached from the 0A and 1A data. Clearly, a maximum in AM1.5G PCE does not necessarily translate into a maximum AEY under real world conditions.

Turning to the 2T/2A plots for Toledo and New Orleans, we see color patterns that differ from those of Phoenix and Golden. In these cases, rather than a single clear maximum for the 1.16/1.69 pair, there are several other maxima that are nearly as intense. Here, the three champion devices exhibit AEYs that are very close to one another within 0.39% in the case of New Orleans, and within 0.53% for Toledo, while many other devices operate at close to the peak value. Specifically, 8 and 7 of the 16 devices are within 2% of the energy production peak in New Orleans and Toledo, respectively. In general, devices in humid climates yield annual energy values that are close to the maximum value for more bandgap pairs in the 2T configuration.

Turning to the 4T data, the color plots are nearly identical to one another in each of the four cities. The maximum energy yields vary as expected for qualitative considerations of the sunniness of the locations, and the top performing devices and those within 1% in AEY remain the same independent of the location. Here we also see that the top performing devices are not necessarily the ones with the greatest AM1.5 PCE (Fig. 3), but relaxation of the current matching conditions evidently allows for closer correspondence between AM1.5 performance and AEY.

It's clear that both 2T and 4T constructions with relatively thin perovskite layers allow for a fairly wide tolerance in compositional variation and operational space. This factor may provide built-in flexibility in future manufacturing operations.

Because 2T operation and 4T operation produce very similar EYs, and 2T operation is expected to be significantly less costly from a balance of materials and systems point of view (vide supra), it is interesting to consider 2T operation in more detail, and to understand why 2T devices in Phoenix and Golden show greater sensitivity to the bandgap pair selection than do the 2T devices deployed in Toledo or New Orleans. This is a general conclusion, independent of whether the tracking is 0A, 1A, or 2A. The reasons for the differences in the ordering and spacing of the AM1.5 PCE and AEY performances of the bandgap pairs can be traced to differences in the irradiance and prevailing

Table 1 Maximum AEYs expected from two- and four-terminal tandems (2T, 4T) with different modes of tracking for the four locations. Note that different bandgap pairs may be responsible for different maxima at different locations and for 2T versus 4T operation (see Fig. 5). The degree of tracking does not affect the choice of the bandgap pairs for the 2T (650 nm) and 4T (500 nm) perovskite thicknesses considered here. The ratio of 4T to 2T AEY for fixed tilt (0A) and 1- and 2-axis tracking are also shown.

| Location | Max 2T annual energy yield (kW h m⁻²) | Max 4T annual energy yield (kW h m⁻²) | 4T/2T energy production ratio |
|----------|-------------------------------------|-------------------------------------|-----------------------------|
|          | OA 1A 2A                            | OA 1A 2A                            | OA 1A 2A                    |
| Toledo   | 272.6 356.9 387.1                    | 290.3 367.9 399.3                   | 106.49% 103.08% 103.15%     |
| % of max | 70% 92% 100%                          | 73% 92% 100%                         |                             |
| N.O.     | 290.5 363.3 409.4                    | 297.6 373.2 421.9                   | 102.44% 102.73% 103.05%     |
| % of max | 71% 89% 100%                          | 71% 88% 100%                         |                             |
| Golden   | 357.6 491.5 559.5                    | 363.4 501.3 570.6                   | 101.17% 101.44% 101.68%     |
| % of max | 64% 88% 100%                          | 64% 88% 100%                         |                             |
| Phoenix  | 339.5 674.6 754.6                    | 545.8 684.3 767.3                   |                             |
| % of max | 71% 89% 100%                          | 71% 89% 100%                         |                             |
weather conditions at the deployment locations. More can be learned by analyzing the monthly averages. Fig. 6(a) and (b) show the 2T/2A monthly energy yields as a function of the bandgap pairs in Phoenix and New Orleans, respectively, while Fig. 6(c) displays the average monthly irradiance expressed as a deviation from the average annual irradiance spectrum at each location. Note that the latter are very similar in shape to the AM1.5G spectrum but are reduced by a factor of 0.77 and 0.59 for Phoenix and New Orleans, respectively (Fig. S5†).

Comparing the data in Fig. 6(a) and (b) for the first quarter of the year (January, February, and March) we see a tendency for better performance from lower bandgap top cells. This is consistent with the spectra in Fig. 6(c), which show a lower integrated power density and a relative reduction in the blue portion of the irradiance, leading to a red-rich spectrum. Under these conditions it is preferential that the top cell has a narrower band gap to absorb light at longer wavelengths to better balance the current in the bottom cell. However, the average spectrum for March is very close to the annual average spectrum (i.e. close to zero deviation), so it is somewhat surprising that the March EY plots do not more closely correspond to the respective yearly average color plots in Fig. 5. This discrepancy can be explained by considering that the average ambient temperature in March at both locations is low in comparison to the average annual temperature (Fig. 7(a)). This factor also leads to improved performance for the lower bandgap cells, which also leads to a preference for a smaller bandgap top cell.

In April, May, and June the irradiance spectra become blue-rich, the integrated power density becomes higher than the average annual spectrum, and the ambient temperature increases, as do the module temperatures (according to eqn (1)). Collectively, these factors shift the EY maximum to the larger 1.16/1.69 bandgap pair. Since the daylight hours also increase, maximizing at the summer solstice, the monthly EYs peak in
these months and, thus, make a relatively large contribution to
the AEY (Fig. 7(b)). It is interesting to note that the maximum
monthly energy yield (MEY) for the year occurs in May rather
than in June, despite the larger number of daylights in June, due
to the increased temperature and humidity (Fig. 7(a)) in June.
The 1.16/1.69 bandgap pair remains the dominant device in the
third quarter in both Phoenix and New Orleans as the spectra
remain blue rich due to increased humidity and the tempera-
ture remains higher than average. Though Phoenix is typically
thought of as a low humidity climate, it is interesting that the
concentration of water molecules in the air in August is 75% of
the concentration found at the same time in New Orleans. In
the final quarter, the humidity begins to wane as the
temperatures fall, and the irradiance becomes, once again, red-
rich in comparison to the yearly average. This combination of
factors moves the EY maxima to the smaller bandgap cells.
October in New Orleans is an unusual case for the Fall where
the lower temperatures and humidity lead to a blue-rich spectrum
with a higher-than-average integrated power density. In this
case the MEY is very close to the maximum value in May, despite
the fact that the number of daylight hours is less.

With information of the monthly EY patterns, it is straight-
forward to see how the yearly averages are built-up from the
monthly contributions. The clear single maximum in AEY for
Phoenix at the 1.16/1.69 bandgap pair is due to the large MEY
c contributions from the months of the second and third quarters

---

**Fig. 6** MEY results shown for 2-terminal tandems with 650 nm thick perovskite layer for (a) New Orleans LA and (b) Phoenix AZ as a function of
top and bottom cell bandgap. The maximum monthly energy yield (MEY) is given in each panel and the color scale is normalized to this value.
Green symbols in each panel identify the bandgap pair with the maximum MEY while the blue symbols show the bandgap pairs with MEYs within
1% of the maximum value. All of the 16 bandgap pairs studied are shown with cross symbols. (c) The deviation of the average monthly irradiance
from the average annual irradiance for Phoenix AZ and New Orleans LA.
(April, May, June, July, August, and September). These 6 months contribute 58% of the total AEY, while the second quarter alone contributes 31%. Interestingly, the July and August MEY contributions per daylight hour (Fig. 7(b)) are actually close to the minimum values for both New Orleans and Phoenix. This is due to an increase in the ratio of the DHI to DNI light (Fig. 7(c)) and gives rise to the two local maxima in the MEY data.

Conclusions

Using measured optical properties of perovskite and CIGS device stacks, we calculated realistic EQE curves for 16 different device configurations. The modeled EQE data were paired with modeled module temperature and hourly irradiance data to determine AEY under a variety of conditions, including zero-, one-, and two-axis tracking. The AEY values were compared to the PCEs and we found that the bandgap pair that resulted in the highest AEY does not necessarily correspond to the bandgap pair that results in the highest PCE. We showed that increasing the top cell perovskite thickness leads to a small increase in the PCE and AEY values but gives rise to a greater sensitivity to the values of the subcell bandgaps. However, when the perovskite thickness was between 500 to 700 nm thick, a large portion of the bandgap parameter space gives AEY values within 5% of the maximum value. This flexibility in bandgap is due to cooperative absorption of photons in both the top and bottom cells in the 500 to 800 nm wavelength range as well as the interplay between the irradiance and temperature variations. These results suggest that manufacturing conditions for high performance tandem devices need not be strict.
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