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Abstract

Recently, Mutual Information (MI) has attracted attention in bounding the generalization error of Deep Neural Networks (DNNs). However, it is intractable to accurately estimate the MI in DNNs, thus most previous works have to relax the MI bound, which in turn weakens the information theoretic explanation for generalization. To address the limitation, this paper introduces a probabilistic representation of DNNs for accurately estimating the MI. Leveraging the proposed MI estimator, we validate the information theoretic explanation for generalization, and derive a tighter generalization bound than the state-of-the-art relaxations.

1. Introduction

Deep Neural Networks (DNNs) commonly achieve great generalization performance, though DNNs are notoriously over-parametrized models without explicit regularization (Kawaguchi et al., 2017; Neyshabur et al., 2017; Zhang et al., 2016). Since classical generalization measures, e.g., VC dimension (Bartlett et al., 1998), Rademacher complexity (Mohri & Rostamizadeh, 2008), and uniform stability (Nagarajan & Kolter, 2019), cannot accurately measure the generalization performance of DNNs, Mutual Information (MI) recently has attracted great interest in bounding the generalization error of DNNs.

In the seminal work, Xu & Raginsky (2017) prove that the (expected) generalization error of a learning algorithm can be bounded by the MI between training samples S and the hypothesis W, namely I(S; W). The MI bound formulates the intuition that if a hypothesis less depends on S, it will generalize better. That is consistent with the Occam’s Razor, i.e., a simpler hypothesis should perform better on future samples (Blumer et al., 1987). Following the seminal work, some MI variants, e.g., the chained MI (Asadi et al., 2018) and the conditional MI (Steinke & Zakynthinou, 2020), are proposed to predict the generalization error.

Notably, it is intractable to accurately estimate the MI in DNNs due to the complicated architecture of DNNs. Hence, most previous work have to relax the MI bound to some tractable variables, such as the Lipschitz constant of the empirical risk (Pensia et al., 2018), the second moment of gradients (Negrea et al., 2019), and the incoherence of gradients (Negrea et al., 2019; Haghifam et al., 2020). A relaxation inevitably loosens the MI bound, e.g., the Lipschitz constant makes the MI bound vacuous (Negrea et al., 2019), and weakens the explanation for generalization, e.g., the incoherence of gradients cannot clarify the relation between generalization and DNN architecture.

In this paper, we bridge the MI bound and generalization via a probabilistic representation for DNNs. Above all, we define the probability space (Durrett, 2019) for a hidden layer, thus we can accurately estimate the MI between S and the layer based on the previous work (Lan & Barner, 2020). Moreover, we derive a Markov chain to characterize the information flow in DNNs, thus I(S; W) can be simplified as the summation of the information of S learned by the first hidden layer and the output layer. Leveraging the MI estimator, we validate the information theoretic explanation for generalization and show the proposed MI estimator deriving a much tighter generalization bound of DNNs than the state-of-the-art relaxations.

Preliminaries. \( \mu = P(X, Y) \) denotes an unknown data generating distribution, where X and Y are the random variables of data and labels, respectively. \( S = \{(x_j, y_j)\}_{j=1}^L \in (\mathcal{X} \times \mathcal{Y})^L \) is composed of i.i.d. samples generated from \( \mu \), namely \( S \sim \mu \). where \( \mathcal{X} = \mathbb{R}^M \) and \( \mathcal{Y} = [1, \ldots, L] \) are the instance space of data and labels, respectively. \( X_S \) and \( Y_S \) denote the random variable of data samples and label samples, respectively. \( \mathcal{W} = \{w : \mathcal{X} \rightarrow \mathcal{Y}\} \) is a set of hypothesis and \( \ell : \mathcal{W} \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}^+ \) is a loss function. Especially, the cross entropy loss \( \ell_{CE} \) is defined as

\[
\ell_{CE}(w, x_j, y_j) = -\sum_{y=1}^L P_{Y_S|X_S}(y|x_j) \log P_{Y|X_S}(y|x_j),
\]
where $P_{Y|X_S}$ denotes a probabilistic hypothesis and $P_{Y_S|X_S}$ is the target distribution with the one-hot format, i.e.,

$$P_{Y_S|X_S}(y|x^j) = 1 \text{ if } y = y^j \text{ otherwise } 0.$$ (2)

The population risk and the empirical risk are defined as

$$L_\mu(w) \triangleq \mathbb{E}_{(x,y) \sim \mu} \ell(w, x; y), \quad L_\mu(w) \triangleq \frac{1}{J} \sum_{j=1}^J \ell(w, x^j, y^j).$$ (3)

In the information theoretic framework (Russo & Zou, 2015), $P_{W|S}$ denotes a learning algorithm and the expected generalization error is $\mathbb{E}[L_\mu(W) - L_\mu(W)]$, where $W$ is the random variable of $w$, and the expectation is taken with respect to $P_{S,W} = \mu \otimes J \otimes P_{W|S}$ and $\otimes$ denotes the Hadamard product.

**Theorem 1** (Xu & Raginsky, 2017). If $\ell$ is $\sigma$-sub-gaussian, $\mathbb{E}[L_\mu(P_{W|S})] \leq \sqrt{2\sigma^2}$, $I(S; W)$, i.e.,

$$|\mathbb{E}[\ell(W) - \mathbb{E}[\ell(W)|S]]| \leq \sqrt{2\sigma^2} I(S; W).$$ (4)

Theorem 1 formulates the intuition that a learning algorithm would generalize better if it has less dependence on $S$.

In the MLP, $t_1 = \{t_1, t_2, \ldots, t_l; \hat{y}\}$ denote neural networks with $I$ hidden layers and is trained on $S$ by minimizing $\ell_{CE}$. To simplify theoretical derivation, we focus on a feedforward fully connected DNNs, i.e., MultiLayer Perceptrons (MLPs), on the supervised classification task. Without loss of generality, most theoretical conclusions about MLPs are based on the MLP $= \{x; t_1; t_2; \hat{y}\}$. We denote $t_i$ as the random variable of $t_i$, and $H(\cdot)$ as entropy.

In the MLP, $t_1 = \{t_1, \ldots, t_l; \hat{y}\}$ denote neural networks with $I$ hidden layers, which consists of three components: the input $X$, the randomly chosen $t_i$ and $H(\cdot)$ as entropy. Similarly, $t_2 = \{t_2, \ldots, t_l; \hat{y}\}$ denotes the output layer, $\hat{y}$ is the softmax function. All activation functions are $ReLU(z) = \max(0, z)$.

2. **Estimating the mutual information based on a probabilistic representation for DNNs**

In this section, we specify the mutual information estimator for $I(X_S; T)$ and $I(Y_S; T)$. Notably, we do not adopt the classical non-parametric models, e.g., the empirical distribution (Shwartz-Ziv & Tishby, 2017) and the kernel density estimation (Saxe et al., 2018) to estimate $I(X_S; T)$ and $I(Y_S; T)$, as classical non-parametric models derives poor mutual information estimation (Paninski, 2003; McAllester & Stratos, 2020). Here, we define the probability space of a hidden layer, which enables us to accurately estimate the mutual information.

### 2.1. The probability space of a hidden layer

It is known that a convolution kernel (namely the weights of convolution) defines a local feature, and a convolution operation derives a feature map to measure the cross-correlation between the local feature and input in a receptive field (see Chapter 9.1 in (Goodfellow et al., 2016)). Notably, a fully connected layer is equivalent to a convolution layer with the kernel size having the same dimension as input. Thus the weights of a neuron can be viewed as a global feature, and a fully connected layer derives activations to measure the cross-correlation between the global features and input.

Assuming that a fully connected layer $t$ consists of $N$ neurons $\{t_n = \sigma(z_n, \omega_n)\}_{n=1}^N$, where $z \in \mathbb{R}^M$ is the input of $t$, $\omega_n = \sigma(z_n, \omega_n) = \sum_{m=1}^M \omega_{mn} \cdot z_m + b_n$ is the dot-product between $z$ and $\omega_n$, and $\sigma(\cdot)$ is an activation function. Based on the cross-correlation explanation, the behavior of $t$ is to measure the cross-correlations between $z$ and the $N$ possible features defined by the weights $\{\omega_n\}_{n=1}^N$. In the context of pattern recognition (Vapnik, 1999), we define a virtual random process or ‘experiment’ as $t$ recognizing one of the patterns/features with the largest cross-correlation to $z$ from the $N$ possible features. The experiment characterizes the behavior of $t$ (i.e., before recognizing the features with the largest cross-correlation, $t$ must measure the cross-correlations between $z$ and all the $N$ possible features) while meets the requirement of the ‘experiment’ definition (i.e., only one outcome occurs on each trial of the experiment (Durrett, 2019)). Finally, the probability space $(\Omega_T, \mathcal{F}, P_T)$ is defined as follows:

**Definition 1.** $(\Omega_T, \mathcal{F}, P_T)$ consists of three components: the sample space $\Omega_T$ has $N$ possible outcomes (features) $\{\omega_n = \{\omega_{mn}\}_{m=1}^M\}_{n=1}^N$ defined by the weights of $N$ neurons; the event space $\mathcal{F}$ is the $\sigma$-algebra; and the probability measure $P_T$ is a Gibbs distribution (LeCun et al., 2006) to quantify the probability of $\omega_n$ being recognized as the feature with the largest cross-correlation to $z$.

Taking into account the randomness of $z$, the conditional distribution $P_T(z)$ is formulated as

$$P_T(z) = \frac{1}{Z_T} \exp(t_n) = \frac{1}{Z_T} \exp[\sigma((\omega_n, z))],$$ (5)

where $Z_T = \sum_{n=1}^N \exp(t_n)$ is the partition function and $Z$ is the random variable of $z$.  

---

1. We do not take into account the scalar value $b_n$ for defining $\Omega_T$, as it affects the feature defined by $\omega_n$. 

---
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Figure 1. Given a 4 × 4 input z, a fully connected layer t is equivalent to a convolution layer with 4 × 4 convolution kernels. The definition of convolution implies that the 4 × 4 weights ω1 and ω2 define two global features, and the two activations 푡1, 푡2 indicate the cross-correlation between ω1, ω2 and z, respectively.

(Ω 푇, 퐹, 푃 푇) clearly explains all the ingredients of 푡 in a probabilistic fashion. The 4th neuron defines a global feature by the weights 휔∈ and the activation 푡 = 퓁(⟨휔, 푧⟩) measures the cross-correlation between 휔 and 푧. The Gibbs distribution 푃 푡| 푧 defines that if 휔 has the larger activation, i.e., the larger cross-correlation to 푧, it has the larger probability being recognized as the feature with largest cross-correlation to 푧. For instance, if 푧 ∈ ℝ16 and 푡 has 푁 = 2 neurons, then 휔 푇 = {휔1, 휔2} defines two possible outcomes (features), where 휔∈ = {휔∈, 푁}16. 푃 푡| 푧 = ⟨휔, 푧⟩, 푃 푡| 푧 = {휔1, 휔2, 휔1, 휔2} means that neither, one, or both of the features are recognized by 푡 given 푧, respectively. 푃 푡| 푧(휔1, 푧) and 푃 푡| 푧(휔2, 푧) are the probability of 휔1 and 휔2 being recognized as the feature with the largest cross-correlation to 푧, respectively. Figure 1 shows the probabilistic explanation for a fully connected layer.

Definition 2. The random variable 푇: Ω 푇 → 푄 푇 of 푡 is

\[ 푇(휔) \triangleq n. \]  

where the measurable space 푄 푇 = {1, ⋯, 푁}. Notably, the one-to-one correspondence between 휔 and 푛 indicates

\[ 푃 푡| 푧(휔, 푧) = 푃 푡| 푧(푛, 푧). \]  

Based on the probability space (Ω 푇, 퐹, 푃 푇), the next section specifies the MI estimator for 퐼(푋 푃; 푇) and 퐼(푌 푃; 푇).

2.2. The mutual information estimator

To estimate 퐼(푋 푃; 푇) = 퐻(푇) − 퐻(푇|푋 푃), we need to specify 푃(푇|푋 푃) and 푃(푇). Based on (Ω 푇, 퐹, 푃 푇), 푃 푇(푛|푥) can be expressed as

\[ 푃 푇(푛|푥) = \frac{1}{Z} \exp[휎(⟨휔, 푥⟩)]. \]  

To derive the marginal distribution 푃(푇), we sum the joint distribution 푃(푇, 푋 푃) over 푥∈ 푆,

\[ 푃(푇) = \sum_{푥∈푆} 푃 푋 푃(푥) 푃 푇|푋 푃(푛|푥), \]  

where 푃 푋 푃(푥) is estimated by the empirical distribution 푃 푋 푃(푥) = 푃 푋 푃(푥) = \frac{1}{푁} \sum_{푖=1}^{푁} 푃 푋 푃(푥).}

Figure 2. The Venn diagram of 퐼(푋 푃; 푊), 퐼(푋 푃; 푊), 퐼(푌 푃; 푊).

3. Estimating the mutual information bound

The target distribution, Equation (2), indicates the conditional entropy 퐻(푌 푃|푋 푃) being zero, i.e.,

\[ 푉(푋 푃; 푊) = 푉(푋 푃|푊) + 푉(푊). \]  

Since 퐻(푌 푃) = 퐻(푋 푃|푊) + 퐼(푋 푃; 푊), we have

\[ 푉(푌 푃) = 푉(푋 푃; 푊). \]  

As a result, the information theoretic relation between 푆 and 푊 can be visualized by Figure 2.

During training, the information of 푌 푃 flows into the MLP in the backward direction. Since 푌 푃 not has any information.
It is known that a well trained DNN derives correct predictions in the output layer, i.e., the output layer contains all the information of labels. As a result, $I(Y_S; W)$ can be estimated by $I(Y_S; \hat{Y})$. Overall, we can derive

$$I(S; W) = I(\bar{X}_S; T_1) + I(Y_S; \hat{Y}).$$

Equation (16) explain the connection between the architecture of the MLP and $I(S; W)$, thus we can clarify the effect of MLP architecture on the generalization behavior of MLPs based on Theorem 1 (see Section 4.2).

In summary, we study the information flow in the MLP and simplify $I(S; W)$ as Equation (16), in which $I(\bar{X}_S; T_1)$ can be derived as $I(X_S; T_1) - I(Y_S; T_1)$ by Equation (14). As a result, we can directly estimate $I(S; W)$ via Section 2.2 and avoid the limitations of relaxations.

4. Experiments

4.1. Setup

**Dataset.** The experiments are implemented on two datasets: a synthetic dataset and the Fashion-MNIST dataset (Xiao et al., 2017). The synthetic dataset consists of 512 gray-scale $32 \times 32$ images, which are evenly generated by rotating a deterministic image $\tilde{x}$ in four different orientations and adding Gaussian noise with expectation $\mu = \mathbb{E}(\tilde{x})$ and variance $\sigma^2 = 1$, namely $x = r(\tilde{x}) + N(\mu, \sigma^2)$, where $r(\cdot)$ denotes the rotation method shown in Figure 3. The reason for adding noise is to avoid networks to simply memorize $\tilde{x}$. The binary labels $[1,0]$ and $[0,1]$ evenly divide the synthetic dataset into two classes. As a result, the synthetic dataset has (approximately) 2 bits information and the labels have 1 bit information. Compared to benchmark dataset, the entropy of the synthetic dataset is known, which allows us to clearly demonstrate the MI estimator.

**Reference.** We choose the latest relaxation method, namely the incoherence of gradients, as reference, and compare the generalization bound derived by the MI estimator to the relaxed MI bound (Negrea et al., 2019) and the relaxed Conditional MI (CMI) bound (Haghifam et al., 2020).

4.2. Validating the MI estimator and the MI bound

First, we demonstrate the MI estimator. Figure 4 show $I(\bar{X}_S; T_1) \geq I(\tilde{X}_S; T_2) \geq I(\tilde{X}_S; \hat{Y})$, which confirms that Equation (15) characterizes the information flow of $\bar{X}_S$. As $L_S(w)$ decreases to zero, we observe that $I(Y_S; \hat{Y})$ converges to $H(Y_S)$, i.e., $I(Y_S; W)$ can be estimated by $I(Y_S; \hat{Y})$. Finally, $I(S; W)$ converging to $H(S)$ in MLP1 validates the MI estimator, namely Equation (16).

Second, we validate the MI explanation for generalization. Figure 5 shows that if a MLP has more neurons (i.e., more complicated), it learns more information (i.e., $I(S; W)$ is larger), which shows the same trend as the generalization error of the MLP. Therefore, $I(S; W)$ correctly predicts the generalization behavior of the MLP.

Third, we show that the MI estimator derives a much tighter bound than the relaxation. For instance, the MI bound derived by the MI estimator is less than 2 in MLP1, whereas the relaxed CMI bound is over 40 and the relaxed MI bound

---

**Table 1.** The number of neurons in each layer of the six MLPs

| Dataset | $x$ | $t_1$ | $t_2$ | $y$ | FMNIST | $x$ | $t_1$ | $t_2$ | $y$ |
|---------|-----|-------|-------|-----|--------|-----|-------|-------|-----|
| Synthetic | 1024 | 11 | 6 | 2 | MLP2 | 7 | 6 | 2 | MLP5 | 784 | 256 | 128 | 10 |
| Fashion-MNIST | 1024 | 3 | 6 | 2 | MLP6 | 32 | 16 | 10 | | | | | |

---
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Figure 5. The x-axis is the epoch index. The first and second row show the average generalization error (i.e., training accuracy - testing accuracy), the MI bound derived by the MI estimator and the relaxation on the synthetic and FMNIST dataset, respectively.

is over 80, i.e., the MI estimator predicts the generalization behavior more accurately than the relaxation. We derive similar results for other MLPs on the FMNIST dataset.

5. Conclusion and future work

In this work, we introduce a probabilistic representation for accurately estimating \( I(S;W) = I(\mathcal{X}_S; \mathcal{T}_I) + I(\mathcal{Y}_S; \mathcal{Y}) \). Based on the MI estimator, we validate the MI explanation for generalization, and show that directly estimating \( I(S;W) \) derives a much tighter generalization bound than the existing relaxations. A potential direction is to extend the work to general networks, e.g., CNNs.
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