Abstract—The synthesis of high-resolution remote sensing images based on text descriptions has great potential in many practical application scenarios. Although deep neural networks have achieved great success in many important remote sensing tasks, generating realistic remote sensing images from text descriptions is still very difficult. To address this challenge, we propose a novel text-to-image modern Hopfield network (Txt2Img-MHN). The main idea of Txt2Img-MHN is to conduct hierarchical prototype learning on both text and image embeddings with modern Hopfield layers. Instead of directly learning concrete but highly diverse text-image joint feature representations for different semantics, Txt2Img-MHN aims to learn the most representative prototypes from text-image embeddings, achieving a coarse-to-fine learning strategy. These learned prototypes can then be utilized to represent more complex semantics in the text-to-image generation task. To better evaluate the realism and semantic consistency of the generated images, we further conduct zero-shot classification on real remote sensing data using the classification model trained on synthesized images. Despite its simplicity, we find that the overall accuracy in the zero-shot classification may serve as a good metric to evaluate the ability to generate an image from text. Extensive experiments on the benchmark remote sensing text-image dataset demonstrate that the proposedTxt2Img-MHN can generate more realistic remote sensing images than existing methods. Code and pre-trained models are available online (https://github.com/YonghaoXu/Txt2Img-MHN).
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I. INTRODUCTION

WITH the rapid development of imaging and aerospace technology, a massive amount of remote sensing data collected by airborne or spaceborne sensors is now available [1]. While the explosive growth of remote sensing data provides a great opportunity for researchers to explore and monitor the Earth, it also brings about a challenge: to accurately interpret and understand the abundant semantic information in these data [2], [3]. Currently, most of the existing research for the interpretation of remote sensing data focuses on tasks like scene classification [4], [5], [6], object detection [7], [8], and semantic segmentation [9], [10]. Although many machine learning models, especially the deep learning-based ones, have been developed to obtain high accuracy in these tasks, these models have shown limited success in generalizing beyond their limited task and are often adversely affected by domain shifts due to different imaging environments [11], [12]. One of the main reasons lies in the fact that these models are designed to be task-specific and they can only interpret the remote sensing image from a specific view, while ignoring the high-level semantic relationship between different ground objects [13]. Take the object detection task, for example. State-of-the-art object detection models usually can accurately detect the locations of specific objects of interest like airplanes or vehicles, but can not understand high-level semantic concepts like the number of objects or the spatial distribution attributes of different objects. As a result, a more accurate and comprehensive interpretation of remote sensing data still depends largely on expert knowledge [14].

To gain deeper insights into the semantic information in remote sensing images, recent research attempts have been made to conduct image captioning [15], [16], [17] and image change captioning [18], [19], [20] for remote sensing data. These approaches aim to summarize the semantic content or the land cover changes of the given images through descriptive text sentences. In [21], Shi et al. propose a multi-stage image captioning framework using fully convolutional networks (FCNs), which can extract multi-level semantics from the input remote sensing image. Once the key ground objects and scene-level semantic information are detected, the framework can then generate language descriptions by integrating the hierarchical features obtained from the previous stage. Lu et al. further collect a benchmark remote sensing text-image dataset named RSICD (Remote Sensing Image Captioning...
considering that the structure information is further utilized to represent more complex semantics in the text-image embeddings. The learned prototypes can then be further utilized to represent more complex semantics in the text-to-image generation task. Fig. 1 provides some examples of the remote sensing images generated from the given text descriptions using the proposed Txt2Img-MHN.

The main contributions of this paper are summarized as follows.

1) We propose the text-to-image modern Hopfield network (Txt2Img-MHN) based on learned Hopfield Lookups in layers of type ‘HopfieldLayer’ and the self-attention module for remote sensing image generation from text. Extensive experiments on the benchmark remote sensing text-image dataset demonstrate that the proposedTxt2Img-MHN can generate more realistic remote sensing images than the existing methods.

2) We comprehensively compare and analyze the performance of the vector quantized variational autoencoder (VQVAE) and vector quantized generative adversarial network (VQGAN) for text-to-image generation in the remote sensing scenario, which may bring about new insight for researchers to better design image encoders/decoders for remote sensing data.

3) We further conduct zero-shot classification on real remote sensing data using the classification model trained on synthesized images. Compared to traditional evaluation metrics like Inception Score, we find the overall accuracy in the zero-shot classification may serve as a better criterion for the text-to-image generation task, especially from the perspective of semantic consistency.

The rest of this paper is organized as follows. Section II reviews works related to this study. Section III describes the proposedTxt2Img-MHN in detail. Section IV presents the information on datasets used in this study and the experimental results. Conclusions and other discussions are summarized in Section V.

II. RELATED WORK

This section makes a brief review of the existing text-to-image generation and prototype learning methods, along with the modern Hopfield networks.
A. Text-to-Image Generation

Text-to-image generation is an important and challenging task, which aims to generate realistic images according to the given natural language descriptions. The early research on text-to-image generation mainly focuses on GAN-based methods [32], [33], [34]. The first pioneering work is text-conditional GAN, where the generator is designed to synthesize realistic images based on the extracted text features and cheat the discriminator, while the discriminator, on the other hand, aims to distinguish whether the input image is real or fake [32]. However, this method can only generate images with a spatial size of 64 × 64. To generate images with a higher spatial resolution, researchers have also considered adding the key point locations as the auxiliary input for the generator [33]. Based on this idea, Reed et al. propose the generative adversarial what-where network, which can synthesize images with a spatial size of 128 × 128. Another interesting work is StackGAN, where the authors propose to synthesize images with the stacked generator [34]. While the output of the first generator is of low quality, with a spatial size of only 64 × 64, the second generator will receive it as new input and refine the synthesized images to 256 × 256.

Apart from the GAN-based methods, recent research focuses on the transformer-based models. One of the most representative work is DALL-E, which is a variant of GPT-3 (generative pre-trained transformer-3) [35] with 12 billion parameters [36]. Owing to the powerful learning ability of the giant transformer model and the large-scale training data (250 million text-image pairs), DALL-E is able to combine unrelated language concepts plausibly and synthesize high-quality images with a spatial size of 256 × 256. Very recently, the second generation of DALL-E has been published [37]. Compared to DALL-E 1, DALL-E 2 is a more advanced artificial intelligence system that directly learns the relationship between images and text descriptions like the CLIP (contrastive language–image pre-training) model [38] does. It can generate realistic images and even artistic work with a spatial resolution of 1024 × 1024 based on the given text descriptions using the diffusion model [37].

So far, most of the research focuses on the generation of natural images, while the related works on the remote sensing community are still immature due to the complex spatial distribution of different ground objects and the huge modality gap between text descriptions and remote sensing images [26], [29], [30]. Since the application scenarios of remote sensing tasks generally need higher requirements for the fidelity and plausibility of the synthesized images, the challenge of generating realistic remote sensing images from the text descriptions still remains.

B. Prototype Learning

Prototype learning is a commonly used technique in computer vision and pattern recognition tasks that aims to optimize or select the most representative anchors or data points from the training samples [39]. One of the most well-known prototype learning algorithms is the k-nearest neighbor (KNN) [40], where the prototypes are determined by choosing the nearest neighbors from all training samples with Euclidean distance. Since directly selecting prototypes from the complete training set is very time-consuming and entails heavy storage burdens, the LVQ (learning vector quantization) algorithm is proposed [41]. Specifically, LVQ improves prototype learning in the 1-NN classifier by taking the class boundaries of those hard categories into consideration; the input testing samples can be classified with only a small number of prototypes without visiting all training samples.

With the advent of the deep learning era, recent research focuses on learning the prototypes automatically through the use of well-designed neural networks [42]. In [43], Yang et al. propose the convolutional prototype learning framework for the image recognition task, where they simultaneously optimize the convolutional neural network (CNN) and the prototypes in different categories. They find that using prototype matching for decision-making helps to improve the robustness of the classification. Dong et al. further introduce the prototype learning technique into the few-shot semantic segmentation task, using a sub-network to learn prototypes from the supporting set [44]. Other successful applications include action recognition [45], and face recognition [46].

Unlike the aforementioned methods, in this study, we propose to conduct the prototype learning from text-image embeddings using modern Hopfield networks [31]. While directly learning highly diverse text-image joint feature representations for different semantics is very difficult, the proposed method could simplify the task by first learning the most representative prototypes, which can be further utilized to represent more complex semantics.

C. Modern Hopfield Networks

Associative memory networks are a type of neural network architecture designed for pattern recognition and recall tasks [47]. They are based on the idea of “associative memory”, which is the ability to retrieve a stored memory based on partial or incomplete input. As the most representative energy-based, binary associative memory networks, Hopfield networks popularized artificial neural networks in the 1980s [48], [49]. Since they have a finite storage capacity, the classical binary Hopfield networks can only store a limited number of patterns. An interesting finding is that the storage capacity of classical binary Hopfield networks can be considerably increased by polynomial or exponential terms in the energy function [50], [51]. In contrast to these binary memory networks, Ramsauer et al. proposed modern Hopfield networks which achieve continuous associative memory. These modern Hopfield networks for deep learning architectures have an energy function with continuous states, which can store exponentially many samples that can be retrieved with one update only [31]. Crucially, they are differentiable and can thus be embedded in deep learning architectures trained by gradient descent. Modern Hopfield networks have already been successfully applied to immune repertoire classification [52] and chemical reaction prediction [53].

III. METHODOLOGY

While most of the existing text-to-image generation research in the remote sensing field focuses on GAN-based
methods [26], [29], [30], we propose a prototype learning-based approach: Text-to-image modern Hopfield network (Txt2Img-MHN). The key ingredient for our method is the modern Hopfield network introduced in [31], which is an associative memory of continuous patterns that can store exponentially many such patterns, can retrieve patterns in one update step, and is differentiable. The last property means that it can be inserted into any deep learning architectures trained by gradient descent as in [53] and [54]. The key idea of Txt2Img-MHN is to conduct hierarchical prototype learning on the text-image embeddings through the use of learned queries via modern Hopfield network layers akin to [52]. Compared to learning concrete but highly diverse semantics directly from the input text-image pairs, the prototype learning strategy used in this study can achieve the coarse-to-fine learning purpose, in which only the most representative prototypes are learned. These learned prototypes can then be utilized to represent more complex semantics in the text-to-image generation task, achieving state-of-the-art performance.

A. Overview of the Proposed Txt2Img-MHN

The flowchart of the proposedTxt2Img-MHN is shown in Fig. 2. In the training phase, given a text-image pair, we first use the BPE (byte pair encoding) encoder [55] to separate the words in the text description and obtain the corresponding tokens. Formally, let \( t = (t_1, t_2, \ldots, t_n) \) denote the obtained text tokens, where \( n \) is the maximum length of the input sentence. In cases where the number of words in the input text description is smaller than \( n \), we use 0 as the placeholder to fill the empty tokens. We tokenize the input image \( x \) by adopting a pre-trained image encoder (see Section III-B for details) to tokenize it. Let \( i = (i_1, i_2, \ldots, i_m) \) denote the obtained image tokens, where \( m \) is the total length of the image tokens. Similar to the Transformer model [56], for both text and image tokens, we use an embedding layer with positional encoding to transform them into the embedding space with a dimension of \( d_{emb} \). Here, positional encoding can help to inject the relative or absolute position information among different tokens in the sequence [57]. Let \( \text{emb}_{text} \in \mathbb{R}^{n \times d_{emb}} \) and \( \text{emb}_{img} \in \mathbb{R}^{m \times d_{emb}} \) denote the obtained text embedding and image embedding, respectively. The joint text-image embedding features \( \text{emb}_{text-image} \) can be obtained by:

\[
\text{emb}_{text-image} = [\text{emb}_{text}; \text{emb}_{img}] \in \mathbb{R}^{(n+m) \times d_{emb}}. \tag{1}
\]

\( \text{emb}_{text-image} \) is then fed into the proposed prototype learning blocks \((\times N)\) consisting of a HopfieldLayer each learning Hopfield Lookups followed by a self-attention layer, followed by another such HopfieldLayer and the softmax function leading to the predicted image tokens \( i' = (i'_1, i'_2, \ldots, i'_m) \). The whole network is optimized by minimizing the cross-entropy loss between the probability vector of the predicted image tokens and the original input image tokens.

In the test phase, since there are only text descriptions as input, the predicted image tokens will be obtained autoregressively [58]. Specifically, given the text tokens \( t = (t_1, t_2, \ldots, t_n) \), the network will predict the first image token \( i'_1 \) at the first iteration (in the practical implementation, we add \( t_0 = 0 \) at the beginning of the text tokens to achieve the prediction from \((t_0, t_1, t_2, \ldots, t_n)\) to \((t_1, t_2, \ldots, t_n, i'_1)\)). The term \( i'_1 \) will be regarded as the additional input when predicting the second image token \( i'_2 \) at the next iteration. The iteration will continue until the last image token \( i'_m \) is obtained. Once the autoregression step is finished, we feed the predicted image tokens \( i' = (i'_1, i'_2, \ldots, i'_m) \) to a pre-trained image decoder.
Fig. 3. Illustration of the vector quantized variational autoencoder (VQVAE), which consists of an encoder network, a decoder network, and a codebook with learnable parameters. Given an input image, the encoder aims to tokenize the encoded features and obtain the codebook index for each pixel in the encoded features. Once the codebook indices are obtained, we directly copy the corresponding codeword in the codebook to construct the image embedding. Finally, the image embedding is fed into the decoder network to obtain the reconstruction image.

(see Section III-B for details) to synthesize realistic remote sensing images.

B. Image Encoder and Decoder

The capability of the image encoder and decoder is significant to the quality of the synthesized images. Inspired by the work in [59] and [60], we consider two state-of-the-art image generation models, including the vector quantized variational autoencoder (VQVAE) and the vector quantized generative adversarial network (VQGAN), to learn the image tokenizer in this study. Since the key idea of both VQVAE and VQGAN is to discretize the encoded features, and VQGAN can be regarded as an adversarially trained version of VQVAE, we focus on a detailed introduction of VQVAE in this subsection for the sake of simplicity. Readers can refer to [60] for more detailed explanations about the implementation of VQGAN.

As shown in Fig. 3, there are three main components in the VQVAE: An encoder network, a decoder network, and a codebook with learnable parameters. Formally, let $\text{Enc} (\cdot)$ and $\text{Dec} (\cdot)$ denote the output of the encoder and decoder networks, respectively (see Fig. 4 for detailed architectures of the encoder and decoder networks). Then, we define the codebook $c = \{c_i\}_{i=1}^k$, where $c_i \in \mathbb{R}^d$ is the $i$th codeword in $c$, and $k$ and $d$ denote the number of codewords and the feature dimension, respectively. Given an input RGB image $x \in \mathbb{R}^{h \times w \times 3}$, where $h$ and $w$ are the height and width of the image, respectively, the encoded features can thereby be represented as $\text{Enc} (x) \in \mathbb{R}^{\frac{h}{8} \times \frac{w}{8} \times k}$ (the encoder network will downsample the input image with a downsampling rate of 8). The goal of the encoder network is to tokenize $\text{Enc} (x)$ by predicting the nearest codeword for each pixel in $\text{Enc} (x)$. The codebook indices $\text{ind} \in \mathbb{R}^{\frac{h}{8} \times \frac{w}{8}}$ can be obtained by

$$\text{ind} = \arg \max \text{Enc} (x).$$

Note that the codebook indices ind in (2) is a two-dimensional matrix. To obtain the corresponding image tokens $i$, we can simply flatten ind into the vector form.

With the predicted codebook indices ind, we can then construct the image embedding features $\text{emb}_{\text{enc}} \in \mathbb{R}^{\frac{h}{8} \times \frac{w}{8} \times d}$ by copying the corresponding codewords in the codebook $c$. The reconstructed image $x' \in \mathbb{R}^{h \times w \times 3}$ can be obtained by feeding $\text{emb}_{\text{enc}}$ to the decoder network: $x' = \text{Dec} (\text{emb}_{\text{enc}})$. The whole network is optimized by minimizing the reconstruction loss $\mathcal{L}_{\text{rec}}$, which is defined as the mean squared error between the reconstructed image and the original image:

$$\mathcal{L}_{\text{rec}} = \frac{1}{hw} \sum_{i=1}^{h} \sum_{j=1}^{w} \|x'_{(i,j)} - x_{(i,j)}\|^2.$$

Once the training of VQVAE is finished, the weight parameters in the encoder network, the decoder network, and the codebook will be fixed in the training of theTxt2Img-MHN.

C. Hopfield Layer

Due to the huge modality gap between text descriptions and remote sensing images, directly learning concrete but highly diverse semantic representations is very challenging. To apply the coarse-to-fine learning strategy, we propose conducting prototype learning in the text-image joint feature space. Specifically, we propose the prototype learning block,
which consists of a Hopfield layer and a self-attention layer. The Hopfield layer is originally proposed in the modern Hopfield network [31], which can learn static queries or stored patterns. Given that there are abundant high-level semantic concepts contained in the training text-image pairs, our goal is to make the network automatically exploit the clusters of these concepts, and learn the most representative prototypes from the input text-image embeddings hierarchically. These learned prototypes can then be regarded as codewords to represent more complex semantic concepts.

The detailed architecture of the Hopfield layer used in this study is shown in Fig. 5. Formally, let $X \in \mathbb{R}^{(n+m) \times d_{emb}}$ denote the input text-image embedding feature $X$. The prototype lookup matrix and prototype content matrix are then defined as $W_{\text{lookup}} \in \mathbb{R}^{n_{\text{proto}} \times d_{emb}}$ and $W_{\text{content}} \in \mathbb{R}^{n_{\text{proto}} \times d_{emb}}$, respectively, where $n_{\text{proto}}$ is the number of prototypes. The output feature $Z \in \mathbb{R}^{(n+m) \times d_{emb}}$ can thereby be formulated as:

$$Z = \text{softmax} \left( \beta X W_{\text{lookup}}^T \right) W_{\text{content}}, \quad (4)$$

where $\text{softmax} (\cdot)$ denotes the softmax function, and $\beta = 1/\sqrt{d_{emb}}$ is a scaling scalar.

With (4), the Hopfield layer can achieve the prototype learning from two perspectives: 1) learning the most representative prototypes and saving the stored patterns in $W_{\text{content}}$, where each row in $W_{\text{content}}$ corresponds to a learned text-image prototype; and 2) learning to represent the input text-image embedding features $X$ with the learned prototypes using the prototype lookup matrix $W_{\text{lookup}}$. Thus, the first term in (4) (i.e., $\text{softmax} \left( \beta X W_{\text{lookup}}^T \right)$) can be interpreted as the probability or portion of each prototype in the mapping.

D. Self-Attention Layer

Self-attention learning is a commonly used technique in machine translation [61] and image interpretation [62]. Inspired by the work in [56], we propose to use the self-attention layer to further strengthen the inner information interaction among different tokens in the input text-image embedding feature $X$, as shown in Fig. 6. Formally, let $\{W_Q, W_K, W_V\} \in \mathbb{R}^{d_{emb} \times d_{emb}}$ denote the query, key, and value transformation matrices, respectively. Then, the output feature $Z \in \mathbb{R}^{(n+m) \times d_{emb}}$ can thereby be formulated as:

$$Z = \text{softmax} \left( \beta X W_Q W_K^T X^T \right) X W_V, \quad (5)$$

where the first term (i.e., $\text{softmax} \left( \beta X W_Q W_K^T X^T \right)$) measures the impact of each position on all other positions in the text-image embedding.

E. Optimization

Recall that our goal is to predict the image tokens that can be used to synthesize realistic images with the decoder network trained in Section III-B. To achieve this goal, we feed the features learned from the cascaded prototype learning blocks into a new Hopfield layer with the prototype content matrix $W_{\text{content}} \in \mathbb{R}^{n_{\text{proto}} \times k}$, where $k$ is the number of codewords defined in Section III-B. Unlike previous prototype learning layers, each row in $W_{\text{content}}$ corresponds to a learned high-level semantic prototype that may contain multiple codewords in the codebook $c$ with varying proportions. Then, the input text-image embedding feature can be represented with the learned prototypes and transformed into the $k$-dimensional image token space. The output feature $Z' = \text{softmax} \left( \beta X W_Q W_K^T \right) W_{\text{content}} \in \mathbb{R}^{(n+m) \times k}$ can be regarded as the predicted logits. Note that the first $n$ rows in $Z'$ correspond to the $n$ text tokens. Thus, the predicted logit for the first image token is at the $(n+1)$th row in $Z'$. Let $p_i$ denotes the logits for the $i$th image token. The cross-entropy loss can be defined as:

$$L_{ce} = - \sum_{i=1}^{m} \sum_{j=1}^{k} y_{ij} \log \text{softmax}(p_i)_j, \quad (6)$$

where $y_{ij}$ is the one-hot form of the $i$th input image token $i_i$ (ground truth).

In the test phase, since there are only text descriptions as the input, the predicted image tokens will be obtained auto-regressively [58]. Specifically, given the text tokens $t = (t_1, t_2, \cdots, t_n)$, the network will predict the first image token $i_1' = \arg \max p_1$ at the first iteration. Then, $i_1'$ will be regarded as the additional input when predicting the second image token $i_2'$ at the next iteration. In this way, we can obtain all $m$ predicted image tokens and feed them to the image decoder (pre-trained in Section III-B) to synthesize realistic remote sensing images.

IV. EXPERIMENTS

A. EXPERIMENTAL SETTINGS AND IMPLEMENTATION DETAILS

**Dataset:** We use the RSICD dataset\(^1\) [22] to evaluate the proposed method in this study. The RSICD dataset was originally collected for the remote sensing image captioning task. It contains a total of 10921 aerial remote sensing images with various resolutions collected from Google Earth, Baidu Map, MapABC, and Tianditu. Each image has a size of $224 \times 224$ and is annotated with 5 text descriptions. There are 30 scene classes in the dataset: airport, bareland, baseball

\(^1\)https://github.com/201528014227051/RSICD_optimal
| Text Description                                                                 | Altn-GAN | DAE-GAN | DFF-GAN | Lafite | DALL-E | Tex2img-MHN (VQVAE) | Tex2img-MHN (VQGAN) | Real Image |
|---------------------------------------------------------------------------------|----------|---------|---------|--------|--------|---------------------|---------------------|------------|
| An airport with many buildings beside it                                        |          |         |         |        |        |                     |                     |            |
| There is no plant on the bare land                                              |          |         |         |        |        |                     |                     |            |
| A twisted field is near some green trees                                         |          |         |         |        |        |                     |                     |            |
| In front of the sea is a vast beach                                             |          |         |         |        |        |                     |                     |            |
| There is a long bridge over the river                                            |          |         |         |        |        |                     |                     |            |
| Narrow roads were built around the farm                                          |          |         |         |        |        |                     |                     |            |
| Next to the playground is a house with a grey roof                              |          |         |         |        |        |                     |                     |            |
| A large number of white ships were parked around the harbor                     |          |         |         |        |        |                     |                     |            |
| Several buildings are around a stadium                                          |          |         |         |        |        |                     |                     |            |
| Many buildings are in two sides of a railway station                            |          |         |         |        |        |                     |                     |            |
| Many green trees are around a building with a swimming pool                     |          |         |         |        |        |                     |                     |            |
| On the ground there are several residential buildings                           |          |         |         |        |        |                     |                     |            |
| Many buildings and green trees are in a dense residential area                   |          |         |         |        |        |                     |                     |            |

Fig. 7. Illustration of the remote sensing images generated based on the text descriptions from the test set, using different text-to-image generation methods.
stadium, storage tanks, and viaduct. To ensure fair comparisons, we adopt the same experimental setting as used in [30]. Specifically, we use the 8734 text-image pairs from the training split of the RSICD dataset as the training set for each method reported in this study, while the remaining 2187 text-image pairs serve as the test set. For each caption in the test set, we generate 10 images to compute the evaluation metrics. During the experiments, all images are scaled to a resolution of 256 × 256. For the comparing methods reported in this study, we use the same hyper-parameter settings as those used in the original paper to train the model on the RSICD dataset.

Evaluation metrics: Four evaluation metrics are adopted to evaluate the quality of text-to-image generation, including the Inception Score [63], Fréchet Inception Distance (FID) [64], CLIP Score [38], and the proposed zero-shot classification overall accuracy (OA). A brief introduction for each evaluation metric is as follows:

1) Inception Score: Formally, let x′ denote the generated image to be evaluated, and q (l|x′) is the posterior probability of a label l calculated by the RSICD pre-trained Inception-V3 model [65] on x′. Then, the Inception Score (IS) can be calculated as

\[
IS = \exp \left( E_{x'} \left[ D_{KL} \left( q \left( l|x' \right) \| q \left( l \right) \right) \right] \right),
\]

where \( q \left( l \right) \) is the marginal class distribution, and \( D_{KL} \left( \cdot \right) \) denotes the KL-divergence between two probability distributions.

2) FID: We use the features obtained from the final average pooling layer in the RSICD pre-trained Inception-V3 model to compute the FID score:

\[
FID = \| \mu_r - \mu_g \|^2 + Tr \left( \Sigma_r + \Sigma_g - 2 \left( \Sigma_r \Sigma_g \right)^{1/2} \right),
\]

where \( (\mu_r, \Sigma_r) \) and \( (\mu_g, \Sigma_g) \) denote the mean and covariance of the real and generated features, respectively, and \( Tr \left( \cdot \right) \) represents the trace linear algebra operation.

3) CLIP Score: This metric measures the mean cosine similarity between the text descriptions and the generated images in the feature space of a CLIP model. The CLIP-RSICD-V2 model, fine-tuned on the RSICD dataset, is adopted in the evaluation.

4) Zero-shot classification OA: It should be noted that both IS and FID were originally proposed to evaluate GAN models, and may not accurately measure the semantic consistency between the generated images and the original samples. CLIP Score only evaluates the similarity between the generated image and the input text description, without taking into account other factors such as visual quality, diversity, and realism of the generated image, as discussed in the previous work [66]. To address these limitations, we further propose to conduct zero-shot classification on the real test set and adopt overall accuracy (OA) as the quantitative evaluation metric for text-to-image generation for the first time. Specifically, for each text-to-image generation method used in this study, we train a classification model (ResNet-18 [67]) based on the generated images using the text descriptions on the test set. These trained classification models are then adopted to conduct zero-shot classification on all images in the original test set (the label of these real images can be easily collected, as the images in RSICD are named with the corresponding category, e.g., airport_1.jpg). Since no test images are used in the training of these classification models, the obtained OA scores can reflect the quality and semantic consistency of the generated images well.

Implementation details: We adopt the Adam optimizer with the initial learning rate of 1e−3 to train the VQVAE and VQGAN models. The “exponential” learning rate decay policy is used, where the initial learning rate is multiplied by 0.996 at each epoch. The number of total training epochs is set to 1000 with a batch size of 256. For the training of the proposed Ttxt2Img-MHN, we adopt the Adam optimizer with an initial learning rate of 4.5e−3. The “exponential” learning rate decay policy is used here as well, and the learning rate decay parameter is set to 0.999. We set the maximum length of the input sentence to \( n = 40 \) and the total length of the image tokens to \( m = 1024 \) in this study. The feature dimension of the codeword \( d \) and the number of codewords \( k \) are set to 512 and 2048, respectively. The number of prototypes \( n_{pro} \) and the feature dimension in the embedding layers \( d_{emb} \) are set to 1000 and 512, respectively. The number of prototype learning blocks is fixed to \( N = 10 \). See Section IV-D for detailed analyses of the most important parameters. To conduct zero-shot classification, we generate 10 synthetic images for each text-image pair in the test set, resulting in a total of 20540 synthetic images (i.e., 2054 × 10, excluding the 133 images without category labels from the original test set). Subsequently, we train a ResNet-18 model for each text-to-image generation method using their respective synthetic training sets. The training process employs the Adam optimizer with a learning rate of 1e−4. The number of total training epochs is set to 5 with a batch size of 64. Once the training is completed, these ResNet-18 models are then utilized to conduct zero-shot classification on the 2054 real images in the original test set, and the corresponding OA scores are obtained. The experiments in this paper are conducted in PyTorch using 8 NVIDIA Tesla A100 GPUs.

B. Qualitative Results

In this subsection, we evaluate the qualitative performance of the proposed method along with several recent state-of-the-art approaches. A brief introduction to these methods is given below.

- Attn-GAN (Attentional GAN, CVPR 2018)\(^3\): Fine-grained text-to-image generation based on GAN with attention learning and multi-stage refinement [68].
- DAE-GAN (Dynamic Aspect-aware GAN, ICCV 2021)\(^4\): Aspect-level text-to-image synthesis with attended global refinement and aspect-aware local refinement [69].
- StrucGAN (Structured GAN, IEEE GRSL 2021): A multi-stage framework that synthesizes remote sensing images with structured information [30].

\(^3\)https://github.com/taoxugit/AttnGAN
\(^4\)https://github.com/hiarsal/DAE-GAN
- DF-GAN (Deep Fusion GAN, CVPR 2022): GAN-based text-to-image generation using the deep text-image fusion block and a target-aware discriminator [70].
- Lafite (CVPR 2022): Language-free text-to-image generation with the pre-trained CLIP (Contrastive Language-Image Pre-training) model [71].
- DALL-E (ICML 2021): Zero-shot text-to-image generation using the modified GPT-3 (generative pre-trained transformer-3) model [36].
- Txt2Img-MHN (VQVAE): The proposed text-to-image modern Hopfield network with image encoder and decoder from VQVAE.
- Txt2Img-MHN (VQGAN): The proposed text-to-image modern Hopfield network with image encoder and decoder from VQGAN.

In general, the aforementioned GAN-based methods are trained in an adversarial manner, where the generator network takes a textual description as input and synthesizes an image, while the discriminator network evaluates the realism of the generated image. In contrast, Transformer-based methods like DALL-E use a Transformer network to simultaneously learn feature embeddings for both the image and text tokens, enabling text-to-image generation in an auto-regressive manner without adversarial training.

Some examples of the generated remote sensing images based on the text descriptions from the test set using different text-to-image generation methods are presented in Fig. 7. Due to the complex spatial distribution of different ground objects, generating photo-realistic and semantic-consistent remote sensing images is very challenging. While state-of-the-art GAN-based methods like DF-GAN can synthesize the visual appearance style of the remote sensing images well, they may fail to accurately construct the detailed shape and boundary information for complex ground targets like the playground (7th row in Fig. 7) and the stadium (9th row in Fig. 7). By contrast, the proposed Txt2Img-MHN can yield more realistic results in these challenging scenarios. Moreover, we find that Txt2Img-MHN can better learn the concept of quantity. Take the last three rows in Fig. 7 as an example. While all these three input text descriptions are related to the building object, the quantity of the buildings in the text descriptions vary from “a building,” or “several buildings,” to “many buildings.” Although most of the methods can generate relatively good results in the first scenario, accurately understanding the concept of “several” and “many” is more difficult. This phenomenon is especially obvious in the result of Lafite, where it incorrectly generates a lot of dense residential buildings in the case of the input text descriptions of “several buildings.” By contrast, the results of Txt2Img-MHN are more semantically-consistent with the input text descriptions.

We compared our proposed Txt2Img-MHN with the StrucGAN model proposed in [30]. As the source code for StrucGAN was not available, we used the same text descriptions as in [30] to synthesize remote sensing images with Txt2Img-MHN, while replicating StrucGAN’s results from the original paper. The results are shown in Fig. 8. Additionally, StrucGAN’s output ground objects appeared greyish, as can be seen in the last two rows of Fig. 8, resulting in less realistic outcomes. In contrast, Txt2Img-MHN better simulated the color and texture information of various ground objects.

One characteristic of the proposed Txt2Img-MHN is the diversity of the generated images. Fig. 9 illustrates some examples of the generated images from DF-GAN, Lafite, and the proposed Txt2Img-MHN (with VQGAN). For each input text description from the test set, we randomly run these methods 9 times and directly visualize all of the generated images without any manual cherry picking. It can be observed...
that the results of Lafite are highly static and unvaried among different repetitions. DF-GAN can synthesize more diverse images, but may not maintain high semantic consistency with the input text descriptions. By contrast, the proposed Txt2Img-MHN can achieve diverse generations given the same text descriptions, while preserving relatively high generation quality and semantic consistency. This feature can benefit real application scenarios like urban planning, where the synthesized remote sensing images for squares or viaducts with high diversity may inspire urban planning researchers.

To better understand how VQV AE and VQGAN would influence the performance of the proposed method on the text-to-image generation task in a remote sensing scenario, we further evaluate the reconstruction ability of VQV AE and VQGAN. As shown in Fig. 10, given an input remote sensing image from the test set, we visualize the reconstruction results from VQV AE and VQGAN. Compared to VQV AE, VQGAN can yield more detailed reconstructions and preserve better texture information owing to the adversarial training strategy. This phenomenon is also consistent with the results in Fig. 7, where Txt2Img-MHN (VQGAN) can generally synthesize images with a higher spatial resolution. However, there exists the risk that the shapes of different ground objects would be changed in VQGAN’s reconstruction. For example, the round storage tanks in the second column of Fig. 10 are reconstructed to be rectangular. By contrast, the results of VQV AE are more blurry but can reconstruct the shape information more accurately.

C. Quantitative Evaluation With Zero-Shot Classification

While it is usually intuitive to evaluate the quality of the synthesized images from their visual appearance to human observers, conducting accurate quantitative evaluation remains a challenging task considering the ambiguity and complexity of semantic information contained in the image. Currently, the most commonly adopted metrics for image generation are the Inception Score and the FID Score. Despite their simplicity, these two metrics were originally used to evaluate the quality of the GAN model and focus more on either the visual style similarity or the feature distance between synthesized and real data. Thus, they may not accurately reflect the semantic consistency of the generated images. CLIP Score can provide an estimate of the image-text alignment but it only evaluates the similarity between the generated image and the input text description, without taking into account other factors such as visual quality, diversity, and realism of the generated image [66]. To address these limitations, we propose to conduct zero-shot classification on the real test images with the classification model trained on synthesized data. Specifically, for each text-to-image generation method used in this study, we train a ResNet-18 model with the synthesized images generated from the text descriptions from the test set in RSICD. Then, we evaluate the zero-shot classification accuracy of each ResNet-18 model on the real test images in RSICD and report the OA performance. Since no real data are used in the training of these classification models, the obtained OA in the zero-shot classification can measure the quality and semantic consistency of the generated images well.

Table I presents detailed results for the zero-shot classification OA, Inception Score, FID Score, and CLIP Score for each method used in this study. Although evaluating the quality of generated images visually is intuitive, it is challenging to perform accurate quantitative evaluation due to the ambiguity and complexity of semantic information in the image. Lafite has an advantage in the CLIP Score metric since it directly applies a contrastive loss for the generator using the pre-trained CLIP model to constrain the consistency of the generated image and its corresponding text feature, resulting in the highest score of 22.52. The proposed Txt2Img-MHN (VQV AE) obtains a good result on this metric, ranking second with a score of 21.35. Interestingly, GAN-based methods generally perform much better on the Inception Score and FID Score than Transformer-based methods, as observed in a previous study [36]. For instance, Attn-GAN achieves the highest Inception Score of 11.71, whereas the proposed Txt2Img-MHN (VQGAN) only yields an Inception Score of 5.99. However, a high Inception Score may not always lead to a high zero-shot classification OA. For example, Attn-GAN can only achieve an OA of
around 32%, despite its high Inception Score. On the other hand, the proposed Txt2Img-MHN (VQGAN) achieves an OA of over 65%, outperforming all comparable methods by a significant margin. This result demonstrates the great potential for data augmentation based on the generated remote sensing images. As remote sensing tasks usually require higher levels of realism and semantic consistency of the synthesized data, we believe that the OA in zero-shot classification can serve as a better criterion for evaluating the text-to-image generation task in the remote sensing scenario.

### D. Ablation Study

In this subsection, we provide a detailed analysis of how varying the hyperparameters in the proposed Txt2Img-MHN affects its performance. Specifically, we examine the impact of the number of prototypes ($n_{\text{pro}}$), the feature dimension in the embedding layers ($d_{\text{emb}}$), and the number of prototype learning blocks ($N$) on the model’s performance. Our experiments show that using excessively small values for these hyperparameters can limit the prototype learning ability and result in relatively low overall accuracy in zero-shot classification (see Tables II to IV). To strike the right balance between performance and computational efficiency, we empirically set $n_{\text{pro}} = 1000$, $d_{\text{emb}} = 512$, and $N = 10$ for this study. These values have been found to yield good results in our experiments and can serve as a guideline for future studies in this area.

Table V presents a detailed ablation study to assess the impact of the Hopfield layer and self-attention layer. An illustration of various variants of the proposed prototype learning block used in the ablation study is presented in Fig. 11. The results show that both layers significantly contribute to the performance, and removing either layer from the prototype learning block leads to decreased accuracy, with a greater impact observed for the self-attention layer. Moreover, reversing the order of the two layers (i.e., placing the self-attention layer before the Hopfield layer) also results in reduced zero-shot classification accuracy. Notably, we observe that parameter sharing has a detrimental effect on the performance as it limits the learning capacity of our proposed method.

To gain a more comprehensive understanding of the Hopfield layer’s learned features, we present a visualization of

![Visualization of Hopfield layer](image-url)
the top 20 tokens learned by the last Hopfield layer. This involves utilizing the learned weights in the prototype content matrix $W_{\text{content}}$ and selecting the tokens with the highest global activation intensity, which indicates the most frequently occurring features in the generated images. As a reminder, each row in $W_{\text{content}}$ corresponds to a learned prototype with the activation intensity for those $k$ codewords. Specifically, we first sum up $W'_{\text{content}}$ in the prototype dimension to obtain the global activation intensity for all $k$ codewords: $GAI^{(j)} = \sum_{i=1}^{n_{\text{proto}}} W'_{\text{content}(i,j)}$, where $GAI^{(j)}$ denotes the global activation intensity for the $j$th codeword, with $j$ ranging from 1 to $k$. We then select the top 20 element indices based on the GAI value from largest to smallest. For each of these indices, we replicate its corresponding codeword from the codebook $\mathbf{c}$ in VQVAE $\text{wh/64}$ times to construct the image embedding features $\text{emb}_{\text{enc}} \in \mathbb{R}^{h \times w \times d}$. The visualized token image is then obtained by inputting $\text{emb}_{\text{enc}}$ to the decoder network: $\text{Dec}(\text{emb}_{\text{enc}})$. The resulting visualization in Fig. 12 reveals that the top 20 tokens learned by the last Hopfield layer correspond to the basic components used for image generation, such as various colors and texture patterns. Moreover, some of these tokens have high similarity to specific ground objects, such as meadows or deserts.

Fig. 13 presents the training and testing losses of the proposed Txt2Img-MHN (VQGAN) at various epochs. It can be observed that as the number of epochs increases, both the training loss and testing loss steadily decrease, eventually converging and stabilizing.

V. CONCLUSION AND DISCUSSIONS

In this study, we propose a novel text-to-image modern Hopfield network (Txt2Img-MHN) to generate photo-realistic and semantic-consistent remote sensing images using text descriptions. Instead of learning concrete but highly diverse text-image joint representation directly, Txt2Img-MHN aims to hierarchically learn the most representative prototypes from the input text-image embeddings, which can be further utilized to represent more complex semantics. Additionally, we comprehensively compare and analyze the performance of the vector quantized variational autoencoder (VQVAE) and vector quantized generative adversarial network (VQGAN) for text-to-image generation in the remote sensing scenario. The image reconstruction results show that VQVAE can better preserve the shape information of ground objects, while VQGAN can provide more detailed texture and boundary information. Since traditional evaluation metrics like the Inception Score and FID Score may not accurately measure the realism and semantic consistency of the generated images, we propose a new metric to evaluate the performance of the text-to-image generation task. For this purpose, we further conduct zero-shot classification on the real images with the classification model trained on the synthesized data. Despite its simplicity, we find that the OA in the zero-shot classification may serve as a better criterion for measuring the quality of the image generation. Extensive experiments on the benchmark remote sensing text-image dataset RSICD demonstrate that the proposed method can generate more realistic remote sensing images than the existing approaches.

One of the main challenges in remote sensing image generation from text is the limited text-image pairs in the training set. While high-quality text descriptions for remote sensing data are usually difficult to collect, there is a large quantity of unlabeled high-resolution remote sensing images. Thus, making use of the abundant semantic information in these unlabeled images to improve the performance of text-to-image generation deserves further study. We will try to explore this topic in our future work.
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