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Highlights
A multiomics-based classification of GBM was established
Single-cell transcriptomic profiling of GBM subclasses was revealed using Scissor
A robust prognostic risk model was developed for GBM by machine learning method
Prediction of potential agents based on molecular and prognostic risk stratification
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**SUMMARY**

Glioblastoma (GBM) is the most common form of malignant primary brain tumor with a dismal prognosis. Currently, the standard treatments for GBM rarely achieve satisfactory results, which means that current treatments are not individualized and precise enough. In this study, a multomics-based GBM classification was established and three subclasses (GPA, GBP, and GPC) were identified, which have different molecular features both in bulk samples and at single-cell resolution. A robust GBM poor prognostic signature (GPS) score model was then developed using machine learning method, manifesting an excellent ability to predict the survival of GBM. NVP–BEZ235, GDC–0980, dasatinib and XL765 were ultimately identified to have subclass-specific efficacy targeting patients with a high risk of poor prognosis. Furthermore, the GBM classification and GPS score model could be considered as potential biomarkers for immunotherapy response. In summary, an integrative genomic analysis was conducted to advance individual-based therapies in GBM.

**INTRODUCTION**

Glioblastoma (GBM) is the most lethal and common form of brain tumor. The standard treatment for GBM includes surgical resection, concurrent radiotherapy and chemotherapy, and further adjuvant chemotherapy, but the median survival of approximately 15 months remains unsatisfactory (Tan et al., 2020; Wang et al., 2021). Given the unfavorable overall prognosis for GBM, it is indispensable to establish advanced directives at the early stage of disease. Despite all the strides made in this field, there are currently no standardized prognostic biomarkers for GBM, and reliable biomarkers are still needed. Moreover, temozolomide (TMZ) represents the first and thus far the only agent shown to be effective against GBM (Yang et al., 2022). Therefore, there is also an urgent need to find more available agents to improve the survival rate with GBM. However, little headway has been made in any new attempts to treat GBM. The era of precision oncology heralds significant prospects for exploring more tailored therapies to fight against aggressive disease. Thus, exploring targeted agents for individuals with specific characteristics may be expected to solve this clinical dilemma. The current multomics-based GBM classification includes three subtypes: classical, mesenchymal, and proneural (Brennan et al., 2013). Recently, Alhalabi revealed that dasatinib showed distinct therapy responsiveness in different molecular subtypes (Alhalabi et al., 2021). Indeed, increasing evidence suggests that the lack of individual-based therapeutic strategies results in the failure of novel treatment in GBM (Omuro and DeAngelis, 2013). Moreover, high heterogeneity, one of the major hallmarks of GBM, makes it scarcely possible to identify versatile strategies suitable for all GBM patients. However, current GBM classification ignores the internal relationship between GBM clinical classification and therapeutic response, and only a few studies have focused on this issue. Accordingly, it is imperative to generate a novel classification available to explore personalized treatment strategies. Moreover, a number of pharmacogenomic databases, such as Genomics of Drug Sensitivity in Cancer (GDSC) (Yang et al., 2013), the Cancer Therapeutics Response Portal (CTRP) (Rees et al., 2016), PRISM Repurposing (Corsello et al., 2020), the DrugBank (Wishart et al., 2018), and the Drug Repurposing Hub (Corsello et al., 2017), have served as precise and reliable clinical data sources for the exploration of tailored treatment strategies in recent years. GDSC, CTRP, and PRISM could provide drug sensitivity response data for numerous cell lines, which have proven reliable for predicting drug response in clinical samples (Yang et al., 2021a). The Drug Repurposing Hub and DrugBank allow for drug screening against identified targets.
However, pharmacogenomic databases are often underutilized during the exploration of tailored treatment strategies in GBM. To compensate for current shortcomings, in this study, we establish a novel GBM molecular classification that provides a preclinical platform for exploring subtype-specific agents for GBM to improve precision medicine. Moreover, we develop a robust prognostic risk signature for the improvement of clinical risk stratification. Precision treatment strategies are finally generated through a comprehensive in silico analysis leveraging ample pharmacogenomic databases. Collectively, we aim to change the state of the art of population-based therapies in GBM and allow new insights into precision oncology.

RESULTS

_CancerSubtypes_ identifies three clusters in GBM

The detailed analysis procedures of this study are shown in Figure 1. In all, 1333 GBM patients were included in our analysis, and they were divided into five cohorts and assigned to three sets: the training set (TCGA training cohort, n = 323), the internal validation set (TCGA testing cohort, n = 195), and the external validation set (CGGA cohort, n = 374; GSE13041 cohort, n = 267; GSE108474 cohort, n = 174). Detailed information on each cohort is illustrated in Table S1. Figures S1A and S1B present the results of principal component analysis (PCA) before and after batch effect correction of the CGGA and GSE13041 cohorts.

Driver mutations, a small part of all gene aberrations in cancer, are able to confer selective advantages on cancer cells and could cause abnormal and uncontrolled cellular growth (Martinez-Jimenez et al., 2020). In this study, 42 potential diver mutations were identified in the training set by the DriverNet and MutSigCV algorithms (Figure S2) (Table S2). Nine of the 10 most altered genes have been proven to be well-known genetic aberrations associated with GBM by a previous study, including **PTEN**, **TP53**, **EGFR**, **NF1**, **SPTA1**, **RB1**, **ATRX**, **PIK3CA**, and **PIK3R1** (Reifenberger et al., 2017). The _CancerSubtypes_ package was subsequently used to identify GBM subclusters using multiomics data (the top 1000 genes, copy number variants, and expression data).
variation (CNV) with maximum variations, and 42 mutated genes) derived from the training set. The maximum value of ASW was found at $k = 3$, which would be indicative of the optimal number of clusters (Figure S3). At this point, 323 GBM patients from the training set were allocated into three clusters, which were correspondingly named Cluster 1 ($C_1$, $n = 144$), Cluster 2 ($C_2$, $n = 77$), and Cluster 3 ($C_3$, $n = 102$).

Significant differences in CNV, mRNA, and mutation profiles were observed among these three clusters (Figure S4A). For survival analysis, the results reflected significant prognostic differences among the three clusters in the training set, with a longer median survival time (MST) for $C_2$ than $C_1$ and $C_3$, for progression-free interval (PFI) ($p = 2e^{-04}$) and overall survival (OS) ($p = 0.0088$) as an endpoint (Figures S4B and S4C). Following differential expression analysis, 136 differentially expressed genes (DEGs) were identified among these three clusters (log2FC > 1, adjusted $p < 0.05$) (Table S3). According to the gene set enrichment analysis (GSEA) results based on the 136 DEGs, E2F targets for $C_1$, G2/M checkpoint for $C_2$, and epithelial mesenchymal transition for $C_3$ represented three pathways that showed the most enrichment significance in corresponding clusters (Figures S4D–S4F). Moreover, the ESTIMATE algorithm was leveraged to calculate the immune scores and stromal scores of the three clusters. We then found that the results of the two scores showed good consistency, and the scores of $C_3$ were the highest ($p < 0.0001$) (Figures S4G and S4H).

We also uncovered the correlation between clusters and immune infiltration in the training set. As shown in Figure S4I, there was a remarkable difference in immune infiltration among the three clusters, with a higher absolute abundance of four immune and one stromal cell populations (fibroblasts, monocytic lineage, myeloid dendritic cells, neutrophils, and T cells) for $C_3$ than for $C_1$ and $C_2$ ($p < 0.001$) and one immune cell population (cytotoxic lymphocytes) for $C_2$ than for $C_1$ and $C_3$ ($p < 0.001$).

**Establishment of a novel GBM molecular classification based on 136 DEGs**

To expand the application of our multiomics GBM classification model to other cohorts, a gene expression-based surrogate was needed. Based on the expression data of 136 DEGs in the training set and all validation sets, a novel GBM molecular classification was established, which comprised three subclasses (i.e., GPA, GPB, and GPC). As shown in Figure S5A, PCA revealed that patients in different subclasses were primarily distributed in three different directions.

Figure 2A depicts the main gene expression data, somatic mutation variation (SNV), CNV and the phenotype features of GBM subclasses. As shown in the heatmap, the expression levels of 136 DEGs were markedly different in the three subclasses. PTEN, the main negative regulatory factor of the PI3K/AKT/mTOR pathway, has been proven to be commonly inactivated or deleted in GBM (Brennan et al., 2013; Verhaak et al., 2010). Consistent with this view, PTEN was identified as the most frequent somatic mutation and CNV of all common alterations in our study. The Genomic Identification of Significant Targets in Cancer (GISTIC) scores of the three subclasses are depicted in Figures 2B and 2C. Figure S6 suggests that GPC was correlated with a high O(6)-methylguanine-DNA methyltransferase (MGMT) promoter methylation level ($p < 0.05$), the presence of isocitrate dehydrogenase enzyme 1 (IDH1) mutation ($p < 0.0001$) and the glioma CpG island methylator phenotype (G-CIMP) ($p < 0.0001$). Moreover, in terms of the correlation between our GBM subclasses and the existing GBM classification, GPA was linked to the classical subtype, GPB was associated with the mesenchymal subtype, and GPC was related to the proneural subtype ($p < 0.0001$).

According to the survival analysis, GPC was associated with better PFS ($p = 0.0028$) and OS ($p = 0.0024$) than GPA and GPB in the training set (Figure 2D). The survival analysis of the three subclasses by PFI or OS was also conducted in the validation sets (Figures 2E and S5B–S5D). Consistent with the results of the training set, GPC also had a significantly better prognosis than the other two subclasses in almost all cohorts from the validation sets except the GSE13041 cohort. Although no significant difference was observed in the GSE13041 cohort ($p = 0.06$), it remained noticeable that GPC was related to a tendency toward better survival.

The subclass-related biological processes were identified by GSEA based on the DEGs (Table S4), and the visual analysis results are presented in Figure S7. Moreover, GSEA of hallmark gene sets revealed that these three subclasses were significantly differentially enriched in metabolism-associated processes (bile acid metabolism, glycolysis, fatty acid metabolism, and cholesterol homeostasis), cell cycle-associated pathways (E2F targets and G2/M checkpoint), immune activation-related processes (interferon alpha response and inflammatory response), and other processes (Figure S8A).
Based on the expression matrix from the Ivy Glioblastoma Atlas Project (IGAP) (Figure S8B), we conducted enrichment analysis of anatomic structures in the three subclasses (Puchalski et al., 2018). IGAP researchers have performed RNA-seq on 5 major GBM anatomical structures, including cellular tumor (CT), pseudopalisading cells around necrosis (CTpan), microvascular proliferation (CTmvp), leading edge (LE), and infiltrating tumor (IT), identified from hematoxylin and eosin (H&E) staining. Enrichment analysis showed that GPA was highly enriched in CT samples. GPB was highly derived from CTmvp, and GPC was mainly localized in regions of LE (Figure S8C).

Figure 2. The molecular, mutational and prognostic characteristics of novel classification
(A) An overview of clinical phenotype, somatic mutation and CNV characteristics across three subclasses. Composite GISTIC amplification (B) and deletion (C) profiles for GPA, GPB and GPC with annotations highlighting differences. The survival analysis among three subclasses in the TCGA training cohort (PFI and OS) (D), the TCGA testing cohort (OS) and the CGGA cohort (OS) (E). CNV, Copy Number Variation; PFI, Progression-free interval; OS, Overall survival; GISTIC, Genomic Identification of Significant Targets in Cancer; MGMT: O(6)-methylguanine-DNA methyltransferase; G-CIMP, Glioma CpG island methylator phenotype; IDH1, Isocitrate dehydrogenase enzyme 1.
Single-cell transcriptomic context of three GBM subclasses

Uniform manifold approximation and projection (UMAP) was adopted to realize cluster visualization of single-cell data (Figure 3A). A total of 3589 cells from GSE84465 were ultimately separated into 8 cell types by manual annotation leveraging canonical gene signature markers of different cell subpopulations (Figure S9A). There was a significant difference between neoplastic cells and non-neoplastic cells through the inferCNV algorithm (Figures S9B and S9C). We then inferred GBM subclass-associated neoplastic cell subpopulations (defined as GPA cells, GPB cells, and GPC cells) using the Scissor algorithm (Figure 3B) (Sun et al., 2022). Scissor can automatically and accurately select highly phenotype-relevant cell subsets from single-cell assays under the guidance of given clinical phenotype information from bulk data, which has been demonstrated to work well in a series of diseases, including lung cancer and melanoma (Sun et al., 2022). To verify the validity of this algorithm in GBM, we used bulk phenotypes, including tumor and normal phenotypes, from the TCGA dataset to guide Scissor analysis. The results showed that 404 Scissor+ cells and 20 Scissor− cells were identified (Figures S9D and S9E). A total of 81.6% of Scissor+ cells were proven to be neoplastic cells, which largely confirmed that Scissor was effective in interpreting GBM datasets (Figure S9E).

In pursuit of upstream regulatory mechanisms, the Dorothea algorithm and the Viper inference tool were applied to infer and score the activities of transcription factor (TF) (Alvarez et al., 2016; Holland et al., 2020). We then revisualized single-cell data based on the overall TF activities of each cell (Figure 3C). We found that neoplastic cells are well circumscribed with non-neoplastic cells. Moreover, TFs with the top 20 highly variant activities were identified (Figure 3D). The activity scores of the 20 TFs in GPA cells were moderate compared with those in GPB cells and GPC cells. We noted higher TF activities for Smad3 in GPB cells, indicative of increased activation of TGF-β/Smad3 signaling, which proved to be a major characteristic of the mesenchymal subtype (related to GPB) (Fan et al., 2021). We also found higher TF activities for STAT3, RELA, TEAD4, and JUN in GPB cells, which are reported to be involved in the regulation of the mesenchymal program in GBM. These results indirectly proved that Scissor can precisely infer most subclass-associated cells to a certain extent (Bhat et al., 2013; Carro et al., 2010; de Souza et al., 2018).

We compared gene expression among GPA, GPB, and GPC cells to further reveal the underlying transcriptional patterns. As a result, 81 upregulated genes (15 genes for GPA cells, 60 genes for GPB cells, 6 genes for GPC cells) and 49 downregulated genes (0 genes for GPA cells, 14 genes for GPB cells, 35 genes for GPC cells) were identified (Figure 3E) (Table S5). Notably, DEGs mainly existed in GPB and GPC cells, which was consistent with the remarkable differences between GPB and GPC cells in terms of TF activities. Of interest, CHI3L1, which was described to figure prominently in modulating tumor microenvironment (TME) of GBM, represented not only the highly overexpressed gene in GPB cells but also the most changed downregulated gene in GPC cells (Chen et al., 2021). The functional enrichment analysis of DEGs in GPB cells over GPC cells ultimately revealed that TNF-α signaling via NF-kB and extracellular matrix organization (part of the TME) were the main enriched pathways and biological processes (Figure 3F). Using the Monocle 2 package, we performed pseudotime analysis of single-cell RNA-seq data to delve into details of DEGs and constructed a cell trajectory of the neoplastic cells in GBM (Figure S9F). NDRG2, LTF, and SPP1, the three most strikingly upregulated genes in corresponding subclass-associated neoplastic cell subpopulations, showed distinct change trends in their expression along pseudotime (Figures 3G and S9G). The composing proportion of three neoplastic cell subpopulations fluctuated dynamically along pseudotime (Figure S9H).

Based on different gene expression patterns, Neftel et al. revealed that human GBM cells corresponded primarily to four states—neural-progenitor-like (NPC-like), mesenchymal-like (MES-like), astrocyte-like (AC-like), and oligodendrocyte-progenitor-like (OPC-like) cellular states at single-cell resolution, which could be considered as classical GBM single cell types (Neftel et al., 2019). According to two dimensional plots and enrichment heatmap (Figures S10A and S10B), AC-like cellular state was linked to GPA cells, MES-like cellular state was related to GPB cells, and NPC- and OPC-like cellular states were associated with GPC cells. In addition, we evaluated GPS score at single-cell resolution. Results showed that neoplastic cells obtained the highest GPS score (Figure S10C), which was in line with this expectation. As for four cellular states, MES-like cells showed the highest GPS score (p < 0.001) (Figure S10D). The finding was also presented at two-dimensional level (Figure S10E).
Figure 3. Single-cell transcriptomic characteristics of three GBM subclasses

(A) UMAP plot of scRNA-seq data from four patients.

(B) Cellular maps of subclasses-associated neoplastic cell subpopulations by Scissor displayed by UMAP dimension reduction.

(C) Visualization of single-cell data based on overall TF activities of each cell.

(D) Heatmap of top 20 highly variable TF activities among GPA, GPB and GPC cells. The color of heatmap representing z-scores of TF activities.

(E) Volcano plot of differentially expressed genes among GPA, GPB and GPC cells. The two vertical dashed lines indicate ±1-fold change in gene expression, and the horizontal dashed line demonstrates an FDR cutoff of 0.05. The FDR was the adjusted p value calculated by the two-tailed Wilcoxon rank-sum test.

(F) Enrichment bar plot of differentially expressed genes in GPB cells versus GPC cells based on Reactome and Hallmark pathways. The vertical dashed line denotes an FDR cutoff of 0.05.

(G) Transcriptional changes of NDRG2, LTF and SPP1 along pseudotime. A, GPA cells; B, GPB cells; C, GPC cells; TF, Transcription factor.
Construction and prognostic analysis of 36 gene-based GBM poor prognostic signature (GPS) scores

The detailed steps for establishing GPS are described in the STAR methods. Ultimately, a 36-gene list in the WRF model with the minimum out of bag (OOB) error rate was considered GPS and was obtained for further prognostic analysis (Figure S11A; Table S6).

To investigate the prediction ability of GPS in the prognosis of GBM, we performed survival analysis between two groups of patients with high or low GPS scores. Patients from all included cohorts fell into high- and low-GPS groups based on the optimal cutoff points. In the training set, patients in the low-GPS group showed a significantly longer MST than those in the high-GPS group (p < 0.0001) (Figure S12A). This conclusion was further confirmed in validation sets to verify the stability and generalizability of the GPS in different cohorts. As shown in Figure S12A, in agreement with the foregoing conclusion, the results of survival analysis in the validation sets had significant differences in statistics between the two groups, with better survival probability in the low-GPS group than in the high-GPS group (TCGA testing cohort: p = 0.00052; CGGA cohort: p = 0.0026; GSE13041 cohort: p = 0.00043; GSE108474 cohort: p = 0.0019).

To further evaluate the prognostic potential of the GPS, time-dependent receiver operating characteristic (tROC) analysis was conducted to compare the GPS with several previously reported prognostic signatures for GBM, including Hou’s signature (Hou et al., 2019), Lei’s signature (Lei et al., 2021), Zhao’s signature (Zhao et al., 2019c), and Fatai’s signature (Fatai and Gamieldien, 2018) (Table S7). The results of tROC analysis showed that the mean area under the curve values (AUCs) of the GPS ranked first in almost all cohorts (Figures 4A–4C, S11B, and S11C). Actually, in this exceptional case, GPS still exhibited the second highest mean AUCs (Figure S11B). Furthermore, GPS had higher mean AUCs than the others, and the calibration plots suggested that there was a high level of agreement between the GPS model and the ideal model in the training and validation sets (Figures 4D, 4E, S11D, and S11E). Given the above findings, GPS was the most accurate predictor compared with the other four signatures.

Univariate and multivariate Cox regression were performed to estimate the independent prognostic value of GPS in GBM patients from TCGA, CGGA, GSE13041, and GSE108474 cohorts (Figure 4F). Variables with statistical significance (p < 0.05) in univariate Cox regression were selected to be used for subsequent multivariate regression. After adjusting for prognosis-related clinical features, variables with p < 0.05 in multivariate Cox regression were regarded as independent predictors. The independent clinical prognostic significance of GPS was verified in TCGA, CGGA, and GSE108474 cohorts by multivariate Cox regression (TCGA: HR = 3.78, 95% CI = 1.80–7.92, p < 0.001; CGGA: HR = 2.33, 95% CI = 1.01–5.42, p = 0.048; GSE108474: HR = 4.10, 95% CI = 1.33–12.57, p = 0.014). The result was not validated in the GSE13041 cohort (HR = 1.86, 95% CI = 0.86–3.98, p = 0.113), which may be due to its deficiency in GPS-related gene data.

Identification of candidate druggable therapeutic targets for GBM with high GPS scores

Exploration of specific agents for high-risk patients with poor prognosis can facilitate the personalized management of GBM. Thus, 4465 known drug targets from the Drug Repurposing Hub and DrugBank were retained for further two-step analysis to seek potential druggable therapeutic targets for high GPS score GBM. First, by calculating the correlation coefficient between the expression levels of targetable genes and GPS score, we searched for candidate targets (cor > 0.25 and adjusted p < 0.05). Then, identified using correlation analysis between DEMETER/CERES scores and GPS scores, other targets (Spearman’s r < −0.25 and adjusted p < 0.1) were regarded as poor prognosis-related targets. Considering the two results of the above analyses, we ultimately identified 16 potential drug targets (Figure 5A) that may be beneficial to GBM patients with high GPS scores (Table S8).

Verifying the availability of drug response databases in clinical samples

This study included three large-scale drug response databases (CTRP, GDSC, and PRISM), from which gene expression and drug sensitivity information on hundreds of cancer cell lines (CCLs) were devoted to estimating the drug sensitivity of clinical samples. Not available agents in 20% of samples, duplicated agents, and hematopoietic and lymphoid tissue-derived cell lines were excluded. There remained a total of 1,689 drugs in these three databases, including 474 CCLs and 1285 compounds in PRISM, 669 CCLs and 402 drugs in CTRP, and 786 CCLs and 320 drugs in GDSC, which were left to be used for additional analysis (Figure S12B).
Figure 4. Estimation of prognostic value of 36-gene GPS

(A–C) Time-dependent receiver operating characteristic (tROC) curves comparing GPS and four public signatures in the TCGA training cohort (OS and PFI) (A), the TCGA testing cohort (PFI) (B) and the GSE13041 cohort (OS) (C).

(D) ROC curves of the performance of diverse prognostic signatures in the GSE108474 cohort at 3 and 5 years.

(E) The calibration plots for the comparison of GPS model with ideal model at 3 and 5 years.

(F) Results of the univariate and multivariate Cox regression analysis in the TCGA cohort, the CGGA cohort, the GSE13041 cohort and the GSE108474 cohort.

PFI, Progression-free interval; OS, Overall survival.
Before formal analysis, the three databases must be proven to be available and reliable to predict the drug sensitivity of clinical samples by a ridge regression model. TMZ, the only first-line agent for newly diagnosed GBM, was utilized to validate the assumption. MGMT status has been identified as a strong biomarker of response to TMZ by randomized trials (Hegi et al., 2005). Patients with unmethylated MGMT were believed to respond poorly to TMZ. Therefore, we assigned patients in the TCGA cohort to two groups based on MGMT status. The Wilcoxon rank-sum test was carried out to compare the difference in the estimated AUC values of TMZ. As indicated in Figure S12C, patients with unmethylated MGMT exhibited a higher estimated AUC value for TMZ, and the difference was statistically significant ($p = 0.036$). It should be emphasized that a higher estimated AUC value signified a more insensitive drug response.

Figure 5. Identification of GPS-associated drug targets and therapeutic agents

(A) Volcano plot of Spearman’s correlations and significance between GPS scores and gene expression of drug targets (left). Red dots indicate the significant positive correlations. Volcano plot of Spearman’s correlations and significance between GPS and CERES score of drug targets (mid) as well as between GPS and DEMETER score of drug targets (right) separately. Blue dots indicate the significant positive correlations.

(B) Summary of the most potential therapeutic agents for patients from three subclasses with high risk of poor prognosis according to the evidence from multiple sources. Dose-response curves to 48 h (C) and colony formation assay (D) of NVP-BEZ235, GDC-0980, Dasatinib and XL765 treatment in glioblastoma cell lines of GPA, GPB, and GPC subclasses. Error bars indicate the SEM.
result corresponded to the actual clinical response of TMZ, indicating the consistency of the estimated and actual clinical response to a certain extent.

**Exploration of potential subclass-specific agents targeting patients with a high risk of poor prognosis**

Figure S12D shows a case of our adopted strategy to explore specific agents for patients with high GPS scores in each subclass. First, we sought all agents corresponding to 16 identified drug targets in the Repurposing Hub and DrugBank. By taking the intersection of the result and drug information from the LINCS Data Portal, 17 drugs were first selected. Next, we performed Spearman correlation analysis between the estimated AUC value and GPS score in our five cohorts. All agents with negative correlation coefficients (Spearman’s $r < 0$) were collected together for subsequent analysis. Again, we carried out differential analysis of estimated drug response among the three subclasses in all cohorts. Subclass-specific agents were defined as differential-response agents (log2FC < 0 and adjusted $p < 0.05$) appearing more than twice. Finally, 7 potential agents were acquired through the above three methods, which were deemed to have subclass-specific efficacy according to our classification and show preferential effects for patients with a high risk of poor prognosis. (NVP BEZ235 for GPA; ponatinib, ZSTK—474, idelalisib, GDC—0980, NVP—BEZ235, dasatinib for GPB; XL765 for GPC). Intriguingly, Alhalabi et al. revealed that the mesenchymal subtype (related to GPB) could benefit more from dasatinib than the others, which partly confirmed our predictions (Alhalabi et al., 2021).

**Further screening of the most promising agents based on multiperspective analyses**

To identify the most promising agents, we comprehensively analyzed and evaluated the therapeutic significance of these seven potential agents in GBM from multiple perspectives (Figure 5B). First, a complete literature retrieval was conducted in the PubMed dataset to determine the clinical status of these seven agents and find their experimental evidence in a contemporary context. In addition, Log2FC of AUC was presented, and a higher value signified a more obvious subclass-specific efficacy. Finally, the discordance scores of each drug were calculated by the SynergySeq platform, of which the values were deemed to partly exhibit a positive correlation with the ability to combat GBM (Stathias et al., 2018). Considering all these factors, NVP—BEZ235, GDC—0980, dasatinib, and XL765 were treated as the most promising agents in our study.

To go a step further and validate the conclusion that the four currently selected agents had actual therapeutic significance, in vitro experiments on a small scale were performed in three GBM cell lines, including T98G, NP8, and LN229. Based on the results of consensus clustering, the T98G, NP8, and LN229 cell lines were regarded to be equivalent to GPA, GPB, and GPC, respectively. The Cell Counting Kit-8 (CCK8) assay indicated that the four agents reduced the corresponding cell viability in a dose-dependent manner (Figure 5C). Colony formation assays were performed to further confirm their cytotoxic effect on GBM cell viability, where the survival of GBM cells was also inhibited in a dose-dependent manner (Figure 5D). Apoptosis was observed by flow cytometry. The percentage of apoptotic GBM cells increased after using higher concentrations of agents compared to the control groups (Figure S13). Moreover, we compared the IC50 values of four selected agents in different cell lines to demonstrate the differences in drug sensitivity across subclasses. As shown in Table S9, NVP—BEZ235 and dasatinib showed a trend for preferential effect, which was entirely consistent with the prediction results of our bioinformatic analyses. It is interesting that the expected agent in a certain subclass showed a lower IC50 value than the others.

**Prediction of immunotherapy response**

We first checked the immune landscape of every patient from the training set in terms of immune cells, checkpoint targets, and cytokines. The results were categorized by the patient subclass and GPS score (from high to low) and are presented in a heatmap (Figure 6A). GPB exhibited the highest absolute fraction of immune cells (Figure 6B). Moreover, as a typical example, GPB had a significantly higher abundance of macrophages, which could be found with clarity in Figures 6A and 6B. Tumor-associated macrophages (TAMs) in the GBM microenvironment consist of tissue-resident microglia (MG) and recruited bone-marrow-derived macrophages (BMDMs) (Bowman et al., 2016). As shown in Figure 6C, the enrichment score of BMDM among the three subclasses was significantly different, and GPB showed the highest score, followed by GPA and GPC. Of interest, the enrichment score of MG showed the opposite result. Further analysis at single-cell resolution indicated that MG primarily exhibited the tumoricidal M1 phenotype and that BMDMs were dominated by the tumorigenic M2 phenotype (Figure 6D). GPB was found to be...
associated with a higher enrichment score of immunosuppressive expression signatures, including PTEN pathway, induced regulatory T cells, and FOXO3 proteins, which was identified by Zhao et al. (Figure 6E) (Zhao et al., 2019b). However, high levels of immunosuppression always restricted the availability of tumor antigens necessary for an effective response to immunotherapy (Lim et al., 2018). Furthermore, microsatellite instability (MSI) was more frequent in GPC patients, suggesting GPC might have meaningful
responses to immunotherapy (Figure S14A) (Dudley et al., 2016). Tumor Immune Dysfunction and Exclusion (TIDE) algorithm was utilized to calculate the Dysfunction and Exclusion score among different subclasses (Jiang et al., 2018). As shown in Figure S14C, these three subclasses adopted distinct immune evasion strategies and GPC might respond well to immunotherapy because of the low probability of immune evasion. In summary, GPC seemed more likely to be sensitive to immunotherapy and GPB could only benefit from this treatment in a limited way.

A negative correlation was observed between GPS score and MSI events ($p < 0.0001$) (Figure S14B), indicating low-risk patients were more likely to benefit from immunotherapy (Dudley et al., 2016). Furthermore, TIDE algorithm was also utilized to conduct the sensitivity analysis of the high- and low-GPS groups to immunotherapy and to determine the type of immune evasion in them. As shown in Figure S15A, Dysfunction and Exclusion scores were significantly higher for the high-GPS group than for the low-GPS group. These results suggested that the high- and low-GPS groups utilized distinct immune evasion strategies, with high-GPS group showing a higher level of T cell dysfunction and a lower cytotoxic T lymphocyte (CTL) level. Moreover, the high-GPS group might show an unsatisfactory immunotherapy efficacy due to the high probability of immune evasion. Besides, we further validated the prediction efficacy of the GPS for immunotherapy response in the real immunotherapy cohort (the PRJNA482620 cohort) (Figure S15B) (Zhao et al., 2019b). Although there was no significant statistic difference of GPS scores between responders and non-responders ($p = 0.23$), it was obvious that patients who did not respond to immunotherapy tended to have a higher GPS score (Figure S15C). The reason that this difference did not reach a statistically significant level may be due to the relatively small size of the dataset and highly heterogeneous among individuals. We also tested the predictive value of GPS on prognosis and immunotherapy efficacy in the PRJNA482620 cohort. The results of tROC analysis showed that GPS has a certain predictive value for the prognosis in the PRJNA482620 cohort (Figure S15D). The AUC value was 0.664, indicating a certain degree of predictive validity of GPS for immunotherapy response (Figure S15E). Collectively, low-GPS group might be sensitive to immunotherapy. However, this conclusion still requires further verification in large-scale immunotherapy cohorts.

Six different immune response–related gene signatures derived from solid tumors (Table S10) were then assessed among the three subclasses and between high- and low-GPS groups. As shown in Figures S16A–S16C, the results showed that these signatures were not suitable for application in predicting immunotherapy response in GBM. This may be attributable to the existence of the blood–brain barrier and the unique immune environment within the brain, which are relatively unique to GBM.

**DISCUSSION**

The high burden of disease within the context of current medical practices highlights the unmet need for an instructive system for the development of new therapies for GBM. However, new attempts to treat GBM have not made much headway. Indeed, given the high heterogeneity, the notion of precision oncology driven by molecular profiling for the treatment of GBM is attractive and scientifically sound, of which the core concept is the exact matching of the specific drugs and appropriate patients. Although knowledge of the genomic landscape of GBM has advanced tremendously, efforts to translate these findings into better prognosis have not advanced very far. In this study, we created a system that simultaneously covered GBM molecular classification, prognostic risk signature, precision treatment strategies, and their connection. We first established a multiomics-based classification and uncovered the clinical and molecular characteristics of different clusters. Next, to broaden the scope of the classification applications, a gene expression-based surrogate was identified based on 136 DEGs, which successfully stratified GBM patients with different molecular features both in bulk samples and at single-cell resolution. The importance of the novel classification lies in the fact that different subclasses might need different treatment therapies. Then, we developed a prognostic risk signature, 36-gene GPS, to stratify patients with high-risk or low-risk poor prognosis. Finally, four agents (NVP–BEZ235, GDC–0980, dasatinib and XL765) were identified to have subclass-specific efficacy and to target patients with a high risk of dismal prognosis. Compared to previous studies, multiple validation sets in this study ensured stability of the molecular classification and good predictive power of GPS. Targeted agents were predicted based on both the molecular classification and prognostic risk stratification, which ensured the innovation of our research. Moreover, we identified the GBM classification and GPS score model which were considered as potential biomarkers for immunotherapy response, providing more options for the treatment of GBM.
Multiple drug targets identified in our study have been proven to play critical roles in GBM, indicating the feasibility of generating corresponding targeted therapies for GBM with a high GPS score. S100A4 also referred to FSP1/mts-1/metastasin/pEL98. Proteins encoded by S100A4 participate in regulating apoptosis, cell motility, and angiogenesis (Chow et al., 2017). It was reported that high levels of S100A4 expression were related to dismal prognosis in various human tumors (Bresnick et al., 2015). The latest research declared that S100A4 was closely associated with immunosuppression and GBM growth, which confirmed the potential of S100A4 as an immunotherapy target in GBM through single-cell analysis (Abdel-fattah et al., 2022). Oncostatin M receptor (OSMR) is a member of the interleukin-6 receptor family, regulating homeostasis, cell growth, and cell differentiation (Heinrich et al., 1998; Hermanns, 2015). The upregulation of OSMR was found in mesenchymal and classical subtypes of GBM, which was strongly associated with poor outcome of GBM (Jahani-Asl et al., 2016; Natesh et al., 2015). Hara revealed that macrophage-derived oncostatin M (OSM), the ligand for OSMR, could induce the mesenchymal-like state of GBM (Hara et al., 2021). Deletion of OSMR contributed to tumor cell death and sensitized the response of GBM to ionizing radiation therapy (Sharanek et al., 2020).

NVP—BEZ235, GDC—0980, and XL765 are dual PI3K/mTOR inhibitors. The PI3K/mTOR signaling pathway is a frequently dysregulated pathway in GBM. The feedback and downstream mechanisms in the PI3K/mTOR pathway remain practicable when using mTOR or PI3K inhibitors alone (Zhao et al., 2017). Therefore, studies have focused more on the dual inhibition of both PI3K and mTOR in GBM. NVP—BEZ235 is the most fully studied of the three agents, with a wide range of applications in preclinical studies on breast cancers, colorectal cancers, lung cancers, and others (Zhao et al., 2017). NVP-BEZ235 has been proven effective in suppressing the growth of GBM cells in vivo and in vitro (Liu et al., 2009). It was shown that NVP-BEZ235 treatment of GBM cell lines induced cell-cycle arrest in G1 phase and evoked endothelial cell apoptosis (Yu et al., 2015). In a clinical trial, NVP-BEZ235 was identified as generally well tolerated in a phase I clinical trial (NCT01343498) (Bendell et al., 2015). Moreover, the treatment effectiveness of the combination of NVP-BEZ235 and MK-3475 (a PD-1 monoclonal antibody) is being evaluated by a phase IIb clinical trial (NCT02430363). Our study suggested that NVP-BEZ235 might obtain better therapeutic effects in GPA and GPB subclasses, thus shedding new light on future clinical trials of NVP—BEZ235.

GDC—0980 is a novel dual PI3K/mTOR inhibitor whose treatment effectiveness has been evaluated in phase I/II clinical trials for prostate cancer, pancreatic cancer, and lung cancer cell lines (Omeljaniuk et al., 2021). However, there are limited experimental studies and no clinical trials investigating the treatment effectiveness of GDC—0980 for GBM. Omeljaniuk first revealed that GDC—0980 could significantly inhibit the growth of GBM cell lines by inducing apoptosis (Omeljaniuk et al., 2021). GDC-0980 played an inhibitory role in PERK expression, might thus block its repressive action on protein synthesis, resulting in its intensification, which might contribute to increased apoptosis. CHOP protein, on the other hand, induced protein synthesis and promoted apoptosis (Omeljaniuk et al., 2021). XL765 is a blood brain barrier-permeable PI3K/mTOR inhibitor (Zhao et al., 2019a). XL765 showed potent anti-GBM effects in subcutaneous or intracranial GBM xenografts used as a single agent or in combination with TMZ (Prasad et al., 2011; Yu et al., 2014). Zhao et al. suggested that XL765 executed its inhibitory effects on GBM cell growth by triggering endoplasmic reticulum (ER) stress dependent apoptosis. ER stress led to the activation of CHOP/DR5 pathway, which was thus responsible for inducing the production of apoptosis (Zhao et al., 2019a). A phase I dose-escalation study of XL765 combined with TMZ with or without concurrent radiotherapy indicated a favorable safety performance in high-grade glioma patients (NCT00704080) (Wen et al., 2015). XL765 showed different therapeutic effects in different types of GBM cell lines. Obvious tumor shrinkage was found in the U87-MG model after XL765 treatment, whereas GS-2 was not sensitive to XL765, suggesting that there might be heterogeneity that has not yet been recognized for GBM (Radoul et al., 2016). Our study indicated that XL765 showed a potential preferential effect in the GPC subclass, especially for those with a high risk of poor prognosis. To some extent, our proposed molecular classification could accelerate our understanding of GBM heterogeneity.

SRC represents the first discovered human proto-oncogene and the prototype of nonreceptor tyrosine kinases (SRC family kinases, SFKs). Ampie evidence supports a pivotal role of SRC and SFKs in GBM. Dasatinib inhibited all SFKs (Kantarjian et al., 2006). A wealth of in vitro and in vivo preclinical results indicated that dasatinib regulated the migration, proliferation, and morphology of GBM through its suppressive effect on SRC kinase (Ahluwalia et al., 2010; Du et al., 2009; Han et al., 2014; Lewis-Tuffin et al., 2015). However, the clinical trials of dasatinib have thus far been disappointing. A phase II clinical trial revealed that the combination of dasatinib and bevacizumab failed to improve the prognosis of GBM patients when
compared with monotherapy using bevacizumab (NCT00892177) (Galanis et al., 2019). Another phase II clinical trial revealed that dasatinib did not have enough capacity to combat recurrent GBM (NCT00423735) (Lassman et al., 2015). The difference between the experimental and clinical results was thought-provoking. A review by Cirotti et al. underlined the requirement for studies to improve patient stratification and identify the patient group who could authentically benefit from SRC targeting (Cirotti et al., 2020). Indeed, Alhalabi et al. showed that the SRC phosphorylation status, which is normally used to indicate SRC activation, could not be used to predict the therapeutic response to dasatinib (Alhalabi et al., 2021). Therefore, despite laudable attempts by researchers to select patients most likely to respond well to dasatinib, they might lack the ability to precisely identify a relevant predictive biomarker, which might partly account for the failure of previous dasatinib trials (Schiff and Sarkaria, 2015). In our study, we proposed a new stratification strategy for patient selection in the dasatinib trial. Dasatinib was considered to be effective mostly for patients with high GPS scores in the GPB subclass, which allows new insights into precision medicine for GBM.

The success of immunotherapies, especially immune checkpoint inhibitor (ICI) therapy in several solid tumors, has resulted in clear motivation for their evaluation in GBM. Phase III clinical studies with ICIs in GBM have yielded disappointing results, and ICIs have merely led to responses in isolated case reports to date (Lim et al., 2018; Medikonda et al., 2021; Schalper et al., 2019), which implies that GBM might not be a single entity and that ICIs have a limited effect in unselected patients. Thus, it is necessary to identify the group that benefits from GBM immunotherapy. However, no predictive biomarker has emerged to help identify and select patients most suitable for immunotherapy thus far (McGranahan et al., 2019). In this study, we found that GPB and high-GPS group could only benefit from this treatment in a limited way but GPC and low-GPS group might be sensitive to immunotherapy. Collectively, in view of the robust differences in molecular features and immunity landscape among GBM subclasses in our study, immunotherapies with subtype-specific considerations might lead to highlights for future therapies in GBM.

Another obstacle to effective immunotherapy is the immune-suppressive TME, including TAMs, which predominate the immune infiltrate and have emerged as pivotal players in GBM (Mirzaei et al., 2017; Poon et al., 2017). It has been proven that TAMs have diverse activation states and cellular phenotypes. The high plasticity enables TAMs to switch between tumoricidal M1 and tumorigenic M2 phenotypes (Biswas and Mantovani, 2010). A previous study indicated significant enrichment of TAM-related genes in the mesenchymal subtype, indicating that TAMs could play a subtype-specific role in GBM (Engier et al., 2012). Moreover, the mesenchymal subtype was found to exhibit increased TAM infiltration compared with the proneural subtype in both humans and mice (Chen and Hambardzumyan, 2018). In our study, the mesenchymal subtype was related to GPB, and the proneural subtype was linked to GPC. We not only suggested differences in TAM abundance among the three subclasses but also disclosed the different TAM compositions in subclasses. However, in terms of the number and composition of TAMs, it remains unclear which one is more vital for tumor development. In general, given the abundance of TAMs in the TME and their plasticity, TAM-based immunotherapies might prove beneficial for GBM. Efforts should be made to “re-educate” TAMs and polarize them from M2 toward M1, especially for BMDMs, which proved to be dominated by the tumorigenic M2 phenotype in our study. Moreover, further studies are needed to prove whether blocking TAM-mediated immunosuppression could improve the efficacy of ICIs for GBM.

In summary, we established a novel molecular classification and developed a robust prognostic risk signature, providing references for personalized clinical management of GBM. We then predicted certain specific agents that may be of higher drug sensitivity for patients with high GPS scores in corresponding subclasses, which would translate the molecular classification and prognostic risk stratification into better survival with GBM. In addition, the novel classification and GPS score could serve as an invaluable tool to identify patients who may reap benefits from immunotherapy. In general, this study will allow new insights into precision oncology by combining individualized prognostic prediction with tailored therapeutic strategies.

Limitations of the study
Admittedly, the current research still has some limitations. First, as conclusions in this study were primarily reached by in silico methods, the practical clinical value of our molecular classification and GPS score entailed further validation in future large prospective studies. Second, further experimental validations in the animal model of GBM are essential to provide additional preclinical evidence for these four final selected
agents. Finally, the potential benefits of immunotherapy for patients in the GPC and low-GPS group need to be validated prospectively. Furthermore, other forms of immunotherapy, including GBM vaccines, oncolytic viral therapies, and chimeric antigen receptor T-cell therapy, cannot be ignored.
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# STAR★METHODS

## KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| **Biological samples** | | |
| 10% fetal bovine serum (FBS) | Gibco | NA |
| **Chemicals, peptides, and recombinant proteins** | | |
| MEM medium | Gibco | NA |
| DMEM medium | Gibco | NA |
| EDTA | Gibco | NA |
| Cold phosphate buffer saline solution | Biological Industries | NA |
| Binding buffer | BD Biosciences | NA |
| **Deposited data** | | |
| TCGA-GBM | Brennan et al., 2013 | https://xenabrowser.net/datapages/ |
| GSE13041 | Lee et al., 2008 | https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE13041 |
| GSE108474 | Gusev et al., 2018 | https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE108474 |
| CGGA-GBM | Zhao et al., 2021 | http://www.cgga.org.cn/download.jsp |
| GSE84465 | Darmanis et al., 2017 | https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE84465 |
| Ivy Glioblastoma Atlas Project (IGAP) | Puchalski et al., 2018 | http://glioblastoma.alleninstitute.org/ |
| PRJNA482620 | Zhao et al., 2019a, 2019b, 2019c | http://tiger.canceromics.org/#/download |
| CCLE | Ghandi et al., 2019 | https://depmap.org/portal/download/ |
| PRISM | Corsello et al., 2020 | https://depmap.org/portal/download/ |
| GDSC | Yang et al., 2013 | https://depmap.org/portal/download/ |
| CTRP | Rees et al., 2016 | https://depmap.org/portal/download/ |
| SynergySeq | Stathias et al., 2018 | http://synergyseq.com/ |
| CERES | Meyers et al., 2017 | https://depmap.org/portal/download/ |
| DEMETER | Tsherniak et al., 2017 | https://depmap.org/portal/download/ |
| The Reactome Functional interactions | Wu et al., 2010 | https://reactome.org/download-data |
| The Drug Repurposing Hub database | Corsello et al., 2017 | https://clue.io/repurposing |
| DrugBank | Wishart et al., 2018 | https://go.drugbank.com/ |
| The Library of Integrated Network-Based Cellular Signatures (LINCS) data | Stathias et al., 2020 | http://lincsportal.ccs.miami.edu/signatures/ |
| **Experimental models: Cell lines** | | |
| T98G | ATCC | NA |
| LN229 | ATCC | NA |
| NP8 | JCRB | JCRB1608 |
| **Software and algorithms** | | |
| Affy | Gautier et al., 2004 | https://git.bioconductor.org/packages/affy |
| SVA | Leek et al., 2012 | https://git.bioconductor.org/packages/sva |
| DriverNet | Bashashati et al., 2012 | https://git.bioconductor.org/packages/DriverNet |
| MutSigCV | Lawrence et al., 2013 | https://software.broadinstitute.org/cancer/cga/mutsig_download |
| CancerSubtypes | Xu et al., 2017 | https://git.bioconductor.org/packages/CancerSubtypes |
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Zhouping Tang (ddjtzp@163.com).

Materials availability
This study did not generate new unique reagents.

Data and code availability
- This paper analyzes existing, publicly available data. These accession numbers for the datasets are listed in the key resources table.
- R codes used in this study have been deposited and publicly available at GitHub (https://github.com/Liuzhicheng048/GBM).
- Any additional information required to reanalyze the data reported in this paper is available from the lead contact on request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Cell lines
T98G (RRID: CVCL_0556) and LN229 (RRID: CVCL_A8V5) cell lines were purchased from the American Type Culture Collection, and NP8 (RRID: CVCL_4W66) cell line was obtained from Japanese Collection of...
Research Bioresources Cell Bank. GBM cells were cultured in T25 flasks at 37°C and in incubators containing 5% CO2. MEM medium (Gibco, USA) supplemented with 10% fetal bovine serum (FBS, Gibco, USA) was used for T98G cell line culture. DMEM medium (Gibco, USA) containing 10% FBS was used for NP8, and DMEM with 5% FBS was used for LN229. The cell passages were performed when the cell density reached 80–90% confluency.

**METHOD DETAILS**

**GBM datasets**

In this study, a total of four GBM datasets were collected with available survival data, including three microarray datasets (TCGA-GBM, GSE108474, GSE13041) and one RNA-seq dataset (CGGA-GBM). Among the microarray-based datasets, the raw expression files of GSE108474 and GSE13041 were downloaded from the Gene Expression Omnibus (GEO) database (http://www.ncbi.nlm.nih.gov/geo/) and transformed into normalized data by the robust multiarray average (RMA) method located in the R package Affy (Gautier et al., 2004). The normalized TCGA-GBM data were directly obtained from the UCSC Xena website (https://xenabrowser.net/). For the RNA-seq dataset, the Chinese Glioma Genome Atlas (CGGA) database (http://www.cgga.org.cn) provided transcript per million (TPM) values for all samples. The clinical data from TCGA-GBM and GSE13041 were accessed through the supplementary files of corresponding publications (Brennan et al., 2013; Lee et al., 2008), and survival data for GSE108474 and CGGA-GBM were obtained from the GEO and CGGA databases. Furthermore, SNV data and CNV profiles were acquired from The Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov/repository). Notably, we excluded these non-glioblastoma samples depending on tumor histology information to avoid irrelevant interference and utilized the ComBat method of the SVA package to correct batch effects from technical biases in GSE13041 and CGGA-GBM (Leek et al., 2012).

In addition, we collected a multiregion expression cohort, including 122 RNA-seq samples of 5 anatomic structures in 10 tumors, from the IGAP website (http://glioblastoma.alleninstitute.org/static/download.html).

**Driver mutation prediction**

We applied two algorithms, DriverNet (Bashashati et al., 2012) and MutSigCV (Lawrence et al., 2013), to detect the potential driver mutation which plays a crucial role in tumorigenesis from thousands of somatic mutations. Specifically, the DriverNet algorithm could predict the candidate genes by integrating genome and expression data of samples on the basis of the influence graph extracted from the Reactome Functional interactions (Wu et al., 2010). In addition, the somatic mutation data (MAF files) were mapped to hg19 reference genome using MutSigCV with default parameters to infer significantly mutated gene. The genes with adjusted p value <0.05 were kept for the subsequent clustering analysis.

**Clustering analysis and subclass prediction**

TCGA-GBM dataset was divided into two sets, training set possessing complete multi-omics data (n = 323) and internal validation set with available expression and survival data (n = 195). The remaining three datasets, CGGA-GBM, GSE108474 and GSE13041, were held out as external validation sets. Based on the mutation, copy number variation (CNV) and expression profiles of training set, we performed similarity network fusion-consensus clustering (SNF-CC) using the top 1000 genes, CNVs with maximum variations and 42 mutated genes via CancerSubtypes package (Xu et al., 2017). To obtain the optimal cluster k, we repeated the above steps with the parameters of 500 iterations and cluster k ranging from 2 to 5, and collected the corresponding average silhouette widths (ASW). The value of k that achieved the maximal ASW was reserved as the optimal number of clusters.

To apply this multi-omics classification model to other cohorts, we required a surrogate based on gene expression. Differential analysis among three clusters acquired above was conducted using Limma package (Ritchie et al., 2015), and the genes with an absolute log2 fold change > 1 (adjusted p value < 0.05) were considered as differential expressed genes (DEGs), and kept for the subclass prediction. We repeated the consensus clustering (CC) using the expression data of DEGs on training set and validation sets to predict tumor samples’ subclasses.
CNV analysis
To identify independent significantly altered regions, we conducted Genomic Identification of Significant Targets in Cancer (GISTIC) analysis on the TCGA CNV data using GISTIC 2.0 software (Mermel et al., 2011). We achieved GISTIC value of each common driver mutation and attributed these into two subgroups, including amplification group (GISTIC >1) and deletion group (GISTIC < −1).

Pathway and gene set enrichment analysis (GSEA)
Based on the clusterProfiler package (Wu et al., 2021), we performed GSEA using Gene Ontology Resource to identify pathway differences in biological process (BP), cellular component (CC) and molecular function (MF) levels. Next, EnrichmentMap analysis was conducted on the GSEA results using emapplot function and mutually overlapping gene sets tended to cluster together, making it easy to identify similar functional module. The major biological themes of each cluster were extracted manually from enrichment results and labeled in the figures.

To compare the difference of the certain pathway or signature enrichment, we also conducted gene set variation analysis (GSVA) among three subclasses based on transcriptomic data utilizing the GSVA package (Hänzelmann et al., 2013). Hallmark and other pathway gene sets were downloaded from the Molecular Signatures Database (MSigDB) (Liberzon et al., 2015). Although gene sets representing the bone-marrow-derived macrophage (BMDM) and tissue-resident microglia (MG) activity were obtained from previous publication (Bowman et al., 2016). We calculated the enrichment score of each gene set and conducted differential analysis among three subclasses.

Single-cell RNA-seq analysis
The single-cell RNA-seq dataset, GSE84465, comprising 3,589 cells from four GBM patients, was obtained from the GEO database. The raw count matrix required from Smart-Seq2 was transformed into relative expression values through the CreateSeuratObject function deposited in Seurat package (Butler et al., 2018). Then, all cells passing quality control were clustered leveraging principal component analysis (PCA) with the following parameters: Ngenes = 2000, Npcs = 50, Res = 0.4, N.iters = 10. Referring to these marker genes used in previous research (Darmanis et al., 2017; Lau et al., 2020), all cells were classified to each cell type. For astrocytes, AQP4, GPC5, RYR3. For neurons, GAD2, GRIK1. For microglia, C3, DOCK8, TMEM119, P2RY12, GPR34, OLFML3, SLC2A5, SALL1, ADORA3, CD74. For myeloid cells, CRIP1, S100A8, S100A9, ANXA1, CST3, LYZ, FCGR3B, CSF3R. For OPCs, TNR, IGSF21, NEU4, GPR17. For oligodendrocytes, MBP, PLP1, ST18. For pericyte, DCN, LUM, GSN, FGF7, MME, ACTA2, RGS5, PDGFRB. For neoplastic cells, EGFR. Neoplastic cells were validated using the inferCNV algorithm (https://github.com/broadinstitute/inferCNV). The CNV of each cell was calculated by sorting expressed genes by their chromosomal location and applying a moving average to the relative expression values with a sliding window of 100 genes within each chromosome. Each of the non-neoplastic cells mentioned above was used as normal reference. To discern neoplastic cells from non-neoplastic cells, we scored each cell for two measures, CNV signal and CNV correlation, using the same protocol as in a previous article (Neftel et al., 2019). Specifically, “CNV signal” was defined as the mean of the squares of CNV values across the whole genome, representing the overall extent of CNVs. “CNV correlation” reflected the correlation between the CNV profile of each cell and the average CNV profile of all cells except for those classified as non-neoplastic.

Identifying phenotype-associated single cell subpopulations
To explore the difference of neoplastic cell expressions associated with specific phenotypes, Scissor (Sun et al., 2022), a method quantifying the similarity between each single cell and each bulk sample, was applied to identify specific cell clusters with corresponding phenotypes. To further demonstrate whether Scissor could distinguish specific kind of cells from background cells, the expression data of tumor and normal phenotypes were used to guide the identification of cell subpopulations. Afterwards, we integrated three Scissor results to determine the eventual assignment of each neoplastic cell. For example, one cell was regarded by Scissor as GPA associated neoplastic cell subpopulations, not assigned to GPB/GPC associated neoplastic cell subpopulations in other two Scissor results, the cell was finally assigned to GPA associated neoplastic cell subpopulations. Similarly, cells were assigned to background cells only if these assignments were not satisfied with the above conditions. Then, the FindMarkers function in Seurat (Butler et al., 2018) leveraging the Wilcoxon rank sum test was used to identify the DEGs among GPA/GPB/GPC associated neoplastic cell subpopulations. The DEGs which were statistically significant...
must meet the following criteria: (1) false discovery rate (FDR) less than 0.05. (2) the absolute value of expression fold change among three groups was greater than 1. Similarly, we conducted GSEA using the `clusterProfiler` based on the Hallmark and Reactome Pathway (Gillespie et al., 2022) gene sets with the default parameters to identify differential biological processes at single cell resolution.

**Assignment of GBM single cell subtypes**

In this part, we acquired 6 glioma meta-modules, including MES1-like, MES2-like, NPC1-like, NPC2-like, AC-like, and OPC-like subtypes, from previous research (Neftel et al., 2019). Specifically, the MES1 and MES2 groups were assigned into one group of MES-like cells, and similarly the NPC1 and NPC2 into one group of NPC-like cells. Then, we calculated meta-module scores of all neoplastic cells using the “score” function from R package `scrabble` and achieved the exact position of each cell on two-dimensional plots through `scrabble::hierarchy()` function. The final plots were visualized through `ggplot2` package, where each quadrant corresponds to one cellular state.

**Transcription factor (TF) and pseudotime analysis**

The DoRothEA (https://saezlab.github.io/dorothea/) resource was applied to decipher the difference of TF activities between single cell subsets within neoplastic cells (Garcia-Alonso et al., 2019). Based on the expression data of specific cells, TF activities were scored with the statistical method VIPER (Alvarez et al., 2016). The DoRothEA’s regulons whose confidence levels ranging from A to C were selected to quantify TF activities which were presented using UMAP with default parameters. To allow comparison of TF activities, we conducted differential analysis on scaled VIPER scores among single cell subsets. TFs were ranked according to the fold change of their corresponding VIPER scores and the top 20 highly variable scores were retained for heatmap visualization. We applied the Monocle 2 package to perform the cell trajectory and pseudotime analysis leveraging the reverse graph embedding algorithm (Qiu et al., 2017). The DifferentialGeneTest function in `Monocle 2` was utilized to identify genes differing among GPA/GPB/GPC associated neoplastic cell subpopulations and the trajectory was constructed using differential genes with a q value (adjusted p value) < 0.01.

**Construction of prognostic risk signature**

As mentioned above, training set was selected to construct a prognostic risk model, whereas the remaining sets were used to evaluate the predictive performance of the prognostic model. Specifically, we first conducted preliminary filtering to exclude those DEGs without significant prognostic association (p value >0.1) using univariate Cox proportional hazards regression (COXPH) analysis. Then weighted random forest (WRF) analysis was performed to further narrow down the retained genes (Chen and Ishwaran, 2012). Based on the training set, the WRF analysis could measure the importance of every gene through integrating 1000 decision trees using `RandomForest` package. Notably, sliding windows sequential forward feature selection was also applied to find the optimal signatures. These remaining genes were ranked by their importance, gradually included in the WRF model. And at each time this model changed, the out-of-bag (OOB) error was recorded under the current gene combination. The gene list whose OOB error rate reached its minimum was considered as the optimal biomarkers and was used to develop the prognostic prediction model. The GBM poor prognostic signature score (GPS) model was established by these selected genes using multivariate Cox regression as follows:

\[
\text{GPS} = \sum_{i=1}^{n} (\text{Gene Expression}_i \times \text{Coefficient}_i)
\]

In addition, four previously published signatures, including Hou’s (Hou et al., 2019), Lei’s (Lei et al., 2021), Zhao’s (Zhao et al., 2019c) and Fatai’s (Fatai and Gamieldien, 2018), which were used to predict patients’ survival, were achieved from corresponding publications to estimate the effects of GPS in GBM. Based on timeROC package, we calculated areas under the receiver operating characteristic curve (AUC) at 1, 2, 3, 4 and 5 years of each signature on validation sets to demonstrate the superiority of GPS for prognostication. Notably, the exact value of risk scores based on each signature made no sense unless comparisons. For the sake of a better presentation, these scores were scaled into a range from 0 to 1.

**Cancer cell line data**

The expression profiles and mutation data of human cancer cell lines (CCLs) were downloaded from the Cancer Cell Line Encyclopedia (CCLE) project (https://portals.broadinstitute.org/ccle/). And drug
response data of different compounds against CCLs were obtained from the Cancer Therapeutics Response Portal (CTRP v2.0, released October 2015, https://portals.broadinstitute.org/ctrp), PRISM Repurposing dataset (19Q4, released December 2019, https://depmap.org/portal/prism/) and GDSC 1&2 datasets (Release 8.2, release February 2020, https://www.cancerrxgene.org/downloads/bulk_download), respectively. To explore the targets with potential therapeutic effects, we also collected the genome-wide gene dependency scores, including CERES scores based on clustered regularly interspaced short palindromic repeats (CRISPR) knockout screens (Meyers et al., 2017) and DEMETER scores based on RNA interference (RNAi) screens (Tsherniak et al., 2017), from the Cancer Dependency Map (DepMap) portal (https://depmap.org/portal/download/), which indicated that certain gene possessed lower CERES or DEMETER score was more likely to be essential in cell survival and proliferation of CCLs.

**Drug screen analysis**

In this study, we conducted Spearman correlation analysis between the targetable gene expressions and GPS in the training set to identify genes with potential therapeutic implications. And those genes with correlation coefficient more than 0.25 (adjusted p value < 0.05) were considered as prognosis-related targets and kept for subsequent process. Then the GPS for each GBM cell line from the CCLE project was calculated based on the corresponding expression data and the Spearman correlation analysis between it and CERES, DEMETER of all GBM cell lines were performed respectively to narrow down gene panel (Yang et al., 2021b). Notably, those targetable genes left should meet two criteria: (1) the mean value of CERES or DEMETER should be less than that for nonessential gene list among all the GBM cell lines; (2) the correlation coefficient should be less than −0.25 and the adjusted p value should be less than 0.1. In addition, we collected the drug-target interactions from the Drug Repurposing Hub database (https://clue.io/repurposing) (Corsello et al., 2017) and DrugBank database (https://go.drugbank.com/) (Wishart et al., 2018), which comprised a total of 11,875 compounds and 4,465 targets after merging two drug databases. Through matching these targets with compounds, we obtained these candidate therapeutic agents. To demonstrate whether these candidate agents could inhibit GBM cells well, we downloaded the Library of Integrated Network-Based Cellular Signatures (LINCS) data from the LINCS Data Portal (http://lincsportal.ccs.miami.edu/signatures/) (Stathias et al., 2020). Next, the disease discordance for each drug was computed which indicated the ability to inhibit GBM tumor based on the platform termed SynergySeq (Stathias et al., 2018) and these drugs with discordance ≥0 were left for drug response analysis.

**Predicting drug response in subclass samples**

Three large pharmacogenomic datasets, including CTRP, PRISM and GDSC, contained massive drug response data and expression profiles across hundreds of CCLs. And the area under curve values (AUCs) of dose-response acquired from these three datasets were used as evaluation indicators of drug sensitivity, meaning lower AUC value suggests higher response probability to therapy treatment. Compounds with missing AUCs across more than 20% of the CCLs were excluded firstly, and the absent data among the rest of compounds were imputed using the K-nearest neighbors (KNN) method located in the Impute package (Di Lena et al., 2019). In this study, the ridge regression model that exhibited great and precise performance in the previous research was utilized for transcriptome data-based drug response prediction using the pRRophetic package (Geeleher et al., 2017). Through exploiting the expression and drug response data of solid carcinomas from CCLE and GDSC projects (excluding hematopoietic and lymphoid tissue-derived CCLs), this predictive model was trained with the parameter of 10-fold cross-validation and then applied to calculate different drug response across subclass samples.

**Immune microenvironment analysis and immunotherapy prediction**

Microenvironment cell population-counter (MCPcounter) was applied to evaluate absolute abundance of eight immune and two stromal cell populations among tumor samples based on bulk expression data (Becht et al., 2016). In addition, we utilized ESTIMATE algorithm to calculate immune and stromal scores which indicated the enrichment of immune and stromal cell signatures (Yoshihara et al., 2013). To fully describe the immune landscape of GBM, single-sample GSEA (ssGSEA) measuring the level of immune-infiltration in tumor samples was applied in this study based on 24 different cell gene signatures achieved from previous researches (Bindea et al., 2013; Li et al., 2022). Then, the proportions of immune subgroup cells were inferred by leveraging CIBERSORT algorithm with the parameter of 1000 iterations. The LM22 basis matrix was acquired from the CIBERSORT website (https://cibersort.stanford.edu/) for deconvolution.
To explore the responses to immunotherapy for subclasses, we collected 6 public immunotherapy response–associated signatures, including Chemokine (Messina et al., 2012), Cytolytic activity (CYT) (Roe ney et al., 2015), T cell–inflamed GEP (Ayers et al., 2017), IFN-γ (Yonekura and Ueda, 2021), IPRES (Hugo et al., 2016) and MHC score (Lauss et al., 2017). The Tumor Immune Dysfunction and Exclusion (TIDE) algorithm was a computational method used to model two main types of tumor immune evasion mechanisms, including the induction of T cell dysfunction in tumors with high infiltration of cytotoxic T lymphocytes (CTLs) and the prevention of T cell infiltration in tumors with low CTL levels (Jiang et al., 2018). TIDE was utilized to calculate the Dysfunction and Exclusion score of the high- and low-GPS groups to investigate the reasons of immune evasion and predict the clinical response to immunotherapy between groups. In addition, we collected a validation set (PRJNA482620) (Zhao et al., 2019b), which included 17 GBM patients undergoing anti-PD-1 checkpoint inhibition treatment, to measure the prediction ability of the GPS for immunotherapy response in the real immunotherapy cohort.

**CCK8 assay**
Cell Counting Kit-8 (CCK8, Bimake, China) assay was performed to evaluate cell proliferation. GBM cells were seeded in 96-well plates at the density of 5*10^3 cells per well and cultured with various concentrations of drugs. CCK8 was added and incubated for 2 hours and microplate reader was then used to read the absorbance of plates. IC50 values were calculated to evaluate the drug toxicity.

**Colonies formation assays**
GBM cells were seeded in 6-well plates at the density of 800 cells per well and cultured for 12 hours. Drugs were then added to the plates. The medium was replaced every three days. After 7 days, the colonies were fixed with 4% paraformaldehyde and stained with 0.5% crystal violet solution. ImageJ was used to count the surviving colonies.

**Flow cytometry analysis of cell apoptosis**
GBM cells were harvested using trypsin solution without EDTA (Gibco, USA), washed with cold phosphate buffer saline solution (Biological Industries, Israel) for three times, and resuspended with binding buffer (BD Biosciences, USA). Cells were then stained with Annexin V-fluorescein isothiocyanate (V-FITC) and propidium iodide (PI) for 15 min according to manufacturer’s protocol. Apoptotic glioma cells (annexin V-FITC+/PI-) were detected using flow cytometer (BD Biosciences, USA).

**QUANTIFICATION AND STATISTICAL ANALYSIS**
Based on R statistical software (https://cran.r-project.org/), we conducted all the statistical tests and graphical visualization. Student’s t-test or analysis of variance (ANOVA) was applied for comparison of two or more than two groups with normally distributed variables. If not, Wilcoxon rank-sum test or Kruskal–Wallis test was adopted. Similarly, correlation between two continuous variables was measured by either Pearson’s r correlation (measure of linear relationship between two continuous variables) or Spearman’s rank-order correlation (nonparametric measure of statistical dependence between two variables). Contingency table variables were analyzed by Fisher’s exact tests. The Kaplan–Meier method was applied to perform survival analysis and the statistical significance of differences was determined using the log-rank (Mantel-Cox) test. The hazard ratios (HR) were calculated using the univariate and multivariate Cox proportional hazards regression model located in the survival package. The Benjamini-Hochberg method was utilized to adjust p value of multiple testing in those analyses with more than 20 comparisons. A two tailed p value < 0.05 was considered statistically significant for all computational analysis unless otherwise stated.

**ADDITIONAL RESOURCES**
No additional resource was used in this study.