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Summary. — Bosonic or continuous-variable coding is a field concerned with robust quantum information processing and communication with electromagnetic signals or mechanical modes. I review bosonic quantum memories, characterizing them as either bosonic stabilizer or bosonic Fock-state codes. I then enumerate various applications of bosonic encodings, four of which circumvent no-go theorems due to the intrinsic infinite-dimensionality of bosonic systems.

1. — Introduction & outline

Noise is pervasive in both classical and quantum devices, and the goal of error correction is to preserve messages sent through a noisy transmission channel. This is usually done by encoding the messages into an error-correcting code [1]

A robust encoding of (classical) information into the frequency, amplitude, or phase of one or more electromagnetic signals is called a coded modulation scheme [2, 3]. For example, one can encode the two values of a bit into temporal waveforms ±cost of opposite phase, corresponding to the binary phase-shift keying (PSK) modulation scheme. The task of bosonic coding is to provide robust encodings of quantum information into electromagnetic signals (see Table I).
This brief review of bosonic codes assumes some basic knowledge of qubit-based error correction, in particular qubit stabilizer codes, which I tersely summarize in Sec. 2 before introducing bosonic modes in Sec. 3. There, I advocate for the use of Schwartz space over Hilbert space for defining bosonic quantum states.

The bosonic codes I review are summarized in Table II. They are grouped into two classes — bosonic stabilizer codes (Sec. 4) and bosonic Fock-state codes (Sec. 5). The former generalize the framework of qubit stabilizer codes and can be formulated naturally using what is known as the “position basis”. The latter start to stray away from the stabilizer framework and can be formulated naturally using so-called Fock states. I discuss how codes fare against common noise channels in Sec. 6.

I list various use cases for bosonic codes and, more generally, infinite-dimensional spaces in Sec. 7. Bosonic codes can utilize available hardware in a more efficient way than finite-dimensional discrete-variable (DV) codes, can help improve performance of DV codes via concatenation, allow for continuous-parameter families of certain gates that are forbidden in the DV world, provide a way to circumvent magic-state distillation, and can be helpful in simulating bosonic topological phases, among other bosonic systems. I ponder the future in Sec. 8.

Readers interested in more extensive reviews are welcome to peruse related expositions on qubit-based error correction [5-8], certain bosonic codes [9-13], and an excellent mix of both [4]. I also place relevant clickable links to parts of the error-correction zoo, using the icon next to codes or topics as they are introduced. Introductions to bosonic systems can be found in the books [14,15].

2. – Conventional quantum error correction

In an error-correcting protocol, a message $\rho$ is encoded by the sender (a.k.a. source) using an encoding map $E$, passed through a noisy channel $N$, and extracted by the receiver (a.k.a. sink) using a decoding map $D$. The noisy channel can represent trans-
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| Bosonic code           | Encoding          | Check operators                  |
|-----------------------|-------------------|----------------------------------|
| analog stabilizer     | logical modes     | nullifiers                       |
| GKP                   | logical qudits    | modular position & modular momentum |
| GKP-stabilizer        | logical modes     | modular position & modular momentum |
| number-phase          | logical qudits    | modular number & modular phase   |
| cat                   | logical qudits    | modular number                   |
| binomial & Chebyshev  | logical qudits    |                                   |
| dual-rail             | logical qubit     | number (error-detecting only)    |
| CLY                   | logical qudit     | number                           |

Table II. Some of the bosonic encodings discussed in this brief review, along with their check operators. The first three are bosonic stabilizer codes (see Sec. 4), and the last five are bosonic Fock-state codes (see Sec. 5). The dimension of the logical space storing the message $\rho$ for bosonic codes may be finite, corresponding to a logical-qubit or qudit encoding, or infinite, corresponding to an analog or logical-mode encoding.

mission through space or storage in a stationary memory device. If error correction succeeds, then the message should remain roughly intact such that noisy transmission is nearly equivalent to the noiseless case,

$$DNE(\rho) \approx \rho$$ (error correction).

The same picture holds irrespective of whether the information is classical or quantum, with the difference lying in the structure of the message and the inputs and outputs of the maps $E, N$ and $D$.

In a computational setting, one is also interested in performing operations, or logical gates, on the stored information. The subfield of fault tolerance [16] is concerned with successfully applying logical gates and other operations on the message within a noisy environment.

The smallest non-trivial quantum system is a two-level system, a.k.a. a qubit. Multiple qubits can be used to store and process quantum information in a sufficiently redundant way so as to protect against noise. Most of quantum error correction is concerned with such qubit codes.

Quantum information is stored in quantum superpositions of system states, e.g., superpositions of states $|0\rangle$ and $|1\rangle$ for the case of a single qubit. Multi-qubit states are labeled by binary strings, and the message $\rho$ to be transmitted is in general a positive-semidefinite operator on the vector space of such states.

A qubit encoding maps logical quantum information redundantly into the logical or code space — a subspace of the Hilbert space of several physical qubits. A basis for the code space is spanned by basis elements called logical codewords. A simple qubit encoding is the repetition code, mapping a single logical qubit into three physical qubits as $|\mu\rangle \rightarrow |\mu L\rangle = |\mu, \mu, \mu\rangle$ for $\mu \in \{0, 1\}$.

An error can map the codespace into an error space spanned by basis elements called
error words. Determining which errors can be detected and corrected with a particular code can be done using the Knill-Laflamme error-correction conditions [17]. A code is said to have distance $d$ if errors occurring on at most $d - 1$ physical qubits can be detected.

The quantum superpositions storing logical information are susceptible not only to bit-flip errors $X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ that permute the bitstring-labeled computational qubit states, but also phase-flip errors $Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ that modify the relative amplitude and phase of the superposition. One also has to worry about combinations of the two, $Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$, which are often assumed to occur at a similar rate as individual bit- and phase-flips. Multi-qubit errors are typically represented as tensor products of Pauli matrices $X,Y,Z$ and the identity matrix $I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$. This is in part because Pauli matrices conveniently form a basis for the set of all error operators, meaning that any error can be expressed as a linear combination of tensor-product Pauli strings.

In order to detect and correct errors, one performs a round (a.k.a. cycle) of error correction. Detection is made possible by a set of “optimally coarse-grained” observables called check operators, whose measurement distinguishes error spaces from the codespace without collapsing logical quantum superpositions within the respective spaces. One round consists of (A) detecting the error via quantum measurement of check-operator eigenvalues, which are usually called syndromes; and (B) decoding, i.e., applying a correction operation conditional on the syndrome that maps the state in the identified error space back into the codespace.

Check operators that are simple to express and measure are generally difficult to determine for a given code. Qubit stabilizer codes [18, 19] are a large class of codes whose codespaces are joint $+1$-eigenvalue eigenspaces of a commuting set of Pauli operators called stabilizers. This set forms a group, and each element of this group can be represented as a product of powers of a set of generating elements. Such stabilizer generators are precisely the check operators of a stabilizer code. Detectable errors fail to commute with at least one stabilizer generator. A stabilizer code encoding $k$ logical qubits into $n$ physical qubits and having distance $d$ is denoted as an $[[n,k,d]]$ code.

The four-qubit code is a simple qubit stabilizer code with codewords

\begin{align*}
(2a) & \quad |0_L\rangle = (|0000\rangle + |1111\rangle) / \sqrt{2} \\
(2b) & \quad |1_L\rangle = (|0011\rangle + |1100\rangle) / \sqrt{2} \quad \text{(four-qubit code [20]).}
\end{align*}

Each codeword is itself a quantum superposition of two canonical qubit states. This extra redundancy helps with phase-flip noise, while the fact that the bitstrings labeling the qubit basis states present in each codeword differ in at least two positions (e.g., 0000 and 0011 differ at position 3 and 4) implies some protection against bit-flip errors. This codespace is the joint $+1$-eigenvalue eigenspace of the stabilizer group

\begin{equation}
S_{\text{four-qubit}} = \{ZZII, II ZZ, XXXX\} = \{S_1, S_2, S_3\} = \{S_1^a S_2^b S_3^c | a, b, c \in \mathbb{Z}_2\}.
\end{equation}

The stabilizer generators (a.k.a. check operators) for this code are the Pauli strings $ZZII,$
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IIZZ, and XXXX, where, e.g., $ZZII = Z \otimes Z \otimes I \otimes I$ acts nontrivially on qubits one and two.

3. – Bosonic modes

The formalism of bosonic coding begins by quantizing the electromagnetic field [21] and forming bosonic modes — quantum systems described by continuous conjugate variables (a.k.a. quadratures). A bosonic or continuous-variable (CV) mode (a.k.a. a qumode or, more colloquially, a harmonic oscillator) can correspond to an electromagnetic mode of a microwave cavity, an optical cavity/fiber, or free space. Alternatively, bosonic modes can be mechanical (a.k.a. motional or phononic), representing vibrating atomic or molecular nuclei or acoustic or nano-mechanical resonators.

While qubit canonical or computational basis states are labeled by binary strings, there exists a somewhat analogous set of canonical single-mode “states” labeled by the real number $x \in \mathbb{R}$, corresponding to the configuration space of a particle on a real line. The word basis is in quotes because such position “states” are orthogonal, but not normalizable: $\langle x | y \rangle = \delta(x - y)$, where $\delta$ is the Dirac delta function. Despite this, they retain several favorable and extensively utilized features:

1. Position states are “complete”, i.e., they can be used to express vectors $|f\rangle$ within the mode’s Hilbert space as

$$|f\rangle = \int_{\mathbb{R}} dx |x\rangle f(x) \equiv \int_{\mathbb{R}} dx f(x) |x\rangle .$$

This is analogous to expressing an arbitrary qubit state in the computational basis.

2. The position “basis” provides a set of generalized eigenstates with which one can diagonalize the oscillator position operator $(\hat{x} = \int_{\mathbb{R}} dx |x\rangle x(x))$. A dual (i.e., Fourier-transformed) non-normalizable set of momentum “states”, $\int_{\mathbb{R}} dx e^{ipx} |x\rangle$, form a bosonic analogue of the qubit $|0\rangle \pm |1\rangle$ basis and diagonalize the oscillator’s momentum operator $(\hat{p} = -i \frac{d}{dx})$.

3. Completeness of the position “basis” implies that the probability $|\langle x | f \rangle|^2$ can be sampled with a bosonic quantum measurement. Similar continuous-parameter measurements can be formulated for momentum states and other complete sets of non-normalizable “states” [22-24].

Position and momentum operators satisfy the famous commutation relation $[\hat{x}, \hat{p}] = i$. Realizing such a commutation relation requires an intrinsically infinite-dimensional space. To see this, try taking the trace of both sides of the commutation relation. Cyclic permutation of $\hat{x}$ and $\hat{p}$ under the trace, a well-defined operation for finite-dimensional spaces, yields zero for the left-hand side and thus contradicts the right-hand side.

A bona-fide orthonormal basis for a single mode consists of the Fock states $|n\rangle$ — eigenstates of the occupation-number operator $\hat{n} = \frac{1}{2} (\hat{p}^2 + \hat{x}^2 - 1)$ (a.k.a. the...
harmonic oscillator Hamiltonian). This Hamiltonian can be conveniently written in terms of the mode’s lowering operator $\hat{a} = \frac{1}{\sqrt{2}}(\hat{x} + i\hat{p})$ and its conjugate as $\hat{a}^\dagger \hat{a} = \hat{n}$, and Fock states satisfy the eigenvalue relation $\hat{n}|n\rangle = n|n\rangle$. Such states provide an alternative to Eq. (4), expanding vectors as

$$|f\rangle = \sum_{n \geq 0} |n\rangle \langle n|f\rangle \equiv \sum_{n \geq 0} f_n |n\rangle.$$  \hspace{1cm} (5)

The expectation value of the oscillator Hamiltonian, $\langle \hat{n}\rangle = \langle f|\hat{n}|f\rangle$, corresponds to the average energy of the mode in terms of the number of bosonic energy carriers, often called photons or phonons. Similar occupation-number moments $\langle \hat{n}^\ell\rangle$ are defined for higher powers $\ell \geq 1$.

Normalizable vectors $|f\rangle$ may admit non-normalizable “excitations” $\hat{n}^\ell |f\rangle$ — a subtlety not present in finite dimensions. This is equivalent to the fact that normalizable vectors may have infinite occupation-number moments. For example, a vector with Fock-state coefficients $f_n = 1/\sqrt{n!}$ is normalizable, but has infinite average energy for any $\epsilon \in (0,1]$. I define bosonic pure states as those vectors whose moments are finite for all $\ell$; the space of such vectors is called Schwartz space $\mathcal{S}$ \hspace{1cm} (1). This definition is both physically meaningful and mathematically consistent, as position-“state” overlaps $f(x) = \langle x|f\rangle$ may be infinite for normalizable vectors not in Schwartz space, thereby “breaking” any position-“state” quantum measurements. In other words, while each normalizable vector $|f\rangle$ is in one-to-one correspondence with a square-integrable function $f(x)$ on the real line per Eq. (4), not all such functions ought to be regarded as reasonable quantum states.

While I maintain that we should define our state space such that $\hat{n}^\ell |f\rangle$ remains a physical quantum state, it is interesting to note that the excitation operator $\hat{n}^\ell$ cannot be applied on a vector as a result of any quantum channel. Quantum channels — the most general maps on quantum states — consist of Kraus operators $K$ such that the sum $\sum_K K^\dagger K$ has all eigenvalues $\leq 1$ \hspace{1cm} [28]. Since the eigenvalues of $\hat{n}$ grow without bound, $\hat{n}$ or its powers cannot be Kraus operators. Kraus operators for common bosonic noise channels (see Sec. 6) turn out to be much tamer, belonging to the set of trace-class operators, for which $\text{Tr}(\sqrt{K^\dagger K})$ is finite.

4. – Bosonic stabilizer codes \hspace{1cm} [29]

Oscillator generalizations of the unitary Pauli bit and phase flips are represented by displacements or shifts. For a single mode, the two types of displacements — position shifts and momentum shifts — act on position states as $e^{-i\eta q} |y\rangle = |y + q\rangle$ and $e^{-i\eta p} |y\rangle = e^{i\eta q} |y\rangle$, where $q$ is any real number. The opposite relations hold for the momentum

\hspace{1cm} (1) Schwartz space $S(\mathbb{R})$ \hspace{1cm} [25, 26] \hspace{1cm} [27, Appx. C.3] is a subspace of the space of normalizable vectors, $S(\mathbb{R}) \subset L^2(\mathbb{R})$. The position “states” $|x\rangle$ live in the space dual to Schwartz space, the space of tempered distributions $S(\mathbb{R})' \supset L^2(\mathbb{R})$. Together, the three spaces make up the rigged Hilbert space construction.
states: $e^{iq\hat{x}}$ shifts the momentum while $e^{-iq\hat{p}}$ is diagonal, e.g.,

$$e^{-iq\hat{p}}\left(\int_\mathbb{R} dx e^{ipx}|x\rangle\right) = \int_\mathbb{R} dx e^{ipx}|x+q\rangle = e^{-iq\hat{p}}\left(\int_\mathbb{R} dx e^{ipx}|x\rangle\right).$$

Trace-class operators acting on multiple modes can be expanded in terms of tensor products of single-mode displacements [30], akin to Pauli strings in the qubit case.

Commuting sets of displacement operators define bosonic stabilizer codes in a natural extension of the qubit stabilizer formalism to bosonic modes. One can define bosonic stabilizer codes for a single mode or multiple modes. Groups of displacements can be continuous, yielding analog stabilizer codes, or discrete, yielding either GKP or GKP-stabilizer codes. The logical subspace can be finite- or infinite-dimensional, depending on which group is considered. Ideal codewords are not normalizable, and recipes for creating approximate states (lying in Schwartz space) are postponed until Sec. 4'.

4'. Analog stabilizer codes [29, 31, 32]. – Position states yield an immediate generalization of the qubit repetition encoding [33], $|x\rangle \mapsto |x, x, x\rangle$. This code encodes one logical mode into three physical modes, protecting from errors that cause shifts in the position of any one of the physical modes. For correcting errors that induce relative phases between position states, a dual momentum-state repetition code can be used.

Concatenating two-mode versions of the two repetition codes yields the four-mode code, an analogue of the four-qubit code (2), with logical position states

$$|x_{\text{four-mode}}\rangle = \left(\int_\mathbb{R} dy e^{ixy}|y, y\rangle\right)^{\otimes 2} = \int_\mathbb{R} dy \int_\mathbb{R} dz e^{ix(y+z)}|y, y, z, z\rangle.$$

The above four-mode code detects any error on a single mode, be it a shift in position or momentum.

Notice how the four-mode codewords are $+1$-eigenvalue eigenvectors of the displacements $S_1 = e^{i(x_1-x_2)}$, $S_2 = e^{i(x_3-x_4)}$, and $S_3 = e^{-i(p_1+p_2-p_3-p_4)}$. Products of powers of these three elements constitute the stabilizer group of the four-mode code,

$$S_{\text{four-mode}} = \{S_a^b S_b^c S_c^d | a, b, c \in \mathbb{R}\},$$

whose joint $+1$-eigenvalue eigenspace is exactly the codespace. The above group is a continuous analogue of the four-qubit code’s stabilizer group (3).

All single-mode displacements do not commute with a power of at least one $S_i$, meaning that the distance of the four-mode code (7) is two. The code encodes one logical mode into four, corresponding to a $[[4,1,2]]_\mathbb{R}$ analog stabilizer encoding [29, 31, 32]. Important differences from the qubit case (3) include an infinite-dimensional logical subspace, and a continuous set of error spaces labeled by real-valued powers $a, b, c$ of the elements $S_i$.

Since any real power $q$ of the $S_i$ yields a distinct group element, it is convenient to instead study the nullifiers — the set of mutually commuting operators in the exponentials of the elements $S_i$ that form the stabilizer group’s Lie algebra. For the four-mode
code, the nullifiers are $\tilde{x}_1 - \tilde{x}_2$, $\tilde{x}_3 - \tilde{x}_4$, and $\tilde{p}_1 + \tilde{p}_2 - \tilde{p}_3 - \tilde{p}_4$. Since the codewords are $+1$-eigenvalue eigenvectors of any power $q$ of the stabilizer generators, they must be 0-eigenvalue eigenvectors of the nullifiers. For example,

$$
(\tilde{x}_1 - \tilde{x}_2)|x_{\text{four-mode}}\rangle = \int_{\mathbb{R}} \, dy \int_{\mathbb{R}} \, dz \, e^{i\pi(y+z)}(y - y)|y, y, z, z\rangle = 0 .
$$

Any error that does not commute with one of the nullifiers is detectable, and the Hermitian nullifiers act as check operators that can be measured directly using established quantum measurements [23].

General $[[n, k, d]]_\mathbb{R}$ analog stabilizer codes encode $k$ logical modes into $n$ physical modes, detect errors acting on at most $d - 1$ of the modes, and correct errors acting on at most $\lfloor \frac{d}{2} \rfloor$ modes. There exist analog versions of Shor’s nine-qubit code [31], realized using optical beams [34], the five-qubit perfect code [32], and the surface code [35]. Analog encodings also yield bosonic analogues of qubit cluster states and are relevant to measurement-based photonic quantum computation [36,37].

4'2. GKP codes [38]. – The four-mode code’s stabilizer group (8) is continuous, admitting an infinite-dimensional logical space protected against arbitrarily large displacements acting on only a few modes. Discrete stabilizer groups are also possible, admitting a finite-dimensional logical space protected against sufficiently small displacements acting on all modes.

A discrete stabilizer group of commuting displacements can exist even for one mode. While displacements do not generally commute,

$$
\ e^{-iq_1 \hat{p}} e^{iq_2 \hat{x}} = e^{i(q_1 q_2 + q_2 q_1)} e^{-iq_1 \hat{p}}
$$

they can commute for fine-tuned values of the displacement magnitudes $q_{1,2}$. Consider the case $q_1 = q_2 = \sqrt{2\pi N}$ for some natural number $N$, for which the commutator phase reduces as $e^{iq_1 q_2} = e^{i2\pi N} = 1$. The displacements $S_1 = e^{i\sqrt{2\pi N} \hat{x}}$ and $S_2 = e^{-i\sqrt{2\pi N} \hat{p}}$ thus commute, forming a stabilizer group of the GKP code,

$$
S_{\text{GKP}} = \{ S_1, S_2 \} = \{ e^{i\sqrt{2\pi N} \hat{x}}, e^{-i\sqrt{2\pi N} \hat{p}} \} = \{ S_1^a S_2^b | a,b \in \mathbb{Z} \} .
$$

The above stabilizers admit a joint $N$-dimensional qudit $+1$-eigenvalue eigenspace, with qudit logical operators $Z_L = S_1^{1/N}$ and $X_L = S_2^{1/N}$. This eigenspace is spanned by codewords that are invariant under the discrete phase-space shifts induced by the stabilizers. Therefore, such states can be expressed as a particular lattice of position states. For the logical-qubit case ($N = 2$), the codewords are

$$
|0_{\text{GKP}}\rangle = \sum_{\ell \in \mathbb{Z}} |(2\ell) \sqrt{\pi}\rangle \quad \text{and} \quad |1_{\text{GKP}}\rangle = \sum_{\ell \in \mathbb{Z}} |(2\ell + 1) \sqrt{\pi}\rangle ,
$$

consisting of position states labeled by points on two alternating 1D lattices whose points are spaced apart by $2\sqrt{\pi}$. Each position state is a $+1$-eigenvalue eigenvector of the sta-
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Fig. 1. – (a) GKP codewords are superpositions of alternating position states $x$ and can be similarly formulated for linear and angular systems, i.e., bosonic modes and planar rotors. I sketch position states participating in (b) square-lattice GKP codewords (12) and (c) $N = 3$ rotor-GKP codewords as well as regions of detectable (yellow) and correctable (green) shifts.

The above code detects any position shifts that shift the logical states out of the codespace. The smallest distance between position states on opposite codewords is $\sqrt{\pi}$, so shifts up to that amount in either direction are detectable. The detectable-shift magnitudes $q \in (-\sqrt{\pi}, \sqrt{\pi})$ correspond to the unit cell of the lattice formed by the logical-zero position-state labels [black circles in Fig. 1(b)].

While the above argument applies to position shifts only, GKP codes can also be represented as a comb of evenly spaced momentum states. This yields an almost identical argument for protecting against momentum shifts by $p \in (-\sqrt{\pi}, \sqrt{\pi})$.

There are no nullifiers for this code since the stabilizer group is discrete. Detectable displacements fail to commute with $S_1$ and/or $S_2$, and the continuum of error spaces is labeled by eigenvalues of the two check operators. Measuring their eigenvalues determines the mode’s position and momentum modulo $\sqrt{\pi}$. In the lattice analogy, this determines the location of the error word in the unit cell $(-\sqrt{\pi}/2, \sqrt{\pi}/2)$ of the lattice formed by both the logical-zero and logical-one position-state labels [black and white circles in Fig. 1(b)]. This unit cell is in one-to-one correspondence with the set of correctable displacements.

The GKP stabilizer generators $S_1, S_2$ can be thought of as generators of translations of a 2D square lattice in the mode’s phase space. Generalizations of the square-lattice GKP code include rectangular-lattice GKP codes protecting against larger displacements in one quadrature at the expense of lesser protection against displacements in the other quadrature. Extending to codes on $n$ modes, the stabilizer group generated by a pair of square-lattice GKP stabilizers for each mode yields a multimode GKP code, corresponding to a $2n$-dimensional hypercubic lattice. Still other lattices can be used to construct more exotic multimode GKP codes [38,39] with unit cells that correspond to different sets of correctable displacements.

4.3. GKP-stabilizer codes [40]. – GKP codes on $n$ modes with $2n$ stabilizer generators support a finite-dimensional logical subspace, but removing some of the GKP stabilizers makes the logical dimension infinite while maintaining some of the protection.
These codes are the most recent addition to the bosonic stabilizer class, so I devote more space to describe their abilities.

Consider a two-mode GKP stabilizer group generated by square-lattice generators \( (11) \) with \( N = 1 \) supported on mode two. The joint +1-eigenvalue eigenspace of such a lopsided group consists of any state on the first mode (since there are no stabilizers supported there) tensored with the “canonical” GKP state on the second mode,

\[
|\text{GKP}\rangle = \sum_{\ell \in \mathbb{Z}} |\ell \sqrt{2\pi}\rangle, \quad \text{with stabilizer generators } e^{i\sqrt{2\pi}\hat{x}_2} \text{ and } e^{-i\sqrt{2\pi}\hat{p}_2}.
\]

To suppress shift errors on the first mode, we apply an entangling operation before and after sending the code through a displacement-noise channel. The CSUM gate transforms the four quadratures \( \{\hat{x}_1, \hat{p}_1, \hat{x}_2, \hat{p}_2\} \) as \( \hat{x}_2 \to \hat{x}_2 + \delta x_2 - \delta x_1, \hat{p}_1 \to \hat{p}_1 + \delta p_1 + \delta p_2, \) and leaves the other two intact. The inverse of CSUM is applied after the displacement noise. After the complete CSUM \( \rightarrow \) NOISE \( \rightarrow \) CSUM\(^{-1}\) sequence, the four quadratures transform as

\[
\begin{align*}
\hat{x}_1 & \to \hat{x}_1 + \delta x_1 \\
\hat{p}_1 & \to \hat{p}_1 + \delta p_1 + \delta p_2 \\
\hat{x}_2 & \to \hat{x}_2 + \delta x_2 - \delta x_1 \\
\hat{p}_2 & \to \hat{p}_2 + \delta p_2,
\end{align*}
\]

where \( \{\delta x_1, \delta p_1, \delta x_2, \delta p_2\} \) are small random shifts induced by the noise channel.

Information about the first mode’s displacement errors that was transferred to the second mode via the CSUM gate can now be extracted via stabilizer measurements. Measuring the code’s stabilizer generators \( (13) \) extracts the second mode’s displacement errors, yielding outcomes \( x_1^{\text{obs}} = \delta x_2 - \delta x_1 \) and \( p_2^{\text{obs}} = \delta p_2 \). Both errors are measured modulo \( \sqrt{2\pi} \) — the spacing of that mode’s GKP state \( (13) \) — but this can be disregarded for simplicity by assuming that both shifts are sufficiently small.

To recover against the momentum shift in the first mode, a momentum displacement by \( -p_2^{\text{obs}} = -\delta p_2 \) is applied, thereby correcting the part of the shift from Eq. \( (14) \) that came from mode two, \( \hat{p}_1 + \delta p_1 + \delta p_2 \to \hat{p}_1 + \delta p_1 \).

On the other hand, exact correction of the position shift \( \delta x_1 \) is not possible because its value cannot be obtained from the measurement outcome \( x_1^{\text{obs}} \). Instead, one obtains a maximum-likelihood estimate \( \delta x_1^{\text{est}} \) of the true shift error using knowledge of \( x_1^{\text{obs}} \) and the assumption that the most likely overall shift magnitude is the smallest one,

\[
\delta x_1^{\text{est}} = \arg\min_{\delta x_1} (\delta x_1)^2 + (\delta x_2)^2 = \arg\min_{\delta x_1} (\delta x_1)^2 + (x_1^{\text{obs}} + \delta x_1)^2 = -\frac{x_1^{\text{obs}}}{\sqrt{2}}.
\]

Displacing the first mode’s position back by the above amount transforms the first position quadrature from Eq. \( (14) \) as \( \hat{x}_1 + \delta x_1 \to \hat{x}_1 + \delta x_1 + \frac{x_1^{\text{obs}}}{\sqrt{2}} = \hat{x}_1 + \frac{1}{\sqrt{2}} (\delta x_1 + \delta x_2) \).

In summary, the combination of CSUM conjugation and GKP recovery yields output displacement errors \( \delta \hat{p}_1 \) and \( \frac{1}{\sqrt{2}} (\delta x_1 + \delta x_2) \) on the position and momentum quadratures of the logical mode, respectively. How is this an improvement? For simplicity, let’s assume that the four input shift errors \( \{\delta x_1, \delta p_1, \delta x_2, \delta p_2\} \) coming from a displacement-noise channel are independent and distributed according to a Gaussian distribution with mean...
zero and variance $\sigma^2$. Due to the tendency of sums of such random variables to converge to their mean, the sum $\frac{1}{2}(\delta x_1 + \delta x_2)$ follows a distribution with variance $\sigma^2/2$, half as much as that of the noise $\delta x_1$ in an unencoded mode.

The above GKP-repetition [40] encoding yields a reduction in the position noise of a logical mode without increasing the noise in the momentum. Using more modes and other gates in addition to csum, it is possible to reduce noise in both quadratures in similar fashion. Other GKP-stabilizer codes can suppress the output variance by some power (up to constants and logarithmic corrections), e.g., $\sigma^2 \rightarrow \sigma^4$ for the GKP-two-mode-squeezing code. The above maximum-likelihood decoder holds for general versions of such codes [41].

4.4. Normalization and precision. – The bosonic stabilizer codewords that we have discussed so far are unphysical. Logical position states of the analog repetition encoding, $|x_L\rangle = |x, x, x\rangle$, overlap as $\delta(x - y)$, which is not the proper $\delta$-function normalization condition of single-more position states. GKP states span a finite-dimensional logical subspace, yet are also not normalizable. As a result, error correction as prescribed above will not be possible for such codes in the real world, and approximations have to be made.

Approximate codewords can be created by substituting each position state $|x\rangle$ in the ideal codewords as a Gaussian of width $\Delta$ centered at $x$. This is equivalent to applying a linear combination of Gaussian-weighed position displacements to the ideal position state (up to a normalization constant),

$$|x\rangle \rightarrow |x^{(\Delta)}\rangle \propto e^{-\frac{1}{2} \Delta^2 \hat{p}^2} |x\rangle = \frac{1}{\sqrt{\sqrt{2}}} \int_{\mathbb{R}} dy e^{-\frac{1}{2} y^2 / \Delta^2} e^{-iy\hat{p}} |x\rangle = \frac{1}{\sqrt{2}} \int_{\mathbb{R}} dy e^{-\frac{1}{2} (y-x)^2 / \Delta^2} |y\rangle .$$

The first equality is obtained by treating $\hat{p}$ as a real number (by temporarily inserting a resolution of identity in terms of momentum states) and expressing the exponential in terms of its Fourier transform. The second equality results from applying the displacement and changing variables in the integral. The new state can be thought of as squeezed in the position quadrature, reducing to the infinitely squeezed position state as $\Delta \rightarrow 0$.

In case of GKP codewords, a dual position-state envelope $e^{-\frac{1}{2} \Delta^2 \hat{x}^2}$ is also required because there is an infinite number of position states present in each codeword. Up to a normalization constant, this yields

$$|\text{GKP}\rangle \rightarrow |\text{GKP}^{(\Delta)}\rangle \propto e^{-\frac{1}{4} \Delta^2 \hat{p}^2} e^{-\frac{1}{2} \Delta^2 \hat{x}^2} \sum_{\ell \in \mathbb{Z}} |\ell\sqrt{2\pi}\rangle = \sum_{\ell \in \mathbb{Z}} e^{-\pi \Delta^2 \ell^2} |\ell\sqrt{2\pi}^{(\Delta)}\rangle$$

for the canonical GKP state (13). The joint effect of momentum- and position-state envelopes can be implemented with a cooling operator (a.k.a. damping operator or regularizer) [42, Appx. B],

$$e^{-\beta \hat{n}} = e^{-\frac{1}{2} \beta (\hat{p}^2 + \hat{x}^2 - 1)} \quad \text{for} \quad \beta \in (0, \infty) .$$
Cooled GKP codewords yield an intrinsic probability of misidentification due to non-
orthogonality of the codewords, but such an error is exponentially suppressed as $\Delta \to 0$.
Displacement noise interacts very simply with cooled GKP states, merely increasing the
sizes of the position and momentum envelopes.

Another complication of bosonic stabilizer codes is that it is impossible to keep track
of a continuum of error spaces due to the finite precision of any measurement apparatus,
which leads to additional imperfections [43]. Coarse-graining this continuum into a finite
number $M$ of possible outcomes requires an ancillary system of at least dimension $M$,
presenting overhead not present in the qubit case, in which measurements are typically
binary. Remarkably, recent experiments [44, 45] (for theory, see [46, Supplement]) have
performed beneficial GKP error correction by extracting syndromes to only one bit
of precision, i.e., requiring the smallest possible overhead of $M = 2$.

5. – Bosonic Fock-state codes

Extending the principles of QEC to oscillators using position states yields bosonic sta-
bilizer codes, but a different set of codes emerges when the Fock state is the fundamental
ingredient.

5' 1. Number-phase codes [47]. – GKP codes are based on lattices in (linear) position
and momentum. Analogues of GKP codes for the rotational degrees of freedom of a
planar rotor [48] are called rotor GKP codes [38,49].

The canonical set of states for a planar rotor are its position “states” $|\phi\rangle_{\text{rot}}, \phi \in [-\pi,\pi)$, whose label corresponds to the position of a particle on a ring (as opposed to
a particle on a line in the case of a bosonic mode). Since the position degree of freedom
is compact, the resulting momentum degree of freedom is discrete, with corresponding
momentum states $|\ell\rangle_{\text{rot}}$ labeled by an integer $\ell \in \mathbb{Z}$. The Fourier series maps between the
two sets of states, e.g., $|\phi\rangle_{\text{rot}} = \frac{1}{\sqrt{2\pi}} \sum_{\ell \in \mathbb{Z}} e^{i\phi\ell} |\ell\rangle_{\text{rot}}$.

In an analogue of linear GKP states [Fig. 1(a)], rotor GKP codewords consist of
alternating combs of rotor position “states” [Fig. 1(b)]. Such codes protect against
sufficiently small rotations of the rotor’s angular position as well as kicks in its angular
momentum.

Poor man’s versions of planar-rotor states can be embedded into a single bosonic
mode. The oscillator phase “states” [see Fig. 2(a)],

\begin{equation}
|\phi\rangle = \frac{1}{\sqrt{2\pi}} \sum_{n \geq 0} e^{i\phi n} |n\rangle \quad \text{(phase states)},
\end{equation}

are bosonic analogues of angular position states. Fock states $|n\rangle$ play the role of a “dual”
angular-momentum basis, with the generator $\hat{n}$ playing the role of a pseudo-momentum
operator. The significant obstruction to a full-fledged rotor analogy is that the momen-
tum is never negative. Because of this, phase “states” are not only non-normalizable,
but they are also not quite orthogonal. This makes for more subtle calculations, but does
not qualitatively obscure the rotor interpretation.
Number-phase codes are bosonic analogues of rotor GKP codes. Codewords can be expressed as equal superpositions of phase states at alternating “combs” of $N$ angular positions; for $N = 3$ [see Fig. 1(c)],

\begin{align}
(20a) & \quad |0_{\text{num-ph}}\rangle = (|\phi = 0\rangle + |\phi = \frac{2\pi}{3}\rangle + |\phi = \frac{4\pi}{3}\rangle) / \sqrt{3} \\
(20b) & \quad |1_{\text{num-ph}}\rangle = (|\phi = \frac{\pi}{3}\rangle + |\phi = \pi\rangle + |\phi = \frac{5\pi}{3}\rangle) / \sqrt{3} .
\end{align}

Such states protect against angular rotations $e^{i\varphi k}$ that shift the position-like phase states as $e^{i\varphi k}|\phi\rangle = |\phi + \varphi\rangle$. Per an argument identical to the linear GKP case, rotations with $|\varphi| < \frac{\pi}{N}$ should be detectable, and those with $|\varphi| = \frac{\pi}{N}$ should be correctable. However, since phase states are not quite orthogonal, a finer analysis in the limit of small rotations has to be performed (see below).

An alternative basis for the number-phase codespace at $N = 3$,

\begin{align}
(21a) & \quad |+_{\text{num-ph}}\rangle = (|0_{\text{num-ph}}\rangle + |1_{\text{num-ph}}\rangle) / \sqrt{2} \propto \sum_{n \geq 0} |6n\rangle \\
(21b) & \quad |-_\text{num-ph}\rangle = (|0_{\text{num-ph}}\rangle - |1_{\text{num-ph}}\rangle) / \sqrt{2} \propto \sum_{n \geq 0} |6n + 3\rangle ,
\end{align}

reveals codewords consisting of alternating combs of Fock states. Generally, the logical-plus is supported on $|0\rangle, |2N\rangle, \ldots$, while logical-minus is supported on $|N\rangle, |3N\rangle, \ldots$. This yields protection against noise that changes the occupation number: kicks with magnitude at most $N - 1$ are detectable, and kicks with magnitude at most $\lfloor (N - 1)/2 \rfloor$ are correctable.

While a natural candidate for a momentum-kick operator is the lowering operator $\hat{a}$, a closer analogue is its “regularized” version, $\hat{E}_{-1} = \frac{1}{\sqrt{n+1}} \hat{a}$, cleansed of unwieldy square-root factors. Powers of this phase operator $\hat{E}_{-1}$ [50] and its adjoint ($a.k.a.$ phasors [51]),

\begin{equation}
\hat{E}_\ell = \begin{cases} 
\sum_{n \geq 0} |n + \ell\rangle\langle n| & \ell \geq 0 \\
\sum_{n \geq 0} |n\rangle\langle n + |\ell|| & \ell < 0
\end{cases} \quad \text{for } \ell \in \mathbb{Z} ,
\end{equation}

form the closest bosonic analogue of rotor momentum kicks.

For $\{\hat{E}_\ell\}_{\ell \in \mathbb{Z}}$ to be bona-fide momentum kicks, they would need to raise or lower the angular momentum by $\ell$ and to be diagonal in the position basis. These operators fail gracefully to accomplish both tasks due to the lack of negative Fock states. They act as momentum kicks by raising or lowering Fock states, but sometimes annihilate Fock states since there is nowhere to go below $n = 0$. They are “almost” diagonal in the position basis, admitting phase states as either right or left eigenstates. For example, $\hat{E}_1^\dagger$ for $\ell > 0$ admit phase states (19) as right eigenstates, analogous to $\hat{a}^\ell$, which is also not unitary but admits coherent states as right eigenstates. Despite such setbacks, rotations and
Fock-state momentum kicks retain the proper angular commutation relation,

\[ e^{i\phi \hat{E}_\ell} = e^{i\phi \hat{E}_\ell} e^{i\phi \hat{n}} \]  

(number-phase commutator),

complementary to the linear position-momentum commutator \((10)\).

Linear combinations of Fock-space rotations and the above “momentum kicks” can express any trace-class operator \([47, \text{Sec. VI.A} ]\) \([52]\) in a polar-like decomposition, akin to the cartesian-like decomposition in terms of position and momentum shifts. However, due to non-orthogonality of the phase states, this set fails to be an orthonormal operator basis. These features can be summarized by

\[
\sum_{\ell \in \mathbb{Z}} \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} \langle m | \hat{E}_\ell e^{i\phi \hat{n}} | n \rangle \langle n' | e^{-i\phi \hat{E}_\ell} | m' \rangle = \delta_{nn'} \delta_{mm'} \quad \text{(completeness)},
\]

\[
\text{Tr} \left( e^{-i\phi \hat{E}_\ell} \hat{E}_\ell e^{i\phi \hat{n}} \right) = \delta_{\ell\ell'} (\phi | \phi') \neq \delta_{\ell\ell'} \delta (\phi - \phi') \quad \text{(non-orthogonality)}.
\]

Rotations and kicks partially preserve the stabilizer formalism. The number-phase codespace is a \(+1\)-eigenvalue eigen-subspace of the rotation \(e^{i2\pi/N \hat{n}}\). Since phase states \(|\phi\rangle\) are right eigenstates of \(\hat{E}_1^\dagger\) with eigenvalue \(e^{i\phi}\), number-phase codes form the joint \(+1\) right eigenspace of the rotation and the kick \(\hat{E}_2^\dagger_{2N}\). These “stabilizer generators” generate

\[
S_{\text{num-phase}} = \{ e^{i2\pi/N a} \hat{E}_{2N}^a | a \in \mathbb{Z}_N, b \in \mathbb{N}_0 \},
\]

that fails to be a group since the kick is not unitary (\(\mathbb{N}_0\) denotes the natural numbers). Nevertheless, the generators correspond to measurable number-phase error syndromes.

Eigenvalues of the \(\frac{2\pi}{N}\)-rotation are \(N\)th roots of unity, \(e^{i2\pi/j}\) for \(j \in \mathbb{Z}_N\), whose \(j\)th eigenspace is supported by Fock states with labels \(n \equiv j \mod N\). The modular number measurement extracting the syndrome value \(j\) can be performed using an ancilla with \(N\) possible outcomes. Using a superconducting qubit ancilla, the occupation-number parity measurement for \(N = 2\) has become a standard subroutine in microwave cavity modes \([53, 54]\).

Measuring in the right-eigenstate (i.e., phase-state) “basis” of the phase operator \(\hat{E}_1^\dagger\) corresponds to measuring the phase induced on a state by a rotation \([24, 47, 55]\). Since number-phase codewords are superpositions of phase states, the syndrome associated with the dual “stabilizer” \(\hat{E}_{2N}^\dagger\) is the phase modulo \(\frac{2\pi}{2N}\) — the modular phase. This phase can be extracted via a modular phase measurement \([47, 52]\) performed in the basis of number-phase code and error words.

5.2. Cat codes \([56]\) \(\text{\textcopyright }\). — Number-phase codewords \((20)\), like GKP codewords \((12)\), are not normalizable. Substituting phase states for coherent states [see Fig. 2(a-b)],

\[
|\phi\rangle \propto \sum_{n \geq 0} e^{i\phi n} |n\rangle \quad \rightarrow \quad e^{-\frac{1}{2} \alpha^2} \sum_{n \geq 0} \frac{\alpha^n}{\sqrt{n!}} e^{i\phi n} |n\rangle \quad \text{for large real } \alpha,
\]
converts number-phase codes to cat codes — a normalizable alternative inheriting some of the protection.

Cat codewords are superpositions of $N$ coherent states distributed equidistantly on a circle in the mode’s phase space. Since coherent states can be thought of as regularized phase states, the Fock-state spacing of Eq. (21) and corresponding protection against small Fock-state shifts is maintained by the codes. As a result, the rotation $e^{i\alpha \hat{n}}$ remains a “stabilizer”, and measuring the modular occupation number detects such shifts.

Coherent states, like phase states, are not orthogonal, and a proper way to determine protection against rotation errors is to examine small rotation angles. Expanding $e^{i\phi \hat{n}} \approx I + i\phi \hat{n}$ and inspecting the Knill-Laflamme error-correction conditions [17], cat codes approximately detect dephasing errors $\hat{n}$ up to corrections exponential in $-\alpha^2$,

$$P_{\text{cat}} \hat{n} P_{\text{cat}} = \alpha^2 P_{\text{cat}} + O(\alpha^2 e^{-\alpha^2}) Z_{\text{cat}}.$$  

Above, $P_{\text{cat}}$ is the projection onto the cat-state codespace, and $Z_{\text{cat}} = |+_{\text{cat}} \rangle \langle +_{\text{cat}}| - |\text{cat} \rangle \langle \text{cat}|$. A similar equation holds for powers $\hat{n}^\ell$. The $Z$-type undetectable term stems from unequal expectation values of $\hat{n}$ in the codewords, $(+_{\text{cat}}| \langle +_{\text{cat}}| \neq \text{cat}| \langle \text{cat}| - \text{cat}| \langle -\text{cat}|$), which in turn is due to exponentially decaying overlap between different coherent states. Besides exponential suppression of the $Z$-type undetectable-error term in the large-$\alpha$ limit, cat codes also admit fine-tuned “sweet-spot” values of $\alpha$ at which the term is identically zero (e.g., [57]). Since $\hat{n}$ does not cause transitions between Fock states, $X$- and $Y$-type errors do not occur.

Cat codewords are not right eigenstates of the number-phase “stabilizer” $\hat{E}_{-2N}$. The modular-phase measurement is thus not compatible with cat codes because it collapses cat codewords into number-phase states. However, the partial phase information extracted from such a measurement can be combined with freshly initialized logical states [58,59] to yield a teleportation-based correction scheme [47].

Cat codewords are right eigenstates of a power of the lowering operator, $\hat{a}^{2N}$, with eigenvalue $\alpha^{2N}$. Thid yields a quantum-optical stabilization scheme that utilizes Lind-
Binomial codes are the third class of single-mode codes that, along with number-phase and cat codes, share the same mechanism for protecting against Fock-space shifts; these three code families make up the bosonic rotation states that are staggered in Fock space [57]. The difference with binomial codes is that they are supported on only a finite set of Fock states. They are also more “digital” in their protection against dephasing errors, detecting powers of $\hat{n}$ exactly up to a maximum power $D$. The simplest binomial code can be obtained from the four-qubit code (3), whose codewords are $\frac{1}{\sqrt{2}}(\{0000\} + \{1111\})$ and $\frac{1}{\sqrt{2}}(\{0011\} + \{1100\})$. Adding up each of the digits in the codewords’ binary strings, $\{0000\} \rightarrow \{0\}$, $\{1100\}, \{0011\} \rightarrow \{2\}$, and $\{1111\} \rightarrow \{4\}$, yields the single-mode “0-2-4” binomial code with codewords

$$|0_{\text{bin}}\rangle = (|0\rangle + |4\rangle)/\sqrt{2} \quad \text{and} \quad |1_{\text{bin}}\rangle = |2\rangle. \quad (28)$$

Due to the Fock-state spacing of $N = 2$ between the codewords [see Fig. 2(c)], the above code detects a single Fock-state shift, either up or down (but not both). Because the average occupation number $\langle n \rangle$ of both codewords is two, the code also detects a dephasing error $\hat{n}$. Together, these imply correction of the error set $\{I, \hat{a}\}$, i.e., correction of a single loss error. This is analogous to the four-qubit code’s ability to correct a single decay event $\sigma = \frac{1}{\sqrt{2}}(X - iY)$ on any physical qubit. A similar argument yields protection against a single excitation $\hat{a}^\dagger$.

General binomial codes, with codewords

$$|0_{\text{bin}}\rangle = \frac{1}{\sqrt{2^N}} \sum_{m - \text{even/odd}} \sqrt{\binom{D}{m}}|Nm\rangle, \quad (29)$$

are defined by non-negative integer parameters $N, D \geq 0$; for the “0, 2, 4” code (28), $N = 2$ and $D = 1$. The parameter $N$ sets the Fock-state spacing of the code, relying on modular number measurements to detect photon losses and excitations. The parameter $D$ sets the coefficient in front of each Fock state to ensure that both codewords have equal moments, $\langle \hat{n}^\ell |0_{\text{bin}}\rangle = \langle 1_{\text{bin}}|\hat{n}^\ell|1_{\text{bin}}\rangle$, for $\ell \leq D$: this allows for detection of up to $D$-order dephasing errors. Correcting dephasing and loss errors simultaneously remains difficult, but some progress has been made by relating binomial codes to spin-coherent states that are staggered in Fock space [57].
5.4. Chebyshev codes [75]. – A related “digital” code called the Chebyshev code protects against the same dephasing errors \( \{ \hat{n}^t | t \leq D \} \) as the binomial codes, but optimizes the leading-order logical-Z error, \( \langle 0_{\text{cheb}} | \hat{n}^{D+1} | 0_{\text{cheb}} \rangle - \langle 1_{\text{cheb}} | \hat{n}^{D+1} | 1_{\text{cheb}} \rangle \), for sensing applications. This error also yields a logical gate \( \exp(i t \hat{n}^{D+1}) \) on the codespace. In the context of local quantum sensing, such a gate can be interpreted as an external signal whose corresponding time \( t \) is a parameter that needs to be “sensed” or measured. Chebyshev codes achieve near-optimal sensitivity to such a signal while maintaining error-correcting properties.

5.5. Multi-mode Fock-state codes [5]. – The notion of Fock-state spacing can be extended to yield related multimode Fock-state codes defined on a finite subspace of Fock states [see Fig. 2(d)]. The simplest such code, ubiquitous in optical platforms [76], is the two-mode dual-rail code [77] with codewords

\[
\begin{align*}
|0_{\text{dual-rail}}\rangle & = |10\rangle \\
|1_{\text{dual-rail}}\rangle & = |01\rangle ,
\end{align*}
\]

detecting one loss error in either mode by checking whether a photon has leaked out. The two modes of the encoding can represent spatial or temporal modes, corresponding, respectively, to a frequency-bin or time-bin encoding.

The more complex Chuang-Leung-Yamamoto (CLY) codes are based on a generalized Hamming distance in multimode Fock space and protect against loss errors in multiple modes [78, Eq. (4.11)] [5]. A two-mode CLY code admits codewords

\[
\begin{align*}
\frac{1}{\sqrt{2}}(|04\rangle + |40\rangle) \quad \text{and} \quad |22\rangle,
\end{align*}
\]

utilizing Fock-state spacing within both modes. Similar properties hold for a three-mode code [79] with codewords

\[
\begin{align*}
\frac{1}{\sqrt{3}}(|300\rangle + |030\rangle + |003\rangle) \quad \text{and} \quad |111\rangle.
\end{align*}
\]

Both codes are permutation invariant and contain the same number of total excitations in each participating Fock state; the latter property makes them immune to any errors that are functions of the total occupation number \( \sum_i \hat{n}_i \). This immunity and permutation invariance delineate a special family of CLY codes [80] [5].

6. – The fight against physical noise

Quantum information stored in a mode incurs one or more of the following main types of physical noise. Leakage of particles out of a mode (a.k.a. fiber attenuation) is represented by the loss channel (a.k.a. bosonic amplitude damping), dominant in electromagnetic modes [4]. Cavity dephasing, whose errors are fluctuations of the oscillator phase and are functions of \( \hat{n} \), is a prominent noise source in mechanical modes. We have already seen displacement noise (a.k.a. quantum additive Gaussian white noise or AGWN), present in an optical fiber experiencing attenuation and amplification [81]. Qualitatively, loss causes radial contraction, dephasing causes angular diffusion, and displacement noise causes uniform diffusion in phase space (see Fig. 3).

Any noise channel \( \mathcal{N} \) can be expressed in Kraus form, \( \mathcal{N}(\rho) = \sum_{\ell} N_{\ell} \rho N_{\ell}^\dagger \), with Kraus operators \( N_{\ell} \). Loss Kraus operators, shown in Fig. 3(a), are proportional the \( \ell \)th power of the lowering operator \( \hat{a} \), multiplied by a cooling operator (18) that drives the population of the system to the vacuum Fock state [4]. Operators corresponding to \( \ell \)th-order
Three types of common noise channels in bosonic systems — (a) loss, (b) dephasing, and (c) displacement noise. The effect of each channel on a coherent state (blue circle) in \((x,p)\)-phase space is sketched using red arrows. Kraus operators are shown below, with \(\chi\) the noise strength, \(\ell \geq 0\), and \(q = (q_1, q_2)\).

\[
\begin{align*}
N^\text{loss}_\ell &= \frac{(1-e^{-\chi/\sqrt{\ell}})}{\sqrt{\ell}} e^{-\frac{1}{2}\chi \hat{a}^\dagger \hat{a}^\ell} \\
N^\text{deph}_\ell &= \frac{\chi^{\ell/2}}{\sqrt{\ell}} e^{-\frac{1}{2}\chi \hat{a}^\dagger \hat{a}^\ell} \\
N^\text{disp}_q &= \frac{\sqrt{q_1^2 + q_2^2}}{\sqrt{\ell}} e^{i\chi(q_1 \hat{x} - q_2 \hat{p})}
\end{align*}
\]

dephasing noise, shown in Fig. 3(b), are proportional to the \(\ell\)th power of \(\hat{n}\) [82]. Expanding exponentials of \(\hat{n}\) in the loss and dephasing operators makes contact with loss and dephasing errors, \(\hat{a}^\ell\) and \(\hat{n}^\ell\), respectively.

The strength of the noise is quantified by \(\chi \in [0, \infty)\). Typically, \(\chi = \kappa t\), where \(t\) is how long the channel is “turned on”, and \(\kappa\) is a noise rate. For optical fibers, \(\chi\) is the fiber’s length divided by its attenuation length. For displacement noise, \(\kappa t = \sigma\) is the displacement distribution’s standard deviation, discussed in the context of GKP-stabilizer codes in Sec. 4.3.

Suppose we want to use a particular mode to store or communicate information; which code do we pick? The answer is, as always, a function of (A) the system’s noise profile, (B) the code’s error-correcting properties, and (C) the engineer’s level of control. Leaving (C) to the more knowledgeable, I summarize work on (A-B).

GKP stabilizer codes, designed with displacement noise in mind, are suitable for AGWN channels. Multimode GKP codes can be used to achieve the communication capacity of the quantum AGWN channel, up to a constant offset [39,83-85].

Fock-state codes, protecting against shifts in the occupation number as well as dephasing errors, should be a suitable counter to loss and dephasing. Indeed, large-\(\alpha\) cat codes and related binomial and number-phase codes substantially outperform GKP codes against pure dephasing noise [9,86] (see also Ref. [87]). A similar performance comparison shows the opposite is true for pure loss [57]. This is because loss Kraus operators, when expanded in terms of displacements, are mostly supported by small, and therefore correctable, position and momentum shifts [57, Eq. (7.12)]. There is a more transparent effect on the channel level: since loss combined with amplification — a channel proportional to the adjoint of loss — yields displacement noise, amplification followed by GKP stabilizer-based recovery is a well-performing decoder. In fact, GKP codes also achieve the capacity of pure loss and related channels [83-85].

Combinations of non-negligible loss and dephasing may prove too noisy for error correction to be useful; optimization favors codewords supported on the first few Fock
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states \([52, 86]\), close to the trivial Fock-state encoding \(|n = 0\rangle, |n = 1\rangle\). Similar results are seen when loss is combined with coherent errors due to the Kerr Hamiltonian \(n^2\) \([57]\).

7. – Use cases of bosonic encodings

Why should we consider bosonic platforms (and their associated codes) over others? For one thing, such platforms are sometimes the only ones available for a given task. For example, if one wants to communicate quantum information over long distances, one would find it very difficult to avoid dealing with either optical-fiber or free-space quantum links. But besides such ubiquity, bosonic platforms also yield unique advantages. I conclude by highlighting several ongoing developments.

7.1. Hardware efficiency. – Use of bosonic platforms for a particular task may be hardware efficient, which means, loosely speaking, that a bosonic platform requires fewer physical resources to perform a task than other platforms.

A small bosonic code can maintain the same degree of protection as a few-qubit code, but require fewer quantum states. For example, the “0-2-4” binomial code \((28)\) is more hardware efficient than the four-qubit code \([4, \text{Table 4}\]. Both codes protect against the same type of noise — amplitude damping (qubit and bosonic, respectively) — to first order in the damping parameter \(\chi\) (against the operators \(\{I, \sigma_-\}\) and \(\{I, \hat{a}\}\), respectively). However, the binomial code requires only 5 Fock states and 3 error spaces, compared to the four-qubit code’s \(2^4 = 16\) states and \(2^3 = 8\) error spaces.

For a more drastic comparison, families of cat codes are more hardware efficient than families of repetition codes. Both codes offer excellent protection against one type of noise: cat-code schemes suppress dephasing noise exponentially with \(\alpha^2\) \([\text{see Eq. (27)}]\), while \(n\)-qubit repetition-code schemes suppress bit-flip noise exponentially with \(n\). However, repetition codes require an exponentially increasing \(n\)-qubit space, while cat codes fit into a single mode for any \(\alpha\). The hardware-efficient stability offered by cat codes has been linked to several favorable properties of phases of matter associated with the repetition-code Hamiltonian — the classical 2D Ising model \([88,89]\] — and continues to be actively studied \([90,91]\).

7.2. Boosting performance with analog decoding. – A multi-qubit code can be concatenated with a single-mode bosonic code to yield a better performing multi-mode code, at the expense of the extra bosonic overhead. In the typical example of such a concatenation, each physical qubit of an outer \([[n, k, d]]\) qubit stabilizer code \([18,19]\) is further encoded in an inner single-mode bosonic code.

To take advantage of the concatenation, the qubit code’s decoder, which uses only digital information from physical qubit measurements, can be modified to take in the soft or analog information \([92]\) of the often continuous syndromes of the bosonic code. The resulting performance boost is evident even for small codes, e.g., a certain decoder for a three-mode repetition code concatenated with GKP qubits can accommodate some two-mode errors \([93]\).
An important feature of infinite families of qubit codes is the existence of a threshold — the largest strength of a given physical noise channel for which the inaccuracy of correction $\epsilon$ [see Eq. (1)] decreases exponentially with the distance $d$ of the code family. Threshold values enable engineers to predict the maximum noisiness that can be tolerated with error correction. A multi-qubit $\{[n_i,k_i,d_i]\}_{i \geq 1}$ code family admitting a threshold can be concatenated with a bosonic code, such as the two-component cat [94-96] or square-lattice GKP [97-101] code, to increase the threshold. Such concatenation schemes are compatible not only with gate-based computation, but also with alternative measurement-based approaches tailored to optical platforms [102-105].

7.3. Continuous transversal gates. — A transversal gate acting on an $n$-qubit code is a gate that can be implemented as a tensor product of unitary operations, each acting on a subset of qubits whose size is independent of $n$. Such gates are particularly useful for fault tolerance because any single-qubit error occurring before a transversal gate can only spread to the few-qubit subset that interacts with that qubit via the gate.

The Eastin-Knill theorem [106] states that a finite-dimensional multi-qubit code detecting few-qubit errors cannot have a continuous-parameter set of transversal gates. The argument is that any purported transversal gates would be exponentials of a sum of few-qubit terms corresponding to each qubit subset, and such terms would yield identity when projected into the codespace since the code is assumed to detect few-qubit noise.

Due to infinite dimensionality, bosonic modes offer one way to circumvent the Eastin-Knill theorem. For example, the four-mode code (7) admits an infinite family of logical displacements $\{e^{-iq(\hat{p}_1+\hat{p}_2)}\}_{q \in \mathbb{R}}$. More involved codes exist for oscillators, rotors, and other spaces [107], allowing for arbitrarily large transversal-gate families. Such gates also hold for “cooled” normalizable versions of exact codewords, albeit the error correction becomes approximate (see Sec. 4).

7.4. Noise-bias preservation. — The interplay of gates with noise is important for fault tolerance. Generic gates often change the type of noise upon permutation, e.g., converting bit to phase noise. Bias-preserving gates [108] are gates that do not change the type of noise upon such a permutation. Such gates are useful for maintaining fault tolerance in systems whose noise profile is biased toward either bit or phase noise.

It is impossible to obtain a CNOT gate using a Hamiltonian-based bias-preserving rotation for qubit codes [108]. For any unitary $e^{is\hat{H}}$ generated by a two-qubit Hamiltonian $\hat{H}$ such that $e^{is\hat{H}}|_{s=1} = \text{CNOT}$, there is an intermediate $s$ at which the unitary converts phase-flip to bit-flip noise [109, Appx. A].

Due to infinite dimensionality, oscillator codes can circumvent this no-go theorem, implementing continuous Hamiltonian-based CNOT gates that maintain noise bias throughout. A bias-preserving logical CNOT gate exists for the “two-component” cat code [94, 109]. It is based on the logical Pauli gate $e^{i\pi \hat{n}}|_{s=1}$ that permutes the code’s antipodal coherent-state codewords, $|\alpha\rangle$ and $|\alpha\rangle$, while maintaining the phase-space distance between them for all $s$ (see notes [110]). The logical CNOT gate for GKP qubits, achieved by a Hamiltonian-based symplectic transformation, similarly preserves noise bias in either
the position or momentum quadratures [38, Eq. (104)].

Due to the ability to preserve bias, cat codes concatenated with particular stabilizer codes yield substantial increases in performance for systems whose noise is substantially biased [95, 96, 109, 111]. The bias in cat codes also makes for a good ancilla, yielding fault-tolerant syndrome measurement schemes [112].

7.5. GKP states as non-Gaussian resources. – Multi-qubit codes typically admit a set of “easy” gates called the Clifford-group gates, and a “hard” non-Clifford element is required to achieve universal computation. The same relationship holds between GKP codes and Gaussian operations — “easy” oscillator unitaries consisting of Fock-space rotations, displacements, and two other elements called beam splitters and squeezers [14, 15]. Gaussian operations allow for only logical Clifford operations on encoded GKP qubits, so a non-Gaussian resource is required for universal quantum computation.

In related fashion, almost all bosonic codewords are outside of the set of Gaussian states, which can be made by applying Gaussian operations on the vacuum Fock state or the thermal state $e^{-\beta a}$. The important exception is analog stabilizer codewords [e.g., the four-mode codewords (7)], which are generated using only Gaussian elements acting on position states, which in turn can be thought of as infinitely squeezed vacuum states.

Magic states are non-Gaussian resource states that are used to perform non-Clifford GKP logical gates via gate teleportation. Magic states are typically generated in a separate and often cumbersome distillation process requiring other non-Gaussian resources. This is not the case for GKP codes, whose magic states can be distilled directly by applying GKP error correction to Gaussian initial states, circumventing the need for non-Gaussian elements other than GKP error correction [113].

GKP-stabilizer codes can be thought of as analog stabilizer codes “upgraded” with a non-Gaussian resource, allowing for error correction that is not possible with purely Gaussian resources. Analog stabilizer codewords can be initialized by applying a Gaussian circuit to tensor-product states consisting of the desired quantum information $|\psi\rangle$ in the first $k$ physical mode and position states $|x = 0\rangle$ in the remaining modes. GKP-stabilizer codes can be initialized in the same way, but with the substitution of canonical GKP states (13) for the initial position states.

The GKP resource is what allows GKP-stabilizer codes to protect an entire mode against Gaussian shifts, as there is a no-go theorem [97,114] showing that analog stabilizer codes cannot protect against such shifts (see also [115,116]). However, there are no such restrictions for analog stabilizer codes against non-Gaussian noise [117]. Moreover, the existence of a threshold for protecting logical modes against Gaussian displacement noise using GKP-stabilizer codes is an open question and at the very least requires ideal (i.e., non-normalizable) codewords [118].

7.6. Other curiosities. – Bosonic modes may be helpful in providing simple (i.e., commuting-projector) models for exotic topological phases of quantum matter, such as fractional quantum Hall systems. This task is shown to be impossible for systems consisting of finite-dimensional qudits [119], and there has been some progress in developing
models on planar rotors [120,121].

Bosonic modes may be useful for quantum simulation of, unsurprisingly, other bosonic modes. Boson sampling [122], a fundamentally difficult problem in terms of its computational complexity, is naturally baked into bosonic degrees of freedom. Decoding of multimode GKP codes is interestingly tied to gauge theory [97]. Recent work has shown how to extract parameters relevant to chemical processes involving molecular vibrational modes [123], although work on quantum-inspired classical algorithms has fired back at the claim that a quantum device makes the extraction more efficient [124].

Infinite dimensions also bear fruit for quantum control. Amplifying the time of evolution under the harmonic oscillator Hamiltonian is possible using a sequence of single-mode squeezing operations, but similar amplifications are not possible in finite dimensions [125].

8. – Summary and discussion

The primary application of bosonic codes is the storage and processing quantum information in phononic and photonic devices. Due to their formally infinite-dimensional space, bosonic systems yield quantum protocols that are forbidden in the discrete-variable (DV) setting. I review bosonic memories and highlight several such advantageous protocols.

The primary goal of error correction is to yield a probability of corruption of the encoded information ($p_{\text{logical}}$) that is smaller than a reference probability of unencoded information corruption ($p_{\text{physical}}$). Defining the coding gain of a given error correcting protocol as the ratio of the two probabilities, an error-correcting protocol is useful if it yields a gain larger than one. A more ambitious goal in the quantum setting is made possible by the notion of an error-correcting threshold ($p_{\text{threshold}}$), below which it should be possible to construct error-correcting protocols with arbitrarily large gain by scaling up the physical degrees of freedom (see Sec. 7.2). The equation below summarizes the three important regimes of the gain, which are independent of the quantitative formulations of the three probabilities:

$$\text{gain} = \frac{p_{\text{physical}}}{p_{\text{logical}}} \begin{cases} \geq 1 & \text{break-even QEC} \\ > 1 & \text{beyond break-even} \\ \rightarrow \infty & \text{below threshold, } p_{\text{physical}} < p_{\text{threshold}} \end{cases}$$

Bosonic codes have initially outpaced DV codes in terms of approaching and surpassing unity gain. The first demonstration of break-even correction was achieved using cat codes several years ago [53], and the first substantial greater-than-unity gain has been achieved recently using GKP codes [126]. Qubit platforms are quickly catching up: a recent trapped-ion qubit implementation has made progress toward going beyond break-even for two-qubit gates [127].

Few-qubit and few-mode bosonic codes are limited by a ceiling in the gain because the only (known) way of achieving arbitrarily large gain is to be below the threshold physical error rate of an infinite family of codes whose Hilbert-space dimension increases
exponentially and which admits a threshold. In accordance with that notion, large-scale industrial experiments instead focus on observing the proper scaling of the gain with system size [128,129], betting that a higher-than-unity gain would eventually follow once such scaling is established.

The future of quantum error correction likely lies in the synthesis of both bosonic and DV error correction paradigms, resulting in multiple layers of protection tailored to specific devices and applications. Bosonic and DV strategies are not competing technologies, but two pieces of a puzzle that should be integrated to maximize progress.
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