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Abstract—High resolution (HR) 3D medical image segmentation plays an important role in clinical diagnoses. However, HR images are difficult to be directly processed by mainstream graphical cards due to limited video memory. Therefore, most existing 3D medical image segmentation methods use patch-based models, which ignores global context information that is useful in accurate segmentation and has low inference efficiency. To address these problems, we propose a super-resolution (SR) guided patch-free 3D medical image segmentation framework that can realize HR segmentation with global information of low-resolution (LR) input. The framework contains two tasks: semantic segmentation (main task) and super resolution (auxiliary task). To balance the information loss with the LR input, we introduce a Self-Supervised Guidance Module (SGM), which employs a selective search method to crop a HR patch from the original image as restoration guidance. Multi-scale convolutional layers are used to mitigate the scale-inconsistency between the HR guidance features and the LR features. Moreover, we propose a Task-Fusion Module (TFM) to exploit the inter connections between segmentation and SR task. This module can also be used for Test Phase Fine-tuning (TFP), leading to a better model generalization ability. When predicting, only the main segmentation task is needed, while other modules can be removed to accelerate the inference. The experiments results on two different datasets show that our framework outperforms current patch-based and patch-free models. Our model also has a four times higher inference speed compared to traditional patch-based methods. Our codes are available at: https://github.com/Dootmaan/PFSeg-Full.

Index Terms—3D medical image segmentation, Patch-Free, Multi-task learning, Super resolution, Self-supervision.

I. INTRODUCTION

SEGMENTATION is one the most important tasks in medical image processing. Accurate lesion segmentation of high-resolution (HR) medical images has great significance for the diagnosis. Nowadays, Computer Aided Diagnoses (CAD) system has been developed to facilitate doctors in early detection and treatment of diseases. Traditional CAD system usually rely on hand-engineered features that limits its performance and accuracy. Therefore, many deep learning models have been proposed recently to achieve better performance for medical image segmentation. However, many medical images produced by Computed Tomography (CT) or Magnetic Resonance Imaging (MRI) are 3D volumetric data with high resolution that cannot be directly processed by most mainstream graphical cards. Thus, many previous works chose to split the entire data along the z-axis into 2D slices [1], [2], [3], [4], [5], and use these 2D slices to perform segmentation tasks separately. But such approaches ignore the valuable information among slices. As a result, to solve this problem, some 2.5D methods [6], [7] and 2D multiple views [8], [9], [10] methods are presented for the efficient use of such information. 2.5D methods partially learn 3D features by feeding multiple neighboring 2D slices as different channels into a 2D CNN network. Whereas 2D multiple view methods attempt to model 3D features with all the 2D features learned by 2D CNNs from different directions (i.e., axial, coronal, and sagittal). Despite that, both 2.5D and 2D multiple view are still 2D-based methods in essence and they do not fully utilize the 3D data.

In contrast, 3D convolution is more suitable for processing 3D images. However, due to limited GPU memory, most existing 3D segmentation methods are patch-based [11], [12], [13]. In patch-based scheme, the model receives only local patch information of an image at a time. Patch-based 3D segmentation methods can be considered as a divide-and-conquer method in which, first, each 3D medical image is divided into several small regions with a certain degree of
overlap. Second, a segmentation task is performed on each divided small region. Finally, the segmentation output results for each patch are fused together as the entire segmentation mask of the original image. With the use of patches, the training of 3D models becomes available for most mainstream graphical cards, but in this learning scheme, useful global information, which can play a significant role in identifying lesions, is lost.

Recently, the importance of global contextual information has been described in some studies [14], [15]. During our experiments, we tested a baseline 3D segmentation model with different patch sizes, and we found that methods using a patch that contains more context have superior performance. The results are shown in Fig. 1. According to the graphs, we observed that multiple metrics have improved as the contextual information increases. Besides, when used for inference, patch-based methods not only severely decrease the efficiency, but also reduce the model accuracy due to inconsistencies introduced during the fusion process between patches [15]. Therefore, a low cost 3D patch-free segmentation method is urgently needed.

In order to realize patch-free segmentation with a clinic-affordable computational cost, we propose a framework using down-sampled low-resolution (LR) images as input and generate the original-sized high-resolution (HR) segmentation masks. Inspired by [16], we introduce an auxiliary Super-Resolution task (SRT) to enhance the framework’s capability of restoring HR representation from LR inputs. We also designed a Self-Supervised Guidance Module (SGM) to keep some HR features from a representative HR image patch. The guidance patch is selected using our carefully-designed selective searching algorithm, which can find the most informative patch with less time. A Multi-Scale Residual Block (MSRRes Block) is used along with this module to mitigate the scale-inconsistency between the LR global-wise features and HR SGM features. In addition, we designed a Task-Fusion Module (TFM) that integrates the segmentation task and the SR task together to optimize these tasks jointly. TFM enhances the ability of the network to retrieve high-frequency information in target region segmentation, resulting in more accurate HR segmentation. In our experiments, We observe that TFM can also be used for Test Phase Fine-tuning (TPF) to increase the generalization capability of our network.

**Contributions:** The goal of this study is to present a patch-free 3D medical image segmentation method with lower GPU memory consumption. Our primary contributions are summarized as follows:

- We propose a patch-free 3D medical image segmentation framework based on multi-task learning, which can realize HR segmentation with LR input. The proposed framework improves the performance with high inference efficiency in comparison to traditional patch-based models. This makes it more suitable for real-world clinical implementation.
- We propose a Multi-Scale Self-Supervised Guidance Module (SGM) to keep some HR features. This module uses a fast selective cropping algorithm to find a HR guidance patch as input to handle the high-frequency information loss of the LR input. In addition, SGM also optimizes the auxiliary SR task in a self-supervised manner, benefiting the overall framework.
- We design a Task-Fusion Module (TFM) to exploit the inter connections between the segmentation task and the SR task. This module fuses the two tasks together to optimize them jointly.
- We propose Test Phase Fine-tuning (TPF) to improve the generalization ability of the framework. TPF uses the available test set HR image as SRT ground truth to fine-tune the parameters of model. Specially, TPF has the best performance when combined with TFM.

A preliminary version of this work [17] was presented as a conference paper at MICCAI 2021, the 24th International Conference on Medical Image Analysis.

---

**Fig. 1.** (a) The Dice Similarity Coefficient, Jaccard Coefficient and (b) 95% Hausdorff Distance of different patch size using 3D Res-UNet on two datasets. As is shown, a bigger patch size with more context tends to have a better performance.
Conference on Medical Image Computing and Computer Assisted Intervention. This work provides substantial, conceptual and experimental studies including:

1) We propose a new Multi-Scale Residual Block (MSRes Block) for the encoder and SGM to mitigate the scale-inconsistency between HR guidance features and LR global-wise features.
2) We introduce selective cropping, an efficient guidance patch searching algorithm for SGM. This approach determines more informative HR patches than the previously proposed central cropping method, while maintaining a fast speed.
3) Here, we propose to use TFM for Test Phase Fine-tuning (TPF), which improves the generalization ability of our model.

The rest of the paper is organized as follows. Related works and their limitations are given in Section II. The detailed description of our proposed framework is presented in Section III along with the newly proposed works. Specifically, the improved MSRes Block is introduced in Section III.B2, and the selective cropping algorithm is described in Section III.B3. The proposed TPF is presented in Section III.D. Detailed experimental validation and results are reported in Section IV. Finally, our work is summarized and concluded in Section V.

II. RELATED WORKS

A. Deep Learning in Medical Image Segmentation

Nowadays, deep learning has been widely used in medical image segmentation. In 2015, Ronneberger et al. proposed U-Net for biomedical image segmentation [1]. Though it is still a Fully Convolution Network (FCN) with the classic encoder-decoder structure, it is a instrumental network introducing skip connections for the decoder. Skip connection reuses the features from the encoder by concatenating them with the features of decoder part. Employing skip connections, the decoder can use both low level and high level features for feature extraction. Since then, many works have been presented to improve the U-Net network, such as combining the attention mechanism [18] and residual connections [19].

Although U-Net alike models have achieved remarkable success on medical image segmentation, these networks only accept a single 2D image at a time. There have been many methods to use 2D networks on 3D medical images, including 2.5D and 2D multiple views. 2.5D methods utilize the characteristic that medical images have intensity on each voxel rather than the 3-channel RGB information. For segmentation, each 2D slice is fed into the network together with its neighboring slices as different channels. But this also makes the method not suitable for multi-modality and multi-phase datasets. The 2D multiple views method implements the idea of using 2D slices obtained from all three axes separately. However, the 2D multiple views segmentation is still performed on a 2D space for every axis. In addition, this method requires 3 times more time for each case than normal 2D methods, making it practically less efficient.

The more intuitive way to handle 3D images is using the 3D networks. The 2D convolution operations in the existing network can be replaced with 3D convolution operations to form a 3D network. But the main problem is the dramatic increase in GPU memory consumption. There are usually two ways of solving this problem. One approach is to reduce the width and depth of a model to reduce the parameters, but this degrades the performance of the network. The second is decreasing the size of the input images, such as down-sampling the input spatial resolution or providing patch-level inputs by splitting the image into patches. In previous methods, patch-based segmentation is more commonly used.

B. Patch-based 3D Medical Image Segmentation

Due to the large computational cost of training modern 3D segmentation models with HR medical images, most graphical cards have no choice but to use patch-sampling to lower the GPU memory usage.

Several 3D methods are presented to date. 3D U-Net [20] is the extended version of the classic U-Net. It changes the 2D convolutions to 3D convolutions and reduces the depth and spatial dimensions of the feature maps. Later, V-Net [21] is proposed, incorporating residual blocks and Dice Loss to enhance the performance. Recently, there are also works adopting network architecture search (NAS) to medical image segmentation [22], [23], attempting to push the performance boundary beyond u-shaped models. Theoretically, these networks can be directly trained with 3D medical images (volumetric data) if the video memory is large enough. But in practical, with the limited computation resources, these methods have to use patch-sampling for training.

Patch-based methods ignore the global context information, since each time the model receives only a small part of the entire image. During inference, the fusion process between patches is also very time-consuming, because for each image we have to run the model several times to get the segmentation mask of every patch. Moreover, inconsistencies between the overlapping regions of the patch may also affect the accuracy [15].

To solve this problem in 2020, Kim et al. proposed to use a graph-cut algorithm-based post-processing for the 3D U-Net segmentation [24]. Their approach comparatively minimizes the segmentation errors caused by patch-sampling. However, since the input images still do not contain global context, performance of the network is limited. Kao et al. proposed a location information fusion method to solve the problem of patch-sampling. This approach uses existing brain parcellation atlases to embed location information into patch inputs [25]. Nonetheless, this method only focuses on the theoretical probability of lesions at different locations, and still cannot have the overall view of an image.

C. Patch-free 3D Medical Image Segmentation

To address the problems of patch-based methods, the design of efficient and accurate patch-free methods is required. Patch-free methods employ the entire contextual information of an image as input and make better prediction. They can also accelerate the predicting speed, since they process the 3D volumetric data information as a single input.
Fig. 2. A schematic view of the proposed framework. Different modules are labeled with different color. UST refers to Upsample-Segmentation Task and SRT denotes Super-Resolution Task. In the test phase, only the main segmentation network part (i.e., UST and its corresponding SGM) is needed. Best viewed in color.

However, if we do not reduce the width and depth of a model and sacrifice its performance, it will be hard to train the model with mainstream graphical cards. A naïve idea would be first down-sample the input and then use a full-sized 3D model to get a LR segmentation mask. After that, we can enlarge the mask to original image size with existing upsampling methods such as tricubic interpolation [26]. The drawback of this method is that it uses low-dimensional space to perform segmentation, resulting in the loss of valuable high-frequency details of the original image.

Unfortunately, so far there are only a few works focusing on patch-free segmentation. In 2019, Zeng et al. proposed Holistic Decomposition (HD) [14] for effective 3D medical image segmentation. Holistic Decomposition is the inverse operation of Sub-Pixel [27]. For a \( W \times H \times D \) image, we can firstly use HD to decompose it into several small images and then use the concatenation of them as the 3D model’s input. The decomposition process can be viewed as separating the voxels into different output channels with a certain order. By using this method, we can reduce the width and height of feature maps and still use all the input voxels. In the end, the final output mask is restored using Sub-Pixel operation. Though this method can achieve a good balance between inference speed and GPU memory cost, its performance is not so ideal because the network’s width is reduced relatively. Later in 2021, Ho et al. used an ingenious way to realize patch-free segmentation by converting the problem into a point-cloud segmentation problem [28]. At first, the authors use a simple Saliency Attention Network (SAN) which takes the entire image as input to coarsely locate the main target area (e.g., potential lesion area). Since the network architecture is very simple, it can be easily trained without patch-sampling. Then, they designed a Context-Aware Sampling method to adaptively sample the image into points. The sampled points are dense in the main target area while sparse in other regions. After sampling, the input information is effectively reduced and can be processed by a full-sized point-cloud segmentation network. Although it is a cleverly designed method, the framework includes two separated stages and cannot be trained in an end-to-end manner. Different from these previously proposed methods, in our work, we aim to design a Patch-Free Segmentation framework which effectively solves these problems.

III. PATCH-FREE SEGMENTATION FRAMEWORK

A schematic view of our framework is shown in Fig. 2. The proposed framework can directly generate HR segmentation mask with LR input. It is composed by a multi-task learning network, a Task-Fusion Module (TFM) and two Self-Supervised Guidance Modules (SGM). For a given 3D medical image, we first down-sample it by 2 times to generate the LR image. This LR image is used as primary inputs to segmentation network. In addition, we also crop a small patch from the original HR image as guidance to keep some representative high-frequency information. The extracted features of the HR guidance patch (output of SGM) are combined with the extracted features of LR image (output of encoder) and provided to the decoder parts. It should be noted that in the test phase, we only need the main segmentation part of the framework, including the segmentation branch of the multi-task network and its corresponding SGM. All the other modules can be removed to minimize the computational and memory cost.

A. Multi-task Learning Network

Multi-task Learning is the foundation of our framework. Multi-task Learning is generally used to model related tasks jointly. Normally, multi-task learning methods treat multiple tasks equally both in training phase and test phase. However, since we only focus on the HR segmentation task, we treat
the segmentation task as main task and the SR task only as an auxiliary task.

To realize HR segmentation with LR input, firstly we need to append an up-sampling layer after the original segmentation backbone. The modified backbone will then be used to accomplish the so-called Upsample-Segmentation Task (UST). To help the segmentation model reconstruct the high-frequency feature maps from LR input image, we introduce Super-Resolution Task (SRT) as the second task. SRT can be considered as an auxiliary task and discarded in the inference stage. UST and SRT share the encoder. Whereas UST uses the segmentation mask as ground truth, SRT uses the original HR images as ground truth.

We have tested several different UST backbones. We select 3D Res-Unet [29] as the basis of our backbone to meet the balance between GPU memory cost and accuracy. 3D Res-Unet added residual connection [30] to the original 3D UNet, forming a Residual Block (Res Block) for each layer. We used five encoder layers, each one has a 32, 32, 64, 128 and 256 number of channels. The SRT branch has many optional network structures, but in our experiments, we found that using the same structure of the UST can achieve the best performance due to better structure consistency. The consistency between the structures of UST and SRT is quite important, since the two tasks share an encoder and will be fused together in TFM. The detailed structure of the Multi-task Learning network is shown in Fig. 3(a).

The loss function of this part can be divided into two parts. One is UST loss $L_{ust}$, which consists of Binary Cross Entropy (BCE) Loss and Dice Loss. Another one is SRT loss $L_{srt}$, which is a Mean Square Error (MSE) Loss. They can be formulated as:

$$L_{srt} = \frac{1}{N} \sum_{i=1}^{N} ||SRT(X) - X_i||^2,$$  

$$L_{ust} = L_{bce} + L_{dice},$$

and

$$L_{bce} = \frac{1}{N} \sum_{i=1}^{N} [-y_i \log(p_i) - (1 - y_i) \log(1 - p_i)],$$

$$L_{dice} = 1 - \frac{2 \sum_{i=1}^{N} p_i y_i}{\sum_{i=1}^{N} p_i^2 + \sum_{i=1}^{N} y_i^2},$$

where $N$ refers to the total number of all voxels, while $X$ and $X \downarrow$ denote the original medical image and the down-sampled image respectively. $SRT(\cdot)$ represents the SRT branch output, while $p_i$ and $y_i$ are predicted probability of segmentation and the corresponding category for $i$-th pixel. It should also be noted that different from $p_i$, $P_i$ denotes the prediction of $i$-th voxel after binarization.

B. Multi-Scale Self-Supervised Guidance Module

B1. Self-Supervised Guidance Module. For effective and better utilization of HR image, we propose Self-Supervised
Module (SGM). SGM accepts a representative patch from the HR image as input, and extracts HR features from it. The extracted features are then concatenated with the output features of the shared encoder. The two SGM for UST and SRT (UST-SGM and SRT-SGM) share the parameters. However, in test phase, only the SGM for UST (i.e. UST-SGM) remains and the other one (i.e. SRT-SGM) is discarded. The detailed structure of SGM is presented in Fig. 3(b). The design of the SGM is very concise and the module accounts for only 5% of the total parameters of the network.

Let $F_{\text{share}}$ and $F_{\text{sgm}}$ represent the LR global-wise feature and the HR guidance feature. We can then describe the process as:

$$F_{\text{share}} = \text{Encoder}(X \downarrow),$$ 

(5)

$$F_{\text{sgm}} = \text{SGM}(X_{\text{patch}}),$$

(6)

$$O_{\text{ust}} = \text{Decoder}_{\text{ust}}(\text{Concat}(F_{\text{share}}, F_{\text{sgm}})),$$

(7)

$$O_{\text{srt}} = \text{Decoder}_{\text{srt}}(\text{Concat}(F_{\text{share}}, F_{\text{sgm}})),$$

(8)

where $X_{\text{patch}}$ is the guidance patch cropped from the original HR image, while $O_{\text{srt}}$ and $O_{\text{ust}}$ represent the output of SRT and UST respectively.

**B2. Multi-Scale Residual Block.** It should be noted that the LR input image and HR guidance patch are of different scales. Hence, we introduce multi-scale design to solve this problem. The multi-scale convolutional layer is an updated form of the original Res Block used in 3D Res-Unet, and we call it Multi-Scale Residual Block (MSRes Block). MSRes Block fully inherits the modeling ability of the previous Res Block, meanwhile having a better capability of multi-scale feature learning. It is useful for mitigating the scale-inconsistency problem introduced during the concatenation process of HR SGM features and LR global-wise features. Detailed structure of this module is presented in Fig. 4.

Through our experiments, we found that further extending MSRes Block to the shared encoder can make the performance of our framework even better. Hence, the final structure of our framework uses MSRes Block for both LR feature encoder and HR SGM feature extractor.

**B3. Selective Cropping Algorithm.** The appropriate approach to select the guidance patch from the HR image is also an important issue for model performance. There are mainly three types of cropping methods: random cropping, central cropping and selective cropping. Random cropping crops the HR patch in a random manner. Though this may select more discriminatory HR information for training, it can also lead to instability during testing. Central cropping always crops the central area of an image. It is the simplest and stabllest way, but it includes less variety of attribute and information. In selective cropping, a patch with the richest contextual information is determined by selective search algorithm. Though it seems like having both the stability and variety of the former two methods, it also has a lower processing speed.

**Algorithm 1 Selective Cropping**

$$\{W, H, D\} \leftarrow \text{shape of the input } X$$

$$c \leftarrow \{W/2, H/2, D/2\}$$

$$L \leftarrow \sqrt{(W/2)^2 + (H/2)^2 + (D/2)^2}$$

$$P_c \leftarrow \text{corresponding patch area with } c \text{ being center}$$

$$V_{\text{best}} \leftarrow \text{var}(P_c) \# \text{var() calculates the variance}$$

$$P_{\text{best}} \leftarrow P_c$$

$$\text{dec_count} \leftarrow 0$$

for $r$ from $L/6$ to $L$ step $L/6$

for $\varphi$ from $0$ to $2\pi$ step $\pi/6$

for $\theta$ from $0$ to $\pi$ step $\pi/6$

if $\text{var}(P_{\varphi}) > V_{\text{best}}$

$$V_{\text{best}} \leftarrow \text{var}(P_{\varphi})$$

$$P_{\text{best}} \leftarrow P_{\varphi}$$

$$\text{dec_count} \leftarrow 0$$

else

$$\text{dec_count} \leftarrow \text{dec_count} + 1$$

if $\text{dec_count} \geq 10$

return $P_{\text{best}}$}

In our experiments, we find that selective cropping performs better than other approaches. To reduce the processing time, we designed a fast selective cropping algorithm. Selective cropping use the variance of a region to evaluate its information richness. Since most medical images has the object in the center, we start the search from center. The searching process is conducted on spherical coordinate system with fixed interval for the three axes $r$, $\theta$ and $\varphi$. For an image with size $W \times H \times D$, in every searching step, the coordinate can be converted to $x$, $y$ and $z$ axes of the orthogonal coordinate system using the following formulas:

$$\begin{align*}
    x &= r \cdot \sin(\varphi) \cdot \cos(\theta) + W/2 \\
    y &= r \cdot \sin(\varphi) \cdot \sin(\theta) + H/2 \\
    z &= r \cdot \cos(\theta) + D/2
\end{align*}$$

(9)

Note that the two coordinate systems have different origins (origin of the spherical coordinate system lies on the image center while origin of the orthogonal coordinate system is on the image corner), and for this reason we have to add $W/2$, $H/2$ and $D/2$ to each respective equation.

The exploration will gradually expand to the outer regions until it reaches the edges of the given image. The searching process will stop automatically if the algorithm finds the variance consistently decreases for 10 search areas. The brief procedure of our selective cropping algorithm is described with pseudo code in Algorithm 1. Note that the actual implementation includes more detailed operations to avoid repeated patch searching.
In our implementation, the HR guidance patch size is set to be 1/64 of the original HR image, so the extra memory cost it introduces can be very small. The HR guidance patch is essential in facilitating the SRT branch in doing self-supervised training. For this, we introduced a Self-Supervised Guidance Loss (SGL) to calculate the distance between the predicted HR mask and generated HR image. This procedure can be stated as follows:

\[ L_{sgl} = \frac{1}{N} \sum_{i=1}^{N} SIG(i) \cdot ||SRT(X ↓)_{i} - X_{i}||^{2}, \quad (10) \]

where \( SIG(i) \) is the signal function that returns 1 if \( i \)-th voxel is in the cropping window and 0 otherwise.

C. Task-Fusion Module

Despite the fact that the UST and SRT share an encoder, there is still scope for improvement in their interaction. Therefore, we propose the Task-Fusion Module (TFM) to constrain the outputs of these two tasks. For this module, we introduce both absolute and relative constraints. To identify an HR lesion region, the TFM module first computes the element-wise product of multitask learning network outputs (i.e., the predicted HR mask and generated HR image). This procedure can be stated as follows:

\[ O_{fusion} = O_{srt} \otimes O_{ust}, \quad (11) \]
\[ GT_{fusion} = X \otimes GT_{ust}, \quad (12) \]

where \( \otimes \) is the element-wise multiplication operation and \( GT_{ust} \) and \( GT_{fusion} \) are the segmentation label and the fused ground truth image for TFM.

Then, the module will calculate the absolute difference and relative difference between this product (i.e., \( O_{fusion} \)) and that of the ground truth segmentation label and HR image (i.e., \( GT_{fusion} \)). The absolute difference is expressed in the Target-Enhanced Loss (TEL), which calculates the average Euclidean distance between the target area voxels. It can be viewed as adding weights to the loss of segmentation area. As a result, SRT will pay more attention on the lesion area and UST will avoid such problem, rather than purely being the reference ground truth of UST.

The loss function of TFM can be defined as follows.

\[ L_{tfm} = L_{tel} + L_{ssl}, \quad (13) \]
\[ L_{tel} = \frac{1}{N} \sum_{i=1}^{N} \|P_{i} \cdot SRT(X ↓)_{i} - y_{i} \cdot X_{i}\|^{2}, \quad (14) \]
\[ L_{ssl} = \frac{1}{D^{2}W^{2}H^{2}} \sum_{i=1}^{D \cdot W \cdot H} \sum_{j=1}^{D \cdot W \cdot H} \|S_{ij}^{predict} - S_{ij}^{gt}\|^{2}, \quad (15) \]

where \( P_{i} \) denotes the prediction of \( i \)-th voxel in \( O_{fusion} \) after binarization, and \( y_{i} \) represents its corresponding ground truth in \( GT_{fusion} \). \( S_{ij} \) refers to the correlation between \( i \)-th and \( j \)-th voxel of the fusion feature \( I \), while \( I_{i} \) represents the \( i \)-th voxel of the feature map.

D. Test Phase Fine-tuning

During clinical applications, segmentation models for medical images suffer from degradation in performance due to the generalization problem. The reason is that in real-world applications, the framework weights based on a specific dataset may be inappropriate for different patients. To enable the network’s capacity to fit accurately to the test dataset distribution, we propose to use Test Phase Fine-tuning (TPF). Normally, we can directly deploy the learned model to make predictions on test samples after training. However, since the original HR images of testing dataset can be used as SRT ground truth, we can help the network better adapt to the distribution of testing dataset with such information.

One possible way of implementing TPF is by fixing the UST decoder parameters, then optimizing the SRT and encoder weights with LR and HR image pairs. This is a simple method, but it is particularly effective for improving encoder and SGM performance. But on the other hand, this may be harmful to the performance of UST, because SRT tends to become the primary task instead of the auxiliary one in this strategy. To overcome this difficulty, we introduce the use of pseudo-label for the UST task and fine-tune the framework using both tasks.

The use of pseudo labels make TPF looks similar to Semi-Supervised Learning. However, they are fundamentally different. Semi-Supervised Learning aims to make use of large quantity of unlabeled data for training, while TPF focuses on adapting the potential difference between the distributions of training and testing dataset. TPF also only updates network parameters with a small number of training epochs and a low learning rate to avoid drastically changes in network parameters. We also implemented TPF without pseudo labels in our experiments, however this strategy has relatively unstable performance as the priority shifts from UST to SRT. UST pseudo labels is mainly introduced to avoid such problem, rather than purely being the reference ground truth of UST.
A naive strategy is directly applying the labels to SRT and UST separately. Nevertheless, the performance can still be negatively affected by the potential errors in pseudo labels. It would be better if we find a way to mitigate the negative influence of them. To mitigate such negative influence, we propose a simple yet effective strategy, that only use TFM for Test Phase Fine-tuning. TFM has the inherent characteristic that jointly takes account of SRT and UST labels. Since the SRT ground truth is absolutely correct, by fusing the pseudo UST label with it, we can balance out some of the errors in pseudo label. In our experiments, we use a learning rate of $1e^{-5}$ for all the methods, and only fine-tune the network with a single epoch. Results of the experiments suggest that using TFM-only strategy for TPF can lead to the best performance. Therefore, the final loss function used for TPF can be expressed as:

$$L_{tpf} = L_{tfm},$$  \hspace{1cm} (17)

with the ground truth being:

$$GT_{fusion} = X \otimes O_{ust},$$  \hspace{1cm} (18)

Note that $X$ and $O_{ust}$ are now the input image and UST output of the test dataset. Note that we need to firstly construct the ground truth labels (pseudo-labels) before using TPF.

### E. Overall Objective Function

The overall loss function of our proposed patch-free segmentation framework is the linear combination of all the discussed losses, that is

$$L = L_{ust} + \omega_{srt}L_{srt} + \omega_{sgl}L_{sgl} + \omega_{tfm}L_{tfm},$$  \hspace{1cm} (19)

where $\omega_{srt}$, $\omega_{tfm}$ and $\omega_{sgl}$ are hyper-parameters, and are all set to 0.5 by default. This objective function can be optimized end-to-end.

### IV. Experiments

#### A. Datasets and Evaluation Metrics

We used two datasets in our experiments. The first one is the publicly available BraTS2020 dataset [32], [33], [34], which contains a total number of 369 instances. This dataset focuses on brain tumors. For each subject, there are four modality contains a total number of 369 instances. This dataset focuses

We employed three evaluation metrics in the experiment, which are Dice Similarity Coefficient (DSC), 95% Hausdorff Distance (HD95) and Jaccard Coefficient. DSC and Jaccard mainly focus on the segmentation area, while HD95 pays more attention to the segmentation boundaries. These three metrics provide a more comprehensive assessment of our method's effectiveness.

#### B. Implementation Details

We compared our method with other patch-based 3D segmentation methods and patch-free methods. For patch-based methods, we use sliding window strategy with a stride of 48, 48, 32 during inference. The patch-based methods used in our experiments are:

1. **3D UNet** [20]. Proposed in 2016, 3D UNet is widely used in many 3D segmentation tasks. It retains the iconic skip connection structure of the classic UNet. It can be viewed as a simple 3D modification of UNet with a less network width. It is named as UNet3D in the experimental results.

2. **3D Res-UNet** [29]. Proposed in 2017, 3D Res-UNet is the improved version of 3D UNet. For each encoder layer, it adds residual connections. This network shows better performance than 3D UNet in our experiments, and we build our framework base on it. It is labeled as ResUNet3D in the table.

3. **VNet** [21]. Proposed in 2017, VNet is a 3D segmentation model based on Encoder-Decoder structure. It keeps the skip connections structure and also introduces residual connections. But different from 3D UNet, it uses strided convolution for pooling. It uses fewer convection operation for the shallow layers, and uses more of them for the deeper layers.

We also compared with some state-of-the-art patch-free methods in our experiments, which are:

1. **ResUNet3D†**: This method perform segmentation with a $2 \times$ down-sampled image. Then, it uses tricubic interpolation [26] algorithm to enlarge the output mask to the original size. It can be viewed as a naive patch-free method, but since it only conducts segmentation in a low-dimensional space, the performance may be inferior to other methods.

2. **ResUNet3D with Holistic Decomposition** [14]. Proposed in late 2019, Holistic Decomposition (HD) is the inverse operation of Sub-Pixel [27]. It can sub-sample a large 3D image into several small images without information loss. It can help lower the memory cost since it reduces the width and height of the feature maps. According to the paper, we set the down-shuffling factors to 2 for all three dimensions to achieve the best performance. It is labeled as HDResUNet in our experimental results.
3) **Point-Unet** [28]. In late 2021, Point-Unet proposed an alternative way of realizing 3D image segmentation by converting it into a point-cloud segmentation problem. The authors designed Context-Aware Sampling to simplify the input information and reduce the computational cost. This framework firstly uses a simple Saliency Attention Network (SAN) with the entire 3D image as input to coarsely locate the target. After that, it conducts point sampling according to the output attention map of SAN. Potential lesion area will be sampled at maximum density, while the rest areas simply employs random sampling. We sampled 365000 points for BRATS2020 and 800000 points for the liver datasets to use Point-Unet for the segmentation task.

4) **SAN** [28]. As aforementioned, SAN is used as a coarse segmentation network for Point-Unet. In compared to Point-Unet, it has a faster inference speed but at the expense of accuracy. Unlike our framework being a more universal method, Point-Unet is typically designed for datasets with small target segmentation areas. When applying Point-Unet to datasets with large target areas, its processing time and memory cost increase dramatically because more points are needed to be sampled. Therefore, we also compare the results for SAN in our experiments.

Except for Point-Unet, we implement all models with an NVIDIA GTX 1080Ti GPU. This graphical card has a total number of 11G video memory, which is insufficient for training a 3D UNet with 192 × 192 × 128 input, but enough for our patch-free method. As to Point-Unet, when trained with batch size 1, it needs at least 16G video memory on BRATS2020, and at least 32G for the liver dataset due to the larger target areas. Hence, we used an NVIDIA GTX A6000 (48G) for its training. Inference time is calculated for all methods on the same machine with Intel Xeon CPU E5-2640 v4, 4 × 16G DDR4 2400MHz RAM and GTX 1080Ti GPU, running Ubuntu 16.04.3 LTS. The data augmentation includes random flip, random rotation and random shift for all the methods. Random cropping is only used on patch-based methods. For all the methods, we used Instance Normalization and Leaky ReLU as it is recommended in [35].

For fair comparison, we set all the methods’ input size to 96 × 96 × 64 (except for HDResUNet and Point-Unet). Therefore, the input size of patch-based methods and patch-free methods can be the same. Specifically, HDResUNet uses the original image as input, but once the network receives the input, the HDC operator [14] will also process it into several 96 × 96 × 64 images (8 in our experiment) in the first step. The guidance patch size for our method is 48 × 48 × 32. For both datasets, we split 80% for training and 20% for testing. The batch size for all the methods is 1. All the models are optimized by Adam [36] with the initial learning rate set to 1e-4 (only Point-Unet starts at 1e-3). The learning rate will be divided by 10 if the training loss has not reduced over 10 epochs. The training is complete, if the maximum number of epochs is reached or the learning rate drops to 1e-7.

### C. Network Investigations

#### Variants of Guidance Patch Cropping Methods

We investigated the different settings of guidance patch cropping strategy, i.e., random cropping, central cropping and selective cropping. The Experimental results are presented in TABLE I. As is shown, the test score of random cropping is the lowest. This is because the location of guidance patch varies too much during test, and some of them even do not have adequate HR information, causing instability. In contrast, central cropping achieves improved performance due to its great stability. By always cropping the central area, we can also guarantee that each patch contains enough HR information. For selective cropping, the result shows that it has the best performance among all the methods. Though the time cost is also a little higher, it does not affect the overall processing speed of our framework thanks to the selective cropping algorithm. Therefore, in the end we choose to use selective cropping for our framework.

#### Application Strategies of Multi-Scale Residual Blocks

To improve the network, we employ MSRes Block. The usage of different kernel sizes reduces the scale inconsistency between the various inputs (i.e. LR image and HR guidance patch). We tested two network structure with MSRes Block. The first one is to use MSRes Block only for the SGMs, while the encoder’s...
convolution kernel size is fixed to 3 as usual. The scale of the extracted features by SGM tends to get closer to that of the encoder with this arrangement. Our experiment proves the effectiveness of such design, and the extra computational cost is nearly negligible due to the concise structure of SGM.

However, we speculate that a bidirectional design may have a better performance, so we further substitute the Res blocks of the shared encoder into MSRes Blocks. Under such network structure, the features from two input images can have an extra degree of freedom to meet a common scale, thus lead to a better flexibility. The results for these designs are shown in TABLE II. As is illustrated in the table, simply using MSRes Blocks for SGM only occupies 26M extra video memory, but the performance improvement is also very limited. In comparison, applying MSRes Block to both SGM and the shared encoder results in a considerable improvement, confirming our previous hypothesis.

**Study of TPF Strategies.** We tested four different TPF methods. The differences between these strategies are the modules that used in TPF process. The first strategy fixes the UST branch and only uses LR-HR image pairs for TPF, while the other three employ pseudo labels for UST and HR image as ground truth for the SRT to achieve a complete fine-tuning. The second TPF method directly optimize on the outputs of SRT and UST, while the third one furthermore involves TFM. The last one uses TFM-only strategy to mitigate the negative influence of potential errors in pseudo label. Same to the model training process, we also set a lower weight for SRT loss in TPF.

The experimental results of the four TPF methods is shown in TABLE III. As is shown, the first strategy leads to a reduction in the performance of the UST due to the task priority shift. Pseudo-labels solve this problem, and as a result the other three strategies all gains improvements. Among these strategies, TFM-only performs best because it avoid the direct influence of the potential errors in pseudo labels. TFM combines the pseudo-labels with the genuine SRT ground truth (i.e. the HR image) to jointly optimize the framework, reducing the negative impact.

**Component Effectiveness Analysis.** In order to verify the effectiveness of the modules in our framework, we conducted an ablation study with our method on BraTS2020 dataset. Furthermore, we used two different backbones in the study, UNet3D and ResUNet3D, to make the results more convincing. The experimental results are shown in TABLE IV.

According the results in the Table IV, We can observe component effectiveness analysis. In order to verify the effectiveness of the modules in our framework, we conducted an ablation study with our method on BraTS2020 dataset. Furthermore, we used two different backbones in the study, UNet3D and ResUNet3D, to make the results more convincing. The experimental results are shown in TABLE IV.

According the results in the Table IV, We can observe that using TMR as an auxiliary task improves the UST’s capacity in reconstructing HR details. TFM and SGM also demonstrate their efficacy, increasing DSC by 1.49% and 0.24%, respectively. As the encoder is jointly tuned by the multi-task structure, TFM can adjust the parameters of the decoders simultaneously, boosting the segmentation performance. As to SGM, the effectiveness of it mainly lies in the multi-task structure, TFM can adjust the parameters of the decoders simultaneously, boosting the segmentation performance.
designed modules have a positive impact on the framework’s performance. The best segmentation performance comes from combining these modules together.

D. Quantitative Comparison with Other Methods

The quantitative experimental results are summarized in TABLE V. Our framework outperforms traditional 3D patch-based models and other patch-free methods by a large margin on both datasets. When only keeps the main segmentation network, the inference speed of our methods is around 4 times higher than the patch-based methods.

Among all the patch-based methods, ResUNet3D has the best performance of 82.18% DSC on BRATS2020 and 92.36% DSC on the liver dataset. Our patch-free framework embedded on ResUNet3D achieves a 2.70% and 1.94% surge on these two datasets respectively. This proves the effectiveness of our method. HDResUNet is another patch-free method based on ResUNet3D. Although it outperforms the patch-based ResUNet3D on two datasets, it has lower performance in comparison to ours method. Compared with ResUNet3D↑, which only conducts segmentation in a low-dimensional space, our method demonstrates the need for HR feature restoration structures in the framework.

It also should be noted that on these two datasets, the simple patch-free method SAN achieves DSCs of 81.50% and 92.33%, which is superior than patch-based 3D UNet. The total amount of parameters in SAN is approximately 1.534M, which is less than a fifth of the 3D UNet. This demonstrates how important the global context is in enhancing network performance. Based on SAN, Point-Unet gains slight performance improvements. However, its memory cost is three times larger, and the inference speed is substantially slower.

E. Qualitative Analysis with Other Methods

Fig. 5 depicts some segmentation results of the experiments. According to the figure, noise and incorrect diagnosis are two
main limitations of patch-based approaches. Besides, some of the other patch-free models also expose their flaws, such as the detail loss caused by the high-frequency information loss. These cases are analyzed in detail one by one.

In Case 1, patch-based methods segment the lower area of the lesion incorrectly. It’s a blurred area at the patch’s boundary in the input image. As a result, patch-based methods fail to identify the lesion area. Because of the global contextual knowledge, this problem is solved in patch-free methods, leading to a better accuracy. This case also demonstrates TPF’s usefulness, as TPF can fix certain minor errors.

Case 2 shows the inconsistency problem of patch-based methods, as patch-based methods tend to have sudden truncation on the edges of a patch. This problem is commonly seen when target area leaps over several patches, and we think this may be related with the padding technique in convolutional neural networks. In [37], the authors point out that padding may result in artifacts on the edges of feature maps, and these artifacts may confuse the network. Luckily, in real life, most segmentation tasks do not involve objects on the edges, so this problem will not have much impact on the results. However, when patch-sampling is involved, then this may lead to significant performance degradation. That is also the reason why patch-free methods actually have the most obvious improvements in 95% Hausdorff Distance: with the global context, the model can more easily segment the target as a whole, thus making the segmentation edges smoother and more accurate. In our experiment, patch-free methods all successfully avoid the inconsistency problem, and among them, our framework has a better performance from all angles.

In Case 3, patch-based methods can only produce rough segmentation masks with insufficient details. This also has something to with the inconsistency problem because the lesion area of Case 3 also overlaps several patches. As is explained above, there tend to be more errors on the patch edges, causing a less accurate segmentation result after fusion. In contrast, the result of our method is much more closer to the ground truth, and it should be noted that our method is the only one that find the tiny lesion extending outward at the bottom of the image.

Case 4 mainly illustrated the noise problem of patch-based methods. As is shown, patch-based methods are prone to producing segmentation noise in different region of the image. This problem mainly results from the limited context in patches. When conducting segmentation in a single patch, the model does not have the information of the real tumor area and it will be more likely to misdiagnose normal area as target. This problem has been observed many times in our experiments, and for some certain cases it can become extremely severe (the cases in Fig. 6 for example), leading to terrible segmentation result. Since there is no patches involved, patch-free methods all avoid such problem. But for HDRResUNet, the unconnected liver part in the top right corner is missing in its output mask. This is because rather than using high-order interpolation to keep some high-frequency information, the HDC operator in Holistic Decomposition (HD) simply select voxels with a fixed spacing to form a sub-sampled output (which is similar to nearest neighbor interpolation), and such practice will inevitably lead to high-frequency detail loss.

Case 5 is another case illustrating the inconsistency problem for patch-based methods. There is evident truncation in the emphasised areas of all the patch-based methods. The inconsistency causes uncertainty in the patch fusion process and lead to performance degradation. It should also be noted that we already use overlapped patches to mitigate such problem, and this problem could be even worse if used without overlapping. Our technique predicts segmentation masks that are substantially more qualitative and accurate.

V. CONCLUSION

In this paper, we present a new framework for fast and accurate patch-free segmentation that can capture global contextual information without adding too much computational cost. The framework can achieve HR segmentation with LR input by combining segmentation and SR in a multi-task structure. To capture the global context, we use entire LR images as the primary input, with an additional HR guidance patch to maintain certain HR local representations. We design a selective cropping algorithm and MSRes Block for selection of informative guidance patches and effective processing. We introduce TFM to combine the two tasks and exploit the advantage of their inter connections. Furthermore, we add Test Phase Fine-tuning (TPF) to improve the model’s generalization ability. TPF can fine-tune the network parameters based on the distribution of test set by utilizing the test set HR images as SRT ground truth. We validate the framework’s performance on two datasets to demonstrate its effectiveness. The result shows that it can efficiently generate better segmentation mask than other patch-based and patch-free methods with a very fast speed. As future work, we are going to incorporate a lightweight module [38] into the proposed method for further efficient computations.
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