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Abstract—Federated learning seeks to address the issue of isolated data islands by making clients disclose only their local training models. However, it was demonstrated that private information could still be inferred by analyzing local model parameters, such as deep neural network model weights. Recently, differential privacy has been applied to federated learning to protect data privacy, but the noise added may degrade the learning performance much. Typically, in previous work, training parameters were clipped equally and noises were added uniformly. The heterogeneity and convergence of training parameters were simply not considered. In this paper, we propose a differentially private scheme for federated learning with adaptive noise (Adap DP-FL). Specifically, due to the gradient heterogeneity, we conduct adaptive gradient clipping for different clients and different rounds; due to the gradient convergence, we add decreasing noises accordingly. Extensive experiments on real-world datasets demonstrate that our Adap DP-FL outperforms previous methods significantly.
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I. INTRODUCTION

Nowadays, machine learning is widely applied in industry, and consumes a large amount of data. As a result, people concern more and more about the security and privacy of their own data. In 2007, to protect data privacy in machine learning, Google Inc. introduced the concept of federated learning (FL) for the first time [1]. In such federated learning, multiple data holders (such as cell phones and IoT devices) collaborate to train models without sharing raw data, exchanging only training parameters. However, exposing training parameters instead of raw data is insufficient for privacy protection. It has been shown that, training parameters, such as gradient values, can be used to restore a portion of the original data [2] or to infer whether the content of the mastered records is from a specific participant [3]. Melis et al [4] also demonstrated that shared models in FL can leak unexpected information about participants’ training data. Therefore, extra measures should be taken to protect data privacy in federated learning.

In the last decade, differential privacy (DP) [5] has become the standard of privacy preservation, and it is extensively employed to protect privacy in machine learning, such as deep learning systems [6]. Recently, DP has also been applied in federated learning to achieve data privacy [7]–[14]. In existing differential private methods for federated learning, uniform noise was normally added everywhere and whenever. However, our observation is that the magnitudes of training parameters are heterogeneous in different places, and vary as training time goes. For example, Fig. 1 shows that in federated learning the gradient \( l_2 \)-norm may vary with different client ends and training rounds, and finally converge to a small value. As a result, uniform noise may damage the training accuracy significantly due to gradient heterogeneity.

Motivated by the above observation, we study differentially private federated learning with two improvements as follows. 1) gradient are clipped with adaptive clipping thresholds due to the heterogeneity of gradient magnitudes in term of client ends and training rounds. The gradient clipping is a subtlety for machine learning with differential privacy. Setting a too low clipping threshold may result in high bias due to the magnitude information loss. Setting a too high one, on the other hand, can result in severe noise addition. Both cases would damage the model utility greatly. Thus, the heterogeneity of gradient requires an adaptive gradient clipping to avoid the above two cases. 2) Noise scale is gradually decreased (resp. privacy budget is gradually increased) due to the convergence of gradient in term of...
TABLE I: Summary of Main Notations

| Symbol | Description |
|--------|-------------|
| $K$    | Total number of all clients |
| $k$    | The index of the $k$-th clients |
| $T$    | Total number of aggregation times |
| $L$    | Lot size for local training once |
| $t$    | The index of the $t$-th aggregation |
| $D$    | The database held by all the clients |
| $D^k$  | Local database of the $k$-th client |
| $F^k(w)$ | Local loss function from the $k$-th client |
| $w$    | Global model |
| $w^k$  | Local model of the $k$-th client |
| $w^k_t$ | Load model of the $k$-th client in $t$-th aggregation |
| $\eta_t$ | Learning rate of the $t$-th aggregation |
| $p^k$  | Model weights of the $k$-th client |
| $\sigma^k$ | Noise scale of the $k$-th client |
| $J(w)$ | Verification loss of the global model |
| $L^k_t$ | Sampling lot of the $k$-th client in $t$-th aggregation |
| $C^k_t$ | Clipping thresholds of the $k$-th client in $t$-th aggregation |
| $\epsilon^k_t$ | Privacy loss of the $k$-th client in $t$-th aggregation |
| $\beta$ | Global privacy budget |
| $\alpha$ | Decay factor of the adaptive noise scale reduction method |

We propose a differentially private scheme for federated learning; client-level differential privacy (CL-DP) and sample-level differential privacy (SL-DP).

- **SL-DP**: In SL-DP setting, each client holds a set of samples, and adding one sample to or removing one sample from a client does not matter the output obviously [6], [15]. To protect the sample participation information under the client, The work in [8], [9], [16], [17] proposed per-sample gradient clipping to obtain the sensitivity and add Gaussian noise to the local stochastic gradient. Nicolas Papernot et al. [18] proposed a PATE approach based on knowledge aggregation by training a set of "teacher" models with disjoint data to answer "student" models whose attributes may be made public.

- **CL-DP**: In CL-DP setting, each client provides one data sample, and adding or removing a client does not matter the output obviously [11]. The most common approach is to add noise after the central party has collected and aggregated the models of each client [12]. Furthermore, The work in [10], [14] assume that the central party is not credible, sets clipping bounds on each client’s model parameters and directly applies perturbations to the local models.

There has been work on adaptive noise of differentially privacy under centralized deep learning in recent years. The work in [19] proposed a gradient-aware clipping scheme which adaptively clipped the different layers of gradient, but no privacy analysis is given. Zhiying Xu et al. [20] combined with the root mean square prop (RMSProp) gradient descent technique to adaptive add noise for coordinates of the gradient based on the average square of historical gradient. Lei Yu et al. [21] applied the pre-set equation to adaptive noise scale reduction as the number of rounds increases. Jae-woo Lee et al. [22] assigned different privacy budgets to each training round to mitigate the effect of noise on the gradient. The work of [23] proposed a method for coordinate-wise adaptive clipping for DP-SGD. The adaptive noise described above is in centralized deep learning. Although adaptive clipping to the median update norm is used in federated learning [24], it is based on the idea of CL-DP, which performs noise adding after centralized party aggregation.

As a result, we are the first paper to combine and apply adaptive gradient clipping and adaptive noise scale reduction in SL-DP of federated learning.

### III. PRELIMINARIES

#### A. Federated learning

Considering a general federated learning (FL) system with one server and $K$ clients, as shown in Fig. 2. Let $D^k$ denote the local database held by the $k$-th client, where $k \in \{1, 2, ..., K\}$. The goal of the server is to learn a model over data from the $K$ associated clients, and to minimize training rounds. The intuition is that at the beginning of training, the model is far from optimization, and the gradient magnitudes are normally large, so greater noise is allowed. As the training proceeds, the model is approaching optimization and the gradient magnitudes are converging, smaller noise is required.

Based on the above analysis, in this paper we propose a differentially private scheme for federated learning with adaptive noise. We perform adaptive gradient clipping for different clients and different rounds, and decrease the noise scale adaptively as the training proceeds. Specifically, our contribution is as follows.

- We propose a differentially private scheme for federated learning with an adaptive gradient clipping and an adaptive noise scale reduction.
- We perform privacy loss analysis of our scheme using the notion of Rényi differential privacy (RDP) and prove that it satisfies the differential privacy.
- We conduct experimental comparisons on real data and show that our scheme is significantly better than previous methods.

The rest of this paper is organized as follows: Section II is the related work. Section III describes the preliminaries. In Section IV, we present our approach in detail, and conduct the privacy analysis. Section V shows the experimental results and the related analysis. Conclusion of this paper in Section VI. A summary of basic concepts and notations is provided in Table I.
the loss function of this model. Formally, the server adds the weights received from the K clients as
\[ w = \sum_{i=1}^{K} p^k w^k \] (1)
where \( w^k \) is the parameter vector trained at the \( k \)-th client, \( w \) is the parameter vector after aggregating at the server, \( K \) is the number of clients, \( p^k = \frac{|D^k|}{|D|} \geq 0 \) with \( \sum_{i=1}^{K} p^k = 1 \), and \( |D| = \sum_{i=1}^{K} |D^k| \) is the total size of all data samples. Such an optimization problem can be formulated as
\[ w^* = \arg \min_w \sum_{i=1}^{K} p^k F^k(w, D^k) \] (2)
where \( F^k(\cdot) \) is the local loss function of the \( k \)-th client.

In the FL process, \( K \) clients collaborate to learn the ML model with the help of the cloud server and finally optimize the equation (2) to converge to the solution of the global optimal learning model.

The FL can be categorized into two typical types by the scale of federation:

• **Cross-device FL**: In cross-device FL, the number of parties is relatively large and each party has a relatively small amount of data as well as computational power. The parties are usually mobile devices. Google Keyboard is an example of cross-device FL [25].

• **Cross-silo FL**: In cross-silo FL, for example in Fig.2, the participants are usually individual organizations or data centers, usually with relatively few participants, and each participant has a larger amount of data and computational power. For example, different hospitals can use cross-silo FL to train CNNs for chest film classification while exposing their chest film images locally [7]. In this paper, we will apply SL-DP in cross-silo FL.

### B. Differential privacy

Differential privacy is a rigorous mathematical framework that formally defines the privacy loss of data analysis algorithms. Informally, it requires that any changes to a single data point in the training dataset cannot cause statistically significant changes in the algorithm’s output.

**Definition 1** (Differential Privacy [5]). A randomized mechanism \( A \) provides \((\epsilon, \delta)\) differential privacy, if for any two neighboring database \( D \) and \( D' \) that differ in only a single entry, \( \forall S \subseteq \text{Range}(A) \),
\[ \Pr(A(D) \in S) < e^\epsilon \Pr(A(D') \in S) + \delta \] (3)
If \( \delta = 0 \), \( A \) is said to be \( \epsilon \)-differential privacy. In the rest of this paper, we write \((\epsilon, \delta)\)-DP for short. Generally, \( 1 / |D| \) is selected for \( \delta \), and the default \( \delta \) is \( 10^{-5} \) in this paper.

**Definition 2** (Rényi Divergence [26]). Given two probability distributions \( P \) and \( Q \), the Rényi divergence between \( P \) and \( Q \) with order \( \alpha > 1 \) is defined by
\[ D_\alpha(P||Q) = \frac{1}{\alpha - 1} \log \mathbb{E}_{x \sim Q} \left( \frac{P(x)}{Q(x)} \right)^\alpha \] (4)

**Definition 3** (Rényi differential privacy (RDP) [26]). A randomized mechanism \( f : D \rightarrow \mathbb{R} \) is said to be \((\alpha, \epsilon)\)-Rényi differential privacy if for any adjacent datasets \( D, D' \), it holds that
\[ D_\alpha(f(D)||f(D')) \leq \epsilon \] (5)

### C. Threat model

We assume that the server is honest-but-curious, meaning that it will follow the rules of the federation but it is curious about the local data of each client. Although each client’s individual dataset is kept locally in FL, the model parameter must be shared with the server, which may reveal the clients’ private information by model-inversion attacks. This is reflected that the server want to recover the training datasets [27] or infer private features [4] based on the local uploaded parameters. Further, it want deduce whether a sample belongs to the client’s training dataset from the difference in the output [28].

In addition, each client can also be seen honest-but-curious, and they can perform the above privacy attack on other client data after getting the model parameters broadcasted by the server.

### IV. OUR APPROACH

In this chapter, we will introduce the motivation and methods of adaptive gradient clipping and adaptive noise scale reduction, as well as describe the algorithm of Adap DP-FL after combining the two methods, and finally perform the privacy loss analysis of Adap DP-FL.
A. Adaptive gradient clipping

Per-sample gradient clipping is essential in DP-SGD [6], and similarly in SL-DP with federated learning. In per-sample gradient clipping, if the gradient \( l_2 \)-norm of the sample involved in the training is more than \( C \), each gradient entry of that sample is scaled down by a factor of \( C \) divided by the gradient \( l_2 \)-norm of that sample. By per-sample gradient clipping, we can get the sensitivity of the gradient aggregate with respect to the addition or removal of each sample, thus adding Gaussian noise to the aggregated gradient and thus achieving central differential privacy guarantee.

The challenge for differential private training is selecting a suitable clipping threshold \( C \) [6]. If the clipping threshold \( C \) is too small, the average clipped gradient may point in a very different direction than the true gradient. If the clipping threshold \( C \) is too large, we have to add more noise to the gradient (parameter) because the variance of Gaussian noise is \( \sigma \times C \). Thus setting \( C \) either too high or too low can adversely affect the utility of the learned model. In addition, Fig. 1 shows that in federated learning, the gradient \( l_2 \)-norm vary with different client ends and training rounds.

Based on the motivation and observed stated above, we propose an adaptive gradient clipping scheme for federated learning. For the \( k \)-th client, the method uses the differentially private mean gradient \( l_2 \)-norm of the previous round times \( \alpha \) as the clipping threshold for the current round, which \( \alpha \) is a constant clipping factor. The clipping threshold \( C^k_t \) for round \( t \) and client \( k \) is defined as follows, when \( g^k_t \) is the individual gradient of the previous round and \( \sigma^k_{t-1} \) is the individual noise scale of the previous round.

\[
C^k_t = \alpha \times \left\| \frac{\sum_{i \in L^k} \text{clip}(\|g^k_{t-1}(x_i)\|_2)}{L} + \mathcal{N}(0, (S^k_{t-1})^2) \right\|_2
\]

(6)

where

\[
\text{clip}(\|g^k_t(x_i)\|_2) = \|g^k_t(x_i)\|_2 / \max \left( 1, \frac{\|g^k_t(x_i)\|_2}{C^k_{t-1}} \right)
\]

(7)

\[
S^k_{t-1} = C^k_{t-1} \times \sigma^k_{t-1}
\]

(8)

From the above, we can see that in order to ensure that the clipping satisfies differential privacy, we use the noise-added gradient as the clipping threshold \( C^k_t \). Same reason, we use a similar adaptive procedure as described above to select \( C^k_{t-1} \), ensuring that the clipping threshold \( C \) in each round satisfies the post-processing nature of differential privacy. In particular, we initialize \( C^0 \) by training on random noise for one round and extracting the mean \( l_2 \)-norm.

B. Adaptive noise scale reduction

In DP-SGD, Gaussian noise with variance \( \sigma \times C \) is added to each round, where \( \sigma \) is the noise scale which is directly related to the privacy loss. Given a total privacy budget, if \( \sigma \) is large, the privacy loss caused by each round will be small, meaning that more rounds can be performed, but the model will be affected by more noise. Whereas, if \( \sigma \) is small, the privacy loss caused by each round is large, and although the model is less affected by noise, it will cause the problem of not enough rounds.

From the Fig. 1, we can find that the gradient \( l_2 \)-norm will gradually decrease with rounds. So, we argue that noise has less of an effect on the model’s gradient in the early stages of federated training, and that adding random perturbations to the random gradient descent in the pre-training period allows the gradient to quickly escape the saddle point [29]. During the training process, the effect of noise on the model gradually increases as the gradient becomes smaller and smaller. So, In the late training period, too much noise prevents the model from converging, and a small noise scale is required to bring the model close to optimization. A similar strategy is used for the learning rate of DNNs. Instead of using a constant learning rate in all epochs to achieve better accuracy, it is usually recommended to reduce the learning rate as training progresses in later epochs [30], [31].

In general, our adaptive noise scale reduction follows the idea that, as the central model accuracy converges, it is expected to have less noise on the gradient of each client, which allows the learning process to get closer to the local optimal spot and achieve better accuracy. Our method adjusts the noise scale of each client dynamically based on the variation of the verification loss on the central side. Let \( t \) denote the round of each client round, \( \sigma_t \) denote the noise scale of \( t \) training for each client, and \( J(w_t) \) denote the verification loss of global model of \( t \)-th round. Initial, \( J(w_0) = J(w_1) = J(w_2) = \infty \). After that, until the next validation round \( t + 1 \), the updated noise scale \( \sigma_{t+1} \) is applied to the training.

\[
\sigma_{t+1} = \begin{cases} 
\beta \times \sigma_t, & J(w_{t-3}) > J(w_{t-2}) > J(w_{t-1}) > J(w_t) \\
\sigma_t, & \text{else}
\end{cases}
\]

(9)

When the server detects that the loss value of the validation set has dropped for the third time in a row, the noise scale of all clients decays \( \sigma_{t+1} = \beta \times \sigma_t \), where \( \beta (0 < \beta < 1) \) is the decay rate, a schedule hyperparameter. We note that the central validation loss may not decrease monotonically as the training progresses, and its fluctuations may cause unnecessary reduction of noise scale and thus waste on the privacy budget. This motivates us to use three consecutive decreases in the loss value as a criterion for the noise scale decrease.

C. Adap DP-FL

We combine the two methods mentioned above and apply them to DP-FL to create our Adap DP-FL, the training process of which is shown in Algorithm 1, and consists of the following steps:
Algorithm 1 Adap DP-FL

Input: gradient clipping factor $\alpha$, noise reduction factor $\beta$ ($0 < \beta < 1$), group size $L$, learning rate $\eta$, initial noise scale $\sigma_0$, global privacy budget $(\epsilon, \delta)$

1: Initialize: $t = 0$ and $w_0$
2: while $t < T$ do
3: Broadcast: $w_t$ and $\sigma_t$ to all clients
4: Local training process:
5: for $\forall k \in K$ do
6: Compute local gradient:
7: Take a random sample $L_k^t$ with sampling probability $L/|D_k^t|$
8: for each $i \in L_k^t$, compute $g_i^k(x_i) \leftarrow \nabla \ell(w_t^k, x_i)$
9: Adaptive gradient clipping:
10: Each client computes clipping threshold $C_t^k$ by equation (6), (7) and (8)
11: $\tilde{g}_i^k(x_i) \leftarrow g_i^k(x_i) / \max(1, ||g_i^k(x_i)||_{C_t^k})$
12: Add Gaussian noise:
13: $\tilde{g}_i^k \leftarrow \frac{1}{\sqrt{2\pi\sigma_t^2}} \sum_{i=0}^{\alpha-1} \tilde{g}_i^k + \mathcal{N}(0, (\sigma_t^2)(C_t^k)^2))$
14: gradient descent:
15: $w_{t+1}^k = w_t^k - \eta \tilde{g}_i^k$
16: Compute privacy loss $\epsilon_t^k$ by equation (10)
17: if $\epsilon_t^k > \epsilon$ then
18: break
19: end if
20: upload model parameters to the server
21: end for
22: Model aggregating process:
23: $w_{t+1} = \sum_{k \in K} \eta^p w_{t+1}^k$
24: if $J(w_{t+1}) > J(w_{t})$ then
25: $\sigma_{t+1} = \beta \sigma_t$
26: end if
27: $t = t + 1$
28: end while
29: Output $w_t$ and privacy loss $\epsilon_t^k$ of the $k$-th client

- **Initialization**: The server initializes and broadcasts global model $\theta_0$, initial noise scale $\sigma_0$, clipping factor $\alpha$, noise reduction scale $\beta$ and global privacy budget $(\epsilon, \delta)$ to all clients.
- **Step 1: Local gradient computing**: At each client, a lot $L_k^t$ is a sample from the local training dataset $D_k^t$. Then we compute the gradient with per-example gradient algorithm.
- **Step 2: Adaptive gradient clipping**: Calculate the clipping threshold $C_t^k$ for the $k$-th client in the $t$-th round, and clip per-sample gradient by $C_t^k$.
- **Step 3: Noise adding**: Each client adds artificial noise according to the differential privacy rule of the Gaussian mechanism, the standard deviation of the Gaussian noise of the $k$-th client in the $t$-th round is $C_t^k \sigma_t$.
- **Step 4: gradient descent**: Each client performs gradient descent with learning rate to obtain the model $w_{t+1}^k$.
- **Step 5: Privacy loss calculation**: For each client, the privacy loss is calculated according to the noise scale of this round by using Theorem 1.
- **Step 6: Model uploading**: Each client uploads the model to the server provided that the privacy loss meets the privacy budget.
- **Step 7: Model aggregation**: The server weights the models uploaded by each client and averaged them.
- **Step 8: Adaptive noise scale reduction**: The server executes Equation 8 for adaptive noise scale reduction to get the $\sigma_{t+1}$ for the next round to all clients.
- **Step 9: Model broadcasting**: The server broadcasts global model and noise scale to each client.

D. Privacy Loss Analysis

Each client adds Gaussian noise satisfying differential privacy to the locally trained model can defend against the attacks mentioned in the threat model above. As a result, we only assess each client’s privacy loss from the perspective of a single client. Second, because each client’s locally trained pair of data samples has the same sampling rate and noise factor in each round, each client has the same privacy loss in each round. Following that, we examine the privacy budget for the $k$-th client (the privacy loss analysis for the other clients is the same as it is).

**Theorem 1** (DP Privacy Loss of Algorithm 1). After $T$ rounds, the $k$-th client DP Privacy budget of Algorithm 1 satisfies:

$$ (\epsilon_t^k, \delta) = \left( \sum_{i=0}^{T} \frac{1}{\alpha} \sum_{i=0}^{\alpha} \binom{\alpha}{i} (1-q)^{\alpha-i}q^i \exp \left( \frac{i^2 - i}{2\sigma_t^2} \right) + \log \frac{1}{\delta} \alpha - 1, \delta \right) $$

where $q = \frac{k}{|D_k|}$, $\sigma_t$ is noise scale of $t-th$ iter and any integer $\alpha \geq 2$.

**Proof.** We perform privacy loss calculation based on RDP [26]. We first use the sampling Gaussian theorem of RDP to calculate the privacy cost of each round, then we perform the advanced combination of RDP to combine the privacy cost of multiple rounds, and finally we convert the obtained to RDP privacy to DP.

**Definition 4** (Sampled Gaussian Mechanism (SGM) [32]). Let $f$ be a function mapping subsets of $S$ to $\mathbb{R}^d$. We define the Sampled Gaussian Mechanism (SGM) parameterized with the sampling rate $0 < q \leq 1$ and the $\sigma > 0$ as

$$ SG_{q,\sigma}(S) \triangleq f(\{x : x \in S \text{ is sampled with probability } q\}) + \mathcal{N}(0, \sigma^2I_d) $$

in DP-SGD, $f$ is the clipped gradient evaluation in sampled data points $f(\{x_i\}_{i \in B}) = \sum_{i \in B} \tilde{g}_i(x_i)$. If $\tilde{g}_i$ is obtained by
clipping $q$, with a gradient norm bound $C$, then the sensitivity of $f$ is equal to $C$. 

**Definition 5** (RDP privacy budget of SGM [32]). Let $SG_{q,\sigma}$ be the Sampled Gaussian Mechanism for some function $f$. If $f$ has sensitivity 1, $SG_{q,\sigma}$ satisfies $(\alpha, \epsilon)$-RDP whenever

$$\epsilon \leq \frac{1}{\alpha - 1} \log \max(A_0(q,\sigma), B_0(q,\sigma)) \tag{12}$$

where

$$A_0(q,\sigma) \triangleq \mathbb{E}_{z \sim u_0}[(\mu(z)/\mu_0(z))^\alpha]$$

$$B_0(q,\sigma) \triangleq \mathbb{E}_{z \sim u}[(\mu_0(z)/\mu(z))^\alpha] \tag{13}$$

with $\mu_0 \triangleq N(0, \sigma^2)$, $\mu_1 \triangleq N(1, \sigma^2)$, and $\mu \triangleq (1-q)\mu_0 + q\mu_1$.

Further, it holds $\forall(q,\sigma) \in \{0, 1\}, \mathbb{R}^{++}, A_0(q,\sigma) \geq B_0(q,\sigma)$. Thus, $SG_{q,\sigma}$ satisfies $\alpha, \frac{1}{\alpha} \log(A_0(q,\sigma)) - RDP$.

Finally, [26] describes a procedure to compute $A_0(q,\sigma)$ depending on parameter $\alpha$:

$$A_0 = \sum_{k=0}^{\alpha} \binom{\alpha}{k} (1-q)^{\alpha-k} q^k \exp\left(\frac{k^2-k}{2\sigma^2}\right) \tag{14}$$

**Definition 6** (Composition of RDP [26]). For two randomized mechanisms $f, g$ such that $f$ is $(\alpha_1, \epsilon_1)$-RDP and $g$ is $(\alpha_2, \epsilon_2)$-RDP the composition of $f$ and $g$ which is defined as $(X,Y)$ (a sequence of results), where $X \sim f$ and $Y \sim g$, satisfies $(\alpha_3, \epsilon_3) - RDP$.

From Definition 4, Definition 5 and Definition 6, the following Lemma 1 is obtained.

**Lemma 1**. Given the sampling rate $q = \frac{k}{K}$ for each round of the local dataset and $\sigma$, as the noise factor for round $t$, the total RDP privacy loss of the $k$th client for round $T$ loss for any integer $\alpha \geq 2$ is:

$$\epsilon(\alpha)_T = \sum_{t=0}^{T} \frac{1}{\alpha - 1} \sum_{i=0}^{\alpha} \binom{\alpha}{i} (1-q)^{\alpha-i} q^i \exp\left(\frac{i^2-i}{2\sigma^2}\right) \tag{15}$$

**Definition 7** (Translation from RDP to DP [26]). if a randomized mechanism $f : D \rightarrow \mathbb{R}$ satisfies $(\alpha, \epsilon)$-RDP, then it satisfies $\epsilon + \log(1/\delta) - DP$ where $0 < \delta < 1$.

By Lemma 1 and Definition 7, Theorem 1 is proved. In practice, given $\sigma, \delta$ and $q$ at each round, we select $\alpha$ from $\{2, 3, \ldots, 64\}$ and determine the smallest $\epsilon_*$ in Theorem 1. The privacy loss is the pair $(\epsilon_*, \delta)$.

V. EXPERIMENT

We conducted a series of comparative experiments on Mnist datasets and FashionMnist datasets. As a benchmark for comparison, we use the algorithm of [9], which employs a constant clipping threshold and noise scale for all clients. Experiments show that our Adap DP-FL method performs better than previous methods.

A. initialize

**Dataset and partition settings.** Mnist [33] and FashionMnist [34] are the standard dataset for handwritten digit recognition and clothing classification, respectively. Both of them consist of 60,000 training samples and 10,000 test samples, and each sample is a $28 \times 28$ grayscale image. We use a similar setup to MHR et al [11] to perform Non-IID partitioning on the data from 10 clients. We sorted the training data according to numerical labels and partitioned it equally into 400 fragments. Each of the 10 clients was assigned 40 random data fragments, so that most clients had samples with three or four less-than-identical labels, and individual clients had samples with two or five labels.

**Network model.** We use a shallow neural network which consists of two convolutional layers adaptively rectified linear units (ReLU), and two fully connected layers. The output channels of the two convolutional layers are 16 and 32, and the size of the convolutional kernels are $8 \times 2$ and $4 \times 2$. One fully connected layer has an input size of $32 \times 4 \times 4$ and an output size of 32, and the other fully connected layer has an input size of 32 and an output size of 16.

**Parameter settings.** We default to one round per client per local to participate in the federated average. We use the Adam optimizer with a learning rate of 0.002 for the Mnist handwritten image recognition task and the Adam optimizer with a learning rate of 0.001 for the FashionMnist clothing classification task. We assigned each client a lot size of $L=78$.

B. Performance

1) Adaptive gradient clipping: Fig. 3 investigates the performance of adaptive gradient clipping method in DP-FL. It compares the average test loss and accuracy using adaptive gradient clipping method and constant gradient clipping method. We set the clipping factors $\alpha = 1.0$ and $0.01$ on the Mnist dataset and FashionMnist dataset, respectively. The constant gradient clipping method uses a clipping threshold of $C = 1.0$. Both methods in the Mnist datasets and FashionMnist datasets use constant noise scale $\sigma = 1.1$. For both datasets, the adaptive gradient clipping method outperforms significantly the constant factor clipping method.

2) Adaptive noise scale reduction: Fig. 4 investigates the performance of adaptive noise scale reduction method in DP-FL. It compares the average test loss and accuracy using adaptive noise scale reduction method and constant noise scale method. In the Mnist dataset, as in Fig. 6, the noise scale decreases from 6 to 3.03 with privacy budget $\epsilon=2.0$, when the noise reduction factor $\beta = 0.9999$. So we compare adaptive noise scale reduction method and constant noise scale method with $\sigma = 3.46$ in Mnist dataset. We set the constant clipping threshold $C = 1.0$ for all method. From subfigure (a) and (b) in Fig. 4, we can find that if we use a large constant noise scale.
with $\sigma=6$, it can make the model perform well in the early stage of training, and when it reaches about 93% accuracy (approaching convergence), it cannot further improve the accuracy or even the performance decreases in the subsequent training. In contrast, a small noise scale with $\sigma=3$ or $\sigma=4$ wastes more privacy budget in the early stage, but has the ability to approach convergence in the later stage of training. Our adaptive noise scale reduction method enables to save privacy budget to obtain higher model accuracy performance in the early stage, and further improve the model accuracy as the noise scale reduce in the later training stage. Especially, at privacy budget $\epsilon=2$, the average test accuracy by adaptive noise scale reduction method achieves 93.56%, the average test accuracy by adaptive noise scale reduction method achieves 92.87%, 92.86% and 92.34% when the $\sigma=3.0$, $\sigma=4.0$ and $\sigma=6.0$.

In the FashionMnist dataset, we set the initial noise scale $\sigma=4.0$ and noise reduction factor $\beta=0.9998$. As in Fig. 6, the noise scale decreases from 4 to 2.11 when the privacy budget $\epsilon=2.0$. So we compare adaptive noise scale reduction method and constant noise scale method with $\sigma=2,3,4$ in FashionMnist dataset. We set the constant clipping threshold $C=1.0$ for all method. From subfigure (c) and (d) in Fig. 4, we can find the similar performance as on the mnist dataset. Especially, at privacy budget $\epsilon=2$, the average test accuracy by adaptive noise scale reduction method achieves 78.48%, the average test accuracy by adaptive noise scale reduction method achieves 77.28%, 77.03% and 75.14% when the $\sigma=2.0$, $\sigma=3.0$ and $\sigma=4.0$.

3) **Adap DP-FL:** Finally, the Fig. 5 shows the performance of Adap DP-FL approach on Mnist datasets and FashionMnist datasets. Adap DP-FL combines the adaptive noise scale reduction method (experiment of
Fig. 4) and the adaptive noise scale reduction method (experiment of Fig. 3), where the parameter settings are the same as those given in the above. We can see that ADAP DP-FL performs better than the previous DP-FL method on both datasets. In particular, the ADAP DP-FL approach was performed on the Mnist datasets and FashionMnist datasets, the average test accuracy achieves 94.15% and 79.56% when privacy budget $\epsilon=2$, respectively.

![Figure 6: Mnist dataset and FashionMnist dataset](Image)

**VI. CONCLUSION**

In this paper, our main contributions are threefold. First, we propose the adaptive federated learning algorithm (ADAP DP-FL), which has higher accuracy compared to previous algorithms. Second, we mathematically prove that our algorithm satisfies differential privacy through RDP. Third, we apply ADAP DP-FL to train models on deep learning networks with real datasets and experimentally evaluate that ADAP DP-FL has better performance relative to previous methods.
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