ABSTRACT. We describe all the schematic limits of families of divisors associated to a given family of rank-$r$ linear series on a one-dimensional family of projective varieties degenerating to a connected reduced projective scheme $X$ defined over any field, under the assumption that the total space of the family is regular along $X$. More precisely, the degenerating family gives rise to a special quiver $Q$, called a $\mathbb{Z}^n$-quiver, a special representation $\mathcal{L}$ of $Q$ in the category of line bundles over $X$, called a maximal exact linked net, and a special subrepresentation $\mathcal{Y}$ of the representation $H^0(X, \mathcal{L})$ induced from $\mathcal{L}$ by taking global sections, called a pure exact finitely generated linked net of dimension $r + 1$. Given $g = (Q, \mathcal{L}, \mathcal{Y})$ satisfying these properties, we prove that the quiver Grassmanian $LP(\mathcal{Y})$ of subrepresentations of $\mathcal{Y}$ of pure dimension 1, called a linked projective space, is local complete intersection, reduced and of pure dimension $r$. Furthermore, we prove that there is a morphism $LP(\mathcal{Y}) \to \text{Hilb}_X$, and that its image parameterizes all the schematic limits of divisors along the degenerating family of linear series if $g$ arises from one.
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1. Introduction

This paper and its prequel [8] aim to describe all the schematic limits of families of divisors associated to a given family of linear series on a family of projective varieties degenerating to a connected reduced projective scheme $X$ over any field $k$, under the assumption that the total space of the family is regular along $X$. We view these limits as points on the Hilbert scheme of $X$, and describe the subscheme containing them using the quiver Grassmannian of pure dimension 1 of a certain quiver representation.

A linear series is a vector space of global sections of a line bundle over a scheme defined over a field. Linear series are linearizations. For a smooth projective connected curve $C$, the Abel map $\text{Hilb}_d^C \rightarrow \text{Pic}_C^d$, associating a finite subscheme $D$ of $C$ of length $d$ to the corresponding line bundle $O_C(D)$, is a fibration over an Abelian variety by projective spaces: the fiber over a line bundle $L$ is naturally isomorphic to $\mathbb{P}(V)$, where $V$ is the (complete) linear series of all global sections of $L$. This is Abel’s theorem. Linear series can thus be thought of a certain collection of subschemes (effective divisors) of $C$ of the same length (degree).

Given a family of linear series on a family of smooth curves degenerating to a singular curve $X$, the family of divisors associated to the linear series has as limit a collection of subschemes of $X$ of the same length. What is this collection? If $X$ is irreducible, it is a subscheme of $\text{Hilb}_X$ isomorphic to a projective space, as follows from work by Altman and Kleiman [1]. What if $X$ is reducible?

If $X$ is reducible, there are infinitely many linear series on $X$ that arise as limits along the family. These limits were studied by Eisenbud and Harris [5], as well as later by Osserman [11] for when $X$ is a nodal curve of compact type, with two components in Osserman’s case. Whereas Eisenbud and Harris proposed to consider a certain limit for each component of $X$, and called the collection of chosen limits a “limit linear series,” Osserman proposed to consider all limits whose associated line bundles have effective multidegrees, calling this collection a “limit linear series” as well.

Even though certain notions of what a “limit linear series” is have been proposed, notably by Eisenbud and Harris and by Osserman, using line bundles and sections, and they are different, there is certainly only one possible notion if one were to consider collections of subschemes. Curiously, we could not find in the literature any mention to the connection between a “limit linear series” and schematic limits of divisors until work by the first author and Osserman [7]. There it turned out to be necessary to consider “limit linear series” as defined by Osserman. However, the limits were considered only for nodal curves with two components and a single node, and only as cycles, in the symmetric product of $X$.

It was only quite recently that Santana Rocha [12] was able to describe the limits in $\text{Hilb}_X^d$, though only for the simple curves considered in [7]. Remarkably, he made use of no new technique, but only of the linked Grassmannians that had already been introduced by Osserman in [11].
It must be said that the approach by Eisenbud and Harris, despite the lack of a fundamental connection between “limit linear series” and schematic limits of divisors, yielded many important applications, a few of them listed in the introduction to [8]. So many, in fact, and only using curves of compact type, that Eisenbud and Harris asked in [6], p. 220, for a generalization of their theory to all nodal curves, writing that “...there is probably a small gold mine awaiting a general insight.”

It is our goal to answer the question we posed above — What if $X$ is reducible? — in full generality, even for higher dimensional varieties, and by doing so, to show a path to answer the question in [6].

Let thus $X$ be a connected reduced projective scheme over a field $k$. As explained in [8], a rank-$r$ linear series on the general fiber of a regular smoothing of $X$ gives rise to two quiver representations: a representation $L$ of a quiver $Q$ in the category of line bundles over $X$ and a subrepresentation $V$ of pure dimension $r + 1$ of the induced representation $H^0(X, L)$ in the category of vector spaces over $k$ obtained from $L$ by taking global sections.

We have seen in loc. cit. that $Q$ is a special quiver, and $L$ and $V$ are special representations of $Q$, to be explained below:

1. $Q$ is a $\mathbb{Z}^n$-quiver,
2. $L$ is an exact maximal linked net,
3. $V$ is a pure exact finitely generated linked net.

Conversely, let $g = (Q, L, V)$ be the data of a quiver $Q$, a representation $L$ of $Q$ in the category of line bundles over $X$ and a subrepresentation $V$ of a given pure dimension $r + 1$ of $H^0(X, L)$ satisfying the special properties listed above. We prove in the current paper that there are a natural scheme structure for the quiver Grassmannian $\text{Gr}_P(V)$ of subrepresentations of $V$ of pure dimension 1 for which $\text{Gr}_P(V)$ is reduced and a local complete intersection of pure dimension $r$ with rational irreducible components, and a natural morphism $\text{Gr}_P(V) \to \text{Hilb}_X$ whose image is the collection of schematic limits of divisors associated to a degenerating family of linear series, if $g$ arises from one; see Theorems 6.4 and 8.2, Proposition 10.9 and Theorem 10.12.

We refrain from calling the above data $g$ a “limit linear series,” though we prove here it has every right to be called so!

We give more details now. First of all, a regular smoothing of $X$ is the data of a flat projective map $\mathcal{X} \to B$, where $\mathcal{X}$ is regular and $B$ is the spectrum of a discrete valuation ring $R$ with residue field $k$, and an isomorphism of the special fiber of the map with $X$.

Let $(L_\eta, V_\eta)$ be a linear series on the general fiber of a regular smoothing $\mathcal{X} \to B$ of $X$. Since $\mathcal{X}$ is regular, there is a line bundle extension $L$ of $L_\eta$ to $\mathcal{X}$. Let $X_0, \ldots, X_n$ be the irreducible components of $X$; they are Cartier divisors of $\mathcal{X}$. Every other line bundle extension of $L_\eta$ is of the form $L_u := L(\sum \ell_i X_i)$ for a unique $(n + 1)$-tuple $u = (\ell_0, \ldots, \ell_n) \in \mathbb{Z}_{\geq 0}^{n+1}$ with $\min \{\ell_i\} = 0$. The vertex set of $Q$ is precisely the set $Q_0$ of those $(n + 1)$-tuples. As for the arrows, there is an arrow, and only one, connecting $u$ to $v$ if and only if $L_u(X_i) \cong L_v$ for some $i$. The
representation $\mathcal{L}$ associates to the vertices $u \in Q_0$ the line bundles $L_u := L_u|_X$ and to the arrows the restrictions to $X$ of the natural maps $L_u \to L_u(X_i)$. Finally, the vector space associated to $u \in Q_0$ by $\mathcal{Y}$ is the image in $H^0(X, L_u)$ of $V^u \cap H^0(X, L_u)$.

In [8], §3 and §4, we explained the special properties $g := (Q, L, \mathcal{Y})$ satisfies, which we summarize here. First, a quiver is a $\mathbb{Z}^n$-quiver if it is endowed with a partition of its arrow set in $n+1$ parts, called arrow types, such that for each vertex there is a unique arrow of each type leaving it; paths containing the same number of arrows of each type are the circuits; each vertex is connected to each other by a path that does not contain arrows of all types, called an admissible path, and two such paths contain the same number of arrows of each type. The quiver $Q$ arising from a degeneration of linear series is a $\mathbb{Z}^n$-quiver, the arrows partitioned by their association to the components $X_i$.

Second, a representation of a $\mathbb{Z}^n$-quiver $Q$ in a $k$-linear Abelian category is a linked net over $Q$ if the compositions of maps along nontrivial circuits are zero, along two admissible paths connecting the same two vertices are the same up to homothety, and along two admissible paths with no arrow type in common have trivially intersecting kernels. The representation $\mathcal{L}$ arising from a degeneration of linear series is a linked net, and thus so is the representation $\mathcal{Y}$.

Third, a representation of a quiver in an Abelian category is finitely generated if it is generated by a finite set of vertices $H$, that is, if for each vertex $v$ there are paths $\gamma_1, \ldots, \gamma_m$ leaving vertices of $H$ and arriving at $v$ such that the associated maps sum to an epimorphism to the object corresponding to $v$. Fourth, it is pure if every epimorphism between the objects associated to each two vertices is an isomorphism. The linked net $\mathcal{Y}$ arising from a degeneration of linear series is clearly pure and is generated by the finite set of vertices corresponding to spaces with at least one section with finite vanishing.

Fifth, a representation of a $\mathbb{Z}^n$-quiver in an Abelian category is exact if the kernel of the map associated to each nontrivial path $\gamma$ containing at most one arrow of each type, called simple, is equal to the image of the map associated to a reverse path, a simple path taking the final point of $\gamma$ to its initial point. It is not completely straightforward, but the linked nets $\mathcal{L}$ and $\mathcal{Y}$ arising from a degeneration of linear series are exact.

Finally, a representation of a quiver in the category of line bundles over $X$ is maximal, if the map associated to each arrow is generically zero on one and only one irreducible component of $X$. The linked net $\mathcal{L}$ arising from a degeneration of linear series is clearly maximal.

Conversely, let $g := (Q, L, \mathcal{Y})$ be the data of a quiver $Q$, a representation $\mathcal{L}$ of $Q$ in the category of line bundles over $X$ and a subrepresentation $\mathcal{Y}$ of dimension $r + 1$ of $H^0(X, \mathcal{L})$ satisfying Properties (1)-(3) listed above. Here is a brief description of how we obtain that $\mathbb{L}P(\mathcal{Y})$ is a local complete intersection. We start with the important Theorem 3.6, which says that a point on $\mathbb{L}P(\mathcal{Y})$ is generated by a polygon. A polygon is a collection of vertices on a nontrivial minimal circuit of the quiver. Polygons appeared in [8]: Its Prop. 10.1 claims that exact pure linked nets of vector spaces generated by polygons decompose as direct sums of exact pure
linked nets of dimension 1, which are generated by vertices by [8], Thm. 7.8. Thus, if \( \mathcal{V} \) is generated by a polygon, we can simultaneously diagonalize all maps of \( \mathcal{V} \).

We use this simplification to show that \( \text{LP}(\mathcal{V}) \) is a local complete intersection in this case; see Proposition 8.1. Finally we argue in the proof of Theorem 8.2 that for exact pure finitely generated linked nets \( \mathcal{V} \) the scheme \( \text{LP}(\mathcal{V}) \) is isomorphic in a neighborhood of a point generated by a polygon \( H \) to an open subscheme of \( \text{LP}(\mathcal{V}_H) \), where \( \mathcal{V}_H \) is a certain pure exact linked net generated by \( H \), which we define in Section 7.

Rather than only describing the points on \( \text{LP}(\mathcal{V}) \) we describe in Section 5 the reduced subscheme \( \text{LP}(\mathcal{V})^*_v \subseteq \text{LP}(\mathcal{V}) \), parameterizing subrepresentations of \( \mathcal{V} \) generated by the vertex \( v \) for each \( v \in Q_0 \), and argue in Section 6 that their closures \( \text{LP}(\mathcal{V})_v \) are the irreducible components of \( \text{LP}(\mathcal{V}) \), our Theorem 6.4 concluding that \( \text{LP}(\mathcal{V}) \) is generically reduced and of pure dimension \( r \). As it is a local complete intersection, thus Cohen–Macaulay, it is reduced. We go beyond this to describe the stratification of \( \text{LP}(\mathcal{V}) \) induced by the \( \text{LP}(\mathcal{V})^*_v \) in terms of minimal generation of subrepresentations; see Proposition 6.2.

Finally, in Section 10 we associate to each \( W \in \text{LP}(\mathcal{V}) \) the subscheme \( Z(W) \) of \( X \), the intersection of the zero schemes of all the sections given by \( W \). We prove in Proposition 10.5 that the \( Z(W) \) are numerically equivalent, which is enough, since \( \text{LP}(\mathcal{V}) \) is reduced, to show that the induced map \( \text{LP}(\mathcal{V}) \to \text{Hilb}_X \) to the Hilbert scheme of \( X \) is a morphism; see Proposition 10.9. And we use that \( \text{LP}(\mathcal{V}) \) is a degeneration of \( \mathbb{P}(V_\eta) \) if \( \mathcal{V} \) arises from a degenerating linear series \( (L_\eta, V_\eta) \) to show that the image of the morphism is the collection of schematic limits of the divisors associated to \( (L_\eta, V_\eta) \); see Proposition 9.2 and Theorem 10.12.

Once one has explicit data, the objects we study here can be thoroughly described. In Section 11 we study the explicit example of the degeneration of the pencil of lines on a general pencil of curves degenerating to a union of lines in the plane, describing completely \( \text{LP}(\mathcal{V}) \). We describe as well \( \text{LP}(\mathcal{V}^*) \) and the map \( X \to \text{LP}(\mathcal{V}^*) \); see below.

There is plenty that we do not do here! As emphasized above, we consider only degenerations to \( X \) of linear series along families whose total space is regular, what may not be the case even if \( X \) is a nodal curve. In this special case though, one could argue that we could replace \( X \) by a semistable model. This is not satisfactory however as we would obtain maps to different Hilbert schemes associated to different degenerations. The theory developed by Amini and the first author in [2], [3] and [4] might point out to a solution to this problem.

Second, we consider only quiver Grassmanians of subrepresentations of pure dimension 1. What about higher dimensions? It is proved by Osserman in [10], Thm. 4.2, p. 3387, that quiver Grassmannians of pure subrepresentations of any dimension of pure exact finitely generated linked nets of vector spaces over \( \mathbb{Z}^n \)-quivers are Cohen–Macaulay if \( n = 1 \). What about higher \( n \)?

Third, even if \( g = (Q, L, \mathcal{V}) \) arises from a degeneration of linear series to a nodal curve \( X \), the morphism \( \text{LP}(\mathcal{V}) \to \text{Hilb}_X^d \) need not be an embedding! What is its
image? Is there a natural resolution of $\text{Hilb}_X^d$ to which the morphism factors as an embedding? Can we obtain an Abel map for this resolution?

Fourth, linear series are useful to describe morphisms to projective spaces. If $g = (Q, \mathcal{L}, \mathcal{V})$ arises from a degeneration of linear series to $X$, is there a natural morphism from $X$ to a natural degeneration of projective spaces? Could $\mathcal{L}(\mathcal{V}^*)$ be the target of this morphism, where $\mathcal{V}^*$ is the dual representation of $\mathcal{V}$? We argue in Proposition 10.8 that there is a natural rational map $X \dashrightarrow \mathcal{L}(\mathcal{V}^*)$, but we do not argue that $\mathcal{L}(\mathcal{V}^*)$ is a degeneration of projective spaces. Our theory does not apply to $\mathcal{V}^*$ as $\mathcal{V}^*$ may fail to be a linked net even when $n = 1$.

This paper is organised as follows. In Section 2 we recall in more detail what $\mathbb{Z}^n$-quivers and linked nets are and introduce necessary notation. In Section 3 we prove that a finitely generated linked net over a $\mathbb{Z}^n$-quiver of simple objects in a $k$-linear Abelian category is generated by a polygon; see Theorem 3.6. In Section 4 we illustrate our proof with the classification of these linked nets for $n = 2$.

In Section 5 we define the linked projective space $\mathcal{L}(\mathcal{V})$ associated to a linked net $\mathcal{V}$ of vector spaces over a $\mathbb{Z}^n$-quiver $Q$, define its scheme structure if $\mathcal{V}$ is pure and finitely generated, and describe the reduced subschemes $\mathcal{L}(\mathcal{V})_v$ which we prove in Section 6 to cover $\mathcal{L}(\mathcal{V})$; see Theorem 6.4. In fact, we do more: we describe each stratum in the natural stratification associated to the $\mathcal{L}(\mathcal{V})_v$, in particular describing when each selection of $\mathcal{L}(\mathcal{V})_v$ intersect nontrivially; see Propositions 6.2 and 6.3.

In Section 7 we introduce the shadow partition of a $\mathbb{Z}^n$-quiver $Q$ associated to a finite set of vertices $H$ of $Q$ which is equal to its hull. Given a pure linked net $\mathcal{V}$ of vector spaces over $Q$ we define a new representation $\mathcal{V}_H$ of $Q$ generated by $H$, and prove that under certain conditions, for instance when $H$ is a polygon, $\mathcal{V}_H$ is a linked net, which is exact if so is $\mathcal{V}$; see Proposition 7.8.

The results in Section 7 will be crucial in Section 8, as we have already explained, to show that a pure exact finitely generated linked net $\mathcal{V}$ of vector spaces over a $\mathbb{Z}^n$-quiver is local complete intersection and reduced; see Theorem 8.2.

In Section 9 we use that $\mathcal{L}(\mathcal{V})$ is reduced to show that if $\mathcal{V}$ is smoothable, for instance, if $\mathcal{V}$ arises from a degeneration of linear series, then $\mathcal{L}(\mathcal{V})$ is a degeneration of projective spaces.

We prove in Section 10 that a pure exact finitely generated subrepresentation $\mathcal{V}$ of $H^0(X, \mathcal{L})$ for an exact maximal linked net $\mathcal{L}$ over a $\mathbb{Z}^n$-quiver $Q$ of line bundles over $X$ gives rise to a morphism $\mathcal{L}(\mathcal{V}) \rightarrow \text{Hilb}_X$, whose image is the collection of schematic limits of divisors in a degenerating family of linear series, if $g := (Q, \mathcal{L}, \mathcal{V})$ arises from one; see Theorem 10.12. Finally, in Section 11 we give an example.

We thank Omid Amini, Marcos Jardim and Oliver Lorscheid for many discussions on the subject.
2. \( \mathbb{Z}^n \)-quivers and linked nets

Throughout the paper, \( Q \) will be a fixed quiver. We fix a nontrivial partition of the arrow set of \( Q \). Each part \( a \) is called an arrow type, and we say \( a \in a \) has type \( a \). The number of parts is \( n + 1 \) with \( n \in \mathbb{N} \).

Given a path \( \gamma \) in \( Q \) and an arrow type \( a \), we denote by \( t_a(\gamma) \) the number of arrows of that type the path contains. We call \( t_a(\gamma) \), the type of \( \gamma \) and the collection of arrow types \( \{a \mid t_a(\gamma) > 0\} \) its essential type. The path \( \gamma \) is called admissible if \( t_a(\gamma) = 0 \) for some \( a \) and simple if \( t_a(\gamma) \leq 1 \) for every \( a \). A simple non-admissible path is called a minimal circuit.

We will assume the partition of the arrow set makes \( Q \) into a \( \mathbb{Z}^n \)-quiver, that is, the following three conditions are satisfied:

1. There is exactly one arrow of each type leaving each vertex.
2. Each vertex is connected to each other by an admissible path.
3. Two paths \( \gamma_1 \) and \( \gamma_2 \) leaving the same vertex arrive at the same vertex if and only if \( t_{\gamma_1} - t_{\gamma_2} \) is the constant function.

Two distinct vertices connected by a simple path are called neighbors. If \( v_1 \) and \( v_2 \) are neighbors and \( I \) is the essential type of a simple path connecting \( v_1 \) to \( v_2 \) we write \( v_2 = I \cdot v_1 \).

A polygon is a nonempty collection \( \Delta \) of vertices of \( Q \) which are pairwise neighbors. It is finite with at most \( n + 1 \) vertices by [8], Prop. 5.9. Letting \( m := \#\Delta \), we call \( \Delta \) a \( m \)-gon. (A 2-gon is a segment, a 3-gon is a triangle.) Given a vertex \( v \in \Delta \), there is a unique ordering \( v_1, \ldots, v_m \) of the vertices of \( \Delta \) with \( v_1 = v \) and \( v_{i+1} := I_i \cdot v_i \) for \( i = 1, \ldots, m - 1 \), where \( I_1, \ldots, I_{m-1} \) is a sequence of pairwise disjoint collections of arrow types; see [8], Prop. 5.9. In this case, we say \( v_1, \ldots, v_m \) form an oriented polygon.

See [8] for basic properties of \( \mathbb{Z}^n \)-quivers.

We fix a field \( k \) and call its elements scalars. We will consider representations \( \mathcal{V} \) of \( Q \) in \( k \)-linear Abelian categories, for instance, the category of vector spaces (over \( k \)) or the category of coherent sheaves on an \( k \)-scheme of finite type. For each vertex \( v \) of \( Q \), we denote by \( V_v^{\mathcal{V}} \) the associated object, and for each path \( \gamma \) in \( Q \), we denote by \( \varphi_\gamma^{\mathcal{V}} \) the corresponding composition of morphisms of \( \mathcal{V} \). If \( \mathcal{V} \) is clear from the context, we omit the superscript.

Given a representation \( \mathcal{V} \) of \( Q \) in a \( k \)-linear Abelian category, \( \mathcal{V} \) is pure if each epimorphism between associated objects is an isomorphism. It is called simple if all associated objects are simple. We say \( \mathcal{V} \) is 1-generated by a collection \( H \) of vertices if for each vertex \( v \) of \( Q \) there is \( u \in H \) and a path \( \gamma \) connecting \( u \) to \( v \) such that \( \varphi_\gamma \) is an epimorphism. If \( \mathcal{V} \) is not 1-generated by a smaller collection, we say \( H \) is minimal. We say \( \mathcal{V} \) is generated by a collection \( H \) of vertices if for each vertex \( v \) of \( Q \) there are paths \( \gamma_1, \ldots, \gamma_m \) connecting vertices of \( H \) to \( v \) such that \( V_v = \sum \text{Im}(\varphi_{\gamma_i}) \).

We say \( \mathcal{V} \) is a weakly linked net over \( Q \) if \( \mathcal{V} \) satisfies the following two conditions,

1. if \( \gamma_1 \) and \( \gamma_2 \) are two paths connecting the same two vertices and \( \gamma_2 \) is admissible then \( \varphi_{\gamma_1} \) is a scalar multiple of \( \varphi_{\gamma_2} \);
(2) \( \varphi_\gamma = 0 \) for each minimal circuit \( \gamma \);

and we say it is a linked net if in addition a third condition is verified:

(3) if \( \gamma_1 \) and \( \gamma_2 \) are two admissible paths leaving the same vertex with no arrow type in common then \( \text{Ker}(\varphi_{\gamma_1}) \cap \text{Ker}(\varphi_{\gamma_2}) = 0 \).

Clearly, if \( \mathcal{V} \) is a weakly linked net that is 1-generated by a finite set, then \( \mathcal{V} \) is generated by a finite set. The converse holds as well, by [8], Prop. 6.4. In this case, we say \( \mathcal{V} \) is finitely generated. If \( \mathcal{V} \) is finitely generated then \( \mathcal{V} \) is locally finite by [8], Prop. 6.5, that is, for each vertex \( v \) of \( Q \) there is an integer \( \ell \) such that \( \varphi_\mu = 0 \) for each path \( \mu \) arriving at \( v \) with length greater than \( \ell \).

For each vector \( v \) in a vector space \( V \), we will denote by \([v]\) the set of its nonzero scalar multiples. In a \( k \)-linear category, the set of morphisms between any two objects is a vector space, so given a morphism \( \varphi \), we may consider the set \([\varphi]\). We let \( \text{Ker}[\varphi] := \text{Ker}(\varphi) \) and \( \text{Im}[\varphi] := \text{Im}(\varphi) \). Also, since composition is \( k \)-bilinear, \([\psi][\varphi] := [\psi\varphi]\) when \( \psi\varphi \) is defined. We write \([\varphi] = 0 \) if \( \varphi = 0 \) and say \([\varphi]\) is an isomorphism (resp. monomorphism, resp. epimorphism) if so is \( \varphi \).

Given two vertices \( v_1 \) and \( v_2 \) of \( Q \), let \( \varphi_1^{v_2} := [\varphi_\gamma] \) for any admissible path \( \gamma \) connecting \( v_1 \) to \( v_2 \). If \( \mathcal{V} \) is a weakly linked net, \( \varphi_{v_2}^{v_1} \) is well defined. In addition, if \( v_1 = v_2 \), the class \( \varphi_{v_2}^{v_1} \) is an isomorphism; otherwise \( \varphi_{v_1}^{v_2} = 0 \), or equivalently, \( \text{Im}(\varphi_{v_1}^{v_2}) \subseteq \text{Ker}(\varphi_{v_2}^{v_1}) \). We say \( \mathcal{V} \) is exact if \( \text{Im}(\varphi_{v_1}^{v_2}) = \text{Ker}(\varphi_{v_2}^{v_1}) \) for each two neighbors \( v_1 \) and \( v_2 \).

If \( \mathcal{V} \) is a weakly linked net of vector spaces, then \( \mathcal{V} \) is pure if and only if the associated spaces have the same finite dimension, which we call the dimension of \( \mathcal{V} \) and denote \( \dim \mathcal{V} \). It is simple if in addition \( \dim \mathcal{V} = 1 \).

3. Simple linked nets

**Lemma 3.1.** Let \( I \) be a nonempty proper collection of arrow types of a \( \mathbb{Z}^n \)-quiver \( Q \) and \( v_1, v_2, v_3 \) vertices of \( Q \) such that \( v_2 = I \cdot v_1 \) and \( v_3 = I \cdot v_2 \). Let \( \mathcal{V} \) be a weakly linked net over \( Q \). Then the following statements hold:

1. If \( \varphi_{v_2}^{v_1} \) is an epimorphism then \( \varphi_{v_1}^{v_2} \) is zero.
2. If \( \varphi_{v_1}^{v_2} \) is zero and \( \mathcal{V} \) is a linked net then \( \varphi_{v_2}^{v_3} \) is an monomorphism.

**Proof.** If \( \varphi_{v_2}^{v_1} \) is an epimorphism, since \( \varphi_{v_1}^{v_2} \varphi_{v_2}^{v_1} = 0 \), we have that \( \varphi_{v_1}^{v_2} = 0 \), proving the first statement.

Assume now that \( \varphi_{v_2}^{v_1} = 0 \). Since \( v_2 = I \cdot v_1 \), there is a simple admissible path \( \gamma_1 \) connecting \( v_2 \) to \( v_1 \) with essential type \( T - I \), where \( T \) is the set of arrow types of \( Q \). Since \( \varphi_{v_2}^{v_1} = [\varphi_{\gamma_1}] \), we have that \( \varphi_{\gamma_1} = 0 \). On the other hand, there is a simple admissible path \( \gamma_2 \) connecting \( v_3 \) to \( v_2 \) with essential type \( I \). Since \( \mathcal{V} \) is a linked net, \( \text{Ker}(\varphi_{\gamma_1}) \cap \text{Ker}(\varphi_{\gamma_2}) = 0 \). Since \( \varphi_{\gamma_1} = 0 \), it follows that \( \varphi_{\gamma_2} \) is a monomorphism. Of course \( \varphi_{v_3}^{v_2} = [\varphi_{\gamma_2}] \), thus \( \varphi_{v_2}^{v_3} \) is a monomorphism.

**Definition 3.2.** Let \( \mathcal{V} \) be a weakly linked net over a \( \mathbb{Z}^n \)-quiver \( Q \). Let \( v_1 \) and \( v_2 \) be neighboring vertices of \( Q \). We call \( v_1 \) and \( v_2 \) unrelated neighbors for \( \mathcal{V} \) if \( \varphi_{v_1}^{v_2} = 0 \) and \( \varphi_{v_2}^{v_1} = 0 \), and call them related otherwise.
Lemma 3.3. Let $\mathcal{V}$ be a weakly linked net over a $\mathbb{Z}^n$-quiver $Q$. Let $v_1, v_2, v_3$ be vertices of $Q$ forming an oriented triangle and $\mathcal{V}$ be a linked net over $Q$. Then:

1. $\varphi^{v_2}_{v_1} \varphi^{v_1}_{v_2} = \varphi^{v_1}_{v_3}$.
2. If $\varphi^{v_2}_{v_1}$ is an isomorphism then $v_1$ and $v_3$ are unrelated if and only if $v_2$ and $v_3$ are unrelated.

Proof. The first statement follows from the fact that there is an admissible path connecting $v_1$ to $v_3$ through $v_2$. Assume $\varphi^{v_1}_{v_3}$ is an isomorphism. Since $\varphi^{v_2}_{v_3} \varphi^{v_1}_{v_2} = \varphi^{v_1}_{v_3}$ and $\varphi^{v_1}_{v_3}$ is an epimorphism, we have that $\varphi^{v_1}_{v_3} = 0$ if and only if $\varphi^{v_2}_{v_3} = 0$. And since $\varphi^{v_2}_{v_3} \varphi^{v_1}_{v_2} = \varphi^{v_1}_{v_2}$ and $\varphi^{v_1}_{v_2}$ is a monomorphism, we have that $\varphi^{v_1}_{v_2} = 0$ if and only if $\varphi^{v_2}_{v_3} = 0$. Thus $v_1$ and $v_3$ are unrelated if and only if $v_2$ and $v_3$ are unrelated. \qed

Lemma 3.4. Let $\mathcal{V}$ be a finitely generated weakly linked net over a $\mathbb{Z}^n$-quiver $Q$. Then there is a unique collection $H$ of vertices 1-generating $\mathcal{V}$ contained in every such collection. Furthermore, $H$ is finite and if $\mathcal{V}$ is simple then $\varphi^{u}_{v} = 0$ for all distinct $u, v \in H$.

Proof. By [8], Prop. 6.4, there is a finite set of vertices $H'$ that 1-generates $\mathcal{V}$. It contains a minimal such collection $H$. By loc. cit., Prop. 6.3, we have that $H$ is contained in every collection of vertices 1-generating $\mathcal{V}$. The uniqueness of such a $H$ is clear. Furthermore, it follows from loc. cit., Prop. 6.3 that $\varphi^{v}_{v}$ is not an epimorphism for distinct $v, w \in H$. Thus, if $\mathcal{V}$ is simple, then $\varphi^{v}_{w} = 0$ for distinct $v, w \in H$. \qed

Definition 3.5. Let $\mathcal{V}$ be a simple linked net over a $\mathbb{Z}^n$-quiver $Q$. A polygon of $Q$ is said to be unrelated for $\mathcal{V}$ if each two vertices of it are unrelated for $\mathcal{V}$.

Theorem 3.6. Let $\mathcal{V}$ be a locally finite simple linked net over a $\mathbb{Z}^n$-quiver. Then $\mathcal{V}$ is (minimally) generated by a polygon. Furthermore, the size of the polygon minimally generating $\mathcal{V}$ is the maximum size of the unrelated polygons for $\mathcal{V}$.

Proof. If $\mathcal{V}$ is exact then $\mathcal{V}$ generated by a vertex (a 1-gon) by [8], Thm. 7.8. Also, there are no unrelated vertices for $\mathcal{V}$. Suppose now $\mathcal{V}$ is not exact. Then there are unrelated neighbors for $\mathcal{V}$. Let $m$ be the maximum number for which there is an unrelated $(m+1)$-gon for $\mathcal{V}$. Then $m \geq 1$. It will be enough to show that there is an unrelated $(m+1)$-gon for $\mathcal{V}$ generating $\mathcal{V}$.

By [8], Prop. 5.9, there is a minimal circuit $a_n \cdots a_0$ such that, denoting by $w_i$ the initial vertex of $a_i$ for each $i$, there are $m+1$ vertices $v_0, \ldots, v_m$ among $w_0, \ldots, w_n$ which are unrelated for $\mathcal{V}$. Order the $v_j$ such that $v_j = w_{r_j}$ for an increasing sequence of integers $r_0, \ldots, r_m$ with $r_0 = 0$ and $r_m \leq n$. Let $a_i$ be the type of $a_i$ for each $i$. For convenience, put $r_{m+1} := n + 1$ and $a_{n+1} := a_0$. 
The proof consists of a procedure for changing the minimal circuit and the \( v_i \) in such a way that at the end \( \{v_0, \ldots, v_m\} \) generates \( \mathcal{V} \). We describe it in steps below.

**Step 1.** The minimal circuit \( a_n \cdots a_0 \) and the \( v_j \) can be chosen such that \( \varphi_{a_i} = 0 \) if and only if \( i = r_j - 1 \) for some \( j \).

It is enough to prove that \( \varphi_{a_i} = 0 \) for exactly \( m + 1 \) values of \( i \), as the final vertices of these \( a_i \) form a set of unrelated vertices for \( \mathcal{V} \), due to \( m \geq 1 \). For each \( j = 0, \ldots, m \), there is a unique arrow \( a \) among \( a_{r_j}, \ldots, a_{r_{j+1} - 1} \) such that \( \varphi_a \) is zero. Indeed, since \( v_j \) and \( v_{j+1} \) are unrelated, \( \varphi_{v_j} v_{j+1} = 0 \) and thus \( a \) exists. But if there were \( a_i \) and \( a_r \) with \( r_j \leq i < \ell < r_{j+1} \) such that \( \varphi_{a_i} \) and \( \varphi_{a_\ell} \) are zero, then \( v_0, \ldots, v_j, w_{j+1}, v_{j+1}, \ldots, v_m \) would form an oriented \((m + 2)\)-gon of unrelated vertices, contradicting the maximality of \( m \).

**Step 2.** In addition, for each arrow type \( b \), the minimal circuit \( a_n \cdots a_0 \) and the \( v_j \) can be chosen such that \( \varphi_b = 0 \) for the arrow \( b \) of type \( b \) arriving at \( v_0 \).

Let \( b \) be an arrow arriving at \( v_0 \) of type \( b \). If \( b = a_n \) then \( b = a_n \), whence \( \varphi_b = 0 \). Assume \( b \neq a_n \). Then \( b = a_j \) for (a unique) \( j < n \). Consider the following minimal circuit:

\[
e_n \cdots e_j a_{j-1} \cdots a_0;
\]

see Figure 1. Here \( e_\ell \) is an arrow of type \( a_{\ell + 1} \) for \( \ell = j, \ldots, n - 1 \) and \( e_n := b \). The initial vertex of \( e_\ell \) is connected to the initial vertex of \( a_{\ell + 1} \) by an arrow \( b_\ell \) of type \( b \) for \( \ell = j, \ldots, n \). Of course, \( b_j = a_j \) and \( b_n = b \).

Suppose \( \varphi_b \neq 0 \). We claim that \( \varphi_{b_\ell} \neq 0 \) and that \( \varphi_{e_\ell} = 0 \) if and only if \( \varphi_{a_{\ell+1}} = 0 \) for each \( \ell = j, \ldots, n - 1 \). In particular, \( \varphi_{e_n} = 0 \) and \( \varphi_{b_j} \neq 0 \). Indeed, \( \varphi_{b_n} \neq 0 \) because \( b_n = b \). Assume by descending induction on \( \ell \) that we have proved that \( \varphi_{b_\ell} \neq 0 \). If \( \varphi_{e_{\ell-1}} = 0 \) then \( \varphi_{b_{\ell-1}} \neq 0 \) by the third property of a linked net and hence \( \varphi_{a_\ell} = 0 \) because

\[
(1) \quad [\varphi_{a_\ell}] [\varphi_{b_{\ell - 1}}] = [\varphi_{b_\ell}] [\varphi_{e_{\ell - 1}}].
\]

And if \( \varphi_{e_{\ell - 1}} \neq 0 \), since also \( \varphi_{b_\ell} \neq 0 \), we have that \( \varphi_{a_\ell} \neq 0 \) and \( \varphi_{b_{\ell - 1}} \neq 0 \) from (1). The claim is proved.

It follows from the claim that \( \varphi_b = 0 \) if \( b = a_{r_{\ell - 1}} \) for some \( \ell \), because then \( b_j = a_{r_{\ell - 1}} \) and thus \( \varphi_{b_j} = 0 \).
Now, if $\varphi_b \neq 0$ we replace the minimal circuit $a_n \cdots a_0$ by the also minimal circuit $e_{n-1} \cdots e_j a_{j-1} \cdots a_0 b$. The latter starts at a different vertex, the initial vertex of $b$, but has a pattern similar to that of the former; in particular, the arrows corresponding to zero maps have the same types in both circuits. We will call the latter circuit the $b$-shift of the former centered at $v_0$.

Since $b \neq a_n$, we can make a sequence of $b$-shifts centered at initial vertices, as long as the arrow $b$ of type $b$ arriving at the initial vertex of each $b$-shift in the sequence satisfies $\varphi_b \neq 0$. The sequence is necessarily finite though, since $\mathcal{V}$ is locally finite.

**Step 3.** In addition, the minimal circuit $a_n \cdots a_0$ and the $v_j$ can be chosen such that $\varphi_b = 0$ for each arrow arriving at $v_0$.

Let $b_1, b_2, \ldots, b_p$ be pairwise distinct arrow types, such that the arrow $b_i$ of type $b$ arriving at $v_0$ satisfies $\varphi_{b_i} = 0$ for each $i = 1, \ldots, p - 1$. Let $b_p$ be the arrow of type $b_p$ arriving at $v_0$. Suppose $\varphi_{b_p} \neq 0$. Consider the $b_p$-shift of the minimal circuit centered at $v_0$. For each $i = 1, \ldots, p$, let $b'_i$ be the arrow of type $b_i$ arriving at the initial vertex of $b_p$, which is the initial vertex of the new minimal circuit. Since $\varphi_{b_i}, \varphi_{b'_i}$ factors through $\varphi_b$, we must have $\varphi_{b'_i} = 0$ for each $i = 1, \ldots, p - 1$. If $\varphi_{b_p} \neq 0$, we may then consider the $b_p$-shift of the new minimal circuit centered at its initial vertex, and proceed as above. Again since $\mathcal{V}$ is locally finite, we must arrive at a minimal circuit such that $\varphi_b = 0$ for the arrow $b$ of type $b_i$ arriving at the initial vertex for each $i = 1, \ldots, p$.

**Step 4.** In addition, the minimal circuit $a_n \cdots a_0$ and the $v_j$ can be chosen such that $\varphi_b = 0$ for each arrow arriving at $v_j$ for each $j = 0, \ldots, m$.

Assume that $\varphi_b = 0$ for each arrow $b$ arriving at $v_0$ for $\ell = j, \ldots, m$. Let $b$ be an arrow arriving at $v_0$ and $b$ its type. Suppose $\varphi_b \neq 0$, and consider the $b$-shift of the minimal circuit centered at $v_0$. Let $i$ be such that $a_i = b$. Then $i < n$. But also, $i \geq r_m$, because otherwise, as we have seen in Step 2, the arrow $b'_{i}$ of type $b$ arriving at $v_m$ would satisfy $\varphi_{b'} \neq 0$. But then the $b$-shift of the minimal circuit does not change the vertices $v_1, \ldots, v_m$, only $v_0$ gets replaced by the initial vertex of $b$. We may thus proceed as in Steps 2 and 3, to obtain a minimal circuit for which $\varphi_b = 0$ for each arrow $b$ arriving at $v_j, \ldots, v_m$ and at $v_0$. Reordering the arrows of the minimal circuit, we may assume that $\varphi_b = 0$ for each arrow $b$ arriving at $v_{j-1}, \ldots, v_m$ and repeat the substep.

**Step 5.** With the minimal circuit $a_n \cdots a_0$ and the $v_j$ chosen such that $\varphi_b = 0$ for each arrow arriving at $v_j$ for each $j = 0, \ldots, m$, we have that $\mathcal{V}$ is generated by $\{v_0, \ldots, v_m\}$.

Let $v$ be any vertex of $Q$. Choose $w$ among the $w_i$ such that the admissible paths from $w$ to $v$ have the smallest length. Consider such an admissible path $\gamma$. Let $j \in \{0, \ldots, m\}$ such that $w = w_i$ for some $i$ satisfying $r_j \leq i < r_{j+1}$. We claim that $\varphi_{\gamma_{i}}$ is an isomorphism.

We may choose $\gamma$ such that that there are admissible paths $\gamma_1$, $\gamma_2$ and $\gamma_3$ satisfying that $\gamma = \gamma_2 \gamma_1$, and that $\gamma_3 \gamma_1$ connects $w$ to $v_{j+1}$, and such that $\gamma_2$ and $\gamma_3$
have no arrow type in common. Then
\[ \text{Ker}(\varphi_{\gamma_2}) \cap \text{Ker}(\varphi_{\gamma_3}) = 0. \]
As \( \gamma_3 \) arrives at \( v_{j+1} \), we must have \( \varphi_{\gamma_3} = 0 \), and hence \( \varphi_{\gamma_2} \) is an isomorphism. Also \( \varphi_{\gamma_1} \) is an isomorphism. Indeed, \( \gamma_3 \) is nontrivial by the choice of \( w \). Were \( \varphi_{\gamma_1} = 0 \), the path \( \gamma_1 \) would contain an arrow \( b \) with \( \varphi_b = 0 \). Letting \( z \) be the final point of \( b \), we would have that \( z \neq v_{j+1} \) and that \( \{v_0, \ldots, v_j, z, v_{j+1}, \ldots, v_m\} \) would be a \((m + 2)\)-gon of unrelated vertices for \( \mathcal{M} \), contradicting the maximality of \( m \).
Thus \( \varphi_\gamma \) is an isomorphism, and hence so is \( \varphi_{\gamma_j} \) because \( \gamma_{a_i-1} \cdots a_{r_j} \) connects \( v_j \) to \( v \) and \( \varphi_{a_\ell} \) is an isomorphism for each \( \ell = r_j, \ldots, r_{j+1} - 2 \). \( \square \)
Notice that, since every subset of a polygon is a polygon, it follows from Theorem 3.6 that a simple locally finite linked net is minimally generated by a polygon.

4. Simple linked nets over \( \mathbb{Z}^2 \)-quivers

In this section we will illustrate the polygons minimally generating a non-exact simple locally finite linked net over a \( \mathbb{Z}^2 \)-quiver. We will thus assume \( n = 2 \).

As each two \( \mathbb{Z}^2 \)-quivers are equivalent by [8], Prop. 2.4, we may consider a particular representation of \( Q \) as a planar quiver, namely: (see Figure 2)

(0) \( a_0 \) is the set of arrows from South-West to North-East.
(1) \( a_1 \) is the set of arrows from South-East to North-West.
(2) \( a_2 \) is the set of arrows from North to South.

\[ \text{Figure 2. Partition of the arrow set.} \]

Given the ordering of the partition, we will find it more natural to say that an arrow is of type \( a_i \) instead of type \( A_i \).

The planar representation will render our statements more descriptive. For starters, if \( v_1, v_2, v_3 \) form an oriented triangle then there are arrows connecting \( v_1 \) to \( v_2 \), \( v_2 \) to \( v_3 \) and \( v_3 \) to \( v_1 \), one of each type. Up to reordering, we may assume an arrow of type 0 connects \( v_1 \) to \( v_2 \). If an arrow of type 2 connects \( v_2 \) to \( v_3 \), we say \( v_1, v_2, v_3 \) form a clockwise triangle; otherwise we say they form a counterclockwise triangle. The wording is natural, as can be seen in Figure 2.

We show in Figures 3A to 3E five types of non-exact locally finite simple linked nets over the \( \mathbb{Z}^2 \)-quiver \( Q \). An arrow is colored red if the associated map is zero and blue otherwise. To say that a linked net admits a configuration of one of the types shown is to say that there is a finite collection of arrows in the quiver corresponding to maps as indicated by the type. Of course, types I, II and III are
the same up to reordering the partition of the arrow set of $Q$, and the same goes for types IV and V. The orange colored vertices are explained below.

- **Type I.**

- **Type II.**

- **Type III.**

- **Type IV.**

- **Type V.**

**Figure 3.** Non-exact finitely generated linked nets of dimension 1.

**Theorem 4.1.** A non-exact locally finite simple linked net over the $\mathbb{Z}^2$-quiver $Q$ admits a configuration of type I, II, III, IV or V. Furthermore, it is minimally generated by the collection of orange vertices indicated in each type. In particular, no linked net admits configurations of two different types.

**Proof.** The third statement follows from the second, as there is a unique minimal collection of vertices 1-generating the linked net, by Lemma 3.4, and two different types have different collections of orange vertices.

As for the second statement, observe that for type I, II or III, there are two strips of blue and red arrows meeting at the orange vertices, whereas for type IV or V there are three of them. The strips have finite length, but it follows from Lemmas 3.1 and 3.3 that each of them extends indefinitely away from the orange vertices. Thus, by removing all the red arrows in all the extended strips, we get two connected subquivers for type I, II or III, and three for type IV or V, spanning the whole set of vertices of $Q$. Each subquiver contains a unique orange vertex.

To prove that the collection of orange vertices 1-generates the linked net for each type it is enough to prove:

**Claim:** The restriction of the linked net to each subquiver is generated by the orange vertex it contains.

Indeed, observe that each orange vertex from which a red arrow $a$ leaves can be connected to each vertex $v$ of the corresponding subquiver by a path $\gamma$ whose
essential type is contained in $T - \{a\}$, where $a$ is the type of $a$. Since we have a linked net, $\text{Ker}(\varphi_a) \cap \text{Ker}(\varphi_\gamma) = 0$, and since $\varphi_a = 0$ we have that $\varphi_\gamma$ is a monomorphism, whence an isomorphism. Our claim is proved for the orange vertices we considered, in particular for type IV or V.

On the other hand, given an orange vertex $v$ from which no red arrow leaves, or equivalently whose all arrows leaving it correspond to isomorphisms, let $a_1, a_2, a_3$ denote these arrows, $a_1, a_2, a_3$ their respective types and $v_1, v_2, v_3$ their respective final vertices. Put $I_i := \{a_1, a_2, a_3\} - \{a_i\}$ for $i = 1, 2, 3$. Notice that we are in type I, II or III, and thus there is one and only additional orange vertex $w$. Up to reordering we may assume the arrow $a$ connecting $w$ to $v$ has type $a_3$. Notice then that there are a red arrow leaving $v_1$ with type $a_2$ and a red arrow leaving $v_2$ with type $a_1$. As before, since we have a linked net, $\varphi_{a_1}^{v_1}$ is an isomorphism for each $u \in C_{I_2}(v_1)$ and $\varphi_{a_2}^{v_2}$ is an isomorphism for each $u \in C_{I_1}(v_2)$, whence $\varphi_{a_1}^{v_1}$ is an isomorphism for each $u \in C_{I_2}(v_1) \cup C_{I_1}(v_2)$. Finally, since $\varphi_{a_3}^{v_3} = 0$, also $\varphi_{a_3}^{v_3}$ is an isomorphism for each $u \in C_{a_3}(v)$. As the union of the cones $C_{I_2}(v_1), C_{I_1}(v_2)$ and $C_{a_3}(v)$ is the full set of vertices of the subquiver corresponding to $v$, our claim is proved.

That the collection of orange vertices minimally generates the linked net follows from the fact, which can be ascertained for each type, that $\varphi_{a_1}^{v_1} = 0$ for each two orange vertices $v_1, v_2$.

Finally, we prove the first statement, following the proof we gave to Theorem 3.6. There are two cases to analyze. Either there is a triangle in $Q$ whose every two vertices are unrelated or not. We consider the first case first.

We claim we have a configuration of type IV or V. By symmetry, we may assume there is a counterclockwise triangle of unrelated vertices. We will show that we have a configuration of type IV. The triangle vertices are depicted in Figure 4 in orange and the triangle arrows in red. Since we have a linked net, the map associated to each of the two arrows not in the triangle leaving each of these three orange vertices is a monomorphism, whence an isomorphism. These arrows are depicted in Figure 4 in blue. By Lemma 3.1(1), the arrows of the same type that follow each of these six blue arrows correspond to isomorphisms as well. We depicted them in dashed blue in Figure 4. By the same lemma, the red arrows follow arrows of the same type corresponding to zero maps, depicted in yellow in Figure 4. Using Lemma 3.3 we obtain that the arrows depicted in dashed red in Figure 4 connect unrelated neighbors. We have obtained the configuration of type IV. Notice that the red arrows form indeed a minimal circuit such that all arrows arriving at each vertex of the circuit correspond to zero maps, and hence the orange vertices generate the linked net, as seen in the proof of Theorem 3.6.

We may now assume there is no triangle of unrelated vertices. We claim we have a configuration of type I, II or III. By hypothesis, in each triangle there is at least one arrow that corresponds to an isomorphism. There might be triangles with two arrows corresponding to isomorphisms, but there is at least one triangle with only one arrow corresponding to an isomorphism, as there are unrelated vertices. Consider such a triangle. Without loss of generality we may assume
Figure 4. Proof of Theorem 4.1, Case 1

that the orientation of the triangle is clockwise and the arrow corresponding to an isomorphism is of type 2. We will show we have a configuration of type I or II. The triangle in question is the clockwise triangle depicted in Figure 5 containing the two orange vertices. The arrow of type 2 is depicted in blue and the other arrows in red.

Since we have a linked net, the arrow of type 2 leaving from the other orange vertex corresponds to an isomorphism. By Lemma 3.1(1), so does each arrow in the path of essential type 2 leaving from each orange vertex. These arrows are depicted in dashed blue in Figure 5. By Lemma 3.3, the arrows that connect one vertex from one path to the other correspond to zero maps. These arrows are depicted in dashed red in Figure 5.

Notice that each of the triangles with dashed red and blue arrows lies on a strip below the initial triangle with red and blue arrows. Each triangle lying below the initial triangle has a vertex with a blue arrow, of type 2, arriving at it. If we do a 2-shift to that triangle, centered at that vertex, as explained in the proof of Theorem 3.6, we end up with the triangle with the same orientation above it. We have seen in that proof that one cannot do 2-shifts indefinitely. In the case at hand, if there were a triangle on the extended doubly infinite strip, with any orientation, above the initial triangle, of the same sort, that is, with the arrow of type 2 being the unique one corresponding to an isomorphism, then we would likewise conclude that all triangles below it on the same strip would be of the same sort. It is not possible however to have all the triangles on the whole doubly infinite strip of the same sort as the initial triangle, since $\mathcal{V}$ is locally finite. Thus there is a topmost triangle on that strip of the sort we are considering. Assume it is a clockwise triangle, as depicted in Figure 5. As it is the topmost such triangle, the yellow arrows correspond to zero maps. And since there is no triangle of unrelated vertices, the green arrow corresponds to an isomorphism. We will show we have a configuration of type I.

Indeed, since we have a linked net, the arrow of type 1 leaving from the leftmost orange vertex corresponds to an isomorphism. By Lemma 3.1(1), so does each arrow in the path of essential type 1 leaving from each orange vertex. These arrows are depicted in dashed green in Figure 5. By Lemma 3.3, the arrows that connect
one vertex from one path to the other correspond to zero maps. These arrows are depicted in dashed yellow in Figure 5. Finally, the dashed black arrow corresponds to an isomorphism by Lemma 3.1(2), as the orange vertices are unrelated. We have obtained the configuration of type I.

Observe that, since we have a linked net, the arrow of type 0 leaving the final vertex of the blue arrow in Figure 5 corresponds to an isomorphism, and thus the arrow of type 1 following it must correspond to the zero map. It follows that the arrows in the clockwise triangle containing the orange vertices form a minimal circuit such that all arrows arriving at each orange vertex correspond to zero maps, and hence the orange vertices generate the linked net, as seen in the proof of Theorem 3.6.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure5.png}
\caption{Proof of Theorem 4.1 Case 2}
\end{figure}

5. The linked projective space

Recall that for each vector space $V$ and vector $s \in V$, we denote by $[s]$ the class of its nonzero scalar multiples, that is, $[s] := \{cs \mid c \in k^*\}$. If $s = 0$, we write $[s] = 0$. If $\varphi: V \to W$ is a map of vector spaces, we let $[\varphi][s] := [\varphi(s)]$. Given another vector $t \in V$ we let $[s] \wedge [t] := [s \land t]$. When we write $[s] \in \mathbb{P}(V)$ we assume implicitly that $s \neq 0$.

Let $\mathfrak{V}$ be a representation of a $\mathbb{Z}^n$-quiver $Q$ in the category of nontrivial finite-dimensional vector spaces. Let $\mathbb{L}\mathbb{P}(\mathfrak{V})$ be the quiver Grassmannian of subrepresentations of pure dimension 1 of $\mathfrak{V}$. It is a set. Assume $\mathfrak{V}$ is a weakly linked net. For each finite collection $H$ of vertices of $Q$, let $\mathbb{L}\mathbb{P}_H(\mathfrak{V})$ be the subscheme of $\prod_{v \in H} \mathbb{P}(V_v)$ defined by

$$\mathbb{L}\mathbb{P}_H(\mathfrak{V}) := \left\{(s_v \mid v \in H) \in \prod_{v \in H} \mathbb{P}(V_v) \mid \varphi_w^v(s_v) \land s_w = 0 \text{ for all } v, w \in H\right\}.$$  

There is a natural map $\Psi_H^\mathfrak{V}: \mathbb{L}\mathbb{P}(\mathfrak{V}) \to \mathbb{L}\mathbb{P}_H(\mathfrak{V})$, induced by restriction. If $\mathfrak{V}$ is 1-generated by $H$ then $\Psi_H^\mathfrak{V}$ is clearly injective. It is bijective if in addition $\mathfrak{V}$ is pure and $P(H) = H$, as we will see below.

Recall from $[8]$ that the hull of a set $H$ of vertices of a $\mathbb{Z}^n$-quiver $Q$ is the set $P(H)$ of all vertices $v$ of $Q$ such that for each arrow type there are $z \in H$ and
a path $\gamma$ connecting $z$ to $v$ not containing any arrow of that type. Of course, $H \subseteq P(H)$. By [8], Prop. 5.6, if $H$ is finite, so is $P(H)$. Also, $P(P(H)) = P(H)$. Hence, every finitely generated linked net is 1-generated by a finite set of vertices equal to its hull.

By [8], Prop. 5.7, for each vertex $v$ of $Q$ there is $w_v \in P(H)$ such that for each $z \in H$ there is an admissible path connecting $z$ to $v$ through $w_v$. Furthermore, $w_v$ is unique if $P(H) = H$.

**Definition 5.1.** Let $Q$ be a $\mathbb{Z}^n$-quiver and $H$ a nonempty collection of vertices of $Q$ such that $P(H) = H$. For each vertex $v$ of $Q$ we call the unique vertex $w_v \in H$ for which there is an admissible path connecting $z$ to $v$ through $w_v$ for each $z \in H$ the **shadow** of $v$ in $H$.

**Proposition 5.2.** Let $\mathfrak{Y}$ be a pure nontrivial weakly linked net over a $\mathbb{Z}^n$-quiver $Q$ of vector spaces over $k$. Let $H_1, H_2, H_3$ be finite collections of vertices of $Q$ 1-generating $\mathfrak{Y}$ with $P(H_1) = H_1$. Let

$$ \tilde{\Psi}_{H_1}^{H_2} : \prod_{v \in H_1} \mathbb{P}(V_v) \rightarrow \prod_{v \in H_2} \mathbb{P}(V_v) $$

sending $(s_v \mid v \in H_1)$ to $(t_v \mid v \in H_2)$ satisfying $t_v = \varphi_v^{w_v}(s_w)$ for each $v \in H_2$, where $w_v$ is the shadow of $v$ in $H_1$. Then $\tilde{\Psi}_{H_1}^{H_2}$ is a well-defined scheme morphism and restricts to a morphism $\tilde{\Psi}_{H_1}^{H_2} : \mathbb{LP}_{H_1}(\mathfrak{Y}) \rightarrow \mathbb{LP}_{H_2}(\mathfrak{Y})$. Furthermore,

1. $\tilde{\Psi}_{H_1}^{H_2}$ is bijective,
2. $\tilde{\Psi}_{H_2}^{H_2} \circ \tilde{\Psi}_{H_1}^{H_2} = \tilde{\Psi}_{H_2}^{H_1}$,
3. $\tilde{\Psi}_{H_3}^{H_2} \circ \tilde{\Psi}_{H_2}^{H_1} = \tilde{\Psi}_{H_3}^{H_1}$ if $P(H_1) = H_2$,
4. $\tilde{\Psi}_{H_1}^{H_2}$ is an isomorphism of schemes if $P(H_1) = H_2$.

**Proof.** For each vertex $v$ of $Q$ let $w_v \in H_1$ be its shadow. Since $\mathfrak{Y}$ is 1-generated by $H_1$ there is $z \in H_1$ such that $\varphi_v^z$ is an isomorphism. Since there is an admissible path from $z$ to $v$ through $w_v$, we have that $\varphi_v^z = \varphi_v^{w_v} \varphi_v^{w_z}$, and hence $\varphi_v^{w_v}$ is an epimorphism, thus an isomorphism because $\mathfrak{Y}$ is pure. It follows that $\tilde{\Psi}_{H_1}^{H_2}$ is a well-defined scheme morphism.

Furthermore, we claim $\tilde{\Psi}_{H_2}^{H_1}$ takes $\mathbb{LP}_{H_1}(\mathfrak{Y})$ to $\mathbb{LP}_{H_2}(\mathfrak{Y})$. Indeed, for each two vertices $u$ and $v$ of $Q$, there is an admissible path connecting $w_u$ to $v$ through $w_v$. Thus $\varphi_v^{w_u} = \varphi_v^{w_v} \varphi_v^{w_u}$. Furthermore, if $\varphi_v^u$ is nonzero, then so is $\varphi_v^u \varphi_v^{w_u}$, and hence $\varphi_v^{w_u} = \varphi_v^u \varphi_v^{w_u}$ as well. Thus the equation

$$ \varphi_v^u (\varphi_v^{w_u}(s_{w_u})) \land \varphi_v^{w_v}(s_{w_v}) = 0 $$

holds trivially if $\varphi_v^u = 0$ and follows otherwise from

$$ \varphi_v^{w_u}(s_{w_u}) \land s_{w_v} = 0 $$

by applying $\varphi_v^{w_v}$ to both sides. It follows that $\tilde{\Psi}_{H_1}^{H_2}$ restricts to a morphism $\tilde{\Psi}_{H_1}^{H_2} : \mathbb{LP}_{H_1}(\mathfrak{Y}) \rightarrow \mathbb{LP}_{H_2}(\mathfrak{Y})$. 
Furthermore, the last argument, as it applies to all vertices \( u, v \) of \( Q \), shows as well that \( \Psi_{H_1}^\mathcal{W} \) is surjective. Since \( \Psi_{H_1}^\mathcal{W} \) is injective, it follows that \( \Psi_{H_1}^\mathcal{W} \) is bijective and \( \Psi_{H_2}^\mathcal{W} = \Psi_{H_2}^\mathcal{H}_1 \Psi_{H_1}^\mathcal{W} \), proving Statements (1) and (2).

Clearly, \( \Psi_{H_1}^\mathcal{H}_2 \) is the identity. Then Statement (4) follows from Statement (3).

It remains to prove Statement (3). For each vertex \( v \in H_3 \), let \( u_v \) be its shadow in \( H_2 \), and \( w_v \) the shadow of \( v \) in \( H_1 \). Then, as we have seen, \( \varphi_{u}^{w_v} \), \( \varphi_{w_v}^{u} \) and \( \varphi_{u}^{w_v} \) are isomorphisms. Then\( \varphi_{v}^w \varphi_{u}^{w_v} \) is an isomorphism, hence nonzero since \( \mathcal{V} \) is pure and nontrivial. So

\[
\varphi_{v}^{w_v} = \varphi_{w_v}^{u} \varphi_{u}^{w_v}.
\]

On the other hand, there is an admissible path from \( w_v \) to \( v \) through \( w_v \), whence

\[
\varphi_{v}^{w_v} = \varphi_{u}^{w_v} \varphi_{u}^{w_v}.
\]

The map \( \Psi_{H_3}^{H_1} \) takes \((s_z \mid z \in H_1)\) to \((\varphi_{u}^{w_v}(s_{w_v}) \mid v \in H_3)\), whereas it follows from [2] that \( \Psi_{H_2}^{H_3} \Psi_{H_2}^{H_1} \) takes \((s_z \mid z \in H_1)\) to \((\varphi_{w_v}^{u}(s_{w_v}) \mid v \in H_3)\). Since \( \varphi_{u}^{w_v}(s_{w_v}) \land s_{w_v} = 0 \) on \( \mathcal{LP}_{H_1}(\mathcal{W}) \), applying \( \varphi_{u}^{w_v} \) to both sides and using (3) we obtain

\[
\varphi_{u}^{w_v}(s_{w_v}) \land \varphi_{u}^{w_v}(s_{w_v}) = 0
\]

for each \( v \in H_3 \), and thus \( \Psi_{H_3}^{H_1} \Psi_{H_2}^{H_3} = \Psi_{H_3}^{H_1} \).

\[\square\]

**Definition 5.3.** Let \( \mathcal{W} \) be a pure nontrivial finitely generated weakly linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver \( Q \). Give \( \mathcal{LP}(\mathcal{W}) \) the scheme structure induced from the bijection \( \psi_{H}^\mathcal{W} : \mathcal{LP}(\mathcal{W}) \to \mathcal{LP}_{H}(\mathcal{W}) \) for a finite set \( H \) of vertices of \( Q \) generating \( \mathcal{W} \) and satisfying \( P(H) = H \). We call \( \mathcal{LP}(\mathcal{W}) \) the **linked projective space** associated to \( \mathcal{W} \). We say it has the **Hilbert polynomial of the diagonal** if so has \( \mathcal{LP}_{H}(\mathcal{W}) \).

It follows from Proposition 5.2 that \( \psi_{H} \) is a scheme morphism for each finite subset of vertices \( H \) that 1-generates \( \mathcal{W} \) and that the scheme structure on \( \mathcal{LP}(\mathcal{W}) \) does not depend on the choice of \( H \). Rather, the choice of \( H \) with \( P(H) = H \) gives us an embedding \( \mathcal{LP}(\mathcal{W}) \hookrightarrow \prod_{v \in H} \mathbb{P}(V_v) \). But even the extrinsic structures on \( \mathcal{LP}(\mathcal{W}) \) given by different \( H \) are somewhat comparable, because the isomorphisms between the \( \mathcal{LP}_{H}(\mathcal{W}) \) are restrictions of linear maps on their ambient spaces. So, for instance, the multivariate Hilbert polynomial of \( \mathcal{LP}_{H_1}(\mathcal{W}) \) is that of the (small) diagonal if and only if so is the multivariate Hilbert polynomial of \( \mathcal{LP}_{H_2}(\mathcal{W}) \). Indeed, we may assume that \( H_2 \supseteq H_1 \), and in this case, the multivariate Hilbert polynomial of the latter, \( \text{Hilb}_{\mathcal{LP}_{H_1}(\mathcal{W})}(n_v \mid v \in H_2) \), is obtained from that of the former, \( \text{Hilb}_{\mathcal{LP}_{H_1}(\mathcal{W})}(n_u \mid u \in H_1) \), by replacing each \( n_u \) for \( u \in H_1 \) by the sum of the \( n_v \) for all \( v \in H_2 \) such that \( w_v = u \).

Given that a point on \( \mathcal{LP}(\mathcal{W}) \) corresponds to a weakly linked net \( \mathcal{W} \) of vector spaces over \( Q \), we attribute to the point adjectives we attribute to \( \mathcal{W} \). For instance, the point is exact if \( \mathcal{W} \) is exact. We will also write \( \mathcal{W} \in \mathcal{LP}(\mathcal{W}) \).

**Definition 5.4.** Let \( \mathcal{W} \) be a pure nontrivial finitely generated weakly linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver \( Q \). For each vertex \( v \) of \( Q \), let

\[ \mathcal{LP}(\mathcal{W})^v := \{ \mathcal{W} \subseteq \mathcal{W} \mid \mathcal{W} \text{ is generated by } v \} \]
and put \( \text{LP}(\mathcal{W})_v := \text{LP}(\mathcal{W})^*_v \).

**Proposition 5.5.** Let \( \mathcal{W} \) be a pure nontrivial finitely generated weakly linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver \( Q \). Let \( v \) be a vertex of \( Q \). Then \( \text{LP}(\mathcal{W})^*_v \) is a nonsingular open subscheme of \( \text{LP}(\mathcal{W}) \). If nonempty, there is a birational map

\[
P(V_v) \to \text{LP}(\mathcal{W})_v.
\]

In particular, each nonempty \( \text{LP}(\mathcal{W})_v \) is irreducible of dimension \( \dim \mathcal{W} - 1 \) and rational.

**Proof.** Let \( H \) be a finite set of vertices containing \( v \) and 1-generating \( \mathcal{W} \). Then \( \text{LP}(\mathcal{W})^*_v = (\psi_H^\mathcal{W})^{-1}(U) \), where \( U \) is the set of \( (s_u | u \in H) \) such that \( \phi_v^u(s_u) \neq 0 \) for each \( u \in H \), thus open in \( \text{LP}(\mathcal{W})_v \). The rational map is naturally defined by taking \( [s] \in P(V_v) \) to the subet \( \mathcal{W} \subseteq \mathcal{W} \) generated by \( s_u \). It is defined on the open set \( U' \) of \( P(V_v) \) parameterizing the \( [s] \) for which \( \phi_v^u(s_u) \neq 0 \) for each \( u \in H \), with image \( \text{LP}(\mathcal{W})^*_v \). The composition \( U' \to \text{LP}(\mathcal{W})^*_v \to U \) has a natural inverse, induced by projection. Taking \( H \) such that \( H = P(H) \), we get an isomorphism \( U' \to \text{LP}(\mathcal{W})^*_v \). \( \square \)

**Proposition 5.6.** Let \( \mathcal{W} \) be a pure nontrivial finitely generated weakly linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver \( Q \). Let \( \mathcal{W} \in \text{LP}(\mathcal{W}) \). Let \( H \) be a set of vertices of \( Q \) that 1-generates \( \mathcal{W} \) and \( v \) be a vertex of \( Q \). If \( \mathcal{W} \in \text{LP}(\mathcal{W})_v \) then \( v \in H \) and \( \phi_v^u(V_{2m}^{2m}) = 0 \) for each other vertex \( u \) of \( Q \). In particular, \( \text{LP}(\mathcal{W})^*_u \cap \text{LP}(\mathcal{W})^*_v = \emptyset \).

**Proof.** If \( \mathcal{W} \in \text{LP}(\mathcal{W})^*_v \) then \( \phi_v^u(V_{2m}^{2m}) = V_{2m}^{2m} \) and hence \( \mathcal{W} \not\subseteq \text{LP}(\mathcal{W})^*_v \) for each vertex \( u \) distinct from \( v \) because \( \phi_v^u(V_{2m}^{2m}) = 0 \). The latter is a closed condition, and thus holds as well if \( \mathcal{W} \in \text{LP}(\mathcal{W})_v \). Since \( \phi_v^z(V_{2m}^{2m}) \) is nonzero for some \( z \in H \), it follows that \( v \in H \). \( \square \)

6. **Linked projective spaces of exact linked nets**

**Definition 6.1.** Let \( \mathcal{W} \) be a pure nontrivial finitely generated weakly linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver \( Q \). For each finite subset of vertices \( H \) of \( Q \), put

\[
\text{LP}(\mathcal{W})_H := \bigcap_{v \in H} \text{LP}(\mathcal{W})_v \quad \text{and} \quad \text{LP}(\mathcal{W})^*_H := \text{LP}(\mathcal{W})_H - \bigcup_{v \not\in H} \text{LP}(\mathcal{W})_v.
\]

**Proposition 6.2.** Let \( \mathcal{W} \) be a pure nontrivial exact finitely generated linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver \( Q \). Let \( H \) be a finite set of vertices of \( Q \). Then

\[
\text{LP}(\mathcal{W})^*_H = \left\{ \mathcal{W} \in \text{LP}(\mathcal{W}) \middle| \mathcal{W} \text{ is minimally 1-generated by } H \right\}.
\]

Furthermore, \( \text{LP}(\mathcal{W})^*_H \) is open and dense in \( \text{LP}(\mathcal{W})_H \).

**Proof.** Let \( \mathcal{W} \in \text{LP}(\mathcal{W}) \). By Theorem 3.6 there are vertices \( u_1, \ldots, u_r \) forming an oriented polygon \( \Delta \) minimally 1-generating \( \mathcal{W} \). For each \( i = 1, \ldots, r \), let \( s_i \) be a generator of \( V_{2m}^{2m} \). For each \( i, j \in \{1, \ldots, r\} \), let \( \psi_j^i \) be a map representing \( \phi_{uj}^z \). For convenience, put \( u_{j+1} := u_1 \) and \( s_{r+1} := s_1 \), and let \( \psi_j^{r+1} := \psi_j^1 \) for each \( j \).

By Lemma 3.4 we have \( \psi_j^i(s_i) = 0 \) for each distinct \( i, j \). Since \( \mathcal{W} \) is exact, there
is \( s^i \in V_{u_i}^{\mathfrak{W}} \) for each \( i = 1, \ldots, r \) such that \( s_i = \psi_{i+1}^{i+1}(s^{i+1}) \) for each \( i \), where for convenience we put \( s^{r+1} := s_1 \).

We claim that \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{\Delta} \), or equivalently, \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{u_i} \) for each \( i \). Reordering the vertices \( u_j \) if necessary, it is enough to show that \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{u_1} \). For each \( t \in k \), let \( \mathfrak{W}' \) be the subnet of \( \mathfrak{W} \) generated by

\[
s^t := \sum_{\ell=2}^{r+1} t^{\ell-2} \psi_1^\ell(s^\ell) \in V_{u_1}^{\mathfrak{W}}.
\]

That \( \mathfrak{W}' \) is indeed a subnet of \( \mathfrak{W} \) follows from [8], Prop. 7.1. To prove the claim we will show that \( \mathfrak{W}' \in \mathbb{L}^p(\mathcal{U})_{u_1}^* \) for a general \( t \) and \( \mathfrak{W} = \lim_{t \to 0} \mathfrak{W}' \). Indeed, since \( \mathfrak{W} \) is pure and finitely generated, it is enough to show that for each vertex \( z \), the space \( V_z^{\mathfrak{W}'} \) is nonzero for a general \( z \). Now, for each vertex \( z \) there is \( j \in \{1, \ldots, r\} \) such that \( u_j \) is the shadow of \( z \) in \( \Delta \). Then \( V_z^{\mathfrak{W}'} = \phi_z^{u_j}(k_{s_j}) \) and \( V_z^{\mathfrak{W}'} = \phi_z^{u_j}(k_{\psi_j^i(s')}) \). But

\[
\psi_j^i(s') = \sum_{i=2}^{r+1} t^{\ell-2} \psi_j^\ell(s^\ell) = \sum_{j=1}^{r+1} t^{\ell-2} \psi_j^\ell(s^\ell) = t^{j-1}s_j + \sum_{j=1}^{r+1} t^{\ell-2} \psi_j^\ell(s^\ell).
\]

Since \( \phi_z^{u_j}(k_{s_j}) \neq 0 \), we have \( \phi_z^{u_j}(k_{\psi_j^i(s')}) \neq 0 \) for general \( t \), and thus \( V_z^{\mathfrak{W}'} \neq 0 \), as wished. Furthermore, \( V_z^{\mathfrak{W}'} = \lim_{t \to 0} V_z^{\mathfrak{W}'} \), finishing the proof of the claim.

Moreover, it follows from Proposition 5.6 that \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{\Delta}^* \). Thus, if \( \mathfrak{W} \) is minimally 1-generated by \( H \) then \( H = \Delta \) by Lemma 3.4 and hence \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{H}^* \).

Conversely, if \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{H}^* \) then \( H \subseteq \Delta \) by Proposition 5.6 again. Moreover, if \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{H}^* \), then \( \mathfrak{W} \not\in \mathbb{L}^p(\mathcal{U})_{Z} \) for each \( Z \in \Delta - H \). But \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{\Delta} \) by our claim, whence \( \Delta = H \). Thus \( \mathfrak{W} \) is minimally 1-generated by \( H \). We have proved the first statement of the proposition.

As for the second statement, since \( \mathfrak{W} \) is finitely generated, only finitely many \( \mathbb{L}^p(\mathcal{U})_{\nu} \) are nonempty, and thus \( \mathbb{L}^p(\mathcal{U})_{H} \) is clearly open in \( \mathbb{L}^p(\mathcal{U})_{\nu} \). We have to prove it is dense.

Assume \( \mathfrak{W} \in \mathbb{L}^p(\mathcal{U})_{H} \). We will prove that \( \mathfrak{W} \) is in the closure of \( \mathbb{L}^p(\mathcal{U})_{H}^* \). Now, \( H \subseteq \Delta \) by Proposition 5.6. So there is a subsequence \( \{p_1, \ldots, p_m\} \) of \( \{1, \ldots, r\} \) such that \( H = \{u_{p_1}, \ldots, u_{p_m}\} \). Up to reordering the \( u_i \) we may assume \( p_1 = 1 \). For convenience, put \( p_{m+1} := r+1 \). For each \( t \in K \), let \( \mathfrak{U}' \) be the subnet of \( \mathfrak{W} \) generated by \( s_1^t, \ldots, s_{m}^t \), where

\[
s_i^t := \sum_{p_i < \ell \leq p_{i+1}} t^{\ell-p_i-1} \psi_{p_i}^\ell(s^\ell) \in V_{u_{p_i}}^{\mathfrak{W}}
\]

for \( i = 1, \ldots, m \). That \( \mathfrak{U}' \) is indeed a subnet of \( \mathfrak{W} \) follows from [8], Prop. 7.1.

Now, \( H \) is a polygon because \( H \subseteq \Delta \), and thus \( P(H) = H \) by [8], Prop. 5.10. Since \( \mathfrak{U}' \) is generated by \( H \) it follows from [8], Prop. 6.4, that \( \mathfrak{U}' \) is 1-generated by \( H \) for each \( t \). It is minimally so, because \( \psi_{p_i}^{p_i}(s_i^t) = 0 \) for each distinct \( i, j \). If we show that \( \mathfrak{U}' \in \mathbb{L}^p(\mathcal{U}) \) for general \( t \) and \( \mathfrak{W} = \lim_{t \to 0} \mathfrak{U}' \), it will thus follow, as
we have seen for \( \mathcal{W} \), that \( \mathcal{W}' \in \mathbb{LP}(\mathcal{W})^*_H \) and hence that \( \mathcal{W} \) lies in the closure of \( \mathbb{LP}(\mathcal{W})^*_H \), as wished.

As before, for each vertex \( z \) of the quiver, there is \( j \in \{1, \ldots, r\} \) such that \( u_j \) is the shadow of \( z \) in \( \Delta \). Then
\[
V^m_z = \varphi^{u_j}_z(ks_j) \quad \text{and} \quad V^m_z = \sum_{i=1}^{m} \varphi^{u_j}_z(k\psi^{v_i}_j(s^i_t)).
\]

Let \( q \in \{1, \ldots, m\} \) such that \( p_q \leq j < p_{q+1} \). Then \( \psi^{v_i}_j \psi^{v_k}_j(0) = 0 \) for each \( i = 1, \ldots, m \) and \( \ell \in (p_i, p_{i+1}) \), unless \( i = q \) and \( \ell > j \), in which case \( \psi^{v_i}_j \psi^{v_k}_j = \psi^{v_k}_j \). It follows that \( \psi^{v_i}_j(s^i_t) = 0 \) for each \( i = 1, \ldots, m \), unless \( i = q \). Also,
\[
\psi^{v_i}_j(s^i_t) = \sum_{j<\ell \leq p_{q+1}} t^{\ell-p_q-1}\psi^{v_k}_j(s^\ell_t) = t^{\ell-p_q} s_j + \sum_{j+1<\ell \leq p_{q+1}} t^{\ell-p_q-1}\psi^{v_k}_j(s^\ell_t).
\]

Since \( \varphi^{u_j}_z(ks_j) \neq 0 \), it follows that \( V^m_z \) has dimension 1 for general \( t \). Furthermore, \( V^m_z = \lim_{t \to 0} V^m_z \). Since \( \mathcal{W} \) is pure and finitely generated, \( \mathcal{W}' \in \mathbb{LP}(\mathcal{W}) \) for general \( t \) and \( \mathcal{W} = \lim_{t \to 0} \mathcal{W}' \), as wished. \( \square \)

**Proposition 6.3.** Let \( \mathcal{W} \) be a pure nontrivial exact finitely generated linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver \( Q \). Let \( H \) be a finite collection of vertices 1-generating \( \mathcal{W} \). Let \( v_1, \ldots, v_m \) be distinct vertices of \( Q \). Then the intersection \( \mathbb{LP}(\mathcal{W})_{v_1} \cap \cdots \cap \mathbb{LP}(\mathcal{W})_{v_m} \) is nonempty only if \( \{v_1, \ldots, v_m\} \) is a polygon contained in \( H \).

**Proof.** By Proposition 6.2, the \( \mathcal{W} \in \mathbb{LP}(\mathcal{W}) \) minimally 1-generated by \( \{v_1, \ldots, v_m\} \) form a dense subset of \( \mathbb{LP}(\mathcal{W})_{v_1} \cap \cdots \cap \mathbb{LP}(\mathcal{W})_{v_m} \). If the intersection is nonempty, so is the subset, and hence \( \{v_1, \ldots, v_m\} \) is a polygon by Theorem 3.6. As the \( \mathcal{W} \) are also 1-generated by \( H \) we must have \( \{v_1, \ldots, v_m\} \subseteq H \) by Lemma 3.4. \( \square \)

**Theorem 6.4.** Let \( \mathcal{W} \) be a pure nontrivial exact finitely generated linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver. Then \( \mathbb{LP}(\mathcal{W}) \) is generically nonsingular of pure dimension \( \dim(\mathbb{LP}(\mathcal{W})) - 1 \), its irreducible components are rational and equal to the nonempty \( \mathbb{LP}(\mathcal{W})_v \), and the set of exact points on \( \mathbb{LP}(\mathcal{W}) \) is its nonsingular locus.

**Proof.** It follows from [8] Thm. 7.8 that the exact points on \( \mathbb{LP}(\mathcal{W}) \) lie on the union \( \bigcup \mathbb{LP}(\mathcal{W})^*_v \), which is contained in the nonsingular locus of \( \mathbb{LP}(\mathcal{W}) \) by Proposition 5.5. Furthermore, the nonexact points are minimally 1-generated by at least two vertices, by [8], Prop. 7.6, and thus lie on the intersection of at least two of the \( \mathbb{LP}(\mathcal{W})_v \) by Proposition 6.2. Then
\[
(5) \quad \mathbb{LP}(\mathcal{W}) = \bigcup_{v \in H} \mathbb{LP}(\mathcal{W})_v,
\]
where \( H \) is a finite set 1-generating \( \mathcal{W} \), and the nonexact points are singular points on \( \mathbb{LP}(\mathcal{W}) \), in particular, not on \( \bigcup \mathbb{LP}(\mathcal{W})^*_v \). It follows that the nonsingular locus of \( \mathbb{LP}(\mathcal{W}) \) is \( \bigcup \mathbb{LP}(\mathcal{W})^*_v \), which is also the set of exact points. The remaining statements follow from (5) and Proposition 5.5. \( \square \)
7. The shadow partition

**Definition 7.1.** Let $H$ be a nonempty set of vertices of a $\mathbb{Z}^n$-quiver $Q$ such that $P(H) = H$. For each $w \in H$, let $R_w$ be the set of vertices $v$ of $Q$ having shadow $w$ in $H$. We call it the *shadow region* of $w$. The collection of shadow regions is called the *shadow partition* associated to $H$.

The following proposition justifies the definition.

**Proposition 7.2.** Let $H$ be a non-empty set of vertices of a $\mathbb{Z}^n$-quiver $Q$ such that $P(H) = H$. Then the shadow regions $R_w$ for $w \in H$ form a nontrivial partition of the vertex set of $Q$. Furthermore, $R_w \cap H = \{w\}$ for each $w \in H$.

**Proof.** The first statement is simply a rephrasing of a consequence of [8], Prop. 5.7, the fact that each vertex has a unique shadow in $H$. As for the second statement, it follows from the fact that the shadow of $v$ in $H$ is $v$ for each $v \in H$. \qed

See Figure 6 for the case where $n = 2$ and $H$ is a triangle.

![Figure 6. The shadow partition of a triangle.](image)

Recall that a sequence of vertices $w_1, \ldots, w_m$ is said to *form an oriented polygon* if there is a sequence $I_1, \ldots, I_m$ of pairwise disjoint collections of arrow types such that $I_1 \cup \cdots \cup I_m$ is the complete arrow type set and $w_{i+1} = I_i \cdot w_i$ for each $i = 1, \ldots, m - 1$. Actually, it was required that the $I_i$ be nonempty. We drop this requirement here, and say that $w_1, \ldots, w_m$ *form an irredundant oriented polygon* if all the $I_i$ are non-empty.

**Lemma 7.3.** Let $H$ be a non-empty set of vertices of a $\mathbb{Z}^n$-quiver $Q$ such that $P(H) = H$. Let $v_0, \ldots, v_m$ be vertices of $Q$ forming an oriented polygon. Let $w_0, \ldots, w_m$ be the sequence of their respective shadows in $H$. Then $w_0, \ldots, w_m$ form an oriented polygon.
Proof. We may assume that \( v_0, \ldots, v_m \) form an irredundant oriented polygon. By adding the intermediate vertices in picked admissible paths between the vertices \( v_i \), we may in addition suppose that \( m = n \).

For each \( i = 0, \ldots, n - 1 \), let \( a_i \) be the arrow connecting \( v_i \) to \( v_{i+1} \), and \( a_n \) that connecting \( v_n \) to \( v_0 \). For each \( i = 0, \ldots, n \), let \( \gamma_i \) be an admissible path connecting \( w_i \) to \( v_i \). For each \( i = 0, \ldots, n - 1 \), let \( \rho_i \) be an admissible path connecting \( w_i \) to \( w_{i+1} \), and \( \rho_n \) one connecting \( w_n \) to \( w_0 \).

Observe that \( \gamma_{i+1}\rho_i \) is admissible for each \( i = 0, \ldots, n \), by the defining property of the shadow \( w_{i+1} \) of \( v_{i+1} \), where we put \( \gamma_n+1 := \gamma_0, w_{n+1} := w_0 \) and \( v_{n+1} := v_0 \).

If all the \( \rho_i \) are trivial, then all the \( w_i \) coincide, and then clearly \( w_0, \ldots, w_n \) form an oriented polygon. We may now suppose one of the \( \rho_i \) is nontrivial. Up to shifting, we may suppose \( \rho_0 \) is nontrivial. We will show now that \( \rho_n \cdots \rho_1\rho_0 \) is a minimal circuit, which will end the proof.

Let \( a_0 \) be the arrow type of \( a_0 \). Of course, \( \rho_n \cdots \rho_1\rho_0 \) is a nontrivial circuit. It will thus be enough to show that \( \rho_0 \) contains at most one arrow of type \( a_0 \) and that \( \rho_i \) does not contain any for any \( i > 0 \).

Indeed, if \( \gamma_0 \) contained an arrow of type \( a_0 \), then \( w_0 \) would be the shadow of \( v_1 \) in \( H \), contradicting \( w_1 \neq w_0 \). Similarly if \( \gamma_1 \) contained an arrow of type \( a_0 \), then there would be a path \( \nu \) connecting \( w_1 \) to \( v_0 \) such that \( a_0\nu \) has the same type as \( \nu_1 \), and hence \( w_1 \) would be the shadow of \( v_0 \) in \( H \), contradicting \( w_1 \neq w_0 \). Then \( a_0\gamma_0 \) contains at most one arrow of type \( a_0 \), and thus so does \( \rho_0 \), as \( a_0\gamma_0 \) and \( \gamma_1\rho_0 \) connect the same vertices but the latter is admissible.

Suppose \( \gamma_i \) contains no arrow of type \( a_0 \) for a certain \( i \in \{1, \ldots, n\} \). Then \( a_i\gamma_i \) is admissible, and thus of the same type as \( \gamma_{i+1}\rho_i \). It follows that neither \( \rho_i \) nor \( \gamma_{i+1} \) contains an arrow of type \( a_0 \). By induction, \( \gamma_i \) contains no arrow of type \( a_0 \) for any \( i \), and neither does \( \rho_i \) for \( i = 1, \ldots, n \). \( \square \)

Lemma 7.4. Let \( H \) be a non-empty set of vertices of a \( \mathbb{Z}^n \)-quiver \( Q \) such that \( P(H) = H \). Let \( \mu := \alpha_m \cdots \alpha_1 \) for paths \( \alpha_i \) of \( Q \). For each \( i = 1, \ldots, m \) let \( v_i \) be the initial vertex of \( \alpha_i \) and \( v_{m+1} \) be the final vertex of \( \alpha_m \). For each \( i = 1, \ldots, m+1 \), let \( w_i \) be the shadow of \( v_i \) in \( H \) and \( \gamma_i \) an admissible path connecting \( w_i \) to \( v_i \). For each \( i = 1, \ldots, m \) let \( \rho_i \) be an admissible path connecting \( w_i \) to \( w_{i+1} \). Put \( \rho := \rho_m \cdots \rho_1 \). Then the length of \( \mu\gamma_1 \) is at least that of \( \gamma_{m+1}\rho \), with equality if and only if \( \alpha_i\gamma_i \) is admissible for each \( i \). In particular, if \( \mu\gamma_1 \) is admissible then equality holds and \( \rho \) is admissible. Conversely, if \( \rho \) is admissible, and equality holds, then \( \mu\gamma_1 \) is admissible.

Proof. By the defining property of the shadow, the concatenation \( \gamma_{i+1}\rho_i \) is admissible for each \( i = 1, \ldots, m \). Since it connects the same vertices as \( \alpha_i\gamma_i \), the length of the latter is at least that of the former, being equal if and only if \( \alpha_i\gamma_i \) is admissible. Then the lengths of the following concatenations form an increasing sequence,

\[
\gamma_{m+1}\rho, \ \alpha_m\gamma_m\rho_{m-1} \cdots \rho_1, \ \alpha_m\alpha_{m-1}\gamma_{m-1}\rho_{m-2} \cdots \rho_1, \ \mu\gamma_1,
\]

which is constant, or equivalently, the length of \( \mu\gamma_1 \) is equal to that of \( \gamma_{m+1}\rho \), if and only if \( \alpha_i\gamma_i \) is admissible for each \( i \). The first statement is proved.
If \( \mu \gamma_1 \) is admissible, since \( \gamma_{m+1} \rho \) does not have bigger length, \( \gamma_{m+1} \rho \) is admissible as well, and hence has the same length as \( \mu \gamma_1 \) and \( \rho \) is admissible. On the other hand, if \( \rho \) is admissible then so is \( \gamma_{m+1} \rho \), by the defining property of the shadow. If in addition \( \mu \gamma_1 \) and \( \gamma_{m+1} \rho \) have equal lengths, then \( \mu \gamma_1 \) is admissible. \( \square \)

Let \( \mathfrak{U} \) be a weakly linked net of objects in a \( k \)-linear Abelian category \( \mathcal{A} \) over a \( \mathbb{Z}^n \)-quiver \( Q \). Let \( H \) be a nonempty set of vertices of \( Q \) such that \( P(H) = H \). We define a representation \( \mathfrak{U}_H \) of \( Q \) in \( \mathcal{A} \) associated to \( \mathfrak{U} \) and \( H \) as follows. First, for each vertex \( v \in V \), set \( V^\mathfrak{U}_H := V^\mathfrak{U}_{w_v} \), where \( w_v \) is the shadow of \( v \) in \( H \). Second, given an arrow \( a \) of \( Q \), let \( v_1 \) and \( v_2 \) be its initial and final vertices, and \( w_1 \) and \( w_2 \) their respective shadows in \( H \). If there is no admissible path from \( w_1 \) to \( w_2 \) through \( v_1 \), put \( \varphi_a^\mathfrak{U}_H := 0 \); otherwise, let \( \varphi_a^\mathfrak{U}_H \) be any map with class \( [\varphi_a^\mathfrak{U}] \), where \( \rho \) is an admissible path from \( w_1 \) to \( w_2 \). Notice that, at any rate, there is an admissible map from \( w_1 \) to \( w_2 \), by the defining property of a shadow.

**Lemma 7.5.** Let \( \mathfrak{U} \) be a weakly linked net over a \( \mathbb{Z}^n \)-quiver \( Q \) and \( H \) a nonempty set of vertices of \( Q \) such that \( P(H) = H \). Let \( \mu \) be a path in \( Q \). Let \( u \) and \( v \) be its initial and final vertices, and \( w \) and \( z \) their respective shadows in \( H \). Let \( \gamma \) (resp. \( \epsilon \)) be an admissible path connecting \( w \) to \( u \) (resp. \( w \) to \( z \)). Then:

1. If \( \varphi_{\gamma}^\mathfrak{U}_H \neq 0 \) then \( \mu \gamma \) is admissible.
2. If \( \mu \gamma \) is admissible then \( [\varphi_{\gamma}^\mathfrak{U}_H] = [\varphi_{\epsilon}^\mathfrak{U}] \).

**Proof.** Write \( \mu = \alpha_m \cdots \alpha_1 \) for arrows \( \alpha_i \) of \( Q \), and keep the notation as in Lemma 7.4. If \( \varphi_{\alpha_i}^\mathfrak{U}_H \neq 0 \) then \( \varphi_{\alpha_i}^\mathfrak{U} \neq 0 \) for each \( i \) and thus, by definition of \( \mathfrak{U}_H \), the concatenation \( \alpha_i \gamma_i \) is admissible for each \( i \). It follows from Lemma 7.4 that \( \mu \gamma \) has the same length as \( \gamma_{m+1} \rho \). Since the latter is admissible, so is \( \mu \gamma \).

On the other hand, if \( \mu \gamma \) is admissible, then \( \alpha_i \gamma_i \) is admissible for each \( i \) and \( \rho_m \cdots \rho_1 \) is admissible, again by Lemma 7.4. Then, by definition of \( \mathfrak{U}_H \), the map \( \varphi_{\rho_m}^\mathfrak{U}_H \) has the same class as \( \varphi_{\rho_m}^\mathfrak{U} \cdots \varphi_{\rho_1}^\mathfrak{U} \), whose class is equal to that of \( \varphi_{\epsilon}^\mathfrak{U} \) because \( \epsilon \) and \( \rho_m \cdots \rho_1 \) are admissible and connect the same two vertices. \( \square \)

**Definition 7.6.** Two distinct vertices \( v_1 \) and \( v_2 \) of a \( \mathbb{Z}^n \)-quiver \( Q \) are said to be **weakly neighbors** if they are a vertex \( v \) of \( Q \) and simple admissible paths \( \gamma_1 \) and \( \gamma_2 \) connecting \( v \) to \( v_1 \) and \( v_2 \), respectively, with no arrow type in common. We call \( v \) a bridge of \( v_1 \) and \( v_2 \).

**Proposition 7.7.** Two neighbors are weakly neighbors, and their bridges are themselves. In particular, the set of bridges of all pairs of vertices in a polygon is the polygon itself.

**Proof.** Let \( v_1 \) and \( v_2 \) be neighbors. Then there are simple admissible paths \( \mu \) and \( \nu \) connecting \( v_1 \) to \( v_2 \) and \( v_2 \) to \( v_1 \), respectively, whose essential types \( I_{\mu} \) and \( I_{\nu} \) form a partition of the set of arrow types of the quiver. Clearly, \( v_1 \) and \( v_2 \) are bridges of \( v_1 \) and \( v_2 \). If there were a bridge \( v \) distinct from \( v_1 \) and \( v_2 \), then a simple admissible path \( \gamma_1 \) (resp. \( \gamma_2 \)) connecting \( v \) to \( v_1 \) (resp. \( v_2 \)) would have essential type \( I_{\gamma_1} \) (resp. \( I_{\gamma_2} \)) containing \( I_{\nu} \) (resp. \( I_{\mu} \)), because \( I_{\gamma_1} \cap I_{\gamma_2} = \emptyset \) and thus neither \( \mu \gamma_1 \) ...
nor \( \nu \gamma \) could be admissible. But since \( I_{\gamma_1} \cap I_{\gamma_2} = \emptyset \), we would have that \( I_{\gamma_1} = I_{\nu} \) and \( I_{\gamma_2} = I_{\mu} \), and hence \( v = v_2 \) and \( v = v_1 \), a contradiction.

**Proposition 7.8.** Let \( \mathcal{U} \) be a weakly linked net over a \( \mathbb{Z}^n \)-quiver \( Q \) and \( H \) a non-empty set of vertices of \( Q \) such that \( P(H) = H \). Then:

1. \( \mathcal{U}_H \) is a weakly linked net over \( Q \) generated by \( H \).
2. If \( \mathcal{U} \) is pure (resp. exact), so is \( \mathcal{U}_H \).
3. If \( \mathcal{U} \) is a linked net, and every bridge between weakly neighbors of \( H \) is in \( H \), then \( \mathcal{U}_H \) is a linked net as well.

**Proof.** First, let \( v_1 \) and \( v_2 \) be vertices of \( Q \) and \( w_1 \) and \( w_2 \) their respective shadows in \( H \). Let \( \gamma \) be an admissible path connecting \( w_1 \) to \( v_1 \). Given two paths \( \mu_1, \mu_2 \) connecting \( v_1 \) to \( v_2 \) with \( \mu_2 \) admissible, if \( \varphi_{\mu_1}^{\mathcal{U}_H} \) is nonzero then it follows from Lemma 7.5 that \( \mu_1 \gamma \) is admissible and \( [\varphi_{\mu_1}^{\mathcal{U}_H}] = \varphi_{w_1}^{w_2} \). In particular, also \( \mu_1 \) is admissible and thus has the same type as \( \mu_2 \). Then \( \mu_2 \gamma \) is admissible and thus \( [\varphi_{\mu_2}^{\mathcal{U}_H}] = \varphi_{w_1}^{w_2} \), by the same lemma. Thus \( \varphi_{\mu_2}^{\mathcal{U}_H} \) is a scalar multiple of \( \varphi_{\mu_1}^{\mathcal{U}_H} \).

Second, if \( \mu \) is a minimal circuit, then \( \mu \) is not admissible, and thus \( \varphi_{\mu}^{\mathcal{U}_H} = 0 \) by Lemma 7.5. It follows that \( \mathcal{U}_H \) is a weakly linked net.

Third, for each vertex \( v \) of \( Q \), let \( w \) be its shadow in \( H \) and let \( \gamma \) be an admissible path connecting \( w \) to \( v \). Then each vertex on \( \gamma \) has \( w \) as shadow in \( H \). It follows directly from the definition that \( \varphi_{\gamma}^{\mathcal{U}_H} \) is the identity map, whence an isomorphism. So \( \mathcal{U}_H \) is 1-generated by \( H \). Statement (1) is proved.

As for Statement (2), if \( \mathcal{U} \) is pure, so is \( \mathcal{U}_H \) because the objects associated to \( \mathcal{U}_H \) are among those associated to \( \mathcal{U} \). Suppose \( \mathcal{U} \) is exact. Let \( v_1 \) and \( v_2 \) be neighboring vertices of \( Q \). Let \( \mu_1 \) be an admissible simple path connecting \( v_1 \) to \( v_2 \) and \( \mu_2 \) a reverse path. For each \( i = 1, 2 \), let \( w_i \) be the shadow of \( v_i \) and \( \gamma_i \) an admissible path connecting \( w_i \) to \( v_i \). Since \( \mathcal{U}_H \) is a weakly linked net,

\[
\text{Ker}(\varphi_{\mu_2}^{\mathcal{U}_H}) \supseteq \text{Im}(\varphi_{\gamma}^{\mathcal{U}_H}).
\]

We need to show equality.

If both \( \mu_1 \gamma_1 \) and \( \mu_2 \gamma_2 \) are admissible, then \( \varphi_{\mu_1}^{\mathcal{U}_H} \) has class \( \varphi_{w_1}^{w_2} \) whereas \( \varphi_{\mu_2}^{\mathcal{U}_H} \) has class \( \varphi_{w_2}^{w_1} \). Now, \( w_1, w_2 \) form an oriented polygon by Lemma 7.3. Also, \( w_1 \neq w_2 \) by \( \mathbb{S} \), Lem. 5.2, since \( v_1 \) and \( v_2 \) are neighbors and \( \mu_1 \gamma_1 \) and \( \mu_2 \gamma_2 \) are admissible. Since \( \mathcal{U} \) is exact, \( \text{Im}(\varphi_{w_1}^{w_2}) = \text{Ker}(\varphi_{w_2}^{w_1}) \), from which (6) follows.

If \( \mu_2 \gamma_2 \) is not admissible, then the essential type of \( \mu_1 \) is contained in that of \( \gamma_2 \). Since \( \mu_1 \) is simple, there is an admissible path \( \gamma'_2 \) connecting \( w_2 \) to \( v_1 \) such that \( \mu_1 \gamma'_2 \) has the same type as \( \gamma_2 \). But then \( w_2 \) is the shadow of \( v_1 \) in \( H \) and thus \( w_1 = w_2 \). The same conclusion is reached if \( \mu_1 \gamma_1 \) is not admissible, the remaining case to argue. So we may assume \( w_1 = w_2 \).

Equality in (6) follows now because either \( \varphi_{\mu_1}^{\mathcal{U}_H} \) or \( \varphi_{\mu_2}^{\mathcal{U}_H} \) is the identity map. Indeed, since \( w_1 = w_2 \), and since \( v_1 \) and \( v_2 \) are neighbors, \( \mathbb{S} \), Lem. 5.2, implies that either \( \mu_1 \gamma_1 \) is admissible or \( \mu_2 \gamma_2 \) is admissible.

If \( \mu_1 \gamma_1 \) is admissible, it has the same type as \( \gamma_2 \), which connects \( w_2 \), the shadow of \( v_2 \) in \( H \), to \( v_2 \). It follows that all vertices on \( \mu_1 \gamma_1 \) have shadow \( w_2 \) in \( H \) as well. But \( w_2 = w_1 \). From the definition of \( \mathcal{U}_H \), the map \( \varphi_{\mu_1}^{\mathcal{U}_H} \) is the identity map.
Similarly, if \( \mu_2 \gamma_2 \) is admissible then \( \varphi_{\mu_2}^{H} \) is the identity map. Statement (2) is proved.

Finally, assume \( \mathfrak{U} \) is a linked net. Let \( \mu_1 \) and \( \mu_2 \) be simple admissible paths leaving the same vertex \( v \) of \( Q \) with no arrow type in common. By [8], Lem. 6.6, to prove that \( \mathfrak{U}_H \) is a linked net, it is enough to show that

\[
\text{Ker}(\varphi_{\mu_1}^{H}) \cap \text{Ker}(\varphi_{\mu_2}^{H}) = 0.
\]

Let \( v_1 \) and \( v_2 \) denote the respective final vertices of \( \mu_1 \) and \( \mu_2 \). Let \( w, w_1, w_2 \) denote the respective shadows of \( v, v_1, v_2 \) in \( H \). Let \( \gamma \) be an admissible path connecting \( w \) to \( v \). Since \( \mu_1 \) and \( \mu_2 \) have no arrow type in common, \( \mu_1 \gamma \) or \( \mu_2 \gamma \) is admissible.

Suppose first that one of them is not, say \( \mu_1 \gamma \) is not admissible. From Lemma [7.5], we get \( \varphi_{\mu_1}^{H} = 0 \). But also, the essential type of \( \mu_2 \) is contained in that of \( \gamma \). Then \( w \) is the shadow of \( v_2 \) in \( H \), that is \( w = w_2 \) and hence \( \varphi_{\mu_2}^{H} \) is the identity, by definition of \( \mathfrak{U}_H \). So \( \text{Ker}(\varphi_{\mu_1}^{H}) \cap \text{Ker}(\varphi_{\mu_2}^{H}) = 0 \).

Suppose now that both \( \mu_1 \gamma \) and \( \mu_2 \gamma \) are admissible. By Lemma [7.5]
\[
\text{Ker}(\varphi_{\mu_1}^{H}) \cap \text{Ker}(\varphi_{\mu_2}^{H}) = \text{Ker}(\varphi_{w_1}^{w}) \cap \text{Ker}(\varphi_{w_2}^{w}).
\]

If \( w_1 = w \) or \( w_2 = w \) then the above intersection is clearly zero.

Suppose \( w_1 \neq w \) and \( w_2 \neq w \). Let \( \rho_i \) be an admissible path connecting \( w \) to \( w_i \) for \( i = 1, 2 \). The paths \( \rho_i \) are simple by Lemma [7.3]. Since \( \mu_1 \gamma \) and \( \mu_2 \gamma \) are admissible, and \( \mu_1 \) and \( \mu_2 \) have no arrow types in common, it follows from Lemma [7.4] that the intersection of the essential types of \( \rho_1 \) and \( \rho_2 \) is contained in the essential type of \( \gamma \). Thus we may choose the \( \rho_i \) and \( \gamma \) such that \( \rho_i = \rho_i' \gamma \) and \( \gamma = \gamma'' \gamma' \) for a path \( \gamma' \) such that \( \rho_1' \) and \( \rho_2' \) have no arrow type in common. But then the final vertex \( z \) of \( \gamma' \) is a bridge of \( w_1 \) and \( w_2 \). If \( H \) is closed under adding bridges then \( z \in H \). But lies on \( \gamma \), which connects \( w \), the shadow of \( v \) in \( H \), to \( v \). Thus \( z = w \), that is, \( \gamma' \) is trivial and hence \( \rho_1 \) and \( \rho_2 \) have no arrow type in common. Since \( \mathfrak{U} \) is a linked net,
\[
\text{Ker}(\varphi_{w_1}^{w}) \cap \text{Ker}(\varphi_{w_2}^{w}) = \text{Ker}(\varphi_{\rho_1}) \cap \text{Ker}(\varphi_{\rho_2}) = 0.
\]
Statement (3) is proved. \( \square \)

8. \( \mathbb{LP}(\mathfrak{U}) \) is a local complete intersection

**Lemma 8.1.** Let \( \mathfrak{U} \) be a pure nontrivial exact linked net of vector spaces over a \( \mathbb{Z}^n \)-quiver \( Q \). If \( \mathfrak{U} \) is generated by a polygon then \( \mathbb{LP}(\mathfrak{U}) \) is a local complete intersection.

**Proof.** Let \( v_0, \ldots, v_n \) be vertices of \( Q \) forming an oriented \( (n + 1) \)-gon \( \Delta \) generating \( \mathfrak{U} \). For convenience, put \( v_{n+1} := v_0 \). Let \( r := \dim(\mathfrak{U}) \).

As \( \mathfrak{U} \) is exact, it follows from [3], Prop. 9.1, that \( \mathfrak{U} \) is the direct sum of locally finite exact linked nets \( \mathfrak{U}_1, \ldots, \mathfrak{U}_r \) of vector spaces of dimension 1. Since \( \mathfrak{U} \) is 1-generated by \( \Delta \), so are the \( \mathfrak{U}_j \). By [3], Prop. 7.6, the net \( \mathfrak{U}_j \) is generated by \( v_{\ell_j} \) for some \( \ell_j \in \{0, \ldots, n\} \) for each \( j = 1, \ldots, r \); let \( s_j \in V_{v_{\ell_j}}^{\mathfrak{U}_j} \) be a generator. For
each \( \ell = 0, \ldots, n \), let \( r_\ell := \# \{ j \mid \ell_j = \ell \} \). Clearly, \( \sum r_\ell = r \). The \( s_j \) induce a basis for \( V_{i,0}^n \) for each \( i = 0, \ldots, n \), and thus a decomposition \( V_{i,0}^n = V_{i,0} \oplus \cdots \oplus V_{i,n} \), where \( V_{i,\ell} \) is the subspace generated by the \( \varphi_{i,\ell}^n(s_j) \) for all \( j \) with \( \ell_j = \ell \), for \( \ell = 0, \ldots, n \); each \( V_{i,\ell} \) has dimension \( r_\ell \).

For each \( i = 0, \ldots, n \), the map \( \varphi_{i+1}^n \) can then be represented by a diagonal matrix \( M_i \). For \( i = 0, \ldots, n - 1 \), all of its entries are 1 but those in positions \( r_0 + \cdots + r_i + j \) for \( j = 1, \ldots, r_{i+1} \), which are 0. The matrix \( M_n \) has all of its entries 1 but those in positions \( 1, \ldots, r_0 \).

Let \( G \) be the product of \( n + 1 \) copies of \( \mathbb{P}^{r-1} \). As \( \Delta \) is equal to its hull, we have that \( \mathbb{L}^p(G) \) is isomorphic to the subscheme \( X \) of points \( ([x_0], \ldots, [x_n]) \in G \) satisfying the equations

\[
M_0 x_0 \wedge x_1 = 0, \ldots, M_{n-1} x_{n-1} \wedge x_n = 0, \quad M_n x_n \wedge x_0 = 0.
\]

We need only prove \( X \) is a local complete intersection.

Since \( G \) is smooth with

\[
\dim G = (n + 1)(r - 1) = (nr - n) + (r - 1),
\]

and since \( X \) has pure dimension \( r - 1 \), because so has \( \mathbb{L}^p(G) \) by Theorem 6.4, we need only prove that \( X \) is locally given by \( nr - n \) equations.

Write \( x_i = (x_{i,0}, \ldots, x_{i,n}) \) for each \( i = 0, \ldots, n \), and \( x_{i,\ell} = (x_{i,\ell,1}, \ldots, x_{i,\ell,n}) \) for each \( \ell = 0, \ldots, n \). For convenience, put \( x_{n+1,\ell}^j := x_{0,\ell}^j \) and \( x_{n+1,\ell} := x_{0,\ell} \) for each \( \ell \) and \( j \) and set \( x_{n+1} := x_0 \). For each \( i, \ell \in \{0, \ldots, n\} \) and \( j = 1, \ldots, r_\ell \), let \( D_{i,\ell} \) be the open subset of \( G \) where \( x_{i,\ell}^j \neq 0 \). Put \( D_{i,\ell} := \bigcup D_{i,\ell}^j \) for each \( i, \ell \). We claim that

\[
X \subseteq D_{0,1} \cup D_{1,2} \cup \cdots \cup D_{n-1,n} \cup D_{n,0}.
\]

Indeed, were \( ([x_0], \ldots, [x_n]) \in X \) such that \( x_{i,i+1} = 0 \) for \( i = 0, \ldots, n \), then \( M_i x_i \) would be nonzero, and thus a nonzero scalar multiple of \( x_{i+1} \) for each \( i = 0, \ldots, n \). But then \( M_n \cdots M_1 M_0 x_0 \) would be nonzero, an absurd.

By symmetry, we need only prove \( X \) is locally given by \( nr - n \) equations on \( D_{0,1}^{j_0} \) for each \( j_0 \). Now, the equation \( M_n x_n \wedge x_0 = 0 \) on \( D_{0,1}^{j_0} \) is equivalent to \( x_{n+1,\ell}^{j_0} x_{n,\ell} = x_{n+1,\ell} x_{0,\ell} \) for \( \ell = 1, \ldots, n \), a total of \( r_1 + \cdots + r_n - 1 \) equations, and \( x_{n+1,0}^{j_0} x_{0,0} = 0 \). Furthermore, they imply that \( x_{n,0} \neq 0 \) or \( x_{n,1} \neq 0 \), so we need only prove that \( X \) is locally given by \( nr - n \) equations on \( D_{0,1}^{j_0} \cap D_{n,p_n}^{j_n} \) for each \( p_n \in \{0,1\} \) and each integers \( j_0, j_n \).

Suppose by descending induction on \( i \) that we need only prove \( X \) is locally given by \( nr - n \) equations on

\[
D_{0,1}^{j_0} \cap D_{n,p_n}^{j_n} \cap \cdots \cap D_{i+1,p_{i+1}}^{j_{i+1}}
\]

for an integer \( i \in \{1, \ldots, n - 1\} \), each \( p_n \in \{0,1\} \) and \( p_s \in \{s+1, p_{s+1}\} \) for \( s = i+1, \ldots, n-1 \), and all integers \( j_0, j_1, \ldots, j_n \). Notice that \( p_s \in \{0,1, s+1, \ldots, n\} \), hence \( p_s \neq s \) for each \( s \). Now, the equation \( M_i x_i \wedge x_{i+1} = 0 \) on that open set is equivalent to \( x_{i+1,\ell}^{j_{i+1}} x_{i,\ell} = x_{i+1,\ell}^{j_{i+1}} x_{i+1,\ell} \) for \( \ell = 0, \ldots, i, i+2, \ldots, n \), a total of
$r - r_{i+1} - 1$ equations, and $x_{i,p+1}^{j+1} x_{i+1,i+1} = 0$. They imply that $x_{i,j+1} \neq 0$ or $x_{i,p+1} \neq 0$, so we need only prove that $X$ is locally given by $nr - n$ equations on

$$D_{0,1}^{j_0} \cap D_{n,p_n}^{j_n} \cap \cdots \cap D_{i+1,p_{i+1}}^{j_{i+1}} \cap D_{i,p_i}^{j_i}$$

for each $p_n \in \{0,1\}$ and $p_s \in \{s+1, p_{s+1}\}$ for $s = i, \ldots, n - 1$, and all integers $j_0, j_1, \ldots, j_n$.

By induction, it follows that we need only prove that $X$ is given by $nr - n$ equations on

$$D_{0,1}^{j_0} \cap D_{n,p_n}^{j_n} \cap \cdots \cap D_{i,p_i}^{j_i} \cap \cdots \cap D_{1,p_1}^{j_1}$$

for each $p_n \in \{0,1\}$ and $p_s \in \{s+1, p_{s+1}\}$ for $s = 1, \ldots, n - 1$, and all integers $j_0, j_1, \ldots, j_n$. Put $p_{n+1} := p_0 := 1$ and $j_{n+1} := j_0$ for convenience. Put

$$y_i := \frac{x_{i,p+1}^{j+1}}{x_{i,p_i}^{j_i}}$$

for each $i = 0, \ldots, n$.

As we have seen, Equations (7) on that open set are equivalent to

$$\begin{cases} x_{i,\ell} = y_i x_{i+1,\ell} & \text{for } i = 0, \ldots, n - 1 \text{ and all } \ell \neq i + 1, \\ x_{n,\ell} = y_n x_{0,\ell} & \text{for all } \ell \neq 0, \end{cases}$$

a total of $nr - n - 1$ equations, and

$$y_i x_{i+1,i+1} = 0 \text{ for } i = 0, \ldots, n.$$ \hfill (9)

But Equations (8) imply

$$y_i x_{i+1,i+1} = y_i y_{i+1} x_{i+2,i+1} = \cdots = y_i \cdots y_n x_{0,i+1} = y_i \cdots y_n y_0 \cdots y_{i-1} x_{i,i+1}$$

for each $i = 0, \ldots, n$. Since $x_{0,1} \neq 0$, it follows that Equations (9) are all equivalent to a single equation: $y_0 \cdots y_n = 0$. \hfill Q.E.D.

**Theorem 8.2.** Let $\mathfrak{W}$ be a pure nontrivial exact finitely generated linked net of vector spaces over a $\mathbb{Z}^n$-quiver $Q$. Then $\mathbb{LP}(\mathfrak{W})$ is local complete intersection and reduced.

*Proof.* Since $\mathbb{LP}(\mathfrak{W})$ is generically nonsingular by Theorem 6.4 if $\mathbb{LP}(\mathfrak{W})$ is a local complete intersection, thus Cohen–Macaulay, then $\mathbb{LP}(\mathfrak{W})$ is reduced by [9, Prop. 14.126]. It is thus enough to show that $\mathbb{LP}(\mathfrak{W})$ is a local complete intersection.

Let $\mathfrak{W} \in \mathbb{LP}(\mathfrak{W})$. By Theorem 3.6 there is a polygon $\Delta$ generating $\mathfrak{W}$. Since $P(\Delta) = \Delta$, we may consider the associated representation $\mathfrak{W}_\Delta$. It follows from Proposition 7.8 that $\mathfrak{W}_\Delta$ is a pure exact nontrivial linked net of vector spaces over $Q$ generated by $\Delta$, and hence $\mathbb{LP}(\mathfrak{W}_\Delta)$ is a local complete intersection by Lemma 8.1.

Let $H$ be a finite set of vertices containing $\Delta$, generating $\mathfrak{W}$ and satisfying $P(H) = H$. Given a vertex $v$ of $Q$ denote by $w_v$ its shadow in $\Delta$. The $\mathfrak{X} \in \mathbb{LP}(\mathfrak{W})$ generated by $\Delta$ form an open subscheme $U$ given by $\varphi_w^v (V^X_{w_v}) \neq 0$ for each $v \in H$.

For each such $\mathfrak{X}$ there is a corresponding subnet $\mathfrak{Y}$ of $\mathfrak{W}_\Delta$ generated by all $V^X_u$ for $u \in \Delta$. Then $\mathfrak{Y} \in \mathbb{LP}(\mathfrak{W}_\Delta)$. Indeed, given a vertex $v$ of $Q$, since $\varphi_w^v (V^X_w) \subseteq V^X_w$...
for each \( w \in \Delta \), it follows that \( V^W_v = \varphi^\Delta_a(V^X_{wv}) \) for an admissible path connecting \( w \) to \( v \). Since \( \varphi^\Delta_a \) is the identity, \( \mathcal{Y} \) is a pure subnet of \( \mathcal{W} \) of dimension 1, whence \( \mathcal{Y} \in \mathbb{L} \mathbb{P}(\mathcal{W}_\Delta) \).

Let

\[
\Theta: U \to \mathbb{L} \mathbb{P}(\mathcal{W}_\Delta)
\]

be the map taking \( \mathcal{X} \in U \) to \( \mathcal{Y} \), as above. It is a scheme morphism because its composition with the embedding \( \psi^\Delta_a \) is the composition of \( \psi_H^\mathcal{Y} \) with the projection map. Of course, \( \mathcal{Y} \) determines \( \mathcal{X} \) for \( \mathcal{X} \in U \). Also, the image of \( \Theta \) is in the open subset \( U' \) of \( \mathbb{L} \mathbb{P}(\mathcal{W}_\Delta) \) given by \( \varphi^\mathcal{Y}_v(V^\mathcal{W}_w) \neq 0 \) for each \( v \in H \). We claim the induced map \( \Theta: U \to U' \) is an isomorphism.

Indeed, given \( \mathcal{Y} \in U' \), we let \( \mathcal{X} \) be the subnet of \( \mathcal{W} \) generated by all \( V^\mathcal{W}_u \) for \( u \in \Delta \). As before, for each vertex \( v \) of \( Q \), we have \( V^\mathcal{W}_v = \varphi^\mathcal{Y}_v(V^\mathcal{W}_w) \), which is of dimension 1 because \( \mathcal{Y} \in U' \). Thus \( \mathcal{X} \in \mathbb{L} \mathbb{P}(\mathcal{W}) \). The assignment \( \mathcal{Y} \mapsto \mathcal{X} \) is clearly a scheme morphism and the inverse to the morphism \( U \to U' \).

Since \( \mathbb{L} \mathbb{P}(\mathcal{W}_\Delta) \) is a local complete intersection, so are \( U' \) and hence \( U \). As \( U \) is a neighborhood of \( \mathcal{W} \), we have that \( \mathbb{L} \mathbb{P}(\mathcal{W}) \) is a local complete intersection around \( \mathcal{W} \). As \( \mathcal{W} \in \mathbb{L} \mathbb{P}(\mathcal{W}) \) was arbitrary, \( \mathbb{L} \mathbb{P}(\mathcal{W}) \) is a local complete intersection.

\section{Smoothing}

**Definition 9.1.** A \textit{general linked net} over a \( \mathbb{Z}^n \)-quiver \( Q \) of objects in a \( k \)-linear Abelian category \( \mathcal{A} \) is a representation \( \mathcal{W} \) of \( Q \) in \( \mathcal{A} \) such that

1. \( \varphi^\mathcal{Y}_a \) is an isomorphism for each arrow \( a \) of \( Q \);
2. for each two paths \( \gamma_1 \) and \( \gamma_2 \) connecting the same two vertices, \( \varphi^\mathcal{W}_{\gamma_1} \) is a scalar multiple of \( \varphi^\mathcal{W}_{\gamma_2} \).

As before, for each two vertices \( u \) and \( v \) of \( Q \) we may define \( \varphi^u_v := [\varphi^\mathcal{W}_a] \) for any path \( \mu \) connecting \( u \) to \( v \).

Given a pure nontrivial general linked net \( \mathcal{W} \) over \( Q \), for each vertex \( v \) of \( Q \), the natural map \( \psi_v: \mathbb{L} \mathbb{P}(\mathcal{W}) \to \mathbb{P}(V_v) \) is a bijection. Indeed, given a one-dimensional subspace \( W \subseteq V_v \), put \( W_w := \varphi^\gamma_w(V_v) \) for each vertex \( w \) of \( Q \), where \( \gamma \) is any path connecting \( v \) to \( w \). The \( W_w \) are one-dimensional by Property (1). They are well-defined and form a subrepresentation \( \mathcal{W} \subseteq \mathcal{W} \) by Property (2). We have thus a well-defined map \( W \mapsto \mathcal{W} \), which is the inverse to \( \psi_v \). Furthermore, given another vertex \( u \), we have that \( \psi_u = \psi^u_v \psi_v \), where \( \psi^u_v \) is the isomorphism given by \( \varphi^u_v \). Thus \( \psi_v \) induces a scheme structure on \( \mathbb{L} \mathbb{P}(\mathcal{W}) \) which is independent of the choice of \( v \).

In addition, given a finite set of vertices \( H \), the natural map

\[
\psi_H = \prod_{v \in H} \psi_v: \mathbb{L} \mathbb{P}(\mathcal{W}) \to \prod_{v \in H} \mathbb{P}(V_v)
\]

is an isomorphism onto a small diagonal.

Let \( R \) be a discrete valuation ring with residue field \( k \) and field of fractions \( K \). Let \( \mathfrak{M} \) be a representation of \( Q \) in the category of free modules of a given rank \( n \) over \( R \). For convenience, put \( M_v := V^\mathfrak{M}_v \) for each vertex \( v \) of \( Q \). Assume the induced representation by vector spaces over \( K \) is a general linked net and that
over $k$ is a weakly linked net $\mathcal{Y}$. We call $\mathcal{M}$ a smoothing of $\mathcal{Y}$ over $R$ and say $\mathcal{Y}$ is smoothable.

Let $H$ be a finite set of vertices of $Q$. Let $B := \text{Spec}(R)$. Define $\mathbb{L}P_H(\mathcal{M})$ as the $B$-subscheme

$$\mathbb{L}P_H(\mathcal{M}) \subseteq \prod_{v \in H} \text{Proj}(\text{Symm}(M_v))$$

of the $B$-product given by the vanishing of the maps of vector bundles

$$O_v(-1) \otimes O_w(-1) \xrightarrow{(\rho_{v,w}, 1)} \wedge^2 \tilde{M}_w,$$

for all $v, w \in H$, where $\tilde{M}_v$ is the pullback of the locally free sheaf associated to $M_v$ on $B$ and $O_v(-1)$ is the pullback of the tautological subsheaf on the scheme $\text{Proj}(\text{Symm}(M_v))$ for each vertex $v$ of $Q$, and $\rho_{v,w} : M_v \to \tilde{M}_w$ is the map induced by $\varphi_{\mu}^\mathcal{M}$ for any path $\mu$ connecting $v$ to $w$.

**Theorem 9.2.** Let $\mathcal{Y}$ be a finitely generated exact pure nontrivial linked net over $Q$ of vector spaces over $k$. Let $H$ be a finite set of vertices of $Q$ generating $\mathcal{Y}$ with $P(H) = H$. Let $\mathcal{M}$ be a smoothing of $\mathcal{Y}$ over a discrete valuation ring $R$ with residue field $k$. Then $\mathbb{L}P_H(\mathcal{M})$ is reduced and flat over $B := \text{Spec}(R)$ and $\mathbb{L}P_H(\mathcal{M})$ is a degeneration of the small diagonal in $\prod_{v \in H} \mathbb{P}(V_v)$.

**Proof.** Let $K$ be the field of fractions of $R$. Since $\mathcal{Y}$ is the representation by vector spaces over $k$ induced by $\mathcal{M}$, it follows that the special fiber of $\mathbb{L}P_H(\mathcal{M})$ over $B$ is $\mathbb{L}P_H(\mathcal{Y})$. Also, the general fiber is isomorphic to each factor $\text{Proj}(\text{Symm}(M_v) \otimes K)$ under the projection, and is thus a small diagonal.

It remains to show $\mathbb{L}P_H(\mathcal{M})$ is reduced and $B$-flat. Since $P(H) = H$, the special fiber is isomorphic to $\mathbb{L}P(\mathcal{Y})$, and is thus geometrically reduced by Theorem 8.2. In addition, no topological component of $\mathbb{L}P_H(\mathcal{M})$ is contained in the special fiber. Indeed, it is enough to show that each general point on $\mathbb{L}P_H(\mathcal{M})$ is on a section of $\mathbb{L}P_H(\mathcal{M})$ over $B$. Now, a general point on $\mathbb{L}P(\mathcal{Y})$ corresponds to an exact linked subnet $\mathcal{W} \subseteq \mathcal{Y}$, that is, to a vertex $w$ of $Q$ and an element $s \in M_w \otimes k$ such that $\varphi_{\mu}^\mathcal{Y}(s)$ is nonzero for each admissible path $\mu$ leaving $w$. Lift $s$ to an element $\tilde{s}$ of $M_w$. Then $\varphi_{\mu}^\mathcal{M}(\tilde{s})$ lifts $\varphi_{\mu}^\mathcal{Y}(s)$ for each admissible path $\mu$.

Given a vertex $v$ of $Q$, and two paths $\mu_1$ and $\mu_2$ connecting $w$ to $v$, since $\mathcal{M}$ restricts to a general linked net over $K$, there are $x, y \in R - \{0\}$ with no common factor such that $y \varphi_{\mu_1}^\mathcal{M} = x \varphi_{\mu_2}^\mathcal{M}$. But then $y \varphi_{\mu_1} = \bar{x} \varphi_{\mu_2}$, where $\bar{x}$ and $\bar{y}$ are the residue classes of $x$ and $y$. Assume $\mu_2$ is admissible. Since $\mathcal{M}$ restricts to a weakly linked net over $k$, there is $c \in k$ such that $\varphi_{\mu_1} = c \varphi_{\mu_2}$, and since $\varphi_{\mu_2}(s) \neq 0$, we must have $\bar{c} = \bar{x}$. Since $x$ and $y$ have no common factor, it follows that $y \in R^*$, and hence $\varphi_{\mu_1}^\mathcal{M} = (x/y) \varphi_{\mu_2}^\mathcal{M}$.

Thus, for each vertex $v$ of $Q$, let $\mu$ be any admissible path connecting $w$ to $v$, and consider the $R$-submodule of $M_v$ generated by $\varphi_{\mu}^\mathcal{M}(\tilde{s})$. It does not depend on the choice of $\mu$. It is of rank 1 with free quotient since $\varphi_{\mu}^\mathcal{M}(\tilde{s}) \neq 0$, and thus gives rise to a section of $\text{Proj}(\text{Symm}(M_v))$ over $B$. Putting together all these sections for $v \in H$, we have a section of $\prod_{v \in H} \text{Proj}(\text{Symm}(M_v))$ contained in $\mathbb{L}P_H(\mathcal{M})$. 

As in [10], Lem. 4.3, p. 3388, we conclude that the reduced induced subscheme associated to $L\mathbb{P}_H(\mathcal{M})$ is flat over $B$. And as in loc. cit., we conclude that $L\mathbb{P}_H(\mathcal{M})$ is reduced, whence flat, from [11], Lem. 6.13, p. 1191.

10. Divisors

**Proposition 10.1.** Let $\mathfrak{Z}$ be an exact weakly linked net of objects in an $k$-linear Abelian category $\mathcal{A}$ over a $\mathbb{Z}^n$-quiver $Q$. Let $v_1, \ldots, v_m$ be vertices of $Q$ forming an oriented polygon $\Delta$ with $m \geq 2$. Then the class of $V_\Delta := \text{Ker}(\varphi_{v_2}^{v_1}) \oplus \cdots \oplus \text{Ker}(\varphi_{v_m}^{v_{m-1}}) \oplus \text{Ker}(\varphi_{v_1}^{v_m})$

in the Grothendieck group of $X$ is equal to that of $V_v$ for every vertex $v$ of $Q$.

**Proof.** For each $i = 1, \ldots, m$, let $M_i := \text{Im}(\varphi_{v_i}^{v_{i+1}}) \subseteq V_{v_i}$. Then $M_1 = V_{v_1}$. Also, the map $\varphi_{v_{i+1}}^{v_i}$ restricts to a surjection $M_i \rightarrow M_{i+1}$ for $i = 1, \ldots, m - 1$. Furthermore, since $\mathfrak{Z}$ is exact, $\text{Ker}(\varphi_{v_{i+1}}^{v_i}) = \text{Im}(\varphi_{v_{i+1}}^{v_{i+2}})$ for each $i = 1, \ldots, m$, and since $v_1, \ldots, v_m$ form an oriented polygon, $M_m = \text{Ker}(\varphi_{v_1}^{v_m})$ and $\text{Im}(\varphi_{v_i}^{v_{i+1}}) \subseteq M_i$ for $i = 1, \ldots, m-1$. We obtain an exact sequence

$$0 \rightarrow \text{Ker}(\varphi_{v_{i+1}}^{v_i}) \rightarrow M_i \rightarrow M_{i+1} \rightarrow 0$$

for each $i = 1, \ldots, m-1$. Since $M_1 = V_{v_1}$ and $M_m = \text{Ker}(\varphi_{v_1}^{v_m})$, it follows that the class of $V_\Delta$ in the Grothendieck group of $\mathcal{A}$ is that of $V_{v_1}$, and hence that of $V_v$ for every vertex $v$ of $Q$ by [8], Prop. 9.3. □

For each reduced scheme $X$ of finite type over $k$, each weakly linked net $\mathfrak{L}$ of invertible sheaves on $X$ over a $\mathbb{Z}^n$-quiver $Q$, and each path $\gamma$ in $Q$ we denote by $X_\gamma^\mathfrak{L}$ the union of the irreducible components of $X$ over which $\varphi_\gamma^\mathfrak{L}$ is generically zero. We omit the superscript if $\mathfrak{L}$ is clear from the context. Notice that if $\gamma = \gamma_2\gamma_1$ then $X_\gamma^\mathfrak{L} = X_{\gamma_2}^\mathfrak{L} \cup X_{\gamma_1}^\mathfrak{L}$. Recall from [8] that $\mathfrak{L}$ is called maximal if $X_\gamma^\mathfrak{L}$ is an irreducible component of $X$ for each arrow $a$ of $Q$.

**Proposition 10.2.** Let $X$ be a reduced scheme of finite type over $k$ and $\mathfrak{L}$ be a maximal linked net of invertible sheaves on $X$ over a $\mathbb{Z}^n$-quiver $Q$. For each arrow type $a$ of $Q$, put $X_a^\mathfrak{L} := X_a^\mathfrak{L}$, where $a$ is an arrow of type $a$. Then the assignment $a \mapsto X_a^\mathfrak{L}$ is well defined and a bijection between the set of arrow types of $Q$ and the set of irreducible components of $X$.

**Proof.** We divide the proof in two steps:

**Step 1:** Let $b_1, b_2$ be two arrows leaving the same vertex and $b$ an arrow of the same type as $b_2$ leaving the final vertex of $b_1$. Then $X_b = X_{b_2}$. If in addition $b_1 \neq b_2$ then $X_b \neq X_{b_1}$.

Indeed, if $b_1 = b_2$ then $\text{Ker}(\varphi_{bb_1}) = \text{Ker}(\varphi_{b_1})$ by [8], Lem. 6.6, hence $X_b \cup X_{b_1} = X_{b_1}$, or equivalently, $X_b \subseteq X_{b_1}$. Equality follows as both sides are irreducible components of $X$.

If $b_1 \neq b_2$, then $b_1$ and $b_2$ have different types, hence $\text{Ker}(\varphi_{b_1}) \cap \text{Ker}(\varphi_{b_2}) = 0$. It follows that $X_{b_1} \neq X_{b_2}$. Let $b'$ be an arrow of the same type as $b_1$ leaving the
final vertex of $b_2$. Then $bb_1$ and $b'b_2$ connect the same two vertices and thus $\varphi_{bb_1}$ is a nonzero scalar multiple of $\varphi_{b'b_2}$. It follows that

\begin{equation}
X_b \cup X_{b_1} = X_{b'} \cup X_{b_2}.
\end{equation}

But $X_{b_1} \neq X_{b_2}$ and the subcurves of $X$ in (11) are irreducible. Then $X_b = X_{b_2}$.

**Step 2.** Let $a_1$ and $a_2$ be arrows of $Q$. Then $X_{a_1} = X_{a_2}$ if and only if $a_1$ and $a_2$ have the same type.

The assertion is clear if $a_1 = a_2$. Assume $a_1 \neq a_2$. Let $v_i$ be the initial vertex of $a_i$ for $i = 1, 2$. Let $\gamma$ be an admissible path connecting $v_1$ to $v_2$. We prove the claim by induction on the length of $\gamma$.

If $v_1 = v_2$ then $a_1$ and $a_2$ do not have the same type and $X_{a_1} \neq X_{a_2}$ by Step 1. Assume $v_1 \neq v_2$. Write $\gamma = b\gamma'$, where $b$ is an arrow, the last of $\gamma$. Let $a_2'$ be an arrow of the same type as $a_2$ leaving the initial vertex of $b$. Then $X_{a_2} = X_{a_2'}$ by Step 1. By induction, $a_1$ and $a_2'$ have the same type if and only if $X_{a_1} = X_{a_2'}$. But then $a_1$ and $a_2$ have the same type if and only if $X_{a_1} = X_{a_2}$, as claimed.

It follows that the assignment $a \mapsto X_a$ is a well-defined injection. It is surjective because $\varphi_{\gamma} = 0$ for each minimal circuit $\gamma$, and hence $X = \bigcup X_a$ where the union runs through the arrows $a$ of $\gamma$. \hfill \Box

**Definition 10.3.** Let $X$ be a reduced scheme of finite type over $k$. A closed subscheme $Z \subseteq X$ is said to be of **pure codimension one** if the intersection of $Z$ with each irreducible component of $X$ has all irreducible components of codimension one in that component. A coherent sheaf $F$ is said to have **rank one** if $F$ is generically invertible everywhere, and **depth one** if its associated points are the generic points of $X$. A global section $s$ of $F$ defines a closed subscheme of $X$, denoted $Z(s)$, whose sheaf of ideals is the image of the induced map $F^X \to \mathcal{O}_X$, and which we call the **zero scheme** of $s$, where $F^X := \text{Hom}_{\mathcal{O}_X}(F, \mathcal{O}_X)$.

An invertible sheaf has rank one and depth one. If $F$ is a rank-1, depth-1 sheaf on $X$ and $s$ does not vanish generically anywhere on $X$, then $F^X \to \mathcal{O}_X$ is injective, and hence the sheaf of ideals of $Z(s)$ is isomorphic to $F^X$. Furthermore, $Z(s)$ has pure codimension one in $X$.

**Definition 10.4.** Let $X$ be a reduced scheme of finite type over $k$ and $\mathcal{L}$ be a weakly linked net of coherent sheaves on $X$ over a $\mathbb{Z}^n$-quiver $Q$. We denote by $H^0(X, \mathcal{L})$ the representation obtained by taking global sections. Given a subrepresentation $\mathcal{M} \subseteq H^0(X, \mathcal{L})$ of pure dimension 1, we let $Z(\mathcal{M})$ denote the intersection of the zero schemes of the elements of $V^\mathcal{M}_v$ at all vertices $v$ of $Q$, viewed as sections of the corresponding coherent sheaves.

The representation $H^0(X, \mathcal{L})$ is a weakly linked net of vector spaces. It is a linked net if so is $\mathcal{L}$. It may not be pure though, nor finitely generated.

**Proposition 10.5.** Let $X$ be a reduced scheme of finite type over $k$. Let $\mathcal{L}$ be an exact maximal linked net of invertible sheaves on $X$ over a $\mathbb{Z}^n$-quiver $Q$ and $\mathcal{W} \subseteq H^0(X, \mathcal{L})$ a finitely generated pure subrepresentation of dimension 1. Then
$Z(\mathcal{W})$ has pure codimension one in $X$ and $[Z(\mathcal{W})] = c_1(L) \cap [X]$ for each invertible sheaf $L$ associated to $\mathcal{L}$.

**Proof.** Since $\mathcal{L}$ is exact, each two invertible sheaves $L$ and $M$ associated to $\mathcal{L}$ have the same class in the Grothendieck group of coherent sheaves on $X$ by [8], Prop. 9.3, and thus $c_1(L) = c_1(M)$.

Since $\mathcal{W}$ is finitely generated, by Theorem 3.6 there are vertices $v_1, \ldots, v_m$ of $Q$ forming an oriented polygon minimally generating $\mathcal{W}$. It follows that

$$Z(\mathcal{W}) = \bigcap_{i=1}^{m} Z(s_i),$$

where $s_i$ is a generator of $V_{v_i}^{\mathcal{W}}$ for $i = 1, \ldots, m$.

For each $i = 1, \ldots, m$, let $L_i$ be the invertible sheaf on $X$ associated to $v_i$ by $\mathcal{L}$, and let $\psi_i: L_i \rightarrow L_{i+1}$ be the associated map and $Y_i$ the union of the irreducible components of $X$ where $\psi_i$ vanishes generically. (For convenience, we put $v_{m+1} := v_1$ and $L_{m+1} := L_1$.)

If $m = 1$, as there are arrows of each type leaving $v_1$, it follows from Proposition 10.2 that $s_1$ is generically nonzero on each irreducible component of $X$, and hence $Z(\mathcal{W})$ has pure codimension one in $X$ and $[Z(\mathcal{W})] = c_1(L_1) \cap [X]$.

Assume $m > 1$. Since $\{v_1, \ldots, v_m\}$ minimally 1-generates $\mathcal{W}$, the vertices are unrelated for $\mathcal{W}$, and thus $s_i$ is a global section of the subsheaf $\text{Ker}(\psi_i)$ for each $i$. The subsheaf is a coherent sheaf on $Y_i$ which has rank one and depth one. Furthermore, the section $s_i$ is nonzero generically on $Y_i$, because there is no unrelated polygon for $\mathcal{W}$ with more than $m$ vertices by Theorem 3.6. Let $(s_1, \ldots, s_m)$ denote the corresponding section of the sum

$$M := \bigoplus_{i=1}^{m} \text{Ker}(\psi_i).$$

The sum is a torsion-free, rank-one sheaf on $X$. It has the same class in the Grothendieck group of coherent sheaves on $X$ as $L_1$ by Proposition 10.1. The section $(s_1, \ldots, s_m)$ vanishes generically nowhere, whence $[Z(s_1, \ldots, s_m)] = c_1(M) \cap [X]$. Finally, it is clear that $Z(s_1, \ldots, s_m) = Z(s_1) \cap \cdots \cap Z(s_m)$.

**Definition 10.6.** Let $X$ be a reduced scheme of finite type over $k$. A **linked net of linear series** on $X$ over a $\mathbb{Z}^n$-quiver $Q$ is the data $\mathfrak{g}$ of a maximal linked net $\mathcal{L}$ over $Q$ of invertible sheaves on $X$ and a finitely generated pure subnet $\mathcal{W}$ of $H^0(X, \mathcal{L})$. It is said to have rank $r$ if $\mathcal{W}$ has dimension $r + 1$. Also, we say $\mathfrak{g}$ has sections in $\mathcal{L}$, and write $\mathfrak{g} = (Q, \mathcal{L}, \mathcal{W})$.

**Proposition 10.7.** Let $X$ be a reduced scheme of finite type over $k$ and $\mathfrak{g} = (Q, \mathcal{L}, \mathcal{W})$ be a linked net of linear series on $X$. Let $H$ be the intersection of all collections of vertices 1-generating $\mathcal{W}$. Then $\mathcal{W}$ is 1-generated by the finite set $H$. Furthermore, if $\mathcal{W}$ exact then $P(H) = H$ and for each vertex $u$ of $Q$, there is a section of $L_u$ in $V_u$ not vanishing generically anywhere on $X$ if and only if $u \in H$. Finally, $\varphi_{u_1}^{u_2}(V_{u_1}) \neq 0$ for any $u_1, u_2 \in H$.
Proof. The first statement follows immediately from Lemma 3.4, since \( \mathfrak{W} \) is finitely generated. As for the second statement, let \( u \) be a vertex of \( Q \). There is an admissible path \( \nu \) connecting a vertex \( w \) of \( H \) to \( u \) such that \( \varphi_{\nu}(V_w) = V_u \). If \( u \not\in H \), then \( \nu \) is nontrivial, and thus Proposition 10.2 yields that all sections of \( L_u \) in \( V_u \) vanish on \( X^2_a \) for each \( a \) appearing as the type of an arrow in \( \nu \).

Now, assume \( \mathfrak{W} \) is exact. Assume that all sections of \( L_u \) in \( V_u \) vanish completely on a component of \( X \). Since \( H \subseteq P(H) \), we will finish the proof of the second statement by showing that \( u \not\in P(H) \). That is the case indeed, since Proposition 10.2 yields that all sections of \( L_u \) in \( V_u \) vanish on \( X^2_a \) for a certain arrow type \( a \). Let \( a \) be the arrow arriving at \( u \) with type \( a \). Then \( \varphi_\gamma(V_u) = 0 \) for any reverse path \( \gamma \) by Proposition 10.2. Since \( \mathfrak{W} \) is exact, \( \varphi_a(V_x) = V_u \), where \( x \) is the initial vertex of \( a \). Then \( H' := (H - \{ u \}) \cup \{ x \} \) would also 1-generate \( \mathfrak{W} \). But since \( H \) is minimum, \( H \subseteq H' \), and thus \( u \not\in H \).

Actually, \( u \not\in P(H) \). Indeed, let \( z \in H \). We have just seen that there is a section \( s \) of \( L_z \) in \( V_z \) that does not vanish completely on any component of \( X \). Let \( \mu \) be an admissible path connecting \( z \) to \( u \). Since \( \varphi_{\nu}\varphi_{\mu}(s) = 0 \), Proposition 10.2 yields that the concatenation \( \gamma\mu \) is not admissible. Thus \( \mu \) must contain an arrow of type \( a \). Since this is true for each \( z \in H \), we have that \( u \not\in P(H) \).

As for the third statement, let \( \nu \) be an admissible path connecting \( u_1 \) to \( u_2 \), both in \( H \). If \( \varphi_{\nu}(V_{u_1}) = 0 \), then it follows from Proposition 10.2 that all the sections of \( L_{u_1} \) in \( V_{u_1} \) vanish on \( X^2_a \) for each arrow type \( a \) not appearing in \( \nu \). But this contradicts the second statement. \( \square \)

Proposition 10.8. Let \( X \) be a reduced scheme of finite type over \( k \) and \( \mathfrak{g} = (Q, \mathcal{L}, \mathfrak{W}) \) be a linked net of linear series on \( X \) with \( \mathfrak{W} \) exact. Let \( H \) be the minimum collection of vertices 1-generating \( \mathfrak{W} \). Then there is a unique rational map \( X \dashrightarrow \mathbb{P}(\mathfrak{W}^*) \) which assigns to each \( P \in X \) the unique subrepresentation \( \mathfrak{W} \subseteq \mathfrak{W}^* \) associating to each vertex \( u \in H \) the class \( [\varepsilon^u_P] \) of the evaluation map \( \varepsilon^u_P \colon V_u \to L_u|_P \).

(There might vertices \( v \) of \( Q \) not in \( H \) for which the evaluation map \( V_v \to L_v|_P \) vanishes for \( P \) on a whole irreducible component of \( X \).)

Proof. By Proposition 10.7, for each \( u \in H \) there is a section of \( L_u \) in \( V_u \) that does not vanish generically anywhere on \( X \), whence there is an open dense subset of \( X \) parameterizing \( P \in X \) with nonzero evaluation map \( \varepsilon^u_P \). As \( H \) is finite, there is an open dense subset \( U \) of \( X \) such that \( \varepsilon^u_P \neq 0 \) for each \( P \in U \) and \( u \in H \).

Let \( P \in U \). For each vertex \( v \) of \( Q \), put \( \varepsilon^v_P := (\varphi^u_P)^{-1} \colon V_v \to L_u|_P \), where \( u \) is the shadow of \( v \) in \( H \). It is well-defined because \( P(H) = H \) by Proposition 10.7 and \( \varphi^u_{\nu}(V_u) = V_v \). Clearly, \( \varepsilon^v_P \neq 0 \).

If there is a subrepresentation \( \mathfrak{W} \subseteq \mathfrak{W}^* \) of pure dimension 1 associating to each vertex \( u \in H \) the class \( [\varepsilon^u_P] \), compatibility yields that \( \mathfrak{W} \) associates to each vertex \( v \) of \( Q \) the class \( [\varepsilon^v_P] \).

Conversely, the assignment of the nonzero class \( [\varepsilon^v_P] \) to each vertex \( v \) of \( Q \) is a subrepresentation \( \mathfrak{W} \subseteq \mathfrak{W}^* \). Indeed, given an arrow \( a \) connecting a vertex \( v_1 \) to a vertex \( v_2 \) of \( Q \), let \( u_1 \) and \( u_2 \) be their respective shadows in \( H \). Then \( \varphi^u_{u_2}(V_{u_1}) \neq 0 \).
by Proposition 10.7 and thus \( \varphi^u_{u_2} \varphi^u_{u_1} (V_{u_1}) \neq 0 \). Hence there is an admissible path from \( u_1 \) to \( v_2 \) through \( u_2 \). Then either \( \varphi^u_{v_2} (V_{v_1}) = 0 \) or \( \varphi^u_{v_2} \varphi^u_{v_1} = \varphi^u_{v_2} \varphi^u_{s_1} = \varphi^u_{v_2} \varphi^u_{s_1} \). In the first case, \( \epsilon^v_{P_i} \varphi^u_{v_2} (V_{v_1}) = 0 \), whereas in the second case \( \epsilon^v_{P_i} \varphi^u_{v_2} (V_{v_1}) = \epsilon^v_{P_i} \). In any case, \( W \) is a subrepresentation of \( V^* \). Clearly, \( W \) is of pure dimension 1, so \( W \in \mathbb{L}(V^*) \).

For each scheme \( X \) projective over \( k \), let \( \text{Hilb}_X \) denote the Hilbert scheme of \( X \), parameterizing closed subschemes.

**Proposition 10.9.** Let \( X \) be a reduced projective scheme over \( k \). Let \( g = (Q, \mathcal{L}, \mathcal{V}) \) be a linked net of linear series on \( X \) such that \( \mathcal{L} \) and \( \mathcal{V} \) are exact. Then the assignment of \( Z(W) \) to each pure subnet \( W \subset \mathcal{V} \) of dimension 1 is the underlying function of a scheme morphism \( \mathbb{L}(W) \rightarrow \text{Hilb}_X \).

**Proof.** That the function is well-defined follows from Proposition 10.5 since \( \mathcal{L} \) is exact and maximal, and each subnet \( W \subset \mathcal{V} \) is finitely generated because so is \( \mathcal{V} \).

The function \( \mathbb{L}(W) \rightarrow \text{Hilb}_X \) is a morphism of schemes if it is locally so. Let \( W \in \mathbb{L}(W) \). Then \( W \) is finitely generated by \( \mathcal{L} \), Prop. 6.8. Then, by Theorem 3.6, there are vertices \( v_1, \ldots, v_m \) forming an oriented polygon minimally generating \( W \). In fact, there is an open neighborhood \( U \subset \mathbb{L}(W) \) parameterizing subrepresentations generated by \( \{ v_1, \ldots, v_m \} \). On \( U \) the function is given by taking \( W \) to the intersection \( Z(s_1) \cap \cdots \cap Z(s_m) \), where \( s_i \) is a nonzero element of \( V^w_{v_i} \), thus a section of the invertible sheaf \( L_i \) associated by \( \mathcal{L} \) to \( v_i \) for each \( i \). A family of \( W \) over \( U \) corresponds thus to a family \( U \) of nonzero sections \( s_i \) of \( L_i \) for each \( i \), and thus to a family of intersections \( Z(s_1) \cap \cdots \cap Z(s_m) \) over \( U \), which is flat over \( U \), because the sheaves of ideals of its fibers have the same class in the Grothendieck group of \( X \), and because \( \mathbb{L}(W) \) is reduced by Theorem 8.2. Hence the restriction of the function \( \mathbb{L}(W) \rightarrow \text{Hilb}_X \) to \( U \) is a scheme morphism. Since \( W \) was arbitrary, the statement of the proposition follows.

Assume now that we are given a regular smoothing of a connected reduced projective scheme \( X \) over \( k \), that is, the data of a discrete valuation ring \( R \) with residue field \( k \), a flat projective map \( \pi : \mathcal{X} \rightarrow B \) from a regular scheme \( \mathcal{X} \) to \( B := \text{Spec}(R) \), and an isomorphism from the special fiber to \( X \). Let \( \text{Hilb}_{X/B} \) be the relative Hilbert scheme, parameterizing closed subschemes. Its fibers over \( B \) are the corresponding Hilbert schemes of the fibers of \( \pi \).

Assume as well that we are given a linear series \((L_{\pi}, V_{\pi})\) of rank \( r \) on the generic fiber of \( \pi \). Let \( Q \) be the arising \( \mathbb{Z}^n \)-quiver. Let \( \mathcal{L} \) be the arising maximal exact linked net over \( Q \) of invertible sheaves on \( X \) and \( \mathcal{V} \) the arising pure exact finitely generated subnet of \( H^0(X, \mathcal{L}) \) of dimension \( r+1 \); see [3], §3. The data \( g = (Q, \mathcal{L}, \mathcal{V}) \) is thus a linked net of linear series on \( X \) of rank \( r \).

**Definition 10.10.** Call \( g = (Q, \mathcal{L}, \mathcal{V}) \) as above the limit of \((L_{\pi}, V_{\pi})\) along \( \pi \), or simply a limit linked net of linear series.

**Theorem 10.11.** Let \( X \) be a reduced scheme projective over \( k \). Let \( g = (Q, \mathcal{L}, \mathcal{V}) \) be a linked net of linear series on \( X \). Assume \( g \) is a limit. Then \( \mathcal{V} \) is smoothable.
In addition, \( \mathbb{L}P^H_*(\mathcal{Y}) \) is a degeneration of the small diagonal in \( \prod_{v \in H} \mathbb{P}(V^*_{\mathcal{V}}) \) for each finite set of vertices \( H \) of \( Q \) with \( P(H) = H \).

**Proof.** As seen in [8], §3, the linked net \( \mathcal{Y} \) is smoothable. The remaining is a consequence of Theorem 9.2. \( \square \)

**Theorem 10.12.** Let \( X \) be a connected reduced scheme projective over \( k \). Let \( \mathfrak{g} = (Q, \mathcal{L}, \mathcal{Y}) \) be a linked net of linear series on \( X \). If \( \mathfrak{g} \) is the limit of \( (L_\eta, V_\eta) \) along a regular smoothing \( \pi: \mathcal{X} \to B \) of \( X \), then the image of \( \mathbb{L}P_*(\mathcal{Y}) \) in \( \text{Hilb}_X \) is the associated reduced subscheme of the limit of the image of \( \mathbb{P}(V_\eta) \) in the generic fiber of \( \text{Hilb}_X/B \).

**Proof.** Here \( B \) is the spectrum of a discrete valuation ring \( R \) with residue field \( k \). As seen in [8], §3, there is a representation of \( Q \) in the category of invertible sheaves on \( \mathcal{X} \) restricting to \( \mathcal{L} \) on \( X \) and a subrepresentation \( \mathfrak{M} \) of the associated representation of global sections in the category of \( \mathcal{X} \)-modules which is a smoothing of \( \mathcal{Y} \). Let \( H \) be a finite set of vertices of \( Q \) generating \( \mathcal{Y} \) with \( P(H) = H \). The generic fiber of \( \mathbb{L}P^H_*(\mathfrak{M}) \) is \( \mathbb{P}(V_\eta) \) and the special fiber is \( \mathbb{L}P^H_*(\mathcal{Y}) \), which is naturally isomorphic to \( \mathbb{L}P^H_*(\mathcal{Y}) \). By Theorem 9.2, the scheme \( \mathbb{L}P^H_*(\mathfrak{M}) \) is reduced and flat over \( B \).

Arguing as in the proof of Proposition 10.9, using that \( \mathbb{L}P^H_*(\mathfrak{M}) \) is reduced, there is a natural associated \( B \)-morphism of schemes \( \mathbb{L}P^H_*(\mathfrak{M}) \to \text{Hilb}_X/B \) restricting to the scheme morphism \( \mathbb{L}P^H_*(\mathcal{Y}) \to \text{Hilb}_X \) on the special fiber and to the natural embedding \( \mathbb{P}(V_\eta) \to \text{Hilb}_X/B \) into the generic fiber. Since \( B := \text{Spec}(R) \), the scheme-theoretic image \( Y \subseteq \text{Hilb}_X/B \) of \( \mathbb{L}P^H_*(\mathfrak{M}) \) is a \( B \)-flat closed subscheme. Since \( \mathbb{L}P^H_*(\mathfrak{M}) \to \text{Hilb}_X/B \) restricts to a closed embedding over the general point of \( B \), the fiber of \( Y \) over the general point is the image of \( \mathbb{P}(V_\eta) \) in the generic fiber of \( \text{Hilb}_X/B \). And the fiber of \( Y \) over the special point is a certain closed subscheme of \( \text{Hilb}_X \) whose associated reduced subscheme is the image of \( \mathbb{L}P^H_*(\mathcal{Y}) \) in \( \text{Hilb}_X \). \( \square \)

11. Example

**Example 11.1.** Let \( X \) be the reduced union of \( n + 1 \) distinct lines \( M_0, \ldots, M_n \) on the plane \( \mathbb{P}^2_k \) over the field \( k \) for \( n > 0 \). Picking coordinates \( Y, Z, W \) for \( \mathbb{P}^2_k \), we have \( M_i = y_iY + z_iZ + w_iW \) for \( y_i, z_i, w_i \in k \) for \( i = 0, \ldots, n \). Assume no three of the \( M_i \) intersect. Thus \( X \) is reduced and its singularities are nodes.

Let \( F \) be a plane curve of degree \( n + 1 \). Let \( \mathcal{X} \subset \mathbb{P}^2_k \times_k B \) be the surface given by \( M_0 \cdots M_n + TF = 0 \), where \( B := \text{Spec}(k[[T]]) \). Assume \( F \) does not contain any node of \( X \). Then \( \mathcal{X} \) is regular. Denote by \( X \) its special fiber over \( B \) and by \( X_\eta \) its generic fiber.

Consider the invertible sheaf \( \mathcal{L} := \mathcal{O}_X(1) \). The coordinates \( Y, Z, W \) can be thought of as sections of \( \mathcal{O}_{\mathbb{P}^2_k}(1) \). Consider the linear system of sections \( V_\eta \) of \( L_\eta := \mathcal{L}_{|X_\eta} \) generated by (the pullbacks of) \( Y, Z, W \).

Let
\[
Z_{n+1} := \{(d_0, \ldots, d_n) \in \mathbb{Z}^{n+1} \mid \sum d_i = n + 1\}.
\]
Put $v := (1, \ldots, 1)$, the multidegree of $\mathcal{L}|_X$, and $s_i := (1, \ldots, -n, 1, \ldots, 1)$, the multidegree of $\mathcal{O}_X(M_i)|_X$, for each $i = 0, \ldots, n$. Recall the associated $\mathbb{Z}^n$-quiver $Q := (Q, s_0, \ldots, s_n)$, with vertex set $Q_0 := v + \mathbb{Z}s_0 + \cdots + \mathbb{Z}s_n$ and arrow set $Q_1 := A_0 \cup \cdots \cup A_n$ with $A_i := \{(u, u + s_i) \mid u \in Q_0\}$ for $i = 0, \ldots, n$; see [8, § 2].

Let $\mathfrak{L}$ be the representation of $Q$ induced by $(L_\eta, V_\eta)$ in the category of invertible sheaves on $X$ of degree $n + 1$. It is a maximal exact linked net; see [8], Prop. 3.1. The sheaf $L_u$ associated to $u \in Q_0$ has multidegree $u$. Let $\mathfrak{Y} \subseteq H^0(X, \mathfrak{L})$ be the subrepresentation induced by $(L_\eta, V_\eta)$. It is a pure exact linked net 1-generated by the set $H$ of effective multidegrees in $\mathbb{Z}^{n+1}_{\eta}$, that is, by

$$H := \{v, (n + 1)e_0, \ldots, (n + 1)e_n\},$$

where $e_0, \ldots, e_n$ is the canonical basis of $\mathbb{Z}^{n+1}$; see [8], Prop. 3.2. For simplicity, put $v_i := (n + 1)e_i$ for each $i$.

Notice that $H$ is a “star.” The arrows of $Q$ connecting vertices of $H$ are just the pairs $a_i := (v_i, v)$ for $i = 0, \ldots, n$. It follows from Proposition 6.3 and Theorem 6.4 that $\text{LP}(\mathfrak{Y})$ has at most $n + 2$ irreducible components, the nonempty among $\text{LP}(\mathfrak{Y})_{v_i}, \text{LP}(\mathfrak{Y})_{e_0}, \ldots, \text{LP}(\mathfrak{Y})_{e_n}$. Furthermore, it follows as well from Proposition 6.3 that $\text{LP}(\mathfrak{Y})_{v_i}$ intersects at most only $\text{LP}(\mathfrak{Y})_{v}$ for each $i = 0, \ldots, n$. We will see below that we can remove “at most” from the last two sentences.

We may assume for simplicity that $y_i \neq 0$ for each $i$. Clearly, the subspace $V_v \subseteq H^0(X, L_v)$ is that induced by the coordinates of $\mathbb{P}^2$. Here is how to obtain $V_{v_0}$: Add to $(L_\eta, V_\eta)$ the base points of the pencil $M_0 \cdots M_n + tF = 0$ given by $M_1 \cdots M_n = F = 0$. This is obtained multiplying $Y, Z, W$ by $M_1 \cdots M_n$. Now, $M_0, Z, W$ generate the same system $V_\eta$ since $y_0 \neq 0$. Also, $M_0M_1 \cdots M_n = -TF$ on $X_\eta$, which is a nonzero multiple of $F$, and can thus be replaced by $F$. Restrict the net of hypersurfaces generated by $F, ZM_1 \cdots M_n, WM_1 \cdots M_n$ to $X$; observe it has base points given by $M_1 \cdots M_n = F = 0$. Subtracting them we obtain $(L_{v_0}, V_{v_0})$. The $(L_{v_i}, V_{v_i})$ for $i = 1, \ldots, n$ are obtained similarly.

Notice that there is a linear combination of $Y, Z, W$ that does not vanish totally on any $M_i$, hence a section of $V_v$ spanning a subrepresentation of $\mathfrak{Y}$ of pure dimension 1. So $\text{LP}(\mathfrak{Y})_{v}^* \neq \emptyset$. Likewise, since the curve $F$ does not contain the line $M_i$, we have $\text{LP}(\mathfrak{Y})_{v_i}^* \neq \emptyset$ for each $i$. Thus $\text{LP}(\mathfrak{Y})_{v}, \text{LP}(\mathfrak{Y})_{v_0}, \ldots, \text{LP}(\mathfrak{Y})_{v_n}$ are the irreducible components of $\text{LP}(\mathfrak{Y})$. Furthermore, $\text{LP}(\mathfrak{Y})_{v}^*$ intersects $\text{LP}(\mathfrak{Y})_{v_i}$ by Proposition 6.2 as the subnet generated by the section corresponding to $M_0$ in $V_v$ and that corresponding to $YM_1 \cdots M_n$ in $V_{v_0}$ is of pure dimension 1 and is minimally generated by $\{v, v_0\}$. By the symmetry, $\text{LP}(\mathfrak{Y})_{v_i}$ intersects $\text{LP}(\mathfrak{Y})_{v}$ for each $i = 1, \ldots, n$ as well.

Notice that $H$ is equal to its hull $P(H)$. Indeed, given $u \in Q_0 - H$, consider an admissible path $\gamma$ in $Q$ connecting $v$ to $u$. If it contains arrows of a certain type at least twice, then all admissible paths connecting a vertex of $H$ to $u$ contain an arrow of that type. Thus $u \in P(H)$ only if $\gamma$ is simple. Suppose $\gamma$ is simple. Then $\gamma$ cannot have maximum length $n$, as otherwise $u = v_i$ for some $i$. But then each vertex of $H$ can be connected to $u$ by an admissible path passing through $v$. Since $\gamma$ is nontrivial, $u \notin P(H)$. 
It thus follows from Proposition 5.2 that $\mathbb{L}P(\mathfrak{M}) = \mathbb{L}P(\mathfrak{M})_H$. So $\mathbb{L}P(\mathfrak{M})$ can be described as the quiver Grassmannian of pure 1-dimensional subrepresentations of a representation by vector spaces of the quiver with $n + 2$ vertices and $2(n + 1)$ arrows connecting one of the vertices, called “central”, to the other $n + 1$ vertices, called “outer”, and back. Indeed, $\varphi^v_{v_i} = \varphi^v_{v_j} \varphi^v_{v_i}$ for $i \neq j$ for $\mathfrak{M}$, hence we need only specify $\varphi^v_{v_i}$ and $\varphi^v_{v_i}$ for each $i = 0, \ldots, n$.

Now, $Y, Z, W$ gives us a basis for $V_v$, which we fix, thus identifying $V_v$ with $k^3$. Then, for each $i = 0, \ldots, n$, the map $\varphi^v_{v_i}$ has a one-dimensional kernel, generated by $(y_i, z_i, w_i)$. By the exactness of $\mathfrak{M}$, this kernel is the image of $\varphi^v_{v_i}$. Thus, by choosing a basis for $V_v$ appropriately, we have that $\varphi^v_{v_i}$ and $\varphi^v_{v_i}$ can be respectively represented, up to multiplication by a nonzero scalar, by the matrices

$$
\begin{bmatrix}
y_i & 0 & 0 \\
z_i & 0 & 0 \\
w_i & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
0 & 0 & 0 \\
-z_i & y_i & 0 \\
-w_i & 0 & y_i
\end{bmatrix}.
$$

**Figure 7.** Geometric descriptions of $\mathbb{L}P(\mathfrak{M})$ and $\mathbb{L}P(\mathfrak{M}^*)$.

We gave a precise description of $\mathfrak{M}$, yielding one for $\mathbb{L}P(\mathfrak{M})$: It can be obtained by taking the union of the blowup $S$ of the dual $\mathbb{P}_k^2$ along the points $(y_i : z_i : w_i)$ for each $i$, and $n + 1$ copies $S_0, \ldots, S_n$ of $\mathbb{P}_k^2$, identifying a line on $S_i$ with the exceptional divisor $E_i$ on $S$ over $(y_i : z_i : w_i)$ for each $i$.

We have decided not to describe in the current article when the scheme morphism $\mathbb{L}P(\mathfrak{M}) \to \text{Hilb}_X$ is an embedding. The reader may check himself that in our example this is the case.

It is straightforward that $(L_v, V_v)$ has no base points. Also, the intersection of the hypersurfaces $F, ZM_1 \cdots M_n, WM_1 \cdots M_n, M_0 \cdots M_n$ is the intersection of $F$ and $M_1 \cdots M_n$ because $y_0 \neq 0$, whence $(L_{v_0}, V_{v_0})$ has no base points either. By symmetry, $(L_{v_i}, V_{v_i})$ has no base points for any $i$. It follows that the rational map $\psi : X \dasharrow \mathbb{L}P(\mathfrak{M}^*)$ described in Proposition 10.8 is defined everywhere.

We have a precise description of $\mathfrak{M}$, thus of $\mathfrak{M}^*$ as well, which yields one for $\mathbb{L}P(\mathfrak{M}^*)$: It can be obtained by taking the union of $\tilde{S} := \mathbb{P}_k^2$ with the blowups $\tilde{S}_i$
of $\mathbb{P}_k^n$ at $(y_i : z_i : w_i)$ for $i = 0, \ldots, n$, identifying the exceptional divisor $\mathcal{E}_i$ on $\mathcal{S}_i$ with the line $M_i$ on $\mathcal{S}$ for $i = 0, \ldots, n$.

Notice that even though $\mathbb{L}^P(\mathcal{U}^*)$ and $\mathbb{L}^P(\mathcal{U})$ have the same number of components, they are not isomorphic, since $\mathbb{L}^P(\mathcal{U}^*)$ admits a triple intersection of irreducible components but $\mathbb{L}^P(\mathcal{U})$ does not. Also, the image of the composition of $\psi|_{M_i}$ with the projection $\mathbb{L}^P(\mathcal{U}^*) \to \mathbb{P}(V_i^*)$ spans the whole space, thus $\psi(X)$ intersects $\mathcal{S}$ in finitely many points, and is not in particular equal to $M_0 \cdots M_n$.

The curve $\psi(X)$ is far from being a union of lines, the way it flexes captures for instance the limits of the flexes along the pencil $M_0 \cdots M_n + TF = 0$.
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