Challenges of Numerical Simulation of Dynamic Wetting Phenomena: A Review

Shahriar Afkhami

Department of Mathematical Sciences, New Jersey Institute of Technology, Newark, NJ, USA 07102

Abstract

Wetting is fundamental to many technological applications that involve the motion of the fluid-fluid interface on a solid. While static wetting is well understood in the context of thermodynamic equilibrium, dynamic wetting is more complicated in that liquid interactions with a solid phase, possibly on molecular scales, can strongly influence the macroscopic scale dynamics. The problem with continuum models of wetting phenomena is then that they ought to be augmented with microscopic models to describe the molecular neighborhood of the moving contact line. In this review, widely used models for the computation of wetting flows are summarized first, followed by an overview of direct numerical simulations based on the Volume-of-Fluid approach. Recent developments in the Volume-of-Fluid simulations of the wetting are then reviewed, with a particular attention paid on combining macro-scale simulations with the hydrodynamic theory near the moving contact line, as well as including a microscopic description by coupling with the van der Waals interface model. Finally, the extension to modeling the contact line motion on non-flat surfaces is surveyed, followed by hot topics in nucleate boiling.
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1. Introduction

Wetting phenomena involves the motion of the interface between two or more fluids in contact with a solid [1]. Many natural and industrial processes are intimately related to the details of wetting phenomena. As technological capability evolves, it becomes increasingly important to understand the fundamentals of the fluid dynamical interactions involved in such applications, in order to optimize system performance. Numerical modeling offers great potential to predict outcomes under given conditions, and hence, ultimately, to optimize the process. Moreover, computational tools can play a very important role in terms of
enhancing our understanding of the physics involved, and allowing predictions to be made cheaply.

Simulating wetting phenomena is complicated due to the presence of moving ‘contact lines’ (the lines at which a fluid-fluid interface meets a solid surface) \[2–6\]. Considerable research effort has been directed to study such problem; see e.g. \[7, 8\] for a comprehensive (and relatively recent) reviews. Simulating such phenomena is further complicated, in part, by the fact that the description of moving contact lines involves widely varying characteristic lengths \[9–12\], from macroscopic to near molecular length scales. The motion of the fluid near the contact line and the dynamic behavior of the interface itself present further complications, and analytical solutions exist only for very simple problems. Numerical simulations can yield accurate predictions but have been far less successful when studying wetting phenomena. For such problems, the efficacy of numerical simulation is highly dependent on the ability of accurately and robustly computing the moving contact line.

Another potential issue is that at the contact line, as the characteristic length of the problem becomes smaller and the surface tension starts to dominate over other forces, the surface tension discretization becomes a key ingredient in the feasible computation of such flows. For these reasons, though reliable codes exist for the simpler two dimensional problem, there are relatively few examples of three dimensional codes that incorporate algorithms for treating dynamic contact lines; \[13–19\] are representative of the variety of approaches that are used. Moreover, robust and accurate numerical models are needed for simulating fluid-structure interactions that involve moving solid objects in an interfacial flow that also includes contact lines (see e.g. \[18, 20\]).

While there exist different numerical approaches which can deal with dynamic contact lines, here we concentrate on the ‘Volume-of-Fluid’ (VOF) method, with our main goal to be to represent recent developments for the implementation of the contact angle boundary condition at a moving contact line, self-consistent numerical validations, a dynamic contact angle model based on a hydrodynamic description of the contact line, as well as an approach for the direct inclusion of liquid-solid interaction. We specifically pursue Gerris \[21\] numerical framework to describe the implementations of the methods. The interested reader is referred to the works in \[22, 24\] for further details and discussions. However, we also note possibilities of using other tools than Gerris, such as the use of its successor code Basilisk \[25\]; see e.g. \[19, 26, 27\] for very recent studies that utilize Basilisk for the numerical simulation of dynamic contact line. While the focus of this review is on a VOF method, we note that a major challenge for the simulation of moving contact lines in all continuum based approaches is to obtain mesh-independent results with no adjustable parameters. The development of such models will require resolving all the length scales, typically from nanoscale at the solid boundary to bulk sizes, which can be of a millimeter size or more. For feasible computations therefore sub-grid models ought to be introduced, and as a result, the key ingredient in all current and previous models is to bridge the macroscale dynamics to the characteristics of the contact line at the nanoscale.
The nature of flows in a neighborhood of a moving contact line and the matching of local solutions to the global flow have been the topic of a number of investigations; see e.g. [28, 29]. Despite the huge research effort, however, a full understanding of the mechanism by which a contact line moves along a solid surface is still incomplete. While numerical investigations can enhance our understanding of the physics involved, simulating dynamic contact line flows is complicated by the mathematical paradox of a contact line moving along a no-slip solid surface, first discussed by Huh and Scriven in [30]. Here we will review major difficulties involved in continuum-level numerical simulations in the VOF numerical framework, mainly: (i) how to specify the dynamic contact angle; and (ii) how to modify the no-slip boundary condition to remove the stress singularity [6, 31].

We first give a concise account of a variety of other computational methods that have been considered in the context of wetting phenomena. Here we mention level set methods that use a continuous function to describe the interface. A reconstruction of the continuous function in the ghost domain is used to impose the contact angle within the level set approach [3, 32, 33]. (The grid points across the boundary are treated as ghost points). We also mention phase-field methods that treat two fluids with a diffuse interface by means of a smooth concentration function, which typically satisfies the Cahn-Hilliard or Allen–Cahn equations [34], and is coupled to the Navier–Stokes equations. Jacqmin [35] describes a phase-field contact angle model that uses a wall energy to determine the value of the normal derivative of the concentration on a solid substrate. This model has been used to study contact line dynamics [2, 35], and similar models have been considered in the investigation of the sharp interface limit of the diffuse interface model [37, 38]. Lattice-Boltzmann methods have also treated the contact angle with a wall energy contribution [39, 40]. Molecular dynamics (MD) simulations [41–44] have also been considered, where the interaction between fluid and solid particles is described by the Lennard–Jones potential, albeit mainly for simulating nanoscale systems.

In [45], the authors carry out continuum based computations of dewetting of molten nanoparticles on a solid and show quantitative agreement with MD simulations, when either using a free-slip boundary condition, or a partial slip with a slip length of nanometer sizes. In [46], the authors carry out simulations of steady water drop sheared between two moving plates using MD, phase-field, and VOF methods. They show discrepancy, when comparing the results from phase-field to MD simulations. Moreover, they show that with a suitable choice of parameters and boundary conditions in the phase-field simulations, a reasonable agreement with MD can be obtained. They also reproduce the MD results reasonably well with the VOF simulations using a localized slip boundary condition. Interestingly, they point out the role of diffusion in their phase-field model and the physical interpretation of it, showing different effect to what happens in MD simulations, suggesting a perfect agreement cannot be expected. In summary, the authors in [46] point out the necessity for hybrid methods for matching MD with continuum solvers, similar in spirit to that in [47].
Finally, in the context of front-tracking methods, in [48], the authors implement a front-tracking method and use a partial slip boundary condition and an ad hoc model for the determination of the dynamic contact angle based on the contact line speed. Recently, in [16], the authors developed a front-tracking approach for simulating dynamic contact angles, where the contact line motion is described by a slip model.

In what follows, we first present in Sec. 2, a multiscale wetting/dewetting model based on an adaptive VOF method coupled with van der Waals interaction, which can be considered as a mesoscopic approach to model liquid-solid interaction. We then review a work on wetting transitions in Sec. 3. In Sec. 4, we discuss an approach to model the contact line motion on non-flat surfaces and its application to simulating a two-phase flow in porous media. Lastly, in Sec. 5, as an example of a future direction, we present nucleate boiling, where resolving the details of the flow around a moving contact line is of a significant importance to building a generally applicable numerical model.

2. A mesoscopic approach to model liquid-solid interaction

It is impossible for a contact line to move on a solid if a molecularly sharp fluid-fluid interface is considered along with a strictly no-slip solid. The consequence of such is the divergence of shear stress upon approaching the contact line. As elegantly stated by Pomeau in [10], “One major difficulty met when trying to ‘solve’ the moving contact line problem is to find at which scale the usual continuum mechanics breaks down and should be amended to get rid of the divergence.”. Here, we review a recently developed computational scheme for wetting/dewetting flows, that combines the van der Waals model with the Navier-Stokes equations to devise a divergence free numerical framework for the simulation of contact line motion [49]. We show how this approach can lead to an accurate description of the contact line, while recovering the usual macroscopic scale flow far away from the contact line.

Let us begin by considering the incompressible Navier–Stokes equations for a two-phase flow. We refer to two phases as the liquid phase (subscript $l$), and the vapor phase (subscript $v$), i.e. $i = l, v$, with no loss of generality. We introduce a characteristic function $\chi(x, y, z, t)$, which takes the value of 1 inside of the liquid phase, and 0 inside the vapor phase. The interface between these two phases is assumed to be sharp, so that $\chi$ changes discontinuously at the interface. The governing equations then are

$$\rho(\chi) \frac{Du}{Dt} = -\nabla p + \nabla \cdot \left[ \mu(\chi) \left( \nabla u + \nabla u^\top \right) \right] + \gamma \kappa n \delta_s + F_{vdW},$$  \hspace{1cm} (1)

$$\nabla \cdot u = 0.$$ \hspace{1cm} (2)

Here, $\rho(\chi) = \rho_l \chi + \rho_v (1 - \chi)$ is the density, $\mu(\chi) = \mu_l \chi + \mu_v (1 - \chi)$ the viscosity, $p$ the pressure, and $u$ the velocity vector. Also

$$D\chi/Dt = \partial_t \chi + u \cdot \nabla \chi = 0.$$ \hspace{1cm} (3)
Figure 1: A schematic of the fluid-fluid-solid interactions.

The surface tension is included as a singular body force (per unit volume) \[24, 50\], where \(\gamma\) is the surface tension coefficient, \(\kappa\) the interfacial curvature, \(\delta\) a delta function centered on the interface, and \(n\) a normal vector for the interface pointing out of the liquid. The total body force due to the van der Waals interaction is represented by \(F_{vdW}\), which we describe next.

We consider a solid phase occupying a half-infinite region \(y < 0\), above which there is a region occupied by two fluids, see Fig. 1. Each particle of fluid phase \(i\) interacts with the solid substrate by means of a Lennard–Jones type potential \[11, 12\]

\[
\phi_{is} = K_{is} \left( \left( \frac{\sigma_i}{r} \right)^a - \left( \frac{\sigma_s}{r} \right)^b \right),
\]

where \(r\) is the distance between the two particles, and \(K_{is}\) is the scale of the potential. The total potential energy in phase \(i\) due to this interaction is

\[
\Phi_{is}(y) = K_{is} \left[ \left( \frac{h_i}{y} \right)^m - \left( \frac{h_s}{y} \right)^n \right] = K_{is} \psi(y),
\]

where

\[
K_{is} = 2\pi n_i n_s K_{is} \sigma^3 \left( \frac{[(a-2)(a-3)]^{b-3}}{[(b-2)(b-3)]^{a-3}} \right)^{\frac{1}{a-b}},
\]

\[
h = \left( \frac{(a-2)(a-3)}{(b-2)(b-3)} \right)^{\frac{1}{a-b}} \sigma; \quad m = a - 3, \quad n = b - 3,
\]

where \(n_i\) and \(n_s\) are the densities of particles in fluid phase \(i\) and the solid substrate, respectively. Equation 5 gives the total potential per unit volume in fluid phase \(i\) due to the interaction with the solid substrate. The quantity \(h\) is conventionally referred to as the equilibrium film thickness in the literature. The parameters \(m\) and \(n\) are taken based on the choices of \(a\) and \(b\) in Eq. 4; see \[49, 51\], for example.

The force per unit volume on phase \(i\) as a results of the potential, Eq. 5 is

\[
F_{is}(y) = -\nabla \Phi_{is}(y),
\]

where

\[
F_{vdW} = \chi \hat{F}_{ls} + (1 - \chi) \hat{F}_{vs},
\]
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It can then be shown [49] that

$$F_{vdW} = \nabla p_{vdW} + \frac{(1 - \cos \theta_{eq}) (m - 1)(n - 1)}{h(m - n)} \psi(y)n\delta_s.$$ (9)

The first term on the right hand side of Eq. 9 is absorbed into the pressure gradient in Eq. 1 for the entire domain, while the second term is centered only on the interface. We refer the interested readers to [24] for the details of the discretization of $\kappa$ in Eq. 1 and $n$ and $\delta_s$, in Eqs. 1 and 9.

The coefficient in the second term on the right hand side of Eq. 9 involving the equilibrium contact angle $\theta_{eq}$ can be derived based on simple energetic arguments (see [49]). In this context, there is an equilibrium film of thickness $h$ that wets the entire substrate, with a smooth transition from the interface away from the contact to the film. The contact angle can then be defined by finding the slope of the interface at the transition region. For example, for a drop at equilibrium with a vanishingly small $h$, we measure contact angles by fitting a circular profile to the droplet profile ‘away’ from the transition region; the angle at which this circular profile intersects with the equilibrium film is taken to be the contact angle, $\theta_{eq}$. For non-vanishing but small $h$, a drop at equilibrium will have a (slightly) different contact angle, which we refer to as $\theta_{num}$. Figure 2 shows how the simulated equilibrium contact angle, $\theta_{num}$, is generally smaller than the imposed angle $\theta_{eq}$. This is due to the fact that Eq. 9 is derived under the assumption of small $h$. Figure 2 also shows the results when $h$ is varied from 0.025 to 0.00625. The initial condition is imposed with $\theta_i = \pi/4$. As shown, the initial drops, depicted by the black (dotted) profiles, relax to the equilibrium profiles, and as $h$ is decreased, the equilibrium profiles are characterized by contact angles closer to prescribed by $\theta_{eq}$. 

Figure 2: Equilibrium profiles (solid lines) for $\theta_i = \theta_{eq} = \pi/4$; the arrow shows the direction of decreasing $h$. The dotted lines show the initial profile. $h = 0.025$(blue), 0.0125(green), 0.00625(black);
2.1. Results

We present the results of droplets with the contact angles imposed by means of the discretization of Eq. 9 as described in [49, 51]. The initial simulation setup is a drop on an equilibrium film, initially at rest, which then relaxes to equilibrium under the influence of the van der Waals force. For all the results shown next, \( \rho_{l,v} = \mu_{l,v} = \gamma = 1 \), \( h = 0.025 \), and \( (m,n) = (3,2) \). Figures 3(a-b) show the results of droplet spreading and retracting. As shown, the drop spreading/retracting follows the Cox-Voinov law for \( v_f \in (10^{-2}, 10^{-1}) \).

Finally, we mention the dewetting phenomena of liquid films: for a sufficiently thin liquid layer (or multi-layers) on a solid substrate, destabilizing effects, such as long range fluid-solid interactions, can lead to the film breakup.
and the consequent dewetting phenomena (exposure of prewetted/nominally dry patches), known as ‘spinodal dewetting’ [54]. Therefore, it is necessary to include a destabilizing mechanism, such as the van der Waals interactions as described above, or otherwise a continuous film does not breakup. While studying the dewetting of a thin film is commonplace, see e.g. [55–57], there is less effort in direct numerical simulations of multi-layer dewetting, and the understanding of competing forces for such systems is currently poor. Below, we describe our recent results of the dewetting of miscible liquid two-layers on substrates. In particular, we mention the work in [58] on the fabrication of Ag–Au bimetallic nanoparticles by laser-induced dewetting of bilayer films; see for example, Fig. 4.

Next we show examples of direct numerical simulations to study the structural evolution and morphology of bilayer thin films consisted of miscible liquids. We will concentrate in particular on the role of the contact angle and the viscosity ratio of the two layers to study how changing these properties may affect the profile of the fluid as it dewets. We keep the geometrical features fixed, and set the density ratio and surface tension to 1, with a negligibly small surrounding viscosity. Figure 5 depicts the schematic of the computational setup. We then vary the contact angle and the liquid two-layer viscosity ratio and consider two main scenarios where the breakup of the film results in either an unchanged length scale, namely leading to the formation of one drop, or ‘dry spots’, leading subsequently to the formation of one main drop and a secondary droplet. The findings here will help to understand how to control the synthesis of alloy metallic nanoparticles, see e.g. [59]. Basilisk [25], which is the Gerris successor numerical framework, is used here. We have specifically found: 1) In the absence of a second layer, the instability of the thin film follows closely the predictions of the linear stability analysis [51]; see Fig. 6(a). 2) By making the bottom layer slightly more viscous than the top layer, while the bilayer still remains unstable, the nonlinear instability leads to the formation of a secondary droplet, suggesting that even a small spatial variation of the viscosity can significantly alter the instability characteristic length scales; see Fig. 6(b). 3) There appears to be a correlation between the viscosity ratio and contact angle defining the threshold for the formation of a secondary droplet; see Fig. 7.
Our future work will involve investigating film lengths, layer sequences, and the influence of the surrounding viscosity. We will also further study the compositional structure of the bilayer systems. Our preliminary numerical results reveal that the obtained final droplets have a composition of the two layers over the whole volume of the droplets; while our results show qualitatively similar distribution as illustrated in the experiments in [58], further analysis of the differences in the composition as a function of the physical parameter set will help tuning the morphology of such nanostructures for applications.

3. A multiscale model for the simulation of dynamic contact lines: the dewetting transition

Here we review a recent work in [6] on the description of a method for dynamic contact lines. The work focuses on in-depth analysis on the physical
phenomenon of the dewetting transition. When modeling dynamic contact line, here in the context of the VOF method, there are two major challenges: 1) the numerical implementation of the contact angle, and 2) relieving the incompatibility between the moving contact line and the no-slip boundary condition (see e.g. [60], for a recent mathematical view of the boundary conditions for dynamic wetting). In [6], the authors address both difficulties by first describing a method to impose the contact angle as a boundary condition for when discretizing the surface tension in computational cells adjacent to the solid boundary, and secondly, by devising an elaborate methodology to account for microscopic features near the contact line, using an asymptotic theory for the solution of the local contact line problem and to remove the singularity in the shear stress, leading to numerical convergence. We note however that a fundamental question still remains regarding the measurement of the microscopic contact angle and its definition at a dynamic contact line, see e.g. [61] for a recent and renewed discussion on the topic, and review papers [8, 54, 62].

The discretization of Eq. 3 consists of two steps; first the reconstruction of the interface followed by its advection. In the first part of the reconstruction step, the interface normal $\mathbf{n} = (n_x, n_y)$ in cell is determined from the values $\chi$ in neighboring cells, using method described in [4, 23]. In the reconstruction step, the position of a linear segment representing the interface in the cell is determined from the knowledge of $\mathbf{n}$ and $\chi$ [63]. The reconstructed linear segments are updated in the advection step, where the interface is evolved by the fluid velocity field, using Eq. 3.

In order to compute capillary forces, we use the Height-Function method, in which the local height of the interface is computed from summing over a column of cells [4]. Using second-order finite differences of the local Height-
Function then provides the curvature, as well as the interface normals, used to compute the surface tension force (see [23, 24]). Near the contact line, the interface is then linearly extended into the solid cell to prescribe the value of χ function at ghost cells. Having the interface Heights (and Widths) now defined at ghost cells, interface normal vector and curvature adjacent to the solid boundary are computed as usual. Once the interface positions and the curvature are computed, there is no special difficulty in computing the velocity field using the standard methods. No special provision is made for the discontinuity of velocities or the divergence of viscous stresses and pressures, which are computed as elsewhere in the domain using finite volumes and finite differences. Intuitively, this allows a kind of numerical slip. This numerical slip is studied in details in [5].

3.1. Results

The problem setup is as follows: consider a solid plate being withdrawn from a liquid reservoir with a constant velocity $V_s > 0$. The computational domain is $0 \leq x, y \leq L$, with fluid 1 occupying $y < h_0$ and fluid 2 occupying $y > h_0$ at $t = 0$ (see Fig. 8). The viscosity and density of fluid $i = 1, 2$ are $\mu_i$ and $\rho_i$, respectively. The capillary number is defined as $Ca = \mu_1 V_s / \sigma$, where $\mu_i$ is the viscosity of fluid $i$ and $\sigma$ the surface tension. We set $L \approx 9 l_c$, where $l_c$ is the capillary length $l_c = \sqrt{\sigma / (\rho_1 - \rho_2) g}$ with $g$ the gravitational acceleration. The Reynolds number is then defined based on the capillary length as $Re = \rho_1 V_s l_c / \mu_1$.

In [6], we focus on a specific, complex physical problem: the dewetting transition. One example of such a flow is the withdrawing plate, see Fig. 8. The interface may either sustain a stationary state meniscus, if below a critical capillary number, $Ca_{cr}$, or continue to move up the substrate until depositing a thin film to arbitrary heights. The latter is called a Landau–Levich–Derjaguin (LLD) film [64, 65]. Figure 9 from [6] shows an example of the case where $Ca > Ca_{cr}$. In [66–68], a hydrodynamic theory is developed for the prediction of $Ca_{cr}$, while Cox [52] and Voinov [53] describe, on the other hand, how the
Figure 9: From [6]. Time evolution of the interface for $\text{Ca} > \text{Ca}_{cr}$ at $\tau = \frac{V_s t}{l_c} = 4$ (a), 4.8 (b), 5.9 (c), 6.8 (d), 7.9 (e), 8.7 (f). The insets show the magnified flow field and the pressure distribution. (a)-(c) Right panels show a magnified view of the contact line region and the computational mesh; the fine structure of the flow field and the pressure distribution in the contact line region are illustrated. $\text{Ca} = 0.048$, and $\theta = 60^\circ$. The pressure colors show the maximum (dark red) and minimum (dark blue) of the pressure distribution.
singularity drives a peculiar curved form of the fluid wedge at small Ca. In [6], we use these theories to predict the numerically observed transition and to devise a subgrid scale model to reproduce the underlying microscopic physics. The latter reflects on the notion of grid-independent simulations in [5, 69]. In the simulations, we measure Ca_{cr} and specify Δ, the typical grid size, and θ_{Δ}, the specified contact angle at a particular grid size Δ. We compare the value of Ca_{cr} from full simulations to the solutions of the central relation obtained in [6, 70]

\[
\frac{C(q)\phi(\theta_{\Delta}, q)Ca_{kr}^{1/3}l_c}{\Delta} \exp \left[ -\frac{G(\theta_{\Delta})}{Ca_{cr}} \right] = 1, \tag{10}
\]

where the constant \( C(q) = O(1) \), \( q = \mu_2/\mu_1 \), \( G \) function is given in [52], and \( \phi = \Delta/r_m \) is the scaling factor or gauge function determined from the numerical simulations by comparing to the analytical solutions, where we consider \( r_m \propto \Delta \), namely the numerical slip. In [6, 70], the computed Ca_{cr} are in agreement with the above solutions. Finally, it can be shown that

\[
\phi(\theta_{\Delta}, q) = \frac{\pi eA_2(s_{\text{max}})}{3^{1/3}2^{-5/6}} \Delta Ca_{kr}^{1/3}l_c \exp \left[ \frac{G(\theta_{\Delta}, q)}{Ca_{cr}} \right], \tag{11}
\]

where \( Ai(x) \) is the Airy function of the first kind and \( Ai'(s_{\text{max}}) = 0 \); see also an earlier work in [71], where an expression similar to Eq. 11 is derive.

In Fig. 10 we plot the values of the right hand side of Eq. 11 along with the computed values of \( \phi \). In the near-free-surface Setup C (\( q = 1/50 \)), a very clean estimate of the gauge function \( \phi \) is obtained at small angles and we find \( \phi(\theta_{\Delta}) \approx \theta_{\Delta} \). Thus our numerical model may be viewed as having an effective slip of the order of a grid cell. However, we find that there is a mismatch between the theory and the data in Eq. 11 in Fig. 10. If one leaves the connection between the slip length \( \lambda \) and the grid size \( \Delta \) free, using \( \lambda = c\Delta \) with \( c \) an arbitrary constant, then the adjustable constant \( c \) allows a better fit of to the data; see, for example, the dashed line (- -) in Fig. 10 for when choosing \( c = 3 \). This in turn provides an estimate of the effective slip in our VOF method.

3.1.1. Recommendations for the numerical simulations of dynamic contact lines

As we discussed above, numerical slip plays a crucial role in numerical simulations of the moving contact line problem. As shown, this numerical slip, which is introduced at the discrete level, is effectively equivalent to a slip length on the order of the grid size. Several authors have reported how this numerical slip can strongly distort the results [5, 72, 73], unless the grid size in the vicinity of the contact line is decreased to a microscopic scale, making the computations prohibitively costly.

To develop a strategy for realistic simulations where experiments would be used, the first step would be to perform a series of simulations at varying \( \Delta \) and for the conditions of the experiments. Obviously, simulations and experiments are not performed near the critical Ca but below it. Comparing the angles observed in the region where the theory is still valid, would cross-validate the
computations. This would in turn fix the parameters $\theta_\Delta$ and $r_m$ that could be used in simulations. This approach is of course made difficult by the fact that there is no evidence so far that a single pair $\theta_\Delta, r_m$ could predict experiments over a range of different flow configurations. Actually the authors of [74] state that “In the literature we have not found a single pair of experiments in different geometries using precisely the same materials.”. This highlights the difficulty of a predictive simulation approach based on experiments. Moreover, it should be noted that the authors of references [75] and [76] claim precisely the opposite, that no microscopic angle, even a dynamical one depending on the capillary number, can predict the whole range of experiments they have performed or simulated. We therefore believe that the relationship between numerical slip length and the grid size is strongly problem dependent. We provide such a relation in Eq. 11 for the withdrawing plate problem in the hope that it motivates further investigations for other scenarios, such as droplet impact on a solid surface, where such relationships can also involve other relevant dimensionless parameters such as Reynolds and Weber numbers. A suitable numerical slip can then be identified by comparing the results with appropriate experimen-
tal measurements. We note however again that such a relation might only be applicable to that particular problem.

Finally, the slip boundary condition combined with a constant contact angle might not sufficiently describe the dynamics of the moving contact line. In [26], the authors propose to replace the slip boundary condition with a generalized Navier boundary condition (GNBC) [77], coupled with a dynamic contact angle to more favorably match the experimental observations in the context of the curtain coating configuration [75] (see also [60, 78] for a recent discussion on the boundary conditions for dynamic wetting).

4. Moving contact lines on arbitrary geometries

Numerically modeling non-ideal solid substrate is enormously complicated. Wetting and spreading on rough surfaces, two-phase flow over topographically patterned surfaces and through porous media are examples of such systems. While there exist numerical studies on chemically disordered surfaces, see e.g. [79 80], and with roughness effects in a two-phase flow model, see e.g. [81–83], pore-scale numerical investigations are still scarce, see e.g. [84–86], and therefore in what follows, we only focus on the direct numerical simulation of fluid–fluid flows in a porous media model.

Pore-scale models have increasingly become a reliable tool for making predictions of two-phase flows through porous media; see e.g. [87, 88]. Direct numerical simulation techniques based on solving the full Navier-Stokes equations provide an accurate solution for pore-scale analysis of multiphase flows in porous media. However, a great challenge in pore-scale direct numerical simulations is the inclusion of wetting effects into the numerical model. There exist direct numerical studies on pore-scale modeling of wettability effects, such as the phase-field simulation in [89] and the lattice Boltzmann simulation in [90]. While the majority of previous (Eulerian) interface capturing methods include wetting on body-fitted meshes, less progress has been made to develop numerical methods that handle arbitrary geometries (see e.g. [32]). To that end, one attractive approach is the Immersed Boundary Method (IBM) [91, 92], because of its ability to model complex geometries, and its potential for modeling systems of solid bodies with arbitrary relative motion [20]. Here we show an accurate and robust numerical model developed in [93] and later extended in [20] for combining wetting dynamics, in a VOF framework, and the IBM. Here we briefly review the methodology developed in [93] as the basis of an IBM for implementing wetting effects into the numerical model for arbitrary geometries.

The method developed in [93] is based on a ghost-cell Immersed Boundary (IB) method for curved surfaces. In order to compute the interface curvature in cells adjacent to an IB computational cell, the authors employ a method where the IB stencil is modified to take into account the orientation of the interface normal at the contact line to reflect the prescribed contact angle. The modified stencil is illustrated in Fig. [11]. At each point where the stencil intersects the IB, the prescribed contact angle defines the value of the interface normal at the contact line, $\mathbf{n}_{cl}$. Therefore, adjacent cells to the IB enter into the computation.
of the curvature, $\kappa$, resulting in a wetting force that consequently enters the surface tension discretization.

In [94], we present the results of an improved implementation of the above method [20] to simulate two-phase flows in a porous media model. The results are first of their kind in that they are obtained using a combined VOF/IBM pore-scale direct numerical simulations to quantify the effects of the capillarity, characterized by the capillary number, Ca, and wetting, characterized by the contact angle, $\theta$, on the displacement phenomena in a porous media model. In Fig. [12] we show how wetting controls displacement patterns, and observe the crossover from a stable propagating front to a fractal pattern, namely a fingering instability. The results show that decreasing the contact angle leads to a change of the flow behavior from strong fingering to stabilized front propagation, and that the contact angle effect diminishes as Ca increases. As can be seen in Fig. [12] displacement patterns, for wetting invading fluids, the front propagates rather smoothly, draining all of the displaced phase, while a non-wetting invading fluid can lead to residual fluid.

5. Future direction: microlayer formation in nucleate boiling as an example

Pool boiling is one of the most efficient mode of heat transfer, allowing a wide range of systems to improve their thermal performance, from nuclear power
plants to microelectronic devices [95]. Predicting boiling heat transfer however is complicated by the need to resolve phenomena occurring over multiple scales (see Fig. 13), from the adsorbed liquid layer at the wall at the nanometer scale up to the bubble size at the millimeter scale. Furthermore, a significant amount of the total heat can be transferred within the micro-region (known as microlayer) near the contact line. Existing models of microlayer formation are often physically incomplete, e.g. do not include the effect of surface tension or contact angle. Moreover, the dynamics of the moving contact line has a profound influence on the microlayer formation. Therefore, a general model on microlayer formation must also resolve the motion of the contact line.

In [96], the authors present experimental and numerical observations of contact line heat transfer in the framework of pool boiling and meniscus evaporation. They focus on the influence of contact line dynamics on the local heat transfer near the contact line suggesting that the heat transfer next to the contact line is governed mainly by two mechanisms in superposition: microlayer evaporation and transient conduction. In [97], the authors present a numerical
framework in which a subgrid source of vapor is considered. In [98], the authors present experimental results on the transition between contact line evaporation and microlayer evaporation during the dewetting of a superheated wall. They discuss the time resolved formation of the microlayer in detail and describe the influence of the dewetting velocity, wall superheat, and heating power on the microlayer formation. In [99], the authors describe the microlayer formation as a dewetting transition in the presence of phase change and use the existing theoretical, experimental and numerical data to derive a specific criterion for modeling the transition.

Here, we provide a review of the work in [97] of the procedure for direct computations of nucleate boiling and the conditions under which the microlayer is expected to form. In [97], we focus on numerical simulation of the hydrodynamics of bubble growth at a wall, and high resolution simulations of the microlayer formation. We identify the minimum set of dimensionless parameters that controls microlayer formation, namely \( \delta^* = f(r^*, t^*, Ca, \theta) \) with \( \delta^* \) the shape of the extended liquid microlayer, \( r_c = \mu_l/(\rho_l U_b) \) and \( t_c = r_c/U_b \) the characteristic length and time scales used, respectively, where \( U_b \) is the bubble growth rate. We found that all three regions need to be modeled in order to accurately represent the thickness of the microlayer. Central to our theory is the results that the interface profile in the microlayer away from the contact line can be accurately described (in the case of hemispherical bubble growth) as \( \delta^* \approx 0.5 \sqrt{r^* - R_{b,0}} \) as long as the motion of the contact line is negligible compared to the bubble growth rate: \( R_{b,0} \) is the dimensionless initial bubble radius and \( r^* \) is the dimensionless radial distance from the bubble root.

Experimental measurements of the earliest bubble growth rate (Fig. 14 (a)) and microlayer thickness (Fig. 14 (b)) are then used in [97] to validate the numerical results, for the case of water at saturation at 0.101 MPa. The numerical results are compared with experimental results in Fig. 14 (b), showing both qualitative and quantitative agreements. However, a departure from the
Figure 14: From [97]. Measured bubble growth rates (black squares) over time (a); the earliest bubble growth rate is measured at \( t = 20 \mu s \), showing that the initial bubble growth rate during the first tens of \( \mu s \) may have been much higher than its first available measured value of 4.2 m/s. Two scenarios assumed for initial regimes: constant growth rate (blue dash-dotted line), or constant acceleration (red dashed line). Thickness \( \delta \) (in \( \mu m \)) measured in lab experiment (black squares) of boiling water at saturation at 0101 MPa, 0.41 ms after boiling inception. The deduced microlayer thickness at \( t = 20 \mu s \) (grey triangles) is obtained assuming that the heat transfer within the microlayer is purely by conduction. The wall temperature at boiling inception is 111.7°C, and the wall heat flux is 209 kW/m². Predictions from the square root model are plotted for the two initial profiles of \( U_b \) showed in (a). The first measured value of \( U_b \) is \( U_b(t \sim 20 \mu s) \sim 4.2 \) m/s. For simulations: \( \mu_l = 3.5 \times 10^{-4} \) Pa.s, \( \rho_l = 950 \) kg/m³.

model in the low thickness region is also observed. This discrepancy is expected to be reduced if we no longer assume constant wall superheat, but include the thermal coupling between the microlayer and the heated wall. Such coupling would require to solve for the heat equation in the substrate. The initial evaporation of the microlayer would locally reduce the wall superheat and therefore slow down the rate of evaporation of the microlayer. This slow-down effect of the microlayer evaporation due to conjugate heat transfer with the solid surface is currently not included in the results in Fig. 14 and must be a subject of further investigation. In general, systematic experiments seem to be necessary to validate the numerical model and to develop more applicable dynamic contact line models.

5.1. Hot topics and future issues

Numerical challenges for dynamic contact lines amplify when including heat and mass transfer mechanisms (i.e. evaporation, boiling, and condensation). The numerical framework described in this review will face new challenges to accurately and robustly implement the velocity discontinuity across the interface due to the mass exchange. Including the conjugate heat transfer with the solid substrate, which requires the coupling of the flow solver and the energy
equations, as well as a domain decomposition strategy, introduces additional challenges; see e.g. [100]. Here, we list some future issues:

- The continuum formulations for moving contact line models lay out a strong foundation for studying such systems. We believe that more elaborate models that include microscopic phenomena are needed to calibrate and verify numerical results towards building a more robust moving contact line model.

- A static contact angle is not a compatible model to impose on a moving contact line. We believe a dynamic contact angle model should address a more physically correct model of the contact line, which is essential for simulating real applications.

- Hybrid numerical models that include hydrodynamic theories of the dynamic contact line show promise. A more general theories to large contact angles are needed to extend the applicability of such hybrid models. Moreover, a special attention should be given on the development of numerical methods that include more level of details, still maintaining computational efficiency.

- Extension of all the above items to textured surfaces poses a formidable numerical challenge.

- This review provides an example of a powerful numerical tool, Gerris, for studying relevant problems. While laying out a strong foundation, more improved numerical methods should continue to be developed for increasing the predictive power of direct simulations for real life engineering applications, especially for three-dimensional domains.
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