Electronic structure of water from Koopmans-compliant functionals
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Abstract

Obtaining a precise theoretical description of the spectral properties of liquid water poses challenges for both molecular dynamics (MD) and electronic structure methods. The lower computational cost of the Koopmans-compliant functionals with respect to Green’s function methods allows the simulations of many MD trajectories, with a description close to the state-of-art quasi-particle self-consistent GW plus vertex corrections method (QSGW+f\text{xc}). Thus, we explore water spectral properties when different MD approaches are used, ranging from classical MD to first-principles MD, and including nuclear quantum effects. We have observed that the different MD approaches lead to up to 1 eV change in the average band gap, thus, we focused on the band gap dependence with the geometrical properties of the system to explain such spread. We have evaluated the changes in the band gap due to variations in the intramolecular O-H bond distance, and HOH angle, as well as the intermolecular hydrogen bond O···O distance, and the OHO angles. We have observed that the dominant contribution comes from the O-H bond length; the O···O distance plays a secondary role, and the other geometrical properties do not significantly influence the gap. Furthermore, we analyze the electronic density of states (DOS), where the KIPZ functional shows a good agreement with the DOS obtained with state-of-art approaches employing quasi-particle self-consistent GW plus vertex corrections. The O-H bond length also significantly influences the DOS. When nuclear quantum effects are considered, a broadening of the peaks driven by the broader distribution of the O-H bond lengths is observed, leading to a closer agreement with the experimental photoemission spectra.
Introduction

Water is a fundamental component of life and present in abundance on our planet. Despite its apparently simple molecular structure, in its condensed form, water shows a very complex behavior that still challenges researchers across multidisciplinary areas. Obtaining the precise photoelectronic properties of liquid water is an active research area. In particular, it is an essential issue for electrocatalytic and photocatalytic water splitting, which have a direct impact on hydrogen generation from solar energy. Improved knowledge on the photoelectronic properties of water involves some unique complexities of this deceivingly simple system. Thus, there are many challenges both for experimental and theoretical methods.

On the experimental side, the water valence band maximum (VBM) can be determined from photoemission spectroscopy. A value of 9.9 eV below the vacuum level is obtained by linearly extrapolating the slope of the $1b_1$ level near the photoionization threshold. One can obtain the VBM value with other techniques, yielding different values, but all clustered around 10 eV. The measurement of the conduction band minimum (CBM) is more involved. The main challenge is that an excess electron in the water does not occupy the CBM level; it will go to deeper trapped states. For example, without considering the trapped states, the CBM level obtained by photoelectrochemical methods is at -1.2 eV from the vacuum level, whereas when considering the trapped states it becomes -0.74 eV. There is also a recent debate on the energy level this excess electron occupies. Hence, one can model the CBM level from the experimental data obtained for the excess electron with thermodynamical constraints, as performed by Ambrosio et al., obtaining a CBM value of 0.97 eV below the vacuum level, with many other values found in the literature. Taking into account the various values from the literature, the typical value for the band gap is estimated to be $8.7 \pm 0.6$ eV.

From a theoretical point of view, the modeling of water brings several challenges. The first one is the need to perform careful molecular dynamics (MD) sampling using classical or
first-principles MD eventually including nuclear quantum effects. Furthermore, depending on the electronic structure method employed (ranging from density functional theory to self-consistent GW calculations with efficient vertex corrections), one can obtain for the same trajectory different average band gaps. Thus, it is not simple to clearly understand what drives the band gap changes in different trajectories. In this work, we study the electronic structure of liquid water using Koopmans-compliant (KC) spectral functionals, which have already shown to be a valid and reliable alternative to more complex techniques for the calculation of photoemission properties of different molecular or extended systems. We take advantage of the lower computational cost of the KC functionals, when compared to many-body methods, to calculate the electronic properties of liquid water over different MD trajectories, ranging from classical MD to first-principles MD trajectories, eventually including nuclear quantum effects. We analyze the effect of geometrical properties on the band gap elucidating the relation between electronic structure and average O-H bond length, OHO angle, O···O hydrogen bond distances, and OHO hydrogen bond angle. Additionally, we also compare the density of states obtained from different trajectories with the experimental photoemission spectra, correlating different features with the average geometrical properties of water.

Methodology

We have used trajectories for liquid water at 300 K and 1 g/cm$^3$ obtained with either classical or first-principles MD. The classical trajectories were obtained using the LAMMPS package, with commonly used SPCE/FH and TIP4P water potentials. In both cases we used a simple-cubic supercell with 64 water molecules. The equilibration run (NVT, 300 K, 1 g/cm$^3$) was 5 ns long, followed by a production run of 10 ns. For the electronic structure calculations, we took 20 samples from the production run, 0.5 ns apart.

In this work, we use the first-principles MD trajectories generated in Ref. These simu-
lations were performed with the PWSCF code of the Quantum ESPRESSO distribution and the i-PI wrapper for the nuclear degrees of freedom. The exchange-correlation functional was the revised Vydrov and Van Voorhis (rVV10), with a short-ranged parameter tuned to obtain a 1 g/cm³ density at 300 K and 1 atm, following Refs. [11] and [69]. The simulation cell was a simple-cubic with 32 water molecules. SG15 Optimized Norm-Conserving Vanderbilt pseudopotentials were used to model the electron-nucleus interaction. The kinetic cutoff energy used was 85 Ry. The trajectories with classical nuclei had an equilibration time of 5 ps and a production run of 10 ps. For the present study, we use 20 samples for the electronic structure calculations, each 0.5 ps apart.

From the final classical nucleus configuration with 32 water molecules, a run including nuclear quantum effects (nqe) is performed, using a generalized Langevin equation thermostat. This setup ensures convergence of the path integral mapping onto a classical ring polymer system with only six beads. After an equilibration time of 2 ps, we let the system evolve for a production run of 10 ps. We finally selected 20 samples for the electronic structure calculations at every 0.5 ps. Since each step of the trajectory is mapped onto six different classical systems (bead), we have, for 20 snapshots, a total of 120 atomic configurations.

We performed the DFT and KC electronic structure calculations using a modified version of the CP code of the Quantum ESPRESSO distribution. The Perdew-Burke-Ernzerhof exchange-correlation functional was used for the standard DFT calculations and as the “base” density functional for KC calculations. The plane-wave cutoff was 80 Ry. As a reminder, KC functionals aim at correctly describing charged excitations by enforcing a generalized piece-wise linear condition of the energy as a function of the occupation $f_i$ of any orbital $\phi_i$ in the system. This is achieved augmenting any approximate density functional with simple orbital density dependent corrections $\Pi_i^{KC}[\rho_i]$:

$$E^{KC}[\rho, \rho_i] = E^{DFT}[\rho] + \sum_i \alpha_i \Pi_i^{KC}[\rho, \rho_i],$$

(1)
\[
\Pi_i^{KC}[\rho_i] = - \int_0^{\tilde{f}_i} \langle \phi_i | \hat{H}^{\text{DFT}}(s) | \phi_i \rangle ds + f_i \eta_i
\]  

(2)

Where \( \rho_i(r) = f_i n_i(r) = f_i |\phi_i(r)|^2 \) and \( \rho = \sum_i \rho_i(r) \), and \( \hat{H}^{\text{DFT}}(s) \) is the KS Hamiltonian with a fractional occupation \( s \) in orbital \( \phi_i \). The corrective term \( \Pi_i^{KC} \) removes the non-linear behaviour of the approximate density functional and replaces it with a linear one. Depending on the slope of the latter, different flavours of KC functionals can be defined. In the KI functional the slope is chosen as the DFT energy difference between two adjacent integer point and reads:

\[
\eta_i^{KI} = E^{\text{DFT}}[f_i = 1] - E^{\text{DFT}}[f_i = 0] = \int_0^1 \langle \phi_i | \hat{H}^{\text{DFT}}(s) | \phi_i \rangle ds,
\]  

(3)

thus, the KI functionals alters only the spectra, but preserves the energetics of the underlying density functional. The KIPZ functional adds to KI a Perdew-Zunger (PZ) self-interaction correction (SIC) term, and makes the functional exact for any one-electron system:

\[
\eta_i^{KIPZ} = E^{\text{PZ}}[f_i = 1] - E^{\text{PZ}}[f_i = 0] = \int_0^1 \langle \phi_i | \hat{H}^{\text{PZ}}(s) | \phi_i \rangle ds,
\]  

(4)

where \( \hat{H}^{\text{PZ}}(s) = \hat{H}^{\text{DFT}}(s) - \hat{\nu}^{\text{DFT}}[s|\phi_i^2|] \), with the latter term being the PZ-SIC. Screening and relaxation effects that naturally happen when adding/removing a particle to the system are accounted for by the orbital dependent screening coefficient \( \alpha_i \).  

**Results**

The valence band maximum (VBM) and conduction band minimum (CBM) were obtained using a linear extrapolation of the electronic density of states (DOS) near the band edges. This procedure allows to obtain reliable levels even with a water box of only 32 molecules, and it is similar to the experimental procedure used to obtain the VBM level from the
photoemission (PE) spectra.\[21\] We show the calculated band gaps in Fig. 1, comparing also our results with several GW calculations in the literature.\[11,12\] We find that the KI (8.14 eV) and KIPZ (7.96 eV) results are very close to the QSGW\(_0\) ones when comparing the same trajectories, i.e. first-principles MD trajectories computed with the rVV10 functional either treating the nuclei as classical (rVV10-cls) or with path integral formulation (rVV10-nqe). When we consider the nuclear quantum effects, the KI and KIPZ gaps are decreased by 0.6 eV (on the rVV10 trajectory); these values are close to the 0.7 eV decrease obtained at QSGW+\(f_x c\) level.\[11\] We have also analyzed the band edge values for the KI functional using the rVV10 trajectories, as can be seen on fig. S1 of Supplementary Material, and the values are in agreement with various GW calculations,\[11,26\] being the VBM between the \(G_0 W_0\) and QSGW\(_0\), and the CBM closer to the QSGW and QSGW+\(f_x C\) results. In addition, we have analyzed the variation of the band edge levels when going from a classical nuclei rVV10 trajectory to the nqe one (Figure S1). For the VBM we have observed an increase of 0.38 eV, whereas for the CBM, a decrease of 0.16 eV. These values compare well with the VBM increase of 0.3 eV and the CBM decrease of 0.2 eV observed in the \(G_0 W_0\) calculations of Gaiduk et al.\[26\] Our variations are also in agreement with the GW results from Chen et al.,\[11\] as one can see in table S1 of the supplementary material.

When taking into account the band gaps obtained with KI and KIPZ for all the trajectories considered, the difference between the highest and lower band gaps obtained is around 1 eV. To understand these differences, we analyze the geometrical properties of each trajectory, and we plot our results for all considered trajectories and their average geometries in Fig. 2. One can see that the band gap variations are inversely related to the internal O-H bond length (Fig. 2 a) and b)). In order to quantify this dependence, we took one snapshot of the rVV10-cls trajectory and then rescaled the internal O-H bond length. The dependence of the gap on the bond length is linear, as can be seen in Fig. S2 in Supplementary Material. This allows for a quantitative estimation of the gap changes due to the O-H bond length variation. In addition, the band edge levels variations were analyzed, and shown in Fig. S3.
Figure 1: Water band gaps for the five MD approaches and electronic structure methods considered. The inset indicates the classical or first-principles simulations, where in addition “cls” stand for classical nuclei and “nqe” for nuclear quantum effects. The x-axis label indicates the electronic structure method. The dashed black line is the experimental value, and the black dotted lines are the experimental gap ± the associated error.

One can see that the KI and KIPZ variations are very similar. By performing a linear fit of the variations, we find that the slopes of the CBM are about 80% larger than the VBM ones. Thus, the main contributing factor for the gap changes comes from the CBM, although, the contribution from the VBM cannot be neglected. However, from Fig. 2 no direct insight can be obtained for the internal HOH angle, hydrogen bond O···O distance, and OHO angles.

One cannot isolate the effects of each geometry variation in the bulk liquid water; for example rescaling the O···O hydrogen bond distance would also alter the density of the system, which also influences the band gap. Moreover, the hydrogen bond angles cannot be altered collectively: one water molecule has several hydrogen bonds, and rotating the molecule will change all its OHO angles, increasing some and decreasing others. We focus here on the water dimer as a model system to understand how the hydrogen bond geometrical
Figure 2: Panel a) KI and KIPZ band gaps, b) O-H internal bond lengths, c) HOH internal angles, d) O···O hydrogen bond distances, and e) OHO hydrogen bond angles for the trajectories considered.
properties influence the HOMO-LUMO gap when varying the HOH internal angle, O···O hydrogen bond distances, and OHO hydrogen bond angle. The obtained HOMO-LUMO gaps are shown in Fig. S4 (Supplementary Material). We observed that the HOH internal angle and the OHO hydrogen bond angle both have a small influence on the HOMO-LUMO gap of the dimer. However, the O···O hydrogen bond distance has some contribution to the dimer’s HOMO-LUMO gap, with a linear variation. Thus, one can focus only on the O-H bond distance and the O···O hydrogen bond distance to understand how the liquid water band gap varies. As we have shown that both distance variations are linear, we have performed a linear regression on the KIPZ band gap of all calculated snapshots of liquid water, with the following equation:

\[ E_g(d_{O-H}, d_{O···O}) = A \times d_{O-H} + B \times d_{O···O} + C, \]  

where \( E_g(d_{O-H}, d_{O···O}) \) is the band gap of liquid water, \( d_{O-H} \) is the average O-H bond distance, and \( d_{O···O} \) is the average hydrogen bond distance. A, B, and C are the linear regression coefficients for which we have obtained the following values: A=-14.88 ± 0.86 eV/Å, B=1.29 ± 0.45 eV/Å, and C=19.69 ± 1.6 eV. Using these coefficients and the average values of O-H and O···O from our trajectories, we can obtain an estimation of the band gaps that can be directly compared with the calculated values in order to check the reliability of the fit and of the functional form. As can be seen in Table 1 the errors associated to the gap obtained from the linear fit are small, with the largest value of 4.0% for the rVV10-nqe trajectory. Hence, the fit reasonably reproduces the calculated band gaps.

With A and B obtained from the linear regression, one can see that \( d_{O-H} \) has more influence on the band gap then \( d_{O···O} \), as A is 11.5 times larger than B. As can be seen in table 1 the difference between the largest and the lowest average \( d_{O-H} \) of our trajectories is 0.057 Å, while for \( d_{O···O} \) it is 0.104 Å, thus, the variations on the hydrogen bond distance are larger than on the internal bond length. However, when multiplying \( d_{O-H} \) and \( d_{O···O} \) by A
Table 1: Comparison between the gaps obtained from the linear fit (5th column) and calculated (2nd column) band gaps for all trajectories considered, with the 6th Column showing the relative error.

| Trajectory     | KIPZ Gap (eV) | O-H Bond Length (Å) | O···O Distance (Å) | Linear Fit Gap (eV) | Error  |
|----------------|---------------|---------------------|--------------------|---------------------|--------|
| SPCE/FH        | 8.28          | 1.014               | 2.927              | 8.37                | 1.1%   |
| TIP4P          | 8.93          | 0.957               | 2.878              | 9.15                | 2.5%   |
| rVV10-cls      | 8.58          | 0.987               | 2.853              | 8.68                | 1.2%   |
| rVV10-nqe      | 7.96          | 1.012               | 2.823              | 8.27                | 4.0%   |

and B, respectively, we observe an absolute gap variation of 0.85 eV from $d_{O-H}$ and 0.13 eV from $d_{O\cdots O}$. Thus, the main driving force for changes in the band gap are the internal bond distances, as they contribute to a change in the band gap 6.5 times larger than the hydrogen bond distance. This analysis suggests that the intermolecular properties of the liquid water play a minor role when the water band gap is considered and, as a first approximation, liquid water can be regarded as a collection of molecules as long as its electronic properties are considered.

Regarding the spectral properties, we show in Fig. 3 the density of states (DOS) for the different trajectories and methodologies considered. In panel a), the PBE, KI, and KIPZ functionals results for the rVV10-cls trajectory are shown, and compared to the experimental photoemission spectra (PES).\textsuperscript{22} It can be seen that the KI functional does not alter much the shape of the DOS as compared to PBE (apart, of course, for the opening of the band gap). Instead, KIPZ provides a closer agreement with the PES peak positions, especially for the 2$a_{1}$ peak. In panel b), the KIPZ results for the classical MD trajectories are compared to those of rVV10-cls. One can see that the 2$a_{1}$ peak differs significantly. Since the SPCE/FH and TIP4P potentials have an average O-H bond length of 1.01 Å, and 0.957 Å, respectively, it indicates that again the O-H distance might be driving the changes in the spectra. In panel c) of fig. 3 the KIPZ@rVV10-cls and KIPZ@rVV10-nqe results are compared to the experimental PES to highlight the role of nuclear quantum effects. One can see that the 2$a_{1}$ peak becomes broader and lower in intensity compared to the one obtained neglecting
Figure 3: The density of states (DOS) obtained with the different methodologies are plotted and compared to the experimental photoemission spectra (PES). All values are aligned and normalized by the $1b_1$ peak.
nqe, whereas the peak position remains instead almost unchanged. This broadening happens because of the larger spread in the O-H bond lengths due to the nqe and it leads to a closer agreement with the experimental PES. Although including nqe leads to a better description of the 2a\textsubscript{1} peak shape, the results still show discrepancies with experiments. The main 2a\textsubscript{1} peak has two satellite peaks which have been assigned to be due to secondary photoemission processes from other orbitals,\textsuperscript{23} which cannot be described within a single-particle theory.\textsuperscript{83} The 1b\textsubscript{2} peak shows an intensity quite close to the one from the measured PES; however, the peak position is slightly pushed away from the measured position when one moves from the classical to the quantum description of the nuclei. The 3a\textsubscript{1} peak shape is in much better agreement with the PES, and also the valley between 1b\textsubscript{1} and 3a\textsubscript{1} is better described. In panel d) of Fig. 3 the KIPZ@rVV10-nqe is compared to the DOS obtained with QSGW+f\textsubscript{xc}@rVV10-nqe (from Ref. 11) and the experimental PES. The KIPZ results are in good agreement with the QSGW+f\textsubscript{xc}@rVV10-nqe, though the 2a\textsubscript{1} peak has a lower energy when using QSGW+f\textsubscript{xc}. Interestingly, the valley between 1b\textsubscript{1} and 3a\textsubscript{1} is deeper for QSGW+f\textsubscript{xc}. Hence, the inclusion of nqe is crucial for the description of the water photoemission spectra not only because of the longer average O-H bond lengths, but also because of the larger spreads that broaden the DOS peaks and that lead to shallower valleys.

Finally, to explore in more detail the effect of the O-H bond length changes on the DOS, we refer again to the rescaled O-H bond length simulation. The DOS for the rescaled O-H bond length is shown in Fig. 4 which indicates that as the O-H bond length gets smaller the 2a\textsubscript{1} and 1b\textsubscript{2} peaks move to lower energies. The 3a\textsubscript{1} peak becomes instead flatter for longer O-H bond lengths, and the valley between 1b\textsubscript{1} and 3a\textsubscript{1} becomes shallower. Thus, TIP4P simulations display deeper 2a\textsubscript{1} and 1b\textsubscript{2} peaks because of the shorter O-H bond lengths, while the opposite is observed in the SPCE/FH simulations.
Figure 4: The electronic density of states obtained for a snapshot with the O-H bond distances rescaled from 0.90 to 1.10 times the original bond length.
Conclusions

The KI and KIPZ functionals showed consistent performance in obtaining the band gap of liquid water. The results are in good agreement with the experimental value of $8.7 \pm 0.6$ eV, with $8.14$ eV for KI and $7.96$ eV for KIPZ, when using snapshots taken from the rVV10 trajectory including nuclear quantum effects. When comparing with the GW results, KI and KIPZ performances are very similar to those of QSGW$_0$, with snapshots from the same trajectory. The QSGW+$f_{xc}$ yields a higher band gap, $8.9$ eV, for the rVV10 trajectory, including nuclear quantum effects.

Band gaps obtained with the same electronic structure methodology, but different MD trajectories can differ by as much as $1$ eV. This change is quite striking, and we were able to show that it is mainly related to the geometry of the system, with the O-H bond length being the most dominant factor. The hydrogen bond lengths played a secondary role, while the internal and hydrogen bond angles barely influenced the band gap of liquid water.

We have compared the DOS of different methods/trajectories with the experimental PES. Apart from a significant improvement of the band gap, the KI functional did not improve much the DOS compared to standard DFT results, whereas the KIPZ provided better results, especially for the $2a_1$ peak position. The DOS obtained with SPCE/FH and TIP4P indicates that the O-H bond length also plays a major role in the spectral properties, as they showed significant changes in the peaks positions, and they also have very different O-H bond lengths. Also, we showed that when rescaling the O-H bond distance of a fixed snapshot, the DOS can change significantly. This evidence explains the broadening of the DOS peaks observed when the nuclear quantum effects are considered, since they lead to a larger uncertainty in the O-H bond lengths. Overall, the performance of the KIPZ functional is close to the one of QSGW+$f_{xc}$ for the photoemission spectra. In particular, KIPZ provides a very good description of the valley between the $1b_1$ and $3a_1$ peaks but an underestimation of the binding energy of the $2a_1$ peak by $0.74$ eV compared to QSGW+$f_{xc}$.

In conclusion, we are able to tackle the photoelectronic properties variations in liquid
water, correlating the influence of the geometrical properties on both the band gap and the density of states. Our data indicate that the spectral properties of water are mainly influenced by the intrinsic molecular properties, particularly the internal bond distances, with a smaller contribution from the hydrogen bond network. This suggests that, for its spectral properties, liquid water behaves as a collection of mostly isolated molecules, with a minor influence from its intermolecular structure. Moreover, the methodology employed in this work can be extended to the electronic properties of solvated ions, which are being studied with GW methodologies and also with implicit solvents.\textsuperscript{54-57}
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