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Abstract—Although analog semantic communication systems have received considerable attention in the literature, there is less work on digital semantic communication systems. In this letter, we develop a deep learning (DL)-enabled vector quantized (VQ) semantic communication system for image transmission, named VQ-DeepSC. Specifically, we propose a convolutional neural network (CNN)-based transceiver to extract multi-scale semantic features of images and introduce multi-scale semantic embedding spaces to perform semantic feature quantization, rendering the data compatible with digital communication systems. Furthermore, we employ adversarial training to improve the quality of received images by introducing a PatchGAN discriminator. Experimental results demonstrate that the proposed VQ-DeepSC is more robust than BPG in digital communication systems and has comparable MS-SSIM performance to the DeepJSCC method.

Index Terms—Deep learning, semantic communication, vector quantization, image transmission.

I. INTRODUCTION

As we are moving towards an era of “Connected Intelligence” [1], intelligent communication systems have attracted extensive attention. Semantic communication is a new intelligent communication paradigm that has shown many advantages, particularly for the scenarios that involve large data volume, such as Internet of Things systems and self-driving cars. Compared to the traditional communication system transmitting all the data regardless of its content, semantic communication [2] extracts and transmits the most valuable task-oriented semantic features of the source data and thereby better utilizes communication resources. Existing semantic communication systems can be divided into two categories: data reconstruction and task execution.

For data reconstruction systems, the transmitter must extract and send the global semantic features of the source data to the receiver, so that the receiver can recover the large and small scale features of the source data. Bourtsoulatze et al. proposed a deep learning (DL) enabled joint source-channel coding (JSCC) system for image transmission, named DeepJSCC, in which the source-channel encoder and decoder are jointly designed [3]. Then, Xie et al. developed a powerful transformer-based semantic communication system for text transmission, named DeepSC, which is robust to channel variations and applicable to many scenarios [4]. Besides, Weng and Qin [5] designed a speech semantic reconstruction system that leverages an attention mechanism.

To make semantic communication compatible with digital communication systems, semantic features must be converted to bits for transmission. Vector quantization [6] can map features into indices, which can then be converted to bits and transmitted by digital communication methods. Hu et al. [7] designed a robust vector quantized semantic communication system to mitigate semantic noise, which outperforms traditional methods on a classification task. Nemati and Choi [8] designed a vector quantized DL-based JSCC system and showed its robustness against noisy wireless channels. Although existing vector quantization-based semantic communication systems show good performance for many downstream tasks, their application to data reconstruction remain limited.

In this letter, we propose a vector quantization-based semantic communication system, named VQ-DeepSC, which uses a semantic embedding space for wireless transmission of images and is compatible with digital communication systems. By sharing semantic embedding spaces between the transmitter and receiver, VQ-DeepSC can perform image transmission with low transmission overheads. The main contributions of this letter can be summarized as follows:

- VQ-DeepSC excels at feature extraction and compression to reduce transmitted bits. Specifically, VQ-DeepSC extracts multi-scale semantic features of an image with a U-Net structure [9], and compresses these features into transmitted bit stream at transmitter. Then, the image can be reconstructed with multi-scale features at receiver.
- In the model training process, we introduce a PatchGAN discriminator [10] for adversarial training and a generative adversarial network (GAN)-based loss to improve the quality of image generation.

Following notations are used in this letter: \( \mathbb{R}^{n \times m} \), \( \mathbb{Z}^{n \times m} \), and \( \mathbb{C}^{n \times m} \) represent sets of real, positive integer, and complex matrices of size \( n \times m \), respectively. Boldface lower-case and upper-case letters denote vectors and matrices, respectively. \( \odot \) and \( \oslash \) are the element-wise multiplication and division, respectively. \( \left( \cdot \right)^{\dagger} \) denotes the Hermitian. \( \mathcal{N}(\mu, \sigma^2) \) means
the circularly-symmetric complex Gaussian distribution with mean $\mu$ and covariance $\sigma^2$.

II. SYSTEM MODEL

In this section, we introduce the vector quantized semantic communication system with semantic embedding space. As shown in Fig. 1, we consider a DL-enabled end-to-end semantic communication system with a stochastic physical channel, where the transmitter and receiver share a pre-trained semantic embedding space that contains semantic vectors as prior information.

A. Transmitter

As shown in Fig. 1, the transmitter consists of three parts: semantic encoder, vector quantization with semantic embedding space, and channel encoder. We denote the input image as $I$. The semantic feature tensor $F$ is extracted first as

$$F = T(I; \alpha),$$

where $T(\cdot; \alpha)$ is the semantic encoder with learnable parameters $\alpha$, and $F = [f_1, f_2, \ldots, f_M] \in \mathbb{R}^{M \times K}$. Specifically, a local semantic embedding space shared by transceivers is denoted as $E = [e_1, e_2, \ldots, e_N] \in \mathbb{R}^{N \times K}$, where $N$ represents the number of vectors, and $K$ represents the dimension of each vector. In other words, a semantic embedding space contains $N$ semantic embedding vectors with $K$ dimensions. Then with vector quantization [6], the semantic features can be mapped to a set of indices in the embedding space and the transmitter only needs to send these indices rather than the semantic features to the receiver, which performs the nearest neighbor reconstruction:

$$n = \arg \min_n \| f_m - e_n \|_2,$$

where $m \in [1, M]$, $n \in [1, N]$. With the (2), the semantic features can be mapped into the sequence of indices, $s \in \mathbb{Z}^{M \times 1}$. Then, after conventional channel coding and modulation, $s$ is processed as a transmitted complex signal $x \in \mathbb{C}^{B \times 1}$, where $B$ is the length of the transmitted signal.

B. Receiver

The receiver also consists of three parts: channel decoder, de-quantization with semantic embedding space, and semantic decoder. The received signal $y \in \mathbb{C}^{B \times 1}$ can be expressed as

$$y = h \odot x + w,$$

where $h$ represents the coefficients of a linear channel between the transmitter and receiver. For the Rayleigh fading channel, the channel coefficient follows $CN(0, 1)$; for the Rician fading channel, it follows $CN(\mu, \sigma^2)$ with $\mu = \sqrt{r}/(r+1)$ and $\sigma = \sqrt{1/(r+1)}$, where $r$ is the Rician coefficient. $w$ denotes the additive white Gaussian noise (AWGN) whose elements are i.i.d with zero mean and variance $\sigma^2_n$.

Assuming that the receiver has perfect channel state information (CSI), the recovered signals are

$$\hat{x} = h^H \odot y \odot (h \odot h^H).$$

Next, the channel decoder recovers the indices $\hat{s}$ from $\hat{F}$. Then, by selecting the corresponding embedding vectors in the semantic embedding space with $\hat{s}$, the receiver can reconstruct the semantic feature tensor $\hat{F}$. Finally, the semantic decoder generates the reconstructed output $\hat{I} = R(\hat{F}; y)$, where $R(\cdot; y)$ is the semantic decoder with learnable parameters $y$.

III. THE PROPOSED VQ-DeepSC

As shown in Fig. 2, this section first introduces the framework of VQ-DeepSC, which consists of the transmitter, receiver, and discriminator. Then, the loss function and training of the proposed model are discussed.

A. Model Description

1) Transmitter: The transmitter consists of a semantic encoder, vector quantization, and channel encoder. In semantic encoder, a convolution layer with a PReLU activation function and $L$ down-sample blocks are connected sequentially.

The down-sample block shown in Fig. 2 is successively connected by a residual block, a strided convolutional down-sample layer, and another residual block. After being processed by batch normalization and PReLU activation function, it ends with a convolutional layer as the last layer. The convolutional down-sample layer is a strided convolutional layer, which can reduce the height and width of the feature tensor. The output feature tensor of each down-sample block enters the vector quantization part.

The residual block consists of two convolution layers with a batch normalization and a PReLU activation function between them, and a skip connection between the input of the first convolutional layer and the output of the second convolution layer. Residual blocks can be used to train deeper neural networks to achieve good performance [11].

2) Receiver: The receiver consists a channel decoder, de-quantization, and semantic decoder. In the semantic decoder, a convolutional layer with a PReLU activation function is used as the input layer, followed by $L$ up-sample blocks and ending with a transposed convolution layer.

The up-sample block consists of a sequence connection of a residual block, an up-sample layer, and a convolutional layer, followed by batch normalization and PReLU activation function. The up-sample layer and the convolutional down-sample...
layer achieve the opposite effect. In the above layers, only the up-sample layers and the down-sample layers will change the height and width of feature tensor.

For the pipeline of whole system, the fusion of multi-scale features at the receiver is beneficial to restore detailed features and preserve the structural information of image. Given the input image, \( L \) different scales feature tensors \( F^l \) are extracted by the different down-sample blocks of the semantic encoder,

\[
F^l = T_{\text{down}}^l(F^{l-1}; \alpha^l), \quad l = 1, 2, \ldots, L,
\]

where \( T_{\text{down}}^l(\cdot; \alpha^l) \) represents the \( l \)-th down-sample blocks in the semantic encoder with learnable parameters \( \alpha^l \).

By (2), \( F^l \) can be further compressed into \( s^l \) by embedding space \( E^l \). Then, feature indices are converted into bit streams, which are transmitted after channel coding and modulation.

After transmitting over the physical channel, the received symbols reach the receiver. The demodulation maps these symbols to bits and the channel decoder decodes the received bits into recovered indices \( \hat{s}^l \). Next in the de-quantization part, the \( \hat{F}^l \) is recovered by selecting the corresponding embedding vectors from the embedding space with the \( \hat{s}^l \). Then, the reconstructed feature tensors of different scales \( \hat{F}^l \) are fed into the corresponding layers of the semantic decoder.

In the semantic decoder, feature fusion and reconstruction are carried out through \( L \) up-sample blocks. With the recovered \( \hat{F}^l \), the up-sample block can recover the multi-scale semantic features by

\[
\hat{F}_{\text{concat}}^l = \text{concat}(R_{\text{up}}^l(\hat{F}_{\text{concat}}^{l-1}), \hat{F}^{l-1}),
\]

where \( \text{concat}(\cdot) \) represents the concatenation operation. At the end of the receiver, after all up-sample blocks, the image is reconstructed by a transposed convolution layer.

**B. Loss Function and Training Process**

To further improve the quality of the generated image, we introduce a PatchGAN discriminator [10] with binary cross entropy (BCE) loss for adversarial training. The PatchGAN discriminator can make judgements of the patches of the generated image, which makes the model pay more attention to image details. For the input image \( I \) that follows distribution \( P_I \), \( \hat{I} \) is the recovered image generated by VQ-DeepSC. Then, the loss function of adversarial training is as follows:

\[
L_{\text{GAN}} = \log D(I; \mu) + \log(1 - D(\hat{I}; \mu)),
\]

where \( D(\cdot; \mu) \) is the discriminator with learnable parameters \( \mu \). The introduction of the GAN loss not only enables VQ-DeepSC to generate realistic images, but also enables the model to use unlabeled data for unsupervised training.

The back-propagation through (2) is a non-differentiable due to the quantization operation. To solve this problem, we use a straight-through gradient estimator approach [12] to copy the gradients from the receiver to the transmitter. In this way, the entire model can be trained in an end-to-end fashion using the following loss function:

\[
L_{\text{VQ-DeepSC}} = \mathbb{E}[|I - \hat{I}|] + \mathbb{E}\left(\|s_g f_m^l - e_m^l\|_2^2 + \beta_c\|s_g e_m^l - f_m^l\|_2^2\right).
\]
where the first term is the mean absolute error (MAE) loss of the original input image $\mathbf{I}$ and generated image $\hat{\mathbf{I}}$, $e_{ln}^l$ is the $n$-th semantic embedding vector from the $l$-th embedding space, $f_{ln}^l$ is the $m$-th feature vector from the $l$-th feature tensor, $\|s_l f_{ln}^l - e_{ln}^l\|_2$ is the embedding loss of $l$-th layer feature vector and the corresponding embedding space, which moves the embedding vector toward the feature vector in training, $s_l[\cdot]$ represents the stop-gradient operation. $\|s_l e_{ln}^l - f_{ln}^l\|_2$ is the so-called “commitment loss” [6] of the $l$-th layer feature vector and the $l$-th scale embedding space, which is used to avoid instabilities resulting from large changes in the output of down-sample block, and $\beta_c$ is the commitment loss scalar.

The final objective of training the entire VQ-DeepSC model to the optimize $\mathcal{G}^* = \{\alpha^*, \gamma^*, \beta^*\}$ as:

$$\mathcal{G}^* = \arg \min_\alpha \gamma \beta \mathbb{E}_{\mathbf{I} \sim \mathcal{P}(\mathbf{I})} [\lambda L_{\text{VQ-DeepSC}} + L_{\text{GAN}}],$$

where $\beta$ represents the learnable parameters of the embedding spaces, $\lambda$ is a weight to balance $L_{\text{VQ-DeepSC}}$ and $L_{\text{GAN}}$. As [10] shows, the proper combination of the least absolute deviation (LAD) loss and GAN loss can not only improve the clarity of the generated images, but also ensure that the generated images are more realistic.

IV. DISCUSSIONS AND SIMULATIONS

This section evaluates the proposed VQ-DeepSC over different channels with perfect channel state information (CSI).

The Cars196 dataset [13] is used for training and the size of training input image is resized to $256 \times 256$. We save the model with the best performance in training for the final test, which is carried out on the Kodak dataset[1] and the testing input image size is $768 \times 512$. Our models were trained in noiseless conditions with the hyper-parameters $\beta_c = 0.25$ and $\lambda = 0.1$. Each convolutional layer of semantic encoder and decoder has a $3 \times 3$ kernel. Besides, the PatchGAN discriminator [10] begins with a convolutional layer and activation function followed by 3 sets of convolution layers, batch normalization and activation function, and ends with another convolution layer as output. The size of the first three convolution kernels of the discriminator is $4 \times 4$ and the stride is two, respectively. The size of the last two convolution kernels is $4 \times 4$ and the stride is one. The Adam optimizer with learning rate $1.75 \times 10^{-4}$ and StepLR is used for VQ-DeepSC training, with betas of 0.5 and 0.999, batch size of 24, and 400 epochs. The training setting of the discriminator is the Adam optimizer with learning rate $1 \times 10^{-5}$ and LambdaLR, betas of 0.5 and 0.999. The vector dimensions in the four embedding spaces are $K_1 = 128$, $K_2 = 256$, $K_3 = 512$ and $K_4 = 1024$.

In particular, we test the performance of the following methods and evaluated results using the MS-SSIM [14]

- UNet-DeepJSCC: The remaining 4-layer VQ-DeepSC structures without vector quantization, which transmits images in the form of direct features transmission and compress the transmitted features by $1 \times 1$ convolution. The training channel conditions of UNet-DeepJSCC models are SNR = 9 dB for both AWGN and Rician channels.
- BPG: The Better Portable Graphics (BPG) [15] codec.
- The VQ-DeepSC1: uses three embedding spaces with vector number $N_2 = 8$, $N_3 = 4$, $N_4 = 2$.
- The VQ-DeepSC2: uses three embedding spaces with vector number $N_2 = 64$, $N_3 = 16$, $N_4 = 4$.
- The VQ-DeepSC3: uses four embedding spaces with vector number $N_1 = 2$, $N_2 = 64$, $N_3 = 4$, $N_4 = 4$.
- The VQ-DeepSC4: uses four embedding spaces with vector number $N_1 = 8$, $N_2 = 4$, $N_3 = 2$, $N_4 = 2$.

Fig. 3 illustrates the MS-SSIM performance comparison for various methods with the similar number of transmitted symbols over AWGN and Rician channels, in which the adaptive modulation and coding (AMC) is employed. Specifically, the LDPC blocklength is 64800 bits. In the case of AWGN channels, at the low SNR regimes, the VQ-DeepSC can achieve cliff point about 1 dB lower in SNR than BPG when using the better AMC mode (LDPC with 1/2 rate and BPSK). As the AMC mode changes, the VQ-DeepSC achieves the cliff point at lower SNR regimes than the BPG, which means that the proposed method has better robustness to the channel variations. In addition, VQ-DeepSC can achieve higher MS-SSIM than UNet-DeepJSCC in certain SNR regimes by

---

1http://r0k.us/graphics/kodak/
adjusting coding rates and modulation. For fading channels, the VQ-DeepSC outperforms BPG in terms of MS-SSIM at all SNR regimes and achieve the similar MS-SSIM (above 0.8) as the DeepJSCC when SNR is larger than 5dB. In general, the VQ-DeepSC is more robustness than BPG and has the similar MS-SSIM as the DeepJSCC method.

Fig. 4 shows the MS-SSIM comparison for VQ-DeepSC3 and BPG method with a similar compression ratio of source over AWGN channels. Compared to the BPG, VQ-DeepSC can employ higher modulation order to achieve similar cliff point with higher transmission rate. In Fig. 4, with the same channel coding rate, VQ-DeepSC with 32-QAM has higher MS-SSIM than the BPG with 16-QAM at low SNR regimes, and achieves the same cliff point at SNR = 20dB, which shows the high achievable transmission rate and robustness of VQ-DeepSC.

Fig. 5 shows the impact of LDPC blocklength on MS-SSIM of VQ-DeepSC3 and BPG with a similar compression ratio of source. Specifically, the blocklength of LDPC1, LDPC2, and LDPC3 are 20 bits, 648 bits, and 64800 bits, respectively. BPG with the longer LDPC blocklength outperforms BPG with shorter LDPC blocklength, in which the gain can approximately be 8dB. Obviously, the blocklength of LDPC has less impact on VQ-DeepSC3 than on BPG, which demonstrates the robustness of VQ-DeepSC3 to digital communication systems.

V. Conclusion

In this letter, we have proposed a framework of vector quantized semantic communication system and introduced a GAN-based implementation for image transmission. Our approach, named VQ-DeepSC, contains different scales of semantic embedding space and realises different scales of semantic features fusion at receiver with low transmission overheads. Specifically, by leveraging vector quantization, the semantic feature vectors were compressed into a set of semantic feature indices in the corresponding embedding space, which also made the model suitable for digital communication systems. In particular, VQ-DeepSC was found to outperform BPG and be comparable to DeepJSCC as measured with MS-SSIM. Hence, the proposed VQ-DeepSC is a promising candidate for image semantic communication systems.
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