Soft-Output Detector Using Multi-Layer Perceptron for Bit-Patterned Media Recording
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Abstract: As conventional data storage systems are faced with critical problems such as the super-paramagnetic limit, bit-patterned media recording (BPMR) has received significant attention as a promising next-generation magnetic data storage system. However, the reduced spacing between islands at increased areal density causes severe intersymbol and intertrack interference, which degrade BPMR system performance. In this study, we introduce a soft-output detector using multi-layer perceptron to predict reliable information. A received signal is equalized and detected by the MLP detector. The MLP detector provides a well-estimated value by using the binary-cross entropy function as a loss function and the identity function as an activation function for the output layer of the MLP detector. This study investigates the received probability distributions out of the detectors and compares the performance of various versions against a conventional detector. Compared with the conventional detection, the proposed MLP detectors provide a small variance and better BER performance than the conventional detection. Simulations of MLP designs show an advantage over conventional detection. Moreover, the proposed MLP detectors with the demodulator exhibit better BER performance than the conventional detector with the demodulator.
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1. Introduction

To match data growth, the capacity of hard disk drives (HDDs) is required to increase. However, shrinking the magnetic grains further and cramming them closer to increase the capacity of the HDD results in the superparamagnetic effects [1]. To overcome these problems and increase areal density (AD) beyond one terabit per square inch (Tb/in²), bit-patterned media recording (BPMR) is considered as one of the promising future magnetic storage technologies [2]. Each data bit is recorded on a nano-sized grain or island that is arranged separately. Thus, BPMR can offer advantages such as extending AD to 4 Tb/in², simplified tracking, and reduced track-edge noise, transition noise, and nonlinear bit shift [3].

To achieve a high AD in BPMR, the bit period and track pitch in the down and cross-track direction, respectively, must be reduced. However, the decrease in distances between the islands encourages both intersymbol interference (ISI) and intertrack interference (ITI), which disturb signal detection and degrade the BPMR system performance [4]. To alleviate the effects of ISI and ITI, a two-dimensional (2D) equalizer with a one-dimensional (1D) generalized partial response (GPR) target based on a minimum mean square error (MMSE) criterion for a BPMR system has been introduced [5,6]. Additionally, as ITI is generally more severe than ISI in a BPMR system, modulation coding schemes have been proposed to prevent the occurrence of cross-track patterns such as [−1, +1, −1]T and [+1, −1, +1]T [7,8].

In recent years, neural networks (NNs) have been used for equalization, signal detection, and modulation coding for data storage systems. Sayyafan et al. proposed a turbo decoder scheme for a 1D HDD, which consists of a Bahl–Cocke–Jelinek–Raviv (BCJR) detector and a deep neural network (DNN) media noise predictor [9]. The proposed BCJR–DNN...
turbo detector exhibited better performance than a pattern-dependent noise prediction detector. In [10], a detection scheme with a track misregistration (TMR) estimator based on multi-layer perceptrons (MLPs) was proposed for BPMR systems. Because the estimated TMR by the MLP-based TMR estimator helps the MLP-based data detector to detect the received signal, the proposed scheme exhibits a better bit error ratio (BER) performance than a conventional partial response maximum likelihood (PRML) detector. For a shingled magnetic recording system, a log-likelihood ratio (LLR) modulator based on an NN was developed to improve the reliability of the decoder output and recalculate the LLR value [11]. The LLR modulator, which was designed to be used in conjunction with a low-density parity check code, improves iterative decoding performance. In [12], a convolutional NN (CNN) modulation decoding scheme was investigated for holographic data storage systems. It was shown that the CNN-based demodulator decreases the number of demodulation errors compared to a hard decision method.

Herein, we introduce a soft-output detector using multi-layer perceptron for a BPMR system to predict reliable information. For the design of the MLP detector, an identity (linear) function and binary cross-entropy are used as an activation function in the output layer and a loss function, respectively, to predict information reliability similar to the soft decision value. This study investigates the received probability distributions out of the detectors and compares the performance of various versions against a conventional detector.

The rest of the paper is organized as follows. In Section 2, we introduce the BPMR channel model. Section 3 explains the design of a soft output MLP detector. Section 4 presents and discuss the simulation results. Finally, Section 5 concludes the paper.

2. BPMR Channel Model

Figure 1 shows the BPMR system with soft output MLP detector. In this channel, to fit numerical pulse without media noise, we use a 2D Gaussian pulse response which is considered as a square island length of 11 nm, a thickness of 10 nm, an element thickness of a magneto-resistive (MR) read-head of 4 nm, an element width of the MR read-head of 15 nm, a gap distance of 6 nm, and a fly height of 10 nm [13]. The 2D Gaussian pulse response is given as

\[
H(z, x) = A \cdot \exp \left\{- \frac{1}{2c^2} \left[ \left( \frac{z}{PW_z} \right)^2 + \left( \frac{x}{PW_x} \right)^2 \right] \right\}
\]

(1)

where \(A\) is the normalized peak amplitude, the constant \(c\) is the relationship between the standard deviation of a Gaussian function and \(PW_{50}\), \(z\) and \(x\) are the cross- and down-track directions, and \(PW_z\) and \(PW_x\) are the \(PW_{50}\) of the cross- and down-track pulses, respectively. Here, the parameters related to the 2D Gaussian pulse response are as follows: \(A = 1, c = 1/2.3548, PW_z = 24.8\) nm, \(PW_x = 19.4\) nm. The 2D discrete time readback signal is given by

\[
r_{j,k} = \sum_{m=-M}^{M} \sum_{n=-N}^{N} a_{j-m,k-n} \cdot h_{m,n} + n_{j,k}
\]

(2)

where \(M\) and \(N\) are the length of the interference from neighboring islands in the cross- and down-track directions, respectively, \(a_{j,k} \in \{-1, 1\}\) is the \(k\)-th recorded user data bit of the \(j\)-th track, \(h_{m,n}\) is the channel response coefficient, and \(n_{j,k}\) is the electronic noise modeled as an additive white Gaussian noise with zero mean and variance \(\sigma^2\). We set \(M = 1\) and \(N = 1\). The channel response coefficient \(h_{m,n}\) can be written as

\[
h_{m,n} = H(m \cdot T_z + \Delta_{TMR}, n \cdot T_x)
\]

(3)

where \(T_z\) is the track pitch, \(T_x\) is the bit length, and \(\Delta_{TMR}\) is a read-head offset. We set \(T_z = T_x = 18\) nm at 2.0 Tb/in\(^2\) and \(T_z = T_x = 14.5\) nm at 3.0 Tb/in\(^2\), respectively, and \(\Delta_{TMR} = (TMR_z \times T_z)/100\), where \(TMR_z\) is the percentage of the TMR. When the read-head
is not able to continue at the center of the main data track, the system performance is
degraded due to TMR.

![Figure 1. Block diagram of BPMR system with the soft output MLP detector.]

3. Proposed Soft-Output Detector Using Multi-Layer Perceptron

In this section, we describe a design of a soft-output MLP detector. The artificial NN
(ANN) has been receiving increased attention as a signal processing tool in communication
problems. The MLP, which is a class of ANN, can be applied to solve problems such
as two-class classification, multi-class classification, and regression. For regression, the
identity function and mean square error are mainly exploited as activation functions in
the output layer and loss function to predict a numerical target value. As the input data \{-1, 1\} are used as target values in BPMR, the prediction value of regression is approximately
\{-1, 1\}, as shown in Figure 2a. Moreover, as the sigmoid function and binary cross-entropy
(or categorical cross-entropy) are used as activation functions in the output layer and loss
function to solve the binary-class (or multiple-class) classification problem (in which the
goal is to predict a discrete label of input data), the classifier that implements binary-class
classification classifies input into two classes such as \{0, 1\}, as shown in Figure 2b. Thus, as
the prediction values are similar to the hard decision value, it is difficult to achieve some
decoding gain when conducting error correction coding and modulation coding of the
data.

![Figure 2. The prediction output value: (a) regression MLP; (b) classification MLP.]

To predict reliable information similar to the soft decision value and provide it to the
decoder, we design the MLP detector. Figure 3 shows the configuration of the MLP detector,
which consists of an input layer, hidden layers, and an output layer. The input layer
consists of \((2M_m + 1) \times (2N_m + 1)\) neurons. For each hidden layer, all neurons include a
rectified linear unit (ReLU) as an activation function. The output layer has one neuron with
an identity function and the binary cross-entropy is used as the loss function to estimate
reliable value. For the MLP detector, we use the user data \(a_{j,k}\) as the target value and the
readback signal \(r_{j,k}\) as the input sequence of the MLP detector is given as follows:
\[ r_{jk} = \begin{bmatrix} r_{j+M_0,k+N_0} & r_{j+M_0,k+N_0-1} & \cdots & r_{j} & \cdots & r_{j-M_0,k-(N_0-1)} & r_{j-M_0,k-N_0} \end{bmatrix}^T. \] (4)

![Figure 3. Configuration of the MLP detector.](image)

We set \(M_m = 1\) and \(N_m = 1\) for the MLP detector input sequence. We use batch normalization (BN), which can deal with gradient problems, normalize the input, and scale the result [14]. The BN can be added before or after the activation function. We add the technique after the activation function of all layers. For the initialization of the weights, we use a He initialization, which initializes the weights of all the layers and mitigates gradient problems [15]. Furthermore, to increase the accuracy, we use an ensemble technique, which provides a new prediction by aggregating the predictions from all predictors. The ensemble will help us achieve better results than the best individual predictor by aggregating the predictions of a group of predictors. Adaptive moment estimation (Adam) as an optimizer is used to update the weights of the MLP network and boost the training speed [16]. The MLP detector is designed by Keras, which helps to develop deep-learning models [17].

4. Discussion

To compare the BER performance depending on the detection schemes, we utilize a conventional detection technique based on PRML. A PRML detector employed in data storage systems consists of an equalizer and a channel decoder to mitigate ITI and ISI. In this simulation, we use a 2D equalizer and a 1D GPR target based on an MMSE criterion [5,6]. The size of the 2D equalizer is \(3 \times 11\) and the length of the 1D GPR target is 3. After the readback signal is processed by the 2D MMSE equalizer, the equalizer output is fed to a four-state soft-output Viterbi algorithm (SOVA). In this simulation, we assume the regular BPMR channel model without media noise. The signal-to-noise ratio (SNR) is defined as \(10\log_{10}(1/\sigma^2)\).

Figure 4 shows the BER performance comparison of the models at TMR of 0% and 30%. In Figure 4, each MLP detector is different only in the number of hidden layers and neurons per hidden layer, and random initialization by the He initialization, but has the same structure such as the activation functions, the locations of batch normalization, and so on. To compare the performance for the different number of hidden layers and neurons, two MLPs are designed. One has one hidden layer with sixteen neurons (blue solid line with triangle marker). The other has two hidden layers with 64 neurons per hidden layer (blue dotted line with triangle marker). Additionally, to investigate the performance of exploiting ensemble techniques, we apply the ensemble of five MLP detectors with 1 hidden layer and 16 neurons in each MLP detector (red solid line with circle marker) and the ensemble of 5 MLP detectors with 2 hidden layers and 64 neurons per hidden layer in each MLP detector (red dotted line with circle marker). Among various learning methods of the ensemble learning, the average is used in this simulation. Thus, the estimated values from five MLP detectors is shown in Figure 5 are averaged.
ensemble of 5 MLP detectors with 2 hidden layers and 64 neurons per hidden layer in ensemble learning, the average is used in this simulation. Thus, the estimated values of each MLP detector (red dotted line with circle marker). Among various learning methods, ensemble schemes of MLP detectors provide a consistent BER performance compared to the schemes of MLP detector alone.

As shown in Figure 4a, when SNR = 16 dB and TMR = 0%, the performances of the MLP (16) and (64, 64) detector alone (blue lines with triangle marker) are worse than that of the PRML detector. Furthermore, it shows unstable performance due to the overfitting problem. However, the ensemble schemes of MLP detectors (red lines with circle marker) show better BER performances compared to the PRML detector and provide stable BER performances compared to MLP alone. Additionally, the ensemble of MLP (64, 64) detectors performs better by approximately 0.3 dB compared to the ensemble of MLP (16) detectors at the BER of $10^{-4}$. Thus, using the ensemble technique can provide more stable performance than using the MLP alone. As shown in Figure 4b, when TMR = 30%, the MLP detector (16) and (64, 64) alone show the inconsistent performance. However, the BER curves of the ensemble schemes of MLP (16) and (64, 64) detectors exhibit better performance than the MLP detector (16) and (64, 64) alone and the PRML detector. Again, the ensemble schemes of MLP detectors provide a consistent BER performance compared to the schemes of MLP detector alone.

We investigate the probability density function of the output of the PRML detector, MLP (64, 64) detector alone, and an ensemble of the MLP (64, 64) detector at 3 Tb/in$^2$ and SNR = 14 dB, as shown in Figure 6. The ensemble of MLP detectors can reduce the overlapping area more than the PRML detector and MLP detector alone. Table 1 presents the mean and variance of the models. Compared with the PRML detector and MLP detector alone, the ensemble of MLP detectors provides a small variance. Thus, it is clear that the ensemble of MLP detectors provides more reliable information.
Figure 6. Probability density function of the output of PRML, MLP detector alone, and ensemble of MLP detectors at SNR of 14 dB.

Table 1. Mean and variance of the models.

|                     | Mean 1 bit | Mean +1 bit | Variance 1 bit | Variance +1 bit |
|---------------------|------------|-------------|---------------|-----------------|
| PRML                | -3.59      | 3.59        | 2.07          | 2.07            |
| MLP detector alone  | -3.52      | 3.38        | 1.24          | 1.32            |
| Ensemble of MLP detectors | -3.37     | 3.26        | 1.18          | 1.20            |

Figure 7 shows the BER performance comparisons according to the models using a 4/6 modulation coding scheme. For pair comparison, the user density, which is equal to AD × code rate (R), should be considered. Because we investigate the performance using a 4/6 (=R) modulation code at an AD of 3 Tb/in² [18], the PRML detector alone (uncoded system) must be tested at an AD of 2 Tb/in². All models using modulation code at 3 Tb/in² exhibit better BERs performance after decoding than the PRML at 2 Tb/in². At the BER of $10^{-4}$ and TMR of 0%, ensemble of the MLP (64, 64) detectors with the demodulator performs better by approximately 1.3 and 1.7 dB, compared with the PRML with the demodulator and the PRML detector alone, respectively. Even with increasing TMR, the ensemble of the MLP (64, 64) detectors with the demodulator exhibit better BER performance.

Figure 8 presents the BER performance of detectors and demodulators according to MLP detectors. All of the MLP detectors consist of an input layer, 2 hidden layers, and an output layer and have 64 neurons in each hidden layer. Firstly, we have compared the performances of the MLP detectors (dotted lines). When the MLP detectors are used alone, the performances of the regression and proposed MLP detector are better than that of the classification MLP detector. The performance of the regression MLP detector is similar to that of the proposed MLP detector. Secondly, we have verified the performance of a Euclidean distance demodulator depending on MLP detectors (solid lines). The classification MLP detector with a demodulator shows the worst performance because the prediction values are similar to the hard decision value {0, 1} and it is difficult to achieve some decoding gain when conducting error correction coding and modulation coding of the data. The decoding performance of the proposed MLP detector with demodulator gives the best performance since the proposed MLP detector provides more reliable information to the demodulator. However, to use the proposed MLP detector, the trade-off between complexity and BER performance should be considered in the training process.
Figure 7. BER performance comparison of the models using the 4/6 modulation coding scheme at TMR of 0 and 30%.

Figure 8. BER performance of detectors and demodulators according to MLP detectors.

5. Conclusions

Herein, we introduce a soft-output detector using multi-layer perceptron for a BPMR system to predict reliable information. A multi-layer perceptron (MLP) can be commonly used for regression or classification tasks. Regression MLP output is the predicted value and classification MLP output can be interpreted as the estimated probability. However, the output of the regression MLP converges toward the target value, and the range of the output of the classification MLP is restricted between 0 and 1. Thus, it is difficult to achieve some decoding gain when conducting error correction coding and modulation coding of the data. To provide reliable information similar to the soft decision value, we design the MLP detector that uses the identity function as an activation function in the output layer and binary cross-entropy as the loss function. Additionally, techniques such as BN and ensemble are applied to the MLPs to increase the accuracy. An ensemble of MLP detectors reduces the overlapping area and provides a smaller variance than the PRML detector and MLP detectors alone. It is clear that the ensemble of the MLP decoders estimates reliable information. As the MLP detector provides reliable information similar to the soft decision...
value, the ensemble of the MLP detectors with and without the demodulator improves the BER performance and is more robust to TMR compared to PRML.
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