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Abstract

In a district-based election, we apply a voting rule $r$ to decide the winners in each district, and a candidate who wins in a maximum number of districts is the winner of the election. We present efficient sampling-based algorithms to predict the winner of such district-based election systems in this paper. When $r$ is plurality and the margin of victory is known to be at least $\varepsilon$ fraction of the total population, we present an algorithm to predict the winner. The sample complexity of our algorithm is $O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon} \log \frac{1}{\delta}\right)$. We complement this result by proving that any algorithm, from a natural class of algorithms, for predicting the winner in a district-based election when $r$ is plurality, must sample at least $\Omega\left(\frac{1}{\varepsilon^4} \log \frac{1}{\delta}\right)$ votes. We then extend this result to any voting rule $r$. Loosely speaking, we show that we can predict the winner of a district-based election with an extra overhead of $O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\delta}\right)$ over the sample complexity of predicting the single-district winner under $r$. We further extend our algorithm for the case when the margin of victory is unknown, but we have only two candidates. We then consider the median voting rule when the set of preferences in each district is single-peaked. We show that the winner of a district-based election can be predicted with $O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon} \log \frac{1}{\delta}\right)$ samples even when the harmonious order in different districts can be different and even unknown. Finally, we also show some results for estimating the margin of victory of a district-based election within both additive and multiplicative error bounds.

1 Introduction

Voting and election serve as one of the most popular methodologies to aggregate different preferences, eventually choosing one of many candidate options. In political elections, one of the hottest questions for NEWS media and many other people is who will win in the upcoming election [23]? To predict the winner of an upcoming election, a pollster typically samples some votes with the hope that the sampled votes will help him/her correctly predict the winner. However, sampling votes, depending on the sampling requirement and procedure, typically involves substantial cost. Hence, a natural goal of the pollster is to minimize the cost, which often translates to minimizing the number of samples, without compromising the quality (or success rate) of prediction. Intuitively speaking, this is the winner prediction problem, which is the main focus of our paper.

The same winner prediction problem becomes relevant not only for predicting the winner of an upcoming election, but also in many other applications like social surveys, post election audit, etc. Organizations and companies, for example, often conduct various
surveys to predict the success of their products which they are planning to manufacture. We carry out post election audits on paper ballots to check if there are any human or machine-related errors in the election process [21, 26, 14, 24, 27].

Bhattacharyya and Dey resolved the sample-complexity of the winner prediction problem for many popular voting rules, for example, $k$-approval, Borda, approval, maximin, simplified Bucklin, and plurality with run off [3]. A voting rule is a function which selects one winner from a set of votes. We refer to the chapter by Zwicker for an introduction to voting and some common voting rules [28]. However, Bhattacharyya and Dey only considered single district elections whereas many real-world election systems, especially political elections in many countries, for example, US Presidential election, Indian general elections, etc. are district based. In a district-based election system, the voters are partitioned into districts. We use some voting rule $r$, the plurality voting rule for US Presidential election and Indian general elections, to select a winner in each district. The candidate (for US Presidential election) or the political party (Indian general elections) who wins in a maximum number of districts is declared as the winner of the election. In the plurality voting system, each voter votes for one of the candidates and the candidate who receives the maximum number of votes is declared as the winner. We study the winner prediction problem for district-based elections in this paper.

1.1 Our Contribution

The primary focus of our paper is the $(\varepsilon, \delta)-\text{Winner Prediction}$ problem, which is defined as follows.

**Definition 1** ($(\varepsilon, \delta)-\text{Winner Prediction}$). Given an election $E$ with $N$ voters partitioned into $k$ districts where a voting rule $r$ is used to determine the winner of each district, and whose margin of victory is at least $\varepsilon N$, compute the winner of the election with probability at least $1 - \delta$.

Our specific contributions are the following. If not mentioned otherwise, we use the plurality voting rule to select the winners in each district.

1. We design an algorithm for $(\varepsilon, \delta)-\text{Winner Prediction}$ with sample complexity $O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\delta} \log \frac{1}{\delta}\right)$ [Algorithm 1]. We partially complement this result by showing that any algorithm for $(\varepsilon, \delta)-\text{Winner Prediction}$ that works by first sampling $l_1$ districts uniformly at random with replacement and then sampling $l_2$ votes uniformly at random with replacement from each of the sampled districts, must satisfy $l_1 = \Omega\left(\frac{1}{\varepsilon^2} \log \frac{1}{\delta}\right)$ and $l_2 = \Omega\left(\frac{1}{\varepsilon^2}\right)$ even when there are only 2 candidates and all the districts have equal population [Theorem 6].

2. We then generalize our above result to any arbitrary voting rule $r$ in each district. Let $\chi_r(m, \varepsilon, \delta)$ be the number of samples required so that the predicted winner of a single-district election using using rule $r$ with $n$ voters and $m$ candidates, can be made winner by changing at most $\varepsilon n$ votes. Then, using the prediction algorithm for $r$, we design an algorithm for $(\varepsilon, \delta)-\text{Winner Prediction}$ for $r$ with sample complexity $O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\delta} \cdot \chi_r(m, \varepsilon, \delta)\right)$ [Theorem 7].

In $(\varepsilon, \delta)-\text{Winner Prediction}$, we assume that we know some lower bound on the margin of victory of the election. Obviously this information may not always be available. To cater those situations, we define and study the $\delta-\text{Winner Prediction}$ problem.

**Definition 2** ($\delta-\text{Winner Prediction}$). Given an election $E$ with $N$ voters partitioned into $k$ districts where a voting rule $r$ is used to determine the winner of each district, compute the winner of the election with probability at least $1 - \delta$. 
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We note that we have no information on the margin of victory of the election in\(\delta\)–\textsc{Winner Prediction}.

1. We design an algorithm for \(\delta\)–\textsc{Winner Prediction} with sample complexity \(O\left(\frac{1}{\varepsilon^2} \log^2 \frac{1}{\delta} \right)\) when we have only 2 candidates and the number of voters in each district is at most a constant times the average population of a district [Algorithm 3].

2. For arbitrary number of voters in each district, we design an algorithm for \(\delta\)–\textsc{Winner Prediction} with sample complexity \(O\left(\frac{1}{\varepsilon^2} \log^2 \frac{1}{\delta} \right)\) when we have only 2 candidates [Algorithm 4].

We next study the case when median rule is used to decide the winner in each district. The harmonious order with respect to which median rule is used can be different in different districts and may or may not be known. If the harmonious order is unknown in a district, we make the assumption that the preference profile of each voter in that district is single-peaked. We design an algorithm for \((\varepsilon, \delta)\)–\textsc{Winner-Determination} problem and its related multiple-district variant, the \((\varepsilon, \delta, \gamma)\)–\textsc{Winner-Prediction} problem.

\textbf{Definition 3} \(((\varepsilon, \delta, \gamma)\)–\textsc{Winner-Determination}). Given an election \(E\) whose margin of victory is at least \(\varepsilon N\) and an unknown distribution \(U\) over the voters such that \(d_{TV}(U, V) \leq \gamma\) where \(\gamma = o(\varepsilon)\) (here \(V\) denotes the uniform distribution over the voters), determine the winner of the election with probability at least \(1 - \delta\).

Here \(d_{TV}(U, V)\) is the total variational distance between the distributions \(U\) and \(V\).

\textbf{Definition 4} \(((\varepsilon, \delta)\)–\textsc{Winner-Prediction}). Given an election \(E\) with \(N\) voters partitioned into \(k\) districts where a voting rule \(r\) is used to determine the winner of each district, and unknown distributions \(U_j, j \in [k]\) over the voters in each district and \(U\) over the districts such that \(d_{TV}(U_j, V_j), d_{TV}(U, V) \leq \gamma\), where \(\gamma = o(\varepsilon)\) (here \((V_j)_{j \in [k]}\), \(V\) denote uniform distributions over the voters in each district and over the districts respectively). Also given that \(\text{MOV}(E) \geq \varepsilon N\), determine the winner of the election with probability at least \(1 - \delta\).

We restrict our attention to the plurality rule and present algorithms with sample complexities \(O\left(\frac{1}{(\varepsilon^2 \gamma^2)^{1/3}} \log \frac{1}{\delta} \right)\) [Theorem 12] and \(O\left(\frac{1}{(\varepsilon^2 \gamma^2)^{1/3}} \log^2 \frac{1}{\delta} \right)\) [Theorem 13] for \((\varepsilon, \delta, \gamma)\)–\textsc{Winner-Determination} and \((\varepsilon, \delta)\)–\textsc{Winner-Prediction} respectively.

Last but not the least, we study the problem of estimating the margin of victory of a district-based election within additive and multiplicative error bounds. We define the following two problems.

\textbf{Definition 5} \(((\varepsilon, \delta)\)–\textsc{MOV-Additive}). Given an election \(E\) with \(N\) voters partitioned into \(k\) districts where a voting rule \(r\) is used to determine the winner of each district, estimate the margin of victory of \(E\) within an additive \(\varepsilon N\) error with probability at least \(1 - \delta\).

\textbf{Definition 6} \(((\varepsilon, \delta)\)–\textsc{MOV-Multiplicative}). Given an election \(E\) with \(N\) voters partitioned into \(k\) districts where a voting rule \(r\) is used to determine the winner of each district, estimate the margin of victory of \(E\) within a multiplicative error of \(1 \pm \varepsilon\) with probability at least \(1 - \delta\).
1. We design an algorithm for \((\varepsilon, \delta)\)-MOV-ADDITIVE with sample complexity 
\(O\left(\frac{1}{\varepsilon \delta} \log \frac{1}{\varepsilon} \log \frac{1}{\delta}\right)\) when we have only 2 candidates and the number of voters in each district is at most a constant times the average population of a district [Theorem 14].

2. For \((\varepsilon, \delta)\)-MOV-MULTIPLICATIVE, we present an algorithm with expected sample complexity 
\(O\left(\frac{1}{\varepsilon \delta} \left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon} + \log \frac{1}{\delta}\right)^2\right)\) when there are 2 candidates and the population of each district is bounded by a constant times the average population of a district, where \(\gamma N\) is the true (unknown) margin of victory of the election [Theorem 15].

In summary, our main contribution is to initiate the study of sample complexity for predicting winner in district-based elections. We believe that these problems and our preliminary results are practically important as well as theoretically interesting.

1.2 Related Work

The most immediate predecessor of our \((\varepsilon, \delta)\)-Winner Prediction problem is the work of Bhattacharyya and Dey who worked on the same problem but focused only on single district elections [3]. Another classical problem which is related to our problem, is the winner determination problem in computational social choice. Here, we are given a set of votes, and we need to compute the winner of these votes under some voting rule. Bartholdi et al. were the first to observe that there are popular voting rules, namely the Kemeny voting rule, for which, determining a winner is \(\text{NP}\)-hard [2]. Hemaspaandra et al. later settled the complexity of the winner determination problem for the Kemeny voting rule by showing that the problem is complete for the complexity class \(\text{P}^\text{NP}||\text{NP}\) [17]. Similar results hold for the Dodgson and Young voting rules also [15, 25, 5, 16]. The main difference between our work and the above papers on the winner determination problem is that we focus on sample complexity, whereas they focus on time complexity.

Our problem is also closely related to the general question: do we need to see all the votes to determine the winner? Conitzer and Sandholm developed preference elicitation policies as a sequence of questions posed to the voters [8]. They showed that finding an effective elicitation policy is \(\text{NP}\)-hard even for some common voting rules. On the positive side, many effective elicitation policies have been subsequently developed for many important restricted domain and settings [7, 10, 11, 13, 19, 20, 22].

2 Preliminaries

We now define an election \(E\). Let \(V\) be a set of \(N\) voters and \(C\) be a set of \(m\) candidates. The vote of each voter \(v \in V\) is a complete order over the set of candidates. Let \(\mathcal{L}(C)\) denote the set of all complete orders over \(C\). Thus \(\mathcal{L}(C)^N\) denotes the set of all preference profiles of the \(N\) voters. A map \(r: \mathcal{L}(C)^N \rightarrow C\) is called a voting rule. Throughout we assume that there is an arbitrary but fixed rule for resolving ties. For any \(a \in \mathcal{L}(C)\), let \(s(a)\) denote the most preferred candidate in \(a\). A voting rule \(r\) is said to be top-ranked if \(r(a_1, \ldots, a_N) = r(b_1, \ldots, b_N)\) whenever \(s(a_i) = s(b_i), \forall i \in [N]\), i.e the winner of the election depends only the most preferred candidates of the \(N\) voters. For a top-ranked voting rule, we say that a candidate \(x \in C\) receives vote \(a \in \mathcal{L}(C)\) if \(x = s(a)\). We study two top-ranked voting rules - the plurality rule and the median rule.

Given an election \(E\), for any two candidates \(x, y \in C\), let \(\pi_E(x, y)\) denote the number of voters who prefer \(x\) to \(y\). Define \(\rho_E(x, y) = \pi_E(x, y) - \pi_E(y, x)\). Then a candidate \(x\) is called the Condorcet winner of the election if \(\rho_E(x, y) > 0, \forall y \in C \setminus \{x\}\). The Condorcet winner, if exists, is unique.
The Margin Of Victory (MOV) of an election $E$, denoted by $\text{MOV}(E)$, is defined as the minimum number of votes to be altered so as to change the winner of the election.

Bhattacharyya and Dey introduced the $((\varepsilon, \delta) - \text{Winner-Determination})$ problem in [9] as follows:

**Definition 7 ($(\varepsilon, \delta) - \text{Winner-Determination}$).** Given an election $E$ whose margin of victory is at least $\varepsilon N$, determine the winner of the election with probability at least $1 - \delta$.

They established upper and lower bounds for various homogeneous voting rules. Another related work is by Dey and Narahari [12] where they study the $((c, \varepsilon, \delta) - \text{Margin of Victory})$ problem.

**Definition 8 ($(c, \varepsilon, \delta) - \text{Margin of Victory}$).** Given an election $E$, determine $\text{MOV}(E)$ with an additive error of at most $c \cdot \text{MOV}(E) + \varepsilon N$ with probability at least $1 - \delta$.

We repeatedly use the following concentration bounds.

**Theorem 1 ([4]).** [Chernoff Bound] Let $X_1, \ldots, X_l$ be a sequence of $l$ independent 0-1 random variables (not necessarily identical). Let $X = \sum_{i=1}^{l} X_i$ and $\mu = \mathbb{E}[X]$. Then for any $\theta \geq 0$,

1. Additive form: $\Pr(|X - \mu| \geq \theta l) \leq 2e^{-\frac{\theta^2}{2l}}$.
2. Multiplicative form: $\Pr(|X - \mu| \geq \theta \mu) \leq 2e^{-\frac{\theta^2}{4l}}$.

**Theorem 2 ([18]).** [Hoeffding’s Inequality] Let $X_1, \ldots, X_l$ be a sequence of independent and identically distributed random variables such that $X_i \in [a, b], \forall i \in [l]$, for some real numbers $a < b$. Let $\overline{X} = \frac{\sum_{i=1}^{l} X_i}{l}$. Then for any $\theta \geq 0$, $\Pr(|\overline{X} - \mathbb{E}[X]| \geq \theta) \leq 2e^{-\frac{2\theta^2}{(b-a)^2}l}$.

### 3 Winner Prediction for Plurality

For each candidate $x \in C$, let $g(x)$ denote the number of votes where $x$ is most preferred. Then the single-district plurality rule declares a candidate $x$ with the highest value of $g(x)$, as the winner. Since plurality is a top-ranked voting rule, each vote can also be viewed as a single candidate.

We now introduce some notations. Given any list $L = (x_1, \ldots, x_t)$ of candidates, let $\text{MAJ}(L)$ (resp. $\text{SEC-MAJ}(L)$) denote the candidate with the largest (resp. second largest) frequency in $L$ (tie-breaking rule is arbitrary but fixed with respect to some arbitrary but fixed rule). We state some of the known results on upper and lower bounds on sample complexity. Let $E$ be an election where the single-district plurality rule is used to decide the winner. The result below is a slight modification of Theorem 7 in [9].

**Theorem 3 ([9]).** If $\frac{3}{\theta^2} \log \frac{2}{\delta}$ votes are sampled uniformly at random with replacement, then with probability at least $1 - \delta$, for every candidate, the fraction of sampled votes received differs from the true fraction of votes received by less than $\theta$, for any $\theta > 0$.

**Proof.** We will need the following lemma.

**Lemma 1 ([9]).** Let $f: \mathbb{R}^+ \rightarrow \mathbb{R}^+$ be defined by $f(x) = e^{-\frac{\lambda}{x}}$. Then $f(x) + f(y) \leq f(x-h) + f(y+h)$ whenever $x, y, h > 0$, $\frac{1}{x+y} > 2$ and $h \leq x < y$. 


For each candidate \( x \), let \( X_i^x \) be the random variable indicating whether \( x \) receives the \( i \)th sampled vote. Then \( X^x = \sum_{i=1}^l X_i^x \) denotes the number of sampled votes received by \( x \). Let \( \hat{g}(x) = \frac{N}{l} \cdot \sum_{i=1}^l X_i^x \) denote the predicted number of votes of candidate \( x \). Thus \( \Pr(\hat{g}(x) - g(x) \geq \theta N) = \Pr(\left| \frac{N}{l} \cdot \hat{g}(x) - \frac{1}{N} \cdot g(x) \right| \geq \frac{\theta N}{\hat{g}(x)} \cdot \frac{g(x)}{N}) \leq 2e^{-\frac{\theta^2 N}{2\hat{g}(x)}} \). The final inequality follows by applying the multiplicative form of Chernoff bound (Theorem 1) with \( \theta = \frac{\theta N}{\hat{g}(x)} \).

By union bound, \( \Pr(\exists x \in C, |\hat{g}(x) - g(x)| \geq \theta N) \leq \sum_{x \in C} 2e^{-\frac{\theta^2 N}{g(x)}} \leq 2e^{-\frac{\theta^2 N}{g(x)}} = \delta \). The second inequality follows from Lemma 1: since \( g(x) \in [0, N] \) \( \forall x \in C \), and \( \sum_{x \in C} g(x) = N \), \( \sum_{x \in C} 2e^{-\frac{\theta^2 N}{g(x)}} \) is maximised when \( g(x) = N \) for some candidate \( x \) and \( g(y) = 0 \), \( \forall y \in C \setminus \{x\} \). Thus with probability at least \( 1 - \delta \), for each candidate, the predicted number of votes differs from the true number of votes received by less than \( \theta N \).

**Corollary 1.** If \( MOV(E) \geq \varepsilon N \), then \( \frac{3}{\varepsilon} \log \frac{2}{\delta} \) samples are enough to predict the winner correctly with probability at least \( 1 - \delta \).

**Theorem 4** ([9, 6, 1]). For \( \varepsilon \leq \frac{1}{4} \) and \( \delta \leq \frac{1}{4} \), every \((\varepsilon, \delta)\)–Winner-Determination algorithm needs at least \( \frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon \sqrt{\pi \delta}} \) samples for any voting rule that reduces to the single-district plurality rule for 2 candidates.

We now generalize the above setting to the case where there are multiple districts. Let \( D = \{d_1, \ldots, d_k\} \) be a set of \( k \) districts where district \( d_j \) has population \( n_j \) and \( N = \sum_{j=1}^k n_j \) is the total population. The winner of each district is decided using the single-district plurality rule. A candidate winning in maximum number of districts is declared as the overall winner of the election \( E \).

We now present algorithms to predict the winner of such an election with high probability.

### 3.1 Algorithm when MOV is known

In this section we assume that we know a lower bound \( \varepsilon N \) on MOV(\( E \)). We present an algorithm that predicts the winner of the election correctly with probability at least \( 1 - \delta \).

**Algorithm 1**

1. Sample \( l_1 = \frac{1024}{\varepsilon^2} \log \frac{1}{\delta} \) districts from \( D \) uniformly at random with replacement.
2. In each of the sampled districts, sample \( l_2 = \frac{1024}{\varepsilon^2} \log \frac{1}{\delta} \) votes uniformly at random with replacement and predict their winners using the single-district plurality rule.
3. **return** a candidate that wins in maximum number of sampled districts.

Clearly \( l_1 = O\left( \frac{1}{\varepsilon^2} \log \frac{1}{\delta} \right) \) and \( l_2 = O\left( \frac{1}{\varepsilon^2} \log \frac{1}{\delta} \right) \). Thus the above algorithm uses \( O\left( \frac{1}{\varepsilon^2} \log \frac{1}{\delta} \log \frac{1}{\delta} \right) \) samples.

**Lemma 2.** The sample complexity of Algorithm 1 is \( O\left( \frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon} \log \frac{1}{\delta} \right) \).

To analyze the success probability of our Algorithm 1, we instead analyze a different algorithm, Algorithm 2, whose success probability is immediately seen to be the same as that of Algorithm 1.
Algorithm 2

1: From each district, sample \( l_2 = \frac{1024}{\varepsilon^2} \log \frac{64}{\varepsilon} \) votes uniformly at random with replacement. Let \( y_j \) be the candidate that receives the largest number of sampled votes in district \( d_j, j \in [k] \).
2: Sample \( l_1 = \frac{1024}{\varepsilon^2} \log \frac{4}{\varepsilon} \) candidates uniformly at random with replacement from the list \((y_1, \ldots, y_k)\). Let the list of sampled candidates be \((z_1, \ldots, z_{l_1})\).
3: return \( \text{MAJ}(z_1, \ldots, z_{l_1}) \).

We show that with probability at least \( 1 - \delta \), the output of Algorithm 2 is the true winner of \( E \).

The crux of our analysis is showing that with high probability the following two statements hold:
1. \( \text{MAJ}(y_1, \ldots, y_k) \) is the true winner of \( E \).
2. The margin of victory of \((y_1, \ldots, y_k)\), viewed as a single district plurality election, is \( \Omega(\varepsilon k) \).

Then, applying Corollary 1 together with a bookkeeping of the errors incurred in various steps shows that Algorithm 2 returns the true winner in step 3 with the required probability.

We now attempt to formalise the above notion. Let \( c_1, \ldots, c_k \) denote the true winners of the \( k \) districts. Let \( w = \text{MAJ}(c_1, \ldots, c_k) \) denote the winner of the election and let \( w' = \text{SEC-MAJ}(c_1, \ldots, c_k) \). For any candidate \( x \in C \), let \( f(x) \) denote the number of districts in which \( x \) wins. For \( x \in C \) and \( j \in [k] \), let \( g_j(x) \) denote the actual number of votes received by candidate \( x \) in district \( d_j \).

We first show that \( w \) wins in \( \Omega(\varepsilon k) \) districts more than \( w' \).

Lemma 3. \( f(w) - f(w') \geq \frac{\varepsilon k}{3} \).

Proof. We divide the proof into two cases:

Case 1 - \( f(w) \geq k/3 \): Clearly if the winner is changed from \( w \) to \( w' \) in \((f(w) - f(w'))\) districts in which \( w \) has won, then \( w' \) would become the winner of the resulting election.

The total population of the least populated \((f(w) - f(w'))\) districts in which \( w \) wins is at most \( \frac{N}{f(w)} \cdot (f(w) - f(w')) \leq \frac{3N}{k} \cdot (f(w) - f(w')). \) Clearly if \( w' \) receives all votes in each of these districts, then \( w' \) would become the new winner of the election. But since \( \text{MOV}(E) \geq \varepsilon N \), we must have \( \frac{3N}{k} \cdot (f(w) - f(w')) \geq \varepsilon N \), implying \( f(w) - f(w') \geq \frac{\varepsilon k}{3} \), as desired.

Case 2 - \( f(w) < k/3 \): In this case \( f(w') \leq f(w) < k/3 \). Thus there exist more than \( k/3 \) districts where neither \( w \) nor \( w' \) has won. If \( w' \) is made the winner in \((f(w) - f(w'))\) districts out of these, then clearly \( w' \) would become the new winner of the election. Again the total population of the least populated \((f(w) - f(w'))\) such districts is at most \( \frac{N}{k} \cdot (f(w) - f(w')). \)

Hence \( \frac{3N}{k} \cdot (f(w) - f(w')) \geq \varepsilon N \), implying that \( f(w) - f(w') \geq \frac{\varepsilon k}{3} \).

Now we show that for each district \( d_j \), with high probability, the numbers of votes secured by \( y_j \) and \( c_j \) are close.

Lemma 4. \( \text{Pr}(g_j(c_j) - g_j(y_j) \leq \frac{\varepsilon n_j}{4}) \geq 1 - \frac{\delta}{16} \), \( \forall j \in [k] \).

Proof. Let \( C_j = \{x \in C \mid g_j(c_j) - g_j(x) \leq \varepsilon n_j/4\} \). We need to show that \( \text{Pr}(y_j \in C_j) \geq 1 - \frac{\delta}{16} \). Let \( X_j^x \) be the random variable denoting the number of sampled votes received by candidate \( x \) in district \( d_j \). Let \( \tilde{g_j}(x) = \frac{n_j}{l_j} \cdot X_j^x \). From Theorem 3, we have
Lemma 5. Suppose that \( k \geq \frac{96}{\varepsilon} \log \frac{1}{\delta} \). Then \( \Pr(\mathcal{E}) \geq 1 - \frac{\varepsilon}{2} \).

Proof. Let \( Y \) be the random variable denoting the number of districts \( d_j \) where \( g_j(c_j) - g_j(y_j) \geq \varepsilon n_j / 4 \). From Lemma 4, it follows that \( \mathbb{E}[Y] \leq \varepsilon k / 32 \). Using the multiplicative form of Chernoff bound (Theorem 1) with \( \theta = 1 \), \( \Pr(\mathcal{Y}) = \Pr(Y > \varepsilon k / 16) \leq 2e^{-\delta} \leq \delta / 2 \).

If \( \mathcal{E} \) holds, the list \((y_1, \ldots, y_k)\) can be transformed into another list \((u_1, \ldots, u_k)\) where for each \( j \in [k] \), \( g_j(c_j) - g_j(u_j) \leq \varepsilon n_j / 4 \), by altering at most \( \varepsilon k / 16 \) entries. The next lemma lists some properties of the list \((u_1, \ldots, u_k)\).

Lemma 6. Let \((u_1, \ldots, u_k)\) be as defined above. Then
1. \( \text{MAJ}(u_1, \ldots, u_k) = w \).
2. Suppose in each district \( d_j \), \( u_j \) is made the winner by transferring \( g_j(c_j) - g_j(u_j) \) votes received by \( c_j \) to \( u_j \), keeping everything else the same. Let \( \mathcal{E}' \) denote the resulting election. Then \( \text{MOV}(\mathcal{E}') \geq 3\varepsilon N / 4 \).
3. \( f(w) - f(SEC-\text{MAJ}(u_1, \ldots, u_k)) \geq \varepsilon k / 4 \).

Proof. 1. Since in district \( d_j \), the winner can be changed from \( c_j \) to \( u_j \) by altering at most \( \varepsilon n_j / 4 \) votes, the total number of votes altered to go from \( E \) to \( E' \) is at most \( \sum_{j \in [k]} \varepsilon n_j / 4 = \varepsilon N / 4 \). Since \( \text{MOV}(E) = \varepsilon N \), the winner of the election cannot change by altering only \( \varepsilon N / 4 \) votes. Thus \( w \) must be the winner of the election \( E' \) and hence \( \text{MAJ}(u_1, \ldots, u_k) = w \).
2. The number of votes altered to go from \( E \) to \( E' \) is at most \( \varepsilon N / 4 \) as noted in part 1.
   Hence in order to change the winner of the election, at least further \( \varepsilon N - \varepsilon N / 4 = 3\varepsilon N / 4 \) votes must be altered and therefore \( \text{MOV}(E') \geq 3\varepsilon N / 4 \).
3. Applying Lemma 3 to the election \( E' \), it directly follows that \( f(w) - f(\text{SEC-MAJ}(u_1, \ldots, u_k)) \geq \frac{(3\varepsilon / 4)k}{3} = \frac{\varepsilon k}{4} \).

Finally we show that Algorithm 2 (and hence Algorithm 1) returns the true winner with probability at least \( 1 - \delta \).

Lemma 7. Algorithm 1 predicts the true winner with probability at least \( 1 - \delta \).

Proof. From Lemma 6, we have \( \text{MAJ}(u_1, \ldots, u_k) = w \) and \( f(w) - f(\text{SEC-MAJ}(y_1, \ldots, y_k)) \geq \frac{\varepsilon k}{4} - \frac{\varepsilon N}{4} = \frac{\varepsilon k}{4} \). It follows from Corollary 1 that sampling \( \frac{3}{3\varepsilon / 32} \log \frac{2}{\delta / 2} = \frac{1024}{3\varepsilon} \log \frac{4}{\delta} \) candidates uniformly at random with replacement from the list \((y_1, \ldots, y_k)\) would predict \( w \) as the winner with probability at least \( 1 - \frac{\varepsilon}{2} \).

Finally let \( \mathcal{F} \) be the event that Algorithm 1 does not predict the winner correctly. Then \( \Pr(\mathcal{F}) \leq \Pr(\mathcal{F} | \mathcal{E}) + \Pr(\overline{\mathcal{E}}) \leq \frac{\varepsilon}{2} + \frac{\delta}{2} = \delta \).

Combining Lemma 2 and Lemma 7, we have the following result.

Theorem 5. There exists an algorithm for \((\varepsilon, \delta)\)-Winner Prediction for the plurality rule with sample complexity \( O \left( \frac{1}{\varepsilon} \log \frac{1}{\delta} \right) \).
3.2 Optimality

We now show that the sample complexity of our algorithm is essentially optimal (up to constant factors and logarithmic terms), if we restrict our attention to a special class of algorithms for \((\varepsilon, \delta)\text{-WINNER-PREDICTION.}\)

**Theorem 6.** Let \(\mathcal{B}\) be any algorithm that works in the following way (here \(l_1\) and \(l_2\) depend only on \(k, \varepsilon, \delta\) and the \(n_j\)’s):
1. Sample \(l_1\) districts uniformly at random with replacement from \(D\).
2. Sample \(l_2\) votes uniformly at random with replacement from each of the \(l_1\) sampled districts and predict their winners using the single-district plurality rule.
3. Return a candidate that wins in maximum number of sampled districts.

Then for sufficiently small \(\varepsilon\) and \(\delta\), we have \(l_1 \geq \frac{1}{16 \varepsilon^2} \log \frac{8e \sqrt{\pi}}{\varepsilon} \) and \(l_2 \geq \frac{1}{1600 \varepsilon^2} \log \frac{3}{4 \sqrt{\pi}} \) even when there are 2 candidates \(A\) and \(B\) and each district has equal population \(n = N/k\).

**Proof.** Similar to the analysis of Algorithm 1, we may propose an alternate sampling algorithm \(\mathcal{B}'\), whose probability of predicting the winner is easily seen to be the same as that of \(\mathcal{B}\). \(\mathcal{B}'\) first samples \(l_2\) votes uniformly at random with replacement from each district and predicts their winners using the single-district plurality rule. It then samples \(l_1\) candidates uniformly at random with replacement from the list of predicted winners (call it \(L\)) and returns a majority candidate.

**Lower bound on \(l_1\):** We provide a reduction from the \((\varepsilon, \delta)\text{-WINNER-DETERMINATION} problem. Consider the following single-district election \(E\): there are 2 candidates \(A\) and \(B\), and \(N'\) voters, out of which \((\frac{1}{2} + 4\varepsilon)N'\) vote for \(A\) and the remaining vote for \(B\). Clearly then \(\text{MOV}(E) = 4\varepsilon N'\). We create another election \(E'\) with the same 2 candidates \(A\) and \(B\) as follows: for each voter \(v\), we create a district \(d_v\) consisting of \(n\) voters (for some sufficiently large \(n\)). Let \(D^A = \{d_v \mid v \text{ votes for } A\}\) and \(D^B = \{d_v \mid v \text{ votes for } B\}\). Let \(D = D^A \cup D^B\). Thus \(|D^A| = (\frac{1}{2} + 4\varepsilon)N'\), \(|D^B| = (\frac{1}{2} - 4\varepsilon)N'\) and \(|D| = k = N'\). The total number of voters in the election \(E'\) is \(N = nk = nN'\). In each \(d_v \in D^A\), let \(A\) receive \(3n/4\) votes and \(B\) receive \(n/4\) votes while in each \(d_v \in D^B\), let \(B\) receive all \(n\) votes. This completes the description of \(E'\).

Clearly \(\text{MOV}(E') = \frac{n}{4} \cdot 4\varepsilon k = \varepsilon N\).

Now since \(B\) receives all votes in each district in \(D^B\), the algorithm \(\mathcal{B}'\) would surely predict \(B\) as the winner in \(|D^B|\) districts. Thus \(B\) occurs at least \((\frac{1}{2} - 4\varepsilon)k\) times in the list \(L\), and therefore \(A\) occurs at most \((\frac{1}{2} + 4\varepsilon)k\) times. Hence if \(l_1 < \frac{1}{16 \varepsilon^2} \log \frac{8e \sqrt{\pi}}{\varepsilon}\), we would have an algorithm with sample complexity less than \(\frac{1}{4 \cdot (4\varepsilon)^2} \log \frac{1}{8 \varepsilon \sqrt{\pi}}\) for predicting the winner of \(E\) with probability at least \(1 - \delta\), contradicting Theorem 4.

**Lower bound on \(l_2\):** Consider the following election \(E\): there are 2 candidates \(A\) and \(B\) and a set \(D\) of \(k\) districts. Each district has the same population \(n\). \(A\) wins in \(11k/20\) districts (call this set \(D^A\)) by receiving \((\frac{1}{2} + 20\varepsilon)\) \(n\) votes in each, and \(B\) wins in the remaining districts (set \(D^B\)) by receiving all the \(n\) votes in each. Thus \(\text{MOV}(E) = 20\varepsilon n \cdot \left(\frac{11k}{20} - \frac{1}{2}\right) = \varepsilon N\).

Clearly in each district of \(D^B\), \(B\) would be predicted as the winner (by \(\mathcal{B}'\)). Now consider any \(d \in D^A\). If \(l_2 < \frac{1}{4 \cdot (20\varepsilon)^2} \log \frac{1}{8 \varepsilon \sqrt{\pi}} (1/6)\), then from Theorem 4, the probability that \(A\) is predicted as the winner in district \(d\) would be at most \(1 - \frac{1}{6} = \frac{5}{6}\). Let \(Y\) be the random variable denoting the number of districts where \(A\) is declared as the winner. Hence \(\mathbb{E}[Y] \leq \frac{11k}{20} \cdot \frac{5}{6} = \frac{11k}{12}\). Let \(D_1\) denote the event that \(Y \leq 7k/15\). Using Markov’s inequality, \(\Pr(D_1) \leq 55/56\). Now let \(W\) be the random variable denoting the number of sampled districts (in the samples drawn in the second step of \(\mathcal{B}'\)) where \(A\) is the predicted winner.
Let $D_2$ denote the event that $\left| \frac{W_1}{l_1} - \frac{Y_k}{l_2} \right| \leq \frac{1}{32}$. Since $l_1 \geq \frac{1}{32} \varepsilon N \log \frac{1}{8\sqrt{\varepsilon} \delta} \geq 3 \cdot 32^2 \log \frac{2}{\delta}$ (for sufficiently small $\varepsilon$), using Theorem 3, $\Pr(D_2) \geq 1 - \delta$. Finally let $D_3$ denote the event that algorithm $B$ predicts $A$ as the winner of the election. Note that $\Pr(D_3|D_1D_2) = 0$ as conditioned on $D_1$ and $D_2$, the fraction of sampled districts where $A$ can be the predicted winner is at most $\frac{7}{15} + \frac{1}{32} < \frac{1}{2}$. So $\Pr(D_3|D_1) = \Pr(D_3|D_1D_2)\Pr(D_2) \leq \Pr(D_2) \leq \delta$. Thus $\Pr(D_3) \leq \Pr(D_3|D_1) + \Pr(D_1) \leq \delta + \frac{\varepsilon}{10} < 1 - \delta$, a contradiction (assuming $\delta < 1/112$).

### 3.3 Generalization

Now consider the following setting: suppose the winner of each district is decided using some voting rule $r$ and the overall winner of the election $E$ is a candidate that wins in maximum number of districts. Let $\text{MOV}(E) \geq \varepsilon N$. Suppose we wish to predict the winner of such an election with probability at least $1 - \delta$. Observe that if, as in the proof of Lemma 4, we can ensure that in each district $d_j$, with high probability (at least $1 - O(\varepsilon)$), $y_j$ can be made the winner by altering at most $\varepsilon/4$ fraction of the population of $d_j$, then the rest of the proof would be exactly similar.

Let $\chi_r(m, \varepsilon, \delta)$ be the number of samples required so that the predicted winner of a single-district election using using rule $r$ with $n$ voters and $m$ candidates, can be made winner by changing at most $\varepsilon n$ votes (note that we need $\chi_r$ to be independent of the population $n$). Then we have the following result.

**Theorem 7.** There exists an algorithm for $(\varepsilon, \delta)$-Winner Prediction for arbitrary voting rule $r$ with sample complexity $O \left( \chi_r(m, \varepsilon, \varepsilon) \cdot \frac{1}{\varepsilon^2} \log \frac{1}{\delta} \right)$.

### 3.4 Algorithms when MOV is unknown

We now consider two restricted settings of the district-level plurality election. We assume that there are only 2 candidates $A$ and $B$. Wlog assume that $A$ is the true winner of the election. Let $n = N/k$ denote the average population of a district. We assume that no bound on the margin of victory is known to us. We present two algorithms that work even in this setting, whose sample complexity can be bounded in terms of the (unknown) MOV.

#### 3.4.1 When $n_j \leq \kappa n$

Suppose there exists a parameter $\kappa (\geq 4)$ such that the population of each district is at most $\kappa$ times the average population of a district. Let $\text{MOV}(E) = \varepsilon N$ which is unknown to the algorithm.
Algorithm 3

1: \( \gamma \leftarrow \frac{1}{3} \)
2: Sample \( l_1 = \frac{5\gamma^2}{18\kappa^2} \log \frac{4}{\theta^2} \) districts from \( D \) uniformly at random with replacement.
3: From each of the sampled districts, sample \( l_2 = \frac{5\gamma^2}{24\kappa^2} \log \frac{4}{\theta^2} \) votes uniformly at random with replacement and predict their winners using the single-district plurality rule.
4: If there exists a candidate that wins in at least \( \left( \frac{1}{2} + \frac{2\gamma}{\kappa} \right) l_1 \) sampled districts by receiving at least \( \left( \frac{1}{2} + \frac{2\gamma}{\kappa} \right) l_2 \) sampled votes in each, then declare that candidate as the winner and halt.
5: \( \gamma \leftarrow \frac{\gamma}{3} \).
6: goto 2.

For estimating the success probability as well as bounding the sample complexity of the above algorithm, we show the following.

1. Whenever Algorithm 3 terminates, it predicts A as the winner with high probability.
2. As the value of \( \gamma \) goes below \( (1 - \Omega(1))\varepsilon \), the probability that Algorithm 3 does not terminate decreases exponentially with the number of iterations.

The idea is to show that the proportions of votes received by A and B in each sampled district is represented faithfully in the samples drawn in the second step of Algorithm 3. Also it can be shown that Algorithm 3 samples enough districts from the set of districts where A (and B) has won with a “large” margin of victory. Conditioning on these two events, (1.) follows by showing that whenever Algorithm 3 terminates, the predicted winner must have won in more than \( k/2 \) districts and therefore must be the true winner (i.e., A).

For (2.), using the fact that \( \text{MOV}(E) = \varepsilon N \), it can be shown that A receives at least \( \frac{1}{2} + \Omega(\varepsilon) \) fraction of votes in at least \( \frac{1}{2} + \Omega(\varepsilon) \) fraction of districts. Thus, when the value of \( \gamma \) goes below \( (1 - \Omega(1))\varepsilon \), Algorithm 3 terminates with high probability.

We now attempt to formalise the above notions. Let \( \tau^A(\gamma) \) (resp. \( \tau^B(\gamma) \)) denote the fraction of districts where A (resp. B) receives at least \( \frac{1}{2} + \frac{\gamma}{\kappa} \) fraction of votes in the election \( E \). When \( \gamma = (\frac{1}{3})^i \), let \( \mathcal{F}_i^A \) (resp. \( \mathcal{F}_i^B \)) denote the event that the fraction of sampled districts where A (resp. B) wins with at least \( \frac{1}{2} + \frac{\gamma}{\kappa} \) fraction of votes lies within an additive error of \( \gamma/\kappa \) from \( \tau^A(\gamma) \) (resp. \( \tau^B(\gamma) \)). Let \( \mathcal{F}_i = \mathcal{F}_i^A \cap \mathcal{F}_i^B \).

**Lemma 8.** \( \Pr(\mathcal{F}_i) \geq 1 - \frac{\delta}{243^i} \).

**Proof.** Let \( W \) be the random variable denoting the number of sampled districts where A receives at least \( \frac{1}{2} + \frac{\gamma}{\kappa} \) fraction of votes. Then \( \mathbb{E}[W] = \frac{\tau^A(\gamma)}{k} \cdot l_1 \). Using the additive form of Chernoff bound (Theorem 1) with \( \theta = 3\gamma/\kappa \), we have \( \Pr(\mathcal{F}_i^A) = \Pr \left( \left| W - \mathbb{E}[W] \right| \leq \frac{3\gamma}{\kappa} \cdot l_1 \right) \leq 2 e^{-\frac{\gamma^2}{12\kappa^2 \cdot l_1}} \). Since \( l_1 = \frac{5\gamma^2}{18\kappa^2} \log \frac{4}{\theta^2} \geq \frac{5\gamma^2}{18\kappa^2} \log \frac{4}{ \sqrt{\gamma}} \), we get \( \Pr(\mathcal{F}_i^A) \leq \frac{\gamma^2}{2} = \frac{\delta}{2 \cdot 243^i} \). In a similar way, it follows that \( \Pr(\mathcal{F}_i^B) \leq \frac{\gamma^2}{2} = \frac{\delta}{2 \cdot 243^i} \). Thus using union bound, we get \( \Pr(\mathcal{F}_i) \geq 1 - \frac{\delta}{243^i} \). \( \square \)

Again when \( \gamma = (\frac{1}{3})^i \), let \( \mathcal{E}_i \) denote the event that in each of the sampled districts, the fraction of sampled votes received by A lies within an additive error of \( \gamma/\kappa \) from the true fraction of votes received by A in that district. Note that if \( \mathcal{E}_i \) holds, then in each district, the sampled fraction of votes received by B also lies within an additive error of \( \gamma/\kappa \) from the true fraction of votes received by B in that district.
Lemma 9. \( \Pr(\mathcal{E}_i) \geq 1 - \frac{\delta}{243} \).

Proof. Consider any sampled district \( d \) and let \( \beta_d \) be the true fraction of votes received by A in \( d \). Let \( Z_d \) be the random variable denoting the number of sampled votes received by A in \( d \). Clearly then \( \mathbb{E}[Z_d] = \beta_d l_2 \). Using the additive form of Chernoff bound (Theorem 1) with \( \theta = \gamma/\kappa \), we have \( \Pr\left( \left| \frac{Z_d}{\gamma} - \beta_d \right| > \frac{2}{\kappa} \right) = \Pr\left( \frac{|Z_d - \mathbb{E}[Z_d]|}{\mathbb{E}[Z_d]} > \frac{2}{\kappa} \cdot l_2 \right) \leq 2e^{-\frac{2^2}{\kappa^2}l_2^2}. \) Since 
\[
 l_2 = \frac{\kappa^2}{2\eta} \log \frac{2\eta}{\delta} \geq \frac{\gamma^2}{2\eta} \log \frac{2\eta}{\delta}, \nonumber
\]
we get \( \Pr\left( \left| \frac{Z_d}{\gamma} - \beta_d \right| > \frac{2}{\kappa} \right) \leq \frac{\gamma^2l_4}{4l_1} = \frac{\delta}{243l_4}. \) Now using union bound, \( \Pr(\overline{\mathcal{E}_i}) = \Pr\left( 3d, \left| \frac{Z_d}{\gamma} - \beta_d \right| > \frac{2}{\kappa} \right) \leq \frac{\delta}{243}. \) 

Now using the fact that \( \text{MOV}(E) = \varepsilon N \), we show the following result.

Lemma 10. Assuming \( k \) is even and \( \varepsilon k / \kappa \) is an integer, there exist at least \( \left( \frac{1}{2} + \frac{\varepsilon}{\kappa} \right) k \) districts where A receives at least \( \frac{1}{2} + \frac{\varepsilon}{\kappa} \) fraction of votes.

Proof. Let \( D^A \) be the set of districts where A wins and let \( |D^A| = \left( \frac{1}{2} + \nu \right) k \). For each \( d \in D^A \), let \( \text{MOV}(E_d) \) be the minimum number of votes to be changed in district \( d \) in order to make B the winner of that district. Wlog let \( d_1, \ldots, d(\frac{1}{2}+\nu)k \) be the districts of \( D^A \) arranged in non-decreasing order of \( \text{MOV}(E_d) \). Clearly then \( \Pr(\mathcal{E}_i) = \Pr\left( 3d, \left| \frac{Z_d}{\gamma} - \beta_d \right| > \frac{2}{\kappa} \right) \leq \frac{\delta}{243l_4} \).

Now let \( I = \{ d \in D^A \mid \text{MOV}(E_d) < \varepsilon n/2 \} \). Thus we have \( \varepsilon N \leq \sum_{j=1}^{\nu k+1} \text{MOV}(E_{d_j}) \leq |I| \cdot \varepsilon n/2 + 1 \) (since the population of each district is at most \( \kappa n \), \( \text{MOV}(E_{d_j}) \leq \kappa n/2 + 1 \), \( \forall d \in D^A \)). Algebraic simplification would yield \( \nu k - |I| \geq \frac{(1-\frac{\varepsilon}{\kappa})N}{(\frac{\varepsilon n}{2})-\frac{\varepsilon k}{\kappa}} \geq \frac{3\varepsilon N}{4} + 1 \). Since \( \nu k - |I| \) is an integer, we must have \( \nu k - |I| \geq \varepsilon k / \kappa \). Thus in at least \( \left( \frac{1}{2} + \frac{\varepsilon}{\kappa} \right) k \) districts, \( \text{MOV}(E_d) \geq \varepsilon n \). Finally since the population of any district is at most \( \kappa n \), \( \text{MOV}(E_d) \geq \varepsilon n \) implies that A receives at least \( \frac{1}{2} + \frac{\varepsilon}{\kappa} \) fraction of votes in district \( d \).

Now let \( S = \{ \eta \mid \text{There exist at least } \left( \frac{1}{2} + \frac{\varepsilon}{\kappa} \right) k \text{ districts where A receives at least } \frac{1}{2} + \frac{\varepsilon}{\kappa} \text{ fraction of votes } \} \). Let \( \alpha = \max_{\eta \in S} \eta \) and let \( D_\alpha \) be the set of districts where A receives at least \( \frac{1}{2} + \frac{\varepsilon}{\kappa} \) fraction of votes. Let \( \rho \) be the unique positive integer such that \( \left( \frac{1}{2} \right)^\rho \leq \alpha < \left( \frac{1}{2} \right)^{\rho + 1} \). We now argue that Algorithm 3 terminates with high probability as the value of \( \gamma \) goes below \( \alpha \).

Lemma 11. For \( j \geq 2 \), the probability that Algorithm 3 does not terminate when \( \gamma = \left( \frac{1}{2} \right)^{\rho + j} \) is at most \( \frac{\delta^{2j}}{243^{2j + 1}} \).

Proof. By definition, in each district of \( D_\alpha \), A receives at least \( \frac{1}{2} + \frac{\alpha}{\kappa} \) fraction of votes. Now assuming the event \( \mathcal{E}_\rho + j \) holds, if any district from \( D_\alpha \) is sampled, the fraction of sampled votes received by A in that district would be at least \( \frac{1}{2} + \frac{\alpha}{\kappa} - \frac{2}{\kappa} \geq \frac{1}{2} + \frac{2\gamma}{\kappa} \) (since \( \alpha \geq \left( \frac{1}{2} \right)^\rho \geq 9\gamma \)). Let \( X \) be the random variable denoting the number of sampled districts where A wins with at least \( \left( \frac{1}{2} + \frac{\alpha}{\kappa} \right) l_2 \) votes. Since \( |D_\alpha| \geq \left( \frac{1}{2} + \frac{\alpha}{\kappa} \right) k \), we have \( \mathbb{E}[X] \geq \left( \frac{1}{2} + \frac{\alpha}{\kappa} \right) l_1 \). Using the additive form of Chernoff bound (Theorem 1)
with \( \theta = 6\gamma/\kappa \), \( \Pr(\mathcal{X} < \left( \frac{1}{2} + \frac{3\gamma}{\kappa} \right) l_1 | \mathcal{E}_{\rho+j}) \leq \Pr(\mathcal{X} - E[\mathcal{X}] > \frac{3}{\kappa} \cdot (3\gamma - 3) \cdot l_1 | \mathcal{E}_{\rho+j}) \leq \Pr(\mathcal{X} - E[\mathcal{X}] > \frac{6\gamma}{\kappa} \cdot l_1 | \mathcal{E}_{\rho+j}) \leq 2e^{-\frac{72\gamma^2}{2\kappa^2} l_1} \leq 2e^{-5\log \frac{1}{\rho}} \leq \frac{24}{243^\rho\kappa}. \) The fourth inequality in the above chain of inequalities holds since \( l_1 = \frac{5\gamma^2}{18\gamma^2} \log \frac{1}{\rho} \geq \frac{5\gamma^2}{24\gamma^2} \log \frac{1}{\rho}. \)

Let \( F \) be the event that Algorithm 3 does not terminate when \( \gamma = \left( \frac{1}{3} \right)^j \). Then \( \Pr(F) \leq \Pr(F|\mathcal{E}_{\rho+j}) + \Pr(\mathcal{E}_{\rho+j}) \leq \frac{36}{243^\rho\kappa} \) (since from Lemma 9, \( \Pr(\mathcal{E}_{\rho+j}) \leq \frac{\delta}{243^\rho\kappa} \)).

Next we show that Algorithm 3 predicts A as the winner with high probability, whenever it terminates.

**Lemma 12.** If Algorithm 3 terminates when \( \gamma = \left( \frac{1}{3} \right)^j \), it returns A as the winner with probability at least \( 1 - \frac{24}{243^\rho}. \)

**Proof.** Since Algorithm 3 terminates, the predicted winner wins in at least \( \frac{1}{2} + \frac{2\gamma}{\kappa} \) fraction of sampled districts and at least \( \frac{1}{2} + \frac{2\gamma}{\kappa} \) fraction of votes in each district. Now assume that both \( \mathcal{E}_j \) and \( \mathcal{F}_j \) holds true. This happens with probability at least \( 1 - \frac{24}{243^\rho} \). Since \( \mathcal{E}_j \) holds, the true fraction of votes received by the predicted winner in each of the sampled districts is at least \( \frac{1}{2} + \frac{2\gamma}{\kappa} - \frac{2\gamma}{\kappa} = \frac{1}{2} + \frac{\gamma}{\kappa} \). Again since \( \mathcal{F}_j \) holds, the true fraction of districts where the predicted winner wins with at least \( \frac{1}{2} + \frac{\gamma}{\kappa} \) fraction of votes is more than \( \frac{1}{2} + \frac{2\gamma}{\kappa} - \frac{2\gamma}{\kappa} = \frac{1}{2} \). Thus the predicted winner wins in more than half of the districts and therefore must be the true winner.

Combining the above two results, we show that with probability at least \( 1 - \delta \), Algorithm 3 returns A as the winner of the election.

**Lemma 13.** Algorithm 3 predicts A as the winner with probability at least \( 1 - \delta \).

**Proof.** Let \( G \) denote the event that Algorithm 3 predicts A as the winner and \( G \) denote the event that Algorithm 3 terminates when \( \gamma = \left( \frac{1}{3} \right)^j \). Then from Lemma 11 and Lemma 12, \( \Pr(G) \geq \Pr(G|G)\Pr(G) \geq (1 - \frac{24}{243^\rho\kappa}) \cdot (1 - \frac{36}{243^\rho\kappa}) \geq 1 - \delta. \)

Finally, we bound the sample complexity of the algorithm.

**Lemma 14.** Algorithm 3 uses at most \( \mathcal{O}\left( \frac{\kappa^i}{\epsilon^2} \log \frac{1}{\epsilon} \log \frac{\delta}{\delta^2} \right) \) samples in expectation.

**Proof.** We have \( l_1 = \frac{5\gamma^2}{18\gamma^2} \log \frac{4}{\gamma^2} = \mathcal{O}\left( \frac{\kappa^i}{\epsilon^2} \log \frac{1}{\epsilon} \right) \) and \( l_2 = \frac{5\gamma^2}{24\gamma^2} \log \frac{2\gamma}{\epsilon} = \mathcal{O}\left( \frac{\kappa^i}{\epsilon^2} \log \frac{\delta}{\delta^2} \right) \). Thus for a particular value of \( \gamma \), Algorithm 3 collects a total of \( l_1 l_2 = \mathcal{O}\left( \frac{\kappa^i}{\epsilon^2} \log \frac{1}{\epsilon} \log \frac{\delta}{\delta^2} \right) \) samples. When \( \gamma = \left( \frac{1}{3} \right)^j \), this equals \( \mathcal{O}\left( \kappa^i 81^j (i + \log \frac{1}{\epsilon}) (i + \log \frac{\delta}{\delta^2}) \right) \). Let \( q(j) \) denote the total number of samples collected by Algorithm 3 if it halts when \( \gamma = \left( \frac{1}{3} \right)^j \). Thus \( q(j) = \sum_{i=1}^{\rho+j} \mathcal{O}\left( \kappa^i 81^j (i + \log \frac{1}{\epsilon}) (i + \log \frac{\delta}{\delta^2}) \right) \leq \mathcal{O}\left( \frac{\kappa^i}{\epsilon^2} \cdot 81^j (\rho + j + \log \frac{1}{\epsilon}) \left( \rho + j + \log \frac{\delta}{\delta^2} \right) \right) \). For \( j \geq 3 \), let \( H_j \) denote the event that Algorithm 3 terminates when \( \gamma = \left( \frac{1}{3} \right)^{\rho+j} \) and let \( H_2 \) denote the event that Algorithm 3 terminates for some \( \gamma \) in the set \( \{ \frac{1}{3}, \ldots, \left( \frac{1}{3} \right)^{\rho+2} \} \). Then from Lemma 11, for \( j \geq 3 \), \( \Pr(H_j) \leq \Pr(\text{Algorithm 3 does not terminate when } \gamma = \left( \frac{1}{3} \right)^{\rho+j-1}) \leq \frac{34}{243^\rho\kappa \cdot \rho+1}, \) and \( \Pr(H_2) \leq 1. \) Thus the expected sample complexity is given by \( \sum_{j=2}^{\infty} q(j) \Pr(H_j) \leq q(2) + \sum_{j=3}^{\infty} \mathcal{O}\left( \frac{\kappa^i}{\epsilon^2} \cdot 81^j (\rho + j + \log \frac{1}{\epsilon}) \left( \rho + j + \log \frac{\delta}{\delta^2} \right) \cdot \frac{34}{243^\rho\kappa \cdot \rho+1} \right) \). Now
\( q(2) = O \left( \frac{\alpha^4}{\epsilon^2} \left( \rho + \log \frac{1}{\alpha} \right) \left( \rho + \log \frac{\delta}{\alpha} \right) \right) \) while the second term in the sum is at most \( O \left( \frac{\alpha^4}{\epsilon^4} \left( \rho + \log \frac{1}{\alpha} \right) \left( \rho + \log \frac{\delta}{\alpha} \right) \cdot \frac{\delta}{2^{43}} \right) \). Hence the overall expected sample complexity is bounded by \( O \left( \frac{\alpha^4}{\epsilon^2} \log \frac{1}{\alpha} \log \frac{\delta}{\alpha} \right) \) (as \( \rho = O \left( \log \frac{1}{\alpha} \right) \)). Since \( \alpha \geq \epsilon \), the expected sample complexity is at most \( O \left( \frac{\alpha^4}{\epsilon^2} \log \frac{1}{\alpha} \log \frac{\delta}{\alpha} \right) \).

Combining Lemma 13 and Lemma 14, we get the following result.

**Theorem 8.** There exists an algorithm for \( \delta \)-Winner Prediction for the plurality rule with expected sample complexity \( O \left( \frac{\alpha^4}{\epsilon^2} \log \frac{1}{\alpha} \log \frac{\delta}{\alpha} \right) \) when there are 2 candidates and the population of each district is at most \( \kappa \) times the average population of a district.

### 3.4.2 When \( n_j \) is arbitrary

We now consider the case when the populations of the districts can be arbitrary. Our algorithm is as follows:

**Algorithm 4**

1: \( \gamma \leftarrow \frac{1}{\gamma} \).
2: Sample \( l_1 = \frac{175}{2^{47}} \log \frac{4}{\gamma} \) districts from \( D \) uniformly at random with replacement.
3: From each of the sampled districts, sample \( l_2 = \frac{57344}{9 \gamma^4} \log \frac{2 \gamma}{\gamma} \) votes uniformly at random with replacement and predict their winners using the single-district plurality rule.
4: If there exists a candidate that wins in at least \( \frac{1}{2} + \frac{\gamma}{5} \) fraction of the sampled districts with at least \( \frac{1}{2} + \frac{\gamma}{128} \) fraction of sampled votes in each, then declare that candidate as the winner and halt.
5: \( \gamma \leftarrow \frac{1}{\gamma} \).
6: goto 2.

The main difference in the analysis is unlike in the previous case, where we were able to show that \( A \) receives at least \( \frac{1}{2} + \Omega(\epsilon) \) fraction of votes in at least \( \frac{1}{2} + \Omega(\epsilon) \) fraction of districts (Lemma 10), the current setting enables us to show that \( A \) receives at least \( \frac{1}{2} + \Omega(\epsilon) \) fraction of votes only in \( \frac{1}{2} + \Omega(\epsilon^2) \) fraction of districts. As in the proof of Lemma 10, let \( D^A \) be the set of districts where \( A \) wins and let \( |D^A| = \left( \frac{1}{2} + \nu \right) k \) (assume that \( k \) is even, so that \( \nu k \) is an integer). For \( d \in D^A \), \( MOV(E_d) \) denotes the minimum number of votes to be changed in district \( d \) in order to make \( B \) the winner of that district. Wlog let \( d_1, \ldots, d_{\left( \frac{1}{2} + \nu \right) k} \) be the districts of \( D^A \) arranged in non-decreasing order of \( MOV(E_d) \).

We first show the following two results.

**Lemma 15.** \( \epsilon n \leq MOV(d_{\nu k + 1}) \leq 4n. \)

**Proof.** Since \( MOV(E) = \epsilon N \), \( \sum_{j=1}^{\nu k + 1} MOV(E_{d_j}) \geq \epsilon N \). Thus \( MOV(E_{d_{\nu k}}) \geq \frac{\epsilon N}{\nu k + 1} \geq \epsilon n \) (since \( \nu \leq 1/2 \)), which proves the first inequality.

For the second inequality, assume to the contrary that \( MOV(E_{d_{\nu k + 1}}) > 4n \). Thus \( MOV(E_{d_j}) > 4n, \forall \nu k + 1 \leq j \leq (\frac{1}{2} + \nu) k. \) This implies that the population of each of the districts \( d_{\nu k + 1}, \ldots, d_{(\frac{1}{2} + \nu) k} \) is at least \( 4n \). Hence the total population of these \( k/2 \) districts is at least \( 4n \cdot \frac{k}{2} = 2N > N \), a contradiction. \( \square \)
Lemma 16. Let \( I = \{ d \in D^A \mid \text{MOV}(E_d) \geq \varepsilon n/2 \} \). Then \(|I| \geq (\frac{1}{2} + \frac{3\varepsilon}{16})k\) (assuming \(3\varepsilon k/16\) is an integer).

Proof. From Lemma 15, we have \( \text{MOV}(E_{d_{k+1}}) \geq \varepsilon n \), implying that \( \text{MOV}(E_d) \geq \varepsilon n > \varepsilon n/2 \), \( \forall \nu k + 1 \leq j \leq (\frac{1}{2} + \nu)k \). Also \( \text{MOV}(E_{d_{k+1}}) \leq 4n \) implies that \( \text{MOV}(E_d) \leq 4n \), \( \forall 1 \leq j \leq \nu k + 1 \). Let \( J = D^A \setminus I \). Then \( \varepsilon n \leq \sum_{j=1}^{\nu k + 1} \text{MOV}(E_d) \leq |J| \cdot \frac{\varepsilon n}{2} + (\nu k + 1 - |J|) \cdot 4n \).

Simplifying, we get \( \nu k - |J| \geq \frac{\frac{3\varepsilon k}{16} - 4n}{\frac{\varepsilon n}{2}} \geq \frac{3\varepsilon k}{16} - 1 \). Since \( \nu k - |J| \) is an integer, we have \( \nu k - |J| \geq 3\varepsilon k/16 \). Hence \(|I| \geq (\frac{1}{2} + \frac{3\varepsilon}{16})k\). \(\square\)

Using the above two lemmas, we show a lower bound of \(\frac{1}{2} + \Omega(\varepsilon)\) on the fraction of districts where \(A\) wins with at least \(\frac{1}{2} + \varepsilon^2\) fraction of votes.

Lemma 17. There exist at least \((\frac{1}{2} + \frac{\varepsilon^2}{64})k\) districts where \(A\) receives at least \(\frac{1}{2} + \frac{\varepsilon^2}{64}\) fraction of votes.

Proof. Let \( I \) be defined as in Lemma 16 and let \( J \subseteq I \) be the set of districts \(d_j\) such that \( \text{MOV}(E_{d_j}) \leq \varepsilon^2 n_j/64 \). Thus in each of the \(|J|\) districts, we have \( \sum_{i}^{J} \frac{\eta_i}{n_j} \leq \frac{\varepsilon^2 n_j}{64} \), implying that \( n_j \geq 32n/\varepsilon \). Also since \( \text{MOV}(E_d) \geq \varepsilon n/2 \), \( \forall d \in I \setminus J \), the population of each district in \( I \setminus J \) is at least \( \varepsilon n - 1 \). Since the total population of all districts is \( N \), we must have \( |J| \cdot \frac{\varepsilon^2 n_j}{64} + \left( \frac{\frac{\varepsilon^2}{64}(k - |J|)}{n} \cdot (\varepsilon n - 1) \right) \leq N \), which on simplification yields \( |J| \leq \frac{32n - (\frac{1}{2} + \frac{\varepsilon^2}{64}) \cdot \varepsilon n}{\varepsilon^2} \). Therefore \( |D^A \setminus J| \geq |I \setminus J| \geq (\frac{1}{2} + \frac{\varepsilon^2}{64} - \frac{\varepsilon}{32}) k \geq (\frac{1}{2} + \frac{\varepsilon^2}{64}) k \). The desired result follows since \( \text{MOV}(E_{d_j}) > \varepsilon^2 n_j/64 \) implies \( A \) receives at least \(\frac{1}{2} + \frac{\varepsilon^2}{64}\) fraction of votes in district \(d_j\). \(\square\)

Now let \( \tau^A(\gamma) \) (resp. \( \tau^B(\gamma) \)) denote the fraction of districts where \(A\) (resp. \(B\)) receives at least \(\frac{1}{2} + \frac{\varepsilon^2}{64}\) fraction of votes. When \( \gamma = \left(\frac{1}{2}\right)^i \), let \( F_i^A \) (resp. \( F_i^B \)) denote the event that the fraction of sampled districts where \(A\) (resp. \(B\)) wins with at least \(\frac{1}{2} + \frac{\varepsilon^2}{64}\) fraction of votes lies within an additive error of \(\gamma/5\) from \(\tau^A(\gamma)\) (resp. \(\tau^B(\gamma)\)). Let \( F_i^A = F_i^A \cap F_i^B \). Similarly when \( \gamma = \left(\frac{1}{2}\right)^i \), let \( E_i^\prime \) denote the event that in each of the sampled districts, the fraction of sampled votes received by \(A\) lies within an additive error of \(3\gamma^2/128\) from the true fraction of votes received by \(A\) in that district.

Let \( S^\prime = \{ \eta \mid \text{There exist at least } \left(\frac{1}{2} + \frac{\varepsilon^2}{64}\right) k \text{ districts where } A \text{ receives at least } \frac{1}{2} + \frac{\varepsilon^2}{64} \text{ fraction of votes } \} \). Let \( \alpha = \max_{\eta \in S^\prime} \eta \). Let \( \rho' \) be the unique positive integer such that \( \left(\frac{1}{2}\right)^{\rho'} \leq \alpha < \left(\frac{1}{2}\right)^{\rho'-1} \).

We state a series of lemmas whose proofs are analogous to the corresponding lemmas in the analysis of Algorithm 3 (see Section 3.4.1).

Lemma 18. \( \Pr(F_i^A) \geq 1 - \frac{\delta}{128\varepsilon} \).

Lemma 19. \( \Pr(E_i^\prime) \geq 1 - \frac{\delta}{128\varepsilon} \).

Lemma 20. The probability that Algorithm 4 does not terminate when \( \gamma = \left(\frac{1}{2}\right)^{\rho'+j} \), \( j \geq 2 \), is at most \( \frac{25}{128\rho'+j} \).

Lemma 21. If Algorithm 4 terminates when \( \gamma = \left(\frac{1}{2}\right)^i \), then it predicts \(A\) as the winner with probability at least \( 1 - \frac{25}{128\varepsilon} \).
Using the above results, similar to the proofs of Lemma 13 and Lemma 14, it follows that Algorithm 4 predicts the true winner with probability at least $1 - \delta$ and uses at most $O\left(\frac{1}{\alpha^6} \log^2 \frac{1}{\delta} \right) \leq O\left(\frac{1}{\epsilon^6} \log^2 \frac{1}{\epsilon \delta} \right)$ samples in expectation. We thus have the following result.

**Theorem 9.** There exists an algorithm for $\delta-$Winner Prediction for the plurality rule with expected sample complexity $O\left(\frac{1}{\epsilon^6} \log^2 \frac{1}{\epsilon \delta} \right)$, when there are 2 candidates.

### 4 Winner Prediction for Median Rule

We now turn our attention to another popular voting rule - the median rule. Here there is a harmonious order $R = (c_1, \ldots, c_m)$ over the candidates. For each candidate $x \in C$, let $g(x)$ denote the number of votes where $x$ is most preferred. Then the winner of the election is the candidate $c_t$ such that (i) $\sum_{i=1}^{t} g(c_i) \geq N/2$, and (ii) $\sum_{i=1}^{t-1} g(c_i) < N/2$.

Like the plurality rule, the median rule is also an example of a top-ranked voting rule. We first restrict our attention only to the single-district case. We assume that a lower bound of $\epsilon N$ is known on the Margin of Victory of the election.

#### 4.1 Algorithm when Harmonious Order is Known

Let us first consider the setting where the harmonious order $R$ is known to the algorithm. Our algorithm is as follows:

**Algorithm 5**

1: Sample $l = \frac{1}{2\epsilon^6} \log \frac{1}{\delta}$ votes uniformly at random with replacement. For $x \in C$, let $h(x)$ denote the number of sampled votes received by candidate $x$.
2: Let $c_s$ be the candidate such that $\sum_{i=1}^{t} h(c_i) \geq l/2$ and $\sum_{i=1}^{t-1} h(c_i) < l/2$.
3: return $c_s$

Let $c_t$ be the true winner of the election. Using the fact that MOV($E$) $\geq \epsilon N$, we show that there must exist a gap of at least $\epsilon N$ between $\sum_{i=1}^{t} g(c_i)$ and $N/2$, and between $N/2$ and $\sum_{i=1}^{t-1} g(c_i)$.

**Lemma 22.** $\sum_{i=1}^{t-1} g(c_i) \leq \frac{N}{2} - \epsilon N$.

**Proof.** Clearly $c_{t-1}$ can be made the winner of the election by transferring $\frac{N}{2} - \sum_{i=1}^{t-1} g(c_i)$ votes received by some candidate(s) in the set $\{c_t, \ldots, c_m\}$, to $c_{t-1}$. Thus $\frac{N}{2} - \sum_{i=1}^{t-1} g(c_i) \geq \epsilon N$, implying that $\sum_{i=1}^{t-1} g(c_i) \leq \frac{N}{2} - \epsilon N$. \qed

**Lemma 23.** $\sum_{i=1}^{t} g(c_i) \geq \frac{N}{2} + \epsilon N$.

**Proof.** $c_{t+1}$ can be made the winner by transferring $\sum_{i=1}^{t} g(c_i) - \frac{N}{2}$ votes received by some candidate(s) in the set $\{c_1, \ldots, c_t\}$, to $c_{t+1}$. Thus $\sum_{i=1}^{t} g(c_i) - \frac{N}{2} \geq \epsilon N$, implying $\sum_{i=1}^{t} g(c_i) \geq \frac{N}{2} + \epsilon N$. \qed
Now let $H_1$ denote the event that the number of sampled votes received by the set of candidates $\{c_1, \ldots, c_{l-1}\}$, is less than $\lfloor l/2 \rfloor$ and $H_2$ denote the event that the number of sampled votes received by the candidates $\{c_1, \ldots, c_l\}$, is at least $\lfloor l/2 \rfloor$. Clearly if $H_1 \cap H_2$ holds, then Algorithm 5 would predict $c_t$ to be the winner of the election. Next we show that $H_1$ and $H_2$ each hold with probability at least $1 - \frac{\delta}{2}$.

**Lemma 24.** $\Pr(H_1) \geq 1 - \frac{\delta}{2}$.

*Proof.* Let $Z$ be the random variable denoting the number of sampled votes received by $\{c_1, \ldots, c_{l-1}\}$. Clearly $\mathbb{E}[Z] = \frac{\sum_{i=1}^{l-1} g(c_i)}{N} \cdot l \leq (\frac{l}{2} - \varepsilon) l$ (from Lemma 22). Using the additive form of Chernoff bound (Theorem 1) with $\theta = \varepsilon$, $\Pr(Z \geq \lfloor l/2 \rfloor) \leq \Pr(|Z - \mathbb{E}[Z]| \geq \varepsilon l) \leq 2e^{-2\varepsilon^2 l} = \delta/2$. □

**Lemma 25.** $\Pr(H_2) \geq 1 - \frac{\delta}{2}$.

*Proof.* Let $Z$ be the random variable denoting the number of votes received by the set of candidates $\{c_1, \ldots, c_l\}$. Then $\mathbb{E}[Z] = \frac{\sum_{i=1}^{l} g(c_i)}{N} \cdot l \geq (\frac{l}{2} + \varepsilon) l$. Again applying the additive form of the Chernoff bound with $\theta = \varepsilon$, $\Pr(Z < \lfloor l/2 \rfloor) \leq \Pr(|Z - \mathbb{E}[Z]| \geq \varepsilon l) \leq 2e^{-2\varepsilon^2 l} = \delta/2$.

Thus using union bound, the probability that at least one of $H_1$ or $H_2$ does not hold is at most $\delta$. Hence $\Pr(H_1 \cap H_2) \geq 1 - \delta$ and therefore Algorithm 5 returns the true winner with probability at least $1 - \delta$. The sample complexity of Algorithm 5 is easily seen to be $O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\delta}\right)$. Hence we have the following result.

**Theorem 10.** There exists an algorithm for $(\varepsilon, \delta)$-Winner-Determination for the median rule with sample complexity $O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\delta}\right)$ when the Harmonious Order is known.

### 4.2 Algorithm when Harmonious Order is not known

Now we consider the more realistic setting where the harmonious order $R$ is not known to the algorithm. For this case, we make the assumption that the preference (we shall use the terms vote and preference interchangeably) of each voter is *single-peaked* with respect to some order, is the Condorcet winner of the election if the number of voters is odd.

Our algorithm is as follows:
Algorithm 6

1: Sample \( l = \frac{1}{2\varepsilon^2} \log \frac{1}{\delta} \) votes uniformly at random with replacement.
2: For any \( x, y \in C \), let \( h(x, y) \) denote the number of sampled votes where \( x \) is preferred over \( y \).
3: For \( x, y \in C \), let \( h'(x, y) = h(x, y) - h(y, x) \).
4: return the candidate \( x \) such that \( h'(x, y) > 0 \), \( \forall y \neq x \).

Algorithm 6 outputs the Condorcet winner out of a sample of \( l \) votes. Since the preferences are single-peaked, it follows from Lemma 26 that Algorithm 6 in fact predicts the winner resulting by applying the median rule with respect to the order \( R \), on the \( l \) samples. It has already been proven in the previous subsection that this would predict the winner correctly with probability at least \( 1 - \delta \).

Theorem 11. There exists an algorithm for \((\varepsilon, \delta)\)-Winner-Determination for the median rule with sample complexity \( O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\delta}\right) \) when the Harmonious Order is not known.

4.3 Optimality

It is clear that the median rule reduces to the plurality rule when there are 2 candidates. Theorem 4 gives a lower bound of \( \Omega\left(\frac{1}{\varepsilon^2} \log \frac{1}{\delta}\right) \) on the sample complexity for \((\varepsilon, \delta)\)-Winner-Determination for any voting rule that reduces to the single-district plurality rule for 2 candidates. Thus the sample complexities of Algorithm 5 and Algorithm 6 are optimal up to constant factors.

4.4 The multiple districts case

We now consider the case when the \( N \) voters are arranged into \( k \) districts. The winner of each district is decided by applying the median rule. The Harmonious orders in the districts may or may not be the same and may or may not be known to us. If the Harmonious order is unknown in a district, we make the assumption that the preference of each voter in that district is single-peaked with respect to some order \( R' \). The overall winner of the election is a candidate that wins in maximum number of districts.

It follows as a corollary of Theorem 10 and Theorem 11 that when \( r \) is the median rule, \( \chi_r(m, \varepsilon, \delta) = O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon} \log \frac{1}{\delta}\right) \). Thus assuming a lower bound of \( \varepsilon N \) on the Margin of Victory of the election \( E \), we get the following result using Theorem 7.

Corollary 2. There exists an algorithm with sample complexity \( O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon} \log \frac{1}{\delta}\right) \) for \((\varepsilon, \delta)\)-Winner-Prediction for the median rule.

5 Winner Prediction with imperfect Samples

Till now, we assumed that we could get uniform random samples from the population. However this might not always be the case. We now present algorithms for \((\varepsilon, \delta, \gamma)\)-Winner-Determination and \((\varepsilon, \delta, \gamma)\)-Winner-Prediction.

5.1 Algorithm for single-district election

Suppose plurality rule is used to determine the winner. Our algorithm is as follows:
We continue to use the same notations as introduced in Section 3. For \( x \in C \), let \( S(x) \) be the set of candidates that vote for \( x \). Let \( w = \arg \max_{x \in C} |S(x)| \) be the winner of the election and \( w' = \arg \max_{x \in C \setminus \{w\}} |S(x)| \) be a candidate receiving the second largest number of votes. Since \( \text{MOV}(E) \geq \varepsilon N \), we must have \( |S(w)| - |S(w')| \geq 2\varepsilon N - 1 \). Since \( d_{TV}(U, V) \leq \gamma \), we immediately have the following result.

**Lemma 27.** \( \sum_{i \in S(w)} p_i \geq \frac{|S(w)|}{N} - \gamma; \sum_{i \in S(w')} p_i \leq \frac{|S(w')|}{N} + \gamma \).

Hence we get \( \sum_{i \in S(w)} p_i - \sum_{i \in S(w')} p_i \geq \frac{|S(w)| - |S(w')|}{N} - 2\gamma \geq 2(\varepsilon - \gamma) - \frac{1}{N} \). Thus the margin of victory of the election with respect to the distribution \( U \) is at least \((\varepsilon - \gamma)N\). Hence using Corollary 1, \( \frac{3}{(\varepsilon - \gamma)^2} \log \frac{2}{\delta} \) samples are enough to predict the winner correctly with probability at least \( 1 - \delta \). Hence we have the following result.

**Theorem 12.** There exists an algorithm for \((\varepsilon, \delta, \gamma)\)-Winner-Determination for the plurality rule with sample complexity \( O\left(\frac{1}{(\varepsilon - \gamma)^2} \log \frac{1}{\delta}\right) \).

### 5.2 Algorithm for the multiple-districts case

Our algorithm and its analysis is very similar to that of Algorithm 1.

**Algorithm 8**

1. Sample \( l_1 = \frac{3072}{(3\varepsilon - 32\gamma)^2} \log \frac{4}{\delta} \) districts from \( D \) uniformly at random with replacement.
2. In each of the sampled districts, sample \( l_2 = \frac{192}{(\varepsilon - \gamma)} \log \frac{64}{\varepsilon} \) votes uniformly at random with replacement and predict their winners using the single-district plurality rule.
3. **Return** a candidate that wins in maximum number of sampled districts.

The sample complexity of the above algorithm is easily seen to be \( O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon} \log \frac{1}{\delta}\right) \). For analysing the success probability, we may again propose an alternate sampling algorithm whose probability of predicting the winner is same as that of Algorithm 8.

**Algorithm 9**

1. From each district, sample \( l_2 = \frac{192}{(\varepsilon - \gamma)} \log \frac{64}{\varepsilon} \) votes uniformly at random with replacement. Let \( y_j \) be the candidate that receives the largest number of sampled votes in district \( d_j, j \in [k] \).
2. Sample \( l_1 = \frac{2072}{(3\varepsilon - 32\gamma)^2} \log \frac{4}{\delta} \) candidates uniformly at random with replacement from the list \( (y_1, \ldots, y_k) \). Let the list of sampled candidates be \( (z_1, \ldots, z_{l_1}) \).
3. **Return** \( \text{MAJ}(z_1, \ldots, z_{l_1}) \).

Now it can be easily verified that Lemma 4 continues to hold, i.e. \( \text{Pr}(g_j(c_j) - g_j(y_j) \leq \varepsilon n_j/4) \geq 1 - \frac{1}{2^j} \). Thus for sufficiently large \( k \), with probability at least \( 1 - \frac{1}{2^j} \), the difference \( g_j(c_j) - g_j(y_j) \) would exceed \( \varepsilon n_j/4 \) in at most \( \varepsilon k/16 \) districts \( d_j \). Conditioning on this, the list \( (y_1, \ldots, y_k) \) can be transformed into a list \( (u_1, \ldots, u_k) \) such that \( g_j(c_j) - g_j(y_j) \leq \varepsilon n_j/4, \forall j \in [k] \) by altering at most \( \varepsilon k/16 \) entries. From
A and B in each, and then sampling ± as first sampling l districts from the distribution U without replacement would predict the winner with probability at least 1 − δ. Hence overall, the probability of correctly predicting the winner is at least 1 − δ.

**Theorem 13.** There exists an algorithm for \((\varepsilon, \delta, \gamma)\)-**Winner-Prediction** for the plurality rule with sample complexity \(O\left(\frac{1}{(\varepsilon-\gamma)^2} \log \frac{1}{\varepsilon} \log \frac{1}{\delta}\right)\).

6 Estimating Margin of Victory

For this section, we use \(\gamma N\) to denote the margin of victory of a district-based election; \(\varepsilon\) will be used for denoting error bounds. We first present an algorithm for \((\varepsilon, \delta, \gamma)\)-**MOV-Additive** for the district-level plurality election. This gives an estimate of the margin of victory within an additive \(\varepsilon N\) error. We then bootstrap our algorithm to get an estimate of the margin of victory within a multiplicative error of \(1 \pm \varepsilon\). Our algorithm for \((\varepsilon, \delta, \gamma)\)-**MOV-Multiplicative** in fact works for any voting rule for which there exists an algorithm for \((\varepsilon, \delta, \gamma)\)-**SEC-MAJ**.

6.1 Estimating MOV within additive error bounds

We consider the district-level plurality election with 2 candidates A and B. Wlog we assume that A is the true winner of the election. As before, \(n = N/k\) denotes the average population of a district and we assume that the population of each district is bounded by \(\kappa n\), for some constant \(\kappa \geq 2\).

**Algorithm 10**

1: Sample \(l_1 = \frac{27\varepsilon^2}{\varepsilon^4} \log \frac{6\kappa}{\varepsilon}\) districts from \(D\) uniformly at random with replacement.
2: In each of the sampled districts, sample \(l_2 = \frac{27\varepsilon^2}{\varepsilon^2} \log \frac{8\kappa}{\varepsilon}\) votes uniformly at random with replacement and predict the number of votes received by A and B.
3: **return** the margin of victory of the sampled election.

It is easily seen that \(l_1 = O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon}\right)\) and \(l_2 = O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon}\right)\). Thus the sample complexity of the above algorithm is \(O\left(\frac{1}{\varepsilon^4} \log \frac{1}{\varepsilon^2} \log \frac{1}{\delta}\right)\).

**Lemma 28.** Algorithm 10 uses \(O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon^2} \log \frac{1}{\delta}\right)\) samples.

As in Section 3.4.1 and Section 3.4.2, let \(D^A\) (resp. \(D^B\)) be the set of districts where A (resp. B) wins and let \(|D^A| = (\frac{1}{2} + \nu)k\) (assume \(k\) is even so that \(\nu k\) is an integer). For each \(d \in D^A\), let \(\text{MOV}(E_d)\) be the minimum number of votes to be changed in district \(d\) in order to make B the winner of that district. Wlog let \(d_1, \ldots, d_{(\frac{1}{2} + \nu)k}\) be the districts of \(D^A\) arranged in non-decreasing order of \(\text{MOV}(E_d)\). Let \(D_1^A = \{d_1, \ldots, d_{\nu k+1}\}\) and \(D_2^A = D^A \setminus D_1^A\). Since \(\text{MOV}(E) = \gamma N\), we have \(\gamma N \leq \sum_{d \in D_1^A} \text{MOV}(E_d) \leq \gamma N + \kappa n\).

As in the analyses of Algorithm 1 and Theorem 6, for estimating the probability that the returned estimate lies in the range \([\gamma - \varepsilon N, (\gamma + \varepsilon)N]\), Algorithm 7 may be viewed as first sampling \(l_2\) votes in each district and predicting the number of votes received by A and B in each, and then sampling \(l_1\) districts uniformly at random with replacement.
Lemma 29. If \( \epsilon \) is sufficiently small, then \( \epsilon \leq (\gamma + \epsilon)N \) with probability at least \( 1 - \delta \).

Proof. Since \( M_2 \) holds and \( \text{MOV}'(E_d) \leq \kappa N, \forall d \in D_2 \), we have \( e_2 \leq \frac{k}{l_1} \cdot \frac{\epsilon^2}{8\kappa} \cdot \kappa n = \frac{\epsilon^2 N}{3} \leq \frac{N}{3} \) for sufficiently small \( \epsilon \). Similarly, since \( M_4 \) holds, if \( A \) is predicted as the winner in any district of \( D^B \), the maximum possible Margin of Victory of \( A \) would be \( \frac{\epsilon}{3\kappa} \cdot \kappa n = \frac{\epsilon N}{3} \). Thus \( e_3 \leq \frac{k}{l_1} \cdot l_1 \cdot \frac{\epsilon N}{3} = \frac{\epsilon N}{3} \).

We now upper bound \( e_1 \). If \( \nu \leq \epsilon/2\kappa \), we have \( e_1 \leq \frac{k}{l_1} \cdot \left( \frac{\epsilon}{2\kappa} + \frac{1}{\kappa} + \frac{\epsilon^2}{8\kappa} \right) l_1 \cdot \kappa n \leq \frac{14N}{18}, \) for sufficiently small \( \epsilon \). Hence the estimate \( e = e_1 + e_2 + e_3 \leq \frac{14N}{18} + \frac{\epsilon N}{3} + \frac{\epsilon N}{3} < (\gamma + \epsilon)N \).

Now let \( \nu > \epsilon/2\kappa \). Clearly \( \mathbb{E}[k_1] = \frac{k}{\nu} \cdot |D^A| > \nu l_1 \). Applying the multiplicative form of Chernoff bound (Theorem 1) with \( \theta = \epsilon/10 \), we get \( \Pr(\overline{M}_5) \leq 2e^{-\frac{\epsilon^2}{32\kappa^2 \nu^2} l_1} \leq 2e^{-\frac{\epsilon^2}{32\kappa^2 \nu^2} l_1} \leq \delta/4 \) (since \( l_1 = \frac{27\epsilon^2}{4\kappa} \log \frac{16}{\delta} \geq \frac{600\epsilon^2}{33} \log \frac{8}{\delta} \), for sufficiently small \( \epsilon \)). Notice that for \( e_1 \) to be maximum, \( A \) must be declared the winner in each district of \( T_1 \). Let \( U_j \) be the predicted Margin of Victory of \( A \) in the \( j \)th district of \( T_1, j \in [k_1] \). Let \( M_6 \) denote the event that
\[
\left\{ \frac{1}{k_1} \sum_{i=1}^{k_1} U_j - \sum_{d \in D_1} \text{MOV}'(E_d) \right\} \leq \frac{\epsilon N}{8\nu}. \]
Note that each \( U_j \in [0, \kappa n] \). Also, conditioned on
\( M_1, k_1 \geq (\nu - \frac{\epsilon^2}{6\kappa}) l_1 \). Since \( \nu > \epsilon/2\kappa \), for sufficiently small \( \epsilon \), we have \( k_1 \geq \frac{\epsilon}{\frac{\epsilon^2}{6\kappa}} l_1 \).
Applying Hoeffding’s inequality (Theorem 2) with \( a = 0 \), \( b = \kappa n/2 \) and \( \theta = \epsilon n/8\nu \), we have
\( \Pr(\overline{M}_6 | M_1) \leq 2e^{-\frac{\epsilon^2}{128\kappa^2 \nu^2} k_1} \leq 2e^{-\frac{\epsilon^2}{32\kappa^2 \nu^2} l_1} \leq \delta/4 \), since \( l_1 = \frac{27\epsilon^2}{4\kappa} \log \frac{16}{\delta} \geq \frac{32\epsilon^2}{3\nu} \log \frac{8}{\delta} \).
Thus \( \Pr(M_6) \geq \Pr(M_6 | M_1) \Pr(M_1) \geq (1 - \frac{\delta}{4}) (1 - \frac{\delta}{8}) \geq 1 - \frac{5\delta}{8} \).

Finally assume that \( M_5 \cap M_6 \) holds true. This happens with probability at least
\[
1 - (\frac{\delta}{4} + \frac{3\delta}{8}) = 1 - \frac{5\delta}{8}. \]
Now \( M_5 \) implies that \( \frac{k}{l_1} \leq (1 + \frac{\epsilon}{10}) \frac{l_1}{k_1} \). Also \( M_4 \) implies
that \( \sum_{d \in D_A^1} \text{MOV}'(E_d) \leq \sum_{d \in D_A^1} \text{MOV}(E_d) + \frac{\epsilon}{\kappa} \cdot \kappa n \cdot (\nu k + 1) \leq \gamma N + \kappa n + \frac{\epsilon N}{3} + \frac{\epsilon n}{3}. \)

Hence \( e_1 = \frac{k}{\kappa} \cdot \sum_{j=1}^{k_1} U_j \leq (1 + \frac{\epsilon}{\kappa}) \frac{k_1}{\kappa} \cdot \sum_{j=1}^{k_1} U_j \leq (1 + \frac{\epsilon}{\kappa}) \left( \sum_{d \in D_A^1} \text{MOV}'(E_d) + \frac{\epsilon N}{3} + \frac{\epsilon n}{3} \right) \leq (1 + \frac{\epsilon}{\kappa}) (\gamma N + \frac{\epsilon N}{3}) \leq (\gamma + \frac{4\epsilon}{3}) N \) as \( \gamma \leq 1/2 \) and \( \epsilon \) is sufficiently small. Thus with probability at least \( 1 - (\frac{3\delta}{8} + \frac{3\epsilon}{8}) = 1 - \delta \), the estimate returned \( e = e_1 + e_2 + e_3 \leq (\gamma + \frac{4\epsilon}{3}) N + \frac{\epsilon N}{3} + \frac{\epsilon N}{3} = (\gamma + \epsilon) N. \)

\[ \square \]

**Lemma 30.** If \( C = A \) and \( \epsilon \) is sufficiently small, then \( e \geq (\gamma - \epsilon) N \) with probability at least \( 1 - \delta \).

**Proof.** If \( \gamma < \epsilon \), we are done since \( e \geq 0 \geq (\gamma - \epsilon) N \). Hence assume that \( \gamma \geq \epsilon \). Since \( \text{MOV}(E_d) \leq \kappa n, \forall d \in D_A \) and \( \sum_{d \in D_A^1} \text{MOV}(E_d) \geq \gamma N \geq \epsilon N \), we have \( |D_A^1| \geq \epsilon k/\kappa \). As in the proof of Lemma 29, Chernoff bound would give \( \Pr(M_5) \geq 1 - \frac{\delta}{4} \). Observe that \( e \) will be minimised when in each district of \( D_A \), the true fraction of votes received by \( A \) exceeds the predicted fraction by \( \epsilon/3\kappa \). Let \( \overline{T}_1 \subset T_1 \) be the set of districts of \( T_1 \) where \( B \) is the predicted winner. Let \( D' \) be the set of sampled districts that are considered in the computation of the margin of victory in step 3 of Algorithm 7 and let \( |T'_1| = k_1' \). Let \( U_j \) be the predicted Margin of Victory of \( A \) in the \( j \)-th district of \( T_1 \), where \( j \in [k_1'] \) (note that \( U_j \) is negative in the districts of \( T_1 \)). Let \( M_7 \) denote the event

\[ \left| \frac{\sum_{j=1}^{k_1'} U_j}{k_1'} - \frac{\sum_{d \in D_A^1} \text{MOV}(E_d)}{\nu k + 1} \right| \leq \frac{\epsilon n}{8p} \] (note that here \( \text{MOV}'(E_d) \) could be negative). Again similar to the proof of Lemma 29, Hoeffding’s inequality gives \( \Pr(M_7|M_1) \geq 1 - \frac{\delta}{4} \) and therefore \( \Pr(M_7 \cap M_1) \geq 1 - \frac{3\delta}{8} \).

Now \( M_1 \) implies that \( k_1 \geq \left( \nu - \frac{\epsilon^2}{2\kappa} \right) l_1 \geq \frac{15\epsilon \kappa}{8\kappa} l_1 \). Since \( M_2 \) implies that \( k_2 \geq \left( \frac{1}{2} - \frac{\epsilon^2}{2\kappa} \right) l_1 \), it follows that \( k_1' \geq k_1 - \frac{\epsilon^2}{2\kappa} l_1 \geq k_1 - \frac{4\epsilon^2}{15} k_1 = (1 - \frac{4\epsilon^2}{15}) k_1 \). Thus assuming \( M_5 \cap M_7 \) holds, \( e_1 \geq \frac{k}{\kappa} \cdot \sum_{j=1}^{k_1'} U_j \geq (1 - \frac{4\epsilon^2}{15}) \left( \sum_{d \in D_A^1} \text{MOV}'(E_d) - \frac{\epsilon N}{8} - \frac{\epsilon n}{8p} \right) \geq (1 - \frac{4\epsilon^2}{15}) (\gamma N - \frac{\epsilon N}{8} - \frac{\epsilon n}{8p} - \frac{\epsilon N}{3}) \geq (\gamma - \epsilon) N \). Hence with probability at least \( 1 - \delta \), the estimate \( e \geq e_1 \geq (\gamma - \epsilon) N \).

\[ \square \]

**Lemma 31.** If \( C = B \) and \( \epsilon \) is sufficiently small, then \( e \leq \epsilon N \) with probability at least \( 1 - \frac{3\delta}{8} \).

**Proof.** Since \( M_4 \) holds, if \( B \) is predicted as the winner in any district of \( D_A \), then the maximum possible Margin of Victory of \( B \) would be \( \frac{\epsilon}{\kappa} \cdot \kappa n = \frac{\epsilon N}{3} \). Thus \( e_1 + e_2 \leq \frac{k}{\kappa} \cdot l_1 \cdot \frac{\epsilon N}{3} = \frac{\epsilon N}{3} \). Again since \( M_3 \) holds, \( k_3 \leq \left( \frac{1}{2} + \frac{\epsilon^2}{2\kappa} \right) l_1 \). Thus \( e_3 \leq \frac{k}{\kappa} \cdot \frac{\epsilon^2}{2\kappa} l_1 \cdot \kappa n = \frac{\epsilon^2 N}{8\kappa} \leq \frac{2\epsilon N}{3} \), for sufficiently small \( \epsilon \). Hence with probability at least \( 1 - \frac{3\delta}{8} \), \( e = e_1 + e_2 + e_3 \leq \frac{\epsilon N}{3} + \frac{2\epsilon N}{3} = \epsilon N \).

\[ \square \]

**Lemma 32.** If \( C = B \), then \( \gamma < \epsilon \) with probability at least \( 1 - \frac{3\delta}{8} \) and thus \( e \geq 0 > (\gamma - \epsilon) N \).

**Proof.** Suppose \( \gamma \geq \epsilon \). Then from Lemma 10, there exist at least \( \left( \frac{1}{2} + \frac{\epsilon}{3\kappa} \right) k \) districts where \( A \) receives at least \( \frac{1}{2} + \frac{\epsilon}{3\kappa} \) fraction of votes. Thus \( \nu \geq \epsilon/3\kappa \). Since \( M_4 \) holds, the predicted fraction of votes received by \( A \) in each of these districts is more than \( \frac{1}{2} + \frac{\epsilon}{3\kappa} - \frac{\epsilon}{3\kappa} = \frac{1}{2} \).
Also since $\mathcal{M}_1$ and $\mathcal{M}_2$ hold, $k_1 \geq \left( \nu - \varepsilon^2 \right) l_1 \geq \left( \frac{2\varepsilon}{\varepsilon - \frac{\varepsilon^2}{2\varepsilon}} \right) l_1$ and $k_2 \geq \left( \frac{1 - \varepsilon^2}{2\varepsilon} \right) l_1$ and and therefore $k_1 + k_2 > \frac{1}{\varepsilon} l_1$. This contradicts the fact that $B$ is the predicted winner in more than half of the sampled districts. Thus with probability at least $1 - \frac{3\delta}{8}$, $\gamma < \varepsilon$. \hfill \Box

Combining Lemma 29, Lemma 30, Lemma 31 and Lemma 32, it follows that the estimate returned by Algorithm 7 lies in the range $[(\gamma - \varepsilon)N, (\gamma + \varepsilon)N]$ with probability at least $1 - \delta$.

**Theorem 14.** There exists an algorithm for $(\varepsilon, \delta)$–MOV-ADDITIVE with sample complexity $O\left( \frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon \delta} + \log \frac{1}{\delta} \right)$ for the district-level plurality election.

### 6.2 Estimating MOV within multiplicative error bounds

We now present a black-box algorithm that, given any algorithm for the $(\varepsilon, \delta)$–MOV-ADDITIVE problem, returns an estimate of the margin of victory within a multiplicative error of $1 \pm \varepsilon$ with high probability.

Let $E$ be any arbitrary election with $m$ candidates and $N$ voters. Suppose there exists an algorithm $\mathcal{A}$ for the $(\varepsilon, \delta)$–MOV-ADDITIVE problem; thus for any $\varepsilon, \delta > 0$, $\Pr(|\mathcal{A}(\varepsilon, \delta) - \gamma N| \leq \varepsilon N) \geq 1 - \delta$. Using $\mathcal{A}$ as a black box, we design an algorithm for the $(\varepsilon, \delta)$–MOV-MULTIPLICATIVE problem. Our algorithm is as follows.

**Algorithm 11**

1. for $i = 1, 2, \ldots, \log_{1 + \varepsilon} N$ do
2. \hspace{0.5cm} $e_i \leftarrow \mathcal{A}\left( \frac{1}{(1 + \varepsilon)^i}, 1 \right)$, $\lambda_i \leftarrow \frac{(1 + \varepsilon)^{\lambda_i}}{(1 + \varepsilon)^i + 1}$
3. \hspace{0.5cm} if $e_i \geq \lambda_i N$, return $e_i$.
4. \hspace{0.5cm} end for
5. \hspace{0.5cm} return 1.

We show that with high probability the estimate $e_i$ would be less than $\lambda_i N$, when $i < O\left( \frac{1}{\varepsilon^2} \right)$ and would exceed $\lambda_i N$ when $i \geq \Theta\left( \frac{1}{\varepsilon^2} \right)$. Thus Algorithm 11 would return for some $i = \Theta\left( \frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon \delta} \right)$. Using this, it can be shown that the estimate returned must lie in the range $[(1 - \varepsilon)\gamma N, (1 + \varepsilon)\gamma N]$ with high probability.

We now formalise the above notion. Let $\psi_1 = \frac{\log \frac{1}{\varepsilon}}{\log(1 + \varepsilon)}$ and $\psi_2 = \frac{\log \frac{1}{\delta}}{\log(1 + \varepsilon)}$. Let $p$ be the unique positive integer such that $\frac{1}{(1 + \varepsilon)^p} \leq \gamma < \frac{1}{(1 + \varepsilon)^{p+1}}$. Let $\mathcal{K}_i$ denote the event that $|\mathcal{A}\left( \frac{1}{(1 + \varepsilon)^i}, \frac{\delta}{2\varepsilon} \right) - \gamma N| \leq \frac{N}{(1 + \varepsilon)^{i+1}}$. Thus $\Pr(\mathcal{K}_i) \geq 1 - \frac{\delta}{2\varepsilon}$. Now we show the following two results.

**Lemma 33.** If $\mathcal{K}_i$ holds, $e_i < \lambda_i N$, for $i \leq p + \psi_1$.

*Proof.* For $i \leq p + \psi_1$, we have $e_i \leq \gamma N + \frac{N}{(1 + \varepsilon)^i} \leq \frac{N}{(1 + \varepsilon)^p} + N = \frac{N}{(1 + \varepsilon)^p} + \frac{N}{(1 + \varepsilon)^{i+1}} = \frac{(1 + \varepsilon)^{i+1} - 1}{(1 + \varepsilon)^i} N = \lambda_i N$. \hfill \Box

**Lemma 34.** If $\mathcal{K}_i$ holds, $e_i \geq \lambda_i N$, for $i \geq p + \psi_2$.

*Proof.* For $i \geq p + \psi_2$, $e_i \geq \gamma N - \frac{N}{(1 + \varepsilon)^i} \geq \frac{N}{(1 + \varepsilon)^{p+1}} - N = \frac{N}{(1 + \varepsilon)^{p+1}} - \frac{N}{(1 + \varepsilon)^i} = \frac{(1 + \varepsilon)^{i+1} - 1}{(1 + \varepsilon)^i} N \geq \lambda_i N$, for sufficiently small $\varepsilon$. \hfill \Box
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Now let $K = \bigcap_{i=1}^{p+\psi_2} K_i$. Since $Pr(K_i) \leq \frac{\delta}{2^i}$, by union bound, the probability that at least one of the events $K_1, \ldots, K_{p+\psi_2}$ does not hold is at most $\sum_{i=1}^{p+\psi_2} \frac{\delta}{2^i} \leq \sum_{i=1}^{\infty} \frac{\delta}{2^i} = \delta$. Thus $Pr(K) \geq 1 - \delta$. Now if $K$ holds, Algorithm 11 returns an estimate $e_i$, for $i$ lying in the range $\{p+\psi_1+1, \ldots, p+\psi_2\}$.

Let $\sigma$ denote the estimate returned by the algorithm. Then $\sigma \leq \gamma N + \frac{N}{(1+\varepsilon)q+1+\varepsilon} \leq (1 + \frac{1}{(1+\varepsilon)q+1+\varepsilon}) \gamma N = (1 + \varepsilon)\gamma N$. Again $\sigma \geq \gamma N - \frac{1}{(1+\varepsilon)q+1+\varepsilon} \gamma N \geq \gamma N - (1 - \frac{\varepsilon}{2}) \gamma N > (1 - \varepsilon)\gamma N$. We thus have the following result.

**Lemma 35.** Algorithm 11 returns an estimate in the range $[(1 - \varepsilon)\gamma N, (1 + \varepsilon)\gamma N]$ with probability at least $1 - \delta$.

Combining Theorem 14 and Lemma 35, we have the following result.

**Theorem 15.** There exists an algorithm for $(\varepsilon, \delta)$-MOV-Multiplicative with expected sample complexity $O\left(\frac{1}{\varepsilon^2} \left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon} + \log \frac{1}{\delta}\right)^2\right)$ for the district-level plurality election with 2 candidates when the population of each district is bounded by a constant times the average population of a district, where $\gamma N$ is the (unknown) margin of victory of the election.

**Proof.** From Lemma 35, the estimate returned by Algorithm 11 lies in the range $[(1 - \varepsilon)\gamma N, (1 + \varepsilon)\gamma N]$ with probability at least $1 - \delta$. We therefore need to only bound the sample complexity.

For a particular value of $i$, it is clear that Algorithm 11 uses at most $O\left(1 + \frac{1}{\varepsilon} \log \frac{1}{\delta}\right)^2$ samples. Let $p$ be as defined as before. Let $\varphi(j)$ denote the number of samples collected if Algorithm 11 halts when $i = p + \psi_2 + j$. Then $\varphi(j) = \frac{p+\psi_2+j}{\varepsilon} \sum_{i=1}^{p+\psi_2+j} O\left((1 + \varepsilon)^{bi} \left(i + \log \frac{1}{\varepsilon}\right)^2\right) \leq O\left(\frac{1}{\varepsilon}(1 + \varepsilon)^{6(p+\psi_2+j)} (p + \psi_2 + j + \log \frac{1}{\delta})^2\right)$.

For $j > 1$, let $M_j$ denote the event that Algorithm 11 halts when $i = p + \psi_2 + j$ and let $M_0$ denote the event that Algorithm 11 halts for some $i \leq p + \psi_2$. Then for $j > 1$, $Pr(M_j) \leq Pr(Algorithm 11 does not halt when $i = p + \psi_2 + j - 1) \leq \frac{\delta}{2^p+\psi_2+j-1}$. Also trivially $Pr(M_0) \leq 1$. Hence the expected sample complexity is at most $\sum_{j=0}^{\infty} \varphi(j) Pr(M_j) \leq \varphi(0) + \sum_{j=1}^{\infty} O\left(\frac{1}{\varepsilon}(1 + \varepsilon)^{6(p+\psi_2+j)} (p + \psi_2 + j + \log \frac{1}{\delta})^2\right) \cdot \frac{\delta}{2^p+\psi_2+j-1}$.

Now $\varphi(0) = O\left(\frac{1}{\varepsilon}(1 + \varepsilon)^{6(p+\psi_2)} (p + \psi_2 + \log \frac{1}{\delta})^2\right)$, while the second term in the sum is at most $O\left(\frac{1}{\varepsilon}(1 + \varepsilon)^{6(p+\psi_2)} (p + \psi_2 + \log \frac{1}{\delta})^2 \cdot \frac{\delta}{2^p+\psi_2}\right)$. Hence the overall expected sample complexity is bounded by $O\left(\frac{1}{\varepsilon}(1 + \varepsilon)^{6(p+\psi_2)} (p + \psi_2 + \log \frac{1}{\delta})^2\right) = O\left(\frac{1}{\varepsilon^2} \left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon} + \log \frac{1}{\delta}\right)^2\right)$.

### 7 Conclusion and Future Work

We have initiated the study of the sample complexity for predicting the winner in a district-based election. We have shown some preliminary results for the problem for some voting rules. We believe that the problem and our results are both practically and theoretically interesting. An important future direction of research is to find the sample-complexity
lower bounds for various voting rules. Some of our lower bounds work only for some class of algorithms. Also, extending our algorithm for winner prediction when the margin of victory is not known, to arbitrary number of candidates is an important future direction of research; our algorithm works only for two candidates.
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