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ABSTRACT

Context. Gravity waves (or their signatures) are detected in stars thanks to helio- and asteroseismology, and they may play an important role in the evolution of stellar angular momentum. Moreover, a previous observational study of the CoRoT target HD 51452 demonstrated the potential strong impact of rotation on the stochastic excitation of gravito-inertial waves in stellar interiors.

Aims. Our goal is to explore and unravel the action of rotation on the stochastic excitation of gravity and gravito-inertial waves in stars.

Methods. The dynamics of gravito-inertial waves in stellar interiors in both radiation and in convection zones is described with a local non-traditional f-plane model. The coupling of these waves with convective turbulent flows, which leads to their stochastic excitation, is studied in this framework.

Results. First, we find that in the super-inertial regime in which the wave frequency is twice as high as the rotation frequency (σ > 2Ω), the evanescence of gravito-inertial waves in convective regions decreases with decreasing wave frequency. Next, in the sub-inertial regime (σ < 2Ω), gravito-inertial waves become purely propagative inertial waves in convection zones. Simultaneously, turbulence in convective regions is modified by rotation. Indeed, the turbulent energy cascade towards small scales is slowed down, and in the case of rapid rotation, strongly anisotropic turbulent flows are obtained that can be understood as complex non-linear triadic interactions of propagative inertial waves. These different behaviours, due to the action of the Coriolis acceleration, strongly modify the wave coupling with turbulent flows. On one hand, turbulence weakly influenced by rotation is coupled with evanescent gravito-inertial waves. On the other hand, rapidly rotating turbulence is intrinsically and strongly coupled with sub-inertial waves. Finally, to study these mechanisms, the traditional approximation cannot be assumed because it does not properly treat the coupling between gravity and inertial waves in the sub-inertial regime.

Conclusions. Our results demonstrate the action of rotation on stochastic excitation of gravity waves thanks to the Coriolis acceleration, which modifies their dynamics in rapidly rotating stars and turbulent flows. As the ratio 2Ω/σ increases, the couplings and thus the amplitude of stochastic gravity waves are amplified.
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1. Introduction

Gravity waves propagate in stably stratified stellar radiation zones, such as the radiative core of low-mass stars and the external radiative envelope of intermediate-mass and massive stars (e.g. Aerts et al. 2010). When such waves (or their signatures) are detected by means of helioseismology (Garcia et al. 2007) and asteroseismology (e.g. Beck et al. 2011; Pápics et al. 2012; Neiner et al. 2012), they constitute a powerful probe of stellar structure (e.g. Turck-Chièze & Couvidat 2011; Bedding et al. 2011) and internal dynamics, for example of differential rotation (Garcia et al. 2007; Beck et al. 2012; Deheuvels et al. 2012; Mosser et al. 2012). Furthermore, when they propagate, gravity waves are able to transport and deposit a net amount of angular momentum because of their radiative damping and corotation resonances (e.g. Goldreich & Nicholson 1989; Schatzman 1993; Zahn et al. 1997). Therefore, they are invoked, together with magnetic torques, to explain the quasi-uniform rotation until 0.2 R⊙ in the solar radiative core (Charbonnel & Talon 2005), the mixing of light elements in low-mass stars (Talon & Charbonnel 2005), the weak differential rotation in subgiant and red giant stars (Ceillier et al. 2012), and the transport of angular momentum necessary to explain mass-loss in active massive stars such as Be stars (Huat et al. 2009; Neiner et al. 2013; Lee & Saio 1993; Lee 2013). Thus, it is necessary to understand their excitation mechanisms well and precisely predict their amplitude.

In single stars, two mechanisms can excite gravity waves: the x-mechanism due to opacity bumps (e.g. Unno et al. 1989; Gastine & Dintrans 2008) and stochastic motions in both the bulk of convective regions and at their interfaces with adjacent radiation zones where turbulent convective structures (plumes) penetrate because of their inertia (e.g. Press 1981; Browning et al. 2004; Rogers & Glatzmaier 2005; Belkacem et al. 2009b; Cantiello et al. 2009; Samadi et al. 2010; Brun et al. 2011; Rogers et al. 2012; Shioide et al. 2013; Alvan et al. 2014). In this work, we focus on stochastic excitation.

In addition to stochastically excited mixed gravito-acoustic modes that are currently detected with space asteroseismology, for example in red giants (e.g. Beck et al. 2011), a detection has been obtained with CoRoT in the hot Be star HD 51452.
(Neiner et al. 2012). In this star, which rotates close to its critical angular velocity, we discovered gravity modes that are strongly influenced by the Coriolis acceleration that are gravito-inertial modes (Dintrans & Rieutord 2000; Mathis 2009; Ballot et al. 2010). It was proposed that these modes are probably excited stochastically by turbulent convection in the core or in the subsurface convection zone, since this star is too hot to excite gravity modes with the $\kappa$-mechanism. Moreover, the detected gravito-inertial modes with the largest amplitudes have frequencies below the inertial one at $2\Omega$ (where $\Omega$ is the angular velocity of the star), which are those most influenced by the Coriolis acceleration. Therefore, this discovery points out the potentially important action of rotation on stochastic excitation of gravity and gravito-inertial waves (GIWs) in stellar interiors. This has been little explored until now (Belkacem et al. 2009a; Rogers et al. 2013).

To identify the associated mechanisms and unravel the related signatures, we choose here to generalise the work by Goldreich & Kumar (1990) and Lecoanet & Quataert (2013) taking the action of the Coriolis acceleration into account. First, in Sect. 2, we present the local rotating set-up in which we describe the different regimes of the dynamics of GIWs in both radiation and convection zones. Next, we study in Sect. 3 their stochastic excitation by turbulent convective flows with particular attention on the effects of slow and rapid rotation. Finally, in Sect. 4, we conclude on the impact of rotation on the stochastic excitation of GIWs in stars and discuss the consequences for asteroseismology and for studying their angular momentum evolution.

### 2. Gravito-inertial waves in stellar interiors

The first step to explore the impact of rotation on GIWs stochastic excitation in stellar interiors is to describe properly their different propagation regimes as a function of their frequencies.

#### 2.1. Rotating “f-plane” reference frame

To reach our objective, we followed the local approach adopted by Goldreich & Kumar (1990) and Lecoanet & Quataert (2013), but taking rotation into account. We therefore considered a Cartesian region, centred on a point $M$ of a radiation-convection interface, where $\Theta$ is the angle between the local effective gravity $g_{\text{eff}}$ and the rotation vector $\Omega$ (see Fig. 1). $Mx$, $My$, and $Mz$ are the axes along the local azimuthal, latitudinal, and vertical (along $g_{\text{eff}}$) directions. We define $z_c$, the altitude of the transition between the radiation and convection zones. This so-called $f$-plane (Pedlosky 1982) is co-rotating with the stellar angular velocity $\Omega$. To write equations of wave dynamics in this reference frame, we then introduce the two components of this vector

$$f = 2\Omega \cos \Theta \quad \text{and} \quad \vec{f} = 2\Omega \sin \Theta,$$

along the vertical and latitudinal directions, respectively. Following Gerkema & Shrira (2005), both components are taken into account to ensure a complete and correct treatment of the GIWs dynamics in the radiation and convective regions. Assuming constant $f$ gives the so-called non-traditional $f$-plane, contrary to the usual traditional approximation in which the horizontal component $\vec{f}$ is neglected (Eckart 1961). Taking $\vec{f}$ into account allows one to correctly treat the coupling between GIWs and inertial waves (Gerkema et al. 2008).

#### 2.2. Poincaré equation

To obtain the equation that governs the GIWs dynamics, the Poincaré equation, we write the linearised equations of motion of the stellar stratified fluid on the non-traditional $f$-plane assuming the Boussinesq and the Cowling approximations (Gerkema & Shrira 2005; Cowling 1941). First, we introduce the GIWs’ velocity field $u = (u, v, w)$, where $u$, $v$, and $w$ are the components in the local azimuthal, latitudinal, and vertical directions. Next, we define the fluid buoyancy

$$b = -\frac{g_e}{\rho}(z) \frac{\rho'(r,t)}{\rho'(z)}$$

and the corresponding Brunt-Väisälä frequency

$$N^2(z) = -\frac{\nabla g}{\rho} \frac{\rho'}{\rho} dz,$$

where $\rho'$ and $\bar{\rho}$ are the density fluctuation and the reference background density, and $t$ is the time. The three linearised components of the momentum equation are given by

$$\begin{bmatrix}
\partial_t w - \vec{f}u 
\partial_p v + f u - \partial_p p 
\partial_p w - f v + f w - \partial_p p
\end{bmatrix} = 0.$$ \hspace{1cm} (4)

Next, we write the continuity equation in the Boussinesq approximation

$$\partial_t \rho + \partial_p \rho + \partial_p u = 0.$$ \hspace{1cm} (5)

Finally, we get the equation for energy conservation in the adiabatic limit

$$\partial_t b + N^2(z) w = 0.$$ \hspace{1cm} (6)

Eliminating the horizontal components of the velocity, the pressure and the buoyancy, we reduce the system to an equation for the vertical velocity

$$\partial_t \left[ \nabla^2 w \right] + 4 \left( \Omega \cdot \nabla \right)^2 w + N^2 \nabla^2 w = 0,$$ \hspace{1cm} (7)
leaves to an allowed frequency spectrum $\sigma$. We now describe the GIWs propagation as a function of their frequency $\sigma$.

### 2.3. Gravitino-Inertial wave propagation in rotating stars

We now describe the GIWs propagation as a function of their frequency $\sigma$.

At a given $z$, GIWs are propagative if $\Delta = B^2 - AC > 0$. This leads to an allowed frequency spectrum $\sigma_- < \sigma < \sigma_+$, where

$$\sigma_+ = \frac{1}{\sqrt{2}} \sqrt{[N^2 + f_2^2 + f_2^2] \pm \sqrt{([N^2 + f_2^2 + f_2^2]^2 - 2fN^2)}}. \tag{13}$$

In convective regions, which excite GIWs, the local vertical wave number (Eq. (12)) becomes

$$k_{c,z} \equiv k_z^2 \frac{\alpha^2}{(\sigma^2 - f_2^2)} \left[(f_2^2 + f_2^2) - \sigma^2\right] = k_z^2 \frac{\left[\tilde{R}_0(\Theta, \alpha)\right]^2 - 1}{1 - R_0^2 \cos^2 \Theta}, \tag{14}$$

where we defined a local wave Rossby number

$$\tilde{R}_0 = R_0 \left[\cos^2 \Theta + \sin^2 \alpha \sin^2 \Theta\right]^{1/2} \tag{15}$$

expressed as a function of the wave’s Rossby number $R_0 = \sigma/2\Omega$. 

Then, we identify for $\alpha = \pi/2$ the allowed frequency domain $0 < \sigma < 2\Omega$ (i.e. $R_0 < 1$). On one hand, in the local super-inertial regime ($\tilde{R}_0 > 1$), there are turning points ($z_{c2}$) in the radiation zones for which $k_{c,2}^2(z_{c2}) = 0$ (see Eq. (16)) and GIWs are evanescent in convection zones. On the other hand, in the local sub-inertial domain ($\tilde{R}_0 < 1$), GIWs propagate in the whole radiation zone and become propagative inertial waves in convection zones.

These two behaviours (see Fig. 2) have been isolated by Dintrans & Rieutord (2000) for a $1.5 M_\odot$ star (see their Fig. 6). The cases of typical solar-type stars (1 $M_\odot$) and massive stars (12 $M_\odot$) are illustrated in Fig. 3 for a small horizontal cross-section box along a given radius. By defining a synthetic profile of positive Brunt-Väisälä frequency with a maximum value $N_{\text{max}}$ computed using a 1D stellar evolution code, we plot ($\sigma_-, \sigma_+$) profiles for various values of the rotation rate: $\Omega = 0.1\Omega_\odot$ (in blue), $0.5\Omega_\odot$ (in purple) and $\Omega_\odot$ (in red). The critical angular velocity is $\Omega_c = \sqrt{GM/R^3}$, where $G$, $M$ and $R$ are the gravity universal constant, the stellar mass, and radius, respectively. For the 12 $M_\odot$ massive star, we filtered out the bumps of $N$ at the top of the convective core and just below the stellar surface. We point out that $S_{\Theta} = N_{\text{max}}/2\Omega_\odot$ (and $S_{\Theta,c} = N_{\text{max}}/2\Omega_0$) are the control parameters that determine whether the second regime, in which GIWs propagate in the whole radiation zone and become inertial waves in the convection zone, spreads over a wide frequency range. As shown in Fig. 3, this can be the case of rapidly rotating massive stars. Therefore, we distinguish these two regimes from now.

#### 2.3.1. Super-inertial regime ($\tilde{R}_0 > 1$)

There are two turning points ($z_{c1}$, $z_{c2}$) in the radiation zone in the super-inertial regime for which $k_{c,2}^2 = 0$ that corresponds to values of $z$ where

$$N^2 = \sigma^2 \frac{(\sigma^2 - f_2^2)}{(\sigma^2 - f_2^2)} \tag{16}$$

To derive an asymptotic expression of $\Psi$ (defined in Eq. (10)) in the whole radiation zone, we went beyond the usual JWKB approximation (Fröman & Fröman 2005), which fails at turning points, and adopted the uniform Airy approximation (Berry & Mount 1972). The latter has been introduced in quantum
mechanics and allows us to derive asymptotic expressions in terms of Airy functions, which are valid close and far from turning points. Following Brault et al. (1988), we obtain for an external convective zone

$$\Psi(z < z_c) = A \left( \frac{\Phi(z)}{k_V^2} \right)^{1/4} \text{Ai}[\Phi(z)],$$

(17)

where

$$\Phi(z) = e \left( \frac{3}{2} \int_{z_c}^{z} |k_V(z')| dz' \right)^{2/3} \text{ with } e = \begin{cases} 1 & \text{if } k_V^2 < 0 \\ -1 & \text{if } k_V^2 > 0 \end{cases}$$

(18)

and $k_V$ given in Eq. (12). In the convective region, GIWs are evanescent, and we obtain using the asymptotic properties of Airy functions and Eq. (14)

$$\Psi(z > z_c) = \frac{A}{\sqrt{k_L p}} \exp[-k_L p (z - z_c) - \Delta(z_c, z_c)],$$

(19)

where we define

$$p = \frac{\sqrt{|1 - R_\odot^2|}}{|1 - R_\odot^2 \cos^2 \Theta|} \text{ and } \Delta(z_1, z_2) = \int_{z_1}^{z_2} |k_V| dz'.$$

(20)

We recall that $z_c$ is the altitude of the transition radiation/convection. In this regime, $p$ corresponds to the decay rate of the velocity in the convection zone. If we verify no-slip boundary conditions $w(z_b, \chi, t) = w(z_c, \chi, t) = 0$, where $z_b$ and $z_c$ are the altitudes corresponding to the bottom and the top of the box, we can deduce eigenfrequencies using Bohr quantisation (Landau & Lifshitz 1965)

$$\int_{z_c}^{z_b} |k_V| dz' = \left( k + \frac{1}{2} \right) \pi, \text{ where } k \text{ is an integer}.$$

Then, the complete bidimensional expression for the vertical velocity is obtained using Eq. (10):

$$W(z > z_c, \chi) = \frac{A}{\sqrt{k_L p}} \exp[-k_L p (R_\odot (z - z_c) - \Delta(z_c, z_c))] \times \cos \left[ k_L (\chi + \delta(R_\odot) z) \right].$$

(21)

where

$$\delta = - \frac{R_\odot^{-2} \cos \Theta \sin \Theta \sin \alpha}{R_\odot^{-2} \cos^2 \Theta - 1}.$$

(22)

The evolution of $p$ and $\delta$ as a function of $R_\odot$ and $\Theta$ is plotted in Fig. 4. In the super-inertial regime, $p$ increases with $R_\odot$ (with $p \rightarrow 1$ for $R_\odot \rightarrow \infty$). This means that the decay rate of the wave function in the convective zone decreases when the rotation rate increases until $R_\odot = 1$. Moreover, $\delta$ tends to vanish at large $R_\odot$ while it increases with the rotation rate until $R_\odot = 1$. This corresponds to the fact that, as soon as rotation becomes important, the problem is non-separable in $z$ and $\chi$ while it is completely separable in the non-rotating case (i.e. $R_\odot \rightarrow \infty$). Accordingly, modifications of GIW velocity fields occur. This shows the important impact of the Coriolis acceleration, which will modify their couplings with convective flows.

We used the uniform Airy approximation. For a very steep transition from convection to radiation on a characteristic distance $d$ such that $k_V d < 1$, Lecoanet & Quataert (2013) pointed that it would be better to adopt solutions of Eq. (11) corresponding to a buoyancy frequency profile expressed as a function of an hyperbolic tangent. This combination of steep transition and rotation will be examined in the near future and is beyond the scope of this work. In fact, the evanescent or propagative behaviours of GIWs in convection zones only depend on the sign of $k_V$.

2.3.2. Sub-inertial regime ($\tilde{R}_\odot < 1$)

For the sub-inertial regime, waves propagate in the whole domain without any turning point ($k_V^2 > 0$). Assuming the JWKB approximation in the radiation zone, we can write

$$\Psi(z) = A \frac{1}{\sqrt{|k_V|}} \sin \left( \int_{z_c}^{z} |k_V| dz' \right),$$

(23)

where $k_V$ is given in Eq. (12). In the convective region, we derive for inertial waves using Eq. (14):

$$\Psi(z > z_c) = \frac{A}{\sqrt{k_L p}} \sin \left[ k_L p (z - z_c) + \Delta(z_c, z_c) \right].$$

(24)
3. Gravito-inertial wave stochastic excitation by turbulent convection

3.1. Forced Poincaré equation

To obtain the amplitude of GIWs excited by turbulent convective zones, we followed Goldreich & Kumar (1990) and Lecoanet & Quataert (2013). The equation for the vertical component of the wave velocity \( \langle w \rangle \) is given for the radiation zone in Eq. (7) and for the convective region by

\[
\partial_t \left[ \nabla^2 \langle w \rangle + 4 (\Omega \cdot \nabla)^2 \right] = \partial_r \left[ \partial_z \nabla \cdot F - \nabla^2 \langle F_z \rangle \right].
\] (26)

We introduce the turbulent source function \( S \), defined as a function of the convective Reynolds stresses \( F = \nabla \cdot (u_i u_i) \). A complete overview of the different excitation sources that can excite GIWs in a rotating star has been given in Belkacem et al. (2009a), see also Samadi & Goupil 2001. They demonstrated that we can focus on this term \( \partial_r S \).

Using the orthogonality of GIW functions in our Cartesian set-up, which has been demonstrated by Gerkena & Shira (2005), we can derive a formal expression for the amplitude of GIWs depending on their super- or sub-inertial behaviour. Following Goldreich & Kumar (1990) and Lecoanet & Quataert (2013), we expand the solution of Eq. (26) as

\[
W = \frac{1}{\mathcal{A}} \sum_{\sigma} A(t, \sigma) W_i \exp (i \sigma \tau),
\] (27)

where \( \sigma_i \) are the eigenfrequencies, \( W_i \) the corresponding eigenfunctions of the homogeneous equation, and \( \mathcal{A} \) is the horizontal cross-section of the box. We obtain

\[
A_{\text{sup}} = \frac{\sqrt{\mathcal{A} \sigma^2 - f^2}}{2 \pi k_p^2} \frac{1}{|C|} \left| \nabla \times F \right|^{\frac{1}{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy dz \partial_S(x, y, \xi, \tau)
\times \exp \left[-i k_p \left[(x \cos \alpha + y \sin \alpha) R_c \right] - i \sigma \tau \right]
\times \exp \left[-k_p \left(R_c \right) \left(\xi - z_c\right) - \Delta \left(z_c, z, z_c\right)\right]
\] (28)
and
\[
|A_{\text{sub}}| = \frac{\sqrt{A} |\sigma^2 - f^2|}{2\sigma k_z^2} \left| \frac{\mathbf{c}}{C} \right|
\]

\[
\times \frac{1}{k_z p} \int_0^\infty \int_V dx dy d\zeta \partial_x S(x, y, \zeta, \tau)
\]

\[
\times \exp \left[-i k_z \left( \frac{\chi c \sigma \alpha + \sin \alpha}{\sin \alpha} \right) + \delta(R_o) \zeta - i\sigma \tau \right]
\]

\[
\times \sin \left[k_z p (R_o) (\zeta - z_c) + \Delta(z_b, z_c) \right].
\]

where \( V \) is the volume of the box. The normalisation coefficient (Gerkema & Shrirama 2005)

\[
C \equiv \left[ \int d\chi \int_{z_c}^{z_c} \left[ N^2 (z) - R^2 (z) \right] W_i (z, \chi) W_i^* (z, \chi) dz \right],
\]

where

\[
R (z)^2 = \sigma^2 f^2_o + \sigma^2 \left( f^2 - \sigma^2 \right)
\]

is introduced because the eigenfunctions \( W_i \) are only orthogonal. Applying Eqs. (28)–(29) to the non-rotating case and working with the vertical displacement \( \xi_z \), where \( \omega = \partial_x \xi_z \), we recover Eq. (C3) in Lecoanet & Quataert (2013). These formal expressions demonstrate that the coupling between the wave’s velocity and convective turbulence is a function of \( R_o = \sigma^2 / 2 \Omega \) (via \( p \), see Eq. (20), and \( \delta \), see Eq. (22)). In the super-inertial regime, turbulent convective flows are correlated with an evanescent gravo-inertial wave (the last exponential term), while in the sub-inertial regime they couple with a propagative inertial wave (the sinusoidal term). To proceed, we have to be more specific on the turbulent source function, and to discuss its modification by rotation.

3.2. Modification of turbulence by rotation

3.2.1. Various regimes

Rotation strongly modifies the properties of turbulent flows. First, it induces anisotropy of the flows with a tendency to a bidimensionalisation. Next, the turbulent energy cascade towards small scales is slowed down, in particular in the case of decaying turbulence. Finally, relatively strong columnar structures along the direction of the axis of rotation appear.

We consider the non-linear Navier-Stockes equation in the rotating reference frame for an homogeneous fluid:

\[
\partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + 2 \Omega \times \mathbf{u} = \frac{1}{\rho} \nabla p + \mathbf{b} + \nu \nabla^2 \mathbf{u},
\]

where \( \mathbf{b} \) corresponds to the buoyancy. If we introduce the characteristic scales of velocity \( (U) \), length \( (L) \) and time \( (T) \) to non-dimensionalised Eq. (32), we obtain

\[
R_o \partial_t \mathbf{u} + R_o^{NL} (u' \cdot \nabla) \mathbf{u} + \epsilon_{\Omega}^2 \times \mathbf{u} = -\nabla p^* + \mathbf{b} + \frac{R_o}{R_c} \nabla^2 \mathbf{u},
\]

where \( \epsilon_{\Omega} = 1 / \nu \), \( N^2 \) is the buoyancy frequency and \( \mathbf{b} \) the body force. When \( \epsilon_{\Omega}^2 \leq 1 \), we obtain linear progressive inertial waves, superimposed on the geostrophic equilibrium state.

- When \( R_o \ll 1 \) and \( R_o^{NL} \ll 1 \), we identify the geostrophic acceleration between the Coriolis acceleration and the pressure gradient.
- When \( R_o \lesssim 1 \) and \( R_o^{NL} \ll 1 \), we obtain linear progressive inertial waves, superimposed on the geostrophic equilibrium state.
- When \( R_o, R_o^{NL} \ll 1 \), we obtain the so-called wave turbulence regime, where the rotating strongly anisotropic turbulent flow can be described as a system of inertial waves in interaction. In this regime, thanks to non-linearities, transfers of energy occur between the various scales of the flow.

In stellar convection zones, characteristic dimensionless numbers can be qualitatively evaluated using the scaling-law for the convective velocities proposed by Brun (2014)

\[
U_c \approx \left[ \frac{L_c}{\rho c T_\text{eff}} \right]^{1/3},
\]

where \( L_c \) is the luminosity of the star, \( R \) its radius and \( \rho c T_\text{eff} \) the mean density of the studied convective region. Then, the convective Rossby number can be evaluated as

\[
R_o^{NL} \approx \frac{\text{\( W_c \)} }{2 \Omega D_c},
\]

where \( \text{\( W_c \)} \) is the convective vorticity and \( D_c \) the thickness of the convective zone.

3.2.2. Asymptotic case of slow rotation

We consider the regime with \( R_o^{NL} \gg 1 \) discussed above, where rotation only weakly affects turbulence. This regime has been previously studied in the literature (Samadi & Goupil 2001; Samadi et al. 2003a,b; Belkacem et al. 2009a; Samadi et al. 2010). We followed the method of Samadi & Goupil (2001) and Samadi et al. (2003a,b, 2010), and introduce the volumetric excitation rate, which is obtained from an integration by part of Eq. (28):

\[
\mathcal{P}_R = \frac{\pi^3}{3} \int_0^M dm \left\{ \frac{F_{\text{kin}}}{K^2} \int_0^\infty dk \left[ \frac{16}{15} \frac{d^2 W}{dc^2} \right]^2 S(k, \sigma) \right\},
\]

where

\[
S (k, \sigma) = w_c^{-3} L^{-4} [E (k)]^2 G_k (\sigma).
\]

In these equations, \( w_c \) is the rms value of the vertical component of the convective velocity \( U_c \), \( F_{\text{kin}} = \frac{1}{2} \rho w_c^2 \) the vertical flux of kinetic energy, \( L_c \) the characteristic length of convective flows, \( dm \) the infinitesimal mass element, and \( I \) the mass-mode. Moreover, \( E (k) \) is the kinetic energy spectrum associated with the turbulent
convective velocity field, where \( k \) is the eddy wavenumber in the Fourier space, and \( G_k(\sigma) \) describes the time-dependent part of the turbulent spectrum, which models the correlation time-scale of an eddy with a wavenumber \( k \). As pointed out by Samadi (2011), the separation between turbulent velocities and waves and this expansion of the turbulent source function can only be applied to isotropic turbulence in the regime of slow rotation, and we show in Sect. 3.2.3 that they must be abandoned for rapid rotation. For a quantitative estimate of the amplitude, \( E \) and \( G_k \) can be computed using 3D numerical simulations (e.g. Samadi et al. 2003a; Belkacem et al. 2009b; Rogers et al. 2013).

Until Sect. 3.2, the action of rotation has been taken into account for the modification of waves’ velocity field alone. In particular, we have demonstrated that super-inertial GIWs are less and less evanescent when their Rossby number \( R_o \) is decreased. This increases the possibility of couplings between GIWs and turbulent eddies. In fact, the weaker \( p(R_o) \) for a wave, the stronger the possibility for its coupling with an eddy of characteristic length-scale \( 1/k \). In Eq. (37), we introduced \( w_{\text{rms}} \), the rms value of the vertical component of the convective velocity (Eq. (35)). However, while it provides us the strength of the vertical flux of kinetic energy transported by convective flows, it does not take their modification by rotation into account. We therefore considered the evolution of the kinetic energy spatial spectrum \( E(k) \) as a function of the non-linear Rossby number \( (R_{\text{NL}}) \). Indeed, while in the non-rotating case, we can approximate the spectrum using a Kolmogorov-like form \( E(k) \propto k^{-5/3} \), it becomes steeper as soon as rotation is increased: \( E(k) \propto k^{-\gamma} \) (see e.g. Zhou 1995; Morize et al. 2005). Therefore, it is necessary to obtain spectra of rotating turbulent flows using numerical simulations and laboratory experiments to take into account the action of the Coriolis acceleration on convective flows.

The rate of energy injection in GIWs is also a function of their time-correlation with turbulent eddies (Samadi et al. 2010). On one hand, it is highest for \( P = 2\pi/\sigma \geq T_c \), where \( T_c \) is the characteristic eddy turn-over time and \( P \) is the period of the modes. On the other hand, it decreases strongly when \( P < T_c \). Since rotation affects general properties of turbulent eddies, it will also affect the time-correlation function.

To evaluate how turbulent convective flows are influenced by rotation, we can use results obtained in numerical simulations and laboratory experiments. We introduce the Rayleigh number, \( R_\alpha = \alpha g \Delta T D^3/\nu k^2 \), which compares the strength of buoyancy and diffusion in convective regions, and the Ekman number, \( E = \nu/2\Omega D^2 \), which compares the viscous force and the Coriolis acceleration. \( \alpha g \Delta T \) is the fluid’s thermal expansion coefficient, \( g \) the gravity, \( \Delta T \) the temperature difference across the convective region, and \( D \) its thickness. \( \nu \) and \( \kappa \) are the fluid viscous and thermal diffusivities, respectively. King et al. (2012) and Julien et al. (2012a) showed that the control parameter of the problem is a transition Rayleigh number that scales as a power-law of the Ekman number, that is \( R_{\text{nl}} \sim \left( E \right)^{\gamma} \) (Julien et al. 2012a) gives \( \gamma = -8/5 \), while King et al. 2012 predicted \( \gamma = -3/2 \). At a given rotation rate, if \( R_\alpha > R_{\text{nl}} \), the convection is weakly modified by rotation, while cases where \( R_\alpha < R_{\text{nl}} \) are in the rapidly rotating regime. A complete discussion of the properties of the flows can be found in King et al. (2013; see also Julien et al. 2012b).

The modification of the amplitude of super-inertial GIWs in the slowly rotating case thus results from the modification of their propagation in convection zones by the Coriolis acceleration (Sect. 2.3) and of its impact on convective eddies.

### 3.2.3. Asymptotic case of rapid rotation

In the case of rapid rotation, as explained in Sect. 3.2.1, we cannot separate turbulence from propagative inertial waves (which correspond to sub-inertial GIWs in the radiation zones). Indeed, turbulent flows, which become highly anisotropic, can be understood as non-linearly interacting inertial waves. Following Sen et al. (2012; see also e.g. Smith & Waleffe 1999; Galtier 2003; Cambon et al. 2004; Bourouiba et al. 2012), we introduce the wave-vector expansion

\[
\mathbf{k} = k \hat{e}_k = k_{\parallel} \hat{e}_k + k_{\perp} = k_{\parallel} \hat{e}_k + k_{\perp} \hat{e}_n, \tag{39}
\]

which has been decomposed along the directions respectively parallel and orthogonal to the rotation axis. Note that for \( \alpha = \pi/2 \) (see Fig. 1), we have

\[
k_{\parallel} = k_0 \left[ \cos \Theta \hat{e}_x + \sin \Theta \hat{e}_y \right] \quad \text{and} \quad k_{\perp} = k_{0x} \left[ \sin \Theta \hat{e}_x - \cos \Theta \hat{e}_y \right],
\]

which corresponds to \( k_\perp + k_\parallel \delta(R_o) = k_0^2 \cos \Theta + k_0^2 \sin \Theta \) and

\[
k_{\perp} = k_0^2 \sin \Theta - k_0^2 \cos \Theta \quad \text{for the inertial waves described in Sect. 2.3.2. Then, the general solution for the velocity field \( u \) of propagative inertial waves in the convection zone can be expanded (see Smith & Waleffe 1999):}

\[
u(x,t) = \sum_{k,l} b_{k,l}(k) h_{k,l}(k) \exp\left[ i (k \cdot x - \sigma_r t) \right],
\]

where

\[
h_{k,l} = \hat{e}_k \times (\hat{e}_k \times \hat{e}_n) + i s (\hat{e}_k \times \hat{e}_n)
\]

is the Craya-Herring helical basis and

\[
\sigma_r = s2\Omega \cdot \hat{e}_k = s2\Omega \frac{k_0 \sqrt{(k_{\parallel})^2 + (k_{\perp})^2}}{k_0^2} \quad \text{with} \quad s = \pm 1.
\]

Waves are circularly polarised and propagate with velocities that are normal to \( \mathbf{k} \) and rotate around it during their propagation with a group velocity \( v_g = \mathbf{k} \times (2\Omega \mathbf{k} \times \mathbf{x})/|\mathbf{k}|^3 \). Waves with a negative helicity \( (s = 1) \) propagate upward \( (v_g = \Omega) \), while those with a positive helicity \( (s = -1) \) travel downward \( (v_g = -\Omega) \). If we adopt the framework of the weak inertial-wave turbulence theory (e.g. Galtier 2003), we substitute Eq. (41) in Eq. (32), which leads to the following equation for \( b_{k,l}(k) \approx b_{k,l}^* \):

\[
(\partial_t + \gamma k^2) b_{k,l} = R_{\text{NL}}^{\sigma_r} \sum_{k',l'} \sum_{s_{k,l} s_{k',l'}} \left| C_{l,k,l'} b_{k',l'}^* \right| \exp\left[ i \left( \sigma_r t + \sigma_{r_{k,k'}} + \sigma_{r_{k',l'}} \right) \right],
\]

with

\[
C_{l,k,l'} = \left( s_{k,l} s_{k',l'} \right) \left[ (\mathbf{h}_{k,l}^* \times \mathbf{h}_{k',l'}) \cdot \mathbf{n}_{k,l} \right],\tag{45}
\]

where * indicates a complex conjugate. The non-linear terms on the right-hand side correspond to triadic interactions and are of the order of \( R_{\text{NL}} \). In the rapidly rotating case where \( R_{\text{NL}} \) is small, the inertial waves oscillate on a rapid time-scale \( (2\Omega)^{-1} \) while their amplitudes \( (b_{k,l}) \) evolve on the slow time-scale \( (R_{\text{NL}} \Omega)^{-1} \). In this framework, the terms \( \exp\left[ i \left( \sigma_r t + \sigma_{r_{k,k'}} + \sigma_{r_{k',l'}} \right) \right] \) with \( \sigma_{r_{k,k'}} + \sigma_{r_{k',l'}} \neq 0 \) are
rapidly oscillating but they average out to zero when one considers the long time-scale of order \( (R_0^{\text{NL}} \Omega)^{-1} \). Therefore we only consider near resonance configurations in which
\[
k + p + q = 0 \quad \text{and} \quad \sigma_{i_k} + \sigma_{i_p} + \sigma_{i_q} = 0.
\]
(46)

If we assume the Waleffe instability assumption (Smith & Waleffe 1999), these equations allow us to understand the mechanism of transfer of energy towards 2D inertial modes (with \( k_3^2 = 0 \)) that is responsible for the formation of strong columnar flows observed in rapidly rotating fluids in laboratory experiments and in numerical simulations.

However, as pointed out by Sen et al. (2012), it is necessary to go beyond this formalism. Indeed, in realistic flows there are energy transfers from 3D to 2D modes but also from 2D to 3D modes that cannot be described by the weak inertial-wave turbulence theory. Following Sen et al. (2012), we decompose the velocity field in the convective region as a superposition of 3D (or wave modes) and of slow 2D inertial modes:
\[
\mathbf{u}(k) = \begin{cases} 
\mathbf{u}_{3D}(k) \text{ with } k \in W_k \\
\mathbf{u}_{2D}(k) = u_\perp(k_\perp) \mathbf{e}_\perp(k) + u_\parallel(k_\parallel) \mathbf{e}_\parallel(k) \text{ with } k \in V_k
\end{cases}
\] (47)

where
\[
W_k \equiv \{ k \text{ such that } |k| \ne 0 \text{ and } k_3^2 \ne 0 \} \quad \text{and} \quad V_k \equiv \{ k \text{ such that } |k| \ne 0 \text{ and } k_3^2 = 0 \}.
\] (48)

The total kinetic energy is expanded as
\[
E = \sum_k |\mathbf{u}(k)|^2 / 2 = E_{3D} + E_{2D} = E_{3D} + (E_\perp + E_\parallel)
\] (49)

where
\[
\begin{align*}
E_{3D} &= \sum_{k \in W_k} |\mathbf{u}_{3D}(k)|^2 / 2 \\
E_{2D} &= \sum_{k \in V_k} |\mathbf{u}_{2D}(k)|^2 / 2 \\
E_\perp &= \sum_{k} |u_\perp(k_\perp)|^2 / 2 \\
E_\parallel &= \sum_{k} |u_\parallel(k_\parallel)|^2 / 2.
\end{align*}
\] (50)

By multiplying the spectral form of the momentum equation by \( \mathbf{u}^3(k) \), we can derive the two coupled differential equations for the total energy in 3D inertial modes and in 2D slow modes (see Sen et al. 2012):
\[
\frac{d}{dt} E_{3D} = \Pi_{2D-3D} - \Pi_{3D} + \varepsilon_{3D}
\] (51)
\[
\frac{d}{dt} E_{2D} = -\Pi_{2D-3D} - \Pi_{2D} + \varepsilon_{2D}.
\] (52)

In these equations, \( \varepsilon_j \), where \( j = \{3D, 2D\} \), corresponds to the forced energy injection into \( j \)-modes and \( \Pi_j \) is the energy that is transferred to small scales and dissipated per unit of time, balancing \( \varepsilon_j \). Finally, \( \Pi_{2D-3D} \), which is of the order of \( R_0^{\text{NL}} \), is the flux of energy that is transferred from 2D to 3D modes when it is positive (and from 3D to 2D modes when it is negative).

When applied to numerical simulations of rapidly rotating turbulent flows (e.g. Sen et al. 2012), these equations allow us to isolate the energy contained in 3D and in 2D modes and thus their respective strength. Moreover, Mininni et al. (2011) and Sen et al. (2012) tested various types of forcing and demonstrated that in most of their simulations, \( \Pi_{2D-3D} \) is negative for low values of \( k_0^2 \), which indicates that the energy goes from 3D modes towards 2D ones for larger scales, and positive for high values of \( k_0^2 \) (energy is transferred to 3D modes for smaller scales; see also Fig. 12 in Sen et al. 2012). Moreover, to identify wave vectors in rapidly rotating turbulent regions, it is interesting to define the axisymmetric energy spectrum
\[
e(k, \theta_k) = \frac{1}{2} \sum_{\substack{k_\perp^2 < k_\parallel^2 < k_\perp^2 + 1 \\ k_\parallel^2 \leq |k_\parallel|^2}} |\mathbf{u}(k)|^2,
\] (53)

where \( \theta_k \) is the colatitude with respect to the rotation axis in the Fourier space. We identify
\[
E_{2D} = \sum_k e(k, \theta_k = \pi/2)
\] (54)

and
\[
E_{3D} = \sum_k (E(k) - e(k, \theta_k = \pi/2)).
\] (55)

An interesting application of this diagnosis was reported by Clark di Leoni et al. (2014) who examined the strength of inertial waves in a rotating turbulent flow. Moreover, Sen et al. (2013) proposed a weak-wave turbulence theory for rotationally constrained slow inertial waves. For non-helical dynamics, it leads to a spectrum of the form
\[
e_{2D} = \sum_{k_\perp} \sum_{k_\parallel} b_n \omega_n \propto k_\perp^{\gamma} k_\parallel^{\Omega_0},
\] (56)

which has been observed in several numerical simulations (e.g. Teitelbaum & Mininni 2012; Mininni et al. 2012). In the helical case, the scaling \( \propto k_\perp^{\gamma} k_\parallel^{\Omega_0} \) is observed (see also Mininni & Pouquet 2010). This anisotropic kinetic energy spectrum is directly related to the amplitude coefficients of inertial waves \( (b_n(k); \text{see Eqs. (41) and (54))}) \) that become sub-inertial GIWs in the adjacent radiative zone. It corresponds to Eqs. (37) and (38) derived for the slowly rotating case, the important differences being that for rapid rotation, waves and turbulent flows cannot be separated as in the slowly rotating regime and that turbulence becomes anisotropic.

In the context of the stochastic excitation of GIWs in rapidly rotating stars, these diagnoses are very important. First, as we showed in Figs. 3 and 5, 3D inertial modes that propagate in rotating stars, these diagnoses are very important. First, as we showed in Figs. 3 and 5, 3D inertial modes that propagate in adjacent radiative regions. Next, the turbulent structures associated to 2D modes, in which the energy propagates along the rotation axis, will also excite GIWs because of their penetration to the interfaces between convection and radiation (e.g. Takehiro & Lister 2001). In this context, it is mandatory to go beyond the traditional approximation, the non-traditional terms being those that allow us to properly couple the gravity and inertial modes (see Fig. 3).

In the two above subsections, we have discussed the way in which rotation deeply impacts the nature of turbulent flows that stochastically excite GIWs in stellar interiors. On one hand, in the case of slow rotation, turbulence is only weakly perturbed by rotation and is coupled to super-inertial GIWs, which are evanescent in convective zones. When rotation is increased, they are increasingly less evanescent until \( R_0 = 1 \). On the other hand, in the case of rapidly rotating stars, turbulent flows are deeply modified by rotation and become intrinsically coupled with inertial waves, which corresponds to sub-inertial GIWs. This theoretical picture shows the importance of computing high-resolution numerical
simulations of rapidly rotating turbulent convective stellar regions with adjacent radiative zones in a near future to test our scenario as a function of $R_o$ and of $R_o^{NL}$ for various stellar types (e.g. Browning et al. 2004; Ballot et al. 2007; Brown et al. 2008; Matt et al. 2011; Brun et al. 2011; Rogers et al. 2013; Alvan et al. 2013, 2014).

4. Discussion and conclusions

We have formally demonstrated that rotation, through the Coriolis acceleration, modifies the stochastic excitation of gravity waves and GIWs, the control parameters being the wave’s Rossby number $R_o = \sigma/2\Omega$ and the non-linear Rossby number $R_o^{NL}$ of convective turbulent flows. On one hand, in the super-inertial regime ($\sigma > 2\Omega$, i.e. $R_o > 1$), the evanescent behaviour of GIWs above (below) the external (internal) turning point becomes increasingly weaker as the rotation speed grows until $R_o = 1$. Simultaneously, the turbulent energy cascade towards small scales is slowed down. The coupling between super-inertial GIWs and given turbulent convective flows is then amplified as described in Eq. (28). On the other hand, in the sub-inertial regime ($\sigma < 2\Omega$, i.e. $R_o < 1$), GIWs become propagative inertial waves in the convection zone. In the case of rapid rotation, turbulent flows, which become strongly anisotropic, result from their non-linear interactions. Sub-inertial GIWs that correspond to propagating inertial waves in convection zones are then intrinsically and strongly coupled to rapidly rotating turbulence, as discussed in Sect. 3.2.3. These different regimes are summarised in Fig. 6.

These effects are of great interest for asteroseismic studies of rotating stars since gravity wave and GIW amplitudes are thus expected to be stronger in rapidly rotating stars, a conclusion that is supported by recent numerical simulations (Rogers et al. 2013). For example, until recently, stochastically excited gravity waves were thought to be of too low an amplitude to be detected even with space missions such as CoRoT (Samadi et al. 2010). The discovery of stochastically excited GIWs in the rapid rotator HD 51452 (Neiner et al. 2012) proved that such waves can be detected. Our results show that the amplitude of these waves can be enhanced by rotation. The interpretation of observed pulsational frequencies in rapid rotators should take this into account. In particular, oscillations observed in $\beta$ Cep and slowly pulsating B (SPB) stars should not be systematically attributed to the $\kappa$-mechanism, as was done until now, if the star rotates fast. For example, the GIWs observed in HD 43317 (Pápics et al. 2012) might be of stochastic origin and might have been enhanced by rapid rotation. This is of course especially true for Be and Bn stars. Moreover, the related transport of angular momentum, which until now was believed to become less efficient because of the

GIW’s output trapping in the sub-inertial regime (Mathis et al. 2008; Mathis 2009; Mathis & de Brye 2012), may be sustained thanks to the stronger stochastic excitation by turbulent convective flows. This may have important consequences for example for rapidly rotating young low-mass stars (Talon & Charbonnel 2008; Charbonnel et al. 2013) and active intermediate-mass and massive stars such as Be stars. For example, Neiner et al. (2013) proposed that the outburst of the Be star HD 49330 observed by CoRoT (Huat et al. 2009) might have been caused by the deposition of angular momentum by GIWs just below the surface (see also Lee 2013).

Our prediction now needs to be compared with realistic numerical simulations of stochastic excitation of GIWs in stellar interiors (e.g. Brun et al. 2011; Rogers et al. 2012, 2013; Alvan et al. 2013), laboratory experiments (Perrard et al. 2013), and with a larger statistical sample of observed pulsating stars with detected GIWs. Moreover, a global formalism to treat the problem in the spheroidal geometry corresponding to rotating stars must be built in a near future.
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