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Abstract

We establish generalization error bounds for stochastic gradient Langevin dynamics (SGLD) with constant learning rate under the assumptions of dissipativity and smoothness, a setting that has received increased attention in the sampling/optimization literature. Unlike existing bounds for SGLD in non-convex settings, ours are time-independent and decay to zero as the sample size increases. Using the framework of uniform stability, we establish time-independent bounds by exploiting the Wasserstein contraction property of the Langevin diffusion, which also allows us to circumvent the need to bound gradients using Lipschitz-like assumptions. Our analysis also supports variants of SGLD that use different discretization methods, incorporate Euclidean projections, or use non-isotropic noise.

1 Introduction

Investigating the generalization error of a learning algorithm is a fundamental problem in machine learning that has motivated the development of a rich theory connecting notions of model complexity and sensitivity to the ability of a learning algorithm to generalize well to unseen data. Recently, there has been increased interest in studying the generalization capabilities of stochastic gradient descent (SGD) and its variants, e.g. [13, 1, 6, 17, 22, 19]. Despite them being some of the most important methods of modern machine learning and statistics, their learning capabilities have not been fully explored, particularly in non-convex settings.

One variant that has attracted a lot of attention is stochastic gradient Langevin dynamics (SGLD) [29]. With the addition of independent Gaussian noise to each iteration, SGLD combines the SGD framework with the Langevin diffusion, a stochastic process that converges to the Gibbs distribution of a given objective function. By tuning the scale of the noise applied, SGLD has been shown to work well as both a sampling scheme and a statistical learning algorithm in a variety of settings, e.g. [29, 25, 4, 14]. Using its relationship with the Langevin equation, various tools from stochastic analysis have been adopted to develop a rich theory analyzing SGLD in settings where no comparable results seem to be available for SGD, e.g. [23, 52, 51, 8]. In particular, a recent work from Raginsky et al. [23] provides non-asymptotic excess risk bounds for SGLD for a broad class of non-convex learning problems and these bounds were derived using the exponential ergodicity of Langevin diffusions. Following this work, there has been ongoing progress in the development of bounds for both optimization error and mixing times, e.g. [32, 8, 51, 74]. Many of these works are motivated by recent results showing that Langevin diffusions contract in particular Wasserstein distances [8, 9].

In parallel to this literature, there has been a growing body of work that considers generalization error bounds for SGLD. Using uniform stability, Mou et al. [17] showed that under the assumption of bounded gradient updates and bounded loss functions, SGLD attains generalization bounds that grow slower with time than those that are known for SGD in identical settings [13, 6]. By bounding
the generalization error using the mutual information between its input and output [30]. Pensia et al. [22] established similar results while replacing the assumption of bounded loss functions with the weaker assumption that the loss function applied to the data is subgaussian. This technique has also been used to develop data-dependent generalization bounds that depend on the gradient along the trajectory of the iterates [18, 12, 17, 19].

Although the assumptions made in the aforementioned bounds cover several settings of interest, we are not aware of any convergence analysis that considers Lipschitz, bounded, or subgaussian objective functions. In general, the Gibbs distribution, which is an object that is fundamental to the design and known convergence analyses for SGLD [29, 25, 23, 5, 32], cannot be defined in the case that the objective is bounded over the Euclidean space, as the distribution would not integrate to one. Similarly, we are not aware of any generalization bounds for SGLD that use the assumptions of dissipativity and smoothness that are consistently applied in the non-convex sampling/optimization literature, e.g. [23, 5, 32].

Another commonality in existing generalization bounds for SGLD is that they grow indefinitely with time. Sampling from the Gibbs distribution, the limiting behavior of the Langevin diffusion, is known to be uniformly stable in multiple settings [30, 23] and it has also been shown that the continuous-time Langevin dynamics are uniformly stable when applied to bounded Lipschitz functions with weight decay [15]. However, convergence in generalization error for SGLD seems to have only been observed in preliminary empirical evidence that uses data-dependent bounds [18, 12]. Time-independent bounds have been obtained for SGD, for example, under the assumption of strong convexity in [13] and in non-convex settings, Lei and Ying [15] obtain bounds that decrease with time but do not decay to zero as the sample size increases.

1.1 Our contributions

In this paper, we obtain expected generalization error bounds for SGLD for learning problems under dissipativity and smoothness assumptions. We analyze both the discrete-time algorithm as well as a continuous-time version and in both cases, we obtain bounds that converge with time. Taking the supremum with respect to time yields time-independent bounds that, with the appropriate scaling of the learning rate, decay to zero as the sample size increases.

At first, we focus on the special case of Lipschitz loss functions with weight decay, which is the primary example of a dissipative objective given in Raginsky et al. [23]. For the continuous-time algorithm, we obtain a bound with rate $O(n^{-1})$ and for the discrete-time algorithm, we obtain a bound with the slower rate $O(n^{-1} + \eta^{1/2})$, where $\eta$ is the learning rate. Then we extend the result to the full dissipative case without Lipschitz requirements. In this setting, we obtain bounds with rate $O(n^{-1}\eta^{-1/2})$ for the continuous-time algorithm and with rate $O(n^{-1}\eta^{-1/2} + \eta^{1/2})$ in the discrete-time case. We also discuss how our method allows for the consideration of different discretization techniques and how it can be used to obtain generalization error bounds for modifications of SGLD that incorporate Euclidean projections or non-isotropic noise. From our bounds, a scheme for choosing $\eta$ follows: in the Lipschitz setting, we obtain dimension-free $O(n^{-1})$ bounds by setting $\eta \propto n^{-2}d^{-1}$ where $d$ is the model dimension, and in the dissipative setting we find that a scaling of $\eta \propto n^{-1}$ leads to $O(n^{-1/2})$ bounds that, in general, scale exponentially in dimension.

To derive time-independent bounds, our proof technique depends fundamentally on the two sources of noise that occur in the algorithm: the random mini-batches and the injected Gaussian noise. Using the framework of uniform stability, in the sense defined in [10], we derive generalization bounds by estimating how much SGLD diverges in Wasserstein distance when an element of the data set is changed. We exploit recent results that use reflection couplings to show that under dissipativity-type assumptions, Langevin diffusions contract in Wasserstein distance. Though this property has been adopted extensively in the sampling/optimization literature, we are not aware of any results for generalization bounds based on this property. Using the convexity of the Wasserstein distance, we combine this with the stability induced by using stochastic gradients to obtain bounds that are time-independent.

A peculiarity of our results that arises from the methodology we use is that some of our bounds diverge as $\eta \to 0$. This contrasts with the usual approach of stability-based generalization bounds based on non-expansivity that often require the learning rate to decay sufficiently fast or the time-horizon to be sufficiently small to guarantee bounds that are non-vacuous [13, 17]. Furthermore, for our bounds to
Table 1: Comparison of expected generalization error bounds for SGLD in recent works.

| Paper            | Assumptions | EGE Bound                      | Key    |
|------------------|-------------|--------------------------------|--------|
| Raginsky et al.  | D, S        | $O(n^t + e^{-\eta t/c} + 1/n)$ |        |
| Mou et al. [17]  | B, L        | $O((\eta t)^{1/2} / n)$       |        |
| Mou et al. [17]  | L, SG, $\ell_2$ | $O(\log(t + 1) / n)^{1/2}$    |        |
| Pensia et al. [22]| L, SG  | $O((\eta t / n)^{1/2})$       |        |
| Present work     | L, $\ell_2$ | $O((\eta t \wedge 1)(1/n + \eta^{1/2}))$ | B      |
|                  | D, S        | $O((\eta t \wedge 1)(\eta^{-3/2} / n + \eta^{1/2}))$ | L      |

Converge with time, we require the mini-batch size to be less than $n$. While our bounds support the case of full-batch gradient descent, we find that our bounds grow indefinitely with time.

2 Background and notation

2.1 Stability and generalization

In this paper, we consider a loss function $f : \mathbb{R}^d \times \mathcal{Z} \to \mathbb{R}$ where the Euclidean space $\mathbb{R}^d$ represents the set of possible model parameters and $\mathcal{Z}$ represents the data instance space. A common objective in learning theory is to minimize the population risk which, given a data distribution $P$, is defined by

$$F_P(x) := \mathbb{E}_{Z \sim P} f(x, Z).$$

In practice, we often cannot compute $F_P(x)$ so we instead collect independent samples from $P$ to form a data set and we compute the average loss, or empirical risk, over the data set. We will use the notation $S = (z_1, ..., z_n)$ to denote the data set and define the empirical risk as

$$F_S(x) := \frac{1}{n} \sum_{i=1}^{n} f(x, z_i).$$

When the parameter is chosen by a random algorithm that depends on the data set, denoted $A(S)$, we define the object central to this paper, the generalization error, as follows:

$$\text{gen}(A) := F_P(A(S)) - F_S(A(S)).$$

To bound this quantity we employ the following notion of uniform stability.

**Definition 2.1** ([13], Definition 2.1). An algorithm $A$ is $\epsilon$-uniformly stable if

$$\epsilon_{\text{stab}}(A) := \sup_{S \equiv \hat{S}} \sup_{z \in \mathcal{Z}} \mathbb{E} \left[ f(A(S), z) - f(A(\hat{S}), z) \right] \leq \epsilon,$$

where the first supremum is over data sets $S, \hat{S} \in \mathcal{Z}^n$ that differ by one element, denoted by $S \equiv \hat{S}$.

The connection between generalization and stability under changes in the data set has received increased attention since the paper of Bousquet and Elisseeff [2], and these results have been extended to account for random algorithms by Elisseeff et al. [10]. The precise notion of stability that we consider in this paper is given in Hardt et al. [13].

**Proposition 2.2** ([13], Theorem 2.2). Suppose $A$ is an $\epsilon$-uniformly stable algorithm, then the expected generalization error is bounded by

$$\mathbb{E}_{A,S} \text{gen}(A) \leq \epsilon.$$
2.2 Stochastic gradient Langevin dynamics

We will now define the algorithm of interest in this paper. Given a mini-batch \( B \subseteq \{1, \ldots, n\} \), let the mini-batch average be defined by

\[
F_S(x, B) := \frac{1}{|B|} \sum_{i \in B} f(x, z_i).
\]

In our analysis we will consider uniformly sampled random mini-batches of fixed size \( k \leq n \). We now define SGLD, which given an initial distribution \( \mu_0 \), is characterized by the update

\[
x_{t+1} = x_t - \eta F_S(x_t, B_{t+1}) + \sqrt{2\beta^{-1}} \xi_{t+1}, \quad x_0 \sim \mu_0,
\]

where \( (B_t)_{t=1}^\infty \) is an i.i.d. sequence of random variables distributed uniformly on the set \( \{ B \subseteq \{1, \ldots, n\} : |B| = k \} \) and \( (\xi_t)_{t=1}^\infty \) is an i.i.d. sequence of \( N(0, I_d) \) standard Gaussian random variables. The parameters \( \eta, \beta > 0 \) are tunable and are referred to as the learning rate and inverse temperature respectively. Here and throughout the paper we use \( \nabla \) to refer to the gradient with respect to the model parameter.

If \( k = n \) then (1) describes the Euler-Maruyama discretization of the (overdamped) Langevin equation with potential \( F_S(\cdot) \). This is a stochastic differential equation of the form

\[
dX_t = -\nabla F_S(x_t) dt + \sqrt{2\beta^{-1}} dW_t, \quad X_0 \sim \mu_0,
\]

where \( W_t \) is a \( d \)-dimensional Wiener process \([21]\). In the more common case that \( k < n \) we can still define a stochastic differential equation that approximates SGLD, given by

\[
dX_t = -\nabla F_S(x_t, B_{[t/\eta]}) dt + \sqrt{2\beta^{-1}} dW_t, \quad X_0 \sim \mu_0.
\]

We will refer to the solution \( X_t \) as the continuous-time SGLD algorithm. Note that, under the smoothness assumptions imposed throughout this paper, all stochastic differential equations considered have strong solutions (see Theorem 3.1 of \([21]\)).

Since \( x_t \) is a Markov process, we can define its Markov kernel \( R_x \). Though we will not frequently reference this fact, we will use the notation \( \mu R^n_x \) to denote the law of \( x_{t+s} \) under the condition \( x_t \sim \mu \).

Because of its dependence on \( B_t \), \( X_t \) is not necessarily a Markov process in continuous-time, but the discrete-time process \( (X_{t\eta})_{t=0}^\infty \) does in fact satisfy the Markov property and so we denote its kernel by \( R_X \).

Given a deterministic set \( B \subseteq \{1, \ldots, n\} \) we use the notation \( \mu P^B_t \) to denote the law of \( \theta_t \), the solution to the SDE,

\[
d\theta_t = -\nabla F_S(\theta_t, B) dt + \sqrt{2\beta^{-1}} dW_t, \quad \theta_0 \sim \mu,
\]

which is a Markov (diffusion) process. Thus \( \mu R_X \) can be computed by integrating \( \mu P^B_t \) over \( B \) with respect to the mini-batch distribution.

Since this work is concerned with stability under changes in the data set, we will also be interested in SGLD when \( S \) is replaced with some data set \( \tilde{S} \) that differs by a single element. We will use the notation \( \tilde{x}_t \) and \( \tilde{X}_t \) to denote the respective counterparts of \( x_t \) and \( X_t \) when trained using \( \tilde{S} \) instead of \( S \) and similarly we will use \( \tilde{R}_x, \tilde{R}_X \) and \( \tilde{P}^B_t \).

2.3 Wasserstein distance

For probability measures \( \mu, \nu \) on \( \mathbb{R}^d \) with finite \( p^{\text{th}} \) moment, we define the Wasserstein distance

\[
W_p(\mu, \nu) := \left( \inf_{\pi \in \mathcal{C}(\mu, \nu)} \int \|x - y\|^p \pi(dx, dy) \right)^{1/p},
\]

where \( \| \cdot \| \) is the Euclidean norm. Here the infimum is over all couplings of \( \mu \) and \( \nu \), that is, the set of all probability measures with marginals \( \mu \) and \( \nu \). In our analysis, we will also consider Wasserstein distances based on any semimetric \( \rho \), which under certain integrability assumptions is defined by

\[
W_p(\mu, \nu) := \inf_{\pi \in \mathcal{C}(\mu, \nu)} \int \rho(x, y) \pi(dx, dy).
\]
Furthermore, if $\eta < \lambda$, Assumption 3.2 guarantees the existence of a solution to the SDE in (2). When using weight decay, Assumption 3.1 guarantees that Assumption 3.3 is used to guarantee that SGLD has finite first moment so that we can quantify the error that is brought about when using it to approximate the discrete-time algorithm. Assumption 3.3 is also used to control the error that is brought about when using it to approximate the discrete-time algorithm.

Theorem 3.1. Suppose Assumptions 3.1–3.3 hold and $\eta < 1$, then for any $t \in \mathbb{N}$ the continuous-time algorithm attains the generalization bound

$$|\mathbb{E} \text{gen}(X_{nt})| < C_2 \min \left\{ \eta t, \frac{(C_1 + 1)n}{n - k} \right\} \frac{k}{n}.$$

Furthermore, if $\eta < \lambda^{-1}$ then the discrete-time algorithm attains the generalization bound

$$|\mathbb{E} \text{gen}(x_t)| < C_3 \min \left\{ \eta t, \frac{(C_1 + 1)n}{n - k} \right\} \left( \frac{k}{n} + (\eta d)^{1/2} \right).$$

The positive constants $C_1 \equiv C_1(M, L, \lambda, \beta)$, $C_2 \equiv C_2(M, L, \lambda, \beta)$, $C_3 \equiv C_3(M, L, \lambda, \beta, \sigma_1)$ are given in equations (5), (7) and (8) respectively.

Remark 3.2. This result suggests that by using the step-size scaling $\eta = \mathcal{O}(1/n^{2d})$ we obtain dimension-free time-independent generalization bounds for SGLD that scale with $\mathcal{O}(k/n)$.

The bound for the continuous-time algorithm has no explicit dependence on dimension, and in the continuous-time case the bound grows with the rate $d^{1/2}$. In general, the constants $C_1$, $C_2$ and $C_3$ depend polynomially in these parameters and $C_2$ becomes independent of $\beta$. A similar dependence was found in the time-independent bounds for the Langevin equation [16] and it is also found in convergence analyses in non-convex settings, leading to the time horizon required to attain a certain guaranteed accuracy having to scale exponentially with parameters including $d$ and $\beta$, e.g. [25] [5] [52].
3.1 Methodology

In this section, we present the method used to obtain the bounds in Theorem 3.1 in particular we proceed with the stability framework presented in Section 2.1. Without loss of generality, we require that the two data sets $S$ and $\tilde{S}$ differ only in the $n^{th}$ coordinate.

Under Assumption 3.1 to obtain uniform stability, it is sufficient to control the quantities $W_1(\mu_0 R_{\mathcal{X}}, \mu_0 \tilde{R}_{\mathcal{X}})$ and $W_1(\mu_0 R_{\tilde{\mathcal{X}}}, \mu_0 \tilde{\mathcal{R}}_{\tilde{\mathcal{X}}})$. It follows directly from the definition of $\varepsilon_{\text{stab}}$ that

$$\varepsilon_{\text{stab}}(A) \leq L \sup_{S \subseteq \tilde{S}} W_1 \left( \text{law}(A(S)), \text{law}(A(\tilde{S})) \right).$$

(4)

A property similar to this has been utilized in [23], where it was used to prove the stability of the Gibbs algorithm.

To prove Theorem 3.1, we begin with a weak estimate for the divergence in 1-Wasserstein distance using synchronous couplings between $X_t$ and $\hat{X}_t$, that is, we couple the processes by having them share the same Brownian motion.

**Lemma 3.3.** Suppose Assumption 3.1 holds, then for any two probability measures $\mu, \nu$ on $\mathbb{R}^d$,

$$W_1(\mu P_t^B, \nu P_t^B) \leq W_1(\mu, \nu) + 2Lt.$$  

Additionally, via a similar technique, we obtain discretization error bounds.

**Lemma 3.4.** Suppose Assumptions 3.1-3.3 hold and $\eta < \lambda^{-1}$, then with $\mu = \mu_0 R_{\mathcal{X}}$ for any $t \in \mathbb{N}$,

$$W_1(\mu R_{\mathcal{X}}, \mu R_{\tilde{\mathcal{X}}}) \leq \eta(\lambda + M) \left[ \eta(\lambda \sigma_1 + 2L) + 2\sqrt{2d\beta^{-1} \eta} \right] \exp(M + 1).$$

We refer to Appendix B for the proofs of these two lemmas.

In the case $\hat{P}^B = P^B$, we can obtain sharper bounds than those given in Lemma 3.3. In a recent result from Eberle [8], reflection couplings were used to show that under conditions not dissimilar from dissipativity, diffusion processes contract in Wasserstein distance. The Wasserstein distance considered in this result does not use a standard metric, it uses the metric $g(x, y) := g(||x - y||)$ where $g$ is a strictly-increasing concave function that is constructed depending on the objective function (or drift term) used. In the lemma that follows we give a special case of such a result in the setting that we consider. Throughout this section we use the notation $W_g(\mu, \nu) := W_{\rho_g}(\mu, \nu)$. We refer to Appendix C for the proof and a broader discussion on this result.

**Lemma 3.5.** Suppose Assumptions 3.1 and 3.2 hold, then there exists a strictly-increasing concave function $g : \mathbb{R}^+ \cup \{0\} \rightarrow \mathbb{R}^+ \cup \{0\}$ such that for any two probability measures $\mu, \nu$ on $\mathbb{R}^d$, any $B \subset [n]$ and $t \geq 0$, we have

$$W_g \left( \mu P_t^B, \nu P_t^B \right) \leq e^{-t/c_1} W_g(\mu, \nu), \quad C_1 := \begin{cases} c_1c_2, & \text{if } \lambda < M, \\ c_3, & \text{if } \lambda \geq M, \end{cases}$$

(5)

with constants $c_1 = \exp[2\beta L^2(M - \lambda)/\lambda^2]$, $c_2 = 8(L^2 \beta/\lambda + 1)/\lambda$, $c_3 = \max(16L^2 \beta/\lambda^2, 2/\lambda)$. Furthermore, $W_g$ is equivalent to the 1-Wasserstein distance in the sense that

$$\frac{1}{2 \max(c_1, 1)} W_1(\mu, \nu) \leq W_g(\mu, \nu) \leq W_1(\mu, \nu).$$

In the case that $n$ is not in the random mini-batch, i.e. $n \notin B$, which occurs with probability $1 - k/n$, it follows that $\hat{P}^B = P^B$ and so the processes $X_{t\eta}$ and $\hat{X}_{t\eta}$ contract with respect to the Wasserstein distance $W_g$. In the case that $n$ is in the random mini-batch, $n \in B$, Lemma 3.3 gives uniform bounds for how much $X_{t\eta}$ and $\hat{X}_{t\eta}$ can diverge. The remainder of the proof works to combine these facts and shows that if $n$ is sufficiently large, $X_{t\eta}$ and $\hat{X}_{t\eta}$ can only diverge by some fixed amount. We combine the two cases using the convexity of the Wasserstein distance and we find that given a sufficiently large $n$, the resulting bound does indeed converge over time.

**Proof of Theorem 3.7** As was pointed out in [14], it is sufficient to bound the 1-Wasserstein distance between the processes to obtain stability bounds, so this is how we will proceed. Since the probability
of a random mini-batch containing the element \( n \) is \( k/n \), Lemma 2.3 is used to bound the Wasserstein distance with the decomposition

\[
W_g(\mu R_x, \nu \hat{R}_x) \leq \frac{k}{n} \sup_{B : n \in B} W_g(\mu P^B_{\delta \eta}, \nu \hat{P}^B_{\delta \eta}) + \left( 1 - \frac{k}{n} \right) \sup_{B : n \in B} W_g(\mu P^B_{\delta \eta}, \nu \hat{P}^B_{\delta \eta}).
\]

Bounding the first term using Lemma 3.3 and the second term using Lemma 3.5, it follows that

\[
W_g(\mu R_x, \nu \hat{R}_x) \leq \tilde{c} \ W_g(\mu, \nu) + \tilde{c}_2 \text{ where } \tilde{c} := \frac{k}{n} + (1 - \frac{k}{n}) e^{-\eta/\delta c} \text{ and } \tilde{c}_2 = 2L\eta^2.\]

It follows by induction that

\[
W_g(\mu_0 R^1_x, \mu_0 \hat{R}^1_x) \leq \sum_{s=1}^{t} \tilde{c}_1^{-s} \tilde{c}_2 + \tilde{c}_1 \ W_g(\mu_0, \mu_0) = \frac{1 - \tilde{c}_1}{1 - \tilde{c}_1} \tilde{c}_2,\]

since \( \tilde{c}_1 < 1 \). Combining this with (4), it follows that

\[
\varepsilon_{\text{stab}}(X_{\eta t}) \leq 2L(c_1 \land 1) W_g(\mu R^1_x, \nu \hat{R}^1_x) \leq C_2 \eta \left( \frac{1 - \tilde{c}_1}{1 - \tilde{c}_1} \right) \frac{k}{n},
\]

where,

\[
C_2(M, L, \lambda, \beta) := 4L^2(c_1 \land 1).\]

This bound is simplified with the approximation \( 1 - \tilde{c}_1 \leq 1 - (1 - \tilde{c}_1)t \) and, using the bound \( e^x \geq 1 + x \), it follows that \( (1 - e^{-x})^{-1} \leq 1 + 1/x \) for \( x > 0 \) and so

\[
\frac{1}{1 - \tilde{c}_1} = \frac{1}{(1 - k/n)(1 - e^{-\eta/c})} \leq \frac{n(c/\eta + 1)}{n - k}.
\]

This result is extended to the discrete-time case by applying the triangle inequality,

\[
W_g(\mu R_x, \nu \hat{R}_x) = W_g(\mu R_x, \mu R_x) + W_g(\mu R_x, \nu \hat{R}_x) + W_g(\nu \hat{R}_x, \nu \hat{R}_x).
\]

The first and third terms are bounded using the discretization error bound in Lemma 3.3 and the same argument is applied to obtain the bound,

\[
\varepsilon_{\text{stab}}(x_t) \leq 2L(c_1 \land 1) W_g(\mu_0 R^t_x, \mu_0 \hat{R}^t_x) \leq C_3 \eta \left( \frac{1 - \tilde{c}_1}{1 - \tilde{c}_1} \right) \left( \frac{k}{n} + (dh)^{1/2} \right),
\]

where

\[
C_3(M, L, \lambda, \beta, \sigma_1) := 4L(c_1 \land 1) \left( L + (\lambda + M) \left( \lambda \sigma_1 + 2L + 2\sqrt{2}\beta^{-1} \right) \right).
\]

**Remark 3.6.** For the discrete-time algorithm, the bound is obtained by appending the one-step discretization error to the bound in (6) for the continuous-time algorithm. Thus, the result can easily be extended to a broader range of discretizations of \((X_t)_{t \geq 0}\). Suppose \( K_x \) is a Markov kernel on \( \mathbb{R}^d \) such that for any probability measure \( \mu \) on \( \mathbb{R}^d \), \( W_1(\mu, \mu \hat{K}_x) \leq \delta(\eta) \), then we immediately obtain the bound

\[
W_1(\mu_0 \hat{K}_x, \mu_0 \hat{K}_x) \leq O \left( \frac{1}{n} + \frac{\delta(\eta)}{\eta} \right).
\]

In the case of the standard discrete-time algorithm we obtain \( \delta(\eta) = O(\eta^{3/2}) \). A simple example of a more accurate discretization follows by instead of approximating \( X_\eta \) with a single Euler-Maruyama step we use \( T = [1/\eta] \) steps with step-size \( \gamma = \eta/T \), then we can show that \( \delta(\eta) \leq O(\sqrt{\eta}) \leq O(\eta^{2}). \)

**Remark 3.7.** With our methodology, it is also possible to derive bounds for projected versions of SGLD. If \( \Omega \subset \mathbb{R}^d \) is a compact set, we can define the algorithm,

\[
\Pi_{t+1}^\eta = \Pi_\Omega \left[ x_t^\eta - \eta \nabla F(x_t, B_{t+1}) + \sqrt{2\beta^{-1}} \eta \zeta_{t+1} \right],
\]

where \( \Pi_\Omega \) is the Euclidean projection onto the set \( \Omega \). A well-known property that is often used in the optimization literature is that for any \( x_1, x_2 \in \mathbb{R}^d \), \( ||\Pi_\Omega(x_1) - \Pi_\Omega(x_2)|| \leq ||x_1 - x_2|| \) and, given two measures \( \mu, \nu \) on \( \mathbb{R}^d \), this naturally extends to

\[
W_1(\mu^* \Pi_\Omega, \mu^* \Pi_\Omega) \leq W_1(\mu, \nu),
\]

where \( \mu^* \Pi_\Omega \) denotes the push-forward of \( \mu \) with respect to the mapping \( \Pi_\Omega \). If we let \( R^\eta_x \) be the kernel of the process given in (9), it follows immediately that,

\[
W_1(\mu R^\eta_x, \nu R^\eta_x) \leq W_1(\mu R_x, \nu \hat{R}_x),
\]

and hence the Wasserstein distance bound given in the proof also applies to the projected algorithm and therefore, the generalization bound in Theorem 4.1 also holds for the projected algorithm.
Remark 3.8. Our technique supports the case where, instead of assuming \( \xi \) is a standard Gaussian random vector, we set \( \xi \sim N(0, \Sigma) \) for some symmetric positive semidefinite matrix \( \Sigma \in \mathbb{R}^{d \times d} \). If the operator norm of \( \Sigma \) is 1, the conclusions of Lemma 3.3 and Lemma 3.6 still hold true and, as a result, the conclusion of Theorem 3.7 would also hold.

4 The dissipative setting

Now we extend the results of the previous section to the full dissipative smooth case. We refer to Section 4 of [23] for a detailed discussion on dissipativity.

Assumption 4.1. For each \( z \in \mathbb{Z} \), \( f(\cdot, z) \) is \((m, b)\)-dissipative: for all \( x \in \mathbb{R}^d \) and \( z \in \mathbb{Z} \),
\[
\langle \nabla f(x, z), x \rangle \geq m\|x\|^2 - b.
\]

Assumption 4.2. Same as Assumption 3.2.

Assumption 4.3. The initial condition \( \mu_0 \) has finite fourth moment \( \sigma_4 := \mu_0(\| \cdot \|) < \infty \).

Without the Lipschitz assumption, the analysis is more challenging as it is no longer sufficient to control the uniform argument stability or 1-Wasserstein distance. Furthermore, we can no longer guarantee that the difference between \( F_S \) and \( F_S^\eta \) is upper bounded.

Theorem 4.1. Suppose Assumptions 4.1-4.3 hold. If \( \eta \in (0, 1) \) then for any \( t \in \mathbb{N} \), the continuous-time algorithm attains the generalization bound
\[
|\mathbb{E} \text{gen}(X_{nt})| < C_5 \min \left\{ \eta t, \frac{(C_4 + 1)n}{n - k} \right\} \frac{k}{n^{3/2}}.
\]

Furthermore, if \( \eta \leq 1/2m \), then the discrete-time algorithm attains the generalization bound
\[
|\mathbb{E} \text{gen}(x_t)| < C_6 \min \left\{ \eta t, \frac{(C_4 + 1)n}{n - k} \right\} \left( \frac{k}{n^{3/2}} + \eta^{1/2} \right).
\]

The constants \( C_4 = C_4(M, m, b, d, \beta), C_5 = C_5(M, m, b, d, \beta, \sigma_4), C_6 = C_6(M, m, b, d, \beta, \sigma_4) \) are given in equations (11), (12) and (13).

Remark 4.2. Choosing \( \eta = O(n^{-1/2}) \) leads to \( O(n^{-1/2}) \) generalization bounds.

In general, the constants \( C_4, C_5, \) and \( C_6 \) depend exponentially on parameters \( M, m, b, d, \beta \). Improving the dependence on these parameters in specific settings would require improvements on estimates of the contraction rate and therefore, improvements on the coupling arguments given in [9].

A peculiarity of this result is that the bounds explode as \( \eta \to 0 \). This is due to the fact that when \( \eta \) is smaller, there is less time for the processes to contract at each iteration. In the setting of Section 3 this is combated by the fact that the divergence bounds scale with rate \( O(\eta) \), but in the present setting we only obtain divergence bounds with rate \( O(\eta^{1/2}) \). This is a result of the metric that we use in our analysis that is designed to suit the coupling arguments given in [9].

4.1 Methodology

Since this result relies on similar techniques to the proof of Theorem 4.1, we will postpone the proof to the appendix and in this section, we will focus on the challenges faced when extending to the dissipative setting. Without the Lipschitz assumption it is no longer sufficient to control the 1-Wasserstein distance and so we must turn to different metrics. Raginsky et al. [23] used continuity with respect to the 2-Wasserstein metric to derive stability bounds for the Gibbs sampler but, as has been noted in [8] and [27], contractions in 2-Wasserstein distance are notably more difficult to obtain than in 1-Wasserstein distance.

We use a semimetric of the form,
\[
\rho(x, y) = g(\|x - y\|)(1 + 2\varepsilon \|x\|^2 + \varepsilon \|y\|^2),
\]
where \( g : \mathbb{R}^+ \cup \{0\} \to \mathbb{R}^+ \cup \{0\} \) is a non-decreasing concave function and \( \varepsilon \in (0, 1) \). As will be exhibited in the appendix, Eberle et al. [9] show that there exists \( g \) such that for \( \varepsilon \) sufficiently small,
\[
W^\rho_\mu (\mu^B, \nu^B) \leq e^{-t/C_4} W^\rho (\mu, \nu),
\]
for any two probability measures $\mu, \nu$ on $\mathbb{R}^d$. Additionally, this function is constant for $r > R$ and has the property $\varphi r \leq g(r) \leq r$ for some $\varphi, R \in \mathbb{R}^+$. 

We show that this result can be used to derive stability bounds in the following lemma.

**Lemma 4.3.** Suppose Assumptions 4.1 and 4.2 hold and let $A$ be a random algorithm, then

$$
\varepsilon_{\text{stab}}(A) \leq \frac{M(b/m + 1)}{\varphi \in (R \lor 1)} \sup_{S \sim \hat{S}} W_\rho\left(\text{law}(A(S)), \text{law}(A(\hat{S}))\right).
$$

The proof of Theorem 4.1 proceeds by establishing similar results to Lemma 3.3 and Lemma 3.5 using synchronous and reflection couplings. However, the argument is made markedly more difficult due to the fact that $W_\rho$ is not a metric, we do not have access to the triangle inequality and it is not possible to show $W_\rho$ is directly comparable to any standard Wasserstein distances.

5 Conclusion

In this paper, we derive time-independent generalization error bounds for SGLD under the assumptions of dissipativity and smoothness. We obtain bounds scaling as $O(n^{-1/2} \eta^{-1/2})$ for the continuous-time algorithm and scaling as $O(n^{-1/2} \eta^{-1/2} + \eta^{1/2})$ in the discrete-time case. In the special case of Lipschitz loss functions with weight decay regularization, we obtain faster rates of $O(n^{-1})$ for the continuous-time algorithm and $O(n^{-1} + \eta^{1/2})$ for the discrete-time case. In the latter case, we show that by having the step-size scaling $\eta = O(d^{-1} n^{-2})$, we obtain dimension-free $O(n^{-1})$-generalization bounds.

Within the framework of uniform stability, we use a combination of synchronous and reflection couplings to control the Wasserstein distance between versions of the algorithm with perturbations on the data set. Using the convexity of the Wasserstein distance, we show that the two versions of the algorithm can only diverge by a fixed amount that, with the appropriate scaling of $\eta$, decays to zero as $n$ increases.

The methodology used in our analysis allows for the extension to a broader class of discretizations. We are also able to explore modifications of the algorithm that incorporate Euclidean projections or non-isotropic Gaussian noise.

The fact that our proof relies heavily on properties of the Langevin diffusion does introduce some shortcomings. For example, the discretization error introduced when considering the discrete-time algorithm leads to an explicit dependence on the dimension and, furthermore, the dependence on model parameters aside from $d$ is often exponential. In addition, Gaussian noise is fundamental in the construction and analysis of the Langevin diffusion, so our analysis does not directly extend to algorithms where different types of noise are used.
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\[ \text{Lemma A.4.} \quad \text{Suppose Assumptions 4.1 and 4.2 hold and } \mu \text{ is a probability measure on } \mathbb{R}^d, \text{ then for any } B \subset [r], \]
\[ \mu F_B^B (\| \cdot \|) \leq \mu (\| \cdot \| e^{-pmt/2} + [2b/m + 2(p + d - 2)/\beta m]^{p/2} (1 - e^{-pmt/2})) \]
\[ \leq \mu (\| \cdot \|) + [2b/m + 2(p + d - 2)/\beta m]^{p/2}. \]

\textit{Proof.} Suppose } \theta_t \text{ is a solution to the SDE in (3) with initial condition } \theta_0 \sim \mu. \text{ From Itô’s Lemma, it follows that}
\[ d\|\theta_t\|^p = -p\|\theta_t\|^{p-2}\langle \theta_t, \nabla F_S(\theta_t, B) \rangle dt + \beta^{-1}p(p + d - 2)\|\theta_t\|^{p-2} dt + \sqrt{2\beta^{-1}}p\|\theta_t\|^{p-2} \langle \theta_t, dW_t \rangle \]
\[ \leq - pm\|\theta_t\|^{p-2} dt + p[b + \beta^{-1}(p + d - 2)]\|\theta_t\|^{p-2} dt + \sqrt{2\beta^{-1}}p\|\theta_t\|^{p-2} \langle \theta_t, dW_t \rangle, \]
\[ \text{where the inequality follows from Assumption 4.1. This can be bounded further by}
\[ d\|\theta_t\|^p \leq - pm\|\theta_t\|^{p-2} dt + p[b + \beta^{-1}(p + d - 2)]^{p/2} (m/2)^{1-p/2} dt + \sqrt{2\beta^{-1}}p\|\theta_t\|^{p-2} \langle \theta_t, dW_t \rangle. \]

Furthermore, using the product rule,
\[ d(e^{pmt/2}\|\theta_t\|^p) \leq e^{pmt/2} p[b + \beta^{-1}(p + d - 2)]^{p/2} (m/2)^{1-p/2} e^{pmt/2} \sqrt{2\beta^{-1}}p\|\theta_t\|^{p-2} \langle \theta_t, dW_t \rangle, \]
\[ \text{and thus, by taking expectations it follows that,}
\[ \mathbb{E}||\theta_t||^p \leq \mathbb{E}||\theta_0||^{p e^{-pmt/2} + p[b + \beta^{-1}(p + d - 2)]^{p/2} (m/2)^{1-p/2} \int_0^t e^{-pmt}(t-s)/2 ds \]
\[ \leq \mathbb{E}||\theta_0||^p e^{-pmt/2} + p[b + \beta^{-1}(p + d - 2)]^{p/2} (m/2)^{1-p/2} \frac{2}{pm} (1 - e^{-pmt/2}). \]

\[ \text{Under these assumptions, we can consider strongly convex functions and also a wide range of loss functions with multiple local minima. However, it is fairly restrictive in that it requires all local minima to be close to the origin. We show this in the lemma that follows. Throughout this section, we use the notation}
\[ B(x, r) := \{ y \in \mathbb{R}^d : \| x - y \| < r \}, \]
\[ \text{for any } x \in \mathbb{R}^d \text{ and } r > 0. \]

\textbf{Lemma A.2}. Suppose Assumption 4.1 holds and for each } z \in \mathbb{Z}, f(\cdot, z) \text{ is differentiable. Then for each } z \in \mathbb{Z}, \text{ all local minima of } f(\cdot, z) \text{ are contained in the ball } B(0, \sqrt{b/m}).

\textit{Proof.} Let } u \in \mathbb{R}^d \text{ be an arbitrary vector such that } \| u \| = 1. \text{ Then for all } t > 0,
\[ \frac{d}{dt} f(ut, z) = \langle u, \nabla f(ut, z) \rangle \geq mt - \frac{b}{t} \]
\[ \text{from which it follows that for } t > \sqrt{b/m}, \nabla f(ut, z) \neq 0. \text{ Since } u \text{ is an arbitrary unit vector, this extends to } \nabla f(x, z) \neq 0 \text{ if } \| x \| > \sqrt{b/m}. \]

With this we can bound the gradient of the function at the origin uniformly over the instance space:

\textbf{Lemma A.3}. Suppose Assumptions 4.1 and 4.2 hold, then for any } z \in \mathbb{Z},
\[ \| \nabla f(0, z) \| \leq M \sqrt{b/m}. \]
Proof. Another property of $f$ that follows from (10) is that for $t > R := \sqrt{b/m} + 1/m$,
\[
\frac{d}{dt} f(ut, z) \geq 1
\]
for any unit vector $u$. As a result, the quantity
\[
\inf_{\|x\|=r} f(x, z),
\]
also grows with a rate of at least 1 with respect to $r$ if $r > R$. Setting $r := R + \sup_{\|x\| \leq R} f(x, z) + 1$, which by the extreme value theorem must be a finite quantity, it follows that $\sup_{\|x\| \leq R} f(x, z) < \inf_{\|x\| \geq r} f(x, z)$.

We proceed by using this fact to show that $f(\cdot, z)$ must have global minima in the ball $B(0, \sqrt{b/m})$. Consider the restriction of $f(\cdot, z)$ to the closed ball $B(0, r)$ and let $x^\ast \in B(0, r)$ be some point that attains the minimum value of this restriction (which must exist by the extreme value theorem). By our last deduction, it must hold that $\|x^\ast\| < r$ and in fact, $x^\ast$ minimizes the full function $f(\cdot, z)$.

Furthermore, it must hold that $\nabla f(x^\ast, z) = 0$ and so by Lemma A.2, $\|x^\ast\| \leq \sqrt{b/m}$.

Finally, we apply the smoothness assumption to approximate the gradient at the origin:
\[
\|\nabla f(0, z)\| \leq \|\nabla f(0, z) - \nabla f(x^\ast, z)\| + \|\nabla f(x^\ast, z)\| \\
\leq M\|x^\ast\| + 0 \\
\leq M\sqrt{b/m}.
\]

\[\Box\]

B Wasserstein bounds and moment estimates

To upper bound the Wasserstein distance between two probability measures $\mu$ and $\nu$, it is sufficient to consider any coupling $\pi \in C(\mu, \nu)$ and use the inequality,
\[
W_\rho(\mu, \nu) \leq E_{(X,Y) \sim \pi} \rho(X,Y).
\]
Thus, we can design couplings such that the right-hand side is easily estimated.

In this section, we consider a type of coupling that is useful for bounding the distance between two diffusion processes. The synchronous coupling is formed by having the two processes solve SDEs with the same Brownian motion.

B.1 Moment estimates

First, we will derive and recall some helpful moment estimates.

Lemma B.1. Suppose Assumptions 3.1-3.3 hold and $\eta < \lambda^{-1}$, then for each $t \in \mathbb{N}$,
\[
\mu R^t_x(\|\cdot\|) \leq \mu(\|\cdot\|) + \frac{L + \sqrt{2\beta^{-1}d\eta^{-1}}}{\lambda}.
\]

Proof. Let $x_t$ be an SGLD process with $x_0 \sim \mu$. We apply the Lipschitz property to deduce
\[
E\|x_{k+1}\| \leq E\|x_k - \eta \nabla F_S(x_k, B_{k+1})\| + \sqrt{2\beta^{-1}\eta E}\|\xi_{k+1}\| \\
\leq (1 - \lambda\eta)E\|x_k\| + \eta L + \sqrt{2\beta^{-1}d\eta}.
\]

Since $1 - \lambda\eta \in (0, 1)$, via an inductive argument we deduce that,
\[
E\|x_k\| \leq (1 - \lambda\eta)^k E\|x_0\| + \frac{\eta L + \sqrt{2\beta^{-1}d\eta}}{1 - (1 - \lambda\eta)} \\
\leq E\|x_0\| + \frac{L + \sqrt{2\beta^{-1}d\eta^{-1}}}{\lambda}.
\]

\[\Box\]
Under the assumptions put forward in Section 4, we can obtain higher order moment estimates. To this end, we refer to a result by Chau et al. [5]:

**Lemma B.2** ([5], Lemma 3.9). Suppose Assumptions 4.1-4.3 hold and \( \eta < \frac{1}{2m} \), then

\[
\mu R_m^B(\|\cdot\|^{2p}) \leq \mu(\|\cdot\|^{2p}) + \tilde{c}(p),
\]

where

\[
\tilde{c}(p) = \frac{1}{m} \left( \frac{6}{m} \right)^{p-1} \left( 1 + \frac{2^{2p}p(2p-1)d}{m\beta} \right) \left( \left( 2b + 8\frac{M^2^2}{m^2} b \right)^{p} + 1 + 2\left( \frac{d}{\beta} \right)^{p-1} (2p-1)^p \right).
\]

Note that Chau et al. take the maximum value of \( \eta \) to be \( \min\{m/2M^2, 1/m\} \) while we take the smaller bound \( 1/2m \). The fact that this is smaller follows from the fact that \( M \geq m \) must hold.

### B.2 Divergence bounds

In this section we estimate the Wasserstein distance between \( \mu P_t^B \) and \( \nu \tilde{P}_t^B \) for any mini-batch \( B \subset [n] \) of size \( k \). We will do so using the synchronous coupling \((\theta_t, \tilde{\theta}_t)\), the solution to the system of SDEs

\[
d\theta_t = -\nabla F_S(\theta_t, B) dt + \sqrt{2\beta^{-1}} dW_t,
\]

\[
d\tilde{\theta}_t = -\nabla F_S(\tilde{\theta}_t, B) dt + \sqrt{2\beta^{-1}} dW_t,
\]

where \( W_t \) is a \( d \)-dimensional Wiener process and \((\theta_0, \tilde{\theta}_0) \) is some coupling of \((\mu, \nu)\).

We begin by considering the setting of Section 5. Recall that in this section we had SGLD perform updates with the regularized objectives \( \bar{F}_S \) and \( F_S \).

**Proof of Lemma 3.3** Let \( \pi \) be the coupling of \((\mu, \nu)\) that is optimal in the \( W_1 \)-sense (existence is guaranteed by Theorem 4.1 of [26]). Furthermore, let \((\theta_t, \tilde{\theta}_t)\) be the synchronous coupling with initial condition \((\theta_0, \tilde{\theta}_0) \sim \pi \). From this, follows the decomposition

\[
\theta_t - \tilde{\theta}_t = \theta_0 - \tilde{\theta}_0 + \int_0^t (\nabla \bar{F}_S(\theta_s, B) - \nabla \bar{F}_S(\tilde{\theta}_s, B)) \, ds
\]

Applying the norm to both sides and taking expectations yields

\[
\mathbb{E}\|\theta_t - \tilde{\theta}_t\| \leq \mathbb{E}\|\theta_0 - \tilde{\theta}_0\| + \int_0^t \mathbb{E}\|\nabla \bar{F}_S(\theta_s, B) - \nabla \bar{F}_S(\tilde{\theta}_s, B)\| \, ds
\]

\[
\leq \mathbb{E}\|\theta_0 - \tilde{\theta}_0\| + 2Lt.
\]

The bound in the statement follows once it is noted that \( \mathbb{E}\|\theta_0 - \tilde{\theta}_0\| = W_1(\mu, \nu) \) and \( W_1(\mu P_t^B, \nu \tilde{P}_t^B) \leq \mathbb{E}\|\theta_t - \tilde{\theta}_t\| \). \hfill \Box

In the dissipative setting of Section 4 we will need to compute how far the process diverges from the initial condition.

**Lemma B.3.** Suppose Assumptions 4.1 and 4.2 hold, then

\[
\mathbb{E}\|\theta_t - \theta_0\|^2 \leq 4M^2^2 \left( \mathbb{E}\|\theta_0\|^2 + \frac{3b + 2d/\beta}{m} \right)t^2 + 4d\beta^{-1}t.
\]

**Proof.** Using Jensen’s inequality, we obtain the following decomposition:

\[
\mathbb{E}\|\theta_t - \theta_0\|^2 \leq 2t \int_0^t \mathbb{E}\|\nabla F_S(\theta_s, B)\|^2 ds + 4\beta^{-1} \mathbb{E}\|W_t\|^2.
\]

Using Lemma A.3, the first term is bounded by

\[
\mathbb{E}\|\nabla F_S(\theta_s, B)\|^2 \leq 2\mathbb{E}\|\nabla F_S(\theta_s, B) - \nabla F_S(0, B)\|^2 + 2\mathbb{E}\|\nabla F_S(0, B)\|^2
\]

\[
\leq 2M^2 \mathbb{E}\|\theta_s\|^2 + 2M^2 \frac{b}{m}
\]

\[
\leq 2M^2 \mathbb{E}\|\theta_0\|^2 + 2M^2 \frac{3b + 2d/\beta}{m}.
\]
We define the relevant coupling \( \tilde{\mu}_R \) where we will bound the Wasserstein distance between
where the final inequality follows from Lemma A.1. With this, it follows that
Thus, by Grönwall’s inequality

\[
\begin{align*}
\|\theta_t - \theta_0\| &
\leq 4M^2 \left( \mathbb{E}\|\theta_0\|^2 + \frac{3b + 2d/\beta}{m} \right) t^2 + 4d\beta^{-1}t. 
\end{align*}
\]

\[\square\]

B.3 Discretization error bounds

In this section, we use synchronous-type couplings to obtain discretization error bounds. In particular, we will bound the Wasserstein distance between \( \mu_{R_x} \) and \( \mu_{R_X} \) for an arbitrary probability measure \( \mu \).

By the convexity of the Wasserstein distance (see Lemma 2.3),
\[
W_\rho(\mu_{R_x}, \mu_{R_X}) = \binom{n}{k}^{-1} \sum_{B \subset [n], |B| = k} W_\rho(\mu_{R_x}^B, \mu_{P_B}^B),
\]
where \( \mu_{R_x}^B \) is the distribution of one step of (discrete-time) SGLD with fixed mini-batch \( B \subset [n] \). Thus we consider an arbitrary mini-batch \( B \) of size \( k \) and seek to obtain bounds on \( W_\rho(\mu_{R_x}^B, \mu_{P_B}^B) \).

We define the relevant coupling \((\tilde{x}_t, \theta_{qt})\) for \( t \in [0, 1] \) as follows:
\[
dt = -\nabla F_S(\theta_t, B) dt + \sqrt{2\beta^{-1}} dW_t,
\]
\[
\tilde{x}_t = \tilde{x}_0 - \nabla F_S(x_0, B) \eta_t + \sqrt{2\beta^{-1}} W_{\eta t},
\]
where \( \theta_0 \sim \mu \) and \( \tilde{x}_0 = \theta_0 \).

Once again, we will start by considering the setting of Section 4.

Proof of Lemma 3.4 For the first part of the lemma, we consider the coupling \((\tilde{x}_t, \theta_{qt})\) constructed above (but for regularized objective \( \bar{F}_S \)). By Jensen’s inequality it follows that,
\[
\|
\theta_{qt} - \tilde{x}_t \| \leq \eta \int_0^t \|
\nabla \bar{F}_S(\theta_{qs}, B) - \nabla \bar{F}_S(\tilde{x}_0, B) \| ds 
\leq \eta (\lambda + M) \int_0^t \|
\theta_{qs} - \tilde{x}_s \| ds + \eta (\lambda + M) \int_0^t \|
\tilde{x}_s - \tilde{x}_0 \| ds.
\]

After taking expectations, the final term can be bounded using,
\[
\mathbb{E}\|
\tilde{x}_s - \tilde{x}_0 \| \leq \eta s \mathbb{E}\|
\nabla \bar{F}_S(\tilde{x}_0, B) \| + \sqrt{2\beta^{-1}} \mathbb{E}\|W_{\eta s} \|
\leq \frac{\eta s}{N} \sum_{i=1}^N \mathbb{E}\|
\nabla f(\tilde{x}_0, z_i) \| + \sqrt{2d\beta^{-1}} \eta s
\leq \eta s (\lambda \mathbb{E}\|\tilde{x}_0 \| + L) + \sqrt{2d\beta^{-1}} \eta s.
\]

Thus, by Grönwall’s inequality
\[
\mathbb{E}\|
\theta_{qt} - \tilde{x}_t \| \leq \eta (\lambda + M) \left[ \eta (\lambda \mathbb{E}\|\tilde{x}_0 \| + L) + \sqrt{2d\beta^{-1}} \eta \right] \exp((\lambda + M)\eta).
\]

Since \( \mu = \mu_0 R_x^t \) for some \( t \), we apply Lemma 3.1 to deduce
\[
\mathbb{E}\|
\theta_{qt} - \tilde{x}_t \| \leq \eta (\lambda + M) \left[ \eta (\lambda \mu_0(\| \cdot \|) + 2L) + \sqrt{2d\beta^{-1}} \eta \right] \exp((\lambda + M)\eta).
\]

The analogous result for the setting of Section 4 is derived with a similar technique:

Lemma B.4. Suppose Assumptions 4.1 and 4.2 hold. Then, for any probability measure \( \mu \) on \( \mathbb{R}^d \), we have
\[
W_2(\mu_{R_x}, \mu_{R_X})^2 \leq 8\eta^2 \exp(2\eta^2 M^2) M^2 (M^2 \mu(\| \cdot \|^2) + M^2 b/m + \beta^{-1}d).
\]
Proof. We proceed similarly to the proof of Lemma 3.4. By Jensen’s inequality, it follows that
\[
\mathbb{E}\|\theta_{\eta t} - \tilde{x}_t\|^2 \leq \frac{\eta^2}{t} \int_0^t \mathbb{E}\|\nabla F_S(\theta_{\eta s}, B) - \nabla F_S(\tilde{x}_0, B)\|^2 ds
\]
\[
\leq 2\frac{\eta^2}{t} M^2 \int_0^t \mathbb{E}\|\theta_{\eta s} - \tilde{x}_s\|^2 ds + 2\frac{\eta^2}{t} M^2 \int_0^t \mathbb{E}\|\tilde{x}_s - \tilde{x}_0\|^2 ds.
\]
The second term is bounded using the smoothness assumption and Lemma A.3:
\[
\mathbb{E}\|\tilde{x}_s - \tilde{x}_0\|^2 \leq 2\eta^2 s^2 \mathbb{E}\|\nabla F_S(\tilde{x}_0, B)\|^2 + 4\beta^{-1} d\eta s
\]
\[
\leq 4\eta^2 s^2 M^2 (\mathbb{E}\|\tilde{x}_0\|^2 + \beta/m) + 4\beta^{-1} d\eta s.
\]
Thus it follows from Grönwall’s inequality that
\[
\mathbb{E}\|\theta_{\eta t} - \tilde{x}_t\|^2 \leq \exp(2\eta^2 M^2) 8\eta^3 M^2 (M^2 \mu(\|\cdot\|^2) + M^2 b/m + \beta^{-1} d).
\]

\[\square\]

C Wasserstein contractions and reflection couplings

Given two initial distributions \(\mu\) and \(\nu\), define the reflection coupling \((X_t, Y_t)\) by,
\[
dX_t = -\nabla F_S(X_t, B) dt + \sqrt{2\beta^{-1}} dW_t,
\]
\[
dY_t = \begin{cases} -\nabla F_S(Y_t, B) dt + \sqrt{2\beta^{-1}} (I_d - 2c e e^T) dW_t, & \text{if } t < T, \\ dX_t, & \text{if } t \geq T, \end{cases}
\]
where we define the stopping time \(T = \inf\{t \geq 0 : X_t \neq Y_t\}\), \((X_0, Y_0) \sim \pi\) for some coupling \(\pi \in \mathcal{C}(\mu, \nu)\) and we define \(e_t := (X_t - Y_t)/\|X_t - Y_t\|\).

By Lévy’s characterization of Brownian motion, it follows that the Itô integral of \((I_d - 2c e e^T) dW_t\) does give a Brownian motion process. As with the synchronous coupling, this coupling is designed for analyzing the quantity \(Z_t := X_t - Y_t\). Indeed, for \(t < T\),
\[
dZ_t = - (\nabla F_S(X_t, B) - \nabla F_S(Y_t, B)) dt + 2\sqrt{2\beta^{-1}} Z_t/\|Z_t\| dW_t.
\]
Furthermore, if we set \(r_t = \|Z_t\|\) then by Itô’s lemma, for any \(t < T\),
\[
dr_t = -r_t^{-1} Z_t \cdot (\nabla F_S(X_t, B) - \nabla F_S(Y_t, B)) dt + 2\sqrt{2\beta^{-1}} dW_t.
\]
For completeness, we will briefly discuss the two contraction results used in this paper.

C.1 Contractions in 1-Wasserstein distance

In this section, we will discuss the technique used to obtain the result in [8] that leads to Lemma 3.5. In the paper by Eberle [8], they obtain exponential contractions between \(X_t\) and \(Y_t\) with respect to \(W_g := W_{\rho_g}\) where \(\rho_g\) is a metric defined by \(\rho_g(x, y) = g(\|x - y\|)\) and \(g\) is a strictly-increasing concave function. The contraction is obtained only under the condition that \(\lim_{r \to \infty} \kappa(r) > 0\) where we define,
\[
\kappa(r) = \beta \inf \left\{ \frac{\langle \nabla F_S(x, B) - \nabla F_S(y, B), x - y \rangle}{\|x - y\|^2} : \|x - y\| = r \right\}.
\]
In the proof, they proceed by using Itô’s Lemma to compute, for an arbitrary \(g : \mathbb{R}^+ \cup \{0\} \to \mathbb{R}^+ \cup \{0\}\),
\[
dg(r_t) \leq \beta^{-1} (4g''(r_t) - r_t \kappa(r_t) g'(r_t)) dt + \sqrt{2\beta^{-1}} dW_t,
\]
for each \(t < T\). To obtain a contraction, they define a function \(g\) such that \(4g''(r) - r \kappa(r) g'(r) \leq -\beta g(r)/c\) holds for some \(c > 0\). Under suitable integrability conditions this leads to,
\[
\mathbb{E}g(r_t) \leq \mathbb{E}g(r_0) - c^{-1} \int_0^t \mathbb{E}g(r_s) ds.
\]
From Grönwall’s inequality, it follows that
\[ \mathbb{E} g(X_t, Y_t) = \mathbb{E} g(r_t) \leq e^{-t/c} \mathbb{E} g(r_0) = e^{-t/c} \mathbb{E} p_{g}(X_0, Y_0). \]

Eberle shows that under the condition \( \lim_{r \to \infty} \kappa(r) > 0 \), such a \( g \) can be obtained for \( c = \beta R^2 / 4 \varphi_{min} \) where,
\[ R_0 := \inf \{ r' \geq 0; \kappa(r') \geq 0, \forall r \geq r' \}, \quad R_1 := \inf \{ r' \geq R_0; \kappa(r') r'(r' - R_0) \geq 8, \forall r \geq r' \}, \]
\[ \varphi_{min} := \exp \left( -\frac{1}{4} \int_0^{R_0} s \kappa^{-}(s) ds \right). \]

We will not include the definition of \( g \) in this paper for the sake of brevity, but we recall an important property: \( \varphi_{min}/2 \leq g' \leq 1 \). This will allow us to compare the \( W_g \) metric with the 1-Wasserstein distance.

To simplify the constants given above, we will consider the case of Section 3 where we assume the loss function is \( L \)-Lipschitz and SGLD is performed using a weight decay regularized objective function, denoted by \( \tilde{F}_S \).

**Proof of Lemma 3.3** From the Lipschitz and smoothness assumptions we obtain the estimates,
\[ \langle \nabla \tilde{F}_S(x, B) - \nabla \tilde{F}_S(y, B), x - y \rangle \geq \lambda \| x - y \|^2 - M \| x - y \|^2, \]
\[ \langle \nabla \tilde{F}_S(x, B) - \nabla \tilde{F}_S(y, B), x - y \rangle \geq \lambda \| x - y \|^2 - 2L \| x - y \|. \]

Since \( \lambda r^2 - 2Lr \geq \frac{\lambda}{2} r^2 \) for \( r \geq 4L/\lambda \) we obtain
\[ \kappa(r) \geq \begin{cases} -a, & \text{if } r < R, \\ b, & \text{if } r \geq R, \end{cases} \]
where \( a = \beta(M - \lambda), b = \beta \lambda / 2, R = 4L/\lambda. \) Since \( R \geq R_0 \) and \( \kappa^{-} \leq a \), an estimate of \( \varphi_{min} \) is given by
\[ \varphi_{min} \geq \exp \left( -\frac{aR^2}{8} \right). \]

To bound \( R_1 \) from above we will estimate \( \tilde{R}_1 \) which is given by
\[ \tilde{R}_1 = \inf \{ r' \geq R; b(r - R) \geq 8, \forall r \geq r' \}. \]

Since by assumption \( \kappa(r) \tilde{R}_1 (\tilde{R}_1 - R) \geq 8 \) for each \( r \geq \tilde{R}_1 \) and further \( (\tilde{R}_1 - R_0) \geq (\tilde{R}_1 - R) \), we deduce that \( R_1 \leq \tilde{R}_1 \). This quantity can be computed to give,
\[ \tilde{R}_1 = R + \sqrt{\frac{R^2}{4} + \frac{8}{b}} \leq R + \frac{2\sqrt{2}}{\sqrt{b}}. \]

It then follows that the contraction in the statement holds with rate
\[ \frac{\beta R^2}{4 \varphi_{min}} \leq \frac{R^2 + 8/b}{2\beta^{-1} \exp(-aR^2/8)} = c_1 c_2. \]

This result can be sharpened in the convex case \( \lambda \geq M \). In Remark 5 of [8] they show that in this case \( R_0 = 0 \) and hence \( \varphi_{min} = 1 \). Furthermore, \( R_1 \leq \max(R, \sqrt{8/b}) \) which leads to,
\[ \frac{\beta R^2}{4 \varphi_{min}} \leq c_3. \]
C.2 Contraction under dissipativity

As noted in Section 4.1, obtaining contractions in the full dissipative case is more difficult. In this case, we consider the semimetric

$$\rho(x, y) := g(||x - y||)(1 + \varepsilon V(x) + \varepsilon V(y)),$$

where $\varepsilon < 1$, $g : \mathbb{R}^+ \cup \{0\} \to \mathbb{R}^+ \cup \{0\}$ is some concave, bounded and non-decreasing function and we define

$$V(x) := 1 + ||x||^2.$$

The contraction result that we adopt is from a paper by Eberle et al. [9]. This result has previously been adopted in the same setting that we consider [5, 32] so we refer to the paper by Chau et al. [5] for a more detailed recollection.

Define the following constants:

$$R := 2 \sqrt{(\beta d + \beta m + b)(\frac{1}{\beta m} + 1)} - 1, \quad \varphi := \frac{1}{2} \exp \left( -\frac{\beta M}{2} R^2 - 2R \right),$$

$$\varepsilon := 1 \land \varphi / R^2 (\beta b + \beta m + d), \quad C_4 := \frac{\beta}{2} \left( \min \left\{ \beta m/2, 2(\beta b + \beta m + d)\varepsilon, 2\varphi / R^2 \right\} \right)^{-1}. \quad (11)$$

**Lemma C.1.** Suppose Assumptions [4, 1] and [4, 2] hold. Then there exists a function $g$, such that for each $t \geq 0$,

$$W_{\rho}(\mu F_t^B, \nu F_t^B) \leq e^{-t/C_4} W_{\rho}(\mu, \nu).$$

Furthermore, $g$ is constant on $[R, +\infty)$ and $\varphi r \leq g(r) \leq r$.

In the paper by Eberle et al. [9], only the case of $\beta = 2$ is considered and so we must change our processes to suit this setting. If we have $A_t$ satisfy (2) and set $X_t = A_{\beta t/2}$, then it follows from Theorem 8.5.1 of [20] that $\bar{X}_t$ satisfies

$$dX_t = \frac{\beta}{2} \nabla F_3(X_t, B) dt + dW_t.$$

As in the previous section, we have $(X_t, Y_t)$ be the reflection coupling for the above equation where $(X_0, Y_0) \sim \pi$ and $\pi$ is the $W_{\rho}$-optimal coupling of $\mu$ and $\nu$.

Eberle et al. proceed in a similar fashion to what was laid out in the previous section, but the process for choosing $g$ is slightly different. Using the product rule, we can compute the following SDE for $\rho(X_t, Y_t)$:

$$d\rho(X_t, Y_t) = d(g(r_t)G(X_t, Y_t)) = G(X_t, Y_t) dg(r_t) + g(r_t) dG(X_t, Y_t) + [g(r_t), G(X, Y)]_t,$$

where we recall $r_t = ||X_t - Y_t||$ and the final term is the covariation of $g(r_t)$ and $G(X_t, Y_t)$. This term can be estimated as follows:

$$d[g(r_t), G(X_t, Y_t)]_t = 4g'(r_t) \varepsilon |X_t - Y_t| \leq 4g'(r_t) G(X_t, Y_t).$$

Furthermore, from the bound on the generator of $X_t$,

$$\mathcal{L}V(x) = -\beta (x, \nabla F_3(x, B)) + d \leq -\beta m ||x||^2 + \beta b + d,$$

Eberle et al. estimate $dG(X_t, Y_t)$ by

$$dG(X_t, Y_t) \leq (2(\beta b + \beta m + d)\varepsilon I_{r_t < R_1} - \min \{\beta m/2, 2(\beta b + \beta m + d)\varepsilon\} G(X_t, Y_t) I_{r_t \geq R_2}) dt + dM^1_t,$$

where $M^1_t$ is a martingale and $R_1, R_2$ are positive constants such that $0 < R_1 < R_2 < R$. Returning back to the product rule, we obtain

$$d\rho(X_t, Y_t) = G(X_t, Y_t) dg(r_t) + (2(\beta b + \beta m + d)\varepsilon I_{r_t < R_1} g(r_t)$$

$$- \min \{\beta m/2, 2(\beta b + \beta m + d)\varepsilon\} \rho(X_t, Y_t) I_{r_t \geq R_2} + 4g'(r_t) G(X_t, Y_t)) dt + g(r_t) dM^1_t.$$

What remains is designing a function $g$ such that the right hand side is less than $-c\rho(X_t, Y_t)$ for some $c > 0$. First, with Itô’s Lemma and the smoothness assumption, it follows that

$$dg(r_t) \leq 2(\beta M g'(r_t) r_t + g''(r_t)) dt + 2g'(r_t) (\varepsilon_t, dW_t).$$
Though we will not explicitly include their construction, we remark that Eberle et al. construct a function $g$ such that

$$2(\beta M g(r) r + g''(r)) \leq -2\varphi / R^2 g(r) 1_{r < R_2} - 2\varphi / R^2 g(r) 1_{r_1 < r_2} - 4g'(r_t).$$

From this we deduce that for $\varepsilon \leq \varphi / R^2 (\beta b + \beta m + d),$

$$d\rho(X_t, Y_t) \leq \left( -2\varphi / R^2 1_{r < R_2} - \min\{\beta m/2, 2(\beta b + \beta m + d)\varepsilon\} 1_{r_1 \geq R_2}\right) \rho(X_t, Y_t) + dM_t^2$$

for some martingale $M_t^2$. Thus, via the same argument used in Section C.1, we obtain the contraction,

$$\mathbb{E}\rho(X_t, Y_t) \leq e^{-\beta t/2c_4} \mathbb{E}\rho(X_0, Y_0).$$

Once we note that $W_\rho(\mu P^B, \nu P^B) \leq \mathbb{E}\rho(X_{2t/\beta}, Y_{2t/\beta})$ and $\mathbb{E}\rho(X_0, Y_0) = W_\rho(\mu, \nu)$, the contraction estimate given in the lemma immediately follows.

**D Proof of Theorem 4.1**

**D.1 Properties of the semimetric**

Before we proceed with the proof of the theorem, we require some basic properties of the semimetric $\rho$. Recall that $\rho$ is defined by

$$\rho(x, y) = g(||x - y||)(1 + 2\varepsilon + \varepsilon ||x||^2 + \varepsilon ||y||^2),$$

where $g$ is concave and $g(r)$ is constant for $r > R$. Furthermore, we recall that $\varphi r \leq g(r) \leq r$

First, we prove Lemma 4.3, the $W_\rho$-continuity for functions of quadratic growth. A similar result is given in [23] for the 2-Wasserstein distance.

**Proof of Lemma 4.3** Let $x, y \in \mathbb{R}^d$, then using the smoothness assumption it follows that for any $z \in \mathcal{Z},$

$$f(x, z) - f(y, z) = \int_0^1 (x - y, \nabla f((1 - t)y + tx)) dt$$

$$\leq \int_0^1 ||x - y|| \left( M ((1 - t)y + tx) + ||\nabla f(0, z)|| \right) dt$$

$$= M ||x - y|| \left( \sqrt{b/m} \left( ||x||^2 + ||y||^2 \right) / 2 \right),$$

where, for the inequality, we have used Lemma A.3. Next, we use basic properties of the semimetric to show that this quantity is controlled by $\rho(x, y).$ For $||x - y|| \leq R$, we use $f(||x - y||) \geq \varphi ||x - y||$ to deduce

$$f(x, z) - f(y, z) \leq M \frac{\varphi}{\varphi'} g(||x - y||) \left( 1 + \sqrt{b/m} + \frac{||x||^2}{2} + \frac{||y||^2}{2} \right) \leq M(\sqrt{b/m} + 1) \frac{1}{2\varphi} \rho(x, y)$$

If $||x - y|| > R$, then from $||x|| + ||y||) \leq 2||x||^2 + 2||y||^2$ it follows that

$$f(x, z) - f(y, z) \leq M \left( \sqrt{b/m} (||x|| + ||y||) + ||x||^2 + ||y||^2 \right)$$

$$\leq \frac{M}{g(R)} g(||x - y||) \left( 1 + (b/m + 1)(||x||^2 + ||y||^2) \right)$$

$$\leq \frac{M(b/m + 1)}{\varphi \varepsilon R} \rho(x, y).$$

Combining these results, it follows that

$$f(x, z) - f(y, z) \leq \frac{M(b/m + 1)}{\varphi \varepsilon (R \vee 1)} \rho(x, y).$$
Now let $S, \hat{S} \in \mathbb{Z}^n$ and suppose $\pi$ is the $W_\rho$-optimal coupling of $\text{law}(A(S))$ and $\text{law}(A(\hat{S}))$ (which must exist due to Theorem 4.1 of [26]). If we consider the random variables $(X, Y) \sim \pi$, then it follows from above that

$$\mathbb{E}f(X, z) - \mathbb{E}f(Y, z) \leq \frac{M(b/m + 1)}{\varphi R(\varphi R + 1)} W_\rho \left( \text{law}(A(S)), \text{law}(A(\hat{S})) \right).$$

Since the right hand side is symmetric in $S$ and $\hat{S}$, we find that this upper bounds $\varepsilon_{\text{stab}}(A)$. \hfill \Box

In the proof of Theorem 3.1 we rely on the triangle inequality which is not available to us when using the metric $\rho$. However we can show a weak triangle inequality holds:

**Lemma D.1** (Weak triangle inequality). For any $x, y, z \in \mathbb{R}^d$ it holds that,

$$\rho(x, y) \leq \rho(x, z) + 2\left(1 + \frac{R}{\varphi}(\varepsilon R + 1)\right) \rho(z, y).$$

**Proof.** If both $\|x - z\|, \|z - y\| \geq R$, then the triangle inequality follows immediately from the definition of $\rho$:

$$\rho(x, y) = g(R)(1 + 2\varepsilon + \varepsilon\|x\|^2) + g(R)(\varepsilon\|y\|^2) \leq \rho(x, z) + \rho(z, y).$$

In the case of $\|x - z\| \leq R, \|z - y\| \geq R$, we use the boundedness of $g$ as well as the inequality $\|x\|^2 \leq 2\|z\|^2 + 2R^2$ to deduce

$$\rho(x, y) \leq g(R)(1 + 2\varepsilon + \varepsilon\|y\|^2 + 2\varepsilon\|z\|^2 + 2\varepsilon R^2) \leq 2(\varepsilon R^2 + 1) \rho(y, z).$$

For the final two cases, we first deduce the following inequality: if $\|x - y\| \leq R, \|x\|^2 - \|y\|^2 \leq \|x - z\|(\|x\| + \|y\|) \leq \frac{1}{\varepsilon} f(\|x - y\|)(\|x\| + \|y\|)$. From this, it follows that for the case $\|x - z\| \geq R, \|z - y\| \leq R$,

$$\rho(x, y) \leq g(R)(1 + 2\varepsilon + \varepsilon\|x\|^2 + \varepsilon\|y\|^2) + \varepsilon g(R) \rho(\|y\| - \|z\|) \leq g(R)(1 + 2\varepsilon + \varepsilon\|x\|^2 + \varepsilon\|y\|^2) + \varepsilon g(R) f(\|y - z\|)(\|y\| + \|z\|) \leq \rho(x, z) + \frac{g(R)}{\varphi} \rho(y, z).$$

If $\|x - z\|, \|z - y\| \leq R$, we use the convexity of $g$ and the inequality $g(\|x - y\|) \leq g(\|x - z\|) + g(\|z - y\|)$ to deduce

$$\rho(x, y) \leq \rho(x, z) + \rho(z, y) + \varepsilon g(\|x - z\|)(\|y\|^2 - \|z\|^2) + \varepsilon g(\|z - y\|)(\|x\|^2 - \|z\|^2) \leq \rho(x, z) + \rho(z, y) + \varepsilon \left( \frac{1}{\varphi} g(\|x - z\|) g(\|z - y\|)(\|x\|^2 + 2\|z\|^2 + \|y\|^2) \right) \leq \rho(x, z) + \rho(z, y) + \varepsilon \left( \frac{g(R)}{\varphi} g(\|z - y\|)(2R + 2\|z\|^2 + 2\|y\|^2) \right) \leq \rho(x, z) + \left( 1 + \frac{2g(R)}{\varphi}(\varepsilon R + 1) \right) \rho(z, y).$$

The result follows once it is noted that the coefficients derived in each case can be upper bounded by $2(1 + R(\varepsilon R + 1)/\varphi)$. \hfill \Box

For computing the discretization error, we will find it easier to compute in the 2-Wasserstein distance, to this end we require the following lemma:

**Lemma D.2** (Comparison with the 2-Wasserstein distance). For any two probability measures $\mu$ and $\nu$ on $\mathbb{R}^d$,

$$W_\rho(\mu, \nu) \leq W_2(\mu, \nu)(1 + 2\varepsilon + \mu(\cdot) \cdot 1)^{1/2} + \nu(\cdot) \cdot 1^{1/2}.$$

**Proof.** This follows immediately from the property $f(r) \leq r$ and the Cauchy-Schwarz inequality. \hfill \Box
Finally, to compute the divergence bound, we will need the following result. Note that it is because of this result that we can only obtain $O(\eta^{1/2})$ divergence bounds as oppose to the $O(\eta)$ bounds obtained in the Lipschitz case.

**Lemma D.3.** Suppose $X, Y, \Delta_x$ and $\Delta_y$ are random variables on $\mathbb{R}^d$, then

\[
\mathbb{E}\rho(X + \Delta_x, Y + \Delta_y) \leq \mathbb{E}\rho(X, Y) + \sigma_{\Delta}^{1/2}(1 + 2\varepsilon + 6\varepsilon\sigma_{\Delta}^{1/2}),
\]

where we define $\sigma_{\Delta} := \mathbb{E}||\Delta_x||_2^2 \sqrt{\mathbb{E}||\Delta_y||_2^2}$ and $\sigma := \mathbb{E}||X||_4^4 \sqrt{\mathbb{E}||X + \Delta_x||_4^4 \sqrt{\mathbb{E}||Y + \Delta_y||_4^4}}$.

**Proof.** Using the convexity of $g$ which yields the inequality $g(\|X + \Delta_x - Y - \Delta_y\|) \leq g(\|X - Y\|) + g(\|\Delta_x - \Delta_y\|)$, as well as the property $g(r) \leq r$, it follows that

\[
\begin{align*}
\rho(X + \Delta_x, Y + \Delta_y) &\leq \rho(X, Y) + \varepsilon g(\|X - Y\|)(\|X + \Delta_x\|^2 - \|X\|^2 + \|Y + \Delta_y\|^2 - \|Y\|^2) \\
&\quad + \varepsilon g(\|\Delta_x - \Delta_y\|)(1 + 2\varepsilon + \varepsilon\|X + \Delta_x\|^2 + \varepsilon\|Y + \Delta_y\|^2)
\end{align*}
\]

For any three random variables $A, B, C$, the Cauchy-Schwarz inequality can be applied twice to obtain $\mathbb{E}ABC \leq (\mathbb{E}A^2)^{1/2}(\mathbb{E}B^4)^{1/4}(\mathbb{E}C^4)^{1/4}$. From this we deduce the following:

\[
\begin{align*}
\mathbb{E}\rho(X + \Delta_x, Y + \Delta_y) &\leq \mathbb{E}\rho(X, Y) + \varepsilon\sigma_{\Delta}^{1/2}(2\sigma_{\Delta}^{1/4})(2\sigma_{\Delta}^{1/4}) + \varepsilon\sigma_{\Delta}^{1/2}(2\sigma_{\Delta}^{1/4})(2\sigma_{\Delta}^{1/4}) \\
&\quad + 2\sigma_{\Delta}^{1/2}(1 + 2\varepsilon + \varepsilon\sigma_{\Delta}^{1/2} + \varepsilon\sigma_{\Delta}^{1/2}) \\
&\leq \mathbb{E}\rho(X, Y) + 2\sigma_{\Delta}^{1/2}(1 + 2\varepsilon + 6\varepsilon\sigma_{\Delta}^{1/2}).
\end{align*}
\]

\[\square\]

**D.2 Proof of Theorem 4.1**

We give a similar argument to that given in the proof of Theorem 3.1. Using the property of the semimetric given in Lemma D.3 as well as the results of Lemmas B.2 and A.1, it follows that

\[W_{\rho}(\mu^{PB}_{\eta}, \nu^{PB}_{\eta}) \leq W_{\rho}(\mu, \nu) + 2\eta^{1/2}(M^2\sigma_{\Delta}^{1/2} + M^2\bar{c}_2^{1/2} + 2d/\beta + d/\beta)^{1/2}
\]

\[\cdot \left(1 + 2\varepsilon + 6\varepsilon\sigma_{\Delta}^{1/2} + 12\varepsilon + (d + 2)/\beta m\right),
\]

where $\sigma_{\Delta} = \mu(\|\cdot\|^4) \wedge \nu(\|\cdot\|^4)$. Furthermore, if we suppose that $\mu = \mu_0 R_t^l$ and $\nu = \nu_0 \hat{R}_X^l$ for some $t$, then with Lemma B.2 we obtain $\sigma_{\Delta} \leq \rho_0(\|\cdot\|^4) + \hat{c}(2)$ (see Lemma B.2 for the definition of $\hat{c}(p)$) and thus we obtain the bound $W_{\rho}(\mu^{PB}_{\eta}, \nu^{PB}_{\eta}) \leq W_{\rho}(\mu, \nu) + \hat{c}_2\eta^{1/2}$ with constant

\[\hat{c}_2 := 2\left(M^2\sigma_{\Delta}^{1/2} + M^2\bar{c}(2)^{1/2} + M^2\bar{c}(2)^{1/2} + 2d/\beta + d/\beta\right)
\]

\[\cdot \left(1 + 2\varepsilon + 6\varepsilon\sigma_{\Delta}^{1/2} + 6\varepsilon\bar{c}(2)^{1/2} + 12\varepsilon + (d + 2)/\beta m\right).
\]

Borrowing the convexity argument given in the proof of Theorem 3.1 it follows from the contraction in Lemma C.1 and the above equation that

\[W_{\rho}(\mu R_X, \nu \hat{R}_X) \leq \hat{c}_3 W_{\rho}(\mu, \nu) + \hat{c}_3\eta^{1/2},
\]

where $\hat{c}_3 := \frac{k}{n} + (1 - \frac{k}{n})e^{-\eta/C_4}$. Thus it follows by induction that

\[W_{\rho}(\mu_0 R^t_X, \mu_0 \hat{R}_X^l) \leq \frac{1 - \hat{c}_3\eta^{1/2}}{1 - \hat{c}_3\eta^{1/2}}\eta^{1/2}.
\]

Using Lemma 4.3 it follows that

\[\varepsilon_{stab}(X_{nt}) \leq C_5 \frac{1 - \hat{c}_3\eta^{1/2}}{1 - \hat{c}_3\eta^{1/2}}\eta^{1/2},
\]
with constant,

\[ C_5 := \frac{M(\sigma_2 + \sqrt{b/m})}{\varphi \varepsilon (R \lor 2)} \tilde{c}_2. \]  

(12)

After recalling the argument from the proof of Theorem 3.1 that deduces \( \frac{1 - \tilde{c}_2}{1 - \tilde{c}_3} \leq \min\{t, \eta(C_4 + 1)/(1 - k/n)\} \), the bound in the statement follows.

Next, from the weak triangle inequality in Lemma D.1 it follows that,

\[ W_\rho(\mu_0 R_x, \mu_0 \hat{R}_X) \leq \tilde{c}_4 W_\rho(\mu_0 R_x, \mu_0 R'_X) + \tilde{c}_4 W_\rho(\mu_0 \hat{R}_X, \mu_0 \hat{R}'_X), \]

with \( \tilde{c}_4 := 1 + \frac{2g(R)}{\varphi} (\varepsilon R \lor 1) \). Using the comparison with the 2-Wasserstein distance in Lemma D.2 and the bounds in Lemmas B.4 and B.2 we obtain \( W_\rho(\mu_0 R'_x, \mu_0 R'_X) \leq \tilde{c}_5 \eta^{3/2} \), where

\[ \tilde{c}_5 := 2\sqrt{2} \exp(M^2) M \left( M^2 \sigma_4^{1/2} + M^2 \tilde{c}(2)^{1/2} + M^2 b/m + \beta^{-1} \right)^{1/2} \left( 1 + 2\varepsilon \left[ 1 + \sigma_4^{1/2} + \tilde{c}(2)^{1/2} \right] \right). \]

Thus, we can compute another contraction estimate and using Lemma 4.3

\[ \varepsilon_{\text{stab}}(x_t) \leq C_6 \frac{1 - \tilde{c}_2}{1 - \tilde{c}_3} \left( \frac{k}{n} \eta^{1/2} + \eta^{3/2} \right), \]

\[ C_6 := \frac{M(\sigma_2 + \sqrt{b/m})}{\varphi \varepsilon (R \lor 2)} \left( \tilde{c}_2 \lor 2\tilde{c}_4 \tilde{c}_5 \right). \]  

(13)