A SHARP LORENTZ-INvariant STRICHARTZ NORM EXPANSION FOR THE CUBIC WAVE EQUATION IN $\mathbb{R}^{1+3}$

GIUSEPPE NEGRO

Abstract. We provide an asymptotic formula for the maximal Strichartz norm of small solutions to the cubic wave equation in Minkowski space. The leading coefficient is given by Foschi’s sharp constant for the linear Strichartz estimate. We calculate the constant in the second term, which differs depending on whether the equation is focusing or defocusing. The sign of this coefficient also changes accordingly.

1. Introduction

Considering solutions $v$ to the linear wave equation $\partial_t^2 v = \Delta v$ in Minkowski space, Foschi [12] found the best constant $S_0 = \frac{3}{16\pi}$ in the Strichartz inequality

$$\|v\|_{L^4(\mathbb{R}^{1+3})}^4 \leq S_0 \|v(t)\|_{\dot{H}^{1/2}(\mathbb{R}^3)}^4,$$  

(1)

where $v(t) = (v(t), \partial_t v(t))$ and $\dot{H}^{1/2}(\mathbb{R}^3) = \dot{H}^{1/2} \times \dot{H}^{-1/2}(\mathbb{R}^3)$. He also characterized the maximizers via symmetries of the inequality, including Lorentzian boosts.

Here we consider real-valued, global solutions $u$ to the cubic equation

$$\partial_t^2 u - \Delta u = \sigma u^3,$$  

(NLW)

where $\sigma \neq 0$. This equation is locally well-posed in $\dot{H}^{1/2}$, and small solutions are global; see the second section. It is well-known, and we present a proof in Appendix B, that $\|u(t)\|_{\dot{H}^{1/2}}$ is neither conserved in time, nor invariant under Lorentzian boosts. This has proved to be a fundamental obstruction; see [6, 7].

In order to circumvent these difficulties, we consider

$$I(\delta) = \sup \left\{ \|u\|_{L^4(\mathbb{R}^{1+3})}^4 \left| \lim_{t \to -\infty} \|u(t)\|_{\dot{H}^{1/2}(\mathbb{R}^3)} \leq \delta \right. \right\},$$  

(2)

which is manifestly invariant under translations in time, and we will prove in the third section that this is also invariant under Lorentzian boosts.

Our main concern thereafter, will be the proof of the following sharp asymptotic estimate.
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Theorem 1.1. Let $S_0 = \frac{3}{16\pi}$ and let $\delta > 0$ be sufficiently small. Then the supremum in (2) is attained and
\[
I(\delta) = S_0 \delta^4 + \sigma S_1 \delta^6 + O(\delta^8),
\]
as $\delta \to 0$, where
\[
S_1 = \begin{cases} \frac{29}{2^m \pi^2}, & \sigma > 0 \quad \text{(focusing)}, \\ \frac{5}{2^m \pi}, & \sigma < 0 \quad \text{(defocusing)}. \end{cases}
\]

A similar asymptotic expansion was proven for the nonlinear Schrödinger equation, with $n = 1$ or 2, by Duyckaerts, Merle and Roudenko [10]; this is so far the only paper concerning maximizers for Strichartz norms in the nonlinear case. Our asymptotic analysis in the fourth section will be an adaptation of their argument. A key ingredient is the following version of the Strichartz inequality (1), in which the left-hand side is sharpened by adding a term proportional to the distance from the set $M$ of maximizers. This was proved recently in [18]. Consideration of inequalities of this type originated in a question of Brezis and Lieb [2, question (c)], who asked whether the Sobolev inequality could be sharpened in the same way.

\[ \left\| \frac{S f}{4 \pi} \right\|_{L^2(\mathbb{R}^1 \times \mathbb{R}^3)}^2 + c d(f, M)^2 \leq S_0^{1/2} \left\| f \right\|_{\dot{H}^{1/2}(\mathbb{R}^3)}^2, \quad \text{(3)} \]

where
\[ M := \left\{ g \in \dot{H}^{1/2}(\mathbb{R}^3) \left| \left\| \frac{S g}{4 \pi} \right\|_{L^2(\mathbb{R}^1 \times \mathbb{R}^3)}^4 = S_0 \left\| \frac{g}{4 \pi} \right\|_{\dot{H}^{1/2}(\mathbb{R}^3)}^4 \right. \right\}, \quad \text{(4)} \]
and $d(f, M) := \inf \{ \left\| f - g \right\|_{\dot{H}^{1/2}(\mathbb{R}^3)} | g \in M \}$.

In the fifth section, we use the Penrose transform to calculate the constant $S_1$. This step requires the explicit knowledge of the linear maximizers. In the sixth section, we will prove the existence of maximizers using a standard argument based on a nonlinear profile decomposition, which will be proved in Appendix A. In the final section we give a partial result concerning the uniqueness of these maximizers. This requires the study of some geometrical properties of $M$, which is carried out in Appendix C.

There is intense research currently on the dynamics of the cubic wave equation ([NLM]) in $\dot{H}^{1/2}$; see [3, 4, 7, 21, 22] and the recent [5, 6, 8]. However, to the knowledge of the author, the only paper, other than the present one, that deals with Lorentzian transformations is the work of Ramos [20]; see also [17] for the Klein-Gordon equation.

The problem of finding sharp bounds for the Strichartz norm of solutions to nonlinear equations is open for large data. Duyckaerts and Merle [9] obtained a sharp bound for solutions to the focusing quintic wave equation that are close to the threshold solution. For the defocusing quintic wave equation in $\mathbb{R}^{1+3}$, Tao [23] gives a bound of the $L^4(\mathbb{R}; L^{12}(\mathbb{R}^3))$ norm in terms of a tower of exponentials of the $\dot{H}^1 \times L^2$ norms of initial data. This result holds for all data, not just small, but is unlikely to be sharp, and it is interesting to note that a much smaller bound had previously been given in the radial case by Ginibre, Soffer and Velo [13].
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2. Preliminaries

For a general function \( w \) on \( \mathbb{R}^{1+3} \), we will write \( w_{\mathcal{F}}(t, \cdot) \mathcal{F} \).

We use the box notation for the d'Alembert operator:

\[ \square w := \Box_t^2 w - \Delta w. \]

For solutions to the linear equation \( \square v = 0 \) we will tend to use the letter \( v \) and if the initial data is given \( v(0) = f \), we denote \( S f = v \).

We now turn to the definition of a solution to (NLW). Here we will consider only global solutions which scatter to linear solutions as \( t \to -\infty \).

The following operator is adapted to this.

Definition 2.1. For \( F \in L^{4/3}(\mathbb{R}^{1+3}) \), we define

\[ \square^{-1} F(t, \cdot) = \int_{-\infty}^t \frac{\sin((t-s)\sqrt{-\Delta}) (F(s, \cdot))}{\sqrt{-\Delta}} \, ds. \quad (5) \]

This is well-defined because of the inhomogeneous Strichartz estimate, which follows by a standard duality argument from the Strichartz estimate of the introduction; see, for example, [16, Corollary 1.3].

Proposition 2.2. Let \( F \in L^{4/3}(\mathbb{R}^{1+3}) \) and \( w = \square^{-1} F \). Then

\[ \|w\|_{L^4(\mathbb{R}^{1+3})} + \sup_{t \in \mathbb{R}} \|w(t)\|_{\dot{H}^{1/2}} \leq C\|F\|_{L^{4/3}(\mathbb{R}^{1+3})}. \quad (6) \]

Moreover, the map

\[ t \in \mathbb{R} \mapsto w(t) \in \dot{H}^{1/2}(\mathbb{R}^3) \]

is continuous.

Remark 2.3. Replacing \( F \) with \( F_1 \mathbb{1}_{\{t < T\}} \), we immediately see that the following estimate also holds;

\[ \|w\|_{L^4((-\infty, T) \times \mathbb{R}^3)} + \sup_{t \leq T} \|w(t)\|_{\dot{H}^{1/2}} \leq C\|F\|_{L^{4/3}((-\infty, T) \times \mathbb{R}^3)}, \quad \forall T \in \mathbb{R}. \]

With this we obtain existence and uniqueness of small solutions by a standard application of the fixed-point theorem.

Proposition 2.4. There exists \( \delta > 0 \) such that, if \( \|f\|_{\dot{H}^{1/2}(\mathbb{R}^3)} < \delta \), then there exists a unique solution \( u \) to (NLW) that satisfies the condition

\[ \lim_{t \to -\infty} \|u(t) - S f(t)\|_{\dot{H}^{1/2}} = 0, \]

which we define as the fixed point of the mapping

\[ w \mapsto S f + \sigma \square^{-1}(w^3), \]

in the space \( L^4(\mathbb{R}^{1+3}) \cap C(\mathbb{R}; \dot{H}^{1/2}(\mathbb{R}^3)) \). Moreover, the nonlinear operator

\[ \Phi : f \mapsto u \]
is locally bounded on \( \hat{H}^{1/2}(\mathbb{R}^3) \), in the sense that
\[
\| \Phi(f) \|_{L^2(\mathbb{R}^{1+3})} + \sup_{t \in \mathbb{R}} \| \Phi(f)(t) \|_{\hat{H}^{1/2}} \leq C_\delta \| f \|_{\hat{H}^{1/2}}.
\] (7)

In particular, we see that \( I(\delta) \) is finite for small enough values of \( \delta > 0 \).

**Remark 2.5.** The nonlinear operator \( \Phi \) is also differentiable for \( \| f \|_{\hat{H}^{1/2}} < \delta \). We denote its directional derivative by
\[
\Phi'(f)g := \frac{d}{d\varepsilon} \Phi(f + \varepsilon g) \bigg|_{\varepsilon = 0}, \quad \forall g \in \hat{H}^{1/2}.
\]

### 3. Lorentzian invariance

For all \( \alpha \in (-1, 1) \) we define a linear transformation of \( \mathbb{R}^{1+3} \) as
\[
L^\alpha(\tau, \xi_1, \xi_2, \xi_3) = \begin{bmatrix}
\gamma & -\gamma \alpha & 0 & 0 \\
-\gamma \alpha & \gamma & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]
where \( \gamma := (1 - \alpha^2)^{-1/2} \). Clearly, \( \det L^\alpha = 1 \) and \( (L^\alpha)^{-1} = L^{-\alpha} \); moreover, for all \( (t, x), (\tau, \xi) \in \mathbb{R}^{1+3} \),
\[
L^\alpha(\tau, \xi) \cdot (t, x) = (\tau, \xi) \cdot L^\alpha(t, x).
\]

Denoting \( (\tilde{\tau}, \tilde{\xi}) = L^\alpha(\tau, \xi) \) we also have the fundamental property
\[
\tau^2 - |\xi|^2 = \tilde{\tau}^2 - |\tilde{\xi}|^2,
\]
from which it descends that, if \( \tau = |\xi| \), then \( \tilde{\tau} = |\tilde{\xi}| \); to see this, note that
\[
\tilde{\tau}^2 = |\tilde{\xi}|^2, \quad \text{and} \quad \tilde{\tau} = |\xi| - \gamma \alpha \xi_1 \geq 0.
\]

Analogously, if \( \tau = -|\xi| \) then \( \tilde{\tau} = -|\tilde{\xi}| \).

We also have the Dirac delta identity
\[
2\delta(\tau^2 - |\xi|^2)1_{\{\pm \tau > 0\}} = \frac{\delta(\tau \mp |\xi|)}{|\xi|},
\]
see, for example, [12]. By the previous considerations, the left-hand side is Lorentz-invariant, and so
\[
\frac{\delta(\tau \mp |\xi|)}{|\xi|} = \delta(\tau^2 - |\xi|^2)1_{\{\pm \tau > 0\}} = \delta(\tilde{\tau}^2 - |\tilde{\xi}|^2)1_{\{\pm \tilde{\tau} > 0\}} = \frac{\delta(\tilde{\tau} \mp |\tilde{\xi}|)}{|\tilde{\xi}|},
\]
which implies the integration formula
\[
\int_{\mathbb{R}^3} F(L^\alpha(\pm |\xi|, \xi))G(\pm |\xi|, \xi) \frac{d\xi}{|\xi|} = \int_{\mathbb{R}^3} F(\pm |\tilde{\xi}|, \tilde{\xi})G(L^{-\alpha}(\pm |\xi|, \xi)) \frac{d\tilde{\xi}}{|\tilde{\xi}|}.
\]

We will now prove that \( \square^{-1} \) commutes with \( L^\alpha \). It is for this reason that we defined \( \square^{-1} \) as an integral over \( (-\infty, t) \) rather than \( (0, t) \). Ramos considered the operator as an integral over \( (0, t) \), but in that case the operators do not commute precisely; see [20], Proposition 1.

**Lemma 3.1.** Let \( F \in L^{1/3}(\mathbb{R}^{1+3}) \). Then, for all \( \alpha \in (-1, 1) \),
\[
\square^{-1}(F \circ L^\alpha) = (\square^{-1} F) \circ L^\alpha.
\]
Figure 1. The support of $1_{\{s<\alpha y\Gamma\}} - 1_{\{s<0\}}$ (green) intersects the light cone (gray) only at the origin.

**Proof.** By the definition (5) and Fubini’s theorem, $\Box^{-1}(F \circ L^\alpha)(t, x)$ can be written as

$$\int \int \int \frac{\sin((t - s)|\xi|)}{|\xi|} e^{i(x-y)\cdot \xi} F(L^\alpha(s, y)) 1_{\{s<t\}} ds dy d\xi,$$

modulo irrelevant factors of $(2\pi)^{-3}$. On the other hand, we divide the operator

$$\Box^{-1} = \Box_+^{-1} - \Box_-^{-1},$$

where, for an arbitrary $H \in L^{4/3}(\mathbb{R}^{1+3})$,

$$\Box_\pm^{-1} H(t, x) := \int \int \int \frac{e^{i(t,x)\cdot (\pm |\xi|, \pm |\xi|) - i(s,y)\cdot (\pm |\xi|, \pm |\xi|)}}{2i} H(s, y) 1_{\{s<t\}} ds dy d\xi.$$

We compute a convenient expression for $(\Box_\pm^{-1} F)(L^\alpha(t, x))$ using the properties of $L^\alpha$ that we recalled in the beginning of the section:

$$\int \int \int e^{iL^\alpha(t,x)\cdot (\pm |\xi|, \pm |\xi|) - i(s,y)\cdot (\pm |\xi|, \pm |\xi|)} 1_{\{s<\gamma t - \gamma x_1\}} ds dy d\xi.$$

We conclude that $(\Box^{-1} F)(L^\alpha(t, x))$ is equal to

$$\int \int \int \frac{\sin((t - s)|\xi|)}{|\xi|} e^{i(x-y)\cdot \xi} F(L^\alpha(s, y)) 1_{\{s<t - \alpha(x_1 - y_1)\}} ds dy d\xi.$$
Using these two expressions, the difference $\Box^{-1}(F \circ L^\alpha) - (\Box^{-1}F) \circ L^\alpha$ can be written as

$$
\iint_{\mathbb{R}^3} \frac{\sin(s|\xi|)}{|\xi|} e^{-iy \cdot \xi} G(s, y) \left(1_{\{s<\alpha y\}} - 1_{\{s<0\}}\right) \, ds \, dy \, d\xi,
$$

where $G(s, y) := F(L^\alpha(s + t, y + x))$. We now note that the distribution $v$, defined by the formal integral

$$v(s, y) := \int_{\mathbb{R}^3} \frac{\sin(s|\xi|)}{|\xi|} e^{-iy \cdot \xi} \, d\xi,$$

is a fundamental solution to the wave equation, that is,

$$\begin{cases}
\Box v = 0, & \text{on } \mathbb{R}^{1+3}, \\
v(0) = (0, \delta),
\end{cases}$$

where $\delta$ is the Dirac distribution. Therefore, $v$ is supported in the cone $\{|y|^2 \leq s^2\}$, which intersects the support of $1_{\{s<\alpha y\}} - 1_{\{s<0\}}$ only at the origin (recalling that $|\alpha| < 1$); see Figure 1. Thus the integral (8) vanishes, completing the proof.

\begin{corollary}
Let $\alpha \in (-1, 1)$, let $F \in L^{4/3}(\mathbb{R}^{1+3})$, and let $w_\alpha = \Box^{-1} F \circ L^\alpha$. Then the map $t \in \mathbb{R} \mapsto w_\alpha(t) \in \mathcal{H}^{1/2}(\mathbb{R}^3)$ is continuous.
\end{corollary}

The full symmetry group of solutions to (NLW) that we consider in this paper consists of Lorentzian boosts, dilations and spacetime translations. The Lorentzian boost of velocity $\beta \in \mathbb{R}^3$, with $|\beta| < 1$, is defined by

$$L^\beta(t, \xi) = R^{-1} \circ L^\alpha \circ R(t, \xi), \quad \alpha = |\beta|,$$

where $R(t, \xi) = (t, R^t \xi)$, and $R^t$ is a rotation that maps $(1, 0, 0)$ to $\beta/|\beta|$. By convention we assume that $L^{(0,0,0)}$ is the identity. We denote

$$\Lambda(t, x) = L^\beta \left(\lambda(t-t_0), \lambda(x-x_0)\right),$$

where $t_0 \in \mathbb{R}$, $x_0 \in \mathbb{R}^3$, $\lambda > 0$ and $\beta \in \mathbb{R}^3$, with $|\beta| < 1$; note that Lemma 3.1 readily implies that, for all $F \in L^{4/3}(\mathbb{R}^{1+3})$,

$$\Box^{-1}(F \circ \Lambda) = \lambda^{-2} \Box^{-1} F \circ \Lambda. \quad (9)$$

It is well-known that these transformations act unitarily on solutions to the linear wave equation with data in $\mathcal{H}^{1/2}_t$, as in the following lemma. For a proof, see, for example, the third section of [18].

\begin{lemma}
Let $f \in \mathcal{H}^{1/2}(\mathbb{R}^3)$. There exists a unique $f_\Lambda \in \mathcal{H}^{1/2}(\mathbb{R}^3)$ such that

$$\lambda Sf(\Lambda(t, x)) = Sf_\Lambda(t, x). \quad (10)$$

Moreover, $\|f\|_{\mathcal{H}^{1/2}} = \|f_\Lambda\|_{\mathcal{H}^{1/2}}$.
\end{lemma}

The transformation $\Lambda$ also maps smooth solutions of (NLW) to smooth solutions. Using Lemma 3.3 we can now describe the action of $\Lambda$ on the class of solutions that we defined in Proposition 2.4.
Theorem 3.4. Let \( u \in L^4(\mathbb{R}^{1+3}) \), with \( u \in C(\mathbb{R}; \dot{H}^{1/2}) \), satisfy the fixed point equation \( u = Sf + \sigma\Box^{-1}(u^3) \). Denote
\[
\lambda u(\Lambda, t, x).
\]
Then \( u_\Lambda \in L^4(\mathbb{R}^{1+3}) \), with \( \| u_\Lambda \|_{L^4} = \| u \|_{L^4} \), \( u_\Lambda \in C(\mathbb{R}; \dot{H}^{1/2}) \) and
\[
u_\Lambda = Sf_\Lambda + \sigma\Box^{-1}(u_\Lambda^3),
\]
where \( f_\Lambda \) is defined in (10); in particular,
\[
\lim_{t \to -\infty} \| u_\Lambda(t) \|_{\dot{H}^{1/2}} = \lim_{t \to -\infty} \| u(t) \|_{\dot{H}^{1/2}}.
\]
Proof. Using (9), we obtain from \( u = Sf + \sigma\Box^{-1}(u^3) \) that
\[
\lambda u \circ \Lambda = \lambda(Sf) \circ \Lambda + \lambda\sigma\Box^{-1}(u^3) \circ \Lambda
\]
\[
= Sf_\Lambda + \sigma\Box^{-1}(u_\Lambda^3),
\]
which proves (11). The fact that \( u_\Lambda \in C(\mathbb{R}; \dot{H}^{1/2}) \) follows from Corollary 3.2. □

4. The asymptotic formula

Throughout this section, we consider \( \| f \|_{\dot{H}^{1/2}} \leq \delta \) with \( \delta \) sufficiently small, so that the corresponding solution \( u = \Phi(f) \) is well-defined, by Proposition 2.4. Recalling that
\[
u = \Phi(f) = Sf + \sigma\Box^{-1}(u^3),
\]
we will require the following estimates on Picard iterations.

Lemma 4.1. Let \( \| f \|_{\dot{H}^{1/2}} \leq \delta \). Then as \( \delta \to 0 \),
\[
\Phi(f) = Sf + O(\delta^3),
\]
\[
\Phi(f) = Sf + \sigma\Box^{-1}((Sf)^3) + O(\delta^5),
\]
where the big-O symbols refer to the norms of \( L^4(\mathbb{R}^{1+3}) \) and \( C(\mathbb{R}; \dot{H}^{1/2}) \).

Proof. By the final estimate of Proposition 2.4, we have \( u = \Phi(f) = O(\delta) \) and so \( \| u^3 \|_{L^{4/3}} = O(\delta^3) \). Then, by the Strichartz estimate of Proposition 2.2, we obtain
\[
\Box^{-1}(u^3) = O(\delta^2),
\]
so the fixed point equation (12) yields (13). Now, by the Hölder inequality,
\[
\| u^3 - (Sf)^3 \|_{L^{4/3}} \leq C \| u - Sf \|_{L^4} \left( \| u \|_{L^4}^2 + \| Sf \|_{L^4}^2 \right) \leq O(\delta^5),
\]
where we used (13) to estimate \( u - Sf \). We rewrite this as
\[
\| u^3 - (Sf)^3 \|_{L^{4/3}} = O(\delta^5),
\]
where the big-O symbol refers to the \( L^{4/3} \) norm, and inserting this into the fixed point equation yields (14). □
The function $I$, defined in the introduction, can be rewritten as

$$I(\delta) = \sup \left\{ \| \Phi(f) \|^4_{L^4(\mathbb{R}^{1+3})} \mid \|f\|_{\dot{H}^{1/2}(\mathbb{R}^3)} \leq \delta \right\}.$$  

We record some properties of the $f$ that come close to maximize $I(\delta)$; in the proof, we will need the sharpened Strichartz estimate of Lemma 4.1.

**Lemma 4.2.** Let $\|f\|_{\dot{H}^{1/2}} \leq \delta$ and $u = \Phi(f)$ be close to maximal in the sense that

$$I(\delta) - \|u\|^4_{L^4(\mathbb{R}^{1+3})} = O(\delta^6).$$

Then $\|f\|_{\dot{H}^{1/2}} = \delta + O(\delta^3)$ and $d(f, M) = O(\delta^2)$. Moreover, there is a $C > 0$ such that

$$\|Sf\|^4_{L^4(\mathbb{R}^{1+3})} \leq S_0 \delta^4 - C\delta^2 d(f, M)^2.$$  

**Proof.** By squaring the sharpened Strichartz estimate (13), we obtain

$$\|Sf\|^2_{L^4} + 2c\|Sf\|^2_{L^4} d(f, M)^2 \leq S_0 \delta^4.$$  

Now, we use the first Picard estimate (13) for $u = \Phi(f)$ in order to find upper and lower bounds for $I(\delta)$. On the one hand, by combining it with the closeness assumption (15) and with (17), we find that

$$I(\delta) = \|u\|^4_{L^4} + O(\delta^6) = \|Sf\|^4_{L^4} + O(\delta^6) \leq S_0 \delta^4 - 2c\|Sf\|^2_{L^4} d(f, M)^2 + O(\delta^6).$$

On the other hand, if $g \in M$ is such that $\|g\|_{\dot{H}^{1/2}(\mathbb{R}^3)} = 1$, then, by definition,

$$I(\delta) \geq \|\Phi(g)\|^4_{L^4} \geq S_0 \delta^4 + O(\delta^6),$$

where the second inequality uses (13) and the fact that $\|S(g)\|^4_{L^4} = S_0 \delta^4$. Combining these upper and lower bounds for $I(\delta)$ we find that

$$2c\|Sf\|^2_{L^4} d(f, M)^2 \leq O(\delta^6),$$

and

$$\|Sf\|^4_{L^4} \geq S_0 \delta^4 + O(\delta^6).$$

Using the Strichartz inequality $S_0 \|f\|^4_{\dot{H}^{1/2}} \geq \|Sf\|^4_{L^4}$ and the assumption $\|f\|_{\dot{H}^{1/2}} \leq \delta$, the bound (19) gives that $\|f\|_{\dot{H}^{1/2}} = \delta + O(\delta^3)$. Inserting (19) into (18) we conclude that $d(f, M)^2 = O(\delta^4)$. On the other hand, reinserting (19) into (17) yields (16), and the proof is complete. \hfill \qed

For a slightly stronger version of the following lemma, see Proposition C.3 in Appendix C.

**Lemma 4.3.** For every $f \in \dot{H}^{1/2}(\mathbb{R}^3)$ there exists a $f_0 \in M$ such that

$$\|f - f_0\|_{\dot{H}^{1/2}(\mathbb{R}^3)} = d(f, M).$$

Moreover, $\langle f, f - f_0 \rangle_{\dot{H}^{1/2}} = 0$ and we write $f_\perp := f - f_0$; see Figure 2.

We can now obtain the asymptotic formula by combining the previous lemmas with the second Picard iteration estimate.
Proposition 4.4. Let $\|f\|_{\dot{H}^{1/2}} \leq \delta$ and $\nu = \Phi(f)$ be close to maximal in the sense that

$$I(\delta) - \|u\|_{L^4(\mathbb{R}^{1+3})}^4 = O(\delta^8).$$

Then $d(f, M) = O(\delta^3)$ and, as $\delta \to 0$,

$$I(\delta) = S_0 \delta^4 + \sigma S_1 \delta^6 + O(\delta^8),$$

where $\sigma$ is the coefficient of the nonlinearity in $[\text{NLW}]$. The constant $S_1$ satisfies

$$\sigma S_1 = \sup_{g \in M} \left\{ \sigma \int_{\mathbb{R}^{1+3}} (Sg)^3 \Box^{-1} ((Sg)^3) \, dx \left| \frac{\|g\|_{\dot{H}^{1/2}}}{\|g\|_{\dot{H}^{1/2}}} = 1 \right. \right\}. \quad (20)$$

Proof. By Lemma 4.3 we can write $f = f_\perp + f_\parallel$. Using the orthogonality, we have

$$\|f_\perp\|^2_{\dot{H}^{1/2}} + \|f_\parallel\|^2_{\dot{H}^{1/2}} = \|f\|^2_{\dot{H}^{1/2}} \leq \delta^2,$$

from which we conclude that $\|f_\parallel\|_{\dot{H}^{1/2}} \leq \delta$. This also shows that

$$\|f_\parallel\|^2_{\dot{H}^{1/2}} = \delta^2 + O(\delta^4), \quad (21)$$

because $\|f\|^2_{\dot{H}^{1/2}} = \delta^2 + O(\delta^4)$ and $\|f_\parallel\|^2_{\dot{H}^{1/2}} = O(\delta^4)$ by Lemma 4.2. Expanding, we find

$$(Sf)^3 = (Sf_\parallel)^3 + O(\delta^2 \|f_\parallel\|_{\dot{H}^{1/2}}),$$

where the big-O symbol refers to the $L^{4/3}(\mathbb{R}^{1+3})$ norm. Applying $\Box^{-1}$, we infer from the Strichartz estimates (19) that

$$\Box^{-1}((Sf)^3) = \Box^{-1}((Sf_\parallel)^3) + O(\delta^2 \|f_\parallel\|_{\dot{H}^{1/2}}),$$

where the big-O now refers to both the $L^4(\mathbb{R}^{1+3})$ and the $C(\mathbb{R}; \dot{H}^{1/2})$ norm. So, we can write

$$\int_{\mathbb{R}^{1+3}} (Sf)^3 \Box^{-1}((Sf)^3) = \int_{\mathbb{R}^{1+3}} (Sf_\parallel)^3 \Box^{-1}((Sf_\parallel)^3) + O(\delta^5 \|f_\parallel\|_{\dot{H}^{1/2}}). \quad (22)$$

Now the key ingredient in this case is the second Picard estimate (14), from which we deduce

$$\|\Phi(h)\|_{L^4}^4 = \|Sh + \sigma^{-1}((Sh)^3)\|_{L^4}^4 + O(\delta^8),$$
whenever $\|h\|_{\mathcal{H}^{1/2}} \leq \delta$. This implies that
\[
\|\Phi(h)\|_{L^4}^4 = \|Sh\|_{L^4}^4 + 4\sigma \int_{\mathbb{R}^{1+3}} (Sh)^3 \square^{-1}((Sh)^3) + O(\delta^8). \tag{23}
\]
As $u = \Phi(f)$ with $\|f\|_{\mathcal{H}^{1/2}} \leq \delta$, on the one hand this yields an upper bound using our closeness hypothesis;
\[
I(\delta) \leq \|u\|_{L^4}^4 + O(\delta^8) = \|Sf\|_{L^4}^4 + 4\sigma \int_{\mathbb{R}^{1+3}} (Sf)^3 \square^{-1}((Sf)^3) + O(\delta^8).
\]
Estimating the first term on the right-hand side using (16) of the previous lemma and the second term using (22), we obtain
\[
I(\delta) \leq S_0 \delta^4 + 4\sigma \int_{\mathbb{R}^{1+3}} (Sf)^3 \square^{-1}((Sf)^3) - C\delta^2 d(f, M)^2 + O(\delta^5 d(f, M)) + O(\delta^8). \tag{24}
\]
For the lower bound, we let $\tilde{f} := f / \|f\|_{\mathcal{H}^{1/2}}$, so that $I(\delta) \geq \|\Phi(\delta \tilde{f})\|_{L^4}^4$, and expanding using (23) we obtain
\[
I(\delta) \geq S_0 \delta^4 + 4\sigma \delta^6 \int_{\mathbb{R}^{1+3}} (S\tilde{f})^3 \square^{-1}((S\tilde{f})^3) + O(\delta^8), \tag{25}
\]
where we used that $\|S\tilde{f}\|_{L^4}^4 = S_0$. Now, using (21), we see that
\[
\delta^6 \int_{\mathbb{R}^{1+3}} (S\tilde{f})^3 \square^{-1}((S\tilde{f})^3) = \|\tilde{f}\|_{\mathcal{H}^{1/2}}^6 \int_{\mathbb{R}^{1+3}} (S\tilde{f})^3 \square^{-1}((S\tilde{f})^3) + O(\delta^8)
\]
\[
= \int_{\mathbb{R}^{1+3}} (S\tilde{f})^3 \square^{-1}((S\tilde{f})^3) + O(\delta^8),
\]
so combining the upper and lower bounds (21) and (25) yields
\[
\delta^2 d(f, M)^2 \leq O(\delta^5 d(f, M) + \delta^8).
\]
Writing $X := d(f, M)\delta^{-3}$, this reads $X^2 \leq O(1 + X)$, which implies that $X = O(1)$. Thus we find that $d(f, M) = O(\delta^3)$.

To complete the proof we observe that, since $O(\delta^5 d(f, M)) = O(\delta^8)$, it follows from (21) and (25) that
\[
I(\delta) = S_0 \delta^4 + 4\sigma \int_{\mathbb{R}^{1+3}} (Sf)^3 \square^{-1}((Sf)^3) + O(\delta^8). \tag{26}
\]
However, for all $g \in M$ with $\|g\|_{\mathcal{H}^{1/2}} = \delta$, we also have
\[
I(\delta) \geq \|\Phi(\delta g)\|_{L^4}^4 = S_0 \delta^4 + 4\sigma \int_{\mathbb{R}^{1+3}} (Sg)^3 \square^{-1}((Sg)^3) + O(\delta^8),
\]
and so, combining this with (26), we conclude that the term
\[
\sigma \int_{\mathbb{R}^{1+3}} (Sf)^3 \square^{-1}((Sf)^3)
\]
must be equal to

\[
\sup \left\{ \sigma \left( \int_{\mathbb{R}^{1+3}} (Sg)^3 \square^{-1}((Sg)^3) \right) \bigg| g \in M, \|g\|_{\dot{H}^{1/2}} = \delta \right\} + O(\delta^8),
\]

thus proving (20). \(\square\)

It remains to evaluate this supremum, which we will do in the sequel.

5. Computation of the constant \(S_1\) via the Penrose transform

We consider the following family of elements of \(\dot{H}^{1/2}(\mathbb{R}^3)\):

\[
f_\theta := \left( \cos \theta \frac{2}{1 + |t|^2}, \sin \theta \left( \frac{2}{1 + |t|^2} \right)^2 \right),
\]

and we let

\[
v_\theta := Sf_\theta, \quad \psi_\theta := (v_\theta, \partial_t v_\theta).
\]

One can calculate that \(\|f_\theta\|_{\dot{H}^{1/2}} = \|S\|^{1/2};\) see [18, equation (33)].

Remark 5.1. For all \(t \in \mathbb{R}\) it holds that \(v_\theta(t) = \Phi_\theta v_\theta(0, t),\) where

\[
\Phi_\theta f := \begin{bmatrix} \cos(\theta) & -\sin(\theta) (-\Delta)^{\frac{1}{4}} \\ \sin(\theta)(-\Delta)^{\frac{1}{4}} & \cos(\theta) \end{bmatrix} \begin{bmatrix} f_0 \\ f_1 \end{bmatrix}.
\]

The operator \(\Phi_\theta\) is unitary and it commutes with the linear propagator \(S\), but it does not commute with the nonlinear propagator \(\Phi\).

Proposition 5.2 (Foschi [12]). Let \(M\) be the set of extremizing functions for the Strichartz inequality; see [11]. Then

\[M = \{ c (v_\theta \circ \Lambda) | t = 0 | c, \theta, \Lambda \},\]

where \(c \geq 0, \theta \in \mathbb{S}^1\) and \(\Lambda(t, x) = L^3(\lambda(t - t_0), \lambda(x - x_0))\).

Remark 5.3. If \(c (v_\theta \circ \Lambda) | t = 0 = c' (v_{\theta'} \circ \Lambda') | t = 0\) and \(c \neq 0\), then \(c = c', \theta = \theta'\) and \(\Lambda = \Lambda';\) see Appendix [\(\Box\)].

Recalling the definition (20) of \(S_1\), we define

\[S(w) := \int_{\mathbb{R}^{1+3}} w^3 \square^{-1}(w^3), \quad \text{where } w \in L^4(\mathbb{R}^{1+3}),\]

so that \(\sigma S_1 = \sup \{ \sigma S(v) | v = Sg, g \in M, \|g\|_{\dot{H}^{1/2}} = 1 \}\).

Proposition 5.4. For all \(w \in L^4(\mathbb{R}^{1+3}),\)

\[S(w \circ \Lambda) = \lambda^2 S(w).\]

In particular,

\[\sigma S_1 = \max \left\{ \frac{\sigma S(v_\theta)}{|\mathbb{S}^3|^3} \bigg| \theta \in \mathbb{S}^1 \right\}.
\]

Proof. The property (30) follows from the commutation property (9) of \(\square^{-1}\). To conclude it suffices to note that, by Proposition 5.2 if \(v = Sg\) with \(g \in M\) and \(\|g\|_{\dot{H}^{1/2}} = 1\), then \(v = |\mathbb{S}^3|^{-1/2} v_\theta \circ \Lambda\) for a \(\theta \in \mathbb{S}^1\) and a transformation \(\Lambda\) with \(\lambda = 1\). \(\square\)
To compute the maximum in (31) we will use the Penrose transform; see [15, Appendix A.4]. For this we introduce two coordinate systems on the Minkowski spacetime $\mathbb{R}^{1+3}$ and another two on the curved spacetime $\mathbb{R} \times S^3$, where

$$S^3 = \left\{ (X_0, X_1, X_2, X_3) \in \mathbb{R}^4 : X_0^2 + X_1^2 + X_2^2 + X_3^2 = 1 \right\}.$$

On $\mathbb{R}^{1+3}$, letting $t \in \mathbb{R}$ be the time coordinate, we define the polar coordinates by setting

$$r = |x|, \quad \omega = \frac{x}{|x|} \in S^2.$$

On the other hand, we define the light-like coordinates on $\mathbb{R}^{1+3}$ as

$$x^- = t - r, \quad x^+ = t + r, \quad x^- \leq x^+.$$

On $\mathbb{R} \times S^3$, letting $T$ be the time coordinate, we define the spherical polar coordinates via the equations

$$X_0 = \cos(R), \quad (X_1, X_2, X_3) = \sin(R) \omega, \quad \omega \in S^2, \quad R \in [0, \pi].$$

Finally, we define the light-like coordinates on $\mathbb{R} \times S^3$ as

$$X^- = \frac{1}{T}(T - R), \quad X^+ = \frac{1}{T}(T + R). \quad (32)$$

We can now define an injective map

$$\mathcal{P} : \mathbb{R}^{1+3} \to \mathbb{R} \times S^3, \quad (T, \cos R, \sin(R)\omega) = \mathcal{P}(t, x),$$

via the equations

$$X^- = \arctan x^-, \quad X^+ = \arctan x^+, \quad (33)$$

remarking that $X^-$ and $X^+$ take values in

$$T := \left\{ (X^-, X^+) \in [-\frac{\pi}{2}, \frac{\pi}{2}]^2 : X^- \leq X^+ \right\}. \quad (34)$$

So, the map $\mathcal{P}$ is not surjective and its image $\mathcal{P}(\mathbb{R}^{1+3})$ is

$$\mathcal{P}(\mathbb{R}^{1+3}) = \left\{ \left( T, \cos R, \sin(R)\omega \right) \in \mathbb{R} \times S^3 \bigg| \begin{array}{c} -\pi < T < \pi \\ 0 \leq R < \pi - |T| \\ \omega \in S^2 \end{array} \right\};$$

see the forthcoming Figure 3. The map $\mathcal{P}$ is conformal in the sense that

$$dT^2 - dR^2 - \sin^2 R d\omega^2 = \Omega^2 \left( dt^2 - dr^2 - r^2 d\omega^2 \right), \quad (35)$$

where $d\omega^2$ denotes the metric tensor of $S^2$ and the conformal factor $\Omega$ is the scalar field given by

$$\Omega = 2(1 + (x^+)^2)^{-1/2} (1 + (x^-)^2)^{-1/2} = 2 \cos X^+ \cos X^-,$$

where the change of variable (33) is implicit. From now on we omit this change of variable without further specification.

If $v$ is a scalar field on $\mathbb{R}^{1+3}$, we define a scalar field $V$ on $\mathcal{P}(\mathbb{R}^{1+3})$ by the equation

$$v = \Omega V, \quad (36)$$
which implies that, at \( t = 0 \) (corresponding to \( T = 0 \)),
\[
v|_{t=0} = (\Omega V)|_{T=0}, \quad \partial_t v|_{t=0} = (\Omega^2 \partial_T V)|_{T=0}.
\]

The scalar field \( V \) is called the Penrose transform of \( v \). We remark that \( v \) is radially symmetric if and only if \( V \) depends only on \( X^- , X^+ \), and in this case, using (36) and (33), we obtain
\[
\rho l v = \Omega^2 \partial_{X^-} \partial_{X^+} (r \Omega V) = \Omega^2 \partial_{X^-} \partial_{X^+} (\sin(R) V),
\]
where we used the formula \( r \Omega = \sin R \), which can be immediately obtained from (35) by comparing the factors of \( d\omega_2 \).

The Penrose transform is relevant in our context, because applying it to \( v_\theta \), as defined in (27), we obtain a simple expression;
\[
V_\theta |_{T=0} = \cos \theta, \quad \partial_T V_\theta |_{T=0} = \sin \theta, \quad \text{and} \quad V_\theta = \cos (T + \theta).
\]

**Proposition 5.5.** It holds that
\[
S(v_\theta) = \frac{\pi^3}{128} (24 \cos^2 \theta + 5).
\]

**Proof.** Let \( w_\theta := \square^{-1}(v_\theta) \). Applying the Penrose transform (36) to the integral (29) that defines \( S \), we obtain
\[
S(v_\theta) = \int_\mathcal{P}_{(\mathbb{R}^{1+3})} V^3 \Omega^3 W_\theta dT dS = 4\pi \int_0^{\pi} \int_0^{\pi-|T|} \cos^3(T + \theta) W_\theta \sin^2 R dT dR,
\]
where \( dS = \sin^2 R dR dS_{22} \) denotes the volume element on \( S^3 \). Here we used that \( \Omega^4 dtdx = dTdS \), which follows from (35). Now the change of variable (32) yields
\[
S(v_\theta) = 8\pi \int_\mathcal{T} \cos^3 (X^+ + X^- + \theta) \sin(X^+ - X^-) \tilde{W}_\theta dX^- dX^+,
\]
where
\[
\tilde{W}_\theta := \sin(R) W_\theta,
\]
and \( \mathcal{T} \) is the half-square defined in (34). We will prove that
\[
\tilde{W}_\theta(X^+, X^-) = -\tilde{W}_\theta(X^-, X^+),
\]
so that the integrand of (39) is symmetric under permutation of the variables, allowing us to consider the integral over the full square \([ -\frac{\pi}{2}, \frac{\pi}{2} ]^2 \).

We compute \( \tilde{W}_\theta \) explicitly. From the definition of \( \square^{-1} \) it follows that
\[
\begin{cases}
\rho l w_\theta = \rho v_\theta^3, & \text{on } \mathbb{R}^{1+3}, \\
\lim_{t \to -\infty} \|w_\theta\|_{2,1/2} = 0,
\end{cases}
\]
and using (36), (37), and the aforementioned formula \( r \Omega = \sin R \), we obtain
\[
\rho l w_\theta = \Omega^2 \partial_{X^-} \partial_{X^+} (\sin(R) W_\theta), \quad \text{and} \quad \rho v_\theta^3 = \Omega^2 \sin(R) V_\theta,
\]
so the factors of $\Omega^2$ simplify and we obtain from (40) the differential equation
\[ \partial_X^r \partial_X^t \tilde{W}_\theta = \sin(X^* - X^-) \cos^3(X^* + X^- + \theta). \]

The general solution $\tilde{W}_\theta$ of this can be written
\[ \int_{-\frac{\pi}{2}}^{X^-} \int_{-\frac{\pi}{2}}^{X^+} \sin(Z - Y) \cos^3(Y + Z + \theta) \, dY \, dZ + F(X^*) + G(X^-), \quad (41) \]
where $F$ and $G$ are arbitrary smooth functions.

We claim that
\[ F(X^*) + G(X^-) \equiv 0. \quad (42) \]

To prove this, we notice that for each fixed $t_0 \in \mathbb{R}$, the hypersurface of $\mathbb{R}^{1+3}$ of equation $t = t_0$ is mapped by $\mathcal{P}$ to the hypersurface of equations
\[ X^- = \arctan(t_0 - r), \quad X^+ = \arctan(t_0 + r), \]
(see Figure 3), which, as $t_0 \to -\infty$, converges uniformly to the hypersurface $X^- = -\pi/2$. The condition $\|w_\theta(t)\|_{H^{1/2}} \to 0$ thus implies that
\[ \tilde{W}_\theta|_{X^- = -\pi/2} = 0. \]

We obtain another condition by observing that, since $w_\theta$ is smooth and radially symmetric, the function $W_\theta$ must be regular at $R = 0$, which implies that $\tilde{W}_\theta|_{R=0} = 0$. Now the integral of (41) satisfies both conditions. The first one is obvious, while the second follows from symmetry, since
\[ X^-|_{R=0} = X^+|_{R=0}, \]
so the domain of integration is symmetric under permutation of the variables $Y, Z$, while the integrand function changes sign. This proves (42).

Returning to (39), the fact that $\tilde{W}_\theta(X^+, X^-) = -\tilde{W}_\theta(X^-, X^+)$ is immediate from the explicit form of $W_\theta$. Thus the integral in (39) can be replaced by
the integral over \((-\frac{\pi}{2}, \frac{\pi}{2})^2\), with a multiplicative factor of \(\frac{1}{2}\). More precisely,

\[ F(Y, Z, \theta) := \sin(Z - Y) \cos^3(Y + Z + \theta), \]

we have the formula

\[
S(v_0) = 4\pi \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{-\frac{\pi}{2}}^{X^-} \int_{-\frac{\pi}{2}}^{X^+} F(X^-, X^+, \theta) F(Y, Z, \theta) dX^- dX^+ dY dZ,
\]

which allows for explicit computation, yielding (38).

Combining Propositions 5.4 and 5.5 we obtain the value of the constant.

**Corollary 5.6.** The constant \(S_1\) in Theorem 1.1 can be written

\[
S_1 = \left\{ \begin{array}{ll}
\frac{S(v_0)}{|S|^3} = \frac{29}{128} \left( \frac{\pi}{|S|} \right)^3, & \sigma > 0, \\
\frac{S(v_{\pi/2})}{|S|^3} = \frac{5}{128} \left( \frac{\pi}{|S|} \right)^3, & \sigma < 0.
\end{array} \right.
\]

**Remark 5.7.** In the proof of Proposition 5.4 we solved a boundary value problem for the wave equation on \(\mathbb{R} \times S^3\) with data on a light cone. This is known in the literature as *Goursat problem*; see [14, 1].

6. Existence of maximizers

We follow the lines of [10, Section 2] to show that the supremum (2) is attained for small enough values of \(\delta\). We recall from Proposition 2.4 that \(\Phi(f) = u\) denotes the solution to the fixed point equation associated to (NLW)

\[ u = Sf + \sigma \square^{-1}(u^3), \]

provided that such a solution exists and is unique. We require in this section the concentration-compactness tools of Appendix A.

**Lemma 6.1.** Suppose that \(\delta > 0\) satisfies

1. *Scattering:* \(I(\delta) < \infty;*
2. *Superadditivity:* for all \(\alpha \in (0, \delta),\)

\[ I(\sqrt{\delta^2 - \alpha^2}) + I(\alpha) < I(\delta); \quad (43) \]
3. *Upper semicontinuity:* for any sequence \(\alpha_n \leq \delta,\)

\[ \limsup_{n \to \infty} I(\alpha_n) \leq I(\limsup \alpha_n). \quad (44) \]

Then there exists a solution \(u\) to (NLW) such that

\[ \lim_{t \to -\infty} \|u(t)\|_{H^{1/2}} = \delta \quad \text{and} \quad \|u\|_{L^4(\mathbb{R}^{1+3})}^4 = I(\delta). \]

**Proof.** Let \(u_n\) be a maximizing sequence of \(I\), that is

\[ u_n = \Phi(f_n), \quad \|f_n\|_{H^{1/2}} \leq \delta, \quad I(\delta) = \lim_{n \to \infty} \|u_n\|_{L^4}. \]
We consider a profile decomposition (67) of the sequence \( f_n \), and we claim that all profiles \( \{ F^j : j \in \mathbb{N}_{\geq 1} \} \) vanish but one.

To prove this, we denote by \( g_n \) the sequence obtained by subtracting the profile \( F^j \) from \( f_n \), that is

\[
g_n = f_n - \lambda_n^{(j)} S F^j \circ \Lambda_n^j \big|_{t=0},
\]

and we construct the corresponding solution \( W_n = \Phi(g_n) \). By the nonlinear profile decomposition, Corollary A.5, we have that

\[
\lim_{n \to \infty} W_n = \Phi(g_n) = \Lambda_n^j + W_n(t, x) + h_n(t, x),
\]

where \( \| h_n \|_{L^4(\mathbb{R}^{1+3})} + \sup_{t \in \mathbb{R}} \| h_n(t) \|_{\dot{H}^{1/2}} \to 0 \) as \( n \to \infty \). By the Pythagorean expansion (69) of the \( \dot{H}^{1/2} \) norm,

\[
\delta^2 \geqslant \| f_n \|_{\dot{H}^{1/2}}^2 = \| F^j \|_{\dot{H}^{1/2}}^2 + \| g_n \|_{\dot{H}^{1/2}}^2 + o(1),
\]

and by Remark A.6

\[
\| u_n \|_{L^4}^4 = \| U^j \|_{L^4}^4 + \| W_n \|_{L^4}^4 + o(1).
\]

Since \( u_n \) is a maximizing sequence, we infer from \((45)\) and \((46)\)

\[
I(\delta) = \| U^j \|_{L^4}^4 + \lim_{n \to \infty} \| W_n \|_{L^4}^4
\]

\[
\leqslant I(\| F^j \|_{\dot{H}^{1/2}}) + I\left( \sqrt{\delta^2 - \| F^j \|_{\dot{H}^{1/2}}^2} \right),
\]

where we also used the upper semicontinuity property (44). Now, the superadditivity property (43) implies that

either \( \| F^j \|_{\dot{H}^{1/2}} = 0 \) or \( \| F^j \|_{\dot{H}^{1/2}} = \delta \).

It cannot be that \( F^j = 0 \) for all \( j \geqslant 1 \), for otherwise the nonlinear profile decomposition (71) would give the contradiction \( I(\delta) = 0 \). On the other hand, if \( \| F^j \|_{\dot{H}^{1/2}} = \delta \) then, by (45), \( \| g_n \|_{\dot{H}^{1/2}} \to 0 \) as \( n \to \infty \), which means that \( F^k = 0 \) for all \( k \neq j \).

We have thus proven that there exists one and only one nonvanishing profile \( F \) for the sequence \( f_n \). Letting \( U \) denote the corresponding nonlinear profile, Corollary A.5 implies that \( I(\delta) = \| U \|_{L^4}^4 \), and the proof is complete.

We now turn to the proof that, if \( \delta > 0 \) is sufficiently small, then the three properties of Lemma 6.1 are satisfied. We already dealt with the first one in Proposition 2.4. The following lemma implies the third property and will also be used in the proof of the second property.

**Lemma 6.2.** There exists \( A, C_1, C_2 > 0 \) such that

\[
C_1 |\varepsilon| \delta^3 \leqslant |I(\delta + \varepsilon) - I(\delta)| \leqslant C_2 |\varepsilon| \delta^3, \quad \forall \varepsilon \in (-\delta/2, \delta/2),
\]

whenever \( \delta \in (0, A] \). In particular, \( I \) is continuous on \((0, A/2]\).

**Proof.** In fact we will prove that

\[
4S_0 \varepsilon \delta^3 + O(\varepsilon \delta^5) \leqslant I(\delta + \varepsilon) - I(\delta) \leqslant 4S_0 \varepsilon(\delta + \varepsilon)^3 + O(\varepsilon \delta^5),
\]
from which (47) follows by taking $A > 0$ sufficiently small. For this we let $\|f\|_{\dot{H}^{1/2}} = \delta$ and $u = \Phi(f)$ be close to maximal in the sense that

$$I(\delta) - \|u\|_{L^4}^4 = O(\varepsilon \delta^5),$$

and we define

$$u_\varepsilon := \Phi \left( (1 + \frac{\varepsilon}{\delta}) f \right), \quad \tilde{u}_\varepsilon := (1 + \frac{\varepsilon}{\delta}) u.$$

With these definitions, since $\square u + \sigma u^3 = 0$, we have that

$$\sigma e := \square \tilde{u}_\varepsilon - \sigma \tilde{u}_\varepsilon^3 = -2\sigma \frac{\varepsilon}{\delta} u^3 + O(\frac{\varepsilon^2}{\delta^2} u^3),$$

where the big-O symbol refers to the $L^{4/3}(\mathbb{R}^{1+3})$ norm, and since $\|u\|_{L^4}$ is $O(\varepsilon \delta)$, we can conclude that

$$\|e\|_{L^{4/3}} = O(\varepsilon \delta^2).$$

Moreover, it is clear that $\|u_\varepsilon(t) - \tilde{u}_\varepsilon(t)\|_{\dot{H}^{1/2}} \to 0$ as $t \to -\infty$, and so we can apply the forthcoming perturbation Lemma A.4 to obtain

$$\|u_\varepsilon - \tilde{u}_\varepsilon\|_{L^4} \leq C \varepsilon \delta^2,$$

and we infer that

$$\|u_\varepsilon\|_{L^4}^4 = \|\tilde{u}_\varepsilon\|_{L^4}^4 + O(\varepsilon \delta^5),$$

where the constant implicit in the big-O notation depends on $A$ only.

We now insert (50) into the inequality $I(\delta + \varepsilon) \geq \|u_\varepsilon\|_{L^4}^4$, which follows from the definition of $I$. We obtain

$$I(\delta + \varepsilon) \geq (1 + \frac{\varepsilon}{\delta})^4 \|u\|_{L^4}^4 + O(\varepsilon \delta^5)$$

$$\geq I(\delta) + 4 \frac{\varepsilon}{\delta} I(\delta) + O(\varepsilon \delta^5),$$

where we used the elementary inequality $(1 + \frac{\varepsilon}{\delta})^4 \geq 1 + 4 \frac{\varepsilon}{\delta}$ and the closeness condition (49). Now by the asymptotic Proposition 4.4, we know that $I(\delta) = S_0 \delta^4 + O(\delta^6)$ which can be inserted to complete the proof of the first inequality in (48).

To prove the second inequality and complete the proof of Lemma 6.2 we let $\|f\|_{\dot{H}^{1/2}} = \delta + \varepsilon$ and $u = \Phi(f)$ be close to maximal in the sense that

$$I(\delta + \varepsilon) - \|u\|_{L^4}^4 = O(\varepsilon (\delta + \varepsilon)^5).$$

Then we define $u_\varepsilon := \Phi((1 - \frac{\varepsilon}{\delta + \varepsilon}) f)$ and $\tilde{u}_\varepsilon := (1 - \frac{\varepsilon}{\delta + \varepsilon}) u$, and argue as before.

**Proposition 6.3.** For sufficiently small $\delta > 0$,

$$I(\alpha) + I(\sqrt{\delta^2 - \alpha^2}) < I(\delta) \quad \forall \alpha \in (0, \delta).$$

**Proof.** This follows from the fact that $I$ is a super-additive function of $\delta$ to main order, because $I(\delta) = S_0 \delta^4 + O(\delta^6)$, together with the estimates of Lemma 6.2 which rule out excessive fluctuations; see [10, Proposition 2.7].
7. Conditional uniqueness of maximizers

If \( u = \Phi(f) \) is a maximizer to \( I(\delta) \), and
\[
\Lambda(t,x) = L^\beta(\lambda(t-t_0), \lambda(x-x_0)), \quad \lambda > 0, |\beta| < 1, t_0 \in \mathbb{R}, x_0 \in \mathbb{R}^3, \tag{51}
\]
then \( \lambda \circ \Lambda \) is again a maximizer to \( I(\delta) \); this is an immediate consequence of Theorem 3.4. In this section we give a partial result about the problem of uniqueness of maximizers, up to this transformation. The main tool is the forthcoming Lemma 7.3, which is a local version of the sharpened Strichartz estimate of Lemma 1.1.

We begin by showing that each maximizer of \( I(\delta) \) has a unique metric projection on the manifold \( M \) of linear maximizers. We refer to Appendix C for the definition of the tangent space \( T \mathbb{M} \).

Lemma 7.1. Let \( u = \Phi(f) \) be such that \( \|u\|^4_{L^4(\mathbb{R}^{1+3})} = I(\delta) \). If \( \delta \gg 0 \) is sufficiently small, then there exists a unique \( f \in M \setminus \{0\} \) such that
\[
\|f - f\|_{\dot{H}^{1/2}} = d(f, M).
\]
Moreover, \( f - f \perp T_f M \), where \( \perp \) denotes orthogonality with respect to the \( \dot{H}^{1/2} \) scalar product.

Proof. This is proved in Appendix C. The main issue being uniqueness. Lemma 6.1 ensures that \( \|f\|_{\dot{H}^{1/2}} = \delta \), while by Proposition 4.4, we have \( d(f, M) = O(\delta^3) \). Thus, if \( \delta \) is sufficiently small, then the forthcoming Proposition C.3 can be applied.

The elements \( f \) of \( M \setminus \{0\} \) have the unique representation
\[
f = \delta \mathcal{L} v \circ \Lambda |_{t=0}, \tag{52}
\]
where \( v = (v_\theta, \hat{e}_tv_\theta) \) are particular solutions to the linear wave equation, as defined in (27) in the fifth section; see Appendix C. We let \( \theta(f) \) denote the unique \( \theta \in S^1 \). We recall that this parameter \( \theta \) does not correspond to any symmetry of (NLW); see Remark 5.1.

We can now state the result.

Theorem 7.2. Suppose that \( u_f = \Phi(f) \) and \( u_g = \Phi(g) \) satisfy
\[
\|f\|_{\dot{H}^{1/2}} = \|g\|_{\dot{H}^{1/2}} = \delta, \quad \text{and} \quad I(\delta) = \|u_f\|^4_{L^4} = \|u_g\|^4_{L^4},
\]
with \( \delta \) sufficiently small. Suppose moreover that the unique projections \( f \) and \( g \) satisfy
\[
\theta(f) = \theta(g). \tag{53}
\]
Then there is a transformation \( \Lambda \) of the form (51) such that \( u_g = \lambda(u_f \circ \Lambda) \).

The assumption (53) makes this uniqueness result conditional. We conjecture that such an assumption is not necessary; that there is a single \( \theta(f) \) for each maximizer \( f \) to \( I(\delta) \).

Lemma 7.3 (Lemma 5.1 of [18]). Let \( \psi \) be the functional defined by
\[
\psi(f) := \mathcal{S}_0 \|f\|^4_{\dot{H}^{1/2}} - \|Sf\|^4_{L^4(\mathbb{R}^{1+3})}.
\]
Then there exists $C > 0$ such that, for all $m \in M \setminus \{0\}$,
\[
\left. \frac{d^2}{d\varepsilon^2} \psi(m + \varepsilon m) \right|_{\varepsilon = 0} \geq C \|m\|_{\dot{H}^{1/2}}^2 \|m\|_{\dot{H}^{1/2}}, \quad \forall \ m \perp T_m M.
\]
(54)

The derivative in (54) can be computed to be
\[
\frac{1}{2} \left. \frac{d^2}{d\varepsilon^2} \psi(m + \varepsilon m) \right|_{\varepsilon = 0} = 2S_0 \|m\|_{\dot{H}^{1/2}}^2 \|m\|_{\dot{H}^{1/2}}^2 - 6 \int_{\mathbb{R}^{1+3}} (Sm)^2 (Sm_{\perp})^2; \quad (55)
\]
see the proof of Lemma 5.1 of [18] for more details.

**Proof of Theorem 7.2.** By the unique representation (52), our assumption (53), and Lemma 7.1, up to changing $u_f$ with $\lambda(u_f \circ \Lambda)$ and $u_g$ with $\lambda'(u_g \circ \Lambda')$, where $\Lambda$ and $\Lambda'$ are transformations of the form (51), we can decompose
\[
f = c\delta m + f_{\perp}, \quad g = c'\delta m + g_{\perp}, \quad \text{with } f_{\perp} \perp T_m M \text{ and } g_{\perp} \perp T_m M,
\]
where $m = |S^3|^{-1/2} f_{\theta(f)}$, so that $\|m\|_{\dot{H}^{1/2}} = 1$. We denote
\[
h := f - g, \quad \text{and} \quad h_{\perp} := f_{\perp} - g_{\perp}.
\]

The proof will be complete once we show that $h = 0$.

We now record the necessary estimates. First, we recall from Proposition 4.4 that
\[
\|h\|_{\dot{H}^{1/2}} \leq d(f, M) + d(g, M) = O(\delta^3). \quad (56)
\]

Now using the orthogonality, we can expand the identity $\|f\|_{\dot{H}^{1/2}}^2 = \|g\|_{\dot{H}^{1/2}}^2$, to obtain
\[
\delta^2 |c^2 - c'^2| = \|g_{\perp}\|_{\dot{H}^{1/2}}^2 - \|f_{\perp}\|_{\dot{H}^{1/2}}^2 \leq C\delta^3 \|h\|_{\dot{H}^{1/2}},
\]
so that
\[
(c - c')^2 = \left( \frac{c^2 - c'^2}{c + c'} \right)^2 \leq C\delta^2 \|h\|_{\dot{H}^{1/2}}^2. \quad (57)
\]

In particular,
\[
\|h\|_{\dot{H}^{1/2}}^2 = (c - c')^2 \delta^2 + \|h\|_{\dot{H}^{1/2}}^2 = \|h\|_{\dot{H}^{1/2}}^2 + O(\delta^4 \|h\|_{\dot{H}^{1/2}}^2). \quad (58)
\]

We now define $w := u_f - u_g$; that is, $w = \Phi(f) - \Phi(g)$. By the definition (12) of $\Phi$, we have that
\[
w = Sh_{\perp} + S((c - c')\delta m) + \sigma^{-1} (u_f^3 - u_g^3),
\]
and the Strichartz estimates (6) give
\[
\|\sigma^{-1} (u_f^3 - u_g^3)\|_{L^4} \leq C\delta^2 \|h\|_{\dot{H}^{1/2}}.
\]
Thus by (57) and (58) we have
\[
w = Sh_{\perp} + O(\delta^2 \|h\|_{\dot{H}^{1/2}}); \quad (59)
\]
the big-O symbol referring to the $L^4(R^{1+3})$ norm. Analogously, we see that
\[
u_g = S(c'\delta m) + O(\delta^3). \quad (60)
\]
We need to compute thus, using (55), to conclude the proof of (61) it remains to show that
\[ \|u_f\|^4_{L^4} - \|u_g\|^4_{L^4} = -\frac{1}{2} \frac{d^2}{d\varepsilon^2} \psi(c' \delta m + \varepsilon h) \bigg|_{\varepsilon=0} + O(\delta^3 \|h\|_{\dot{H}^{1/2}}^2), \] (61)
which we will prove later. Note that the left-hand side vanishes by assumption. So, once (61) is proven, Lemma 7.3 will imply that
\[ \delta^2 \|h\|_{\dot{H}^{1/2}}^2 \leq C \delta^3 \|h\|_{\dot{H}^{1/2}}^2, \]
for an absolute constant \( C > 0 \), which is only possible if \( \|h\|_{\dot{H}^{1/2}} = 0 \), provided that \( \delta < C^{-1} \). By (58), this would imply that \( h = 0 \), concluding the proof.

In order to prove (61), we recall that \( u_f = u_g + w \) and we expand
\[
\int_{\mathbb{R}^{1+3}} (u_g + w)^4 - \int_{\mathbb{R}^{1+3}} u_g^4 = 4 \int_{\mathbb{R}^{1+3}} u_g^3 w + 6 \int_{\mathbb{R}^{1+3}} u_g^2 w^2 + O(\delta \|h\|_{\dot{H}^{1/2}}^3)
\]
\[ = 4 \int_{\mathbb{R}^{1+3}} u_g^3 w + 6 \int_{\mathbb{R}^{1+3}} (c' \delta m)^2 (S h) + O(\delta^3 \|h\|_{\dot{H}^{1/2}}^2 + \delta \|h\|_{\dot{H}^{1/2}}^3), \]
where we used (59) and (60). By (55), we know that
\[ O(\delta^3 \|h\|_{\dot{H}^{1/2}}^3 + \delta \|h\|_{\dot{H}^{1/2}}^3) = O(\delta^3 \|h\|_{\dot{H}^{1/2}}^2). \]
Thus, using (55), to conclude the proof of (61) it remains to show that
\[ 4 \int_{\mathbb{R}^{1+3}} u_g^3 w = -2S_0 c^2 \delta^2 \|h\|_{\dot{H}^{1/2}}^2 + O(\delta^3 \|h\|_{\dot{H}^{1/2}}^2), \] (62)
for which we will use the Lagrange multiplier theorem.

For \( k \in \dot{H}^{1/2}(\mathbb{R}^3) \), let
\[ W(k) := \Phi(g + k) - \Phi(g), \quad G(k) := \|g + k\|_{\dot{H}^{1/2}}^2, \] (63)
so that \( w = W(h), 0 = W(0) \) and \( \delta^2 = G(0) \). Since \( u_g = \Phi(g) \) is a maximizer for \( I(\delta) \), we have that
\[ \int_{\mathbb{R}^{1+3}} u_g^4 \leq \max \left\{ \int_{\mathbb{R}^{1+3}} (u_g + W(k))^4 \left| G(k) = \delta^2 \right\} \right. \]; (64)
that is, \( k = 0 \) is a solution to the constrained optimization problem on the right-hand side of (61). In particular, there exists a Lagrange multiplier \( \mu \in \mathbb{R} \) such that
\[ \mu G'(0)k = 4 \int_{\mathbb{R}^{1+3}} u_g^3 W'(0)k, \quad \forall k \in \dot{H}^{1/2}(\mathbb{R}^3), \] (65)
where the notation \( F'(0)k \) denotes the directional derivative \( \frac{d}{d\varepsilon} F(\varepsilon k) \bigg|_{\varepsilon=0} \).
We need to compute \( \mu \). First we note that, by the definition of \( G \),
\[ \mu G'(0)k = 2\mu \langle g, k \rangle_{\dot{H}^{1/2}}. \]
Now, by the definition (63) of $W$,
\[ W(k) = Sk + \sigma^{-1}(\Phi(g + k)^3 - \Phi(g)^3), \]
and the right-hand side is differentiable; see Remark 2.5. The directional
derivative equals
\[ W'(0)k = Sk + 3\sigma^{-1}(\Phi'(g)^2\Phi'(g)k) = Sk + O(\delta^2\|k\|_{\dot{H}^{1/2}}). \]
We insert this, the expansion (60) of $u_g$ and the formula $g = c'\delta m + g_\perp$, into (65) to obtain
\[ 2\mu \langle c'\delta m | k \rangle_{\dot{H}^{1/2}} + 2\mu \langle g_\perp | k \rangle_{\dot{H}^{1/2}} = 4 \int_{\mathbb{R}^{1+3}} (S(c'\delta m))^3 Sk + O(\delta^5\|k\|_{\dot{H}^{1/2}}). \]
We evaluate this equation at $k = m$, using that $\langle g_\perp | m \rangle_{\dot{H}^{1/2}} = 0$ and that $\|S m\|_4^4 = S_0$. The result is
\[ \mu = 2S_0c'^2\delta^2 + O(\delta^5). \]

We are now ready to conclude the proof of (62). We notice that
\[ \|g\|^2_{\dot{H}^{1/2}} = \|g + h\|^2_{\dot{H}^{1/2}} = \delta^2, \]
so $2\langle g | h \rangle_{\dot{H}^{1/2}} = -\|h\|^2_{\dot{H}^{1/2}}$. Using this,
\[ 4 \int_{\mathbb{R}^{1+3}} u_g^3 w = 4 \int_{\mathbb{R}^{1+3}} u_g^3 W'(0)h + O(\delta^3\|h\|^2_{\dot{H}^{1/2}}), \]
\[ = 2\mu \langle g | h \rangle_{\dot{H}^{1/2}} + O(\delta^3\|h\|^2_{\dot{H}^{1/2}}) = -2S_0c'^2\delta^2\|h\|^2_{\dot{H}^{1/2}} + O(\delta^5\|h\|^2_{\dot{H}^{1/2}}), \]
where we used that $w = W(h) = W'(0)h + O(\|h\|^2_{\dot{H}^{1/2}})$. Since $\|h\|_{\dot{H}^{1/2}}$ equals $\|h_\perp\|_{\dot{H}^{1/2}}$ to main order (see (62b)), the proof of (62) is complete. 

**Appendix A. Nonlinear profile decomposition**

In this section, we adapt the linear profile decomposition of Ramos (see [19]) to sequences of solutions of (NLW). This is classical, and similar to what is done in [20], with the difference that we assign the initial data at $t = -\infty$, in the sense of Proposition 2.4.

We consider sequences of transformations of the form
\[ \Lambda_n(t, x) = L^{\beta_n}(\lambda_n(t - t_n), \lambda_n(x - x_n)), \]
where $\lambda_n \in (0, \infty), t_n \in \mathbb{R}, x_n \in \mathbb{R}^3$ and $\beta_n \in \mathbb{R}^3$ with $|\beta_n| < 1$. Here we use the notation $a \sim b$, to mean that an absolute constant $C > 0$ exists such that $C^{-1}a \leq b \leq Ca$. The following definition is taken from [19].

**Definition A.1.** Consider sequences $(\Lambda^1_n)_{n \in \mathbb{N}}, (\Lambda^2_n)_{n \in \mathbb{N}}$ as above and let
\[ \frac{(\ell_n)^2 - 1}{(\ell_n)^2 + 1} = |\beta_n|, \quad \ell_n \in [1, \infty). \]
The sequences $\Lambda^1_n$ and $\Lambda^2_n$ are *orthogonal* if at least one of the following properties is satisfied:
exists an at most countable set where

Moreover, for each decomposition of Ramos.

We can now recast, using our notation, the aforementioned linear profile to (NLW) is a

Definition A.1 is motivated by the following property.

**Proposition A.2.** If \( w_1, w_2 \in L^4(\mathbb{R}^{1+3}) \) and \( \Lambda_n^1, \Lambda_n^2 \) are orthogonal sequences of transformations, then for all \( \alpha, \beta \in [0, \infty) \) such that \( \alpha + \beta = 4 \),

\[
\lim_{n \to \infty} \int_{\mathbb{R}^{1+3}} \left| \lambda_n^{(1)}(t_n^1 - r_n^1) \right|^{\alpha} \left| \lambda_n^{(1)}(x_n^1 - x_n^2) \right|^{\beta} \, dt \, dx = 0.
\]

We can now recast, using our notation, the aforementioned linear profile decomposition of Ramos.

**Theorem A.3.** Let \( f_n \) be a bounded sequence in \( \mathcal{H}^{1/2}(\mathbb{R}^3) \). Then there exists an at most countable set

\[
\{ (F^j, (\Lambda_n^j)_{n \in \mathbb{N}}) : j = 1, 2, 3, \ldots \},
\]

where \( F^j \in \mathcal{H}^{1/2}(\mathbb{R}^3) \) and the sequences \( (\Lambda_n^j) \) are pairwise orthogonal in the sense of Definition A.1, such that, up to passing to a subsequence,

\[
Sf_n = \sum_{j=1}^{J} \lambda_n^{(j)}(S F^j) \circ \Lambda_n^j + S r_n^J,
\]

where the remainder term \( r_n^J \) satisfies the vanishing property

\[
\lim_{J \to \infty} \limsup_{n \to \infty} \| S r_n^J \|_{L^4(\mathbb{R}^{1+3})} = 0.
\]

Moreover, for each \( J \geq 1 \), we have the Pythagorean expansion, as \( n \to \infty \),

\[
\| f_n \|_{\mathcal{H}^{1/2}}^2 = \sum_{j=1}^{J} \| f^j \|_{\mathcal{H}^{1/2}}^2 + \| r_n^J \|_{\mathcal{H}^{1/2}}^2 + o(1).
\]

To use Theorem A.3 with nonlinear solutions, we will need the following lemma. We recall from Proposition 2.4 that a solution to (NLW) is a
function \( u \in L^4(\mathbb{R}^{1+3}) \), with \( u \in C(\mathbb{R}; \dot{H}^{1/2}) \), that satisfies the fixed point equation

\[
u = Sf + \sigma^{-1}(v^3),\]

for a \( f \in \dot{H}^{1/2}(\mathbb{R}^3) \). We write \( u = \Phi(f) \). In particular, we are implicitly assuming that \( u \) is a \textit{global} solution, in the sense that it is defined for all \( t \in \mathbb{R} \). We will not consider non-global solutions.

**Lemma A.4** (Perturbation Lemma). Let \( u = \Phi(f) \). For \( \tilde{M} > 0 \), assume that \( \|\tilde{u}\|_{L^4(\mathbb{R}^{1+3})} \leq \tilde{M} \), where \( \tilde{u} \) satisfies

\[
\lim_{t \to -\infty} \|u(t) - \tilde{u}(t)\|_{\dot{H}^{1/2}} = 0, \quad \text{and} \quad \|e\|_{L^{4/3}(\mathbb{R}^{1+3})} \leq \varepsilon, \tag{70}
\]

where \( e := \Box \tilde{u} - \sigma \tilde{u}^3 \) in distributional sense. Then

\[
\|u - \tilde{u}\|_{L^4(\mathbb{R}^{1+3})} + \sup_{t \in \mathbb{R}} \|u(t) - \tilde{u}(t)\|_{\dot{H}^{1/2}} \leq C(\tilde{M}) \varepsilon.
\]

**Proof.** The assumptions (70) imply that \( \tilde{u} \) satisfies the fixed-point equation

\[
\tilde{u} = Sf + \sigma^{-1}(\tilde{u}^3) + \Box^{-1}e,
\]

so the difference \( w := \tilde{u} - u \) satisfies \( w = \sigma^{-1}(\tilde{u}^3 - u^3) + \Box^{-1}e \). We now estimate \( w \) on a time interval \((-\infty, T) \subset \mathbb{R} \) via the Strichartz inequality (4), which holds on such time intervals because of Remark 2.5

\[
\|w\|_{L^4((-\infty, T) \times \mathbb{R}^3)} \leq C\varepsilon + C|\sigma|\|\tilde{u} + w\|^3 - \tilde{u}^3\|_{L^4((-\infty, T) \times \mathbb{R}^3)}.
\]

The Gronwall-type inequality of [11, Lemma 8.1] now implies that

\[
\|w\|_{L^4((-\infty, T) \times \mathbb{R}^3)} \leq C\tilde{M}\varepsilon + \|w\|^3_{L^4((-\infty, T) \times \mathbb{R}^3)}.
\]

Therefore, if \( T \in \mathbb{R} \) is such that \( \|w\|_{L^4((-\infty, T) \times \mathbb{R}^3)} \leq 2C\tilde{M}\varepsilon \), then

\[
\|w\|_{L^4((-\infty, T) \times \mathbb{R}^3)} \leq C\tilde{M}\varepsilon + C\tilde{M}(2C\tilde{M}\varepsilon)^3 \leq \frac{3}{2}C\tilde{M}\varepsilon,
\]

provided that \( \varepsilon \) is sufficiently small. By the bootstrap method, this proves the inequality \( \|w\|_{L^4(\mathbb{R}^{1+3})} \leq \frac{3}{2}C\tilde{M}\varepsilon \).

The same argument with \( \sup_{t \in \mathbb{R}} \|w(t)\|_{\dot{H}^{1/2}} \) in place of \( \|w\|_{L^4(\mathbb{R}^{1+3})} \) concludes the proof. \( \square \)

**Corollary A.5.** Let \( A > 0 \) be such that, if \( \|f\|_{\dot{H}^{1/2}} \leq A \), then there exists a unique solution \( u = \Phi(f) \). If \( u_n = \Phi(f_n) \) satisfies \( \|f_n\|_{\dot{H}^{1/2}} \leq A \), we associate to each profile \((F^j, \Lambda_n^j)\) in (65) the nonlinear profile

\[
U^j := \Phi(F^j).
\]

Then

\[
u_n(t, x) = \sum_{j=1}^{J} \Lambda_{n_j}^{(j)}U^j(\Lambda_n^j(t, x)) + S N_r^j(t, x) + h_n^j(t, x), \quad (71)
\]
where \( r_n^J \) is the same as in \((\ref{eq:67})\), while \( h_n^J \) is a sequence that satisfies the vanishing condition

\[
\lim_{J \to \infty} \limsup_{n \to \infty} \left( \| h_n^J \|_{L^4(\mathbb{R}^{1+3})} + \sup_{t \in \mathbb{R}} \| h_n^J(t) \|_{\dot{H}^{1/2} \rightarrow} \right) = 0. \tag{72}
\]

**Proof.** To apply Lemma \[A.4\] we fix \( J \in \mathbb{N} \) and we denote

\[
\tilde{u}_n^J(t, x) = \sum_{j=1}^J \lambda_n^{(j)} U_n^j(\Lambda_n^J(t, x)) + S r_n^J.
\]

By orthogonality of the sequences \( \Lambda_n^J \) (see Proposition \[A.2\]), and by the vanishing property \((\ref{eq:68})\) of \( S r_n^J \), we can find a sequence \( \varepsilon_n^J \geq 0 \) satisfying \( \lim_{J} \limsup_{n} \varepsilon_n^J = 0 \) and such that

\[
\| \tilde{u}_n^J \|_{L^4(\mathbb{R}^{1+3})}^4 = \sum_{j=1}^J \| U_n^j \|_{L^4(\mathbb{R}^{1+3})}^4 + \varepsilon_n^J \leq C \left( \sum_{j=1}^J \| F_n^j \|_{\dot{H}^{1/2}}^2 \right)^2 + \varepsilon_n^J \leq C_A A^4,
\]

where we used the estimate \((\ref{eq:7})\) and the Pythagorean expansion \((\ref{eq:69})\). We remark that the estimate \((\ref{eq:73})\) is uniform in \( J \). In order to apply the perturbation Lemma \[A.4\] we notice that, by \((\ref{eq:67})\),

\[
\lim_{J \to -\infty} \left\| u_n(t) - \tilde{u}_n^J(t) \right\|_{\dot{H}^{1/2}} = 0,
\]

and, moreover,

\[
epsilon_n^J : = \Box \tilde{u}_n^J - \sigma (\tilde{u}_n^J)^3
\]

\[
= -\sigma \left( \sum_{j=1}^J \lambda_n^{(j)} U_n^j \circ \Lambda_n^J + S r_n^J \right)^3 - \sum_{j=1}^J \left( \lambda_n^{(j)} U_n^j \circ \Lambda_n^J \right)^3,
\]

so, again by orthogonality of \( \{ \Lambda_n^J : j = 1 \ldots J \} \) and vanishing of \( S r_n^J \),

\[
\lim_{J \to -\infty} \limsup_{n \to \infty} \| \varepsilon_n^J \|_{L^4(\mathbb{R}^{1+3})} = 0.
\]

We thus obtain \((\ref{eq:72})\), concluding the proof. \[ \square \]

**Remark A.6.** Proposition \[A.2\] also implies that

\[
\| u_n \|_{L^4(\mathbb{R}^{1+3})}^4 = \sum_{j=1}^J \| U_n^j \|_{L^4(\mathbb{R}^{1+3})}^4 + \| S r_n^J \|_{L^4(\mathbb{R}^{1+3})}^4 + \varepsilon_n^J,
\]

where

\[
\lim_{J \to -\infty} \limsup_{n \to \infty} \varepsilon_n^J = 0.
\]

**Appendix B. The \( \dot{H}^{1/2} \) norm is not Lorentz-invariant**

The lemma which we prove in this section immediately implies the existence of smooth solutions \( u \) to \((\text{NLW})\) such that \( \| u(t) \|_{\dot{H}^{1/2}} \) is not preserved.
by time translations and Lorentzian transformations. We recall from Section 3 that, for all $\alpha \in (-1, 1)$,

$$L^\alpha(t, x) = (\gamma t - \gamma \alpha x_1, \gamma x_1 - \gamma \alpha t, x_2, x_3),$$

where $\gamma = (1 - \alpha^2)^{-1/2}$.

**Lemma B.1.** Let $u$ be a smooth global solution to $\Box u = \sigma u^3$ on $\mathbb{R}^{1+3}$. Then

$$\frac{\partial}{\partial t_0} \|u(t_0)\|_{\dot{H}^{1/2}}^2 = 2\sigma \int_{\mathbb{R}^3} (-\Delta)^{-1/2}(u(t_0, \cdot))u^3(t_0, x) \, dx,$$

and, letting $u_\alpha := u \circ L_\alpha$,

$$\frac{\partial}{\partial \alpha} \|u_\alpha(t_0)\|_{\dot{H}^{1/2}}^2 \bigg|_{\alpha=0} = -2\sigma \int_{\mathbb{R}^3} x_1(-\Delta)^{-1/2}(u(t_0, \cdot))u^3(t_0, x) \, dx. \quad (75)$$

**Proof.** We recall that $u(t_0)$ denotes the pair $(u(t_0, \cdot), u_t(t_0, \cdot))$. Using the equation, we obtain

$$\partial_t u(t_0) = (u_t(t_0, \cdot), \Delta u(t_0, \cdot) + \sigma u^3(t_0, \cdot)). \quad (76)$$

Therefore

$$\partial_t \|u(t_0)\|_{\dot{H}^{1/2}}^2 = 2 \langle u(t_0) | \partial_t u(t_0) \rangle_{\dot{H}^{1/2}}$$

$$= 2 \int_{\mathbb{R}^3} (-\Delta)^{1/2}u(t_0, x)u_t(t_0, x) \, dx + 2 \int_{\mathbb{R}^3} (-\Delta)^{-1/2}u_t(t_0, x)\Delta u(t_0, x) \, dx$$

$$+ 2\sigma \int_{\mathbb{R}^3} (-\Delta)^{-1/2}u_t(t_0, x)u^3(t_0, x) \, dx.$$

Since $(-\Delta)^{-1/2}\Delta = -(-\Delta)^{1/2}$, the first two summands cancel, yielding (74).

To prove (75), we begin by observing that

$$\partial_\alpha u_\alpha(t_0)_{|_{\alpha=0}} = -(x_1 \partial_{t_0} + t_0 \partial_{x_1})u(t_0) - (0, \partial_{x_1} u(t_0)).$$

Integration by parts immediately shows that $\langle u(t_0) | t_0 \partial_{x_1} u(t_0) \rangle_{\dot{H}^{1/2}} = 0$. So, reasoning as before and using (76), we obtain

$$\frac{1}{2} \partial_\alpha=0 \|u_\alpha(t_0)\|_{\dot{H}^{1/2}}^2 = \langle u(t_0) | x_1 \partial_\alpha u(t_0) + (0, \partial_{x_1} u(t_0)) \rangle_{\dot{H}^{1/2}}$$

$$= \int_{\mathbb{R}^3} u_t(-\Delta)^{-\frac{3}{2}}(x_1 \Delta u) + (-\Delta)^{-\frac{1}{2}}ux_1 u_t + (-\Delta)^{-\frac{3}{2}}u_t \partial_{x_1} u + \sigma(-\Delta)^{-\frac{3}{2}}u_t x_1 u^3.$$

Now, using the elementary commutator identity $[(-\Delta)^{-\frac{1}{2}}, x_1] = (-\Delta)^{-\frac{3}{2}}\partial_{x_1}$, we see that the first three summands cancel. This completes the proof. \(\square\)

It is very easy to construct smooth solutions to (NLW) such that the derivatives in (74) and (75) do not vanish. For example, if $f_0 \neq 0$ is a smooth function with compact support and $f_1 = f_0^3$, then if $\varepsilon > 0$ is sufficiently small there exists a unique smooth solution $u$ to

$$\begin{cases}
\Box u = \sigma u^3, & \text{on } \mathbb{R}^{1+3}, \\
u(0) = \varepsilon f,
\end{cases}$$

and by (44), \(\partial_\alpha=0 \|u(t_0)\|_{\dot{H}^{1/2}}^2 = \|f_0^3\|_{\dot{H}^{-1/2}}^2 \neq 0\). Taking $f_1 = x_1 f_0^3$, we analogously obtain a solution such that \(\partial_\alpha=0 \|u_\alpha(0)\|_{\dot{H}^{1/2}}^2 = \|x_1 f_0^3\|_{\dot{H}^{-1/2}}^2 \neq 0\).
Appendix C. Geometry of the set of maximizers

In this section we use the notation
\[ \Gamma_\alpha f(x) := \lambda \Phi_\theta v(\lambda L^\lambda(t - t_0, x - x_0)) \Big|_{t=0}, \]
where \( v = Sf, \ v = (v, \partial v), \) the phase shift operator \( \Phi_\theta \) is defined in \([25]\), and \( \alpha = (\lambda, \theta, \beta, t_0, x_0) \) belongs to
\[ A := (0, \infty) \times \mathbb{S}^1 \times \{ \beta \in \mathbb{R}^3 : |\beta| < 1 \} \times \mathbb{R} \times \mathbb{R}^3. \]

As mentioned in the fifth section, the set \( M \) of extremizers of the Strichartz inequality is
\[ M = \{ c \Gamma_\alpha f_0 : c \geq 0, \ \alpha \in A \}, \]
where \( f_0 = |\mathbb{S}^3|^{-1/2}(2(1 + |\cdot|^2)^{-1}, 0) \); here the normalization factor ensures that \( f_0 \) has unit norm. We remark that each \( \Gamma_\alpha \) is a unitary operator of \( \mathcal{H}^{1/2} \) onto itself and that \( \Gamma_0 \) is the identity.

**Lemma C.1.** The map
\[ (c, \alpha) \in (0, \infty) \times A \mapsto c \Gamma_\alpha f_0 \in M \setminus \{ 0 \} \quad (77) \]
is injective, hence a bijection.

This lemma, which we will prove at the end of the section, implies that \( M \setminus \{ 0 \} \) is a smooth 10-dimensional manifold parameterized by \((c, \alpha)\). The tangent space at \( f \neq 0 \) is
\[ T_f M = \text{span} \{ \Gamma_\alpha f_0, \partial_\alpha \Gamma_\alpha f_0 : i = 1, 2, \ldots, 9 \}, \quad f = c \Gamma_\alpha f_0, \ c \neq 0. \]

We will require a further lemma, which follows immediately from the explicit computations of the third section of \([18]\).

**Lemma C.2.** The matrix
\[ M_0 := \left[ \langle \partial_\alpha_i |_{\alpha=0} \Gamma_\alpha f_0 | \partial_\alpha_j |_{\alpha=0} \Gamma_\alpha f_0 \rangle_{\mathcal{H}^{1/2}} \right]_{i,j=1,\ldots,9} \quad (78) \]
is nonsingular and positive definite.

We can now state the main result of this section.

**Proposition C.3.** For every \( f \in \mathcal{H}^{1/2} \) there exists \( f_0 \in M \) such that
\[ \|f - f_0\|_{\mathcal{H}^{1/2}} = d(f, M), \]
and, if \( f_0 \neq 0 \), then \( f - f_0 \perp T_{f_0} M \), that is
\[ \langle f - f_0, g \rangle_{\mathcal{H}^{1/2}} = 0, \quad \forall \ g \in T_{f_0} M. \quad (79) \]
Moreover, there is a constant \( \rho \in (0, 1) \) such that, if
\[ d(f, M) < \rho \|f\|_{\mathcal{H}^{1/2}}, \quad (80) \]
then \( f_0 \) is uniquely determined.
Proof. The existence of \( \mathbf{f} \) and the property (79) have been proved in Step 1 in the proof of Proposition 5.3 of [18]. To establish uniqueness, we assume that (80) holds for a constant \( \rho \) to be determined, and we suppose that there exist \( \mathbf{f} \) and \( \mathbf{f}' \) in \( M, \{0\} \) such that

\[
\mathbf{f} = \mathbf{f} + f_\perp = \mathbf{f}' + f'_\perp, \quad \text{where} \quad \|f\|_{H^{1/2}} = \|f'\|_{H^{1/2}} = d(\mathbf{f}, \mathbf{M}).
\] (81)

Our goal is to show that \( \mathbf{f} = \mathbf{f}' \). We consider \( \alpha, \alpha' \in A \) such that

\[
\mathbf{f} = c \Gamma_\alpha \mathbf{f}_0 \quad \text{and} \quad \mathbf{f}' = c' \Gamma_{\alpha'} \mathbf{f}_0,
\]

and, replacing \( \mathbf{f} \) with \( \Gamma^{-1}_\alpha \mathbf{f} \) if needed, we can assume that \( \Gamma_\alpha = \Gamma_0 \). The orthogonality (79) implies that \( \langle f_\perp | f' \rangle_{H^{1/2}} = \langle f'_\perp | f' \rangle_{H^{1/2}} = 0 \), so using (81) we can expand \( \|\mathbf{f}\|^2_{H^{1/2}} \), yielding

\[
c = c' = \|\mathbf{f}\|_{H^{1/2}} = \|\mathbf{f}'\|_{H^{1/2}} = \sqrt{\|\mathbf{f}\|^2_{H^{1/2}} - d(\mathbf{f}, \mathbf{M})^2}.\]

It follows from these considerations that we can rewrite (81) as

\[
\frac{\mathbf{f}}{c} = \mathbf{f}_0 + \frac{f_\perp}{c} = \Gamma_\alpha \mathbf{f}_0 + \frac{f'_\perp}{c},
\]

from which we infer the estimate

\[
\|\mathbf{f}_0 - \Gamma_\alpha \mathbf{f}_0\|_{H^{1/2}} \leq \frac{2d(\mathbf{f}, \mathbf{M})}{\sqrt{\|\mathbf{f}\|^2_{H^{1/2}} - d(\mathbf{f}, \mathbf{M})^2}} \leq \frac{2\rho}{\sqrt{1 - \rho^2}},\] (82)

and analogously,

\[
\|\mathbf{f}/c - \mathbf{f}_0\|_{H^{1/2}} \leq \frac{\rho}{\sqrt{1 - \rho^2}}.\] (83)

To finish the proof, it will suffice to show that \( \alpha' = 0 \).

As a first step, we claim that

\[
|\alpha'| \leq C\|\mathbf{f}_0 - \Gamma_\alpha \mathbf{f}_0\|_{H^{1/2}},\] (84)

for a \( C > 0 \). To prove this, we begin by squaring the left-hand side of (82),

\[
\|\mathbf{f}_0 - \Gamma_\alpha \mathbf{f}_0\|_{H^{1/2}}^2 = 2 - 2\langle \mathbf{f}_0 | \Gamma_\alpha \mathbf{f}_0 \rangle_{H^{1/2}}
\]

so that

\[
\langle \mathbf{f}_0 | \Gamma_\alpha \mathbf{f}_0 \rangle_{H^{1/2}} \geq \frac{1 - 2\rho^2}{1 - \rho^2}.
\]

Assuming, as we may, that \( \rho < 1/\sqrt{3} \), the right-hand side of this inequality is strictly positive. Now, \( \langle \mathbf{f}_0 | \Gamma_\alpha \mathbf{f}_0 \rangle_{H^{1/2}} \to 0 \) as \( |\sigma| \to \infty \); see for example [19, Lemmas 3.2 and 4.1]. Thus, there must be a \( C(\rho) > 0 \) such that \( |\alpha'| \leq C(\rho) \).

We can then assume, for a contradiction, that

\[
\frac{\|\mathbf{f}_0 - \Gamma_\alpha \mathbf{f}_0\|_{H^{1/2}}^2}{|\alpha_n|^2} \to 0, \quad \text{for a sequence} \quad \alpha_n \in A, \quad |\alpha_n| \leq C(\rho).\] (85)

There exists \( \alpha_0 \in A \) such that \( \alpha_n \to \alpha_0 \) up to a subsequence. If \( |\alpha_0| \neq 0 \), then (85) would imply that \( \|\mathbf{f}_0 - \Gamma_\alpha \mathbf{f}_0\|_{H^{1/2}} = 0 \), but this is ruled out by Lemma [C.1]. The only remaining possibility is that \( |\alpha_n| \to 0 \). We record now two identities that hold for all \( \alpha \in A \):

\[
\langle \Gamma_\alpha \mathbf{f}_0 | \partial_\sigma \Gamma_\alpha \mathbf{f}_0 \rangle_{H^{1/2}} = \partial_{\sigma_n} \frac{1}{2} \|\Gamma_\alpha \mathbf{f}_0\|_{H^{1/2}}^2 = 0,\] (86)
where we used that \( \Gamma_\alpha \) is unitary and
\[
- \langle \Gamma_\alpha f_0 | \partial\alpha, \partial\alpha \rangle_{\bar{H}^{1/2}} = \langle \partial\alpha, \Gamma_\alpha f_0 | \partial\alpha, \Gamma_\alpha f_0 \rangle_{\bar{H}^{1/2}},
\]
which is obtained from (86) by differentiating. Using these, we compute
\[
\| f_0 - \Gamma_\alpha f_0 \|_{\bar{H}^{1/2}}^2 = 2 \sum_{i,j=1}^g \alpha_i \alpha_j \langle \partial\alpha, \Gamma_\alpha f_0 | \partial\alpha, \Gamma_\alpha f_0 \rangle_{\sigma=0} + O(|\alpha|^3).
\]
Since the coefficients of the quadratic term are those of the matrix \( M_0 \) defined in (78), the fact that \( |\alpha_n| \to 0 \) implies
\[
0 = \lim_{n \to \infty} \frac{\| f_0 - \Gamma_\alpha f_0 \|_{\bar{H}^{1/2}}^2}{|\alpha_n|^2} \geq 2\lambda_0 > 0,
\]
where \( \lambda_0 \) is the minimal eigenvalue of \( M_0 \), which is strictly positive because of Lemma 3.4. We have reached the desired contradiction and proved (84).

To conclude the proof that \( \alpha' = 0 \), we define \( F: A \times \bar{H}^{1/2} \to \mathbb{R}^9 \) by
\[
F(\alpha, g) := \langle \langle \Gamma_\alpha f_0 - g | \partial\alpha, \Gamma_\alpha f_0 \rangle_{\bar{H}^{1/2}} \rangle_{i=1,...,9}.
\]
By (89), \( \Gamma_\alpha f_0 - f/c = f'_c/c \) is orthogonal to the tangent space at \( c \Gamma_\alpha f_0 \), which contains all the derivatives \( \partial\alpha, \Gamma_\alpha f_0 \) at \( \alpha' \), so \( F(\alpha', f/c) = 0 \). In the same way we see that \( F(0, f/c) = 0 \).

Now, obviously, \( F(0, f_0) = 0 \). Using the identities (86) and (87) as before, we find that the Jacobian matrix \( D_{\alpha} F = \left[ \partial\alpha, F \right]_{i,j=1,...,9} \) at \( (0, f_0) \) is
\[
D_{\alpha} F(0, f_0) = M_0,
\]
so that, in particular, it is nonsingular. We can thus rewrite the identity \( F(\alpha', f/c) = 0 \) as a fixed point relation:
\[
\alpha' = P(\alpha', f/c) \quad \text{where} \quad P(\alpha, g) := \alpha - D_{\alpha} F(0, f_0)^{-1} F(\alpha, g),
\]
and the function \( P \) is such that \( D_{\alpha} P(0, f_0) = 0 \). Thus, there exists an absolute constant \( \varepsilon > 0 \) such that
\[
\| D_{\alpha} P(\alpha, g) \| \leq \frac{\varepsilon}{2}, \quad \text{if} \quad |\alpha| < \varepsilon \quad \text{and} \quad \| g - f_0 \|_{\bar{H}^{1/2}} < \varepsilon.
\]
Here, as is usual, the matrix norm is \( \| M \| := \sup \{ \| Mx \|/\| x \| : x \in \mathbb{R}^9 \} \). We now require, as we may, that \( \rho \) satisfies the additional condition
\[
\rho \sqrt{1 - \rho^2} \leq \frac{\varepsilon}{2C},
\]
so that, combining (82) and (84), we see that \( |t\alpha'| < \varepsilon \) for all \( t \in [0,1] \), and moreover, \( \| f/c - f_0 \|_{\bar{H}^{1/2}} < \varepsilon \) by (84). Thus \( \| D_{\alpha} P(t\alpha', f/c) \| \leq \frac{\varepsilon}{2} \), and from
\[
\alpha' = P(\alpha', f/c) = \int_0^1 \frac{d}{dt} P(t\alpha', f/c) \, dt = \int_0^1 D_{\alpha} P(t\alpha', f/c) \alpha' \, dt,
\]
where we used that \( P(0, f/c) = 0 \), we infer that
\[
|\alpha'| \leq \int_0^1 \| D_{\alpha} P(t\alpha', f/c) \| |\alpha'| \, dt \leq \frac{1}{2} |\alpha'|,
\]
so that $|\alpha'| = 0$, completing the proof.

We now give a proof of Lemma C.1. We need to show that $c \Gamma_\alpha f_0 = c' \Gamma_\alpha' f_0$ implies that $c = c'$ and $\alpha = \alpha'$. Now, the first identity is immediate, as $c = \|e v(0, \cdot)\|_{H^{1/2}} = \|e' v'(0, \cdot)\|_{H^{1/2}} = c'$. Reasoning like in the proof of Proposition C.3, we can also assume that $\Gamma_{\alpha'} = \Gamma_0$. We are thus reduced to prove that

$$v_\alpha = v_0 \implies \alpha = 0,$$

where

$$v_\alpha(t, x) := \lambda v_0(\lambda L^\beta(t - t_0, x - x_0)), \quad \alpha = (\lambda, \theta, \beta, t_0, x_0)$$

and $v_0 = S(\Phi_\theta f_0)$. We recall the energy-momentum relation

$$E(v_\alpha) = 2E(v_0),$$

where

$$E(v) := \int_{\mathbb{R}^3} \left( |\nabla v|^2 + (\partial_t v)^2 \right) dx, \quad P(v) := \int_{\mathbb{R}^3} \partial_t v \nabla v dx;$$

see, for example, [17, Remark 2.5]. Since $v_0$ is radial, $P(v_0) = 0$. Now, since $v_\alpha = v_0$, then obviously $(E(v_\alpha), P(v_\alpha)) = (E(v_0), P(v_0))$, so (88) gives

$$\lambda \gamma E(v_0) = E(v_\alpha), \quad \lambda \gamma \beta E(v_0) = 0, \quad \text{where } \gamma := (1 - |\beta|^2)^{-1/2},$$

from which we infer that $\lambda = 1$ and $\beta = 0$. To conclude, we equate the spatial Fourier transforms of $v_\alpha(t - t_0, x - x_0)$ and $v_0(t, \cdot)$:

$$\cos((t - t_0)|\xi| + \theta)e^{-i\xi \cdot \xi} \hat{f}_0(|\xi|) = \cos(\xi t) \hat{f}_0(|\xi|), \quad \forall \xi \in \mathbb{R}^3, t \in \mathbb{R},$$

where $f_0 := C(1 + |\cdot|^2)^{-1}$, so $\hat{f}_0(|\xi|) = C e^{-|\xi|/|\xi|}$ for an irrelevant $C > 0$, and in particular, $\hat{f}_0(|\xi|) \neq 0$ almost everywhere. This is only possible if $t_0 = 0, x_0 = 0$ and $\theta = 0$ modulo $2\pi$, completing the proof.
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