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Abstract

Self-supervised learning (SSL) is an efficient approach that addresses the issue of annotation shortage. The key part in SSL is its proxy task that defines the supervisory signals and drives the learning toward effective feature representations. However, most SSL approaches usually focus on a single proxy task, which greatly limits the expressive power of the learned features and therefore deteriorates the network generalization capacity. In this regard, we hereby propose three strategies of aggregation in terms of complementarity of various forms to boost the robustness of self-supervised learned features. In spatial context aggregative SSL, we contribute a heuristic SSL method that integrates two ad-hoc proxy tasks with spatial context complementarity, modeling global and local contextual features, respectively. We then propose a principled framework of multi-task aggregative self-supervised learning to form a unified representation, with an intent of exploiting feature complementarity among different tasks. Finally, in self-aggregative SSL, we propose to self-complement an existing proxy task with an auxiliary loss function based on a linear centered kernel alignment metric, which explicitly promotes the exploring of where are uncovered by the features learned from a proxy task at hand to further boost the modeling capability. Our extensive experiments on 2D natural image and 3D medical image classification tasks under limited annotation scenarios confirm that the proposed aggregation strategies successfully boost the classification accuracy.

1. Introduction

Recently, self-supervised learning (SSL) [3, 11, 13, 10, 18, 22, 15] gains increasing attentions in the community as it attempts to loose the requirement of annotated data for neural networks by exploiting the rich information contained in unlabeled data. A conventional SSL approach starts with a formulated proxy task to encourage the learning of informative features from raw data. A multitude of proxy tasks, dealing with 2D natural images or 3D medical volumes, have been proposed, including grayscale image colorization [16], images rotation [8], Jigsaw puzzles [19, 23], BigBiGAN [7], SimCLR [2], Rubik’s cube [28], Rubik’s cube+ [27], Model Genesis [26], and D2D-CNNs [1].

Most SSL approaches usually focus on a single proxy task, which greatly limits the expressive power of the learned features and therefore decreases the network generalization capability. In the literature there are a few attempts of leveraging multiple tasks in SSL. Doersch and Zisserman [6] are the first to explore how to combine multiple self-supervised tasks. Chen et al. [4] introduce an adversarial training strategy into assembling self-supervised tasks. In medical imaging field, Rubik’s cube+ [27] integrates three synergistic puzzles, including rearrangement, rotation, and partial masking, to enforce networks to learn a more robust representation. Model Genesis [25, 26] assembles several proxy tasks, including an array of image transformations, and designs a unitary self-supervised learning framework. Those approaches demonstrate that the integration of proxy tasks may strengthen the generalization of pre-trained networks and thus boost the performance of subsequent target tasks.

Albeit successful, such a task integration is usually derived from ad-hoc assumptions and there is a lack of a principled way of aggregation. In this paper, we attempt to bridge the gap by exploiting three different forms of complementarity. We first contribute a heuristic aggregation method by exploiting spatial context complementarity. It combines two ad-hoc proxy tasks that extracts global and local context information, respectively. Then, we systematically explore the feature complementarity between multiple SSL approaches and propose a greedy algorithm to
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aggregate multiple proxy tasks. Based on the hypothesis: a weaker correlation means a higher complementarity between two features, we first calculate the correlation measure (i.e., linear centered kernel alignment (LCKA) [14]) between the features yielded by different proxy tasks, and then employ the proposed greedy algorithm to iteratively add a proxy task with the lowest LCKA to the proxy tasks in the current task pool, and finally form a multi-task SSL framework. Lastly but not least, we implement a self-aggregation method to enlarge the feature space explored by a proxy task in a mode of self-complementarity. To achieve this, an auxiliary loss function based on LCKA is proposed as an add-on to the existing loss function to promote the exploring of where a single proxy task fails to cover.

In summary, our paper contributes three SSL aggregation strategies to exploit the complementarity between global and local contexts, among different proxy tasks, and with respect to self, respectively. Such aggregative SSL methods boost the robustness of the learned feature representation as demonstrated by our extensive evaluations on a 2D natural image dataset and a 3D medical volume dataset.

2. Spatial Context Aggregative SSL

As the global and local context information plays an important role in image classification, in this regard, we first propose two novel proxy tasks, exploiting spatial context complementary information, i.e., global and local context information from the raw image, respectively, and show the effectiveness of spatial context complementarity by combining them. The whole pipeline of our approach, as presented in Figure 1, is named as SC-ASSL.

Pre-processing. For an input image, we first randomly crop a sub-area, and then divide the cropped area into $3 \times 3$ tiles, $\{x_{i,j}; i, j = 1, 2, 3\}$, with an overlap of 50%. A pool of sampling route is pre-defined as shown in the top of Figure 1. After dividing the input image into tiles, we sample the tiles along a route randomly selected from the route pool as specified in Section 2.1. The sampled tiles are fed to a Siamese convolutional neural network (CNN) for feature extraction. The backbone of Siamese CNN can be any network architecture (e.g., VGG and ResNet). Denoting the network function of Siamese CNN and input tile by $f(\cdot)$ and $x$, respectively, the feature vector ($z$) of each input tile can be yielded via:

$$ z_i = f(x_i), \quad i = 1, \ldots, m \quad (1) $$

where $m$ is the number of sampling tiles; $m = 5$ for 2D images in our experiments, as illustrated in Figure 1.

2.1. Sampling route classification

To extract the global context information, we formulate a novel proxy task, namely sampling route classification (SRC). Particularly, taking the two endpoints of a diagonal line illustrated in Figure 1 as an example, the framework is enforced to sample tiles from top-left corner (origin) to its bottom-right corner (destination) via a sampling route randomly selected from a pre-defined pool, which contains a total of 6 routes. Since each vertex of the image can be chosen as the origin, we can extend the pool to $4 \times 6 = 24$ sampling routes, as presented in the top of Figure 1. The neural networks are trained to recognize the sampling route by observing the input tiles, which enforce them to construct the global structure information of objects. Hence, the proposed SRC can be formulated as a 1-of-$K$ classification task. To achieve this, the feature vectors of the tiles extracted by the Siamese CNN are concatenated and fed to a fully-connected layer for route classification. The cross-entropy loss is adopted for optimization.
2.2. Modified contrastive predictive coding

To enrich information exploited by the Siamese CNN, we formulate another proxy task, namely modified contrastive predictive coding (MCPC) to extract local information, complementing global feature. The main difference between conventional CPC [9] and our MCPC lies in the route for feature extraction, where CPC extracts features from the tiles following a column-by-column manner and MCPC uses the same sampling route as in SRC. Assuming the feature extracted by the backbone network from a tile \( i \) as \( z_i \), the support set containing \( m - 1 \) features can be represented as \( Z = \{z_i, i = 1, ..., m - 1\} \) and the ground-truth for the predictive coding is \( z_m \). A recurrent neural network (RNN) \( \psi \) is adopted to predict the feature vector \( (z'_m) \) of tile \( m \) based on the support features:

\[
z'_m = \psi_{RNN}(Z).
\]

Contrastive loss. The purpose of MCPC is to recognize the unseen \( z_m \) from other representations \( z_i, i \in \{1, ..., m - 1\} \). To this end, the Siamese CNN is required to deeply exploit the local information of each input tile. A contrastive loss is adopted in our proxy task for network optimization, which is defined as:

\[
L_C = - \sum_i z_i \log z'_m + (1 - z_m) \log (1 - z'_m) - \sum_i z'_i \log z_m + (1 - z'_i) \log (1 - z_m)
\]

The \( \{z_i | z_i \neq z_m\} \) denotes negative representations in the mini-batch. This loss is inspired by InfoNCE [5] and proved to have the ability to maximize the mutual information.

2.3. 3D extension of SC-ASSL

It is worthwhile to mention that our SC-ASSL can deal with not only 2D images but also 3D volumes. Our 3D extensions are as follows. A 3D volume is separated into \( 3 \times 3 \times 3 \) cubes, \( \{x_{i,j,k}, i,j,k = 1,2,3\} \), with a 50% overlap, as in Figure 3. The feature vector \( z \) of each cube is generated according to Eq. (1). Since each cuboid has 8 vertexes, we thereby can generate a route pool of \( 8 \times C_8^2C_2^4 = 720 \) alternative routes, which are too difficult for a network to classify. To reduce the computational complexity, we randomly select six alternative routes for each vertex, as shown in Figure 3. Consequently, the number of 3D sampling routes contained in the pool decreases to \( 8 \times 6 = 48 \), i.e., the values of \( K \) and \( m \) are set to 48 and 7, respectively.

Figure 2. The proposed multi-task aggregative self-supervised learning strategy (MT-ASSL) of each iteration. We evaluate the similarity between feature representations learned by different proxy tasks using LCKA, and accordingly integrate the proxy task with the low similarity into the proposed MT-ASSL framework.

Figure 3. Examples of 3D sampling routes.
3. Multi-Task Aggregative SSL

Our SC-ASSL in terms of spatial context complementarity is simple yet effective to improve the robustness of learned feature representation. This observation drives us to explore deeper into the approach integrating the complementary features from multiple proxy tasks. In this section, we propose a novel multi-task aggregative self-supervised learning (MT-ASSL) strategy to iteratively integrate the features extracted by different proxy tasks and finally construct a robust feature representation.

The pipeline of our MT-ASSL is shown in Figure 2. First, we separately train the backbone network with each of the candidate proxy tasks and obtain a pool of feature representations \( \{f_1, f_2, ..., f_k\} \), where \( k \) denotes the number of candidate proxy tasks. Then, using the linear centered kernel alignment technique [14] or other appropriate measures [24, 17], a similarity matrix \( S \) is obtained by calculating the correlation between the features yielded by each pair of proxy tasks,

\[
S_{ij} = ||C(f^T_i f_i) * C(f^T_j f_j)||_1
\]

where \( f^T_i f_i \) and * denote a dot product and element-wise multiplication, respectively. \( C(x) \) denotes the centered alignment operation, which is defined as:

\[
C(X) = X(I_n - 11^T/n),
\]

where \( n \) denotes the dimension of \( X \), \( I_n \) is an identity matrix of size \( n \times n \), and \( 1 \) is an \( n \times 1 \) vector of ones.

The matrix \( S \) offers a simple yet concrete measurement of task correlation, which can be used as the guideline for aggregation of multiple proxy tasks. After the generation of matrix \( S \), instead of using all candidate SSL methods, we form a pool of proxy tasks by selecting the ones with the smallest \( S \) values, since those proxy tasks collectively encourage the network to learn diverse representative features, thereby making them more amenable to be fine-tuned to the target task. Following this selection criterion, a greedy training strategy is proposed to aggregate different proxy tasks for feature learning in an iterative fashion. For each iteration, we first update the task pool by adding one more task that has the weakest correlation with the existing tasks in the pool. Then we conduct a multi-task learning similar to [6] to learn the feature, as it is a simple yet effective way of feature aggregation. Specifically, for each mini-batch, we randomly select a proxy task from the pool to optimize the neural network. Therefore, as the training iteration increases, the features exploited by different proxy tasks are gradually integrated, which yields a feature representation of better generalization. The process of the proposed aggregative training is described in Algorithm 1.

4. Self-Aggregative SSL

Since our MT-ASSL is in virtue of different SSL methods, we further propose a novel aggregation strategy based on self-complementarity, namely self-aggregative SSL (Self-ASSL), to boost the generalization of the feature, taking the advantages of a single SSL. Typically, the features learned from the same proxy task have high similarities to each others even in the experiments initialized with different random seeds, due to some trivial solutions to the proxy task. To alleviate the problem, our Self-ASSL encourages the network to explore a new latent space, which is complementary to the original one, for feature extraction with the same proxy task and thereby enriches the representation by aggregating newly explored space.

The pipeline of our Self-ASSL is shown in Figure 4, which includes three steps. First, for the unlabeled data \( D_U \), we train the backbone network under the supervision of the conventional proxy task loss \( D_f \). Then in Step 2 of Figure 4, for the same unlabeled data \( D_U \), apart from the conventional proxy task loss \( D_f \), we propose an auxiliary loss \( L_{com} \) to enforce the learned representation \( f'_p \) to be

**Algorithm 1 Multi-task aggregative SSL**

1. **Input:**
   2. Training dataset \( D \) and backbone model \( f \);
   3. Candidate proxy task list: \( \mathcal{P} = \{p_1, p_2, ..., p_k\} \);
   4. Target task \( p_t \) with ground truth \( g \).
5. **Function:**
   6. \( \text{Train}(f, p) \): Train network \( f \) with proxy task \( p \);
   7. \( \text{Eval}(f, g) \): Evaluate \( f \) using ground truth \( g \);
6. **Procedure:**
   9. Aggregated_Task_Pool (\( \mathcal{A} \)) = \[
   10. \text{for } p_i \text{ in } \mathcal{P}: \text{do}
   11. \hspace{1em} f_i \leftarrow \text{Train}(f, p_i)
   12. \hspace{1em} f_i \leftarrow \text{Train}(f, p_i)
   13. \hspace{1em} ACC_i \leftarrow \text{Eval}(f_t, g)
   14. \hspace{1em} \text{end for}
   15. \( \mathcal{A} \leftarrow p_x \), where \( p_x \) achieves the \( \text{Max} (ACC) \)
   16. Best_Acc = \( \text{Max} (ACC) \)
   17. \( p \leftarrow p - p_x \)
   18. while Best_Acc is updated and \( \mathcal{P} \neq [\] do
   19. \( \mathcal{A} \leftarrow \text{Train}(f, \mathcal{A}) \)
   20. \( f_t \leftarrow \text{Train}(f, p_t) \)
   21. \( s_i \leftarrow S(f_i, f) \) defined in Eq. (4)
   22. \( \mathcal{A} \leftarrow p_y \), where \( p_y \) achieves the \( \text{Min} (s) \)
   23. \( ACC_A \leftarrow \text{Eval}(f_A, g) \)
   24. Best_Acc = \( ACC_A \) if \( ACC_A \geq \text{Best_Acc} \)
   25. \( \mathcal{P} \leftarrow p - p_y \)
   26. end while
   27. **Output:** Trained backbone model \( f_t \).
5. Experiments

In this section, we conduct extensive experiments to validate the effectiveness of the proposed self-supervised learning approaches (i.e., SC-ASSL, MT-ASSL, and Self-ASSL) and present the results in the following.

5.1. Datasets

2D natural image dataset: STL10. The STL10 dataset is for image recognition. It contains images of 96 × 96 pixels. The dataset is partially annotated (10 classes, 100 per class) and provides a large amount of unlabeled images (100K) for the development of unsupervised learning approaches. The SSL methods are first trained on unlabeled data and then fine-tuned on 1K labeled data for classification task.

3D medical volume dataset: Brain hemorrhage. The brain hemorrhage dataset, containing 1,486 brain CT volumes, is constructed by our collaboration hospital with IRB approval. The dataset consists of four pathological causes of cerebral hemorrhage: aneurysm, arteriovenous malformation, moyamoya disease, and hypertension. The volumes are of a uniform size (30 × 270 × 230 voxels). We separate the brain hemorrhage dataset into training and testing sets according to the ratio of 80:20.

5.2. Implementation Details

For 2D natural image classification, several state-of-the-art SSL approaches, including SRC, MCPC, 2D jigsaw puzzles (2D Jigsaw) [19], image rotation (2D Rot) [8], image inpainting (Inpaint) [20] and SimCLR [2], are involved to form a pool of proxy tasks for our MT-ASSL and Self-ASSL. The 2D ResNet-18 is adopted as backbone network for MT-ASSL and Self-ASSL. For 3D SSL method, several 3D-based SSL approaches are included, i.e., 3D SC-ASSL, 3D rotation (3D Rot) [8], Model genesis (MG) [26], 3D CPC (3D version of [9] and Rubik’s cube (Cube) [28]). The 3D ResNet-18 is utilized as backbone for MT-ASSL and Self-ASSL.

All methods are implemented using PyTorch. The network is trained with a mini-batch size of 128 and 16 for STL10 and brain hemorrhage datasets, respectively. The initial learning rate for the proxy task and target task are set to 1e−3 and 1e−4 for STL10, 2e−5 and 15e−6 for brain hemorrhage dataset, respectively. The Adam solver [12] is used as the optimizer for network training. The average classification accuracy (ACC) is employed as metric for performance evaluation.

5.3. Evaluation of MT-ASSL

To demonstrate the effectiveness of integrating different proxy tasks and explore the performance improvement caused by embedding the complementary information, we conduct a simple experiment on the STL10 dataset — evaluating the integration performance of two proxy tasks (denoted as A1 and A2) randomly selected from the SSL pool. The evaluation results are presented in Table 1. We first pre-train and fine-tune the ResNet-18 using each of the two proxy tasks and record the accuracy, i.e., the average accuracy (Avg ACC) of the paired proxy tasks and the maximum accuracy (Max ACC) among them. Then, we pre-train and fine-tune another ResNet-18 simultaneously using the two proxy tasks. The aggregation is achieved by iteratively optimizing the loss functions of \( L_{A1} \) and \( L_{A2} \).

It can be easily observed from Table 1 that the feature learned by proxy task integration (Int ACC) yields consistent improvements to the classification accuracy, compared to the single one. Furthermore, we evaluate the similarity between the feature representations learned by different proxy tasks using LCKA, as presented in the ‘Similarity’ column of Table 1. The performance improvements are observed to decline as the similarity increases, which confirms our hypothesis: a weaker correlation or similarity means a higher complementarity between two features. Hence, the feature learned by the aggregation of proxy tasks with low similarity (high complementarity) can significantly boost
### Table 1. Evaluation of the effectiveness of proxy task integration that aggregates each pair of SSLs (‘A1’ and ‘A2’) on STL10 dataset.

Proxy task ‘A2’ is sorted by the similarity of the last layer of ResNet-18 to ‘A1’. The ‘Avg ACC’ and ‘Max ACC’ are the average ACC and the maximum ACC calculated by separately fine-tuning ‘A1’ and ‘A2’ pre-trained weights on the target task. The accuracy of proxy task integration is denoted as ‘Int ACC’. **Avg (+/-)** and **Max (+/-)** are the improvements comparing Int ACC with Avg ACC and Max ACC, respectively.

| A1       | A2         | Similarity | Avg ACC | Max ACC | Int ACC | Avg (+/-) | Max (+/-) |
|----------|------------|------------|---------|---------|---------|-----------|-----------|
| 2D Jigsaw| SimCLR     | 0.2409     | 70.67   | 73.05   | 74.69   | +4.02     | +1.64     |
| SRC      | Inpaint    | 0.4132     | 66.39   | 68.29   | 70.77   | +4.38     | +2.48     |
| SRC      | MCPC       | 0.4202     | 67.62   | 68.29   | 68.81   | +1.20     | +0.52     |
| SimCLR   | 2D Jigsaw  |            |         |         |         |           |           |
| SRC      | 0.0695     | 69.22      | 70.07   | 76.70   | +7.49   | +6.63     |
| SimCLR   | 0.1085     | 70.71      | 73.05   | 77.25   | +6.55   | +4.20     |
| Inpaint  | 0.2373     | 68.77      | 73.05   | 74.08   | +5.31   | +1.03     |
| MCPC     | 0.2388     | 70.00      | 73.05   | 73.29   | +3.30   | +0.24     |
| 2D Jigsaw| 0.2409     | 70.67      | 73.05   | 74.69   | +4.02   | +1.64     |
| 2D Jigsaw| SimCLR     | 0.0695     | 69.22   | 70.07   | 76.70   | +7.49     | +6.63     |
| SRC      | 0.1085     | 70.71      | 73.05   | 77.25   | +6.55   | +4.20     |
| Inpaint  | 0.2373     | 68.77      | 73.05   | 74.08   | +5.31   | +1.03     |
| MCPC     | 0.4125     | 65.72      | 66.94   | 65.09   | -0.63   | -1.85     |
| 2D Jigsaw| 0.4132     | 66.39      | 68.29   | 70.77   | +4.38   | +2.48     |
| 2D Jigsaw| SimCLR     | 0.0695     | 69.22   | 70.07   | 76.70   | +7.49     | +6.63     |
| SRC      | 0.1085     | 70.71      | 73.05   | 77.25   | +6.55   | +4.20     |
| Inpaint  | 0.2373     | 68.77      | 73.05   | 74.08   | +5.31   | +1.03     |
| MCPC     | 0.2573     | 67.65      | 68.36   | 72.03   | +4.38   | +3.67     |
| 2D Jigsaw| 0.2573     | 67.65      | 68.36   | 72.03   | +4.38   | +3.67     |
| 2D Jigsaw| SimCLR     | 0.0695     | 69.22   | 70.07   | 76.70   | +7.49     | +6.63     |
| SRC      | 0.1085     | 70.71      | 73.05   | 77.25   | +6.55   | +4.20     |
| Inpaint  | 0.2373     | 68.77      | 73.05   | 74.08   | +5.31   | +1.03     |
| MCPC     | 0.2573     | 67.65      | 68.36   | 72.03   | +4.38   | +3.67     |
| 2D Jigsaw| 0.2573     | 67.65      | 68.36   | 72.03   | +4.38   | +3.67     |

The target classification accuracy. Here we further validate the effectiveness of the proposed MT-ASSL strategy that integrates multiple proxy tasks using both 2D and 3D datasets.

**STL10.** We first evaluate the proposed MT-ASSL on STL10 dataset. The six proxy tasks are used to train ResNet-18 individually to obtain the corresponding self-supervised feature representations. Then, we calculate the similarity metric of the last layer of ResNet-18 by Eq. (4). The proxy task with the lowest calculated similarity is integrated to our aggregated task pool. We adopt the integrated proxy tasks to train a new ResNet-18 and repeat the process of similarity calculation and proxy task aggregation, following the greedy algorithm as presented in Algorithm 1. The results are shown in Table 2.

For the first iteration, SimCLR, which achieves the best performance of 73.05%, is added to the aggregation task pool. The 2D Rot and SRC proxy tasks with a lower similarity to SimCLR are involved during iteration two and three, respectively. The MT-ASSL is completed after four iterations since no further performance improvement is observed as the similarities of the rest three proxy tasks are nearly the same. Therefore, our MT-ASSL obtains the best combination of proxy tasks (i.e., SimCLR + 2D Rot + SRC) for the image classification on STL10 dataset, which results in a final target accuracy of 79.43%.

**Brain hemorrhage.** We also evaluate our MT-ASSL with five 3D-based SSL methods on brain hemorrhage dataset. The evaluation results are in Table 3. The best model is the combination of SC-ASSL and Cube. The aggregation of
Table 2. Results of our multi-task aggregative SSL (MT-ASSL) on STL10 dataset. The ‘A1’ and ‘A2’ indicate two single SSL methods for aggregation. ‘A2’ are sorted by the similarity of the fourth layer to proxy task ‘A1’. The ‘Avg ACC’ and ‘Max ACC’ are the average ACC and the maximum ACC of ‘A1’ and ‘A2’. Avg (+/-) and Max (+/-) are the improvements comparing MT-ASSL ACC with Avg ACC and Max ACC, respectively. (Iter.–Iteration)

| Iter. | A1      | A2      | Similarity | Avg ACC | Max ACC | MT-ASSL ACC | Avg (+/-) | Max (+/-) |
|-------|---------|---------|------------|---------|---------|-------------|-----------|-----------|
| 1     | SRC     | -       | -          | 68.36   | 68.29   | 70.07       | 64.49     | 66.94     |
|       | 2D Jigsaw | -       | -          | 73.05   | 72.75   | 73.05       | 4.20      | 1.03      |
|       | SimCLR  | -       | 0.0866     | 68.77   | 74.08   | 73.29       | 5.16      | 0.24      |
|       | 2D Rot  | -       | 0.1085     | 70.67   | 73.29   | 70.07       | 6.55      | 4.20      |
|       | MCPC    | -       | 0.2373     | 73.29   | 74.08   | 73.05       | 5.31      | 1.03      |
| 2     | SimCLR  | -       | 0.0911     | 73.29   | 74.08   | 73.29       | 5.31      | 1.03      |
|       | SRC     | 0.0612  | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
|       | Cube    | -       | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
|       | 3D CPC  | -       | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
|       | 3D Rot  | -       | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
|       | MG      | -       | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
| 3     | SimCLR  | -       | 0.0866     | 70.67   | 74.08   | 73.05       | 5.16      | 0.24      |
|       | 2D Jigsaw | -       | 70.67      | 73.29   | 73.05   | 70.07       | 6.55      | 4.20      |
|       | SRC     | 0.0911  | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
|       | Cube    | -       | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
|       | 3D CPC  | -       | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
|       | 3D Rot  | -       | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |
|       | MG      | -       | 73.29      | 79.43   | 79.43   | 78.21       | 6.15      | 1.22      |

Table 3. Results of our multi-task aggregative SSL (MT-ASSL) on brain hemorrhage dataset. The ‘A1’ and ‘A2’ indicate two single SSL methods for aggregation. ‘A2’ are sorted by the similarity of the fourth layer to proxy task ‘A1’. The ‘Avg ACC’ and ‘Max ACC’ are the average ACC and the maximum ACC of ‘A1’ and ‘A2’. Avg (+/-) and Max (+/-) are the improvements comparing MT-ASSL ACC with Avg ACC and Max ACC, respectively. (Iter.–Iteration)

| Iter. | A1      | A2      | Similarity | Avg ACC | Max ACC | MT-ASSL ACC | Avg (+/-) | Max (+/-) |
|-------|---------|---------|------------|---------|---------|-------------|-----------|-----------|
| 1     | SC-ASSL | -       | -          | 89.53   | 87.50   | 83.79       | 87.16     | 87.50     |
|       | Cube    | -       | -          | 88.52   | 89.53   | 90.20       | +0.69     | +0.67     |
|       | 3D CPC  | -       | 0.0612     | 86.66   | 89.53   | 87.50       | +0.84     | -2.03     |
|       | 3D Rot  | -       | 0.1722     | 88.35   | 89.53   | 88.17       | -0.17     | -1.36     |
|       | MG      | -       | 0.2415     | 88.52   | 89.53   | 87.83       | -0.69     | -1.70     |
| 2     | SC-ASSL | -       | 0.0612     | 88.52   | 89.53   | 90.20       | +0.69     | +0.67     |
|       | Cube    | -       | 88.52      | 90.20   | 89.53   | 88.17       | -0.17     | -1.36     |
|       | 3D CPC  | -       | 88.52      | 90.20   | 89.53   | 87.83       | -0.69     | -1.70     |
|       | 3D Rot  | -       | 88.52      | 90.20   | 89.53   | 87.83       | -0.69     | -1.70     |
|       | MG      | -       | 88.52      | 90.20   | 89.53   | 87.83       | -0.69     | -1.70     |

3D CPC is observed to degrade the performance by a large margin of −2.70%. The underlying reason is that our SC-ASSL also contains a modified CPC branch; therefore, the information exploited by 3D CPC may be redundant to the integration of SC-ASSL and Cube, which deteriorates the pre-training.

5.4. Evaluation of SC-ASSL and Self-ASSL

For the evaluation of SC-ASSL and Self-ASSL, apart from the ResNet-18 model, we also use the VGG model as a backbone to validate the generalization of the proposed approaches. The evaluation on the STL10 and brain hemorrhage datasets are presented in Table 4.

For STL10, it is observed that the Self-ASSL strategy consistently boosts the accuracy of proxy tasks, e.g., +2.73% for SimCLR with VGG and +2.51% for 2D Jigsaw with ResNet-18, with the only exception of 2D Rot with VGG. The exact reason of such an exception is unclear and worthy of further investigation. Specifically, the Self-ASSL-trained SC-ASSL with ResNet-18 achieves the best ACC of 74.28%, which demonstrates the merit of this heuristic aggregation method. A similar trend of improve-
Table 4. Accuracy (ACC %) of different proxy tasks tested on STL10 and Brain hemorrhage datasets. ACC (+/-) lists the improvements of ACC comparing Self-ASSL-trained SSLs to the original ones. (T. f. s.–Train from scratch)

| Backbone Method | ACC w. Self-ASSL | ACC (+/-) |
|-----------------|-------------------|-----------|
| 2D VGG          |                   |           |
| T. f. s.        | 63.90             | -         |
| 2D Jigsaw       | 62.84             | +0.98     |
| Inpaint         | 64.76             | +0.49     |
| 2D Rot          | 69.33             | -0.24     |
| SimCLR          | **70.31**         | **+2.73** |
| SRC             | 62.90             | +0.31     |
| MCPC            | 65.25             | +3.17     |
| 2D SC-ASSL      | 65.69             | +0.76     |
| 3D VGG          |                   |           |
| T. f. s.        | 72.30             | -         |
| 3D CPC          | 77.02             | +6.42     |
| Cube            | 77.36             | +3.72     |
| 3D Rot          | 76.68             | +2.37     |
| SimCLR          | 83.44             | +6.42     |
| SRC             | 85.81             | +0.34     |
| MCPC            | 87.05             | +2.02     |
| 3D SC-ASSL      | **87.83**         | **+0.00** |

| Backbone Method | ACC w. Self-ASSL | ACC (+/-) |
|-----------------|-------------------|-----------|
| 2D ResNet-18    |                   |           |
| T. f. s.        | 63.19             | -         |
| 2D Jigsaw       | 68.29             | +2.51     |
| Inpaint         | 64.49             | +1.18     |
| 2D Rot          | 70.07             | +2.34     |
| SimCLR          | **73.05**         | **+0.33** |
| SRC             | 68.36             | +0.97     |
| MCPC            | 66.94             | +0.24     |
| 2D SC-ASSL      | **72.03**         | **+2.25** |
| 3D ResNet-18    |                   |           |
| T. f. s.        | 81.08             | -         |
| 3D CPC          | 83.79             | +4.38     |
| Cube            | 87.50             | +1.35     |
| 3D Rot          | 85.81             | -0.34     |
| SimCLR          | 87.50             | +0.67     |
| SRC             | 87.16             | +1.35     |
| MCPC            | 88.51             | +0.34     |
| 3D SC-ASSL      | **89.53**         | **+0.00** |

Figure 5. Grad-CAM visualization of SSL and Self-ASSL. The yellow rectangles indicate the pronounced differences.

Visualization. To further demonstrate the effectiveness of our Self-ASSL, we employ Guided Grad-CAM [21] to visualize the feature learned by the last convolution layer of ResNet-18. Three examples are presented in Figure 5. The Self-ASSL brings more attention to detailed information (marked using yellow rectangles), which is ignored by the conventional SSL method. For example, the Self-ASSL-trained Jigsaw captures the information of the dog body, which is omitted by the original Jigsaw. Overall, the feature visualization further validates the effectiveness of our Self-ASSL in helping the proxy task to capture more detailed information by aggregating self-complementary features from a raw image, thereby leading to improved classification accuracy.

6. Conclusion

We propose three approaches for SSL aggregation by exploiting complementarity of spatial context, multiple proxy tasks, and single proxy task itself, respectively. We first construct a heuristic SSL method that simultaneously exploits spatial context complementarity from raw data. Then, we propose an effective multi-task aggregative strategy to fuse multiple proxy tasks and extract the complementary features. Last but not least, a self-aggregative SSL, which
is simple but effective, is implemented to aggregate self-complementary feature to boost the performance of a single SSL method. Our extensive experiments on 2D natural and 3D medical image datasets show that the proposed aggregation strategies expose new insights for self-supervised learning and significantly improve the accuracy of learned features on the target tasks. Future work includes mining the feature complementarity among off-the-shelf networks for various vision tasks.
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