Abstract—We present VG-Swarm, a practical and effective method for aerial robots dynamic encirclement, which consists of a vision-based gene regulatory network (V-GRN) and a visual perception module. For each flying robot deployed with the proposed method, the relative spatial positions of the surrounding robots, targets, and obstacles are first obtained by omnidirectional monocular vision. Then the proposed method is used to generate the concentration field within its own perception range according to the obtained position information. The agent individually calculates and selects an optimal moving direction in its concentration field, and finally stays on its selected encirclement pattern (a closed concentration contour around the target). As a result, a swarm of flying robots can emerge adaptive pattern formations to entrap the targets even without any communication and global information. We verify the effectiveness and robustness of the proposed method in various simulations and real-world experiments.

Index Terms—Aerial systems: Perception and autonomy, biologically-inspired robots, swarm robotics.

I. INTRODUCTION

RECENTLY, the research of swarm unmanned aerial vehicles (UAVs) has attracted increasing attention from the research community due to its wide applicability. Representative applications include collaborative navigation [1], target tracking [2], flocking [3], autonomous search and rescue [4], and target encirclement [5], [6] etc. In particular, target encirclement includes entrapping dynamic targets [5], or protecting friend targets by using multiple UAVs [7].
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The main purpose of target encirclement is to control a group of agents to emerge entrapment patterns automatically to accomplish entrapping or protecting tasks. In this letter, the encirclement formation is also referred to as pattern formation. Pattern formation initially involve biological morphogenesis, which occurs during biological development within multicellular organisms. Biological morphogenesis can be viewed as a self-organizing process. Populations of cells move autonomously to their destinations, governed by gene regulatory network (GRN) and cell-to-cell interactions. Among them, GRN is a model of genes and interactions of gene products that describes the gene expression dynamics [8]. The interaction between cells is reflected in the concentration gradient of morphogenetic substances, which can promote the autonomous migration of cells. The basic idea of applying the mechanism of GRN in biological morphogenesis to swarm robots is to establish a metaphor between cells and robots. In this analogy, each cell can be regarded as a robot, which can release proteins to the surroundings according to a certain rule. As a result, each point in the space has a corresponding protein concentration value, and the concentration field has consisted of all points in this concentration space area. Each robot establishes a concentration field around itself and performs motion control based on the gradient properties of concentration field.

The mainstream algorithms for encirclement formation can be largely divided into two categories: 1) behavior-based methods. Such as the classical leader-follower method [9] and the animal collective behavior-based method [10]. In which the robotics
are supposed to follow the leader or obey the simple interaction rules to achieve pattern formation. However, under this mechanism, the formed pattern cannot adapt well to the dynamic environment, especially in a scene with random obstacles. 2) field-based methods. In which the concentration field-based method [11], artificial potentials field-based method [12], and vector field-based method [5] are commonly used ones. They can generate adaptively patterns in a dynamic environment. However, the vector field-based method requires a lot of human expert knowledge, and different rules need to be manually designed to complete the pattern generation. The concentration field established by the GRN is similar to the gravitational field established by the artificial potential field method in engineering implementation, but in fact, the source of ideas is different. The GRN model is inspired by biology and can be described by graphics, which is very human-friendly, and so it may be possible to use graphical description methods to find simpler but more effective structures.

In recent years, researchers have successfully applied GRN in designing coordination mechanisms for swarm robots [13]. Guo et al. [14] proposed a GRN model to enable multiple robots to autonomously self-organize into different predefined shapes. However, this method needs to use global coordinates system, which may be extravagant in many real-world applications. To address this problem, Guo et al. [15] extended the method by utilizing a reference robot to set a local coordinate system, through which each robot participates in forming part of a pattern of an uneven B-spline shape. Further, Jin et al. [11] proposed a hierarchical gene regulatory network (H-GRN) for adaptive pattern generation to entrap targets in dynamic environments. To deal with the problem of merging and separating patterns in the process of multi-target entrapment and the issue of obstacle avoidance, Oh et al. [16] proposed an EH-GRN structure that uses obstacles and targets as the inputs of an evolving GRN to generate a fused concentration field. And the above works rely on at least limited communication in their experiments.

We mainly consider a swarm of UAVs entrapping targets in communication-denied scenarios. In this case, each agent needs to perform its contribution task independently based on its own visual perception. In fact, vision is the main sensory mode of animal groups that allows collective behaviors [17]. Renaud Bastien et al. [18] demonstrated that organized collective behavior of multi-agent systems can be generated by a vision-based collective behavior model. Fabian Schilling et al. [19] proposed a target tracking algorithm to achieve vision-based UAVs flocking by using omnidirectional vision. Inspired by the above works, we propose a vision-based GRN model (V-GRN) for UAVs swarm to entrap dynamic targets. The main contributions of this letter are summarized as follows:

- We propose a V-GRN model for vision-based UAVs, which can generate adaptive candidate entrapping patterns in communication-denied environments.
- We improve the speed performance of the original YOLOv5s [20] network and propose a monocular position estimation algorithm to enable UAVs to estimate the position of detected objects without communication.

Fig. 2. The system architecture of the proposed VG-Swarm. The input, omnidirectional images captured from four cameras, are used for visual perception. In the module of local position map, it records the position information of the detected objects. V-GRN generates the concentration fields within the perception range using the environmental information provided by the local position map, from which the candidate entrapping patterns are formed. The planner in the bottom layer of V-GRN generates the velocity commands for the agent’s movement control. The FSM module controls the behavior states switching and action output of the agent.

- A behavioral model of each UAV is designed and described in an FSM, enable swarm UAVs to accomplish search and entrapment in an integrated way.

II. Method

Fig. 2 illustrates the overall framework of the proposed method, which consists of three major parts as follows: visual perception (object detection and object position estimation), V-GRN, and design of the behavioral model of the UAVs.

A. Object Detection

Recently YOLO series have been widely used in detection tasks for their considerable accuracy and fast inference speed. However, directly applying YOLO models to tackle object detection tasks in drone-captured scenarios may not work well due to the usually small sizes of objects detected by drones and the limitation of onboard computing power. In this paper, to further improve the detection performance of tiny objects using onboard devices, we made some modifications to the original YOLOv5s network architecture [20].

In particular, we found that some prediction heads in the original YOLOv5 network are generated from high-level, low-resolution feature maps, which are less sensitive to tiny objects. Therefore, in the feature pyramids generation part, we added one more bottom-up and top-down path and replaced a prediction head for processing the lower-level, higher-resolution feature map. By doing so, the mAP performance of the model for tiny objects is improved about 0.7% (tested in our datasets), but with the parameters increasing 9.5%. Moreover, We observed that despite the use of a larger feature map, the feature diversity of tiny objects is still poor as image details become blurred, and many layers channels contribute little to detecting tiny objects. To reduce the parameters, we reduced the number of convolution kernels to around 40% of the YOLOv5s network.
However, even with the lightweight model, it is still unable to achieve omnidirectional visual detection in real-time on embedded edge computing devices (about 5.7 FPS). To address this issue, we take the following steps:

- Using the TensorRT engine to optimize the inference speed of our custom model and preparing data for the detector using multi-processing (17.56 FPS).
- Stitching images from four cameras into one (1280×960), so the detector only needs to detect the combined frame once to achieve omnidirectional visual detection (45.46 FPS).

### B. Object Position Estimation

In this letter, we obtain the relative spatial position of the detected objects by extending the aforementioned online object detection, which combines the detection results and the camera field of view (FOV) information. Haseeb et al. [21] found that the inverse of the detection bounding box (Bbox) size increases linearly with the object distance, and further, we found that the object distance and the area of the Bbox exhibit a power function relationship, which can be well-fitted by a power function form as in (1). Where \( D \) is the object distance, \( s \) represents the pixel area of the Bbox, \( \alpha \), and \( n \) can be obtained by using the least squares method from multiple sets of \( s \) and \( D \) data.

\[
D = \alpha \cdot s^n \tag{1}
\]

Griffin et al. [22] proposed to use the camera motion and Bbox height information to deduce \( D \), however, we found the Bbox height changes little for tiny instances although the camera moved noticeably. Similarly, we introduced that the distance \( D \) can be obtained by using the detection Bbox area \( s \) and relative camera motion, as shown in (2).

\[
D_i = \frac{C_{z_j} - C_{z_i}}{1 - \sqrt{s_j}} \tag{2}
\]

Where \( D_i \) is the object distance in time index \( i \), \((C_{z_j} - C_{z_i})\) is the relative camera motion in the direction towards to the target between the time moments \( j \) and \( i \), and \( s_j, s_i \) are the areas of the Bbox in two moments, respectively. \( i \) and \( j \) are any time index only if the straight distances between the two corresponding observation points and the target are different.

We modeled the target used in the real-world experiments 1:1 in the simulation scene, and collect multiple sets of Bbox areas \( s \) and \( D \) (deduce from relative camera motion and \( s \) by (2)) data to fit the distance estimation function by (1) and finally use it directly on the real machine. For the captor used in the real world, we use the UWB system to get camera motion, and obtain corresponding sets of \( s \) by object detection to complete the above process. Therefore, a UAV can estimate the distance of the detected objects by providing \( s \) to well-fitted distance estimation power functions (each detection class corresponds to a power function), even if the UAV remains stationary.

Finally, the relative spatial position \((x, y, z)\) of the object are calculated from the estimated distance \( D \) and the camera FOV of horizontal and vertical (\( FOV_h, FOV_v \)) information with reference to the local coordinate system (Fig. 3A).

\[
x = \frac{2 \cdot p_x \cdot D \cdot \sin \frac{FOV_h}{2}}{W}
\]

\[
y = \sqrt{D^2 - x^2}
\]

\[
z = \frac{2 \cdot p_y \cdot D \cdot \sin \frac{FOV_v}{2}}{H}
\tag{3}
\]

Where \( p_x, p_y \) are pixel values that the center of the boundary box deviates from the center of the image, and \( W, H \) are pixel values for the width and height of the image.

### C. Local Position Map Generation

Our local position map is used to preserve the relative spatial location information of objects within the perception range around the UAV itself. As can be seen in (4), it records the position information of the detected object, the object type \( OT \) and the detection lost count \( LT \). Where \( OT \) denotes the object class detected by visual perception, which is used for the proposed V-GRN model to generate the corresponding type of concentration field. \( LT \) is a counter for recording the detection lost times of an object, which is used to remove map elements that previously existed in the local position map and were not detected for 50 consecutive frames. With a sufficiently fast visual perception, the spatial position of the same object in the context changes little in short interval, so we can update the local position map based on self-motion compensation to cope with...
corresponding to $G_1$ in Fig. 4. Note that the first derivative terms in (5)-(7) are zero since we do not consider the spatiotemporal process of protein diffusion.

$$\frac{dT_i}{dt} = \nabla^2 T_i + \gamma_i - T_i$$ (5)

$$\frac{dO_j}{dt} = \nabla^2 O_j + \beta_j - O_j$$ (6)

$$\frac{dN_m}{dt} = \nabla^2 N_m + \eta_m - N_m$$ (7)

$$M = \text{sig} \left( 1 - \left( \sum_{i=1}^{n_1} T_i \right)^2, \theta, k \right)$$

$$+ \text{sig} \left( \left( \sum_{j=1}^{n_2} O_j \right)^2, \theta, k \right)$$

$$+ (1 - \text{Flag}) \cdot \text{sig} \left( \left( \sum_{m=1}^{n_3} N_m \right)^2, \theta, k \right)$$ (8)

$$\text{sig}(x, \theta, k) = \frac{1}{1 + e^{-k(x-v)}}$$ (9)

In the process of calculating moving orientation, a UAV then generates the concentration field of all neighbors through (7) and (9), where $N_m$ represents the position of the $m^{th}$ neighbor, $N_m$ represents the concentration field component formed by the $m^{th}$ neighbor. $G_2$ fuses the concentration fields of the output of $M_1$ and the concentration field of neighbors using (8) with $\text{Flag} = 0$. Notably, in this work, we regard the neighbouring robots as obstacles during calculating the moving direction. In the process of entrapping patterns generation, the concentration field of neighbors contributes nothing, so that the candidate entrapping patterns are only determined by targets and obstacles.

In the concentration field formed by $M_2$, we use the sampling methods to find an optimal moving direction. Specifically, the UAV chooses the points from five circles, starting from the one with a radius of 0.5 m from the center of its rigid body to another four with an interval of an incremental radius increase of 0.6 m outwards. To consider a more global optimality, the direction with the minimum sum of concentration values on the five circles is selected among the 180 directions, with an interval of $2^\circ$.

With the desired moving direction and the selected pattern, the planner $G_2$ generates velocity control commands for the UAV flight controller. The velocity vector is simplified to the vector $\vec{v}$ in (10). It should be noticed that the generated $\vec{v}$ is not an accurate value, and the ratio of the motion in each direction is the goal pursued by $G_2$.

$$\vec{v} = [k \cdot m_s \cdot \sin \theta, k \cdot m_s \cdot \cos \theta, k \cdot \Delta z]$$ (10)

Where $\theta$ is the angle between desired direction and the forward direction of a UAV, $k$ is a scaling factor, $m_s$ is the dynamic movement step length, and $\Delta z$ is the height difference relative to the target entrapped. Dynamic $m_s$ is positively related to distance from the chosen pattern ($m_s = 0$ if the selected pattern
is reached), and we used a sigmoid form in this work to adjust the dynamic speed of the UAV.

E. Behavior Design of Swarm UAVs

We designed the same FSM model (Fig. 6) for each individual UAV to maneuver in dynamic environments. It is designed for the encirclement task and mainly contains searching and entrapping states, in which entrapping state includes behaviors of approaching targets, departing from targets, and keeping encirclement. Triggering conditions among states are also defined accordingly in the FSM model.

Each captor UAV starts its task at “Initialization,” then enters the “Searching Targets” state. At this state, the captor will randomly select a lower concentration direction in the fused concentration field to search targets with velocity $\|\vec{v}\| = 0.4 \text{ m/s}$. It will keep this state until identifying at least one target. After discovering targets, the UAV starts generating and selecting an entrapping pattern by using V-GRN, and then the UAV executes the $\vec{v}$ command generated from the V-GRN planner to approach the target or keep encirclement. By comparing the calculated concentration value $C_C$ of the current position and the concentration value $C_P$ in the selected pattern, it chooses the next behavior state, including approaching targets, departing from targets, and keeping encirclement. If the target stops moving, the captor will finally stay in its selected entrapping pattern.

III. EXPERIMENTAL VALIDATION

A. Hardware Setup

1) Simulation Setup: To achieve a more realistic verification, we opt for AirSim [23] and the Unreal Engine 4 simulation platform for most simulation experiments. We replaced the default quadcopter model in AirSim with our customized quadcopter model, which is modeled 1:1 according to DJI MATRICE 200, as shown in Fig. 7 (left one). It provides four camera frames in the front, back, left, and right to obtain surrounding environment information. We mounted a Jetson Xavier NX with SSD for each captor and a DJI N3 as an autopilot.

2) Real-World Setup: We used a custom-built quadcopter named H350 as the captor and DJI MATRICE 200 quadcopter as the target. Each captor is equipped with four wide-angle RGB cameras (two CSI and two USB cameras), each of them providing a horizontal and vertical FOV of $120^\circ$ and $90^\circ$ respectively for obtaining omnidirectional visual inputs. We acquired each camera frame in a resolution of 640x480 at a frequency of 20 Hz and stitched the four frames into one image.
TABLE I
NETWORKS COMPARISON RESULTS

| Network model | mAP(%) | AP50(%) | Size(MB) | Inference speed (FPS) |
|---------------|--------|---------|----------|----------------------|
| YOLOv5s       | 83.2   | 98.5    | 42.5     | 4.01                 |
| YOLOv5s-TRT   | /      | /       | 51.6     | 11.86                |
| YOLOv5s       | 80.8   | 98.1    | 14.4     | 5.25                 |
| YOLOv5s-TRT   | /      | /       | 18.7     | 13.83                |
| Ours          | 80.8   | 97.6    | 3.01     | 5.71                 |
| Ours-TRT      | /      | /       | 7.89     | 17.56                |

B. Object Detection and Position Estimation

Our customized network model has 269 layers and 1.3 M parameters (about 17% of the YOLOv5s), with a size of only 3.01 MB. Without being pretrained, this network is used to train our detector model on our simulation and real-world datasets (200 epochs), which include 1849 images with more than 5300 bounding boxes and 5567 training images with more than 5700 bounding boxes, respectively.

In detection tasks, we set the IoU threshold to 0.5, the confidence threshold to 0.6, and the inference size to 1280 to detect the stitched image. Additionally, we use a 16-bit floating point TensorRT engine to optimize the network model, the networks comparing results of YOLOv5m, YOLOv5s, and ours tested in Jetson Xavier NX are shown in Table I, where TRT represents the TensorRT-optimized model.

We used the pose data provided by the UWB positioning system to calculate the visual positioning error. For each observation point, more than twenty visual position estimation data were taken to obtain the average localization error.

C. Target Entrapping Experiments

To verify that the proposed V-GRN method can guide the swarm of UAVs to emerge adaptive entrapping formations in dynamic environments, we set up a series of simulation scenarios on the AirSim simulator, including open scenarios, narrow road scenarios, and random obstacle scenarios.

The experimental process for target encirclement is the following. The captors were placed behind the target at the start, who constantly perceiving their surroundings and searching for targets using their visual sensors independently. Once detecting one or more targets, the captors who observe the target will switch from the search state to the entrapment state. The entrapping pattern obtained from the concentration field can be adaptively transformed in a dynamic environment. In the simulation experiments, the max velocity of captors is set to 5 m/s, while in the real-world experiments, we limit the maximum speed to 1 m/s due to the large delay in acquiring raw image data from CSI cameras (500ms+).

We use the following quantitative evaluation metrics to evaluate the performance of the proposed method.

- Average entrapment distance error $\overline{d}$: the average distance between the swarm UAVs and the selected entrapping pattern (Fig. 8, part A), $d_i$ is the current distance error of the $i^{th}$ UAV from its selected pattern.

\[ \overline{d} = \frac{\sum_{i=1}^{n} d_i}{n} \]  

- Average speed: The average speed of the captors from spotting the target to successful entrapment.
- Success rate: Success rate is defined as the number of successful entrapments (part B of Fig. 8) divided by the total number of experiments.

IV. RESULTS

A. Vision

We show the model comparison results in Table I. The prediction head we replaced is more sensitive to tiny instances. Therefore, the detector maintains the same mean Average Precision as YOLOv5s even if the number of convolution kernels is halved, and 45.5% faster in TensorRT-optimized (TRT) with images stitched mode. The detector we deployed in the real-world experiment achieves an average precision of 97.6% ($AP_{50}$) and 80.78% ($AP$) at a confidence threshold of $p^{cons}=0.1$ on the hold-out validation set containing 650 images after 200 epochs of training.

The monocular visual relative localization error is mainly determined by the accuracy of bounding boxes, while the detector provides slightly different bounding box information from different perspectives. As a result, the monocular position estimation system presents a positioning error under 11% within 10 m, and 13% within 15 m.

B. Swarm

In the UE4 simulation, we validated the proposed algorithm through extensive experiments in three scenarios: open, narrow roads, and random obstacle scenarios. The experimental results are as follows.

1) In the Open Scenario: Captors entrap the target at a dynamic speed ranging from 0 m/s to 5 m/s after spotting the target. As an example shown in Fig. 9, it can be seen that captors can quickly surround a static target more than 10 meters ahead within 10 seconds. Then, the target moved at a low speed, and the captors remained in an encirclement mode. After a few seconds, the target attempted to escape from the encirclement pattern at high speed, and the captors started to catch up and entrap the target once again in a short period of time. Fig. 10 shows its entrapment distance error during the entire experimental
Fig. 9. The entire process of UAVs swarm entrapping a dynamic target. (A) Experimental process. (B) The trajectories of all UAVs, they are obtained by using GPS position information in the simulator. The corresponding entrapment distance error of all drones can be seen in Fig. 10.

Fig. 10. The average entrapment distance error of UAVs.

| Initial average distance (m) | Success rate (%) | Average speed (m/s) |
|-----------------------------|------------------|---------------------|
| 6                           | 0 93 100         | 0.76                |
| 10                          | 80 100 100       | 2.01                |
| 14                          | 73 100 100       | 2.53                |

process, which demonstrates the effectiveness of the proposed method in emerging entrapment behavior. We calculated the successful entrapment rates for more than 20 experiments at different average distances and different time consumption, as can be seen in Table II.

2) In the Narrow Road Scenario: Captors first enter the parallel obstacle lanes in an encirclement mode (Fig. 11A); the entrapping patterns around the target change from a circular to an elliptical shape due to the observed obstacles. Captors maintain an elliptical formation to dynamically entrap the target, guided by their own concentration field generated in real-time by V-GRN. When the target and the captors enter the conical obstacle lanes (Fig. 11B), the concentration contours around the target present a water droplet shape, with the pattern formation of the captors changed accordingly.

3) In the Random Obstacle Scenario: When the captors and the target enters a scene with randomly distributed obstacles (Fig. 11C, D), the proposed V-GRN can still generate adaptive entrapping patterns to guide the captors to switch to different entrapping formations.

4) Real-World Experiments: As shown in Fig. 12, four captors were placed 15 meters behind the target where they can not spot the target at first. While the start instruction was given at 5 s, these captors switched to the searching state. At 20 seconds, the captors in front found the target and then switched
to approaching state. The rest also completed state transition in their 30 s. The swarm of captors completed the entrapment task without collision at an average time of 50 s.

Besides, to demonstrate that the proposed approach is still effective in large-scale UAV swarms, we increase the number of captors to 10. The results can be seen in Fig. 13.

The details of the above experiments can be seen in the online video: https://youtu.be/R1SD1YlC-dc

C. FSM

The system status is monitored in real-time. Once an unknown situation or known failure occurs, the system will jump to the abnormal processing state, and then the UAV will keep hovering to wait for instructions. In more than 30 real-world experiments, the FSM can still retain the normal state transition in encirclement tasks, it can demonstrate that the behavioral-designed FSM is robust and effective.

V. CONCLUSION

We proposed a V-GRN model and an omnidirectional visual perception algorithm that enables multiple UAVs to complete the target entrapment task and emerge adaptive swarm formation in dynamic environments. The proposed method does not rely on inter-agent communication and external positioning information (note that in this work we used GPS to obtain ground speed and keep hovering, it can be replaced by visual-inertial odometry or optical flow module), which can still work in GNSS-denied environments or in situations where the existing communications are unreliable. Our simulation and real-world experiments demonstrate that the proposed approach is robust and effective, which can resist partial agent failures and still fulfill the entrapment task. Notably, we increased the number of captors to 10 in real-world entrapment experiments (Fig. 13), which is our best knowledge is the first work reported in this line.

Our work paves the way for the practical application of a swarm of UAVs in the vision-based encirclement. As a seminal work, the proposed work needs improvements in several directions. For instance, the monocular position estimation algorithm can be improved so that the system can estimate the position even if the object is not detected in the vision. Second, enhance the autonomous navigation ability of the UAV to improve the encirclement speed, in this work, the movement of the UAV is determined by the optimal direction of the concentration in the concentration field, this moving strategy may be inefficient or even fail if targets are tightly surrounded by a lot of obstacles.
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