Night-Time Vehicle Detection Algorithm Based on Visual Saliency and Deep Learning
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Night vision systems get more and more attention in the field of automotive active safety field. In this area, a number of researchers have proposed far-infrared sensor based night-time vehicle detection algorithm. However, existing algorithms have low performance in some indicators such as the detection rate and processing time. To solve this problem, we propose a far-infrared image vehicle detection algorithm based on visual saliency and deep learning. Firstly, most of the nonvehicle pixels will be removed with visual saliency computation. Then, vehicle candidate will be generated by using prior information such as camera parameters and vehicle size. Finally, classifier trained with deep belief networks will be applied to verify the candidates generated in last step. The proposed algorithm is tested in around 6000 images and achieves detection rate of 92.3% and processing time of 25 Hz which is better than existing methods.

1. Introduction

On average at least one person dies in a vehicle collision accident per minute globally. In addition, the accidents cause injuries to nearly ten million people every year and serious injuries to thirty percent of them. To solve this problem, Advanced Driver Assistant Systems (ADAS) including lane departure warning, forward collision warning, parking assistance systems, and night vision enhancements have become popular in research and development of automobile industry.

Vision sensor is the most popular sensors used in ADAS [1–3]. Based on this sensor, many applications can be achieved such as vehicle detection, lane detection, traffic sign recognition, and pedestrian detection. Among those applications, vehicle detection has drawn much attention of many researchers. There are three kinds of methods for object detection field which are monocular vision, stereo vision, and motion based methods. In monocular vision based vehicle detection, Sivaraman models it as a two-class problem and uses Haar feature and cascaded Adaboost algorithm to recognize image patch [4]. In stereo vision based method, Hermes proposes a vehicle detection method based on density map clustering [5]. Besides, motion based method has also been used for overtaking vehicle detection [6].

Most of the existing vehicle detection systems and methods mainly focus on vehicle detection on daytime light conditions with traditional optical sensor. However the statistics show that more than half of the traffic accidents cause fatalities to occur at night. There are some researchers who have put effort into night-time vehicle detection with visible spectrum optical sensors; the detection results are often affected by many factors such as low illumination, light reflection on rainy days, and the camera exposure time [7]. Recently, another kind of optical sensor named as far-infrared (FIR) camera is becoming more and more frequently used in automotive field for night vision application. The biggest benefit for FIR is that it does not require any illumination source and relies purely on heat signatures from the environment to produce a grey-scale image. For night-time vehicle detection tasks, FIR camera can detect the heat signal generated by heat sources such as vehicle tire, engine, and exhaust pipe. A group of sample images were taken from visible spectrum optical camera and FIR camera is shown in Figure 1. It can be found that the target vehicle is very hard to
be identified in visible spectrum optical camera due to the big light spot while the target vehicle is easy to be found in FIR image.

Nowadays, many automotive companies can provide FIR image to drivers for night-time driving, but they all lack the ability to interpret image automatically and the driver needs to view the image and understand it all by themselves. There are also not many reports that have been presented in the field of FIR image based vehicle detection. In 2000, Dr. Andreone from University of Parma developed a demo car with FIR camera. In this system, the function of night-time vehicle detection relies on the size of the image area of high brightness, shape, and texture information [8]. Machine learning based framework then became popular in object detection tasks. In 2010, Besbes et al. introduce it to vehicle detections in which a SURF feature and SVM classifier based method are proposed [9]. Similarly, this kind of machine learning based framework is also used in pedestrian detection [10, 11]. Feature selection and classifier design are two critical components for object detection. The most common two-class classification method now is handcrafted feature and shallow model based method such as HOG feature and SVM classifier. However, the abilities of those hand-crafted features and complex function descriptions of shallow models are both insufficient for vehicle classification in complex traffic environments in FIR image. Besides, the vehicle detection processing time is also not able to satisfy ADAS application. Luckily, a new machine learning method named as deep learning is proposed by scientists recently. The concept of deep leaning is to convert features from lower layer to higher layer to automatically learn more compact features and improve classification or predicting problems. On the other hand, different from those shallow models, deep learning is with the ability of learning multiple layers of representation and abstraction that helps to make better understanding of image data. As a novel branch of machine learning, deep learning technology draws much concern in industry and academic field recently. The recent research of our work which uses vehicle contour based deep learning approach performs a significant improvement compared with traditional shallow model based method [12]. Meanwhile, it is found that human drivers can identify target such as pedestrians in road image or video very fast. The reason is that human has the ability of visual saliency which means that the object with strong visual significance can be found fast. So, inspired by human attention mechanism, the saliency model can be used to decrease processing time.

Based on the analysis above, integrating deep leaning method and visual saliency, this work proposed a new vehicle detection algorithm in FIR image. Firstly, most of the nonvehicle pixels will be removed with visual saliency computation. Then, vehicle candidate will be generated by using prior information such as camera parameters and vehicle size. Finally, classifier trained with deep belief networks will be applied to verify the candidates generated in last step. The overall flow of the proposed method is shown in Figure 2.

Compared with our former work in [12], there are two significant improvements. Firstly, a visual saliency based vehicle candidate generation approach is proposed. With this framework, the vehicle candidate can be generated fast and accurately with less processing time. Secondly, the sub images are used to train the deep model in this work instead of the contour used in our former work. Since subimages contain much more rich information than contour, the training performance has a significant improvement.

2. Vehicle Candidate Generation

For vehicle detection tasks in image, they usually contain two steps which are vehicle candidate generation (VCG) and
vehicle candidate verification (VCV) [13]. In VCV, all the image areas that are with small probability to be vehicles will be selected. In this step, prior knowledge of vehicles such as horizontal/vertical edges, symmetry, color, shadow, and texture may often be used. In VCV, the image areas selected in VCG will be further verified to eliminate that belonging to nonvehicles. In this step, a two-class classification framework is often used and a classifier that can distinguish vehicles from nonvehicles will be trained from a set of training images. In our work, we will also follow this two-step framework.

FIR image reflects the information of temperature in objects. Conversely, it cannot show the detailed information in visible domain such as texture, color, and shadows. Due to this, the existing vehicle detection algorithms used in visible spectrum camera are not suitable for far-infrared camera. With observation, it is found that there are many highlighted areas of vehicles in FIR image due to many hot parts in vehicles such as engine. Human can easily focus on interesting region of an image fast while traditional machine vision system needs to process whole image traversal. This concept is used to calculate the level of saliency of area and is named as visual saliency. For this application, in FIR image light vehicle area is easy to be viewed by observer and with high visual saliency. With this reason, the vehicle region will be extracted with visual salience firstly.

According to the human eye perceives significance features; researchers proposed saliency measurement operator in pixel level. One of the most typical saliency measurement operator is iNVT feature which is proposed by Itti et al. [14]. Based on that, Montabone proposed another VSF feature which improves the detailed information on extraction ability of iNVT [15]. In this work, the saliency value will be calculated with the VSF feature.

The brief introduction of VSF feature is shown as follows.

Set the coordinate of one pixel in a grey-scale image as \((x, y)\) and its value is \(i(x, y)\). The center and surrounding operator of this point are defined as

\[
\text{center} (x, y) = i(x, y) \\
\text{surround} (x, y, \zeta) = \text{rectSum}(x - \zeta, y - \zeta, x + \zeta, y + \zeta) - i(x, y) \frac{(2\zeta + 1)^2 - 1}{2},
\]

in which \(\zeta\) is multiscale factor \(\zeta \in \{1, 2, 4, 8, \ldots\}\) and rectSum means integral image.

After that, calculating saliency value \(\text{Int}_\zeta\) in each scale of each point

\[
\text{VSF}_\zeta(x, y) = \max\{\text{center} (x, y) - \text{surround} (x, y, \zeta), 0\}.
\]

Then all the saliency value \(\text{VSF}_\zeta\) in different scale will be added together to get the final saliency value:

\[
\text{VSF} = \sum_\zeta \text{VSF}_\zeta.
\]

A saliency map calculated with VSF of a FIR road image which contain a vehicle is shown in Figure 3. It can be seen that vehicle and part of the sky area are given higher saliency value while the vast majority of nonvehicular pixels such as road are with low saliency value and have been rejected in this step.

When part of nonvehicle area is removed, the vehicle candidates will then be generated with the method of article [16]. In this method, the parameters of the camera will be used to maintain road vanish point and road area. Then the sliding windows to select vehicle candidates will be generated according to prior information such as vehicle width. Processing results of Figure 3 are shown in Figure 4. From this figure, it can be found that only the image patch contact with road surface is concerned as vehicle candidate and most light area belonging to sky is further rejected. With this step, the processing pressure of VCV is further reduced.

3. Vehicle Candidate Verification

In last section, the areas which may contain vehicles are extracted with the visual saliency calculation method we proposed. Then the vehicle candidates are further generated...
with prior information such as road surface and vehicle width. In this section, deep learning based method will be used to verify the vehicle candidates generated in last step.

There are many types of deep architectures such as deep belief networks (DBN) and deep convolution neural networks (DCNN) which use DBN as a typical deep learning structure and is used in many tasks such as MNIST classification, 3D object recognition, and voice recognition. In our work, DBN is applied and a classifier is trained for vehicle candidate verification tasks.

### 3.1. Deep Belief Network (DBN) for Vehicle Candidate Verification

In this subsection, the overall architecture of the DBN classifier for vehicle candidate verification will be firstly introduced.

Let \( X \) be the set of training samples which contain vehicle images and nonvehicle images which are generated manually by our group. \( X \) consists of \( K \) samples which are shown in the following:

\[
X = [x_1, x_2, \ldots, x_k, \ldots, x_K]. \tag{4}
\]

In \( X \), \( X_k \) is a training sample and all samples are resized to \( P \times Q \). \( Y \) represents the labels corresponding to \( X \), which can be written as

\[
Y = [y_1, y_2, \ldots, y_k, \ldots, y_K]. \tag{5}
\]

In \( Y \), \( y_k \) is the label vector of \( X_k \). If \( X_k \) belongs to a vehicle, \( y_k = (1, 0) \). Otherwise, \( y_k = (0, 1) \).

The purpose of the vehicle candidate verification task is to learn the mapping function from the training data \( X \) to the label data \( Y \) based on a given training set. With this trained mapping function, unknown images can be classified as either vehicle or nonvehicle.

In this task, a DBN architecture is applied to address this problem. Figure 5 shows the overall architecture of the DBN. It is a fully interconnected deep belief network including one visible input layer \( V^1 \), \( N \) hidden layers \( H^1, \ldots, H^N \), and one visible label layer \( L_a \) at the top. The visible input layer \( V^1 \) maintains a \( P \times Q \) neural number which is equal to the dimensions of the training feature, that is, the pixel values of the training samples. On the top, the \( L_a \) layer just has two states which can be either \((1, 0)\) or \((0, 1)\).

The learning process of the DBN has two main steps. In the first step, the parameters of the two adjacent layers will be refined with the greedy-wise reconstruction method proposed by Hinton et al. \[17\]. The visible input layer \( V^1 \) and the first hidden layer \( H^1 \) are taken here as an example; other adjacent layers use the same pretraining method.

The visible input layer \( V^1 \) and the first hidden layer \( H^1 \) contract a Restricted Boltzmann Machine (RBM). \( I \times J \) is the neural number in \( V^1 \) and \( P \times Q \) is that of \( H^1 \). The energy of state \((v^1, h^1)\) in this RBM is

\[
E(v^1, h^1; \theta^1) = -(v^1 A h^1 + b^1 v^1 + c^1 h^1)
\]

\[
= -\sum_{i \leq M, j \leq M} \sum_{p \leq P, q \leq P} v^{1}_{ij} A^{1}_{ijpq} h^{1}_{pq} + \sum_{i \leq M, j \leq M} b^{1}_{ij} v^{1}_{ij} - \sum_{p \leq P, q \leq P} c^{1}_{pq} h^{1}_{pq}. \tag{6}
\]

where \( \theta^1 = (A^1, b^1, c^1) \) are the parameters between the visible input layer \( V^1 \) and the first hidden layer \( H^1 \), \( A^{1}_{ijpq} \) are the symmetric weights from input neural \((i, j)\) in \( V^1 \) to the hidden neural \((p, q)\) in \( H^1 \), and \( b^{1}_{ij} \) and \( c^{1}_{pq} \) are \((i, j)\)th and \((p, q)\)th bias of \( V^1 \) and \( H^1 \). So the RBM has the following joint distribution and \( Z \) is the normalization parameter:

\[
P(v^1, h^1; \theta^1) = \frac{1}{Z} e^{-E(v^1, h^1; \theta^1)} = \frac{e^{-E(v^1, h^1; \theta^1)}}{\sum_{v^1} \sum_{h^1} e^{-E(v^1, h^1; \theta^1)}}. \tag{7}
\]
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Then, the conditional distribution over the visible input state \( v^1 \) in layer \( V^1 \) and the hidden state \( h^1 \) in \( H^1 \) can be given by the logistic function:

\[
p(x^1|v^1) = p(h^1|v^1) = \prod_{pq} p(h^1_{pq}|v^1),
\]

\[
p(h^1_{pq}|v^1) = \sigma\left(\sum_{i,j=1}^{i=M,j=M} v^1_{ij} A^1_{ij,pq} + c^1_{pq}\right),
\]

where \( \sigma(x) = 1/(1+\exp(-x)) \).

The unsupervised training target function is

\[
L = - \sum_{i=1}^{|D_{unlab}|} \log p(x^1),
\]

in which \( D_{unlab} = \{(x^1)^i_{i=1}\} \) is all unlabeled samples in \( i \)th layer.

For this target function, it can be trained with Contrastive Divergence (CD) algorithm proposed by Wood and Hinton [18].

3.3. Global Fine-Tuning. In this subsection, a traditional back propagation algorithm will be used to fine-tune the parameters \( \theta = [A,b,c] \) using the information of the label layer \( La \).

Since the pretraining process has already identified strong initial parameters, the backpropagation step is just used to finely adjust the parameters so that local optimum parameters \( \theta^* = [A^*,b^*,c^*] \) can be found. At this stage, the learning objective is to minimize the classification error \( [-\sum y_i \log \hat{y}_i] \), where \( y_i \) and \( \hat{y}_i \) are the real label and the output label of data \( x_i \) in layer \( N \).

Till this step, the deep classifier for vehicle detection can be maintained.

4. Experiment and Analysis

4.1. DBN Based Vehicle Verification Effect. The proposed DBN based vehicle verification method is trained on our image dataset captured by a SAT NV628 FIR camera as shown in Figure 6. The numbers of positive samples and negative samples for training are 5000 and 10000, respectively. Besides, another 5733 images are selected as testing samples.

By using the proposed method for vehicle verification in FIR image, four different architectures of 2D-DBN are applied. They all contain one visible layer and one label layer, but with two, three, four, and five hidden layers, respectively.

In training, the critical parameters of the proposed 2D-DBN in experiments are set to \( \alpha = 0.4 \) and \( \theta = 0.75 \) and the image samples for training are all resized to 24 × 24 pixels which is equal to the size of training samples.

The detection of the four 2D-DBN architectures is compared with two shallow models (SVM and Adaboost) and the results are shown in Table 1. It is observed that the 2D-DBN with four hidden layers maintains the highest detection rate in the test set. It is also seen that deep architecture performs much better than the existing shallow models.

4.2. System Overall Effect. All the methods described below are tested using the same image dataset containing 5000 images captured by our group. Some of the vehicle candidate generation effects are shown in left column of Figure 7. Based on the vehicle candidate generation results, the DBN based vehicle candidate verification method is further applied. Some of the vehicle candidate verification results are shown in Figure 7. The left column shows identified vehicle candidates marked in red and the right column shows the verified vehicles marked with a blue rectangle.

The experimental platform of the experiment is HP work stations, the main parameters are Intel Core 2 Duo 2.67 G processor and 8G memory and the operating system is Windows 7 while the programming software is Microsoft Visual 2008 + OPENCV2.3. The overall vehicle detection effects are shown in Table 2, as well as some state-of-the-art vehicle detection effects.

From the results shown in Table 2, it is seen that the proposed vehicle detection framework exhibits the lowest false detection rate while achieving the highest detection rate, which is 0.6% higher than that of our former method. Besides,
importantly, the processing speed of proposed method is 25 Hz/frame which satisfies the real-time requirement of ADAS system.

Figure 8 shows a group of vehicle detection results in a continuous video. The blue rectangles represent correct vehicle detection and the red rectangles represent missed detection or false detection. It can be found from the vehicle detection results that most vehicles are correctly detected and pedestrians and bicycles are not falsely detected by our method while also a few bright blocks are misidentified as vehicles.

5. Conclusion

This work proposed a vehicle detection algorithm in FIR image based on visual saliency and deep learning. Firstly, most of the nonvehicle pixels will be removed with visual saliency computation. Then, vehicle candidate will be generated by using prior information such as camera parameters and vehicle size. Finally, classifier trained with deep belief networks will be applied to verify the candidates. Experiment demonstrates that this method achieves the highest vehicle detection rate compared with existing state-of-the-art methods and the processing time is below 40 ms per frame which satisfies requirements for real-time applications.
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