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Abstract

In this paper we will solve an open problem raised by Manásevich and Mawhin twenty years ago on the structure of the periodic eigenvalues of the vectorial $p$-Laplacian. This is an Euler-Lagrangian equation on the plane or in higher dimensional Euclidean spaces. The main result obtained is that for any exponent $p$ other than 2, the vectorial $p$-Laplacian on the plane will admit infinitely many different sequences of periodic eigenvalues with a given period. These sequences of eigenvalues are constructed using the notion of scaling momenta we will introduce. The whole proof is based on the complete integrability of the equivalent Hamiltonian system, the tricky reduction to $2$-dimensional dynamical systems, and a number-theoretical distinguishing between different sequences of eigenvalues. Some numerical simulations to the new sequences of eigenvalues and eigenfunctions will be given. Several further conjectures towards to the panorama of the spectral sets will be imposed.
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1 The Problem and the Main Result

This paper is concerned with the structure of periodic eigenvalues of the vectorial $p$-Laplacian. We will reformulate the problem imposed two decades ago by Manásevich and Mawhin [9] and give our answer in our way.

For simplicity, the period is always taken as 1. Let $p \in (1, \infty)$ be an arbitrarily given exponent. The vectorial $p$-Laplacian can be introduced as follows. Consider 1-periodic motions in the $d$-dimensional Euclidean space $\mathbb{R}^d$, $d = 1, 2, \cdots$

$$x = x(t) : \mathbb{R} \rightarrow \mathbb{R}^d.$$  

The kinetic energy and potential energy of the motion are respectively defined by

$$\int_0^1 \|\dot{x}(t)\|^p \, dt, \quad \text{and} \quad \int_0^1 \|x(t)\|^p \, dt.$$  

Here $\dot{x} = \frac{d}{dt}$ and $\| \cdot \|$ is the Euclidean norm in $\mathbb{R}^d$. Then, under the geometric constraint on $x(t)$

$$\int_0^1 \|x(t)\|^p \, dt = \text{const} \neq 0,$$

the Euler-Lagrange Equation for the critical motions $x(t)$ of the kinetic energy is

$$(\phi_p(\dot{x})) + \lambda \phi_p(x) = 0. \quad (1.1)$$

Here $\lambda \in \mathbb{R}$ is a spectral parameter and the mapping $\phi_p : \mathbb{R}^d \rightarrow \mathbb{R}^d$ is as in (1.3) below. Considering that $x(t)$ is 1-periodic, i.e. $x(t)$ satisfies the 1-periodic boundary condition

$$\left(\begin{array}{c} x(1) \\ \dot{x}(1) \end{array}\right) = \left(\begin{array}{c} x(0) \\ \dot{x}(0) \end{array}\right), \quad (1.2)$$

problem (1.1)-(1.2) is the eigenvalue problem we will study in this paper. Here, as usual, $\lambda$ is an eigenvalue of (1.1)-(1.2) if Eq. (1.1) admits some nonzero solutions $x(t) \neq 0$ satisfying (1.2), while
solutions $x(t)$ themselves are called eigenfunctions associated with $\lambda$ or of $\lambda$. In other words, eigenvalues and eigenfunctions are respectively the critical values and critical points.

The mapping $\phi_p$ in Eq. (1.1) is

$$\phi_p : \mathbb{R}^d \to \mathbb{R}^d, \quad \phi_p(x) := \|x\|^{p-2}x.$$  \hfill (1.3)

It is an odd self-homeomorphism of $\mathbb{R}^d$ with the inverse $\phi_p^{-1} = \phi_{q}$, where $q := p/(p - 1) \in (1, \infty)$ is the conjugate exponent of $p$, and $\phi_p(x)$ has the following homogeneity

$$\phi_p(kx) \equiv \phi_p(k)\phi_p(x) \quad \forall k \in \mathbb{R}, \ x \in \mathbb{R}^d.$$  \hfill (1.4)

As an Euler-Lagrange Equation, (1.1) is a Hamiltonian system and the dimension $d$ is the degree of freedom. When $d = 1$ and $d \geq 2$, (1.1) is simply called the scalar or the vectorial $p$-Laplacian in [9], respectively.

The set of all (real) eigenvalues $\lambda$ of (1.1)-(1.2) is denoted by $\Sigma_{p,d}$, called the spectral set. It is evident that $\Sigma_{p,d}$ has the trivial eigenvalue $\lambda_0 = 0$ with the constant eigenfunctions $E(t;0) \equiv v \in \mathbb{R}^d \setminus \{0\}$, and other periodic eigenvalues must be positive. Hence we are interested in nontrivial eigenvalues

$$\Sigma_{p,d}^* := \Sigma_{p,d} \setminus \{0\} \subset (0, +\infty),$$

and possibly the properties of the associated eigenfunctions $E_p(t) = E_p(t;\lambda)$. Note that, by embedding $\mathbb{R}^d$ into a higher dimensional space, say into $\mathbb{R}^{d+1}$, one has the trivial inclusions

$$\Sigma_{p,d}^* \subseteq \Sigma_{p,d+1}^* \quad \forall d \in \mathbb{N}.$$  \hfill (1.5)

For the case $p = 2$ (the 2-Laplacian or the Laplacian) and for arbitrary dimension $d$, by denoting $x = (x_1, \cdots, x_d)$, Eq. (1.1) is

$$\ddot{x}_i + \lambda x_i = 0, \quad i = 1, \cdots, d,$$

an uncoupled system of linear oscillations. Taking in account of the periodic boundary condition (1.2), the spectral set is

$$\Sigma_{2,d}^* \equiv \{(2n\pi)^2 : n \in \mathbb{N}\}.$$  \hfill (1.8)

Here and henceforth $\mathbb{N}$ denotes the set of positive integers. In particular, $\Sigma_{2,d}^*$ and $\Sigma_{2,d}$ are independent of $d$.

However, when the exponent $p \neq 2$, it has been found in [4,9] that the periodic spectral sets $\Sigma_{p,d}^*$ are different for $d = 1$ and $d \geq 2$. To describe such a difference and the open problem in [9], let us first consider the scalar $p$-Laplacian

$$(\phi_p(\dot{x}))' + \lambda \phi_p(x) = 0.$$  \hfill (1.6)

Here $p = 2$ is included. Define the number $\pi_p$ by

$$\pi_p = \frac{2\pi(p - 1)/p}{p \sin(\pi/p)} \in (2, \pi) \quad \text{for } p \neq 2, \quad \text{and} \quad \pi_2 = \pi.$$  \hfill (1.7)

Since Eq. (1.6) is an integrable equation, it is well-known that

$$\Sigma_{p,1}^* \equiv \{\lambda_n = \lambda_{n,p} := (2n\pi_p)^p : n \in \mathbb{N}\}.$$  \hfill (1.8)
Moreover, by using the so-called $p$-cosine function $\cos_p(\cdot)$ in [7], the corresponding eigenfunctions of $\lambda_n$ are given by

$$E_p(t; \lambda_n) = A \cos_p(2n\pi_p(t + \varphi_0)) \quad \forall A > 0, \; \varphi_0 \in \mathbb{R}. \quad (1.9)$$

Results (1.7)—(1.9) for problem (1.6)-(1.2) are well recognized in literature. In particular, we have from (1.5) and (1.8) that

$$\{ \lambda_n = (2n\pi)^p : n \in \mathbb{N} \} \subset \Sigma^* \quad \forall d \geq 2. \quad (1.10)$$

Moreover, by using (1.9), the eigenvalues $\lambda_n$ of (1.10) admit eigenfunctions

$$E_p(t; \lambda_n) \equiv E_p(t; \lambda_n) \quad \forall v \in \mathbb{R}^d, \; \|v\| = 1. \quad (1.11)$$

On the other hand, let us just restrict to $d = 2$ and define for $n \in \mathbb{N}$,

$$\tilde{\lambda}_n = \tilde{\lambda}_{n,p} := (2n\pi)^p,$$

$$\tilde{E}_p(t; \tilde{\lambda}_n) := \tilde{A}(\cos(2n\pi(t + \tilde{\varphi}_0)), \sin(2n\pi(t + \tilde{\varphi}_0))) \quad \forall \tilde{A} > 0, \; \tilde{\varphi}_0 \in \mathbb{R}. \quad (1.12)$$

A direct computation shows that $\tilde{\lambda}_n \in \Sigma^*_{p,2}$ are also eigenvalues of (1.1)-(1.2), with $\tilde{E}_p(t; \tilde{\lambda}_n)$ being associated eigenfunctions.

When $p = 2$, for any $n \in \mathbb{N}$, one has $\lambda_n = \tilde{\lambda}_n$ and both $E_2(t; \lambda_n)$ and $\tilde{E}_2(t; \tilde{\lambda}_n)$ are eigenfunctions. However, whenever $p \neq 2$, though the sets $\{ \lambda_n : n \in \mathbb{N} \}$ and $\{ \tilde{\lambda}_n : n \in \mathbb{N} \}$ may intersect, they are different sequences of eigenvalues, cf. (1.7). Then, an open problem imposed by Manásevich and Mawhin on page 1306 of [9] can be stated as

$$P_p : \quad \text{Do we have } \Sigma^*_{p,2} = \{ \lambda_{n,p} : n \in \mathbb{N} \} \cup \{ \tilde{\lambda}_{n,p} : n \in \mathbb{N} \}?$$

In fact, their problem was originally imposed in arbitrary dimension $d \geq 2$, and more open problems on the further structures of eigenvalues have also been imposed there.

As far as we know, this problem has been left unsolved. Our answer to problem $P_p$ is negative. Precisely, we will prove the following theorem.

**Theorem 1.1** Let $p \neq 2$ be arbitrarily given. Then there exists an infinitely many sequence

$$\varpi_1, \; \varpi_2, \; \varpi_3, \; \ldots \; \varpi_m, \; \ldots \quad (1.13)$$

of positive numbers, depending on $p$, such that

$$\frac{\varpi_m}{\varpi_{m'}} \notin \mathbb{N} \quad \text{whenever } m \neq m', \quad (1.14)$$

and, for any $m \in \mathbb{N}$, $\varpi_m$ yields a sequence of 1-periodic eigenvalues

$$\Lambda_m := \{ \lambda_{m,n} := (2n\varpi_m)^p : n \in \mathbb{N} \} \subset \Sigma^*_{p,2}. \quad (1.15)$$

Hence $\Sigma^*_{p,2}$ contains infinitely many ‘different’ sequences of eigenvalues as in (1.15).

To make the statements of the theorem be more clear and precise, we give some remarks.

- When $m$ is fixed, $\Lambda_m = \{ \lambda_{m,n} \}_{n \in \mathbb{N}}$ is a strictly increasing sequence of eigenvalues tending to $+\infty$ as $n$ goes to $+\infty$. 

Because
• Result (1.14) means that, as subsets of \((0, +\infty)\), whenever \(m' \neq m\), the eigenvalue sequence \(\Lambda_{m'}\) is neither \(\Lambda_m\) itself nor a subsequence of \(\Lambda_m\), though \(\Lambda_{m'}\) and \(\Lambda_m\) may have intersections. By these, it means that when \(m\) is different, \(\Lambda_m\) is really a different sequence of eigenvalues.

• Essentially, the requirements (1.13) and (1.14) can be stated as that the infinite set \(\{\varpi_m : m \in \mathbb{N}\}\) is integer-independent. See Definition 4.6.

• We have not appointed any order for the choice of \(\varpi_m\)’s in (1.13). One can choose, for example, \(\varpi_1 = \pi_p\) and \(\varpi_2 = \pi\). These correspond to the two sequences \(\{\lambda_n\}\) and \(\{\lambda_n\}^\prime\) of eigenvalues observed and stated in the open problem above.

• As a conclusion, Theorem 1.1 asserts that \(\Sigma_{p,2}^*\) always contain an infinitely many ‘different’ sequence of eigenvalues, each taking the form \((2n\varpi)^p, n = 1, 2, \cdots\). In fact, during the whole proofs of Theorem 1.1 we will reveal more properties on the spectral sets \(\Sigma_{p,2}^*\), including that for the corresponding eigenfunctions.

Due to the trivial inclusions (1.5), it seems that the bigger \(d\) is, the larger the spectral set \(\Sigma_{p,d}\) is. Because of this, let us restrict in this paper to the case \(d = 2\). Henceforth, \(\Sigma_{p,2}\) and \(\Sigma_{p,2}^*\) are simplified as \(\Sigma_p\) and \(\Sigma_p^*\) respectively.

Let us outline the whole proofs. More or less, the proofs of Theorem 1.1 are in a constructive way, except at the last step for the verification of integer-independence of the eigenvalues constructed.

In §2 we will collect some basic properties on Eq. (1.1) and its equivalent first-order systems. An important ingredient is that (1.1) is a completely integrable Hamiltonian system of degree 2 of freedom, because the energy and the angular momentum are first integrals of (1.1). See Lemma 2.1. Hence motions of (1.1) are described by dynamical systems on 3-dimensional compact energy levels which can be further foliated using angular momenta. Moreover, by a scaling technique, we will introduce the scaling eigenvalue problems and scaling systems. In particular, the notion of the scaling momenta \(\tilde{\mu} \in [0, 1]\) for eigenfunctions of problem (1.1)-(1.2) will be introduced. See Definitions 2.3 and 2.8. For the Laplacian itself, one sees that scaling momenta depend on eigenfunctions, not only on eigenvalues. See Example 2.5. All future constructions for eigenvalues will be based on the scaling momenta. For example, in Propositions 2.9 it will be shown that the two known eigenvalue sequences \(\{\lambda_n\}\) and \(\{\tilde{\lambda}_n\}\) will admit some eigenfunctions of the scaling momenta being respectively 0 and 1, the possible minimal and maximal scaling momenta.

In §3 for the scaling eigenvalue problem on the 3-dimensional compact energy level, we will deduce a 2-dimensional reduced dynamical system (3.3) on a rectangle \((0, 1) \times (0, \pi)\). In fact, the reduced system has a very simple dynamics, consisting of a single equilibrium and a family of closed orbits surrounding the equilibrium. See Proposition 3.1. The complete reduction and the complete recovery relations are given in Proposition 3.2. For example, the second eigenvalue sequence \(\{\tilde{\lambda}_n\}\) corresponds to the equilibrium of the reduced system. By using the closed orbits of the reduced system, we will introduce two important functions \(T_p(\mu)\) and \(S_p(\mu)\) using singular integrals. These are used to express the precise dynamical behaviors of the reduced 2-dimensional and the original 3-dimensional dynamical systems.

In §4 we will first use the functions \(T_p(\mu)\) and \(S_p(\mu)\) to give in Theorem 4.4 a complete characterization to the spectral set. Here the momenta \(\mu\) ranging from 0 and 1 are used. However, as mentioned in the remarks after Theorem 1.1 in order to extract really new eigenvalue sequences, we need to verify some integer-independence for the basic eigenvalue sequences like in (1.13). It is apparent that this is a different problem. By the analysis techniques for singular integrals as done in bifurcation theory and limit cycles, we are able to deduce useful information on \(T_p(\mu)\) and \(S_p(\mu)\) when the scaling momenta \(\mu\) are close to 1. Finally we are able to exploit elementary number theory to construct an infinite integer-independent sequence like in (1.13) and complete the proof of The-
In particular, as a consequence of the proofs, the sequence \( \{w_m\} \) of (1.13) for the construction of eigenvalue sequences can be taken so that \( w_m \rightarrow +\infty \) as \( m \rightarrow +\infty \). Moreover, each sequence \( \lambda_m \) of eigenvalues will have associated eigenfunctions of scaling momenta tending to the maximal value 1. For the precise statements of these features, see Corollary 4.10.

Though the statement of Theorem 1.1 for the spectral sets \( \Sigma_p^* \), \( p \neq 2 \), is fairly satisfactory in some sense, the panorama of the complete structures of the spectral sets and sets of scaling momenta is far from being understood in this paper. In order to motivate the future studies to this interesting problem, we will give in \( \S 5 \) some numerical simulations to our results, but not restricting to large scaling momenta. Both eigenvalues and eigenfunctions will be plotted with some choices of the exponents \( p \) and the labelling indexes we are used in Theorem 4.4. Typically, we will arrive at the Lissajous figures for the periodic motions of eigenfunctions in the configuration space \( \mathbb{R}^2 \).

Finally, in \( \S 6 \) we will first impose some further conjectures on the possible complete structures of the spectral sets \( \Sigma_p^* \) and the sets of scaling momenta. Moreover, we will give some explanations to our results from the point of view of the Lagrangian mechanics. It seems to us that the Laplacian here, a special Newtonian equation, is the degenerate case of the \( p \)-Laplacian as \( p \rightarrow 2 \). In fact, when \( p \) is very large or \( p \) is very close to 1, it seems that the structure of eigenvalue will become relatively simpler if the scaling momenta are taken in account. Several references on the eigenvalue problems of different kinds of \( p \)-Laplacian will be also mentioned at the end of the paper.

\section{Preliminary Results on Eigenvalues and Complete Integrability}

\subsection{Solutions to the vectorial \( p \)-Laplacian and the equivalent systems}

Let \( d = 2 \) and the exponent \( p \in (1, \infty) \) be arbitrarily fixed, including the case \( p = 2 \). Since we need only to study positive eigenvalues of the vectorial \( p \)-Laplacian (1.1)-(1.2), for convenience, we write \( \lambda \) as \( \lambda^p \) and consider the following equation

\begin{equation}
(\phi_p(\dot{x})) + \lambda^p \phi_p(x) = 0, \quad x \in \mathbb{R}^2.
\end{equation}

Here \( \lambda > 0 \) is a positive parameter. By introducing

\begin{equation}
y = (y_1, y_2) = \phi_p(\dot{x}) \in \mathbb{R}^2,
\end{equation}

which may be called the generalized velocity of the solution \( x(t) \), Eq. (2.1) is equivalent to the first-order system

\begin{equation}
\dot{x} = \phi_q(y) = \|y\|^{q-2} y, \quad \dot{y} = -\lambda^p \phi_p(x) = -\lambda^p \|x\|^{p-2} x,
\end{equation}

where \( (x, y) \in \mathbb{R}^2 \times \mathbb{R}^2 = \mathbb{R}^4 \). By introducing \( H_\lambda : \mathbb{R}^4 \rightarrow \mathbb{R} \) as

\begin{equation}
H_\lambda(x, y) := \lambda^p \|x\|^p/p + \|y\|^q/q,
\end{equation}

it is well-known that (2.3) is an autonomous Hamiltonian system of degree 2 of freedom, because (2.3) can be written as

\begin{equation}
\dot{x} = \frac{\partial H_\lambda(x, y)}{\partial y}, \quad \dot{y} = -\frac{\partial H_\lambda(x, y)}{\partial x}.
\end{equation}

Hence the Hamiltonian \( H_\lambda(x, y) \) of (2.4) is a first integral of system (2.3).
Though some of the equations in (2.3) has singularity, say the second equation of (2.3) for the case $1 < p < 2$, solutions of initial value problems to Eq. (2.1) and to system (2.3) are uniquely and globally defined on $\mathbb{R}$. See [4] or Lemma 3.1 of [9]. Consequently, solutions $(x(t), y(t))$, $t \in \mathbb{R}$ of (2.3) are

$$
\text{either } (x(t), y(t)) \equiv 0 \text{ for all } t \in \mathbb{R}, \quad \text{or } (x(t), y(t)) \neq 0 \text{ for all } t \in \mathbb{R}.
$$

Moreover, as $\lambda > 0$ has been assumed, we can conclude from the uniqueness the following equivalence results

$$
(x(t), y(t)) \neq 0 \quad \forall t \in \mathbb{R} \iff x(t) \neq 0 \iff y(t) \neq 0.
$$

This is a basic observation on solutions which is important in the analysis to eigenvalue problems. See, for example, the proof of Lemma 2.2 below.

2.2 Complete integrability and scaling momenta

A crucial fact on the Hamiltonian system (2.3) is its complete integrability.

**Lemma 2.1** System (2.3) is a completely integrable Hamiltonian system in the sense of Liouville. More precisely, besides the Hamiltonian $H_\lambda(x, y)$, the (angular) momentum

$$
M(x, y) := x \times y \equiv x_1y_2 - x_2y_1
$$

is another first integral. Moreover, $H_\lambda(x, y)$ and $M(x, y)$ are convolutive.

**Proof.** For any solution $(x(t), y(t))$ of (2.3), one has

$$
(x \times y)' = \dot{x} \times y + x \times \dot{y} = (\|y\|^{q-2}y) \times y - x \times (\lambda^p \|x\|^{p-2}x) = 0.
$$

Hence $M(x, y)$ is also a first integral of (2.3).

Moreover, the Poisson bracket of $H_\lambda$ and $M$ is

$$
\{H_\lambda, M\} = \sum_{i=1}^2 \left( \frac{\partial H_\lambda}{\partial x_i} \frac{\partial M}{\partial y_i} - \frac{\partial H_\lambda}{\partial y_i} \frac{\partial M}{\partial x_i} \right)
= (\lambda^p \|x\|^{p-2}x_1(-x_2) - \|y\|^{q-2}y_1y_2) + (\lambda^p \|x\|^{p-2}x_2x_1 - \|y\|^{q-2}y_2(-y_1))
= 0.
$$

Hence system (2.3) is completely integrable in the Liouville sense. The complete integrability has also been used in [5].

Associated with any solution $(x(t), y(t))$ of system (2.3) are

$$
h \equiv H_\lambda(x(t), y(t)) \geq 0, \quad \text{and } \mu \equiv M(x(t), y(t)) \in \mathbb{R}.
$$

They are respectively the $H_\lambda$-energy and the angular momentum, or simply the energy and momentum of the solution $(x(t), y(t))$.

From the uniqueness of solutions of initial value problems to the $p$-Laplacian, we have the following observation.
Lemma 2.2 Let \((x(t), y(t))\) be any solution of (2.3) with the zero momentum \(\mu = 0\). Then there exists some constant unit vector \(v\) such that
\[
x(t) \equiv x(t)v, \quad \text{and} \quad y(t) \equiv y(t)v,
\]
where \((x(t), y(t))\) is a solution to the following Hamiltonian system of degree 1 of freedom
\[
x = \phi_q(y), \quad y = -\lambda^p \phi_p(x).
\]
Geometrically, if \(\mu = 0\), then both \(x(t)\) and \(y(t)\) are collinear at all times \(t \in \mathbb{R}\).

Proof. In case \(x(t) \equiv 0\) on \(\mathbb{R}\), the results are trivial.

In the following, we assume that \(x(t) \not\equiv 0\) on \(\mathbb{R}\). Hence the set
\[
D_x := \{ t \in \mathbb{R} : x(t) \not\equiv 0 \}
\]
is a non-empty open subset of \(\mathbb{R}\). Moreover, since \(x(t)\) has only non-degenerate zeros, \(D_x^c\), the complement of \(D_x\), is a discrete subset of \(\mathbb{R}\).

Let \(I\) be any maximal open interval of \(D_x\). As \(\mu = 0\), the second equality (2.6) is
\[
x_1(t)y_2(t) = x_2(t)y_1(t), \quad t \in \mathbb{R}.
\]
On the interval \(I\), this can be solved as
\[
y(t) = c(t)x(t) \quad \forall t \in I,
\]
where the scalar function \(c(t)\) is
\[
c(t) = \frac{y(t) \cdot x(t)}{x(t) \cdot x(t)}, \quad t \in I.
\]
Equality (2.9) means that, on \(I\), \(y(t)\) is parallel to \(x(t)\). Then, from the first equation of (2.3) and equality (2.9), we have
\[
\dot{x}(t) = ||c(t)x(t)||^{q-2} c(t)x(t) =: \tilde{c}(t)x(t), \quad t \in I,
\]
where \(\tilde{c}(t) := \phi_p(c(t)||x(t)||^{q-2}\) is a scalar function on \(I\). Hence, with any choice of \(t_0 \in I\), we obtain
\[
x(t) = \exp \left( \int_{t_0}^{t} \tilde{c}(s) \, ds \right) x(t_0) = x(t)v, \quad t \in I,
\]
where \(v = x(t_0)/||x(t_0)||\) is a constant unit vector and \(x(t)\) is a scalar function on \(I\). By using (2.2) and result (2.10) we have obtained, one has also
\[
y(t) = \phi_p(\dot{x}(t)v) = \phi_p(\dot{x}(t))v =: y(t)v, \quad t \in I.
\]
Here \(y(t)\) is also a scalar function on \(I\). As \((x(t), y(t))\) solves (2.3), we have from (2.10)-(2.11) that \((x(t), y(t))\) solves (2.3), but only restricted to the interval \(t \in I\). In particular, \(x(t)\) solves the scalar \(p\)-Laplacian (1.6), also only restricted to \(t \in I\).

In order to complete the proof, when \(D_x\) contains more than one maximal interval, we need to show that unit vector \(v\) in (2.10)-(2.11) can be chosen so that it is independent of intervals \(I\) of \(D_x\). To this end, let
\[
I_1 = (\alpha, \beta) \quad \text{and} \quad I_2 = (\beta, \gamma)
\]
be two neighboring maximal intervals of $D_x$, where $-\infty < \alpha < \beta < \gamma < +\infty$. Let us use the common end-point $\beta$ to define the unique solution $x_0(t), t \in \mathbb{R}$ of Eq. (1.6) satisfying the initial values $(x_0(\beta), \dot{x}_0(\beta)) = (0, 1)$.

Recall that
\[
x(t) = x_k(t)v_k \quad \text{for } t \in I_k, \ k = 1, 2.
\]
By the choice of $I_k$, at the common end-point $\beta$ of $I_1$ and $I_2$, one has
\[
x_1(\beta-) = 0 = x_2(\beta+) \quad \text{and} \quad \delta_1 := \dot{x}_1(\beta-) \neq 0 \quad \text{and} \quad \delta_2 := \dot{x}_2(\beta+) \neq 0.
\]
By using the solution $x_0(t)$ defined before, one has from the uniqueness that
\[
x_k(t) \equiv \delta_k x_0(t), \quad t \in I_k, \ k = 1, 2.
\]
Thus, for $t \in I_k, k = 1, 2$, one has
\[
x(t) \equiv \delta_k x_0(t)v_k, \quad \text{and} \quad \dot{x}(t) \equiv \delta_k \dot{x}_0(t)v_k.
\]
As $x(t)$ and $x_0(t)$ are $C^1$ on $\mathbb{R}$, one has
\[
\delta_1 \dot{x}_0(\beta)v_1 = \dot{x}(\beta-) = \dot{x}(\beta+) = \delta_2 \dot{x}_0(\beta)v_2.
\]
Since $\dot{x}_0(\beta) \neq 0$ and $\|v_1\| = \|v_2\| = 1$, we obtain
\[
v_2 = \varepsilon v_1 \quad \text{and} \quad \delta_2 = \varepsilon \delta_1,
\]
where $\varepsilon = \pm 1$. Hence
\[
x(t) = \delta_1 x_0(t)v_1 \quad \text{for } t \in I_1,
\]
\[
x(t) = \delta_2 x_0(t)v_2 = \varepsilon \delta_1 x_0(t)(\varepsilon v_1) \equiv \delta_1 x_0(t)v_1 \quad \text{for } t \in I_2.
\]
As a whole, by choosing $v := v_1$ and $x(t) := \delta_1 x_0(t)$, one has
\[
x(t) \equiv x(t)v \quad \text{for } t \in I_1 \cup \{\beta\} \cup I_2 = (\alpha, \gamma).
\]
This is the first equality (2.7) on a larger interval $(\alpha, \gamma)$ with the same unit vector $v$. Inductively, the first equality (2.7) can be extended to the whole line $\mathbb{R}$ with the same unit vector $v$.

By exploiting the first equality of (2.7) on $\mathbb{R}$ we just obtained, we simply set $y(t) := \phi_p(\dot{x}(t))$ on $\mathbb{R}$. Then we have the second equality of (2.8), and $(x(t), y(t))$ also solves (2.8) on the whole $\mathbb{R}$. \(\square\)

Due to the homogeneity of system (2.3), cf. (1.4), let us introduce the following Scaling System for (2.3)
\[
\dot{x} = \phi_q(y) = ||y||^{q-2}y, \quad \dot{y} = -\phi_p(x) = -||x||^{p-2}x.
\] (2.12)
It is a special case of (2.3) with the choice of the parameter $\lambda = 1$. The role of the scaling system (2.12) is as follows. For any nonzero solution $(x(t), y(t))$ to system (2.3), let $h \equiv H_\lambda(x(t), y(t)) > 0$ and $\mu \equiv M(x(t), y(t)) \in \mathbb{R}$ be its energy and momentum respectively. Let us introduce
\[
\delta := \begin{cases} +1 & \text{if } \mu \geq 0, \\ -1 & \text{if } \mu < 0, \end{cases}
\] (2.13)
called the Scaling Factor, and
\[
(\tilde{x}(t), \tilde{y}(t)) := \left(\lambda h^{-1/p}x(\delta t/\lambda), \delta h^{-1/q}y(\delta t/\lambda)\right),
\] (2.14)
called the *Scaling Solution*. Then it is easy to verify that \((\bar{x}(t), \bar{y}(t))\) is a solution to the scaling system (2.12). Moreover, the \(H_1\)-energy and the momentum of the scaling solution \((\bar{x}(t), \bar{y}(t))\) are respectively

\[
H_1 (\bar{x}(t), \bar{y}(t)) \equiv 1, \quad \text{and} \quad M (\bar{x}(t), \bar{y}(t)) \equiv \bar{\mu},
\]

where

\[
\bar{\mu} := |\mu| \lambda/h. \tag{2.15}
\]

Because of its important role of \(\bar{\mu}\), let us introduce the following definition.

**Definition 2.3** The *Scaling Momentum* of any nonzero solution \((x(t), y(t))\) to (2.3) is defined as \(\bar{\mu}\) in (2.15).

Accordingly, one can say that \((x(t), y(t))\) has the scaling \((H_1)\)-energy 1. Moreover, the scaling time for the obtention of scaling solutions (2.14) can be defined as \(s := \delta \lambda t\). However, we will not use the latter notions too much in the later content.

One sees from (2.15) that scaling momenta are non-negative. In fact, one has the following result.

**Lemma 2.4** Any nonzero solution \((x(t), y(t))\) to (2.3) has the scaling momentum \(\bar{\mu} \in [0, 1]\). Conversely, for any \(\bar{\mu} \in [0, 1]\), system (2.3) has some solution \((x(t), y(t))\) with the scaling momentum being \(\bar{\mu}\).

**Proof.** For any nonzero solution \((x(t), y(t))\) to (2.3), by the definition (2.6) for \(h\) and \(\mu\), one has from the Cauchy inequality and the Hölder inequality that

\[
|\mu| = |(x_1, x_2) \cdot (y_2, -y_1)| \leq \|x\| \cdot \|y\| = \frac{1}{\lambda} \cdot (\lambda \|x\| \cdot \|y\|)
\]

\[
\leq \frac{1}{\lambda} \left( \frac{\lambda^p \|x\|^p}{p} + \frac{\|y\|^q}{q} \right) = \frac{h}{\lambda}. \tag{2.16}
\]

Hence (2.15) implies that \(\bar{\mu} = |\mu| \lambda/h \in [0, 1]\).

In fact, for any \(\lambda > 0, \ h > 0\) and any \(\mu \in \mathbb{R}\), let us define the level set

\[
\Gamma_{\lambda, h, \mu} := \{ (x, y) \in \mathbb{R}^4 : H_\lambda(x, y) = h, \ M(x, y) = \mu \} \neq \emptyset.
\]

By using the inequality (2.16) and its reversing inequality, one sees that

\[
\Gamma_{\lambda, h, \mu} \neq \emptyset \iff \mu \in [-h/\lambda, h/\lambda]. \tag{2.17}
\]

Finally, for any \(\bar{\mu} \in [0, 1]\), one can choose \(\mu \in [-h/\lambda, h/\lambda]\) such that \(|\mu| \lambda/h = \bar{\mu}\). Due to the fact (2.17), let us pick up any point \((x_0, y_0) \in \Gamma_{\lambda, h, \mu}\) as an initial value of system (2.3) at \(t = 0\) to obtain a solution \((x(t), y(t))\) to (2.3). From the constructions (2.13)–(2.15), one can verify that the scaling momentum of \((x(t), y(t))\) is just \(\bar{\mu}\) appointed at the beginning. \(\square\)

In fact, when \(|\mu| < h/\lambda\), \(\Gamma_{\lambda, h, \mu}\) is diffeomorphic to the 2-dimensional torus. A famous theorem on completely integrable Hamiltonian systems asserts that all solutions of (2.3) on \(\Gamma_{\lambda, h, \mu}\) are periodic or quasi-periodic.
**Example 2.5** (1) Let us consider the first eigenvalue sequence \( \{ \lambda_n \} \) in (1.10) and the associated eigenfunctions \( E_p(t; \lambda_n) \) in (1.11). Since \( E_p(t; \lambda_n) \) are along straight lines, the momenta of \( E_p(t; \lambda_n) \) are always 0. By (2.15), the scaling momenta are also necessarily 0. That is, these eigenvalues admit some eigenfunctions of the minimal scaling momentum.

(2) Next we consider the second sequence of eigenvalues and eigenfunctions in (1.12). Transforming to system (2.3), for \( n \in \mathbb{N} \), one has \( \tilde{\lambda}_n = 2n\pi \) and

\[
\begin{align*}
\tilde{x}_n(t) &= \tilde{A}(\cos(2n\pi(t + \tilde{\varphi}_0)), \sin(2n\pi(t + \tilde{\varphi}_0))), \\
\tilde{y}_n(t) &= 2n\tilde{A}(\sin(2n\pi(t + \tilde{\varphi}_0)), \cos(2n\pi(t + \tilde{\varphi}_0))), \\
\tilde{\varphi}_n(t) &= \tilde{\phi}_p(\tilde{x}_n(t)) \equiv (2n\tilde{A})^{p-1}(-\sin(2n\pi(t + \tilde{\varphi}_0)), \cos(2n\pi(t + \tilde{\varphi}_0))).
\end{align*}
\]

Hence the eigenfunction \( \tilde{E}_p(t; \tilde{\lambda}_n) = (\tilde{x}_n(t), \tilde{y}_n(t)) \), as a solution of (2.3), has the \( \tilde{\lambda}_n \)-energy

\[
H_{\tilde{\lambda}_n}(\tilde{x}_n(t), \tilde{y}_n(t)) = \frac{1}{p} \tilde{\lambda}_n^p \| \tilde{x}_n(t) \|^p + \frac{1}{q} \| \tilde{y}_n(t) \|^q
\]

\[
= \frac{1}{p} (2n\pi)^p \tilde{A}_p + \frac{1}{q} (2n\pi(\tilde{A})^{p-1}q
\]

\[
= (2n\pi\tilde{A})^p =: \tilde{\mu}_n,
\]

and the momentum

\[
M(\tilde{x}_n(t), \tilde{y}_n(t)) = \tilde{x}_n(t) \times \tilde{y}_n(t) \equiv \tilde{A}(2n\tilde{A})^{p-1} = (2n)^{p-1} \tilde{A}^p =: \tilde{\mu}_n.
\]

By (2.15), the scaling momentum is

\[
\tilde{\mu}_n = |\tilde{\mu}_n|\tilde{\lambda}_n/\tilde{h}_n = (2n)^{p-1} \tilde{A}^p \cdot 2n\pi/(2n\pi\tilde{A})^p \equiv 1.
\]

That is, these eigenvalues admit some eigenfunctions of the maximal scaling momentum.

(3) Let \( p = 2 \). Then \( \pi_2 = \pi \) and \( \lambda_{n,2} = \tilde{\lambda}_{n,2} = 2n\pi =: \lambda_n, n \in \mathbb{N} \). Due to the linearity, the sums of the corresponding eigenfunctions in (1.11) and in (1.12) are still eigenfunctions associated with \( \lambda_n \). More directly, all eigenfunctions can be parameterized as

\[
E_2(t; \lambda_n) = (A_1 \sin(\lambda_n(t + \varphi_1)), A_2 \sin(\lambda_n(t + \varphi_2))),
\]

where \( A_i \geq 0, A_1 + A_2 > 0 \), and \( \varphi_i \in \mathbb{R}, i = 1, 2 \). Hence

\[
\begin{align*}
h_n &= \frac{1}{2} \left( \lambda_n^2 \| E_2(t; \lambda_n) \|^2 + \| E_2(t; \lambda_n) \|^2 \right) = \frac{1}{2} (A_1^2 + A_2^2) \lambda_n^2, \\
\mu_n &= E_2(t; \lambda_n) \times \dot{E}_2(t; \lambda_n) \equiv \lambda_n A_1 A_2 \sin \lambda_n (\varphi_1 - \varphi_2), \\
\tilde{\mu}_n &= \frac{|\mu_n|\lambda_n}{h_n} \equiv \frac{2A_1 A_2 |\sin \lambda_n (\varphi_1 - \varphi_2)|}{A_1^2 + A_2^2} \in [0, 1].
\end{align*}
\]

Result (2.19) shows that these eigenfunctions in (2.18) of the same eigenvalue \( \lambda_n \) may have different scaling momenta, which can actually take all values from \([0, 1]\).

(4) Finally, we consider the case \( p \neq 2 \) such that

\[
\frac{\pi_p}{\pi} = \frac{m_0}{n_0}
\]
is rational. In this case, the first eigenvalue sequence \(\{\lambda_n\}\) in (1.10) and the second eigenvalue sequence \(\{\tilde{\lambda}_n\}\) in (1.12) will be overlapped, say
\[
\lambda_{n_0} = 2n_0\pi p = 2m_0\pi = \tilde{\lambda}_{m_0}.
\]
We know from (1) and (2) that such an eigenvalue admits eigenfunctions of the scaling momenta being 0 and 1 as well.

\[\square\]

**Remark 2.6** (1) Example 2.5 shows that scaling momenta of eigenfunctions of the Laplacian depend on eigenfunctions themselves, not only on the corresponding eigenvalues.

(2) In Proposition 2.9 below, we will prove that the converse statements in (1) and (2) of Example 2.5 are also true in a certain sense.

### 2.3 A reduction of the eigenvalue problem to the scaling system

Now we begin to study the spectral set \(\Sigma^p\) of problem (1.1)-(1.2). Instead of Eq. (1.1), we consider Eq. (2.1) with the spectral parameter changed. Moreover, Eq. (2.1) is equivalent to system (2.3), while conditions (1.2) are transformed to
\[
(x(1), y(1)) = (x(0), y(0)).
\]
(2.20)

For convenience, denote
\[
\sigma^*_p := \{\lambda > 0 : \text{Eq. (2.1) has nonzero solutions } x(t) \text{ satisfying (1.2)}\}
\]
\[
\equiv \{\lambda > 0 : \text{System (2.3) has nonzero solutions } (x(t), y(t)) \text{ satisfying (2.20)}\},
\]
cf. the equivalence (2.5). The set \(\sigma^*_p\) is still called the spectral set of the vectorial \(p\)-Laplacian. It is trivial that \(\sigma^*_p\) differs from \(\Sigma^*_p\) by a power of \(1/p\). For example, the eigenvalue sequences (1.10) and (1.12) are respectively transformed into \(\{\lambda_n = 2n\pi p : n \in \mathbb{N}\}\) and \(\{\tilde{\lambda}_n = 2n\pi : n \in \mathbb{N}\}\). We will not distinguish such a difference anymore.

Note that the definition (2.14) of scaling solutions is essentially irrelevant of the momenta \(\mu\). Using the scaling notions, we can characterize \(\sigma^*_p\) in another way.

**Lemma 2.7** For any eigenfunction \(\mathbf{E}_p(t; \lambda)\) associated with an eigenvalue \(\lambda \in \sigma^*_p\) of problem (2.3)-(2.20), the corresponding scaling solution \(\hat{\mathbf{E}}_p(t; \lambda)\), still simply denoted by \((x(t), y(t))\), is a solution to the scaling system (2.12) such that

- the scaling energy is
  \[
  H_1(x(t), y(t)) = \|x(t)\|^p/p + \|y(t)\|^q/q \equiv 1,
  \]
  (2.21)

- and, the \(1\)-periodicity of \(\mathbf{E}_p(t; \lambda)\) is changed to the \(\lambda\)-periodicity of \((x(t), y(t))\)

  \[
  (x(\lambda), y(\lambda)) = (x(0), y(0)).
  \]
  (2.22)

Conversely, solutions \((x(t), y(t))\) of (2.12) satisfying (2.21) and (2.22) can be transformed into eigenfunctions of problem (2.3)-(2.20) corresponding to the eigenvalue \(\lambda\).

Due to these facts, for simplicity, let us introduce the following notions.
Definition 2.8 For an eigenfunction \( E_p(t; \lambda) \) of problem \( (2.3)-(2.20) \) associated with an eigenvalue \( \lambda \in \sigma_p^* \), \((x(t), y(t)) := E_p(t; \lambda) \) and \( \mu := M(x(t), y(t)) \in [0, 1] \) are respectively called the scaling eigenfunction and the scaling momentum as before. Moreover, the number \( \lambda \) is now called the scaling period (of \( E_p(t; \lambda) \)).

For example, in Example 2.5 eigenfunctions \( E_p(t; \lambda_n) \) have the scaling eigenfunctions

\[
E_p(t; \lambda_n) = (v \cos_p(t + \varphi_0), \nu \phi_p(t + \varphi_0)),
\]

the scaling momenta 0, and the scaling periods \( \lambda_n = 2n\pi_p \). Eigenfunctions \( \tilde{E}_p(t; \lambda_n) \) have the scaling eigenfunctions

\[
\tilde{E}_p(t; \lambda_n) = ((\cos(t + \varphi_0), \sin(t + \varphi_0)), (\sin(t + \varphi_0), \cos(t + \varphi_0))),
\]

the scaling momenta 1, and the scaling periods \( \tilde{\lambda}_n = 2n\pi \).

Basing on Lemma 2.7 we can now give a complete explanation to the eigenvalue sequences in (1.10) and (1.12).

Proposition 2.9 (1) Let \( \lambda \in \sigma_p^* \). Then \( \lambda \) is equal to \( \lambda_n \) for some \( n \in \mathbb{N} \) if and only if there are some eigenfunctions associated with \( \lambda \) of the scaling momentum 0.

(2) Let \( \lambda \in \sigma_p^* \). Then \( \lambda \) is equal to \( \tilde{\lambda}_n \) for some \( n \in \mathbb{N} \) if and only if there are some eigenfunctions associated with \( \lambda \) of the scaling momentum 1.

Proof. The necessity parts of the proposition have been explained in Example 2.5.

For the sufficiency part of (1), suppose that \( \lambda \in \sigma_p^* \) admits some eigenfunctions of the scaling momentum 0. We can now work on solutions of problem \( (2.12)-(2.21)-(2.22) \). Since \( \mu = M(x(t), y(t)) = 0 \), it follows from Lemma 2.3 that \((x(t), y(t)) \equiv (x(t)v, y(t)v) \) for some unit vector \( v \). Thus \( (2.12), (2.21) \) are \( (2.22) \) respectively

\[
\dot{x} = \phi_p(y), \quad \dot{y} = -\phi_p(x),
\]

\[
|x(t)|^p/p + |y(t)|^q/q \equiv 1,
\]

\[
(x(t + \lambda), y(t + \lambda)) \equiv (x(t), y(t)).
\]

By solving this scalar system, we have already known that the scaling period \( \lambda \) must be \( \lambda_n = 2n\pi_p \) for some \( n \in \mathbb{N} \).

For the sufficiency part of (2), the main idea of the proof is similar. Let us just consider solutions \((x(t), y(t)) \) to problem \( (2.21)-(2.22)-(2.22) \) with

\[
M(x(t), y(t)) = (x_1(t), x_2(t)) \cdot (y_2(t), -y_1(t)) \equiv 1.
\]

Instead of Lemma 2.2 we can go back to the proof of (2.16). Note from \( (2.21) \) and \( (2.22) \) that

\[
(y_2(t), -y_1(t)) \equiv (x_1(t), x_2(t)), \quad \text{and} \quad \|x(t)\| = \|y(t)\| \equiv 1.
\]

Then system \( (2.12) \) for \((x(t), y(t)) \) is simply reduced to the linear system

\[
\dot{x} = y, \quad \dot{y} = -x.
\]

By solving this system, the scaling period \( \lambda \) must be \( \tilde{\lambda}_n = 2n\pi \) for some \( n \in \mathbb{N} \). \( \square \)
3 Dynamics of the Reduced Planar Dynamical System

3.1 The reduced planar dynamical system

In Lemma 2.7, we are using the scaling problem (2.12)-(2.21) to characterize the spectral set $\sigma_p^\ast$. Note that (2.12)-(2.21) is a 3-dimensional dynamical system on the energy level $H^{-1}_1(1) \subset \mathbb{R}^4$. In this section we will further reduce this to a planar dynamical system which is also integrable. This will be used in the next section, by combining with the boundary condition (2.22), to characterize all eigenvalues $\lambda \in \sigma_p^\ast$.

We will prove in Proposition 3.2 below that (2.12)-(2.21), considered as a dynamical system, can be completely reduced to a planar dynamical system. To describe the reduced system, let us first introduce a planar vertical strip

$$D := (0, 1) \times \mathbb{R}.$$  

Define the functions $F(r) = F_p(r) : (0, 1) \to \mathbb{R}$ and $G(r) = G_p(r) : (0, 1) \to \mathbb{R}$ by

$$F(r) := (pr)^{1/q}(q(1-r))^{1/p},$$  

$$G(r) := (pr)^{1/q}/(q(1-r))^{1/q} - (q(1-r))^{1/p}/(pr)^{1/p} = p^{1/q}q^{1/p} \frac{r-1/p}{r^{1/p}(1-r)^{1/q}}.$$  

It is elementary to verify the following properties for these functions:

- $F(r), G(r) \in C^\infty(0, 1)$;
- $G(r)$ is strictly increasing in $(0, 1)$ and $G(0+) = -\infty$, $G(1/p) = 0$ and $G(1-) = +\infty$; and
- $F(r)$ is strictly positive on $(0, 1)$, and $F(0+) = F(1-) = 0$. See Figure 1.

By using these, let us introduce the following 2-dimensional dynamical system

$$\dot{r} = F(r) \cos \theta, \quad \dot{\theta} = G(r) \sin \theta, \quad (r, \theta) \in D. \quad (3.3)$$

We give some properties on the vector field of (3.3) and its dynamics on $D$, most of which are evident.

- The vector field $(F(r) \cos \theta, G(r) \sin \theta)$ of (3.3) is smooth in the strip $D$ and $2\pi$-periodic in $\theta$.
- For any $k \in \mathbb{Z}$, the horizontal segment $H_k := \{(r, \theta) : r \in (0, 1), \theta = k\pi\} = (0, 1) \times \{k\pi\}$ is an invariant set of (3.3). Moreover, on $H_k$, system (3.3) is determined by the following ODE

$$\dot{r} = (-1)^k F(r). \quad (3.4)$$

- System (3.3) is invariant under the transformation

$$T : \quad t \to -t, \quad r \to r, \quad \theta \to \theta + \pi. \quad (3.5)$$

- As $G(0+) = -\infty$ and $G(1-) = +\infty$, the vertical lines $V_0 := \{0\} \times \mathbb{R}$ and $V_1 := \{1\} \times \mathbb{R}$ can be understood as singularities of system (3.3).

Due to these properties, especially the invariance results (3.4) and (3.5), we need only to consider system (3.3) in the following fundamental domain

$$D_0 := \{(r, \theta) : r \in (0, 1), \theta \in [0, \pi)\} = (0, 1) \times [0, \pi),$$

which is an invariant rectangle of (3.3). To describe the dynamics of (3.3) on $D_0$, let us introduce the third function $Q(r) = Q_p(r) : (0, 1) \to \mathbb{R}$ by

$$Q(r) := (pr)^{1/p}(q(1-r))^{1/q}. \quad (3.6)$$
It is easy to verify that

- \( Q(r) \) is a smooth, positive, strictly convex function of \( r \in (0, 1) \); and
- \( Q(0^+) = Q(1^-) = 0 \), and \( \max_{r \in (0, 1)} Q(r) = Q(1/p) = 1 \).

For example, when \( p = q = 2 \),
\[
F_2(r) = Q_2(r) = 2\sqrt{r(1-r)}, \quad \text{and} \quad G_2(r) = \frac{2r - 1}{\sqrt{r(1-r)}}. \quad (3.7)
\]

In the later content, we are mainly using the functions \( F_p(r) \) and \( Q_p(r) \). For their graphs, see Figure 1.

From the defining equalities (3.1), (3.2) and (3.6), it is easy to establish the following connection
\[
Q'(r)F(r) + Q(r)G(r) \equiv 0 \quad \forall r \in (0, 1).
\]

Then, for any solution \((r(t), \theta(t)) \in D_0\) of (3.3), we have
\[
\frac{d}{dt} (Q(r) \sin \theta) = Q'(r)\dot{r} \sin \theta + Q(r)(\cos \theta)\dot{\theta}
= Q'(r)F(r) \cos \theta \sin \theta + Q(r)G(r) \sin \theta \cos \theta
\equiv 0.
\]

Hence the function \( Q(r) \sin \theta : D_0 \to \mathbb{R} \) is a first integral of (3.3), which has the range [0, 1]. Thus there exists \( \mu \in [0, 1] \) such that
\[
Q(r(t)) \sin \theta(t) \equiv \mu. \quad (3.8)
\]

At this moment, we simply understand \( \mu \in [0, 1] \) as a parameter and use (3.8) to define the set
\[
C_\mu := \{(r, \theta) \in D_0 : Q(r) \sin \theta = \mu\}. \quad (3.9)
\]

Then \( C_0 = (0, 1) \times \{0\} \) is the bottom side of \( D_0 \), and \( C_1 = \{(1/p, \pi/2)\} \) is a single point. For \( \mu \in (0, 1) \), \( C_\mu \) is a closed curve inside \( D_0 \). In fact, let \( r_\pm = r_\pm(\mu) = r_{\pm,p}(\mu) \in (0, 1) \) be the two solutions of the equation
\[
Q_p(r) = \mu, \quad 0 < r_- < 1/p < r_+ < 1. \quad (3.10)
\]
See Figure 2. Then $C_{\mu}$ can be parameterized as two curves

$$C_{\mu}^- : \quad \theta = \arcsin \left( \frac{\mu}{Q(r)} \right), \quad \text{and} \quad C_{\mu}^+ : \quad \theta = \pi - \arcsin \left( \frac{\mu}{Q(r)} \right),$$

(3.11)

with parameter $r \in [r_-, r_+]$. Hence $C_{\mu}$ is a simple closed curve. Moreover, $D_0$ is foliated as

$$\bigcup_{\mu \in [0,1]} C_{\mu} = D_0.$$

Due to (3.8), each $C_{\mu}$ is actually an orbit of system (3.3). The complete dynamics of the reduced dynamical system (3.3) on $D_0$ is stated in Proposition 3.1. For the phase portrait, see Figure 3.

**Proposition 3.1** The dynamics of system (3.3) on $D_0$ is as follows.

1. System (3.3) is integrable on $D_0$ in sense that the function $Q(r) \sin \theta$ is a first integral.
are going anti-clockwise; and the reduced system (3.3).

As a result, \( r > 0 \) where \( \phi \) (2.5) can be improved as \( \theta \) i.e.,

Thus system (2.12) becomes

Thus let us introduce

\[
\theta := \psi - \varphi \in \mathbb{R},
\]

i.e., \( \theta(t) \) is the phase difference between the motion \( x(t) \) and its (generalized) velocity \( y(t) = \phi_p(x(t)) \).

Due to \( H_1(x(t), y(t)) \equiv 1 \), in the coordinates (3.13), one has

\[
r \in (0, 1) \quad \text{and} \quad s \equiv 1 - r \in (0, 1).
\]
By equality (3.16) and the definition (3.15) of \( \theta \), the first equation of (3.14) has been stated as the first equation of the reduced system (3.3), where the resulted function \( F(r) \) is as in (3.1). Moreover, from the latter two equations of (3.14) we have
\[
\frac{d\theta}{dt} = \dot{\psi} - \dot{\varphi} = \left( (pr)^{1/p}(qs)^{-1/q} - (pr)^{-1/p}(qs)^{1/p} \right) \sin(\psi - \varphi) \equiv G(r) \sin \theta,
\]
by using (3.16) and the function \( G(r) \) in (3.2). This gives the second equation of (3.3). Hence we have proved that \((r, \theta)\) satisfies the reduced system (3.3).

To see that \( \theta(t) \) can be chosen to be in the interval \((0, \pi)\), let us notice from (3.12) and (3.13) that
\[
\mu \equiv x_1(t)g_2(t) - x_2(t)g_1(t)
= \left( (pr)^{1/p} \cos \varphi \right) \left( (q(1-r))^{1/q} \sin \psi \right) - \left( (pr)^{1/p} \sin \varphi \right) \left( (q(1-r))^{1/q} \cos \psi \right)
= (pr)^{1/p}(q(1-r))^{1/q} \sin(\psi - \varphi)
\equiv Q(r) \sin \theta.
\]
As we are considering \( \mu \in (0, 1) \), (3.17) shows that \( \sin \theta(t) \neq 0 \) and therefore there exists some \( k \in \mathbb{Z} \) such that \( \theta(t) \in (k\pi, (k+1)\pi) \). Hence, by applying \( \mathcal{T} \) in (3.5), one can shift \( \varphi(t) \) and \( \psi(t) \) so that \( \theta(t) \in (0, \pi) \). Moreover, (3.17) also shows that the parameter \( \mu \) in (3.8) is just the (scaling) momentum of the solution \((x(t), y(t))\) of system (2.12)-(2.21) in the present case. Hence \((x(t), y(t))\) can correspond to the orbit \( C_\mu \) of the reduced system (3.3).

For the remaining case \( \mu = 0 \), we have obtained (2.7). See Lemma 2.2. In the coordinates (3.13), there exists \( \varphi_0 \in \mathbb{R} \) such that
\[
x(t) \equiv x(t)e^{i\varphi_0}, \quad \text{and} \quad y(t) \equiv y(t)e^{i\varphi_0}.
\]
These solutions can correspond to the orbit \( C_0 \) of the reduced system (3.3).

Conversely, let \((r(t), \theta(t)) \in C_\mu \subset \mathcal{D}_0\) be any solution of the reduced system (3.3) for some \( \mu \in [0, 1] \). Let us define \( s(t), \varphi(t) \) and \( \psi(t) \) using
\[
s(t) := 1 - r(t),
\]
\[
\frac{d\varphi(t)}{dt} := (pr(t))^{-1/p}(q(1-r(t)))^{1/p} \sin \theta(t),
\]
\[
\psi(t) := \theta(t) + \varphi(t).
\]
It can be verified that \((r(t), s(t), \varphi(t), \psi(t))\) solves system (3.14). Then, via (3.15), this gives a solution \((x(t), y(t))\) of system (2.12). Moreover, we have already seen that \((x(t), y(t))\) must have the momentum \( \mu \).

These results can be stated as follows.

**Proposition 3.2** System (2.12)-(2.21) is equivalent to the reduced system (3.3) on \( \mathcal{D}_0 \). More precisely, for any \( \mu \in [0, 1] \), solutions \((x(t), y(t))\) of (2.12)-(2.21) with the scaling momentum \( \mu \) correspond to the orbit \( C_\mu \) of (3.3).

**Remark 3.3** (1) Using the reduced dynamics, Proposition 2.9 asserts that eigenvalues \( \{\lambda_n\} \) and \( \{\bar{\lambda}_n\} \) admit eigenfunctions corresponding to the bottom side \( C_0 \) and to the equilibrium \( C_1 \) respectively.
Due to Proposition 3.2, when system (3,3) is used to obtain new eigenvalues of the \( p \)-Laplacian different from \( \{ \lambda_n \} \) and \( \{ \tilde{\lambda}_n \} \), it is enough to consider momenta \( \mu \in (0, 1) \). In this sense, we can consider the reduced system (3.3) in the following pinched domain

\[
D_0^* := \{ (r, \theta) : r \in (0, 1), \theta \in (0, \pi) \} \setminus \{ (1/p, \pi/2) \} = \bigcup_{\mu \in (0, 1)} C_\mu,
\]

whose dynamics is simply a family of nonconstant periodic orbits.

### 3.2 Construction of the functions \( T_p(\mu) \) and \( S_p(\mu) \)

Because of Proposition 2.9 and Remark 3.3, in order to use the scaling system (2.12)-(2.21) and the reduced system (3.3) to find new eigenvalues, we need only to consider the scaling momenta \( \mu \in (0, 1) \).

For any \( \mu \in (0, 1) \), a solution \((x(t), y(t))\) of problem (2.12)-(2.21) of the scaling momentum \( \mu \) corresponds to nonconstant periodic orbit \( C_\mu = \{ (r(t), \theta(t)) \} \subset D_0^* \) of system (3.3).

- Let us use \( 2\pi T = 2\pi T_\mu(\mu) > 0 \) to denote the minimal period of \((r(t), \theta(t))\). Then
  \[
  (r(t + 2\pi T), \theta(t + 2\pi T)) \equiv (r(t), \theta(t)).
  \]

Here, for later convenience and normalization, a factor 2\(\pi\) is added to the minimal period.

- With such a \( 2\pi T \)-periodic solution \((r(t), \theta(t))\), Eq. (3.18) shows that \( \dot{\varphi}(t) \) is a positive \( 2\pi T \)-periodic function. Let us define
  \[
  S = S_p(\mu) := \frac{1}{2\pi} (\varphi(2\pi T) - \varphi(0))
  = \frac{1}{2\pi} \int_0^{2\pi T} (pr(t))^{-1/p}(q(1 - r(t)))^{1/p} \sin(\theta(t)) \, dt > 0.
  \]

Since \( \psi(t) = \varphi(t) + \theta(t) \), where \( \theta(t) \) is \( 2\pi T \)-periodic, one also has
  \[
  S = \frac{1}{2\pi} (\psi(2\pi T) - \psi(0)).
  \]

The role of \( S \) is that \( \varphi(t) \) and \( \psi(t) \) satisfy
  \[
  \varphi(t + 2\pi T) \equiv \varphi(t) + 2\pi S, \quad \text{and} \quad \psi(t + 2\pi T) \equiv \psi(t) + 2\pi S.
  \]

Let can express \( T = T_p(\mu) \) and \( S = S_p(\mu) \) as singular integrals. Notice from (3.11) that \( C^-_\mu \) and \( C^+_\mu \) are symmetric with respect to \( \theta = \pi/2 \). By a translation of time, one can assume that
  \[
  (r(0), \theta(0)) = (r_-, \pi/2) \in C^-_\mu.
  \]

Then \( r(t) \) and \( \theta(t) \) satisfy
  \[
  r(2\pi T - t) \equiv r(t) \quad \text{and} \quad \theta(2\pi T - t) \equiv \pi - \theta(t).
  \]

Moreover, one has \( r(0) = \min_t r(t) = r_- \), \( r(\pi T) = \max_t r(t) = r_+ \), and \( \theta(\pi T) = \pi/2 \).
See the phase portrait in Figure 3. For $t \in [0, \pi T]$, one has

- $\theta(t) \in (0, \pi/2]$, $(r(t), \theta(t)) \in C^{-}_\mu$,
- it follows from (3.9) that
  \[
  \sin \theta(t) = \frac{\mu}{Q(r(t))},
  \]  
  (3.23)
- with (3.23), the first equation of system (3.3) gives
  \[
  \frac{dr}{dt} = \frac{Q(r)}{F(r) \sqrt{Q^2(r) - \mu^2}}.
  \]  
  (3.24)

Integrating equation (3.24), we obtain the minimal period of closed orbit $C^{-}_\mu$. By considering the factor $2\pi$, $T$ is as in (3.25).

**Lemma 3.4** For $\mu \in (0, 1)$, $T = T(\mu) = T_p(\mu)$ is given by

\[
T(\mu) = \frac{1}{\pi} \int_{r_-(\mu)}^{r_+(\mu)} \frac{Q(r)}{F(r) \sqrt{Q^2(r) - \mu^2}} \, dr.
\]  
(3.25)

Next let us work out the expression of $S$. For $t \in (0, \pi T]$, we have from (3.18), (3.23) and (3.24) that

\[
\frac{d\varphi}{dt} = \left( pr\right)^{-1/p} \left( q(1 - r) \right)^{1/p} \sin \theta \, dt = \left( pr\right)^{-1/p} \left( q(1 - r) \right)^{1/p} \frac{\mu}{Q(r)} \, dt = \left( pr\right)^{-1/p} \left( q(1 - r) \right)^{1/p} \frac{Q(r)}{F(r) \sqrt{Q^2(r) - \mu^2}} \, dr = \frac{\mu \, dr}{pr \sqrt{Q^2(r) - \mu^2}}.
\]

By considering the factor $2\pi$, we obtain

\[
S = \frac{\mu}{\pi} \int_{r_-(\mu)}^{r_+(\mu)} \frac{dr}{pr \sqrt{Q^2(r) - \mu^2}}.
\]  
(3.26)

If the equation for $\psi(t)$ is used, one can obtain another expression

\[
S = \frac{\mu}{\pi} \int_{r_-(\mu)}^{r_+(\mu)} \frac{dr}{q(1 - r) \sqrt{Q^2(r) - \mu^2}}.
\]

Then, by taking a weighted average, we can obtain an expression for $S$ in a symmetric form.

**Lemma 3.5** For $\mu \in (0, 1)$, $S = S(\mu) = S_p(\mu)$ is given by

\[
S(\mu) = \frac{\mu}{\pi} \int_{r_-(\mu)}^{r_+(\mu)} \frac{dr}{pr \cdot q(1 - r) \sqrt{Q^2(r) - \mu^2}}.
\]  
(3.27)
Example 3.6 • Let us consider the case $p = q = 2$. One has

$$F_2(r) = Q_2(r) \equiv \sqrt{4r - 4r^2}.$$  

See (3.7). Hence the solutions of the corresponding equation (3.10) are

$$r_{\pm,2}(\mu) = \frac{1}{2} \left( 1 \pm \sqrt{1 - \mu^2} \right).$$

As $Q_2(r) \equiv 1$, we have from (3.25) and (3.26) that

$$T_2(\mu) = \frac{1}{\pi} \int_{r_{-2}(\mu)}^{r_{+2}(\mu)} \frac{dr}{\sqrt{4r - 4r^2 - \mu^2}} \equiv \frac{1}{2} \quad \forall \mu \in (0,1), \quad (3.28)$$

$$S_2(\mu) = \frac{\mu}{\pi} \int_{r_{-2}(\mu)}^{r_{+2}(\mu)} \frac{dr}{2r\sqrt{4r - 4r^2 - \mu^2}} \equiv \frac{1}{2} \quad \forall \mu \in (0,1). \quad (3.29)$$

• Note that (3.25) and (3.27) are singular integrals. For example, for $p = 3$, $r = r_{\pm,3}(\mu)$ are determined by

$$Q_3(r) = \frac{3r^{1/3}(1-r)^{2/3}}{2^{2/3}} = \mu,$$

which is essentially a cubic equation, while

$$T_3(\mu) = \frac{1}{\pi} \int_{r_{-3}(\mu)}^{r_{+3}(\mu)} \frac{(1-r)^{1/3}}{(2r)^{1/3} \sqrt{\frac{9}{2}7r^{2/3}(1-r)^{4/3} - \mu^2}} dr,$$

$$S_3(\mu) = \frac{1}{\pi} \int_{r_{-3}(\mu)}^{r_{+3}(\mu)} \frac{\mu}{3r \sqrt{\frac{9}{2}7r^{2/3}(1-r)^{4/3} - \mu^2}} dr,$$

are some elliptic-like integrals. It seems that these cannot be evaluated using the usual elliptic functions.

• It is a conventional fact that both $T_p(\mu)$ and $S_p(\mu)$ are analytical functions of $\mu \in (0,1)$. Moreover, whenever $p \neq 2$, it can be seen from Lemma 4.7 that $T_p(\mu)$ and $S_p(\mu)$ are non-constant functions of $\mu \in (0,1)$. For the graphs of these functions, see Figure 4. □

Recall that $p$ and $q$ are conjugate exponents. One has the following symmetries of the functions $T_p(\mu)$ and $S_p(\mu)$ in exponents.

Lemma 3.7 Whenever $p$, $q \in (1,\infty)$ are conjugate exponents, one has

$$T_p(\mu) \equiv T_q(\mu) \quad \text{and} \quad S_p(\mu) \equiv S_q(\mu). \quad (3.30)$$

Proof. From the defining equalities (3.1) and (3.6), one has $F_p(r) \equiv F_q(1 - r)$ and $Q_p(r) \equiv Q_q(1 - r)$. By (3.10), $r_{\pm,p}(\mu) \equiv 1 - r_{\mp,q}(\mu)$. Hence (3.30) follows immediately from equalities (3.25) and (3.27) for $T_p(\mu)$ and $S_p(\mu)$. □
4 Construction of Periodic Eigenvalues Using the Reduced Dynamics

This is the main part of the paper. We will first use the dynamics of the reduced system (3.3), i.e., non-constant periodic orbits, to give a complete construction for all possible 1-periodic eigenvalues of the vectorial $p$-Laplacian for $d = 2$. In the second part of this section, the main Theorem 4.4 will be proved.

4.1 Constructions of periodic eigenvalues

Now we establish the relation between the spectral set $\sigma^*_p$ and the dynamics of the reduced system (3.3). For this purpose, we need only to construct the following subset of the spectral set

$$\sigma^{**}_p := \sigma^*_p \setminus \{\lambda_n, \tilde{\lambda}_n : n \in \mathbb{N}\}.$$  

Lemma 4.1 (1) Let $\lambda \in \sigma^{**}_p$. Then there are $\mu \in (0,1)$ and $\ell, m \in \mathbb{N}$ such that

$$\lambda = 2m\pi T(\mu), \quad \text{and} \quad mS(\mu) = \ell. \quad (4.1)$$

(2) Conversely, suppose that $\lambda$ satisfies (4.1) for some $\mu \in (0,1)$ and $\ell, m \in \mathbb{N}$. Then $\lambda \in \sigma^*_p$.

Proof. We first prove the necessity. Let $\lambda \in \sigma^{**}_p$. By Lemma 2.7 $\lambda$ admits a scaling eigenfunction $(x(t), y(t)) \in \Gamma_{1,1,\mu}$ with some scaling momentum $\mu \in (0,1)$ such that $\lambda$ is a period of $(x(t), y(t))$. See (2.22). Hence $\|x(t)\|$ is also $\lambda$-periodic. Notice that $(x(t), y(t))$ corresponds to the $2\pi T$-periodic orbit $C_\mu = \{(r(t), \theta(t))\} \subset \mathcal{D}_0^*$ of (3.3) of the minimal period $2\pi T$. By (3.13), one has

$$\|x(t)\| \equiv (pr(t))^{1/p}.$$

By comparing their periods, we conclude that there is some $m \in \mathbb{N}$ such that $\lambda = 2m\pi T$, the first equality of (4.1).

For the second one, by (3.13) again,

$$e^{i\varphi(t)} = (pr(t))^{-1/p}x(t)$$
has the period \( \lambda = 2m\pi T \). Hence there is some \( \ell \in \mathbb{N} \) such that \( \varphi(\lambda) - \varphi(0) = 2\ell\pi \). By using the equality (3.22) for the function \( S \), we obtain
\[
2\ell\pi = \varphi(\lambda) - \varphi(0) = \varphi(2m\pi T) - \varphi(0) = m(\varphi(2\pi T) - \varphi(0)) = 2m\pi S,
\]
the second equality of (4.1).

Conversely, if (4.1) is satisfied by some \( \mu \in (0, 1) \) and \( \ell, m \in \mathbb{N} \), it is necessary that \( \lambda \) is an eigenvalue with some eigenfunction of the scaling momentum \( \mu \in (0, 1) \). By checking the proof above, one can see that \( \lambda \) is an eigenvalue. However, due to the extremal cases in Example 2.5, we can only assert that \( \lambda \in \sigma_p^\ast \).

In the sequel, we are mainly interested in the case \( p \neq 2 \). However, the following general construction for eigenvalues also includes this trivial case. The two equations in (4.1) of Lemma 4.1 can be used to construct all periodic eigenvalues \( \lambda \in \sigma_p^\ast \) of problem (2.1)-(1.2). For convenience, let us consider \( S_p(\mu) \) as a function of the scaling momenta \( \mu \in (0, 1) \), whose range is denoted by
\[
S_p := \{ S_p(\mu) : \mu \in (0, 1) \} \subset (0, +\infty).
\]

For any rational number \( \ell/m \in S_p^\ast \), where \( \ell, m \in \mathbb{N} \) and the irreducibility of \( \ell/m \) is not assumed at this moment, there is at least one scaling momentum \( \mu_{p,\ell/m} \in (0, 1) \) such that
\[
S_p(\mu_{p,\ell/m}) = \ell/m \in S_p^\ast. \tag{4.2}
\]
Then we can define a number
\[
\pi_{p,\ell/m} := m\pi T_p(\mu_{p,\ell/m}) \equiv \ell\pi T_p(\mu_{p,\ell/m}) \equiv m\pi T_p( S_p^{-1}(\ell/m) ) > 0. \tag{4.3}
\]
Lemma 4.1 asserts that \( 2\pi_{p,\ell/m} \in \sigma_p^\ast \). Moreover, such an eigenvalue \( 2\pi_{p,\ell/m} \) will admit some eigenfunctions of the scaling momentum being \( \mu_{p,\ell/m} \).

**Remark 4.2** The idea of the construction of \( 2\pi_{p,\ell/m} \in \sigma_p^\ast \) is very simple. Whenever \( p \neq 2 \), by assuming that \( S_p(\mu) \) is strictly decreasing in \( \mu \in (0, 1) \), which will be conjectured in Section §6, one has
\[
\mu_{p,\ell/m} \equiv S_p^{-1}(\ell/m), \quad \text{and} \quad \pi_{p,\ell/m} \equiv m\pi T_p( S_p^{-1}(\ell/m) ) . \tag{4.4}
\]
Then \( 2\pi_{p,\ell/m} \in \sigma_p^\ast \) is an eigenvalue, while the \( \mu_{p,\ell/m} \) of (4.4) is the scaling momentum of some eigenfunctions associated with \( 2\pi_{p,\ell/m} \). However, though we are not able to prove that \( S_p(\mu) \) is strictly decreasing in the whole interval \( (0, 1) \), this is true when \( \mu \) is near 1. Actually, such a local monotonicity is very important in the proof of Theorem 1.1.

**Example 4.3** Let us consider the Laplacian, i.e. \( p = 2 \). One has \( S_2 = \{1/2\} \). Hence Eq. (4.2) is only fulfilled by choosing \( \ell = n \in \mathbb{N} \) and \( m = 2n \). By (3.3) and (3.28), (3.29),
\[
\pi_{2,n/2n} = 2n\pi / 2 \equiv n\pi \quad \forall n \in \mathbb{N}.
\]
Hence the resulted eigenvalues are \( 2n\pi \). These are 1-periodic eigenvalues for the Laplacian, but are not new to us. \( \square \)
On the other hand, it is trivial from (4.2) and (4.3) that whenever $\ell/m \in S_p$, by setting $\ell$ and $m$ as $n\ell$ and $nm$, one has
\[ \mu_{p,n\ell/nm} \equiv \mu_{p,\ell/m}, \quad \text{and} \quad \pi_{p,n\ell/nm} \equiv n\pi_{p,\ell/m} \quad \forall n \in \mathbb{N}. \quad (4.5) \]

By Lemma 4.1 again, $2n\pi_{p,\ell/m} \in \sigma_p^*$ are eigenvalues, while the scaling momenta still are $\mu_{p,\ell/m}$. In order to eliminate the dilation relations (4.5) for eigenvalues and scaling momenta, in the sequel, let us only choose in (4.2)-(4.3) the irreducible rational numbers $\ell/m$ from the following subset
\[ S_p^* := \{ \ell/m \in S_p \cap \mathbb{Q} : \ell, m \in \mathbb{N} \text{ are co-prime} \}. \quad (4.6) \]

For $p = 2$, we have seen from (3.29) that $S_2^* = \{1/2\}$, a single point. Moreover, whenever $p \neq 2$, $S_p$ is a nontrivial interval and $S_p^*$ always contains infinitely many different rational numbers. See Lemma 4.7 and Remark 4.8 below.

For any $\ell/m \in S_p^*$, one has constructed $\pi_{p,\ell/m}$ so that
\[ \Lambda_{p,\ell/m} := \{ \lambda_{p,\ell/m} := 2n\pi_{p,\ell/m} : n \in \mathbb{N} \} \subset \sigma_p^*. \quad (4.7) \]

Due to the extremal case as in Example 4.3 and some additional difficulties for the $p$-Laplacian, the following constructions for the spectral sets $\sigma_p^{**}$ and $\sigma_p^*$ are stated in a little bit complicated way.

**Theorem 4.4** Let $p \in (1, \infty)$. Then
\[
\sigma_p^{**} \subset \{ \Lambda_{p,\ell/m} : \ell/m \in S_p^* \}
\equiv \{ 2n\pi_\ast : n \in \mathbb{N}, \text{ and } \pi_\ast \text{ stands for either } \pi_p \text{ or } \pi_\circ \text{ or } \pi_{p,\ell/m} \text{ with } \ell/m \in S_p^* \},
\]
\[
\sigma_p^* \equiv \{ \lambda_n, \lambda_\ast : n \in \mathbb{N} \} \cup \{ \Lambda_{p,\ell/m} : \ell/m \in S_p^* \}
\equiv \{ 2n\pi_\ast : n \in \mathbb{N}, \text{ and } \pi_\ast \text{ stands for either } \pi_p \text{ or } \pi_\circ \text{ or } \pi_{p,\ell/m} \text{ with } \ell/m \in S_p^* \}. \quad (4.8)\]

It follows from the symmetries (3.30) in Lemma 3.7 and Theorem 4.4 the following results.

**Lemma 4.5** Whenever $p, q \in (1, \infty)$ are conjugate exponents, one has
\[ \sigma_p^* = \sigma_q^*. \]

Going to the original spectral sets $\Sigma_p$ of problem (1.1)-(1.2), the symmetry in the conjugate exponents can be informally written as
\[ (\Sigma_p)^{1/p} \equiv (\Sigma_q)^{1/q} \quad \text{for conjugate exponents } p, q. \]

Results (4.7) and (4.8) assert that each sequence takes the form $\{2n\pi_{p,\ast} : n \in \mathbb{N}\}$. However, once these are used to obtain new eigenvalue sequences other than the known ones, there arises a very delicate problem, as explained in the remarks after Theorem 1.1. To address this issue, let us introduce the following notion.

**Definition 4.6** We say that a set $W \subset (0, \infty)$ is integer-independent, if
\[ \frac{w}{w'} \not\in \mathbb{N} \quad \text{for any different } w, w' \in W. \quad (4.9) \]

For example, when $p \neq 2$, we have known that $\{\pi_p, \pi\}$ is integer-independent. We remark that, when $W$ consists of $k < \infty$ numbers, the integer-independence (4.9) includes $N_k := k^2 - k$ inequalities.
4.2 Proof of the main theorem

Due to Theorem 4.4 and Lemma 4.5, we can restrict the exponent $p$ to the interval $(1, 2)$ or to the interval $(2, \infty)$. In the sequel, let $p > 2$ be fixed. For evidence, in the sequel, we will not use the conjugate exponent $q$ no longer and write down all results using the exponent $p$ itself.

Firstly we give some asymptotic properties of the functions $T(p) = T_p(\mu)$ and $S(p) = S_p(\mu)$ near $\mu = 1$. Suggested by (4.3), we also need to study the ratio function

$$U(\mu) = U_p(\mu) := \frac{T_p(\mu)}{S_p(\mu)}, \quad \mu \in (0, 1).$$

The following proofs are borrowed from the techniques for bifurcation theory and limit cycles. For simplicity, we use $C_i = C_i(p)$ to denote constants depending only on $p$, most of them are positive.

**Lemma 4.7** When $\mu \to 1^-$, there have

$$T(\mu) = C_1 - C_2(\mu - 1) + C_3(\mu - 1)^2 + o((\mu - 1)^2), \quad (4.11)$$
$$S(\mu) = C_1 - C_2(\mu - 1) + C_4(\mu - 1)^2 + o((\mu - 1)^2), \quad (4.12)$$

where

$$C_1 := \frac{\sqrt{p - 1}}{p} > 0, \quad C_2 := \frac{(p - 2)^2}{12p \sqrt{p - 1}} > 0,$$
$$C_3 := \frac{(p - 2)^4}{576p \left(\sqrt{p - 1}\right)^3} > 0, \quad C_4 := \frac{(p - 2)^2(p^2 - 20p - 20)}{576p \left(\sqrt{p - 1}\right)^3}.$$

**Proof.** Let $y = \sqrt{Q^2(r) - \mu^2}$ and consider closed curves

$$E_{\mu} : \{(r, y) : y^2 + 1 - Q^2(r) = 1 - \mu^2\}, \quad \mu \in (0, 1).$$

When $\mu \to 1^-$, $E_{\mu}$ tends to the point $(1/p, 0)$. Notice that

$$1 - Q^2(r) = \frac{p^2}{p - 1} \left(\frac{r}{p} - \frac{1}{p}\right)^2 + o\left(\left(\frac{r}{p} - \frac{1}{p}\right)^2\right).$$

We can find a transformation

$$r - \frac{1}{p} = \frac{\sqrt{p - 1}}{p} u + \frac{p - 2}{3p} u^2 + \frac{(p - 2)^2}{36p \sqrt{p - 1}} u^3 + C_5 u^4 + C_6 u^5 + o(u^5), \quad (4.13)$$

such that

$$1 - Q^2(r) = u^2,$$

where

$$C_5 = -\frac{(p - 2)(p^2 - 22p + 22)}{270(p - 1)p}, \quad C_6 = \frac{(p - 2)^2(p^2 + 68p - 68)}{4320p \left(\sqrt{p - 1}\right)^3}.$$

That is, the curve $E_{\mu}$ becomes a circle

$$E_{\mu} : \{(u, y) : y^2 + u^2 = 1 - \mu^2\}.$$
Using the transformation (4.13) above, the integrals $T(\mu)$ and $S(\mu)$ of (3.25) and (3.27) are now

$$T(\mu) = \frac{1}{\pi} \int_{-\sqrt{1-\mu^2}}^{\sqrt{1-\mu^2}} \frac{f_1(u)}{\sqrt{1-\mu^2}} \, du,$$

$$S(\mu) = \frac{\mu}{\pi} \int_{-\sqrt{1-\mu^2}}^{\sqrt{1-\mu^2}} \frac{f_2(u)}{\sqrt{1-\mu^2}} \, du,$$

where the functions $f_1$ and $f_2$ can be calculated explicitly. When $\mu \to 1^-$, by finding the Taylor series of $f_1$ and $f_2$, we can obtain results (4.11) and (4.12).

\[\square\]

Remark 4.8 For any $p \neq 2$, one has $C_2 \neq 0$. Thus we see from (4.11) and (4.12) that both $T_p(\mu)$ and $S_p(\mu)$ are non-constant functions. In particular, the range $S_p$ of $S_p(\cdot)$ is a non-trivial interval, and the set $S_p^*$ we have used in (4.6) is necessarily an infinitely many set.

Due to (4.11) and (4.12), it is conventional to define

$$T(1) = S(1) := C_1 = \frac{\sqrt{p-1}}{p}. \tag{4.14}$$

From Lemma 4.7, some observations on $T(\mu)$ and $S(\mu)$ are stated as the following lemma.

Lemma 4.9 (1) By extending $T(\mu)$ and $S(\mu)$ to $\mu = 1$ as in (4.14), the functions $T(\mu)$ and $S(\mu)$ have the same tangent line at $\mu = 1$. Moreover, one has the following asymptotic expansion for $U(\mu)$

$$U'(\mu) = -C_7(\mu - 1) + o((\mu - 1)), \quad \mu \to 1^-; \tag{4.15}$$

where

$$C_7 := \frac{(p - 2)^2}{12(p - 1)} > 0.$$

(2) Consequently, there is some $\delta_0 \in (0, 1)$ such that both $T(\mu)$ and $S(\mu)$ are strictly decreasing on $(1 - \delta_0, 1)$, and

$$|S'(\mu)| \geq C_2/2, \quad \text{and} \quad |U'(\mu)| \leq 2C_7(1 - \mu) \quad \forall \mu \in (1 - \delta_0, 1). \tag{4.16}$$

In fact, (4.11) and (4.12) imply that $T'(1) = S'(1) = -C_2$. Moreover, from the definition (4.10) of $U(\mu)$, the expansion (4.15) can also be deduced. Then estimates (4.16) are following from (4.11), (4.12) and (4.15). For the graph of $U_p(\mu)$, see Figure 5.

Now we give the proof of Theorem 1.1. Note that $S(1) = C_1$ as in (4.14). For convenience, denote

$$\delta := S(1 - \delta_0) - S(1) > 0.$$

Since there are only finite positive integers $n$ such that $\frac{1}{n} > C_1$, we take smaller $\delta$, $\delta_0$ so that

$$\frac{1}{n} \not\in (C_1, C_1 + \delta) \quad \forall n \in \mathbb{N}. \tag{4.17}$$

In the sequel, let $n \in \mathbb{N}$ be arbitrarily given. It is possible to find large prime numbers $\ell_n \uparrow +\infty$ such that

$$\frac{\ell_n}{C_1} - \frac{\ell_n}{C_1 + \frac{\ell_n}{n}} \geq n + 2.$$
Hence the open interval
\[
\left( \frac{\ell_n}{C_1 + \frac{\delta}{2n}}, \frac{\ell_n}{C_1} \right)
\]
contains at least \( n + 1 \) integers \( m_n, m_n + 1, \ldots, m_n + n \). In other words, for any \( i \in \{0, \ldots, n\} \), one has
\[
\frac{\ell_n}{m_n + i} \in \left( C_1, C_1 + \frac{\delta}{2n} \right) \subset (C_1, C_1 + \delta). \tag{4.18}
\]
Obviously, each \( \ell_n/(m_n + i) \) is irreducible. Otherwise, as \( \ell_n \) is a prime, we have \( m_n + i = k\ell_n \) for some \( k \in \mathbb{N} \). Consequently,
\[
\frac{1}{k} \in \left( C_1, C_1 + \frac{\delta}{2n} \right) \subset (C_1, C_1 + \delta),
\]
a contradiction to the construction (4.17) for \( \delta \). As a consequence of the irreducibility, one sees that
\[
\ell_n/(m_n + i), \quad i = 0, 1, \ldots, n \tag{4.19}
\]
must be different when \( n \) is given.

Due to the construction of \( C_1 \) and \( \delta \), it follows from (4.18) and (4.19) that we can introduce
\[
\mu_{n,i} \in (1 - \delta_0, 1) \quad \text{such that} \quad S(\mu_{n,i}) = \ell_n/(m_n + i), \quad i = 0, 1, \ldots, n. \tag{4.20}
\]
Define then
\[
\varpi_{n,i} := \ell_n \pi U(\mu_{n,i}) \in \sigma_p^*, \quad i = 0, 1, \ldots, n. \tag{4.21}
\]
From the properties of \( S(\mu) \) and \( U(\mu) \), one sees that whenever \( n \) is fixed, \( \varpi_{n,i}, i = 0, 1, \ldots, n \) are different. The bi-sequence (4.21) is the candidate for our construction of new eigenvalues.

We are going to prove that \( \sigma_p^* \) contains infinitely many different sequences of eigenvalues stated in Theorem 1.1. Otherwise, let us assume that
\[
\sigma_p^* = \{2n\varpi_1 : n \in \mathbb{N}\} \cup \{2n\varpi_2 : n \in \mathbb{N}\} \cup \cdots \cup \{2n\varpi_k : n \in \mathbb{N}\},
\]

where $k \in \mathbb{N}$ is finite and $0 < \varpi_1 < \cdots < \varpi_k$. Hence the integer-independence of $W_k := \{\varpi_1, \cdots, \varpi_k\}$ can be assumed.

Let $n \geq k$ be arbitrarily given. At first we consider the first $(k+1)$ numbers $\varpi_{n,0}, \varpi_{n,1}, \cdots, \varpi_{n,k}$ in (4.21). Because of (4.20) and (4.21), in order to complete the proof of Theorem 1.1 it suffices to prove the following claim: Whenever $n$ is large enough, there must be some $i_0 \in \{0, 1, \cdots, k\}$, depending on $n$ as well, such that

$$W_{k+1,n} := \{\varpi_1, \cdots, \varpi_k, \varpi_{n,i_0}\} \text{ is integer-independent.} \quad (4.22)$$

By the explanation following Definition 4.6, claim (4.22) is equivalent to $N_{k+1} - N_k = 2k$ inequalities, which can be classified into the following two classes

$$\varpi_j \varpi_{n,i_0} \notin \mathbb{N} \quad \forall j = 1, \cdots, k, \quad (4.23)$$

$$\varpi_n \varpi_{n,i_0} \notin \mathbb{N} \quad \forall j = 1, \cdots, k. \quad (4.24)$$

The requirement in (4.23) is simple. Let us emphasize the constructions in (4.20) and (4.21) as follows. For any $i = 0, 1, \cdots, k$, one has

$$\mu_{n,i} \in (1 - \delta_0, 1), \quad \text{and} \quad U(\mu_{n,i}) \text{ is close to } 1. \quad (4.25)$$

Therefore we are able to obtain

$$\varpi_n = \ell_n \pi U(\mu_{n,i}) \sim \ell_n \pi. \quad (4.26)$$

As the primes $\ell_n$ are large when $n \to \infty$, we know that, if $n$ is large enough,

$$\varpi_j \varpi_{n,i} \sim 0 \quad \forall j = 1, \cdots, k, \quad i = 0, 1, \cdots, k. \quad (4.27)$$

Hence (4.23) is verified for all $i_0 = 0, 1, \cdots, k$ as long as $n$ is large.

To verify the requirement in (4.24), let us assume that (4.24) is false. That is, by fixing $n \gg k$, we have that for any $i = 0, 1, \cdots, k$, $\varpi_{n,i}$ is an integer multiple of some $\varpi_j$, $1 \leq j \leq k$. Hence we can find some $j_0$ and $i_1, i_2$ such that $1 \leq j_0 \leq k$, $0 \leq i_1 < i_2 \leq k$, and

$$\varpi_{n,i_1} \varpi_{j_0} = n_1 \in \mathbb{N}, \quad \varpi_{n,i_2} \varpi_{j_0} = n_2 \in \mathbb{N},$$

i.e.

$$\ell_n \pi U(\mu_{n,i_1}) = n_1 \varpi_{j_0}, \quad \ell_n \pi U(\mu_{n,i_2}) = n_2 \varpi_{j_0}.$$ 

Obviously $n_1 \neq n_2$. Thus

$$0 < \varpi_1 \leq |n_2 - n_1| \varpi_{j_0} = \ell_n \pi |U(\mu_{n,i_2}) - U(\mu_{n,i_1})|. \quad (4.27)$$

Now we give some necessary estimates. By (4.18), one has

$$\ell_n \left(\frac{\ell_n}{m_n + i_1}, \frac{\ell_n}{m_n + i_2}\right) \in \left(C_1, C_1 + \frac{\delta}{2n}\right).$$

We have then from (4.16)

$$\frac{C_2}{2} |\mu_{n,i_1} - 1| \leq |S(\mu_{n,i_1}) - S(1)| = \frac{\ell_n}{m_n + i_1} - C_1 \leq \frac{\delta}{2n},$$

$$\frac{C_2}{2} |\mu_{n,i_1} - \mu_{n,i_2}| \leq |S(\mu_{n,i_1}) - S(\mu_{n,i_2})| = \frac{\ell_n}{m_n + i_1} - \frac{\ell_n}{m_n + i_2} \leq \frac{\ell_n k}{m_n^2}. \quad (4.28)$$
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Hence

\[ |\mu_{n,i} - \mu_{n,i_1}| \leq C_8 \frac{\delta}{2n}, \quad |\mu_{n,i} - \mu_{n,i_2}| \leq C_9 \frac{\ell_n k}{m_n^2}, \quad (4.28) \]

where \( C_8 := \frac{2}{C_2} > 0 \). With these estimates (4.28) at hand, we have again from (4.16) that

\[ |U(\mu_{n,i_2}) - U(\mu_{n,i_1})| \leq 2C_7 (1 - \mu_{n,i_1}) |\mu_{n,i_1} - \mu_{n,i_2}| \leq C_9 \delta k \frac{\ell_n}{2n m_n^2}, \]

where \( C_9 := 2C_7 C_2^2 > 0 \). Combining with (4.27), we obtain the following inequality

\[ 0 < \varpi_1 \leq \frac{\pi C_9 \delta k}{2n} \left( \frac{\ell_n}{m_n} \right)^2 \leq \frac{\pi C_9 \delta k}{2n} (C_1 + \delta)^2, \]

which is impossible if \( n \gg k \) is large enough. Such a contradiction has verified (4.24) for all \( n \) large enough.

As mentioned before, the proof to Theorem 1.1 has been completed. 

The last step of the proofs presented here for Theorem 1.1 is not constructive. However, the new eigenvalue sequences are constructed using some constant \( \delta_0 \) to control the scaling momenta for the new eigenvalues. Thus (4.25) and (4.26) can yield some useful information on eigenvalues and scaling momenta constructed in this paper. In fact, as \( \delta_0 > 0 \) can be taken to be arbitrarily small, all of the new eigenvalue sequences in (1.13)–(1.15) of Theorem 1.1 can admit eigenfunctions of scaling momenta close to the maximal momentum \( 1 \). More precisely, let us state the following results which can suggest further study to the structure of spectral sets \( \sigma^*_p \).

**Corollary 4.10** Let \( p \neq 2 \) be given. Then the eigenvalue sequences \( \Lambda_m = \{(2n \varpi_m)^p : n \in \mathbb{N}\}, \quad m = 1, 2, \ldots \) in (1.13)–(1.15) of Theorem 1.1 can be chosen so that

\[ \lim_{m \to \infty} \varpi_m = +\infty. \quad (4.29) \]

Moreover, any eigenvalue from \( \Lambda_m \) will admit some eigenfunction of the scaling momentum \( \mu_m \) satisfying

\[ \lim_{m \to \infty} \mu_m = 1. \quad (4.30) \]

Here (4.29) and (4.30) can be deduced from estimates (4.25) and (4.26) in the proof. Going to the spectral set, these mean that there are many different eigenvalues tending to infinity, and the corresponding scaling momenta are all close to the maximal scaling momentum. In such a sense, the panorama of the structures of the spectral sets and their scaling momenta is far from being understood completely.

5 **Numerical Simulations**

Since the kernel idea of this paper is to use the scaling momenta of the eigenfunctions to understand the structure of eigenvalues, besides some numerical simulations to eigenvalues, we are also giving simulations to eigenfunctions, i.e. the periodic motions themselves. As the Hamiltonian system (2.3) has degree 2 of freedom, it is luck that we can draw the motions in a proper way.

We state an asymptotical result without proof. Let \( p \in (1, \infty) \) be fixed. We have known that

\[ \lim_{\mu \uparrow 1} T_p(\mu) = \lim_{\mu \uparrow 1} S_p(\mu) = \sqrt{p - 1 / p}. \quad (5.1) \]
It can also be proved that
\[ \lim_{\mu \downarrow 0} T_p(\mu) = \frac{\pi_p}{2\pi}, \quad \text{and} \quad \lim_{\mu \downarrow 0} S_p(\mu) = \frac{1}{2}. \] (5.2)

See Figure 4.

Now we give some numerical simulations to eigenvalues and scaling momenta.

**Example 5.1** For \( p = 3 \), one has from (5.1) and (5.2) that
\[ S_3 \supset (\sqrt{2}/3, 1/2) = (0.4714, 0.5). \]
Then \( S_3^* \) contains
\[ \ell/m = 9/19 = 0.4737. \]
One can obtain the numerical results
\[ \mu_{3,9/19} = 0.8906 \quad \text{and} \quad \pi_{3,9/19} = 28.2668 \] (5.3)
Notice that the two ratios are
\[ \frac{\pi_{3,9/19}}{\pi} = 8.9976 < 9 < \frac{\pi_{3,9/19}}{\pi_3} = 9.2769, \]
and their reciprocals are \(<1\). Hence \( \pi_{3,9/19} \) can yield a new eigenvalue sequence.

Going back to the original problem (2.1)-(1.2), the least one of this sequence of eigenvalues deduced from (5.3) is
\[ \lambda_{3,9/19} = (2\pi_{3,9/19})^3 = 18068.4095, \]
with an eigenfunction
\[ E_{3,9/19}(t) := E_3(t; \lambda_{3,9/19}) = (x_1(t), x_2(t)) \]
of the scaling energy \( 1 \) and the scaling momentum \( \mu_{3,9/19} \) as in (5.3).
\[ \square \]

The periodic motions of \( E_{3,9/19}(t) \) in different spaces are plotted in Figure 6. These are apparently like the LiSsoajous figures.

**Example 5.2** For \( p = 5 \), one has
\[ S_5 \supset (2/5, 1/2). \]
Then \( S_5^* \) contains the following two numbers
\[ \ell/m = 3/7, \quad (<) \ 4/9. \]
One has the numerical results
\[ \mu_{5,3/7} = 0.6776 > \mu_{5,4/9} = 0.5293, \quad \text{and} \quad \pi_{5,3/7} = 9.3183 < \pi_{5,4/9} = 12.2510 \]
Notice that the four ratios are
\[ \frac{\pi_{5,3/7}}{\pi} = 2.9661 < 3 < \frac{\pi_{5,3/7}}{\pi_5} = 3.3032, \quad \frac{\pi_{5,4/9}}{\pi} = 3.8996 < 4 < \frac{\pi_{5,4/9}}{\pi_5} = 4.3428, \]
and the fifth is
\[ \frac{\pi_{5,4/9}}{\pi_{5,3/7}} = 1.3147 \]
Figure 6: The periodic orbits (left) and trajectories (right) of the eigenfunction $E_{p,\ell/m}(t)$. Here $p = 3$ and $\ell/m = 9/19$.

are all non-integers, while the five reciprocals are all < 1. We conclude that $\pi_{5,3/7}$ and $\pi_{5,4/9}$ can yield two new eigenvalue sequences. The new eigenvalues resulted are

$$\lambda_{5,3/7} = (2\pi_{5,3/7})^5 = 224819.2113, \quad \text{and} \quad \lambda_{5,4/9} = (2\pi_{5,4/9})^5 = 883095.5120$$

Both of them are very large, compared with the known basic eigenvalues $(2\pi_5)^5$ and $(2\pi)^5$.

The corresponding periodic motions of Example 5.2 are graphed in Figures 7 and 8. Moreover, let us take the periodic motion $E_{5,3/7}(t)$ as an example. In order that the motion is more clear, it can be compared with its potential energy and the kinetic energy

$$P_{5,3/7}(t) := \lambda_{5,3/7} \| E_{5,3/7}(t) \|^5/5, \quad \text{and} \quad K_{5,3/7}(t) := 4 \| \dot{E}_{5,3/7}(t) \|^5/5 \equiv 1 - P_{5,3/7}(t).$$

See Figure 9

In this paper, the periodic motions $E_p(t; \lambda_{p,\ell/m})$ are indexed using $\ell/m \in S_p^*$. From Figures 6, 8, the denominators $m$ and the numerators $\ell$ of $\ell/m$ are visible from the planar orbits and the spatial trajectories respectively. These are reasonable from the defining equalities in (3.19)—(3.22), and (4.1) and are common in the Lissajous figures. Moreover, the bigger $m$ and $\ell$ are, the much complicated the periodic motions $E_p(t; \lambda_{p,\ell/m})$ are. For example, one has from (5.1) that when $p > (9 + 3\sqrt{5})/2 = 7.8541$, $\ell/m = 1/3 \in S_p^*$. Hence the $p$-Laplacian admits an eigenvalue $\lambda_{p,1/3}$ having a relatively simple periodic eigenfunction $E_p(t; \lambda_{p,1/3})$.

6 Conjectures and Discussions

6.1 Conjectures

Note that all of our constructions for eigenvalues are based on the scaling momenta of eigenfunctions. Towards to the panorama of the structure of the spectral set of the $p$-Laplacian, we impose two conjectures. Both are related with scaling momenta.
Conjecture 1 Let $p \neq 2$. Problem (1.1)–(1.2) has infinitely many different eigenvalue sequences with the scaling momenta in any given subinterval of $(0, 1)$.

This implies that the spectral set $\Sigma_p^*$ can admit eigenfunctions of scaling momenta which are densely distributed on $[0, 1]$. The second one is suggested by Theorem 4.4. See (4.8). It is possible to choose an integer-independent sequence $\{\omega_1, \omega_2, \cdots\}$ such that

$$\Sigma_p^* = \{(2m\omega_m)^p : m, n \in \mathbb{N}\}.$$ 

Let us call $(2\omega_m)^p, m = 1, 2, \cdots$ the basic periodic eigenvalues.

Conjecture 2 Let $p \neq 2$. Associated with each basic periodic eigenvalue $(2\omega_m)^p, m \in \mathbb{N}$, all eigenfunctions have the same scaling momentum.

This means that, for basic periodic eigenvalues, the scaling momenta are dependent only on eigenvalues themselves, not on eigenfunctions.

To obtain the solutions to these conjectures, it is an important issue to understand the monotonicity of the functions $T_p(\mu)$ and $S_p(\mu)$ in $\mu$, and of $U_p(\mu) = T_p(\mu)/S_p(\mu)$ as well. Though the reduced system (3.3) is integrable, we find some difficulty because (3.3) is not an algebraic differential system. We hope the formulas in the appendix of [6] are helpful.

6.2 Discussions

When $p = 2$, system (1.1) is a Newtonian equation which is just an uncoupled system of linear oscillations. The structure of the spectral set $\Sigma_2^*$ is simple.
Figure 8: The periodic orbit (left) and trajectory (right) of the eigenfunction $E_{5,4/9}(t)$.
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Table 1: Differences between the Laplacian and the $p$-Laplacian with $d = 2$

| No. | Description | $p = 2$ | $p \neq 2$ |
|-----|-------------|---------|-------------|
| 1.  | Equation and system | Newton Equation | Euler-Lagrange Equation |
|     | Modelling | Regular | Nonlinear, coupled |
| 3.  | Spectral set | A single sequence | Infinitely many sequences |
| 4.  | Scaling momenta of | $[0, 1]$ | A single value $\mu = M(\lambda)$ |
|     | a basic eigenvalue $\lambda$ | (Conjectured) | |

When $p \neq 2$, system (1.1) is an Euler-Lagrange equation in the Lagrangian mechanics. The cases $p < 2$ and $p > 2$ are usually used to model problems with spatial singularity or spatial degeneracy, respectively. The result we have proved in this paper shows that the spectral set $\Sigma_{p}$ is more complicated. However, from our construction and Conjecture 2 it seems that structure of the associated scaling momenta for basic periodic eigenvalues is simple. That is, from the point of view of scaling momenta, the spectral problems of the $p$-Laplacians ($p \neq 2$) themselves are not degenerate in a certain sense. Moreover, as $p \to 2$, it can be expected that each branch of eigenvalues will shrink into a single eigenvalue of the Laplacian, meanwhile the scaling momenta of different branches of eigenvalues will accumulate into the whole interval $[0, 1]$.

Some differences between the spectral problems of the Laplacian and the $p$-Laplacians are listed in Table I.

6.3 Comments

The spectral problem on different kinds of the $p$-Laplacians is a fascinating problem. Let us just mention a quite few works.

For the one-dimensional $p$-Laplacian with periodic potentials, Zhang [10] had used the rotation
Figure 9: The periodic motion $E_{5,3/7}(t)$ and its distributions of the potential and kinetic energies.

number from dynamical systems to study the periodic eigenvalues and imposed some problems. Later, Binding and Rynne [2] proved that, with some special choice of periodic potentials, the structure of the periodic spectral set is different from the Hill’s equations [8].

For the $p$-Laplacian in higher dimensional domains, several interesting new phenomena have been found by Drábek and his collaborators [1, 3].
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