Autonomous and cooperative design of the monitor positions for a team of UAVs to maximize the quantity and quality of detected objects
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Abstract—This paper tackles the problem of positioning a swarm of UAVs inside a completely unknown terrain, having as objective to maximize the overall situational awareness. The situational awareness is expressed by the number and quality of unique objects of interest, inside the UAVs’ fields of view. YOLOv3 and a system to identify duplicate objects of interest were employed to assign a single score to each UAVs’ configuration. Then, a novel navigation algorithm, capable of optimizing the previously defined score, without taking into consideration the dynamics of either UAVs or environment, is proposed. A cornerstone of the proposed approach is that it shares the same convergence characteristics as the block coordinate descent (BCD) family of approaches. The effectiveness and performance of the proposed navigation scheme were evaluated utilizing a series of experiments inside the AirSim simulator. The experimental evaluation indicates that the proposed navigation algorithm was able to consistently navigate the swarm of UAVs to “strategic” monitoring positions and also adapt to the different number of swarm sizes. Source code is available at https://github.com/dimikout3/ConvCAOAirSim

Index Terms—Perception and Autonomy, Motion and Path Planning

I. INTRODUCTION

The recent technological advancements in terms of hardware have enabled the development of deep learning architectures capable of dealing with extremely difficult and abstract problems. One of the most well-studied problems is the task of training a deep neural network to detect objects of interest. The maturity of studies and available tools has reached an unprecedented level, having approaches focusing on accuracy, speed, exploiting problem-specific characteristics to boost the performance, etc. The concurrent developments in the field of UAVs have allowed the introduction of these methodologies to aerial images and also the development of special-purpose algorithms to detect and/or track objects of interest with one or more UAVs.

In this paper, we tackle the same problem but from a different perspective. Instead of trying to design another object detection algorithm, we attempt to optimize the monitor positions of the swarm of the UAVs that, for a given object detection mechanism, will result in the best possible outcome. In a nutshell, we seek to answer the question: How can we “steer”/guide a team of UAVs to increase the number and accuracy of detected objects that lie on their combined field of view?

This task can be of paramount importance in scenarios where is needed: i) automatic surveillance of an operational area, ii) increased situational awareness with limited resources, iii) automatic readjustment in response to changes on the environment, etc. The aforementioned scenarios can be directly utilized in robotic applications such as: traffic monitoring, border surveillance, supervision on large crowds, search and rescue, etc.

The vast majority of the available methodologies deals with the problem of detecting objects from given aerial captures. Although many methodologies are capable of detecting the objects of interest in real-time, most of them rely on either predefined or human-controlled paths for the UAVs. Without active feedback, regarding the progress of the detection task, the coordination among different UAVs is usually achieved by assigning spatially exclusive areas to each member of the swarm, significantly restricting the UAVs cooperation.

The proposed approach is a semi-distributed, model-free algorithm, that shares the same convergence characteristics with the block coordinate descent (BCD) algorithms, capable of optimizing in real-time the monitor positions of the UAVs to increase the overall situational awareness, without utilizing any prior knowledge about the environment or vehicles’ dynamics. Moreover, no prior knowledge about the “geolocation” of information-rich areas is needed either. This decision-making scheme is capable of enabling cooperation between different assets towards the accomplishment of a high-level objective.

The evaluation procedure was designed to avoid all kind of assumptions regarding the detection process. For this reason, in all stages of the development, we directly utilized raw rgb and depth images to actually retrieve the detected objects. AirSim simulator was utilized as an evaluation platform for its high-fidelity simulations and real-world dynamics.
detector \cite{7} was adopted to leverage from its ability to perform fast detections. An important aspect of this work is that it is modular with respect to the underlying system that detects the objects of interest. Therefore, one could utilize a different detector (tailored to the application needs) and our methodology will still be capable of delivering an optimized set of UAVs’ monitor positions, adapting to the detector’s specific characteristics.

Fig. 1 portrays an indicative example of such a setup. The left-hand side of Fig. 1 illustrates the initial monitoring positions for the swarm of 4 UAVs. The top, global view of the operational area depicts the fields of view (colored point-clouds) of all the UAVs, moments after their take-offs. The 4 images below are the current views from their cameras with all the detected objects. The right-hand side of this figure illustrates the converged configuration for the swarm of UAVs. A direct outcome, that can be derived sorely from the bird’s-eye view of the operational area, is that the proposed algorithm spread the UAVs taking into consideration the combined field of view from all the point-clouds. However, the most interesting insights can be derived by combining also the 4 images from the UAVs’ cameras. All 4 UAVs have been placed in close vicinity of a crossroad, to exploit the fact that these spots usually have the biggest flow of cars/people. A close examination of the images from the vehicles can reveal some extra traits. With the converged positions, the UAVs can monitor multiple road-parts from a single monitoring spot. On top of that, in some cases, with the current orientation of their cameras, the UAVs can monitor roads, that, otherwise, would be physically “blocked” by the surrounding buildings/structures (views from UAV 2 & 4). It should be highlighted that none of these features were specifically designed or dictated, but, rather the proposed algorithm found these “hacks” to maximize the number and quality of detected objects.

II. PROBLEM FORMULATION

A. Controllable Variables

Consider a team (swarm) of \( n \) multirotor UAVs \( \{1, 2, \ldots, n\} \) cooperate to increase the situational awareness over an unknown, unstructured environment. At each time-step, each UAV is allowed to configure its own monitoring pose by changing its own position and orientation. To be compliant with various security regulations, each UAV is
deployed in a distinct, constantly-fixed height level from the ground. Therefore, the controllable variables for each UAV include the position in \(xy\) plane and its orientation (yaw). Overall, the decision vector \(x_i(k) = [x, y, \text{yaw}] \in \mathbb{R}^3 \times \mathbb{S}^1\), where \(\mathbb{S}^1\) indicates the 1-sphere, will denote the decision variables of \(i\)th UAV at \(k\)th time-step. The augmented decision vector for the swarm will be given by the following equation:

\[
x(k) := [x_1^T(k), x_2^T(k), \ldots, x_n^T(k)]^T
\]  

(1)

The values of the decision vector cannot be set arbitrary, but they should satisfy a set of operational constraints. More specifically:

1) the change in controllable variables has a maximum value, i.e. assuming the following dynamics: \(x_i(k+1) = x_i(k) + u(k+1)\), then \(|u| \leq u_{\text{max}}\), where \(u_{\text{max}}\) depicts the moving capabilities of the \(i\)th UAV.

2) the UAVs should remain within the operational area boundaries

3) the UAVs should avoid collisions with all the stationary (e.g. terrain morphology) and moving obstacles (e.g. other UAVs).

The previously defined constraints can be, in general, represented as a system of inequalities:

\[
C(x(k)) \leq 0
\]  

(2)

where \(C\) is a set of nonlinear functions of the decision variables \(x(k)\). The analytical form of this function cannot be known in case of operation inside an unknown/dynamically-changing environment; however, from the images coming from the mounted cameras, it can be determined whether a next (in close vicinity) configuration of decision variables \(x(k)\) satisfies or violates the set of constraints (2).

B. Measurements

After applying the new decision variable \(x_i(k)\), each UAV will be able to perceive a part of the operational area. This perception includes both an RGB \(I^\text{RGB}(k)\) and a depth \(I^\text{DEPTH}(k)\) image.

As next step, each \(I^\text{RGB}(k)\) is fed to a pre-trained Convolutional Neural Network (CNN) [7], having as objective to detect objects of interest along with the corresponding confidence levels. The center of mass, in each one of these detected objects, is extracted by utilizing the formation of the pixels that lie inside the bounding box of that object. Combining also the information from the depth image \(I^\text{DEPTH}(k)\), the dimension of center of mass is expanded to 3D space. The measurement vector \(y_i(k)\) for each \(i\)th UAV contains this list of 3D centers of masses, along with the corresponding confidence levels and the detected class labels. The swarm measurements’ vector is comprised as follows:

\[
y(k) := [y_1^T(k), y_2^T(k), \ldots, y_n^T(k)]^T
\]  

(3)

C. Objective Function

Having projected all these objects in a global 3D frame, we can now retain only the unique objects, by checking the distance between the detected objects, in this common 3D frame. In the case where an object is identified by more than one UAV, the object with less confidence in its detection is discarded. By doing so, we want, on one hand, to “force” UAVs to detect unique objects, and, on the other hand, to reward UAVs that have achieved to detect objects with a high level of certainty.

The set \(B\) of all uniquely detected objects can be defined as:

\[
B := A \setminus D, \text{ where } D \text{ denotes the set of all the objects detected more than once. Having calculated the set of unique detected objects } B, \text{ we now proceed to the calculation of matrix } c:\n\]

\[
c_{ij} = \begin{cases} 
0 & \text{if not detected by the } i\text{th UAV} \\
c_{\text{cl}} & \text{otherwise} 
\end{cases}
\]  

(4)

where \(c_{\text{cl}}\) denotes the confidence level of the \(j\) unique object from set \(B\), as detected by \(i\)th UAV.

In a nutshell, the mission objectives of the swarm are expressed by the following equation:

\[
\mathcal{J}(x(k)) = \sum_{j=1}^{m} \max_{i \in \{1, 2, \ldots, n\}} c_{ij}
\]  

(5)

Using standard results from approximation theory [23], we introduce a twice differentiable function:

\[
\bar{J}(x(k)) \text{ of class } C^3
\]  

(6)

that can approximate with arbitrary accuracy the discontinuous \(\mathcal{J}(x(k))\).

By maximizing of the above objective function, the swarm is “forced” to form configurations that not only detect as many unique objects as possible, but also to achieve the highest possible values of the confidence levels and, therefore, to increase the overall situational awareness.

D. Optimization Problem

Given the mathematical description presented above, the problem of choosing the decision variables online for a multi-UAV system, so as to increase the quantity and the quality of the uniquely detected objects, can be described as the following constrained optimization problem:

\[
\text{maximize } \mathcal{J}(x(k)) \text{ of class } C^3 \quad \text{subject to } C(x(k)) \leq 0
\]  

(7)

The above optimization problem (7) cannot be tackled with traditional gradient-based algorithms [24], mainly because the explicit forms for the functions \(\mathcal{J}\) and \(C\) are not available. To make matters worse, jointly optimizing a function over multiple UAVs \((n)\), each of which with multiple decision variables, can incur excessively high computational cost.

Footnotes:

1It is worth highlighting that, for both the designing of the navigation algorithm (section III) and evaluation procedure (section IV), we made no assumptions regarding the sensors’ dynamics, rather we included the received raw images from the cameras of UAVs.

2It is worth stressing that this objective function is only utilized to analyze the convergence of the proposed algorithm, therefore, its form is not needed in the implementation procedure. Apparently, any optimum of \(\mathcal{J}(x(k))\) is also an optimum in \(\bar{J}(x(k))\).
III. NAVIGATION ALGORITHM

To appropriately tackle the aforementioned challenges, and to be able to solve the optimization problem of (7), the following navigation algorithm is proposed. An outline of the proposed navigation scheme is illustrated in Fig. 2. Overall, the procedure is divided into two distinct parts:

A. Global coordination

Algorithm 1 outlines the pseudo-code of this first part. Conceptually, this algorithm calculates the contribution of each UAV to the accomplishment of the overall mission objectives (6).

\begin{algorithm}
\caption{Calculate UAVs' contributions}
\label{alg:1}
\begin{algorithmic}[1]
\Require $x(k), y(k)$
\Ensure $\Delta(k)$
\State $j_k \leftarrow \mathcal{J}(x(k))$ \Comment Update system's objective function
\For{$i \in \{1,2,\ldots,n\}$}
\State $\Delta_i(k) \leftarrow j_k - \mathcal{J}([\ldots, x_{i-1}(k), x_i(k-1), x_{i+1}(k) \ldots])$ \Comment Approximation of $\frac{\Delta \mathcal{J}(k)}{\Delta x_i}$
\EndFor
\end{algorithmic}
\end{algorithm}

In line 1, and following the computation scheme of section II-C, the global objective function index $j_k$ is calculated utilizing all the collected images from all the UAVs at the $k$ time-step. Then, for each UAV, we calculate again the objective function, but only this time for the $i$th UAV and used the measurements from the previous time-step $\mathcal{J}([\ldots, x_{i-1}(k), x_i(k-1), x_{i+1}(k) \ldots])$. Although this would be a “new” UAVs’ configuration $[\ldots, x_{i-1}^T(k), x_i^T(k-1), x_{i+1}^T(k) \ldots]$, no new movements are required, as all the images from this configuration have already been acquired from the $k$ and $k-1$ time-steps. Finally, line 3 presents the calculation of $\Delta_i(k)$, which is the result from subtracting this previously calculated term from the system’s objective function index $j_k$, divided by the norm of variation in the decision variables $\|x_i(k) - x_i(k-1)\|$ (where $\|\cdot\|$ denotes the Euclidean distance). All in all, $\Delta_i(k)$ carries information of $\frac{\partial \mathcal{J}(k)}{\partial x}$, which, of course, cannot be derived analytically, as the algebraic form that relates the monitoring variables of the UAVs (1) and the objective function (5) is environment/dynamics-dependent and generally not available.

B. Distributed decision

Each $\Delta_i(k)$ is dispatched to the $i$th UAV, and, from this step and after, all calculations are performed locally, building a system that i) is resilient to UAV failures, ii) does not require any other global coordination, and ii) all the decision variables’ updates are made in a (parallel) distributed fashion. The pseudo-code for the update on the monitoring position of each UAV based on the $\Delta_i(k)$ is given in Algorithm 2.

\begin{algorithm}
\caption{Decision making on the $i$th UAV}
\label{alg:2}
\begin{algorithmic}[1]
\Require $\Delta_i(k)$
\Ensure $x_i^T(k+1)$
\Hyperparameters: $\phi_i$, $T(k)$, $m$, and $\alpha(k)$
\State $J_i(k) \leftarrow J_i(k-1) + \Delta_i(k)$ \Comment Local optimization
\State $J_i(k+1) \approx J_i(k+1) = \theta_i^T(k)\phi_i(x_i(k))$ \Comment Construct a LIP polynomial estimator
\State $\theta_i^* \leftarrow \operatorname{argmin}_\theta \sum_{k=T(k)}^{k} \left( \theta_i^T \phi_i(x_i(\ell)) - J_i(\ell) \right)^2$ \Comment Solve least-squares optimization problem
\State $\delta x_i^{(1)}(k), \delta x_i^{(2)}(k), \ldots, \delta x_i^{(m)}(k)$ \Comment Generate randomly a set of $m$ candidate perturbations
\State $j^* \leftarrow \operatorname{argmax}_{j=1,\ldots,m} \theta_i^T \phi_i(x_i(k) + \alpha(k)\delta x_i^{(j)}(k))$ \Comment Find the perturbation that maximizes the previously constructed estimator
\State $x_i(k+1) \leftarrow x_i(k) + \alpha(k)\delta x_i^{(j^*)}(k)$ \Comment Update the decision variables of the $i$th UAV
\end{algorithmic}
\end{algorithm}
In line 1, we update the value of the local objective function $J_i(k)$ to evaluate the previously executed command $x_i(k)$. $J_i(k)$ encapsulates only the elements that affect the performance of [5] for the ith UAV, considering the monitoring positions of all the other UAVs as part of the problem to be solved (system’s dynamics). In lines 2 & 3, we construct a Linear-In-the-Parameters estimator, $T(k)$ denotes the variable length of estimation window, to approximate the evolution of the ith sub-cost function $J_i(k)$. As a next step (lines 4-5), we generate randomly a set of $m$ perturbations $\delta x_i$, around the current monitoring position, respecting the operational constraints [2]. Having built an estimator for $J_i(k)$, we are now in the position to evaluate numerically – without the need to physically execute the movement – all these valid next candidate monitoring positions, $x'_i(k) = x_i(k) + \alpha(k) \delta x_i, \forall j \in \{1, \ldots, m\}$ (line 6). The updated monitoring position $x_i(k+1)$ is the candidate that maximizes the previously constructed estimator $\hat{J}_i(k)$ (line 7).

C. Convergence

In a nutshell, at each time-step, Algorithm [1] is applied to calculate the contribution vector $\Delta_i(k)$ and then, in a distributed fashion, Algorithm [2] is applied, as many times as the number of UAVs, to update the decision variables $x_i(k+1), \forall i \in \{1, 2, \ldots, n\}$.

**Remark 1:** From the definition of the term $\Delta_i(k)$, we have that

$$\Delta_i(k) = \frac{J(x(k)) - J(x(k-1), x_{i+1}(k), \ldots)}{\|\Delta x_i(k)\|}$$

where $J(x(k)) = J(x_1(k), x_2(k), \ldots)$ and $\Delta x_i(k) = x_i(k) - x_i(k-1)$. Thus, by employing Taylor approximation arguments, see e.g. Lemma 7 of [25], we have that

$$\Delta_i(k) = \frac{\Delta x_i^T(k) \cdot \partial J(k)}{\|\Delta x_i(k)\|} + O(||\Delta x_i(k)||)$$

where the term $O(||\Delta x_i(k)||)$ stands for the error introduced, due to the fact the difference between two consecutive monitoring positions is not negligible. Therefore as the difference between the $x_i(k) - 1$ and $x_i(k)$ gets smaller (definition of $\alpha(k)$), $\Delta_i$ will better approximate the term $\frac{\Delta x_i^T(k) \cdot \partial J(k)}{\|\Delta x_i(k)\|}$.

**Remark 2:** As shown in [25], [26], the decision-making scheme implemented in each UAV (Algorithm [2]) guarantees that if $m \geq 2 \times \dim(x_i)$, the vector $\phi$ satisfies the universal approximation property [27] and the functions $J_i$ and $C$ are continuous with continuous first derivative, then the update rule of $x_i$ (Algorithm [2] line 7) is equivalent to

$$\Delta x_i(k) = \gamma(k) \frac{\partial J(k)}{\partial x_i} + \epsilon(k)$$

where $\gamma(k)$ is a positive scalar quantity that depends on the choice of $\alpha$. As it was shown in [25], [26], the term $\epsilon(k)$

$^3\alpha(k)$ is a positive function chosen to be either a constant positive function or a time-descending function satisfying $\alpha(k) > 0$, $\sum_{k=0}^{\infty} \alpha(k) = \infty$, $\sum_{k=0}^{\infty} \alpha(k)^2 < \infty$. For more details regarding the form and tuning of $\phi_i, T(k), m$, and $\alpha(k)$ please check [14], [25], [26].
Fig. 3: Operational areas: (a) Airsim central roundabout, (b) Office complex neighborhood, (c) Semi-urban region

Although this unsuitability of the object detector caused several problems (e.g., objects completely missed if they were observed from different angles, radical changes in the confidence levels of detected objects caused by slight changes in the pose of the UAV, etc.) in the evaluation of the UAVs’ configuration, we chose to apply the object detector “as is”, to highlight that the proposed navigation algorithm does not utilize any information related to these choices, therefore it is modular with respect to alternative systems.

The hyperparameters and variables of algorithm 2 chosen so as: i) \( \phi_i \) to be a 3rd degree polynomial, ii) constant estimator’s time windows of \( T(k) = 30 \forall k \), iii) \( m = 40 \) perturbations to be evaluated on the estimator, and, iv) \( \alpha(k) = 1 - \frac{k}{300} \).

B. Performance on different operational areas

Initially, we investigate the performance of the proposed navigation algorithm in 3 different terrains as depicted in Fig. 3. The first operational area (Fig. 3a) is defined on top of the “central” roundabout of the environment. The UAVs were allowed to move inside a circle centered at the center of the roundabout and with a radius of 70m, covering an area of 15393.8 m². Area #2 (Fig. 3b) is defined as a polygon above an office complex with a total area of 37892.3 m². Finally, area #3 (Fig. 3b) was selected to be on top of a semi-urban area having a total area of 56894.9 m².

In each one of the above described areas we performed 40 experiments with randomly selected starting positions for a swarm of 4 UAVs. The performance for each one of these areas is depicted in Fig. 4. A direct comparison between the results on these different areas is not valid as the size, geometry of the operational area and the structure of road network are not the same. Nevertheless, by examining the results in these divergent set-ups, it is evidently that the proposed navigation algorithm is able to guide the swarm to a acceptable configuration extremely fast, i.e. within only 50 time-steps. In the remaining subsections we focus the experimental validation on the first area (Fig. 3a), presenting an in-depth performance analysis.

C. Performance Comparison With Centralized Semi-Exhaustive Search

Before continuing with the analysis of the evaluation results, let us define an algorithm that has little practical value, however, its achieved performance can provide us with valuable insights, when compared with the proposed navigation algorithm. This algorithm is a centralized, semi-exhaustive methodology that works as follows: At each time-step, first, it generates a subset (semi-exhaustive) of candidate UAVs’ configurations (centralized) out of all possible ones. Then, all these candidates are evaluated on the AirSim platform, i.e. the UAVs have to actually reach that candidate monitoring positions, and, for each one of them, is calculated also the objective function (following the computation scheme from subsection II-C). Finally, the next configuration for the swarm is the candidate maximizes the objective function value. This procedure is repeated for every time-step of the experiment.

As the number of candidate UAVs’ configurations (that are evaluated) increases, the performance of this algorithm will approximate the best possible one. The biggest asset of this approach, to be able to evaluate configurations of UAVs before deciding about their next movement, is also its major disadvantage, as it renders this decision-making scheme unfeasible and unsuitable for any kind of real-life applications.

Fig. 5 presents a comparison study between the semi-exhaustive search and the proposed algorithm. 4 UAVs were deployed in the same operational area as defined in Fig. 3a. For both algorithms, the experiment lasted 300 time-steps, where the maximum step-size was as defined in the
The semi-exhaustive algorithm evaluated 60 different UAVs' configurations before deciding about the next monitoring position. The proposed algorithm was capable of producing a similar behavior with the semi-exhaustive algorithm, having almost the same convergence rate. The final converged value (average value after 150 time-steps) was 47.64 for the proposed algorithm and 50.97 for the semi-exhaustive algorithm. All in all, this analysis highlights that the proposed algorithm is capable of achieving a performance that is equivalent to having the “luxury” to spare 60 different combinations of UAVs, before deciding about the next configuration of the swarm.

**D. Areas of Convergence**

Fig. 6 visualizes the density distribution of the converged final positions (100 last positions × 40 experiments) with equipotential lines, again as derived by the proposed algorithm. A straightforward outcome is that the proposed navigation scheme is consistent with respect to the final monitoring positions, as it forms 4 spatially restricted, distinct clusters (one for each UAV). Examining the locations of these 4 clusters, with respect to the geometry of the operational area, we can see that all these clusters are close to a crossroad, where the traffic is usually higher. Finally, the centers of these clusters are strategically placed to able to detect objects from multiple road-parts, from a single monitoring position with fixed orientation (correlation with Fig. 1).

**E. Scale Up Study**

We close this analysis by conducting a comparison study on the number of UAVs deployed for the monitoring mission. For this reason, we retained the same simulation environment as before, and we deployed swarms from 2 and up to 6 UAVs. To average out the effect of random formation/flow of the traffic in the AirSim platform, for each different configuration, a series of 20 experiments was performed. Fig. 7 and 8 summarize the results of such evaluation.

Fig. 7 depicts the evolution of the objective function over the horizon of the experiment, focusing on the rate of convergence and the deviation around the average performance. For each scenario, the thick colored lines stand for the evolution of the average value, whilst the transparent surfaces around them correspond to the standard deviation. Fig. 8 is a violin diagram of the last 100 values (from where no improvement is foreseen, see Fig. 7) of the objective function, for each swarm size. The actual values are depicted with the black points and the colored surface around each cluster is a distribution of the density.

Overall, when the number of UAVs inside the swarm is increased, the achieved value of the objective function will increase too. However, this does not mean necessarily that the configurations with higher number of UAVs observe more objects of interest explicitly. It is possible for two configurations of UAVs to monitor more or less the same number of objects of interest. However, in one of them, the redundancy in terms of UAVs, enables the monitoring (detection) with higher confidence levels. This fine-grained evaluation of the monitoring positions of the UAVs is achieved by the designing of the objective function (section II-C). By examining the performance of each configuration, on one hand, 2 UAVs cannot be informative enough, as only two captures of the environment are insufficient for such a large area. On the other hand, adding more than 5 UAVs, hardly provides a significant improvement, as the overall performance seems to saturate. On
top of that, there are several cases, where configurations with 5 UAVs outperformed ones with 6 (Fig. 7 deviation around the thick yellow line). The causality behind this phenomenon was the fact that the plethora of UAVs led one (or more) UAV to get “trapped” among others, and therefore, not contributing to the overall monitoring task.

V. CONCLUSIONS

A semi-distributed algorithm for optimizing the monitoring positions for a swarm of UAVs to increase the overall situational awareness has been proposed. A fine-grained analysis of the different components of the algorithm revealed that it shares the same convergence characteristics as those of BCD algorithms. One of the fundamental elements of this proposed algorithm is the fact that it is not specifically tailored to the dynamics of either UAVs or the environment, instead, it learns, from the real-time images, exactly the most effective formations of the swarm for the underlying monitoring task. Moreover, and to be able to evaluate at each iteration the swarm formation, images from the UAVs are fed to a novel computation scheme that assigns a single scalar score, taking into consideration the number and quality of all unique objects of interest. An extensive evaluation testing on the realistic AirSim platform along with a comparison with a semi-exhaustive methodology proved the efficiency of the proposed approach. Future work includes the transition to a completely decentralized algorithm, where each UAV decides about its local controllable variables having as ultimate objective to maximize an estimation of the system’s objection function [31] and to apply the aforementioned methodology in a real-world set-up.
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