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Abstract: For synthetic infra-red (IR) image generation, a new approach using CycleGAN based on the structural similarity index measure (SSIM) is addressed. In this study, how window sizes and weight parameters of SSIM would affect the synthetic IR image constructed by CycleGAN is analyzed. Since it is focused on the acquisition of a more realistic synthetic image, a metric to evaluate similarities between the synthetic IR images generated by the proposed CycleGAN and the real images taken from an actual UAV is also considered. For image similarity evaluations, the power spectrum analysis is considered to observe the extent to which synthetic IR images follow the actual image distribution. Furthermore, the representative t-SNE analysis as a similarity measure is also conducted. Finally, the synthetic IR images generated by the CycleGAN suggested is investigated by the metrics proposed in this paper.
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1. Introduction

When performing guided pilot simulations or flight test simulations required for various purposes, the quality of dynamic and synthetic sensor images generated from the sensor models in the given simulation environment is highly important for target recognition, tracking, and behavior for various reconnaissance missions. Due to the fact that testing a modern-guided control system based on such virtual image generation is relatively cost-effective, many relevant studies have been continued consistently. In particular, the generation of synthetic infra-red (IR) images has an important role in evaluating various control algorithms for simulated flight tests, search and reconnaissance missions, and so on. Unfortunately, synthetic IR images generated using numerical methods or algorithms developed so far are still different from actual images [1,2], and it is even difficult and boring to obtain such images in the actual complex environment. It is essential to have real sensor images or very realistic synthetic images in order to evaluate ultra-precise IR image-seeker algorithms. If the difference between the synthetic sensor image and the real sensor image can be analyzed and regenerated properly, it is possible for the synthetic sensor image to replace the actual sensor image. Therefore, the major purpose of this paper is to design an algorithm suitable for generating a more realistic synthetic sensor image and to provide a metric by which the image similarity with actual IR images can be evaluated.

One of the successful techniques for image generation is computer vision based on a convolution neural network (CNN) [3]. It focuses on whether it is possible to learn, classify, and recognize patterns of image data. On the other hand, an exceptional technique using a generative adversarial network (GAN) [4] has been observed for image generation and transformation. GAN is the generative model, where the generator and the discriminator learn adversarial to construct a similar data distribution between latent vectors and the target set. Furthermore, the synthetic image generation close to the target set is possible even in a situation where training data are scarce. However, due to the inherent characteristics of GAN, it is quite hard to adjust constructed synthetic images. DCGAN [5] improves...
the stability of learning by replacing the non-differentiable part with convolution. DC-GAN is divided into two branches; unconditional GAN and conditional GAN. The notable modification in unconditional GAN is PGGAN [6], which detailed functions by gradually building a network layer, and styleGAN [7,8], which enables scale-specific controls in high-resolution images. They reconstructed the structure of the generator by applying the concept of style transfer [9] in the PGGAN. Conditional GAN (cGAN) [10] has been observed to facilitate image adjustments that are difficult in unconditional GAN. Therefore, applications using modified GAN have been observed. Phillip and Isola proposed Pix2pix to learn from paired images [11]. This presented a method of learning by replacing the noise vector of GAN with a sketch figure. This produces improved results in image conversion processes. CycleGAN [12], a type of cGAN, is suitable for this study, and it learns from unpaired data and maps images from one domain to another domain. The loss function used for image generation in the generic CycleGAN proceeds in the direction of minimizing the mean square error (MSE), but it has a limitation in that it cannot catch the details of high-resolution textures, resulting in lower image quality. Many researchers improved the network and loss function of CycleGAN to improve performance [13–17]. In contrast, it is quite difficult (as there is a lack of precedents) and not intuitive to reconstruct a synthetic IR image. As a single example, Figure 1 shows the results of learning the visible (VIS) image and synthetic IR image with CycleGAN. It works well in the VIS domain, but the conversion of the IR image is not good enough. To facilitate image adjustments by humans, the proper index for learning is highly required.

![VIS dataset (Monet2Photo) and Synthetic Infra-red dataset](image)

**Figure 1.** A single example of learning general dataset (Monet2Photo) and synthetic infra-red dataset. Compared to the VIS data, synthetic IR data were not learned well.

In this study, the structural similarity index measure (SSIM) [18,19] is addressed as a metric to measure the similarity between two images. This is a measure designed to evaluate human visual differences and not numerical errors. It is derived from the fact that human vision is specialized in deriving structural information of images, so the distortion of structural information has a great effect on perception. Thus, by investigating SSIM parameters, a detailed characteristic of this loss function can be observed. Some of the literature has succeeded in applying SSIM to the loss function [20–23]. Therefore, it is believed that applying the SSIM metric to the loss function of CycleGAN can provide insights in controlling image adjustments. Crossing the two domains CycleGAN creates a synthetic IR image from the virtual image. It is examined in this work how SSIM is applied to loss function to overcome the limitations of traditional network methods.

One of the key issues in this paper is to evaluate output images constructed by each modified GAN. The notable indices that can be quantitative and qualitative evaluation techniques can include the inception score (IS) [24–26] and Fréchet inception distance (FID) [27,28]. These methods deeply rely on a pre-existing classifier, that is, InceptionNet, trained on ImageNet. The basic idea of IS is to calculate the Kullback–Leibler divergence between the conditional class distribution and the marginal class distribution over the generated image. However, it is also known that IS is quite sensitive to the prior distribution over labels and the inception models applied. Next, FID computes the Fréchet distance between multivariate Gaussians from the Inception-v3 network. FID has been widely applied to evaluate the performance of GAN due to its consistency with human inspection and sensitivity to small changes in the real distribution. However, as these indices rely on a
pre-existing classifier, it is quite difficult to define the similarity for the different class of images, that is, IR images.

In this paper, the similarity between actual IR image sets and synthetic IR images generated by learning is also inspected by defining two indices. A popular method to perform similarity analysis is the t-distributed stochastic neighbor-embedding (t-SNE) technique [29–32] learning a low-dimensional embedding of the data. That is, each high-dimensional image is represented by a low-dimensional point in such a way that nearby points correspond to similar images and that distant points correspond to dissimilar images. Since the t-SNE technique visualizes the similarity in high-dimensional space in two dimensions, it can be determined that the two data distributions are similarly generated. In this study, real IR images gathered by the actual environment for training, latent vectors extracted from the virtual model, and synthetic IR images generated by CycleGAN are analyzed by using t-SNE. Next, it is also known that the log power spectra of real natural images containing objects with an exponential size distribution are an approximately linear pattern with spatial frequency [33–35]. In this study, by analyzing the log power spectrum of the IR actual images and the synthetic image generated by CycleGAN proposed, the similarity between them can be investigated. It is believed that the log power spectra can be a new index to evaluate how similar the synthetic IR image is with the natural IR image.

The main contributions of this paper can be summarized as follows:

- A modified network based on CycleGAN is proposed for realistic synthetic IR image generation by applying the SSIM loss function.
- Various parametric analyses are performed for adjusting synthetic image details generated by the generative model according to the window size and weighting parameters of the SSIM loss.
- The t-SNE and power spectral density (PSD) are proposed as evaluation metrics for image similarity analysis.

This paper is organized as follows. A brief review of GAN is provided in Section 2. The loss function containing the human visual information in this study is addressed, and it is implemented in the CycleGAN proposed. The detailed analysis is conducted according to the change of the weighting parameter and the window size of the SSIM loss function. Next, to demonstrate the effectiveness of SSIM loss on learning by comparing it with the $L_1$ loss, CycleGAN is implemented, particularly in an IR image domain. This process is discussed in Section 3. Then, two techniques, which are t-SNE and power spectra analysis, used as evaluation metrics for the similarity between two images are introduced and applied to the IR images generated by GAN. Implementation results and image evaluation metrics are provided in Section 4. Then, it is concluded in Section 5.

2. Theoretical Background

2.1. Generative Adversarial Network

In this section, let us briefly review the generative adversarial networks. It is well known that one of the AI technologies focusing on the image generation is the GAN. GAN is a generation model that generates fake data close to target images. This trains two different adversarial networks and generates realistic fake data. The problem to be solved in the GAN model is to interpret an image in one domain into another domain. At this time, in the case of a model, such as pix2pix [11], in which the correct answer exists, a pair of images corresponding to both domains must exist in order to be correctly interpreted. However, it is quite hard to construct the datasets. This means that it is difficult to construct the paired image in a real environment.

There is an effort on resolving this problem by using the unpaired two image sets. The successful method of resolving this problem can be the CycleGAN approach, which belongs to cGAN and learns with unpaired images. This is a type of unsupervised learning, and the generator learns the image feature of the real image domain rather than learning using correct answers and mapping the image according to their features. In this, two generators illustrated in Figure 2 learn together simultaneously. G function maps from the X domain
to the Y domain, \( F \) function maps from the Y domain to the X domain, and \( D_X \) and \( D_Y \) are discriminators for each domain \( X \) and \( Y \). Each of them learns to deceive the discriminator for the opposite domain. One of the well-known training issues is that if there is no correct answer to image generation, a mode collapse problem may appear in which the model to be trained does not cover the real data distribution and loses diversity. In order to solve this problem, cycle consistency loss [12] was introduced so that domain maintenance can be performed stably. For more consistency, the U-Net [36] structure is utilized as a default framework, and the ResNet [37] structure to the transformer between encoder and decoder is also applied. The residual block can be added to the existing convolution structure since the risk of gradient vanishing/exploding problem is very high as the layer deepens.

![CycleGAN network diagram.](image)

**Figure 2.** CycleGAN network diagram.

### 2.2. Structural Similarity Index Measure

Structured images have strong correlations between pixels, and these correlations convey visually important information. Error-based image quality evaluation metrics such as MSE and peak signal-to-noise ratio (PSNR) [38] use a linear transformation to calculate an index without including this correlation. The drawback of error-based image quality evaluation metrics is that they often show different results from the human visual system. For these reasons, the structural similarity index measure is considered in this paper. It is a method designed to evaluate human visual differences rather than to only compute numerical errors. By using this approach, the image quality is evaluated with respect to three dimensions: brightness, contrast, and structure. These three factors are derived from the fact that they have the greatest impact on human visual system. Each value is calculated as follows [18,19]:

\[
\begin{align*}
  l(x, y) &= \frac{2\mu_x\mu_y + C_1}{\mu_x^2 + \mu_y^2 + C_1} \\
  c(x, y) &= \frac{2\sigma_x\sigma_y + C_2}{\sigma_x^2 + \sigma_y^2 + C_2} \\
  s(x, y) &= \frac{\sigma_{xy} + C_3}{\sigma_x\sigma_y + C_3}
\end{align*}
\]

where \( l(x, y), c(x, y), \) and \( s(x, y) \) represent brightness, contrast, and the structure of an image, respectively. \( C_1, C_2, \) and \( C_3 \) are weighting constants to prevent denominators from being zero. It is in general expressed as \( C_1 = (K_1L)^2 \) and \( C_2 = (K_2L)^2 \), and the nominal values are given by \( K_1 = 0.01, K_2 = 0.03, \) and \( L = 255 \), respectively. Moreover, \( \mu \) and \( \sigma \) denote the mean value and standard deviation defined as follows, respectively:
where $N$ is the total number of pixels, and $\mu_x$ and $\sigma_x$ are the mean value and the standard deviation of $x$, respectively. Furthermore, $\sigma_{xy}$ is the covariance between $x$ and $y$, defined as follows.

$$
\sigma_{xy} = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu_x)(y_i - \mu_y)
$$

Note that $C_3 = C_2/2$. Then, the structural similarity index measure is defined as follows.

$$
SSIM(x, y) = \frac{l(x, y) \times c(x, y) \times s(x, y)}{(\mu_x + \mu_y + C_1)(\sigma_{xy}^2 + C_2)}
$$

### 2.3. Evaluation Metrics

As mentioned in the Introduction briefly, some studies on how to evaluate the images generated by GAN have been observed. IS evaluates the quality and diversity of generated images using entropy calculation. One of the useful metrics is the FID, which evaluates the image by comparing the real dataset and the generated dataset of the target domain. However, the two techniques are not only difficult to be a quantitative standard metric in image evaluation but also cannot explain the difference between the real image and the fake image perceived by the human visual system. As these evaluation matrices rely on a pre-existing classifier, it is quite difficult to define similarity as a metric between the synthetic images generated by GAN and real images.

Thus, it is necessary to evaluate how close the fake image generated by the GAN is to the real natural image. Thus, data similarity analysis is examined in this paper. Principal component analysis (PCA) [31,39] is basically used to visualize the data vectors. This is a method of analyzing covariance between data to obtain a linear transformation matrix and to reduce the dimension. However, since PCA uses a linear transformation, characteristic extraction is difficult for nonlinear data of high dimensions. Stochastic neighbor embedding (SNE) [40] is a type of dimension-reduction technique that uses a nonlinear method. A similarity of points in a high-dimensional space can be preserved even in a low-dimensional space and learned to minimize the difference between the similarities in order to express the high-dimensional data distribution in a low-dimensional form. By visualizing this, similar data structures in the high-dimensional correspond closely to low-dimensional data structures. This calculates the Euclidean distance and is converted into a conditional probability indicating similarity. Let us assume that $x$ is high-dimensional data, and $y$ is low-dimensional data. Then, the conditional probabilities for $x$ and $y$ are given by the following, respectively.

$$
p_{ji} = \frac{\exp(-\|x_i - x_j\|^2/2\sigma_i^2)}{\sum_{k \neq i} \exp(-\|x_i - x_k\|^2/2\sigma_i^2)}
$$

$$
q_{ji} = \frac{\exp(-\|y_i - y_j\|^2)}{\sum_{k \neq i} \exp(-\|y_i - y_k\|^2)}
$$

Furthermore, the distance between points $i$ and $j$ are symmetrically used to solve the crowding problem in which SNE cannot express long distances in higher dimensions as substantially as it can in low dimensions when embedding data utilizes a t-distribution with a larger variance than the normal distribution. Finally, the low-dimension conditional probability of t-SNE [29,30] is expressed as follows.
\[ q_{ij} = \frac{(1 + \|y_i - y_j\|^{-1})}{\sum_{k \neq i} (1 + \|y_i - y_k\|^{-1})^{-1}} \] (10)

It is known that this technique provides more stable embedding results than other algorithms for vector visualization. The relationship between the fake image and the real image generated using t-SNE can be identified and used as an evaluation metric in this paper.

Another useful metric for measuring a natural image is the PSD [33–35], which is a visualization technique of the spatial frequency of an image using the Fourier transform. This divides the entire time series into short intervals and displays the values obtained by the fast Fourier transform on a logarithmic scale within the mean. The Fourier transform for the image is given by the following:

\[ F(u,v) = \sum_{(x,y)} \frac{l(x,y) - \mu}{\mu} w(x,y) e^{2\pi i (ux/\text{width}/height)} \] (11)

where \( u \) and \( v \) are the coordinates of spatial frequency. \( \mu \) is the weighted mean intensity defined as follows.

\[ \mu = \frac{\sum_{(x,y)} l(x,y) w(x,y)}{\sum_{(x,y)} w(x,y)} \] (12)

Note that the PSD of natural images tends to have a linear distribution. By inspecting the result of the PSD of the generated image, it is possible to evaluate properly the similarity between real natural images and the fake images generated by GAN. The related studies developed so far on image generation and evaluation are summarized in Table 1.

Table 1. The previous literature for image generation and evaluation techniques.

| Items                        | References | Year of Publish | Description                                                                 |
|------------------------------|------------|-----------------|-----------------------------------------------------------------------------|
| Generative adversarial network | [4]        | 2014            | Generator and discriminator learn adversarial and estimate generative models |
|                              | [11]       | 2017            | Image-to-Image translation, adding traditional loss (\( L_1 \)) to improve image quality using conditional GAN |
|                              | [12]       | 2017            | Transformation between unpaired images using cGAN, adding cycle consistency loss to cover the real data distribution |
| Image quality evaluation metrics | [38]      | 2010            | Information on loss of quality of images generated or compressed with a signal-to-noise ratio |
|                              | [18]       | 2004            | A method designed to evaluate human visual quality differences and not numerical errors |
| Image evaluation metrics     | [24]       | 2016            | GAN performance evaluation in terms of sharpness and diversity |
|                              | [27]       | 2017            | The image evaluation by comparing the real dataset and the generated dataset of the target domain |
|                              | [29]       | 2008            | Similarity visualization in high-dimensional space in two dimensions via low-dimensional embedding learning |
|                              | [33]       | 1996            | Visualization technique of the spatial frequency of an image using the Fourier transform |

3. Materials and Method
3.1. CycleGAN Network Architecture

Let us first set up domain \( A \) as a virtual environment and domain \( B \) as an actual IR environment. Therefore, an image generated using CycleGAN proposed in this study can also be regarded as domain \( B \) for this simulation study. One of the main purposes of this
study is to generate a synthetic IR image that is much closer to the real IR image. To meet this purpose, the SSIM function is applied to the loss function of CycleGAN by analyzing various deformations.

The proposed architecture of the learning process is explained in detail. The CycleGAN proposed in this study also learns two generators \( G, F \), and discriminators \( D_x \) and \( D_y \) that can switch between two domains. The generator receives unpaired images of one domain as input and maps them to another domain. At this time, considering that it is unsupervised learning, the cycle consistency loss is added to the adversarial loss to increase the learning stability. Moreover, the generator consists of an encoder, a transformer, and a decoder. Note that the encoder and decoder follow the U-Net structure. The encoder utilizes three convolution layers, and the transformer is based on ResNet 9-block. The decoder consists of three deconvolution layers, and this structure is paired to form two pairs of networks. The \( 70 \times 70 \) Patch GAN proposed in [12] is also applied to the discriminator. It performs a regional comparison with patches of a specific size instead of the entire image.

### 3.2. Loss Function for CycleGAN Training

The popular MSE loss function, sometimes called \( L_1 \) loss, applied to CycleGAN is in general given by the following,

\[
L_1 = \sum_{(x,y)} \| y - G(x) \|_1
\]  

However, in the case of a grayscale image dataset in which the color map consists of a single channel, the generator could not recover the specific characteristics or structures of original features. As it is necessary to change only the domain style while maintaining original image features as much as possible for more realistic image generation, a parameter \( \lambda \) is introduced to control the specific characteristics and structures of the target domain style. Therefore, the total loss function for the cycleGAN proposed is given by the following:

\[
L_{\text{CycleGAN}}(G, F, D_X, D_Y) = L_{\text{GAN}}(G, F, D_X, D_Y) + \lambda L_{\text{cyc}}(G, F) + \alpha L_{\text{identity}}(G, F) + \beta L_{\text{SSIM}}(G, F)
\]

where \( \lambda, \alpha, \) and \( \beta \) are the weighting constants, and the loss functions are expressed as follows:

\[
L_{\text{GAN}}(G, D, X, Y) = E_{y \sim p_{\text{data}}(y)} [\log D_Y(y)] + E_{x \sim p_{\text{data}}(x)} [\log (1 - D_Y(G(x)))]
\]

\[
L_{\text{GAN}}(F, D, X, Y) = E_{x \sim p_{\text{data}}(x)} [\log D_X(x)] + E_{y \sim p_{\text{data}}(y)} [\log (1 - D_X(F(y)))]
\]

\[
L_{\text{cyc}}(G, F) = E_{x \sim p_{\text{data}}(x)} [\|F(G(x)) - x\|_1] + E_{y \sim p_{\text{data}}(y)} [\|G(F(y)) - y\|_1]
\]

\[
L_{\text{identity}}(G, F) = E_{y \sim p_{\text{data}}(y)} [\|G(y) - y\|_1] + E_{x \sim p_{\text{data}}(x)} [\|F(x) - x\|_1]
\]

where \( L_{\text{GAN}} \) is the adversarial loss, and \( L_{\text{cyc}} \) is the cycle consistency loss. When using adversarial loss alone, it is difficult to ensure the proper learning of mapping functions and mode collapse. Therefore, reducing the space of the mapping function is proposed, which is learned to minimize the difference from the original \( X \) when reconstructed back to \( X \) in the cyclic mapping. \( L_{\text{identity}} \) is the identity loss introduced to prevent excessive changes in color or mood. \( L_{\text{SSIM}} \), identical with Equation (7) of \( G \) and \( F \), instead of \( x \) and \( y \), denotes SSIM losses. Note that the statistical characteristics of the image, such as mean and variance, depend on the region of interest (ROI), and the effect of local computation is superior to that of global computations.

It is important to understand the way the human visual system focuses with respect to distinguishing between real IR and fake IR images. It is known that when people look at an image, they focus on parts rather than the overall image. Actually, many people tend to provide a lower quality score for the image with partial distortions. Therefore,
it is believed that much-improved image quality can be provided via local-scale image processing rather than overall image or pixel processing. As mentioned in the previous subsection, SSIM basically can make measurements by using convolution operations in units of regions. When comparing images on a region-by-region basis using SSIM, the boundary of the region called window in this work should be first defined. Thus, the pre-defined window determines the region for comparison of the convolution layer. Within the defined window, the mean, standard deviation, and covariance are computed to estimate the brightness, contrast, and structure, respectively. The image metric evaluation by SSIM is conducted based on window size, not pixel-by-pixel, so that the learning is carried out firstly in an $11 \times 11$ window without considering the viewing condition. Additionally, the multi-window SSIM loss function proposed in this study is expressed as follows:

$$L_{SSIM} = \sum_i w_i L_{SSIM_p}$$  \hspace{1cm} (15)

where $L_{SSIM_p}$ is the SSIM loss function with a window size of $p \times p$, and $w_i$ is the weight parameter for each $L_{SSIM_p}$. For the parametric analysis of the multi-scale window size [41], a case for two-windows possessing the sizes of $22 \times 22$ and $11 \times 11$ is examined in this work.

As mentioned before, the human visual system compares brightness, contrast, and structure between two images to figure out the image quality. These values are simply calculated using Equations (1)–(3). However, the three factors can be evaluated differently depending on the human visual system. For a more structural analysis, a new weighting parameter for SSIM is also suggested in this work. The previous statistical values are augmented as follows:

$$\mu_m = w_m \mu$$  \hspace{1cm} (16)

$$\sigma_s = w_s \sigma$$  \hspace{1cm} (17)

$$\sigma_c = w_c \sigma_{xy}$$  \hspace{1cm} (18)

where $w_m, w_s$ and $w_c$ are the weight parameters for $\mu, \sigma$ and $\sigma_{xy}$ in Equations (4)–(6), respectively. It is possible to inspect how the image is changed by controlling each weight parameter in SSIM. The weight parameters are calculated by applying Equation (7).

Meanwhile, in most cases, the data for GAN training is obtained based on the visual camera so that temperature deviation cannot be considered. Meanwhile, in the case of IR images, the brightness and structure of the image imply a temperature deviation. It is true by inspecting the actual IR image taken in the real environment. For example, the contrast of IR images is relatively high when the temperature deviation is large. Within the case of information restriction, it is believed that the SSIM suggested can provide much flexibility for IR image generation. In other words, it means that there would be an image change if the weight for each element proposed in this work is adjusted. It will be shown whether different results could be shown for one image by parameter adjustment in the next section. More specifically, image changes can be observed after giving weight variations of the mean, standard deviation, and covariance, respectively. Figure 3 provides an overall methodological flowchart of the research suggested in this paper.
Figure 3. Flowchart to illustrate the methodological steps of the study.

4. Simulation Results
4.1. Dataset and Training Details

In this section, a numerical simulation study using collected IR images is conducted. Since the dataset for GAN learning requires two different domains, aerial IR images are collected using a drone system equipped with a thermal imaging camera. The specifications of the UAV system and camera used are provided in Tables 2 and 3. In the experiment, two sets of IR data are collected: a field image taken at 12:00 and an image taken around the small stream at 19:00. In actual implementation, most cases of IR sensors are based on the grayscale rather than RGB. Therefore, collected images are converted into the grayscale. Figure 4 shows sample pictures converted to the grayscale from RGB images. In order to build a different domain image that pretends it is generated from a virtual IR environment, 3D modeling by using a commercial software tool was performed from the images taken from the UAV visual camera. Then, from the model, a set of virtual IR images named mesh image in this paper is constructed. At this time, the quantity of image data can be increased by adjusting the contrast and so on. All images are converted to the size of $256 \times 256$. In addition, for data extension, images rotated 270 degrees are also included in the dataset.

Table 2. UAV specification.

| Attribute   | Value                                      |
|-------------|--------------------------------------------|
| Description | DJI MATRICE 300 RTK                        |
| Weight      | 6.3 kg (Including two TB60 batteries)      |
| Diagonal length | 895 mm                                    |

Table 3. Camera specification.

| Attribute   | Camera Specification                           |
|-------------|-----------------------------------------------|
| Description | DJI ZENMUSE H20T                              |
| Sensor      | Vanadium Oxide (VOx) microwave bolometer      |
| Lens        | DFOV: 40.6°                                   |
|             | Focal length: 13.5 mm                         |
|             | Aperture: f/1.0                               |
|             | Focus: 5 m~∞                                 |

In SSIM loss, we observed two aspects:
The CycleGAN with the proposed loss function in this study is trained with two NVIDIA GeForce RTX 3090s. The specifications of the learning machine used are provided in Table 4. Total 2480 real field IR images are utilized for the target image set and 940 images are extracted from the virtual model and 1900 IR images to train the network. Next, 430 images are ready for test data. Moreover, a total of 1417 images taken from the small stream dataset are used in this experiment. Images numbering at 659 are extracted from the virtual model, in addition to 812 IR images. Furthermore, 209 images in this case are supposed to be used as the test data.

Table 4. Training machine specification.

| Attribute | Training Machine Specification |
|-----------|-------------------------------|
| CPU       | 1 × Intel i9 X-series Processor |
| GPU       | 2 × NVIDIA RTX 3090 (24 GB)   |
| Mem.      | 192 GB                        |

Figure 4. Real IR images taken with a drone system with IR camera (ZENMUSE H20T): the left two images were taken in the field at 12:00, and the right two images were taken around small stream at 19:00.

4.2. Experimental Study

With the collected two domain datasets examined in the previous subsection, the proposed network is trained. The purpose of this study is not only to retain the features of the original image as much as possible but also to change the domain to the realistic IR domain. To evaluate the function of the modified loss function of CycleGAN with respect to the given weight parameters and window size shown in Table 5, several network-learning procedures are performed by adjusting each parameter. Note that \( \gamma \), \( \alpha \), and \( \beta \) of Equation (14) are set to 10, 0.1, and 1, respectively. In this study, two different window sizes of 11 \( \times \) 11 and 22 \( \times \) 22 are considered. They operate independently and learns with respect to the weight parameters of the two windows as listed in Table 5. Note that \( w_1 \) is the weight value for \( L_{SSIM_{11}} \) and \( w_2 \) is the weight values for \( L_{SSIM_{22}} \) in Equation (15). For example, Case 1 in Table 5 is only related to the SSIM loss for a single window of 22 \( \times \) 22, since the weight parameter \( w_1 \) is determined to be zero. The equally contributed case for the two windows can be Case 3, since the value of weighting parameters is equally chosen. Note that the SSIM loss is calculated as Equation (15) according to the weight for each window. For these case studies, the SSIM parameter weighting parameters of \( w_{m1}, w_{s1}, \) and \( w_{c1} \) are all chosen as an identical value of 20. Lastly, the proposed synthetic IR image generation network suggested for improving reality is compared with the conventional \( L_1 \) loss network.

Table 5. Weight parameters in different cases of window size.

| Weight Parameter | Case 1 | Case 2 | Case 3 | Case 4 | Case 5 |
|------------------|--------|--------|--------|--------|--------|
| \( w_1 \)       | 1.0    | 0.6    | 0.5    | 0.4    | 0.0    |
| \( w_2 \)       | 0.0    | 0.4    | 0.5    | 0.6    | 1.0    |
Now, let us inspect the image comparison shown in Figure 5 with respect to window sizes and parameter variations. It is clearly seen in Figure 5 that when only $L_1$ loss is only implemented, images constructed are sometimes damaged and meaningless patterns are generated repeatedly, and certain important original features are destroyed. Next, let us examine the remaining cases provided by the suggested method. It is seen that an almost identical image restoration is performed without a loss of the original image feature. According to the window size, the amount of restoration to the original image decreased or increased. Furthermore, it is also revealed in the most cases except the $L_1$ case that the objects in the different domains are not blurred while the domain style of the object is transformed. The image feature (Case 1) with a single window of $11 \times 11$ is rather recovered better than Case 5 of a single $22 \times 22$, which is the default setting value in this study. Case 3 in which an identical weight value is chosen as 0.5 provides the best image generation without blurring original features.

![Figure 5. Constructed image comparison due to multi-window weighting parameters.](image)

From now on, let us examine the network trained according to the variation of the weight parameters of SSIM for brightness (Case I), contrast (Case II), and structure (Case III). A default sample (Case 3) is determined by setting all weighting parameters to an identical value. To highlight the importance of each visual information, it is observed in Table 6 that the weight parameters are assigned dramatically. Case studies are shown in Figure 6. When the weight for brightness increased, for example, the overall brightness of the image generated increased while the contrast and structure features of the image weakened (Case I). Likewise, when the weight related to contrast increased, the contrast of the image clearly increased (Case II). Lastly, when the weight for structure increased, the distortion rate of the image increased (Case III). From these facts, it can concluded that image generation can be controlled by adjusting the weighting parameters of SSIM.

| Weight Parameter | Case I (for Brightness) | Case II (for Contrast) | Case III (for Structure) |
|------------------|-------------------------|------------------------|--------------------------|
| $w_{\text{mm}}$  | 20                      | 1                      | 1                        |
| $w_s$            | 1                       | 20                     | 1                        |
| $w_c$            | 1                       | 1                      | 20                       |

Table 6. Weight parameters for the brightness, contrast, and structure of SSIM.
4.3. IR Image Similarity Analysis

For evaluating the similarity between several images, the t-SNE data visualization technique is applied to three types of IR images inspected in this study. The images are the IR data used for training, the mesh data extracted from the virtual model, and the fake IR data generated by CycleGAN. To visualize the data in a two-dimensional graph, PCA is needed to be subjected to high-dimensional pre-treatment before t-SNE is applied. Figure 7 shows the result of graphs according to the complexity. It is seen that the virtual IR images generated by 3D modeling in the mesh data domain are grouped far from the real IR images. On the other hand, the points representing the real IR image and the synthetic IR fake image generated by the proposed CycleGAN are all scattered together within certain boundaries. Since the t-SNE technique visualizes similarities in high-dimensional space in two dimensions, it can be determined that the two data distributions are very similar.

Next, the power spectrum density analysis is applied to various cases simulated in this study. Figure 8 shows the results of power spectrum density for both of the real image
and the generated IR images. Figure 8a is of the spectrum for a real IR image. It is seen that the frequency distribution in a log scale of the natural image maintains linearity. Image (b) is an image extracted from the virtual model, and it is seen that the spectrum distribution dropped in the high frequency section. Furthermore, the spectrum is relatively curved. Thus, if the spectrum is similar to (a), it can be regarded that the image is closer to the natural image. That is, if the magnitude of the spectrum does not maintain linearity, it might be regarded as a fake image. The spectrum of (c) is the case of using the $L_1$ loss alone. It is shown that the overall plot of the graph is similar to (b), which is the unnatural case. The spectra of (d)–(h) for the fake images generated are related to the case of using SSIM loss with a variety of weight parameters. It can be concluded that the magnitude of the low-frequency band increased so that the linearity of the graph improved. That is, it is seen that the fake IR image (d)–(h) learned by the SSIM loss complies with the spectral distribution of the actual image rather than the image using the $L_1$ loss of (c).

![Graphs](image)

**Figure 8.** Power spectrum analysis for the constructed image by CycleGAN proposed and a natural IR image.

5. **Discussion and Conclusions**

Synthetic images generated using various models rely on simple environments rather than specific information. In general, since acquiring an IR image in a complex environment is expensive, technologies for acquiring a synthetic image have been studied by composing a 3D target model with software and developing various IR radiation models. However, since the IR synthetic image created by the current generative model is not good enough, a new approach to create IR images that are likely similar to the class of real IR images is addressed by using CycleGAN in this study.

A substantial amount of data are required for good results when training generative model networks. However, it is in general not easy to obtain the IR sensor image required for the network training. In this paper, a technique to generate synthetic IR images using a modified CycleGAN augmented by the structural similarity measure (SSIM) is proposed. The network suggested with the SSIM loss provides much improved performances in synthetic IR image generation, while the existing CycleGAN with $L_1$ loss is not satisfactorily trained. As seen in the previous section, the specific characteristics of the image that disappeared or blurred when using $L_1$ loss were restored when using SSIM loss. The quality of the IR image indicates improved performance when the network is trained with two windows rather than with a single window. Therefore, it provides a clear fact that there is a difference in image generation depending on the window size and weight parameters representing brightness (Case I), contrast (Case II), and structure (Case III) of the SSIM. By controlling the brightness, structure, and contrast parameters of SSIM, it is possible to evaluate these effects on synthetic IR images. It is revealed that these weight variations provide different image generation results. It is observed that contrast and structure are involved in image distortion, and brightness is involved in the domain change.
with less distortion. Thus, it is expected that more flexible synthetic images are possible by controlling SSIM parameters.

Lastly, the possibility of PSD and t-SNE as image evaluation metrics for similarity analysis between synthetic images and real images was investigated successfully. The PSD analysis for generated images by the proposed network was also performed. It is clearly known from the investigation conducted in this paper when creating a synthetic image that the magnitude of the high-frequency bands tends to be lower than that of the actual image. By conducting numerical experiments using the proposed learning technique, the construction of a realistic synthetic IR image generation was accomplished successfully. In addition, it is believed that two evaluation measures, t-SNE and power spectral density, are very suitable for IR image similarity analysis.
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Abbreviations

- 3D: Three-dimensional
- AI: Artificial intelligence
- cGAN: Conditional generative adversarial network
- FID: Fréchet inception distance
- CNN: Convolution neural network
- GAN: Generative adversarial network
- IR: Infra-red
- IS: Inception score
- MSE: Mean square error
- PCA: Principal component analysis
- PSD: Power spectrum density
- PSNR: Peak signal-to-noise ratio
- ROI: Region of Interest
- SNE: Stochastic neighbor embedding
- SSIM: Structural similarity index measure
- t-SNE: t-distributed stochastic neighbor embedding
- VIS: Visible
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