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Abstract

The prime aim of the present paper is to continue developing the theory of tempered fractional integrals and derivatives of a function with respect to another function. This theory combines the tempered fractional calculus with the Ψ-fractional calculus, both of which have found applications in topics including continuous time random walks. After studying the basic theory of the Ψ-tempered operators, we prove mean value theorems and Taylor’s theorems for both Riemann–Liouville type and Caputo type cases of these operators. Furthermore, we study some nonlinear fractional differential equations involving Ψ-tempered derivatives, proving existence-uniqueness theorems by using the Banach contraction principle, and proving stability results by using Grönwall type inequalities.
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1 Introduction

The field of fractional calculus covers the study of integro-differential operators of fractional order and their applications in differential equations of various types and in the modelling of processes in physics, biology, etc. For broad overviews of these topics, we refer the reader to the well-known textbooks and survey articles such as [1, 2, 3, 4, 5, 6].
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Especially in recent years, fractional calculus has been developed to include a wide number of fractional integral and derivative operators. Generally, a new fractional derivative is proposed with one of two aims: either to model some physical processes for which the existing fractional derivatives are inadequate, or to capture some mathematical properties which the existing fractional derivatives lack. In terms of mathematical properties, the many different types of operators can generally be gathered into a few broad classes [7]. Some of the important classes nowadays include the class of fractional integrals with analytic kernel functions and the associated fractional derivatives [8], the class of fractional integrals and derivatives with respect to a monotonic function [9, 10], and the class of fractional integrals and derivatives weighted by a multiplicative factor [11, 12].

One type of fractional calculus of particular interest is the so-called tempered fractional calculus. Mathematically, it is of interest as the unique intersection between weighted fractional calculus and fractional calculus with analytic kernels [12, Theorem 3.1]. In modelling, it has been used to understand turbulence in geophysical flows [13], and Lévy processes such as Brownian motion [14, 15]. Tempered fractional calculus is so important that it has been rediscovered at least twice under different names, as generalised proportional fractional calculus [16] and as substantial fractional calculus [17, 18].

We summarise as follows some of the important pure mathematical studies of tempered fractional calculus and the associated differential equations. Li et al. [19] examined various properties of tempered fractional derivatives and explored the existence, uniqueness, and stability of some tempered fractional ordinary differential equations. Zhao et al. [20] demonstrated several properties involving function spaces and compositions, before considering variational calculus and spectral analysis for Riemann–Liouville-type tempered fractional differential equations. Morgado and Rebelo [21] considered nonlinear Caputo-type tempered fractional differential equations with a terminal condition, analysed existence and uniqueness properties of the solution, and proposed three numerical techniques to approximate solutions of the considered problems. Fernandez and Ustaoglu [22] proved an analogue of Taylor’s theorem for tempered fractional derivatives, and some integral inequalities, and utilised tempered operators to acquire some special functions such as hypergeometric and Appell’s functions. Zaky [23] investigated the existence, uniqueness, and structural stability of solutions to nonlinear Caputo-type tempered fractional differential equations with generalised boundary conditions, and developed a spectral collocation technique for numerical solutions of the considered equations, including detailed convergence and error analysis.

The calculus of fractional integration and differentiation of a function with respect to another function, sometimes called Ψ-fractional calculus following the notation of Almeida [10], is one of the three broad general classes of operators mentioned above. After the initial genesis of this idea in the work of Osler [9] and Erdélyi [24], it was further developed in the standard textbooks of Samko et al. [1 §18.2] and Kilbas et al. [2 §2.5], all operators there being taken in the sense of Riemann–Liouville. The Caputo version of this established definition was formalised and studied by Almeida [10], and the Hilfer version by Sousa and Oliveira [25]; the latter has been greatly promoted in the study of fractional differential equations [26, 27]. The broad class of Ψ-fractional operators includes, as special cases, the operators of Hadamard and Erdélyi, which had already excited interest before the formulation of the general class [11].

It is interesting to note that both tempered fractional calculus and Ψ-fractional calculus
have been found useful in the study of continuous time random walks. Several research investigations [28, 29, 30, 31] have utilised tempered fractional integrals and derivatives without referring to them as such; for example, the transport operator $T_t$ in [28 Eq. (19)] and [29 Eq. (17)], used in studying reactions under anomalous diffusion of subdiffusive type, can clearly be identified as a tempered fractional derivative, while similar operators are also seen in [30 Section III.A] and [31 Section III.B] in the analysis of continuous time random walks. On the other hand, the operators of fractional calculus with respect to an arbitrary monotonic function have also been used very recently [32, 33] in studying continuous time random walks. Thus, it is suggested that combining both ideas, tempered fractional calculus and Ψ-fractional calculus, may be a useful endeavour.

A recent paper of Fahad et al. [34] investigated tempered and Hadamard-type fractional calculi together, and the generalization of both which is given by taking the operators with respect to an arbitrary monotonic function. Such a generalisation can be thought of as Ψ-tempered fractional calculus, and it is a special case both of fractional calculus with analytic kernels with respect to functions [35] and of weighted fractional calculus with respect to functions [11, 12]. The paper [34] established conjugation and limiting properties, function spaces and boundedness, and an integration by parts property, all in the context of Ψ-tempered fractional calculus (equivalently, Hadamard-type fractional calculus with respect to a function).

Our current work can be seen as the continuation of [34], conducting a further investigation into Ψ-tempered fractional calculus and its properties. The structure of this paper is as follows. In Section 2, we recall definitions and basic results on the operators to be used, mostly from [34] and preceding works. In Section 3, we consider various further properties of Ψ-tempered fractional integrals and derivatives: some of their limiting behaviours, their applications to some example functions, some composition relations between the operators, and the types of functions which have derivative zero in this model. In Section 4, we prove versions of the mean value theorem and Taylor’s theorem in the setting of Ψ-tempered fractional calculus. In Section 5, we study nonlinear fractional ordinary differential equations posed using Ψ-tempered derivatives of both Riemann–Liouville and Caputo types: firstly proving existence-uniqueness theorems for them, by constructing equivalent integral equations and using the Banach contraction principle, and then studying Ulam type stabilities by using a Grönwall type inequality.

## 2 Preliminaries

Throughout this paper, we let $b > 0$ be fixed and let $Ψ$ be a smooth monotonic function on $[0, b]$ with $Ψ’ > 0$ almost everywhere. The assumption of smoothness is not always required, but it is included here so as to ensure that Ψ-fractional derivatives to all orders can be defined on appropriate function space domains.

**Definition 2.1 (Some function spaces associated with Ψ-operators [34, 36])** Given $Ψ$ as above and $α ∈ (0, 1)$, the function space $C_{α;Ψ}[0, b]$ is defined by

$$C_{α;Ψ}([0, b], ℝ) = \{ h : (0, b] → ℝ : (Ψ(⋅) - Ψ(0))^α h(⋅) ∈ C[0, b] \},$$
endowed with the norm

$$||h||_{C_{\alpha}, \Psi[0,b]} = \sup_{t \in [a,b]} \left| (\Psi(t) - \Psi(0))^\alpha h(t) \right|.$$  

Furthermore, we define the function space $AC^n_{\Psi}[0,b]$ by

$$AC^n_{\Psi}[0,b] = \left\{ h : [0,b] \to \mathbb{R} : \left( \frac{1}{\Psi'(t)} \cdot \frac{d^n}{dt^n} \right)^n (h(t)) \in AC[0,b] \right\}.$$ 

### 2.1 Fractional Integrals and Derivatives

**Definition 2.2 (Riemann–Liouville and Caputo operators [2])** If $y$ is an absolutely integrable function defined on $[0,b]$, then the Riemann–Liouville (RL) fractional integral of order $\alpha \in (0, \infty)$ of the function $y$ is given by

$$0_0^{I_\alpha} y(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} y(s) \, ds.$$ 

Further, if $y \in AC^n[0,b]$, then the Riemann–Liouville (RL) fractional derivative of order $\alpha \in (n-1,n)$ of the function $y$ is given by

$$RL_0^\alpha y(t) = \left( \frac{d}{dt} \right)^n 0_0^{I_{n-\alpha}} y(t),$$ 

and the Caputo fractional derivative of order $\alpha \in (n-1,n)$ of the function $y$ is given by

$$C_0^\alpha y(t) = 0_0^{I_{n-\alpha}} \left( \frac{d}{dt} \right)^n y(t).$$

Note that both Riemann–Liouville and Caputo derivatives are defined by compositions of the fractional integral with a finite repetition of the ordinary (first-order) derivative $\frac{d}{dt}$.

**Definition 2.3 (Tempered fractional calculus [19, 22])** If $y$ is an absolutely integrable function defined on $[0,b]$, then the tempered fractional integral of order $\alpha \in (0, \infty)$ and index $\lambda \in \mathbb{R}$ of the function $y$ is given by

$$T_0^{\alpha,\lambda} y(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} e^{-\lambda(t-s)} y(s) \, ds.$$ 

Further, if $y \in AC^n[0,b]$, then the tempered fractional derivative of Riemann–Liouville and Caputo types, with order $\alpha \in (n-1,n)$ and index $\lambda \in \mathbb{R}$, of the function $y$ are given respectively by:

$$TR_0^{\alpha,\lambda} y(t) = \left( \frac{d}{dt} + \lambda \right)^n T_0^{\alpha-\lambda} y(t),$$
\[ T_C D^{\alpha,\lambda}_0 y(t) = T^0 y^{n-\alpha,\lambda} \left( \frac{d}{dt} + \lambda \right)^n y(t). \]

Note that the tempered fractional derivatives of both Riemann–Liouville and Caputo type are defined by compositions of the tempered fractional integral with a finite repetition of a tempered variant of the ordinary (first-order) derivative, namely \( \frac{d}{dt} + \lambda \). We can write the \( n \)th-order tempered fractional derivative with index \( \lambda \in \mathbb{R} \) of an \( n \) times differentiable function \( y \) as

\[ T D^{\alpha,\lambda} y(t) = \left( \frac{d}{dt} + \lambda \right)^n y(t). \]

**Definition 2.4 (Ψ-fractional calculus [2, 9, 10])** If \( y \) is an absolutely Ψ-integrable function defined on \([0, b]\) (i.e. assuming \( y \in L^1([0, b], d\Psi) \)), then the Ψ-Riemann–Liouville fractional integral of order \( \alpha \in (0, \infty) \) of the function \( y \) is given by

\[ 0^\alpha_{\Psi(t)} y(t) = \frac{1}{\Gamma(\alpha)} \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^{\alpha-1} y(s) \, ds. \]

Further, if \( y \) is in the space \( AC^\alpha_\Psi[0, b] \) defined in [34], then the Ψ-Riemann–Liouville and Ψ-Caputo fractional derivatives of order \( \alpha \in (n-1, n) \) of the function \( y \) are given respectively by:

\[ RL_{\Psi(t)}^\alpha 0^\alpha_{\Psi(t)} y(t) = \left( \frac{1}{\Psi(t)} \cdot \frac{d}{dt} \right)^n 0^\alpha_{\Psi(t)} y(t), \]
\[ C_0^\alpha_{\Psi(t)} y(t) = 0^\alpha_{\Psi(t)} \left( \frac{1}{\Psi(t)} \cdot \frac{d}{dt} \right)^n y(t). \]

Note that both Ψ-fractional derivatives (of Riemann–Liouville and Caputo type) are defined by compositions of the Ψ-fractional integral with a finite repetition of the ordinary (first-order) derivative with respect to \( \Psi \), namely \( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \).

**Definition 2.5 (Ψ-tempered fractional calculus [34])** If \( y \) is an absolutely Ψ-integrable function defined on \([0, b]\), then the Ψ-tempered fractional integral of order \( \alpha \in (0, \infty) \) and index \( \lambda \in \mathbb{R} \) of the function \( y \) is given by

\[ T^\alpha_0 y^{\alpha,\lambda}_{\Psi(t)} (t) = \frac{1}{\Gamma(\alpha)} \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^{\alpha-1} e^{-\lambda(\Psi(t)-\Psi(s))} y(s) \, ds. \]

Further, if \( y \) is in \( AC^\alpha_\Psi[0, b] \), then the Ψ-tempered fractional derivatives of Riemann–Liouville and Caputo types, with order \( \alpha \in (n-1, n) \) and index \( \lambda \in \mathbb{R} \), of the function \( y \) are given respectively by:

\[ TRL_{\Psi(t)}^\alpha 0^\alpha_{\Psi(t)} y(t) = \left( \frac{1}{\Psi(t)} \cdot \frac{d}{dt} + \lambda \right)^n 0^\alpha_{\Psi(t)} y(t), \]
\[ T C^\alpha_{\Psi(t)} y(t) = T^\alpha_0 y^{\alpha,\lambda}_{\Psi(t)} (t). \]
\[ T_C^{\alpha,\lambda} y(t) = T^{\eta-\alpha,\lambda} \left( \frac{1}{\Psi(t)} \cdot \frac{d}{dt} + \lambda \right)^n y(t). \]

Note that both \( \Psi \)-tempered derivatives (of Riemann–Liouville and Caputo type) are defined by compositions of the \( \Psi \)-tempered integral with a finite repetition of the ordinary (first-order) tempered derivative with respect to \( \Psi \), namely \( T^{1,\lambda}_{\Psi(t)} = \frac{1}{\Psi(t)} \cdot \frac{d}{dt} + \lambda \) giving the iterated version \( T^{n,\lambda}_{\Psi(t)} = \left( \frac{1}{\Psi(t)} \cdot \frac{d}{dt} + \lambda \right)^n \), for \( n \in \mathbb{N} \).

**Remark 2.1** As was observed in [34], the tempered fractional derivative with respect to \( \Psi(t) \) is identical to the Hadamard-type fractional derivative with respect to \( e^{\Psi(t)} \). Thus, the theory of tempered fractional calculus with respect to functions is exactly the same as the theory of Hadamard-type fractional calculus with respect to functions. As the previous work [34] focused on the theory from the viewpoint of Hadamard-type fractional calculus, using the notation of Hadamard-type operators with respect to a function, in this paper we shall consider the same theory from the alternative viewpoint of tempered fractional calculus.

**Proposition 2.2** ([34]) The following relations between the above definitions are clear:

- If \( \lambda = 0 \), then the tempered fractional operators (Definition 2.3) become the classical fractional operators (Definition 2.2).
- If \( \Psi(t) = t \), then the \( \Psi \)-fractional operators (Definition 2.4) become the classical fractional operators (Definition 2.2).
- If \( \lambda = 0 \), then the \( \Psi \)-tempered fractional operators (Definition 2.5) become the \( \Psi \)-fractional operators (Definition 2.4).
- If \( \Psi(t) = t \), then the \( \Psi \)-tempered fractional operators (Definition 2.5) become the tempered fractional operators (Definition 2.3).
- If \( \lambda = 0 \) and \( \Psi(t) = t \), then the \( \Psi \)-tempered fractional operators (Definition 2.5) become the classical fractional operators (Definition 2.2).

Note that the tempered fractional calculus (Definition 2.3) is a special case of fractional calculus with analytic kernels [8] and also a special case of weighted fractional calculus [12] – in fact, it is the unique intersection of these two general classes. This means that \( \Psi \)-tempered fractional calculus (Definition 2.5) is a special case of fractional calculus with analytic kernels with respect to functions [35] and also a special case of weighted fractional
calculus with respect to functions \([11]\). As a result, many properties of \(\Psi\)-tempered fractional calculus can be deduced directly from the more general results found in the aforementioned classes of operators \([11, 12, 35, 37]\).

For example, \([35]\) Theorems 3.5 and 3.14], together with \([22]\) Theorem 2.1] for tempered fractional calculus, gives the following series formulae for the \(\Psi\)-tempered operators:

\[
T_{0}^{\gamma_{\alpha}, \lambda} y(t) = \sum_{k=0}^{\infty} \frac{(-\lambda)^{k}}{k! \Gamma(\alpha + k)} \gamma_{\Psi(t)}^{\alpha + k} y(t),
\]

\[
TR_{0}^{\gamma_{\alpha}, \lambda} y(t) = \sum_{k=0}^{\infty} \frac{(-\lambda)^{k}}{k! \Gamma(-\alpha + k)} RLD_{0}^{\gamma_{\alpha}, \lambda} y(t),
\]

where \(\lambda \in \mathbb{R}\) and (in the first case) \(\alpha \in (0, \infty)\) and \(y\) is absolutely \(\Psi\)-integrable on \([0, b]\), or (in the second case) \(n - 1 \leq \alpha < n \in \mathbb{N}\) and \(y\) is in \(AC_{\Psi}^{\alpha}[0, b]\).

### 2.2 Conjugation relations and their consequences

**Proposition 2.3 (Conjugation relations \([2, 22, 34]\))** The \(\Psi\)-fractional operators (Definition 2.4) can be written \([3]\) as conjugations of the classical fractional operators (Definition 2.2) with the operator \(Q_{\Psi}\) defined by \(Q_{\Psi} y = y \circ \Psi\):

\[
o_{\gamma}^{\alpha, \lambda}_{\Psi(t)} = Q_{\Psi} \circ \psi(0)_{\gamma}^{\alpha, \lambda}_{0} \circ Q_{\Psi}^{-1},
\]

\[
RLD_{0}^{\gamma_{\alpha}, \lambda}_{\Psi(t)} = Q_{\Psi} \circ RL_{0}^{\gamma_{\alpha}, \lambda}_{t} \circ Q_{\Psi}^{-1},
\]

\[
C_{D}^{\gamma_{\alpha}, \lambda}_{\Psi(t)} = Q_{\Psi} \circ C_{D}^{\gamma_{\alpha}, \lambda}_{t} \circ Q_{\Psi}^{-1},
\]

where \(\circ\) denotes composition of functions or operators.

The tempered fractional operators (Definition 2.4) can be written \([22]\) as conjugations of the classical fractional operators (Definition 2.2) with the operator \(M_{\exp(\lambda t)}\) defined by \((M_{\exp(\lambda t)} y)(t) = e^{\lambda t} y(t)\):

\[
T_{0}^{\gamma_{\alpha}, \lambda}_{\exp(\lambda t)} = M_{\exp(\lambda t)}^{-1} \circ 0_{\gamma}^{\alpha, \lambda}_{t} \circ M_{\exp(\lambda t)}
\]

i.e.

\[
T_{0}^{\gamma_{\alpha}, \lambda}_{t} y(t) = e^{-\lambda t} \gamma_{\ Psi(t)}^{\alpha} \left( e^{\lambda t} y(t) \right),
\]

\[
TR_{0}^{\gamma_{\alpha}, \lambda}_{\exp(\lambda t)} = M_{\exp(\lambda t)}^{-1} \circ RL_{0}^{\gamma_{\alpha}, \lambda}_{t} \circ M_{\exp(\lambda t)}
\]

i.e.

\[
TR_{0}^{\gamma_{\alpha}, \lambda}_{t} y(t) = e^{-\lambda t} RL_{0}^{\gamma_{\alpha}, \lambda}_{t} \left( e^{\lambda t} y(t) \right),
\]

\[
TC_{0}^{\gamma_{\alpha}, \lambda}_{\exp(\lambda t)} = M_{\exp(\lambda t)}^{-1} \circ C_{D}^{\gamma_{\alpha}, \lambda}_{0} \circ M_{\exp(\lambda t)}
\]

i.e.

\[
TC_{0}^{\gamma_{\alpha}, \lambda}_{t} y(t) = e^{-\lambda t} C_{D}^{\gamma_{\alpha}, \lambda}_{t} \left( e^{\lambda t} y(t) \right),
\]

The \(\Psi\)-tempered fractional operators (Definition 2.5) can be written \([34]\) as conjugations of the classical fractional operators (Definition 2.2) as follows:

\[
T_{\Psi(t)}^{\gamma_{\alpha}, \lambda} = Q_{\Psi} \circ M_{\exp(\lambda t)}^{-1} \circ \psi(0)_{\gamma}^{\alpha, \lambda}_{0} \circ M_{\exp(\lambda t)} \circ Q_{\Psi}^{-1}.
\]
Riemann–Liouville fractional derivatives and integrals \[1, \text{Theorem 2.5}\] yields immediately Riemann–Liouville and Caputo type derivatives.) Finally, another well-known property of the “0”, as in this case there is no initial value dependence and no difference between following semigroup property of \(\Psi\)-tempered derivatives of Riemann–Liouville type:

\[
TR_{0}^{\alpha,\lambda} \Psi(t) = Q_{\Psi} \circ M_{\exp(\lambda t)}^{-1} \circ Q_{\Psi}^{-1} \circ M_{\exp(\lambda t)},
\]

\[
= M_{\exp(\lambda t)}^{-1} \circ Q_{\Psi} \circ Q_{\Psi(0)}^{-1} \circ Q_{\Psi}^{-1} \circ M_{\exp(\lambda t)},
\]

\[
TC_{0}^{\alpha,\lambda} \Psi(t) = Q_{\Psi} \circ M_{\exp(\lambda t)}^{-1} \circ Q_{\Psi}^{-1} \circ M_{\exp(\lambda t)} \circ Q_{\Psi},
\]

\[
= M_{\exp(\lambda t)}^{-1} \circ Q_{\Psi} \circ Q_{\Psi(0)}^{-1} \circ Q_{\Psi}^{-1} \circ M_{\exp(\lambda t)}.
\]

In particular, the second operator identity in each case can be rewritten in the following way:

\[
TR_{0}^{\alpha,\lambda} \Psi(t) y(t) = e^{-\lambda \Psi(t)} 0_{\Psi(t)}^{\exp(\lambda t)} \left( e^{\lambda \Psi(t)} y(t) \right), \quad (2.3)
\]

\[
TC_{0}^{\alpha,\lambda} \Psi(t) y(t) = e^{-\lambda \Psi(t)} 0_{\Psi(t)}^{\exp(\lambda t)} \left( e^{\lambda \Psi(t)} y(t) \right), \quad (2.4)
\]

\[
TC_{0}^{\alpha,\lambda} \Psi(t) y(t) = e^{-\lambda \Psi(t)} 0_{\Psi(t)}^{\exp(\lambda t)} \left( e^{\lambda \Psi(t)} y(t) \right), \quad (2.5)
\]

Giving a simple relationship between \(\Psi\)-tempered fractional calculus and the original tempered fractional calculus.

Conjugation relations as listed above are immensely important in studying and understanding operators \[38\] such as those of tempered fractional calculus and \(\Psi\)-fractional calculus, and therefore by extension also \(\Psi\)-tempered fractional calculus. For example, the following semigroup property of \(\Psi\)-tempered fractional integrals is now an immediate consequence of the corresponding (well-known) property of Riemann–Liouville fractional integrals \[2, \text{Lemma 2.3}\]:

\[
TR_{0}^{\alpha_1,\lambda} 0_{\Psi(t)}^{\exp(\lambda t)} y(t) = TR_{0}^{\alpha_2,\lambda} 0_{\Psi(t)}^{\exp(\lambda t)} y(t), \quad \alpha_1, \alpha_2 \in (0, \infty), \lambda \in \mathbb{R},
\]

this identity being true for \(\Psi\)-a.e. \(t \in [0, b]\), or for all \(t \in [0, b]\) if \(\alpha_1 + \alpha_2 \geq 1\), and where \(y\) is an absolutely \(\Psi\)-integrable function on \([0, b]\). Similarly, from a well-known property of Riemann–Liouville fractional derivatives \[2, \text{Property 2.3}\], we obtain immediately the following semigroup property of \(\Psi\)-tempered derivatives of Riemann–Liouville type:

\[
TR_{0}^{m,\alpha} 0_{\Psi(t)}^{\exp(\lambda t)} y(t) = \left( \frac{1}{\Psi(t)} \cdot \frac{d}{dt} + \lambda \right)^m TR_{0}^{\alpha,\lambda} 0_{\Psi(t)}^{\exp(\lambda t)} y(t)
\]

\[
= TR_{0}^{\alpha + m,\lambda} 0_{\Psi(t)}^{\exp(\lambda t)} y(t), \quad \alpha > 0, \; m \in \mathbb{N}, \; \lambda \in \mathbb{R},
\]

this identity being true for any function \(y\) such that both expressions exist. (In the derivative of integer order \(m\), we have replaced the “TR” notation by simply “T” and suppressed the “0”, as in this case there is no initial value dependence and no difference between Riemann–Liouville and Caputo type derivatives.) Finally, another well-known property of Riemann–Liouville fractional derivatives and integrals \[1, \text{Theorem 2.5}\] yields immediately
the following semigroup property of \( \Psi \)-tempered operators:

\[
TRD_\Psi^{\alpha,\lambda} \left[ T_0 I^{\beta,\lambda}_\Psi y(t) \right] = \begin{cases} 
T_0 I^{\beta-\alpha,\lambda}_\Psi y(t), & \text{if } \alpha < \beta; \\
y(t), & \text{if } \alpha = \beta; \\
T_0 I^{\alpha-\beta,\lambda}_\Psi y(t), & \text{if } \alpha > \beta,
\end{cases}
\]

where in all cases \( \alpha, \beta \in (0, \infty) \) and \( \lambda \in \mathbb{R} \) is arbitrary, and where \( y \) is absolutely \( \Psi \)-integrable in the first two cases, or any function such that both expressions exist in the last case.

Note that all three of the above semigroup relations were already proved in [34, Proposition 3.12], so we do not formalise them into a Proposition or Theorem here. We have reproduced them just in order to show the results more easily for the reader, in a way so that the different possible cases are more readily understandable without needing the complexity of analytic continuation in the fractional order.

3 Further properties of \( \Psi \)-tempered fractional calculus

3.1 Limiting behaviour

It is clear from the definition of the \( \Psi \)-tempered fractional integral that it is equal to 0 at the lower limit point \( t \to 0 \) if the function \( y \) is bounded on \([0, b]\):

\[
\left| T_0 I^{\alpha,\lambda}_\Psi y(t) \right| \leq \frac{1}{\Gamma(\alpha)} \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^{\alpha-1} e^{-\lambda(\Psi(t)-\Psi(s))} |y(s)| \, ds \\
\leq \frac{\sup_{[0,b]} |y|}{\Gamma(\alpha)} \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^{\alpha-1} \, ds \\
= \frac{\sup_{[0,b]} |y|}{\Gamma(\alpha+1)} (\Psi(t) - \Psi(0))^{\alpha},
\]

and this upper bound tends to 0 as \( t \to 0 \), provided that \( \alpha > 0 \). Therefore, we have the following conclusion:

\[
\lim_{t \to 0^+} \left[ T_0 I^{\alpha,\lambda}_\Psi y(t) \right] = 0, \quad y \in C[0, b].
\]

(3.1)

It follows then, from the definition of the \( \Psi \)-tempered derivative of Caputo type, that:

\[
\lim_{t \to 0^+} \left[ T_0 I^{\alpha,\lambda}_\Psi y(t) \right] = 0, \quad y \in C^n[0, b], \quad n - 1 < \alpha < n.
\]

(3.2)

Having investigated the limiting behaviour of some \( \Psi \)-tempered fractional operators at the left limit point of the function’s domain, let us also examine their limiting behaviour at integer limit points within the domain for the fractional order of differentiation. It is already known [34, Proposition 3.11] that the \( \Psi \)-tempered Riemann–Liouville integral and derivative of order \( \alpha \) and index \( \lambda \) are continuous and analytic functions of \( \alpha \), so all of their possible limiting behaviours are well understood. For the Caputo-type derivative, the result is given as follows.
Theorem 3.1 If $\lambda \in \mathbb{R}$ and $n \in \mathbb{N}$, then

$$\lim_{\alpha \to n^-} \left[ T^\alpha_{0} \tau_{\Psi(t)} y(t) \right] = T^y_{\Psi(t)} y(t)$$

and

$$\lim_{\alpha \to (n-1)^+} \left[ T^\alpha_{0} \tau_{\Psi(t)} y(t) \right] = T^y_{\Psi(t)} \left( y(t) - e^{-\lambda(\Psi(t)-\Psi(0))} \right) \left[ T^y_{\Psi(t)} y(t) \right]_{t=0}.$$

Proof: Taking $n-1 < \alpha < n$ without loss of generality, we have

$$T^\alpha_{0} \tau_{\Psi(t)} y(t) = e^{-\lambda(\Psi(t))} \int_0^t \Psi'(s) \left( \Psi(t) - \Psi(s) \right)^{n-\alpha-1} \left( \frac{1}{\Psi'(s)} \cdot \frac{\mathrm{d}}{\mathrm{d}s} \right)^n \left( e^{\lambda\Psi(s)} y(s) \right) \mathrm{d}s.$$

Taking the limit as $\alpha \to (n-1)^+$ on both sides of (3.3) gives

$$\lim_{\alpha \to (n-1)^+} \left[ T^\alpha_{0} \tau_{\Psi(t)} y(t) \right] = e^{-\lambda(\Psi(t))} \int_0^t \Psi'(s) \left( \frac{1}{\Psi'(s)} \cdot \frac{\mathrm{d}}{\mathrm{d}s} \right)^n \left( e^{\lambda\Psi(s)} y(s) \right) \mathrm{d}s$$

$$= e^{-\lambda(\Psi(t))} \int_0^t \frac{1}{\Psi'(s)} \cdot \frac{\mathrm{d}}{\mathrm{d}s} \left( e^{\lambda\Psi(s)} y(s) \right) \mathrm{d}s$$

$$= e^{-\lambda(\Psi(t))} \left[ \frac{1}{\Psi'(t)} \cdot \frac{\mathrm{d}}{\mathrm{d}t} \right]^{n-1} \left( e^{\lambda\Psi(t)} y(t) \right)$$

$$= T^y_{\Psi(t)} \left( e^{-\lambda(\Psi(t)-\Psi(0))} \right) \left[ e^{-\lambda(\Psi(t))} \left( \frac{1}{\Psi'(t)} \cdot \frac{\mathrm{d}}{\mathrm{d}t} \right)^{n-1} \left( e^{\lambda\Psi(t)} y(t) \right) \right]_{t=0}$$

$$= T^y_{\Psi(t)} \left( e^{-\lambda(\Psi(t)-\Psi(0))} \right) T^y_{\Psi(t)} y(t)_{t=0},$$

which is the second of the two required results. To get the first one, we integrate (3.3) by parts to get

$$T^\alpha_{0} \tau_{\Psi(t)} y(t) = e^{-\lambda(\Psi(t))} \left\{ \frac{(\Psi(t) - \Psi(0))^{n-\alpha}}{\Gamma(n-\alpha+1)} \left[ \left( \frac{1}{\Psi'(t)} \cdot \frac{\mathrm{d}}{\mathrm{d}t} \right)^n \left( e^{\lambda\Psi(t)} y(t) \right) \right]_{t=0} + \frac{1}{\Gamma(n-\alpha+1)} \int_0^t (\Psi(t) - \Psi(s))^{n-\alpha} \frac{\mathrm{d}}{\mathrm{d}s} \left[ \left( \frac{1}{\Psi'(s)} \cdot \frac{\mathrm{d}}{\mathrm{d}s} \right)^n \left( e^{\lambda\Psi(s)} y(s) \right) \right] \mathrm{d}s \right\}.$$
\[
= e^{-\lambda \Psi(t)} \left\{ \left[ \left( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right)^n \left( e^{\lambda \Psi(t)} y(t) \right) \right]_{t=0}
+ \left( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right)^n \left( e^{\lambda \Psi(t)} y(t) \right) - \left[ \left( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right)^n \left( e^{\lambda \Psi(t)} y(t) \right) \right]_{t=0} \right\}
= e^{-\lambda \Psi(t)} \left( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right)^n \left( e^{\lambda \Psi(t)} y(t) \right)
= T^n_{\Psi(t)} y(t).
\]

### 3.2 Example functions

It is well known that the Riemann–Liouville operators act on the set of functions of the form \(\frac{t^\xi}{\Gamma(\xi+1)}\) by increasing or decreasing the index \(\xi\) by the order of integration or differentiation, and it follows from conjugation relations [2, Properties 2.18 and 2.20] that the \(\Psi\)-fractional operators act similarly on the set of functions of the form \(\left(\Psi(t) - \Psi(0)\right)^\xi\). Similarly, the following action of the \(\Psi\)-tempered fractional operators follows immediately from conjugation relations too.

**Proposition 3.2 ([34, Proposition 3.13])** If \(\alpha \in (0, \infty), \lambda \in \mathbb{R}\) and \(\xi \in (-1, \infty)\), then

\[
T^n_{\Psi(t)} \left( e^{-\lambda \Psi(t)} \left( \Psi(t) - \Psi(0) \right)^\xi \right) = \frac{\Gamma(\xi + 1)}{\Gamma(\xi + \alpha + 1)} e^{-\lambda \Psi(t)} \left( \Psi(t) - \Psi(0) \right)^{\xi + \alpha},
\]

\[
TR^n_{\Psi(t)} \left( e^{-\lambda \Psi(t)} \left( \Psi(t) - \Psi(0) \right)^\xi \right) = \frac{\Gamma(\xi + 1)}{\Gamma(\xi - \alpha + 1)} e^{-\lambda \Psi(t)} \left( \Psi(t) - \Psi(0) \right)^{\xi - \alpha},
\]

and if in addition \(\xi > [\alpha]\), then

\[
TC^n_{\Psi(t)} \left( e^{-\lambda \Psi(t)} \left( \Psi(t) - \Psi(0) \right)^\xi \right) = \frac{\Gamma(\xi + 1)}{\Gamma(\xi - \alpha + 1)} e^{-\lambda \Psi(t)} \left( \Psi(t) - \Psi(0) \right)^{\xi - \alpha}.
\]

The application of the \(\Psi\)-tempered operators to powers of \(\Psi(t) - \Psi(0)\) can be given as follows.

**Proposition 3.3** If \(\alpha \in (0, \infty), \lambda \in \mathbb{R}\) and \(\xi \in (-1, \infty)\), then

\[
T^n_{\Psi(t)} \left( \Psi(t) - \Psi(0) \right)^\xi = \frac{\Gamma(\xi + 1)}{\Gamma(\xi + \alpha + 1)} \left( \Psi(t) - \Psi(0) \right)^{\xi + \alpha} e^{-\lambda \left( \Psi(t) - \Psi(0) \right)}
\times \binom{1}{\xi + 1; \xi + \alpha + 1; \lambda \left( \Psi(t) - \Psi(0) \right)},
\]

and
requiring $\xi > n$

3.11. For the $\Psi$-tempered derivative of Caputo type, we can repeat the above calculations with the fractional integral operator replaced by a Caputo-type derivative operator, requiring $\xi > n - 1$ as usual for the Caputo-type derivative of a power function.

**Proposition 3.4** If $\alpha \in (0, \infty)$, $\lambda \in \mathbb{R}$ and $\xi \in (-1, \infty)$, then
\[ T_{0}^{\alpha,\lambda}_{\Psi(t)} (\Psi(t) - \Psi(0))^\xi = \frac{\Gamma(\xi + 1)}{\Gamma(\xi + \alpha + 1)} (\Psi(t) - \Psi(0))^{\xi + \alpha} \times _1F_1\left( \alpha; \xi + \alpha + 1; -\lambda (\Psi(t) - \Psi(0)) \right), \]

and

\[ T_{0}^{\alpha,\lambda}_{\Psi(t)} (\Psi(t) - \Psi(0))^\xi = \frac{\Gamma(\xi + 1)}{\Gamma(\xi - \alpha + 1)} (\Psi(t) - \Psi(0))^{\xi - \alpha} \times _1F_1\left( -\alpha; \xi - \alpha + 1; -\lambda (\Psi(t) - \Psi(0)) \right). \]

Proof: This follows immediately from [22, Example 2.1] together with the \( \Psi \)-conjugation relation, or it can be proved directly by using the series formulae (2.1)–(2.2).

\[ \square \]

Remark 3.5 The results of Proposition 3.3 and Proposition 3.4 are equivalent to each other, by the well-known identity \( _1F_1(a; c; z) = e^z _1F_1(c - a; c; -z) \) [40, Eq. (7)].

Remark 3.6 As special cases of Proposition 3.3 and Proposition 3.4, we can recover already known results: on fractional calculus with respect to functions [2, 10], by setting \( \lambda = 0 \); on tempered fractional calculus [22], by setting \( \Psi(t) = t \); on Riemann–Liouville fractional calculus [1, 2], by setting \( \lambda = 0 \) and \( \Psi(t) = t \).

Proposition 3.7 If \( \alpha \in (0, \infty) \) and \( \lambda \in \mathbb{R} \), then:

\[ T_{0}^{\alpha,\lambda}_{\Psi(t)} (1) = e^{-\lambda(\Psi(t)-\Psi(0))} (\Psi(t) - \Psi(0))^{\alpha} E_{1,1+\alpha} \left( \lambda(\Psi(t) - \Psi(0)) \right), \]

\[ T_{0}^{\alpha,\lambda}_{\Psi(t)} (1) = e^{-\lambda(\Psi(t)-\Psi(0))} (\Psi(t) - \Psi(0))^{-\alpha} E_{1,1-\alpha} \left( \lambda(\Psi(t) - \Psi(0)) \right), \]

\[ T_{0}^{\alpha,\lambda}_{\Psi(t)} (1) = \lambda^n e^{-\lambda(\Psi(t)-\Psi(0))} (\Psi(t) - \Psi(0))^{n-\alpha} E_{1,n+1-\alpha} \left( \lambda(\Psi(t) - \Psi(0)) \right), \]

where \( n - 1 < \alpha < n \) and \( E_{a,b} \) is the two-parameter Mittag-Leffler function [41, Chapter 4].

Proof: Setting \( \xi = 0 \) in the result of Proposition 3.3, for the first two results (Riemann–Liouville type) it suffices to note that

\[ _1F_1(1; c; z) = \sum_{n=0}^{\infty} \frac{\Gamma(1+n)\Gamma(c)}{\Gamma(1)\Gamma(c+n)} \frac{z^n}{n!} = \sum_{n=0}^{\infty} \frac{z^n\Gamma(c)}{\Gamma(c+n)} = \Gamma(c)E_{1,c}(z), \]

for any \( z \in \mathbb{C} \) and \( c \notin \mathbb{Z} \) (the restriction on \( c \) can be removed upon dividing by \( \Gamma(c) \)).

The proof of the third result (Caputo type) is a little more complicated, and requires the fact that the \( n \)th derivative of a power function of order \( k < n \) is zero when \( k, n \in \mathbb{N} \):

\[ T_{0}^{\alpha,\lambda}_{\Psi(t)} (1) = e^{-\lambda(\Psi(t)-\Psi(0))} \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} C_{0}^{\alpha}_{\Psi(t)} (\Psi(t) - \Psi(0))^k \]
\[
\begin{align*}
&\quad = e^{-\lambda(\Psi(t)-\Psi(0))} \sum_{k=n}^{\infty} \frac{\lambda^k}{\Gamma(k - \alpha + 1)} (\Psi(t) - \Psi(0))^{k-\alpha} \\
&\quad = e^{-\lambda(\Psi(t)-\Psi(0))} \sum_{k=0}^{\infty} \frac{\lambda^{k+n}}{\Gamma(k + n - \alpha + 1)} (\Psi(t) - \Psi(0))^{k+n-\alpha},
\end{align*}
\]

where the first \( n \) terms of the series disappeared due to the above-mentioned fact. \( \square \)

**Remark 3.8** It is interesting to observe that the \( \Psi \)-tempered derivative of Caputo type does not give zero when applied to a constant function, although one of the key properties of the classical Caputo derivative is that it sends constants to zero. The reason is that the function \( y(t) = 1 \) is not playing the role of a constant (zeroth power function) in \( \Psi \)-tempered fractional calculus: in this setting, the function corresponding to a constant would be \( e^{-\lambda\Psi(t)} \), and this function is indeed mapped to zero by any Caputo-type \( \Psi \)-tempered derivative, as proved in Theorem 3.17 below.

### 3.3 Composition relations

We have already seen above some composition properties of the \( \Psi \)-tempered fractional integrals and derivatives, namely every case where there is an exact semigroup property, the composition of two such operators being precisely another one. From [34, Theorem 3.15] we also have the following inversion property, valid for \( \alpha \in (0, \infty) \) and \( n - 1 \leq \alpha < n \in \mathbb{N} \) and \( \lambda \in \mathbb{R} \) and any function \( y \) such that this expression exists:

\[
T_{0^\alpha,\lambda} I_{0^\alpha,\lambda} \Psi(t) \left[ T_{D_0^m,\lambda} \Psi(t) y(t) \right] = y(t) - e^{-\lambda \Psi(t)} \sum_{k=1}^{n} \frac{(\Psi(t) - \Psi(0))^{\alpha-k}}{\Gamma(\alpha - k + 1)} \left[ \left( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right)^{n-k} 0^\alpha \Psi(t) \left( e^{\lambda \Psi(t)} y(t) \right) \right]_{t=0}. \quad (3.4)
\]

As a special case, putting \( \alpha = m \in \mathbb{N} \), we obtain the following inversion property for non-fractional \( \Psi \)-tempered integrals and derivatives:

\[
T_{0^m,\lambda} I_{0^m,\lambda} \Psi(t) \left[ T_{D_0^m,\lambda} \Psi(t) y(t) \right] = y(t) - e^{-\lambda(\Psi(t)-\Psi(0))} \sum_{k=0}^{m-1} \frac{(\Psi(t) - \Psi(0))^{k}}{k!} \left[ T_{D_0^k,\lambda} \Psi(t) y(t) \right]_{t=0}, \quad (3.5)
\]

obtained by noticing that \( n = \alpha + 1 = m + 1 \) in this case but the \( (m + 1 - k) \)th derivative of the 1st integral in the square brackets is simply the \( (m - k) \)th derivative, and then multiplying and dividing by the constant \( e^{\lambda \Psi(0)} \) and replacing \( k \) by \( m - k \) in the sum to obtain (3.5).

We continue with some more results on compositions of \( \Psi \)-tempered operators in various cases where a direct semigroup property is not valid.
Proposition 3.9 If \( \alpha \in (0, \infty) \), \( \lambda \in \mathbb{R} \) and \( m \in \mathbb{N} \), then for any \( y \in AC^m_\Psi[0, b] \) where \( n - 1 < \alpha < n \in \mathbb{N} \), we have:

\[
T_{RC}^{\alpha + m, \lambda} \left[ T_D^{m, \lambda} y(t) \right] = T_{RC}^{\alpha, \lambda} \left[ T_D^{m, \lambda} y(t) \right] - e^{-\lambda(\Psi(t)-\Psi(0))} \sum_{k=0}^{m-1} \frac{(\Psi(t) - \Psi(0))^{k-\alpha-m}}{k!} [T_D^{k, \lambda} y(t)]_{t=0}.
\]

Proof: Using (2.7) and then (3.5) and then Proposition (3.2), we have

\[
T_{RC}^{\alpha + m, \lambda} \left[ T_D^{m, \lambda} y(t) \right] = T_{RC}^{\alpha + m, \lambda} \left[ T_D^{m, \lambda} y(t) \right] - \sum_{k=0}^{m-1} \frac{\Psi(t) - \Psi(0))^{k-\alpha-m}}{k!} \left[ T_D^{k, \lambda} y(t) \right]_{t=0},
\]

which is the claimed result.

\[
\square
\]

Theorem 3.10 If \( \alpha \in (0, \infty) \), \( \lambda \in \mathbb{R} \) and \( n - 1 < \alpha < n \in \mathbb{N} \), then any \( y \in AC^m_\Psi[0, b] \) satisfies the following relationship between its \( \Psi \)-tempered derivatives of Riemann–Liouville and Caputo types:

\[
T_{RC}^{\alpha, \lambda} \left[ T_{RC}^{\alpha, \lambda} y(t) \right] = \frac{1}{\Psi'(t)} \left( \frac{d}{dt} \right)^k \left( e^{\lambda(\Psi(t)-\Psi(0))} y(t) \right)_{t=0},
\]

Proof: Applying [10] Theorem 3] (which is itself an immediate consequence of [3] Theorem 3.1] together with the \( \Psi \)-convolution relation) with \( f(t) = e^{\lambda(\Psi(t)-\Psi(0))} y(t) \), we obtain

\[
C_{RC}^{\alpha, \lambda} \left( e^{\lambda(\Psi(t)-\Psi(0))} y(t) \right) = RLC^{\alpha, \lambda} \left\{ e^{\lambda(\Psi(t)-\Psi(0))} y(t) \right\} - \sum_{k=0}^{n-1} \frac{(\Psi(t) - \Psi(0))^{k}}{k!} \left[ \left( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right)^k \left( e^{\lambda(\Psi(t)-\Psi(0))} y(t) \right) \right]_{t=0}.
\]
Therefore, using the expression (2.5) for the Ψ-tempered derivative,
\[ T_{\mathcal{D}}^0 \alpha,\lambda \Psi \left( t \right) y \left( t \right) = e^{-\lambda \left( \Psi \left( t \right) - \Psi \left( 0 \right) \right)} \int_0^t \left( e^{\lambda \left( \Psi \left( s \right) - \Psi \left( 0 \right) \right)} y \left( s \right) \right) ds \]
and the result follows immediately by (2.4).

\[ \text{Remark 3.11} \quad \text{As special cases of Theorem 3.10, we can recover already known results: on fractional calculus with respect to functions } [10, \text{ Theorem 3}], \text{ by setting } \lambda = 0; \text{ on tempered fractional calculus } [19, \text{ Proposition 1}], \text{ by setting } \Psi \left( t \right) = t; \text{ on the original Riemann–Liouville and Caputo fractional calculus } [3, \text{ Theorem 3.1}], \text{ by setting } \lambda = 0 \text{ and } \Psi \left( t \right) = t. \]

\[ \text{Theorem 3.12} \quad \text{If } \alpha, \beta \in (0, \infty) \text{ and } \lambda \in \mathbb{R} \text{ such that } \lfloor \beta \rfloor < \lfloor \alpha \rfloor (\text{this is a stronger version of } \beta < \alpha), \text{ then} \]
\[ T_{\mathcal{D}}^0 \beta,\lambda \Psi \left( t \right) T_{\mathcal{I}}^0 \alpha,\lambda \Psi \left( t \right) y \left( t \right) = T_{\mathcal{I}}^0 \alpha-\beta,\lambda \Psi \left( t \right) y \left( t \right), \quad t \in [0, b]. \]

\[ \text{Proof:} \quad \text{Say } m-1 \leq \beta < m \text{ and } n-1 \leq \alpha < n, \text{ so that our assumption is } m < n \text{ and } m \leq \alpha. \text{ Using the semigroup properties (2.7) and (2.6), we have} \]
\[ T_{\mathcal{D}}^0 \beta,\lambda \Psi \left( t \right) T_{\mathcal{I}}^0 \alpha,\lambda \Psi \left( t \right) y \left( t \right) = T_{\mathcal{I}}^0 \alpha-\beta,\lambda \Psi \left( t \right) y \left( t \right), \quad t \in [0, b], \]
\[ \text{giving the result.} \]

\[ \text{Theorem 3.13} \quad \text{Let } \alpha \in (0, \infty) \text{ and } \lambda \in \mathbb{R}. \]

\[ \text{(a) If } n-1 < \alpha < n \in \mathbb{N} \text{ and } y \in C^n[0, b], \text{ then } T_{\mathcal{D}}^0 \alpha,\lambda \Psi \left( t \right) y \left( t \right) = T_{\mathcal{I}}^0 \alpha,\lambda \Psi \left( t \right) y \left( t \right). \]

\[ \text{(b) If } n-1 < \alpha < n \in \mathbb{N} \text{ and } y \in AC^n_{\Psi}[0, b], \text{ then} \]
Using the definition of Caputo-type derivatives and then the semigroup property (2.6),
y
\[ T_{\alpha}^{0\Psi(t)} y(t) = T_{\alpha}^{0\Psi(t)} y(t) - e^{-\lambda(\Psi(t) - \Psi(0))} \sum_{k=0}^{n-1} \frac{(\Psi(t) - \Psi(0))^k}{k!} \left[ T_{\alpha}^{D_{\Psi(t)}^k} y(t) \right]_{t=0} \]

\[ = y(t) - e^{-\lambda \Psi(t)} \sum_{k=0}^{n-1} \frac{(\Psi(t) - \Psi(0))^k}{k!} \left[ \left( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right)^k \left( e^{\lambda \Psi(t)} y(t) \right) \right]_{t=0}. \]

**Proof:** We prove each of the two statements separately, noting that the first one requires a stronger condition on the function \( y \).

(a) Using the definition of Caputo-type derivatives and then the relations (2.7) and (3.4) respectively, we have:

\[ T_{\alpha}^{D_{\Psi(t)}^\alpha} y(t) = T_{\alpha}^{D_{\Psi(t)}^\alpha} y(t) \]

\[ = T_{\alpha}^{D_{\Psi(t)}^\alpha} y(t) \]

\[ = y(t) - e^{-\lambda \Psi(t)} \sum_{k=0}^{n-1} \frac{(\Psi(t) - \Psi(0))^k}{k!} \left[ \left( \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right)^k \left( e^{\lambda \Psi(t)} y(t) \right) \right]_{t=0}, \]

where this holds for any \( y \) such that the expression is defined. If we then assume \( y \) is continuous, then the initial-value \((t = 0)\) part of this expression is zero by (3.1), and the stated result follows.

(b) Using the definition of Caputo-type derivatives and then the semigroup property (2.6), we have:

\[ T_{\alpha}^{D_{\Psi(t)}^\alpha} y(t) = T_{\alpha}^{D_{\Psi(t)}^\alpha} y(t) \]

\[ = T_{\alpha}^{D_{\Psi(t)}^\alpha} y(t) \]

and then the result follows from [10, Theorem 4].

\[ \blacksquare \]

**Proposition 3.14** If \( \alpha \in (0, \infty) \) with \( n - 1 < \alpha < n \in \mathbb{N}, \lambda \in \mathbb{R} \) and \( m \in \mathbb{N} \), then

\[ T_{\alpha}^{D_{\Psi(t)}^{m\lambda}} y(t) = T_{\alpha}^{D_{\Psi(t)}^{m\lambda}} y(t), \]

for any function \( y \) such that these expressions are well-defined, such as \( y \in AC_{\Psi}^{m+n}[0, b] \).

**Proof:** This follows from the definition of Caputo-type derivatives, where \( n - 1 < \alpha < n \) implies \( m + n - 1 < m + \alpha < m + n \), and the semigroup property of standard non-fractional derivatives that is immediate from their definition:

\[ T_{\alpha}^{D_{\Psi(t)}^{m\lambda}} y(t) = T_{\alpha}^{D_{\Psi(t)}^{m\lambda}} y(t) \]

\[ = T_{\alpha}^{D_{\Psi(t)}^{m\lambda}} y(t) = T_{\alpha}^{D_{\Psi(t)}^{m\lambda}} y(t). \]

\[ \blacksquare \]
Proposition 3.15 If $\alpha \in (0, \infty)$ with $n - 1 < \alpha < n \in \mathbb{N}$ and $\lambda \in \mathbb{R}$ and $m \in \mathbb{N}$, then for any $y \in AC_{\Psi}^{m+n}[0, b]$, 

\[
T^{\alpha + m} C_{\Psi}^{\alpha, \lambda} y(t) = T^{\alpha + m, \lambda} C_{\Psi}^{\alpha} y(t) \\
+ e^{-\lambda(\Psi(t) - \Psi(0))} \sum_{k=0}^{m-1} \frac{\Gamma(k+n-\alpha-m+1)}{\Gamma(k+n-\alpha-m+1)} \left[ T^{k+n, \lambda} C_{\Psi}^{\alpha} y(t) \right]_{t=0}^{t}
\]

**Proof:** This follows immediately from [10, Theorem 9] upon multiplying and dividing by the appropriate exponential factors.

3.4 Kernels of the derivative operators

In this subsection, we discover the conditions under which a function’s $\Psi$-tempered fractional derivative (of either Riemann–Liouville or Caputo type) is zero. Equivalently (since the operators are linear), we discover the conditions under which two functions have equal $\Psi$-tempered fractional derivatives.

Theorem 3.16 Let $\alpha \in (0, \infty)$ and $\lambda \in \mathbb{R}$ with $n - 1 < \alpha < n \in \mathbb{N}$. Then, two functions $f, g \in AC_{\Psi}^{n}[0, b]$ satisfy

\[
TR D^{\alpha, \lambda}_{\Psi(t)} f(t) = TR D^{\alpha, \lambda}_{\Psi(t)} g(t), \quad t \in (0, b],
\]

if and only if their difference can be written in the form

\[
f(t) - g(t) = e^{-\lambda \Psi(t)} \sum_{k=1}^{n} c_k (\Psi(t) - \Psi(0))^{\alpha - k},
\]

where $c_1, c_2, \ldots, c_n$ are constants given by

\[
c_k = \left[ \frac{1}{\Gamma(\alpha-k+1)} \left( \frac{1}{\Psi(t)} \cdot \frac{d}{dt} \right)^{n-k} T^\alpha_{\Psi(t)} \left( e^\lambda \Psi(t) [f(t) - g(t)] \right) \right]_{t=0}.
\]

**Proof:** If (3.7) holds, then $TR D^{\alpha, \lambda}_{\Psi(t)} [f(t) - g(t)] = 0$; applying the operator $T^{\alpha, \lambda}_{\Psi(t)}$ on both sides, the result follows immediately from (3.4).

Conversely, if (3.8) holds, then applying the operator $TR D^{\alpha, \lambda}_{\Psi(t)}$ on both sides of (3.8) gives

\[
TR D^{\alpha, \lambda}_{\Psi(t)} [f(t) - g(t)] = \sum_{k=1}^{n} c_k TR D^{\alpha, \lambda}_{\Psi(t)} \left[ e^{-\lambda \Psi(t)} (\Psi(t) - \Psi(0))^{\alpha - k} \right].
\]
By Proposition 3.2 with \( \xi = \alpha - k \geq \alpha - n > -1 \) (here we use the assumption that \( n - 1 < \alpha < n \)) we have

\[
TRD_{0}^{\alpha,\lambda} \Psi(t) [f(t) - g(t)] = \sum_{k=1}^{n} c_{k} \frac{\Gamma(\alpha - k + 1)}{\Gamma(-k + 1)} e^{-\lambda \Psi(t)} (\Psi(t) - \Psi(0))^{-k+1}
\]

\[
= \sum_{k=1}^{n} c_{k}(0) e^{-\lambda \Psi(t)} (\Psi(t) - \Psi(0))^{-k+1} = 0,
\]

using the fact that the entire function \( \Gamma(z) \) is zero when \( z \) is a non-positive integer. Thus, (3.7) is established.

**Theorem 3.17** Let \( \alpha \in (0, \infty) \) and \( \lambda \in \mathbb{R} \) with \( n - 1 < \alpha < n \in \mathbb{N} \). Then, two functions \( f, g \in AC_{\Psi}^{n}[0, b] \) satisfy

\[
TC_{0}D_{\Psi(t)}^{\alpha,\lambda} f(t) = TC_{0}D_{\Psi(t)}^{\alpha,\lambda} g(t), \quad t \in (0, b],
\]

if and only if their difference can be written in the form

\[
f(t) = g(t) + e^{-\lambda \Psi(t)} \sum_{k=0}^{n-1} c_{k} (\Psi(t) - \Psi(0))^{k},
\]

where \( c_{0}, c_{1}, \ldots, c_{n-1} \) are constants given by

\[
c_{k} = \frac{1}{k!} \left[ \frac{1}{\Psi'(t)} \cdot \frac{d}{dt} \right]^{k} \left( e^{\lambda \Psi(t)} [f(t) - g(t)] \right)_{t=0}.
\]

**Proof:** If (3.10) holds, then \( TC_{0}D_{\Psi(t)}^{\alpha,\lambda} [f(t) - g(t)] = 0 \); applying the operator \( TC_{0}D_{\Psi(t)}^{\alpha,\lambda} \) on both sides, the result follows immediately from part (b) of Theorem 3.13.

Conversely, if (3.11) holds, then applying the operator \( TC_{0}D_{\Psi(t)}^{\alpha,\lambda} \) on both sides of (3.11) gives

\[
TC_{0}D_{\Psi(t)}^{\alpha,\lambda} [f(t) - g(t)] = \sum_{k=0}^{n-1} c_{k} TC_{0}D_{\Psi(t)}^{\alpha,\lambda} \left[ e^{-\lambda \Psi(t)} (\Psi(t) - \Psi(0))^{k} \right].
\]

Since \( k < n \) for all \( k \), the \( \alpha^{th} \) \( \Psi \)-tempered derivative of each term in square brackets is zero, so by the definition of the Caputo-type fractional derivative, the whole sum is zero.

**Remark 3.18** Taking \( \lambda = 0 \) in Theorem 3.16 and Theorem 3.17 gives [10, Theorem 6].
4 Mean value theorem and Taylor’s theorem

4.1 Mean value theorems for Ψ-tempered operators

In this subsection, we present three results concerning the Ψ-tempered operators. Each of these can be interpreted as a sort of mean value theorem: firstly for the Ψ-tempered fractional integral, and then respectively for the Ψ-tempered fractional derivatives of Caputo and Riemann–Liouville type.

Theorem 4.1 Let \( \alpha \in (0, \infty) \) and \( \lambda \in \mathbb{R} \). If \( y \in C[0, b] \) and \( t \in (0, b) \), then there exists \( c \in (0, t) \) such that

\[
\begin{align*}
T_{0^+}^{\alpha, \lambda} \Psi(t) y(t) & = (\Psi(t) - \Psi(0))^\alpha e^{-\lambda(\Psi(t) - \Psi(0))} E_{1, \alpha+1} \left( \lambda(\Psi(t) - \Psi(0)) \right) \cdot y(c) \\
& (4.1)
\end{align*}
\]

Proof: By the definition of Ψ-tempered fractional integrals, we have

\[
T_{0^+}^{\alpha, \lambda} \Psi(t) y(t) = \frac{e^{-\lambda(\Psi(t) - \Psi(0))}}{\Gamma(\alpha)} \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^{\alpha-1} e^{\lambda(\Psi(s) - \Psi(0))} y(s) \, ds.
\]

Since \( y \) is continuous, we can use the first mean value theorem for integrals to obtain that there exists \( c \in (0, b) \) such that

\[
T_{0^+}^{\alpha, \lambda} \Psi(t) y(t) = y(c) \cdot T_{0^+}^{\alpha, \lambda} \Psi(t) (1),
\]

and then Proposition 3.7 gives the result. ✷

Remark 4.2 By taking \( \lambda = 0 \) in Theorem 4.1, we obtain [10, Theorem 7].

Corollary 4.3 If \( \alpha \in (0, 1) \), \( \lambda \in \mathbb{R} \) and \( y \in C^1[0, b] \), then for all \( t \in (0, b) \), there exists some \( c \in (0, t) \) such that

\[
\begin{align*}
T_{0^+}^{\alpha, \lambda} \Psi(t) y(c) & = e^{\lambda(\Psi(t) - \Psi(0))} y(t) - y(0) \\
& \frac{(\Psi(t) - \Psi(0))^{\alpha-1}}{\Gamma(\alpha)} \left[ \int_{0^+}^{\alpha-1} \Psi(t) \left( e^{\lambda(\Psi(s) - \Psi(0))} y(t) \right) \right]_{t=0}.
\end{align*}
\]

Proof: This follows from substituting \( T_{0^+}^{\alpha, \lambda} \Psi(t) y \) instead of \( y \) in Theorem 4.1 and using part (b) of Theorem 3.13 to simplify the left-hand side of (4.1). ✷

Corollary 4.4 If \( \alpha \in (0, 1) \) and \( \lambda \in \mathbb{R} \) and \( y \in C^1[0, b] \), then for all \( t \in (0, b) \), there exists some \( c \in (0, t) \) such that

\[
\begin{align*}
T_{0^+}^{\alpha, \lambda} \Psi(t) y(c) & = e^{\lambda(\Psi(t) - \Psi(0))} y(t) - \frac{(\Psi(t) - \Psi(0))^{\alpha-1}}{\Gamma(\alpha)} \left[ \int_{0^+}^{\alpha-1} \Psi(t) \left( e^{\lambda(\Psi(s) - \Psi(0))} y(t) \right) \right]_{t=0}.
\end{align*}
\]

Proof: This follows from substituting \( T_{0^+}^{\alpha, \lambda} \Psi(t) y \) instead of \( y \) in Theorem 4.1 and using (3.4) to simplify the left-hand side of (4.1). ✷
4.2 Taylor’s theorem in the setting of $\Psi$-tempered fractional derivatives

In this subsection, we present two results which can be interpreted as versions of Taylor’s theorem for the $\Psi$-tempered fractional derivative operators, of Caputo and Riemann–Liouville type respectively. The proofs are following the lines of [42, 43].

**Theorem 4.5** Let $\alpha \in (0, 1)$, $\lambda \in \mathbb{R}$, $n \in \mathbb{N}$, and $f$ be any function such that $T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} f$ exists and is continuous for all $k = 0, 1, 2, \cdots, n + 1$. Then, for all $t \in [0, b]$, we have

$$f(t) = e^{-\lambda(\Psi(t)-\Psi(0))} \left\{ \sum_{k=0}^{n} \frac{(\Psi(t) - \Psi(0))^{k\alpha}}{\Gamma(k\alpha + 1)} \cdot T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} f(0) \right. + \left. (\Psi(t) - \Psi(0))^{(n+1)\alpha} E_{1, (n+1)\alpha+1}(\lambda(\Psi(t)-\Psi(0))) \cdot (T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda})^{n+1} f(c) \right\},$$

for some $c \in (0, t)$.

**Proof:** Firstly, we find the difference between the functions given by

$$\left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(t)$$

for different values of $k$. Using the semigroup property ([26]) for $\Psi$-tempered integrals and part (b) of Theorem [3.13] in the case $n = 1$, we obtain:

$$\left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(t) - \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k+1} \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k+1} f(t)$$

$$= T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(t) - T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(t)$$

$$= T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(t)$$

$$- \left\{ \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(t) - e^{-\lambda(\Psi(t)-\Psi(0))} \cdot \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(0) \right\}$$

$$= \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} e^{-\lambda(\Psi(t)-\Psi(0))} \right) \cdot \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(0)$$

$$= \left( e^{-\lambda(\Psi(t)-\Psi(0))} \cdot T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right) \cdot \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(0)$$

$$= e^{-\lambda(\Psi(t)-\Psi(0))} \frac{(\Psi(t) - \Psi(0))^{k\alpha}}{\Gamma(k\alpha + 1)} \cdot \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(0).$$

Summing this result over $k$ from 0 to $n$, we obtain

$$f(t) - \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{n+1} \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{n+1} f(t)$$

$$= e^{-\lambda(\Psi(t)-\Psi(0))} \sum_{k=0}^{n} \frac{(\Psi(t) - \Psi(0))^{k\alpha}}{\Gamma(k\alpha + 1)} \cdot \left( T_{0}^{\rho}D_{\Psi(t)}^{\alpha, \lambda} \right)^{k} f(0). \quad (4.2)$$
By Theorem 4.1 there exists \( c \in (0, t) \) such that
\[
\left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{n+1} \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{n+1} f(t) \\
= (\Psi(t) - \Psi(0))^{(n+1)\alpha} e^{-\lambda(\Psi(t)-\Psi(0))} E_{1,(n+1)\alpha+1} \left( \lambda(\Psi(t) - \Psi(0)) \right) \cdot \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{n+1} f(c).
\]
(4.3)

Using the equation (4.3) in the equation (4.2), we obtain the stated result.

\[\square\]

**Theorem 4.6** Let \( \alpha \in (0, 1), \lambda \in \mathbb{R}, n \in \mathbb{N}, \) and \( f \) be any function such that \( T_{\rho, \Gamma (0)}^{\alpha, \lambda} f \) exists and is continuous for all \( k = 0, 1, 2, \cdots, n + 1 \). Then, for all \( t \in [0, b] \), we have
\[
f(t) = e^{-\lambda(\Psi(t)-\Psi(0))} \left\{ \sum_{k=0}^{n} \frac{\left( \Psi(t) - \Psi(0) \right)^{(k+1)\alpha-1}}{\Gamma((k+1)\alpha)} \left[ T^{1-\alpha}_{\rho, \Gamma (0)} \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t) \right] \right\} \\
+ (\Psi(t) - \Psi(0))^{(n+1)\alpha} E_{1,(n+1)\alpha+1} \left( \lambda(\Psi(t) - \Psi(0)) \right) \cdot \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{n+1} f(c),
\]
for some \( c \in (0, t) \).

**Proof:** Firstly, we find the difference between the functions given by
\[
\left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t)
\]
for different values of \( k \). Using the semigroup property (2.6) for \( \Psi \)-tempered integrals, and then the property (3.4) and Proposition 3.2, we obtain:

\[
T^{\alpha, \lambda}_{\rho, \Gamma (0)} \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t) - T^{\alpha, \lambda}_{\rho, \Gamma (0)} \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k+1} f(t) = T^{\alpha, \lambda}_{\rho, \Gamma (0)} \left[ \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t) - T_{\rho, \Gamma (0)}^{\alpha, \lambda} \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t) \right] \]

\[
= T^{\alpha, \lambda}_{\rho, \Gamma (0)} \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t) - \left\{ \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t) \right\} \\
- e^{-\lambda(\Psi(t)-\Psi(0))^{\alpha-1}} \left[ \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t) \right] \left\{ \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{k} f(t) \right\} \right\}_{t=0}
\]

Summing this result over \( k \) from 0 to \( n \), we obtain
\[
f(t) - \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{n+1} \left( T_{\rho, \Gamma (0)}^{\alpha, \lambda} \right)^{n+1} f(t)
\]
\[ e^{-\lambda \psi(t)} \sum_{k=0}^{n} \frac{(\psi(t) - \psi(0))^{(k+1)\alpha-1}}{\Gamma((k+1)\alpha)} \cdot \left[ e^{\lambda \psi(t)} \left( \mathcal{T}R_{0}^{\alpha,\lambda,\psi(t)} y \right) \right]_{t=0}^{f(t)}. \] (4.4)

By Theorem 4.1, there exists \( c \in (0, t) \) such that
\[ \left( \mathcal{T}R_{0}^{\alpha,\lambda,\psi(t)} \right)^{n+1} \left( \mathcal{I}_{0}^{1-\alpha,\lambda,\psi(t)} e^{-\lambda \psi(t)} \right) \left( \mathcal{I}_{0}^{1-\alpha,\lambda,\psi(t)} f \right) \left( c \right). \] (4.5)

Using the equation (4.5) in the equation (4.4), we obtain the stated result. \( \square \)

5 Fractional differential equations

As far as the matter of solving fractional differential equations is concerned, there are numerous possible methods and even different types of conclusions that can be drawn, from exact constructed solutions to approximate numerical solutions to qualitative properties of solutions to simplify the existence and uniqueness of solutions. In the current section, we will consider how such studies and results can be done in the setting of \( \Psi \)-tempered fractional differential equations.

5.1 Existence and uniqueness of solutions

Often, existence and uniqueness are proved by using fixed point theorems such as the Banach contraction principle, and a useful tool enabling us to apply such theorems is to find equivalences between fractional initial value problems and fractional integral equations. In the setting of \( \Psi \)-tempered fractional differential equations, we shall first prove two such equivalences, one for Riemann–Liouville type differential equations and one for Caputo type differential equations, and then proceed to prove existence-uniqueness theorems using the Banach contraction principle.

**Theorem 5.1** Let \( \alpha \in (0, 1) \), \( \lambda \in \mathbb{R} \), and \( f : (0, b] \times \mathbb{R} \rightarrow \mathbb{R} \) be a function such that \( f(\cdot, y(\cdot)) \in C_{1-\alpha} ; \psi([0, b], \mathbb{R}) \), for every \( y \in C_{1-\alpha} ; \psi([0, b], \mathbb{R}) \). Then, the \( \Psi \)-tempered fractional differential equation of Riemann–Liouville type
\[ \mathcal{T}R_{0}^{\alpha,\lambda,\psi(t)} y(t) = f(t, y(t)), \quad t \in (0, b], \] (5.1)

with initial condition
\[ \left[ \mathcal{T}I_{0}^{1-\alpha,\lambda,\psi(t)} \left( e^{\lambda \psi(t)} y(t) \right) \right]_{t=0} = y_{0} \in \mathbb{R}, \] (5.2)
is equivalent to the fractional integral equation

\[ y(t) = y_0 e^{-\lambda \Psi(t)} \frac{(\Psi(t) - \Psi(0))^{\alpha - 1}}{\Gamma(\alpha)} + \mathcal{T}_0^{\alpha, \lambda} \int_{\Psi(t)}^\Psi f(t, y(t)), \quad t \in (0, b], \]  

(5.3)

both to be solved for functions \( y \in C_{1-\alpha; \Psi([0, b], \mathbb{R}).} \)

Proof: The corresponding result for \( \Psi \)-Riemann–Liouville fractional integro-differential equations is an immediate consequence of setting \( \beta = 0 \) in the equivalence between \eqref{22}–\eqref{23} and \eqref{26}. Then, using this result together with the conjugation relations given by Proposition \ref{2.3} we obtain the required result. \[ \square \]

Theorem 5.2 Let \( \alpha \in (0, 1), \lambda \in \mathbb{R}, \) and \( f \in C([0, b] \times \mathbb{R}, \mathbb{R}). \) Then, the \( \Psi \)-tempered fractional differential equation of Caputo type

\[ T_0^{\alpha, \lambda} \mathcal{D}_{\Psi(t)}^{\alpha, \lambda} y(t) = f(t, y(t)), \quad t \in (0, b], \]  

(5.4)

with initial condition

\[ y(0) = y_0 \in \mathbb{R}, \]  

(5.5)

is equivalent to the fractional integral equation

\[ y(t) = e^{-\lambda (\Psi(t) - \Psi(0))} y_0 + T_0^\alpha \mathcal{D}_{\Psi(t)}^{\alpha, \lambda} f(t, y(t)), \quad t \in [0, b], \]  

(5.6)

both to be solved for functions \( y \in AC_\Psi[0, b]. \)

Proof: Using the result proved in [44] Theorem 2] together with the conjugation relations given by Proposition \ref{2.3} we obtain the required result. \[ \square \]

Theorem 5.3 Let \( \alpha, \lambda, f \) be as in Theorem 5.1 and further assume that \( \alpha \in \left(\frac{1}{2}, 1\right), \lambda \geq 0 \) and that \( f \) satisfies the following Lipschitz condition with respect to the second variable, for some fixed \( L > 0: \)

\[ |f(t, u) - f(t, v)| \leq L |u - v|, \quad u, v \in \mathbb{R}, \quad t \in [0, b]. \]  

(5.7)

Then, the initial value problem \( 5.1 \)–\( 5.2 \) has a unique solution \( y \in C_{1-\alpha; \Psi([0, b], \mathbb{R}),} \)

provided that the constant \( L \) is less than

\[ \frac{\Gamma(2\alpha)}{\Gamma(\alpha)} \frac{(\Psi(b) - \Psi(0))^{-\alpha}}{e^{-\lambda \Psi(b)}}. \]  

(5.8)
Proof: Consider the operator $B : C_{1-\alpha; \psi}([0, b], \mathbb{R}) \rightarrow C_{1-\alpha; \psi}([0, b], \mathbb{R})$ defined by

$$B y(t) = (\psi(t) - \psi(0))^{\alpha-1} e^{-\lambda \psi(t) \frac{y}{\Gamma(\alpha)}} + \frac{e^{-\lambda \psi(t)}}{\Gamma(\alpha)} \int_0^t \psi'(s) (\psi(t) - \psi(s))^{\alpha-1} e^{\lambda \psi(s)} f(s, y(s)) \, ds, \quad t \in (0, b].$$

Then, the equation (5.4) can be written as $y = By$.

For any $u, v \in C_{1-\alpha; \psi}[0, b]$ and $t \in [0, b]$, we have

$$\left| (\psi(t) - \psi(0))^{1-\alpha} (Bu(t) - Bv(t)) \right| \leq \frac{(\psi(t) - \psi(0))^{1-\alpha} e^{-\lambda \psi(t)}}{\Gamma(\alpha)} \int_0^t \psi'(s) (\psi(t) - \psi(s))^{\alpha-1} e^{\lambda \psi(s)} |f(s, u(s)) - f(s, v(s))| \, ds.$$  

Using the Lipschitz condition (5.7) along with the non-decreasing nature of $\psi$ on $[0, b]$, we obtain

$$\left| (\psi(t) - \psi(0))^{1-\alpha} (Bu(t) - Bv(t)) \right| \leq \frac{L(\psi(b) - \psi(0))^{1-\alpha} e^{\lambda \psi(b)}}{\Gamma(\alpha)} \int_0^t \psi'(s) (\psi(t) - \psi(s))^{\alpha-1} e^{\lambda \psi(s)} (\psi(s) - \psi(0))^{\alpha-1} \cdot \left| (\psi(s) - \psi(0))^{1-\alpha} (u(s) - v(s)) \right| \, ds$$

$$\leq L(\psi(b) - \psi(0))^{1-\alpha} e^{\lambda \psi(b)} \int_0^t \psi'(s) (\psi(t) - \psi(s))^{\alpha-1} \left| u - v \right|_{C_{1-\alpha; \psi}[0, b]}$$

$$= L(\psi(b) - \psi(0))^{1-\alpha} e^{\lambda \psi(b)} \cdot \frac{\Gamma(\alpha)}{(2\alpha)} (\psi(t) - \psi(0))^{2\alpha-1} \left| u - v \right|_{C_{1-\alpha; \psi}[0, b]}$$

$$\leq L \frac{\Gamma(\alpha)}{(2\alpha)} e^{\lambda \psi(b)} \frac{(\psi(b) - \psi(0))^{\alpha}}{\Gamma(2\alpha)} \left| u - v \right|_{C_{1-\alpha; \psi}[0, b]}.$$  

Note that the non-decreasing nature of $\psi$ together with the condition $\alpha > \frac{1}{2}$ is used to conclude that $(\psi(t) - \psi(0))^{2\alpha-1} \leq (\psi(b) - \psi(0))^{2\alpha-1}$. Taking the supremum over $t \in (0, b]$, we obtain

$$\|Bu - Bv\|_{C_{1-\alpha; \psi}[0, b]} \leq L \frac{\Gamma(\alpha)}{(2\alpha)} e^{\lambda \psi(b)} \frac{(\psi(b) - \psi(0))^{\alpha}}{\Gamma(2\alpha)} \|u - v\|_{C_{1-\alpha; \psi}[0, b]}.$$  

If $L$ is less than the expression (5.8), this means $B$ is a contraction. Then, by the Banach contraction principle, the initial value problem (5.1)–(5.2) has a unique solution $y \in C_{1-\alpha; \psi}[0, b]$.  

\[\square\]

**Theorem 5.4** If $\alpha, f$ are as in Theorem 5.2, $\lambda \geq 0$ and $f$ satisfies the Lipschitz condition (5.7), then the initial value problem (5.4)–(5.5) has a unique solution $y \in AC_{\psi}[0, b]$, provided that $L$ is less than

$$\frac{\Gamma(\alpha + 1)}{\Gamma(\alpha)} (\psi(b) - \psi(0))^{\alpha} e^{-\lambda (\psi(b) - \psi(0))}.$$  

(5.9)
Proof: Consider the Banach space of continuous functions $C = AC_{\Psi}[0, b]$, endowed with the supremum norm $\|\cdot\|_{\infty}$, and define the operator $\mathcal{B} : C \rightarrow C$ by

$$
\mathcal{B}y(t) = e^{-\lambda(\Psi(t)-\Psi(0))} y_0 + \frac{e^{-\lambda\Psi(t)}}{\Gamma(\alpha)} \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^\alpha - 1 e^{\lambda\Psi(s)} f(s, y(s)) \, ds, \quad t \in [0, b].
$$

Then, the equation (5.6) can be written as $y = \mathcal{B}y$.

For any $u, v \in C$ and $t \in [0, b]$, we have

$$
|\mathcal{B}u(t) - \mathcal{B}v(t)| \leq \frac{e^{-\lambda\Psi(t)}}{\Gamma(\alpha)} \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^\alpha - 1 e^{\lambda\Psi(s)} |f(s, u(s)) - f(s, v(s))| \, ds.
$$

Using the Lipschitz condition (5.7) along with the non-decreasing nature of $\Psi$ on $[0, b]$, we obtain

$$
|\mathcal{B}u(t) - \mathcal{B}v(t)| \leq L \frac{e^{\lambda\Psi(b)-\Psi(0)}}{\Gamma(\alpha + 1)} \int_0^t (\Psi(b) - \Psi(0))^\alpha - 1 (\Psi(t) - \Psi(0))^\alpha \, ds.
$$

Taking the supremum over $t \in (0, b)$, this gives

$$
\|\mathcal{B}u - \mathcal{B}v\|_{\infty} \leq L \frac{e^{\lambda\Psi(b)-\Psi(0)}}{\Gamma(\alpha + 1)} \|u - v\|_{\infty}.
$$

If $L$ is less than the expression (5.9), this means $\mathcal{B}$ is a contraction. Then, by the Banach contraction principle, the initial value problem (5.4)–(5.5) has a unique solution $y \in AC_{\Psi}[0, b]$.

\[ \square \]

5.2 Grönwall’s inequality and stability results

**Theorem 5.5** Let $\alpha \in (0, \infty)$ and $\lambda \in \mathbb{R}$. Assume that $u, v \in L^1([0, b], \, d\Psi)$ are non-negative and $w : [0, b] \rightarrow \mathbb{R}_0^+ = [0, \infty)$ is non-negative, non-decreasing, and continuous. If

$$
u(t) \leq v(t) + \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^\alpha - 1 e^{-\lambda(\Psi(t)-\Psi(s))} u(s) \, ds, \quad t \in [0, b],
$$

then

$$
u(t) \leq v(t) + \sum_{k=1}^{\infty} \frac{\Gamma(\alpha + k)}{\Gamma(\alpha k)} \int_0^t \Psi'(s) (\Psi(t) - \Psi(s))^\alpha - 1 e^{-\lambda(\Psi(t)-\Psi(s))} v(s) \, ds, \quad t \in [0, b].$$
Proof: If we consider \( \rho = 1 \) in [35, Theorem 11], we recover the following Gr"onwall’s inequality for non-negative \( p, q \in L^1[a, B] \) and non-negative non-decreasing continuous \( g : [a, B] \to \mathbb{R}_0^+ \): if
\[
p(t) \leq q(t) + \Gamma(\alpha) \cdot g(t) \cdot \frac{T q^{\alpha,\lambda}}{a_t} p(t), \quad t \in [a, B],
\] (5.10)
then
\[
p(t) \leq q(t) + \sum_{k=1}^{\infty} \left[ \Gamma(\alpha) \cdot g(t) \right]^k \cdot \frac{T q^{\alpha,\lambda}}{a_t} q(t), \quad t \in [a, B].
\] (5.11)

Defining \( p = Q^{-1}_w u, \quad q = Q^{-1}_w v, \quad g = Q^{-1}_w w, \) and also \( a = \Psi(0) \) and \( B = \Psi(b) \), in equations (5.10)–(5.11), and using the fact that
\[
\frac{T q^{\alpha,\lambda}}{a_t} = \left( \frac{T q^{\alpha,\lambda}}{a_t} \circ Q^{-1}_w \right) u = \left( \frac{T q^{\alpha,\lambda}}{0^\alpha \Psi(t)} \circ Q^{-1}_w \right) u = \left( \frac{T q^{\alpha,\lambda}}{0^\alpha \Psi(t)} u \right) \Psi^{-1},
\] we get the required result by using the conjugation relations given in Proposition 2.3. \( \square \)

**Remark 5.6** In the special case \( \lambda = 0 \), we obtain the result of [30, Theorem 3]. Further, if we assume \( v \) is a non-decreasing function, we obtain the following result (which is [30, Corollary 2] in the case \( \lambda = 0 \)):
\[
u(t) \leq v(t) E_{\alpha} (w(t) \Gamma(\alpha) (\Psi(t) - \Psi(0))^\alpha), \quad t \in [0, b].
\] (5.12)

We can use the above result to establish some Ulam type stabilities for the equation (5.4). Firstly, we write down some required definitions, following Wang et al. [46], for the various stabilities to be investigated.

**Definition 5.1** Let \( \alpha \in (0, 1), \ \lambda \in \mathbb{R}, \) and \( f \in C ([0, b] \times \mathbb{R}, \mathbb{R}) \).

The equation (5.4) is said to be Ulam–Hyers stable if there exists a constant \( \phi_f > 0 \), such that for each \( \varepsilon > 0 \) and for each \( z \in AC_{\Psi}[0, b] \) satisfying the inequality
\[
\left| T_{0^\alpha \Psi(t)} z(t) - f(t, z(t)) \right| \leq \varepsilon, \quad t \in (0, b],
\] (5.13)
there exists a solution \( y \in AC_{\Psi}[0, b] \) of the equation (5.4) with
\[
\|z - y\|_\infty \leq \phi_f \varepsilon.
\]

The equation (5.4) is said to be generalised Ulam–Hyers stable if there exists a function \( \xi_f \in C(\mathbb{R}_0^+, \mathbb{R}_0^+) \) with \( \xi_f(0) = 0 \), such that for each \( \varepsilon > 0 \) and for each \( z \in AC_{\Psi}[0, b] \) satisfying the inequality (5.13), there exists a solution \( y \in AC_{\Psi}[0, b] \) of the equation (5.4) with
\[
\|z - y\|_\infty \leq \xi_f(\varepsilon).
\]
Definition 5.2 Let $\alpha \in (0, 1)$, $\lambda \in \mathbb{R}$, and $f \in C([0, b] \times \mathbb{R}, \mathbb{R})$.

The equation (5.4) is said to be Ulam–Hyers–Rassias stable, with respect to a given function $\Omega \in C([0, b], \mathbb{R}_+)$, if there exists a constant $\phi_{f, \Omega} > 0$ such that for each $\varepsilon > 0$ and for each $z \in AC_{\Psi}[0, b]$ satisfying the inequality
\[
\left| T_{C_{\Psi(t)}^0}^{\alpha, \lambda} z(t) - f(t, z(t)) \right| \leq \varepsilon \Omega(t), \quad t \in (0, b],
\] (5.14)
there exists a solution $y \in AC_{\Psi}[0, b]$ of the equation (5.4) with
\[
|z(t) - y(t)| \leq \phi_{f, \Omega} \Omega(t), \quad t \in [0, b].
\]

The equation (5.4) is said to be generalised Ulam–Hyers–Rassias stable, with respect to a given function $\Omega \in C([0, b], \mathbb{R}_+)$, if there exists a function $C_{f, \Omega} > 0$ such that for each $\varepsilon > 0$ and for each $z \in AC_{\Psi}[0, b]$ satisfying the inequality
\[
\left| T_{C_{\Psi(t)}^0}^{\alpha, \lambda} z(t) - f(t, z(t)) \right| \leq \Omega(t), \quad t \in (0, b],
\] (5.15)
there exists a solution $y \in AC_{\Psi}[0, b]$ of the equation (5.4) with
\[
|z(t) - y(t)| \leq \phi_{f, \Omega} \Omega(t), \quad t \in [0, b].
\]

Theorem 5.7 If $\alpha, \lambda, f$ are as in Theorem 5.4, and if $\Omega \in C([0, b], \mathbb{R}_+)$ is a non-decreasing function and $K > 0$ is a constant such that
\[
T_{C_{\Psi(t)}^0}^{\alpha, \lambda} \Omega(t) \leq K \Omega(t), \quad t \in (0, b],
\] (5.16)
then the fractional differential equation (5.4) is Ulam–Hyers–Rassias stable with respect to $\Omega$.

Proof: Fix $\varepsilon > 0$, and let $z \in AC_{\Psi}[0, b]$ be any solution of the inequality
\[
\left| T_{C_{\Psi(t)}^0}^{\alpha, \lambda} z(t) - f(t, z(t)) \right| \leq \varepsilon \Omega(t), \quad t \in (0, b].
\] (5.17)
Then, we can define $w \in AC_{\Psi}[0, b]$ such that
\[
T_{C_{\Psi(t)}^0}^{\alpha, \lambda} z(t) = f(t, z(t)) + w(t), \quad t \in [0, b],
\] (5.18)
and $|w(t)| \leq \varepsilon \Omega(t)$, for all $t \in (0, b]$. Now, let $y \in AC_{\Psi}[0, b]$ be a solution of the following initial value problem:
\[
\begin{cases}
T_{C_{\Psi(t)}^0}^{\alpha, \lambda} y(t) = f(t, y(t)), \quad t \in (0, b], \\
y(0) = z(0),
\end{cases}
\] (5.19)
which we know exists (uniquely) by Theorem 5.4. Also, by Theorem 5.2, the equivalent fractional integral equation to (5.19) is
\[ y(t) = e^{-\lambda(\Psi(t) - \Psi(0))} z(0) + \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} f(t, y(t)), \quad t \in [0, b], \] (5.20)
while the solution of the equation (5.18) is given by
\[ z(t) = e^{-\lambda(\Psi(t) - \Psi(0))} z(0) + \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} f(t, z(t)) + \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} w(t), \quad t \in [0, b]. \] (5.21)

From equation (5.21) and inequality (5.16), we have
\[
\left| z(t) - e^{-\lambda(\Psi(t) - \Psi(0))} z(0) - \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} f(t, z(t)) \right| \leq \epsilon \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} \Omega(t) \\
\leq \epsilon K \Omega(t).
\]

Using this together (5.20) and the Lipschitz condition (5.7), for each \( t \in [0, b] \) we have
\[
|z(t) - y(t)| = |z(t) - \left[ e^{-\lambda(\Psi(t) - \Psi(0))} z(0) + \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} f(t, y(t)) \right] | \\
\leq \left| z(t) - e^{-\lambda(\Psi(t) - \Psi(0))} z(0) - \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} f(t, z(t)) \right| + \left| \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} f(t, z(t)) - \frac{T_{0^+}^{\alpha,\lambda}}{0^+\Psi(t)} f(t, y(t)) \right| \\
\leq \epsilon K \Omega(t) + L \frac{1}{\Gamma(\alpha)} \int_a^t \Psi'(s) (\Psi(t) - \Psi(s))^{\alpha-1} e^{-\lambda(\Psi(t) - \Psi(s))} |f(s, z(s)) - f(s, y(s))| \, ds \\
\leq \epsilon K \Omega(t) + L \frac{1}{\Gamma(\alpha)} \int_a^t \Psi'(s) (\Psi(t) - \Psi(s))^{\alpha-1} |z(s) - y(s)| \, ds.
\]

Applying the corollary (5.12) of Grönwall’s inequality, with \( u(t) = |z(t) - y(t)| \) and \( v(t) = \epsilon K \Omega(t) \) and \( w(t) = L \frac{1}{\Gamma(\alpha)} \), we obtain
\[
|z(t) - y(t)| \leq \epsilon K \Omega(t) E_\alpha \left( L (\Psi(t) - \Psi(0))^{\alpha} \right) \\
\leq \epsilon \phi_{f,\Omega} \Omega(t), \quad t \in [0, b],
\] (5.22)

where \( \phi_{f,\Omega} := K E_\alpha \left( L (\Psi(b) - \Psi(0))^{\alpha} \right) \). Thus, the equation (5.4) is Ulam–Hyers–Rassias stable with respect to \( \Omega \).

Corollary 5.8 Assuming the same conditions as in Theorem 5.7, we have the following immediate consequences of the above result on Ulam–Hyers–Rassias stability.

1. Putting \( \epsilon = 1 \), we get that the equation (5.4) is generalised Ulam–Hyers–Rassias stable.

2. Putting \( \Omega(t) = 1 \), we get that the equation (5.4) is Ulam–Hyers stable.

3. Putting \( \Omega(t) = 1 \) and \( \xi_f(\epsilon) = \epsilon \phi_{f,1} \), we get that the equation (5.4) is generalised Ulam–Hyers stable.
6 Conclusions and future directions

In this paper, we have continued the development of tempered fractional calculus with respect to functions, which was first introduced in a previous paper of the last two authors with their collaborators [34] and which forms the unique intersection of two general classes of operators (fractional calculus with general analytic kernels with respect to functions, and weighted fractional calculus with respect to functions) as well as a unique extension of two useful types of operators (those of tempered fractional calculus and those of fractional calculus with respect to functions) both of which have found applications in the study of continuous time random walks.

The results of the current paper might form the theoretical foundations for further developing and studying the fractional calculus of tempered operators of a function with respect to another function, as well as for solving and analysing fractional differential equations involving these operators. Some nonlinear ordinary differential equations have already been studied here, with existence-uniqueness theorems and stability theorems being established, but further extensions of these studies are possible, such as proving qualitative properties and bounds, as well as constructing explicit solutions in some special cases by other methods. Partial differential equations involving $\Psi$-tempered operators could also be studied.

Another natural extension would be to consider the calculus of tempered Hilfer fractional derivatives with respect to functions. These operators would be related to the classical Hilfer derivatives [5] by conjugation relations exactly analogous to those in Proposition 2.3, so many results concerning them could be proved very easily. Hilfer-type $\Psi$-tempered fractional differential equations could also be studied, and some results pertaining to existence, uniqueness, and stability for such equations will be published in a forthcoming paper along with the basic theory of the aforesaid operators.
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