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Abstract—Images captured in snowy days suffer from noticeable degradation of scene visibility, which degenerates the performance of current vision-based intelligent systems. Removing snow from images thus is an important topic in computer vision. In this paper, we propose a Deep Dense Multi-Scale Network (DDMSNet) for snow removal by exploiting semantic and geometric priors. As images captured in outdoor often share similar scenes and their visibility varies with depth from camera, such semantic and geometric information provides a strong prior for snowy image restoration. We incorporate the semantic and geometric maps as input and learn the semantic-aware and geometry-aware representation to remove snow. In particular, we first create a coarse network to remove snow from the input images. Then, the coarsely desnowed images are fed into another network to obtain the semantic and geometric labels. Finally, we design a DDMSNet to learn semantic-aware and geometry-aware representation via a self-attention mechanism to produce the final clean images. Experiments evaluated on public synthetic and real-world snowy images verify the superiority of the proposed method, offering better results both quantitatively and qualitatively.

Index Terms—Snow removal, semantic segmentation, geometric prior, dense multi-scale network.

1 INTRODUCTION

As a common weather condition, snow can greatly affect the visibility of scene and objects in captured images. Its presence not only leads to poor visual quality but also degrades the performance of subsequent image processing tasks, like object detection [1], object tracking [2] and scene analysis [3]. Therefore, snow removal from images is an important task and has attracted increasing attention in the computer vision community.

Compared with its counterpart task of image deraining, the snow removal is more challenging due to two reasons. Firstly, although the rain can also affect the visibility of objects in the scene, it is transparent which provides more scene information to remove rain and recover the high-quality clean images. On the contrary, the snow is opaque which makes it difficult for desnowing models to recover the occluded regions. Secondly, based on the definition of [4], we consider only removing the snowflake in the air, rather than the snow falling on the ground or buildings. Because only the snowflake in the air can cover objects and has obviously negative impact on the vision-based intelligent systems. Therefore, it is important for snow removal models to understand semantic [5] and geometry information.

Existing single image desnowing methods adopt image priors [6] or develop deep convolutional neural network (CNN) [7] to remove snow via learning a snow map or directly transferring the snowy images to their corresponding clean versions. Though the current state-of-the-art methods have achieved great success in snow removal, they ignore the geometric information which can affect the visibility of the same between the camera and objects, and the semantic information which can help to remove the snow in the air through understanding scenes. In addition, most of them focus on removing snow, but ignore to fill in the regions which are occluded by snow. Therefore, the recovered images fail to remove heavy snow and exhibit bad details.

To this end, we design a new deep CNN for snow removal via learning semantic-aware and geometry-aware representation. We leverage the semantic and geometric information as priors to train a deep learning based framework. The proposed framework consists of four sub-networks: a coarse snow removal network, a semantic segmentation network, a depth estimation network, and DDMSNet. The snowy images are first fed into the coarse snow removal network to generate the coarsely desnowed images, which are then utilized to predict semantic segmentation and depth maps via a pre-trained semantic segmentation network and a depth estimation network. In order to generate finer results, a DDMSNet is proposed. Different from the traditional multi-scale networks, the DDMSNet applies dense connections between different scales in different dimensions, thus is able to achieve better performance to recover clean images with better details. In addition, DDMSNet takes the coarsely desnowed images, maps of semantic segmentation and depth as input to calculate the semantic-aware and geometry-aware representation in an attention guided manner to restore clean images.

Moreover, considering that the snow always degrades the quality of images captured in the outdoor scenarios,
which significantly deteriorates the performance of various core applications in autonomous driving, we create two new datasets specialized for street scenarios. These two datasets can be conveniently employed to evaluate algorithms of autonomous driving in the condition of snow. Along with another public dataset, the proposed method achieves the state-of-the-art performance for the task of snow removal.

Overall, the contributions of our method are summarized as follows.

- Firstly, we propose a deep dense multi-scale network, named DDMSNet, for single image desnowing. Different from previous multi-scale networks, which mainly capture features from pixel-level input, the proposed DDMSNet can extract multi-scale representation from pixel-level and feature-level input.

- Secondly, we exploit to use semantic and geometric information as priors for snow removal. Under a map-guided scheme, semantic and geometric features are obtained in different stages to help remove snow and recover clean images.

- Thirdly, the two datasets we created will benefit research in the community. Experiments on three datasets show that the proposed method achieves the state-of-the-art performance on snow removal. Meanwhile, the desnowed images can improve the performance of many core applications, like semantic segmentation and depth estimation.

2 RELATED WORK

Our work in this paper is closely related to snow removal, rain removal and haze removal, which are briefly introduced respectively in the following.

2.1 Snow Removal

Removing snow from a single image is a highly ill-posed problem. Its formulation can be described as,

\[ O = A \odot M + B \odot (1 - M), \]

where \( O, A, B \) and \( M \) are the observed snowy image, the chromatic aberration map, the latent clean image and the snow mask, respectively.

Traditional methods utilize priors of snow-driven features to recover the clean images from the snowy versions. Bossu et al. [7] use a classical MoG model to separate the foreground from background. Then the snow can be detected from the foreground and removed to recover clean images under the help of HOG features. Similarly, Pei et al. [8] extract features in color space and shape to detect the position of snow to help remove snow. In addition, Rajderkar et al. [9] and Xu et al. [10] employ frequency space separation and color assumptions to model the characteristics of snow for the snow removal task.

Recently, deep learning witnesses great success in low-level image enhancing tasks such as super super-resolution [12], [13], image deblurring [14], [15], [16], [17], image de-raining [4], [18], [19], which also include snow removal. Recently, Liu et al. [4] propose a DesnowNet, which is the first deep learning based method to remove snow from a single image. The DesnowNet adopts translucency and residual generation modules to recover image details obscured by snow. In order to generate realistic desnowed images, Li et al. [20] adopt the GAN framework to restore better details. Li et al. [21] introduce a multi-scale network for snow removal. However, they only consider the different scales in the pixel-level space, ignoring the feature space. More recently, Li et al. [22] use the Network Architecture Search (NAS) framework to obtain a network, which achieves the state-of-the-art performance on snow removal. However, they ignore the semantic and geometric information, which are important priors for image restoration.

2.2 Rain Removal

Image de raining aims to remove the rain from rainy images and recover clean versions. The main difference from snow removal is that the snow is opaque and thus it is more difficult to restore the occluded details. In the recent decades, a set of methods are proposed to successfully remove rain via modeling the physical characteristics of rain [23], [24], [25], [26], [27], [28]. Kang et al. [23] propose a framework to first decompose the rainy images into low-frequency and high-frequency layers, and then use dictionary learning to remove rain in the high frequency layer. Chen et al. [29] and Luo [24] use classified dictionary atoms and discriminative
sparse coding to separate the rain and background. In [25], Li et al. introduce a method to remove rain streaks via Gaussian mixture models.

It also has witnessed further promising achievement by the deep learning based deraining methods [20], [30], [31], [32], [33], [34], [35], [36], [37], [38]. Yang et al. propose a deep CNN model for joint rain detection and removal. Fu et al. [32] develop a deep detail network to remove rain and maintain texture details. However, it is difficult to remove heavy rain. Li et al. [39] introduce a two-stage network to remove heavy rain. The first physics based stage decomposes the entangled rain streaks and rain accumulation, while the second model-free stage includes a conditional GAN to produce the final clean images.

2.3 Haze Removal
Image dehazing [40], [41], [42], [43], [44] aims to remove haze with other additional information such as atmospheric cues [45], [46] and depth information [47], [48].

Early image dehazing methods rely on prior information to estimate the transmission maps and atmospheric light intensity. He et al. [49] calculate a dark channel prior (DCP) based on the statistics of the outdoor images to help estimate the transmission map. Apart from the DCP-based methods [48], [50], [51], [52], the attenuation prior is also utilized to recover clean images. Fattal [53] derives a local formation model to explain the color-line in the context of hazy images and recover clean images. Berman et al. [54] introduce a novel non-local method based on the assumption that images can be present with a few hundreds of colors. Though these methods have shown their effectiveness in image dehazing, their performance in the real-world scene is not satisfied.

With the advance in deep learning methods, recent years have witnessed significant success in image dehazing [55], [56], [57], [58]. Many approaches develop different kinds of CNN models to recover clean images via estimating the transmissions and atmospheric light. Specially, Ren et al. introduce a multi-scale dehazing network to remove haze with the coarse-to-fine scheme. Zhang and Patel [57] and Li et al. [58] build a pyramid network and AOD-Net to estimate the transmission and atmospheric light for image restoration. Cheng et al. [59] propose a deep semantic dehazing network which verifies the effectiveness of semantic information for image dehazing.

3 Our Method
In this section, we first give an overview of the proposed snow removal framework. Then the details of the proposed methodology are introduced.

3.1 Overall
The goal of our work is to remove snow and recover clean images from their corresponding snowy versions. In order to improve the capability of restoration, we introduce the proposed DDMSNet (Sec. 3.2), which is able to extract multi-scale features from multiple dimensional representations. Considering that the semantic and geometric information can provide useful priors, we discuss in Sec. 3.3 and 3.4 how to obtain semantic-aware and geometry-aware representation using a map-guided manner to improve the performance. Finally, the loss functions are represent in Sec. 3.5 to illustrate how to train the proposed framework. Specially, the overall of the framework is shown in Fig. 2. The steps of the procedure are listed as follows.

- A coarse image removal network is built to obtain coarsely desnowed images via reducing snow in the input images.
- A semantic segmentation and a depth estimation network are utilized to extract semantic labels and depth knowledge from the coarsely desnowed images.
- The coarsely desnowed images, semantic labels and depth maps are fed into the DDMSNet. Based on a map-guided manner, semantic-aware and geometry-aware representation are obtained to help remove snow and obtain finer results.

3.2 Network Architecture
Coarse snow removal network. We adopt a coarse-to-fine strategy to handle the task of snow removal. An input snowy image is addressed in a coarse stage and then processed by a fine stage with the semantic and geometry cues. To eliminate the possible negative effects of snow on the subsequent semantic understanding and depth estimation, we firstly in the coarse stage develop a coarse snow removal network to obtain pre-desnowed results, which can be represented as:

\[ Y_c = G_c(O), \]

where \( O, Y_c \), and \( G_c \) are the observed snowy image, coarsely desnowed images and the coarse snow removal network, respectively.

To be specific, the coarse snow removal network consists of three modules, i.e., a pre-processing module, a core module and a post-processing module. The pre-processing module includes one convolutional layer and a residual dense block. The channel number of the output feature map is 16. The core module consists of 5 dense blocks [60]. Each dense block contains 4 convolutional layers. Within each dense block, there are densely connected shortcuts among the convolutional layers. The number of feature maps is 16 in the sequential dense blocks. The feature maps in the same row have the same scale. \( D \) represents the down-sampling module. Therefore, the scale of feature maps in the top row is double to the second row, whose scale is also double to the third row. Following the core module there is a post-processing module, which contains another dense block. This dense block includes 4 convolutional layers with ReLU as the activation function. In addition, there are another two convolutional layers in the post-processing module. The output is an image which is the coarse result of the snow removal.

Deep dense multi-scale network (DDMSNet). In order to obtain finer results, this paper introduces a new multi-scale network, which is shown in the Fig. 3. The backbone in the Fig. 3 can refer to the Fig. 2. We name it as deep dense multi-scale network because it not only extracts multi-scale features from multi-scale RGB images, but also extracts multi-scale features from single-scale RGB images. There are a set of sub-networks in the proposed DDMSNet, each
sub-network corresponding to a scale. Specially, each sub-network consists of a semantic-guided attention module, a transfer module (which is the same as that in Fig. 2(a)) and a depth-guided attention module.

Roughly, in each sub-network of Fig. 3, the semantic-aware module takes a RGB image and its corresponding semantic labels as input. With several convolutional layers and residual dense blocks (RDB) [63] in the semantic-aware module, feature maps are extracted, which are forwarded to the following transfer module to learn how to remove snow. The transfer module is an attention-based multi-scale structure. It takes as input the feature maps generated by the semantic-attention module and extracts three-scale features. As the “Backbone” in Fig. 2 shows, the rows represent different scales and the D in each column are the connections between different scales. Each row consists of five RDB structures and the number of feature maps is fixed during the processing. The columns consist of down-sample and up-sample modules. The down-sample module consists of two convolutional layers to reduce the feature map to its half, while the up-sample module also includes two convolutional layers to increase the number of the feature maps by a factor of 2, whose details can refer to the Fig. 2. In order to concatenate the features from different scales, we adopt a channel attention manner,

\[
F_a = \alpha_r F_r + \beta_c F_c, \quad (3)
\]

where \( F_r \) and \( F_c \) are the features from the row and column, respectively. \( \alpha_r \) and \( \beta_c \) are weights to balance different features. Finally, the geometry-aware module takes the features from the transfer module and geometry labels as input to recover final snow-free images. To be specific, the geometry module consists of 3 layers of convolutional operation, and 3 residual dense blocks. The number of output feature channel is three, corresponding to an RGB image.

### 3.3 Semantic-aware Representation

In this section, we propose a method to explore the semantic information to help remove snow. We first use a pretrained semantic segmentation network [61] to predict semantic labels based on the coarsely desnowed images, and then learn a semantic-aware representation under the guidance of semantic labels. Fig. 4 shows the architecture of the mechanism. It processes the input features and semantic labels. The output is input into a Softmax function to transfer a set of attention weights \( A_1, A_2, ..., A_n \) to \( W_1, W_2, ..., W_n \). Each of them corresponds to a type of objects,
3.4 Geometry-aware Representation

Similar to the method of generating semantic-aware representation, we first use a depth estimation network \cite{62} to obtain depth information based on the coarsely desnowed images. Then the depth information is combined with features extracted from input images to obtain the geometry-aware representation. However, it is different from the above part of semantic-aware representation in terms of two aspects. Firstly, we concatenate the geometry information in the last layer of semantic-aware representation in terms of two aspects. Secondly, the group number in Eq. \ref{eq:4} is set to 8, rather than 30. Finally, the geometry-aware representation is input into two CNN layers to recover clean images.

\[ W_i = \frac{e^{A_i}}{\sum_{c=1}^{n} e^{A_c}}, \]  

(4)

where \( c \) is the channel of features.

The feature map before the semantic-aware representation has 30 channels. We set \( n = 30 \) because the semantic label set has about 30 types of different objects. Therefore, feature maps are divided into 30 groups. The semantic-aware representation is obtained based on \( W \) and feature channels in an element-wise manner. After that, we use group convolution in the 30 groups to process the semantic-aware representation and merge all the features from different groups via a \( 1 \times 1 \) CNN layer.

3.5 Loss Function

We train the coarse snow removal network and the DDM-SNet with a smooth \( L_1 \) and the perceptual loss function. For the coarse desnowing network, the smooth \( L_1 \) loss function can be represented as:

\[ \mathcal{L}_1 = \frac{1}{N} \sum_{x=1}^{N} \sum_{i=1}^{3} Q(I_i'(x) - I_i(x)), \]  

(5)

where

\[ \begin{cases} Q(e) = 0.5e^2, & \text{if } |e| < 1, \\ Q(e) = |e| - 0.5, & \text{otherwise}. \end{cases} \]  

(6)

\( I_i'(x) \) and \( I_i(x) \) are the intensity of the \( i \)-th color channel of pixel \( x \) in the desnowed image and the ground-truth image, respectively. \( N \) is the batch size.

The perceptual loss function is defined as:

\[ \mathcal{L}_p = \frac{1}{CWH} \sum_{c=1}^{C} \sum_{x=1}^{W} \sum_{y=1}^{H} (G(I^{clean}_{x,y,c} - G(I^{de}_{x,y,c}))^2, \]  

(7)

where \( C, W \) and \( H \) are the channel, width and height of feature maps extracted from a pre-trained VGG16 \cite{64}.
model. $I_{\text{clean}}^{x,y,c}$ is the pixel value of clean images at location $(x, y, c)$, and $G(I_{\text{de}})^{x,y,c}$ corresponds to the value of desnowed images.

The loss functions of the DDMSNet are similar to those of the coarse desnowing network. The main differences come from the multi-scale scheme. Therefore, the smooth $L_1$ and perceptual loss functions for DDMSNet are,

$$
L_1^f = \frac{1}{M} \sum_{m=1}^{M} L_1^m, \\
L_p^f = \frac{1}{M} \sum_{m=1}^{M} L_p^m,
$$

(8) (9)

where $M$ is the number of different scales we adopt. We set it as 3 in our paper. Here the superscript $f$ indicates the loss functions are for the fine snow removal network.

The total loss function is defined by combining two different loss functions as follows,

$$
L = L_1 + \beta * L_p,
$$

(10)

where $\beta$ is set to 0.05 in our paper. Note that, the formulation of loss function applies to both the coarse and the fine snow removal networks.

4 EXPERIMENTS

In this section, we evaluate our proposed method on three datasets of snowy images. Considering that the existing datasets such as the Snow100K dataset lack snowy images of street scenes, we firstly create two new datasets of snowy images of street scenes, which are introduced in Sec. 4.1. Then the implementation details of our framework are introduced in Sec. 4.2. We conduct an ablation study to show the effectiveness of different modules in Sec. 4.3. Finally, we compare the proposed method with the state-of-the-art methods on both synthesized snowy images and real-world images to demonstrate its superiority in Sec. 4.4.

4.1 Datasets

SnowKITTI2012 dataset. We first use Photoshop to create a synthetic SnowKITTI2012 dataset based on the public KITTI 2012 dataset [65]. The training and testing sets of the proposed dataset include 1,500 and 1,000 pairs of images, respectively. In order to model different types of snow, each set contains three kinds of snow including light, medium and heavy snow. The size of images in both the training and the testing sets is $884 \times 256$.

SnowCityScapes dataset. The SnowCityScapes dataset is created based on the Cityscapes dataset [66]. The training and testing sets consist of 2,000 and 2,000 pairs of images, respectively. The size of images in both the training and the testing sets is $512 \times 256$. Similar to the SnowKITTI2012 dataset, we also provides three kinds of snowy images.

Snow100K dataset. This dataset is created by Liu et al. [4]. In order to model snowy images, they first produce 5,800 snowy masks and download 100K clean images. Then snowy images are synthesized based on the clean images and snowy masks. This dataset provides three kinds of snow, i.e., small, medium, and large particle sizes. They also provide 1,329 realistic snowy images to evaluate models in terms of generalization in the real world.

4.2 Implementation Details

In this paper, we use a Gaussian distribution with zero mean and a standard deviation of 0.01 to initialize the parameters of our proposed networks. The size of mini-batch during the training stage is set to 8 for updating the models. In order to boost the variance of the data, we augment data by cropping
TABLE 1
Performance comparison of different architectures on the SnowKITTI2012 dataset, in terms of PSNR and SSIM. Here “Small”, “Medium” and “Large” indicate the particle size of the snow.

| Methods          | Small       | Medium     | Large       |
|------------------|-------------|------------|-------------|
| SnowCNN          | 34.94/0.9724| 29.83/0.9396| 31.14/0.9323|
| MSNet            | 36.17/0.9792| 32.61/0.9586| 32.70/0.9473|
| DDMSNet          | 37.99/0.9840| 34.24/0.9677| 34.12/0.9572|
| DDMSNet (+)      | 37.23/0.9841| 34.66/0.9720| 34.16/0.9642|
| DDMSNet(G)       | 38.15/0.9871| 34.54/0.9736| 34.94/0.9691|
| DDMSNet(S)       | 38.89/0.9864| 35.41/0.9740| 35.22/0.9678|
| DDMSNet(G+S)     | 39.53/0.9877| 35.50/0.9745| 35.55/0.9700|

Fig. 6. Exemplar results on the SnowKITTI2012 dataset. From top to bottom: input, DesnowNet, RESCAN, SPANet, and Ours. Best viewed in color.

224 × 224 patches from images at random locations, and randomly flipping them along the horizontal direction. The learning rate is set as $10^{-4}$ and then we decrease it to $10^{-6}$ after the training loss achieves convergence.

4.3 Ablation Study
The proposed DDMSNet has the advantage of extracting dense multi-scale features from the input images. Meanwhile, the semantic-aware and geometry-aware representations provide semantic and geometric priors to help update the DDMSNet to learn how to remove snow and restore clean images. In order to verify their effectiveness, we perform an ablation study by evaluating seven variant networks: SnowCNN, MSNet, DDMSNet, DDMSNet (+), DDMSNet (S), DDMSNet(G) and DDMSNet(S+G).

- **SnowCNN** is a plain CNN network consisting of one convolutional layer, 7 RRDB and another convolutional layer. The input of this model is a pair of (clean and snowy) images of original size without scaling.
- **MSNet** is a multi-scale version of the above SnowCNN architecture. The main difference is that MSNet uses a multi-scale scheme to conduct the snow removal task like [67]. The input images are resized to different scales to help achieve finer results. The sub-networks in different scales share weights in our experiments.
- **DDMSNet** is a dense multi-scale version of the above MSNet architecture. The main difference is that this model not only extracts features from images in different scales, but also extracts multi-scale features from images in a fixed scale.
- **DDMSNet(+)** is a coarse-to-fine version of the above DDMSNet architecture. We first use the SnowCNN to generate coarsely desnowed images and then feed them into the DDMSNet model to obtain finer results.
- **DDMSNet(S)** and **DDMSNet(G)** are two variants of the above DDMSNet(+). They majorly differ from the DDMSNet(+) due to that we use semantic-aware and geometry-aware representations to help update the DDMSNet, respectively.
- **DDMSNet(D+S)** is our final model. The snowy images are fed into a SnowCNN to obtain the coarse results, which are fed into the DDMSNet to learn the semantic-aware and geometry-aware representations to help restore the final clean images.

Fig. [5] and Table [1] show the ablation study results of different variants on the SnowKITTI2012 dataset. In general, both the plain SnowCNN and MSNet achieve reasonable performance, but the performance is inferior when compared with the variants of our DDMSNet. The DDMSNet(+) performs better than the original DDMSNet, suggesting the effectiveness of the “coarse-to-fine” strategy. With ad-
TABLE 2
Performance comparison with state-of-the-art methods on the SnowKITTI2012, SnowCityScapes and Snow100K datasets.

| Dataset         | Snow       | RESCAN     | SPANet     | DesnowNet | Ours       |
|-----------------|------------|------------|------------|-----------|------------|
| **SnowKITTI2012** | Small      | 35.68/0.9735 | 35.90/0.9781 | 32.11/0.9423 | 39.33/0.9877 |
|                 | Medium     | 31.81/0.9489 | 32.08/0.9559 | 29.11/0.8903 | 35.50/0.9740 |
|                 | Large      | 32.33/0.9360 | 32.49/0.9468 | 29.14/0.8663 | 35.55/0.9700 |
| **SnowCityScapes** | Small      | 38.59/0.9815 | 39.66/0.9872 | 35.39/0.9603 | 42.23/0.9913 |
|                 | Medium     | 33.63/0.9627 | 35.73/0.9741 | 33.58/0.9382 | 38.30/0.9826 |
|                 | Large      | 34.24/0.9624 | 35.50/0.9669 | 33.39/0.9148 | 38.60/0.9822 |
| **Snow100K**    | Small      | 31.51/0.9032 | 29.92/0.8260 | 32.33/0.9500 | 34.34/0.9445 |
|                 | Medium     | 29.95/0.8860 | 28.06/0.8680 | 30.87/0.9409 | 32.89/0.9330 |
|                 | Large      | 26.08/0.8108 | 23.70/0.7930 | 27.17/0.8983 | 28.85/0.8772 |

Fig. 7. Exemplar results on the SnowCityScapes dataset. From top to bottom: input, DesnowNet, RESCAN, SPANet and Ours. Best viewed in color.

It is also notable that these variants perform best in the case of small particle size, i.e., light snow. And in general they perform worse when the snow becomes heavier, though with a few inconsistent cases. This is reasonable and consistent with human perception.

4.4 Comparison with Existing Methods
To verify our model, we compare it with the existing state-of-the-art methods on the three datasets described above. To the best of our knowledge, there seems difficult to find existing methods specifically for snow removal, except the DesnowNet [4]. To make the comparison more convincing, we additionally employ two learning-based rain removal approaches, RESCAN [55] and SPANet [68], for the comparison. To adopt to the snow scenery, we retrain their networks with the snow dataset in the comparison.

Table 2 presents the quantitative results of different methods on the three datasets of SnowKITTI2012, SnowCityScapes and Snow100K. It shows that, the RESCAN and SPANet perform better than DesnowNet on the datasets of SnowKITTI2012 and SnowCityScapes, while worse on the...
Snow100K dataset. On all the three datasets, the performance achieved by our proposed method is significantly better than that of the counterparts.

Fig. 6, Fig. 7, and Fig. 8 represent the visual comparison results on the three datasets of SnowKITTI2012, SnowCityScapes and Snow100K. Compared with RESCAN, SPANet and DesnowNet, the results of our method exhibit fewer artifacts. And we achieve the best visually appealing results for snow removal.

4.5 Performance in Real-World Scenarios

In order to further verify the effectiveness of the proposed model in the real-world scenery, we compare the performance of our method with current state-of-the-art methods on real-world snowy images from the dataset of Snow100K. The qualitative results are shown in Fig. 9 which validate that our method outperforms the current methods on real-world snowy images.

5 CONCLUSION

We propose a new multi-scale network, named as Deep Dense Multi-scale Network (DDMSNet), and demonstrate its superior performance for snow removal. We exploit the semantic and geometric information as global priors to better remove snow and restore the clean images. Furthermore, based on the public KITTI and Cityscapes datasets, we synthesize two large-scale snowy datasets for snow removal. Experimental results demonstrate that the proposed method performs better than previous methods and achieves state-of-the-art performance.
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