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Abstract

This discussion paper presents and analyses the main conceptual differences and similarities between the human task of simultaneous interpretation and the statistical approach to machine translation. A psycho-cognitive model of the simultaneous interpretation process is reviewed and compared with the phrase-based statistical machine translation approach. Some interesting differences are identified and their possible implications on machine translation methods are discussed. Finally, the most relevant research problems related to them are identified.

1. Introduction

Nowadays, translation has become an important element of daily life. Indeed, the emergence of modern information and communication technologies and the resulting globalization phenomenon are continuously boosting the need for translation services and applications. Within the context of professional translation, three different types of human translation tasks can be identified:

- **Document translation.** This task refers to the situation in which the professional translator is required to generate a target-language-version of a given source document. In this kind of situations, full understanding of the source material is required and full generation of the target must be accomplished. In general, free translations are acceptable, no specific time constraints are imposed, and the best translation quality is expected.

- **Consecutive interpretation.** This task refers to the situation in which the professional translator is required to mediate the communication between two persons that speaks different languages. The basic communication protocol in this case is based in a turn-taking strategy, in which interlocutors must speak one at a time when they are given the right to speak. In this kind of situations, full understanding of the source material is required and full generation of the target must be ideally accomplished, while a ‘shared’ time constraints exists.

- **Simultaneous interpretation.** This task refers to the situation in which the professional translator is required to translate on-the-fly what other person is saying in a different language. In this case no turn-taking is allowed as the translator is expected to produce the translated speech while the main speaker continues speaking. In these situations, full understanding and full generation is not mandatory, as the interpreter must keep the main speaker’s pace because ‘concurrent’ time constraints exist.

Current machine translation technologies have been theoretically and empirically designed under assumptions related to the first and second categories defined above. As far as we know, only few attempts have been done to apply machine translation to the specific problem of simultaneous interpretation. Indeed, previous research in this area can be traced back to the Vermobil project, as well as to work from Kitano (1991) and Furuse and Iida (1996), who proposed the use of incremental translation. Later on, Mima et al. (1998) developed the idea of example-based incremental transfer.

The main objective of this discussion paper is to highlight the differences and similarities between the human task of simultaneous interpretation and statistical machine translation aiming at proposing
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1 https://en.wikipedia.org/wiki/Verbmobil
a research agenda for problems related to automated simultaneous interpretation. The rest of this discussion paper is structured as follows. First, in section 2, a recently proposed psycho-cognitive model of human simultaneous interpretation is presented along with its possible implications on machine translation. Then, in section 3, a cognitive framework for machine translation based on the described psycho-cognitive model is proposed.

2. Comparative Analysis

Although the translation process might slightly vary from person to person depending on a wide variety of factors, according to recently proposed psychological models of memory and attention (Padilla-Benítez and Bajo 1998), during a simultaneous interpretation task five different subtasks are conducted by the human brain: listening, segmentation, translation, reordering, and utterance production.

2.1 A Model of Simultaneous Interpretation

According to the aforementioned process, a human interpreter segments the input utterance into meaning units, which constitute basic semantic units that can be represented and manipulated at the cognitive level (Oleron and Nanpon 1965). An interesting, and also curious, fact about these meaning units is that the average human brain is able to process 7 ± 2 of such units at a time (Miller 1956). This seems to be indicating some sort of cognitive buffer size which happens to be independent of the language.

In parallel to the segmentation process, each meaning unit is translated by taking into account the surrounding 7 ± 2 unit context, and after having translated several units reordering and post-edition procedures are performed; producing, in this way, the output utterance. All these parallel processes are continuously operating while the input utterance is being received and the output utterance is being emitted; this last one with a corresponding latency of some few words.

2.2 Main Differences with SMT

Based on the information above, some important observations can be derived.

First, notice that the processes of translation and reordering are conducted sequentially, in the sense that reordering and utterance production are conducted after some meaning units have been translated. So, differently from the SMT framework, in which translation and reordering are performed simultaneously during decoding; in the human interpretation case, reordering is performed after translation. This means that reordering decisions do not affect unit selection.

Second, unit selection is made by taking into account a 7 ± 2 meaning unit context, which includes both preceding and subsequent semantic information. As each meaning unit is composed of several words, the considered contexts in this case are larger than the ones considered in SMT, as well as they span over subsequent words.

No complex search strategy seems to be applied by the human interpreters. Indeed, the search strategy seems to be much simpler than in the case of SMT decoding. By decomposing the decoding task into two separated processes: translation and reordering, a simpler search strategy can be utilized.

2.3 Automated Simultaneous Interpretation

The three basic observations described above have very important implications on the way state-of-the-art SMT operates, and on the possible avenues of research for adapting this kind of systems to the specific task of simultaneous interpretation. These implications are described below.

The translation strategy is indeed very simple: a 1-to-1 mapping between meaning units which is context dependent. In the ideal case, the context and the source meaning unit must almost uniquely define the corresponding target meaning unit.

Although meaning units are not clearly defined by psychologists, they can be thought of as a set of optimal units for information representation and transference, which admit translation. According to this, meaning units should not be either generated or deleted during translation (i.e. for a given input, the corresponding translation must have the same number of meaning units).

Although reordering continues to be a NP-complete problem, the search space can be strongly reduced as meaning unit mapping should be able to produce a much reduced set of candidate translation units. In the ideal scenario, stacks of size 1 would be produced and reordering can be reduced to a simple permutation strategy of meaning units rather than words.

Source context plays a very important role in the human simultaneous interpretation framework, and
human translation in general. This means that both semantics and pragmatics have a preponderant role in the process of translation production, which moves a step ahead from current state-of-the-art technologies that make a very limited use of source context information.

Based on these important implications and the corresponding observations they were derived from, in the following section, we will attempt to define a research agenda for the problem under consideration. In such a research agenda, we define the main challenges and subtasks that must be addressed for successfully applying current state-of-the-art machine translation technologies to the problem of automatic simultaneous interpretation.

3. A Cognitive Framework for SMT

By taking into account the psycho-cognitive model for simultaneous interpretation described in the previous section, we can propose a SMT framework for automated simultaneous interpretation. In such an approach, the following four basic subtasks must be considered:

**Segmentation.** This subtask is responsible for segmenting the input data stream into meaning units which admit translation. Such meaning units must be minimal in the sense that not subunits can be contained into them, and must be maximal in the sense that, given a semantic context, translatability for every unit is guaranteed.

**Translation or target unit selection.** This subtask is responsible for selecting (or generating) the most appropriate target meaning unit for translating each input meaning unit within the current block of data under consideration. Target unit selection must be done by taking into account both the source unit to be translated and its context.

**Reordering.** This subtask is responsible for generating appropriate reordering for target units. Notice that this kind of reordering accounts only for long reordering (chunk reordering), as short reordering (word reordering) has already accounted for in the unit selection stage. Reordering decisions in this task must be mainly done based on target language information.

**Post-edit.** This subtask is responsible for concatenating the reordered target units. This subtask must deal with two specific types of problems: boundary overlapping, where consecutive units are to be merged by resolving possible word overlapping; and boundary gaps, where consecutive units are to be concatenated by filling-in possible gaps.

The proposed strategy allows for concurrently generating a target output stream while a source input stream is being received. The four aforementioned subtasks are to be pipelined so they sequentially process a given block of data. However, they are concurrently operating over a buffered stream of data. As a logical consequence of the pipeline, the overall system exhibits some latency, which must be within the range between 5 to 15 words if the automatic system is intended to mimic human simultaneous interpretation (Padilla-Benítez and Bajo 1998).

### 3.1 Source Input Segmentation

The main challenges of this subtask include the definition and operationalization of meaning units, as well as the definition of contextual boundaries. According to the previous discussion, a meaning unit must satisfy the following constraints:

- **Informative.** The meaning unit must constitute a self-contained and elementary unit of information, which should be understandable within its context but without the need for specific informational elements from the surrounding units.

- **Translatable.** The meaning unit must have an equivalent representation in the target language. If the complete source message is to be transmitted through the translation process, all individual source units must have a corresponding target unit. Source and target meaning units in a parallel sentence pair should admit one-to-one alignments.

- **Minimal.** A meaning unit should not contain sub-units that are coherently both informative and translatable.

Although there is not a clear definition on what psychologists refer to as a meaning unit, the above described properties make it clear their utility as basic elements for information transmission and understanding. From these properties and the specific characteristics of the problem under consideration, a pragmatic definition for meaning units can be grounded on a translation optimality criterion, such as a unique segmentation which minimizes the translation effort and maximizes the translation quality.

Research work on this specific subtask must be supported by and would certainly benefit from recent research in the areas of collocation extraction,
multiword expression identification, name entity recognition and shallow parsing.

A recent study (Williams et al. 2013) explored the task of meaning unit segmentation by human annotators in languages such as English and Chinese. The result of this study suggested that no optimal solution seems to exist for this problem. Although any random segmentation is definitively not acceptable, it seems to be some preferential but variable trends on how humans perform meaning unit segmentation.

3.2 Target Unit Selection

One of the most interesting observations derived from the psycho-cognitive model is that the translation of a given meaning unit seems to be uniquely determined by its surrounding context. This fact allows for a theoretical justification on decoupling the problem of unit selection from the problem of reordering (long reordering, actually), as the problem of target unit selection becomes independent from the target language structure, which can be dealt with afterwards by means of reordering strategies that should only use target language information. The main properties that are desirable for target unit selection according to the proposed methodology are as follows:

Completeness. One source meaning unit should be translated by means of one target meaning unit which conveys an equivalent amount and type of information.

Unambiguousness. The available context information must be used to resolve ambiguity problems at this stage. According to this, the possible options for a target meaning unit, given a source meaning unit, should be restricted to a very small set of equivalent meaning units.

Different from state-of-the-art SMT, in which a large number of possible translations are considered and filtered by means of frequency-based criteria, the main objective of the proposed target unit selection approach is to fully use the context information to resolve ambiguity and produce a restricted set of candidate units. This reduction of target unit candidates should guarantee a better overall lexical selection as well as reduce the computational complexity of the decoding process.

Research work on this specific subtask of target unit selection can be supported by and would certainly benefit from recent research in the areas of word sense disambiguation, distributional semantics, syntax-based machine translation, and cross-language information retrieval.

Significant effort on using source-context information to improve target unit selection has been reported during the last few years for both domain adaptation and lexical semantics (Carpuat and Wu 2005, España-Bonet et al. 2009, Haque et al. 2010, Banchs and Costa-jussà 2011)

3.3 Target Unit Reordering

Reordering is probably one of the most important challenges in SMT research, as well as it is the key factor responsible for decoding being an NP-complete problem (Zaslavskiy et al. 2009). The significant reduction of candidate hypothesis resulting from the use of source context information during target unit selection certainly reduces the computational burden for reordering. According to this, a more exhaustive search of the solution space can be afforded, which should also help improving the quality of the resulting translations.

Notice that, in this specific subtask, we are dealing with chunk-based reordering rather than word-based reordering. Indeed, word-reordering is assumed to be accounted for during the phase of target unit selection, in which each target meaning unit should already incorporate the corresponding word-reordering that is required to convey the desired meaning.

Valuable research related to this area includes lexicalized reordering as well as class-based reordering, dependency parsing and syntax based machine translation (Li et al. 2007, Nagata et al 2006, Zhang et al. 2007, Costa-jussa and Fonollosa 2006, Wang et al. 2007).

3.4 Output Post-Edition

The final subtask in our proposed framework has to do with the specific problem of merging the resulting sequence of output meaning units. After meaning unit selection and reordering, a simple concatenation strategy does not guarantee a fluid and grammatically correct output utterance.

Specific problems at the boundaries of the consecutive meaning units can be expected to occur, which can be basically grouped into two categories: boundary overlapping and boundary gaps. In this sense, the post-edition subtask can be thought of as a smoothing procedure for making the concatenation of consecutive meaning units more fluid and grammatical.
Research work on this specific subtask of output post-edition can be supported by and would certainly benefit from recent research in areas such as language modeling, syntactic- and semantic-based grammatical correction, and paraphrasing.

4. Conclusions

This paper discussed the main conceptual differences and similarities between the human task of simultaneous interpretation and the statistical approach to machine translation. A psycho-cognitive model of the simultaneous interpretation process was reviewed and compared with the statistical machine translation approach. Based on this, a research agenda for cognitive-based automated simultaneous interpretation has been discussed.

The most important application of automated simultaneous interpretation would be in the area of speech-to-speech translation; and more specifically in the case computer-mediated cross-language dialogue or discourse.
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