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Abstract

A novel methodology to efficiently approximate the Hessian for numerical shape optimization is considered. The method enhances operator symbol approximations by including body fitted coordinates and spatially changing symbols in a semi automated framework based on local Fourier analysis. Contrary to classical operator symbol methods, the proposed strategy will identify areas in which a non-smooth design is physically meaningful and will automatically turn off smoothing in these regions. A new strategy to also numerically identify the analytic symbol is derived, extending the procedure to a wide variety of problems. The effectiveness is demonstrated by using drag minimization in Stokes and Navier–Stokes flows.
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1. Introduction

Shape optimization subject to partial differential equations plays an important role in a variety of problems such as minimum drag shapes in fluid dynamics, acoustics, material sciences or geometric inverse problems in non-destructive testing and medical imaging.

In order to propose an efficient design, an initial geometry is described with the help of a finite set of parameters, which are modified such that a given cost function is minimized. Steepest-descend methods iteratively modify the design according to the negative gradient with respect to the chosen parameters, thereby ensuring an successive descend of the cost function. The use of the adjoint approach\cite{1} makes computing the gradient independent of the number of design parameters, promoting using all mesh node positions as design parameters, i.e., the richest design space possible. A downside of the plethora of design variables are possibly high-frequency oscillations in the search direction as no boundary smoothness is inherent in the parametrization. Consequently, resulting non-smooth designs can cause an irregular computational mesh resulting in the failure of the optimization.

A natural choice to overcome these difficulties is using a smoothed\cite{1,2,3} or, equivalently, a Sobolev gradient descend\cite{4}, which necessitates a manual or automatic parameter study to determine a problem-dependent smoothing parameter\cite{5}. Picking an adequate smoothing parameter is a crucial task as manipulating the search direction poorly can potentially slow down the convergence.

Additionally, the convergence speed of the steepest-Descent method deteriorates if the Hessian of the optimization problem is ill-conditioned\cite{6, Chapter 3.3}. An approach to overcome the condition number dependency is Newton’s method, necessitating a computation of the Hessian. As it is computationally not feasible to determine the exact Hessian, a lot of work has gone into its approximation. One strategy is to approximate the symbol of the exact operator\cite{7, S,9}. Furthermore, closely related studies based on Fourier analysis have also been used in\cite{10} to study the condition of several Navier–Stokes flow situations, bridging the gap between optimization acceleration and studying the well- or ill-posed nature of flow problems.

∗Corresponding author
An approach to construct a search direction fulfilling both, the desired regularity of the design as well as including Hessian information has been derived in [11] for energy minimization. The authors use the symbol of the exact Hessian for a half-space geometry to choose a constant parameter for Sobolev smoothing which is based on the spacing of the computational mesh. The choice of a constant smoothing parameter can however lead to a limitation of the design space, as non-smooth areas can become physically meaningful in certain areas of the design. One can for example think of the sharp trailing edge of an airfoil. Furthermore, the limitation to half-space geometries means that the smoothing parameter might not be valid in practical applications.

The aim of this paper is to extend the derivation of the Hessian symbol to body fitted coordinates, allowing the direct usage of the symbol in the construction of an approximate Newton method. The resulting preconditioner will inherit the local smoothing properties of the exact Hessian by picking spatially dependent smoothing parameters automatically. The paper is structured as follows: After the introduction in section 1, we derive the steepest-descent search direction in section 2. To accelerate the optimization, we derive the Hessian symbol in section 3 and discuss why the Hessian has smoothing behavior. This behavior is demonstrated and investigated further in section 4 where a numerical approximation of the Hessian symbol for low Reynolds number flows is presented. The considered technique to approximate this symbol gives insight into the smoothing properties of the Hessian. Having derived the analytic symbol, we construct a preconditioner, which approximates this symbol in section 5. To ensure minimal computational costs, we use differential operators to construct said preconditioner. The coefficients of these operators are determined automatically to match the exact Hessian symbol. Finally, we compare our novel method in section 6 to classical Sobolev smoothing when using a constant smoothing parameter.

2. The steepest-descent search direction

We start by defining the shape optimization problem for a general cost function $F$ given a Stokes flow: This constraint optimization problem takes the form

$$\min_{v, p, \Gamma_o} F(v, p, \Gamma_o) \quad \text{(1a)}$$

subject to

$$-\mu \Delta v + \nabla p = 0, \quad \text{ (1b)}$$

$$\nabla \cdot v = 0, \quad \text{ (1c)}$$

$$v = 0 \text{ on } \Gamma_o, \quad \text{ (1d)}$$

where the design variable $\Gamma_o$ is the surface of a flow obstacle with volume $\Omega_o$. In our setting, the flow domain is given by $\Omega = \mathbb{R}^d \setminus \Omega_o$. The velocity $v \in \mathbb{R}^2$ and the pressure $p \in \mathbb{R}$ fulfill the Stokes equations with dynamic viscosity $\mu$. Physically, the Stokes equations describe a creeping flow, in which convective forces are negligible compared to viscous forces. We are interested in the minimization of the obstacle’s drag, which is given by

$$F_D := \int_{\Gamma_o} -\mu (n \cdot \nabla)v \cdot a + pm \cdot ad \Gamma, \quad \text{(2)}$$

where $a$ is defined as

$$a := (\cos(\phi), \sin(\phi))^T.$$

The angle of attack $\phi$ will be zero in our case. Making use of gradient-based methods, the design variable $\Gamma_o$ is modified iteratively such that the cost function $F_D$ is minimized. In order to calculate the gradient of the optimization problem (1), the shape derivative of the cost function needs to be determined. As proposed in [12, 13], the shape derivative can be computed by defining a mapping $T_t[V]$ which maps the original domain $\Omega$ to the deformed domain $\Omega_t$, given by

$$T_t[V](x) = x + tV(x).$$
The shape derivative of the cost function $F$ in the direction of the vector field $V$ is then given by

$$dF(\Omega)[V] := \left. \frac{d}{dt} \right|_{t=0} F(T_t[V](\Omega)).$$

To efficiently calculate the shape derivative, one often makes use of the adjoint approach, which yields the following theorem:

**Theorem 1.** The shape derivative of problem (1) with respect to $V$ using the drag (2) as cost function is

$$dF_D(v, p, \Omega)[V] = -\int_{\Gamma_o} (V \cdot n) \left[ \sum_{i=1}^{d} \mu(n \cdot \nabla)_i (n \cdot \nabla)v_i \right] d\Gamma$$

where the adjoint velocity $\lambda \in \mathbb{R}^d$ is given by

$$-\mu\Delta \lambda - \nabla \lambda_p = 0,$$

$$\text{div} \lambda = 0,$$

$$\lambda = -a \text{ on } \Gamma_o$$

and $n$ is the normal vector of the optimization patch $\Gamma_o$.

**Proof** We start by calculating the shape derivative for a general cost function $F(v, p, \Gamma_o) = \int_{\Gamma_o} f(v, (n \cdot \nabla)v, p, n)d\Gamma$.

Following [14], the shape derivative of this cost function is

$$dF(\Omega)[V] = \int_{\Gamma_o} (V \cdot n) \left[ (n \cdot \nabla)f + \kappa f \right] + \frac{\partial f}{\partial n} d\Gamma$$

$$+ \int_{\Gamma_o} \frac{\partial f}{\partial v_i} v'_i[V] + \frac{\partial f}{\partial b_i} (n \cdot \nabla)v'_i[V] + \frac{\partial f}{\partial p} p'[V] d\Gamma$$

where $b := (n \cdot \nabla)v$, the curvature is denoted by $\kappa$ and the tangential divergence of a vector field $W$ is given by

$$\text{div}_T(W) = \text{div}(W) - (n \cdot \nabla)W \cdot n = \partial_{x_j} W_j - n_k \partial_{x_k} W_j n_j.$$ 

Furthermore, the normal derivative $(n \cdot \nabla)$ is only applied to the first three inputs of $f$, namely $v, b$ and $p$. The gradient can be rewritten as

$$dF(\Omega)[V] = \int_{\Gamma_o} (V \cdot n) \left[ (n \cdot \nabla)f + \kappa \left( f - n \cdot \frac{\partial f}{\partial n} \right) + \text{div}_T \frac{\partial f}{\partial n} \right] d\Gamma$$

$$+ \int_{\Gamma_o} \frac{\partial f}{\partial v_i} v'_i[V] + \frac{\partial f}{\partial b_i} (n \cdot \nabla)v'_i[V] + \frac{\partial f}{\partial p} p'[V] d\Gamma.$$ (3)

The local shape derivative of the velocity and pressure due to a perturbation $V$ is denoted by $v'[V]$ and $p'[V]$. Computing these two functions is numerically expensive, which is why we aim at finding a representation of the shape derivative, independent of these two terms. The functions $v'[V]$ and $p'[V]$ are determined by linearizing the Stokes equations around the primal state $v$ and $p$, meaning that we write down the Stokes equation for the states of the perturbed geometry with $v = v + v'$ and $p = p + p'$. This yields

$$-\mu\Delta v'[V] + \nabla p'[V] = 0,$$ (4a)

$$\nabla \cdot v'[V] = 0,$$ (4b)

$$v'[V] = -(n \cdot \nabla)v(n \cdot V) \text{ on } \Gamma_o.$$ (4c)
The derivation of the boundary condition can be performed by a Taylor expansion. For more details see [4]. In order to eliminate the velocity and pressure perturbations \( v' \) and \( p' \) in the shape derivative [4], one chooses the adjoint ansatz. We start by taking the integral of the scalar product of the linearized Stokes equations [4] and the adjoint states \((\lambda, \lambda_p)^T\), where \( \lambda \in \mathbb{R}^d \) is the adjoint velocity and \( \lambda_p \) is the adjoint pressure, leading to

\[
0 = \int_{\Omega} -\lambda_k \mu \partial_{x_j} v'_k + \lambda_k \partial_{x_k} p' + \lambda_p \partial_{x_k} v'_k \, d\Omega. \tag{5}
\]

Let us look at each term of the adjoint part individually. We start with

\[
\int_{\Omega} -\lambda_k \mu \partial_{x_j} v'_k \, d\Omega = \int_{\Omega} -\mu \partial_{x_j} (\lambda_k \partial_{x_j} v'_k) + \mu \partial_{x_j} \lambda_k \partial_{x_j} v'_k \, d\Omega
\]

\[
= \int_{\Gamma_o} -\mu n_j \lambda_k \partial_{x_j} v'_k \, d\Gamma + \int_{\Omega} \mu \partial_{x_j} (v'_k \partial_{x_j} \lambda_k) - \mu v'_k \partial_{x_j} \lambda_k \, d\Omega
\]

\[
= \int_{\Gamma_o} -n_j \mu \lambda_k \partial_{x_j} v'_k \, d\Gamma + \int_{\Gamma_o} \mu n_j v'_k \partial_{x_j} \lambda_k - \int_{\Omega} \mu v'_k \partial_{x_j} \lambda_k \, d\Omega.
\]

Here, we used the reverse chain rule as well as Gauss divergence theorem. The remaining two terms can be transformed with the same strategy. We obtain

\[
\int_{\Omega} \lambda_k \partial_{x_j} p' \, d\Omega = -\int_{\Omega} p' \partial_{x_k} \lambda_k \, d\Omega + \int_{\Gamma_o} n_k \lambda_k p' \, d\Gamma,
\]

\[
\int_{\Omega} \lambda_p \partial_{x_k} v'_k \, d\Omega = -\int_{\Omega} v'_k \partial_{x_k} \lambda_p \, d\Omega + \int_{\Gamma_o} \lambda_p v'_k n_k \, d\Gamma.
\]

Adding the transformed equation [5] to the gradient [3], we get

\[
dF(\Omega)[\nabla] + 0 = \int_{\Gamma_o} V_i n_i \left[ n_j \partial_{x_j} f + \kappa \left( f - n_j \frac{\partial f}{\partial n_j} \right) + \text{div}_{\Gamma} \frac{\partial f}{\partial n_j} \right] \, d\Gamma
\]

\[
+ \int_{\Gamma_o} \frac{\partial f}{\partial v_j} v'_j + \frac{\partial f}{\partial p} (n_k \partial_{x_k}) v'_j + \frac{\partial f}{\partial p} p' \, d\Gamma
\]

\[
+ \int_{\Gamma_o} -\mu \lambda_j n_k \partial_{x_k} v'_j + \mu n_k v'_j \partial_{x_k} \lambda_j + n_j \lambda_j p' + \lambda_p v'_j n_j \, d\Gamma
\]

\[
+ \int_{\Gamma_o} -\mu v'_k \partial_{x_k} \lambda_k - p' \partial_{x_k} \lambda_k - v'_k \partial_{x_k} \lambda_p \, d\Omega. \tag{6}
\]

Remembering that the adjoint states \((\lambda, \lambda_p)^T\) are still free to choose, those states can be picked to cancel the perturbations of the primal states. The resulting constraint for the adjoint states is called the adjoint equation. By looking at the volume part of the gradient [3], we see that in \( \Omega \) we must have

\[
-\mu \Delta \lambda - \nabla \lambda_p = 0,
\]

\[
\text{div} \lambda = 0.
\]

Now, let us determine the adjoint boundary conditions, i.e. the conditions, which the adjoint states must fulfill on the boundaries such that the perturbed primal states drop out of the gradient [3]. Assuming that we fulfill the adjoint equations, we can rearrange the gradient to

\[
dF(\Omega)[\nabla] = \int_{\Gamma_o} V_i n_i \left[ n_j \partial_{x_j} f + \kappa \left( f - n_j \frac{\partial f}{\partial n_j} \right) + \text{div}_{\Gamma} \frac{\partial f}{\partial n_j} \right] \, d\Gamma
\]

\[
+ \int_{\Gamma_o} v'_j \left[ \frac{\partial f}{\partial v_j} + \mu n_k \partial_{x_k} \lambda_j + \lambda_p n_j \right] + (n_k \partial_{x_k}) v'_j \left[ \frac{\partial f}{\partial p} - \mu \lambda_j \right] + p' \left[ \frac{\partial f}{\partial p} + n_j \lambda_j \right] \, d\Gamma.
\]
Remember that we have \( v'_j = V_l n_l(n_i \partial_{x_i}) v_j \) on \( \Gamma_o \) from the boundary conditions of the linearized Stokes equations \([4]\), which is why we do not need to calculate \( v'_j \). The remaining perturbed primal states are forced to vanish with the help of the adjoint boundary conditions. Hence, on \( \Gamma_o \) the adjoint states must fulfill

\[
\frac{\partial f}{\partial b} - \mu \lambda = 0, \tag{8a}
\]

\[
\frac{\partial f}{\partial p} + n \cdot \lambda = 0. \tag{8b}
\]

If the dual states fulfill these conditions, we are left with

\[
dF(\Omega)[V] = \int_{\Gamma_o} V_l n_l \left[n_j \partial_{x_j} f + \kappa \left(f - n_j \frac{\partial f}{\partial n_j}\right) + \operatorname{div}_\Gamma \frac{\partial f}{\partial n_j}\right] d\Gamma + \int_{\Gamma_o} V_l n_l(n_i \partial_{x_i}) v_j \left[\frac{\partial f}{\partial n_j} + \mu n_k \partial_{x_k} \lambda_j + \lambda_p n_j\right] d\Gamma.
\]

Let us now simplify the gradient \([6]\) as well as the adjoint boundary conditions \([8]\) for the drag minimization problem by making use of

\[
f_D = -\mu b \cdot a + p n \cdot a.
\]

We have

\[
\frac{\partial f_D}{\partial w} = 0, \quad \frac{\partial f_D}{\partial b} = -\mu a,
\]

\[
\frac{\partial f_D}{\partial p} = n \cdot a, \quad \frac{\partial f_D}{\partial n} = -\mu \nabla v \cdot a + p a.
\]

Hence, the adjoint boundary conditions on \( \Gamma_o \) become \( \lambda = -a \). Furthermore, the gradient changes to

\[
dF_D(\Omega)[V] = \int_{\Gamma_o} V_l n_l \left[n_j \partial_{x_j} f_D + \operatorname{div}_\Gamma \frac{\partial f_D}{\partial n_j}\right] + V_l n_l(n_i \partial_{x_i}) v_j \left[\mu n_k \partial_{x_k} \lambda_j + \lambda_p n_j\right] d\Gamma,
\]

because \( f_D \) is linear in the \( n \) argument and consequently

\[
f_D - \frac{\partial f_D}{\partial n} = 0.
\]

Additionally, the term \( V_l n_l(n_i \partial_{x_i}) v_j \lambda_p n_j \) is zero, because we can rewrite the velocity gradient as

\[
\partial_{x_j} v_I = n_i \partial_{x_i} v_I n_j + t_k \partial_{x_k} v_I t_j.
\]

Due to the no-slip boundary condition, the derivative w.r.t. the tangential direction \( t \) drops out. If we now choose the resulting gradient to write down the mass conservation, we get

\[
\partial_{x_j} v_j = n_i \partial_{x_i} v_j n_j = 0.
\]

Plugging in the remaining derivatives of \( f_D \), we are left with

\[
dF_D(\Omega)[V] = \int_{\Gamma_o} V_l n_l \left[n_j \partial_{x_j} \left(-\mu n_k \partial_{x_k} v_i a_i + p n_k a_k\right) + \operatorname{div}_\Gamma \left(-\mu \partial_{x_j} v_I a_k + pa_j\right)\right]
\]

\[
+ V_l n_l(n_i \partial_{x_i}) v_j \mu n_k \partial_{x_k} \lambda_j d\Gamma
\]

\[
= \int_{\Gamma_o} (V \cdot n) \left[-\mu (\nabla n)^2 a + (n \cdot \nabla)p(n \cdot a) - \operatorname{div}_\Gamma(-\mu(n \nabla a)^T a + pa)\right]
\]

\[
+ (V \cdot n) [\mu(n \cdot \nabla) \lambda_i (n \cdot \nabla) v_I] d\Gamma, \tag{9}
\]
where we have used

$$(\nabla n)^2 v := n_j \partial_{x_j} (n_k \partial_{x_k} v_i).$$

The derived shape derivative can further be simplified to facilitate the derivation of the Hessian: Taking a closer look at the tangential divergence part of (9), one sees that the term inside the tangential divergence becomes

$$\text{div}_\Gamma(-\mu \nabla v \cdot a) = \text{div}(-\mu \nabla v \cdot a) - n \cdot \nabla(-\mu \nabla v \cdot a) \cdot n\]$$

$$= -\partial_{x_j}(\mu \partial_{x_j} v_k a_k) + \mu n_i \partial_{x_i}(\partial_{x_j} v_k a_k) n_j$$

$$= -\mu \partial_{x_j} v_k a_k + \mu n_i \partial_{x_i} v_k a_k n_j.$$  

For the remaining term, we get

$$\text{div}_\Gamma(pa) = \text{div}(pa) - (n \cdot \nabla)(pa) \cdot n = \partial_{x_j} pa_j - n_k \partial_{x_k} pa_j n_j.$$  

Hence, the tangential divergence term in (9) becomes

$$\int_{\Gamma_0} (V(n)) \left[-\mu \partial_{x_j} v_k a_k + \mu n_i \partial_{x_i} v_k a_k n_j + \partial_{x_j} pa_j - n_k \partial_{x_k} pa_j n_j\right] \, d\Gamma$$

$$= \int_{\Gamma_0} (V \cdot n) \left[-\mu \Delta v \cdot a + \mu(\nabla n)^2 va + \nabla p \cdot a - (n \cdot \nabla)p(n \cdot a)\right] \, d\Gamma$$

$$= \int_{\Gamma_0} (V \cdot n) \left[(\mu(\nabla p)^2 va - (n \cdot \nabla)p(n \cdot a)\right] \, d\Gamma.$$  

Note, that $-\mu \Delta v + \nabla p$ is zero, due to the fact that the state variables fulfill the Stokes equations. Now most of the terms in (9) cancel, meaning that we are left with

$$dF_D(\Omega)[V] = \int_{\Gamma_0} (V \cdot n) \, d\Gamma$$

where

$$df_D := -\sum_{i=1}^d \mu(n \cdot \nabla)\lambda_i(n \cdot \nabla)v_i.$$  

With the help of the adjoint approach, a numerically cheap calculation of the shape derivative can be ensured, as the computational costs no longer depend on the number of design parameters. This motivates using a detailed description of the optimization patch $\Gamma_0$ by using the nodes of the discretized surface, defined by $x_k$ for $k = 1, ..., N$ as design parameters. Having derived the shape derivative of the optimization problem (1), one can iteratively approach the optimal design with a steepest-descent update. To obtain a search direction for every surface node with the help of the shape derivative, the perturbations

$$V_k(x) := n(x)\varphi_k(x),$$  

for $k = 1, ..., N$ is defined, where $\varphi_k : \Gamma_0 \to \mathbb{R}$ are piece-wise linear basis functions fulfilling $\varphi_k(x_l) = 1$ if $x_l = x_k$. The deformation of the $k$-th mesh node is now given by

$$x_k^{\text{new}} = x_k - V_k(x_k) dF_D[V_k(x_k)]$$

$$= x_k - n(x_k)\varphi_k(x_k) dF_D[n(x_k)\varphi_k(x_k)]$$

$$\approx x_k - \frac{1}{2} n(x_k) df_D(x_k) \left(\|x_k - x_{k-1}\| + \|x_{k+1} - x_k\|\right),$$
where we used a first order quadrature rule to evaluate the integral in $d F_D$. Choosing an adequate step size $\gamma$ yields the steepest-descent update

$$x_k^{(l+1)} = x_k^{(l)} + \gamma p_k^{(l)} n(x_k^{(l)}) ,$$

where the steepest-descent search direction is given by

$$p_k^{(l)} = -d f_D (x_k^{(l)}) .$$

Alternatively, we can collect all values of the gradient evaluated at the surface points in a vector

$$df^{(l)} = (d f_D (x_1^{(l)}) , \cdots , d f_D (x_N^{(l)}))^T ,$$

yielding the steepest-descent search direction

$$p^{(l)} = -df^{(l)} .$$

As already discussed, the convergence of steepest-descent is slow. Additionally, the gradient $d f_D$ is of insufficient regularity, leading to rough designs with subsequent problems in getting the flow solver to converge. To overcome this problem, we derive the Hessian of the optimization problem analytically. When given a Hessian matrix $H \in \mathbb{R}^{N \times N}$, we can choose the Newton search direction

$$p^{(l)} = -H^{-1} df^{(l)} .$$

The derivation of the Hessian will show that the inverse Hessian will have properties of a smoothing method, which is why we can combine the tasks of accelerating the optimization and smoothing the search direction.

3. The analytic Hessian symbol

In order to accelerate the optimization process, we wish to make use of Hessian information, or to be more precise, the symbol of the Hessian. This derivation uses the techniques introduced in [7, 8, 9, 11]. In contrast to previous works, our analysis holds for smooth geometries beyond the typical upper half-plane, allowing the derivation of the Hessian symbol in applications of practical interest. For a given operator $L$, its symbol $\sigma_L$ is the response of $L$ to a wave with a fixed frequency $\omega$. To give a brief understanding of operator symbols, we look at the following example:

**Example** We derive the symbol of the operator

$$L g := \left(1 - \frac{d^2}{dx^2}\right) g .$$

To derive the response of $L$ to an input wave, we choose $g = e^{-i \omega x}$, which yields

$$L e^{-i \omega x} = (1 + \omega^2) e^{-i \omega x} .$$

The symbol is therefore given by $\sigma_L = 1 + \omega^2$. It can be seen that the operator $L$ amplifies frequencies quadratically with respect to the input frequency $\omega$. The fact that $\sigma_L$ is a real number, tells us that the operator does not cause a phase shift.

Our aim is to derive the Hessian symbol $\sigma_H$ for the drag minimization problem when using the Stokes equations. For this, the Hessian response to a Fourier mode with frequency $\omega$, which is used to perturb the optimization patch $\Gamma_o$ is investigated analytically. We assume a two-dimensional geometry, which can be described by body fitted coordinates $\xi_1$ and $\xi_2$. A mapping to the physical coordinates is given by

$$\Phi (\xi_1, \xi_2) = x .$$
The physical coordinates of the optimization patch are
$$\Gamma_o(\xi_1) = \Phi(\xi_1, 0),$$
meaning that $\xi_1$ is the parameter describing the position on the optimization patch. We choose the parametrization such that
$$\left\| \frac{d}{d\xi_1} \Gamma_o(\xi_1) \right\| = 1,$$
i.e., the tangential vector $t$ has unit length. If the remaining parameter $\xi_2$ is used as a parametrization into the normal direction $n$, we can write our mapping as
$$\Phi(\xi_1, \xi_2) = \Gamma_o(\xi_1) + \xi_2 n(\Gamma_o(\xi_1)).$$
In this setting, we derive the symbol of the Hessian in the following theorem.

**Theorem 2.** The symbol of the Hessian for the Stokes equations is given by
$$\sigma_H = \beta_1 + \beta_2 \omega$$ (14)
where
$$\beta_1 = \mu (n \cdot \nabla) \left( \sum_{k=1}^{2} (n \cdot \nabla) v_k (n \cdot \nabla) \lambda_k \right)$$ (15)
and
$$\beta_2 = -2\mu \sum_{k=1}^{2} (n \cdot \nabla) \lambda_k (n \cdot \nabla) v_k.$$ (16)

**Proof** The Hessian of our problem is the response of the gradient $df_D$ given in (10) to a perturbation of the design space, which we call $\alpha$. The response of a function $g$ due to a perturbation $\alpha$ is denoted as
$$g'[^\alpha] = \lim_{\epsilon \to 0} \frac{g(\Gamma_o + \epsilon \alpha) - g(\Gamma_o)}{\epsilon},$$
where the perturbed surface is given by
$$\Gamma_o + \epsilon \alpha.$$ (17)
The response of the gradient $df_D$ to such a perturbation is now given by
$$df'_D[^\alpha] = -\mu_m \partial_x \lambda_i[^\alpha] n_l \partial_{x_i} v_{l} - \mu_m \partial_x \lambda_i n_l \partial_{x_i} v_{l}[^\alpha].$$
The change of the state variables as well as the adjoint variables due to a small perturbation $\alpha$ in the normal direction can be computed from the linearized primal and adjoint state equations, which are
$$-\mu \Delta v[^\alpha] + \nabla p[^\alpha] = 0,$$
$$\nabla \cdot v[^\alpha] = 0,$$
$$v[^\alpha] = -(n \cdot \nabla) \alpha \text{ on } \Gamma_o,$$
and
$$-\mu \Delta \lambda[^\alpha] - \nabla \lambda'[^\alpha] = 0,$$
$$\nabla \cdot \lambda[^\alpha] = 0,$$
$$\lambda[^\alpha] = -(n \cdot \nabla) \alpha \text{ on } \Gamma_o.$$
Transforming these equations into body fitted coordinates \((\xi_1, \xi_2)\) leads to
\[
\begin{align*}
-\mu \frac{\partial \xi_i}{\partial x_i} \frac{\partial^2 v'_j[\alpha]}{\partial \xi_j \partial x_i} + \mu \frac{\partial^2 \xi_k}{\partial x_i^2} \frac{\partial p'[\alpha]}{\partial \xi_k} \frac{\partial \xi_k}{\partial x_i} &= 0, \\
\frac{\partial v'_j[\alpha]}{\partial \xi_j} \frac{\partial \xi_j}{\partial x_i} &= 0,
\end{align*}
\]
(18a, 18b)
and
\[
\begin{align*}
-\mu \frac{\partial \xi_i}{\partial x_i} \frac{\partial^2 \lambda'_j[\alpha]}{\partial \xi_j \partial x_i} + \mu \frac{\partial^2 \xi_k}{\partial x_i^2} \frac{\partial \lambda'_j[\alpha]}{\partial \xi_k} \frac{\partial \xi_k}{\partial x_i} &= 0, \\
\frac{\partial \lambda'_j[\alpha]}{\partial \xi_j} \frac{\partial \xi_j}{\partial x_i} &= 0,
\end{align*}
\]
(19a, 19b)
with
\[
\lambda'_j[\alpha] = -n_k \frac{\partial \lambda_j}{\partial \xi_i} \frac{\partial \xi_i}{\partial x_k} \alpha \text{ on } \Gamma_o.
\]
(19c)
As our goal is to determine the Hessian response to a Fourier mode, we let \(\alpha\) be a mode with frequency \(\omega_1\), meaning that we have
\[
\alpha = e^{i \omega_1 \xi_1}.
\]
Furthermore, we make the assumption that the perturbed states have the form
\[
\begin{align*}
v'_j[\alpha] &= \hat{v} e^{i \omega_1 \xi_1} e^{i \omega_2 \xi_2}, \\
p'_j[\alpha] &= \hat{p} e^{i \omega_1 \xi_1} e^{i \omega_2 \xi_2}, \\
\lambda'_j[\alpha] &= \hat{\lambda} e^{i \omega_1 \xi_1} e^{i \omega_2 \xi_2}, \lambda'_p[\alpha] = \hat{\lambda}_p e^{i \omega_1 \xi_1} e^{i \omega_2 \xi_2}.
\end{align*}
\]
(20)
It is important to note that the choice of the dependency on \(\xi_1\) is straightforward, since we would like to match the boundary conditions of the perturbed state variables for \(\xi_2 = 0\). The complex exponential or wave like dependency in \(\xi_2\) direction is a Fourier ansatz. There are two unknowns that need to be determined, namely the amplitudes which are the \(\bullet\) variables as well as the response frequencies \(\omega_1^o, \omega_2^o\). Our first goal is to determine these response frequencies \(\omega_1^o, \omega_2^o\) for \(\omega_2\). For this, we insert our ansatz for the perturbed states into the linearized state equations (18) and (19). For \(\omega_2 = \omega_2^o\) we now must fulfill
\[
\begin{pmatrix}
\mu \omega_1 \omega_2 \frac{\partial \xi_i}{\partial x_i} \frac{\partial \xi_k}{\partial x_j} - i \omega_1 \mu \frac{\partial^2 \xi_k}{\partial x_j^2} - i \omega_2 \frac{\partial \xi_k}{\partial x_j} \frac{\partial \xi_k}{\partial x_i} & 0 \\
0 & \mu \omega_1 \omega_2 \frac{\partial \xi_i}{\partial x_i} \frac{\partial \xi_k}{\partial x_1} - i \omega_1 \mu \frac{\partial^2 \xi_k}{\partial x_1^2} - i \omega_2 \frac{\partial \xi_k}{\partial x_1} \frac{\partial \xi_k}{\partial x_i} \\
i \omega_2 \frac{\partial \xi_k}{\partial x_1} & 0
\end{pmatrix}
\begin{pmatrix}
\frac{\partial \xi_i}{\partial x_i} \\
\frac{\partial \xi_k}{\partial x_j} \\
i \omega_2 \frac{\partial \xi_k}{\partial x_1}
\end{pmatrix}
\begin{pmatrix}
\hat{v}_1 \\
\hat{v}_2 \\
\hat{p}
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]
as well as for \(\omega_2 = \omega_2^o\)
\[
\begin{pmatrix}
\mu \omega_1 \omega_2 \frac{\partial \xi_i}{\partial x_i} \frac{\partial \xi_k}{\partial x_j} - i \omega_1 \mu \frac{\partial^2 \xi_k}{\partial x_j^2} - i \omega_2 \frac{\partial \xi_k}{\partial x_j} \frac{\partial \xi_k}{\partial x_i} & 0 \\
0 & \mu \omega_1 \omega_2 \frac{\partial \xi_i}{\partial x_i} \frac{\partial \xi_k}{\partial x_1} - i \omega_1 \mu \frac{\partial^2 \xi_k}{\partial x_1^2} - i \omega_2 \frac{\partial \xi_k}{\partial x_1} \frac{\partial \xi_k}{\partial x_i} \\
i \omega_2 \frac{\partial \xi_k}{\partial x_1} & 0
\end{pmatrix}
\begin{pmatrix}
\frac{\partial \xi_i}{\partial x_i} \\
\frac{\partial \xi_k}{\partial x_j} \\
i \omega_2 \frac{\partial \xi_k}{\partial x_1}
\end{pmatrix}
\begin{pmatrix}
\hat{\lambda}_1 \\
\hat{\lambda}_2 \\
\hat{\lambda}_p
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}.
\]
These two systems of equations only have a non-trivial solution if the determinant of the two matrices is zero. Note that these two matrices only differ in the sign of the last row, leading to determinants, which have the same roots. Therefore, every non-trivial response frequency of the primal system is also a valid
Here, we no longer use Einstein’s sum convention such that we can reuse indices. Let us determine the roots of the polynomial inside the square brackets to obtain a valid response frequency \( \omega_2 \). The determinant will be zero if \( \omega_2 \) fulfills

\[
\left( \sum_k \omega_k \frac{\partial \xi_k}{\partial x_1} \right)^2 + \left( \sum_k \omega_k \frac{\partial \xi_k}{\partial x_2} \right)^2 = 0
\]

\[
\Leftrightarrow \omega_2^2 \left( \frac{\partial \xi_1}{\partial x_2} \right)^2 + 2\omega_1\omega_2 \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} + \omega_2^2 \left( \frac{\partial \xi_2}{\partial x_2} \right)^2 + \omega_1^2 \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 + 2\omega_1\omega_2 \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} + \omega_2^2 \left( \frac{\partial \xi_2}{\partial x_1} \right)^2 = 0
\]

\[
\Rightarrow \omega_2^2 \left( \frac{\partial \xi_2}{\partial x_2} \right)^2 + \omega_2 \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 + \omega_2 \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 + \omega_2 \left( \frac{\partial \xi_2}{\partial x_1} \right)^2 = 0.
\]

For simplicity, we define

\[
c := \frac{1}{\left( \frac{\partial \xi_1}{\partial x_2} \right)^2 + \left( \frac{\partial \xi_2}{\partial x_1} \right)^2}.
\]

Applying the \( p, q \)-formula with

\[
p = 2\omega_1 \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} + \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right)
\]

\[
q = \omega_2^2 \left[ \left( \frac{\partial \xi_1}{\partial x_2} \right)^2 + \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 \right]
\]

yields

\[
\omega_2^2 = -c \omega_1 \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} + \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right) \pm \omega_1 \sqrt{c \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} + \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right)^2 - c \left[ \left( \frac{\partial \xi_1}{\partial x_2} \right)^2 + \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 \right]^2}
\]

\[
= -c \omega_1 \left[ \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} + \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right] \pm \frac{1}{c} \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} + \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right)^2 - \frac{1}{c} \left[ \left( \frac{\partial \xi_1}{\partial x_2} \right)^2 + \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 \right].
\]
Let us take a closer look at the term inside the square root, which is
\[
\left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} + \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right)^2 - \frac{1}{c} \left[ \left( \frac{\partial \xi_1}{\partial x_2} \right)^2 + \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 \right]
\]
\[
= \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} \right)^2 + 2 \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} + \left( \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right)^2 - \left( \frac{\partial \xi_1}{\partial x_2} \right)^2 - \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 \left( \frac{\partial \xi_2}{\partial x_2} \right)^2 + \left( \frac{\partial \xi_2}{\partial x_2} \right)^2 + \left( \frac{\partial \xi_2}{\partial x_1} \right)^2
\]
\[
= 2 \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} \right)^2 \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 - \left( \frac{\partial \xi_1}{\partial x_2} \right)^2 \left( \frac{\partial \xi_2}{\partial x_2} \right)^2 - \left( \frac{\partial \xi_1}{\partial x_1} \right)^2 \left( \frac{\partial \xi_2}{\partial x_2} \right)^2 \left( \frac{\partial \xi_2}{\partial x_1} \right)^2
\]
\[
= - \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} \right)^2.
\]
Since this term is always negative, we know that the square root will result in a complex term, leading to
\[
\omega_{1,2}^2 = -c \omega_1 \left[ \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} + \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right) \mp i \left( \frac{\partial \xi_1}{\partial x_2} \frac{\partial \xi_2}{\partial x_2} - \frac{\partial \xi_1}{\partial x_1} \frac{\partial \xi_2}{\partial x_1} \right) \right].
\] (21)
This means the system can be solved for \(\omega_{1,2}^2(\omega_1)\). We express the derivatives of the body fitted coordinates as derivatives of the physical coordinates, which have an intuitive geometric meaning on the boundary, since
\[
\left( \frac{\partial x_1}{\partial \xi_1} \frac{\partial x_2}{\partial \xi_1} \right)^T \bigg|_{\xi_2=0} = \frac{d \chi}{d \xi_1} \Gamma_o(\xi_1) = \mathbf{t}(\xi_1),
\]
\[
\left( \frac{\partial x_1}{\partial \xi_2} \frac{\partial x_2}{\partial \xi_2} \right)^T \bigg|_{\xi_2=0} = \mathbf{n}(\Gamma_o(\xi_1)).
\]
The relation between the derivatives of the two coordinate systems can be determined by noting that
\[
\begin{pmatrix}
\frac{\partial}{\partial \xi_1} \\
\frac{\partial}{\partial \xi_2}
\end{pmatrix} = \begin{pmatrix}
\frac{\partial x_1}{\partial \xi_1} & \frac{\partial x_1}{\partial \xi_2} \\
\frac{\partial x_2}{\partial \xi_1} & \frac{\partial x_2}{\partial \xi_2}
\end{pmatrix} \begin{pmatrix}
\frac{\partial}{\partial x_1} \\
\frac{\partial}{\partial x_2}
\end{pmatrix},
\]
and
\[
\begin{pmatrix}
\frac{\partial}{\partial x_1} \\
\frac{\partial}{\partial x_2}
\end{pmatrix} = \begin{pmatrix}
\frac{\partial \xi_1}{\partial x_1} & \frac{\partial \xi_2}{\partial x_1} \\
\frac{\partial \xi_1}{\partial x_2} & \frac{\partial \xi_2}{\partial x_2}
\end{pmatrix} \begin{pmatrix}
\frac{\partial}{\partial \xi_1} \\
\frac{\partial}{\partial \xi_2}
\end{pmatrix}.
\]
This means that
\[
\begin{pmatrix}
\frac{\partial \xi_1}{\partial x_1} & \frac{\partial \xi_1}{\partial x_2} \\
\frac{\partial \xi_2}{\partial x_1} & \frac{\partial \xi_2}{\partial x_2}
\end{pmatrix} = \begin{pmatrix}
\frac{\partial x_1}{\partial x_1} & \frac{\partial x_1}{\partial x_2} \\
\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2}
\end{pmatrix}^{-1} = \frac{1}{\frac{\partial x_1}{\partial x_1} \frac{\partial x_2}{\partial x_2} - \frac{\partial x_1}{\partial x_2} \frac{\partial x_2}{\partial x_1}} \begin{pmatrix}
\frac{\partial x_1}{\partial x_1} & -\frac{\partial x_1}{\partial x_2} \\
-\frac{\partial x_2}{\partial x_1} & \frac{\partial x_2}{\partial x_2}
\end{pmatrix}.
\]
The response frequency \(\omega_{1,2}^2\) can now be evaluated on the boundary:
\[
\omega_{1,2}^2 \bigg|_{\Gamma_o} = \pm \omega_1 \left[ \frac{\partial x_1}{\partial x_1} \frac{\partial x_1}{\partial x_2} - \frac{\partial x_2}{\partial x_1} \frac{\partial x_2}{\partial x_2} \right] + i \left[ \frac{\partial x_1}{\partial x_2} \frac{\partial x_2}{\partial x_2} - \frac{\partial x_2}{\partial x_1} \frac{\partial x_1}{\partial x_1} \right] \bigg|_{\Gamma_o}
\]
\[
= \pm \omega_1 \left[ \frac{\partial x_1}{\partial x_2} \frac{\partial x_2}{\partial x_2} - \frac{\partial x_1}{\partial x_2} \frac{\partial x_2}{\partial x_2} \right] \bigg|_{\Gamma_o}
\]
\[
= \pm i \left( \mathbf{n} \cdot \mathbf{t} \mp i \left( \frac{\partial x_1}{\partial x_2} \frac{\partial x_2}{\partial x_2} - \frac{\partial x_2}{\partial x_2} \frac{\partial x_1}{\partial x_1} \right) \right) \bigg|_{\Gamma_o}.
\]
For \(c\) we obtain
\[
|\mathbf{t}|_{\Gamma_o} = \frac{1}{\left( \frac{\partial x_1}{\partial \xi_1} \frac{\partial x_2}{\partial \xi_2} - \frac{\partial x_1}{\partial \xi_2} \frac{\partial x_2}{\partial \xi_1} \right)^2 + \left( \frac{\partial x_1}{\partial \xi_1} \frac{\partial x_2}{\partial \xi_2} \right)^2} = \frac{1}{\|\mathbf{t}\|^2} = 1,
\]
due to the fact that \( \hat{t} := (\partial_{\xi_2}x_2, -\partial_{\xi_2}x_1)^T \) is either \( t \) or \( -t \), since
\[
\hat{t} \cdot n = 0, \quad ||\hat{t}|| = 1.
\]
We now have two possible choices for \( \omega_2^p \) and \( \omega_2^q \), which will allow a non-trivial solution, namely
\[
\omega_2^{1,2} \big|_{\Gamma_o} = \pm i\omega_1.
\] (22)
Inserting the expression for \( \omega_2 \), which we have derived in (21), into the assumption for the perturbed state variables, we get
\[
\begin{align*}
v'[\alpha] &= \hat{v} \hat{e}^{i\omega_1 \xi_1} e^{i\omega_2^{-1,2}(\omega_1) \xi_2}, \\
\lambda'[\alpha] &= \hat{\lambda} \hat{e}^{i\omega_1 \xi_1} e^{i\omega_2^{-1,2}(\omega_1) \xi_2},
\end{align*}
\]
The remaining unknowns in our ansatz for the perturbed primal and adjoint states are the \( \xi \) variables, which can be determined with the help of the boundary conditions. Remember, that we are only interested in knowing the perturbed states, which influence the perturbation of the gradient (17), namely \( \nu'[\alpha] \) and \( \lambda'[\alpha] \). The boundary conditions contain normal derivatives of those states, which is why we first write down the normal derivatives for boundary fitted coordinates. We have
\[
\frac{n_k}{\partial W_j} \frac{\partial \xi_1}{\partial \xi_k} = \frac{1}{n_k \frac{\partial \xi_1}{\partial \xi_k} - \frac{\partial \xi_2}{\partial \xi_k}} \left( \frac{\partial x_2}{\partial \xi_1} - \frac{\partial x_1}{\partial \xi_2} \right) \frac{T}{\partial W_j} \frac{\partial n}{\partial \xi_1} + \left( \frac{\partial x_2}{\partial \xi_1} - \frac{\partial x_1}{\partial \xi_2} \right) \frac{T}{\partial W_j} \frac{\partial n}{\partial \xi_2}
\]
\[
= \frac{1}{n_k \frac{\partial \xi_1}{\partial \xi_k} - \frac{\partial \xi_2}{\partial \xi_k}} \left( \frac{\partial x_2}{\partial \xi_1} - \frac{\partial x_1}{\partial \xi_2} \right) \frac{T}{\partial W_j} \frac{\partial n}{\partial \xi_2}.
\]
Plugging this expression into the boundary condition of the perturbed state variables given in (18) and (19) leads to
\[
\begin{align*}
v'[\alpha] &= \hat{v} \hat{e}^{i\omega_1 \xi_1} = \frac{\partial v_j}{\partial \xi_1} \alpha, \\
\lambda'[\alpha] &= \hat{\lambda} \hat{e}^{i\omega_1 \xi_1} = -\frac{\partial \lambda_j}{\partial \xi_1} \alpha,
\end{align*}
\]
meaning that
\[
\hat{v} = -\partial_{\xi_2} v, \quad \hat{\lambda} = -\partial_{\xi_2} \lambda.
\]
If we now write down the ansatz for the perturbed state variables, we get
\[
\begin{align*}
v'[\alpha] &= -\partial_{\xi_2} v e^{i\omega_1 \xi_1} e^{i\omega_2^{-1,2}(\omega_1) \xi_2}, \\
\lambda'[\alpha] &= -\partial_{\xi_2} \lambda e^{i\omega_1 \xi_1} e^{i\omega_2^{-1,2}(\omega_1) \xi_2}.
\end{align*}
\]
Let us now use this solution to calculate the unknown terms in the perturbed gradient (17) on the boundary \( \Gamma_o \), meaning that \( \xi_2 = 0 \). The perturbed gradient for boundary fitted coordinates is given by
\[
\begin{align*}
\nu'_{D}[\alpha] &= -\nu \hat{e}^{i\omega_1 \xi_1} \hat{e}^{i\omega_2^{-1,2}(\omega_1) \xi_2} \partial_{\xi_2} v_k \partial_{\xi_2} v_k \\
\lambda'[\alpha] &= -\lambda \hat{e}^{i\omega_1 \xi_1} \hat{e}^{i\omega_2^{-1,2}(\omega_1) \xi_2} \partial_{\xi_2} \lambda_k \partial_{\xi_2} v_k [\alpha].
\end{align*}
\]
On the boundary, where \( \xi_2 = 0 \), we have that
\[
\begin{align*}
\partial_{\xi_2} v_k'[\alpha] &= -\left( \partial_{\xi_2} v_k + \partial_{\xi_2} v_k i \omega_2^{1,2} \big|_{\Gamma_o} \right) e^{i\omega_1 \xi_1} = \left( \partial_{\xi_2} v_k + \partial_{\xi_2} v_k i \omega_1 \right) e^{i\omega_1 \xi_1}, \\
\partial_{\xi_2} \lambda_k'[\alpha] &= -\left( \partial_{\xi_2} \lambda_k + \partial_{\xi_2} \lambda_k i \omega_2^{1,2} \big|_{\Gamma_o} \right) e^{i\omega_1 \xi_1} = \left( \partial_{\xi_2} \lambda_k + \partial_{\xi_2} \lambda_k i \omega_1 \right) e^{i\omega_1 \xi_1},
\end{align*}
\]
where we used the expression for $\omega_2^{1,2}$ on the boundary, which was given in (22). If we now plug this into the perturbed gradient and assume that $\omega_2^1$ and $\omega_2^2$ have the same sign, we get

$$df'_D[\alpha] = \mu \left[ \partial_{\xi_2^1} v_k \partial_{\xi_2^1} \lambda_k + \partial_{\xi_2^1} \lambda_k \partial_{\xi_2^1} \xi_2 v_k \pm 2\omega_1 (\partial_{\xi_2^1} \lambda_k \partial_{\xi_2^1} v_k) \right] \alpha.$$  

Hence, we have that the Hessian response to a Fourier mode with frequency $\omega$ is

$$H[\alpha] := df'_D[\alpha] = (\beta_1 + \beta_2 \omega_1)\alpha.$$  

If we transform $\beta_1$ and $\beta_2$ back into physical coordinates, we get

$$\beta_1 = \mu \sum_{k=1}^2 \partial_{\xi_2} v_k \partial_{\xi_2} \lambda_k + \partial_{\xi_2} \lambda_k \partial_{\xi_2} \xi_2 v_k = \mu (\mathbf{n} \cdot \nabla) \left( \sum_{k=1}^2 (\mathbf{n} \cdot \nabla) v_k (\mathbf{n} \cdot \nabla) \lambda_k \right)$$

and

$$\beta_2 = \pm 2 \mu \sum_{k=1}^2 (\mathbf{n} \cdot \nabla) \lambda_k (\mathbf{n} \cdot \nabla) v_k.$$  

Note that if we use $\omega_2 = i \omega_1$, the perturbation of the state variables will go to zero for $\xi_2 \to \infty$. This solution is plausible, as a perturbation of the surface should not change the flow solution far away from the obstacle. Therefore, we choose the sign to be negative. □

Before constructing a preconditioner with the derived Hessian information, let us take a closer look at several interesting properties of the problem. With the help of the symbol, we can see that a Newton-like preconditioner will be important when trying to solve the optimization problem efficiently: If we follow [15] and interpret the symbol of the Hessian as an approximation of the eigenvalues, we see that the eigenvalues will grow linearly by a factor of $\beta_2$. Due to the fact that a fine discretization allows high as well as low frequencies in the design space, we obtain small and large eigenvalues, leading to an ill-conditioned Hessian. Consequently, steepest-descent methods will suffer from poor convergence rates, see [6, Chapter 3.3]. Furthermore, the Hessian symbol reveals the following properties:

I $H[\alpha]$ is a wave with the same phase and frequency $\omega$ as $\alpha$.

II as the frequency of $\alpha$ increases, the amplitudes of $H[\alpha]$ increase linearly (linear scaling)

III the scaling consists of a constant part $\beta_1$ given by (15) and a linear part $\beta_2$, which can be calculated according to (16)

IV the amplitudes of $H[\alpha]$ vary along $\xi_1$ as $\beta_1(\xi_1)$ and $\beta_2(\xi_1)$ are non-constant functions

V the inverse of the Hessian will damp frequencies by a factor of

$$\sigma_{H^{-1}} = \frac{1}{\beta_1 + \beta_2 \omega},$$

meaning that the inverse Hessian, which we wish to use as a preconditioner has smoothing behavior.

Before turning to the construction of a preconditioner, we investigate the applicability of the analytic results for convective flows.
4. The discrete Hessian symbol

In the following, we wish to numerically reproduce the analytically derived symbol to test the applicability of the analytic Hessian behavior in the case of convective terms. The calculations are carried out with the SU2 flow solver, which incorporates an optimization framework. Information as well as test cases of the SU2 solver can for example be found in [16].

We look at a cylinder as described in section 6 placed inside a flow with a Reynolds number of 1 as well as 80. For our configuration, these choices of the Reynolds number are reasonable, since a higher Reynolds number will result in an unsteady von Kármán vortex street, meaning that the derivation of our optimization framework no longer holds. The task is to change the shape of the cylinder such that the drag is minimized. Hence, the optimization patch $\Gamma_o$ is the surface of the cylinder. Due to the fact that we do not want to focus on the optimization, but on the Hessian approximation and especially its response to certain Fourier modes, we first think of possibilities to numerically determine the Hessian matrix. One way to do so is by finite differences. If the perturbed optimization patch is given by

$$\Gamma_o^\epsilon(\xi_1) := \Gamma_o(\xi_1) + \epsilon \alpha(\xi_1) n(\xi_1), \quad (23)$$

the shape Hessian in direction $\alpha$ is given by

$$H[\alpha] = \lim_{\epsilon \to 0} \frac{df_D(\Gamma_o^\epsilon) - df_D(\Gamma_o)}{\epsilon},$$

where $df_D(\Gamma_o^\epsilon)$ is the gradient evaluated for the flow around the perturbed optimization patch (23). The dependency on the direction $V_k$ as defined in (11) has been omitted for better readability. The Hessian can now be approximated with finite differences, i.e., instead of taking the limit, we choose a small value for $\epsilon$, yielding

$$H^{FD}[\alpha] := \frac{df_D(\Gamma_o^\epsilon) - df_D(\Gamma_o)}{\epsilon}. \quad (24)$$

We expect the numerical results to coincide with the analytic derivation, which is why we wish to recover the Hessian properties I to IV.

4.1. Flow case 1: $Re = 1$

![Figure 1: Scheme for computing the Hessian for specified frequency and design.](image)

Figure 2: Discrete Hessian Calculation
Let us start with a Reynolds number of 1. The discrete Hessian response is calculated according to Figure 1 for $\omega^* = 60$ and a two-dimensional cylinder as initial design. The resulting discrete shape Hessian can be seen in Figure 2. One can see that the Hessian structure coincides with the analytic results to the extent that the output will have the same phase and frequency as the input (property I). Furthermore, we see that the Hessian will modify the amplitude of $\alpha$, which varies along the optimization patch. This behavior can also be deduced from the analytic derivation, as the non-constant derivatives of the primal and adjoint states affect the parameters $\beta_1$ and $\beta_2$ (property IV).

A detailed picture of how the amplitude depends on the input frequency at a fixed point $\xi_1^*$ can be obtained with the scheme depicted in Figure 3. We choose $N$ different frequencies such that the amplitudes of $\sin(\omega_n \xi_1^* + s_n)$ overlap at $\xi_1^*$. Note that we use a shift $s_n$ to allow choosing all frequencies. The resulting Hessian responses can be found in Figure 4a. We now evaluate the $N$ discrete Hessian responses at $\xi_1^*$. Plotting the different amplitudes over the corresponding input frequency $\omega$ and calculating a linear curve fit yields Figure 4b. One can see that choosing a linear function will lead to a good approximation of the scaling behavior, indicating that the numerical investigation matches the linear scaling of the analytically derived symbol (property II). Note that the curve fit in Figure 4b can be used to calculate the scaling parameters $\beta_1^{FD}$ (which is the fit at $\omega = 0$) as well as $\beta_2^{FD}$ (which is the slope of the fit) at $\xi_1 = \frac{3}{4} \pi$. The superscript $FD$ denotes that the scaling parameters are obtained by the finite difference approximation and not by the analytic formulas \[15\] and \[16\].

To calculate the scaling parameters $\beta_1^{FD}$ at several positions on the cylinder’s surface, we repeat the previously described analysis for $M$ different choices of $\xi_1^*$, see 5. In Figure 6 we compare the resulting scaling values with the continuous derivations \[15\] and \[16\]. Note that in order to minimize computational costs, we use only two frequencies, hence $N = 2$. We can now see that the scaled values of $\beta_1^{FD}$ as well as the $\beta_2^{FD}$ values match the analytic results (property III). Note that $\beta_1$ only coincides up to a factor of 0.08, which is most likely caused by the poor approximation of second-derivatives of the flow solution.

As the properties of the finite difference approximation of the Hessian coincide with the analytic derivation, it is reasonable to use the analytic formulas of the $\beta$ values in order to calculate the preconditioner for...
choose $\xi^*$ for $n = 1, \ldots, N$ s.t. $\sin(\omega_n \xi^*_1 + s_n) = 1$.

**Discrete Hessian Calculation**

plot $H^{FD}_1$ at $\xi^*_1$ for all $\omega_n$

compute linear fit for data points

**Scaling Parameter Calculation**

$\beta_1^{FD}, \beta_2^{FD}$ at $\xi^*_1$

Figure 3: Scheme for calculating scaling parameters.

(a) Hessian responses on top cylinder.

(b) Amplitudes at $\xi_1 = \frac{3}{4} \pi$ with linear fit.

Figure 4: Discrete Hessian responses to different input frequencies for $Re = 1$.

Figure 5: Scheme for calculating Figure 6.
Figure 6: Comparison of the analytic result and the finite difference approximation of $\beta_{1,2}$ for $Re = 1$.

small Reynolds number flows.

4.2. Flow case 2: $Re = 80$

We now turn to a flow with a Reynolds number of 80. Again, we choose a surface perturbation $\alpha(\xi_1) = \cos(60(\xi_1 - 0.06))$ and investigate the resulting discrete Hessian, which can be seen in Figure 7. Just as in the

Figure 7: Scaled input $\alpha$ and resulting discrete Hessian $H^{FD}$. 
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first flow case, the input wave has the same phase as the outgoing Hessian signal (property I). The amplitude of the output does again vary, meaning that we again have non-constant scaling parameters (property IV). The next step is to investigate how the output depends on the input frequency. We therefore study the output for several input frequencies and calculate a linear fit for the scaling of the amplitude, hoping that the linear analytic result will hold even though we no longer have negligible convective properties of the flow. The result of this fit at the spatial position $\xi_1 = \frac{3}{4}\pi$ can be found in Figure 8b. Fortunately, the results again point to a Hessian symbol with linear scaling (property II). Repeating this computation for different values of $\xi_1$ yields Figure 9. It can be seen that the $\beta_2^{FD}$ values match the analytic result very well, whereas the $\beta_1^{FD}$ values do not coincide with the analytic predictions (property III partially violated). Therefore,
one can conclude that the convective flow behavior, which we did not include in the analytic derivations, will result in \( \beta_1^{FD} \) values that do not correspond to \( \beta_1 \). However the analytic prediction of the scaling parameter \( \beta_2 \) can be used to mimic the Hessian behavior.

5. Construction of the approximate Newton smoothing method

Our aim is to use the scaling behavior, which we have investigated analytically and numerically to precondition and to smooth the search direction of our problem. Here, we need to distinguish between the low and higher Reynolds number cases, due to the fact that the numerical evaluation of \( \beta_1 \) did not coincide with the analytic prediction in the case of convective flow behavior. Let us for now assume that we know the values of \( \beta_1 \) and turn to several other problems arising when trying to determine a preconditioner. We start by using standard Hessian manipulation techniques as they can be found in [6, Chapter 6.3] to construct a modified Hessian \( \tilde{H} \), which is sufficiently positive definite. After that, we think of how to approximate this Hessian with a sparse and computationally cheap preconditioner \( B \). Here, the main task will be to mimic pseudo-differential behavior.

5.1. Hessian manipulation

Let us start by pointing out that instead of using the Hessian, Newton’s method uses the inverse Hessian, which has the inverse scaling behavior

\[
H^{-1}[\alpha] = \frac{1}{\beta_1 + \beta_2 \omega} \alpha.
\]

(25)

Our first step is to investigate the effect of this inversion, which can be found in Figure 10a when using the analytic scaling parameters \( \beta_{1,2} \) of a flow with a Reynolds number of 1. It is clear that the inverse Hessian will blow up for frequencies that fulfill

\[
\beta_1 + \beta_2 \omega = 0.
\]

In our example, this behavior can be seen at the front and the rear of the cylinder. Furthermore, the scaling behavior of the Hessian can become negative, which can be interpreted as negative eigenvalues of the

Figure 10: Response of the original and modified preconditioner to the input \( \alpha \), which is a wave with frequency 60.
Hessian matrix. Hence, we need to take care of two problems frequently arising when trying to approximate a Hessian matrix, namely singularities as well as negative eigenvalues. As proposed in [6], we modify the Hessian symbol such that its inverse has the form

\[ \bar{H}^{-1} := \frac{1}{\bar{\beta}_1 + |\beta_2| \omega} \alpha, \]

where

\[ \bar{\beta}_1 := \eta + \beta_1 - \min_{\xi} \left\{ 0, \min_{\xi} \beta_1 \right\}. \tag{26} \]

The regularization parameter \( \eta \) is chosen to prevent singularities of the inverse symbol and to ensure that all eigenvalues of the Hessian will be sufficiently positive. Let us now use \( H^{-1} \) to precondition the search direction, which for now is a Fourier mode with frequency 60. When taking a look at the output in Figure 10b we see that the Hessian behavior will only be affected in the critical regions of the optimization patch, namely the front and rear. We will further justify this modification of the Hessian by investigating its effects on the final preconditioner. However, we first think of how one can calculate the Hessian when not using a Fourier mode as input.

5.2. Approximation of the pseudo-differential operator

Our goal is to find a computationally cheap preconditioner \( B^{-1} \) with the symbol \( \sigma_{B^{-1}} \), which approximates the symbol of the inverted modified Hessian \( \bar{H}^{-1} \). The two main properties of the symbol, namely its scaling and no phase shift belong to so-called pseudo-differential operators. Solving equations containing pseudo-differential operators is time consuming, which is why we use a different approach. To ensure a sparse and computationally cheap Hessian, we make use of differential operators. Using operators of even order will prevent a phase shift, however yields incorrect scaling. The chosen operator is

\[ \bar{H}^{-1} \approx B^{-1} \approx (\bar{\beta}_1 + \epsilon \partial_{\xi_1} \xi_1)^{-1} \alpha. \]

This operator can easily be evaluated, however its symbol is

\[ \sigma_{B^{-1}} = \frac{1}{\bar{\beta}_1 - \epsilon \omega^2}, \tag{27} \]

whereas the symbol which we wish to approximate is

\[ \sigma_{\bar{H}^{-1}} = \frac{1}{\bar{\beta}_1 + \beta_2 \omega}. \tag{28} \]

We will mimic the correct scaling by choosing \( \epsilon \) such that the symbol of the preconditioner \( \sigma_{B^{-1}} \) will be similar to the correct symbol \( \sigma_{\bar{H}^{-1}} \). Before deriving a strategy to pick \( \epsilon \), we apply the preconditioner \( B \) to Newton’s method: The preconditioned search direction \( p \) is given by

\[ p(\xi_1) = - (\bar{\beta}_1(\xi_1) + \epsilon(\xi_1) \partial_{\xi_1} \xi_1)^{-1} df(\xi_1), \]

which is the continuous version of the Newton update [13] when using the derived Hessian approximation. Discretizing this differential equation on the given mesh nodes of the optimization mesh yields

\[ \bar{\beta}_{1,j} p_j + \epsilon_j \Delta \xi_1 (p_{j-1} - 2p_j + p_{j+1}) = df_j \tag{29} \]

with \( j = 1, \cdots, N \). Since this discretized equation is linear in \( p \), we can rewrite it as

\[ p = -B^{-1} df, \tag{30} \]
where the matrix $B$ is given by

$$
\begin{pmatrix}
\bar{\beta}_{1,1} - \frac{2\epsilon_1}{\Delta t}\xi^2 & \frac{\epsilon_1}{\Delta t} & 0 & \cdots & 0 \\
\frac{\epsilon_1}{\Delta t} & \bar{\beta}_{1,2} - \frac{2\epsilon_2}{\Delta t}\xi^2 & \frac{\epsilon_2}{\Delta t} & 0 & \cdots & 0 \\
0 & \frac{\epsilon_2}{\Delta t} & \bar{\beta}_{1,3} - \frac{2\epsilon_3}{\Delta t}\xi^2 & \frac{\epsilon_3}{\Delta t} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & \frac{\epsilon_{N-1}}{\Delta t} & 0 \\
\frac{\epsilon_N}{\Delta t} & 0 & \cdots & 0 & \frac{\epsilon_N}{\Delta t}
\end{pmatrix},
$$

when assuming periodic boundary conditions and the gradient $df$ is the collection of gradient values on every surface node as defined in (12).

We now return to choosing the smoothing parameter $\epsilon$ such that the correct and approximated symbols (28) and (27) match for relevant frequencies. Note that $\epsilon$ has been discretized in (29). Hence, it remains to pick $\epsilon_j$ for $j = 1, \ldots, N$. For this task, we need to determine frequencies in the gradient vector $df$. We use the discrete Fourier transform

$$
df_k = \frac{1}{N} \sum_{l=0}^{N-1} df_l \exp \left( \frac{i2\pi kl}{N} \right)
$$

to determine frequencies with amplitude $\hat{df}_j$ in $df$. These amplitudes can be calculated by

$$
\hat{df}_k = \sum_{l=0}^{N-1} df_l \exp \left( \frac{i2\pi kl}{N} \right).
$$

Note that these frequencies are global. Frequencies can be localized by multiplying a discrete window function $g$, yielding

$$
\hat{df}_{m,l} = \sum_{k=0}^{N-1} df_k g_{k-m} \exp \left( \frac{-i2\pi kl}{N} \right).
$$

This representation is common in signal compression and is called a discrete windowed Fourier transform. For further details can be found in [17, Chapter 4.2.3].

The discrete values of $\epsilon$ are now determined by minimizing the distance between the response of the windowed Fourier transform to the correct and approximated symbol

$$
\epsilon_j = \arg \min_\varepsilon \sum_{k=0}^{N-1} \hat{df}_{j,k}^2 \left( \frac{1}{\beta_{1,j} - \varepsilon \omega_k^2} - \frac{1}{\beta_{1,j} + |\beta_{2,j}| \omega_k} \right)^2.
$$

Since we have localized the frequencies, we are able to pick the smoothing parameter in a given spatial cell $j$ such that the approximated matches the correct scaling for frequencies that are dominant in cell $j$. The optimal value of this parameter in cell $j$ is then denoted by $\epsilon_j$. The constructed preconditioner is depicted in Figure 11.

The presented preconditioner is similar to common Sobolev smoothing: The Sobolev-smoothed search direction $p_S$ is obtained by solving

$$
p_S(\xi_1) = - (1 + \bar{\epsilon} \partial_\xi_1)^{-1} df(\xi_1).
$$

In contrast to the presented method, the smoothing parameter $\bar{\epsilon}$ is usually obtained by a parameter study. In our method, we pick the spatially dependent smoothing parameter $\epsilon$ such that we mimic Hessian behavior. Hence, the introduced smoothness is chosen locally such that the optimization process is accelerated.
Therefore, we call the new method \textit{local smoothing}, whereas common Sobolev Smoothing is called \textit{global smoothing} in the following.

We now investigate the effects of the Hessian manipulations introduced by the modification of the scaling parameters $\beta_1$ and $\beta_2$. Remember that our goal was to construct a sufficiently positive definite preconditioner, which means that the smallest eigenvalue $\mu^*$ fulfills

$$\mu^* \geq \delta > 0.$$ 

We can estimate the eigenvalues of the preconditioning matrix $B$ with the help of the Gershgorin circle theorem, which states that

$$|\mu - B_{kk}| < \sum_{j \neq k} |B_{kj}|.$$ 

Therefore, we have that

$$\mu \in \bigcup_k \left( \beta_{1,k} - 2 \frac{\epsilon_k}{\Delta \xi_1^2}, \beta_{1,k} - 2 \frac{\epsilon_k}{\Delta \xi_1^2} + 2 \frac{|\epsilon_k|}{\Delta \xi_1^2} \right).$$ 

Note that since we are using $|\beta_1|$ as scaling parameter, we know that $\epsilon_k < 0$, which means that we have

$$\mu \in \bigcup_k \left( \beta_{1,k} - 4 \frac{\epsilon_k}{\Delta \xi_1^2} \right).$$ 

Remember that in [26] the modified scaling parameter $\tilde{\beta}_1$ was chosen such that $\tilde{\beta}_1 > \eta$, meaning that the regularization parameter $\eta$ can be understood as the minimal eigenvalue of the preconditioner. Hence the regularization parameter should be chosen sufficiently large, meaning that $\eta \geq \delta$. As a result we can easily control the lower bound of the minimal eigenvalue. This further motivates the Hessian modifications we used. We now use the preconditioner, which we constructed to optimize the design of a cylinder inside a flow.
6. Results

In the following, the results of the optimization when using common preconditioner (30) will be presented and compared to the common choice of Sobolev smoothing (33) with a constant smoothing parameter \( \tilde{\epsilon} \), which we call global preconditioning. A good smoothing parameter for the global method, has been determined by investigating the grid resolution as done in [11]. As discussed, the local methods picks the smoothing parameter automatically by minimizing (32). The task is to minimize the drag of a two dimensional cylinder, which is placed inside a fluid. To prevent the methods from simply decreasing the volume of the cylinder in order to achieve a minimization of the drag, we employ a volume constraint, which ensures a constant obstacle volume. The radius of the cylinder is one meter. We use a farfield density of \( 998.2 \text{ kg m}^{-3} \) and a farfield velocity of \( 10^{-5} \text{ m s}^{-1} \) for the Reynolds number of 1 and a velocity of \( 6.4 \cdot 10^{-5} \text{ m s}^{-1} \) for the Reynolds number of 80. The chosen viscosity is \( 0.798 \cdot 10^{-3} \text{ N s m}^{-2} \).

6.1. Flow case 1: Re = 1

We first look at the flow with \( Re = 1 \), where we are confident to use the analytic form of \( \beta_2 \) and especially \( \beta_1 \). The regularization parameter \( \eta \) in (26) is set to 0.2. As commonly done in Newton’s method, we use a step length of 1.0 for the local method. When comparing the first design update of the local and the global method when using a step length of 1, one observes that the global method is penalized as the design update is much smaller. This is why we scale the step size of the global method, such that the magnitude of the design change will be of the same size for both methods in the first design step, see Figure 12b. Let us now compare the optimization histories of local and global preconditioning. In Figure 12a we can see that using the analytic derivation of the scaling parameters \( \beta \) as well as the information on the local frequencies inside the gradient will lead to a speedup, compared to the common global preconditioner. Whereas global preconditioning needs 15 iterations to decrease the drag by roughly six percent, the local method will reach this reduction after nine iterations. A comparison of the flow field before and after the optimization can be found in Figure 13.

![Figure 12](image)

(a) Optimization history

(b) Scaled search direction iteration 1.

Figure 12: Comparison of standard and local preconditioning for \( Re = 1 \).

6.2. Flow case 2: Re = 80

We now turn to the more complicated convective case, where we choose a Reynolds number of 80. Again, we modify the surface of a cylinder in order to reduce the drag. Remembering the numerical investigation of the Hessian matrix for such a flow, it is obvious, that we cannot use the analytic values of \( \beta_1 \) as scaling
Figure 13: Zoomed view of the flow solution. Top: Original design and velocity magnitude. Bottom: Locally optimized design and velocity magnitude.

parameter, whereas the values of $\beta_2$ fit the analytic prediction. A reasonable choice for $\beta_1$ is a scaled and smoothed version of $\beta_2$, which can be seen when looking at the numeric results of Figure 9. Therefore, we choose $\beta_1 = 10\beta_2$, where the scaling of 10 is motivated by the value $\beta_1^{FD}$, which we calculated when choosing multiple frequencies, see Figure 5a. Furthermore, we use Sobolev smoothing with a very small choice of the smoothing parameter $\epsilon \approx 10^{-4}$ to ensure a smooth scaling parameter $\beta_1$. The regularization parameter $\eta$ is chosen as in the first flow case, meaning that a value of 0.2 is taken. Due to the fact that we wish to use a constant step length for the optimization process, we use a step length of 0.5 for the local preconditioner and scale the search direction proposed by the global preconditioner such that both search directions are of the same size in the first optimization step. A comparison of the scaled search directions can be found in Figure 14b. During the optimization process, we see that the local preconditioner will focus on creating an optimal front and rear, whereas the global preconditioner will heavily modify the top and bottom of the obstacle. Let us now compare the optimization histories of the local and the global preconditioner, which can be seen in Figure 14a. We see that both methods are able to heavily decrease the drag by more than 33 percent. While the local preconditioner will reach this reduction after 62 iterations, the global preconditioner needs 240 iterations to reach the same drag value. It is important to note that the local preconditioner will not further decrease the drag value after iteration 62, since the step size is too big. A smaller step size will further decrease the drag value, however we wish to perform our optimization with a constant step length, which is why subsequent drag values do not appear in the optimization history. The global method is stopped after iteration 240 as the norm of the gradient will fall to almost zero. Let us now take a closer look at the optimized design, which can be found in Figure 15. We can see that the optimization process will create a sharp front and rear, as well as a smooth top and bottom. Comparing the design histories of the global and local method in Figure 16, we can see that the local preconditioner will focus on creating an optimal front and rear, whereas the global preconditioner will heavily modify the top and bottom of the obstacle. Note that the local method results in an inverted front, in the first design steps. However, the ability to choose non-smooth deformations is advantageous in this problem as a sharp
Figure 14: Comparison of standard and local preconditioning for $Re = 80$.

Figure 15: Zoomed view of the flow solution. Top: Original design and velocity magnitude. Bottom: Locally optimized design and velocity magnitude.
Figure 16: Obstacle designs at iteration 1, 10, 20, \ldots, 60. Top: Global preconditioning. Bottom: Local preconditioning.
edge is allowed to form. A disadvantage of non-smooth deformations is that it can lead to complex meshes, which is why robust mesh deformation tools need to be employed.

7. Summary and Outlook

In this paper, we derived a local smoothing preconditioner, which automatically picks smoothing parameters such that the symbol of the inverse Hessian is approximated. This preconditioner has been derived by determining the analytic symbol when choosing the Stokes equations as flow constraints. The resulting coefficients of the symbol $\beta_1$ and $\beta_2$, which we called scaling parameters, have been compared to the numerical Hessian response. The presented technique to determine the scaling parameters numerically showed good agreements with the analytic results for flows with a Reynolds number of one. As convective forces become dominant, the parameter $\beta_1$ looses validity, however $\beta_2$ coincides with the analytic calculation. Standard Hessian manipulations of approximate Newton method have been used to obtain a sufficiently positive definite preconditioner. A computationally cheap preconditioner, which mimics the symbol of the Hessian, has been constructed by using differential operators. The derived method can be interpreted as Sobolev smoothing, which automatically picks a local smoothing parameter such that the symbol of the Hessian is approximated. Comparing the new method with Sobolev smoothing, we see that we obtain a faster convergence to the optimal design. By making use of a local smoothing parameter, which depends on the position of the optimization patch $\Gamma_o$, the method is able to turn off smoothing in physically meaningful areas such as the front and rear of the cylinder.

A question that one could focus on in future work is how to determine the scaling parameter $\beta_1$ in the case of a convective flow. Setting $\beta_1$ to a smoothed version of $\beta_2$ led to an acceleration of the optimization, however this choice was based on problem dependent numerical investigations, which might not hold for further applications. Furthermore, one needs to check the validity of the Hessian symbol at non-smooth parts of the optimization patch, as the symbol has been derived for smooth geometries. A construction of further preconditioners making use of the derived Hessian symbol is possible. Here, one should look at the construction of a preconditioner with pseudo-differential properties to further improve the search direction.
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