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Abstract Over the last three decades, many attempts have been made to improve the DIRECT (DIviding RECTangles) algorithm’s efficiency. Various novel ideas and extensions have been suggested. The main two steps of DIRECT-type algorithms are selecting and partitioning potentially optimal rectangles. However, the most efficient combination of these two steps is an area that has not been investigated so far. This paper presents a study covering an extensive examination of various candidate selection and partitioning techniques within the same DIRECT algorithmic framework. Twelve DIRECT-type algorithmic variations are compared on 800 randomly generated GKLS-type test problems and 96 box-constrained global optimization problems from DIRECTGOLib v1.1 with varying complexity. Based on these studies, we have identified the most efficient selection and partitioning combinations leading to new, more efficient, DIRECT-type algorithms. All these algorithms are included in the latest version of DIRECTGO v1.1.0 and are publicly available.
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1 Introduction

In this paper, we consider a box-constrained global optimization problem of the form:

$$\min_{x \in D} f(x)$$ (1)
where $f : \mathbb{R}^n \to \mathbb{R}$ is a Lipschitz-continuous, potentially “black-box” objective function, and $\mathbf{x}$ is the input vector. Thus, we assume that the analytical information of the objective function $f$ is unknown and can only be obtained by evaluating $f$ at various points of the feasible region, which is an $n$-dimensional hyper-rectangle

$$D = [\mathbf{a}, \mathbf{b}] = \{\mathbf{x} \in \mathbb{R}^n : a_j \leq x_j \leq b_j, j = 1, \ldots, n\}.$$  

Moreover, $f$ can be non-linear, multi-modal, non-convex, and non-differentiable.

The optimization community attracted considerable interest from the simplicity and efficiency of the deterministic DIRECT-type algorithms. The original DIRECT algorithm was developed by Jones et al. [25] and is a well-known and widely used solution technique for derivative-free global optimization. The DIRECT algorithm extends classical Lipschitz optimization [36,37,38,39,42,43,47,49], where the need for the Lipschitz constant is eliminated. This feature made DIRECT-type methods especially attractive for solving various real-world optimization problems (see, e.g., [1,2,3,4,5,6,11,31,35,41,53] and the references given therein). Furthermore, the extensive numerical benchmarks in [44] revealed an encouraging performance of the DIRECT algorithm among other tested derivative-free global optimization approaches, belonging to genetic [22], simulated annealing [27], and particle swarm optimization [26].

Typically, the DIRECT-type algorithms include three main steps: selection, sampling, and partitioning (subdivision). At each iteration, a specific DIRECT-type algorithm identifies (selects) the set of potentially optimal hyper-rectangles (POHs) and then samples and subdivides them. The original DIRECT algorithm uses hyper-rectangular subdivisions based on $n$-dimensional trisection. The objective function is evaluated at the center points of the newly-formed sub-rectangles. Moreover, if several dimensions have the maximum side length, DIRECT starts trisection from the dimension with the lowest $w_j$ and continues to the highest [24,25]. Here $w_j$ is defined as the best function values sampled along dimension $j$

$$w_j = \min\{f(c + \delta e_j), f(c - \delta e_j)\},$$  

where $j \in M$ (set of dimensions with the maximum side length), $\delta$ is equal to one-third of the maximum side length, $c$ is the center of the hyper-rectangle, and $e_j$ is the $j$th unit vector. Fig. 1 illustrates the selection, sampling, and subdivision (trisection) in the original DIRECT algorithm for a two-dimensional Branin test function.

Since the original DIRECT algorithm was published, various DIRECT-type extensions and modifications have been proposed. One large group of existing modifications aim to improve the selection of POHs (see, e.g., [1,10,32,35,52]), while the other group concentrates on different partitioning techniques (see, e.g., [23,28,33,40,45]). In addition, the authors also make some modifications to the other steps of their algorithms. Consequently, it is unclear which suggested improvements have the most potential within the DIRECT algorithmic framework.

We address this problem by comparing various proposed candidate selection and partitioning techniques for the remaining algorithmic steps under the same conditions. This way, we seek to improve the efficiency of existing DIRECT-type algorithms by creating new combinations based on the previous proposals. Twelve
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Fig. 1 Illustration of selection, sampling, and subdivision (trisection) used in the original DIRECT algorithm [25] on a two-dimensional Branin test function in the first two iterations mostly new DIRECT-type algorithmic variations are introduced and investigated using three selection and four partitioning schemes.

The rest of the paper is organized as follows. Section 2 reviews the original DIRECT algorithm and well-known DIRECT-type modifications proposed for the candidate selection and subdivision. The obtained new combinations are described in Section 3. An extensive experimental analysis using traditional test problems is presented in Section 4, while on GKLS-type test problems in Section 5. Finally, in Section 6, we conclude the paper.

2 Overview of candidate selection and partitioning techniques used in DIRECT-type algorithms

This section reviews the most well-known strategies for selecting and partitioning potentially optimal candidates in DIRECT-type algorithms. We start with a brief review of the main steps of the original DIRECT algorithm, with particular emphasis on candidate selection and partitioning techniques.

2.1 Original DIRECT algorithm

The original DIRECT algorithm is a deterministic derivative-free global optimization [20,58] algorithm subject to simple box constraints. The main steps of DIRECT are summarized in Algorithm 1. At the Initialization step (see Algorithm 1 Lines 2–7), DIRECT normalizes the search region $D$ to unit hyper-rectangle $\bar{D}$ and refers to the original space $D$ only when evaluating the objective function. Regardless of the dimension $n$, the first evaluation of the objective function is performed at the midpoint of the unit hyper-rectangle $c^1 = (1/2, \ldots, 1/2) \in \bar{D}$.

Two of the most critical steps in the original DIRECT and other existing modifications are Selection and Subdivision.
Algorithm 1: Main steps of the DIRECT algorithm

1. \textbf{DIRECT}(f,D,opt);

\textbf{Input:} Objective function \((f)\), search domain \((D)\), and adjustable
algorithmic options \((\text{opt})\): tolerance \((\varepsilon_{\text{pe}})\), maximal number of
function evaluations \((M_{\text{max}})\) and algorithmic iterations \((K_{\text{max}})\);

\textbf{Output:} The best found objective value \((f_{\text{min}})\), solution point \((x_{\text{min}})\), and
record of various performance metrics: percent error \((\varepsilon_{\text{pe}})\), number
of iterations \((k)\), number of function evaluations \((m)\);

\begin{algorithmic}
\STATE \textbf{Initialization step:}
\STATE 2. \textbf{Normalize} the search domain \(D\) to be the unit hyper-rectangle \(\bar{D}\);
\STATE 3. \textbf{Evaluate} the objective function at the center point \((c_1)\) of \(\bar{D}\) and set:
\STATE 4. \hspace{1em} \(c_1 = (\frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2})\); \hspace{2em} // referring to \(D\)
\STATE 5. \hspace{1em} \(x_{\text{min}}^j = |b_j - a_j| \cdot c_1^j + a_j, j = 1, \ldots, n;\)
\STATE 6. \hspace{1em} \(f_1 = f(x_{\text{min}}), f_{\text{min}} = f_1;\)
\STATE 7. \textbf{Initialize} performance measures: \(k = 1, m = 1, \varepsilon_{\text{pe}};\) // \(\varepsilon_{\text{pe}}\) defined in \((2)\)
\STATE 8. \textbf{while} \(\varepsilon_{\text{pe}} > \varepsilon_{\text{pe}}\) \textbf{and} \(m < M_{\text{max}}\) \textbf{and} \(k < K_{\text{max}}\) \textbf{do}
\STATE 9. \hspace{1em} \textbf{Selection step:} Identify the set \(S_k\) of POHs using Definition \(1\);
\STATE 10. \hspace{2em} \textbf{foreach} \(\bar{D}_{ik} \in S_k\) \textbf{do}
\STATE 11. \hspace{4em} \textbf{Sampling step:} Evaluate \(f\) at the newly sampled points in \(\bar{D}_{ik};\)
\STATE 12. \hspace{4em} \textbf{Subdivision step:} Trisect \(\bar{D}_{ik}\) as illustrated in Fig. \(1\);
\STATE 13. \hspace{2em} \textbf{end}
\STATE 14. \hspace{1em} \textbf{Update} \(f_{\text{min}}, x_{\text{min}}, \) and performance measures: \(k, m\) and \(\varepsilon_{\text{pe}};\)
\STATE 15. \textbf{end}
\STATE 16. \textbf{Return} \(f_{\text{min}}, x_{\text{min}}, \) and performance measures: \(k, m\) and \(\varepsilon_{\text{pe}}.\)
\end{algorithmic}

2.1.1 Original selection strategy

Let the current partition at the iteration \(k\) be defined as
\[ P_k = \{D^i_k : i \in I_k\}, \]
where \(D^i_k = [a^i, b^i] = \{x \in D : 0 \leq a^i_j \leq x_j \leq b^i_j \leq 1, j = 1, \ldots, n, \forall i \in I_k\} \) and \(I_k\)
is the index set identifying the current partition \(P_k\). The next partition, \(P_{k+1}\), is
obtained by subdividing selected POHs from the current partition \(P_k\). Note there
is only one candidate, \(D^i_1\), that at the first iteration \((k = 1)\), which is automatically
potentially optimal. The formal requirement of potential optimality in subsequent
iterations is stated in Definition \(1\).

\textbf{Definition 1} Let \(c^i\) denote the center sampling point and \(\delta^i_k\) be a measure
(equivalently, sometimes called distance or size) of the hyper-rectangle \(D^i_k\). Let
\(\varepsilon \geq 0\) be a positive constant and \(f_{\text{min}}\) be the best currently found value of the
objective function. A hyper-rectangle \(D^h_k, h \in I_k\) is said to be potentially optimal
if there exists some rate-of-change (Lipschitz) constant \(\bar{L} > 0\) such that
\begin{align}
 f(x^i) - \bar{L}\delta^i_k & \leq f(x^i) - \bar{L}\delta^i_k, \quad \forall i \in I_k, \quad (3) \\
 f(x^h) - \bar{L}\delta^h_k & \leq f_{\text{min}} - \varepsilon |f_{\text{min}}|, \quad (4)
\end{align}
where
\[ x^j_i = |b_j - a_j| c_i^j + a_j, \quad j = 1, \ldots, n, \] (5)
and the measure of the hyper-rectangle \( D^j_k \) is
\[ \delta^k_i = \frac{1}{2} \|b^i - a^i\|_2. \] (6)

The hyper-rectangle \( D^j_k \) is potentially optimal if the lower Lipschitz bound for the objective function computed by the left-hand side of (3) is the smallest one with some positive constant \( \tilde{L} \) in the current partition \( P_k \). In (1), the parameter \( \varepsilon \) is used to protect from an excessive refinement of the local minima [24,34]. In [24], the authors obtained good results for \( \varepsilon \) values ranging from \( 10^{-3} \) to \( 10^{-7} \). A geometrical interpretation of POH selection using Definition 1 is illustrated on the left panel of Fig. 2. Here each hyper-rectangle is represented as a point. The x-axis shows the size of the measure (\( \delta \)) while the y-axis – the objective function value attained at the midpoint (\( c \)) of this hyper-rectangle. The hyper-rectangles meeting conditions (3) and (4) are points on the lower-right convex hull (highlighted in blue color).

However, such a selection strategy can be especially inefficient, e.g., for symmetric problems. There may be many POHs with the same diameter \( \delta^k_i \) and objective value, leading to a drastic increase of selected POHs per iteration. To overcome this, authors in [11] proposed selecting only one of these many “equivalent” candidates. In [24], the authors revealed that such modification could significantly increase the performance of the DIRECT algorithm. In this paper, we call this an improved original selection strategy.

2.1.2 Original partitioning scheme

In the Sampling and Subdivision steps (see Algorithm 1, Lines 11 and 12), a hyper-rectangular partition based on n-dimensional trisection is used. Using this scheme, the POHs are partitioned into smaller non-intersecting hyper-rectangles (see Fig. 1), containing the lower function values in larger new hyper-rectangles.

2.2 Other candidate selection schemes in DIRECT-type algorithms

Various improvements and new ideas for candidate selection were proposed in the literature. To prevent the DIRECT algorithm from being sensitive to the objective function’s additive scaling, authors in [9] introduced a scaling of the objective function values by subtracting the median value calculated from the previously evaluated function values. More specifically, in the selection step, a new DIRECT-m replaces (1) from Definition 1 to:
\[ f(x^i) - \tilde{L}\delta^i \leq f^{\min} - \varepsilon|f^{\min} - f^{\median}|. \] (7)

Similarly, in [29], authors adopted the similar idea in DIRECT-a. At each iteration, instead of the median value (\( f^{\median} \)), authors proposed to use the average value (\( f^{\average} \)):
\[ f(x^i) - \tilde{L}\delta^i \leq f^{\min} - \varepsilon|f^{\min} - f^{\average}|. \] (8)
The authors in [8,28,30] showed that different schemes controlling the $\epsilon$ parameter in (4) could increase the efficiency of the DIRECT algorithm, especially when needed to fine-tune the solution to higher accuracy.

In order to verify this, the experimental investigation of the original DIRECT, DIRECT-m (based on eq. (7)), and DIRECT-a (based on eq. (8)) algorithms on an extensive set consisting of 81 test and six engineering problems (from DIRECTGOLib v1.0 [54]) were performed in [50]. Our investigation revealed that in solving engineering problems, a significant performance difference was not observed. However, on 81 test problems, the original DIRECT proved to be more efficient, and using the same stopping conditions solved 10 and 23 more test problems than DIRECT-m and DIRECT-a accordingly (for details, see Table 3 in [50]). Based on this, the original eq. (4) was used in an improved original selection strategy in our experimental study.

Below we focus on the other two selection schemes considered in this research.

2.2.1 Aggressive selection

In [1], the authors relaxed the selection criteria of POHs and proposed an aggressive version of the DIRECT algorithm (Aggressive DIRECT). The main idea is to select and divide at least one hyper-rectangle from each group of different diameters ($\delta_i^k$) containing the lowest objective function value. Such aggressive selection ensures much more objective function evaluations per iteration compared to other existing POH selection schemes. From the optimization point of view, such an approach may seem less favorable since it “wastes” function evaluations by exploring unnecessary (non-potentially optimal) hyper-rectangles. However, such a strategy is much more appealing in a parallel environment, as was shown in [15,17,18,58].

In [16], authors showed that limiting the refinement of the search-space when the size of hyper-rectangles $\delta_{ik}$ reached some prescribed size $\delta_{\text{limit}}$, the memory usage reduces from 10% to 70%, and the algorithm can run longer without memory allocation failure. In the experimental part (described in Section 4), the limit parameter ($\delta_{\text{limit}}$) was set to the size of a hyper-rectangle that has been subdivided 50n times. The $\delta_{\text{limit}}$ parameter is intended for the same purpose as the equation (4) and tries to avoid wasting function estimates by “over-exploring” the local minimum area. We call this an improved aggressive selection strategy. A geometrical interpretation of the aggressive selection is shown in the middle panel of Fig. 2.

2.2.2 Two-step-based Pareto selection

In a more recent modification DIRECT-GL [52], we proposed a new two-step-based selection strategy for the identification of the extended set of POHs. In both steps, DIRECT-GL selects only Pareto optimal hyper-rectangles: in the first step, non-dominated on size (the higher, the better) and center point function value (the lower, the better), while in the second, non-dominated on size and distance from the current minimum point (the closer, the better) and takes the unique union of identified candidates in both steps. We note this scheme does not have any protection against over-exploration in sub-optimal local minima regions.

A geometrical interpretation of the selection procedure is shown in the right panel of Fig. 2. In the first step, DIRECT-GL selects Pareto hyper-rectangles
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Concerning the size and function value. Therefore, unlike the Aggressive DIRECT strategy, hyper-rectangles from the groups where the minimum objective function value is higher than the minimum value from the larger groups are not selected in DIRECT-GL. Compared to the original selection (Definitions 1), in DIRECT-GL, the set of POHs is enlarged by adding more medium-sized hyper-rectangles. In this sense, Pareto selection may be more global than the original DIRECT selection. Additionally, in the second step, DIRECT-GL selects the hyper-rectangles that are non-dominated concerning the size and distance from the current minimum point. This way, the set of POHs is enlarged with various size hyper-rectangles nearest the current minimum point, assuring a broader examination around it.

2.3 Other partitioning schemes in DIRECT-type algorithms

2.3.1 Trisection strategy, along single the longest side

In [23], the author proposed a revised version of the original DIRECT algorithm. One of the main modifications is to trisect selected POHs only along the single longest side (coordinate), see Fig. 3. If there are several equal longest sides, the coordinate that has been split the least times during the entire search process so far is selected. If there is a tie on the latter criterion, the lowest indexed dimension is selected. In [24], authors showed that dividing a selected rectangle on only one the longest side instead of all can significantly increase the convergence speed.

2.3.2 Diagonal trisection strategy

Adaptive diagonal curves (ADC) based algorithm was introduced in [15]. Independently of the problem dimension, the ADC algorithm evaluates the objective function $f(x)$ at two vertices of the main diagonals of each hyper-rectangle $D_k^i$, as shown in Fig. 4. Same as in the revised version of DIRECT
each selected POH is trisected along just one of the longest sides. Such a diagonal scheme potentially obtains more comprehensive information about the objective function than center sampling. The center sampling strategies may sometimes take many iterations to find the solution when a hyper-rectangle containing the optimum has a midpoint with a very bad function value, which makes it undesirable for further selection. The ADC algorithm intuitively reduces this chance for both sampling points in the hyper-rectangle containing the optimum solution by sampling two points per hyper-rectangle. Therefore, better performance could be expected, especially solving more complex problems.

The main advantage of such a strategy is that it addresses one of the well-known algorithmic weaknesses of the original DIRECT. The feasible region boundary points can only be approached arbitrarily closely but never sampled using the center sampling technique. Authors in [21,28] have shown that the latter fact can cause very slow convergence to an optimum if it lies on the feasible region’s boundary.

Fig. 3 Two-dimensional illustration of the partitioning technique used in the revised version of the DIRECT algorithm [23] on a two-dimensional Branin test function

Fig. 4 Two-dimensional illustration of the diagonal trisection strategy introduced in the ADC [45] algorithm on a two-dimensional Branin test function
2.3.3 Diagonal bisection strategy

**BIRECT** (BIsecting RECTangles) [33] is motivated by the diagonal partitioning approach [15,16,18]. The bisection is used instead of a trisection typical for diagonal-based and most **DIRECT**-type algorithms. However, neither sampling at the center nor the diagonal’s endpoints are appropriate for bisection. Therefore, in **BIRECT**, the objective function is evaluated at two points lying on the diagonal equidistant between themselves and a diagonal’s vertices (see Fig. 5). Such a sampling strategy enables the reuse of the sampling points in descendant hyper-rectangles. Like the **ADC** algorithm (see Section 2.3.2), **BIRECT** samples two points per hyper-rectangle. Therefore, more comprehensive information about the objective function is considered compared to the central sampling strategy used in most **DIRECT**-type algorithms.

![Fig. 5 Two-dimensional illustration of the diagonal bisection strategy used in the **BIRECT** algorithm [33] on a two-dimensional Branin test function](image)

### 3 Summary of new **DIRECT**-type algorithmic variations

In this section, we define new variations of the **DIRECT**-type algorithms. In total, twelve variants of **DIRECT**-type algorithms are constructed (see Table 1) by combining three different selection and four partitioning techniques reviewed in the previous section.

The selection strategies used to create these new **DIRECT**-type algorithmic variations are:

1. **Improved Original selection (IO)** as described in Section 2.1.1
2. **Improved Aggressive selection (IA)** as described in Section 2.2.1
3. **Two-step-based (Global-Local) Pareto selection (GL)** as described in Section 2.2.2

The partitioning strategies used in these combinations are the following:
Table 1: Abbreviations of new twelve DIRECT-type algorithmic variations based on three different selection and four partitioning strategies

| Selection scheme | Partitioning strategy |
|------------------|-----------------------|
| IO               | N-DTC-IO              |
| IO               | 1-DTC-IO              |
| IO               | 1-DTDV-IO             |
| IO               | 1-DBDP-IO             |
| IA               | N-DTC-IA              |
| IA               | 1-DTC-IA              |
| IA               | 1-DTDV-IA             |
| IA               | 1-DBDP-IA             |
| GL               | N-DTC-GL              |
| GL               | 1-DTC-GL              |
| GL               | 1-DTDV-GL             |
| GL               | 1-DBDP-GL             |

1. Hyper-rectangular partitioning based on N-Dimensional Trisection and objective function evaluations at Center points (N-DTC) as described in Section 2.1.2.
2. Hyper-rectangular partitioning based on 1-Dimensional Trisection and objective function evaluations at Center points (1-DTC) as described in Section 2.3.1.
3. Hyper-rectangular partitioning based on 1-Dimensional Trisection and objective function evaluations at two Diagonal Vertices (1-DTDV) as described in Section 2.3.2.
4. Hyper-rectangular partitioning based on 1-Dimensional Bisection and objective function evaluations at two Diagonals Points (1-DBDP) as described in Section 2.3.3.

Let us note that some constructed combinations are already used in existing DIRECT-type algorithms. For example, the N-DTC-GL algorithm is identical to the recently proposed DIRECT-GL [52]. Furthermore, the N-DTC-IO and 1-DBDP-IO algorithms are highly related to DIRECT [25] and BIRECT [33] algorithms. The only difference is that DIRECT and BIRECT algorithms select all “equivalent” candidates (with the same diameter and objective function value), while the IO selection rule restricts to one candidate. The Aggressive DIRECT algorithm is close to the N-DTC-IA variation. The only difference is the selection step using the limit parameter ($\delta_{\text{limit}}$). Moreover, discarding the local search subroutine from the revised hybrid version of the DIRECT algorithm [23] would lead to 1-DTC-IO variation. Finally, the 1-DTDV-IO combination is highly related to the ADC algorithm [45], but the latter approach has distinct “local” and “global” phases in the selection procedure.

4 Experimental investigation using test problems from DIRECTGOLib v1.1

Test problems from the DIRECTGOLib v1.1 library [55] (listed in Appendix A Table 2) are used to evaluate the developed algorithms. In total, we examined new algorithms on 96 box-constrained global optimization test instances. Note that different subsets (e.g., low dimensional problems ($n \leq 4$), non-convex problems, etc.) of the entire set were used to deepen the investigation. All problems and algorithms are implemented in the Matlab R2022a environment and are included in the most recent version of DIRECT-type Matlab toolbox DIRECTGO v1.1.0 [51]. All computations were performed on 8th Generation Intel R Core™ i7-8750H @ 2.20GHz Processor. All 12 algorithms were tested using a limit of $M_{\text{max}} = 10^6$ function evaluations in each run. For the 96 analytical test
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...cases with a priori known global optima \( f^* \), the used stopping criterion is based on the percent error:

\[
pe = 100\% \times \begin{cases} 
\frac{f(x) - f^*}{|f^*|}, & f^* \neq 0, \\
 f(x), & f^* = 0,
\end{cases}
\]  

(9)

where \( f^* \) is the known global optimum. In all experimental studies presented in this section, the algorithms were stopped when the percent error became smaller than the prescribed value \( \varepsilon_{pe} = 10^{-2} \) or when the number of function evaluations exceeded the prescribed limit of \( 10^6 \). In other words, we stop the search when the algorithm has attained an objective function value very close to the known optimum value.

Experimental results presented in this paper are also available in digital form in the Results/JOGO directory of the Github repository [51]. The Scripts/JOGO directory of the same Github repository [51] provides the MATLAB script for cycling through all different classes of DIRECTGOLib v1.1 test problems used in this paper. The constructed script can be handy for reproducing the results presented here and comparing and evaluating newly developed algorithms.

4.1 Investigation of different partitioning strategies

First, we compare the performance of new DIRECT-type algorithms by stressing the used partitioning strategy. Table 2 summarizes comparative results using all twelve DIRECT-type variations on the whole set of 96 DIRECTGOLib v1.1 test problems. In Table 2, each column corresponds to a different partitioning method. Since each partitioning method was run on the 96 problems using 3 different selection methods (rows of Table 2), it follows that each partitioning method was involved in solving \( 3 \times 96 = 288 \) problems. The best results are marked in bold. In total, all three 1-DBDP partitioning-strategy-based algorithms failed to solve \( 28/288 \) test cases. In contrast, the second and third best partitioning technique (N-DTC, 1-DTC) based DIRECT-type approaches did not solve \( 29/288 \) and \( 36/288 \) cases accordingly. Not surprisingly, a higher number of solved test problems leads to a better overall average performance of 1-DBDP partitioning strategy-based DIRECT-type approaches. In total, the 1-DBDP partitioning technique-based DIRECT-type methods required approximately 7% and 18% fewer function evaluations than the second and third best partitioning scheme (N-DTC and 1-DTC) based DIRECT-type algorithms accordingly.

However, the situation is different when comparing algorithms based on the median number of function evaluations. The diagonal trisection strategy (1-DTDV) based DIRECT-type algorithms are more efficient than competitors. The median value for all 288 test problems solved with the 1-DTDV partitioning scheme is approximately 23% and 47% better than the second and third best 1-DTC and 1-DBDP approaches accordingly. Therefore, 1-DTDV partitioning strategy-based DIRECT-type algorithms can solve at least half of these test problems with the best performance. Furthermore, most of the time, the 1-DTDV partitioning strategy-based algorithms delivered the best average results in solving low-dimensional test problems \((n \leq 4)\). In total, on 153 low-dimensional \((n \leq 4)\) test cases, the 1-DTDV partitioning strategy-based
Table 2 The number of function evaluations of twelve DIRECT-type variants on DIRECTGOLib v1.1 test problems

| Criteria / Algorithms | # of cases | N-DTC-IA | 1-DTC-IA | 1-DBDP-IA | 1-DTDV-IA |
|-----------------------|------------|----------|----------|-----------|-----------|
| # of failed problems  | 96         | 13       | 13       | 11        | 18        |
| Average results       | 96         | 172.805  | 160.691  | 146.887   | 202.694   |
| Average (n ≤ 4)       | 51         | 25.968   | 23.638   | 45.643    | 9.785     |
| Average (n > 4)       | 45         | 339.791  | 316.541  | 262.640   | 421.539   |
| Average (convex)      | 30         | 149.711  | 126.030  | 109.374   | 153.594   |
| Average (non-convex)  | 66         | 183.302  | 176.446  | 163.939   | 225.012   |
| Average (uni-modal)   | 15         | 108.068  | 78.226   | 73.957    | 111.805   |
| Average (multi-modal) | 81         | 187.744  | 179.722  | 163.717   | 223.668   |
| Median results        | 96         | 7.608    | 1.287    | 2.108     | 1.586     |

| Criteria / Algorithms | # of cases | N-DTC-IO | 1-DTC-IO | 1-DBDP-IO | 1-DTDV-IO |
|-----------------------|------------|----------|----------|-----------|-----------|
| # of failed problems  | 96         | 12       | 18       | 12        | 21        |
| Average results       | 96         | 142.277  | 211.463  | 146.133   | 227.455   |
| Average (n ≤ 4)       | 51         | 43.812   | 42.633   | 41.602    | 41.990    |
| Average (n > 4)       | 45         | 254.819  | 403.749  | 265.522   | 436.574   |
| Average (convex)      | 30         | 111.817  | 170.675  | 80.490    | 171.868   |
| Average (non-convex)  | 66         | 156.122  | 230.004  | 175.971   | 252.722   |
| Average (uni-modal)   | 15         | 60.100   | 57.300   | 62.016    | 111.547   |
| Average (multi-modal) | 81         | 161.240  | 247.026  | 165.545   | 254.203   |
| Median results        | 96         | 771      | 1,198    | 953       | 847       |

| Criteria / Algorithms | # of cases | N-DTC-GL | 1-DTC-GL | 1-DBDP-GL | 1-DTDV-GL |
|-----------------------|------------|----------|----------|-----------|-----------|
| # of failed problems  | 96         | 4        | 5        | 5         | 5         |
| Average results       | 96         | 71.488   | 62.475   | 65.442    | 71.319    |
| Average (n ≤ 4)       | 51         | 9.675    | 7.073    | 41.300    | 5.772     |
| Average (n > 4)       | 45         | 141.753  | 125.417  | 93.714    | 145.733   |
| Average (convex)      | 30         | 55.320   | 45.520   | 42.326    | 8.950     |
| Average (non-convex)  | 66         | 78.837   | 70.182   | 75.949    | 99.669    |
| Average (uni-modal)   | 15         | 28.478   | 12.624   | 23.300    | 25.796    |
| Average (multi-modal) | 81         | 81.183   | 73.979   | 75.398    | 81.825    |
| Median results        | 96         | 1.848    | 960      | 2.042     | 775       |

algorithms required approximately 22% fewer function evaluations than the second-best partition strategy (1-DTC) based variants. To sum up, the 1-DTDV partitioning strategy performs the best combined with a two-step-based selection scheme (GL). The 1-DTDV-GL algorithm in general significantly outperformed the other two variations based on IA and IO selection schemes.

The 1-DBDP partitioning strategy-based variation combined with two of the selection schemes (GL and IA) delivered the best average results on higher dimension (n > 4) test problems. In total, the 1-DBDP partitioning strategy-based algorithms required approximately 16% fewer function evaluations than the second-best partition strategy (N-DTC) based variants.

4.1.1 Investigating the impact of the solution on the boundary

In Section 2.3.2, we stressed that the diagonal trisection strategy (1-DTDV) is especially appealing on problems where the solution lies on the boundary of the feasible region. We have carried out an additional experimental study presented here to investigate this. Note that the selection strategy was fixed (IO), and only the influence on the performance of four partitioning strategies was investigated.
Out of the 46 box-constrained unique (excluding dimensionality variations) test problems from DIRECTGOLib v1.1, only the Deb02 problem has a solution on the boundary. More precisely, the solution lies on the feasible region’s vertex, making this situation particularly favorable to the 1-DTDV strategy. Experimental results using four DIRECT-type variations on the Deb02 test problem (with varying dimensionality $n$) are given in the upper part of Table 3. Since the solution is at the vertex, independently of the dimension, the 1-DTDV-IO algorithm found the solution in the initialization step and took only two objective function evaluations. The other three DIRECT-type algorithms required significantly more function evaluations until the stopping condition was satisfied.

In order to carry out a more detailed investigation, test problems with solution coordinates lying on the boundary were artificially constructed. For this purpose, ten variations of 10-dimensional Levy and five variations of 5-dimensional D. Price test problems with perturbed feasible regions were created. Let us first consider the case of the Levy function. The original feasible region is $D = [-5,5]^10$ and the solution point $x^* = (1,1,\ldots,1)$. Thus none of the solution coordinates are on the boundary of the permissible area. On the original Levy problem, the 1-DTDV-IO algorithm performed significantly worse than any of the other three tested DIRECT-type counterparts (see the first row in the middle part of Table 3). However, the situation changes completely when Levy variations with the perturbed feasible region are considered. We artificially reconstructed the original domain so that an increasing number of solution coordinates are located on the boundary—the column “Feasible region” in Table 3 specifies the modified feasible region. For example, for the first Levy variation (Levy1), the modified feasible region coincides with the original one (i.e., $D^n_1 = D$) apart from the coordinate $x_1$, whose new domain is $x_1 \in [-5,1]$ (original was $x_1 \in [-5,5]$). Therefore, for the Levy1 problem, one of its solution coordinates ($x_1$) is on the boundary of the modified feasible region. The other nine Levy function variations are again obtained by substituting only one but the following coordinate compared to the previous Levy variation, as shown in Table 3. The $\nu$ value (the third column in Table 3) indicates the number of solution coordinates projected onto the boundary. From the obtained results presented in Table 3, observe that the more coordinates of the solution are located on the boundary, the fewer objective function evaluations the 1-DTDV-IO algorithm needs to find the solution. When $\nu \geq 8$ (i.e., at least eight out of 10 coordinates lie on the boundary), the 1-DTDV-IO algorithm outperformed other approaches. However, the situation is the opposite of the other three partitioning schemes based on DIRECT-type algorithms. For almost all cases, they required more function evaluations when $\nu$ increases.

In the last investigation, five variations of D. Price test function (original $D = [-10,10]^5$ and the solution point lying close to the center-point of the domain) were considered. For D. Price, we perturbed the feasible region by the same strategy as for the Levy test problem. Same as before, when most of the solution coordinates are located on the boundaries of the domain ($\nu \geq 4$), the 1-DTDV-IO algorithm is the most efficient. However, unlike for the Levy function, the presence of the solution coordinates on the boundary did not worsen the other DIRECT-type algorithms but rather improved. These results show that the performance of center-based partitioning techniques will not necessarily worsen when at least part of the solution coordinates are on the boundary.
4.1 Investigating the impact of the domain perturbation

By investigating the impact of different partitioning strategies, we observed several situations where one method (or partitioning scheme) dominates the others significantly. However, sometimes one method may be lucky because the partitioning approach in the initial steps naturally samples near the solution. In such situations, the location of the solution may favor one partitioning scheme over another. In this section, we explore whether such dominance is robust to slight perturbations of the domain.

Initially, we identified test problems for which a particular partitioning scheme (regardless of the selection strategy) had a clear dominance, possibly due to the conveniently defined variable bounds. Out of the 46 DIRECTGOLib v1.1 unique box-constrained test problems, the dominance of a particular partitioning scheme was identified for eight of them. We made domain perturbations for all eight problems keeping the same optimal solution. First, if any partitioning scheme-based DIRECT-type algorithm can find the solution in the initialization step, the original domain (D) has been shifted by 22.5% to the right side. In some cases, we have made further perturbations that none of the partitioning schemes would sample on initial iterations close to the solution (the column “Feasible region” in Table 4 specifies the original and perturbed domains).

The obtained experimental results revealing the impact of the domain perturbation of twelve DIRECT-type variants on eight selected original and perturbed test problems with varying dimensionality are given in Table 4. None of the partitioning schemes proved to be robust. Perturbation of the bounds may significantly reduce the dominance of a particular partitioning scheme. Quite often, the previously dominant approach may not solve the perturbed problem within the given budget of function evaluations at all. For example, the 1-DTC partitioning scheme-based DIRECT-type algorithms undoubtedly dominate original

### Table 3 The number of function evaluations required for four different DIRECT-type algorithms to find optimal solution lying on the boundary

| Label | n | μ | Feasible region | N-DTC-IO | 1-DTC-IO | 1-DBDP-IO | 1-DTDV-IO |
|-------|---|---|----------------|---------|---------|----------|----------|
| Deb02 | 2 | 2 | \( D = [0,1]^n \) | 77      | 75      | 100      | 2        |
| Deb02 | 4 | 4 | \( D = [0,1]^n \) | 199     | 145     | 220      | 2        |
| Deb02 | 8 | 8 | \( D = [0,1]^n \) | 653     | 329     | 494      | 2        |
| Deb02 | 16| 16| \( D = [0,1]^n \) | 3,827   | 1,279   | 2,368    | 2        |
| Levq  | 10| 0 | \( D = [-5,5]^n \) | 2,589   | 919     | 1,496    | 141,999  |
| Levq  | 10| 1 | \( D^m = D \) and \( x_1 \in [-5,1] \) | 2,847   | 973     | 1,326    | 24,439   |
| Levq  | 10| 2 | \( D^m = D^f \) and \( x_1 \in [1,5] \) | 3,221   | 1,033   | 1,386    | 16,291   |
| Levq  | 10| 3 | \( D^m = D^f \) and \( x_1 \in [-10,1] \) | 3,447   | 1,079   | 2,062    | 13,625   |
| Levq  | 10| 4 | \( D^m = D^f \) and \( x_1 \in [1,10] \) | 3,919   | 1,119   | 2,048    | 14,166   |
| Levq  | 10| 5 | \( D^m = D^f \) and \( x_1 \in [-2,1] \) | 4,091   | 1,195   | 2,116    | 10,927   |
| Levq  | 10| 6 | \( D^m = D^f \) and \( x_1 \in [1,4] \) | 4,483   | 1,287   | 2,316    | 5,416    |
| Levq  | 10| 7 | \( D^m = D^f \) and \( x_1 \in [-7,1] \) | 5,215   | 2,193   | 2,484    | 3,069    |
| Levq  | 10| 8 | \( D^m = D^f \) and \( x_1 \in [1,15] \) | 5,487   | 2,579   | 3,174    | 2,494    |
| Levq  | 10| 9 | \( D^m = D^f \) and \( x_1 \in [-13,1] \) | 6,299   | 6,581   | 3,518    | 547      |
| Levq  | 10| 10| \( D^m = D^f \) and \( x_{10} \in [1,10] \) | 6,487   | 3,487   | 3,572    | 551      |

- \( \nu \) the number of solution coordinates lying on the boundary

\[ \nu = \text{the number of solution coordinates lying on the boundary} \]
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Rastrigin and Griewank test problems. However, for perturbed variations of Rastrigin and Griewank, the same 1-DTC partitioning scheme-based DIRECT-type algorithms could not be able to find a solution for most of these cases.

Another obvious example is the Rosenbrock test problem case. The 1-DTDV partitioning scheme-based DIRECT-type algorithms are most efficient when the problem is considered in the original domain $D$. However, after the $D$'s perturbation, the 1-DTDV partitioning scheme proved to be very inefficient. Also, in some cases, the bounds' perturbation helped other algorithms perform significantly better than on the original domain. Examples of such problems are Styblinski-Tang, Easom, and Power Sum. Furthermore, only for the Schwefel test problem, the same two partitioning schemes (1-DBDP and 1-DTDV) based DIRECT-type algorithms remained the most efficient in the original and perturbed domains.

4.2 Investigation of different selection schemes

Here, the efficiency of new DIRECT-type algorithms is investigated based on the selection scheme. In Table 2, three row parts corresponds to a different selection approach. Since each selection strategy was run on the 96 problems using 4 different partitioning methods (columns of Table 2), it follows that each selection approach was involved in solving $4 \times 96 = 384$ test problems. We note that algorithms incorporating a two-step-based Pareto selection scheme (GL) combined with any partitioning strategy, on average, deliver the best results. All algorithmic variants based on the GL selection scheme did not solve $(19/384)$. In contrast, the IO and IA selection schemes based algorithms failed to solve $(63/384)$ and $(55/384)$ cases accordingly. This leads to a much better average performance of DIRECT-type algorithms based on the GL selection scheme. In total, GL selection scheme-based algorithms required approximately 60% and 62% fewer function evaluations compared with the IO and IA counterparts. The GL selection scheme’s most significant advantage can be seen in solving higher-dimensional ($n > 4$) test problems. In total, GL selection scheme-based algorithms solving ($n > 4$) test instances required approximately 72% fewer function evaluations compared with the IO or IA selection scheme-based counterparts.

The IO selection scheme seems the most suitable for simpler optimization problems (low dimensional, uni-modal, and problems with a few minima). Of 63 failed problems using the IO selection scheme, 43 were extremely hard, i.e., multi-modal, sharply peaked, and multi-variable (e.g., $n \geq 10$). The GL selection strategy-based variants usually select more regions to subdivide. Therefore, they suffer for these more straightforward optimization problems. However, the GL scheme ensured, that on average, all DIRECT-type variants converged in significantly fewer function evaluations on complex multi-modal test problems.

Additionally, the operational characteristics [14,56] reported in Figs. 6 to 8 show the behavior of all twelve algorithms on different subsets of DIRECTGOLib v1.1 box-constrained test problems. Operational characteristics provide the proportion of problems that can be solved within a given budget of function evaluations. Fig. 6 drawn using all 96 box-constrained problems from DIRECTGOLib v1.1, clearly shows that IO selection scheme-based DIRECT-type algorithms (1-DTDV-IO and N-DTC-
Table 4 Experimental results of twelve DIRECT-type variants on 8 selected original and perturbed test problems with varying dimensionality

| Label          | \( n \) | Feasible region | N-DTC-IA | L-DTC-IA | D-DTC-IA | 1-DTDP-IA | N-DTC-GL | L-DTC-GL | D-DTC-GL | 1-DTDP-GL | N-DTC-GL | L-DTC-GL | D-DTC-GL | 1-DTDP-GL |
|----------------|--------|-----------------|----------|----------|----------|-----------|----------|----------|----------|-----------|----------|----------|----------|-----------|
| Alpine         | 5      | 0, 0.01         | 63.845   | 10.343   | 714      | > 10^9   | 2.631    | 1.237    | 164      | 6.465     | 1.287    | 0.850    | 320      | 27.074    |
|                | 10     | 0, 10^8         | > 10^8   | > 10^9   | 173.912  | > 10^8   | > 10^8   | > 10^8   | > 10^8   | > 10^8    | 61.209   | 4.063    | 7.646    | 173.984   |
| Perturbed Alpine| 5      | \( 2.8 \times 10^8 \) | 61.845   | 10.343   | 2.578    | > 10^9   | 2.209    | 1.403    | 5.790    | 3.540     | 1.479    | 0.853    | 3.462    | 19.417    |
|                | 10     | \( 2.8 \times 10^9 \) | > 10^9   | > 10^9   | 218.170  | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | 31.967   | 7.245    | 15.540   | > 10^9    |
| Griewank       | 5      | \( -330 \times 10^9 \) | 719.065  | 69.979   | > 10^6   | > 10^6   | > 10^8   | > 10^8   | > 10^8   | > 10^8    | 524.765  | 477.262  | 14.716   | > 10^9    |
|                | 10     | \( -330 \times 10^9 \) | > 10^6   | > 10^6   | 3.739    | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6    | 167.811  | 102.961  | 175.406  | 335.628   |
| Perturbed Griewank | 5     | \( -10 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
|                | 10     | \( -10 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
| Styblinski-Tang | 5      | \( -3.5 \times 10^9 \) | 4.941    | 0.127    | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6    | > 10^6   | > 10^6   | > 10^6   | > 10^6    |
|                | 10     | \( -3.5 \times 10^9 \) | > 10^6   | > 10^6   | 98.025   | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6    | > 10^6   | > 10^6   | > 10^6   | > 10^6    |
| Perturbed Styblinski-Tang | 5   | \( -3.5 \times 10^9 \) | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6    | > 10^6   | > 10^6   | > 10^6   | > 10^6    |
|                | 10     | \( -3.5 \times 10^9 \) | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6   | > 10^6    | > 10^6   | > 10^6   | > 10^6   | > 10^6    |
| Rosenbrock     | 5      | \( -5 \times 10^9 \) | 71.865   | 26.325   | 3.158    | > 10^6   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
|                | 10     | \( -5 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
| Perturbed Rosenbrock | 5    | \( -5 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
|                | 10     | \( -5 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
| Schwefel       | 5      | \( -500 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
|                | 10     | \( -500 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
| Perturbed Schwefel | 5  | \( -500 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |
|                | 10     | \( -500 \times 10^9 \) | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9   | > 10^9    | > 10^9   | > 10^9   | > 10^9   | > 10^9    |

\( i \) = 1 \ldots n \) - indexes used for variable bounds
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Figure 6: Operational characteristics for all twelve DIRECT-type algorithmic variations on DIRECTGOLib v1.1 test problems
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IO) dominate for simpler problems. They solved almost half of the 96 test problems within a small budget of objective function evaluations. However, as the number of function evaluations increases (as more complex problems are considered), the GL scheme-based algorithms are most efficient.

Operational characteristics in Fig. 7 show the behavior of all twelve algorithms on 35 higher-dimensionality (n > 4) multi-modal test problems. Once again, when a given budget of function evaluations is low ($M_{\text{max}} \leq 500$), all IO selection scheme-based variations perform better. Unfortunately, with such a small function evaluation budget, the algorithms will only solve approximately 15% of all the test problems. When the maximal budget of function evaluations increased ($M_{\text{max}} \leq 4,000$), only one of the IO selection scheme combinations (N-DTC-IO) maintained the highest efficiency and solved approximately 50% of all the test cases. Finally, when the function evaluation budget is higher ($M_{\text{max}} \geq 4,000$), GL selection scheme-based variations (1-DTC-GL and 1-DBDP-GL) have the highest efficiency.

Similar tendencies regarding the best-performing selection strategies can be seen in Fig. 8. Here, the operational characteristics illustrate the behavior of algorithms solving simplest uni-modal and convex optimization test problems. Among the partitioning strategies, the 1-DTDV scheme looks the most efficient here.
5 Experimental investigation using GKLS-type test problems

Additionally, we compare the performance of all twelve DIRECT-type variants on
gKLS-type test problems [13]. gKLS-generator allows generating three types
(non-differentiable, continuously differentiable, and twice continuously
differentiable) of multi-dimensional and multi-extremal optimization test
functions with a priori known local and global minima. The complexity of
generated problems is established by setting different values for user-determined
parameters: problem dimension $n$, the number of local minima $m$, global
minimum value $f^*$, distance $d$ from the global minimizer to the paraboloid
vertex, and radius $r$ of the attraction region of the global minimizer.

We use eight different complexity classes (see Table 5). The dimensionality
($n$) and other parameters are set as in [34,35]. Each class consisted of 100 test
instances. For each dimension $n$, two test classes were considered: the “simple”
class and the “hard” one. For three- and four-dimensional classes the difficulty is
increased by enlarging the distance $d$ from the global minimizer ($x^*$) to the
paraboloid vertex. For two and five-dimensional classes this is achieved by
decreasing the radius $r$ of the attraction region of the global minimizer.

The same stopping rule is adopted in these experiments as in [34,35]. The
global minimizer $x^* \in D$ is considered to be found when an algorithm generated a
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Operational characteristics

Figure 8: Operational characteristics for all twelve DIRECT-type algorithmic variations solving uni-modal and convex DIRECTGOLib v1.1 test problems

Table 5: Description of GKLS-type test classes used in numerical experiments

| Class | Difficulty | $\Delta$ | $n$ | $f^*$ | $d$ | $r$ | $m$ |
|-------|------------|---------|-----|-------|-----|-----|-----|
| 1     | simple     | $10^{-4}$ | 2   | -1    | 0.90| 0.20| 10  |
| 2     | hard       | $10^{-4}$ | 2   | -1    | 0.90| 0.10| 10  |
| 3     | simple     | $10^{-6}$ | 3   | -1    | 0.66| 0.20| 10  |
| 4     | hard       | $10^{-6}$ | 3   | -1    | 0.90| 0.20| 10  |
| 5     | simple     | $10^{-6}$ | 4   | -1    | 0.66| 0.20| 10  |
| 6     | hard       | $10^{-6}$ | 4   | -1    | 0.90| 0.20| 10  |
| 7     | simple     | $10^{-7}$ | 5   | -1    | 0.66| 0.30| 10  |
| 8     | hard       | $10^{-7}$ | 5   | -1    | 0.66| 0.20| 10  |

Function evaluation point $x^j \in D_k^i$ such that:

$$|x_j^* - x_j^i| \leq \sqrt{n}(b_j - a_j), \quad 1 \leq j \leq n,$$

where $0 \leq \Delta \leq 1$ is an accuracy coefficient [45] (see Table 5 for $\Delta$ parameter values). In other words, we stop the search when the algorithm has produced a point very close to the known optimum. In each run, we used the same limit of function evaluations equal to $10^6$. Note that the stopping rule (10) does not require algorithms to find a solution with high accuracy. Therefore, the Pareto selection enhancing the local search (see Section 2.2.2) was disabled.

The experimental results are summarized in Table 5. The notation “$> 10^6(j)$” indicates that after the maximal number of function evaluations $10^6$, ...
the algorithm under consideration was not able to solve $j$ problems in total. First, contrary to the previous tendencies, the best results are obtained when $\text{DIRECT}$-type variants include an improved original selection scheme (IO). In numerical experiments described in Section 4, $\text{DIRECT}$-type algorithms with integrated IO selection schemes had almost the worst efficiencies. However, all four $\text{DIRECT}$-type variants based on the IO selection scheme are promising for GKLS-type test problems. The least attractive is an improved aggressive selection scheme (IA). All failed 40 cases appeared when this selection scheme was combined with three different partitioning strategies (except 1-DBDP).

The best average results (see the upper part of Table 6) are achieved using 1-DTC-IO (for seven different classes) and 1-DBDP-GL (for one class). The average number using the 1-DTC-IO algorithm is 8,021, while the second (1-DBDP-IO) and third-best (1-DTDV-IO) algorithms deliver approximately 19% (9,571) and 47% (15,231) worse overall performances. Interestingly, the 1-DBDP-GL algorithm, which produced the best overall result in Section 4, ranks only fifth as delivered 67% (24,746) worse average results than 1-DTC-IO.

The lowest aggregated median number (the middle part of Table 6) for all eight classes again is obtained using the same 1-DTC-IO algorithm (1,427). Therefore, the 1-DTC-IO algorithm can solve at least half of GKLS-type problems with the best performance. In contrast, the second (1-DBDP-GL) and third (1-DBDP-IO) best algorithms delivered approximately 3.71% (1,482) and 3.84% (1,484) worse overall median values.

In the bottom part of Table 6, the maximal number of function evaluations required to solve test problems within a particular class is reported. The previously emphasized algorithmic variation 1-DTC-IO is the best for four out of eight classes. However, solving two of the most complex (“hard”) classes (No = 6 and 8) 1-DTDV-IO algorithm seems the most promising.

Additionally, we visualize the performance of all twelve $\text{DIRECT}$-type variations on GKLS-type problems using the operational characteristics. Fig. 9 shows the behavior on four “simple” GKLS classes, while Fig. 10 shows the “hard” ones. For simple classes, IO and GL selection schemes seem the most promising. Among algorithms, when a low budget of function evaluations is considered ($M_{\text{max}} \leq 400$), the 1-DTC-IO algorithm is the most efficient. However, when $M_{\text{max}} > 400$, the 1-DBDP-GL algorithmic combination outperforms all others. Furthermore, the best performance on these simple classes is achieved regardless of the selection scheme used with the 1-DBDP partitioning strategy.

Finally, for “hard” classes (see Fig. 10) IO selection scheme seems the most favorable (especially for simpler problems), while GL is the second-best option. However, when a higher maximal number of function evaluations is allowed, the performance of GL and IO selection scheme-based algorithms is quite similar. Among the algorithms, 1-DBDP-IO and 1-DTC-IO are the two best-performing ones.

6 Conclusions and future work

This paper presented an extensive experimental investigation of various candidate selection and partitioning techniques traditionally used in the $\text{DIRECT}$-type algorithms. Twelve $\text{DIRECT}$-type algorithmic combinations were
Table 6 Comparison of twelve DIRECT-type variants on eight classes of GKS-type problems

| Class | N-DTC-IA | 1-DTC-IA | 1-DBDP-IA | 1-DTDV-IA | N-DTC-IO | 1-DTC-IO | 1-DBDP-IO | 1-DTDV-IO | N-DTC-GL | 1-DTC-GL | 1-DBDP-GL | 1-DTDV-GL |
|-------|----------|----------|-----------|-----------|----------|----------|-----------|-----------|----------|----------|-----------|-----------|
|       | Average number of function evaluations |       |           |           |       |           |           |           |       |           |           |           |
| 1     | 518      | 289      | 257       | 1,148     | 198     | 149      | 156       | 369       | 236     | 217      | 185       | 665       |
| 2     | 5,215    | 5,491    | 1,449     | 6,278     | 1,068   | 803      | 863       | 1,458     | 2,332   | 3,130    | 1,245     | 3,454     |
| 3     | 4,069    | 1,747    | 1,252     | 9,870     | 1,019   | 673      | 869       | 1,776     | 1,264   | 1,286    | 825       | 4,418     |
| 4     | 15,331   | 9,293    | 4,032     | 35,291    | 2,477   | 1,543    | 1,832     | 4,529     | 5,125   | 4,427    | 2,640     | 14,943    |
| 5     | 36,586   | 20,911   | 13,179    | 91,163    | 7,875   | 4,591    | 8,207     | 13,806    | 10,720  | 10,551   | 9,199     | 32,597    |
| 6     | 198,129  | 157,187  | 95,541    | 350,033   | 26,970  | 16,899   | 23,905    | 34,020    | 77,715  | 68,348   | 57,867    | 117,684   |
| 7     | 21,811   | 17,769   | 4,956     | 67,634    | 6,216   | 4,419    | 3,974     | 11,156    | 12,262  | 10,645   | 3,472     | 32,108    |
| 8     | 308,948  | 226,208  | 96,621    | 477,868   | 67,636  | 35,091   | 36,768    | 55,625    | 120,118 | 99,362   | 58,278    | 183,881   |
| 1–8   | 73,825   | 54,874   | 27,160    | 129,910   | 14,178  | 8,021    | 9,571     | 15,231    | 27,783  | 24,746   | 16,713    | 48,685    |
|       | Median number of function evaluations |       |           |           |       |           |           |           |       |           |           |           |
| 1     | 308      | 207      | 204       | 878       | 119    | 122      | 111       | 328       | 128     | 155      | 130       | 469       |
| 2     | 4,316    | 2,375    | 1,016     | 5,793     | 1,058   | 724      | 673       | 1,364     | 1,979   | 2,097    | 855       | 3,272     |
| 3     | 1,267    | 949      | 755       | 7,813     | 387    | 503      | 488       | 1,597     | 445     | 604      | 461       | 3,344     |
| 4     | 8,970    | 3,962    | 2,366     | 32,915    | 1,782   | 1,075    | 1,189     | 4,230     | 2,463   | 2,992    | 1,399     | 13,733    |
| 5     | 15,523   | 9,063    | 5,851     | 78,151    | 4,874   | 2,872    | 4,443     | 10,761    | 4,388   | 7,052    | 4,202     | 28,822    |
| 6     | 121,285  | 76,586   | 55,130    | 334,277   | 15,517  | 9,237    | 15,628    | 32,796    | 43,458  | 33,804   | 29,189    | 116,530   |
| 7     | 7,514    | 4,679    | 2,102     | 42,804    | 1,673   | 2,291    | 2,278     | 10,992    | 1,533   | 3,440    | 1,427     | 29,635    |
| 8     | 203,711  | 126,408  | 53,291    | 429,811   | 43,400  | 24,327   | 19,967    | 47,221    | 65,892  | 54,497   | 27,697    | 162,411   |
| 1–8   | 6,767    | 4,188    | 2,098     | 26,227    | 1,644   | 1,427    | 1,497     | 4,599     | 2,117   | 3,178    | 1,482     | 13,235    |
|       | Maximal number of function evaluations |       |           |           |       |           |           |           |       |           |           |           |
| 1     | 4,777    | 1,955    | 1,178     | 4,814     | 1,153   | 655      | 840       | 961       | 2,031   | 1,319    | 1,090     | 2,502     |
| 2     | 21,844   | 25,021   | 11,674    | 20,089    | 3,197   | 2,201    | 4,374     | 3,964     | 8,431   | 11,041   | 8,836     | 10,269    |
| 3     | 31,294   | 15,234   | 8,196     | 34,607    | 6,625   | 3,273    | 5,032     | 4,864     | 10,723  | 11,355   | 5,058     | 16,789    |
| 4     | 132,121  | 150,809  | 22,720    | 88,327    | 15,307  | 9,763    | 7,806     | 10,236    | 48,371  | 45,721   | 14,064    | 37,514    |
| 5     | 212,339  | 131,783  | 116,136   | 280,015   | 39,129  | 18,853   | 62,016    | 35,898    | 74,277  | 47,527   | 70,028    | 78,365    |
| 6     | >10^6(4) | >10^6(4) | 562,156   | 932,395   | 260,793 | 126,061  | 141,914   | 86,105    | 907,497 | 662,983  | 345,082   | 280,069   |
| 7     | >10^6(8) | >10^6(6) | 776,052   | >10^6(18) | 472,125 | 229,583  | 313,420   | 210,483   | 969,573 | 700,615  | 436,072   | 718,803   |
created by considering four well-known partitioning and three selection schemes. In general, experimental results confirmed the well-known fact from “No free lunch theorems for optimization” [59] that no one particular optimization algorithm works best for every problem. However, detailed experimental studies have helped identify particular DIRECT-type algorithmic variations that work well in certain situations. For example, our experimental findings in Section 4.1.2 revealed that what initially looks like a clear dominance case goes away with small domain perturbations. This should remind us how dangerous it can be to generalize from limited test-function results. Below, we emphasize when certain variations have performed best and make some recommendations based on that.

Investigation using DIRECTGOLib v1.1 test problems showed that independently on the partitioning strategy, a two-step-based Pareto selection scheme (GL) ensures the best performance on more challenging optimization problems (higher-dimensionality, multi-modal, non-convex). The two best algorithmic variations are when the (GL) selection scheme is combined with the 1-DTC and 1-DBDP partitioning approaches. While the 1-DTDV-GL looks best for more straightforward problems (low-dimensional, uni-modal), the 1-DTC-GL, 1-DBDP-GL combination is more efficient in solving more challenging problems. The worst results were obtained using various partitioning strategies combined with the (IO) selection scheme, which showed promising performance only when a given budget of function evaluations is small.
Moreover, regardless of the selection scheme, the 1-DTDV partitioning strategy has a significant advantage when the most solution coordinates are on the boundary of the feasible region. Additionally, the 1-DTDV partitioning approach has proven to be the most efficient in solving low-dimensional DIRECTGOLib v1.1 test problems. However, the combination based on the 1-DTDV partitioning scheme is very inefficient for higher dimensional test problems. For such problems, the 1-DBDP partitioning approach seems much more appropriate.

Experimental investigation on 800 GKLS-type test problems showed contrasting results. This study revealed that the (IO) scheme could be very efficient. While on simple GKLS classes, the efficiency of DIRECT-type algorithms based on (IO) and (GL) selection schemes are very similar. However, better performance is explicitly achieved with (IO) for hard classes. Let us recall that this selection scheme showed the worst results in the previous investigation.

To sum up, our study demonstrated that using already known techniques combined in new variations can create more efficient DIRECT-type algorithms. For example, efficient diagonal partition-based BIRECT can be further improved by replacing the original selection scheme with the GL selection (from the DIRECT–GL algorithm), resulting in a more efficient algorithm (1-DBDP-GL).

As for further research, one possible direction could be improving the two-step-based (Global-Local) Pareto selection scheme (GL). Algorithms based on this scheme showed superior performance solving most complex optimization
test problems but relatively poor efficiency on more straightforward problems. One possible modification could be borrowing DIRECT’s $\varepsilon$ parameter or similar technique to limit the size of selected POHs. Optionally, instead of performing the selection enhancing the local search in every iteration, a specific rule could be added to specify when this selection is needed.

Finally, finding the solution efficiently should start by investigating the problem. Then, considering this knowledge, the design or finding of a specific optimization algorithm is needed. Thus, one of our nearest future work plans is to extend this idea by developing the automatic DIRECT-type algorithm selection.

Source code statement

All twelve introduced DIRECT-type algorithms are implemented in MATLAB and are available in the most recent version of DIRECTGO v1.1.0 [https://github.com/blockchain-group/DIRECTGO/tree/v1.1.0] and can be used under the MIT license. We welcome contributions and corrections to it.

Data statement

DIRECTGOLib - DIRECT Global Optimization test problems Library is designed as a continuously-growing open-source GitHub repository to which anyone can easily contribute. The exact data underlying this article from DIRECTGOLib v1.1 can be accessed either on GitHub or at Zenodo:

- at GitHub: https://github.com/blockchain-group/DIRECTGOLib/tree/v1.1
- at Zenodo: https://doi.org/10.5281/zenodo.6491951

and used under the MIT license. We welcome contributions and corrections to it.
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A summary of all used box-constrained optimization problems from DIRECTGOLib v1.1 [55] and their properties are given in Table 7. Here, the main features are reported: problem number (#), name of the problem, source, dimensionality (n), default optimization domain (D), perturbed optimization domain (D̃), problem type, and the known minimum (f∗). The default domains are taken from the literature. Whenever the global minimum point lies at the initial sampling points for at least one tested algorithm, the domain D has been shifted by 22.5% to the right side. These modified problems are marked with the beta sign (β). Here the sign “-” means that D̃ is the same as D. Some of these test problems have several variants, e.g., Bohachevsky, Shekel, and some of them, like Alpine, Csendes, Griewank, etc., can be tested for varying dimensionality.
| #  | Name              | Source | α | β         | Type         | No. of minima | f(x) |
|----|-------------------|--------|---|-----------|--------------|---------------|------|
| 1  | Ackley⁴           | β       | 2, 10 | (−18.5, 18.5) | non-convex, multi-modal | 0.000 |
| 2  | Alpine            | β       | 2, 10 | (0, 10) | non-convex, multi-modal | 2.9957 |
| 3  | Beale             | β       | 2 | (−4.5, 4.5) | non-convex, multi-modal | 0.000 |
| 4  | Beale1            | β       | 2 | (−100, 100) | convex, unimodal | 0.000 |
| 5  | Beale2            | β       | 2 | (−100, 100) | convex, unimodal | 0.000 |
| 6  | Himmelstoss       | β       | 2 | (−10) | convex, unimodal | 0.000 |
| 7  | Rosenbrock        | β       | 2 | (10) | convex, unimodal | 0.000 |
| 8  | Rosenbrock2       | β       | 2 | (−10, 10) | convex, unimodal | 0.000 |
| 9  | Colville          | β       | 2 | (−10, 10) | convex, unimodal | 0.000 |
| 10 | Bukin6            | β       | 2 | (10) | convex, unimodal | 0.000 |
| 11 | Bukin7            | β       | 2 | (10) | convex, unimodal | 0.000 |
| 12 | Bukin8            | β       | 2 | (10) | convex, unimodal | 0.000 |
| 13 | Bukin9            | β       | 2 | (10) | convex, unimodal | 0.000 |
| 14 | Bukin10           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 15 | Bukin11           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 16 | Bukin12           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 17 | Bukin13           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 18 | Bukin14           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 19 | Bukin15           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 20 | Bukin16           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 21 | Bukin17           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 22 | Bukin18           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 23 | Bukin19           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 24 | Bukin20           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 25 | Bukin21           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 26 | Bukin22           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 27 | Bukin23           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 28 | Bukin24           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 29 | Bukin25           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 30 | Bukin26           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 31 | Bukin27           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 32 | Bukin28           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 33 | Bukin29           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 34 | Bukin30           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 35 | Bukin31           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 36 | Bukin32           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 37 | Bukin33           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 38 | Bukin34           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 39 | Bukin35           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 40 | Bukin36           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 41 | Bukin37           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 42 | Bukin38           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 43 | Bukin39           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 44 | Bukin40           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 45 | Bukin41           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 46 | Bukin42           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 47 | Bukin43           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 48 | Bukin44           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 49 | Bukin45           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 50 | Bukin46           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 51 | Bukin47           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 52 | Bukin48           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 53 | Bukin49           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 54 | Bukin50           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 55 | Bukin51           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 56 | Bukin52           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 57 | Bukin53           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 58 | Bukin54           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 59 | Bukin55           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 60 | Bukin56           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 61 | Bukin57           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 62 | Bukin58           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 63 | Bukin59           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 64 | Bukin60           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 65 | Bukin61           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 66 | Bukin62           | β       | 2 | (10) | convex, unimodal | 0.000 |
| 67 | Bukin63           | β       | 2 | (10) | convex, unimodal | 0.000 |

Note: α = domain size, β = domain size of variables, (x, y) = domain size of constraints.