Abstract—Image guided depth completion is the task of generating a dense depth map from a sparse depth map and a high quality image. In this task, how to fuse the color and depth modalities plays an important role in achieving good performance. This paper proposes a two-branch backbone that consists of a color-dominant branch and a depth-dominant branch to exploit and fuse two modalities thoroughly. More specifically, one branch inputs a color image and a sparse depth map to predict a dense depth map. The other branch takes as inputs the sparse depth map and the previously predicted depth map, and outputs a dense depth map as well. The depth maps predicted from two branches are complimentary to each other and therefore they are adaptively fused. In addition, we also propose a simple geometric convolutional layer to encode 3D geometric cues. The geometric encoded backbone conducts the fusion of different modalities at multiple stages, leading to good depth completion results. We further implement a dilated and accelerated CSPN++ to refine the fused depth map efficiently. The proposed full model ranks 1st in the KITTI depth completion online leaderboard at the time of submission. It also infers much faster than most of the top ranked methods. The code of this work will be available at https://github.com/JUGGHN/PENet_ICRA2021.

I. INTRODUCTION

Image guided depth completion aims to predict a dense depth map from a sparse one with the guidance of a high-resolution color image. This task has been attracting considerable research interest due to its importance in various computer vision applications, such as autonomous driving, 3D reconstruction, and augmented reality. A sparse depth map is usually obtained by projecting 3D point clouds collected by ranging sensors like LiDARs in outdoor environments. However, even if a high-end LiDAR is employed, the projected depth maps are still highly sparse and also noisy around object boundaries. These defects make depth completion a challenging problem.

To address this problem, a wide variety of methods have been developed. Recent approaches are mainly based on deep convolutional neural networks. Considering that color and depth are two different modalities, most previous methods adopt two-branch network architectures in order to fuse the two modalities. For instance, Jaritz et al. [1] and Hua et al. [2] use two encoders to extract features from each modality separately and then fuse them into one decoder. Tang et al. [3] construct two encoder-decoder networks to extract color and depth features and take a decoder-encoder fusion scheme. In these networks, each branch inputs only one modality and therefore only late fusion is considered.

Two-branch architectures are also constructed in some works, such as FusionNet [4] and DeepLiDAR [5], to perform both early and late fusion. FusionNet [4] consists of two branches to extract local and global information respectively. DeepLiDAR [5] is a network composed of a color pathway and a surface normal pathway. In these networks, each branch takes two modalities as inputs and the multi-modality fusion is performed at multiple stages. By this means, better fusion can be achieved, which further results in better depth completion performance. However, these two methods [4], [5] require extra datasets, such as Cityscapes [6] or synthetic data [5], to pretrain their networks.

Inspired by above-mentioned methods, our work constructs a two-branch network, which consists of a color-dominant (CD) branch and a depth-dominant (DD) branch, as the backbone. In contrast to FusionNet [4] and DeepLiDAR [5], we design the branches for different purposes. More specifically, the CD branch aims to extract color-dominant information for depth prediction. It inputs a color image and a sparse depth map and produces a dense depth map. Since this branch is color-dominant, the predicted depth map is relatively reliable around object boundaries but may be too sensitive to the change of color or texture. The DD branch takes as inputs a sparse depth map and the CD depth prediction to produce a dense depth map, which overall is reliable but suffered from the heavy noise existing near object boundaries in the sparse input. It means that the depth maps predicted from two branches are complementary to each other. Therefore, we adaptively fuse them with learned confidence weights. This backbone is able to exploit and fuse color and depth modalities thoroughly. It can also be trained from scratch without using extra datasets.

In addition, we also propose a simple geometric convolutional layer to encode 3D geometric cues. It simply augments a convolutional layer via concatenating a 3D position map to the layer’s input. Assisted with this geometric encoding scheme, our backbone achieves promising performance. Considering that the accurate depth values from the sparse input may not be preserved after prediction, we additionally integrate a module based on CSPN++ [7] to refine the depth map predicted by our backbone. We design a dilated and accelerated implementation of CSPN++ to make the refinement more effective and efficient.

The main contributions of our work are summarized as follows:

• We construct a two-branch backbone that produces...
Fig. 1: An overview of the proposed framework. It consists of a two-branch backbone and a depth refinement module. The branches predict two dense depth maps, denoted as CD-Depth and DD-Depth respectively, from color-dominant and depth-dominant information. CD-Depth and DD-Depth are adaptively fused and further refined by a dilated and accelerated (DA) CSPN++.

II. RELATED WORK

A. Depth Completion

Depth completion aims to produce a dense depth map by completing a sparse depth map, without [8], [9] or with the guidance of a reference image [10], [2], [11], [5]. The latter takes advantage of structure information from the guidance image to boost performance and therefore attracts more research interests. The image guided depth completion task has specific challenges, including 1) the input depth map is irregularly sparse and noisy; 2) the color image and the depth map are two different modalities. To address these issues, different sparse invariant convolutions [8], [2], [12], [13], uncertainty exploration [9], [4] and multi-modality fusion strategies [3] have been developed. Besides, various recent methods also exploit multi-scale features [14], [13], [15], [16], surface normal [5], [17], semantic information [1], [18], or context affinity [11], [7], [19] to improve performance further. Among these methods, we take a two-branch architecture similar to [5], [4] as our backbone. But we construct our branches for different purposes and our network is more effective.

B. Geometric Encoding

As pointed out in [20], 3D geometric clues are important for depth completion. So far various strategies have been developed to encode geometric cues. For instance, Uber-ATG [20] applies continuous convolution on 3D points, ACMNet [21] exploits the graph propagation, DeepLIDAR [5] and PwP [17] use surface normal to introduce geometric constraints. These methods are either complicated in computation or need extra data for learning. In this work, we propose a geometric convolutional layer to encode 3D geometric cues simply. Our method is inspired by CoordConv [22], which encodes 2D position information by simply augmenting an input of a convolution with extra coordinate channels. CoordConv [22] has demonstrated its effectiveness in position-sensitive applications such as object segmentation [23] and semantic segmentation [24]. Our experiments show that the proposed geometric convolutional layer can considerably improve the depth completion performance but CoordConv [22] is not helpful.

C. Spatial Propagation Networks

The spatial propagation network (SPN) is proposed by Liu et al. [25] to learn local affinities that can be exploited in various high-level vision tasks. However, it propagates in a column-wise and row-wise manner, which is inefficient. Cheng et al. [11] thereby propose a convolutional spatial propagation network (CSPN) for efficiency and meanwhile apply it to refine depth completion results. These two methods perform propagation within a fixed local neighborhood. To dynamically learn the convolutional kernels, CSPN++ [7] and NLSPN [19] are proposed very recently. The former adaptively learns the convolutional kernel size and iteration

---

1http://www.cvlibs.net/datasets/kitti/eval_depth.php?benchmark=depth_completion
number for propagation, while the latter learns deformable kernels. These SPN methods are effective to refine depth predictions but still not so efficient. We adopt CSPN++ [7] for our depth refinement, but we introduce a dilation scheme to enlarge the neighborhoods and implement the propagation in a much more efficient way.

III. METHODOLOGY

We design an end-to-end learning framework for image guided depth completion. As shown in Figure 1, the entire framework consists of a two-branch backbone and a depth refinement module. In the backbone, one branch is color-dominant, which predicts a dense depth map mainly relying on color information. The other is depth-dominant, which also predicts a dense depth map but depending more on depth information. The depth maps predicted from two branches are adaptively fused with learned confidence weights. The fused map is further fed into the refinement module to enhance the depth quality. In this module, we adopt the CSPN++ [7] technique but make it more effective and efficient via a dilated and accelerated implementation.

A. The Two-branch Backbone

The two-branch backbone is designed to thoroughly exploit color-dominant and depth-dominant information from their respective branches and make the fusion of two modalities effective. To this end, we build similar encoder-decoder networks in two branches to perform a color-dominant depth prediction and a depth-dominant depth prediction parallelly.

The color-dominant branch initially aims to predict a dense depth map from a color image. For the purpose of effectiveness, an aligned sparse depth map is also input to assist depth prediction. In this branch, we build an encoder-decoder network with symmetric skip connections. The encoder contains one convolution layer and ten basic residual blocks, i.e. ResBlocks [26]. The decoder has five deconvolution layers and one convolution layer. Each of all convolutional layers are followed by a BN layer and a ReLU activation. Although both a color image and a sparse depth map are input, this branch extracts color-dominant features for depth prediction so that the depth around object boundaries can be learned by taking advantage of structure information in the color image.

The depth-dominant branch initially aims to predict a dense depth map by upsampling a sparse one. In this branch, a similar encoder-decoder network is constructed. We additionally adopt a decoder-encoder fusion strategy [3] to fuse the color-dominant features into this branch. Specifically, the decoder features of the color-dominant branch are concatenated with the corresponding encoder features in the depth-dominant branch. In addition, the depth prediction result obtained from the CD branch is also input to this branch. By this means, the features of color and depth modalities are fused at multiple stages.

Depth fusion. As two dense depth maps are predicted, we fuse them by following the same strategy in FusionNet [4]. Formally, we denote the depth maps obtained from two branches by \( \hat{D}_{cd} \) and \( \hat{D}_{dd} \) respectively, and the confidence maps by \( C_{cd} \) and \( C_{dd} \). The fused depth map is obtained by

\[
\hat{D}_f(u,v) = \frac{e_{cd}(u,v) \cdot \hat{D}_{cd}(u,v) + e_{dd}(u,v) \cdot \hat{D}_{dd}(u,v)}{e_{cd}(u,v) + e_{dd}(u,v)},
\]

in which \((u,v)\) denotes a pixel.

B. The Geometric Convolutional Layer

As pointed out by [20], 3D geometric clues are important for depth completion. In this work, we propose a geometric convolutional layer to encode the 3D geometric information. As shown in Figure 2, it simply augments a conventional convolutional layer via concatenating a 3D position map to the layer’s input. The position map \((X,Y,Z)\) is derived from an original sparse depth map by

\[
Z = D, \quad X = \frac{(u-u_0)Z}{f_x}, \quad Y = \frac{(v-v_0)Z}{f_y},
\]

in which \((u,v)\) are the coordinates of a pixel and \(u_0, v_0, f_x, f_y\) are intrinsic parameters of a camera.

In this work, we replace each convolutional layer within the ResBlocks by the proposed geometric convolutional layer. By this means, 3D geometric information can be better encoded into features in both color- and depth-dominant branches.

C. The Dilated and Accelerated CSPN++

As shown in [11], depth maps produced by a deep neural network may not preserve the input depth values at valid pixels. To recover the depth values at valid pixels, we adopt CSPN++ [7] to refine the depth map predicted by our backbone. Based on CSPN++, we design two modifications to make it more effective and efficient. First, we introduce a dilation strategy similar to the well known dilated convolutions [27] to enlarge the propagation neighborhoods. Second, we design an implementation that makes the propagation from each neighbor truly parallel, which greatly accelerates the propagation procedure.
Hereby, we briefly introduce our implementation for acceleration. Formally, we denote a coarse depth map by $D^0$. The spatial propagation network produces a refined depth map $D^t$ after $t$ iterations. For pixel $i$, at each iteration it aggregates information propagated from pixels within its neighborhood $\mathcal{N}(i)$. That is,

$$D_{i}^{t+1} = W_{i}D_{i}^{t} + \sum_{j \in \mathcal{N}(i)} W_{ij}D_{j}^{t} \quad \text{(3)}$$

where $W_{ij}$ denotes the affinity between pixel $i$ and pixel $j$.

This equation is defined pixel-wise. For the purpose of efficiency, we convert it to a tensor-level operation. Considering a neighborhood of $k \times k$ size, from the network we learn $k \times k$ number of affinity maps, each of which represents the affinity of one certain neighbor to all pixels. Then, each affinity map needs to be translated along the opposite direction of the corresponding neighbor for alignment. Taking a 3 $\times$ 3 neighborhood as an example, we use nine one-hot convolutional kernels to implement these translations, as shown in Figure 3. We denote a translation operator by $\mathcal{F}(A^x, x)$, which moves an affinity map $A^x$ along $-x$ direction. Then, the spatial propagation defined in Equation (3) is equivalent to the following one:

$$D^{t+1} = \mathcal{F}(A^0, 0)\mathcal{F}(D^0, 0) + \sum_{x \in \mathcal{N}} \mathcal{F}(A^x, x)\mathcal{F}(D^t, x) \quad \text{(4)}$$

By using one-hot convolutional kernels, our implementation of the translations can be performed parallelly. Moreover, the transformed propagation defined in Equation (4) can be implemented much more efficiently than the pixel-wise one.

![Fig. 3: Illustration of our accelerated implementation. Each affinity map is translated by convolving with a corresponding one-hot convolutional kernel. The propagation is then conducted at tensor-level and fully parallel.](image)

### D. The Training Loss

We use a $\ell_2$ loss for training, which is defined by

$$L(D) = \|\langle \hat{D} - D_{gt} \rangle \odot 1(D_{gt} > 0) \|^2. \quad \text{(5)}$$

Here, $\hat{D}$ is the predicted depth map, $D_{gt}$ is a ground truth for supervision, $1()$ is an indicator, and $\odot$ is an element-wise multiplication. Since the ground truth contains invalid pixels, we only consider those having valid depth values.

In the early epochs of training, supervision is also placed to the intermediate depth prediction results. That is,

$$L = L(\hat{D}) + \lambda_{cd}L(\hat{D}_{cd}) + \lambda_{dd}L(\hat{D}_{dd}), \quad \text{(6)}$$

where $\lambda_{cd}$ and $\lambda_{dd}$ are two hyper-parameters empirically set.

### IV. Experiments

#### A. Experimental Setup

**Dataset:** We evaluate the proposed model and its variants on the KITTI depth completion dataset [28], [8]. It provides both color images and aligned sparse depth maps that are obtained by projecting 3D LiDAR points to corresponding image frames. The images are in the resolution of 1216 $\times$ 352. A sparse depth map has about 5% valid pixels and a ground truth dense depth map have around 16% valid pixels [8]. The dataset contains 86K frames for training, together with 7K validation frames and 1K test frames. In the validation set, 1K frames are officially selected [28], [8]. We use the 1K validation set for ablation studies.

**Evaluation metrics:** As the common practice, we adopt four metrics for performance evaluation, which are root mean squared error (RMSE [mm]), mean absolute error (MAE [mm]), root mean squared error of the inverse depth (iRMSE [1/km]), and mean absolute error of the inverse depth (iMAE [1/km]). Besides, the runtime of inference is also reported.

**Implementation details:** The proposed model is implemented with the PyTorch [29] framework and trained on two NVIDIA GTX 2080Ti GPUs. During training, we use the ADAM optimizer [30] with $\beta_1 = 0.9$, $\beta_2 = 0.99$, and the weight decay is $10^{-6}$. We adopt a multi-stage training strategy to train the backbone, DA-CSPN++, and the full model progressively. First, the backbone is trained with a batch size of 6 and an initial learning rate of 0.001, decayed by $\{0.7, 0.5, 0.1\}$ at epoch $\{10, 15, 25\}$, for 30 epochs. The loss defined in Equation (6) is used, with $\lambda_{cd} = \lambda_{dd} = 0.2$ at initial epochs and reduced to 0 later. Then, we freeze the weights in the backbone and train DA-CSPN++ with a batch size of 6 and a learning rate of 0.001 for 2 epochs. Finally, we train the full model with an initial learning rate of 0.02 and 0.002, respectively, for the weights in the backbone and DA-CSPN++. In this stage, the training procedure lasts for 75 epochs, and the learning rate is decayed by $\{0.7, 0.5, 0.1, 0.05\}$ at epoch $\{10, 20, 30, 40, 50\}$. We randomly crop images to 576 $\times$ 160 and set the batch size to 10, making it feasible to train effectively with limited computational resources. In addition, data augmentation techniques including horizontal random flip and color jitter [31] are adopted.

#### B. Ablation Studies

We first conduct a series of experiments to validate the effectiveness of each component proposed in our method, including the two-branch backbone, the geometric convolutional layer, and the DA-CPSN++ module.

**The effectiveness of the two-branch backbone.** According to whether input a sparse depth map into the color-dominant branch and input the CD-depth prediction into the depth-dominant branch or not, we obtain four variants of the backbone. The performance of these variants, denoted by $B_1$ to $B_4$, are presented in Table I. The results show that the performance is greatly improved when the CD branch is assisted with the sparse depth input and the DD branch is.
Figure 4: Illustrations of typical examples. The outputs, including CD-Depth, DD-Depth, CD-Confidence, DD-Confidence, and fused depth maps, are obtained by the geometric encoded backbone (the model $B_4^{+GCL}$). We also provide the refined depth maps obtained by our full model $B_4^{+GCL+C2}$ for reference.

| Models | CD-Input Sparse Depth | DD-Input CD-Depth | CD-Output Guidance Map | Geometric Encoding | CSPN++ | Dilation | RMSE | MAE | iRMSE | iMAE |
|--------|-----------------------|-------------------|------------------------|--------------------|--------|----------|------|-----|-------|------|
| $B_1$  | ✓                     |                   |                        |                    |        |          | 839.11 | 285.27 | 2.77  | 1.44 |
| $B_2$  | ✓                     | ✓                 | ✓                      |                    |        |          | 824.61 | 271.37 | 5.09  | 1.51 |
| $B_3$  | ✓                     |                   |                        |                    |        | ✓        | 802.29 | 227.18 | 2.26  | 0.99 |
| $B_4$  | ✓                     | ✓                 | ✓                      |                    |        | ✓        | 781.66 | 215.57 | 2.21  | 0.94 |
| $B_5$  | ✓                     | ✓                 | ✓                      |                    |        | ✓        | 783.91 | 220.01 | 2.24  | 0.97 |
| $B_4^{+CCL}$ | ✓                 | ✓                 | ✓                      | ✓                  | u,v    |          | 783.19 | 226.29 | 2.63  | 0.99 |
| $B_4^{+DCL}$ | ✓                 | ✓                 | ✓                      |                    | Z      |          | 777.89 | 216.04 | 2.21  | 0.94 |
| $B_4^{+GCL}$ | ✓                 | ✓                 | ✓                      |                    | X,Y,Z  |          | 772.78 | 215.48 | 2.18  | 0.94 |
| $B_4^{+C1}$ | ✓                 | ✓                 |                        |                    |        | 1        | 765.83 | 212.99 | 2.28  | 0.97 |
| $B_4^{+C2}$ | ✓                 | ✓                 |                        |                    | 2,1    |          | 762.84 | 209.28 | 2.19  | 0.92 |
| $B_4^{+C4}$ | ✓                 | ✓                 |                        |                    | 4,2,1  |          | 763.60 | 212.71 | 2.26  | 0.95 |
| $B_4^{+GCL+C2}$ | ✓                 | ✓                 |                        |                    | X,Y,Z  | 2,1      | 757.20 | 209.00 | 2.22  | 0.92 |

TABLE I: Performance on the KITTI depth completion validation set.

guided with the CD-depth prediction. In addition, we investigate one more backbone variant ($B_3$), which additionally produces a guidance map from the first branch to guide the second one, as done in FusionNet [4] and DeepLiDAR [5]. The results show that this additional guidance map is not necessary and it even slightly hurts the performance.

Figure 4 illustrates some typical examples. From the CD- and DD-depth predictions and their confidence maps, we make the following observations. 1) Overall, DD-depth maps contribute more to fused depth maps in most regions. 2) The CD-depth predictions rely heavily on color information so that they are sensitive to the change of color or texture, as shown in road markings, grass and tree leaves. In these regions, CD-depth predictions have even lower confidences. 3) Color images have sharp object boundaries while the input sparse depth maps are noisy around object boundaries. These result in CD-depth predictions having higher confidence along object boundaries than other regions.

The effectiveness of the geometric convolutional layer. Based on the backbone model $B_4$, we further replace each
convolutional layer in the ResBlocks by our proposed geometric convolutional layer and get the model $B_{4} + GCL$. Besides, we compare this component to the CoordConv layer [22] that encodes pixel coordinates, together with another variant that encodes the depth only. These two variants are denoted as $B_{4} + CCL$ and $B_{4} + DCL$ respectively. As shown in Table I, our geometric convolutional layer improves the backbone’s performance on RMSE by a great margin. $B_{4} + DCL$ also helps for performance. However, encoding pixel coordinates ($B_{4} + CCL$) may slightly hurt the performance, contradicting to its performance in other position sensitive vision tasks [23], [24].

Figure 5 demonstrates a typical example to show the difference of model $B_{4} + GCL$ and its counterparts. The model with geometric convolutional layers can infer better depth information than the other models especially when a foreground object looks similar to background in color, as the road sign shown in marked red boxes.

The effectiveness of DA-CSPN++. Based on the backbone model $B_{4}$, we integrate variants of CSPN++ to compare their performance. The total number of iterations for propagation is 12. $C1$ stands for original CSPN++, with a dilation rate $(dr)$ of 1 for all iterations. $C2$ stands for the model that takes $dr = 2$ for first six iterations and $dr = 1$ for the remaining iterations. $C4$ is the model taking $dr = \{4, 2, 1\}$ for every four iterations, respectively. As shown in Table II all variant models can greatly improve the backbone’s performance and the model $B_{4} + C2$ slightly outperforms the other two counterparts. Table III lists the time taken by the spatial propagation in the depth refinement module, tested on our single 2080Ti GPU. The results show that our accelerated implementation greatly reduces the running time.

### Table II: Runtime of the depth refinement modules.

| Model         | Acceleration | Propagation Time |
|---------------|--------------|------------------|
| NLSPN[19]     | —            | 0.055s           |
| $C1[7]$       |              | 0.091s           |
| $C2$          |              | 0.186s           |
| $C1$          | $\checkmark$| 0.014s           |
| $C2$          | $\checkmark$| 0.015s           |

### Table III: Comparisons to state-of-the-art methods on the KITTI test set, ranked by RMSE.

| Method        | RMSE | MAE | iRMSE | iMAE | Runtime1 | Runtime2 |
|---------------|------|-----|-------|------|----------|----------|
| PENet(Ours)   | 730.08 | 210.55 | 2.17 | 0.94 | 0.04s    | 0.032s   |
| GuideNet [3]  | 736.24 | 218.83 | 2.25 | 0.99 | 0.14s    | -        |
| ENet(Ours)    | 741.30 | 216.26 | 2.14 | 0.95 | 0.02s    | 0.019s   |
| NLSPN [19]    | 741.68 | 199.59 | 1.99 | 0.84 | 0.22s    | 0.127s   |
| CSPN++ [7]    | 743.69 | 209.28 | 2.07 | 0.90 | 0.2s     | -        |
| ACMNet [21]   | 744.91 | 206.09 | 2.08 | 0.90 | 0.2s     | 0.330s   |
| UberATG [20]  | 752.88 | 221.19 | 2.34 | 1.14 | 0.09s    | -        |
| DeepSDF [5]   | 758.38 | 226.50 | 2.56 | 1.15 | 0.07s    | 0.051s   |
| MSG-CHN [16]  | 762.19 | 220.41 | 2.30 | 0.98 | 0.01s    | 0.011s   |
| DSNP [32]     | 766.74 | 220.36 | 2.47 | 1.03 | 0.34s    | -        |
| PwP [17]      | 772.87 | 215.02 | 2.19 | 0.93 | 0.02s    | 0.022s   |

| Method        | RMSE | MAE | iRMSE | iMAE | Runtime1 | Runtime2 |
|---------------|------|-----|-------|------|----------|----------|
| PENet(Ours)   | 730.08 | 210.55 | 2.17 | 0.94 | 0.04s    | 0.032s   |
| GuideNet [3]  | 736.24 | 218.83 | 2.25 | 0.99 | 0.14s    | -        |
| ENet(Ours)    | 741.30 | 216.26 | 2.14 | 0.95 | 0.02s    | 0.019s   |
| NLSPN [19]    | 741.68 | 199.59 | 1.99 | 0.84 | 0.22s    | 0.127s   |
| CSPN++ [7]    | 743.69 | 209.28 | 2.07 | 0.90 | 0.2s     | -        |
| ACMNet [21]   | 744.91 | 206.09 | 2.08 | 0.90 | 0.2s     | 0.330s   |
| UberATG [20]  | 752.88 | 221.19 | 2.34 | 1.14 | 0.09s    | -        |
| DeepSDF [5]   | 758.38 | 226.50 | 2.56 | 1.15 | 0.07s    | 0.051s   |
| MSG-CHN [16]  | 762.19 | 220.41 | 2.30 | 0.98 | 0.01s    | 0.011s   |
| DSNP [32]     | 766.74 | 220.36 | 2.47 | 1.03 | 0.34s    | -        |
| PwP [17]      | 772.87 | 215.02 | 2.19 | 0.93 | 0.02s    | 0.022s   |

### Table III: Comparisons to state-of-the-art methods on the KITTI test set, ranked by RMSE.

### V. Conclusion

In this paper, we have presented a method for image guided depth completion. By revisiting two-branch archite-
tures developed in previous works, we propose a new two-branch architecture that exploit color- and depth-dominant information, respectively, from two branches. The designed backbone, together with the proposed geometric convolutional layer, can exploit and fuse multi-modality information thoroughly. In addition, we integrate a speedup DA-CS-PN\textsuperscript{++} module for further depth refinement. The entire model is precise and efficient, as tested in the KITTI online leaderboard.
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