Development and evaluation of a decision prediction tool for the reduction of fungicide applications for the control of strawberry powdery mildew epidemics
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Abstract

Strawberry powdery mildew (Podosphaera aphanis) causes serious losses in UK crops, potentially reducing yields by as much as 70%. Consequently, conventional fungicide application programmes tend to recommend a prophylactic approach using insurance sprays, risking the development of fungicide insensitivity and requiring careful management relative to harvest periods to avoid residual fungicides on harvested fruit. This paper describes the development of a prediction system to guide the control of P. aphanis by the application of fungicides only when pathogen infection and disease progression are likely. The system was developed over a 15-year period on commercial farms starting with its establishment, validation and then deployment to strawberry growers. This involved three stages:

1. Identification and validation of parameters for inclusion in the prediction system (2004-2008).
2. Development of the prediction system in compact disc format (2009-2015).
3. Development and validation of the prediction system in a web-based format and cost-benefit analysis (2016-2020).

The prediction system was based on the temporal accumulation of conditions (temperature and relative humidity) conducive to the development of P. aphanis, which sporulates at 144 accumulated disease-conducive hours. Sensitivity analysis was performed to refine the prediction system parameters. Field validation of the results demonstrated that to effectively control disease, the application of fungicides was best done between 125 and 144 accumulated hours of disease-conducive conditions. A cost-benefit analysis indicated that, by comparison with the number and timing of fungicide applications in conventional insurance disease control programmes, the prediction system enabled good disease control with significantly fewer fungicide applications (between one and four sprays less) (df=7, t=7.6, p=0.001) and reduced costs (savings between £35-£493/hectare) (df=7, t=4.0, p=0.01) for the growers.
Introduction

The yield of the strawberry crop in the UK has more than trebled from the same area in the period 1995 to 2019, with the overall yield increasing from 41,600 tonnes in 1995 to 141,600 tonnes in 2019, giving a market value of £347.8 million [1]. This has been achieved through judicious use of short-day (June bearers) and day-neutral (everbearers) cultivars, polythene tunnels (S1 Fig), careful nutrition (fertigation), close planting (e.g. six plants per one meter coir bag), and careful management of the environmental conditions in the tunnels and grown in substrate [2]. Strawberry powdery mildew caused by *Podosphaera aphanis* ((Wallr.) Braun & Takamatsu) is a common disease worldwide [3], and it is the most serious epidemic disease threatening the strawberry crop grown in polythene tunnels in the UK (the majority of strawberry crops in the UK are now grown under polythene tunnels) [2]. Losses in crop yield can range from 20% to 70%; where a 20% loss at 2019 prices would have given a market value loss of £69.6 million [1,2]. Cultivar choice by growers is influenced by a number of agronomic qualities, with resistance or tolerance to diseases being a low priority compared to aesthetic appeal, flavour and taste. As the potential loss from strawberry powdery mildew is great, growers generally resort to insurance (or prophylactic) spraying by applying a fungicide at one to two weekly intervals from April to September/October (this applies for both June bearers, which may have two plantings a year, and everbearers, with one planting a year), resulting in up to 24 fungicide applications per growing season and hence a higher incidence of fungicide residues compared to insecticide residues [4]. Insurance sprays cost money and can result in adverse environmental impacts, such as fungicide residues entering the soil or waterways due to spray drift or run-off [5].

Strawberry plants are supplied to growers by specialist propagators. In the UK, most strawberry crops are now grown in substrate (coir) on raised beds (S1 Fig a) or tabletops (S1 Fig d) or directly in the soil on raised beds. The crop is irrigated and fertilised via drippers inserted into the substrate (fertigation). There is a trend for annual planting to start in February, and there can be a very low incidence of *P. aphanis* on these plants when they are delivered to the grower by the propagator. Crops for early harvest are often covered with horticultural fleece to increase the temperature and prevent frost damage (S1 Fig b); this also increases the relative humidity under the fleece. This intensive production process has both
extended the length of the UK growing season (harvest from late May to September/October) and increased the yield per hectare from 12.6 tonnes in 1999 to 29.7 tonnes in 2019 [2]. The use of polythene tunnels and other agronomic practices aim to provide optimal conditions for the growth of the crop, but it also provides ideal conditions for the growth of *P. aphanis*, risking epidemic development. Growers therefore need a reliable and efficient prediction system as a decision support system (DSS) to warn them when disease is most likely to occur and hence when to apply fungicides.

Prediction and forecasting systems have been developed and used on several crops since the 1970s [6-11]. However, uptake by growers has not been widespread or sustained, as the systems can be difficult to use and unreliable [6,7,11]. A prediction system is based on ‘formalized algorithms that assess disease risk factors to inform the need for crop protection’ [7]. It is a DSS that provides information (e.g. risk level of disease occurrence, timing of potential pest emergence etc.) to support the users (i.e. growers) in implementing the best strategies and practices in their disease and pest management [12,13]. It should be emphasised here that DSSs only provide assistance, growers are the ones who make decisions [12]. DSSs can be developed based on the environmental conditions that follow the germination, growth and sporulation of the pathogen [6]. To be effective, a prediction DSS must be robust (i.e. the crop does not develop economically damaging disease during the season), simple to access, user-friendly, meet the needs of growers and help them to save money. The development of modern temperature and humidity sensors for use in crops, and the use of wireless web-based technology, offer a unique opportunity to develop a real-time localised DSS. The large number of insurance fungicide sprays currently recommended by crop advisors and used prophylactically each season by strawberry growers means that the development of a DSS based on reliable disease high risk prediction has the potential to reduce the number of fungicide applications. This offers growers financial incentives through savings from reduced fungicide sprays while maintaining disease control, with added environmental benefits. The rule-based prediction system developed and validated here applies to the asexual life cycle of *P. aphanis* (Fig 1), and we have successfully demonstrated its application as a DSS. Whilst there is some evidence of genetic variability in *P. aphanis* [14], there is no evidence of race specific pathotypes developing with respect to cultivars.
Fig 1. Sexual and asexual life cycles of *P. aphanis*. The sexual cycle occurs during the overwintering period when conditions are less conducive for pathogen growth. The asexual cycle occurs during the spring/summer period when the environmental conditions are suitable for growth, and this cycle is completed when there have been 144 accumulated hours of suitable conditions [1].

**Materials and methods**

The development of the DSS included three stages (Table 1).

**Table 1. Development stages for the system for prediction of strawberry powdery mildew.**

| Stage | Time frame | Development goal | Validation |
|-------|------------|------------------|------------|
| 1     | 2004-2008  | Confirming parameters Sensitivity analysis | *na*       |
| 2     | 2009-2015  | Offline computer-based software | Initial on-farm validation |
| 3     | 2016-2020  | Online real-time web-based prediction system | First on-farm validation (delivered via KisanHub), including cost-benefit analysis Final on-farm validation (in collaboration with Agri-tech Services), commercial licencing |

**Field sites used during development and validation of prediction system**

The initial development of the strawberry powdery mildew prediction system (stage 1), involving parameter and sensitivity analysis, was done on four sites (Table 2), at commercial strawberry farms. Two sites had established strawberry plantings (cv. Elsanta) in their second year of growth, having remained in the ground over winter; these were near Mereworth (ME18) in 2004 and Wisbech (PE14) in 2005. Two sites were newly planted near Mereworth in 2005 (cv. Florence) and Wisbech in 2006 (cv. Elsanta). Within each field site, in-crop environmental conditions were recorded hourly using TinyTag Plus data
loggers (Table 2) located within the crop canopy, with Tiny Tag Plus TGP-1500 for temperature and relative humidity and TinyTag Plus TGP-0903 for leaf wetness.

Table 2. Project stage and year, site location, strawberry cultivar, growing methods and sensors used at all field sites at different stages in the development and validation of the strawberry powdery mildew prediction system.

| Stage/Year | Locationa (postcode) | Cultivar | Polythene tunnel type | Growing method | Temperature and humidity sensor (and leaf wetness where used) |
|------------|----------------------|----------|-----------------------|----------------|---------------------------------------------------------------|
| 1/2004     | Mereworth (ME18)     | Elsantab | Spanish tunnel         | Soil, raised beds | TinyTag Plus TGP-1500 TinyTag Plus TGP-0903 (Gemini Data Loggers Ltd., Chichester, United Kingdom) |
| 1/2005     | Mereworth (ME18)     | Florencec | Spanish tunnel         | Soil, raised beds | TinyTag Plus TGP-1500 TinyTag Plus TGP-0903 |
| 1/2004     | Wisbech (PE14)       | Elsantab | Spanish tunnel         | Soil, raised beds | Davis Vantage Pro2TM (6152) sensor suite (Davis instruments, Hayward, United States) TinyTag Plus TGP-1500 TinyTag Plus TGP-0903 |
| 1/2005     | Wisbech (PE14)       | Elsantab | Spanish tunnel         | Soil, raised beds | TinyTag Plus TGP-1500 TinyTag Plus TGP-0903 |
| 1/2006     | Wisbech (PE14)       | Elsantab | Spanish tunnel         | Soil, raised beds | TinyTag Plus TGP-1500 TinyTag Plus TGP-0903 |
| 1/2006     | Colchester (CO11)    | Elsantab | Spanish tunnel         | Soil, raised beds | TinyTag Plus TGP-1500 TinyTag Plus TGP-0903 |
| 2/2014     | Wisbech (PE14)       | Ameliab  | Spanish tunnel         | Coir, raised beds | Davis Vantage Pro2TM (6152) sensor suite |
| 2/2015     | Wisbech (PE14)       | Sonatay, Malling™ Centenaryc | Spanish tunnel | Coir, raised beds | Davis Vantage Pro2TM (6152) sensor suite |
| 3/2018     | Invergowrie (DD2)    | Islayb, Sonatab | Seaton tunnel | Coir, tabletops | Davis Vantage Pro2TM (6152) sensor suite |
| 3/2018     | Ross-on-Wye (HR9)    | Prizeb   | Spanish tunnel         | Coir, tabletops | Davis Vantage Pro2TM (6152) sensor suite |
| 3/2019     | Ledbury (HR8)        | Sweet Eveb | Spanish tunnel | Coir, tabletops | Soil moisture sensorf |
| 3/2019     | Ross-on-Wye (HR9)    | Prizeb   | Spanish tunnel         | Coir, tabletops | Davis Vantage Pro2TM (6152) sensor suite |
| 3/2019     | Hereford (HR4)       | Muranob  | Spanish tunnel         | Coir, tabletops | Soil moisture sensor |
| 3/2019     | Staffordd (ST18)     | Katrinab (site a), | Spanish tunnel | Coir, tabletops | Soil moisture sensor |

a, b, c: Identifiers for the same cultivar, tunnel type or other parameters.
| Date      | Location | Variety/ Site details                                      | Tunnel Type | Additional Details                              |
|-----------|----------|------------------------------------------------------------|-------------|-------------------------------------------------|
| 3/ 2019   | Amesti b | Murano b (site b)                                          | Seaton tunnel | Coir, tabletops, Soil moisture sensor           |
| 3/ 2019   | Meigle (PH12) | Murano b (site a) Malling™ Centenary c (site b) | Seaton tunnel | Coir, tabletops, Davis Vantage Pro2™ (6152) sensor suite |
| 3/ 2019   | Milton e (CB24) | Murano b | Spanish tunnel | Coir, tabletops, Davis Vantage Pro2™ (6152) sensor suite |

120 *See S2 Fig for the map.*
121 **Everbearer strawberry crop.**
122 **June bearer strawberry crop.**
123 **Two sites from these farms participated in the validation.**
124 **This site had access to the UH prediction system, but the grower did not use the system to guide fungicide applications, and followed their own disease forecasting system instead. This site is shown as an example for comparison.**
125 **Soil moisture sensors used by growers here are equipped with temperature/RH sensors. Growers from different sites may use different models based on their needs.**

In stage 2, the initial validation of the offline computer-based software was done at the Wisbech site (Table 2). One everbearer crop (cv. Amelia) was used in 2014 and two June bearer crops (cv. Sonata and Malling™ Centenary) were used in 2015. A Davis Vantage Pro2™ (6152) weather sensor suite was used to collect temperature and RH data.

In stage 3, two sites were used for the initial validation of the real-time web-based prediction system. One field site was situated near Invergowrie, Dundee (DD2), with an everbearer crop (cv. Islay) and two plantings of a June bearer crop (cv. Sonata) from March to June and June to October. Another site was located near Ross-on-Wye (HR9) growing an everbearer strawberry crop (cv. Prize) from March to October. The wide geographical area and representative range of cultivars used for validation was to enable the prediction system to be tested and subsequently used on any cultivar and throughout the UK.

The final on-farm validation (stage 3) (in collaboration with Agri-tech Services) took place on eight sites from seven farms in England and Scotland. Details of these sites are provided in Table 2.
Assessment methods used for strawberry powdery mildew

In stage 1, strawberry crops were assessed at the field sites for the progression of the incidence of strawberry powdery mildew, caused by *P. aphanis*. Incidence (% plants affected) assessment was based on the presence of leaf upward cupping, visible fungal mycelium and/or red blotches on leaves (Fig 2).

In spring (March-May) the fleece was removed from the strawberry beds and polythene covers were replaced onto the tunnel frames, having been removed during the winter to mitigate potential storm damage. Once this was completed, the regular assessment of plants began, until the symptoms of *P. aphanis* were fully developed throughout the untreated polythene tunnel (no applications of fungicides), so the incidence of strawberry powdery mildew was not inhibited by fungicides.

**Fig 2. Symptoms of strawberry powdery mildew (arrows indicate the symptoms).** (a) Healthy leaf on cultivar ‘Elsanta’; (b) cultivar ‘Amesti’ showing cupping; (c) cultivar ‘Amesti’ showing *P. aphanis* mycelium at 60% of leaf area affected, according to a strawberry powdery mildew disease assessment key [15]; (d) cultivar ‘Elsanta’ showing red blotches.

In stage 2, disease assessment was done by taking weekly strawberry leaf samples, from 01 July to 28 August in 2014 and from 01 July to 18 August in 2015. In 2014, the number of *P. aphanis* colonies on the leaf surface were counted and in 2015 the percentage leaf area covered by *P. aphanis* was assessed by using a new standard strawberry powdery mildew assessment key [15]. This updated assessment method was implemented due to it being a new industry standard that had been developed since the start of the work. Area Under the Disease Progress Curve (AUDPC) (The American Phytopathological Society, https://www.apsnet.org) was calculated to assess the level of *P. aphanis* development.

In stage 3, disease assessments were made at all farm sites by the growers. Disease control was considered to be good if no disease symptoms were observed, or if the disease level was very low and did not exceed commercially acceptable levels (i.e. no visible mycelium present on the fruits). On the other hand, if the disease level was considered by the growers to have exceeded commercially acceptable levels, the control was poor.
Parameter and sensitivity analysis (stage 1)

Identification of environmental parameters that affected development of *P. aphanis*

The environmental parameters that were most likely to influence the asexual cycle of *P. aphanis* were identified from the published literature [16-22]. These environmental parameters (temperature, relative humidity and leaf wetness) were then used as the initial parameters for the strawberry powdery mildew prediction system (Table 3). The system was developed by computation using an Excel spreadsheet, into which the measurements of temperature, relative humidity and leaf wetness from sensors within crops grown in polythene tunnels were manually entered. The spreadsheet then calculated and identified when there had been a time period (one-hour increments) that was suitable for the growth and development of *P. aphanis*. The outputs of disease-conducive and non-conducive hours from this initial strawberry powdery mildew prediction system were then compared to the observed development of strawberry powdery mildew symptoms in a strawberry crop that had not been treated with fungicide at site PE14 (2006). The initial parameters were then modified so that the first predicted development of strawberry powdery mildew symptoms was synchronised with the timing of the symptoms observed in the crop. The modifications were a reduction in the minimum germination temperature, increase in the minimum growth temperature and changes to the elapsed time from asexual spore (conidia) germination to production of new spores of *P. aphanis*. These updated new field parameters (Table 3) were then used for the sensitivity analysis.

Table 3. Parameters derived from published laboratory-based methods (initial parameters*) and modified values after analysis of disease development data from commercial strawberry crop field sites (new field parameters).

| Pathogen development stage parameter                        | Initial parameters | New field parameters |
|--------------------------------------------------------------|--------------------|----------------------|
| Minimum germination temperature (°C)                        | 17.5               | 15.5                 |
| Maximum germination temperature (°C)                        | 30                 | 30                   |
| Minimum growth (and spore release) temperature (°C)         | 16                 | 18                   |
| Maximum growth (and spore release) temperature (°C)         | 30                 | 30                   |
| Parameter                                                                 | Condition 1 | Condition 2 |
|--------------------------------------------------------------------------|-------------|-------------|
| Minimum relative humidity (%)                                            | 60          | 60          |
| Minimum leaf wetness (%)\(^b\)                                          | 95          | 95          |
| No. of hours\(^c\) for germination                                      | 6           | 6           |
| No. of hours\(^c\) for growth of elongating secondary hyphae to sporulation | 138         | na          |
| No. of hours\(^c\) for germination and growth of elongating secondary hyphae to sporulation in established field for first symptoms | na          | 6\(^d\) + 78\(^e\) |
| No. of hours\(^c\) for germination and growth of elongating secondary hyphae to sporulation in established field after first symptoms | na          | 6\(^d\) + 138\(^e\) |
| No. of hours\(^c\) for germination and growth of elongating secondary hyphae to sporulation in new field for all symptoms | na          | 6\(^d\) + 138\(^e\) |

Pathogen development stage from asexual spore (conidia) germination to production of new spores of *P. aphanis* is considered for the development of a strawberry powdery mildew prediction system.

\(^a\)[16-22]

\(^b\)This parameter was removed from the final prediction system following sensitivity analysis.

\(^c\)Number of hours of suitable conditions (temperature, relative humidity and leaf wetness) for *P. aphanis*.

\(^d\)Number of hours for germination.

\(^e\)Number of hours for growth of elongating secondary hyphae to sporulation in an established/new field.

**Sensitivity analysis**

To determine which of the new field parameters had the greatest and smallest influences on the outputs of the strawberry powdery mildew prediction system, sensitivity analysis was done as previously described [23,24]. In this case, the outputs of the strawberry powdery mildew prediction system were the number of disease-conducive hours, as determined by a rule-based system. Sensitivity analysis required keeping all the parameters constant, apart from the one being tested, which was altered in small increments of 0.5°C or 5% (RH) over a range of values (Table 4). This was to identify the parameter(s) that had the least impact on the prediction system, so that they could then be removed to simplify the rules of the prediction system. The data from these analyses were used to create the rules that determine the number of accumulated disease-conducive hours as the output of the prediction system.
Table 4. Sensitivity analysis of the new field parameters (Table 3) for determining rules of the strawberry powdery mildew prediction system.

| Prediction system parameter                  | Range of values | Increment of increase |
|---------------------------------------------|-----------------|-----------------------|
| Minimum germination temperature (°C)        | 13-25           | 0.5                   |
| Maximum germination temperature (°C)        | 25-35           | 0.5                   |
| Minimum growth temperature (°C)             | 13-25           | 0.5                   |
| Maximum growth temperature (°C)             | 25-35           | 0.5                   |
| Minimum relative humidity (%)               | 10-100          | 5                     |
| Minimum leaf wetness (%)                    | 60-100          | 5                     |

Comparison of prediction system outputs to commercial insurance spray programmes (stage 1)

At the end of a given growing season, the number of high-risk periods when a strawberry grower was advised to use a control product (e.g. fungicide) for *P. aphanis* according to the prediction system was compared to the actual number of fungicide applications made according to the commercial routine spray programmes. To achieve this, environmental parameters were recorded hourly with TinyTag data loggers and downloaded to a computer for the duration of the growing season to provide input for the prediction system. The actual number of insurance applications made to crops of strawberries were obtained from the growers. At the field sites from stage 1 (Table 2), the growers managed disease control according to accepted commercial practice which meant that they applied a fungicide when, based on experience, they perceived the risk of *P. aphanis* to be high. By default, the strawberry growers followed a customary routine spray programme and applied what they considered to be insurance sprays [25] (spraying every 7-14 days regardless of disease severity) to mitigate the potential for *P. aphanis* to develop in their polythene tunnels.
Development and validation of the prediction system as a decision support tool (stages 2-3)

The development and validation of the rule-based prediction system to support on-farm decision making involved two stages: the use of computer-based software with off-line infrastructure (stage 2) and the development of an online, fully connected real-time web-based system (stage 3). A summary of the validation process is presented in Table 5, with comparisons between these two stages.
Table 5. Development and comparison of the prediction system over stage 2 (offline computer-based software) and stage 3 (online real-time web-based system).

| Development stage | Period          | Collection of weather data                                                      | Data transmission                      | Viewing of prediction graph | Validation period & method                                                                 | Validation assessment                                                                 | Notes                                                                 |
|-------------------|-----------------|---------------------------------------------------------------------------------|---------------------------------------|-----------------------------|-------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------|---------------------------------------------------------------------|
| **Stage 2**       | 2009-2015       | On-farm weather station located within the polythene tunnel (Table 2)           | Data were downloaded and input into computer-based Davis WeatherLink™ software | On computer, not real-time   | 2014-2015, one farm at site PE14                                                           | Weekly leaf samples were assessed in the laboratory at University of Hertfordshire (UH) for numbers of *P. aphanis* colonies (2014) or % leaf area covered by *P. aphanis* colonies (2015) | Entire process was manually operated by growers, not real time, time-consuming, not user-friendly |
|                   | 2016-2018       | Davis wireless sensors located within the polythene tunnel (Table 2)            | Data were transmitted via Davis WeatherLink™ online hourly | Online, real-time            | 2018, two participating farms (England)                                                    | On-farm disease assessment by growers and cost-benefit analysis were done.        | Entire process was done online, graph displayed in real-time, time-saving |
|                   | (Initial validation) |                                                                                  |                                       |                              |                                                                                           | Disease assessment made by growers in the field on the standard of commercially acceptable levels | Presentation of accumulated hours confusing |
| **Stage 3**       | 2019-2020       | Davis or SMS wireless sensors located within the polythene tunnel (Table 2)     | Data were transmitted via Davis WeatherLink™ online hourly | Online, real-time            | Seven participating farms (England and Scotland)                                           | All season fungicide data and costings gathered by researchers at UH, number of sprays, mode of action used etc. compared between prediction and insurance programmes | Presentation of the graph improved, easy to read, the system was user-friendly |
|                   | (final validation) |                                                                                  |                                       |                              | Criterias:                                                                                  |                                                                                      |                                                                     |
Offline computer-based software (stage 2)

The rule-based prediction system in the form of a computer program was then developed by Prof Xiangming Xu (NIAB-EMR) [26], using the parameters identified from previous years (Table 4), and this was used in stage 2 on the farm at the site PE14 (Table 5). Growers were able to obtain the weather data from the weather station and used the program to calculate the number of accumulated disease conducive hours, hence to measure the level of disease risk. The efficacy of the prediction system in disease control (achieving commercially good disease control with reduced fungicide sprays) was assessed at the end of stage 2.

Online real-time web-based prediction system (stage 3)

Proof of concept: With the availability of the internet and wifi-enabled weather stations, sensors and smart devices, the rule-based prediction system was transferred to a web platform for real-time data acquisition and analysis. In stage 3, the system was delivered initially via the KisanHub platform (https://www.kisanhub.com/platform/) between 2016 and 2018, using the parameters for temperature and relative humidity developed and validated previously (Table 5). By viewing the prediction system output directly on-line, the grower could track the accumulation of disease-conducive hours in real time. Initial validations of the real-time prediction system were done on commercial farms (Table 2) and the usability with respect to data visualisation and user dashboard on the platform was assessed.

Final validation: Nine sites from seven farms took part in the final validation of the prediction system in 2019 (in collaboration with Agri-tech Services) (Tables 2 and 5). Fungicide data for the growing season, costings and disease assessment results were obtained for the nine sites from the participating farms. On receipt of the results from the growers, fungicide spray schedules were analysed for the number of sprays, the active ingredients (mode of action) used, spray intervals and the number of disease-conducive hours that had accumulated when a fungicide was applied. An objective evaluation of the use of the system was then made. Good use of the prediction system was when a fungicide application was made between 115 and 144 accumulated hours of disease-conducive conditions; the system was considered not to have been used to its full potential if fungicide applications were made
below 115 hours; and the system was considered not to have been followed if a fungicide application was made at 50 accumulated hours or below.

Cost-benefit analysis: A cost-benefit analysis was done by calculating the price per hectare of each fungicide. The sum of the cost of all fungicide sprays was determined to give the total fungicide cost per hectare for the season. An indicative labour cost for a single fungicide application was given by growers and multiplied by the total number of sprays. The total cost of fungicides per hectare plus the total labour cost gave a total cost for fungicide applications per hectare for the season. The total cost of fungicide applications calculated when guided by the prediction system was compared to the total cost of fungicide applications when following a commercial (insurance) spray programme. The average cost of a single fungicide application per hectare (fungicide plus labour) was calculated and multiplied by the number of sprays applied when following an insurance spray programme, thereby giving an estimated cost for this spray programme (control). Data normality was determined using the Kolmogorov-Smirnov Test [27] and paired T-tests were used to determine significant differences between the number of fungicide sprays and cost of fungicides and labour between the prediction system and insurance spray programmes.

Visualisation of prediction system output and workflow for the grower (stages 2-3)

The prediction system used a ‘traffic light’ colour scheme indication to represent the progression of accumulated hours of conditions conducive to *P. aphanis* development, visualised as an ascending line graph. Green indicated a low risk of *P. aphanis* sporulation. When 115 hours had accumulated, the line changed to amber, advising that the grower should prepare to apply a fungicide. When 125 accumulated hours were reached, the line changed to red, indicating a high risk of conidial sporulation and that a fungicide spray should be applied. A fungicide should normally be applied before the elapsed time reaches 144 accumulated hours, to prevent *P. aphanis* sporulation. When a fungicide application was made, the growers recorded this manually in the software and reset the system to zero accumulated hours; subsequent hours were then accumulated only when the temperature (15-30°C) and
relative humidity (>60%) criteria were both met; such that the conditions within the polythene tunnel were conducive for *P. aphanis* development.

**Results**

**Parameter and sensitivity analysis (stage 1)**

**Assessment of *P. aphanis***

The development of the first symptoms of *P. aphanis* infections was scored in four separate polyethylene tunnels that were at two separate commercial sites, starting in spring and summer (March-July), when the tunnel frames were covered with polythene at the start of the growing season. Similar results were observed at all sites and Fig 3 shows representative results from the polythene tunnel at site ME18, where an epidemic occurred, with a lag phase, exponential phase and stationary phase of disease development. This also shows the accumulation of hours where the conditions were predicted to be suitable for the growth of *P. aphanis* when using the initial parameters (Table 3). If the initial parameters had provided a prediction that was a good fit to disease development in the crop, then the accumulation of disease-conducive conditions should have reached 100% just as the disease development was at the start of the exponential phase. However, this did not happen, because strawberry powdery mildew symptoms were observed before disease-conducive hours were predicted by the system using the initial parameters (Fig 3, line with open squares). Therefore, field observations were used to modify the initial parameters to give the new parameters (Table 3). These new parameters were then used to calculate the accumulation of disease-conducive conditions for the development of *P. aphanis* in the crop. In Fig 3, the line representing the new parameters (solid squares) reached 100% just as the first visible symptoms of strawberry powdery mildew were observed on the strawberry plants. As the prediction system is based on only those hours that are suitable for the initiation of germination and growth of *P. aphanis*, the prediction system must necessarily depict the accumulation of disease-conducive hours as defined by the new parameters.
Fig 3. Percentage of strawberry leaves showing symptoms of *P. aphanis* infection in the polytunnel at field site ME18 (stage 1). The epidemic followed a disease progress curve with (a) a lag phase, (b) an exponential phase and (c) a stationary phase. • indicates % plants with *P. aphanis* symptoms observed in the field. The cumulative percentage of disease-conducive hours for the progression of *P. aphanis* asexual cycle (i.e. the time it would take for a conidium to germinate, colonise and produce more conidia, which is usually 144 hours of suitable conditions) was calculated when using the initial and new parameters (Table 3) for the strawberry powdery mildew prediction system. The initial parameters did not accurately predict the start of the epidemic; the disease progress (indicated by ○) was in the exponential phase and symptoms had already appeared when the cumulative percentage was starting to increase. Therefore, using the initial parameters had not accurately predicted when to apply a fungicide spray. However, using the new parameters, the predicted cumulative percentage (indicated by •) had reached 100% as the symptoms were starting to appear. Administering a fungicide application at 100% (indicated by dotted line) would coincide with the disease progress in the lag phase of the epidemic, aiding in reducing the initial inoculum [28].

Identification of environmental parameters that affected development of *P. aphanis*

The environmental parameters (i.e. temperature, relative humidity and leaf wetness required for germination, growth and sporulation of *P. aphanis*) are shown in Table 3. These parameters affected the development of *P. aphanis* by influencing the rate at which the pathogen germinated and grew, and therefore the amount of time needed for the pathogen to produce more conidia. Under laboratory conditions, it was identified that 144 hours of conducive conditions were required for the pathogen to germinate, grow and produce new conidia [22]. The information in Fig 4 demonstrates what happens during those 144 hours of suitable conditions. It should be noted that if the conditions are not suitable then the life cycle does not progress, but it also does not regress, and instead arrests, so that once conducive conditions are present again, the life cycle will resume from the stage it had reached.
previously. It is this potential for the resumption and continuation of development that the strawberry
powdery mildew prediction system aims to disrupt and stop, by recommending precisely timed
applications of fungicides while also giving growers the confidence not to apply insurance sprays when
there have not been enough disease-conducive hours accumulated.

![Diagram of the asexual life cycle of *Podosphaera aphanis* showing the parameters governing the rule-based prediction system.](image)

**Fig 4.** Diagram of the asexual life cycle of *Podosphaera aphanis* showing the parameters governing the rule-based prediction system. The system accumulates the number of hours when the conditions have been suitable for the development of *P. aphanis* (i.e. disease-conducive hours), assuming that it is not the first disease cycle in an established field. For *P. aphanis*, the conditions are temperature >15.5°C and <30°C (15.5°C is the minimum temperature for spore germination, whereas 18°C is the minimum temperature for sporulation), with relative humidity >60%. The asexual cycle starts with the germination of the conidia (c. six hours), followed by the growth of the pathogen (i.e. sporulation, c. 138 hours). Then once the number of suitable hours (144 hours) has been reached, the system recommends that the grower apply a control product for *P. aphanis*, after which the system resets itself and begins again. (Modified from Jin 2016.)

**Sensitivity analysis**

Once the new parameters (Table 3) had been shown to correspond well to the observed development of *P. aphanis* in the crop (Fig 3), a sensitivity analysis was done. This determined which of the parameters had the greatest and smallest influences on the total number of predicted completed asexual life cycles (referred to as high-risk periods) of *P. aphanis* in the crop. As shown in Table 6, leaf wetness had very little effect on the number of high-risk periods, when considered as a parameter on its own or in combination with each of the other parameters. The parameter that had the greatest influence on the number of high-risk periods was temperature. Following the sensitivity analysis, the parameters were refined again by removing leaf wetness from the prediction system, since it had a limited impact on the output.
Table 6. Results of sensitivity analysis on new parameters presented in Table 3.

| Prediction system parameter                                      | Maximum number of times 100% of required disease-conducive hours were accumulated | Minimum number of times 100% of required disease-conducive hours were accumulated | Difference in number of times 100% of required disease-conducive hours were accumulated<sup>a</sup> |
|-----------------------------------------------------------------|----------------------------------------------------------------------------------|----------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------|
| Minimum germination temperature with leaf wetness                | 11                                                                               | 5                                                                               | 6                                                                                               |
| Minimum germination temperature without leaf wetness             | 11                                                                               | 7                                                                               | 4                                                                                               |
| Maximum germination temperature with leaf wetness                | 11                                                                               | 11                                                                              | 0                                                                                               |
| Maximum germination temperature without leaf wetness             | 11                                                                               | 11                                                                              | 0                                                                                               |
| Minimum growth temperature with leaf wetness                     | 22                                                                               | 4                                                                               | 18                                                                                              |
| Minimum growth temperature without leaf wetness                  | 23                                                                               | 4                                                                               | 19                                                                                              |
| Maximum growth temperature with leaf wetness                     | 12                                                                               | 8                                                                               | 4                                                                                               |
| Maximum growth temperature without leaf wetness                  | 12                                                                               | 8                                                                               | 4                                                                                               |
| RH with leaf wetness                                             | 11                                                                               | 4                                                                               | 7                                                                                               |
| RH without leaf wetness                                          | 11                                                                               | 5                                                                               | 6                                                                                               |
| Leaf wetness                                                     | 11                                                                               | 10                                                                              | 1                                                                                               |

The analysis was done using sensitivity analysis conditions (Table 4) with data collected from field observations over a complete strawberry growing season resulting in the maximum, minimum and a difference between the maximum and minimum number of times that 100% of the required disease-conducive hours (144 hours) were accumulated for the completed asexual cycle of *Podosphaera aphanis*.

<sup>a</sup>The difference in the number of times that 100% of the required disease-conducive hours for growth and conidial development elapsed indicates which parameters had the greatest and least impacts on the strawberry powdery mildew system; the prediction system parameter(s) that had the least impact could be removed to simplify the prediction system.

### Comparison of prediction system outputs to commercial insurance spray programmes (stage 1)

To determine whether there were more fungicide applications being applied than were necessary, the number of predicted high-risk periods was compared to the actual number of insurance
fungicide applications that growers used to control *P. aphanis*. The number of grower applications at site PE14 in stage 1 (2004 only) was 10 with five of those being applied during the period when the crop was being harvested, while the prediction system would have recommended eight applications with only three during the harvest period. At site CO11 in stage 1 (2006 only), the grower applied eight applications with two during the harvest period when the prediction system would have recommended five applications with two during the harvest period. At both sites, the growers were applying insurance sprays that would not have been done had they been guided by the prediction system. The disease-conducive hours took longer to develop to a high-risk period than estimated by the growers without reference to the prediction system.

The initial phase of developing the strawberry powdery mildew prediction system, using Excel, was done to demonstrate that it had the potential to reduce the number of applications of fungicides to control *P. aphanis*. Once this had been done, it was possible to relate the prediction system with stages of the asexual life cycle of *P. aphanis* to visualise the steps in the process (Fig 4).

**Validation of the prediction system (stages 2-3)**

Results of the validation of the prediction system over stage 2 (offline computer-based) and stage 3 (online real-time web-based) are presented in Tables 7 and 8.

**Computer-based software**

The validation results in stage 2 showed that crops from the prediction system field plots had less disease (i.e. smaller AUDPC values) compared to those from the insurance spray programme (commercial) plots and untreated control (Table 7). Growers reported a low incidence of disease in the crop over the duration of the season; the prediction system gave good control (commercially acceptable) of strawberry powdery mildew, as an epidemic did not develop.
Table 7. Validation results of the prediction system from offline computer-based software (stage 2).

| Treatment               | Everbearer (01 July-20 September 2014) | June bearer (01 July-18 August 2015) |   |
|-------------------------|----------------------------------------|-------------------------------------|---|
|                        | AUDPC value | Number of fungicide sprays | AUDPC value | Number of fungicide sprays |
| Cultivar                |             |                             |             |                             |
| Amelia                  | 58.5        | 0                           | 34.1        | 420.3                       | 0 |
| Sonata                  |             |                             |             |                             |   |
| Malling™ Centenary      | 31.8        | 7                           | 20.8        | 415.8                       | 3 |
| Untreated control       | 89.3        | 10                          | 30.3        | 539.8                       | 7 |
| Commercial programme    |             |                             |             |                             |   |
| Prediction system       | 31.8        | 7                           | 20.8        | 415.8                       | 3 |

Disease assessment results (i.e. AUDPC value) and number of fungicide sprays in different treatments compared [29].

The prediction plot in 2014 received seven sprays compared to 10 in the commercial practice plot (Table 7). In 2015, the prediction plot was sprayed only three times using two fungicide active ingredients, compared to seven sprays with a total use of eight active ingredients in the commercial practice plot. The prediction system offered good control with fewer sprays compared to commercial plots, which also had higher levels of disease even though they were sprayed more frequently. Manual downloading of the data from the Davis Pro2™ sensors via the Weatherlink™ software and then uploading it onto the prediction system software was required several times per week to obtain an accurate prediction of the high-risk periods, and this was time-consuming for the grower. Importantly, it has been successfully demonstrated that the prediction system had potential for commercial use if the data transfer and integration could be made less cumbersome, making the process more user-friendly.

Real-time web-based software

The initial validation in stage 3 showed that responding to the monitoring of the disease-conducive hours using the prediction system, gave longer intervals (>14 days) between fungicide
applications at the start of the season, enabling the grower to save sprays. Overall, cost savings averaging £250 ha\(^{-1}\) were achieved at the sites where growers followed the prediction system (Table 8).

**Table 8. Validation results of the prediction system from the online real-time web-based system (stage 3).**

| Treatment          | Site DD2 (Everbearer) | Site DD2 (June bearer) | Site HR9 (Everbearer) |
|--------------------|-----------------------|------------------------|-----------------------|
|                    | Number of fungicide sprays | Total cost £/hectare (fungicide + labour) | Number of fungicide sprays | Total cost £/hectare (fungicide + labour) | Number of fungicide sprays | Total cost £/hectare (fungicide + labour) |
| Commercial programme | 13   | 1,194.60 | 11   | 1,029.44 | 23   | 1658.98 |
| Prediction system   | 10   | 918.92   | 8    | 748.68   | 19   | 1,442.65 |
| Saved              | 3    | 275.68   | 3    | 280.76   | 4    | 216.33   |

This table shows the number of fungicide sprays and total cost (fungicide + labour) compared between commercial and prediction programmes at three sites.

In the final validation, the prediction system was used on eight sites (six farms) resulting in varying levels of success, with a control site (CB24) where it was not used to support the application of fungicides but instead, the system collected the disease conducive hours in the polythene tunnels and the grower recorded when fungicides were applied using their insurance spray programme (Table 9).

Some growers used the prediction system well (e.g. site HR8), whereas some did not use it to its full potential as indicated by the reduction in spray applications as well as the overall cost savings, ranging from £35/ha up to £493/ha. The results showed a significant difference \((p<0.05)\) for both the number of sprays \((df=7, t=7.6, p=0.001)\) and overall costs \((df=7, t=4.0, p=0.01)\) between the prediction system and insurance spray programme. Every site, except CB24, was able to save at least one spray application by following the prediction system, and the most efficient (HR8), was able to reduce applications by as much as 50% compared to their insurance programme. The number of insurance sprays more or less correlated with the level of risk perception by the grower and data clearly showed that a large number of spray applications (e.g. sites CB24, ST18 and HR9) do not necessarily result in good disease control.
Table 9. Results of on-farm validation on nine sites from seven farms (CB24 control site) in stage 3.

| Farm location by postcode | Number of fungicide applications | Cost-benefit analysis (cost of fungicides and labour, £/hectare) | Disease report (by growers, assessed on site) | Evaluation of use of system |
|--------------------------|----------------------------------|---------------------------------------------------------------|---------------------------------------------|---------------------------|
|                          | Prediction system | Insurance programme | Prediction system | Insurance programme | Saving | Prediction system & insurance programme |
| HR8 (Fig 5)              | 4                  | 8                  | 454.88           | 947.87           | 492.99 | Good control<sup>c</sup> |
| PH12 (Fig 6)             | 6                  | 9                  | 547.86           | 804.07           | 256.21 | Good use of the system<sup>f</sup> |
| HR9 (Fig 7)              | 17                 | 19                 | 1146.12          | 1321.59          | 175.47 | Good control<sup>d</sup> |
| HR4                      | 15                 | 18                 | 1826.95          | 1948.41          | 121.45 | System not used to its full potential<sup>g</sup> |
| ST18 (Site a)            | 17                 | 19                 | 1193.5           | 1228.5           | 35     | System not closely followed<sup>b</sup> |
| ST18 (Site b)            | 16                 | 19                 | 1101             | 1228.5           | 127.5  | Good control<sup>d</sup> |
| DD11 (site a)            | 13                 | 15                 | 1402.39          | 1618.14          | 215.75 | Good control<sup>c</sup> |
| DD11 (site b)            | 6                  | 7                  | 749.52           | 874.44           | 124.92 | System not used to its full potential<sup>g</sup> |
| CB24<sup>a</sup> (Fig 8) | na                 | 22                 | na               | 1516.12          | na     | System not used<sup>i</sup> |
|<sup>b</sup> p value between two treatments<sup>b</sup> | 0.001 | 0.01 | na | na |

<sup>a</sup>This site did not use the system to guide fungicide applications and followed their insurance spray programme instead. It is shown as an example for comparison.

<sup>b</sup>Data were normally distributed (Kolmogorov-Smirnov Test \(p=0.6\) for number of fungicide sprays, \(p=0.6\) for cost of fungicides and labours); paired t-test used to calculate significant differences between prediction system and insurance programmes for number of applications and cost-benefit analysis.

<sup>c</sup>Good control - no disease symptoms were observed in the field.
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Good control - there was a low disease level, and no epidemic development.

Poor control - disease present with visible symptoms.

Fungicide applications were made between 115 and 144 accumulated hours of disease-conducive conditions.

Fungicide applications were made at below 115 but above 50 accumulated hours.

Some fungicide applications were made at or below 50 accumulated hours.

The grower was given access to the system, but chose not to use, and followed his own insurance programme instead.
Readouts from the prediction system gave good indications of how growers used the system as well as their willingness and/or confidence to rely on its warnings to spray. Fig 5 shows that the best grower (site HR8) recorded all fungicide applications made, by resetting the system to zero (Fig 5, vertical lines) and three out of four sprays (Fig 5, Jul 20, Aug 5 and Aug 31) were performed between 115 and 144 accumulated hours (medium and high risk), while one fungicide (Jun 30) was applied at 80 accumulated hours (low risk). Using the prediction system extended the interval between the four fungicide applications by 20 days, 16 days and 26 days, respectively (Fig 5), thus reducing the number of applications made, compared to the insurance programme (7-14 days intervals).

Fig 5. Screenshot of prediction graph at the end of season showing accumulation of disease-conducive conditions and applications of fungicides for site HR8 in 2019 (stage 3). This output of the prediction system utilised a ‘traffic light’ system to signify recommendations when growers should apply a fungicide. The Y-axis of the prediction graph indicates the number of accumulated hours where both parameters (temperature and RH) are met, the X-axis shows the date. When the grower logs into the real time web-based prediction system, the ascending line indicates the current status of the accumulated number of hours of suitable conditions, enabling the grower to decide whether a fungicide spray is required. When the ascending green line turns to amber (at 115 hours), the grower should prepare to spray. When the line turns to red (at 125 hours), a fungicide spray is needed. A fungicide should be applied before the elapsed time reaches 144 accumulated hours, to prevent *P. aphanis* sporulation. After each application, the fungicide details were entered by the grower and the system was reset. The number of days above the lines are the intervals between each spray. In this graph, the system has been reset four times; each time a fungicide application has been made, shown as a straight-line down to zero. The longest interval between two sprays was 26 days.

At site PH12, the grower used the predictions system reasonably well, but was not willing to allow the system to run beyond 115 accumulated hours before applying a fungicide (Fig 6). In this case, two fungicides (Fig 6, Jun 21 and Jul 10) were applied before 50 accumulated hours (low risk) and four
fungicides (Fig 6, Jul 2, Jul 23, Aug 2 and Aug 15) were applied between 50 and 115 accumulated hours (low to medium risk). This grower managed to extend the interval between applications by three days throughout the season by using the prediction system, when compared to their insurance spray programme of 10-day intervals.

Fig 6. Screenshot of prediction graph at the end of season and applications of fungicides for site PH12 in 2019 (stage 3). In this graph, the system has been reset six times. The intervals between two sprays were between 8 and 13 days. ---* indicated that a fungicide was applied, but the prediction system was not reset.

In contrast, the grower from site HR9 was more erratic in willingness to rely on the prediction system for timing fungicide applications, and Fig 7 shows that the system was not followed strictly, resulting in a total of nine sprays (May 28, Jun 3, Jun 11, Jun 17, Sep 1, Sep 5, Sep 7, Sep 11 and Sep 17) being applied before 50 accumulated hours (low risk), mainly in the period from May 6 to June 24 and between Sept 2 to Sept 16. In between times, the grower allowed the system to exceed 115 accumulated hours (medium to high risk) on four occasions before applying a fungicide (Fig 7, Apr 26, Jul 15, Jul 29 and Aug 19) and the system was not reset to zero as it should have been after the application on Oct 7. Fig 9 shows that three fungicides (Jun 26, Jul 19 and Aug 27) applied between 50 and 115 hours (low to medium risk). A ‘clean up’ spray was applied on 26th April, as required when using the prediction system. Using the prediction system increased the spray interval at the beginning of the season.

Fig 7. Screenshot of prediction graph at the end of season and applications of fungicides for site HR9 in 2019 (stage 3). In this graph, the system has been reset 17 times. The intervals between two sprays were longer (i.e. 39 days) at the start of the season and very short (i.e. <5 days) towards the end of the season. ---* indicated that a fungicide was applied, but the prediction system was not reset.
Fig 8 shows the recording of the insurance programme of frequent sprays (every five to seven
days on average) at site CB24, a control farm where the prediction system was not used to guide
fungicide applications. During the study, this grower accessed the prediction system from 21st May
2019, before which three fungicide applications had already been made and were therefore not recorded
in the readout. The grower did not use the prediction system to guide the timing of fungicide sprays,
and Fig 8 shows that relying on frequent routine sprays resulted in many unnecessary fungicide
treatments. Ten fungicide applications (Fig 8, May 22, May 25, Jun 1, Jun 6, Jun 7, Jun 15, Jun 19, Jun
22, Jul 1 and Jul 13) were made when the system was <50 accumulated hours (low risk) and one
fungicide (Fig 8, Jun 27) was applied between 50 and 115 accumulated hours (low to medium risk).

Fig 8. Screenshot of prediction graph at the end of season for CB24 (control site) that did not
follow the prediction system in 2019 (stage 3). The grower followed his insurance spray programme
and entered the fungicide details and reset the system after each spray. In this graph, 22 sprays were
applied (three fungicide sprays were made prior to 21st May 2019, but were not recorded in the system).
Sprays were mostly made at <50 accumulated hours and the intervals between two sprays were between
1 and 12 days.

Discussion

This paper has followed the development, over a 15-year period, of a rule-based strawberry
powdery mildew risk prediction system that can be used as a decision support tool for determining the
most effective timing for the application of fungicides. The system has been shown to have successfully
enabled growers to reduce their fungicide use in strawberry crops, while maintaining good disease
control. Good financial savings (between £35-£493/hectare) were achieved by the participating farms
when using the system. Evidence from successful on-farm validations has shown that this real-time,
user-friendly prediction system can be a very useful tool in the growers’ disease management
programme.
Decision support tools for integrated pest/disease management are not new [30-34] and their success depends not only on their ability to monitor pests and pathogens, and to accurately predict action thresholds (i.e. minimum levels that justify pesticide treatment), but also on their ease of use and adoption by growers. The prediction system developed here is based on measuring the accumulated hours under pathogen conducive temperature (>15.5°C and <30°C) and relative humidity (>60%) conditions, which are accessible criteria and generally already recorded by growers for crop management. Unlike the recently published decision tree for forecasting SPMD [30], our system does not require the accurate determination of susceptible leaves or airborne inoculum levels as these were not essential for our system and might have limited the application of our system across a wider range of cultivars. Instead, it assumes the presence of disease inoculum and susceptibility of all crops, so that for the system to be effective, growers are advised to begin with a clean-up spray treatment (e.g. Fig 7, site HR9). Our previous research has shown that the initial inoculum can be quite high in over-wintered UK crops and that disease can also be imported from the propagators [15,29]. The work described here was able to show that if the initial clean-up spray was neglected, as was the case with the grower at site CB24 (Fig 8), visible disease will occur, and the prediction system becomes ineffective for disease control. With correct use of the prediction system, as by the grower at site HR8 (Fig 5), we clearly demonstrated that epidemics of *P. aphanis* could be controlled with fewer fungicide applications.

Without the prediction system to guide them, or where growers were not willing to completely rely on the system, there was a tendency to overestimate how quickly *P. aphanis* was developing in their polythene tunnels, as they were concerned about the economic impact of severe disease, which caused them to use insurance sprays [25]. This behaviour was self-evident in the readout traces from the system (e.g. Fig 7, site HR9), indicating the application of fungicides when the system was showing a low risk of disease. This risk-averse attitude is also largely reflected in the higher frequency of fungicide applications recommended by insurance programmes for disease control.

To help growers gain confidence in using our system, and to manage the aversion to risk, we adopted a traffic light system to visually display the accumulation of disease-conducive hours with low (green), medium (amber) and high (red) risk periods clearly identified (e.g. Fig 5). This made it easy for growers to understand the data outputs and the practical implications. The use of the environmental
parameters that had been developed and validated on commercial farms, rather than only in a laboratory, not only improved the precision of the system but also increased the confidence of growers in using it in commercial farm settings. The number of participating sites in the final validation (stage 3) increased from three in 2018 to nine in 2019 across England and Scotland. For those who followed the system well, good disease control was achieved. For example, site PE14 (Table 7) saw a lower disease incidence (a reduction of up to 45% in the AUDPC value) for both everbearer and June bearer crops in the prediction system plot compared with the untreated control. The expression of risk as disease-conducive hours enabled growers to understand that, for example, it was not necessary to frequently apply fungicides according to an insurance programme when only 50 out of 144 disease-conducive hours had been accumulated. In addition, the slope of the line in the graphical display output enabled the growers to follow the rate at which the disease risk was changing from medium to high risk, which allowed them to decide when to schedule a fungicide application and/or harvest window.

The prediction system has been tested on a range of cultivars (with different levels of disease susceptibility), with a selection of growing methods, at a range of geographical locations in both England and Scotland, using different types of weather sensors (Table 2), and proven to be effective in supporting growers to prevent epidemic build up and to control disease (Table 9). This indicates the robust usability of the prediction system. Furthermore, this also demonstrated an important feature that the disease epidemics generally develop in a similar manner wherever they occur. In other words, exposure to identical disease-conducive conditions results in the same level of disease development irrespective of the setting, whether it is in polythene tunnels or at geographical locations with various seasonal conditions.

Technological constraints were once recognized as one of the main obstacles for the widespread adoption of decision support systems in the 1990s [13,35]. The situation has been much improved now thanks to the fast development of new technologies, which enables wider access to computers, internet and wi-fi services [35]. However, a much greater level of focus has recently been placed on the implementation of advanced technologies during the development of a DSS, with little thought given to the practicality of the system and the acceptance by its end-users i.e. growers [36-38]. In reality, many other factors can influence the acceptability of a DSS, such as user-friendliness, accessibility and
complexity, etc. [36,39,40]. These should all be considered and be integrated within the decision-making process [36]. Initially (stage 1), encouraged by the increase in availability of personal computers on farms, we devised a process that required manual retrieval of relative humidity and temperature data from the data loggers and transfer to an Excel spreadsheet, to compute the disease risk. Growers found this to be too cumbersome and time-consuming. They needed to be able to access the data quickly, easily and frequently and at that time, this was addressed by using WeatherLink™ enabled Davis weather stations for automated temperature and relative humidity data acquisition, and this was combined with the prediction system software on a local CD (stage 2). Unfortunately, the manual data download from the WeatherLink™ cloud computers and upload to the CD format did not sufficiently improve usability of the prediction system. The move to online real-time, wi-fi enabled technology in stage 3 rendered data acquisition and processing fully automatic and greatly improved the usability of the system. It enabled growers to quickly access the system online with relative ease and observe how disease-conducive hours were accumulating in real-time.

One of many factors that influences the adoption of a DSS is the growers’ willingness to take up new technology [11,35]. It is recognised that participatory educational efforts, such as small class interactions, are necessary to engage a wider scale of growers; to discuss the scientific background of the work and to introduce and familiarise with the new software [13,35]. It was found among growers that the perception of financial loss due to not applying insurance sprays can outweigh the cost savings that are potentially provided by the DSS [12,41]. Therefore, in this work, grower confidence in the prediction system and its application was supported by education, delivered through knowledge exchange events. Plant pathology researchers and farm data acquisition and delivery technologists helped the growers to understand the technology as well as the biology of P. aphanis and pathogen infection and disease progression more clearly, which further increased their willingness to trust and adopt the prediction system to replace their insurance spray programmes. The provision of continuous support to growers through education e.g. seminars and workshops, etc. is believed to be essential to promote the long-term adoption of the DSS [11].

The innovative use of the real-time prediction system enabled growers to be more selective about the modes of action (MoA) of the fungicides applied. Growers have to consider modes of action
used when making decisions about their spray programme [2]. There is only a limited number (<15) of active ingredients/groups that have been approved for use in strawberries with recommendations for powdery mildew control in the UK by 2019 [2]. Furthermore, P. aphanis has been found to have a medium to high level of insensitivity risk against eight out of the 14 fungicide MoA groups that are authorised for use on strawberries [42]. Therefore, products with the most effective anti-fungal active ingredients are generally reserved for periods at the end of the season when disease severity is greater, and fungicide applications are required more frequently. This deployment strategy, coupled with the fact that by using fewer sprays they did not exhaust the available MoA, gave the growers the opportunity to manage and mitigate the potential risk of fungicide insensitivity developing in the pathogen population.

The use of the prediction system not only improved the efficacy and precision of strawberry powdery mildew control but also saved associated fungicide and labour costs; average savings per hectare of £246 (over two sites) and £193.66 (over eight sites) were achieved in 2018 and 2019, respectively. When these values for savings are applied to the UK national crop area (4,774 ha in 2019) [1], an overall cost saving of between £924,533 and £1,174,404, equivalent to 0.3% of the national crop value, could be achieved. Thus, the financial savings for the individual grower are significant, and at the national level, it is the added environmental benefits accrued from reduced fungicide use that become more important. Studies have shown that the potential to demonstrate long-term economic, social and environmental sustainability is more important in encouraging the adoption of a DSS [11], than the short-term economic benefits alone [11,43].

**Conclusion**

The work reported here shows that a strawberry powdery mildew prediction system has been developed in the UK and works well on commercial farms. The system has been proven to be reliable, simple and easy to access. It serves as a decision support tool for informing decision making, and has been shown to be effective in guiding precise timings of fungicide application (i.e. with reduced
fungicide applications compared to insurance sprays) leading to good commercially acceptable disease control. The simplicity of its criteria also makes it universally applicable to a wider range of strawberry cultivars and geographical locations. Moreover, successful disease control with fewer fungicide applications can be translated into tangible financial savings for growers. In all, this prediction system can meet the needs of the strawberry growers, enabling the production of disease-free crops, with fewer fungicide applications, with added benefits of cost savings, potentially fewer fungicide residues at harvest, as well as reduced risk of compromising fungicide MoA efficacy.

The prediction system was licenced and made commercially available in May 2020. Since then, a growing number of farms in the UK and abroad have either shown their interests or already taken on this product. This is encouraging as it shows not only growers’ willingness to embrace new technology (a result of continuous support through workshops and training sessions), and their real need for an effective decision support tool for their integrated farm management; more importantly, it demonstrates the great potential the prediction system can offer to assist them in that.
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Supporting information

S1 Fig. Types of polythene tunnels for strawberry production in the UK. (a) Spanish tunnel containing a strawberry crop. 1- raised bed, 2- strawberry crop planted in coir and 3- polythene tunnel; (b) Fleece covered strawberry crop in Spanish tunnel in spring. 1- coir bag containing young strawberry plants with irrigation drippers placed within bag, 2- fleece covering, 3- raised bed and 4- polythene tunnel; (c) Seaton tunnel containing strawberry crop. 1- polythene of Seaton tunnel, 2- permanent venting holes; (d) tabletop growing method. 1- tabletops, 2- strawberry crop grown in coir bags and 3- polythene tunnel.
S2 Fig. Locations of experimental sites. Key indicates locations of field experiments accompanied by first three or four digits of postcodes and dates experiments were undertaken.
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