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Abstract. The Kuramoto model is fundamental to the study of synchronization. It consists of a collection of oscillators with interactions given by a network, which we identify respectively with vertices and edges of a graph. In this paper, we show that a graph with sufficient expansion must be globally synchronizing, meaning that a homogeneous Kuramoto model of identical oscillators on such a graph will converge to the fully synchronized state with all the oscillators having the same phase, for every initial state up to a set of measure zero. In particular, we show that for any \( \varepsilon > 0 \) and \( p \geq (1 + \varepsilon)(\log n)/n \), the homogeneous Kuramoto model on the Erdős–Rényi random graph \( G(n,p) \) is globally synchronizing with probability tending to one as \( n \) goes to infinity. This improves on a previous result of Kassabov, Strogatz, and Townsend and solves a conjecture of Ling, Xu, and Bandeira. We also show that the model is globally synchronizing on any \( d \)-regular Ramanujan graph, and on typical \( d \)-regular graphs, for large enough degree \( d \).

1. Introduction

In 1665, Christiaan Huygens—the inventor of the pendulum clock—observed that two pendulum clocks spontaneously synchronize when hung from the same board. This is the first recorded observation of synchronization of coupled oscillators. In the centuries since then, synchronization has become a central subject of study in dynamical systems, motivated both by its mathematical interest and its many applications in classical mechanics, statistical physics, neuroscience, engineering, medicine, and biology \[3,5,8,16,38,39,42,44,45\].

We are interested in understanding spontaneous synchronization of multiple coupled oscillators whose pairwise connections are given by a graph \( G = (V,E) \). Following the celebrated work of physicist Yoshiki Kuramoto in 1975 \[25\], we consider the following system of ordinary differential equations:

\[
\frac{d\theta_x}{dt} = \omega_x - \sum_{y \in V} A_{x,y} \sin(\theta_x - \theta_y), \quad \text{for all } x \in V,
\]

where each vertex \( x \in V \) has associated with it an oscillator \( \theta_x : \mathbb{R} \to \mathbb{S}^1 \). Here \( \theta_x(t) \) is the phase of oscillator \( \theta_x \) at time \( t \), \( \omega_x \in \mathbb{R} \) is the oscillator’s intrinsic frequency, and \( A \) is the adjacency matrix of \( G \).

The Kuramoto model \((1.1)\) is an \( n \)-dimensional nonlinear dynamical system, where \( n \) is the number of vertices in \( G \). For simplicity, the early work on this model focused on the case where all \( n \) oscillators interact with each other with equal strength, corresponding to a complete graph on \( n \) vertices. To account for the diversity inherent in real biological oscillators, the intrinsic frequencies \( \omega_x \) were typically assumed to vary at random across the oscillator population according to a prescribed probability density \( g(\omega) \), taken to be unimodal and symmetric about its mean. In the limit \( n \to \infty \), Kuramoto \[25,26\]
showed that the model undergoes a phase transition (from a completely disordered state to a partially synchronized state) if the oscillators are close enough to identical, i.e., if the width of $g(\omega)$ falls below a certain threshold. For reviews of the Kuramoto model on a complete graph, see [3, 8, 38, 44].

Recent work on the Kuramoto model has turned to the exploration of other interaction graphs. The goal is to understand which networks foster synchronization. We focus our analysis on the homogeneous case where all the oscillators have the same intrinsic frequency $\omega_x = \omega$. The advantage of the homogeneous case is that the oscillators are then guaranteed to settle down to phase-locked states; in other words, all the phase differences $\theta_x(t) - \theta_y(t)$ asymptotically approach constant values as $t \to \infty$. In contrast, if the oscillators’ frequencies are non-identical, more complicated long-term behavior such as chaos can occur [32].

For the homogeneous case, it proves convenient to recast the dynamics in a rotating frame $\theta(t) \leftarrow \theta(t) - \omega t$. Then (1.1) is given by the gradient flow $d\theta/dt = -\nabla E_G(\theta)$, in which the oscillators can be viewed as attempting to minimize the energy $E_G: (S^1)^V \to \mathbb{R}$ defined by

$$E_G(\theta) = \frac{1}{2} \sum_{x,y \in V} A_{x,y} \left( 1 - \cos(\theta_x - \theta_y) \right).$$

(1.2)

The long-term dynamics can thus be described by the landscape of the energy function $E_G$. A state $\theta$ is called an equilibrium state if $d\theta/dt = 0$. In view of (1.1), all the oscillators in an equilibrium state move at the intrinsic frequency $\omega$ in the original reference frame, without changing their relative phase differences, whereas in the rotating frame, all the oscillators would be motionless. As the dynamics follow a gradient system, the equilibrium states are the critical points of the energy, namely, states $\theta$ such that $\nabla E_G(\theta) = 0$. If, furthermore, $\theta$ is a local minimum of $E_G$, we call $\theta$ a stable equilibrium state, or simply a stable state. These correspond precisely to equilibrium states that are physically achievable, as most small perturbations return the system back to $\theta$. Indeed, we have a stable equilibrium only when $\theta$ is a local minimum of $E_G$.\(^1\)

The energy $E_G(\theta)$ is always non-negative and it is minimized when all the oscillators have the same phase, that is, $\theta_x = \theta_y$ for all $x, y \in V$. These states are called the fully synchronized states.\(^2\) If other local minima of $E_G$ exist, they are called spurious local minima. The main goal of this paper is to understand, for which graphs $G$, the energy landscape $E_G$ has no spurious local minima.

**Definition 1.1** (Globally synchronizing graph). Consider the Kuramoto model on a graph $G$ with an initial state $\theta$ chosen uniformly at random from $(S^1)^V$. We say that $G$ is globally synchronizing if $\theta$ converges to a fully synchronized state with probability one.

If $E_G$ has a spurious local minimum then there will be an open set of initial configurations that would converge to said minimum, so $G$ is not globally synchronizing. Even if $E_G$ has no spurious local minima, $G$ may not be globally synchronizing as other types of undesirable equilibrium points are possible. These can be, for instance, third-order

---

\(^1\)This is a consequence of the fact that $E_G$ is analytic; see Absil and Kurdyka [2].

\(^2\)We consider two states $\theta$ and $\theta'$ to be equivalent if they differ by a global rotation, that is $\theta_x - \theta'_x = c$ for all $x \in V$, for some $c \in \mathbb{R}$. 

saddle points of $\mathcal{E}_G$ where the Hessian $\nabla^2 \mathcal{E}_G$ is zero. However, each trajectory for our system converges to a single critical point of $\mathcal{E}_G$. No other form of long-term behavior is possible, because the homogeneous Kuramoto model is an instance of a gradient flow of an analytic potential function on a compact analytic manifold, and the solutions of such flows are always convergent to single points, as a consequence of the Łojasiewicz gradient inequality, see Lageman [27].

As $\mathcal{E}_G$ is analytic, the set of initial states from which the Kuramoto model would converge to a strict saddle point of $\mathcal{E}_G$ (that is, states $\theta$ such that the Hessian $\nabla^2 \mathcal{E}_G(\theta)$ has a strictly negative eigenvalue) has measure zero, see e.g. [20, Lemma B.1]. The upshot is that to show that a graph $G$ is globally synchronizing, it is enough to guarantee that the only equilibrium states $\theta$ with positive semidefinite Hessian $\nabla^2 \mathcal{E}_G(\theta)$ are the fully synchronized states.

An active line of work has focused on determining which graphs are globally synchronizing. Random graph models are of particular importance, as they play the role of proxies for realistic complex networks. The classical model for a random graph is the Erdős–Rényi model: a graph $G$ drawn from $G(n,p)$ is a graph on $n$ vertices where each edge is present, independently, with probability $p$. Ling, Xu, and Bandeira in [29] established a connection between $\mathcal{E}_G(\theta)$ and non-convex optimization landscapes arising in algorithms for community detection and other statistical inference problems [6], which allowed them to show that an Erdős–Rényi graph with edge probability $p = \Omega(n^{-1/3} \log n)$ is globally synchronizing with high probability.\footnote{That is, with probability tending to one as $n$ tends to infinity.} The result was improved to $p = \Omega((\log n)^2/n)$ by Kassabov, Strogatz, and Townsend [24]. Ling, Xu, and Bandeira in [29, Open Problem 3.4] formulated a conjecture that almost any graph in $G(n,p)$ is globally synchronizing, where $p = (1 + \epsilon)(\log n)/n$ and $\epsilon > 0$. As this corresponds to the connectivity threshold of $G(n,p)$, this threshold is the best possible. One of our main results is to prove this conjecture.

\textbf{Theorem 1.2.} A graph in $G(n,p)$ is globally synchronizing with high probability whenever $p \geq (1 + \epsilon)(\log n)/n$ and $\epsilon > 0$. In other words, if a graph $G$ has $n$ vertices and each possible edge is independently included in $G$ with probability $p \geq (1 + \epsilon)(\log n)/n$, then the probability that $G$ is globally synchronizing tends to 1 as $n$ tends to infinity.

We prove global synchronization of graphs drawn from $G(n,p)$ by using their expansion properties and proving that graphs that are sufficiently good expanders necessarily globally synchronize. From a bird’s-eye view, the reason is that spurious stable fixed points need to correspond, in a certain sense, to assignments from the vertices to phases such that pairs of vertices corresponding to similar phases are connected significantly more often than pairs of vertices corresponding to disparate phases. However, expander graphs are known to satisfy versions of \textit{expander mixing lemmas} that force most pairs of subsets of vertices to have a number of edges connecting them that is close to the expected number of edges if the edges were placed randomly. This rules out stable states formed of phases that are well spread on the circle, as properties of expander graphs prevent the possibility of having pairs of similar phases be “over-connected,” as compared to pairs of disparate phases. At the other extreme, nontrivial stable fixed points that are formed of phases only occupying less than half of the circle can be ruled out by a standard result known as the half-circle lemma (Lemma 2.8).
One core difficulty is that the two types of arguments are fundamentally different: the former, for well-spread phases, is based on second-order (stability) conditions while the latter, for concentrated phases, is based on first-order (stationary) conditions. Kassabov, Strogatz, and Townsend [24] developed a so-called amplification argument that can handle candidate stable fixed points in between these two regimes by simultaneously leveraging both strategies; this allowed them to show global synchrony for $p = \Omega((\log n)^2/n)$. Our approach builds on [24] and achieves the connectivity threshold by developing an improved version of the amplification argument that is based on a new stability condition, and by also performing a more refined analysis of the expansion and spectral properties of the graph.

Our amplification argument (Section 4) works the following way: Given a stable state $\theta$, we interpret each phase $\theta_x$ as a point mass at $e^{i\theta}$ on the unit circle in the complex plane and consider the half-circle $C$ with the smallest mass. If the arc $C$ is empty, then $\theta$ is a fully synchronized state, by the half-circle lemma (Lemma 2.8). Otherwise, we progressively enlarge the arc $C$ to pick up more and more of the mass. The core of the argument is the use of amplification steps, where we exploit the properties of the expander graph to show that the mass encompassed by the arc grows exponentially fast without growing the arc itself too quickly. By repeatedly applying these amplification steps, we obtain a new arc with most of the mass. If done carefully, this argument leads to a contradiction when the mass of the final arc is put together with various stability conditions of the Kuramoto model. In essence, if most of the mass is on the final arc, and the final arc is not too far from the original half-circle, then the original half-circle cannot have been the one with the smallest mass. The only possibility then is that the half-circle was originally empty and $\theta$ is fully synchronized.4

Among the new technical tools we developed to prove Theorem 1.2, we highlight:

(i) A novel kernel stability condition (Lemma 2.7) for the Kuramoto model. This was a crucial piece in obtaining different amplification steps (Lemma 4.3 and Lemma 4.4) that provide a massive savings on the late stages of the argument. Without this improvement, we would not be able to obtain our result with $p = C(\log n)/n$, even with an arbitrarily large constant $C$.

(ii) A refined two-sided notion of expansion, together with its associated spectral graph theory machinery. When $p = C(\log n)/n$, not only do the degrees of the Erdős–Rényi graph fail to concentrate, but the maximum and minimum degree do not deviate symmetrically from the mean. We must pay special attention to vertices of small degree as they can interfere with expansion on small sets. With one-sided control of expansion, we would not be able to obtain our global synchrony in $G(n,p)$ result when $p < 2.58(\log n)/n$.

(iii) We also employ techniques from random matrix theory in order to obtain explicit control on the eigenvalues of the adjacency matrix of $G(n,p)$. This allows us, for instance, to obtain an explicit bound on the probability that $G(n,p)$ is not globally synchronizing; see Theorem 6.2, as well as further details in Section 6.

4This technique resembles the density increment argument in extremal and additive combinatorics (see the blog of Tao [46] for several examples) and while it takes considerable input from the Kuramoto model, it may be possible that it can be adapted to other models and phenomena beyond synchronization.
The only information from the underlying graph needed to implement our version of the amplification argument is a control of the spectrum of the adjacency and Laplacian matrices. Indeed, our main contribution is to show that expander graphs, with sufficiently large expansion, are globally synchronizing. Expander graphs are a central object of study in graph theory and theoretical computer science (see, e.g., [21]) as they are good sparse surrogates for complete graphs and have many pseudorandom properties.

After introducing the relevant notation, we state all our results in Section 1.2 and Section 1.3 below. In Section 1.4 we briefly outline some related work on globally synchronizing graphs.

1.1. Notation. A graph \( G = (V, E) \) with adjacency matrix \( A \in \{0, 1\}^{n \times n} \) is said to be \( d \)-regular if all vertices have degree \( d \). The eigenvalues of \( A \) are represented by \( \lambda_1(A) \geq \cdots \geq \lambda_n(A) \). We denote by \( \mathbf{1} \) the all-ones vector, by \( J = \mathbf{1} \mathbf{1}^T \) the all-ones matrix and by \( I \) the identity matrix, always taken with appropriate sizes. For symmetric matrices \( A \) and \( B \) of same dimensions, the notation \( A \succeq B \) means that \( A - B \) is a positive semidefinite matrix, i.e., the symbol \( \succeq \) denotes the standard Loewner partial order. The degree matrix \( D \in \mathbb{R}^{n \times n} \) is a diagonal matrix with \( D_{ii} = d(i) \) and the graph Laplacian is given by \( L = D - A \). We define the centered adjacency matrix by \( \Delta A := A - \left( \frac{d}{n} \right) J \), the centered diagonal degree matrix \( \Delta D := D - dI \) and the centered Laplacian matrix \( \Delta L := \Delta D - \Delta A = L - dI + \left( \frac{d}{n} \right) J \). Here, \( d \) is a parameter to be chosen, which we always select as an “expected average degree” of \( G \). For instance, when \( G \) is \( d \)-regular, we take \( d = d \), and for \( G(n, p) \), we take \( d = pn \). We write \( \|H\| \) for the operator norm of a matrix \( H \), namely, \( \|H\| = \sup_{f \neq 0} \|Hf\|/\|f\| \).

1.2. Main results: regular graphs. For regular graphs, our main result is that spectral expansion implies global synchrony.

**Definition 1.3.** We say that a graph \( G \) is an \((n, d, \alpha)\)-expander if it has \( n \) vertices and

\[
\|\Delta A\| := \left\| A - \left( \frac{d}{n} \right) J \right\| \leq \alpha d.
\]

If in addition the graph \( G \) is \( d \)-regular\(^5\), then the condition above is equivalent to

\[
\max_{i \neq 1} |\lambda_i(A)| \leq \alpha d.
\]

For regular graphs, our main result is the following.

**Theorem 1.4.** All \( d \)-regular \((n, d, \alpha)\)-expander graphs with \( \alpha \leq 0.0816 \) are globally synchronizing.

**Remark 1.5.** The proof of Theorem 1.4 relies on some numerical computations outlined in Section 5. Without such computation we can only prove a weaker version for \( \alpha \leq 0.0031 \), which follows from Theorem 1.10.

An important class of expander graphs are the Ramanujan graphs. These are \( d \)-regular \((n, d, \alpha)\)-expanders with \( \alpha = 2(\sqrt{d} - 1)/d \), which is asymptotically the smallest possible value of \( \alpha \) for a given \( d \), due to a result of Alon and Bopanna [36]. In other words, \( d \)-regular Ramanujan graphs are the best expanding graphs among the class of \( d \)-regular graphs.

\(^5\)In the literature, \( d \)-regular \((n, d, \lambda d)\)-expanders are commonly called \((n, d, \lambda)\)-graphs.
While the construction of explicit Ramanujan graphs is not an easy endeavor, some explicit constructions [31,34] and some partial results about their existence are known [33]. Moreover, random $d$-regular graphs have been shown to be almost Ramanujan. Indeed, solving a conjecture by Alon, Friedman [19] proved that for any $d \geq 3$ and $\varepsilon > 0$, a uniformly chosen $d$-regular random graph on $n$ vertices is, with high probability, an $(n, d, \alpha)$-expander with $\alpha = (2\sqrt{d-1} + \varepsilon)/d$. Since our results do not depend on the delicate condition of being a Ramanujan graph, but only on expansion, they will also hold for random $d$-regular graphs.

**Corollary 1.6.** Any $d$-regular Ramanujan graph is globally synchronizing as long as $d \geq 600$. Moreover, a random $d$-regular graph is globally synchronizing with high probability in the same range of degrees $d$.

**Proof.** As described above, Ramanujan graphs are $d$-regular $(n, d, \alpha)$-expanders with $\alpha = 2(\sqrt{d-1})/d$. The first conclusion follows from Theorem 1.4 as $2(\sqrt{d-1})/d \leq 0.0816$ for $d \geq 600$. The second part follows from Friedman’s result mentioned above. □

**Remark 1.7.** Expansion is not a necessary condition for global synchronization. In fact, a graph consisting of two cliques connected by an edge is globally synchronizing, even though it has poor expansion. This follows from the more general fact that if two graphs $H$ and $H'$ are globally synchronizing and share a vertex $v$, then the graph $G$ obtained by joining $H$ and $H'$ by identifying a vertex $v \in H$ with a vertex $v' \in H'$ is also globally synchronizing. We provide a sketch of a proof of this fact. Observe that the energy function $\mathcal{E}_G$ would factor as a sum of the energy function $\mathcal{E}_H + \mathcal{E}_{H'}$, where the only variable in common between $\mathcal{E}_H$ and $\mathcal{E}_{H'}$ is $\theta_v$. Now, observe that constrained to $\theta_{x'} - \theta_{y'}$ being constant for all $x', y' \in V(H')$, the gradient flow $d\theta/dt = -\nabla \mathcal{E}_G(\theta)$ is precisely the Kuramoto model on $H$. As $H$ is globally synchronizing, up to a null set, any initial state can be continuously deformed to a state with $\theta_{x'} = \theta_{y'}$ for all $x, y \in V(H)$ without increasing $\mathcal{E}_G$, and without changing the phases $\theta_{x'} - \theta_{y'}$ for all $x', y' \in V(H')$. Repeating this while exchanging the roles of $H$ and $H'$ completes the claim. The two-cliques example just mentioned follows by adding an edge to the first clique and then adding the second clique.

**Remark 1.8.** Although more connections intuitively help synchronization, this is not always the case. In fact, it is not hard to see that any tree is globally synchronizing (from the argument above, for instance), while a cycle of length greater than five is not globally synchronizing [47–49].

### 1.3. Main results: non-regular graphs.

As one of our main goals is to establish global synchrony of Erdős–Rényi graphs near the connectivity threshold, we need to handle graphs with a significant degree disparity. Our notion of expansion needs to include also spectral properties of the graph Laplacian, and due to the asymmetry of the spectral deviations of the graph Laplacian of an Erdős–Rényi graph close to the connectivity threshold (see Figure 3), we need an asymmetric definition of expansion.

**Definition 1.9** (Spectral expander graph). A graph $G$ is an $(n, d, \alpha, c^-, c^+)$-expander if it is an $(n, d, \alpha)$-expander and it holds that $c^-dI \preceq \Delta_L \preceq c^+dI$. 

We emphasize that an \((n,d,\alpha)\)-expander need not be regular. On the other hand, a \(d\)-regular \((n,d,\alpha)\)-expander is also an \((n,d,\alpha,-\alpha,\alpha)\)-expander, as in this case \(\Delta_L = -\Delta_A\). Our main result is the following technical theorem.

**Theorem 1.10.** If \(G\) is an \((n,d,\alpha,c^-,c^+)\)-expander graph with \(c^- > -1\), \(\alpha \leq 1/5\) and

\[
\max\left\{ \frac{64\alpha(1 + 2c^+ - c^-)}{(1 + c^-)^2}, \frac{64\alpha(1 + c^+) \log\left(\frac{1 + c^+ + \alpha}{2\alpha}\right)}{(1 + c^-)(1 + 5c^+ - 4c^-)} \right\} < 1, \tag{1.3}
\]

then \(G\) is globally synchronizing.

As a corollary, we solve the conjecture of Ling, Xu, and Bandeira. Quantitative estimates on the expanding properties of \(G(n,p)\) are provided in Section 6.

**Proof of Theorem 1.2.** By Corollary 6.1, if \(p \geq (1 + \varepsilon)(\log n)/n\), we have that \(G(n,p)\) is an \((n,d,\alpha,c^-,c^+)\)-expander with high probability, where \(d = pn\), \(\alpha \leq (2 + \varepsilon)(pn)^{-1/2}\) and \(-1 < c^- < 0 < c^+ < e - 1\). From Theorem 1.10, \(G(n,p)\) is globally synchronizing as long as (1.3) is satisfied, which holds with high probability as \(n \to \infty\) (since \((pn)^{-1/2} \log(pn) \to 0\)). \(\square\)

1.4. **Related work.** It is natural to ask how the density of a graph influences whether or not it is globally synchronizing. A practical metric for assessing density is the minimum degree. It is interesting, then, to determine the critical connectivity threshold \(\mu_c\): the smallest number for which, for any \(\mu > \mu_c\) and \(n\) large enough, any graph on \(n\) vertices with minimum degree \(d_{\text{min}} \geq \mu(n - 1)\) must globally synchronize.

After a series of both upper and lower bounds provided by: Taylor [47]; Canale and Monzón [12]; Ling, Xu, and Bandeira [29]; Lu and Steinerberger [30]; Townsend, Stillman, and Strogatz [48]; and Yoneda, Tatsukawa, and Teramae [50]; it is now known that \(0.6875 \leq \mu_c \leq 0.75\). The lower bound is due to Canale [11], and the upper bound is due to Kassabov, Strogatz, and Townsend [23]. The lower bound implies that a graph merely being connected is far from being a sufficient condition for global synchronization, but the upper bound reflects the intuitive idea that a “well connected” graph should synchronize.

Conversely, an intriguing question arises: how sparse can a globally synchronizing graph be? As previously mentioned, a tree is globally synchronizing, whereas a long cyclic graph is not. This indicates that except for incredibly dense graphs, the topological structure of the graph is more important than mere density. Indeed, the presence of long cycles seems to be crucial to the existence of stable states other than the fully synchronized one. Furthermore, while a long cyclic graph has spurious stable states, Corollary 1.6 implies that except for the fully synchronized states, the other stable states are fragile in the following sense: If one were to add edges to the long cycle with the goal of destroying all the spurious local minima, one could do it by adding no more than 600 (random) edges incident to any given vertex. This follows from the fact that a random \(d\)-regular graph is Hamiltonian for large \(n\) and \(d \geq 3\), as shown by Robinson and Wormald [41].

Recently, an interesting connection was made between dynamics under the Kuramoto model and dynamics arising in transformer architectures in deep learning, corresponding essentially to gradient dynamics under a different potential. We point the reader to the
work of Geshkovski, Letrouit, Polyanskiy and Rigollet [20] for a thorough description of this connection.

1.5. Outline. The rest of the paper is organized as follows. In Section 2 we develop preliminary estimates for the energy function associated with the homogeneous Kuramoto model. Section 3 presents some spectral graph machinery. In Section 4, we prove the main result Theorem 1.10 and, in Section 5, we discuss how to improve the bound for $\alpha$ in Theorem 1.4 using numerical optimization. Section 6 provides the probabilistic estimates needed for the Erdős–Rényi model.

2. Preliminaries for the Kuramoto model on a graph

In this section, we derive a few preliminary results about the energy function $E_G$ associated with our Kuramoto model. To keep the notation simple we only work with graphs having unweighted edges; all results in the paper can be extended to graphs with weighted edges, provided that all the weights are non-negative.

Recall that our goal is to study how the topology of $G$ influences the energy landscape of $E_G$ given by

$$E_G(\theta) = \frac{1}{2} \sum_{x,y \in V} A_{x,y} \left( 1 - \cos(\theta_x - \theta_y) \right).$$

A simple computation shows that $E_G$ has gradient

$$\left( \nabla E_G(\theta) \right)_x = \sum_{z \in V} A_{x,z} \sin(\theta_x - \theta_z),$$

and the Hessian is given by

$$\left( \nabla^2 E_G(\theta) \right)_{x,y} = \begin{cases} -A_{x,y} \cos(\theta_x - \theta_y) & \text{if } x \neq y, \\ \sum_{z \in V \setminus \{x\}} A_{x,z} \cos(\theta_x - \theta_z) & \text{if } x = y. \end{cases}$$

Therefore, every critical point $\theta$ of $E_G$ satisfies the following equilibrium condition:

$$\sum_{x \in V} A_{x,y} \sin(\theta_x - \theta_y) = 0, \quad \forall \ y \in V.$$  \hfill (2.3)

An equivalent way to phrase the equilibrium condition is that, for each $y \in V$, there is $r_y \in \mathbb{R}$ such that

$$\sum_{x \in V} A_{x,y} e^{i\theta_x} = r_y e^{i\theta_y}.$$  \hfill (2.4)

In addition, if $\theta$ is a local minimum of $E_G$ (also called a stable state), then a stability condition must hold. That is, the Hessian $\nabla^2 E_G(\theta)$ is positive semidefinite. Recall that a Hermitian matrix $H$ is positive semidefinite if $\langle f, H f \rangle \geq 0$ for every $f : V \to \mathbb{C}$, where $\langle \cdot, \cdot \rangle$ is the usual Hermitian inner product $\langle f, g \rangle = \sum_{x \in V} f(x) \overline{g(x)}$. In general, the stability condition can be written as

$$\langle f, \nabla^2 E_G(\theta) f \rangle = \sum_{x,y \in V} A_{x,y} \cos(\theta_x - \theta_y) f(x) \overline{f(y)} \geq 0,$$

$$= \frac{1}{2} \sum_{x,y \in V} A_{x,y} \cos(\theta_x - \theta_y) |f(x) - f(y)|^2 \geq 0.$$
Thus, taking \( f(x) = \exp(i\theta_x) \), we obtain
\[
\sum_{x,y \in V} A_{x,y} \cos(\theta_x - \theta_y)(1 - \cos(\theta_x - \theta_y)) \geq 0. \tag{2.5}
\]

A similar condition was used by Ling, Xu, and Bandeira [29, p. 1893]. Another useful consequence is derived by taking an indicator function \( f = 1_y \), namely, that \( r_y \geq 0 \) (see (2.4)), i.e.,
\[
\sum_{x \in V} A_{x,y} \cos(\theta_x - \theta_y) \geq 0. \tag{2.6}
\]

### 2.1. Stable states and their Daido order parameters.

The so-called Daido order parameters \( \rho_k(\theta) \) [14], defined by
\[
\rho_k(\theta) := \frac{1}{|V|} \sum_{x \in V} e^{ik\theta_x}, \quad k \geq 1, \tag{2.7}
\]
are fundamental statistics in the analysis of the Kuramoto model. It is clear that for each \( k \) and each state \( \theta \), the parameter \( \rho_k \) lies in the complex unit disc, namely \( |\rho_k| \leq 1 \). If \( |\rho_1(\theta)| = 1 \), then the state \( \theta \) must be the all-in-phase state where the oscillators are in perfect unison. In some sense, the closer \( |\rho_1(\theta)| \) is to 1, the closer the state is to the all-in-phase state. Moreover, the phase of \( \rho_1(\theta) \) indicates the average phase of the oscillators. Since our Kuramoto model is invariant to global rotation of the phases, we can shift the phases so that \( \rho_1(\theta) \) is real and non-negative. For the rest of this paper, we will assume that this has been done and \( \rho_1(\theta) \) is real-valued.

The higher order parameters \( \rho_k(\theta) \) for \( k \geq 2 \) also encode useful information. If \( |\rho_k(\theta)| = 1 \), then the phases of \( \theta \) are all \( k \)-th roots of unity under some global shift. Below, we explore the relationship between \( \rho_1(\theta) \) and \( \rho_2(\theta) \) for a stable state \( \theta \). This will lead us to the amplification argument, which is the core technique that allows us to show global synchrony for a large class of expander and random graphs.

We assume now that \( G \) is a connected graph and that a global shift of phases has been performed so that \( \rho_1(\theta) \) is real and non-negative. We further assume that the phases are all represented in the interval \((-\pi, \pi]\).

The following two lemmas are contained in the previous work of Kassabov, Strogatz, and Townsend [23, Lemma 1 and Lemma 2]. We include the proof in the interest of keeping this paper self-contained.

**Lemma 2.1.** Let \( \theta \) be a stable state on an \((n, d, \alpha)\)-expander graph \( G \). Then
\[
\rho_1^2(\theta) \geq 1 + \frac{1 + |\rho_2(\theta)|^2}{2} - 2\alpha. \tag{2.8}
\]

In the case of \( d \)-regular graphs the above bound can be improved slightly to
\[
\rho_1^2(\theta) \geq 1 + \frac{1 + |\rho_2(\theta)|^2}{2} - \frac{3}{2} \alpha. \tag{2.9}
\]

**Proof.** Let \( f \colon V \to \mathbb{C} \) be the function \( f(x) = e^{i\theta_x} \). Then
\[
\langle f, A f \rangle = \langle d/n \rangle f, J f \rangle + \langle f, \Delta_A f \rangle.
\]
Since \( \langle f, J f \rangle = n^2|\rho_1(\theta)|^2 \) and \( |\langle f, \Delta_A f \rangle| \leq \|\Delta_A\|\|f\|^2 \), we obtain that
\[
|\langle f, A f \rangle - d n |\rho_1(\theta)|^2| \leq \alpha d n,
\]
as $\|\Delta_A\| \leq \alpha d$ and $\|f\|^2 = n$. Moreover, the equilibrium condition (2.3) gives

$$\langle f, Af \rangle = \sum_{x,y \in V} A_{x,y} \cos(\theta_x - \theta_y).$$

Therefore, we get

$$\sum_{x,y \in V} A_{x,y} \cos(\theta_x - \theta_y) \leq dn|\rho_1(\theta)|^2 + \alpha dn.$$

We repeat the same arguments for $g, h : V \to \mathbb{C}$ given by $g(x) = e^{i2\theta_x}$ and $h(x) = 1$,

$$|\langle g, Ag \rangle - dn|\rho_2(\theta)|^2| \leq \alpha dn, \quad \text{and} \quad |\langle h, Ah \rangle - dn| \leq \alpha dn,$$

which leads to

$$\sum_{x,y \in V} A_{x,y} \cos(2\theta_x - 2\theta_y) \geq dn|\rho_2(\theta)|^2 - \alpha dn, \quad \text{and} \quad \sum_{x,y \in V} A_{x,y} \geq dn - \alpha dn.$$

We use the elementary identity $\cos(2\theta_x - 2\theta_y) = 2 \cos^2(\theta_x - \theta_y) - 1$ to obtain that

$$\sum_{x,y \in V} A_{x,y} \cos^2(\theta_x - \theta_y) = \frac{1}{2} \sum_{x,y \in V} A_{x,y} \left( \cos(2\theta_x - 2\theta_y) + 1 \right)$$

$$= \frac{1}{2} \sum_{x,y \in V} A_{x,y} \cos(2\theta_x - 2\theta_y) + \frac{1}{2} \sum_{x,y \in V} A_{x,y}$$

$$\geq \frac{1}{2} \left( dn|\rho_2(\theta)|^2 - \alpha dn \right) + \frac{1}{2} \left( dn - \alpha dn \right)$$

$$= dn \left( \frac{1 + |\rho_2(\theta)|^2}{2} \right) - \alpha dn.$$

Recall that the stability condition gives (2.5), which is equivalent to

$$\sum_{x,y \in V} A_{x,y} \cos(\theta_x - \theta_y) \geq \sum_{x,y \in V} A_{x,y} \cos^2(\theta_x - \theta_y).$$

Combining the bounds we obtained, we have

$$dn\rho_1^2(\theta) + \alpha dn \geq dn \left( \frac{1 + |\rho_2(\theta)|^2}{2} \right) - \alpha dn,$$

which simplifies to the claimed inequality (2.8).

If the number of edges $|E|$ is equal to $dn/2$ (for example, if the graph is $d$-regular), then we use $\langle h, Ah \rangle = dn$ instead of $|\langle h, Ah \rangle - dn| \leq \alpha dn$, which leads to the improved inequality (2.9).

\[\square\]

**Corollary 2.2.** Let $\theta$ be a stable state on an $(n, d, \alpha)$-expander graph $G$. If $\alpha < 1/4$, then $\rho_1(\theta) > 0$.

For the next lemma, it will be convenient to introduce the following function

$$s(\theta) := \begin{cases} 
\sin^2(|\theta|) & \text{if } |\theta| \leq \pi/2, \\
1 & \text{if } \pi/2 \leq |\theta| \leq \pi.
\end{cases}$$

We remark that $s(\theta) \geq \sin^2(|\theta|) = |\sin(\theta)|^2 = \sin^2(\theta)$ and that $s(\theta)$ is increasing on the interval $[0, \pi]$. 

Figure 1. The function $s: (-\pi, \pi] \to \mathbb{R}$.

**Lemma 2.3.** Let $\theta$ be a stable state on an $(n, d, \alpha)$-expander graph $G$. Then provided that $\rho_1(\theta)$ is real and non-negative, we have

$$n\alpha^2 \geq \rho_1^2(\theta) \sum_{x \in V} s(\theta_x).$$

**Proof.** Recall (2.6), where we observed that the stability conditions of $\theta$ implied that for every $y \in V$, there is $r_y \geq 0$ such that $\sum_{x \in V} A_{x,y} e^{i\theta_x} = r_y e^{i\theta_y}$. Recall that $A = (d/n) J + \Delta_A$, thus

$$r_y = d \rho_1(\theta) e^{-i\theta_y} + \sum_{x \in V} (\Delta_A)_{x,y} e^{i(\theta_x - \theta_y)} \geq 0.$$

Taking the imaginary part on both sides, we obtain

$$\sum_{x \in V} (\Delta_A)_{x,y} \sin(\theta_x - \theta_y) = d \rho_1(\theta) \sin(\theta_y).$$

Now, by taking real parts, we obtain

$$\sum_{x \in V} (\Delta_A)_{x,y} \cos(\theta_x - \theta_y) \geq -d \rho_1(\theta) \cos(\theta_y),$$

which can be rewritten as

$$\left| \sum_{x \in V} (\Delta_A)_{x,y} \cos(\theta_x - \theta_y) \right| \geq d \rho_1(\theta) \cos(\theta_y) 1_{\{\pi/2 \leq |\theta_y| \leq \pi\}}.$$

Let $f: V \to \mathbb{C}$ be defined as $f(x) = e^{i(\theta_x - \theta_y)}$. We have

$$\left| (\Delta_A f)_y \right|^2 = \left| \sum_{x \in V} (\Delta_A)_{x,y} f(x) \right|^2$$

$$= \left( \sum_{x \in V} (\Delta_A)_{x,y} \cos(\theta_x - \theta_y) \right)^2 + \left( \sum_{x \in V} (\Delta_A)_{x,y} \sin(\theta_x - \theta_y) \right)^2$$

$$\geq (d \rho_1(\theta))^2 |\cos(\theta_y)|^2 1_{\{\pi/2 \leq |\theta_y| \leq \pi\}} + (d \rho_1(\theta))^2 \sin^2(\theta_y)$$

$$= (d \rho_1(\theta))^2 s(\theta_y).$$

Therefore,

$$\left\| \Delta_A f \right\|^2_2 = \sum_{y \in V} \left( (\Delta_A f)_y \right)^2 \geq (d \rho_1(\theta))^2 \sum_{y \in V} s(\theta_y).$$

Together with $\|\Delta_A f\|_2^2 \leq \|\Delta_A\|^2 \|f\|_2^2 \leq (\alpha d)^2 n$, we obtain the claimed inequality. $\square$
Corollary 2.4. Let \( \theta \) be a stable state on an \((n, d, \alpha)\)-expander graph \( G \). Then provided that \( \rho_1(\theta) \) is real and positive, we have
\[
|\rho_2(\theta)| \geq 1 - \frac{2\alpha^2}{\rho_1^2(\theta)}.
\] (2.11)

Proof. Since \( \sin^2(\theta_x) \leq s(\theta_x) \), we have
\[
|\rho_2(\theta)| \geq \text{Re}(\rho_2(\theta)) = \frac{1}{n} \sum_{x \in V} \cos(2\theta_x)
= 1 - \frac{2}{n} \sum_{x \in V} \sin^2(\theta_x) \geq 1 - \frac{2}{n} \sum_{x \in V} s(\theta_x).
\]
Applying Lemma 2.3 and that \( \rho_1(\theta) \neq 0 \), we obtain (2.11). \( \square \)

We now provide more tractable inequalities between the order parameters and \( \alpha \).

Lemma 2.5. Let \( \theta \) be a stable state in an \((n, d, \alpha)\)-expander graph. If \( \alpha \leq 1/5 \), then
\[
\rho_1^2(\theta) \geq 1 - 3\alpha, \quad \text{and} \quad |\rho_2(\theta)| \geq 1 - 5\alpha^2.
\]

Proof. To start, we observe that the condition that \( \alpha \leq 1/5 < (\sqrt{2} - 1)/2 \) implies that \( \rho_1(\theta) \neq 0 \) via Corollary 2.2 and that the lower bound (2.11) is always positive. Indeed, if we had \( 1 - 2\alpha^2/\rho_1^2(\theta) \leq 0 \), then by (2.8), we would have
\[
2\alpha^2 \geq \rho_1^2(\theta) \geq \frac{1 + |\rho_2(\theta)|^2}{2} - 2\alpha \geq \frac{1 - 4\alpha}{2}.
\]
This translates to \( 4\alpha^2 + 4\alpha - 1 \geq 0 \), which implies \( \alpha \geq (\sqrt{2} - 1)/2 \) when \( \alpha \geq 0 \).

Now, we successively build a sequence of lower bounds \( \rho_1^2(\theta) \geq a_k \) and \( |\rho_2(\theta)|^2 \geq b_k \). Set \( a_0 = b_0 = 0 \). Given \( a_k \) and \( b_k \), we use (2.8) and (2.11) to obtain
\[
\rho_1^2 \geq \frac{1 + b_k}{2} - 2\alpha = \frac{1 + b_k - 4\alpha}{2}, \quad |\rho_2|^2 \geq \left(1 - \frac{2\alpha^2}{a_{k+1}}\right)^2 = \left(1 - \frac{4\alpha^2}{1 + b_k - 4\alpha}\right)^2.
\]
One can check that inductively that if \( b_k > b_{k-1} \) and \( a_k > 0 \), then \( a_{k+1} > a_k \) and \( b_{k+1} > b_k \). Since \( \alpha < (\sqrt{2} - 1)/2 \), we have \( a_1 \geq 0 \) and \( b_1 = (1 - 2\alpha^2/a_1)^2 > 0 = b_0 \).

Hence, the sequences \( a_k \) and \( b_k \) are increasing, bounded and therefore convergent. Let \( a_k \to a \) and \( b_k \to b \) be the limits, and note that \( \rho_1^2(\theta) \geq a \) and \( |\rho_2(\theta)|^2 \geq b \). The limits \( a \) and \( b \) satisfy
\[
a = \frac{1 + b - 4\alpha}{2}, \quad \text{and} \quad b = \left(1 - \frac{2\alpha^2}{a}\right)^2.
\]
Thus, if we define
\[
f(x, \alpha) = \frac{1 + (1 - 2\alpha^2/x)^2 - 4\alpha}{2} - x,
\]
then \( a \) is such that \( f(a, \alpha) = 0 \). Indeed, this equation simplifies to a cubic equation on \( a \) with coefficients depending on \( \alpha \), given by
\[
a^3 + (2\alpha - 1)a^2 + 2\alpha^2a - 2\alpha^4 = 0.
\] (2.12)
The discriminant of the cubic is
\[ \Delta = -4\alpha^4(27\alpha^4 + 20\alpha^3 + 10\alpha^2 - 8\alpha + 1). \]

It can be shown that \( \Delta < 0 \) if \( \alpha < 0.2055 \). As we assume that \( \alpha < 1/5 \), the equation \( f(a, \alpha) = 0 \) has a unique real root \( a \).

Increasing \( \alpha \) decreases the value of \( f(x, \alpha) \), therefore \( a \) is decreasing with \( \alpha \). Solving numerically for \( \alpha = 0.2 \) we get \( a \geq 0.431 \), we observe that \( \rho_1^2(\theta) \geq a \geq 0.431 \). This leads to \( |\rho_2(\theta)| \geq 1 - 2\alpha^2/0.431 \geq 1 - 5\alpha^2 \) via (2.11). Finally, when \( \alpha \leq 1/5 \), (2.8) gives
\[ \rho_1^2(\theta) \geq \frac{1 + (1 - 5\alpha^2)^2 - 4\alpha}{2} \geq 1 - 3\alpha. \]

Finally, we can put the previous inequality back in terms of sums of \( s(\theta_x) \).

**Corollary 2.6.** Let \( \theta \) be a stable state in an \((n, d, \alpha)\)-expander graph. If \( \alpha \leq 1/5 \), then
\[ \frac{1}{n} \sum_{x \in V} s(\theta_x) \leq \frac{5\alpha^2}{2}. \]

**Proof.** By Lemma 2.5, we have \( \rho_1^2(\theta) \geq 1 - 3\alpha \geq 2/5 \), as \( \alpha < 1/5 \). The result follows from Lemma 2.3. \( \square \)

### 2.2. Kernel stability condition and the half-circle lemma

Another useful consequence of the stability condition for a stable state \( \theta \) is the following inequality that relates the state with an appropriate kernel. Define the kernel \( K : (-\pi, \pi] \times (-\pi, \pi] \to \mathbb{R} \) as
\[ K(\alpha, \beta) = \sin(|\alpha| - \min\{|\beta|, \pi/2\}) = \begin{cases} \sin(|\alpha| - |\beta|), & |\beta| \leq \frac{\pi}{2}, \\ -\cos(\alpha), & |\beta| \geq \frac{\pi}{2}. \end{cases} \tag{2.13} \]

**Lemma 2.7** (Kernel stability condition). Let \( \theta : V \to (-\pi, \pi] \) be a stable state such that \( \rho_1(\theta) \in [0, 1] \). Then, for any \( y \in V \), we have
\[ \sum_{x \in V} A_{x,y} K(\theta_x, \theta_y) \geq 0. \tag{2.14} \]

**Proof.** Recall that (2.4) gives that, for each \( y \in V \), there is \( r_y \geq 0 \) with
\[ \sum_{x \in V} A_{x,y} e^{i\theta_x} = r_y e^{i\theta_y}. \]

We now divide our argument into three cases, depending on the value of \( \theta_y \).

**Case 1** \( (0 \leq \theta_y \leq \pi/2) \): By noting that \( \sin(|\theta_x|) \geq \sin(\theta_x) \), \( \cos(\theta_y) \geq 0 \) and \( \cos(|\theta_x|) = \cos(\theta_x) \), we obtain
\[ K(\theta_x, \theta_y) = \sin(|\theta_x| - \theta_y) = \sin(|\theta_x|)\cos(\theta_y) - \cos(|\theta_x|)\sin(\theta_y) \geq \sin(\theta_x)\cos(\theta_y) - \cos(\theta_x)\sin(\theta_y) = \sin(\theta_x) - \theta_y. \]

Therefore,
\[ \sum_{x \in V} A_{x,y} K(\theta_x, \theta_y) \geq \sum_{x \in V} A_{x,y} \sin(\theta_x - \theta_y) = \text{Im}(r_y) = 0. \]
Case 2 \((-\pi/2 \leq \theta_y \leq 0\)): As before, observe that

\[
K(\theta_x, \theta_y) = \sin(|\theta_x| + \theta_y) = \sin(|\theta_x|) \cos(\theta_y) + \cos(|\theta_x|) \sin(\theta_y)
\]

\[
\geq -\sin(\theta_x) \cos(\theta_y) + \cos(\theta_x) \sin(\theta_y) = -\sin(\theta_x - \theta_y).
\]

Case 3 \((|\theta_y| \geq \pi/2)\): In this case, \(K(\theta_x, \theta_y) = -\cos(\theta_x)\)

\[
\sum_{x \in V} A_{x,y} K(\theta_x, \theta_y) = -\sum_{x \in V} A_{x,y} \cos(\theta_x)
\]

\[
= -\text{Re} \left( \sum_{x \in V} A_{x,y} e^{i\theta_x} \right) = -r_y \text{Re} (e^{-i\theta_y}) \geq 0.
\]

We remark that such a kernel stability condition was already present in Lemma 7 of Kassabov, Strogatz, and Townsend [23], though they used a slightly different kernel.

To end this section, we present a well-known sufficient condition—the so-called half-circle lemma \([37, 47]\)—to guarantee a stable state is the all-in-phase equilibrium. For completeness, we use the kernel stability condition to provide an alternative proof of this standard result.

**Lemma 2.8** (Half-circle lemma). Let \(\theta\) be a stable state on a connected graph \(G\) with \(\rho_1(\theta) \in [0, 1]\). If \(|\theta_x| < \pi/2\) for every \(x \in V\), then \(\theta_x = 0\) for every \(x \in V\).

**Proof.** Since \(\theta\) is a stable state and \(|\theta_x| < \pi/2\) for every \(x \in V\), we have \(K(\theta_x, \theta_x) = \sin(|\theta_x| - |\theta_x|)\). Let \(|\theta_x| = \max_{x \in V} |\theta_x|\), so for every \(x \in V\), we have \(-\pi < |\theta_x| - |\theta_x| \leq 0\), which implies \(\sin(|\theta_x| - |\theta_x|) < 0\) unless \(|\theta_x| = |\theta_x|\). Now, from Lemma 2.7 we have that

\[
\sum_{x \in V} A_{x,z} K(\theta_x, \theta_z) = \sum_{x \in V} A_{x,z} \sin(|\theta_x| - |\theta_z|) \geq 0.
\]

Thus \(|\theta_x| = |\theta_z|\) for every \(x\) neighbor of \(z\). As \(G\) is connected, repeating this argument leads to \(|\theta_x| = |\theta_z|\) for all \(x \in V\). Therefore, there are \(c \in [0, \pi/2]\) and a set \(S \subseteq V\) with \(\theta_x = c\) for \(x \in V\) and \(\theta_y = -c\) for \(y \notin V\). Summing over \(y \in S^c\) on the equilibrium condition (2.3), we obtain

\[
\sum_{y \in S^c} \sum_{x \in V} A_{x,y} \sin(\theta_x - \theta_y) = \sum_{y \in S^c} \sum_{x \in S} A_{x,y} \sin(2c) = 0.
\]

As \(G\) is connected, there is an edge from \(S\) to \(S^c\). Finally, as \(0 \leq 2c < \pi\), we have \(\sin(2c) > 0\) unless \(c = 0\). Therefore, \(\theta_x = c = 0\) for all \(x \in V\). \(\square\)

3. Preliminaries on Spectral Graph Theory

Let \(G = (V, E)\) be a graph with \(n\) vertices and adjacency matrix \(A\). The degree of a vertex \(x \in V\) is denoted by \(d(x) := \sum_{y \in V} A_{x,y}\), so edges forming self-loops are counted once. The minimum and maximum degree of vertices in \(G\) is denoted \(d_{\text{min}}(G)\) and \(d_{\text{max}}(G)\), respectively. Given subsets \(X, Y \subseteq V\), we write \(e(X, Y) := \sum_{x \in X} \sum_{y \in Y} A_{x,y}\).

Recall that \(D\) is the diagonal degree matrix with \(D_{x,x} = d(x)\) and \(L\) is the Laplacian matrix with \(L = D - A\). We start by collecting a few facts related to our notion of spectral expanders. We remark that these facts are standard in the literature for regular graphs and we adapted the proofs for the non-regular case (see, for example, Chung’s book [13]).
Lemma 3.1. If $G$ is an $(n, d, \alpha, c^-, c^+)$-expander, then

$$(1 + c^-)d - \frac{d}{n} \leq d_{\min}(G) \leq d_{\max}(G) \leq (1 + c^+)d + 1 - \frac{d}{n}.$$  

Proof. A positive semidefinite matrix has non-negative diagonal entries. Thus, the condition $c^-dI \preceq \Delta_L \preceq c^+dI$ implies that $c^-d \leq (\Delta_L)_{X,X} \leq c^+d$. Therefore,

$$(1 + c^-)d \leq d(x) - A_{x,x} + d/n \leq (1 + c^+)d.$$ 

The result follows as $A_{x,x} \in \{0, 1\}$. \qed

The following proposition provides a partial converse of the previous lemma.

Proposition 3.2. Let $G$ be a graph with $n$ vertices. If $\|\Delta_A\| \leq \alpha d$ and

$$(1 + c^- + \alpha)d \leq d_{\min}(G) \leq d_{\max}(G) \leq (1 + c^+ - \alpha)d,$$ 

then $G$ is an $(n, d, \alpha, c^-, c^+)$-expander.

Proof. The condition on the degree implies, as $D$ is a diagonal matrix, that

$$(1 + c^-)dI + \alpha dI \preceq D \preceq (1 + c^+)dI - \alpha dI.$$ 

Since $\|\Delta_A\| \leq \alpha d$, we have $-\alpha dI \preceq \Delta_A \preceq \alpha dI$, thus

$$(1 + c^-)dI + \Delta_A \preceq D \preceq (1 + c^+)dI + \Delta_A,$$ 

which translates to $c^-dI \preceq \Delta_D - \Delta_A = \Delta_L \preceq c^+dI$ as claimed. \qed

One can see that $c^- > -1$ is equivalent to the graph being connected. Indeed, $G$ is connected if and only if $L$ has a single eigenvalue equal to 0. The operator $dI - (d/n)J$ has a single eigenvalue 0, and an eigenvalue $d$ with multiplicity $n - 1$. Thus the second smallest eigenvalue of $L$ is bounded below by $d + c^-d > 0$ when $c^- > -1$.

Expander graphs are known to satisfy so-called expander mixing lemmas, which essentially guarantee that the number of edges between two sets of vertices (of sufficiently large size) is comparable to the expected number of edges that could be computed by taking into account the graph’s average degree, and the size of the two sets. We now proceed by establishing a number of such results for our notion of expander graph. This will consist in estimating the number of edges across several types of cuts in an $(n, d, \alpha, c^-, c^+)$-expander.

Lemma 3.3. If $G$ is an $(n, d, \alpha)$-expander, then for every $X \subseteq V$, we have

$$-\alpha d|X| \leq e(X, X) - (d/n)|X|^2 \leq \alpha d|X|.$$ 

Proof. Let $1_X$ be the indicator function of $X \subseteq V$. We have $\langle 1_X, A 1_X \rangle = e(X, X)$, $\langle 1_X, 1_X \rangle = |X|$ and $\langle 1_X, J 1_X \rangle = |X|^2$. Therefore,

$$|e(X, X) - (d/n)|X|^2| = |\langle 1_X, \Delta_A 1_X \rangle| \leq \|\Delta_A\| |\langle 1_X, 1_X \rangle| \leq \alpha d|X|.$$ \qed

Lemma 3.4. If $G$ is an $(n, d, \alpha, c^-, c^+)$-expander, then for every $X \subseteq V$, we have

$$c^- \left(\frac{d}{n}\right)|X||X^c| \leq e(X, X^c) - \left(\frac{d}{n}\right)|X||X^c| \leq c^+ \left(\frac{d}{n}\right)|X||X^c|.$$
Proof. Consider the function $f = |X^c| 1_X - |X| 1_{X^c}$. One can easily verify that $\langle f, f \rangle = n|X||X^c|$, $\langle f, Lf \rangle = n^2 e(X, X^c)$ and $\langle f, Jf \rangle = 0$. Therefore, $\langle f, \Delta_L f \rangle = (e(X, X^c) - (d/n)|X||X^c|) n^2$.

Since $\Delta_L - c^- dI$ is positive semidefinite, $\langle f, (\Delta_L - c^- dI)f \rangle \geq 0$ and then

$e(X, X^c) - (d/n)|X||X^c| \geq c^- (d/n)|X||X^c|$, which is the lower bound. The upper bound follows similarly from $c^+ dI - \Delta_L \geq 0$. \qed

Remark 3.5. The above lemma essentially says that the isometric constant for the graphs is bounded below by $(1 + c^-)d/2$, which is another reason why $c^- > -1$ is equivalent to connectivity.

Lemma 3.6. If $G$ is an $(n, d, \alpha, c^-, c^+)$-expander, then for every subset $X \subseteq V$ with density $\rho = |X|/n$, we have

$$\left(1 + c^- (1 - \rho) - \alpha \right) d|X| \leq e(X, V) \leq \left(1 + c^+ (1 - \rho) + \alpha \right) d|X|.$$  

Proof. From Lemma 3.3 and Lemma 3.4, we write

$$e(X, V) = e(X, X) + e(X, X^c) \leq \left(d/n\right)|X|^2 + \alpha d|X| + (1 + c^+)(d/n)|X||X^c| \leq \left(1 + c^+|X^c|/n + \alpha \right) d|X| = \left(1 + c^+(1 - \rho) + \alpha \right) d|X|.$$ 

The lower bound is analogous. \qed

In particular, this lemma implies that $d_{\text{max}}(G) \leq (1 + c^+ + \alpha)d$. We need a slightly more elaborate bound for the number of edges $e(X, Y)$ between two disjoint sets in the graph. Indeed, we would like to have an estimate of the form $e(X, Y) \geq \varepsilon (d/n)|X||Y|$. However, such a bound does not hold unless we make additional assumptions on the sets $X$ and $Y$.

Lemma 3.7. Let $G$ be an $(n, d, \alpha, c^-, c^+)$-expander and $\varepsilon > 0$. If $X, Y \subseteq V$ satisfy $X \subseteq Y$, $|Y| \leq n/2$ and $(1 + \delta)|X| \geq |Y|$, where $\delta = \varepsilon/(c^+ - c^-)$, then

$$\left(1 + c^- - \varepsilon \right) \left(d/n\right)|X||Y^c| \leq e(X, Y^c) \leq \left(1 + c^+ + \varepsilon \right) \left(d/n\right)|X||Y^c|.$$  

Proof. We start with the following identity,

$$e(X, Y^c) = \frac{e(X, X^c) + e(Y, Y^c) - e(Y \setminus X, (Y \setminus X)^c)}{2}.$$ 

By Lemma 3.4, we obtain a lower/upper bound for $e(X, Y^c) - (d/n)|X||Y^c|$ by using lower/upper bounds for $e(Z, Z^c)$ for suitable sets $Z$. This gives

$$e(X, Y^c) - (d/n)|X||Y^c| \geq \frac{d}{2n} \left( c^- |X||X^c| + c^- |Y||Y^c| - c^+ |Y \setminus X||Y \setminus X^c| \right) = \frac{d}{2n} \left( 2c^- |X||Y^c| + (c^- - c^+)|Y \setminus X||Y \setminus X^c| \right),$$
and
\[
e(X, Y^c) - (d/n)|X||Y^c| \leq \frac{d}{2n} \left( c^+|X||Y^c| + c^+|Y||Y^c| - c^-|Y \setminus X||Y \setminus X^c| \right)
= \frac{d}{2n} \left( 2c^+|X||Y^c| + (c^+ - c^-)|Y \setminus X||Y \setminus X^c| \right).
\]

Adding the assumptions that \(|Y \setminus X| \leq \delta|X|\) leads to
\[
e(X, Y^c) - (d/n)|X||Y^c| \geq c^- (d/n)|X||Y^c| + ((c^- - c^+)/2)\delta d|X|
\geq (c^- + \delta(c^- - c^+))p|X||Y^c|,
\]
where in the last step we used that \(|Y^c| \geq n/2\). Similarly,
\[
e(X, Y^c) - (d/n)|X||Y^c| \leq c^+ (d/n)|X||Y^c| + ((c^+ - c^-)/2)\delta d|X|
\leq (c^+ + \delta(c^+ - c^-))(d/n)|X||Y^c|.
\]

As \(\delta = \varepsilon/(c^+ - c^-)\), we are done. \(\square\)

Later, it is useful to have a slightly modified version of Lemma 3.7 in the following form.

**Lemma 3.8.** Let \(G\) be an \((n, d, \alpha, c^-, c^+))-expander and \(\varepsilon, \rho > 0\). If \(X, Y \subseteq V\) satisfy \(X \subseteq Y\), \(|Y| \leq n/2\), \((1 + \delta)|X| \geq |Y|\) and \(|X| \leq \rho \alpha n\), where \(\delta = \varepsilon/(c^+ - c^-)\), then
\[
e(X, Y^c) \geq \frac{(1 + c^- - \varepsilon)}{2(1 + \rho)\alpha} e(X, X).
\]

**Proof.** From Lemma 3.3 and the fact that \(|X| \leq \rho \alpha n\), we have
\[
e(X, X) \leq (d/n)|X|^2 + \alpha d|X| = (|X|/n + \alpha)d|X| \leq (1 + \rho)\alpha d|X|.
\]
Using the lower bound in Lemma 3.7, we obtain
\[
e(X, Y^c) \geq (1 + c^- - \varepsilon)(d/n)|X||Y^c|
\geq \frac{(1 + c^- - \varepsilon)|Y^c|}{(1 + \rho)\alpha n} e(X, X) \geq \frac{(1 + c^- - \varepsilon)}{2(1 + \rho)\alpha} e(X, X),
\]
where in the last step, we used that \(|Y^c| \geq n/2\). \(\square\)

**Remark 3.9.** We note that the inequalities in the conclusions of Lemma 3.7 and Lemma 3.8 can be made into strict inequalities by making some of the inequalities in the assumption into strict inequalities.

If \(|c^\pm| < 0.1\), then for \(\varepsilon = 0.8\), we can take \(\delta \geq 4\) in Lemma 3.8. So, we get a nontrivial expansion on Lemma 3.7 and Lemma 3.8, meaning that we can obtain a lower bound on \(e(X, Y^c)\) proportional to its expected value, when \(G\) is a random graph with a suitable distribution.

### 4. The Amplification Argument

In this section we prove Theorem 1.10 using the amplification argument, which we will briefly outline. Our goal is to show that in a sufficiently expanding graph, the only stable state is the fully synchronized one. To do so, we start with a stable state \(\theta\) which we assume is not fully synchronized and we derive a contradiction from the stability conditions developed in Section 2 and the expansion properties from Section 3.
Given a stable state $\theta$, we will keep track of the set of vertices whose phases are in some special arcs. For any angle $0 \leq \psi \leq \pi$ and state $\theta$, the set $C_\psi(\theta)$ is defined as

$$C_\psi = C_\psi(\theta) := \{ x \in V : \cos(\theta_x) \leq \cos(\psi) \}. \quad (4.1)$$

Alternatively, we have $C_\psi = \{ x \in V : |\theta_x| \geq |\psi| \}$. Thanks to the half-circle lemma (recall Lemma 2.8), our task boils down to showing that the set $C_{\pi/2}$ is empty for any stable state $\theta$.

In a nutshell, our main argument proceeds by contradiction: we assume that there is a non-trivial stable state and then, by Lemma 2.8, the set $C_{\pi/2}$ is not empty. This implies that $|C_{\pi/2}| = c_0 \geq 1$. We inductively construct a sequence of angles

$$\pi/2 = \beta_0 > \beta_1 > \beta_2 > \cdots > \beta_M \geq 0,$$

with the corresponding lower bounds $|C_{\beta_s}| \geq c_s$ for $1 \leq s \leq M$, with

$$c_M > \cdots > c_2 > c_1 > c_0 = |C_{\pi/2}| \geq 0.$$  

For the convenience of notation, we take $\beta_{-1} = \pi$, $c_{-1} = 0$ and $\beta_{M+1} = 0$, $c_{M+1} = n$, hence $|C_{\beta_s}| \geq c_s$ holds for all $-1 \leq s \leq M+1$.

![Figure 2. Angles $\beta_{-1} \geq \beta_0 \geq \beta_1 \geq \cdots \geq \beta_M \geq \beta_{M+1}$ in the amplification argument.](image)

The contradiction will be reached by obtaining, simultaneously, that $c_M$ is very large (almost equal to $n$) and the angle $\beta_M \geq \varepsilon > 0$. Thus, the set $C_{\beta_M}$ contains a big portion of the vertices in the graph, which contradicts the bounds on $\rho_1(\theta)$ and $\rho_2(\theta)$ from Lemma 2.5. The expansion properties of the graph will be crucial to obtain a good lower bound on $|C_{\beta_M}|$ while keeping $\beta_M$ bounded away from 0.

We now derive quantitative inequalities related to this idea.

**Lemma 4.1.** Under the above notation, the following holds:

$$\sum_{x \in V} s(\theta_x) \geq \sum_{k=0}^{M} (c_k - c_{k-1}) \sin^2(\beta_k) \geq c_M \sin^2(\beta_M).$$

*Proof.* For each $x \in V$, let $0 \leq m_x \leq M$ be such that $\beta_{m_x-1} > \theta_x \geq \beta_{m_x}$. In other words, $x \in C_{\beta_{m_x}} \setminus C_{\beta_{m_x-1}}$. Recall that $s(\theta) \geq \sin^2(\theta) = 1 - \cos^2(\theta)$ and that $\cos^2(\theta_x) \leq \cos^2(\beta_{m_x})$, thus

$$\sum_{x \in V} s(\theta_x) \geq \sum_{x \in V} (1 - \cos^2(\theta_x)) \geq \sum_{x \in V} (1 - \cos^2(\beta_{m_x})).$$
On the other hand, we have the telescoping sum
\[
\sum_{k=m_x}^{M} (\cos^2(\beta_{k+1}) - \cos^2(\beta_k)) = \cos^2(\beta_{M+1}) - \cos^2(\beta_{m_x}) = 1 - \cos^2(\beta_{m_x}).
\]

Therefore, we obtain the chain of inequalities
\[
\sum_{x \in V} s(\theta_x) \geq \sum_{x \in V} \sum_{k=m_x}^{M} (\cos^2(\beta_{k+1}) - \cos^2(\beta_k)) = \sum_{k=0}^{M} (\cos^2(\beta_{k+1}) - \cos^2(\beta_k)) |C_{\beta_k}| \geq \sum_{k=0}^{M} (\cos^2(\beta_{k+1}) - \cos^2(\beta_k)) c_k.
\]

Using that \(\cos^2(\beta_{M+1}) = 1\), \(\cos^2(\beta_0) = 0\) and \(c_{-1} = 0\), a rearrangement shows that
\[
\sum_{k=0}^{M} (\cos^2(\beta_{k+1}) - \cos^2(\beta_k)) c_k = \sum_{k=0}^{M} (c_k - c_{k-1})(1 - \cos^2(\beta_k)).
\]
Therefore, we obtain the claimed inequality
\[
\sum_{x \in V} s(\theta_x) \geq \sum_{k=0}^{M} (c_k - c_{k-1})(1 - \cos^2(\beta_k)) = \sum_{k=0}^{M} (c_k - c_{k-1}) \sin^2(\beta_k).
\]

Finally, as \(\sin^2(\beta_k) \geq \sin^2(\beta_M)\) for all \(0 \leq k \leq M\), we have
\[
\sum_{x \in V} s(\theta_x) \geq \sum_{k=0}^{M} (c_k - c_{k-1}) \sin^2(\beta_k) \geq (c_M - c_{-1}) \sin^2(\beta_M).
\]

The claim follows as \(c_{-1} = 0\). \(\square\)

**Remark 4.2.** A stronger inequality holds:
\[
1 - \rho_1(\theta) \geq \frac{1}{n} \sum_{k=0}^{M} (c_k - c_{k-1})(1 - \cos(\beta_k)) \geq \frac{c_M}{n}(1 - \cos(\beta_M)).
\]

but we did not use it in the end.

By Corollary 2.6 and Lemma 4.1, we have
\[
\frac{5\alpha^2 n}{2} \geq \sum_{x \in V} s(\theta_x) \geq c_M \sin^2(\beta_M).
\]

This means that we reach a contradiction if
\[
c_M \sin^2(\beta_M) > \frac{5\alpha^2 n}{2}. \quad (4.2)
\]
Therefore, Theorem 1.10 will be proved if we construct a sequence of angles that the last angle simultaneously satisfy \((4.2)\). Clearly, we need to control the increments \(\beta_k - \beta_{k-1}\) and the corresponding lower bounds \(c_k\). We state the two key lemmas to control it.
Lemma 4.3. Let $\theta$ be a stable state on an $(n, d, \alpha, c^-, c^+)$-expander and consider $0 < \varepsilon < 1 + c^-$ and $\rho > 0$. If the angles $0 < \gamma < \beta \leq \pi/2$ satisfy
\[
\sin(\beta - \gamma) \geq \frac{2(1 + \rho)\alpha}{(1 + c^- - \varepsilon)},
\]
then the following holds:
\[
|C_\gamma| \geq \min\left\{ \left(1 + \frac{\varepsilon}{c^+ - c^-}\right)|C_\beta|, \rho\alpha n, n/2 \right\}.
\]

Lemma 4.4. Let $\theta$ be a stable state on an $(n, d, \alpha, c^-, c^+)$-expander and consider $0 < \varepsilon < 1 + c^-$. If the angles $0 < \gamma < \beta \leq \pi/2$ satisfy
\[
\sin(\beta - \gamma) \geq \frac{2(1 + c^+ + \alpha)|C_{\pi/2}|}{(1 + c^- - \varepsilon)|C_\beta|},
\]
then the following holds:
\[
|C_\gamma| \geq \min\left\{ \left(1 + \frac{\varepsilon}{c^+ - c^-}\right)|C_\beta|, n/2 \right\}.
\]

The main takeaway from these two lemmas is that under suitable conditions, we can prove that
\[
|C_\gamma - \eta| \geq (1 + \delta)|C_\gamma| \text{ for some } \delta > 0, \text{ given that } \eta > 0 \text{ is not so small. This result will allow us to amplify our initial lower bound of } |C_{\pi/2}| \geq c_0 \text{ to a lower bound of } |C_{\beta_M}| \geq (5\alpha^2/2\sin^2(\beta_M))n.
\]

Proof of Lemma 4.3. By Lemma 2.7, for any $y \in V$, we know that
\[
\sum_{x \in V} A_{x,y} K(\theta_x, \theta_y) \geq 0.
\]

We sum the above inequality over all $y \in C_\beta$ to obtain that
\[
\sum_{y \in C_\beta} \sum_{x \in V} A_{x,y} K(\theta_x, \theta_y) \geq 0.
\]

We split the sum over $x \in V$ into three parts as follows,
\[
\sum_{x \in C_\beta} A_{x,y} K(\theta_x, \theta_y) + \sum_{x \in C_{\gamma} \setminus C_\beta} A_{x,y} K(\theta_x, \theta_y) + \sum_{x \in C_\gamma} A_{x,y} K(\theta_x, \theta_y) \geq 0. \tag{4.3}
\]

Recall the definition of the kernel (2.13). Since $y \in C_\beta$ and $0 < \gamma < \beta \leq \pi/2$, after some case checking, we see that the following inequality holds:
\[
K(\theta_x, \theta_y) \leq \begin{cases} 
1, & x \in C_\beta, \\
0, & x \in C_{\gamma} \setminus C_\beta, \\
\sin(\gamma - \beta), & x \in C_\varepsilon.
\end{cases}
\]

Therefore, from (4.3), we have
\[
\sum_{x \in C_\beta} A_{x,y} \cdot 1 + \sum_{x \in C_{\gamma} \setminus C_\beta} A_{x,y} \cdot 0 + \sum_{x \in C_\gamma} A_{x,y} \cdot \sin(\gamma - \beta) \geq 0,
\]
which simplifies to
\[
e(C_\beta, C_\beta) + \sin(\gamma - \beta)e(C_\beta, C_\varepsilon) \geq 0. \tag{4.4}
\]

Now we can use the fact that we have an $(n, d, \alpha, c^-, c^+)$-expander graph and use expansion to give a lower bound on $e(C_\beta, C_\varepsilon)$. Indeed, by Lemma 3.8 (and Remark 3.9),
under the assumption that $|C_\gamma| < n/2$, that $|C_\gamma| < (1 + \varepsilon/(c^+ - c^-))|C_\beta|$ and that $|C_\beta| < \rho \alpha n$, we have
\[ e(C_\beta, C_\gamma^c) > \frac{(1 + c^+ - \varepsilon)}{2(1 + \rho)\alpha} e(C_\beta, C_\beta). \]
Thus, under these assumptions and the lower bound on $\sin(\beta - \gamma)$, (4.4) gives
\[ e(C_\beta, C_\beta) \geq \sin(\beta - \gamma)e(C_\beta, C_\gamma^c) > e(C_\beta, C_\beta), \]
a contradiction. Therefore, the aforementioned assumptions cannot all hold, which gives
\[ |C_\gamma| \geq \min\left\{ \left(1 + \frac{\varepsilon}{c^+ - c^-}\right)|C_\beta|, \rho \alpha n, n/2 \right\}, \]
where in the case that $|C_\beta| < \rho \alpha n$, we used that $C_\beta \subseteq C_\gamma$. \qed

**Proof of Lemma 4.4.** The proof of this lemma is similar to the proof of Lemma 4.3. The main difference is that in the first sum in (4.3) we use the fact that the kernel $K$ is almost anti-symmetric. That is, the following inequality holds:

\[
K(\alpha, \beta) + K(\beta, \alpha) \leq \begin{cases} 
0, & |\alpha|, |\beta| < \pi/2, \\
1, & |\alpha| < \pi/2, |\beta| \geq \pi/2, \\
1, & |\alpha| \geq \pi/2, |\beta| < \pi/2, \\
2, & |\alpha|, |\beta| \geq \pi/2,
\end{cases}
\]

or written compactly, we have
\[ K(\alpha, \beta) + K(\beta, \alpha) \leq 1_{|x|<\pi/2}(\theta_x) + 1_{|x|>\pi/2}(\theta_y). \]

Together with the symmetry of the adjacency matrix, this almost anti-symmetry of the kernel gives that
\[
\sum_{x,y \in C_\beta} A_{x,y}K(\theta_x, \theta_y) = \frac{1}{2} \sum_{x,y \in C_\beta} A_{x,y}(K(\theta_x, \theta_y) + K(\theta_y, \theta_x)) \leq \frac{1}{2} \sum_{x,y \in C_\beta} A_{x,y}(1_{|x|<\pi/2}(\theta_x) + 1_{|x|>\pi/2}(\theta_y)) = e(C_{\pi/2}, C_\beta),
\]
where in the last inequality we used the fact that $C_{\pi/2} \subseteq C_\beta$. Clearly, $e(C_{\pi/2}, C_\beta)$ is at most $e(C_{\pi/2}, V)$, so by Lemma 3.6, we have
\[ e(C_{\pi/2}, C_\beta) \leq e(C_{\pi/2}, V) \leq (1 + c^+ + \alpha)|C_{\pi/2}|. \]

Therefore, from (4.3), we have
\[ e(C_{\pi/2}, C_\beta) \geq \sin(\beta - \gamma)e(C_\beta, C_\gamma^c). \]

Under the assumptions that $|C_\gamma| < n/2$ and $|C_\gamma| < (1 + \varepsilon/(c^+ - c^-))|C_\beta|$, Lemma 3.7 (and Remark 3.9) gives that
\[ e(C_\beta, C_\gamma^c) > (1 + c^- - \varepsilon)(d/n)|C_\beta||C_\gamma^c|. \]
By the hypothesis on $\sin(\beta - \gamma)$, we have
\[
(1 + c^+ + \alpha)d|C_{\pi/2}| \geq e(C_\beta, C_{\pi/2}) \geq \sin(\beta - \gamma)e(C_\beta, C_\gamma^c) > 2(1 + c^+ + \alpha)(d/n)|C_{\pi/2}|C_\beta||C_\gamma^c| \geq (1 + c^+ + \alpha)d|C_{\pi/2}|,
\]
where in the last step we used that $|C_\gamma| \geq n/2$. This is a contradiction to our assumptions on $C_\gamma$, therefore

$$|C_\gamma| \geq \min\left\{ \left(1 + \frac{\varepsilon}{c^+ - c^-}\right)|C_\beta|, \frac{n}{2}\right\}. \tag*{□}$$

We are finally ready to prove the main result of this section.

**Proof of Theorem 1.10.** Let $G$ be an $(n, d, \alpha, c^-, c^+)$-expander graph with $c^- > -1$ and $\alpha \leq 1/5$. Recall the main hypothesis that

$$\max\left\{ \frac{64\alpha(1 + 2c^+ - c^-)}{(1 + c^-)^2}, \frac{64\alpha(1 + c^+)}{(1 + c^-)(1 + 5c^+ - 4c^-)} \right\} < 1, \tag{1.3}$$

First of all, we notice some numerical consequences of this hypothesis. We define

$$L := \log\left(\frac{1 + c^+ + \alpha}{2\alpha}\right).$$

Since we assumed that $\alpha \leq 1/5$, we have $L \geq \log 3 > 1$. Since $-1 < c^- \leq 0 \leq c^+$, the condition $64\alpha(1 + 2c^+ - c^-)/(1 + c^-)^2 < 1$ from (1.3) implies that $\alpha/(1 + c^-) < 1/64$.

As we have seen from (4.2) in this section, it is enough to construct a sequence of angles $\pi/2 = \beta_0 > \beta_1 > \ldots > \beta_M \geq 0$ and a sequence $c_0 < c_1 < \cdots < c_M$ of bounds with $|C_{\beta_k}| \geq c_k$ for $0 \leq k \leq M$, such that $c_M \sin^2(\beta_M) > 5\alpha^2 n/2$. For convenience, we set $\beta_{-1} = \pi$ and $\beta_{M+1} = 0$, $c_{-1} = 0$ and $c_{M+1} = n$.

We proceed by constructing the sequences $\beta_k$ and $c_k$. Fix $\varepsilon := (1 + c^-)/2$ and $\delta := \varepsilon/(c^+ - c^-) = (1 + c^-)/2(c^+ - c^-)$. We start with $\beta_0 = \pi/2$ and $c_0 := |C_{\pi/2}|$.

There are two stages in the construction of the angles, depending on how large we can guarantee $|C_{\beta_k}|$ to be. Ideally, we would repeatedly use Lemma 4.4 from the start to construct the required sequence of angles. However, the required lower bound on $\sin(\beta - \gamma)$ may be unfeasible when $|C_{\beta_k}|$ is not already of a reasonable size. Therefore, we rely on Lemma 4.3 with $\rho = 1$ while $|C_{\beta_k}|$ is still small. Indeed, that is always possible since $8\alpha/(1 + c^-) < 1$ follows from (1.3), as discussed before.

Assume that we already have $\beta_k$ and $c_k$, we choose $\beta_{k+1}$ and give a lower bound $|C_{\beta_{k+1}}| \geq c_{k+1}$.  

**Case 1** ($c_k < (1 + c^+ + \alpha)c_0/(2\alpha)$): We set

$$\beta_{k+1} := \beta_k - \sin^{-1}\left(\frac{8\alpha}{1 + c^-}\right),$$

$$c_{k+1} := \min\left\{ (1 + \delta)|C_{\beta_k}|, \alpha n \right\}.$$  

**Case 2** ($c_k \geq (1 + c^+ + \alpha)c_0/(2\alpha)$): We set

$$\beta_{k+1} := \beta_k - \sin^{-1}\left(\frac{4(1 + c^+ + \alpha)c_0}{(1 + c^-)|C_{\beta_k}|}\right),$$

$$c_{k+1} := \min\left\{ (1 + \delta)|C_{\beta_k}|, \frac{n}{2}\right\}. $$

By Lemma 4.3 with $\rho = 1$ and Lemma 4.4, we indeed have that $|C_{\beta_{k+1}}| \geq c_{k+1}$ in both cases. Recall that $\alpha \leq 1/5$, so $\alpha n \leq n/2$.

We define the critical step $k^*$ to be the smallest $k$ such that either $c_k \geq \alpha n$ or

$$c_k \geq (1 + \delta)^k c_0 \geq \frac{(1 + c^+ + \alpha)c_0}{2\alpha}.$$
This implies that
\[
  k^* \leq \left\lfloor \log \left( \frac{1 + c^+ + \alpha}{2\alpha} \right) / \log \left( 1 + \frac{(1 + c^+)}{2(c^+ - c^-)} \right) \right\rfloor.
\]

Now, either \( L/\log(1 + \delta) \leq 1 \) and \( k^* = 1 \), or we can use the fact that \(|x| \leq 2x\) for \( x \geq 1 \) to obtain
\[
k^* \leq \left\lfloor \frac{2L}{\log(1 + \delta)} \right\rfloor \leq \max\left\{ 1, \frac{4\delta L}{2 + \delta} \right\} = \max\left\{ 1, \frac{4(1 + c^+)L}{1 + 5c^+ - 4c^-} \right\},
\]
where the last inequality holds as \( \log(1 + x) \geq (2 + x)/2x \) for \( x \geq 0 \).

The construction of the angles goes as follows. We update \( c_k \) with the Case 1 rules until we reach \( k^* \). If \( c_{k^*} \geq \alpha n \), then we set \( M = k^* \) and stop. Otherwise, we update \( c_k \) for \( k > k^* \) using the Case 2 rule until \( c_k = n/2 \). We then set \( M \) so that \( c_M = n/2 \). We claim that we always get \( c_M \sin^2(\beta_M) > 5\alpha^2 n/2 \).

**Case 1 (Stop with \( M = k^* \) and \( c_M = \alpha n \)):** Using the fact that \( \sin^{-1}(x) \leq \pi x/2 \) for any \( 0 \leq x \leq 1 \), we give a lower bound on \( \beta_M \) as follows,
\[
\frac{\pi}{2} - \beta_M = \beta_0 - \beta_M \leq \sum_{k=0}^{k^*-1} (\beta_k - \beta_{k+1}) \leq k^* \sin^{-1}\left( \frac{8\alpha}{1 + c^-} \right) \leq \frac{\pi}{4} \left( \frac{16\alpha k^*}{1 + c^-} \right) < \frac{\pi}{4},
\]
where in the last step, we used the hypothesis (1.3) and the upper bound above for \( k^* \). Indeed, if \( k^* = 1 \), recall that we had \( \alpha/(1 + c^-) < 1/64 \). If \( k^* \leq 4\delta L/(2 + \delta) \), the inequality becomes precisely the second condition in (1.3). Therefore, \( \beta_M > \pi/4 \) and \(|C_{\pi/4}| \geq \alpha n \geq 5\alpha^2 n \), so we have \( c_M \sin^2(\beta_M) > 5\alpha^2 n/2 \).

**Case 2 (Stop with \( M > k^* \) and \( c_M = n/2 \)):** Again, we need to give a lower bound on \( \beta_M \). Note that
\[
\frac{\pi}{2} - \beta_M = \beta_0 - \beta_M \leq \sum_{k=0}^{k^*-1} (\beta_k - \beta_{k+1}) + \sum_{k=k^*}^{M-1} (\beta_k - \beta_{k+1}).
\]
The first sum we bound as in Case 1, so we obtain
\[
\sum_{k=0}^{k^*-1} (\beta_k - \beta_{k+1}) \leq \frac{\pi}{4} \left( \frac{16\alpha k^*}{1 + c^-} \right) < \frac{\pi}{4}.
\]
For the second sum, we observe that \(|C_{\beta_k}| \geq c_k \geq (1 + \delta)^k c_0 \), thus
\[
\sum_{k=k^*}^{M-1} (\beta_k - \beta_{k+1}) \leq \sum_{k=k^*}^{M-1} \sin^{-1}\left( \frac{4(1 + c^+ + \alpha)c_0}{(1 + c^-) |C_{\beta_k}|} \right) \leq \sum_{k=k^*}^{M-1} \frac{\pi}{2} \frac{4(1 + c^+ + \alpha)c_0}{(1 + c^-) |C_{\beta_k}|} \leq 2\pi \frac{(1 + c^+ + \alpha)}{(1 + c^-)} \sum_{k=k^*}^{\infty} (1 + \delta)^{-k} = 2\pi \frac{(1 + c^+ + \alpha)}{(1 + c^-)} \frac{(1 + \delta)}{\delta(1 + \delta)^k^*} \leq \frac{4\pi \alpha (1 + 2c^+ - c^-)}{(1 + c^-)^2} < \frac{\pi}{16}.
\]
We have used that $(1 + \delta)k^d \geq (1 + c^+ + \alpha)/2\alpha$, and on the last step, we used a consequence of the hypothesis (1.3). This gives that

$$\beta_M > \frac{\pi}{2} - \frac{\pi}{4} - \frac{\pi}{16} = \frac{3\pi}{16}.$$  

Numerically we check that $c_M \sin^2(\beta_M) > n \sin^2(3\pi/16)/2 > n/10$, but this implies that $c_M \sin^2(\beta_M) > 5\alpha^2 n/2$, as $\alpha^2 \leq 1/5$.

In any case, we have $c_M \sin^2(\beta_M) > 5\alpha^2 n/2$, so the proof is finished. \qed

Remark 4.5. The second condition implied in (1.3) is usually stronger than the first, but they are independent if $c^+$ and $c^-$ are not so small. If $c^+ - c^- \leq 1/64$, then it is possible to show that the second inequality implies the first. However, in our application of this result, for the Erdős–Rényi random graph $G(n, p)$ with $p = (1 + \varepsilon)(\log n)/n$ and $\varepsilon > 0$, we may have $c^+ - c^- > 1$, so both conditions need to be checked. Nonetheless, the second condition is harder to satisfy even in that case, as the dependency on $\alpha$ dominates; the first inequality being of the kind $F(c^-, c^+)\alpha < 1$ and the second of the kind $F'(c^-, c^+)\alpha \log(1/\alpha) < 1$, where $F$ and $F'$ are well-behaved functions.

5. Application: Ramanujan graphs and random regular graphs

In this section, we indicate how to perform the amplification argument in the proof of Theorem 1.10 numerically to obtain Theorem 1.4, namely that any $d$-regular $(n, d, \alpha)$-expander graph with $\alpha \leq 0.0816$ must be globally synchronizing. As discussed in Corollary 1.6 in the introduction, this implies that Ramanujan graphs, namely $d$-regular $(n, d, \alpha)$-expanders with $\alpha = 2(\sqrt{d} - 1)/d$, are globally synchronizing if $d \geq 600$. Furthermore, by a result of Friedman [19], this also implies that the probability that a graph uniformly chosen between the $d$-regular graphs with $n$ vertices goes to one as $n$ goes to infinity, also when $d \geq 600$.

If we apply Theorem 1.10, then we would obtain the same conclusion for $\alpha \leq 0.0031$, which translates to $d$-regular Ramanujan graphs with $d \geq 416233$. We perform the amplification argument numerically to push up our bound to $\alpha \leq 0.0816$ (or $d \geq 600$).

We note that there is a hard barrier to our method at $\alpha \leq 0.24585$ (or $d \geq 66$), as we do not have a result analogous to Lemma 2.5, even with the adaptations discussed below. Obtaining global synchrony with $d \geq 3$ would require $\alpha \leq 0.943$, which is beyond our current techniques.

One source of the improvements comes from carefully tracking the consequences of using (2.9) instead of (2.8) in Lemma 2.5. This is what leads to the aforementioned limitation of $\alpha \leq 0.24585$ in place of $\alpha \leq 1/5$. We also noticed that there is a gain in tweaking the parameters $\varepsilon$ and $\rho$ in Lemma 4.3 and $\varepsilon$ in Lemma 4.4 independently. Another source of improvement is by using the actual values of $\sin^{-1}$ in the angle increments, instead of bounding via the inequality $\sin^{-1}(x) \leq \pi x/2$. To obtain a result independent of $n$, we finish off the amplification with the geometric sum as in Case 2 in the proof of Theorem 1.10.

For instance, to obtain synchronization for $\alpha \leq 0.0816$, we apply Lemma 4.3 three times with $\varepsilon = 0.23$ and $\rho = 0.38$ and Lemma 4.4 four times with $\varepsilon = 0.184$, after which we can perform the geometric series and finish the argument. We obtain a sequence of angles guaranteed to satisfy $\beta_i \geq 0.117$ for all $i$. This leads to the desired contradiction, and Theorem 1.4 is proven.
We stopped our efforts at $\alpha \leq 0.0816$ since this corresponds to $d \geq 600$. While we could have pushed the numerical computations a bit further, we believe it unlikely that we could obtain anything past $\alpha \leq 0.1$ or $d \geq 400$.

6. Application: Erdős-Rényi random graphs

The goal of this section is to display the spectral properties of the Erdős–Rényi random graph $G(n,p)$. The first result of this section is Corollary 6.1, which gives us enough information to deduce the conjecture of Ling, Xu, and Bandeira (Theorem 1.2) from Theorem 1.10. The second result is Theorem 6.2, which is a self-contained and quantitative version of Corollary 6.1.

Recall that an Erdős–Rényi random graph is a graph on $n$ vertices where each of the \( \binom{n}{2} \) edges is present independently with probability $p$. One of the classical results of Erdős and Rényi [17] concerns the connectedness of $G(n,p)$. Indeed, they showed that if $p = (\log n + c_n)/n$ for some sequence $c_n$, then

$$\Pr(G(n,p) \text{ is connected}) \to \begin{cases} 0 & \text{if } c_n \to -\infty, \\ e^{-e^{-c}} & \text{if } c_n \to c, \\ 1 & \text{if } c_n \to +\infty. \end{cases}$$

As mentioned in the introduction, connectedness is a necessary but not sufficient condition for synchronization. Instead, it is essential to have a density $p$ above the connectivity threshold of $\log n/n$ to ensure global synchrony. Theorem 1.2 implies that this condition is also sufficient. To prove this, we need to show that $G(n,p)$ has good spectral properties near the connectivity threshold and then apply Theorem 1.10. Namely, we show that $G(n,p)$ is an $(n, d, \alpha, c^-, c^+)$-expander with $d = pn$ and suitable $\alpha$, $c^-$ and $c^+$.

Our first step is to control the operator norm of $\Delta_A$, the centered adjacency matrix of $G(n,p)$. Random symmetric matrices with independent entries (apart from the symmetry) are a well-studied object in random matrix theory. The entries of $\Delta_A$ are distributed as centered Bernoulli variables, which are non-symmetrically distributed. If the distribution was symmetric, then all even moments would vanish and much of the machinery of [7, 43] would give us precise bounds. Without this assumption, the current best result is due to Péché and Soshnikov [40], which implies that

$$\|\Delta_A\| \leq 2\sqrt{np(1-p)} + o(n^{-1/4}), \quad (6.1)$$

with high probability, as $n \to \infty$. Thus we can take $\alpha = (2 + \varepsilon)(pn)^{-1/2}$.

Since $\alpha$ is quite small, Proposition 3.2 implies that we only need a fine control of the minimum and maximum degree in $G(n,p)$ to obtain bounds for $c^-$ and $c^+$. We take now $p = \gamma \log n/n$ for some $\gamma = \gamma(n) > 1$.

If $\gamma \to \infty$ as $n \to \infty$, then the degrees of $G(n,p)$ are well concentrated and we can take $|c^\pm| = o(1)$. Indeed, a standard application of Chernoff’s bound, see for instance [22, Corollary 2.3], gives

$$\Pr(\exists v : |d(v) - pn| \geq \varepsilon pn) \leq n \Pr(|d(v_1) - pn| \geq \varepsilon pn) \leq 2n \exp(-\varepsilon^2 pn/3) = 2n^{1-\varepsilon^2 \gamma/3}. \quad (6.2)$$
Therefore, for some \( \gamma_0 > 1 \) large enough, if \( \gamma \geq \gamma_0 \), then \( G(n, p) \) is an \( (n, d, \alpha, c^-, c^+) \)-expander with \( d = pm \), \( \alpha = (2 + \varepsilon)(pm)^{-1/2} \) and \( c^- = -\varepsilon \), \( c^+ = \varepsilon \). The conditions of Theorem 1.10 then hold for \( n \) large enough. Therefore, \( G(n, p) \) is globally synchronizing with high probability for \( p \geq \gamma(n \log n)/n \), with \( \gamma \geq \gamma_0 \).

We need to control the maximum and minimum degree when \( \gamma \) is a constant near 1 to close the gap to the connectivity threshold. It turns out that in this range, the order of the extremal degrees can be described as solutions to an implicit equation. Indeed, from Bollobás [9, Exercise 3.4], we have that \( G(n, p) \) satisfies, with high probability,

\[
\begin{align*}
    d_{\min} &= (1 + o(1))(1 + c^-)pm, \\
    d_{\max} &= (1 + o(1))(1 + c^+)pm,
\end{align*}
\]

where \(-1 < c^- < 0 < c^+\) are the solutions in \( c \) to the equation

\[
\gamma((1 + c)\log(1 + c) - c) = 1. \tag{6.3}
\]

Let us do a quick analysis of the solutions. Write \( h(x) = (1 + x)\log(1 + x) - x \), so (6.3) is equivalent to \( h(c) = 1/\gamma \). One can observe that \( h(x) \) is strictly decreasing from 1 to 0 on \((-1, 0)\) and strictly increasing from 0 to \( \infty \) on \([0, \infty)\). Therefore, there are indeed only two solutions to \( h(c) = 1/\gamma \), given by smooth functions \( c^- : (1, \infty) \to (-1, 0) \) and \( c^+ : (1, \infty) \to (0, \infty) \). We can continuously extend \( c^- \) to \((0, \infty)\) by setting \( c^-(\gamma) = -1 \) for all \( 0 < \gamma \leq 1 \), see Figure 3. One can see from implicit differentiation that \( c^- \) is strictly increasing and \( c^+ \) is strictly decreasing. Moreover, as \( \gamma \to \infty \), we have \( c^-(\gamma) \to 0 \) and \( c^+(\gamma) \to 0 \), and at \( \gamma = 1 \) we have \( c^-(1) = -1 \) and \( c^+(1) = e - 1 \). Another useful fact is that \( c^+(\gamma) > -c^-(\gamma) \).

![Figure 3. The functions \( c^-(\gamma) \) and \( c^+(\gamma) \).](image)

The asymmetry of \( c^- \) and \( c^+ \) in this range of \( G(n, p) \) is the reason why we control \( \Delta_L \) as \( c^-dI \leq \Delta_L \leq c^+dI \) instead of an estimate of the type \( \|\Delta_L\| \leq \|d\| \). Indeed, for \( p = \gamma \log n/n \) and \( \gamma \in (1, 2.5886) \), one can only show that \( \|\Delta_L\| \leq \|d\| \) for \( c > 1 \), see Figure 3. This would not even imply connectivity, let alone expansion.

Nonetheless, piecing it all together, we obtain the following.

**Corollary 6.1.** For every \( \varepsilon > 0 \) and \( p = p(n) \geq (1 + \varepsilon) \log n/n \), the probability that \( G(n, p) \) is an \( (n, d, \alpha, c^-, c^+) \)-expander with \( \alpha \leq (2 + \varepsilon)(pn)^{-1/2} \) and \(-1 < c^- < 0 < c^+ < e - 1\) goes to one as \( n \) goes to infinity.
Although this suffices to establish the conjecture of Ling, Xu, and Bandeira, the goal of the remainder of this section is to provide explicit bounds on the probability of global synchrony.

To start, we provide some simple and non-asymptotic replacements to the Péché and Soshnikov bound (6.1). We will also obtain an explicit version of Bollobás’s result. The result follows when both these results are combined.

**Theorem 6.2.** For any $0 < \varepsilon < 1$ and $1 + \varepsilon < \gamma < 1 + \varepsilon^{-2}$, there is $C = C(\gamma, \varepsilon)$ such that the following is true. Let $p := \gamma \log n/n$, $d := pn$ and $\alpha := 6(\gamma \log n)^{-1/2}$. Define $-1 < c^- < 0 < c^+$ to be the unique roots of the equation

$$\gamma((1 + c) \log(1 + c) - c) = 1. \quad (6.3)$$

Then $G(n, p)$ is an $(n, d, \alpha, c^-, c^+)$-expander graph with probability at least $1 - C(\gamma, \varepsilon)(\log n)^4 n^{-\varepsilon}$. In particular, $G(n, p)$ is globally synchronizing with the same probability.

**6.1. Concentration of the adjacency matrix.** We present here a simple and standard symmetrization argument that recovers the correct behavior of $\|\Delta_A\|$ up to a constant factor.

**Proposition 6.3.** For any $C > 2\sqrt{2}$, there is $n_0(C)$ such that the following holds for all $n \geq n_0(C)$ and every $p \in (0, 1)$. The adjacency matrix $A$ of $G(n, p)$ satisfies

$$\mathbb{E} \|\Delta_A\| \leq C \sqrt{np(1-p)},$$

where $\mathbb{E} \|\Delta_A\|$ denotes the expectation of the random variable $\|\Delta_A\|$.

**Proof.** Consider an independent copy $A'$ of $A$. From Jensen’s inequality, we obtain

$$\mathbb{E} \|\Delta_A\| = \mathbb{E} \|\Delta_A - \mathbb{E} \|\Delta_A'\|\| \leq \mathbb{E} \|\Delta_A - \Delta_{A'}\| = \mathbb{E} \|A - A'\|.$$
On the other hand, if $G$ is a symmetric matrix with i.i.d. standard Gaussian entries, then $\mathbb{E} W_{x,y}^k \geq 1$, thus

\[
\mathbb{E} \operatorname{Tr} G^{2\ell} = \sum_{u \in V^k} \prod_{k \geq 1} (\mathbb{E} G_{x,y}^k)^{n_k(u)} \geq |C_{2\ell}|.
\]

A standard application of Slepian’s Lemma (see [7, Lemma 2.2]) delivers

\[
(\mathbb{E} \operatorname{Tr}(G^{2\ell}))^{1/2\ell} \leq n^{1/2\ell} (\mathbb{E} \|G\|^2)^{1/2\ell} \leq n^{1/2\ell} (2\sqrt{n} + 2\sqrt{2\ell}).
\]

Putting it all together, we have

\[
\mathbb{E} \|\Delta_A\| \leq \sqrt{2p(1-p)}(2\sqrt{n} + 2\sqrt{2\ell})e^{\log n/2\ell}.
\]

Now put $\ell = \alpha \log n$, so $\mathbb{E} \|\Delta_A\| \leq f(\alpha, n)\sqrt{np(1-p)}$, where

\[
f(\alpha, n) = 2\sqrt{2e^{1/2\alpha}} \left(1 + \sqrt{2\alpha \log n/n}\right).
\]

The result follows as $f(\alpha, n)$ is decreasing for $n \geq 3$. \qed

**Remark 6.4.** Since the function $f(\alpha, n)$ in the above proof satisfies $f(2, 4) \leq 7.91$, $f(3, 120) \leq 4.98$, $f(5, 880) \leq 3.994$ and $f(25, 450000) \leq 2.996$, we can take $n_0(8) = 4$, $n_0(4) = 120$, $n_0(4) = 880$ and $n_0(3) = 250000$.

The lost factor of $\sqrt{2}$ is inevitable if we use symmetrization. However, together with a concentration argument, this would be more than enough for our purposes. Indeed, we use the following result from the book of Boucheron, Lugosi and Massart [10, Theorem 7.12].

**Theorem 6.5** (Convex Lipschitz concentration). Let $X = (X_1, \ldots, X_d) \in \mathbb{R}^d$ be a vector with independent random variables taking values in the interval $[0, 1]$ and let $f : [0, 1]^n \to \mathbb{R}$ be a $1$-Lipschitz convex function. Then, for all $t > 0$,

\[
\mathbb{P}(f(X) > \mathbb{M}f(X) + t) \leq 2e^{-t^2/4}.
\]

Here $\mathbb{M}f(X)$ is the median of the random variable $f(X)$. However, in Proposition 6.3 we control the expected value of the operator norm, not the median. Once an exponential concentration like (6.4) holds, however, these quantities must be very close. Indeed, $|\mathbb{M}f(X) - \mathbb{E}f(X)| \leq 4$ follows from [10, Exercise 2.2].

**Corollary 6.6.** For any $p \in (0, 1)$ and $n \geq 1000$, the adjacency matrix $A$ of $G(n, p)$ satisfies

\[
\mathbb{P}(\|\Delta_A\| \geq 4\sqrt{p(1-p)n + t}) \leq 2e^{-t^2/4}.
\]

In particular, if $p = \gamma \log n/n$, we have

\[
\mathbb{P}(\|\Delta_A\| \geq 6\sqrt{\gamma \log n}) \leq 2n^{-\gamma}.
\]

**Proof.** We apply Theorem 6.5 with $d = \binom{n}{2}$ and $f : \mathbb{R}^d \to \mathbb{R}$ defined as $f(X_1, \ldots, X_d) = \|M - pJ\|$, where $M$ is the symmetric matrix whose upper diagonal is formed by $X_1, \ldots, X_d$. It is not hard to see that $f$ is convex and 1-Lipschitz. As discussed above, this implies that $|\mathbb{M}f(X) - \mathbb{E}f(X)| \leq 4$. Together with Proposition 6.3 (and Remark 6.4), we have that $\mathbb{M}\|\Delta_A\| \leq 4\sqrt{p(1-p)n}$ for $n \geq 1000$. Thus, (6.5) follows from Theorem 6.5. \qed
6.2. **Concentration of the Laplacian matrix.** Denote by $X_k$ the number of vertices of degree precisely $k$ in $G(n, p)$. We also denote by $X_{<k}$ and $X_{\geq k}$ the number of vertices with degree at most $k$ and at least $k$, respectively. Even though $X_k$ is not a binomial random variable, as the degrees of different vertices are not independent, $X_k$ is well approximated by a $\text{Bin}(n, f_k)$ variable, where $f_k := \mathbb{P}(\text{Bin}(n - 1, p) = k)$.

The following two lemmas allow us to control $\mathbb{E}(X_{<k})$ and $\mathbb{E}(X_{\geq k})$ in terms of $\mathbb{E}(X_k)$, as long as $k$ is far enough from the average degree.

**Lemma 6.7.** For every $0 < c < 1$, $p \leq c/(1 - c^2)$ and $k \leq (1 - c)pn$, we have

$$\mathbb{E}(X_{<k}) \leq c^2 \mathbb{E}(X_k).$$

**Proof.** For all $i \leq (1 - c)pn$, we have

$$f_{i-1} = \frac{f_{i-1}}{f_i} \leq \frac{(n-1)(1-p)^{n-i}}{i(1-p)} \leq \frac{(1-c)pn}{n - (1-c)pn} = \frac{(1-c)(1-p)}{1 - (1-c)p} \leq 1 - c^2.$$

Here we used that the function $x \to x/(n - x)$ is increasing for $x \in (0, n)$ and that $p \leq c/(1 - c^2)$ on the last step. Hence

$$\mathbb{P}(\text{Bin}(n - 1, p) \leq k) = \sum_{i=0}^{k} f_i \leq \sum_{i=0}^{k} (1 - c^2)^i f_k \leq c^2 f_k$$

Multiplying by $n$ both sides gives $\mathbb{E}(X_{<k}) \leq c^2 \mathbb{E}(X_k)$.

**Lemma 6.8.** For every $c > 0$ and $k \geq (1 + c)pn$, we have

$$\mathbb{E}(X_{\geq k}) \leq (1 + c^{-1}) \mathbb{E}(X_k).$$

**Proof.** For all $i \geq (1 + c)pn$, we have

$$f_i = \frac{f_i}{f_{i-1}} \leq \frac{(n-i)p}{i(1-p)} \leq \frac{(n-(1+c)pn)p}{(1+c)pn(1-p)} = \frac{1 - (1+c)p}{1 - (1 + c)(1-p)} \leq \frac{1}{1+c}.$$

As in the proof of Lemma 6.7, we have

$$\mathbb{P}(\text{Bin}(n - 1, p) \geq k) = \sum_{i=k}^{n} f_i \leq \sum_{i=0}^{n-k} \left(\frac{1}{1+c}\right)^i f_k \leq \left(\frac{1 + c}{c}\right) f_k.$$ Multiplying by $n$ both sides gives $\mathbb{E}(X_{\geq k}) \leq (1 + c^{-1}) \mathbb{E}(X_k)$.

Finally, we control the probability that $G(n, p)$ has the required spectral properties for our amplification method to work.

**Proposition 6.9.** For any $0 < \varepsilon < 1$ and $1 + \varepsilon < \gamma < 1 + \varepsilon^{-2}$, there exists a constant $C = C(\gamma, \varepsilon) > 0$ such that the following is true. Let $p := \gamma \log n/n$, $d := \gamma \log n$, $\alpha := 6(\gamma \log n)^{-1/2}$. Define $c^- = c^-(\gamma, \varepsilon)$ as the unique root in $c < 0$ of the equation

$$\gamma((1 + c - \varepsilon) \log(1 + c - \varepsilon) - (c - \varepsilon)) = 1 + \varepsilon,$$  \hspace{1cm} (6.6)

and define $c^+ = c^+(\gamma, \varepsilon)$ as the unique root in $c > 0$ of the equation

$$\gamma((1 + c + \varepsilon) \log(1 + c + \varepsilon) - (c + \varepsilon)) = 1 + \varepsilon.$$  \hspace{1cm} (6.7)
Then the probability that \(G(n, p)\) is an \((n, d, \alpha, c^-, c^+)\)-expander is at least

\[ 1 - C(\log n)^4 n^{-\varepsilon}. \]

**Remark 6.10.** As \(\varepsilon > 0\) is taken to be arbitrarily small, the solutions \(c^- = c^-(\gamma, \varepsilon)\) and \(c^+ = c^+(\gamma, \varepsilon)\) to (6.6) and (6.7), respectively, approach the solutions \(c^-(\gamma)\) and \(c^+(\gamma)\) of equation (6.3), described in Figure 3. Moreover, as we assumed that \(1 + \varepsilon < \gamma < 1 + \varepsilon^{-2}\), it holds that \(-1 < c^-(\gamma) \leq c^-(\gamma, \varepsilon) < 0 < c^+(\gamma, \varepsilon) \leq c^+(\gamma)\). Indeed, we used that

\[ 1 + \varepsilon^{-2} \leq (1 + \varepsilon)/(1 - \varepsilon) \log (1 - \varepsilon + \varepsilon) \text{ for } 0 < \varepsilon < 1. \]

**Proof.** By Corollary 6.6, we already have that \(G(n, p)\) has \(\|\Delta_A\| \leq \alpha\) with probability \(\geq 1 - 2n^{-\gamma}\). In view of Proposition 3.2, we have that \(G(n, p)\) is an \((n, d, \alpha, c^-, c^+)\)-expander if we prove that

\[(1 + c^- + \alpha)pn \leq d_{\text{min}}(G) \leq d_{\text{max}}(G) \leq (1 + c^+ - \alpha)pn. \tag{6.8}\]

Let \(k = \delta \log n\) for some \(\delta > 0\) to be chosen later and observe that

\[
\mathbb{E}(X_k) = n \frac{(n-1)}{k} p^k (1-p)^{n-k-1} \leq n \left(\frac{n^k}{k!}\right) p^k e^{pn+k} (k+1) \\
\leq n^{1-\gamma} (\gamma \log n)^k \frac{e^{2pk}}{k!},
\]

where we used that \((1-x) \leq e^{-x}\) and that \(\binom{n}{k} \leq n^k/k!\). Let \(L_k := (\log n)^k/k!\), so

\[
\log L_k = k \log \log n - \log k! \\
\leq \delta \log n \log \log n - \delta \log n \log(\delta \log n) + \delta \log n \\
= (\delta - \delta \log \delta) \log n,
\]

where we used that \(k! \geq (k/e)^k\). Finally, setting \(\delta := (1 + c \pm \varepsilon)\gamma\), we have

\[
\mathbb{E}(X_k) \leq \exp \left(1 - \gamma + \delta - \delta \log \delta + \delta \log \gamma\right) \log n + 2pk \\
\leq \exp \left(1 - \gamma ((1 + c \pm \varepsilon) \log (1 + c \pm \varepsilon) - (c \pm \varepsilon))\right) \log n + 2pk.
\]

Now define \(k^- := \lceil(1 + c^- + \varepsilon)\gamma \log n\rceil\) and \(k^+ := \lceil(1 + c^+ - \varepsilon)\gamma \log n\rceil\), where \(-1 < c^- < 0 < c^+\) are the solutions to (6.6) and (6.7) as above. This gives

\[
\mathbb{E}(X_{k^\pm}) \leq \exp(-\varepsilon \log n + 2pk^- + 4 \log \log n),
\]

where the extra \(4 \log \log n\) appeared as formally we took \(k = \delta \log n + \eta\), with \(|\eta| \leq 1\) giving the rounding up or down to \(k^+\) and \(k^-\) respectively. To see this, observe that the upper bound \(\mathbb{E}(E_X) \leq \exp \left((1 - \gamma) \log n + k \log \gamma + L_k + 2pk\right)\) varies by at most \(\log \gamma + \log \log n + \log(k+1) + 2p \leq 4 \log \log n\), as \(|L_k - L_{k+\eta}| \leq |\eta| \log n + \log(k+1)\).

Now we apply Lemma 6.7 to control the expected value of \(X_{k^-}\) by the expected value of \(X_k\). We obtain by Markov’s inequality, that

\[
\mathbb{P}(d_{\text{min}} \leq k^-) = \mathbb{P}(X_{k^-} \geq 1) \leq \mathbb{E}(X_{k^-}) \leq \frac{1}{(c^- + \varepsilon)^2} \mathbb{E}(X_k^-) \\
\leq \frac{1}{(c^- + \varepsilon)^2} \exp(-\varepsilon \log n + 2pk^- + 4 \log \log n).
\]
We do the same for the maximum degree,

\[ \mathbb{P}(d_{\max} \geq k^+) = \mathbb{P}(X_{\geq k^+} \geq 1) \leq \mathbb{E}(X_{\geq k^+}) \leq \frac{1 + c^+ - \varepsilon}{c^+ - \varepsilon} \mathbb{E}(X_{k^+}) \]

\[ \leq \frac{1 + c^+ - \varepsilon}{c^+ - \varepsilon} \exp(-\varepsilon \log n + 2p k^+ + 4 \log \log n). \]

Therefore, we obtain that (6.8) does not hold with probability at most

\[ \left( \frac{1}{c^- + \varepsilon} \right)^2 + \frac{1 + c^+ - \varepsilon}{c^+ - \varepsilon} \left( \log n \right)^{4n^{-\varepsilon}} e^{2pk^+} + 2n^{-\gamma} \leq C(\gamma, \varepsilon)(\log n)^4 n^{-\varepsilon}, \]

as we wanted. Notice that we use \( \alpha \leq \varepsilon \) for large enough \( n \), which we can assume by increasing \( C(\gamma, \varepsilon) \). \( \square \)

**Proof of Theorem 6.2.** From Proposition 6.9 and Remark 6.10, we know that \( G(n, p) \) is an \((n, \gamma \log n, 6(\gamma \log n)^{-1/2}, c^-(\gamma), c^+(\gamma))\)-expander with probability \( \geq 1 - C(\log n)^4 n^{-\varepsilon} \). Such a graph is globally synchronizing by Theorem 1.10. \( \square \)

### 7. Discussion and open questions

One of the consequences of our main result is to settle the conjecture of Ling, Xu, and Bandeira [29]. In a nutshell, the conjecture says that Erdős–Rényi random graphs globally synchronize right above the connectivity threshold. A natural challenge is to close the gap between connectivity and synchronization in the critical window, i.e., when \( pn = \log n + c_n \) with \( c_n \gg 1 \). In our result, \( c_n = \varepsilon \log n \) for a fixed \( \varepsilon > 0 \). A careful look at the computations allows us to take \( \varepsilon \) going to zero, but we do not establish any convergence rate so it would not be sharp.

In fact, we conjecture that a stronger hitting time version of Ling, Xu, and Bandeira’s result holds. Consider the random graph process \( \{G(n, m)\}_{m=0}^{n(n-1)/2} \), which is a sequence of random graphs on \( n \) vertices with \( G(n, 0) \) being empty and \( G(n, m + 1) \) obtained by adding to \( G(n, m) \) an edge that is chosen uniformly from the set of missing edges in \( G(n, m) \). Let \( \tau = \min\{m : G(n, m) \text{ is connected}\} \), that is, the moment that the random graph process becomes connected. We believe that \( G(n, m) \) is globally synchronizing for all \( m \geq \tau \). This would completely seal the gap between connectivity and synchrony.

Despite our result for \( G(n, p) \) being asymptotically sharp, we did not optimize it for any practically relevant range of \( n \), particularly near the connectivity threshold. For instance, if we take \( p = 2(\log n)/n \), we may need an impractically large \( n \).

Another important consequence of our techniques is that random \( d \)-regular graphs synchronize for sufficiently large but constant degree \( d \). Following the same intuition, one expects that a random \( d \)-regular graph synchronizes when \( d \geq 3 \) because it matches the connectivity threshold for such a graph. However, we extensively used Lemmas 2.1 and 2.3 to start our amplification argument; these Lemmas do not give any useful bounds unless \( d \geq 66 \), as discussed in Section 5, which places a limit on what can be theoretically achieved without new ideas.

We suspect that our results may admit other generalizations. Examples may include taking the oscillators in higher-dimensional spheres and considering other classes of graphs. For instance, one may look at random graphs with non-uniform edge distribution or with edges distributed according to some underlying geometric structure, as considered in [1, 15, 18, 28].
An interesting direction is to investigate whether these techniques can be generalized to other optimization landscapes arising in statistical inference problems, for example, the Burer–Monteiro relaxation in community detection [6]. The main issue in this particular case is that it would require us to consider signed adjacency matrices. We used many times (indirectly) that the entries of the adjacency matrix are non-negative. We note that since the first version of this paper appeared, progress has been made on a higher-rank version of this problem, corresponding to higher-dimensional oscillators [35].

To conclude, we mention an important research line proposed by Wiley, Strogatz, and Girvan [49] about the size of the basin of attraction for the synchronous state. There may be situations where families of graphs are not globally synchronizing, but have a form of \textit{asymptotically global synchrony}, in the sense that the aggregate size of the basins of attraction of the spurious local minima is small, vanishing as the number of vertices of the underlying graphs grows.
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