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Abstract—The perception system of an autonomous vehicle is responsible for mapping sensor observations into a semantic description of the vehicle’s environment. 3D object detection is a common function within this system and outputs a list of 3D bounding boxes around objects of interest. Various 3D object detection methods have relied on fusion of different sensor modalities to overcome limitations of individual sensors. However, occlusion, limited field-of-view and low-point density of the sensor data cannot be reliably and cost-effectively addressed by multi-modal sensing from a single point of view. Alternatively, cooperative perception incorporates information from spatially diverse sensors distributed around the environment as a way to mitigate these limitations. This paper proposes two schemes for cooperative 3D object detection. The early fusion scheme combines point clouds from multiple spatially diverse sensors distributed around the environment as a way to mitigate these limitations. The late fusion scheme combines point clouds from multiple spatially diverse sensors. We evaluate the performance of both schemes using a synthetic cooperative dataset created in two complex driving scenarios, a T-junction and a roundabout. The evaluation show that the early fusion approach outperforms late fusion by a significant margin at the cost of higher communication bandwidth. The results demonstrate that cooperative perception can recall more than 95% of the objects as opposed to 30% for single-point sensing in the most challenging scenario. To provide practical insights into the deployment of such system, we report how the number of sensors and their configuration impact the detection performance of the system.
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I. INTRODUCTION

Creating an accurate representation of the driving environment is the core function of the perception system of an autonomous vehicle and is crucial for safe operation of autonomous vehicles in complex environments [1]. Failure to do so could result in tragic accidents as shown by some of the recent incidents. For example in two widely reported incidents by Tesla [2] and Uber [3] autonomous vehicles, where the perception system of the subject vehicles failed to detect and classify important objects on their path in a timely manner.

3D object detection is the core function of the perception system which estimates 3D bounding boxes specifying the size, 3D pose (position and orientation) and class of the objects in the environment. In the context of autonomous driving systems, 3D object detection is usually performed using machine learning techniques and benchmarked on established datasets such as KITTI [4], which provides frontal camera images, lidar point clouds and ground-truth in the form of 3D boxes annotation. While cameras provide rich texture information that is crucial for object classification, lidars and depth cameras produce depth information that can be used to estimate the pose of objects [5]. Majority of the existing methods rely on data fusion from different sensor modalities to overcome the limitations of single sensor types and to increase detection performance [6]–[8].

However, multimodal sensor data fusion from a single point of view is inherently vulnerable to a major category of sensor impairments that can indiscriminately affect various modes of sensing. These limitations include occlusion, restricted perception horizon due to limited field-of-view and low-point density at distant regions. To this end, cooperation among various agents appears to be a promising remedy for such problems. While some previous studies have demonstrated limited realisations of this concept for applications such as lane selection [9], maneuver coordination [10] and automated intersection crossing [11], this paper tackles the challenge of using the concept for cooperative perception in the form of 3D object detection, extending our previous work in [12]. For this purpose, information from spatially diverse sensors distributed around the environment is fused as a remedy to spatial sensor impairments as alluded above. The benefits are many-fold: for example, observations of the environment from diverse poses increase the perception horizon, increase the density of point clouds, and hence reduce the adverse impacts of sensing noise.

Cooperative perception for 3D object detection can be realised in two distinct schemes, late or early fusion, depending on whether the fusion happens after or before the object detection stage. In late fusion, each sensor observation is processed independently and the results in the form of detected 3D boxes from multiple sensors are fused as an end product. In contrast, early fusion aggregates raw sensor data and fuses it before the detection stage. Both schemes can extend the perception horizon and field-of-view of the sensing system, however only the latter can most effectively exploit complimentary information obtained from raw sensor observations. A simple illustrative example is when a vehicle is partially occluded when observed from two different sensing poses. In such case, each sensor observes a different occlusion pattern, resulting in unsuccessful detection from both observations. In contrast, when fused, these occluded observations can provide sufficient information to successfully detect the subject vehicle.

Building on our previous work [12], where we proposed the
the preliminary concept of cooperative perception, this paper applies the concept for cooperative 3D object detection with two distinct fusion schemes, namely late and early fusion. We propose a system that produces a highly accurate and reliable perception of complex road segments, such as complex T-junctions and roundabouts, using a network of road-side infrastructure sensors with fixed positions. This perception information then can be disseminated in the form of periodic cooperative perception broadcast messages to the areas of interest in real time to assist safe autonomous driving in such areas. In addition to the aforementioned benefits of such system in terms of accuracy and detection performance, we believe that the proposed approach is a cost effective way of enabling safe autonomous driving systems in complex road segments. The main contributions of this paper can be summarised as follows:

- Two novel cooperative 3D object detection schemes are proposed, each of them employing a distinct fusion mechanism, a bespoke deep neural network based detection and customized training procedure.
- A new dataset is synthesised for cooperative perception using up to eight infrastructure sensors that can be used for multi-view simultaneous 3D object detection.
- Comprehensive evaluations of both early and late fusion schemes are carried out in terms of detection performance and communication costs required for the operation of the system.
- The impacts of sensors and system configurations are analysed in order to provide insights into practical deployment of such systems.

The rest of this paper is structured as follows. In Section II we review the related work in the literature and explain how our contributions differ from those. The proposed cooperative detection system model and the fusion schemes are explained in Section III. The synthesised dataset and the training process are described in Section IV and V respectively. The system evaluations are presented and discussed in Section VI. Finally, Section VII summarises the key conclusions of this paper.

II. RELATED WORKS

This section presents works related to 3D object detection for driving applications. The first subsection reviews detection models, which are designed and generally used for single sensor systems. The following subsection discusses the existing cooperative 3D object detection schemes in the literature, and explains how our work differs from those.

A. 3D OBJECT DETECTION MODELS

These models can be categorized according to the input data modality: a) colour images from monocular cameras, b) point clouds from lidar or depth cameras, or c) the combination of both. Our review in this subsection will focus on categories (b) and (c) for the reason that monocular images do not provide depth cues and, thus, cannot be used to accurately localise objects. In contrast, point clouds can be used to estimate objects pose with significantly higher accuracy than monocular images [5]. A dedicated comprehensive review of 3D object detection techniques, covering all categories, can be found in [5], [13].

Models in category (b) usually project the input point cloud into a Bird-Eye-View (BEV) [14] or cylindrical coordinates [15] to obtain a structured, fixed-size representation that can be fed to convolutional neural networks for object detection. After the projection and representation of the points into a fixed size input tensor, convolutional layers are applied to generate the final 3D bounding boxes on a single forward pass [16]. Both projection techniques can result in loss of information due to space quantization and the representation choice. In contrast to projection techniques, Voxelnet [17] learns a representation from the raw 3D points to obtain a structured input.

Category (c) models such as Multi-View 3D (MV3D) [6] use the BEV projection of the point cloud to produce object proposals and later fuse the lidar front-view projection as well as the colour image features. Another example is the Aggregate View Object Detection (AVOD) model [7] that uses both the colour image and the BEV projection to generate object proposals and then fine-tunes them to obtain the final detection boxes. Different from [6], [7], authors in [8] use another fusion strategy: they firstly detect the objects on the image plane (2D bounding boxes), then extend each 2D detection into a 3D frustum and select the lidar points within the frustum as input to a Pointnet model [18], which segments background points and regresses a 3D bounding box to fit the segmented points.

Building on the previous works on 3D object detection from a single point of view summarised in this subsection, this paper focuses on cooperative object detection. We particularly use the Voxelnet object detection model [17] due to its generalisation capacity and detection performance. Since this model operates exclusively on point clouds, it enables us to reduce the required bandwidth for data transmission from sensor nodes to the fusion system and avoid potential privacy issues that arise with colour images.

B. COOPERATIVE 3D OBJECT DETECTION SCHEMES

Chen et al. propose to fuse raw point clouds and introduce a neural network architecture for object detection in sparse point clouds. Their study [19] consider communication costs, robustness to localisation error and show that cooperative perception can enhance the performance of object detection in terms of the number of detected objects. An extended study in [20] propose feature-level fusion schemes and analyse the trade-off between processing time, bandwidth usage and detection performance. Both works [19], [20] used the KITTI dataset [4], merging two sequential frames to simulate a cooperative dataset, and their own dataset obtained with two vehicles on a parking lot. Hurl et al. study the problem of trust in cooperative 3D object detection and propose TruPercept [21] to prevent malicious attacks against cooperative perception systems. They evaluate their scheme using a cooperative synthetic dataset generated by a game engine in general urban scenarios.

Our study differs from the aforementioned works in three main aspects. Firstly, while [19] and [21] share on-board
information peer-to-peer (V2V) and fuse data locally, we propose a central system that fuses data from multiple infrastructure sensors which allows to amortize both sensor and processing costs through shared resources. Secondly, unlike [19] and [20] where the authors evaluated their system on a few scenes from the KITTI dataset and a parking lot scenario, we tackle two complex urban scenarios, a T-junction and a roundabout, where occlusion is most severe. Thirdly, our study addresses evaluations of practical aspects of sensor configurations such as the number of sensors, their pose and field-of-view overlapping, which have been overlooked by the aforementioned works and provide important practical insights into the deployment of such systems.

Fig. 1. Cooperative 3D Object Detection System Model. The data provided by sensors is fused at the central fusion system resulting in a list of objects which is then shared with all nearby vehicles.

### III. SYSTEM MODEL AND FUSION SCHEMES

We firstly describe our system model for both early and late fusion schemes in Section III-A. Section III-B presents the data preprocessing stage, while the proposed early and late fusion schemes for cooperative 3D object detection are described in Sections III-C and III-D respectively. Finally, Section III-E introduces the 3D object detection model used in our system.

#### A. System Model

As shown in Figure 1, our proposed system model considers n infrastructure sensors, each capable of depth sensing, e.g. lidar or depth camera, and equipped with a local processor. These infrastructure sensors are linked to a central fusion subsystem through wired or wireless data links. The central fusion subsystem is equipped with a fairly powerful processor to fuse data from sensors and a wireless broadcast system to periodically disseminate cooperative perception messages to the vehicles in the proximity. To benefit from the cooperative perception messages, each vehicle will need to be equipped with a wireless reception system. Autonomous vehicles also are assumed to have their own onboard processing system to handle the local processing of either Advanced Driver Assistance Systems (ADAS) or autonomous driving functions, including perception and control (e.g. path/trajectory planning). It shall be noted that the central fusion subsystem is not responsible for the control of the vehicles. Each autonomous vehicle will therefore use on and off-board (broadcast by the central fusion subsystem) information to make their own control decisions. Hence, in our system model, the role of the central fusion system is only to assist the vehicles in making safer control decisions. We would like to note that the network delay and communication losses are not considered in this paper and will be taken into account in future studies.

#### B. Data Preprocessing

The detection model considered in this paper requires point cloud data, such as that provided by lidars or depth cameras. While lidars can produce point clouds as a standard output, the depth images produced by depth cameras can be processed (details in Section IV) to generate point clouds. Each sensor in a physical configuration provides points relative to its own coordinate system, thus they need to be transformed to a global coordinate system before being processed. This transformation consists of a rotation and a translation operation that maps points from the sensor coordinate system to a global coordinate system and is specified by the inverse of the extrinsic matrix of each sensor. Given the coordinates \((x, y, z)\) of a point in the coordinate system of sensor \(i\), we can obtain the global reference point \((x_g, y_g, z_g)\) using:

\[
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where \(M_i\) is the extrinsic matrix of sensor \(i\), which can be decomposed into a rotation matrix \(R_i\) and translation vector \(t_i\).

The extrinsic matrix \(M\) of a sensor, and hence \(R\) and \(t\), can be obtained through a calibration process [22]. This can be challenging in practice for the reason that \(M\) depends on the position and orientation of sensors; hence, the result can only be as accurate as the measurements of these variables. Realistically, if these sensors are mounted on mobile nodes (e.g. onboard of a vehicle) any error in the localisation of the mobile node will result in alignment errors in the fused point cloud. In our system model the sensors are fixed at the road side; therefore, the calibration process can be carried out very accurately.

Once the point cloud from each sensor is transformed into the global coordinate system, all the points outside the specified detection area (defined in Section IV) and above 4m height are removed, as such points do not carry relevant information.

#### C. Early Fusion Scheme

This scheme, as illustrated in Figure 2a, is based on the fusion of point clouds generated by \(n\) sensors, as depicted in Figure 1. This allows aggregation of complementary information from distinct parts of the objects in the detection area through spatially diverse observations, which increases...
the likelihood of a successful detection, particularly for objects that are occluded or have low visibility. The processing pipeline for this scheme incorporates the preprocessing stage carried out onboard of each sensor, which results in $n$ point clouds in the global coordinate system. Each respective point cloud is transmitted to the central fusion system where they are concatenated into a single point cloud and then fed to the 3D object detection model. The results of the object detection model in the central fusion system consists of a list of objects, i.e. 3D bounding boxes, which is then disseminated to the vehicles in the vicinity, as depicted in Figure 1.

**D. Late Fusion Scheme**

This scheme, as illustrated in Figure 2b, fuses the output of the 3D object detection model (a list of 3D bounding boxes) obtained locally at each sensor node. Thus, if an object is not detected in at least one of the observed point clouds, e.g. due to occlusion or low point density, it cannot be detected by the overall system. First, each point cloud is preprocessed and fed into the detection model onboard each sensor, which generates a list of objects represented by their 3D bounding boxes. The list of detected objects from the $n$ sensors are then transmitted to the central fusion system, where they are fused into a single list. Considering that some objects may be in the field-of-view of multiple sensors, the aggregated list may have multiple detections for a single object. In order to mitigate this effect, we use a post-processing algorithm known as Non-Maximum Suppression (NMS) [23]. This algorithm identifies the overlap of the detected boxes, measured by the Intersection Over Union (IOU) metric (described in Section VI). If the overlap between any two detected boxes exceeds a specified threshold, the box with lowest confidence score is removed. The confidence score of a detected box indicates the confidence of the presence of an object within the box, and is obtained by the 3D object detection model (detailed in Section III-E). Figure 2b illustrates an example case where S2 and Sn observations resulted in two detections of a single object, thus, during the fusion stage the box detected by Sn is omitted. Once the fusion and post-processing are completed, the resulting object list is broadcast to all vehicles in the vicinity, similar to the previous scheme.

**E. 3D Object Detection Model**

The object detection model adopted in this paper for both fusion schemes is based on Voxelnet [17], shown in Figure 3. This model consists of three main functional blocks: a feature learning network, multiple convolutional middle layers and a Region Proposal Network (RPN). Each block is described below.

The feature learning network converts the 3D point cloud data into a fixed sized representation that can be processed by the convolutional layers. Originally, the Voxelnet architecture used the laser reflection intensity channel as well as the 3D spatial coordinates $(x, y, z)$. In our implementation, we use the spatial coordinates alone, which enables the model to generalise to point clouds obtained from depth cameras. The input point cloud is grouped into voxels of equal size $(v_x,v_y,v_z)$, representing the width, length and height, respectively. For each voxel, a set of $t$ points within its boundaries is selected to create a voxel-wise feature vector. If $t$ is greater than $T$, a random sample of $T$ points is selected, which reduces the computational load and the imbalance of the number of points between different voxels. These points’ coordinates are fed into a chain of Voxel Feature Encoding (VFE) layers. Each VFE layer in the chain consists of fully connected layers, local aggregations and max-pooling operations that allow concentration of information from all voxel points into a single voxel-wise feature vector. The output of this network is a 4D tensor, indexed by the voxel feature dimension, height, length and width.
The convolutional middle layers in the processing pipeline apply three stages of 3D convolutions to the 4D voxel tensor obtained previously. These stages incorporate information from neighbouring voxels, adding spatial context to the feature map.

The resulting tensor from the convolutional middle layers is then fed into the Region Proposal Network. This network is composed of three stages of convolutional layers, followed by three stages of transposed convolutional layers which create a high resolution feature map. This feature map is then used to generate two output branches: a confidence score indicating the probability of presence of an object and a regression map indicating the relative size, position, and orientation of a bounding box with respect to an anchor. Each element of the output branch is mapped to an anchor in a uniformly arranged grid, whose density is controlled by the anchor stride hyper-parameter. Anchors are used since the regression of detection boxes relative to an anchor gives more accurate results than regression without any prior information [24].

IV. DATASET

To the best of our knowledge there is no publicly available dataset that can be readily used for cooperative 3D object detection in the literature. We would like to note that authors in [19] and [20] simulate an environment where two vehicles share their sensors’ information by using point clouds from the KITTI dataset [4] generated by the same vehicle at two time instants. However, their approach is limited to a small number of scenes where all objects remain static, except for the ego vehicle, which also restrict the number and pose of sensors that can be used. Hence, it falls short of providing a comprehensive dataset to investigate dynamic and complex driving scenarios where multiple objects are moving and/or are occluded. To this end, we generate a novel cooperative dataset for driving scenarios using multiple infrastructure sensors as described in the following.

Our dataset was created using the CARLA simulation tool [25], which allowed simulation of complex driving scenarios as well as obtaining accurate ground-truth data for training and evaluation. This dataset is used in our paper to establish the underlying concepts of our cooperative 3D object detection schemes and gauge the potential benefits. In the next phase of our research, we plan to use realistic datasets generated from our outdoor track which is currently under development as part of the Midlands Future Mobility testbed [26].

Our dataset was created using the CARLA simulation tool [25], which allowed simulation of complex driving scenarios as well as obtaining accurate ground-truth data for training and evaluation. This dataset is used in our paper to establish the underlying concepts of our cooperative 3D object detection schemes and gauge the potential benefits. In the next phase of our research, we plan to use realistic datasets generated from our outdoor track which is currently under development as part of the Midlands Future Mobility testbed [26].

Our dataset is generated in a T-junction and a roundabout scenario using fixed road-side cameras, which provide RGB and depth images with resolution of 400 x 300 pixels and horizontal field-of-view of 90 degrees. The resolution and field-of-view are conservative estimates of new generation solid state lidars, whose specifications are not yet available [27]. The T-junction scenario uses six infrastructure cameras mounted on 5.2m high posts. Three of these cameras point towards the incoming roads and the remaining three to the opposite direction of the junction. The roundabout scenario uses eight cameras at 8m mounting posts placed at the intersections, four of them facing the oncoming lanes to the roundabout and the other four facing outwards the roundabout. The sensors’ height was chosen according to the typical light poles height already available in the simulation scenarios and to conform to local UK standards [28]. Both sensor configurations were experimentally positioned to fully cover the roundabout and junction, as illustrated in Figure 4.

The proposed dataset consists of four independent collections: two for the T-junction, containing 4000 training and 1000 test frames respectively, and two for the roundabout, with an equal number of training and test frames. A frame is defined as the set of depth and RGB images from all cameras corresponding to a single instant in time. Each frame also contains an object list describing the ground-truth position, orientation, size and class of all objects in the scene.

The objects represented in the dataset can be vehicles, cyclists/motorcyclists or pedestrians. Note that we do not distinguish between cyclists and motorcyclists in this paper. During the generation of the dataset, the maximum number of objects at any given time was set to 30, which was observed as a threshold above which severe traffic congestion happens. Probabilities of spawning cars, cyclists and pedestrians is equal to 0.6, 0.2 and 0.2, respectively, which guarantees a higher number of cars but still allows a representative sample of cyclists and pedestrians. During the simulation, each object has a life span of four frames, which forces new objects to be spawned periodically and increase the diversity of objects and poses. The motion of the objects in the simulation is governed by traffic rules and internal collision avoidance mechanisms of the simulator. All object models available in CARLA are used during the simulation – twenty for cars (sport, vans and SUVs), six for cyclists and fourteen for pedestrians.

We define the detection areas as a rectangle of 80 x 40m for the T-junction scenario and a square of 96m centred at the roundabout, illustrated by the blue rectangles in Figure 4a and 4b. The areas of interest for object detection are chosen to cover all the junction/roundabout area and some extent of the roads leading to it in order to increase the perception horizon of the system, while taking in account the constraints in the processing system memory. The T-junction and roundabout scenarios detection areas cover 3200 m² and 9216 m², respectively.

In our approach, we use only the depth images, also known as depth maps. These images represent the distance from the camera to the surface of objects in the camera field-of-view. More accurately, each pixel in a depth image specifies the distance of the projection (into the camera’s Z axis) of the vector from the camera to a surface point. Each depth image is used to reconstruct a point cloud, where each pixel is transformed into a 3D point in the camera coordinate system using the pinhole camera model [29], described by:

$$
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where \((x, y, z)\) are the coordinates of the 3D point corresponding to pixel coordinates \((u, v)\) in the depth image, \(C_u, C_v, f\) are the camera focal centre and length (given by the intrinsic camera matrix), and \(d\) is the respective depth value of pixel with coordinates \((u, v)\). The point cloud produced
Fig. 4. Bird Eye View of the T-junction and Roundabout scenarios. (a) and (c) show the sensors configuration, where each sensor is indicated by its ID number and green lines representing the field-of-view; the blue rectangles indicate the detection areas of each scenario. (b) and (d) show the fused point clouds, where each colour represents a sensor and the 3D bounding boxes represent the labelled data, with colour indication of the class (red for cars, green for cyclists and blue for pedestrians). Note that this sensor configuration fully covers the detection areas and provide overlapping field-of-views (indicated by areas with multiple colours).

by combining the 3D points from all cameras should have a similar size as one produced by a standard lidar, around 200 thousand points, for processing time constraints. To this end, the depth image resolution is downsampled in half to 200 x 150 pixels, which yields 30000 3D points per camera, and approximately 200 thousand points when combining points from six or eight cameras.

We introduce a surface agnostic Additive White Gaussian Noise (AWGN) model with mean $\mu = 0$m and standard deviation $\sigma = 0.015$m to the depth image, following the specification and mathematical model of a lidar sensor in [30]. It must be noted that, in contrast to lidar sensors, the depth estimation error of stereo-matching-based cameras increases exponentially with the distance between the camera and the object [31].

V. TRAINING PROCESS

The model described in Section III-E is trained using the procedure presented below. We train one instance of the 3D object detection model for each scenario using fused point clouds from multiple sensors. The models are trained with Stochastic Gradient Descent (SGD) optimisation for 30 epochs with learning rate of $10^{-3}$ and momentum of 0.9, as proposed in [17]. The loss function is adopted from [17], and penalises the regression of position, size and yaw angle relative to a fixed anchor. We opt for the hyper-parameters suggested in [17]: a single anchor of size (3.9, 1.6, 1.56)m with two orientations (0 and 90 degrees) and maximum number of points per voxel $T = 35$.

The voxel size $(v_x, v_y, v_z)$ and the anchor stride along the X and Y dimensions for the T-junction model is set to $(0.2, 0.2, 0.4)$m and 0.4m, respectively, identical to those in
Using these same hyper-parameters in the roundabout model is infeasible since the roundabout scenario has approximately thrice the area of the T-junction scenario, which would result in feature maps that do not fit in the processing memory. Hence, we reduce the spatial resolution of the X and Y axis in half by adopting a voxel size of (0.4, 0.4, 0.4)m and anchor stride 0.8m for the roundabout model.

The object detection models are trained to detect vehicles only. The samples of pedestrians and cyclists are present in the dataset to avoid over-fitting as they force the model to learn distinct features for vehicles.

During the training stage, each ground-truth bounding box is rotated by a random angle with a uniform distribution in the range of [−18, 18] degrees, similar to previous studies in [17], [32], to increase the generalisation of angle estimation. We also consider rotating the whole point cloud to avoid model over-fitting to the buildings and fixed objects surrounding the junction, however this operation did not result in a significant performance gain.

VI. PERFORMANCE EVALUATION

We evaluate the performance of the proposed cooperative perception system for 3D object detection through a series of experiments in two scenarios, a T-junction and a roundabout. The performance evaluation is carried out on an independent test dataset for each scenario using the metrics described in Section VI-A. First, we compare the early and late fusion schemes in terms of their detection performance and communication costs for data sharing in Section VI-B. Secondly, we evaluate the impact of the number of infrastructure sensors and their pose on the detection performance in Section VI-C. Then, the benefits of fusing information from multiple sensors with overlapping field-of-view in early fusion scheme are evaluated in Section VI-D. Additionally, it is evaluated how the number of infrastructure sensors relates to the quality of the information acquired from the objects (in terms of the density of points in the point cloud data), and, in turn, how this number relates with the accuracy of the detected boxes in Section VI-E. Finally, we compare our system performance to existing benchmarks in Section VI-F.

A. Evaluation Metrics

Four evaluation metrics related to object detection are used in this paper, namely, Intersection Over Union (IOU), precision, recall and average precision, which is derived from the previous two. Additionally, the communication cost metric is defined as the average data volume exchanged between a sensor and the central fusion system in kilobits (kb) per frame, where a frame is defined as a single operation of the whole processing chain in this paper.

The IOU measures the spatial similarity of a pair of bounding boxes, one normally chosen from the set of estimated bounding boxes and the other from the ground-truth set, given by

\[
\text{IOU}(B_{gt}, B_e) = \frac{\text{volume}(B_{gt} \cap B_e)}{\text{volume}(B_{gt} \cup B_e)},
\]

where \(B_{gt}\) and \(B_e\) represent the ground-truth and the estimated bounding boxes, respectively. The set of estimated bounding boxes includes all positive boxes, i.e., those identified by the 3D object detection model in Section III-E with confidence scores greater than a threshold, denoted by \(\tau\) in this paper. The IOU simultaneously takes into account the location, size, and orientation (yaw angle) of both bounding boxes. Its value ranges from 0 (when the bounding boxes do not intersect) to 1 (when the location, size, and orientation of both bounding boxes are equal). Normally, when the IOU metric for a pair \((B_{gt}, B_e)\) is above a certain threshold, denoted by \(\kappa\), \(B_e\) can be regarded as the matching estimation of \(B_{gt}\). The IOU threshold \(\kappa\) is typically set to 0.5 or 0.7 [4], here we opt for 0.7 unless stated otherwise.

The precision metric is defined as the ratio of the number of matched estimated boxes, according to the above definition, to the total number of bounding boxes in the estimated set. Similarly, the recall metric is defined as the ratio of the number of matched estimated boxes to the total number of bounding boxes in the ground-truth set. It shall be noted that the precision and recall metrics are functions of \(\kappa\) and \(\tau\). And, there is an inherent trade off between the precision and recall metrics, described in the literature by the Precision-Recall (PR) curve [33].

The Average Precision (AP), denoted as \(\text{AP}_{3D}\), is a single scalar value, computed by taking the average of the precision for \(M\) recall levels [33], [34]:

\[
\text{AP} = \sum_{n=0}^{M-1} \left( \frac{r_{n+1} - r_n}{\tau} \right) p_{\text{interp}}(r_{n+1}),
\]

where

\[
p_{\text{interp}}(r) = \max_{\tilde{r}:\tilde{r} \geq r} p(\tilde{r}).
\]

Here \(M\) is the number of estimated bounding boxes, \(p(r)\) is the precision as the function of recall \(r\), and \(p_{\text{interp}}(r)\) is a smoothed version of the precision curve \(p(r)\) [33]. The recall value \(r_i \in \{r_1, \ldots, r_M\}\) in Equation [4] is obtained considering the confidence threshold \(\tau\) equal to the confidence score of the \(i\)-th bounding box within the set of estimated bounding boxes when sorted by the confidence score in descending order. Throughout this paper we will use \(\text{AP}_{3D}\) for varying levels of \(\kappa\), denoting it by \(\text{AP}_{3D} @ \text{IOU } \kappa\).

B. Comparative evaluation of early and late fusion schemes

The purpose of this experiment is to compare the performance of early and late fusion schemes in terms of their detection performances and communication costs. The detection performance of each scheme is quantified by the \(\text{AP}_{3D}\) metric for \(\kappa \in \{0.7, 0.8, 0.9\}\). The performance evaluation was carried out in both T-junction and roundabout scenarios in this experiment. For the late fusion scheme, the NMS algorithm uses an IOU threshold of 0.1, which was experimentally determined to remove multiple detections of a single object.

Table [3] summarises the results of this experiment in terms of the \(\text{AP}_{3D}\) and communication cost metrics for both scenarios. These results show that the early fusion scheme outperforms
late fusion scheme up to 20% in terms of detection performance in the T-junction scenario and 18% in the roundabout scenario measured by the AP\textsubscript{3D} metric with IOU threshold of 0.7. The early fusion scheme demonstrates a significantly better detection performance than the late fusion when considering higher values of \( \kappa \), such as 0.8 and 0.9. It can also be seen that for a given value of \( \kappa \), the detection performance in the T-junction scenario is consistently superior to the detection performance in the roundabout scenario. This arises from the larger voxel sizes that had to be adopted in the latter scenario, for the reasons described in Section \( \text{V} \) which reduces the spatial resolution of the system and results in less accurate bounding box regression.

The results in Table I show that the superiority of the detection performance of the early fusion scheme comes at a higher communication cost. This is due to the larger data volume required to transmit raw point clouds in early fusion compared to the transmission of the estimated objects in late fusion from the sensors to the central system. It should be noted that the actual required link capacity from a sensor node to the central fusion system will depend on the processing frame rates. For example, using early fusion in the proposed T-junction scenario with a processing frame rate of 10 frames per second, common for lidars, will require a communication link with the capacity of 9.6 Mbps from each infrastructure sensor to the central fusion system. Such rates can be easily supported by the commercial wired as well as wireless Local Area Network (LAN) technologies that may be needed to implement the proposed system model in Figure 1.

### C. Impact of sensors pose and number on detection performance

This experiment focuses on the evaluation of the impact of the pose (position and orientation) and number of sensors on the object detection performance. Here, we focus on the early fusion scheme due to its promising detection performance shown in the previous experiment. The performance is evaluated for each of the two scenarios considering all objects within the detection area, defined in Section \( \text{IV} \). The evaluation is carried out for all possible sensor sets, where the number of sensors in a set ranges from one to six in the T-junction and one to eight in the roundabout scenario. The NMS algorithm and threshold are the same as the previous experiment for consistency of the results.

Table II reports the top-3 performing sensor sets for each number of sensors in both scenarios in terms of AP\textsubscript{3D} metric (\( \kappa = 0.7 \)). The results show that the detection performance increases as the number of engaged sensors is increased. In particular, there is a steep performance increase of more than 50% when using two sensors instead of one in both scenarios. However, the performance gain saturates as the number of sensors increases. Also, it can be seen that as the detection area increases, more sensors are needed to maintain the detection performance. For example, in the roundabout scenario, eight sensors need to be engaged to achieve a performance level equal to that of six engaged sensors in the T-junction scenario, which has smaller detection area.

Figure 5 present the PR curves of the best sensor sets (rows with a bold font in Table II) for both scenarios. The curves show that the maximum recall of detected objects increases significantly for both scenarios when the number of engaged sensors increases. Specifically, a single sensor can detect only 30% of all the vehicles in the T-junction scenario and slightly more than 30% of all the vehicles in the roundabout scenario. However, when all sensors (six for the T-junction and eight for the roundabout) are engaged, both scenarios show similar performance and detect more than 95% of the ground-truth objects with precision above 95%.

As one could anticipate, the results show that the number and pose of sensors have direct impact on the performance of the system. The results also demonstrate the impact of spatial diversity in terms of the improved quality of the input information to the object detection model. For example, the sensor set (0,2,5) achieve the best performance for three sensors in the T-junction scenario. Adding sensor 1 to the aforementioned set does not increase the field-of-view of the

### Table I

| No. Sensors | Sensor Set | AP\textsubscript{3D} | Comm. Cost (kb) per Sensor Total |
|-------------|------------|----------------------|-------------------------------|
| 8           | -          | 0,1,2,3,4,5,6,7      | 0.9670                        |
| 7           | -          | 0,1,2,3,5,6,7        | 0.9385                        |
| 6           | -          | 0,1,2,3,4,5,7        | 0.9050                        |
| 5           | 0,1,2,3,5  | 0,941               | 1,2,3,5,7                    |
| 4           | 0,1,2,5    | 0.8596              | 1,2,3,7                      |
| 3           | 2,3,5      | 0.6938              | 3,5                           |
| 2           | 3,4        | 0.6837              | 3,5                           |
| 1           | 3          | 0.3521              | 5                             |
| 2           | 2          | 0.2013              | 3                             |

### Table II

| No. Sensors | Sensor Set | T-junction | Roundabout |
|-------------|------------|------------|------------|
| 8           | -          | 0,1,2,3,4,5,6,7 | 0.9670     |
| 7           | -          | 0,1,2,3,5,6,7 | 0.9385     |
| 6           | -          | 0,1,2,3,4,5,7 | 0.9050     |
| 5           | 0,1,2,3,5  | 0,9441     | 1,2,3,5,7  |
| 4           | 0,1,2,5    | 0.8653     | 1,3,5      |
| 3           | 2,3,5      | 0.6938     | 3,5        |
| 2           | 3,4        | 0.5365     | 3,7        |
| 1           | 3          | 0.2862     | 3          |
| 2           | 2          | 0.2013     | 3          |
system, as observed in Figure 4a, however the results in Table II show that this addition has a notable impact on detection performance (20% increase in AP$_{3D}$). The impact of spatial diversity on detection performance is further explored in the next experiment.

D. Spatial diversity gain of cooperative perception

The enhanced detection performance in cooperative perception seen in the previous experiments can be associated with two factors: 1) the increased field-of-view; 2) the spatial diversity gain, which manifests itself in point clouds with higher point density in areas that are covered by multiple sensors. This experiment intends to shed light into the latter factor.

In this experiment, we focus on objects within a defined Region of Interest (ROI), where all objects are within the field-of-view of two specific sensors. For example, the ROI for the sensor set (2,4) in the T-junction scenario is limited to road to the left of the junction (filled with green and brown points in Figure 4b), and the ROI for the sensor set (3,5) for the roundabout is limited to the upper right quadrant of the roundabout (filled with yellow and light purple points in Figure 4b). For each of the these ROIs, the detection performance of the early fusion scheme using the specified sensor sets is compared to that of a single sensor covering the same ROI. The detection performance is quantified by the AP$_{3D}$ metric restricted to objects within the specified ROI. For each scenario we considered the two sensors sets with highest field-of-view overlap: (1,5) and (2,4) for the T-junction scenario and (1,7),(3,5) for the roundabout scenario.

The impact of spatial diversity on the detection performance of early fusion scheme is visualised in Figure 5. As it can be seen in the snapshots in Fig 6c, when a single sensor is engaged most objects fail to be detected or are detected with poor accuracy (i.e. incorrect size or yaw angle). However, upon increasing the point density by combining multiple point clouds with early fusion, it is possible reduce the number of false negatives and increase the quality of estimated bounding boxes, as illustrated in Figure 6d.

The results of this experiment, summarised in Table III show that the early fusion scheme using only two sensors outperforms the best single sensor by 20% and 85% in the T-junction scenario. However, the detection performance gain when using two sensors in the roundabout is marginal. This is due to the fact that the fields-of-view of the specific sensor set used has minimal overlap in this particular roundabout scenario. The results presented indicate that early fusion can: a) reduce the number of false negatives caused by occlusion and low point density; b) improve the quality of estimated boxes when the sensors have significant overlapping coverage.

E. Impact of point density on estimated bounding boxes accuracy

This experiment analyses how the number of sensors affects the density of points in the point cloud and, in turn, the accuracy of the boxes estimated by the object detection model. One can intuitively stipulate that a denser point cloud will provide the object detection model with additional information about the objects in the scene. We define the point density of an object as the number of points within the boundaries of its

TABLE III

| Sensor Set | AP$_{3D}$ |
|------------|-----------|
| 4          | 0.8915    |
| 3,4        | 0.8895    |
| 1,3,4,5    | 0.8925    |
| 0,1,3,4,5  | 0.9016    |
| 0,1,2,3,4,5| 0.9123    |

Fig. 5. Precision-Recall curves of early fusion with different number of sensors for (a) T-junction and (b) roundabout scenarios. The curves are produced for the sensor sets highlighted in bold in Table II. AP$_{3D}$ values are calculated for $\kappa = 0.7$. 

TABLE II

| ROI Sensors Set | AP$_{3D}$ | ROI Sensors Set | AP$_{3D}$ |
|-----------------|-----------|-----------------|-----------|
| 1,5             | 0.4717    | 1,7             | 0.8347    |
| 1,5             | 0.8722    | 1,7             | 0.8925    |
| 2,4             | 0.5821    | 3               | 0.3944    |
| 2,4             | 0.7942    | 3,5             | 0.8819    |
| 2,4             | 0.9560    | 3,5             | 0.8905    |

The enhanced detection performance in cooperative perception seen in the previous experiments can be associated with two factors: 1) the increased field-of-view; 2) the spatial diversity gain, which manifests itself in point clouds with higher point density in areas that are covered by multiple sensors. This experiment intends to shed light into the latter factor.

In this experiment, we focus on objects within a defined Region of Interest (ROI), where all objects are within the field-of-view of two specific sensors. For example, the ROI for the sensor set (2,4) in the T-junction scenario is limited to road to the left of the junction (filled with green and brown points in Figure 4b), and the ROI for the sensor set (3,5) for the roundabout is limited to the upper right quadrant of the roundabout (filled with yellow and light purple points in Figure 4b). For each of the these ROIs, the detection performance of the early fusion scheme using the specified sensor sets is compared to that of a single sensor covering the same ROI. The detection performance is quantified by the AP$_{3D}$ metric restricted to objects within the specified ROI. For each scenario we considered the two sensors sets with highest field-of-view overlap: (1,5) and (2,4) for the T-junction scenario and (1,7),(3,5) for the roundabout scenario.

The impact of spatial diversity on the detection performance of early fusion scheme is visualised in Figure 5. As it can be seen in the snapshots in Fig 6c, when a single sensor is engaged most objects fail to be detected or are detected with poor accuracy (i.e. incorrect size or yaw angle). However, upon increasing the point density by combining multiple point clouds with early fusion, it is possible reduce the number of false negatives and increase the quality of estimated bounding boxes, as illustrated in Figure 6d.
ground-truth bounding box. The point density of an object is a discrete random variable that is a random function of the number and pose of sensors that observe the object.

Figure 7a shows the Cumulative Distribution Function (CDF) of objects’ point density for the best sets in the T-junction scenario from Table II (highlighted in bold font). It can be seen that using Sensors 4 and the sensor set (3,4) alone resulted in more than 60% and 30% of the objects to have zero point density, respectively. Using the sensor set (0,2,5) guarantees that all ground-truth objects have non-zero point density but results in 90% of the objects having point density below 300 points. When the number of engaged sensors is increased, the number of objects with point density in the range of [250,1000] points increases significantly, but saturates for point densities above 1750 points.

Next, we investigate how object point density relates to the accuracy of the estimated bounding box, measured by the IOU metric. For this purpose, we split the objects into 200 uniformly sized bins according to point density. The IOU value for a bin is computed by averaging the individual IOU values among all objects in the bin. Figure 7b shows the scatter plot of the IOU value per point density bin and a log curve interpolation. The accuracy of objects with point density below 70 points is poor, but increases significantly when the point density surpasses 100 points. The outliers observed in the range of [1800,3400] are caused by objects that are close to a sensor, thus have a high number of points concentrated on a small surface but few points elsewhere, resulting in a poorly estimated bounding box. In conclusion, the point density of an object can provide a useful prediction of the accuracy of the estimated bounding box. Thus, given the accuracy requirement for the estimated bounding boxes, it is possible to find the minimum required point density and the number of sensors required for a specific scenario.

F. Comparison with existing benchmarks

The direct comparison of our fusion schemes with other approaches [17], [20] may not be meaningful due to its unique sensing strategy. However, we opt to compare (a) the AP$_{3D}$ results obtained using a single sensor to the reported results produced by Voxelnet [17]; (b) the AP$_{3D}$ results using two sensors in the T-junction scenario from Section VI-D to the reported results produced by F-Cooper [20] in a similar scenario.

Firstly, we compare results produced by Voxelnet [17] using the KITTI dataset [4]. The results reported for AP$_{3D}$ in three complexity categories, easy, moderate and hard, are 81.97%, 65.46% and 62.85%, respectively. Our results from Section VI-C using a single sensor achieve much lower AP$_{3D}$, around 28% for both scenarios. This significant performance gap emerges due to our evaluation considering all the ground-truth objects within the detection area, while Voxelnet and other studies using the KITTI benchmark consider only the objects within the sensor’s field-of-view. The performance gap highlights the complexity of detecting objects in both scenarios using a single sensor, since its field-of-view cannot cover all the detection area and is susceptible to occlusion caused by buildings and other objects. As discussed in Section VI-C, increasing the number of sensors used is highly beneficial to the detection performance in the proposed system.

Secondly, we compare our early fusion scheme results with the ones produced in F-Cooper [20]. For a fair comparison, we consider our system using two engaged sensors in the T-junction scenario to the “road intersections” scenario reported in [20]. In [20], the authors report results in two categories, “near and far”, according to the distance from the object to the sensor. The “near” category shows marginal improvement, hence we focus the comparison on the “far” category. The AP$_{3D}$ results in [20] for a single sensor and fusion of two sensors are 19.60% and 72.37%, respectively. Our results in Section VI-D under similar scenario for a single sensor and early fusion of two sensors are 47.17% and 87.22%, respectively. Although the direct comparison of these values is not meaningful given the dataset differences and sensing strategy, it is possible to see that both approaches show a comparable performance gain when considering more than a single sensor.

VII. Conclusion

This paper proposed a cooperative perception system for 3D object detection using two fusion schemes: early and late fusion. The proposed system model contains $n$ infrastructure sensors that share data with a central fusion system, where information is fused and the resulting detections (3D bounding boxes) are disseminated to all the vehicles in the vicinity. A novel cooperative dataset containing depth maps from multiple infrastructure sensors in a T-junction and a roundabout scenario was used for the evaluation of the proposed system. The
evaluation indicated that increasing the number of sensors in the proposed system is highly beneficial in complex scenarios, which allowed to overcome occlusion and restricted field-of-view. Furthermore, the proposed system was able to increase the density of the fused point cloud by exploiting spatially diverse observations with overlapping fields-of-view, which reduced false negative detections and allowed more accurate estimation of bounding boxes. Finally, the results suggested that the system can be realised with current communications technologies and can reduce the costs of individual vehicles through shared infrastructure resources.

Future research opportunities include the investigation of cooperative perception using vehicles’ sensor data, where localisation estimation as well as bandwidth requirements can be more challenging. We also envisage more efficient data fusion schemes, where the transferred data volume can be reduced while maintaining the 3D object detection performance levels.
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