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ABSTRACT

Pareto solutions represent optimal frontiers for jointly optimizing multiple competing objective functions over the feasible set of solutions satisfying imposed constraints. Extracting a Pareto front is computationally challenging today with limited scalability and solution accuracy. Popular generic scalarization approaches do not always converge to a global optimum and can only return one solution point per run. Consequently, multiple runs of a scalarization problem are required to guarantee a Pareto front, where all instances must converge to their respective global optima. We propose a robust, low cost hybrid Pareto neural-filter (HNPF) optimization approach that is accurate and scales (compute space and time) with data dimensions, and the number of functions and constraints. A first-stage neural network first efficiently extracts a weak Pareto front, using Fritz-John conditions as the discriminator, with no assumptions of convexity on the objectives or constraints. A second-stage, low-cost Pareto filter then extracts the strong Pareto optimal subset from the weak front. Fritz-John conditions provide strong theoretical bounds on approximation error between the true and the network extracted weak Pareto front. Numerical experiments demonstrates the accuracy and efficiency of our approach.

1 Introduction

Multi-Objective Optimization (MOO) problems arise frequently across diverse fields such as engineering [22], finance [32], and supply chain management [33]. Such problems share the common requirement to satisfy multiple competing objectives under a set of constraints imposed by physical or economic limits. A Pareto optimal solution [28] for an MOO problem is defined as the solution point away from which no single objective can be improved without diminishing at least one other objective. A Pareto front is then defined as the set of all such optimal points that satisfy this definition. Since all solutions reflect optimal tradeoff points between competing objective functions, choosing between solutions depends on the user’s preferred tradeoff of objectives.

Computing a Pareto solution to an MOO problem requires optimizing competing (often non-convex) objective functions under constraints. This optimization problem is quite challenging: the solution set to an MOO can seldom be formulated as a closed-form expression, and solving this for practical problems is compute intensive and often not feasible. Consequently, most research seeking practical solutions has focused on developing efficient approximations of the Pareto optimal solution set [8][14][15][22].

†contributed equally to this work.
The ability to accurately and efficiently compute a Pareto optimal solution set, with theoretical guarantees and interpretability, would have tremendous practical value. For example, imagine an online news search for ‘influential CEOs’ in which the user seeks results that are not only relevant, but also recent and reliable. In addition to optimizing for these three objective functions (information relevance, recency, and reliability), imagine the user further wishes to impose a demographic parity constraint on search results to ensure racial or gender parity (since implicit data biases might otherwise yield search result coverage skewed toward white males). The Pareto optimal solution set would not only satisfy this parity constraint, but further enable the user to vary the composition of optimal search results based on their tradeoff preference between getting more recent, breaking news (which may be less reliable) vs. getting more reliable news (which may be less recent).

Our review of prior work reveals significant limitations: accuracy [5], compute time [9, 26, 30], and scalability, not to mention limited interpretability and verifiability. Recent methods for algorithmic fairness invoking Pareto optimality [1, 20, 23, 34–36] often suffer from inconsistent Pareto definitions and impractical assumptions of convex objective functions and constraints. Furthermore, a notable absence of benchmarks against known analytical forms makes it difficult to assess reported results, verify optimality, and A/B test alternative methods. This is in contrast to studies on computational methods [8, 14, 15, 29] in which such comparative benchmarking and verification is well established. Although accurate and verifiable, existing computational methods tend to generate Pareto points with low density (i.e. providing a coarser representation of the underlying Pareto front) and poor scalability, with compute times ranging from hours to days as data dimensionality increases.

In this work, we propose a novel two-stage architecture called Hybrid Neural Pareto Front (HPNF) for inducing Pareto optimal solution sets. Stage 1 consists of an interpretable and robust neural network that extracts a weak Pareto solution manifold as the output, given a dataset as input. Following this, Stage 2 provides a low-cost Pareto filter. For the network loss function, we use a discriminator based on Fritz-John conditions [19] that accounts for multiple objectives and constraints. An approximate weak Pareto manifold is extracted as a weighted output of the softmax function from the last layer of the network. The softmax activation classifies weak Pareto vs. non-Pareto data points.

| Method      | Generates only Pareto points | Generates Even Spread | Ease of Use | Efficient and Scalable |
|-------------|-----------------------------|----------------------|------------|------------------------|
| Fair Pareto | ✓                           | ✓                    | x          | x                      |
| mCHIM [14]  | ✓                           | x                    | x          | x                      |
| PK [29]     | ✓                           | ✓                    | x          | x                      |
| NBI [8]     | ✓                           | ✓                    | ✓          | ✓                      |
| Our HNPF    | ✓                           | ✓                    | ✓          | ✓                      |

Table 1: HNPF vs. existing state-of-the-art methods.

Our network architecture has few trainable parameters, making it robust to outliers and over-fitting. Furthermore, we empirically show computational efficiency vs. current state-of-the-art methods [8, 14, 29]. Our approach produces only Pareto points (no false positives) with an even spread and higher density than possible with existing approaches. Furthermore, our approach is scalable with both increasing dimensions of the input data, and the number of functions and constraints. Table 1 summarizes key properties of our HNPF approach vs. existing methods (see Section 2).

Contributions. Our key contributions are as follows:

1. A manifold solution strategy for weak Pareto front identification based on Fritz-John conditions as the discriminator.
2. A robust neural network for approximating the weak solution manifold for both convex and non-convex scenarios.
3. Design of a computationally efficient Pareto filter to extract the strong Pareto set, compared to existing Pareto filters.
4. Compared to other neural Pareto approaches our method extracts only Pareto optimal points with an even spread.
5. HNPF is computationally scalable as the dimension of variable space, or functions and constraints increases.
6. The final layer of the neural net is fully interpretable in terms of extracting the efficient set of input data as a manifold.
7. The approximate weak Pareto is bounded below by $0 \leq \epsilon \leq 1$ w.r.t. the true manifold upon convergence.
8. We will share our source code and benchmark datasets for reproducibility upon acceptance.

2 Related Work

As noted earlier, since all Pareto optimal solutions reflect optimal tradeoff points between competing objective functions, choosing between solutions depends on the user’s preferred tradeoff of objectives. Prior work can be organized around
four directions for managing user preferences: 1) **No preference** [27]: user preference criteria are not explicitly specified; 2) *a priori* [12]: preference criteria are explicitly specified before computation; 3) *a posteriori* [8]: preference criteria are explicitly specified after computation; and 4) Interactive methods [25]: preference criteria are continuously consulted to isolate one of the optimal solutions.

### 2.1 Generic and Enhanced Scalarization

One common approach is to convert an MOO problem into a Single Objective Optimization (SOO) problem via scalarization. However, generic scalarization methods [1, 20, 23, 34, 35] suffer from various limitations. Firstly, these approaches can only extract one solution point at a time given that the minimization problem converges to the global optimum. However for practical applications, with non-convex objectives and constraints, ensuring global optimality is non-trivial. Secondly, multiple runs with different trade-off parameters must be performed in order to extract the weak Pareto solution set, resulting in substantial computational overhead [35]. Finally, the Pareto solution set can still form a non-convex manifold even when the objectives are convex [14] due to the presence of non-convex constraints (see Case III in Section 5). These challenges prove to be major obstacles in the deployment of scalarization approaches as a practical tool for Pareto set extraction.

Generic scalarization should not be confused with enhanced scalarization approaches [8, 14, 29], whose strength lies in the specific localization of the objective space that allows treatment of non-convex functions and constraints. Although accurate and complete, enhanced scalarization approaches suffer from low computational scalability and low density of Pareto points on the solution manifold. For example, the 30 dimensional benchmark in Section 5 Case V shows enhanced scalarization methods (mCHIM and PK) generating a Pareto set in approximately 18 hours.

Enhanced scalarization methods fall under category (3) of *a posteriori* methods. One such enhanced approach to solve an MOO involves constructing a local linear or epsilon scalarization based SOO. These methods include Normal Boundary Intersection (NBI) [8], Normal Constraint (NC) [24], Successive Pareto Optimization [27], modified Convex Hull of Individual Minimum (mCHIM) [14] and Pirouz-Khorram (PK) [29]. NBI [8] produces an evenly distributed set of Pareto points given an evenly distributed set of weights. Furthermore, NBI produces Pareto points in the non-convex parts of the Pareto curve while being independent of the relative scales of the objective functions. It uses the concept of Convex Hull of Individual Minima (CHIM) to break down the boundary/hull into evenly spaced segments and then trace the weak Pareto points.

As an improvement over the NBI method, mCHIM uses a quasi-normal procedure to update the aforementioned CHIM set iteratively, to obtain a strong Pareto set. PK [29], on the other hand, uses a local $\epsilon$-scalarization based strategy that searches for the Pareto front using controllable step-lengths in a restricted search region, thereby accounting for non-convexity. Gobbi et al. [15] proposed a framework using Fritz-John conditions [19] to obtain analytical solutions for convex functions and constraints with high point density. Note that, all of these aforementioned enhanced methods are guaranteed to converge to the Pareto front under their respective assumptions on the function property each method can handle.

### 2.2 Bayesian and Genetic Approaches

Methods that are *a priori* (2) require a prior distribution or initial seed parameters to be specified beforehand. Examples include Bayesian [4, 16, 17] and Evolutionary [9, 26, 30] methods. Khan et al. [17]'s Bayesian method showed convergence to the Pareto front, but only under a linear setting, which is the strictest form of convexity. In recent Bayesian methods [4, 16], not only was convexity assumed, but even in actual convex cases significant error was still incurred. Deb et al. [9] introduced the Non-dominated Sorting Genetic Algorithm II (NSGA-II) algorithm that involves recombination, mutation and selection of a population representing the set of solutions points considered to be Pareto, each having one or more assigned objective values. The population is maintained to consist of diverse solutions, resulting in a set of non-dominated individuals that are expected to be near (not on) the real Pareto front. Other variants include NSGA-I [30] and NSGA-III [26]. However, convergence and reproducibility are not guaranteed with Genetic Algorithms, and significant hyper-parameter tuning is required.

### 2.3 Approaches in the Fairness Literature

Pareto optimality is being increasingly pursued in classification and fairness research (e.g. see survey [5]). However, we are not aware of any work in this area providing verifiable solutions for benchmarking scenarios wherein the ground truth is known.

Several works [1, 23] seek to balance classification accuracy vs. a *no unnecessary harm* notion of fairness relying upon convexity assumptions without justification. The Weighted Sum Method (WSM) [7], commonly used in fairness
Valdivia et al. [34] present a group-Fairness based trade-off model for decision tree based classifiers using the aforementioned genetic algorithm NSGA-II, which has the same convergence and reproducibility issues mentioned earlier. In addition, their reported results violate fundamental definitions of Pareto optimality. Wei and Niethammer [35] provide the first neural architecture for Pareto front computation for Fairness vs. Accuracy on classification datasets. They rely upon a Chebyshev scalarization, which assumes that objective functions must sum up to a constant, but do not justify this assumption. In the Fair-Recommendation literature, Xiao et al. [36] seek to balance social welfare and group fairness for movie recommendations. They also propose a linear scalarization-based formulation which arrives at the true front for convex functions only. Lin et al. [20] claim Pareto optimality using KKT conditions, which is guaranteed to converge only if the functions and constraints are convex under linear scalarization.

2.4 Our Inspiration

We draw inspiration from three seminal works: (1) Das and Dennis [8] proposed to break the functional domain boundary into uniform and evenly spaced segments (see CHIM in [8]) to identify weak Pareto points with guarantees. Motivated by this, we first identify the weak Pareto front using a robust neural network (Stage 1). (2) Messac et al. [24] proposed the first Pareto filter to obtain the set of strong Pareto points from the aforementioned weak Pareto set. The filter uses an all-pair comparison criterion to reject dominated points from the weak Pareto set. This filter motivates our low-cost Pareto filter (Stage 2) design, which avoids the expensive all-pair comparison using a plane search strategy. (3) Gobbi et al. [15] presented the matrix form of the Fritz-John conditions satisfying the existence of Pareto points. Although their approach is only valid for convex cases, we extend the Fritz-John matrix form as a discriminator to identify Pareto point even for non-convex cases.

3 Pareto Optimality

A general multi-objective optimization problem can formulated as:

\[
\begin{align*}
\min & \quad F(x) = (f_1(x), f_2(x), \ldots, f_k(x)) \\
\text{s.t.} & \quad x \in S = \{x \in \mathbb{R}^n | G(x) = (g_1(x), g_2(x), \ldots, g_m(x) \leq 0\}
\end{align*}
\]

in \(n\) variables \((x_1, \ldots, x_n)\), \(k\) objective functions \((f_1, \ldots, f_k)\), and \(m\) constraint functions \((g_1, \ldots, g_m)\). Here, \(S\) is the feasible set \(i.e.\) the set of input values \(x\) that satisfy the constraints \(G(x)\). For a multi-objective optimization problem there is typically no single global solution, and it is often necessary to determine a set of points that all fit a predetermined definition for an optimum.

3.1 Definitions

We borrow and adapt existing definitions of Pareto optimality [28] from Marler and Arora [22].

**Strongly Pareto Optimal:** The Pareto optimal solution \(x^*\) for Eq. (1) satisfies the conditions:

\[
\begin{align*}
\exists x_j : f_p(x_j) \leq f_p(x^*), \quad & \text{for } p = 1, 2, \ldots, k \\
\exists l : f_l(x_j) < f_l(x^*)
\end{align*}
\]

This states that for \(x^* \in X\) to be strongly Pareto optimal, there does not exist another \(x_j \in X\), \(s.t.\) \(f_p(x_j) \leq f_p(x^*)\) for all functions \(f_p, \forall p \in [1, k]\) and \(f_l(x_j) < f_l(x^*)\) for at least one function \(f_l\).

**Weakly Pareto Optimal:** A weak Pareto point \(\tilde{x}^*\) satisfies:

\[
\begin{align*}
\exists x_j : f_p(x_j) < f_p(\tilde{x}^*), \quad & \text{for } p = 1, 2, \ldots, k
\end{align*}
\]

A point is weakly Pareto optimal if no other point exists that improves all of the objectives simultaneously. This is different from a strongly Pareto optimal point, \(s.t.\) no point exists, that improves at least one objective without detriment to other objectives.

**Efficient and Inefficient Points:** A Pareto efficient point is defined on the domain \(X\) as a point \(x^* \iff\) no other point \(x\) exists \(s.t.\) \(F(x) \leq F(x^*)\) with at least one \(f_p(x) < f_p(x^*)\). The point \(x^*\) is considered inefficient otherwise.

**Dominated and Non-Dominated Points:** Dominated points are defined w.r.t. the objective function in the criterion space. The objective function vector \(F(x^*)\) is non-dominated \(iff\) no other vector \(F(x)\) exists \(s.t.\) \(F(x) \leq F(x^*)\) with at least one \(f_p(x) < f_p(x^*)\). The vector \(F(x^*)\) is considered dominated otherwise.
Figure 1: Pareto optimal set under different objectives. Note that the red line corresponds to the min-min strong Pareto optimal front for both problems and the dashed line corresponds to the weak Pareto Front for the entire Feasible Set.

Fig. 1 shows two separate MOOs for two competing functions. The feasible set of points are shown as gray shaded area with the Pareto boundary shown as dashed lines. For both problems, a joint minimization problem is considered, resulting in a Pareto optimal set (red curves) facing the origin. A different Pareto boundary can be obtained if a joint-maximization or a mixed min-max problem is considered. As shown in Fig. 1 (b), a strong Pareto optimal solution from a non-convex weak Pareto front can result in a discontinuous manifold. In the following sections, although we rely on dominated and non-dominated points for visualization purposes, the approximation errors and our algorithm rely primarily on efficient and inefficient points for computational purposes.

3.2 Fritz John Conditions

Let the objective and constraint function in Eq. (1) be differentiable once at a decision vector $\tilde{x}^* \in S$. The Fritz-John necessary conditions for $\tilde{x}^*$ to be weak Pareto optimal is that vectors must exists for $0 \leq \lambda \in \mathbb{R}^k$, $0 \leq \mu \in \mathbb{R}^m$ and $(\lambda, \mu) \neq (0, 0)$ (not identically zero) s.t. the following holds:

$$
\sum_{i=1}^{k} \lambda_i \nabla f_i(\tilde{x}^*) + \sum_{j=1}^{m} \mu_j \nabla g_j(\tilde{x}^*) = 0 \\
\mu_j g_j(\tilde{x}^*) = 0, \forall j = 1, \ldots, m
$$

Gobbi et al. [15] presented an $L$ matrix form, comprising the gradients of the functions and constraints as follows:

$$
L = \begin{bmatrix}
\nabla F & \nabla G \\
0 & G
\end{bmatrix}
\quad \text{[(n + m) x (k + m)]}
$$

The matrix equivalent of Fritz John Conditions for $x^*$ to be Pareto optimal, is to show the existence of $\lambda \in \mathbb{R}^{k+m}$ in Eq. (4) such that:

$$
L \cdot \delta = 0 \quad \text{s.t.} \quad L(\tilde{x}^*), \delta \geq 0, \delta \neq 0
$$

The non-trivial solution ($\delta$ is not identically zero) for Eq. (6) is:

$$
det(L^T L) = 0
$$

The weak Pareto front is characterized by the set of points such that matrix $L$ is low rank. This ensures that the points identified are either inside the feasible set or at boundaries dictated by the constraints. For e.g. if $\mu_1 = 0$ for any $\lambda_1$, then $\sum_i \lambda_i f_i = 0$ must be satisfied for the corresponding internal point $x^*$ to be Pareto. Similarly if $\mu_1 \neq 0, \mu_j \neq 1 = 0$
Loss = Binary Cross Entropy

The proposed neural network consists of feed-forward layers with $tanh$ activation. There are three layers of dense connections with eight neurons each, to smoothly approximate the optimal solution manifold $M(X)$ as $\tilde{M}(X)$, shown in Fig. 2. The last layer of the network has two neurons with $softmax$ activation for binary classification of Pareto vs. non-Pareto points. In other words, this layer approximates the separation manifold that distinguishes inefficient points from the weak Pareto points, in the feasible set $S$. Note that our network loss is representation driven, since the Fritz John discriminator (Eq. (7)) explicitly classifies points as being weak Pareto or not. The network accepts or rejects the input data points $X$ based on the Fritz-John discriminator described by the objective functions and constraints. The Fritz-John necessary conditions for weak Pareto optimality, as pointed out earlier, require that the $D = det(L(X)^T L(X)) = 0$. Therefore, $1 − D$ and $D$ naturally provide us with binary labels for the $softmax$ activated output layer. A binary cross entropy loss ensures that the distribution of the extracted manifold $\tilde{M}(X)$ matches the distribution of the weak Pareto front satisfying the Fritz-John conditions. The network architecture is purposely kept low weight for weak Pareto manifold extraction to provide robustness against outliers.

4 HNPF Framework

In this section we lay out the details of the proposed computationally efficient hybrid two-stage architecture for Pareto set detection.

4.1 Stage 1: Neural Net for Weak Pareto Front

The proposed neural network consists of feed-forward layers with $tanh$ activation. There are three layers of dense connections with eight neurons each, to smoothly approximate the optimal solution manifold $M(X)$ as $\tilde{M}(X)$, shown in Fig. 2. The last layer of the network has two neurons with $softmax$ activation for binary classification of Pareto vs. non-Pareto points. In other words, this layer approximates the separation manifold that distinguishes inefficient points from the weak Pareto points, in the feasible set $S$. Note that our network loss is representation driven, since the Fritz John discriminator (Eq. (7)) explicitly classifies points as being weak Pareto or not. The network accepts or rejects the input data points $X$ based on the Fritz-John discriminator described by the objective functions and constraints. The Fritz-John necessary conditions for weak Pareto optimality, as pointed out earlier, require that the $D = det(L(X)^T L(X)) = 0$. Therefore, $1 − D$ and $D$ naturally provide us with binary labels for the $softmax$ activated output layer. A binary cross entropy loss ensures that the distribution of the extracted manifold $\tilde{M}(X)$ matches the distribution of the weak Pareto front satisfying the Fritz-John conditions. The network architecture is purposely kept low weight for weak Pareto manifold extraction to provide robustness against outliers.

![Figure 2: Proposed Neural network for finding the weak Pareto points. The last layer performs Fritz John criteria enabled binary cross entropy classification of data points, using softmax activation, ensuring weak Pareto optimality.](image)

Error bound. For a user-prescribed relaxation margin $0 \leq \epsilon \leq 1$, the approximation error between the network extracted manifold $\tilde{M}(X)$ and the true solution $M(X^*)$ is bounded below by $\|\tilde{M}(X) − M(X^*)\|_2 \leq \epsilon$, upon convergence. See Appendix C for proof.

4.2 Stage 2: Pareto filter for Strong Pareto Set

A Pareto filter is an algorithm that, given a set of weak Pareto points in objective space, retains a subset of non-dominated points. This corresponds to the strong Pareto set s.t. none of the points are dominated. In other words, the filter eliminates all dominated points from the given set. A state of the art Pareto filter, defined in Messac et al. [24], is used as a post-processing step to extract a strong Pareto set. However, note that this Pareto filter requires an all-pairs comparison, an $O(n^2)$ calculation, and thus becomes computationally expensive as the point set grows. This necessitates that the number of weak Pareto points be small when using this filter. However, since Stage 1 of our approach generates weak Pareto points with high density, the filter proves to be quite expensive.
We present an efficient Pareto filter algorithm for finding a strong Pareto set which is computationally scalable to arbitrary dimensions. The algorithm is based on a plane search strategy, inspired by Kd-Trees [3], well known for efficient data partitioning and storage. The compute complexity of our approach is determined by the number of competing functions while being linearly proportional to the number of points. The inputs to the algorithm (Alg. 1) are the number of functions $k$, their minimum and maximum bounds $f_{(\min)}$, $f_{(\max)}$, discretization level $h$ of the function space and the weak Pareto points $P$. The output is the strong Pareto set $\{x^*\}$.

Following Alg. 1 we can estimate its time complexity. There are three nested for loops which carry the load. In the worst case that the points in the weak Pareto set are all strong Pareto, then the cardinality of the set $P$ remains unchanged. Let us also define $z = (f_{(\max}) - f_{(\min)})/h$ to denote the number of chunks into which the function space is divided. Thus, the worst case complexity of the proposed Pareto filter is $O(kzn)$. For scenarios, where the strong Pareto set is a subset of the original weak set $P$, the complexity reduces in the factor guided by $n$.

**Algorithm 1 Pareto filter**

1: Data $P = \{\bar{x}^*\} \in \mathbb{R}^n$ weak Pareto points
2: Input $f_{(\min)}$, $f_{(\max)}$ : bounds of each function $f_i$, $\forall i \in k$
3: Input $k$ : number of functions, $h$ : discretization level
4: for $i \in k$ do $\triangleright$ Loop over all functions
5:   level = $f_{i}(\min)$
6:   for $j \in (f_{i}(\max) - f_{i}(\min))/h$ do $\triangleright$ Loop over all levels
7:     temp = $\emptyset$
8:     for $p \in P$ do $\triangleright$ Cardinality of set
9:       if level $\leq f_{i}(p) <$ level + $h$ then $\triangleright$ Efficient point
10:      temp = temp $\cup$ $p$
11:     if card(temp) $>$ 1 then $\triangleright$ Remove inefficient points
12:       $x_p = \min f_q(x), x \in$ temp, $q = i + 1$
13:     $P = P \backslash (\text{temp}, x_p)$
14:  level = level $+$ $h$
15: Output: Strong Pareto set $x^* = P$

![Figure 3: Illustration of the proposed Pareto Filter on a two-function scenario for visualization purposes](image)

It is easy to visualize the working of the proposed Pareto filter in Fig. 3. We start with the weak Pareto set $P$ (Fig. 3(a)) for a non-convex form. The first pass over $f_1$ removes a set (segment DEF) of dominated Pareto points (Fig. 3(b)). The leftover points in $P$ are then filtered again based on $f_2$ (Fig. 3(c)), where the dominated points (segment ABC) as per $f_2$ are removed. Points surviving the filtering process belong to the strong Pareto set.

## 5 Results

In this section, we present five numerical experiments for benchmarking and analysis (see Appendix A for two additional cases). These experiments address standard analytical forms, with increasing complexity and scale in the number of functions ($k$), constraints ($m$) and dimension of variables ($n$). While cases may appear synthetic, they arise from practical physical domains in various engineering fields. We compare our results vs. those from two current state-of-the-art methods: mCHIM [14] and PK [29].

**Sampling.** Since we are only provided with objective functions and constraints, we must sample data points from the variable domain in order to generate candidates to test for optimality. Firstly, if there are any direct constraints on variable values, we consider this feasible domain for sampling, as in the benchmark cases. Secondly, lacking any prior
knowledge of where the Pareto front may reside, we sample values random uniform distribution in the feasible variable domain. Objective functions evaluated at these points generate a quantized, topographic map of the function domain that is then used to identify optimal points. For each benchmark test case below, we generate 11K points from a random uniform distribution in the feasible variable domain, to serve as training data. The training-validation split is 90-10%. Once the manifold is learned by the network, we feed in 90k points within the permissible domain to plot the Pareto set for visualization.

5.1 Experimental Setup

Experiments use an Nvidia 2060 RTX Super 8GB GPU, Intel Core i7-9700F 3.0GHz 8-core CPU and 16GB DDR4 memory. We use the Keras [6] library on a Tensorflow 2.0 backend with Python 3.7 to train the networks in this paper. For optimization, we use AdaMax [18] with parameters \( lr = 0.001 \) and 1000 steps per epoch.

While neural approaches often pre-initialize the network with layer-wise training [2], a strength of HPNF is that all network weights can be simply drawn from a uniform random distribution. Since the data domain is discrete, an exact zero might not be achievable. We therefore use a slightly relaxed criterion of \( \epsilon = 0.001 \) as the classification margin. Any point above this value will be classified as weak Pareto. For all results, the extracted Pareto set (shaded red) overlaps the true Pareto set with an \( \epsilon \) spread.

Due to stochastic variation, neural network studies often report variance across several runs. However, the only approximation errors with our method lie in the extracted manifold over runs. Error bounds are given in Section 4.1 and Appendix C. Since the manifold remains constant across runs, the loss itself is the approximation error with a minimum achievable value of 0 at machine precision. With respect to this 0 over multiple runs, the loss function is the deviation from the true manifold. We thus do not report mean-variance across runs. Section 5.9 shows loss profiles.

5.2 Case I: \( n=2, k=2, m=2 \)

This problem was originally proposed in [11]. Jointly minimize

\[
\begin{align*}
    f_1(x_1, x_2) &= 1 - \exp(-[ (x_1 - 1/\sqrt{2})^2 + (x_2 - 1/\sqrt{2})^2 ]) \\
    f_2(x_1, x_2) &= 1 - \exp(-[ (x_1 + 1/\sqrt{2})^2 + (x_2 + 1/\sqrt{2})^2 ]) \\
    \text{s.t. } g_1, g_2 : \ -1/\sqrt{2} \leq x_1, x_2 \leq 1/\sqrt{2}
\end{align*}
\]

The Pareto set can be computed by applying linear scalarization (WSM) for this problem since all the functions and constraints are convex. Gobbi et al. [15], NBI, mCHIM and PK are able to extract the Pareto solution set. Fig. 4 shows the solution from our proposed network with high point density, where we can visually verify (Fig. 4(b)) that the network approximated the Pareto manifold, validating that the Pareto points indeed closely satisfy \( x_1 = x_2 \).

5.3 Case II: \( n=2, k=2, m=2 \)

This problem was proposed in [14]. Jointly minimize

\[
\begin{align*}
    f_1(x_1, x_2) &= x_1 \\
    f_2(x_1, x_2) &= 1 + x_2^2 - x_1 - 0.1 \sin 3\pi x_1 \\
    \text{s.t. } g_1, g_2 : 0 \leq x_1 \leq 1, -2 \leq x_2 \leq 2
\end{align*}
\]

Figure 4: Pareto Front for Case I. Please refer to color plots for proper visualization for all following figures.
Gobbi et al. [15] does not consider this scenario due to non-convexity of \( f_2 \). As shown in [14], WSM can only identify a subset of the Pareto optimal points. NBI, mCHIM and PK methods are able to identify points in this case with equal density. Fig. 5 shows the results from our model with high point density. It also satisfies closely the true Pareto manifold given by \( 0 \leq x_1 \leq 1, x_2 = 0 \) in Fig. 5(b).

Figure 5: Pareto Front for Case II. Note the even spread of point HNPF produces. NBI produce an even spread while mCHIM cannot. WSM fails for non-convexity in function.

5.4 Case III: \( n=2, k=2, m=4 \)

This problem was proposed in [31]. Jointly minimize

\[
\begin{align*}
\min f_1(x_1, x_2) &= x_1 \\
\min f_2(x_1, x_2) &= x_2 \\
\text{s.t. } g_1(x_1, x_2) &= (x_1 - 0.5)^2 + (x_2 - 0.5)^2 \leq 0.5 \\
g_2(x_1, x_2) &= x_1^2 + x_2^2 - 1 - 0.1 \cos(16 \arctan(x_1/x_2)) \geq 0 \\
g_3, g_4: 0 \leq x_1, x_2 \leq \pi
\end{align*}
\]

This form is convex in \( f_1, f_2 \), but the non-convex constraints in \( g_1, g_2 \) forces the Pareto front to be non-convex. While NBI (without Pareto filter) fails in this scenario, both mCHIM and PK extracts the non-dominated Pareto points with limited density (\( \sim 40 \)). HNPF extracts point with higher density (Fig. 6). Since the front is strongly affected by the constraints, Fig. 6(a) shows a sinusoidal weak Pareto front. To arrive at the non-dominated Pareto set, we then post-process this result using the efficient Pareto filter proposed in sub-section 4.2. The updated discontinuous set of non-dominated Pareto points can be seen in Fig. 6(b) following the visual explanation in Fig. 5.
5.5 Case IV: n=3, k=3, m=4
This problem was proposed in [14]. Jointly minimize
\[
\begin{align*}
    f_1(x_1, x_2, x_3) &= x_1 \\
    f_2(x_1, x_2, x_3) &= x_2 \\
    f_3(x_1, x_2, x_3) &= x_3 \\
\end{align*}
\]
\[\text{s.t.} \quad g_1(x_1, x_2, x_3) = (x_1 - 1)^2 + (x_2 - 1)^2 + (x_3 - 1)^2 \leq 1.0 \]
\[g_2, g_3, g_4 : x_1, x_2, x_3 \geq 0 \]
This form is convex in \(f_1, f_2, f_3\) but the non-convex constraint in \(g_1\) forces the Pareto front to be non-convex. The results using our method, as shown in Fig. 7, are in good agreement with mCHIM and PK methods with a higher point density.

5.6 Case V: n=30, k=2, m=30
This problem was proposed in [38]. Jointly minimize
\[
\begin{align*}
    f_1(x) &= x_1 + \frac{2}{|J_1|} \sum_{j \in J_1} y_j^2 \\
    f_2(x) &= 1 - \sqrt{x_1} + \frac{2}{|J_2|} \sum_{j \in J_2} y_j^2 \\
\end{align*}
\]
\[\text{s.t.} \quad g_1, \ldots, g_{30} : 0 \leq x_1 \leq 1, -1 \leq x_j \leq 1, j = 2, \ldots, m \]
\[J_1 = \{j | j \text{ is odd, } 2 \leq j \leq m\}, J_2 = \{j | j \text{ is even, } 2 \leq j \leq m\} \]
\[y_j = \begin{cases} 
    x_j - 0.3x_1^2 \cos(24\pi x_1 + \frac{4j\pi}{m}) + 0.6x_1 \cos(6\pi x_1 + \frac{4j\pi}{m}) & j \in J_1 \\
    x_j - 0.3x_1^2 \cos(24\pi x_1 + \frac{4j\pi}{m}) + 0.6x_1 \cos(6\pi x_1 + \frac{4j\pi}{m}) & j \in J_2 
\end{cases} \]
This form is non-convex in both $f_1, f_2$. The dimension of the design variable space is $m = 30$. The corresponding Pareto front is non-convex. The results using our method, as shown in Fig. 8, are in good agreement with mCHIM and PK methods.

![Diagram](image)

Figure 8: Pareto Front for Case V. Note the density difference between HNPF and mCHIM in the variable space.

### 5.7 Summary of Results

Linear Scalarization, as in WSM [7], is a well-known approach for Pareto set detection in Fairness and Classification literature. This approach fails for all but one (Case I) of the cases presented above, since either the functions or constraints or both are non-convex. This raises serious concerns regarding validation in Fairness literature: whether the points in the solution set are Pareto optimal or not. If not, then all such works are generating points which are non-Pareto (weak, strong or otherwise) in any sense of the definitions posed in Section 3. Case III highlights the fallacies of such convexity assumptions, where in spite of functions being convex themselves, the analytical front is non-convex due to the interaction of the functions and non-convex constraints.

| Case | Density (%) | Points | Evals | Density (%) | Points | Evals |
|------|-------------|--------|-------|-------------|--------|-------|
| Case II | 1.83 | 1648 | 90K | 4.39e-2 | 33 | 75,152 |
| Case III | 1.37 | 1241 | 90K | 1.01e-2 | 33 | 328,375 |
| Case IV | 6.57 | 5915 | 90K | 5.86e-3 | 43 | 733,752 |
| Case V | 0.20 | 184 | 90K | 1.38e-6 | 33 | 2,379,459,895 |

Table 2: Pareto optimal point density % (ratio of #extracted optimal points to #function evaluations). HNPF finds many more optimal points with many fewer function evaluations. Case I has not been considered by mCHIM, hence left out.

NBI [8] works for cases where the detected weak Pareto front consists of non-dominated points. Therefore, NBI generates correct solution sets in Cases I, II, IV, V with equal density of points on the Pareto front. In essence, applying the Pareto filter on the NBI generated solution set would resolve the discontinuous cases too.

Gobbi [15], a Genetic Algorithm solution strategy, works for Case I. Their algorithm is developed only for cases where all the functions and constraints are convex.

NBI, mCHIM, PK and HNPF produce only Pareto points, which is not guaranteed by WSM [7]. Additionally, HNPF generates Pareto points uniformly with high density, while state-of-the-art mCHIM [14] and PK [29], although accurate, limit themselves to low point density (∼40) with large computational overhead as the variable dimension scales. Table 2 shows a comparison between HNPF and mCHIM. See Appendix D for a similar comparison against PK.

### 5.8 Runtime Comparison

Using numerical experiments, we previously verified that mCHIM, PK and our method always arrives at the correct results for all the considered cases. We now perform a compute time analysis against mCHIM and PK, to demonstrate improved performance using our proposed approach. The trajectories in Fig. 9 show the compute times for the high dimensional Case VII. Note that for mCHIM and PK, the timings are reported for dimensions $n=30$ and $n=4$, respectively. For our method, the runtimes are reported for Case VII with the variable space dimension ranging from $[2-30]$. 

![Diagram](image)
Figure 9: Runtime of HNPF vs. mCHIM and PK, as the variable dimension increases. All methods have a linear increase in runtime with dimension, but HNPF scales much better.

The reported runtime with two dimensional variable space might give the false notion that mCHIM and PK are more efficient than HNPF. However, as the variable dimension increases, both mCHIM and PK become far more expensive, as shown in Fig. 9. These methods also produce a low density of Pareto points (∼40), while HNPF yields high density (∼1k). Since both mCHIM and PK are based on enhanced scalarization, solving the resulting problem to extract Pareto points suffers from scaling issues.

5.9 Loss Profile

We now briefly discuss the training process for the cases shown above. On an average, the network takes around 10/20/30 epochs for the simple/moderate/hard cases as visualized in Fig. 10. Since the last layer of the network is classifying points as being weak Pareto or not, the runtime is dictated by the complexity of the curve in the design variable space. The more non-linear the solution manifold, the more training time is required to approximate it.

Case II and IV both converge within 10 epochs although they lie in 2D and 3D space, respectively. Per Fig. 5 and 7(b), the design variable space is convex and so the solution manifold is less complicated. Although in 2D variable space, Case III takes 20 epochs owing to the sinusoidal solution manifold. Case V converges in 30 epochs, the design space is 30 dimensional, hence the compute complexity increases due to the construction of a larger $L$ matrix. The validation loss curve lies below the training loss (but strictly at scale), suggesting that our low-weight network did not over/underfit.

Figure 10: Training (blue) and validation (orange) curves for 4 cases. An increase in the dimensions of the design variable space results in increased costs for constructing the $L$ matrix. Consequently, the network takes more epochs to converge.

6 Modeler Interpretability

Motivated by Lipton [21]'s definitions of model interpretability and trust, we adopt the persona of a modeler in assessing the interpretability of our model. In all of the problems above, the approximate manifold $\hat{M}$ is described by the user specified loss function. If a domain specific analytical solution ($M(X^*) = 0$) is known, then the approximate network generated solution set ($\hat{M}(\hat{X}) = 0$) can be verified by comparing $\hat{X}$ and $X^*$. Additionally, a domain-specific modeler
can also compare the approximate manifold \(\tilde{M}\) (see Fig. 11 for case III), at the last layer of the network, against the true manifold \(M\) known from the analytical form. If the modeler is able to verify that the network classifies the correct (truly Pareto optimal) data points in the variable space as being Pareto optimal (high probability value), the trust in the network’s working is established.

Figure 11: Classification boundary of weak Pareto points for Case III. The final layer assigns a probability score to each point in the variable space as being Pareto optimal or not. A modeler needs to examine the produced points/manifold against the known analytical form in the variable domain to verify the correctness of the network’s working.

7 An Application: Fair Search

Imagine a new policy for predictive policing is under consideration, with various public arguments being published for and against adoption. By reviewing this body of arguments, one might arrive at an informed and balanced understanding of the issue and public debate surrounding it. This, in turn, could guide citizens or lawmakers in voting, or help a journalist to provide balanced reporting.

Assume a search engine is used to find information that is both relevant and balanced. Specifically, assume we wish to maximize two objective functions computed on the set of retrieved search results: 1) relevance and 2) diversity (i.e., balanced inclusion of search results that are for and against the proposed policy). Note that our diversity target is specified here as a soft objective function to maximize rather than a hard constraint to rigidly enforce. Let us make a further independence assumption between relevance and diversity: knowing that a retrieved document is relevant does not provide any indication as to whether or not that document presents an argument for or against the proposed policy.

Gao and Shah [13] present such a fair search problem as follows (albeit with a different motivating back story). Let \(S\) denote the search result set of cardinality \(|S| = s\). Assume each document \(d_i\) has binary relevance \(r_i \in \{0, 1\}\) and group assignment \(g_i \in \{0, 1\}\) (i.e., for or against the policy, in our scenario), and that \(r_i\) and \(g_i\) are independent, as above. The optimization goal is dual maximization of the average relevance \(f_r = \frac{\sum r_i}{n}\) and the entropy \(f_g = H(\frac{\sum g_i}{n})\) of the search result set, with entropy used as the measure of diversity (aka parity, balance, or group fairness).

7.1 Insights from Pareto Framing

Gao and Shah [13] pose several questions, including “1. What are the possible relevance and fairness scores of a solution set \(S\) (the solution space)?” and “2. What is the trade-off between fairness and relevance?” They define the solution space as the set of all possible subsets \(S \subset D\) in document collection \(D\) having cardinality \(|S| = s\). They then proceed to investigate these questions via simulation: generating different subsets of search results and inspecting the empirical distributions of scores. In contrast, we suggest a conceptual Pareto framing provides more direct and informed answers.

While we have emphasized generality of Pareto optimality under competing objectives with constraints, Pareto optimality is of course also applicable to simpler optimization problems, such as posed here. Firstly, since there are no constraints on the solution space, the feasible set spans the full range of \(f_r \in [0, 1]\) and \(f_g \in [0, 1]\). Secondly, since relevance and entropy are independent, they do not compete: maximizing one does not preclude maximizing the other, and each can be considered separately in turn. Relevance is maximized when all search results are relevant \((f_r = 1)\), while entropy
is maximized when search results are evenly split across the two groups \((f_g = 1)\). This yields weak Pareto fronts at \(f_r = 1\) and \(f_g = 1\), with the only strong Pareto solution at the intersection of both fronts \((f_r = f_g = 1)\), when search results are all relevant and are evenly split across the two groups being represented.

With regard to the probability of observing any given \((f_r, f_g)\) score for a given search result set \(S\) (i.e., the chance of achieving the optimum \(f_r = f_g = 1\) or any other feasible point), since relevance and entropy are independent, their joint distribution is defined simply by the product of probability distribution functions (PDFs) for relevance \(P(r_i) = p_r\) and group membership \(P(g_i) = p_g\). In practice, we must induce these PDFs from data, but this is standard estimation and not unique to this particular problem setting. Moreover, this permits analytical analysis without simulation.

Finally, whereas Gao and Shah [13]'s optimization problem is relatively easy (no constraints or competing objectives), one could easily introduce further complications. For example, imagine public opinion is highly skewed, such that nearly all relevant information supports one side of the argument. In this scenario, in order to get more balanced coverage of the minority position, we would need to include more non-relevant search results, forcing the user to sift through a larger result set to find relevant and balanced information. As a second example, given controversy surrounding predictive policing policies, one might like to constrain search results to enforce racial parity across authors of retrieved documents in the results set. In either case, our Pareto optimality framing would allow principled reasoning about the resulting solution spaces.

### 7.2 Another Test Case for HNPF

As discussed above, we know from first principles that the fair search problem considered here has weak Pareto fronts at \(f_r = 1\) and \(f_g = 1\), with the only strong Pareto solution at the intersection of both fronts \((f_r = f_g = 1)\). By running HNPF on this problem, we can verify it induces these expected fronts as another check on its correctness.

Gao and Shah [13] simulate \(r_i\) and \(g_i\) values based on observed statistics of the YOW RSS Feed dataset [39]. They consider \(n = 48\) data points drawn from this dataset, with empirical \(\hat{p}_r = 0.56\) and \(\hat{p}_g = 0.5\). Sampling from binomial distributions \(R \sim B_r(n = 48, p_r = 0.56)\) and \(G \sim B_g(n = 48, p_r = 0.50)\), in expectation we anticipate \(R = \left(\sum_{i=1}^{n=48} r_i\right) \approx 27\) relevant documents and an even split of \(G = \left(\sum_{i=1}^{n=48} g_i\right) = 24\) across groups. Note that whereas average relevance \(f_r\) is maximized when all documents are relevant, the entropy \(f_g\) is maximized when documents are evenly split by group. The probability distributions above will thus naturally tend to yield near optimal entropy \(f_g \approx 1\) (with \(p_g = 0.5\)) but only mediocre average relevance \(f_g \approx \bar{r} = 0.56\). With \(p_r = 0.56\), the probability of maximum relevance \(P(f_r = 1) = P(R = 48) \approx 10^{-60}\).

\[\text{Figure 12} \text{ shows the weak Pareto front for (a) the function domain } (y = f_r, x = f_g) \text{ and (b) the variable domain } (x = R, y = G). \text{ As expected, we see the sample distribution lays roughly symmetrically about the expectation in both } R \text{ and } G \text{ in the variable domain, yielding near optimal entropy } f_g \text{ and mediocre average relevance } f_r \text{ in the function domain. Given this sample, the network correctly identifies the Pareto front for entropy at } f_g = 1, \text{ corresponding to } G = 24 \text{ in the variable domain. Note that this is still a weak front, where all points to the left are dominated by those to the right, hence the need for the Pareto filter to identify the non-dominated set. However, the network cannot identify the Pareto front for relevance at } f_r = 1, \text{ due to sample sparsity relative to the sampling distribution. As noted above, with } p_r = 0.56, P(f_r = 1) \approx 10^{-60}, \text{ suggesting we would need } 10^{60} \text{ samples to observe } f_r = 1.\]
Our results above follow Gao and Shah [13] in sampling from the variable domain according to \((p_r, p_g)\). This makes sense if we want to explore the solution space via simulation, as they do. However, if our goal is actually to identify Pareto fronts (e.g., to measure how far a given solution is from optimality), we can instead probe the solution space far more efficiently by uniformly sampling the variable domain \((r, g \in [0, 1])\). Appendix E presents these results.

8 Conclusion

A hybrid, two-stage, neural-Pareto filter based optimization framework is presented for extracting the Pareto optimal solution set for multi-objective, constrained optimization problems. The proposed method is computationally efficient and scales well with increasing dimensionality of design variable space, objective functions, and constraints. Results on verifiable benchmark problems show that our Pareto solution set accuracy compares well with existing state of the art NBI, mCHIM, and PK methods. The proposed neural architecture is fully interpretable with a Fritz-John conditions inspired discriminator for weak Pareto manifold classification. We also show that the approximation error between the true and extracted Pareto manifold can be easily verified for analytical solutions.
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A  Additional Cases

A.1  Case VI: n=2, k=2, m=5

This problem was proposed in [10]. Jointly minimize
\[
\begin{align*}
  f_1(x_1, x_2) &= x_1 \\
  f_2(x_1, x_2) &= x_2 \\
  \text{s.t. } g_1(x_1, x_2) &= (x_1 - 0.5)^2 + (x_2 - 0.5)^2 \leq 0.5 \\
  g_2(x_1, x_2) &= x_1^2 + x_2^2 - 1 - 0.1 \cos(16 \arctan(x_1)) \geq 0 \\
  g_3(x_1, x_2) &= \max(|x_1 - 0.6|, |x_2 - 0.7|) - 0.2 \geq 0 \\
  g_4, g_5 &: 0 \leq x_1, x_2 \leq \pi
\end{align*}
\]

This form is an extension of Case III, with an additional \(\max\) boundary constraint \(g_3\). Both mCHIM and PK computes the true Pareto front with limited density \(n = 40\) points. Fig. 13(a) shows the weak Pareto front with dominated points. As before, after post-processing with the proposed Pareto filter we arrive at the Pareto set with non-dominated points shown in Fig. 13(b).

Figure 13: Strong Pareto Front for Case VI. Note that all the dominated points are removed from the set after application of Pareto filter. Also note the low density of points in PK and the even spread of points in NBI. Also note that PK is not able to remove some of the dominated points on the horizontal and vertical lines.
A.2 Case VII: n=30, k=2, m=30

This problem was proposed in [29], albeit with a discrepancy. Jointly minimize

\[ f_1(x) = x_1 \]
\[ f_2(x) = f(x) \left( 1 - \left( \frac{f_1(x)}{f(x)} \right)^{0.5} - \frac{f_1(x)}{f(x)} \sin(10\pi x_1) \right) \]

s.t. \[ f(x) = 1 + \frac{9}{m-1} \sum_{i=2}^{n} x_i^2 \]
\[ g_1, \ldots, g_{30} : x_1 \in [0, 1], x_i \in [-1, 1], \forall i = 2, \ldots, m \]

This form is convex in \( f_1 \) and non-convex in \( f_2 \). The dimension of the design variable space is \( m = 30 \). The corresponding Pareto front is non-convex. The results using our method, as shown in Fig. 14, are in good agreement with mCHIM and PK methods. Even in this high-dimensional setting, we obtain a weak Pareto front with high point density as shown in Fig. 14(a). The distribution of the objective space in this setting is such that the entire space is the front itself. Hence, we cannot see the cyan points in Fig. 14(a). As before, after post-processing with the proposed Pareto filter we arrive at the Pareto set with non-dominated points shown in Fig. 14(b), where the dominated points are now visible.

![Figure 14: Pareto Front for Case VII. Note that all the dominated points are removed from the set after application of Pareto filter. Also note the low density of points in PK and the even spread of points in NBI.](image)

B Working of Pareto filter

The algorithm starts with the set of all weak Pareto points \( p \in P \), which will be refined through the iterative process. The loop (line 4) iterates over all the functions \( f_i \). It checks for set of dominating and non-dominating points for all discretization levels (line 6) and appends them to a temporary list (line 10). If multiple points do exist (line 11) for a given level (cardinality > 1), then there certainly are dominated points. The non-dominated point is one which has the

\[^2\text{Although the normalization term proposed in } f(x) \text{ is } m - 1, \text{ it does not generate the curve reported in [29]. We were able to replicate the shown curve, in our experiments, by choosing a normalizing constant of 10000.}\]
lowest function value for the next function \( f_q, q = i + 1 \). This (line 12) states that a point which seems non-dominated for a given function \( f_i \) might be dominated for other functions \( f_r, r \in k, r \neq i \), but will be taken care of when iterating through function \( f_r \). Once the non-dominated point has been found, it implies that all the other points are in fact dominated, hence should not be considered for further evaluation. They are rejected (line 13) from the active set \( P = P \backslash \{ temp \} \times x_p \). The output is the set of strong Pareto points which were all non-dominated for every function \( f_i \), and are essentially the points in the weak Pareto set \( P \) that survived the filtering process (line 13) for every \( f_i \).

C Error Bound

For a user-prescribed relaxation margin \( 0 \leq \epsilon \leq 1 \), the approximation error between the network extracted manifold \( \hat{M}(\hat{X}) \) and the true solution \( M(X^*) \) is bounded below by \( \|M(X) - M(X^*)\|_2 \leq \epsilon \). Assuming the \( L \) matrix from Eq. (6) is square, we have \( det(L) = 0 \). This form holds for some of the problems chosen in our numerical experiments (Cases I, II, III), where the number of functions and constraints are equal. From Leibnitz formula for determinants:

\[
det(L) = \det \begin{bmatrix} \nabla F & \nabla G \\ 0 & G \end{bmatrix} = \det(\nabla F)\det(G) = 0
\]

Further assume that,

\[
|\det(L(\hat{x}))| \leq \epsilon, \hat{x} \neq x^*
\]

where \( \epsilon > 0 \), and \( x^* \) and \( \hat{x} \) are the optimal points and the network generated approximate solution points, respectively. The Fritz John necessary conditions in Eq. (4) for weak Pareto optimality is:

\[
det(L(x^*)) = 0
\]

Combining the assumption in Eq. (8) and Eq. (9), we have

\[
|\det(L(\hat{x})) - \det(L(x^*))| \leq \epsilon
\]

The solution manifold \( M(X) = det(L(X)) = 0 \) is weakly Pareto optimal. We assume a low precision manifold \( M(\hat{x}) \) such that:

\[
\|M(\hat{X}) - M(X^*)\|_2 \leq \epsilon
\]

When the network converges, Eq. (11) will hold for the network approximated \( \hat{M}(x) \). Here, \( \hat{x} \in \hat{X} = \{ x | \hat{M}(x) = 0 \} \) and \( X^* \) is the set of true optimal points such that \( M(x^*) = 0, \forall x \in X^* \). Since we explicitly specify \( \epsilon \) in our loss description, we know that the network generated solution is \( \epsilon \) close to \( \hat{M}(\hat{x}) \) if:

\[
\|M(\hat{X}) - \hat{M}(\hat{X})\|_2 \leq C \epsilon, \quad 0 \leq C \leq 1
\]

The form in Eq. (12) implies that if we are able to find such a \( C \), then we implicitly satisfy Eq. (11). Hence,

\[
\|M(\hat{X}) - M(X^*)\|_2 \leq \epsilon
\]

D Density Comparison

| Case | HNPF | PK |
|------|------|----|
|      | Density | Points | Evals | Density | Points | Evals |
| Case V | 1.34 | 1206 | 90K | 2.21e-4 | 100 | 45,126,324 |
| Case VI | 0.20 | 180 | 90K | 1.32e-2 | 151 | 1,139,781 |
| Case VII | 6.57 | 5915 | 90K | 9.29e-5 | 101 | 108,685,605 |

Table 3: Pareto optimal point density % (ratio of #extracted optimal points to #function evaluations). HNPF finds many more optimal points with many fewer function evaluations.

E Verification Case for Fairness

We now demonstrate the nature of the extracted Pareto front under a uniform distribution for the problem setting in Section 7.2. While the scenario presented in Gao and Shah [13] considered points being drawn from a Binomial distribution, it is highly improbable to reach a relevance value of 1. We therefore consider an unbiased uniform distribution, where we sample integers uniformly between \([0, 48] \times [0, 48] \) for both relevance \( (R) \) and entropy \( (G) \).

In Fig. 15 we show the extracted weak Pareto front from the HNPF neural network. Under the uniform data distribution, the maximum value of achievable entropy corresponds to \( G = 24 \). Similarly, the minimum achievable entropy value
Figure 15: Weak Pareto Front for RSS dataset under a uniform setting. Note that now both min-min and the max-max solutions are achievable, as these points are visible to the network.

corresponds to both \((G = 0, 48)\) which indicates that all documents belong to only one source. The neural network extracts the entire max-max weak Pareto front which when post-processed using the Pareto filter, results in the expected \((1, 1)\) solution in the function domain. Note that the Stage-1 of HNPF is capable of extracting the entire weak Pareto front for any MOO problem. The middle red line in the variable domain corresponds to the top red line in the function domain. The two remaining red lines (top and bottom) in the variable domain collapses to the bottom in the function domain showing the weak Pareto front for a min-min MOO problem. Applying the Stage-2 Pareto filter now gives \((0, 0)\) as the optimal min-min solution.