INVESTIGATION OF THE ACCURACY AND SPEED OF THE ALGORITHMS OF STOCHASTIC OPTIMIZATION FUNCTIONS ON A TWO-DIMENSIONAL SPACE

Abstract: The purpose of this paper is to analyze the accuracy of calculations and the amount of time spent on finding optimal values for functions of several variables using optimization algorithms based on several methods of stochastic search. To conduct research, the staff of the Department of General Mechanics of the Lipetsk State Technical University created software that implements algorithms for searching for extreme values for functions of several variables. The functional purpose of the software is to find the minimum of a given function, represented as a string of characters. Optimization is performed on a specific and fixed search area, which is a hyperparallelepiped. Each separate program uses its own method of algorithmic optimization. In the development of programs, optimization algorithms based on the Monte Carlo method, an annealing simulation method, an interval analysis method, and a genetic algorithm were used. The results of a computational experiment for three different functions of two variables are presented in the article, a comparative analysis of the closeness of the results to values obtained analytically is carried out. The obtained data allowed us to draw conclusions about the advantages and disadvantages of each of the algorithms. Based on the results of computational experiments, the regularities between the time costs of algorithms and their numerical parameters are determined.
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Introduction

To solve optimization problems, numerous stochastic search methods based on Markov random processes have been developed [1, 2, 3, 4, 5, 6]. In particular, one of the most effective methods for optimizing a multifactorial function is meta-heuristic: genetic algorithms, tabu search, simulated annealing, maximum ant system (max-min ant system), ant colony optimization method, optimization of particle swarm optimization, differential evolution method, and others [6, 7, 8, 9, 10]. The advantage of meta-heuristic methods based on stochastic algorithms is their ability to solve complex problems in the absence of knowledge about search space; moreover, a good implementation of the meta-heuristic method can ensure finding a solution close to optimal within a reasonable time or number of iterations. In many ways, this is why such methods allow us to find optimal solutions for problems that are difficult to solve from the point of view of direct analytical research. Very simplistic metaheuristics can be considered as algorithms realizing a direct random search on discrete space of possible optimal or close to optimal solutions of the problem until the set condition is met or a specified number of iterations is reached.

Materials and Methods

Modern researchers metaheuristics are recognized as a powerful and extremely popular class of optimization methods, which with high efficiency allow finding solutions for a wide range of problems...
from various applications [7, 11, 12]. However, often in solving applied problems, researchers have to resort to the search for compromise solutions when constructing schemes of search algorithms, it is necessary to make a choice between the high speed of computation and their accuracy [13].

The purpose of this study is to analyze the accuracy and speed of convergence of optimization algorithms for stochastic optimization that allow searching for optimal values of functions of several variables on sets of dimension 2. In this paper, we give a comparative analysis of the speed of operation and the accuracy of the required values for the following algorithms: the Monte-Carlo, simulated annealing, genetic algorithm and interval analysis algorithm. Optimization is performed on a specific set of functions and on a fixed search area, which is a hyperparallellelepiped.

To conduct research, a complex of three computer programs was written (a certificate of state registration of computer programs No. 2017613650 on 07.06.2017). The programs are written in C++ in Builder 6.0 and run on Windows 95, 98, XP and the following. Programs run in windowed mode and allow you to enter data manually. The output of the calculation results directly in the windows of the program interface.

The functional purpose of programs is to find the minimum of a given function \( f(x) \), represented as a string of symbols, on a given segment. Each separate program uses its own method of algorithmic optimization.

Figures 1, 2, and 3 show visual displays of the interface of the main program modules.

**Figure 1** - The working window of the program module realizing the search for the optimal value of a function of several variables using the Monte Carlo algorithm and the method of simulation of annealing

**Figure 2** - The working window of the program module realizing the search for the optimal value of a function of several variables using the genetic algorithm
Incremental algorithms for finding the minimum (optimal) value of the function, based on the Monte Carlo method, the annealing simulation method, the genetic algorithm and the algorithm of the interval estimation method are presented in [1, 2, 3, 6, 14].

For successful execution of the program, which uses the algorithm of interval estimates, it is required to enter a function, its first and second derivatives for each of the variables, the domain of the function definition. It should be borne in mind that a given function must have the property of twice differentiability on a given interval.

For successful execution of the program, it is required to enter a function, the area of its definition, and also the values of the method parameters.

Example of an input function:
\[
\arctan((x_1 \cdot x_2 + 4) / (x_1^3 \cdot x_4 \cdot x_5 - 3 \cdot x_1 + x_4 + 1)).
\]

In programs, there is a limit on the number of variables - the function can not depend on more than nine variables. Programs do not provide for limits on the size of the domain of definition of a function and the magnitude of the values of numerical parameters of computational algorithms. Note that the program run time and the accuracy of the data obtained with the help of it depend on these numerical parameters (Tables 3, 4).

The study was carried out using three functions:
\[
F_1(x, y) = 1 - \cos(x - 1) + \sin(y - 1) - \cos(x + y - 2);
\]
\[
F_2(x, y) = (x^2 - 1)^2 + (y^2 - 1)^2 + (x - y)^2;
\]
\[
F_3(x, y) = (x + y - 2)^2.
\]

The functions reach a minimum at the point with coordinates (1, 1).

The search area is segments
\[
x \in [-2, 2], \quad y \in [-2, 2].
\]

Computational experiments were carried out on a computer with an Intel(R) Core(TM) i5-2300 CPU @ 2800GHz.

The results of optimization of the functions F1(x, y), F2(x, y), F3(x, y) for all four algorithms are presented in Table 1.

Compare the running time of the algorithms allow the data presented in Table 2.

To investigate the time dependence of the algorithm based on the Monte Carlo method on the number of iterations, a computational experiment was carried out, and the optimal values of the function F3(x, y) on the interval [-2, 2] were searched for. The results of the computational experiment are presented in Table 3.
Impact Factor:

| Impact Factors | Value |
|----------------|-------|
| ISRA (India)   | 1.344 |
| SIS (USA)      | 0.912 |
| ICV (Poland)   | 6.630 |
| ISI (Dubai, UAE) | 0.829 |
| PIIH (Russia)  | 0.207 |
| PIF (India)    | 1.940 |
| GIF (Australia) | 0.564 |
| ESJI (KZ)      | 4.102 |
| IBI (India)    | 4.260 |
| JIF            | 1.500 |
| SJIF (Morocco) | 2.031 |

| Table 2 |
|---------|
| Time-consuming work of algorithms to find optimal values |

| №  | Function | Monte Carlo Method (100000 iterations) | Simulation method for annealing (T=1000, L=1000, r=0.98) | The genetic algorithm (number of individuals: 10, probability of mutation: 0.5, number of generations: 10) | Method of interval estimates (accuracy E = 0.2) |
|-----|----------|----------------------------------------|-----------------------------------------------------------|---------------------------------------------------------------------------------|-----------------------------------------------|
| 1   | $F_1(x,y)$ | 0.434896893                           | 1.948114753                                               | 1.45677189761                                                                  | 1.72342123855                               |
| 2   | $F_1(x,y)$ | 0.439852551                           | 2.043567893                                               | 1.45123454380                                                                  | 1.78479053456                               |
| 3   | $F_1(x,y)$ | 0.438157642                           | 2.456690103                                               | 1.3994326783                                                                   | 1.72868920054                               |
| 4   | $F_1(x,y)$ | 0.439366900                           | 2.123423539                                               | 1.3572345675                                                                   | 1.65681234692                               |
| 5   | $F_1(x,y)$ | 0.436751039                           | 1.890678754                                               | 1.4876548230                                                                   | 1.64458895915                               |
| 6   | $F_2(x,y)$ | 0.417397450                           | 1.434553778                                               | 1.21234185769                                                                  | 1.50345678516                               |
| 7   | $F_2(x,y)$ | 0.400478715                           | 1.567836168                                               | 1.3251289473                                                                   | 1.39468463289                               |
| 8   | $F_2(x,y)$ | 0.387677813                           | 1.776500083                                               | 1.1867807031                                                                   | 1.41387636774                               |
| 9   | $F_2(x,y)$ | 0.418835855                           | 1.826473534                                               | 1.21569043216                                                                  | 1.43648586996                               |
| 10  | $F_2(x,y)$ | 0.400695770                           | 1.612332124                                               | 1.36070765403                                                                  | 1.48849803033                               |
| 11  | $F_3(x,y)$ | 0.164545287                           | 1.014389397                                               | 1.19541467597                                                                  | 0.844555765550                              |
| 12  | $F_3(x,y)$ | 0.129453465                           | 0.914345922                                               | 1.18347550456                                                                  | 0.76541345647                               |
| 13  | $F_3(x,y)$ | 0.159634598                           | 1.156043937                                               | 0.99657746712                                                                  | 0.6751345464                                |
| 14  | $F_3(x,y)$ | 0.102030678                           | 1.200459945                                               | 1.14343554670                                                                  | 0.6174060357                               |
| 15  | $F_3(x,y)$ | 0.146566570                           | 1.073459369                                               | 0.9887347848                                                                   | 0.59423370054                               |

| Table 3 |
|---------|
| The time dependence of the Monte Carlo algorithm on the number of iterations |

| №  | The number of iterations, $I$ | The running time of the algorithm, $t$, sec. |
|-----|-------------------------------|---------------------------------------------|
| 1   | 1                             | 0.0003350                                   |
| 2   | 2                             | 0.0002990                                   |
| 3   | 5                             | 0.0014324                                   |
| 4   | 10                            | 0.0025763                                   |
| 5   | 50                            | 0.0112647                                   |
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Impact Factor:

| Journal Acronym | Impact Factor |
|-----------------|---------------|
| ISRA (India)    | 1.344         |
| ISI (Dubai, UAE)| 0.829         |
| GIF (Australia) | 0.564         |
| JIF             | 1.500         |
| SIS (USA)       | 0.912         |
| PHHII (Russia)  | 0.207         |
| ESJI (KZ)       | 4.102         |
| ICV (Poland)    | 6.630         |
| PIF (India)     | 1.940         |
| IBI (India)     | 4.260         |
| RİNC (Russia)   | 0.207         |
| ESJI (KZ)       | 4.102         |
| SJIF (Morocco)  | 2.031         |
| IF (India)      | 1.940         |
| IF (India)      | 4.260         |
| ICV (Poland)    | 6.630         |

With the help of linear regression, an analytical dependence was obtained between the time of operation of the algorithm based on the Monte Carlo method and the number of iterations:

\[ I = 535500t - 89194 \]

To study the time dependence of the algorithm on the basis of the method of simulating the fat from the numerical parameters of the algorithm (the maximum (initial) temperature, the number of cycles, the temperature decrease parameter), a computational experiment was carried out. We searched for the optimal values of the function \( F(x, y) \) on the segment \([-2, 2]\). The results of the computational experiment are presented in Table 4.

### Table 4

| №  | Maximum temperature, \( T \) | Number of cycles for each temperature, \( L \) | Parameter of temperature decrease, \( r \) | Time of operation of the algorithm, \( t \), sec. |
|----|-------------------------------|---------------------------------------------|----------------------------------------|-----------------------------------------------|
| 1  | 1000                          | 10                                          | 0.2                                    | 0.03357                                       |
| 2  | 1000                          | 10                                          | 0.4                                    | 0.00675                                       |
| 3  | 1000                          | 10                                          | 0.7                                    | 0.012608                                      |
| 4  | 1000                          | 10                                          | 0.9                                    | 0.026091                                      |
| 5  | 1000                          | 50                                          | 0.2                                    | 0.004464                                      |
| 6  | 1000                          | 50                                          | 0.4                                    | 0.007469                                      |
| 7  | 1000                          | 50                                          | 0.7                                    | 0.017348                                      |
| 8  | 1000                          | 50                                          | 0.9                                    | 0.04116                                       |
| 9  | 1000                          | 100                                         | 0.2                                    | 0.00572                                       |
| 10 | 1000                          | 100                                         | 0.4                                    | 0.00979                                       |
| 11 | 10000                         | 100                                         | 0.7                                    | 0.02593                                       |
| 12 | 10000                         | 100                                         | 0.9                                    | 0.06536                                       |
| 13 | 10000                         | 500                                         | 0.2                                    | 0.01758                                       |
| 14 | 10000                         | 500                                         | 0.4                                    | 0.03116                                       |
| 15 | 10000                         | 500                                         | 0.7                                    | 0.07885                                       |
| 16 | 10000                         | 500                                         | 0.9                                    | 0.23834                                       |
| 17 | 10000                         | 1000                                        | 0.2                                    | 0.03127                                       |
| 18 | 10000                         | 1000                                        | 0.4                                    | 0.05513                                       |
| 19 | 10000                         | 1000                                        | 0.7                                    | 0.14127                                       |
| 20 | 10000                         | 1000                                        | 0.9                                    | 0.44616                                       |

### Conclusion

With the help of linear regression, an analytical dependence is obtained that allows us to calculate the running time of the algorithm on the basis of the annealing simulation method through its numerical parameters:

\[ t = 0.00025 + 0.00000016T + 0.000294L + 0.012r \]

From the obtained results of computational experiments it is evident that the algorithm has the greatest accuracy when determining extremal values of functions from two variables on the basis of the annealing simulation method and the method of interval estimations. The results obtained using an algorithm based on the Monte Carlo method and the genetic algorithm have significant deviations from the optimal values found analytically. At the same time, the rate of convergence of the algorithm based on the simulation of annealing significantly exceeds the time costs of other algorithms. A significant disadvantage of the algorithm based on the method of interval analysis is that for its practical application it is necessary to know the analytical record of the first and second derivatives of the optimized function, which substantially narrows its application domain. Note that for algorithms based on the Monte Carlo method and the annealing simulation method, correction of the design parameters-maximum (initial) temperature, the number of cycles, the temperature reduction parameter, is possible-so that...
the accuracy of the calculation results increases with increasing time for -rate and, conversely, in tasks that do not require high accuracy of the results obtained, to achieve the speed of calculations. Thus, the algorithm based on the method of imitation of fat is the most acceptable for applied research, since it allows for the variance between the accuracy of calculations and the rate of convergence of the stochastic search.
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