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Abstract

A search for new high-mass resonances in proton-proton collisions having final states with an electron or muon and missing transverse momentum is presented. The analysis uses proton-proton collision data collected in 2016 with the CMS detector at the LHC at a center-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 35.9 fb$^{-1}$. The transverse mass distribution of the charged lepton-neutrino system is used as the discriminating variable. No significant deviation from the standard model prediction is found. The best limit, from the combination of electron and muon channels, is 5.2 TeV at 95% confidence level for the mass of a $W'$ boson with the same couplings as those of the standard model $W$ boson. Exclusion limits of 2.9 TeV are set on the inverse radius of the extra dimension in the framework of split universal extra dimensions. In addition, model-independent limits are set on the production cross section and coupling strength of $W'$ bosons decaying into this final state. An interpretation is also made in the context of an R parity violating supersymmetric model with a slepton as a mediator and flavor violating decay.
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1 Introduction

The standard model (SM) of particle physics describes the properties of all known elementary particles and the forces between them. Five decades of experimental studies have verified its predictions to very high precision. Despite the great success of the SM, theories beyond the SM (BSM) have been invoked to address a variety of open issues. Many SM extensions predict additional heavy gauge bosons, including models with extended gauge sectors [1], and theories with extra spatial dimensions [2,3].

The search presented in this paper is sensitive to deviations from the SM prediction in the transverse mass spectrum of events with a charged lepton (electron or muon) and a neutrino. Interpretations of the observations are made in the context of several theoretical models: the production and decay of a $W'$ boson in the sequential standard model (SSM) [4], the production and flavor violating decay of a slepton in an R-parity violating supersymmetry (RPV SUSY) model [5,6], and the production and decay of a Kaluza–Klein (KK) excitation of the W boson in a model with split universal extra dimensions (split-UED) [7].

The shape of the distribution is studied using a binned likelihood method. This approach is especially powerful as the examined theories predict different signal event distributions. Although the details differ, all models predict that the signal of a high-mass resonance is present at large transverse masses where SM backgrounds are very small.

The present analysis uses data corresponding to an integrated luminosity of 35.9 fb$^{-1}$ of proton-proton collisions at a center-of-mass energy of 13 TeV, recorded in 2016 with the CMS detector at the CERN LHC. The analysis improves upon the sensitivity of its predecessors [8,9], benefiting from the increased energy and luminosity of the LHC. Previous searches [10,11] have not found evidence for deviations from the SM prediction for the transverse mass distribution.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors.

The silicon tracker measures charged particles within the pseudorapidity range $|\eta| < 2.5$. It consists of silicon pixel and silicon strip detector modules. The electromagnetic calorimeter consists of 75 848 lead tungstate crystals that provide coverage in pseudorapidity $|\eta| < 1.48$ in a barrel region and $1.48 < |\eta| < 3.00$ in two endcap regions. The ECAL energy resolution for electrons with a transverse momentum $p_T \approx 45$ GeV from $Z \to ee$ decays is better than 2% in the central region of the ECAL barrel ($|\eta| < 0.8$), and is between 2% and 5% elsewhere [12]. For high energies, which are relevant for this analysis, the electron energy resolution slightly improves [13].

Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid, in the pseudorapidity range $|\eta| < 2.4$. Detection is provided using three technologies: drift tube (DT), cathode strip chamber (CSC), and resistive plate chamber (RPC). While the barrel region of $|\eta| \leq 1.1$ is instrumented with DT and RPC, the forward endcaps ($1.1 < |\eta| < 2.4$) are equipped with CSC and RPC. A muon from the interaction point will cross four layers of muon chambers, interleaved with steel forming the return yoke of the magnetic field. Every chamber provides reconstructed hits on several detection planes, which are then
combined into local track segments, forming the basis of muon reconstruction inside the muon system. Matching muons track segments to tracks measured in the silicon tracker results in a relative transverse momentum ($p_T$) resolution in the barrel of about 1–2% for muons with $p_T \lesssim 200$ GeV and better than 10% for high momentum muons of $p_T \sim 1$ TeV [14].

Jets are reconstructed offline from the energy deposits in the calorimeter towers, clustered using the anti-$k_T$ algorithm [15, 16] with a distance parameter of 0.4. In this process, the contribution from each calorimeter tower is assigned a momentum, the absolute value and the direction of which are given by the energy measured in the tower, and the coordinates of the tower. The raw jet energy is obtained from the sum of the tower energies, and the raw jet momentum by the vectorial sum of the tower momenta, which results in a nonzero jet mass. The raw jet energies are then corrected to establish a relative uniform response of the calorimeter in $\eta$ and a calibrated absolute response in transverse momentum $p_T$.

The CMS experiment has a two-level trigger system [17]. The level-1 trigger, composed of custom hardware processors, selects events of interest using information from the calorimeters and muon detectors and reduces the readout rate from the 40 MHz bunch-crossing frequency to a maximum of 100 kHz. The software based high-level trigger uses the full event information, including that from the inner tracker, to reduce the event rate to the 1 kHz that is recorded.

A more detailed description of the CMS detector can be found in Ref. [18].

### 3 Physics models and event simulation

Many BSM scenarios predict the existence of new particles that decay with the experimental signature of a charged lepton, $\ell$, and missing transverse momentum, $p_T^{\text{miss}}$, where the latter may flag the presence of a non-interacting particle. The missing transverse momentum, $\vec{p}_T^{\text{miss}}$, is defined as $-\sum \vec{p}_T$ of all reconstructed particles, with $p_T^{\text{miss}}$ being the modulus of $\vec{p}_T^{\text{miss}}$.

The analysis is performed in two channels: $e + p_T^{\text{miss}}$ and $\mu + p_T^{\text{miss}}$. New particles may be detected as an excess of events in the observed spectrum of transverse mass, defined as

$$M_T = \sqrt{2p_T^\ell p_T^{\text{miss}}(1 - \cos[\Delta \phi(\ell, \vec{p}_T^{\text{miss}})])}, \quad (1)$$

where $\Delta \phi(\ell, \vec{p}_T^{\text{miss}})$ is the azimuthal opening angle (in radians) between the directions of the missing transverse momentum and the charged lepton. Several new-physics models predict the production of high-$p_T$ leptons, which should be identifiable as an excess in the region of high $M_T$ values where little SM background is expected.

This section summarizes the new physics models used for interpretation of the observations, along with model-specific assumptions and details of the generator programs used for production of simulated signal event samples. All generated events are processed through a full simulation of the CMS detector based on GEANT4 [19], a trigger emulation, and the event reconstruction chain.

All simulated event samples are normalized to the integrated luminosity of the recorded data. The simulation of pileup is included in all event samples by superimposing simulated minimum bias interactions onto all simulated events. For the data set used, the average number of interactions per bunch-crossing after selection is about 20, with a maximum of 55.
3.1 Sequential standard model W’ boson

The SSM [4] has been used as a benchmark model for experimental W’ boson searches for more than two decades. The Feynman diagram for the production and decay of a W’ boson is depicted in Fig. 1 (left). In accordance with previous analyses, no interference with the SM W boson is considered.

In the SSM, the W’ boson is considered to be a heavy analogue of the SM W boson, with similar decay modes and branching fractions. These are modified by the presence of the t\bar{b} decay channel, which opens up for W’ boson masses above 180 GeV. Dedicated searches in the t\bar{b} channel are described in Refs. [20–22]. For this search, the given assumptions yield a predicted branching fraction (B) of about 8.5% for each of the leptonic channels studied. The width of a 1 TeV W’ boson would be about 33 GeV. Decays of the W’ boson via WZ are assumed to be suppressed. Dedicated searches for these decays can be found in Refs. [23, 24].

The signature of a W’ boson is a Jacobian peak in the transverse mass distribution, similar to that of the SM W boson, but at a higher mass. Because of constraints from the parton distribution functions (PDF) the phase space for production of very massive W’ bosons in pp collisions at 13 TeV is reduced, leading to a large fraction of such W’ bosons being produced off-shell, at lower masses.

The simulation of data samples in the SSM is performed at leading order (LO) with PYTHIA 8.212 [25], using the NNPDF2.3 PDF set [26, 27] and tune CUETP8M1 [28]. The simulated masses range from 400 GeV to 6 TeV, where the lower mass matches the beginning of the sensitive region as determined by the trigger thresholds. A W’ boson mass-dependent K-factor is used to correct for next-to-next-to-leading order (NNLO) QCD multijet cross sections, calculated using FEWZ 3.1 [29, 30]. The K-factor varies from 1.363 to 1.140.

3.2 Varying coupling strength

The W’ boson coupling strength, g_{W’}, is usually given in terms of the SM weak coupling strength g_W. If the W’ is a copy of the SM W boson, their coupling ratio is g_{W’}/g_W = 1 and the SSM W’ theoretical cross sections, signal shapes, and widths apply. However, different couplings are possible. Because of the dependence of the width of a particle on its coupling, and the consequent effect on the \(M_{T}\) distribution, a limit can also be set on the coupling strength. For this study, signal samples for a range of coupling ratios, g_{W’}/g_W = 10^{-2} to 3, are simulated in LO with MADGRAPH 5 (v1.5.11) [31]. These signals exhibit different widths as well as different cross sections. The generated distributions of the PYTHIA samples are reweighted to...
take into account the decay width dependence, thus providing the appropriate reconstructed $M_T$ distributions. For $g_W'/g_W = 1$ the theoretical LO cross sections apply and this coupling strength was used to compare the standard SSM samples with the reweighted ones, allowing the reweighting method to be verified. For $g_W'/g_W \neq 1$ the theoretical cross sections scale with the coupling strength squared.

3.3 Split-UED model

The leptonic final states under study may also be interpreted in the framework of universal extra dimensions with fermions propagating in the bulk, known as split-UED model [7,32]. This is a model based on an extended space-time with an additional compact fourth spatial dimension of radius $R$, and a bulk mass parameter of the fermion field in five dimensions, $\mu$. In this model all SM particles have corresponding Kaluza-Klein (KK) partners, for instance $W_{\text{KK}}^{(n)}$, where the superscript denotes the $n^{\text{th}}$ KK excitation mode. Only KK-even KK modes of $W_{\text{KK}}^{(n)}$ couple to SM fermions, owing to KK-parity conservation.

In the split-UED model the parameter $\mu$ is assumed to be non-zero, following Refs. [7,32]. The mass of the $W_{\text{KK}}^{(n)}$ is determined by $M(W_{\text{KK}}^{(n)}) = \sqrt{M_W + (n/R)}$, i.e., a larger radius ($R$) corresponds to smaller KK masses. The mass of KK fermions depends on the bulk mass parameter $\mu$. The product of the cross section of the $W_{\text{KK}}^{(n)}$ production and the branching fraction to standard model fermions goes to zero as $\mu$ goes to zero.

For the mode $n = 2$, the decay of $W_{\text{KK}}^{(2)}$ to leptons is kinematically identical to the SSM $W'$ boson decay, and the observed limits obtained from the $W' \to e\nu$ and $W' \to \mu\nu$ searches can be reinterpreted directly in terms of the $W_{\text{KK}}^{(2)}$ boson mass, taking into account the difference in widths in the simulation. The Feynman diagram in Fig. 1 (left) shows this process. The simulation is performed at leading order with PYTHIA 8.212. The mass-dependent K-factors from the SSM $W'$ interpretation are used. This is possible since the signal shapes of a $W_{\text{KK}}^{(2)}$ and a SSM $W'$ correspond to each other. The signal samples are generated with the parameters $1/R = 200$ to $3000$ GeV and $\mu = 50$ to $10000$ GeV. The $1/R$ range corresponds to the mass of $W_{\text{KK}}^{(2)}$ from approximately 400 to 6000 GeV.

3.4 RPV SUSY with scalar lepton mediator

This model assumes a SUSY scalar lepton ($\tilde{\ell}$) as a mediator, with subsequent R-parity and lepton flavor violating decay to a charged lepton and a neutrino [5,6]. The analysis studies the cases where a tau slepton decays to $e + \nu_\mu$ or to $\mu + \nu_e$. The Feynman diagram is depicted on the right of Fig. 1 for the two decay channels under study. While on the production side, the coupling is always a version of the hadronic-leptonic RPV coupling $\lambda_{3ij}'$ (which is the coupling to the third generation, in this case the tau slepton), the decay is governed by the leptonic RPV coupling $\lambda_{231}$ for the decay to $e + \nu_\mu$, and by $\lambda_{132}$ for the decay to $\mu + \nu_e$. The values of the couplings may be identical. Signal samples for a range of tau slepton masses, $M(\tilde{\tau})$, are simulated with MADGRAPH 5 (v1.5.14) at LO and no higher order effects are considered. Signals are simulated with the parameters $\lambda_{231}$, $\lambda_{132}$ and $\lambda_{3ij}' = 0.05$ to 0.5 for $M(\tilde{\tau}) = 400$ to 6000 GeV.

4 Event reconstruction

The models described in the previous section provide an event signature of a single high-$p_T$ lepton (electron or muon) and a particle that cannot be detected directly, giving rise to the exper-
mentally observed $p_T^{\text{miss}}$. This quantity is measured using a particle-flow (PF) technique [33], that combines measurements from all components of the CMS detector in order to produce particle candidates. The modulus of the vector $p_T$ sum of these candidates defines $p_T^{\text{miss}}$, which is corrected for the jet energy calibration [34, 35]. At high mass, the $p_T^{\text{miss}}$ is mainly determined by the high-$p_T$ lepton in the event.

Electrons are reconstructed as ECAL clusters that are matched to a central track and their identification has been optimized for high-$p_T$ values [36]. Electron candidates are required to be isolated, have an electron-like shape, and be within the acceptance region of the barrel ($|\eta| < 1.44$) or the endcaps ($1.56 < |\eta| < 2.50$). This acceptance region avoids the transition region between barrel and endcap parts of the ECAL. Electron isolation in the tracker is ensured by requiring the sum of $p_T$ to be less than 5 GeV for all tracks that are in close proximity to the track of the electron candidate and to originate from the same primary vertex. Only tracks that are within a cone of $\Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2} < 0.3$ around the electron candidate’s track are considered. The reconstructed vertex with the largest value of summed physics-object $p_T^2$ is taken to be the primary pp interaction vertex. The physics objects are the jets, clustered using the jet finding algorithm [15, 16] with the tracks assigned to the vertex as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the $p_T$ of those jets.

As in the tracker isolation calculation, in the calorimeters the sum of energy deposits within a cone $\Delta R < 0.3$ around the electron candidate’s direction is used as a measure of isolation. It is corrected for the mean energy contribution from additional pp collisions occurring within the same bunch crossing (pileup) [37]. To obtain sufficiently isolated electrons, this calorimeter isolation is required to be below a threshold of 3% of the electron’s transverse momentum. Additionally, the energy deposits in the hadron calorimeter within a cone of $\Delta R = 0.15$ around the electron’s direction must be less than 5% of the electron’s energy deposit in the ECAL. In order to differentiate between electrons and photons, properties of the track matched to the calorimeter measurement must be consistent with those of an electron originating from the primary vertex. Specifically, there must be $\leq 1$ hit missing in the innermost tracker layers, and the transverse distance to the primary vertex must be $< 0.02$ cm (barrel) or $< 0.05$ cm (endcap).

The muon system covers the pseudorapidity region $|\eta| < 2.4$. The reconstruction of muons is optimized for high-$p_T$ values [36]. Information from the inner tracker and the outer muon system are used together. Each muon track is required to have at least one hit in the pixel detector, at least six tracker layer hits, and segments with hits in two or more muon detector stations. Since segments are typically in consecutive layers separated by thick layers of steel, the latter requirement significantly reduces the amount of hadronic punch-through [38]. To reduce background from cosmic ray muons, each muon is required to have a transverse impact parameter of less than 0.02 cm and a longitudinal distance parameter of less than 0.5 cm with respect to the primary vertex. In order to suppress muons with mismeasured $p_T$, an additional requirement $\sigma_{p_T}/p_T < 0.3$ is applied, where $\sigma_{p_T}$ is the $p_T$ uncertainty from the muon track reconstruction. Muon isolation requires that the scalar $p_T$ sum of all tracks originating from the interaction vertex within a $\Delta R < 0.3$ cone around its direction, excluding the muon itself, is less than 10% of the muon’s $p_T$.

In order to determine any differences in the selection efficiencies between observed and simulated data, the efficiencies for both channels are measured using the “tag-and-probe” method [39], with samples of dilepton events from high-$p_T$ Z boson decays and high-mass Drell-Yan pairs. The overall efficiency in each case includes contributions from the trigger and the lepton reconstruction and identification criteria. The ratio of the efficiencies for data and simulation, denoted as the scale factor (SF), is determined for each channel separately. The SFs that match the electron identification and reconstruction efficiencies in data and simulation are 0.972 ± 0.006.
(barrel) and $0.983 \pm 0.007$ (endcap). The muon scale factors are also sensitive to differences between simulated samples and data, caused by radiative processes associated with muon interactions in the material of the detector. The corresponding SFs are applied as a function of $\eta$, with uncertainties covering possible lower efficiencies in data and dependent on the muon momentum that, for a muon momentum of 5 TeV, range from 3\% for $|\eta| < 1.6$ and up to 20\% for $1.6 < |\eta| < 2.4$.

5 Event selection

The event selection follows the approach used in previous CMS analyses [8,9]. Events are triggered with a single-electron (muon) trigger with trigger thresholds of lepton $p_T > 115$ (50) GeV. In addition, high-$p_T$ electrons may be triggered by a single-photon trigger with a threshold of 175 GeV for the photon $p_T$, which is used in a logical "OR" with the single-electron trigger. For the electron channel, the trigger SF is determined to be $0.989 \pm 0.003$ (barrel) and $0.996 \pm 0.003$ (endcap), respectively, for the combination of the single-electron and single-photon triggers. The muon trigger SF accounts for observed differences between the efficiencies in simulation and in data for particular regions of the detector, such as the transition region between the barrel and endcap muon detectors. The SF values, applied as a function of $\eta$, range from 0.92 to unity.

The minimum offline lepton $p_T$ must be above the lepton trigger threshold. For offline reconstruction, electrons are required to have $p_T > 130$ GeV and to have $|\eta| < 1.44$ or $1.56 < |\eta| < 2.50$. Muons must have $p_T > 53$ GeV and $|\eta| < 2.4$. Signal events are identified by the presence of an isolated high-$p_T$ lepton. Events with a second lepton with $p_T > 25$ GeV are rejected. In the electron channel, $p_T^{\text{miss}}$ is required to be above 150 GeV to avoid the mismodeled low-$p_T^{\text{miss}}$ region.

In the muon channel, the contribution from $t\bar{t}$ events is further reduced by rejecting events containing six or more jets or events with the leading jet having $p_T > 25$ GeV and $|\eta| < 2.5$, consistent with originating from a bottom quark, using the standard CMS b-tagging tools [40].

In the considered models, the lepton and $p_T^{\text{miss}}$ are expected to be nearly back-to-back in the transverse plane, and balanced in transverse momentum. To incorporate these characteristics in the analysis, additional kinematic criteria select events based on the ratio of the lepton $p_T$ to $p_T^{\text{miss}}$, requiring $0.4 < p_T/p_T^{\text{miss}} < 1.5$, and on the angular difference between the lepton and $p_T^{\text{miss}}$, with $\Delta \phi(\ell, p_T^{\text{miss}}) > 2.5 \approx 0.8 \pi$. The distributions of the lepton $p_T$ and $p_T^{\text{miss}}$ are depicted in Fig.\ref{fig:kinematic} separately for the electron (upper panels) and muon (lower panels) channels.

For simulated events passing all the selection criteria, the signal efficiency for an SSM W$'$ with no requirement on the reconstructed $M_T$ in the event, is maximal at a value of 0.75 (for both decay channels) for a W$'$ boson mass range 1.5–2.5 TeV, and decreases gradually to $\approx 0.60$ for larger and smaller masses. For larger masses, the increasing off-shell production displaces events to lower $M_T$, where the background is larger.

The resulting $M_T$ distributions for the analyzed data sets are shown in Fig.\ref{fig:mt} for the electron and muon channels. The minimum value of $M_T$ is determined by the trigger thresholds, resulting in a choice of $\sim 250$ and $\sim 100$ GeV in the electron and muon channels, respectively. Included in Fig.\ref{fig:mt} are the predicted $M_T$ distributions for the accepted SM events, separated into contributions from each background process, along with example signal distributions for the SSM W$'$, split-UED, and SUSY models. For the muon channel, a variable binning commensurate with the energy-dependent $M_T$-resolution is used. The expected systematic uncertainties in the pre-
Figure 2: Distributions in $p_T$ (left) and $p_T^{\text{miss}}$ (right), for the electron (upper row) and muon (lower row) for data and for expected SM backgrounds, after applying complete selection criteria. The QCD multijet background in the electron channel is derived from data. The background labelled as “diboson” includes WW, ZZ, and WZ contributions. Also shown are SSM $W'$ signal examples for the two indicated masses. The last bin shows the total overflow. The lower panel shows the ratio of data to prediction and the shaded band includes the systematic uncertainties.
dicted $M_T$ distributions are also shown. The numbers of signal and background events for a selected set of $M_T$ thresholds are shown in Table[1].

No significant excess over the SM expectation is observed in the $M_T$ spectrum. The highest transverse mass events observed have $M_T \sim 2.6$ and $M_T \sim 2.9$ TeV in the electron and muon channels, respectively.

![Figure 3: Observed $M_T$ distributions for the electron (left) and muon (right) channels after all selections. Signal examples for $W$ masses of 1.8 and 3.8 TeV, including detector simulation, are shown in both channels. In addition, signal examples for RPV SUSY and split-UED are depicted. The lower panel shows the ratio of data to prediction and the hatched band includes the systematic uncertainties. The last bin shows the total overflow.](image)

6 Background

Searching for deviations from the steeply falling $M_T$ spectrum requires an accurate background estimate at very high transverse masses. For the majority of background sources, the estimate is determined from simulation, based on samples with large event counts at high $M_T$. The primary source of background for all signals is the presence of off-peak, high transverse mass tails of the SM $W \to \ell \nu$ decays. Other backgrounds arise from multijet events from QCD processes, $t\bar{t}$ and single top quark production, and from Drell-Yan events. Contributions from dibosons ($WW, WZ, ZZ$) decaying to $e$ or $\mu$ are also considered.

The dominant and irreducible background is $W \to \ell \nu$ with $\ell = e, \mu$, and $\tau$. The $W \to \tau \nu$ process mostly contributes to the region of lower $M_T$ values in comparison to decays into the other lepton channels, because of the large fraction of the momentum carried away by the two neutrinos from the tau lepton decay. To estimate the dominant SM W boson background, several different $W \to \ell \nu$ samples are used: one is generated at next-to-leading order (NLO) by MADGRAPH5_aMC@NLO [41] with the NNPDF3.0 PDF set [42], describing the events with an off-shell W boson mass up to 100 GeV, and additional samples, covering the boson high-mass region (from 100 GeV onwards), are generated at LO with PYTHIA 8.212, tune CUETP8M1 and NNPDF2.3 PDF. Higher-order electroweak (EW) and QCD multijet corrections are evaluated in bins of $M_T$, following the procedure used in a previous CMS publication [9]. They are calculated using FEWZ 3.1 [29] [30] at NNLO QCD multijet precision and MCSANC 1.01 [43] at
Table 1: Expected and observed numbers of signal and background events, for a selected set of $M_T$ thresholds. Also shown are the total systematic uncertainties in the estimate of the event numbers. The signal yields are based on NNLO cross sections.

| $M_T > 1$ TeV | $M_T > 2$ TeV | $M_T > 3$ TeV | $M_T > 4$ TeV |
|---------------|---------------|---------------|---------------|
| Electron data | 200           | 2             | 0             | 0             |
| Sum of SM backgrounds | 213 ± 28       | 5.00 ± 0.96   | 0.260 ± 0.077 | 0.0163 ± 0.0078 |
| SSM W' M = 1.8 TeV | 5040 ± 770    | 25.9 ± 5.8    | 0.43 ± 0.44   | 0 ± 0         |
| M = 3.8 TeV     | 53 ± 13       | 40 ± 11       | 23.9 ± 8.4    | 0.44 ± 0.25   |
| M = 4.2 TeV     | 23.3 ± 7.3    | 17.6 ± 6.5    | 11.8 ± 5.4    | 3.4 ± 2.2     |
| Muon data       | 208           | 4             | 0             | 0             |
| Sum of SM backgrounds | 217 ± 20       | 6.0 ± 1.2     | 0.27 ± 0.21   | 0.02 ± 0.02   |
| SSM W' M = 1.8 TeV | 5345 ± 530   | 96 ± 14       | 2.5 ± 1.2     | 0 ± 0         |
| M = 2.4 TeV     | 1282 ± 120   | 577 ± 85      | 2.4 ± 1.2     | 0.10 ± 0.05   |
| M = 3.8 TeV     | 57 ± 6       | 42 ± 6        | 24 ± 12       | 2 ± 1         |
| M = 4.2 TeV     | 25 ± 3       | 19 ± 3        | 12 ± 6        | 3.6 ± 1.8     |

NLO electroweak precision. The resulting K-factors depend on $M_T$, being around 1.1 for $M_T = 400$ GeV and decreasing to around 0.8 for $M_T = 3$ TeV.

Top quark pair and single top quark production are other sources of high-$p_T$ leptons and $p_T^{miss}$, and these are generated with POWHEG 2.0 \[44–47\] in combination with PYTHIA 8.212, except for the s-channel of single top quark production, which is generated with MADGRAPH5_aMC@NLO in combination with PYTHIA 8.212. The tt category includes both semileptonic and dileptonic decay modes samples. A NNLO cross section calculation from Ref. \[48\] is used to rescale the NLO predictions. These events are largely rejected by requiring compatibility with a two body decay, but the remaining events can extend into the region of high $M_T$, as seen in Fig. 3.

Drell-Yan production of dileptons ($\ell = e, \mu$) constitutes a background when one lepton escapes detection. High mass Drell-Yan samples are generated with POWHEG at NLO, with parton showering and hadronization described by PYTHIA, using the CUETP8M1 tune and NNPDF3.0 PDF set.

Contributions from dibosons are derived from inclusive samples (WW, ZZ, including all possible final states), generated with PYTHIA 8.2.1.2 with the tune CUETP8M1 and the NNPDF2.3 LO PDF set, and exclusive samples (WW $\rightarrow \ell\nu qq$, WW $\rightarrow 4q$, WW $\rightarrow \ell\ell\nu\nu$, with $\ell = e, \mu, \tau$), generated with POWHEG. The inclusive (exclusive) normalizations are scaled to NLO (NNLO) cross sections \[49–51\].

In the electron channel, a $\gamma$+jet event sample, generated with MadGraph 5 MLM \[52\] at LO, is used to estimate the effects of photons misidentified as electrons.

The misidentification of jets as leptons is a possible source of background for this search. While the contribution of QCD multijet events to the muon channel is negligible, a small contribution to the electron channel remains after event selection. For the latter, the shape and normalization of the QCD multijet background is derived from data and included in the final background estimate shown in Fig. 3.

A QCD multijet template is obtained from the events in which the electron candidate fails the isolation requirement but where all other event requirements are met. QCD multijet template
events are scaled with normalization factors from an independent control region, defined by the requirement $p_T/p_T^{\text{miss}} > 1.5$, where multijet production is dominating. In this region, the ratio of ‘tight’ events (electron candidates that passes all requirements of a well-isolated electron) to ‘loose’ events (all events in the region) is measured as a function of electron $p_T$. The resulting normalization factor for QCD multijet template events is applied to non-QCD subtracted data. This procedure results in ratios from about 10% for $p_T=200$ GeV down to 1% for $p_T > 600$ GeV, and represents the percentage of jets that are misreconstructed as electrons. An uncertainty of 40% in this estimate is obtained by comparing data to predictions from simulation, and is assigned to this small background contribution.

7 Systematic uncertainties

The mismeasurement of lepton energy or momentum, arising from both detector resolution and imperfect scale calibration, will result in a smearing of the $M_T$ spectrum. For each source of uncertainty, shifts of $\pm 1\sigma$ are applied to the simulated data. The kinematic distributions of the objects ($e, \mu, p_T^{\text{miss}}$) and $M_T$ are recalculated, and the kinematic selection is reapplied.

The systematic uncertainty in the electron energy scale is estimated to be 0.4 (0.8)% in the barrel (endcaps). For the electron energy resolution uncertainty, an additional Gaussian smearing of 1.2 (2.4)% for the barrel (endcap) region is applied to the simulation [53] to reflect the observed behaviour of the calorimeter.

The muon transverse momentum scale uncertainty is estimated by studying the curvature of muon tracks in different regions of $\eta$ and $\phi$, using high-$p_T$ muons from cosmic ray data [38] and dimuon events from high-$p_T$ Z boson decays from collision data, together with corresponding simulation samples. These studies indicate the absence of a significant curvature bias in the central $\eta$ region ($|\eta| < 1.2$), within an uncertainty of 0.025/ TeV. In more forward regions, especially for $|\eta| > 2.1$, and in particular muon $\phi$ zones, values of the scale bias different from zero are found. The mean value of the modification in the simulated $p_T$ coming from these scale biases is used as an estimate of the uncertainty, for $p_T > 200$ GeV. This uncertainty is propagated to $p_T^{\text{miss}}$ and $M_T$.

The uncertainty in the muon momentum measurement derives from the smallness of curvature of tracks for high-$p_T$ muons, while the energy of the electrons, measured in the crystal calorimeter, has a smaller uncertainty. The muon $p_T$ resolution in data at high-$p_T$ values is well reproduced by the simulation within an uncertainty of $\pm 1(2)$% in the barrel (endcap) region and no additional smearing is implemented.

The overall uncertainty in the determination of $p_T^{\text{miss}}$ in each event is derived from the individual uncertainties assigned to the objects (jets, e, $\mu$, $\tau$, $\gamma$, and unclustered energy) obtained from the PF algorithm. The contribution of each object type is varied according to its uncertainty. In addition, an uncertainty of 10% in the $p_T$ is used for the unclustered energy. This uncertainty is propagated to the PF $p_T^{\text{miss}}$ [35]. The quadratic sum of the individual uncertainties gives the overall uncertainty in the PF $p_T^{\text{miss}}$.

In addition to the cross section uncertainties, two further contributions play a role in the background prediction uncertainties. For the dominant W boson production, the uncertainties associated with the method chosen to calculate the K-factor are considered, amounting to $\pm 5\%$. The effect of even higher order corrections is expected to be small and therefore is not considered. For the QCD multijet background prediction, an uncertainty of 40% is used as described in Section 6.
The theoretical uncertainty related to the choice of PDF set was estimated using the PDF4LHC recommended procedure \[54\]. After reweighting the background samples with different PDF sets, the envelopes of their error bands are taken as the uncertainty. The values increase with $M_T$, ranging from an uncertainty of 1% at $M_T \approx 300$ GeV to 20% at $M_T \approx 3$ TeV.

The efficiency scale factors defined in Section 4 are assigned uncertainties that take into account the determination method and the extrapolation to high $M_T$.

The simulated distribution of pp collision vertices per bunch crossing is reweighted to the distribution measured in data. The uncertainty due to this reweighting method is treated as the systematic uncertainty of the pileup simulation. The effect on the background event yield from this uncertainty is smaller than 5%.

The estimated uncertainty in the integrated luminosity measurement is 2.5% \[55\].

8 Interpretation of the results

No significant deviation from the SM expectation is observed in either channel and exclusion limits on the production cross sections of the theoretical models from Section 3 are calculated. All limits presented here are at 95% CL.

The signal search is performed using the binned $M_T$ distribution, obtained after the complete event selection, taking into account the shape and normalization of the signal and backgrounds. As shown in Fig. 3, signal events are expected to be particularly prominent at the upper end of their $M_T$ distribution, where the expected SM background is low. The final $M_T$ distributions are presented in Fig. 3 for electron and muon channels, and together with the detailed systematic uncertainties described in Section 7.

8.1 Statistical analysis

Upper limits on the product of the production cross section and branching fraction $\sigma_{W'} B(W' \to \ell \nu)$, with $\ell = e$ or $\mu$, are determined using a Bayesian method \[56\] with an uniform positive prior probability distribution for the signal cross section. Systematic uncertainties in the expected signal and background yields are included either via nuisance parameters with log normal prior distributions or with the shape of the distribution included through the use of a binned likelihood (multi-bin counting). For the SSM $W'$ and split-UED models, the limits are obtained from the entire $M_T$ spectrum for $M_T > 220$ GeV, as displayed in Fig. 3 using the multi-bin counting method. This procedure is performed for different values of parameters of each signal, to obtain limits in terms on these parameters, such as the $W'$ boson mass.

To determine a model-independent upper limit on the product of the cross section and branching fraction, all events above a threshold $M_{T_{\text{min}}}$ are summed. From the number of background events, signal events, and observed data events, the cross section limit can be calculated. When the background is low, this method has good sensitivity, comparable to that of the multi-bin approach. The resulting limit can be reinterpreted for other models with a lepton and $p_T^{\text{miss}}$ in the final state. One example application is given in this paper, where limits on specific RPV SUSY processes are derived.

8.2 Model-independent cross section limit

A model-independent cross section limit is determined using a single bin ranging from a lower threshold on $M_T$ to infinity. No assumptions on the shape of the signal $M_T$ distribution have to be made other than that of a flat product $A \epsilon$ of acceptance and efficiency as a function of
$W'$ mass. In order to determine any limit for a specific model from the model-independent limit shown here, only the model-dependent part of the efficiency needs to be applied. The experimental efficiencies for the signal are already taken into account, including the effect of the kinematic selection (the cuts on $p_T/p_T^{\text{miss}}$ and $\Delta\phi$), the geometrical acceptance (cut on $\eta$), and the trigger threshold.

A factor $f_{M_T}$ that reflects the effect of the threshold $M_T^{\text{min}}$ on the signal is determined by counting the events with $M_T > M_T^{\text{min}}$ and dividing it by the number of generated events. For $M_T > 400 \text{ GeV}$ the reconstruction efficiency is nearly constant, therefore $f_{M_T}$ can be evaluated at generator level. For lower $M_T$, a very slight ($<1\%$) difference is expected due to the single-lepton trigger threshold (in particular the 130 GeV threshold for electrons). A limit on the product of the cross section and branching fraction $(\sigma B A \epsilon)_{\text{excl}}$ can be obtained by dividing the excluded cross section of the model-independent limit $(\sigma B A \epsilon)_{\text{MI}}$ given in Fig. 4 by the calculated fraction $f_{M_T}(M_T^{\text{min}})$:

$$(\sigma B A \epsilon)_{\text{excl}} = (\sigma B A \epsilon)_{\text{MI}}(M_T^{\text{min}}) / f_{M_T}(M_T^{\text{min}}).$$

Models with a theoretical cross section $(\sigma B)_{\text{theo}}$ larger than $(\sigma B)_{\text{excl}}$ can be excluded. The procedure described here can be applied to models that exhibit back-to-back kinematics similar to those of a generic $W'$, which is a reasonable assumption for a two-body decay of a massive state. If the kinematic properties are different, the fraction of events $f_{M_T}(M_T^{\text{min}})$ needs to be determined for the model considered. The results for the electron and muon channels are shown separately in Fig. 4. The results depend strongly on the threshold $M_T^{\text{min}}$. In both channels, cross section values $\sigma B A \epsilon$ between $40-50 fb$ (for $M_T^{\text{min}} > 400 \text{ GeV}$) and $0.1 fb$ ($M_T^{\text{min}} > 3 \text{ TeV}$) are excluded for the $M_T^{\text{min}}$ thresholds given in brackets.

![Figure 4: Cross section upper limits at 95% CL on the effective cross section $\sigma(W') B(W' \to l'\nu) A \epsilon$ above a threshold $M_T^{\text{min}}$ for the individual electron (left) and muon (right) channels. Shown are the observed limit (solid line), expected limit (dashed line), and the expected limit $\pm 1$ and $\pm 2$ standard deviation (s.d.) intervals.](image)

### 8.3 Limits on an SSM $W'$ boson

The search for an SSM $W'$ boson yields limits on the product of the cross section and branching fraction for the electron and muon channels. The multi-bin method is used to determine the 95% CL upper cross section limits, shown in Fig. 5. The indicated theoretical cross sections are the NNLO values for the lepton+$p_T^{\text{miss}}$ channel, as detailed in Section 3, and are the same for both channels. The PDF uncertainties are shown as a thin band around the NNLO cross section.
The central value of the product of the theoretical cross section and branching fraction is used for deriving the mass limit. Values of the $W'$ mass below 4.9 TeV (expected limit is 5.0 TeV) and 4.9 TeV (expected limit is 4.9 TeV) are excluded in the electron and muon channel, respectively. Also shown in Fig. 5 are theoretical cross sections for a number of interpretations. For the benchmark SSM model, the displayed NNLO theoretical cross section includes the branching fraction to an electron or muon, as appropriate.

When combining both channels, the exclusion limit increases to 5.2 TeV (expected limit is 5.2 TeV), as depicted in Fig. 6. This is a significant improvement over the previous 13 TeV result [9] of 3.6 TeV and 3.9 TeV in the electron and muon channels, respectively. For high $W'$ masses (around 5 TeV and higher), the mass limit becomes less stringent because of the increasing fraction of off-shell production. For high masses, the search sensitivity is limited by the amount of data available at present and will improve in future. The one and two standard deviation bands in the figures represent the systematic uncertainties as described in Section 7.

8.4 Limits on the coupling strength

The limit on the cross section depends on both the mass range of a potential excess and the width. Because of the relation between the coupling of a particle and its width, a limit can also be set on the coupling strength.

In order to compute the limit for couplings other than $g_{W'}/g_W = 1$, reweighted samples are used that take into account the appropriate signal width and the differences in reconstructed $M_T$ shapes. For $g_{W'}/g_W = 1$ the theoretical LO cross sections apply.

Based on the $M_T$ distribution of data after all selections, shown in Fig. 3, a cross section limit as a function of the coupling is determined for each mass point. The procedure is repeated for the full range of $W'$ masses and the corresponding intersection points provide the input for

![Figure 5: Expected (dashed line) and observed (solid line) 95% CL limits in the SSM interpretation for the electron (left) and muon (right) channels. The shaded bands represent the one and two standard deviation (s.d.) uncertainty bands. Also shown are theoretical cross sections for the SSM benchmark model (black with a grey band for the PDF uncertainties) and split-UED (red and blue solid lines) interpretations.](image-url)
the exclusion limit on the coupling strength $g_{W'}/g_W$ as a function of the $W'$ mass, as shown in Fig. 7. Everything above the experimental limit is excluded. For low masses, weak couplings down to nearly $10^{-2}$ are excluded.

8.5 Interpretation in the split-UED model

The UED model is parameterized by the quantities $R$ and $\mu$, which are the radius of the extra dimension and the bulk mass parameter of the fermion field in five dimensions. The lower limits on the mass for $n = 2$ can be directly translated from the SSM $W'$ limit into bounds on the split-UED parameter space $(1/R, \mu)$, as the signal shape and signal efficiency are identical to the SSM $W'$ signal. The split-UED limits are displayed in Fig. 8, separately for each channel as well as the combination. The observed experimental limits on the inverse radius of the extra dimension $R$ are 2.8 TeV (electrons) and 2.75 TeV (muons) at $\mu \approx 10$ TeV. For the combination,
a limit on $1/R$ of 2.9 TeV is obtained for $\mu \geq 4$ TeV. For comparison, the observed limit on $1/R$ from the 8 TeV analysis [8] based on the combination of electron and muon channels is 1.8 TeV.

Figure 8: Exclusion limit in the plane ($\mu$, $1/R$) for the split-UED interpretation for the $n = 2$ case in the electron (left) and muon (middle) channels, respectively. On the right, the result for the combination of both channels is shown. The expected limit is depicted as a dashed line and the experimentally excluded region as a solid black line (filled as a yellow area). For comparison, the 8 TeV result from Ref. [8] is given as a red, dotted line.

### 8.6 Limits on RPV SUSY

An alternative interpretation assumes a $\tau$ slepton as a mediator, with distinct RPV SUSY couplings at the production and decay vertices, as detailed in Section 3.4. This result is obtained using the model-independent limit, and illustrates its power. The couplings are defined in Fig. 1. While $\lambda'_{3ij}$ is common to both decay channels, the coupling at the decay is either $\lambda_{231}$ (for $e + \nu_\mu$) or $\lambda_{132}$ (for $\mu + \nu_e$). This signal has a slightly different shape compared to the SSM $W'$, a sharper Jacobian peak and essentially no off-shell part at high mediator masses affecting the signal efficiency. In particular at low masses, the tau slepton signal efficiency is higher. Applying the procedure from Section 8.2, the fraction of events $f_{M_T}$ is determined for the $\tau$ slepton model at generator level and a correction with respect to the SSM $W'$ is applied. For a $\tau$ slepton mass of 3.6 TeV, as a function of $M_{min}$, representative values are: $f_{M_T}$ is 0.99 (400 GeV < $M_{min}$ < 750 GeV), 0.90 ($M_{min} = 1650$ GeV), and 0.82 ($M_{min} = 2100$ GeV). Exclusion limits on $\lambda_{231}$ and $\lambda_{123}$ as a function of the mediator mass for a number of coupling values $\lambda'_{3ij}$ are shown in Fig. 9.

### 9 Summary

A search for high-mass resonances in the lepton plus the missing transverse momentum final state in proton-proton collisions at $\sqrt{s} = 13$ TeV has been performed, using a data sample corresponding to an integrated luminosity of 35.9 fb$^{-1}$. No evidence for new physics is observed when examining the transverse mass distributions in the electron and muon channels. These observations are interpreted as 95% confidence limits on the parameters of several models.

The exclusion limits on a sequential standard model-like $W'$ are calculated to be 4.9 (4.9) TeV in the individual electron (muon) channels. A combination of both channels increases the limit to 5.2 TeV, assuming standard model couplings. Additionally, variations in the coupling strength are studied and couplings above $2 \times 10^{-2}$ are excluded for low $W'$ masses. These results are also applied to the split universal extra dimension model, and the inverse radius of the extra dimension $1/R$ is constrained by this analysis to be above 2.9 TeV.
Figure 9: Observed (solid line) and expected (dashed line) exclusion limits for different couplings in the model with a τ slepton as a mediator. The couplings $\lambda'_{3ij}$, $\lambda_{231}$, and $\lambda_{132}$ are defined in Fig. 1. Results are shown for the final states consisting of $e + \nu_\mu$ on the left and $\mu + \nu_e$ on the right.

These results are presented in a model-independent form, making possible their interpretation in a number of other models. An example of this application is given using a supersymmetric model with R-parity violation, and a tau slepton mediator with flavor-violating decays into either $e + \nu_\mu$ or $\mu + \nu_e$. Limits on the coupling strengths at the decay vertex have been derived as a function of the mediator mass, for various values of the coupling at the production vertex $\lambda'_{3ij}$. 
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