Dyslipidemia has been recognized as a major risk factor for several diseases, and early prevention and management of dyslipidemia is effective in the primary prevention of cardiovascular events. The present study aims to develop risk models for predicting dyslipidemia using Random Survival Forest (RSF), which take the complex relationship between the variables into account.

Methods: We used data from 6328 participants aged between 19 and 90 years free of dyslipidemia at baseline with a maximum follow-up of 5 years. RSF was applied to develop gender-specific risk model for predicting dyslipidemia using variables from anthropometric and laboratory test in the cohort. Cox regression was also adopted in comparison with the RSF model, and Harrell’s concordance statistic with 10-fold cross-validation was used to validate the models.

Results: The incidence density of dyslipidemia was 101/1000 in total and subgroup incidence densities were 121/1000 for men and 69/1000 for women. Twenty-four predictors were identified in the prediction model of males and 23 in females. The C-statistics of the prediction models for males and females were 0.731 and 0.801, respectively. The RSF model shows better discriminative performance than CPH model (0.719 for males and 0.787 for females). Moreover, some predictors were observed to have a nonlinear effect on dyslipidemia.

Conclusion: The RSF model is a promising method in identifying high-risk individuals for the prevention of dyslipidemia and related diseases.
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Introduction

Dyslipidemia has been recognized as a major and modifiable risk factor for the development of cardiovascular diseases (CVD), which is a leading cause of mortality worldwide. The prevalence of dyslipidemia has increased continuously during the past decade especially in developing countries due to diet and lifestyle changes with the rapid economic growth. Several studies have indicated that early prevention and management of dyslipidemia is effective in the primary prevention of cardiovascular events, which provide a considerable opportunity to reduce the disease burden and provide great social value. Therefore, it is essential to identify subjects at high risk of lipid conditions in the prevention of dyslipidemia and associated cardiovascular diseases.

Several studies have identified individual risk factors of dyslipidemia and developed risk models depending on the questionnaire including dietary, lifestyle, anthropometric data and genetic markers. However, researches on dyslipidemia prediction were mainly based on cross-sectional studies for disease diagnosis and
screening. Cross-sectional study could only provide a snapshot of the disease information that is inferior to cohort study with respect to risk assessment. In this regard, it is more preferable to use appropriate survival models based on cohort study to predict the risk of dyslipidemia at any time-point in the next few years. Cox proportional hazard model (CPH) has been commonly employed in a cohort study to identify the risk factors and construct the prediction model using time-to-event data.\textsuperscript{11,12} CPH is an intuitive regression model that can be used to identify the predictors and presents the importance of the variables using hazard ratios. However, Cox regression subjects to restrictive assumptions such as proportionality of hazards and linearity, and the prediction performance is not reliable when the assumptions are not satisfied.\textsuperscript{13,14} In addition, although the interaction term of the variables can be added in the regression model, the complex relationship with nonlinear effects between the variables is difficult to be considered. It has been demonstrated the Cox regression model suffers from high variance when the model is very complicated.\textsuperscript{15} Thus, it would be critical to enhance the performance of the prediction models using techniques that require little assumption.

Random Survival Forests (RSF) are data-driven learning algorithm to analyze right-censored survival data.\textsuperscript{16} It is fully nonparametric that requires no restrictive assumption, and can automatically deal with the nonlinear effects and high-level interactions among the variables. RSF can also be applied to select or rank variables and has been successfully applied in risk prediction for several diseases.\textsuperscript{17-19} Moreover, RSF has another advantage of handling missing values by using multiple imputation strategy. To the best of our knowledge, though the promising performance of RSF compared to Cox regression has been illustrated in different studies, there is no attempt to use RSF in dyslipidemia prediction. Therefore, the present study aimed to develop risk prediction model for dyslipidemia using random forest survival model based on routine health check-up cohort. Cox regression model was also conducted to compare the performance with the proposed RSF model.

**Method**

**Study Population**
The study cohort was based on the routine health check-up system in Center for Health Management of Shandong Provincial Qianfoshan Hospital. To be eligible, participants must have their first check-ups between 2010 and 2015 and with at least three health checks in the 5-year follow-up. Individuals who had been diagnosed as having dyslipidemia, diabetes, cardiovascular disease, hepatitis, renal dysfunction, or hypothyroidism at baseline were excluded. A total of 6328 participants were eligible for this study. Following the 2016 Chinese guideline for the management of dyslipidemia in adults issued by joint committee,\textsuperscript{20} dyslipidemia was defined as having triglycerides (TG) $\geq$ 2.3mmol/L, and/or low-density lipoprotein cholesterol (LDL-C) $\geq$ 4.1 mmol/L, and/or total cholesterol (TC) $\geq$ 6.2 mmol/L, and/or high-density lipoprotein cholesterol (HDL-C) $\leq$ 1.0 mmol/L.

**Study Variables**
All individuals in the study cohort underwent anthropometric and laboratory tests. The anthropometric tests included height, weight, and blood pressure. Height and weight were measured with light clothing without shoes, and body mass index (BMI) was calculated as weight (kg) divided by squared height (m). Systolic blood pressure (SBP) and diastolic blood pressure (DBP) were measured on the right arm from a sitting position after a five-min rest. Peripheral blood samples were collected from subjects after an overnight fast for measuring the following variables: fasting blood-glucose (FBG), total cholesterol (TC), low-density lipoprotein cholesterol (LDL-C), high-density lipoprotein cholesterol (HDL-C), triglycerides (TG), gamma-glutamyl transpeptidase (GGT), alanine transaminase (ALT), aspartate transaminase (AST), red blood cell count (RBC), white blood count (WBC), hematocrit (HCT), absolute lymphocyte count (ALC), absolute monocytes count (AMC), mean platelet volume (MPV), hemoglobin (HGB), neutrophil granulocyte (GRA), mean corpuscular hemoglobin (MCH), platelet large cell ratio (P-LCR), serum creatinine (SCr), blood urea nitrogen (BUN), blood uric acid (BUA). All measurements were conducted following same and standard procedures. This study was approved by the Ethics Committee of Shandong Provincial Qianfoshan Hospital, and written informed consent was obtained from all eligible participants. The study was carried out in accordance with the principles of the Declaration of Helsinki.

**Statistical Analysis**
Baseline characteristics were assessed for participants with and without incident dyslipidemia diagnosis during the follow-up and described as means (SD) for continuous
variables and proportions for categorical variables. We compared the baseline characteristics using t-test for continuous variables and chi-square test for categorical variables.

Random Survival Forest is an extension of random forest which was designed for right-censored time-to-event data. The Random Forest is a collection of decision trees using bootstrap samples from the training dataset which reduces the variance and improves the prediction performance. In this method, 1000 bootstrap samples are randomly drawn from the training dataset to grow an independent tree. Each bootstrap sample consists approximately 63% of the observations and remains the left 37% as the Out-of-Bag (OOB) sample, which can be used to validate the model.10 Tree node splitting was implemented according to maximizing survival differences between child nodes. Survival time and status of the participants were considered as the response variables. Although RSF is capable of utilizing all variables to construct the prediction model, the prediction accuracy of the RSF may decrease with deep tree growing. We applied variable importance (VIMP), a variable selection algorithm widely used in RSF, to avoid overfitting problem and to gain more prediction accuracy with a smaller number of variables. In short, the VIMP is defined as the difference in OOB prediction error before and after permutation.21 The positive VIMP value indicates one variable improves predictive accuracy, while negative value means adverse effect in the prediction. Thus, we ignored variables with negative value and construct the final RSF using the variables with the positive values. Cox proportional hazards model was also conducted to compare the performance with the RSF model. Ten-fold cross-validation technique was employed to validate the models. Harrell’s concordance statistic (C-statistic) was used to compare the discrimination performance of the two models, which is related to the area under the ROC curve.22 RSF and Cox regression were performed with R package “randomForestSRC” and “cph,” respectively.

Table 1 summarizes the baseline characteristics of participants with and without incident dyslipidemia diagnosis during follow-up. Overall, compared to individuals who were not diagnosed as dyslipidemia, participants who developed dyslipidemia were more likely to be male (55% vs 73%, P value < 0.001), with lower HDL-C, MPV, P-LCR, and with higher age, SBP, DBP, BMI, TC, TG, LDL-C, FBG, GGT, ALT, AST, ALC, AMC, RBC, HCT, MCH, HGB, GRA, WBC, Scr, BUA, BUN at baseline, and all the differences were statistically significant.

Figure 1 depicts Kaplan-Meier survival estimates comparing males and females. As shown in Figure 1, there is an obvious difference between male with female participants, and the prediction models were subsequently constructed by males and females, respectively.

Table 1 Baseline Characteristics by Incident Dyslipidemia Status

| Variables | Non-Dyslipidemia | Dyslipidemia | P value |
|-----------|------------------|--------------|---------|
| Gender, males | 2257(55%) | 1628(73%) | <0.001 |
| Age | 42.57(±13.846) | 45.86(±13.589) | <0.001 |
| SBP | 123.36(±17.697) | 128.87(±17.804) | <0.001 |
| DBP | 77.62(±11.254) | 81.29(±11.439) | <0.001 |
| BMI | 22.07(±3.219) | 24.82(±3.119) | <0.001 |
| TC | 45.64(±6.37) | 49.59(±0.71) | <0.001 |
| TG | 0.90(±0.319) | 1.18(±0.337) | <0.001 |
| HDL-C | 1.70(±0.321) | 1.54(±0.317) | <0.001 |
| LDL-C | 2.39(±0.518) | 2.86(±0.501) | <0.001 |
| FBG | 5.08(±0.582) | 5.25(±0.578) | <0.001 |
| GGT | 21.14(±18.182) | 28.40(±23.447) | <0.001 |
| ALT | 19.27(±13.605) | 23.67(±22.528) | <0.001 |
| AST | 19.92(±7.528) | 21.03(±10.599) | <0.001 |
| ALC | 2.14(±0.559) | 2.24(±0.584) | <0.001 |
| AMC | 0.32(±0.106) | 0.34(±0.109) | <0.001 |
| RBC | 4.71(±0.441) | 4.86(±0.425) | <0.001 |
| HCT | 0.42(±0.039) | 0.43(±0.037) | <0.001 |
| MCH | 30.26(±1.868) | 30.40(±1.853) | 0.005 |
| MPV | 10.48(±0.80) | 10.42(±0.796) | 0.006 |
| HGB | 142.62(±15.177) | 147.91(±14.636) | <0.001 |
| GRA | 3.22(±1.051) | 3.42(±1.130) | <0.001 |
| WBC | 5.85(±3.89) | 6.18(±4.47) | <0.001 |
| P-LCR | 28.63(±6.655) | 28.19(±6.638) | 0.0123 |
| SCR | 67.36(±13.959) | 71.40(±13.693) | <0.001 |
| BUA | 303.57(±77.771) | 336.97(±78.211) | <0.001 |
| BUN | 4.99(±1.223) | 5.28(±1.225) | <0.001 |

**Results**

**Dyslipidemia Incidence**

A total of 6328 participants were included in our study among which 3885 (61%) were male and 2443 (39%) were female. The incidence density of dyslipidemia was 101/1000 and subgroup incidence densities were: 121/1000 for men; 69/1000 for women. The mean (SD) age for males and females was 45 (14.41) and 41 (12.53), respectively.
the prediction error rates for ensemble cumulative hazard function in males and females. The prediction errors are both stable when the number of trees in the forest comes to 1000, and the error rate in females is smaller than that in males. As shown in Figure 2B and D, for males, all the variables except BUN have positive VIMP values indicating the predictive power of the RSF model is dependent on those variables. The most predictive variables for men include baseline LDL-C, TC, TG, HDL-C, BMI and GGT. For females, the non-predictive variables are those with negative values including P-LCR and AST. Baseline LDL-C, TC, TG, HDL-C, age and FBG are the most important variables in the prediction model for women. The C-statistics of the RSF prediction model are 0.731 and 0.801 for males and females, respectively.

**Risk Model with CPH model**

Gender-specific CPH model for predicting dyslipidemia was conducted in comparison with the RSF model. For males, the significant variables in the final prediction

---

**Figure 1** Kaplan-Meier survival estimates with shaded 95% confidence band comparing male with female participants.
model included age, BMI, TC, TG, HDL-C, LDL-C, GGT, ALT, GRA, and WBC. For females, the prediction model included age, TC, TG, HDL-C, LDL-C, GGT, GRA, and AMC. Table 2 shows the regression coefficient and hazard ratios of the prediction models for both males and females. Figure 3 shows the partial plots of the top four predictors on the 3-year survival probability of the RSF model. The four predictors including baseline TC, TG, HDL-C, and LDL-C appear to have a non-linear relationship to survival, and similar trends can be found for most of the predictors (Supplementary Figures). As shown in Table 3, the C-statistics are 0.719 and 0.787 for males and females, respectively, which are slightly lower than those of RSF.

**Discussion**

In this study, the total incidence of dyslipidemia in males is greater than that in females, and the Kaplan-Meier survival estimates of men vary apparently from women.
This finding of gender-related differences is in agreement with the result of other studies.\textsuperscript{23,24} Plausible explanation for this could be attributed to different levels of circulating sex hormones, specifically androgens and estrogens in males and females. Thus, we developed the prediction model for males and females, respectively.

According to the results, RSF identified baseline lipoprotein profiles including TC, TG, HDL-C and LDL-C as the four top most important predictors of dyslipidemia in both males and females with a different order, and the LDL-C is the most important predictors in the two groups. This is a reasonable result that unhealthy current plasma lipoprotein profiles will lead to dyslipidemia in the future. We also found the dyslipidemia is age-dependent especially in females. The fifth most important variable of RSF was age in females and BMI in males, which has been reported as risk factors for dyslipidemia in other studies.\textsuperscript{15,25,26} Most of the predictors contributed to the prediction model in the present study are consistent with previous researches. The four baseline lipoprotein variables were also statistically significant using Cox regression model, while the most important variable affected cumulative incidence probabilities were HDL-C and LDL-C in males and females, respectively.

In the present study, the RSF model identified a larger number of variables than the CPH model. Variable selection algorithm like stepwise method was commonly employed to select important variables in advance in Cox regression models, since too many variables with complex relationships would influence the efficiency and lead to an unstable performance. While random survival forest is not a parsimonious algorithm, and a larger number of variables can be used for the survival analysis directly. RSF is completely data-driven that can automatically deal with the complex relationship between the variables and seek a best model that explained the data. For tree growing, the correlation of the variables was interrupted since correlated variables are selected independently to split nodes.\textsuperscript{19}

| Variables | Coefficient | Wald Z | P value | HR | Lower | Upper |
|-----------|-------------|--------|---------|----|-------|-------|
| **Males** |             |        |         |    |       |       |
| Age       | 0.1094      | 2.10   | 0.0359  | 1.1156 | 1.0072 | 1.2357 |
| BMI       | 0.0214      | 2.46   | 0.0138  | 1.0216 | 1.0044 | 1.0391 |
| TC        | 0.5417      | 4.88   | <0.0001 | 1.7189 | 1.3826 | 2.1372 |
| TG        | 0.6834      | 7.74   | <0.0001 | 1.9805 | 1.6638 | 2.3548 |
| HDL-C     | -1.6065     | -9.88  | <0.0001 | 0.2060 | 0.1459 | 0.2758 |
| LDL-C     | 0.4307      | 3.07   | 0.0021  | 1.5384 | 1.1685 | 2.0253 |
| GGT       | 0.0033      | 2.64   | 0.0082  | 1.0033 | 1.0008 | 1.0057 |
| ALT       | 0.0053      | 2.16   | 0.031   | 1.0053 | 1.0005 | 1.0101 |
| AST       | -0.0108     | -1.94  | 0.0526  | 0.9893 | 0.9785 | 1.0001 |
| ALC       | 0.3683      | 1.82   | 0.0689  | 1.4453 | 0.9719 | 2.1494 |
| AMC       | 0.6764      | 1.92   | 0.0548  | 1.9667 | 0.9861 | 3.9225 |
| GRA       | 0.4250      | 2.17   | 0.0300  | 1.5296 | 1.0421 | 2.2451 |
| WBC       | -0.3862     | -2.00  | 0.0452  | 0.6796 | 0.4657 | 0.9919 |
| P-LCR     | -0.0072     | -1.86  | 0.0628  | 0.9928 | 0.9853 | 1.0004 |
| BUN       | 0.0333      | 1.59   | 0.1120  | 1.0339 | 0.9923 | 1.0772 |

| **Females** | | | | | | |
| Age        | 0.5834      | 6.24   | <0.0001 | 1.7921 | 1.4919 | 2.1528 |
| TC         | 0.4421      | 2.45   | 0.0142  | 1.5559 | 1.0929 | 2.1252 |
| TG         | 0.7157      | 5.14   | <0.0001 | 2.0457 | 1.5572 | 2.6874 |
| HDL-C      | -0.7848     | -3.18  | 0.0015  | 0.4562 | 0.2813 | 0.7399 |
| LDL-C      | 0.8003      | 3.62   | 0.0003  | 2.2262 | 1.4437 | 3.4330 |
| GGT        | 0.0072      | 3.98   | <0.0001 | 1.0073 | 1.0037 | 1.0108 |
| GRA        | 0.1145      | 2.59   | 0.0096  | 1.1213 | 1.0283 | 1.2228 |
| ALC        | 0.1275      | 1.62   | 0.1058  | 1.1360 | 0.9733 | 1.3260 |
| AMC        | -0.0170     | -1.96  | 0.0495  | 0.3617 | 0.1311 | 0.9980 |
| BUN        | 0.0592      | 1.55   | 0.1213  | 1.0610 | 0.9844 | 1.1436 |
As a consequence, the RSF model is still reliable in the presence of multicollinearity between the biomarkers. All biomarkers used in the present study were annually collected in the routine check-up system even if they are
not selected in the prediction model, thus it is worthy to use all possible readily obtained variables in order to improve the prediction performance.

Results showed that RSF outperformed the CPH model in terms of higher C-statistics in both males and females (C-statistic of 0.731 versus 0.719 for males and 0.801 versus 0.787 for females using 10-fold cross-validation). This might be attributed to RSF models consider complicated relationships between the predictors and the outcome.\(^\text{27}\) As shown in Figure 3, the four predictors including baseline TC, TG, HDL-C, and LDL-C have a non-linear relationship to the survival, and similar trends can be found for most of the predictors. A number of studies have compared the performance of RSF to CPH model, which have shown RSF is better than or at least comparable to CPH with respect to prediction performance.\(^\text{19,28–30}\) The present study confirmed that RSF is capable of producing accurate predictions.

One of the limitations in our study was that study subjects in the routine check-up cohort were mainly from large companies or institutions who are in a relatively high socioeconomic status, which might affect the application of the prediction model to other populations. Moreover, the date of annual physical check-up was used as the beginning of dyslipidemia to estimate the survival time. However, some participants might develop dyslipidemia before that time which leads to an underestimation of the actual survival time. Potential predictors such as lifestyle and physical activity were not added in our prediction models as they were not collected. The validation of the prediction model in other populations would be needed in further study.

In conclusion, we developed a gender-specific risk model for predicting dyslipidemia using random survival forest. The RSF model has better discriminative performance than the CPH model. The prediction models can be used to identify high-risk individuals in routine health check-ups who would benefit greatly for the prevention of dyslipidemia and related diseases.
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