Chaos assisted many-body tunnelling
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We study the interplay of chaos and tunnelling between two weakly-coupled Bose-Josephson junctions. The classical phase space of the composite system has a mixed structure including quasi-integrable self-trapping islands and excitations, separated by a chaotic sea. We show that the many-body dynamical tunnelling gap between macroscopic Schrödinger cat states supported by these islands is chaos-enhanced. The many-body tunnelling rate fluctuates over several orders of magnitude with small variations of the system parameters or the particle number.

The realization of quantum effects on macroscopic scales stands at the forefront of modern physics. Most prominent in this respect are macroscopic Schrödinger cat (MSC) states [1–9], defined as quantum superpositions of two macroscopically distinct many-body states. Beyond fundamental studies of quantum mechanics, the inherent many-body entanglement of MSC states is a useful resource in quantum information processing [10–12] and quantum metrology [13].

Interacting many-body systems possessing symmetry exhibit doublets of MSC-like states in their energy spectrum. For example, for sufficiently strong interactions, sections of the spectrum of a Bose-Einstein condensate confined to a symmetric double-well potential consist of odd and even macroscopic superposition states, supported by two self-trapping islands in their classical phase space [14–17]. The macroscopic tunnelling time between the islands is inversely proportional to the doublet splitting that decreases exponentially with the total particle number \( N \), serving as an effective inverse Planck constant. This poor scaling is related to the notorious fragility of MSC states because environment-induced decoherence mixes them and collapses the MSC onto one of its classical branches [19, 20]. Consequently, the observation of many-body tunnelling (MBT) in systems with more than a few particles remains a substantial challenge.

In symmetric systems with more than one classical degree of freedom, tunnelling may be affected by the onset of dynamical instability and chaos. The mixed phase space on a given energy shell typically contains two or more symmetry-related islands separated by a chaotic region. Motion between the different dynamical domains is classically forbidden, not by potential barriers but by residual motional constants. Dynamical quantum tunnelling [21, 22] is allowed however, due to the weak quantum coupling across the chaos border. Chaos-supported states can then mediate between the regular islands and enhance or suppress tunnelling by orders of magnitude [23–37]. Due to the resonant nature of this mechanism, the tunnelling rate becomes sensitive to the variation of control parameters or of the Planck constant, and exhibits large amplitude fluctuations with an overall Cauchy statistics [24]. In the presence of Anderson localization within the chaotic sea, a transition is observed from Cauchy to log-normal distribution [35].

Outline— In this work, we show how chaos may be employed to enhance many-body tunnelling. Considering a bi-partite cold atoms system, we explore its classical mixed phase space structure and its manifestations on the quantum many-body spectrum. We identify the chaos-island resonances, study the enhancement of many-body tunnelling, demonstrate quantum fluctuations in the dependence of the tunnelling gap on system parameters and particle number, and propose a dynamical scenario to verify the effect.

The double-dimer model— Consider a system of two weakly-coupled bosonic Josephson junctions (‘dimers’), described by the four-mode Hamiltonian,

\[
\hat{H} = -\frac{\Omega}{2} \left( \sum_{\alpha} \hat{a}_{+,\alpha}^\dagger \hat{a}_{-,\alpha} + H.c \right) + \frac{U}{2} \sum_{\alpha,\sigma} \hat{n}_{\sigma,\alpha} (\hat{n}_{\sigma,\alpha} - 1) - \frac{\kappa}{2} \left( \sum_{\sigma} \hat{a}_{\sigma,L} \hat{a}_{\sigma,R} + \hat{a}_{\sigma,R}^\dagger \hat{a}_{\sigma,L} \right) \tag{1}
\]

where, \( \hat{a}_{\sigma,\alpha} \) annihilate a boson in the \( \sigma = \pm \) mode of the \( \alpha = L, R \) junction. The intra-dimer (inter-dimer) hopping frequencies is \( \Omega \) (\( \kappa \)) and \( U \) is the on-site interaction strength. Below we use dimensionless units in which \( \Omega = 1 \) and \( t \to \Omega t \) so that the dimensionless system parameters are \( \omega = \kappa/\Omega \) and \( u = UN/\Omega \).

Accounting for \( N \) conservation, the Hilbert space dimension of the many-body system is \( D = (N + 1)(N + 2)(N + 3)/6 \). The classical mean-field dynamics has \( d = 3 \) degrees of freedom, e.g. three population imbalances and three adjoint relative phases acting as adjoint action-angle variables. In the adiabatic limit \( \omega \ll 1 \), the timescale separation between fast intra-dimer motion and slow inter-dimer motion allows the elimination of internal degrees of freedom via a series of canonical transformations [38–42]. The dynamics is then reduced to the slow motion of the population imbalance \( n = n_L - n_R \) where \( n_{\alpha} = \sum_{\sigma} n_{\sigma,\alpha} \) and the action imbalance \( j = j_L - j_R \) where \( j_{\alpha} \) are single-dimer classical actions [43], and their adjoint phases. While the total particle number \( N = n_L + n_R \) is strictly conserved, the total action \( J = j_L + j_R \) is an adiabatic invariant.
that translates quantum mechanically to the total number of Josephson excitations. The two weakly-coupled subsystems thus exchange particles and excitations on timescales that are long compared to the inverse of the internal Josephson frequencies.

**Energy spectrum.**— In Fig 1a we plot the energies of the \( \omega = 0 \) unperturbed eigenstates \(|\mu\rangle \equiv |N, J, n, j\rangle\), classified according to the good quantum numbers \(n, j\). The spectrum is arranged in layers corresponding to \(J = 0, \ldots, N\). For example, the lowest (highest) energy states correspond to the direct product of ground state (fully excited) dimers with varying distributions of the \(N\) particles between them. Within each fixed \(J\) surface, states with high \(|n|\) have higher energy due to the repulsive interaction between particles. By contrast, states with high \(|j|\) have lower energies due to the effective attraction between excitations for \(0 < \nu < 1\) [43].

The exact eigenenergies of the coupled dimers with \(\omega = 0.082\) are plotted in Fig. 1b. With finite coupling, the eigenstates belong to one of four irreducible representations \((A, B, B_1, B_3)\) of the dihedral group \(D_2\) depending on whether they are odd or even with respect to the symmetry operations \(L \leftrightarrow R\) and \(+ \leftrightarrow -\). Hence \(\langle n\rangle = \langle j\rangle = 0\) and the states have to be arranged according to their standard deviations \(\sigma_n = \sqrt{n^2}\), \(\sigma_j = \sqrt{j^2}\). The high \(\sigma_n\) and high \(\sigma_j\) states are nearly degenerate MSC doublets, consisting of even and odd superposition of the \(\omega = 0\) localized states, hence their \(\sigma_{n,j}\) variance is close to the \(|n|, |j|\) of the constituent unperturbed states. Considerable mixing is evident for states with lower \(\sigma_{n,j}\).

**Onset of chaos.**— Expanding the decoupled 2-dimer eigenstates \(|\mu\rangle\) in the basis of exact finite-\(\omega\) eigenvectors \(|\nu\rangle\), we can calculate the participation number \(PN_{\mu} = 1/(\sum_{\nu = 1}^{D} p_{\mu,\nu}^2)\) where \(p_{\mu,\nu} = |\langle\nu|\mu\rangle|^2\). The states in Fig 1a are colored according to their PN at \(\omega = 0.082\). While the high \(n\) and high \(j\) states at intermediate energy involve only a few (minimally two) exact eigenstates, there exists a large region of states with participation numbers that are comparable to the number of states in the fixed \(J\) shell. This is typical to chaotic ergodization where the exact eigenstates are spread over an entire chaotic region within the pertinent energy shell. Chaos is also evident in Fig 1b where the exact eigenstates are colored according to their Shannon entropy \(H(\nu) = -\sum_{m=1}^{D} p_{\nu,m} \ln p_{\nu,m}\), where \(p_{\nu,m} = |\langle m|\nu\rangle|^2\) are the probabilities in the computational Fock state basis \(|m\rangle = |n_{L,+}, n_{L,-}, n_{R,+}, n_{R,-}\rangle\). The maximal
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**FIG. 1. Spectrum and level spacing statistics:** (a) The unperturbed \((\omega = 0)\) eigenenergies, classified according to the good quantum numbers \(n, j\) and colored according to their participation number in the exact eigenstate basis for \(\omega = 0.082\); (b) The exact eigenenergies for the same \(\omega\), classified according to the \(\sigma_n, \sigma_j\) standard deviations and colored according to the Shannon entropy of the corresponding eigenstates; (c) Level spacing statistics for \(\omega = 0.01\) (black) and \(\omega = 0.082\) (red). For comparison, Poisson (dashed black) and Wigner surmise of GOE class (dotted red) are overlaid; (d) The spacing correlation measure \(r\) throughout the parameter space. The expected values for a GOE and Poisson statistics are marked on the color bar. The + marker marks the parameters used in panels (a)-(c). The interaction parameter \(u\) is varied from \(1\) to \(43\). Here and in other figures we set \(B_1 = 21\) unless it is otherwise mentioned.

**FIG. 2. Quantum-classical correspondence:** (a) The \(J = 9\) surface of the spectrum in Fig. 1a over representative chaotic (grey, center) and self-trapped (green, r.h.s.) classical trajectories launched at the points marked by filled triangles. Contour lines correspond to the energy \(E(N, J, n, j)\). The adiabatic invariance of \(J\) dissects the energy surface into self-trapped and chaotic regions. High quantum participation ratios correspond to chaotic classical dynamics since the exact chaotic eigenstates are spread throughout the entire chaotic region. The dynamics of the particle imbalance \(n\) and action imbalance \(j\) for the same chaotic and regular trajectories are plotted in (b) and (c), respectively.
FIG. 3. Chaos assisted many-body tunnelling: (i) Section of the eigenenergy spectrum with \(u = 0.4\) and \(N = 21\), plotted as a function of the coupling frequency \(\omega\). Lines are colored according to the symmetry class of the corresponding eigenstates: A (dash-dotted green), B\(_1\) (dashed red), B\(_2\) (solid blue), and B\(_3\) (dotted magenta); (ii) Zoom on the \{B\(_1\), B\(_2\)\} chaos-assisted MBT resonance with eigenenergy lines colored according to the Shannon entropy of the three participating eigenstates; (iii) The resulting chaos enhanced tunnelling gap between the doublet states; (iv) The \(p_{n,j}\) distribution of the pertinent states, marked in (i) at \(\omega = 0.07\) (a,d,g), 0.0778 (b,e,h), and 0.085 (c,f,i). Bars are colored according to the sign of the (real) amplitudes.

The probability distributions \(p_{n,j} = \sum_j |\langle N, J, n, j|\psi\rangle|^2\) for the pertinent states at the positions marked in panel (i), are shown in Fig. 3(iv)a-i. The identity of the the \(B_1\) MSC state changes through resonance, resulting in the sign change in panel (iii), and substantial mixing between the island and chaos states is observed on resonance.

### Fluctuations

The dependence of doublet spacing on the total particle number \(N\) is presented in Fig. 4. The regular island doublets for a given \(N\) are arranged in groups according to \(\sigma_n\) and the mean tunneling gap decays exponentially with \(\sigma_n\) [cf. Fig. 4(a,c)]. Plotting \(\sigma_n\) of doublets on a fixed \(J = N/2\) surface with

In the extreme weak coupling limit \(\omega \ll u\), the dynamics is dominated by self trapping and the spacing statistics is nearly Poissonian. At larger values of \(\omega\), however, with \(\omega \ll 1\), the spacing statistics changes to the Wigner surmise indicating the onset of chaos. Further increase in \(\omega\) increases the linearity of the system so as to reinstate regular dynamics \[43\]. To determine the parameter regime for observing chaos, we plot in Fig 1d the spacing correlation measure \[45\], defined as

\[ r = \langle \min(s_n, s_{n+1})/\max(s_n, s_{n+1}) \rangle \]

where \(s_n\) are adjacent level spacing and \(\langle \cdot \rangle\) denotes averaging over all spacing, as a function of \(\omega\) and \(u\). The value \(r \approx 0.536\) indicates the GOE random-matrix statistics anticipated for time-reversal-invariant systems exhibiting chaotic dynamics, whereas, the value \(r \approx 0.386\) indicates the Poissonian statistics of systems undergoing regular dynamics.

### Self-trapping of particles and excitations

One fixed \(J\) surface of the spectrum in Fig. 1a and representative classical trajectories (Poincaré sections are not possible due to the 4D motion within the fixed \(\{E, J\}\) shell) at the pertinent energies are overlaid in Fig. 2. The mutual conservation of the total energy \(E\) and the total action \(J\) dissects the classical energy shell into symmetry related pairs of regular islands where either particles or excitations are self-trapped by their interactions. The islands are separated by a chaotic region, ergodically explored by classical trajectories dominated by the saddle point at \(n = j = 0\). The high participation quantum states are supported by the chaotic region, whereas, the low participation states are supported by the islands. This is the standard configuration for chaos assisted tunnelling.

Chaos assisted many-body tunnelling.– In Fig. 3(i) we plot a small section of the many-body spectrum vs the coupling parameter \(\omega\) in the chaos regime, with eigenstates classified according to their symmetry. Level repulsion within each symmetry class is evident, whereas, states with different symmetries freely cross one another. The zoom-in in Fig. 3(ii) demonstrates the standard scenario of chaos assisted tunnelling, wherein a \{B\(_1\), B\(_2\)\} doublet consisting of low-\(\mathcal{H}\) MSC-like states encounters a high-\(\mathcal{H}\) chaos-supported B\(_1\) state. The state belonging to the B\(_1\) class is repelled, whereas, the B\(_2\) state remains unaffected, resulting in substantial enhancement of the doublet tunnelling gap, see Fig. 3(iii).

The probability distributions \(p_{n,j} = \sum_j |\langle N, J, n, j|\psi\rangle|^2\) for the pertinent states at the positions marked in panel (i), are shown in Fig. 3(iv)a-i. The identity of the the B\(_1\) MSC state changes through resonance, resulting in the sign change in panel (iii), and substantial mixing between the island and chaos states is observed on resonance.

Level spacing statistics is presented in Fig 1c (see also \[44\]). By contrast, quasi-integrable localization gives much lower values of \(\mathcal{H}\). It is thus clear from Fig 1b that the phase space of the double dimer is mixed, containing both chaotic and quasi-regular regions.

Value of \(\mathcal{H} = \ln D\) is obtained for a uniform distribution \(p_{\text{un}} = 1/D\). For a fully chaotic phase space, the eigenvector elements may be replaced by independent real random variables from a Gaussian distribution fluctuating around 1/D, resulting in a lower Shannon entropy \(\mathcal{H}_{\text{GOE}} = \ln(0.48D)\) \[44\]. By contrast, quasi-integrable localization gives much lower values of \(\mathcal{H}\).
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FIG. 4. Tunnelling rate fluctuations. (a) Tunnel gaps \[\Delta E/\Omega N\] between doublet states, belonging to \{(B_1, B_2)\} symmetry classes, are plotted against \[\sigma_n/N\] for \[\omega = 0.03\]. Dashed line marks the island-chaos border (b) The points represent one of the states in \{(B_1, B_2)\} doublet lying on the \[J/N \approx 1/2\] surface and having the larger \[\sigma_n/N\] of the two, arranged according to \[\sigma_n/N\] with varying \[N\], and colored according to their \[\sigma_j/J\]; (c-d) same as in (a-b) for \[\omega = 0.08\]; (e) \[\sigma_j/N\] dependence of the doublet spacing. Point color corresponds to the color code in panels (b) and (d) at the marked places. Triangles and circles correspond to the encircled group in panel (b) and (d), exhibiting smooth exponential decay and fluctuations, respectively. (f) Statistics of fluctuations \[\Delta E'\] around the mean spacing \[\overline{\Delta E}\] corresponding to doublets encircled in (d) for each \[N\], varied up to \[N = 46\].

varying \[N\], they group according to \[\sigma_n/N \approx 1 - i/N\], where \[i = 0, 1, \ldots, i_0\] and \[i_0\] is the group closest to the chaos border, as displayed in Fig. 4(b,d). Focusing on a single group, the tunnelling rate of doublets with the same \[\sigma_j/J\] decays exponentially with the effective inverse Planck constant \[N\] in the absence of chaos. By contrast, when the doublet states are coupled to the chaotic manifold, the tunnelling rate fluctuates erratically over several orders of magnitude about the exponentially decreasing mean doublet spacing \[\overline{\Delta E}\], see Fig. 4e. The resulting statistics of doublet spacing fluctuations, namely, \[\Delta E' = \Delta E - \overline{\Delta E}\] is compared in Fig. 4f with the anticipated Cauchy distribution [35], see [43] for details.

Dynamical signature of chaos assisted many-body tunneling.— The three-level nature of chaos assisted tunnelling is evident in the population-imbalance dynamics presented in Fig. 5. Away from resonance, a localized preparation consists only the two doublet states, hence the tunnelling oscillations involve a single frequency determined by the doublet spacing (Fig. 5a,c). At the resonance, the mixing of one of the doublet states with the same-symmetry chaos-supported state implies all three states are required for a localized preparation, hence the tunnelling oscillations exhibit two-frequency beating (Fig. 5b). This signature of chaos assisted tunneling in the population dynamics is retained in a more realistic scenario where the two dimers are first prepared separately (i.e. the initial state is an eigenstate of the unperturbed system) and the coupling frequency \[\omega\] is then quenched to the stated value (see Fig. 5d-f). While the latter preparation projects onto other eigenstates supported by the integrable island region, the population dynamics is dominated by the resonant states.

Conclusions.— We conclude that chaos may assist in the observation of tunneling on macroscopic scales. The main impediment towards the realization of many-body tunneling is the poor scaling of the \[N\]-particle tunneling rate with the number of particles. The huge enhancement of tunneling by chaos-induced resonances, as translated to the many-body bosonic system, may greatly increase the tunneling object size and push the limits of macroscopic quantum tunneling.
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(Supplementary Material)

Below we review the derivation of analytical expressions for the classical action of a Josephson junction and the effective interaction between the Josephson excitations. We further discuss the details of the procedures adapted while computing spectral statistics for the detection of chaos and the statistics of doublet-spacing fluctuations which is the signature of chaos assisted tunneling.

CLASSICAL ACTION OF A BOSE-HUBBARD DIMER FOR $0 \leq u < 1$

We consider the single-dimer Hamiltonian, $\hat{H}_\alpha$, i.e. the $\alpha = L$ or $R$ terms in the Hamiltonian (1) with $\kappa = 0$, conserving the particle number $n_\alpha$. Using the Schwinger representation of angular momentum with the total angular momentum quantum number $L_\alpha = n_\alpha \hbar/2$, $\hat{H}_\alpha$ can be re-written as (omitting the subscript $\alpha$ for simplicity),

$$\frac{H}{\Omega} = -\hat{L}_z + \frac{u}{2L} \hat{L}_x^2 + \frac{uL}{2}$$  \hspace{1cm} (S-1)

where, $\hat{L}_x = (\hat{a}_+^\dagger \hat{a}_- + \hat{a}_-^\dagger \hat{a}_+)/2$, $\hat{L}_y = (\hat{a}_+^\dagger \hat{a}_- - \hat{a}_-^\dagger \hat{a}_+)/2$ and $\hat{L}_z = (\hat{n}_+ - \hat{n}_-)/2$ are the SU(2) generators. Promoting the operators to the classical variables, and considering the fact that the last term $uL/2$ is a constant of $\hat{H}$, the classical energy can thus be written as,

$$H(P, \phi) = -P + \frac{uL^2 - P^2}{2L} \sin^2 \phi$$  \hspace{1cm} (S-2)

where, we have introduced the action-angle variable as follows: $L_x = P$, $L_y = \sqrt{L^2 - P^2} \cos \phi$, $L_z = \sqrt{L^2 - P^2} \sin \phi$, for $-L \leq P \leq L$. Thus the phase space area enclosed by an orbit of energy $H(P, \phi) = E$ is given by,

$$A(E) = 2\pi L - \oint d\phi P(E, \phi)$$  \hspace{1cm} (S-3)

where, solving the quadratic equation, and discarding one branch because we must have $P > -L$, gives

$$P(E, \phi) = \frac{L}{u \sin^2 \phi} \left( -1 + \sqrt{1 - 2uE \Omega^2 \sin^2 \phi + u^2 \sin^4 \phi} \right)$$  \hspace{1cm} (S-4)

Within the Bohr-Sommerfeld quantization, the total number of Josephson excitation for a given energy $E$ is $M(E) = A(E)/(2\pi \hbar)$. Since for $u < 1$, the energy $E$ ranges between $\mp L \Omega$, therefore, we can parametrize $E = \Omega L \sin \eta$. Thus we can write $P(E, \phi)$ in terms of $\eta$ and $\phi$ as follows,

$$X(\eta, \phi) = \frac{P(\eta, \phi)}{L} = \frac{1}{u \sin^2 \phi} \left( -1 + \sqrt{(1 - u \sin \eta \sin^2 \phi)^2 + u^2 \sin^4 \phi} \right)$$  \hspace{1cm} (S-5)

We can now re-write, $M(n, \eta) = nj(\eta)$, where $j(\eta) = \frac{1}{2} - \frac{1}{4\pi} \oint d\phi X(\eta, \phi)$. Defining the new integration variable, $z = \sin^2 \phi$ and then integrating by parts allows us to write $j(\eta)$ as

$$j(\eta) = \frac{1}{2} - \frac{1}{\pi} \int_0^1 dz \frac{1 - z}{z} \frac{u z - \sin \eta}{\sqrt{(1 + iue^{i\eta}z)(1 - iue^{i\eta}z)}}$$  \hspace{1cm} (S-6)

This integral can be reduced further in terms of complete Elliptic integrals as discussed in detail in Ref. [42] and the final expression reads,

$$j = \frac{1}{2} - \frac{1}{\pi} \text{Re} \left[ 2 \cos \eta \frac{K\left(1 - ie^{-i\eta}u \right)}{\sqrt{1 + ie^{i\eta}u}} + \frac{2i}{u} \sqrt{1 + ie^{i\eta}u} E\left(1 - ie^{-i\eta}u \right) \left(1 + ie^{i\eta}u \right) + \frac{ie^{i\eta} \left(1 - ie^{-i\eta}u \right) \Pi\left(ie^{-i\eta}u, \frac{2i u \cos \eta}{1 + ie^{i\eta}u} \right)}{\sqrt{1 + ie^{i\eta}u}} \right]$$  \hspace{1cm} (S-7)
where \( K(m) \), \( E(m) \), and \( \Pi(n|m) \) are respectively the complete elliptic integrals of the 1st, 2nd and 3rd kinds. To avoid notational confusion, note that ‘\( \jmath \)’ in Eq. (S-7) refers to either of the one dimer actions \( j_\alpha(n_\alpha, E_\alpha) \) rather than to their difference \( j_L(n_L, E_L) - j_R(n_R, E_R) \) as in the main text.

**JOSEPHSON OSCILLATIONS OF PARTICLES AND EXCITATIONS**

In this section, we briefly review the derivation by Strzys and Anglin in Ref. [38], reducing the adiabatic four-mode dynamics into the slow Josephson oscillations of particles and excitations (‘josons’) between the two bosonic Josephson junctions. We begin by stating the following Holstein-Primakoff transformation (HPT) that we are going to apply in Eq. 1.

\[
\frac{n_\alpha}{2} - \hat{A}_\alpha \hat{\mathcal{A}}_\alpha = \frac{1}{2} (\hat{a}_{\alpha,+} \hat{a}_{\alpha,-} + \hat{\mathcal{A}}_{\alpha,+} \hat{\mathcal{A}}_{\alpha,-}) \tag{S-8a}
\]

\[
\sqrt{n_\alpha - \hat{A}_\alpha \hat{\mathcal{A}}_\alpha} = \frac{1}{2} (\hat{a}_{\alpha,+} + \hat{\mathcal{A}}_{\alpha,+} \hat{\mathcal{A}}_{\alpha,-}) (\hat{a}_{\alpha,-} - \hat{\mathcal{A}}_{\alpha,-}) \tag{S-8b}
\]

\[
\hat{A}_\alpha \sqrt{n_\alpha - \hat{A}_\alpha \hat{\mathcal{A}}_\alpha} = \frac{1}{2} (\hat{a}_{\alpha,+} - \hat{\mathcal{A}}_{\alpha,+} \hat{\mathcal{A}}_{\alpha,-}) (\hat{a}_{\alpha,-} + \hat{\mathcal{A}}_{\alpha,-}) \tag{S-8c}
\]

where, \( \hat{\mathcal{A}}_\alpha \) describes the moving of atoms between the two \( \sigma = \pm \) modes of a dimer labelled by \( \alpha = \{L, R\} \), and it obeys the commutation relation, \( [\hat{A}_\alpha, \hat{\mathcal{A}}_\alpha] = 1 \) and \( [\hat{A}_\alpha, \hat{n}_\alpha] = 0 \). Applying Eq. S-8 to Eq. 1 followed by the standard Bogoliubov transformation, \( \hat{\mathcal{A}}_\alpha = u_\alpha \hat{\mathcal{J}}_\alpha + v_\alpha \hat{\mathcal{J}}_\alpha^\dagger \), for diagonalizing the quadratic Hamiltonian, the single dimer Hamiltonian becomes,

\[
\hat{H}_\alpha = -\frac{\Omega}{2} (\hat{a}_{\alpha,+} \hat{a}_{\alpha,-} + \text{h.c.}) + \frac{U}{2} \sum_\sigma \hat{n}_{\sigma,\alpha} (\hat{n}_{\sigma,\alpha} - 1) \rightarrow \frac{\Omega}{2} \hat{n}_\alpha + \frac{U}{4} \hat{n}_\alpha (\hat{n}_\alpha - 2) + \sqrt{\Omega (\Omega + U \hat{n}_\alpha)} \hat{\mathcal{J}}_\alpha \hat{J}_\alpha - \frac{U}{8} \Omega + U \hat{n}_\alpha \hat{J}_\alpha^2 + O(U n_\alpha^{-1}) \tag{S-9}
\]

where, \( u_\alpha \) and \( v_\alpha \) are quasi-hole and particle excitation amplitudes, respectively, while, \( \hat{\mathcal{J}}_\alpha \) obeys the commutation relation, \( [\hat{\mathcal{J}}_\alpha, \hat{\mathcal{J}}_\alpha^\dagger] = 1 \). While deriving Eq. S-9 we have also dropped out the terms which do not commute with \( \hat{\mathcal{J}}_\alpha \).

Next, to take into account the weak coupling which is responsible for particle transfer between the two dimers, we apply the similar HPT, which in the large-\( N \) limit can be written as,

\[
\hat{n}_{LR} = \frac{1}{2} [N \pm N^{1/2}(\hat{A}_\beta^\dagger + \hat{A}_\alpha^\dagger)] \tag{S-10}
\]

where, \( \hat{A} \) describes the transfer of atoms between L and R junctions, and obeys the commutation relation, \( [\hat{A}, \hat{A}^\dagger] = 1 \).

It can be noted that Eq. S-10 preserves the total number \( n_L + n_R \). Therefore, the total Hamiltonian in Eq. 1, including the single dimer \( \hat{H}_\alpha \) and the coupling between them, can be written as (rescaled by \( \Omega \)),

\[
\hat{H} \rightarrow \omega \hat{\mathcal{A}}^\dagger \hat{\mathcal{A}} + \frac{U}{8} (\hat{A}_L^\dagger + \hat{A}_R^\dagger)^2 - \frac{\omega_J}{2} (\hat{J}_L^\dagger \hat{J}_R + \hat{J}_R^\dagger \hat{J}_L) - \frac{U_J}{2} \sum_{\alpha=L,R} \hat{J}_\alpha^2 \hat{J}_\alpha^2 + \frac{u}{4} \sqrt{\frac{1}{1 + u/2}} \left( \frac{\hat{A} + \hat{A}^\dagger}{\sqrt{N}} - \hat{J}_L^\dagger \hat{J}_L - \hat{J}_R^\dagger \hat{J}_R \right) \tag{S-11}
\]

where, the effective tunnelling frequency and interaction strength of the Josephson excitations are given by,

\[
\omega_J = \omega \frac{1 + u/4}{\sqrt{1 + u/2}} \quad \text{and} \quad U_J = U \frac{1 + u/8}{1 + u/2} \tag{S-12}
\]

respectively. The two first terms on the r.h.s. of Eq. (S-11) correspond to Josephson oscillations of particles whereas the third and fourth terms are a Josephson Hamiltonian for the excitations with effective attractive interaction between them. The last term couples the two oscillations (due to the dependence of the fast internal dimer frequencies on particle number). In addition to \( N \), the total number of excitations \( J = \sum_{\alpha=L,R} \hat{J}_\alpha \to j_L + j_R \) is also conserved by the approximate Hamiltonian (S-11). While the conservation of \( N \) is strict, \( J \) is an adiabatic invariant.

**LEVEL SPACING STATISTICS - SPECTRUM UNFOLDING PROCEDURE**

The level spacing statistics is obtained by separating the spectrum to the four symmetry classes of the dihedral group \( D_2 \) and unfolding the resulting spectra according to the energy-dependent mean spacing \( \delta(E) \). This procedure
FIG. S1. Comparison of classical dynamics, quantum participation numbers, and level spacing statistics for: (a) $\omega = 0.01$, (b) $\omega = 0.082$, (c) $\omega = 0.2$. The interaction strength is $u = 0.4$. Top and middle panels as in Fig. 2, bottom panels as in Fig. 1c. The classical trajectory in (a) and (b) is chaotic and conserves the total action $J$. By contrast, the trajectory in (c), launched at the same saddle point, is regular and does not remain on the fixed $J$ surface, indicating the breakdown of timescale separation.

Eliminates artefacts of the non-uniform density of states which may be misinterpreted as level spacing correlations. Accordingly, we introduce a moving energy interval $\delta E$ which is large with respect to the mean spacing, i.e. $\delta E \gg \bar{s}(E)$ but small with respect to the energy scale on which the density of states varies, i.e. $\partial E \bar{s}(E) \delta E \ll \bar{s}(E)$. Level spacing at energy $E$ are then expressed in units of the mean spacing within the interval $[E - \delta E/2, E + \delta E/2]$ and the four symmetry classes are binned together to give the histograms of Fig. 1. The agreement between the classical dynamics and the level spacing statistics is also demonstrated in Fig. S1. For $\omega \ll u$ (Fig. S1a) the dynamics is dominated by the regular self-trapping islands separated by a narrow chaotic sea. The resulting spacing statistics is nearly Poissonian $P(s) \approx e^{-s}$. The expansion of the chaotic sea with $\omega$ is reflected by a transition to the GOE Wigner-Dyson statistics $P(s) = (\pi/2)se^{-\pi s^2/4}$ (Fig. S1b). For larger values of $\omega$ the dynamics becomes quasi-linear, hence integrable, and Poissonian spacing statistics is restored (Fig. S1c).

**TUNNELING RATE FLUCTUATION STATISTICS**

In order to obtain the statistics of fluctuations in tunnelling rate with varying total particle number $N$ (equivalent to $1/\hbar$), we first compute the energy spacing $\Delta E$ between the doublet states belonging to $\{B_1, B_2\}$ symmetry class.
Note that the tunnelling rate between the doublet states is controlled by the effective inter-dimer coupling \( \omega/u \) as demonstrated in Fig. 3. We filter out one of the near-chaos-border group of doublets lying on the \( J/N \approx 1/2 \) surface and arranged according to \( \sigma_n/N \) as encircled in Fig. 4(b,d), and for each value of \( N \) we subtract the mean spacing \( \Delta E \) of these group of doublets, which yields the fluctuations \( \Delta E' = \Delta E - \overline{\Delta E} \). We have checked that the variance of fluctuations in \( \Delta E' \) remains similar for all \( N \). Therefore, without any loss of generality, we collect \( \Delta E' \)’s for several values of \( N \) and the resulting probability distribution of \( \Delta E' \) is shown in Fig. 4f.