GPGPU Acceleration of the KAZE Image Feature Extraction Algorithm
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Abstract—The recently proposed open-source KAZE image feature detection and description algorithm [1] offers unprecedented performance in comparison to conventional ones like SIFT and SURF as it relies on nonlinear scale spaces instead of Gaussian linear scale spaces. The improved performance, however, comes with a significant computational cost limiting its use for many applications. We report a GPGPU implementation of the KAZE algorithm without resorting to binary descriptors for gaining speedup. For a 1920 by 1200 sized image our Compute Unified Device Architecture (CUDA) C based GPU version took around 300 milliseconds on a NVIDIA GeForce GTX Titan X (Maxwell Architecture-GM200) card in comparison to nearly 2400 milliseconds for a multithreaded CPU version (16 threaded Intel(R) Xeon(R) CPU E5-2650 processor). The CUDA based parallel implementation is described in detail with fine-grained comparison between the GPU and CPU implementations. By achieving nearly 8 fold speedup without performance degradation our work expands the applicability of the KAZE algorithm. Additionally, the strategies described here can prove useful for the GPU implementation of other nonlinear scale space based methods.

Index Terms—Nonlinear scale space, Feature detection, Feature description, GPU, KAZE features.

I. INTRODUCTION

Feature point detection [2] and description [3] is a key tool for many computer vision based applications, such as visual navigation [4], automatic target recognition [5], tracking, structure from motion, registration, calibration, and more. By picking out only the most salient points of an image, that can be repeatably localized across different images, we can vastly reduce subsequent data processing. Feature extraction [2], however, still remains a major bottleneck for many implementations due to the high computational cost, especially those that are most robust. GPGPUs have become promising for image processing [6], computer vision [7], [6], and deep learning tasks [8]. The GPU is an appropriate choice to process image related problems because these involve large data sizes and exhibit a high arithmetic intensity (the ratio between arithmetic operations and memory operations).

Scale Invariant Feature Transform (SIFT) [9], [10], [3] is widely considered as one of the most robust feature descriptors that exhibits distinctiveness and invariance to common image transformations. Some of the binary descriptors have been developed to detect and match interest regions that can decrease the computational cost. FAST [11] key-point detectors with Binary Robust Independent Elementary Features (BRIEF) feature descriptor [12] have yielded better results in real time applications. However, BRIEF and other such binary descriptors are not very robust to image transformations. Binary Robust Invariant Scalable Keypoints (BRISK) [13] and Oriented FAST and rotated BRIEF (ORB) [14] methods have been developed by modifying BRIEF and FAST to achieve scale and rotation invariance to some degree. The recently proposed KAZE [1] algorithm outperforms SIFT and several other algorithms inspired by it. In the short span of its introduction, it has already become widely used in image matching [15], target classification [16], and data mining [17], [18]

The improved performance of the KAZE algorithm [3] however comes at the cost of increased computational cost. The original KAZE algorithm provides modified SURF (Speeded up robust features) like descriptors allowing it to be used as a replacement for SIFT and SURF. An accelerated version (multithreaded CPU version) of the original KAZE algorithm termed as A-KAZE [19] was proposed by the original authors and reduces the computational cost at the expense of algorithm performance in some scenarios. The A-KAZE uses binary descriptors in place of SURF-like descriptors and thus may not easily replace SURF in computer vision pipelines. Subsequently, the authors have reported on a GPU based implementation of the A-KAZE [20]. Although this has yielded better performance in terms of computational cost when compared to CPU based KAZE, a compromise of algorithm performance in certain outcomes is again involved due to it resorting to binary descriptors.

In this paper, we mainly focus on parallelizing the original version of KAZE on the GPU (using Compute Unified Device Architecture (CUDA) C) without resorting to binary descriptors. We primarily take advantage of the characteristic of the algorithm and find out parallel strategies for each stage of KAZE algorithm. Our implementation is primarily GPU based; the CPU just plays a part in controlling the GPU, initializing CUDA kernels and data allocation and is free to perform other tasks during the bulk of the computation. The paper is organized as follows, following this introduction the KAZE algorithm and its parts are described in detail in Section II. In Section III we have discussed the implementation of KAZE algorithm on
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Figure 1. Flowchart for KAZE Algorithm

1. **Input Image**

2. **Compute the contrast factor** \( \kappa \)

3. **Build octaves in non-linear scale space for all evolution levels**

4. **Non-linear diffusion filtering** (Perona-Malik model)

5. **Speed up non-linear scale space generation using Fast Explicit Diffusion (FED)***

6. **Compute and approximate multi-scale derivatives by Schar filters**

7. **Compute the Hessian determinants at multiple scale levels**

8. **Analyze the detector response at different scale levels**

9. **Search for maxima in scale and spatial location and perform subpixel refinement**

10. **Each evolution level**: Do/No

11. **Search for extrema over a \( a \times a \) window on the current level \( i \), upper level \( i + 1 \) and lower level \( i - 1 \) of filtered images**

12. **Search for extrema 3 x 3 pixels window on the current level \( i \), upper level \( i + 1 \) and lower level \( i - 1 \) of filtered images to quickly discard non-maxima responses**

13. **Finding dominant orientation (the longest vector)**

14. **First order derivatives are Gaussian weighted centered at the interest point within a circular area of radius \( r_0 \) with a sampling step of size \( o \) for each sample**

15. **Represent derivative responses as points in vector space and sum the responses within a sliding circle segment covering an angle of \( \pi/2 \)**

16. **Build descriptors (M-SURF)**

17. **For a detected feature at scale \( r_i \), compute first order derivatives of size \( 2 \times 2 \) at a grid by rotating according to the dominant orientation**

18. **The derivative responses in each sub-region are Gaussian weighted (\( \sigma = 1.5 \)) centered on the sub-region center and sum into a descriptor vector**

19. **Each sub-region vector is Gaussian weighted (\( \sigma = 1.0 \)) over a mask of 4 x 4 and centered on the interest keypoint**

20. **Display Image**

21. **Stop**

---

*Fast Explicit Diffusion (FED)***
GPU using CUDA. The obtained results have been discussed in the [section IV]. Section V concludes the paper.

II. THE KAZE ALGORITHM

The KAZE Features [3] algorithm is a novel feature detection and description method and it belongs to the class of methods which utilize the so-called scale space. Its novelty arises in that it operates using a nonlinear scale space whereas previous methods such as SIFT or SURF [21], [3] find features in the Gaussian scale space (a particular instance of linear diffusion). The three main steps involved in KAZE feature extraction algorithm are:

1) Construct a Nonlinear Scale space pyramid of the original image.
2) Determine keypoints using Hessian determinants and multiscale derivatives in the nonlinear scale space.
3) Compute orientation and descriptor vectors for all keypoints.

The detailed overview of these steps in the KAZE algorithm is given in Figure 1 and further explained below.

A. Building the nonlinear scale space

The main idea for constructing scale space is to obtain a separable structures of image from the original image, such that only fine scale image structures exist in the multi-scale representation [2], [22] such as scale-space representation, pyramids, and non-linear diffusion methods. Linear scale space systems [22] (like the Gaussian) smear the edges such that small-scale segmentations do not coincide with large-scale segmentations leading to reduction in localization accuracy. Non linear scale space systems overcome this by locally blurring the image data so that details remain unaffected and noise gets blurred. But computing the nonlinear scale spaces do not correspond with the resulting image.

Discretize the scale space in logarithmic steps that are arranged in a series of $O$ octaves and $S$ sub-levels. We always preserve the resolution of original image at each new octave whereas in SIFT we perform downsampling at each new octave. Discrete values of octave index $o$ and a sub-level index $s$ are used to identify set of octaves and sub-levels respectively. The octave and the sub-level indexes are mapped to their corresponding scale $\sigma$ as defined by the following equation:

$$\sigma_i(o, s) = \sigma_0 2^{\frac{o+s}{4}}, \quad o \in [0...O-1], \quad s \in [0...S-1], \quad i \in [0...N],$$  

where $\sigma_0$ is the base scale level and $N$ is the total number of filtered images.

Pixel units $\sigma_i$ in the set of discrete scale levels is converted to time units because of nonlinear diffusion filtering which is defined in units of time. In the Gaussian scale space, filtering the image for some time $t = \frac{\sigma^2}{\tau}$ is equivalent to convolution of the image with Gaussian of standard deviation $\sigma$ (in pixels). The result of this conversion is applied to transform the scale space $\sigma_i(o, s)$ in units of time and obtain a set of evolution times by mapping $\sigma_i \rightarrow t_i$ defined by:

$$t_i = \frac{1}{2} \sigma_i^2, \quad i = 0...N.$$  

Nonlinear scale space is constructed from the obtained set of evolution times using $\sigma_i \rightarrow t_i$ mapping. For each filtered image $t_i$ in the non linear scale space, the convolution of the original image with a Gaussian of standard deviation $\sigma_i$ does not correspond with the resulting image.
B. Feature Detection

Feature detection is the identification of interesting image primitives (e.g., points, lines/curves, and regions) for the purpose of highlighting salient visual cues in digital images. The primary goal of feature detection is to effectively extract highly stable visual features.

In order to increase the detection accuracy, Hessian determinant is computed for each filtered image $L_i$ in the nonlinear scale space. $k_{i,norm} = \frac{1}{\sigma_i^2}$ is a scaling factor to normalize the computed Hessian determinant for the corresponding filtered images.

$$L_i, Hessian = k_{i,norm}^2 (L_{i,xx} L_{i,yy} - L_{i,xy}^2). \quad (8)$$

Concatenated Scharr filter of step size $k_{i,norm}$ is used to compute second order derivatives. When compared to other filters, Scharr filters have better central differences differentiation and rotation invariance. First, we search for detector response maxima in spatial location. Preserve the maxima in $3 \times 3$ pixels window with detector responses higher than the threshold for each step. We cross-check whether the response is maxima with respect to other keypoints from level $i - 1$ to $i + 1$ for each of the response directly below and above in a $\sigma_{i,s} \times \sigma_{i,s}$ pixels window. Hessian determinant response in $3 \times 3$ pixels neighborhood is fitted by the two-dimensional quadratic function and its maximum value is used to estimate the two-dimensional position of the keypoint with sub-pixel accuracy.

C. Feature Description

A feature description is a process which takes an image with interest points and yields feature descriptors (vectors). The obtained feature descriptors acts as numerical "fingerprint" which differentiates one feature from another and are ideally invariant to image transformations. There are several methods to find feature descriptors like SIFT, SURF, Histogram Oriented Gradients (HOG) [28]. Here we use modified SURF (MSURF) [29] for computing descriptors.

1) Finding the Dominant Orientation: Estimating the dominant orientation with keypoint location as a center in a local neighborhood is a key step for obtaining rotation invariant descriptors. We compute the dominant orientation with a sampling step of size $\sigma_i$ in a circular area of radius $6\sigma_i$. First order derivatives $L_x$ and $L_y$ are weighted with a Gaussian centered on the subregion center and summed into a descriptor vector $d_\nu = (L_x, L_y, |L_x|, |L_y|)$. Then, each subregion vector is Gaussian weighted ($\sigma_2 = 1.5\sigma_i$) over a mask of $4 \times 4$ with keypoint as center. Compute the the derivatives according to the dominant orientation. In order to achieve the contrast invariance, normalize the descriptor vector of length 64 into a unit vector.

III. CUDA IMPLEMENTATION OF THE KAZE ALGORITHM

While the KAZE algorithm has demonstrated superior performance in terms of feature robustness in relation to the class of linear scale space based methods, the computations involving the nonlinear scale space considerably add to the computational cost. However, a lot of parallelism exists in the algorithm and it is thus suitable for a GPU based acceleration. We describe the CUDA based implementation details for all the three main steps of the KAZE algorithm in this section. As long as they are available we always use standard OpenCV GPU primitives.

We have used GpuMat object of OpenCV to allocate memory in GPU global memory. We allocate memory to evolution level with dimensions $O \times S$ (number of octaves and number of sublevels respectively) for each evolution image of nonlinear scale space pyramid ($L_t$), first order derivatives ($L_x$ and $L_y$), second order derivatives ($L_{xx}$, $L_{yy}$ and $L_{xy}$), images obtained after Gaussian smoothing ($L_{smooth}$) and hessian determinants ($L_{det}$) of size $W \times H$.

1) Nonlinear scale space generation: For a given input image, in order to reduce image artifacts and noise, we convolve the image with a Gaussian kernel of standard deviation $\sigma_0$. The resultant image is then considered as the base image and its image gradient histogram is computed to obtain the contrast parameter $k$ in an automatic procedure. For the obtained set of evolution times $t_i$ and contrast parameter, we then build the nonlinear scale space using the FED scheme. At each evolution level of the nonlinear scale space, several auxiliary images are generated. The image $L_{smooth}$ is the image obtained by performing a two-dimensional Gaussian convolution using OpenCV CUDA primitive kernel on the image generated at the end of the previous evolution level (or on the base image in the case of the first level). $L_{smooth}$ is calculated by allocating a block of $8 \times 8$ threads and a grid of $(W + 8)/8 \times (H + 8)/8$ blocks. First order $x$ and $y$ Gaussian derivatives of $L_{smooth}$ in the form of images $L_x$ and $L_y$ are then calculated using Scharr filters [27]. We determine the diffused image $L_{flow}$ at each level by then using our GPU kernel to compute Perona malik conductivity equation from the first order Gaussian derivatives $L_x$ and $L_y$. We allocate a block of $32 \times 32$ threads and a grid of $(W + 32)/32 \times (H + 32)/32$ blocks and then each thread computes the conductivity equation from the first order Gaussian derivatives on each pixel of an image to form the flow image. From the obtained flow images, we need to determine step images. So, we implemented Fast Explicit Diffusion that executes over several steps (for defined step size) using a GPU kernel that yields step image at each evolution level. We have allocated a block containing $32 \times 32$ threads and a grid of
Let $r$ be the ratio between the $\alpha$ and $\beta$, so $\alpha = r\beta$. Then,

$$\frac{Tr(H)^2}{Det(H)} = \frac{(\alpha + \beta)^2}{\alpha\beta} = \frac{(r + 1)^2}{r}, \quad (12)$$

A. Implementation of Feature Points Description

1) Implementation of Orientation Assignment: To build the orientation, we divide the circle into segments each covering an angle of $\pi/3$. We have defined two dimensional thread block with 121 threads ($11 \times 11$) such that each thread computes the orientation of a keypoint. Information of all neighborhood pixels around a keypoint in a circular region with radius of $6\sigma$ ($\sigma$ is 1.5 times as the scale of the keypoint) is required to compute orientation. The information of keypoint and their relative pixels that have been computed is transferred to each thread using shared memory. We compute Gaussian weighted first order derivatives centered at the keypoint for each sample in the segments of a circular area. We represent the corresponding derivative responses as points in vector space and is stored in GPU memory space. Finally, the computed responses are summed over the sliding segments of the circle over an angle $\pi/3$. The maximum response in the longest vector is the dominant orientation.

2) Implementation of Feature Points Descriptor: Computation of MSURF-descriptors with the non-linear space is parallelized. We use shared memory to accelerate the computation of descriptors and store the derivatives responses over the squared regions. First order derivatives $L_x$ and $L_y$ are computed for detected feature at each scale $\sigma_i$ over square region of $24\sigma_i \times 24\sigma_i$ around keypoint. We divide each region into $4 \times 4$ square sub-regions whose edge are $9\sigma_i$. Compute the Gaussian weighted ($\sigma$ is 2.5 times as the scale of the keypoint) derivative responses in each subregion around its center and summed into descriptor vector. Compute Gaussian weighted ($\sigma$ is 1.5 times as the scale of the keypoint) subregion vector around the keypoint over the mask of $4 \times 4$ region. A 4-orientation derivative response is generated by calculating the contribution of the orientation of each pixel to the orientation in a sub-region. So we can obtain $4 \times 4 \times 4$ responses to form a 64-dimensional vector. We use one thread to process a sub-region. In our allocation strategy, there are 16 threads in a block to process 4 keypoints. A thread computes the weight of all the pixels in the sub-region and transfer responses to shared memory. Then the processing results of the 16 threads could generate a 64-dimensional feature vector.

The number of keypoints decreases rapidly as the scale size $\sigma_i$ gradually increases so does the number of threads which are used to process and compute information of keypoints. A preprocessing before orientation assignment and keypoints descriptor is put forward. In this preprocess, some information of images such as size, scale etc., and the memory address of feature vectors are calculated by CPU and stored in GPU global memory. Because these data would not be accessed frequently and never modified, they are stored in the constant memory which saves bandwidth and accelerates the accessing speed. Moreover, all the images and information of keypoints should

$(W + 32)/32 \times (H + 32)/32$ blocks so that each thread computes Fast Explicit Diffusion Scheme (FED) using diffusivity factor of image over the inner steps at each scale to build nonlinear scale space. The obtained step image after applying FED scheme is considered as the image of the corresponding evolution level. The performance of nonlinear scale space generation kernel has been improved using shared memory access when appropriate.

2) Implementation of Feature Points Detection: In order to determine the detector response at each evolution level, we calculate the multiscale derivatives. To find the first order and second order derivatives at each evolution level for larger scale size, we use separable larger linear row filter and the larger linear column filter kernels and combine them for calculating Scharr derivatives. We have allocated a block containing $64 \times 4$ threads and a grid of $(W + 64)/64 \times (H + 4)/4$ blocks for both row filter and column filters so that each thread computes the derivative response of each pixel of the image at each evolution level of defined kernel window with scale size $\sigma_i$. We combine the results of both the filter to form large and separable two dimensional filter which yields multiscale derivative responses of the image at each evolution level with scale size $\sigma_i$. From the obtained second order derivatives $L_{xx}$, $L_{xy}$ and $L_{yy}$, we calculate detector response of images at each evolution level. Although we compute multiscale derivatives for every pixel in the feature detection step, we also utilize the same set of computed derivatives in the feature description step in order to reduce computational cost. We allocate $8 \times 8$ threads in a two-dimensional block. First, the current and two adjacent scales in non-linear space should be bound to three texture references. Each thread takes out 27 corresponding pixels in three levels by global fetch. Then, for each of the potential response, we check that the response is a maxima with respect to other keypoints from level $i - 1$ and $i + 1$, respectively directly above and directly below in a window of size $\sigma_{i,s} \times \sigma_{i,s}$ pixels. The central point in these pixels is compared to others to determine whether it is the extreme point. If a pixel is an extreme point, it is selected as a candidate keypoint. Last, the edge responses must be eliminated. To eliminate edge points, the principal curvature around the surface $D(x, y)$ of a candidate point at $(x, y)$ can be calculated using the Hessian matrix of candidate keypoints. In practice, the image pixels are discrete, so the Hessian matrix can be calculated by 8 points around those keypoints. The Hessian matrix is given by

$$H = \begin{pmatrix} D_{xx} & D_{xy} \\ D_{xy} & D_{yy} \end{pmatrix} \quad (9)$$

Where $D_{xx}$, $D_{xy}$, and $D_{yy}$ are second order local derivative of candidate keypoint. Let the largest eigenvalue be $\alpha$, and the smallest eigenvalue is $\beta$. Then the sum of the eigenvalues from the trace of $H$ and their product from the determinant can be computed as:

$$Tr(H) = D_{xx} + D_{xy} = \alpha + \beta \quad (10)$$

$$Det(H) = D_{xx}D_{yy} - D_{xy}^2 \quad (11)$$
Figure 2. Runtimes of multithreaded CPU-KAZE and GPU-KAZE

Figure 3. Runtimes of CPU-KAZE and GPU-KAZE for different scales
be bound to several texture references. After pre-processing, the kernel will be initialized.

To improve load balance, we adapted the following process.

1) For a given keypoint, the location of the keypoint in image pyramid is calculated by each thread.
2) To compute keypoint descriptor vectors and their corresponding orientations, we should reuse the information stored in constant memory.
3) the computed feature vectors should be stored in the appointed GPU memory addresses.

In contrast to methods by which the scale space levels are processed one by one, all the image scales are computed at the same time to make full use of threads that are potentially starving. We reallocate the blocks and threads which process the keypoints in different scale images concurrently. Consequently, this allocation strategy ameliorates the load imbalance.

IV. RESULTS AND DISCUSSION

In this paper, we implement the program on the GPU NVIDIA Geforce GTX TITAN X (MAXWELL). It has 12 GB of global memory and 64 KB of constant memory. This GPU has 48KB shared memory and at most 65536 registers on each Streaming Multiprocessors (SM). Moreover, This GPU also has 32 blocks and 64 warps with 32 threads per warp on each SM. The CPU version of KAZE is implemented on Intel(R) Xeon(R) CPU E5-2650 processor configured with 8 cores and 16 threads.

In Figure 2(a), we plot the runtimes for both the multithreaded CPU-KAZE with \( m = 16 \) (where \( m \) denotes the number of threads) and our GPU-KAZE implementation for various image sizes. While the runtimes increase as a function of the image size, the rate of increase is significantly larger for the CPU version. The speedup of the GPU version is thus seen to improve with increasing image size. GPU-KAZE is around 10 times faster than the CPU-KAZE for the image of size 1920 \( \times \) 1200. In Figure 2(b), we have plotted the runtimes of CPU-KAZE with varying number of threads \( (m = 4, 8, 12, 16) \) with respect to increasing image dimensions. It is seen that the speedup does not scale well with increased thread count. The GPU version, however, will scale well with the number of CUDA cores in the GPU chip.

For a given image size the number of keypoints will change depending on the complexity of the image and thus runtimes for images of the same size may change. In order to study the effect of image complexity, we created an image dataset of 8 different image dimensions ranging from 240 \( \times \) 400 (lower image dimension) to 1920 \( \times \) 1200 (Higher image dimension) with 6 images of varying complexity in each dimension. In Figure 3 we have plotted the average time taken by CPU-KAZE and GPU-KAZE for each image in this dataset grouped by their dimension. Although there is now variance in the runtime for an image of a given size, the speedup factors observed earlier still seem to hold.

In Figure 4, we assess the runtimes with respect to the individual key steps involved in the KAZE algorithm. We can notice almost 10 times faster performance of GPU-KAZE than CPU-KAZE for each step as the image dimension increases. We can also observe that building non-linear scale space consumes most of the time when compared to feature detection (computes multiscale derivatives and keypoints) and feature description (computes descriptors).

Within these three major steps, construction of the Nonlinear scale space pyramid, computation of the keypoints orientation and descriptor calculation are the substeps with the largest computational burden. The runtimes of GPU-KAZE and multithreaded CPU-KAZE (with variation in the number of threads \( m = 1 \), 4, 16) for these subtasks are plotted in Figure 5. Two different image dimensions were considered. It is clearly seen that better speedups are obtained especially for the nonlinear pyramid construction step for the image with larger dimensions. The speedup factor for the smaller and large dimension is listed in Table I and Table II respectively.

Efficient memory optimization is also a key factor that affects the performance capabilities of any algorithm. The impact on performance by effective utilization, optimization, and reuse of heap space can be observed as image dimensions increases or when a huge number of keypoints are extracted. In Figure 6 we plot the memory utilization of CPU-KAZE that has been analyzed using Valgrind tool whereas GPU-KAZE is analyzed using NVIDIA profiler. Memory utilized by CPU-KAZE is shown in Figure 6(a). In Figure 6(b), we also plot memory utilized by GPU-KAZE and memory utilized by scratch images say \( L_{step} \) (represented by the green colored bar chart) with varying image dimensions. We can notice that the memory utilized by CPU-KAZE for the larger image dimension (1200 \( \times \) 1200)
Figure 5. Runtimes of multithreaded CPU-KAZE and GPU-KAZE for key tasks with respect to the image dimensions of \( 1920 \times 1200 \) and \( 480 \times 640 \) respectively.

Figure 6. Memory footprint of CPU-KAZE and GPU-KAZE for different scales.

1920) is around twenty times higher than the memory utilized by CPU-KAZE for the lower image dimension (\( 480 \times 640 \)) whereas memory utilized by GPU-KAZE for the larger image dimension (\( 1200 \times 1920 \)) is around three times higher than the memory utilized by GPU-KAZE for the lower image dimension (\( 480 \times 640 \)) implying better memory optimization in the case of GPU-KAZE when compared with CPU-KAZE.

In Figure 7, we compare the extracted keypoints of CPU-KAZE and GPU-KAZE implementations. The CPU-KAZE implements an approximate serial procedure by first checking for maxima on a \( 3 \times 3 \) window instead of the \( \sigma \times \sigma \) window. We have implemented both this approximate procedure and also the exact procedure. In the GPU version, no runtime penalty was observed by implementing the exact procedure instead of the approximate one. We have considered an image with dimension \( 480 \times 640 \) to check the accuracy of the keypoint extraction for the GPU-KAZE as compared to the CPU-KAZE. We have obtained a similar number of keypoints (i.e., around...
2200 keypoints are extracted) for both CPU-KAZE and GPU-KAZE. We have noticed relatively less number of keypoints when using the exact procedure in comparison to the number of keypoints obtained using CPU-KAZE approximate procedure.

V. Conclusion

The computational cost for building non-linear scale space, feature extraction, and feature description of GPU-KAZE are in the ratio 4 : 3 : 1 respectively. From the keen analysis of the results obtained from GPU-KAZE, we can notice that building nonlinear scale space and feature detection are the key tasks that are computationally intensive. To improve the nonlinear scale pyramid construction, new approaches to speed the solution of the Perona Malik PDE are needed. We are investigating schemes that have been utilized to perform nonlinear diffusion filtering [30], [31], [32] and can solve Partial Differential Equations (PDE) [33] more efficiently. The feature detection computations rely on spatial derivative calculation in a three dimensional space. Utilizing the spatial locality features in GPU texture memory is one way to improve these.
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