Unsupervised Deep Noise Modeling for Hyperspectral Image Change Detection

Xuelong Li, Zhenghang Yuan and Qi Wang *

School of Computer Science and Center for OPTical IMagery Analysis and Learning (OPTIMAL), Northwestern Polytechnical University, Xi’an 710072, China; li@nwpu.edu.cn (X.L.); zhenghangyuan@mail.nwpu.edu.cn (Z.Y.)
* Correspondence: crabwq@gmail.com

Abstract: Hyperspectral image (HSI) change detection plays an important role in remote sensing applications, and considerable research has been done focused on improving change detection performance. However, the high dimension of hyperspectral data makes it hard to extract discriminative features for hyperspectral processing tasks. Though deep convolutional neural networks (CNN) have superior capability in high-level semantic feature learning, it is difficult to employ CNN for change detection tasks. As a ground truth map is usually used for the evaluation of change detection algorithms, it cannot be directly used for supervised learning. In order to better extract discriminative CNN features, a novel noise modeling-based unsupervised fully convolutional network (FCN) framework is presented for HSI change detection in this paper. Specifically, the proposed method utilizes the change detection maps of existing unsupervised change detection methods to train the deep CNN, and then removes the noise during the end-to-end training process. The main contributions of this paper are threefold: (1) A new end-to-end FCN-based deep network architecture for HSI change detection is presented with powerful learning features; (2) An unsupervised noise modeling method is introduced for the robust training of the proposed deep network; (3) Experimental results on three datasets confirm the effectiveness of the proposed method.
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1. Introduction

Hyperspectral images (HSIs) acquired by hyperspectral imaging sensors have been available for research since the early 1980s [1]. Because of the hundreds of nearly continuous spectra, HSIs help to distinguish the subtle differences of various ground objects [2]. The rich spectral information found in HSIs makes them useful in many applications, such as band selection [3–5], anomaly detection [6–8], image classification [9–11], hyperspectral unmixing [12–15], change detection [16–19], and so on. Among them, HSI change detection provides a timely and powerful means to observe our changing planet, which is a very significant study. To be specific, change detection is the process of identifying the differences of the same ground objects by observing them at different times [20]. Its use in various geologic applications is well documented, for example in the fields of disaster monitoring [21], resource and environment management [22,23], and land cover mapping [24,25]. In general, there are three main steps for a complete HSI change detection, namely, image preprocessing, change detection map generation, and evaluation. Among these steps, how to generate the final change detection map is the most important problem for change detection research.

Many change detection methods have been proposed in recent years. Simple methods to generate change detection maps are image subtraction and the use of ratios and other mathematical
operators. The results of these operations are used by different segmentation and classification methods. The most common method is change vector analysis (CVA) [26], which is a typically unsupervised method using spectral vector subtraction. Additionally, some modified CVA methods are presented in References [27–30]. In Reference [31], a hybrid vector was constructed using a change vector and spectral angle, and then a change detection map was generated using the adaptive fusion strategy. Robust change vector analysis (RCVA) [32] was another improvement of CVA, which was presented to account for the pixel neighborhood effect. In addition to the above, there are other methods based on image transformation. Multivariate alteration detection (MAD) [33] was designed to detect change pixels by exploring canonical correlation analysis. Then, iteratively reweighted MAD (IR-MAD) [34] was developed with different weights for certain observations. In addition, Liu et al. [35] used band selection to select the most informative band subset to address the change detection problem. Shao et al. [36] presented a semi-supervised fuzzy C-means (RSFCM) clustering algorithm, which introduced pseudo-labels from difference images. Wu et al. [37] utilized kernel slow feature analysis and post-classification fusion for scene change detection, which accurately determined the changes. Ertürk et al. [38] tackled the change detection problem by exploring the sparse unmixing based on spectral libraries, which provided subpixel-level change information. Yuan et al. [39] proposed a novel semi-supervised distance metric learning method and detected the change areas by spectral feature.

However, with the development of new imaging sensors [40,41], some traditional change detection methods cannot get satisfactory results in terms of the increasing dimensions of the data. HSIs, characterized by very high spectral resolution, have a greater ability to detect finer changes than other traditional remote sensing images. Despite the methods of change detection being constantly updated, there are still a lot of challenges in HSI change detection task. One challenge is that HSIs are easily influenced by noise during the image acquisition process. Thus, the low level representations of HSIs are not discriminative enough for the task of change detection, which makes it difficult to detect change areas accurately for traditional methods. Another challenge is that the hundreds of spectral bands further make HSIs have an extremely high dimensionality. It is difficult to deal with the high-dimensionality problem for conventional methods. These aforementioned problems need to be addressed to improve the change detection performance. Fortunately, the development of deep learning is a promising way of solving these issues.

Nowadays, the rapid development of deep learning has swept across the field of image analysis due to its powerful learning ability [42,43]. Specifically, deep learning has a powerful tool to deal with the problem of high dimension and feature extraction. However, as a result of the characteristics of HSI change detection and the limited number of datasets, it is difficult to train the whole neural network with ground truth label information. In other words, most available works on deep learning for HSI change detection are trained with pseudo-training sets, which are not real labeled training sets. Therefore, the current studies focused on the application of deep learning related to HSI change detection are still insufficient.

The change detection task based on deep learning can be mainly divided into the following three categories. Firstly, change detection is considered as a binary classification task, which is a supervised method. In other words, the whole network is trained with pseudo-training sets. In this respect, a general end-to-end 2-D convolutional neural network (CNN) framework (GETNET) [44] was presented, aiming at learning features from multi-source data at a higher level. In this work, pseudo-training sets obtained by other change detection methods are necessary to train the whole network. However, the inherent noise in the pseudo-training sets will lead to performance degradation of the algorithms. Secondly, a deep network is trained in an unsupervised way without a priori labels. Gong et al. [45] proposed a discriminative feature learning method for change detection based on a restricted Boltzmann machine (RBM). The two images are transformed into feature spaces and then comparisons of paired features are made to generate the final change detection map. Nevertheless, these networks do not have the strong learning ability of feature extraction like CNN, which weakens
the representation of features. Thirdly, pretrained networks on other classification datasets are used for change detection in an unsupervised way. Pretrained CNN was employed to extract features of zooming levels [46] and these concatenated features were compared to obtain the change results. However, the features extracted from pretrained CNN designed for other datasets are suboptimal for the task of change detection. Furthermore, Kevin et al. [47] utilized the CNN model pretrained for semantic segmentation to detect change areas in an unsupervised way. However, this work heavily depends on the ability of a trained model to perform semantic segmentation. In other words, this method becomes invalid when the datasets do not contain segmentation labels.

Additionally, the number of change detection datasets is very limited because it is labor-intensive and time-consuming to label each pixel in an HSI. Despite the fact that there are supervised methods, some of them are based on the pseudo-training datasets which are not real labeled data. However, the unsupervised methods are usually independent of datasets and have more practical applications. The unsupervised learning does not need any labeled data and is able to be applied under various conditions. This, therefore, raises the question: how to learn the change detection map based on deep learning without labeled data while obtaining competitive results with supervised methods.

Considering these problems, how to effectively utilize the rich spectra information in high dimensionality and distinguish useful information from noise in an unsupervised way is an important field of research [15,48–50]. In this work, a novel perspective on noise modeling-based unsupervised fully convolutional network (FCN) framework for HSI change detection task is proposed. The proposed end-to-end framework learns the latent change detection map by excluding the noise in change detection maps of existing unsupervised methods. We consider how to improve the performance by the training of the FCN without labeled data in order to obtain the final change detection map. To this end, this paper develops a novel end-to-end unsupervised framework, consisting of three modules: the FCN-based feature learning module, the two-stream feature fusion module, and the unsupervised noise modeling module. These three modules work natively to jointly improve the change detection accuracy. To sum up, the main contributions of this work can be summarized as follows.

(1) A new FCN-based deep network architecture is designed to learn powerful features for the task of change detection. The proposed architecture works in an end-to-end manner, which minimizes the final change detection cost function to avoid error accumulation.

(2) An unsupervised noise modeling module is introduced for the robust training of the proposed deep network in the task of HSI change detection. By excluding the noise in an unsupervised way, the performance is improved effectively.

(3) Extensive experimental results on three datasets demonstrate the proposed method’s superior performance. It not only achieves a better performance than common unsupervised approaches, but is also competitive with some supervised approaches.

The rest of this paper is organized as follows. The details of the proposed method are introduced in Section 2, the performance of the method is evaluated in Section 3, and finally, we conclude this paper in Section 4.

2. Methodology

In this section, we introduce the proposed unsupervised HSI change detection framework in detail. As illustrated in Figure 1, the proposed method consists of three main modules. The first one is the FCN-based feature learning module, which is designed to learn discriminative features from high-dimensional data. As HSI change detection is treated as a segmentation task, we propose to employ the FCN-based deep learning framework as the backbone. The second one is the two-stream feature fusion module, which paves the way to feature fusion of two types of data. Different from traditional image classification, the task of change detection involves two HSIs, and how to fuse the two-stream features is still an open problem. The final one is the unsupervised noise modeling module, applied to tackle the influence of the noise and the robust training of the proposed network.
The traditional unsupervised change detection method is utilized for excluding the noise by performing this module. After these three modules, the final change detection map is obtained and the accuracy is also improved. The proposed three modules will be described in the following sections.

Figure 1. The illustration of the proposed change detection framework, which consists of an fully convolutional network (FCN)-based feature learning module, a two-stream feature fusion module, and an unsupervised noise modeling module.

2.1. FCN-Based Feature Learning Module

Deep CNN-based HSI change detection methods usually sample patches for feature extraction and classification. However, patch-wise training and testing are not efficient and have extra pre- and post-processing complications. Since change detection requires one to assign labels to all pixels of the input HSIs, it is an essential segmentation task. Inspired by this, we propose to design an unsupervised FCN-based HSI change detection framework.

To clearly present the proposed FCN-based network architecture, we introduce the convolution and deconvolution layers first. Convolution is a basic feature learning component of CNN, which operates on local input regions. Suppose the input data is \(x_{ij}\), and \((i, j)\) is the spatial coordinate. Then, the convolution output \(y_{ij}\) is computed by

\[
y_{ij} = f_1\left\{ x_{ij} + \delta_i, \delta_j \right\}, 0 \leq \delta_i, \delta_j \leq k, \tag{1}
\]
where \( s \) is the convolution stride and \( k \) is the kernel size. \( f_l \) is the specific operation for the \( l - th \) layer, and for convolution it is a matrix multiplication. Then, the output \( y_{ij} \) will be the input of the next layer. By stacking these convolution layers, high semantic-level features are extracted. For a convolution layer, if stride \( s \) is set to 2, then the spatial size of the output will be half of the input size. Deconvolution is a special kind of convolution layer, also named transposed convolution, which is used to enlarge the output spatial size. As the weight of the deconvolution layer is transposed, the output spatial size will be two times that of the input size if stride \( s \) is set to 2.

The FCN architecture of the proposed work is illustrated in Figure 2 in detail, which consists of an encoder module and a decoder module. On the one hand, convolution layers are used in the encoder module to get the quintessence from original data. On the other hand, deconvolution layers are exploited in the decoder module to recover the input spatial size. We also compare the FCN-based change detection architecture with the patch-wise CNN change detection method. No pre- or post-processing are needed in the FCN-based framework and it can be trained in an end-to-end manner.

The proposed FCN based network

![Architecture of the proposed FCN-based network.](image)

In change detection task, the two HSIs are captured at the same position but different times. Thus, the same FCN-based networks are employed to extract the deep features to make sure that the features of two HSIs are in the same space. Considering \( HSI_1 \) and \( HSI_2 \) as two input HSIs, the feature extraction of them with the FCN-based network can be formulated as

\[
F_{HSI_1} = f_{decoder}(f_{encoder}(HSI_1)),
F_{HSI_2} = f_{decoder}(f_{encoder}(HSI_2)),
\]

where \( f_{encoder} \) and \( f_{decoder} \) are the encoder network and decoder networks, respectively. The final convolution feature maps of the two input HSIs are denoted as \( F_{HSI_1} \in \mathbb{R}^{N,C,H,W} \) and \( F_{HSI_2} \in \mathbb{R}^{N,C,H,W} \), which are used for the following feature fusion module. \( N \) is the batch size, and \( C \) is the channel size. \( H \) and \( W \) are the height and width of the final feature maps, respectively, which are the same as the input HSIs. The architecture details for the proposed network is illustrated in Table 1.
### Table 1. Architecture details for the proposed network.

| Layers                  | Kernel Size | Output Channels | Stride | Padding |
|-------------------------|-------------|-----------------|--------|---------|
| Convolution + ReLU      | 11 x 11     | 64              | 4      | 2       |
| MaxPooling              | 3 x 3       | 64              | 2      | 0       |
| Convolution + ReLU      | 5 x 5       | 192             | 1      | 2       |
| MaxPooling              | 3 x 3       | 192             | 2      | 0       |
| Convolution + ReLU      | 3 x 3       | 384             | 1      | 1       |
| Convolution + ReLU      | 3 x 3       | 256             | 1      | 1       |
| Convolution + ReLU      | 3 x 3       | 256             | 1      | 1       |
| Convolution + ReLU + BN | 3 x 3       | 64              | 1      | 1       |
| DeConvolution + ReLU + BN| 3 x 3      | 256             | 2      | 0       |
| DeConvolution + ReLU + BN| 3 x 3      | 64              | 2      | 0       |
| Convolution             | 1 x 1       | 64              | 1      | 0       |
| Convolution             | 1 x 1       | 2               | 1      | 0       |

#### 2.2. Two-Stream Feature Fusion Module

Because HSI change detection takes two images as the input, it is different from the traditional image segmentation task which only uses one. In the change detection task, the main target is comparing the features of two HSIs in order to determine whether one pixel has changed or not. Thus, how to fuse these two branch features together is critical for the performance of change detection.

In order to fuse the extracted features of the two CNN branches, varieties of strategies have been proposed. These methods can be roughly divided into three types: (1) Image-level fusion; (2) feature-level fusion; (3) score map-level fusion. In this work, image-level fusion is not suitable because too many channels of HSI can dramatically increase the computational complexity. Moreover, image-level pre-processing may suffer as a result of the noise in raw HSIs and decrease the performance. Considering the subsequent noise modeling module, score map-fusion is also not applicable [51]. Thus, we employ the feature-level fusion strategy in this work to fuse the extracted features from two HSIs at different times. The illustration of feature-level fusion can be seen in Figure 3.

![Figure 3. Architecture of the feature-level fusion.](image-url)
final feature maps $F_{HSI}$ for the subsequent noise modeling module. Similarly, element-subtraction is also used for the feature fusion. All the aforementioned feature fusion strategies can be formulated as

$$F_{HSI} = \text{concat}(F_{HSI_1}, F_{HSI_2}),$$

$$F_{HSI} = \frac{1}{2}F_{HSI_1} + \frac{1}{2}F_{HSI_2},$$

$$F_{HSI} = F_{HSI_1} - F_{HSI_2}. \quad (3)$$

After the feature fusion module, the fused feature map $F_{HSI} \in \mathbb{R}^{(N,2C,H,W)}$ or $F_{HSI} \in \mathbb{R}^{(N,C,H,W)}$ is generated, and these feature maps are used for the following noise modeling module to estimate the ‘true’ change detection map.

2.3. Unsupervised Noise Modeling Module

Since ground truth labels can not be used in the HSI change detection task, we propose to make use of the change detection results of existing unsupervised change detection methods to train the FCN network. These samples which are not real labeled data with labor are used to train the network. However, the change detection results of existing unsupervised methods such as CVA [26], PCA-CVA [30], and IR-MAD [34] contain errors, which means that directing training the network with these samples will limit the performance. Inspired by the work of [54], we aim to improve the performance by excluding the noise in the existing change detection maps. Specifically, the noisy but informative change detection maps of existing unsupervised methods are utilized for the training of proposed network.

The two input HSIs are denoted as $HSI_1$ and $HSI_2$, and $K$ existing change detection maps are considered as the training dataset $Y_p = \{y_i \in \mathbb{R}^{(H,W)}, i = 1, \ldots, K\}$ produced by the unsupervised change detection methods. The accuracies of these existing change detection maps are not 100%, which means there are some noises difficult to remove. The output of the proposed FCN-based network is employed to estimate the ‘true’ change detection map. This can be represented as

$$\overline{y} \in (H,W) = f_d(F_{HSI}), \quad (4)$$

where $f_d$ is the decoder network. With the two input HSIs, the estimated change map $\overline{y}$ can also be formulated as $\overline{y} = f(HSI_1, HSI_2; \Theta)$, where $f$ denotes the whole network. Specifically, to exclude the noise in the training dataset $Y_p$, each pixel in $y_i$ is modeled as the sum of $\overline{y}_i$ and a Gaussian noise $n_i$: $y_i = \overline{y}_i + n_i$. In practice, given the FCN network parameters $\Theta$ and two input HSIs, the noise module can be formulated as

$$y_i = f(HSI_1, HSI_2; \Theta) + n_i, \quad (5)$$

where $n_i$ is a noise map which is subject to a zero-mean Gaussian distribution. The reason why $n_i$ is supposed to be a zero-mean Gaussian distribution is that Gaussian noise may be the best simulation of real noise when the real noise is particularly complex. In addition, the zero-mean Gaussian distribution is very simple and easy to calculate. The distribution of parameter $\Sigma$ in $n_i$ can be estimated with the following steps during training. Firstly, a noise map $n_i \in \mathbb{R}^{(H,W)}$ is generated from a prior Gaussian distribution $p_i(0, \Sigma)$. Then, the computed noise map $\hat{n}_i$ is denoted as

$$\hat{n}_i = y_i - \overline{y}_i, \quad (6)$$

and the corresponding distribution $q(\hat{\Sigma})$ can be estimated with $\hat{n}_i$. Finally, the Kullback–Leibler (KL) divergence loss is used to enforce the computed noise map to approximately obey the prior Gaussian distribution $p_i(0, \Sigma)$. The loss function can be formulated as

$$L_{KL}(\Theta, \Sigma) = KL(p(\Sigma) || q(\hat{\Sigma})). \quad (7)$$
With these steps, the noise is separated from the $Y_p$ and the change detection performance is improved in an unsupervised manner.

2.4. End-to-End Training

As mentioned above, the proposed FCN-based network firstly learns the latent change detection map, which then is trained to generate the ‘true’ change detection map with the training dataset $Y_p$ and the noise modeling module. Since no ground truth labels are used in this work, it is still an unsupervised framework for the change detection task and works in an end-to-end manner. For the change detection map generation, the cross-entropy loss is employed for supervision. Given the predicted change detection map $y_t$ and the training dataset generated from existing unsupervised change detection methods $y_i, i = 1, ..., K$, the cross entropy loss $L_{cls}$ can be computed by

$$L_{cls}(y_t, Y_p) = \sum_{i=1}^{K} - (y_i \log(y_t) + (1 - y_i) \log(1 - y_t)).$$  (8)

The aforementioned KL divergence loss $L_{KL}$ works natively with the cross entropy loss $L_{cls}$. Thus, the total loss for the training of the whole framework is denoted as

$$L = L_{cls} + \lambda L_{KL}(\Theta, \Sigma),$$  (9)

where the parameter $\lambda$ is used to balance the two types of loss functions. In practice, the parameter $\lambda$ is set to 0.001. Moreover, in order to make the training process more stable, the FCN network is first trained until it converges. Then, the whole framework is trained with the loss $L$. The illustration of the training details of the proposed denoising module is depicted in Figure 4.
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**Figure 4.** This figure illustrates the training details of the proposed denoising module. In this module, the latent change detection map generated by the FCN network is subtracted by the unsupervised training datasets to obtain the noise map. Then, we train this module to minimize the Kullback–Leibler (KL) divergence between the noise distribution and the prior Gaussian distribution. Finally, a noise excluded-change detection map is obtained when this module converges.
3. Experiments

In this section, lots of experiments are carried out on three HSI datasets to evaluate the superiority of the proposed method. Firstly, the employed HSI change detection datasets are introduced. Then, we describe the experimental details including evaluation measures and parameter setup. Finally, the experimental results of the proposed method and other state-of-the-art works are analyzed in detail.

3.1. Datasets

In order to evaluate the performance of the proposed method, three HSI change detection datasets are employed, which are from Earth Observing-1 (EO-1) Hyperion hyperspectral sensor. The EO-1 Hyperion sensor offers imagery at 30 meter spatial resolution [55] and the spectral range is from 0.4 to 2.5 \( \mu \text{m} \) [56]. Additionally, it provides 10 nm spectral resolution and 7.7-km swath width [57]. Each dataset consists of three images, which are HSI of time 1, HSI of time 2, and a ground-truth map. The two real HSIs are photographed at the same place but different times and the corresponding ground-truth map is a binary image. The white pixels in the ground-truth map indicate the changed part while the black pixels mean the unchanged objects. The detailed descriptions of three HSI change detection datasets are shown as follows:

1. **Farmland**: This data set covers an area of farmland in the city of Yancheng, Jiangsu province, China, composed of 450 × 140 pixels. The two HSIs were taken on 3 May 2006 shown in Figure 5a and 23 April 2007 shown in Figure 5b. After removing the noise and water absorption bands, there are 155 spectral bands used for change detection in the experiments. Additionally, the major change is the size of farmland on this dataset.

2. **Countryside**: It covers an area of countryside in the city of Nantong, Jiangsu province, China, shown in Figure 5c,d. The two HSIs were acquired on 3 November 2007 and 28 November 2008, respectively. There are 166 bands used after discarding some noisy bands, and the size of each band is 633 × 201 pixels. Visually, the size of rural areas is the main change in this dataset.

3. **Poyang lake**: The two HSIs covers the province of Jiangxi, China, obtained on 27 July 2002 and 16 July 2004, respectively. This dataset has a size of 394 × 200 and is illustrated in Figure 5e,f. There are 158 spectral bands after noise elimination. In addition, the land change is approximately the major change.

![Figure 5](image_url)

**Figure 5.** (a) The farmland image on 3 May 2006; (b) The farmland image on 23 April 2007; (c) The countryside image on 3 November 2007; (d) The countryside image on 28 November 2008; (e) The Poyang lake image on 27 July 2002; (f) The Poyang lake image on 16 July 2004.
3.2. Experimental Details

3.2.1. Evaluation Measures

Evaluation measures are very important to analyze the performance of change detection methods. In this work, the overall accuracy (OA) and the kappa coefficient are employed to evaluate different change detection methods. In the calculation of OA and kappa coefficient, four indexes are adopted: (1) true positives (TP), the number of changed pixels that are correctly detected; (2) true negatives (TN), the number of unchanged pixels that are correctly detected; (3) the false positives (FP), the number of unchanged pixels that are detected as changed pixels wrongly; (4) the false negatives (FN), the number of changed pixels that are detected as unchanged pixels. Specifically, the OA is defined as

\[ OA = \frac{TP + TN}{TP + TN + FP + FN}. \]

(10)

The kappa coefficient is employed as a consistency test, which is an index to evaluate the accuracy of classification. In the change detection task, the kappa coefficient indicates the consistency between the change detection map and the ground-truth map. The larger the value of kappa coefficient, the better the performance of the corresponding method. The kappa coefficient is denoted as

\[ Kappa = \frac{OA - P}{1 - P}, \]

(11)

where

\[ P = \frac{(TP+FP)(TP+FN)}{(TP+TN+FP+FN)^2} + \frac{(FN+TN)(FP+TN)}{(TP+TN+FP+FN)^2}. \]

(12)

3.2.2. Parameter Setup

All of the experiments are conducted on Ubuntu 18.04 with four Nvidia TITAN X Pascal cards. In this work, the change detection is treated as a segmentation task. The training details are introduced as follows. The ImageNet [58] pre-trained parameters are used for the initialization of FCN encoder network. Adam [59] optimizer with decay \( 1e^{-8} \) is employed for the training process. The initial learning is set to \( 4e^{-4} \) for all the three datasets, and no reduction strategy is used during training. For each dataset, we train the whole network with 1200 iterations. For the first 500 iterations, we only train the FCN network. For the remaining 700 iterations, the whole network including the denoising module is trained and updated. In the training of the denoising module, the initial variance of the prior Gaussian distribution is set to 0.1. It is worth mentioning that all the parameters are the same for the three change detection datasets.

The parameter values of other tested methods are as follows: For CVA method, a MATLAB implementation of CVA is used for HSI change detection. In addition, K-means is utilized to output the final change detection map. For the PCA-CVA method, the PCA pre-processing is employed for dimensionality reduction, whose contribution rate is 0.75. Then the CVA method is applied for the PCA outputs. For IR-MAD, we adopt the MATLAB code of Reference [34]. The pseudo-training dataset is used in SVM, which is the same with GETNET. We set C to 2.0 for the SVM classifier, where the linear kernel is used. For the CNN method, a patch-size of 5 is employed to sample pseudo-training patches, and the network backbone is the same with the GETNET but without the affinity matrix. For GETNET, we follow the same parameter settings described in Reference [44].

3.3. Comparison Results

In this section, extensive experiments are conducted to prove the effectiveness of the proposed method. Specifically, we compare it with other change detection methods including unsupervised approaches such as CVA [26], PCA-CVA [30], and IR-MAD [34], and supervised approaches such as support vector machines (SVMs) [60], patch-based CNN and GETNET [44]. The detailed results of the
three datasets of seven different methods are presented in Table 2. These methods are divided into ‘Pixel based’, ‘Patch based’, and ‘FCN based’. For each dataset, the proposed method is compared with the other six methods. In addition, the learned change detection maps and the estimated noise maps are further visualized.

### Table 2. The overall accuracy and kappa coefficients of the proposed method and the other six change detection methods for three datasets.

| Different Methods | The Experiment Datasets                  | Farmland | Countryside | Poyang Lake |
|-------------------|-----------------------------------------|----------|-------------|-------------|
| Pixel based       | CVA                                     | 0.9523   | 0.9825      | 0.9693      |
|                   | Kappa                                   | 0.8855   | 0.9548      | 0.8092      |
| Pixel based       | PCA-CVA                                 | 0.9668   | 0.9276      | 0.9548      |
|                   | Kappa                                   | 0.9202   | 0.8216      | 0.7259      |
| Pixel based       | IR-MAD                                  | 0.9604   | 0.8568      | 0.8248      |
|                   | Kappa                                   | 0.9231   | 0.8423      | 0.7041      |
| Pixel based       | SVM                                     | 0.8420   | 0.9536      | 0.9583      |
|                   | Kappa                                   | 0.6417   | 0.8767      | 0.7266      |
| Patch based       | CNN                                     | 0.9347   | 0.9033      | 0.9522      |
|                   | Kappa                                   | 0.8504   | 0.7547      | 0.8412      |
| Patch based       | GETNET                                  | 0.9845   | 0.9869      | 0.9875      |
|                   | Kappa                                   | 0.9622   | 0.9656      | 0.9102      |
| FCN based         | Ours                                    | 0.9694   | 0.9843      | 0.9778      |
|                   | Kappa                                   | 0.9426   | 0.9591      | 0.9413      |

3.3.1. Farmland Dataset

For the farmland dataset, the visualization results of the seven different methods are presented in Figure 6. Specifically, the proposed unsupervised method achieves competitive performance with the supervised method GETNET, and outperforms the other methods. Since the proposed method uses the results of ‘CVA’ and ‘PCA-CVA’, we compare the performance of them with ours. From the results we can see that the proposed denoising module can effectively exclude the noise with the results of ‘CVA’ and ‘PCA-CVA’, and improve the performance in an unsupervised manner. Although GETNET can outperform our method, it employs patch-based CNN network architecture, which is more time-consuming. Since there exists noise in the pseudo-dataset used in SVM and CNN, their performances are lower than the unsupervised CVA, PCA-CVA, and IR-MAD methods. Thus, the noise in the training set can do harm to the accuracy of these methods. However, with the denoising module of the proposed method, our method outperforms the CVA, PCA-CVA, and IR-MAD methods. In addition, the kappa coefficient of the proposed method is also high, indicating that the consistency between our method and the ground-truth map is almost perfect. To sum up, our method is competitive with GETNET and achieves a better performance than the other methods on this dataset.
3.3.2. Countryside Dataset

The countryside dataset is more complicated than the farmland dataset as shown in Figure 7. For this dataset, our method achieves a similar result as with the supervised GETNET method, and outperforms the other methods including the supervised and unsupervised forms. To be specific, the PCA-CVA, IR-MAD, and patch-based CNN methods yield lower OA than that of the farmland dataset since this dataset contains more scatter points and these points make these noise-sensitive methods perform worse. It is worth mentioning that our method achieves a better performance than the patch-based CNN, which is a supervised method with deep learning. This result indicates that the proposed method is robust to noise and excellently improves the performance. Additionally, regarding the kappa coefficient, our method is next only to GETNET. In summary, the proposed framework achieves the second-best OA and is superior to the other five change detection methods.

3.3.3. Poyang Lake Dataset

The Poyang lake dataset contains more scatter points and is more challenging for pseudo-dataset-based methods. For this dataset, our method works great and is competitive with GETNET. Furthermore, IR-MAD performs worst both on OA and kappa coefficient. What is particularly noteworthy is the proposed method achieves the largest value of kappa coefficient, which means the almost perfect consistency between it and the ground-truth map. Particularly,
the performance of our method exceeds the best unsupervised method CVA by about 1%, which indicates the effectiveness of the proposed denoising module. As can be seen in Figure 8g, some of the obvious noise is removed compared to (a), (b), and (c). Although GETNET performs best, it is more complex to train and test. Overall, our method has obvious advantages over the other methods. To better visualize the denoising module, we show the estimated noise map and latent change detection map in Figure 9.

Figure 8. The change detection maps of different methods for the dataset of Poyang lake: (a) the change detection map of CVA; (b) PCA-CVA; (c) IR-MAD; (d) SVM; (e) CNN; (f) GETNET; (g) our method; and (h) ground-truth map.

Figure 9. Illustration of the learned latent change detection map and the estimated noise map. The denoising module separates the training dataset into the latent change detection map and the noise map.

3.3.4. Ablation Study

To evaluate the effect of different feature fusion methods, we conducted several experiments, and the results are shown in Table 3. The results illustrate that feature-level concatenation outperforms other fusion methods. Actually, the element-wise summation and subtraction are special cases regarding the concatenation. When the weights of the next convolution layer are specially structured, the concatenation operation is equal to the summation or subtraction. However, image-level subtraction obtains the worst performance. The reason may be that some important information is lost after the HSI subtraction.
Table 3. Comparisons of different fusion strategies.

| Comparison Methods                  | The Experiment Datasets |
|-------------------------------------|-------------------------|
|                                     | Farmland | Countryside | Poyang Lake |
| Image-level Subtraction             | OA       | 0.9326      | 0.9428      | 0.9351      |
| Feature-level Element Subtraction   | OA       | 0.9541      | 0.9792      | 0.9649      |
| Feature-level Element Summation     | OA       | 0.9673      | 0.9831      | 0.9704      |
| Feature-level Concatenation         | OA       | 0.9694      | 0.9843      | 0.9778      |

Furthermore, we also conducted experiments to evaluate the effect of the number of unsupervised change detection maps, which are presented in Table 4. The results reveal that using all three unsupervised change detection maps achieves the best performance. Even with only one unsupervised change detection map, our method can still improve the performance compared to the noisy training change detection maps. This indicates the effectiveness of the proposed method.

As for the running time, the proposed framework takes 0.403 s for one inference on the described hardware. However, it takes 139 s for the patch-based method GETNET to generate the final change detection map, which is dramatically slower than the proposed method. Thus, the proposed method is time efficient compared to the patch-based method GETNET.

Table 4. Comparisons of different number of unsupervised change detection maps.

| Comparison Methods       | The Experiment Datasets |
|--------------------------|-------------------------|
|                         | Farmland | Countryside | Poyang Lake |
| CVA (one map)            | OA       | 0.9547      | 0.9836      | 0.9716      |
| PCA-CVA (one map)        | OA       | 0.9642      | 0.9317      | 0.9567      |
| All three maps           | OA       | 0.9694      | 0.9843      | 0.9778      |

4. Conclusions

This paper proposes a novel noise modeling-based unsupervised deep FCN framework for HSI change detection. In view of the fact that the high dimension of hyperspectral data has adverse effects on the performance of change detection, an effective deep framework is necessary to deal with this problem. Different from common CNN which learn features with the supervision method, an unsupervised deep FCN framework is presented without any labeled data. It makes use of the results of existing unsupervised change detection methods to train the network in an end-to-end manner. Specifically, the proposed method consists of three main modules, which are the FCN-based feature learning module, the two-stream feature fusion module, and the unsupervised noise modeling module. Firstly, the FCN-based feature learning module is employed to learn discriminative features from bitemporal HSIs. Then, the two-stream feature fusion module fuses the extracted feature for the purpose of the next step. Finally, the unsupervised noise modeling module deals with the influence of noise and is used for the robust training of the proposed network. These three modules work collaboratively towards improving the performance of change detection. A lot of experimental results illustrate that the proposed method is superior to unsupervised methods and some supervised method.
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