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Abstract

Neural vocoders based on the generative adversarial neural network (GAN) have been widely used due to their fast inference speed and lightweight networks while generating high-quality speech waveforms. Since the perceptually important speech components are primarily concentrated in the low-frequency bands, most GAN-based vocoders perform multi-scale analysis that evaluates downsampled speech waveforms. This multi-scale analysis helps the generator improve speech intelligibility. However, in preliminary experiments, we discovered that the multi-scale analysis which focuses on the low-frequency bands causes unintended artifacts, e.g., aliasing and imaging artifacts, which degrade the synthesized speech waveform quality. Therefore, in this paper, we investigate the relationship between these artifacts and GAN-based vocoders and propose a GAN-based vocoder, called Avocado, that allows the synthesis of high-fidelity speech with reduced artifacts. We introduce two kinds of discriminators to evaluate speech waveforms in various perspectives: a collaborative multi-band discriminator and a sub-band discriminator. We also utilize a pseudo quadrature mirror filter bank to obtain downsampled multi-band speech waveforms while avoiding aliasing. Accordingly to experimental results, Avocado outperforms baseline GAN-based vocoders, both objectively and subjectively, while reproducing speech with fewer artifacts.

Introduction

Speech synthesis generates speech waveforms that correspond to the input text. An acoustic model initially generates acoustic features corresponding to the input text (Wang et al. 2017; Li et al. 2019; Ren et al. 2019, 2021). A vocoder then converts the acoustic features into a speech waveform (Masanori, Yokomori, and Ozawa 2016; van den Oord et al. 2016). With the emergence of deep learning, neural vocoders can generate high-fidelity speech waveforms that are indistinguishable from human recordings (Prenger, Vallee, and Catanzaro 2019; Kim et al. 2019; van den Oord et al. 2018). Recently, vocoders based on generative adversarial network (GAN) (Goodfellow et al. 2014) with non-autoregressive convolutional architectures have been proposed (Yamamoto, Song, and Kim 2020; Kumar et al. 2019; Yang et al. 2020; Kong, Kim, and Bae 2020; Yang et al. 2021; Mustafa, Pia, and Fuchs 2021; Kim et al. 2021). Compared to other neural vocoders (van den Oord et al. 2016; Prenger, Vallee, and Catanzaro 2019; Kim et al. 2019; van den Oord et al. 2018), GAN-based vocoders are faster and lighter while still maintaining a high level of synthesized speech quality. Specifically, a generator converts input features such as random noise or a mel-spectrogram into speech waveforms. A discriminator then evaluates the generated speech waveforms.

Because the speech spectrum in the low-frequency bands is much more crucial to perceptual quality, most GAN-based vocoders perform multi-scale analysis that evaluates the downsampled speech waveforms. Multi-scale analysis allows a generator to focus on the speech spectrum in low-frequency bands; downsampling limits the frequency range of speech by decreasing the sampling rate (Shannon 1949). In MelGAN (Kumar et al. 2019), a multi-scale discriminator (MSD) evaluates the downsampled waveforms that used an average pooling technique. In HiFi-GAN (Kong, Kim, and Bae 2020), a multi-period discriminator (MPD) specializing in periodic components was proposed. It discriminates downsampled waveforms obtained by using an equally spaced sampling technique with various periods. Consequently, these GAN-based vocoders have successfully increased the quality of synthesized speech (Yang et al. 2020; Kim et al. 2021; Jang et al. 2021).

In preliminary experiments, however, we discovered that, GAN-based vocoders suffer from two major issues. The first issue is the artifacts caused by the upsampling layer (Pons et al. 2021). For example, artifacts in high-frequency bands degrade the quality of speech by introducing noise. The second issue is the degraded reproducibility of the harmonic components. The fundamental frequency \(F_0\) of synthesized speech is often inaccurate (Morrisson et al. 2022) with the aliasing during simple downsampling, such as an average pooling or an equally spaced sampling, being one of the reasons behind this problem. These artifacts significantly reduce the perceptual quality, when synthesizing speech with large pitch variation (Lorenzo-Trueba et al. 2019; Zaïdi et al. 2022). The preceding issues are analyzed further in the following section.

To address these issues, we propose Avocado, a GAN-based vocoder that synthesizes high-quality speech wave-
Figure 1: Sub-figures in the first row show spectrograms of (a) a ground truth, generated waveforms from (b) a zero-stuffing, (c) HiFi-GAN, and (d) proposed method. Enlarged versions of the white rectangular boxes are depicted in the second row; note that mirrored low frequencies in (b) still exist in results from (c), but not from (d).

form by minimizing artifacts. Avocodo is designed to factor in and suppress artifacts that should be considered in the digital signal processing. The Avocodo contains two discriminators: a collaborative multi-band discriminator (CoMBD) and a sub-band discriminator (SBD). (1) The CoMBD comprises a novel structure for multi-scale analysis and suppressing upsampling artifacts. Since the CoMBD discriminates full-resolution waveform and intermediate outputs altogether, it takes two advantages. First, it helps the generator to focus on the spectral features in low-frequency bands by the multi-scale analysis. Second, the generator is trained to learn to suppress artifacts caused by the upsampling layer. (2) The SBD improves the sound quality by discriminating frequency-wise decomposed waveforms. It allows the generator to learn the speech spectrum, not only in low-frequency bands, but in high-frequency bands as well. In addition, to further improve the sound quality, we utilize a pseudo quadrature mirror filter bank (PQMF) (Nguyen 1994) equipped with high stopband attenuation as a downsampling method, as opposed to the simple downsampling methods that cause aliasing, which are commonly used in conventional GAN-based vocoders.

We evaluated Avocodo’s performance with both objective and subjective evaluations. The subjective evaluation shows that Avocodo can synthesize high-quality speech and be robust in unseen speaker synthesis. In addition, in the objective evaluation, accuracy in $F_0$ reconstruction and the quality of high-frequency bands are improved. Finally, an analysis on the effect of alias-free methods on the artifacts is described.

Artifacts in GAN-Based Vocoder

Upsampling Artifacts

GAN-based vocoders incorporate upsampling layers to increase the rate of input features, such as a mel-spectrogram, up to the sampling rate of waveform (Kumar et al. 2019; Kong, Kim, and Bae 2020; Yang et al. 2020). However, upsampling layer, such as transposed convolution, causes several artifacts, tonal artifacts (Pons et al. 2021) being one example. Tonal artifacts appears as a horizontal line on spectrogram. Additionally, mirrored low frequencies are observed in high-frequency bands, which are called imaging artifacts in this paper. In digital signal processing, the signal is upsampled by inserting zeros between neighboring samples, and then applying low-pass filtering (Schafer and Rabiner 1973). Without the filtering, low-frequency components appear in high-frequency bands, as shown in Figure 1b, because the spectrum repeats over a cycle of sampling rate. The upsampling layer should also remove enough of the unintended frequency components, but it is unable to meet that criteria. As shown in Figure 1c, the unintended frequency components, which are imaging artifacts, eventually degrade the speech quality by distortion in high-frequency bands. Such artifacts are similar to texture sticking of image generative models, reported in (Karras et al. 2021).

To address these artifacts in GAN-based synthesis, several studies have proposed modifying the structure of the upsampling layer (Pons et al. 2021; Karras et al. 2021; Donahue, McAuley, and Puckette 2019; Stoller, Ewert, and Dixon 2018). However, these methods either increase the model complexity or are insufficient in suppressing artifacts. Therefore in this study, a novel discriminator and loss functions that do not modify the upsampling layer are designed to suppress artifacts.

Aliasing in Downsampling

GAN-based vocoders use discriminators to evaluate downsampled waveforms to learn the spectral information in low-frequency bands. Typical downsampling methods, such as the average pooling used in (Kumar et al. 2019; Kong, Kim, and Bae 2020; Yang et al. 2020) or the equally spaced sampling used in (Kong, Kim, and Bae 2020; Kim et al. 2021;
Jang et al. 2021), are easy to implement and efficient for obtaining band-limited speech waveforms. In preliminary experiments, however, aliasing was observed in the downsampled waveforms using the aforementioned methods. Figure 2 illustrates examples of the downsampled waveforms using several approaches; the downsampling factor is set to 8. Taking into consideration downsampling uses equally spaced sampling (Figure 2c), high-frequency components, which are supposed to be removed, fold back and distort the harmonic frequency components at low-frequency bands. In the case of the average pooling (Figure 2d), which is a composition of a simple low-pass filtering and a decimation, aliasing is not as apparent in low-frequency bands but harmonic components over 800 Hz are distorted. As the downsampling factor increases, the artifacts increase too. Using these distorted downsampled waveforms during the training makes it difficult for the model to generate accurate waveforms.

To avoid this aliasing, downsampling using a band-pass filter equipped with a high stopband attenuation is required. PQMF, a digital filter, satisfies this requirement (Yu et al. 2020; Yang et al. 2021). As shown in Figure 2d, downsampling using the PQMF preserves the harmonics well.

**Proposed Method**

Figure 3a describes the overall architecture of Avocodo. It consists of a single generator and the two proposed discriminators. Taking a mel-spectrogram as input, the generator outputs not only full-resolution waveforms but also intermediate outputs. Subsequently, the CoMBD discriminates the full-resolution waveform and its downsampled waveforms along with the intermediate outputs; the PQMF is used as a low-pass filter to downsample the full-resolution waveform. Additionally, the SBD discriminates sub-band signals obtained by the PQMF analysis.

**Generator**

The generator has the same structure as the HiFi-GAN generator, but it produces multi-scale outputs that is composed of both high-resolution and intermediate waveforms. The generator has four sub-blocks, three of which $G_k (1 \leq k \leq 3)$ generate waveforms $\hat{x}_k$ with the corresponding resolution of $\frac{1}{2^k}$ of the full resolution. To elaborate, $\hat{x}_3$ is a full-resolution waveform; moreover, $\hat{x}_1$ and $\hat{x}_2$ denote intermediate outputs. Each sub-block comprises multi-receptive field fusion (MRF) blocks (Kong, Kim, and Bae 2020) and transposed convolution layers. The MRF blocks contain multiple residual blocks of diverse kernel sizes and dilation rates to capture the spatial features of input. Additional projection layers are added, unlike HiFi-GAN, after each sub-block to return the intermediate outputs. Please note that our approach can be applied to any GAN-based vocoder using upsampling layers. In this paper, HiFi-GAN’s generator is selected due to its acceptable performance.

**Collaborative Multi-Band Discriminator**

The proposed CoMBD discriminates multi-scale outputs from the generator. It comprises identical sub-modules, which evaluate waveforms at different resolutions. Additionally, each sub-module is based on the discriminator module of MSD. The module comprises fully convolutional layers and a leaky ReLU activation function.

Either a multi-scale structure (Figure 4a) or a hierarchical structure (Figure 4b) is commonly used in conventional GAN-based neural vocoders; however, in this paper, the two structures are combined to take advantage of each structure, as shown in Figure 4c. This collaborative structure helps the generator to synthesize high-quality waveforms with reduced artifacts.

The multi-scale structure increases speech quality by discriminating not only the full-resolution waveform but also the downsampled waveform (Kumar et al. 2019; Kong, Kim, and Bae 2020; Yang et al. 2021; Jang et al. 2021). In particular, the discrimination of waveforms downsampled into multiple scales helps the generator to focus on the spectral features in low-frequency bands (Kumar et al. 2019). Meanwhile, the hierarchical structure uses intermediate out-
put waveforms of each generator sub-block, helping the generator to learn the various levels of acoustic properties in a balanced manner (Yang et al. 2020; Zhang, Xie, and Yang 2018). In particular, the generator sub-blocks are trained to learn expansion and filtering in a balanced way by inducing the sub-blocks of the generator to generate a band-limited waveform. Therefore, upsampling artifacts are expected to be suppressed by adopting the hierarchical structure. For the proposed collaborative structure, the sub-modules at low resolution, i.e., CoMBD1 and CoMBD2, take both the intermediate outputs $\hat{x}$ and the downsampled waveforms $x'$ as their inputs. For each resolution, both inputs share the sub-module. For example, as shown in Figure 3, the intermediate output $\hat{x}_2$ and the downsampled waveform $x'_2$ share the weights of CoMBD2 for output $p_2$ and $p'_2$, respectively. The intermediate output and downsampled waveform are intended to match each other after collaboration. Note that no additional parameters are necessary for collaborating the two structures because of the weight-sharing process (Liu and Tuzel 2016).

To further improve speech quality by reducing artifacts, a differentiable PQMF is adopted to obtain downsampled waveform with restricted aliasing. First, a full-resolution speech waveform is decomposed into $K$ sub-band signals $B_k$ by using the PQMF analysis. The $B_k$ comprise single-band signals $b_1, ..., b_K$ with a length of $T$, where $T$ is the length of the full-resolution waveform (Nguyen 1994). Next, the first sub-band signal $b_1$ is selected corresponding to the lowest frequency band.

### Sub-Band Discriminator

An SBD is introduced that discriminates multiple sub-band signals by PQMF analysis. The PQMF enables the $n^{th}$ sub-band signal $b_n$ to contain frequency information corresponding to the range from $(n-1)f_s/2N$ to $nf_s/2N$, where $f_s$ is the sampling frequency and $N$ is the number of sub-bands. Inspired by this characteristic of sub-band signals, the SBD sub-modules learn various discriminative features by using different ranges of the sub-band signals.

Two types of sub-modules are designed: one captures the changes in spectral feature over the time axis and the other captures the relationship between each sub-band signal. These two sub-modules are referred to as tSBD and fSBD, respectively, in Figure 3a. The tSBD takes $B_N$ as its input and performs time-domain convolution with $B_N$. By diversifying sub-band ranges, each sub-module can be designed to learn the characteristics of a specific frequency range. In other words, tSBD$_k$ takes a certain number of sub-band signals $b_{i_k:j_k}$ as its input. In contrast, fSBD takes the transposed version of $M$ channel sub-bands $B_M^T$. The composition of fSBD is inspired by the spectral features of speech waveform, such as harmonics and formants.

Each sub-module of the SBD comprises stacked multi-scale dilated convolution banks (Brock et al. 2017) to evaluate sub-band signals. The dilated convolution bank contains convolution layers with different dilation rates that cover diverse receptive fields. Moreover, the SBD architecture follows an inductive bias as an accurate analysis on speech waveforms requires various receptive fields for each frequency range. Consequently, different dilation factors are prepared for each sub-module.

Several neural vocoders utilize filter-banks to decompose speech waveforms and utilize discriminators to inspect the sub-band signals (Yang et al. 2021; Mustafa, Pia, and Fuchs 2021; Kim et al. 2021). In particular, the SBD is similar to the filter-bank random window discriminators (FB-RWDs) of the StyleMelGAN (Mustafa, Pia, and Fuchs 2021) as both obtain sub-band signals using the PQMF. However, SBD and FB-RWDs are considerably different. Each sub-module of SBD evaluates a different range of sub-band signals, whereas the FB-RWDs vary the number of sub-band signals for each discriminator. In addition, the SBD has many types of blocks: blocks used to observe a lower frequency band, a whole range of frequency bands, and a relationship between frequency bands. Consequently, the SBD can evaluate signals more effectively than FB-RWDs.

### Training Objectives

**GAN Loss** For training GAN networks, the least square adversarial objective (Mao et al. 2017) is used, which replaces a sigmoid cross-entropy term of the GAN training objective proposed in (Goodfellow et al. 2014) with the least square for stable GAN training. The GAN losses, $V$ for multi-scale outputs and $W$ for downsampled waveforms, are defined as follows:

$$V(D_{kh}; G) = \mathbb{E}_{(x_k, s)} [(D_{kh}(x_k) - 1)^2 + (D_{kh}(\hat{x}_k))^2]$$ (1)
\[ V(G; D_k) = E_k \left[ (D_k(\hat{x}_k) - 1)^2 \right] \] (2)
\[ W(D_k; G) = E_{(x_k,s)} \left[ (D_k(x_k) - 1)^2 + (D_k(\hat{x}'_k))^2 \right] \] (3)
\[ W(G; D_k) = E_k \left[ (D_k(x'_k) - 1)^2 \right], \] (4)

where \( x_k \) represents the \( k^{th} \) downsampled ground-truth waveform, and \( s \) denotes the speech representation. In this paper, mel-spectrogram is utilized.

**Feature Matching Loss** Feature matching loss is a perceptual loss for GAN training (Salimans et al. 2016), which has been used in GAN-based vocoder systems (Kumar et al. 2019; Kong, Kim, and Bae 2020; Yang et al. 2020). Moreover, the feature matching loss of a sub-module in the discriminator can be established with L1 differences between the intermediate feature maps of the ground-truth and predicted waveforms. The loss can be defined as follows:

\[ L_{fm}(G; D_t) = E_{(x,s)} \left[ \frac{1}{N_t} \sum_{t=1}^{T} ||D_t(x) - D_t(\hat{x})|| \right], \] (5)

where \( T \) denotes the number of layers in a sub-module, \( D_t \) and \( N_t \) represent the \( t^{th} \) feature map and the number of elements in feature map, respectively.

**Reconstruction Loss** Reconstruction loss based on a mel-spectrogram increases the stability and efficiency in the training of waveform generation (Yamamoto, Song, and Kim 2020). For that, L1 differences are calculated between the mel-spectrograms of the ground-truth \( x \) and predicted \( \hat{x} \) speech waveforms. The reconstruction loss can be expressed as follows:

\[ L_{spec}(G) = E_{(x,s)} \left[ ||\phi(x) - \phi(\hat{x})||_1 \right]. \] (6)

where \( \phi(\cdot) \) denotes the transform function to mel-spectrogram.

**Final Loss** Final loss for the overall system training can be established from the aforementioned loss terms and defined as follows:

\[ L_{total} = \sum_{p=1}^{P} V(D_p^C; G) + \sum_{p=1}^{P-1} W(D_p^C; G) + \sum_{q=1}^{Q} V(D_q^S; G) \] (7)

\[ L_{total} = \sum_{p=1}^{P} \left[ V(G; D_p^C) + \lambda_{fm} L_{fm}(G; D_p^C) \right] + \sum_{p=1}^{P-1} \left[ W(G; D_p^C) + \lambda_{fm} L_{fm}(G; D_p^C) \right] + \sum_{q=1}^{Q} \left[ V(G; D_q^S) + \lambda_{fm} L_{fm}(G; D_q^S) \right] + \lambda_{spec} L_{spec}(G), \] (8)

where \( D_p^C \) and \( D_q^S \) denote the \( p^{th} \) sub-module of CoMBD and the \( q^{th} \) sub-module of SBD, respectively. \( \lambda_{fm} \) and \( \lambda_{spec} \) denote the loss scales for feature matching and reconstruction losses, respectively. \( \lambda_{fm} \) and \( \lambda_{spec} \) are set as 2 and 45, respectively.

**Experimental Setup**

**Datasets**

**Single Speaker Speech Synthesis** The LJSpeech (Ito and Johnson 2017) dataset was used for a single speaker experiment. The dataset contains 13,100 audio samples recorded by a native English-speaking female speaker, which amounted to a total recording time of 24h and the audio samples are sampled at 22,050Hz with 16bit. For the testset, 150 samples are randomly selected.

**Unseen Speaker Speech Synthesis** Public English dataset, i.e., VCTK (Yamagishi, Veaux, and MacDonald 2019), (Unseen(EN)) and internal Korean dataset (Unseen(KR)) were used to evaluate the generalization of the proposed model. VCTK consists of audio samples recorded by 109 speakers, and the total amount of samples is 44h long. 9 speakers were selected for the testset. The internal Korean dataset contains 156 speakers, amounting to an approximately 244h long recording. Among them, 16 unseen speakers were excluded from the training. The voice style of dataset comprises a variety of reading, daily conversations, and acting. The audio samples of VCTK and internal datasets were resampled at 24,000Hz and 22,050Hz, respectively.

**Training Setup**

As the baseline models, we selected HiFi-GAN\(^1\), VocGAN, and StyleMelGAN\(^2\). HiFi-GAN utilizes discriminators based on multi-scale structure downsampling with average pooling and equally spaced sampling. VocGAN uses a discriminator based on hierarchical structure downsampling with average pooling. StyleMelGAN utilizes discriminators that discriminate the sub-band signals of random window selected signal obtained by PQMF analysis. For the single speaker synthesis, Avocodo\(^3\) and HiFi-GAN were both trained up to 3M steps. VocGAN and StyleMelGAN were trained up to 2.5M and 1.5M steps, respectively. Next, for the unseen speaker synthesis, all models were trained up to 1M steps.

The hyper-parameters of Avocodo’s generator are the same as that of the HiFi-GAN. The HiFi-GAN generator has two versions with an identical architecture but different number of parameters: \( V1 \) is larger than \( V2 \), and Avocodo also follows this rule. The number of sub-bands \( N \) is 16 for SBD and \( M \) is 64 for fSBD. Moreover, the parameters of PQMF were selected empirically. An AdamW optimizer (Loshchilov and Hutter 2019) was used with an initial learning rate of \( 2 \times 10^{-4} \). The optimizer parameters

\(^1\)https://github.com/jik876/hifi-gan  
\(^2\)https://github.com/kan-bayashi/ParallelWaveGAN  
\(^3\)Source code is available at https://github.com/ncsoft/avocodo.
\[ \beta_1, \beta_2 \] were set as 0.8, 0.99, and an exponential learning rate decay of 0.999 was applied (Kong, Kim, and Bae 2020).

Input features are ground-truth mel-spectrogram extracted from recorded speech waveform. 80 bands of mel-spectrograms were calculated from audio samples using the short-time Fourier transform (STFT). The STFT parameters for 22,050Hz were set as 1,024, 1,024, 256 for the number of STFT bin, window sizes, and hop sizes, respectively. For 24kHz, the parameters were set as 2,048, 1,200, 300, respectively. Each audio sample was sliced with the random window selection method. The segment size was 8,192, which is about 0.4s long.

## Experimental Results

### Audio Quality & Comparison

The performance of the proposed model for each dataset was assessed using various subjective and objective measurements\(^4\).

#### Subjective Evaluation

5-scale mean opinion score (MOS) tests were conducted for single and unseen speaker syntheses. For the English dataset, 15 native English speakers and 19 native Korean speakers participated for the Korean dataset. All participants were requested to assess the sound quality of 20 audio samples randomly selected from each testset.

Table 1 lists subjective evaluation results. We can see Avocado V1 performs the best performance in both single and unseen speaker synthesis tasks. For synthesizing high-quality speech waveform of unseen speakers, learning generalized characteristic of speech signals is crucial. Because artifacts inhibit the generator from learning the generalized characteristics of speech signals, Avocado’s approaches for suppressing artifacts are much more robust than baseline models. In particular, Avocado outperforms baseline models even in Unseen(KR). Since the dataset includes various speech styles, the overall differences from the ground truth are larger than other datasets. Note that StyleMelGAN even failed to train for Unseen(KR).

#### Objective Evaluation

Objective evaluations were conducted to quantitatively compare vocoders. To validate the reproducibility of \( F_0 \), we measured the \( F_0 \) root mean square error (\( F_0 \) RMSE) in the voiced frame. Because the artifacts exist in very short regions (only a few frames), the average value of \( F_0 \) RMSE is insufficient to represent the artifacts. Therefore, we further calculated the standard deviation of \( F_0 \) absolute error (\( F_0 \) AE-STD); a low \( F_0 \) AE-STD value means less distortion exists in harmonics. For evaluating the accuracy in voiced/unvoiced (VUV) frame, false positive and negative rates of the VUV classification (\( \text{VUV}_{\text{fp}}, \text{VUV}_{\text{fn}} \)) were measured. To measure the perceived quality of the synthesized speech, the mel-cepstral distortion (MCD) (Kubichek 1993) and perceptual evaluation of speech quality (PESQ) (Rix et al. 2001) were calculated. Additionally, we measured the log-spectral distance (Rabiner and Juang 1993; Han and Lee 2022) in low-frequency bands from 0Hz to 5.5kHz (LSD-LF) and in high-frequency bands from 5.5kHz to 11.02kHz Hz (LSD-HF); the low value of LSD-HF means the imaging artifacts are less.

Table 2 shows that Avocado V1 also outperformed baseline models in overall results. In particular, due to the methods for suppressing upsampling artifacts, LSD-HF results show that Avocado improves reproducibility in high-frequency bands. Avocado also takes advantage of reduced aliasing in training. Training with aliased waveform makes it easy to distort harmonic components. Because of anti-aliasing methods of Avocado, \( F_0 \) AE-STD and VUV errors are improved. Despite the smaller number of parameters in discriminators, Avocado also performs better than HiFi-GAN. Inference times for these two models are almost

\[^4\text{Audio samples are available at https://nc-ai.github.io/speech/publications/Avocado.}\]
Figure 5: Linear-scale spectrograms of synthesized audio samples. In case of HiFi-GAN, artifacts from upsampling layer in (a) remain and distort final outputs as shown in (d). Meanwhile, artifacts are suppressed in (b) and final outputs (e).

| Model           | MOS (CI)     |
|-----------------|--------------|
| MSD(Kumar et al. 2019) | 3.743 (±0.07) |
| MPD(Kong, Kim, and Bae 2020) | 3.675 (±0.08) |
| CoMBD           | 4.156 (±0.05) |
| SBD             | 4.130 (±0.06) |

Table 3: MOS results of the discriminator-wise comparison with 95% CI.

the same in CPU (Intel i7 CPU 3.00GHz) and single-GPU (NVIDIA V100) environments.

**Discriminator-Wise Comparison**

MOS test was conducted for single speaker synthesis task to compare the performances of the proposed discriminators, MSD of MelGAN and MPD of HiFi-GAN. All discriminators were trained with Avocodo’s generator V2. λ_{fm} and λ_{spec} are observed to empirically affect the training, therefore they were adjusted to 2 and 10, respectively. However, λ_{spec} was adjusted to 20 for the CoMBD which has a larger loss value owed to weight-sharing. Table 3 shows that each Avocodo discriminator contributes to the generator synthesizing higher-quality speech with fewer artifacts.

**Analysis on Artifacts**

**Upsampling Artifacts** The ability of Avocodo to suppress artifacts is explained by observing the upsampling artifacts occurring in intermediate upsampling layers of the generator. Audio samples are generated with HiFi-GAN and Avocodo, and their linear-scale spectrograms are depicted in Figure 5. Audio samples of the first row of Figure 5 are the projected output of the last transposed convolution layer for upsampling from ½ f_s to f_s while skipping the last MRF block; Figure 5a and Figure 5b correspond to samples from HiFi-GAN and Avocodo, respectively. Meanwhile, samples of the second row of Figure 5 are obtained by the complete generator. Tonal and imaging artifacts caused by transpose convolution exist in audio samples from HiFi-GAN as shown in Figure 5a. Imaging artifacts still remain in the final output as shown in Figure 5d. However, Avocodo’s generator learns to remove artifacts occurring in intermediate up-sampling layers from CoMBD. Therefore, no artifacts are present in neither Figure 5b nor Figure 5e.

**Aliasing** To observe the distortion in F_0 caused by aliasing, we trained GAN-based vocoders with singing voice datasets with a large range of F_0. Large-scale downsampling for adequately modeling low-frequency components causes incomplete F_0 reconstruction; for example, HiFi-GAN and VocGAN downsample by a factor of up to 11 and 16, respectively. In Figure 6d, the harmonic components of the downsampled waveforms are distorted due to the aliasing caused by downsampling, while downsampled waveforms with anti-aliasing PQMF preserve F_0 as shown in Figure 6e. Therefore, HiFi-GAN (Figure 6b), trained using distorted downsampled waveforms, fails to reconstruct F_0 higher than 750Hz, while Avocodo (Figure 6c) preserves F_0 contour.

**Conclusions**

In this paper, an artifact-free GAN-based vocoder, Avocodo, is proposed. Artifacts, such as upsampling artifacts and aliasing, are observed to originate from the limitation of the upsampling layer and the objective function biased towards the low-frequency bands obtained by naive downsampling methods. To solve these problems, two novel discriminators, namely CoMBD and SBD, are designed. The CoMBD performs multi-scale analysis with a collaborative structure of multi-scale and hierarchical structures. The SBD discriminates the sub-band signals decomposed by PQMF analysis in both time and frequency aspects. Furthermore, PQMF is utilized for downsampling and PQMF analysis. Various experimental results proved that these discriminators and the PQMF effectively reduce the artifacts in synthesized speech.
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