Quantum tricriticality of incommensurate phase induced by quantum strings in frustrated Ising magnetism
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Abstract

Incommensurability plays a critical role in many strongly correlated systems. In some cases, the origin of such exotic order can be theoretically understood in the framework of 1d line-like topological excitations known as “quantum strings”. Here we study an extended transverse field Ising model on a triangular lattice. Using large-scale quantum Monte Carlo simulations, we find that the spatial anisotropy can stabilize an incommensurate phase out of the commensurate clock order. Our results for the structure factor and the string density exhibit a linear relationship between incommensurate ordering wave vector and the density of quantum strings, which is reminiscent of hole density in under-doped cuprate superconductors. When introducing the next-nearest-neighbor interaction, we observe a quantum tricritical point out of the incommensurate phase. After carefully analyzing the ground state energies within different string topological sectors, we conclude that this tricriticality is non-trivially caused by effective long-range inter-string interactions with two competing terms following different decaying behaviors.
1 Introduction

Frustrated magnetism is the frontier of condensed matter physics and has been under active research in recent decades. In frustrated magnets, competing interactions among local moments can give rise to exotic ground states and low-energy dynamics \[1–10\]. As one of the simplest models, the nearest-neighbor antiferromagnetic Ising models on various frustrated lattices exhibit extensive ground state degeneracy, hence has finite residue entropy \[11–13\]. When introducing quantum fluctuations such as transverse spin exchange interaction \[3–5\] and transverse field \[11–15\], the extensive degeneracy will be lifted, and the system either enters an ordered phase with spontaneously broken symmetries, or a quantum disordered phase, depending on the microscopic details of the system. However, in some cases, quantum fluctuations are not enough to completely remove the extensive degeneracy. As an example, systems with spatial exchange anisotropy \[16, 17\] or further-neighbor interactions \[18\] can stabilize incommensurate ordering that still exhibits sub-extensive degeneracy.

The incommensurability (or high-order commensurability) is usually reminiscent of the famous high-$T_c$ cuprate superconductors \[19, 20\]. When a Mott-insulator with antiferromagnetic order is doped with holes, the string-type topological excitations will be constructed and divide the whole system into many domains, so that an incommensurate order is formed \[21–25\]. On the other hand, string excitations have been observed in cold atom optical lattices that simulate the Hubbard model \[26, 27\]. Moreover, an incommensurate supersolid phase has been theoretically predicted for the repulsive hard-core bosons trapped in the anisotropic triangular optical lattice \[28\]. However, the incommensurate phase induced by the string-type topological defects is still not fully understood, especially the related quantum phase transition which is more experimentally feasible \[25, 29, 30\].

In this paper, we study the transverse field Ising model (TFIM) in an anisotropic triangular lattice, which is highly related to several strongly correlated systems such as rare-earth frustrated magnets \[31–33\], antiferroelectric materials \[34\], trapped ions \[35\] and Rydberg atom arrays \[36, 37\]. As shown in Fig. 1, in the presence of spatial anisotropy, the clock phase is extended to be part of a quantum incommensurate phase, which can be understood with the quantum topological defect – string-type domain wall excitations. When a next-nearest neighbor (NNN) interaction is introduced, a quantum tricritical point emerges on the incommensurate–stripe transition line. Non-trivially, such tricritical behavior is found due to the changing of effective interactions between the quantum strings.

The rest of the paper is organized as follows. In Section 2, we introduce the anisotropic TFIM, and demonstrate that the low-energy physics of this model can be well formulated in
terms of quantum strings. In Section 3, we present our numerical results for the quantum strings. In Section 4, we show that introducing NNN interaction can give rise to a quantum tricriticality. We also demonstrate such non-trivial critical behavior is caused by an effective long-range inter-string interaction with two competing terms. In Section 5, we consider the isotropic TFIM with finite NNN interaction, which is relevant to recent experiments.

2 Quantum strings in the anisotropic quantum Ising model

In this paper we investigate the anisotropic TFIM with nearest-neighbor anisotropic interactions. The Hamiltonian takes the following form

$$H = J_x \sum_{\langle ij \rangle_x} S_i^z S_j^z + J \sum_{\langle ij \rangle_\wedge} S_i^z S_j^z - h \sum_i S_i^x,$$

(1)

where $h$ is the transverse field, and $\langle ij \rangle_x$ and $\langle ij \rangle_\wedge$ denote the horizontal and diagonal inter-chain bonds, respectively. The TFIM in the isotropic limit $J = J_x$ has been well understood with renormalization group [38,39], effective field theory [14,15] and quantum Monte Carlo simulations [11–13]. On the other hand, the incommensurability is found in the XXZ model in the anisotropic triangular lattice [28]. Therefore, it is intuitive to believe that the incommensurability also exits in our anisotropic TFIM Eq. (1).

We consider the Ising limit of $h = 0$ firstly. To minimize the ground state energy, spins within each triangle need to satisfy the triangle rule, i.e., one of the spins must be opposite to the other two. The triangle rule here is similar to the ice rule in pyrochlore spin ice systems [40]. In the classical anisotropic case $J_x < J$ and $h = 0$, all the bonds connecting parallel spins are aligned along the $x$-direction so that a two-fold stripe order is formed, as shown in Fig. 2(a). However, at the isotropic limit $J_x = J$, the bonds connecting parallel spins have no preferred directions, hence there will be extensive ground state degeneracy associated with finite residue entropy [41] $S/N = 0.323 k_B$ [11–13]. As demonstrated in Fig. 2(b), we can express spin configurations in terms of domains of the stripe states, if we take the two-fold
Figure 2: (a) The spin configuration in stripe phase. (b) The spin configuration with one quantum string which can be mapped to spin-1/2 chain. The green and purple arrows on the string illustrates the left-going and right-going string segments. (c) The deformation of the string by flipping spin. (d) The spinon excitations which break the triangle rule.

stripe states as reference states. The reason we choose the stripe state as reference is that it is the ground state of the anisotropic model. Moreover, it exhibits no low-energy dynamics, i.e., any local operations above the stripe states violate the triangle rule and do not survive at low energies, hence the low-energy dynamics only exist at the domain walls. To avoid the creation of triangle rule-breaking defects (also known as “spinon” topological defects), each segment within the string [Fig. 2(b)] can only choose left-going or right-going directions. With this setup, the low-energy spin configurations can be formulated in terms of the directed domain walls or strings that penetrates through the $y$ direction of the lattice. An example of such mapping is shown in Fig. 2(b). Meanwhile, the illustration also shows that the internal dynamics of a single string can be exactly mapped to an effective spin-1/2 chain if we map the left-going (right-going) segment to effective spin-up (down) [14, 15, 42–44]. However, such string is still “classical” and has an energy gap $\Delta = L_y(J_y - J_x)/2$.

The transverse field $h$ introduces quantum fluctuations to the system, the strings will fluctuate as is illustrated in Fig. 2(c). With the first-order perturbation theory, we find that at low energies, the transverse field leads to nearest-neighbor XY interactions within the effective spin-1/2 chain, and the strings become “quantum”. On the other hand, from Fig. 2(d) we find that the transverse field term can also generate spinon topological defects that break the triangle rule. However, such process is suppressed at low energies since the creation of spinon excitations costs a large energy of $\sim J$ [14, 15, 45].

In the low-temperature and small transverse field region $T, |h| \ll J$, the low-energy Hilbert space of the Hamiltonian Eq. (1) is approximately restricted to the spinon-free sector that can be well formulated in terms of directed strings. As discussed above, a single string can be mapped to an effective spin-1/2 XY chain, a model exactly solvable with Jordan-Wigner
transformation. The energy of a single quantum string turns out to be

\[
E_{QS} = \Delta + E_{XY} = L_y(J - J_x)/2 - L_y h/\pi, \tag{2}
\]

where $\Delta$ is the energy gap and $E_{XY}$ is the kinetic energy given by solving the effective spin-1/2 XY-chain. Then, $E_{QS}$ can be taken as the effective chemical potential of the strings. The string excitation will be energy preferred compared with the stripe phase when $h/\pi > (J - J_x)/2$. However, the number of strings can not explosively increase when $E_{QS} < 0$, because of the effective interactions between them.

When multiple strings are presented in the system, their interactions become significant to the quantum excitations. The non-crossing condition \cite{14,15} which states that different strings cannot intersect first imposes a kinematic hard-core constraint on strings. The vibration of strings [Fig. 2(c)] then turns this kinematic hard-core constraint into a dynamic repulsion. Specifically, when two strings come close to each other (e.g., the QS-2 and QS-3 in Fig. 3a), their vibration will be constrained, reducing the energy gain from internal vibration. This loss of vibration energy can be equivalently regarded as the repulsive interaction between them. The dynamic repulsion can be described by a power-law long-range potential. With a mean-field treatment, the average energy of quantum string can be written as

\[
\bar{E} = L_y \left( J - J_x \right)/2 - h/\pi + V(\bar{r}). \tag{3}
\]

where $V(r)$ defines the effective repulsive energy between two strings separated by a distance $r$, and $\bar{r}$ is the mean distance between nearby strings. However, it is hard to obtain the explicit expression of function $V(r)$ analytically. Numerical simulations must be performed to determine the form of $V(r)$. 

---

Figure 3: (a) A spin configuration that is mapped to three strings. At low energies, the strings can not cross with each other (the spin shaded with red cannot flip due to the triangle rule), so there exist effective interactions between strings. (b) The configuration in upper panel can be taken as three hard-core bosons with long-range effective interactions in one dimension.
3 Numerical results for the quantum strings

We carry out a quantum Monte Carlo (QMC) calculation using stochastic series expansion (SSE) algorithm [46–49]. We adopt a rectangular periodic boundary condition in both directions. In the simulation, $10^5$ and $2.9 \times 10^6$ Monte Carlo steps are used for equilibration and measurements, respectively. Since the updates between different topological sectors (with different numbers of strings) are difficult in QMC at ultra-low temperatures, we equilibrate the configurations into different topological sectors and compare their energies to find the global ground state. The unit of energy scale is set to be $J = 1$. To distinguish different quantum phases, we choose two observables – structure factors and density of quantum strings. The spin structure factor is defined as the Fourier transform of the spin-spin correlator in the Ising component:

$$S(q) = \frac{1}{N} \sum_{ij} \langle S^z_i S^z_j \rangle \exp[iq \cdot (r_i - r_j)],$$

which characterizes different magnetic orders. And the average density of quantum strings is defined as

$$\rho_{QS} = \frac{1}{N} \sum_{(i,j)} \frac{1 - 4 \langle S^z_i S^z_j \rangle}{2},$$

which effectively counts the number of horizontal bonds connecting opposite spins.

In the weak $x$-coupling limit $J_x \ll J$, as shown in Fig. 4(a), the quantum string density $\rho_{QS}$ is approximately zero, indicating the formation of the ferromagnetic order in the $x$-direction. Meanwhile, the peaks of structure factor $S(q)$ at wave vectors $q = (\pm 2\pi, 0)$ and $(0, \pm 2\pi/\sqrt{3})$ in inset (i) of Fig. 4(a) confirms the existence of stripe phase. The ordering momentum is commensurate. The spin alignment alternates each row in the real space configuration [Fig. 2(a)]. This phase extends to $J_x \to -\infty$ and persists at the classical limit $h = 0$. When increasing
the coupling $J_x/J_c$, a jump of $\rho_{QS}$ is observed at $J_{x,c} = 0.892$ which is close to the theoretical estimation $J - 2\hbar/\pi = 0.873$ where the single string energy $E_{QS}$ becomes zero.

Across $J_{x,c}$, a series of plateaux can be clearly found, which hints strong topological characteristics. The values $\rho_{QS}L_x$ indicate the total number of strings $N_{QS}$ of the global ground state. Meanwhile, we notice that only even number of strings exist, and this is due to the periodical boundary conditions that we adopt in the simulation. As the TFIM on a triangular lattice can be mapped to the quantum dimer model \[11–13, 50\], it can be shown that spin configurations with different string density correspond to dimer configurations with different winding numbers.

The magnetic ordering of multiple-string states can be examined by the spin structure factors, as shown in the insets of Fig. 4. The clear and sharp magnetic Bragg peaks indicate well-established magnetic ordering. Meanwhile, when increasing the $\rho_{QS}$, the centers of peaks move from M points along $x$-direction to K points at $\rho_{QS} = 2/3$, and continue to move towards $(\pm \pi, 0)$ as $\rho_{QS} > 2/3$. Such behaviors can be understood once we consider the interactions between the strings. If the interaction $V(r)$ is repulsive and decays with distance, the quantum strings will tend to distribute with equal distance in $x$-direction on average.

Thus, the emergence of quantum strings can introduce additional modulation with wave vectors to be incommensurate or called high-order commensurate $q = (\pm(2 - N_{QS}/L_x), 0)\pi$ and $(\pm N_{QS}/L_x, \pm 2/\sqrt{3})\pi$, which are verified by $S(q)$ with high accuracy in our QMC simulations.

Looking closely at the plateaux, we can find their widths increase with $\rho_{QS}$. It indicates that the repulsive interaction $V(r)$ decays faster than the linear type. To get the explicit form of the interactions, we consider the total energy

$$E(\rho_{QS}) = N\rho_{QS} \left( \frac{J - J_x}{2} - \frac{\hbar}{\pi} f(\rho_{QS}) \right),$$

where $f(\rho_{QS}) = V(\tilde{r})/L_y$ and $\tilde{r} = L_x/N_{QS} = 1/\rho_{QS}$. Previous work \[28\] points out that this interaction should be algebraic $f(\rho_{QS}) \propto \rho_{QS}^a$ in the thermodynamic limit. Thus, by extremizing the total energy $\partial E/\partial \rho_{QS} = 0$, we get the QS density $\rho_{QS}(J_x) \propto (J_x - J_{x,c})^{1/a}$. Then, with help of Eq. 6, we obtain the exponent $\alpha \approx 7.5(1)$ by fitting the jumping points between different plateaux. Hereafter, because the clock phase at isotropic point $J_x = J$ can also be taken as a special commensurate state of quantum strings with $\rho_{QS} = 2/3$, we can get the explicit form of QS density without fitting the proportional coefficient

$$\rho_{QS}(J_x) = \frac{2}{3} \left( \frac{J_x - J_{x,c}}{J - J_{x,c}} \right)^{1/a},$$

which matches well with the finite size numerical results in Fig. 4.

The possible number of plateaux increases while increasing the system size. Meanwhile, their widths shrink. As demonstrated in finite-size scaling (Fig. 4(b)) of the plateau corresponding to the clock phase, the width of each plateaux scales to zero the string density $\rho_{QS}$ should follow the continuous function (7) in the thermodynamic limit. In the meantime, the continuous changes of $\rho_{QS}$ from 0 to 1 and position of peaks $q$ from $(\pm 2\pi, 0)$ to $(\pm \pi, 0)$, show a clear mark of continuous phase transition. Besides the clock phase, the state with $q = (\pm \pi, q_y)$ at $J_x > J$ is also special. The spins form a spin-density wave in $x$-direction on each horizontal chain, but the inter-chain interactions are so weak that all chains are decoupled in $y$ direction. Thus, the maximum of structure factor locate at $q_x = \pm \pi$ and arbitrary $q_y$, which marks absence of order in $y$-direction (inset (vi) of Fig. 4).

At last, we also take different $h$ values and calculate the phase diagram in the $h-J_x/J$ plane (Fig. 4c). The region of the incommensurate phase takes the shape of a sector centered at $h = 0, J_x = 1$ point, and expands broader as $h$ increases. For relatively small $h$, the critical lines are linear and agree with the theoretical value. For larger $h$, the critical line gradually deviates, since higher-order perturbation is not negligible.
Figure 5: (a) Quantum string density $\rho_{QS}$ versus anisotropy $J'_{x}/J$ relation with NNN interaction at $L = \beta = 24$ and $h/J = 0.2$. The dashed line gives the theoretical results in the thermodynamic limit. (b) The numerical finite size phase diagram in NNN interaction–anisotropy plane measured at $L = \beta = 24$ and $h/J = 0.2$. The filled regions show parameter regions with different numbers of strings and the colored lines show the jumping lines between them. The black line shows the first-order transition line. Inset: The expected behavior of the disappearing point of the first plateau at finite size towards thermodynamic limit given by $E(\rho_{QS} = 0) = E(\rho_{QS} = 2/L) = E(\rho_{QS} = 4/L)$.

4 Tricriticality

In the frustrated magnetic materials [31,32], trapped ions [35] and the Rydberg atom arrays [36,37], the influence of long-range interactions cannot be neglected. In the Ising limit, such interaction can break the extensive degeneracy and result in the stripe phase. However, different from continuous transition through the incommensurate phase in the anisotropic case, the recent QMC simulation [33] points out the direct first-order phase transition from the stripe phase to the clock phase. Thus, an intrinsic quantum tricriticality is expected and related to the interplay between long-range interaction and spatial anisotropy. To figure it out, we introduce a next-nearest-neighbor (NNN) interaction with magnitude $J'$ into the Hamiltonian:

$$H = J_s \sum_{(ij)_x} S^x_i S^x_j + J \sum_{(ij)_x} S^z_i S^z_j + J' \sum_{(ij)} S^x_i S^x_j - h \sum_i S^z_i,$$

(8)

where $\langle (ij) \rangle$ denotes all the NNN sites.

The NNN interaction can be tuned from ferromagnetic to antiferromagnetic, and it can strongly change the type of the quantum phase transition reflected by the relation between string density and anisotropy. As shown in Fig. 5(a), all the plateaux can be detected at the presence of a ferromagnetic NNN interaction, just like no NNN interaction case in Fig. 4(a). However, in contrast to such clear evidence of the continuous phase transition, we can find a notable jump in the antiferromagnetic side. To be specific, for $L = \beta = 24$ and $J' = h/10 = 0.02$ (red dots in Fig 5(a)), as $J_s$ decrease from 1, the number of strings $N_{QS}$ changes from 16 to 12, then directly jumps to 0 and skips all the plateaux ranging from $N_{QS} = 2$ to 10. Thus, in the thermodynamic limit, we expect the existence of a first-order transition point $J_{s,c}$ where string density jump from a critical value $\rho_c$ to zero for antiferromagnetic NNN interactions.

The different types of incommensurate–stripe phase transition indicates that a tricritical point should locate around $J'/J \approx 0$. Usually, the tricritical point is related to the order parameter field with multi-components, such as coplanar phase [3,51], or binary Bose mixtures [52]. However, here the tricriticality has its topological feature. It divides the parameter region where topological sectors of strings are complete or not. Such a feature is similar to the
incommensurate phase in high-$T_c$ superconductivity, where the first-order phase transition is probably due to the NNN interactions between hole domain walls [20].

To locate the tricritical point, we map out the phase diagram in the $J_x$–$J'$ plane, as is shown in Fig. 5(b). For finite-size systems, the incommensurate phase is divided into regions with quantized numbers of strings, separated by jumping lines where the energy of $N_{QS} = k$ and $k + 2$ is equal. The transition line is determined in such a way that the energy of the stripe phase equals the lowest energy of the incommensurate phase among all the quantized plateaux. For negative $J'$, all the jumping lines are well determined. While $J'$ increases to be positive, the jumping lines gradually cross the transition line. Accompanying crossing, the plateaux will disappear one after another. Thus, the first plateau $N_{QS} = 2$ will disappear at finite size tricritical point which can be obtain by solve the equation $E(\rho_{QS} = 0; J', J_x) = E(\rho_{QS} = 2/L_x; J', J_x) = E(\rho_{QS} = 4/L_x; J', J_x)$. Moving towards the thermodynamic limit, this point is found to gradually approach $J' = 0$ in Fig. 5(b) inset. Then, the question turns to how to understand such tricriticality through the effective paradigm of quantum strings.

Taking into account the energy intra- and inter-strings, our effective model yields that the energy of strings can be written as $E(\rho_{QS}) \propto \rho_{QS}(A + B\rho_{QS}^{\alpha})$, which is always concave and only have one extremum. However, to create two competing phases apart requires at least two extrema, so the ansatz of interactions between strings needs to be adjusted in the presence of the NNN interaction.

In fact, in the presence of $J'$, there is an additional mechanism of string interaction: apart from the repulsion from the hinder of motion when strings are nearby denoted $V_{r}(r)$, the second, denoted $V_{j}(r)$, comes from the fact that the insertion of a single string produces energy cost $3J'/2$ per string length, while two adjacent strings cost energy $2J'$ per string length, which is different than two individual strings [Fig. 6(a)]. Therefore, when two string segments are adjacent, there is an extra energy gain of $J'$ when $J' > 0$, resulting in an attractive interaction, while when $J' < 0$, this becomes an energy cost of $|J'|$, resulting in a repulsive interaction. We can write $V(r) = V_{r}(r) + V_{j}(r)$. Originally, these two mechanisms all act in short-range; the vibration of strings then turns these short-range interactions into long-range ones. The exact determination of the form of $V_{r}(r)$ and $V_{j}(r)$ is a difficult question. In a former work [28], the repulsion $V_{r}(r)$ from motion hinder has been determined to follow a power-law behavior in the incommensurate phase of a similar model (hardcore Bose-Hubbard model) by fitting the jumping points of the plateaux. As an extension, it is most natural and simplest to assume that $V_{j}(r)$ also follow a power law. We therefore write down the ansatz $V(r) = B(J')/r^{\alpha} - C(J')/r^{\gamma}$, and a straightforward term $-C(J')\rho_{QS}^{\gamma}$ be added into the energy of string

$$E(\rho_{QS}) = N\rho_{QS}(A + B(J')\rho_{QS}^{\alpha} - C(J')\rho_{QS}^{\gamma}).$$  \hspace{1cm} (10)

Because the energy above should return to no NNN interaction case when setting $J' = 0$, we can get $C(0) = 0$ and $B(0) \neq 0$. Keeping the leading order, Eq. (10) should be rewritten as

$$E(\rho_{QS}) \approx N\rho_{QS}(A + B_{0}\rho_{QS}^{\alpha} - C_{1}J'\rho_{QS}^{\gamma}).$$  \hspace{1cm} (11)

If $C_{1}$ is positive and $\alpha > \gamma$, the appearance of tricriticality can be well explained, as demonstrated in Fig. 6(b). When $J'$ is small and positive, the two competing interactions result in

\begin{equation}
V(r) = B(J')e^{-r/\xi_{1}} - C(J')e^{-r/\xi_{2}},
\end{equation}

where the optimal parameters are fitted to be $\xi_{1} = 0.19$ and $\xi_{2} = 0.89$. The sum of residual squared of the power-law ansatz is $4.35 \times 10^{-7}$ and for the exponential ansatz is $5.73 \times 10^{-7}$. We therefore adopted the power-law ansatz.
an inflection point in the $E-\rho_{QS}$ curve. At a small $J_x$, the stripe phase has the lowest energy. Then, when increasing $J_x$, due to the last term of $E(\rho_{QS})$, another energy minimum appears for the incommensurate phase with certain non-zero quantum string density. The energy gap to the stripe phase will be closed at transition point $J_{xc}$. The jumping of quantum string density $\rho_{QS}$ indicates phase transition is the first order. When $J' < 0$, the last term takes the same effect as the second term, and the incommensurate–stripe phase transition remains second order. We also note that for a more accurate description, $B(J')$ should be approximated as $B(J') \approx B_0 + B_J J'$ to take into account the fact that the NNN coupling modifies the vibration of string\(^2\), but this modification does not change the scenario qualitatively and can be therefore considered as a higher-order term.

In order to numerically determine the interaction coefficients in $f(\rho_{QS}) = B(J') \rho_{QS}^\alpha - C(J' \rho_{QS}^\gamma$, we calculated the energy $E(\rho_{QS})$ versus string density for different $J'$. In finite-size system, the linear term can be obtained by finding $E_l = E(\rho_{QS} = 0) = E(\rho_{QS} = 2/L_x)$ (which equals the critical point when $J' < 0$). Then, after subtracting the linear term from $E(\rho_{QS})$, we can get the finite size value of $\rho_{QSf}(\rho_{QS})$. As shown in Fig. 6(c), $\rho_{QSf}(\rho_{QS})$ fits well with the exponents $\alpha = 7.46(1)$ and $\gamma = 2.7(3)$, and $\alpha$ larger than $\gamma$ coincides with our prediction\(^3\). Meanwhile, from the inset of Fig. 6(c), we can find the leading order approximation of the coefficients $B$ and $C$ are good enough. Thus, the numerical results strongly support our theoretical analysis: the tricriticality of the incommensurate phase is caused by the competing of effective long-range inter-string interactions with different power exponents.

\(^2\)In particular, the effective model of a single string will be modified from an XY chain to an XXZ chain.

\(^3\)In the hardcore boson model [28], the interaction power is calculated to be $\alpha = 4.0(1)$, which is different from our result $\alpha = 7.5(1)$. The difference is because of the different manners of string vibration. In the hardcore boson model, the vibration of the string is described by an XY-chain with only next-nearest-neighbour interaction, which is different from our model where the vibration is described by an XY-chain with only nearest-neighbour interaction. As the interaction comes from adjacent strings hindering their motions, different manners of string vibration result in different interaction powers.
5 Clock phase

Recently, there have been some experimental and numerical studies on the isotropic TFIM with NNN interaction \cite{31–33}. Without the longitudinal magnetic field, the ground state is found to be the antiferromagnetic clock phase. Meanwhile, the numerical simulation discovers an excitation mode, which is identified as “roton”. Based on the effective field theory \cite{14, 15} and the renormalization group \cite{38, 39}, the thermal phase transition from the clock phase to the Kosterlitz-Thouless phase should be of the Berezinskii-Kosterlitz-Thouless (BKT) type. On the other hand, the Kosterlitz-Thouless phase will undergo another BKT phase transition to the paramagnetic phase with increasing temperatures, and this transition is driven by the proliferation of vortices which is dual to spinons that break the triangle rule. Here we turn to the isotropic case $J_x = J$ of Hamiltonian Eq. (8).

For small $h/J$, the effective theory of strings can still work well \cite{14, 15}. In Fig. 7, we find a first-order transition between the clock phase (with string density $\rho_{QS} = 2/3$) and the stripe phase (with string density $\rho_{QS} = 0$). All the incommensurate states with $0 < \rho_{QS} < 2/3$ are higher-lying excited states that are irrelevant at the phase transition. Recently, the excitation spectra within different phases have been simulated with the stochastic analytic continuation technique \cite{45}. Quantum dynamics associated with the quantum strings have been well analyzed, and it strongly supports the quantum strings as a valid description of the low-energy physics of the TFIM in the triangular lattice. We also note that at the first-order transition point, the energies of different topological sectors are quite close with energy difference per site $\Delta E \sim 10^{-3}$. This feature is reminiscent of the elusive Rokhsar-Kivelson point \cite{53} in quantum dimer models. In fact, it has been suggested that by adding a small third-nearest-neighbor Ising coupling term in Eq. (8), this first-order transition can be driven into a Rokhsar-Kivelson deconfined quantum critical point \cite{18}. Therefore, we expect that at the finite temperature window $T \gtrsim \Delta E$, quantum critical behaviors of the Rokhsar-Kivelson point can be observed above this first-order transition point.

![Figure 7: Ground state energies within each topological sectors as a function of the NNN interaction $J'$ at $h/J = 0.2$. The solid lines and the red dots denote the global minimum energies, and the gray dashed lines denote the energy of excited states with different numbers of strings.](image-url)


6 Conclusion and Outlook

To summarize, we study the extended TFIM on a triangular lattice with spatial exchange anisotropy and NNN interactions. We find that an incommensurate order emerges in presence of the spatial anisotropy, which can be well understood in terms of quantum strings. The phase transition between the incommensurate phase and the stripe phase is found to be continuous. Then, we check the influence of the NNN interaction \( J' \) and find the phase transition remains continuous when \( J' < 0 \) and becomes first order when \( J' > 0 \). There exists a quantum tricritical point separating these two regions approximately at zero NNN interaction point \( J' = 0 \). To figure out the mechanism, we propose a new ansatz of the effective inter-string interaction with form \( \frac{B}{r^6} - \frac{C}{r^4} \), where \( r \) is the distance between two nearby strings. By fitting with the numerical results, we obtain the power exponents are \( \alpha = 7.5(1) \) and \( \gamma = 2.7(3) \), and the linear approximation is good enough for explaining such exotic quantum tricriticality. Last, we revisit the isotropic case with NNN interaction, and find the clock state can also be understood via quantum strings.

Our work provides insightful predictions of the real system. For frustrated magnetism, the incommensurate phase should be found when introducing spatial anisotropy, such as adding pressure. On the other hand, the spatial anisotropy and also the NNN interaction can be flexibly tuned in the programmable Rydberg atom arrays \([36,37]\), so the tricritical point could be verified. Besides, the first-order phase transition resulting from the NNN interaction may shed light on a similar effect on the high-\( T_c \) cuprate superconductors.
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