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Abstract

In this paper we survey and unify a large class of $L$-functionals of the conditional distribution of the response variable in regression models. This includes robust measures of location, scale, skewness, and heavytailedness of the response, conditionally on covariates. We generalize the concepts of $L$-moments (Sittinen, 1969), $L$-skewness, and $L$-kurtosis (Hosking, 1990) and introduce order numbers for a large class of $L$-functionals through orthogonal series expansions of quantile functions. In particular, we motivate why location, scale, skewness, and heavytailedness have order numbers 1, 2, (3,2), and (4,2) respectively and describe how a family of $L$-functionals, with different order numbers, is constructed from Legendre, Hermite, Laguerre or other types of polynomials. Our framework is applied to models where the relationship between quantiles of the response and the covariates follow a transformed linear model, with a link function that determines the appropriate class of $L$-functionals. In this setting, the distribution of the response is treated parametrically or nonparametrically, and the response variable is either censored/truncated or not. We also provide a unified asymptotic theory of estimates of $L$-functionals, and illustrate our approach by analyzing the arrival time distribution of migrating birds. In this context a novel version of the coefficient of determination is introduced, which makes use of the abovementioned orthogonal series expansion.
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1 Introduction

Linear combinations of order statistics represent a wide class of estimators of location and scale parameters for samples of independent and identically distributed (i.i.d.) observations. These estimators are well known to combine high efficiency and robustness (Bickel and Lehmann, 1975). Their asymptotic
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properties are conveniently represented in terms of $L$-functionals of the empirical distribution formed by the sample, as summarized in Chapter 8 of Serfling (1980).

Many authors have proposed extensions of $L$-statistics for regression models. In a pioneering article Koenker and Bassett (1978) introduced regression quantiles. These nonparametric estimators make few assumptions on the conditional distribution of the response variable. They naturally extend order statistics to linear regression models, and have been applied to many fields of science (Koenker and Hallock, 2001). Koenker and Portnoy (1989) introduced linear combinations of regression quantiles and showed that much of the computational and asymptotic theory of $L$-functionals of order statistics for i.i.d. models extend to the regression framework. The monograph of Koenker (2005) summarizes these and a number of other aspects of regression quantiles, including nonlinear regression. Other contributions include parametric versions of regression quantiles (Gilchrist, 2000, 2007, Frumento and Bottai, 2016), and the use of $L$-functionals in survival analysis (Frumento and Bottai, 2017).

In this paper we review, unify, and extend the use of $L$-functionals for regression models. We consider four classes of $L$-functionals or ratios of $L$-functionals that represent measures of location, scale, skewness, and heaviness (kurtosis). Then we introduce order numbers for a large class of $L$-functionals through orthogonal series expansions of quantile functions (Takemura, 1983, Okagbue et al., 2019), and motivate why location, scale, skewness, and heaviness functionals have order numbers 1, 2, (3,2), and (4,2) respectively. In this context we describe how a given reference distribution gives rise to a whole collection of $L$-functionals. If Legendre polynomials and a uniform reference distribution is used, the resulting class of $L$-functionals of order 1, 2, . . . corresponds to $L$-moments (Sillito, 1969), whereas the ratios of $L$-functionals of order (2,1), (3,2), and (4,2) agree with the $L$-coefficient of variation, the $L$-skewness, and the $L$-kurtosis (Hosking, 1990, 1992, 2006) up to normalizing constants. This Legendre class of $L$-functionals is a natural choice for distributions with bounded support, but Hermite polynomials (with a Gaussian reference distribution) or Laguerre polynomials (with an exponential reference distribution) might be preferable for data whose support is on the real line and on the positive real line respectively, in particular if the distribution of the response is close to the reference distribution.

We will apply the framework of $L$-functionals to a wide range of transformed linear regression models, with linear models a special case. We argue that the transformation (or link function) will determine the appropriate type of $L$-functionals to use. We also demonstrate how parametric and nonparametric methods of estimating conditional $L$-functionals can be put into a unified framework, for response variables with or without censoring and truncation.

In more detail, the paper is organized as follows. In Section 2 we introduce $L$-functionals for models without covariates, with particular emphasis on functionals that quantify location, scale, skewness or heaviness, and how their order numbers can be assessed. Then in Section 3 we generalize the framework.
of Section 2 to linear and transformed linear regression models, for models with or without censoring or truncation. Section 4 contains numerical examples, in Section 5 we analyze a data set with migration times of birds and introduce a novel version of the coefficient of determination, whereas Section 6 provides a summarizing discussion.

2 \textbf{L-functionals without covariates}

2.1 Definition of L-functionals

Let \( F_Y(y) = F(y) = P(Y \leq y) \) be the unknown distribution function of a random variable \( Y \). Suppose we want to infer a certain functional \( \theta = T(F) \) of \( F \), using a data set \( Y_1, \ldots, Y_n \) of independent and identically distributed random variables with \( P(Y_i \leq y) = F(y) \), for \( i = 1, \ldots, n \). In this paper we will focus on \( L \)-functionals, i.e. linear combinations

\[
\theta = T(F) = \int_0^1 Q(p) dG(p)
\]  

(1)

of quantiles

\[
Q(p) = Q_Y(p) = F^{-1}(p) = \inf\{y; F(y) \geq p\}
\]  

(2)

of \( F \), using some weight function \( G = G^+ - G^- \) that corresponds to a signed measure. When \( \theta \) is a measure of location of \( F \), the weight function is often a positive measure (\( G = G^+ \)), but this is not the case for measures of scale, skewness and kurtosis (cf. Section 2.3). Following Serfling (1980) we consider measures

\[
dG(p) = g(p) dp + \sum_{m=1}^M g_m \delta_{\pi_m}(p)
\]  

(3)

on \([0,1]\) that split into one absolutely continuous part \( g(p) dp \) and another finite sum of point masses \( g_m \delta_{\pi_m} \) at \( \pi_m \) with weights \( g_m \) for \( m = 1, \ldots, M \), with \( 0 \leq \pi_1 < \ldots \pi_M \leq 1 \). This allows us to work with all the common types of distributions, i.e. continuous, discrete and mixtures, within the same framework. The \( L \)-functional is robust if extreme quantiles of \( F \) are excluded, i.e. if the total variation measure \( |G| = G^+ + G^- \) satisfies \( |G|([0, \pi) \cup (1 - \pi, 1]) = 0 \) for some sufficiently small \( 0 < \pi \leq 0.5 \). Then the breakdown point (Rousseeuw and Leroy, 1987) of \( T \) is at least \( \pi \).

A wide class of estimators

\[
\hat{\theta} = T(\hat{F}) = \int_0^1 \hat{Q}(p) d\hat{G}(p),
\]  

(4)

of \( \theta \) are obtained by plugging \( \hat{F}, \) an estimate of \( F, \) into (1), with \( \hat{Q} = \hat{F}^{-1} \) the corresponding estimate of \( Q. \) This estimate of \( F \) could be nonparametric, i.e. the empirical distribution function

\[
\hat{F}(y) = \frac{1}{n} \sum_{i=1}^n 1(Y_i \leq y)
\]  

(5)
formed by the sample. Then
\[ \hat{\theta} = \sum_{i=1}^{n} w_i Y(i) \]  

is an $L$-statistic, i.e. a linear combination of the order statistics $Y(1) \leq \ldots \leq Y(n)$, where $w_i = \int_{(i-1)/n}^{i/n} dG(p)$ is the weight assigned to the $i$th order statistic. It is also possible to insert a parametric estimator $\hat{F}(y) = F(y; \hat{\psi})$ (7) of $F$ into (4). In this case $F(y) = F(y; \psi)$ is fully determined by a finite-dimensional parameter $\psi = (\psi_1, \ldots, \psi_r)$ of which $\hat{\psi} = (\hat{\psi}_1, \ldots, \hat{\psi}_r)$ is an estimate. If the density function $F'(y; \psi) = f(y; \psi)$ is tractable, this is typically the maximum likelihood estimator of $\psi$.

For some distributional families, such as the Generalized Lambda Distributions (Karian and Dudewicz, 2000) or mixtures of quantile functions (Karvanen, 2006, Karvanen and Nuutinen, 2008), the quantile function $Q(p; \psi) = F^{-1}(p; \psi)$ has a more explicit form. It might then be more tractable to estimate $\psi$ by fitting some of the order statistics $Y(i)$ to $Q$ (Gilchrist, 2007) or some empirical L-functionals to the corresponding population-based L-functionals (Karvanen, 2006).

### 2.2 Asymptotics

In order to study the large sample behavior of $\hat{\theta} = \hat{\theta}_n$ as $n \to \infty$, we introduce $S$, the space of real-valued and integrable functions on $(0,1)$, equipped with a seminorm
\[ \|Q\|_S = \int_0^1 |Q(p)||g(p)| dp + \sum_{m=1}^{M} |g_m||Q(\pi_m)|. \]  

where $g(p)$ and $g_1, \ldots, g_M$ refer to the absolutely continuous part and the point masses of the weight measure $G$ in (3) respectively. We may also regard (8) as a norm of the restriction of $Q$ to supp$(G)$. If $F_1$ and $F_2$ are two distributions with quantile functions $Q_1$ and $Q_2$, it follows that
\[ |T(F_2) - T(F_1)| \leq \int_0^1 |Q_2(p) - Q_1(p)||d|G|(p) \]
\[ = \int_0^1 |Q_2(p) - Q_1(p)||g(p)| dp + \sum_{m=1}^{M} |g_m||Q_2(\pi_m) - Q_1(\pi_m)| \]
\[ = \|Q_2 - Q_1\|_S. \]

This implies in particular that $T(F)$ is a continuous functional with respect to the distance measure $d(F_2, F_1) = \|Q_2 - Q_1\|_S$ introduced by $\|\cdot\|_S$. In particular, when $M = 0$ and $g(p) \equiv 1$, this distance measure equals the Wasserstein metric of order 1 (Olkin and Pukelsheim, 1982).
The asymptotic properties of $\hat{\theta}_n$ are determined by the weight function $G$ and the large sample behavior of the rescaled quantile process

$$Z_n(p) = \sqrt{n}[\hat{Q}_n(p) - Q(p)], \quad 0 < p < 1,$$

which is a random element of $S$. We will assume weak convergence (Billingsley, 1999)

$$Z_n \xrightarrow{L} Z \text{ as } n \to \infty,$$

with respect to the topology introduced by the norm in $S$, i.e. $E[h(Z_n)] \to E[h(Z)]$ for all bounded and continuous functions $h : S \to \mathbb{R}$. It is further assumed that the limit in (11) is a Gaussian process with mean function $E[Z(p)] = 0$ and covariance function $\text{Cov}[Z(p), Z(s)] = R(p, s)$ for $p, s \in \text{supp}(G)$. Notice in particular that for discrete weight measures ($g \equiv 0$), only the last term on the right hand side of (8) is present. Then (11) corresponds to weak convergence of finite-dimensional distributions of $Z_n$ towards $Z$ at $\pi_1, \ldots, \pi_m$. This follows from the fact that $Z_n$ and $Z$, restricted to $\text{supp}(G) = \{\pi_1, \ldots, \pi_M\}$, represent weak convergence of random vectors of dimension $M$ when $g \equiv 0$. On the other hand, (11) represents functional weak convergence on an infinite index set $p \in \text{supp}(G)$ when $g \neq 0$, due to the first term of (8).

It is also possible to define

$$\|Q\|_S = \|Q\|_\infty = \sup_{0 < p < 1} |Q(p)|$$

as the supremum of $Q$ on $(0, 1)$. It is easy to see that $T(F)$ is continuous with this choice of norm, since $|T(F_2) - T(F_1)| \leq |G|(0, 1)\|Q_2 - Q_1\|_S$. Note that $\|Q\|_S$ in (12) does not involve the weight measure $G$. This is advantageous when simultaneous weak convergence of several $L$-functionals, based on different weight functions, is of interest. On the other hand, the advantage of (8) is that this (semi)norm exists for a larger class of functions $Q$. It also gives rise to a weaker topology on $S$, so that (11) requires less. Indeed, when (8) is used, weak convergence of $Z_n$ need only be established on the index set $\text{supp}(G)$.

Since (9) implies that $\hat{T} : S \to \mathbb{R}$, defined by $\hat{T}(Q) = \int_0^1 Q(p) dG(p)$, is a continuous functional, it follows from the Continuous Mapping Theorem that

$$\sqrt{n}(\hat{\theta}_n - \theta) = \hat{T}(Z_n) \xrightarrow{L} \hat{T}(Z) \sim N(0, \Sigma)$$

as $n \to \infty$, where the asymptotic covariance matrix of the limiting normal distribution satisfies

$$\Sigma = \int_0^1 \int_0^1 R(p, s) dG(p) dG(s).$$

The expression for the covariance function $R$ depends on which estimator of $F$ that is used in (4). The nonparametric estimate (5) corresponds to

$$R(p, s) = \frac{\min(p, s) - ps}{f(Q(p))f(Q(s))},$$

as $n \to \infty$. This follows from the Continuous Mapping Theorem that

$$\sqrt{n}(\hat{\theta}_n - \theta) = \hat{T}(Z_n) \xrightarrow{L} \hat{T}(Z) \sim N(0, \Sigma)$$

as $n \to \infty$, where the asymptotic covariance matrix of the limiting normal distribution satisfies

$$\Sigma = \int_0^1 \int_0^1 R(p, s) dG(p) dG(s).$$

The expression for the covariance function $R$ depends on which estimator of $F$ that is used in (4). The nonparametric estimate (5) corresponds to

$$R(p, s) = \frac{\min(p, s) - ps}{f(Q(p))f(Q(s))},$$

as $n \to \infty$. This follows from the Continuous Mapping Theorem that

$$\sqrt{n}(\hat{\theta}_n - \theta) = \hat{T}(Z_n) \xrightarrow{L} \hat{T}(Z) \sim N(0, \Sigma)$$

as $n \to \infty$, where the asymptotic covariance matrix of the limiting normal distribution satisfies

$$\Sigma = \int_0^1 \int_0^1 R(p, s) dG(p) dG(s).$$
where \( f(y) = F'(y) \) is the density function of \( Y \). When (15) is inserted into (14), we get a well known expression for the asymptotic variance of \( L \)-statistics, cf. Mosteller (1946), Bennett (1952), Jung (1955), Chernoff et al. (1967), and Moore (1968). In the parametric case we have that

\[
R(p, s) = \frac{dQ(p; \psi)}{d\psi} V \left( \frac{dQ(s; \psi)}{d\psi} \right)^T,
\]

provided \( \hat{\psi} = \hat{\psi}_n \) is asymptotically normal with covariance matrix \( V \), i.e.

\[
\sqrt{n}(\hat{\psi}_n - \psi) \xrightarrow{d} N(0, V)
\]

as \( n \to \infty \). In particular, \( V \) equals the inverse of the Fisher information matrix of \( \psi \), when \( \hat{\psi}_n \) is the ML-estimator of \( \psi \).

### 2.3 Examples of \( L \)-functionals

The choice of weight function \( G \) in (4) will determine the type of \( L \)-functional. In the present paper we will mainly focus on four types of statistical functionals, presented in Oja (1981), namely for location, scale, skewness and kurtosis:

**Example 1 (Measures of location)** A measure of location \( (T = T_{\text{loc}}) \) is equivariant with respect to linear transformations of data, i.e.

\[
T_{\text{loc}}(F_{aY+b}) = aT_{\text{loc}}(F_Y) + b
\]

for any real valued \( a \) and \( b \). Since \( Q_{aY+b} = aQ_Y + b \), it follows that (18) holds for all \( L \)-functionals with a weight function satisfying

\[
\int_0^1 dG(p) = 1.
\]

For location functionals we will also require that \( G \) is a positive measure, so that

\[
G^- = 0.
\]

The two regularity conditions (19)-(20) imply that \( T_{\text{loc}} \) preserves stochastic ordering of distribution functions. By this we mean that \( T_{\text{loc}}(F_1) \leq T_{\text{loc}}(F_2) \) whenever \( F_2 \) is stochastically larger than \( F_1 \), that is, when the quantile functions of the two distributions satisfy \( Q_1(p) \leq Q_2(p) \) for all \( 0 < p < 1 \).

Examples of location functionals with a discrete weight function \( (g \equiv 0) \) include quantiles

\[
T_{\text{loc}}(F) = Q(\pi)
\]

for some fixed \( 0 < \pi < 1 \) and for distributions \( F \) with bounded support the midrange

\[
T_{\text{loc}}(F) = \frac{1}{2} [Q(0) + Q(1)]
\]
Examples of location functionals with an absolutely continuous weight density include smoothed quantiles

$$T_{\text{loc}}(F) = \int_0^1 \frac{1}{b} K \left( \frac{p - \pi}{b} \right) Q(p) dp, \quad (23)$$

where $K$ is the smoothing probability density and $0 < b < \min(\pi, 1 - \pi)$ the bandwidth (Parzen, 1979, Sheather and Marron, 1990), and compound expectations (CEs)

$$T_{\text{loc}}(F) = \frac{1}{\pi_1 - \pi_0} \int_{\pi_0}^{\pi_1} Q^{-1}(p) dp \quad (24)$$

that average quantiles of $F$ between $\pi_0$ and $\pi_1$ for some appropriately chosen $0 \leq \pi_0 < \pi_1 \leq 1$. Notice in particular that (24) is a special case of (23) that corresponds to a rectangular kernel $K(x) = 1(|x| \leq 1)/2$, $\pi = (\pi_1 + \pi_2)/2$ and $b = (\pi_1 - \pi_0)/2$.

A centralized measure of location is one whose weight function is symmetric around $p = 0.5$ and satisfies (19). If $F_Y$ has a symmetric distribution around $\mu$, a centralized measure of location will equal the center of symmetry ($T_{\text{loc}}(F_Y) = \mu$). These types of weight functions include the median ($\pi = 0.5$ in (21)), the midrange (22), and the trimmed mean ($\pi_0 + \pi_1 = 1$ in (24), see for instance Tukey and McLaughlin (1963), Bickel (1965), and Stigler (1977)). When $\pi_0 = 0$ and $\pi_1 = 1$, the trimmed mean simplifies to the expected value

$$T_{\text{loc}}(F_Y) = \int_0^1 Q_Y(p) dp = E(Y). \quad (25)$$

A location-scale family

$$F(y) = F_0 \left( \frac{y - \mu}{\sigma} \right) \quad (26)$$

corresponds to a parametric family (7) with $\psi = (\mu, \sigma)$ and $F_0$ known. It is then of interest to find the optimal weight function $G$ of location for the $L$-statistic (6). This weight function minimizes the asymptotic variance (14)-(15) among all $L$-functionals $T_{\text{loc}}$ that estimate $\mu$ in (26). It is well known (Chernoff et al., 1967, Chapter 8 of Serfling, 1980) that if the density $f_0 = F_0'$ is twice differentiable, the asymptotically optimal $L$-estimator of $\mu$ (when $\sigma$ is known or when $f_0$ is symmetric so that $\sigma$ is Fisher orthogonal to $\mu$) corresponds to an absolutely continuous weight measure with density

$$g(p) = -\frac{(\log f_0)''(F_0^{-1}(p))}{I(f_0)}, \quad (27)$$

where $I(f_0) = \int f_0'(y)^2/f_0(y) dy$ is the Fisher information. In particular, the expected value (25) with weight function $g(p) \equiv 1$ is optimal when $F \sim N(\mu, \sigma^2)$, whereas the midrange (22) is optimal for a uniform distribution, as can be seen by approximating this distribution by a smooth $F_0$. 

□
Example 2 (Measures of scale) A measure of scale \( T = T_{\text{scale}} \) is non-negative and satisfies

\[
T_{\text{scale}}(F_{aY+b}) = |a|T_{\text{scale}}(FY)
\]

for all real-valued \( a \) and \( b \). In the context of \( L \)-functionals, \( T_{\text{scale}} \) is satisfied for weight functions that take on positive as well as negative values, in such a way that the conditions

\[
dG \text{ is skew-symmetric around } p = 0.5,
\]

and

\[
G^+ = G \text{ restricted to } (0.5, 1], \quad G^- = G \text{ restricted to } [0, 0.5)
\]

are fulfilled. In order to see that \( 29 \)-\( 30 \) correspond to a measure of scale, it is instructive to insert these conditions into \( 1 \). This makes it possible to rewrite the scale functional as

\[
T_{\text{scale}}(F) = \int_0^1 (Q(p) - Q(0.5))dG(p) = \int_0^1 |Q(p) - Q(0.5)|d|G|(p) = \int_{0.5}^1 [Q(p) - Q(1 - p)] dG^+(p).
\]

Notice in particular that \( 31 \) has an intuitive interpretation as a linear combination of interquantile ranges \( Q(p) - Q(1 - p) \). Bickel and Lehmann (1976) and Oja (1981) defined a spread-ordering among distributions, where \( F_2 \) is said to be at least as spread out as \( F_1 \) if the difference \( Q_2(p) - Q_1(p) \) between the quantile functions of \( F_2 \) and \( F_1 \) is non-decreasing. It follows from \( 31 \) that scale functionals preserve spread ordering, i.e. \( T_{\text{scale}}(F_1) \leq T_{\text{scale}}(F_2) \). Since the unit of \( T_{\text{scale}} \) is somewhat arbitrary, some reference distribution \( F_0 \) is typically chosen to have scale 1, i.e.

\[
T_{\text{scale}}(F_0) = \int_0^1 Q_0(p)dG(p) = 1.
\]

If this reference distribution is a standard normal \( N(0, 1) \), it follows that \( T_{\text{scale}}(FY) = \sigma \) for \( Y \sim N(\mu, \sigma^2) \). The simplest scale functional that satisfies \( 29 \)-\( 30 \) and \( 32 \), is the one for which \( G^+ \) is a point measure at \( \pi \) for some \( 0.5 < \pi \leq 1 \). Then

\[
T_{\text{scale}}(F) = \frac{Q(\pi) - Q(1 - \pi)}{Q_0(\pi) - Q_0(1 - \pi)}
\]

equals the standardized interquartile range of \( F \) when \( \pi = 0.75 \) and the standardized range when \( \pi = 1 \) and \( F \) has bounded support. The standardized Gini’s mean difference

\[
T_{\text{scale}}(F) = KE|Y_1 - Y_2| = \frac{\int_{0.5}^1 [Q(p) - Q(1 - p)] (p - 0.5)dp}{\int_{0.5}^1 [Q_0(p) - Q_0(1 - p)] (p - 0.5)dp}
\]
corresponds to having $dG^+(p) = K(p - 0.5)1(0.5 \leq p \leq 1)dp$ in (31), with $K$ chosen so that (32) holds. A third measure of scale

$$T_{\text{scale}}(F) = \frac{\int_{0.5}^{1} [Q(p) - Q(1-p)] dp}{\int_{0.5}^{1} [Q_0(p) - Q_0(1-p)] dp}$$

(35)

has a constant density $dG^+(p) = K\left(0.5 \leq p \leq 1\right)dp$ on $(0.5, 1)$, with $K > 0$ a constant chosen so that (32) holds.

It is sometimes of interest to choose the weight function $G$ so that the asymptotic variance $\Sigma$ in (14) is minimized. It can be shown (Chernoff et al., 1967, Chapter 8 of Serfling, 1980) that for the location-scale family (26), an $L$-functional with absolutely continuous weight function $g(p) = K\left\{ (\log f_0)'(F_0^{-1}(p)) + F_0^{-1}(p)(\log f_0)''(F_0^{-1}(p)) \right\}$

(36)

corresponds to an asymptotically optimal estimator of the scale parameter $\sigma$ whenever the location parameter $\mu$ is known or orthogonal to $\sigma$, and the density function $f_0$ is twice differentiable, with $K$ chosen so that (32) holds for some appropriately chosen reference distribution. In particular, $K = 1$ yields a consistent estimator of the scale parameter $\sigma$ in (26). For instance, $g(p) = F_0^{-1}(p)$ is optimal for the normal distribution ($F_0 \sim N(0,1)$). A robustified, skew-symmetric and trimmed version of this weight function has been studied by Welsh and Morrison (1990). More generally, it follows from (36) that the optimal $g$ is skew-symmetric around 0.5 whenever $f_0$ is symmetric around 0, but not when symmetry of $f_0$ fails. The advantage of having a skew-symmetry requirement (29) on the weight function is the intuitive interpretation (31) of $T_{\text{scale}}(F)$ in terms of a linear combination of interquantile ranges. Koenker and Zhou (1994) define scale functionals more generally by dropping the skew-symmetry condition and only requiring that the weight function satisfies $G([0,1]) = 0$. An example of such a scale functional is presented in Section 2.4.

Example 3 (Measures of skewness) The traditional measure

$$T_{\text{skew}}(F_Y) = \frac{E \left[ (Y - E(Y))^3 \right]}{\left\{ E \left[ (Y - E(Y))^2 \right] \right\}^{3/2}}$$

(37)

of skewness compares the left and right tails of $F_Y$. It is not robust, since the third moment of $Y$ must be finite. Here we will analyze versions of skewness that are more robust than (37), and defined as the ratio

$$T_{\text{skew}}(F) = \frac{T_{\text{uskew}}(F)}{T_{\text{scale}}(F)}$$

(38)

of two $L$-functionals. The numerator of (38) corresponds to an unstandardized measure of skewness, which transforms as

$$T_{\text{uskew}}(aY+b) = aT_{\text{uskew}}(F_Y)$$

(39)
under linear mappings, for all real-valued \( a \) and \( b \). The denominator of (38) is another \( L \)-functional that measures scale. It follows from (28) and (39) that the standardized skewness satisfies

\[
T_{\text{skew}}(F_{aY+b}) = \text{sgn}(a)T_{\text{skew}}(FY)
\]

for all non-negative \( a \), with \( \text{sgn}(a) = a/|a| \). We will assume here that \( T_{\text{skew}} \) is chosen so that

\[
T_{\text{skew}}(F_0) = 1
\]

holds for some reference distribution \( F_0 \) whose right tail is heavier than the left tail (e.g. an exponential distribution).

A class of weight functions whose unstandardized skewness functional transform linearly, as in (39), are those that satisfy

\[
\int_0^1 dG(p) = 0, \quad dG \text{ symmetric around } p = 0.5, \tag{42}
\]

and

\[
\text{supp}(G^-) \subseteq [\pi, 1 - \pi], \\
\text{supp}(G^+) \subset [0, \pi] \cup [1 - \pi, 1], \tag{43}
\]

for some \( 0 \leq \pi \leq 0.5 \). Indeed, inserting (42)-(43) into (1), we find that

\[
T_{\text{uskew}}(F) = \int_{0.5}^1 [Q(p) + Q(1-p) - 2Q(0.5)] dG(p) = \int_{1-\pi}^1 [Q(p) + Q(1-p) - 2Q(0.5)] dG^+(p) - \int_{0.5}^{1-\pi} [Q(p) + Q(1-p) - 2Q(0.5)] dG^-(p). \tag{44}
\]

In particular, if \( F_Y \) is symmetric around its center of symmetry \( \mu \), if follows that \( T_{\text{uskew}}(F) = 0 \). Since \( Q(p) + Q(1-p) - 2Q(0.5) \) measures skewness for each quantile \( 0.5 < p < 1 \), (44) is a functional that compares skewness of the tails of \( F \) with the skewness of the central part of \( F \). Of particular interest is the case when \( G^- \) is a point measure at 0.5. Then (44) simplifies to

\[
T_{\text{uskew}}(F) = \int_{0.5}^1 [Q(p) + Q(1-p) - 2Q(0.5)] dG^+(p). \tag{45}
\]

If the positive part of the weight function is chosen as \( dG^+(p) = K\delta_{1-\pi}(p) + K\delta_{\pi}(p) \) for some \( 0 < \pi < 0.5 \) and \( K > 0 \), and if the interquantile range in (33) is used for standardization, one obtains the standardized measure

\[
T_{\text{skew}}(F) = K \cdot \frac{Q(1-\pi) + Q(\pi) - 2Q(0.5)}{Q(1-\pi) - Q(\pi)}. \tag{46}
\]

of skewness. It was introduced by Galton (1883) and Bowley (1920) for \( \pi = 0.25 \) and \( K = 1 \), and for arbitrary \( \pi \) by Hinkley (1975). Here we will rather define \( K \) so that (41) holds for some appropriate reference distribution \( F_0 \). An alternative to (46) is to choose an unstandardized skewness functional (45) for which \( G^+ \) has a constant density in the numerator of (38), and then use a
scale measure with a constant weight density \( g^+ \) for quantiles above 0.5, in the denominator of (38). The corresponding standardized measure

\[
T_{\text{skew}}(F) = K \cdot \frac{\int_{0.5}^{1} [Q(p) + Q(1-p) - 2Q(0.5)] \, dp}{\int_{0.5}^{1} [Q(1-p) - Q(p)] \, dp}
\]  

(47)
of skewness with \( K = 1 \) was proposed by Groeneveld and Meeden (1984). Here we will rather choose \( K \) in order for (41) to hold. Notice that the skewness measure (47) puts higher weights on the tails of the distribution, compared to (46). See also Kim and White (1994) for an overview of different robust measures of skewness.

Groeneveld and Meeden (1984) argued that a reasonable skewness measure should satisfy (40) and in addition preserve the partial skewness-ordering among distributions, due to van Zwet (1964). By this we mean that \( T_{\text{skew}}(F_1) \leq T_{\text{skew}}(F_2) \) whenever \( F_2 \) is at least as skewed to the right as \( F_1 \), i.e. if \( x \to F_2^{-1}(F_1(x)) \) is a convex function. Groeneveld and Meeden verified that (46) and (47) preserve this skewness-ordering among distributions. This and other partial skewness-orderings are discussed by Oja (1981), McGillivray (1986), and Garcia et al. (2018).

**Example 4 (Measures of heaviness)** There is no universal agreement whether the (excess) kurtosis

\[
T(F_Y) = \frac{E[(Y - E(Y))^4]}{(E[(Y - E(Y))^2])^2} - 3
\]

(48)quantifies peakness versus tails of \( F_Y \) or modality versus bimodality. Following Chissom (1970) and Oja (1981), we will regard kurtosis as a measure of heaviness. In order to find more robust measures of heaviness, we will consider functionals

\[
T_{\text{heavy}}(F) = \frac{T_{\text{heavy}}(F)}{T_{\text{scale}}(F)}
\]

(49)
that are defined as the ratio of two \( L \)-functionals. The functional \( T_{\text{heavy}} \) in the numerator of (49) corresponds to an unstandardized measure of heaviness, and it transforms as

\[
T_{\text{heavy}}(aY + b) = |a|T_{\text{heavy}}(F_Y)
\]

(50)under linear mappings, for all real-valued \( a \) and \( b \), whereas the functional in the denominator of (49) corresponds to a measure of scale. It follows from (28) and (50) that \( T_{\text{heavy}} \) is invariant with respect to linear transformations, i.e.

\[
T_{\text{heavy}}(aY + b) = T_{\text{heavy}}(F_Y).
\]

(51)
Notice that (50) is identical to the corresponding relation (28) for scale functionals. But whereas \( T_{\text{scale}} \) is always non-negative, we want \( T_{\text{heavy}} \) to be positive.
for heavy-tailed distributions and negative for light-tailed distributions. In order to accomplish this we choose the weight function in (1), for \( T_{\text{uheavy}}(F) \), as
\[
dG \text{ skew-symmetric around } p = 0.5, \tag{52}
\]
and
\[
G^+ = G \text{ restricted to } [\pi, 0.5) \cup (1 - \pi, 1], \tag{53}
\]
\[
G^- = G \text{ restricted to } (0, \pi) \cup (0.5, 1 - \pi]
\]
for some \( 0 < \pi < 0.5 \). In addition, we require that the unstandardized and standardized measures of heaviness satisfy
\[
T_{\text{uheavy}}(F_0) = \int_0^{0.5} Q_0(p) dG(p) = 0, \tag{54}
\]
\[
T_{\text{heavy}}(F_1) = \int_0^{0.5} Q_1(p) dG(p) / T_{\text{scale}}(F_1) = 1
\]
for two distributions \( F_0 \) and \( F_1 \) with quantile functions \( Q_0 \) and \( Q_1 \). When there is no restriction on the range of \( Y \), \( F_0 \) is typically a normal distribution, whereas \( F_1 \) is a symmetric and moderately light tailed distribution, such as the Laplace distribution.

In order to motivate that (52) leads to a measure of heaviness, we insert this equation into (1) and notice that
\[
T_{\text{uheavy}}(F) = \int_{1-\pi}^1 [Q(p) - Q(1-p)] dG^+(p) - \int_{0.5}^{1-\pi} [Q(p) - Q(1-p)] dG^-(p)
\]
equals the difference between the weighted interquartile differences \( Q(p) - Q(1-p) \) in the tails and in the central part of the distribution, respectively. Several robust measures of kurtosis fit into our framework. As a first example, Moors (1988) introduced
\[
T_{\text{heavy}}(F) = K \left[ \frac{Q(0.875) - Q(0.625) + Q(0.375) - Q(0.125)}{Q(0.75) - Q(0.25)} - 1.23 \right], \tag{56}
\]
with \( K = 1 \), where the unstandardized kurtosis in the numerator has a weight function \( G \) such that the restrictions of \( G^+ \) and \( G^- \) to \((0.5, 1)\) have a one point distribution at 0.875 and a two point distribution at 0.625 and 0.75 respectively. The scale measure in the denominator of (56), on the other hand, corresponds to an unstandardized interquartile range. Finally, the constant 1.23 is chosen so that the upper part of (54) holds when \( F_0 \sim N(0, 1) \). Here we will additionally choose \( K > 0 \) in (56) so that the lower part of (54) is satisfied for some appropriately chosen reference distribution \( F_1 \). Second, the tail ratio of Gilchrist (2000) can be normalized as
\[
T_{\text{heavy}}(F) = K_1 \left[ \frac{Q(0.9) - Q(0.1)}{Q(0.75) - Q(0.25)} - K_0 \right], \tag{57}
\]
where \( K_0 \) and \( K_1 \) are chosen so that (54) holds. A third class of kurtosis measures
\[
T_{\text{heavy}}(F) = K_1 \left[ \frac{\int_{1-\pi_0}^1 [Q(p) - Q(1-p)] dp}{\int_{1-\pi_1}^1 [Q(p) - Q(1-p)] dp} - K_0 \right], \tag{58}
\]
was introduced by Hogg (1972, 1974) for some conveniently selected $0 < \pi_0 < \pi_1 \leq 0.5$, and with $K_0$ chosen so that the upper part of (54) holds when $F_0 \sim \mathcal{N}(0, 1)$. Hogg conducted simulations for which $\pi_0 = 0.05$, $\pi_1 = 0.5$, and $K_0 = 2.59$ gave satisfactory results. Whereas Hogg used $K_1 = 1$, we will rather choose $K_1$ so that the lower part of (54) is satisfied for some appropriate reference distribution $F_1$. See also Kim and White (1994) for an overview of different robust measures of kurtosis.

A partial kurtosis-ordering of symmetric distributions (van Zwet, 1964, Oja, 1981) states that $F_2$ has more kurtosis than $F_1$ if $x \to F_1^{-1}(F_1(x))$ is a concave (convex) to the left (right) of the point of symmetry. It can be shown that both (56) and (58) preserve this kurtosis-ordering among symmetric distributions. Sometimes it is only one tail of $F$ that is of interest. It is possible then to split the weight function of an unstandardized heavytailedness functional as

$$
dG(p) = 1(p < 0.5)dG(p) + 1(p > 0.5)dG(p) =: dG_{\text{left}}(p) + dG_{\text{right}}(p),
$$

where only the low quantiles are included in $G_{\text{left}}$ in order to study the left tail of $F$, whereas only the high quantiles are used in $G_{\text{right}}$ to study the right tail of $F$. It follows from (52) that the weight measure for the right tail satisfies

$$
G_{\text{right}}^+ = G \text{ restricted to } (1 - \pi, 1],
$$

$$
G_{\text{right}}^- = G \text{ restricted to } (0.5, 1 - \pi].
$$

The corresponding functional

$$
T_{\text{uheavyr}}(F) = \int_{1-\pi}^1 Q(p)G_{\text{right}}^+(p) - \int_{0.5}^{1-\pi} Q(p)dG_{\text{right}}^-(p)
$$

(60)

can be viewed as a restriction of (55) to an interval $(0.5, 1)$ of quantiles, and it is standardized as

$$
T_{\text{heavyr}}(F) = \frac{T_{\text{uheavyr}}(F)}{T_{\text{scale}}(F)}.
$$

Suppose, for instance, that $e^Y$ has a heavy tail to the right, in the sense that

$$
P(e^Y \geq y) = y^{-\alpha}L(y)
$$

for some tail parameter $\alpha > 0$, and with a function $L(y)$ that varies slowly as $y \to \infty$, i.e. $L(ty)/L(y) \to 1$ as $y \to \infty$ for all $t > 0$. Then Hill’s estimator of $\alpha$ (Hill 1975, Haeusler and Teugels, 1985) corresponds to an estimator $\hat{\theta} = T_{\text{uheavyr}}(\hat{F})$ in (6) with weight function

$$
g_{\text{right}}^+(p) = 1(1 - \pi < p < 1)/(1 - \pi),
$$

$$
dG_{\text{right}}^-(p) = \delta_{1-\pi}(p).
$$

(61)

In order for $\hat{\theta} = \hat{\theta}_n$ to be a consistent estimator of $\alpha$, it is either required that $L(\cdot)$ is constant for large enough $y$, or that $\pi = \pi_n \to 0$ as $n \to \infty$ at a rate depending on how much $L(\cdot)$ varies for large $y$. □
2.4 The order of $L$-functionals

In this section we introduce order numbers for a certain subclass of $L$-functionals. Since each $L$-functional is determined by its weight measure $G$, this amounts to introducing order numbers for a subclass of weight measures. We will state two mandatory conditions on $G$ and a third optional symmetry condition, in order for it to be of order $m \in \{1, 2, \ldots\}$. First, there has to exist a disjoint decomposition of $[0, 1]$ into $m$ intervals $I_1 < I_2 < \ldots < I_m$ such that

$$
G^-(I_k) = 0 \text{ and } G^+(I_k) > 0, \quad \text{if } m - k \text{ is even,}
$$

$$
G^-(I_k) > 0 \text{ and } G^+(I_k) = 0, \quad \text{if } m - k \text{ is odd.}
$$

(62)

Second,

$$
\int_0^1 dG(p) = \left\{ \begin{array}{ll}
1, & \text{if } G \text{ has order } m = 1, \\
0, & \text{if } G \text{ has order } m > 1.
\end{array} \right.
$$

(63)

Third,

$dG$ is symmetric (skew-symmetric) around $p = 0.5$ if $m$ is odd (even). (64)

When all three conditions (62)-(64) hold, we refer to $G$ as a symmetric (skew-symmetric) weight measure of order $m$.

It may be verified from Section 2.3 that location functionals have order 1, scale functionals order 2, unstandardized skewness functionals order 3, and unstandardized heavytailedness functionals order 4. Write

$$
T_m(F) = \int_0^1 Q(p)dG_m(p)
$$

(65)

for an $L$-functional whose weight function $G = G_m$ is of order $m$, and

$$
T_{ml}(F) = \frac{T_m(F)}{T_l(F)}
$$

(66)

for a functional that is the ratio of two $L$-functionals of order $m$ and $l$ respectively. We will refer to $(m, l)$ as the order number of $T_{ml}$. Consequently, skewness functionals have order $(3, 2)$ and heavytailedness functionals order $(4, 2)$.

It is possible to obtain collections $\{T_m(F)\}_{m=1}^\infty$ of $L$-functionals from orthogonal series expansions of the quantile function $Q = F^{-1}$. Each such collection makes use of a reference distribution $F_0$ with density function $f_0(y) = F_0'(y)$ on its support $[a, b]$, where $-\infty \leq a < b \leq \infty$. Introduce the scalar product $\langle f, g \rangle = \int_a^b f(y)g(y)f_0(y)dy$ for functions that are square integrable with respect to $f_0(y)dy$, and suppose there exists an orthonormal system of polynomials $\{P_k\}_{k=0}^\infty$ of degrees $k = 0, 1, 2, \ldots$ such that

$$
\int_a^b P_k(y)P_l(y)f_0(y)dy = 1(k = l).
$$

(67)
Then define the absolutely continuous weight densities \(dG_m(p) = g_m(p)dp\)

\[
g_m(p) = P_{m-1}(Q_0(p)) \tag{68}
\]

for \(m = 1, 2, \ldots\), where \(Q_0 = F_0^{-1}\) is the quantile function of \(F_0\). It follows from (67)-(68) that \(\{g_m\}\) forms an orthonormal system of basis functions on \([0, 1]\), i.e.

\[
\int_0^1 g_m(p)g_l(p)dp = 1(m = l). \tag{69}
\]

Equations (65) and (69) imply that \(\{T_m(F)\}_{m=1}^\infty\) are the coefficients of an orthonormal series expansion of \(Q\). Indeed, from Theorem 2.3 of Takemura (1983) we find that if \(F\) has a finite second moment

\[
Q(p) = \sum_{m=1}^\infty T_m(F)g_m(p), \tag{70}
\]

for all continuity points \(p\) of \(Q(\cdot)\), strictly between 0 and 1. This is to say that \(\{T_m(F)\}_{m=1}^\infty\) will quantify all aspects of the quantile function \(Q\) of \(F\). Takemura (1983) used (70) in order to define goodness-of-fit tests of a location-scale family (26), where \(F_0\) in equation (26) is also the reference distribution of the series expansion. If we restrict ourselves to functionals up to order 4, it is clear that \(\{T_m(F)\}_{m=1}^4\) carries the same information about \(F\) as the four types of functionals of Section 2.3, i.e. \(T_1(F), T_2(F), T_{32}(F),\) and \(T_{42}(F)\).

In order to verify that (65) and (68) for \(m = 1, 2, \ldots\) define a valid collection of \(L\)-functionals, the first condition (62) is equivalent to each polynomial \(P_k(y)\) having \(k\) distinct zeros with a leading positive coefficient of \(y^k\). The second condition (63) follows by choosing \(l = 1\) in (69), since \(g_1(p) = 1\). The third symmetry condition (64) holds whenever \(F_0\) is symmetric, and if \(P_k(y)\) is an even (odd) function of \(y\) when \(k\) is even (odd).

### 2.4.1 Symmetric and asymmetric collections of \(L\)-functionals

A collection \(\{T_m\}_{m=1}^\infty\) of \(L\)-functionals is symmetric if (64) holds for all \(T_m\), and otherwise it is asymmetric. For a symmetric collection of functionals \(\{T_m\}_{m=1}^\infty\) we introduce a symmetric reference distribution \(F_0\) with mean 0 and variance 1 that satisfies

\[
T_m(F_0) = \begin{cases} 
1, & m = 2, \\
0, & m \neq 2.
\end{cases} \tag{71}
\]

For a symmetric collection of \(L\)-functionals, we also introduce one distribution \(F_1\) that is moderately skewed to the right, and another symmetric distribution \(F_2\), which is more heavytailed than \(F_0\), such that

\[
T_{32}(F_1) = 1, \\
T_{42}(F_2) = 1. \tag{72}
\]

Let us verify that a symmetric polynomial collection (69) of \(L\)-functionals satisfies (71) and (72). Starting with (71), recall that \(F_0\) is assumed to be symmetric
with expected value 0 and variance 1. Applying (69) with \(m, l \in \{1, 2\}\) we find that \(g_1(p) = 1\) and \(g_2(p) = Q_0(p)\). Then a second application of (69) with variable \(m\) and \(l = 2\) implies (71). It is also possible to relax the orthonormality condition (69) and adjust \(g_3(\cdot)\) and \(g_4(\cdot)\) by multiplicative constants in such a way that (72) holds for some appropriately chosen distributions \(F_1\) and \(F_2\).

When \(F\) is a life length distribution we typically choose a non-symmetric reference distribution \(F_0\), supported on \([a, b) = [0, \infty)\), and use a non-symmetric collection of \(L\)-functionals. Then we replace condition (71) by the milder requirement

\[
T_2(F_0) = 1. \tag{73}
\]

Since skewness and kurtosis are somewhat less natural concepts for life lengths, we will not always impose condition (72) in this context. For instance, we are typically more interested in quantifying how thick the right tail of \(F\) is (as in (60)-(61)), and this requires combined information from all of \(\{T_m(F)\}_{m=1}^4\).

### 2.4.2 Examples of polynomial collections of \(L\)-functionals

In this subsection we give three collections \(\{T_m\}_{m=1}^\infty\) of \(L\)-functionals based on (65) and (68).

**Example 5 (Legendre collection of \(L\)-functionals)** This collection of symmetric \(L\)-functionals has absolutely continuous weight functions

\[
g_m(p) = \sqrt{2m - 1} L_{m-1}(2p - 1), \tag{74}
\]

where \(L_{m-1}\) is the Legendre polynomial of order \(m - 1\) on \([-1, 1]\). Thus we have that

\[
\begin{align*}
g_1(p) &= 1, \\
g_2(p) &= \sqrt{3}(2p - 1), \\
g_3(p) &= \sqrt{5}[3(2p - 1)^2 - 1]/2, \\
g_4(p) &= \sqrt{7}[5(2p - 1)^3 - 3(2p - 1)]/2,
\end{align*}
\]

so that \(T_1(F) = E(Y)\) equals the mean (25) and \(T_2(F)\) is proportional to Gini’s mean difference (34).

The fact that \(g_m\) gives rise to an \(L\)-functional of order \(m\) follows from the general construction in (68), with a uniform reference distribution \(F_0 \sim U(-\sqrt{3}, \sqrt{3})\). Notice in particular that this symmetric distribution has first two moments \(E(Y) = 0\) and \(E(Y^2) = 1\), as required above (71). Moreover, since \(Q_0(p) = \sqrt{3}(2p - 1) = g_2(p)\) it follows from (65) and (69) that (71) holds for all \(m\). Equation (69) follows from well known orthogonality properties of Legendre polynomials, whereas (62) is referred to as the interlacing property of Legendre polynomials. It is possible to adjust \(g_3\) and \(g_4\) by multiplicative constants so that (72) holds for some appropriate reference distributions, for instance the beta distributions \(F_1 \sim B(2, 1)\) and \(F_2 \sim B(0.5, 0.5)\).

It turns out that the Legendre system of \(L\)-functionals is equivalent to the \(L\)-moments \(\gamma_m(F) = T_m(F)/\sqrt{2m - 1}\) of \(F\) or order 1, 2, \ldots, introduced by
Sillito (1969). Likewise, $T_{32}(F)$ and $T_{42}(F)$ are equivalent to the $L$-skewness $\tau_3 = \gamma_3/\gamma_2$ and $L$-kurtosis $\tau_4 = \lambda_4/\lambda_2$ of Hosking (1990). Another closely related concept is the family of probability weighted moments \( \{ \tau \}_{a,b} \) whenever $Y$ at all continuity point argue that the robustified Legendre collection of $\pi$ i.e. \( T \) define a robustified collection $T_m(F)$ with weight functions $\{ g \}_{m=1}^\infty$ of this uniform distribution, whereas Sillito (1969). Likewise, $T$ of robustifing the Legendre system of $L$-functionals for which $F$ exist for distributions $F$ with a finite mean. In spite of this, each $T_m$ is non-robust with a breakdown point of 0. It is possible though to define a robustified collection $\{ T_{\pi} \}_{m=1}^\infty$ of $L$-functionals, for each $0 < \pi < 0.5$, with weight functions $g_m^\pi(p) = \frac{\sqrt{2m - 1}}{1 - 2\pi} \frac{L_{m-1}}{L_m} \left( \frac{2p - 1}{1 - 2\pi} \right) 1(\pi < p < 1 - \pi)$ (75) and breakdown point $\pi$. Notice in particular that $g_1$ equals the trimmed mean, i.e. $\pi_0 = \pi$ and $\pi_1 = 1 - \pi$ in Sillito. In analogy with (70), one finds that $\{ T_{\pi}^m(F) \}_{m=1}^\infty$ provides information about the conditional distribution of $F$ for all quantiles between $\pi$ and $1 - \pi$, since $\frac{Q(p)}{1 - 2\pi} = \sum_{m=1}^\infty T_{\pi}^m(F) g_m^\pi(p), \quad p \leq \pi < p < 1 - \pi \quad p \leq \pi$ at all continuity point $\pi < p < 1 - \pi$ of $Q(\cdot)$. In order for $F_0^\pi$ to serve as a reference (71) for $\{ T_{\pi}^m \}_{m=1}^\infty$, it is required that $Y \mid Q_0^\pi = (F_0^\pi)^{-1}$ whenever $Y \sim F_0^\pi$ and $Q_0^\pi = (F_0^\pi)^{-1}$. More generally, we argue that the robustified Legendre collection of $L$-functionals is appropriate whenever $Y \mid Q(\pi) < Y < Q(1 - \pi)$ is bounded within some finite interval $[a,b]$. For instance, if $F_Y|Q(\pi) < Y < Q(1 - \pi) \sim U(a,b)$ is uniform, then $T_{\pi}^m(F_Y) = (a+b)/2$ and $T_{\pi}^m(F_Y) = (a-b)/(2\sqrt{3})$ equal the mean and standard deviation of this uniform distribution, whereas $T_{\pi}^m(F_Y) = 0$ for $m \geq 2$. Other ways of robustifying the Legendre system of $L$-functionals have been proposed by Mudholkar and Huston (1988) and Elamir and Seheult (2003). \hfill \Box

**Example 6 (Hermite collection of $L$-functionals)** In this example we introduce a collection of symmetric $L$-functionals for which $F_0 \sim N(0,1)$ is a reference distribution. The weight densities $g_m(p) = \frac{1}{\sqrt{(m-1)!}} H_{m-1}[Q_0(p)]$ (76) are defined in terms of the quantile function $Q_0 = F_0^{-1}$ and the probabilistic Hermite polynomials $H_k(y) = (-1)^k e^{y^2/2} \frac{d^k e^{-y^2/2}}{dy^k}$, $-\infty < y < \infty$, (77)
of order \( k = 0, 1, 2, \ldots \). Inserting (77) into (76), we find that the first four weight densities have the form

\[
\begin{align*}
g_1(p) &= 1, \\
g_2(p) &= Q_0(p), \\
g_3(p) &= \left[Q_0(p)^2 - 1\right] / \sqrt{2}, \\
g_4(p) &= \left[Q_0(p)^3 - 3Q_0(p)\right] / \sqrt{6}.
\end{align*}
\]  

(78)

Recall from (27) and (36) that \( g_1 \) and \( g_2 \) correspond to optimal \( L \)-functionals of location and scale for \( F_0 \). It follows from well known orthogonality properties of Hermite polynomials that the weight functions in (76) constitute an orthonormal system (69) on \([0, 1]\), and the series expansion (70) of \( Q \) can be interpreted as a robust Cornish-Fisher expansion (Fisher and Cornish, 1960).

In particular, since \( g_2(p) = Q_0(p) \), it follows from (65) and (71) that \( F_0 \) indeed is a reference distribution for the Hermite class of \( L \)-functionals. As in Example 5, one may multiply \( g_3 \) and \( g_4 \) by constants so that (72) holds for some appropriate reference distributions, for instance a non-central \( t \)-distribution \( F_1 \) and central \( t \)-distribution \( F_2 \), with appropriate parameters.

Robustified versions \( T_m^\pi(F) \) of the Hermite functionals are constructed in the same way as in Example 5 with weight functions

\[
g_m^\pi(p) = \frac{1}{(1 - 2\pi)\sqrt{(m - 1)!}} H_{m-1}[Q_0\left(\frac{p}{1 - 2\pi}\right)] 1(\pi < p < 1 - \pi).
\]  

(79)

The reference (71) of this system is the improper mixture distribution

\[
F_0^\pi \sim \pi\delta_{-\infty} + (1 - 2\pi)N(0, 1) + \pi\delta_{\infty},
\]

with probabilities \( \pi \) at minus and plus infinity.

We argue that the (robustified) Hermite system of \( L \)-functionals is appropriate whenever \( Y \in \mathbb{R} \), that is, when there are no upper or lower bound restrictions on \( Y \).

\[ \square \]

Example 7 (Laguerre collection of \( L \)-functionals) In this example we consider an asymmetric collection of \( L \)-functionals, which is of interest when \( Y \geq 0 \), for instance a lifetime. This class of \( L \)-functionals will have \( F_0 \sim \text{Exp}(1) \) as a reference distribution. Let \( \text{La}_k(y) \) be the Laguerre polynomial of degree \( k = 0, 1, 2, \ldots \). These polynomials form an orthonormal system on \([0, \infty)\) with respect to the density measure \( dF_0(y) = e^{-y}dy \), i.e.

\[
\int_0^\infty \text{La}_k(y)\text{La}_l(y)e^{-y}dy = 1(k = l).
\]  

(79)

The weight function of \( T_m \) is defined as

\[
g_m(p) = (-1)^{m-1}\text{La}_{m-1}(Q_0(p)) = (-1)^{m-1}\text{La}_{m-1}\left(\log\left((1 - p)^{-1}\right)\right),
\]  

(80)
for \( m = 1, 2, \ldots \). The factor \((-1)^{m-1}\) of (80) ensures that all weight functions \( g_m(p) \) will have a leading positive coefficient of \( Q_0^{m-1}(p) \), as required by (62). It can be seen that the first four weight functions are

\[
\begin{align*}
g_1(p) &= 1, \\
g_2(p) &= Q_0(p) - 1, \\
g_3(p) &= Q_0^2(p)/2 - 2Q_0(p) + 1, \\
g_4(p) &= [Q_0^3(p) - 9Q_0^2(p) + 18Q_0(p) - 6]/6.
\end{align*}
\]

It follows from (67) and (80) that \( \{g_m\}_{m=1}^\infty \) forms an orthonormal system (69) of weight functions on \([0, 1]\), with

\[
T_m(F_0) = \int_0^1 Q_0(p) g_m(p) dp = \int_0^1 (g_1(p) + g_2(p)) g_m(p) dp = \begin{cases} 1, & m = 1, 2, \\
0, & m \geq 3,
\end{cases}
\]

in agreement with (73). Hence, according to this definition \( T_{32}(F_0) = 0 \) although \( F_0 \) is skewed to the right. The rationale is that most lifetime distributions are skewed in this direction. Using \( F_0 \) as a yardstick we may therefore interpret \( T_{32}(F) > 0 \) as \( F \) being more skewed to the right than \( F_0 \).

When \( Y \geq 0 \) it is typically only the heaviness of the right tail of \( F = F_Y \) that is of interest. A functional for right-heaviness is

\[
T_{\text{heavyt}}(F) = \frac{T_{4, \text{right}}(F)}{T_2(F)},
\]

where \( T_{4, \text{right}}(F) \) has weight function

\[
g_{4, \text{right}}(p) = g_4(p)1(1 - \pi < p < 1),
\]

and \( 0 < \pi < 1 \) is the smallest positive integer satisfying \( \int_{1-\pi}^1 Q_0(p) g_4(p) dp = 0 \). This definitions guarantees that \( T_{\text{heavyt}}(F_0) = 0 \), so that \( F_0 \) is a reference for right-heaviness.

\[\square\]

3 \( \text{L-functionals for regression models} \)

In this section we regard \( Y \) as the outcome variable of a regression model with a vector \( x = (x_1, \ldots, x_q)^T \) of covariates. Let

\[
F_{Y|x}(y) = P(Y \leq y \mid x), \quad -\infty < y < \infty,
\]

be the conditional distribution function of \( Y \) given \( x \). By inverting this function we obtain the \( p \):th conditional quantile (CQ)

\[
Q(p \mid x) = F_{Y|x}^{-1}(p) = \inf\{y; F_{Y|x}(y) \geq p\}.
\]

Each functional (1) gives rise to a linear combination

\[
\theta(x) = T(F_{Y|x}) = \int_0^1 Q(p \mid x) dG(p)
\]

(83)
of CQs. We will refer to (83) as a conditional $L$-functional. The weight functions of Section 2 give rise to different conditional $L$-functionals that correspond to location, scale, unstandardized skewness or unstandardized heavytailedness measures of $F_{Y|x}$. For each $0 < p < 1$, let $\hat{Q}(p \mid x)$ be an estimator of the conditional quantile (82), based on a sample of size $n$. The corresponding estimator

$$\hat{\theta}(x) = \int_0^1 \hat{Q}(p \mid x) dG(p) \tag{84}$$

of $\theta(x)$ is a conditional $L$-statistic that reduces to (4) for a model without any covariates.

In order to study standardized measures of skewness and heavytailedness of $F_{Y|x}$, we need to consider ratios of two conditional $L$-functionals $T^1(F_{Y|x})$ and $T^2(F_{Y|x})$ that involve two different weight functions $G^1$ and $G^2$. We will therefore study quantities

$$\theta(x) = \frac{\int_0^1 Q(p \mid x) dG^1(p)}{\int_0^1 Q(p \mid x) dG^2(p)}, \tag{85}$$

and their estimators

$$\hat{\theta}(x) = \frac{\int_0^1 \hat{Q}(p \mid x) dG^1(p)}{\int_0^1 \hat{Q}(p \mid x) dG^2(p)}. \tag{86}$$

For a model with covariates, the definitions of (84) and (86) will depend on whether the response variable $Y$ is censored/truncated or not, and on the type of regression model that is used. In the following subsections we will consider several such models.

### 3.1 Data without censoring/truncation

In this subsection we assume there is no censoring or truncation, so that the response variable $Y$ is observed. In more detail, suppose that a sample of independent random vectors $(x_1, Y_1), \ldots, (x_n, Y_n)$ is available, with the same conditional distribution $F_{Y_i|x_i} = F_{Y|x}$ of the response variable as in (81).

In order to estimate $\theta(x)$ in (83) or (85) we have to make some smoothness assumptions on $x \rightarrow \theta(x)$, which in turn requires smoothness of the conditional quantiles $x \rightarrow Q(p \mid x)$. The most general approach is to estimate $Q(p \mid x)$ (and hence also $\theta(x)$) by some nonparametric method, for instance local polynomial regression (Chauduri, 1991), smoothing splines (Koenker et al., 1994), regression splines (He and Shi, 1994), piecewise polynomial regression tree methods (Chauduri and Loh, 2002), or a semiparametric linear model with varying coefficients (Kim, 2007). In the following two subsections we will rather concentrate on two fully parametric models for the relation between $x$ and $Q(p \mid x)$; linear models and transformed linear models.

#### 3.1.1 Linear models

### 3.1.1.1 Models and estimators
When the outcome variable $Y \in (-\infty, \infty)$ is unbounded, it is natural to use a linear model

$$Q(p \mid x) = x^T \beta(p), \tag{87}$$

so that each conditional quantile is a linear function of the covariates, with $\beta(p) = (\beta_1(p), \ldots, \beta_q(p))^T$ a vector of regression parameters. The simplest special case of (87) is the homoscedastic linear model, with

$$F_{Y \mid x}(y) = F_0(y - x^T b), \tag{88}$$

for some vector $b = (b_1, \ldots, b_q)^T$. If the first regression component is an intercept ($x = (1, x_2, \ldots, x_q)^T$) and $F_0$ has median 0, it follows that $\beta(p) = b + [Q_0(p) - Q_0(0.5)] e_1$, where $e_1 = (1, 0, \ldots, 0)^T$ and $Q_0$ is the inverse of $F_0$. In particular, the framework of Section 2 is a special case of (88) with $q = 1$ and $b_1$ the median of $F_Y$. It is also possible to incorporate heteroscedastic regression models of type

$$F_{Y \mid x}(y) = F_0 \left( \frac{y - x^T b}{x^T c} \right), \tag{89}$$

into (87), with $c = (c_1, \ldots, c_q)^T$, for all $x$ such that $x^T c > 0$. Again, it follows that $\beta(p) = b + [Q_0(p) - Q_0(0.5)] c$ if $F_0$ has median 0.

The first $L$-based inference methods of regression focused on estimating $b$ for the linear and homoscedastic model (88), based on some preliminary estimate (Bickel, 1973, Ruppert and Carroll, 1980, Welsh, 1987). Gutenbrunner and Jurečková (1992) introduced another approach based on regression rankscores. Here we will focus on procedures that estimate the conditional quantile (87) by first finding an estimator of $\beta(p)$. The most general such estimator is a solution of the minimization problem

$$\hat{\beta}(p) = (\hat{\beta}_1(p), \ldots, \hat{\beta}_q(p))^T = \arg \min_{b \in R^q} \sum_{i=1}^n \rho_p(Y_i - x_i^T b), \tag{90}$$

where $\rho_p(y) = [p - 1(\{y < 0\})]y$ is the so called check function. This estimator is nonparametric in the sense that it makes few assumptions about the conditional distribution of $Y \mid x$, apart from its linear dependency on $x$ in (87). It is usually referred to as a regression quantile and for the model of Section 2 with no explanatory variables, it simplifies to the sample quantile $Y_{(np)}$. Koenker and Bassett (1978) introduced (90) for the homoscedastic regression model (88), and later it was extended by Koenker and Bassett (1982) and Koenker and Zhao (1994) to the heteroscedastic model (89). Efron (1991) proposed a slightly different nonparametric estimate of $\beta(p)$, by first minimizing an asymmetric squared loss function of the residuals $Y_i - x_i^T b$.

Frumento and Bottai (2016) modeled

$$\beta(p) = \beta(p; \psi) = \sum_{k=1}^r \psi_k \beta^k(p) \tag{91}$$
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parametrically in terms of a \( q \times r \) matrix \( \psi = (\psi_1, \ldots, \psi_r) \), where \( \beta^1(p), \ldots, \beta^r(p) \) are known functions of \( p \). This includes, for instance, the homoscedastic and heteroscedastic regression models (88) and (89), when \( F_0 \) is regarded as known. Both of these models have \( \beta^1(p) = 1, \beta^2(p) = Q_0(p) - Q_0(0.5), \) and \( \psi_1 = b, \) whereas \( \psi_2 = e_1 \) for the homoscedastic and \( \psi_2 = c \) for the heteroscedastic model. The model in (91) gives rise to a parametric regression quantile estimator, where

\[
\hat{\beta}(p) = \beta(p; \hat{\psi}) = \sum_{k=1}^r \hat{\psi}_k \beta^k(p),
\]

and \( \hat{\psi}_k \) is an estimator of \( \psi_k \). Frumento and Bottai (2016) used

\[
\hat{\psi} = \arg \min_{\psi} \sum_{i=1}^n \int_0^1 \rho_p(Y_i - x_i^T \beta(p; \psi)) dp.
\]

The conditional \( L \)-functional (83) of a linear model has a very tractable form. Recall first of all from Example 6 that the Hermite system (76) of weight functions \( G = G_m \) is a natural choice of \( L \)-functionals of order \( m = 1, 2, \ldots \) for a linear model, whenever the range of the outcome variable is unbounded. Moreover, since the conditional quantile (87) is a linear function of \( x \), this linearity is preserved for conditional \( L \)-functionals (83). Indeed, inserting (87) into (83), we find that

\[
\theta(x) = x^T \int_0^1 \beta(p) dG(p) =: x^T B,
\]

where \( B = (B_1, \ldots, B_q)^T \) and \( B_j = \int_0^1 \beta^j(p) dG(p) \).

In order to estimate the conditional \( L \)-functional \( \theta(x) \), the chosen estimator \( \hat{\beta}(p) \) (for instance the nonparametric (90) or the parametric (92)) is first plugged into (87) and then into (84). This gives an estimated conditional quantile \( \hat{Q}(p \mid x) = x^T \hat{\beta}(p) \) and an estimate

\[
\hat{\theta}(x) = x^T \hat{B}
\]

of \( \theta(x) \), where \( \hat{B} = (\hat{B}_1, \ldots, \hat{B}_q)^T = \int_0^1 \hat{\beta}(p) dG(p) \) is a linear combination of all \( \hat{\beta}(p) \). In the context of regression quantiles, the estimator \( \hat{B} \) was first proposed by Koenker and Portnoy (1987) for the homoscedastic model (88), and then extended to heteroscedastic models (89) by Koenker and Zhao (1994). García-Pareja and Bottai (2018) studied (94) for weight functions that correspond to a uniform distribution on \([\pi_0, \pi_1]\) for some \( 0 \leq \pi_0 < \pi_1 \leq 1 \). They referred to \( \theta(x) \) as a conditional compound expectation, and it generalizes the compound expectation (24) of the location model.

### 3.1.1.2 Asymptotics
In order to study the large sample asymptotics of \( \hat{\theta}(x) = \hat{\theta}_n(x) \), we follow García-Pareja and Bottai (2018) and view \( \beta = \{\beta(p); 0 < p < 1\} \) as an element of the \( q \)-dimensional product space \( S^q \). In our setting the norm

\[
\|\beta\|_{S^q} = \sum_{j=1}^{q} \|\beta_j\|_S
\]

of this space generalizes (8) from \( q = 1 \) to \( q \geq 1 \). For \( q \)-dimensional vectors \( B \in \mathbb{R}^q \) we introduce the \( L_1 \)-norm \( |B| = \sum_{j=1}^{q} |B_j| \). Moreover, if \( W, W_1, \ldots, W_n, \ldots \) are random variables of a metric space \( W \), equipped with norm \( |\cdot| \), we say that the sequence \( W_n \overset{p}{\rightarrow} W \) if \( P(|W_n - W| > \epsilon) \rightarrow 0 \) for each \( \epsilon > 0 \). Equipped with these preliminaries, we have the following:

**Proposition 1 (Consistency of (95).)** Suppose \( \hat{\beta} = \hat{\beta}_n \in S^q \) is a consistent estimator of \( \beta \), i.e. \( \hat{\beta}_n \overset{p}{\rightarrow} \beta \) as \( n \rightarrow \infty \). Then \( \hat{B}_n \overset{p}{\rightarrow} B \) and the estimated conditional \( L_1 \)-functional in (95) is consistent, i.e. \( \hat{\theta}_n(x) \overset{p}{\rightarrow} \theta(x) \) as \( n \rightarrow \infty \).

**Proof.** In analogy with (9) we have the inequalities

\[
|\hat{B}_n - B| \leq \sum_{j=1}^{q} \int_0^1 |\hat{\beta}_j(p) - \beta_j(p)|d|G|(p)
\]

\[
= \sum_{j=1}^{q} \left( \int_0^1 |\hat{\beta}_j(p) - \beta_j(p)||g(p)|dp + \sum_{m=1}^{M} |g_m||\hat{\beta}_j(\pi_m) - \beta_j(\pi_m)| \right)
\]

\[
= \|\hat{\beta}_n - \beta\|_{S^q}
\]

(96)

By assumption, \( P(\|\hat{\beta}_n - \beta\|_{S^q} > \epsilon) \rightarrow 0 \) as \( n \rightarrow \infty \) for each \( \epsilon > 0 \). In conjunction with (96) it follows that \( \hat{B}_n \overset{p}{\rightarrow} B \). Finally, since \( \hat{\theta}_n(x) = h(\hat{B}_n) \) and \( \theta(x) = h(B) \) for the continuous function \( h : \mathbb{R}^q \rightarrow \mathbb{R} \), defined by \( h(B) = x^TB \), consistency \( \hat{\theta}_n(x) \overset{p}{\rightarrow} \theta(x) \) follows by the Continuous Mapping Theorem.

As a next step, in order to establish asymptotic normality of \( \hat{\theta}(x) = \hat{\theta}_n(x) \) as \( n \rightarrow \infty \) we first generalize (10) from the location model \( q = 1, x_i \equiv 1 \) and introduce the rescaled process

\[
Z_n(p) = \sqrt{n}[\hat{\beta}_n(p) - \beta(p)], \quad 0 < p < 1
\]

(97)

of \( \hat{\beta}_n(p) \). Viewing \( Z_n = \{Z_n(p); 0 < p < 1\} \) as a random element of \( S^q \), we will assume weak convergence

\[
Z_n \overset{\mathcal{L}}{\rightarrow} Z \text{ as } n \rightarrow \infty
\]

(98)
with respect to the topology in $S^q$ introduced by $\| \cdot \|_{S^q}$. The limit in (98) is assumed to be a Gaussian process $Z = \{Z(p); 0 < p < 1\}$ with mean $E(Z(p)) = (0, \ldots, 0)^T$ for all $0 < p < 1$ and covariance function $R(p, s) = \text{Cov}(Z(p), Z(s))$ for all $0 < p, s < 1$.

In the context of regression quantiles (90), in order to find the covariance function $R(p, s)$, it is helpful to rewrite (97) as

$$Z_n(p) = \frac{1}{\sqrt{n}} D_n^{-1}(p) \sum_{i=1}^{n} \rho'_p(Y_i - x_i^T \beta(p)) + o_p(1),$$

where

$$D_n(p) = \sum_{i=1}^{n} f_i(p)x_i x_i^T$$

$$f_i(p) = \left. \frac{dF_Y | x_i(y)}{dy} \right|_{y=Q(p|x_i)}$$

$$\rho'_p(y) = p - 1(y < 0)$$

and $o_p(1)$ is an asymptotically negligible remainder term, i.e. $o_p(1) \xrightarrow{p} 0$ as $n \to \infty$, uniformly for $p \in \text{supp}(G)$. Then assume there exist positive definite matrices $A$ and $D(p)$ such that

$$(i) \quad \lim_{n \to \infty} \sum_{i=1}^{n} x_i x_i^T / n = A,$$

$$(ii) \quad \lim_{n \to \infty} D_n(p) = D(p),$$

$$(iii) \quad \max_{i=1, \ldots, n} |x_i| / \sqrt{n} \to 0.$$ (100)

The regularity conditions in (100) imply that the Gaussian limit process has a covariance function

$$R(p, s) = [\min(p, s) - ps] D^{-1}(p) A D^{-1}(s)$$ (101)

for regression quantiles, see for instance Chapter 4 of Koenker (2005). This covariance function simplifies to

$$R(p, s) = \frac{\min(p, s) - ps}{f_0(Q_0(p)) f_0(Q_0(s))} A^{-1}$$ (102)

for the homoscedastic regression model (88), cf. Koenker and Portnoy (1987).

We notice that (102) generalizes the asymptotic covariance function (15) of the normalized quantile process (10) for data without covariates ($x_i = 1$ and $A = 1$).

For the parametric estimator (92), in order to find the asymptotic covariance function of $\hat{\beta}(p); 0 < p < 1$, we first need to generalize (17) and establish asymptotic normality of $\hat{\psi} = \hat{\psi}_n$. To this end, it is convenient to introduce $\text{vec}(\hat{\psi}) = (\hat{\psi}_1^T, \ldots, \hat{\psi}_r^T)^T$, the column vector of length $rq$ in which the columns of $\hat{\psi}$ are stacked on top of each other. It is shown in Frumento and Bottai (2016), under regularity
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conditions similar to (100), that

\[ \sqrt{n}(\text{vec}(\hat{\psi}_n) - \text{vec}(\psi)) \xrightarrow{L} N(0, V) = N \left( 0, \begin{pmatrix} V_{11} & \cdots & V_{1r} \\ \vdots & \ddots & \vdots \\ V_{r1} & \cdots & V_{rr} \end{pmatrix} \right), \quad (103) \]

where \( V \) is a square matrix of order \( rq \), and \( V_{kl} \) is a square matrix of order \( q \) that corresponds to the asymptotic covariance matrix between \( \hat{\psi}_k \) and \( \hat{\psi}_l \). The exact form of \( V \) can be found in Frumento and Bottai (2016). It follows from (92) and (103) that weak convergence (98) holds with asymptotic covariance function

\[ R(p, s) = \sum_{k,l=1}^{r} \beta^k(p)\beta^l(s)V_{kl} \quad (104) \]

of the limit process \( Z \). Notice also that this covariance function is a special case of (16) when \( q = 1 \) and \( x_i \equiv 1 \), with \( dQ(p; \psi)/d\psi = (\beta^1(p), \ldots, \beta^r(p)) \).

Equipped with these preliminaries, the following result provides asymptotic normality of \( \hat{B}_n \) and \( \hat{\theta}_n(x) \):

**Proposition 2** (Asymptotic normality of (95)) Suppose (98) holds for some Gaussian limit process \( Z \) whose covariance function \( R(p, s) \) is the asymptotic covariance function of \( \{\hat{B}_n(p); 0 < p < 1\} \). Suppose further that the function \( g \) in (3) is bounded by \( \|g\|_\infty < \infty \). Then the estimator \( \hat{B} = \hat{B}_n \) of \( B \) is asymptotically normal as \( n \to \infty \), in the sense that

\[ \sqrt{n}(\hat{B}_n - B) \xrightarrow{L} N(0, \Sigma), \quad (105) \]

where the mean vector of the \( q \)-dimensional limiting normal distribution is \( 0 = (0, \ldots, 0)^T \) and the covariance matrix equals

\[ \Sigma = \int_0^1 \int_0^1 R(p, s)dG(p)dG(s). \quad (106) \]

Moreover, the estimator \( \hat{\theta}(x) = \hat{\theta}_n(x) \) of the conditional L-functional in (95) is also asymptotically normal, with

\[ \sqrt{n}[\hat{\theta}_n(x) - \theta(x)] \xrightarrow{L} N(0, x^T \Sigma x) \quad (107) \]

as \( n \to \infty \).

**Proof.** Introduce the functional \( h : S^q \to \mathbb{R}^q \) by means of \( h(z) = \int_0^1 z(p)dG(p) \). From the proof of Proposition 1 and the fact that \( \|g\|_\infty < \infty \), we know that \( h \) is a continuous functional. Since \( \sqrt{n}(\hat{B}_n - B) = h(Z_n) \) and \( h(Z) \sim N(0, \Sigma) \), equation (105) is a consequence of the Continuous Mapping Theorem. Then (107) follows from (105) by a second application of the Continuous Mapping Theorem since \( \sqrt{n}[\hat{\theta}_n(x) - \theta(x)] = \sqrt{n}x^T(\hat{B}_n - B) = h[\sqrt{n}(\hat{B}_n - B)] \), using the function \( h : \mathbb{R}^q \to \mathbb{R} \) defined by \( h(B) = x^TB \).
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Propositions 1-2 are applicable whenever the goal is to estimate conditional \(L\)-functionals that correspond to measures of location, scale, unstandardized skewness or unstandardized heavytailedness of \(F_{Y|x}\), defined as in (83). However, in order to study standardized measures of skewness and heavytailedness of \(F_{Y|x}\) we consider quantities (85) that are defined as a ratio of two conditional \(L\)-functionals \(T^1(F_{Y|x})\) and \(T^2(F_{Y|x})\), with different weight functions \(G^1\) and \(G^2\). For the linear model (87) we find that
\[
\theta(x) = \frac{x^T B^1}{x^T B^2}, \tag{108}
\]
with \(B^k = \int_0^1 \beta(p)dG^k(p)\) for \(k = 1, 2\). The corresponding estimator
\[
\hat{\theta}(x) = \frac{x^T \hat{B}^1}{x^T \hat{B}^2}, \tag{109}
\]
is defined analogously with \(\hat{B}^k = \int_0^1 \hat{\beta}(p)dG^k(p)\) for \(k = 1, 2\). The following proposition shows that \(\hat{B}^1 = \hat{B}^1_n\) and \(\hat{B}^2 = \hat{B}^2_n\) are jointly asymptotically normal, and as a consequence, that \(\hat{\theta}(x) = \hat{\theta}_n(x)\) in (109) is asymptotically normal as well.

**Proposition 3 (Consistency and asymptotic normality of (109))**

Suppose the regularity conditions of Propositions 1 and 2 hold. Then \(\hat{B}^1_n\) and \(\hat{B}^2_n\) are consistent and (jointly) asymptotically normal estimators of \(B^1\) and \(B^2\) as \(n \to \infty\), in the sense that
\[
\sqrt{n}[(\hat{B}^1_n, \hat{B}^2_n) - (B^1, B^2)] \xrightarrow{L} N\left(0, \begin{pmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{pmatrix}\right), \tag{110}
\]
where \(0 = (0, \ldots, 0)^T\) is a 2q-dimensional vector of zeros,
\[
\Sigma_{kl} = \int_0^1 \int_0^1 R(p,s)dG^k(p)dG^l(s) \tag{111}
\]
for \(k, l = 1, 2\), and \(R(p,s)\) is the asymptotic covariance function of \(\{\hat{\beta}_n(p); 0 < p < 1\}\). Moreover, the estimator \(\hat{\theta}_n(x)\) in (109) of the ratio \(\theta(x)\) of the two conditional \(L\)-functionals in (108), is also asymptotically normal as \(n \to \infty\), in the sense that
\[
\sqrt{n}[\hat{\theta}_n(x) - \theta(x)] \xrightarrow{L} N(0, \Sigma^\dagger)
\]
with
\[
\Sigma^\dagger = \frac{x^T \Sigma_{11} x}{(x^T B^2)^2} - \frac{2x^T B^1 \cdot x^T \Sigma_{12} x}{(x^T B^2)^3} + \frac{(x^T B^1)^2 \cdot x^T \Sigma_{22} x}{(x^T B^2)^4}. \tag{112}
\]
Proof. Consistency of $\hat{B}_1^n$ and $\hat{B}_2^n$ follows as in the proof of Proposition 1. In order to verify \((\ref{110})\) we first look at linear combinations

$$\alpha \hat{B}_1^n + \beta \hat{B}_2^n = \int_0^1 \hat{\beta}(p)(\alpha dG^1(p) + \beta dG^2(p)) =: \int_0^1 \hat{\beta}(p)dG(p)$$

of $\hat{B}_1^n$ and $\hat{B}_2^n$. Then we apply Proposition 2 with $G = \alpha dG^1 + \beta dG^2$ in order to deduce

$$\sqrt{n}[\alpha \hat{B}_1^n + \beta \hat{B}_2^n - (\alpha B^1 + \beta B^2)] \overset{\mathcal{L}}{\to} N(0, \alpha^2 \Sigma^{11} + 2\alpha \beta \Sigma^{12} + \beta^2 \Sigma^{22})$$

as $n \to \infty$ for any real-valued $\alpha$ and $\beta$. Then \((\ref{110})\) follows from the Cramér-Wold device.

Next we consider the estimator $\hat{\theta}_n(x)$ of $\theta(x)$. Consistency $\hat{\theta}_n(x) \overset{p}{\to} \theta(x)$ follows as in the proof of Proposition 1 from the consistency of $(\hat{B}_1^n, \hat{B}_2^n) \overset{p}{\to} (B^1, B^2)$ and the Continuous Mapping Theorem. In order to verify asymptotic normality \((\ref{112})\), it is convenient to denote the numerators and denominators of \((\ref{108})\) and \((\ref{109})\) as $N/D$ and $\hat{N}/\hat{D}$ respectively. Notice first that

$$\sqrt{n}[(\hat{N}, \hat{D}) - (N, D)] \overset{\mathcal{L}}{\to} N\left(0, 0, \begin{pmatrix} x^T \Sigma^{11} x & x^T \Sigma^{12} x \\ x^T \Sigma^{21} x & x^T \Sigma^{22} x \end{pmatrix}\right)$$

as $n \to \infty$, using first the Cramér-Wold device then same argument as in the proof of \((\ref{109})\). Then \((\ref{112})\) follows after a first order two-dimensional Taylor expansion

$$\hat{\theta}_n(x) \approx \theta(x) + \frac{1}{D} (\hat{N} - N) - \frac{N}{D^2} (\hat{D} - D)$$

of $\hat{\theta}_n(x) = \hat{N}/\hat{D} =: h(\hat{N}, \hat{D})$ around the point $(N, D)$, noticing that $\theta(x) = h(N, D)$. \qed

3.1.2 Transformed linear models

Suppose the response variable $Y \in [a, b]$ is constrained to lie in an interval with end points $-\infty \leq a < b \leq \infty$. If at least one of these two end points is finite, the conditional quantile \((\ref{87})\) of the linear model may fall outside $[a, b]$ for some covariate vectors $x$. In order to avoid this, it is common to introduce a known and strictly increasing link function $h : [a, b] \to \mathbb{R}$ and assume that regression data $(x, h(Y))$ for the transformed outcome variable follows the linear model of Section 3.1.1. This is analogous to link functions of Generalized Linear Models (McCullagh and Nelder, 1989), although here we focus on transformations of quantiles rather than of expected values. Since quantiles are preserved by monotone transformations it follows from \((\ref{87})\) that the conditional quantiles satisfy

$$Q(p \mid x) = h^{-1}(x^T \beta(p))$$

\((\ref{113})\)
for all $0 < p < 1$. If our objective is to estimate a conditional location, conditional scale, conditional unstandardized skewness or conditional unstandardized kurtosis of $Y$, we use the conditional $L$-functional in (83). For the transformed linear model (113), this functional

$$
\theta(x) = \int_0^1 h^{-1}(x^T \beta(p))dG(p)
$$

(114)
is no longer a linear function of $x$, as in (94). In order to estimate $\theta(x)$ from data, we proceed as in Section 3.1.1. We first estimate the regression parameter $\beta(p)$ of the transformed data set by some method. One possibility is to estimate $\beta(p)$ nonparametrically with regression quantiles

$$
\hat{\beta}(p) = \arg \min_{b \in \mathbb{R}^q} \sum_{i=1}^n \rho_p(h(Y_i) - x_i^T b),
$$

(115)
in analogy with (90). When $p = 0.5$, we notice that (115) is a special case of $L_1$-estimation for nonlinear regression models (Oberhofer, 1982). Alternatively we estimate $\beta(p)$ parametrically as

$$
\hat{\beta}(p) = \arg \min_{\psi} \sum_{i=1}^n \int_0^1 \rho_s(h(Y_i) - x_i^T \beta(s; \psi))ds \begin{pmatrix} \beta^1(p) \\ \vdots \\ \beta^r(p) \end{pmatrix},
$$

(116)
in analogy with (92)-(93). As we will see below, for some models it is more convenient to estimate $\beta(p)$ parametrically by maximum likelihood rather than using (116).

By plugging a nonparametric or parametric estimate of $\beta(p)$ into (114), we finally obtain an estimator

$$
\hat{\theta}(x) = \int_0^1 h^{-1}(x^T \hat{\beta}(p))dG(p)
$$

(117)
of $\theta(x)$. For some of the examples below, the link function $h$ is unknown, and then we have to estimate $h(\cdot)$ (parametrically or nonparametrically) as well as $\beta(p)$. This gives rise to an estimator

$$
\hat{\theta}(x) = \int_0^1 \hat{h}^{-1}(x^T \hat{\beta}(p))dG(p)
$$

(118)
of $\theta(x)$, where $\hat{h}(\cdot)$ is a monotone estimate of $h(\cdot)$.

We will now give several examples of link functions for which the corresponding transformed response variables follow a linear model, as described in (113).
Example 8 (Logit transformations.)  Suppose the outcome variables is bounded, so that $-\infty < a < b < \infty$ are both finite. Liu et al. (2009) and Bottai et al. (2010) used model (113) with a logit transformation

$$h(y) = \log \frac{y - a}{b - a} = \log \frac{y - a}{b - y}$$

for such data.

Since $Y$ is bounded in Example 8, it is possible to use $L$-functionals in (117)-(118) with a weight density $dG(p) = g_m(p)dp$ chosen from the Legendre system (74) of Example 5. The remaining examples of this section concern outcome variables such as life lengths, where $Y$ is constrained to be positive ($a = 0$, $b = \infty$). Recall from Example 7 that it is possible then choose the weight density $dG(p) = g_m(p)dp$ in (117)-(118) from the asymmetric collection (80) of basis functions, with an exponential reference distribution. The construction in Example 7 can be modified though so that some other lifetime distribution is used as reference.

Example 9 (Logarithmic transformations.)  When $Y$ is non-negative ($a = 0$, $b = \infty$) it is common to use the logarithmic link

$$h(y) = \log(y).$$

The Accelerated Failure Time (AFT) model (Kalbfleich and Prentice, 2002) is often used when $Y > 0$ is a lifetime, and it corresponds to having a parametric location-scale regression model (88) for the transformed data $\{(x_i, \log(Y_i))\}_{i=1}^n$.

In more detail,

$$\log [Q(p | x)] = \mu + \sum_{k=2}^q x_kb_{k-1} + \sigma Q_0(p) = x^T \beta(p),$$

where $Q_0$ is the inverse of some reference distribution $F_0$ of the log lifetime. Here $x = (1, x_2, \ldots, x_q)^T$ is the covariate vector with an added intercept, $\beta(p) = (\mu + \sigma Q_0(p))e_1 + (0, b^T)^T$, and $b = (b_1, \ldots, b_{q-1})^T$ contains the effect parameters of the $q-1$ covariates. When $F_0$ is known, for instance a logistic distribution, equation (120) corresponds to a parametric model (116) with $r = 2$, $\psi_1 = (\mu, b_1, \ldots, b_{q-1})^T$, $\psi_2 = (\sigma, 0, \ldots, 0)^T$, $\beta^1(p) \equiv 1$ and $\beta^2(p) = Q_0(p)$. When computing $\hat{\beta}(p)$ it is possible though to use the maximum likelihood estimates of the $q+1$ nonzero model parameters $\mu, \sigma, b_1, \ldots, b_{q-1}$ of $\psi$, rather than (116). García-Pareja et al. (2019) used this approach, with a piecewise constant weight function (24), to estimate the conditional compound expectation $\theta(x)$ of an AFT model. When $F_0$ is left unspecified it is also possible to estimate $\mu$ and $b$ nonparametrically according to (115) (Ying et al., 1995). □
Example 10 (Power transformations.) Assume as in Example 9 that $Y$ is positive, i.e. $a = 0$ and $b = \infty$. Mu and He (2007) estimated conditional quantiles (114) with class of power link functions (Box and Cox, 1964), i.e.

$$h_{\gamma}(y) = \begin{cases} 
(y^\gamma - 1)/\gamma, & \gamma \neq 0, \\
\log(y), & \gamma = 0.
\end{cases} \quad (121)$$

It was assumed in Mu and He (2007) that not only the regression parameter vector $\beta(p)$, but also the parameter $\gamma = \gamma(p)$ of the power transformation (121), were unknown. For this reason their estimate included a combination of a CUSUM procedure and regression quantiles (115). The resulting estimated link function $\hat{h}(y; p) = h_{\hat{\gamma}(p)}(y)$ is then inserted into (118) in order to estimate $\theta(x)$.

Example 11 (Log cumulative baseline hazard transformations.) As in the previous two examples, consider a positive response variable $Y$, so that $a = 0$ and $b = \infty$. The Cox regression model (Cox, 1972) expresses the hazard function

$$\lambda(y \mid x_2, \ldots, x_q) = \lambda_{bl}(y) \exp(\sum_{k=2}^{q} x_k b_{k-1}) \quad (122)$$

of the lifetime $Y$ as a product of a baseline hazard $\lambda_{bl}$ and a term that involves the covariates $x_2, \ldots, x_q$ and a regression vector $b = (b_1, \ldots, b_{q-1})^T$. Equivalently, (122) can be rewritten in terms of the cumulative hazard function as

$$\Lambda(y \mid x_2, \ldots, x_q) = \int_0^y \lambda(z \mid x_2, \ldots, x_q)dz = \Lambda_{bl}(y) \exp(\sum_{k=2}^{q} x_k b_{k-1}), \quad (123)$$

where $\Lambda_{bl}(y) = \int_0^y \lambda_{bl}(z)dz$ is the corresponding cumulative baseline hazard. It is well known (Doksum and Gasko, 1990, Koenker and Geling, 2001, Portnoy, 2003, García-Pareja et al., 2019) that (123) can be rewritten as a transformed linear model (113), with a link function

$$h(y) = \log[\Lambda_{bl}(y)] = \log[\log(1 - p)] - \sum_{k=2}^{q} x_k b_{k-1} = x^T \beta(p) \quad (124)$$

that is the logarithm of the cumulative baseline hazard, $x = (1, x_2, \ldots, x_q)^T$ is a covariate vector with added intercept, and the regression vector is $\beta(p) = \log[\log(1 - p)] e_1 - (0, b^T)^T$. This is an instance of a parametric model (116) for which $r = 2$, $\psi_1 = e_1$ is known, $\psi_2 = (0, b^T)^T$, $\beta_1(p) = \log[\log(1 - p)]$ is a quantile of a Gumbel distribution and $\beta_2(p) \equiv -1$. García-Pareja et al. (2019) estimate the conditional compound expectation $\theta(x)$ of a Cox model based on the piecewise linear weight function (24).

For a Cox model it is traditional to estimate $b$ directly by partial likelihood rather than using the nonparametric or parametric estimators (115) and (116).
Typically the baseline hazard is estimated nonparametrically (see for instance Kalbfleish and Prentice, 2002). This corresponds to a nonparametric estimate

$$\hat{h}(y) = \log[\hat{\Lambda}_{bl}(y)]$$

(125)

of the link function $h$, which is inserted into (118) in order to estimate $\theta(x)$. On the other hand, if the baseline distribution $F_{bl}(y) = 1 - \exp(-\Lambda_{bl}(y)) = 1 - \exp(-ay^b)$ is Weibull, with $a, b > 0$ known, then (124) is equivalent to an AFT model with a known logarithmic link function (119), and with $Q_0(p)$ a quantile of a Gumbel distribution in (120). Gelfand et al. (2000) proposed a larger parametric model for the baseline distribution $F_{bl}$; a mixture of Weibull distributions. In our context this corresponds to having a finite number of unknown parameters $\gamma$ of the link function (124), and a parametric estimate (125) of this link function based on $\hat{\Lambda}_{bl}(y) = \Lambda_{bl}(y; \hat{\gamma})$.

Finally, Royston and Parmar (2002) assumed a version

$$\log[\Lambda(y | x_2, \ldots, x_q)] = s(\log(y); \gamma) + \sum_{k=2}^{q} x_k b_{k-1}$$

(126)

of (123) where $\log[\Lambda_{bl}(y)]$ is replaced by a cubic spline function $s(\cdot; \gamma)$ of $\log(y)$ that is parametrized by $\gamma$. It can be seen that this corresponds to replacing the link function in (124) by $h(y; \gamma) = s(\log(y); \gamma)$. This gives rise to an estimated link function

$$\hat{h}(y) = s(\log(y); \hat{\gamma}),$$

(127)

which is inserted into (118) in order to estimate $\theta(x)$.

Example 12 (Log baseline odds transformations.) As in the previous example, let $x_2, \ldots, x_q$ represent $q - 1$ covariates. Bennett (1983) introduced a model for which the proportional odds of death satisfies

$$\Gamma(y | x_2, \ldots, x_q) = \frac{F_Y|_{x_2, \ldots, x_q}(y)}{1 - F_Y|_{x_2, \ldots, x_q}(y)} = \Gamma_{bl}(y) \exp(\sum_{k=2}^{q} x_k b_{k-1}),$$

(128)

for some effect parameters $b = (b_1, \ldots, b_{q-1})^T$ and baseline odds function $\Gamma_{bl}(y)$. Doksum and Gasko (1990) showed that this model can be rewritten as a transformed linear model (113), with link function

$$h(y) = \log[\Gamma_{bl}(y)] \overset{y=Q(p|x)}{=} \log[p/(1-p)] - \sum_{k=2}^{q} x_k b_{k-1} = x^T \beta(p).$$

(129)

The vector $x = (1, x_2, \ldots, x_q)^T$ contains an intercept and covariates, whereas $\beta(p) = \log[p/(1-p)]e_1 - (0, b^T)^T$ includes the effect parameters $b$ of the covariates and an intercept parameter $\log[p/(1-p)]$ that is a quantile of a standard logistic distribution. This corresponds to a parametric model (116).
with \( r = 2 \), a known \( \psi_1 = e_1 \), and unknown \( \psi_2 = (0, b^T)^T \), \( \beta^1(p) = \log[p/(1-p)] \), and \( \beta^2(p) \equiv -1 \).

If the baseline distribution

\[
F_{bl}(y) = \frac{\Gamma_{bl}(y)}{1 + \Gamma_{bl}(y)} = \left[1 + \exp\left(-\frac{\log(y) - a}{b}\right)\right]^{-1}
\]

is log-logistic, for some known \( a \) and \( b > 0 \), it can be seen that the proportional odds model (129) is equivalent to an AFT model (120) with a logarithmic link function, where \( Q_0(p) \) is the quantile of a logistic distribution. Royston and Parmar (2002) studied a version

\[
\log[\Gamma(y | x_2, \ldots, x_q)] = s(\log(y); \gamma) + \sum_{k=2}^{q} x_k b_{k-1}
\]

of (128) where the log baseline odds \( \log[\Gamma_{bl}(y)] \) is replaced by a cubic spline function \( s(\cdot; \gamma) \) of \( \log(y) \). It can be seen that this corresponds to replacing the link function in (129) by \( h(y) = s(\log(y); \gamma) \). The corresponding estimate (127) is then inserted into (118) in order to estimate \( \theta(x) \).

Example 13 (Log power transformations.) Younes and Lachin (1997) considered a class of models which includes proportional hazards and proportional odds as special cases. In more detail, they assumed that the logarithm of a Box-Cox transformation (121) of the survival function \( 1 - F_Y \), conditionally on covariates \( x_2, \ldots, x_q \), satisfies

\[
\log \left( \frac{1 - F_Y(y | x_2, \ldots, x_q)}{\gamma} \right)^{-\gamma} - 1 = \log \left( \frac{1 - F_{bl}(y)}{\gamma} \right)^{-\gamma} - 1 + \sum_{k=2}^{q} x_k b_{k-1}
\]

for some \( \gamma > 0 \), where \( \gamma = 1 \) corresponds to the proportional odds model (128) and \( \gamma \to 0 \) to the proportional hazards model (123). This is a transformed linear model with link function

\[
h(y) = \log \left( \frac{1 - F_{bl}(y)}{\gamma} \right)^{-\gamma} - 1
\]

\[
\{y = Q(p | x)\} = \log \left( \frac{1-p}{\gamma} \right)^{-\gamma} - 1 - \sum_{k=2}^{q} x_k b_{k-1} = x^T \beta(p),
\]

covariate vector \( x = (1, x_2, \ldots, x_q)^T \), and regression parameter vector \( \beta(p) = \log\{(1-p)^{-\gamma} - 1\}/\gamma \) \( e_1 - (0, b^T)^T \).

In order to study the asymptotic properties of the estimator \( \hat{\theta}(x) \) in (117) of the conditional \( L \)-functional \( \theta(x) \) in (114), we will assume that the link function
\( h \) is continuously differentiable, with a strictly positive derivative. It is helpful to approximate (117) by a first order Taylor expansion

\[
\hat{\theta}(x) \approx \theta(x) + x^T \int_0^1 \left[ \hat{\beta}(p) - \beta(p) \right] dG_x(p),
\]

(132)

where

\[
dG_x(p) = \frac{1}{h'[h^{-1}(x^T \beta(p))]'} \cdot dG(p)
\]

(133)

can be thought of as an effective weight function, which determines how much different quantiles contribute to the estimation error of \( \theta(x) \). The following result is a corollary of Propositions 1-2:

**Corollary 1 (Consistency and asymptotic normality of (117).)** Suppose that the regularity conditions of Propositions 1-2 hold for the transformed regression model \((x, h(Y))\) and that \( h \) is a known link function such that \( h'(y) \geq c_x > 0 \) for all \( y \in [a_x, b_x] \), where \( (a_x + \varepsilon, b_x - \varepsilon) \) includes the set \( h^{-1}(\{x^T \beta(p); p \in \text{supp}(G)\}) \) for some \( \varepsilon > 0 \). The conditional \( L \)-statistic \( \hat{\theta}_n(x) \) in (117) is then a consistent estimator of \( \theta(x) \), so that \( \hat{\theta}_n(x) \xrightarrow{p} \theta(x) \) as \( n \to \infty \). It is asymptotically normal as well, i.e.

\[
\sqrt{n}[\hat{\theta}_n(x) - \theta(x)] \xrightarrow{d} N(0, x^T \Sigma_x x)
\]

(134)
as \( n \to \infty \), with a covariance matrix

\[
\Sigma_x = \int_0^1 \int_0^1 R(p, s) dG_x(p) dG_x(s)
\]

(135)

that involves the effective weight function \( G_x \) in (133) and \( R(p, s) \), the asymptotic covariance matrix of \{\( \hat{\beta}_n(p); 0 < p < 1 \}\}.

**Proof.** The result can be derived similarly as in the proofs of Propositions 1-2 using the Taylor expansion (132). Indeed, the regularity conditions on \( h' \) imply that the remainder term of this Taylor expansion is asymptotically negligible, both for the consistency and the asymptotic normality proofs.

When our objective is to estimate conditional skewness or kurtosis we focus on quantities \( \theta(x) \), defined as the ratio (85) of two conditional \( L \)-functionals \( T_1(F_{Y|x}) \) and \( T_2(F_{Y|x}) \) with different weight functions \( G^1 \) and \( G^2 \). For the transformed linear model (113) we find that

\[
\theta(x) = \frac{\int_0^1 h^{-1}(x^T \beta(p)) dG^1(p)}{\int_0^1 h^{-1}(x^T \beta(p)) dG^2(p)}.
\]

(136)

We estimate \( \theta(x) \) by plugging an appropriate estimator of \( \beta(p) \) into (114), i.e.

\[
\hat{\theta}(x) = \frac{\int_0^1 h^{-1}(x^T \hat{\beta}(p)) dG^1(p)}{\int_0^1 h^{-1}(x^T \hat{\beta}(p)) dG^2(p)}.
\]

(137)
When the link function \( h \) is unknown, as in (118) it is possible to define a version of \( \hat{\theta}(x) \) where \( h \) is replaced by a parametric or nonparametric estimate \( \hat{h} \) in the numerator and denominator of (137).

The following result is essentially a consequence of Proposition \( 3 \) and Corollary \( 1 \):

**Corollary 2 (Consistency and asymptotic normality of (137).)** Suppose that the regularity conditions of Proposition \( 3 \) and Corollary \( 1 \) hold. The quantity \( \hat{\theta}_n(x) \) in (137) is then a consistent estimator of \( \theta(x) \) in (136). It is also asymptotically normal, in the sense that

\[
\sqrt{n}[\hat{\theta}_n(x) - \theta(x)] \xrightarrow{L} N(0, \Sigma^*)
\]

as \( n \to \infty \), where

\[
\Sigma^{kl} = \int_0^1 \int_0^1 R(p, s) dG^k_x(p) dG^l_x(s), \quad (139)
\]

\( G^1_x \) and \( G^2_x \) are defined as in (133), with \( G^1 \) and \( G^2 \) in place of \( G \), and \( R(p, s) \) is the asymptotic covariance matrix of \( \{\hat{\beta}_n(p); 0 < p < 1\} \).

The consistency and asymptotic normality of \( \hat{\theta}_n(x) \) in Corollaries \( 1 \text{-} 2 \) is a unified result for nonparametric or parametric estimates (115)-(116) of \( \beta = \{\beta(p); 0 < p < 1\} \). It is only required that the link function \( h \) is known, and that \( \hat{\beta} = \{\hat{\beta}_n(p); 0 < p < 1\} \) is a consistent and asymptotically normal estimator of \( \beta \), whose covariance function \( R(p, s) \) appears in (135) and (139). In the nonparametric case, \( R(p, s) \) is defined as in (101), provided the density in the expression for \( D_n(p) \) is changed to \( f_i(p) = dF_{h(Y)|x_i}(v)/dv \bigg|_{v=h(Q(p|x_i))} \). In the parametric case, \( R(p, s) \) is defined as in (104). See also Newey and McFadden (1994), Ying et al. (1995), Chen et al. (2003), Mu and He (2007), and references therein, for a discussion on when the estimator (118) of \( \theta(x) \) with estimated link function is asymptotically equivalent to the corresponding estimator (117) where \( h \) is known.

### 3.2 Censored and truncated data

Assume there exists a collection \( \{(x_i, Y_i)\}_{i=1}^n \) of i.i.d. random vectors, and that \( F_{Y|x} \) follows the transformed linear model (113). The objective is to estimate the \( L \)-functional (114) or the ratio (136) of \( L \)-functionals, when some data is lost due to censoring or truncation. This boils down to finding an estimator \( \hat{\beta}(p) \) of \( \beta(p) \) for all \( 0 < p < 1 \), and then plugging this estimator into (117), (118) or (137). Notice that Corollaries \( 1 \text{-} 2 \) apply to censored and truncated data as well, if consistency and asymptotic normality is established for \( \{\hat{\beta}_n(p); 0 < p < 1\} \), with some limiting covariance function \( \{R(p, s); 0 < p, s < 1\} \).
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3.2.1 Censoring

When a distorted version \( \tilde{Y} \) of the outcome variable \( Y \) is observed, it is often the case that a censoring variable \( C \) causes this distortion. The two most common types of censoring are

\[
\tilde{Y} = \begin{cases} 
\max(Y, C), & \text{left-censoring,} \\
\min(Y, C), & \text{right-censoring.} 
\end{cases}
\]

Without loss of generality we restrict ourselves to right-censoring. To this end, assume that \( \{ (x_i, Y_i, C_i) \}_{i=1}^n \) are i.i.d. copies of covariate vectors, response and censoring variables, such that \( Y_i \) and \( C_i \) are conditionally independent given \( x_i \), and with \( \tilde{Y}_i = \min(Y_i, C_i) \) the right-censored version of \( Y_i \).

Let us first assume that all censoring variables \( C_i \) are observed, whether \( Y_i \) is censored or not. This corresponds to having a data set consisting of the observations \( (x_i, \tilde{Y}_i, C_i) \) for \( i = 1, \ldots, n \). In this case the conditional quantile

\[
\tilde{Q}(p | x, C) = F_{\tilde{Y}|x}^{-1}(p) = \min(x^T \beta(p), C)
\]

of censored data is an explicit function of \( \beta(p) \). This gives rise to the estimate

\[
\hat{\beta}(p) = \arg \min_b \sum_{i=1}^n \rho_p(h(\tilde{Y}_i) - \min(x_i^T b, C_i))
\]

of \( \beta(p) \) due to Powell (1986).

For the general right-censoring problem only \( \{(x_i, \tilde{Y}_i, \Delta_i)\}_{i=1}^n \) is observed, where \( \Delta_i = 1(Y_i = \tilde{Y}_i) \) indicates whether observation \( i \) has been censored or not. The relation between the quantile functions of censored and uncensored response variables is then somewhat more complicated than (140). Because of conditional independence of \( Y \) and \( C \) given \( x \), it follows that

\[
F_{\tilde{Y}|x}(y) = 1 - (1 - F_{Y|x}(y))(1 - F_{C|x}(y)),
\]

and consequently the quantile function \( \tilde{Q}(\cdot | x) \) of the right censored response variable is related to the quantile function \( Q(\cdot | x) \) of the uncensored response as

\[
\tilde{Q}(\pi(x, p) | x) = Q(p | x),
\]

where \( \pi(x, p) = 1 - (1 - p)(1 - F_{C|x}(Q(p | x))) \) tells which quantile of the censored observation an uncensored \( p \)-quantile relates to. If \( F_{C|x} \) would be known for all \( x \), then based on (142) and the fact that quantiles are preserved under the monotone transformation \( h \), the estimator

\[
\hat{\beta}(p) = \arg \min_b \sum_{i=1}^n \rho_{\pi(x, p)}(h(\tilde{Y}_i) - x_i^T b)
\]

of \( \beta(p) \) due to Lindgren (1997) could be used. When the censoring distribution is unknown, a nonparametric Kaplan-Meier estimator \( \hat{F}_{C|x} \) was employed by Lindgren (1997) in order to replace \( \pi(x, p) \) in (90) by an estimator \( \hat{\pi}(x, p) \).
Another consequence of (141) is that the random variable
\[
\frac{1(h(\tilde{Y}) - x^T \beta(p) \geq 0)}{1 - F_{C|x}(x^T \beta(p))} - (1 - p)
\]
has zero expectation. This motivated Ying et al. (1995) and Leng and Tong (2013) to propose and study the score-based estimator
\[
\hat{\beta}(p) = \arg\min_b \left| \sum_{i=1}^n x_i \left[ \frac{1 - \tilde{\omega}_i(b)}{1 - \tilde{F}_{C|x_i}(x_i^T b)} - (1 - p) \right] \right|
\]
(144)
of \(\beta(p)\), with \(\tilde{\omega}_i(b) = 1(h(\tilde{Y}_i) \leq x_i^T b)\). Leng and Tong (2013) proved that this estimator is asymptotically normal with a \(\sqrt{n}\)-rate of convergence. As a drawback, (144) does not account for which observations that have been censored (\(\Delta_i = 0\)) or not. In order to use this information, Wang and Wang (2009) introduced
\[
\hat{\beta}(p) = \arg\min_b \left| \sum_{i=1}^n x_i \left[ p - \tilde{\omega}_i(b) + \frac{(1 - \Delta_i)\tilde{\omega}_i(b)(1 - p)}{1 - \tilde{F}_{Y|x_i}(\tilde{Y}_i)} \right] \right|
\]
(145)
where \(\tilde{F}_{Y|x_i}\) is a local Kaplan-Meier estimate of \(F_{Y|x}\). This estimator can be motivated by noticing that each term of (145) has zero expectation when \(b = \beta(p)\), and \(\tilde{F}_{Y|x_i}\) is replaced by the true but unknown \(F_{Y|x_i}\). Other estimators of \(\beta(p)\), for censored observations, have been proposed by Yang (1999), Portnoy (2003), Neocleous et al. (2004), and Peng and Huang (2008).

3.2.2 Truncation

Truncation means that some observations \((x, Y)\) are lost, depending on the value of some other truncation random variable \(L\). The two most common types of truncation are that
\[(x, Y)\) is lost when \(Y < L, \) left-truncation, \(Y > L, \) right-truncation.\]

We will assume that left-truncation occurs together with right-censoring, so that the observed data set is \(\{(x_i, \tilde{Y}_i, \Delta_i, L_i); i = 1, \ldots, n, \tilde{Y}_i > L_i\}\). Frumento and Bottai (2017) generalized (145) and presented an estimator
\[
\hat{\beta}(p) = \arg\min_b \left| \sum_{i=1}^n x_i \left[ \omega_i(b) - \frac{\omega_i(b)(1 - p)}{1 - \tilde{F}_{Y|x_i}(L_i)} - \tilde{\omega}_i(b) + \frac{(1 - \Delta_i)\tilde{\omega}_i(b)(1 - p)}{1 - \tilde{F}_{Y|x_i}(\tilde{Y}_i)} \right] \right|
\]
(146)
of \(\beta(p)\), where \(\omega_i(b) = 1(h(L_i) \leq x_i^T b)\). Frumento and Bottai (2017) gave conditions under which this estimator of \(\beta(p)\) is consistent and asymptotically normal.
4 Numerical examples

In this section we will analyze numerical properties of $L$-functionals without covariates, as described in Section 2. In more detail we consider the four (standardized) $L$-functionals $T_1(F)$, $T_2(F)$, $T_{32}(F)$, and $T_{42}(F)$ of a target distribution $F$. First, in Section 4.1 we quantify how well these functionals approximate selected, well known distributions’ quantile functions using the polynomial series of Examples 5-7. For the Legendre system (74), this has previously been done by Hosking (1990, 1992), Karvanen (2006, 2008) and Elamir and Seheult (2003). We will find that typically, matching the “essential support” (or form) of a linearly standardized version of the target distribution $F$ (i.e. a region harbouring most of the probability mass of a standardized version of $F$) with the support (or form) of the polynomial system’s reference distribution $F_0$, produces the most accurate approximations. In Section 4.2 we present graphs showing the change in the $L$-functionals $T_2$, $T_{32}$ and $T_{42}$ for Beta distributions $F \sim B(\psi_1, \psi_2)$, when the two shape parameters $\psi_1$ and $\psi_2$ are varied in such a way that the expected value $T_1(F) = \psi_1/(\psi_1 + \psi_2)$ in (25) is held constant. All computations were performed in R (R Core Team, 2021).

4.1 Quantile function approximation errors

In this subsection we will investigate the suitability of the three orthogonal polynomial series of Examples 5-7 for approximating the quantile function $Q(p) = F^{-1}(p)$, using $m_0$ terms. For instance, $m_0 = 4$ terms is the approximation using only location, scale, skewness and kurtosis. This will be done for distributions $F$ with various types of essential support (that is, a set that supports close to 1 of the probability mass of $F$). The three types of essential support are interval support $[a, b]$, half-infinite support of life-time distributions $[0, \infty)$ and doubly infinite support on the real line $\mathbb{R}$. As a rule of thumb we hypothesize that the polynomial series whose reference distribution $F_0$ has a support of the same type as the essential support of the distribution $F$ whose quantile function we try to approximate, will be the most suitable. Thus, the Legendre polynomials should suit distributions with bounded essential support, Laguerre polynomials should be appropriate for distributions with half infinite essential support, whereas Hermite polynomials are preferable for distributions with unbounded essential support, to the left and right.

The approximated quantile function is denoted $Q_{\text{appr}}(p) = \sum_{m=1}^{m_0} T_m(F)g_m(p)$. Note that, because of the orthogonality property (69)-(70), the Integrated
Squared Error (ISE) of the approximation error $Q - Q_{\text{appr}}$, satisfies

$$
\int_0^1 (Q(p) - Q_{\text{appr}}(p))^2 \, dp = \int_0^1 \left( \sum_{m=1}^{\infty} T_m(F) g_m(p) - \sum_{m=1}^{m_0} T_m(F) g_m(p) \right)^2 \, dp
$$

$$
= \int_0^1 \left( \sum_{m=m_0+1}^{\infty} T_m(F) g_m(p) \right)^2 \, dp,
$$

$$
= \sum_{m=m_0+1}^{\infty} T_m^2(F),
$$

(meaning that the approximation error amounts to what cannot be summarized about the distribution from the first $m_0$ L-moments. To compute the ISE, we evaluate

$$
\int_0^1 \left( Q(p) - \sum_{m=1}^{m_0} \left( \int_0^1 Q(\rho) g_m(\rho) \, d\rho \right) g_m(p) \right)^2 \, dp
$$

numerically. This makes it possible to compute how large fraction

$$
\Delta_m = 1 - \frac{\text{ISE}}{\int_0^1 Q^2(p) \, dp}
$$

of the variation of $Y$ that is explained by the first $m_0$ L-moments. In Table 1 we have computed $\Delta_4$ for selected distributions, using the abovementioned three polynomial series.

Sometimes the numerical procedures fail to evaluate either integral of (148) when $F$ has heavy tails. Most commonly, $m = 4$ causes problems for the Hermite polynomials, as can be seen from (76), (78), and (148), and less commonly for the higher order L-functionals using the Laguerre polynomials (cf. (80) and (148)). Shortening the inner and outer integration intervals of (148) to $(\epsilon, 1 - \epsilon)$ would mitigate these problems. Therefore, in order to reduce the numerical problems associated with the approximation error (148) we construct a new series $g_m^\epsilon$ of orthonormal polynomials to replace $g_m$ in $Q_{\text{appr}}$. We do this by using the Gram-Schmidt process to orthonormalize the base functions $g_1(p), \ldots, g_4(p)$ with an inner product

$$
\int_{\epsilon}^{1-\epsilon} g_k(p) g_l(p) \, dp, \quad k, l \in \{1, \ldots, 4\}.
$$

Thus, we can approximate (148) using $g_m^\epsilon(p)$ for any chosen $\epsilon$ and distribution. In particular, $\epsilon = 0$ corresponds to using $g_m^\pi = g_m$ in $Q_{\text{appr}}$. Notice that $g_m^\epsilon$ is conceptually different from $g_m^\pi$ used in the robustified functionals in Examples 5, 6 and 7. Since the numerical issues occur when $p$ approaches 0 and 1, we cannot mitigate it with $g_m^\pi$, since it still utilizes the whole support of the chosen polynomial series.
| Distribution $F$ | Legendre | Hermite | Laguerre |
|-----------------|----------|---------|----------|
| $U(0, 1)$       | 100%     | 99.87%  | 99.61%   |
| $\beta(0.1, 0.1)$ | 98.23%   | 93.27%  | 93.96%   |
| $N(0, 1)$       | 98.84%   | 100%    | 94.31%   |
| $t_{10}$        | 97.36%   | 99.998% | 92.19%   |
| $\text{Exp}(1)$ | 96.88%   | 99.99%  | 100%     |
| $\text{Exp}(10)$ | 96.87%  | 99.99%  | 100%     |
| $\Gamma(10, 1)$ | 99.84%   | 100%    | 99.80%   |
| $\text{Wei}(3, 1)$ | 99.91% | 99.999% | 99.57%   |
| $\text{Wei}(1/2, 1)$ | 73.78%  | 97.95%  | 100%     |

Table 1: Values of how large a fraction ($\Delta_4$) of the quantile functions $Q$ that is explained by the first 4 terms of a polynomial series expansion, for selected distributions $F$, according to (149). The first column denotes the distribution, the next three specify which polynomial series was used to approximate the quantile function, and the subcolumns specify the values of $\Delta_4$ and $\epsilon$ for each approximation. The best approximation is highlighted. $\text{Exp}(\psi)$ refers to an exponential distribution with scale parameter $\psi$, so that $E_F(Y) = \psi$, $\Gamma(\psi_1, \psi_2)$ is a gamma distribution with shape parameter $\psi_1$ and scale parameter $\psi_2$, so that $E_F(Y) = \psi_1 \psi_2$ and $\Gamma(1, \psi) = \text{Exp}(\psi)$. $\text{Wei}(\psi_1, \psi_2)$ corresponds to a Weibull distribution with shape parameter $\psi_1$ and scale parameter $\psi_2$, so that $\text{Wei}(1, \psi) = \text{Exp}(\psi)$. Notice how it is not the true support of the distribution that reveals which polynomial series that best approximates the quantile function, but rather the essential support. For instance, a $\text{Wei}(3, 1)$ distribution has support on $[0, \infty)$, but the Hermite polynomials give the best approximation since the left and right tails are light, similarly to a normal distribution.
Figure 1: Quantile function \( Q(p) \), and the associated approximations \( Q_{\text{appr}}(p) \), for any of the polynomial systems of Section 2.4 that is computable, for each chosen \( \epsilon \). The most suitable polynomial series for approximating \( Q \), measured by \( \Delta_4 \), is the Legendre system for (a), the Hermite system for (b) and the Laguerre system for (c) and (d). For (a) to (c), the reference distribution \( Q_0 \) of the best performing polynomial series equals \( Q \), see Examples 5-7. For (d), notice how the quantile function \( Q \) three times crosses the approximating \( Q_{\text{appr}} \) when using Laguerre polynomials.

In Figure 1, we showcase four distributional approximations, where (a)-(c) are approximations using \( \epsilon = 0 \) and (d) is the same approximation as in (c), but using \( \epsilon = 10^{-5} \). A comparison between c) and d) reveals the effects of extreme quantiles on \( Q_{\text{appr}} \).
4.2 Plotting the change in scale, shape and location for beta distributions with fixed location

Using the canonical parametrization $B(\psi_1, \psi_2)$ of the beta distribution we generated a grid of parameter values for five fixed choices (0.5, 0.6, 0.7, 0.8, 0.9) of the expected value $T_1(F) = E_F(Y) = \psi_1/(\psi_1 + \psi_2)$. For each value pair $(\psi_1, \psi_2)$ we computed the three (standardized) $L$-moments $T_2(F)$, $T_{32}(F)$, and $T_{42}(F)$ according to (65) and (66), using all three polynomial series of Section 2.4.2. As $T_2(F) \to 0$, it can be seen from properties of the beta distribution that the standardized version of $F$ will converge to a normal distribution, and consequently $T_{32}(F) \to T_{32}(N(\cdot, \cdot))$. Since the Hermite and Legendre polynomials generate symmetric collections of $L$-functionals, it follows from (71) of Section 2.4.1 that $T_{32}(N(\cdot, \cdot)) = 0$, whereas $T_{32}(N(\cdot, \cdot)) = -0.340$ for Laguerre polynomials. Similarly, $T_{42} \to T_{42}(N(\cdot, \cdot))$, where $T_{42}(N(\cdot, \cdot)) = 0$ for Hermite polynomials, whereas $T_{42}(N(\cdot, \cdot)) = 0.187$ for Legendre polynomials and $T_{42}(N(\cdot, \cdot)) = 0.201$ for Laguerre polynomials. As $T_2(F)$ increases, $F$ will converge to a Bernoulli $B(T_1(F))$-distribution, so that in the limit $F\{0\} = 1 - T_1(F)$ and $F\{1\} = T_1(F)$. In Figures 2 to 4 we have plotted $T_{32}(F)$ and $T_{42}(F)$ as functions of $T_2(F)$ for each expected value and polynomial series. It can be seen, for instance, that for the Hermite and Legendre systems, standardized skewness is zero (negative) for a beta distribution with $T_1(F) = 0.5$ ($T_1(F) > 0.5$). On the other hand, for the Laguerre system, skewness is negative for all beta distributions with $T_1(F) \geq 0.5$. The reason is that skewness of the Laguerre system is quantified in relation to the asymmetric exponential reference distribution.
Figure 3: Plots of standardized skewness $T_{32}(F)$ (a) and standardized kurtosis $T_{42}(F)$ (b) versus scale $T_2(F)$ for various beta distributions $F \sim B(\psi_1, \psi_2)$ using the Hermite polynomials and $\epsilon = 10^{-3}$. The black dots correspond to values of $T_{32}(N(\cdot, \cdot))$ and $T_{42}(N(\cdot, \cdot))$. The colored dots illustrate the values of $T_{32}(Be(T_1(F)))$ and $T_{42}(Be(T_1(F)))$ for each of the five fixed values of $T_1(F)$. Notice that the deviations from the expected Bernoulli limits increase as the expected value increases. This is due to an increasing probability mass in the extreme tails, outside of $(\epsilon, 1 - \epsilon)$, which is missed by our adapted orthogonal weight functions $g^\epsilon_m$, to a higher extent the larger $T_1(F)$ is.

Figure 4: Plots of standardized skewness $T_{32}(F)$ (a) and standardized kurtosis $T_{42}(F)$ (b) versus scale $T_2(F)$ for various beta distributions $F \sim B(\psi_1, \psi_2)$ using the Laguerre polynomials and $\epsilon = 10^{-3}$. The black dots correspond to values of $T_{32}(N(\cdot, \cdot))$ and $T_{42}(N(\cdot, \cdot))$. The colored dots illustrate values of $T_{32}(Be(T_1(F)))$ and $T_{42}(Be(T_1(F)))$ for each of the five fixed values of $T_1(F)$. The deviations of the colored curves from the expected Bernoulli limits of $T_{32}$ and $T_{42}$ are larger compared to the Hermite polynomials of Figure 3 due to the asymmetry of the Laguerre polynomials.
Table 2: Variables used in the phenological data set. We fit the model with **Julian day** as response, and the other variables as covariates. Of primary interest is to study how the arrival distribution varies with **year**, while controlling for the effects of **sex** and **age**.

### 5 Bird migration timing analysis

As an application of the regression methodology of Section 3, we consider bird migration timing analysis, often called phenological analysis. We will use L-functionals and quantile regression to analyze changes over time in location, scale, skewness and kurtosis of bird migration timing distributions. We will also present the varying effects of covariates across the quantiles, and highlight reflections on how the covariates influence the values of the L-functionals. Our approach enables analysis of a larger number of distributional aspects than available with canonical methods, such as the one in Lehikoinen et.al. (2019).

#### 5.1 The data

The data set we will analyze is collected by the Falsterbo Bird Observatory and concerns the species Common Redstart (*Phoenicurus phoenicurus*). This species was selected since it is a bird where the plumages of juveniles, adults, females and males are all distinct. Thus, reliable information on sex and age is available for use as covariates in the analysis. Birds were captured and ringed by the bird observatory under similar schemes each year during the period 1980-2019, although we will use data from the years 1982-2019, since the identification of juvenile females was not performed the first two years. We will only use data on newly ringed birds. Recaptures between years are rare, but ideally these data should be incorporated as well. Due to the extent of the ringing effort each year, it is safe to assume that the whole migration period was covered by the annual sampling window. The covariates and response variable of the data set are summarized in Table 2.

#### 5.2 Exploratory visualizations

Selecting all the observations from 2010, and splitting the data set into four subsets - one for each combination of age and sex - allows us to compute the first four L-moments for each subset this particular year. In Figure 5, the empirical conditional quantile function

\[
\hat{Q}(p; x) = \hat{F}^{-1}(p; x) = \inf\{y; \hat{F}(y|x) \geq p\}
\]  

(151)
Figure 5: The conditional empirical quantile function $\hat{Q}(p|x)$ is plotted for each combination of age and sex, for year 2010 (solid lines), as well as the corresponding approximation $\hat{Q}_{\text{appr}}(p|x)$ based on $m = 4$ terms (dashed lines), using the Legendre polynomial series.

for each subpopulation $x$ of year 2010, age, and sex is presented, along with the Legendre-based approximation $\hat{Q}_{\text{appr}}(\cdot|x)$ of each empirical conditional quantile function. The function in (151) is the inverse of the conditional empirical response distribution

$$\hat{F}(y|x) = \frac{\sum_{i=1}^{n} 1(Y_i \leq y, x_i = x)}{\sum_{i=1}^{n} 1(x_i = x)},$$

(152)

for each covariate vector $x$ that appears in the data set. Although the plot in Figure 5 contains data from just one of the years under study, it is possible to trace differences in location, and to some extent differences in scale and skewness, between the subpopulations.

5.3 Quantile regression

Fitting quantile regression models to the Common Redstart data makes it possible to find out whether covariates have different magnitudes of effect for different quantiles. Moreover, we can estimate the first four conditional $L$-functionals from (84), and the standardized conditional $L$-functionals from (86). In particular, we will study how these estimated conditional $L$-functionals change with covariates.

5.3.1 Model setup

We fitted models using two approaches: an identity link and a logit link. As presented in Section 3.1.2, quantiles are preserved under monotone transfor-
mations. The response variable is *Julian day* and thus the response values will be located within an interval $[a, b]$, where the sampling window has end points $a = 80$ and $b = 162$. As presented in Example 8 the logit-link function is a monotone transformation. In accordance with Section 3.1.2 we fit the model

$$\text{logit} \left( \frac{Q(p \mid x) - a}{b - a} \right) = x^T \beta(p),$$

(153)

with $q = 4$ parameters in $\beta(p)$ (corresponding to an intercept and an effect parameter for each one of the three covariates of Table 2). Then we find $\hat{\beta}(p)$ nonparametrically through (115), i.e.

$$\hat{\beta}(p) = \arg \min_{b \in \mathbb{R}} \sum_{i=1}^{n} \rho_p \left( \text{logit} \left( \frac{Y_i - a}{b - a} \right) - x_i^T b \right).$$

(154)

For comparison with (153)-(154), we will also fit a linear quantile regression model (87). All implementations were made in R (R Core Team, 2021). We chose to implement the objective function ourselves and used `optim` to find estimates, but it is also possible to use software packages readily available for many types of quantile regression, such as `qgam` (Fasiolo et al., 2017) and `quantreg` (Koenker, 2020).

5.3.2 Model selection

When fitting the quantile regression model we may choose any link function that is a monotone transformation. Moreover, when having fitted the model we may choose between the three sets of weight functions $g_m(p)$ presented in Examples 5-7 and then compute the associated four conditional (standardized) $L$-functionals $\hat{\theta}(x)$. An ideal model selection method should yield the combination of link function and weight functions that gives the best overall approximation of $\hat{Q}(\cdot \mid x)$ for all $x$. It should also be useful for selecting which covariates to use in the model. To this end, we modify (148) to create

$$R^2_{m_0} = 1 - \frac{\int_X \int_0^1 \left( \hat{Q}(p \mid x) - \hat{Q}_{\text{appr}}(p \mid x) \right)^2 \, dp \, d\hat{F}_X(x)}{\int_0^1 \left( \hat{Q}(p) - E_{\hat{F}}(Y) \right)^2 \, dp},$$

(155)

where $\hat{F}_X$ gives equal weight to all covariates vectors that appear in the data set (regardless of the number of observations with this covariate vector),

$$\hat{Q}(\cdot \mid x) = \hat{F}^{-1}(\cdot \mid x)$$

(156)

$$\hat{Q}(p) = \hat{F}^{-1}(p) = \inf \{ y; \hat{F}(y) \geq p \}$$

(157)

and

$$\hat{F}(y) = \int_X \hat{F}(y \mid x) \, d\hat{F}_X(x).$$

(158)
Thus, \( E_{\hat{F}}(Y) = T_1(\hat{F}) = T_1(\hat{F})g_1(p) \), and note that this is not the sample mean, but rather a weighted sample mean, since we weight the unique covariate vectors \( \mathbf{x} \) (not the observations) equally. For the particular analysis of the Common Redstart data, this has the effect of weighting data from each year equally, meaning we do not let years with a larger number of registered birds have a larger influence. Since the number of birds can vary a lot between years, this is deemed advantageous for the purpose of the analysis.

As with (148), the \( m_0 \) index specifies the degree of \( \hat{Q}_{\text{appr}} \). With \( m_0 = 1 \), this reduces to a weighted version of the classical \( R^2 \), and for any \( m_0 \geq 1 \) we get a measure of how much variation in the response is captured by the first \( m_0 \) conditional \( L \)-moments. Similarly as in Hössjer (2008), any \( R^2_{m_0} \) with \( m_0 \geq 2 \) includes variation in the response not explained by the covariates. In particular, if \( R^2_{m_0} \) increases significantly when \( m_0 \) gets larger, this indicates that the corresponding weight functions \( g_{m_0}(p) \) capture an essential part of the variation in the conditional response distributions.

We fitted models for the identity link and logit link functions and computed \( \hat{\theta}(\mathbf{x}) \) for all three polynomial weight function sets. When computing the integrals in (84) and (86) we interpolated the grid of \( \beta_j(p) \)-estimates using the cubic splines of Forsythe (1977). The resulting \( R^2_{m_0} \) values are presented in Table 3. Observe that \( R^2_{m_0} \) for \( m_0 > 1 \) not necessarily is an increasing function of the number of covariates included in the model. This is partly due to the fact that all covariate vectors are weighted equally in the definition of \( R^2_{m_0} \), regardless of their number of observations.

### 5.3.3 Covariate and \( L \)-functional estimates

In this section we will first illustrate how the \( q = 4 \) parameter estimates of (154) change as a function of the quantile \( p \) (cf. Figure 6) over a grid of 100 values in \((0,1)\) for the case of an identity link function. Next we plot the change in the location, scale, standardized skewness and standardized kurtosis over time, for each subpopulation, i.e. each combination of age and sex. These plots are shown in Figure 7. All estimates include approximate 95\% bootstrapped pointwise confidence intervals, represented by ribbons. The negative estimates of the effect of year in Figure 6d and the negative slopes over time of the expected value of conditional response distribution, in Figure 7a both demonstrate that birds in recent years tend to arrive earlier.

We also use the resampling results to present tables over the Mahalanobis distance between different pairs of covariates’ \( L \)-functionals. For this we need some additional notation. For any subset \( I \subset \{1, 2, 32, 42\} \) of order numbers of location, scale, standardized skewness and standardized kurtosis, we introduce the collection

\[
\theta_I(\mathbf{x}) = (T_m(F_{Y|\mathbf{x}}); m \in I)^\top
\]

of conditional (standardized) \( L \)-moments for covariate vector \( \mathbf{x} \). The corresponding vector of estimated conditional \( L \)-moments is denoted

\[
\hat{\theta}_I(\mathbf{x}) = (T_m(\hat{F}_{Y|\mathbf{x}}); m \in I)^\top.
\]
Table 3: $R^2_{m_0}$-values for two choices of covariates, the identity and logit link functions and the three polynomial systems of weight functions defined in Examples 5-7. (A weighted version of) the classical coefficient of determination, $R^2$, reflects that more of the variation in the response is explained when age and sex are added as covariates, compared to having only year as covariate. Notice though that $R^2_{m_0}$ for $m_0 > 1$ is higher for a model with year as the only covariate compared to using all three covariates. The reason is that the year only model has an increased number of observations in each covariate specific subset, which leads to a smoother $\hat{Q}(p|\mathbf{x})$ with smaller jumps at each discontinuity point. This, in turn, leads to a closer fit of $\hat{Q}_{\text{appr}}(p|\mathbf{x})$.

| Covariates | Link function | $g_m$ | $R^2_1$ | $R^2_2$ | $R^2_3$ | $R^2_4$ |
|------------|--------------|-------|--------|--------|--------|--------|
| Age, sex, year | Identity | Legendre | 15.29% | 56.99% | 56.94% | 58.13% |
| | Hermite | 15.29% | 57.55% | 57.60% | 57.77% |
| | Laguerre | 15.29% | 50.22% | 55.63% | 56.52% |
| | Legendre | 15.30% | 56.90% | 56.84% | 57.94% |
| | Hermite | 15.30% | 57.34% | 57.31% | 57.37% |
| | Laguerre | 15.30% | 49.71% | 55.27% | 56.15% |
| Year | Identity | Legendre | 2.89% | 67.55% | 67.61% | 70.91% |
| | Hermite | 2.89% | 70.88% | 71.01% | 71.05% |
| | Laguerre | 2.89% | 60.61% | 66.53% | 67.59% |
| | Legendre | 2.95% | 67.58% | 67.63% | 70.93% |
| | Hermite | 2.95% | 70.85% | 70.98% | 71.02% |
| | Laguerre | 2.95% | 60.58% | 66.53% | 67.57% |
Recall that each \( x \) corresponds to a subpopulation (a combination of age group and sex) at a specific time point. Assume that the data set is resampled \( B \) times, and let \( F_{Y|x}^{*b} \) be the \( b \)th resampled conditional response distribution \((b = 1, \ldots, B)\) for covariate vector \( x \). The corresponding resampled vector of conditional \( L \)-moments is

\[
\theta_{I}^{*b}(x) = (T_{m}(F_{Y|x}^{*b}); m \in I)^{\top}.
\]  

These \( B \) vectors will be scattered around \((159)\), with an estimated covariance matrix

\[
\hat{\Sigma}_{I}(x) = \frac{1}{B} \sum_{b=1}^{B} (\theta_{I}^{*b}(x) - \hat{\theta}_{I}(x))(\theta_{I}^{*b}(x) - \hat{\theta}_{I}(x))^{\top}.
\]

In particular, the Mahalanobis distance between \((160)\) and the center point \((159)\) of the distribution is

\[
M_{b}^{I}(x) = \sqrt{(\theta_{I}^{*b}(x) - \hat{\theta}_{I}(x))^{\top}\hat{\Sigma}_{I}(x)^{-1}(\theta_{I}^{*b}(x) - \hat{\theta}_{I}(x))}.
\]

This distance can be interpreted as how many standard deviations away from the center point \( \hat{\theta}_{I}(x) \) the point \( \theta_{I}^{*b}(x) \) is. We would however like to measure the distance between the center of the resampled clouds for different pairs \( x_1 \) and \( x_2 \) of covariate vectors, rather than each resampled point’s distance to its center. The Mahalanobis distance between \( x_1 \) and \( x_2 \), for the collection \( I \) of conditional \( L \)-moments, is

\[
M_{I}(x_1, x_2) = \sqrt{(\hat{\theta}_{I}(x_1) - \hat{\theta}_{I}(x_2))^{\top}[0.5(\hat{\Sigma}_{I}(x_1) + \hat{\Sigma}_{I}(x_2))]^{-1}(\hat{\theta}_{I}(x_1) - \hat{\theta}_{I}(x_2))}.
\]

In Tables 4 and 5 we present values of the modified Mahalanobis distances \((162)\) for different combinations of \( I, x_1, \) and \( x_2 \). From these tables it can be seen that the location functional is most important for distinguishing the arrival distributions between subpopulations (Table 4) and years (Table 5). Although the scale, standardized skewness and standardized heavilytailedness functionals are less important, they still help to discriminate even more between the arrival time distributions of these groups.

6 Discussion

In this paper we developed a general theory of \( L \)-functionals of the response variable distribution of regression models. Based on orthogonal series expansions of the quantile functions of these distributions we generalized the concept of \( L \)-moments and identified collections \( \{T_{m}(F)\}_{m=1}^{4} \) of \( L \)-functionals that correspond to measures of location, scale, unstandardized skewness and unstandardized heaviytailedness of the response. Different collections of \( L \)-functionals were introduced, depending on whether the domain of the response variable is bounded, or unbounded in one or two directions.
(a) The intercept.

(b) Effect of the bird being adult.

(c) Effect of the bird being male.

(d) Effect of year.

Figure 6: Plots of parameter estimates for the regression model with the best fit, using the identity link. The black lines represent the $q = 4$ estimates $\hat{\beta}_1(p), \hat{\beta}_2(p), \hat{\beta}_3(p), \hat{\beta}_4(p)$, where $p$ takes values on a grid of 100 equispaced points in $(0, 1)$. The grey ribbon of each subplot consists of approximate 95% pointwise bootstrapped confidence interval for $\{\beta_k(p); 0 < p < 1\}$. Note that in (b), the confidence interval is very broad for the lowest quantiles, which is due to there being extremely few juvenile birds among the early arrivers. In (d), the effect of year quickly approaches 0 in the upper quantiles. This might be due to an increased chance of catching stray birds instead of migrating birds at that time of the year. Lastly, smoothing $\hat{\beta}(p)$ seems like a good idea, given the wigglyness of the estimates.
Figure 7: Estimates of the four conditional $L$-functionals of location, scale, standardized skewness and standardized kurtosis for the bird migration data, for each combination $\boldsymbol{x}$ of year and the binary covariates age and sex. These conditional $L$-functionals are estimated from a linear quantile regression model, cf. (95) and (109), using the Legendre weight functions $g_m(p)$. A subplot illustrates a specific conditional $L$-functional. It contains four curves, each one of which corresponds to a fixed combination of age and sex, whereas year varies along the horizontal axis. For the location plot (a), all polynomial series would give the same result (the conditional mean), since the first polynomial in each series is 1. For the scale plot (b) the lines correspond to Gini’s mean difference times a proportionality constant (cf. Example 5). The standardized skewness (c) and standardized kurtosis (d) are measured relative to a uniform distribution, since we use weight functions based on Legendre polynomials. The important information obtained from the figure is qualitative; how the various $L$-functionals change over time, rather than their actual values. From (c) we notice that the arrival distribution shifts from right-skewed towards symmetric over the study period, whereas from (d) we observe that the kurtosis increases. The conclusion would be that the left tail slowly becomes as thick as the right tail, meaning that early arrivers become more frequent over time.
Table 4: The Mahalanobis distance $M_I(x_1, x_2)$ between different pairs of sub-populations for the year 2000. These distances are computed for different collections $I$ of conditional $L$-moments. In accordance with Figure 7 the sub-populations mainly differ in location, although some of them have quite large values of $M_I$ for scale as well. It can be seen that skewness differs the least and kurtosis the second least between subpopulations.

| Order number set $I$ | Subpopulation comparison | 
|----------------------|--------------------------|
| v. Adult female      | Juvenile female v. Adult female | 
| 12.41                | 19.27                    |
| 7.14                 | 2.97                     |
| 0.03                 | 0.33                     |
| 1.71                 | 1.13                     |
| 14.83                | 19.43                    |
| 12.59                | 19.53                    |
| 12.49                | 19.36                    |
| 7.29                 | 2.97                     |
| 7.39                 | 3.25                     |
| 1.75                 | 1.14                     |
| 15.36                | 19.65                    |
| 14.89                | 19.51                    |
| 12.75                | 19.69                    |
| 7.47                 | 3.26                     |
| 15.56                | 19.79                    |

A number of generalizations of our work is possible. The first extension is to study more systematically the standardized $L$-functionals of skewness, heavy-tailedness, ... $T_{m_2}(F) = T_m(F)/T_2(F)$ when $m \geq 3$. In particular, it is of interest to know which types of stochastic orderings between response distributions (Oja, 1981) these functionals preserve. Second, Takeamura (1983) defined orthogonal series expansions of quantile functions for arbitrary reference distributions $F_0$ for which $T_m(F_0)$ vanish when $m \geq 3$. In Examples 5-7 we considered expansions for uniform, normal, and exponential distributions. It is also possible to define a system of $L$-functionals for Weibull, log-logistic, and other reference distributions $F_0$ that are of interest in survival analysis. Third, a general way of robustifying a collection $\{T_m(F)\}$ of $L$-functionals is to introduce a weight function $w$ that downweights contributions from the lower and upper tails of $F$. The weight density

$$g_m(p) = w(p)P_{m-1}(Q_0(p))$$

of order $m$ is a generalization of (68), using a variable rather than a constant weight function $w(p) \equiv 1$. For instance, the trimmed $L$-moments of Elamir and Seheult (2003) correspond to a weight function $w(p) = (1 - p)^t p^t$ for some positive integer $t$. Notice however that in general the orthogonality property
Table 5: The Mahalanobis distance $M_I(x_1, x_2)$, for each subpopulation, between the years 1982 and 2019. The distances are computed for different collections $I$ of conditional $L$-functionals. As for Table 4, the main differences are in location. However, standardized skewness and standardized kurtosis both have values of $M_I$ slightly below 4. If we regard 4 standard deviations as significant, these values are on the borderline of demonstrating significant differences in skewness and kurtosis between 1982 and 2019. Notice also that the Mahalanobis distances of $I = \{2, 32, 42\}$ are larger than 4 for all four subpopulations, indicating that there are other changes other than those in location in the arrival distribution between 1982 and 2019.

(69) is lost for such a system of weight functions. Fourth, recursive estimation of quantiles (Stephanou et al., 2017) could be extended to online estimation of $L$-functionals. Fifth, regression quantiles have been used for time series (Cai and Zu, 2008, White et al., 2008) in order to estimate quantiles and robust measures of skewness/kurtosis of predictive distributions. It is of interest to analyze (ratios of) $L$-functionals of such predictive distributions. Sixth, measures of location, scale, skewness and heavtailedness of multivariate distributions can be defined in terms of multivariate $L$-statistics (Liu, 1990, Liu et al. 1999, Zuo et al., 2004, and Dang et al., 2009). In this context it is of interest to study different polynomial systems of $L$-functionals and their order numbers.
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