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Abstract

It is difficult to train a personalized task-oriented dialogue system because the data collected from each individual is often insufficient. Personalized dialogue systems trained on a small dataset is likely to overfit and make it difficult to adapt to different user needs. One way to solve this problem is to consider a collection of multiple users as a source domain and an individual user as a target domain, and to perform transfer learning from the source to the target domain. By following this idea, we propose a PErsonalized Task-oriented diALogue (PETAL) system, a transfer learning framework based on POMDP to construct a personalized dialogue system. The PETAL system first learns common dialogue knowledge from the source domain and then adapts this knowledge to the target domain. The proposed PETAL system can avoid the negative transfer problem by considering differences between source and target users in a personalized Q-function. Experimental results on a real-world coffee-shopping data and simulation data show that the proposed PETAL system can learn different optimal policies for different users, and thus effectively improve the dialogue quality under the personalized setting.

1 Introduction

Dialogue systems can be classified into two classes: open domain dialogue systems [15, 5, 18, 12, 13] and task-oriented dialogue systems [11, 27, 24, 25, 26]. Open domain dialogue systems do not limit the dialogue topic to a specific domain, and typically do not have a clear dialogue goal. Task-oriented dialogue systems aim to solve a specific task via dialogues. In this paper we focus on the dialogue systems which aim to assist users to finish a task such as ordering a cup of coffee.

Personalized task-oriented dialogue systems aim to help a user complete a dialogue task better and faster than non-personalized dialogue systems. Personalized dialogue systems can learn about the preferences and habits of a user during interactions with the user, and then utilize these personalized information to speed up the conversation process. Personalized dialogue systems could be categorized into rule-based dialogue systems [22, 10, 1] and learning-based dialogue systems [4, 8]. In rule-based personalized dialogue systems, the dialogue state, system speech act and user speech act are predefined by developers, hence it is difficult for us to use this system when the dialogue state and the speech act are hard to define manually. Learning-based personalized dialogue systems could learn states and actions from training data without requiring explicit rules designed by developers.

However, it is difficult to train a personalized task-oriented dialogue system because the data collected from each individual is often insufficient. A personalized dialogue system trained on a small dataset is likely to fail on unseen but common dialogue cases due to over-fitting. One solution is to consider a collection of multiple users as a source domain and an individual user as a target domain, and transfer common dialogue knowledges to the target domain. When transferring dialogue knowledge, the challenge lies in the difference between the source and target domains. Some works [4, 8] have been proposed to transfer dialogue knowledge among similar users, but they did not model the difference between different users, which might harm the performance in the target domain.
In this paper, we propose a PErsonalized Task-oriented diALogue (PETAL) system, which is a transfer learning framework based on the POMDP for learning a personalized dialogue system. The PETAL system first learns common dialogue knowledge from the source domain and then adapts this knowledge to the target user. To achieve this goal, the PETAL system models personalized policies with a personalized Q-function defined as the expected cumulative general reward plus expected cumulative personal reward. The personalized Q-function can model differences between the source and target users, and thus can avoid the negative transfer problem brought by differences between source and target users. The flowchart of the PETAL system on the coffee-ordering task is shown in Figure 1. Experimental results on a real-world coffee-shopping dataset and simulation data show that the proposed PETAL system can choose different optimal actions for different users, and thus effectively improves the dialogue quality under the personalized setting.

Our contributions are three-fold: Firstly, we tackle the problem of learning common dialogue knowledge from the source domain and adapting to the target user in a personalized dialogue system. In multi-turn dialogue systems, learning optimal responses in different situations is a non-trivial problem. One naive policy is to always choose previous seen sentences, but it is not necessarily optimal. For example in the online coffee ordering task, such naive policy could incur many logical mistakes such as asking repeated questions and confirming the order before the user finishes ordering. Secondly, we propose a transfer learning framework on the POMDP to model the preferences of different users. Unlike existing methods, the proposed PETAL system does not require a manually-defined ground truth state space and it can model the personalized future expected reward. Finally, we demonstrate the effectiveness of the PETAL system on a real-world dialogue dataset as well as simulation data.

2 Related Works

Personalized dialogue systems could be categorized into rule-based dialogue systems and learning-based dialogue systems. For rule-based personalized dialogue systems, Thompson et al. [22] propose an interactive system where users can choose a place via an interactive conversational process and the system could learn user preference to improve future conversations. Personalization frameworks proposed in [10, 11] extract and utilize user-related facts (triples), and then generate responses by applying predefined templates to these facts. Different from rule-based personalized dialogue systems, learning-based personalized dialogue systems can learn states and actions from training data without requiring explicit rules. Casanueva et al. [4] propose to initialize personalized dialogue systems for a target speaker with data from similar speakers in the source domain to improve the performance for the target speaker. This work requires a predefined user similarity metric to select similar source users, and when the selected similar users are different from the target user, the performance for the target user will degrade. Genevay and Laroche [8] propose to select and transfer an optimized policy from source users to a target user by using a multi-armed stochastic bandit algorithm which does not require a predefined user similarity measure. However, this method has a high complexity since for each target user, it requires \( n^2 \) bandit selection operations where \( n \) is the number of source users. Moreover, similar to [4], the differences between selected source users and the target user will deteriorate the performance. Different from these works, the proposed method does not assume the predefined dialogue states and system speech acts required by the rule-based systems, and it explicitly models the differences between users.

Transfer learning [21, 14, 19, 20, 23] has been applied to other tasks in dialogue systems. Gasic et al. [6] uses transfer learning to extend a dialogue system to include a previously unseen concept. Gasic et al. [7] propose an incremental scheme to adapt an existing dialogue management system to an extended domain. These two works transfer parameters in the policy of the source domain as a prior to the target domain. However, these two models do not deal with multiple source domains and
they do not have explicit personalized mechanisms for different users. As a consequence, negative
transfer might occur when the differences between users are large. In contrast, the proposed method
has an explicit personalization mechanism and can alleviate negative transfer.

In argumentation agents, there are some works [9, 17, 16] which study personalized dialogue system.
However, these works, which aim to influence users’ goal, have different motivations from ours and
their formulations are totally different from ours.

3 PETAL: A Framework for Personalized Dialogue Management

In this section, we introduce the proposed PETAL system. Here we use PETAL to denote both the
proposed framework and the proposed algorithm.

3.1 Problem Setting

Matrices are denoted in bold capital case, row vectors are in bold lower case and scalars are in
lower case. The text in the dialogues, denoted in curlicue, is represented by the the bag-of-words
assumption. Each of the bag-of-words representations is a vector in which each entry has a binary
value.

Since the current state of the dialogue is not observable and the ground truth dialogue states are
assumed to be unknown, we formulate the dialogue as a POMDP, which is defined as 7-tuple
\( S, A, O, P, R, Z, \gamma \), where \( S \) denotes the hidden unobservable states, \( A \) denotes the replies of the
agent, \( O \) denotes users’ utterances, \( P \) is the state transition probability function, \( R \) is the reward
function, \( Z \) is the observation function, and \( \gamma \in [0, 1] \) is the discounted factor. In the \( i \)-th turn of a
dialogue with a user \( u_i \), \( S_{i}^{u_i} \) is the hidden conversation state, \( O_{i}^{u_i} \) is the user utterance, \( A_{i}^{u_i} \) is the reply of the
agent, and \( r_{i}^{u_i} \) is the reward. In the \( i \)-th turn, we only observe \( O_{i}^{u_i}, A_{i}^{u_i} \) and \( r_{i}^{u_i} \). We define \( b_i^{u_i} \) as
the belief state vector, which represents the probability distribution of unobserved \( S_i^{u_i} \). Unlike
previous work, we do not assume that the underlying ground truth state space \( S \) is provided. Instead
we propose to learn a function to map the dialogue history \( H_i^{u_i} = \{ \{ O_k^{u_i}, A_k^{u_i} \}_{k=0}^{T_i}, O_i^{u_i} \} \) to a compact
belief state vector \( b_i^{u_i} \).

The inputs for this problem include

1. Abundant dialogue data \( \{ \{ O_i^{u_s}, A_i^{u_s} \}_{i=0}^{T_i} \} \) of source customers \( u_s \).
2. A few dialogue data \( \{ \{ O_i^{u_t}, A_i^{u_t} \}_{i=0}^{T_i} \} \) of the target customer \( u_t \).

The expected output is

1. A policy \( \pi_{u_t} \) for target user.

3.2 The Framework

In order to solve the problem, we aim to find a policy \( \pi_{u_t} \) for the target user, which could choose
an appropriate action \( A_i^{u_t} \) at the \( i \)-th turn based on current dialogue history \( H_i^{u_t} \), to maximize the
cumulative reward defined as \( \pi_{u_t} = \arg \max_{\pi} \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^{k} r_{i+k}^{u_t} \right] \).

To model belief states, we introduce a state projection matrix \( M \) to map dialogue history \( H_i^{u_t} \) to belief
state \( b_i^{u_t} \), i.e., \( b_i^{u_t} = f(H_i^{u_t}; M) \).

The Q-function is defined as the expected cumulative reward according to policy \( \pi_u \) by starting from
belief state \( b_i^{u_t} \) and taking action \( A_i^{u_t} \) as

\[ Q^{\pi_u}(H_i^{u_t}, A_i^{u_t}) = \mathbb{E}_{\pi} \left[ \sum_{k=0}^{\infty} \gamma^{k} r_{i+k}^{u_t} | H_i^{u_t}, A_i^{u_t} \right]. \]

We choose value-based approaches because there is usually a small number of training data in the
target domain, while policy-based approaches, which generate responses word by word, require a lot
of training data.

In order to build a personalized dialogue system for the target user, we need to learn a personalized
Q-function \( Q^{\pi_{u_t}} \) for this user. However, since the training data \( \{ \{ O_i^{u_t}, A_i^{u_t} \}_{i=0}^{T_i} \} \) for the target user
$w_t$ is very limited, we can hardly estimate the personalized Q-function $Q^{π_u}$. In order to learn an accurate $Q^{π_u}$, we can transfer common dialogue knowledge from the source domain, which has a lot of data from many other users $\{(O^u_i, A^u_i)^T\}_{i=0}^∞$. However, different users may have different preferences, hence directly using the data from source users would bring negative effects. We propose to model the personalized Q-function as a general Q-function $Q_π$ plus a personal one $Q_p$:

$$Q^{π_u}(H^u, A^u) = Q_π(H^u, A^u; w) + Q_p(H^u, A^u; p_u, w_p)$$

$$= E_{π_u}\left[\sum_{k=0}^{∞} γ^k r_{t+k}^{u,g} | H^u_i, A^u_i\right] + E_{π_u}\left[\sum_{k=0}^{∞} γ^k r_{t+k}^{u,p} | H^u_i, A^u_i\right],$$

where $r_{t+k}^{u,g}$ and $r_{t+k}^{u,p}$ denotes the general and personal rewards for user $u$ at time $t$ respectively, the general Q-function $Q_π(H^u, A^u; w)$ captures the expected reward related to the general dialogue policy for all users, $w$ is the set of parameters for the general Q-function and contains a large amount of parameters such that it requires a lot of training data, and the personal Q-function $Q_p(H^u, A^u; p_u, w_p)$ captures the expected reward related to the preference of each user.

The proposed framework is based on transfer learning. $M$, $w$ and $w_p$ are shared across different users, which could be trained on source domains and then transferred to the target domain. These parameters contain the common dialogue knowledge, which is independent of users’ preferences. Moreover, $p_u$, which is user-specific, capture the preferences of different users.

### 3.3 Parametric Forms for Personalized Q-function

In this section, we introduce parametric forms for $f(H^u_i; M)$, $Q_π(H^u, A^u; w)$ and $Q_p(H^u, A^u; p_u, w_p)$ in the personalized Q-function.

Dialogue states are defined as follows. All utterances and replies will be projected into state vectors with a state projection matrix $M$, where $M$ is initialized with the word2vec and will be updated in the learning process. $b^u_i = f(H^u_i; M)$ maps the dialogue history, $H^u_i = \{(O^u_k, A^u_k)^T\}_{k=0}^∞$, to a belief state vector. The belief state vector $b^u_i$ is defined as $b^u_i = [o^u_{i-1}, o^u_i, a^u_{i-2}, a^{u-1}_i]$, where $ξ = 0.8$ is the memory factor to discount historical state vectors at each time step, $o^u_i = ∑_{k=0}^{∞} ξ^{i-k} o^u_k$, $o^u_i = O^u_i M$, $a^u_{i-2} = ∑_{k=0}^{∞} e^{i-2} a^u_k$, and $a^u_{i-1} = A^u_{i-1} M$. Based on these definitions, we can see that $o^u_i$ represents all previous user utterances, $o^u_i$ represents the current user utterance, $a^u_{i-2}$ represents all previous agent replies, and $a^u_{i-1}$ represents the last agent reply.

In order to model the correlations between entries in $a^u_i$ and $b^u_i$, the general Q-function $Q_π(H^u_i, A^u_i; w)$ is defined as

$$Q_π(H^u_i, A^u_i; w) = a^u_i W (b^u_i)^T,$$

where superscript $^T$ denotes the transpose of a vector or matrix, $W ∈ R^{d×4d}$ is a parameter matrix to be learned. Based on the properties of the Kronecker product and operator $\text{vec}(\cdot)$ which transforms a matrix to a vector in a columnwise manner, we can rewrite $Q_π(H^u_i, A^u_i; w)$ as a linear function on $w = \text{vec}(W)^T ∈ R^{4d^2}$: $Q_π(H^u_i, A^u_i; w) = (b^u_i ⊗ a^u_i)w^T$, where $b^u_i ⊗ a^u_i$ is the Kronecker product of $b^u_i$ and $a^u_i$. In multi-round dialogue systems, there should be different optimal actions in different belief states. The rationale to use the Kronecker product is that the general Q-function should depend on the combination of belief state $b^u_i$ and action $a^u_i$, but not independently on $b^u_i$ and $a^u_i$.

The personal Q-function learns personalized preference for each user to avoid the negative effect brought by transferring biased dialogue knowledge across users with different preferences. We denote by $C_j$ the set of all possible choices in the $j$-th choice set we want to collect and by $\{c^u_{ij}\}_{j=1}^m$ the choices proposed in the $i$-th agent response $A^u_i$, where $m$ is the total number of order choices, hence $c^u_{ij}$ is an exact choice in $C_j$. For example, in the coffee-ordering task, $C_1 = \{\text{Latte}, \text{Cappuccino}, \ldots\}$ could be the type of coffees and $c^u_{ij}$ could be any coffee in $C_1$. From the user side, $c^u_{ij}$ is just the choice of user $u$ for the $j$-th choice set in the $i$-th dialogue turn. For example, $c^u_{ij}$ could be “latte” and $c^u_{ij}$ could be “iced”. Based on an assumption that different choice sets are independent of each other, for the $j$-th choice set, the probability of a user $u$ to choose $c^u_{ij}$ follows a categorical distribution $C(c^u_{ij}, p^u_{j,c^u_{ij}}) = p^u_{j,c^u_{ij}}$, where $|C_j|$ denotes the cardinality of a set, $p^u_j ∈ R_{|C_j|}$, and $p^u_{j,c^u_{ij}}$ denotes the $k$-th
We use the value iteration method \cite{2} to learn both the general and personal Q-functions. We adopt $r$ where the personal preference $p_u$, and $w$ as the Q-function models the cumulative future reward. Here $w_p$ controls the importance of the personalized reward and it is learned from data. When $w_p$ is close to zero, the Q-function will depend on the general dialogue policy. Note that $\sum_{j=1}^{m} C(c_{ij}) p_{u} \delta(C_j, H^t_u)$ is 0 if we know nothing about the user, or $A_i^u$ does not show any personal preference of user $u$. Because the vocabulary of choices is much smaller than the whole vocabulary, we can estimate the personal preference parameters $p_u$ with a few dialogue data $\{\{O_i^u, A_i^u\}_i\}$ from the target user.

By combining the general and personal Q-functions, the personalized Q-function can finally be defined as

$$Q^{\pi_u}(H_i^u, A_i^u) = (b_i^u \otimes a_i^u) w^T + w_p \sum_{j=1}^{m} C(c_{ij}) p_{u} \delta(C_j, H^t_u).$$

Here $M, w, w_p$ are shared across different users, which could be trained on the source domains and then transferred to the target domain.

### 3.4 Reward

The total reward is the sum of general reward and personal reward, which can be defined as follows:

1. A personal reward $r_u^{u,p}$ of 0.3 will be received when the user confirms the suggestion of the agent, and a negative reward of $-0.2$ will be received if the user declines the suggestion by the agent. This is related to the personal information of the user. For example, the user could confirm the address suggested by the agent.
2. A general reward $r_u^{u,g}$ of 0.1 will be received when the user provides the information about each $c_j$.
3. A general reward $r_u^{u,g}$ of 1.0 will be received when the user proceeds with payment.
4. A general reward $r_u^{u,g}$ of $-0.05$ will be received if the agent generates non-logical responses such as asking repeated questions.

Note that the personal reward could not be distinguished from the general reward during the training process.

### 3.5 Loss Function and Parameter Learning

There are in total four sets of parameters to be learned. We denote all the parameters by $\Theta = \{M, w, w_p, \{p_u\}\}$. When dealing with real-world data, the training set consists of $(H_i^u, A_i^u, r_i^u)$, which records optimal actions provided by human, and hence the loss function is defined as follows:

$$\mathcal{L}(\Theta) = \mathbb{E} \left[ (r_i^u + \gamma Q(H_{i+1}^u, A_{i+1}^u) - Q(H_i^u, A_i^u)) ^2 \right].$$

In the on-policy training with a user simulator, the loss function is defined as

$$\mathcal{L}(\Theta) = \mathbb{E} \left[ (r_i^u + \max_{A_i^u} \gamma Q(H_{i+1}^u, A_{i+1}^u) - Q(H_i^u, A_i^u)) ^2 \right],$$

where $r_i^u$ is the reward obtained at time step $i$ and $H_{i+1}^u$ is the update dialogue history at time step $i + 1$.

We use the value iteration method $\cite{2}$ to learn both the general and personal Q-functions. We adopt an online stochastic gradient descent algorithm $\cite{3}$ with learning rate 0.0001 to optimize our model. Specifically, we use the State-Action-Reward-State-Action (SARS$A$) algorithm. In the on-policy training with the simulation, the model has decreasing probability $\eta = 0.2 e^{-\frac{\beta}{5000}}$ of choosing a random reply in the candidate set so as to ensure the sufficient exploration, where $\beta$ is the number of training dialogues seen by the algorithm.
3.6 Transfer Learning Algorithm

The detailed PETAL algorithm is shown in Algorithm 1. We train our model for each user in the source domain. M, w and \( w_p \) are shared by all users and there is a separate \( p_u \) for each user in the source domain. We transfer M, w and \( w_p \) to the target domain by using them to initialize the corresponding variables in the target domain, and then we train them as well as \( p_u \) for each target user with limited training data. Since the source and target users might have different preferences, \( p_u \) learned in source domain is not very useful in the target domain. The personal preference of each target user will be learned separately in each \( p_u \). Without modelling \( p_u \) for each user, different preferences of source and target users might interfere with each other and thus cause negative transfer.

The number of parameters in our model is around \( d^2 + dv \), where \( v \) is the total vocabulary size and \( d \) is the dimension of the state vector. In our experiment where \( v = 1, 500 \) and \( d = 50 \), the number of parameters in the general Q-function is about \( 85k \) and that for the personal Q-function is under 100 for each user, hence the parameters in the personalized Q-function could be learned accurately with the limited data in the target domain.

4 Experiments

In this section, we experimentally verify the effectiveness of the proposed PETAL model by conducting experiments on a real-world dataset and a simulation dataset.

4.1 Baselines

We compare the proposed PETAL model with six baseline algorithms including “NoneTL” which is trained only with the data from target users, “Sim” \(^4\) which is trained with the data from both target user and the most similar user in the source domain, “Bandit” \(^8\) in which for each target user, the most useful source user is identified by a bandit algorithm, “PriorSim” \(^6\) in which for each target user, the policy from the most similar user in the source domain is used as a prior, “PriorAll” \(^6\) in which for each target user, the dialogue policy trained on all the users in the source domain is used as a prior, and “All” where the policy is trained on all source users’ data.

4.2 Experiments on Real-World Data

In this section, we evaluate our model on a real-world dataset. This real-world dataset, which is collected between July 2015 and April 2016 from a O2O coffee ordering service, contains 2,185 coffee dialogues between 72 consumers and coffee makers. The users order coffee by providing the coffee type, the temperature, the cup size and the delivery address, hence there are 4 order choices. We select 52 users with more than 23 dialogues as the source domain. Each of the remaining 20 users is used separately as a target domain. In total, there are 1,859 coffee dialogues in the source domain and 329 coffee dialogues in the target domain. 221 earlier dialogues in the target domain are used as the training set and the remaining 108 dialogues form the test set.

The statistics of this dataset is shown in Table 1.

| Dataset | Users | Dialogues |
|---------|-------|-----------|
| Real Data | 52    | 1,859     |
| Simulation | 11    | 176,000   |

Table 1: Statistics of the datasets

For each round of the testing conversation, a model will rank the ground truth reply \( A^u_t \) among 10 randomly chosen agent replies. The label assigned to \( A^u_t \) is 1 and those for randomly chosen agent replies are 0. By following \(^26\), we calculate the AUC score for each turn in a conversation and the performance of an algorithm is measured by the average AUC score of each dialogue for every user in the test set.
In Figure 2(a), we report the mean and standard deviation of averaged AUC score with 5 different random seeds, which are used to randomly sample agent replies as candidates. The performance of “NoneTL”, “PriorSim” and “PriorAll” are worse than “All” which directly transfers training data, because fitting only target domain data can cause the overfitting. Transferring data from similar users (i.e., “Sim”) is not as good as transferring data from all source users (i.e., “All”), because common knowledge has to be learned from more data. The proposed “PETAL” method performs the best because it learns common knowledge from all users and avoids the negative transfer caused by different preferences among source and target users, which indicates that the proposed personalized model fits dialogues better and demonstrates the effectiveness of PETAL on this real-world dataset.

A case study is shown in Table 2 and due to space limit, we only show three candidates. From the results, we can see that the proposed “PETAL” method ranks the ground truth response in the first place based on the predicted reward given by the learned personalized Q-function but the “All” method without personalization ranks an wrong address higher, which demonstrates the effectiveness of the proposed method.

| User utterance          | All | PETAL |
|-------------------------|-----|-------|
| I want a cup of coffee. | 0.86| 1.36  |

Table 2: A case study on the real-world dataset. The last column shows candidate responses, where the ground truth response is marked with *. The first and second columns show predicted rewards of “All” and “PETAL” on these candidates.

Figure 2: Experimental results on real-world and simulations datasets.

4.3 Experiments on Simulation Data

In this section, we compare our model with baseline models on the simulated coffee-ordering dialogue data. The simulated users order coffee by providing their coffee type, temperature, size and delivery address, and the agents reply by choosing from a set of predefined candidate responses without knowing the speech act. We have 11 simulated users in the source domain, in which 10 users have
### Table 3: Personalized Dialogue Cases

| User: | I want a cup of coffee. |
|-------|-------------------------|
| Agent: | Same as before? Tall hot macchiato and deliver to No.1199 Minsheng Road, Pudong District Shanghai? |
| User: | Yes. |
| Agent: | Please pay. |
| User: | Payment completed. |

| User: | I want a cup of coffee. |
|-------|-------------------------|
| Agent: | Same as before? Tall hot macchiato and deliver to No.1199 Minsheng Road, Pudong District, Shanghai? |
| User: | I want iced mocha today. |
| Agent: | Tall. |
| Agent: | Please pay. |
| User: | Payment completed. |

### Table 4: A Non-Personalized Dialogue Case

| User: | I want a cup of coffee. |
|-------|-------------------------|
| Agent: | Hot coffee? |
| User: | Yes. |
| Agent: | What would you like to drink? |
| User: | Hot macchiato, please. |
| Agent: | What’s your address? |
| User: | No.1199 Minsheng Road, Pudong District, Shanghai. |
| Agent: | Alright. Tall, Grande, or Venti? |
| User: | Tall. |
| Agent: | Please pay. |
| User: | Payment completed. |

Each model will choose a reply from a set of candidates generated with templates at each turn, and the simulator will react to the reply accordingly. For each model, we report the mean and standard deviation of averaged reward \(8\), averaged success rate \(4\) and averaged dialogue length over all possible target users, repeated for 5 times with different random seeds.

The results are shown in Figure 2(b), Figure 2(c), and Figure 2(d). PETAL outperforms all baselines and obtains the highest average reward, the highest success rate and the lowest dialogue length, which implies that PETAL has found a better dialogue policy which can adapt its behaviour according to the preference of target users and again demonstrates the effectiveness of PETAL in a live environment.

We show a typical case for the simulation data in Tables 3 and 4. The non-personalized dialogue system corresponding to the “All” model has to ask the users all the choices even for frequent users in Table 4 because there is no universal recommendation for all the frequent users with different preferences. However, PETAL has learned the target users’ preferences in previous dialogues. As shown in Table 3, the response from the agent is specially tailored for the target user because personalized questions given by the PETAL method can guide the user to complete the coffee-ordering task faster than general questions, leading to shorter dialogue and higher averaged reward. If the user does not want everything as usual, which is shown in the second case of Table 3, PETAL can still react correctly due to the shared dialogue knowledge transferred from the source domain. These cases show that PETAL can choose different optimal actions for different users and effectively shorten the conversation.

### 5 Conclusion

In this paper, we tackle the problem of designing a personalized dialogue system. We propose the PETAL system, a transfer learning framework based on the POMDP, for learning a personalized dialogue system. The PETAL system first learns common dialogue knowledge from the source domain and then adapts this knowledge to the target user. We propose to model a personalized policy in the POMDP with a personalized Q-function. This framework can avoid the negative transfer problem brought by differences between the source users and the target user. Experimental results on the real-world coffee-ordering data and the simulation data show that PETAL can learn different optimal policies for different users, and thus effectively improve the dialogue quality under the personalized setting. As a future direction, we will investigate to transfer knowledge from heterogeneous domains such as knowledge graphs and images.
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