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We compute the Standard Model semileptonic vector and axial-vector form factors for \textit{B}_s \rightarrow \textit{D}_s^* decay across the full \textit{q}^2 range using lattice QCD. We use the Highly Improved Staggered Quark (HISQ) action for all valence quarks, enabling us to normalise weak currents nonperturbatively. Working on second generation MILC ensembles of gluon field configurations which include \textit{u}, \textit{d}, \textit{s} and \textit{c} HISQ sea quarks and HISQ heavy quarks with masses from that of \textit{c} mass up to that of the \textit{b} on our finest lattices, allows us to map out the heavy quark mass dependence of the form factors, and to constrain the associated discretisation effects. We can then determine the physical form factors at the \textit{b} mass. We use these to construct the differential and total rates for \(\Gamma (\textit{B}_s^0 \rightarrow \textit{D}_s^{*+} \ell^- \nu_\ell)\) and find \(\Gamma_{\text{total}}/|\text{EW}\text{V}_{cb}|^2 = 2.07(17)_{\text{lat}}(2)_{\text{EM}} \times 10^{13} \text{ s}^{-1}\) and \(\Gamma_{\text{total}}/|\text{EW}\text{V}_{cb}|^2 = 5.14(37)_{\text{lat}}(5)_{\text{EM}} \times 10^{12} \text{ s}^{-1}\), where \(\text{EW}\) contains the short distance electroweak correction to \(G_F\), the first uncertainty is from our lattice calculation, and the second allows for long-distance QED effects. The ratio \(R(\text{D}_s^{*-}) \equiv \Gamma_{\text{total}}(\text{B}_s \rightarrow \text{D}_s^{*-})/\Gamma_{\text{total}}(\text{B}_s \rightarrow \text{D}_s^+) = 0.443(40)_{\text{lat}}(4)_{\text{EM}}\), which agrees well with recent LHCb results. We can determine \(V_{cb}\) by combining our lattice results across the full kinematic range of the decay with experimental results from LHCb and obtain \(|V_{cb}| = 42.2(1.5)_{\text{lat}}(1.7)_{\text{exp}}(0.4)_{\text{EM}} \times 10^{-3}\). A comparison of our lattice results for the shape of the differential decay rate to the binned, normalised differential decay rate from LHCb shows good agreement. We also test the impact of new physics couplings on angular observables and ratios which are sensitive to lepton flavor universality violation.
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\textbf{I. INTRODUCTION}

The determination of the Cabibbo-Kobayashi-Maskawa (CKM) matrix elements requires precise theoretical calculations within the Standard Model (SM) and experimental measurements of quark flavor-changing decay processes. Meson semileptonic decay rates, to a meson in the final state, are parameterised by form factors that are related to matrix elements of the relevant quark flavor-changing weak current between the initial and final meson states. Lattice QCD has become the method of choice for the calculation of these matrix elements and continuing efforts are being made to systematically improve the precision with which form factors are known, in line with the projected reductions in experimental uncertainty.

Here we focus on semileptonic decays mediated by the quark level weak transition \(b \rightarrow c \ell^- \bar{\nu}_\ell\), which have seen many recent theoretical developments. The most precise determinations of the corresponding CKM matrix element, \(V_{cb}\), make use of measurements of \(B \rightarrow D^*\) and \(B \rightarrow D\) \cite{1} semileptonic decay, emphasising the former due to favourable kinematic factors which do not suppress the differential decay rate as strongly near zero recoil. In these determinations the experimental data for \(B \rightarrow D^*\) is extrapolated using a parameterisation scheme to zero recoil, where only a single form factor is needed, and matched to lattice calculations (e.g.\cite{2, 3}). Until recently determinations of \(V_{cb}\) done in this way were in tension with the alternative inclusive determination, in which all charmed final state mesons are considered, and it has since become apparent that the systematic uncertainties associated with the underlying model dependence of extrapolating to zero recoil were being underestimated, with more general parameterisations going some way in resolving the tension \cite{4, 5}. It is clear then that an improved comparison between theory and experiment is needed, and that this must be done across the full physical kinematic range in order to remove any possible dependence upon the choice of parameterisation scheme. Such a comparison requires an accurate calculation of the SM form factors using lattice QCD, which is made challenging by the presence of the light spectator quark accompanying the \(b\) and \(c\) quarks in the \(B\) and \(D^*\) meson states respectively.

Recent work by LHCb \cite{6} has also provided a complementary determination of \(|V_{cb}|\) using the related \(B_s \rightarrow D^{(*)}_s\) decay. While \(B_s \rightarrow D^{(*)}_s\) decay has not been measured as precisely as \(B \rightarrow D^{(*)}\), it is expected that the experimental uncertainty entering this determination will be decreased in future measurements. LHCb has also measured the shape of the normalised differential decay rate with respect to \(q^2\), the squared four-momentum transfer, for \(B_s \rightarrow D^{(*)}_s\), allowing a direct comparison between theory and experiment.

Decays such as \(B_s \rightarrow D^{(*)}_s\) and \(B \rightarrow D^{(*)}\) involving a \(b \rightarrow c \ell^- \bar{\nu}_\ell\) weak decay also allow us to probe lepton flavor
universal. This may be done most straightforwardly by comparing the theoretical ratio in the SM of branching fractions for decays to a $\tau$ final state lepton to those to a $\mu$ or $e$ to the experimentally measured ratio. The corresponding ratio for $B \to D^{(*)}$, $R(D^{(*)})$, has been a source of tension with the SM for some time, e.g. [7, 8], though recent measurements by Belle show consistency with the SM [9]. The sensitivity of other observables for $B \to D^{(*)}$ decay to lepton flavor universality violation (LFUV) has also recently been investigated [10]. The ratio for the related decay $B_c \to J/\psi\ell^+\nu_\ell$, $R(J/\psi)$, has also recently been measured for the first time as part of the experimental programme at LHCb [11]. Although this result currently has a large uncertainty, it is expected that this will be reduced significantly in future runs [12] to provide a further test of lepton flavor universality in that channel.

Pseudoscalar to pseudoscalar semileptonic decays, which are described in the SM by 2 form factors, have been more extensively studied using lattice QCD than pseudoscalar to vector semileptonic decays, which are described by 4 form factors in the SM. The $B \to D$ form factors have been computed away from zero recoil [13], with work to compute $B \to D^*$ away from zero recoil currently underway [14, 15]. The related $B_s \to D_\ast$ semileptonic form factors have recently been computed across the full physical $q^2$ range [16], while the relevant form factor for $B_s \to D_\ast^0$ has been computed only at zero recoil [3, 17]. The form factors for $B_s \to J/\psi$ decay are less computationally expensive to calculate using lattice QCD than the form factors for $B \to D^*$ or $B_s \to D_\ast^0$, owing to the fact that all of the valence quarks are heavy. The $J/\psi$ is also very narrow and far from strong decay thresholds (unlike the $D^*$), making $B_c \to J/\psi$ decay an ideal starting point for lattice QCD calculations of pseudoscalar to vector form factors. The corresponding $B_c \to J/\psi$ form factors, computed in lattice QCD across the full $q^2$ range, recently became available [18], together with a high precision theoretical value for the ratio $R(J/\psi)$ [19], together with other relevant LFUV-sensitive observables from [10].

A lattice QCD calculation of the $B_s \to D_\ast^0$ form factors is then well motivated: it will form an important stepping stone between the recent calculation of $B_c \to J/\psi$ form factors and a future lattice QCD calculation of the $B \to D^*$ form factors, as well as allowing for a complementary, model-independent determination of $|V_{cb}|$ when combined with LHCb results and a further channel to probe lepton flavour universality. $B_s \to D_\ast^0$ has an advantage over $B \to D^*$ from a lattice QCD perspective: there are no valence $u/d$ quarks and the $D_\ast^0$ has no Zweig-allowed strong two-body decay mode and so has a very narrow width [20] that allows us to treat it as a stable meson.

Lattice QCD calculations involving a $b$ quark have historically relied upon QCD discretisations which make use of the nonrelativistic nature of the $b$, or on the large mass of the $b$, to avoid the trade-off between numerical expense and large discretisation effects associated with placing a relativistic $b$ quark on the lattice (e.g. [2, 3]). Recently however it has become computationally viable to use lattices with sufficiently small lattice spacings to simulate relativistic heavy quarks with masses very close to the physical $b$ mass [16–18]. These calculations carry with them the advantage that the same fully relativistic action is used for both $b$ and $c$ quarks and so the current renormalisation factors may be computed non-perturbatively and with a high precision. This is not typically possible for calculations using nonrelativistic actions where the current must instead be renormalised perturbatively, with the resulting truncation of the perturbation series contributing a potentially large systematic uncertainty (e.g. [3]).

In this paper we apply the method of heavy-HISQ, which has seen much recent application in studies of the decays of $b$ quarks (e.g. [16–18]), to the study of $B_0^\ast \to D_\ast^0(\to D^-_s\gamma)\ell^+\nu_\ell$ decay across the full $q^2$ range.

The subsequent sections are arranged as follows:

- In Section II we give expressions for the differential decay rates, helicity amplitudes and form factors relevant for $B_0^\ast \to D_\ast^0\ell^+\nu_\ell$.
- Section III gives the technical details of the lattice calculation.
- In Section IV we give the results for form factors from the lattice and discuss how to determine the form factors in the physical continuum limit. We also provide several tests of the stability of the analysis.
- In Section V we use the physical continuum form factors to make predictions for the differential de-
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1 This builds on the approach developed by HPQCD for heavy meson decay constants that has proved very successful [21–23].
cay rates for \( B^0 \to D_s^{*-} (\to D_s^- \gamma) \bar{\ell}^+ \nu_\ell \) and related quantities as well as providing a breakdown of sources of uncertainty.

- In Section VI we compare our results to recent experimental results from LHCb for the shape of the differential rate, provide a determination of \(|V_{cb}|\) using our results across the full kinematic range.

- Finally in Section VII we investigate the effects of new physics couplings on lepton flavor universality violating ratios.

### II. THEORETICAL BACKGROUND

\( B^0 \to D_s^{*-} (\to D_s^- \gamma) \bar{\ell}^+ \nu_\ell \) decay has the same angular structure as the decay of \( B_s^- \to J/\psi (\to \mu^+ \mu^-) \bar{\ell}^- \nu_\ell \) in the limit that the \( \mu^+ \mu^- \) pair are massless, and hence pure helicity states. The latter case was studied in [18]. We adopt the same angular definitions, given in Figure 1, as for the \( D_s \to J/\psi \) case. The differential rate is given by:

\[
\frac{d^3\Gamma(B^0_s \to D_s^{*-} \to D_s^- \gamma) \bar{\ell}^+ \nu_\ell}{d\cos(\theta_{D_s}) d\cos(\theta_{W}) d\chi dq^2} = B(D_s^{\ast} \to D_s^0) N \sum_i k_i(\theta_W, \theta_{D_s}, \chi) H_i(q^2)
\]

(1)

where

\[
N = \frac{G_F^2}{4\pi} (1 + \delta_{EM}) |\eta_{EW}|^2 |V_{cb}| \frac{3(q^2 - m_f^2)^2 |\bar{p}'|}{8M_{B_s} q^2}
\]

(2)

Here \(|\bar{p}'|\) is the magnitude of the \( D_s^* \) spatial momentum in the \( B_s \) rest frame and \( \eta_{EW} \) is a process-independent electroweak correction coming from box diagrams [24]. We include the factor \((1 + \delta_{EM})\), which we take as a \( q^2 \)-independent uncertainty, to allow for the effects of QED long-distance radiation (we expect this to be dominated by final-state interactions between the electrically charged lepton and \( D_s^* \)). Following [25] we include this as a 1% uncertainty, which we take as the same for \( e \) and \( \mu \) final states, but independent for the \( \tau \) final state. Note that this choice is conservative, since in practice we expect there to be some amount of correlation between these effects for \( \mu \) and \( \tau \) final states, which we are neglecting here. We include this uncertainty separately in quoted results so that it may be adjusted in light of future calculations. The \( k_i \) and \( H_i \) are given in Table I. Integrating over angles, the differential rate in \( q^2 \) is then given by

\[
\frac{d\Gamma}{dq^2} = N \times \frac{64\pi}{9} \left[ (H_{-} - H_{0}^2 + H_{+}^2) \right. + \left. \frac{m_f^2}{2q^2} (H_{-}^2 + H_{0}^2 + H_{+}^2 + 3H_i^2) \right],
\]

(3)

| \( i \) | \( H_i \) | \( k_i(\theta_W, \theta_{D_s}, \chi) \) |
|---|---|---|
| 1 | \( |H_+(q^2)|^2 \) | \( \frac{1}{2} (1 + \cos(\theta_W))^2 (1 + \cos^2(\theta_{D_s})) \) |
| 2 | \( |H_-(q^2)|^2 \) | \( \frac{1}{2} (1 - \cos(\theta_W))^2 (1 + \cos^2(\theta_{D_s})) \) |
| 3 | \( |H_0|^2 \) | \( 2 \sin^2(\theta_W) \) |
| 4 | \( \text{Re}(H_+ H_0^*) \) | \( -\sin(\theta_W) \sin(2\theta_{D_s}) \cos(\theta_W) \) |
| 5 | \( \text{Re}(H_+ H_0^*) \) | \( \sin(\theta_W) \sin(2\theta_{D_s}) \cos(\chi) (1 + \cos(\theta_W)) \) |
| 6 | \( \text{Re}(H_+ H_0^*) \) | \( \sin^2(\theta_W) \sin^2(\theta_{D_s}) \cos(2\chi) \) |
| 7 | \( \frac{m_f^2}{2q^2} |H_+(q^2)|^2 \) | \( \frac{1}{2} (1 - \cos^2(\theta_W))^2 (1 + \cos^2(\theta_{D_s})) \) |
| 8 | \( \frac{m_f^2}{2q^2} |H_-(q^2)|^2 \) | \( \frac{1}{2} (1 - \cos(\theta_W))^2 (1 + \cos^2(\theta_{D_s})) \) |
| 9 | \( \frac{m_f^2}{2q^2} |H_0|^2 \) | \( 2 \sin^2(\theta_W) \sin^2(\theta_{D_s}) \) |
| 10 | \( \frac{m_f^2}{2q^2} |H_1(q^2)|^2 \) | \( 2 \sin^2(\theta_{D_s}) \) |
| 11 | \( \frac{m_f^2}{2q^2} \text{Re}(H_+ H_0^*) \) | \( \sin(\theta_W) \sin(2\theta_{D_s}) \cos(\chi) \sin(\theta_W) \) |
| 12 | \( \frac{m_f^2}{2q^2} \text{Re}(H_+ H_0^*) \) | \( \sin(\theta_W) \sin(2\theta_{D_s}) \cos(\chi) \cos(\theta_W) \) |
| 13 | \( \frac{m_f^2}{2q^2} \text{Re}(H_+ H_0^*) \) | \( -\sin^2(\theta_W) \sin^2(\theta_{D_s}) \cos(2\chi) \) |
| 14 | \( \frac{m_f^2}{2q^2} \text{Re}(H_+ H_0^*) \) | \( -\sin^2(\theta_{D_s}) \cos(\theta_W) \) |
| 15 | \( \frac{m_f^2}{2q^2} \text{Re}(H_+ H_0^*) \) | \( -\sin(\theta_W) \sin(2\theta_{D_s}) \cos(\chi) \) |
| 16 | \( \frac{m_f^2}{2q^2} \text{Re}(H_+ H_0^*) \) | \( -\sin(\theta_W) \sin(2\theta_{D_s}) \cos(\chi) \) |

The helicity amplitudes are defined in terms of standard Lorentz-invariant form factors [26] as

\[
H_\pm(q^2) = (M_{B_s} + M_{D_s}) A_1(q^2) \pm \frac{2M_{B_s} |\bar{p}'|}{M_{B_s} + M_{D_s}} V(q^2),
\]

\[
H_0(q^2) = \frac{1}{2M_{D_s} \sqrt{q^2}} \left( -4 \frac{M_{B_s} |\bar{p}'|^2}{M_{B_s} + M_{D_s}} A_2(q^2) \right.
\]

\[
\left. + (M_{B_s} + M_{D_s}) (M_{B_s}^2 - M_{D_s}^2 - q^2) A_1(q^2) \right),
\]

\[
H_i(q^2) = \frac{2M_{B_s} |\bar{p}'|}{\sqrt{q^2}} A_0(q^2)
\]

(4)

and correspond to the nonzero values of \( \bar{\Gamma}_\mu^i(q, \lambda) (D_s^* (p', \lambda) \bar{\ell} \gamma^\mu (1 - \gamma^5)) h |B^0 (p) \rangle \) for the different combinations of the \( D_s^* \) and \( W^- \) polarisations \( \lambda \) and \( \lambda' \) respectively. The form factors in Eq. (4) are the standard Lorentz invariant ones; their relations to the
matrix elements are given by [26]

\[ (D^*_s(p', \lambda)|\bar{c}\gamma^\mu b|B_s^0(p)) = \]

\[ \frac{2iV(q^2)}{M_{B_s} + M_{D^*_s}} e^{i\mu\rho\sigma} \epsilon^*_\mu(p', \lambda) p'_\rho p_\sigma \]

\[ (D^*_s(p', \lambda)|\bar{c}\gamma^\mu\gamma^5 b|B_s^0(p)) = \]

\[ 2M_{D^*_s} A_0(q^2) \frac{\epsilon^*(p', \lambda) \cdot q}{q^2} \]

\[ + (M_{B_s} + M_{D^*_s}) A_1(q^2) \left[ \epsilon^{\mu}(p', \lambda) - \frac{\epsilon^*(p', \lambda) \cdot q}{q^2} q^\mu \right] \]

\[ - A_2(q^2) \frac{\epsilon^*(p', \lambda) \cdot q}{M_{B_s} + M_{D^*_s}} \left[ p^\mu + p'^\mu - \frac{M_{B_s}^2 - M_{D^*_s}^2}{q^2} q^\mu \right]. \]  \( (5) \)

We also have

\[ \langle 0|\bar{s}\gamma^\nu c|D^*_s(p', \lambda)\rangle = N_{D^*_s} \epsilon^\nu(p', \lambda), \]  \( (6) \)

\[ \langle B_s^0(p)|\bar{b}\gamma^5 c|0\rangle = N_{B_s}, \]  \( (7) \)

and

\[ \sum_\lambda \epsilon_\lambda(p', \lambda) \epsilon^*_\lambda(p', \lambda) = -g_{\mu\nu} + \frac{p'_\mu p'_\nu}{M^2} \]  \( (8) \)

where \( N_{D^*_s} \) and \( N_{B_s} \) are amplitudes proportional to the decay constant of the corresponding meson and \( \epsilon \) is the \( D^*_s \) polarization vector. We use these when we come to extract the form factors in Eq. (5) from our lattice correlation functions.

### III. LATTICE CALCULATION

As with previous heavy-HISQ calculations of semileptonic form factors involving \( b \rightarrow c \) transitions, e.g. [16, 18], we work with the heavy meson at rest and give momentum to the charm quark. We use a range of heavy quark masses \( m_b \) between the charm and physical bottom quark mass, on ensembles with a range of lattice spacings between 0.09 fm and 0.045 fm. We use the the second generation \( N_f = 2 + 1 + 1 \) MILC ensembles which include light, strange and charm HISQ sea quarks [27, 28]. The details of these ensembles, together with the number of configurations we use, are given in Table II. On the finest lattices with \( a \approx 0.045 \) fm we are able to reach very near to the physical \( b \) mass. The heavy quark masses we use, together with the charm and strange quark valence masses, are given in Table III. Note that in this section, for notational simplicity, we consider the matrix elements in terms of continuum current operators. The nonperturbative renormalisation of our lattice current operators is discussed in Section III C, where we use the values computed in [16] and [17]. We calculate, for general choices of current operator \( J = \bar{c}\gamma^\mu h \) and \( D^*_s \) interpolating operator

| Set | \( am_{b_{val}} \) | \( am_{c_{val}} \) | \( am_{val} \) |
|-----|----------------|----------------|----------------|
| 1   | 0.65, 0.725, 0.8 | 0.449 | 0.0376 |
| 2   | 0.427, 0.525, 0.65, 0.8 | 0.274 | 0.0234 |
| 3   | 0.5, 0.65, 0.8 | 0.194 | 0.0165 |
| 4   | 0.5, 0.65, 0.8 | 0.433 | 0.036 |

\( \bar{c}\gamma^\nu s \), the correlation functions

\[ C_{2pt}(t, 0) = \langle 0|\bar{s}\gamma^\nu c(t)\bar{s}\gamma^\nu c(0)\rangle|0\rangle, \]

\[ C_{2pt}(t, 0) = \langle 0|\bar{b}\gamma^5 s(t)\rangle^\dagger \bar{b}\gamma^5 s(0)|0\rangle, \]

\[ C_{3pt}(t, 0) = \langle 0|\bar{s}\gamma^\nu c(t)\bar{c}\gamma^\lambda h(t)\bar{b}\gamma^5 s(0)|0\rangle. \]  \( (9) \)

In order to improve statistics we work with a random wall source placed at multiple origin times \( T_0 \). From each of these sources we compute charm propagators with momenta inserted using twisted boundary conditions [33, 34], as well as zero momentum strange propagators and zero momentum heavy quark propagators. Correlation functions with different \( T_0 \) on a single configuration are binned. We tie the strange and charm propagators together (with the appropriate operators and conjugation) at time \( T_0 + t \) to construct \( C_{2pt}(t, 0) \), and tie the strange and heavy propagators together at time \( T_0 + t \) to construct \( C_{3pt}(t, 0) \). To construct the three-point correlation functions we use the strange propagator at time \( T_0 - T \) as a source for the heavy quark propagator which we tie together with the charm quark at time \( T_0 + t - T \). The arrangement of propagators in \( C_{3pt} \) is shown in figure 2, shifted so that the \( H \) operator is at time 0. We use twisted boundary conditions in the \((1, 1, 0)\) direction with

| Set | \( am_{b_{val}} \) | \( am_{c_{val}} \) | \( am_{val} \) |
|-----|----------------|----------------|----------------|
| 1   | 0.65, 0.725, 0.8 | 0.449 | 0.0376 |
| 2   | 0.427, 0.525, 0.65, 0.8 | 0.274 | 0.0234 |
| 3   | 0.5, 0.65, 0.8 | 0.194 | 0.0165 |
| 4   | 0.5, 0.65, 0.8 | 0.433 | 0.036 |
Here $n$ and $m$ are integers corresponding to on shell particle states of increasing energies, $A^n$ and $B^m$ are the amplitudes (together with relativistic normalisation factors) of the $D_s^*$ and $H_s$ operators respectively and $E_n$ and $M_n$ are their energies and masses. The time oscillating terms are a consequence of the use of staggered quarks, and the amplitudes and energies with an $o$ subscript denote those quantities corresponding to time-doubled states. Note that for the matrix elements of $J$ involving time-doubled states, we include an additional subscript $e$ to make clear which of the $D_s^*$ or $H_s$ states is time-doubled. $J_{nm}^{eo}$ is then related to the matrix element of the current $c\bar{c}b(t)$ in Eq. (9) between the states labelled $n$ and $m$. $J_{eo}^{nm}$ then corresponds to the matrix element between the $A^n$ state and the time-doubled $B_o^m$ state, $J_{eo}^{nm}$ to the matrix element between the time-doubled $A_o^n$ state and $B^m$ state and $J_{o}^{nm}$ to the matrix element between the time-doubled $A_o^n$ state and the time-doubled $B_o^m$ state. The ground state parameters are related to matrix elements as:

$$A^0 = \frac{N_{D_s^*}}{\sqrt{2E_{D_s^*}}} \left( 1 + \frac{\vec{p}_\nu^2}{M_{D_s^*}^2} \right)^{1/2},$$

$$B^0 = \frac{N_{H_s}}{\sqrt{2M_{H_s}}},$$

and

$$J^{00}_{\nu,\Gamma} = \sum_{\lambda} \frac{\epsilon^\nu(p',\lambda)\langle D_s^*(p',\lambda)|c\Gamma b|H_s \rangle}{\sqrt{2E_{D_s^*}2M_{H_s}} \left( 1 + \frac{\vec{p}_\nu^2}{M_{D_s^*}^2} \right)},$$

where $\vec{p}_\nu$ is the $\nu$ component of the $D_s^*$ spatial momentum, with $\nu$ corresponding to the choice of polarisation in Eq. (9), with current $\tau b$. We also compute $\gamma_5 \otimes \gamma_5$ pseudoscalar $\eta_c$ and $\eta_c$ correlation functions, which we will use to characterise the physical $m_b$ dependence of our form factors as well as to determine the valence and sea charm quark mass mixtures. Note that for the $\eta$ correlation functions we neglect disconnected contributions.

### A. Extraction of Form Factors

The combinations of spin-taste operators we use here to access the form factors, and the methods used to extract the form factors from the matrix elements, are the same as in [18]. We repeat these methods below for reference. The combinations of spin taste operator are given in Table V.

We give the $D_s^*$ spatial momentum $\vec{p} = (k, k, 0)$. In order to isolate all the form factors we need one component of $\vec{p}$ to be zero. Keeping both of the others non-zero minimises the discretisation errors for a given magnitude of $p'$. 

![Diagram](image-url)
1. Extracting \( V(q^2) \)

Here we choose \( \mu = 3 \) and \( \nu = 1 \) and find

\[
V(q^2) = \Phi(k) \frac{M_{H^*} + M_{D^*_s}}{2kM_{H^*}} J^{00}_{(1, \gamma^3)}(14)
\]

where we have defined the relativistic normalisation

\[
\Phi(k) = \sqrt{2ED_s^* 2M_{H^*}} \left( 1 + k^2/M_{D_s^*}^2 \right) \tag{15}
\]

with \( k \) the \( \nu \) component of \( p' \).

2. Extracting \( A_0(q^2) \)

In order to isolate \( A_0(q^2) \), following \cite{footnote}, we make use of the partially conserved axial-vector current (PCAC) relation \(<\partial A> = (m_e + m_b)(P)\) where \( A = \bar{c}\gamma^5 \gamma^\nu h \) and \( P = \bar{c}\gamma^5 h \). From Eq. (5) we have

\[
\sum_\lambda e^\nu(p', \lambda)q_\lambda (D_s^* (p', \lambda)|\bar{c}\gamma^5 \gamma^\nu h|H_s) = \sum_\lambda e^\nu(p', \lambda)2M_{D_s^*}A_0(q^2)\epsilon^\nu(p', \lambda) \cdot q
\]

\[
= \frac{2kED_s^* M_{H^*}}{M_{D^*_s}} A_0(q^2). \tag{16}
\]

Taking \( \Gamma = \gamma^5 \) and \( \nu = 1 \) in Eq. (13) and multiplying by \( m_e + m_b \) we then have

\[
A_0(q^2) = \Phi(k) \frac{(m_e + m_b)M_{D_s^*}}{2kED_s^* M_{H^*}} J^{00}_{(1, \gamma^3)} \tag{17}
\]

3. Extracting \( A_1(q^2) \)

In order to isolate \( A_1 \) we use the axial-vector current \( \Gamma = \bar{c}\gamma^\mu \gamma^5 h \) and \( D_s^* \) operator \( \bar{s}\gamma^3 c \) and choose \( \mu = \nu = 3 \) along the spatial direction with zero \( D_s^* \) momentum. Using Eq. (5) this gives

\[
\sum_\lambda e^\nu(p', \lambda) (D_s^* (p', \lambda)|\bar{c}\gamma^3 \gamma^5 h|H_s) = (M_{D_s^*} + M_{H_s^*})A_1(q^2) \tag{18}
\]

which gives, in terms of \( J^{00} \)

\[
A_1(q^2) = \Phi(0) \frac{J^{00}_{(3, \gamma^3 \gamma^5)}}{M_{D_s^*} + M_{H_s^*}}. \tag{19}
\]

4. Extracting \( A_2(q^2) \)

The extraction of \( A_2 \) is more complicated than the extraction of the other form factors since no trivial choice of directions in axial-vector and \( D_s^* \) operators isolates the contribution of \( A_2 \) relative to \( A_1 \) or \( A_0 \). We use axial-vector current operator \( J = \bar{c}\gamma^1 \gamma^5 h \) and \( D_s^* \) operator \( \bar{s}\gamma^3 c \). This yields contributions from each form factor,

\[
\Phi(k) J^{00}_{(1, \gamma^1 \gamma^5)} = \sum_\lambda e^\nu(p', \lambda) (D_s^* (p', \lambda)|\bar{c}\gamma^1 \gamma^5 h|H_s) = \frac{2kED_s^* M_{H_s^*}}{q^2 M_{D_s^*}} A_0(q^2)
\]

\[
- \frac{(M_{H_s^*} + M_{D_s^*})}{(M_{D_s^*}^2 - k^2/M_{D_s^*}^2)} A_1(q^2)
\]

\[
- A_2(q^2) \frac{k^2ED_s^* M_{H_s^*}}{M_{D_s^*}^2 (M_{H_s^*} + M_{D_s^*})} \left( 1 + \frac{M_{H_s^*}^2 - M_{D_s^*}^2}{q^2} \right) \tag{20}
\]

We must then subtract the \( A_0 \) and \( A_1 \) contributions to obtain \( A_2 \).

B. Fit Parameters

The correlator fits to Eq. (10) and Eq. (11) were done using the \texttt{corrfitter} python package \cite{footnote}. These were done simultaneously for all correlation functions on each ensemble, taking all correlations into account. For ground state priors we take \( E_0^* = 2.1(0.6) \)GeV and \( M_0^H = M_{H_s^*}^{max}(am_h/0.8)^{1/2} \times 1(0.3) \)GeV where \( M_{H_s^*}^{max} \) is the value of \( M_{H_s^*} \) from \cite{footnote} corresponding to the largest value of \( am_h \). The \( m_h \) dependence of the prior for \( M_0^H \) was chosen heuristically to give prior values approximately following the observed \( H_s \) masses on each set while remaining suitably loose so as not to constrain the fit results. Our priors for the \( \eta_c, \eta_b \) and lowest oscillating state energies, as well as amplitudes, are given in table \textnormal{VI}, while for the matrix elements of \( J \) we take priors \( 0(1) \).

In order to reduce excited state contamination and to improve the stability and convergence of the fits we exclude data for \( t < t_{min} \) and for \( t > t_{max} \). We also specify an SVD cut using the tools available in \cite{footnote}. We use several different choices of \( t_{min}, t_{max} \) and SVD cut and investigate the stability of our subsequent analysis with respect to taking different combinations of fit parameters.
We take $\Delta E_i^{(o)} = \Lambda_{QCD} \times 1.0(0.75)$ where $\Delta E_i^{(o)} = E_i^{(o)} - E_{i+1}^{(o)}$, $i \geq 0$ and here for our correlator fits we take $\Lambda_{QCD} = 0.75 \text{GeV}$, $\Omega_{Dz} = (2.1^2 + p^2)^{1/2}$ and $\Omega_h = M_{Hs}^{\text{max}} (\frac{am_h}{0.8})^1$ where $M_{Hs}^{\text{max}}$ is the value of $M_{Hs}$ corresponding to the largest $am_h$, taken from [17]. While $\Omega_{Dz}$ was chosen to follow the relativistic dispersion relation, $\Omega_h$ was chosen heuristically to give prior values approximately following the observed $H_s$ masses on each set while remaining suitably loose so as not to constrain the fit results.

The renormalisation factors relating the HISQ lattice current and in [17] for the axial current using the partially conserved vector current (PCVC) and axial-vector current (PCAC) relations respectively. As in the previous $B_c \rightarrow J/\psi$ form factor calculation we include some values of the heavy quark masses for which the $Z$ factors were not computed. We interpolate between the values computed in [16] and [17] on sets 1 and 4 for $am_h = 0.725$ and $am_h = 0.65$ respectively, setting the uncertainties of the interpolated factors equal to the largest uncertainty of the other values. We tabulate these renormalisation factors in Table VIII, where we include the $am$-dependent discretisation correction terms, $Z^\text{disc}$, for the HISQ-quark tree level wavefunction renormalisation computed in [37]. These receive contributions beginning at $O((am_h)^4)$ for HISQ and as such are close to 1. The total renormalisation factor for an (axial-)vector current is then given by $Z^V(A)Z^\text{disc}$. Note however that no renormalisation factor is required for $A_0$ since we determine it using the absolutely normalised $\gamma_5 \otimes \gamma_5$ pseudoscalar current together with the PCAC relation.

We neglect correlations between the renormalisation factors $Z$ and our lattice data, since the $Z$ factors have uncertainties which are typically at least an order of magnitude smaller than the corresponding form factors.

### IV. RESULTS

Here we give the lattice results for the form factors, which were extracted from the matrix elements in Eq. (13) resulting from the fits discussed in Section III.
For $V$, $A_1$ and $A_2$ these include the renormalisation factors given in Table VIII. The values of the form factors are tabulated in Appendix A in Tables XVIII, XIX, XX, and XXI together with the value of the momentum component in lattice units, $ak$, of the $D^*_s$ in the $x$ and $y$ directions.

Our results for the $D^*_s$ and $\eta_s$ masses on each set are given in lattice units in Table IX together with the corresponding spin-taste operators. Our results for the $H_s$ and $\eta_h$ masses are given in lattice units in Table X together with the corresponding spin-taste operators.

We fit the heavy mass and lattice spacing dependence of our lattice form factor results in order to determine the physical continuum form factors, following the method in [18]. We repeat the details of this fit here, as well as performing similar tests of stability.

### A. Extrapolation to the Physical Point

We parameterise the $q^2$ dependence using the $z$-expansion [38–40]. We first change variables from $q^2$ to $z(q^2, t_0)$, with

$$z(q^2, t_0) = \frac{\sqrt{t_+ - q^2} - \sqrt{t_+ - t_0}}{\sqrt{t_+ - q^2} + \sqrt{t_+ - t_0}}$$  \hspace{1cm} (21)

We take $t_0$ equal to the maximum physical value of $q^2$,

$$t_0 = (M_{H_s} - M_{D^*_s})^2,$$  \hspace{1cm} (22)

and

$$t_+ = (M_H + M_{D^*_s})^2.$$  \hspace{1cm} (23)

Since we do not have direct access to $M_H$, the mass of the $\bar{h}u$ pseudoscalar meson, we instead use $M_{H_l} = M_{H_s} - (M_{B^*_s}^{phys} - M_{B^0}^{phys})$. We use the physical value of $M_{D^*_s}$ from experiment, since our valence charm masses are tuned to the physical value, and the light quark mass mistuning is accounted for elsewhere in the fit function. The numerical values of the physical $B$, $B_s$ and $D^*$ masses are given in Table XI. The form factors include poles resulting from $bc$ states, with masses below the pair production threshold $t_+$, with the same quantum numbers as the corresponding current. We include these poles, which are the same for $B_s \to D^*_s$ as for $B_c \to J/\psi$ and $B \to D^*$, using the same form as in [18], which was taken from [38, 40]:

$$P(q^2) = \prod_{M_{pole}} \frac{z(q^2, M_{pole}^2)}{z(q^2, M_{pole}^2)}.$$  \hspace{1cm} (24)

We approximate the heavy mass dependence of the pole masses using $M_{pole} = M_{H_s} + M_{pole}^{phys} - M_{B^0}^{phys}$, which ensures that in the physical continuum limit the correct physical pole masses are recovered. The physical pole masses used here are listed in Table XII.

Our fit function then takes the form

$$F(q^2) = \frac{1}{P(q^2)} \sum_{n=0}^{3} a_n z^n N_n,$$  \hspace{1cm} (25)

where $P(q^2)$ is the appropriate pole form for that form factor (constructed using $1^-$ states for $V(q^2)$, $1^+$ states for $A_1(q^2)$ and $A_2(q^2)$ or $0^-$ states for $A_0(q^2)$) as in Eq. (24). The remainder of the fit function is a polynomial in $z$ with separate coefficients, $a_n$, for each form factor that take the form

$$a_n = \sum_{j,k,l=0}^{3} b_{ijkl} \Delta_h^{(j)} \left( \frac{am_{val}}{\pi} \right)^{2k} \left( \frac{am_{val}}{\pi} \right)^{2l}.$$  \hspace{1cm} (26)

The $\Delta_h^{(j)}$ allow for the dependence on the heavy quark mass using the $\eta_h$ mass as a physical proxy for this. We have $\Delta_h^{(0)} = 1$ and

$$\Delta_h^{(j \neq 0)} = \left( \frac{2\Lambda}{M_{\eta_h}} \right)^j - \left( \frac{2\Lambda}{M_{\eta_h}^{phys}} \right)^j.$$  \hspace{1cm} (27)
FIG. 3. The points show our lattice QCD results for each form factor as given in Tables XVIII, XIX, XX and XXI as a function of squared four-momentum transfer, $q^2$. The legend gives the mapping between symbol colour and shape and the set of gluon field configurations used, as given by the lattice spacing, and the heavy quark mass in lattice units (see Tables II and III). The blue curve with error band is the result of our fit in the continuum limit and with the physical $b$ quark mass.

The physical value of the $\eta_b$ mass is given in Table XI and we take $\Lambda = 0.5$ GeV. The remainder of Eq. (25), $N_n$, takes into account the effect of mistuning the valence and sea quark masses for each form factor, where

$$N_n = 1 + A_n \hat{\delta}_{m_c}^{\text{val}} + B_n \delta_{m_c}^{\text{sea}} + C_n \delta_{m_s}^{\text{val}} + D_n \delta_{m_s}^{\text{sea}} + E_n \delta_{m_l}^{\text{sea}}$$  \hspace{1cm} (28)$$

with

$$\hat{\delta}_{m_c}^{\text{val}} = \frac{(am_c^{\text{val}} - am_c^{\text{tuned}})}{am_c^{\text{tuned}}},$$

$$\delta_{m_c}^{\text{sea}} = \frac{(am_c^{\text{sea}} - am_c^{\text{tuned}})}{am_c^{\text{tuned}}},$$

$$\delta_{m_s}^{\text{val}} = \frac{(am_s^{\text{val}} - am_s^{\text{tuned}})}{10am_s^{\text{tuned}}},$$

$$\delta_{m_s}^{\text{sea}} = \frac{(am_s^{\text{sea}} - am_s^{\text{tuned}})}{10am_s^{\text{tuned}}}. \hspace{1cm} (29)$$

Using a ratio of lattice quark masses to $10am_s^{\text{tuned}}$ is a
FIG. 4. The points show our lattice QCD results for each form factor as given in Tables XVIII, XIX, XX and XXI multiplied by the pole function of Eq. (24) and plotted in $z$-space. The legend gives the mapping between symbol colour and shape and the set of gluon field configurations used, as given by the lattice spacing, and the heavy quark in lattice units (see Tables II and III). The blue curve with error band is the result of our polynomial fit in $z$ with lattice spacing and heavy quark mass dependence (Eq. (25)), evaluating the result in the continuum limit and for the $b$ quark mass, to give the physical form factor for $B_s \to D_s^*$. A convenient proxy for the usual chiral expansion parameter which is a ratio of squared meson masses to $\Lambda^2$ where $\Lambda^2 = 4\pi f_\pi^2$. The tuned values of the quark masses are given by

$$am_{c}^{\text{tuned}} = am_{c}^{\text{val}} \frac{M_{\text{phys}}}{M_{\eta_c}}, \quad (30)$$

and

$$am_{s}^{\text{tuned}} = am_{s}^{\text{val}} \left( \frac{M_{\text{phys}}}{M_{\eta_s}} \right)^2, \quad (31)$$

$M_{\eta_c}$ on each set is given in lattice units in Table IX and we use the values of $M_{\eta_s}$ given in [17] which used the same values of $am_{s}^{\text{val}}$. To determine the mistuning of the
$u/d = l$ quark mass in the sea we take

$$a_{\text{tuned}} = a_{\text{tuned}}^0/[m_s/m_l]_{\text{phys}},$$

(32)

with $[m_s/m_l]_{\text{phys}} = 27.18(10)$ from [22]. We take priors of 0(1) for each $b_n$, multiplying terms of order $O(a^2)$ by 0.5 in line with the tree level $a^2$ improvement of the HISQ action [41]. We also use priors of 0.0(0.1) for $b_n$, motivated by the results of the analysis of $m_a^{\text{sea}}$ effects on $\omega_t$ in [32]. We take priors of 0.0(0.5) for $D_n$ and $E_n$ for each form factor, since sea quark mistuning effects enter at 1-loop. All of the remaining priors are taken as 0(1), motivated by the analysis done in [18] using the empirical Bayes criterion which showed that for the $B_c \to J/\psi$ form factors this choice was conservative, which we expect to be the case here also. The physical masses used for the $\eta_c$ and $\eta_b$ are given in Table XI.

We impose the kinematical constraint

$$2M_D^2 A_0(0) = (M_{D^*} + M_{H_s}) A_1(0) + (M_{D^*} - M_{H_s}) A_2(0).$$

(33)

We do this, using our lattice meson masses at each value of $a m_b$ and allowing for discretisation and quark mass mistuning effects, by requiring

$$A_0(0) - (2a M_{D^*}) A_1(0) + (2a M_{D^*}) A_2(0) = 0.$$  

(34)

$\Delta_{\text{kin}}$ here is a nuisance term made up of leading order discretisation and mistuning effects to account for the use of lattice masses rather than values in the physical continuum limit. We take

$$\Delta_{\text{kin}} = 3 \sum_{i=1}^{\alpha,\beta,\gamma} \alpha_{c,i} (a m_c^{\text{val}}/\pi)^{2i} + \alpha_{h,i} (a m_h/\pi)^{2i} + \beta_{c,i} (a m_c^{\text{sea}}/\pi)^{2i} + \beta_{h,i} (a m_h^{\text{sea}}/\pi)^{2i} + \gamma_{c,i} (a m_c^{\text{sea}}/\pi)^{2i} + \gamma_{h,i} (a m_h^{\text{sea}}/\pi)^{2i},$$

(35)

where $\alpha$ and $\beta$ are priors taken as 0(1). We find that the fit returns values for $\alpha$ and $\beta$ well within their prior widths.

The physical continuum form factors are given by setting $a_n = \delta_{n0}^{\text{phys}}$ and $N_n = 1$ in Eq. (25), to give

$$F^{\text{phys}}(q^2) = \frac{1}{P(q^2)} \sum_{n=0}^{\infty} a_n z^n,$$

(36)

where $P(q^2)$ is computed using the physical masses given in Table XII. These $F^{\text{phys}}$ are plotted in Figure 3 together with our lattice data. The continuum values of the $z$-expansion coefficients $a_n = \delta_{n0}^{\text{phys}}$ are given in Table XIII. The correlation matrices between these parameters are given in Appendix B.

In Figure 4 we plot the form factor data, together with the extrapolated physical continuum form factors, multiplied by the pole function Eq. (24) against $z(q^2, t_0)$. There we see that the fit to the polynomial part of Eq. (25) is straightforward, with only very simple dependence on $z(q^2, t_0)$ and only mild heavy quark mass dependence. Note that here the $A_1$ form factor data and extrapolated curve are flatter than was found for $B_c \to J/\psi$ in [18].

TABLE XI. Values used in our fits for the physical masses of relevant mesons, in GeV. These are from the Particle Data Group [42] except for the unphysical $\eta_c$ which we take from lattice calculations of the mass of the pion and kaon [43]. The $\eta_b$ and $\eta_c$ masses are used to set mass mistuning terms in our fit and so include an uncertainty. The other masses are used as kinematic parameters in setting up our fit in $z$-space and used without uncertainties. In light of the results of [44] we have checked that using a value of $M_{\eta_b}^{\text{phys}}$ 10 MeV lower than that given here, allowing for the effects of QED and $c\bar{c}$ annihilation, has only a very small effect on our results at the level of 0.05σ.

| meson | $M^{\text{phys}}$ (GeV) |
|-------|------------------------|
| $\eta_c$ | 9.3889 |
| $B_s$ | 5.3669 |
| $B$ | 5.27964 |
| $\eta_c$ | 2.9863(27) |
| $D_s^*$ | 2.112 |
| $D^*$ | 2.010 |
| $\eta_b$ | 0.6885(22) |

TABLE XII. Expected $B_c$ pseudoscalar, vector and axial vector masses below $BD^*$ threshold that we use in our pole factor, Eq. (24). Pseudoscalar values for the ground-state and first radial excitation are taken from experiment [42, 45–47]; the other values are taken from [3] and are derived from lattice QCD calculations [48] and model estimates [49–51].

| $0^-$ (GeV) | $1^-$ (GeV) | $1^+$ (GeV) |
|-------------|-------------|-------------|
| 6.275 | 6.335 | 6.745 |
| 6.872 | 6.926 | 6.75 |
| 7.25 | 7.02 | 7.15 |
| 7.28 | 7.15 |

B. Heavy Mass Dependence

Our fit results allow us to examine the physical dependence of the form factors on the heavy quark mass. This allows us to check that the dependence is relatively benign and that our fit form Eq. (25) effectively captures this dependence.

TABLE XIII. Physical $z$-expansion coefficients for the pseudoscalar, axial-vector and vector form factors for $B_s \to D_s^*$ decay. The full correlation matrices for these coefficients are given in Appendix B.

| $a_0$ | $a_1$ | $a_2$ | $a_3$ |
|-------|-------|-------|-------|
| $A_0$ | 0.1047(57) | -0.43(13) | -0.10(96) | -0.03(1.00) |
| $A_1$ | 0.0552(21) | -0.010(54) | -0.03(77) | 0.06(99) |
| $A_2$ | 0.059(11) | -0.11(22) | -0.25(79) | -0.05(1.00) |
| $V$ | 0.100(11) | -0.18(27) | -0.006(0.998) | 0.0(1.0) |
FIG. 5. The points show our lattice QCD results for each form factor as given in Tables XVIII, XIX, XX and XXI as a function of the $\eta_h$ mass $M_{\eta_h}$, with data points corresponding to the same $D_s^*$ spatial momentum (given in Tables XVIII to XXI) connected. We also use Eq. (40) to plot our continuum result (solid coloured curves) at multiple, evenly spaced, fixed values of $D_s^*$ momentum within the semileptonic region $0 \leq q^2 \leq q^2_{\text{max}}$. The legend gives the mapping between symbol colour and shape and the set of gluon field configurations used, as given by the lattice spacing, and the heavy quark in lattice units (see Tables II and III). Note that for the form factor $A_2$ we exclude from the plot the inaccurate lattice data for $am_h = 0.5$ on set 4, as well as $ak = 0.059$ and $ak = 0.520$ on sets 2 and 3 respectively.

Our fit function includes heavy mass dependence in several places. There are $\Lambda_{\text{QCD}}/M_{\eta_h}$ terms in the $z$-expansion coefficients; and the $H_s$ mass enters through our choice of $t_0 = q^2_{\text{max}} = (M_{H_s} - M_{D_s^*})^2$ in the $q^2$ to $z$ mapping and the pole masses entering $P(q^2)$ depend on $M_{H_s}$. We therefore need to know how $M_{H_s}$ varies as a function of $M_{\eta_h}$. We fit our lattice data for the $\gamma_5 \otimes \gamma_5$ $H_s$ against a simple function of the $\eta_h$ mass. We use the
\[ M_{H_s} = (M_{th} - M_{\eta_c}^{\text{phys}})/2 + M_{D_s}^{\text{phys}} + \sum_{i=1}^{4} X_i \left( \frac{am_h}{\pi} \right)^{2i} + \sum_{i=1}^{4} Y_i \left( \frac{am_c}{\pi} \right)^{2i} + \sum_{i=1}^{4} Z_i \Delta_{hc}^{(i)} + N' \]  

(37)

where

\[ \Delta_{hc}^{(i)} = \left( \frac{2\Lambda_{QCD}}{M_{\eta_c}^{\text{phys}}} \right)^i \left( \frac{2\Lambda_{QCD}}{M_{\eta_c}} \right)^i \]  

(38)

and

\[ N'_n = 1 + A'_n^{\text{val}} + B'_n \delta_{\text{sea}}^{\text{val}} + C'_n \delta_{\text{sea}}^{\text{val}} + D'_n \delta_{\text{sea}}^{\text{val}} + E'_n \delta_{\text{sea}}^{\text{val}} \]  

(39)

This form ensures the correct value of \( M_{H_s} \) as \( m_{h} \to m_{c} \). We take \( M_{\eta_c}^{\text{phys}} = 2.9839 \text{GeV} \) from [52], neglecting its very small uncertainty, and we also include the physical values of \( M_{\eta_c} \) and \( M_{B_s} \) from [52] in the fit as data points. We take prior widths of \( 0(1) \) for \( A_i', B_i', C_i', D_i', E_i, X_i, Y_i \) and \( Z_i \). This gives a sensible fit with \( \chi^2/\text{dof} = 1.3 \) and \( Q = 0.2 \). We then use our fitted parameters \( Z_i \) to estimate the continuum value of \( M_{H_s} \) at a given \( M_{th} \). Setting \( N'_n, X_i, \) and \( Y_i \) to zero in Eq. (37) gives

\[ M_{H_s} = (M_{th} - M_{\eta_c}^{\text{phys}})/2 + M_{D_s}^{\text{phys}} + \sum_{i=1}^{4} Z_i \Delta_{hc}^{(i)}. \]  

(40)

Note that this parameterisation of the \( H_s \) mass is only used to demonstrate the heavy mass dependence of the form factors and will not have any impact on the physical \( B_s \to D_s^* \) form factors.

In Figure 5 we plot the form factors at fixed values of the \( D_s^* \) momentum against \( M_{th} \). We choose values of the \( D_s^* \) momentum which evenly span the semileptonic range at the physical \( b \) quark mass and only plot the mass region for which the resulting value of \( q^2 \) is between 0 and \( q_{\text{max}}^2 \). We include in these plots our lattice data, connecting points on a given set which are at the same \( D_s^* \) spatial momentum. As for \( B_s \to J/\psi \) [18], we see that the continuum form factors have only mild heavy mass dependence across the range of masses we use here, and that our extrapolation to the \( b \) mass using these points is reliable. This is consistent with what is seen for other \( b \to c \) form factors, e.g. [16–18, 53].

C. Tests of the Stability of the Analysis

Here we demonstrate the stability of our analysis to the different choices of correlator fit inputs given in Table VII. We show that under these variations the total rate of \( B_s^0 \to D_s^{*-} \ell^+ \nu_\ell \) decay, i.e. \( \Gamma (B_s^0 \to D_s^{*-} \ell^+ \nu_\ell)/\eta_{\text{EW}} V_{cb}^2 (1 + \delta_{\text{EM}}) \), is stable. This quantity is obtained by first determining the helicity amplitudes from our form factors and then integrating in \( q^2 \) over the differential rate they give (see Eqs (4) and (3)). The results for the differential rates and total rate will be discussed in more detail in Section V; here we focus on the stability of the final result under variations of fit choice.

We first look at the choices of the correlator fit parameters: \( \Delta T_{3\text{pt}}, \Delta T_{2\text{pt}}^{D_s^*}, \Delta T_{2\text{pt}}^{H_s} \), the value of SVD cut and the number of exponentials used in the fit. In order to verify that our results are independent of such choices we repeat the full analysis using all combinations of the variations listed in Table VII. The total rate computed using each of these fit variations is plotted in Figure 6, where we see that our final result is not sensitive to such variations.

We also look at the dependence of the physical continuum \( z \)-expansion coefficients, \( a_0 \), on these variations (see Eq. (25)). In Figure 7 we show the variation of the fitted \( a_0 \) coefficient for the form factors \( V \) and \( A_1 \), as well as the \( a_1 \) term for \( A_1 \). In these plots we see that these coefficients are very stable to variations of correlator fit inputs. We also show that the form factors themselves are stable under these variations. In Figure 8 and Figure 9 we show the variation of the form factors \( V \) and \( A_1 \), evaluated at \( q^2 = 1 \text{ GeV}^2, 5 \text{ GeV}^2, 10 \text{ GeV}^2 \), where we see that \( A_1 \) and \( V \) are very stable to variations of correlator fit inputs. Similar plots for \( A_0 \) and \( A_2 \) are given in Appendix D 1.

We also convert our results to the Boyd, Grinstein and Lebed (BGL) scheme [38] and check the unitarity constraints. This analysis is given in Appendix C 1 where we see that these constraints are far from saturation. In [18] we also studied the effect of including fewer resonances in the pole term, Eq. (24). Here, in addition to this anal-
FIG. 7. As for Figure 6 showing the stability of the coefficients of the $z$-expansion for the form factors under variations of the correlator fits. We include a subset of coefficients here; other plots look very similar.

analysis, we also investigate using alternative parameterisations when performing the heavy-HISQ fit. We show the results of these fits in appendix D, where we see no significant variation in the physical form factors or differential decay rate.

V. DISCUSSION OF LATTICE RESULTS

A. Differential and Total Rates for Each Lepton Flavor

In this section we first use our form factors to construct the helicity amplitudes defined in Eq. (4). These are plotted in Figure 10 where we see that $H_0(q^2_{\text{max}}) = H_\pm(q^2_{\text{max}})$ and that $H_0$ and $H_\pm$ are singular at $q^2 = 0$ as we would expect from the factors of $1/\sqrt{q^2}$ appearing in their definitions. This singular behaviour is cancelled in the physical differential decay rate by the factor of $(q^2 - m_\ell^2)^2$ appearing in Eq. (2).

From these helicity amplitudes we compute the differential rate with respect to $q^2$, given by Eq. (3). This is plotted in Figure 11 for the $\ell = \mu$ and $\ell = \tau$ cases, where in the plot we normalise both curves by the total rate $\Gamma$ for the $\ell = \mu$ case. We integrate these, as well as the rate for $\ell = e$, to find the total rate to each lepton flavor. When integrating our results we use a simple (but accurate) trapezoidal approximation in order to ensure we carry through correlations correctly. We find
\[ \frac{\Gamma(B_s^0 \to D_s^* \ell^+ \nu_\ell)}{|\eta_{\text{EW}} V_{cb}|^2} = 2.07(17)_{\text{latt}}(2)_{\text{EM}} \times 10^{13} \text{ s}^{-1} \]
\[ = 13.6(1.1)_{\text{latt}}(0.1)_{\text{EM}} \times 10^{-12} \text{ GeV} \] (41)

and

\[ \frac{\Gamma(B_s^0 \to D_s^* \ell^+ \nu_\ell)}{|\eta_{\text{EW}} V_{cb}|^2} = 2.06(16)_{\text{latt}}(2)_{\text{EM}} \times 10^{13} \text{ s}^{-1} \]
\[ = 13.6(1.1)_{\text{latt}}(0.1)_{\text{EM}} \times 10^{-12} \text{ GeV} \] (42)

with the ratio \( \Gamma_{\ell=e}/\Gamma_{\ell=\mu} = 1.00443(16) \), amounting to an effect of 0.4% in the total rate from the muon mass. Note that we are ignoring differences in \( \delta_{\text{EM}} \) between the \( \ell = \mu \) and \( \ell = \tau \) as a function of \( q^2 \), normalised by the total decay rate for the \( \ell = \mu \) case. Note that here, for the \( \ell = \tau \) curve, the error bands do not include the contribution from \( \delta_{\text{EM}} \).
two cases in this ratio. For the $\ell = \tau$ case the effect of including the mass is much more substantial, we find

$$\Gamma(B^0_s \to D^{*+}_s \tau^+ \nu_\tau) / |\eta_{\text{EW}} V_{cb}|^2 = 5.14(37)_{\text{latt}}(5)_{\text{EM}} \times 10^{12} \text{ s}^{-1}$$

$$= 3.38(24)_{\text{latt}}(3)_{\text{EM}} \times 10^{-12} \text{ GeV}. \quad(43)$$

We can also readily construct $R(D_s^*)$, the ratio of the total rates for the $\ell = \tau$ and $\ell = \mu$ cases, where many uncertainties which are correlated between the two cancel. We find

$$R(D_s^*) = \Gamma_{\ell=\tau} / \Gamma_{\ell=\mu} = 0.2490(60)_{\text{latt}}(35)_{\text{EM}}. \quad(44)$$

This value is $\approx 1.6\sigma$ below both the value of $R(J/\psi)$ computed in [19] as well as the HFLAV average SM value of $R(D^*)$ [1]. Note that our value is consistent with the value computed in [54] using the Heavy-Quark expansion of $R(D_s^*) = 0.2472(77)$. Note also that unlike the total rate $\Gamma$, for which the contribution of $\delta_{\text{EM}}$ to the uncertainty is relatively small, the lattice uncertainty in $R(D_s^*)$ is the same order of magnitude as the uncertainty resulting from long-range QED effects, at least for charged final-state mesons. These QED effects are often ignored but must be addressed in future calculations in order to produce reliable SM results with sub-percent level uncertainties.

We also construct the improved ratio [55]

$$R_{\text{imp}}(D_s^*) = \frac{\int_{m_2^2}^{q_{2\text{max}}^2} dq^2 \frac{dq^2}{dq^2} (B^0_s \to D^{*+}_s \tau^+ \nu_\tau)}{\int_{m_2^2}^{q_{2\text{max}}^2} dq^2 \frac{dq^2}{dq^2} (B^0_s \to D^{*+}_s \mu^+ \nu_\mu)}. \quad(45)$$

We find

$$R_{\text{imp}}(D_s^*) = 0.3324(31)_{\text{latt}}(47)_{\text{EM}} \quad(46)$$

where now the uncertainty resulting from electromagnetic effects is dominant due to the improved cancellation of correlated lattice uncertainties.

We may use our value of $\Gamma / |\eta_{\text{EW}} V_{cb}|^2$ in Eq. (42), together with values of $V_{cb}$ and $\eta_{\text{EW}}$, to derive a result for the total width of the decay. We take $\eta_{\text{EW}} = 1.0066$ following [56] and $|V_{cb}| = 41.0(1.4) \times 10^{-3}$ using an average of inclusive and exclusive determinations with the error scaled by 2.4 to allow for their inconsistency [52]. Note that here we neglect the small uncertainty in $\eta_{\text{EW}}$. This gives

$$\Gamma(B^0_s \to D^{*-}_s \mu^+ \nu_\mu) = 3.53(27)_{\text{latt}}(24)_{V_{cb}(4)_{\text{EM}}} \times 10^{10} \text{ s}^{-1} \quad(47)$$

where the first uncertainty is from our lattice QCD calculation, the second is from the uncertainty in $|V_{cb}|$ and the final error is from $\delta_{\text{EM}}$. We may combine this with the experimental average of the $B^0_s$ mean life time [1, 52] $\tau(B^0_s) = 1.515(4) \times 10^{-12} \text{ s}$ to find the branching fraction

$$\text{Br}(B^0_s \to D^{*-}_s \mu^+ \nu_\mu) = 0.0534(42)_{\text{latt}}(36)_{V_{cb}(1)_{\tau}(5)_{\text{EM}}} \quad(48)$$

FIG. 12. Angular asymmetry variables for $B^0_s \to D^{*+}_s \ell^- \nu_\ell$ decay defined in Eq. (49) for the cases $\ell = \mu$ and $\ell = \tau$. 
where the uncertainties are from our lattice calculation, from the uncertainty in $V_{cb}$, from the uncertainty in the $B_s^0$ lifetime and from $\delta_{\text{EM}}$, respectively. This is in good agreement with, but much more accurate than, the value of the more inclusive branching fraction measured by Belle, $\text{Br}(B_s^0 \to D_s^{*+}X\ell^+\nu) = 0.054(11)$ [57].

**B. Angular and Polarisation Asymmetries and Ratios**

We can also construct the lepton polarisation asymmetry, as well as the longitudinal polarisation fraction and the forward-backward asymmetry. Note that as for $B \to D^*$ [10] and $B_c \to J/\psi$ [19] these are conventionally defined for the charge conjugate mode, which here is $B_s^0 \to D_s^{-}\ell^-\bar{\nu}_\ell$. They are given by

\[
A_{\lambda}(q^2) = \frac{d\Gamma_{\lambda_1=1/2}/dq^2 - d\Gamma_{\lambda_1=-1/2}/dq^2}{d\Gamma/dq^2},
\]

\[
F_L^{D_s^*}(q^2) = \frac{d\Gamma_{\lambda_1=0}/dq^2}{d\Gamma/dq^2},
\]

\[
A_{FB}(q^2) = \frac{1}{d\Gamma/dq^2} \int_0^{\pi} d\Gamma dq^2 d\cos(\theta_W) \cos(\pi - \theta_W) d\theta_W
\]

respectively, where we have chosen the forward direction for the purpose of $A_{FB}$ as being in the direction of the $D_s^*$ momentum in the $B_s$ rest frame. We plot these for the $\ell = \mu$ and $\ell = \tau$ cases in Figure 12. Following the notation used in [19] and [10] for the integrated observables and lepton flavor universality violating ratios we find for the $\ell = \tau$ case

\[
\langle A_{\lambda_1} \rangle = 0.520(12),
\]

\[
\langle F_L^{D_s^*} \rangle = 0.440(16),
\]

\[
\langle A_{FB} \rangle = -0.092(24).
\]

Note that these are consistent with the values given in [54] of $\langle F_L^{D_s^*} \rangle = 0.471(16)$ and $\langle A_{\lambda_1} \rangle = 0.486(23)$. For the ratios of $\ell = \tau$ to $\ell = \mu$ cases we find

\[
R(A_{\lambda_1}) = 0.524(12),
\]

\[
R(F_L^{D_s^*}) = 0.880(18),
\]

\[
R(A_{FB}) = 0.345(56).
\]

**C. Ratio of $B_s \to D_s$ and $B_s \to D_s^*$ Rates**

We may also use our results in combination with the results of [16] to compute the ratio $\Gamma(B_s^0 \to D_s^{-}\mu^+\nu_\mu)/\Gamma(B_s^0 \to D_s^{*-}\mu^+\nu_\mu)$. In doing so, we neglect correlations between the two calculations. Note that here, as for $R(D_s^*)$, the $|\eta_{\text{EW}}V_{cb}|^2$ factors cancel in the ratio. The uncertainty in $\Gamma(B_s \to D_s)$ computed using the results in [16], $\Gamma(B_s \to D_s)/|\eta_{\text{EW}}V_{cb}|^2 = 6.02(24) \times 10^{-12}\text{GeV}$, is a factor of $\approx 2$ smaller than the uncertainty in $\Gamma(B_s \to D_s^*)$, and the correlations between the two results are expected to be relatively small. Neglecting these correlations is therefore not expected to significantly affect the uncertainty in the ratio. We find

\[
\frac{\Gamma(B_s^0 \to D_s^{-}\mu^+\nu_\mu)}{\Gamma(B_s^0 \to D_s^{*-}\mu^+\nu_\mu)} = 0.443(40)_{\text{latt}}(4)_{\text{EM}}. \tag{52}
\]

This is in good agreement with the experimental value of $\Gamma(B_s^0 \to D_s^{-}\mu^+\nu_\mu)/\Gamma(B_s^0 \to D_s^{*-}\mu^+\nu_\mu) = 0.464(45)$ recently measured by LHCb [6] and has a comparable uncertainty.

**D. Error Budget**

We use the `lsqfit` [58] inbuilt error budget function, which computes the partial variance of our result with respect to priors and data, to estimate the contributions of systematic uncertainties (see e.g. [59] Appendix A). The error budget for the total rate $\Gamma$, for both the systematic uncertainties (see e.g. [59] Appendix A). The results of these measurements are given in Table XIV together with the budget for $R(D_s^*)$. We see here, as we would expect from [19], that the largest uncertainties originate from the statistics on Set 3, from taking $\alpha_{h_k} \to 0$ and from taking $M_{\ell_k} \to M_{\ell_k}$. Note that these uncertainties may also be straightforwardly and systematically improved, as discussed in [19].

The key improvements would be to include more gluon field configurations to reduce the statistical errors on the current finest Set 3. Adding in results from ‘exafine’ lattices with $a \approx 0.03$ fm is also feasible. These would allow for calculations directly at the physical $b$ quark mass with $\alpha_{h_k} \approx 0.6$ [23], reducing the uncertainties associated with taking $\alpha_{h_k} \to 0$ and $M_{\ell_k} \to M_{\ell_k}$ significantly.

**VI. COMPARISON TO LHCB RESULTS FOR THE DIFFERENTIAL DECAY RATE**

**A. The Shape of the differential Decay rate**

The predicted shape of the differential rate $d\Gamma/dq^2$ from our form factors, plotted in Figure 11, may be compared directly to recent experimental measurements by LHCb. The results of these measurements are given in [56], where unfolded normalised data is binned according to the recoil parameter, $w = v_{B_s} \cdot v_{D_s^*}$, and includes correlations. Here $v_{D_s^*}$ and $v_{B_s}$ are the four-velocities of the $D_s^*$ and $B_s$ respectively. In the $B_s$ rest frame this gives the simple form $w = E_{D_s^*}(p')/M_{D_s^*} = (M_{B_s}^2 + M_{D_s^*}^2 - q^2)/(2M_{B_s}M_{D_s^*})$. Here we integrate our computed differential rate normalised by the total rate over the bins used in [56]. The $w$ limits of these bins, together with our integrated normalised rates for each bin, are given in Table XV together with the measured values from LHCb.
Our results and those of LHCb are plotted together in Figure 13. We see that our results largely agree with the LHCb measurement. We compute the value of $\chi^2$/dof for these measured values compared to our predicted values in the usual way using $\chi^2 = \delta g \sigma^{-1} \delta g$ where the vector $\delta g$ is made up of the differences between our values and the measured values and $\sigma^{-1}$ is the inverse of the covariance matrix for $\delta g$ including correlations from this calculation and those from experiment. We find $\chi^2$/dof = 1.8 with a $Q$-value of 0.1. In Figure 13 we see that the third bin with $1.1688 < w < 1.2212$ seems to be furthest from our predicted rate. Excluding this bin from the computation of $\chi^2$/dof results in a $\chi^2$/dof of 0.62, with a $Q$-value of 0.78.

For comparison to others it is useful to give our results in the Caprini, Lellouch and Neubert (CLN) form factor parameterisation [39]. In this scheme the form factors are rewritten in terms of a single leading form factor $h_A$ together with three ratios. These are related to our form factors by

$$h_A(w) = A_A(w) \frac{2}{w + 1} \frac{1}{R_{D^*_s}}$$

$$R_0(w) = A_0(w) \frac{R_{D^*_s}}{h_A(w)}$$

$$R_1(w) = V(w) \frac{R_{D^*_s}}{h_A(w)}$$

$$R_2(w) = A_2(w) \frac{R_{D^*_s}}{h_A(w)}$$

where $R_{D^*_s} = 2\sqrt{7}/(1 + r)$, with $r = M_{D^*_s}/M_{B_s}$. These are then parameterised as

$$h_A(w) = h_A(1)[1 - 8\rho^2 z(w) + (53\rho^2 - 15) z^2(w) - (231\rho^2 - 91) z^3(w)]$$

$$R_0(w) = R_0(1) - 0.11(w - 1) + 0.01(w - 1)^2$$

$$R_1(w) = R_1(1) - 0.12(w - 1) + 0.05(w - 1)^2$$

$$R_2(w) = R_2(1) + 0.11(w - 1) - 0.06(w - 1)^2$$

Where the expressions for $h_A(w)$, $R_1(w)$ and $R_2(w)$ may be found in [39] and the expression for $R_0(w)$ is derived from the results of [39] in [60]. In this case

$$z(w) = \frac{\sqrt{w + 1} - \sqrt{2}}{\sqrt{w + 1} + \sqrt{2}}$$
and $h_A(1)$, $R_0(1)$, $R_1(1)$, $R_2(1)$ and $\rho^2$ are the free parameters. Converting our continuum form factor results to this scheme and then fitting the CLN parameters gives

$$h_A(1) = 0.902(36),$$
$$R_0(1) = 1.057(58),$$
$$R_1(1) = 1.52(16),$$
$$R_2(1) = 0.93(11),$$
$$\rho^2 = 1.23(12).$$

The value of $\rho^2$ may be compared to the LHCb experimental result given in [56], $\rho_{\text{exp}} = 1.16(9)$, and we see that our result is in good agreement. In [56] the term $h_A(1)$ is absorbed into the normalisation, and values for $R_1(1)$ and $R_2(1)$ are taken from the HFLAV average of the corresponding parameters determined from experimental measurements of $B \to D^*$ decay [1]. These are given by

$$R_1^{B \to D^*}(1) = 1.270(26),$$
$$R_2^{B \to D^*}(1) = 0.852(18).$$

[1] also gives $\rho_{B \to D^*}^2 = 1.122(24)$. Our results agree with these values within uncertainties and so we see no significant $SU(3)_{\text{flavor}}$ symmetry breaking between the measured shape of $B \to D^*$ decay and our results for $B_s \to D_s^*$ using the CLN parameterisation scheme. We may also compare our values to those measured by LHCb in [6]: $\rho_{\text{LHCb}}^2 = 1.23(17)$, $R_2^{\text{LHCb}}(1) = 1.34(25)$ and $R_2^{\text{LHCb}}(1) = 0.83(16)$, where again we see good agreement.

We may also compare our result for $R_0(1)$ to the value for $B \to D^*$ decays, which is suppressed by a factor of $m_d^2/q^2$ in experimentally measured rates and so is instead determined from HQET [61]. We find this value, $R_0^{\text{HQET}}(1) = 1.17(2)$, is in slight tension with our result, with the central value higher by $1.5\sigma$. These comparisons to experiment and HQET results are summarised in Figure 14.

**B. Determination of $|V_{cb}|$**

In this section we use the results of [6] to reconstruct LHCb’s measured differential decay rate, using the CLN parameterisation scheme, and then compare this to our results here in order to extract a value of $|V_{cb}|$. We use the values of $\rho^2$, $R_1(1)$, $R_2(1)$, $\eta_{\text{EW}}$, $h_A(1)$ and $|V_{cb}|$ given in [6], including their correlations, to reconstruct the measured differential rate, $d^\text{exp}/dq^2$, parameterised in the CLN scheme. We then fit this using our computed $(1/|V_{cb}\eta_{\text{EW}}|^2)d\Gamma/dq^2$ in order to extract a value of $|V_{cb}|$. We find

$$|V_{cb}|^{\text{CLN}} = 41.6(1.5)_{\text{latt}}(1.6)_{\text{exp}}(0.4)_{\text{EM}} \times 10^{-3},$$

(58)

| TABLE XV. | $w$ bins together with normalised integrated rates for $B^0_s \to D_s^{*0} \mu^+ \nu_\mu$ for each bin. The row labelled this work are those values computed using our form factors, discussed in the text, and the LHCb values are those given in [56]. These are in reasonable agreement, with $\chi^2$/dof = 1.8 and a Q-value of 0.1. Note that the majority of the tension with our results originates from the LHCb value for the bin $1.1688 < w < 1.2212$. |

| $w$ bin | 1.0-1.1087 | 1.1087-1.1688 | 1.1688-1.2212 | 1.2212-1.2717 | 1.2717-1.3226 | 1.3226-1.3814 | 1.3814-1.4667 |
|----|---|---|---|---|---|---|---|
| $\Gamma_{\text{bin}}/\Gamma_\text{tot}$ | This work | 0.1946(82) | 0.1537(45) | 0.1381(29) | 0.1291(18) | 0.1213(19) | 0.1243(40) | 0.139(11) |
| | LHCb [56] | 0.183(12) | 0.1440(84) | 0.1480(76) | 0.1280(77) | 0.1170(69) | 0.1220(62) | 0.1580(93) |

**FIG. 14.** Plot comparing our results for the CLN shape parameters $\rho^2$, $R_1(1)$, $R_2(1)$ and $R_0(1)$ to those determined by LHCb in [6, 56]. We also include in this figure the HFLAV values for the $B \to D^*$ shape parameters [1] as well as the HQET result for $R_0(1)$ for $B \to D^*$ [61]. We see good agreement, except for our value of $R_0(1)$, which is in slight tension with the HQET result.

**FIG. 15.** Comparison of results for $|V_{cb}|$. The values obtained using our lattice results across the full physical $q^2$ range and LHCb results parameterised using the BGL and CLN schemes given in [6], are shown in dark blue. We plot the values determined by LHCb [6], using BGL and CLN parameterisations and lattice input only at zero recoil, in light blue. We also show the average value determined using $B \to D_s^{(*)}$ decay, again with lattice results at zero recoil only, in green and the value determined from inclusive $b \to c$ measurements in red. Both of these latter values are taken from [1]. The pink shaded band indicates which results use lattice input only at zero recoil.
where the first uncertainty is from our form factor calculation, the second is from the uncertainty in $d\Gamma^{\text{exp}}/dq^2$ and the final uncertainty is from $\delta_{\text{EM}}$.

Repeating this analysis using the BGL parameters given in [6] to reconstruct $d\Gamma^{\text{exp}}/dq^2$ yields a value of

$$|V_{cb}|_{\text{BGL}} = 42.7(1.5)_{\text{latt}}(1.7)_{\text{exp}}(0.4)_{\text{EM}} \times 10^{-3}, \quad (59)$$

where again the first uncertainty is from our form factors and the second is from the uncertainty in $d\Gamma^{\text{exp}}/dq^2$. Note that the difference between $|V_{cb}|_{\text{BGL}}$ and $|V_{cb}|_{\text{CLN}}$ is compatible with the difference between $|V_{cb}|$ determined using the two schemes observed in [6], using just the zero recoil lattice result, $h_A(1)$, from [3, 17].

Since the fits to both CLN and BGL schemes in [6] have similar $\chi^2$/dof we take the average central value of $|V_{cb}|_{\text{BGL}}$ and $|V_{cb}|_{\text{CLN}}$, together with the larger of the two uncertainties from Eq. (59), to give

$$|V_{cb}| = 42.2(1.5)_{\text{latt}}(1.7)_{\text{exp}}(0.4)_{\text{EM}} \times 10^{-3}. \quad (60)$$

The uncertainty is split approximately equally between lattice QCD and experiment.

We show a comparison of our results to those of [6], together with the average values computed using $B \to D^{(*)}$ decay and from $b \to c$ inclusive measurements, both taken from [1], in Figure 15. Our result from this first calculation is not sufficiently accurate to resolve the long-standing tension between the inclusive and exclusive $V_{cb}$ results.

We see from Figure 15 that a model-independent determination of $|V_{cb}|$ using $B_s \to D_s^{(*)}$ will require a reduction in uncertainty by a factor of $\approx 3$ to reach the same precision as that quoted for the exclusive determination using $B \to D^*$ at zero-recoil. This reduction is feasible with a direct comparison of improved lattice and experimental results that would enable a joint fit. Here we have used experimental results indirectly, through the fitted BGL and CLN parameters provided by LHCb in [6]. Fitting our results directly to binned experimental data for $d\Gamma/dq^2$ would reduce or remove dependence on the parameterisation scheme used by the experiment and would certainly be preferable if this data was available. A similar comparison of future lattice results for the $B \to D^*$ differential rate against binned experimental values will be important for determining $V_{cb}$ with reduced dependence on the parameterisation scheme used.

C. Determining $d\mathcal{F}(w)/dw|_{w=1}$

After integrating over the angular variables, the differential rate with respect to the recoil $w$ for $B_s \to D_s^{(*)}$ may be written [39]:

$$d\Gamma(B_s \to D_s^{(*)} \nu) \over dw = \frac{G_F^2 |V_{cb}|^2}{48\pi^3} \frac{M_{B(s)} - M_{D_s^{(*)}}}{2} \sqrt{w^2 - 1} (w + 1)^2$$

$$\times \left[ 1 + \frac{4w^2 M_{B(s)}^2 - 2wM_{B(s)} M_{D_s^{(*)}} + M_{D_s^{(*)}}^2}{w + 1} \right] \frac{1}{(M_{B(s)} - M_{D_s^{(*)}})^2}$$

$$\times |\mathcal{F}(B_s \to D_s^{(*)})|^2. \quad (61)$$

In [62] it was emphasised that, for determining $V_{cb}$ from $B \to D^* \ell \nu$, information about the slope of $\mathcal{F}(B \to D^*)$ at zero recoil, $d\mathcal{F}(B \to D^*)/dw|_{w=1}$, could significantly reduce the uncertainty in $|V_{cb}|$. They consider a hypothetical lattice determination of $d\mathcal{F}(B \to D^*)/dw|_{w=1} = -1.44 \pm 0.07$, which results in a $\approx 25\%$ reduction in the uncertainty of $V_{cb}$ determined using the BGL parameterisation and also moves the values of $V_{cb}$ determined using both CLN and BGL schemes to within $\approx 0.2\sigma$ of one another.

Here we find a value for the slope of

$$\left. \frac{d\mathcal{F}(B_s \to D_s^{(*)})}{dw} \right|_{w=1} = -0.94 \pm 0.15, \quad (62)$$

which we determine using a simple finite difference method. This is consistent with the slope for $B \to D^*$ determined from the CLN parameters extracted from experimental data including light cone sum rule constraints.
in \[62\] of \(dF^{B \to D^*} / dw\mid_{w=1} = -0.84(16)\), where we have estimated the uncertainty from the uncertainties of the CLN parameters in \[62\] excluding correlations.

In Figure 16 we have plotted \(F(w) - F(1)\) against \(w\) where we see the difference between our results for the slope of \(F(w)\) near zero recoil for \(B_s \to D_s^*\) compared to the slope computed from CLN and BGL fits to \(B \to D^*\) experimental data in \[62\]. Note that our result for the slope is \(2.5\sigma\) from the slope computed from the BGL fit, which we would expect to be similar for both \(B \to D^*\) and \(B_s \to D_s^*\) based on the small expected size of \(SU(3)_{\text{flavor}}\) breaking effects \[54\].

VII. LFUV OBSERVABLES AND IMPACT OF NEW PHYSICS COUPLINGS

In this section we study the impact of new physics (NP) couplings on observables in \(B_c \to D_s^*\) decay. We do this by extending the analysis performed in \[19\], where the NP couplings extracted from fits to \(R(D)\) and \(R(D^*)\) in \[10\] were used to predict the variations of the relevant observables defined in \[10\] away from their Standard Model (SM) values for the case of \(B_c \to J/\psi \bar{v}_l\). For \(B_s \to D_s^*\) the relevant observables are the same, specifically those defined in Eq. (49) as well as their integrated values and ratios given in Eq. (50) and Eq. (51) respectively for the SM couplings. We also compute here the value of the tauonic/muonic ratio, \(R(D_s^*)\), for different values of new physics couplings. Following \[19\], we consider nonzero values for \(g_{\nu_R}\) and \(g_{\nu_L}\), the complex-valued NP couplings multiplying left and right handed NP vector currents additional to those present in the SM. Here, as in \[10\] and \[19\], we only take these couplings to modify the tauonic decay.

In the left hand plot of Figure 17 we plot the tauonic differential rate, normalised by the muonic rate, where we see that both the left and right handed NP vector currents increase the tauonic differential rate markedly. The corresponding values of \(R^{(q)}(D_s^*)\) for each NP coupling, together with the numerical values of \(g_{\nu_R}\) and \(g_{\nu_L}\), are:

\[
\begin{align*}
g_{\nu_R} &= -0.01 - i 0.39; \\
R^{\nu_R}(D_s^*) &= 0.2912(71)_{\text{lat}}(40)_{\text{EM}}, \\
 g_{\nu_L} &= 0.07 - i 0.16; \\
R^{\nu_L}(D_s^*) &= 0.2915(71)_{\text{lat}}(40)_{\text{EM}}.
\end{align*}
\]

These values are both larger than our SM value given in Eq. (44) and are both consistent with the HFLAV average experimental value for \(R(D^*) = 0.295(14)\) \[1\].

The middle and right hand plots in Figure 17 show \(A_{FB}^c\) and \(A_{\lambda}\), respectively. Here we see that only \(A_{FB}^c\), the forward-backward asymmetry of the final state tau lepton, is sensitive to changes in \(g_{\nu_R}\) only. As expected modifications to the left handed current do not result in a change away from the SM. For \(A_{\lambda}\), neither \(g_{\nu_R}\) or \(g_{\nu_L}\) produce any change. The integrated observables and ratios for these quantities are given in Table XVI and Table XVII respectively, where we repeat the SM results given in Table 50 and Table 51 for reference. Note that these are all within \(1\sigma\) of the equivalent quantities computed for \(B_c \to J/\psi \bar{v}_l\) in \[19\].

VIII. CONCLUSIONS

We have extended the heavy-HISQ methods of \[18\] to compute the four form factors, \(A_0(q^2), A_1(q^2), A_2(q^2)\) and \(V(q^2)\), for \(B_s \to D_s^* \bar{v}_l\) across the full kinematic range of the decay for the first time using lattice QCD. As in \[18\] our calculation uses the HISQ action for all quarks, allowing us to normalise the lattice weak current operators that couple the \(b\) and \(c\) quarks fully nonperturbatively. We have included with this work the complete set of parameters and their correlations needed to reconstruct our form factors, which are expected to be useful in upcoming improved analyses by the LHCb experiment.

Using these form factors we have presented the first computation in lattice QCD of the total decay rate to each of the three different final state leptons, as well as the tauonic/muonic ratio. We find (repeating Eqs. (41) to (44))

\[
\begin{align*}
\Gamma(B^0_s \to D_s^* e^+ e^-) &= 2.07(17)_{\text{lat}}(2)_{\text{EM}} \times 10^{13} \text{ s}^{-1} \\
\Gamma(B^0_s \to D_s^* \mu^+ \mu^-) &= 2.06(16)_{\text{lat}}(2)_{\text{EM}} \times 10^{13} \text{ s}^{-1} \\
\Gamma(B^0_s \to D_s^* \tau^+ \tau^-) &= 5.14(37)_{\text{lat}}(5)_{\text{EM}} \times 10^{12} \text{ s}^{-1} \\
R(D_s^*) &= 0.2490(60)_{\text{lat}}(35)_{\text{EM}}.
\end{align*}
\]

where the full error budget for these quantities is given in Table XIV. Note that we have included an uncertainty in

\begin{table}[h]
\centering
\caption{Integrated angular variables defined in \[10\] for the NP couplings given in Eq. (63).}
\begin{tabular}{|c|c|c|}
\hline
 & SM & \(g_{\nu_R}\) & \(g_{\nu_L}\) \\
\hline
\(\langle A_{\lambda}\rangle\) & 0.520(12) & 0.520(12) & 0.520(12) \\
\(\langle F_L^{D_s^*}\rangle\) & 0.440(16) & 0.441(16) & 0.440(16) \\
\(\langle A_{FB}\rangle\) & -0.092(24) & -0.033(18) & -0.092(24) \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{LFUV ratios defined in \[10\] for the NP couplings given in Eq. (63).}
\begin{tabular}{|c|c|c|c|}
\hline
 & SM & \(g_{\nu_R}\) & \(g_{\nu_L}\) \\
\hline
\(R(A_{\lambda})\) & 0.524(12) & 0.524(12) & 0.524(12) \\
\(R(F_L^{D_s^*}/\gamma)\) & 0.878(18) & 0.880(18) & 0.878(18) \\
\(R(A_{FB})\) & 0.345(56) & 0.126(57) & 0.345(56) \\
\hline
\end{tabular}
\end{table}
For the measurements of the shape of the decay by LHCb, we find that the measurement is broadly consistent with the recent measurement of the shape by the CLN parameters. The normalised differential decay rate, parameterised using both the CLN and BGL schemes, to compute a value of $|V_{cb}|$. We find the value computed in this way using lattice results across the full kinematic range is consistent with that computed using lattice input for only $h_{A_1}(1)$. Our values for $|V_{cb}|$ computed using experimental results parameterised in the CLN and BGL schemes respectively are given in Eq. (68). For $|V_{cb}|$ we take the average of their central values, with the larger of the two errors, to find (repeating Eq. (60))

$$|V_{cb}| = 42.2(1.5)_{\text{latt}}(1.7)_{\text{exp}}(0.4)_{\text{EM}} \times 10^{-3}.$$  \hspace{1cm} (66)$$

This value is not yet accurate enough to resolve the tension between inclusive and exclusive (using $B \to D^*$ at zero recoil) values for $V_{cb}$. Note that here, if binned experimental data for the differential rate was available, $|V_{cb}|$ could be determined by comparing our lattice results directly to experiment in a joint fit, without the need to use a parameterisation scheme.

Such a model-independent determination of $|V_{cb}|$ using $B_s \to D_s^*$ would require a reduction in uncertainty by a factor of $\approx 3$ in order to be competitive. Such a reduction in the uncertainty of our form factor results is feasible and may be achieved by working on ‘exafine’ lattices with lattice spacings $\approx 0.03$ fm, allowing us to work directly at the physical $b$ quark mass, as well as by including additional configurations to reduce statistical uncertainties at other values of the lattice spacing, as discussed in Section V D.

Our work paves the way for the calculation of form factors for $B \to D^*$ decay across the full range of $q^2$. This would also allow a direct determination of $|V_{cb}|$ from unfolded experimental results binned in $q^2$, reducing the reliance on extrapolation to the zero recoil point.

---

FIG. 17. $d\Gamma/dq^2$, $A_{FB}$ and $A_{\lambda\tau}$ for $B_s^0 \to D_s^{*+} \tau^- \bar{\nu}_\tau$ in the SM and for the values of $g_{V_L}$ and $g_{V_R}$ given in Eq. (63) from [10]. $d\Gamma/dq^2$ is normalised to the total rate in the $\ell = \mu$ case, $\Gamma_\mu$, and the $g_{V_L}$ and $g_{V_R}$ curves overlap. For $A_{FB}$ the SM and $g_{V_L}$ curves overlap and for $A_{\lambda\tau}$ all three curves overlap. Note that here we do not include the contribution of $\delta_{EM}$ to the uncertainty.
TABLE XVIII. Lattice form factor results for set 1. \( ak \) here is the value of the \( x \) and \( y \) components of the lattice momentum for the \( D_s^+ \). \( ak \) is calculated from the corresponding twist in Table IV.

| \( am_h \) | \( ak \) | \( A_0 \) | \( A_1 \) | \( A_2 \) | \( V \) |
|---|---|---|---|---|---|
| 0.65 | 0.0 | – | 0.9261(53) | – | – |
| 0.0358913 | 0.90(13) | 0.9251(54) | 1.1(2.0) | 1.09(48) |
| 0.0717826 | 0.898(68) | 0.9226(57) | 1.21(83) | 1.21(22) |
| 0.107674 | 0.893(48) | 0.9183(61) | 1.22(58) | 1.23(15) |
| 0.143565 | 0.882(38) | 0.9120(67) | 1.24(50) | 1.23(12) |
| 0.179456 | 0.867(33) | 0.9037(76) | 1.26(48) | 1.22(10) |
| 0.725 | 0.0 | – | 0.9277(54) | – | – |
| 0.0358913 | 0.92(14) | 0.9267(55) | 0.8(2.3) | 1.10(49) |
| 0.0717826 | 0.913(71) | 0.9242(58) | 1.01(71) | 1.22(22) |
| 0.107674 | 0.907(50) | 0.9199(62) | 1.04(42) | 1.24(15) |
| 0.143565 | 0.897(40) | 0.9136(68) | 1.06(33) | 1.24(12) |
| 0.179456 | 0.882(35) | 0.9052(78) | 1.07(30) | 1.23(10) |
| 0.8 | 0.0 | – | 0.9299(56) | – | – |
| 0.0358913 | 0.93(14) | 0.9289(57) | 0.7(2.7) | 1.12(49) |
| 0.0717826 | 0.930(75) | 0.9264(59) | 0.91(76) | 1.24(22) |
| 0.107674 | 0.924(53) | 0.9220(63) | 0.95(40) | 1.26(16) |
| 0.143565 | 0.913(43) | 0.9157(70) | 0.97(28) | 1.25(12) |
| 0.179456 | 0.898(37) | 0.9073(80) | 0.98(23) | 1.24(11) |
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Appendix A: Lattice Results

Here, in Tables XVIII to XXI, we give the lattice results for the form factors, including renormalisation factors, which were extracted from the matrix elements in Eq. (13) resulting from the fits discussed in Section III.

TABLE XIX. Lattice form factor results for set 2. \( ak \) here is the value of the \( x \) and \( y \) components of the lattice momentum for the \( D_s^+ \). \( ak \) is calculated from the corresponding twist in Table IV.

| \( am_h \) | \( ak \) | \( A_0 \) | \( A_1 \) | \( A_2 \) | \( V \) |
|---|---|---|---|---|---|
| 0.427 | 0.0 | – | 0.908(12) | – | – |
| 0.0524832 | 0.89(18) | 0.906(13) | 1.6(1.7) | 1.26(56) |
| 0.104966 | 0.87(10) | 0.896(15) | 1.07(96) | 1.23(31) |
| 0.15745 | 0.824(79) | 0.879(18) | 0.97(94) | 1.19(25) |
| 0.209933 | 0.768(75) | 0.857(23) | 1.0(1.3) | 1.13(24) |
| 0.262416 | 0.705(78) | 0.831(32) | 1.2(2.8) | 1.06(24) |
| 0.525 | 0.0 | – | 0.904(13) | – | – |
| 0.0524832 | 0.92(20) | 0.903(13) | 1.9(1.7) | 1.26(58) |
| 0.104966 | 0.89(11) | 0.893(15) | 1.13(60) | 1.24(33) |
| 0.15745 | 0.851(87) | 0.875(18) | 0.97(46) | 1.20(27) |
| 0.209933 | 0.792(83) | 0.852(24) | 0.91(51) | 1.14(25) |
| 0.262416 | 0.727(86) | 0.825(33) | 0.90(69) | 1.07(26) |
| 0.65 | 0.0 | – | 0.900(13) | – | – |
| 0.0524832 | 0.96(22) | 0.898(14) | 2.3(2.2) | 1.28(61) |
| 0.104966 | 0.94(12) | 0.888(15) | 1.24(63) | 1.27(35) |
| 0.15745 | 0.891(98) | 0.870(19) | 1.03(37) | 1.22(28) |
| 0.209933 | 0.829(93) | 0.847(25) | 0.94(33) | 1.17(27) |
| 0.262416 | 0.760(97) | 0.821(35) | 0.89(37) | 1.09(28) |
| 0.8 | 0.0 | – | 0.896(14) | – | – |
| 0.0524832 | 1.02(25) | 0.895(14) | 2.6(2.8) | 1.32(64) |
| 0.104966 | 0.99(14) | 0.884(16) | 1.36(78) | 1.31(37) |
| 0.15745 | 0.94(11) | 0.866(20) | 1.10(42) | 1.26(30) |
| 0.209933 | 0.88(11) | 0.843(26) | 0.99(31) | 1.20(29) |
| 0.262416 | 0.80(11) | 0.817(36) | 0.93(30) | 1.13(30) |

Appendix B: Reconstructing the Fit

Our parameterisation of the form factors for \( B_s \rightarrow D_s^+ \) in the continuum limit is given by Eq. (36). It consists of a pole factor with no uncertainty and a polynomial in \( z \) for which the coefficients with their uncertainties are given in Table XIII. In this section we give the correlations between the \( z \)-expansion coefficients which are necessary for reconstructing our results explicitly, as well as instructions for using the included ancillary files to load the \( z \)-expansion parameters together with their correlations automatically into python [63].

The correlation between two coefficients is defined in the usual way as

\[
\text{Corr}(X, Y) = \frac{\langle (\bar{X} - X)(\bar{Y} - Y) \rangle}{\sigma^2(X)\sigma^2(Y)} \tag{B1}
\]

where \( \sigma^2(X) \) is the variance of \( X \) and \( \bar{X} \) is the mean of \( X \). The values are tabulated in Tables XXII to XXXI.
### Table IV.

| $am_h$ | $ak$ | $A_0$ | $A_1$ | $A_2$ | $V$ |
|--------|------|-------|-------|-------|-----|
| 0.5    | 0.0  | 0.9910(73) |       |       | 0.0585768 | 1.00(54) | 1.42(19) |
|        |      |         |       |       | 0.117154 | 0.839(11) | 1.31(13) |
|        |      |         |       |       | 0.17573  | 0.75(14)  | 1.20(14) |
|        |      |         |       |       | 0.234307 | 0.66(21)  | 1.08(18) |
| 0.65   | 0.0  | 0.8864(75) |       |       | 0.0585768 | 1.00(74) | 1.47(20) |
|        |      |         |       |       | 0.117154 | 0.86(24)  | 1.36(14) |
|        |      |         |       |       | 0.17573  | 0.79(16)  | 1.24(14) |
|        |      |         |       |       | 0.234307 | 0.72(11)  | 1.11(20) |
| 0.8    | 0.0  | 0.8580(77) |       |       | 0.0585768 | 0.96(92) | 1.54(21) |
|        |      |         |       |       | 0.117154 | 0.88(30)  | 1.41(14) |
|        |      |         |       |       | 0.17573  | 0.83(20)  | 1.28(15) |
|        |      |         |       |       | 0.234307 | 0.78(19)  | 1.15(22) |

### Table XXI.

| $am_h$ | $ak$ | $A_0$ | $A_1$ | $A_2$ | $V$ |
|--------|------|-------|-------|-------|-----|
| 0.5    | 0.0  | 0.9244(90) |       |       | 0.0356761 | 0.82(25) | 1.37(93) |
|        |      |         |       |       | 0.0713522 | 0.92(13) | 1.27(44) |
|        |      |         |       |       | 0.107028 | 0.91(11)  | 0.27(35) |
|        |      |         |       |       | 0.142704 | 0.91(12)  | 0.25(27) |
| 0.65   | 0.0  | 0.9272(98) |       |       | 0.0356761 | 0.92(10) | 1.4(1.0) |
|        |      |         |       |       | 0.0713522 | 0.92(11) | 1.28(47) |
|        |      |         |       |       | 0.107028 | 0.92(12)  | 1.28(35) |
|        |      |         |       |       | 0.142704 | 0.91(13)  | 1.26(29) |
| 0.8    | 0.0  | 0.9310(10) |       |       | 0.0356761 | 0.93(11) | 1.5(1.1) |
|        |      |         |       |       | 0.0713522 | 0.92(12) | 1.31(50) |
|        |      |         |       |       | 0.107028 | 0.92(13)  | 1.31(37) |
|        |      |         |       |       | 0.142704 | 0.91(14)  | 1.28(30) |

### Table XXII.

| $\sigma^2$ | $a_0^{40}$ | $a_1^{40}$ | $a_2^{40}$ | $a_3^{40}$ |
|-------------|-------------|-------------|-------------|-------------|
| $a_0^{40}$  | 1.0         | -0.3781     | -0.007023   | -0.004275   |
| $a_1^{40}$  | -0.3781     | 1.0         | -0.1681     | 0.00345     |
| $a_2^{40}$  | -0.007023   | -0.1681     | 1.0         | -0.002318   |
| $a_3^{40}$  | -0.004275   | 0.00345     | -0.002318   | 1.0         |

### Table XXIII.

| $\sigma^2$ | $a_0^{41}$ | $a_1^{41}$ | $a_2^{41}$ | $a_3^{41}$ |
|-------------|-------------|-------------|-------------|-------------|
| $a_0^{41}$  | 0.2776      | -0.02225    | 0.1044      | 0.01322     |
| $a_1^{41}$  | 0.04791     | 0.0006896   | -0.2142     | -0.02751    |
| $a_2^{41}$  | -0.01723    | 0.03742     | 0.0506      | -0.003768   |
| $a_3^{41}$  | 0.003371    | -0.008893   | 0.0279      | 0.006599    |

In this calculation and in the ancillary files we use the `gvar` python package to track and propagate correlations. Included in the ancillary files are two text files: `CORRELATIONS.txt` contains a dictionary including the means and variances of the $z$-expansion parameters on the first line and a dictionary detailing the correlations between these parameters on the second line, `CHECKS.txt` contains arrays of $q^2$ values and form factor mean and standard deviation values at the corresponding values of $q^2$. This file is used by the python script `load_fit.py` as a simple check that the fit has been loaded correctly. Running `python load_fit.py` will load the parameters from `CORRELATIONS.txt` and compare values computed at hard coded intervals in $q^2$ to those in `CHECKS.txt` which were computed as part of this work. Running `python load_fit.py` will also produce some simple plots of the form factors across the full $q^2$ range. We have tested `load_fit.py` using Python 3.7.5 [63], gvar 9.2.1 [64], numpy 1.18.2 [65] and matplotlib 3.1.2 [66].

### Table XXIV.

| $\sigma^2$ | $a_0^{42}$ | $a_1^{42}$ | $a_2^{42}$ | $a_3^{42}$ |
|-------------|-------------|-------------|-------------|-------------|
| $a_0^{42}$  | -0.3816     | 0.2939      | -0.09207    | -0.006694   |
| $a_1^{42}$  | 0.03317     | -0.4783     | 0.1869      | 0.01545     |
| $a_2^{42}$  | 0.1246      | -0.2087     | -0.01677    | 0.004254    |
| $a_3^{42}$  | 0.005469    | -0.001225   | -0.03466    | -0.004052   |
### TABLE XXV. Correlation matrix for $z$-expansion coefficients of $A_0$ and $V$. 

| $\sigma^2$ | $a_0^V$ | $a_1^V$ | $a_2^V$ | $a_3^V$ |
|------------|---------|---------|---------|---------|
| $a_0^A_0$ | -0.002394 | -0.01266 | -0.004435 | -2.199e-05 |
| $a_1^A_0$ | 0.003344 | 0.01268 | 0.000509 | 2.598e-05 |
| $a_2^A_0$ | -0.001888 | 0.003397 | 0.0003099 | 1.767e-05 |
| $a_3^A_0$ | 0.0001465 | 0.0001454 | 2.376e-05 | 1.374e-06 |

### TABLE XXVI. Correlation matrix for $z$-expansion coefficients of $A_1$. 

| $\sigma^2$ | $a_0^{A_1}$ | $a_1^{A_1}$ | $a_2^{A_1}$ | $a_3^{A_1}$ |
|------------|-------------|-------------|-------------|-------------|
| $a_0^{A_1}$ | 1.0 | -0.03043 | -0.01583 | -0.01588 |
| $a_1^{A_1}$ | -0.03043 | 1.0 | -0.3144 | 0.02958 |
| $a_2^{A_1}$ | -0.01583 | -0.3144 | 1.0 | -0.09184 |
| $a_3^{A_1}$ | -0.01588 | -0.02958 | -0.09184 | 1.0 |

### TABLE XXVII. Correlation matrix for $z$-expansion coefficients of $A_1$ and $A_2$. 

| $\sigma^2$ | $a_0^{A_2}$ | $a_1^{A_2}$ | $a_2^{A_2}$ | $a_3^{A_2}$ |
|------------|-------------|-------------|-------------|-------------|
| $a_0^{A_1}$ | 0.3327 | -0.09657 | 0.666 | 0.01124 |
| $a_1^{A_1}$ | 0.4326 | 0.04303 | -0.1541 | -0.02324 |
| $a_2^{A_1}$ | -0.03016 | 0.5087 | 0.485 | 0.05027 |
| $a_3^{A_1}$ | 0.005564 | -0.007639 | 0.1149 | 0.01492 |

### TABLE XXVIII. Correlation matrix for $z$-expansion coefficients of $A_1$ and $V$. 

| $\sigma^2$ | $a_0^V$ | $a_1^V$ | $a_2^V$ | $a_3^V$ |
|------------|---------|---------|---------|---------|
| $a_0^{A_1}$ | 0.008341 | 0.009546 | 0.0007997 | 4.367e-05 |
| $a_1^{A_1}$ | 0.01089 | 0.02048 | 0.0008922 | 4.38e-05 |
| $a_2^{A_1}$ | -0.000702 | 0.01654 | 0.0008034 | 4.176e-05 |
| $a_3^{A_1}$ | -0.001079 | 0.0005229 | 1.918e-06 | -2.316e-08 |

### TABLE XXIX. Correlation matrix for $z$-expansion coefficients of $A_2$. 

| $\sigma^2$ | $a_0^{A_2}$ | $a_1^{A_2}$ | $a_2^{A_2}$ | $a_3^{A_2}$ |
|------------|-------------|-------------|-------------|-------------|
| $a_0^{A_2}$ | 1.0 | -0.6033 | 0.1237 | -0.001915 |
| $a_1^{A_2}$ | -0.6033 | 1.0 | -0.2094 | 0.01039 |
| $a_2^{A_2}$ | 0.1237 | -0.2094 | 1.0 | -0.07082 |
| $a_3^{A_2}$ | -0.001915 | 0.01039 | -0.07082 | 1.0 |

### TABLE XXX. Correlation matrix for $z$-expansion coefficients of $A_2$ and $V$. 

| $\sigma^2$ | $a_0^V$ | $a_1^V$ | $a_2^V$ | $a_3^V$ |
|------------|---------|---------|---------|---------|
| $a_0^{A_2}$ | 0.01155 | -0.025 | -0.000755 | -3.602e-05 |
| $a_1^{A_2}$ | -0.002784 | 0.04492 | 0.001724 | 8.523e-05 |
| $a_2^{A_2}$ | 0.003861 | -0.002808 | 0.0001025 | 7.013e-06 |
| $a_3^{A_2}$ | 0.0008794 | 4.2e-05 | 2.166e-05 | 1.227e-06 |

### Appendix C: BGL Parameters and Unitarity Check

#### 1. Conversion to BGL Scheme

We may also use our results to determine the parameters entering the BGL parameterisation. This allows us to check the unitarity constraints \( \sum (a_n^{\text{BGL}})^2 \leq 1 \) To do this we convert our form factors to the helicity basis, given by \[67\]:

\[
g = \frac{2}{M_{B_s} + M_{D_s}^*} \frac{V}{f} = (M_{B_s} + M_{D_s}) A_1
\]

\[
F_1 = \frac{M_{B_s} + M_{D_s}^*}{M_{D_s}} \left[ -\frac{2M_{B_s}^2 |p'|^2}{(M_{B_s} + M_{D_s}^*)^2} A_2 - \frac{1}{2} (t - M_{B_s}^2 + M_{D_s}^2) A_1 \right]
\]

\[
F_2 = 2A_0
\]

where \( p' \) is the \( D_s^* \) spatial momentum in the \( B_s \) rest frame. The BGL scheme then parameterises these form factors using the expansion in \( z \) space,

\[
F(t) = \frac{1}{P(t) \phi(t,t_0)} \sum_{n=0}^{\infty} a_n^{\text{BGL}} z(t,t_0)^n
\]

where the pole function \( P_t \) is the same as we have defined in Eq. (24) and the outer functions, \( \phi \), are defined in [67]. We use the resonance masses given in [67] in the pole functions \( P_t \). In order to compute the outer functions we use the values of \( \chi_{L(T)}(\pm u) \) computed in [18]. We use our results to output form factor values in the helicity basis at a large number of \( \bar{q}^2 \) values, which we subsequently fit using Eq. (C2) truncated at \( n = 3 \). Our results, expressed in terms of the BGL parameterisation, are given in Table XXXII, together with the unitarity bounds which we find to be far from saturation.

#### 2. Comparison to $B \to D^*$ BGL Coefficients

As well as checking that the unitarity constraints are satisfied by the BGL parameters for \( B_s \to D_s^* \) it is also useful and interesting to reparameterise our results using the BGL scheme for \( B \to D^* \). This allows us to compare our results to those for \( B \to D^* \), and also allows for
our results to be more readily incorporated into analyses which assume $SU(3)_f$ flav symmetry.

The BGL coefficients are sensitive to the meson masses through the outer functions and through the definition of $z(q^2,t_0,t_+).$ In order to reparameterise our results using the BGL scheme for $B 	o D^*$ we first convert our results to the helicity basis, using the $B_+$ and $D^*_+$ masses (as in Eq. (C1)), and then fit these to the BGL parameterisation for $B 	o D^*,$ in which $z(q^2,t_0,t_+)$ and the outer functions are computed using the $B$ and $D^*$ masses. In order to compare to the BGL coefficients for $B 	o D^*$ determined in [62, 68] we use the masses and values of $\chi_{L(T)}(\pm u)$ given in Tables IV and III of [68]. [68] and [62] both use the same definitions for the outer functions, given in [38], which we also use here, as well as choosing $t_0 = t_\pm.$ Note that these definitions differ from those used in Appendix C1, from [67], where the $t_\pm$ is given by the true pair production threshold in each channel (e.g. the threshold for $BD$ production for the vector channel and the threshold for $B^*D$ production for the axial-vector and pseudoscalar channels), whereas in [38] and [62, 68] it is taken to be $(M_{D^*} + M_B)^2$ for all channels.

Note also that since our results for $B_+ \to D^*_+$ satisfy the kinematical constraint Eq. (33), involving the $B_+$ and $D^*_+$ masses, the equivalent constraint for $B \to D^*$ will not be satisfied and so must be imposed. We must also impose the constraint $F_1(g^2_{\text{max}}) = (M_B - M_{D^*})f(g^2_{\text{max}})$ which will not otherwise be satisfied. We impose these constraints explicitly by using them to fix the zeroth-order coefficients of $F_2$ and $F_1.$

We use a BGL parameterisation including up to $z^2$ terms for $f,$ $F_1$ and $g,$ and up to $z$ for $F_2.$ The coefficients are given in Table XXXIII, where we see that our results are consistent with the BGL parameters for $B \to D^*.$ The correlation matrix for our results in this parameterisation scheme is given in Table XXXIV. We conclude that there is no significant effect on the form factors evident in our results with a strange spectator quark compared to those with an up/down one.

### Table XXXII. BGL parameters for our results determined using the BGL parameterisation for $B \to D^*,$ compared to the BGL parameters extracted from experimental data, lattice results and light cone sum rules for $B \to D^*$ in [62].

| $a_{0}^{BGL}$ | $a_{1}^{BGL}$ | $a_{2}^{BGL}$ | $a_{3}^{BGL}$ | $\sum(a_{n}^{BGL})^2$ |
|----------------|----------------|----------------|----------------|-------------------|
| $F_1$          | 0.002402(90)   | -0.0018(44)    | -0.041(97)     | 0.04(82)          |
| $F_2$          | 0.0384(21)     | -0.077(45)     | -0.25(42)      | 0.01(0.0)         |
| $f$            | 0.01420(53)    | -0.019(14)     | -0.0(0.7)      | 0.00055(84)       |
| $g$            | 0.0300(33)     | 0.0(0.08)      | -0.04(54)      | 0.0(1.0)          |

### Table XXXIII. BGL parameters for our results determined using the BGL parameterisation for $B \to D^*.$

| $BGL$ Fit: | This work, $B_+ \to D^*_+$ | $B \to D^*$ [62] |
|------------|----------------------------|------------------|
| $a_0^g$    | 0.01258(47)                | 0.01224(18)      |
| $a_1^g$    | -0.008(15)                 | -0.052(+27,-15)  |
| $a_2^g$    | -0.03(22)                  | 1.0(+0,-5)       |
| $a_1^f$    | 0.00009(402)               | -0.0070(+54,-52) |
| $a_2^f$    | -0.066(61)                 | 0.089(+96,-100)  |
| $a_0^q$    | 0.0339(37)                 | 0.0289(+57,-37)  |
| $a_1^q$    | 0.005(100)                 | 0.08(+8,-22)     |
| $a_2^q$    | -0.005(315)                | -1.0(+2.0,-0)    |
| $a_{F2}$   | 0.0108(50)                 | -               |

### Appendix D: Stability of our Form Factors Under Variations of the Fit

#### 1. Variations of Correlator Fits

In Figure 18 and Figure 19 we show the variation of the form factors $A_0$ and $A_2,$ evaluated at $q^2 = 1$ GeV$^2,$ 5 GeV$^2,$ 10 GeV$^2,$ as in Figure 6. In these plots we see that these form factors do not change significantly as a result of varying the correlator fit inputs.

#### 2. Order of Expansion

We also investigate the effects of including fewer $z$ terms in Eq. (25) as well as fewer $am_c,$ $am_h$ and $2\Lambda_{QCD}/M_{hq}$ terms in Eq. (26). Figure 20 gives the total width, as well as values of the form factors at several values of $q^2,$ obtained using these variations, where we see that our results are insensitive to the removal of the highest order terms. We also investigate the effect of increasing or decreasing the prior widths of the parameters $b^{ijk}$ in Eq. (26) by a factor of 2. These results are also shown in Figure 20 where, as in [18], we see only a very small effect on the central values of our results.

#### 3. Variation of Pole Term

The pole function Eq. (24) includes the effects of subthreshold $b\bar{c}$ resonances in $q^2.$ These begin at the square of the $B$ mass, $\langle 6.275\text{GeV} \rangle^2,$ significantly above the maximum physical value of $q^2_{\text{max}} \approx \langle 3.25\text{GeV} \rangle^2.$ As such we do not expect the exact positions or number of poles to have a large effect on the fits, although the choice of the number of poles to include will act as a normalisation, changing the magnitude of the coefficients $a_n$ appearing in Eq. (25). Here we investigate the effect of including...
TABLE XXXIV. Correlation matrix for our BGL parameters determined using the BGL parameterisation for $B \to D^*$, given in Table XXXIII.

|        | $a_0^f$ | $a_1^f$ | $a_2^f$ | $a_1^{F_1}$ | $a_2^{F_1}$ | $a_0^g$ | $a_1^g$ | $a_2^g$ | $a_1^{F_2}$ | $a_2^{F_2}$ |
|--------|---------|---------|---------|-------------|-------------|---------|---------|---------|-------------|-------------|
| $a_0^f$| 1.0     | -0.097  | 0.057   | -0.192      | 0.031       | 0.008   | 0.011   | 0.006   | 0.127       |             |
| $a_1^f$| 1.0     | -0.546  | 0.191   | -0.204      | 0.014       | 0.011   | -0.043  | -0.033  |             |             |
| $a_2^f$| 1.0     | -0.051  | 0.007   | -0.009      | 0.024       | 0.081   | -0.059  |         |             |             |
| $a_1^{F_1}$| 1.0    | -0.737  | -0.002  | 0.036       | -0.016      | 0.177   |         |         |             |             |
| $a_2^{F_1}$| 1.0    | -0.001  | -0.043  | 0.019       | 0.414       |         |         |         |             |             |
| $a_0^g$| 1.0     | -0.382  | 0.006   | 0.002       |             |         |         |         |             |             |
| $a_1^g$| 1.0     | -0.087  | 0.014   |             |             |         |         |         |             |             |
| $a_2^g$| 1.0     | 0.007   |         |             |             |         |         |         |             |             |
| $a_1^{F_2}$|       |         |         |             |             |         |         |         |             |             |
| $a_2^{F_2}$|       |         |         |             |             |         |         |         |             |             |

FIG. 18. As for Figure 6 showing the stability of the form factor $A_0$ evaluated at $q^2 = 1 \text{ GeV}^2, 5 \text{ GeV}^2, 10 \text{ GeV}^2$.

FIG. 19. As for Figure 6 showing the stability of the form factor $A_2$ evaluated at $q^2 = 1 \text{ GeV}^2, 5 \text{ GeV}^2, 10 \text{ GeV}^2$. 
FIG. 20. Plot showing the stability of the total rate for \( B_s^0 \to D_s^+ \mu^+ \nu_\mu \) considering lower order truncations of \( z \)-expansion, discretisation and heavy mass dependent terms in Eq. (25) and Eq. (26). \( \mathcal{O}(n_1, n_2, n_3, n_4) \) corresponds to the result including terms of highest order \( \mathcal{O}((2A/M_{b_{0}})^{n_1}, (am_c)^{n_2}, (am_u)^{n_3}, z^{n_4}) \). The vertical black line is our final result, corresponding to \( \mathcal{O}(3, 3, 3, 3) \), and the grey band is its uncertainty. We also include variations in which we multiply our prior widths either by a factor of 2 or 0.5, labelled as \( 0(\sigma) \to 0(\sigma \times 2) \) and \( 0(\sigma) \to 0(\sigma/2) \) respectively. Our result for the total rate is very stable to these variations. Note that here we do not include the contribution of \( \delta_{EM} \) to the uncertainty. We also include similar plots for the form factors, evaluated at \( q^2 = 1 \text{ GeV}^2, 5 \text{ GeV}^2, 10 \text{ GeV}^2 \) plotted in green, red and blue respectively.

FIG. 21. Magnitude of the \( \mathcal{O}(z) \) coefficient, \( a_1 \), for each form factor plotted against the number of poles included in Eq. (24). The prior widths on the \( b_{ijk}^{a} \) are scaled according to the number of poles, see text. Note that the maximum number of poles included for \( A_0 \) is 3. The black crosses and error bars give the total width for the \( \ell = \mu \) case, \( \Gamma/|\eta_{EW}V_{cb}|^2 \), determined from that fit, using the right-hand \( y \)-axis. The grey band corresponds to our final result for the total width using \( N_{\text{poles}} = 4 \), and prior values for \( b_{ijk}^{a} \) of \( 0(1) \). This shows how the different coefficients as a function of \( N_{\text{poles}} \) give a very stable result for the total width. Note that here we do not include the contribution of \( \delta_{EM} \) to the uncertainty in \( \Gamma/|\eta_{EW}V_{cb}|^2 \).

fewer poles in Eq. (24) by repeating our analysis including only the first \( N_{\text{poles}} \) resonances listed in Table XII.

We take a prior width on the \( z \)-expansion coefficients of \( 5.0 - N_{\text{poles}} \). We are able to obtain a good fit, with \( \chi^2/\text{dof} \approx 0.1 \) in all cases. Since there are only 3 poles for \( A_0 \) expected below \( t_+ \), we include only 3 poles for that form factor even in the \( N_{\text{poles}} \) case.

Figure 21 shows these results, plotting against the left-hand \( y \)-axis the magnitude of the coefficient corresponding to the order \( z \) term, \( a_1 \), coming from the fits as a function of the number of poles included. Results are given for each form factor. We see that as we include fewer poles, increasingly large \( z \)-expansion coefficients are needed partly in order to account for the removal of physical \( q^2 \) dependence from missing poles but also because of the normalisation change.

4. Inclusion of Outer Functions

In order to investigate the effect of excluding the outer functions from Eq. (25) we consider using the BGL parameterisation described in Appendix C1 for the extrapolation to the physical point of Section IV A. In order
are in good agreement with those computed by converting the continuum extrapolation using Eq. (D1). Note that these values are in good agreement with those computed by converting the continuum results computed using Eq. (25) to the BGL scheme, given in Table XXXII.

| $a_0$  | $a_1$  | $a_2$  | $a_3$  | $\Sigma a_n$ |
|--------|--------|--------|--------|-------------|
| F₁     | 0.000235(10) | -0.0058(63)  | -0.04(13)  | -0.31(91)  | 0.1056(56) |
| F₂     | 0.0357(33)   | -0.122(79)  | -0.20(87)  | 0.0(10)  | 0.0634(34) |
| f      | 0.01388(62)  | -0.017(26)  | -0.10(54)  | 0.0(10)  | 0.0111(11) |
| g      | 0.0329(57)   | -0.03(11)   | 0.01(99)   | 0.0(10)  | 0.0022(21) |

to do this, we first convert our lattice data for the form factors to the helicity basis given in Eq. (C1). To evaluate the outer functions $\phi$, defined in [67], as we vary the heavy mass we must evaluate the function $\chi_{L(T)}(\pm u_h)$, defined in [38], at different values of $u_h$. As in [18] we take $u_h = 0.33$, $m_b$ pole = 4.78 and $\alpha_s = 0.22$. We use $u_h = u_0 \times M_{T}/M_{T0}$, to approximate the heavy mass dependence of $u_h$, as well as using $m_b$ pole = $m_b$ pole $\times M_{T}/M_{T0}$. Our BGL fit function then has the form

$$F(t) = \frac{1}{P(t)\phi(t,t_0)} \sum_{n=0}^{\infty} a_n^{BGL'} z(t,t_0)^n$$

(D1)

with

$$a_n^{BGL'} = \sum_{j,k,l=0}^{3} b_{ijkl}^{\prime} \Delta_h^{(j)} \left( \frac{am_{\text{val}}}{\pi} \right)^{2k} \left( \frac{am_{\text{val}}}{\pi} \right)^{2l} N_n.$$  

(D2)

where $N$ and $\Delta_h^{(j)}$ have the same definitions as in the main analysis discussed in Section IV A. We take $t_0 = t_\ast = q_\text{max}^2$, and use the same approximate form as in Section IV A for the variation of the pole masses with the heavy quark mass. We take the same priors as in Section IV A for the coefficients $b_{ijkl}^{\prime}$ and for those entering $N_n$. In this fit we also impose the kinematical constraint at $q^2 = 0$, which here takes the form $2F_1(0) - F_2(0) (M_{B_d}^2 - M_{B_s}^2) = 0$. Note that this is equivalent to the constraint $2M_{D_2} A_0(0) = (M_{D_2} + M_{H}) A_1(0) + (M_{D_2} - M_{H}) A_2(0)$ from the definitions of the helicity basis form factors given in Eq. (C1). We also have, from the definitions Eq. (C1), the additional condition that $F_1(q_\text{max}^2) = (M_{B_s} - M_{B_d}) f(q_\text{max}^2)$. We impose these conditions both at the physical point and on each lattice including a nuisance term as in Section IV A. Note that here we neglect the running of $\alpha_s$ with heavy mass, allowing for this to be taken up elsewhere in the fit. The results of fitting our lattice data to Eq. (D1) are given in Table XXXV, where we see that the BGL parameters from this fit are very close to those given in Table XXXII which were computed from the continuum form factors extrapolated to the physical continuum using Eq. (25) without including outer functions. In both cases the unitarity bounds are far from saturation without the need to impose this constraint in our fits. This shows that the approach adopted here and in [18], of excluding the outer functions from the physical continuum extrapolation, is consistent with including them.

The physical continuum form factors computed using Eq. (D1) (converted to the $A_0, A_1, A_2, V$ basis) are given in Figure 22, together with those computed using Eq. (25). The total rate computed using the outer functions is, for the $\ell = \mu$ case, $\Gamma^{BGL} = 1.88(20)_{\text{latt}}(2)_{\text{EM}} \times 10^{13}$ s⁻¹, compared to $\Gamma = 2.06(16)_{\text{latt}}(2)_{\text{EM}} \times 10^{13}$ s⁻¹ computed in Section V, again demonstrating that the exclusion of the outer functions during the extrapolation to the physical continuum point does not have any significant effect on our results.

In Figure 22 we also plot form factors resulting from performing the extrapolation in the HQET basis. The form factors in this basis are related to the form factors in the helicity basis by

$$g = \frac{h_V}{M_{B_d} \sqrt{r}}$$

$$f = \sqrt{r}(1 + w) h_{A_1}$$

$$F_1 = M_{B_s}^2 \sqrt{r} (1 + w) ((w - r) h_{A_1} - (w - 1) (r h_{A_2} + h_{A_3}))$$

$$F_2 = \frac{1}{\sqrt{r}} ((1 + w) h_{A_1} + (r w - 1) h_{A_2} + (r - w) h_{A_3}),$$

(D3)

and for this extrapolation we use a simple form in powers of $w - 1$, which does not include any information about the pole terms:

$$F(t) = \sum_{n=0}^{\infty} a_n^{\text{HQET}} (w - 1)^n.$$  

(D4)

Here

$$a_n^{\text{HQET}} = \sum_{j,k,l=0}^{3} b_{ijkl}^{\prime} \Delta_h^{(j)} \left( \frac{am_{\text{val}}}{\pi} \right)^{2k} \left( \frac{am_{\text{val}}}{\pi} \right)^{2l} N_n.$$  

(D5)

We see in Figure 22 that our final results for the continuum form factors, extracted by fitting lattice data to Eq. (25), are broadly consistent with the two alternative fits discussed in this section: the HQET-like fit to simple powers of $w - 1$, Eq. (D4), and the full BGL expression, Eq. (D1). We also show in Figure 23 that the shape of the differential decay rate resulting from each of these fits is consistent. The total rate for the semimuonic mode resulting from the $w - 1$ fit is $1.95(19) \times 10^{13}$ s⁻¹, which is consistent with our final result, $\Gamma = 2.06(16)_{\text{latt}}(2)_{\text{EM}} \times 10^{13}$ s⁻¹, computed using Eq. (25) to perform the extrapolation.
FIG. 22. The form factors as a function of the recoil $w$. The red curves, denoted ‘A,V’ in the legend, are the result of this work, computed using Eq. (25) to fit the lattice form factor data without the use of outer functions. The green curves use the full BGL parameterisation Eq. (D1), including the outer functions $f(t,t_0)$ and their heavy mass dependence, to fit the lattice form factor data. The blue curves were computed using Eq. (D4), fitting the $q^2$ dependence using powers of $w - 1$ without including any pole terms or outer functions. Here we see that the three methods produce consistent results for the form factors.
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