Anticipation: an effective evolutionary strategy for a sub-optimal population in a cyclic environment
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Abstract

We built a two-state model of an asexually reproducing organism in a periodic environment endowed with the capability to anticipate an upcoming environmental change and undergo pre-emptive switching. By virtue of these anticipatory transitions, the organism oscillates between its two states that is a time θ out of sync with the environmental oscillation. We show that an anticipation-capable organism increases its long-term fitness over an organism that oscillates in-sync with the environment, provided θ does not exceed a threshold. We also show that the long-term fitness is maximized for an optimal anticipation time that decreases approximately as 1/n, n being the number of cell divisions in time T. Furthermore, we demonstrate that optimal “anticipators” outperform “bet-hedgers” in the range of parameters considered. For a sub-optimal ensemble of anticipators, anticipation performs better to bet-hedging only when the variance in anticipation is small compared to the mean and the rate of pre-emptive transition is high. Taken together, our work suggests that anticipation increases overall fitness of an organism in a periodic environment and it is a viable alternative to bet-hedging provided the error in anticipation is small.

The question of how to best navigate an unpredictable future is central to the issue of survival of a species. It is widely believed that an evolutionary trade-off between immediate and long-term gain is essential to safeguard the
overall success of a species. A decision to forgo immediate gain is justified provided that the same decision effectively shields an organism from long-term risks. An annual plant for example, can selectively delay germination, thereby suffering an immediate loss in terms of its reproductive success, in order to avoid germinating all at once and accidentally facing a drought [1], [2]. In this context of risk-gain trade-off, two survival strategies have been widely recognized: i) a bet-hedging strategy of maintaining phenotypic heterogeneity, ii) a strategy of anticipation where an organism undergoes pre-emptive change in advance in order to address future problems. Using a well-known two state model, we explore the role of anticipation in maximizing evolutionary fitness of an asexually reproducing organism in a periodic environment and also conduct a comparative study of the same with a bet hedging model.

Biology is replete with examples of bet-hedging, where a clonal population maintains non-heritable phenotypic polymorphism even though only one of the phenotypes is fit in a given environment. It was known since 1942 for example, that a fraction of bacteria that were not resistant, persisted nonetheless even after extensive treatment with antibiotic [3], [4]. The persisters were shown to be slow-growing or dormant [5] and hence could not be targeted by antibiotics. Under normal condition, persisters, owing to their slow growth, were evidently unfit, yet a bacterial population always maintained them as an “insurance” against antibiotic stress. Phenotypic polymorphism is fairly common in systems governed by non-linear gene regulatory mechanisms [6], [7], [8], [9], [10], [11] where a globally stable state splits into two or more stable states as a function of an external parameter [12]. E. Coli cells for example, cultured in a lac non-induced state split into two stable sub-groups, one fully induced and another totally non-induced, as a function of external inducer concentration [11]. Another salient feature of these types of systems is spontaneous stochastic phenotypic switching between phenotypes as exemplified in bacterial persistence [5]. Using hipA7 and hipQ mutants of E. Coli, Balaban et al. identified two different types of persisters, which they named Type I persister and Type II persister, along with the normal rapidly dividing cells. They showed that while Type I persisters were characterized by a negligible switching from normal to the persistent phenotype during exponentially growing phase, switching could be induced by trigger events like antibiotic stress. Type II persisters on the other hand had non-zero switching rates between the normal and persister phenotypes regardless of trigger events. Therefore, it is clear that these switching rates are not only essential in maintaining phenotypic diversity but they are themselves influenced by environmental trigger events [13].

While bet-hedging has been established as a ubiquitously deployed strategy for maximizing long-term fitness, it is not the only currency in town. Another widely discussed strategy is anticipation wherein an organism anticipates an impending change and mounts a pre-emptive response. To quote
Rosen, “An anticipatory system is a system containing a predictive model of itself and/or its environment, which allows it to change state at an instant in accord with the model’s predictions pertaining to a later instant” [13]. While it is difficult to conceive of a system that can anticipate a randomly fluctuating environment, it is unclear if environments in general are really given to vagaries. Examples of strictly periodic environments, like the seasonal or the diurnal cycles, are pretty commonplace. For an organism occupying a niche that changes cyclically, anticipatory behavior can be evolutionary hardwired. In line with this logic we see widespread anticipatory behavior in seasonal flowering plants and in migratory behavior of birds and mammals. Circadian oscillation is observed in mammals like mice and birds [15], fruitfly—Drosophila melanogaster [17], filamentous fungus—Neurospora crassa [19], and also in cyanobacterium—Synechococcus elongatus [20]. Defining property of the oscillator is its ability to be entrained by an external time varying stimulus and a free running rhythm in the absence of external reinforcement. Free running rhythm constitutes a perfect example of anticipatory behavior. Furthermore, as correctly pointed out by Tagkopoulos et al. [21], fluctuation in one environment variable can be highly correlated with others. Temporal fluctuation in temperature can appear to be random but when taken together with fluctuation in O_2 levels, can show highly correlated structure: a rise in the former heralding a drop in the later [21]. Using a combination of computer simulation and experimental validation, the authors showed that these temporal correlations could be exploited even by simple microbes to mount an anticipatory response. Given the obvious fitness benefit in accurately predicting changes in an environment, it stands to reason to study anticipation quantitatively using analytically tractable models. Previously, Kussell et al. [22] undertook a similar venture by building a linear model and comparing two strategies: bet hedging and what they called “responsive-switching”—a mechanism akin to anticipation. Their “responsive-switching” was incorporated in the structure of the switching matrix and also in a cost variable c, representing the cost for maintaining an active sensory device. Assuming that the duration of different environmental states are long, they showed that stochastic switching is favored when environment stays steady for longer. Though their model accounted for the cost of maintaining a sensory apparatus, the phenotypic switching rates however changed instantaneously, without delay and in sync with the environment. Therefore their model did not explicitly take into account pre-emptive response—a major tenet of anticipatory behavior.

Two state models have a long history in mathematical evolutionary biology [5], [23], [24], [25]. In this paper, we modified an existing two state model discussed in Thattai et al. [23] and made it anticipation capable by explicitly endowing it with a capacity to mount a pre-emptive response and then answered questions like—can anticipation confer fitness benefit? Second, what is the optimal anticipation time and range of time over which anticipation is
beneficial? What are the factors these quantities depend on and how? For a strictly cyclic environment, does anticipation fare better to bet hedging? How does error in anticipation affect fitness?

Model

Our model is shown graphically in Fig 1. It describes evolution of a population of asexually reproducing organism in a periodically changing environment that shuttles between two states, $e_1$ and $e_2$, with a period $2T$. We assumed that our model organism has two distinct phenotypic states, denoted by $P_1$ and $P_2$, with $P_1$ being fit in $e_1$ and $P_2$ in $e_2$ respectively. Therefore, our organism exchanges fitness between phenotypes $P_1$ and $P_2$ as the environment cycles between $e_1$ and $e_2$. Fitness is measured in terms of their growth rates, $\gamma_1$ and $\gamma_2$, with the fit phenotype having a higher growth rate. We set the growth rate of the unfit phenotype to be zero ($\gamma_2 = 0$ in $e_1$ and $\gamma_1 = 0$ in $e_2$), thereby tacitly assuming that the unfit phenotype is dormant. In principle, fit phenotypes — $P_1$ in $e_1$ and $P_2$ in $e_2$ — can have two different growth rates in these two different environments but for simplicity’s sake we have assumed them to be the same and denoted it by $\gamma$. Main conclusions of this paper are unaffected by this assumption. It is further assumed that the organism can anticipate an impending environmental transition at a time $\theta$ before the environment actually flips by means of a sensory apparatus that constantly surveys the environment. By virtue of this assumption, phenotypic switchings in our model are not random but instead they are regulated actively by the organism itself. Therefore, for $e_1$, only the unfit phenotype $P_2$ transitions to $P_1$ with a rate $\alpha$ but $P_1$ is forbidden to change to $P_2$. Had it been random, transitions from both fit to unfit and from unfit to fit phenotypes would have been non-zero. After a time $T - \theta$ has elapsed, our organism senses an upcoming environmental change and subsequently switches its rates pre-emptively whereby the rate of transition from $P_1 \rightarrow P_2$ becomes $\alpha$ and the transition rate from $P_2 \rightarrow P_1$ becomes zero. It is worth noting that for $T - \theta \leq t \leq T$, $P_1$ is still the fit phenotype ($\gamma_1 = \gamma$ and $\gamma_2 = 0$) yet the organism bears this immediate cost of switching to the unfit phenotype in an effort to prepare for the upcoming changes in the future. After a time $T$, the environment changes from $e_1$ to $e_2$ rendering $P_2$ fit over $P_1$ and consequently $\gamma_2$ becomes $\gamma$ and $\gamma_1$ becomes zero. At a time $2T - \theta$ — a time $\theta$ before the second environmental flip — our model organism mounts its second pre-emptive response by resetting the transition rate from $P_2 \rightarrow P_1$ back to $\alpha$ and from $P_1 \rightarrow P_2$ to zero even though $P_2$ is fit compared to $P_1$ in the time interval $2T - \theta \leq t \leq 2T$. After a time $2T$, the environment changes again from $e_2$ to $e_1$ and then the cycle repeats itself. Re-defining the system in terms of dimensionless parameters
Figure 1: We assume a periodically changing environment that shuttles between two environmental states $e_1$ & $e_2$, shown as black horizontal bars, with a period $2T$. The organism has two phenotypic states, $P_1$ and $P_2$, color-coded according to their fitness. The fit phenotype is shown in orange and the unfit phenotype in green. The fit phenotype grows with a rate $\gamma > 0$ (shown as a self loop in green) whilst the unfit phenotype is dormant and does not grow. Our organism surveys its environment and by virtue of its ability to monitor the environment, phenotypic switchings are not random. So in $e_1$, the unfit phenotype $P_2$ switches to $P_1$ with a rate $\alpha$ for a time period of $T - \theta$. In an anticipation for an upcoming environmental flip, the organism mounts a pre-emptive response by reversing the direction of transition by setting the rate from $P_1 \rightarrow P_2$ to $\alpha$ and from $P_2 \rightarrow P_1$ to zero, at a time $T - \theta$ and continues like that until $2T - \theta$ when it mounts its second anticipatory response. At a time $T$ the environment switches from $e_1$ to $e_2$, rendering $P_1$ unfit and $P_2$ fit. $P_2$ therefore proliferates with a rate $\gamma > 0$ but $P_1$ now lays dormant. At $2T - \theta$, the organism reverses the direction of transition once more before the environment switches back to $e_1$ from $e_2$ at time $2T$. The shaded regions from $T - \theta$ to $T$ and from $2T - \theta$ to $2T$ are anticipatory regimes where a phenotype, in spite of being fit, pre-emptively transitions to the unfit phenotype. The modules used for anticipatory regimes are enclosed inside red rectangular boxes.
\[ \tau = \gamma t, \quad \alpha = \alpha/\gamma \] we have

\[
\begin{align*}
N_{1,\tau+1} &= 2N_{1,\tau} + \alpha N_{2,\tau} & 0 \leq \tau \leq n - m \\
N_{2,\tau+1} &= N_{2,\tau} - \alpha N_{2,\tau} \\
N_{1,\tau+1} &= 2N_{1,\tau} - \alpha N_{1,\tau} & n - m \leq \tau \leq n \\
N_{2,\tau+1} &= N_{2,\tau} + \alpha N_{1,\tau} \\
N_{1,\tau+1} &= N_{1,\tau} - \alpha N_{1,\tau} & n \leq \tau \leq 2n - m \\
N_{2,\tau+1} &= 2N_{2,\tau} + \alpha N_{1,\tau} \\
N_{1,\tau+1} &= N_{1,\tau} + \alpha N_{2,\tau} & 2n - m \leq \tau \leq 2n
\end{align*}
\]

where \( N_1 \) and \( N_2 \) are the sizes of phenotypes \( P_1 \) and \( P_2 \) respectively. It is also understood that the increment in time, \( \Delta t \), is measured in units of cells division time scale \( t_d = \gamma^{-1} \). Consequently \( n = \gamma T \) and \( m = \gamma \theta \) are the number of cell division events in times \( T \) and \( \theta \) respectively. The time \( T \) is chosen in such a way that it is larger than a typical cell division time scale yet not large enough that the organism has ample time to adapt. In fact one can expect that in the limit of very large \( T \), the advantage from anticipation will be negligible. From now on we will use \( n \) and \( m \) to indicate \( T \) and \( \theta \) respectively. The dimensionless rate \( \alpha \) is the ratio of the actual transition rate to the growth rate and hence only \( \alpha \) values of \( < 1 \) are considered. It is clear from Eqn (1) that the number of individuals after \( C \) cycles of period \( 2n \) is given by

\[
\vec{N}_C = \left[ \begin{array}{cc}
1 & \alpha \\
2 - \alpha & 0
\end{array} \right]^m \left[ \begin{array}{cc}
1 - \alpha & 0 \\
\alpha & 2
\end{array} \right]^{n-m} \left[ \begin{array}{cc}
2 - \alpha & 0 \\
\alpha & 1
\end{array} \right]^m \left[ \begin{array}{cc}
2 & \alpha \\
0 & 1 - \alpha
\end{array} \right]^{n-m} \vec{N}_0
\]

\[ = \left[ M_4^m M_3^{n-m} M_2^{n-m} M_1^{n-m} \right]^C \vec{N}_0 \]

where \( \vec{N} = (N_1, N_2)^T \). Long term fitness therefore is given by the largest eigenvalue (\( \lambda_1 \)) of the transfer matrix \( M_4^m M_3^{n-m} M_2^{n-m} M_1^{n-m} \) \[24, 25\].

**Results**

*Anticipation increases long-term fitness:* Fig 2 shows the plot of long-term fitness (\( \lambda_1 \)) as a function of \( \alpha \) and \( m \) for \( n = 8 \). We see that for any \( \alpha \), increase in \( m \) leads to a transient increase in \( \lambda_1 \) reaching a maximum for an optimal \( m \) (\( m_{\text{opt}} \)). Beyond \( m_{\text{opt}} \), \( \lambda_1 \) decreases monotonically, crossing \( \lambda_1(m = 0) \) at \( m = m_R \). From \( m_R \) onwards, \( \lambda_1 \) progressively falls behind \( \lambda_1(m = 0) \) with increase in \( m \), leading to a loss in long-term fitness compared
Figure 2: Surface plot of the largest eigenvalue ($\lambda_1$) of the transfer matrix in Eqn (2) as a function of the phenotypic switching rate $\alpha$ and anticipation time $m$ when $n = 8$. The inset shows the variation of $\lambda_1$ as a function of $m$ for $\alpha = 0.6$. The time when $\lambda_1$ reaches its maximum is denoted as $m_{opt}$ and is shown with the red arrow. The range $m_R$ is shown with a double headed green arrow.

To $m = 0$ (no anticipation) case. With a decrease in $\alpha$, $\lambda_1(m_{opt})$ decreases but the range $m_R$ over which anticipation pays off increases. For a slice at $\alpha = 0.6$ for instance, given by the intersection of the $\lambda_1$ and the orange vertical plane (shown in the inset), $\lambda_1$ reaches its maximum ($\lambda_1^{\max} = 2.13 \times 10^4$) for $m_{opt} = 1.3$. Beyond $m_{opt} = 1.3$, $\lambda_1$ decreases monotonically, stooping below $\lambda_1(m = 0) = 9.21 \times 10^3$ value at $m = m_R = 3.81$. Using any other values of $n$ does not change any qualitative features of Fig 2. Therefore, it can be concluded that at least for a strictly periodic environment, the ability of an organism to anticipate change in advance ($m \neq 0$) confers long-term fitness advantage provided the anticipation time does not exceed a certain value $m_R$. Moreover with a decrease in $\alpha$, $m_R$ increases, enhancing the feasibility of anticipation.

In Fig 3, we show how $m_{opt}/n$ and $m_R/n$ vary as functions of $n$ and $\alpha$. We find that $m_{opt}/n$ decreases monotonically with increase in $n$ and $\alpha$ (Fig 3A). A trite calculation shows that $m_{opt}/n$ decreases approximately as $1/n$ for moderate to high values of $\alpha$ (see Appendix A1, Fig S1, first two panels). For small values of $\alpha$, we see a $1/n$ decay in $m_{opt}/n$ over a range of $n$, but with growing $n$, $m_{opt}/n$ starts to decrease in a non-$1/n$ fashion.
Figure 3: (A) A surface plot of $m_{\text{opt}}/n$ as a function of $n$ and $\alpha$. (B) A surface plot of $m_R/n$ as a function of $n$ and $\alpha$. $m_R/n = 1$ is set by hand for those values of $n$ and $\alpha$ for which $m_R > n$.

(see Fig S1, third panel). This largely inverse relationship with $n$ is to be expected because as the number of cell division events increase, an organism gets more time to adapt which renders anticipation unnecessary as indicated by a decrease in $m_{\text{opt}}/n$. Similarly, as $\alpha$ goes up, we expect that the necessity for anticipation should go down as well because one can then respond to an environmental change by quickly switching from a non-advantageous phenotype to the fit phenotype and it does not need to anticipate in advance. In keeping with this logic, we also find an almost similar behavior in $m_R/n$ (Fig 3B) as well. The flat top in Fig 3B is due to the fact that $m_R > n$ for low values of $n$ or $\alpha$, implying that anticipation confers fitness advantage over the entire range of $m \in [0, n]$. For those cases, we have set $m_R/n = 1$ by hand. For rest of the values of $n$ and $\alpha$, when $m_R < n$, we see that $m_R$ indeed decreases with increase in $n$ and $\alpha$. A semi-analytical approximation to $m_R/n$ can be obtained for large $\alpha$ values (see Appendix A1, Fig S2).

In sum, for a strictly periodic environment, anticipation pays off provided the environment does not stay unchanged for a long period of time or the inter-phenotypic transition rate is not too high driving $m_{\text{opt}}/n$ and $m_R/n$ closer and closer to zero.

*Anticipation is superior to bet hedging:* Thattai et al. proposed a two
state model of bet hedging in an asexually reproducing population—a model that inspired this work [23]. In their model, they did not incorporate anticipation: \( m \) was set to zero. Instead, they investigated the long-term fitness advantage of maintaining phenotypic heterogeneity. Consequently, they had a non-zero switching rate \( \beta < \alpha \) from fit to the unfit phenotype along with a non-zero \( \alpha \) and these switching rates reversed their values synchronously with the environment (Fig 4A). Like before, the long-term fitness in their model is given by the largest eigenvalue \( \tilde{\lambda}_1 \) of the transfer matrix \( \tilde{M}_n \tilde{M}_3 \), where

\[
\tilde{M}_1 = \begin{pmatrix} 2 - \beta & \alpha \\ \beta & 1 - \alpha \end{pmatrix} \quad \text{and} \quad \tilde{M}_3 = \begin{pmatrix} 1 - \alpha & \beta \\ \alpha & 2 - \beta \end{pmatrix}.
\]

They showed that for a periodic environment, \( \beta \neq 0 \) leads to an increase in long-term fitness compared to \( \beta = 0 \) case, provided \( \alpha \) value was not too large. Since the parameter \( \beta \) serves to heterogenize a population into distinct phenotypes even for a constant environment; they concluded that heterogeneity increases long-term fitness.

While our model incurs a short term cost in pre-emptive transition from fit to unfit phenotype at a time \( m \) before the environment changes (shaded regions in Fig 1), their model also bears a short term cost by maintaining a sub population that is unfit. Therefore, it is not a priori clear which one of these two models would yield a higher long-term fitness for same values of \( \alpha \) and \( n \). Fig 4B shows the ratio of \( \lambda_1(m_{\text{opt}}|n, \alpha) \) to \( \tilde{\lambda}_1(\beta_{\text{opt}}|n, \alpha) \), where \( \beta_{\text{opt}} \) is the optimal transition rate from an fit to an unfit phenotype for which \( \tilde{\lambda}_1 \) attains a maximum for a given \( \alpha \) and \( n \). We purposefully chose small values of \( \alpha \) as phenotypic transitions cost energy and therefore small values of \( \alpha \) are perhaps most relevant for our current discussion. We find that over the range of \( n \) and \( \alpha \) considered, our model consistently out-performed bet-hedging as is indicated by a ratio that is always greater than 1.

Next we considered an ensemble of anticipators. Each anticipator, characterized by an \( m \) value, was drawn from a Beta-distribution \( f(m, a, b) = (m/n)^{a-1}(1 - m/n)^{b-1}/(nB(a, b)) \), where \( B(a, b) \) is the beta function, such that the ensemble average \( \bar{m} = \int f(m, a, b)dm = m_{\text{opt}} \). This ensemble can be thought of as a sub-optimal population of anticipators, each of whom makes an error \( e = |m - m_{\text{opt}}| \) in its anticipation, but the population average of the error still sums to zero. The long-term fitness is given by the ensemble average \( \langle \lambda_1 \rangle_m = \int \lambda_1(m|n, \alpha)f(m, a, b)dm \) where \( a \) and \( b \) are chosen in such a way that \( \bar{m} = a/(a + b) = m_{\text{opt}} \). Keeping the mean fixed at \( m_{\text{opt}} \) we increased the variance \( \sigma^2 \) of the distribution \( f \) and looked at \( \langle \lambda_1 \rangle_m/\tilde{\lambda}_1(\beta_{\text{opt}}|n, \alpha) \) as a function of the signal to noise ratio \( m_{\text{opt}}/\sigma \) for three different values of \( \alpha \) and \( n = 8 \). Fig 4C shows that even when we have a sub-optimal population of anticipators, our model does better than the bet hedging model as long as the signal is greater than the noise. For a signal to noise ratio \( m_{\text{opt}}/n \simeq 1 \) and low values of \( \alpha \), the bet hedging model does progressively better. Since it is likely that transition rate \( \alpha \) is small for real biological system, it is reasonable to conclude that anticipation is
a better alternative to bet-hedging only when signal is dominant over noise i.e. majority of anticipators do not make large errors in anticipating changes in their environment. It is worth remembering however that we have only considered an optimal population of bet-hedgers, all of whom have a reverse transition rate of $\beta_{\text{opt}}$.

**Discussion**

Anticipation is the ability of an organism to predict an upcoming environmental transition and prepare itself accordingly. It is ubiquitously observed in plant and animal kingdom and recently it has been found in cyanobacterium as well. We have adopted a two-state model originally proposed by Thattai and Oudenaarden in the context of bet-hedging in fluctuating environment and modified it to incorporate anticipation. Our “anticipators” mounted pre-emptive transitions from a fit to an unfit state a time $m$ before the environment actually changed thereby incurring an immediate evolutionary cost. We showed that for a periodic environment, this cost is effectively over compensated by the long-term benefit. This is due to the fact that transition to a fit phenotype takes on average $\alpha^{-1}$ amount of time. For small $\alpha$ therefore, one has to wait for a long time before it can make a transition and grow. When the time scale of environment change $n$ is roughly comparable to $\alpha^{-1}$, this creates additional trouble as after a transition an organism finds little time to grow before the environment changes again. Therefore, it is clear that any organism will benefit if it can pre-emptively change when $\alpha$ is small and comparable to the switching rate of the environment. In the limit of high switching rate $\alpha$ and a large $n$ on the other hand, we expect that the range over which anticipation is feasible will decrease. In Fig 2, we see that anticipation leads to an increase in long-term fitness compared to the case where there is no anticipation. We find that for given $\alpha$ and $n$, there is a range $m_R$ over which anticipation pay off as well as an optimal time, denoted as $m_{\text{opt}}$, when fitness due to anticipation is maximum. Both $m_{\text{opt}}$ and $m_R$ are decreasing functions of $\alpha$ and $n$ (Fig 3) for reasons mentioned above, with $m_{\text{opt}}/n$ decaying as $1/n$ as the number of cell division events $n$ increases. Our results indicate that having a capacity to predict changes in environment increases an organism’s over-all chance of survival when the environment shuttles periodically between two states.

Anticipation can be achieved by maintaining an internal oscillator that is entrained with the periodic environment as is seen in circadian rhythm. These oscillators also exhibit a free-running rhythm in absence of any external reinforcement with a period similar to that of their drivers. Typically, the organism invests in maintaining a sensory apparatus that constantly surveys and samples the environment. Any outside change can then be relayed to the inside by means of a signal transduction network. In light
Figure 4: (A) Two state bet-hedging model of Thattai et al. The two phenotypes $P_1$ and $P_2$ can inter-convert. The unfit phenotype (green) switches to the fit phenotype (orange) with a rate $\alpha$ whereas the fit phenotype switches to the unfit phenotype with a rate $\beta < \alpha$. Fit phenotypes reproduce asexually at a rate $\gamma$ whereas the unfit phenotype is assumed to be dormant. The phenotypes exchange their fitness and switching rates synchronously with the environment. (B) Plot of $\lambda_1(m_{\text{opt}}|n,\alpha)/\bar{\lambda}_1(\beta_{\text{opt}}|n,\alpha)$ as a function of $\alpha$ and $n$. (C) Plot of $\langle \lambda_1 \rangle_m/\bar{\lambda}_1(\beta_{\text{opt}}|n,\alpha)$ as a function of signal to noise ratio $m_{\text{opt}}/\sigma$ for three different $\alpha$ values and for $n = 8$. Samples were drawn from Beta distribution with $\bar{m} = m_{\text{opt}}$. The symbol $\langle ... \rangle_m$ stands for an ensemble average over all possible $m$ values.
induced entrainment in zebra fish for example, photoreceptors engage the light entrainment pathway [26],[27]. Two different sources of noise can be recognized in this context. First, owing to the inherent probabilistic nature of reaction-diffusion processes, outcomes of signal transduction networks are themselves susceptible to stochastic fluctuations. Consequently, the mechanism by which an external signal is coupled to an organism is noisy. Therefore, it stands to reason to look at a distribution of “anticipators”, each one of them equipped with a device that is error prone. We looked at an ensemble of such “anticipators” where an error prone anticipator makes a faulty judgment about the environment and mounts a pre-emptive response not at \( m_{opt} \), but at a time \( m - m_{opt} (m_{opt} - m) \) after (before) the optimal time. We further assumed that the ensemble average of error is zero. We find that not only does our model increase fitness due to anticipation, it fares better than the two-state bet-hedging model for a wide range of signal to noise ratio (Fig 4), with the latter overtaking our model only when signal to noise ratio is \( \sim 1 \).

Secondly, the external driver itself can be stochastic. It is likely that length of duration of a particular environmental state is itself a random variable and hence should in principle be drawn from a distribution. Previously, Jenssen has shown that a driven non-linear oscillator can be synchronized to an external random driver in the limit of strong coupling and when the random driving frequency is not too far off the natural frequency of oscillation [28]. Similarly, coherence was demonstrated in FitzHugh-Nagumo model for moderate noisy amplitude of a Gaussian delta-correlated external driver [29]. Recently, using a combination of stochastic simulation and synthetic biology, Butzin et al. demonstrated entrainment in synthetic gene oscillator for telegraph noise [30]. Therefore anticipation can still work as a viable strategy even when an external environment varies at random. We have not looked at duration length fluctuations in environment dynamics. Whether our model can enhance long-term fitness in this case, remains to be seen.

Another concern, which we have ignored so far, is the cost of maintaining a sensory device. Production of sensory proteins (mostly surface receptors) is energy consuming and we have not accounted for that energy cost anywhere in our equations. One straightforward way of incorporating this cost is by suppressing the growth rates by an amount \( c \), where \( c \) is understood as the cost for maintaining a sensory pathway (see Appendix A2). Fig S3 shows the intersection contour of \( \langle \lambda_1 \rangle_m/\tilde{\lambda}_1(\beta_{opt}|n, \alpha) \) surface with \( z = 1 \) plane for two different costs. A contour divides the \( n - \alpha \) plane in two halves: upper half begin the region where anticipation is a better alternative to bet-hedging. As expected, with a rise in cost, fitness gain from anticipation is more than bet-hedging, only for large values of \( n \) and \( \alpha \).

In sum, central message of this theoretical work is that for a periodically changing environment, an asexually reproducing organism can reap long-term benefit by maintaining a sensory device that enables it to anticipate.
impending environmental changes. Anticipation is worthwhile provided the
duration of any given environmental state is not long enough so that the
organism can adapt and the rate of transition from the unfit to the fit
phenotype is not so large that a major fraction of the population can change
phenotype over one cell division time-scale. Furthermore anticipation can
serve as an effective alternate strategy to bet-hedging only when the variance
in anticipation is small compared to the mean.
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Appendix

A1: Analytical approximation of $\lambda_1$

From Eqn (2) we see that the transfer matrix $T = M_1^n M_3^{n-m} M_2^m M_1^{n-m}$, where $M_1 = \begin{pmatrix} 2 & \alpha \\ 0 & 1 - \alpha \end{pmatrix}$, $M_2 = \begin{pmatrix} 2 - \alpha & 0 \\ \alpha & 1 \end{pmatrix}$, $M_3 = \begin{pmatrix} 1 - \alpha & 0 \\ \alpha & 2 \end{pmatrix}$ and $M_4 = \begin{pmatrix} 1 & \alpha \\ 0 & 2 - \alpha \end{pmatrix}$. We note that

\begin{align*}
|M_1| &= |M_3| = 2(1 - \alpha) \\
|M_2| &= |M_4| = 2 - \alpha
\end{align*}

(A1.3)
where $|.|$ stands for determinant of a matrix. Therefore the determinant of $T$, denoted as $\Delta$ is given by

$$\Delta = |M_1|^{2(n-m)}|M_2|^{2m} = 2^{2(n-m)}(1-\alpha)^{2(n-m)}(2-\alpha)^{2m} \quad (A1.4)$$

With some work, $\eta = \text{Tr}(T)$ can be shown to be

$$\eta = 2\sqrt{\Delta} + \frac{\alpha^2}{2^{2m}(1-\alpha)^{2m}(1-\alpha^2)^2} \left( (4-2\alpha)^m(1-\alpha)^{n+1} + 2^n(1-\alpha)^m(1+\alpha-2(2-\alpha)^m) \right)^2$$

$$= 2\sqrt{\Delta} + F(n,m,\alpha) \quad (A1.5)$$

We will now break the entire range of $\alpha$ into three regions, i) $R_I$ ($\alpha \simeq 1$), ii) $R_{II}$ ($\alpha$ moderate) and iii) $R_{III}$ ($\alpha \ll 1$).

In $R_I$, for $m < n$, from Eqn (A1.4) we have $\Delta \simeq 0$. Therefore the largest eigen value of $T$ is given by

$$\lambda_1 \simeq \eta = \frac{\alpha^2}{2^{2m}(1+\alpha)^2} \left( 2^m(1+\xi)^m \xi^{n-m} + 2^n(1+\alpha-2(2-\alpha)^m) \xi \right)^2$$

$$\simeq \frac{2^{2(n-m)}\alpha^2}{(1-\alpha^2)^2} \xi (1+\alpha-2(2-\alpha)^m)^2 \quad (A1.6)$$

where $\xi = 1-\alpha \ll 1$. The optimal value of $m$, for which $\lambda_1$ reaches a maximum is given by

$$\partial_m \lambda_1 = -\kappa e^{-cm} \left( b-2e^\delta m \right)^2 + 4\kappa\delta e^{-cm}e^{\delta m}(2e^\delta m - b) = 0$$

where $\kappa = 2^{2n}\alpha^2/(1-\alpha^2)^2$, $b = 1+\alpha$, $c = 2\ln 2$ and $\delta = \ln(2-\alpha)$. Therefore the optimal $m$, $m_{\text{opt}}$, is given by

$$m_{\text{opt}} = \frac{1}{\ln(2-\alpha)} \ln \frac{(1+\alpha)\ln 2}{2\ln 2 - 2\ln(2-\alpha)} \quad (A1.7)$$

We see that $m_{\text{opt}}$ is independent of $n$. Therefore when scaled, $m_{\text{opt}}/n$ will fall off as $1/n$ with an increase in cell division events $n$. The range $m_R$ can be calculated by solving the transcendental equation

$$\lambda_1(m_R) = \lambda_1(0) \quad \text{yielding}$$

$$2e^{m_R\delta} - b = \xi e^{m_R\ln 2} \quad (A1.8)$$

The plots of $m_{\text{opt}}/n$ and $m_R/n$ as functions of $n$ and $\alpha$, shown in Fig S1.A-B & Fig S2.A-B, demonstrate that Eqn (A1.7) and Eqn (A1.8) agree very well with numerical results.
In region $R_{III}$, approximation to Eqn (A1.4) and Eqn (A1.5) can be obtained in powers of $\alpha \ll 1$. Expanding $\sqrt{\Delta}$ in Eqn (A1.5) to $O(\alpha^2)$ we have

$$\sqrt{\Delta} = 2^n - 2^{n-1}(2n - m)\alpha + 2^{n-3}\alpha^2 (4(n - m)(n - 1) + m(m - 1)) + O(\alpha^3)$$

Similarly, $F$ in Eqn (A1.5) can be written as

$$F \sim F_1 \alpha^2 + F_2 \alpha^3 + F_3 \alpha^4 + O(\alpha^5).$$

Therefore the $\sqrt{\eta^2 - 4\Delta}$ can be written as

$$\sqrt{\eta^2 - 4\Delta} \approx \left[4(\Delta_1 + \Delta_2 \alpha + \Delta_3 \alpha^2)(F_1 \alpha^2 + F_2 \alpha^3 + F_3 \alpha^4) + F_1 \alpha^4\right]^{\frac{1}{2}}$$

where $F_1$ and $F_2$ are given by

$$F_1 = 2^{-2m} \left(2^{2m} - 2^n(2^{m+1} - 1)\right)^2$$

$$F_2 = 2^{-2m} \left(2^{2m} - 2^n(2^{m+1} - 1)\right) \times (2^{n+1} + m2^{2m} + m2^{n+m+1} - n2^{2m+1} - 2^{2m+1})$$

Therefore,

$$\lambda_1 = \Delta_1 + \alpha^2 \Delta_2 + \alpha \sqrt{\Delta_1 F_1} + \left(\Delta_3 + \frac{1}{2}F_1 + \frac{\Delta_1 F_2 + F_1 \Delta_2}{\sqrt{\Delta_1 F_1}}\right) \alpha$$

Keeping up to linear order in $\alpha$, and setting the derivative of Eqn (A1.11) w.r.t $m$ equal to zero we get

$$\partial_m \lambda_1 = 2^{n-1} \alpha - ae^{-am}2^n \left(e^{2am} - 2^n\right) = 0$$

$$\Rightarrow m_{\text{opt}} = \frac{n}{2} + \frac{1}{a} \ln \left[\frac{1}{4a} + \frac{\sqrt{1 + 16a^2}}{4a}\right]$$

where $a = \ln 2$. Eqn (A1.12) is independent of $\alpha$ because of the linear approximation. From Eqn (A1.12), we see that $m_{\text{opt}}/n$, falls of as $1/n$ when $n$ is increased and approaches $1/2$ in the limit of large $n$. This approximation gets progressively worse for large values of $n$ as shown in Fig S1.E.

We could not find a suitable approximation to $\lambda_1$ in $R_{III}$. But a fit of the form $a + b/n$ for $m_{\text{opt}}/n$ agrees very well (Fig S1.C).

A2: Cost of having a sensory apparatus

One obvious way of incorporating a cost of having a sensory apparatus is by reducing the growth rate by an amount $c < \gamma$. Defining the dimensionless
Figure S1: Plots of $m_{\text{opt}}/n$ for three different ranges of $\alpha$. (A-B) Plots of $m_{\text{opt}}/n$ as functions of $n$ and $\alpha$ for $\alpha = 0.7$ and $n = 8$ respectively. $\alpha$ value used in (A) and the range of $\alpha$ values chosen for (B) lie in region $R_I$. Numerical calculation is shown in filled red diamond symbols and the analytical approximation obtained from Eqn (A1.7) is shown in solid blue line. (C-D) Same as (A-B), but the $\alpha$ values are chosen from region $R_{II}$. (C) is generated using an $\alpha$ value of 0.2. The blue line in (C) is the best fit of the numerical data (red diamonds) to a function of the form $a + b/n$. (E-F) Same as (A-B), but $\alpha$ values are taken from $R_{III}$. The solid blue line in (E) is the plot of Eqn (A1.12). (E) is generated for an $\alpha$ value of 0.003. Because $m_{\text{opt}}/n$ is independent of $\alpha$ in Eqn (A1.12), we have not shown it in (F).
Figure S2: **Plots of $m_R/n$ for three different ranges of $\alpha$.** (A-B) Plots of $m_R/n$ as functions of $n$ and $\alpha$ for $\alpha = 0.7$ and $n = 8$ respectively. $\alpha$ value used in (A) and the range of $\alpha$ values chosen for (B) lie in region $R_I$. Numerical calculation is shown in filled red diamond symbols and $m_R/n$ obtained by solving the transcendental equation Eqn (A1.8) is shown in solid blue line. (C-D) Same as (A-B), but the $\alpha$ values are chosen from region $R_{II}$. (C) is generated using an $\alpha$ value of 0.2. (E) Same as (A), but $\alpha$ value used is 0.003. In region $R_{III}$, typically $m_R > n$, which we have manually reset back to $n$. Therefore variation of $m_R/n$ as a function of $\alpha$ is not shown in region $R_{III}$. 
cost $c = c/\gamma$, the modified matrices are given by $\bar{M}_1 = \begin{pmatrix} 2 - c & \alpha \\ 0 & 1 - \alpha - c \end{pmatrix}$, $\bar{M}_2 = \begin{pmatrix} 2 - \alpha - c & 0 \\ \alpha & 1 - c \end{pmatrix}$, $\bar{M}_3 = \begin{pmatrix} 1 - \alpha - c & 0 \\ \alpha & 2 - c \end{pmatrix}$ and $\bar{M}_4 = \begin{pmatrix} 1 - c & \alpha \\ 0 & 2 - \alpha - c \end{pmatrix}$ respectively. Long-term fitness is given by the largest eigen value $\bar{\lambda}$ of the transfer matrix $\bar{M}_1 \bar{M}_2 \bar{M}_3 \bar{M}_4$. Figure S3 shows the intersection of $\lambda_1(m_{\text{opt}}|n, \alpha)/\tilde{\lambda}_1(\beta_{\text{opt}}|n, \alpha)$ surface with $z = 1$ plane for two different costs $c$. 

Figure S3: Contour of intersection of $\lambda_1(m_{\text{opt}}|n, \alpha)/\tilde{\lambda}_1(\beta_{\text{opt}}|n, \alpha)$ surface with $z = 1$ plane for two different costs $c$.