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We consider optimization problems with uncertain constraints that need to be satisfied probabilistically. When data are available, a common method to obtain feasible solutions for such problems is to impose sampled constraints, following the so-called scenario optimization approach. However, when the data size is small, the sampled constraints may not support a guarantee on the feasibility of the obtained solution. This paper studies how to leverage parametric information and the power of Monte Carlo simulation to obtain feasible solutions for small-data situations. Our approach makes use of a distributionally robust optimization (DRO) formulation that translates the data size requirement into a Monte Carlo sample size requirement drawn from what we call a generating distribution. We show that, while the optimal choice of this generating distribution is the one eliciting the data or the baseline distribution in a nonparametric divergence-based DRO, it is not necessarily so in the parametric case. Correspondingly, we develop procedures to obtain generating distributions that improve upon these basic choices. We support our findings with several numerical examples.
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1 INTRODUCTION

We consider optimization problems in the form

\[
\min_{x \in X \subseteq \mathbb{R}^d} \ c^T x,
\]

\[
\text{s.t.} \quad P(x \in X_\xi) \geq 1 - \epsilon,
\]

where \( P \) is a probability measure governing the random variable \( \xi \) on some space \( \mathcal{Y} \) and \( X_\xi \subseteq \mathcal{X} \subseteq \mathbb{R}^d \) is a set depending on \( \xi \). Problem (1.1) enforces a solution \( x \) to satisfy \( x \in X_\xi \) with high probability, namely at least \( 1 - \epsilon \). This problem is often known as a probabilistically constrained or chance-constrained program (CCP) [54]. It provides a natural framework for decision-making under stochastic resource capacity or risk tolerance, and has been applied in various domains such as production planning [49], inventory management [44], reservoir design [55, 56], communications [58], and ranking and selection [32].

We focus on the situations where \( P \) is unknown, but some i.i.d. data, say \( \xi_1, \ldots, \xi_n \), are available. One common approach to handle (1.1) in these situations is to use the so-called scenario approach to handle (1.1) in these situations is to use the so-called scenario approach to handle (1.1) in these situations is to use the so-called scenario
optimization (SO) or constraint sampling [11, 50]. This replaces the unknown constraint in (1.1) with \( x \in X_{\xi_i}, i = 1, \ldots, n \), namely, by considering

\[
\min_{x \in X \subseteq \mathbb{R}^d} e^T x, \\
\text{s.t.} \quad x \in X_{\xi_i}, i = 1, \ldots, n.
\]  

(1.2)

Note that CCP (1.1) is generally difficult to solve even when the set \( X_{\xi} \) is convex for any given \( \xi \) and the distribution \( \mathbb{P} \) is known [54]. Thus, the sampled problem (1.2) offers a tractable approximation for the difficult CCP even in non-data-driven situations, assuming the capability to generate these samples.

Our goal is to find a good feasible solution for (1.1) by solving (1.2) under the availability of i.i.d. data described above. As the sample size \( n \) increases, the number of constraints in (1.2) increases and one expects them to sufficiently populate the safety set \( \{ \xi : x \in X_{\xi} \} \), thus ultimately give rise to a feasible solution for (1.1). To make this more precise, we first mention that because of the statistical noise from the data, one must settle for finding a solution that is feasible with a high confidence. More specifically, define, for any given solution \( x \),

\[
V(x, \mathbb{P}) = \mathbb{P}(x \not\in X_{\xi})
\]

to be the violation probability of \( x \) under probability measure \( \mathbb{P} \) that generates \( \xi \). Obviously, \( x \) is feasible for (1.1) if and only if

\[
V(x, \mathbb{P}) \leq \epsilon.
\]  

(1.3)

We would like to obtain a solution, say \( \hat{x} \), from the data such that

\[
\mathbb{P}_{data}(V(\hat{x}, \mathbb{P}) \leq \epsilon) \geq 1 - \alpha,
\]  

(1.4)

where \( \mathbb{P}_{data} \) is the distribution that generates the i.i.d. data \( \xi_i, i = 1, \ldots, n \), and \( 1 - \alpha \) is a given confidence level (e.g., \( \alpha = 5\% \)). In other words, we want \( \hat{x} \) to satisfy the chance constraint in (1.1) with the prescribed confidence.

Under the convexity of \( X_{\xi} \) and mild additional assumptions, the seminal work [10] provides a tight estimate on the required data size \( n \) to guarantee (1.4). They show that a solution \( \hat{x} \) obtained by solving (1.2) satisfies

\[
\mathbb{P}_{data}(V(\hat{x}, \mathbb{P}) > \epsilon) \leq \sum_{i=0}^{d-1} \binom{n}{i} \epsilon^i (1 - \epsilon)^{n-i},
\]  

(1.5)

with equality held for the class of "fully-supported" optimization problems [10]. Thus, suppose we have a sample size \( n \) large enough such that

\[
\sum_{i=0}^{d-1} \binom{n}{i} \epsilon^i (1 - \epsilon)^{n-i} \leq \alpha,
\]  

(1.6)

then from (1.5) we have \( \mathbb{P}_{data}(V(\hat{x}, \mathbb{P}) > \epsilon) \leq \alpha \) or (1.4).

However, in small-sample situations in which the data size \( n \) is not large enough to support (1.6), the feasibility guarantee described above may not hold. It can be shown [10] that the minimum \( n \) that achieves (1.4) is linear in \( d \) and reciprocal in \( \epsilon \), thus may impose challenges especially in high-dimensional and low-tolerance problems. Similar dependence on the key problem parameters also appears in other related methods such as in [11, 17, 47]. Several recent lines of techniques have been suggested to overcome these challenges and reduce sample size requirements, including the use of support rank and solution-dependent support constraints [12, 57], regularization [9], and sequential approaches [7, 8, 13, 14].
In this paper, we offer a different path to alleviate the data size requirement than the above methods, when $\mathbb{P}$ possesses known parametric structures. Namely, we assume $\mathbb{P} \in \{\mathbb{P}_\theta\}_{\theta \in \Theta}$ for some parametric family of distribution, where $\mathbb{P}_\theta$ satisfies two basic requirements: It is estimatable, i.e., the unknown quantity or parameter $\theta$ can be estimated from data, and simulatable, i.e., given $\theta$, samples from $\mathbb{P}_\theta$ can be drawn using Monte Carlo methods. Under these presumptions, our approach turns the CCP (1.1), with an unknown parameter, into a CCP that has a definite parameter and a suitably re-adjusted tolerance level, which then allows us to generate enough Monte Carlo samples and consequently utilize the guarantee provided from (1.5). On a high level, this approach replaces the data size requirement in using (1.2) (or, in fact, any of its variant methods) with a Monte Carlo size requirement, the latter potentially more available given cheap modern computational power. Our methodological contributions consist of the development of procedures, related statistical results on their sample size requirement translations, and also showing some key differences between parametric and nonparametric regimes.

Our approach starts with a distributionally robust optimization (DRO) to incorporate the data-driven parametric uncertainty. The latter is a framework for decision-making under modeling uncertainty on the underlying probability distributions in stochastic problems. It advocates the search for decisions over the worst case, among all distributions contained in a so-called uncertainty set or ambiguity set (e.g., [1, 18, 27, 60]). In CCP, this entails a worst-case chance constraint over this set (e.g., [29, 30, 34, 36, 45, 62, 63]). When the uncertainty set covers the true distribution with a high confidence (i.e., the set is a confidence region), then feasibility for the distributionally robust CCP would convert into a confidence on the feasibility for the original CCP. We follow this viewpoint and utilize uncertainty sets in the form of a neighborhood ball surrounding a baseline distribution, where the ball size is measured by a statistical distance (e.g., [5, 6, 19, 20, 22, 24, 28, 31, 40, 42, 46, 53]).

In the parametric case, a suitable choice of this distance (such as the $\phi$-divergence that we focus on) allows easy and meaningful calibration of the ball size from the data, so that the resulting DRO provides a provable feasibility conversion to the CCP.

Our next step is to combine this DRO with Monte Carlo sampling and scenario approximation. The definition of DRO means that there are many possible candidate distributions that can govern the truth, whereas the statistical guarantee for SO assumes a specific distribution that generates the data or Monte Carlo samples. To resolve this discrepancy, we select a generating distribution that draws the Monte Carlo samples, and develop a translation of the guarantee from a fixed distribution into one on the DRO. Moreover, we investigate the optimal choice of the generating distribution in relation to the target DRO, in the sense of requiring the least Monte Carlo size. We show that, if there is no ambiguity on the distribution (i.e., a standard CCP), or when the uncertainty set of a DRO is constructed via a divergence ball in the nonparametric space, the best generating distribution is, in a certain sense, the true or the baseline distribution at the center of the ball. However, if there is parametric information, the optimal choice of the generating distribution can deviate from the baseline distribution in a divergence-based DRO. We derive these results by casting the problem of selecting a generating distribution into a hypothesis testing problem, which connects the sampling efficiency of the generating distribution with the power of the test and the Neyman-Pearson lemma [43]. The results on DRO in particular combines this Neyman-Pearson machinery with the established DRO reformulation of chance constraints in [34, 36], with the discrepancy between the best generating distribution and the baseline distribution in the parametric case stemming from the removal of the extremal distributions in the corresponding nonparametric uncertainty set. These connections among hypothesis testing, SO and DRO are, to our best knowledge, the first of its kind in the literature.
Finally, given the non-optimality of the baseline distribution of a divergence-based DRO in generating Monte Carlo samples, we further develop procedures to search over generating distributions that improve upon this baseline. On a high level, this can be achieved by increasing the sampling variability to incorporate the uncertainty of the distributional parameters (one may intuit this from the perspective of a posterior distribution in a Bayesian framework). We provide several classes of distributions with such a variability enlargement, and study descent-type algorithms to search for good distributions in these classes.

We conclude this introduction by briefly discussing two other lines of related literature. The first is the so-called robust Monte Carlo or robust simulation that, like us, also considers using Monte Carlo sampling together with DRO [25, 26, 33, 35, 38, 39]. However, this literature focuses on approximating DRO with stochasticity in the objective function, and does not study the chance constraint feasibility and SO that constitute our main focus. Second, [21] considers a scenario approach to distributionally robust CCP with an uncertainty set based on the Prohorov distance. Like [17], [21] utilizes the Vapnik-Chervonenkis dimension in studying feasibility, in contrast to the convexity-based argument in [10] that we utilize. More importantly, we aim to optimize the efficiency of Monte Carlo sampling in handling limited-data CCP, thus motivating us to study the choice of distance, calibration schemes, and selection of generating distributions that are different from [21].

2 FROM DATA-DRIVEN DRO TO SCENARIO OPTIMIZATION

This section introduces our overall framework. Recall our goal as to find a good feasible solution \( \hat{x} \) for (1.1), and suppose that we have an i.i.d. data size \( n \) possibly less than the requirement shown in (1.6). As discussed in the introduction, we first formulate a DRO that incorporates the parametric estimation noise and subsequently allows us to resort to Monte Carlo sampling to obtain a feasible solution for (1.1). In the following, Section 2.1 first describes the basic guarantees from DRO. Section 2.2 investigates Monte Carlo sampling that provides guarantees on DRO. Section 2.3 discusses the choice of the uncertainty set.

2.1 Overview of Data-Driven DRO

For concreteness, suppose the unknown true distribution \( \mathbb{P} \in \mathcal{P} \), the class of possible probability distributions for \( \xi \) (to be specified later). Given the observed data \( \xi_1, \ldots, \xi_n \), the basic steps in our data-driven DRO are:

- **Step 1:** Find a data-driven uncertainty set \( \mathcal{U}_{\text{data}} = \mathcal{U}_{\text{data}}(\xi_1, \ldots, \xi_n) \subseteq \mathcal{P} \) such that
  \[
  \mathbb{P}_{\text{data}}(\mathbb{P} \in \mathcal{U}_{\text{data}}) \geq 1 - \alpha, \tag{2.1}
  \]
  where \( \mathbb{P}_{\text{data}} \) denotes the measure generating the data \( \xi_i, i = 1, \ldots, n \).

- **Step 2:** Given \( \mathcal{U}_{\text{data}} \), set up the distributionally robust CCP:
  \[
  \begin{align*}
  \min_{x \in \mathcal{X} \subseteq \mathbb{R}^d} & \quad c^T x, \\
  \text{s.t.} & \quad \inf_{Q \in \mathcal{U}_{\text{data}}} Q(x \in X_\xi) \geq 1 - \epsilon, \tag{2.2}
  \end{align*}
  \]
  where the probability measure \( Q \) is the decision variable in the inf.

- **Step 3:** Find a solution \( \hat{x} \) feasible for (2.2).

It is straightforward to see that \( \hat{x} \) obtained from the above procedure is feasible for (1.1) with confidence at least \( 1 - \alpha \): If \( \mathbb{P} \in \mathcal{U}_{\text{data}} \), then any \( \hat{x} \) feasible for (2.2) satisfies
\[
\mathbb{P}(\hat{x} \in X_\xi) \geq \inf_{Q \in \mathcal{U}_{\text{data}}} Q(\hat{x} \in X_\xi) \geq 1 - \epsilon.
\]
Thus
\[ \mathbb{P}_{data}(\mathbb{P}(\hat{x} \in \mathcal{X}_\xi) \geq 1 - \epsilon) \geq \mathbb{P}_{data}(\mathbb{P} \in \mathcal{U}_{data}) \geq 1 - \alpha. \] (2.3)
which gives our conclusion.

### 2.2 Monte Carlo Sampling for DRO

To use the above procedure, we need to provide a way to construct the depicted \( \mathcal{U}_{data} \) and to find a (confidently) feasible solution for (2.2). We postpone the set construction to the next subsection and focus on finding a feasible solution here. We resort to SO, via Monte Carlo sampling, to handle (2.2). Note that, unlike in the standard SO discussed in the introduction, the distribution \( \mathcal{Q} \) here can be any candidate within the set \( \mathcal{U}_{data} \). Thus, let us select a generating distribution, called \( \mathbb{P}_0 \) (which can depend on the data), to generate Monte Carlo samples \( \xi_i^{MC} \), \( i = 1, \ldots, N \), and solve
\[
\begin{align*}
\min_{x \in X \subseteq \mathbb{R}^d} & \quad e^T x, \\
\text{s.t.} & \quad x \in \mathcal{X}_{\xi_i^{MC}}, \ i = 1, \ldots, N.
\end{align*}
\] (2.4)

For convenience, denote, for any \( \epsilon, \beta > 0 \),
\[
N_{\text{exact}}(\epsilon, \beta, d) = \min \left\{ n : \sum_{i=0}^{d-1} \binom{n}{i} \epsilon^i (1 - \epsilon)^{n-i} \leq \beta \right\}.
\] (2.5)

From the result of [10] discussed in the introduction, using \( N_{\text{exact}}(\epsilon, \alpha, d) \) or more Monte Carlo samples from \( \mathbb{P}_0 \) in (2.4) would give a solution \( \hat{x}(\mathbb{P}_0) \) (highlighting the dependence on \( \mathbb{P}_0 \)) that satisfies \( V(\hat{x}(\mathbb{P}_0), \mathbb{P}_0) \leq \epsilon \) (where the two \( \mathbb{P}_0 \) are independent) with confidence level \( 1 - \beta \). This is not exactly the distributionally robust feasibility statement for problem (2.2). To address this discrepancy, we consider, conditional on the data \( \xi_1, \ldots, \xi_n \),
\[
\begin{align*}
\max_{\mathcal{Q} \in \mathcal{U}_{data}} & \quad V(\hat{x}(\mathbb{P}_0), \mathcal{Q}) \\
\text{s.t.} & \quad V(\hat{x}(\mathbb{P}_0), \mathbb{P}_0) \leq \delta.
\end{align*}
\] (2.6)

If we can bound the optimal value in (2.6), then we can trace back the level of \( \delta \) that is required to ensure a chance constraint validity of tolerance level \( \epsilon \). However, the event involved in defining \( V(\hat{x}(\mathbb{P}_0), \mathbb{P}_0) \) and \( V(\hat{x}(\mathbb{P}_0), \mathcal{Q}) \), namely \( \{ \xi : \hat{x}(\mathbb{P}_0) \notin \mathcal{X}_\xi \} \), can be challenging to handle in general. Thus, we relax (2.6) to
\[
\begin{align*}
\max_{\mathcal{Q} \in \mathcal{U}_{data}, A \in \mathcal{Y}} & \quad \mathbb{Q}(A) \\
\text{s.t.} & \quad \mathbb{P}_0(A) \leq \delta.
\end{align*}
\] (2.7)

Conditional on the data \( \xi_1, \ldots, \xi_n \), the optimal value of optimization problem (2.7), which we denote \( M(\mathbb{P}_0, \mathcal{U}_{data}, \delta) \), is clearly an upper bound for that of (2.6). In fact, it is also clear from (2.7) that \( M(\mathbb{P}_0, \mathcal{U}_{data}, \delta) \) is non-decreasing in \( \delta > 0 \) and
\[
\max_{\mathcal{Q} \in \mathcal{U}_{data}} V(\hat{x}(\mathbb{P}_0), \mathcal{Q}) \leq M(\mathbb{P}_0, \mathcal{U}_{data}, V(\hat{x}(\mathbb{P}_0), \mathbb{P}_0)).
\] (2.8)

by simply taking \( A = \{ \xi : \hat{x}(\mathbb{P}_0) \notin \mathcal{X}_\xi \} \) and \( \delta = V(\hat{x}(\mathbb{P}_0), \mathbb{P}_0) \) in (2.7). We have the following guarantee:

**Theorem 2.2.1.** Given \( \mathbb{P}_0, \mathcal{U}_{data} \) and \( \epsilon > 0 \), suppose there exists \( \delta_\epsilon > 0 \) small enough such that
\[
M(\mathbb{P}_0, \mathcal{U}_{data}, \delta_\epsilon) \leq \epsilon.
\] (2.9)

If we solve (2.4) with \( N_{\text{exact}}(\delta_\epsilon, \beta, d) \) number of samples drawn from \( \mathbb{P}_0 \), then the obtained solution \( \hat{x}(\mathbb{P}_0) \) would be feasible for (2.2) with confidence at least \( 1 - \beta \). Furthermore, if
\[
\mathbb{P}_{data}(\mathbb{P} \in \mathcal{U}_{data}) \geq 1 - \alpha,
\] (2.10)
where $\mathbb{P}_{\text{data}}$ is the measure governing the real-data generation under the true distribution $\mathbb{P}$, then the obtained solution $\hat{x}(P_0)$ would be feasible for (1.1) with confidence at least $1 - \alpha - \beta$.

**Proof.** By results in [10], we know that by solving (2.4) with $N_{\text{exact}}(\delta, \beta, d)$ number of samples from $\mathbb{P}_0$, the obtained solution $\hat{x}(P_0)$ would satisfy

$$\mathbb{P}_{\text{MC},0}(V(\hat{x}(P_0), P_0) > \delta) \leq \beta$$

(2.11)

where $\mathbb{P}_{\text{MC},0}$ is the measure with respect to the Monte Carlo samples drawn from $\mathbb{P}_0$. Moreover, based on the monotonicity property of $M(\cdot)$ and (2.8), we have

$$V(\hat{x}(P_0), P_0) \leq \delta \implies \max_{Q \in \mathcal{U}_{\text{data}}} V(\hat{x}(P_0), Q) \leq M(\mathbb{P}_0, \mathcal{U}_{\text{data}}, \delta).$$

(2.12)

Thus (2.9) implies that

$$\mathbb{P}_{\text{data}} \left( \max_{Q \in \mathcal{U}_{\text{data}}} V(\hat{x}(P_0), Q) > \epsilon \right) \leq \mathbb{P}_{\text{data}}(V(\hat{x}(P_0), P_0) > \delta) \leq \beta$$

and hence $\hat{x}(P_0)$ is feasible for (2.2) with confidence at least $1 - \beta$. Furthermore, if $P \in \mathcal{U}_{\text{data}}$, then a $\hat{x}(P_0)$ feasible for (2.2) is also feasible for (1.1) since $\max_{Q \in \mathcal{U}_{\text{data}}} V(\hat{x}(P_0), Q) \geq V(\hat{x}(P_0), P)$ and hence

$$\max_{Q \in \mathcal{U}_{\text{data}}} V(\hat{x}(P_0), Q) \leq \epsilon \implies V(\hat{x}(P_0), P) \leq \epsilon.$$

(2.13)

Thus, if we denote $\Xi = \{\xi_1, \ldots, \xi_n, \xi_{1,MC}^1, \ldots, \xi_{n,MC}^N\}$ to be entire sequence consisting of real data and the generated Monte Carlo samples, it then follows that

$$\{\Xi : V(\hat{x}(P_0), P) > \epsilon\} \subseteq \{\Xi : P \notin \mathcal{U}_{\text{data}}\} \cup \{\Xi : V(\hat{x}(P_0), P_0) > \delta\}.$$

(2.14)

It now follows by (2.10) and (2.11) that $\hat{x}(P_0)$ is feasible for (1.1) with probability at least $1 - \alpha - \beta$. $\Box$

Theorem 2.2.1 can be cast in terms of asymptotic instead of finite-sample guarantees by following the same line of arguments. We summarize it as the following corollary.

**Corollary 2.2.2.** In Theorem 2.2.1, if the condition $\mathbb{P}_{\text{data}}(P \in \mathcal{U}_{\text{data}}) \geq 1 - \alpha$ is substituted by the asymptotic condition

$$\lim_{n \to \infty} \mathbb{P}_{\text{data}}(P \in \mathcal{U}_{\text{data}}) \geq 1 - \alpha,$$

(2.15)

then the feasibility of $\hat{x}(P_0)$ in the last conclusion of Theorem 2.2.1 holds with confidence asymptotically tending to at least $1 - \alpha - \beta$.

To summarize, in the presence of data insufficiency, if we choose $\mathcal{U}_{\text{data}}$ to satisfy the confidence property (2.1), and are able to evaluate the bounding function $M(\mathbb{P}_0, \mathcal{U}_{\text{data}}, \delta)$ that translates the violation probability under $\mathbb{P}_0$ to a worst-case violation probability over $\mathcal{U}_{\text{data}}$, then we can run SO with $N_{\text{exact}}(\delta, \beta, d)$ Monte Carlo samples from $\mathbb{P}_0$ to obtain a solution for (1.1) with confidence $1 - \alpha - \beta$.

Finally, we also note that the above scheme still holds if the $N_{\text{exact}}(\epsilon, \beta, d)$ in (2.5) is replaced by the sample size requirements of other variants of SO (e.g., FAST [13]) that are potentially smaller. This works as long as we stay with the same SO-based procedure in using the Monte Carlo samples. For clarity, throughout most of our exposition we will focus on the sample size requirement depicted in (2.5), but we will discuss other variants in our implementation and numerical sections.
2.3 Constructing Uncertainty Sets: A Preliminary Discussion

In this section we give some preliminary discussion on the construction of the uncertainty set $\mathcal{U}_{data}$, with further improvement building upon this discussion in Section 3. We assume the true distribution $\mathbb{P}$ of $\xi$ lies in a parametric family. We denote the true parameter as $\theta_{true}$. To highlight the parametric dependence, we call the true distribution $\mathbb{P}_{\theta_{true}} \in \mathcal{P}_{para} = \{\mathbb{P}_\theta\}_{\theta \in \Theta \subset \mathbb{R}^D}$ indexed by $\theta$. Given data $\xi_1, \xi_2, \ldots, \xi_n$, we want to construct an uncertainty set $\mathcal{U}_{data}$ satisfying

$$
\lim_{n \to \infty} \mathbb{P}_{data}(\theta_{true} \in \mathcal{U}_{data}) = 1 - \alpha
$$

so that Corollary 2.2.2 applies. To do so, we first estimate $\theta_{true}$ from the data. There are various approaches to do so; here we apply the common maximum likelihood estimator (MLE) $\hat{\theta}_n$, and set $\mathcal{U}_{data}$ to be

$$
\mathcal{U}_{data} = \left\{ Q \in \mathcal{P}_{para} : d_\phi(\mathbb{P}_{\hat{\theta}_n}, Q) \leq \frac{\phi''(1)\chi^2_{1-\alpha,D}}{2n} \right\},
$$

where $\chi^2_{1-\alpha,D}$ is the $1 - \alpha$ quantile of $\chi^2_D$, the $\chi^2$-distribution with degree of freedom $D$, and $d_\phi(\cdot, \cdot)$ is the $\phi$-divergence between two probability measures, i.e., given a convex function $\phi : \mathbb{R}_+ \to \mathbb{R}_+$, with $\phi(1) = 0$, a distance between two probability measures $\mathbb{P}_1$ and $\mathbb{P}_2$ defined as

$$
d_\phi(\mathbb{P}_1, \mathbb{P}_2) = \int_Y \phi \left( \frac{d\mathbb{P}_2}{d\mathbb{P}_1} \right) \mathbb{P}_1(dy),
$$

assuming $\mathbb{P}_2$ is absolutely continuous with respect to $\mathbb{P}_1$ with Radon-Nikodym derivative $\frac{d\mathbb{P}_2}{d\mathbb{P}_1}$ on $Y$. Moreover, we assume that $\phi$ is twice continuously differentiable with $\phi''(1) \neq 0$, and if necessary set the continuation of $\phi$ to $\mathbb{R}_-$ as $\phi(x) = +\infty$ for $x < 0$. In (2.17), we call the center of the divergence ball, $\mathbb{P}_{\hat{\theta}_n}$, to be the baseline distribution.

To guarantee desirable asymptotic properties of our uncertainty set, we make the following assumption:

**A1.** Let $\theta_{true} \in \Theta$ be the true parameter and let $\hat{\theta}_n$ be the MLE of $\theta_{true}$ estimated from $n$ i.i.d. data points. Then, as $n \to \infty$, consistency and asymptotic normality of $\hat{\theta}_n$ holds:

$$
\hat{\theta}_n \xrightarrow{p} \theta_{true} \quad \text{and} \quad \sqrt{n}(\hat{\theta}_n - \theta_{true}) \xrightarrow{D} \mathcal{N}(0, I^{-1}(\theta_{true})),
$$

where $I(\theta)$ is the fisher information for the parametric family $\mathcal{P}_{para}$ with well-defined inverse that is continuous in the domain $\theta \in \Theta$.

Under Assumption A1, it can be shown [52, 59] that $\mathcal{U}_{data}$ in (2.17) satisfies the confidence guarantee (2.16). Furthermore, since we can identify each $\mathbb{P}_\theta$ in $\mathcal{P}_{data}$ with $\theta$, we can equivalently view $\mathcal{U}_{data}$ as a subset of $\theta \in \Theta$, and write it as

$$
\mathcal{U}_{data} \triangleq \left\{ \theta \in \Theta : \phi''(1)\chi^2_{1-\alpha,D} \leq \frac{\phi''(1)\chi^2_{1-\alpha,D}}{2n} \right\}.
$$

For convenience, we shall use the two definitions of $\mathcal{U}_{data}$ interchangeably depending on the context. It is also known that the asymptotic confidence properties of (2.17) or (2.20) are the same among different choices within the $\phi$-divergence class. These can be seen via a second order expansion of the $\phi$-divergences. Moreover, they are asymptotically equivalent to

$$
\left\{ \theta \in \Theta : (\theta - \hat{\theta}_n)^T I(\hat{\theta}_n)(\theta - \hat{\theta}_n) \leq \frac{\chi^2_{1-\alpha,D}}{n} \right\},
$$
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where $I(\hat{\theta}_n)$ is the estimated Fisher information, under the regularity conditions above [51, 52, 59]. In other words, under Assumption A1, both (2.20) and (2.21) satisfy

$$\lim_{n \to \infty} \mathbb{P}_{data}(\theta_{true} \in U_{data}) = 1 - \alpha.$$  

(2.22)

Note that the convergence rate of (2.16) or (2.22) depends on the higher-order properties of the parametric model, which in turn can depend on the parameter dimension. Different from the sample size requirements in SO, this convergence rate is a consequence of MLE properties. Some details on finite-sample behaviors of MLE can be found in [37].

The $U_{data}$ discussed above is a set over the parametric class of distributions (or parameter values). Considering tractability, DRO over nonparametric space could be easier to handle than parametric, which suggests a relaxation of the parametric constraint to estimate the bounding function $M$. This also raises the question of whether one can possibly contain $U_{data}$ in a nonparametric ball with a shrunk radius and subsequently obtain a better $M$. These would be the main topics of Sections 3 and 4.

3 BOUNDING FUNCTIONS AND GENERATING DISTRIBUTIONS

Given the uncertainty set $U_{data}$ in (2.20), we turn to the choice of the generating measure $\mathbb{P}_0$ and the bounding function $M(\mathbb{P}_0, U_{data}, \delta)$ which, as we recall, is the optimal value of optimization problem (2.7). In the discussed parametric setup, the latter becomes

$$\max_{\theta \in U_{data}, A \subseteq Y} \mathbb{P}_{\theta}(A) \quad \text{s.t.} \quad \mathbb{P}_0(A) \leq \delta.$$  

(3.1)

From Theorem 2.2.1 and the fact that $M(\mathbb{P}_0, U_{data}, \delta)$ is non-decreasing in $\delta$, we want to choose $\mathbb{P}_0$ that minimizes $M(\mathbb{P}_0, U_{data}, \delta)$ so that we can take the maximum $\delta_0$ and subsequently achieve overall confident feasibility with the least Monte Carlo sample size. Note that $M(\mathbb{P}_0, U_{data}, \delta)$ is a multi-input function depending on both $\mathbb{P}_0$ and $\delta$, and so a priori it is not clear that a uniform minimizer $\mathbb{P}_0$ can exist across all values of $\delta$ so that the described task is well-defined. It turns out that this is possible in some cases, which we shall investigate in detail.

3.1 Neyman-Pearson Connections and A Least Powerful Null Hypothesis

We first consider, for a given $\theta_1 \in U_{data}$, the optimization problem

$$\max_{A \subseteq Y} \mathbb{P}_{\theta_1}(A) \quad \text{s.t.} \quad \mathbb{P}_0(A) \leq \delta.$$  

(3.2)

This problem can be viewed as choosing a most powerful decision rule in a statistical hypothesis test. More precisely, one can think of $A$ as a rejection region for a simple test with null hypothesis $\mathbb{P}_0$ and alternate hypothesis $\mathbb{P}_{\theta_1}$. Subject to a tolerance of $\delta$ Type-I error, optimization problem (3.2) looks for a decision rule that maximizes the power of the test. By the Neyman-Pearson lemma [43], under mild regularity conditions on the parametric family, the optimal set $A_{0, \theta_1, \delta}^*$ of (3.2) takes the form

$$A_{0, \theta_1, \delta}^* = \{\xi \in Y : \frac{d\mathbb{P}_{\theta_1}}{d\mathbb{P}_0}(\xi) > K_{0, \theta_1, \delta}^*\},$$  

(3.3)

with $K_{0, \theta_1, \delta}^*$ chosen so that $\mathbb{P}_0(A_{0, \theta_1, \delta}^*) = \delta$. Also, then, the optimal value of (3.2) is $\mathbb{P}_{\theta_1}(A_{0, \theta_1, \delta}^*)$. Generalizing the above analysis to all $\theta \in U_{data}$, we conclude that

$$M(\mathbb{P}_0, U_{data}, \delta) = \sup_{\theta \in U_{data}} \mathbb{P}_{\theta}(A_{0, \theta, \delta}^*),$$  

(3.4)

is the optimal value of (3.1). These observations will be useful for deriving our subsequent results.
Our goal is to choose \( P_0 \) to minimize (3.4). To start our analysis, let us first consider the extreme case where the uncertainty set \( \mathcal{U}_{data} \) consists of only one point \( Q \). In this case, we look for \( P_0 \) that minimizes \( M(P_0, \{ Q \}, \delta) \), the optimal value of

\[
\max_{A \subseteq Y} Q(A) \quad \text{s.t.} \quad P_0(A) \leq \delta. \tag{3.5}
\]

That is, for a given measure \( Q \), we seek for the maximum discrepancy between \( Q \) and \( P_0 \) over all \( P_0 \)-measure sets that have \( \delta \) or less content. This is similar to minimizing the total variation distance between \( Q \) and \( P_0 \), and hints that the optimal choice of \( P_0 \) is \( Q \). The following theorem, utilizing the Neyman-Pearson lemma depicted above, confirms this intuition. We remark that the assumptions of the theorem can be relaxed by using more general versions of the lemma, but the presented version suffices for most purposes and also the subsequent examples we will give.

**Theorem 3.1.1.** Given \( Q \), among all \( P \) such that \( \frac{dQ}{dP_0} \) exists and is continuous and positive almost surely, the minimum \( M(P_0, \{ Q \}, \delta) \) is obtained by choosing \( P_0 = Q \), giving \( M(P_0, \{ Q \}, \delta) = \delta \).

**Proof.** Under the assumptions, by the Neyman-Pearson lemma, for a fixed measure \( P_0 \), the set achieving the optimal value of (3.5) takes the form \( A^* = \{ \xi \in Y : \frac{dQ}{dP_0}(\xi) > K^* \} \) for some \( K^* \geq 0 \) with \( P_0(A^*) = \delta \). It then follows that

\[
M(P_0, \{ Q \}, \delta) - \delta = Q(A^*) - P_0(A^*) = \int_{\frac{dQ}{dP_0}(\xi) > K^*} \left( \frac{dQ}{dP_0} - 1 \right) dP_0(\xi).
\]

Under the absolute continuity assumption, we define

\[
g(K) = \int_{\frac{dQ}{dP_0}(\xi) > K} \left( \frac{dQ}{dP_0} - 1 \right) dP_0(\xi),
\]

which can be seen to be a non-increasing function for \( K \geq 1 \) and a non-decreasing function for \( K \leq 1 \). To see this, take \( K_1 \geq K_2 \), and we have

\[
g(K_2) = g(K_1) + \int_{K_1 \geq \frac{dQ}{dP_0}(\xi) > K_2} \left( \frac{dQ}{dP_0} - 1 \right) dP_0(\xi).
\]

Thus, when \( K_1 \geq K_2 \geq 1 \), we have \( g(K_2) \geq g(K_1) \) because

\[
\int_{K_1 \geq \frac{dQ}{dP_0}(\xi) > K_2} \left( \frac{dQ}{dP_0} - 1 \right) dP_0(\xi) \geq (K_2 - 1) P_0(K_1 \geq \frac{dQ}{dP_0}(\xi) > K_2) \geq 0,
\]

while when \( 1 \geq K_1 \geq K_2 \), we have \( g(K_2) \leq g(K_1) \) because

\[
\int_{K_1 \geq \frac{dQ}{dP_0}(\xi) > K_2} \left( \frac{dQ}{dP_0} - 1 \right) dP_0(\xi) \leq (K_1 - 1) P_0(K_1 \geq \frac{dQ}{dP_0}(\xi) > K_2) \leq 0.
\]

Then, to identify the minimum of \( g(K) \), we either decrease \( K \) from 1 to 0 which gives

\[
\liminf_{K \to 0} g(K) = \int \left( \frac{dQ}{dP_0} - 1 \right) dP_0(\xi) = 0, \tag{3.6}
\]

by using the dominated convergence theorem (e.g., by considering the set \( \{ 1 > \frac{dQ}{dP_0}(\xi) > K \} \)) or we increase \( K \) from 1 to \( \infty \) which gives

\[
\liminf_{K \to \infty} g(K) \geq 0. \tag{3.7}
\]
by Fatou’s lemma. Observations (3.6) and (3.7) suggest that \( g(K) \geq 0 \) for all \( K \geq 0 \) and imply that \( g(K^*) \geq 0 \). Thus, we must have \( M(\mathbb{P}_0, \{ \mathcal{Q} \}, \delta) \geq \delta \). Note that this holds for any \( \mathbb{P}_0 \). Now, since choosing \( \mathbb{P}_0 = \mathcal{Q} \) gives \( M(\mathcal{Q}, \{ \mathcal{Q} \}, \delta) = \delta \), an optimal choice of \( \mathbb{P}_0 \) is \( \mathcal{Q} \).

Theorem 3.1.1 shows that under mild regularity conditions, in terms of choosing the generating distribution \( \mathbb{P}_0 \) and minimizing \( M(\mathbb{P}_0, \{ \mathcal{Q} \}, \delta) \), we cannot do better than simply choosing \( \mathcal{Q} \) itself. This means that if we had known the true distribution was \( \mathcal{Q} \), and without additional knowledge of the event of interest, the safest choice (in the minimax sense) for sampling would be \( \mathcal{Q} \), a quite intuitive result. In the language of hypothesis testing, given the simple alternate hypothesis \( \mathcal{Q} \), the null hypothesis \( \mathbb{P}_0 \) that provides the least power for the test, i.e., makes it most difficult to distinguish between the two hypotheses, is \( \mathcal{Q} \).

### 3.2 Nonparametric and Parametric DRO

Building on the discussion in Section 3.1, we now consider the choice of generating distribution \( \mathbb{P}_0 \) to minimize the bounding function obtained from (3.1). Before so, we first discuss the nonparametric case, where the analog of (3.1) is in the form:

\[
\max_{d_\phi(\mathbb{P}_0, \mathcal{Q}) \leq \lambda, A \in \mathcal{Y}} \mathcal{Q}(A) \quad \text{s.t.} \quad \mathbb{P}_0(A) \leq \delta. \tag{3.8}
\]

for some ball radius \( \lambda > 0 \), where the decision variables are \( \mathcal{Q} \) in the space of all distributions absolutely continuous with respect to \( \mathbb{P}_0 \), and \( A \).

We show that the above setting can be effectively reduced to the unambiguous case, i.e., when \( \mathcal{Q} \) lies in a singleton discussed in Section 3.1. This comes from an established equivalence between a distributionally robust chance constraint and an unambiguous chance constraint evaluated by the center of the divergence ball, when the event \( A \) is fixed [34, 36]. In particular, suppose the stochasticity space is \( \mathcal{Y} = \mathbb{R}^k \), and \( \mathbb{P}_0 \) admits a density \( p_0 \). Theorem 1 in [36] shows that, for any \( A \),

\[
\max_{d_\phi(\mathbb{P}_0, \mathcal{Q}) \leq \lambda} \mathcal{Q}(A) \leq \epsilon \iff \mathbb{P}_0(A) \leq \epsilon', \tag{3.9}
\]

where \( \epsilon' = \epsilon'(\epsilon, \lambda, \phi) > 0 \) can be explicitly determined by \( \epsilon, \lambda \) and \( \phi \) as

\[
\epsilon'(\epsilon, \lambda, \phi) = \max \left\{ 1 - \inf_{z \geq 0, z + \pi \phi \leq \ell_\phi} \left\{ \frac{\phi^*(0 + z) - \phi^*(z_0) - \epsilon z + \lambda}{\phi^*(0 + z) - \phi^*(0)} \right\}, 0 \right\} \tag{3.10}
\]

and \( \ell_\phi = \sup\{ m \in \mathbb{R} : \phi^*(m) \text{ is finite constant on } (-\infty, m]\}, \bar{m}(\phi^*) = \inf\{ m \in \mathbb{R} : \phi^*(m) = +\infty \} \), \( \ell_\phi = \lim_{x \to +\infty} \phi(x)/x \), and \( \pi = -\infty \) if \( \text{Leb}\{[p_\theta = 0]\} = 0 \), \( \pi = 0 \) if \( \text{Leb}\{[p_\theta = 0]\} > 0 \) and \( \text{Leb}\{[p_\theta = 0]\} \setminus \{A\} = 0 \), and 1 otherwise, where \( \text{Leb}\{\cdot\} \) is the Lebesgue measure on \( \mathbb{R}^k \).

The above equivalence can be used to obtain the following result.

**Theorem 3.2.1.** Suppose \( \mathcal{Y} = \mathbb{R}^k \) and \( \mathbb{P}_0 \) admits a density. Among all \( \mathbb{P}_0 \) such that \( \frac{d\mathbb{P}_0}{d\mathcal{Q}} \) exists and is continuous, positive almost surely, an optimal choice of \( \mathbb{P}_0 \) that minimizes \( M(\mathbb{P}_0, \{ \mathcal{Q} \}, \delta) \leq \lambda \), namely the optimal value of (3.8), is the center of the \( \phi \)-divergence ball \( \mathbb{P}_0 \). Moreover, this gives \( M(\mathbb{P}_0, \{ \mathcal{Q} : d_\phi(\mathbb{P}_0, \mathcal{Q}) \leq \lambda \}, \delta) = \epsilon^{-1}(\delta, \lambda, \phi) \), where \( \epsilon^{-1}(\cdot, \lambda, \phi) \) is the inverse of the function \( \epsilon' = \epsilon'(\epsilon, \lambda, \phi) \) defined in (3.10) with respect to \( \epsilon \), given by

\[
\epsilon^{-1}(x, \lambda, \phi) \triangleq \min\{ \epsilon \geq 0 : \epsilon'(\epsilon, \lambda, \phi) \geq x \} \tag{3.11}
\]
PROOF. From Theorem 1 in [36], we know that, for any \( A \subset \mathcal{Y} \) and \( 0 \leq \epsilon \leq 1 \), (3.9) holds. We can rewrite the optimal value of problem (3.8) in the form:

\[
\min_{\epsilon \geq 0} \epsilon \\
\text{s.t. } \max_{d_{\phi}(P_0, Q) \leq \lambda} Q(A) \leq \epsilon \text{ for all } A \subset \mathcal{Y} \text{ such that } P_0(A) \leq \delta,
\]

(3.12)

which, according to (3.9), has the same optimal value as

\[
\min_{\epsilon \geq 0} \epsilon \\
\text{s.t. } P_0(A) \leq \epsilon' \text{ for all } A \subset \mathcal{Y} \text{ such that } P_0(A) \leq \delta.
\]

(3.13)

Since, fixing \( \phi \) and \( \lambda, \epsilon' \) is a non-decreasing function of \( \epsilon \), we see that minimizing \( \epsilon \) is equivalent to minimizing \( \epsilon' \). Denoting \( v^* \) as the optimal value of the optimization problem

\[
\max_{A \subset \mathcal{Y}} P_0(A) \\
\text{s.t. } P_0(A) \leq \delta,
\]

(3.14)

then the optimal value of (3.13) is \( \epsilon'^{-1}(v^*, \lambda, \phi) \). Moreover, this is achievable by setting \( P_0 = P_\hat{\theta} \) that gives the optimal value \( v^* = \delta \) to (3.14) by Theorem 3.1.1.

\[\square\]

An implication of Theorem 3.2.1 is that, by noting that a parametric divergence ball lies inside a corresponding nonparametric ball, we can compute a bound for \( M \) to obtain a required Monte Carlo size, drawn from the baseline \( P_\hat{\theta} \), to get a feasible solution for the distributionally robust CCP (2.2) and subsequently the CCP (1.1). More precisely, recall the bounding function \( M(P_0, U_{data}, \delta) = M(P_0, \{Q : d_{\phi}(P_\hat{\theta}, Q) \leq \lambda, Q \in P_{para} \}, \delta) \) with \( \lambda = \phi''(1)\chi_{t_{\alpha-D}}^2/(2n) \), given by (3.1), as the optimal value of

\[
\max_{d_{\phi}(P_\hat{\theta}, Q) \leq \lambda, Q \in P_{para}, A \subset \mathcal{Y}} Q(A) \\
\text{s.t. } P_0(A) \leq \delta.
\]

(3.15)

We have:

COROLLARY 3.2.2. Given a data size \( n \), suppose \( \mathcal{Y} = \mathbb{R}^k \) and \( P_\hat{\theta} \) admits a density, where \( \hat{\theta} \) is the MLE under Assumption A1. If we choose \( \delta_\epsilon = \epsilon' \epsilon(1)\chi_{t_{\alpha-D}}^2/(2n) \), \( \phi' \) and draw \( \text{N}_{\text{exact}}(\delta_\epsilon, \beta, d) \) Monte Carlo samples from the generating distribution \( P_\hat{\theta} \) to construct the sampled problem (2.4), then the obtained solution will be feasible for (1.1) with asymptotic confidence level at least \( 1 - \alpha - \beta \).

PROOF. Note that a parametric divergence ball lies inside a corresponding nonparametric ball in the sense that

\[
\{Q : d_{\phi}(P_\hat{\theta}, Q) \leq \lambda, Q \in P_{para} \} \subseteq \{Q : d_{\phi}(P_\hat{\theta}, Q) \leq \lambda\}
\]

Thus, by the definition of \( M \), we have

\[
M(P_0, \{Q : d_{\phi}(P_\hat{\theta}, Q) \leq \lambda, Q \in P_{para} \}, \delta) \leq M(P_0, \{Q : d_{\phi}(P_\hat{\theta}, Q) \leq \lambda\}, \delta)
\]

In particular,

\[
M(P_0, \{Q : d_{\phi}(P_\hat{\theta}, Q) \leq \lambda, Q \in P_{para} \}, \delta) \leq M(P_\hat{\theta}, \{Q : d_{\phi}(P_\hat{\theta}, Q) \leq \lambda\}, \delta) = \epsilon'^{-1}(\delta, \lambda, \phi)
\]

where the equality follows from Theorem 3.2.1. Thus, if we choose \( \delta_\epsilon \) such that \( \epsilon'^{-1}(\delta, \lambda, \phi) \leq \epsilon, \) or \( \delta_\epsilon = \epsilon'(\epsilon, \lambda, \phi), \) where \( \lambda = \phi''(1)\chi_{t_{\alpha-D}}^2/(2n) \) as presented in (2.17), and the generating distribution as \( P_\hat{\theta} \), then Corollary 2.2.2 guarantees that running SO on \( \text{N}_{\text{exact}}(\delta_\epsilon, \beta, d) \) Monte Carlo samples gives a feasible solution for (1.1) with confidence asymptotically at least \( 1 - \alpha - \beta \).

\[\square\]
Corollary 3.2.2 thus provides an implementable procedure to handle (1.1) through (2.2). Next we discuss further the choice of generating distributions in parametric DRO beyond \( \mathbb{P}_\hat{\theta} \). While the ball center \( \mathbb{P}_\hat{\theta} \) is a valid choice, the equivalence relation (3.9) does not apply when the divergence ball is in a parametric class, and the optimal choice of the generating distribution may no longer be \( \mathbb{P}_\hat{\theta} \), as shown in the next result.

**Theorem 3.2.3.** In terms of selecting a generating distribution \( \mathbb{P}_0 \) to minimize \( M(\mathbb{P}_0, \{ \mathbb{Q} : d_\phi(\mathbb{P}_\hat{\theta}, \mathbb{Q}) \leq \lambda, \mathbb{Q} \in \mathcal{P}_{para} \}, \delta) \), the optimal value of (3.15), the choice \( \mathbb{P}_\hat{\theta} \) can be strictly dominated by other distributions.

Intuitively, Theorem 3.2.3 arises because the extreme distribution that achieves the equivalence relation (3.9) may not be in the considered parametric family. It implies more flexibility in choosing the generating measure \( \mathbb{P}_0 \), in the sense of requiring less Monte Carlo samples than using \( \mathbb{P}_\hat{\theta} \).

From the standpoint of hypothesis testing in Section 3.1, the imposed minimax problem (3.15) in searching for the best \( \mathbb{P}_0 \) can be viewed as finding a simple null hypothesis that is uniformly least powerful across the uncertainty set. This question is related and appears more general than finding the least favorable or powerful prior in testing against a composite null hypothesis [43]. In the latter context, given a set \( \Theta_1 \), one aims to find a distribution \( \mu^*(d\theta_0) \) such that \( \Gamma(\mu^*) \leq \Gamma(\mu) \) for all distributions \( \mu(d\theta_0) \) on \( \Theta_0 \), where \( \Gamma(\mu) \) is the optimal value of

\[
\max_{\theta_1 \in \Theta_1} \mathbb{P}_{\theta_1}(A) \quad \text{s.t.} \quad \int_{\Theta_0} \mathbb{P}_{\theta_0}(A)\mu(d\theta_0) \leq \delta. \tag{3.16}
\]

The distribution \( \mu(d\theta_0) \) is interpreted as a prior on a composite null hypothesis parametrized by \( \theta_0 \), and \( \mu^*(d\theta_0) \) is the least favorable prior. The difference between (3.16) and our formulation (3.15) lies in the restriction to measures of the form \( \mathbb{P}_0 = \int_{\Theta_0} \mathbb{P}_{\theta_0}\mu(d\theta_0) \) for the former, leading to a smaller search space than ours. This mixture-type \( \mathbb{P}_0 \) and the Bayesian connection will partly motivate our investigation in Section 4.

To prove Theorem 3.2.3, we present a counter example and also some related discussion.

**Example 3.2.4.** Consider the uncertainty set \( \mathcal{U}_{\text{data}} = \{ \mathbb{P}_{\theta} : -1 \leq \theta \leq 1 \} \) within Gaussian location family on \( \mathbb{R} \) with \( \mathbb{P}_\theta(dy) = \frac{1}{\sqrt{2\pi} \sigma_0} e^{-\frac{y^2}{2\sigma_0^2}} \) fixing \( \sigma_0^2 > 0 \). This can be thought of, e.g., as an uncertainty set based on the \( \chi^2 \)-distance, the latter defined between two probability measures \( \mathbb{P}_1 \) and \( \mathbb{P}_2 \) as

\[
\chi^2(\mathbb{P}_1, \mathbb{P}_2) = \int_y \left( \frac{d\mathbb{P}_2}{d\mathbb{P}_1} - 1 \right)^2 \mathbb{P}_1(dy). \tag{3.17}
\]

Note that the \( \chi^2 \)-distance is in the family of \( \phi \)-divergences, by choosing \( \phi = (x - 1)^2 \). We aim to find a generating distribution \( \mathbb{P}_0 \) to minimize \( M(\mathbb{P}_0, \{ \mathbb{P}_{\theta} : \theta \in \mathcal{U}_{\text{data}} \}, \delta) \), the optimal value of

\[
\max_{\theta \in \mathcal{U}_{\text{data}}, A \subset \mathbb{R}} \mathbb{P}_{\theta}(A) \quad \text{s.t.} \quad \mathbb{P}_0(A) \leq \delta. \tag{3.18}
\]

We consider several symmetric distributions as \( \mathbb{P}_0 \) (symmetry is reasonably conjectured as a good property since an imbalanced shift might increase the power for the alternative hypothesis on one side and the worst case overall). We list these symmetric distributions in increasing variability:
\begin{align*}
P_0^1(dy) &= \frac{1}{\sqrt{2\pi\sigma_0^2}} e^{-\frac{y^2}{2\sigma_0^2}} \\
P_0^2(dy) &= \frac{1}{\sqrt{2\pi\sigma_1^2}} e^{-\frac{y^2}{2\sigma_1^2}} \quad \text{with } \sigma_1^2 > \sigma_0^2 \\
P_0^3(dy) &= \frac{1}{2\sqrt{2\pi\sigma_1^2}} \left( e^{-\frac{(y-\bar{\theta})^2}{2\sigma_0^2}} + e^{-\frac{(y-\hat{\theta})^2}{2\sigma_0^2}} \right). \\
\end{align*}

Let \( \sigma_0^2 = 1, \sigma_1^2 = 2 \). Given \( 0 \leq \theta \leq 1 \), it can be shown using the Neyman-Pearson lemma discussed before that the rejection region \( \Lambda^\ast \) (i.e. the set giving the optimal value of (3.18) for a given \( \theta \)) for \( P_0^1 \) has the form \( \{ y : y > c_1 \} \), for \( P_0^2 \) the form \( \{ y : |y - \theta/(1 - \frac{\sigma_1^2}{\sigma_0^2})| \leq c_2 \} \) and for \( P_0^3 \) the form \( \{ y : \frac{e^{\theta y}}{e^{\theta y} + e^{-y}} > c_3 \} \), for constants \( c_1, c_2 \) and \( c_3 \). Let \( \delta = 0.05 \) be the tolerance level, it can be shown through numerical verification that

\begin{align*}
M(P_0^1, \{\nu : \nu \in \mathcal{U}_{\text{data}}\}, 0.05) &= 0.2595 \\
M(P_0^2, \{\nu : \nu \in \mathcal{U}_{\text{data}}\}, 0.05) &= 0.1240 \\
M(P_0^3, \{\nu : \nu \in \mathcal{U}_{\text{data}}\}, 0.05) &= 0.1001. \\
\end{align*}

Thus, the natural choice \( \hat{\nu} = P_0^1 \) based on relaxing to nonparametric DRO yields a bounding function \( M(\cdot) \) that is outperformed by \( P_0^2 \) or \( P_0^3 \). Later in Section 4 we will see numerically how \( P_0^2 \) and \( P_0^3 \) can lead to a smaller sample size requirements.

Although Theorem 3.2.3 reveals room to search for the best generating distribution, the involved optimization, or even just finding an improved distribution over \( \hat{\nu} \), appears to be nontrivial. In particular, the maximization problem in (3.15) depends on the computation of \( \Lambda^\ast \) for each alternative of \( \nu \in \mathcal{U}_{\text{data}} \). Section 4 discusses some approaches to search for improvements. Before so, we conclude this section with some discussion on the choice of statistical distances used in the uncertainty set.

### 3.3 Choice of Statistical Distance

We have chosen to use \( \phi \)-divergence to construct our uncertainty set \( \mathcal{U}_{\text{data}} \), and we have seen how this allows us to effectively translate sample size requirements from the data to Monte Carlo. Note that another common type of distances is the Wasserstein distance (e.g., [6, 22, 24]). If one can translate the violation probability under a generating distribution into the worst-case violation probability over a Wasserstein ball, then the same line of arguments in Section 2 applies to using SO on this DRO. Presuming that the size of a parametric Wasserstein-based confidence region can be properly calibrated from data, it is conceivable that the above can give rise to an alternate solution route. It is known (Theorem 3 in [6]), under suitable regularity conditions, that one can equate a Wasserstein-ambiguous probability \( \sup_{\nu} Q(\xi \in A) \), where \( d_W \) denotes a Wasserstein distance of order 1 and cost function \( c \), and \( A \) is an event, to \( P_\theta(c(\xi, A) \leq 1/\nu^\ast) \) where \( \nu^\ast \geq 0 \) is a dual multiplier for the associated optimization problem, and \( c(\xi, A) \) denotes the cost-induced distance between a point \( \xi \) and a set \( A \). Thus, \( M(P_\theta, \{Q : d_W(P_\theta, Q) \leq \lambda\}, \delta) \) can be written as

\begin{align*}
\max_{A \in \mathcal{Y}} \quad P_\theta(c(\xi, A) \leq 1/\nu^\ast) \\
s.t. \quad P_0(A) \leq \delta. \\
\end{align*}


Compared to the evaluation of $M(\mathbb{P}_0, \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda \}, \delta)$ in Theorem 3.2.1, the tightening of the tolerance level from $\epsilon$ to $\epsilon’$ is now replaced by the set inflation from $A$ to the $(1/v^*)$-neighborhood of $A$ given by $\{ \xi : c(\xi, A) \leq 1/v^* \}$. Note that, regardless of the distance used, one could reduce the conservativeness of our analysis by focusing on $A$ in the form $\{ x \notin X_\xi \}$, but this would require looking at the specific form of the safety set $X_\xi$.

4 IMPROVING GENERATING DISTRIBUTIONS

This section discusses some approaches to search for better generating distributions beyond the baseline distribution in a divergence ball of DRO.

4.1 A Framework to Reduce Divergence Ball Size by Incorporating Parametric Information

The reason why the best choice of generating distribution $\mathbb{P}_0$ is not the baseline of the divergence ball, $\mathbb{P}_\hat{\theta}$, in minimizing $M(\mathbb{P}_0, \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda, Q \in \mathcal{P}_{para} \}, \delta)$ is that the equivalence relation (3.9) does not hold when $Q$ is restricted to a parametric class. In some sense the reduction to the unambiguous chance constraint in the right hand side of (3.9) is over-conservative as it does not account for parametric information. Suppose we would still like to use the analytically tractable relation (3.9), but at the same time be less conservative. Then, one approach is to find a new baseline distribution, say $\mathbb{P}$, such that the parametrically restricted divergence ball $\{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda, Q \in \mathcal{P}_{para} \}$ lies inside a new nonparametric divergence ball at the center $\mathbb{P}$, namely $\{ Q : d_\phi(\mathbb{P}, Q) \leq \hat{\lambda} \}$.

If we can obtain a nonparametric ball size $\hat{\lambda}$ such that $\hat{\lambda} < \lambda$ and the set inclusion holds, then this new ball is also a valid uncertainty set, and, when simply setting the generating distribution as $\mathbb{P}_0 = \mathbb{P}$ and applying Theorem 3.2.1, we have a smaller upper bound for $M(\mathbb{P}_0, \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda, Q \in \mathcal{P}_{para} \}, \delta)$ than $\epsilon^{-1}(\delta, \lambda, \phi)$ obtained from using Theorem 3.2.1 directly with the parametric constraint relaxed.

To above mechanism can be executed as follows. Let $\mathcal{U}_{data} = \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda, Q \in \mathcal{P}_{para} \}$. For any $\mathbb{P}_0$, let

$$D_{data}(\mathbb{P}_0, \phi) \triangleq \sup_{Q \in \mathcal{U}_{data}} d_\phi(\mathbb{P}_0, Q).$$

(4.1)

Then we clearly have

$$\mathcal{U}_{data} \subseteq \{ Q : d_\phi(\mathbb{P}_0, Q) \leq D_{data}(\mathbb{P}_0, \phi) \}$$

(4.2)

Our goal is to find $\mathbb{P}_0$ to minimize $D_{data}(\mathbb{P}_0, \phi)$ or any upper bound of $D_{data}(\mathbb{P}_0, \phi)$ so that it is smaller than the ball size $\hat{\lambda}$ appearing in the original parametric divergence ball $\mathcal{U}_{data}$. We state the implication of this as follows:

**Theorem 4.1.1.** Suppose $Y = \mathbb{R}^k$ and $\mathbb{P}_\hat{\theta}$ admits a density. Consider the parametric divergence ball $\mathcal{U}_{data} = \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda, Q \in \mathcal{P}_{para} \}$. Suppose we can find $\mathbb{P}_0$ such that $D_{data}(\mathbb{P}_0, \phi)$ defined in (4.1) satisfies $D_{data}(\mathbb{P}_0, \phi) < \lambda$. Then we have

$$\min_{\mathbb{P}_1} M(\mathbb{P}_1, \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda, Q \in \mathcal{P}_{para} \}, \delta) \leq \min_{\mathbb{P}_1} M(\mathbb{P}_1, \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq D_{data}(\mathbb{P}_0, \phi) \}, \delta) \leq \min_{\mathbb{P}_1} M(\mathbb{P}_1, \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda \}, \delta)$$

(4.3)

and

$$\min_{\mathbb{P}_1} M(\mathbb{P}_1, \{ Q : d_\phi(\mathbb{P}_\hat{\theta}, Q) \leq \lambda, Q \in \mathcal{P}_{para} \}, \delta) \leq \epsilon^{-1}(\delta, D_{data}(\mathbb{P}_0, \phi), \phi) \leq \epsilon^{-1}(\delta, \lambda, \phi)$$

(4.4)

where $\epsilon^{-1}(\epsilon, \lambda, \phi)$ is defined in (3.11).
Proof. By the definition of $D_{data}(\mathbb{P}_0, \phi)$, (4.2) holds. Together with the condition $D_{data}(\mathbb{P}_0, \phi) < \lambda$, we have the set inclusions

$$
\{ Q : d_\phi(\mathbb{P}_0, Q) \leq \lambda, Q \in \mathcal{P}_{para} \} \subseteq \{ Q : d_\phi(\mathbb{P}_0, Q) \leq D_{data}(\mathbb{P}_0, \phi) \} \subseteq \{ Q : d_\phi(\mathbb{P}_0, Q) \leq \lambda \} \quad (4.5)
$$

The inequalities (4.3) then follow from the definition of $M$. The inequalities (4.4) in turn follow immediately from Theorem 3.2.1. □

Theorem 4.1.1 stipulates that choosing $\mathbb{P}_0$ depicted in the theorem as the generating distribution, and setting $\epsilon^{-1}(\delta, D_{data}(\mathbb{P}_0, \phi), \phi)$ as an upper bound for $M(\mathbb{P}_0, \{ Q : d_\phi(\mathbb{P}_0, Q) \leq \lambda, Q \in \mathcal{P}_{para} \}, \delta)$ to obtain the required Monte Carlo size $N_{exact}(\delta, \epsilon, \beta, d)$ implied by Corollary 2.2.2, will give a lighter Monte Carlo requirement than using the bound $\epsilon^{-1}(\delta, \lambda, \phi)$ directly obtained by relaxing the parametric constraint and using $\mathbb{P}_0$ as the generating distribution as in Corollary 3.2.2.

### 4.2 Mixture as Generating Distribution

Since optimization (4.1) can be difficult to solve generally, we focus on finding improved generating distribution $\mathbb{P}_0$ so that the implication of Theorem 4.1.1 holds, instead of fully optimizing (4.1). In this and the next subsections, we design a search space $\mathcal{P}_0$ for $\mathbb{P}_0$ that allows the construction of tractable procedures to achieve such improvements, while at the same time ensures the obtained $\mathbb{P}_0$ are amenable to Monte Carlo simulation.

From now on we will focus on $\chi^2$-distance as our choice of $\phi$ for convenience (as will be seen). Suppose that $\mathbb{P}_0$ has density $p(\mathbf{y}; \hat{\theta})$. We then set $\mathbb{P}_0$ to be the collection of distributions with densities in the form

$$
p_0(\mathbf{y}) = \int_{\Theta} p(\mathbf{y}; \theta) \mu(d\theta), \quad (4.6)
$$

for some probability measure $\mu$ on $\Theta$. This class of distributions is easy to sample assuming $p(\mathbf{y}; \hat{\theta})$ and $\mu$ are, as one can first sample $\theta \sim \mu(d\theta)$ and then $\xi \sim \mathbb{P}_0$ given $\theta$.

Searching for the best $p_0(\mathbf{y})$ requires minimizing $D_{data}(\mathbb{P}_0)$ over $\mathbb{P}_0 \in \mathcal{P}_0$ (where for convenience we denote $D_{data}(\mathbb{P}_0)$ as $D_{data}(\mathbb{P}_0, \phi)$ with $\phi$ representing the $\chi^2$-distance). We first use (3.17) to write

$$
D_{data}(\mathbb{P}_0) = \sup_{\theta \in \mathcal{U}_{data}} \int_{\mathcal{Y}} \left( \frac{p(\mathbf{y}; \theta)}{p_0(\mathbf{y})} - 1 \right)^2 p_0(\mathbf{y}) d\mathbf{y}
$$

$$
= \sup_{\theta \in \mathcal{U}_{data}} \int_{\mathcal{Y}} \frac{(p(\mathbf{y}; \theta))^2}{p_0(\mathbf{y})} d\mathbf{y} - 1
$$

$$
= \sup_{\theta \in \mathcal{U}_{data}} \int_{\mathcal{Y}} \frac{(p(\mathbf{y}; \theta))^2}{\int_{\Theta} p(\mathbf{y}; \theta') \mu(d\theta')} d\mathbf{y} - 1. \quad (4.7)
$$

Denoting $\mathcal{P}(\Theta)$ as the space of probability measures on $\Theta$, we define the function $L : \mathcal{P}(\Theta) \times \Theta \to \mathbb{R}$ to be

$$
L(\mu, \theta) = \int_{\mathcal{Y}} \frac{(p(\mathbf{y}; \theta))^2}{\int_{\Theta} p(\mathbf{y}; \theta') \mu(d\theta')} d\mathbf{y}, \quad (4.8)
$$

assuming the integral is well-defined for $\mathcal{P}(\Theta) \times \Theta$ and further define

$$
l(\mu) = \sup_{\theta \in \mathcal{U}_{data}} L(\mu, \theta). \quad (4.9)
$$

Thus (4.7) can be written as $D_{data}(\mathbb{P}_0) = l(\mu) - 1$, and minimizing $D_{data}(\mathbb{P}_0)$ is equivalent to solving

$$
\min_{\mu \in \mathcal{P}(\Theta)} l(\mu) = \min_{\mu \in \mathcal{P}(\Theta)} \max_{\theta \in \mathcal{U}_{data}} L(\mu, \theta). \quad (4.10)
$$
Optimization (4.10) has the following convexity property:

**Lemma 4.2.1.** The outer minimization in problem (4.10) is convex.

Lemma 4.2.1 can be proved by direct verification, which is shown in Appendix B. Note also that, if \( \mu \) is the point mass \( \delta_{\theta} \) for \( \theta \in \Theta \), then the mixture distribution would recover the parametric distribution \( P_{\theta} \). Hence the proposed family \( P_0 \) includes \( \{P_{\theta}\}_{\theta \in \Theta} \), and in particular the original baseline distribution \( P_{\hat{\theta}} \). Although the outer minimization of (4.10) is a convex problem, computing \( l(\mu) \) involves a non-convex optimization and is difficult in general. Our approach is to search for a descent direction for the convex function \( l(\cdot) \) from \( \delta_{\hat{\theta}} \). In the following, we will study two types of search directions, each using its own version of Danskin’s Theorem [3, 4]. To proceed, we introduce the following definition:

**Definition 4.2.2.** Define \( \Theta^*(\mu) \) to be the set of optimal points for the maximization problem in

\[
L(\mu, \theta) = \sup_{\theta \in \mathcal{U}_{data}} L(\mu, \theta) \quad \text{given} \quad \mu \in \mathcal{P}(\Theta),
\]

\[
\Theta^*(\mu) = \arg\max_{\theta \in \mathcal{U}_{data}} L(\mu, \theta) \quad (4.11)
\]

It can be shown that \( \Theta^*(\mu) \) is non-empty and \( \Theta^*(\mu) \subseteq \mathcal{U}_{data} \) because \( \mathcal{U}_{data} \) is compact and \( L(\mu, \theta) \) is continuous in \( \theta \).

### 4.3 Line Search towards a Proposed Distribution

We consider mixing distributions in the form \( l(\mu) = \sup_{\theta \in \mathcal{U}_{data}} L(\mu, \theta) \) given \( \mu \in \mathcal{P}(\Theta) \):

\[
\Theta^*(\mu) = \arg\max_{\theta \in \mathcal{U}_{data}} L(\mu, \theta)
\]

We will study two types of search directions, each using its own version of Danskin’s Theorem [3, 4]. To proceed, we introduce the following definition:

**Definition 4.2.2.** Define \( \Theta^*(\mu) \) to be the set of optimal points for the maximization problem in

\[
L(\mu) = \sup_{\theta \in \mathcal{U}_{data}} L(\mu, \theta) \quad \text{given} \quad \mu \in \mathcal{P}(\Theta),
\]

\[
\Theta^*(\mu) = \arg\max_{\theta \in \mathcal{U}_{data}} L(\mu, \theta) \quad (4.11)
\]

It can be shown that \( \Theta^*(\mu) \) is non-empty and \( \Theta^*(\mu) \subseteq \mathcal{U}_{data} \) because \( \mathcal{U}_{data} \) is compact and \( L(\mu, \theta) \) is continuous in \( \theta \).

**Theorem 4.3.1.** Fix any \( \mu_1, \mu_2 \in \mathcal{P}(\Theta) \) and \( \theta \notin \Theta \). Under the assumptions that \( \psi(t) = L((1-t)\mu_1 + t\mu_2, \theta) \) is well defined for \( 0 \leq t \leq 1 \), we know that the function \( g(y, t) \)

\[
g(y, t) : Y \times [0, 1] \ni \frac{(p(y; \theta))^2}{1 - t} \int_{\Theta} p(y; \theta') \mu_1(d\theta') + t \int_{\Theta} p(y; \theta') \mu_2(d\theta')
\]

is integrable for \( t \in [0, 1] \). If we further assume that there exists an integrable function \( g_0(y) \) such that

\[
\left| \frac{(p(y; \theta))^2 \cdot \int_{\Theta} p(y; \theta') (\mu_1 - \mu_2)(d\theta')}{(\int_{\Theta} p(y; \theta')((1-t)\mu_1 + t\mu_2)(d\theta'))^2} \right| \leq g_0(y),
\]

then we have the right derivative of \( \psi(t) \) at \( t = 0 \) given by

\[
\psi^+(0) = \sup_{\theta \in \Theta^*(\mu_1)} \lim_{t \downarrow 0} \frac{L((1-t)\mu_1 + t\mu_2, \theta) - L(\mu_1, \theta)}{t}
\]

\[
= \sup_{\theta \in \Theta^*(\mu_1)} \int_{Y} \frac{(p(y; \theta))^2 \cdot \int_{\Theta} p(y; \theta') (\mu_1 - \mu_2)(d\theta')}{(\int_{\Theta} p(y; \theta')\mu_1(d\theta'))^2} dy.
\]

(4.12)

The quantity \( \psi^+(0) \) is the directional derivative of \( L(\mu_1) \) in the direction \( \mu_2 - \mu_1 \). Thus, to improve on \( D_{data}(P_{\hat{\theta}}) \), we can propose a mixing distribution \( \mu_{prop}(d\theta') \), and substitute \( \mu_1 = \delta_{\hat{\theta}} \) and \( \mu_2 = \mu_{prop} \) in (4.12) to check if

\[
\sup_{\theta \in \Theta^*(\delta_{\hat{\theta}})} \int_{Y} \frac{(p(y; \theta))^2 \cdot \int_{\Theta} p(y; \theta') (\delta_{\hat{\theta}} - \mu_{prop})(d\theta')}{(p(y; \hat{\theta})^2} dy < 0,
\]

(4.13)
which indicates a strict descent for \( l(\cdot) \) from \( \delta_{\hat{\theta}} \) to \( \mu_{prop} \). In this case, it follows from the convexity of \( l(\cdot) \) that we can find some \( 0 < t \leq 1 \) such that \( l((1-t)\delta_{\hat{\theta}} + t\mu_{prop}) < l(\delta_{\hat{\theta}}) \), so that

\[
p_t(y) = \int_\Theta p(y; \theta')((1-t)\delta_{\hat{\theta}} + t\mu_{prop})(d\theta'),
\]

(4.14)
gives rise to \( D_{data}(P_0) < D_{data}(P_{\hat{\theta}}) \). Finding such a \( t \) can be done by a bisection search or enumerating \( D_{data}(P_0) \) on \( p_t \) over a grid of \( t \). Note that the above can be implemented only if (4.13) can be verified and also if \( D_{data}(P_0) \) is computable. We will show that both properties are satisfied for the case of multivariate Gaussian when \( \mu_{prop} \) is properly chosen. In particular, we will identify general sufficient conditions for \( \mu_{prop} \) to guarantee (4.13), and also find \( \mu_{prop} \) such that the maximization involved in computing \( D_{data}(P_0) \) in (4.7) can be reduced to a one-dimensional problem, so that one can simply use a line search and approximate the integral there with Monte Carlo.

Consider a multivariate Gaussian distribution with unknown mean \( \Theta \subset \mathbb{R}^D \) in an open convex set with density

\[
p(y; \theta) = \frac{1}{\sqrt{(2\pi)^D|\Sigma|}} \cdot e^{-\frac{1}{2}(y-\theta)^\top \Sigma^{-1}(y-\theta)},
\]

(4.15)
where \( \Sigma \) is a fixed positive semi-definite covariance matrix. Direct verification (in Appendix B) shows that

\[
\mathcal{U}_{data} = \left\{ \theta \in \Theta : \chi^2(P_{\hat{\theta}}, \mathbb{P}_\theta) \leq \frac{\chi^2_{1-a,D}}{n} \right\} = \left\{ \theta \in \Theta : e^{(\theta - \hat{\theta})\top \Sigma^{-1}(\theta - \hat{\theta})} - 1 \leq \frac{\chi^2_{1-a,D}}{n} \right\}
\]

\[
= \left\{ \theta \in \Theta : (\theta - \hat{\theta})\top \Sigma^{-1}(\theta - \hat{\theta}) \leq \log(1 + \frac{\chi^2_{1-a,D}}{n}) \right\}
\]

\[
= \left\{ \theta : \hat{\theta} + \Sigma^{\frac{1}{2}} v, \text{ for all } \|v\|^2 \leq \log(1 + \frac{\chi^2_{1-a,D}}{n}) \right\},
\]

(4.16)
and thus

\[
\Theta^*(\delta_{\hat{\theta}}) = \arg\max_{\theta \in \mathcal{U}_{data}} e^{(\theta - \hat{\theta})\top \Sigma^{-1}(\theta - \hat{\theta})} - 1
\]

\[
= \left\{ \theta : \hat{\theta} + \Sigma^{\frac{1}{2}} v, \text{ for all } \|v\|^2 \leq \log(1 + \frac{\chi^2_{1-a,D}}{n}) \right\}.
\]

(4.17)

We propose the following \( \mu_{prop} \). First, we call a distribution on \( \Theta \) symmetrical around \( \theta \) if its probability density or mass function has the same value for any \( \theta_1, \theta_2 \in \Theta \) such that \( \theta = \frac{\theta_1 + \theta_2}{2} \).

**Proposition 4.3.2.** Let \( \mu_{prop}(d\theta') \) be any symmetrical distribution around \( \hat{\theta} \). Given \( \theta \in \Theta^*(\delta_{\hat{\theta}}) \), we define \( Y_{\theta} = (\theta - \hat{\theta})\top \Sigma^{-1}(\theta - \hat{\theta}) \) with \( \theta' \sim \mu_{prop}(d\theta') \). Suppose there exists an integrable random variable \( Y \) under the measure \( \mu_{prop} \) such that \( e^{2Y} \leq Y \) for all \( \theta \in \Theta^*(\delta_{\hat{\theta}}) \). If, for each \( \theta \in \Theta^*(\delta_{\hat{\theta}}) \), \( Y_\theta \) does not equal to 0 with probability 1, then (4.13) holds and the mixture distribution produced by \( \mu_{prop}(\theta) \) would result in a descent direction on \( D_{data}(P_{\hat{\theta}}) \).

One can check that any Gaussian distribution with mean \( \hat{\theta} \) satisfies the conditions of Proposition 4.3.2, and so does any \( \mu_{prop}(d\theta') \) that is discrete, symmetrical around \( \hat{\theta} \), whose outcome directions \( \theta' - \hat{\theta} \) constitute a basis of \( \mathbb{R}^D \). Alternately, we also consider the following continuous \( \mu_{prop} \). We set \( \theta' \sim \hat{\theta} + \sqrt{\frac{\chi^2_{1-a,D}}{n}} \cdot \Sigma^{\frac{1}{2}} \eta \) where \( \eta \) is a random vector uniformly distributed on the surface of the \( D \)-dimension unit ball. Note that this \( \theta' \) can be efficiently simulated by sampling \( D \) independent
standard Gaussian random variables and scaling their norm to unit length to obtain \( \eta \). While this \( \mu_{\text{prop}} \) can be readily checked to satisfy the conditions in Proposition 4.3.2, we also provide an alternate proof on the validity of this \( \mu_{\text{prop}} \) in achieving a descent direction in Lemma B.0.5 in the Appendix.

Next, we discuss the computation of \( D_{\text{data}}(P_0) \) for a given \( P_0 \). First, we call a random variable \( Y \subset \mathbb{R}^k \) rotationally invariant if \( Y \overset{D}{=} Q^T Y \) for any rotational matrix \( Q \in \mathbb{R}^{k \times k} \). Using this notion, the following shows how one can reduce the \( D \)-dimensional maximization problem in the definition of \( D_{\text{data}}(P_0) \) into a one-dimensional problem.

**Proposition 4.3.3.** Given a nominal distribution \( Y \sim P_0 \) and a multivariate Gaussian family with known covariance \( \Sigma \) denoted \( P_{\theta} = N(\theta, \Sigma) \). If the nominal distribution \( Y \sim P_0 \) satisfies the condition that the random variable \( Z = \Sigma^{-1/2}(Y - \hat{\theta}) \) is rotationally invariant, then for any \( \theta_1, \theta_2 \) satisfying \((\theta_1 - \hat{\theta})^T \Sigma^{-1}(\theta_1 - \hat{\theta}) = (\theta_2 - \hat{\theta})^T \Sigma^{-1}(\theta_2 - \hat{\theta})\), we have

\[
\chi^2(P_0, P_{\theta_1}) = \chi^2(P_0, P_{\theta_2}).
\]  

Thus, for \( D_{\text{data}}(P_0) = \max_{\theta \in U_{\text{data}}} \chi^2(P_0, P_{\theta}) \) with \( U_{\text{data}} = \{ \theta \in \Theta : (\theta - \hat{\theta})^T \Sigma^{-1}(\theta - \hat{\theta}) \leq \lambda \} \) as in (4.16), we have

\[
D_{\text{data}}(P_0) = \max_{0 \leq t \leq 1} \chi^2(P_0, P_{(1-t)\hat{\theta} + t\theta^*}),
\]

given any \( \theta^* \) satisfying \((\theta^* - \hat{\theta})^T \Sigma^{-1}(\theta^* - \hat{\theta}) = \lambda \).

We also have:

**Proposition 4.3.4.** Given \( 0 \leq t \leq 1 \) and \( \mu_{\text{prop}}(d\theta) = \hat{\theta} + \sqrt{\frac{1}{t(1-t)} \cdot \Sigma^{1/2} \eta} \), where \( \eta \) is a random vector uniformly distributed on the surface of the \( D \)-dimensional unit ball, the nominal measure \( P_{\hat{\theta}} \) with density

\[
p_t(y) = \int_{\Theta} p(y; \theta')(1-t)\delta_{\hat{\theta}} + t \mu_{\text{prop}}(d\theta') = (1-t)P_{\hat{\theta}} + t \int_{\Theta} p(y; \theta') \mu_{\text{prop}}(d\theta'),
\]

satisfies the conditions of Proposition 4.3.3.

Therefore, in computing \( D_{\text{data}}(P_0) \) derived from the proposed distribution \( \mu_{\text{prop}}(d\theta) = \hat{\theta} + \sqrt{\frac{1}{t(1-t)} \cdot \Sigma^{1/2} \eta} \), using Propositions 4.3.3 and 4.3.4 we can change the domain of the involved maximization from \( \Theta \subset \mathbb{R}^D \) into \( \mathbb{R} \), leading to a substantial reduction in the search space and a tractable problem.

To confirm our findings, we perform two sets of numerical experiments. For the first set, fix \( d = D = 2 \) and \( \Sigma \) to be the identity matrix \( I \), and set \( \epsilon = \beta = \alpha = 0.05 \) and data size \( n = 20 \). Let \( N_{\text{exact}} \) be the required Monte Carlo sample size from the generating distribution \( P_0 \) obtained from minimizing (4.14) and \( \delta_e \) to be the resulting quantity defined in (2.9). We compare four different choices of \( \mu_{\text{prop}}(d\theta) \), one reducing to \( P_{\hat{\theta}} \), and the other three choices as described above:

- \( \mu_1 = \delta_{\hat{\theta}} \); the point mass at \( \hat{\theta} \);
- \( \mu_2 \): the Gaussian distribution with mean \( \hat{\theta} \) and covariance matrix \( \Sigma/n \) (the sampling covariance for the MLE \( \hat{\theta} \));
- \( \mu_3 \): the discrete distribution with half probability weight at \( \hat{\theta} \) and the rest equally distributed at four points on the intersection of the coordinate axes with the boundary of \( \Theta^\prime(\delta_{\hat{\theta}}) \);
- \( \mu_4 \): the uniform distribution on the boundary of \( \Theta^\prime(\delta_{\hat{\theta}}) \).

For the second set, we consider one-dimensional Gaussian with unknown mean and unit variance. Specifically, suppose \( \xi \sim N(\theta, 1) \) with \( \alpha = \beta = \epsilon = 0.05 \) and data size \( n = 20 \). Set the
uncertainty set $\mathcal{U}_{\text{data}}$ as the interval $[\hat{\theta} - \frac{1.96}{\sqrt{n}}, \hat{\theta} + \frac{1.96}{\sqrt{n}}]$. We again propose different choices for the mixture distribution $\mu_{\text{prop}}(d\theta)$:

- $\mu_1 = \delta_{\hat{\theta}}$: the point mass at $\hat{\theta}$.
- $\mu_2$: the discrete distribution with equal masses at the two points that split the interval $\mathcal{U}_{\text{data}}$ into three equal-distance pieces.
- $\mu_3$: the uniform distribution on the entire interval $\mathcal{U}_{\text{data}}$.
- $\mu_4$: the uniform distribution on the boundary of $\mathcal{U}_{\text{data}}$, which is just two equal point masses at the two end points.

All suggested $\mu_{\text{prop}}$ satisfy the conditions of Proposition 4.3.2 and give valid descent directions. Moreover, in these low-dimensional problems we can use grid-discretization to approximate $D_{\text{data}}(\mathbb{P}_0)$. Tables 1 and 2 show the comparisons among these choices, and in particular that $\mu_2$, $\mu_3$ and $\mu_4$ result in a decrease of the Monte Carlo sample requirement $N_{\text{exact}}$ from $\delta_{\hat{\theta}}$, as predicted by our analysis. Although the reduction in $N_{\text{exact}}$ is relatively mild in these examples, we expect it to amplify in higher-dimensional problems.

Table 1. Comparisons among four choices of $\mathbb{P}_0$ for multivariate Gaussian.

|        | $D_{\text{data}}(\mathbb{P}_0)$ | $\delta_\epsilon$ | $N_{\text{exact}}$ |
|--------|----------------------------------|--------------------|---------------------|
| $\delta_{\hat{\theta}}$ | 0.34923                          | 0.0056             | 846                 |
| $\mu_2$  | 0.31598                          | 0.0061             | 776                 |
| $\mu_3$  | 0.30370                          | 0.0063             | 752                 |
| $\mu_4$  | 0.28055                          | 0.0067             | 707                 |

Table 2. Comparisons among four choices of $\mathbb{P}_0$ for one-dimensional Gaussian.

|        | $D_{\text{data}}(\mathbb{P}_0)$ | $\delta_\epsilon$ | $N_{\text{exact}}$ |
|--------|----------------------------------|--------------------|---------------------|
| $\delta_{\hat{\theta}}$ | 0.46837                          | 0.0153             | 195                 |
| $\mu_2$  | 0.42611                          | 0.0164             | 182                 |
| $\mu_3$  | 0.36702                          | 0.0182             | 164                 |
| $\mu_4$  | 0.28765                          | 0.0215             | 138                 |

### 4.4 Enlarging Mixture Variability

Our next proposal is to consider continuous mixing distribution $\mu_r(d\theta')$ on $\Theta$ where $r \geq 0$ controls the variability of the distribution, so that $r = 0$ corresponds to $\delta_{\hat{\theta}}$. Here, we can parametrize the density of the generating distribution as

$$p_r(y) = \int_{\Theta} p(y; \theta') \mu_r(d\theta'), \quad (4.20)$$

and our search direction is along $r$ starting from $r = 0$. We propose two possible ways to define $\mu_r(d\theta')$. First is to let $\mu_1^r(d\theta')$ follow the distribution of $\theta' \sim \hat{\theta} + \Sigma^{\frac{1}{2}} \cdot \eta_r \sqrt{r}$ where $\eta_r \sqrt{r}$ is the uniform distribution inside the $D$-dimensional unit ball with radius $\sqrt{r}$. Second is to let $\mu_2^r(d\theta')$ follow...
We show that increasing \( r \) when the underlying distribution is Gaussian. Recall that in this case \( l(4.17) \). As Algorithm 1

**Theorem [15] for non-convex problems to get the following result:**

**Theorem 4.4.1.** With \( l(r) \) and \( L(r, \theta) \) defined in (4.21) and (4.22), and \( p(y; \theta) \) multivariate Gaussian with mean \( \theta \) and known positive definite covariance \( \Sigma \), we have

\[
l^+(0) = \lim_{r \downarrow 0} \frac{l(r) - l(0)}{r} = (1 + \frac{\chi_1^2 - a.D}{n}) \cdot \lim_{r \downarrow 0} \frac{1}{r} \left(1 - \inf_{\theta \in \Theta} \mathbb{E}_{\theta - \mu_0} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta - \hat{\theta})}]\right) \tag{4.23}
\]

The proof is in Appendix B. With Theorem 4.4.1, we can show that both \( \mu_1^r \) and \( \mu_2^r \) proposed above are valid choices to produce descent directions. Moreover, we can also show that they allow tractable computation of \( D_{data}(P_0) \). These are depicted as follows.

**Corollary 4.4.2.** Under the assumptions in Theorem 4.4.1, \( l^+(0) < 0 \) for both \( \mu_1^r \) and \( \mu_2^r \).

**Corollary 4.4.3.** Given \( r \geq 0 \) and \( \mu_{prop} \), the nominal measure \( \mathbb{P}_r \) satisfies the conditions of Proposition 4.3.3.

The proofs of Corollaries 4.4.2 and 4.3.4 are in Appendix B.

## 5 PROCEDURAL DESCRIPTION

This section presents our procedures to find solutions for CCP (1.1) using SO-based methods, when the direct use of data \( \xi_1, \ldots, \xi_n \) from \( \mathbb{P} \) is possibly insufficient to achieve feasibility with a given confidence. Algorithm 1, which we call "Extended SO", first presents the basic and most easily applicable procedure arising from Corollary 3.2.2.

**Algorithm 1** Extended SO to obtain a feasible solution \( \hat{x} \) for (1.1) with asymptotic confidence \( 1 - \alpha - \beta \)

1: **Inputs:** data points \( \xi_1, \ldots, \xi_n \), a \( \phi \)-divergence, parametric information \( \mathcal{P}_{para} = \{\mathbb{P}_\theta\}_{\theta \in \Theta \subset \mathbb{R}^D} \).
2: Find the MLE \( \hat{\theta} \) from the data \( \xi_1, \ldots, \xi_n \) for parameter \( \theta \).
3: Set \( \lambda \leftarrow \frac{\phi'(1)\chi_1^2 - a.D}{2n} \) where \( \chi_1^2 \) is the \( 1 - \alpha \) quantile of a \( \chi_D^2 \) distribution.
4: Set \( \delta_{\epsilon} \leftarrow \epsilon'(\epsilon, \lambda, \phi) \) where \( \epsilon' \) is defined in (3.10).
5: Set \( N \leftarrow N_{exact}(\delta_{\epsilon}, \beta, d) \) where \( N_{exact} \) is defined in (2.5).
6: Generate \( \xi_1^{'MC}, \ldots, \xi_N^{'MC} \) from \( \mathbb{P}_\hat{\theta} \) to construct (2.4) and obtain a solution \( \hat{x} \).

There are several variants of Algorithm 1. First, we have discussed the use of plain SO and that the required sample size is (2.5), while on the other hand, as mentioned at the end of Section 2.2,
we can use other variants of SO such as FAST that requires a smaller sample size for either the
data or the Monte Carlo samples we generate. In the case of FAST, we would have $N_{\text{exact}}(\epsilon, \beta, d) = 20d + \frac{1}{\epsilon} \log \frac{1}{\beta}$, as suggested by [13]. Thus, a variant of Algorithm 1 is to replace $N_{\text{exact}}$ with this latter quantity, and replace (2.4) with the FAST procedure in [13] for the last step of Algorithm 1 (we call this algorithm "Extended FAST" which will also be used in the next section).

The explicit expression for $e'(\epsilon, \lambda, \phi)$ for different $\phi, \epsilon$ and $\lambda$ can be found in [36]. For example, if we choose $\phi = (x - 1)^2$ which corresponds to the $\chi^2$-distance, then for $\epsilon < 1/2$, we have $e' = \max\{0, \epsilon - \frac{\sqrt{2+4\lambda(e-\epsilon^2) - (1-2\epsilon)\lambda}}{2\lambda + 2}\}$. We can also replace $e'(\epsilon, \lambda, \phi)$ by any $\delta_\epsilon$ that achieves $M(\hat{\theta}, \{Q : d_\phi(\hat{\theta}, Q) \leq \lambda\}, \delta_\epsilon) \leq \epsilon$. In Appendix A, we derive a self-contained easy upper bound for $M(\hat{\theta}, \{Q : d_\phi(\hat{\theta}, Q) \leq \lambda\}, \delta)$ in the case of $\chi^2$-distance and use it to find such a $\delta_\epsilon$. This easy computation of $\delta_\epsilon$ will also be used in our numerics in the next section.

Section 4.1 has investigated some proposals to improve the generating distributions. Algorithm 2 depicts these proposals in a general form. The main difference of Algorithm 2 compared to Algorithm 1 is the introduction of $D_{\text{data}}(\hat{\theta}, \phi)$ that one can attempt to minimize over a class of generating distribution $\mathbb{P}_0$ or evaluate for trial-and-error choices of $\hat{\theta}$, so that at the end we have $D_{\text{data}}(\hat{\theta}, \phi) < \phi''(1)\chi^2_{1-\alpha, D}(2n)$. As discussed in Section 4.1, using this $\mathbb{P}_0$ allows us to obtain a smaller Monte Carlo size requirement than simple relaxation of the parametric constraint. Sections 4.3 and 4.4 describe the possibilities of achieving such a reduction, in the case of Gaussian underlying distributions and using $\chi^2$-distance. Note that, just like in Algorithm 1, we can consider other variants such as incorporating FAST and using alternate bounds for $M$ instead of $e'$, by undertaking the same modifications as in Algorithm 1.

Algorithm 2: Extended SO with improved generating distribution to obtain a feasible solution $\hat{x}$ for (1.1) with asymptotic confidence $1 - \alpha - \beta$

1. **Inputs:** data points $\xi_1, \ldots, \xi_n$, a $\phi$-divergence, parametric information $\mathcal{P}_{\text{para}} = \{\mathbb{P}_{\theta} \}_{\theta \in \Theta \subset \mathbb{R}^D}$.
2. Find the MLE $\hat{\theta}$ from the data $\xi_1, \ldots, \xi_n$ for parameter $\theta$.
3. Set $\lambda \leftarrow \phi''(1)\chi^2_{1-\alpha, D}$ where $\chi^2_{1-\alpha, D}$ is the $1 - \alpha$ quantile of a $\chi^2_D$ distribution.
4. Obtain $\mathbb{P}_0$ by minimizing $D_{\text{data}}(\mathbb{P}_0, \phi)$ defined in (4.1) over a class of distributions or simple trial-and-error search so that $D_{\text{data}}(\mathbb{P}_0, \phi) < \lambda$.
5. Set $\delta_\epsilon \leftarrow e'(\epsilon, D_{\text{data}}(\mathbb{P}_0, \phi), \phi)$ where $e'$ is defined in (3.10).
6. Set $N \leftarrow N_{\text{exact}}(\delta_\epsilon, \beta, d)$ where $N_{\text{exact}}$ is defined in (2.5).
7. Generate $\xi_1^{MC}, \ldots, \xi_N^{MC}$ from $\mathbb{P}_0$ to construct (2.4) and obtain a solution $\hat{x}$.

6 NUMERICAL EXPERIMENTS

This section presents some numerical examples to support our theoretical findings and illustrate the performance of our proposed procedures for data-driven CCPs. We use Algorithm 1 (Extended SO) and its FAST variant discussed in Section 5 (Extended FAST). In Extended SO, we use an easy upper bound for $M$ to find $\delta_\epsilon$ that is shown in Appendix A. We investigate the required Monte Carlo sample sizes for different tolerance level $\epsilon$ and dimension $d$. Our examples consider both single and joint CCPs (i.e., one and multiple inequalities respectively in the safety condition of the probability) and use Gaussian or exponential true distributions. In the Gaussian case, we also compare our approaches with the use of robust quadratic optimization (RQO) in [48] that uses the delta method to construct an uncertainty set. The experimental outputs that we report include:

- For each setting, we repeat 1000 times, each time generating a new independent set of data.
  - For each individual run, we obtain a solution $\hat{x}$ from the given algorithm, and evaluate the
violation probability $V(\hat{x}, \mathbb{P})$ under the true probability measure $\mathbb{P}$ either through exact calculation by CDF or Monte Carlo simulation of sample size 10000. Then we calculate $\hat{\epsilon}$ as the average violation probability for different values of $\epsilon$ and $d$. However, when we compare our methods with RQO in the Gaussian case, we set $\alpha = 0.05$ and $\beta = 0.001$ for more fairness since RQO guarantees $\beta = 0$.

For each $\epsilon$ and $d$, we show $N_{\text{direct}}$ as the required sample size if we directly use the data drawn from $\mathbb{P}$, and $N_{\text{exact}}$ as the Monte Carlo size needed under our proposed methods.

We first consider a single linear CCP

$$\begin{align*}
\min_{x \in X \subseteq \mathbb{R}^d} e^T x, \\
\text{s.t.} & \quad \mathbb{P}((a + \xi)^T x \leq b) \geq 1 - \epsilon,
\end{align*}$$

where $x \in \mathbb{R}^d$ is the decision variable, $a, c \in \mathbb{R}^d$ and $b \in \mathbb{R}$ are constants. The random vector $\xi \in \mathbb{R}^d$ follows $\mathcal{N}(\theta, I_d)$ for some unknown $\theta$. We suitably choose the parameters so that our problem is always feasible. The true underlying distribution has $\theta = 0$.

Suppose we choose our generating distribution $\mathbb{P}_0$ as $\mathbb{P}_\beta$. Table 3 shows the required sample sizes and solution performance statistics for different $\epsilon$ and $d$. We see that the average violation probability $\hat{\epsilon}$ from our methods are all below the specified tolerance level 0.05, exhibiting the validity of our method (a more accurate evaluation would also look at the empirical confidence level for $1 - \alpha - \beta$, though we did not pursue it here). We also see that $N_{\text{exact}}$ is much bigger than $N_{\text{direct}}$. Note that the data size $n$ is smaller than $N_{\text{direct}}$, so that the plain version of SO described in the Introduction may frequently give infeasible solution, whereas our approach would still have asymptotic guarantee as long as $N_{\text{exact}}$ Monte Carlo samples are generated, as shown by the low values of $\hat{\epsilon}$.

Table 3. Solution performance statistics for a single linear CCP under Gaussian distribution with unknown mean.

| Different levels of $\epsilon$ and $d$ | $\epsilon = 0.1$ | $\epsilon = 0.1$ | $\epsilon = 0.1$ | $\epsilon = 0.05$ | $\epsilon = 0.05$ | $\epsilon = 0.05$ |
|--------------------------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| $d = 5$                              | 60               | 100              | 180              | 100              | 200              | 300              |
| $d = 10$                             | 154              | 275              | 181              | 311              | 554              |
| $d = 20$                             | 342              | 585              | 748              | 1144             | 2209             |
| $N_{\text{direct}}$                  | -0.8086          | -0.8686          | -0.9054          | -0.8037          | -0.8566          | -0.8944          |
| Ave. Obj. Val.                      | 0.0094           | 0.0191           | 0.0221           | 0.0071           | 0.0091           | 0.0097           |
| $Q_{95}$                             | 0.0203           | 0.0341           | 0.0333           | 0.0137           | 0.0149           | 0.0145           |

Next, we consider the case where the random vector $\xi \in \mathbb{R}^d$ follows $\mathcal{N}(\theta, \Sigma)$ for unknown $\theta$ and some known positive definite $\Sigma$ other than the identity matrix. We consider $d = 10$ and $n = 200 < 311 = N_{\text{direct}}$. We set $\beta = 0.001$ for all sampling-based methods, as we compare with RQO that has $\beta = 0$. We keep $\alpha = \epsilon = 0.05$.

Table 4 shows that Extended SO gives larger $N_{\text{exact}}$ than $N_{\text{direct}}$, and the output solutions are confidently feasible, consistent with our previous observations. Moreover, Extended FAST, like...
FAST, enjoys a reduction of required sample size compared to Extended SO. We also observe that RQO is the most efficient in this case, evidenced by the best average objective value. Its superior performance is expected since this technique uses an exact reformulation of the chance constraint for the multivariate Gaussian case. However, in the non-Gaussian case, RQO needs to resort to a safe convex approximation [2] which could be potentially conservative, as our next example shows.

Table 4. Comparisons among different methods for a single linear CCP under Gaussian distribution with unknown mean.

|   | RQO   | Extended SO | Extended FAST |
|---|-------|-------------|---------------|
| $n$ | 100   | 100         | 100           |
| $N_{direct}$ | No data required | 447         | 338           |
| $N_{exact}$   | No data required  | 1601        | 690           |
| Ave. Obj. Val | -0.7194 | -0.5986     | -0.6249       |
| $\hat{\epsilon}$ | 0.0259  | 0.0006      | 0.0022        |

Table 5. Comparisons among different methods for a single linear CCP under independent exponential distributions with an unknown rate.

|   | RQO   | Extended SO | Extended FAST |
|---|-------|-------------|---------------|
| $n$ | 200   | 200         | 200           |
| $N_{direct}$ | No data required | 447         | 338           |
| $N_{exact}$   | No data required  | 545         | 368           |
| Ave. Obj. Val | -0.1029 | -0.4638     | -0.5211       |
| $\hat{\epsilon}$ | 0       | 0.0018      | 0.0056        |

We now consider the case where $\xi = [\xi_1, ..., \xi_d]$ with each $\xi_i$ independently drawn from $\text{Exp}(\lambda)$. For RQO, we apply the Markov inequality to obtain a safe convex approximation. Table 5 shows that in this case Extended SO and Extended FAST outperform RQO in terms of the average objective value, attributed to the potential conservativeness of RQO.

Lastly, we consider a joint linear CCP

$$\begin{align*}
\min_{x \in X \subseteq \mathbb{R}^d} & \quad c^T x, \\
\text{s.t.} & \quad \mathbb{P}((A + \xi)^T x \leq b) \geq 1 - \epsilon, \tag{6.2}
\end{align*}$$

where $x \in \mathbb{R}^d$ is the decision variable and $c \in \mathbb{R}^d, b \in \mathbb{R}^l$ and $A \in \mathbb{R}^{d \times l}$ are constants. The random vector $\xi \in \mathbb{R}^{d \times l}$ satisfies $\text{vec}(\xi) \sim \mathcal{N}(\Theta, \Sigma)$ where $\Sigma \in \mathbb{R}^{dl \times dl}$ is some non-identity positive definite matrix. Like the previous setup, we suitably choose the parameters so that our problem is always feasible. Tables 6 shows the required Monte Carlo sizes and solution statistics using Extended SO for different values of $d, l$ and $\epsilon$. We see that $N_{exact}$ is larger than $N_{direct}$, and grows quickly when $\epsilon$ decreases, consistent with the single CCP case discussed earlier. We also see that all the $\hat{\epsilon}$ are still well below the tolerance level, showing the validity of our approach. Note that in this case using RQO may require a reduction to single chance constraints via a Bonferroni correction, while Extended SO and Extended FAST are still directly applicable.
Table 6. Solution performance statistics for a joint linear CCP under Gaussian distribution with unknown mean.

| Different levels of $d$, $l$ and $\epsilon$ | $\epsilon = 0.1$ | $\epsilon = 0.1$ | $\epsilon = 0.05$ | $\epsilon = 0.05$ |
|---------------------------------------------|-----------------|-----------------|-----------------|-----------------|
| $d = 5$                                     | $l = 10$        | $d = 10$        | $d = 5$         | $d = 10$        |
| $n$                                         | 60              | 100             | 100             | 200             |
| $N_{direct}$                                | 89              | 154             | 181             | 311             |
| $N_{exact}$                                 | 342             | 585             | 748             | 1144            |
| $\text{Ave. Obj. Val}$                      | 0.6388          | 0.6563          | 0.6387          | 0.6669          |
| $\hat{\epsilon}$                           | 0.0017          | 0.0024          | 0.0017          | 0.0044          |
| $Q_{95}$                                    | 0.0041          | 0.0052          | 0.0037          | 0.0091          |
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A ALTERNATE BOUNDS USING $\chi^2$ DISTANCE

Consider the $\chi^2$-based uncertainty set $\mathcal{U}_{data} = \{Q \in \mathcal{P}_{para} : \chi^2(P_0, Q) \leq \lambda\}$. Here we provide an alternate upper bound for the function $M(P_0, \mathcal{U}_{data}, \delta)$, which we call $\tilde{M}(P_0, \mathcal{U}_{data}, \delta)$. That is, we find $\tilde{M}(P_0, \mathcal{U}_{data}, \delta)$ that satisfies

$$\sup_{Q \in \mathcal{U}_{data}} Q(\xi \in A) \leq \tilde{M}(P_0, \mathcal{U}_{data}, \delta), \quad \text{for all } A \text{ such that } P_0(A) \leq \delta.$$
For any $Q$ absolutely continuous with respect to $\mathbb{P}_0$, we have

$$\sup_{Q \in \mathcal{U}_{\text{data}}} Q(\xi \in A) = \mathbb{P}_0(\xi \in A) + \left( \sup_{Q \in \mathcal{U}_{\text{data}}} Q(\xi \in A) - \mathbb{P}_0(\xi \in A) \right)$$

$$= \mathbb{P}_0(\xi \in A) + \sup_{Q \in \mathcal{U}_{\text{data}}} \int 1\{\xi \in A\} \left( \frac{dQ}{d\mathbb{P}_0} - 1 \right) d\mathbb{P}_0(\xi)$$

$$\leq \mathbb{P}_0(\xi \in A) + \sup_{Q \in \mathcal{U}_{\text{data}}} \left( \int 1\{\xi \in A\} d\mathbb{P}_0(\xi) \right)^{1/2} \cdot \left( \int \left( \frac{dQ}{d\mathbb{P}_0} - 1 \right)^2 d\mathbb{P}_0(\xi) \right)^{1/2}$$

$$\leq \delta + \delta^{1/2} \cdot (\sup_{Q \in \mathcal{U}_{\text{data}}} \chi^2(\mathbb{P}_0, Q))^{1/2},$$

(A.1)

where the fourth line follows from the Cauchy-Schwarz inequality. Thus, we can set

$$\bar{M}(\mathbb{P}_0, \mathcal{U}_{\text{data}}, \delta) = \delta + \delta^{1/2} \cdot (\sup_{Q \in \mathcal{U}_{\text{data}}} \chi^2(\mathbb{P}_0, Q))^{1/2} = \delta + \delta^{1/2} \cdot (D_{\text{data}}(\mathbb{P}_0))^{1/2},$$

which is non-decreasing in $\delta$. By (2.9), we can choose $\delta_\epsilon$ such that $\delta_\epsilon + \delta_\epsilon^{1/2} \cdot (D_{\text{data}}(\mathbb{P}_0))^{1/2} \leq \epsilon$, or equivalently,

$$\delta_\epsilon \leq \epsilon + \frac{D_{\text{data}}(\mathbb{P}_0)}{2} - 2 \cdot (D_{\text{data}}(\mathbb{P}_0)) \cdot \frac{1}{2} \cdot (D_{\text{data}}(\mathbb{P}_0))^{1/2},$$

(A.2)

by solving the quadratic equation. In the case where we relax the parametric constraint completely, we have $D_{\text{data}}(\mathbb{P}_0) = \lambda$. Compared to the bound obtained from Theorem 3.2.1 and Corollary 3.2.2, (A.2) is less tight, but the gap can be shown to asymptotically vanish when $\epsilon, \frac{\chi^2_{\text{data}}}{n} \to 0$.

**B PROOFS AND OTHER TECHNICAL RESULTS**

**Proof of Lemma 4.2.1.** First, by definition $\mathcal{P}(\Theta)$ is a convex set and, for any $\mu_1, \mu_2 \in \mathcal{P}(\Theta)$ and $0 < t < 1$, we have

$$(1-t)\mu_1 + t\mu_2 \in \mathcal{P}(\Theta).$$

Next, fixing $\theta \in \mathcal{U}_{\text{data}}$, the function $L(\cdot, \theta)$ is convex since:

$$L((1-t)\mu_1 + t\mu_2, \theta) = \int y \int \frac{p(y; \theta')((1-t)\mu_1 + t\mu_2)(d\theta')}{(p(y; \theta'))^2} dy$$

$$= \int y \int (1-t)\int p(y; \theta')\mu_1(d\theta') + t \int p(y; \theta')\mu_2(d\theta') dy$$

$$\leq (1-t) \int y \int p(y; \theta')\mu_1(d\theta') dy + t \int y \int p(y; \theta')\mu_2(d\theta') dy$$

$$= (1-t)L(\mu_1, \theta) + tL(\mu_2, \theta)$$

for any $0 < t < 1$ where the inequality follows from the convexity of the function $1/x$ for $x > 0$. Thus, as the supremum of convex functions, $l(\mu) \triangleq \sup_{\theta \in \mathcal{U}_{\text{data}}} L(\mu, \theta)$ is also convex. \hfill \Box

We provide a version of Danskin’ Theorem needed to prove Theorem 4.3.1. Alternately, one can also resort to a generalized version in [15] by verifying the conditions there. Here we opt for the former and provide a self-contained proof, which mostly relies on the techniques from Proposition 4.5.1 of [4] but with some slight modification to handle issues regarding the domain of the involved function. We have:
Lemma B.0.1. Fix probability measures \(\mu_1, \mu_2 \in \mathcal{P}(\Theta)\). Suppose \(t_k \downarrow 0\) is a positive sequence such that \((1-t_k)\mu_1 + t_k\mu_2 \in \mathcal{P}(\Theta)\) for all \(k\) and \(\theta_k \in \Theta^* ((1-t_k)\mu_1 + t_k\mu_2)\) is a sequence such that \(\theta_k \rightarrow \theta_0\) for some \(\theta_0 \in \mathcal{U}_{data}\), then we have

\[
\limsup_{k \to \infty} \frac{L((1-t_k)\mu_1 + t_k\mu_2, \theta_k) - L(\mu_1, \theta_k)}{t_k} \leq \lim_{t \downarrow 0} \frac{L((1-t)\mu_1 + t\mu_2, \theta_0) - L(\mu_1, \theta_0)}{t},
\]

if we assume \(L((1-t)\mu_1 + t\mu_2, \theta)\) is jointly continuous in \(0 \leq t \leq 1\) and \(\theta \in \Theta\).

**Proof.** It is known that if \(f : \mathbb{I} \rightarrow \mathbb{R}\) is a convex function with \(\mathbb{I}\) being an open interval containing some point \(x\), we then have the following results [4]:

\[
f^+(x) = \lim_{t \downarrow 0} \frac{f(x + t) - f(x)}{t} = \inf_{t > 0} \frac{f(x + t) - f(x)}{t}, \tag{B.1}
\]

\[
f^-(x) = \lim_{t \downarrow 0} \frac{f(x) - f(x - t)}{t} = \sup_{t > 0} \frac{f(x) - f(x - t)}{t}, \tag{B.2}
\]

and

\[
f^+(x) \geq f^-(x). \tag{B.3}
\]

In other words, these limits exist and satisfy the above relations for convex functions. Thus, if we define \(f_k(t) = L((1-t_k)\mu_1 + t_k\mu_2 + t(\mu_2 - \mu_1), \theta_k)\), it follows from the convexity of \(\mathcal{P}(\Theta)\) and \(L(\cdot, \theta_k)\) that \(f_k(t)\) is convex and well-defined for \(-t_k \leq t \leq 1 - t_k\). Using the above results in (B.1), (B.2) and (B.3), we then have

\[
\frac{L((1-t_k)\mu_1 + t_k\mu_2, \theta_k) - L(\mu_1, \theta_k)}{t_k} \leq \sup_{t > 0} \frac{f_k(0) - f_k(-t)}{t} = f_k^-(0) = \inf_{t > 0} \frac{f_k(t) - f_k(0)}{t}. \tag{B.4}
\]

On the other hand, if we define \(f_0(t) = L((1-t)\mu_1 + t\mu_2, \theta_0)\), it also follows that \(f_0(t)\) is convex and well-defined for \(0 \leq t \leq 1\). It follows from the convexity of \(f_0(\cdot)\) as well as (B.1) that

\[
\lim_{t \downarrow 0} \frac{L((1-t)\mu_1 + t\mu_2, \theta_0) - L(\mu_1, \theta_0)}{t} = \lim_{t \downarrow 0} \frac{f_0(t) - f_0(0)}{t} = \inf_{t > 0} \frac{f_0(t) - f_0(0)}{t} = f_0^+(0). \tag{B.5}
\]

Then, it again follows from the convexity of \(f_0(\cdot)\) that, given any \(\tau > 0\), we can find some \(\eta > 0\) such that

\[
\frac{f_0(s) - f_0(0)}{s} \leq f_0^+(0) + \tau, \tag{B.6}
\]

for all \(0 < s < \eta\). It then follows from definitions and (B.6) that

\[
\frac{L((1-s)\mu_1 + s\mu_2, \theta_0) - L(\mu_1, \theta_0)}{s} = \frac{L((\mu_1 + s(\mu_2 - \mu_1), \theta_0) - L(\mu_1, \theta_0)}{s} \leq \frac{f_0(s) - f_0(0)}{s} \leq f_0^+(0) + \tau, \tag{B.7}
\]
for all \(0 < s < \eta\). Fixing one such \(s\), since the function \(L((1 - t)\mu_1 + t\mu_2, \theta)\) is jointly continuous in \(0 \leq t \leq 1\) and \(\theta \in \Theta\), and the sequence satisfies \(\theta_k \to \theta_0\), we have

\[
\lim_{k \to \infty} \frac{f_k(s) - f_k(0)}{s} = \lim_{k \to \infty} \frac{L((1 - t)\mu_1 + t_k \mu_2 + s(\mu_2 - \mu_1), \theta_k) - L((1 - t)\mu_1 + t_k \mu_2, \theta_k)}{s} = \frac{L(\mu_1 + s(\mu_2 - \mu_1), \theta_0) - L(\mu_1, \theta_0)}{s} = \frac{f_0(s) - f_0(0)}{s} \leq f_0^+(0) + 2\tau,
\]

as long as we make \(\eta > s > 0\) small enough so that \(\eta \leq 1 - t_k\) for all \(k\). Then, for \(k\) large enough, we have

\[
\inf_{t > 0} \frac{f_k(t) - f_k(0)}{t} \leq \frac{f_k(s) - f_k(0)}{s} \leq f_0^+(0) + 2\tau. \tag{B.8}
\]

Combining (B.4), (B.5) and (B.8), we have that, for \(k\) large enough,

\[
\frac{L((1 - t)\mu_1 + t_k \mu_2, \theta_k) - L(\mu_1, \theta_k)}{t_k} \leq \lim_{t \downarrow 0} \frac{L((1 - t)\mu_1 + t \mu_2, \theta) - L(\mu_1, \theta)}{t} + 2\tau.
\]

Finally, since \(\tau\) is arbitrary, we conclude that

\[
\limsup_{k \to \infty} \frac{L((1 - t)\mu_1 + t_k \mu_2, \theta_k) - L(\mu_1, \theta_k)}{t_k} \leq \lim_{t \downarrow 0} \frac{L((1 - t)\mu_1 + t \mu_2, \theta) - L(\mu_1, \theta)}{t}.
\]

We now prove the following version of Danskins’ Theorem:

**Theorem B.0.2.** Fix \(\mu_1, \mu_2 \in \mathcal{P}(\mathcal{U}_{data})\). Suppose \(t_k \downarrow 0\) is a positive sequence such that \((1 - t_k)\mu_1 + t_k \mu_2 \in \mathcal{P}(\Theta)\) for all \(k\) and \(L((1 - t)\mu_1 + t \mu_2, \theta)\) is jointly continuous in \(0 \leq t \leq 1\) and \(\theta \in \Theta\). Then, if we let \(\psi(t) = L((1 - t)\mu_1 + t \mu_2)\) for \(0 \leq t \leq 1\) with \(L(\cdot, \theta)\) defined as (4.9), we have

\[
\psi^+(0) = \sup_{\theta \in \Theta^*(\mu_1)} \lim_{t \downarrow 0} \frac{L((1 - t)\mu_1 + t \mu_2, \theta) - L(\mu_1, \theta)}{t}. \tag{B.9}
\]

**Proof.** For any \(\theta_0 \in \Theta^*(\mu_1)\) and \(\theta_1 \in \Theta^*((1 - t)\mu_1 + t \mu_2)\), we have

\[
\frac{\psi(t) - \psi(0)}{t} = \frac{L((1 - t)\mu_1 + t \mu_2) - L(\mu_1)}{t} = \frac{L((1 - t)\mu_1 + t \mu_2, \theta_1) - L(\mu_1, \theta_0)}{t} \geq \frac{L((1 - t)\mu_1 + t \mu_2, \theta_0) - L(\mu_1, \theta_0)}{t}.
\]

Thus, by taking \(t \downarrow 0\) and taking the supremum over all \(\theta_0 \in \Theta^*(\mu_1)\), we have

\[
\psi^+(0) \geq \sup_{\theta \in \Theta^*(\mu_1)} \lim_{t \downarrow 0} \frac{L((1 - t)\mu_1 + t \mu_2, \theta) - L(\mu_1, \theta)}{t}. \tag{B.10}
\]

Notice that the existence of the several limits above follows from the convexity of related functions. To prove the reverse inequality, we consider a sequence \(\{t_k\}\) with \(0 < t_k < 1\) and \(t_k \downarrow 0\). Then, we pick another sequence \(\{\theta_k\} \subseteq \mathcal{U}_{data}\) with \(\theta_k \in \Theta^*((1 - t_k)\mu_1 + t_k \mu_2)\) for all \(k\). Since \(\mathcal{U}_{data}\) is compact, there exist a subsequence of \(\{\theta_k\}\) converge to some \(\theta_0 \in \mathcal{U}_{data}\). Without loss of generality, we drop the subsequence and simply assume \(\theta_k \to \theta_0\). We first show \(\theta_0 \in \Theta^*(\mu_1)\). To do this, pick any \(\tilde{\theta} \in \Theta^*(\mu_1)\). Since \((1 - t)\mu_1 + t \mu_2, \theta\) is jointly continuous in \(t\) and \(\theta\), we have

\[
L(\mu_1, \theta_0) = \lim_{k \to \infty} L((1 - t_k)\mu_1 + t_k \mu_2, \theta_k) \geq \lim_{k \to \infty} L((1 - t_k)\mu_1 + t_k \mu_2, \tilde{\theta}_0) = L(\mu_1, \tilde{\theta}_0),
\]

where the inequality follows from the definition of \(\theta_k\). Now, since \(\tilde{\theta}_0 \in \Theta^*(\mu_1)\) and \(L(\mu_1, \tilde{\theta}_0) \geq L(\mu_1, \theta_0)\), we must have

\[
L(\mu_1, \theta_0) = L(\mu_1, \tilde{\theta}_0) \text{ and } \theta_0 \in \Theta^*(\mu_1).
\]
Now, using the definition of $\Theta^*(\mu_1)$, we can write

$$
\psi^+(0) = \inf_{0 < t} \frac{\psi(t) - \psi(0)}{t} \leq \frac{\psi(t_k) - \psi(0)}{t_k} \leq \frac{L((1 - t_k)\mu_1 + t_k\mu_2) - L(\mu_1)}{t_k}
$$

where

$$
L((1 - t_k)\mu_1 + t_k\mu_2) - L(\mu_1, \theta_0)
$$

Now we use Lemma B.0.1 to conclude that

$$
\psi^+(0) \leq \limsup_{k \to \infty} \frac{L((1 - t_k)\mu_1 + t_k\mu_2, \theta_k) - L(\mu_1, \theta_0)}{t_k}
$$

Finally, we combine (B.10) and (B.12) to conclude the proof

$$
\psi^+(0) = \sup_{\theta \in \Theta^*(\mu_1)} \lim_{t \to 0} \frac{L((1 - t)\mu_1 + t\mu_2, \theta) - L(\mu_1, \theta)}{t}
$$

\[\square\]

**Proof of Corollary 4.3.1.** The result can be obtained from Leibniz's integral rule (i.e. differentiation under the integral sign). See, for example, Theorem 2.27 in [23].

Next we prove Proposition 4.3.2. For convenience, we note that (4.15) can be written in a compact form for exponential family [51]:

$$
p(y; \theta) = e^{(t(y, \theta) - F(\theta) + k(y)}
$$

where $\langle a, b \rangle = a^\top b$ represents the usual inner product in the Euclidean space, and $t(\cdot), F(\cdot)$ and $k(\cdot)$ are known functions. In particular, we have

$$
F(\theta) = \frac{\theta^\top \Sigma^{-1} \theta}{2}
$$

To facilitate the calculation, we first introduce two lemmas involving the exponential parametric family based on [51].

**Lemma B.0.3.** Pick $\theta_1, \theta_2 \in \Theta$. If $2\theta_2 - \theta_1 \in \Theta$, then we have

$$
\int_Y \frac{(p(y; \theta_2))^2}{p(y; \theta_1)} dy = e^{F(2\theta_2 - \theta_1) - (2F(\theta_2) - F(\theta_1))}.
$$

In particular, if $F(\theta) = \frac{\theta^\top \Sigma^{-1} \theta}{2}$, then

$$
\int_Y \frac{(p(y; \theta_2))^2}{p(y; \theta_1)} dy = e^{\theta_2^\top \Sigma^{-1} (\theta_2 - \theta_1)}.
$$

**Proof.** It follows from (B.13) that

$$
\int_Y \frac{(p(y; \theta_2))^2}{p(y; \theta_1)} dy = e^{t(y, 2\theta_2 - \theta_1) - (2F(\theta_2) - F(\theta_1)) + k(y)} dy
$$

$$
= e^{F(2\theta_2 - \theta_1) - (2F(\theta_2) - F(\theta_1))} \int_Y p(y; 2\theta_2 - \theta_1) dy
$$

$$
= e^{F(2\theta_2 - \theta_1) - (2F(\theta_2) - F(\theta_1))}.
$$
LEMMA B.0.4. Pick $\theta_1, \theta_2$ and $\theta_3 \in \Theta$. If $2\theta_2 - 2\theta_1 + \theta_3 \in \Theta$, then we have
\[
\int_y \frac{(p(y; \theta_2))^2 p(y; \theta_3)}{(p(y; \theta_1))^2} dy = e^{F(2\theta_2 - 2\theta_1 + \theta_3)-2F(\theta_2)+2F(\theta_1)-F(\theta_3)}.
\]
In particular, if $F(\theta) = \frac{\theta^\top \Sigma^{-1} \theta}{2}$, then \[
\int_y \frac{(p(y; \theta_2))^2 p(y; \theta_3)}{(p(y; \theta_1))^2} dy = e^{(\theta_2 - \theta_1)^\top \Sigma^{-1} (\theta_2 - \theta_1)+2(\theta_2 - \theta_1) \Sigma^{-1} (\theta_2 - \theta_1)}.
\]

PROOF. The proof follows from the same techniques as in Lemma B.0.3. \qed

Then (4.16) follows from (2.20), (B.14) and Lemma B.0.3 so that
\[
\mathcal{U}_{data} = \left\{ \theta \in \Theta : \chi^2(\mathbb{P}_\theta, \mathbb{P}_0) \leq \frac{\chi^2_{1-a,D}}{n} \right\} = \left\{ \theta \in \Theta : e^{F(2\theta - \hat{\theta})-(2F(\theta)-F(\hat{\theta}))} - 1 \leq \frac{\chi^2_{1-a,D}}{n} \right\}
\]
\[
= \left\{ \theta \in \Theta : e^{(\theta - \hat{\theta})^\top \Sigma^{-1} (\theta - \hat{\theta})} - 1 \leq \frac{\chi^2_{1-a,D}}{n} \right\}
\]
\[
= \left\{ \theta : \hat{\theta} + \Sigma^{\frac{1}{2}} v, \text{ for all } \|v\|_2^2 \leq \log(1 + \frac{\chi^2_{1-a,D}}{n}) \right\},
\]
and (4.17) follows. We now prove Proposition 4.3.2:

PROOF OF PROPOSITION 4.3.2. Following Corollary 4.3.1, Lemma B.0.3 and Lemma B.0.4, we have
\[
\sup_{\theta \in \Theta^*(\delta_0)} \int_y \frac{(p(y; \theta))^2 \int \delta_0 p(y; \theta') (\delta_\theta - \mu_{prop}) (d\theta')}{(\int_p(y; \theta') \delta_0 (d\theta'))^2} dy
\]
\[
= \sup_{\theta \in \Theta^*(\delta_0)} \left( \int_y \frac{(p(y; \theta))^2}{p(y; \hat{\theta})} dy - \int_y \frac{(p(y; \theta))^2 \cdot \int \delta_0 p(y; \theta') (\mu_{prop}) (d\theta')}{(p(y; \hat{\theta}))^2} dy \right)
\]
\[
= \sup_{\theta \in \Theta^*(\delta_0)} \left( \int_y \frac{(p(y; \theta))^2}{p(y; \hat{\theta})} dy - \int \int_y \frac{(p(y; \theta))^2 \cdot p(y; \theta') (d\theta')}{(p(y; \hat{\theta}))^2} dy \cdot \mu_{prop}(d\theta') \right)
\]
\[
= \sup_{\theta \in \Theta^*(\delta_0)} \left( e^{(\theta - \hat{\theta})^\top \Sigma^{-1} (\theta - \hat{\theta})} - \int e^{(\theta - \hat{\theta})^\top \Sigma^{-1} (\theta - \hat{\theta}) + 2(\theta - \hat{\theta})^\top \Sigma^{-1} (\theta' - \hat{\theta}) \mu_{prop}(d\theta')} \right)
\]
\[
= (1 + \frac{\chi^2_{1-a,D}}{n}) \cdot \sup_{\theta \in \Theta^*(\delta_0)} \left( 1 - \mathbb{E}_{\theta' \sim \mu_{prop}} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1} (\theta' - \hat{\theta})}] \right)
\]
\[
= (1 + \frac{\chi^2_{1-a,D}}{n}) \cdot \left( 1 - \inf_{\theta \in \Theta^*(\delta_0)} \mathbb{E}_{\theta' \sim \mu_{prop}} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1} (\theta' - \hat{\theta})}] \right). \quad (B.15)
\]
Notice the second equality follows from Fubini’s theorem. The third equality follows from Lemma B.0.3 and Lemma B.0.4. The fourth equality follows from (4.17). Now, following the last line (B.15), for the search of descent direction, it is sufficient to prove
\[
\inf_{\theta \in \Theta^*(\delta_0)} \mathbb{E}_{\theta' \sim \mu_{prop}} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1} (\theta' - \hat{\theta})}] > 1.
\]
However, since $\mu_{prop}(d\theta')$ is a symmetrical distribution around $\hat{\theta}$, we know that
\[
\mathbb{E}_{\theta' \sim \mu_{prop}} [2(\theta - \hat{\theta})^\top \Sigma^{-1} (\theta' - \hat{\theta})] = 0.
\]
for any $\theta \in \Theta^*(\delta_\theta)$. Then, it follows from Jensen’s inequality that
\[
\inf_{\theta \in \Theta^*(\delta_\theta)} \mathbb{E}_{\theta^*}\left[ e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta' - \hat{\theta})} \right] \geq 1.
\]
Now suppose for the sake of contradiction that
\[
\inf_{\theta \in \Theta^*(\delta_\theta)} \mathbb{E}_{\theta^*}\left[ e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta' - \hat{\theta})} \right] = 1.
\]
Then, let $\{\theta_k\} \subseteq \Theta^*(\delta_\theta)$ be a subsequence such that $\mathbb{E}_{\theta^*}\left[ e^{2(\theta_k - \hat{\theta})^\top \Sigma^{-1}(\theta' - \hat{\theta})} \right] \to 1$. Due to the compactness of $\Theta^*(\delta_\theta)$, we can find a subsequence of $\{\theta_k\}$ converging to some $\theta_0 \in \Theta^*(\delta_\theta)$. For convenience we drop the subsequence and suppose $\theta_k \to \theta_0$. Then the existence of $Y$ allows us to use dominated convergence theorem:
\[
\mathbb{E}[e^{2Y_{\theta_0}}] = \mathbb{E}_{\theta^*}\left[ e^{2(\theta_0 - \hat{\theta})^\top \Sigma^{-1}(\theta' - \hat{\theta})} \right] = \lim_{k \to \infty} \mathbb{E}_{\theta^*}\left[ e^{2(\theta_k - \hat{\theta})^\top \Sigma^{-1}(\theta' - \hat{\theta})} \right] = 1.
\]
However, Jensen’s inequality would indicate that $\mathbb{E}[e^{2Y_{\theta_0}}] = 1$ if and only $\mathbb{P}(Y_{\theta_0} = 0) = 1$, which contradicts our assumption. Thus, we know that
\[
\inf_{\theta \in \Theta^*(\delta_\theta)} \mathbb{E}_{\theta^*}\left[ e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta' - \hat{\theta})} \right] > 1,
\]
as claimed. 

**Proof of Proposition 4.3.3.** First we prove (4.18). Letting $c = \frac{1}{(2\pi)^{d/2} |\Sigma|}$, we know that
\[
\chi^2(\mathbb{P}_0, \mathbb{P}_\theta) = \int \frac{p^2(y; \theta)}{p_0(y)} \, dy - 1 = c \int e^{-(y - \theta)^\top \Sigma^{-1}(y - \theta)} \, p_0(y) \, dy - 1
\]
\[
= ce^{-||\Sigma^{1/2}(\theta - \hat{\theta})||^2_2} \int e^{-(y - \hat{\theta})^\top \Sigma^{-1}(y - \hat{\theta})} \cdot e^{2(y - \hat{\theta})^\top \Sigma^{-1}(\theta - \hat{\theta})} \, p_0(y) \, dy - 1
\]
\[
= c||\Sigma^{1/2}||^{-||\Sigma^{-1/2}(\theta - \hat{\theta})||^2_2} \int e^{-(y - \hat{\theta})^\top \Sigma^{-1/2}(y - \hat{\theta})} \cdot e^{-2(y - \hat{\theta})^\top \Sigma^{-1/2}(\theta - \hat{\theta})} \, p_0(\Sigma^{1/2} + \hat{\theta}) \, d\theta - 1
\]
\[
= c||\Sigma||^{-||\Sigma^{-1/2}(\theta - \hat{\theta})||^2_2} \int e^{-\Sigma^{1/2}(y - \hat{\theta})^\top z} \cdot e^{-2\Sigma^{1/2}(\theta - \hat{\theta})^\top z} \, p_Z(z) \, dz - 1 \tag{B.16}
\]
where we denote $p_Z(\cdot)$ to be the density function of random variable $Z = \Sigma^{-1/2}(Y - \hat{\theta})$ with $Y \sim \mathbb{P}_0$ and the last two lines follow from a change of variable $z = \Sigma^{-1/2}(y - \hat{\theta})$. Now, since $||\Sigma^{-1/2}(\theta_1 - \hat{\theta})||^2_2 = ||\Sigma^{-1/2}(\theta_2 - \hat{\theta})||^2_2 = r$ for some $r$ by assumption, it follows from (B.16) that
\[
\chi^2(\mathbb{P}_0, \mathbb{P}_{\theta_0}) = \chi^2(\mathbb{P}_0, \mathbb{P}_{\theta_0}) \text{ if we can show}
\]
\[
\int e^{-\Sigma^{1/2}(y - \hat{\theta})^\top z} \cdot e^{-2\Sigma^{1/2}(\theta - \hat{\theta})^\top z} \, p_Z(z) \, dz = \int e^{-\Sigma^{1/2}(y - \hat{\theta})^\top z} \cdot e^{-2\Sigma^{1/2}(\theta - \hat{\theta})^\top z} \, p_Z(z) \, dz.
\]
However, since $p_Z(z)$ and $e^{-\Sigma^{1/2}z}z$ are both rotationally invariant functions (i.e. $f(z) = Q^\top f(Qz)$ for all $z$ and rotational matrix $Q$, with $|Q| = 1$), it can be shown that $\int e^{-\Sigma^{1/2}z}z \cdot e^{-2\Sigma^{1/2}z} \, p_Z(z) \, dz$ holds the same value for any $\nu$ such that $||\nu||^2_2 = r$. Notice the rotational invariance of $p_Z(z)$ follows from the
rotational invariance of $Z$. This proves (4.18). To prove (4.19), notice that for any $\theta \in \mathcal{U}_{data}$, we can find some $0 < t < 1$ such that

$$(((1-t)\hat{\theta} + t\theta^*) - \hat{\theta})^T \Sigma^{-1}((1-t)\hat{\theta} + t\theta^*) - \hat{\theta}) = (\theta - \hat{\theta})^T \Sigma^{-1} (\theta - \hat{\theta})$$

and hence $\chi^2(\mathbb{P}_0, \mathbb{P}_{((1-t)\hat{\theta} + t\theta^*)}) = \chi^2(\mathbb{P}_0, \mathbb{P}_\theta)$ by (4.18). \hfill \Box

PROOF OF PROPOSITION 4.3.4. To check that $Y \sim \mathbb{P}_t$ with density

$$p_t(y) = \int_\Theta p(y; \theta')((1-t)\delta_\theta + t\mu_{prop})(d\theta') = (1-t)\mathbb{P}_\theta + \int_\Theta p(y; \theta')\mu_{prop}(d\theta'),$$

leads to rotationally invariant $Z = \Sigma^{-1/2}(Y - \hat{\theta})$, simply notice that

$$Y \overset{D}{=}(1-U_t)(\hat{\theta} + X_1) + U_t(\hat{\theta} + \sqrt{\frac{\chi^2_{1-D}}{n}} \cdot \Sigma^{1/2} \eta + X_2),$$

where $U_t$ is an independent Bernoulli variable with success rate $t$, $\eta$ is a random vector uniformly distributed on the surface of the $D$-dimensional unit ball and $X_1, X_2$ are independent $\mathcal{N}(0, \Sigma)$. Then, it follows that

$$\Sigma^{-1/2}(Y - \hat{\theta}) \overset{D}{=}(1-U_t)Z_1 + U_t(\sqrt{\frac{\chi^2_{1-D}}{n}} \eta + Z_2)$$

where $Z_1, Z_2$ are now independent $\mathcal{N}(0, I_D)$. Consequently, the rotational invariance of $Z$ now follows from the rotational invariance of $Z_1, Z_2, \eta$ and their independence. \hfill \Box

Following the comments after Proposition 4.3.2, we show that $\theta \sim \mu_{prop}$ with $\theta \overset{D}{=} \hat{\theta} + \sqrt{\frac{\chi^2_{1-D}}{n}} \cdot \Sigma^{1/2} \cdot \eta$ provides a descent direction, with an alternate proof using the following lemma and the last line of (B.15).

**LEMMA B.0.5.** Fixing $\theta_1 \in \Theta^*(\delta_\theta)$, we have

$$\mathbb{E}_{\theta_2 \sim \mu_{prop}}[e^{2(\theta_1 - \hat{\theta})^T \Sigma^{-1} (\theta_2 - \hat{\theta})}] > 1,$$

for $\theta_2 \sim \mu_{prop}(d\theta)$ where $\theta_2 \overset{D}{=} \hat{\theta} + \sqrt{\frac{\chi^2_{1-D}}{n}} \cdot \Sigma^{1/2} \cdot \eta$ with $\eta$ following the uniform distribution on the surface of the $D$-dimensional unit ball.

PROOF OF LEMMA B.0.5. Let $u_1 \in \mathbb{R}^D$ denote an arbitrary point on the surface of $D$ dimensional unit ball ($||u_1||_2^2 = 1$) and let $\eta = [\eta_1, \eta_2, ..., \eta_D]$ be the random vector in $\mathbb{R}^D$ uniformly distributed on the surface of $D$ dimensional unit ball. Then we claim that $U_{\frac{D-1}{2}} \sim \text{Beta}(\frac{D-1}{2}, \frac{D-1}{2})$.

To show this, assume without loss of generality that $u_1 = [1, 0, ..., 0] \in \mathbb{R}^D$. Then for any $t \in [-1, 1]$, it follows that $\mathbb{P}(u_1^T \eta \in dt)$ is proportional to the infinitesimal surface area on the ball corresponding to $\eta_1 \in dt$, which is in turn proportional to the product of the sub-dimension $D-2$ surface area on the belt $x_2^2 + x_3^2 + ... + \sqrt{\frac{1-t^2}{D-2}} = 1-t^2$ with the infinitesimal width of this belt. Specifically, the sub-dimension $D-2$ surface area around the belt is proportional to $(\sqrt{1-t^2})^{D-2}$. This follows from the fact that points of the form $[0, \sqrt{1-t^2}, 0, ..., 0], [0, 0, \sqrt{1-t^2}, 0, ..., 0], ... [0, 0, ..., 0, \sqrt{1-t^2}]$ are on this belt. Also, the width of this belt, according to the Pythagorean theorem, is $dt \cdot \sqrt{\left(\frac{d\sqrt{1-t^2}}{dt}\right)^2 + 1} = \frac{dt}{\sqrt{1-t^2}}$. Thus,

$$\mathbb{P}(u_1^T \eta \in dt) \propto \frac{(\sqrt{1-t^2})^{D-2}}{\sqrt{1-t^2}} dt = (1-t^2)^{\frac{D-1}{2}} dt.$$
Now, we can substitute \( \frac{t - 1}{2} = s \) with \( s \in [0, 1] \) to get
\[
P\left( \frac{u_1^T \eta + 1}{2} \in ds \right) \propto (s)^{ \frac{D-1}{2} - 1} (1-s)^{ \frac{D-1}{2} - 1} ds,
\]
which can only be the density function for \( \text{Beta}\left(\frac{D-1}{2}, \frac{D-1}{2}\right) \). It now follows from \[61\] that \( \frac{u_1^T \eta + 1}{2} \) has moment generating function
\[
M(t) = \frac{\Gamma\left(\frac{D-1}{2} + 1\right)}{\Gamma\left(\frac{D-1}{2}\right)} e^{t/2} = \frac{\Gamma\left(\frac{D-1}{2} + 1\right)}{\Gamma\left(\frac{D-1}{2}\right)} e^{t/2} > e^{t/2}.
\]
for some \( c > 0 \) where \( _0F_1(\cdot, \cdot, \cdot) \) and \( _0F_1(\cdot, \cdot, \cdot) \) are the confluent hypergeometric function (see \[16\]),
\[
0F_1(\alpha, \beta, t) \triangleq \sum_{k=0}^{\infty} \frac{t^k}{(\alpha)_k k!} \quad \text{and} \quad 1F_1(\alpha, \beta, t) \triangleq \sum_{k=0}^{\infty} \frac{(\alpha)_k t^k}{(\beta)_k k!}
\]
with \((y)_k = \frac{\Gamma(y+k)}{\Gamma(y)} \) being the Pochhammer symbol \[61\]. To conclude the proof, denote \( \rho_n = \sqrt{\log(1 + \frac{X_{1-a, n}}{n})} \cdot \sqrt{\frac{X_{1-a, n}}{n}} \) and use \( (4.16), (4.17) \) and \( (B.17) \) to write
\[
\mathbb{E}_{\theta_2 \sim \mu_{prop}}[e^{2(\theta_1 - \hat{\theta})^T \Sigma^{-1}(\theta_2 - \hat{\theta})}] = \mathbb{E}_{X \sim \text{Beta}\left(\frac{D-1}{2}, \frac{D-1}{2}\right)}[e^{2\rho_n(2X - 1)}] = M(4\rho_n)/e^{2\rho_n} \geq (1 + 16\rho_n^2) > 1.
\]
\( \square \)

**Proof of Theorem 4.4.1.** It follows from routine calculation that we can find a compact neighborhood of \( r \) around 0 such that \( \nabla_r L(r, \theta) \) exists and is continuous. Thus we can use the main theorem in \[15\] to show that
\[
\lim_{r \downarrow 0} l(r) - l(0) = \sup_{\theta \in \Theta^*(\delta_\theta)} \int y \frac{(p(y; \theta))}{(p(y; \hat{\theta}))} \bigg( \lim_{r \downarrow 0} \frac{p_r(y; \hat{\theta}) - p_r(y; \hat{\theta})}{r} \bigg) dy
\]
\[
= \sup_{\theta \in \Theta^*(\delta_\theta)} \lim_{r \downarrow 0} \frac{1}{r} \int y \frac{(p(y; \theta))^2}{(p(y; \hat{\theta}))^2} \bigg( (p(y; \hat{\theta}) - p_r(y; \hat{\theta})) \bigg) dy
\]
\[
= \sup_{\theta \in \Theta^*(\delta_\theta)} \lim_{r \downarrow 0} \frac{1}{r} \int y \frac{(p(y; \theta))^2}{(p(y; \hat{\theta}))^2} \bigg( \frac{p(y; \hat{\theta})}{p(y; \hat{\theta})} \bigg) \mu_r(d\theta') dy
\]
\[
= (1 + \frac{X_{1-a, n}}{n}) \cdot \lim_{r \downarrow 0} \frac{1}{r} \bigg( 1 - \inf_{\theta \in \Theta^*(\delta_\theta)} \mathbb{E}_{\theta' \sim \mu_r}[e^{2(\theta - \hat{\theta})^T \Sigma^{-1}(\theta' - \hat{\theta})}] \bigg).
\]
\( \square \)

To prove Corollary 4.4.2, we present two technical Lemmas B.0.6 and B.0.7.

**Lemma B.0.6.** For any \( \theta \in \Theta^*(\delta_\theta) \), \( \lim_{r \downarrow 0} \frac{1}{r} \left( 1 - \mathbb{E}_{\theta' \sim \mu_r}[e^{2(\theta - \hat{\theta})^T \Sigma^{-1}(\theta' - \hat{\theta})}] \right) \) is a fixed negative value.

**Proof of Lemma B.0.6.** For any \( \theta \in \Theta^*(\delta_\theta) \), we have \( ||\Sigma^{-1/2}(\theta - \hat{\theta})||_2 = \sqrt{\log(1 + \frac{X_{1-a, n}}{n})} \). Denote \( \rho_n = \sqrt{\log(1 + \frac{X_{1-a, n}}{n})} \). Furthermore, under \( \theta' \sim \mu_r(d\theta') \), we have \( \Sigma^{-1/2}(\theta - \hat{\theta}) \sim \eta \sqrt{r} \), the uniform
distribution inside the $D$-dimensional unit ball with radius $\sqrt{r}$, which can be viewed as the product of two independent random variables
\[\eta_r \sim U \cdot R,\]
where $U$ is the uniform distribution on the surface of the $D$-dimensional unit ball and $R$ is the norm of the random vector ranged from 0 to $\sqrt{r}$. For any $0 \leq s \leq \sqrt{r}$, since $\eta_r$ follows a uniform distribution inside a $D$-dimensional unit ball, and the volume of a $D$-dimensional ball with radius $s$ is proportional to $s^D$, then $f_R(s)$, the density of $R$, must satisfy
\[f_R(s) \sim \frac{ds^D}{ds} \sim s^{D-1},\]
which is equivalent to saying
\[f_R(s) = \frac{D}{(\sqrt{r})^D} s^{D-1}, \quad 0 \leq s \leq \sqrt{r}.\]
Thus, we have that $\mathbb{E}[R^2] = c_1 r$ for some $c_1 > 0$. Now we let $u_1 = [1, 0, ..., 0] \in \mathbb{R}^D$. We utilize the proof in Lemma B.0.5 as well as the independence of $R, U$ to show that
\[\mathbb{E}_{\theta' - \mu^*_r} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta - \hat{\theta})}] = \mathbb{E}_{U, R}[e^{2\rho_n R \cdot u_1} U]\]
\[= \mathbb{E}_R[\mathbb{E}[e^{2\rho_n R \cdot u_1} | U]]\]
\[= \mathbb{E}_R[M(4\rho_n R)] e^{2\rho_n R}\]
\[\geq \mathbb{E}[1 + 16c \rho^2_n R^2] \geq 1 + 16c \rho^2_n c_1 r.\]
Now it follows that
\[\lim_{r \downarrow 0} \frac{1}{r} \left(1 - \mathbb{E}_{\theta' - \mu^*_r} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta - \hat{\theta})}]\right) \leq -16c \rho^2_n c_1.\]
\[\square\]

**Lemma B.0.7.** For any $\theta \in \Theta^*(\delta_0)$, $\lim_{r \downarrow 0} \frac{1}{r} \left(1 - \mathbb{E}_{\theta' - \mu^*_r} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta - \hat{\theta})}]\right)$ is a fixed negative value.

**Proof of Lemma B.0.7.** For any $\theta \in \Theta^*(\delta_0)$, we have $\|\Sigma^{-1/2}(\theta - \hat{\theta})\|_2 = \sqrt{\log(1 + \frac{\chi^2_{n, \delta_0}}{n})}$. Denote $\rho_n = \sqrt{\log(1 + \frac{\chi^2_{n, \delta_0}}{n})}$. Furthermore, under $\theta' \sim \mu^*_r(\theta)$, we have $\Sigma^{-1/2}(\theta' - \hat{\theta}) \sim N(0, R I)$. Using the moment generating function for Gaussian random variables, we have
\[\mathbb{E}_{\theta' - \mu^*_r} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta - \hat{\theta})}] = e^{2r (\theta - \hat{\theta})^\top \Sigma^{-1}(\theta - \hat{\theta})} = e^{2r \rho_n^2} \geq 1 + 2r \rho_n^2.\]
Now it follows that
\[\lim_{r \downarrow 0} \frac{1}{r} \left(1 - \mathbb{E}_{\theta' - \mu^*_r} [e^{2(\theta - \hat{\theta})^\top \Sigma^{-1}(\theta - \hat{\theta})}]\right) \leq -2 \rho_n^2.\]
\[\square\]

**Proof of Corollary 4.4.2.** Lemmas B.0.6 and B.0.7 combined with (4.23) indicate that increasing $r$ to positive value would produce a descent direction for $l(r)$ at $r = 0$.\[\square\]

**Proof of Corollary 4.4.3.** We proceed the proof as in Proposition 4.3.4. The proof for the case of $\mu^*_r(\theta)$ is entirely similar. For the proof of the case $\mu^*_r(\theta)$, we simply notice that if $Y \sim \mathbb{P}_r$, then
\[Y \overset{D}{=} (1 - U_t)(\hat{\theta} + X_1) + U_t(\hat{\theta} + \sqrt{r}X_2 + X_3),\]
where $U_t$ is an independent Bernoulli variable with success rate $t$ and $X_1, X_2, X_3$ are independent $N(0, \Sigma)$. Then, it follows that
\[\Sigma^{-1/2}(Y - \hat{\theta}) \overset{D}{=} (1 - U_t)Z_1 + U_t(\sqrt{r}Z_2 + Z_3)\]
where $Z_1, Z_2, Z_3$ are now independent $\mathcal{N}(0, I_D)$. Consequently, the rotational invariance of $Z$ now follows from the rotational invariance of $Z_1, Z_2, Z_3$ and their independence. □