The following article presents a prototype for the machine translation of English into French. The study was carried out over a period of nine months, following a six months preliminary study, under contract with the Burroughs Company and using a micro-computer of the B20 series.

The prototype aims to provide a diagnostic study that lays the foundations for further development rather than immediately producing an accurate but limited realisation.

By way of experiment, the corpus for translation was based on selected extracts from computer systems manuals. After studying the basic material, as well as assessing the various decision criteria, it was decided to construct a prototype made up of three components: analysis, transfer and generation.

Although the prototype was designed with multilingual applications in mind, it appeared preferable at this stage not to set up a system with interlingua since the elaboration of the interlingua alone would have taken up a disproportionate amount of time (King, Perschke, 1984), thus handicapping the development of the prototype itself.

### General outline of the prototype

| SL Text | Analysis |
|---------|----------|
| Preprocessing... formatting of text with a view to further processing |
| Morph. anal.... not envisaged for the moment |
| Synt. anal..... ATN to produce a deep structure |
| Disambiguation.. not envisaged for the moment |

### Transfer

+ Lex. transfer... morphemic translation

Str. transfer... adaptation of the parse tree to generation in the TL

### Generation

Synt. synth.... generation of surface structures linked with SL

+ Morph. synth... rules of agreement, conjugation...

TL Text Post-editing... in the first stage, use of the B20 text processor

+ : sub-components with dictionary look-up

2. "Analysis" component

In the prototype, the "analysis" component uses only three of the above sub-components: pre-processing, source-language dictionary and syntactical parser. Reasons for not using morphological analysis and disambiguation are given below.

2.1. Preprocessing

The pre-processing sub-component recognises which sentences to analyse, a sentence being considered as a series of signs which are themselves grouped together in words, and ending in a full stop. The latter is the only special sign which is taken into account. Moreover, all the capital letters placed at the beginning of sentences are converted to the lower case before analysis and are reintroduced during generation. One could envisage allowing for punctuation signs when parsing, since these sometimes help to root out ambiguities of certain sentences. A study is currently considering this.

2.2. Morphological analysis

As the prototype was being realised based on and for a limited corpus, the SL dictionary was made up of complete forms: the working out of a morphological parser is simpler than that of a syntactical parser.

2.3. Syntactical analysis

The Augmented Transition Network (ATN) was selected for the analysis: it had successfully been used in many previous systems: LUNAR, SHOULD, INTELLECT and, more recently, ENSPAN (Leon, 1984). T. Winograd presents three networks in great detail in his book 'Language as a Cognitive Process' (Winograd, 1983). These were taken as the basis for the four (Sentence, Noun Phrase, Prepositional Phrase and Adjectival Phrase) of the prototype, thus making it possible to speed up the development of a parser which had already proved itself in other respects.

The majority of the modifications made to the Winograd's ATN were aimed at increasing its performance (especially by dealing with the most common cases of coordination) as well as its determinist capacities thereby ensuring the accuracy of the initial analysis supplied by the system (it is in fact on this analysis that the transfer operates because the micro-computer's memory was satura-
ted before it had managed to supply all possible analysis).

2.4. Disambiguation

Within the prototype framework, the creation of a disambiguation sub-component would have taken up too much time and would not have been useful particularly that this research is deliberately designed to apply to only a limited corpus in which most of the ambiguities concern the Prepositional Phrase attachment and need not be solved for the translation if English into French.

2.5. Source-Language dictionary

For the various reasons explained above, the dictionary includes only complete forms. All variable words are characterised by different syntactical features, certain of which concern their form, others do not. All of these are treated by the analysis component. Semantic features could easily be added at a later stage.

Words forming certain 'traditional' classes may belong to various categories of the prototype dictionary. This is notably the case with cardinal adjectives, which are classified as determiners and substantives. At present, the only compounds that the prototype dictionary accepts are locutions with a maximum of two consecutive words. Longer locutions, compound verbs and other discontinuous compounds, quite rare in the corpus, will be treated as follows at a later stage: all words liable to appear in compounds will be tagged with a pointer to this effect, to enable the preprocessing sub-component to determine whether a compound or simple form is present in a given text.

Numbers were not introduced into the prototype dictionary. The parser would accept them if a routine were created that would automatically attribute noun and determiner categories to them.

3. "Transfer" component

The transfer component deals with the results obtained by the analysis component.

3.1. Structural transfer

By dealing with the structural transfer first, one is saved, notably, from having to waste time translating forms that will duly be dropped (such as 'will'), since the adaptation to tense in French is done along with the structural transfer.

The structural transfer operates on the sentence as a whole, on various levels. It only saves those results of the analysis that are pertinent for the generation.

3.1.1. Sentence

The various constituent elements of the clau-
dictionary in a complete form, their French translations are presented in canonical form.

3.3. Lexical transfer

Lexical transfer operates directly after the structural transfer. At the moment, it is always the first translation (when there are several possibilities) that is chosen.

One could envisage adapting various means of selecting the best translation, ranging from the human operator to the style index.

4. "Generation" component

The generation or synthesis takes place in two stages: the syntactical generation is followed by the morphological generation. Both of these stages refer to data from the target-language dictionary as well as from the common data pool.

The generation in French is inspired by the rules of Chomskian generative and transformational grammar, specifically as presented in the work of C. Nique (Nique, 1978). Most of the other grammatical theories currently in vogue (Montagovian Grammar, Generalized Phrase Structure Grammar, ...) make wide use of semantics and thus necessitate far more powerful computer resources than those available on micro-computers at present.

4.1. Target-Language dictionary

In the target-language dictionary, the different features allowing for the agreement of the canonical forms must be added to the various grammatical categories.

A common data pool is associated with this dictionary. This enables one to conjugate the verbs correctly (root table and conjugation table). It also contains the different forms of the determiners and their conditions of usage.

4.2. Syntactical generation

The generation is carried out by means of transformations. Below are presented those transformations that have a fundamental role in the elaboration of the structure of the sentence in French and in the ordering of its terms. Others directly concern the morphology of the words, and are outlined briefly later on.

In accordance with the theory of generative and transformational grammar, transformations occur in an orderly manner in an ascending cycle, that is to say from the inside, outwards, starting with the most subordinate clauses.

Passive Transformation:

\[ \text{e.g.} : \text{The entire field of booleans can be treated - active deep structure - Le champ entier de booléens peut être traité.} \]

Transformation of Negation:

\[ \text{e.g.} : \text{Each name is an identifier which cannot be allocated - positive deep structure - Chaque nom est un identifiant qui ne peut pas être alloué.} \]

Transformation of Subordination, which correctly inserts the subordinate clauses:

\[ \text{e.g.} : \text{Each bit may be used to store a logical value - Chaque bit peut être employé pour mémoriser une valeur logique.} \]

Auxiliary Transformation:

\[ \text{if, in the rewrite of the verbal phrase, Avoir/Etre occur, the appropriate auxiliary is chosen depending on the feature specified in the target-language dictionary.} \]

Transformation Movement of the Adverb:

\[ \text{e.g.} : \text{A virtual field item always occupies an integral number of 4-bit digits - Un article virtuel du champ occupe toujours un nombre entier de chiffres de quatre bits.} \]

4.3. Morphological generation

The morphological generation is made up of the following transformations: subject-verb agreement, conjugation, noun qualifier (which inserts 'de le' between a noun and its complement), insertion of determiner, noun agreement, adjective agreement, placement of adjective, elision and contraction.

5. Conclusion

The results obtained over a relatively brief period by a team of two researchers may be considered as encouraging and tend to be optimistic as to the future of machine translation or machine-aided translation on small systems.
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