Better safe than sorry: a study on older adults’ credibility judgments and spreading of health misinformation
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Abstract
The online world is flooded with misinformation that puts older adults at risk, especially the misinformation about health and wellness. To understand older adults’ vulnerability to online misinformation, this study examines how eye-catching headlines and emotional images impact their credibility judgments and spreading of health misinformation. Fifty-nine older adults aged between 58 and 83 years participated in this experiment. Firstly, participants intuitively chose an article for further reading among a bunch of headlines. Then they viewed the emotional images. Finally, they judged the credibility of health articles and decided whether to share these articles. On average, participants only successfully judged 41.38% of health articles. Attractive headlines not only attracted participants’ clicks at first glance but also increased their credibility judgments on the content of health misinformation. Although participants were more willing to share an article they believed than not, 62.5% of the articles they want to share were falsehoods. Older adults in this study were notified of possible falsehoods in advance and were given enough time to discern misinformation before sharing. However, these efforts neither lead to a high judgment accuracy nor a high quality of information that they wanted to share. That may be on account of eye-catching headlines which misled participants into believing health misinformation. Besides, the most older adults in this study may follow the “better safe than sorry” principle when confronted with health misinformation, that is to say they would rather trust the misinformation to avoid health risks than doubt it.

Keywords Misinformation · Older adults · Judgment · Spreading · Health information

1 Introduction
Older adults are at risk when they face an online world flooded with misinformation. Misinformation is not only increasing in quantity—to the extent that most people will face more false information than true information by 2022 [1]—but also reaching more people and traveling much faster than the truth. For example, the speed of misinformation on Twitter reaching ten depths is nearly 20 times faster than that of accurate information [2]. When online misinformation comes to health and wellness, it might ruin people’s trust in healthcare professionals and pose a threat to public health, so misinformation is one of the top two global health concerns rated by medical practitioners from 79 countries [3]. When confronted with this flood of misinformation, American older adults aged above 65 shared the most fake news on Facebook [4, 5]. Similarly, Chinese middle-aged and older adults aged above 50 rated misinformation as the biggest risk of using the Internet in a national survey, with 66.2% of those surveyed had been victims of online misinformation [6]. The declined cognitive ability [9] and increased emotional sensitivity [10] may make older adults more vulnerable to misinformation than other age groups. In addition, researchers found that some personal characteristics were associated with their vulnerability to misinformation, including interpersonal trust, extraversion, and need for cognition [7, 8]. What is not yet clear, however, is how the nature of misinformation impacts older adults’ judgments of information credibility and spreading behaviours (for a review, see [11]).
emotion may contribute to the fast spread of misinformation and audiences’ attitudinal or behavioural changes [e.g., 12, 13]. Viral marketing campaigns often use amusing or intriguing messages and advertisements to ensure wide accessibility among consumers and trigger referral behaviours [12, 15]. In order to persuade audiences to adopt self-protective actions, public health campaigns usually connect unhealthy behaviours with threatening or fearful outcomes [13]. Consistently, misinformation inspires curiosity and induces further engagements by using sensational headlines (e.g., clickbait [16]). The emotional strategy of misinformation is not limited to eye-catching headlines. The fearful images about disease or mortality in the content of misinformation [17] are used to evoke strong emotions (e.g., disgust [14] and fear [2]) and to boost the spread of misinformation. Given the diverse behaviours of social media users, for example, 59% of users shared tweets without clicking on its content [18], it is necessary to distinguish between the headline and content of misinformation when checking its nature.

Thus far, an amount of studies has examined the effects of source credibility, expert sources, attractive sources [19, 20], or message framing (i.e., description of the positive or negative outcomes of certain behaviours [21]) on audiences’ judgments of health information. However, these studies failed to focus on older adults. With more and more older adults stepping into the digital world, 75% of American older adults aged above 65 accessed the Internet [44] and China has more than 100 million older netizens [51]. Older adults become the primary audiences of online health information [52]; meanwhile, they are the most vulnerable group to health misinformation [22]. Therefore, this study focuses on how older adults react to the health-related misinformation with eye-catching headlines and strong emotions. Knowledge about older adults’ vulnerability to health misinformation and the potential reasons can provide insights into the interventions tailored to older adults. Specifically, this study investigates how accurately older adults identify health misinformation and how headlines’ attractiveness and emotions (i.e., fear, disgust, and happiness) influence their credibility judgments on online health misinformation and their willingness to share it.

2 Literature review

2.1 Health misinformation on social media

*Misinformation* refers to the false information that is intentionally or inadvertently created and spread to cause harm [11]. Health misinformation has raised mounting concerns in recent years due to its viral spread and threatening consequences to individuals and organizations. More than once, the Journal of the American Medical Association calls for endeavours of researchers and journals to address this issue [23–25].

The prevalence and spread of health misinformation pose risks for public health. During the outbreak of COVID-19, near half of Americans have been exposed to fabricated information [26]. Worse, at least 75% of COVID-19 news that Thai people have been exposed to were falsehoods [27]. Furthermore, misinformation spreads faster than accurate information [2, 25]. Although social media allows immediate communications between patients and doctors [28], it allows pseudo experts directly to contact with their objects of fraud. The FBI [29] reported that more than $1 million losses involve internet healthcare frauds in 2019. Health misinformation not only leads to monetary losses but also challenges scientific authorities and threatens public health [30]. For instance, widespread anti-vaccination claims decreased immunization rates and increased vaccine-preventable diseases [31, 32]. The misperceptions (e.g., vaccine would cause autism) may also result in scepticism on science and governments [24]; for example, 21% of Americans expressed mistrust in scientists [33].

2.2 The role of emotions in health misinformation

The information society treats people’s attention as limited resources [34]. Meanwhile, multiple studies suggested that the emotional content often functioned as an attention-grabber (e.g., [12, 35, 36]) and flooded social media [53]. The emotional strategy of misinformation is not limited to eye-catching headlines. The fearful images about disease or mortality in the content of misinformation [17] are used to evoke strong emotions (e.g., disgust [14] and fear [2]) and to boost the spread of misinformation. Given the diverse behaviours of social media users, for example, 59% of users shared tweets without clicking on its content [18], it is necessary to distinguish between the headline and content of misinformation when checking its nature.

Thus far, an amount of studies has examined the effects of source credibility, expert sources, attractive sources [19, 20], or message framing (i.e., description of the positive or negative outcomes of certain behaviours [21]) on audiences’ judgments of health information. However, these studies failed to focus on older adults. With more and more older adults stepping into the digital world, 75% of American older adults aged above 65 accessed the Internet [44] and China has more than 100 million older netizens [51]. Older adults become the primary audiences of online health information [52]; meanwhile, they are the most vulnerable group to health misinformation [22]. Therefore, this study focuses on how older adults react to the health-related misinformation with eye-catching headlines and strong emotions. Knowledge about older adults’ vulnerability to health misinformation and the potential reasons can provide insights into the interventions tailored to older adults. Specifically, this study investigates how accurately older adults identify health misinformation and how headlines’ attractiveness and emotions (i.e., fear, disgust, and happiness) influence their credibility judgments on online health misinformation and their willingness to share it.
media [2]. Although these findings were consistent with the view that high-arousal emotions predict persuasion [42, 43], most related studies of health misinformation were based on the content analysis rather than recipients’ responses (for a review [11]). Further experimental studies are needed to determine how recipients judge the health misinformation that filled with emotional elements (e.g., sensational headlines and content).

### 2.3 Older adults’ vulnerability to health misinformation

Older adults showed high vulnerability to misinformation, especially for misinformation related to healthcare and well-being. They were more frequently exposed to misinformation and were more willing to share it, in comparison with other age groups [4–6]. In addition to spreading health misinformation, older adults were inclined to practice the unconfirmed alternative remedies and purchase fraudulent health products [45]. In accordance with solved cases, healthcare fraud resulted in economic losses of more than $70 million during 2018 in China [46], let alone the losses of unsolved cases. Certain factors associated with older adults’ susceptibility to health misinformation were suggested to the changes with people’s aging. For example, cognitive abilities that are important to detect falsehoods, such as episodic memory and reasoning, decline with age, particularly with those aged between 60 and 65 years [47, 48]. Older adults also showed less sensitivity to untrustworthy strange faces than younger adults [49]. Moreover, according to socioemotional selectivity theory [10], older adults may be more motivated to pursue emotional satisfaction than to pursue what is truth. However, it is unclear how age-related declines and characteristics of misinformation jointly influence their credibility judgments and spreading of misinformation.

## 3 Method

### 3.1 Participants

Older adults were eligible for participation in the experiment if they were healthy, aged above 55, and could read Chinese characters, according to their self-reports. A total of 59 older adults (Mean age = 66, SD = 6.9) participated in this study and their characteristics are shown in Table 1. Participants were first approached through recruitment flyers on campus, communities near the campus, and the seniors’ colleges. Additional participants were approached through snowball sampling. They were asked to bring corrective eyewear if they thought it would be necessary for their reading. The data were collected anonymously, and the ethics guidelines of the Chinese Ergonomics Society were met. Participants signed consent forms and were informed that they could drop out of the experiment at any time.

### 3.2 Experiment design

The three independent variables were fear, disgust, and happiness. Among them, happiness was selected in contrast to negative emotions. The three emotions were evoked by images in the content of health information. Researchers prepared ten images to induce these emotions. Since the emotion induced by a certain image may be varied by

| Table 1: Descriptive statistics of demographical characteristics and variables in the study |
|---------------------------------|-----|-----|-----|
| Characteristics                  | n   | %   | M   | SD  |
| **Gender**                      |     |     |     |     |
| Female                          | 17  | 29.81% |     |
| Male                            | 42  | 71.19% |     |
| **Educational background**      |     |     |     |     |
| Primary school                  | 12  | 20.34% |     |
| Middle school                   | 35  | 59.32% |     |
| College degree                  | 12  | 20.34% |     |
| **Smartphone experience**       |     |     |     |     |
| No smartphone experience        | 15  | 25.42% |     |
| Low level of smartphone experience | 14  | 23.73% |     |
| High level of smartphone experience | 29  | 49.15% |     |
| **Experience of being cheated on** |       |     |     |     |
| Yes                             | 15  | 25.42% |     |
| No                             | 44  | 74.58% |     |
| **Living conditions**           |     |     |     |     |
| Living alone                    | 9   | 15.25% |     |
| Living with spouse or children  | 50  | 84.75% |     |
| **Income**                      |     |     |     |     |
| Between 1000 and 1999 RMB       | 5   | 8.47%  |     |
| Between 2000 and 2999 RMB       | 40  | 67.80% |     |
| Above 3000 RMB                  | 14  | 23.73% |     |
| **Physical conditions**         |     |     |     |     |
| Very bad                        | 1   | 1.69%   |     |
| Bad                             | 9   | 15.25%  |     |
| Fair                            | 22  | 37.28%  |     |
| Good                            | 11  | 18.64%  |     |
| Very good                       | 16  | 27.12%  |     |
| **Fear**                        |     |       | 6.14 | 1.24 |
| Frequency of reported fear      |     | 17.43%  | 18.55%|
| **Happiness**                   |     | 6.02%   | 0.94 |
| Frequency of reported happiness |     | 49.55%  | 19.81%|
| **Disgust**                     |     | 6.28%   | 0.91 |
| Frequency of reported disgust   |     | 26.98%  | 20.01%|
| **Headline attractiveness**     |     | 5.79%   | 1.27 |
participants, the three independent variables were measured by participants’ self-reported emotional perceptions rather than the images. For the measurement, participants indicated which words described their underlying affective experience (category) and to what extent the experience was ranging from one (Not at all) to seven (An extreme amount), by using the adapted Discrete Emotions Questionnaire (DEQ) [50]. Noldus FaceReader was used for manipulation check.

The two dependent variables were older adults’ judgment on the credibility of health information and their intention to share it. Participants judged the credibility of content on a seven-point scale ranging from one (Very unbelievable) to seven (Very believable). In order to understand why people rightly or wrongly judge the credibility of health information, the actual veracity of each article and participants’ credibility judgments were contrasted. Thus, three measures were obtained: the rate of successful judgment, the frequency of Type I error (i.e., judging a rumour false when it is actually true, false-positive error), and the frequency of Type II error (i.e., judging a rumour true when it is actually false, false-negative error). The intention to share the health information was measured by a dichotomous question “Would you like to share this article with others?” (response options: yes/ no).

Ten covariates were considered, including headline attractiveness, veracity, age, education, income, gender, smartphone experience, the experience of being cheated on, living conditions, and physical conditions. Headline attractiveness was measured by asking “How attractive do you think of this headline?” on a seven-point scale ranging from one (Not at all) to seven (An extreme amount). Veracity referred to the authenticity (i.e., true or false) of articles, which was derived based on authoritative media (described further in the Materials and Equipment section). Considering the number of years that people used a smartphone and their frequency of per day use, smartphone experience was measured by two questions, “How long have you been using a smartphone?” and “How long do you use your smartphone every day on average?”.

### 3.3 Materials and equipment

Health information included eight true articles (derived from peer-reviewed journals, Wikipedia, and official organizations) and twelve false articles (derived from the biggest platform to debunk online misinformation that was run by the National Internet Information Office of China). In addition, twenty health articles (including eight true and twelve false articles) were retained as backup and were used if participants had read any of the articles before. All of the articles focused on health and wellness.

Each article contained one affective image. The images were collected from online sources to represent happiness, fear, or disgust. The International Affective Picture System was not used, because this study wanted to use images contained in health rumours in practice. The fearful and disgusting images involved skin disease or scenes of anatomy but were unrelated to the content of health articles, and images of happiness depicted cute dogs or older couples in a state of well-being. To check whether these images could evoke the three emotions, three graduate students independently evaluated these images. Noldus FaceReader was used to check the manipulation of emotions.

The text of twenty health articles was structured into the same format, in a way similar to official accounts on the most popular mobile social media in China, WeChat. Four headlines were listed on each page, from which participants could choose one article from each page to read. Prototypes were developed by Axure RP to represent health articles. They were presented on ThinkPage S1 Yoga with a 13.3-inch touch screen, which was suitable for older adults who were unfamiliar with the keyboard and mouse. The Morae Recorder was used to record on-screen activities.

### 3.4 Procedure

Participants were briefed and then signed a consent form before the experiment. The procedure of the experiment is shown in Fig. 1. Firstly, headlines of health articles were presented, four headlines per page. Participants read the page of four headlines and checked whether they had read or felt familiar with any headline; if so, the page containing headlines and corresponding articles was excluded and the next page would be presented until all headlines were new for participants. Then, participants chose one out of four headlines of health articles on one page by intuition. They evaluated the attractiveness of the chosen headline. This operation aimed to simulate the actual scene in choosing multiple stories online. Thus, the order of presented articles depended on participants’ choices. Next, participants were asked to look at an image that was automatically presented on the screen for five seconds and fill in the DEQ scale. Thus, the categories and frequency of participants confronted with these images also depended on participants’ intuitive choices. After that, participants read the textual content of the chosen health article. Finally, they rated the credibility of the article and intention to share it. This process continued until they had read six health articles.

### 3.5 Data analysis

Participants’ credibility judgments on the seven-point scale were coded as a dichotomous variable firstly, by marking one to three as “unbelievable” and five to seven as “believable”. Thus “four” as the neutral judgment was excluded from the related analysis. Then researchers compared this
dichotomous variable with the actual veracity of articles to obtain three judgments, including successful judgment, Type I error, and Type II error. The frequency of each judgment was calculated. Besides, smartphone experience was divided into three levels, including no smartphone experience, low and high levels of smartphone experience. “No smartphone experience” refers to participants who have never used a smartphone. The low and high levels of smartphone experience were divided by the median of participants’ smartphone experience.

For analysis, in order to determine the potential influencers of dependent variables, Pearson’s correlation coefficients, univariate logistic regression, and univariate linear regression were used first. Then the statistically significant variables were included in the multivariate linear and logistic regression models to analyse their particular impacts on dependent variables. Assumptions of corresponding regression models have been tested. The multivariate linear regression models of credibility judgments and Type II error rate met the assumptions of linear regression; relevant statistics are shown in Tables 2 and 3. The multivariate logistics regression model was used to predict the intention to share health information, which violated the assumption of independent errors. Thus, the generalized estimating equation (GEE) was used to correct the intra-individual influence [54]. In GEE analysis, the correlations among the binary responses were modelled as unstructured. This study reported the results derived from both the multivariate logistic model and GEE, while its discussion was based on the GEE results. The study reported the regression coefficient (B), adjusted $R^2$ and pseudo $R^2$, standardized beta ($\beta$), and odds ratio of models.

### Table 2 Results of multiple regression analysis for predicting credibility judgments

|                     | $B$   | SE  | $t$  | $\beta$ | $p$     | VIF  |
|---------------------|-------|-----|------|---------|---------|------|
| **Constant**        | 4.202 | 0.592| 7.102| 0.000   | <0.0001*** |      |
| **Veracity false (ref.)**|       |      |      |         |         |      |
| Veracity true       | 0.529 | 0.160| 3.297| 0.165   | 0.0011** | 1.052|
| Headline attractiveness | 0.392 | 0.065| 6.067| 0.330   | <0.0001*** | 1.247|
| **Gender female (ref.)**|       |      |      |         |         |      |
| Gender male         | −0.220| 0.199| −1.106| −0.066 | 0.270   | 1.502|
| Income              | −0.004| 0.165| −0.027| −0.002 | 0.979   | 1.552|
| Education           | −0.321| 0.144| −2.227| −0.134 | 0.027*  | 1.529|
| **Living with others (ref.)**|       |      |      |         |         |      |
| Living alone        | 0.323 | 0.211| 1.530| 0.077   | 0.127   | 1.057|
| Physical condition  | −0.085| 0.071| −1.206| −0.061 | 0.229   | 1.074|
| Experience of smartphone | −0.050| 0.108| −0.462| −0.027 | 0.644   | 1.495|

F(8,324)=12.33, $p<0.0001$, adjusted $R^2=0.215$. *$p<0.05$, **$p<0.01$, ***$p<0.001$. The multiple regression model excluded two outliers according to the leverage plot. The data met the assumption of independent errors (Durbin-Watson statistic = 1.908, $p=0.25$)
Welsh’s t-test was used for the post hoc test. All analyses were conducted using R (version 4.0.3).

4 Results and discussion

In total, 81.36% of participants finished all six trials. Among the rest of participants, one participant finished three trials; one participant finished four trials; and nine participants finished five trials. The descriptive statistics are shown in Table 1. Although the experiment had prepared eight true articles and twelve false articles, participants were exposed to false articles ($M = 66.95\%$, $SD = 15.1\%$) approximately twice as often as true articles ($M = 33.05\%$, $SD = 15.1\%$) due to their intuitive choices. Most participants were exposed to both true and false articles except two participants who only encountered false articles. Meanwhile, the frequency of the three emotions participants reported was varied. To ensure the reliability of self-reported emotions measured by the scales, the Chi-squared test was conducted to contrast the self-reported data with the data recorded by the FaceReader for the manipulation check. The results indicated that the happiness, fear, and disgust measured by DEQ and FaceReader were comparable ($x^2(187) = 190, p = 0.405$).

4.1 Credibility judgment

Participants on average judged health articles as believable ($M = 5.56$, $SD = 1.53$). The multivariate regression model is shown in Table 2. The results indicate that participants seemly judged the credibility of a health article based on its actual veracity. The actual true articles ($M = 6.05$, $SD = 1.23$) received a higher credibility score than false ones ($M = 5.33$, $SD = 1.59$, $t(404) = -60.88$, $p < 0.001$). However, the credibility of false articles was still overestimated, exceeding the threshold of “unbelievable” on the seven-point scale. Participants also depended on the degree of headline attractiveness to judge the credibility of health articles. The more attractive the headline was, the more believable the article participants perceived. Moreover, participants with better education were seemly cautious when judging the credibility of health information. Participants with primary education rated the highest ($M = 6.03$, $SD = 1.38$) on heath articles’ credibility, followed by those with middle education ($M = 5.61$, $SD = 1.54$) and college education ($M = 5.06$, $SD = 1.42$).

Overall, older adults were inclined to overrate the credibility of health information they read. The inclination usually works in daily life. According to the Bayesian model of cognition, it is rational for people to assume that a statement is true at first and not to call it false until new evidence appears [58]. The first default phase is always easy, but the second phase of unbelieving needs cognitive efforts. Due to the age-related decline in semantic memory, notable impairment was seen as a key predictor of illusory truth and fluency [59]. Moreover, it has been suggested that older adults are less motivated to identify the authenticity of information because their life goals have changed [7, 11]. Older adults in this study might thus have found it challenging to identify falsehoods due to age-related decline in cognitive abilities.

In order to further explore why participants rightly or wrongly judged the credibility of health articles, we analyzed predictors of the frequency of the three judgments, including successful judgment, Type I error, and Type II error. Although older adults in this study had a considerable time to read the content of each health article ($M = 1.36$ min, $SD = 0.80$ min, range = 0.18–4.16 min), they successfully discerned 41.38% (SD = 21.00%) of health articles on average. None of the factors was found to significantly impact the successful judgment rate. Given that participants were not influenced by the three emotions, they seemed to be “rational” to judge whether a health article is true. Ironically, the quality of their “rational” judgment did not turn out to be better than chance. That is, an older adult who thinks he or she has put great effort into judging health articles may be worse at credibility judgments than another older adult who just randomly guesses the credibility. On the contrary, the result may also imply that the way of older adults distinguishing health misinformation is irrational and does not rely on any characteristics of the information.

For the incorrect judgments, participants on average made 2.05% Type I errors (SD = 5.61%, i.e., judging a rumour as false when it is actually true) and 47.46% Type II errors (SD = 23.57%, i.e., judging a rumour as true when it is
actually false). Articles that were perceived to be true by participants tended to be falsehoods. The occurrence of more false negative errors than false positive errors implied that the most older adults seemed to follow the principle “better safe than sorry.” They would rather trust health misinformation to avoid health risks than doubt it to avoid fraud risks.

Only seven participants made a Type I error, which would decrease the statistical power of hypothesis testing. For Type II error rate, the results of multiple regression analysis are shown in Table 3. The results indicate that the attractiveness of headline of health misinformation significantly misled participants’ trust in it. With the increasing attractiveness of the headline of misinformation, more participants trust in it. Taking a closer look at the headlines, it can be seen that the top three health articles that received the highest number of clicks were: “These three home-cooked dishes are the natural enemies of arteriosclerosis,” “Never eat these five fruits and vegetables with peel!” and “Wolfberry and another thing, of which cancer cells are most afraid!” All of them are falsehoods. Among the top ten health articles, only two of them are true: “Physical symptoms of arteriosclerosis you should pay attention to, otherwise the blood vessels will burst” and “Notes to maintain kidney health and to prevent kidney disease.” Therefore, an eye-catching headline might not only be the first step to draw the attention of older adults in this study, but also might increase their likelihood of judging it to be believable after reading its content. The preference for eye-catching headlines is not a surprise [57]. However, many studies found that clickbait often decreased audience’s perceptions of journalistic credibility and quality after reading the content of news articles (e.g., [55, 56, 60]); because the mismatch between the headline and content of misinformation would fail audiences’ expectation. These studies mainly focused on younger adults who may be sensitive to or even tired of the strategies for grabbing attention. By contrast, older adults may be unaware that the eye-catching headline is a strategy to entice them because they are immigrants of the digital world [61].

### 4.2 Intention to share health information

On average, older adults were willing to share 78.76% (SD = 23.46%) of health articles they have been exposed to. Table 4 presents the multiple regression analysis for predicting the intention to share health information. As the result indicated, the main rationale of participants deciding whether to share the health article was how credible they thought of it. Older adults seemed more reasonable than those who shared information based on what they want to share rather than what is true [62]. However, the inclination of overrating health information may result in mistakenly sharing more misinformation. In this study, 62.5% of health articles that older adults want to share were falsehoods.

Older adults were unable to avoid spreading more health misinformation than true information in this study, although they had tried to discern what is true or false before sharing. Multiple researchers suggested that the lack of credibility judgment mainly accounted for the spreading of misinformation on social media (e.g., [63–65]). Furthermore, Penycook et al. [66] found that requiring participants to judge the accuracy of COVID-19 news before sharing increased the quality of shared news twice to three times, in comparison with the condition only requiring participants to decide whether to share the news. This experimental manipulation had evolved into an intervention—an email to nudge people into attending on the accuracy of online information; and its effectiveness had been validated among 5379 real Twitter users [67]. However, this study did not find the expected effectiveness. The possible reason is that the interested populations in the above studies are almost younger adults.

| Table 4 Results of logistic regression model and generalized estimating equation for predicting the intention to share health information |
|---------------------------------------------------------------|
| **Logistic regression model** | **Generalized estimating equation** |
| **B** | **SE** | **Odds ratio [95% CI]** | **B** | **SE** | **Odds ratio [95% CI]** |
| Constant | -3.189** | 1.089 | 0.041 [0.005, 0.341] | -2.799* | 1.418 | 0.061 [0.004, 0.981] |
| Credibility judgment | **1.178****** | 0.145 | 3.249 [2.490, 4.399] | **1.338****** | 0.196 | 3.810 [2.595, 5.595] |
| Headline attractiveness | 0.035 | 0.151 | 1.035 [0.768, 1.394] | -0.131 | 0.193 | 0.878 [0.601, 1.281] |
| Education primary school (ref.) | | | | -1.486 | 0.847 | 0.226 [0.043, 1.192] |
| Education middle school | -1.442* | 0.672 | 0.236 [0.056, 0.801] | | | |
| Education college degree | -1.677* | 0.725 | 0.187 [0.040, 0.711] | -1.609 | 0.910 | 0.200 [0.034, 1.190] |
| Gender male (ref.) | | | | -0.588 | 0.412 | 0.556 [0.248, 1.255] |
| Gender female | -0.811 | 0.459 | 0.444 [0.181, 1.092] |

The logistic regression model fits significantly better than an empty model, $\chi^2(5) = 146.12$, $p < 0.0001$; the Nagelkerke pseudo $R^2$ of the logistic regression model is 0.543. The data met the assumption of collinearity (VIFs < 1.254) but violated the assumption of independent errors (Durbin-Watson statistic = 1.594, $p < 0.0001$). Thus the study discussed based on the results of GEE. *$p < 0.05$, **$p < 0.01$, ***$p < 0.001$. CI = Confidence interval for odds ratio; ref. = Reference category.
who may be more skilled at using social media and discerning online misinformation than older adults. By contrast, the interested population in this study is older adults who showed poorer discernment even worse than guesses. Therefore, it is far from enough for older adults to resist misinformation by only nudging them into judging the credibility of online information. The intervention boosting older adults’ ability of successful judgment is also needed [68].

4.3 Limitations

Six limitations of this study should be noted. First, the null effect of emotion on credibility judgments and intention to share health information may be on account of the experimental manipulation. The emotional images used to induce emotions were unassociated with the content of articles, so these images may be hard to influence how participants judge the content of articles. Second, participants’ preexisting knowledge and cognitive abilities were not examined. Third, the number of articles presented to participants was limited and the composition of true and false articles was not balanced, so the base rate might have influenced their judgment accuracy. Fourth, possible interactions among the headline, the image, and the text content might exist and call for further studies. Fifth, sharing misinformation in this study lacked feedback from other people, which might be different from real-time interactions on social media. Finally, this study focused on Chinese older adults, and possible cultural differences should be considered before generalizing the findings of this study to other countries.

5 Conclusion

This study explored the factors influencing older adults’ judgments on the credibility of online health articles and the factors influencing their intention to share these articles. Although participants were notified of possible falsehoods in advance, they were generally not good at identifying the misinformation presented in this study. First, participants were exposed to health misinformation approximately twice as often as true information because they choose articles for furthering reading based on headlines alone. Eye-catching headlines not only attracted more clicks at first glance but also given rise to participants’ misjudging false content as truths. As a result, participants only successfully judged 41.38% of health articles on average, although they had enough time to discern misinformation. In addition, participants’ willingness to share a health article depended on its credibility they perceived. However, participants would rather trust and regret than doubt and regret, which led to the result that 62.5% of health articles they want to share were falsehoods.

These findings further stress the threats of online health misinformation to older adults. Interventions to help older adults effectively resist misinformation are urgently needed and should consider two things. First, the eye-catching headline is crucial for enticing clicks and increasing older adults’ credibility perceptions on misinformation. Thus, reducing the use of malicious eye-catching headlines may contribute to reducing older adults’ exposure to and trust in misinformation. Second, it is not sufficient to decrease older adults’ spreading of misinformation just by nudging them into considering the accuracy of information. The intervention should also strengthen older adults’ ability to successfully discern falsehoods.

Author’s contributions J.Z. and B.X. contributed to the study design. B.X. designed the prototype of the experiment, conducted the experiment, and recorded the data. J.Z. and H.X. analyzed the data and wrote the manuscript. H.X. revised the manuscript. All authors proofread and approved the submitted version of the article.

Funding This work was supported by funding from the National Natural Science Foundation of China (Grant No. 72171030), the second Batch of 2021 MOE of PRC Industry-University Collaborative Education Program (Program No. 202102055009, Kingfar-CES “Human Factors and Ergonomics” Program), and the Reform in College Curriculum Research Project of Chongqing University (Program No.2021Y05).

Availability of data and material Data not available due to ethical restrictions.

Code availability Not applicable.

Declarations

Conflicts of Interest On behalf of all authors, the corresponding author states that there is no conflict of interest.

References

1. Gartner Inc.: Gartner Top Strategic Predictions for 2018 and Beyond (2017). https://www.gartner.com/smarterwithgartner/gartner-top-strategic-predictions-for-2018-and-beyond/. Accessed 27 Nov 2020
2. Vosoughi, S., Roy, D., Aral, S.: The spread of true and false news online. Science 359(6380), 1146–1151 (2018). https://doi.org/10.1126/science.aap9559
3. RSTMH.: ECTMIH 2019: Next Steps (2019). https://rstmh.org/news-blog/news/ectmih-2019-next-steps. Accessed 27 Nov 2020
4. Grinberg, N., Joseph, K., Friedland, L., Swire-Thompson, B., Lazer, D.: Fake news on Twitter during the 2016 US presidential election. Science 363(6425), 374–378 (2019). https://doi.org/10.1126/science.aau2706
5. Guess, A., Nagler, J., Tucker, J.: Less than you think: prevalence and predictors of fake news dissemination on Facebook. Sci. Adv. 5, 1 (2019). https://doi.org/10.1126/sciadv.aau4586
6. People’s Daily Online: Survey Report on Internet Access Status and Risks of the Elderly (2018). http://yuqing.people.com.cn/n1/2018/0629/c405625-30096878.html. Accessed 2 Dec 2020
7. Brashier, N.M., Schacter, D.L.: Aging in an era of fake news. Curr. Dir. Psychol. Sci. (2020). https://doi.org/10.1177/0963721420915872

8. Xiang, H., Zhou, J., Xie, B.: Understanding older Adults’ vulnerability and reactions to telecommunication fraud: The effects of personality and cognition. In: Gao, Q., Zhou, J. (Eds) Human Aspects of IT for the Aged Population. Technology and Society. HCII 2020. Lecture Notes in Computer Science, vol 12209. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-50233-4_25

9. Boot, W.R., Nichols, T.A., Rogers, W.A., Fisk, A.D.: Design for aging. In: Salvendy, G. (Ed.) Handbook of Human Factors and Ergonomics. John Wiley & Sons, Ltd., pp 1442–1471 (2012). https://doi.org/10.1002/9781118131350.ch52

10. Carstensen, L.L., Isaacowitz, D.M., Charles, S.T.: Taking time seriously: A theory of socioemotional selectivity. Am. Psychol. 54(3), 165–181 (1999). https://doi.org/10.1037/0003-066X.54.3.165

11. Wang, Y., McKee, M., Torbica, A., Stuckler, D.: Systematic literature review on the spread of health-related misinformation on social media. Soc. Sci. Med. 240, 112552 (2019). https://doi.org/10.1016/j.socscimed.2019.112552

12. Dobele, A., Lindgreen, A., Beverland, M., Vanhamme, J., van Wijk, R.: Why pass on viral messages? Because they connect emotionally. Bus. Horiz. 59(4), 291–304 (2007). https://doi.org/10.1016/j.bushor.2007.01.004

13. Witte, K., Allen, M.: A meta-analysis of fear appeals: Implications for effective public health campaigns. Health Educ. Behav. 27(5), 591–615 (2000). https://doi.org/10.1177/109019810002700506

14. Acerbi, A.: Cognitive attraction and online misinformation. Palgrave Commun. 5(1), 15 (2019). https://doi.org/10.1057/s41599-019-0224-y

15. Lindgreen, A., Vanhamme, J.: Viral marketing: The use of surprise. In: Advances in electronic marketing. IGI Global, pp 122–138 (2005). https://doi.org/10.4018/978-1-59140-231-0.ch007

16. Chakraborty, A., Paranjape, B., Kakarla, S., Ganguly, N.: Stop clickbait: Detecting and preventing clickbaits in online news media. In: 2016 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM), pp 9–16 (2016). https://doi.org/10.1109/ASONAM.2016.7552207

17. Fitzgerald, H.N., Sevi, B., Shook, N.J.: Fraudulent health claims: Further consideration of the role of emotions. Soc. Sci. Med. 259, 112979 (2020). https://doi.org/10.1016/j.socscimed.2020.112979

18. Gabriev, M., Ramachandran, A., Chaintreau, A., Legout, A.: Social clicks: What and who gets read on twitter? Proceedings of the 2016 ACM SIGMETRICS International Conference on Measurement and Modeling of Computer Science - SIGMETRICS ’16, pp179–192 (2016). https://doi.org/10.1145/2896377.2901462

19. Jenkins, E.L., Illic, J., Barklamb, A.M., McCaffrey, T.A.: Assessing the credibility and authenticity of social media content for applications in health communication: Scoping review. J. Med. Internet Res. 22(7), e17296 (2020). https://doi.org/10.2196/17296

20. Ma, T., Atkin, D.: User generated content and credibility evaluation of online health information: A meta analytic study. Telemat. Inf. 34(5), 472–486 (2017). https://doi.org/10.1007/s11748-016-0009-5

21. Borah, P., Xiao, X.: The importance of ‘likes’: the interplay of message framing, source, and social endorsement on credibility perceptions of health information on Facebook. J. Health Commun. 23(4), 399–411 (2018). https://doi.org/10.1080/10817030.2018.1455770

22. Seo, H., Blumberg, M., Altschwager, D., Vu, H.T.: Vulnerable populations and misinformation: a mixed-methods approach to underserved older adults’ online information assessment. New Media Soc. (2020). https://doi.org/10.1177/1464935119829504

23. Armstrong, P.W., Naylor, C.D.: Counteracting health misinformation: a role for medical journals? JAMA 321, 19 (2019). https://doi.org/10.1001/jama.2019.5168

24. Chou, W.Y.S., Oh, A., Klein, W.M.P.: Addressing health-related misinformation on social media. JAMA 320(23), 2417 (2018). https://doi.org/10.1001/jama.2018.16865

25. Merchant, R.M., Asch, D.A.: Protecting the value of medical science in the age of social media and “fake news.” JAMA 320(23), 2415 (2018). https://doi.org/10.1001/jama.2018.18416

26. Mitchell, A., Oliphant, J.B.: Americans Immersed in COVID-19 News; Most Think Media are Doing Fairly Well Covering It (2020). https://www.journalism.org/2020/03/18/americans-immersed-in-covid-19-news-most-think-media-are-doing-fairly-well-covering-it/. Accessed 27 Nov 2020

27. Bangkok Post.: Fake news rife as coronavirus fears spread (2020). https://www.bangkokpost.com/thailand/general/1852989/fake-news-rife-as-coronavirus-fears-spread. Accessed 27 Nov 2020

28. Sudau, F., Friede, T., Grabowski, J., Koschack, J., Makedonski, P., Himmel, W.: Sources of information and behavioral patterns in online health forums: observational study. J. Med. Internet Res. 16(1), e10 (2014). https://doi.org/10.2196/jmir.2875

29. Federal Bureau Investigation (FBI): 2019 Internet Crime Report (2019). https://pdf.ic3.gov/2019_IC3Report.pdf. Accessed 27 Nov 2020

30. Poland, G.A., Spier, R.: Fear, misinformation, and innumerates: How the Wakefield paper, the press, and advocacy groups damaged the public health. Vaccine 28(12), 2361–2362 (2010). https://doi.org/10.1016/j.vaccine.2010.02.052

31. Broniatowski, D.A., Jamison, A.M., Qi, S., AlKulaib, L., Chen, T., Benton, A., Quinn, S.C., Dredze, M.: Weaponized health communication: Twitter bots and Russian trolls amplify the vaccine debate. Am. J. Public Health 108(10), 1378–1384 (2018). https://doi.org/10.2105/AJPH.2018.304567

32. Porat, T., Garaizar, P., Ferrero, M., Jones, H., Ashworth, M., Vadillo, M.A.: Content and source analysis of popular tweets following a recent case of diphtheria in Spain. Eur. J. Pub. Health 29(1), 117–122 (2019). https://doi.org/10.1093/eurpub/cky144

33. Funk, C.: Mixed messages about public trust in science (2017). https://www.pewresearch.org/science/2017/12/08/mixed-messages-about-public-trust-in-science/. Accessed 27 Nov 2020

34. Davenport, T.H., Beck, J.C.: The attention economy. Ubiquity, Article 6 (May 1–31, 2001) (2001). https://doi.org/10.1145/375348.376626

35. Berger, J., Milkman, K.: Social transmission, emotion, and the virality of online content. Wharton Res. Pap. 106, 1–52 (2010)

36. Brady, W.J., Wills, J.A., Jost, J.T., Tucker, J.A., Van Bavel, J.J.: Emotion shapes the diffusion of moralized content in social networks. Proc. Natl. Acad. Sci. 114(28), 7313–7318 (2017). https://doi.org/10.1073/pnas.1618923114

37. Botha, E., Reyneke, M.: To share or not to share: the role of community in the decline of HIV prevalence? J. Health Commun. 11(3), 245–259 (2006). https://doi.org/10.1080/10817030.2018.1455770

38. Eckler, P., Bolls, P.: Spreading the virus. J. Interact. Advert. 11(5), 1–11 (2011). https://doi.org/10.4018/978-1-59140-321-0.ch007

39. Green, E.C., Witte, K.: Can fear arousal in public health campaigns contribute to the decline of HIV prevalence? J. Health Commun. 11(3), 245–259 (2006). https://doi.org/10.1080/10817030.2018.1455770

40. Stoneburner, R.L.: Population-level HIV declines and behavioral risk avoidance in Uganda. Science 304(5671), 714–718 (2004). https://doi.org/10.1126/science.1093166
42. Heath, C., Bell, C., Sternberg, E.: Emotional selection in memes: the case of urban legends. J. Pers. Soc. Psychol. 81(6), 1028–1041 (2001). https://doi.org/10.1037/0022-3514.81.6.1028
43. Peters, K., Kashima, Y., Clark, A.: Talking about others: Emotionality and the dissemination of social information. Eur. J. Soc. Psychol. 39, 207–222 (2009). https://doi.org/10.1002/ejsp.523
44. Pew Research Center.: Internet/broadband fact sheet (2021). https://www.pewresearch.org/internet/fact-sheet/internet-broadband/ Accessed 24 December 2021
45. Burns, D., Henderson, C.R., Sheppard, C., Zhao, R., Pillemers, K., Lachs, M.S.: Prevalence of financial fraud and scams among older adults in the United States: a systematic review and meta-analysis. Am. J. Public Health 107(8), e13–e21 (2017). https://doi.org/10.2105/AJPH.2017.303821
46. Chinese Ministry of Public Security.: The ministry of public security report on internet life of Chinese middle-aged and older adults in the united states: a systematic review and meta-analysis. China statistical report on Internet development (2021). http://www.cac.gov.cn/2021-02/03/c_1613923423079314.htm Accessed 24 December 2021
47. Nilsson, L.G.: Memory function in normal aging. Acta Neurol. Scand. 107(s179), 7–13 (2003). https://doi.org/10.1036/j.1600-0404.107.s179.5.x
48. Salthouse, T.A.: Trajectories of normal cognitive aging. Psychol. Aging 34(1), 17–24 (2019). https://doi.org/10.1037/pag0000288
49. Castle, E., Eisenberger, N.I., Seeman, T.E., Moon, W.G., Boggero, I.A., Grinblatt, M.S., Lachs, M.S.: Prevalence of financial fraud and scams among older adults in the United States: A Systematic Review and Meta-Analysis. J. Exp. Psychol. Gen. 149(8), 1608–1613 (2020). https://doi.org/10.1037/ageo0000729
50. Harmon-Jones, C., Bastian, B., Harmon-Jones, E.: The discrete emotions questionnaire: A new tool for measuring state self-reported emotions. PLoS ONE 11(8), e0159915 (2016). https://doi.org/10.1371/journal.pone.0159915
51. China Internet Network Information Center (CNNIC).: The 47th China statistical report on Internet development (2021). http://www.cac.gov.cn/2021-02/03/c_1613923423079314.htm Accessed 24 December 2021
52. Institute of Sociology, Chinese Academy of Social Sciences.: Report on Internet life of Chinese middle-aged and older adults (2018). https://tengyun.tencent.com/storage/source180712/files/% E4% B8% AD%E8% 80% 81%E5%B9%B4%E4%BA%92%E8%81% 94%E7% BD%91%E7% 94%9F%E6% B4%BB%E7%A9% B6%E6%8A%A5%E5%91% A8.pdf Accessed 24 December 2021
53. Petz, G., Karpowicz, M., Fürschuß, H., Aumüller, A., Stiftesky, V., Holzinger, A.: Computational approaches for mining user’s opinions on the Web 2.0. Inf. Process. Manag. 50(6), 899–908 (2014). https://doi.org/10.1016/j.ipm.2014.07.005
54. Ballinger, G.A.: Using generalized estimating equations for longitudinal data analysis. Organ. Res. Methods 7(2), 127–150 (2004). https://doi.org/10.1177/1094428104263672
55. Judith, F.W., Baraka, S.C., Gregory, G., Joseph, K.: Clickbait-style headlines and journalism credibility in Sub-Saharan Africa: exploring audience perceptions. J. Med. Commun. Stud. 13(2), 50–56 (2021). https://doi.org/10.5897/JMCS2020.0715
56. Liu, M.T., Xue, J., Liu, Y.: The mechanism leads to successful clickbait promotion in WeChat social media platforms. Asia Pac. J. Mark. Logist. 33(9), 1952–1973 (2021). https://doi.org/10.1080/ APJML-08-2020-0562
57. Munger, K., Luca, M., Nagler, J., Tucker, J.: The (null) effects of clickbait headlines on polarization, trust, and learning. Public Opin. Q. 84(1), 49–73 (2020). https://doi.org/10.1093/poq/nfaa08
58. Tenenbaum, J.B., Griffiths, T.L., Kemp, C.: Theory-based Bayesian models of inductive learning and reasoning. Trends Cogn. Sci. 10(7), 309–315 (2006). https://doi.org/10.1016/j.tics.2006.05.009
59. Spaan, P.E.: Episodic and semantic memory functioning in very old age: Explanations from executive functioning and processing speed theories. Cogent Psychol. 2(1), 1109782 (2015). https://doi. org/10.1080/23311908.2015.1109782
60. Molyneux, L., Coddington, M.: Aggregation, clickbait and their effect on perceptions of journalistic credibility and quality. J. Pract. 14(4), 429–446 (2020). https://doi.org/10.1080/17512786.2019.1628658
61. Prensky, M.: Digital natives, digital immigrants part 2: Do they really think differently? On the Horizon 9(6), 1–6 (2001). https://doi. org/10.10741080/23311908.2015.1109782
62. Moravec, P.L., Minas, R.K., Dennis, A.R.: Fake news on social media: people believe what they want to believe when it makes no sense at all. MIS Q. 43(4), 1343–1360 (2019). https://doi.org/10.25300/MISQ/2019/15505
63. Bago, B., Rand, D.G., Pennycook, G.: Fake news, fast and slow: Deliberation reduces belief in false (but not true) news headlines. J. Exp. Psychol. Gen. 149(8), 1608–1613 (2020). https://doi.org/10.1037/ageo0000729
64. Pennycook, G., Rand, D.G.: Lazy, not biased: Susceptibility to partisan fake news is better explained by lack of reasoning than by motivated reasoning. Cognition (2018). https://doi.org/10.1016/j.cognition.2018.06.011
65. Pennycook, G., Rand, D.G.: The psychology of fake news. Trends Cogn. Sci. 25(5), 388–402 (2021). https://doi.org/10.1016/j.tics.2021.02.007
66. Pennycook, G., McPhetres, J., Zhang, Y., Lu, J.G., Rand, D.G.: Fighting COVID-19 misinformation on social media: experimental evidence for a scalable accuracy-nudge intervention. Psychol. Sci. 31(7), 770–780 (2020). https://doi.org/10.1177/0956797620939054
67. Pennycook, G., Epstein, Z., Mosleh, M., Areechar, A.A., Eckles, D., Rand, D.G.: Shifting attention to accuracy can reduce misinformation online. Nature 592(7855), 590–595 (2021). https://doi. org/10.1126/sciadv.abe2442
68. Lorenz-Spreen, P., Lewandowsky, S., Sunstein, C.R., Hertwig, R.: How behavioural sciences can promote truth, autonomy and democratic discourse online. Nat. Hum. Behav. 4(11), 1102–1109 (2020). https://doi.org/10.1038/s41562-020-0889-7

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.