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Abstract. We investigate the zeta-regularized determinant and its variation in the presence of conical singularities, boundaries, and corners. For surfaces with isolated conical singularities which may also have one or more smooth boundary components, we demonstrate both a variational Polyakov formula as well as an integrated Polyakov formula for the conformal variation of the Riemannian metric with conformal factors which are smooth up to all singular points and boundary components. We demonstrate the analogous result for curvilinear polygonal domains in surfaces. We then specialize to finite circular sectors and cones and via two independent methods obtain variational Polyakov formulas for the dependence of the determinant on the opening angle. Notably, this requires the conformal factor to be logarithmically singular at the vertex. We further obtain explicit formulas for the determinant for finite circular sectors and cones.

1. Introduction

In physics, manifolds with conical singularities are of great importance. In particular in the context of quantum field theory in curved spacetime the influence of such singularities has been analyzed in detail [24]. Instances where these singularities occur are cosmic strings [25,33,43,79], where the cone angle is related to the string tension parameter, and static spacetimes with bifurcate Killing horizons, where the Euclideanized version, considered in finite temperature field theory, has topology $C^\alpha \times S^2$, and the conical angle $\alpha$ is associated to the inverse temperature [9,18,28,36,37,77]. Renormalization in these theories necessitates the heat kernel coefficients for manifolds with conical singularities [21,27,35].

These coefficients also build the foundation to understand how zeta regularized determinants transform under conformal transformations. In two dimensions, for smooth surfaces with smooth boundaries, this relation has been known for quite some time [7,61,70]. In four dimensions, this has been developed in [13] (see also [31]) for the case of Laplace-type operators on smooth Riemannian manifolds with smooth boundaries. This found applications in the context of effective action in quantum field theory; see [10,11,17,23,32,31,81]. The relation is also essential to prove certain extremal properties of determinants [3,13,68]. In two dimensions, this so-called Polyakov formula was generalized to the case of piecewise smooth boundary in [26], and it has been used to compute functional determinants on different regions of the plane and sphere [20,30].

1.1. Geometric setting. We consider here compact surfaces with boundary and with finitely many isolated conical singularities, as well as curvilinear polygonal domains contained in larger, ambient, smooth surfaces. Whereas many references
Figure 1. This is an exact cone with conical singularity at $r = 0$. The $r$ coordinate gives the length along the cone’s surface. The $\theta$ coordinate corresponds to arc-length around the circular edge of the cone.

Assume that conical singularities are exact, we consider a more general conic singularity of the type given in [65, Definition 1.1]. Here we specify this definition to two dimensions and adapt it to our needs.

**Definition 1.1.** Let $M$ be a compact 2-dimensional topological manifold with boundary $\partial M$. Assume that there is a finite set of interior points $\wp := \{p_1, \ldots, p_m\}$ such that $M := M \setminus (\wp \cup \partial M)$ is a smooth, open, manifold of dimension two endowed a with Riemannian metric $g$. The boundary $\partial M$ is smooth, and the metric $g$ is smooth up to the boundary. Moreover, assume that each $p_i \in \wp$ has a neighborhood of the form $N_i \cong [0, \varepsilon_i] \times S^1$, for some $\varepsilon_i > 0$.

On this neighborhood the Riemannian metric

$$g|_{N_i} = dr^2 + r^2 \omega_i(r), \quad r \in [0, \varepsilon_i)$$

where $\omega_i(r)$ is a smooth family of metrics on $S^1$ for $r \in [0, \varepsilon_i)$. The points in $\wp$ are known as cone points, conical points, or conical singularities. The angle at a cone point $p_i$ is defined to be

$$\gamma_i := \int_{S^1} ds_i,$$

where $ds_i = ds_{\omega_i(0)}$, denotes the volume form associated to the metric $\omega_i(0)$. The angle is assumed to be contained in $(0, 2\pi)$. If $M$ satisfies all these conditions, we call $(M, g)$ a surface with conical singularities and smooth boundary.

Notice that whereas $\overline{M} = M$, $\partial M \neq \partial M = \wp \cup \partial M$. In addition, the definition allows the metric on the link of the cone, $S^1$, to vary as one approaches the conical singularity. Some authors may call our definition above a surface with ‘generalized conical singularities.’ A more rigid definition requires each $\omega_i(r) \equiv \omega_i(0)$ to be a single fixed metric on the link; this is known as a surface with ‘exact conical singularities.’

We will also consider finite circular sectors and more generally, curvilinear polygonal domains in surfaces as well as in the plane. A finite circular sector in the
Figure 2. Above is a finite circular sector. This can be viewed as a cone where the link of the cone is an interval. This is an example of a domain with corners.

plane is a set of the form

\[ S_{R, \gamma} := \{(r, \theta) : 0 \leq r \leq R, \ 0 \leq \theta \leq \gamma\} \subset \mathbb{R}^2. \]

Here we are using standard polar coordinates \((r, \theta)\), and we equip the sector with the Euclidean metric, which in these coordinates is

\[ g = dr^2 + r^2 d\theta^2. \]

Consequently, a finite circular sector is a cone with link \([0, \gamma]\) in the sense that we may identify the finite circular sector with the compact metric space \([0, R] \times [0, \gamma]\) equipped with the metric \(g\). This metric is smooth on the interior and has three singularities, one of which is a conical singularity at \(r = 0\). The angle at this singularity is \(\gamma\). The other two singularities have angles \(\pi/2\) and are examples of conical singularities that are not exact conical singularities. A finite circular sector does not fit in Definition 1.1 above because its conical points lie at the boundary, but it is an example of a curvilinear polygonal domain in the plane. More generally, we define curvilinear polygonal domains in surfaces as in [66, Definition 1.3].

**Definition 1.2.** We say that \(\Omega\) is a *curvilinear polygonal domain* if it is a subdomain of a smooth, two dimensional Riemannian manifold \((M, g)\) with piecewise smooth boundary and a vertex at each non-smooth point of \(\partial \Omega\). A *vertex* is a point \(p\) on the boundary of \(\Omega\) at which the following are satisfied.

1. The boundary in a neighborhood of \(p\) is defined by a continuous curve \(\gamma(t) : (-a, a) \to M\) for \(a > 0\) with \(\gamma(0) = p\). We require that \(\gamma\) is smooth on \((-a, 0]\) and \([0, a)\), with \(|\dot{\gamma}(t)| = 1\) for all \(t \in (-a, a) \setminus \{0\}\), and such that

\[
\lim_{t\uparrow 0} \dot{\gamma}(t) = v_1, \quad \lim_{t\downarrow 0} \dot{\gamma}(t) = v_2,
\]

for some vectors \(v_1, v_2 \in T_p M\), with \(-v_1 \neq v_2\).

2. The *interior angle* at the point \(p\) is the interior angle at that corner, which is the angle between the vectors \(-v_1\) and \(v_2\).

Note that requiring \(-v_1\) and \(v_2\) to be distinct means that the interior angle will be an element of \((0, 2\pi]\), which rules out inward and outward pointing cusps. An angle of \(\pi\), corresponding to a phantom vertex, is allowed.
1.2. The zeta regularized determinant of the Laplace operator. Our sign convention for the Laplace operator in dimension two in local coordinates is

\[ \Delta_g = -\frac{1}{\sqrt{\det(g)}} \sum_{i,j=1}^2 \partial_i g^{ij} \sqrt{\det(g)} \partial_j. \]

Here we restrict our attention to the Friedrichs extension of the Laplace operator, noting that in two dimensions, this is equal to the Dirichlet extension [38]. For surfaces with conical singularities and no boundary components, the eigenvalues of the Laplacian begin with 0 and increase towards \( \infty \). For surfaces with conical singularities and at least one smooth boundary component as well as for curvilinear polygonal domains, the eigenvalues also tend to \( \infty \), but in this case they are all positive. We denote the entire collection of eigenvalues which comprise the spectrum of the Laplacian, by \( \{\lambda_k\}_{k \geq 0} \). Then, there is an associated spectral zeta function,

\[ \zeta_g(s) := \sum_{\lambda_k \neq 0} \lambda_k^{-s}. \]

One also has a corresponding heat operator and heat kernel, the Schwartz kernel of the fundamental solution to the heat equation. The trace of the heat operator, \( \text{Tr}(e^{-t\Delta_g}) \) is then expressed in terms of the eigenvalues,

\[ \text{Tr}(e^{-t\Delta_g}) = \sum_{k \geq 0} e^{-\lambda_k t}. \]

It is related to the spectral zeta function by

\[ \zeta_g(s) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \text{Tr}(e^{-t\Delta_g} - P_{\text{Ker}(\Delta_g)}) \, dt = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \sum_{\lambda_k > 0} e^{-\lambda_k t} \, dt. \]

Above, \( P_{\text{Ker}(\Delta_g)} \) is the projection onto the kernel of the Laplacian. The eigenvalues, \( \{\lambda_k\}_{k \geq 0} \) grow asymptotically like \( k \) as \( k \to \infty \), with the precise asymptotics given by Weyl’s Law [80]. It is then clear to see that whereas \( \zeta_g(s) \) is well-defined for \( s \in \mathbb{C} \) with \( \text{Re}(s) > 1 \), it is less obvious that \( \zeta_g(s) \) is well-defined for other values of \( s \).

A keen observation of Ray and Singer [71] is that one may exploit the existence of the asymptotic expansion of the heat kernel for small time, together with (1.2), to meromorphically extend the spectral zeta function. This extension is holomorphic in a neighborhood of \( s = 0 \), and so the determinant of the Laplacian is defined to be

\[ \det(\Delta_g) := e^{-\zeta'_g(0)}. \]

However, in [71], there were no conical singularities. The presence of even the simplest conical singularity has a profound impact on the Laplace operator. The Laplace operator is not essentially self-adjoint, has many self adjoint extensions, and the spectrum depends on the choice of self-adjoint extension. The zeta-regularized determinant of the Laplacian also depends upon this choice [64].

Nonetheless, it has been shown that the heat trace on a surface with conical singularities also has an asymptotic expansion for small values of \( t \). In general this expansion takes the form

\[ \text{Tr}(e^{-t\Delta_g}) = a_0 t^{-1} + a_1 t^{-\frac{1}{2}} + a_{2,0} \log(t) + a_{2,1} + O(t^{\frac{3}{2}}), \text{ as } t \to 0, \]
see e.g. [16, section 7, equations (7.22) and (7.23)] and [20, Theorem 5.1]. However, it can be shown, [50, section 3], that for surfaces with conical singularities, the coefficient of log(\(t\)) vanishes. For more general curvilinear polygonal domains, this result is much more recent [66]. The subtlety lies in the fact that the corner need never be exactly straight. Consequently, numerous results for ‘exact conical singularities’ as well as results which require that the edges are straight, at least in some small neighborhood of the corner, exclude curvilinear polygonal domains.

Associated to the Riemannian metric \(g\) on the surface with conical singularities, there is the scalar curvature \(\text{Scal}_g\). This is a well defined function on \(M\) but not on \(\overline{M}\) due to the presence of conical singularities. We consider here the restriction of \(\text{Scal}_g\) to \(M\) and note that this is sometimes known as the regularized scalar curvature. This scalar curvature vanishes on the interior of an exact cone as well as the interior of a circular sector. Its connection to the constant term in the asymptotic expansion of the heat trace, \(a_{2,1}\), is given explicitly in [62, eqn(1.4)], that we recall here:

\[
  a_{2,1} = \frac{1}{12\pi} \left( \int_M K_g dA_g + \sum_{j=1}^{\ell} \int_{\partial M} k_{g,j} ds_g \right) + \sum_{i=1}^{m} \frac{(2\pi)^2 - \gamma_i^2}{24\pi\gamma_i}.
\]

Above, \(K_g\) is the Gaussian curvature of \(M\), \(k_{g,j}\) is the geodesic curvature of the \(j\)-th boundary component, and \(\ell\) is the number of boundary components.

In recent years there has been progress towards understanding the behavior of the determinant of certain self-adjoint extensions of the Laplace operator on surfaces with conical singularities. This progress represents different aspects studied by numerous authors; a non-exhaustive list includes the works of Kokotov [55, 56], Hillairet and Kokotov [44], Kokotov and Koronkin [57], Kalvin [47, 48], Kirsten et al [52, 53], Loya et al [59], Spreafico [74], and Sher [73].

In [48], the author proves a Polyakov formula for surfaces with conical singularities with and without boundaries. In Remark 1.5 we explain how that work differs from ours. Previously, using heuristic arguments, [8, equation (51)] computed a formula for the contribution of the corners to the variation of the determinant on a polygon. Here we use different techniques to rigorously prove both the differentiated and integrated Polyakov formula for surfaces with conical singularities, boundary, and curvilinear polygonal domains in surfaces.

To study the variation of the determinant in this geometric generality, refined information concerning the behavior of the heat kernel itself, not only its trace, is required. Although it has been widely assumed that a heat trace expansion of the form [1.3] holds for curvilinear polygonal domains, a rigorous proof even in the planar Dirichlet case was not given until [60]. Similar results hold for Neumann boundary conditions; see [62]. For curvilinear polygonal domains in the plane and in surfaces, the existence of an asymmetric expansion of the heat trace for small times demonstrated in [60] allows one to extend the zeta function to a meromorphic function on the complex plane which is regular at \(s = 0\) and define the determinant of the Laplacian as in [1.3]. Moreover, the microlocal construction of the heat kernel in [60] is a key technical ingredient in our present work to study the variation of the determinant.
1.3. Main results. Our first results are Polyakov formulas for surfaces with isolated conical singularities, with or without smooth boundary components, and for conformal factors that are smooth up to the cone points and the boundary.

**Theorem 1.3.** Let \((M, g)\) be a surface that has isolated conical singularities at points \(\gamma = \{p_1, \ldots, p_m\}\) with corresponding angles \(\{\gamma_1, \ldots, \gamma_m\}\) and such that \(\partial M = \emptyset\). Let \(M = M \setminus \gamma\). Let \(\Delta_g\) be the Friedrichs extension of the Laplacian with respect to the Riemannian metric, \(g\). Let \(\{h_\epsilon = e^{2\epsilon^2}g\}_{\epsilon \in (-\epsilon, \epsilon)}\) be a smooth one-parameter family of conformal metrics for a fixed \(\epsilon > 0\), i.e., we assume that the functions \(\varphi_\epsilon(z)\) depend analytically on the parameter \(\epsilon\), and that both \(\varphi_\epsilon(z)\), and \(\partial_u \varphi_\epsilon(z)\) are smooth functions on \(M\). In particular they are smooth up to and including all cone points. For a given metric \(\ast\) on \(M\), let \(\operatorname{Scal}_{\ast}\) denote its scalar curvature on \(M\), \(dA_\ast\) denotes the corresponding area form, and \(A_\ast\) denote the area of \((M, \ast)\). Then, we have the variational Polyakov formula:

\[
\frac{\partial}{\partial \epsilon} \left( -\log \det(\Delta_{h_\epsilon}) \right) \bigg|_{\epsilon=0} = \int_M 2\varphi_0(z) \left( \frac{\operatorname{Scal}_{h_\epsilon}(z)}{24\pi} - \frac{1}{A_{h_\epsilon}} \right) dA_{h_\epsilon} + \sum_{i=1}^m \varphi_0(p_i) \frac{(2\pi)^2 - \gamma_i^2}{12\pi \gamma_i},
\]

where \(\varphi_0 := \partial_u \varphi_\epsilon|_{u=0}\). Assume now that the conformal factors are of the form

\[
\varphi_\epsilon = \varphi_0 + \epsilon \eta,
\]

for functions \(\varphi_0\) and \(\eta\) that are smooth up to all the conical points. Then for the metric \(h_\epsilon = e^{2\epsilon^2}g\), we have the integrated Polyakov formula

\[
\log \det(\Delta_{h_\epsilon}) - \log \det(\Delta_g) = -\frac{1}{12\pi} \int_M \operatorname{Scal}_g(z) \varphi_0(z) dA_g - \frac{1}{12\pi} \int_M |\nabla_g \varphi_0(z)|^2 dA_g + \log(A_{h_\epsilon}) - \log(A_g) - \sum_{i=1}^m \varphi_0(p_i) \frac{(2\pi)^2 - \gamma_i^2}{12\pi \gamma_i}.
\]

(1.5)

Next, we consider surfaces that may have both smooth boundary components as well as conical singularities.

**Theorem 1.4.** Let \((M, g)\) be a surface that has isolated conical singularities at points \(\gamma = \{p_1, \ldots, p_m\}\) with corresponding angles \(\{\gamma_1, \ldots, \gamma_m\}\) and with smooth boundary \(\partial M \neq \emptyset\). Let \(M = M \setminus (\varnothing \cup \partial M)\). Let \(\Delta_g\) be the Friedrichs extension of the Laplacian with respect to the Riemannian metric, \(g\). Let \(\{h_\epsilon = e^{2\epsilon^2}g\}_{\epsilon \in (-\epsilon, \epsilon)}\) be a smooth one-parameter family of conformal metrics for a fixed \(\epsilon > 0\), i.e., we assume that the functions \(\varphi_\epsilon(z)\) depend analytically on the parameter \(\epsilon\), and that both \(\varphi_\epsilon(z)\), and \(\partial_u \varphi_\epsilon(z)\) are smooth functions on \(M\). In particular they are smooth up to and including all cone points and all boundary components. For the Riemannian metric \(h_\epsilon\), let \(\frac{\partial \psi}{\partial n}\) denote the normal derivative of the function \(\psi\) at the boundary, \(k_{h_\epsilon}\) denote the geodesic curvature of the boundary, and \(dx_{h_\epsilon}\) denote the length measure on the boundary.
Then, we have the variational Polyakov formula:

\[
\frac{\partial}{\partial u} \left( -\log \det(\Delta_{h_u}) \right) \bigg|_{u=0} = \int_M \phi_0(z) \left( \frac{\text{Scal}_{h_u}(z)}{12\pi} \right) dA_{h_0} + \frac{1}{6\pi} \int_{\partial M} \phi_0(x) k_{h_0}(x) d\nu_{h_0} + \frac{1}{4\pi} \int_{\partial M} \frac{\partial \phi_0}{\partial n_{h_0}}(x) d\nu_{h_0} + \sum_{i=1}^{m} \phi_0(p_i) \left( \frac{2\pi}{12\pi \gamma_i} \right)^2 - \frac{\gamma_i^2}{12\pi \gamma_i}.
\]

Assume now that the conformal factors are of the form

\[\varphi_u = \varphi_0 + u\eta,\]

for a function \(\eta \in C^\infty(M)\). Then for the metric \(h_0 = e^{2\varphi_0}g\), we have the integrated Polyakov formula

\[
\log \det(\Delta_{h_0}) - \log \det(\Delta_g) = -\frac{1}{12\pi} \int_M |\nabla_g \varphi_0(z)|^2 dA_g - \frac{1}{12\pi} \int_M \varphi_0(z) \text{Scal}_g(z) dA_g - \frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_g}(x) d\nu_g - \frac{1}{6\pi} \int_{\partial M} \varphi_0(x) k_g(x) d\nu_g - \sum_{i=1}^{m} \varphi_0(p_i) \left( \frac{2\pi}{12\pi \gamma_i} \right)^2 - \frac{\gamma_i^2}{12\pi \gamma_i}.
\]

Remark 1.5. We note that the integrated Polyakov formulae in Theorems 1.3 and 1.4 can be obtained as consequences of \([48, \text{Corollary 1.3}]\) and \([48, \text{Corollary 1.3.2}]\), respectively. That work is more general in the sense that the angles are allowed to change. Nonetheless, as V. Kalvin observes in his paper \([48, \text{p.32}]\), our methods are different, so our results may nonetheless be of independent and complementary interest. Kalvin’s proof is based in the BFK formulae for the determinant on a surface with conical singularities with conformal factors that have a logarithmic singularity at the cone points. He also uses an asymptotic formula for the determinant of the Laplacian of a metric with a cone singularity on the disk of radius \(\varepsilon\) as \(\varepsilon \to 0^+\). For this last part, he expresses the spectral zeta functions in terms of the corresponding resolvent operator. In contrast, our formulae presented here are variational Polyakov’s formulae. They come from a variational principle, that keeps the geometrical meaning of the problem all along the process, that is why we consider it to be relevant. Moreover, it may be possible to build upon our techniques to extend the class of metrics allowed in \([48]\). Finally, we note that in Appendix \([B]\) we prove that equations \((1.10)\) and \((1.11)\) below can also be obtained starting from a variational principle.

Theorem 1.6. Let \(\Omega\) be a curvilinear polygonal domain on the Riemannian manifold \((M, g)\), as in Definition 1.2. \(\Omega\) has piecewise smooth boundary and finitely many corners at points \(\{p_1, \ldots, p_m\}\) with corresponding angles \(\{\gamma_1, \ldots, \gamma_m\}\). Let \(\Delta_g\) be the Dirichlet-Friedrich extension of the Laplacian in \(\Omega\). Let \(\{h_u = e^{2\varphi_u}g\}_{u \in (-\varepsilon, \varepsilon)}\) be a smooth one-parameter family of metrics conformal to \(g\) for a fixed \(\varepsilon > 0\). We assume that \(\varphi_u(z)\) depends smoothly on the parameter, \(u\), and that both \(\varphi_u(z)\), and \(\partial_u \varphi_u(z)\) are smooth functions on \(M \supseteq \overline{\Omega}\), in particular smooth up to and including
all corner points and boundary components of \( \Omega \). Then, we have the variational Polyakov formula:

\[
\frac{\partial}{\partial \alpha} \left( - \log \det(\Delta_{h_0}) \right) \bigg|_{\alpha=0} = \frac{1}{12\pi} \int_{\partial \Omega} \phi_0(z) \left( \text{Scal}_{h_0}(z) \right) dA_{h_0} \\
+ \frac{1}{6\pi} \int_{\partial \Omega} \phi_0(x) k_{h_0}(x) dx_0 + \frac{1}{4\pi} \int_{\partial \Omega} \frac{\partial \phi_0}{\partial n_{h_0}}(x) dx_0 + \sum_{i=1}^{m} \phi_0(p_i) \frac{\pi^2 - \gamma_i^2}{12\pi \gamma_i}.
\]

Assume now that the conformal factors are of the form

\[
\varphi = \varphi_0 + \eta,
\]

for a function \( \eta \) which is smooth on \( M \supseteq \overline{\Omega} \). Then for the metric \( h = e^{2\varphi_0} g \), we have the integrated Polyakov formula

\[
\log \det(\Delta_{h_0}) - \log \det(\Delta_g) = -\frac{1}{12\pi} \int_{\Omega} |\nabla_g \varphi_0(z)|^2 dA_g - \frac{1}{12\pi} \int_{\Omega} \varphi_0(z) \text{Scal}_g(z) dA_g \\
- \frac{1}{6\pi} \int_{\partial \Omega} \varphi_0(x) k_g(x) dx_0 - \frac{1}{4\pi} \int_{\partial \Omega} \frac{\partial \varphi_0}{\partial n_g}(x) dx_0 - \sum_{i=1}^{m} \varphi_0(p_i) \frac{\pi^2 - \gamma_i^2}{12\pi \gamma_i}.
\]

Remark 1.7. In Theorem 1.6, we prove the Lüscher-Symanzik-Weiss-Polyakov relation from \[61\]. We note that this agrees with the result obtained by Dowker \[\text{eq. (8) in [26]}\] in a formal computation.

Here, we obtain an explicit formula for the determinant for both finite cones and finite sectors.

**Theorem 1.8.** Let \( S_\alpha \) be a circular sector of opening angle \( \alpha \) and radius one. Assume the Dirichlet boundary condition for the Laplacian. Then, we have

\[
\frac{\partial}{\partial \alpha} (-\log \det(\Delta_{S_\alpha})) = \frac{1}{4}(\gamma_e + 2) + \frac{5}{24\pi} \alpha + \frac{1}{12} (\gamma_e - \log 2) \left( \frac{\pi}{\alpha} + \frac{\alpha}{\pi} \right) \\
+ \int_1^\infty \frac{1}{t} \left( \frac{1}{e^{\pi t} - 1} + \frac{1}{e^{-\pi t} - 1} - \frac{\alpha}{\pi t^2} + \frac{\pi + \alpha}{2\pi t} - \frac{\pi^2 + 3\pi \alpha + \alpha^2}{12\pi \alpha} \right) dt.
\]

Above, \( \gamma_e \) is the Euler-Mascheroni constant. The derivative with respect to the angle,

\[
\frac{d}{d\alpha} (-\log \det(\Delta_{S_\alpha})) = \frac{5}{24\pi} + \frac{1}{12} (\gamma_e - \log 2) \left( -\frac{\pi}{\alpha^2} + \frac{1}{\pi} \right) + \int_1^\infty \frac{\pi e^{\pi t}}{(e^{\pi t}/\alpha - 1)^2} e^t dt - 1 \\
+ \int_0^1 \left( \frac{\pi e^{\pi t}}{(e^{\pi t}/\alpha - 1)^2} e^t - 1 \right) \left( \frac{1}{\pi t^2} - \frac{1}{2\pi t} + \frac{1}{12\pi} - \frac{\pi}{12\alpha^2} \right) dt.
\]

When \( \alpha \) is not equal to \( \frac{\pi}{j} \) for any integer \( j \), then

\[
\frac{d}{d\alpha} (-\log \det(\Delta_{S_\alpha})) = \frac{1}{3\pi} + \frac{\pi}{12\alpha^2} - \sum_{k=1}^{[\pi / j - 1]} \frac{\gamma_e + \log |\sin(k\alpha)|}{2\pi \sin^2(k\alpha)} \\
+ \frac{1}{\alpha} \sin \frac{\pi^2}{\alpha} \int_{-\infty}^{\infty} \frac{-\log 2 + 2\gamma_e + \log(1 + \cosh(s))}{8\pi(1 + \cosh(s)) (\cosh(\pi s/\alpha) - \cos(\pi^2/\alpha))} ds.
\]
If \( \alpha = \frac{\pi}{j} \) for some integer \( j > 1 \), then

\[
\frac{d}{d\alpha} (-\log \det(\Delta_{S_{\alpha}})) = \frac{1}{3\pi} + \frac{\pi}{12\alpha^2} \frac{\gamma_e}{12\pi} \left( \frac{\pi^2}{\alpha^2} - 1 \right) - \left[ \frac{\pi}{2\pi} - 1 \right] \sum_{k=1}^{\frac{\pi}{\alpha}} \frac{\log |\sin(k\alpha)|}{2\pi \sin^2(k\alpha)}.
\]

Notice that equation (1.9) implies that at angles of the form \( \alpha = \frac{\pi}{j} \), \( \frac{d}{d\alpha} (-\log \det(\Delta_{S_{\alpha}})) > 0 \). Hence \( \frac{d}{d\alpha} (\log \det(\Delta_{S_{\alpha}})) < 0 \) and \( \frac{d}{d\alpha} (\det(\Delta_{S_{\alpha}})) < 0 \). Moreover,

\[
\lim_{j \to \infty} \frac{d}{d\alpha} (\log \det(\Delta_{S_{\alpha}}))|_{\alpha = \pi/j} = -\infty.
\]

Therefore, by continuity, we have that \( \lim_{\alpha \to 0} \frac{d}{d\alpha} (\log \det(\Delta_{S_{\alpha}})) = -\infty \). The same holds for cones, due to equation (1.11) below.

**Remark 1.9.** For several values of \( j \), using the approach of Dowker as in [26], the results above have been confirmed [29]. This result notably allows for the variation of conical points that lie on the boundary of the domain, which is not allowed in [48]. Moreover, we note that our variational formula for angles of the form \( \frac{\pi}{j} \) is in a fully explicit closed form; there are no lingering infinite sums, integrals, or values of special functions requiring computation.

We next obtain an explicit formula for the determinant of finite cones as well as the variational Polyakov formula for the determinant under variation of the cone angle.

**Theorem 1.10.** Let \( C_{\alpha} \) be a cone with angle \( \alpha \), and height equal to one. Then we have

\[
-\log(\det(\Delta_{C_{\alpha}})) = -\frac{1}{2} \log(2\pi) + \frac{1}{2} (\gamma_e + 2) + \frac{5}{24\pi} \alpha + \frac{1}{6} (\gamma_e - \log 2) \left( \frac{2\pi}{\alpha} + \frac{\alpha}{2\pi} \right) + 2 \int_{1}^{\infty} \frac{1}{l} \left( e^{\frac{2\pi \alpha}{\alpha^2} t} - 1 \right) \left( \frac{1}{e^{\frac{2\pi \alpha}{\alpha^2} t} - 1} - \frac{1}{e^{\frac{2\pi \alpha}{\alpha^2} t} - 1} \right) \frac{\alpha}{2\pi t^2} - \frac{\pi + \alpha/2}{2\pi t} - \frac{\pi^2 + 3\pi \alpha/2 + \alpha^2}{6\pi \alpha} dt.
\]

The derivative with respect to the angle for a cone of angle \( \alpha \) is

\[
\frac{d}{d\alpha} (-\log(\det(\Delta_{C_{\alpha}}))) = \frac{5}{24\pi} + \frac{1}{6} (\gamma_e - \log 2) \left( \frac{2\pi}{\alpha^2} + \frac{1}{2\pi} \right) + 2 \int_{1}^{\infty} \frac{2\pi e^{\frac{2\pi \alpha}{\alpha^2} t}}{(e^{2\pi t/\alpha} - 1)^2} \frac{1}{e^{\frac{2\pi \alpha}{\alpha^2} t} - 1} \left( \frac{1}{2\pi t^2} - \frac{1}{4\pi t} - \frac{\pi}{6\pi \alpha} + \frac{1}{24\pi} \right) dt.
\]
When the cone angle $\alpha$ is not equal to $\frac{2\pi}{j}$ for any integer $j$, the equation above becomes

$$
\frac{d}{d\alpha} (-\log(\det(\Delta_{C_{\alpha}}))) = \frac{1}{3\pi} + \frac{\pi}{3\alpha^2} - \sum_{k=1}^{\lceil \pi\alpha - 1 \rceil} \frac{\gamma}{2\pi\sin^2(k\alpha/2)}
$$

(1.10)

$$
+ \frac{1}{\alpha} \sin \left( \frac{2\pi^2}{\alpha} \right) \int_{\mathbb{R}} \frac{-\log 2 + 2\gamma + \log(1 + \cosh(s))}{4\pi(1 + \cosh(s))(\cosh \frac{2\pi s}{\alpha} - \cos \frac{2\pi}{\alpha})} ds.
$$

If the angle $\alpha = \frac{2\pi}{j}$ for some integer $j$, then we have

$$
\frac{d}{d\alpha} (-\log(\det(\Delta_{C_{\alpha}}))) = \frac{1}{3\pi} + \frac{\pi}{3\alpha^2} - \frac{\gamma}{12\pi} \left( \frac{4\pi^2}{\alpha^2} - 1 \right)
$$

(1.11)

$$
- \frac{1}{2\pi} \sum_{k=1}^{\lceil \pi\alpha - 1 \rceil} \frac{\log(\sin(k\alpha/2))}{\sin^2(k\alpha/2)}.
$$

Remark 1.11. A formula for the zeta function and its derivative on a finite cone has been computed in [74, Theorem 1] by Spreafico using independent methods. In the proof of Theorem 1.10 we show that this formula coincides with ours and is obtained virtually effortlessly from [12].

1.4. Organization. Theorems 1.3, 1.4, and 1.6 are proven in section 2. In §3, we obtain the explicit expression for the determinant on finite circular sectors and finite cones. We then combine these expressions with results from the literature for the Barnes zeta function to obtain the first and second displayed equations in Theorems 1.8 and 1.10. The proofs of these theorems are completed by recalling the variational formula of [5] and manipulating that formula to obtain the simplified versions presented here. In Appendix A we compute the contribution to the short time asymptotic expansion for the heat trace due to the conical singularities for surfaces with conical singularities. The calculation agrees with that of [20], but is obtained by a completely independent method. In Appendix B we provide an alternative method for computing the angular variation of the determinant on a finite cone by considering a conformal change of metric in the style of [5]; this coincides with the expression obtained by the independent method used to prove Theorem 1.10.
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2. Polyakov formula for surfaces with conical singularities, boundary, and curvilinear polygonal domains

Here we prove Theorems 1.3 and 1.4. That is, we prove a Polyakov formula for surfaces with isolated conical singularities and smooth boundary components,
as given in Definition 1.1. We then obtain Theorem 1.6 as an immediate consequence. Although we separated the cases with boundary and without boundary, the arguments are identical until the end at which point we distinguish between the two. The proof of the Polyakov formulas presented in this section follows the same lines as the corresponding proofs in [69], [4] and [5], but adapted to our case; for the details we refer to these references. Recall that on these surfaces, the set of conical singularities and the set of smooth boundary components must have empty intersection. The conformal factors considered here are assumed to be smooth all the way up to the conical points and up to the boundary.

Let $(M, g)$ be a surface with conical singularities and smooth boundary. Denote by $\Delta_g$ the Friedrichs extension of the Laplace operator associated to $g$. If there are boundary components, assume the Dirichlet boundary condition at all of them. Since in dimension two, the Friedrichs extension coincides with the Dirichlet extension [38], we just refer to this extension as the Dirichlet extension or the Friedrichs extension.

If there are only conical points and $M$ has no boundary, then $\Delta_g$ has a non-trivial kernel, $\text{Ker}(\Delta_g)$, which consists of constant functions. If $M$ has at least one boundary component, then the kernel consists only of the constant function zero and has dimension zero. In all cases, let $H_g(t, z, z')$ denote the heat kernel associated to $\Delta_g$. The heat kernel is the Schwartz kernel of the heat operator, $e^{-t\Delta_g}$. The trace of the heat operator can be expressed as

$$\text{Tr}(e^{-t\Delta_g}) = \int_M H_g(t, z, z) dA_g(z).$$

This expression can be used to express the spectral zeta function as

$$\zeta_g(s) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \text{Tr}(e^{-t\Delta_g} - P_{\text{Ker}(\Delta_g)}) dt = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \int_M (H_g(t, z, z) - \dim \text{Ker}(\Delta_g)) dA_g(z) dt,$$

where $P_{\text{Ker}(\Delta_g)}$ denotes the projection on the kernel of $\Delta_g$.

Let $\varepsilon > 0$, and let $\{h_u = e^{2\varphi_u} g\}_{u \in (-\varepsilon, \varepsilon)}$ be a one-parameter family of metrics that are conformal to $g$. In this section, we assume that, for each $u$, $\varphi_u \in C^\infty(M)$; that is, $\varphi_u$ is a smooth function on $M$ that is smooth up to the cone points and the smooth boundary components. Moreover, we assume that the dependence on the parameter $u$ is also smooth. Under these conditions, $(M, h_u)$ is a surface with conical singularities at the same points as $(M, g)$, and with the same conical angles at the corresponding points, since smooth conformal factors do not change angles as observed in [5].

The Dirichlet extensions of the corresponding Laplace operators satisfy

$$\Delta_{h_u} = e^{-2\varphi_u} \Delta_g.$$

The area elements transform as

$$dA_{h_u} = e^{2\varphi_u} dA_g,$$

and for the scalar curvatures we have

$$\text{Scal}_{h_u} = e^{-2\varphi_u} (\text{Scal}_g + 2\Delta_g \varphi_u).$$

To prove Polyakov’s formula we will require heat kernel estimates.
2.1. Heat kernel estimates. The heat kernel estimates we require follow easily from \([22], [2], and [65].\)

**Proposition 2.1.** Let \((M, g)\) be a surface with conical singularities and smooth boundary as given in Definition [7]. Let \(\{\varphi_u(z)\}_{u \in (-\epsilon, \epsilon)}\) be a family of functions that are smooth on \((-\epsilon, \epsilon) \times M\) for some \(\epsilon > 0\). Let \(T > 0\), then there is a constant \(C = C(T) > 0\) such that the heat kernel, \(H_u\), associated to the Dirichlet extension of the Laplacian on \((M, h_u = e^{2\varphi_u}g)\) satisfies the estimates

\[
|H_u(t, z, z')| \leq \frac{C}{t},
\]

\[
|\partial_t H_u(t, z, z')| \leq \frac{C}{t^2},
\]

for all \(z, z' \in M\), and all \(t \in (0, T)\). These estimates are uniform for all \(u \in [-\epsilon/2, \epsilon/2]\). Moreover, these estimates also hold for the Dirichlet heat kernel on curvilinear polygonal domains in surfaces.

**Proof.** Each conical singularity on \(M\) has a neighborhood,

\[N_i \cong [0, \epsilon_i] \times S^1,\]
on which the metric \(h_u = e^{2\varphi_u}g\) is of the form

\[h_u|_{N_i} = e^{2\varphi_u}g|_{N_i} = e^{2\varphi_u}(dr^2 + r^2 \omega_i(r)).\]

Consequently, \((M, e^{2\varphi_u}g)\) is of the same type, in the sense that it has isolated conical singularities and has smooth boundary components whenever \(M\) does. Moreover, if \((M, g)\) is a curvilinear polygonal domain contained in a smooth surface, then the same considerations imply that \((M, e^{2\varphi_u}g)\) is also. When the conical singularities are of the exact type, \((M, e^{2\varphi_u}g)\) is an example of the much more general stratified spaces considered in \([2]\). The Dirichlet heat kernels, \(H_u\), therefore satisfy the estimate (2.1) on p. 1062 of \([2]\). This estimate is

\[
(2.2) \quad H_u(t, z, z') \leq Ct^{-1}, \quad \forall z, z' \in M, \quad \forall t \in (0, 1),
\]
since the dimension \(n = 2\). When the conical singularities are not exact, the calculations of Mooers, [65], p. 13 show that we obtain the same estimate. There, she obtained estimates comparing heat kernels with general conical singularities to model heat kernels which have exact conical singularities.

Next, we apply the results by E.B. Davies in [22] which hold for the Laplacian on a general Riemannian manifold whose balls are compact if the radius is sufficiently small. These minimal hypotheses are satisfied for surfaces with generalized isolated conical singularities. This estimate was demonstrated for sectors in [5] Proposition 4], and the exact same argument may be copy-pasted here so we simply summarize the result:

\[
|\partial_t H_u(t, z, z')| \leq Ct^{-2}, \quad \forall t \in (0, T), \quad \forall z, z' \in M.
\]

Since the conformal factors \(\varphi_u(z)\) are smooth for \(u \in (-\epsilon, \epsilon)\) and for \(z \in M\), by the compactness of \([-\epsilon/2, \epsilon/2]\) we obtain the uniformity of all estimates obtained here for \(u \in [-\epsilon/2, \epsilon/2]\). \(\square\)

**Remark 2.2.** It is well known that the estimate for the time derivative of the heat kernel implies the following estimate for the Laplacian of the heat kernel

\[
|\Delta u H_u(t, z, z')| \leq Ct^{-2},
\]

for any \(0 < t < T\), and \(z, z' \in M\), for a constant \(C > 0\) depending on \(T\).
In addition to the estimates on the heat kernel mentioned above, we need the existence of an asymptotic expansion of the trace of the heat operator for small times. When \( M \) has no boundary, \( \partial M = \emptyset \), but \( M \) still has isolated conical singularities, this follows from the results in \[65\]; see also \[58, 72, 73\]. When \( \partial M \neq \emptyset \), and \( M \) does not have any conical singularities, the existence of the asymptotic expansion of the heat trace for small times is well known, \[46, 7, 39\]. Since the asymptotic expansion of the heat kernel can be found from those of the local models by using a parametrix construction, it is not problematic to obtain the expansion from the corresponding theorems in the references listed above. However, since we allow in addition to conical singularities and smooth boundary components, curvilinear polygons, we refer for the existence of such an expansion to Theorem 5.5 in \[66\] that covers the most general case.

**Corollary 2.3.** Let \((M, g)\) be a surface with finitely many conical singularities and smooth boundary \( \partial M \). The heat operator associated to a metric \( h = e^{2\varphi} g \) conformal to \( g \) with \( \varphi \in C^\infty(\overline{M}) \) is trace class for all \( t > 0 \), and the trace has an expansion of the form

\[
\text{Tr}_{L^2(M,h)} \left( e^{-t\Delta_h} - P_{\text{Ker}(\Delta_h)} \right) \sim a_0 t^{-1} + a_1 t^{-\frac{1}{2}} + a_{2,1} + O(t^{\frac{1}{2} \log t}), \quad t \downarrow 0.
\]

Let \( \psi \in C^\infty(\overline{M}) \), and let \( M_\psi \) denote the operator multiplication by \( \psi \), then as \( t \downarrow 0 \), the trace of the operator, \( M_\psi \left( e^{-t\Delta_h} - P_{\text{Ker}(\Delta_h)} \right) \), has the following expansion

\[
\text{Tr}_{L^2(M,h)} \left( \psi (e^{-t\Delta_h} - P_{\text{Ker}(\Delta_h)}) \right) \sim a_0(\psi) t^{-1} + a_1(\psi) t^{-\frac{1}{2}} + a_{2,1}(\psi) + O(t^{\frac{1}{2} \log t}), \quad t \downarrow 0.
\]

**Proof.** The existence of the short time expansions can be shown in a few different ways. For surfaces with isolated exact flat conical singularities, the first result of which we are aware is due to Fursaev, \[34\] Eqn 2.2]. Later but in a more general setting, we see that the result follows from Mooers [65 Thm 3.1] in the case of isolated conical singularities but no smooth boundary components. Allowing both smooth boundary components and isolated conical singularities, the first statement of this corollary is an immediate consequence of \[66\] Theorem 5.5.

The second statement is also an almost immediate consequence of Theorem 4.1 in \[66\]. The heat kernel, \( H_h \) for the heat operator \( e^{-t\Delta_h} \) is shown to be a polyhomogeneous conormal distribution on the heat space, which is a manifold with corners created by blowing up \( M \times M \times [0,1) \). For the details, we refer to \[66\]; see also \[3\] §3]. Here we provide just those details needed to prove the corollary. For a boundary face defined by the function \( x \), we say that a function \( w \) is polyhomogeneous up to the boundary face if it admits an expansion near \( x = 0 \) of the form

\[
w \sim \sum_{\text{Re } s_j > -\infty} \sum_{p=0}^{P_j} x^{s_j}(\log x)^p a_{j,p}(x,y), \quad a_{j,p} \in C^\infty.
\]

Above, \( \{s_j\}_{j \in \mathbb{N}} \subset \mathbb{C} \), whereas the second sum is over a finite set of non-negative integers for each \( j \). The heat space has various boundary faces at \( t = 0 \). Any function which is smooth on \( M \) and smooth up to the cone points as well as the smooth boundary components lifts to the heat space to also be a smooth function which is independent of time. The heat kernel \( H_h \) is polyhomogeneous, and the
powers of \( t \) in its polyhomogeneous expansion at the boundary faces at \( t = 0 \) were computed in [66, Theorem 4.1]. Consequently, the product of the lift of \( \psi \) as in the statement of this corollary with the heat kernel \( H_h \) is polyhomogeneous conormal on the heat space. Moreover, the expansions at the \( t = 0 \) boundary faces simply absorb \( \psi \) into the coefficient functions, \( a_{j,p} \), because \( \psi \) is independent of \( t \). In particular, the exponents and the powers of log are unchanged by \( \psi \). Hence, when one takes the trace by integrating along the diagonal, the powers of \( t \) in the expansion are completely determined by \( H_h \), independent of \( \psi \). Consequently, by [66] (see also [20], [76]), the trace

\[
\text{Tr}_{L^2(M,h)} \left( \psi (e^{-t\Delta_h} - P_{\text{Ker}(\Delta_h)}) \right) \sim a_0(\psi)t^{-1} + a_1(\psi)t^{-\frac{1}{2}} + a_{2,1}(\psi) + O(t^\frac{1}{2}\log(t)), \quad t \downarrow 0.
\]

\[\square\]

Note that this coincides with the results in [76] where metrics of the form \( dr^2 + f(r)^2d\theta^2 \) are considered.

2.2. Differentiating the family of zeta functions. Let \((M,g)\) be a surface with conical singularities. For the moment we do not specify whether or not \( \partial M \) is empty. We consider the family of spectral zeta functions \( \{\zeta_{h_u}\}_{u} \) associated to the family of metrics \( \{h_u = e^{2\varphi_u}g\}_u \) on \( M \). Here, \( \{\varphi_u\}_u \) is a family of smooth functions on \( M \) that are smooth up to the cone points and the smooth boundary components. Moreover, we assume that the dependence on the parameter \( u \) is analytical. We are particularly interested in the case when \( \varphi_u = \varphi_0 + u\psi \), for functions \( \varphi_0 \) and \( \psi \) that are smooth on \( M \) up to the cone points and the smooth boundary components. Then we recall that the spectral zeta function satisfies

\[
\zeta_{h_u}(s) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1}\text{Tr}(e^{-t\Delta_{h_u}} - P_{\text{Ker}(\Delta_{h_u})}) \, dt.
\]

In order to compute the variation of the determinant, we should differentiate the family \( \text{det}(\Delta_{h_u}) \) with respect to \( u \) and evaluate at \( u = 0 \). Recall that the determinant is the derivative of the meromorphic extension of the spectral zeta function at \( s = 0 \). Therefore, we have a function of two variables, \( \zeta(u,s) = \zeta_{h_u}(s) \). To obtain the local aspect of the variation of the determinant, the connection with the heat invariants, and Polyakov’s formula with this method, we should perform an exchange in the order of differentiation. Hence, we need to use

\[
\frac{\partial}{\partial u} \frac{\partial}{\partial s} \zeta(u,s) \bigg|_{s=0 \atop u=0} = \frac{\partial}{\partial s} \frac{\partial}{\partial u} \zeta(u,s) \bigg|_{u=0 \atop s=0}.
\]

As a matter of fact, using the asymptotic expansion of Corollary 2.3 we prove that for each \( u \) fixed, \( \zeta(u,s) \) has a meromorphic continuation that is regular at \( s = 0 \). Observe that the spectral zeta functions given in \( \text{2.3} \) converge on the half plane \( \text{Re}(s) > 1 \). Moreover, \( \Gamma^{-1}(s) \) is an entire function with simple zeros at the non-positive integers. The integrand in \( \text{2.3} \) converges absolutely and uniformly on compact subsets of \( \text{Re}(s) > 1 \). The meromorphic extension of the zeta function is obtained by splitting the integral into two parts: \( \int_0^\delta + \int_\delta^\infty \) for any choice of \( \delta > 0 \). The term \( \int_0^\delta \) is an entire function of \( s \). To meromorphically extend the term \( \int_0^\delta \) the expansion obtained in Corollary 2.3 is inserted into the integral \( \int_0^\delta \). Multiplication with the factor \( \Gamma^{-1}(s) \) then results in a quantity that is analytic
Therefore $\zeta(u, s)$ is analytic as function of $s$ in a neighbourhood of $s = 0$, uniformly and \textit{analytically} in $u$ in a compact neighbourhood of $u = 0$. We note that this meromorphic extension is independent of the choice of the parameter $\delta > 0$. Moreover, the estimates on the heat kernels given in Proposition 2.1 are uniform in $u$, because all the conformal factors considered are smooth up to the boundary and up to the conical singularities, therefore $\zeta(u, s)$ is analytic in $u$, and we can extend $\zeta(u, s)$ analytically as a function of $u \in \mathbb{C}$ in a small neighbourhood of $u = 0$. Thus, $\frac{\partial}{\partial s} \zeta(u, s)|_{s=0}$ is also analytic in $u$. Therefore, by classical complex analysis arguments, for example those in \cite{15, 45}, we can exchange the order of the derivatives. We note that this is the same argument used to define the determinant of the Laplacian through the zeta regularization process that evokes the properties of the heat trace and its asymptotic expansions. This is also the same idea used to prove variational Polyakov formulas in other cases, including closed surfaces and surfaces with hyperbolic ends as in several references including but not limited to \cite{68}, \cite{69}, \cite{3}, and \cite{4}.

Now, having justified the exchange of limits in (2.4), we start by differentiating the family of zeta functions with respect to the parameter $u$:

$$\frac{\partial}{\partial u} \zeta_h(s) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \frac{\partial}{\partial u} \text{Tr}_{L^2((M, h_u))} (e^{-t\Delta_{h_u}} - P_{\text{Ker}(\Delta_{h_u})}) \, dt.$$  

Here, $L^2((M, h_u))$ indicates that the trace is taken on $M$ with respect to the area element $dA$.

Let us notice that for each $u$, the domain of the Dirichlet Laplacian $\Delta_{h_u}$ is equivalent to the domain of $\Delta_{h_0}$ by a bounded isometry with bounded inverse. This follows from the fact that the conformal factors $\varphi_u \in C^\infty(M)$. Since, in addition, the kernel, $\text{Ker}(\Delta_{h_u})$, is the same for all $u$ we differentiate the heat trace as follows:

$$\frac{\partial}{\partial u} \text{Tr}_{L^2((M, h_u))} (e^{-t\Delta_{h_u}} - P_{\text{Ker}(\Delta_{h_u})}) \bigg|_{u=0} = \frac{\partial}{\partial u} \text{Tr}_{L^2((M, h_u))} (e^{-t\Delta_{h_u}}) \bigg|_{u=0} = -t \left( \text{Tr}_{L^2((M, h_0))} ((\partial_u \Delta_{h_u} |_{u=0}) e^{-t\Delta_{h_0}}) \right) = 2t \left( \text{Tr}_{L^2((M, h_0))} ((\partial_u \varphi_u |_{u=0}) \Delta_{h_0} e^{-t\Delta_{h_0}}) \right).$$

On the other hand we have

$$\frac{\partial}{\partial t} \text{Tr}_{L^2((M, h_0))} (((\partial_u \varphi_u |_{u=0}) e^{-t\Delta_{h_0}}) \bigg|_{u=0} = \frac{\partial}{\partial t} \text{Tr}_{L^2((M, h_0))} (((\partial_u \varphi_u |_{u=0}) e^{-t\Delta_{h_0}}) \bigg|_{u=0} = -\text{Tr}_{L^2((M, h_0))} ((\partial_u \varphi_u |_{u=0}) \Delta_{h_0} e^{-t\Delta_{h_0}}).$$

Therefore

$$\frac{\partial}{\partial u} \text{Tr}_{L^2((M, h_u))} (e^{-t\Delta_{h_u}} - P_{\text{Ker}(\Delta_{h_u})}) \bigg|_{u=0} = -2t \frac{\partial}{\partial t} \text{Tr}_{L^2((M, h_0))} ((\partial_u \varphi_u |_{u=0}) (e^{-t\Delta_{h_0}} - P_{\text{Ker}(\Delta_{h_0}))}.$$
Putting these equations together and integrating by parts, one obtains
\[
\frac{\partial}{\partial u} \zeta_{h_0}(s) \bigg|_{u=0} = -\frac{1}{\Gamma(s)} \int_0^\infty t^s \frac{\partial}{\partial t} \Tr_{L^2(M,h_0)} \left( 2(\partial_u \varphi_u|_{u=0})(e^{-t\Delta_{h_0}} - P_{\Ker(\Delta_{h_0})}) \right) dt
\]
(2.6)
\[
= \frac{s}{\Gamma(s)} \int_0^\infty t^{s-1} \Tr_{L^2(M,h_0)} \left( 2(\partial_u \varphi_u|_{u=0})(e^{-t\Delta_{h_0}} - P_{\Ker(\Delta_{h_0})}) \right) dt.
\]

The deduction above is possible thanks to the trace class property of the operators involved and, again, due to the smoothness of the conformal factors. Let us denote by
\[
\varphi_0 := \partial_u \varphi_u|_{u=0}.
\]

One key point is that the operator $M_{2\varphi_0}(e^{-t\Delta_{h_0}} - P_{\Ker(\Delta_{h_0})})$ is trace class and its trace admits an asymptotic expansion as $t \downarrow 0$. Furthermore, due to the spectral gap of $\Delta_{h_0}$ at zero, the trace of this operator decays as $O(e^{-c/t})$ for some $c > 0$ as $t \uparrow \infty$.

Moreover, we also have estimates on the heat kernels demonstrated in [24]. Then, to compute the variation of $-\log \det \Delta_g$, one differentiates equation (2.6) with respect to $s$ and sets $s = 0$. The integral with respect to $t$ is split into the corresponding integrals over $[0,1]$ and $[1,\infty)$. The second term yields an analytic function that does not contribute to the Polyakov formula, due to the factor of $s/\Gamma(s)$. The first term is computed using the short time asymptotic expansion of the trace.

By Corollary 2.3 as $t \downarrow 0$, there is an expansion of the form
\[
\Tr_{L^2(M,h_0)} \left( 2\varphi_0(z)(e^{-t\Delta_{h_0}} - P_{\Ker(\Delta_{h_0})}) \right) \sim a_0 t^{-1} + a_1 t^{-\frac{1}{2}} + a_{2,1} + O(t^{\frac{1}{2}} \log(t)).
\]

Then, by (2.6) we have that
\[
\frac{\partial}{\partial u} \left( -\log \det(\Delta_{h_0}) \right) \bigg|_{u=0} = a_{2,1}.
\]

Now, we use the heat kernel and heat trace calculations to compute this term. The heat kernel restricted to the diagonal has an expansion for small values of $t$ in powers of $t^{-1/2}$. For any $z \in M$, at any positive distance from the boundary and the conical singularities, one has
\[
H_0(t,z,z) \sim \frac{1}{4\pi t} + \frac{\Scal_{h_0}(z)}{24\pi} + O(t^{1/2} \log(t)).
\]

Moreover, the Schwartz kernel of $P_{\Ker(\Delta_{h_0})}$ is simply $\frac{1}{A_{h_0}}$, where $A_{h_0}$ denotes the area of $(M,h_0)$. Consequently, in case there are no smooth boundary components, the kernel of $\Delta_{h_0}$ consists of the constant functions, and so in this case the contribution to $a_{2,1}$ from the interior $M$ is:
\[
\int_M 2\varphi_0(z) \left( \frac{\Scal_{h_0}(z)}{24\pi} - \frac{1}{A_{h_0}} \right) dA_{h_0}.
\]

Next, we compute the contribution from the conical singularities using the construction of the heat kernel. For this we lift the product of the heat kernel restricted to the diagonal and $\varphi_0$ to the single heat space constructed in [66 §3.2]. In this construction, the conical singularities are ‘blown up’, being replaced by boundary faces. Consequently, since the conformal factor is smooth up to the cone point, on the single heat space $2\varphi_0$ is constant along each of these blown up faces, being equal to its value at the cone point. The leading order behavior of the heat kernel
at these faces is that of a heat kernel for an exact infinite cone. The contribution to the $t^0$ term in the trace is therefore the product of the corresponding term (the $t^0$ coefficient) in the expansion of the trace of a truncated exact cone and the value of $2\dot{\phi}_0$ at the cone point. For a cone angle $\gamma$ at the cone point $p$, this contribution has been computed in [20, 4.42]. We present an independent calculation of this contribution in Appendix A which coincides with Cheeger’s, so that together with the conformal factor we obtain

$$2\dot{\phi}_0(p)\frac{(2\pi)^2 - \gamma^2}{24\pi\gamma}.$$ 

Putting all terms together, when there are no smooth boundary components we have the differentiated Polyakov formula:

$$(2.7) \quad \frac{\partial}{\partial u} \left( -\log \det(\Delta_{h_u}) \right) \bigg|_{u=0} = \int_M 2\dot{\phi}_0(z) \left( \frac{\text{Scal}_{h_0}(z)}{24\pi} - \frac{1}{A_{h_0}} \right) dA_{h_0}$$

$$+ \sum_{i=1}^m 2\dot{\phi}_0(p_i)\frac{(2\pi)^2 - \gamma_i^2}{24\pi\gamma_i}.$$ 

Above, the sum is over the $m$ isolated cone points, $p_1, \ldots, p_m$ with corresponding angles $\gamma_1, \ldots, \gamma_m$.

In order to have an integrated Polyakov formulas we assume that the conformal factors are of the form

$$(2.8) \quad \varphi_u = \varphi_0 + u\eta, \quad \eta \in C^\infty(M) = C^\infty(M),$$

and therefore

$$h_0 = e^{2\varphi_0}g, \quad \text{and,} \quad \varphi_0 = \eta.$$ 

Recall that the scalar curvatures of metrics $h_0$ and $g$ are related by

$$\text{Scal}_{h_0}(z) = e^{-2\varphi_0} \left( \text{Scal}_g(z) + 2\Delta_g \varphi_0 \right).$$

Then, we compute in the case where $M$ has only cone points, but no smooth boundary components, $\partial M = \emptyset$,

$$\frac{\partial}{\partial u} \int_M |\nabla_g(\varphi_0 + u\eta)|^2 dA_g \bigg|_{u=0} = 2\int_M (\nabla_g \eta) \cdot (\nabla_g \varphi_0) dA_g$$

$$= 2\int_M \eta \Delta_g \varphi_0 dA_g,$$

by the sign convention chosen for the Laplace operator (1.1). Moreover, we also compute

$$\frac{\partial}{\partial u} \int_M (\varphi_0 + u\eta) \text{Scal}_g dA_g \bigg|_{u=0} = \int_M \eta \text{Scal}_g dA_g,$$

$$\frac{\partial}{\partial u} \log(A_{h_u}) \bigg|_{u=0} = \frac{1}{A_{h_0}} \int_M 2\eta(z) dA_{h_0}.$$ 

Consequently in this case,

$$\frac{\partial}{\partial u} \left( -\log \det(\Delta_{h_u}) \right) \bigg|_{u=0} = \int_M 2\eta \left( \frac{\text{Scal}_{h_0}}{24\pi} - \frac{1}{A_{h_0}} \right) dA_{h_0} + \sum_{i=1}^m 2\eta(p_i)\frac{(2\pi)^2 - \gamma_i^2}{24\pi\gamma_i}$$

$$= \frac{1}{12\pi} \int_M \eta(e^{-2\varphi_0}(\text{Scal}_g + 2\Delta_g \varphi_0))e^{2\varphi_0} dA_g - \frac{1}{A_{h_0}} \int_M 2\eta dA_{h_0} + \sum_{i=1}^m 2\eta(p_i)\frac{(2\pi)^2 - \gamma_i^2}{24\pi\gamma_i}.$$
\[
\begin{align*}
&= \frac{1}{12\pi} \int_M \eta \text{Scal}_g \, dA_g + \frac{1}{12\pi} \int_M 2\eta \Delta_g \varphi_0 \, dA_g - \frac{1}{A_{h_0}} \int_M 2\eta dA_{h_0} + \sum_{i=1}^m 2\eta(p_i) \frac{(2\pi)^2 - \gamma_i^2}{24\pi \gamma_i} \\
&= \frac{\partial}{\partial u} \left. \left( \frac{1}{12\pi} \int_M (\varphi_0 + u\eta) \text{Scal}_g \, dA_g + \frac{1}{12\pi} \int_M |\nabla_g (\varphi_0 + u\eta)|^2 \, dA_g \right) \right|_{u=0} \\
&\quad + \frac{\partial}{\partial u} \left. \left( -\log(A_{h_0}) + \sum_{i=1}^m 2(\varphi_0 + u\eta)(p_i) \left( \frac{(2\pi)^2 - \gamma_i^2}{24\pi \gamma_i} \right) \right) \right|_{u=0}.
\end{align*}
\]

Therefore,
\[
(2.9) \quad -\log \det(\Delta_{h_0}) = \frac{1}{12\pi} \int_M \text{Scal}_g \, \varphi_0 \, dA_g + \frac{1}{12\pi} \int_M |\nabla_g \varphi_0|^2 \, dA_g \\
- \log(A_{h_0}) + \sum_{i=1}^m 2\varphi_0(p_i) \left( \frac{(2\pi)^2 - \gamma_i^2}{24\pi \gamma_i} \right) + C.
\]

The constant is obtained by setting \(\varphi_0 = 0\), which gives
\[
-\log \det(\Delta_g) = -\log A_g + C \quad \implies \quad C = -\log \det(\Delta_g) + \log A_g.
\]

Thus
\[
(2.10) \quad \log \det(\Delta_g) - \log \det(\Delta_{h_0}) = \frac{1}{12\pi} \int_M \text{Scal}_g \, \varphi_0 \, dA_g + \frac{1}{12\pi} \int_M |\nabla_g \varphi_0|^2 \, dA_g \\
- \log(A_{h_0}) + \log(A_g) + \sum_{i=1}^m 2\varphi_0(p_i) \left( \frac{(2\pi)^2 - \gamma_i^2}{24\pi \gamma_i} \right).
\]

This proves theorem 1.3.

Next we consider the case in which \(M\) has smooth boundary components, \(\partial M \neq 0\). We consider the Dirichlet Laplacian, then the kernel of \(\Delta_{h_0}\) is trivial, and so in that case the contribution to \(a_{2,1}\) from the interior is:
\[
\int_M 2\varphi_0 \left( \frac{\text{Scal}_{h_0}}{24\pi} \right) \, dA_{h_0}.
\]

Near smooth boundary components, we use boundary normal coordinates \((x, y)\) such that the boundary is at \(y = 0\) and \(x\) is the coordinate inside the boundary. In these coordinates the metric near a boundary component has the following form:
\[
\tilde{\omega}(x, y) dx^2 + dy^2,
\]
for some function \(\tilde{\omega}\) smooth in a neighborhood of the given boundary component and up to this component and \(\tilde{\omega}(x, 0) = 1\). By [66, Proposition 5.8], the heat kernel in this case, has leading order behavior given by [66, eqn.(4.11)]. We may therefore use the model of the Dirichlet heat kernel in the Euclidean half-plane \(\mathbb{R}^2_+\) to compute the contribution to the short time asymptotic expansion of the boundary components. On \(\mathbb{R}^2_+\), for the edge at \(y = 0\) in Cartesian coordinates, the Dirichlet heat kernel is given by,
\[
H_{\mathbb{R}^2_+}(t, (x, y), (x', y')) = \frac{1}{4\pi t} \left( e^{-\frac{(x-x')^2 + (y-y')^2}{4t}} - e^{-\frac{(x-x')^2 + (y+y')^2}{4t}} \right).
\]
Therefore in a small neighborhood of the boundary component, the heat kernel restricted to the diagonal has leading term

$$\frac{1 - e^{-y^2/t}}{4\pi t}.$$ 

The conformal factor is smooth up to the boundary and therefore has a Taylor expansion in powers of \( y \). So, near a smooth boundary component, for simplicity denoted by \( \partial M \), we compute for \( y_0 > 0 \) small,

$$\int_{\partial M} \int_{y=0}^{y_0} 2\dot{\varphi}_0(x,y) \frac{1 - e^{-y^2/t}}{4\pi t} dy dx.$$ 

Recall that we are looking for the contribution of the boundary to the constant coefficient \( a_{2,1} \) in the asymptotic expansion of the trace of \( N_2 e^{-t\Delta_0} \). The only possible contribution to this term comes from

$$-\frac{1}{4\pi t} \int_{\partial M} \int_{0}^{y_0} e^{-y^2/4t} 2\dot{\varphi}_0(x,y) dy dx.$$ 

The Taylor expansion of \( \dot{\varphi}_0 \) near \( y = 0 \) is

$$\dot{\varphi}_0(x,y) \sim b_0(x) + y b_1(x) + R(x,y), \quad R(x,y) = O(y^2).$$

We compute

$$-\frac{2}{4\pi t} \int_{\partial M} b_0(x) \int_{0}^{y_0} e^{-y^2/4t} dy dx = -\frac{2}{4\pi \sqrt{t}} \int_{\partial M} b_0(x) \int_{0}^{y_0/\sqrt{t}} e^{-u^2} du dx$$

$$= -\frac{2\sqrt{\pi}}{8\pi \sqrt{t}} \int_{\partial M} b_0(x) dx + O(t)$$.

Above we have used the substitution \( u = y/\sqrt{t} \). Consequently the first term in the Taylor expansion does not contribute to \( a_{2,1} \). Next we compute

$$-\frac{2}{4\pi t} \int_{\partial M} b_1(x) \int_{0}^{y_0} ye^{-y^2/4t} dy dx = -\frac{1}{4\pi} \int_{\partial M} b_1(x) \int_{0}^{y_0/\sqrt{t}} e^{-u^2} du$$

$$= \frac{1}{4\pi} \int_{\partial M} b_1(x) dx + O(t)$$,

where

$$b_1(x) = \frac{\partial \dot{\varphi}_0}{\partial y}(x,0),$$

is the normal derivative of \( \dot{\varphi}_0 \) along the smooth boundary component. For the remainder term, a similar computation shows that it is \( O(\sqrt{t}) \) as \( t \downarrow 0 \). Consequently, switching from local coordinates to global coordinates at the boundary, the contribution from the smooth boundary components to the constant term \( a_{2,1} \) is

$$\frac{1}{4\pi} \int_{\partial M} \frac{\partial \dot{\varphi}_0}{\partial h_0}(x,0) dx_{h_0}.$$ 

The notation \( dx_{h_0} \) indicates that the integration along the boundary is with respect to the boundary measure induced by the Riemannian metric \( h_0 \), and similarly, the normal derivative along the boundary is with respect to the boundary measure induced by \( h_0 \).
There is also a contribution from the smooth boundary components due to the local expansion of the heat kernel for short times in terms of the curvatures. The term in the expansion of the kernel is well known to be
\[ \frac{1}{12\pi} k_{h_0}(x), \]
with \( k_{h_0} \) being the geodesic curvature of the boundary with respect to the Riemannian metric \( h_0 \). Thus, recalling the conformal factor which is smooth at all boundary components, this gives a contribution:
\[ \frac{1}{12\pi} \int_{\partial M} 2 \dot{\varphi}_0(x) k_{h_0}(x) dx_{h_0}. \]
Thus the total contribution from the boundary is
\[ \frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_{h_0}}(x) dx_{h_0} + \frac{1}{12\pi} \int_{\partial M} 2 \dot{\varphi}_0(x) k_{h_0}(x) dx_{h_0}. \]
Therefore, for a surface with conical singularities and at least one smooth boundary component, we obtain the variational Polyakov formula
\[ \frac{\partial}{\partial u} \left( - \log \det(\Delta_{h_u}) \right) \bigg|_{u=0} = \int_M 2 \varphi_0(z) \frac{\text{Scal}_{h_u}(z)}{24\pi} dA_{h_0} \]
\[ + \frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_{h_0}}(x) dx_{h_0} + \frac{1}{12\pi} \int_{\partial M} 2 \dot{\varphi}_0(x) k_{h_0}(x) dx_{h_0} \]
\[ + \sum_{i=1}^m 2 \dot{\varphi}_0(p_i) \left( \frac{(2\pi)^2}{24\pi \gamma_i} - \gamma_i^2 \right). \]
To obtain the integrated Polyakov formula, we assume that the conformal factors are given by \( (2.8) \), and we note that the relationship between the corresponding curvatures is
\[ \text{Scal}_{h_0} = e^{-2\varphi_0} (\text{Scal}_g + 2 \Delta_g \varphi_0), \quad k_{h_0} = e^{-\varphi_0} \left( k_g + \frac{\partial \varphi_0}{\partial n_g} \right). \]
We further have
\[ dx_{h_0} = e^{\varphi_0} dx_g, \quad \frac{\partial}{\partial n_{h_0}} = e^{-\varphi_0} \frac{\partial}{\partial n_g}. \]
Here \( n_g \) denotes the unitary (with respect to \( g \)) outer normal vector at \( \partial M \). With this, equation \( (2.11) \) becomes
\[ \frac{\partial}{\partial u} \left( - \log \det(\Delta_{h_u}) \right) \bigg|_{u=0} = \frac{1}{12\pi} \int_M \eta \text{Scal}_g dA_g + \frac{1}{12\pi} \int_M 2 \eta \Delta_g \varphi_0 dA_g \]
\[ + \frac{1}{4\pi} \int_{\partial M} \frac{\partial \eta}{\partial n_g} dx_g + \frac{1}{12\pi} \int_{\partial M} 2 \eta \left( k_g + \frac{\partial \varphi_0}{\partial n_g} \right) dx_g \]
\[ + \sum_{i=1}^m 2 \eta(p_i) \left( \frac{(2\pi)^2}{24\pi \gamma_i} - \gamma_i^2 \right). \]
Now we proceed in the same way as we did in the proof of the integrated formula for surfaces with conical singularities without smooth boundary above, but taking
into account the terms coming from the boundary. By the sign convention chosen for the Laplace operator \(\Delta\) we have

\[
\frac{\partial}{\partial u} \int_M \left| \nabla_g (\varphi_0 + u\eta) \right|^2 dA_g \bigg|_{u=0} = 2 \int_M \nabla_g \eta \cdot \nabla_g \varphi_0 dA_g \\
= 2 \int_M \eta \Delta_g \varphi_0 dA_g + 2 \int_{\partial M} \eta \frac{\partial \varphi_0}{\partial n_g}(x) dx_g.
\]

Since

\[
\frac{\partial}{\partial u} 2 \int_{\partial M} (\varphi_0 + u\eta) \frac{\partial \varphi_0}{\partial n_g} dx_g \bigg|_{u=0} = 2 \int_{\partial M} \eta \frac{\partial \varphi_0}{\partial n_g}(x) dx_g,
\]

we obtain

\[
\frac{\partial}{\partial u} \left( \int_M \left| \nabla_g (\varphi_0 + u\eta) \right|^2 dA_g - 2 \int_{\partial M} (\varphi_0 + u\eta) \frac{\partial \varphi_0}{\partial n_g} dx_g \right) \bigg|_{u=0} = 2 \int_M \eta \Delta_g \varphi_0 dA_g.
\]

Using \(\varphi_0 = \eta\), we compute that

\[
\frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_{h_0}} dx_{h_0} = \frac{1}{4\pi} \int_{\partial M} e^{-\varphi_0} \frac{\partial \varphi_0}{\partial n_g} e^{\varphi_0} dx_g = \frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_g} dx_g = \frac{1}{4\pi} \int_{\partial M} \frac{\partial \eta}{\partial n_g} dx_g.
\]

Hence

\[
\frac{\partial}{\partial u} \left( \frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_g} dx_g \right) \bigg|_{u=0} = \frac{1}{4\pi} \int_{\partial M} \frac{\partial \eta}{\partial n_g} dx_g.
\]

In addition, we also have

\[
\frac{\partial}{\partial u} \left( \frac{1}{12\pi} \int_{\partial M} 2(\varphi_0 + u\eta) k_{h_0} dx_{h_0} \right) \bigg|_{u=0} = \frac{1}{12\pi} \int_M 2\eta k_{h_0} dx_{h_0} \\
= \frac{1}{12\pi} \int_{\partial M} 2\eta e^{-\varphi_0} \left( k_g + \frac{\partial \varphi_0}{\partial n_g} \right) e^{\varphi_0} dx_g = \frac{1}{12\pi} \int_{\partial M} 2\eta \left( k_g + \frac{\partial \varphi_0}{\partial n_g} \right) dx_g.
\]

Combining all these equations together, we obtain

\[
\frac{\partial}{\partial u} \left( -\log \det(\Delta_{h_0}) \right) \bigg|_{u=0} = \frac{\partial}{\partial u} \left( \frac{1}{12\pi} \int_M (\varphi_0 + u\eta) \text{Scal}_g dA_g \right) \bigg|_{u=0} \\
+ \frac{\partial}{\partial u} \left( \frac{1}{12\pi} \int_M \left| \nabla_g (\varphi_0 + u\eta) \right|^2 dA_g - 2 \int_{\partial M} (\varphi_0 + u\eta) \frac{\partial \varphi_0}{\partial n_g} dx_g \right) \bigg|_{u=0} \\
+ \frac{\partial}{\partial u} \left( \frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_g} dx_g \right) \bigg|_{u=0} + \frac{\partial}{\partial u} \frac{1}{12\pi} \int_{\partial M} 2(\varphi_0 + u\eta) \left( k_g + \frac{\partial \varphi_0}{\partial n_g} \right) dx_g \bigg|_{u=0} \\
+ \frac{\partial}{\partial u} \sum_{i=1}^m 2(\varphi_0 + u\eta)(p_i) \left( \frac{2\pi^2 - \gamma_i^2}{24\pi} \right) \bigg|_{u=0}
\]

\[
= \frac{\partial}{\partial u} \left( \frac{1}{12\pi} \int_M (\varphi_0 + u\eta) \text{Scal}_g dA_g + \frac{1}{12\pi} \int_M \left| \nabla_g (\varphi_0 + u\eta) \right|^2 dA_g \right) \bigg|_{u=0} \\
+ \frac{\partial}{\partial u} \left( \frac{1}{4\pi} \int_{\partial M} \frac{\partial (\varphi_0 + u\eta)}{\partial n_g} dx_g + \frac{1}{6\pi} \int_{\partial M} (\varphi_0 + u\eta) k_g dx_g \right) \bigg|_{u=0} \\
+ \frac{\partial}{\partial u} \sum_{i=1}^m 2(\varphi_0 + u\eta)(p_i) \left( \frac{2\pi^2 - \gamma_i^2}{24\pi\gamma_i} \right) \bigg|_{u=0}.
\]
We therefore obtain

\[
\log \det(\Delta_{h_0}) = \frac{1}{12\pi} \int_M \varphi_0 \text{Scal}_g \, dA_g - \frac{1}{12\pi} \int_M |\nabla_g \varphi_0|^2 \, dA_g
\]

\[
- \frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_g} \, dx_g - \frac{1}{6\pi} \int_{\partial M} \varphi_0 k_g \, dx_g - \sum_{i=1}^m \frac{2 \varphi_0(p_i) (2\pi)^2 - \gamma_i^2}{24\pi \gamma_i} + C.
\]

To determine the constant, we set \( \varphi_0 = 0 \), which gives

\[
C = \log \det(\Delta_g).
\]

Consequently, we obtain the formula relating the determinants

\[
\log \det(\Delta_{h_0}) - \log \det(\Delta_g) = \frac{1}{12\pi} \int_M \varphi_0 \text{Scal}_g \, dA_g - \frac{1}{12\pi} \int_M |\nabla_g \varphi_0|^2 \, dA_g
\]

\[
- \frac{1}{4\pi} \int_{\partial M} \frac{\partial \varphi_0}{\partial n_g} \, dx_g - \frac{1}{6\pi} \int_{\partial M} \varphi_0 k_g \, dx_g - \sum_{i=1}^m \frac{2 \varphi_0(p_i) (2\pi)^2 - \gamma_i^2}{24\pi \gamma_i}.
\]

This completes the proof of Theorem 1.4. To complete the proof of Theorem 1.6, we note that the contribution from the corners, that is the sum, simply has a change from \((2\pi)^2\) in the numerator to \(\pi^2\). □

3. THE DETERMINANT ON FINITE CIRCULAR SECTORS AND FINITE CONES

We use [12] to compute the zeta regularized determinant of the Laplacian with Dirichlet boundary condition on circular sectors. The eigenvalues of the sector \( S_\alpha \) of opening angle \( \alpha \) and radius 1 with the Dirichlet boundary condition are

\[
\lambda_{n,\ell}^2 = \text{the square of the } n^{th} \text{ positive root of the Bessel function, } J_{\nu_\ell},
\]

with \( \nu_\ell = \ell \pi / \alpha \). This allows one to write the associated zeta function in terms of a contour integral as

\[
\zeta_{S_\alpha}(s) = \sum_{\ell=1}^{\infty} \sum_{n=1}^{\infty} \lambda_{n,\ell}^{-2s} = \sum_{\ell=1}^{\infty} \frac{1}{2\pi i} \int_{\gamma} k^{-2s} \frac{\partial}{\partial k} \log J_{\nu_\ell}(k) \, dk,
\]

where the contour \( \gamma \) encloses all the (positive) eigenvalues in the right half-plane. This representation is valid for \( \Re s > 1 \), but the analytical continuation has been constructed in detail (in greater generality) in [12] (see also [51]), and we therefore omit the details here. Subtracting and adding the suitable uniform asymptotics of the Bessel function, in the notation of [12, (3.3)] this construction leads to the base zeta function and the Barnes type zeta function [12, (9.5)], that are respectively,

\[
(3.1) \quad \zeta_N(s) = \sum_{\ell=1}^{\infty} \nu_{\ell}^{-2s} = \left( \frac{\pi}{\alpha} \right)^{-2s} \zeta_N(2s), \quad \zeta_{N+1}(z) = \sum_{n=1}^{\infty} \sum_{\ell=1}^{\infty} \left( \frac{\pi \ell}{\alpha} + n \right)^{-z}.
\]

We shall first use these zeta functions to compute \(-\log \det(\Delta_{S_\alpha})\). To do this, we shall also require the polynomial \( D_1(t) = \frac{1}{2} t - \frac{3}{2} t^3 \). With these quantities, we have [12, (9.8)]

\[
(3.2) \quad -\log \det(\Delta_{S_\alpha}) = \zeta'_{S_\alpha}(0) = \zeta'_{N+1}(0) + \log 2 \left( \zeta_N \left( -\frac{1}{2} \right) + 2 \text{Res } \zeta_N \left( \frac{1}{2} \right) D_1(1) \right)
\]
\[ +2 \text{Res } \zeta_N \left( \frac{1}{2} \right) \int_0^1 \frac{D_1(t) - tD_1(1)}{t(1 - t^2)} \, dt. \]

All quantities except \( \zeta_{N+1}'(0) \) are easily computed. In particular, one finds
\[ \zeta_N \left( -\frac{1}{2} \right) = \frac{\pi}{\alpha} \zeta_R(-1) = -\frac{\pi}{12\alpha}, \quad \text{Res } \zeta_N \left( \frac{1}{2} \right) = \frac{\alpha}{2\pi} \text{Res } \zeta_R(1) = \frac{\alpha}{2\pi}, \]
\[ D_1(1) = -\frac{1}{12}, \quad \int_0^1 \frac{D_1(t) - tD_1(1)}{t(1 - t^2)} \, dt = \frac{5}{24}, \]
and so
\[ (3.3) \]
\[ \zeta_{S,\alpha}'(0) = \zeta_{N+1}'(0) + \frac{5}{24} \alpha - \frac{1}{12} \log 2 \left( \frac{\alpha}{\pi} + \frac{\pi}{\alpha} \right). \]

In order to compare our results with the literature, we rewrite \( \zeta_{N+1}(z) \) in terms of the commonly used Barnes zeta function
\[ \zeta_B(z; a, b, x) = \sum_{m,n=0}^{\infty} (am + bn + x)^{-z}. \]

Straightforward rewriting shows
\[ \zeta_{N+1}(z) = \left( \frac{\alpha}{\pi} \right)^{z} \left( \zeta_B \left( z; \frac{\alpha}{\pi}, 1, 1 \right) - \zeta_R(z) \right) \]
and thus
\[ \zeta_{N+1}'(0) = \log \left( \frac{\alpha}{\pi} \right) \left[ \zeta_B \left( 0; \frac{\alpha}{\pi}, 1, 1 \right) - \zeta_R(0) \right] + \zeta_B' \left( 0; \frac{\alpha}{\pi}, 1, 1 \right) - \zeta_R'(0) \]
\[ = \log \left( \frac{\alpha}{\pi} \right) \left[ \frac{1}{4} + \frac{1}{12} \left( \frac{\alpha}{\pi} + \frac{\pi}{\alpha} \right) \right] + \zeta_B' \left( 0; \frac{\alpha}{\pi}, 1, 1 \right) + \frac{1}{2} \log(2\pi). \]

This shows, rewriting eq. (3.3), that
\[ (3.4) \]
\[ \zeta_{S,\alpha}'(0) = \frac{1}{12} \log \left( \frac{\alpha}{2\pi} \right) \left[ \frac{\alpha}{\pi} + \frac{\pi}{\alpha} \right] + \frac{1}{4} \log \left( \frac{\alpha}{\pi} \right) \]
\[ + \frac{1}{2} \log(2\pi) + \frac{5}{24} \alpha + \zeta_B' \left( 0; \frac{\alpha}{\pi}, 1, 1 \right). \]

Similarly, for a cone of opening angle \( 2\alpha \) with Dirichlet boundary conditions imposed at \( r = 1 \), where \((r,\theta)\) are coordinates on the cone whose tip lies at \( r = 0 \), the associated zeta function is (with notation as before)
\[ \zeta_{C,\alpha}(s) = \sum_{\ell=-\infty}^{\infty} \sum_{n=1}^{\infty} \lambda_{n,\ell}^{-2s} = 2 \sum_{\ell=1}^{\infty} \sum_{n=1}^{\infty} \lambda_{n,\ell}^{-2s} + \sum_{n=1}^{\infty} \lambda_{n,0}^{-2s} \]
\[ = 2\zeta_{S,\alpha}(s) + \sum_{n=1}^{\infty} \lambda_{n,0}^{-2s}. \]

Studies of the zeta function associated with the zeroes of the Bessel function (with no sum over \( \ell \) performed) seem to go back to Hawkins [12] with several more details provided in [1]. In particular, in [1] (2.27) (see eq. (1.1) for the definition of the relevant 'Bessel \( \zeta \)-function' containing a factor of \( \pi \)), the derivative at zero of the last term above has been computed, which allows us to conclude
\[ \zeta_{C,\alpha}'(0) = 2\zeta_{S,\alpha}'(0) - \frac{1}{2} \log(2\pi). \]
Setting $\alpha = \pi a$, this gives
\begin{equation}
\zeta_{c_{2\pi a}}(0) = 2\zeta_B(0; a, 1, 1) + \frac{1}{6} \log \left(\frac{a}{2}\right) \left(a + \frac{1}{a}\right) + \frac{1}{2} \log a + \frac{1}{2} \log(2\pi) + \frac{5}{12} a,
\end{equation}
a result due to Spreafico [74, 75]; for a detailed explanation see [49, 54].

**Proof of Theorem 1.8.** Equation 1.7 is obtained using (3.4) together with the representation of the Barnes zeta function as given in [48, p. 30]; see also [8]. The variational formula given in (1.8) is then obtained by observing that the integrals converge absolutely and may be differentiated with respect to the parameter $\alpha$. To be more rigorous one may use the dominated convergence theorem. To obtain the remaining three variational formulas in this theorem, we recall [5, Theorem 4].

**Theorem 3.1** (Theorem 4 in [5]). The angular variation for a sector of opening angle $\alpha$ with radius one is
\begin{equation}
\frac{d}{d\alpha}(-\log \det(\Delta_{S_\alpha})) = \frac{1}{3}\pi + \frac{\pi}{12\alpha^2} + \sum_{k \in W_\alpha} \frac{-2\gamma_e + \log 2 - \log(1 - \cos(2k\alpha))}{4\pi(1 - \cos(2k\alpha))} \\
+ \frac{2}{\alpha} \sin\left(\frac{\pi}{2}/\alpha\right) \int_{\mathbb{R}} \frac{-\log 2 + 2\gamma_e + \log(1 + \cosh(s))}{16\pi(1 + \cosh(s))(\cosh(\pi s/\alpha) - \cos(\pi s/\alpha))} ds.
\end{equation}

Above, we have defined
\[k_{\min} = \left\lfloor -\frac{\pi}{2\alpha} \right\rfloor, \text{ and } k_{\max} = \left\lceil \frac{\pi}{2\alpha} \right\rceil \text{ if } \frac{\pi}{2\alpha} \notin \mathbb{Z}, \text{ otherwise } k_{\max} = \frac{\pi}{2\alpha} - 1,
\]
and
\begin{equation}
W_\alpha = \left\{ k \in \left(\mathbb{Z} \cap [k_{\min}, k_{\max}]\right) \setminus \left\{ \frac{\ell\pi}{\alpha} \right\}_{\ell \in \mathbb{Z}} \right\}.
\end{equation}

The purpose of the following considerations is to simplify the expressions in Theorem 3.1 such as to match those in Theorem 1.8.

**Proposition 3.2.** For any angle $\alpha \in (0, \pi)$ the set $W_\alpha$ is precisely the set of integers
\[\mathbb{Z} \supset W_\alpha = \left\{ j\right\}_{k_{\min}}^{k_{\max}} \setminus \{0\}.
\]
Moreover, for all $\alpha$
\[k_{\max} = \left\lfloor \frac{\pi}{2\alpha} - 1 \right\rfloor.
\]

**Proof.** The set $W_\alpha$ as in (3.6) excludes integers of the form $k = \frac{\ell\pi}{\alpha}$, for $\ell \in \mathbb{Z}$. Consequently zero is always excluded from $W_\alpha$ for any $\alpha$. Assume now that there is a non-zero integer $k = \frac{\ell\pi}{\alpha}$. Then it follows immediately that
\[\alpha = \frac{\ell\pi}{k}.
\]
Without loss of generality, assume $\ell$ and $k$ are positive. Since $\ell \geq 1$,
\[-k < \frac{k}{2\ell} \leq k_{\text{min}}.
\]

\[\hfill\]
If \( \frac{\pi}{2\alpha} \notin \mathbb{Z} \), then

\[ k_{\text{max}} = \left\lfloor \frac{\pi}{2\alpha} \right\rfloor = \left\lfloor \frac{k}{2\ell} \right\rfloor < k. \]

If \( \alpha = \frac{\pi}{j} \) in case \( j = 2n \) is even, then \( k_{\text{min}} = -n \), and \( k_{\text{max}} = n - 1 \). In this case, for any integer \( \ell \),

\[ \frac{\ell\pi}{\alpha} = 2n\ell > k_{\text{max}}, \quad \forall \ell \in \mathbb{N}. \]

If \( \alpha = \frac{\pi}{j} \) in case \( j = 2n + 1 \) is odd, then \( k_{\text{min}} = -n \), and \( k_{\text{max}} = n \). In this case, for any integer \( \ell \),

\[ \frac{\ell\pi}{\alpha} = 2(n + 1)\ell > k_{\text{max}}, \quad \forall \ell \in \mathbb{N}. \]

We therefore see that in all cases,

\[ \mathbb{Z} \ni k = \frac{\ell\pi}{\alpha} \in [k_{\text{min}}, k_{\text{max}}] \implies k = \ell = 0. \]

Finally, we note that if

\[ \frac{\pi}{2\alpha} \notin \mathbb{Z} \implies \left\lfloor \frac{\pi}{2\alpha} - 1 \right\rfloor = \left\lfloor \frac{\pi}{2\alpha} \right\rfloor, \]

whereas if

\[ \frac{\pi}{2\alpha} \in \mathbb{Z} \implies k_{\text{max}} = \frac{\pi}{2\alpha} - 1 = \left\lfloor \frac{\pi}{2\alpha} - 1 \right\rfloor. \]

\[ \square \]

We next manipulate the sums in the variational formula of Theorem 3.1.

**Proposition 3.3.** For all \( \alpha \in (0, \pi) \)

\[ \sum_{k \in W_{\alpha}} -2\gamma_e + \frac{2}{4\pi} - \frac{\log (1 - \cos(2k\alpha))}{4\pi (1 - \cos(2k\alpha))} = -\sum_{k \in W_{\alpha}} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)}. \]

If \( \alpha \) is not of the form \( \frac{\pi}{n} \) for any \( n \in \mathbb{N} \), then

\[ -\sum_{k \in W_{\alpha}} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} = -\sum_{k=1}^{\left\lfloor \frac{\pi}{2\alpha} - 1 \right\rfloor} \frac{\gamma_e + \log |\sin(k\alpha)|}{2\pi \sin^2(k\alpha)}. \]

In case \( \alpha = \frac{\pi}{j} \) for some \( j \in \mathbb{N} \), then

\[ -\sum_{k \in W_{\alpha}} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} = -\frac{\gamma_e}{12\pi} \left( \frac{\pi^2}{\alpha^2} - 1 \right) - \frac{1}{2\pi} \sum_{k=1}^{\left\lfloor \frac{\pi}{2\alpha} - 1 \right\rfloor} \log |\sin(k\alpha)|. \]

**Proof.** Note that

\[ \cos(2k\alpha) = \cos^2(k\alpha) - \sin^2(k\alpha) = 1 - 2\sin^2(k\alpha) \implies 1 - \cos(2k\alpha) = 2\sin^2(k\alpha), \]

and

\[ \log(1 - \cos(2k\alpha)) = \log(2\sin^2(k\alpha)) = \log 2 + 2 \log |\sin(k\alpha)|. \]

We therefore have

\[ \sum_{k \in W_{\alpha}} -2\gamma_e + \frac{2}{4\pi} - \frac{\log (1 - \cos(2k\alpha))}{4\pi (1 - \cos(2k\alpha))} = \sum_{k \in W_{\alpha}} -\frac{2\gamma_e - 2 \log |\sin(k\alpha)|}{8\pi \sin^2(k\alpha)} = -\sum_{k \in W_{\alpha}} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)}. \]
By the preceding proposition this sum is
\[
- \sum_{k=k_{\min}}^{-1} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} - \sum_{k=1}^{k_{\max}} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)}.
\]
We note that
\[
\left\lfloor \frac{\pi}{2\alpha} - 1 \right\rfloor = k_{\max} = \begin{cases} -k_{\min}, & \alpha \neq \frac{\pi}{2n}, \\ -k_{\min} - 1, & \alpha = \frac{\pi}{2n}, \end{cases}
\]
where above \(n \in \mathbb{N}\). Next, we observe that
\[
|\sin(k\alpha)| = |\sin(-k\alpha)|, \quad \sin^2(k\alpha) = \sin^2(-k\alpha).
\]
Consequently
\[
- \sum_{k=k_{\min}}^{-1} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} - \sum_{k=1}^{k_{\max}} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} = - \sum_{k=1}^{k_{\max}} \frac{\gamma_e + \log |\sin(k\alpha)|}{2\pi \sin^2(k\alpha)} - \left\lfloor \frac{\pi}{2\alpha} - 1 \right\rfloor, \quad \alpha \neq \frac{\pi}{2n}.
\]
In case \(\alpha = \frac{\pi}{2}\) we now proceed to simplify the formula. For notational convenience, let us define
\[
-n := k_{\min} = \left\lfloor \frac{\pi}{2\alpha} \right\rfloor, \quad k_{\max} := \begin{cases} n, & j = 2n + 1 \text{ is odd,} \\ n - 1, & j = 2n, \text{ is even.} \end{cases}
\]
We therefore consider
\[
- \sum_{k=-n}^{-1} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} - \sum_{k=1}^{k_{\max}} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)}
\]
We would like to use the fact that \(|\sin(x)|\) and \(\sin^2(x)\) are periodic with period \(\pi\) to shift the first sum. To do this we observe that in case \(j = 2n\) is even, we have
\[
\sin^2(k\alpha) = \sin^2((k + 2n)\alpha), \quad \log |\sin(k\alpha)| = \log |\sin((k + 2n)\alpha)|, \quad k_{\max} = n - 1.
\]
We therefore have in this case
\[
- \sum_{k=-n}^{-1} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} = - \sum_{k=k_{\max}+1}^{k_{\max}+[k_{\min}]} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)}
\]
\[
\Rightarrow - \sum_{k=-n}^{-1} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} - \sum_{k=1}^{k_{\max}} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} = - \sum_{k=1}^{k_{\max}+[k_{\min}]} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)}.
\]
Next we consider the case in which \(j = 2n + 1\) is odd. Then we have
\[
\sin^2(k\alpha) = \sin^2((k + 2n + 1)\alpha), \quad \log |\sin(k\alpha)| = \log |\sin((k + 2n + 1)\alpha)|, \quad k_{\max} = n.
\]
We therefore obtain as well in this case
\[
- \sum_{k=-n}^{-1} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)} = - \sum_{k=k_{\max}+1}^{k_{\max}+[k_{\min}]} \frac{\gamma_e + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)}.
\]
Consequently, in all cases where \( \alpha = \frac{\pi}{j} \) for some \( j \in \mathbb{N} \) we obtain that the sum is

\[
- \sum_{k=1}^{k_{\text{max}} + |k_{\text{min}}|} \frac{\gamma_c + \log |\sin(k\alpha)|}{4\pi \sin^2(k\alpha)}.
\]

Let us define

\[
(3.7) \quad S := -\frac{1}{4} \sum_{k=1}^{N} \frac{1}{\sin^2(k\alpha)} \quad \text{with} \quad N := k_{\text{max}} + |k_{\text{min}}| = \begin{cases} 2n - 1, & \alpha = \frac{\pi}{2n}, \\ 2n, & \alpha = \frac{\pi}{2n+1}. \end{cases}
\]

We compute that

\[
\sin^2(k\alpha) = -\frac{1}{4} \left( e^{ik\alpha} - e^{-ik\alpha} \right)^2 = -\frac{1}{4} e^{2ik\alpha} \left( 1 - e^{-2ik\alpha} \right)^2.
\]

Then

\[
S = \sum_{k=1}^{N} \frac{-e^{-2ik\alpha}}{(1 - e^{-2ik\alpha})^2} = \lim_{\varepsilon \to 0} \sum_{k=1}^{N} \frac{e^{-i(2k\alpha - i\varepsilon)}}{(1 - e^{-i(2k\alpha - i\varepsilon)})^2}.
\]

We do this to exploit the geometric series for \(|z| < 1,\)

\[
\frac{1}{(1 - z)^2} = \sum_{\ell=1}^{\infty} \ell z^{\ell-1}.
\]

With \( z = e^{-i(2k\alpha - i\varepsilon)} \) we therefore have

\[
S = \lim_{\varepsilon \to 0} \sum_{k=1}^{N} \sum_{\ell=1}^{\infty} \ell e^{-i(2k\alpha - i\varepsilon)(\ell-1)} = \lim_{\varepsilon \to 0} \sum_{\ell=1}^{\infty} \ell e^{- \varepsilon \ell} \sum_{k=1}^{N} e^{-i2k\ell\alpha}.
\]

The sum over \( k \) can be computed using a geometric series. There are two cases. In case

\[
2i\ell\alpha = 2m\pi i \quad \text{with} \quad m \in \mathbb{N} \implies \sum_{k=1}^{N} e^{-i2k\ell\alpha} = N.
\]

This is the case when

\[
\ell = \frac{m\pi}{\alpha}, \quad m \in \mathbb{N}.
\]

When \( \ell \) is not of this type, the series sums to

\[
\sum_{k=1}^{N} e^{-i2k\ell\alpha} = \frac{e^{-i2\ell\alpha} - e^{-2i\ell\alpha(N+1)}}{1 - e^{-i2\ell\alpha}} = -1.
\]

The simplification above is due to the fact that by (3.7), we always have

\[
(3.8) \quad 2\alpha(N + 1) = 2\pi.
\]

We therefore have

\[
S = \lim_{\varepsilon \to 0} \left\{ -\sum_{\ell \geq 1, \ell \neq \frac{m\pi}{\alpha}, m \in \mathbb{N}} \ell e^{-\varepsilon \ell} + \sum_{\ell=\frac{m\pi}{\alpha}, m \in \mathbb{N}}^{\infty} \ell e^{-\varepsilon \ell} N \right\}.
\]

\[
= \lim_{\varepsilon \to 0} \left\{ -\sum_{\ell \geq 1, \ell \neq \frac{m\pi}{\alpha}, m \in \mathbb{N}} \ell e^{-\varepsilon \ell} + \sum_{\ell=\frac{m\pi}{\alpha}, m \in \mathbb{N}}^{\infty} \ell e^{-\varepsilon \ell} (N + 1 - 1) \right\}.
\]
We do this to write
\[ S = \lim_{\varepsilon \to 0} \left\{ -\sum_{\ell \geq 1} \ell e^{-\varepsilon \ell} + \sum_{\ell=\frac{\pi}{2}, m \in \mathbb{N}} \ell e^{-\varepsilon \ell} (N + 1) \right\}. \]

Next we re-write the second sum in terms of \( m \), so that
\[ S = \lim_{\varepsilon \to 0} \left\{ -\sum_{\ell \geq 1} \ell e^{-\varepsilon \ell} + (N + 1) \frac{\pi}{\alpha} \sum_{m=1}^{\infty} me^{-\varepsilon m \pi / \alpha} \right\}. \]

Here we recall that
\[ \sum_{k=1}^{\infty} \frac{e^{-\varepsilon k}}{2} = -\frac{1}{\varepsilon} \frac{d}{dx} \sum_{k=0}^{\infty} e^{-\varepsilon k} = \frac{e^{-\varepsilon x}}{(1 - e^{-\varepsilon})^2} = \frac{1}{\varepsilon^2} \frac{1}{x^2} - \frac{1}{12} + \mathcal{O}(\varepsilon x)^2. \]

Consequently
\[ S = \lim_{\varepsilon \to 0} \left\{ -\frac{e^{-\varepsilon}}{1 - e^{-\varepsilon}} + \frac{\pi}{\alpha} \frac{e^{-\varepsilon \pi / \alpha}}{1 - e^{-\varepsilon \pi / \alpha}} \right\}. \]

By (3.8),
\[ (N + 1) \frac{\pi}{\alpha} = \frac{\pi^2}{\alpha^2}. \]

Therefore by (3.9),
\[ S = \lim_{\varepsilon \to 0} \left\{ -\frac{1}{\varepsilon^2} + \frac{1}{12} + \mathcal{O}(\varepsilon) + \frac{\pi^2}{\alpha^2} \left( \frac{1}{\varepsilon^2} \frac{1}{\pi^2} - \frac{1}{12} + \mathcal{O}(\varepsilon \pi / \alpha) \right) \right\} = 1 - \frac{\pi^2}{12\alpha^2}. \]

Consequently, when \( \alpha = \frac{\pi}{j} \) for some \( j \in \mathbb{N} \),
\[ \frac{\gamma_e + \log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)} = \frac{\gamma_e}{\pi} S - \sum_{k=1}^{k_{\text{max}} + |k_{\text{min}}|} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)} \]
\[ = \frac{\gamma_e}{12\pi} \left( 1 - \frac{\pi^2}{\alpha^2} \right) - \sum_{k=1}^{k_{\text{max}} + |k_{\text{min}}|} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)}. \]

We recall that we obtained
\[ -\sum_{k=1}^{k_{\text{max}} + |k_{\text{min}}|} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)} = -\sum_{k=1}^{k_{\text{max}}} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)} - \sum_{k=1}^{k_{\text{min}}} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)}. \]

When \( \alpha = \frac{\pi}{j} \) for \( j \) odd, \( k_{\text{min}} = -k_{\text{max}} \), and we therefore have
\[ -\sum_{k=1}^{k_{\text{max}}} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)} - \sum_{k=1}^{k_{\text{min}}} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)} = -\sum_{k=1}^{k_{\text{max}}} \frac{\log |\sin(\pi k\alpha)|}{2\pi \sin^2(\pi k\alpha)}. \]

When \( \alpha = \frac{\pi}{2n} \), we have \( -n = k_{\text{min}} \) whereas \( n - 1 = k_{\text{max}} \). In this case, however we note that
\[ \log |\sin(k_{\text{min}}\alpha)| = \log |\sin(\pi/2)| = 0. \]

Consequently, we may also in this case combine the sums, obtaining
\[ -\sum_{k=k_{\text{min}}}^{k_{\text{max}}} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)} - \sum_{k=1}^{k_{\text{max}}} \frac{\log |\sin(\pi k\alpha)|}{4\pi \sin^2(\pi k\alpha)} = -\sum_{k=1}^{k_{\text{max}}} \frac{\log |\sin(\pi k\alpha)|}{2\pi \sin^2(\pi k\alpha)}. \]
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\[ = - \left\lfloor \frac{\pi}{2} \alpha - 1 \right\rfloor \sum_{k=1}^{\frac{\pi}{2} - 1} \log \left| \sin(k\alpha) \right| \frac{1}{2\pi \sin^2(k\alpha)} \]

Based on the preceding proposition, we therefore have that if \( \alpha \in (0, \pi) \) is not of the form \( \frac{\pi}{2n} \) for any \( n \in \mathbb{N} \), the variational formula in Theorem 3.1 simplifies to

\[
\frac{d}{d\alpha} \left(- \log \det(\Delta_{S_{\alpha}})\right) = \frac{1}{3\pi} + \frac{\pi}{12\alpha^2} - \left\lfloor \frac{\pi}{2} - 1 \right\rfloor \sum_{k=1}^{\frac{\pi}{2} - 1} \frac{\gamma_e + \log |\sin(k\alpha)|}{2\pi \sin^2(k\alpha)} + \frac{1}{\alpha} \sin(\pi^2/\alpha) \int_{\mathbb{R}} \frac{-\log 2 + 2\gamma_e + \log(1 + \cosh(s))}{8\pi(1 + \cosh(s))(\cosh(\pi s/\alpha) - \cos(\pi^2/\alpha))} ds.
\]

In case \( \alpha = \frac{\pi}{2} \) for some \( j \in \mathbb{N} \), the expression simplifies to

\[
\frac{d}{d\alpha} \left(- \log \det(\Delta_{S_{\alpha}})\right) = \frac{1}{3\pi} + \frac{\pi}{12\alpha^2} - \frac{\gamma_e}{12\pi} \left( \frac{\pi^2}{\alpha^2} - 1 \right) - \frac{1}{2\pi} \left\lfloor \frac{\pi}{2} - 1 \right\rfloor \sum_{k=1}^{\frac{\pi}{2} - 1} \frac{\log |\sin(k\alpha)|}{\sin^2(k\alpha)} + \frac{1}{\alpha} \sin(\pi^2/\alpha) \int_{\mathbb{R}} \frac{-\log 2 + 2\gamma_e + \log(1 + \cosh(s))}{8\pi(1 + \cosh(s))(\cosh(\pi s/\alpha) - \cos(\pi^2/\alpha))} ds.
\]

Proof of Theorem 1.10. The first displayed equation in this theorem, for \( - \log(\det(\Delta_{C_{\alpha}})) \) is an immediate consequence of (3.5) together with a representation of the Barnes zeta function as given, for example, in [48, p. 30]; see also [8]. The variational formula is then obtained by differentiating with respect to the parameter \( \alpha \), which is valid since the integrals converge absolutely. To be more rigorous one may use the dominated convergence theorem. The remaining variational formulas follow from the relationship between the zeta function on the cone and on the sector, together with the formulas obtained for the variation of the sector in Theorem 1.8.

Appendix A. Heat trace contribution for conical singularities

The heat kernel for a cone of angle \( 2\alpha \) was obtained by Carslaw [19]

(A.1) \( H_{2\alpha}(r, \phi, r', \phi', t) = \frac{e^{-\frac{(r^2+r'^2)}{4t}}}{8\pi at} \int_{A_\alpha} e^{\frac{r r' \cos(z-\phi)}{2t}} e^{\frac{\pi z}{\alpha}} \frac{e^{i\pi z/\alpha}}{e^{i\pi z/\alpha} - e^{i\pi \phi'/\alpha}} dz. \)

The contour \( A_\alpha \) in the complex plane is described and depicted in [51 §6]; we omit this detail here as it is not pertinent to our present aim. This expression can be used to obtain the Dirichlet and Neumann heat kernels for a sector of angle \( \alpha \) by the method of images as done in [51 §6]. One may also reverse the process to obtain the heat kernel for the cone of angle \( 2\alpha \),

(A.2) \( H_{2\alpha}(r, \phi, r', \phi', t) = \frac{1}{2} \left( \tilde{H}_D + \tilde{H}_N \right). \)

The meaning of \( \tilde{H}_D \) is that it is the odd extension of the Dirichlet heat kernel \( H_D \), originally defined on the sector of angle \( \alpha \), extended to an odd function on the double of the sector. This is an odd function with respect to the involution that swaps the two identical sectors of angle \( \alpha \). Similarly, \( \tilde{H}_N \) is the even extension of the Neumann heat kernel \( H_N \), originally defined on the sector of angle \( \alpha \) and extended to the double of the sector, that of angle \( 2\alpha \), to be an even function with respect to this involution.
The heat kernel for an infinite sector of opening angle \( \alpha \) with the Dirichlet and Neumann boundary conditions also admit an explicit integral representation. Let
\[
A := \int_0^\infty K_{i\mu}(r\sqrt{s})K_{i\mu}(r_0\sqrt{s}) \cosh(\pi - |\phi_0 - \phi|)d\mu,
B := \int_0^\infty K_{i\mu}(r\sqrt{s})K_{i\mu}(r_0\sqrt{s}) \frac{\sinh \pi \mu}{\sinh \alpha \mu} \cosh(\phi + \phi_0 - \alpha) d\mu,
C := \int_0^\infty K_{i\mu}(r\sqrt{s})K_{i\mu}(r_0\sqrt{s}) \frac{\sin(\pi - \alpha)\mu}{\sin \alpha \mu} \cosh(\phi - \phi_0) d\mu.
\]
Above \( K_{i\mu} \) is the modified Bessel function of the second type. The Dirichlet and Neumann Green’s functions for the infinite sector of angle \( \alpha \), are, respectively,
\[
G_D = \frac{1}{\pi^2} (A - B + C), \quad G_N = \frac{1}{\pi^2} (A + B + C).
\]
The spectral parameter is \( s \). Using functional calculus one may prove that the heat kernel is obtained by taking the inverse Laplace transform in the \( s \) variable, that is
\[
H_D(r, \phi, r', \phi', t) = \mathcal{L}^{-1}(G_D)(t), \quad H_N(r, \phi, r', \phi', t) = \mathcal{L}^{-1}(G_N)(t).
\]
The contributions of the terms \( A, B, \) and \( C \) to the heat trace were computed in [67, §3]; see also [78]. In particular, we computed the integral of each of these expressions, along the diagonal \( r = r_0 \) and \( \phi = \phi_0 \) over the region \([0, R] \times [0, \alpha]\) with respect to polar coordinates \((r, \phi)\).

The contribution from the \( A \) term according to [66, §3.1.1] is
\[
(A.3) \quad \int_0^\alpha \int_0^R \frac{1}{\pi^2} \mathcal{L}^{-1}(A) r dr d\phi = \frac{\alpha R^2}{8\pi t} = \frac{\text{Area}}{4\pi t}.
\]
The \( B \) term contributes [67, §3.1.2]
\[
(A.4) \quad \frac{R}{4\sqrt{\pi t}} + O(\sqrt{t}), \quad t \downarrow 0.
\]
Here we recognize the familiar perimeter term:
\[
\frac{\text{Perimeter}}{8\sqrt{\pi t}}.
\]
The term \( C \) contributes to the trace [67, §3.1.3]
\[
(A.5) \quad \frac{\pi^2 - \alpha^2}{24\pi \alpha}.
\]
This shows that if we use the expression in (A.2), since we integrate over two copies of the sector of angle \( \alpha \), the contribution to the \( t^0 \) term in the heat trace for the cone of angle \( 2\alpha \) is
\[
\frac{1}{2} \left( \frac{\pi^2 - \alpha^2}{24\pi \alpha} + \frac{\pi^2 - \alpha^2}{24\pi \alpha} \right) = \frac{\pi^2 - \alpha^2}{12\pi \alpha}.
\]
In terms of the opening angle of the cone,
\[
\gamma = 2\alpha,
\]
we may re-write this as
\[
\frac{\pi^2 - (\gamma/2)^2}{12\pi \gamma/2} = \frac{(2\pi)^2 - \gamma^2}{24\pi \gamma}.
\]
Note that our calculation agrees with Cheeger’s expression [20, 4.42], and we have computed by a completely independent method.

**Appendix B. Polyakov formula for changing the angle of a finite cone**

An alternative way to obtain the differentiated Polyakov formula on a finite cone is by considering conformal transformations of the metric that represent a change in the cone angle, analogous to the approach of [5]. In this case, the conformal factors have logarithmic singularities at the conical singularity. We represent a finite circular cone with opening angle \( \alpha \) by \((M_\alpha, g_\alpha)\), where

\[
M_\alpha = [0, 1] \times S^1_\alpha, \quad S^1_\alpha = \{ e^{i \frac{2 \pi \phi}{\alpha}} | 0 \leq \phi \leq \alpha \}
\]

with metric

\[
g_\alpha = dr^2 + r^2 d\phi^2, \quad r \in [0, 1], \quad \phi \in S^1_\alpha.
\]

With this description, we have that

\[
\int_{S^1_\alpha} d\phi = \alpha,
\]

is the cone angle. Above we wrote \( S^1_\alpha \), however, if there is no place to confusion, we drop the angle in the notation.

As in [5, §2], we fix a cone \( Q = M_\beta \) with opening angle \( \beta \leq \alpha \). We use \((\rho, \theta)\) to denote polar coordinates on \( Q \), so that the metric on \( Q \) is

\[
g_\beta = d\rho^2 + \rho^2 d\theta^2, \quad \rho \in [0, 1], \quad \theta \in S^1_\beta.
\]

Analogously \( Q \) has cone angle

\[
\int_{S^1_\beta} d\theta = \beta.
\]

In order to express the variation of the cone angle as a conformal transformation, we define the map

\[
\Psi_\gamma : Q \rightarrow M_\gamma, \quad (\rho, \theta) \mapsto \left( \rho^{\gamma/\beta}, \gamma \theta \right) = (r, \phi).
\]

We consider the opening angle, \( \gamma \) as a variable and will differentiate with respect to this variable and then evaluate at \( \gamma = \alpha \). The pull-back metric of the metric \( g_\gamma \) is

\[
h_\gamma := \Psi_\gamma^* g_\gamma = e^{2\sigma_\gamma} \left( d\rho^2 + \rho^2 d\theta^2 \right),
\]

where

\[
\sigma_\gamma(\rho, \theta) = \log \left( \frac{\gamma}{\beta} \right) + \left( \frac{\gamma}{\beta} - 1 \right) \log \rho.
\]

The calculations to compute the variational Polyakov formula in this case are completely analogous to those for the sector in [5]. First we obtained the existence of a short time asymptotic expansion

\[
\text{Tr}_{L^2(M_\alpha, g_\alpha)} \left( \mathcal{M}_{1+\log t} e^{-t \Delta_\alpha} \right) \sim a_0 t^{-1} + a_1 t^{-\frac{3}{2}} + a_{2,0} \log(t) + a_{2,1} + O(\sqrt{t \log t}),
\]

for \( t \downarrow 0 \). For a truncated cone with Dirichlet boundary condition at the smooth boundary component, \( \ker(\Delta_\alpha) = \{0\} \), therefore, the proof for finite sectors in [5] immediately implies the formula

\[
\left. \frac{d}{d\gamma} \zeta_{\gamma}(0) \right|_{\gamma=\alpha} = \frac{2}{\alpha} \left( -\gamma a_{2,0} + a_{2,1} \right).
\]
At this point we could continue with the proof as in the case for sectors in [5], using Carslaw’s formula for the heat kernel, now on an infinite cone, and look for all the terms and contributions to the formula given above. However, a more straightforward approach is obtained if we use the relationship between the determinant on the sector and the cone
\[ \frac{d}{d\alpha} \log \det(\Delta_{C_{\alpha}}) = \frac{d}{d\alpha} \log \det(\Delta_{S_{\alpha/2}}). \]

Then one simply uses the formula we have obtained on the right side.
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