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Abstract
This paper presents the distributed pinning consensus solution for nonlinear positive multi-agent systems with nonlinear control input by applying observer-based control protocols. The network topology is considered as a directed and fully connected structure. By considering sector input nonlinearities and various forms of topologies, two kinds of state observers involving standard observer and distributed pinning observer are presented for each regarded nonlinear agent by applying a novel analysis directly dealing with the nonlinear input and nonlinear system dynamics. The measured local output detail outlines the first observer, and the other observer is achieved via the corresponding output detail of its adjacent agents. Based on further observed state details, a distributed pinning observer-based strategy is derived for the leader-follower non-negative global consensus of the nonlinear positive multi-agent system. Additionally, two multi-step algorithms are proposed to set up the observer gains and each protocol criterion. Performance evaluations are provided to confirm the proposed control method and illustrate the effectiveness of the derived non-negative consensus observer-based protocols.
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1. Introduction
The distributed cooperative control approach of multi-agent systems (MASs) has been investigated previously in many cases. These systems are applicable in control, sensing, communication network technologies, and district heating and cooling networks. Other substantial perspectives of analyzing distributed MASs are using consensus or synchronization control problems in recent years [1] since most of the coordination control problems can be stated into consensus problems [2]. Besides, by considering the physical features of technical systems such as nonlinearity, actuation, and model uncertainties, the latest consensus studies have been developed based on these physical factors [3, 4, 5, 6] to improve the networks' performance.

Most recently proposed consensus protocols considered general MASs with undirected networks [7, 8]. Since the Laplacian matrices of MASs are asymmetrical, analyzing consensus problems of nonlinear MASs in directed networks becomes much more complicated than undirected approaches. Thus, some distinctive approaches have been made to design fully distributed consensus protocols for directed topologies [9, 10].
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because distributed networks can be more flexible and computationally efficient according to their sparse communication networks. Distributed consensus studies are categorized into regulator-based consensus problems \[11, 12\] and the tracking-based consensus problems \[13, 14, 15, 16\]. The majority of the studies are related to analyzing tracking consensus problems with single or more leaders in many areas, for instance, in power grids with various distributed generation units \[17, 18\]. The main issue in developing distributed tracking consensus cases is sharing objective information with agents. To overcome this matter, considering that agents can receive information from the desired trajectory, the consensus tracking problem can be dealt with using classical centralized methods. In some cases when defining consensus strategies, it is desired that all the states converge to a prescribed value. For this purpose, one can make each state converge to the prescribed value by employing a negative feedback term applied to each agent. Interestingly, it is not mandatory to have controllers on all nodes due to the network’s interaction. This technique is known as pinning control. For extensive networks with several agents \[19\], it is not affordable and easy to compute agents one by one to achieve the desired consensus information. In such networks, a distributed pinning tracking control method is the solution to obtain the desired trajectory by sharing that information with a small number of agents. However, it is much more of interest for control engineers in providing pinning-based control strategies by sharing information with only one agent, which makes the implementation of the presented method much more straightforward.

Later, consensus strategies are obtained according to observer-based methods as some of the states may be unavailable in a multi-agent network \[20, 21, 22\]. In \[23\], distributed observers are applied to estimate the velocity of an assumed leader to reach and provide tracking/formation control of the network. Additionally, the distributed observer-based protocol based on relative output information is investigated in \[24\]. Moreover, a reduced-order observer-based consensus solution is proposed in \[25\]. Developing distributed consensus protocols by using edge/node information or utilizing intermittent observers are considered in \[26\] and \[27\].

For reduced-order observer-based consensus, an altered algorithm is proposed in \[28\] by bringing up the system’s stability measure using the average dwell time approach and piecewise Lyapunov functions. Because the final goal is to implement multi-agent strategies in reality, it is obligatory to consider nonlinearities, saturations, and uncertainties in mathematical modeling to develop optimal consensus protocols \[29, 30, 31, 32, 33\]. Furthermore, to provide local consensus conditions for nonlinear MASs, the effects of the minimum nonzero eigenvalue of the Laplacian matrix with general algebraic connectivity consideration and spanning trees in directed topologies are analyzed in \[34\]. First and second-order MASs with intrinsic Lipschitz nonlinearities are investigated in \[35\] with fixed or switching directed networks to exploit the influence of the interaction concepts of positions and velocities in these networks. As a more advanced work about applying Lipschitz nonlinearities, an adaptive fully distributed consensus method without employing the global interaction information is introduced in \[36\]. For the goal of synchronizing linear undirected multi-agent networks, a control framework is developed in \[37\] by considering sector nonlinearities. The cyclic-small gain approach is introduced in \[38\] to obtain observer-based consensus under bounded uncertainties to lead agents to a limited region of the favorite consensus information. Also, the asymptotic and finite-time consensus of MASs under actuator saturation with or without time delays is studied in \[39\]. The low gain feedback method is considered, and generalized to an observer-based consensus scheme in \[40\] and \[41\] to provide semi-global consensus under input saturations in switching networks. Moreover, for undirected and directed multi-agent networks, an observer-based leader-following consensus for agents with uncertain dynamics is proposed in \[42\].

Positive systems are branches of systems in which their state variables and outputs remain non-negative
for non-negative initial conditions and inputs. These systems have been studied more due to their applications in various essential areas, such as economics, biology, communications, population models, heat exchangers, distillation columns, storage systems, and stochastic models with non-negative states, etc. [43, 44]. For instance, even the R-C circuit can represent a positive system because the non-negative value of the capacitor’s voltage is initially such [44]. Since positive systems are often occurring in real-life contexts, it is necessary to study their properties. Some positive systems’ applications are discussed in [44] in complete details, such as Leontief models for price and production’s predicting, the Leslie model to study age-structured populations, the Markov chains, the compartmental models, and the birth and death processes. Additionally, positive interconnected systems are analyzed from the stability viewpoint by [45] with the $L_1$ gain test. The authors specified acceptability and stability measures of positive systems with the $L_1$ induced norm of each positive subsystem and with the calculated Frobenius eigenvalue of the determined interconnection matrix [46]. For the goal of analyzing the exponential stability of switched positive linear systems with time-varying delays, [47] presented a weak excitation. Further, new outcomes on the stability of switched positive systems under time delays by considering copositive Lyapunov function are presented in [48]. Another approach [49] introduced the stability conditions of discrete-time positive systems with some conditions in their inputs or states.

Positive MASs are introduced when the state variables in MASs remain non-negative. Recently, positive MASs have been remarkably gained attention to the study. As an example, in [50], the containment control problem of MASs is solved by applying positive systems’ fundamentals under heterogeneous and unbounded communication delays. Furthermore, the positive edge-consensus approach for nodal networks is developed in [20] by employing output feedback schemes. Discrete-time positive edge-consensus for both directed and undirected nodal networks is studied in [51]. For complex networks, the positive-edge consensus is introduced in [43]. Recently, the positivity-preserving consensus problem of homogeneous MASs is investigated in [52]. Additionally, the problem of formation control for the group of positive interconnected systems and time delays is studied in [53] and [54]. Furthermore, for heterogeneous positive systems, stability criteria and consensus availability for these systems are investigated in [55] and [56]. Finally, the corresponding consensus conditions for directed and linear positive MASs with control input nonlinearity are proposed in [57] and then, the non-negative global consensus conditions are proposed. Another interesting application of positive MASs is in providing smart control strategies for distributed energy management networks [58, 59] or investigating smart homes’ flexible energy systems [60]. Besides, since in complex networks, using pinning control only requires applying controllers on a small fraction of the nodes, the pinning control strategy has an advantage over other techniques. It is worth noting that pinning consensus has not been proposed for linear or nonlinear positive MASs. Although some recent practical methods have been developed for analyzing directed positive MASs, other new procedures should be introduced and designed to cope with different consensus protocols of linear and nonlinear positive systems. This matter encourages us to assume the non-negative pinning consensus problem of nonlinear positive MASs with directed graphs and nonlinear dynamics, like uncertainties in modeling and sector input nonlinearities.

Inspired by the reviewed approaches, we present the global leader-following non-negative consensus of nonlinear directed positive MASs with sector input nonlinearities by defining the full-order and distributed observer-based protocols. The contribution of the paper is characterized by the following four aspects. First, a novel distributed pinning-based observer is proposed for positive systems to find every agent’s state details by sharing their communication network. Second, nonlinear positive MASs are generally considered and
therefore, as the particular case of the current paper to develop any containment tracking/formation control solutions of linear MASs with different types of observer-based protocol, the presented methods of the current paper can be applied to any linearized positive MASs around their equilibrium points. For instance, if there are no isolated and pinned nodes in the network and the agents’ dynamics are linearized around their equilibrium points. Then, this article’s obtained results can be applied to develop containment formation control for linear systems like the one developed in [61] as long as the linear MAS states remain positive. It is worth noting that most approaches on pinning consensus assume pinning a fraction of nodes. However, a few studies for conventional MASs and none for linear or nonlinear positive MASs consider pinning only one node. Third, the consensus is proven for the case that only one node is assumed to be pinned. Fourth, to implement the proposed approach, two multi-step algorithms are provided to calculate the feedback matrices and design the observer-based consensus strategies.

The remainder of the paper is organized as follows. In Section 2, the main problem is given and formulated. Thereafter, non-negative consensus results and conditions with main algorithms and theorems for fully connected directed nonlinear positive MASs with sector input nonlinearities are proposed based on various types of observer-based control schemes. Two numerical examples are discussed in Section 3 to illustrate the formulated theoretical effectiveness of the outcomes.

Notations and preliminaries: $R^{m \times m}$ ($R^{+}_{m \times m}$) signifies the $m \times m$ dimensional matrix with real elements (non-negative matrix with real elements) set. An $m \times m$ dimensional matrix $Q$ is determined to be Metzler if its non-diagonal elements are considered to be non-negative. Moreover, the matrix $Q (Q \geq 0)$ denotes a non-negative matrix if its elements are completely non-negative. The matrix $Q$ is determined to be positive if all of its elements are non-negative. Furthermore, $Q > 0$ denotes a positive definite matrix. As a result, $Q < 0$ denotes a negative definite matrix. In formulations, $\lambda_i(Q), (i = 1, \ldots, N)$ is the $i$-th largest eigenvalue of the matrix $Q$. $||\bullet||$ shows the Euclidean norm of a vector and the induced norm of a matrix. The $m \times m$ dimensional identity matrix is denoted as $I_m$. Also, the $m \times p$ dimensional zero matrix is shown as $0_{m \times p}$. For simplicity, the symmetrical elements of a symmetric matrix are written with symbol “*”. In deriving equations, if the dimensions of matrices are not directly stated, the dimensions are considered to be applicable for the algebraic calculations. Let a directed graph (digraph) $G$ with $N$ vertices ($v_1, v_2, \ldots, v_N$) indicates the interaction of the presented positive MAS. Denote $\tilde{A} = \{a_{ij}\} \in R^{N \times N}$ as the adjacency matrix of a digraph $G$, where $a_{ij} = 1$ if there is a directed path from $v_j$ to $v_i$, otherwise $a_{ij} = 0$. In addition, the Laplacian matrix of the directed network is stated as $L = \tilde{D} - \tilde{A}$, where $\tilde{D}$ is defined as a diagonal matrix represents the in-degree of vertex $v_i$ with $\tilde{d}_{ii} = \sum_{j \neq i} a_{ij}$. Also, the symbol Sym denotes the symmetric matrix.

2. Problem description and main results

Consider $N$ nonlinear positive MASs including sector nonlinearities in control inputs with the $i$-th agent’s dynamics as given below

$$
\begin{align*}
\dot{x}_i(t) &= Ax_i(t) + Hg(t, x_i(t)) + Bsec(u_i(t)) \\
y_i(t) &= Cx_i(t), \\
i &= 1, 2, \ldots, N,
\end{align*}
$$

(1)

where $x_i(t) \in R^{n_i \times 1}_+$ represents the $i$-th agent’s state and $A \in R^{m \times m}$ is considered to be Metzler. Also, $y_i(t) \in R^{q_i \times 1}_+$ is the measured non-negative output matrix of the $i$-th agent. Moreover, matrices $B, C,$ and
The above nonlinear system is assumed to be positive if the matrix \( A \) remains Metzler and the nonlinear functions remain positive for any positive initial states \([62]\). It is assumed that \((A, B, C)\) is observable and controllable. The term \( \sec(u_i(t)) \) stands for the sector nonlinearity of the \( i \)-th control input, where \( u_i(t) \in \mathbb{R}^{p \times 1} \) is the corresponding user-designed control law and is denoted as \[ \sec(u_i(t)) = [\sec(u_{1i}(t)) \sec(u_{2i}(t)) \ldots \sec(u_{pi}(t))]. \]

**Definition 1.** Generally, the nonlinear function \( \Phi(z) \) is assumed to be inside the sector \([m_l m_h]\) and

\[ m_l z_i^2 \leq z_i \Phi_i \leq m_h z_i^2, \quad i = 1, 2, \ldots, m, \]

where \((z_i, \Phi_i)\) is the \( i \)-th scalar element of \((z, \Phi)\).

Based on the sector nonlinearity’s above definition, for the control input \( u_i \), we can be conclude that

\[ m_l u_{ij}^2(t) \leq u_{ij}(t) \sec(u_{ij}(t)) \leq m_h u_{ij}^2(t), \]

where \( 0 \leq m_l \leq m_h < \infty, \ i \in \{1, 2, \ldots, N\}, \ j \in \{1, 2, \ldots, p\} \) and \( p, q \in \{1, 2, \ldots, m\} \). Additionally, \( g(\cdot, \cdot) : \mathbb{R} \times \mathbb{R}^{n \times 1} \to \mathbb{R}^{n \times 1} \) is a continuous function representing the nonlinear dynamics of the \( i \)-th agent. Furthermore, it is considered that the nonlinear function \( g \) meets the following Lipschitz criterion with a Lipschitz fixed value \( \beta \) as

\[ \|g(t, x(t)) - g(t, y(t))\| \leq \beta \|x(t) - y(t)\|, \quad t > 0. \]

For any initial states \( x_i(0) \quad (i = 1, 2, \ldots, N) \), the consensus problem can be solved asymptotically for the set of nonlinear agents by the designed control protocol \( u_i(t) \) if the following condition satisfies

\[ \lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0, \]

where \( x_i(t), x_j(t) \in \mathbb{R}^{n \times 1} \) and \( i, j \in \{1, 2, \ldots, N\} \).

A consensus state \( s(t) \in \mathbb{R}^{n \times 1} \) of the proposed positive MAS (1) needs to be a feasible trajectory of an isolated node complying with the following defined consensus state’s derivative

\[ \dot{s}(t) = As(t) + Hg(t, s(t)), \quad (3) \]

with \( s(0) = s_0 \).

**Lemma 1 ([63]).** For the directed graph \( G \), all of the eigenvalues of its Laplacian matrix involve non-negative real parts. Besides, the eigenvalue of the related right eigenvector \( 1_N \) of the Laplacian matrix is zero. It can be claimed that for the directed graph (digraph) \( G \) with a directed spanning tree, zero would be the simple eigenvalue of the Laplacian matrix \( L \).

**Definition 2 ([64]).** For any strongly connected directed graph \( G \), the generalized algebraic connectivity value is defined as

\[ a(L) = \min_{x^Tf = 0, \ x \neq 0} \frac{x^T \hat{L} x}{x^T \Gamma x}, \]

where \( f = [f_1, \ldots, f_N]^T \) indicates the corresponding left eigenvector of the graph Laplacian matrix \( L \) to its zero eigenvalues, in which \( f_i > 0 \) and \( \sum_{i=1}^{N} f_i = 1 \). Moreover, \( \hat{L} \) is defined as \( \hat{L} = \frac{(\Gamma L + L^T \Gamma)}{2} \), where \( \Gamma = diag\{f_1, \ldots, f_N\} \) and \( diag \) implies the diagonal elements of the matrix.
Lemma 2 ([64]). If it is assumed that the symmetric matrix $\hat{L}$ cannot be reduced anymore with the elements $\hat{L}_{ij} \leq 0 \ (i \neq j; i, j \in \{1, 2, \ldots, N\})$ and the fact that $\sum_{j=1}^{N} \hat{L}_{ij} = 0$, it consists $\min_{\lambda_{i} \in \sigma} \lambda_{i} = \lambda_{2}(\hat{L})$ if $\zeta = [\zeta_{1}, \zeta_{2}, \ldots, \zeta_{N}]^{T}$ is defined as the left eigenvector of the matrix $\hat{L}$ relating to its zero eigenvalue.

2.1. Full-order state observer consensus protocol for nonlinear positive multi-agent systems with nonlinear control input

The following full-order state observer is presented for the considered nonlinear positive multi-agent network (1)

\[
\begin{align*}
\dot{x}_i(t) & = A x_i(t) + H g(t, x_i(t)) + B \text{sec}(u_i(t)) + E (y_i(t) - \hat{y}_i(t)), \\
\dot{\hat{y}}_i(t) & = C \hat{x}_i(t),
\end{align*}
\] (5)

where $\hat{x}_i(t)$ signifies the estimation of the system's state $x_i(t)$, and $\hat{y}_i(t)$ implicates the output of the proposed observer system and $E$ is the feedback gain matrix.

To minimize the control cost, the objective information $s(t)$ is considered to be shared with a limited number of agents. Then, below distributed pinning consensus strategy according to the observed details from the system's states is presented as

\[
u_i(t) = \varphi K \sum_{j=1}^{N} a_{ij} (\hat{x}_i(t) - \hat{x}_j(t)) - \varphi d_i K (\hat{x}_i(t) - s(t))
\] (6)

where $\varphi$ and $K$ are the network coupling intensity and the feedback gain matrix, respectively, and $d_i$ represents the $i$-th node's pinning status, where $d_i = 1$ denotes the $i$-th node is pinned, otherwise $d_i = 0$. Moreover, $a_{ij}$ indicates the element of the adjacency matrix of the developed communication topology $G$.

By applying the control input protocol (6) and according to Eqs (1) and (5), the equations of the system’s state and its estimated value for the $i$-th agent for the nonlinear positive MAS with the sector nonlinearity form of control input are

\[
\begin{align*}
\dot{x}_i & = A x_i + H g(t, x_i(t)) + B \text{sec}(u_i(t)) + E (y_i(t) - \hat{y}_i(t)), \\
\dot{\hat{y}}_i & = C \hat{x}_i(t) + \text{EC} (x_i(t) - \hat{x}_i(t)) + B \text{sec}(\varphi K \sum_{j=1}^{N} a_{ij} (\hat{x}_i(t) - \hat{x}_j(t)) - \varphi d_i K (\hat{x}_i(t) - s(t)))
\end{align*}
\] (7)

by applying the Kronecker product, Eq.(7) is rewritten as

\[
\begin{align*}
\dot{x} & = (I_N \otimes A)x + (I_N \otimes H) g(t, x) + (I_N \otimes B) \text{sec}(\varphi (L \otimes K) \hat{x} - \varphi (D \otimes K) (\hat{x} - s)), \\
\dot{\hat{y}} & = (I_N \otimes (A - EC))\hat{x} + (I_N \otimes EC)x + (I_N \otimes H) g(t, \hat{x}) \\
& + (I_N \otimes B) \text{sec}(\varphi (L \otimes K) \hat{x} - \varphi (D \otimes K) (\hat{x} - s))
\end{align*}
\] (8)

where $D = \text{diag}\{d_i\}$ is the general pinning matrix. By defining the $i$-th agent’s state estimation error as $e_i(t) = x_i(t) - \hat{x}_i(t)$, based on (7), it can be concluded that

\[
\dot{e}_i(t) = (A - EC) e_i(t) + H \tilde{g}_i(t, x_i(t)), \hat{x}_i(t),
\] (9)

where $\tilde{g}_i(t, x_i(t), \hat{x}_i(t)) = g(t, x_i(t)) - g(t, \hat{x}_i(t))$. By denoting $e(t) = [e_1^T(t), e_2^T(t), \ldots, e_N^T(t)]^T$,
\[ \dot{\tilde{g}}_1(t, x(t), \dot{x}(t)) = [\tilde{g}_1^T(t, x_1(t), \dot{x}_1(t)), \tilde{g}_1^T(t, x_2(t), \dot{x}_2(t)), \ldots, \tilde{g}_1^T(t, x_N(t), \dot{x}_N(t))]^T, \]

and

\[ g(t, \dot{x}(t)) = [g(t, \dot{x}_1(t)), g(t, \dot{x}_2(t)), \ldots, g(t, \dot{x}_N(t))]^T, \]

the state estimation error can be rewritten as

\[ \dot{e}(t) = I_N \otimes (A - EC) e + (I_N \otimes H)\tilde{g}_1(t, x, \dot{x}). \]

Define \( \Omega = [\Omega_1^T, \Omega_2^T, \ldots, \Omega_N^T]^T \) with \( \Omega_i = [\tilde{e}_i(t), \tilde{e}_i^T(t)]^T, \Omega(u) = [\xi^T(u_1), \xi^T(u_2), \ldots, \xi^T(u_N)]^T \) and the general sector nonlinearity vector \( \sec(u) \) as \( \sec(u) = [\sec(u_1), \sec(u_2), \ldots, \sec(u_N)]^T. \) In further formulations, let \( \sec(u) = [\sec(u_1), \sec(u_2), \ldots, \sec(u_N)]^T. \)

\[ \dot{\Omega} = \left( I_N \otimes Q_1 + \varphi \frac{m_h + m_l}{2} (L - D) \otimes Q_2 \right) \Omega + \varphi \frac{m_h + m_l}{2} D \otimes Q_2 + G + (I_N \otimes \bar{B}) \xi(u), \]

\[ u = \varphi \left[ (L - D) \otimes \bar{K} \right] \Omega + \varphi s (D \otimes \bar{K}), \]

where \( Q_1 = \begin{bmatrix} A & EC \\ 0_{m \times m} & A - EC \end{bmatrix}, Q_2 = \begin{bmatrix} BK & 0_{m \times m} \\ 0_{m \times m} & 0_{m \times m} \end{bmatrix}, G = \begin{bmatrix} (I_N \otimes H)g(t, \dot{x}) & 0_{N \times m} \end{bmatrix}, \]

\[ \bar{B} = \begin{bmatrix} B \\ 0_{m \times p} \end{bmatrix} \] and \( \bar{K} = \begin{bmatrix} K & 0_{p \times m} \end{bmatrix}. \)

Let denote \( \Omega \) as \( \Omega = \left( (L - D) \otimes I_{2m} \right) \Omega, \) then

\[ \dot{\Omega} = \left( I_N \otimes Q_1 + \varphi \frac{m_h + m_l}{2} (L - D) \otimes Q_2 \right) \Omega + \varphi \frac{m_h + m_l}{2} (L - D) \otimes Q_2 + (I_N \otimes G) + \left((L - D) \otimes B\right) \xi(u), \]

\[ u = \varphi \left[ I_N \otimes \bar{K} \right] \Omega + \varphi sD \left((L - D)^{-1} \otimes \bar{K}\right). \]

\textbf{Lemma 3.} Since it is considered that \( (A, C) \) is observable, then the initial value of the matrix \( E \) for further calculations can be selected to certify that \( (A - EC) \) remains stable and

\[ \min_{w \in \mathbb{R}^+} \sigma_{\min} (A - EC - jwI) > \beta \|H\| \]

where \( \beta \) and \( H \) are the Lipschitz constant and the defined coefficient matrix of the system's nonlinear function, respectively. Besides, based on (13), the concluded below Riccati equation

\[ (A - EC)^T P + P (A - EC) + (\beta \|H\|)^2 PP + I_m + \delta I_m = 0 \]

includes a symmetric positive definite solution \( P \) for some \( \delta > 0 \) which satisfies (13) [65].

\textbf{Theorem 1.} According to a fully connected directed nonlinear positive multi-agent network \( \mathcal{G} \) with \( N \) positive agents, the dynamical multi-agent nonlinear system is interpreted by (1) with sector input nonlinearities. Then, there is a full-order state observer such that the non-negative consensus is obtained according to the proposed distributed pinning consensus strategy (6) if the below conditions are met

1. \( A - (\varphi \frac{m_h + m_l}{2}) (l_{ii} - d_i) \eta BB^T \Pi^{-1}, i = 1, \ldots, N, \) and \( (A - EC) \) are Metzler. Besides, \( -BB^T \Pi^{-1} \) and
where $\Pi = V^{-1}, \gamma_i = \phi(s) + 1)a(L - \mathcal{D})(m_h + m_l)\eta - \left(\frac{\lambda_i(\Gamma LL^T\Gamma)}{f_i}\right) - \left(\frac{g^2(m_h - m_l)^2}{4f_i}\right), i = 1, \ldots, N$; 
\lambda_i(\Gamma LL^T\Gamma) represents the $i$-th eigenvalue of $\Gamma LL^T$ and $a(L - \mathcal{D})$ is calculated based on the definition of general algebraic connectivity of the directed graph $G$, where $L$ is the Laplacian matrix of the assumed graph and $D = diag\{d_i\}$ is the general pinning matrix.

**Proof of Theorem 1.** The first equation of (12) is given as

$$
\dot{\Omega}_i = Q_i \Omega_i + \sum_{j=1}^{N} a_{ij}(\Omega_i - \Omega_j) - d_i \Omega_i + G_i + B \left( \sum_{j=1}^{N} a_{ij}(\xi(u_i) - \xi(u_j)) - d_i \xi(u_i) \right)
$$

where $\bar{m} = m_h + m_l$. Assume the following positive definite Lyapunov function candidate

$$
V(t) = V_1(t) + V_2(t) = e^T(t) \left( I_N \otimes P \right) e(t) + \sum_{i=1}^{N} f_i \Omega_i^T F \Omega_i,
$$

where $P$ is the positive definite matrix solution of the obtained Riccati equation (14) and matrix $F = diag\{V, V\} \in \mathbb{R}^{2m \times 2m}$ with its element $V$ is positive.

Taking the derivative of $V_1(t)$ leads to

$$
\dot{V}_1(t) = 2e^T \left( I_N \otimes P \right) \dot{e} = 2e^T \left( I_N \otimes P \right) \left( (A - EC) e + (I_N \otimes H) \tilde{g}_1(t, e) \right)
$$

$$
\leq e^T I_N \otimes \left( (A - EC)^T P + P(A - EC) + (\beta \|H\|^2 PP + I_m) \right) e
$$

where the given inequality can be applied

$$
2e_i P \tilde{H} \tilde{g}_1(t, e_i) \leq 2 \|Pe_i\| \cdot \|H\tilde{g}_1(t, e_i)\| \leq 2\|H\| \cdot \|Pe_i\| \cdot \|e_i\| \leq (\beta \|H\|^2 e_i^T PP e_i + e_i^T e_i.
$$

Therefore, for $\dot{V}_1(t)$,

$$
\dot{V}_1(t) \leq e^T I_N \otimes \left( (A - EC)^T P + P(A - EC) + (\beta \|H\|^2 PP + I_m) \right) e \triangleq e^T I_N \otimes \Sigma e
$$

$$
< \delta e^T (I_N \otimes I_m) e.
$$

On the other side, calculating the derivative of $V_2(t)$ gives

$$
\dot{V}_2(t) = \sum_{i=1}^{N} f_i \Omega_i^T F (Q_i \Omega_i) + \sum_{i=1}^{N} f_i \Omega_i^T F \times \frac{m}{2} Q_2 \left( \sum_{j=1}^{N} a_{ij}(\Omega_i - \Omega_j) - d_i \Omega_i \right)
$$

$$
+ 2 \sum_{i=1}^{N} f_i \Omega_i^T F \times \phi \frac{m}{2} Q_2 \left( \sum_{j=1}^{N} a_{ij}(\Omega_i - \Omega_j) - d_i \Omega_i \right)
$$
\[
\begin{align*}
+ 2 \sum_{i=1}^{N} f_i \Omega_i^T F (G_i + B \sum_{j=1}^{N} a_{ij} (\xi_i - \xi_j)) &= 2 \sum_{i=1}^{N} f_i \Omega_i^T (F Q_i \Omega_i) \\
+ 2 \sum_{i=1}^{N} f_i \Omega_i^T \times \frac{m}{2} F Q_k \left( \sum_{j=1}^{N} a_{ij} (\Omega_i - \Omega_j) - d_i \Omega_i \right) \\
+ 2 \sum_{i=1}^{N} f_i \Omega_i^T \times \frac{s m}{2} d_i F Q_k \left( \sum_{j=1}^{N} a_{ij} (\Omega_i - \Omega_j) - d_i \Omega_i \right) + 2 \sum_{i=1}^{N} f_i \Omega_i^T (F G_i) \\
+ 2 \sum_{i=1}^{N} f_i \Omega_i^T (F B \sum_{j=1}^{N} a_{ij} (\xi_i - \xi_j)) &= 2 \Omega^T (\Gamma \otimes F Q_1 + \frac{m}{2} \Gamma (L - D) \otimes F Q_2) \Omega \\
+ 2 \Omega^T (\frac{m}{2} \Gamma (L - D) s \otimes F Q_2 + (\Gamma \otimes F G) + (\Gamma L \otimes F B) \xi (u)) \Omega \\
&\leq \Omega^T (\Gamma \otimes (F Q_1 + Q_1^T F - \varphi a (L - D) (\bar{m}) \eta F B B^T F - \varphi D s a (L - D) (\bar{m}) \eta F B B^T F)) \Omega \\
&+ 2 \Omega^T (F G + G T F) + 2 \Omega^T (\Gamma L \otimes F B) \xi (u), \tag{16}
\end{align*}
\]

and \(\eta\) is a positive constant. Because of the feature of sector nonlinearities that \((\sec (u) - m_h u)^T (\sec (u) - m_l u) \leq 0\), then it is not difficult to conclude that \(\xi^T (u) \xi (u) \leq \left( \frac{(m_h - m_l)^2}{4} \right) u^T u\). So,

\[
\begin{align*}
\dot{V}_2 \leq \Omega^T \left( \Gamma \otimes \left( F Q_1 + Q_1^T F - \varphi a (L - D) (\bar{m}) \eta F B B^T F - \varphi D s a (L - D) (\bar{m}) \eta F B B^T F \right) \right) \Omega \\
+ 2 \Omega^T \Gamma (F G + G T F) + \Omega^T \left( \Gamma L L T \Gamma \otimes F B B^T F \right) \Omega + \xi^T (u) \xi (u) \\
&\leq \Omega^T \left( \Gamma \otimes \left( F Q_1 + Q_1^T F - \varphi a (L - D) (\bar{m}) \eta F B B^T F - \varphi D s a (L - D) (\bar{m}) \eta F B B^T F \right) \right) \Omega \\
&+ 2 \Omega^T \Gamma (F G + G T F) + \Omega^T \left( \left( \Gamma L L T \Gamma + \frac{\eta^2 (m_h - m_l)^2}{4} I_N \right) \otimes F B B^T F \right) \Omega \\
&= \Omega^T \left( \Gamma \otimes (F Q_1 + Q_1^T F) \right) \Omega - \Omega^T \left( (\varphi a (L - D) (\bar{m}) \eta \Gamma) \otimes F B B^T F \right) \Omega \\
&- \Omega^T \left( (\varphi D s a (L - D) (\bar{m}) \eta \Gamma) \otimes F B B^T F \right) \Omega + 2 \Omega^T \Gamma (F G + G T F) \\
&+ \Omega^T \left( \left( \Gamma L L T \Gamma + \frac{\eta^2 (m_h - m_l)^2}{4} I_N \right) \otimes F B B^T F \right) \Omega = \Omega^T \left( \Gamma \otimes \left( F Q_1 + Q_1^T F \right) \right) \Omega \\
&- \Omega^T \left( (\varphi a (L - D) (\bar{m}) \eta \Gamma) \otimes F B B^T F \right) \Omega - \Omega^T \left( (\varphi D s a (L - D) (\bar{m}) \eta \Gamma) \otimes F B B^T F \right) \Omega \\
&+ 2 \Omega^T \Gamma (F G + G T F) + \Omega^T \left( \left( \Xi + \frac{\eta^2 (m_h - m_l)^2}{4} I_N \right) \otimes F B B^T F \right) \Omega \tag{17}
\end{align*}
\]

where \(\Xi = (Z T \otimes I) \Omega\) and \(Z T \Gamma L L T \Gamma Z = \Xi = \text{diag}\{\lambda_i (\Gamma L L T \Gamma)\}, i = 1, \ldots, N\) and \(Z\) is an orthogonal matrix. Thus, for the \(\dot{V}(t)\) we can conclude that

\[
\begin{align*}
\dot{V} \leq \delta e^T (I_N \otimes I_m) e + \Omega^T \left( \Gamma \otimes (F Q_1 + Q_1^T F) \right) \Omega - \Omega^T \left( (\varphi a (L - D) (\bar{m}) \eta \Gamma) \otimes F B B^T F \right) \Omega \\
- \Omega^T \left( (\varphi D s a (L - D) (\bar{m}) \eta \Gamma) \otimes F B B^T F \right) \Omega + 2 \Omega^T \Gamma (F G + G T F) \\
+ \Omega^T \left( \left( \Xi + \frac{\eta^2 (m_h - m_l)^2}{4} I_N \right) \otimes F B B^T F \right) \Omega
\end{align*}
\]
Due to the nonlinearities in the agents’ models and control inputs, the estimated states contain some errors in comparison to real states. It is worth noting that when $\dot{V} < 0$, then $\Sigma < 0$, and $\lim_{t \to \infty} e(t)$ will converge to zero with a very small estimation error, which also infers the asymptotically stable conditions. This estimation error can be ignored for real-life plants with relatively low control performance precisions. Additionally, based on states’ initial conditions and the network topology, the set of estimated states will reach to the agreement over time. Furthermore, we can conclude that $\overline{\eta}$ and $\xi(u)$ converge to zero for large values of $t$ ($t \to \infty$) and the consensus is consequently provided. Since $(A - EC)$ remains Metzler and the state variables remain non-negative in the considered MAS to have the nonlinear system’s stability and the fact that we proved the consensus is reached over the time-horizon, the consensus value is guaranteed to be non-negative for the defined nonlinear positive MAS. Subsequently, the observed value from each agent’s state is applied to provide the optimal distributed pinning consensus strategy. In the simulation results, both estimation and consensus errors are calculated to verify the mentioned claim. Let define $\Delta$ as follows

$$\Delta = e^T I_N \otimes \Sigma e + f_i \left( F (Q_1 + G) + (Q_1 + G)^T F \right) - (\varphi (D s + 1) a (L - D) (\overline{m}) \eta f_i - \lambda_i (\Gamma LL^T \Gamma)$$

$$- \left( \frac{\eta^2 (m_h - m_i)^2}{4} \right) F BB^T F, i = 1, \ldots, N.$$  

From (17), it can be inferred that $\dot{V} < 0$ if $\Delta < 0$ for $i = 1, \ldots, N$; that is

$$\Delta = \frac{\Delta}{f_i} = e^T I_N \otimes \Sigma e + F (Q_1 + G) + (Q_1 + G)^T F$$

$$- (\varphi (D s + 1) a (L - D) (\overline{m}) \eta - \left( \frac{\lambda_i (\Gamma LL^T \Gamma)}{f_i} \right) - \left( \frac{\eta^2 (m_h - m_i)^2}{4f_i} \right) ) F BB^T F < 0.$$  

Let define $\gamma_i$ as the following

$$\gamma_i = \varphi (d_i s + 1) a (L - D) (\overline{m}) \eta - \left( \frac{\lambda_i (\Gamma LL^T \Gamma)}{f_i} \right) - \left( \frac{\eta^2 (m_h - m_i)^2}{4f_i} \right), i = 1, \ldots, N.$$  

By substituting $Q_1$ into (18) and using (19), we have the given simplified LMI form as

$$
\begin{bmatrix}
V (A + H) + (A^T + H^T) V - \gamma_i VBB^T V + \sum_{i} \frac{\gamma_i}{f_i} V (EC + H) \\
Sym(VA - VEC)
\end{bmatrix} < 0.
$$  

By pre- and post-multiplying Eq.(19) by $V^{-1}$, the given quadratic matrix inequalities are obtained

$$
\begin{bmatrix}
(A + H) \Pi + \Pi (A^T + H^T) - \gamma_i BBB^T + \sum_{i} \frac{\gamma_i}{f_i} (EC + H) \Pi \\
Sym(A \Pi - ECP)
\end{bmatrix} < 0,
$$  

where $\Pi = V^{-1}$. Consequently, the consensus condition is proposed above. In the rest, the obligatory requirements to keep the non-negative feature of the whole system are presented. From the augmented system (11), the system matrix $I_N \otimes Q_1 + \varphi \frac{m_h + m_i}{2} (L - D) \otimes Q_2$ should be Metzler, which leads to $A - (\varphi \frac{m_h + m_i}{2}) (l_{ii} - d_i) \eta BB^T \Pi^{-1}, i = 1, \ldots, N$, and $(A - EC)$ are Metzler. Besides, $-BB^T \Pi^{-1}$ and $-EC$ are non-positive.
In conclusion, the non-negative full-order state observer consensus is attained if the LMI in (21) is stabilized concurrently subject to the non-negative constraints. To have appropriate matrices \( \Pi \) and \( E \), the convex optimization approach is applied to deal with LMIs depending on the non-negative terms. More information is brought in Algorithm 1.

The proof of Theorem 1 is completed. ■

**Algorithm 1.** According to the fully-connected direct nonlinear positive MAS with sector input nonlinearities, with Laplacian matrix \( L \) and the general pinning matrix \( D = \text{diag}\{d_i\} \), firstly, \( f \) and \( \lambda_i (\Gamma L L^T \Gamma) \) should be calculated. Next, set the constants \( m_h \) and \( m_l \).

**Step 1:** Select the initial value of the matrix \( E \) that satisfies (13).

**Step 2:** Choose a positive definite matrix \( P \) that satisfies (14) and then calculate \( \Sigma \).

**Step 3:** Choose a positive definite matrix \( \Pi \), and solve the corresponding LMIs in 1) with the determined terms of the condition and 2) to have an optimally calculated matrix \( E_{\text{opt}} \) which can minimize \( \alpha \), and

\[
\begin{align*}
1. \quad & (A + H) \Pi + \Pi \left( A^T + H^T \right) - \gamma_i B B^T + \Pi \sum_{f_i} \Pi \quad \frac{1}{\sqrt{f_i}} \quad (E C + H) \Pi \quad \text{Sym}(\Pi \Pi - E C \Pi) < a_1 I_{2m}, \\
2. \quad & A - \left( \frac{m_h + m_l}{2} \right) (l_{ii} - d_i) \eta B B^T \Pi^{-1}, i = 1, \ldots, N, \text{ and } (A \Pi - E C) \text{ are Metzler. Besides, } -B B^T \Pi^{-1} \text{ and } -E C \text{ are non-positive.}
\end{align*}
\]

Let \( a_{\text{opt1}} \) be the minimized value of \( \alpha \).

**Step 4:** If \( a_{\text{opt1}} \leq 0 \), then \( \Pi \) and \( E_{\text{opt}} \) are the optimal solutions of the described LMIs. Otherwise, if \( a_{\text{opt1}} > 0 \), let \( E = E_{\text{opt}} \), and find the solution of the LMIs in 1) with the determined terms of the condition and 2) to have an optimally calculated matrix \( E_{\text{opt}} \) which can minimize \( \alpha \), and

\[
\begin{align*}
1. \quad & (A + H) \Pi + \Pi \left( A^T + H^T \right) - \gamma_i B B^T + \Pi \sum_{f_i} \Pi \quad \frac{1}{\sqrt{f_i}} \quad (E C + H) \Pi \quad \text{Sym}(\Pi \Pi - E C \Pi) < a_1 I_{2m}, \\
2. \quad & A - \left( \frac{m_h + m_l}{2} \right) (l_{ii} - d_i) \eta B B^T \Pi^{-1}, i = 1, \ldots, N, \text{ and } (A \Pi + E C) \text{ are Metzler. Besides, } -B B^T \Pi^{-1} \text{ and } -E C \text{ are non-positive.}
\end{align*}
\]

Let \( a_{\text{opt2}} \) be the further minimized value of \( \alpha \).

**Step 5:** If \( a_{\text{opt2}} \leq 0 \), then \( \Pi_{\text{opt}} \) and \( E_{\text{opt}} \) are the optimal solutions of the described LMIs. Otherwise, start over from step 3 again.

### 2.2. Distributed full-order state observer consensus protocol for nonlinear positive multi-agent systems with nonlinear control input

In the following, another form of the full-order state observer consensus protocol is presented to estimate the state information of each nonlinear positive agent with sector nonlinearity. Because of the exclusivity of the communication topology in a distributed network, the output information of adjacent agents can be applied to ascertain the state observer and reduce the computational complexity [66]. For that reason, the given distributed pinning observer is introduced as

\[
\begin{align*}
\dot{x}_i (t) &= A x_i (t) + H g (t, x_i (t)) + B \text{sec} (u_i (t)) + \mu d_i E \left( \tilde{y}_i (t) - y_i (t) \right) \\
&\quad + \mu d_i E \left( \sum_{j=1}^{N} a_{ij} \left( \tilde{y}_i (t) - \tilde{y}_j (t) \right) - \sum_{j=1}^{N} a_{ij} (y_i (t) - y_j (t)) \right), \\
\tilde{y}_i (t) &= C x_i (t), \quad i = 1, 2, \ldots, N,
\end{align*}
\]
where \( \hat{x}_i \) denotes the state estimation, \( \hat{y}_i \) is the output of the designed observer and \( d_i \) is each agent’s pinning information where \( d_i = 1 \) if the \( i \)-th agent is pinned, otherwise \( d_i = 0 \). Also, \( \mu \) is the network coupling intensity. Besides, the distributed pinning consensus strategy is proposed as

\[
\dot{w}_i(t) = \varphi K \sum_{j=1}^{N} a_{ij}(\hat{x}_i(t) - \hat{x}_j(t)) - d_i \varphi K(\hat{x}_i(t) - s(t)), \quad (23)
\]

where \( \varphi \) and \( K \) are defined as the network coupling intensity and the specified feedback gain matrix, respectively.

With the above protocol \((23)\), the equations of the \( i \)-th agent’s state and its estimated value of the nonlinear positive MAS with sector nonlinearities are obtained as below

\[
\begin{align*}
\dot{x}_i(t) &= Ax_i(t) + Hg(t, x_i(t)) + Bsec \left( \varphi K \sum_{j=1}^{N} a_{ij}(\hat{x}_i(t) - \hat{x}_j(t)) - \varphi d_i K(\hat{x}_i(t) - s(t)) \right), \\
\dot{\hat{x}}_i(t) &= A\hat{x}_i(t) + Hg(t, \hat{x}_i(t)) + \mu d_i E C(\hat{x}_i(t) - x_i(t)) + \mu \sum_{j=1}^{N} a_{ij} EC(\hat{x}_i(t) - \hat{x}_j(t)) - \mu \sum_{j=1}^{N} a_{ij} EC(x_i - x_j) \\
&+ Bsec \left( \varphi K \sum_{j=1}^{N} a_{ij}(\hat{x}_i(t) - \hat{x}_j(t)) - \varphi d_i K(\hat{x}_i(t) - s(t)) \right). \\
\end{align*}
\]

By applying the Kronecker product, Eq.\((24)\) is rewritten as

\[
\begin{align*}
\dot{e}_i(t) &= (A - \mu d_i EC)e_i(t) + H\tilde{g}_1(t, x_i(t), \hat{x}_i(t)) + \mu \sum_{j=1}^{N} a_{ij} EC(e_j(t) - e_i(t)), \quad (26)
\end{align*}
\]

By denoting \( e(t) = [e_1^T(t), e_2^T(t), \ldots, e_N^T(t)]^T \), the state estimation error can be rewritten as

\[
\begin{align*}
\dot{e}(t) &= (I_N \otimes A - \mu (L + D) \otimes EC) e + (I_N \otimes H)\tilde{g}_1(t, x, \hat{x}) . \\
\end{align*}
\]

Define \( \tilde{\Omega} = [\tilde{\Omega}_1, \tilde{\Omega}_2, \ldots, \tilde{\Omega}_N]^T \) with \( \tilde{\Omega}_i = [\hat{x}_i^T, e_i^T]^T \). Moreover, \( \xi(u) = [\xi^T(u_1), \xi^T(u_2), \ldots, \xi^T(u_N)]^T \), and also, the general sector nonlinearity vector is denoted as \( \text{sec}(u) = [\text{sec}^T(u_1), \text{sec}^T(u_2), \ldots, \text{sec}^T(u_N)]^T \).

In further formulations, let \( \text{sec}(u) = [m + m_u] u + \xi(u) \).

Now, the Eq.\((25)\) can be rewritten as

\[
\begin{align*}
\hat{\Omega} &= \left( Q_1 + \varphi \frac{m}{2} (L - D) \otimes Q_2 \right) \Omega + \varphi s \frac{m}{2} D \otimes Q_2 + G + (I_N \otimes B) \xi(u) \\
\dot{u} &= \varphi \left[ (L - D) \otimes \tilde{K} \right] \hat{\Omega} + \varphi s (D \otimes \tilde{K}),
\end{align*}
\]

where \( m = m_h + m_l \), \( Q_1 = \begin{bmatrix} I_N \otimes A & \mu (L + D) \otimes EC \\ 0_{Nm \times Nm} & I_N \otimes A - \mu (L + D) \otimes EC \end{bmatrix} \), \( Q_2 = \begin{bmatrix} BK & 0_{m \times m} \\ 0_{m \times m} & 0_{m \times m} \end{bmatrix} \).
Let denote $Q$ as $Q = (L - D) \otimes \text{In}_m$, then
\[
Q = \begin{bmatrix}
(I_N \otimes H) g(t, x) & 0_{Nm \times Nm} \\
(I_N \otimes H) \hat{g}_1(t, x, \hat{x}) & 0_{Nm \times Nm}
\end{bmatrix}, \quad \overline{B} = \begin{bmatrix}
B \\
0_{m \times p}
\end{bmatrix} \quad \text{and} \quad \overline{K} = \begin{bmatrix}
K \\
0_{p \times m}
\end{bmatrix}.
\]


Theorem 2. According to a fully connected directed positive multi-agent network $G$ with $N$ positive agents, the dynamical multi-agent nonlinear system is interpreted by (1) with sector input nonlinearities. Then, there is a distributed pinning full-order state observer such that the non-negative consensus is obtained according to the proposed fully distributed pinning consensus strategy (23) if the below conditions are met:

1) $\text{Sym}(A - \mu I) \otimes I + (L - D) \otimes \text{In}_m$ are Metzler. Besides, terms $-VBB^T V$ and $-\mu(L + D) \otimes EC$ are non-positive, where $\mu$ is the network coupling intensity.

2) $\text{Sym}((A + H) I + I_0 (A^T + H)) < 0$.

Proof of Theorem 2. By considering the following Lyapunov candidate
\[
V(t) = V_1(t) + V_2(t) = e^T(t) (I_N \otimes \text{P}) e(t) + \sum_{i=1}^{N} f_i \Omega_i^T F \Omega_i,
\]
the procedure of proving this Theorem is as the same as Theorem 1, except in Theorem 2, by substituting the matrix $Q_1$ in Eq.(18) and using Eq.(19), the given new LMI is obtained as
\[
\begin{bmatrix}
\overline{\theta} & V(\mu_i EC + H) \\
\ast & \text{Sym}(VA - \mu_i VEC)
\end{bmatrix} < 0.
\]

where $\overline{\theta} = V(A + H) + (A^T + H^T) V - \gamma_i VBB^T V + \sum_{i} \gamma_i$. Moreover, the given quadratic matrix inequalities for a distributed full-order state-observer can be rewritten as
\[
\begin{bmatrix}
\theta & (\mu_i EC + H) \Pi \\
\ast & \text{Sym}(A\text{II} - \mu_i E\text{CII})
\end{bmatrix} < 0,
\]
where $\theta = (A + H) \Pi + \Pi (A^T + H^T) - \gamma_i BB^T + \Pi \overline{\Psi} \Pi$, $\Pi = V^{-1}$. Consequently, the consensus condition is proposed above. In the rest, the obligatory terms to keep the states of the system to be non-negative are presented. From the augmented system (28), the system matrix $Q_1 + \phi \frac{m+1}{2} (L - D) \otimes Q_2$ should be Metzler, which leads to $A - (\phi \frac{m+1}{2} (L - D) Q_2$, and $I_N \otimes A + \mu(L + D) \otimes EC$ are Metzler. Besides, $-VBB^T V$ and $-\mu(L + D) \otimes EC$ are non-positive.

In conclusion, the non-negative distributed full-order state observer consensus is attained if the LMI in (31)
is stabilized concurrently depending on the non-negative constraints. To have appropriate matrices $\Pi$ and $E$, the convex optimization approach is applied to deal with LMIs subject to the non-negative constraints. More information is brought in Algorithm 2.

The proof of Theorem 2 is completed.

**Algorithm 2.** According to the fully-connected direct nonlinear positive MAS with sector input nonlinearities, with Laplacian matrix $L$ and the general pinning matrix $D = \text{diag}\{d_i\}$, firstly, $f$ and $\lambda_i$ ($LL^T\Gamma$) should be calculated. Next, set the constants $m_h$ and $m_l$.

**Step 1:** Select the initial value of the matrix $E$ that satisfies (13).

**Step 2:** Choose a positive definite matrix $P$ that satisfies (14) and then calculate $\Sigma$.

**Step 3:** Choose a positive definite matrix $\Pi$, and find the solution of the corresponding LMIs in (1) with the determined terms of the condition and 2) to have an optimally calculated matrix $E_{opt}$ which can minimize $\alpha$, and

$$\begin{bmatrix} \theta & (H_i E + H) \Pi \\ \text{Sym}(A \Pi - H_i E \Pi) \end{bmatrix} < \alpha I_{2m},$$

where $\theta = (A + H) \Pi + \Pi (A^T + H^T) - \gamma_i B B^T + \Pi \frac{\Sigma_i}{2} \Pi$, $\Pi = V^{-1}$.

2) $A - (\varphi \frac{m_h + m_l}{2}) (l_{ii} - d_i) \eta V B B^T V$, and $I_N \otimes A - \mu (L + D) \otimes EC i = 1, \ldots, N$, are Metzler. Besides, $-V B B^T V$ and $-\mu (L + D) \otimes EC$ are non-positive.

Let $\alpha_{opt1}$ be the minimized value of $\alpha$.

**Step 4:** If $\alpha_{opt1} \leq 0$, then $\Pi$ and $E_{opt}$ are the feasible solutions of the described LMIs. Otherwise, if $\alpha_{opt1} > 0$, let $E = E_{opt}$, and find the solution of the LMIs in 1) with the determined terms of the condition and 2) to have an optimally calculated matrix $\Pi_{opt}$ which can minimize $\alpha$, and

$$\begin{bmatrix} \theta & (H_i E + H) \Pi \\ \text{Sym}(A \Pi - H_i E \Pi) \end{bmatrix} < \alpha I_{2m},$$

where $\theta = (A + H) \Pi + \Pi (A^T + H^T) - \gamma_i B B^T + \Pi \frac{\Sigma_i}{2} \Pi$, $\Pi = V^{-1}$.

2) $A - (\varphi \frac{m_h + m_l}{2}) (l_{ii} - d_i) \eta V B B^T V$, and $I_N \otimes A - \mu (L + D) \otimes EC i = 1, \ldots, N$, are Metzler. Besides, $-V B B^T V$ and $-\mu (L + D) \otimes EC$ are non-positive.

Let $\alpha_{opt2}$ be the further minimized value of $\alpha$.

**Step 5:** If $\alpha_{opt2} \leq 0$, then $\Pi_{opt}$ and $E_{opt}$ are the feasible solutions of the described LMIs. Otherwise, start over from step 3 again.

**Remark 1.** One of the goals of developing the methods in this article is to derive consensus strategies for positive multi-agent systems in case of pinning only one node to minimize the control cost (optimal global consensus). Furthermore, according to the theorems, any one of the nodes can be pinned and hence, new LMIs will be derived, which will lead to obtaining new optimal feedback matrices. On the other hand, if the number of pinned nodes increases, suboptimal consensus strategies will be obtained in which the control cost is higher than optimal case since controllers are implemented for more than one agent (node).

3. Performance evaluation

In this section, two examples are proposed to verify the effectiveness of the derived observer-based consensus protocols for both simple and complex networks. In the first example, the communication topology is assumed to be simple with few number of nodes and in the second example, a communication topology with more nodes is considered. For both simple and complicated cases, the observer-based consensus is calculated.
Figure 1: Directed communication topology for nonlinear agents in Example 1 with the isolated objective node (node 0).

according to the presented algorithms in the article. In further calculations, obtained values from each example and algorithm are denoted with subscripts opt (as optimal values), Ex.1 (as in Example 1), Ex.2 (as in Example 2), Alg.1 (from Algorithm 1), and Alg.2 (from Algorithm 2).

**Example 1.** The assumed communication topology of the directed network in this example is illustrated in Fig.1 with few number of agents. In this case, the eigenvalues of the Laplacian matrix for the considered directed graph are calculated as 3, 1.5 + 0.86607 and 1.5 — 0.86602.

Let denote parameters of the system (1) as below

\[
A = \begin{bmatrix}
-10.18 & 9.98 \\
10.3 & -9.84
\end{bmatrix}, \quad H = \begin{bmatrix}
0.698 & -0.26 \\
0.682 & -0.34
\end{bmatrix}, \quad B = \begin{bmatrix}
0.7 \\
0.7
\end{bmatrix}, \quad C = \begin{bmatrix}
0.7 & -0.3 \\
0.1 & 0.6
\end{bmatrix},
\]

and for the \(i\)-th agent, the control input sector nonlinearity \(\sec(u_i(t))\) and the nonlinear function \(g(t, x_i)\) are defined as follows

\[
\sec(u_i(t)) = 1.2u_i(t) - 0.3u_i(t) \sin(u_i(t)) \quad \text{and} \quad g(t, x_i) = \begin{bmatrix}
x_1 \sin(0.31x_1t) \\
x_2 \cos(0.31x_2t)
\end{bmatrix}.
\]

In this case, \(m_h = 1.2, m_l = 0.9, \beta = 1, \|H\| = 1.0641\). The system models are chosen to provide the positivity feature of the nonlinear agents before applying the developed algorithms. Then, the algorithms can be applied to preserve the whole system’s positivity and calculate the control strategies. Set constants \(\eta = 0.6, \varphi = 10, \mu = 15, \text{ and } \delta = 0.02\). The defined constants in the article are assumed to be known and user-defined values based on the network topology features, including the coupling intensities among agents. By considering various values for the constants which implies the different network structures, new LMIs are solved and new optimal feedback matrices are calculated. In obtaining simulation results, node 1 is considered to be the pinned node.

For the proposed distributed pinning protocol (6), the initial value of the matrix \(E\) is chosen as \(E = \begin{bmatrix}
17.1333 & 21.8667 \\
12.3644 & -3.5511
\end{bmatrix}\) based on (13) such that \(A - EC\) remains Metzler. Thus, it is easy to obtain the positive definite matrix \(P\) from the Riccati equation (14) and then calculate matrix \(\Sigma\) as follows.

\[
P = \begin{bmatrix}
0.0219 & 0.0112 \\
0.0112 & 0.1357
\end{bmatrix}, \quad \Sigma = \begin{bmatrix}
-0.0215 & -0.0004 \\
-0.0004 & -0.0198
\end{bmatrix}.
\]

Since there are four agents in the communication network, \(N = 4\).

According to the presented procedure in Algorithm 1 and by selecting \(\Pi\) as \(\Pi = \begin{bmatrix}
0.5 & 0 \\
0 & 0.5
\end{bmatrix}\), Theorem 1 is solved to calculate local observer values and feedback gain matrix. The following values are extracted from
Algorithm 1 and Theorem 1.

\[
\alpha_{opt, Ex. 1, Alg. 1} = -19.026, \quad E_{opt, Ex. 1, Alg. 1} = \begin{bmatrix} -0.1724 & 3.7982 \\ 3.7982 & 3.0183 \end{bmatrix}, \quad \Pi_{opt, Ex. 1, Alg. 1} = \begin{bmatrix} 1.05 & 0 \\ 0 & 1.05 \end{bmatrix}.
\]

Based on the above matrices, the feedback gain matrix \(K\) can be calculated by \(K = -\eta B^T \Pi\). So, for Theorem 1, \(K_{opt, Alg. 1}\) is calculated as

\[
K_{opt, Ex. 1, Alg. 1} = \begin{bmatrix} -0.4410 \\ -0.4410 \end{bmatrix}.
\]

Besides, according to obtained values from Algorithm 1, it is easy to see that \(A - \left(\varphi \frac{m_i + m_j}{2}\right) (l_{ii} - d_i) \eta B^T \Pi^{-1}\), \(i = 1, \ldots, N\), and \(A - E_{opt, Alg. 1} C\) are Metzler and \(-BB^T \Pi^{-1}\) and \(-E_{opt, Alg. 1} C\) are non-positive. Therefore, all conditions of Theorem 1 are met, and all obtained values for Theorem 1 are calculated optimally. Then, by Theorem 1, the consensus control problem of the system (1) with distributed pinning control (6) can be asymptotically dealt with. Fig.2 represents the convergence of real states of the system (1), the convergence of observer states, and the calculated estimation error by applying Algorithm 1 and Theorem 1 in setting up the traditional common observer values. Based on Fig.2, we can infer that the proposed local observer by Theorem 1 and Algorithm 1 with a distributed pinning strategy can lead the nonlinear positive MAS with sector input nonlinearities to a non-negative consensus asymptotically.

To obtain distributed full-order state observer as the next proposed observer, the presented LMI in Theorem 2 is solved, and obtained values from Theorem 2 are given as the following.

\[
\alpha_{opt, Ex. 1, Alg. 2} = -12.855, \quad E_{opt, Ex. 1, Alg. 2} = \begin{bmatrix} -0.0124 & 0.0905 \\ 0.0905 & 0.0784 \end{bmatrix}, \quad \Pi_{opt, Ex. 1, Alg. 2} = \begin{bmatrix} 1.05 & 0 \\ 0 & 1.05 \end{bmatrix}.
\]

thus, based on obtained above values from Algorithm 2 and Theorem 2, the optimal feedback gain matrix is calculated as follows.

\[
K_{opt, Ex. 1, Alg. 2} = \begin{bmatrix} -0.4410 \\ -0.4410 \end{bmatrix}.
\]

additionally, by applying obtained above features from Algorithm 2 and Theorem 2, it can be concluded that \(A - \left(\varphi \frac{m_i + m_j}{2}\right) (l_{ii} - d_i) \eta B^T \Pi^{-1}\), and \(I_N \otimes A - \mu (L + D) \otimes E_{opt, Alg. 2} C\), \(i = 1, \ldots, N\) are Metzler and other conditions of the proposed LMI in Theorem 2 are satisfied. Consequently, by using Theorem 2, the consensus problem of the system (1) with presented distributed full-order state observer in (22), and the distributed pinning strategy (23) can be asymptotically solved. Fig.3 demonstrates the convergence of real and observer states and the estimation error by utilizing Algorithm 2 and Theorem 2 in setting up the distributed full-order state observer values. From Fig.3, we can conclude that the proposed distributed full-order state observer by Theorem 2 and Algorithm 2 with a distributed pinning protocol, the nonlinear positive MAS with sector input nonlinearities can achieve a non-negative consensus asymptotically.

**Example 2.** In this example, a communication topology with more agents is considered to verify the non-negative consensus results for graphs with more complex structure. The communication topology is depicted in Fig.4. The interaction topology in this example is selected from the first case study in [67]. There are nine agents which each agent has two state variables. Thus, for a non-negative consensus, all of eighteen states should converge to the calculated non-negative consensus values. Additionally, the eigenvalues of the
Figure 2: Obtained figures from Example 1: a) evolution of real states, b) evolution of observer states using Algorithm 1, c) estimation error using Algorithm 1, d) consensus error using Algorithm 1; Legends of subplots are the same.
Figure 3: Obtained figures from Example 1: a) evolution of real states, b) evolution of observer states using Algorithm 2, c) estimation error using Algorithm 2, d) consensus error using Algorithm 2; Legends of subplots are the same.
Laplacian matrix for the considered directed graph are calculated as 0, 0.1719, 0.8359, 1.1134, 2, 2.8347, 3.5362, 4.3729 and 5.1352.

In this example, the parameters of the system (1) are defined as

\[
A = \begin{bmatrix}
-13.23 & 8.72 \\
9.41 & -11.35
\end{bmatrix}, \quad H = \begin{bmatrix}
0.853 & -0.35 \\
0.841 & -0.44
\end{bmatrix}, \quad B = \begin{bmatrix}
0.82 \\
0.82
\end{bmatrix}, \quad C = \begin{bmatrix}
0.8 & -0.4 \\
0.2 & 0.5
\end{bmatrix}
\]

and for the \( i \)-th agent, the control input sector nonlinearity \( sec(u_i(t)) \) and the nonlinear function \( g(t, x_i) \) are defined as the same as in Example 1. Then, \( m_h = 1.2, m_l = 0.9, \beta = 1, \) and \( \|H\| = 1.3218 \). Set constants \( \eta = 0.6, \varphi = 30, \mu = 410, \) and \( \delta = 0.02 \). In obtaining simulation results, node 1 is pinned.

For the proposed distributed pinning protocol (6), the initial value of the matrix \( E \) is selected as \( E = \begin{bmatrix}
8.7937 & 20.4750 \\
10.7813 & -6.0750
\end{bmatrix} \) based on (13) such that \( A - EC \) remains Metzler. Thus, \( P \) and \( \Sigma \) are calculated as

\[
P = \begin{bmatrix}
0.0219 & 0.0113 \\
0.0113 & 0.1357
\end{bmatrix}, \quad \Sigma = \begin{bmatrix}
-0.0207 & -0.0022 \\
-0.0022 & -0.0080
\end{bmatrix}
\]

Since there are nine agents in the communication network, \( N = 9 \).

By applying Algorithm 1 and choosing \( \Pi \) as \( \Pi = \begin{bmatrix}
0.5 & 0 \\
0 & 0.5
\end{bmatrix} \), the following optimal values are calculated to satisfy stated conditions in Theorem 1 for the proposed communication topology.

\[
\alpha_{opt,Ex.2,Alg.1} = -20.632, \quad E_{opt,Ex.2,Alg.1} = \begin{bmatrix}
-0.1345 & 2.3014 \\
2.3014 & 2.6486
\end{bmatrix}, \quad \Pi_{opt,Ex.2,Alg.1} = \begin{bmatrix}
0.85 & 0 \\
0 & 0.85
\end{bmatrix}
\]

Based on the above matrices, the optimal feedback gain matrix \( K \) is calculated as

\[
K_{opt,Ex.2,Alg.1} = \begin{bmatrix}
-0.4182 & -0.4182
\end{bmatrix}
\]

Fig. 5 illustrates that the asymptotical non-negative consensus is provided based on the calculated optimal values from Theorem 1 for the considered graph.

In the next case, the distributed full-order state observer based on Theorem 2 is presented for the considered communication topology. By applying Algorithm 2, the given optimal values are obtained such that conditions in Theorem 2 are provided.
Figure 5: Obtained figures from Example 2: a) evolution of real states, b) evolution of observer states using Algorithm 1, c) estimation error using Algorithm 1, d) consensus error using Algorithm 1; Legends of subplots are the same.
Figure 6: Obtained figures from Example 2: a) evolution of real states, b) evolution of observer states using Algorithm 2, c) estimation error using Algorithm 2, d) consensus error using Algorithm 2; Legends of subplots are the same.
Based on the above matrices, the optimal feedback gain matrix $K$ is calculated as

$$K_{opt,Ex.2,Alg.2} = \begin{bmatrix} 1.20 & 0 \\ 0 & 1.20 \end{bmatrix}.$$ 

Therefore, by applying above values, the non-negative consensus solution of the system (1) with distributed pinning control (6) and the full-order state observer (22) and the distributed pinning strategy (23) is presented. According to Fig.6, the obtained distributed observer-based non-negative consensus for the assumed communication topology is verified. So, for a complex network with nine agents and eighteen state variables, the nonlinear positive MAS with sector input nonlinearities can reach a non-negative consensus asymptotically according to the proved observer-based protocols by Theorems 1 and 2 with one node being pinned. It is obvious that consensus values are dependent to the network topology and the states’ initial values. In the simulation results, for each example, the initial conditions of a set of states are set with different values, which leads to obtain different agreements at the same time for different set of states (group consensus). Generally, according to the calculated agreements, by applying algorithms 1 and 2, consensus strategies related to various sets of states are achieved.

**Remark 2.** The developed observer-based algorithms are feasible for distributed networks of positive agents interacting to each other. The obtained observer-based consensus protocol from Algorithm 1 uses the local output information of agents to construct the observers, while in Algorithm 2, observers are made by exchanging the relative output information of neighboring nodes. Since the consensus strategies in both algorithms are proposed by the assumption of applying pinning control method, the implementation requirement will be having the pinning joint communication network with a spanning tree. It can be inferred from the simulation results that Algorithm 1 has higher precision due to the availability of local output information of agents but requires more computations. On the other hand, Algorithm 2 provides consensus with better volatility with less computation efforts because only the relative output information of neighboring agents (not all agents) is needed to construct the observer-based feedback matrices. It is worth noting that applying Algorithm 2 leads to obtaining estimation errors with higher overshoots and longer settling times.

**Remark 3.** Controlling power management systems or data centers’ cooling can be considered as controlling positive systems since the control variables in such cases (PUE, temperature, ...) are always positive. Thus, from the perspective of the process control community, one of the beneficial applications of the presented article is to maintain the output temperature of the liquid-cooling lines in a fixed range (positive consensus) in liquid-cooling methods for data centers with different environmental conditions. Consequently, by applying our article’s method, intelligent liquid-cooling strategies can be deployed. This interesting subject will be discussed more with more specific case studies in future publications in line with this article.

4. Conclusion

In this paper, the leader-following consensus problem for the directed nonlinear positive MASs with sector input nonlinearities is proposed and formulated according to two types of observer protocols. At first, the traditional local observer is proposed for the nonlinear agent with a nonlinear form of control input to achieve the non-negative distributed pinning consensus protocol. A new type of distributed pinning observer is presented for the networked nonlinear positive MAS by sharing sensors’ communication network. Two convex
optimization algorithms are stated for both formulated observer protocols to calculate optimal feedback matrices and observers’ parameters by solving the quadratic matrix inequalities subject to non-negative terms. Eventually, the leader-following consensus is reached by the distributed pinning strategy according to two proposed effective observer-based methods with two examples provided in numerical illustrations. Based on numerical simulations, both proposed observers can work appropriately with an acceptable estimation error rate in the existence of nonlinearities in agents and their control inputs. Future work will aim to provide non-negative consensus strategies for district heating and cooling of energy management networks and data centers with communication delays.
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