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ABSTRACT. We present a numerical study aimed at comparing two approaches to the evaluation of relative permeability curves from 3D binary images of porous media. One approach hinges on the numerical solution of Stokes equations, while the other is based on the Johnson-Koplik-Dashen (JKD) universal scaling theory of viscous frequency-dependent flow [D. L. Johnson, J. Koplik, and R. Dashen, Theory of dynamic permeability and tortuosity in fluid–saturated porous media, Journal of Fluid Mechanics 176 (1987), 379–402.] and the method of maximal inscribed spheres. JKD steady-flow simulations only require the solution of a boundary-value problem for the Laplace equation, which is computationally less intensive than the solution of Stokes equations. A series of numerical calculations performed on 3D pore-space images of natural rock demonstrate that JKD-based estimates are in good agreement with the corresponding Stokes-flow numerical simulations.

1. Introduction

Consider a porous medium whose pore space is occupied by two immiscible fluid phases under capillary equilibrium moving under the action of their own pressure gradients. Assuming quasistatic flow, at any given saturation $s$ (i.e., the relative volume of the wetting phase) the fluid phases distribution is not significantly different than the one for static capillary equilibrium, and we can write the classical set of equations \[ v_i = -k r_i \mu_i \nabla p_i, \quad i = 1, 2, \] where $k$ is the rock permeability, $v_i$, $\mu_i$, $p_i$, and $k r_i$ are the Darcy velocity, viscosity, pressure, and relative permeability of fluid phase $i$, respectively.

The experimental evaluation of the macroscopic parameters involved in two-phase flow equations is often plagued by error and uncertainty. Alternatively, relative permeability curves can be estimated numerically. While numerical simulations cannot replace the experiment, they may help to reduce the uncertainties of interpretation of the results. It is well known that the evaluation of Darcy permeability, $k$, for a given porous geometry can be obtained by averaging single-phase creeping flow velocity (i.e., Reynolds number $Re \sim 0$) assuming no-slip boundary conditions at the fluid-rock interface \[ \text{[12].} \]

The numerical evaluation of the relative permeability can be similarly obtained when the precise distribution of the two phases is known for a given saturation. A no-slip boundary condition characterizes the interaction of fluid and solid whereas the determination of the fluid–fluid interaction is less certain and depends, for instance, on the local co-current and counter-current flows. In this work, as a first approximation, we impose no-slip boundary conditions on the fluid-fluid interfaces and leave the investigation of possibly more adequate boundary conditions to future studies. Stokes flow equation are then solved in the pore space portion.
occupied by the mobile phase estimated with a MIS algorithm \cite{18}. The resulting velocity field is averaged to obtain the Darcy velocity of the corresponding fluid phase and to estimate the value of relative permeability for the corresponding saturation.

Three-dimensional pore space geometry of rock can be described by a binary image obtained using high-resolution computed tomography (CT). The number of voxels necessary to characterize the micro-meter scale features of the pore space geometry can be of on the order of \((10^4)^{3}\). For practical applications, numerical solution of the Stokes equations on a domain with so many grid cells can be computationally expensive. Alternatively, the permeability can be evaluated using the approach suggested by Johnson, Koplik, and Dashen (JKD) \cite{13}. This approach requires the solution of a single boundary-value problem for potential flow (Laplace equation), which is dramatically less computationally intensive than the solution of the viscous flow equations. The JKD approach, however, involves an \textit{a priori} unknown proportionality factor \(M\), which depends on the details of the pore space geometry (see eq. (2) below). If this factor remains constant for all saturations, it eventually cancels out in the estimation of the relative permeability curves for the given sample. Although, theoretically, the range of variation of \(M\) is indefinite, in many practical situations it remains close to unity \cite{13, 2, 5, 8}. It is to be noted here that the value of \(M\) for each saturation is not merely a \textit{fitting parameter}, but it can actually be independently measured in a laboratory setting, or independently calculated. In this work, we will check numerically the consistency of these assumptions, but we will not attempt at independent calculations of the \(M\).

The general procedure proposed in the present work can be summarized as follows: given a binary image of a dry porous medium, we (i) estimate the distribution of the wetting and non-wetting phases (ii-a) numerically estimate the relative permeability to each phase by solving the Stokes equations on the MIS-derived domains; we (ii-b) numerically estimate the relative permeability to each phase by by using the JKD approximation on the MIS-derived domains; and finally (iii), we make an \textit{a posteriori} analysis of the proportionality factors \(M\). The method of maximal inscribed spheres (MIS) \cite{17} was used to calculate the portion of the pore space occupied by each fluid and evaluate fluid saturation at a given capillary pressure. In \cite{18}, the equilibrium two-phase fluid distribution computed with MIS was verified against experimental micro-tomography data, and it was obtained that a MIS-calculated capillary pressure curve can be in agreement with mercury porosimetry laboratory data.

2. \textbf{Frequency-dependent flow and permeability estimates}

The theory of dynamic permeability studies the flow of a viscous fluid inside a porous medium in response to a small-amplitude oscillatory changes in the pressure drop \cite{14,13}. The essential idea behind this theory is that, as the frequency \(\omega\) of the applied pressure drop oscillations increases, the region of the pore space where the viscous dissipation occurs becomes localized to a narrow layer of thickness \(\delta \sim 1/\sqrt{\omega}\) adjacent to the fluid-rock interface \cite{14}. Outside this viscous dissipation layer, potential fluid flow is the dominant mechanism. Following the developments in \cite{13}, it is possible to show that in a slab of porous material of thickness \(L\) and unit cross-section bulk area the high-frequency asymptotic expression for the real part of the complex-valued frequency-dependent dynamic permeability, \(k(\omega)\), scales as \(Re[k(\omega)] \sim \frac{1}{2} \sqrt{M \omega^{-\frac{3}{2}}}\), where \(M\) is a nondimensional coefficient defined as,

\[ M = \frac{8 \alpha \infty k}{\phi \Lambda^2}. \]  

\text{(2)}
Here $\phi$ is the porosity and the quantities $\Lambda$ and $\alpha_\infty$ are defined as

$$\alpha_\infty = \frac{\phi A |\psi_L|^2}{L \int |u_p(r)|^2 dV}$$

(3)

$$\Lambda = \frac{2 \int |u_p(r)|^2 dV}{\int |u_p(r)|^2 dA}$$

(4)

see [13, Equations (2.9) and (2.17)]. The quantity $\alpha_\infty$ is also called tortuosity [4]. It can be demonstrated that its magnitude is greater or equal to one and the equality takes place only if the pore space is a bundle of straight channels. In eqs. (3) and (4), $u_p(r)$ is the anti-gradient of the potential:

$$u_p(r) = -\nabla \psi$$

(5)

Here, $\psi$ is the solution to Laplace equation subject to boundary conditions $\psi = \psi_L$ at the outlet, $\psi = 0$ at the inlet boundary, and the potential drop between the inlet and outlet boundaries is equal to $\psi_L$. At the pore walls inside the medium, the potential $\psi$ satisfies Neumann condition $\partial \psi / \partial n = 0$, where $n$ is the surface normal. JKD permeability calculations based on Eq. (2) are thus reduced to the evaluation of volume and surface integrals of a potential flow velocity.

Under the assumption of smooth pore geometry, one can therefore estimate the absolute permeability to each phase for any given saturation, $k'_{ai}(s)$ as:

$$k'_{ai}(s) = M(s) \frac{\phi s A(s)^2}{8 \alpha_\infty(s)}$$

(6)

where the dependence on saturation $s$ for all the potential flow parameters has been made explicit (see [13, Equation (2.22)].)

The magnitude of the proportionality factor $M$ is close to unity for “smooth” pore geometries [13, 2, 5, 8]. The small range of variation of the coefficient $M$ for smooth pore geometries is an indication of a universal scaling for the high-frequency behavior of the dynamic permeability [13]. Significant deviations from this universal scaling behavior have been proved to arise in sharp-edge pore geometries [10, 11] and for fractal channels [9].

In our numerical simulations (see next Section), we will assume that, for the given pore geometry, $M$ does not depend on the value of the saturation, i.e., $M(s) = M(1)$ for all feasible $s$. Here, saturation equal to one means that the respective quantity is evaluated for single-phase flow. Thus, the JKD estimate of the relative permeability to each phase, $k'_{ri}(s) \equiv k'_{ai}(s)/k'_{ai}(1)$, can be calculated as

$$k'_{ri}(s) = \frac{\phi s A(s)^2}{8 \alpha_\infty(s)} \left( \frac{\Lambda(s)}{\Lambda(1)} \right)^2 \frac{\alpha_\infty(1)}{\alpha_\infty(s)}$$

(7)

The condition $k'_{ri}(s) < 1$ must be satisfied for every value of saturation $s$, i.e.,

$$s \frac{\alpha_\infty(1)}{\alpha_\infty(s)} < \left( \frac{\Lambda(1)}{\Lambda(s)} \right)^2$$

(8)

3. FROM A VOXEL SPACE TO A TETRAHEDRAL MESH

In this section, we describe calculation of the relative permeability curves for two segmented 3D binary images of sandstone samples (cases A and B). The voxel size is in both cases $4.5 \, \mu m$.

The data in Case A (figure 1) consists of $90^3$ voxels, whereas in case B (figure 2) the image consists of $100^3$ voxels. Such small samples may be not representative for evaluating macroscopic
flow properties of the original rock from which they were extracted. Since the main objective of
the present study is comparison of different methods for the evaluation of relative permeability
curves, the input data were chosen to run multiple numerical simulations on a desktop-size
workstation in a reasonable time.

For each saturation, the numerical solutions to the Stokes flow and Laplace equations can be
obtained, for example, by means of a finite difference (FD) or a finite elements (FEM) scheme. The
numerical evaluation of the surface integral in eq. (4) for a voxelized geometry presents,
however, a problem, which can be easily seen by taking the limiting case of a cylindrical pore
space of radius $R$ and length $L$. In this case, the exact value of the surface area integral in
eq. (4) is $2\pi RL$, but its numerical value for a voxel geometry equals $4RL$, regardless of the voxel
resolution.

For this reason, in order to calculate the water-tight triangulated surface that includes the
pore space in the voxelated image, we meshed the isosurface defining the pore-rock and fluid-
fluid interface interfaces [3, 1]. A new mesh is needed for each individual value of the saturation,
both for drainage and imbibition. Next, we generated a tetrahedralization of the volume con-
tained in the closed surface. Care was taken of removing isolated regions not connected to the
inlet and outlet faces of the cube, and isolated surfaces not belonging to any of the tetrahe-
dra. The obtained tetrahedra were then used to create a finite element mesh for the Comsol
Multiphysics [7, ] Stokes and Laplace solvers. A comparison between the voxelated images and
their tetrahedralization is presented in figures 1 and 2. The tetrahedralization of the pore space
preserves the original value of porosity to a high degree of accuracy, and allows for an accurate
evaluation of the surface integral in eq. (4). As for the evaluation of the flow and integrals
by means of the finite difference method, both Laplace and Stokes equations were solved on a
mesh composed of the image pore voxels. The surface integral was evaluated either using the
rectangular mesh, or with a marching-cubes algorithm [15, 6].

4. Numerical evaluation of the relative permeability curves

We evaluate the relative permeability curves by means of five different numerical schemes,
hereafter referred to as $m_i$, $i = 1, 2, \ldots, 5$, as detailed in Table 1. In FD scheme ($m_4$), the surface
integral was evaluated on the interfaces between pore and solid voxels, whereas in the scheme
($m_5$) the integral was evaluated using a marching-cubes approximation of the surface between
pores and solid.

The boundary conditions for the potential flow ($m_2$, $m_4$, and $m_5$) were selected to have a unit
potential drop across the opposite faces of the sample. For the Stokes flow problem ($m_1$, $m_3$),
we set $p = 0$ for the pressure on the opposite faces of the sample and added a unit constant
body force along the direction of flow. Due to the linearity of the porblem, both the boundary

| Problem   | Numerical scheme | Mesh type  | Surface integration |
|-----------|------------------|------------|---------------------|
| $m_1$     | Stokes           | FEM        | tetrahedra          | n.a.                |
| $m_2$     | Potential        | FEM        | tetrahedra          | quadratic           |
| $m_3$     | Stokes           | FD         | voxels              | n.a.                |
| $m_4$     | Potential        | FD         | voxels              | staircase           |
| $m_5$     | Potential        | FD         | voxels              | marching cubes      |

Table 1. Summary of the numerical schemes used for the evaluation of the relative permeabilities for case A and B (see Figures 1 and 2).
pressure drop and body force approach are equivalent to each other. For all numerical schemes, the flow was evaluated in the three orthogonal directions, $x$, $y$, and $z$. Figure 3 shows the pressure and potential fields evaluated by FEM numerical solutions ($m_1$, and $m_2$) for flow in the $x$ direction for both the Stokes and potential problems. Note that visually the potential and pressure distributions are almost indistinguishable from each other.

The permeability for the Stokes flow was obtained by averaging the velocity vector components in the direction of the flow. The permeability for the potential flow case was obtained applying eq. (7) to the potential flow solution.

Figure (4) shows the numerical evaluation of mean value of the relative permeability tensor diagonal elements for all numerical schemes. As it can be seen, the JKD approximation in eq. (7) ($m_2$, $m_4$, and $m_5$) is generally in good agreement with the Stokes flow calculation ($m_1$, $m_3$) for both case A and case B. The FD estimates of the JKD relative permeability for the non-wetting phase ($m_4$, $m_5$), however, differ significantly for small saturations. Moreover, both $m_4$ and $m_5$ relative permeability estimates exceed unity for small wetting fluid saturation values, which is not physically meaningful. This outcome can be attributed to large variations of the effective $M$ values in FD simulations. Such nonphysical overshoot behavior has not been observed in the FEM simulations. At the same time, for data set B, the FEM calculations of the JKD nonwetting relative permeability curve ($m_2$) displays a kink for $s \sim 0.18$, which can be attributed to some yet unresolved issues in the generation of the tetrahedral mesh. Tables 2 and 3 summarize the values of the tortuosity $\alpha_\infty$ and viscous length $\Lambda$ for the FEM computations. It can be observed that the tortuosity displays general monotonic changes as a function of saturation, whereas $\Lambda$ does not display such a general a monotonic behavior. A decreasing trend of $\alpha_\infty$ with pore volume $\phi$, as indicated by the computations, is expected: the precise structure of the spatial connectivity, however, is another important factor affecting the value of $\alpha_\infty$ and very little can be said a-priori about changes in connectivity as a function of change in saturation. Connectivity also strongly influences the characteristic viscous length value, which is roughly a measure of the (square root) surface area of the pore space at any given saturation. Also here the details of the pore geometry are extremely important and their effect on $\Lambda$ cannot be inferred in any simple way by geometric consideration alone. Nonetheless, the constraint in eq. (8) remains satisfied.

It is important to note that, as the voxelated and tetrahedralized images (see figures 1 and 2) are not identical copies of each other. Thus, it would be unrealistic to expect a close agreement between the Stokes values of permeability for the FD (voxelated image) and FEM (tetrahedralized image) methods.

Finally, figure 5 shows a histogram of the $M$ values for the cases A and B combined. The mean value of $M = 1.23$ is close to the theoretically predicted value $M \sim 1$ [13, 2, 5, 8], and the standard deviation is relatively small, $\sigma = 0.26$.

5. Conclusions

We have investigated the consequences of replacing solution of Stokes equations by a Laplace equation with respect to estimation of relative permeability curves. The approximate relative permeability curves obtained by the JKD method for the two 3D microtomography images presented in this work is very close to the Stokes curves. The computational time needed to obtain the JKD solutions were, in this study, at least 20 times smaller than for solving the corresponding Stokes flow solutions. Hence, expensive Stokes flow simulations can be replaced by calculating volume and surface averaged integrals of the squared modulus of a potential flow solution (see eq. (7)). We also note here that the mesh generation does not represent a significant overburden
on the overall computational cost. The JKD estimate of relative permeability presented in this work has demonstrated a great potential for expedient evaluation of rock flow properties from micro tomography data.
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Figure 1. Pore space corresponding to 0.40 mm linear size sandstone rock sample at saturation $s = 0$: $90^3$ voxel segmentation of the original CT scan (left) and its tetrahedralization (Right).

Figure 2. Pore space corresponding to 0.45 mm linear size sandstone rock sample at saturation $s = 0$. Left: $100^3$ voxel segmentation of the original CT scan. Right: tetrahedralization of the voxelized volume on the left.
Figure 3. Potential flow (left) and Stokes flow (right) FEM simulations in the $x$ direction for Case A (top) and case B (bottom).
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TABLE 2. Values of porosity \( \phi \), tortuosity \( \alpha \), viscous length \( \Lambda \), Stokes relative permeability \( k_{\text{stokes}} \), and Pe as a function of saturation, \( s \), for draining and imbibition for the case A.

| \( s \) | \( \phi^{\text{oil}} \) | \( \phi^{\text{wtr}} \) | \( \alpha^{\text{oil}} \) | \( \alpha^{\text{wtr}} \) | \( \Lambda^{\text{oil}} \) | \( \Lambda^{\text{wtr}} \) | \( k_{\text{stokes}}^{\text{oil}} \times 10^{-6} \) | \( k_{\text{stokes}}^{\text{wtr}} \times 10^{-6} \) | \( k_{\text{JKD}}^{\text{oil}} \times 10^{-6} \) | \( k_{\text{JKD}}^{\text{wtr}} \times 10^{-6} \) | \( M^{\text{oil}} \) | \( M^{\text{wtr}} \) |
|------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 0.0000 | 0.2862 | 0.1398 | 3.2215 | 0.0000 | 0.0380 | 0.0000 | 22.0961 | 0.0000 | 16.0388 | 0.0000 | 1.3777 | NaN |
| 0.0246 | 0.2750 | 0.1398 | 3.9474 | 0.0000 | 0.0429 | 0.0000 | 19.7175 | 0.0000 | 15.9952 | 0.0000 | 1.2327 | NaN |
| 0.0505 | 0.2608 | 0.1398 | 4.4033 | 0.0000 | 0.0442 | 0.0000 | 16.2550 | 0.0000 | 14.4922 | 0.0000 | 1.1216 | NaN |
| 0.1031 | 0.2327 | 0.1398 | 5.5683 | 0.0000 | 0.0398 | 0.0000 | 12.1761 | 0.0000 | 8.2876 | 0.0000 | 1.4692 | NaN |
| 0.1981 | 0.1398 | 0.1398 | 7.8101 | 0.0000 | 0.0499 | 0.0000 | 4.6498 | 0.0000 | 5.5721 | 0.0000 | 0.8345 | NaN |
| 0.2548 | 0.1398 | 0.0803 | 0.0000 | 13.4248 | 0.0000 | 0.0132 | 0.0000 | 0.2696 | 0.0000 | 0.1293 | NaN | 2.0839 |
| 0.3347 | 0.1398 | 0.1145 | 0.0000 | 6.5153 | 0.0000 | 0.0207 | 0.0000 | 1.1199 | 0.0000 | 0.9546 | NaN | 1.1731 |
| 0.4039 | 0.1398 | 0.1405 | 0.0000 | 4.6189 | 0.0000 | 0.0200 | 0.0000 | 2.2169 | 0.0000 | 1.5142 | NaN | 1.4640 |
| 0.4807 | 0.1398 | 0.1624 | 0.0000 | 3.9344 | 0.0000 | 0.0241 | 0.0000 | 3.6047 | 0.0000 | 3.0291 | NaN | 1.2007 |
| 0.5520 | 0.1398 | 0.1824 | 0.0000 | 3.5504 | 0.0000 | 0.0265 | 0.0000 | 5.3575 | 0.0000 | 4.4951 | NaN | 1.1919 |
| 0.6344 | 0.1398 | 0.2043 | 0.0000 | 3.2310 | 0.0000 | 0.0302 | 0.0000 | 8.0858 | 0.0000 | 7.1999 | NaN | 1.1230 |
| 0.7097 | 0.1398 | 0.2043 | 0.0000 | 3.0977 | 0.0000 | 0.0347 | 0.0000 | 13.7151 | 0.0000 | 11.6440 | NaN | 1.1779 |
| 0.7842 | 0.1398 | 0.2391 | 0.0000 | 3.0977 | 0.0000 | 0.0347 | 0.0000 | 13.7151 | 0.0000 | 11.6440 | NaN | 1.1779 |
| 0.8513 | 0.1398 | 0.2536 | 0.0000 | 3.0696 | 0.0000 | 0.0373 | 0.0000 | 19.9447 | 0.0000 | 14.3685 | NaN | 1.3881 |
| 0.9393 | 0.1398 | 0.2733 | 0.0000 | 3.1581 | 0.0000 | 0.0383 | 0.0000 | 21.5681 | 0.0000 | 15.8340 | NaN | 1.3621 |
| 1.0000 | 0.1398 | 0.2862 | 0.0000 | 3.2215 | 0.0000 | 0.0380 | 0.0000 | 22.0961 | 0.0000 | 16.0388 | NaN | 1.3777 |

\( x \)-direction

\( y \)-direction

\( z \)-direction
| s   | $\phi_{oil}$ | $\phi_{wtr}$ | $\phi_{wtr}$ | $\phi_{wtr}$ | $\phi_{wtr}$ | $\phi_{wtr}$ | $k_{oil, Stokes} \times 10^{-6}$ | $k_{oil, Stokes} \times 10^{-6}$ | $k_{oil, Stokes} \times 10^{-6}$ | $k_{oil, Stokes} \times 10^{-6}$ | $M_{oil}$ | $M_{wtr}$ |
|-----|--------------|--------------|--------------|--------------|--------------|--------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|----------|----------|
| 0.0000 | 0.3283 | 0.0788 | 2.1274 | 0.0000 | 0.0417 | 0.0000 | 45.3083 | 0.0000 | 33.6124 | 0.0000 | 1.3480 | NaN |
| 0.0222 | 0.3184 | 0.0788 | 2.2342 | 0.0000 | 0.0429 | 0.0000 | 43.2532 | 0.0000 | 32.7742 | 0.0000 | 1.3197 | NaN |
| 0.0555 | 0.3047 | 0.0788 | 2.5633 | 0.0000 | 0.0446 | 0.0000 | 38.1059 | 0.0000 | 29.6166 | 0.0000 | 1.2866 | NaN |
| 0.1301 | 0.2732 | 0.0788 | 3.2086 | 0.0000 | 0.0525 | 0.0000 | 29.7895 | 0.0000 | 22.3242 | 0.0000 | 1.3344 | NaN |
| 0.1896 | 0.2521 | 0.0788 | 4.2438 | 0.0000 | 0.0535 | 0.0000 | 24.1109 | 0.0000 | 9.1773 | 0.0000 | 2.6073 | NaN |
| 0.2204 | 0.2394 | 0.0527 | 6.6174 | 12.5101 | 0.0582 | 0.0155 | 22.6275 | 0.0265 | 21.6762 | 0.1272 | 1.0276 | 2.0657 |
| 0.3099 | 0.1873 | 0.1047 | 4.8449 | 6.9540 | 0.0605 | 0.0191 | 17.6274 | 0.9549 | 17.7168 | 0.6873 | 0.9550 | 1.3895 |
| 0.3607 | 0.1636 | 0.1361 | 5.0389 | 4.7420 | 0.0620 | 0.0197 | 13.4267 | 2.1335 | 14.7230 | 1.3980 | 0.9120 | 1.5261 |
| 0.4138 | 0.0788 | 0.1545 | 2.9422 | 3.9074 | 0.0592 | 0.0229 | 9.7478 | 3.2818 | 11.7356 | 2.5844 | 0.8306 | 1.2455 |
| 0.4796 | 0.0788 | 0.1824 | 0.0000 | 2.9846 | 0.0000 | 0.0244 | 0.0000 | 5.6659 | 0.0000 | 4.5388 | NaN | 1.2483 |
| 0.5487 | 0.0788 | 0.2086 | 0.0000 | 2.7436 | 0.0000 | 0.0263 | 0.0000 | 7.5767 | 0.0000 | 6.5247 | NaN | 1.1888 |
| 0.6090 | 0.0788 | 0.2086 | 0.0000 | 2.7436 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | NaN | NaN |
| 0.6867 | 0.0788 | 0.2382 | 0.0000 | 2.4690 | 0.0000 | 0.0298 | 0.0000 | 12.8325 | 0.0000 | 11.1420 | NaN | 1.1517 |
| 0.7456 | 0.0788 | 0.2640 | 0.0000 | 2.3973 | 0.0000 | 0.0313 | 0.0000 | 15.3481 | 0.0000 | 13.3457 | NaN | 1.1407 |
| 0.8131 | 0.0788 | 0.2815 | 0.0000 | 2.3210 | 0.0000 | 0.0334 | 0.0000 | 19.0626 | 0.0000 | 16.9418 | NaN | 1.1252 |
| 0.8752 | 0.0788 | 0.2977 | 0.0000 | 2.1580 | 0.0000 | 0.0376 | 0.0000 | 32.2074 | 0.0000 | 24.4282 | NaN | 1.3208 |
| 0.9444 | 0.0788 | 0.3152 | 0.0000 | 2.0953 | 0.0000 | 0.0415 | 0.0000 | 43.9242 | 0.0000 | 32.4062 | NaN | 1.3554 |
| 1.0000 | 0.0788 | 0.3283 | 0.0000 | 2.1274 | 0.0000 | 0.0417 | 0.0000 | 45.3083 | 0.0000 | 33.6124 | NaN | 1.3480 |

**Table 3.** Values of porosity $\phi$, tortuosity $\alpha_{\infty}$, viscous length $\Lambda$, Stokes relative permeability $k$ (FEM method), and $M$ as a function of saturation, $s$, for draining and imbibition for the case B.
Figure 4. Numerical evaluation of the relative permeability curves for Stokes flow and the Johnson-Koplik-Dashen estimates for case A and case B.
Figure 5. Histogram of the M values for the two cases A and B combined.