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Abstract—Numerous researches have proved that deep neural networks (DNNs) can fit almost everything even given data with noisy labels, and result in poor generalization performance. However, recent studies suggest that DNNs tend to gradually memorize the data, moving from correct data to mislabeled data. Inspired by this finding, we propose a novel method named Dynamic Loss Thresholding (DLT). During the training process, DLT records the loss value of each sample and calculates dynamic loss thresholds. Specifically, DLT compares the loss value of each sample with the current loss threshold. Samples with smaller losses can be considered as clean samples with higher probability and vice versa. Then, DLT discards the potentially corrupted labels and further leverages self-training semi-supervised learning techniques. Experiments on CIFAR-10/100, WebVision and Clothing1M demonstrate substantial improvements over recent state-of-the-art methods. In addition, we investigate two real-world problems. First, we propose a novel approach to estimate the noise rates of datasets based on the loss difference between the early and late training stages of DNNs. Second, we explore the effect of hard samples (which are difficult to be distinguished) on the process of learning from noisy labels.

Index Terms—Deep learning, dynamic loss thresholding, learning from noisy labels, semi-supervised learning.

I. INTRODUCTION

ALTHOUGH deep neural networks (DNNs) have achieved great success for image classification tasks [8], [16], [24], [41], their excellent performance mainly relies on large-scale datasets with clean label annotations. However, it is extremely expensive and time-consuming to label high-quality datasets, thus deep models are usually trained on data with lots of corrupted labels. As a result, dealing with label noise is a common adverse scenario which requires attention and has been extensively studied these years [1], [13], [15], [21], [27], [30], [48].

A recent study on the generalization capabilities of deep networks [60] demonstrates that DNNs can easily overfit to noisy labels and result in poor generalization performance. However, even though deep networks can fit everything in the end, they learn patterns first [3], and this suggests that DNNs gradually memorize the data, moving from correct data to mislabeled data. As shown in Fig. 1(a), DNNs fit the correctly labeled samples (clean samples) before fitting noisy samples, resulting in notably larger loss values for noisy samples in the early training stage.

Existing methods for learning from noisy labels can be grouped into three main categories. The first one is based on label correction which aims to correct noisy labels to the ground-truth ones [29], [45], [46]. For example, the recent proposed PENDIL [58] utilizes back-propagation to correct image labels and update the network parameters simultaneously in an end-to-end manner. The second one is based on the robust loss function [32], [49], [62]. Ghosh et al. [10] proves that the loss functions which satisfy the symmetric condition, such as Mean Absolute Error (MAE), would be inherently tolerant to both uniform and class conditional label noise. The third one is based on sample selection which involves selecting correctly labeled samples from a noisy training dataset [1], [19], [27]. Co-teaching [15], [59] is a representative framework on this line which trains two networks where each network selects small-loss samples to teach another one. Most recently, sample selection based methods becomes perhaps the dominant paradigm for learning from noisy labels.
In light of these recent advances, we propose dynamic loss thresholding (DLT) to avoid fitting noisy labels when training deep models, as shown in Fig. 1(b). Specifically, DLT records the loss value of each sample during training and calculates loss thresholds dynamically. By comparing the loss value of each training sample with the current loss threshold, we expect to distinguish the potentially clean and noisy samples during training. Samples with smaller losses can be considered as correctly labeled samples and vice versa. Then, DLT discards these potentially corrupted labels and treats the corresponding samples as unlabeled data, thus we can leverage semi-supervised learning techniques like self-training strategies [55], [56] to improve the performance. Experiments on various benchmarks demonstrate substantial improvements over recent state-of-the-art methods. Furthermore, DLT is also of excellent generalization and flexibility and we empirically demonstrate that our proposed noisy label detection method via dynamic loss thresholding is still effective when combining with other methods.

In addition, the noise rates of datasets are always unknown but crucial to many real-world situations due to the fact that numbers of existing methods need the noise rate as their prior knowledge. In this paper, we further propose a novel method to estimate the noise rate based on the patterns of training loss values. In particular, our proposed method calculates the loss difference between the early and late deep network training stages and dynamically fits a two-component Gaussian Mixture Model (GMM) on per-sample loss difference to divide the training samples into a clean and noisy set. Accordingly, noise rate can be obtained by calculating the proportion of clean samples to total samples.

Besides, in real-world situations, there may exist a common class of samples which are always quite close to the decision boundary and hence difficult to be distinguished by DNNs. Intuitively, we call these samples hard samples. Hard samples can be defined as a subset of clean samples but easy to be mistaken for other classes. However, nearly no research discussed hard samples in the field of learning from noisy labels to our knowledge. By means of our proposed method, we investigate the effect of hard samples during deep network training for the first time and experimentally verify the effectiveness of DLT while ensuring some hard samples contained in training data. In summary, our main contributions are as follows:

- We propose a novel noisy label detection method DLT, which is based on dynamic loss thresholds. Combined with self-training semi-supervised learning techniques, our whole framework achieves state-of-the-art performance. We experimentally show that DLT is of excellent generalization and flexibility.
- We provide a method to estimate the noise rates of datasets based on loss difference. This is a key complement to eliminate the dependence on using noise rate as common prior knowledge.
- We provide insights into the effect of hard samples on the training of DNNs. We investigate this problem for not only clarifying the effectiveness of our method, but also finding out the patterns of hard samples when learning from noisy labels.

## II. RELATED WORK

### A. Learning From Noisy Labels

Existing approaches for training DNNs from noisy labels can be roughly divided into four categories: 1) transition matrix based methods, 2) label correction methods, 3) loss correction methods, and 4) sample selection methods.

**Transition Matrix Based Methods.** This kind of methods [7], [14], [18], [57] utilizes the underlying transition matrix to model label noise. Liu et al. [31] estimate the noise transition matrix within an importance reweighting framework and thereby build consistent classifiers. Patrini et al. [36] propose a loss correction method based on pre-calculated Backward or Forward noise transition matrix. Besides, Goldberger and Ben-Reuven [11] propose to model the noise transition and augment the correction architecture by adding an additional linear layer on top of the neural network. Xia et al. [53] propose an effective method to learn transition matrices from noisy data without employing anchor points, which represent clean samples with the highest probability of each class.

**Label Correction Methods:** This family of methods aims to relabel the corrupted labels. One research line tries to formulate explicit or implicit noise models to characterize the distribution of noisy and true labels using directed graphical models [54], Conditional Random Fields [46], knowledge graph [29], or neural networks [26], [47]. However, to recover the ground-truth labels, these approaches usually require the support from a small set of clean samples. Recently, Tanaka et al. [45] propose a method which relabels samples using network predictions by alternately updating network parameters and labels. PENCIL [58] updates both network parameters and label estimations in an end-to-end manner and does not need an auxiliary clean dataset. Confident Learning (CL) [34] estimate the joint distribution of label noise and then find out label errors.

**Loss Correction Methods:** Another line of learning from noisy labels seeks to modify the loss function to achieve robustness. Ghosh et al. [10] prove that for multi-class classification, the loss functions which satisfy the symmetric condition, such as Mean Absolute Error (MAE), would be inherently tolerant to both uniform and class conditional label noise. However, Zhang and Sabuncu [62] show that it is not able to achieve good performance by learning DNNs with MAE due to slow convergence caused by gradient saturation. Based on these findings, Zhang and Sabuncu [62] propose Generalized Cross Entropy (GCE), which applies a negative Box-Cox transformation. Symmetric cross entropy Learning (SL) [49] combines Reverse Cross Entropy (RCE) (which satisfies the symmetric condition) together with the Cross Entropy loss. Active Passive Loss (APL) [32] combines two robust loss functions namely active loss and passive loss which mutually boost each other.

**Sample Selection Methods:** Besides the above three kinds of methods, numerous studies involve selecting potentially clean samples from a noisy training dataset. Decouple [33] trains the model using selected samples based on the discrepancy between the two classifiers. MentorNet [21] introduces a data-driven curriculum learning paradigm in which a pre-trained mentor network guides the training of a student network. Co-teaching [15]
trains two DNNs simultaneously, and let them teach each other with some selected samples during every mini-batch. O2U-Net [19] selects samples with small losses and keeps the status of the learned network in transferring from overfitting to underfitting cyclically. Xia et al. [51] investigate the uncertainty of losses during training and adopt confidence interval estimation to improve the robustness of models. Me-Momentum [4] leverages the idea of momentum and alternately refines the classifier to extract confident hard examples. CDR [50] divides all network parameters into the critical and non-critical ones, and then perform different update rules for them respectively. Besides, Arazo et al. [1] calculate sample weight by modeling training losses with a Beta Mixture Model (BMM). A recent study [27] proposed a method named DivideMix which trains two networks simultaneously and fits a Gaussian Mixture Model (GMM) on its per-sample loss distribution to divide the training samples into a labeled set and an unlabeled set. By leveraging the semi-supervised learning technique MixMatch [5], they achieved state-of-the-art performance on several benchmarks.

B. Semi-Supervised Learning

Semi-Supervised learning (SSL) methods are used to learn in the presence of both labeled and unlabeled data, which is naturally applicable to the problems of learning from noisy labels after discarding the labels of potentially mislabeled samples. Current SSL methods can be broadly divided into the following categories. Consistency regularization [25], [35], [38] which is based on the assumption that if a realistic perturbation was applied to the unlabeled data, the prediction should not be changed significantly. Proxy-label methods [20], [37] which leverage a pre-trained model on the labeled samples to produce additional training samples by labeling unlabeled samples. Generative models [9], [22] which model the real data distribution from the training dataset and then generate synthetic samples as augmentations. An emerging line of work is a set of holistic approaches that try to combine different dominant methods in SSL [5], [42]. Moreover, a learning principle, namely Mixup [61], is usually employed in those hybrid methods.

III. METHODOLOGY

We begin by introducing our dynamic loss threshold based method DLT. Besides, a novel approach is proposed to estimate the noise rates of datasets through loss difference. Lastly, we introduce two strategies to generate hard samples.

A. The Framework of DLT

Formally, let \( D = (X, Y) = \{(x_i, y_i)\}_{i=1}^{N} \) denote the training data, where \( x_i \) is an image and \( y_i \in \{0, 1\}^C \) is the one-hot label over \( C \) classes. Let \( b \) denote the size of each mini-batch and \( m = \lceil N/b \rceil \) denote the number of batches in each epoch. Then, the loss values of training samples in each mini-batch can be recorded as \( L = \{l_1, l_2, \ldots, l_b\} \). The cross-entropy loss for sample \( x_i \) is:

\[
    l_i = -\sum_{c=1}^{C} y_i^c \log(P_{model}^c(x_i)), \tag{1}
\]

where \( P_{model}^c \) is the deep model’s softmax output for class \( c \). Let \( w \) be the noise rate and \( q \) be the selection proportion for training, which is set as:

\[
    q = (1 - w) \times 100\%. \tag{2}
\]

Besides, \( \text{Quantile}(L, q) \) represents the function to calculate the quantile that separates \( L \). In practice, we utilize the NumPy.quantile() function to calculate this value.

In general, DLT can be divided into two steps: noisy label detection based on dynamic loss thresholds and then exploit both potentially clean and noisy samples along with SSL techniques.

1) Noise Detection by Dynamic Loss Thresholds: As we described above, DNNs usually fit clean samples before noisy ones, resulting in notably larger loss values for noisy samples in the early training stage. Therefore, a straight strategy is to identify noisy labels based on a specific loss threshold. Here we introduce two strategies to obtain dynamic loss thresholds.

The Last-Epoch Strategy: An intuitive way is leveraging training samples of last epoch to calculate current loss thresholds, as shown in Fig. 2(a). Notably, all samples in current epoch are compared with the same loss threshold when using this strategy. Specifically, when training at the \( t_{th} \) epoch, the loss values can be recorded as:

\[
    \mathcal{L}^t = \mathcal{L}_1^t \cup \mathcal{L}_2^t \cup \ldots \cup \mathcal{L}_m^t. \tag{3}
\]

Based on selection proportion \( q \), the loss threshold \( \tau^t \) can be calculated as:

\[
    \tau^t = \text{Quantile}(\mathcal{L}^{t-1}, q), \tag{4}
\]

where the Quantile function returns the value such that at least \( q \times 100\% \) of elements in \( \mathcal{L}^{t-1} \) are smaller than this value.

The Slide-Window Strategy: In order to make better use of past training samples to guide current training, DLT also utilizes the idea of slide windows. Let \( s \) denote the length of slide window. As shown in Fig. 2(b), when training on current batch, loss thresholds can be calculated from the last \( s \) batches. We denote \( \mathcal{L}_{[-s]} \) as the set that consists of the loss values of samples in the
last $s$ batches. Notably, this slide-window strategy reflects the learned model more timely. Based on selection proportion $q$, $\tau^t$ can be calculated as:

$$\tau^t = \text{Quantile}(\mathcal{L}_{[-x]q}, q).$$

Then, for each sample $x_i$, DLT compares its loss value $l_i$ with the loss threshold $\tau^t$:

$$l_i = \begin{cases} \text{Clean,} & l_i \leq \tau^t, \\ \text{Noisy,} & l_i > \tau^t. \end{cases}$$

Accordingly, training data $X$ can be divided into two parts: $X_{\text{clean}}$ and $X_{\text{noisy}}$, representing the potentially clean and noisy set respectively. Besides, we use an illustrative experiment to verify the effectiveness of DLT. As shown in Fig. 3, most of the clean samples are retained during training, while few noisy samples are infiltrated in the training process.

2) Utilizing Semi-Supervised Learning Techniques: After obtaining $X_{\text{clean}}$ and $X_{\text{noisy}}$, self-training SSL techniques are leveraged in the following steps. First, as is typical in many SSL methods, we use data augmentation [40], such as random clipping, translation and folding, on both clean and noisy data for $K$ times. Then, clean and noisy samples are utilized respectively.

Utilize Clean Samples: For $X_{\text{clean}},\text{Mixup}$ [61] augmentation is leveraged to make DNNs favor linear behavior in-between training examples. It has been verified to effectively improve robustness of DNNs in many weakly supervised learning tasks [2], [5], [27]. In particular, Mixup randomly selects two samples $(x_i, y_i)$ and $(x_j, y_j)$ from total training data. Then, a mixed sample pair $(x', y')$ can be computed by:

$$\lambda \sim \text{Beta}(\alpha, \alpha),$$

$$\lambda' = \max(\lambda, 1 - \lambda),$$

$$x' = \lambda' x_i + (1 - \lambda') x_j,$$

$$y' = \lambda' y_i + (1 - \lambda') y_j.$$  

After leveraging Mixup to potentially clean samples, cross-entropy loss $L_{\text{clean}}$ for $X_{\text{clean}}$ is obtained according to Equation (1), which denotes the first term in total loss of DLT.

Utilize Noisy Samples For $X_{\text{noisy}}$, its original corrupted labels will be discarded and our model $f_\theta(\cdot)$ will generate pseudo-labels $\mathcal{Y}_{\text{pseudo}}$ for them:

$$\mathcal{Y}_{\text{pseudo}} = f_\theta(X_{\text{noisy}}).$$

Then a sharpening function is applied on $\mathcal{Y}_{\text{pseudo}}$:

$$\hat{\mathcal{Y}}_{\text{pseudo}}^c = \mathcal{Y}_{\text{pseudo}}^{1/T} \sum_{k=1}^{C} \mathcal{Y}_{\text{pseudo}}^{k}^{1/T}, \ c = 1, 2, \ldots, C,$$

where $T$ denotes the sharpening temperature and we set hyper-parameter $T = 0.5$.

Then, we also leverage Mixup to $X_{\text{noisy}}$. In order to utilize the potential information from noisy samples effectively, we randomly select a part of samples $\hat{X}_{\text{clean}} \subseteq X_{\text{clean}}$ to Mixup with $X_{\text{noisy}}$. Mixed noisy samples are as follows:

$$\hat{X}_{\text{noisy}} = \hat{X}_{\text{clean}} \cup X_{\text{noisy}}.$$  

Notably, the samples in $\hat{X}_{\text{clean}}$ with smallest loss values, considered as clean samples with highest probability, are selected to Mixup with $X_{\text{noisy}}$. According to the work in [2], the mixing ratio of $\hat{X}_{\text{clean}}$ and $X_{\text{noisy}}$ is:

$$|\hat{X}_{\text{clean}}| : |X_{\text{noisy}}| = 16 : 100.$$  

Moreover, mean squared error is employed for $X_{\text{noisy}}$. For each sample $x_i$ in $X_{\text{noisy}}$, the mean squared error is calculated as follows:

$$l_i = \sum_{c=1}^{C} \| y'_c - P_{\text{model}}(x_i) \|^2.$$  

$L_{\text{reg}}$ for $X_{\text{noisy}}$ is obtained according to Equation (15), which denotes the second term in total loss of DLT.

Lastly, to avoid assigning all samples to a single class, we apply the regularization term used by [1], [27], [45], which uses a uniform prior distribution $\rho$ to regularize the model output in the mini-batch:

$$L_{\text{reg}} = \sum_{c=1}^{C} \rho_c \cdot \log \left( \frac{1}{|X|} \sum_{i=1}^{N} P_{\text{model}}(x_i) \right),$$

where

$$\rho_c = 1/C.$$  

In summary, the loss $L_{\text{clean}}$ on $X_{\text{clean}}$ is the cross-entropy loss and the loss $L_{\text{noisy}}$ on $X_{\text{noisy}}$ is the mean squared error. Along with the regularization term $L_{\text{reg}}$, the total loss of DLT is:

$$L = L_{\text{clean}} + \lambda_n \cdot L_{\text{noisy}} + \lambda_r \cdot L_{\text{reg}}.$$  

In our experiments, we set $\lambda_r$ as 1 and use $\lambda_n$ to control the contribution of noisy samples.

3) Leveraging Decreasing Loss Thresholds: For initial convergence of the algorithm, DLT needs to warm up the model in the beginning for a few epochs by training on all data using standard cross-entropy loss. As Fig. 4 illustrates, the test accuracy of DLT always fluctuates in the early stage of training. The observed fluctuation is caused by that DLT will receive data with different distribution after the warm-up stage, which results in poor generalization performance. To solve this dilemma, DLT leverages a decreasing loss threshold strategy.

Specifically, the loss threshold is set to decrease gradually as training goes on. Formally, let $T_{\text{warm}}$ denote the number of warm-up epochs and $T_{\text{grad}}$ denote the number of loss threshold

Fig. 3. Ratios of clean and noisy samples which are feed into DLT for training under 0.5 symmetric noise on CIFAR-10.
Algorithm 1: The DLT Approach.

Input: \( D \) : training set \( \{(x_i, y_i)\}_{i=1}^N \); 
\( m \) : the number of mini-batch in one epoch; 
\( M \) : two modes to obtain loss thresholds; 
\( K \) : the number of data augmentations; 
\( T_{total} \) : the number of total training epochs; 
\( T_{warm} \) : the number of warm-up epochs;

Output: \( \theta \) : Model parameters.

\[
\text{for } t = 1 \ldots T_{total} \text{ do} \\
\text{\quad for } p = 1 \ldots m \text{ do} \\
\text{\quad\quad Fetch mini-batch } B \text{ from } D; \\
\text{\quad\quad Calculate loss by } L = \mathcal{L}_{ce}(B, \theta) \text{ using eq. (1)}; \\
\text{\quad\quad if } t \leq T_{warm} \text{ then } \triangleright \text{ Warm up stage} \\
\text{\quad\quad\quad Update } \theta = \text{SGD}(L, \theta); \\
\text{\quad\quad else} \\
\text{\quad\quad\quad Obtain } q \text{ using Eq. (19);} \\
\text{\quad\quad\quad if } M = \text{LAST EPOCH} \text{ then } \triangleright \text{ Last-epoch mode} \\
\text{\quad\quad\quad\quad Obtain } \tau^t \text{ using Eq. (4)}; \\
\text{\quad\quad\quad\quad end} \\
\text{\quad\quad\quad else } \triangleright \text{ Slide-window mode} \\
\text{\quad\quad\quad\quad Obtain } \tau^t \text{ using Eq. (5)}; \\
\text{\quad\quad\quad end} \\
\text{\quad\quad Obtain } \hat{B} = \text{Augment}(B, K); \\
\text{\quad\quad Obtain } \mathcal{B}_{clean} = \{ \hat{B}_i | l_i \leq \tau^t, l_i \in L \}; \\
\text{\quad\quad Obtain } \mathcal{B}_{noisy} = \{ \hat{B}_i | l_i > \tau^t, l_i \in L \}; \\
\text{\quad\quad Calculate } \hat{\mathcal{X}}_{\text{pseudo}} \text{ using Eq. (12)}; \\
\text{\quad\quad Calculate } \mathcal{L}_{clean} \text{ for } \mathcal{X}_{clean} \text{ using Eq. (1)}; \\
\text{\quad\quad Calculate } \mathcal{L}_{noisy} \text{ for } \mathcal{X}_{noisy} \text{ using Eq. (15)}; \\
\text{\quad\quad Calculate } \mathcal{L}_{reg} \text{ using Eq. (16)}; \\
\text{\quad\quad Calculate the total loss } \mathcal{L} \text{ using Eq. (18)}; \\
\text{\quad\quad Update } \theta = \text{SGD}(\mathcal{L}, \theta); \\
\text{\quad end} \\
\text{\quad end} \\
\text{\quad return } \theta. \\
\]

The selection proportion \( q \) as:

\[
q = \begin{cases} 
100\%, & t \in [1, T_{warm}], \\
1 - w \cdot \frac{t - T_{warm}}{T_{grad}}, & t \in (T_{warm}, T_{total} + T_{grad}], \\
1 - w, & \text{otherwise.} 
\end{cases}
\]

The warm-up stage is essential in the beginning phase, since the divergence of clean and noisy samples will highlight in this stage. Then, DLT leverages two strategies to calculate dynamically decreasing loss thresholds and divides total training samples into the potentially clean and noisy samples. Lastly, DLT generates pseudo-labels for noisy samples and leverages Mixup data augmentation and self-training SSL techniques to jointly utilize the clean and noisy samples.

B. Estimating Noise Rate by Loss Difference

Based on the discrepancy between loss values of clean and noisy samples, we propose a novel method to estimate the noise rates of datasets. As observed in Fig. 5, loss values of clean and noisy samples are significantly discrepant in the early stage. In contrast, loss values of them are similar in the late stage of training. As a result, noisy samples can be detected by calculating the loss difference between the early and late stage. Intuitively, samples with larger loss differences can be considered as noisy samples.

Specifically, the loss difference values between the early and late stage for each sample can be obtained as \( D = \{d_1, d_2, \ldots, d_n\} \). Then, we randomly initialize a GMM with two components using Expectation Maximization algorithm. Besides, the number of EM iterations to perform is set as 10. For each sample \( x_i \), our model calculates the clean probability \( \phi_i \), which is the posterior probability \( p(g|x_i) \) and \( g \) is the Gaussian component with smaller mean (smaller loss). Next, \( X_{clean} \) can be obtained as follows:

\[
X_{clean} = \{x_i | \phi_i > 0.5\}.
\]

After separating clean samples from total samples according to loss difference, the noise rate \( r^* \) can be estimated as:

\[
r^* = \left(1 - \frac{|X_{clean}|}{n}\right) \times 100\%.
\]
C. Evaluating the Effect of Hard Samples

As mentioned above, we suppose hard samples are always quite close to the decision boundary thus difficult to be classified by DNNs, as shown in Fig. 6. To further provide some insights into what role hard samples play during the training process, we plan to conduct some experiments by involving some hard samples. However, it is very difficult to collect hard samples in real world. Therefore, to evaluate the effect, we propose to generate two types of hard samples by using some techniques refer to image data augmentation from different aspects: Samples With Incomplete Information: As shown in Fig. 7(a), by random erasing, cropping, rotation, resizing and affine transformation, we can generate hard samples by removing some features from original samples. Samples Suffered Adversarial Perturbation: As Fig. 7(b) illustrates, these samples are generated by adding some disturbances to origin samples. The adversarial examples of deep neural networks (DNNs) have attracted widespread attention recently. We propose to add a small number of adversarial perturbations to original samples and consider them as hard samples. Practically, this perturbation strategy is attacking against the well-trained model according to FGSM method. Formally, let $\epsilon$ be adversarial coefficient, $J(x, y)$ be the loss function. For each sample $x_i$, its generated adversarial sample $x_i^{adv}$ can be described as:

$$x_i^{adv} = x_i + \epsilon \cdot \text{sign}(\nabla_x J(x_i, y_i))$$  \hspace{1cm} (22)

IV. EXPERIMENTS

We first conduct experiments in extensive settings and compare DLT to recent outstanding baselines. Besides, we empirically verify the proposed method for estimating noise rate by loss difference. Lastly, the effect of hard samples is also discussed in this section.

A. Experimental Setup

1) Benchmark Datasets: To verify the superiority of our approach, we conduct experiments on two commonly used image classification datasets, namely CIFAR-10, CIFAR-100 [23]. Both of these two datasets contain 50,000 training and 10,000 test images, consisting of $32 \times 32$ color images arranged in 10 and 100 classes, respectively. In addition, we also conduct experiments on two large-scale real-world datasets, WebVision [28] and Clothing1M [54]. WebVision contains noisy-labeled images collected from Flickr and Google and maintains the same 1,000 classes as the ImageNet ILSVRC 2012 dataset [39]. Similar to previous work [27], we perform experiments on the first 50 classes from the Google image subset of WebVision, which contains approximately 66 thousand images. The noise level of WebVision is estimated at 20% [28]. Clothing1M contains 14 classes with 1 million noisy training samples collected from online shopping websites, e.g. t-shirt, sweater and jacket. The labels are generated by the surrounding text of images and thus extremely noisy. Its overall noise rate is approximately 38.5% [30]. This dataset is seriously imbalanced and the label noise mostly happen between similar classes.

2) Noise Setting: Following previous works [1], [27], [49], we generate two types of label noise: symmetric (uniform) noise and asymmetric (class-conditional) noise. We propose to corrupt these clean datasets manually by the noise transition matrix $Q$, where $Q_{ij} = P(\tilde{y} = j | y = i)$ given that noisy label $\tilde{y}$ is flipped from its corresponding clean label $y$. As shown in Fig. 8(a), symmetric noisy labels are generated by randomly replacing the labels for a percentage of training data with all possible labels (i.e. the true label could be randomly maintained). While asymmetric noisy labels are only replaced by a specific set of classes, as shown in Fig. 8(b). For example, for CIFAR-10,
flipping BIRD → AIRPLANE, CAT ↔ DOG, TRUCK → AUTOMOBILE, DEER → HORSE.

3) Compared Methods: We compare DLT with multiple recent excellent approaches for learning from noisy labels:
- Standard CE, which is the most fundamental baseline. The model is directly trained on the original dataset with noisy labels using standard cross-entropy loss.
- Forward [36], a loss correction method by multiplying the network prediction with the ground truth noise matrix.
- GCE [62], which proposes a theoretically noise-robust loss function that can be seen as a generalization of MAE and CE.
- SL [49], which combines the cross-entropy loss with a noise robust counterpart named Reverse Cross Entropy (RCE).
- PENCIL [58], which jointly optimize both network parameters and label estimations in an end-to-end manner.
- APL [32], which combines two robust loss functions namely active loss and passive loss that mutually boost each other.
- CNLCU-S [51], which investigates the uncertainty of losses during training and adopt confidence interval estimation.
- CDR [50], which divides all network parameters into the critical and non-critical ones, and then perform different update rules.
- Me-Momentum [4], which leverages the idea of momentum and alternately refines the network parameters.
- M-correction [1], which calculates sample weight by modeling training losses with BMM. This method is specifically designed for symmetric noise, and thus we only report its results under symmetric noise setting.
- DivideMix [27], which is currently the state-of-the-art method for learning from noisy labels and leverages MixMatch [5].

Notably, the last two methods M-correction and DivideMix apply Mixup [61] augmentation.

4) Evaluation Metrics: Following previous work [21], [27], [58], test accuracy on clean testing samples is employed to evaluate the performance of DLT and other state-of-the-art baselines in this paper. For a classifier \( h(\cdot) \), test accuracy is calculated as follows:

\[
\text{accuracy}(h) = \frac{1}{N} \sum_{i=1}^{N} [h(x_i) = y_i],
\]

Here, \([\pi]\) returns 1 if predicate \( \pi \) holds and 0 otherwise. The test accuracy evaluates the fraction of correctly classified examples, i.e. the predicted label is identical to the ground-truth label.

5) Implementation Details: The implementation is based on PyTorch and experiments were carried out with NVIDIA Tesla V100 GPU. For hyperparameters of DLT, we set temperature parameter \( T = 0.5 \), data augmentation times \( K = 2 \), the number of loss threshold dynamically decreasing epochs \( T_{\text{grad}} = 10 \) and Table I shows the value of loss weight \( \lambda_u \in \{0, 25, 50, 150\} \) which we use under different noise types and noise rates.

For CIFAR-10 and CIFAR-100, we use an 18-layer PreAct Resnet [17] and train it using SGD with a momentum of 0.9, a weight decay of 0.0005, and a batch size of 128. The network is trained for 300 epochs. The warm up period is 10 epochs for CIFAR-10 and 30 epochs for CIFAR-100. We set the initial learning rate as 0.02 and reduce it by a factor of 10 after 150 epochs and set the slide window size \( s \) as 200. In addition, we set Mixup hyperparameter \( \alpha \) as 4. We re-implement all the comparison methods using the same network architecture (PreAct-ResNet-18) with our proposed method and the parameters are tuned according to their respective literatures. Note that DivideMix [27] trains two networks simultaneously and uses the ensemble results in inference phase. For a fair comparison, we follow previous work [48] and only use the prediction from a single network. And we show that we can improve DLT by using the same averaging strategy at the inference phase in the following generalization experiments.

For WebVision and Clothing1M, following previous work [27], we use Inception-ResNet-V2 [43] and ResNet-50 [16] with ImageNet pretrained weights respectively. The SGD optimizer is utilized with a momentum of 0.9 and a weight decay of 0.0005. The slide window size \( s \) is set as 500 and the value of loss weight \( \lambda_u \) is set as 0. In addition, we set Mixup hyperparameter \( \alpha \) as 0.5. For WebVision, the network is trained for 100 epochs and the warm up period is 1 epoch. The initial learning rate is set as 0.01 and reduced by a factor of 10 after 50 epochs. For Clothing1M, the network is trained for 80 epochs and the warm up period is 1 epoch. The initial learning rate is set as 0.002 and reduced by a factor of 10 after 40 epochs. Following previous work [27], for each epoch, we sample 1000 mini-batches from the training data while ensuring the labels are balanced.

Notably, the selection proportion \( q \) is intuitively set as \( 1 - w \) both for CIFAR-10 and CIFAR-100. For WebVision and Clothing1M, \( q \) needs to be tuned, and we set it as 0.85 and 0.75 respectively in our paper.

B. Experimental Results

1) Experiments on CIFAR-10/100: We compare the proposed DLT with multiple baseline methods with symmetric label noise (noise rate \( r = 0.2, 0.4, 0.6, 0.8 \)) and asymmetric label noise (noise rate \( r = 0.2, 0.3, 0.4 \)). Besides, for asymmetric
noise, the noise rate > 50% means over half of the training data have wrong labels which is theoretically indistinguishable without additional assumptions. Tables II and III present the results on benchmark datasets CIFAR-10 and CIFAR-100 with different noise types and levels. Both the best test accuracy across all epochs and the averaged test accuracy over the last 10 epochs are reported for each case.

The results indicate that DLT with slide-window strategy outperforms existing state-of-the-art methods across all noise rates with different noisy types, especially on CIFAR-10 under 0.4 and 0.6 symmetric noise, and is substantial (about 6% in accuracy) for the more challenging CIFAR-100 under 0.8 symmetric noise. Besides, merely on CIFAR-10 under 0.4 asymmetric noise and CIFAR-100 under 0.3 asymmetric noise, DLT with the last-epoch strategy falls short of the state-of-the-art method DivideMix. Note that the performance of slide-window strategy is slightly superior to the last-epoch strategy in most cases. We postulate this is because the loss values of the latest batches which in the slide window can reflect more real-time information from DNNs, thus guide the training process of DLT more effectively.

2) Experiments on Real-World Datasets: We have seen that DLT achieves excellent performance on datasets with manually corrupted noisy labels. Next, we conduct another experiment on two real-world large-scale noisy datasets WebVision and Clothing1M. Experimental results are reported in Tables IV and V. For WebVision, we re-implement GCE, SL, APL under our experimental settings, except for their exclusive parameters which are followed in literature [32]. Results of Forward and DivideMix are copied from literature [27]. For Clothing1M, results compared methods are copied from their corresponding papers.

As Table IV shows, we test the performance of DLT on WebVision and measure top1 and top5 test accuracy on WebVision validation set and ImageNet ILSVRC12 validation set respectively. DLT consistently outperforms compared methods in most cases, which indicates the effectiveness of our proposed approach under real-world label noise.

As Table V illustrates, DLT significantly improves the classification performance in most cases on Clothing1M. However, the test accuracy of DLT is slightly lower than that of DivideMix [27] about 0.5%. We think this limitation is caused by the instance-dependent noisy labels [6], [52], [63] in Clothing1M dataset and our proposed method is not robust to this type of noise. Furthermore, compared to DLT, the result of DivideMix is based on the ensemble of predictions from two networks.
3) Generality of the Proposed Approach: To demonstrate that DLT has an advantage in generalization and flexibility, we apply it to DivideMix [27]. Note that we use the same network, hyperparameters (except we fix the label co-refinement coefficient $w_b$ as 0.5), and learning rate policy as DivideMix. Experiments are conducted under symmetric noise with noise rate $w \in \{0.2, 0.5, 0.8\}$. DLT* denotes our proposed noisy label detection method via dynamic loss thresholding with the slide-window strategy. As shown in Table VI, our noisy label detection method consistently outperforms DivideMix, even when the noise rate is extremely high. Note that combined with the schemes reported in DivideMix, DLT achieves great improvement on CIFAR-100 under 0.2 and 0.5 symmetric noise. This indicates that DLT is of

TABLE III

| Noise Type        | Methods / Noise Rate | Symmetric Noise | Asymmetric Noise |
|-------------------|----------------------|-----------------|-----------------|
|                   |                      | 0.2  | 0.4  | 0.6  | 0.8  | 0.2  | 0.3  | 0.4  |
| Standard CE       | Best                 | 61.4 | 53.2 | 42.0 | 20.7 | 63.3 | 56.0 | 46.2 |
|                   | Last                 | 57.5 | 41.2 | 24.4 | 9.2  | 59.6 | 51.8 | 42.6 |
| Forward [36]      | Best                 | 61.0 | 53.4 | 42.8 | 21.1 | 62.4 | 55.8 | 45.9 |
|                   | Last                 | 57.2 | 42.0 | 25.3 | 9.3  | 58.9 | 51.5 | 42.2 |
| GCE [62]          | Best                 | 70.1 | 65.0 | 54.7 | 30.4 | 69.0 | 64.7 | 50.7 |
|                   | Last                 | 62.4 | 56.2 | 40.9 | 16.2 | 61.5 | 55.8 | 42.3 |
| SL [49]           | Best                 | 60.1 | 53.7 | 42.8 | 21.5 | 60.2 | 55.6 | 45.8 |
|                   | Last                 | 56.8 | 41.3 | 24.8 | 9.8  | 58.2 | 50.3 | 40.8 |
| PENCIL [58]       | Best                 | 73.2 | 68.1 | 57.8 | 30.7 | 74.0 | 71.8 | 62.7 |
|                   | Last                 | 72.7 | 66.7 | 55.9 | 20.3 | 72.6 | 70.5 | 60.3 |
| APL [32]          | Best                 | 71.2 | 66.7 | 54.0 | 31.2 | 70.1 | 66.4 | 55.5 |
|                   | Last                 | 66.6 | 58.3 | 44.5 | 20.6 | 60.0 | 49.9 | 44.1 |
| Me-Momentum [4]   | Best                 | 69.4 | 63.3 | 51.2 | 19.8 | 67.8 | 61.5 | 49.9 |
|                   | Last                 | —    | —    | —    | —    | —    | —    | —    |
| CDR [50]          | Best                 | 64.8 | 56.0 | 39.0 | 19.9 | 66.7 | 60.1 | 49.0 |
|                   | Last                 | 61.1 | 45.8 | 24.7 | 6.1  | 61.9 | 54.0 | 43.4 |
| CNLCU-S [51]      | Best                 | 50.2 | 42.8 | 28.5 | 11.7 | 46.3 | 40.0 | 32.3 |
|                   | Last                 | 49.7 | 42.2 | 28.1 | 11.3 | 46.0 | 39.4 | 31.7 |
| M-correction [1]  | Best                 | 73.9 | 71.8 | 59.7 | 48.2 | —    | —    | —    |
|                   | Last                 | 73.4 | 71.1 | 50.7 | 47.6 | —    | —    | —    |
| DivideMix [27]    | Best                 | 75.7 | 73.9 | 69.6 | 53.5 | 75.4 | 72.7 | 59.7 |
|                   | Last                 | 74.9 | 73.0 | 69.1 | 52.3 | 74.9 | 72.0 | 51.2 |
| DLT (last-epoch)  | Best                 | 76.6 | 74.8 | 69.7 | 59.3 | 76.5 | 72.4 | 66.7 |
|                   | Last                 | 75.5 | 73.8 | 69.0 | 58.5 | 75.1 | 71.3 | 65.5 |
| DLT (slide-window)| Best                 | 77.1 | 75.2 | 70.1 | 58.9 | 76.1 | 72.8 | 68.0 |
|                   | Last                 | 75.9 | 74.0 | 69.2 | 58.0 | 74.7 | 72.1 | 66.7 |

We re-implement all methods under the same setting and the best results are boldfaced.

TABLE IV

| Methods            | WebVision top1 | WebVision top5 | ILSVRC12 top1 | ILSVRC12 top5 |
|--------------------|----------------|----------------|---------------|---------------|
| Standard CE        | 73.72          | 90.92          | 69.60         | 90.24         |
| Forward [36]       | 61.12          | 82.68          | 57.36         | 82.36         |
| GCE [62]           | 55.56          | 66.52          | 54.52         | 67.24         |
| SL [49]            | 75.80          | 91.68          | 72.20         | 91.24         |
| APL [32]           | 72.32          | 88.64          | 69.08         | 88.04         |
| DivideMix [27]     | 77.32          | 91.64          | 75.20         | 90.84         |
| DLT (last-epoch)   | 77.60          | 92.12          | 74.44         | 91.64         |
| DLT (slide-window) | 78.36          | 92.76          | 74.68         | 92.36         |

TABLE V

| Methods            | Test Accuracy |
|--------------------|---------------|
| Standard CE        | 69.21         |
| Forward [36]       | 69.84         |
| GCE [62]           | 69.75         |
| SL [49]            | 71.02         |
| PENCIL [58]        | 73.49         |
| M-correction [1]   | 71.00         |
| DivideMix [27]     | 74.76         |
| DLT (last-epoch)   | 74.24         |
| DLT (slide-window) | 73.98         |
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excellent generality and can still be effective when applied to other methods.

4) Parameter Sensitivity: As mentioned above, DLT with the slide-window strategy exceeds all the other baselines in the majority of cases with both symmetric noise and asymmetric noise. As shown in Algorithm 1, DLT has one parameter to be tuned, i.e. \( s \) (the size of slide window). In this subsection, we further investigate how the performance of DLT changes with different values of \( s \). Figs. 9 and 10 list results of DLT with different window sizes for CIFAR-10 and CIFAR-100. In Figs. 9 and 10, “Best” denotes the best test accuracy across all epochs and “Last” denotes the averaged test accuracy over the last 10 epochs, \( s \) ranges in \{50, 100, 200, 300, 400, 500\}. It is shown that, the performance of DLT indeed fluctuates as the value of \( s \) varies, especially for CIFAR-10 and CIFAR-100 under 0.6 noise rate. Specifically, for CIFAR-100 under asymmetric noise, small \( s \) would lead to performance degradation of DLT. In this paper, we set \( s \) to 200, which denotes that samples in the latest 200 batches are utilized to calculate dynamic loss thresholds in our experiments. In addition, as shown in Tables VII and VIII, Our proposed method DLT yields stable performance under different mixing ratios \( K \) and loss threshold strategies. Moreover, we find that 16% is a good choice for DLT compared with other ratios, which is consistent with the results in [2]. Besides, the proposed decreasing loss threshold strategy also outperforms these baselines on these settings.

5) Ablation Study: To analyze the effect of each component in DLT, we conduct an ablation study on CIFAR-10 and

---

**TABLE VI**

| Datasets | CIFAR-10 | CIFAR-100 |
|----------|----------|-----------|
| Methods / Noise Rate | 0.2 | 0.5 | 0.8 | 0.2 | 0.5 | 0.8 |
| DivideMix [27] | Best | 96.1 | 94.6 | 93.2 | 77.3 | 74.6 | 60.2 |
| | Last | 95.7 | 94.4 | 92.9 | 76.9 | 74.2 | 59.6 |
| DLT* | Best | 96.5 | 95.5 | 93.5 | 80.0 | 75.9 | 61.0 |
| | Last | 96.1 | 95.2 | 93.1 | 79.2 | 75.2 | 60.4 |

**TABLE VII**

**Comparison With Different \( K \) Values on CIFAR-10 Under Symmetric Label Noise With Noise Rate = 0.5**

| Datasets | CIFAR-10 | CIFAR-100 |
|----------|----------|-----------|
| \( K \) ratio | 8 | 16 | 32 | 64 | 8 | 16 | 32 | 64 |
| Best | 95.20 | 95.24 | 95.23 | 95.13 | 72.08 | 72.74 | 72.34 | 72.35 |
| Last | 94.26 | 94.86 | 94.74 | 93.76 | 71.30 | 71.50 | 71.35 | 71.11 |
CIFAR-100 under different noise types and noise rates using the slide-window strategy, and the results are shown in Tables IX and X. Notably, when removing Mixup for $X_{clean}$, the test accuracy decreases sharply, especially on CIFAR-10 under asymmetric noise and the results indicate that Mixup is essential for $X_{clean}$. For $X_{noisy}$, Mixup with $X_{clean}$ (samples in $X_{clean}$ with smallest loss values) yields better performance, especially on CIFAR-100. Besides, removing the gradually decreasing loss thresholds results in a decrease in test accuracy, which suggests that our decreasing loss threshold strategy is effective for DLT. Lastly, we find that both temperature sharpening and input augmentation are also beneficial for DLT.

6) Experiments on Noise Rate Estimating: As we described in Section III-B, the noise rate can be estimated by our proposed

### TABLE VIII

| Dataset | CIFAR-10 | CIFAR-100 |
|---------|----------|-----------|
| Noise Type | Symmetric | Asymmetric | Symmetric | Asymmetric |
| Noise Rate | 0.2 | 0.4 | 0.6 | 0.8 | 0.2 | 0.3 | 0.4 | 0.2 | 0.3 | 0.4 |
| DLT w/ decreasing q | | | | | | | | | | |
| Best | 96.3 | 95.6 | 94.6 | 93.0 | 94.3 | 93.5 | 92.8 | 77.1 | 75.2 | 70.1 | 58.9 | 76.1 | 72.8 | 68.0 |
| Last | 95.8 | 95.3 | 93.7 | 92.7 | 93.9 | 93.1 | 92.2 | 75.9 | 74.0 | 69.2 | 58.0 | 74.7 | 72.1 | 66.7 |
| DLT w/ increasing q | | | | | | | | | | |
| Best | 96.3 | 95.4 | 94.3 | 91.2 | 94.4 | 93.5 | 92.3 | 75.7 | 73.5 | 67.3 | 58.9 | 75.7 | 70.8 | 65.0 |
| Last | 95.9 | 94.9 | 92.3 | 90.9 | 94.0 | 93.0 | 91.6 | 74.3 | 71.8 | 66.0 | 57.8 | 74.3 | 69.1 | 63.7 |
| DLT w/ fixed q | | | | | | | | | | |
| Best | 95.6 | 95.4 | 94.4 | 92.7 | 94.1 | 93.2 | 92.2 | 76.7 | 74.4 | 69.3 | 57.0 | 75.4 | 71.8 | 66.5 |
| Last | 95.1 | 95.0 | 93.7 | 92.2 | 93.6 | 92.8 | 91.9 | 75.1 | 73.5 | 68.8 | 56.2 | 74.3 | 70.6 | 64.4 |

### TABLE IX

Ablation Study Results in Test Accuracy (%) on CIFAR-10 with Different Noise Types and Levels

| Noise Type | Symmetric Noise | Asymmetric Noise | Symmetric Noise | Asymmetric Noise |
|------------|-----------------|-----------------|-----------------|-----------------|
| Methods / Noise Rate | 0.2 | 0.4 | 0.6 | 0.8 | 0.2 | 0.3 | 0.4 |
| DLT | Best | 96.3 | 95.6 | 94.6 | 93.0 | 94.3 | 93.5 | 92.8 | 76.1 | 72.8 | 68.0 |
| Last | 95.8 | 95.3 | 94.0 | 92.7 | 93.9 | 93.1 | 92.2 | 74.7 | 71.8 | 66.7 |
| DLT w/o sharpening | Best | 95.6 | 94.9 | 94.2 | 92.4 | 94.2 | 93.4 | 92.3 | 74.7 | 72.1 | 66.7 |
| Last | 95.2 | 93.9 | 93.7 | 92.0 | 93.8 | 92.9 | 91.9 | 73.5 | 71.8 | 66.4 |
| DLT w/o augmentation | Best | 95.2 | 95.1 | 93.3 | 92.0 | 93.4 | 92.5 | 91.3 | 74.7 | 72.1 | 66.7 |
| Last | 94.8 | 94.6 | 93.0 | 91.5 | 93.0 | 92.2 | 90.8 | 73.5 | 71.8 | 66.4 |
| DLT w/o decreasing q | Best | 95.6 | 95.2 | 94.2 | 92.7 | 94.1 | 93.2 | 92.2 | 74.7 | 72.1 | 66.7 |
| Last | 95.1 | 95.0 | 93.7 | 92.2 | 93.6 | 92.8 | 91.9 | 73.5 | 71.8 | 66.4 |
| DLT w/o Mixup for $X_{clean}$ | Best | 95.1 | 94.8 | 93.7 | 91.2 | 91.5 | 88.6 | 86.5 | 74.7 | 72.1 | 66.7 |
| Last | 94.9 | 93.9 | 93.7 | 90.1 | 88.3 | 87.3 | 81.8 | 73.5 | 71.8 | 66.4 |
| DLT w/o Mixup $X_{clean}$ for $X_{noisy}$ | Best | 95.6 | 95.2 | 94.1 | 92.3 | 94.2 | 93.4 | 92.4 | 74.7 | 72.1 | 66.7 |
| Last | 95.0 | 94.8 | 93.7 | 91.6 | 93.8 | 93.0 | 92.1 | 73.5 | 71.8 | 66.4 |

### TABLE X

Ablation Study Results in Test Accuracy (%) on CIFAR-100 with Different Noise Types and Levels

| Noise Type | Symmetric Noise | Asymmetric Noise | Symmetric Noise | Asymmetric Noise |
|------------|-----------------|-----------------|-----------------|-----------------|
| Methods / Noise Rate | 0.2 | 0.4 | 0.6 | 0.8 | 0.2 | 0.3 | 0.4 |
| DLT | Best | 77.1 | 75.2 | 70.1 | 58.9 | 76.1 | 72.8 | 68.0 |
| Last | 75.9 | 74.0 | 69.2 | 58.0 | 74.7 | 72.1 | 66.7 |
| DLT w/o sharpening | Best | 76.3 | 73.5 | 67.5 | 54.5 | 74.2 | 70.0 | 64.3 |
| Last | 75.3 | 72.3 | 66.1 | 53.0 | 73.2 | 68.5 | 62.8 |
| DLT w/o augmentation | Best | 75.5 | 73.3 | 68.6 | 55.3 | 72.9 | 71.2 | 64.0 |
| Last | 74.5 | 72.5 | 67.6 | 54.1 | 71.6 | 70.0 | 62.7 |
| DLT w/o decreasing q | Best | 76.7 | 74.4 | 69.3 | 57.0 | 75.4 | 71.8 | 66.5 |
| Last | 75.1 | 73.5 | 68.8 | 56.2 | 74.3 | 70.6 | 64.4 |
| DLT w/o Mixup for $X_{clean}$ | Best | 73.4 | 71.9 | 62.0 | 46.3 | 73.1 | 70.0 | 63.5 |
| Last | 73.0 | 70.5 | 60.5 | 44.8 | 72.3 | 69.5 | 63.0 |
| DLT w/o Mixup $X_{clean}$ for $X_{noisy}$ | Best | 75.9 | 74.3 | 69.3 | 57.0 | 75.6 | 72.3 | 66.9 |
| Last | 74.7 | 73.3 | 68.2 | 55.8 | 74.1 | 71.1 | 65.9 |
TABLE XI
Noise Rate (%) Estimation of Our Proposed Method on CIFAR-10 and CIFAR-100

| Dataset     | CIFAR-10 | CIFAR-100 |
|-------------|----------|-----------|
| Real Noise Rate | 20 30 40 50 60 | 20 30 40 50 60 |
| Estimated Noise Rate | 21.6 31.8 40.9 49.5 59.1 | 25.3 31.5 39.8 47.8 56.6 |

TABLE XII
Test Accuracy (%) on CIFAR-10 and CIFAR-100 While Adding Synthetic Hard Samples or Not

| Datasets | CIFAR-10 | CIFAR-100 |
|----------|----------|-----------|
| Noise Rate | 0.2 0.4 0.6 0.8 | 0.2 0.4 0.6 0.8 |
| Whether adding hard samples? | Best Last Best Last Best Last Best Last | Best Last Best Last Best Last Best Last |
| No. | 96.3 95.8 95.7 95.4 94.7 94.3 93.0 92.7 77.1 75.9 75.2 74.0 70.1 69.2 58.9 58.0 |
| Yes. | 95.8 95.3 95.4 94.8 94.0 93.6 92.1 91.6 75.8 74.6 72.5 71.8 66.9 66.5 55.9 54.9 |

Fig. 11. Loss tendencies of noisy, hard and original clean samples under 0.4 symmetric noise on CIFAR-10.

approach based on loss difference between the early (underfitting) and late (overfitting) training stages. Specifically, for CIFAR-10 and CIFAR-100, we simply choose the 30th epoch as the early training stage and the 300th (last) epoch as the late training stage respectively. Moreover, we obtain the loss difference value of each sample from these two selected epochs. Then we estimate the noise rate using Equation (21). As shown in Table XI, we can get highly accurate estimations on CIFAR-10 and CIFAR-100 across the noise rate ranging from 0.2 to 0.6 under symmetric noise, which verifies the effectiveness of our proposed method.

7) Discussion About Hard Samples: We experimentally investigate the effect of hard samples in the DNN training from noisy labels. In order to simulate the real-world situations, we generate hard samples according to the data augmentation strategies introduced in Section III-C. In our experiments, we manually add the same proportion of hard samples as the original clean ones into datasets.

As shown in Fig. 11, the loss value changing tendency of hard samples behaves similarly to that of original clean samples, but has significant differences from that of noisy samples. According to the diverse loss values, our method can divide the hard samples into the clean set rather than the noisy set. Table XII also indicates the consistent results with Fig. 11.

When adding synthetic hard samples into training data, the test accuracy is solely a little inferior to that of the original symmetric label noise. Besides, Fig. 12 illustrates that DLT regards hard samples as regular (easy and clean) samples through the t-SNE visualization. This observation shows that DLT can still work robustly while existing some indistinct samples, too.

V. CONCLUSION

In this paper, we propose a simple but effective method DLT, which is based on dynamic loss thresholds for learning from noisy labels. DLT takes advantage of different loss value distributions of clean and noisy samples and leverages self-training semi-supervised learning techniques to exploit the mislabeled data. Along with gradually decreasing loss thresholds and the slide-window strategy, DLT achieves state-of-the-art performance both on synthetic and real-world datasets. Besides, we propose a noise rate estimation method based on loss difference and achieve considerable results both on CIFAR-10 and CIFAR-100. In the end, we experimentally verify the effectiveness of our noisy label detection method while ensuring that some hard samples are contained in training data.
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