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Abstract
Investors usually resort to financial advisors to improve their investment process until the point of complete delegation on investment decisions. Surely, financial advice is potentially a correcting factor in investment decisions but, in the past, the media and regulators blamed biased advisors for manipulating the expectations of naive investors. In order to give an analytic formulation of the problem, we present an Agent-Based Model formed by individual investors and a financial advisor. We parametrize the games by considering a compromise for the financial advisor (between a sufficient reward by bank and to keep her reputation), and a compromise for the customers (between the desired return and the proposed return by advisor), and incorporating the social psychological concepts of truthfulness and cognitive dissonance. Then we obtain the Nash equilibria and the best response functions of the resulting game. We also describe the parameter regions in which these points result acceptable equilibria. In this way, the greediness/naivety of the customers emerge naturally from the model. Finally, we focus on the efficiency of the best Nash equilibrium.
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1 Introduction

Individuals take decisions concerning personal finance based on a variety of factors. For example, the investment decision process appears to incorporate a broad range of variables that may influence the individual investor’s behaviour, such as the perceived ethics of a firm, and recommendations from individual stockbrokers or friends/coworkers (Nagy and Obenberger 1994). Investors may resort to financial advisors to improve their investment process even to the point of complete delegation on investment decisions (or even follow self-proclaimed experts on social forums (Naldi 2019)). In that case, financial advice is potentially a driving/correcting factor in investment decisions (Fischer and Gerhardt 2007).

Nevertheless, in the aftermath of the global financial crisis, the media and the regulators have also placed much of the blame on biased advisors for manipulating the expectations of naive investors (Hong et al. 2008; Ferguson 2012). According to this view, an analyst may receive incentives to generate biased, optimistic forecasts while naive individual investors are unable to recognise that these biased recommendations are motivated by incentives to sell financial products. When asked for professional advice (i.e. an opinion), advisors may not straightforwardly state what they truly think, but rather be tempted to misrepresent their opinion to conform to the bank they are paid by. In any case, the role of financial advisors, as well as that of other influencers, is to be properly accounted for in the analysis of personal finance decisions.

However, though the decisions taken in personal finance have been a subject of interest in several papers (Bruhn and Steffensen 2011; ChiangLin and Lin 2008; Jensen and Steffensen 2015; Konicz et al. 2015; Kraft and Steffensen 2008), so far the adopted framework has considered an individual, acting without interaction with influencers of any kind.

In this paper, we wish instead to consider such interactions, to understand how the opinions of an individual investor may change under the influence of her advisors, considering the aims of the stakeholders involved. For this purpose, we formulate an Agent-Based Model (ABM) that includes three classes of agents: a bank, a financial advisor, a set of investors or customers. In this model, the advisor and the customers are decision-makers, and the bank is an exogenous agent that sets some conditions for the advisor. This model mimics the environment an individual investor finds when she manages her investment through the local branch of a bank, where a financial advisor oversees a group of bank’s customers. The major advantage that we expect from the adoption of an analytic framework like ABM is that analytic derivations of the properties of the model can be equally used as descriptive and as prescriptive tools, as widely noticed in the literature (Monica and Bergenti 2017; Glass and Glass 2020; Mastroeni et al. 2017, 2019b, a; Vellucci and Zanella 2018; Sharifi Kolarjani et al. 2020; Proskurnikov et al. 2016; Wang et al. 2011; Leitner and Behrens 2014; Leitner et al. 2017; Pan 2012; Fatas-Villafranca et al. 2011; Hegselmann and Krause 2005; Krause 2020; Xu and Cao 2020; Dacrema and Benati 2020; Steinbacher and Steinbacher 2019).
The influence we model through the ABM incorporates the effect of two social psychological concepts: truthfulness and cognitive dissonance.

As to truthfulness, the psychological literature claims that the probability of people showing dishonest behaviour is proportional to the number of benefits gained from being dishonest (Mazar and Ariely 2006). In our case, we can imagine financial advisors to see attractive incentives to act dishonestly: since they are typically rewarded based on the volume of transactions and the sales figures of bank products, they could be tempted to put their earnings ahead of the interests of their customers by suggesting them to buy more bank products (McDonald 2002; Davis 2004; Kliger and Qadan 2019).

The latter concept, cognitive dissonance, can be defined as the discomfort experienced when holding two different cognitions, e.g. two different opinions. It has been observed in several contexts (Mogiliansky et al. 2009; Martínez-Martínez 2014; Busemeyer et al. 2009; Khrennikov and Basieva 2014; McDonald et al. 2013; Spiekermann and Weiss 2016; Houser et al. 2008). The theory behind it (Festinger 1962; Akerlof and Dickens 1982) can be adequately represented in economic terms if we give its definition in terms of a person’s expectations. As soon as we were born, we immediately began accumulating a large number of expectations on what our life should be like. When one of these expectations is not met, dissonance occurs. In our case, the dissonance may take place between the customer’s expectations about its investments, as related to its opinions about a financial product, and the advice given by the financial advisor. It may also take place between the customer’s expectations and its actual investment results, which may lead it to rely more on the financial advisor’s suggestions. The investor’s general attitude may also influence dissonance (Rieger 2017; Cenci et al. 2015): a very confident investor could expect to succeed in any task she carries out, while an investor with a low opinion of herself might instead expect failures. Indeed, the advisor’s ability to manipulate or induce optimism or pessimism in this context can be explained by the theory of cognitive dissonance (Aronson 1992; Dickinson and Oxoby 2011), since the generation of an optimistic or pessimistic belief can reduce an intrinsic conflict between cognitions. Since dissonance can be reduced by changing one’s own opinion (Festinger 1962; Groeber et al. 2014), the dissonance of an investor can be assumed to depend on the dissonance caused by the difference between its opinion and the opinions of all the other agents with whom she interacts. Following Bindel et al. (2015) and Groeber et al. (2014), we will assume that the magnitude of dissonance is a function of the distance between opinions.

Hence, the different aims of the stakeholders convey the effect of truthfulness and cognitive dissonance. We consider those aims by resorting to a game-theoretic model, where each personal investment decision consists in selecting a strategy, and the agents’ payoff depends on the strategies chosen by herself and other players. We wish to see how the stakeholders’ strategies may find an equilibrium, and how incentives and payoffs may tilt it towards some players’ interests. We refer to this game as the personal finance game and provide the following contributions:
we fully formulate a game where the possible untruthfulness of financial advisors, the bank’s interest, and the customers’ sensitivity to cognitive dissonance are all factored in (Section 3.1);

we provide a closed-form equilibrium solution of that game, providing the advise output by the financial advisor and the customers’ decisions as the result of the game (Section 3);

we analyse the impact of cognitive dissonance, advisor’s truthfulness, and her influence on customers (Sections 4.1.1, 4.1.2, and 4.1.3);

we analyse the efficiency of the game through the Price of Stability (Section 5).

The results of our analysis show that

– the equilibrium solution is asymptotically stable (Section 4.3);
– a higher social welfare would be achieved if individual actions were mitigated by a regulator (Section 5).

2 Related literature

Our paper is related to the literature framework of opinion formation games that relax the assumption of truthfulness (a.k.a as honesty) in the process of opinion formation, allowing game players to express some opinions which need not coincide with their true opinions.

The players whose opinions we wish to model are represented as nodes of a social network (i.e., vertices on a graph), where the links between the nodes represent the direct influence between players in forming their opinions.

We therefore introduce a connected undirected graph $G = (V, E)$ be with $|V| = n$ and for each edge $e = (i, j) \in E$ let $w_{ij} \geq 0$ be its weight. Let $W = [w_{ij}]$ be the matrix of weights. Every vertex of the graph (i.e., each player or agent) is characterized by an internal opinion $s_i$ and a stated opinion $z_i$. The set of neighbors of agent $i$ in the social network represented by the graph $G$ is denoted by $N(i)$.

This game can be expressed as an instance $(G, W, s, z)$ that combines a weighted graph $(G, W)$ and the vectors of opinions $s = (s_1, \ldots, s_n)$ and $z = (z_1, \ldots, z_n)$, which are attributes of the nodes. The internal opinion $s_i$ is unchanged and not affected by opinion updates, while each player’s strategy is represented by her stated opinion $z_i$, which may be different from her $s_i$ and gets updated (Bindel et al. 2015; Gionis et al. 2013; Bhawalkar et al. 2013; Ferraioli et al. 2016; Chierichetti et al. 2018; Auletta et al. 2016, 2017; Bilò et al. 2016; Chen et al. 2016). The approach followed by Buechel et al. (2015) differs from all these papers mainly as it considers true and stated opinions evolving over time according to different laws.

Buechel et al. (2015) adopt for agent $i$ a utility function that depends on the distance of true opinion $s_i$ to stated opinion $z_i$ as well as on the distance of stated opinion $z_i$ to group opinion $q_i$. Bindel et al. (2015) study the price of anarchy — the ratio between the cost of the Nash equilibrium and the cost of the optimal solution — in a game of opinion formation. They assume that person $i$ has an internal
opinion $s_i$, which remains unchanged from external influences, and a stated opinion $z_i$ which is updated as a weighted sum of her neighbours’ stated opinions

$$z_i = \frac{s_i + \sum_{j \in N(i)} w_{ij} z_j}{1 + \sum_{j \in N(i)} w_{ij}}$$

(1)

where $w_{ij} \geq 0$. Both opinions are assumed to be real numbers. Updating $z_i$ as in (1) allows to minimize the cost function

$$(z_i - s_i)^2 + \sum_{j \in N(i)} w_{ij} (z_j - z_i)^2.$$  

(2)

Both papers, are inspired by classical models due to Degroot (1974) and Friedkin and Johnsen (1999). Also Buechel et al. (2015) consider both opinions $z_i$ and $s_i$ are assumed to be real numbers.

Gionis et al. (2013) follow the framework of Bindel et al. (2015), by considering equations (1) and (2) as update rule and personal cost function. The internal and external opinions have been modeled as real values in the interval $[0, 1]$. Gionis et al. (2013) study the CAMPAIGN problem, whose goal is to identify a set of target nodes $T$, whose positive opinion about an information item will maximize the overall positive opinion for the item in the social network. The objective function to maximize is therefore $g(z) = \sum_{i=1}^n z_i$.

Bhawalkar et al. (2013) analyze the equilibrium outcomes of symmetric co-evolutionary game and the K-nearest neighbor (K-NN) game, distinguishing between internal and stated opinions with the usual symbols $s_i$ and $z_i$ (which are real numbers). In the K-NN game, each agent has exactly $K$ friends, so the interaction is of the nearest neighbors type and the size of $N(i)$ is exactly $K$ for each agent $i$.

Ferraioli et al. (2016) continue the study of Bindel et al. (2015) by simplifying their model to the case of binary opinion $z_i$, which can be found in the individual’s voting intention in a referendum, while $s_i \in [0, 1]$. They study best-response dynamics and show upper and lower bounds on the convergence to Nash equilibria.

The cost function considered by Chierichetti et al. (2018) (where update rules for $z_i$ and $s_i$ are not present) replaces the quadratic terms in Bindel et al. (2015) by distances in a discrete metric space while $s_i$ belongs to a discrete set (binary in some special cases)\(^1\) and $z_i \in \mathbb{R}$. The authors adopt a strategy $z$ minimizing the social cost function as an optimal solution and establish bounds on the price of stability\(^2\).

Auletta et al. (2016) consider a personal cost that is defined through a monotone non-decreasing function of $z$, assuming binary $z_i$ and $s_i$ (without update rules for them). The authors called that class generalized discrete preference games. In particular, they show that every game with two strategies per agent that admits a generalized ordinal potential is structurally equivalent (in particular, better-response equivalent) to a generalized discrete preference game. Another work by Auletta

\(^1\) The authors refer to this class of games as discrete preference games.

\(^2\) The price of stability is a measure of the game efficiency that is commonly adopted instead of the price of anarchy when multiple Nash equilibria are present, and is defined as on the ratio between the social cost of the best Nash equilibrium and the optimal solution. We return to the subject in Section 5.
et al. (2017) considers the game in which agents are utility maximizers, \( z_i, s_i \in \{0, 1\} \) and address the questions of price of stability/price of anarchy of a game in terms of the social welfare: \( SW(z) := \sum_i u_i(z) \).

Bilò et al. (2016) focus on the case in which, for each player \( i \), the innate opinion \( s_i \in [0, 1] \), while the expressed opinion \( z_i \in \{0, 1\} \). They define a cost-minimization \( n \)-player game. Bilò et al. (2016) show that any game in this class always admits an ordinal potential that implies the existence of pure Nash equilibria and convergence of better-response dynamics starting from any arbitrary strategy profile. The social optimum is obtained with respect to the problem of minimizing the sum of the players’ costs. They also focus on the efficiency losses due to selfish behavior and give upper and lower bounds on the price of anarchy and lower bounds on the price of stability.

Chen et al. (2016), bound the price of anarchy for a game in which both \( s_i \) and \( z_i \) are real numbers.

3 Personal finance game and Nash equilibria

In order to understand the strategic interactions that lead to personal finance decisions, we develop a model where the major stakeholders act as agents. In this section, we first describe that model and then adopt a game-theoretic approach to study their interactions and their equilibrium decisions.

3.1 The agent-based model

In this section, we introduce an ABM to study the personal finance game. In our ABM there are three classes of agents:

- a bank (\( B \));
- a financial advisor (\( A \));
- a set of \( n \) customers (\( CL_i, i = 1, \ldots, n \)).

The bank acts as an external stakeholder, since it sets some conditions that influence the game between the advisor and the customers but does not interact otherwise with the other stakeholders.

Our model falls in the literature framework of opinion formation games where game players can express some opinions and may change them according to the interactions with the other agents. For some of them, the opinions they express need not coincide with their true opinions. The opinions concern investment decisions.

The aim of bank \( B \) is to steer the customers towards a particular investment decision, represented by an opinion \( w \in \mathbb{R}^+ \). For example, \( w \) could concern the decision to buy a security \( S_1 \) rather than a different one \( S_2 \) or other financial instruments.

The financial advisor \( A \) expresses an opinion \( s \in \mathbb{R}^+ \) which need not coincide with her true opinion \( x \in \mathbb{R}^+ \), respectively referred to in the following as the stated opinion and the internal opinion. If the two opinions do not coincide, the financial
advisor is **untruthful**. A is paid by B, and she gives advice (by way of s) to customers when invited to do so, but the stated opinion s might not perfectly correspond to the one recommended by the bank, w (to preserve her good reputation, for instance).

Customers have their opinions \( c_i \), \( i = 1, \ldots, n \), which fall within the range \([d_i, s]\) where \( d_i \leq s \) is a positive lower bound, which represents the opinion that the customer i would assume if there weren’t any interaction with A. The opinions of all customers are collected in \( c := (c_1, \ldots, c_n) \in \mathbb{R}^n \).

Opinions \( c_i \), \( i = 1, \ldots, n \) and s change over time, i.e. \( c_i = c_i(t) \) \( i = 1, \ldots, n \) and \( s = s(t) \), while w, x and d are fixed over time. However, we assume that all the opinions lie within the range \([0, 1]\).

Following the models introduced by Bernheim (1994) and Buechel et al. (2015), we consider a utility function for A that depends on the incentive to be truthful (the intrinsic part) and the incentive to steer the customers towards w (the remunerative part). The incentive to be truthful could be related to the advisor’s conscience or to the desire of the advisor to keep her reputation. Additionally, we assume that the utility function for A also depends on the desire to influence the customers. The resulting utility function is supposed to be a quadratic form in the opinions and to be additive.

Thus, the utility of the financial advisor depends on the distance between her true opinion x and her stated opinion s as well as on the distance between the bank’s desired investment decision w and customers’ opinions c as well as the distance between s and c:

\[
  u_A(c, s, w, x) = -\alpha(s - x)^2 - \beta \sum_{i=1}^{n} (w - c_i)^2 - \gamma \sum_{i=1}^{n} (s - c_i)^2 ,
\]

where \( \alpha, \beta, \gamma > 0 \). The coefficient \( \beta \) is the remuneration coefficient for A and is paid by bank B: the more customers eventually buy the security pushed forward by the bank B, the more the advisor A is remunerated. The coefficient \( \alpha \) measures the importance of truthfulness, while the coefficient \( \gamma \), measures the importance of the advisor’s influence on customers. The last term in Equation (3) is exactly the same as that appearing in the next Equation (5), where it represents the cognitive dissonance, i.e., the strain put on the customer by its opinion being different from the of the advisor, who is an expert in the field. Here, it represents the same effect from a different perspective: it models the strain put on the advisor by the customer not following its advice or, in other terms, but its incapability of having the customer follow its advice.

The advisor’s strategic leverage is the stated opinion s, and her aim is to maximize her utility:

\[
  \max_s u_A(c, s, w, x).
\]

In order to define the utility of customers \( CL_i \), \( i = 1, \ldots, n \), we introduce the following returns on their investments:

- \( r_s \), which is the return proposed by A to all the customers;
– \( r_{di} \), which is the return that each customer considers as achievable through a “good” investment decision.

The customer \( i \) would like to get \( r_{di} \). Still, she does not completely trust herself (the customer is not assumed to be a financial expert) and moves towards \( r_s \). In general, two possible situations may occur: \( r_s \leq r_{di} \) and \( r_s > r_{di} \). In the first case, we assume that customers have unrealistic expectations due to their poor knowledge of financial markets. The consequence is that \( A \) proposes the customer \( i \) a return lower (or equal) than the expectations of \( CL_i \). In the second case, the advisor proposes an investment whose expected return is higher than what the customer hopes for, so that \( r_s > r_{di} \). The rationale for the second case is that the financial advisor can find a better investment than the customers due to her superior financial expertise.

Due to the stochastic nature of financial markets, by return we mean an average return, implicitly assuming a risk-return tradeoff.

We assume that the utility of each customer \( i \) depends on her lack of agreement with the advisor \( A \). This cognitive dissonance (Bindel et al. 2015) provides customers with an incentive to modify their behavior to reduce the cost of this lack of consensus. If we assume that \( s > d_i \), customers’ opinions \( c_i \) fall within the range \([d_i, s]\), where the advisor’s stated opinion \( s \) is a positive upper bound for them, and that parameter \( d_i \) represents the opinion that the customer \( i \) would assume if there weren’t any interaction with \( A \). Thus, the utility of \( CL_i \) takes the value \( r_{di} \) if \( c_i = s \) but depends on the distance between her opinion \( c_i \) and the advisor’s stated opinion \( s \) in all the other cases:

\[
u_{CL_i}(c_i, d_i, s) = r_{di} + \frac{c_i - d_i}{s - d_i} (r_s - r_{di}) - \zeta(s - c_i)^2, \tag{5}\]

where \( \zeta > 0 \) (\( \forall i = 1, \ldots, n \)) represents the customer’s sensitivity to cognitive dissonance. We do not consider the reverse case here, where \( s < d_i \), i.e. the case where the customer’s opinion would be dragged down by the advisor since it appears less frequent. At any rate, Equation (5) would hold even in the reverse case, with \( c_i \) now falling within the range \([s, d_i]\), since both terms in the fraction would switch sign. It is to be noted that the returns included in the first two terms of Equation (5) are not real economic benefits but represent the returns envisaged by the two parties. The real return will show once the investment is actually carried out and its results are observed. Equation (5) considers two contributions to the customer’s utility as measured through its satisfaction. The first contribution is related to the envisaged returns and will be higher the higher those returns are. As the customer’s opinion moves towards the advisor’s, so does the envisaged returns. If the return put forward by the advisor is lower than that initially expected by the customer (\( r_s < r_{di} \)), that contribution to utility will decrease. At the same time, the second contribution to Equation (5) is related to the strain put on the customer by its opinion being different from that of the advisor. Suppose the customer does not follow the advisor’s recommendation. In that case, it will receive a negative utility contribution (since its opinion differs from that of an expert), regardless of the return envisaged by the advisor (which is kept into account in the first contribution).
Acting as a decision-maker, the customer (investor) wishes to gain money from the purchase of financial instruments by resorting to a financial advisor. However, she is affected by dissonance when there is a difference between her opinion and the advisor’s one, i.e., when the investor expects an average return that is different from that proposed by the advisor. If \( \zeta \) is close to zero, the investor pays little attention to the dissonance because, for example, she tends to overestimate the desirability of the chosen alternative and to underestimate the desirability of the rejected alternative. In other words, she thinks she has made the right choice since the idea of making a mistake conflicts with the cognition that she is a smart person (Akerlof and Dickens 1982). The factor \( \zeta \) sets the sensitivity to the magnitude of dissonance.

Let us observe that the following consequences hold:

(a) \[ 0 \leq \frac{d_i - d_s}{s - d_i} \leq 1 \text{ since } d_i \leq s; \]
(b) \[ r_d + \frac{c_i - d_i}{s - d_i} (r_s - r_d) \geq 0 \text{ for } c_i \in [d_i, s] \text{ because of consequence (a) and } r_s, r_d > 0; \]
(c) \[ \left. r_d + \frac{c_i - d_i}{s - d_i} (r_s - r_d) \right|_{c_i = d_i} = r_d \quad \text{and} \quad \left. r_d + \frac{c_i - d_i}{s - d_i} (r_s - r_d) \right|_{c_i = s} = r_s \rightarrow u_{CL_i}(s, d_i, s) = r_s \text{ and } u_{CL_i}(d_i, d_i, s) = r_d - \zeta (d_i - c_i)^2 \text{ (in the latter case the cost of lack of consensus is maximum).} \]

### 3.2 Nash equilibria

The model described in Section 3.1 describes the opinion dynamics of a financial advisor and her customers when the opinions are influenced by each other’s choice. This interaction can be considered as a strategic game, where the players are the financial advisor and her customers (the bank’s role is just to set the fixed aim \( w \) and the incentive \( b \)) and their strategic leverages are respectively the stated opinion \( s \) and the opinions \( c_i \). In this section, we solve the personal finance game by deriving the Nash equilibria.

We now find the Nash equilibrium of the \( n + 1 \)-player game (\( n \) customers plus one financial advisor) using their best response functions. The best response functions aim at maximizing the players’ utilities:

\[
\begin{align*}
\max_s \quad & u_A(e, s, w, x) \\
\max_{c_i} \quad & u_{CL_i}(c_i, d_i, s), \quad i = 1, \ldots, n.
\end{align*}
\]

For any \( c_i \), we obtain the optimal \( s \) by zeroing the derivative of the utility

\[
\frac{\partial u_A(e, s, w, x)}{\partial s} = -2x(s - x) - 2\gamma \sum_{i=1}^{n} (s - c_i)
\]

\[
= -2xs + 2xx - 2\gamma ns + 2\gamma \sum_{i=1}^{n} c_i = 0.
\]

Turning to customers utility and fixing \( s \), we obtain
Then the system (6) that expresses best response functions becomes:

\[
\begin{cases}
-2zs + 2zx - 2\gamma ns + 2\gamma \sum_{i=1}^{n} c_i = 0 \\
\frac{r_s - r_d}{s - d_i} + 2\zeta(s - c_i) = 0.
\end{cases}
\]

(9)

The solution of the system of linear equations is the advisor’s best response function

\[
s = \frac{1}{x + \gamma n} \left( zx + \gamma \sum_{i=1}^{n} c_i \right),
\]

(10)

which is a linear function of the customers’ opinions. Similarly, the customers’ best response function is given by

\[
c_i = \frac{r_s - r_d}{2\zeta(s - d_i)} + s.
\]

(11)

For the sake of simplicity, consider the special case where all the customers have the same initial opinion and expectations, i.e., \( r_{di} = r_d \) and \( d_i = d \ \forall i = 1, \ldots, n \), so that all the customers take the same investment decision, i.e., \( c_i = c \). Sometimes we will denote this case as the case of homogeneous investors.

Then, the best response functions become simply

\[
s = \frac{zx + \gamma nc}{x + \gamma n}
\]

(12)

and

\[
c = \frac{r_s - r_d}{2\zeta(s - d)} + s.
\]

(13)

Now, we can examine the impact of the parameter \( x \) on the advisor’s utility as embodied by the first term of Equation (3). From that equation we derive that \( x = 0 \) means that the advisor’s untruthfulness does not impact on its utility. However, when \( x \) increases, the impact is not linear. By replacing the advisor’s stated opinion \( s \) defined by (10) into the truthfulness part of \( u_A \) in Equation (3), we obtain:

\[
- \frac{x_i^2}{(x + \gamma n)^2} \left[ \sum_{i=1}^{n} (c_i - x) \right]
\]

(14)

In Fig. 1 (plotted for \( d = 0.05469973, x = 0.7287941, \gamma = 0.3957729 \)), we see that the impact of \( x \) first grows very quickly but reaches its peak around \( x = 4 \).

We plot the best response functions of both players in Fig. 2 for a sample case. We see that the best response function of the financial advisor in Equation (12) is a linear function of the customers’ opinion, with a slope \( \frac{\gamma n}{x + \gamma n} < 1 \), while the best response function of the customers in Equation (13) is the sum of an angle bisector.
and a homographic function with a vertical asymptote at $s = d$. The Nash equilibria are represented by the intersection of the two curves. Note the presence of two Nash equilibria.

In order to compute the equilibria, we solve the system (9) for $d_i = d$. Here, by substitution we obtain

$$-2xs + 2xx + \frac{\gamma}{\zeta} n \frac{r_s - r_d}{s - d} = 0,$$

from which

![Fig. 1 Truthfulness-related utility of the advisor](image1)

![Fig. 2 Best response functions of financial advisor and customers. Parameters: $r_s - r_d = -0.1$, $\zeta = 10$, $d = 0.1$, $\alpha = 0.05$, $x = 0.4$, $\gamma = 0.2$, $n = 1$](image2)
\[ 2xz^2 - 2x(d + x)s + 2xzx - \frac{\gamma m}{\zeta} (r_s - r_d) = 0, \]  
(16)

for \( s \neq d \). Accordingly, the two Nash equilibria are:

\[ P^* = (c_1^*, \ldots, c_n^*, s^*) = \left( \frac{1}{2\zeta} a - d + a, \ldots, \frac{1}{2\zeta} a - d + a, a \right), \]
\[ P^\dagger = (c_1^\dagger, \ldots, c_n^\dagger, s^\dagger) = \left( \frac{1}{2\zeta} b - d + b, \ldots, \frac{1}{2\zeta} b - d + b, b \right), \]  
(17)

where

\[ a = \frac{d + x}{2} + \frac{1}{2} \sqrt{(d - x)^2 + \frac{2\gamma m}{xz} (r_s - r_d)} \]
\[ b = \frac{d + x}{2} - \frac{1}{2} \sqrt{(d - x)^2 + \frac{2\gamma m}{xz} (r_s - r_d)} \]  
(18)

are the roots of quadratic equation (16).

We can finally consider the impact of stochastic changes in the returns that both parties expect. Expectations can sometimes be detached from reality or being overly influenced by interactions with other people’s beliefs, giving rise to collective investment frenzies, as in the model developed in Benabou (2013). In Section A.3, we have computed the variance of the customers’ utility when both those returns are random. We have obtained that

\[ \sigma^2_{uc} \approx \left[ 1 + \frac{1}{2} \frac{E[r_s] - E[r_d]}{\zeta (s - d)^2} \right]^2 \sigma^2_{r_s} + \frac{1}{4} \left[ \frac{E[r_s] - E[r_d]}{\zeta (s - d)^2} \right]^2 \sigma^2_{r_d} \]  
(19)

The variance of the utility grows with the ratio between the average difference in the returns expected by the two parties and the squared difference of their opinions. This is partly in line with the model developed in Cho and Jang (2019), where volatility in asset markets increases the variability of output dynamics (which may call for a macro-prudential regulation advocated in Freixas et al. (2015)). Here we see that it is actually the detachment between opinions and return expectations (namely an overestimation of returns) that can increase the volatility in the utility of customers.

### 4 Nash equilibria movements

We can now examine the dependence of the Nash equilibria on the model parameters, recalling that \( \gamma \) measures the importance of the advisor’s influence on customers, \( \alpha \) measures the importance of truthfulness, \( \beta \) measures the importance of remuneration for the advisor’s choice, and \( \zeta \) measures the importance of belief in the advisor’s stated opinion (i.e., the cognitive dissonance). The parametric curves are shown in Figs. 3, 4, 5, where the parameters are held fixed excepting that of interest, as reported in Table 1. In all the three figures, we have assumed
$r_d = r_s + 0.1$, i.e., the customer has expectations superior to the financial advisors (probably overestimating her own financial expertise).

The curves show how the two equilibria move, with an arrow indicating the direction of growth of the parameter of interest. A triangular region is shown as bounded by the two straight lines: equilibria falling outside that region are not acceptable since they violate the constraint on customers’ opinion ($d \leq c \leq s$). We see that in all cases the upper equilibrium point ($P^*$), where both players exhibit a high opinion, indicate a progressive reduction of cognitive dissonance, with the

---

**Fig. 3** Nash equilibria and the importance $\zeta$ of belief in the advisor’s stated opinion (no real Nash equilibria for $\zeta = 5$)

**Fig. 4** Nash equilibria and the importance $\alpha$ of truthfulness
customer converging towards the financial advisor’s opinion. The opposite case takes place for the lower equilibrium point \((P_y)\), where, in the presence of a low opinion by the financial advisor, the customer is led to take an even lower opinion, increasing the cognitive dissonance. This latter behaviour could be summed up in the words “If the financial advisors doesn’t believe in that security, why should I?” In addition, we note that the lower equilibrium point stops being valid (i.e., it escapes the triangular validity region) when the parameter of interest grows.

4.1 The impact of parameters on Nash equilibria

In this subsection we analyse the impact of cognitive dissonance, advisor’s influence on customers, and her truthfulness on Nash equilibria.

4.1.1 Impact of cognitive dissonance

In response to changes in \(\zeta\), Nash equilibria are placed along the dash-dotted line in Fig. 3. When \(\zeta\) increases, both equilibria tend to pull away and to accumulate in

\[
\begin{array}{|c|c|c|}
\hline
\text{Parameter} & \text{Definition} & \text{Value} \\
\hline
d & \text{Customer’s own opinion} & 0.1 \\
\alpha & \text{Advisor’s truthfulness} & 0.05 \text{ (Fig. 3 + 5)} \\
x & \text{Advisor’s true opinion} & 0.4 \\
\gamma & \text{Advisor’s influence on customers} & 0.2 \text{ (Fig. 3 + 4)} \\
\zeta & \text{Customer’s cognitive dissonance} & 10 \text{ (Fig. 4 + 5)} \\
\hline
\end{array}
\]

\textbf{Fig. 5} Nash equilibria and the importance \(\gamma\) of the advisor’s influence on customers (no real Nash equilibria for \(\gamma = 0.3\))
different areas. This is because, if we fix \( n = 1 \) and assume e.g. \( d < x \), as \( \zeta \) tends to \( \infty \) the equilibria \( P^n \) and \( P^i \) in (17) become

\[
\lim_{\zeta \to +\infty} \left( \frac{1}{2\zeta} \frac{r_s - r_d}{a - d} + a, a \right) = (x, x)
\]

\[
\lim_{\zeta \to +\infty} \left( \frac{1}{2\zeta} \frac{r_s - r_d}{b - d} + b, b \right) = \left( d - \frac{x(x - d)}{\gamma}, d \right).
\]

As \( \zeta \) tends to \( \infty \), the second of (20) represents an unreachable limit because there exists a number \( \tilde{\zeta} > 0 \) such that, for each \( \zeta > \tilde{\zeta} \), the support of the curve

\[
\left( \frac{1}{2\zeta} \frac{r_s - r_d}{b - d} + b, b \right)
\]

where

\[
b = \frac{d + x}{2} - \frac{1}{2} \sqrt{(d - x)^2 + \frac{2\gamma n}{\alpha \zeta} (r_s - r_d)}
\]

(21)

goes out the triangular acceptance region (see Fig. 3, the squared branch). If we assume that, for \( \zeta = \tilde{\zeta} \), the curve \( \left( \frac{1}{2\zeta} \frac{r_s - r_d}{b - d} + b, b \right) \) falls right onto the horizontal side of the triangle, we define Equation (21) as the last useful equilibrium. The critical value \( \tilde{\zeta} \) can be found by imposing

\[
\frac{1}{2\zeta} \frac{r_s - r_d}{b - d} + b = d
\]

where

\[
b = \frac{d + x}{2} - \frac{1}{2} \sqrt{(d - x)^2 + \frac{2\gamma n}{\alpha \zeta} (r_s - r_d)}
\]

(22)

because \( c = d \) represents the horizontal side of the triangular acceptance region (let us remember that \( d \leq c \leq s \)). Then, from (22) it is easily to prove that

\[
\tilde{\zeta} = -\frac{1}{2} \left( \frac{\alpha + \gamma}{\alpha} \right)^2 \frac{r_s - r_d}{(x - d)^2}
\]

(23)

The value in (23) is positive if \( r_s < r_d \). Calculated in (23), the last useful equilibrium is

\[
\left( d, \frac{d + x}{2} - \frac{1}{2} \frac{|(d - x)(\alpha - \gamma)|}{\alpha + \gamma} \right).
\]

(24)

**Remark 1** For the sake of simplicity, Eq. (20) have been obtained for the particular case \( d < x \). Anyway, it is possible to prove that
In order to investigate the behaviour of the equilibrium solutions as the importance of cognitive dissonance varies, we can consider the case of homogeneous customers for which \( c_1 = \ldots = c_n = c^* \) and \( c_1 = \ldots = c_n = c^\dagger \). Then, from Eqs. (17) and (18) we have

\[
\frac{\partial}{\partial \zeta} (c^* - d) = \frac{(x + \gamma n)(r_d - r_s) \sqrt{(d - x)^2 + \frac{2\gamma n(r_s - r_d)}{\zeta}}}{2\zeta \left(2\gamma n(r_s - r_d) + x(d - x)^2 \zeta\right)}
\]

and

\[
\frac{\partial}{\partial \zeta} (c^\dagger - d) = -\frac{\partial}{\partial \zeta} (c^* - d).
\]

From these equations it is clear that, when the cognitive dissonance parameter \( \zeta \) is large enough and \( r_d - r_s > 0 \), a branch of the curve increases with \( \zeta \) whereas another decreases (the derivatives with respect \( \zeta \) of \( c^* - d \) and \( c^\dagger - d \) are opposed to each other). This explains the result depicted in Fig. 3. The curve with solid dot markers, describing the higher advisor’s stated opinion, moves by decreasing the cognitive dissonance. Instead, if the advisor’s stated opinion is low (curve with square markers), the cognitive dissonance grows, with the customers moving towards an even lower opinion (ending up with non-valid solutions).

### 4.1.2 Impact of advisor’s truthfulness

A similar result also applies to the case \( x \to +\infty \). Actually, if we assume \( d < x \), as \( x \) tends to \( \infty \) the equilibria \( P^* \) in (17) is

\[
\lim_{x \to +\infty} \left(\frac{1}{2\zeta} \frac{r_s - r_d}{a - d} + a, a\right) = (x, x)
\]

while \( P^\dagger \) is excluded because this time

\[
\lim_{x \to +\infty} \frac{1}{2\zeta} \frac{r_s - r_d}{b - d} + b = \infty.
\]

This case corresponds to an advisor that is very sensitive to the difference between
her stated and true opinion, i.e. to the difference between what she says and what she really thinks. See Fig. 4.

4.1.3 Impact of advisor’s influence on customers

Figure 5 shows that, as \( \gamma \) approaches to zero, only one equilibrium survives. Actually, for \( n = 1 \) and \( d < x \), as \( \gamma \to 0 \) the equilibrium \( P^* \) in (17) is

\[
\lim_{\gamma \to 0} \left( \frac{1}{2\zeta} \frac{r_s - r_d}{a - d} + a, a \right) = \left( \frac{r_s - r_d}{2\zeta(x - d)} + x, x \right)
\]

while \( P^+ \) is excluded because

\[
\lim_{\gamma \to 0} \frac{1}{2\zeta} \frac{r_s - r_d}{b - d} + b = \infty.
\]

Since \( \gamma \) tells us how wide is the advisor’s desire to influence the customers, when \( \gamma = 0 \) (and all the other parameters are fixed and \( \neq 0 \)) her equilibrium is represented by her internal opinion. (There is no desire to influence the customers, then there is no reason to tell a lie.) Observe also that \( \frac{r_s - r_d}{2\zeta(x - d)} + x < x \) if \( r_s < r_d \); in this situation the Nash equilibrium is acceptable and the equilibrium solution for customer is different from the advisor’s internal opinion.

Let us conclude this section by considering the dependence of Nash equilibria on the increasing measure of advisor’s influence on customers, \( \gamma \). Observe that, if \( \gamma \) gets too big, both equilibria become not real because of the sign of \( r_s - r_d \) in the square root of Eq. (18). In fact, as we have assumed to plot Fig. 3, 4, 5 and as we will see in more details in Section 4.2, we have that \( r_s < r_d \) is a condition to have Nash equilibria and that solution would contradict the hypothesis.

4.1.4 Non-asymptotic analysis of Nash equilibria

In the above subsections we have considered \( \zeta, \gamma \to +\infty \) and \( \gamma \to 0 \). The same considerations remain true, in approximation (i.e. considering the presence of a deviation from the asymptotic result), if we replace \( \zeta, \gamma \to +\infty \) and \( \gamma \to 0 \) with finite values such that \( \frac{2\gamma n}{\zeta} \frac{r_s - r_d}{(d - x)^2} \ll 1 \). For example, in Equation (18) we have

\[
\sqrt{1 + 2\gamma n \frac{r_s - r_d}{\zeta (d - x)^2}} \approx 1 + \frac{\gamma n}{\zeta} \frac{r_s - r_d}{(d - x)^2} + \ldots
\]

whenever \( \frac{2\gamma n}{\zeta} \frac{|r_s - r_d|}{(d - x)^2} < 1 \). If we set \( \chi = \frac{2\gamma n}{\zeta} \frac{r_s - r_d}{(d - x)^2} \), from (32), the equilibrium \( P^* \) defined in (17) assumes the following form:
where \( o(\cdot) \) denotes higher-order infinitesimal and we fixed \( n = 1, \ d < x \). A similar expression can be found also for \( P^\dagger \).

### 4.2 Admissibility of the Nash equilibria

In this Section we derive the parameter region in which Nash equilibria, obtained in Section 3.2, stay coherent with opinion variable definition. For example, since \( c_1, \ldots, c_n, s \) shall fall within the range \([0, 1]\), the coordinates of Nash equilibria are constrained between 0 and 1, and hence we obtain the conditions on parameters to ensure that. We will focus on the special case, i.e. \( r_{d} = r_{d} \) and \( d_i = d \ \forall i = 1, \ldots, n \).

In our model we distinguish between strategic variables and parameters. The first of these are \( c_i, i = 1,2, \ldots, n \), and \( s \), while the latter are \( d, x, w, n, \beta, \gamma, \zeta, r_d, r_s \). The set of all numeric values that they can assume are called, respectively, the domain \( D \) and the admissible parameter region \( R \).

From the assumptions on opinion variables and parameters, we have that

\[
\begin{align*}
D := & \left\{ (c_1, \ldots, c_n, s) \mid d \leq c_i \leq s \ \forall i = 1, \ldots, n, \ s \in [d, 1] \right\}, \\
R := & \left\{ (d, x, w, n, \beta, \gamma, \zeta, r_s) \mid d, x, w \in [0, 1], \right. \\
& \left. n \in \mathbb{N}, \ \beta, \gamma, \zeta, x > 0, \ r_d, r_s \in [0, 1] \right\}.
\end{align*}
\]

Let us denote with

\[
Y^n = Y \times Y \times \cdots \times Y = \{ (y_1, \ldots, y_n) \mid y_i \in Y \text{ for every } i \in \{1, \ldots, n\} \}
\]

the \( n \)-ary Cartesian power of a set \( Y \). Hence, the domain can be rewritten as

\[
D = [d, s]^n \times [d, 1],
\]

Let us derive conditions on the parameters (in other words, subsets of \( R \)) which ensure the existence of \( P^* \) and \( P^\dagger \), by distinguishing between two cases, (A) \( r_s = r_d \) and (B) \( r_s \neq r_d \).

**Case (A), \( r_s = r_d \).** In view of this, Nash equilibria becomes:

\[
\begin{align*}
P^* = (c_1^*, \ldots, c_n^*, s^*) & = \left( d + \frac{x}{2}, \frac{|d - x|}{2}, \ldots, d + \frac{x}{2}, \frac{|d - x|}{2} \right) , \\
P^\dagger = (c_1^\dagger, \ldots, c_n^\dagger, s^\dagger) & = \left( d + \frac{x}{2} - \frac{|d - x|}{2}, \ldots, d + \frac{x}{2} - \frac{|d - x|}{2} \right).
\end{align*}
\]

We have the following result:
Proposition 1 Let \( r_s = r_d \). The Personal Finance Game admits the following Nash equilibria:

\[
\begin{align*}
  P^* &= (x, \ldots, x), & P^\dagger &= (d, \ldots, d) & \text{for} & \ d < x \\
  P^* &= P^\dagger & \text{for} & \ d = x \\
  P^* &= (d, \ldots, d) & \text{for} & \ d > x \\
\end{align*}
\]  

(39)

Proof By virtue of constraints (34), the admissible parameter regions in which \( P^* \) and \( P^\dagger \) are acceptable Nash equilibria are described by:

\[
\begin{align*}
  R^*_1 &= \left\{ 0 \leq d \leq \frac{d + x}{2} + \frac{|d - x|}{2} \leq 1 \right\}, & R^\dagger_1 &= \left\{ 0 \leq d \leq \frac{d + x}{2} - \frac{|d - x|}{2} \leq 1 \right\}
\end{align*}
\]

(40)

and

where we denoted by \( R^*_1, R^\dagger_1 \subseteq \mathcal{R} \) these regions (\( R^*_1 \) for \( P^* \) and \( R^\dagger_1 \) for \( P^\dagger \)). \( \square \)

Case (B), \( r_s \neq r_d \). Let us denoted by \( R^*_1, R^\dagger_1 \subseteq \mathcal{R} \) the admissible parameter regions in which, respectively, \( P^* \) and \( P^\dagger \) are acceptable Nash equilibria. Then

Proposition 2 Let \( r_s \neq r_d \), then

\[
\begin{align*}
  R^*_1 &= [0, x] \times [0, 1]^2 \times \mathbb{N} \times (0, +\infty)^3 \times \\
  &\quad \times \left[ (0, \gamma m) \times [r_d - r^{(1)}_d, r_d] \times [0, 1] \right] \\
  &\quad \cup \left[ (\gamma m, +\infty) \times [r_d - r^{(2)}_d, r_d] \right] \times [0, 1]
\end{align*}
\]

(41)

and

\[
\begin{align*}
  R^\dagger_1 &= [0, x] \times [0, 1]^2 \times \mathbb{N} \times (0, +\infty)^3 \times (0, \gamma m) \times [r_d - r^{(1)}_d, r_d - r^{(2)}_d] \times [0, 1]
\end{align*}
\]

(42)

where with \( r^{(1)}_d, r^{(2)}_d \) we denoted, respectively, \( \frac{\alpha}{\gamma m} (x - d)^2 \) and \( 2\zeta \alpha \left( \frac{x - d}{\gamma m} \right)^2 \).

Proof The completed proof is given in Appendix. \( \square \)

Remark 2 The intersection \( R^\dagger_1 \cap R^*_1 \) is not empty. Then, for parameters values in \( R^\dagger_1 \cap R^*_1 \), the two Nash equilibria \( P^* \) and \( P^\dagger \) are both acceptable (see e.g. Fig. 2).

Remark 3 Focusing on \( r_s \) range in the equation of admissible parameter region \( R^*_1 \cup R^\dagger_1 \), the equations (41) and (42), we notice that \( r_s < r_d \). The customer \( i \), that in our paper is a small investor, could be naive about incentives and expects a return bigger than the one advisor A proposes instead to her.
4.3 Best response dynamics

In the above subsections, we have recalled a well-known property of Nash equilibrium. Actually, it can be defined as a fixed point of the best-response mapping: a strategy \( z \) is said to be a Nash equilibrium if

\[
z \in \text{BR}(z),
\]

where \( z = (c, s) \) and \( \text{BR} \) denotes the (set-valued) best-response mapping. A formal definition of \( \text{BR} \) has been employed in the previous subsections in order to obtain the best response functions. For the case of two players (one advisor and one customer), it is:

\[
\text{BR} : \begin{cases}
\arg\max_s u_A(c, s, w, x) \\
\arg\max_c u_{CL}(c, d, s).
\end{cases}
\]

The fixed solution provides the equilibrium solution. Of course, in the reality, players would continuously revise their strategy, choosing best choices \( \text{BR}(z) \) to the current mean population strategy \( z \), till reaching equilibrium. This is equivalent to postulating that players, who are intelligent enough to gauge the current population state and to respond optimally, adaptively learn to play a Nash equilibrium strategy over time. If we follow the adaptive best response evolution over time, we obtain the best response dynamics, the dynamical system induced by the best response mapping itself (Swenson et al. 2018; Hofbauer and Sigmund 2003; Gilboa and Matsui 1991; Matsui 1992):

\[
\dot{z} \in \text{BR}(z) - z.
\]

The map \( \text{BR} \) is in general set-valued, so that the dynamical system expressed by Eq. (45) will be a differential inclusion rather than a differential equation. But this is not the case of our model, so that it is relatively safe to think of (45) as a differential equation. Hence:

\[
\dot{z} = \text{BR}(z) - z.
\]

From Equations (12) and (13) we know that the best response functions are \( s = \frac{ax + \gamma c}{x + \gamma} \) and \( c = \frac{r_s - r_d}{2\zeta(s - d)} + s \). Hence, the dynamical system (46) becomes

\[
\begin{align*}
\dot{c} &= \frac{r_s - r_d}{2\zeta(s - d)} + s - c \\
\dot{s} &= \frac{ax + \gamma c}{x + \gamma} - s.
\end{align*}
\]

Once we find any solution of (47) it is natural to try to determine if the solution is stable. The answer to this question can be obtained from the following theorem.

**Theorem 1** The equilibrium solution of the nonlinear vector field (47) is asymptotically stable.

\( \text{Springer} \)
**Proof**  As we can see, by definition, the set of Nash equilibrium of our model coincides with the equilibrium points of dynamical system in (47). From (17) and (18) there are then two fixed points given by

\[ z^* = (c^*, s^*) = \left( \frac{1}{2} \frac{r_s - r_d}{a - d} + a, a \right) \]  \hspace{1cm} (T1.a)

\[ z^+ = (c^+, s^+) = \left( \frac{1}{2} \frac{r_s - r_d}{b - d} + b, b \right) \]  \hspace{1cm} (T1.b)

where

\[ a = \frac{d + x}{2} + \frac{1}{2} \sqrt{(d - x)^2 + \frac{2}{x} (r_s - r_d)} \]  \hspace{1cm} (T1.c)

\[ b = \frac{d + x}{2} - \frac{1}{2} \sqrt{(d - x)^2 + \frac{2}{x} (r_s - r_d)}. \]  \hspace{1cm} (T1.d)

The matrix associated with the linearized vector field is given by

\[ J(s) = \begin{pmatrix} -1 & 1 - \frac{r_s - r_d}{2(s - d)^2} \\ \frac{\gamma}{x + \gamma} & -1 \end{pmatrix} \]  \hspace{1cm} (T1.e)

(Note that \( J \) depends only on advisor’s strategic leverage \( s \).) The characteristic polynomial of \( J(s) \) is given by

\[ q(\lambda, s) = (\lambda + 1)^2 - \frac{\gamma}{x + \gamma} \left[ 1 - \frac{r_s - r_d}{2(s - d)^2} \right]. \]  \hspace{1cm} (T1.f)

It is a polynomial with respect to \( \lambda \) and dependent on \( s \). Looking for the zeros of \( q(\lambda, s) \), we obtain the equation:

\[ (\lambda + 1)^2 = \frac{\gamma}{x + \gamma} \left[ 1 - \frac{r_s - r_d}{2(s - d)^2} \right]. \]  \hspace{1cm} (T1.g)

By parameters definition and since, as we have seen in Section 4.2, \( r_s < r_d \), we have obviously two real roots. Now, lets write the roots precisely

\[ \lambda_1(s) := -1 + \sqrt{\frac{\gamma}{x + \gamma} \left[ 1 - \frac{r_s - r_d}{2(s - d)^2} \right]} \]  \hspace{1cm} (T1.h)
\begin{equation}
\lambda_2(s) := -1 - \sqrt{\frac{\gamma}{\alpha + \gamma} \left[ 1 - \frac{r_s - r_d}{2(s - d)^2 \zeta} \right]}. \tag{T1.i}
\end{equation}

Note that both eigenvalues depend on \( s \), so they will assume different values if we estimate the Jacobian in \( z^* \) or \( z^1 \) but, clearly, \( \lambda_2(s) \) is negative for both equilibria.

For \( \lambda_1(s) \) let us now proceed by reductio ad absurdum. Let us assume that \( \lambda_1(s) > 0 \) and start with \( s = s^* = a \). Then, after some algebra, we obtain
\begin{equation}
\sqrt{(d - x)^2 + \frac{2\gamma}{2\beta}(r_s - r_d)} < -(x - d) - \frac{2\gamma r_s - r_d}{2\beta x - d}. \tag{T1.j}
\end{equation}

But this inequality has no solution. Similar considerations can be done also for \( z^1 \). \( \square \)

In other words, Theorem 1 states that solutions starting “close” to \( z^*(t) \) (or \( z^1(t) \)) not only stay close, but also converge to \( z^*(t) \) (or \( z^1(t) \)) as \( t \to \infty \).

In order to examine the transient behaviour of the advisor and its customers while reaching the game steady-state, we discretize equation (47) and obtain
\begin{equation}
\begin{cases}
 c(t + \Delta t) = c(t) + \Delta t \left( \frac{r_s - r_d}{2\beta(s(t) - d)} + s(t) - c(t) \right) \\
 s(t + \Delta t) = s(t) + \Delta t \left( \frac{\alpha x + \gamma c(t)}{\alpha + \gamma} - s(t) \right). \tag{48}
\end{cases}
\end{equation}

If we follow this discrete-time version of the evolution of the stakeholders’ opinions, we obtain Fig. 6 where the time evolution of \( c(t) \) and \( s(t) \) is plotted for \( t \in [0, 20] \) and time step \( \Delta t = 0.1005025 \) (the parameter settings are: \( d = 0.05469973, \ x = 0.7287941, \ w = 0.4678351, \ n = 1, \ \gamma = 0.3957729, \ \beta = 3.206756, \ \alpha = 0.3881699, \ r_d = 0.5759116, \ r_s = 0.1377676, \ \zeta = 1.96627 \). Initial conditions: \( s(0) = 0.7548916, \ c(0) = 0.4565133 \). We see that the advisor’s opinion seems to adjust downwards to the customer’s one since the beginning.

![Fig. 6 Time evolution of the advisor’s and the customers’ opinions, c(t) and s(t)](image)
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Instead the customer exhibits an early move upwards towards the advisor but soon inverts the trend. Overall, the interaction leads both to lower their opinions. However, the same similarity between the trends of their opinions is not found when we consider their utilities. In Fig. 7, we see that the advisor achieved a sudden growth and then keeps increasing its utility, while the customer, after the initial move sees its utility lowering. Since the respective goals are to maximize their utility, the advisor is much smarter in driving the game.

4.4 The boundary of $\mathcal{D}$

The following result characterizes mathematically the boundary of the set $\mathcal{D}$ described in (34) and denoted by $\partial \mathcal{D}$. A graphical representation of $\partial \mathcal{D}$ for two and three dimensional spaces is depicted in Fig. 8, where the boundaries are highlighted in different colors. Mathematically, since

$$\mathcal{D} := \{(c_1, s) \mid d \leq c_1 \leq s \leq 1\}, \quad n = 1$$

and

$$\mathcal{D} := \{(c_1, c_2, s) \mid d \leq c_1 \leq s \leq 1, \quad d \leq c_2 \leq s \leq 1\}, \quad n = 2$$

they are described respectively by

$$\partial \mathcal{D} := \{c_1 = d, s \in [d, 1]\} \cup \{s = 1, c_1 \in [d, 1]\} \cup \{s = c_1, c_1 \in [d, 1]\}$$

for $n = 1$, and

$$\partial \mathcal{D} := \{c_1 = d, s \in [d, 1], \quad d \leq c_2 \leq s\} \cup \{d \leq c_1 \leq s, \quad c_2 = d, \quad s \in [d, 1]\}$$

for $n = 2$.

Fig. 7 Time evolution of the advisor’s and the customers’ utilities, $u_A$ and $u_{CL}$.
Proposition 3  The boundary of domain $\mathcal{D}$, described by (34), is
\[
\hat{\mathcal{D}} = \left\{ (c_1, \ldots, c_n, s) \in [d, 1]^{n+1} : \right. \\
\max_{i=1,\ldots,n} c_i \leq s \quad \land \quad \left[ \prod_{i=1}^{n} (c_i - d) (s - c_i) \right] (s - 1) = 0 \right\}.
\]

**Proof** Let us consider the set (34), where \( d \leq c_i \leq s \leq 1 \ \forall i = 1, \ldots, n \). Fix \( j \in \{1,2,\ldots,n\} \) and assume \( \max_{i=1,\ldots,n} c_i = c_j \).

Fix, for example, \( c_1 = d \) then we still have \( d \leq c_i \leq s \leq 1 \), i.e. \( d \leq c_i \leq s \leq 1, \ \forall i = 2, \ldots, n \). Relation \( d \leq s \leq 1 \) and \( d \leq c_i \leq 1 \) are verified by definition while the truthfulness of \( c_i \leq s \) is ensured by \( c_j \leq s \), because \( c_i \leq c_j \ \forall i = 1, \ldots, n \) by definition. The same can be concluded for every \( c_i = d \).

Finally, we note that if \( s = 1 \) then \( \max_{i=1,\ldots,n} c_i \leq 1 \) which corresponds to require \((c_1, \ldots, c_n) \in [d, 1]^n\). \(\square\)

## 5 Price of stability

In Section 3, we have seen that our game may have at most two Nash equilibria. Those equilibria represent the outcome of the strategic interaction of the players, i.e. the advisor and the customers (the individual investors), to maximize their own utilities. However, their decisions may differ from what could be achieved if the overall maximum utility would be sought. Therefore, the utility achieved under a Nash equilibrium could be not efficient on the overall. When we have a single Nash equilibrium, this loss of efficiency can be computed through the Price of Anarchy. Since we have more Nash equilibria here, that concept can be generalized into the Price of Stability (PoS) (Anshelevich et al. 2008). In this section, we compute the Price of Stability for our game.

For the price of stability, we adopt the definition introduced by Anshelevich et al. (2008):

\[
\text{PoS} = \frac{\text{value of best equilibrium}}{\text{value of optimal solution}}.
\]

Let us denote \( u_A(c, s, w, x) := u_A(c, s) \) and \( u_{CL}(c_i, d_i, s) := u_{CL}(c_i, s) \). We now calculate the utility functions outcomes in Nash equilibria \( P^* \) and \( P^\dagger \). Then:

\[
\begin{align*}
    u_A(P^*) &= -\alpha(a - x)^2 - \beta n \left( w - \frac{r_s - r_d}{2} \frac{1}{a - d} - a \right)^2 - \frac{n}{4\zeta^2} \left( \frac{r_s - r_d}{a - d} \right)^2 \\
    u_{CL}(P^*) &= r_s + \frac{1}{4\zeta} \left( \frac{r_s - r_d}{a - d} \right)^2
\end{align*}
\]

and

\(\square\) Springer
\[ u_A(P^i) = -\alpha (b - x)^2 - \beta n \left( w - \frac{1}{2\xi} (r_s - r_d) b - b \right)^2 - \gamma m \left( \frac{r_s - r_d}{b - d} \right)^2 \]
\[ u_{CL}(P^i) = r_s + \frac{1}{4\xi} \left( \frac{r_s - r_d}{b - d} \right)^2. \]

The social welfare, i.e. the total utility of the agents, is:
\[
SW(c, s) = u_A(c, s) + \sum_{i=1}^{n} u_{CL}(c_i, s) = -\alpha (s - x)^2 - \beta \sum_{i=1}^{n} (w - c_i)^2 - (\gamma + \zeta) \sum_{i=1}^{n} (s - c_i)^2 + r_d n + \frac{r_s - r_d}{s - d} \left[ -d n + \sum_{i=1}^{n} c_i \right].
\]

Because of the mixed terms in \( c_i \) and \( s \), the optimal solution of \( i \)-th customer depends on the choices made by the financial advisor.

Whether the maxima of \( SW \) belong to \( D \) or \( \partial D \), is a question that is addressed and fully solved by Proposition 4 below.

In the following, for any complex number \( z = x + iy \) where \( x \) and \( y \) are real numbers, the absolute value or modulus of \( z \) is denoted \( |z| \) and is defined by \( |z| = \sqrt{x^2 + y^2} \).

The following preliminary result concerns the roots of a quartic equation. A general method for solving quartic equations is found in Cardano’s Ars Magna, but it is attributed to Cardano’s assistant Ludovico Ferrari (1522-1565) (Leung et al. 1992).

**Proposition 4** Let us consider
\[ \omega_4 z^4 + \omega_3 z^3 + \omega_1 z + \omega_0 = 0, \tag{67} \]
where \( \omega_0, \omega_4 > 0, \omega_1, \omega_3 \in \mathbb{R} \) (\( \omega_1, \omega_3 \) both negative or both positive). Let also
\[
A = 256\omega_4^3 \omega_0^3 - 192\omega_4^2 \omega_3 \omega_1 \omega_0^2 - 27\omega_4^2 \omega_1^2 \omega_0 - 6\omega_4 \omega_3^2 \omega_1^2 \omega_0 - 27\omega_3^4 \omega_0^2 - 4\omega_3^3 \omega_1^3 \*
D = 64\omega_4^3 \omega_0 - 16\omega_4^2 \omega_3 \omega_1^2 - 3\omega_3^4, \quad P = -3\omega_3^2, \quad R = \omega_3^3 + 8\omega_4 \omega_0^2. \tag{68}
\]

The following are proved:

(i) All the roots of (67) are non-real if and only if \( A > 0 \) and \( D > 0 \).

(ii) There exists at least one root of (67) which has positive real part.

(iii) Let
\[ \Omega = \left\{ \omega_0, \omega_1, \omega_3, \omega_4 : \omega_4 - \omega_1 - \omega_3 + \omega_0 > 0, \right. \\
\left. 4\omega_4 - 3\omega_3 < 0, (A \leq 0 \text{ or } D \leq 0) \right\} \] (69)

be a subset of the admissible parameter region \( \mathcal{R} \). Then, \( \forall \omega_i \in \Omega \) all the roots of (67) have modulus \( > 1 \).

**Proof** The completed proof is given in Appendix.

We now turn our attention to finding the maximum of the function \((c, s) \to SW(c, s)\) in the set \( \mathcal{D} \) described in (34).

**Theorem 2** Let \( A, D, P, R \) and \( \Omega \) as in Proposition 4. Let also \( SW \) be the social welfare function as in (66) and let

\[
\begin{align*}
\omega_0 &= n(r_d - r_s)^2 \\
\omega_1 &= 2\beta m(r_d - r_s)(d - w) \\
\omega_2 &= 0 \\
\omega_3 &= 4[\beta n(d - w)(\gamma + \zeta) + \alpha(d - x)(\beta + \gamma + \zeta)] \\
\omega_4 &= 4[\beta n(\gamma + \zeta) + \alpha(\beta + \gamma + \zeta)].
\end{align*}
\]

Then the following claims hold.

i) If \( A > 0 \) and \( D > 0 \), or \( \omega_i \in \Omega \ \forall i = 0, \ldots, 4 \), the function \( SW \) attains its maximum in a point belonging to \( \partial \mathcal{D} \).

ii) Let \( y = s - d \in [0, 1] \). In all the other cases in which \( SW \) results concave, the function attains its maximum in a point \((c_1, \ldots, c_n, s) \in \mathcal{D} \) such that

\[ \omega_4 y^4 + \omega_3 y^3 + \omega_2 y^2 + \omega_1 y + \omega_0 = 0 \] (71)

and

\[ c_1 = \ldots = c_n = \frac{2\beta w + 2(\gamma + \zeta)s + \frac{c - r_d}{s - d}}{2\beta + 2(\gamma + \zeta)}. \] (72)

**Proof** Let us first consider the maximum points of \( SW \) that are internal to \( \mathcal{D} \), namely in

\[ \text{int}(\mathcal{D}) := \left\{ (c_1, \ldots, c_n, s) \mid d < c_i < s \ \forall i = 1, \ldots, n, \ s \in [d, 1] \right\}. \] (T2.a)

Being \( SW \) of class \( C^\infty \), the maximum points in \( \text{int}(\mathcal{D}) \) can be found amongst the stationary points, in other words amongst the points \((c_1, \ldots, c_n, s) \in \text{int}(\mathcal{D}) \) such that \( \nabla SW(c_1, \ldots, c_n, s) = (0, \ldots, 0) \). We have that
\[
\begin{aligned}
\frac{\partial \text{SW}(c_1, \ldots, c_n)}{\partial c_1} &= 0 \\
\frac{\partial \text{SW}(c_1, \ldots, c_n)}{\partial c_n} &= 0 \\
\frac{\partial \text{SW}(c_1, \ldots, c_n)}{\partial s} &= 0
\end{aligned}
\]

Thus

\[
c_1 = \ldots = c_n = \frac{2\beta w + 2(\gamma + \zeta)s + \frac{r_s-r_d}{s-d}}{2\beta + 2(\gamma + \zeta)}
\]

and

\[
-2z(s-x) - 2(\gamma + \zeta)n \left( s - \frac{2\beta w + 2(\gamma + \zeta)s + \frac{r_s-r_d}{s-d}}{2\beta + 2(\gamma + \zeta)} \right) + \\
- \frac{r_s-r_d}{(s-d)^2} \left[ \frac{2\beta(w-d) + 2(\gamma + \zeta)(s-d) + \frac{r_s-r_d}{s-d}}{2\beta + 2(\gamma + \zeta)} \right] n = 0
\]

After rearranging the terms of the latter equation, we get:

\[
2z(s-x)(2\beta + 2(\gamma + \zeta))(s-d)^3 + \\
+ 2(\gamma + \zeta)n \left[ 2\beta(s-w)(s-d)^3 - (r_s-r_d)(s-d)^2 \right] + \\
+ (r_s-r_d) \left[ 2\beta(w-d)(s-d) + 2(\gamma + \zeta)(s-d)^2 + (r_s-r_d) \right] n = 0
\]

which, replacing the new variable \( y = s - d \in [0, 1] \), yields the polynomial equation (71), where \( \omega_0, \ldots, \omega_4 \) are described in (70). This proves claim ii).

However, as we can see, \( \omega_0 \) and \( \omega_4 \) are \( \geq 0 \). Accordingly, by assumption of claim i) and from Proposition 4 the social welfare function does not assume (admissible) maxima in \( D \) and so we have to focus on \( \partial D \). And this proves claim i). \( \square \)

According to Theorem 2, let us denote the maximum values assumed by function \( \text{SW} \) with \( \text{SW}_M \) and assume that it is global. Then, from the definition of PoS described by Eq. (63), we have

\[
\text{PoS} = \max \left\{ u_A(P^*) + \sum_{i=1}^{n} u_{CL_i}(P^*), u_A(P^i) + \sum_{i=1}^{n} u_{CL_i}(P^i) \right\}
\]

where the utility functions estimated in \( P^* \) and \( P^i \) are shown in (64) and (65). By striving for the maximum social welfare, the central authority could achieve a more balanced solution where both the players (advisor and customers) get a reasonable amount of utility.

The computation of the social welfare allows us to consider the overall effect of the model’s parameter on the joint utilities of the advisor and the customer. In particular, we can measure the impact of the third stakeholder we have not
considered explicitly so far, i.e., the bank. The bank’s role is represented by the coefficient $b$ in Equation (3). The higher $b$, the more the advisor’s utility is bent downwards if the customer drifts away from the bank’s goals. We expect then $b$ to have a negative role on the social welfare. This is confirmed in Fig. 9, where we see that increasing $b$ leads to reducing the social welfare, though at a lowering rate as $b$ grows. Actually, we can spot a knee-like point at roughly $b = 1.5$: the impact of $b$ seems to be relatively small beyond that knee point. Figure 9 has been plot for the following parameter settings: $d = 0.05469973$, $x = 0.7287941$, $w = 0.4678351$, $n = 10$, $\gamma = 0.3957729$, $\alpha = 3.881699$, $r_d = 0.5759116$, $r_s = 0.1377676$, $\zeta = 1.96627$. The Nelder-Mead method (a.k.a. the multidimensional simplex method) has been employed to look for the maximum social welfare with 10,000 vertices Singer and Nelder (2009). The termination criterion was based on the standard error of function values of the current simplex with tolerance fixed to 0.05. In the same picture we have plotted a superimposed best-fit curve, which is a fifth-order polynomial.

6 Discussion and conclusion

Investors usually resort to financial advisors (paid by a bank) to improve their investment process until the point of complete delegation on investment decisions. Surely, financial advice is potentially an improving factor in investment decisions but, in the past, the media and regulators have often blamed biased advisors for manipulating the expectations of naive investors. Our ABM model allows us to investigate the effects of the bank’s actions and the potentially untruthful behaviour of financial advisors on customers’ investing decisions.

In our personal finance game, acceptable Nash equilibria arise if and only if $r_s < r_d$, i.e., when the investor is naive about potential returns and expects a return bigger than what its advisor proposes.

![Fig. 9](image.png) Impact of $\beta$ on the social welfare
Though we solved for the game and found two Nash equilibria (respectively corresponding to convergence on low and high opinions), one of these equilibria is not always acceptable. Actually, when the advisor is truthful, the only Nash equilibrium leads customers towards the advisor’s internal opinion. Again, if the advisor has a low incentive to influence the customers, a single Nash equilibrium is reached consisting in the advisor’s internal opinion. The same equilibria associated to advisor’s internal opinion survive when the sensitivity of customers to cognitive dissonance becomes strong. Cognitive dissonance provides customers with an incentive to modify their behavior to reduce the psychological cost of the lack of agreement between advisor and customers. Then this case corresponds to customers that are very sensitive to the difference between their opinion and the advisor’s stated opinion.

These results seem to describe an optimistic framework where the advisor follows her true opinion, but they are just asymptotic results and, in fact, describe extreme cases where, e.g., the advisor is fully truthful or customers are fully sensitive to the dissonance. Mathematically speaking, this means that \( \zeta, \alpha \rightarrow +\infty \) and \( \gamma \rightarrow 0 \). Instead, Eq. (33) tells another story: when we are not in extreme cases, the advisor’s stated opinion \( (s) \) can also be very far from her true opinion \( x \) and, at the same time, the opinion of the customer \( (c) \) could still be close to \( s \). It represents the worst case because the advisor is untruthful and customers follow her recommendations.

Then, our game shows that customers may be led into decisions contrary to their interests, which could be avoided if a central authority would regulate such activities. That is illustrated by the use of the Price of Stability, which can allow us to investigate to which extent the efficiency of the game efficiency can be reduced when decisions are influenced by undue factors and cognitive dissonance plays a role. Though a closed-form expression of the Price of Stability seems to be unmanageable, we report a number of analytic results that can help towards that goal.

As a long-reaching perspective, these results show that legislation may be needed to protect naive individual investors from losing money as a result of overoptimistic recommendations or their unrealistic expectations. This would make it possible to act on the advisor side, improving her incentive to be truthful. A step forward could also be taken on the customer side by reducing the proportion of naive investors through an education program. This approach may also compel the investment bankers and stockbrokers to behave honestly, considering the cost to them of committing fraud through lost reputation or legal penalties (Huang et al. 2019; Karpoff 2012).

Our results, inspired by the social-psychological concepts of cognitive dissonance (on the customers’ side) and truthfulness (on the advisor’s side), confirm the insights carried out by Hong et al. (2008) (where, however, advisors are assumed to act truthfully), i.e., that naive investors may take advisors’ suggestions at face value and be driven into wrong investment decisions. Actually, after the latest financial bubbles, the public opinion has accused financial advisors of manipulating the expectations of naive investors (Ferguson 2012). While our model shows that advisors’ suggestions may unduly influence investors, we also observe
that there is something deeper in the influence exerted by advisors on investors’ decisions. Actually, customers’ expectations may get very high \((r_d, \gg r_s)\), even without any explicit incentives on the part of analysts. Even if advisors are well-intentioned (i.e. they care about the welfare of their customers and want to disclose their true opinions), naive or greedy investors may trigger their inappropriate behaviour. For instance, Hong et al. (2008) have shown that well-intentioned advisors during the Internet bubble had an incentive to issue optimistic forecasts, based on their desire to be listened to by future advisees.

Our results somewhat complement the findings of Malmendier and Shanthikumar (2007), where advisors’ strong recommendations are literally followed by investors, showing an abnormally large reaction. Here, we show that biased information by advisors (typically providing an overestimation of some financial products’ value) may drive naive investors into a follower mode because of their desire to gain a higher return.

The results of the paper concern the special case of homogeneous investors. It would be interesting to extend the results of the paper to the more general case of non-homogeneous investors. We feel that a widespread use of simulation tools may help the investigation of this case for future papers.

It would also be interesting to study the case in which the client got (noisy) feedback from the returns of her investment that she made using the advisor’s input. In real life it’s never totally clear whether an advisor was good or lucky (and whether it was bad or unlucky). To model that, we also would have to give advise on more than one single scalar variable.

Besides, according to our model we can’t answer question like this: what parameters should we aim to change in order to increase the utility for the investor? Because we should look at investor expected return, given that her (behavioral) utility might make her do the wrong thing. But in our model the returns are fixed parameters, and could also be the results of erroneous considerations by, e.g., the customer (because of her dissonance). In other words, we chose not to introduce a mapping from opinions to returns. Our paper provides instead an example of how psychological theory can be incorporated into an ABM for personal finance decisions. In particular, a decision-making model, motivated by the social psychological concepts of cognitive dissonance and truthfulness, has been built.

Lastly, in this paper the financial advisor and the consumers move at the same time. As future extensions of our model, we might consider a delay between them; for example, given the story that the financial advisor moves first, the consumers observe her decisions and move second.

Additional works are surely required to address these cases.

Appendix

Proof of Proposition 2

Let’s start to prove (41) and focus on (34). Then the admissible parameter region in which \(P^*\) is an acceptable Nash equilibrium derives from the following inequalities:
\begin{equation}
0 \leq d \leq \frac{1}{2} \frac{r_s - r_d}{\alpha - d} + a \leq a \leq 1 \tag{P2.a}
\end{equation}

from which

\begin{align*}
\begin{cases}
a \leq 1 \\
a \geq 0 \\
d \leq a \\
d \leq \frac{1}{2} \frac{r_s - r_d}{\alpha - d} + a \\
\frac{1}{2} \frac{r_s - r_d}{\alpha - d} + a \leq a
\end{cases}
\Rightarrow
\begin{cases}
a \leq 1 \\
a \geq 0 \\
d \leq a \\
d - a \leq \frac{1}{2} \frac{r_s - r_d}{\alpha - d} \\
\frac{1}{2} \frac{r_s - r_d}{\alpha - d} \leq 0
\end{cases} \tag{P2.b}
\end{align*}

By third equation of (P2.b) — \( d \leq a \) — from \( a \geq 0 \) and, from \( a \)'s definition in (18), the system (P2.b) becomes

\begin{align*}
\begin{cases}
\frac{d + x}{2} + \frac{1}{2} \sqrt{\left(d - x\right)^2 + \frac{2 \gamma n}{\alpha} (r_s - r_d)} \leq 1 \\
\frac{d + x}{2} + \frac{1}{2} \sqrt{\left(d - x\right)^2 + \frac{2 \gamma n}{\alpha} (r_s - r_d)} \leq x \leq r_d + \frac{2 \alpha \gamma}{\gamma n} (1 - d - x + dx)
\end{cases}
\end{align*} \tag{P2.c}

Let us consider the first inequality of (P2.c):

\begin{equation}
\sqrt{\left(d - x\right)^2 + \frac{2 \gamma n}{\alpha} (r_s - r_d)} \leq 2 - d - x. \tag{P2.ca}
\end{equation}

It has solution:

\begin{align*}
\begin{cases}
\left(d - x\right)^2 + \frac{2 \gamma n}{\alpha} (r_s - r_d) \geq 0 \\
\frac{d + x}{2} \leq 2 \\
r_s \leq r_d + \frac{2 \alpha \gamma}{\gamma n} (1 - d - x + dx)
\end{cases}
\end{align*} \tag{P2.caa}

which can be simplified in

\begin{equation}
r_d - \frac{\alpha \gamma}{2 \gamma n} (x - d)^2 \leq r_s \leq r_d + \frac{2 \alpha \gamma}{\gamma n} (1 - d)(1 - x). \tag{P2.cab}
\end{equation}

Let us consider the second inequality of (P2.c),

\begin{equation}
\sqrt{\left(d - x\right)^2 + \frac{2 \gamma n}{\alpha} (r_s - r_d)} \geq d - x, \tag{P2.cb}
\end{equation}

whose solution is
\[
\begin{align*}
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq 0 \\
\frac{d - x}{\zeta} & \geq 0 \\
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq (d - x)^2
\end{align*}
\]

\[\cup\]
\[
\begin{align*}
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq 0 \\
\frac{d - x}{\zeta} & < 0 \\
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq (d - x)^2
\end{align*}
\]

\[(P2.cba)\]

\[
\begin{align*}
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq 0 \\
\frac{d - x}{\zeta} & \geq 0 \\
\frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq 0
\end{align*}
\]

\[\cup\]
\[
\begin{align*}
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq 0 \\
\frac{d - x}{\zeta} & < 0 \\
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq (d - x)^2
\end{align*}
\]

\[(P2.cbb)\]

But the third inequality of the first system of \((P2.cbb)\) is at odds with third inequality of \((P2.c)\) and, hence, the \((P2.cbb)\) comes down to

\[
\begin{align*}
rs & \geq r_d - \frac{\zeta^2}{2\gamma \eta} (d - x)^2 \\
d < x
\end{align*}
\]

\[(P2.cbc)\]

Let us consider the third inequality of \((P2.c)\), which can be rewritten as follows

\[
\begin{align*}
2(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) + \\
+ 2(x - d) \sqrt{(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d)} \leq r_s
\end{align*}
\]

\[(P2.cc)\]

and, since \(d < x\) — by \((P2.cbc)\) —, it follows that

\[
\sqrt{(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d)} \geq - \left(\frac{1}{\zeta} + \frac{\gamma \eta}{\zeta^2}\right) \frac{r_s - r_d}{x - d} - (x - d)
\]

\[(P2.cca)\]

from which

\[
\begin{align*}
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq 0 \\
- \left(\frac{1}{\zeta} + \frac{\gamma \eta}{\zeta^2}\right) \frac{r_s - r_d}{x - d} - (x - d) & \geq 0 \\
(d - x)^2 + \frac{2\gamma \eta}{\zeta} (r_s - r_d) & \geq \left(\frac{1}{\zeta} + \frac{\gamma \eta}{\zeta^2}\right) \frac{r_s - r_d}{x - d} + (x - d)^2
\end{align*}
\]

\[(P2.ccb)\]
\[
\left\{ \begin{array}{l}
(d-x)^{2} + \frac{2\gamma n}{\alpha \zeta} (r_{s} - r_{d}) \geq 0 \\
\quad \quad \quad \quad \quad \quad - \left( \frac{1}{\zeta} + \frac{\gamma n}{\zeta \alpha} \right) \frac{r_{s} - r_{d}}{x-d} - (x-d) < 0
\end{array} \right. 
\]  

(P2.ccc)

It should be noted that \(d \neq x\). Actually, if we substituted \(d = x\) in Eq. (P2.cc), we would get \(r_{d} - r_{s} + \frac{\gamma n}{\alpha} (r_{d} - r_{s}) \leq 0\) which does not have solutions for \(r_{s} < r_{d}\).

We can rewrite system (P2.ccb) in the following way

\[
\left\{ \begin{array}{l}
r_{s} \geq r_{d} \\
r_{s} \leq r_{d} \\
(d-x)^{2} + \frac{2\gamma n}{\alpha \zeta} (r_{s} - r_{d}) \geq \left( \frac{1}{\zeta} + \frac{\gamma n}{\zeta \alpha} \right) \frac{r_{s} - r_{d}}{x-d} + (x-d)^{2}
\end{array} \right. 
\]  

(P2.ccba)

The solutions of the first two inequalities intersect if \(\alpha > \gamma n\) while for the last one we have

\[
\frac{2\gamma n}{\alpha \zeta} (r_{s} - r_{d}) \geq \left( \frac{1}{\zeta} + \frac{\gamma n}{\zeta \alpha} \right)^{2} \left( \frac{r_{s} - r_{d}}{x-d} \right)^{2} + 2 \left( \frac{1}{\zeta} + \frac{\gamma n}{\zeta \alpha} \right) (r_{s} - r_{d}) 
\]  

(P2.cccbb)

which becomes

\[
0 \geq \left( \frac{1}{\zeta} + \frac{\gamma n}{\zeta \alpha} \right)^{2} \left( \frac{r_{s} - r_{d}}{x-d} \right)^{2} + \frac{2}{\zeta} (r_{s} - r_{d}),
\]  

(P2.ccbc)

whose solution is

\[
r_{d} - 2\zeta \alpha^{2} \left( \frac{x-d}{\alpha + \gamma n} \right)^{2} \leq r_{s} < r_{d}
\]  

(P2.ccbd)

Then system (P2.ccb) has an empty solution if \(\alpha < \gamma n\) and becomes

\[
\left\{ \begin{array}{l}
r_{d} - \frac{\alpha \zeta}{2\gamma n} (x-d)^{2} \leq r_{s} \leq r_{d} - \frac{\zeta \alpha}{\alpha + \gamma n} (x-d)^{2} \\
r_{d} - 2\zeta \alpha^{2} \left( \frac{x-d}{\alpha + \gamma n} \right)^{2} \leq r_{s} < r_{d}
\end{array} \right. 
\]  

(P2.ccbe)

for \(\alpha > \gamma n\). The solution of (P2.ccb) is empty for \(\alpha < \gamma n\) but, for \(\alpha > \gamma n\) it is

\[
r_{d} - 2\zeta \alpha^{2} \left( \frac{x-d}{\alpha + \gamma n} \right)^{2} \leq r_{s} \leq r_{d} - \frac{\zeta \alpha}{\alpha + \gamma n} (x-d)^{2}
\]  

(P2.ccbf)

since we have that \(r_{d} - \frac{\alpha \zeta}{2\gamma n} (x-d)^{2} \leq r_{d} - 2\zeta \alpha^{2} \left( \frac{x-d}{\alpha + \gamma n} \right)^{2}\) for each parameters’ values.

We now focus on system (P2.ccc):
\[
\begin{align*}
\begin{cases}
 r_s \geq r_d - \frac{\alpha\zeta}{2\gamma n} (x - d)^2 \\
 (\frac{1}{\zeta} + \frac{\gamma n}{\zeta^2}) \frac{r_s - r_d}{x - d} + (x - d) > 0
\end{cases}
\Rightarrow
\begin{cases}
 r_s \geq r_d - \frac{\alpha\zeta}{2\gamma n} (x - d)^2 \\
 r_s > r_d - \frac{\zeta\alpha}{\alpha + \gamma n} (x - d)^2
\end{cases}
\end{align*}
\]

(P2.ccca)

whose solution is

\[
\left\{ r_s \geq r_d - \frac{\alpha\zeta}{2\gamma n} (x - d)^2, \ z < \gamma n \right\} \cup \left\{ r_s > r_d - \frac{\zeta\alpha}{\alpha + \gamma n} (x - d)^2, \ z > \gamma n \right\}.
\]

(P2.ccccb)

Accordingly, by merging (P2.ccbf) — for \( z > \gamma n \) — and (P2.ccccb) we obtain the solution of third inequality of (P2.c):

\[
\begin{align*}
\begin{cases}
 r_s \geq r_d - \frac{\alpha\zeta}{2\gamma n} (x - d)^2, \ z < \gamma n \\
 r_s > r_d - \frac{\zeta\alpha}{\alpha + \gamma n} (x - d)^2
\end{cases} \cup
r_d - 2\zeta\alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2 \leq r_s \leq r_d - \frac{\zeta\alpha}{\alpha + \gamma n} (x - d)^2, \ z > \gamma n
\end{align*}
\]

(P2.cccc)

Hence, the solution of the third inequality of (P2.c) is

\[
\left\{ r_s \geq r_d - \frac{\alpha\zeta}{2\gamma n} (x - d)^2, \ z < \gamma n \right\} \cup \left\{ r_s \geq r_d - 2\zeta\alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2, \ z > \gamma n \right\}
\]

(P2.cccd)

Let us observe that, by this, the system (P2.c) admits solution only if

\[-\frac{1}{2} (x - d)^2 \leq 2(1 - d - x + dx), \text{ which is actually equivalent to } (x + d - 2)^2 \geq 0.\]

Moreover, \( r_d \geq r_d - \frac{\alpha\zeta}{2\gamma n} (x - d)^2 \). By substituting (P2.cab), (P2.cbc) and (P2.cccd) in the system (P2.c) we obtain

\[
\begin{align*}
\begin{cases}
 r_d - \frac{\alpha\zeta}{2\gamma n} (x - d)^2 \leq r_s \leq r_d + \frac{2\alpha\zeta}{\gamma n} (1 - d) (1 - x) \\
 d < x \\
 z < \gamma n \\
 r_d - \frac{\alpha\zeta}{2\gamma n} (x - d)^2 \leq r_s < r_d
\end{cases}
\end{align*}
\]

(P2.d)

and
\[
\begin{align*}
\begin{cases}
    r_d - \frac{x_\zeta}{2\gamma n} (x - d)^2 \leq r_s \leq r_d + \frac{2x_\zeta}{\gamma n} (1 - d)(1 - x) \\
    d \leq x \\
    \alpha > \gamma n
\end{cases} & \quad \text{(P2.e)} \\
\begin{cases}
    r_d - 2\alpha x^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2 \leq r_s < r_d \\
    d \leq x
\end{cases}
\end{align*}
\]

Since \(d \leq x \leq 0, 1\) we have that, for both systems, \(r_d + \frac{2x_\zeta}{\gamma n} (1 - d)(1 - x) \geq r_d\). Moreover, to (P2.d) and (P2.e) should be added the conditions \(r_d, r_s \in [0, 1]\). Hence we obtained thesis (41).

We now come to prove (42), by focusing on (34). Then the admissible parameter region in which \(P^1\) is an acceptable Nash equilibrium derives from the following inequalities:

\[
0 \leq d \leq \frac{1}{2\alpha} r_s - r_d + b \leq b \leq 1
\]

(P2.f)

from which

\[
\begin{cases}
    b \leq 1 \\
    b \geq 0 \\
    d \leq b \\
    d \leq \frac{1}{2\alpha} r_s - r_d + b \\
    \frac{1}{2\alpha} r_s - r_d + b \leq b \\
\end{cases} \quad \Rightarrow \quad \begin{cases}
    b \leq 1 \\
    b \geq 0 \\
    d \leq b \\
    d - b \leq \frac{1}{2\alpha} r_s - r_d \\
    1 \frac{r_s - r_d}{2\alpha} b - d \leq 0
\end{cases}
\]

(P2.fa)

By third formula of system (P2.fa) — \(d \leq b\) — we can rearrange its fourth and fifth equations as, respectively, \(-(b - d)^2 \leq \frac{1}{2\alpha} (r_s - r_d)\) and \(r_s < r_d\). Moreover, \(b \geq 0\) if

\[
d + x \geq \sqrt{(d - x)^2 + \frac{2\gamma n}{2\alpha} (r_s - r_d)} \quad \Rightarrow \quad \begin{cases}
    d + x \geq 0 \\
    (d - x)^2 + \frac{2\gamma n}{2\alpha} (r_s - r_d) \geq 0 \\
    (d + x)^2 \geq (d - x)^2 + \frac{2\gamma n}{2\alpha} (r_s - r_d)
\end{cases}
\]

(P2.g)

but since \(d, x \geq 0\) and \(r_s < r_d\), the latter becomes \(r_d - \frac{2\gamma n}{2\alpha} (x - d)^2 \leq r_s\). Then the system (P2.fa) can be rewritten as

\[
\begin{cases}
    b \leq 1 \\
    d \leq b \\
    \frac{1}{2\alpha} (r_s - r_d) + (b - d)^2 \geq 0 \\
    r_d - \frac{2\gamma n}{2\alpha} (x - d)^2 \leq r_s < r_d
\end{cases}
\]

(P2.fb)

or, from \(b\)'s definition in (18)
\[
\begin{cases}
\frac{d + x}{2} - \frac{1}{2} \sqrt{(d - x)^2 + \frac{2\gamma n}{\alpha^2}} (r_s - r_d) \leq 1 \\
\frac{d}{2} - \frac{1}{2} \sqrt{(d - x)^2 + \frac{2\gamma n}{\alpha^2}} (r_s - r_d) \\
\frac{1}{2\zeta} (r_s - r_d) + \left(\frac{x - d}{2} - \frac{1}{2} \sqrt{(d - x)^2 + \frac{2\gamma n}{\alpha^2}} (r_s - r_d)\right)^2 \geq 0
\end{cases}
\] (P2.h)

Let us consider first inequality of (P2.h):

\[
\sqrt{(d - x)^2 + \frac{2\gamma n}{\alpha^2}} (r_s - r_d) \geq d + x - 2 .
\] (P2.ha)

We have

\[
\begin{cases}
(d - x)^2 + \frac{2\gamma n}{\alpha^2} (r_s - r_d) \geq 0 \\
d + x - 2 \geq 0 \\
(d - x)^2 + \frac{2\gamma n}{\alpha^2} (r_s - r_d) \geq (d + x - 2)^2
\end{cases}
\] (P2.haa)

\[
\bigcup \begin{cases}
(d - x)^2 + \frac{2\gamma n}{\alpha^2} (r_s - r_d) \geq 0 \\
d + x - 2 \leq 0
\end{cases}
\] (P2.hab)

System (P2.haa) does not admit solution because \( d, x \in [0, 1] \) while the solution of (P2.hab) comes down to

\[
(d - x)^2 + \frac{2\gamma n}{\alpha^2} (r_s - r_d) \geq 0
\] (P2.hac)

which hence is the solution of first inequality of system (P2.h).

Let us consider the second inequality of system (P2.h),

\[
\sqrt{(d - x)^2 + \frac{2\gamma n}{\alpha^2}} (r_s - r_d) \leq x - d .
\] (P2.hb)

Its solution is

\[
\begin{cases}
x - d \geq 0 \\
(d - x)^2 + \frac{2\gamma n}{\alpha^2} (r_s - r_d) \geq 0 \\
(d - x)^2 + \frac{2\gamma n}{\alpha^2} (r_s - r_d) \leq (x - d)^2
\end{cases}
\] \Rightarrow \begin{cases} r_d - \frac{\alpha^2}{2\gamma n} (x - d)^2 \leq r_s < r_d \end{cases} (P2.hba)

Let us consider the third inequality of system (P2.h):
It can be rewritten as follows

\[
\frac{r_s - r_d}{2\zeta} + \frac{(x-d)^2}{4} + \frac{1}{4} \left[ (d-x)^2 + \frac{2\gamma n}{\alpha} (r_s - r_d) \right] + \\
\frac{x-d}{2} \sqrt{(d-x)^2 + \frac{2\gamma n}{\alpha} (r_s - r_d)} \geq 0
\]  

(P2.hca)

and, since \( d < x \), by (P2.hba), we obtain

\[
\sqrt{(d-x)^2 + \frac{2\gamma n}{\alpha} (r_s - r_d)} \leq x - d + \left( \frac{1}{\zeta} + \frac{\gamma n}{\alpha} \right) \frac{r_s - r_d}{x-d}
\]  

(P2.hcb)

from which

\[
\begin{cases}
(d-x)^2 + \frac{2\gamma n}{\alpha} (r_s - r_d) \geq 0 \\
x - d + \left( \frac{1}{\zeta} + \frac{\gamma n}{\alpha} \right) \frac{r_s - r_d}{x-d} \geq 0 \\
(d-x)^2 + \frac{2\gamma n}{\alpha} (r_s - r_d) \leq \left( \frac{1}{\zeta} + \frac{\gamma n}{\alpha} \right) \frac{r_s - r_d}{x-d} + (x-d)^2
\end{cases}
\]  

(P2.hcc)

It should be noted that \( d \neq x \) because, if we substituted \( d = x \) in Eq. (P2.hca), we would get \((r_s - r_d) \left[ 1 + \frac{\gamma n}{\alpha} \right] \geq 0\) which does not have solutions for \( r_s < r_d \).

We can rewrite system (P2.hcc) in the following way

\[
\begin{cases}
r_s \geq r_d - \frac{\alpha}{2\gamma n} (x-d)^2 \\
r_s \geq r_d - \frac{\zeta \alpha}{\alpha + \gamma n} (x-d)^2 \\
(d-x)^2 + \frac{2\gamma n}{\alpha} (r_s - r_d) \leq \left( \frac{1}{\zeta} + \frac{\gamma n}{\alpha} \right) \frac{r_s - r_d}{x-d} + (x-d)^2
\end{cases}
\]  

(P2.hcd)

For the last inequality we have

\[
\frac{2\gamma n}{\alpha} (r_s - r_d) \leq \left( \frac{1}{\zeta} + \frac{\gamma n}{\alpha} \right)^2 \left( \frac{r_s - r_d}{x-d} \right)^2 + 2 \left( \frac{1}{\zeta} + \frac{\gamma n}{\alpha} \right) (r_s - r_d)
\]  

(P2.hce)

which becomes

\[
0 \leq \left( \frac{1}{\zeta} + \frac{\gamma n}{\alpha} \right)^2 \left( \frac{r_s - r_d}{x-d} \right)^2 + \frac{2}{\zeta} (r_s - r_d)
\]  

(P2.hcf)

whose (acceptable) solution is
\[ r_s \leq r_d - 2\zeta \alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2. \]  
\text{(P2.hcg)}

Hence we rewrite system (P2.hcd) as

\[
\begin{aligned}
& r_s \geq r_d - \frac{\zeta \alpha}{2\gamma n} (x - d)^2 \\
& r_s \geq r_d - \frac{\zeta \alpha}{\alpha + \gamma n} (x - d)^2 \\
& r_s \leq r_d - 2\zeta \alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2
\end{aligned}
\]  
\text{(P2.hch)}

Since

\[ r_d - \frac{\zeta \alpha}{\alpha + \gamma n} (x - d)^2 \leq r_d - \frac{\zeta \alpha}{2\gamma n} (x - d)^2 \leq r_d - 2\zeta \alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2 \leq r_d, \]  
\text{(P2.hci)}

for \( \alpha < \gamma n \), and

\[ r_d - \frac{\alpha^\circ}{2\gamma n} (x - d)^2 \leq r_s \leq r_d - 2\zeta \alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2 \leq r_d - \frac{\zeta \alpha}{\alpha + \gamma n} (x - d)^2 \leq r_d, \]  
\text{(P2.hcj)}

for \( \alpha > \gamma n \), the solution of system (P2.hch) and then of the third inequality of system (P2.h), is empty if \( \alpha > \gamma n \) but it equals

\[ r_d - \frac{\alpha^\circ}{2\gamma n} (x - d)^2 \leq r_s \leq r_d - 2\zeta \alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2 \]  
\text{if } \alpha < \gamma n \]  
\text{(P2.hck)}

Accordingly, by substituting (P2.hac), (P2.hba) and (P2.hck) into the system (P2.h) we obtain

\[
\begin{aligned}
& d < x \\
& \alpha < \gamma n \\
& r_d - \frac{\alpha^\circ}{2\gamma n} (x - d)^2 \leq r_s \leq r_d - 2\zeta \alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2 \\
r_d - \frac{\alpha^\circ}{2\gamma n} (x - d)^2 \leq r_s \leq r_d
\end{aligned}
\]  
\text{(P2.i)}

which turns into

\[
\begin{aligned}
& d < x \\
& \alpha < \gamma n \\
& r_d - \frac{\alpha^\circ}{2\gamma n} (x - d)^2 \leq r_s \leq r_d - 2\zeta \alpha^2 \left( \frac{x - d}{\alpha + \gamma n} \right)^2
\end{aligned}
\]  
\text{(P2.j)}

Hence we obtained thesis (42).
Proof of Proposition 4

According to the theory of quartic equations (Tignol 2015), all the roots of \((67)\) are non-real only in the following cases

- \(\Delta > 0\) and \(D > 0\)
- \(\Delta > 0\) and \(P > 0\)
- \(\Delta = 0\) and \(D = 0\) and \(P > 0\) and \(R = 0\).

Since \(P = -3\omega_3^2 < 0\), we see that all the roots of \((67)\) are non-real if and only if \(\Delta > 0\) and \(D > 0\).

For the proof of (ii) let \(f(z)\) be LHS of \((67)\). Then, \(f'(z) = 4\omega_4z^3 + 3\omega_3z^2 + \omega_1\). We have that \(f'(z) = 0\) has only one real root because the discriminant of the cubic equation \(f'(z) = 0\), \(\Delta_3\) (Tignol 2015), is negative

\[
\Delta_3 = -108\omega_3^2\omega_1 - 432\omega_3^2\omega_1^2 < 0.
\]  

(P4.a)

It follows that the number of the real roots of the quartic equation \((67)\) is at most two.

Our proof proceeds by reductio ad absurdum. Let us assume that all the roots of \((67)\) have negative real part. The roots may be \(a, b, c + di, c - di\) where \(a, b, c, d \in \mathbb{R}^+\) with \(a < 0, b < 0, c > 0, d > 0\) or \(a + bi, a - bi, c + di, c - di\) where \(a, b, c, d \in \mathbb{R}^+\) with \(a < 0, b > 0, c < 0, d > 0\).

Since the coefficient of \(z^2\) is 0, we get, by Vieta’s formulas (Borwein and Erdélyi 2012, Newton’s Identities),

\[
\frac{0}{\omega_4} = ab + 2ac + 2bc + c^2 + d^2
\]  

(P4.b)

for the first case and

\[
\frac{0}{\omega_4} = a^2 + b^2 + 4ac + c^2 + d^2
\]  

(P4.c)

for the second. In both cases, the LHS equals 0 while the RHS is positive. This is impossible.

For the proof of (iii) we already know, from (ii), that \(f'(z) = 0\) has only one real root. Besides, we have \(f''(z) = 0 \iff z = -\frac{\omega_3}{\omega_4}\) and \(z = 0\).

Now, depending on the sign of \(\omega_1\) and \(\omega_3\) we have two different cases.

**Case 1.** Let \(\omega_1 > 0\) and \(\omega_3 > 0\). Since \(f'(0) = \omega_1 > 0\), we see that \(f'(z) = 0\) has only one real root \(z = z\) where \(z < 0\). It is necessary that \(f(-1) = \omega_4 - \omega_3 - \omega_1 + \omega_0 > 0\) and that \(f(z) = 0\) has at least one real root, i.e. \(\Delta \leq 0\) or \(D \leq 0\) from (i). Since we have \(-\frac{\omega_3}{\omega_4} < 0\) and \(f'(0) = \omega_1 > 0\) considering graphs in Fig. 10, we see that it is necessary that \(f'(-1) = -4\omega_4 + 3\omega_3 + \omega_1 > 0\).

On the other hand, if \(f(-1) > 0, f'(-1) > 0\) and \((\Delta \leq 0\) or \(D \leq 0\)) then, we see that all the real roots of \((67)\) have modulus greater than 1.

**Case 2.** Let \(\omega_1 < 0\) and \(\omega_3 < 0\). Since \(f'(0) = \omega_1 < 0\), we see that \(f'(z) = 0\) has only one real root \(z = \beta\) where \(\beta > 0\). It is necessary that \(f(1) = \omega_4 + \omega_3 + \omega_1 + \omega_0 > 0\).
\( \omega_0 > 0 \) and that \( f(z) = 0 \) has at least one real root, i.e. \( A \leq 0 \) or \( D \leq 0 \) from (i).

Since we have \( 0 < -\frac{\omega_1}{2\omega_4} \) and \( f'(0) = \omega_1 < 0 \) considering graphs in Fig. 11, we see that it is necessary that \( f''(1) = 4\omega_4 + 3\omega_3 + \omega_1 < 0 \).

On the other hand, if \( f(1) > 0 \), \( f'(1) < 0 \) and \( A \leq 0 \) or \( D \leq 0 \) then, we see that all the real roots of (67) have modulus greater than 1.

From the two cases, all the real roots of (67) have modulus > 1 whenever \( \omega_0, \ldots, \omega_4 \) belong to the subset \( \Omega \).

**Derivation of the volatility expression**

Let us substitute (13) in (5):

\[
 u_{CL} = r_s + \frac{(r_s - r_d)^2}{4\zeta(s-d)^2} \quad \text{(A3.a)}
\]

Let us also consider \( r_s \) and \( r_d \) as two independent random variables. Then the expected value of \( u_{CL} \) is:

\[
 E[u_{CL}] = E[r_s] + \frac{E[r_s^2] + E[r_d^2] - 2E[r_s]E[r_d]}{4\zeta(s-d)^2} \quad \text{(A3.b)}
\]

Moreover,

\[
 u_{CL}^2 = r_s^2 + \frac{(r_s - r_d)^4}{16\zeta^2(s-d)^4} + \frac{r_s(r_s - r_d)^2}{2\zeta(s-d)^2}
\]

\[
 = r_s^2 + \frac{r_d^4 - 4r_d^3r_s + 6r_d^2r_s^2 - 4r_d r_s^3 + r_s^4}{16\zeta^2(s-d)^4} + \frac{r_s^3 + r_d^3 r_s - 2r_d^2 r_s}{2\zeta(s-d)^2} \quad \text{(A3.c)}
\]

Then, the expected value of \( u_{CL}^2 \), i.e. \( E[u_{CL}^2] \), is:

\[
 E[u_{CL}^2] = r_s^2 + \frac{r_d^4 - 4r_d^3r_s + 6r_d^2r_s^2 - 4r_d r_s^3 + r_s^4}{16\zeta^2(s-d)^4} + \frac{r_s^3 + r_d^3 r_s - 2r_d^2 r_s}{2\zeta(s-d)^2}
\]

**Fig. 10** On the left: a graph of \( f'(z) \). On the right: a graph of \( f(z) \). As we can see, \( f'(x) = 0, f'(-1) > 0, f'(0) > 0 \) and \( f(-1) > 0 \)
Since the standard deviation $\sigma_X$ of a random variable $X$ is defined as $\sqrt{\text{E}[X^2] - (\text{E}[X])^2}$ and from $\text{cov}(X^2, X) = \text{E}[X^3] - \text{E}[X^2] \text{E}[X]$, we obtain:

$$
\sigma_{ucz}^2 = \sigma_{r_z}^2 + \frac{\sigma_{r_d}^2 + \sigma_{r_s}^2}{16\zeta^2(s-d)^4} - \text{E}[r_d] \frac{\text{cov}(r_s^2, r_s)}{4\zeta^2(s-d)^4} - \text{E}[r_s] \frac{\text{cov}(r_d^2, r_d)}{4\zeta^2(s-d)^4} +
$$

$$
+ \frac{\text{E}[r_d^2] \text{E}[r_s^2] - (\text{E}[r_s] \text{E}[r_d])^2}{4\zeta^2(s-d)^4} + \frac{\text{cov}(r_s^2, r_s) - 2\sigma_{r_s}^2 \text{E}[r_d]}{2\zeta(s-d)^2}.
$$

Lastly, since $r_s$ and $r_d$ as two independent random variables, $\text{E}[r_d^2] \text{E}[r_s^2] = \text{E}[r_d^2] \text{E}[r_s^2]$ and $\text{E}[r_s] \text{E}[r_d] = \text{E}[r_s] \text{E}[r_d]$, then

$$
\sigma_{ucz}^2 = \sigma_{r_z}^2 + \frac{\sigma_{r_d}^2 + \sigma_{r_s}^2}{16\zeta^2(s-d)^4} - \text{E}[r_d] \frac{\text{cov}(r_s^2, r_s)}{4\zeta^2(s-d)^4} - \text{E}[r_s] \frac{\text{cov}(r_d^2, r_d)}{4\zeta^2(s-d)^4} +
$$

$$
+ \frac{\text{cov}(r_s^2, r_s) - 2\sigma_{r_s}^2 \text{E}[r_d]}{2\zeta(s-d)^2}.
$$

Eq. (A3.f) assumes both returns as random variables. Let us now consider only one of them as a random variable and keep the other deterministic. Then:
\[ \sigma^2_{u_{CL}} = \sigma^2_{r_s} + \frac{\sigma^2_{r_s}}{16\xi^2(s-d)^4} - r_d \frac{\text{cov}(r_s^2, r_s)}{4\xi^2(s-d)^4} - \frac{r_d^2\sigma^2_{r_s}}{4\xi^2(s-d)^4} + \]

\[ + \frac{\text{cov}(r_s^2, r_s) - 2\sigma^2_{r_s} r_d}{2\xi(s-d)^2} \text{ if only } r_s \text{ is a random variable} \] (A3.g)

\[ \sigma^2_{u_{CL}} = \frac{\sigma^2_{r_d}}{16\xi^2(s-d)^4} - r_s \frac{\text{cov}(r_d^2, r_d)}{4\xi^2(s-d)^4} + \]

\[ + \frac{r_s^2\sigma^2_{r_d}}{4\xi^2(s-d)^4} \text{ if only } r_d \text{ is a random variable} \] (A3.h)

We can obtain a simpler, though approximate, expression by applying a method based on Taylor’s series expansion Wolter (2007). Since we assume that the two expected returns \( r_s \) and \( r_d \) are independent, the variance of the utility of customers is

\[ \sigma^2_{u_{CL}} = \left[ 1 + \frac{1}{2} \frac{\text{E}[r_s] - \text{E}[r_d]}{\xi(s-d)^2} \right]^2 \sigma^2_{r_s} + \frac{1}{4} \left[ \frac{\text{E}[r_s] - \text{E}[r_d]}{\xi(s-d)^2} \right]^2 \sigma^2_{r_d} \] (A3.i)
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