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Abstract—Deep models trained in supervised mode have achieved remarkable success on a variety of tasks. When labeled samples are limited, self-supervised learning (SSL) is emerging as a new paradigm for making use of large amounts of unlabeled samples. SSL has achieved promising performance on natural language and image learning tasks. Recently, there is a trend to extend such success to graph data using graph neural networks (GNNs). In this survey, we provide a unified review of different ways of training GNNs using SSL. Specifically, we categorize SSL methods into contrastive and predictive models. In either category, we provide a unified framework for methods as well as how these methods differ in each component under the framework. Our unified treatment of SSL methods for GNNs sheds light on the similarities and differences of various methods, setting the stage for developing new methods and algorithms. We also summarize different SSL settings and the corresponding datasets used in each setting. To facilitate methodological development and empirical comparison, we develop a standardized testbed for SSL in GNNs, including implementations of common baseline methods, datasets, and evaluation metrics.
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1 INTRODUCTION

A deep model takes some data as its inputs and is trained to output desired predictions. A common way to train a deep model is to use the supervised mode in which a sufficient amount of input data and label pairs are given. However, since a large number of labels are required, the supervised training becomes inapplicable in many real-world scenarios, where labels are expensive, limited, imbalanced [1], or even unavailable. In such cases, self-supervised learning (SSL) enables the training of deep models on unlabeled data, removing the need of excessive annotated labels. When no labeled data is available, SSL serves as an approach to learn representations from unlabeled data itself. When a limited number of labeled data is available, SSL from unlabeled data can be used either as a pre-training process after which labeled data are used to fine-tune the pre-trained deep models for downstream tasks, or as an auxiliary training task that contributes to the performance of main tasks.

Recently, SSL has shown its promising capability in data restoration tasks, such as image super-resolution [2], image denoising [3], [4], [5], and single-cell analysis [6]. It has also achieved remarkable progress in representation learning for different data types, including language sequences [7], [8], [9], images [10], [11], [12], [13], and graphs with sequence models [14], [15] or spectral models [16]. The key idea of these methods is to define pretext training tasks to capture and use the dependencies among different dimensions of the input data, e.g., the spatial, temporal, or channel dimensions, with robustness and smoothness. Taking the image domain as an example, Doersch et al. [17], Noroozi and Favaro [18], and He et al. [19] design different pretext tasks to train convolutional neural networks (CNNs) to capture relationships between different crops from an image. Chen et al. [11] and Grill et al. [20] train CNNs to capture dependencies between different augmentations of an image.

Based on how the pretext training tasks are designed, SSL methods can be divided into two categories; namely contrastive models and predictive models. The major difference between the two categories is that contrastive models require data-data pairs for training, while predictive models require data-label pairs, where the labels are self-generated from the data, as illustrated in Fig. 1. Contrastive models usually utilize self-supervision to learn data representation or perform pre-training for downstream tasks. Given the data-data pairs, contrastive models perform discrimination between positive pairs and negative pairs. On the other hand, predictive models are trained in a supervised fashion, where the labels are generated based on certain properties of the input data or by selecting certain parts of the data. Predictive models usually consist of an encoder and one or more prediction heads. When applied as a representation learning or pre-training method, the prediction heads of a predictive model are removed in the downstream task.

In graph data analysis, SSL can potentially be of great importance to make use of a massive amount of unlabeled graphs such as molecular graphs [21], [22]. With the rapid development of graph neural networks (GNNs) [23], [24], [25], [26], [27], [28], [29], basic components of GNNs [30],
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We provide thorough and up-to-date reviews on SSL methods for graph neural networks. To the best of our knowledge, our survey presents the first review of SSL specifically on graph data.

We unify existing contrastive learning methods for GNNs with a general framework. Specifically, we unify the contrastive objectives from the perspective of mutual information. From this fresh view, different ways to perform contrastive learning can be considered as performing three transformations to obtain views. We review theoretical and empirical studies and provide insights to guide the choice of each component in the framework.

We categorize and unify SSL methods with self-generated labels as predictive learning methods, and elucidate their connections and differences by different ways of obtaining labels.

- We summarize common settings of SSL tasks and commonly used datasets of various categories under different settings, setting the stage for developments of future methods.
- We develop a standardized testbed for applying SSL on GNNs, including implementations of common baseline methods and benchmarks, enabling convenient and flexible customization for future methods.

An overview of self-supervised learning methods of different categories is given in Fig. 2.

A recent work [62] provides thorough and general literature reviews on self-supervised learning for vision, natural language processing, and graph mining tasks. While both [62] and our work review SSL methods as contrastive ones and non-contrastive ones, we distinguish our reviews from [62] by the following distinct differences.

- Liu et al. [62] and our paper propose different taxonomies for SSL methods from different aspects of view. Specifically, [62] categorizes contrastive methods by the levels of contrast such as instance-instance and context-instance, where mutual-information is considered as one specific subcategory at the context-instance level. In contrast, our taxonomy provides a more unified view and framework from the theoretical grounding of the methods. Specifically, in our work, all contrastive methods are theoretically grounded by mutual information maximization, and the contrastive objectives are different upper bounds or estimators of mutual information. In our framework, different levels of contrast are determined by how views are selected or generated. We believe that the more unified view enables a more clear comparison and insightful understanding of commons and differences among SSL methods.

- Though adapted to graphs, the taxonomy proposed by [62] is mostly oriented by SSL methods for images. While SSL for graphs and images share some connections and similarities, there are remarkable differences between specific methods for the two types of data and some categorizations of images do not apply to graphs. For example, the relative position and the cluster discrimination methods categorized by [62] are image-specific contrastive methods and do not apply to graphs whereas view generation approaches for graphs and graph-specific predictive tasks are not discussed in [62]. Therefore, graph-specific SSL reviews such as ours are important and necessary for a better understanding of existing methods and benefit future studies.

Recently, another concurrent survey [63] provides reviews on SSL methods for GNNs. The work proposes a taxonomy with more subdivided categories including generation-based, auxiliary property-based, contrastive-based, and hybrid methods. While [63] aims to provide better coverage on existing SSL methods for review, our work focuses on providing a more timely and unified review under comparable frameworks and provide insights into future SSL studies.
2 PROBLEM FORMULATION

2.1 Notations
We consider an attributed undirected graph \( G = (V, E, \alpha) \), where \( V = \{v_1, \ldots, v|V|\} \) denotes the set of its nodes, \( E = \{e_1, \ldots, e|E|\} \) denotes the set of its edges and \( \alpha : V \to \mathbb{R}^d \) denotes the mapping from a node to its attributes of \( d \) dimensions. We denote the adjacency matrix of \( G \) by \( A \in \mathbb{R}^{|V| \times |V|} \), where \( A_{ij} = 1 \) if \((v_i, v_j) \in E \) for \( 1 \leq i,j \leq |V| \), and denote the feature matrix of \( G \) by \( X \in \mathbb{R}^{d \times |V|} \), where the \( ith \) row \( X_i = \alpha(v_i) \) for \( 1 \leq i \leq |V| \). A heterogeneous graph additionally includes elements \( \phi : V \to T_n \) that maps a node to a node type in \( T_n \) and \( \psi : E \to T_e \) that maps an edge to an edge type in \( T_e \).

Given the graph data \( (A, X) \) from the input space \( \mathcal{G} \), we are interested in the representation of the graph at either node-level or graph-level for any downstream prediction tasks. In general, we want to learn an encoder \( f \) such that the representation \( H = f(A, X) \) can achieve desired performance on a downstream prediction task. For node-level prediction tasks, we learn a node-level encoder \( f_n : \mathbb{R}^{d \times |V|} \times \mathbb{R}^{|V| \times d} \to \mathbb{R}^q \) that takes the graph data \( (A, X) \) as inputs and computes the representations for all nodes \( H_{node} = f_{node}(A, X) \in \mathbb{R}^{|V| \times q} \). For graph-level prediction tasks, we learn a graph-level encoder \( f_g : \mathbb{R}^{d \times |V|} \times \mathbb{R}^{|V| \times d} \to \mathbb{R}^q \) that computes a single vector \( h_{graph} = f_{graph}(A, X) \in \mathbb{R}^q \) as the representation of the given graph. Practically, graph-level encoders are usually constructed as a node-level encoder followed by a readout function. In many cases, a model for node-level representation learning may also be utilized to compute graph-level representations by adding an appropriate readout function, and vice versa (by removing the readout function).

We let \( P \) denote the distribution of unlabeled graphs over the input space \( \mathcal{G} \). Given a training dataset, the distribution \( P \) can be simply constructed as the uniform distribution over samples in the dataset. The self-supervision can contribute to the learning of graph encoders \( f \) by utilizing information from \( P \) and minimizing a self-supervised loss \( L_{ssl}(f, P) \) determined by a specifically designed self-supervised learning task.

2.2 Paradigms for Self-Supervised Learning
Typical training paradigms to apply the self-supervision include unsupervised representation learning, unsupervised pretraining, and auxiliary learning, as shown in Fig. 3. In unsupervised representation learning, only the distribution \( P \) of unlabeled graphs is available for the entire training
The unsupervised pretraining and supervised finetuning paradigm is considered as the most strategy to perform semi-supervised learning and transfer learning. For semi-supervised learning, the labeled graphs in the finetuning dataset is a portion of the pretraining dataset. For transfer learning, the pretraining and finetuning datasets are from different domains. Note that a similar learning setting called unsupervised domain adaptation has also been studied generally [66] or specifically in the image domain [67], where the encoder is pre-trained on labeled data but finetuned on unlabeled data under self-supervision. Since the paradigm is not specifically studied in the graph domain, we do not discuss the learning setting in detail in this survey.

The auxiliary learning, also known as joint training [65], aims to improve the performance of a supervised primary learning task by including an auxiliary task under self-supervision. Formally, we let $Q$ denote the joint distribution of graph data and labels for the primary learning task and $P$ denote the marginal of graph data. We want to learn both the decoder $f$ and the prediction head $h$, where $h$ is trained under supervision on $Q$ and $f$ is trained under both supervision and self-supervision on $P$. The learning problem is formulated as

$$f^*, h^* = \arg \min_{f, h} L_{sup}(f, h, Q) + \lambda L_{ssl}(f, P),$$

where $\lambda$ is a positive scalar weight that balances the two terms in the loss.

3 CONTRASTIVE LEARNING

The study of contrastive learning has made significant progress in natural language processing and computer vision. Inspired by the success of contrastive learning in images, recent studies propose similar contrastive frameworks to enable self-supervised training on graph data. Given training graphs, contrastive learning aims to learn one or more encoders such that representations of similar graph instances agree with each other, and that representations of dissimilar graph instances disagree with each other. We unify existing approaches to constructing contrastive learning tasks into a general framework that learns to discriminate jointly sampled view pairs (e.g. two views belonging to the same instance) from independently sampled view pairs (e.g. views belonging to different instances). In particular, we obtain multiple views from each graph in the training dataset by applying different transformations. Two views generated from the same instance are usually considered as a positive pair and two views generated from different instances are considered as a negative pair. The agreement is usually measured by metrics related to the mutual information between two representations.

One major difference among graph contrastive learning methods lies in (a) the objective for discrimination task given view representations. In addition, due to the unique data structure of graphs, graph contrastive learning methods also differ in (b) approaches that views are obtained, and (c) graph encoders that compute the representations of views. A graph contrastive learning method can be determined by specifying its components (a)–(c). In this section, we summarize graph contrastive learning methods in a unified framework and then introduce (a) and (b) individually.
used in existing studies. In Appendix C, available in the online supplemental material, we introduce graph neural networks specifically adopted in contrastive learning as graph encoders and provide further comparisons and discussions on their effects in contrastive learning. Moreover, we summarize all contrastive methods being reviewed by this survey in Supplementary Table 1, available online, for more clear comparisons.

### 3.1 Overview of Contrastive Learning Framework

In general, key components that specify a contrastive learning framework include transformations that compute multiple views from each given graph, encoders that compute the representation for each view, and the learning objective to optimize parameters in encoders. An overview of the framework is shown in Fig. 4. Concretely, given a graph \((A, X)\) as a random variable distributed from \(P\), multiple transformations \(T_1, \ldots, T_k\) are applied to obtain different views \(w_1, \ldots, w_k\) of the graph. Then, a set of encoding networks \(f_1, \ldots, f_k\) take corresponding views as their inputs and output the representations \(h_1, \ldots, h_k\) of the graph from each views. Formally, we have

\[
\begin{align*}
    w_i &= T_i(A, X), \\
    h_i &= f_i(w_i), \quad i = 1, \ldots, k.
\end{align*}
\]

We assume \(w_i = (A_i, X_i) = T_i(A, X)\) in this survey since existing contrastive methods consider their views as graphs. However, note that not all views \(w_i\) are necessarily graphs or sub-graphs in a general sense. In addition, certain encoders can be identical to each other or share their weights.

During training, the contrastive objective aims to train encoders to maximize the agreement between view representations computed from the same graph instance. The agreement is usually measured by the mutual information \(I(h_i, h_j)\) between a pair of representations \(h_i\) and \(h_j\). We formalize the contrastive objective as

\[
\max_{\{h_i\}_{i=1}^k} \frac{1}{\sum_{i \neq j} \sigma_{ij}} \left[ \sum_{i \neq j} \sigma_{ij} I(h_i, h_j) \right], \quad (8)
\]

where \(\sigma_{ij} \in \{0, 1\}\) and \(\sigma_{ij} = 1\) if the mutual information is computed between \(h_i\) and \(h_j\), and \(\sigma_{ij} = 0\) otherwise, and \(h_i\) and \(h_j\) are considered as two random variables belonging to either a joint distribution or the product of two marginals. To enable efficient computation of the mutual information, certain estimators \(\hat{I}\) of the mutual information are usually used instead as the learning objective. Note that some contrastive methods apply projection heads [10], [49] to the representations. For the sake of uniformity, we consider such projection heads as parts of the computation in the mutual information estimation.

During inference, one can either use a single trained encoder to compute the representation or a combination of multiple view representations such as the linear combination

\[
\sum_{i=1}^k \alpha_i h_i,
\]

where \(\alpha_i\) are weights that can be learned or fixed.
or the concatenation as the final representation of a given graph. Three examples of using encoders in different ways during inference are illustrated in Fig. 5.

3.2 Contrastive Objectives Based on MI Estimations

Given a pair of random variables \((x, y)\), the mutual information \(I(x, y)\) measures the information that \(x\) and \(y\) share, given by

\[
I(x, y) = D_{KL}(p(x, y) \| p(x)p(y))
\]

\[
= \mathbb{E}_{p(x, y)} \left[ \log \frac{p(x, y)}{p(x)p(y)} \right],
\]  

(9)

(10)

where \(D_{KL}\) denotes the Kullback-Leibler (KL) divergence. The contrastive learning seeks to maximize the mutual information between two views as two random variables. In particular, it trains the encoders to be contrastive between representations of a positive pair of views that comes from the joint distribution \(p(v_i, v_j)\) and representations of a negative pair of views that comes from the product of marginals \(p(v_i)p(v_j)\).

In order to computationally estimate and maximize the mutual information in the contrastive learning, three typical lower-bounds to the mutual information are derived [68], namely, the Donsker-Varadhan representation \(\hat{I}^{(DV)}\) [69], [70], the Jensen-Shannon estimator \(\hat{I}^{(JS)}\) [71] and the noise-contrastive estimation \(\hat{I}^{(NCE)}\) (InfoNCE) [12], [72]. Among the three lower-bounds, \(\hat{I}^{(JS)}\) and \(\hat{I}^{(NCE)}\) are commonly used as objectives [10], [38], [41], [49] in the contrastive learning in graphs.

A mutual information estimation is usually computed based on a discriminator \(D : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}\) that maps the representations of two views to an agreement score between the two representations. The discriminator \(D\) can be either parametric or non-parametric. For example, the discriminator can optionally apply a set of projection heads [10], [49] to the representations \(h_1, \ldots, h_k\) before computing the pairwise similarity. We formalize the optional projection heads as \(g_i, \ldots, g_k\) such that

\[
z_i = g_i(h_i), \quad i = 1, \ldots, k,
\]

(11)

where \(g_i\) can be an identical mapping, a linear projection or an MLP. Parameterized \(g_i\) are optimized simultaneously with the encoders \(f_i\) in Eqn. (8), given by

\[
\max_{\{f_i, g_i\}_{i=1}^k} \frac{1}{|V|} \sum_{i \neq j} \sigma_{ij} \tilde{I}_{g_i(g_j)}(h_i, h_j),
\]

(12)

In following subsections, we introduce the three lower bounds as specific estimations of mutual information and a non-bound estimation of mutual information. We further compare and discuss the effect of different MI estimations in contrastive learning in Appendix D, available in the online supplemental material.

3.2.1 Donsker-Varadhan Estimator

The Donsker-Varadhan (DV) estimator, also known as the DV representation of the KL divergence, is a lower-bound to the mutual information and hence can be applied to maximize the mutual information. Given \(h_i\) and \(h_j\), the lower-bound is computed as

\[
\hat{I}^{(DV)}(h_i, h_j) = \mathbb{E}_{p(h_i)\| p(h_j)} [D(h_i, h_j)]
\]

\[
- \log \mathbb{E}_{p(h_i)\| p(h_j)} \left[ e^{D(h_i, h_j)} \right].
\]

(13)

where \(p(h_i), p(h_j)\) denotes the joint distribution of the two representations \(h_i, h_j\) and \(p(h_i)p(h_j)\) denotes the product of marginals. For simplicity and to include the graph data distribution \(P\), we assume transformations \(T_i\) to be deterministic and encoders \(f_i\) to be injective, and have \(p(h_i) = p(f_i(T_i(A, X)))\) and \(p(h_j)(A, X)\). We hence re-write Eqn. (13) as

\[
\hat{I}^{(DV)}(h_i, h_j) = \mathbb{E}_{(A, X) \sim P} [D(h_i, h_j)]
\]

\[
- \log \mathbb{E}_{(A, X) \sim P} \left[ e^{D(h_i, h_j)} \right].
\]

(14)

where \(h_i\) and \(h_j\) in the first term are computed from \((A, X)\) distributed from \(P\), \(h_i\) and \(h_j\) in the second term are computed from \((A, X)\) and \((A', X')\) independently and identically distributed from \(P\), respectively. In following formulations, we use the later notation includes \(P\).

3.2.2 Jensen-Shannon Estimator

Compared to the Donsker-Varadhan estimator, the Jensen-Shannon (JS) estimator enables more efficient estimation and optimization of the mutual information by computing the JS divergence between the joint distribution and the product of marginals.

Given two representations \(h_i\) and \(h_j\) computed from the random variable \((A, X)\) and a discriminator \(D, DG\) [38], InfoGraph [41], Hu et al. [43] and MVGRL [10] computes the JS estimator

\[
\hat{I}^{(JS)}(h_i, h_j) = \mathbb{E}_{(A, X) \sim P} \left[ \log (D(h_i, h_j)) \right]
\]

\[
+ \mathbb{E}_{(A, X) \sim P} \left[ \log (1 - D(h_i, h_j)) \right].
\]

(15)

where \(h_i\) and \(h_j\) in the first term are computed from \((A, X)\) distributed from \(P\), \(h_i\) and \(h_j\) in the second term are computed
from \((A, X)\) and \((A', X')\) identically and independently distributed from the distribution \(\mathcal{P}\). To further include edge features, Peng et al. [42] derives the graph mutual information (GMI) based on MI decomposition and optimizes GMI via JS estimator. Note that [41] and [10] depict a softplus version of the JS estimator

\[
\mathcal{I}^{\text{(JS-SP)}}(h_i, h_j) = \mathbb{E}_{(A, X) \sim \mathcal{P}} \left[ -sp(-D'(h_i, h_j)) \right] - \mathbb{E}_{[(A, (A', X')) \sim \mathcal{P} \times \mathcal{P}} \left[ sp(D'(h_i, h_j)) \right],
\]

where \(sp(x) = \log (1 + e^x)\). We consider the JS estimators in Eqs. (15) and (16) to be equivalent by letting \(D(h_i, h_j) = \text{sigmoid}(D'(h_i, h_j))\).

For the negative pairs of graphs \([(A, X), (A', X')] \sim \mathcal{P} \times \mathcal{P}\) in particular, DGI [38] talks about \(D(h_i, h_j) = \text{sigmoid}(D'(h_i, h_j))\). For node-level tasks, MVGLR [10] follows DGI to obtain negative samples by corrupting given graphs. InfoGraph [41] independently samples two graphs from the training dataset as a negative pair, which is followed by MVGLR for graph-level tasks. Discriminators in JS estimators usually compute the agreement score between two vectors by their inner product, i.e., \(D(h_i, h_j) = \text{sigmoid}(z_i^T z_j) = \text{sigmoid}(g(h_i)^T g(h_j))\).

### 3.2.3 Infonce

InfoNCE \(\mathcal{I}^{\text{(NCE)}}(h_i, h_j)\) is another lower-bound to the mutual information \(\mathcal{I}\). It is shown by You et al. [49] that maximizing InfoNCE is equivalent to maximizing the Donsker-Varadhan estimator. Given the representations \(h_i\) and \(h_j\) of two views of random variable \((A, X)\), the discriminator \(D\), and the number of negative samples \(N\), the InfoNCE is formalized as

\[
\mathcal{I}^{\text{(NCE)}}(h_i, h_j) = \mathbb{E}_{(A, X) \sim \mathcal{P}} \left[ D(h_i, h_j) \right] - \mathbb{E}_{K \sim \mathcal{P}^N} \left[ \log \sum_{(A', X') \in K} e^{D(h_i, h_j')}/N(A, X) \right] \]

\[
= \mathbb{E}_{[(A, X), K] \sim \mathcal{P} \times \mathcal{P}^N} \left[ \log \sum_{(A', X') \in K} e^{D(h_i, h_j')}/N(A', X') \right] + \log N,
\]

where \(K\) consists of \(N\) random variables identically and independently distributed from \(\mathcal{P}\), \(h_i, h_j\) are the representations of the \(i\)th and \(j\)th views of \((A, X)\), and \(h_{j}'\) is the representation of the \(j\)th view of \((A', X')\).

In practice, we compute the InfoNCE on mini-batches of size \(N + 1\). For each sample \(x\) in a mini-batch \(B\), we consider the set of the rest \(N\) samples as a sample of \(K\). We then discard the constant term \(\log N\) in Eqn. (17) and minimize the loss

\[
\mathcal{L}_{\text{InfoNCE}} = -\frac{1}{N + 1} \sum_{x \in B} \log \frac{e^{D(h_i, h_j)}}{\sum_{x' \in B(x)} e^{D(h_i, h_j')}}.
\]

Intuitively, the optimization of InfoNCE loss aims to score the agreement between \(h_i\) and \(h_j\) of views from the same instance \(x\) higher than between \(h_i\) and \(h_{j}'\) from the rest \(N\) negative samples \(B \setminus \{x\}\). GraphCL [49] and GRACE [46] include additional contrast among the same view of different instances \(i.e., h_i\) and \(h_{j}'\) or different nodes in the same view (intra-view contrast [46]), leading to the optimization of lower bounds of InfoNCE, which are still lower bounds of MI.

Discriminators in typical InfoNCE compute the agreement score between two vectors by their inner product, i.e., \(D(h_i, h_j) = z_i^T z_j = g(h_i)^T g(h_j)\). A specific type of the InfoNCE loss, known as the NT-Xent [73] loss, includes normalization and a preset temperature parameter \(\tau\) in the computation of discriminator \(D\) in the InfoNCE loss, i.e., \(D(h_i, h_j) = g(h_i)^T g(h_j)/\tau\). The discriminator in You et al. [49] computes the agreement score between vectors with normalizations, i.e., \(D(h_i, h_j) = g(h_i)^T g(h_j)/\|g(h_i)\|\|g(h_j)\|\), where \(\|\|\) denotes the \(\ell_2\)-norm.

### 3.2.4 Other Mutual Information Estimators

There are other objectives that have been used in some studies, and optimizing these objectives can also encourage higher mutual information. Although the objectives differ from the above upper bound MI estimators.

However, these objectives may not be provable lower-bounds to the mutual information, and optimizing these objectives does not guarantee the maximization of the mutual information.

For example, Jiao et al. [44] proposes to minimize the triplet margin loss [74], which is commonly used in deep metric learning [75]. Given representations \(h_i, h_j\) and the discriminator \(D\), the triplet margin loss is formalized as

\[
\mathcal{L}_{\text{triplet}} = \mathbb{E}_{[(A, X), (A', X')] \sim \mathcal{P} \times \mathcal{P}} \left[ \max\{D(h_i, h_j) - D(h_i, h_j') + \epsilon, 0\} \right],
\]

where \(D(h_i, h_j)\) is computed as \(\text{sigmoid}(h_i^T h_j)\) or based on the euclidean distance \(\|h_i - h_j\|\) and \(\epsilon\) is the margin value. While the triplet loss differs from previous MI-based objectives in formulations, Khosla et al. [76] show that the triplet loss is a special case of the InfoNCE (NT-Xent) loss when there is only one negative sample where the margin value \(\epsilon\) corresponds to the temperature parameter \(\tau\) in NT-Xent. Moreover, the Bayesian Personalized Ranking (BPR) loss [77] used in Jiao et al. [44] is also equivalent to the InfoNCE loss when letting \(N = 1\) and \(D(h_i, h_j') = h_i^T h_j\).

### 3.2.5 Projection Heads: Parametric MI Estimation

Many contrastive learning studies [10], [41], [49] propose to include projection heads \(g\) when computing the MI estimators. For example, Sun et al. [41], Hassani and Khasahmadi [10] use 3-layer MLPs, You et al. [49] use 2-layer MLPs as the projection heads and Sun et al. [41] applies a linear projection to the graph-level representation. The projection heads are shown to significantly improve the contrastive learning performance [11]. For contrastive learning on heterogeneous graphs, it is common to apply individual projections to representations of different type of nodes. For example, Jiang et al. [78] adopt \(D(h_u, h_v) = [W_{\phi(v)} h_u]^T [W_{\phi(u)} h_u] = h_u^T W_R h_u\) for nodes \(u\) and \(v\) with types \(\phi(u)\) and \(\phi(v)\) connected by the relationship \(R\), where \(W_R = W_{\phi(u)}^T W_{\phi(v)}\).
We consider MI estimators that include projection heads as parametric estimators and those without projection heads as non-parametric estimators. Then a reasonable explanation to the observation that the contrastive methods with projection heads usually achieve better performance is that parametric estimators provide better estimation to the mutual information.

3.3 Graph View Generation

To generate views from a graph sample distributed from \( P \), one usually applies different types of graph transformations (or augmentations) \( T \). Here, we only consider cases where \( T \) still outputs the graph-structured data. We summarize the existing transformations applied to graph data in three categories, feature transformations, structure transformations and sampling-based transformations. Feature transformations can be formalized as

\[
T_{\text{feat}}(A, X) = (A, T_X(X)),
\]

where \( T_X : \mathbb{R}^{|V| \times d} \rightarrow \mathbb{R}^{|V| \times d} \) performs the transformation on the feature matrix \( X \). Structure transformations can be formalized as

\[
T_{\text{struct}}(A, X) = (T_A(A), X),
\]

where \( T_A : \mathbb{R}^{|V| \times |V|} \rightarrow \mathbb{R}^{|V| \times |V|} \) performs the transformation on the adjacency matrix \( A \). And the sampling-based transformations are in the form

\[
T_{\text{sample}}(A, X) = (A[S, S], X[S]),
\]

where \( S \subseteq V \) denotes a subset of nodes and \( [\cdot] \) selects certain rows (and columns) from a matrix based on indices of nodes in \( S \). We consider the transformations applied in the existing contrastive learning methods to generate different views as a single or a combination of instantiations of the three types of transformations above. Note that when node-level representations are of interest, the node-level contrasts are usually included. We consider nodes representations to be computed from views generated by ego-nets sampling from given graphs.

3.3.1 Feature Transformations

Given an input graph \((A, X)\), a feature transformation only performs transformation to the attribute matrix \( X \), i.e.,

\[
T(A, X) = (A, T_X(X)).
\]

Node attribute masking [49] is one of the most common ways to apply the feature transformations. The node attribute masking randomly masks a small portion of attributes of all nodes with constant or random values. Concretely, given the input attribute matrix \( X \), we specify \( T_X(X) \) for the node attribute masking as

\[
T_X^{(\text{mask})}(X) = X * (1 - 1_m) + M * 1_m,
\]

where \( * \) denotes the element-wise multiplication, \( M \) denotes a matrix with masking values and \( 1_m \) denotes the masking location indicator matrix. Given the masking ratio \( r \), elements in \( 1_m \) are set to 1 individually with a probability \( r \) and 0 with a probability \( 1 - r \). To employ adaptive masking, Zhu et al. [45] propose to sample \( 1_m \) with centrality-based probabilities, including degree centrality, eigenvector centrality, and PageRank centrality. The values in \( M \) specify different masking strategies. For example, \( M = 0 \) applies a constant masking, \( M \sim N(0, \Sigma) \) replaces the original values by Gaussian noise and \( M \sim N(X, \Sigma) \) adds Gaussian noise to the original values.

In addition to contrastive models such as [49], attributes masking is also commonly applied in predictive models [3], [6] for regularized reconstruction. The node attribute masking forces the encoders to capture better dependencies between the masked attributes and unmasked context attributes and recover the masked value from its context during encoding.

3.3.2 Structure Transformations

Given an input graph \((A, X)\), a structure transformation only performs transformation to the adjacency matrix \( A \) and \( X \) to be the same, i.e.,

\[
T(A, X) = (T_A(A), X).
\]

Existing contrastive methods apply two types of structure transformations, edge perturbation that randomly adds or drops edges between pairs of nodes and graph diffusion that creates new edges based on the accessibility from one node to another.

Edge perturbation [48], [49] randomly adds or drops edges in a given graph. Similarly to the node attribute masking, it applies masks to the adjacency matrix \( A \). In particular, we have

\[
T_{A}^{(\text{pert})}(A) = A * (1 - 1_p) + (1 - A) * 1_p,
\]

where \( * \) denotes the element-wise multiplication and \( 1_p \) denotes the perturbation location indicator matrix. Given the perturbation ratio \( r \), elements in \( 1_p \) are set to 1 individually with a probability \( r \) and 0 with a probability \( 1 - r \). In addition, \( 1_p \) is a symmetric matrix.

Diffusion [10] creates new connections between nodes based on random walks, aiming at generating a global view \((S, X)\) of the graph in contrast to the local view \((A, X)\). Two instantiations of diffusion transformations are proposed to use in [10], namely, the heat kernel \( T_A^{(\text{heat})} \) and the Personalized PageRank \( T_A^{(\text{PPR})} \), formulated as follows:

\[
T_A^{(\text{heat})}(A) = \exp(tAD^{-1} - t),
\]

\[
T_A^{(\text{PPR})}(A) = a \left(I_n - (1 - a)AD^{-1/2}AD^{-1/2}\right)^{-1},
\]

where \( D \in \mathbb{R}^{|V| \times |V|} \) is a diagonal degree matrix, \( a \) denotes the teleport probability in a random walk and \( t \) denotes the diffusion time.

Centrality-based edge removal [45] randomly removes edges based on pre-computed probabilities determined by the centrality score of each edge. Centrality-based probabilities for edge removal reflects the importance of each edge, where less important edges are more likely to be removed. In particular, the centrality score of an edge \((u, v) \in E \) is computed as \( w_{uv} = (\phi_u(u) + \phi_v(v))/2 \), where \( \phi_u(u) \) and \( \phi_v(v) \) are the centrality of nodes \( u \) and \( v \) connected by the edge and a higher centrality score leads to lower probability \( p_{uv} \) of edge removal.

3.3.3 Sampling-Based Transformations

We consider sampling-based transformations that sample node-induced sub-graphs from a given graph \((A, X)\), i.e.,
\[ T_{\text{sample}}(A, X) = (A[S,S], X[S]) \] with \( S \subseteq V \). Note that more generalized sub-graph sampling methods that sample both nodes from \( V \) and edges from \( E \) can be considered as a combination of the node-induced sub-graph sampling and the edge perturbation. As different sampling-based transformations are determined by the set \( S \) of sampled nodes from the node-set \( V \), we categorize the sampling-based transformations by how the set \( S \) is obtained. Existing contrastive methods apply three approaches to obtain the node subset \( S \): uniform sampling, random walk sampling, and ego-nets sampling.

Uniform sampling and nodes dropping can be considered as the two simplest sampling-based transformation approaches. The transformation in [10] samples sub-graphs by uniformly sampling a given number of nodes \( S \) from \( V \) and edges of the sampled nodes. In addition, transformation methods in [49] include node dropping as one of the graph transformations, where each node has a certain probability to be dropped from the graph. We denote the set of dropped nodes by \( D \) and we have \( S = V \setminus D \).

Ego-nets sampling can be considered as a sampling-based transformation to unify the contrast performed between graph-level representation and node-level representations in the general contrastive learning framework, such as in DGI [38], InfoGraph [41] and MVGRL [10]. In other words, we consider that node-level representations are computed by node-level encoders from certain views, namely, ego-nets, of a given graph. Given a typical graph encoder with \( L \) layers, the computation of the representation of each node \( v_i \) only depends on its \( L \)-hop neighborhood, also known as the \( L \)-ego-net of node \( v_i \). We hence consider the computing of node-level representations as performing \( L \)-ego-net sampling and a node-level encoder with \( L \) layers. In particular, for each node \( v_i \) in a given graph, the transformation \( T_i \) samples the \( L \)-ego net surrounding node \( v_i \) as the view \( w_i \), computed as

\[ w_i = T_i(A, X) = (A[N_L(v_i); N_L(v_i)], X[N_L(v_i)]), \quad (27) \]

\[ N_L(v_i) = \{ v : d(v, v_i) \leq L \}, \quad (28) \]

where \( L \) denotes the number of layers in the node-level encoder \( f_L \). \( d \) denotes the shortest distance between two nodes and \( (A[\cdot], X[\cdot]) \) selects a sub-graph from \( (A, X) \).

Random walk sampling is proposed in GCC [48] to sample sub-graphs based on random walks starting from a given node. The subset of nodes \( S \subseteq V \) is collected iteratively. At each iteration, the walk has a probability \( p_{ij} \) to travel from node \( v_i \) to node \( v_j \) and has a probability of \( p_v = 0.8 \) to return to the start node. GCC considers the random walk sampling with restart as a further transformation of the \( r \)-ego-net centered at the start node. Given the center (start) node, the random walk sampling can be hence considered as a stronger sampling-based transformation than the ego-nets sampling.

Network Schema and Meta-path views are proposed in HeCo [79] as two specific views for the contrastive learning of heterogeneous graphs. Given a target node of type \( t \), the network schema view is a special case of \( 1 \)-ego nets consisting of neighbor nodes whose types are connected to the target node type in the network schema, and excluding nodes with the same type \( t \). When computing the representation for a network schema view, aggregations are computed individually for each node type. The meta-path view consists of all meta-paths between the target node and other nodes of the same type. When computing the representation for a meta-path view, nodes of other types are masked and the information is aggregated along individual meta-paths.

### 3.3.4 Discussions of Graph View Generation

Currently, there is no theoretical analysis guiding the generation of the view for graphs. However, Tian et al. [80] theoretically and empirically analyze the problem in a general view and image domain, considering the generation of the view from the aspect of mutual information. In particular, a good view generation should minimize the MI between two views \( I(v_1, v_2) \), subject to \( I(v_1, y) = I(v_2, y) = I(x, y) \). Intuitively, to guarantee that contrastive learning works, the generated views \( v_i \) should not affect the information that determines the prediction for the downstream task, under which restrictions, stronger disagreement between views leads to better learning results. Following the above idea, AD-GCL [81] proposes to generate views of graphs that achieve the above minimum under constraints by parameterizing the above types of transformations and propose learnable transformations. In particular, the transformations are learned in an adversarial manner - the transformation (views generator) is trained to minimize \( I(v_1, v_2) \) subject to \( I(v_1, y) = I(v_2, y) = I(x, y) \), whereas the encoder is trained to maximize \( I(v_1, v_2) \). Following a similar principle, InfoGCL [82] proposes to discretely select optimal views from a list of candidate views based on the mutual information with downstream tasks.

From the manifold point of view, a recent analytic study [83] proposes the expansion assumption and explains the data augmentation as to prompt the continuity in the neighborhood for each instance. It indicates similar requirements for the view generating by augmentation, i.e., an ideal augmentation should satisfy the following two conditions, 1) the (augmentation) neighborhood of an instance does not intersect the neighborhood of instances that belong to the other class in the downstream task, 2) the neighborhood of an instance should be as large as possible, subject to 1.

To this end, the learning on datasets with different downstream tasks may benefit from different types of transformations. For example, the property of a social network to be predicted in a downstream task may be more tolerant of minor changes in node attributes, for which the feature transformations can be more suitable. On the other hand, the property of a molecule usually depends on bonds in some functional groups, for which the edge perturbation may harm the learning while the sub-graph sampling could help. Empirically, You et al. [49] observes similar results. For example, edge perturbation is found contributory to the performance on social network datasets but harmful to some molecule data.

### 4 Predictive Learning

Compared with contrastive learning methods, predictive learning methods train the graph encoder \( f \) together with a prediction head \( g \) under the supervision of informative labels self-generated for free. We use the term “predictive” instead of “generative” categorized by Liu et al. [62] to avoid confusion, as not all methods introduced in this section are necessarily generative models. Categorized by how the prediction
targets are obtained, we summarize predictive learning frameworks for graphs into (1) graph reconstruction that learns to reconstruct certain parts of given graphs, (2) invariance regularization that aims to directly learn robust and informative representations, (3) graph property prediction that learns to model non-trivial properties of given graphs, and (4) multi-stage self-training with pseudo-labels. In this section, we let \( H \in \mathbb{R}^{1 \times q} \) denote the desired node-level representation and \( h_i \) denote the representation of node \( v_i \). The general frameworks of four types of predictive learning methods are shown in Fig. 6. We summary all predictive methods being reviewed by this survey in Supplementary Table 2, available online, for a more clear comparison.

4.1 Graph Reconstruction

Graph reconstruction provides a natural self-supervision for the training of graph neural networks. The prediction targets in graph reconstruction are certain parts of the given graphs such as the attribute of a subset of nodes or the existence of edge between a pair of nodes. In graph reconstruction tasks, the prediction head \( g \) is usually called the decoder which reconstructs a graph from its representation.

4.1.1 Non-Probabilistic Graph Autoencoders

The autoencoders, first proposed in [84], have been widely applied for the learning of data representations. Given the success in the image domain and natural language modeling, various variations of graph autoencoder [85] are proposed to learn graph representations. Aiming at learning the graph encoder \( f \), graph autoencoders are trained to reconstruct certain parts of an input graph, given restricted access to the graph or under certain regularization to avoid identical mapping.

\( \hat{A} = g(H) = \sigma(HH^T), \)
\( H = f(A, X), \)  

and is optimized by the binary cross-entropy loss between \( \hat{A} \) and \( A \). As GAE is originally proposed to learn node-level representations for link prediction problem, it assumes two linked nodes should have similar representations. GraphSAGE [86] introduces a similar framework with the self-supervision of the adjacency matrix based on a different objective including negative sampling. In addition, a recent work SuperGAT [87] includes the GAE objective as a self-supervised auxiliary loss during training a graph attention network to guide the learning of more expressive attention operators. Similarly, SimP-GCN [88] applies node-pair similarity as a substitute of the adjacency matrix to construct a self-supervised auxiliary task.

MGAE [50] follows the idea of denoising autoencoder [89]. Given a graph \( (A, X) \), MGAE performs reconstructions on multiple randomly corrupted feature matrices \( \{X_i\}_{i=1}^m \) with a single-layer autoencoder \( f_\theta \) and the objective

\[ \sum_{i=1}^m \|X - f_\theta(A, \hat{X}_i)\|^2 + \lambda \|\theta\|^2, \]

where \( \theta \) denotes the weights in the single-layer encoder, \( \lambda \) denotes the hyper-parameter for \( \ell^2 \)-regularization, and \( H_i = f_\theta(A, \hat{X}_i) \) is considered as the reconstructed representation. To enable non-linearity, [50] proposes to stack multiple single-layer autoencoders. Formally, given the reconstructed representation \( H^{(\ell-1)} \) at the \((\ell - 1)\)th layer, the \( \ell \)th layer is trained by optimizing

\[ \sum_{i=1}^m \|H^{(\ell-1)} - H_i^{(\ell)}\|^2 + \lambda \|\theta_i\|^2, \]

\[ H_i^{(\ell)} = f_\theta(A, \hat{H}^{(\ell-1)}_i), \]

where \( \hat{h}_i^{(\ell-1)} \) denotes the corrupted representation from the \((\ell - 1)\)th layer. The reconstructed representation at the last
layer is then considered as the representation for downstream tasks.

GALA [51] introduces a multi-layer autoencoder with symmetric encoder and decoder, unlike GAE and MGAE. Motivated by the Laplacian smoothing [90] effect of GCN encoders, GALA designs the decoder by performing Laplacian sharpening [90], which prompts the decoded representation of each node to be dissimilar to the centroid of its neighbors. A Laplacian sharpening layer in the decoder \( g \) in computed by

\[
\hat{X}^{(i)} = 2\hat{X}^{(i-1)} - D^{-1}AX^{(i-1)},
\]

(34)

where \( \hat{X}^{(i)} \) and \( \hat{X}^{(i-1)} \) denote the decoded representation and \( D \) denotes the degree matrix. GALA reconstructs the feature matrix by optimizing the mean squared error \( \|X - \hat{X}\|^2 \) with

\[
\hat{X} = g(A, H), \quad H = f(A, X).
\]

(35)

Attribute masking [43], also referred to as graph completion [91], is another strategy to pre-train graph encoder \( f \) under the graph autoencoder framework by reconstructing masked node attributes. The encoder \( f \) computes the node-level representations \( H \) given the graph with its node attributes randomly masked. And a linear projection is applied to \( H \) as the decoder \( g \) to reconstruct the masked attributes. When the edge attributes are also available, one can also perform reconstruction on the masked edge attributes. Although the attribute masking is not explicitly named as graph autoencoders, we categorize it as graph autoencoders since the encoders are trained by performing reconstruction on the entire or certain parts of the input graph.

4.1.2 Variational Graph Autoencoders

Although sharing a similar encoder-decoder structure with standard autoencoders, variational autoencoders as generative models are built upon a different mathematical foundation assuming an existing prior distribution of latent representation that generates the observed data. Primarily targeted in learning the generation of the observed data, variational graph autoencoders also shown promising performance in learning good graph representations.

VGAE [39] introduces the simplest version of variational graph autoencoders. VGAE performs reconstruction on the adjacency matrix and is composed a inference model (encoder) \( q(H|A, X) = \prod_{i=1}^n \mathcal{N}(h_i|\mu_i(A, X), \Sigma_i(A, X)) \) parameterized by graph neural networks \( \mu, \Sigma \) and a generative model (decoder) \( p(A|H) \) modeled by the inner product of latent variables. VGAE optimizes the variational lower bound

\[
\mathbb{E}_{q(H|A, X)}[\log p(A|H)] - \text{KL}[q(H|A, X)||p(H)],
\]

(36)

where \( \text{KL}(\cdot) \) denotes the KL-divergence and \( p(H) \) denotes the prior given by the Gaussian distribution.

ARGA/ARVGA [52] propose to regularize the autoencoder with an adversarial network [92] which enforces the distribution of the latent variable to match the Gaussian prior. In addition to the encoder and decoder, a discriminator is trained to distinguish fake data generated by the encoder and the real data sampled from the Gaussian distribution. As the adversarial regularization is provably an equivalence of the JS-divergence between the distribution of the latent variable and the Gaussian prior, ARGA/ARVGA can achieve a similar effect to VGAE but with stronger regularization.

SIG-VAE [53] replace the inference model in the variational graph autoencoder a hierarchy of multiple stochastic layers to enable more flexible model of the latent variable. In particular, the inference model is given by \( p(H|A, X) = p(H|A, X, \mu, \Sigma) \), where \( \mu \) and \( \Sigma \) are considered as random variables computed by stacked stochastic layers with noise injected to each layer. The marginalized \( p(H|A, X) \) is hence not necessarily a Gaussian distribution and enabled higher flexibility and expressivity.

There exist other variations of the variational graph autoencoders such as JTVAE [93] and DGVAE [94]. However, those variational graph autoencoders focus on the generation of graphs. As we mainly consider the learning of representations, we omit the introduction to those methods.

4.1.3 Autoregressive Reconstruction

Following the idea of GPT [95] for the generative pre-training of language models, GPT-GNN [54] proposes a autoregressive framework to perform reconstruction on given graphs. Ash both variational autoencoders and the autoregressive models are generative and based on reconstruction, graph autoregressive models differ from that they perform reconstruction iteratively. In particular, GPT-GNN consists of a graph encoder \( f \), decoders \( g_0 \) and \( g_1 \) for node generation and edge generation, respectively. Given a graph with its nodes and edges randomly masked, GPT-GNN generates one masked node and its edges at a time and optimizes the likelihood of the node and edges generated in the current iteration. GPT-GNN iteratively generates nodes and edges until all masked nodes are generated.

4.2 Representation Invariance Regularization

Adopting predictive objectives based on invariance regularization is recently trending for both image and graph domains. Methods adopting invariance regularization directly computes losses on representations and usually follows a similar framework to contrastive learning, i.e., to obtain two augmented graphs of the given graph, and compute the representations of the two graphs, but their objective does not include any contrast nor requires paired or negative samples. Hence they are categorized as predictive approaches. In particular, the objective seeks to minimize the difference between representation of two distorted graphs, encouraging representations of the graphs to be invariant to random distortions. Certain approaches are introduced to enable the learning informative representations, preventing trivial solutions to be learned.

Inspired by BYOL [20] in the image domain, BGRL [47] proposes a variation of contrastive learning framework, which eliminates the need of negative samples. Given a mini-batch of graphs \( B \), it compute node representations \( H_{x,a} \) and \( H_{x,b} \) of two augmented graphs from each \( x \) in \( B \) and minimize the following invariance-based loss with a parametric predictor \( p_h \).
\[
L_{\text{BYOL}} = \mathbb{E}_{B \times \mathcal{P}_N} \left[ -\frac{2}{N} \sum_{x \in B} [p_b(H_{x,a})]^T H_{x,b} \right].
\]

As no negative sample is included, certain mechanisms and restrictions, such as updating an offline encoder with exponential moving average \([20]\) and batch normalization, are required in the framework to prevent degenerate solutions and achieve similar effect of optimizing MI bound objectives. BGRL and BYOL are commonly acknowledged as variations of contrastive methods. While the framework of BGRL follows the typical contrastive framework, the computation of the above invariance-based objective does not require paired samples or negative samples.

CCA-SSG \([60]\) proposes an invariance-based objective inspired by a well-studied idea of canonical correlation analysis \([96], [97]\). The proposed objective consists of an invariance term minimizing the difference between two representations and a decorrelation term minimizing the correlation among dimensions of the representations, formulated as

\[
L_{\text{CCA}} = \mathbb{E}_{B \times \mathcal{P}_N} \left[ \| H_a - H_b \|^2 
+ \lambda \left( \| H_a^T H_a - I \|^2 + \| H_b^T H_b - I \|^2 \right) \right].
\]

where \(H_a\) and \(H_b\) are batched node representations of graphs with two augmentations \(a\) and \(b\). Similarly to Barlow-Twins \([98]\), CCA-SSG uses batched representations to estimate the correlations among different dimensions. Both CCA-SSG and Barlow-Twins encourage the learning of informative representation by reducing the correlation or redundancies among dimensions.

LaGraph \([61]\) proposes another invariance-based objective based on the assumption that all observed graph data have their latent counterparts, analogically to inaccessible clean counterparts of observed noisy data such as images. The proposed objective is derived as an self-supervised upper bound to the supervised latent graph prediction loss, formulated as

\[
L_{\text{LaGraph}} = \mathbb{E}_{(A,X) \sim \mathcal{P}_J} \left[ \| \mathcal{D}(A,H) - X \|^2 / |V| 
+ \lambda \left( \| 1_{/J} \circ (H - H') \|^2 / |J| \right)^{1/2} \right].
\]

where \(\mathcal{D}\) is a decoder network, \(J\) is a random subset of node indices, \(H\) is the node representation matrix of the given graph, \(H'\) is the representation of the graph whose nodes in \(J\) are masked, and \(1_{/J} \circ \) means the invariance is computed on the masked nodes only. Different from the above two methods, LaGraph computes the representations for the original graph and its masked version, instead of two randomly augmented graphs, and only computes the invariance on masked nodes. The characteristics come from the derivation of the objective.

One intuition behind the invariance regularization-based methods is that the learned representation are expected to contain enough information of the given data but be invariance to distortions on the data. Both CCA-SSG and LaGraph discuss the relationships between invariance-based method and the Information Bottleneck principle \([99]\) indicating the above intuition. Moreover, LaGraph further discusses its relationship with denoising autoencoder and mutual information-based methods.

### 4.3 Graph Property Prediction

In addition to the reconstruction, an efficient way to perform self-supervised predictive learning is to design the prediction tasks based on informative graph properties that are not explicitly provided in the graph data. Commonly applied properties for self-supervised training include topology properties, statistical properties, and domain-knowledge involved properties.

\(S^2\) GRL \([55]\) generalizes the adjacency matrix reconstruction task to a \(k\)-hop connectivity prediction task between two given nodes, motivated by the fact that the interaction between two nodes is not limited to their direct connection. In particular, given encoded representations of any pair of nodes, the prediction head performs classification on the absolute difference between the representations. \(S^2\) GRL then trains the encoder and prediction head to classify the hop counts between the pair of nodes.

Meta-path prediction \([57]\) provides a self-supervision for heterogeneous graphs, such as molecules, which include multiple types of nodes and edges. A meta-path of length \(\ell\) is defined as a sequence \((t_1, \ldots, t_\ell)\) where \(t_i\) denotes the type of the \(i\)th edge in the path. Given two nodes in a heterogeneous graph and \(K\) meta-paths, the encoder \(f\) and prediction heads \(g_i\) \((i = 1, \ldots, K)\) are trained to predict if the two nodes are connected by each of the meta-paths as a binary classification task. In \([57]\), the predictions of the \(K\) meta-paths are included as \(K\) auxiliary learning tasks in addition to the main learning task.

GROVER \([56]\) performs self-supervised learning on molecular graph data with two predictive learning tasks. In contextual property prediction, the encoder and prediction head is trained to predict the "atom-bond-count" relationship within the \(k\)-hop neighborhood of a given node (atom), e.g. "O-double_bond-2" if there are two atoms "O" connected to the given atom with double bonds. In addition, a graph-level motif prediction task is applied to involve the self-supervision of domain knowledge. For molecular graphs, the motifs are instantiated by the functional groups in molecules. Given a list of motifs, the graph-level prediction head predicts the existence of each motif, as a multi-label classification task.

### 4.4 Self-Training With Pseudo-Labels

Instead of the labels obtained from input graphs, the prediction targets in self-training methods are pseudo-labels obtained from the prediction in a previous stage utilizing a small portion of labeled data \([1]\) or even randomly initialized. The self-trained graph neural networks can be either applied under a semi-supervised setting or further fine-tuned for downstream tasks. We consider the node-level classification for an instance.

Under the node-level semi-supervised setting, the multi-stage self-training \([100]\) is proposed to utilize the labeled nodes to guide the training on unlabeled nodes. Concretely, given both the labeled node set and unlabeled node set, the graph neural network is first trained on the labeled set.
After the training, it performs prediction on the unlabeled set and the predicted labels with high confidence are considered as the pseudo-labels and moved to the labeled node set. Then a fresh graph neural network is trained on the updated labeled set and the above operations are performed multiple times.

M3S [58] applies DeepCluster [101] and an aligning mechanism to generate pseudo-labels on the basis of multi-stage self-training. In particular, a $K$-mean cluster is performed on node-level representations at each stage and the labels obtained from clustering are then aligned with the given true labels. A node with clustered pseudo-label is added to the labeled set for self-training in the next stage only if it matches the prediction of the classifier in the current stage. Compared to the basic multi-stage self-training, M3S considers the DeepCluster and the aligning mechanism as a self-checking mechanism and hence provides stronger self-supervision.

ICF-GCN [59] proposes to optimize the GCN model and pseudo-labels for nodes simultaneously in an Expectation-Maximization (EM) manner. In particular, the E-step updates the GCN based on the given pseudo-labels whereas the M-step updates the pseudo-labels based on the GCN predictions. Similarly to M3S, ICF-GCN performs clustering on hidden representations to obtain GCN predicted classes. To avoid the alignment issue, both pseudo-labels and the clustered node classes are represented in relational matrix of shape $V_j \times C_2^V_j$, where an element value 1 indicates two nodes belong to the same class and 0 indicates different classes.

A recent study [83] provides the theoretical justification for the self-training with pseudo-labels based on an assumption of the expansion property and generalizes the self-training methods from semi-supervised settings into the unsupervised setting. Intuitively, the examples with correct pseudo-labels will be utilized to denoise the incorrectly pseudo-labeled examples and high accuracy can be achieved due to the expansion assumption. Under the unsupervised setting, it theoretically shows that a classifier trained with arbitrarily assigned pseudo-labels can still achieve good accuracy for some permutation of the classes.

## 5 Summary of Learning Tasks and Datasets

The self-supervised learning methods are usually applied to and evaluated on two common types of graph-related learning tasks, the graph-level inductive learning and the node-level transductive learning. The graph-level inductive learning aims to learn models predicting graph-level properties, and the models are trained and perform prediction on different sets of graphs. On the other hand, the node-level transductive learning aims to learn models performs node-level property prediction, trained and performing prediction on the same sets of large graphs. In this section, we summarize datasets under the two types of learning tasks. The statistics of common datasets are shown in Table 1.

### 5.1 Graph-Level Inductive Learning

Graph-level learning tasks are performed as inductive learning tasks on multiple graphs [38]. Commonly used datasets for graph-level learning tasks can be divided into three types, chemical molecule datasets, protein datasets, and social network datasets.

**Chemical Molecular Property Prediction.** In a molecular graph, each node represents an atom in a molecule where the atom index is indicated by the node attribute and each edge represents a bond in the molecule. Datasets for chemical molecular property prediction are also categorized as

| Datasets       | Learning tasks          | Task level          | Category                           | # graphs | Avg. nodes | Avg. edges | # classes |
|----------------|-------------------------|---------------------|------------------------------------|----------|------------|------------|-----------|
| NCII           | Unsupervised or semi-supervised classification | Graph               | Small molecules                    | 4110     | 29.87      | 32.30      | 2         |
| MUTAG          |                         |                     | Small molecules                    | 1113     | 17.93      | 19.79      | 2         |
| PTC-MR         |                         |                     | Small molecules                    | 344      | 14.29      | 14.69      | 2         |
| PROTEINS/DD    |                         |                     | Bioinformatics (proteins)          | 1178     | 39.06      | 72.82      | 2         |
| COLLAB/B       |                         |                     | Bioinformatics (proteins)          | 188      | 284.32     | 715.66     | 2         |
| RDT-B          |                         |                     | Social networks                    | 5000     | 74.49      | 2457.78    | 2         |
| RDT-MSK        |                         |                     | Social networks                    | 2000     | 429.63     | 497.75     | 2         |
| IMDB-B         |                         |                     | Social networks                    | 4999     | 508.52     | 594.87     | 5         |
| BBBP           |                         |                     | Social networks                    | 1000     | 19.77      | 96.53      | 2         |
| Tox21          |                         |                     | Small molecules                    | 2039     | 24.05      | 25.94      | 12        |
| ToxCast        |                         |                     | Small molecules                    | 7831     | 18.51      | 25.94      | 12         |
| SIDER          |                         |                     | Small molecules                    | 8575     | 18.78      | 19.26      | 167       |
| ClinTox        |                         |                     | Small molecules                    | 1427     | 33.64      | 35.36      | 27        |
| MUV            |                         |                     | Small molecules                    | 1478     | 26.13      | 27.86      | 2         |
| HIV            |                         |                     | Small molecules                    | 90087    | 24.23      | 26.28      | 17        |
| BACE           |                         |                     | Small molecules                    | 41127    | 25.53      | 27.48      | 2         |
| CORA           |                         |                     | Citation network                   | 1        | 2,708      | 5,429      | 7         |
| CITESEER       |                         |                     | Citation network                   | 1        | 3,327      | 4,732      | 6         |
| PUBMED         |                         |                     | Citation network                   | 1        | 19,717     | 44,338     | 3         |
| Coauthor CS    |                         |                     | Citation network                   | 1        | 18,333     | 81,894     | 15        |
| Coauthor Phy.  |                         |                     | Citation network                   | 1        | 34,493     | 247,962    | 5         |
| Amazon Photos  |                         |                     | E-commerce network                 | 1        | 7,650      | 119,081    | 8         |
| Amazon Comp.   |                         |                     | E-commerce network                 | 1        | 13,752     | 245,661    | 10        |
| PPI            |                         |                     | Bioinformatics (proteins)          | 24       | 56,944     | 818,716    | 121       |
| Flickr         |                         |                     | Social network                     | 1        | 89,250     | 899,765    | 7         |
| Reddit         |                         |                     | Social network                     | 1        | 232,965    | 11,609,919 | 50        |

Unsupervised classification refers to performing unsupervised representation learning followed by linear classification.
small molecule datasets in TUDataset [102]. Traditional molecule classification datasets such as NCI1 [103] and MUTAG [104] are the most commonly used datasets for unsupervised graph representation learning in self-supervision related studies [10], [49]. In addition, the molecule property prediction models can be also trained in a self-supervised pre-training and finetuning fashion for semi-supervised learning and transfer learning. Recent works [43], [49], [56] build their pre-training molecule dataset by sampling unlabeled molecules from the ZINC15 [105] database containing 750 million molecules. MoleculeNet [21] also provides a collection of molecular graph datasets for molecule property prediction, which is suitable for downstream graph classification. Among all the datasets in MoleculeNet, the classification datasets such as BBBP, Tox21, and HIV are used for the evaluation of several self-supervised learning methods [43], [49], [56].

Protein Biological Function Prediction. The protein is a particular type of molecule but is represented differently by graph data. In a protein graph, nodes represent amino acids and an edge indicates the two connected nodes are less than 6 Angstroms apart. Datasets for chemical molecular property prediction are also categorized as bioinformatics datasets in TUDataset. Similar to the chemical molecular datasets, protein datasets can be used in both unsupervised representation learning, such as PROTEINS [106] and DD [107], and in the two-stage training.

Social Network Property Prediction. A social network graph dataset considers each entity (e.g. a user or an author) as a node and their social connections as edges. As social networks in different datasets represent differently, social network graph datasets are not typically used for transfer learning. Social network graph datasets used in recent self-supervised studies [48], [49] are typical datasets for graph classification [108] such as COLLAB, REDDIT-B and IMDB-B.

5.2 Node-Level Transductive Learning

Node-level learning tasks can be performed as transductive learning tasks on large graphs [38], where are nodes and the complete graph structure, together with labels of a portion of nodes, are available for training. The citation network datasets [109], including CORA [110], CITESEER [111] and PUBMED [112] are commonly used for node-level transductive learning. There are three typical ways to use the citation network datasets. Contrastive learning methods [10], [38], [41] are usually evaluated on the social network datasets by performing unsupervised representation learning followed by a linear classification with fixed representations, whereas predictive learning studies usually perform unsupervised representation learning followed by clustering [50], [51] or semi-supervised link prediction [39], [55] on the social network datasets.

Motivated by the concern that current GNN evaluations becomes saturated on above citation network datasets, Schuru et al. [113] construct four additional node-level datasets, Coauthor-CS, Coauthor-Physics from the Microsoft Academic Graph [114], Amazon-Photos, and Amazon-Computers from the Amazon Co-purchase Graph [115]. The four datasets contain larger graphs with more nodes and edges. And their learning tasks are hence more challenging compared to the citation network datasets.

5.3 Node-Level Inductive Learning

Node-level inductive learning performs training and testing on separate subsets. There are two typical ways to split the nodes for training and testing. First, in cases that all nodes are from the same large graph, a random subset of nodes are selected for testing and is masked out together with their edges during training, in contrast to the transductive learning where all nodes and the complete graph structure are used during training. Two commonly used node-level inductive learning datasets in the first case are Reddit [86] and Flickr [116]. Each node in Reddit represents a post and posts are connected by edges if they are commented by the same user. The node classification task is to predict which community the post belongs to. For the Flickr dataset, each node represents an image uploaded to Flickr and an edge between nodes indicates that they share common properties such as the same geographic location or commented by the same user. The task is to predict the class (based on tags) each image belongs to.

In cases that all nodes belong to separate graphs, the training and testing nodes are split by graphs. Zitnik and Leskovec [117] build a inductive learning dataset in the second case containing 395 K unlabeled protein obtained from protein–protein interaction (PPI) networks and perform fine-tuning on PPI networks consisting of 88 K proteins labeled with 40 fine-grained biological functions, obtained from Zitnik et al. [118]. Each node in a graph represents a protein and an edge indicates the existence of interaction between the proteins. The task of PPI is to predict the gene ontology sets a protein belongs to.

6 An Open-Source Library

We develop an open-source library DIG: Dive into Graphs [119], which includes a module, known as sslgraph, for self-supervised learning of GNNs. DIG-sslgraph is based on Pytorch [120] and Pytorch Geometric [121] and aims at easy implementation and standardized evaluation of SSL methods for graph neural networks. In particular, we provide a unified and highly customizable framework for contrastive learning methods, standardized data interface, and evaluation tools that are compatible for evaluating both contrastive methods and predictive methods. The overview of the library is shown in Supplementary Fig. 1, available online.

Given the developed unified contrastive framework as a base class, particular contrastive learning methods can be easily implemented by specifying their objective, functions for view generation, and their encoders. We also pre-implement four state-of-the-art contrastive methods for either node-level or graph-level tasks based on the unified framework, including InfoGraph [41], GRACE [46], MVGRL [58], and GraphCL [49]. The provided data interface includes datasets from TUDataset [102] and the citation network dataset [109]. Other datasets from Pytorch Geometric and new datasets processed by Pytorch Geometric are also supported by our data interface. The provided evaluation tools and data interface allow standardized evaluations of SSL methods and fair comparisons with existing SSL methods under
common evaluation settings, including unsupervised graph-level representation learning, semi-supervised graph classification (or transfer learning, depending on the datasets), and unsupervised node-level representation learning. Altogether, our open-source library provides a complete and extensible framework for developing and evaluating SSL methods for GNNs. To show the efficiency and effectiveness of the DIG-sslgraph library, we compare the training time, memory consumption, and downstream accuracy of four SSL methods on multiple datasets between the original implementations and DIG counterparts. The results are shown and discussed in Appendix G, available in the online supplemental material.

7 CHALLENGES AND FUTURE DIRECTIONS

While existing SSL approaches have shown promising effectiveness on learning from graph data, there still exist several challenges due to the more complicated structure and more diverse tasks of graphs. In this section, we discuss the remaining challenges as well as potential directions for future studies on Graph self-supervised learning.

The optimal views generation w.r.t. specific downstream tasks are still unclear for contrastive methods. The performance of the learned representation or pre-trained model on down-stream tasks heavily depends on the selection of transformations to generate views. The optimal view generation also depends on specific downstream tasks. However, there is still no way to obtain the optimal view for each down-stream task even the task is available. Several studies have explored approaches to utilizing better views for contrast based on adversarial learning [81] or searching [82], but views generated by the two approaches are still not optimal due to their limited search space for graph transformations. In particular, Xu et al. [82] only considers a finite set of graph transformations whose search space is also limited. In addition, Suresh et al. [81] only considers parameterized structural transformations, and more complicated learnable view generation involving feature-space, structure-space, and sampling-based transformation are still challenging and are limited by the development of graph generation studies [122], [123], [124], [125]. Moreover, the above methods require available downstream tasks at the pretraining stage. They become inapplicable when downstream tasks are unavailable or in the unsupervised representation learning setting. Hence it is also desired to study universally optimal views under the downstream task-agnostic setting.

There is no unified theory or theoretical framework for predictive methods. Unlike contrastive methods grounded by the problem of mutual information maximization, the predictive methods, especially the graph property prediction and invariance regularization-based methods, utilize different pretext learning tasks motivated by individual hypotheses and based on empirical studies. However, they lack guidance from unified theoretical frameworks to design specific pretext tasks for different downstream tasks. The information bottleneck principle may be used to interpret the effectiveness of several predictive methods but further study and investigation are desired.

Richer domain knowledge can be better utilized as self-supervision. For graph machine learning tasks oriented by other research areas such as biomedical researches and quantum physics, existing constraints and rules from domain knowledge naturally contain rich supervision benefiting the learning of downstream tasks. Including domain knowledge has shown to be effective for both contrastive methods [126] and predictive methods [56]. Currently, only simple domain knowledge-based tasks such as the motif prediction [56] are adopted. Future studies on designing novel tasks better utilizing domain knowledge such as functional groups and quantum mechanisms are promising directions.

Scaling-up and efficiency issues are to be addressed. Many existing SSL approaches suffer from memory issues and computing efficiency issues in terms of time consumption when scaled up to larger graphs. For contrastive methods, the scaling-up issue becomes more critical as their performance usually relies on a larger number of samples in a mini-batch. In addition, as the contrastive framework requires computing representations of multiple views, their memory consumption is times higher than predictive approaches. When the computing of view generation for contrastive methods or the graph properties computation for predictive methods is heavy, the computation time may increase sharply as the graph scales up. The above issues prevent the application of existing methods to extremely large graphs in industrial scenarios or other research areas (e.g., protein networks and particles in materials). Currently, studies addressing the scaling-up issue for SSL methods are still lacking and less explored.

Explainability of SSL for GNN requires further studies. The explainability for GNNs is critical in multiple application scenarios to assure the reliability and security of GNN models. For example, in drug discovery, it is important to understand which functional group in a molecular graph leads to the GNN decision for a property prediction. A survey work [127] provides a thorough introduction to existing explanation methods for GNNs. However, existing SOTA studies focus on the explanation under supervised setting and require downstream tasks to perform explanation, and only limited methods, such as gradient-based methods, can be adapted to explain pre-trained GNN encoders without given the downstream prediction head. A recent work [128] proposes the task-agnostic explanation framework to enable high-quality GNN explanations without downstream tasks. The task-agnostic framework can be utilized to explain GNNs trained through SSL. More studies and investigations are desired in this direction.

8 CONCLUSION

Despite recent successes in natural language processing and computer vision, the self-supervised learning applied to graph data is still an emerging field and has significant challenges to be addressed. Existing methods employ self-supervision to graph neural networks through either contrastive learning or predictive learning. We summarize current self-supervised learning methods and provide unified reviews for the two approaches. We unify existing contrastive learning methods for GNNs with a general contrastive framework, which performs mutual information maximization on different views of given graphs with appropriate MI estimators. We demonstrate that any existing method can be realized by determinating its MI estimator, views generation, and graph
encoder. We further provide detailed descriptions of existing options for the components and discussions to guide the choice of those components. For predictive learning, we categorize existing methods into graph reconstruction, property prediction, and self-training based on how labels are generated from the data. A thorough review is provided for methods in all three types of predictive learning. Finally, we summarize common graph datasets of different domains and introduce what learning tasks the datasets are involved in to provide a clear view to conduct future evaluation experiments. Altogether, our unified treatment of SSL in GNNs in terms of methodologies, datasets, evaluations, and open-source software is anticipated to foster methodological developments and facilitate empirical comparisons.
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