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ABSTRACT This paper analyzes the input-to-state stability (ISS) properties of subhomogeneous cooperative systems for the first time. A new definition of finite-time ISS (FISS) for nonlinear positive systems is given. For stability analysis, the max-separable Lyapunov function is used, and the min-separable Lyapunov-like function is presented for the first time in this paper. Using these functions, we obtain our main results on solution estimates for subhomogeneous positive systems. According to the proposed method of analysis, the ISS properties of these systems can be easily judged only on the basis of their differential and algebraic characteristics. Simulation examples verify the validity of our results.
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I. INTRODUCTION

Positive systems are dynamical systems whose input, output and state variables are constrained to be nonnegative at all times whenever the initial conditions are nonnegative [1]. Systems of this kind can be seen in many real-world processes in areas such as economics, biology, ecology and communications. Due to their importance and wide applicability, the analysis and control of positive systems have attracted considerable attention from the control community (see, e.g., [2]–[9] and references therein).

Since the performance of a real control system is affected to some extent by uncertainties such as unmodeled dynamics, parameter perturbations, exogenous disturbances, and measurement errors, research on the robustness of control systems always plays a vital role in the development of control theory and technology. Aiming at robustness analyses of nonlinear control systems, Sontag developed the concept of input-to-state stability (ISS) and various extensions thereof, such as integral ISS (iISS) and finite-time ISS (FISS) ([10]–[13]). This concept has been applied to continuous-time dynamical systems [14], discrete-time systems [15], switched systems [16], [17], stochastic systems [17], [18], Markovian jump systems [18], time-delayed systems [19], sampled-data nonlinear systems [20], networked control systems [21], etc.

In [22], the ISS properties of a positive cooperative system were used as a basis for comparison to judge the ISS properties of general nonlinear systems, in which the ISS definition used for positive systems was Sontag’s ISS. In [23], for better consistency with the positivity property of a positive system, new ISS definitions and corresponding criteria were provided for homogeneous cooperative systems. Note that subhomogeneous cooperative systems [24] are also a class of positive systems that has attracted increasing attention from scholars. Such a system can include terms such as $\frac{a_1}{a_2+a_3}$ for $a > 0$ and $\tau > 0$, which arise frequently in models of biochemical reaction networks [25]. However, for subhomogeneous cooperative systems, research has focused mainly on stability [24], [26], [27], such as the robust stability of delay [28]. Subhomogeneous cooperative systems that are disturbed by exogenous input have not been studied in the framework of ISS theory.

In this paper, the ISS properties of two classes of subhomogeneous cooperative systems, which have a unique equilibrium at the origin or a unique strictly nonzero equilibrium, will be analyzed for the first time. First, new definitions of ISS and FISS for nonlinear positive systems are introduced. As useful tools for stability analysis, the max-separable Lyapunov function ([29], [30]) is used to estimate the upper bound on the solutions, and the min-separable Lyapunov-like function is newly introduced to estimate the lower bound on the solutions. Using these functions, we obtain our main
results on the solution estimates for these two classes of subhomogeneous positive systems. According to our results, the ISS properties of these systems can be judged on the basis of only their differential and algebraic characteristics. Simulation examples verify the validity of our results.

The remainder of this paper is organized as follows: Section 2 provides some notations and introduces some preliminary results on the systems of interest, relevant definitions, and some useful tools. Section 3 gives the solution estimates for the two classes of subhomogeneous cooperative systems classified by their equilibrium positions. In section 4, some simulated examples are presented to illustrate our results. Section 5 offers some concluding remarks.

Notation: Throughout this paper, $\mathbb{R}_+$, $\mathbb{N}$ and $\mathbb{N}_0$ denote the sets of all nonnegative real numbers, the natural numbers and the natural numbers including zero, respectively. $\mathbb{R}^n$, $\mathbb{R}^{n\times m}$ denote $n$-dimensional real space and $n \times m$-dimensional real matrix space, respectively. In particular, a matrix $A = (a_{ij}) \in \mathbb{R}^{n \times n}$ is a *Metzler* matrix if and only if its off-diagonal entries $a_{ij}$, $\forall \, i \neq j$, are nonnegative [1]. The transpose of a vector or matrix is denoted by a superscript $T$. For matrices $A, B \in \mathbb{R}^{n \times m}$, we write that $A \geq B$ ($A \leq B$) if $a_{ij} \geq b_{ij}$ ($a_{ij} \leq b_{ij}$) for $i \in \mathbb{T}_n = \{1, 2, \ldots, n\}$ and $j \in \mathbb{T}_m$; $A > B$ ($A < B$) if $A \geq B$ ($A \leq B$) and $A \neq B$; and $A > B$ ($A < B$) if $a_{ij} > b_{ij}$ ($a_{ij} < b_{ij}$) for $i \in \mathbb{T}_n$ and $j \in \mathbb{T}_m$.

The positive orthant $\mathbb{R}_{+}^n$ in $\mathbb{R}^n$ is the set $\{x | x_i > 0, \forall \, i \}$ of positive $n$-dimensional vectors; $\mathbb{R}_{+}^{n \times m}$ denotes a vector whose components are all one. The $p$-norm on $\mathbb{R}^n$ is denoted by $\| \cdot \|_p$, where $p$ is usually omitted in the case that $p = 2$. The max-norm is denoted by $\| \cdot \|_{\infty}$. For a vector $x \in \mathbb{R}^n$, $|x|$ denotes the Euclidean norm $|x| = (\sum_{i=1}^{n} x_i^2)^{1/2}$. Given a vector $v \in \mathbb{R}^n$, $v > 0$, the weighted $L_\infty$-norm is defined as $\|x\|_{L_\infty} = \max_{1 \leq i \leq n} |x_i| / v_i$. All vectors are column vectors unless otherwise specified. $C^1$ denotes all $i$-times continuously differentiable functions; $C^{1,k}$ denotes all functions with an $i$-times continuously differentiable first component and a $k$-times continuously differentiable second component. Finally, we denote the composition of two functions $\psi : A \rightarrow B$ and $\psi : B \rightarrow C$ by $\psi \circ \phi : A \rightarrow C$.

The function classes $\mathcal{K}$ and $\mathcal{K}_\infty$ considered for comparison are the sets of all continuous functions $\{\gamma : \mathbb{R}_+^n, \gamma(0) = 0, \gamma$ is strictly increasing $\}$ and $\{\gamma \in \mathcal{K} : \gamma$ is unbounded $\}$, respectively. The class of continuous positive-definite functions $\alpha : \mathbb{R}_+^n \rightarrow \mathbb{R}_+$ is denoted by $\mathcal{PD}$. A function $\beta : \mathbb{R}_+^n \times \mathbb{R}_+^n \rightarrow \mathbb{R}_+$ is of class $\mathcal{K}\mathcal{L}$ if for fixed $t \geq 0$, the function $\beta(\cdot, t)$ is of class $\mathcal{K}$, and for fixed $s \geq 0$, the function $\beta(s, \cdot)$ is nonincreasing with $\lim_{t \rightarrow \infty} \beta(s, t) = 0$.

A function $h : \mathbb{R}_+^n \rightarrow \mathbb{R}_+$ is said to belong to the generalized $\mathcal{K}$ ($G\mathcal{K}$) class if it is continuous with $h(0) = 0$ and satisfies

$$
\begin{cases}
    h(r_1) > h(r_2), & \text{if } h(r_1) \neq 0; \\
    h(r_1) = h(r_2) = 0, & \text{if } h(r_1) = 0; \\
    \forall \, r_1 > r_2.
\end{cases}
$$

A function $\beta : \mathbb{R}_+^n \times \mathbb{R}_+^n \rightarrow \mathbb{R}_+$ belongs to the generalized $\mathcal{K}\mathcal{L}$ function ($G\mathcal{K}\mathcal{L}$ function) class if for each fixed $t \geq 0$, the function $\beta(s, t)$ is a generalized $\mathcal{K}$ function, and for each fixed $s \geq 0$, it decreases to zero as $t \rightarrow T$ for some $T \leq \infty$.

**II. PRELIMINARY RESULTS**

Consider the following continuous-time $n$-dimensional nonlinear system:

$$
\dot{x} = f(x, u), \quad t \geq t_0, \tag{1}
$$

where $x \in \mathbb{R}_+^n$ and $u \in \mathcal{L}_\infty^m$ are the system state and input, respectively; $\mathcal{L}_\infty^m$ denotes the set of all measurable and locally essentially bounded inputs $u \in \mathbb{R}_+^m$ on $[t_0, \infty)$ with norm

$$
\|u\| = \text{ess sup}\{\|u(t)\|_{\infty}\}; \tag{2}
$$

$f : \mathbb{R}_+^n \times \mathcal{L}_\infty^m \rightarrow \mathbb{R}^n$ is continuously differentiable on $(x, u)$ and satisfies $f(0, 0) \equiv 0$; and the initial data are $x_0 = (x_{01}, \ldots, x_{0n})^T \in \mathbb{R}_+^n$.

We use $\mathcal{U}_\infty$ to denote the set of all inputs. Accordingly, given two $u_1, u_2 \in \mathcal{U}_\infty$, we write $u_1 \geq u_2$ if $u_1(t) \geq u_2(t)$ for all $t \geq t_0$. (To be more precise, this and other definitions should be interpreted in an "almost everywhere" sense, since the inputs are Lebesgue-measurable functions.) We interpret $x(t_0, x_0, u)$ as the state at time $t$ with the initial data $x_0$ and the external input $u(\cdot)$. Sometimes, for cases that are independent of context, we write $x(t)$ instead of $x(t, t_0, x_0, u)$.

For systems of the form given in (1), we introduce the following definitions and propositions.

**Definition 1** [32]: System (1) is called *monotone* if the implication

$$
u_1 \geq u_2, x_1 \geq x_2 \Rightarrow x(t, t_0, x_1, u_1) \geq x(t, t_0, x_2, u_2)
$$

holds for all $t \geq t_0$.

This definition states that trajectories of monotone systems starting from ordered initial conditions preserve the same ordering for all inputs $u(\cdot) \in \mathcal{U}_\infty$ and $t \geq t_0$. By choosing $u_2 = 0$ and $x_2 = 0$, since $x(t, t_0, 0, 0) = 0$ for all $t \geq t_0$, it is easy to see that

$$
x_1 \in \mathbb{R}_+^n, u_1 \geq 0 \Rightarrow x(t, t_0, x_1, u_1) \in \mathbb{R}_+^n, \forall \, t \geq t_0.
$$

This shows that the positive orthant $\mathbb{R}_+^n$ is an invariant set for a monotone system of the form given in (1). Thus, monotone systems with an equilibrium point at the origin are defined to be *positive systems*.

**Proposition 2**: [32] System (1) is monotone if and only if, for all $\xi_1, \xi_2 \in V := \text{int} \mathbb{R}_+^n$, the interior of $\mathbb{R}_+^n$, $u_1, u_2 \in \mathcal{W} := \text{int} \mathcal{U}$:

$$
\xi_1 \geq \xi_2, u_1 \geq u_2 \Rightarrow f(\xi_1, u_1) - f(\xi_2, u_2) \geq 0. \tag{3}
$$

Note that if $f$ is continuously differentiable on $\mathbb{R}_+^n \times \mathcal{L}_\infty^m$, then condition (3) is equivalent to the requirement that, for all $i, j \in \mathbb{T}_n$,

$$
\frac{\partial f_i}{\partial x_j}(x, u) \geq 0, \quad \forall \, x \in \mathcal{V}, \forall \, u \in \mathcal{W}, \forall \, i \neq j. \tag{4}
$$
\[
\frac{\partial f_i}{\partial u_j}(x, u) \geq 0, \quad \forall x \in \mathbb{R}^n_+, \forall u \in \mathcal{V}.
\] (5)

If (4) and (5) hold, system (1) is called cooperative.

We also introduce the following new definition of FISS and corresponding research tools (the max-separable Lyapunov function and the min-separable Lyapunov-like function), which are needed for ISS analysis.

**Definition 3:** A nonlinear positive system of the form given in (1) is said to possess finite-time input-to-state stability (FISS) if there exist functions \( \beta \in \mathcal{KL} \) and \( \gamma \in \mathcal{K} \) such that

\[
x(t) \leq \beta(\max_{i \in I_n} x_{yi}), t - t_0, t \leq \gamma(\|u\|)l_n
\] (6)

and the settling time ([31]) satisfies \( T = T(t_0, x_0) < +\infty \).

**Remark 4:** If the first function satisfies \( \beta \in \mathcal{KL} \) in the above definition, then the nonlinear positive system (1) is said to possess input-to-state stability (ISS). Under the preconditions of a nonlinear positive system and initial data \( x_0 \geq 0 \), (6) is equivalent to any of the following three inequalities:

\[
\|x(t)\|_\infty \leq \beta(\|x_0\|_\infty, t - t_0) + \gamma(\|u\|),
\]
\[
\|x(t)\|_1 \leq \eta\beta(\|x_0\|_1, t - t_0) + n\gamma(\|u\|),
\]
\[
\|x(t)\|_2 \leq \sqrt{n}\beta(\|x_0\|_2, t - t_0) + \sqrt{n}\gamma(\|u\|).
\]

From the properties of \( \mathcal{KL}(\mathcal{KL}) \) functions [33], the nonlinear positive system (1) also possesses ISS (FISS) in the senses of the \( l_\infty \), \( l_1 \) and \( l_2 \)-norms. Therefore, our new ISS (FISS) definition is coincident with the usual ISS (FISS) definition for general systems.

**Remark 5:** With input \( u \equiv 0 \), by the state estimate given in (6), the zero equilibrium of system (1) is finite-time asymptotically stable. In fact, due to the positiveness of the system, the solution to system (1) will only asymptotically tend toward zero in finite time in \( \mathbb{R}^n_+ \). Therefore, we can also say that it possesses "upper" finite-time stability because the solution is above the zero equilibrium. Conversely, if the solution is below the zero equilibrium, we can say that the system possesses "lower" finite-time stability. In the study of positive systems, this terminology is especially useful for systems with nonzero equilibria. Based on this idea, the terminology of upper ISS (FISS) and lower finite-time stability will be used directly without corresponding definitions being explicitly given.

**Definition 6** [29]: For system (1), the following function \( V(x) \) is called the max-separable Lyapunov function:

\[
V(x) = \max_{i \in I_n} V_i(x_i),
\] (7)

with scalar functions \( V_i : \mathbb{R}_+^n \rightarrow \mathbb{R}_+ \).

Since the Lyapunov function in (7) is not necessarily continuously differentiable, we consider its upper-right Dini derivative along the solutions of system (1), as follows:

\[
D^+ V(x) = \lim_{h \to 0^+} \frac{V(x + hf(x, u)) - V(x)}{h}.
\] (8)

The following result shows that if the functions \( V_i \) in (7) are continuously differentiable, then (8) admits an explicit expression.

**Proposition 7** [34]: Consider \( V : \mathbb{R}_+^n \rightarrow \mathbb{R}_+ \) in (7), and let \( V_i : \mathbb{R}_+^n \rightarrow \mathbb{R}_+ \) be continuously differentiable for all \( i \in I_n \). Then, the **upper-right Dini derivative** (8) is given by

\[
D^+ V(x) = \max_{j \in \mathcal{J}(x)} \left\{ \frac{\partial V_j}{\partial x_j}(x)f_j(x, u) \right\},
\] (9)

where \( \mathcal{J}(x) \) is the set of indices for which the maximum in (7) is attained, i.e.,

\[
\mathcal{J}(x) = \{ j \in I_n | V_j(x_j) = V(x) \}.
\]

Similarly, if we define the min-separable Lyapunov-like function as

\[
V(x) = \min_{i \in I_n} V_i(x_i),
\] (10)

its lower-right Dini derivative along the solutions of system (1) can be defined as

\[
D^- V(x) = \lim_{h \to 0^+} \frac{V(x + hf(x, u)) - V(x)}{h}.
\]

If the functions \( V_i \) in (10) are continuously differentiable, then

\[
D^- V(x) = \min_{j \in \mathcal{J}(x)} \left\{ \frac{\partial V_j}{\partial x_j}(x)f_j(x, u) \right\},
\]

where \( \mathcal{J}(x) \) is the set of indices for which the minimum in (10) is attained, i.e.,

\[
\mathcal{J}(x) = \{ j \in I_n | V_j(x_j) = V(x) \}.
\]

**III. Stabilité Analysis of Subhomogeneous Positive Systems with Positive Disturbances**

Consider subhomogeneous systems with positive disturbances of the following form:

\[
\dot{x} = F(x, w) = f(x) + g(x)w,
\] (11)

where \( x \in \mathbb{R}_+^n \) is the system state and \( w : [0, +\infty) \rightarrow \mathbb{R}_+^m \) is the disturbance, which belongs to \( \mathcal{W} \).

Our aim in this paper is to analyze the ISS properties of a subhomogeneous cooperative system of the form given in (11) that is in affine form. To this end, the following definitions and proposition are needed to describe the system functions \( f \) and \( g \).

**Definition 8** [35]: A continuous vector field \( f : \mathbb{R}_+^n \rightarrow \mathbb{R}_+^n \), which is \( C^1 \) on \( \mathbb{R}_+^n \setminus \{0\} \), is said to be cooperative if the Jacobian matrix \( \partial f / \partial x(a) \) is Metzler for all \( a \in \mathbb{R}_+^n \setminus \{0\} \). Cooperative vector fields exhibit the following property.

**Proposition 9** [36]: Let the vector field \( f : \mathbb{R}_+^n \rightarrow \mathbb{R}_+^n \) be cooperative. For any two vectors \( x, y \in \mathbb{R}_+^n \), with \( x_i \geq y_i \), and \( x \geq y \), we have \( f_i(x) \geq f_i(y) \).

Given an n-tuple \( r = (r_1, \ldots, r_n) \) of positive real numbers and \( \lambda > 0 \), the dilation map \( \delta_{r, \lambda}^\lambda(x) : \mathbb{R}_+^n \rightarrow \mathbb{R}_+^n \) is given by

\[
\delta_{r, \lambda}^\lambda(x) = (\lambda^{r_1}x_1, \ldots, \lambda^{r_n}x_n).
\]

**Definition 10** [3]: For an \( \alpha > 0 \), the vector field \( f : \mathbb{R}_+^n \rightarrow \mathbb{R}_+^n \) is said to be homogeneous of degree \( \alpha \) with respect
to $\delta^r_\lambda(x)$ if for all $x \in \mathbb{R}^n$ and all real $\lambda \geq 0$, $f(\delta^r_\lambda(x)) = \lambda^r \delta^r_\lambda(f(x))$.

If $r = (1, \cdots, 1)$, then $\delta^r_\lambda(x)$ is the standard dilation map. When $\alpha = 1$, $f$ is said to be homogeneous of degree one.

Definition 11 [24]: $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is said to be subhomogeneous of degree $\tau > 0$ if $f(\lambda x) = \lambda^\tau f(x)$, for all $\lambda \in \mathbb{R}_+$, where $\lambda \in \mathbb{R}$ with $\lambda \geq 1$.

Definition 12 [5]: $g : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m}$ is order-preserving on $\mathbb{R}^n_+$ if $g(x) \geq g(y)$ for any $x, y \in \mathbb{R}^n_+$ such that $x \succeq y$.

Concretely, the ISS properties will be considered in this section for two cases: system (11) without a positive disturbance and with a unique equilibrium at the origin or a unique equilibrium at $p > 0$ in int $\mathbb{R}^n_+$.

A. EQUILIBRIUM AT THE ORIGIN

First, we will show the positiveness of system (11).

Theorem 13: If $f$ is cooperative on $\mathbb{R}^n \setminus \{0\}$ with $f(0) = 0$ and $g$ is nonnegative and order-preserving on $\mathbb{R}^n_+$, then system (11) is positive.

Proof: Due to the nonnegative and order-preserving properties of $g$, for all $\xi_1, \xi_2 \in \mathcal{V}$ and $u_1, u_2 \in \mathcal{W}$,

$$
\xi_1 \succeq \xi_2, \quad u_1 \succeq u_2 \Rightarrow g(\xi_1)u_1 - g(\xi_2)u_2 \geq 0.
$$

From the above inequality and the cooperative property of $f$, for all $\xi_1, \xi_2 \in \mathcal{V}$ and $u_1, u_2 \in \mathcal{W}$,

$$
\xi_1 \succeq \xi_2, \quad u_1 \succeq u_2 \Rightarrow F(\xi_1, u_1) - F(\xi_2, u_2) \geq 0.
$$

From Proposition 2, system (11) is monotone. Because $F(0, 0) = 0$, system (11) is positive.

Next, based on the following assumption, the stability analysis of a continuous-time subhomogeneous system of the form given in (11) with a positive disturbance input will be considered.

Assumption 1: i) $f$ is continuous and subhomogeneous of degree $\tau > 0$ on $\mathbb{R}^n$ and continuously differentiable and cooperative on $\mathbb{R}^n \setminus \{0\}$, and $g$ is nonnegative and order-preserving on $\mathbb{R}^n_+$ and bounded by $M > 0$. ii) $f(0) = 0$. iii) There exists a vector $v = (v_1, \cdots, v_n)^T > 0$ such that $f(v) < 0$.

Based on Assumption 1, we give our first main result as follows.

Theorem 14: If Assumption 1 holds, then the continuous-time subhomogeneous system (11) possesses FISS if its degree is $\tau \in (0, 1)$. If its degree is $\tau \geq 1$ and $\|w\| \geq \frac{2M}{\min_{i \in \mathcal{A}_n} |[f(v_i)]|}$, then system (11) possesses ISS. If its degree is $\tau \geq 1$ and $\|w\| \geq \frac{\min_{i \in \mathcal{A}_n} |[f(v_i)]|}{2M}$, then system (11) possesses FISS.

Proof: (1) $\tau \in (0, 1)$: Let us define a max-separable Lyapunov function of the form

$$
V(x) = \max_{i \in \mathcal{A}_n} \frac{x_i}{v_i},
$$

where $v$ is a vector satisfying Assumption 1. Let $\sigma \in [0, \infty)$ denote the time at which the trajectory enters the set $\mathcal{B} = \{x \in \mathbb{R}^n_+ | V(x) < \chi(\|w\|)\}$ for the first time, where $\chi(\cdot) = \frac{2M}{\min_{i \in \mathcal{A}_n} |[f(v_i)]|} \times \sigma$. We will complete the proof by considering the following two cases: $x_0 \in B^c$ and $x_0 \in B \setminus \{0\}$.

Case 1. $x_0 \in B^c$. In this case, for any $t \in [t_0, \sigma]$, $V(x) \geq \chi(\|w\|)$. Let the subscript $m$ denote the index such that $V_m = V$. From (11) and the monotonicity of system (11), by $x \prec \|x\|_\infty v$,

$$
\frac{\dot{x}_m(t)}{v_m} \leq \frac{1}{v_m}(f_m(x(t)) + M\|w\|) \leq \frac{1}{v_m}(f_m(\|x\|_\infty v) + M\|w\|) \leq \frac{f_m(v)}{2v_m} \|x\|_\infty^2.
$$

Based on the relationship between $V(x)$ and 1, we divide the discussion into two further cases. If $V(x) \geq 1$, then by the subhomogeneous nature of the function $f$ and the definition of the set $B$, we have

$$
D^+ V(x) \leq \frac{f_m(v)}{2v_m} V(x).
$$

Due to the nonnegative property of $V(x)$, we take

$$
\tilde{\beta}_1(r, s) = \begin{cases} 0, & r = 0, s = 0; \\ 0, & r \neq 0, s \geq \frac{\tau^{-1} - \tau}{(\tau - 1)^2} \frac{f_m(v)}{2v_m}; \\ \tau^{-1} + (1 - \tau) \frac{f_m(v)}{2v_m}, & r \neq 0, s < \frac{\tau^{-1} - \tau}{(\tau - 1)^2} \frac{f_m(v)}{2v_m}; \\ \tau^{-1} \frac{f_m(v)}{2v_m}, & r < (1 - \tau) \frac{f_m(v)}{2v_m} \\
\end{cases}
$$

where $f_m(v) < 0$ and $\tilde{\beta}_1 \in \mathcal{GKL}$. From (13),

$$
V(t) \leq \tilde{\beta}_1(V_0, t - t_0).
$$

By taking $\tilde{\beta}_1(r, s) = \nu_{\max}^{\frac{\tau^{-1}}{\min_{i \in \mathcal{A}_n} v_i}} (1 - \min_{i \in \mathcal{A}_n} v_i)$, $\nu_{\max} = \max \{v_1, \cdots, v_n\}$ and $\nu_{\min} = \min \{v_1, \cdots, v_n\}$, from Lemma 4.2 in [33], it can be found that $\tilde{\beta}_1 \in \mathcal{GKL}$ and

$$
x(t) \leq \tilde{\beta}_1(\max_{i \in \mathcal{A}_n} [x_i], t - t_0) I_n.
$$

According to the definition of $\tilde{\beta}_1(r, s)$, there exists a settling time $T_1 \leq \max_{i \in \mathcal{A}_n} \left\{\frac{(\max_{i \in \mathcal{A}_n} v_i)^{-1} - 1}{\tau^{-1} \frac{f_m(v)}{2v_m}}\right\} \leq \infty$ such that $V(x)$ converges to 1 from $V_0$ when $t \rightarrow t_0 + T_1$.

If $V(x) < 1$, then from (12), due to the cooperative nature of $f$ and the definition of $B$, we have $f_m(\|x\|_\infty v) \leq f_m(v)$ and

$$
\frac{\dot{x}_m(t)}{v_m} \leq \frac{f_m(v)}{2v_m},
$$

i.e.,

$$
D^+ V(x) \leq \frac{f_m(v)}{2v_m}.
$$

(14)
Due to the nonnegative property of $V(x)$, we take

$$
\bar{\beta}_2(r, s) = \begin{cases} 
0, & r = 0, s = 0; \\
0, & r \neq 0, s \geq \frac{r}{f_m(v)}; \\
\frac{f_m(v)}{2v_m}r, & r \neq 0, s < \frac{r}{f_m(v)}. 
\end{cases}
$$

It is easy to see that $\bar{\beta}_2 \in GKL$. From (14),

$$V(x) \leq \beta_2(V_0, t - t_0).$$

Taking $\beta_2(r, s) = v_{\text{max}} \bar{\beta}_2(\frac{r}{f_m(v)}, s)$, by Lemma 4.2 in [33], we can obtain $\bar{\beta}_2 \in GKL$ and

$$x(t) \leq \beta_2(\max_{x \in \mathcal{I}_a}(x), t - t_0) \mathbf{1}_n. \quad (15)$$

According to the definition of $\bar{\beta}_2(r, s)$, there exists a settling time $T_2 \leq \max_{x \in \mathcal{I}_a}(\frac{2v_m}{\beta_2}) \leq \frac{1}{\beta_2} < \infty$ such that $V(x)$ goes to 0 from either $V_0$ or 1 when $t \to t_0 + T_1$. From the above, we can write

$$\beta = \begin{cases} 
\beta_1(\max_{x \in \mathcal{I}_a}(x), t - t_0), & t_0 \leq t \leq t_0 + T_1; \\
\beta_2(1, t - t_0 - T_1), & t > t_0 + T_1;
\end{cases}$$

when $V_0 > 1$. Similarly, we can write $\beta = \beta_2(\max_{x \in \mathcal{I}_a}(x), t - t_0)$ when $V_0 \leq 1$, such that for any $t \in [t_0, \sigma]$,

$$x(t) \leq \beta(\max_{x \in \mathcal{I}_a}(x), t - t_0) \mathbf{1}_n.$$

Let us now turn our attention to the interval $t \in (\sigma, \infty)$. Since $\frac{\text{d}x(t)}{\text{d}t} \leq Mv_{\text{max}} \|x(t)\|$, we have

$$x(t) \leq 2Mv_{\text{max}} \min_{x \in \mathcal{I}_a}(\|x(t)\|) \mathbf{1}_n, \quad (16)$$

Therefore, for any $t \in [t_0, \infty)$,

$$x(t) \leq \beta(\max_{x \in \mathcal{I}_a}(x), t - t_0) \mathbf{1}_n + 2Mv_{\text{max}} \min_{x \in \mathcal{I}_a}(\|f(x(t))\|) \mathbf{1}_n. \quad (17)$$

Case 2: $x_0 \in \mathcal{B}$. Following the proof of Case 1,

$$x(t) \leq 2Mv_{\text{max}} \min_{x \in \mathcal{I}_a}(\|f(x(t))\|) \mathbf{1}_n, \quad (18)$$

When $t = t_0$, by the definition of the set $\mathcal{B}$, we obtain

Then, by (16) and (17), for any $t \in [t_0, \infty)$,

$$x(t) \leq \beta(\max_{x \in \mathcal{I}_a}(x), t - t_0) \mathbf{1}_n + 2Mv_{\text{max}} \min_{x \in \mathcal{I}_a}(\|f(x(t))\|) \mathbf{1}_n. \quad (19)$$

Therefore, system (11) possesses FISS.

(2) $\tau \geq 1$ : When $x_0 \in \mathcal{B}$, (12) also holds. Based on (12), if $V(x) \geq 1$, then (13) also holds, and furthermore,

$$D^+ V(x) \leq \frac{f_m(v)}{2v_m} V'(x) \leq \frac{f_m(v)}{2v_m} V(x).$$

From this result, through simple calculation, we can obtain

$$V(x(t)) \leq V_0 e^{\frac{f_m(v)}{2v_m}(t-t_0)}$$

and

$$x(t) \leq \beta(\max_{x \in \mathcal{I}_a}(x), t - t_0) \mathbf{1}_n.$$

By incorporating the proof procedure for (1) Case 2, we can obtain

$$x(t) \leq \beta(\max_{x \in \mathcal{I}_a}(x), t - t_0) \mathbf{1}_n + \frac{2Mv_{\text{max}}}{\min_{x \in \mathcal{I}_a}(\|f(x(t))\|)} \mathbf{1}_n. \quad (19)$$

From the selected $\beta$ functions ($\beta_1 \in KKL$ and $\beta_2 \in GKL$), we can obtain that if $\|x(t)\| \geq 1$, i.e., $\|x(t)\| \geq \min_{x \in \mathcal{I}_a}(\|f(x(t))\|)$, then system (11) possesses ISS; if $\|x(t)\| < \frac{\min_{x \in \mathcal{I}_a}(\|f(x(t))\|)}{2M}$, then system (11) possesses FISS.

B. EQUILIBRIUM AT $p > 0$

We next derive state bounding estimates for subhomogeneous cooperative systems with positive disturbances. A subhomogeneous cooperative system without disturbance is assumed to have a unique equilibrium at $p > 0$ in $\text{int} \mathbb{R}_+^n$. To prove the main result of this section, for $p \in \text{int} \mathbb{R}_+^n$, we adopt the notations $R_1(p) = \{x : x > p\}$ and $R_2(p) = \{x \in \text{int} \mathbb{R}_+^n : x < p\}$. Assumption 2: i) $f$ is continuous and subhomogeneous of degree $\tau > 0$ on $\mathbb{R}^n$ and continuously differentiable and cooperative on $\mathbb{R}^n \setminus \{0\}$, and $g$ is nonnegative and order-preserving on $\mathbb{R}_+^n$ and bounded by $M$. ii) $\bar{x} = f(x)$ has a unique equilibrium at $p > 0$. iii) There exist a vector $v_1 + p \in R_1(p)$ such that $f(v_1 + p) < 0$ and a vector $v_2 \in R_2(p)$ such that $f(v_2) > 0$. Theorem 15: Under Assumption 2, the following two statements hold.

(1) The equilibrium $p$ of the continuous-time subhomogeneous system (11) possesses upper FISS if the degree is $\tau \in (0, 1)$; if the degree is $\tau \geq 1$ and $\|x(t)\| \geq \frac{\min_{x \in \mathcal{I}_a}(\|f(x(t))\|)}{2M}$, then system (11) possesses FISS.
then the equilibrium $p$ of system (11) possesses upper ISS; and if the degree is $\tau \geq 1$ and $\parallel w \parallel < \frac{\min_{x \in \mathbb{R}_+} \{ f(x) \}}{2M}$, then the equilibrium $p$ of system (11) possesses upper FISS.

(2) For all $\tau > 0$, the equilibrium $p$ of system (11) is lower finite-time stable.

Proof: (1) For a system of the form given in (11) with a unique equilibrium at $p$, we can obtain the system

$$\dot{y} = f(y) + g(y)w$$

with a unique zero equilibrium. From Assumption 2 and the cooperativeness of $f, f(v_1) < f(v_1 + p) < 0$. From Theorem 14 and its proof, if we define the max-separable Lyapunov function

$$V_1(x) = \max \{ \frac{x_i}{v_1}, i \in I_n \},$$

we can find that (18) and (19) still hold for the state $y$ and the initial state $y_0$ with $v_1$ substituted for the vector $v$. Therefore, for system (11) with a unique equilibrium at $p > 0$ in $\mathbb{R}_+^n$, if $\tau \in (0, 1)$, then there exists a $\beta \in GKL$ such that

$$x(t) \leq p + \beta(\max_{i \in I_n} \{ x_i \} - p, t - t_0)1_n$$

i.e., the equilibrium $p$ possesses upper FISS; similarly, if the degree is $\tau \geq 1$ and $\parallel w \parallel < \frac{\min_{x \in \mathbb{R}_+} \{ f(x) \}}{2M}$, then the equilibrium $p$ of system (11) possesses upper ISS; and if the degree is $\tau \geq 1$ and $\parallel w \parallel < \frac{\min_{x \in \mathbb{R}_+} \{ f(x) \}}{2M}$, then the equilibrium $p$ of system (11) possesses upper FISS.

(2) Let us define a Lyapunov function of the form

$$V_2(x) = \min_{i \in I_n} \{ \frac{x_i}{v_2} \},$$

where $v_2$ is a positive vector as in Assumption 2. Let the subscript $m$ denote the index such that $V_{2m} = V_2$. We consider the problem of solution estimation in two cases: $x_0 \in \mathcal{A} := \{ x \mid V_2(x) \leq 1 \}$ and $x_0 \in \mathcal{A}^c := \{ x \mid V_2(x) > 1 \}$. Let $\eta \in [t_0, \infty)$ denote the time at which the trajectory enters the set $\mathcal{A}$ for the first time.

Case 1. $x_0 \in \mathcal{A}$. In this case, for any $t \in [t_0, \eta],$

$$\frac{\dot{V}_2(x)}{v_{2m}} \geq \frac{f_m(x(t)) + (g(x)w)_m}{v_{2m}} \geq \frac{1}{v_{2m}} f_m(V_2(x)v_2).$$

Furthermore, by the subhomogeneity property of the function $f$ and $V_2(x) \leq 1$, we have

$$\frac{\dot{x}_m(t)}{v_{2m}} \geq \frac{f_m(V_2(x))}{v_{2m}} V_2(x), \quad t \in [t_0, \eta],$$

i.e.,

$$D^- V_2(x) \geq \frac{f_m(V_2(x))}{v_{2m}} V_2(x), \quad t \in [t_0, \eta].$$

If $\tau \in (0, 1)$, we can obtain

$$V_2^1(x) \geq V_{2,0}^1 + (1 - \tau) \frac{f_m(V_2)}{v_{2m}} (t - t_0), \quad t \in [t_0, \eta],$$

where $V_{2,0} = V_2(x(t_0))$. Therefore, for any $t \in [t_0, \eta],$

$$x(t) \geq v_{2min}^{\tau} \frac{\min_{i \in I_n} \{ x_i \}^{1 - \tau}}{v_{2max}^{\tau}} \frac{1}{n},$$

where $v_{2min} = \min\{v_{21}, \ldots, v_{2n}\}$ and $v_{2max} = \max\{v_{21}, \ldots, v_{2n}\}$.

If $\tau = 1$, then

$$x(t) \geq v_{2min} \frac{\min_{i \in I_n} \{ x_i \} e^{\frac{f_m(v_2)(t - t_0)}{v_{2max}}}}{v_{2max}} 1_n, \quad t \in [t_0, \eta].$$

If $\tau > 1$, then for any $t \in [t_0, \eta],$

$$x(t) \geq v_{2min} \frac{\min_{i \in I_n} \{ x_i \} e^{\frac{f_m(v_2)(t - t_0)}{v_{2max}}}}{v_{2max}} 1_n.$$

(22)

From (21), (22) and (23), it can be found that, for all cases of $\tau > 0$, if the initial data satisfy $0 < x_0 < v_2$, then the state $x$ will increase to $v_2$ in finite time.

When $t \in (\eta, \infty)$ and $V_2(x) > 1$, $x \geq v_2$. Due to the cooperativeness of $f$ and the nonnegativity of $g,

$$\frac{\dot{x}_m(t)}{v_{2m}} = \frac{1}{v_{2m}} (f_m(x(t)) + (g(x)w)_m) \geq \frac{1}{v_{2m}} f_m(v_2).$$

It can be found that, for any $t \in (\eta, \infty),$

$$x(t) \geq v_{2min} \min_{i \in I_n} \{ x_i \} + f_m(v_2)(t - t_0)1_n.$$

(24)

Therefore, the solution will increase to $p$ in finite time.

Case 2. $x_0 \not\in \mathcal{A}$. Following the proof for Case 1,

$$x(t) \geq v_{2min} \min_{i \in I_n} \{ x_i \} + f_m(v_2)(t - t_0)1_n, \quad t \in (t_0, \infty).$$

When $t = t_0$, by the definition of the set $\mathcal{A}$, we obtain

$$x(t_0) \geq v_{2min} \min_{i \in I_n} \{ x_i \} 1_n.$$

Then, by the above two inequalities, for any $t \in [t_0, \infty),$

$$x(t) \geq v_{2min} \min_{i \in I_n} \{ x_i \} + f_m(v_2)(t - t_0)1_n.$$

(25)

From (21), (22), (23), and (24) combined with (25), if the initial data satisfy $0 < x_0 < p$, then the solution $x(t, t_0, x_0)$ will increase to the equilibrium $p$ in finite time. Therefore, for all $\tau > 0$, the equilibrium $p$ of system (11) is lower finite-time stable.

Remark 16: In Theorem 15, for any solution of system (11), the corresponding upper and lower bounds should be satisfied simultaneously. Generally, if the system state satisfies $0 < x < p$, then the state will increase to the equilibrium $p$ in finite time; once $x > p$, the states will remain ultimately
bounded by an upper bound as given in (20) or similar. When the lower bound is considered, due to the choice of the min-separable Lyapunov-like function, the initial state \( x_0 \) is required to belong to \( int \mathbb{R}_+^n \), which excludes the case of \( V_2(x) = 0 \). From the solution estimates in the proof of Theorem 15, the system states will increase from zero and reach the equilibrium \( p \) in finite time. Overall, we can consider the equilibrium \( p \) of system (11) to be lower finite-time stable. For \( \tau \in (0, 1) \), the equilibrium \( p \) of system (11) is said to possess upper FISS. If \( \tau \geq 1 \) and \( \|w\| \geq \frac{\min \left\{ \|f(y(t))\| \right\}}{2M} \), then the equilibrium \( p \) of system (11) possesses upper ISS. If the degree is \( \tau \geq 1 \) and \( \|w\| < \frac{\min \left\{ \|f(y(t))\| \right\}}{2M} \), then the GKL function \( \beta_2 \) in Theorem 14 will be enabled; thus, the equilibrium \( p \) of system (11) possesses upper FISS.

IV. SIMULATION EXAMPLES

In this section, three examples are presented to demonstrate the effectiveness and usefulness of our main results.

**Example 1:** Consider the following system, which originates from biochemical reaction networks:

\[
\dot{x} = f(x) + g(x)w = \begin{pmatrix} -x_1 + \frac{x_2}{a + x_1} \\ -x_2 + \frac{a + x_2}{b + x_1} \end{pmatrix} + w,
\]

where \( a > 1, b > 1 \) and \( g(x) \equiv E \) is the identity matrix. It can be easily checked that \( f \) is \( C^1 \) on \( \mathbb{R}_+^n \), cooperative and subhomogeneous of degree 1. Hence, system (26) with \( w \equiv 0 \) is positive and monotone. Additionally, \( f(x) = 0 \) has two solutions; one is \( x = 0 \), and the other is

\[
x = \begin{pmatrix} 1 - ab \\ 1 + a \\ 1 - ab \\ 1 + b \end{pmatrix}.
\]

Since \( a, b > 1 \), the second solution is outside the positive orthant. Hence, the positive system (26) with \( w \equiv 0 \) has a unique equilibrium in \( \mathbb{R}_+^n \).

If we take \( a = 2 \) and \( b = 3 \), then there exists a vector \( v = (1, 1)^T \) such that \( f(v) < 0 \). If the bounded nonnegative disturbance is taken to be \( w = \begin{pmatrix} |\sin(t)| \\ |\cos(t)| \end{pmatrix} \), then by Theorem 14, system (26) possesses ISS. The simulated curves of \((x_1, x_2)^T\) with initial values \((2, 3)^T\) are shown in Fig. 1. From Fig. 1, it can be seen that the states converge to a bounded region.

For the case of \( w \equiv 0 \), the simulated curves of \((x_1, x_2)^T\) with initial values \((2, 3)^T\) are shown in Fig. 2. From Fig. 2, it can be seen that the states will converge to zero.

**Example 2:** Consider the nonlinear dynamical system given by (26) with \( 0 < a < 1 \) and \( 0 < b < 1 \). \( w \) is the disturbance input bounded by 1. Similar to Example 1, \( f \) is \( C^1 \) on \( \mathbb{R}_+^n \), cooperative and subhomogeneous of degree 1. The subhomogeneous nonlinear system (26) with \( w \equiv 0 \) has two equilibria: one is \( x = 0 \), and the other, given by (27), is in the positive orthant. If we take \( a = 0.5 \) and \( b = 0.5 \), then the two state equilibria are \( 0 \) and \( p = (0.5, 0.5)^T \). There exist vectors \( v_1 = (0.5, 0.5)^T \) and \( v_2 = (0.25, 0.25)^T < p \) such that \( f(v_1 + p) < 0 \) and \( f(v_2) > 0 \), respectively. If we take the bounded disturbance to be \( w = \begin{pmatrix} |\sin(t)| \\ |\cos(t)| \end{pmatrix} \), then by Theorem 15, the equilibrium \( p \) possesses upper ISS and is lower finite-time stable. The simulated curves of \((x_1, x_2)^T\) with initial values \((2, 3)^T\) and \((0.25, 0.5)^T\) are shown in Fig. 3. From Fig. 3, it can be seen that the states converge to a bounded region.

For the case of \( w \equiv 0 \), the simulated curves of \((x_1, x_2)^T\) with initial values \((2, 3)^T\) and \((0.25, 0)^T\) are shown in Fig. 4. From Fig. 4, it can be seen that all the states will converge to the nonzero equilibrium \((0.5, 0.5)^T\).

**Example 3:** Consider the system

\[
\dot{x} = f(x) + g(x)w = \begin{pmatrix} (x_1^2 + x_2^2)^{\frac{1}{4}} - (6x_1^2 + x_2^2)^{\frac{1}{4}} - 1 \\ (x_1^2 + x_2^2)^{\frac{1}{4}} - (x_1^2 + 5x_2^2)^{\frac{1}{4}} - 1 \end{pmatrix} + w.
\]
It can be easily checked that \( f \) is \( C^1 \) on \( \mathbb{R}^n_+ \), cooperative and subhomogeneous of degree \( \frac{3}{2} \). Hence, (28) with \( w \equiv 0 \) is positive and monotone. Additionally, \( f(x) = 0 \) has one equilibrium at \((2.0235, 2.2624)^T\). Hence, the positive system (28) with \( w \equiv 0 \) has a unique equilibrium in \( \mathbb{R}^n_+ \).

There exist vectors \( v_1 = (3, 3)^T \) and \( v_2 = (1, 1)^T \) such that \( f(v_1) < 0 \) and \( f(v_2) > 0 \). If the bounded disturbance is taken to be \( w = \left( \frac{1}{2} \sin(t) \right)^T \), then by Theorem 15, the equilibrium of system (28) possesses FISS. The simulated curves of \((x_1, x_2)^T\) with initial values of \((4, 5)^T\) and \((0.5, 1)^T\) are shown in Fig. 5. From Fig. 5, it can be seen that the states converge to a bounded region.

For the case of \( w \equiv 0 \), the simulated curves of \((x_1, x_2)^T\) with initial values of \((4, 5)^T\) and \((0.5, 1)^T\) are shown in Fig. 6. From Fig. 6, it can be seen that the states will converge to \((2.0235, 2.2624)^T\) in finite time.

V. CONCLUSION
In this paper, an ISS analysis is performed for the first time for two classes of subhomogeneous cooperative systems classified by their equilibrium position. By means of the max-separable Lyapunov function and the min-separable Lyapunov-like function methods which are presented for the first time in this paper, the upper and lower bounds on the solutions to these systems can be estimated. From these estimates, the systems’ ISS properties can be identified and can be judged only on the basis of the differential and algebraic characteristics of the systems. The presented method is easy to apply. Simulated examples verify the validity of our results.

REFERENCES
[1] L. Farina and S. Rinaldi, Positive Linear Systems: Theory and Applications, New York, NY, USA: Wiley, 2000.
[2] P. De Leenheer and D. Aeyels, “Stabilization of positive linear systems,” Syst. Control Lett., vol. 44, no. 4, pp. 259–271, Nov. 2001.
Z.-P. Jiang and Y. Wang, “Input-to-state stability for discrete-time nonlinear systems,” *Automatica*, vol. 45, no. 8, pp. 1943–1947, Aug. 2009.

A. Rantzer, “Distributed control of positive systems,” in *Proc. IEEE Conf. Decis. Control Eur. Control Conf.*, Dec. 2011, pp. 6608–6611.

H. R. Feyzmahdavian, T. Charalambous, and M. Johansson, “Exponential stability of homogeneous positive systems of degree one with time-varying delays,” *IEEE Trans. Autom. Control*, vol. 59, no. 6, pp. 1594–1599, Jun. 2014.

N. Zhang, Y. Sun, and P. Zhao, “State bounding for homogeneous positive systems of degree one with time-varying delay and exogenous input,” *J. Franklin Inst.*, vol. 354, no. 7, pp. 2893–2904, May 2017.

T. Kaczorek, “Stability of fractional positive nonlinear systems,” *Arch. Control Sci.*, vol. 25, no. 4, pp. 491–496, Dec. 2015.

T. Kaczorek, *Positive 1D and 2D Systems*, London, U.K.: Springer-Verlag, 2002.

J.-G. Dong, “Stability of switched positive nonlinear systems,” *Int. J. Robust Nonlinear Control*, vol. 26, no. 14, pp. 3118–3129, Sep. 2016.

E. D. Sontag, “A ‘universal’ construction of Artstein’s theorem on non-linear stabilization,” *Syst. Control Lett.*, vol. 13, no. 2, pp. 117–123, Aug. 1989.

E. D. Sontag, “Further facts about input to state stabilization,” *IEEE Trans. Autom. Control*, vol. 35, no. 4, pp. 473–476, Apr. 1990.

E. D. Sontag, “On the input-to-state stability property,” *Eur. J. Control*, vol. 1, no. 1, pp. 24–36, Jan. 1995.

H. Yiguang, J. Zhongping, and F. Gang, “Finite-time input-to-state stability and related Lyapunov analysis,” in *Proc. Chin. Control Conf.*, Zhangjiajie, China, 2007, pp. 652–656.

E. D. Sontag, “Input to state stability: Basic concepts and results,” *Lect. Notes Math.*, vol. 1, no. 12, pp. 163–220, 2008.

Z.-P. Jiang and Y. Wang, “Input-to-state stability for discrete-time nonlinear systems,” *Automatica*, vol. 37, no. 6, pp. 857–869, Jun. 2001.

W. Feng and J. F. Zhang, “Input-to-state stability of switched nonlinear systems,” *Sci. China, Ser. F: Information Sci.*, vol. 51, no. 12, pp. 1992–2004, 2008.

P. Zhao, W. Feng, and Y. Kang, “Stochastic input-to-state stability of switched stochastic nonlinear systems,” *Automatica*, vol. 48, no. 10, pp. 2569–2576, Oct. 2012.

P. Zhao, Y. Kang, and D. Zhai, “On input-to-state stability of stochastic nonlinear systems with Markovian jumping parameters,” *Int. J. Control*, vol. 85, no. 4, pp. 343–349, Apr. 2012.

L. Huang and X. Mao, “On Input-to-State stability of stochastic retarded systems with Markovian switching,” *IEEE Trans. Autom. Control*, vol. 54, no. 8, pp. 1898–1902, Aug. 2009.

A. R. Teel, D. Nesic, and P. V. Kokotovic, “A note on input-to-state stability of sampled-data nonlinear systems,” in *Proc. 37th IEEE Conf. Decis. Control*, vol. 3, Dec. 1998, pp. 2473–2478.

D. Nesic and A. R. Teel, “A note on input-to-state stability of networked control systems,” in *Proc. 43rd IEEE Conf. Decis. Control (CDC)*, vol. 5, Dec. 2004, pp. 4613–4618.

B. S. Rüffer, C. M. Kellett, and S. R. Weller, “Connection between cooperative positive systems and integral input-to-state stability of large-scale systems,” *Automatica*, vol. 46, no. 6, pp. 1019–1027, Jun. 2010.

Y. Zhao and F. Meng, “Input-to-state stability of nonlinear positive systems,” *Int. J. Control, Autom. Syst.*, vol. 17, no. 12, pp. 3058–3068, Dec. 2019.

V. S. Bokharaie, O. Mason, and F. Wirth, “Stability and positivity of equilibria for subhomogeneous cooperative systems,” *Nonlinear Anal., Theory, Methods Appl.*, vol. 74, no. 17, pp. 6416–6426, Dec. 2011.

J. D. Murray, *Mathematical Biology I: An Introduction*, 3rd ed. New York, NY, USA: Springer, 2002.

Y. Wang and X.-Q. Zhao, “Convergence in monotone and subhomogeneous discrete dynamical systems on product banach spaces,” *Bull. London Math. Soc.*, vol. 35, no. 05, pp. 681–688, Sep. 2003.

M. W. Hirsch, *Positive Equilibria and Convergence in Subhomogeneous Monotone Dynamics* (Lecture Notes in Pure and Applied Mathematics). 1994, pp. 169–188.

V. Bokharaie and O. Mason, “A robust stability condition for subhomogeneous cooperative time-delay systems,” 2013, arXiv:1307.0553. [Online].

H. R. Feyzmahdavian, B. Besselink, and M. Johansson, “Stability analysis of monotone systems via max-separable Lyapunov functions,” *IEEE Trans. Autom. Control*, vol. 63, no. 3, pp. 643–656, Mar. 2018.

G. Dirr, H. Ito, A. Rantzer, and B. S. Rüffer, “Separable Lyapunov functions for monotone systems: Constructions and limitations,” *Discrete Continuous Dyn. Syst.-Ser. B*, vol. 20, no. 8, pp. 2497–2526, Aug. 2015.

S. P. Bhat and D. S. Bernstein, “Finite-time stability of continuous autonomous systems,” *SIAM J. Control Optim.*, vol. 38, no. 3, pp. 751–766, Jan. 2000.

D. Angeli and E. D. Sontag, “Monotone control systems,” *IEEE Trans. Autom. Control*, vol. 48, no. 10, pp. 1684–1698, Oct. 2003.

H. K. Khalil, *Nonlinear Systems*, 3rd ed. Upper Saddle River, NJ, USA: Prentice-Hall, 2002.

J. Danskin, “The theory of max-min with applications,” *SIAM J. Appl. Math.*, vol. 14, no. 4, pp. 641–664, 1966.

O. Mason and M. Verwoerd, “Observations on the stability properties of cooperative systems,” *Syst. Control Lett.*, vol. 58, no. 6, pp. 461–467, Jun. 2009.

H. Smith, *Monotone Dynamical Systems: An Introduction to the Theory of Competitive and Cooperative Systems*. Raleigh, NC, USA: American Mathematical Society, 1995.

YAN ZHAO received the B.S. degree from the University of Jinan, China, in 2002, and the M.S. degree from Qufu Normal University, China, in 2005, where she is currently pursuing the Ph.D. degree. She is also a Teacher with the University of Jinan. Her research interests include stability theory and nonlinear systems.

FANWEI MENG received the B.S. and M.S. degrees from the School of Mathematical Sciences, Qufu Normal University, China, in 1983 and 1988, respectively, and the Ph.D. degree from the China Academy of Engineering Physics, in 2003. Since 1995, he has been a Professor with the School of Mathematical Science, Qufu Normal University, where he has been the Director, since 2009. His research interests include stability theory and the qualitative theory of ordinary differential equations, Hamiltonian systems, and fractional-order differential equations.