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Abstract
A Duistermaat–Guillemin–Gutzwiller trace formula for Dirac-type operators on a globally hyperbolic spatially compact stationary spacetime is achieved by generalising the recent construction by Strohmaier and Zelditch (Adv Math 376:107434, 2021) to a vector bundle setting. We have analysed the spectrum of the Lie derivative with respect to a global timelike Killing vector field on the solution space of the Dirac equation and found that it consists of discrete real eigenvalues. The distributional trace of the time evolution operator has singularities at the periods of induced Killing flow on the space of lightlike geodesics. This gives rise to the Weyl law asymptotic at the vanishing period.
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1 Introduction

Let $\Delta$ be the Laplacian (in Geometers’ convention) on a $d-1$-dimensional closed Riemannian manifold $(\Sigma, h)$. It is well-known that its spectrum $\text{Spec} \, \Delta$ comprises discrete eigenvalues $\lambda_n^2$ and the counting function $N_\Delta(\lambda) := \# \{ n \in \mathbb{N} | \lambda_n \leq \lambda \}$ satisfies the celebrated Weyl law [1]

$$N_\Delta(\lambda) = \left( \frac{\lambda}{2\pi} \right)^{d-1} \text{vol}(\mathbb{R}^{d-1}) \text{vol}(\Sigma), \quad \text{as} \quad \lambda \to \infty, \quad (1)$$
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where $\text{vol}(\mathbb{B}^{d-1})$ is the volume of the unit ball $\mathbb{B}^{d-1}$ in $\mathbb{R}^{d-1}$. The counting measure $dN_{\lambda}/d\lambda$ is related to $\text{Tr} U_t(\sqrt{\Delta})$ via the distributional Fourier transform, where

$$\forall t \in \mathbb{R} : U_t(\sqrt{\Delta}) := e^{-it\sqrt{\Delta}}$$

makes sense as a distribution on $\mathbb{R}$. Thus, the information contained in $U_t(\sqrt{\Delta})$ can be proficiently transferred to the spectral function utilising Tauberian arguments to derive the Weyl law. Additionally, $U_t(\sqrt{\Delta})$ is the solution map to the Cauchy problem of the half-wave operator $-i \partial_t + \sqrt{\Delta}$ and it satisfies the group property. Moreover, $\text{Tr} U_t(\sqrt{\Delta})$ admits a singularity expansion around the non-zero periods $t = T \neq 0$ (under some technical assumptions) [2, 3] and its leading-order term has been expressed by means of the fundamental periods and eigenvalues of the Poincaré maps of $\gamma$’s by Duistermaat and Guillemin [3, Thm. 4.5]. It is therefore evident that the spectral invariant $\text{Tr} U_t(\sqrt{\Delta})$ serves as an efficient generating function to study spectral geometry.

Sandoval has generalised the Duistermaat–Guillemin trace formula for Dirac-type operators $\hat{D}$ on a hermitian vector bundle $E \to \Sigma$ over a closed Riemannian manifold $(\Sigma, h)$ by studying

$$\forall t \in \mathbb{R} : U_t(\hat{D}) := e^{-it\hat{D}}.$$  \hfill (3)

Arguably, $\hat{D}$ is the most fundamental first-order differential operator in geometric analysis and it differs from a Laplace–Beltrami operator $\Delta$ on $E$ in that its spectrum $\text{Spec} \hat{D}$ is unbounded from both below and above whereas the $\text{Spec} \Delta$ is bounded from below (semibounded). Sandoval’s investigation results in a straightforward generalisation of the Weyl law [4, (5)] and Dirac-wave trace invariants [4, Thm. 2.2]. But, genuine bundle features show up in terms of the holonomy group in the singularity analysis of $\text{Tr} U_{T \neq 0}(\hat{D})$ [4, Thm. 2.8]. However, there is an ad-hoc choice regarding the connection used to deduce the holonomy group as elucidated below.

As a matter of fact, the Weitzenböck connection $\tilde{\nabla}$ (see Remark 1) determined by $\hat{D}$ does not automatically induce a Clifford connection albeit such a connection always exists and the corresponding operator is usually called a compatible Dirac-type operator $\tilde{D}$. They differ only by a smooth term $W := \hat{D} - \tilde{D} \in C^\infty(\Sigma; \text{End} E)$. To compute the principal symbol $\sigma_{U_t(\tilde{D})}$ of $U_t(\tilde{D})$, Sandoval used the parallel transporter $\tilde{T}$ with respect to the Weitzenböck connection $\tilde{\nabla}$ of $\tilde{D}$ instead of $\hat{T}$ corresponding to $\tilde{\nabla}$ [4, Prop. 5.3]. Moreover, she employed the trivialisation characterised by the vanishing subprincipal symbol $\sigma_{\tilde{D}^2}^{\text{sub}}$ of $\tilde{D}^2$ [4, Cor. 5.11]. As a consequence, $\tilde{T}$ appearing in the expression of $\sigma_{U_t(\tilde{D})}$ is somewhat expedient and the splitting of $\tilde{T}$ in terms of $\hat{T}$ and the average value$^1$ of $W$ along the geodesic $[0, t] \ni s \mapsto \gamma(s) \in S^*\Sigma$ is rather ad-hoc.

The purpose of this article is twofold. First, we have relaxed all the aforementioned ad-hoc considerations to compute $\sigma_{U_t(\tilde{D})}$. Next, one notices that $U_t(\hat{D})$ solves the initial value problem

$^1$ See [4, (16)] for the precise expression.
on the $d$-dimensional ultrastatic spacetime $(\mathbb{R} \times \Sigma, dt^2 - h)$ (see Sect. 2.1) admitting the timelike Killing vector field $Z := \partial_t$ so that the external parameter $t$ in $U_t(\hat{D})$ can be considered as the canonical global time-coordinate on $\mathbb{R}$. But, $-i \partial_t + \hat{D}$ does not respect general relativistic covariance and so it seems more natural to instead work with the Lorentzian Dirac-type operator $\hat{D}$. Thus the article is devoted to investigate a Lorentzian generalisation of Sandoval’s trace formula.

This Riemannian to Lorentzian transition is conceptually non-trivial because the solution map to the Cauchy problem of the Dirac equation

\[ Du = 0, \quad u|_\Sigma = k \quad (5) \]

on a globally hyperbolic Lorentzian manifold is no longer of the form (3) as the Dirac–Hamiltonian (the Lorentzian counterpart of $\hat{D}$) becomes time-dependent. In order to contemplate what should be looked for in a non-ultrastatic setting, we revisit the ultrastatic scenario from a relativistic viewpoint. One reckons that the solutions of (4) are of the form

\[ \psi_{\pm n} := e^{-i \lambda_{\pm n} t} \phi_{\pm n}, \quad (6) \]

where $\phi_{\pm n}$ are the eigensections of $\hat{D}$ corresponding to the eigenvalues $\lambda_{\pm n}$. But

\[ Z \psi_{\pm n} = -i \lambda_{\pm n} \psi_{\pm n} \quad (7) \]

and consequently,

\[ \text{Tr}_{L^2(\Sigma; E)} U_t(\hat{D}) := \sum_{\lambda_{\pm n} \in \text{Spec } \hat{D}} e^{-i t \lambda_{\pm n}} = \text{Tr}_{\text{ker}(-i \partial_t + \hat{D})} e^{t Z}. \quad (8) \]

In other words, the trace of the Dirac-wave group $U_t(\hat{D})$ on a closed Riemannian manifold (Cauchy hypersurface) is equivalent to the trace of the flow $e^{t Z}$ induced by the timelike Killing vector field $Z$ of an ultrastatic spacetime acting on the kernel $\text{ker}(-i \partial_t + \hat{D})$ of the half-wave operator $-i \partial_t + \hat{D}$. This is essentially a straightforward generalisation of the observation originally due to Strohmaier and Zelditch [5, Sec. 10.1] in the context of a scalar wave operator.

It is, thus, evident that a timelike Killing flow $\Xi$ plays a pivotal role and the most general class of spacetimes admitting such a flow is known as the stationary spacetime $(M, g, \Xi)$. Physically speaking, these spacetimes admit a canonical flow of time, but unlike the ultrastatic case, there is no preferred time coordinate. They are interesting because a couple of exact solutions to Einstein equation: the Schwarzschild and the Kerr black holes, belong to this class. We demand the global hyperbolicity condition on $(M, g)$ to ensure a well-posed Cauchy problem for $D$. Therefore, the object of our study is the distributional trace $\text{Tr} U_t$ of the time evolution operator $U_t$ on a compact (to guarantee discrete eigenvalues) Cauchy hypersurface $\Sigma$ without boundary. In addition
to the conceptual issues, our computational techniques are different from those used by Sandoval, primarily due to the fact that the Dirac Hamiltonian $H_D$ (see (40)) on a stationary spacetime is not of Dirac-type in contrast to $\hat{D}$. Furthermore, we have computed $\sigma_{\mu_\nu}$ using the Weitzenböck connection induced by $D$ in order to avoid the aforementioned expedient choice in Sandoval’s work, as explained in the comment after the statement of Theorem 1.5.

As a quintessential relativistic operator, it furthermore allows studying the semiclassical limit of quantum field theoretic observables interacting with classical gravity\(^2\). Whilst spin- or spin\(^c\)-Dirac operators are desirable from a physics point of view; we prefer to work on more general Dirac-type operators because they do not enforce any topological restrictions on $M$\(^3\) unlike the spin\(^d\)-Dirac operators. Furthermore, some higher-spin operators are of Dirac-type.

We would like to close the introduction by mentioning that this is not the only literature on Lorentzian trace formulae rather the first step towards this direction has been taken up for the d’Alembertian on a spatially compact globally hyperbolic stationary spacetime by Strohmaier and Zelditch [5]. Therefore, this article can be viewed as the Lorentzian generalisation of Sandoval’s work, propounding the framework of Strohmaier–Zelditch into a bundle setting.

1.1 Primary Results

Let $E \rightarrow M$ be a vector bundle over a $d \geq 2$ dimensional spatially compact globally hyperbolic stationary spacetime $(M, g, \mathcal{E})$. That is, the spacetime manifold $M$ is homeomorphic to the product manifold $\mathbb{R} \times \Sigma$ where $\Sigma \subset M$ is a compact spacelike Cauchy hypersurface and $(M, g)$ admits a complete timelike Killing vector field $Z$ whose flow is denoted by $\mathbb{R} \times M \ni (s, x) \mapsto \mathcal{E}(s, x) =: \mathcal{E}_s(x) \in M$.

Recall, the Lorentzian volume element on $M$ paves way the natural identification between a section and a half-density-valued section of $E$. We will always work with the latter yet suppress the canonical half-density bundle notationally just for brevity. The Dirac-type operator $D$ acting on (half-density-valued-)smooth sections of $E$ is a first-order linear differential operator whose principal symbol $\sigma_D$ satisfies the Clifford relation

$$\forall (x, \xi) \in C^\infty(M; T^*M) : \sigma_D(x, \xi)^2 = g^{-1}_x(\xi, \xi) \mathbb{1}_{\text{End} E_x},$$

where $g^{-1}$ represents the spacetime metric on the cotangent bundle $T^*M$ and $\mathbb{1}_{\text{End} E}$ is the (1-density-valued) identity endomorphism on $E$.

**Assumption 1** We consider a Dirac operator subjected to the following assumptions:

---

\(^2\) We do not require Einstein field equations to be satisfied.

\(^3\) The global existence of a Lorentz metric depends on the topology of $M$. In particular, such a metric exists in all non-compact manifolds and compact manifolds with vanishing Euler characteristics.

\(^4\) A spin-structure always exists locally, but its global existence depends on some higher orientability property of the base manifold. For instance, spin\(^c\) (resp. spin) structure exists if and only if the third integral (resp. the second) Stiefel-Whitney class of $M$ vanish.
(a) $E \to M$ is endowed with a sesquilinear form $(\cdot|\cdot)$ invariant under the Killing flow $\Sigma_s^*$ such that $D$ is symmetric;
(b) Given an arbitrary but fixed future-directed unit normal covector field $(\cdot, \xi)$ on $M$ along $\Sigma$, 
\begin{equation}
\langle \cdot | \cdot \rangle := (\sigma_0 (\cdot, \xi) \cdot | \cdot)
\end{equation}
is a fibrewise hermitian form on the bundle of Clifford modules $(E \to M, (\cdot | \cdot), \sigma_0)$;
(c) $D$ commutes with the induced Killing flow $\Sigma_s^*$ on $E$ for all $s \in \mathbb{R}$.

We note that the Clifford module bundle $(E \to M, (\cdot | \cdot), \sigma_D)$ is naturally furnished with the unique Weitzenböck connection $\nabla$ (see Sect. 2.2) induced by $D$ and $g$. This connection induces a parallel transport map $\hat{\Sigma}_s : E \to E_{\Sigma_s(\cdot)}$ along the spacetime isometry $\Sigma_s(\cdot)$. Subsequently, the following diagram commutes (Fig. 1):

Let $\mathcal{L}_Z$ be the Lie derivative on $E$ (given by (64)) and one sets
\begin{equation}
L := -i \mathcal{L}_Z : C^\infty(M; E) \to C^\infty(M; E)
\end{equation}
so that the induced Killing flow on $C^\infty(M; E)$ is expressed as $\Sigma_s^* = e^{itL}$. By Assumption 1 (c),
\begin{equation}
LD = DL.
\end{equation}
Thus, on ker $D$, the eigensections $\psi_n$ of $L$ are the joint eigensections:
\begin{equation}
D\psi_n = 0, \quad L\psi_n = \lambda_n \psi_n.
\end{equation}
We equip ker $D$ with the hermitian inner product $\langle \cdot | \cdot \rangle$ to have the Hilbert space (ker $D$, $\langle \cdot | \cdot \rangle$).

**Theorem 1.1** Under Assumption 1, the spectrum of $L := (11)$ on the Hilbert space $\mathcal{H} := \text{ker } D$, $\langle \cdot | \cdot \rangle$ is purely discrete and comprises infinitely many real eigenvalues that grow polynomially and accumulate at $\pm \infty$.

Thus, we can restrict our attention entirely to smooth sections $C^\infty(M; E)$ of $E$ owing to the elliptic regularity and $\text{tr } \mathcal{H} e^{itL}$ makes sense as a distribution with the identification; cf. (8)
where $U_t$ is the time evolution operator of the Dirac equation (5).

Since the classical dynamics is governed by the principal symbol $\sigma_D$ of $D$, its characteristic set $\text{Char } D := \{(x_0, \xi^0) \in T^*M | \xi^0 \neq 0, \sigma_D(x_0, \xi^0) = 0\}$ can be viewed as a classical limit of $\ker D$ as per se geometric quantisation. Thus our classical phase space is the lightcone bundle $\mathcal{T}_0^*M \to M$ over $(M, g, \mathcal{E})$ where the Hamiltonian

$$H_g : C^\infty(M; T^*M) \to \mathbb{R}, \ (x, \xi) \mapsto H_g(x, \xi) := \frac{1}{2} g^{-1}_x(\xi, \xi) \quad (15)$$

induced by $g^{-1}$ vanishes and the reduced phase space is the conic symplectic manifold $\mathcal{N}$ of scaled-lightlike geodesic strips [6] (see also [7]). Being a globally hyperbolic spacetime, $M$ does not admit any closed timelike geodesic. Therefore, the notion of Lorentzian analogue of periodic trajectories is defined by means of the isometry $\mathcal{E}_t$ induced (reduced) symplectic flow $\mathcal{E}_t^\mathcal{N}$ on $\mathcal{N}$, whose Hamiltonian is given by [5, Lem. 1.1]

$$H : \mathcal{N} \to \mathbb{R}, \ \gamma \mapsto H(\gamma) := g\left(\frac{dc}{ds}, Z\right) \quad (16)$$

for any $s \in \mathbb{R}$, where $\mathbb{R} \ni s \mapsto c(s) \in M$ is any lightlike geodesic on $M$ and the value $g(\frac{dc}{ds}, Z)$ is independent of the cotangent lift $\gamma$ of $c$. This Hamiltonian is positive as $Z$ is timelike. For any $E \in \mathbb{R}_+$, we denote the constant $E$-energy surface by

$$\mathcal{N}_E := \{\gamma \in \mathcal{N} | H(\gamma) = E\} \quad (17)$$

and then the set of periods resp. periodic lightlike geodesic strips of $\mathcal{E}_t^\mathcal{N}$ are given by (see e.g. [5, (6)])

$$\mathcal{P} := \{T \in \mathbb{R}_+ | \exists \gamma \in \mathcal{N} : \mathcal{E}_T^\mathcal{N}(\gamma) = \gamma\}, \quad (18a)$$
$$\mathcal{P}_T := \{\gamma \in \mathcal{N} | \mathcal{E}_T^\mathcal{N}(\gamma) = \gamma\}. \quad (18b)$$

Recall, the set of all lengths of periodic geodesics on a manifold counted with multiplicities is called the length spectrum of the manifold. Our first finding states that $\text{Tr } U_t$ determines the Lorentzian length spectrum of $\mathcal{N}$ in the sense described below.

**Proposition 1.2** Let $E \to M$ be a vector bundle over a spatially compact globally hyperbolic stationary spacetime $(M, g, \mathcal{E})$, endowed with a sesquilinear form $(\cdot | \cdot)$ and $D$ a Dirac-type operator on $E$ whose principal symbol is $\sigma_D$ so that $(E \to M, (\cdot | \cdot), \sigma_D)$ is a bundle of Clifford modules over $(M, g, \mathcal{E})$. If $U_t$ is the time evolution operator of $D$ then under Assumption 1, $\text{Tr } U_t$ is a distribution on $\mathbb{R}$ and its singular support

$$\text{singsupp } \text{Tr } U_t \subset \{0\} \cup \mathcal{P}, \quad (19)$$

where $\mathcal{P}$ is the set of periods of the induced Killing flow $\mathcal{E}_t^\mathcal{N}$ on the manifold of scaled-lightlike geodesic strips $\mathcal{N}$, given by (18a).
Lagrangian distributions \([8, 9]\) (see also the treatise \([10]\)) offer the elegant characterisation of \(\text{Tr } U_t\), as stated below.

**Theorem 1.3** As in the set-up of Proposition 1.2, \(\text{Tr } U_T\) is the Lagrangian distribution \(I^d-7/4(\mathbb{R}, \Lambda_T)\) where \(d := \dim M\) and the Lagrangian manifold \(\Lambda_T\) is given by

\[
\Lambda_T := \{(T, \tau) \in \mathbb{R} \times \mathbb{R}_- | \exists \gamma \in \mathcal{N}: \mathcal{E}^{N}_{\mathcal{T}}(\gamma) = \gamma, \tau = -H(\gamma)\},
\]

where the Hamiltonian \(H\) on \(\mathcal{N}\) is given by \((16)\). Furthermore,

\[
(\text{Tr } U_0)(t) = u_0(t) + v_0(t),
\]

where \(v_0\) is a distribution on \(\mathbb{R}\) which is smooth in the vicinity of \(t = 0\) and \(u_0\) is a Lagrangian distribution admitting the following singularity expansion around \(t = 0\):

\[
u_0(t) \sim r(d-1) \frac{\text{vol}(\mathcal{N}_{H\leq 1})}{(2\pi)^{d-1}} \mu_{d-1}(t) + c_2 \mu_{d-2}(t) + \ldots,
\]

\[
r := \text{rk} E \int_{\Sigma} g_x^{-1}(\eta, \xi) \, dv_h(x),
\]

\[
\mu_{d-k}(t) := \int_{\mathbb{R}_{\geq 0}} e^{-\tau dr} \tau^{d-1-k} d\tau, \quad k = 1, 2, \ldots.
\]

Here, \(\mu_{d-k}\) is a distribution on \(\mathbb{R}\) given by the preceding oscillatory integral, \(\eta\) is any lightlike covector on \(M\) and \(\zeta\) as in Assumption 1, both restricted to a Cauchy hypersurface \(\Sigma\) of \(M\), \(c_2\) is some constant (Dirac-wave trace invariant), and \(\text{vol}(\mathcal{N}_{H\leq 1})\) is the volume of \(\mathcal{N}_{H\leq 1}\).

We remark that \((M, g, \mathcal{E})\) can be considered as a (globally hyperbolic) standard stationary spacetime as \(Z\) is complete \([11, \text{Thm. 2.3}]\). Since there exists a coordinate neighbourhood \((U, (t, x^i))\) for any spacetime point on which \(Z = \partial_t\), we can choose \(t\) as the Killing-time coordinate so that the spacetime metric does not depend on \(t\). More precisely, on \(U\) the spacetime metric splits non-uniquely as

\[
g := \beta^2 \, dt^2 - h_{ij}(dx^i + \alpha^i \, dt)(dx^j + \alpha^j \, dt), \quad i, j = 2, \ldots, d,
\]

where \(h\) is a Riemannian metric on the (compact) Cauchy hypersurface \(\Sigma\), \(\alpha\) is the shift vector field and \(\beta\) is the lapse function. Both \(\alpha\) and \(\beta\) are independent of \(t\) but depend on \(\Sigma\). In the preceding form of the spacetime metric, the volume of \(\mathcal{N}_{H\leq 1}\) is given by \([5, (15)]\)

\[
\text{vol}(\mathcal{N}_{H\leq 1}) = \text{vol}(\mathbb{B}^{d-1}) \int_{\Sigma} \beta(x) (\beta^2(x) - h_x(\alpha, \alpha))^{-d/2} \, dv_h(x),
\]

where \(\text{vol}(\mathbb{B}^{d-1})\) is the volume of the unit ball \(\mathbb{B}^{d-1} \subset \mathbb{R}^{d-1}\).
Since $L$ has discrete eigenvalues, let us introduce its eigenvalue counting function\footnote{One can define it with negative eigenvalues as well.}

$$N(\lambda) := \#\{n \in \mathbb{N} | 0 \leq \lambda_n \leq \lambda\}.$$ \hfill (25)

**Corollary 1.4** (Weyl law) *As in the terminologies of Theorems 1.1 and 1.3, the Weyl eigenvalue counting function of $L$ has the asymptotics*

$$N(\lambda) = \left(\frac{\lambda}{2\pi}\right)^{d-1} r \text{vol}(\mathcal{N}_{H_{\leq 1}}) + O(\lambda^{d-2}), \text{ as } \lambda \to \infty.$$ \hfill (26)

In order to describe $\text{Tr} \ U_T$ for the non-trivial periods $T \neq 0$, we require the following concepts from the theory of pseudodifferential operators. Let $E \to M$ be a smooth complex vector bundle over a manifold $M$ and $P$ a pseudodifferential operator of order at most $m \in \mathbb{R}$ acting on compactly supported sections of $E$ valued in the half-density bundle $\Omega^{1/2} \to M$ which will be put down just for notational simplicity. $P$ is said to be non-characteristic at some element $(x, \xi)$ in the punctured cotangent bundle $\hat{T}^*M$ of $M$ if $\tilde{p} \circ \sigma_r - 1$ belongs to the symbol class of order $-1$ in a conic neighbourhood of $(x, \xi)$ for some symbol $\tilde{p}$ of order $-m$. The set of all characteristic points of $P$ is denoted by $\text{Char} \ P$ (see e.g. [12, Def. 18.1.25]). We remark that the subprincipal $\sigma^\text{sub}_P$ of $P$ is an invariantly defined $\text{Hom}(E, E)$-valued homogeneous function on $\hat{T}^*M$ [9, (5.2.8)] (see also [12, Thm. 18.1.33]).

**Definition 2** Let $(E, F \to M; \nabla^E, \nabla^F)$ be two smooth complex vector bundles over a smooth manifold $M$, equipped with their connections $\nabla^E, \nabla^F$, and $P$ a pseudodifferential operator from half-density-valued compactly supported smooth sections of $E$ to half-density-valued smooth sections of $F$. A connection $\nabla^{E \otimes F}$ on the tensor product bundle $E \otimes F \to M$ will be called $P$-compatible if and only if [13]

$$\forall (x, \xi) \in \text{Char} \ P; \Gamma((d_x \pi) X_p)(x, \xi) = i \sigma^\text{sub}_P(x, \xi),$$ \hfill (27)

where $\sigma^\text{sub}_P$ resp. $\text{Char} \ P$ are the subprincipal symbol resp. the characteristic set of $P$, $\Gamma$ is the connection 1-form of $\nabla^{E \otimes F}$ and $\pi : \hat{T}^*M \to M$ is the punctured cotangent bundle. In other words, $\nabla^{E \otimes F}$ induces the covariant derivative

$$\nabla^{\pi^*\text{Hom}(E, F)}_{X_p} = X_p + \Gamma((d \pi) X_p)$$ \hfill (28)

on the bundle $\pi^*\text{Hom}(E, F) \to \hat{T}^*M$ along the Hamiltonian vector field $X_p$ generated by the principal symbol $p$ of $P$.

As mentioned above, the Clifford module bundle $(E \to M, (\cdot | \cdot), \sigma_p)$ is naturally furnished with the unique Weitzenböck connection $\nabla$ (see Sect. 2.2). Let $\nabla^{\pi^*\text{Hom}(E, E)}_{X_{g/2}}$ be the $D^2$-compatible covariant derivative with respect to the geodesic vector field $X_{g/2}$ on $\pi^*\text{Hom}(E, E) \to \hat{T}^*M$. By $\text{Hol} := C_\text{Hol}^\infty(\hat{T}^*M; \pi^*\text{Hom}(E, E))$ we will denote the set of all sections of $\pi^*\text{Hom}(E, E)$ invariant under the holonomy group of the parallel transporter $T$ with respect to $\nabla^{\pi^*\text{Hom}(E, E)}_{X_{g/2}}$. 

\footnote{One can define it with negative eigenvalues as well.}
We suppose that $P_\gamma$ is the linearised Poincaré map of a periodic geodesic $\gamma$ (see e.g. [14, Sec. 7.1], [5]). Then $\gamma$ is called non-degenerate if 1 is not an eigenvalue of $P_\gamma$.

With all these devises, the precise characterisation of $\text{Tr} U_T \neq 0$ can be stated as follows.

**Theorem 1.5** As in the set-ups of Proposition 1.2 and Theorem 1.3: if the periods $T$ are discrete and the set $\mathcal{P}_T$ (18b) of periodic lightlike geodesic strips of $\mathcal{S}_N^\gamma$ is a finite union of non-degenerate periodic orbits $\gamma$ then

$$ (\text{Tr} U_T)(t) = \sum_{\gamma \in \mathcal{P}_T} u_\gamma(t) + v_T(t), \quad (29) $$

where $v_T$ is a distribution on $\mathbb{R}$ that is smooth in the vicinity of $t = T$ and $u_\gamma(t)$’s are Lagrangian distributions having singularities at $t = T_\gamma$ with the asymptotic expansion

$$ \lim_{t \to T_\gamma} (t - T_\gamma) u_\gamma(t) \sim \frac{1}{2\pi} \int_{\delta T_\gamma} \text{tr} \left( \sigma_\partial(\gamma) T_{\mathcal{S}_N^\gamma}(\gamma) \sigma_\partial(x, \zeta) \right) \frac{e^{-i\frac{\pi m(\gamma)}{2} |dT_\gamma|}}{\sqrt{\det(I - P_\gamma)}} v + \ldots, \quad (30) $$

where $m(\gamma)$ resp. $P_\gamma$ are the Maslov index resp. the Poincaré map of $\gamma$, $T_\gamma$ is an element of the holonomy group $\text{Hol}_\gamma$ with respect to the $D^2$-compatible Weitzenböck connection at base point $\gamma \in \mathcal{N}$ whose projection on $M$ is $x$, and

$$ \tilde{\mathcal{F}}_{T_\gamma} := \left\{ \gamma \in \mathcal{N} \mid \tau = -H(\gamma), \mathcal{S}_N^\gamma(\gamma) = \gamma \right\} \quad (31) $$

is the fixed point set of $\mathcal{S}_N^\gamma$.

At this point we would like to comment on the issue of parallel transporter raised at the beginning of this article and reproduce Sandoval’s work [4, Thm. 2.8] as a special case of this theorem. We set $\alpha = 0$ and $\beta = 1$ in (23) so that the Dirac equation (5) on the ultrastatic spacetime becomes

$$ -i \partial_t u = H_Du, \quad H_D := c dt \left( \hat{D} - U \right), \quad (32) $$

where $H_D$ is the Dirac Hamiltonian, $c$ is the Clifford multiplication (see (54)) and $U$ is the potential (see (56)) allowed by the most general Dirac-type operator. Sandoval plumped for $U = 0$ and used the parallel transporter $\tilde{T}$ corresponding to $\hat{D}$ instead of $\hat{D}$ and hence $\tilde{T}$ together with a suitable average of $W := \hat{D} - \hat{D}$ showed up under the $\text{tr}$ in (30) in her result. However, no such ad-hoc choices are necessary in our formulation at all, rather $T$ naturally induces the parallel transport $\tilde{T}$ with respect to $\hat{D}$ for the preceding choices.

In the future, several generalisations have been planned. For instance, we intend to address the spectral asymptotics on stationary black holes and explore the semi-classical regime. We also wish to extend the study for Hodge-d’Alambertians and
connect with interesting applications on relativistic quantum chaos on curved spacetimes.

1.2 Convention

Throughout the article, a vector bundle \( E \to M \) means a smooth complex vector bundle over a Hausdorff, second countable \( d \in \mathbb{N} \)-dimensional smooth manifold \( M \). We use the notation \( \hat{E} \) to symbolise the zero-section removed part of \( E \). Occasionally, \( E \) is endowed with a non-degenerate sesquilinear form \( \langle \cdot | \cdot \rangle \) which is assumed to be antilinear in its first argument. By a hermitian form \( \langle \cdot | \cdot \rangle \) on \( E \) we mean a positive-definite \( \langle \cdot | \cdot \rangle \). A Lorentzian manifold and its special case - a globally hyperbolic manifold, both are denoted by \((M, g)\) with metric signature \(+−\ldots−\), and \( d := \dim M \geq 2 \). Unless mentioned otherwise, \((\Sigma, \iota)\) represents an immersed (resp. embedded) submanifold of a manifold \( M \) (resp. a globally hyperbolic manifold \((M, g)\)). Then \( E_{\Sigma} \) resp. \( T^* M_{\Sigma} \to \Sigma \) represent the pullback bundles of \( E \) resp. the cotangent bundle \( T^* M \) via the immersion \( \iota \).

Let \( \Omega^{1/2} \to M \) be the bundle of half-densities over \( M \). We denote the vector spaces of smooth and compactly supported smooth half-densities on \( E \) by \( C^\infty(M; E \otimes \Omega^{1/2}) \) and \( C_c^\infty(M; E \otimes \Omega^{1/2}) \), and endow them with the Fréchet space and the inductive limit topologies, respectively. The vector spaces of distributional half-densities \( \mathcal{D}'(M; E \otimes \Omega^{1/2}) := \left( C^\infty_c(M; E^* \otimes \Omega^{1/2}) \right)' \) and compactly supported distributional half-densities \( \mathcal{E}'(M; E \otimes \Omega^{1/2}) := \left( C^\infty(M; E^* \otimes \Omega^{1/2}) \right)' \) on \( E \) are defined by the topological duals of \( C^\infty_c(M; E^* \otimes \Omega^{1/2}) \), \( C^\infty(M; E^* \otimes \Omega^{1/2}) \), which are equipped with the weak *-topologies induced by the topologies of \( C^\infty_c(M; E^* \otimes \Omega^{1/2}) \) resp. \( C^\infty(M; E^* \otimes \Omega^{1/2}) \), where \( E^* \to M \) is the dual bundle of \( E \). Unless stated otherwise, we have notationally suppressed \( \Omega^{1/2} \) on a generic manifold \( M \) for brevity, whereas, on an oriented Lorentzian manifold \((M, g)\) we use the natural Lorentzian volume form \( d\nu_g \) to identify \( C^\infty(M; E) = C^\infty(M; E \otimes \Omega^{1/2}) \), \( \mathcal{D}'(M; E) = \mathcal{D}'(M; E \otimes \Omega^{1/2}) \). Additionally, one defines the space \( C_{sc}^\infty(M; E) \) of spatially compact smooth sections of \( E \) as the set of all \( u \in C^\infty(M; E) \) for which there exists a compact subset \( K \) of \( M \) such that \( \text{supp } u \subset J(K) \) where \( J(K) := J^+(K) \cup J^-(K) \) and \( J^\pm(K) \) are the causal future(past) of \( K \); as a vector space \( C_{sc}^\infty(M; E) \subset C^\infty(M; E) \) \[15, \text{Not. 3.4.5}\]. Echoing this spirit \( C^\infty(M) \) denotes the set of all complex-valued smooth functions on \( M \).

The principal symbol of a normally hyperbolic operator \( \Box \) on \( E \) is given by

\[
\sigma_{\Box}(x, \xi) := g^{-1}_x(\xi, \xi) \mathbb{1}_{\text{End } E_x}, \tag{33}
\]

for any \((x, \xi) \in C^\infty(M; T^* M)\). In other words, in any coordinate frame \((\partial/\partial x^i)\) on a chart \((U, (x^i))\) of \( M \), after bundle trivialisations:

\[
\Box|_U = -g^{ij} \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} + \text{lower order terms}, \quad i, j = 1, \ldots, d, \tag{34}
\]

where Einstein’s summation convention has been used.
The Hamiltonian (15) of the geodesic flow $\Phi_t$ is defined with a 1/2 prefactor so that the relativistic Hamiltonian flow is identical to the geodesic flow as in [5, Rem. 7.2].

In this article, only the polyhomogeneous symbol class $S^m(\cdot)$ has been used and we follow the convention\(^6\) as in Hörmander’s treatises [10, 12] for Fourier integral operators. Thus, a Fourier integral operator $A : C_c^\infty(N; F) \to D'(M; E)$ of order at most $m \in \mathbb{R}$ associated with a homogeneous canonical relation (see e.g. [12, Def. 21.2.12]) $C \subset \dot{T}M \times \dot{T}N$ which is closed in $\dot{T}(M \times N)$, is a continuous linear operator whose Schwartz kernel $A$ is an element in the space $I^m(M \times N, C'; \text{Hom}(F, E))$ of Lagrangian distributions (see e.g. [10, Def. 25.2.1]), where $F \to N$ is a smooth complex vector bundle over a smooth manifold $N$. Locally this means that $A = (A^{r}_k)_{rk E \times rk F}$ can be identified with a matrix of scalar Lagrangian distributions $A^{r}_k$ on respective Euclidean spaces and modulo smoothing kernels each $A^{r}_k$ is of the form (see e.g. [10, Prop. 25.1.5’])

$$A^{r}_k = (2\pi)^{-(\dim M + \dim N + 2n - 2e)/4} \int_{\mathbb{R}^n} d\theta \ e^{i \varphi(x, y; \theta)} a^{r}_k(x, y; \theta), \quad (35)$$

where $\varphi$ is a clean phase function (see e.g. [12, Def. 21.2.15]) with excess $e$ and $a^{r}_k$ is a symbol of order $m + (\dim M + \dim N - 2n - 2e)/4$ having support in the interior of a sufficiently small conic neighbourhood of the fibre-critical manifold $\mathcal{C}$ of $\varphi$ contained in the domain of definition of $\varphi$. As per se the chosen symbol class, each $a^{r}_k$ can be expressed by the asymptotic series (see e.g. [12, Prop. 18.1.3, Def. 18.1.5])

$$a^{r}_k \sim a^{r}_k + \sum_{l \in \mathbb{N}} a^{r}_{k;l}, \quad (36)$$

for large $\theta$, where $a^{r}_k$ is a function of $(x, y; \theta)$ whose degree of homogeneity is the same as that of $a^{r}_k$ and the degrees of $a^{r}_{k;l}$’s are dropped by a factor of $l$’s from the top-degree when $|\theta| \geq 1$. In the $|\theta| < 1$ regime, one multiplies the preceding expression by a cutoff function vanishing identically near $\theta = 0$ and which becomes identity whenever $|\theta| \geq 1$. The principal symbol $\sigma_k$ of $A$ is locally given by the matrix of elements (see e.g. [10, Prop. 25.1.5])

$$\sigma^{r}_{A_k}(x, \xi; y, \eta) = a^{r}_k \sqrt{|d\xi|^2 |d\eta|^2} e^{i\pi \text{sgn}(\text{Hess } \varphi)/4} / \sqrt{\text{det}(\text{Hess } \varphi)}^{1/2}, \quad (37)$$

when $\varphi$ is non-degenerate and here Hess denotes the Hessian; for a clean phase function the expression is a bit complicated and available in [3] (see also [10, (25.1.5’)]). In the context of principal symbols, we have used $\equiv$ to mean modulo the Keller–Maslov contribution $e^{i\pi \text{sgn}(\text{Hess } \varphi)/4}$, i.e.,

$$\sigma^{r}_{A_k}(x, \xi; y, \eta) \equiv a^{r}_k \sqrt{|d\xi||d\eta|} / \sqrt{\text{det}(\text{Hess } \varphi)}^{1/2}. \quad (38)$$

\(^6\) In particular, our convention is identical to that used by Strohmaier–Zelditch [5, Sec. 7] but slightly different from Duistermaat–Guillemin [3, Sec. 7] and Sandoval [4, Sec. 2.1].
The Fourier transform \( F(u) \) of any \( u \in L^1(\mathbb{R}^d, \, dx) \) is
\[
F(u) := \int_{\mathbb{R}^d} e^{-ix \cdot \theta} u \, dx \quad \text{and} \quad u = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ix \cdot \theta} F(u) \, d\theta, \tag{39}
\]
whenever \( F(u) \) is integrable and here \( \cdot \) is either the Euclidean or the Minkowski inner product depending on the context.

We have used the symbols \([\cdot, \cdot]_\pm\) for the (anti-)commutator brackets.

1.3 Proof Strategy and Novelty

We divide the description in several steps to give a panorama view.

1.3.1 \( U_t \) as a Fourier Integral Operator

This pivotal idea was originally due to Duistermaat and Guillemin [3] who worked it out (modulo smoothing operators) in the context of scalar half-wave operators on an ultrastatic spacetime. We, however, have not followed their approach directly, instead have expressed \( U_t \) in terms of the Killing flow \( \Xi_t^* \) and the causal propagator (see (67)) \( G \) of \( D \) by propounding Strohmaier and Zelditch’s work on d’Alembertian [5]. More precisely, there exists unique advanced and retarded Green’s operators for \( D \) owing to the global hyperbolicity of \((M, g)\) and hence \( G \) together with the restriction operator \( \iota^*_\Sigma \) (see Appendix B) pave the way to construct the Cauchy restriction operator \( R \) as described in Sect. 2.6. By Assumption 1 (c), the time flow determines the time evolution of Cauchy data. The combination of these facts allows us to express \( U_t \) as a Lagrangian distribution as inscribed in Lemma 5.3. The preceding notions are depicted schematically in Fig. 2. In order to describe \( U_t \) as a Fourier integral operator, one is required to obtain such a description of \( G \) and \( \iota^*_\Sigma \). Both are well-known for the scalar case and the bundle generalisation is straightforward for the latter. But the former demands an intricate treatment due to possible bundle curvature, which has been spelled out in Lemma 2.1. In fact, this is precisely from where the expedient choice (as discussed in the introduction) in Sandoval’s work stems. We have computed \( \sigma_\xi \) in Lemma 2.1 deploying the \( D^2 \)-compatible Weitzenböck connection in an

\[ C^\infty_c(\Sigma; E) \xrightarrow{G} \ker D \xrightarrow{G} C^\infty_c(\iota_{\Sigma_t}(\Sigma_t); E) \]
\[ (\iota^*_\Sigma)^{-1} \quad \mathcal{R} \quad \mathcal{R}_t \quad (\iota^*_{\Sigma_t})^{-1} \]
\[ C^\infty(\Sigma; E_\Sigma) \xrightarrow{U_t} C^\infty(\Sigma_t; E_{\Sigma_t}) \]

Fig. 2 The time evolution map \( U_t \) in terms of the causal propagator \( G \) and the induced Killing flow \( \Xi_t^* \).
Here, \( \mathcal{R} \) is the Cauchy restriction map and \( \iota^*_\Sigma \) is the restriction map.
intrinsically geometric fashion. As a consequence, it solves the relevant leading order transport equation concisely from where the holonomy group shows up elegantly. Furthermore, it closes the ad-hoc consideration in Sandoval’s analysis as explained after Theorem 1.5.

In contemporary of this work, Capoferri and Murro [16, Thm. 1.1] have obtained an oscillatory integral representation of $U_t$ (modulo smoothing operators) for the reduced massless Dirac equation (in the sense of Definition 3.5 of their paper) on a 4-dimensional spatially compact globally hyperbolic spin-spacetime using the global phase function approach [17] of Fourier integral operators. An antecedent of this analysis can be traced back to Capoferri and Vassiliev [18] who have constructed $U_t(\tilde{D}) := (3)$ (modulo smoothing operators) as a summation of two invariantly defined oscillatory integrals, global in space and in time, with distinguished complex-valued phase functions, when $\tilde{D}$ is a massless spin-Dirac operator on a 3-dimensional closed Riemannian manifold.

It is worthwhile to mention that one cannot deploy the algorithm used in [16, 18] in a straightforward way to derive the Fourier integral description of $U_t$ (Lemma 5.3) in the present setting. This is primarily because the Dirac Hamiltonian

$$H_D := -i \frac{c(dr)(h_{ij}c(dx^i)\nabla^j + U) + h_{ij}c dr(dx^j)}{\beta^2 - \|\alpha\|^2_h - h_{ij} \alpha^i c(dr)c(dx^j)}$$

on a standard stationary spacetime is not of Dirac-type (albeit it is a first-order elliptic operator) which is one of the key assumptions of the hindmost literatures.

### 1.3.2 Principal Symbol of $Tr\ U_t$

If $\mathcal{U}_t(x, y) := U_t(x, y) \, dt \otimes \sqrt{|d\nu_h(x)|} \otimes \sqrt{|d\nu_h(y)|}$ denotes the Schwartz kernel of $U_t$ then one considers the smoothed-out operator $U_\rho$

$$U_\rho := \int_{\mathbb{R}} U_t F^{-1}(\rho) \, dt, \quad (F^{-1}(\rho))(t) = \frac{1}{2\pi} \int_{\text{Spec} L} e^{it\lambda} \rho(\lambda) \, d\lambda,$$

where $\rho$ is a Schwartz function on $\mathbb{R}$ such that supp$(F^{-1}(\rho))$ is compact. Let $U_\rho(x, x)$ represents the embedding of $U_\rho(x, y)$ to the diagonal in $\Sigma \times \Sigma$. The distributional trace $Tr\ U_t$ is then obtained by

$$Tr\ U_\rho := \int_\Sigma \text{tr} \left( U_\rho(x, x) \right) \, d\nu_h(x),$$

where $\text{tr} : End\ E \to \mathbb{C}$ is the endomorphism trace.

In order to compute $\sigma_{TrU_t}$ we employ the bundle generalisation of Duistermaat and Guillemin’s [3] idea, due to Sandoval [4]. One notices that the mapping $\mathcal{U}_t(x, y) \mapsto U_t(x, x) \, d\nu_h(x)$ can be viewed as the pullback

$$\Delta^* : C_c^\infty(\mathbb{R} \times \Sigma \times \Sigma; \Omega_{\mathbb{R}} \boxtimes \text{Hom}(E_\Sigma, E_\Sigma) \otimes \Omega_{\Sigma \times \Sigma}^{1/2})$$

$$\to C_c^\infty(\mathbb{R} \times \Sigma; \Omega_{\mathbb{R}} \boxtimes \text{End} E_\Sigma \otimes \Omega_{\Sigma \times \Sigma})$$

(43)
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of $\mathcal{U}_t$ via the diagonal embedding
\[
\Delta : \mathbb{R} \times \Sigma \to \mathbb{R} \times \Sigma \times \Sigma. \tag{44}
\]
It follows that $\Delta^*$ is a Fourier integral operator of order $(d - 1)/4$ associated to the canonical relation $C_{\Delta^*} := \{(t, x, \xi; t, x, \xi) \in \hat{T}^* \mathbb{R} \times \hat{T}^* \mathbb{R} \times \hat{T}^* \Sigma \times \hat{T}^* \Sigma \}$ [3, (1.20)]. Hence, for a fixed $t$, $\text{tr}(\Delta^* \mathcal{U}_t)$ is density on $\Sigma$ which can be integrated. The integration over $\Sigma$ is the pushforward
\[
\pi_* : C_c^\infty(\mathbb{R} \times \Sigma; \Omega_{\mathbb{R}} \boxtimes \Omega_{\Sigma}) \to C^\infty(\mathbb{R}; \Omega_{\mathbb{R}}), \quad \text{tr}(\Delta^* \mathcal{U}_t) \mapsto \pi_*\left(\text{tr}(\Delta^* \mathcal{U}_t)\right) \tag{45}
\]
of the Cartesian projection
\[
\pi : \mathbb{R} \times \Sigma \to \mathbb{R}, \tag{46}
\]
which is also a Fourier integral operator of order $1/2 - (d - 1)/4$ associated to the canonical relation $C_{\pi_*} := \{(t, t; t, x, 0) \in \hat{T}^* \mathbb{R} \times \hat{T}^* \mathbb{R} \times \hat{T}^* \Sigma \}$ [3, (1.22)]. Therefore
\[
\text{Tr} U_t = \pi_* \circ \text{tr}(\Delta^* \mathcal{U}_t). \tag{47}
\]
Alternatively, one can also integrate $\Delta^* \mathcal{U}_t$ over $\Sigma$ so that $\pi_* (\Delta^* \mathcal{U}_t)$ is a $\text{End } E_\Sigma$-valued density on $\mathbb{R}$ by reckoning $\pi_* : C_c^\infty(\mathbb{R} \times \Sigma; \Omega_{\mathbb{R}} \boxtimes \text{End } E_\Sigma \otimes \Omega_{\Sigma}) \to C^\infty(\mathbb{R}; \Omega_{\mathbb{R}} \boxtimes \text{End } E_\Sigma)$. Then taking the endomorphism trace one arrives at
\[
\text{Tr} U_t = \text{tr}(\pi_* \circ \Delta^* \mathcal{U}_t). \tag{48}
\]
Hence, in this sense
\[
\pi_* \circ \text{tr} \circ \Delta^* = \text{tr} \circ \pi_* \circ \Delta^* \tag{49}
\]
and one utilises the clean intersection (as detailed in Appendix A) between $\pi_* \circ \Delta^*$ and $\mathcal{U}_t$ to compute the principal symbol of $\text{Tr} U_t$.

### 1.3.3 Spectral Theory

Albeit finite energy solutions of Dirac equation do not live in $L^2$ sections of $E$, $\ker D$ can be naturally given a hermitian structure by equipping with a Killing flow invariant hermitian form $\langle \cdot | \cdot \rangle$ owing to Assumption 1 (b). It is noteworthy that the non-definiteness of $\langle \cdot | \cdot \rangle$ is a characteristic feature of any Lorentzian spin-manifold: a positive-definite $\langle \cdot | \cdot \rangle$ invariant under the spin group only exists for the Riemannian case.
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1.3.4 Weyl Law

There are a number of approaches to deriving the Weyl law (see e.g. the review \[19\]). Amongst those, we will use the Fourier–Tauberian argument \[1\] (see also, e.g. \[20, App. B\], \[21\] and references therein). The key idea is to relate the Weyl counting function with $\text{Tr } U_t$ via the distributional Fourier transform

$$\frac{dN}{d\lambda} = \mathcal{F}^{-1}_{\lambda \rightarrow \lambda} (\text{Tr } U_t)$$

(50)

and compute the right hand side using the express for $\text{Tr } U_0$.

1.4 Organisation of the Paper

We end this section with a literature review of pertinent results. Section 2 provides the geometric setup of this article where we have briefly collected the rudimentary backgrounds on globally hyperbolic stationary spacetimes and on Dirac-type operators together with their causal propagators. Derivation of the trace formula for $U_t$ resp. the spectral theory of $L$ have been presented in Sect. 3 resp. in Sect. 4. The announced results on singularity analysis of $\text{Tr } U_t$ have been proven in Sect. 5 where we have computed $\sigma_{U_t}$ for trivial $T = 0$ and non-trivial $T \neq 0$ periodic orbits. The key technical tool of this computation is the composition of Fourier integral operators which has been reviewed in Appendix A for the convenience of readers. To maintain a smooth flow of the main text, we have placed the restriction map on a vector bundle in Appendix B.

1.5 Literature

The field of asymptotic (semiclassical) trace formulae stems from the study of Green’s operator for a Schrödinger operator in the limit of vanishing Planck’s constant by Gutzwiller [22]. This seminal work is not entirely rigorous; see for instance, the expositions [23, 24] for a scrutinised discussion of his original idea. A number of mathematically diligent proofs (see e.g. [25, Thm. 3] and the expository articles [23, 26] with references therein) have been reported since then. Amongst these, Chazarain [2, 27] (for Laplace–Beltrami operator on a closed Riemannian manifold) and Duistermaat–Guillemin [3] (for a scalar, elliptic, selfadjoint and positive first-order pseudodifferential operator $P$ on a compact manifold without boundary) deployed global Fourier integral operators to derive the complete singularity structure of the wave-trace. We refer to the monographs [10, Chap. XXIX], [20, Chap. 1], [28, Chap. 11] for details.

Bolte and Keppeler [29, 30] have generalised Gutzwiller’s work for spin Dirac operators on Minkowski spacetime (see also the elucidating articles [31, 32] and references therein for chronological developments). In contemporary to their reports, mathematically rigorous analysis has been reported by Sandoval [4] promoting the Duistermaat–Guillemin framework for Dirac-type operators on a closed Riemannian
manifold. Her result on Dirac-wave-trace invariants at the trivial period is closely related to the evaluation of the residues of the eta-invariant by Branson and Gilkey [33] and the behaviour of eigenfunctions in the high energy limit by Jakobson and Strohmaier [34]. In the particular case of a massless Dirac operator on a closed 3-dimensional Riemannian spin manifold, Capoferri and Vassiliev [18] have computed the third local Weyl coefficients by advancing the framework by Chervova et al. [35] (see also the review by Avetisyan et al. [36]) for asymptotic spectral analysis of a general elliptic first-order system; see [35, Sec. 11] for a bibliographic overview. An in-depth investigation of different spectral coefficients of a selfadjoint Laplace-type operator on a hermitian vector bundle over a closed Riemannian manifold has been performed by Li and Strohmaier [37]. In particular, they have obtained the relevant coefficients for Dirac-type operators with a more general bundle endomorphism than in Sandoval [4] (identity endomorphism) and in Branson-Gilkey [33] (scalar endomorphism), and bridged the results by Chervova et al. [35] (and their follow up works as mentioned in [37]) with the known heat-trace invariants.

The primary and common ingredient of [4, 18, 29, 30] is to determine the time evolution operator (modulo smoothing operators) by solving the transport equations order by order. Keppeler have also identified terms responsible for spin-magnetic and spin-orbit interactions in the semiclassical expression. However, they have finally considered a regularised truncated time evolution operator by introducing an energy localisation to deal with the continuous spectrum of Dirac Hamiltonian arising due to the non-compact Minkowski spacetime. Such restrictions were absent in the rest of the hindmost references as they considered closed Riemannian manifolds and utilised the full power of Fourier integral operator theory in contrast to Bolte–Keppeler who have worked with oscillatory integrals. A novel feature in the lines of research by Vassiliev and his collaborators [35, 36] is the second term of the Weyl law (see the references cited in these papers for earlier works). Analogous results have been achieved by Li–Strohmaier [37] employing a different spectral analysis. Specifically, the global phase function approach [17] of Fourier integral operators has been deployed in [18] to construct (modulo smoothing operators) the solution operator of a massless spin-Dirac operator on a 3-dimensional closed Riemannian manifold. They have also provided a closed formula for the principal symbol and an algorithm for computing the subprincipal symbol of this operator.

A general relativistic generalisation of Duistermaat–Guillemin–Gutzwiller trace formula has been initiated by Strohmaier and Zelditch [5, 38] (see also the review [39]) who have studied the d’Alembertian on a globally hyperbolic spatially compact stationary spacetime. Their crucial step was to set up a relativistic description of the classical and the quantum dynamics and advance the celebrated Duistermaat–Guillemin [3] framework accordingly. In particular, they have expressed the time evolution operator by means of the causal propagator of d’Alembertian and Killing flow, and computed its principal symbol by utilising the symbolic calculus of Fourier integral operators based on Duistermaat and Hörmander’s [9] classic work of distinguished parametrices. Subsequently, they employed Guillemin’s symplectic residue [40] approach at trivial period and tailored the Duistermaat–Guillemin computation for the non-trivial periods. Consequently, the Weyl law in the space of lightlike geodesic strips has been reported by them using the standard Fourier–Tauberian argument. Apart from the cur-
rent report, their work has been generalised in a bundle setting for a d’Alembertian on a globally hyperbolic stationary Kaluza–Klein spacetime by McCormick [41] who utilised some technical results of this article.

2 The Setup

2.1 Globally Hyperbolic Stationary Spacetime

Let \((M, g)\) be a \(d \geq 2\) dimensional globally hyperbolic spacetime. This means that this spacetime is isometrically diffeomorphic to the product manifold

\[ (M, g) \cong (\mathbb{R} \times \Sigma_t, \beta \, dt^2 - h_t), \]

where \(\beta \in C^\infty(\mathbb{R} \times \Sigma, \mathbb{R}_{>0})\) is the lapse function, \(t \in C^\infty(\mathbb{R} \times \Sigma, \mathbb{R})\) is the natural projection, each level set \(\Sigma_t := \{ x \in M | t(x) = t \}\) of a global Cauchy temporal function \(t\) is a Cauchy hypersurface, and \((h_t)_t\) is a 1-parameter family of Riemannian matrices on \(\Sigma_t\) that varies smoothly with \(t\).

A stationary spacetime \((M, g, \Xi)\), per se, is an oriented and time-oriented Lorentzian manifold \((M, g)\) admitting a global timelike Killing flow \(\Xi : \mathbb{R} \times M \to M\). This flow is physically interpreted as the flow of time and it allows a canonical yet non-unique global (resp. local) splitting of the spacetime manifold \(M\) (resp. metric \(g\)). Not all stationary spacetimes are globally hyperbolic and we restrict to only those which are. The survey article [42] (and the original references cited therein) is referred for different equivalent characterisations of global hyperbolicity and the necessary and sufficient conditions for a stationary spacetime to be globally hyperbolic.

Note, on a generic \(d > 2\)-dimensional (standard) stationary spacetime the Killing vector field \((\partial_t =)Z\) is not orthogonal to \(\Sigma_t\) because the corresponding 1-form \(Z^\flat\) does not satisfy the hypersurface-orthogonality condition: \(Z^\flat \wedge dZ^\flat \neq 0\) (i.e., the orthogonal geometric distribution of \(Z\) is non-involutive). Physically this means that the neighbouring orbits of \(Z\) can twist around each other. In \(d = 2\) this cannot happen, i.e., every Killing vector field is at least locally hypersurface-orthogonal. If one imposes the condition that \(\Sigma_t\) is orthogonal to the orbits of the spacetime isometry, then \((M, g, \Xi)\) is called a static spacetime and one has a canonical non-unique global time-coordinate \(t\). In this case the shift vector field \(\alpha\) vanishes identically so that there is no \(d\) \(dx^j\)-type cross terms in (23). Additionally, if we demand that \(Z\) has a constant norm, then a static spacetime is called an ultrastatic spacetime. This enforces the lapse function \(\beta\) to be the identity function.

2.2 Dirac-Type Operators

Suppose that \((E \to M, (\cdot | \cdot))\) is a vector bundle over a spacetime \((M, g)\), endowed with a sesquilinear form \((\cdot | \cdot)\) and that \(D\) is a Dirac-type operator on \(E\), symmetric with respect to \((\cdot | \cdot)\). Therefore, \(D^2\) is a normally hyperbolic operator and by the polarisation identity (see e.g. [43, Rem. 2.19])
for any \((x, \xi), (x, \eta) \in C^\infty (M; T^* M)\). Moreover, \(\sigma_D\) defines a Clifford action of \(T^* M\) on \(E\) by

\[
\sigma_D (d f) := i [D, f]_-
\]

for any \(f \in C^\infty (M)\), which turns \((E \rightarrow M, (\cdot | \cdot))\) into a bundle of Clifford modules \((E \rightarrow M, (\cdot | \cdot), \sigma_D)\) over \((M, g)\). Furthermore, (53) gives the Leibniz rule for \(D\) and the Clifford mapping (52) defines the (pointwise) Clifford multiplication

\[
c ((x, \xi) \otimes u) := \sigma_D (x, \xi) (u)
\]

for any \((x, \xi) \in C^\infty (M; T^* M), u \in C^\infty (M; E)\). By the Weitzenböck formula (see e.g. [44, Prop. 3.1]), given a Dirac-type operator \(D\) on any vector bundle \((E \rightarrow M, (\cdot | \cdot))\), there exists a unique \((\cdot | \cdot)\)-compatible connection \(\nabla\) on \(E\), called the Weitzenböck connection, and a unique potential \(V \in C^\infty (M; \text{End } E)\) such that

\[
D^2 = - \text{tr}_g \left( (\nabla^{LC} \otimes \mathbb{1}_E + \mathbb{1}_{T^* M} \otimes \nabla) \circ \nabla \right) + V,
\]

where \(\text{tr}_g : C^\infty (M; T^* M \otimes T^* M) \rightarrow C^\infty (M)\) denotes the metric trace: \(\text{tr}_g ((x, \xi) \otimes (x, \eta)) := g_x^{-1}(\xi, \eta)\) and \(\nabla^{LC}\) is the Levi–Civita connection on \(M\). The most general Dirac-type operator on a Clifford module \((E \rightarrow M, (\cdot | \cdot), \sigma_D)\) then has the form

\[
D = - i c \circ \nabla + U,
\]

where the potential term \(U \in C^\infty (M; \text{End } E)\) is defined by the hindmost equation. The preceding assumption entails that \(U\) and \(- i \nabla_X\) are symmetric with respect to \((\cdot | \cdot)\) provided that \(X\) is divergence free.

The Weitzenböck connection \(\nabla\) induces a connection \(\nabla^{\text{Hom}(E, E)}\) on the homomorphism bundle \(\text{Hom}(E, E) \rightarrow M\) over the spacetime, which is not, in general, a Clifford connection as can be seen readily by taking covariant derivative of (52) with respect to this connection and properties of the Levi–Civita covariant derivative. In particular, locally one can always choose an orthonormal frame \(\{e_i\}\) and its coframe \(\{\varepsilon^i\}\) on \(M\), and express \(D = - i \nabla + U\), where we have use the Feynman-slash notation: \(\nabla := \sigma_D (\varepsilon^i) \nabla e_i\), i.e., \(\nabla\) is composed with Clifford multiplication and then traced over. A bit lengthy yet straightforward computation yields

\[
D^2 = - \text{tr}_g \left( (\nabla^{LC} \otimes \mathbb{1}_E + \mathbb{1}_{T^* M} \otimes \nabla) \circ \nabla \right) - \frac{1}{2} \mathcal{R} + U^2 - i \nabla (U)
\]

\[
- \left( \nabla^{\text{Hom}(E, E)} (\sigma_D (\varepsilon^j)) + \nabla^j + i U \sigma_D (\varepsilon^j) + i \sigma_D (\varepsilon^j) U \right) \nabla e_j,
\]

where \(\mathcal{R}\) is the Ricci scalar.
where \( R, \Gamma, \) and \(-R/2 := -\sigma_D(X^\flat) \sigma_D(Y^\flat) R_{X,Y}/2\) are the curvature, connection 1-form, and Weitzenböck curvature of \( \nabla \), respectively. Since \( \nabla \) is a Weitzenböck connection, comparing with (55) we equate the coefficients of \( \nabla \epsilon_i \) in the foregoing equation of \( D^2 \) to zero to obtain the covariant derivative of \( \sigma_D \):

\[
\nabla^{\text{Hom}(E,E)}(\sigma_D(\epsilon^j)) = -\nabla - [U, \sigma_D(\epsilon^j)]_+, \quad j = 1, \ldots, d.
\]

(58)

**Remark 1** A Clifford connection \( \tilde{\nabla}^{\text{Hom}(E,E)} \), characterised by

\[
[\tilde{\nabla}^{\text{Hom}(E,E)}_X, \sigma_D(x, \eta)]_- = \sigma_D(x, \nabla^{1,\Sigma}_X \eta)
\]

(59)

for any \((x, X) \in C^\infty(M; TM)\) and any \((x, \eta) \in C^\infty(M; T^*M)\), always exists and then the Clifford module bundle \((E \rightarrow M, (\cdot|\cdot), \sigma_D, \tilde{\nabla})\) is called the Dirac module bundle where the most general Dirac-type operator has the form

\[
\tilde{D} := -i c \circ \tilde{\nabla} + \tilde{U}
\]

(60)

for all \( \tilde{U} \in C^\infty(M; \text{End } E) \) such that (cf. (58))

\[
[\tilde{U}, \sigma_D(\cdot)]_- = 0.
\]

(61)

The operator \( \tilde{D} \) has the same principal symbol as \( D \) so that they differ only by a smooth term. Since \( \tilde{\nabla} \) is compatible with the Clifford multiplication (54), \( \tilde{D} \) is sometimes called compatible Dirac-type operator.

Note, the spin connections induced by the Levi–Civita connection are example of a Clifford connection and the corresponding massive spin-Dirac (see e.g. [43, Exm. 2.21]) and twisted spin-Dirac operators (see e.g. [43, Exm. 2.22]) are indeed compatible Dirac-type operators where \( \tilde{U} \) models the mass (in the appropriate limit) term.

The condition (58) and the Remark 1 are originally due to Branson and Gilkey [33, Lem. 2.3] who have worked on Riemannian setting and considered \( \tilde{U} = 0 \).

### 2.3 Lie Derivative on \( C^\infty(M; E) \)

On a stationary spacetime \((M, g, \mathcal{E})\), the cotangent lift \( T^*\mathcal{E}_s \) of the spacetime isometry \( \mathcal{E}_s \) naturally induces a \( \mathbb{R} \) action on \( T^*M; T^*\mathcal{E}(s; y, \eta) := (T^*_s \mathcal{E}_s)(y, \eta) \). Furthermore, the pullback \( \mathcal{E}^* : C_c^\infty(M; E) \rightarrow C^\infty(\mathbb{R} \times M; E) \) via the Killing flow \( \mathcal{E}_s : M \rightarrow M \) and the fibrewise isomorphism \( \hat{\mathcal{E}} \) as depicted in Fig 1, is a Fourier integral operator whose Schwartz kernel is given by (see e.g. [45, (2.4.4),(2.4.22)])

\[
\Xi \in I^{-1/4}(\mathbb{R} \times M \times M, \Gamma'; \text{Hom}(E, E)),
\]

\[
\Gamma := \{(s, \tau; x, \xi; y, -\eta) \in \hat{T}^*\mathbb{R} \times \hat{T}^*M \times \hat{T}^*M \mid \tau = -\xi(Z), (x, \xi) = (T^*_x \mathcal{E}_s)(y, \eta)\},
\]

\[
\sigma_{\Xi} = (2\pi)^{1/4}1_{\text{Hom}(E, E)}\sqrt{|d\mathcal{V}_T|} \otimes 1,
\]

\( \Xi \) Springer
where $d\nu_\Gamma$ is the volume form on the homogeneous canonical relation $\Gamma \subset \hat{T}^* (\mathbb{R} \times M) \times \hat{T}^* M$ and $l$ is a section of the Keller–Maslov bundle $\mathbb{L}_\Gamma \to \Gamma$ over $\Gamma$, constructed as below. One observes that $\Gamma$ is the graph of $T^* \Xi$ and at $s = 0$, $\Gamma$ is essentially the conormal bundle $\Gamma_0 := \{(0, \tau)\} \times (\Delta \hat{T}^* M)'$. Since $\hat{T}^* M$ is a symplectic manifold, it admits the global volume induced by the canonical symplectic form on $\hat{T}^* M$. Then $d\nu_\Gamma$ is obtained via the pullback of the projector $\text{Pr} : \Gamma_0 \to \mathbb{R} \times \hat{T}^* M$, which is invariant under the flow $\Psi_s$ of the Hamiltonian vector field generated by the extended Hamiltonian $\tau + \xi(Z)$ and given by $d\nu_\Gamma = ds \otimes dx \wedge d\xi$ in the parametrisation (62b).

To construct $\mathbb{L}_\Gamma$ we re-use the fact that $\Psi_s$ sweeps out $\{(0, \tau)\} \times (\Delta \hat{T}^* M)'$ to $\Gamma$ and hence $\mathbb{L}_\Gamma$ is constructed by parallelly transporting the sections of $\mathbb{L}_0$ along the orbits of $\Psi_s$, where $\mathbb{L}_0$ the Keller–Maslov bundle over $\Gamma_0$ consists of global constant section (see e.g. [25, Sec. 4], [28, Sec. 5.13]).

More generally, $\Xi^*$ can be extended to a sequentially continuous linear map on $I^m (M, \mathcal{L}; E)$ by

$$\Xi^* : I^m (M, \mathcal{L}; E) \to I^{m-1/4} (\mathbb{R} \times M, \Gamma' \circ \mathcal{L}; E), \quad \sigma_{\Xi^* u} \equiv \sigma_{\Xi} \circ \sigma_u \quad (63)$$

for any $u \in I^m (M, \mathcal{L}; E)$. The composition $\circ$ of principal symbols is presented in details in Appendix A and the equation of $\sigma_{\Xi^* u}$ is in the sense of modulo Keller–Maslov part.

The induced Killing flow $\Xi_s^*$ paves the way to define the Lie derivative $\mathcal{L}_Z$ on $E$ with respect to the Killing vector field $Z$:

$$\mathcal{L}_Z u := \frac{d}{ds} \bigg|_{s=0} \Xi_s^* u. \quad (64)$$

Note, $\mathcal{L}_Z$ is essentially a generalisation of the Lichnerowicz spinor Lie derivative for stationary spacetimes when one does not necessarily have a spin-structure.

2.4 Classical Dynamics

The primary tenet of the semiclassical analysis is to connect the relativistic trace formula with its classical dynamics. In non-relativistic mechanics, the cotangent bundle $T^* \Sigma$ models the classical phase space, whereas the Hilbert-space quantum dynamics takes place in $L^2 (\Sigma)$. The naive expectation of using this pair or the pair $(T^* M, L^2 (M; \mathbb{E}))$ does not work because the former depends on the choice of Cauchy hypersurface $\Sigma \subset M$ and for the latter pair, the (Killing flow invariant) sesquilinear form $(\cdot | \cdot)$ on $E$ (Assumption 1 (a)) does not induce any $L^2$-norm. One can, of course, choose an arbitrary hermitian form in order to have a $\tilde{L}^2$ space on $E$, but then this $L^2$-space will depend on the particular choice of the hermitian form as $M$ is non-compact. In pursuance of defining the correct classical dynamics, one notes that $\text{Char} D$ is the lightcone bundle $\hat{T}_0^* M$. Since $\text{Char} D$ and $\text{Char} \square$ are identical, the classical dynamics in this case coincides with that in the Strohmaier–Zelditch trace formula [5] and hence we adopt their formulae. The metric-Hamiltonian $H_g$ is a homogeneous function of degree 2 in the cotangent fibres. Referring to this as the dilation, let $\Xi$ be the Euler vector field which is the generator of this action. On $\hat{T}_0^* M$, clearly $H_g$ vanishes.
and we have \([\mathbb{E}, X_{g/2}] = X_{g/2}\), where \(X_{g/2}\) is the Hamiltonian vector field of \(H_g\). Then the Hamiltonian reduction of \(T^*_0M\) is the manifold of scaled-lightlike geodesic strips \(\mathcal{N}\). That is, if \((M, g)\) is geodesically complete then \(\mathcal{N}\) is the quotient of \(T^*_0M\) by the \(\mathbb{R}\)-group action generated by \(X_{g/2}\). Similarly, by taking the quotient of \(\mathcal{N}\) by the \(\mathbb{R}_+\)-group action generated by \(\mathbb{E}\) we obtain the space of unparametrised-lightlike geodesic strips \(\tilde{\mathcal{N}}\). If \((M, g)\) is a spatially compact globally hyperbolic spacetime then \(\tilde{\mathcal{N}}\) is a conic compact contact manifold whose symplectisation is the conic symplectic manifold \(\mathcal{N}\) induced from the conic contact manifold \(T^*_0M\) [6, pp. 10–12], [7, Thm. 2.1].

We remark that \(\mathcal{N}\) is defined invariantly and [5, Prop. 2.1] \(\zeta : \mathcal{N} \to \tilde{T}^*\Sigma\) (65) is a homogeneous symplectomorphism. Furthermore, the geodesic flow on any spatially compact globally hyperbolic spacetime \((M, g)\) does not necessarily have to be complete.

Recall that on a standard stationary spacetime, a geodesic \(c : \mathbb{R} \to \mathbb{R} \times \Sigma\) can be expressed as \(c(s) = (t(s), c_\Sigma(s))\) and then a periodic one with period \(T\) means

\[ \forall s \in \mathbb{R} : c_\Sigma(s + T) = c_\Sigma(s). \] (66)

The cotangent lift \(\gamma\) of such periodic curves \(c\) on \(\mathcal{N}\) is vital for the Duistermaat–Guillemin–Gutzwiller trace formula. As evident, these are periodic lightlike geodesic strips \(\gamma\) of length \(T\). We note that the set of \(T\)-periodic curves \(\gamma\) on \(\mathcal{N}\) is precisely the length spectrum of \((\Sigma, h)\) for an ultrastatic spacetime. For details, see, for instance [46, 47] and the earlier references cited therein.

### 2.5 Green’s Operators

Since \(D^2\) is a normally hyperbolic operator, it admits unique advanced \(F^\text{adv}\) and retarded \(F^\text{ret}\) Green’s operators on a globally hyperbolic spacetime \((M, g)\) (see e.g. [15, Cor. 3.4.3]). Therefore, there exist unique advanced \(G^\text{adv} := DF^\text{adv}\) and retarded \(G^\text{ret} := DF^\text{ret}\) Green’s operators for \(D\) on \((M, g)\) [48, Thm. 1]. Their antisymmetric combination

\[ G := G^\text{ret} - G^\text{adv} : C^\infty_c(M; E) \to C^\infty_sc(M; E) \] (67)

defines the Pauli–Jordan–Lichnerowicz operator, also known as the causal propagator. We have assumed that \(D\) is symmetric with respect to the sesquilinear form \((\cdot | \cdot)\) on \(E\). Hence, it follows that

\[ (G^\text{adv,ret}u|v) = (u|G^\text{ret,adv}v), (Gu|v) = -(u|Gv), \] (68)

for any \(u, v \in C^\infty_c(M; E)\) due to the fact that \((F^\text{adv,ret}u|v) = (u|F^\text{ret,adv}v)\) (see e.g. [15, Lem. 3.4.4]).
It is well-known that the causal propagator $F := F^{\text{ret}} - F^{\text{adv}}$ for $D^2$ is a Fourier integral operator, i.e., its Schwartz kernel $F$ is a Lagrangian distribution (see e.g. [13, Rem. 2.15]):

\begin{equation}
F \in I^{-3/2}(M \times M, C'; \text{Hom}(E, E)),
\end{equation}

\begin{equation}
\alpha_F = \frac{i}{2} \sqrt{2\pi} w \sqrt{|dv_C|} \otimes I,
\end{equation}

\begin{equation}
\text{Char } F \cap C = \emptyset.
\end{equation}

Here $dv_C$ is the natural density on the geodesic relation

\begin{equation}
C := \{(x, \xi; y, \eta) \in T^*_0 M \times T^*_0 M | \exists! s \in \mathbb{R} : (x, \xi) = \Phi_s(y, \eta)\},
\end{equation}

where $\Phi_s$ is the geodesic flow on the cotangent bundle $T^* M$ restricted to the lightcone bundle $T^*_0 M$. The construction of $dv_C$ is originally due to Duistermaat–Hörmander [9, p. 230] for a generic manifold, which simplifies considerably for a globally hyperbolic spacetime $(M, g)$ as reported by Strohmaier–Zelditch [5, (52), Rem. 7.1]. By definition, for each $(x, \xi; y, \eta) \in C$ there is a unique $s \in \mathbb{R}$ such that $(x, \xi) = \Phi_s(y, \eta)$ so that $C$ can be identified with an open subset of $\mathbb{R} \times T^*_0 M$, where $s \in \mathbb{R}$ is the flow parameter. Recall that the Hamiltonian $H_g$-reduction of $T^*_0 M$ is the conic symplectic manifold $N$ of scaled-lightlike geodesic strips [6, pp. 10-12], [7, Thm. 2.1]. Denoting by $\tilde{s}$, the dilation parameter on $T^*_0 M$, the natural half-density on $C$ is given by

\begin{equation}
\sqrt{|dv_C|} := \sqrt{ds} \otimes \sqrt{|d\tilde{s}|} \otimes \sqrt{|dv_N|}.
\end{equation}

Note, this density differs from that by Duistermaat–Hörmander by a factor of 2 because they used the Hamiltonian flow of $g^{-1}$ to parametrise $N$, in contrast to the flow of the Hamiltonian vector field $X_g/2$ generated by $H_g$. Moreover,

\begin{equation}
\mathcal{L}_{X_g} dv_C = 0.
\end{equation}

The densities on forward (backward) geodesic relations

\begin{equation}
C^\pm := \{(x, \xi; y, \eta) \in T^*_0 M \times T^*_0 M | \exists! s, \tilde{s} \in \mathbb{R} \geq 0 : (x, \xi) = \Phi_s(y, \eta)\}
\end{equation}

follow from the fact that $T^*_0 M = \dot{T}^*_0 M \sqcup \ddot{T}^*_0 M$ in $d \geq 3$. When $d = 2$ then $T^*_0 M$ has 4 connected components and those can be incorporated similarly. In (69b), $I$ is a section of the Keller–Maslov bundle $\mathbb{L}_C \to C$, and $w$ is the unique element of $C^\infty(C; (\pi^* \text{Hom}(E, E))|_C)$ that is diagonally the identity endomorphism and off-diagonally covariantly constant

\begin{equation}
\nabla_{X_g/2}^{\pi^* \text{Hom}(E, E)} w = 0
\end{equation}

with respect to the $D^2$-compatible Weitzenböck covariant derivative $\nabla_{X_g/2}^{\pi^* \text{Hom}(E, E)}$ (Definition 2) along the geodesic vector field $X_g/2$. 
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Remark 2 By Definition 2, $X_g$ acts on $C^\infty(T^*M; \pi^*\text{Hom}(E, E))$. Thus (74) must be interpreted in the sense of the induced Hamiltonian vector field on $C$ by the vector field $(X_g, 0)$ on $(T^*M \times T^*M)$ [9, Rem. 1, p. 216] (see also [10, Rem. 1, p. 69]).

By construction, $G = DF$. Then the preceding information entail that $G$ is a Fourier integral operator associated with the canonical relation $C$.

Lemma 2.1 Let $(E \to M, \sigma_\Theta)$ resp. $\pi : \tilde{T}^*M \to M$ be a bundle of Clifford modules resp. the punctured cotangent bundle over a globally hyperbolic spacetime $(M, g)$ and $D$ a Dirac-type operator on $E$ whose principal symbol is denoted by $\sigma_\Theta$. The Schwartz kernel $G$ of the causal propagator of $D$ is then

$$G \in I^{-1/2}(M \times M, C^*_C; \text{Hom}(E, E)),$$

where $d\nu_C$ is the natural volume form on the geodesic relation $C$, $\mathbb{1}$ is a section of the Keller–Maslov bundle $\mathbb{L}_C \to C$ (as constructed in [9, pp. 231–232]), and $w$ is the unique element of $C^\infty(C; (\pi^*\text{Hom}(E, E))|C)$ that is diagonally the identity endomorphism and off-diagonally covariantly constant

$$\nabla_{X_g/2}^\pi\text{Hom}(E, E) w = 0$$

with respect to the $D^2$-compatible Weitzenböck covariant derivative (Definition 2) $\nabla_{X_g/2}^\pi\text{Hom}(E, E)$ along the geodesic vector field $X_{g/2}$ (Remark 2).

If $(E \to M, \sigma_\Theta, \nabla)$ is a Dirac module bundle with the corresponding Dirac-type operator $\tilde{D}$ then (76) holds with the replacement of $\nabla_{X_g/2}^\pi\text{Hom}(E, E)$ by the $\tilde{D}^2$-compatible connection $\nabla_{X_{g/2}}^\pi\text{Hom}(E, E)$ induced by the Clifford connection $\tilde{\nabla}$.

2.6 Cauchy Problem

Since $D^2$ is a normally hyperbolic operator and $(M, g)$ is a globally hyperbolic spacetime, the Cauchy problem for $D$ is well-posed [48, Thm. 2]. In other words, for an arbitrary but fixed Cauchy hypersurface $\Sigma_t \subset M$, the mapping

$$\mathcal{R}_t : \ker D \to C^\infty_c(\Sigma_t; E_{\Sigma_t}), \ u \mapsto \mathcal{R}_t(u) := u|_{\Sigma_t}, \ \text{supp } u \subset J(\text{supp}(u|_{\Sigma_t}))$$

is a homeomorphism, where $J$ is as defined in Sect. 1.2. Employing this topological isomorphism and Assumption 1 (b), $\ker D$ can be equipped with a (positive definite) hermitian inner product (see e.g. [43, Lem. 3.17]):

$$\langle u | v \rangle := \int_\Sigma \left( c((x, \xi) \otimes u|_{\Sigma})| v|_{\Sigma} \right)_x d\nu_h(x)$$
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where \(dv_h\) is the Riemannian volume element on \((\Sigma, h)\) and \((\cdot, \zeta)\) as in Assumption 1 (b). By global hyperbolicity (Sect. 2.1) of \((M, g)\), there exists a (non-unique) global Cauchy temporal function \(t\) such that each Cauchy hypersurface \(\Sigma_t := t^{-1}(t)\) for any \(t \in \mathbb{R}\) is a level set of \(t\). Then \(\zeta := df / \|df\|\) is a unit normal covector field on \(M\) along \(\Sigma_t\) and we choose the time-orientation employing the global timelike (Killing) vector field \(Z\) such that \(\zeta\) is future-directed. On a static spacetime, we can choose the Killing covector field \((\partial_t)^\flat\) (up to normalisation) for \(\zeta\).

We remark that \(\langle u | v \rangle\) is independent of chosen Cauchy hypersurface \(\Sigma\) due to the Green-Stokes formula. Thus, \((E \to M, \langle \cdot | \cdot \rangle)\) is a hermitian vector bundle where the hermitian form \(\langle \cdot | \cdot \rangle\), of course depends on \((\cdot, \zeta)\) but is independent of chosen Cauchy hypersurface.

The preceding equation entails that, given an initial data \(k \in C^\infty_c(\Sigma; E_{\Sigma})\), any smooth solution \(u\) of the Dirac equation can be expressed as

\[
(u|v) = (-i G \circ (t_\Sigma^*)^{-1} c(\zeta \otimes k)|v), \tag{79}
\]

where \(t_\Sigma^* : C^\infty_c(M; E) \to C^\infty_c(\Sigma; E_{\Sigma})\) is the restriction operator (discussed elaborately in Appendix B). All the maps in the exact complex

\[
0 \to C^\infty_c(M; E) \xrightarrow{D} C^\infty_c(M; E) \xrightarrow{G} C^\infty_c(M; E) \xrightarrow{D} C^\infty_c(M; E) \tag{80}
\]

are sequentially continuous as a consequence of \(D\) being a local operator and the following exact complex being sequentially continuous (see e.g. [15, Prop. 3.4.8])

\[
0 \to C^\infty_c(M; E) \xrightarrow{D^2} C^\infty_c(M; E) \xrightarrow{F} C^\infty_c(M; E) \xrightarrow{D^2} C^\infty_c(M; E) \tag{81}
\]

where \(F\) resp. \(G\) are causal propagators for \(D^2\) resp. \(D\).

### 2.7 Cauchy Evolution Map

This mapping is defined by

\[
U_{t', t} := R_t \circ (R_{t'})^{-1} : C^\infty_c(\Sigma_{t'}; E_{\Sigma_{t'}}) \to C^\infty_c(\Sigma_t; E_{\Sigma_t}), \tag{82}
\]

which is a homeomorphism and extends to a unitary operator (denoted by the same symbol) on the space of square integrable sections on Cauchy hypersurfaces, i.e.,

\[
U_{t', t} : L^2(\Sigma_{t'}; E_{\Sigma_{t'}}) \to L^2(\Sigma_t; E_{\Sigma_t}) \tag{83}
\]

is an isometry.
3 Trace Formula

In this section we will work on the set-up in Sect. 1.1. That is, $\Sigma \subset M$ is an embedded submanifold and $\iota: \Sigma \hookrightarrow M$ is proper. Consequently, $\iota^* : C_0^\infty(M; E) \to C_0^\infty(\Sigma; E_\Sigma) \subset C^\infty(\Sigma; E_\Sigma)$.

Theorem 3.1 As in the terminologies of Theorem 1.3, let $G$ be the Schwartz kernel of the causal propagator for $D$. The smoothed-out time evolution operator $U_\rho$ given by (41), is a trace-class operator on the Hilbert space $H := (\ker D, (\cdot, \cdot))$ and its trace is given by

$$\text{Tr} \ U_\rho = -i \int \Sigma \text{tr} \left( \mathcal{E}^*_t \circ G \circ (\iota^*_\Sigma)^{-1} \sigma_D (\cdot, \zeta) \right)(x, y) (\mathcal{F}^{-1} \rho)(t) \ dt \big|_{x=y} \ d\nu_h(x)$$

where $\mathcal{E}^*_t : C_0^\infty(M; E) \to C_0^\infty(M; E)$ is the induced Killing flow (Fig. 1) and $\iota^*_\Sigma : C_0^\infty(M; E) \to C_0^\infty(\Sigma; E_\Sigma)$ is the restriction operator. In this article, $\mathcal{E}^*_t \ G$ is meant to be the pullback of $G(\cdot, \cdot)$ in the first argument via $\mathcal{E}^*_t$.

Proof By Assumption 1, the hermitian form (78) and the retarded (resp. advanced) $G_{\text{ret}}$ (resp. $G_{\text{adv}}$) propagator are preserved under the action of $\mathcal{E}^*_t$. Hence $G$ is preserved as well. In other words, if $u \in \ker D$ having initial data on some $\Sigma$ then $\mathcal{E}^*_t u \in \ker D$ having Cauchy data on some $\Sigma_t$, which means that the time flow $\mathcal{E}^*_t$ induces time evolution of Cauchy data. Let us now choose an arbitrary but fixed $\Sigma$. This picks a global time coordinate $t$ on $M$ and then the generator of the Killing flow $\mathcal{E}^*_t$ is given by $\partial_t$. Thus, $U_t$ is identified with the evolution of Cauchy data via the induced Killing flow (see Fig. 2 for a schematic illustration):

$$U_t = \mathcal{R} \circ \mathcal{E}^*_t \circ \mathcal{R}^{-1}.$$ (85)

We read off $\mathcal{R}^{-1} = -i \ G \circ (\iota^*_\Sigma)^{-1} \sigma_D (\cdot, \zeta)$ from (79) and observe that the twisted wavefront set (70) of $G$ contains only lightlike covectors. Therefore, integration over $t$ results in a smooth Schwartz kernel $U_\rho(x, y)$ and the expression of $\text{Tr} \ U_\rho$ entails from (42). $\square$

4 Spectral Theory of $L$ on $\ker D$

Recall that, by Stone’s theorem, every strongly continuous one parameter unitary group $\{U_t\}_{t \in \mathbb{R}}$ on a Hilbert space $\mathcal{H}$ has a unique generator $A$, i.e., $U_t = e^{-itA}$. If

$$U_\rho := \int_{\mathbb{R}} e^{-itA} (\mathcal{F}^{-1} \rho)(t) \ dt$$ (86)

is a compact operator for any Schwartz function $\rho$ on $\mathbb{R}$ such that $\text{supp}(\mathcal{F}^{-1} \rho)$ is compact, then the spectrum of $A$ is discrete and consists of eigenvalues $\lambda_n$ of finite
algebraic multiplicities $m_n$. Moreover, whenever $U_\rho$ is trace-class then

$$\text{Tr } U_\rho = \sum_n m_n \rho(\lambda_n).$$

(87)

**Proof of Theorem 1.1** Since $D$ commutes with induced Killing flow $\Xi_t^*$ for all $t \in \mathbb{R}$ and $U_t$ is the time evolution operator of $D$, the discreteness of $\text{Spec } L$ and the polynomial growth of eigenvalues $\lambda_n$ follow from the fact that $U_\rho := \int_{\mathbb{R}} \exp(i t L)(F^{-1}\rho)(t) \, dt$ is a trace-class operator for any Schwartz function $\rho$ on $\mathbb{R}$ such that $\text{supp}(F^{-1}\rho)$ is compact. All $\lambda_n$ are real as a consequence of the self-adjointness of $L$ on $\ker D$. \qed

5 Proof of Theorems 1.3 and 1.5

In order to implement the strategy outlined in Sect. 1.3, we recall that

$$\pi^* \circ \Delta^*: C^\infty_c (\mathbb{R} \times \Sigma \times \Sigma; \text{Hom}(E\Sigma, E\Sigma)) \rightarrow C^\infty (\mathbb{R}; \text{End } E\Sigma)$$

is a zero-order Fourier integral operator whose Schwartz kernel $K$ is that of an identity map [4, Lem. 5.2] (see also [3, Lem. 6.2, 6.3]):

$$K \in t^0 \left( \mathbb{R} \times \mathbb{R} \times \Sigma \times \Sigma, C_{\pi^* \circ \Delta^*} ; \text{Hom}(\text{Hom}(E\Sigma, E\Sigma), \text{End } E\Sigma) \right),$$

(89a)

$$C_{\pi^* \circ \Delta^*} = (\Delta(\mathbb{R} \times \Sigma))^{\perp*},$$

(89b)

$$\sigma_K = \Pi^* (|dt \wedge d\tau \wedge dx \wedge d\xi|^{1/2}) \mathbb{1}.$$  

(89c)

Here the canonical relation $C_{\pi^* \circ \Delta^*} := \{(t, \tau ; t, \tau ; x, \xi ; x, -\xi) \in \hat{T}^* \mathbb{R} \times \hat{T}^* \mathbb{R} \times \hat{T}^* \Sigma \times \hat{T}^* \Sigma \}$ of $\pi^* \circ \Delta^*$ has been identified with the conormal bundle $(\Delta(\mathbb{R} \times \Sigma))^{\perp*}$ to the diagonal in $\mathbb{R} \times \Sigma \times \mathbb{R} \times \Sigma$, $\Pi$ is the projector $C_{\pi^* \Delta^*} \ni (t, \tau ; x, \xi ; x, -\xi ; t, -\tau) \mapsto (t, \tau ; x, \xi) \in \hat{T}^* \mathbb{R} \times \hat{T}^* \Sigma$, and the Keller–Maslov bundle $\mathbb{T} \rightarrow (\Delta(\mathbb{R} \times \Sigma))^{\perp*}$ is trivial.

Theorem 3.1 implies that the trace $\text{Tr } U_t$ exists as a distribution in $\mathcal{D}'(\mathbb{R})$ and it can be re-expressed as:

$$\text{Tr } U_t = \int_{\Sigma} \text{tr} \left( (\mathcal{E}^{\ast}_{t} G)(x, y) \sigma_D(y, \xi) \right)_{|x=y} \, dv_h(x).$$

(90)

Since the geodesic relation is disjoint with the conormal bundle $\Sigma^{\perp*}$, restriction of $\mathcal{E}^{\ast}_{t} G$ is well-defined. Then applying (48), the preceding equation can be written as

$$\text{Tr } U_t = \text{tr} \left( \pi^* \circ \Delta^* \circ (\iota^*_x \boxtimes \iota^*_y) \left( (\mathcal{E}^{\ast}_{t} G)(x, y) \sigma_D(y, \xi) \right) \right)$$

(91)
for any $t \in \mathbb{R}$ and any $x, y \in M$. Hence, our task is to compute the principal symbol of

$$G_t := (s^*_x \otimes s^*_y)((E^{\ast}_x G)(x, y)).$$

(92)

We have worked out $s^*_x$ in Appendix B, so let us begin with by describing $E^{\ast}_x G$ as a Lagrangian distribution. To begin with one notes that $w$ appearing in the expression of $\sigma_6$ satisfies the differential equation [9, Thm. 6.6.1]

$$(X_{g^{\pm}/2} \pm i \sigma_{D^{\pm}, \pm})w = 0,$$

(93)

by Lemma 2.1 and Definition 2, where $g^{\pm}$ resp. $\sigma_{D^{\pm}, \pm}$ are the lifts of $g^{-1}$ resp. $\sigma_{D^{\pm}, \pm}$ to $\dot{T}^* M \times \dot{T}^* M$ via the projections on the first resp. second copies of $\dot{T}^* M$. This means that $\iota(2\pi)^{3/4} \sigma_0 \circ w \sqrt{|\,d\tau|} \otimes \sqrt{|\,d\nu|}/2$ is the principal symbol of $E^{\ast}_x G$ on each $C^+$ and $C^-$. Employing (62), (63), Lemma 2.1 and Appendix A.4, it is then straightforward to obtain

Lemma 5.1 Suppose that $(E \to M, \sigma_0)$ is a bundle of Clifford modules over a globally hyperbolic stationary spacetime $(M, g, \Sigma)$ and that $G$ is the Schwartz kernel of the causal propagator of any Dirac-type operator $D$ on $E$. Then the pullback of $G$ by the Killing flow $\Sigma$,

$$E^*G \in I^{-3/4}(\mathbb{R} \times M \times M, \Gamma' \circ C; \mathrm{Hom}(E, E)),$$

(94a)

$$\Gamma' \circ C = \{(t, -\xi(Z); x, \xi; y, \eta) \in \dot{T}^* \mathbb{R} \times \dot{T}^*_0 M \times \dot{T}^*_0 M | (x, \xi) = T^* \Sigma_t \circ \Phi_s(y, \eta)\},$$

(94b)

$$\sigma_{E^*G} \equiv \iota(2\pi)^{3/4} \sigma_0 \circ w(T^* \Sigma_t \circ \Phi_s(y, \eta), (y, \eta))$$

$$|\,d\tau|^{1/2} \otimes |\,d\nu_c(T^* \Sigma_t \circ \Phi_s(y, \eta), (y, \eta))|^{1/2},$$

(94c)

where the principal symbol is modulo Keller–Maslov part, $Z$ is the infinitesimal generator of $\Sigma$ and all other symbols are as defined in Lemma 2.1 and (62b).

Next, we compute the restriction of $E^*G$ on $\Sigma_x \times \Sigma_y$ by an application of Appendix B.

Lemma 5.2 As in the terminologies of Lemma 5.1, let $\Sigma$ be a Cauchy hypersurface of $M$. Then the distribution (92)

$$G_t \in I^{-1/4}(\mathbb{R} \times \Sigma \times \Sigma, C_t; \mathrm{Hom}(E_x, E_\Sigma)),$$

(95a)

$$C_t := \{(t, -\xi(Z), (x, \xi)|_{\Sigma}, (y, \eta)|_{\Sigma}) \in \dot{T}^* \mathbb{R} \times \dot{T}^* \Sigma_0 \times \dot{T}^* \Sigma_0 | (x, \xi) = T^* \Sigma_t \circ \Phi_s(y, \eta)\},$$

(95b)

$$\sigma_t \equiv \iota(2\pi)^{3/4} \sigma_0 \circ w(T^* \Sigma_t \circ \Phi_s(y, \eta)|_{\Sigma}, (y, \eta)|_{\Sigma})$$

$$|\,d\tau|^{1/2} \otimes |\,d\nu_c(T^* \Sigma_t \circ \Phi_s(y, \eta)|_{\Sigma}, (y, \eta)|_{\Sigma})|^{1/2},$$

(95c)

where the principal symbol is modulo the Keller–Maslov part.
Proof} The first two assertions are immediate from (B22a), (B22b), (94a) and (94b). To compute the principal symbol one notes that \( dv_{\hat{T}_0^*M}(y, \eta) \) induces a volume element \( dv_{\hat{T}_0^*M}(y, \eta) := dv_{\hat{T}_0^*M}/dy^1 \) on \( \hat{T}_0^*M \) when \( \Sigma \) is parametrised by \( y^1 = \text{cst} \) and then \( dv_{\hat{T}_0^*M}(y, \eta) = d\eta_1 \wedge dy^1 \wedge d\eta' \) in the adapted coordinates \( (y^1 = \text{cst}, y', \eta_1, \eta') \) on \( T^*M \). Finally, the claim follows from (B22c), (94c), (B22c) and transporting \( (y, \eta) \) to \( (x, \xi) \) by the geodesic flow and the Killing flow.

If the composition \( C'_{\pi_*A^*} \circ C_t \) is clean then we can compute \( \text{Tr} U_t \) by the standard composition of Fourier integral operators. But, in general,

\[
C'_{\pi_*A^*} \circ C_t = \left\{ (t, \tau) \in \mathbb{R} \times \hat{\mathbb{R}} \mid \tau = -\xi(Z), (x, \xi)|_{T\Sigma} = (T^*\Sigma_{-t} \circ \Phi_t(y, \eta))|_{T\Sigma} \right\}
\]

may not be clean because (see Appendix (A6), (A9) and (A10) for the symbol \( \ast \) and further details) the fibres of \( C'_{\pi_*A^*} \circ C_t \rightarrow C'_{\pi_*A^*} \circ C_t \) can be identified with the fibres over \( \tau \in \hat{T}_0^*\mathbb{R} \), i.e., the set \( \{ \delta_t \} := (31) \) of periodic geodesics, where we have used (16) and (65). Then, even if \( \{ \delta_t \} \) happen to be manifolds, the chances of \( \dim \delta_t \) is a constant for all \( t \) is very low; for instance, if all the orbits of \( \delta_t \) are periodic with the same period \( t = T \), then the composition is clean (see e.g. [25, p. 289]). We remark that this, however, is not an issue for the trivial period \( (T = 0) \) and the assumptions made on classical dynamics in Theorem 1.5 ensures a clean intersection in the case of non-trivial periods \( (T \neq 0) \).

Let us record for the future computations that

\[
\dim M = d, \dim T^*M = 2d, \dim \hat{T}_0^*M = 2d - 1, \\
\dim N = 2d - 2, \dim \hat{N} = 2d - 3, \\
\dim \Sigma = d - 1, \dim T^*\Sigma = 2d - 2 = \dim \hat{T}_0^*M \Sigma.
\]

5.1 Principal Symbol at \( T = 0 \)

We begin with the trivial periodic orbits where a big singularity is expected as \( U_t \) reduces to an identity operator in this situation. To describe \( \sigma \) (and further details) the fibres of \( C \). By construction (cf. (16)), \( H^{1-d} \) is a homogeneous function of degree \( 1 - d \). Then its symplectic residue is defined by \( \text{res } H^{1-d} := \int_{\hat{N}} \vartheta H^{1-d} \), where \( \vartheta \) is the interior multiplication of the symplectic volume form \( dv_N \) on \( \hat{N} \) by the Euler vector field (Sect. 2.4) on it and \( \vartheta H^{1-d} \) is the pull-back of \( H^{1-d} \) on \( \hat{N} \). Homogeneity of \( H \) entails (cf. [40, Proof of Lemma 6.3])

\[
\text{res } H^{1-d} = (d - 1) \text{ vol}(\hat{N}_{H \leq 1}).
\]

On a standard stationary spacetime \( \text{vol}(\hat{N}_{H \leq 1}) \) has been computed by Strohmaier–Zelditch [5, (15)] and it is given by (24).
Lemma 5.3 As in the terminologies of Theorem 3.1 (and hence Theorem 1.3 as well), $U_t(x, y) \in I^{-1/4}([\mathbb{R} \times \Sigma \times \Sigma, C_t; \text{Hom}(E\Sigma, E\Sigma)])$ associated with the canonical relation $C_t$ (95b) and, modulo the Keller–Maslov part, its principal symbol is given by

$$\sigma_0(x, \xi; y, \eta) = \sigma_0(x, \xi; y, \eta) \sigma_d(y, \eta),$$

(99)

where $\sigma_0$ is given by (95c).

Furthermore, $\text{Tr} U_t$ is a Lagrangian distribution on $\mathbb{R}$ of order $d - 7/4$ associated with the Lagrangian submanifold $\Lambda_T$ and its principal symbol at $T = 0$ is given by

$$\sigma_{\text{Tr} U_0}(\tau) = r \frac{d - 1}{(2\pi)^{d-1}} \text{vol}(N_H^{\leq 1}) |\tau|^{d-2} \sqrt{|d\tau|}.$$  (100)

Proof The first assertion simply follows from $U_t(x, y) = G_t(x, y) \sigma_0(y, \xi)$. We then use identification of $N$ with $\tilde{T}_0^* M_\Sigma$ so that $|d\nu_N|$ is identified with $|d\nu_{\tilde{T}_0^* M_\Sigma}|$. If $E$ is a regular value of $H$ then $N_E$ is a codimension one $X_H|N_E$ invariant embedded submanifold of $N$, which inherits a natural volume form $d\nu_{N_E}$ from $d\nu_N$, invariant under the action of $X_H|N_E$ [14, Thm. 3.4.12]:

$$d\nu_N = d\nu_{N_E} \wedge \frac{dH}{\|\text{grad} H\|} \Leftrightarrow d\nu_{N_E}(\ldots) = d\nu_N\left(\frac{\text{grad} H}{\|\text{grad} H\|}, \ldots\right).$$  (101)

One observes that at $T = 0$, $\tilde{T}_0^* \mathcal{E}_0(\phi(y, \eta)) = (y, \eta)$ and $C = \Delta \tilde{T}_0^* M$ so that $C_0' = \{(0, -\xi(Z))\} \times (\Delta \tilde{T}_0^* M)|_{T\Sigma \times T\Sigma}$ and $\sqrt{|d\nu_e(y, \eta; y, \eta)|_{T\Sigma \times T\Sigma}} = |d\nu_N(y, \eta)|$. The excess of $C_0'_{\pi_\tau, \Delta^*} \circ C_0$ is (see Appendix (A8)) $e = \dim \tilde{\mathcal{F}}_0 = 2d - 3$.

Hence, by the composition of Lagrangian distributions, $\text{Tr} U_0 \in I^{-7/4}(\mathbb{R}, \Lambda_T)$. One observes [3, (6.6)] that $\varphi(t, \tau)$ defined by $(t - T)\tau$ resp. 0 for $\tau < 0$ resp. $\tau > 0$ is a phase function for $\Lambda_T$. Obviously, $\varphi$ is not smooth around $\tau = 0$ but the required modification will only reflects by some smooth terms in the oscillatory integral described below, which we suppress notionally for brevity. Any element of this Lagrangian distribution can be written as scalar multiples $c_1, c_2, \ldots$ of an oscillatory integral of the form

$$(\text{Tr} U_0)(t) = (2\pi)^{-3/4}(2\pi)^{d-1} \int_{\mathbb{R}_{\geq 0}} e^{-i\tau} (c_1 \tau^{d-2} + c_2 \tau^{d-3} + \ldots) d\tau$$  (102)

because $\sigma_{\text{Tr} U_0}$ must be of order $d - 2$ as entailed by the order of $\text{Tr} U_0$.

Computation of $\sigma_{\text{Tr} U_0}$ involves the following four steps as detailed in Sect. A.4. Briefly speaking, first one obtains the tensor product $\sigma_0 \otimes \sigma_0$ followed by intersecting with the diagonal. Then we integrate over $\tilde{\mathcal{F}}_0$ and take tr of the hindmost quantity. Putting all these together and comparing with the last expression of $\text{Tr} U_0$ we obtain

$$\sigma_{\text{Tr} U_0}(0, \tau) = r \frac{\text{res} H^{1-d}}{(2\pi)^{d-1}} |\tau|^{d-2} \sqrt{|d\tau|},$$

(103)
where we have used Lemma 5.2, 2.1 and the identity

$$\text{tr} \left( \sigma_D(y, \eta) \sigma_D(y, \zeta) \right) = g_y^{-1}(\eta, \zeta) \text{rk}(E)$$

(104)

using the cyclicity of trace and (52).

5.2 Principal Symbol at $t = T \in \mathcal{P}$

This is the scenario corresponding to the non-trivial periodic orbits when $C_{\pi\star\Delta^{\star}} \circ C_T$ is clean or equivalently the set of fixed points $\mathfrak{f}_T$ is clean. Recall, the fixed point sets of $\mathfrak{f}_T$ are the union of periodic orbits $\gamma$ of $\mathfrak{f}_T$ which depends substantially on manifold $(M, g)$ and we are only concerned about non-degenerate orbits as briefly defined below (details are available in [3, Sec. 4]). Let $\sigma$ be the symplectic form on $T^*M$. The induced Killing flow $\xi_{\mathfrak{N}}^T$ preserves the level sets $\{H(c) = \tau\}$ since $\xi_{\mathfrak{N}}^T$ is the Hamiltonian $H := \text{fl}o w_{\mathfrak{N}}$. Then its restriction to $V := T_c\{H = E\}$ for any $E$ satisfies $\sigma|_V(X_H, \cdot) = 0$ and by the non-degeneracy [5, p. 44] of $\gamma$, it is meant that the nullspace of $\sigma|_V$ is spanned by $X_H$. This condition implies that $\ker(I - d\gamma \xi_{\mathfrak{N}}^T) = \mathbb{R}X_H$ and $\text{img}(I - d\gamma \xi_{\mathfrak{N}}^T) = V/\mathbb{R}X_H$, where $d\gamma \xi_{\mathfrak{N}}^T : V \rightarrow V$ and $\ker(I - d\gamma \xi_{\mathfrak{N}}^T)$ is to be understood as the kernel of $I - d\gamma \xi_{\mathfrak{N}}^T$ on $V$. In this setting, the linearised Poincaré map $P_\gamma$ is defined as

$$I - P_\gamma : V/\ker(I - d\gamma \xi_{\mathfrak{N}}^T) \rightarrow V/\ker(I - d\gamma \xi_{\mathfrak{N}}^T)$$

(105)

the linear symplectic quotient map induced by $I - d\gamma \xi_{\mathfrak{N}}^T$.

Lemma 5.4 As in the terminologies of Theorem 1.5, the principal symbol of $\text{Tr} U_t$ at $t = T \in \mathcal{P}$ is

$$\sigma_{\text{Tr}U_T}(\tau) = \frac{\tau^{d-2}}{(2\pi)^{d-1}} \int_{\mathfrak{f}_T} \text{tr} \left( \sigma_D(y) T_{\mathfrak{N}}(\gamma) \right) e^{-i\pi m(\gamma)/2} |dT| \otimes \sqrt{|d\tau|} \frac{\sqrt{|\det(I - P_\gamma)|}}{|\det(I - P_\gamma)|}.$$ 

(106)

Proof We begin with the fact that non-degenerate $\gamma$ belongs to a 2-dimensional cylinder, transversally intersecting the energy hypersurfaces [14, p. 576] which implies that one can use $\tau = -H(\gamma)$ as a coordinate for fibre over $(T, \tau)$. Then the half-density valued density at $(T, \tau)$ is given by [3, pp. 60 - 61] (see also, e.g. [28, Thm. 6.1.1])

$$|dT| \otimes \sqrt{\frac{|d\tau|}{|\det(I - P_\gamma)|}},$$

(107)

where $|dT|$ is the density on $\gamma$ induced by the flow.

To compute $\sigma_{\text{Tr}U_T}$ we use identifications $\mathcal{N} = T^*_0M_\Sigma$, $|d\nu_\mathcal{N}| = |d\nu_{T^*_0M_\Sigma}|$ once again. For $T \neq 0$, $C$ is no more given by $\Delta T^*_0M$ and so we read off the off-diagonal

$\square$ Springer
expression of $\alpha_\sigma$ from Lemma 2.1 to obtain

$$\alpha_{L}(x, \xi; y, \eta) \equiv (2\pi)^{\frac{1}{2}} i \sigma_\sigma(x, \xi) w(x, \xi; y, \eta)|d\tau|^\frac{1}{2} \otimes |dv_C(x, \xi; y, \eta)|^\frac{1}{2} \quad (108)$$

modulo the Keller–Maslov contribution, where $(x, \xi) = T^*\Sigma_t \circ \mathcal{F}_\lambda(y^t, \eta^t)|_{T\Sigma}$, $(y, \eta) = (y^t, \eta^t)|_{T\Sigma}$ for $(y^t, \eta^t) \in \check{T}_0^*M$. As before, $\sigma_\sigma U_t$ is computed employing (48) by performing the four steps used in Lemma 5.3. These yield the claimed expression, modulo the contribution coming from the Keller–Maslov line bundle $\mathbb{M} \to \Lambda_T$.

Thus, we are left with the computation of the $\mathbb{M}$-part which has been calculated in [3, (6.16)] (see also [49, Sec. 3]). For completeness, we briefly outline the main steps. First, one constructs the Keller–Maslov bundle $\mathbb{L} \to C_T$ from $\mathbb{L}_C, \mathbb{L}_T$ and $\mathbb{L}_A$ following the procedure detailed in Appendix A.3. Let $\psi$ resp. $\varphi$ be generating functions of $C_{\pi_1, \Delta^\tau}$ resp. $C_T$. Then $\psi := \varphi + \phi$ locally generates $\Lambda_T$. Suppose that we partition $[0, 1]$ as $0 = s_0 < s_1 < \ldots < s_N = 1$ such that $(\mathcal{L}_\alpha)^k_{k=0,\ldots,N}$ is a conic covering of $\Lambda_T$ around $\gamma(s_\alpha)$ and that $\{\psi_\alpha\}$ are the corresponding generating functions. Then, utilising $\psi$ in the formula, for example, in [25, (5)] one obtains the Maslov index. □

### 6 Proof of Weyl Law

As shown in Theorems 1.3 and 1.5 that $\text{Tr} U_t$ has singularities at $t = 0, T$. Our aim is to only cut the $t = 0$ singularity. In order to do so, one introduces a Schwartz function $\chi(\lambda)$ on $\mathbb{R}$ such that (see e.g. [50, Thm. 7.5]) (i) $\chi(\lambda) > 0$ for all $\lambda$, (ii) $(\mathcal{F}_\lambda)(0) = 1$, (iii) $(\mathcal{F}_\lambda)(t) = (\mathcal{F}_\lambda)(-t)$, (iv) $\text{supp}(\mathcal{F}_\lambda) \subset (-\varepsilon, \varepsilon)$, where $\varepsilon > 0$ is sufficiently small. Then employing expression of $\text{Tr} U_0$ from Theorem 1.3 and the aforementioned properties of $\chi$, we obtain

$$\mathcal{F}_{t \to \lambda}^{-1}(\mathcal{F}_{\to t}(\chi) \text{ Tr } U_t) \approx \int d\tau \delta(\tau - \lambda) r \frac{\text{res}(H^{1-d})}{(2\pi)^{d-1}} \tau^{d-2} + \ldots$$

$$= r(d-1) \frac{\text{vol}(\mathcal{N}_{H \leq 1})}{(2\pi)^{d-1}} \lambda^{d-2} + \ldots, \quad (109)$$

where $f \approx g$ means that $f/g \to 1$ as $t \to 0$ for any functions $f(t), g(t)$. That means that

$$\chi \ast d\mathcal{N}(\lambda) = r(d-1) \frac{\text{vol}(\mathcal{N}_{H \leq 1})}{(2\pi)^{d-1}} \lambda^{d-2} + O(\lambda^{d-3}), \quad (110)$$

where $\ast$ denotes the convolution. Employing

$$\chi \ast N(\lambda) = \int_{-\infty}^\lambda (\chi \ast d\mathcal{N})(\mu) d\mu = r \frac{\text{vol}(\mathcal{N}_{H \leq 1})}{(2\pi)^{d-1}} \lambda^{d-1} + O(\lambda^{d-2}). \quad (111)$$
The Weyl law entails from

\[ N(\lambda) = (N \ast \chi)(\lambda) - \int (N(\lambda - \mu) - N(\lambda)) \chi(\mu) \, d\mu \]  

(112)

together with the facts \( N(\lambda - \mu) - N(\lambda) \lesssim \langle \mu \rangle^{d-1} \langle \lambda \rangle^{d-2} \) and \( \int \chi(\mu) \, d\mu = 1 \).
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**Appendix A: Composition of Bundle Valued Densities on Canonical Relations**

In this appendix we accumulate some well-known facts about half-densities on a canonical relation and their composition, as used extensively in the principal symbol computation. Recall, the punctured cotangent bundle \( \tilde{T}^*M \) over a manifold \( M \) is a conic symplectic manifold, as it naturally carries the canonical symplectic form \( \sigma_M \) which is given by \( \sigma_M = dx^i \wedge d\xi_i \) in any homogeneous symplectic coordinates \((x^i, \xi_i)\) for \( \tilde{T}^*M \). If \( N \) is a manifold, not necessarily of the same dimension as \( M \), then \((\tilde{T}^*M \times \tilde{T}^*N, \sigma^\pm := \text{pr}_M^* \sigma_M \pm \text{pr}_N^* \sigma_N)\) are conic symplectic manifolds, where \( \text{pr}_M, \text{pr}_N : M \times N \to M, N \) are the Cartesian projectors. Throughout the article, only the symplectic form \( \sigma^- \) has been used, i.e., by a canonical relation \( C \subset \tilde{T}^*M \times \tilde{T}^*N \)
from $N$ to $M$, it is meant that $C$ is a Lagrangian submanifold of $\dot{T}^*M \times \dot{T}^*N$ with respect to $\sigma^-$, or equivalently, $C'$ is a canonical relation with respect to $\sigma^+$. If $C$ is conic then it is called a homogeneous canonical relation [8, Def. 4.1.2] (see also [12, Def. 21.2.12]).

### A.1 Half-Density Bundle Over a Canonical Relation

Any homogeneous canonical relation $C \subset \dot{T}(M \times N) \cong \dot{T}^*M \times \dot{T}^*N$ can always be locally parametrised by a non-degenerate phase function $\varphi(x, y; \theta)$, defined locally on $M \times N \times \mathbb{R}^n$, $n := \dim M + \dim N$ [8, Thm. 3.1.3] (see also, e.g. [12, Thm. 21.2.16, 21.2.18], [51, pp. 418-419]). Let

$$\mathcal{C} := (\text{grad}_\theta \varphi)^{-1}(0) \quad (A1)$$

be the fibre-critical manifold of $\varphi$. Then $C$ is locally obtained by the homogeneous immersion [8, p. 134] (see also, e.g. [25])

$$j : \mathcal{C} \to C, \ (x, y; \theta) \mapsto j(x, y; \theta) := (x, d_x \varphi; y, d_y \varphi). \quad (A2)$$

Since the map [8, p. 143, Prop. 4.1.3] (for details, see e.g. [45, (4.1.1)], [51, p. 440])

$$M \times N \times \mathbb{R}^n \ni (x, y; \theta) \mapsto \left( \frac{\partial \varphi}{\partial \theta_1}(x, y; \theta), \ldots, \frac{\partial \varphi}{\partial \theta_n}(x, y; \theta) \right) \in \mathbb{R}^n \quad (A3)$$

is surjective, $\mathcal{C}$ is endowed with the measure $d\nu_{\mathcal{C}} := \delta(\text{grad}_\theta \varphi)$ defined by taking the quotient of the measure on $M \times N \times \mathbb{R}^n$ by the pullback of the delta-distribution under the mapping (A3). Thereby,

$$d\nu_{\mathcal{C}} := ((dj)^{-1})^* d\nu_{\mathcal{C}} \quad (A4)$$

gives a natural measure on $C$ and hence one has the bundle $\Omega^{1/2} \mathcal{C} \to C$ of half-densities over $C$ whose local sections are $\sqrt{|d\nu_{\mathcal{C}}|}$.

The situation becomes much simpler when the canonical relation $\Gamma$ is the graph of a symplectomorphism from $\dot{T}^*N$ to $\dot{T}^*M$. In this case $\Gamma$ is a symplectic manifold with respect to the symplectic form $\sigma_{\mathcal{C}} := \text{pr}_M^* \sigma_M = \text{pr}_N^* \sigma_N$ (see e.g. [10, p. 25]) and we have the corresponding Liouville volume form

$$d\nu_{\Gamma} := (-1)^{d(d-1)/2} \frac{d!}{d!} \sigma_{\mathcal{C}}^d. \quad (A5)$$

### A.2 Composition of Half-Densities

Let $C \subset \dot{T}(M \times O)$ and $\Lambda \subset \dot{T}(O \times N)$ be closed conic canonical relations, where $O$ is a manifold whose dimension is not necessarily equal to that of either $M$ or $N$. In order to guarantee that the composition $\Lambda \circ B$ of two Fourier integral operators $A$ resp.
B associated with C resp. A is a Fourier integral operator, it is sufficient (see e.g. [10, Thm. 25.2.3]; an exhaustive list of original references is available in [13, Sect. .1.1]) to assume that \( C \circ A \) is clean, proper\(^7\) and connected\(^8\) (for details of these terminologies, see, for instance, the monographs [12, App. C.3, Thm. 21.2.14, Prop. 21.2.19], [51, pp. 457-458]). Our aim is to define a half-density on \( C \circ A \), given half-densities on \( C \) and \( A \). To do so, it is convenient to introduce the notation

\[
C \star A := (C \times A) \cap (\hat{T}^*M \times \Delta(\hat{T}^*O) \times \hat{T}^*N)
\]

and the Cartesian projector \( \Pi : \hat{T}^*M \times \Delta(\hat{T}^*O) \times \hat{T}^*N \to \hat{T}^*M \times \hat{T}^*N \), so that the clean composition between \( C \) and \( A \) is given by

\[
C \circ A = \Pi(C \star A),
\]

(A7a)

\[
= \{(x, \xi; y, \eta) \in \hat{T}^*M \times \hat{T}^*N \mid \exists (z, \zeta) \in \hat{T}^*O : (x, \xi; z, \zeta) \in C, (z, \zeta; y, \eta) \in A\}. \quad (A7b)
\]

The excess \( e \) of \( C \circ A \) is (see e.g. [28, Thm. 4.2.2])

\[
e = \dim \hat{\mathfrak{F}},
\]

(A8)

where

\[
\hat{\mathfrak{F}} := \{ \hat{\mathfrak{F}}(x, \xi; y, \eta) \mid (x, \xi; y, \eta) \in C \circ A \},
\]

\[
\hat{\mathfrak{F}}(x, \xi; y, \eta) := \{(x, \xi; z, \zeta; y, \eta) \in C \star A \mid \Pi(x, \xi; z, \zeta; y, \eta) = (x, \xi; y, \eta) \in C \circ A \}
\]

(A9)

is the set of compact connected fibres \( \hat{\mathfrak{F}}(x, \xi; y, \eta) \) of the smooth fibration

\[
\Pi : C \star A \to C \circ A.
\]

(A10)

In terms of generating functions, if \( \psi(x, z; \theta) \) and \( \phi(z, y; \vartheta) \) are non-degenerate phase functions for \( C \) and \( A \) in open conic neighbourhoods of \((x_0, z_0; \theta^0) \in M \times O \times \mathbb{R}^n_M \) and \((z_0, y_0; \vartheta^0) \in O \times N \times \mathbb{R}^n_N \) such that \( (x_0, z_0; \theta^0) \in \mathcal{C}_\psi \) and \( (z_0, y_0; \vartheta^0) \in \mathcal{C}_\phi \), respectively, with \( d_\psi (x_0, z_0; \theta^0) + d_\phi (z_0, y_0; \vartheta^0) = 0 \), then \( \psi(x, z; \theta, \vartheta) := \psi(x, z; \theta) + \phi(z, y; \vartheta) \) is a clean phase function with excess \( e \) parametrising \( C \circ e A \). In addition, if \( \psi \) is non-degenerate in \( (z'; \theta', \vartheta') \) then the \( e \) variables \((z''; \theta'', \vartheta'')\) parametrise \( \hat{\mathfrak{F}} \), where \( z = (z', z'') \) is the splitting required to address the principle symbol of a Lagrangian distribution parametrised by a clean phase function (see e.g. [12, Prop. 21.2.19]).

In order to achieve the desired composition formula, one employs the isomorphism [3, Lem. 5.2] (see also, e.g. [28, Thm. 7.1.1, (7.4)], [12, Thm. 21.6.7])

\[
\Omega^{1/2}_{(x, \xi; z, \zeta)} C \otimes \Omega^{1/2}_{(c, \zeta; y, \eta)} A \cong \Omega^{1/2}_{(x, \xi; z, \zeta; y, \eta)} \hat{\mathfrak{F}} \otimes \Omega^{1/2}_{(x, \xi; y, \eta)} (C \circ A), \quad (A11)
\]

\(^7\) This ensures that \( C \circ A \) is closed in \( \hat{T}^*(M \times N) \).

\(^8\) This implies no self-intersection.
where $\mathcal{F}$ is the set of fibres $\mathcal{F}(x, \xi; y, \eta)$ of the fibration $\Pi$. This entails that by taking tensor product between half-densities on $C$ and $\Lambda$ followed by intersecting with the diagonal gives a half-density on $\mathcal{F}$ times a half-density on $C \circ \Lambda$, and therefore, integrating over the fibre $\mathcal{F}(x, \xi; y, \eta)$ we achieve the desired composition of half-densities on canonical relations [3, p. 64]:

$$\cdot \circ : C^\infty(C; \Omega^{1/2}C) \times C^\infty(\Lambda; \Omega^{1/2}\Lambda) \to C^\infty(C \circ \Lambda; \Omega^{1/2}(C \circ \Lambda)),$$

$$(\mu, \nu) \mapsto \mu \circ \nu(x, \xi; y, \eta) := \int_{\mathcal{F}(x, \xi; y, \eta)} (\mu \otimes \nu)(\Pi^{-1}(x, \xi; y, \eta)).$$

(A12)

If $e = 0$ then the isomorphism (A11) reduces to $\Omega^{1/2}C \otimes \Omega^{1/2}\Lambda \cong \Omega^{1/2}(C \circ \Lambda)$ [8, p. 179] (see also, e.g. [28, (7.3)]) and hence (A12) simply becomes the pointwise evaluation (see e.g. [45, Thm. 4.2.2])

$$\mu \circ \nu(x, \xi; y, \eta) = \sum_{(z, \zeta) \mid (x, \xi; z, \zeta) \in C, (z, \zeta; y, \eta) \in \Lambda} \mu(x, \xi; z, \zeta) \nu(z, \zeta; y, \eta).$$

(A13)

We call the pairs $(x, \xi), (y, \eta)$ (resp. $(z, \zeta)$) in the preceding equation as the output (rep. input) variables of the composition following the terminology from [5, Lem. 8.4].

### A.3 Composition of Keller–Maslov Bundle Valued Halfdensities

The principal symbol of a scalar Lagrangian distribution associated with the canonical relation $C$ is the Keller–Maslov bundle $L \to C$-valued density on $C$ (see e.g. [10, Sec. 25.1] and the original references cited therein). Hence, we are compelled to extend the composition (A12) on sections of $L \otimes \Omega^{1/2}C$. The first step, thus is to construct the Keller–Maslov bundle $M \to C \circ \Lambda$ given $L \to C$ and $T \to \Lambda$. This is achieved by employing the phase function $\varphi, \phi, \psi$ for $L, T, M$, respectively [8, Sec. 3.3]; for details, see e.g. the monographs [51, pp. 408-412], [28, pp. 132-138]. In particular, $L$ is an associated complex-line bundle with structure group $\mathbb{Z}/4\mathbb{Z}$ that is trivial as a vector bundle. Its defining sections are $\{l_i := \exp(i \pi \text{Hess}(\varphi_i)/4)\}$ with $l_i = c_{ij}l_j$ for some constant $c_{ij} \in \mathbb{C}$ such that $|c_{ij}| = 1$, where Hess $\varphi$ denotes the Hessian of $\varphi$ (see e.g. [28, Sec. 5.13] for details).

Next, one employs the isomorphism [3, (5.7)] (see also, e.g. [28, (5.29)])

$$L \otimes T := \Pi^*_C L \otimes \Pi^*_\Lambda T \cong \Pi^*M$$

(A14)

where $\Pi_C, \Pi_\Lambda : C \astar \Lambda \to C, \Lambda$ are the projections, in order to make the identification

$$(\Pi^*m)(x, \xi; z, \zeta; z, \zeta; y, \eta) = (\Pi^*_C \otimes \Pi^*_\Lambda)(x, \xi; z, \zeta; z, \zeta; y, \eta)$$

(A15)
for any given sections $l$ resp. $t$ of $L$ resp. $T$ with a section $m$ of $M$. The desired extension of (A12) is then

$$C^\infty(C; L \otimes \Omega^1 C) \times C^\infty(A; T \otimes \Omega^1 A) \to C^\infty(C \circ A; M \otimes \Omega^1 (C \circ A)),$$

\[(l \otimes \mu, t \otimes v) \mapsto m \otimes (\mu \circ v). \tag{A16}\]

### A.4 Composition of Vector Bundle Valued Half-Densities

Finally, we consider any vector bundles $E \to M, G \to O, F \to N$ and so $\text{Hom}(G, E) \to M \times O$ is a homomorphism bundle, forbye $\text{Hom}(G, E) \to C$ represents the pullback of $\text{Hom}(G, E)$ to $T^*(M \times O)$ followed by restriction to $C$. One then extends (A16) by tensoring with $\text{Hom}(G, E), \text{Hom}(F, G), \text{Hom}(F, E)$, respectively to achieve our final composition rule [10, (25.2.10)]

$$C^\infty(C; L \otimes \Omega^{1/2} C \otimes \widetilde{\text{Hom}}(G, E)) \times C^\infty(A; T \otimes \Omega^{1/2} A \otimes \widetilde{\text{Hom}}(F, G))$$

\[\to C^\infty(C \circ A; M \otimes \Omega^{1/2} (C \circ A) \otimes \widetilde{\text{Hom}}(F, E)),\]

\[(l \otimes a, t \otimes b) \mapsto m \otimes (a \circ b),\]

\[(a \circ b)(x, \xi; y, \eta) := \int_{\tilde{\mathcal{R}}(x, \xi; y, \eta)} (a \otimes b)(\Pi^{-1}(x, \xi; y, \eta)). \tag{A17}\]

As before, the hindmost expression reduces to standard composition of homomorphisms when $e = 0$:

\[(a \circ b)(x, \xi; y, \eta) = \sum_{(z, \zeta) | (x, \xi; z, \zeta) \in C, (z, \zeta; y, \eta) \in A} a(x, \xi; z, \zeta)(b(z, \zeta; y, \eta)). \tag{A18}\]

### Appendix B: Restriction Map on a Vector Bundle

Let $E \to M$ be a vector bundle over a manifold $M$ and $\iota_\Sigma : \Sigma \hookrightarrow M$ an immersed submanifold of codimension $\text{codim} \Sigma := \dim M - \dim \Sigma$. Given a fibrewise isomorphism $\iota_\Sigma \in C^\infty(M; \text{Hom}(E, E_\Sigma))$, the restriction map

$$\iota^* : C^\infty_c(M; E) \to C^\infty(\Sigma; E_\Sigma) \tag{B19}$$

is defined by the pullback of $\iota_\Sigma$. This result is well-documented for scalar case [45, Sec. 5.1] and translates in a straightforward way for vector bundles yet briefly presented here for the sake of completeness.

It is well-known that $\Sigma$ admits an adapted atlas, i.e., for each $x' \in \Sigma$, there exist charts $(V, \rho)$ resp. $(U, \kappa)$ for $\Sigma$ at $x'$ resp. for $M$ at $\iota_\Sigma(x')$ such that $\iota_\Sigma(V) \subset U$ and $\kappa \circ \iota_\Sigma \circ \rho^{-1}(x') = (0, \ldots, 0, x^{\text{codim} \Sigma + 1}, \ldots, x^d)$ is a chart for $\Sigma$. After trivialising...
function $\chi$
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[5, Lem. 8.3] for the scalar version).

homogeneous canonical relation $\Lambda \chi$

$\Sigma$

to plausible occurrence of elements in $\Lambda \Sigma$

with $\Sigma$

be extended to a sequentially continuous linear operator $\phi$

$\codim \Sigma$/

$\dot{\sigma}$

because it is not guaranteed that restriction of all elements in $P$

can be emulated by composing with a $|\phi$

$\chi$

$\Sigma$

$\dot{\sigma}$

Geometrically speaking, the complication arises due to the elements of the conormal

to

so that such elements do not occur in the support of $1 - \chi$. Then the respective operator $\iota^{\ast}_{\chi}$ is a homogeneous Fourier integral operator of order $\codim \Sigma/4$ associated with the homogeneous canonical relation $\Lambda_{\chi} \subset \hat{T}^{\ast}M \times \hat{T}^{\ast}M$. Putting altogether:

$$R_{\chi}(x', y) := \int_{\mathbb{R}^{d}} e^{i\varphi/(2\pi)^{d}} (1 - \chi(y, \eta)) \, d\eta$$

so that such elements do not occur in the support of $1 - \chi$. Then the respective operator $\iota^{\ast}_{\chi}$ is a homogeneous Fourier integral operator of order $\codim \Sigma/4$ associated with the homogeneous canonical relation $\Lambda_{\chi} \subset \hat{T}^{\ast}M \times \hat{T}^{\ast}M$. Putting altogether:

$$R_{\chi}(x', y) := \int_{\mathbb{R}^{d}} e^{i\varphi/(2\pi)^{d}} (1 - \chi(y, \eta)) \, d\eta$$

$\Lambda_{\chi}$

in $\Sigma^{\perp\ast}$ in its canonical relation and the cutoff above

can be emulated by composing with a $P \in \Psi DO^{0}(M; E)$ with $WF P \cap \Sigma^{\perp\ast} = \emptyset$. The principal symbol of $R_{\Sigma}$ is then $(2\pi)^{-\codim \Sigma/4} |d\nu_{A}|^{1/2} \otimes 1$ over $WF P$ (see e.g. [5, Lem. 8.3] for the scalar version).

Any distribution on $E$ can be restricted to $E_{\Sigma}$ when its wavefront set is disjoint with $\Sigma^{\perp\ast}$. In particular, if $\mathcal{L}$ is such that the wavefront set of every $u \in I^{m}(M, \mathcal{L}; E)$ is disjoint from the conormal bundle $\Sigma^{\perp\ast}$ of $\Sigma \subset M$ then the restriction operator can be extended to a sequentially continuous linear operator

$$\iota^{\ast}_{\chi} : I^{m}(M, \mathcal{L}; E) \rightarrow I^{m + \codim \Sigma/4} (\Sigma, \mathcal{L}|_{TM \Sigma}; E_{\Sigma}),$$

\(\odot\) Springer
\[ \sigma_{x', \xi'}(x', \xi') \equiv (2\pi)^{-\frac{\operatorname{codim} \Sigma}{4}} \sigma_u(x', \xi'). \]  
\text{\textsuperscript{B23}}
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