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Abstract
The motivation of this research is to introduce some new fractional operators called “the improved fractional (IF) operators”. The originality of these fractional operators comes from the fact that they repeat the method on general forms of conformable integration and differentiation rather than on the traditional ones. Hence the convolution kernels correlating with the IF operators are served in conformable abstract forms. This extends the scientific application scope of their fractional calculus. Also, some results are acquired to guarantee that the IF operators have advantages analogous to the familiar fractional integral and differential operators. To unveil the inverse and composition properties of the IF operators, certain function spaces with their characterizations are presented and analyzed. Moreover, it is remarkable that the IF operators generalize some fractional and conformable operators proposed in abundant preceding works. As scientific applications, the resistor–capacitor electrical circuits are analyzed under some IF operators. In the case of constant and periodic sources, this results in novel voltage forms. In addition, the overall influence of the IF operators on voltage behavior is graphically simulated for certain selected fractional and conformable parameter values. From the standpoint of computation, the usage of new IF operators is not limited to electrical circuits; they could also be useful in solving scientific or engineering problems.
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1 Introduction
The traditional notions of derivatives and integrals are extended from integer orders to positive real or complex orders in fractional calculus [2, 4, 5, 29, 48, 53]. Recently, abundant mathematicians and physicists employed fractional calculus to model intricate media and multiscale aspects in naturalistic phenomena [3, 6–9, 16, 35, 43, 52, 54]. Therefore fractional differential paradigms are extensively proposed to treat multiple problems in different fields, from control theory to electrical circuits [10, 20, 41, 46], from economics to activity of stock markets [50, 51], from fluid mechanics to behavior of viscoelastic materials [37, 42], from signal processing to stochastic processes [11, 32, 38, 40], and others.
For compatibility with many scientific problems, there are several fractional operator concepts proposed. The most widespread concepts are the Riemann–Liouville and Caputo operators \([2, 44]\). The Riemann–Liouville operator is defined via the Volterra integral, so it has an integrative nature along with a convolution kernel given as a power function. This shows why it is chosen to treat many applied troubles \([14, 21, 49, 52]\). However, the literature did not stop at the power kernel. There are non-power kernels, such as the exponential kernel \([13]\) and log-normal kernel \([36]\), which are quite decent in various approaches. Accordingly, the construction of new fractional operators is still open. Indeed, we can change the convolution kernels by more suitable forms to meet different questions.

The Riemann–Liouville operator and its variations are clearly integrative, giving them nonlocal properties. From a natural standpoint, if the action of delay is insignificant, then the nonlocality becomes a source of discomfort. So modeling such intricate phenomena needs local differential operators, which are more exact than the traditional Newton–Leibniz differential operator. In 2014, a local conformable derivative (LCD) and its associated integral was suggested by Khalil et al. \([34]\). From that moment, the LCD caught the attention of many authors, because it is local and elegantly covers all properties of the Newton–Leibniz derivative. Consequently, the LCD has been frequently employed to treat different development of wave equations in wide practical scopes; for instance, see \([15, 17, 22–24, 28, 45, 47]\). In the Riemann–Liouville and Caputo settings, Jarad et al. \([34]\) also created a new set of fractional operators. They developed these fractional operators using Khalil’s iterative methodology on the LCD and its conformable integral. Also, the fractional operators of Jarad and his coauthors were utilized to attain exact formulas for the voltage in some electrical circuits with fractional parameters \([39, 46]\).

Presently, it turns out that the LCD generalizes the traditional Newton–Leibniz derivative on a nonzero domain, but it has no correlation at zero. So, it is subjected to some criticism \([1, 26]\). This blemish in the LCD was evaded by a new local generalized conformable derivative (LGCD), proposed by Zhao and Luo \([55]\). Therefore the locality and inclusiveness advantages of the LGCD give it the entitlement to occupy the place of the LCD \([26, 56]\). Moreover, the LGCD provides a new application environment to gain some general results for many physical evolution models \([25, 27, 55, 56]\).

The contribution of the present study is introducing novel sorts of fractional operators called the IF operators. The definitions of these operators are in the Riemann–Liouville and Caputo settings, but they are structured via general kinds of conformable integration and differentiation instead of the traditional ones. By a repetition procedure on the LGCD and its conformable integration we end with explicit definitions of the IF operators. From a convolution point of view, the kernels associated with these fractional operators are given as conformable abstract forms. This expands their scientific application area compared to the familiar fractional operators. Also, we show that the new IF operators have advantages analogous to those of popular fractional integral and differential operators. To clarify the relations between the IF integrals and derivatives, we introduce certain spaces and give the expansions of the IF derivatives on these spaces. An important feature of the IF operators is that they rely on double parameters so that, in modeling by these fractional operators, one of them is responsible for the memory trace and the other for the speed up or slow down of the variation rate. For particular values of these parameters, the IF operators reduce to many fractional and conformable operators proposed in numer-
ous past researches. As workable applications, the resistor–capacitor electrical circuits are discussed in the framework of some IF operators. These applications produce new formulas of the voltage in the cases of constant and periodic sources. Moreover, some graphical simulations are provided to elucidate the overall effect of the IF operators on the voltage behavior. Here we only apply the IF operators to analyze some simple electrical circuits to demonstrate their effectiveness and their role in inducing noticeable changes in the behavior of physical phenomena. To the authors’ knowledge, the applications of the new IF operators do not end with the electrical circuits, and they may have valuable applications in many practical fields.

This paper is organized as follows: Sect. 2 involves the definitions and main advantages of the novel IF operators. In Sect. 3, we introduce some specific function spaces to show the relations between the IF derivatives and integrals. Moreover, these spaces are analyzed by expanding their elements and calculating their IF derivatives. In Sect. 4, we give the definitions of the new Caputo IF derivatives and their properties. In Sect. 5, we apply some of the IF operators to resolve the resistor–capacitor electrical circuits with fractional parameters. In addition, the total impact of the IF operators on the voltage behavior is simulated graphically for some particular values of the fractional and conformable orders. Section 6 provides a conclusion.

2 The improved fractional operators
In this part, we introduce new fractional operators and show their advantages. We can name these operators as:

- The left improved fractional integral (LIFI).
- The right improved fractional integral (RIFI).
- The left improved fractional derivative (LIFD).
- The right improved fractional derivative (RIFD).

Also, we show that the LIFI, RIFI, LIFD, and RIFD are inclusive and cover many fractional and conformable operators proposed in multiple past works. Moreover, we provide some advantages of the LIFI, RIFI, LIFD, and RIFD, which may be employed when applying them.

2.1 Recognizing the LIFI, RIFI, LIFD, and RIFD
Zhao et al. [55, 56] introduced the concepts of the local generalized conformable derivative and integral (LGCD and LGCI) via the so-called “conformable functions”. In this portion, we start our contribution by extending their concepts to the new left and right LGCDs and LGCIs. Consequently, by iterating the left and right LGCIs \( m \) times (\( m \in \mathbb{N} \)) and replacing the number \( m \) by an arbitrary complex number, we end with the precise definitions of the LIFI, RIFI, LIFD, and RIFD.

**Definition 1** ([55, 56]) Let \( \mathcal{T} = \mathbb{R}_+ \times (0,1] \). We denote by \( \Sigma \) the set of all continuous functions from \( \mathcal{T} \) into \( \mathbb{R} \) such that for all \( \omega \in \Sigma \):

1. \( \omega(\vartheta,1) = 1 \) for all \( \vartheta \in \mathbb{R}_+ \),
2. \( \omega(\vartheta,\rho) \neq 0 \) for all \( (\vartheta,\rho) \in \mathcal{T} \),
3. \( \omega(\cdot,\rho_1) \neq \omega(\cdot,\rho_2) \) for all \( \rho_1, \rho_2 \in (0,1] \) such that \( \rho_1 \neq \rho_2 \).

Also, we define \( \bar{\Sigma} \) as the union \( \Sigma \cup \{\omega(\vartheta,\rho) = 1\} \) and call any function \( \omega \in \bar{\Sigma} \) a binary conformable function.
The precise definitions of the left and right LGCDs are stated as follows.

**Definition 2** Let \( \omega \in \hat{\Sigma} \), and let \( \xi : [\mu, \infty) \to \mathbb{R} \) be a function with \( \mu \geq 0 \). The left LGCD of \( \xi \) of order \( \rho \in (0, 1] \) starting from \( \mu \) is defined as

\[
D_{\mu,\omega}^\rho(\xi(\theta)) = \lim_{p \to 0} \frac{\xi(\theta + p\omega(\theta - \mu, \rho)) - \xi(\theta)}{p}.
\]

(1)

The right LGCD of \( \xi \) of order \( \rho \in (0, 1] \) terminating at \( v \) is defined as

\[
D_{\omega,v}^\rho(\xi(\theta)) = \lim_{p \to 0} \frac{\xi(\theta + p\omega(v - \theta, \rho)) - \xi(\theta)}{p}.
\]

(2)

Moreover, if \( \xi \) is differentiable, then

\[
D_{\mu,\omega}^\rho(\xi(\theta)) = \omega(\theta - \mu, \rho) \frac{d\xi}{d\theta} \quad \text{and} \quad D_{\omega,v}^\rho(\xi(\theta)) = \omega(v - \theta, \rho) \frac{d\xi}{d\theta}.
\]

(3)

The appropriate integrals can be set up as the next forms.

**Definition 3** Let \( \omega \in \hat{\Sigma} \), and let \( \xi : [\mu, \infty) \to \mathbb{R} \) be a function with \( \mu \geq 0 \). The left LGCI of \( \xi \) of order \( \rho \in (0, 1] \) starting from \( \mu \) is defined as

\[
I_{\mu,\omega}^\rho(\xi(\theta)) = \int_\mu^\theta \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} \, d\tau.
\]

(4)

and the right LGCI of \( \xi \) of order \( \rho \in (0, 1] \) terminating at \( v \) is defined as

\[
I_{\omega,v}^\rho(\xi(\theta)) = \int_\theta^v \frac{\xi(\tau)}{\omega(\tau - v, \rho)} \, d\tau.
\]

(5)

The following lemma provides the some inverse attributes of the left and right LGCDs and LGCIs.

**Lemma 1** Suppose \( \xi : [\mu, \infty) \to \mathbb{R} \) is continuous and \( \rho \in (0, 1] \). Then

(i) \( D_{\mu,\omega}^\rho(I_{\mu,\omega}^\rho(\xi(\theta))) = \xi(\theta) \),

(ii) \( I_{\omega,v}^\rho(D_{\omega,v}^\rho(\xi(\theta))) = \xi(\theta) \).

The proof of Lemma 1 can be straightaway gained from Eqs. (3), (4), and (5).

For the higher-order left and right LGCDs, we give the following:

**Definition 4** Let \( \rho \in (m, m + 1], m \in \mathbb{N} \), and \( \omega \in \hat{\Sigma} \), and let \( \xi \) be an \( m \)-differentiable function from \([\mu, \infty)\) into \( \mathbb{R} \). The left LGCD of order \( \rho \) starting from \( \mu \geq 0 \) is defined as

\[
D_{\mu,\omega}^\rho(\xi(\theta)) = D_{\mu,\omega}^{\rho-m}(\xi^{(m)}(\theta)) = \lim_{p \to 0} \frac{\xi^{(m)}(\theta + p\omega(\theta - \mu, \rho - m)) - \xi^{(m)}(\theta)}{p}.
\]

(6)

The right LGCD of \( \xi \) of order \( \rho \) terminating at \( v \) is defined as

\[
D_{\omega,v}^\rho(\xi(\theta)) = D_{\omega,v}^{\rho-m}(\xi^{(m)}(\theta)) = \lim_{p \to 0} \frac{\xi^{(m)}(\theta + p\omega(v - \theta, \rho - m)) - \xi^{(m)}(\theta)}{p}.
\]

(7)

provided that the limits in (6) and (7) exist.
By iterating the left LGCI (4) \(m\) times we end with the following result:

\[
I^{\mu,\sigma}_{\mu,\omega}(\xi(\vartheta)) = \frac{d}{d\vartheta_1} \frac{d}{d\vartheta_2} \cdots \frac{d}{d\vartheta_m} \int_{\vartheta}^{\vartheta_1} \int_{\vartheta_1}^{\vartheta_2} \cdots \int_{\vartheta_m}^{\vartheta_m} \frac{d\vartheta_1}{\omega(\vartheta_1 - \mu, \rho)} \frac{d\vartheta_2}{\omega(\vartheta_2 - \mu, \rho)} \cdots \frac{d\vartheta_m}{\omega(\vartheta_m - \mu, \rho)} = \frac{1}{\Gamma(m)} \int_{\vartheta}^{\vartheta_1} \frac{d\vartheta_{\ell}}{\omega(\vartheta_{\ell} - \mu, \rho)} h^{\mu-1}(\vartheta, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau,
\]

where \(\Gamma(m)\) is the gamma function, and

\[
h(\vartheta, \tau, \rho) = \int_{\tau}^{\vartheta} \frac{du}{\omega(u, \rho)}.
\]

On replacing the natural number \(m\) by a complex number, we define the LIFI and RIFI as follows.

**Definition 5** Let \(\sigma \in \mathbb{C}\) with \(\Re(\sigma) > 0\). The LIFI is defined as

\[
\mathbb{I}^{\sigma}_{\mu,\omega}(\xi(\vartheta)) = \frac{1}{\Gamma(\sigma)} \int_{\vartheta}^{\vartheta_1} \frac{d\vartheta_{\ell}}{\omega(\vartheta_{\ell} - \mu, \rho)} h^{\sigma-1}(\vartheta, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau,
\]

and the RIFI is defined as

\[
\mathbb{I}^{\sigma}_{\omega,\mu}(\xi(\vartheta)) = \frac{1}{\Gamma(\sigma)} \int_{\vartheta}^{\vartheta_1} \frac{d\vartheta_{\ell}}{\omega(\vartheta_{\ell} - \mu, \rho)} h^{\sigma-1}(\vartheta, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau.
\]

**Remark 1** If \((Z\xi)(\vartheta) = \xi(\mu + v - \vartheta)\), then \(\mathbb{I}^{\sigma}_{\mu,\omega}((Z\xi)(\vartheta)) = \mathbb{I}^{\sigma}_{\omega,\mu}(\xi(\vartheta))\). Indeed,

\[
\mathbb{I}^{\sigma}_{\mu,\omega}((Z\xi)(\vartheta)) = \frac{1}{\Gamma(\sigma)} \int_{\vartheta}^{\vartheta_1} \frac{d\vartheta_{\ell}}{\omega(\vartheta_{\ell} - \mu, \rho)} h^{\sigma-1}(v - \vartheta, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau = \frac{1}{\Gamma(\sigma)} \int_{\vartheta}^{\vartheta_1} \frac{d\vartheta_{\ell}}{\omega(\vartheta_{\ell} - \mu, \rho)} h^{\sigma-1}(v - \vartheta, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau = \mathbb{I}^{\sigma}_{\omega,\mu}(\xi(\vartheta)).
\]

**Remark 2** The LIFI and RIFI include some fractional integral operators defined in many previous works. The following items illustrate this fact.

1. If \(\omega(\vartheta, \rho) = \vartheta^{1-\rho}\), then \(h(\vartheta, \tau, \rho) = \vartheta^{m-\vartheta^{\rho-1}/\rho}\) and, respectively, the LIFI and RIFI in (10) and (11) coincide with the left and right fractional integrals defined by Jarad et al. in [31].

2. If \(\omega(\vartheta, \rho) = \vartheta^{1-\rho}, \mu = v = 0\), then the LIFI and RIFI in (10) and (11) coincide with the generalized fractional left and right integrals defined by Katugampola in [33], respectively.

3. If \(\omega(\vartheta, \rho) = \vartheta^{1-\rho}, \rho = 1, \mu = v = 0\), then \(h(\vartheta, \tau, \rho) = \vartheta^{-\tau}\), and, respectively, the LIFI and RIFI in (10) and (11) coincide with the fractional left and right integrals of Riemann-Liouville defined in [2, 44].

4. If \(\omega(\vartheta, \rho) = \vartheta^{1-\rho}, \mu = 0, \rho \to 0\), then \(h(\vartheta, \tau, \rho) \to \ln(\vartheta) - \ln(\tau)\), and the LIFI and RIFI in (10) and (11) coincide with the fractional left and right integrals of Hadamard [36], respectively.
Now we can present the definitions of the LIFD and RIFD.

**Definition 6** Let $\sigma \in \mathbb{C}$ with $\text{Re}(\sigma) > 0$. In the Riemann–Liouville setting the LIFD of order $\sigma$ is defined by

$$
\mathbb{D}_{\mu,\omega}^{\sigma,\rho}(\xi(\theta)) = D_{\mu,\omega}^{m,\rho}(\mathbb{I}_{m-\sigma}^{\rho}(\xi(\theta)))
$$

$$
= \frac{1}{\Gamma(m-\sigma)} D_{\mu,\omega}^{m,\rho} \left( \int_{\mu}^{\theta} h^{m-\sigma-1}(\tau - \mu, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau \right),
$$

(13)

and the RIFD of order $\sigma$ is defined by

$$
\mathbb{D}_{\omega,\nu}^{\sigma,\rho}(\xi(\theta)) = (-1)^m D_{\omega,\nu}^{m,\rho}(\mathbb{I}_{m-\sigma}^{\rho}(\xi(\theta)))
$$

$$
= \frac{(-1)^m}{\Gamma(m-\sigma)} D_{\omega,\nu}^{m,\rho} \left( \int_{\nu}^{\theta} h^{m-\sigma-1}(\nu - \theta, \nu - \theta, \rho) \frac{\xi(\tau)}{\omega(\nu - \theta, \rho)} d\tau \right),
$$

(14)

where

$$
m = \left[ \text{Re}(\sigma) \right] + 1,
$$

$$
D_{\mu,\omega}^{m,\rho} = D_{\mu,\omega}^{\rho} D_{\mu,\omega}^{\rho} \cdots D_{\mu,\omega}^{\rho} \quad D_{\omega,\nu}^{m,\rho} = D_{\omega,\nu}^{\rho} D_{\omega,\nu}^{\rho} \cdots D_{\omega,\nu}^{\rho}
$$

(15)

and $D_{\mu,\omega}^{\rho}$ and $D_{\omega,\nu}^{\rho}$ are the left and right LGCDs defined in (1) and (2), respectively.

**Remark 3** The LIFD and RIFD cover some fractional differential operators proposed in diverse past works. The following cases explain this fact.

1. If $\omega(\theta, \rho) = \theta^{1-\rho}$, then $h(\theta, \tau, \rho) = \frac{\theta^{1-\rho}}{\rho}$, $D_{\mu,\omega}^{\rho}(\xi(\theta)) = (\theta - \mu)^{-\rho} \frac{d}{d\theta}$, and $D_{\omega,\nu}^{\rho}(\xi(\theta)) = (\nu - \theta)^{-\rho} \frac{d}{d\nu}$. Hence the LIFD and RIFD in (13)–(15) match with the left and right fractional derivatives defined by Jarad et al. [31], respectively.

2. If $\omega(\theta, \rho) = \theta^{1-\rho}$ and $\mu = \nu = 0$, then the LIFD and RIFD in (13)–(15) match with the generalized fractional left and right derivatives defined by Katugampola [33], respectively.

3. If $\omega(\theta, \rho) = \theta^{1-\rho}$, $\rho = 1$, and $\mu = \nu = 0$, then $h(\theta, \tau, \rho) = \theta - \tau$ and $D_{\mu,\omega}^{\rho}(\xi(\theta)) = D_{\omega,\nu}^{\rho}(\xi(\theta)) = \frac{d}{d\theta}$. Hence, respectively, the LIFD and RIFD in (13)–(15) match with the fractional left and right derivatives of Riemann–Liouville defined in [2, 44].

4. If $\omega(\theta, \rho) = \theta^{1-\rho}$, $\mu = 0$, and $\rho \rightarrow 0$, then $h(\theta, \tau, \rho) \rightarrow \ln(\theta) - \ln(\tau)$, $D_{\mu,\omega}^{\rho}(\xi(\theta)) \rightarrow \theta \frac{d}{d\theta}$, $D_{\omega,\nu}^{\rho}(\xi(\theta)) \rightarrow -\theta \frac{d}{d\theta}$. Hence, respectively, the LIFD and RIFD in (13)–(15) match with the fractional left and right derivatives of Hadamard [36].

### 2.2 Some advantages of the LIFI, RIFI, LIFD, and RIFD

We provide some results to guarantee that the LIFI, RIFI, LIFD, and RIFD have advantages analogous to those of the familiar fractional integral and differential operators.

**Lemma 2** Let $\text{Re}(\sigma_1) > 0$ and $\text{Re}(\sigma_2) > 0$. Then:

(i) $\mathbb{I}_{\omega,\nu}^{\sigma_1,\rho}(\mathbb{I}_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta))) = \mathbb{I}_{\mu,\omega}^{\sigma_1+\sigma_2,\rho}(\mathbb{I}_{\omega,\nu}^{\sigma_2,\rho}(\xi(\theta)))$,

(ii) $\mathbb{I}_{\mu,\omega}^{\sigma_1,\rho}(\mathbb{I}_{\omega,\nu}^{\sigma_2,\rho}(\xi(\theta))) = \mathbb{I}_{\omega,\nu}^{\sigma_1+\sigma_2,\rho}(\mathbb{I}_{\mu,\omega}^{\sigma_1,\rho}(\xi(\theta)))$. 
Proof By using Eq. (10) and changing the order of integration we have

\[
\begin{align*}
\left[\mathbb{I}_{\mu,\omega}^\sigma \left( \frac{\varrho}{\mu} \right) \right] \left( \frac{\xi(\varphi)}{\mu} \right) &= \frac{1}{\Gamma(\sigma)} \int_0^\theta \int_\mu^{\tau_1} H^{\gamma+1}(\varphi - \mu, \tau_1 - \mu, \rho) H^{\sigma+1}(\tau_1 - \mu, \tau_2 - \mu, \rho) \\
& \quad \times \frac{\xi(\tau_2) d\tau_2}{\omega(\tau_2 - \mu, \rho)} \frac{d\tau_1}{\omega(\tau_1 - \mu, \rho)} \\
& = \frac{1}{\Gamma(\sigma)} \int_0^\theta \int_\mu^{\tau_2} H^{\gamma+1}(\varphi - \mu, \tau_1 - \mu, \rho) H^{\sigma+1}(\tau_1 - \mu, \tau_2 - \mu, \rho) \\
& \quad \times \frac{d\tau_1}{\omega(\tau_1 - \mu, \rho)} \frac{\xi(\tau_2) d\tau_2}{\omega(\tau_2 - \mu, \rho)} \\
& = \frac{1}{\Gamma(\sigma)} \int_0^\theta (1 - \varphi)^{\gamma+1} B(\varphi) d\varphi \\
& \quad \times \int_\mu^{\tau_2} H^{\sigma+1}(\varphi - \mu, \tau_2 - \mu, \rho) \frac{\xi(\tau_2) d\tau_2}{\omega(\tau_2 - \mu, \rho)} \\
& = \frac{1}{\Gamma(\sigma)} \int_0^\theta H^{\sigma+1}(\varphi - \mu, \tau_2 - \mu, \rho) \frac{\xi(\tau_2) d\tau_2}{\omega(\tau_2 - \mu, \rho)} \\
& = \mathbb{I}_{\mu,\omega}^{\sigma+1} \left( \frac{\xi(\varphi)}{\mu} \right).
\end{align*}
\]

Here we have employed the variable transformation \( \varphi = \frac{h(\varphi - \mu, \tau_2 - \mu, \rho)}{h(\varphi - \mu, \tau_2 - \mu, \rho)} \), the definition of the renowned beta function \( B(\sigma, \tau_2) = \int_0^1 (1 - \varphi)^{\gamma+1} B(\varphi) d\varphi \), and the identity \( B(\sigma, \tau_2) = \frac{\Gamma(\sigma) \Gamma(\tau_2)}{\Gamma(\sigma + \tau_2)} \). This proves (i), and (ii) can be proved similarly. \( \square \)

Remark 4 If \( \omega(\varphi, \rho) = \varphi^{1-\rho} \), then \( h(\varphi, \tau, \rho) = \frac{\varphi^{1-\rho}}{\rho} \), and Lemma 2 reduces to the result obtained by Jarad et al. [31, Theorem 2.1].

Lemma 3 Let \( \sigma, \delta \in \mathbb{C} \) with \( \text{Re}(\sigma) > 0 \) and \( \text{Re}(\delta) > 0 \). Then:

(i) \( \mathbb{I}_{\mu,\omega}^{\sigma,\rho} (h^{\delta+1}(\varphi - \mu, 0, \rho)) = \frac{\Gamma(\sigma)}{\Gamma(\sigma + \delta)} h^{\delta+1}(\varphi - \mu, 0, \rho) \),

(ii) \( \mathbb{I}_{\mu,\omega}^{\sigma,\rho} (h^{\delta+1}(\varphi - \varphi, 0, \rho)) = \frac{\Gamma(\sigma)}{\Gamma(\sigma + \delta)} h^{\delta+1}(\varphi - \varphi, 0, \rho) \),

where \( h \) is given in Eq. (9).

Proof According to Definition 5, we have

\[
\mathbb{I}_{\mu,\omega}^{\sigma,\rho} (h^{\delta+1}(\varphi - \mu, 0, \rho)) = \frac{1}{\Gamma(\sigma)} \int_0^\theta h^{\delta+1}(\varphi - \mu, \tau - \mu, \rho) \frac{h^{\delta+1}(\tau - \mu, 0, \rho) d\tau}{\omega(\tau - \mu, \rho)}.
\]

Applying the variable transformation \( \varphi = \frac{h(\varphi - \mu, \tau - \mu, \rho)}{h(\varphi - \mu, \tau - \mu, \rho)} \), we get

\[
\begin{align*}
\mathbb{I}_{\mu,\omega}^{\sigma,\rho} (h^{\delta+1}(\varphi - \mu, 0, \rho)) &= \frac{1}{\Gamma(\sigma)} \int_0^1 \left[ h(\varphi - \mu, 0, \rho) - \varphi h(\varphi - \mu, 0, \rho) \right]^{\sigma-1} \\
& \quad \times \varphi^{\delta+1} h(\varphi - \mu, 0, \rho) d\varphi \\
& = \frac{\Gamma(\delta)}{\Gamma(\delta + \sigma)} h^{\delta+1}(\varphi - \mu, 0, \rho).
\end{align*}
\]

Hence (i) is proved, and (ii) can be proved in a similar way. \( \square \)
Remark 5 If \( \omega(\vartheta, \rho) = \vartheta^{1-r} \), then \( h(\vartheta, 0, \rho) = \frac{\vartheta^r}{\rho} \), and Lemma 3 covers the result obtained by Jarad et al. [31, Lemma 2.2].

Lemma 4 If \( \text{Re}(\delta - \sigma) > 0 \) for \( \delta, \sigma \in \mathbb{C} \), then:

(i) \( \mathbb{D}_{\mu,0}^{\sigma,\rho}(h_{\delta-\sigma}^{-1}(\vartheta - \mu, 0, \rho)) = \frac{\Gamma(\delta)}{\Gamma(\delta - \sigma + m)} D_{\mu,0}^{\sigma,\rho}(h_{\delta-\sigma}^{-1}(\vartheta - \mu, 0, \rho)) \)

(ii) \( \mathbb{D}_{\mu,0}^{\sigma,\rho}(h_{\delta-\sigma}^{-1}(\vartheta - \mu, 0, \rho)) = \frac{\Gamma(\delta)}{\Gamma(\delta - \sigma)} h_{\delta-\sigma}^{-1}(\vartheta - \mu, 0, \rho) \).

where \( h \) is given in Eq. (9).

Proof According to Definition 6 and Lemma 3, we have

\[
\mathbb{D}_{\mu,0}^{\sigma,\rho}(h_{\delta-\sigma}^{-1}(\vartheta - \mu, 0, \rho)) = D_{\mu,0}^{m,\rho}(h_{\delta-\sigma}^{-1}(\vartheta - \mu, 0, \rho))
\]

\[
= \frac{\Gamma(\delta)}{\Gamma(\delta - \sigma + m)} D_{\mu,0}^{m,\rho}(h_{\delta-\sigma}^{-1}(\vartheta - \mu, 0, \rho))
\]

\[
= \frac{\Gamma(\delta)}{\Gamma(\delta - \sigma)} h_{\delta-\sigma}^{-1}(\vartheta - \mu, 0, \rho).
\]

Hence (i) is proved, and (ii) can be proved in a similar way. \( \square \)

Remark 6 If \( \omega(\vartheta, \rho) = \vartheta^{1-r} \), then \( h(\vartheta, 0, \rho) = \frac{\vartheta^r}{\rho} \), and Lemma 4 reduces to the result proved by Jarad et al. [31, Lemma 2.3].

The following lemma assists in computing the generalized conformable derivatives of the LIFD and RIFD.

Lemma 5 Let \( \sigma \in \mathbb{C} \) and \( m \in \mathbb{N} \) with \( \text{Re}(\sigma) > m \). Then:

(i) \( D_{\mu,0}^{m,\rho}(\mathbb{D}_{\mu,0}^{\sigma,\rho}(\xi(\vartheta))) = D_{\mu,0}^{m,\rho}(\xi(\vartheta)) \)

(ii) \( D_{\mu,0}^{m,\rho}(\mathbb{D}_{\mu,0}^{\sigma,\rho}(\xi(\vartheta))) = D_{\mu,0}^{m,\rho}(\xi(\vartheta)) \).

Proof We have

\[
D_{\mu,0}^{m,\rho}(\mathbb{D}_{\mu,0}^{\sigma,\rho}(\xi(\vartheta))) = D_{\mu,0}^{m,\rho} \left[ \frac{1}{\Gamma(\sigma)} \int_{\mu}^{\vartheta} h_{\sigma-1}^{-1}(\vartheta - \mu, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau \right]
\]

\[
= D_{\mu,0}^{m-1,\rho} \left[ \frac{1}{\Gamma(\sigma - 1)} \int_{\mu}^{\vartheta} h_{\sigma-2}^{-1}(\vartheta - \mu, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau \right]
\]

\[
= D_{\mu,0}^{m-2,\rho} \left[ \frac{1}{\Gamma(\sigma - 2)} \int_{\mu}^{\vartheta} h_{\sigma-3}^{-1}(\vartheta - \mu, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau \right]
\]

\[\vdots\]

\[
= \frac{1}{\Gamma(\sigma - m)} \int_{\mu}^{\vartheta} h_{\sigma-m-1}^{-1}(\vartheta - \mu, \tau - \mu, \rho) \frac{\xi(\tau)}{\omega(\tau - \mu, \rho)} d\tau
\]

\[
= D_{\mu,0}^{m,\rho}(\xi(\vartheta)). \quad (20)
\]

Now we can show the inverse advantages for different orders of the LIFD, RFID, LIFI and RIFI. The inverse advantages with the same order need some specific function spaces, which will be discussed in the following section.
Theorem 1 For $\Re(\sigma_1) < \Re(\sigma_2)$, we have:

(i) $D_{\mu,\omega}^{\sigma_1,\rho}(D_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta))) = D_{\mu,\omega}^{\sigma_1,\rho}(D_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta)))$

(ii) $D_{\omega,\nu}^{\sigma_1,\rho}(D_{\omega,\nu}^{\sigma_2,\rho}(\xi(\theta))) = D_{\omega,\nu}^{\sigma_1,\rho}(D_{\omega,\nu}^{\sigma_2,\rho}(\xi(\theta)))$

Proof From Lemmas 2 and 5 we have

\[ D_{\mu,\omega}^{\sigma_1,\rho}(D_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta))) = D_{\mu,\omega}^{\sigma_1,\rho}(D_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta))) 
\]

So (i) is proved, and (ii) can be proved similarly.

Theorem 2 For $\Re(\sigma_1) > 0$ and $\Re(\sigma_1) < 0$, we have:

(i) $D_{\mu,\omega}^{\sigma_1,\rho}(D_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta))) = D_{\mu,\omega}^{\sigma_1,\rho}(D_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta)))$

(ii) $D_{\omega,\nu}^{\sigma_1,\rho}(D_{\omega,\nu}^{\sigma_2,\rho}(\xi(\theta))) = D_{\omega,\nu}^{\sigma_1,\rho}(D_{\omega,\nu}^{\sigma_2,\rho}(\xi(\theta)))$

Proof According to Lemmas 2 and 5, we have

\[ D_{\mu,\omega}^{\sigma_1,\rho}(D_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta))) = D_{\mu,\omega}^{\sigma_1,\rho}(D_{\mu,\omega}^{\sigma_2,\rho}(\xi(\theta))) 
\]

This proves (i), and the proof of (ii) can be done in a similar way.

3 The improved fractional derivatives on the spaces $W_{\mu,\omega}^{m,\rho}$ and $W_{\omega,\nu}^{m,\rho}$

We introduce certain spaces to clarify the relations between the IF integrals and derivatives. We analyze these spaces analyzed by expanding their elements and computing their IF derivatives. The obtained results of this section are needed in the next section for defining and discussing the IF derivatives in the Caputo sense.

Definition 7 Let $\rho \in (0,1]$ and $\omega \in \Sigma$. We define

\[ I_{\mu,\omega}^{\rho}(\mu, v) = \{ \xi : [\mu, v] \rightarrow \mathbb{R} : \xi(\theta) = I_{\mu,\omega}^{\rho}(f(\theta)) + \xi(\theta), f \in N_{\rho}(\mu) \} \]

and

\[ I_{\omega,\nu}^{\rho}(\mu, v) = \{ \xi : [\mu, v] \rightarrow \mathbb{R} : \xi(\theta) = I_{\omega,\nu}^{\rho}(f(\theta)) + \xi(\theta), f \in N_{\rho}(v) \}, \]

where

\[ N_{\rho}(\mu) = \{ f : [\mu, v] \rightarrow \mathbb{R} : I_{\mu,\omega}^{\rho}(f(\theta)) \text{ exists} \forall \theta \in [\mu, v] \}, \]

\[ N_{\rho}(v) = \{ f : [\mu, v] \rightarrow \mathbb{R} : I_{\omega,\nu}^{\rho}(f(\theta)) \text{ exists} \forall \theta \in [\mu, v] \}, \]

and $I_{\mu,\omega}^{\rho}$ and $I_{\omega,\nu}^{\rho}$ are the left and right LGCIs defined in Eqs. (4) and (5), respectively.
Definition 8 For $m \in \mathbb{N}$, we define the spaces

$$W_{\mu,\omega}^{m,\rho}([\mu, v]) = \{ \xi : [\mu, v] \to \mathbb{R} : D_{\mu,\omega}^{m-1,\rho}(\xi) \in I_{\mu,\omega}^{\rho}([\mu, v]) \}$$

and

$$W_{\omega,\nu}^{m,\rho}([\mu, v]) = \{ \xi : [\mu, v] \to \mathbb{R} : D_{\mu,\omega}^{m-1,\rho}(\xi) \in I_{\omega,\nu}^{\rho}([\mu, v]) \},$$

where $I_{\mu,\omega}^{\rho}([\mu, v])$ and $I_{\omega,\nu}^{\rho}([\mu, v])$ are the spaces given in Definition 7.

3.1 The LIFD and RIFD for functions in $W_{\mu,\omega}^{m,\rho}$ and $W_{\omega,\nu}^{m,\rho}$

The following lemmas give the characterizations for the spaces $W_{\mu,\omega}^{m,\rho}([\mu, v])$ and $W_{\omega,\nu}^{m,\rho}([\mu, v])$.

Lemma 6 Let $\rho > 0$. A function $\xi \in W_{\mu,\omega}^{m,\rho}([\mu, v])$ if and only if $\xi$ has the formal representation

$$\xi(\vartheta) = \frac{1}{\Gamma(m)} \int_{\mu}^{\vartheta} h^{m-1}(\vartheta - \tau, \rho) \frac{f(\tau)}{\omega(\tau - \mu, \rho)} \, d\tau + \sum_{k=1}^{m-1} \frac{D_{\mu,\omega}^{k,\rho}(\xi(\mu))}{k!} h^{k}(\vartheta - \mu, 0, \rho),$$

where $f(\vartheta) = D_{\mu,\omega}^{m,\rho}(\xi(\vartheta))$.

Proof Let $\xi \in W_{\mu,\omega}^{m,\rho}([\mu, v])$. Then $D_{\mu,\omega}^{m-1,\rho}(\xi) \in I_{\mu,\omega}^{\rho}([\mu, v])$, and hence

$$D_{\mu,\omega}^{m-1,\rho}(\xi(\vartheta)) = I_{\mu,\omega}^{\rho}(f(\vartheta)) + D_{\mu,\omega}^{m-1,\rho}(\xi(\mu)) \quad \text{for some } f \in N_{\rho}(\mu).$$

According to Definitions 2 and 3, we get

$$\frac{d}{d\vartheta} \left(D_{\mu,\omega}^{m-2,\rho}(\xi(\vartheta))\right) = \frac{1}{\omega(\vartheta - \mu, \rho)} \int_{\mu}^{\vartheta} f(\tau) \, d\tau + \frac{D_{\mu,\omega}^{m-1,\rho}(\xi(\mu))}{\omega(\vartheta - \mu, \rho)}.$$ (31)

Integrating from $\mu$ to $\vartheta$ gives

$$D_{\mu,\omega}^{m-2,\rho}(\xi(\vartheta)) = \int_{\mu}^{\vartheta} \frac{d\tau}{\omega(\tau - \mu, \rho)} \int_{\mu}^{\tau} \frac{f(\tau_1) \, d\tau_2}{\omega(\tau_2 - \mu, \rho)} + D_{\mu,\omega}^{m-1,\rho}(\xi(\mu)) + D_{\mu,\omega}^{m-2,\rho}(\xi(\mu)).$$ (32)

Again, by Definitions 2 and 3, integrating from $\mu$ to $\vartheta$, we get

$$D_{\mu,\omega}^{m-3,\rho}(\xi(\vartheta)) = \int_{\mu}^{\vartheta} \frac{d\tau_1}{\omega(\tau_1 - \mu, \rho)} \int_{\mu}^{\tau_1} \frac{d\tau_2}{\omega(\tau_2 - \mu, \rho)} \int_{\mu}^{\tau_2} \frac{f(\tau_3) \, d\tau_3}{\omega(\tau_3 - \mu, \rho)} + D_{\mu,\omega}^{m-1,\rho}(\xi(\mu)) + D_{\mu,\omega}^{m-2,\rho}(\xi(\mu)) + D_{\mu,\omega}^{m-3,\rho}(\xi(\mu)).$$ (33)
Repeating this procedure \( m - 3 \) times, we have

\[
\xi(\vartheta) = \int_\mu^\vartheta \frac{d\tau_1}{\omega(\tau_1 - \mu, \rho)} \int_\mu^{\tau_1} \frac{d\tau_2}{\omega(\tau_2 - \mu, \rho)} \cdots \int_\mu^{\tau_{m-1}} \frac{f(\tau_m) d\tau_m}{\omega(\tau_m - \mu, \rho)} + D_{\mu,\omega}^{m-1,\rho}(\xi(\mu)) \int_\mu^\vartheta \frac{d\tau_1}{\omega(\tau_1 - \mu, \rho)} \int_\mu^{\tau_1} \frac{d\tau_2}{\omega(\tau_2 - \mu, \rho)} \cdots \int_\mu^{\tau_{m-2}} \frac{d\tau_{m-1}}{\omega(\tau_{m-1} - \mu, \rho)} + D_{\mu,\omega}^{m-1,\rho}(\xi(\mu)) \int_\mu^\vartheta \frac{d\tau}{\omega(\tau - \mu, \rho)} + \xi(\mu). \tag{34}
\]

Therefore by relation (8) we have

\[
\xi(\vartheta) = \frac{1}{\Gamma(m)} \int_\mu^\vartheta h^{m-1}(\vartheta - \mu, \tau - \mu, \rho) \frac{f(\tau)}{\omega(\tau - \mu, \rho)} d\tau + \sum_{k=1}^{m-1} \frac{D_{\mu,\omega}^{k,\rho}(\xi(\mu))}{\Gamma(k)} \int_\mu^\vartheta h^{k-1}(\vartheta - \mu, \tau - \mu, \rho) \frac{d\tau}{\omega(\tau - \mu, \rho)} + \xi(\mu), \tag{35}
\]

or

\[
\xi(\vartheta) = \frac{1}{\Gamma(m)} \int_\mu^\vartheta h^{m-1}(\vartheta - \mu, \tau - \mu, \rho) \frac{f(\tau)}{\omega(\tau - \mu, \rho)} d\tau + \sum_{k=1}^{m-1} \frac{D_{\mu,\omega}^{k,\rho}(\xi(\mu))}{k!} h^k(\vartheta - \mu, 0, \rho). \tag{36}
\]

Obviously, the identity \( f(\vartheta) = D_{\mu,\omega}^{m,\rho}(\xi(\vartheta)) \) can be obtained by taking the operator \( D_{\mu,\omega}^{m,\rho} \) to the both sides of Eq. (36).

Conversely, if a function \( \xi : [\mu, v] \to \mathbb{R} \) has the formal representation (29), then we easily conclude that \( D_{\mu,\omega}^{m-1,\rho}(\xi) \in I_{\mu,\omega}^m([\mu, v]) \) and \( \xi \in W_{\mu,\omega}^{m,\rho}([\mu, v]) \). □

**Lemma 7** A function \( \xi \in W_{\mu,\omega}^{m,\rho}([\mu, v]) \) if and only if \( \xi \) has the formal representation

\[
\xi(\vartheta) = \frac{1}{\Gamma(m)} \int_\vartheta^v h^{m-1}(v - \vartheta, v - \tau, \rho) \frac{f(\tau)}{\omega(v - \tau, \rho)} d\tau + \sum_{k=1}^{m-1} \frac{D_{\mu,\omega}^{k,\rho}(\xi(\mu))}{k!} h^k(v - \vartheta, 0, \rho), \tag{37}
\]

where \( f(\vartheta) = D_{\mu,\omega}^{m,\rho}(\xi(\vartheta)) \).

**Proof** The proof can be driven similarly to the proof of Lemma 6. □

The following theorem gives the possibility of computing the LIFD and RIFD for functions in \( W_{\mu,\omega}^{m,\rho} \) and \( W_{\mu,\omega}^{m,\rho} \).

**Theorem 3** Let \( \sigma \in \mathbb{C} \) with \( \text{Re}(\sigma) > 0 \), and let \( m = [\text{Re}(\sigma)] + 1 \). Then:
(i) If $\xi \in W_{\mu,\nu}^{m,p}([\mu, \nu])$, then the LIFD of $\xi$ of order $\sigma$ exists and can be written in the form

$$\mathbb{D}_{\mu,\nu}^{\sigma,\rho}(\xi(\theta)) = \frac{1}{\Gamma(m-\sigma)} \int_{\mu}^{\theta} h^{m-\sigma-1}(\theta - \mu, \tau - \mu, \rho) \frac{D_{\mu,\nu}^{m,p}(\xi(\tau))}{\omega(\tau - \mu, \rho)} \, d\tau$$

$$+ \sum_{k=0}^{m-1} \frac{D_{\mu,\nu}^{m,p}(\xi(\mu))}{\Gamma(k - \sigma + 1)} h^{k-\sigma}(\theta - \mu, 0, \rho), \quad (38)$$

(ii) If $\xi \in W_{\mu,\nu}^{m,p}([\mu, \nu])$, then the RIFD of $\xi$ of order $\sigma$ exists and can be written in the form

$$\mathbb{D}_{\mu,\nu}^{\sigma,\rho}(\xi(\theta)) = \frac{(-1)^m}{\Gamma(m-\sigma)} \int_{\theta}^{\nu} h^{m-\sigma-1}(\nu - \theta, \nu - \tau, \rho) \frac{D_{\mu,\nu}^{m,p}(\xi(\tau))}{\omega(\nu - \tau, \rho)} \, d\tau$$

$$+ \sum_{k=0}^{m-1} \frac{(-1)^k D_{\mu,\nu}^{m,p}(\xi(\mu))}{\Gamma(k - \sigma + 1)} h^{k-\sigma}(\nu - \theta, 0, \rho). \quad (39)$$

**Proof** We prove (i); (ii) can be proved similarly.

Let $\xi \in W_{\mu,\nu}^{m,p}([\mu, \nu])$. Then, by Lemma 6, $\xi$ has the form

$$\xi(\theta) = \frac{1}{\Gamma(m)} \int_{\mu}^{\theta} k^{m-1}(\theta - \mu, \tau - \mu, \rho) \frac{D_{\mu,\nu}^{k,p}(\xi(\tau))}{\omega(\tau - \mu, \rho)} \, d\tau$$

$$+ \sum_{k=1}^{m-1} \frac{D_{\mu,\nu}^{k,p}(\xi(\mu))}{k!} h^{k}(\theta - \mu, 0, \rho). \quad (40)$$

By Definition 6 and Lemma 4 we have

$$\mathbb{D}_{\mu,\nu}^{\sigma,\rho}(\xi(\theta)) = \frac{1}{\Gamma(m)\Gamma(m-\sigma)} \times \frac{D_{\mu,\nu}^{\sigma,\rho}(\int_{\mu}^{\theta} \int_{\tau_1}^{\tau} h^{m-\sigma-1}(\theta - \mu, \tau - \mu, \rho) h^{m-1}(\tau_1 - \mu, \tau_2 - \mu, \rho) \, d\tau_2 \, d\tau_1)}{\omega(\tau_2 - \mu, \rho) \omega(\tau_1 - \mu, \rho)}$$

$$+ \sum_{k=0}^{m-1} \frac{D_{\mu,\nu}^{k,p}(\xi(\mu))}{\Gamma(k - \sigma + 1)} h^{k-\sigma}(\theta - \mu, 0, \rho). \quad (41)$$

The variable transformation $\varrho = \frac{h^{\mu_1 - \mu_2 - \mu_\rho}}{m^{\theta_1 - \mu_2 - \mu_\rho}}$ yields

$$\mathbb{D}_{\mu,\nu}^{\sigma,\rho}(\xi(\theta)) = \frac{1}{\Gamma(2m-\sigma)} D_{\mu,\nu}^{m,p}(\int_{\mu}^{\theta} h^{2m-\sigma-1}(\theta - \mu, \tau - \mu, \rho) \frac{D_{\mu,\nu}^{k,p}(\xi(\tau_2))}{\omega(\tau_2 - \mu, \rho)} \, d\tau)$$

$$+ \sum_{k=0}^{m-1} \frac{D_{\mu,\nu}^{k,p}(\xi(\mu))}{\Gamma(k - \sigma + 1)} h^{k-\sigma}(\theta - \mu, 0, \rho). \quad (42)$$

Finally, applying the operator $D_{\mu,\nu}^{m,p}$ to the integral in the right side of Eq. (42) we acquire formula (38). □
3.2 The inverse advantages on $W_{\mu,\omega}^{\rho,\sigma}$ and $W_{\mu,\omega}^{\rho,\sigma}$

Here we give some inverse advantages with the same order for the fractional LIFD, RIFD, LIFI, and RIFI. This will be done for functions in $W_{\mu,\omega}^{\rho,\sigma}$ and $W_{\mu,\omega}^{\rho,\sigma}$.

Theorem 4 Let $\Re(\sigma) > 0$, $x \in W_{\mu,\omega}^{\rho,\sigma}$, and $\zeta \in W_{\mu,\omega}^{\rho,\sigma}$. Then:

(i) $D_{\mu,\omega}^{\rho,\sigma}(\xi(\theta)) = \xi(\theta)$,

(ii) $D_{\mu,\omega}^{\rho,\sigma}(\xi(\theta)) = \xi(\theta)$.

Proof According to Definitions 5–6, the change of integration order, the transformation
\[ \varrho = \frac{2^\mu \rho}{\mu(\mu - 2) - \mu \rho}, \] and formula (8), we have
\[
D_{\mu,\omega}^{\rho,\sigma}(\xi(\theta)) = \frac{1}{\Gamma(\sigma) \Gamma(m - \sigma)} \left[ \int_0^{\tau_1} h^{m-\sigma}(\varrho - \mu, \tau_1 - \mu, \rho) h^{\sigma-1}(\varrho - \mu, \tau_1 - \mu, \rho) \right. \\
\times \frac{\xi(\tau_2)d\tau_2}{\omega(\tau_2 - \mu, \rho)} \left. \right] \\
= \frac{1}{\Gamma(\sigma) \Gamma(m - \sigma)} \left[ \int_0^{\tau_1} h^{m-\sigma}(\varrho - \mu, \tau_1 - \mu, \rho) h^{\sigma-1}(\varrho - \mu, \tau_1 - \mu, \rho) \right. \\
\times \frac{d\tau_1}{\omega(\tau_1 - \mu, \rho)} \left. \right] \\
= \frac{1}{\Gamma(\sigma) \Gamma(m - \sigma)} \left[ \int_0^{\tau_1} (1 - \varrho)^{m-\sigma-1} \varrho^{\sigma-1} d\varrho \right] \\
\times \frac{\xi(\tau_2)d\tau_2}{\omega(\tau_2 - \mu, \rho)} \left] \\
= \frac{1}{\Gamma(\sigma) \Gamma(m - \sigma)} \left[ \int_0^{\tau_1} h^{m-1}(\varrho - \mu, \tau_1, \rho) \right. \\
\times \frac{\xi(\tau)d\tau}{\omega(\tau - \mu, \rho)} \left. \right] \\
= \frac{1}{\Gamma(\sigma) \Gamma(m - \sigma)} \left[ \int_0^{\tau_1} h^{m-1}(\varrho - \mu, \tau_1, \rho) \right. \\
\times \frac{\xi(\tau)d\tau}{\omega(\tau - \mu, \rho)} \left. \right] \\
= \xi(\theta). \tag{43}
\]

This proves (i), and (ii) can be proved analogously. \hfill \square

Theorem 5 Let $\Re(\sigma) > 0$, $m = [-\Re(\sigma)]$, $\xi, \zeta \in N(\mu)$, $I_{\mu,\omega}^{\rho,\sigma}(\xi(\theta)) \in W_{\mu,\omega}^{\rho,\sigma}$, and $I_{\mu,\omega}^{\rho,\sigma}(\zeta(\theta)) \in W_{\mu,\omega}^{\rho,\sigma}$. Then

\[
I_{\mu,\omega}^{\rho,\sigma}(D_{\mu,\omega}^{\rho,\sigma}(\xi(\theta))) = \xi(\theta) - \sum_{k=1}^{m} I_{\mu,\omega}^{\rho,\sigma-k,\rho}(\xi(\theta)) h^{\sigma-k}(\varrho - \mu, 0, \rho), \tag{44}
\]

and

\[
I_{\mu,\omega}^{\rho,\sigma}(D_{\mu,\omega}^{\rho,\sigma}(\xi(\theta))) = \xi(\theta) - \sum_{k=1}^{m} (-1)^{k} I_{\mu,\omega}^{\rho,\sigma-k,\rho}(\xi(\theta)) h^{\sigma-k}(\varrho - \mu, 0, \rho). \tag{45}
\]
Proof Let us prove formula (44). The proof of formula (45) can be obtained similarly. We have

\[
\Pi_{\mu,\omega}^{\sigma,\rho}(\Pi_{\mu,\omega}^{\sigma,\rho}(\xi(\theta))) = \frac{1}{\Gamma(\sigma)} \int_{\mu}^{\theta} h^{\sigma-1}(\theta - \mu, \tau - \mu, \rho)(D_{\mu,\omega}^{m,\sigma,\rho}(\Pi_{\mu,\omega}^{m,\sigma,\rho}(\xi(\tau)))) \frac{d\tau}{\omega(\tau - \mu, \rho)}
\]

\[
= \frac{D_{\mu,\omega}^{1,\rho}}{\Gamma(\sigma + 1)} \int_{\mu}^{\theta} h^{\sigma}(\theta - \mu, \tau - \mu, \rho)(D_{\mu,\omega}^{m,\sigma,\rho}(\Pi_{\mu,\omega}^{m,\sigma,\rho}(\xi(\tau)))) \frac{d\tau}{\omega(\tau - \mu, \rho)}
\]

\[
= D_{\mu,\omega}^{1,\rho} \left[ \frac{1}{\Gamma(\sigma + m - 1 + 1)} \int_{\mu}^{\theta} h^{\sigma}(\theta - \mu, \tau - \mu, \rho)(\Pi_{\mu,\omega}^{m,\sigma,\rho}(\xi(\tau))) \right]
\]

\[
- \sum_{k=1}^{m} \frac{D_{\mu,\omega}^{m-k,\rho}(\Pi_{\mu,\omega}^{m-k,\sigma,\rho}(\xi(\mu))))}{\Gamma(\sigma - k + 2)} h^{\sigma-k+1}(\theta - \mu, 0, \rho)
\]

\[
= D_{\mu,\omega}^{1,\rho} \left[ \Pi_{\mu,\omega}^{\sigma-1,\rho}(\Pi_{\mu,\omega}^{\sigma,\rho}(\xi(\theta))) - \sum_{k=1}^{m} \frac{D_{\mu,\omega}^{m-k,\rho}(\Pi_{\mu,\omega}^{m-k,\sigma,\rho}(\xi(\mu))))}{\Gamma(\sigma - k + 2)} h^{\sigma-k+1}(\theta - \mu, 0, \rho) \right]
\]

\[
= \xi(\theta) - \sum_{k=1}^{m} \frac{D_{\mu,\omega}^{m-k,\rho}(\xi(\mu))))}{\Gamma(\sigma - k + 1)} h^{\sigma-k}(\theta - \mu, 0, \rho). \quad (46)
\]

Here we have employed the integration by parts \( m \) times and Lemma 2.

\[ \square \]

4 Improved fractional derivatives in the Caputo sense

Here we define the improved fractional derivatives in the Caputo sense. These types of derivatives are new and generalize many derivatives proposed in the literature. Moreover, we discuss the advantages of these derivatives via the results obtained in Sect. 3.

Definition 9 Let \( \rho > 0, \text{Re}(\sigma) \geq 0 \), and \( m = [\text{Re}(\sigma)] + 1 \). If \( \xi \in W_{\theta,v}^{m,\sigma,\rho}([\mu, v]) \) and \( \zeta \in W_{\theta,v}^{m,\sigma,\rho}([\mu, v]) \), then we define the Caputo LIFD and RIFD, respectively, as

\[
C \Pi_{\mu,\omega}^{\sigma,\rho}(\xi(\theta))) = \Pi_{\mu,\omega}^{\sigma,\rho}(\xi(\theta)) - \sum_{k=0}^{m-1} \frac{D_{\mu,\omega}^{k,\rho}(\xi(\mu)))}{\Gamma(k+1)} h^{\sigma-k}(\theta - \mu, 0, \rho) \quad (47)
\]

and

\[
C \Pi_{\theta,v}^{\sigma,\rho}(\xi(\theta))) = \Pi_{\theta,v}^{\sigma,\rho}(\xi(\theta)) - \sum_{k=0}^{m-1} \frac{(-1)^k D_{\theta,v}^{k,\rho}(\xi(\mu)))}{\Gamma(k+1)} h^{\sigma-k}(v - \theta, 0, 0) \quad (48)
\]

The following theorem gives alternative definitions of the Caputo LIFD and RIFD via the LIFI and RIFI.
Theorem 6 Let $\rho > 0$, $\text{Re}(\sigma) \geq 0$, and $m = [\text{Re}(\sigma)] + 1$. If $\xi \in W_{\mu,\nu}^{m,\rho}([\mu, v])$ and $\zeta \in W_{\omega,\nu}^{m,\rho}([\mu, v])$, then the Caputo LIFD and RIFD can be redefined, respectively, as

$$C_{\mu,\omega}^{m,\rho,\sigma} \frac{d}{d\theta} \left( \frac{D_{\mu,\omega}^{m,\rho,\sigma}(\xi(\theta))}{\omega(\tau - \mu, \rho)} \right) = \frac{1}{\Gamma(m - \sigma)} \int_{\mu}^{\theta} h^{m-\sigma-1}(\theta - \mu, \tau - \mu, \rho) \frac{D_{\mu,\omega}^{m,\rho,\sigma}(\xi(\tau))}{\omega(\tau - \mu, \rho)} d\tau$$

$$= \sum_{i=0}^{m-1} \frac{D_{\mu,\omega}^{m,\rho,\sigma}(\xi(\theta))}{\omega(\tau - \mu, \rho)}$$

and

$$C_{\omega,\nu}^{m,\rho,\sigma} \frac{d}{d\theta} \left( \frac{D_{\omega,\nu}^{m,\rho,\sigma}(\zeta(\theta))}{\omega(\theta - \tau, \rho)} \right) = \frac{(-1)^m}{\Gamma(m - \sigma)} \int_{\theta}^{v} h^{m-\sigma-1}(\theta - \tau, v - \tau, \rho) \frac{D_{\omega,\nu}^{m,\rho,\sigma}(\zeta(\tau))}{\omega(\theta - \tau, \rho)} d\tau$$

$$= \sum_{i=0}^{m-1} \frac{D_{\omega,\nu}^{m,\rho,\sigma}(\zeta(\theta))}{\omega(\theta - \tau, \rho)}$$

Proof By (47), Lemma 4, and Theorem 3 we have

$$C_{\mu,\omega}^{m,\rho,\sigma} \frac{d}{d\theta} \left( \frac{D_{\mu,\omega}^{m,\rho,\sigma}(\xi(\theta))}{\omega(\tau - \mu, \rho)} \right) = \frac{1}{\Gamma(m - \sigma)} \int_{\mu}^{\theta} h^{m-\sigma-1}(\theta - \mu, \tau - \mu, \rho) \frac{D_{\mu,\omega}^{m,\rho,\sigma}(\xi(\tau))}{\omega(\tau - \mu, \rho)} d\tau$$

$$= \sum_{i=0}^{m-1} \frac{D_{\mu,\omega}^{m,\rho,\sigma}(\xi(\theta))}{\omega(\tau - \mu, \rho)}$$

Formula (49) can be analogously proved by employing (48), Lemma 4, and Theorem 3. □

Remark 7 The Caputo LIFD and RIFD generalize some fractional differential operators proposed in the literature. The following cases show this fact.

1. If $\omega(\theta, \rho) = \theta^{1-\rho}$, then $h(\theta, 0, \rho) = \theta^{\rho}$, $P_{\mu,\omega}^{m,\rho,\sigma}(\xi(\theta)) = (\theta - \mu)^{1-\rho} \frac{d^m}{d\theta^m}$, and $P_{\omega,\nu}^{m,\rho,\sigma}(\xi(\theta)) = (\theta - \tau)^{1-\rho} \frac{d^m}{d\theta^m}$. Hence, the Caputo LIFD and RIFD in (47) and (48) coincide with the left and right Caputo fractional derivatives defined by Jarad et al. [31], respectively.

2. If $\omega(\theta, \rho) = \theta^{1-\rho}$ and $\mu = v = 0$, then the Caputo LIFD and RIFD in (47) and (48) coincide with the left and right Caputo modifications of fractional derivatives defined by Jarad et al. [30].

3. If $\omega(\theta, \rho) = \theta^{1-\rho}$, $\rho = 1$, and $\mu = v = 0$, then $h(\theta, 0, \rho) = \theta$, and $P_{\mu,\omega}^{m,\rho,\sigma}(\xi(\theta)) = D_{\mu,\omega}^{m,\rho,\sigma}(\xi(\theta)) = \frac{d^m}{d\theta^m}$. Hence, respectively, the Caputo LIFD and RIFD in (47) and (48) coincide with the left and right Caputo fractional derivatives defined in [2, 44].

4. If $\omega(\theta, \rho) = \theta^{1-\rho}$, $\mu = v = 0$, and $\rho = 0$, then $h(\theta, 0, \rho) = \ln(\theta)$, $P_{\mu,\omega}^{m,\rho,\sigma}(\xi(\theta)) = \frac{d^m}{d\theta^m}$, and $P_{\omega,\nu}^{m,\rho,\sigma}(\xi(\theta)) = -\theta \frac{d^m}{d\theta^m}$. Hence, respectively, the Caputo LIFD and RIFD in (47) and (48) coincide with the fractional left and right derivatives of Caputo–Hadamard defined in [12].

The following two lemmas are beneficial tools for showing the inverse and composition advantages of the Caputo LIFD and RIFD.
Lemma 8 Let $0 < \text{Re}(\sigma) \not\in \mathbb{N}$, $m = \lceil \text{Re}(\sigma) \rceil + 1$, and $\xi \in C[\mu, v]$. Then $\mathbb{I}^{\sigma-k,\rho}_{\mu,\omega}(\xi(\mu)) = 0$ and $\mathbb{I}^{\sigma-k,\rho}_{\omega,\alpha}(\xi(v)) = 0$ for $k \in \{0, 1, \ldots, m - 1\}$.

Proof Using Definition 5, we have

$$\| \mathbb{I}^{\sigma-k,\rho}_{\mu,\omega}(\xi(\theta)) \| \leq \frac{\|\xi\|_C}{\Gamma(\sigma - k)(\text{Re}(\sigma) - k)} \| h^{\text{Re}(\sigma)-k}(\theta - \mu, 0, \rho).$$

Replacing $\theta$ by $\mu$ gives $\mathbb{I}^{\sigma-k,\rho}_{\mu,\omega}(\xi(\mu)) = 0$. The second equality can be shown similarly. $\square$

Lemma 9 Let $\text{Re}(\sigma) \geq 0$, $m = \lceil \text{Re}(\sigma) \rceil + 1$, and $D^{m,\sigma}_{\mu,\omega}, D^{m,\sigma}_{\omega,\alpha} \in C[\mu, v]$. Then $C D^{m,\sigma}_{\mu,\omega}(\xi(\mu)) = 0$ and $C D^{m,\sigma}_{\omega,\alpha}(\xi(v)) = 0$.

Proof From Theorem 6 we get

$$\| C D^{m,\sigma}_{\mu,\omega}(\xi(\theta)) \| \leq \frac{\| D^{m,\sigma}_{\mu,\omega} \|_C}{\Gamma(m - \sigma)(m - \text{Re}(\sigma))} \| h^{m-\text{Re}(\sigma)}(\theta - \mu, 0, \rho)$$

and

$$\| C D^{m,\sigma}_{\omega,\alpha}(\xi(\theta)) \| \leq \frac{\| D^{m,\sigma}_{\omega,\alpha} \|_C}{\Gamma(m - \sigma)(m - \text{Re}(\sigma))} \| h^{m-\text{Re}(\sigma)}(v - \theta, 0, \rho).$$

Hence the results can be acquired by replacing $\theta$ by $\mu$ and $v$, respectively. $\square$

Now we give the inverse advantages of the Caputo LIFD and RIFD.

Theorem 7 Suppose $\text{Re}(\sigma) > 0$, $m = \lceil \text{Re}(\sigma) \rceil + 1$, and $\xi \in C[\mu, v]$.

(i) If $\text{Re}(\sigma) \not\in \mathbb{N}$ or $\sigma \in \mathbb{N}$, then

$$C D^{\sigma,\rho}_{\mu,\omega}(\mathbb{I}^{\sigma,\rho}_{\mu,\omega}(\xi(\theta))) = \xi(\theta) \quad \text{and} \quad C D^{\sigma,\rho}_{\omega,\alpha}(\mathbb{I}^{\sigma,\rho}_{\omega,\alpha}(\xi(\theta))) = \xi(\theta).$$

(ii) If $\text{Re}(\sigma) \in \mathbb{N}$, then

$$C D^{\sigma,\rho}_{\mu,\omega}(\mathbb{I}^{\sigma,\rho}_{\mu,\omega}(\xi(\theta))) = \xi(\theta) - \frac{\mathbb{I}^{\sigma+1-m,\rho}_{\mu,\omega}(\xi(\mu))}{\Gamma(m - \sigma)} h^{m-\sigma}(\theta - \mu, 0, \rho),$$

and

$$C D^{\sigma,\rho}_{\omega,\alpha}(\mathbb{I}^{\sigma,\rho}_{\omega,\alpha}(\xi(\theta))) = \xi(\theta) - \frac{\mathbb{I}^{\sigma+1-m,\rho}_{\omega,\alpha}(\xi(v))}{\Gamma(m - \sigma)} h^{m-\sigma}(v - \theta, 0, \rho).$$

Proof According to Definition 9, Lemmas 4–5, and Theorem 4, we have

$$C D^{\sigma,\rho}_{\mu,\omega}(\mathbb{I}^{\sigma,\rho}_{\mu,\omega}(\xi(\theta))) = D^{\sigma,\rho}_{\mu,\omega}(\mathbb{I}^{\sigma,\rho}_{\mu,\omega}(\xi(\theta))) - \sum_{k=0}^{m-1} \frac{D^{k,\rho}_{\mu,\omega}(\mathbb{I}^{\sigma,\rho}_{\mu,\omega}(\xi(\mu)))}{\Gamma(k - \sigma + 1)} h^{k-\sigma}(\theta - \mu, 0, \rho)$$

$$= \xi(\theta) - \sum_{k=0}^{m-1} \frac{\mathbb{I}^{\sigma,\rho}_{\mu,\omega}(\xi(\mu))}{\Gamma(k - \sigma + 1)} h^{k-\sigma}(\theta - \mu, 0, \rho).$$

Now the proof can be completed as follows.
(i) Let $\text{Re}(\sigma) \notin \mathbb{N}$. Then by Lemma 8 we have $\mathbb{I}_{\mu,\rho,0}^{\sigma,\rho} (\xi(\mu)) = 0$ for $k \in \{0, 1, \ldots, m - 1\}$.

Hence, the first equality in (55) is proved. The second equality can be proved by the same procedure. The case of $\sigma \in \mathbb{N}$ is trivial, because we return to the integer-order case.

(ii) Let $\text{Re}(\sigma) \in \mathbb{N}$, then it is easy to repeat the steps of Lemma 8 and conclude that $\mathbb{I}_{\mu,\rho,0}^{\sigma,\rho} (\xi(\mu)) = 0$ for $k \in \{0, 1, \ldots, m - 1\}$. Thus (56) is proved, and (57) can be proved similarly.

\[ \square \]

**Theorem 8** Suppose $\text{Re}(\sigma) > 0$, $m = \lfloor \text{Re}(\sigma) \rfloor + 1$, $\xi \in W_{\mu,\rho,0}^{m,\rho}$, and $\zeta \in W_{\omega,\nu,0}^{m,\rho}$. Then

\[
\mathbb{I}_{\mu,\rho,0}^{\sigma,\rho} \left( C \mathbb{D}_{\mu,\rho,0}^{\sigma,\rho} (\xi(\theta)) \right) = \xi(\theta) - \sum_{k=0}^{m-1} \frac{D_{\mu,\rho,0}^{k,\rho}(\xi(\mu))}{k!} h^k(\theta - \mu, \rho)
\]

and

\[
\mathbb{I}_{\omega,\nu,0}^{\sigma,\rho} \left( C \mathbb{D}_{\omega,\nu,0}^{\sigma,\rho} (\zeta(\theta)) \right) = \zeta(\theta) - \sum_{k=0}^{m-1} \frac{(-1)^k D_{\omega,\nu,0}^{k,\rho}(\zeta(\nu))}{k!} h^k(v - \nu, \rho).
\]

**Proof** We prove formula (59), and formula (60) can be proved likewise. According to Theorem 6 and Lemma 2, we have

\[
\mathbb{I}_{\mu,\rho,0}^{\sigma,\rho} \left( C \mathbb{D}_{\mu,\rho,0}^{\sigma,\rho} (\xi(\theta)) \right) = \mathbb{I}_{\mu,\rho,0}^{m,\sigma,\rho} \left( D_{\mu,\rho,0}^{\sigma,\rho} (\xi(\theta)) \right) = \mathbb{I}_{\mu,\rho,0}^{\sigma,\rho} \left( D_{\mu,\rho,0}^{\sigma,\rho} (\xi(\theta)) \right)
\]

\[
= \frac{1}{\Gamma(m)} \int_{\mu}^{\theta} h^{m-1}(\theta - \mu, \tau - \mu, \rho) \frac{D_{\mu,\rho,0}^{m,\rho}(\xi(\tau))}{\omega(\tau - \mu, \rho)} d\tau
\]

\[
= \frac{1}{\Gamma(m + 1)} D_{\mu,\rho,0}^{1,\rho} \left[ \int_{\mu}^{\theta} h^{m}(\theta - \mu, \tau - \mu, \rho) \frac{D_{\mu,\rho,0}^{m,\rho}(\xi(\tau))}{\omega(\tau - \mu, \rho)} d\tau \right].
\]

Using the integration by parts $m$ times yields

\[
\mathbb{I}_{\mu,\rho,0}^{\sigma,\rho} \left( C \mathbb{D}_{\mu,\rho,0}^{\sigma,\rho} (\xi(\theta)) \right) = D_{\mu,\rho,0}^{1,\rho} \left[ \mathbb{I}_{\mu,\rho,0}^{\sigma,\rho}(\xi(\theta)) - \sum_{i=1}^{m} \frac{D_{\mu,\rho,0}^{m-i,\rho}(\xi(\mu))}{\Gamma(m - i + 2)} h^{m-i}(\theta - \mu, 0, \rho) \right]
\]

\[
= \xi(\theta) - \sum_{i=1}^{m} \frac{D_{\mu,\rho,0}^{m-i,\rho}(\xi(\mu))}{\Gamma(m - i + 1)} h^{m-i}(\theta - \mu, 0, \rho)
\]

\[
= \xi(\theta) - \sum_{k=0}^{m-1} \frac{D_{\mu,\rho,0}^{k,\rho}(\xi(\mu))}{k!} h^k(\theta - \mu, 0, \rho).
\]

This proves formula (59).

\[ \square \]

The following theorem gives the composite of two Caputo LIFDs and RIFDs.

**Theorem 9** Let $\xi \in W_{\mu,\rho,0}^{m_1 + m_2}([\mu, v])$, $\zeta \in W_{\omega,\nu,0}^{m_1 + m_2}([\mu, v])$, $\text{Re}(\sigma_1) \geq 0$, $\text{Re}(\sigma_2) \geq 0$, $\text{Re}(\sigma_1) \in (m_1 - 1, m_1)$, and $\text{Re}(\sigma_2) \in (m_2 - 1, m_2)$. Then:

(i) $C \mathbb{D}_{\mu,\rho,0}^{\sigma_1,\rho} (C \mathbb{D}_{\mu,\rho,0}^{\sigma_2,\rho} (\xi(\theta))) = C \mathbb{D}_{\mu,\rho,0}^{\sigma_1,\sigma_2,\rho} (\xi(\theta))$,

(ii) $C \mathbb{D}_{\omega,\nu,0}^{\sigma_1,\rho} (C \mathbb{D}_{\omega,\nu,0}^{\sigma_2,\rho} (\zeta(\theta))) = C \mathbb{D}_{\omega,\nu,0}^{\sigma_1,\sigma_2,\rho} (\zeta(\theta))$. 

\[ \square \]
Proof Using Theorem 6, Lemma 5, and Lemma 2, we have

\[
\begin{align*}
\mathcal{D}_{\mu,0}^{\sigma_1,\rho} \left( \mathcal{D}_{\mu,0}^{\sigma_2,\rho} \left( \xi (\vartheta) \right) \right) &= \mathcal{D}_{\mu,0}^{\sigma_1,\rho} \left( \mathcal{D}_{\mu,0}^{\sigma_2,\rho} \left( \xi (\vartheta) \right) \right) \\
&= \mathcal{D}_{\mu,0}^{\sigma_1,\rho} \left( \mathcal{D}_{\mu,0}^{\sigma_2-\sigma_1,\rho} \left( \xi (\vartheta) \right) \right) \\
&= \mathcal{D}_{\mu,0}^{\sigma_1,\rho} \left( \mathcal{D}_{\mu,0}^{\sigma_2-\sigma_1,\rho} \left( \xi (\vartheta) \right) \right) \\
&= \mathcal{D}_{\mu,0}^{\sigma_1+\sigma_2,\rho} \left( \xi (\vartheta) \right). \quad (63)
\end{align*}
\]

This proves (i), and (ii) can be proved likewise. \qed

5 Applications to electrical circuits of fractional orders

In this part, we provide some application examples to justify the importance and merit of the novel IF operators. In particular, we discuss the resistor–capacitor (R\text{C}) electrical circuits in the framework of the Caputo LIFD and the LIFI. New analytical solutions that describe the voltage are gained in the cases of constant and periodic sources. Also, some 2D numerical simulations are displayed to illustrate the impact of the Caputo LIFD and the LIFI. Finally, we can see that the obtained results include some previously acquired results as particular cases.

Example 1 (The fractional R\text{C} electrical circuit with constant source) Consider a fractional R\text{C} electrical circuit described by

\[
\begin{align*}
\mathcal{D}_{\mu,0}^{\sigma,\rho} \left( \mathcal{V}(\vartheta) \right) + \Phi_{\sigma,\rho} \mathcal{V}(\vartheta) &= \Psi_{\sigma,\rho}, \quad \vartheta \in (0, \infty), \\
\mathcal{V}(0) &= \mathcal{V}_0,
\end{align*}
\]

where \( \sigma, \rho \in (0, 1], \mathcal{D}_{\mu,0}^{\sigma,\rho} \) is the Caputo LIFD, \( \mathcal{V} \) is the voltage, \( \mathcal{V}_0 \) is the initial voltage, \( \Phi_{\sigma,\rho} = 1/(\mathcal{R}\mathcal{C})^\rho, \Psi_{\sigma,\rho} = \mathcal{E}_0/(\mathcal{R}\mathcal{C})^\rho, \mathcal{E}_0 \) is a constant source, and \( \mathcal{R}^\rho \) and \( \mathcal{C}^\rho \) are nonlocal parameters, the resistance and capacitance, respectively. The reason for using the nonlocal parameters \( \mathcal{R}^\rho \) and \( \mathcal{C}^\rho \) instead of the traditional parameters is retaining the fractional dimensionality of the equation.

Applying the LIFI operator to (64) and using Theorem 8 and Lemma 3, we have

\[
\mathcal{V}(\vartheta) = \mathcal{V}_0 + \frac{\Psi_{\sigma,\rho}}{\Gamma(\sigma + 1)} h^\rho (\vartheta, 0, \rho) - \Phi_{\sigma,\rho} \mathcal{V}_{0,0}^{\sigma,\rho} (\mathcal{V}(\vartheta)). \quad (65)
\]

Hence

\[
\begin{align*}
\mathcal{V}_{m+1}(\vartheta) &= \mathcal{V}_0 + \frac{\Psi_{\sigma,\rho}}{\Gamma(\sigma + 1)} h^\rho (\vartheta, 0, \rho) - \Phi_{\sigma,\rho} \mathcal{V}_{0,0}^{\sigma,\rho} (\mathcal{V}_m(\vartheta)), \quad m = 0, 1, 2, \ldots
\end{align*}
\]

For \( m = 0 \), we have

\[
\mathcal{V}_1(\vartheta) = \mathcal{V}_0 + \frac{\Psi_{\sigma,\rho}}{\Gamma(\sigma + 1)} h^\rho (\vartheta, 0, \rho) - \Phi_{\sigma,\rho} \mathcal{V}_{0,0}^{\sigma,\rho} (\mathcal{V}_0(\vartheta)). \quad (67)
\]

According to Lemma 3, we get

\[
\mathcal{V}_1(\vartheta) = \mathcal{V}_0 \left( 1 - \frac{\Phi_{\sigma,\rho}}{\Gamma(\sigma + 1)} h^\rho (\vartheta, 0, \rho) \right) + \frac{\Psi_{\sigma,\rho}}{\Gamma(\sigma + 1)} h^\rho (\vartheta, 0, \rho). \quad (68)
\]
For $m = 2$, we have

$$\mathcal{U}_2(\theta) = \mathcal{U}_0 + \frac{\psi_{\sigma,\rho}}{\Gamma(\sigma + 1)} h^\sigma(\theta, 0, \rho) - \Phi_{\sigma,\rho}^{1,\sigma}(\mathcal{U}_1(\theta)). \quad (69)$$

Inserting Eq. (68) into (69) and using Lemma 3 yield

$$\mathcal{U}_1(\theta) = \mathcal{U}_0 \left(1 - \frac{\Phi_{\sigma,\rho}}{\Gamma(\sigma + 1)} h^\sigma(\theta, 0, \rho) + \frac{\Phi_{\sigma,\rho}^2}{\Gamma(2\sigma + 1)} h^{2\sigma}(\theta, 0, \rho)\right) + \psi_{\sigma,\rho} h^\rho(\theta, 0, \rho) \left(\frac{1}{\Gamma(\sigma + 1)} + \frac{\Phi_{\sigma,\rho}}{\Gamma(2\sigma + 1)} h^\sigma(\theta, 0, \rho)\right). \quad (70)$$

Repeating the same steps $m - 2$ times, we get

$$\mathcal{U}_m(\theta) = \mathcal{U}_0 E_{\sigma,1} \left(-\Phi_{\sigma,\rho} h^\sigma(\theta, 0, \rho)\right) + \psi_{\sigma,\rho} h^\rho(\theta, 0, \rho) \sum_{k=0}^{n} \frac{(-1)^k \Phi_{\sigma,\rho}^k}{(k + 1)\Gamma(k\sigma + \sigma)} h^{k\sigma}(\theta, 0, \rho). \quad (71)$$

So, as $m \to \infty$, we have the solution of (64) of the form

$$\mathcal{U}(\theta) = \mathcal{U}_0 E_{\sigma,1} \left(-\Phi_{\sigma,\rho} h^\sigma(\theta, 0, \rho)\right) + \psi_{\sigma,\rho} h^\rho(\theta, 0, \rho) \sum_{k=0}^{\infty} \frac{(-1)^k \Phi_{\sigma,\rho}^k}{(k + 1)\Gamma(k\sigma + \sigma)} h^{k\sigma}(\theta, 0, \rho), \quad (72)$$

where $E_{\sigma,\rho}$ is the biparameterized Mittag-Leffler function. The Appendix provides the definition and some required properties of the function $E_{\sigma,\rho}$.

Now, for $R = 1$ Ohm, $C = 20$ Farad, $E_0 = 10$ Watts, and $\omega(\theta, \rho) = e^{(1-\rho)\theta}$, the behavior of the voltage $\mathcal{U}(\theta)$ in (72) is exhibited in Fig. 1 for various values of the orders $\sigma$ and $\rho$. Also, Fig. 1 shows the gross effect of the Caputo LIFD $\mathcal{C}^{\sigma,\rho}$ on the voltage behavior of the fractional RC electrical circuit (64), whereas the fractional order $\sigma$ describes irrevocable dispersion effects like internal or ohmic friction, and the conformable order $\rho$ is responsible for speeding up or slowing down the decrease in voltage.

![Figure 1](image_url)
Example 2 (The fractional $\mathcal{R}C$ electrical circuit with periodic source) Consider the fractional $\mathcal{R}C$ electrical circuit given by

$$
\begin{align*}
C_D^{\sigma, \rho} & \left( \omega(\vartheta, \rho) \right) + \Phi_{\sigma, \rho} \mathcal{V}(\vartheta) = \Psi_{\sigma, \rho} \sin(\varepsilon \vartheta), \quad \vartheta \in (0, \infty), \\
\mathcal{V}(0) &= \mathcal{V}_0,
\end{align*}
$$

(73)

where $\Phi_{\sigma, \rho}$ and $\Psi_{\sigma, \rho}$ are those defined in Example 1, and $\varepsilon \in \mathbb{R}$.

Taking the Laplace transform of Eq. (73), we get

$$
\mathcal{D}_{\sigma, \rho} \left( \rho^{\sigma} \omega^2 + \varepsilon^2 \right) \mathcal{V}(\omega) - \rho^{\sigma-1} \omega^{\sigma-1} \left( \vartheta, 0, \rho \right) \mathcal{V}(0) = \varepsilon \Psi_{\sigma, \rho},
$$

(74)

where $\mathcal{D}_{\sigma, \rho} = \frac{\Gamma(\sigma \rho)}{\Gamma(\rho)}$. Simplifying Eq. (74) and using the initial data give

$$
\mathcal{V}(\omega) = \mathcal{V}_0 \rho^{\sigma-1} \omega^{\sigma-1} \left( \vartheta, 0, \rho \right) + \Psi_{\sigma, \rho} \mathcal{V}(\omega) + \varepsilon \Psi_{\sigma, \rho} \frac{\mathcal{D}_{\sigma, \rho}}{\mathcal{D}_{\sigma, \rho} \left( \omega^2 + \varepsilon^2 \right) \left( \rho^{\sigma} \omega^2 + \varepsilon^2 \right) \left( \vartheta, 0, \rho \right) \mathcal{V}(0)}. (75)
$$

Hence by taking the inverse Laplace transform we have

$$
\mathcal{V}(\vartheta) = \mathcal{V}_0 \vartheta^{\sigma-1} \omega^{\sigma-1} \left( \vartheta, 0, \rho \right) \left( \frac{\Phi_{\sigma, \rho}}{\mathcal{D}_{\sigma, \rho}} \right) \left( \rho^\sigma \omega^\sigma \left( \vartheta, 0, \rho \right) \mathcal{V}(0) \right) + \Psi_{\sigma, \rho} \frac{\mathcal{D}_{\sigma, \rho}}{\mathcal{D}_{\sigma, \rho} \left( \vartheta, 0, \rho \right)} \int_0^{\vartheta} \rho^{\sigma-1} \omega^{\sigma-1} \left( \tau, 0, \rho \right) \mathcal{V}(\tau) \sin(\varepsilon (\vartheta - \tau)) d\tau. (76)
$$

For $\mathcal{R} = 1$ Ohm, $\mathcal{C} = 20$ Farad, $\mathcal{E}_0 = 10$ Watts, $\varepsilon = 1$, and $\omega(\vartheta, \rho) = \frac{1}{2} (1 + \rho^{\sigma(1-\rho)})$, the behavior of the voltage $\mathcal{V}(\vartheta)$ in (76) is shown in Fig. 2 for various values of the orders $\sigma$ and $\rho$. Further, Fig. 1 clarifies the overall effect of the Caputo LIFD $C_D^{\sigma, \rho}$ on the voltage behavior of the fractional $\mathcal{R}C$ electrical circuit (73), whereas the fractional order $\sigma$ has the same significance as in Example 1, and the conformable order $\rho$ is responsible for speeding up or slowing down the voltage cycle.

Remark 8 If $\omega(\vartheta, \rho) = \vartheta^{1-\rho}$, then $h(\vartheta, 0, \rho) = \frac{\vartheta^\rho}{\rho}$, and the resulted solutions (72) and (76) recover the solutions obtained by the fractional conformable derivative in [18]. Moreover,
the solutions obtained by the conformable and Caputo derivatives can be recovered if \( \sigma = 1 \) and \( \rho = 1 \), respectively.

### 6 Conclusion

We introduced a new family of fractional operators, called the IF operators. To define these fractional operators, we used a repeating procedure on general types of conformable integration and differentiation. The convolution kernels of the IF operators were given in conformable abstract forms. This broadens their scientific application scope compared to the traditional fractional operators. We have proved that the IF operators have features analogous to those of familiar fractional operators. Moreover, we suggested some specified function spaces to unveil the inverse and composition relations between the IF operators. Moreover, we noted that the fractional IF operators rely on two parameters so that, in modeling by these fractional operators, one of them is responsible for the memory trace, and the other for the speed up or slow down of the variation rate. Also, when these parameters approach specific values, the IF operators coincide with many fractional and conformable operators proposed earlier in the literature. As applications, we analyzed the resistor–capacitor electrical circuits in the framework of some IF operators. Hence new explicit formulas of the voltage were obtained in the cases of constant and periodic sources. Further, we displayed some graphical simulations to expound the overall effect of the IF operators on the voltage behavior. On the other hand, as we can see in Remarks 2–8, our results extend and improve some results due to Jarad et al. [30, 31]. Therefore we conclude that the fractional left and right Caputo fractional derivatives, as well as the fractional left and right Caputo–Hadamard fractional derivatives, are particular cases of the Caputo LIFD and RIFD. Finally, To the author’s awareness, the applications of the new IF operators do not limit to the electrical circuits, and they may have valuable applications in many scientific scopes.

### Appendix

Let \( \sigma, \rho \in \mathbb{C} \), where \( \text{Re}(\sigma), \text{Re}(\rho) > 0 \). The biparameterized Mittag-Leffler function is defined as [19]

\[
E_{\sigma, \rho}(w) = \sum_{k=0}^{\infty} \frac{w^k}{\Gamma(k\sigma + \rho)}. \tag{77}
\]

If \( \text{Re}(\sigma) > 0 \) and \( \text{Re}(\rho) > 0 \), then the Laplace transform of \( \vartheta^{\sigma-1} E_{\sigma, \rho}(\vartheta^\sigma) \) is given as

\[
L(\vartheta^{\sigma-1} E_{\sigma, \rho}(\vartheta^\sigma))(\varphi) = \frac{\varphi^{\sigma-\rho}}{\varphi^\sigma - 1}, \quad \text{Re}(\varphi) > 1. \tag{78}
\]

For \( p \in \mathbb{N} \) and \( m \in \mathbb{R} \), the \( p \)th derivative of the function \( E_{\sigma, \rho}(m\vartheta^\sigma) \) is given as

\[
E_{\sigma, \rho}^{(p)}(m\vartheta^\sigma) = \sum_{k=0}^{\infty} \frac{\Gamma(k + p + 1)}{\Gamma(k + 1)} \frac{m^k \vartheta^{k\sigma}}{\Gamma(k\sigma + p\sigma + \rho)}. \tag{79}
\]
Also, for $\text{Re}(\sigma) > 0$, $\rho \in \mathbb{R}$, and $\text{Re}(\sigma) > |m|^{\frac{1}{\sigma}}$, the Laplace transform of $\partial^{p+1}_{\sigma} L_{\sigma}^{(p)}(m \sigma^\sigma)$ is given by

$$
\mathcal{L}\left(\partial^{p+1}_{\sigma} L_{\sigma}^{(p)}(m \sigma^\sigma)\right) = \frac{\Gamma(p + 1)\sigma^{p-\rho}}{(\sigma^\sigma - m)^{p+1}}.
$$

(80)
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