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We present a detailed analysis of the fluctuation dissipation theorem (FDT) close to the glass transition in colloidal suspensions under steady shear using mode coupling approximations. Starting point is the many-particle Smoluchowski equation. Under shear, detailed balance is broken and the response functions in the stationary state are smaller at long times than estimated from the equilibrium FDT. An asymptotically constant relation connects response and fluctuations during the shear driven decay, restoring the form of the FDT with, however, a ratio different from the equilibrium one. At short times, the equilibrium FDT holds. We follow two independent approaches whose results are in qualitative agreement. To discuss the derived fluctuation dissipation ratios, we show an exact reformulation of the susceptibility which contains not the full Smoluchowski operator as in equilibrium, but only its well defined Hermitian part. This Hermitian part can be interpreted as governing the dynamics in the frame comoving with the probability current. We present a simple toy model which illustrates the FDT violation in the sheared colloidal system.
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I. INTRODUCTION

The thermal fluctuations of a system in equilibrium are directly connected to the system’s response to a small external force. This connection, manifested in the fluctuation dissipation theorem (FDT), lies at the heart of linear response theory. The FDT in equilibrium connects the correlator \( C_{fg}(t) \) with the response function, the susceptibility \( \chi_{fg}(t) \) (both defined below), and reads

\[
\chi_{fg}(t) = -\frac{1}{k_B T} \frac{\partial}{\partial t} C_{fg}(t). \tag{1}
\]

Eq. (1) states that the relaxation of a small fluctuation is independent of the origin of this fluctuation: Whether induced by a small external force or developed spontaneously by thermal fluctuations, the relaxation of the fluctuation cannot distinguish these cases.

The most famous example for the FDT is the Einstein relation connecting the diffusivity of a Brownian particle to its mobility \[1\]. The FDT is of importance for various applications in the field of material sciences since for example transport coefficients can be related to microscopic quantities, i.e., the fluctuations of the corresponding variables \[2\]. It was first formulated by Nyquist in 1928 \[3\] as the connection between thermal fluctuations of the charges in a conductor (mean square voltage) and the conductivity.

In non-equilibrium systems, this connection is not valid in general and much work is devoted to understanding the relation between fluctuation and response functions. This relation is often characterized by the fluctuation dissipation ratio (FDR) \( \chi_{fg}(t) \) defined as

\[
\chi_{fg}(t) = -\frac{X_{fg}(t)}{k_B T} \frac{\partial}{\partial t} C_{fg}(t). \tag{2}
\]

Close to equilibrium, one recovers the FDT in Eq. (1) with \( \chi_{fg}(t) \equiv 1 \). In non-equilibrium, \( X_{fg}(t) \) deviates from unity. This is related to the existence of non-vanishing probability currents (see Eq. (15) below); FDRs are hence considered a possibility to quantify the currents and to signal non-equilibrium \[4\]. The violation of the equilibrium FDT has been studied for different systems before as we want to summarize briefly.

The general linear response susceptibility for non-equilibrium states with Fokker-Planck dynamics \[5\] has been derived by Agarwal in 1972 \[6\]. It will serve as exact starting point of our analysis (see Eq. (13) below). The susceptibility is given in terms of microscopic quantities, which cannot easily be identified with a measurable function in general in contrast to the equilibrium case. For a single driven Brownian particle (colloid) in a periodic potential, the FDT violation for the velocity correlation has been studied in Ref. \[7\]. There it was possible to compare the microscopic expressions successfully to the experimental realization of the system \[8\].

Colloidal dispersions at high densities exhibit slow cooperative dynamics and form glasses. These metastable soft solids can be easily driven into stationary states far from equilibrium by already modest flow rates. Spin-glasses driven by non-conservative forces were predicted to exhibit nontrivial FDRs in mean field models \[9\]. It is found that at long times the equilibrium form of the FDT (Eq. (1)) holds with the temperature \( T \) replaced by a different value denoted effective temperature \( T_{\text{eff}} \),

\[
\chi(t) = -\frac{1}{k_B T_{\text{eff}}} \frac{\partial}{\partial t} C(t). \tag{3}
\]

This corresponds to a time independent FDR \( \chi(t) = \chi_0 \) at long times during the final decay process, where \( t \) is time rescaled by the timescale of the external driving. In detailed computer simulations of binary Lennard-Jones mixtures by Berthier and Barrat \[10, 11, 12\], this restoration of the equilibrium FDT was indeed observed: For long times, the FDR \( \chi(t) \) is independent of time. Its value was also very similar for the different investigated observables, i.e., \( \chi_0 = \chi = T/T_{\text{eff}} \) is proposed to be a universal number describing the non-equilibrium state. \( T_{\text{eff}} \) was found to be larger than the real temperature, which translates into an FDR smaller than unity. Further simulations with shear also saw \( T_{\text{eff}} > T \)
but the variable dependence was not studied in as much detail as in Refs. [10], and partially other definitions of $T_{\text{eff}}$ were used. In Refs. [3, 10, 17], it is argued that $T_{\text{eff}}$ agrees with the effective temperature connected with the FDT violation in the corresponding aging system [18, 19]. This has not yet been demonstrated for different temperatures. Note that the system under shear is always ergodic and aging effects are absent. The fluctuation dissipation relation of aging systems using mode coupling techniques was investigated in Ref. [20]. Recently $T_{\text{eff}}$ was also connected to barrier crossing rates [21], replacing the real temperature in Kramers’ escape problem [5]. A theoretical approach for the effective temperature under shear in the so called “shear-transformation-zone” (STZ) model is proposed in Ref. [22]. Different techniques (with different findings) to measure FDRs in aging colloidal glasses were used in Refs. [23, 24, 25]. No experimental realization of an FDT study of colloidal suspensions under shear is known to us. An overview over the research situation (in 2003) can be found in Ref. [3].

Interesting universal FDRs were found in different spin models under coarsening [26, 27, 28, 29, 30] and under shear [31]. At the critical temperature, a universal value of $\chi = \frac{1}{2}$ has been found e.g. in the $n$-vector-model for spatial dimension $d \geq 4$. In $d = 3$, corrections to this value can depend on the considered observable [32]. See Ref. [33] for an overview. Yet, the situation for structural glasses has not been clarified. Also, the connection between structural glasses, spin glasses and critical systems is unclear.

In this paper, we present the study of the violation of the equilibrium FDT for dense colloidal suspensions under shear. It is a comprehensive extension of our recent Letter on the same topic [34], but also provides a number of new results and discussions. We build on the MCT-ITT approach [35, 36, 37, 38] (reviewed recently [39]) based on mode coupling theory. This approach allows us to derive quantities which are directly measured in experiments and simulations [40, 41, 42] and the properties of specific observables can be described. We will hence be able to study the non-equilibrium FDT for different observables as measured in simulations, and possible differences for different variables can be detected. In the main text, we will follow the calculation as presented in Ref. [34] in detail. It leads to a time independent FDR $\dot{X}_i$ during the whole final relaxation process whose value is universal in the simplest approximation, $\dot{X}_i = \frac{1}{2}$. We will also derive corrections to this value which depend on the considered observable. In Appendix A we will additionally show a different analysis of the extra term in the FDT following more standard routes of MCT and projection operator formalisms. It is in qualitative agreement with the results shown in the main text and it allows us to estimate the size of the correction terms which are neglected in the main text and to see that they are small.

The paper is organized as follows. In Sec. II we will introduce the microscopic starting point and give the definitions of the different time dependent correlation and response functions. In Sec. III we will introduce the different contributions to the non-equilibrium term $\Delta \chi_{\text{D}}(t)$ in the susceptibility. These different contributions are approximated in Sec. IV.

The approximations for the time dependent correlation functions will be shown in Sec. V. In Sec. VI we will present the final extended FDT connecting the susceptibility to measurable correlation functions and discuss the FDR as function of different parameters. In Sec. VII we show an exact form of the susceptibility which involves the Hermitian part of the Smoluchowski operator and the restoration of the equilibrium FDT in the frame comoving with the probability current. The final discussion, supported by the FDR analysis in a simple toy model will finally be presented in Sec. VIII. In Appendix A we derive the expressions for the susceptibility in an approach based on the Zwanzig-Mori projection operator formalism.

II. MICROSCOPIC STARTING POINT

We consider a system of $N$ spherical Brownian particles of diameter $d$, dispersed in a solvent. The system has volume $V$. The particles have bare diffusion constants $D_0$. The interparticle force acting on particle $i$ ($i = 1 \ldots N$) at position $r_i$ is given by $F_i = -\partial/\partial r_i U \{ r_i \}$, where $U$ is the total potential energy. We neglect hydrodynamic interactions to keep the description as simple as possible. These are also absent in the computer simulations [10] to which we will compare our results.

The external driving, viz. the shear, acts on the particles via the solvent flow velocity $v(r) = \gamma y \hat{y}$, i.e., the flow points in $x$-direction and varies in $y$-direction. $\gamma$ is the shear rate. The particle distribution function $\Psi(\Gamma = \{ r_i \}, t)$ obeys the Smoluchowski equation [37, 43],

$$\partial_t \Psi(\Gamma, t) = \Omega \cdot \dot{\Omega} = \sum_i \partial_i \cdot \left[ \partial_i F_i - \kappa \cdot r_i \right], \quad (4)$$

with $\kappa = \gamma x \hat{y}$ for the case of simple shear. $\Omega$ is called the Smoluchowski operator (SO) and it is built up by the equilibrium SO, $\Omega_e = \sum_i \partial_i \cdot [\partial_i F_i]$ of the system without shear and the shear term $\delta \Omega = -\sum_i \partial_i \cdot \kappa \cdot r_i$. We introduced dimensionless units for space, energy and time, $d = k_B T = D_0 = 1$. The formal H-theorem [5] states that the system reaches the equilibrium distribution $\Psi_e$, i.e., $\Omega_e \Psi_e = 0$, without shear. Under shear, the system reaches the stationary distribution $\Psi_s$ with $\Omega \Psi_s = 0$. Ensemble averages in equilibrium and in the stationary state are denoted

$$\langle \ldots \rangle = \int d\Gamma \Psi_e(\Gamma) \ldots , \quad (5a)$$

$$\langle \ldots \rangle_s = \int d\Gamma \Psi_s(\Gamma) \ldots , \quad (5b)$$

respectively. In the stationary state, the distribution function is constant but the system is not in thermal equilibrium due to the non-vanishing probability current $j^s_i$ [37],

$$j^s_i = [-\partial_i + F_i + \kappa \cdot r_i] \Psi_s = j_i \Psi_s. \quad (6)$$
A. Correlation functions

Dynamical properties of the system are probed by time dependent correlation functions. The correlation of the fluctuation \( \delta f = f - \langle f \rangle \) of a function \( f(x) \) with the fluctuation of another function \( g(x) \) is in the stationary state given by [37]

\[
C_{fg}(t) = \langle \delta f^* e^{\Omega_t^*} \delta g \rangle. \tag{7}
\]

Here, \( \Omega_t = \sum_i [\partial_i + F_i + \kappa \cdot r_i] \cdot \partial_i \) is the adjoint SO that arose from partial integrations. \( C_{fg}(t) \) is the correlation function which is mostly considered in experiments and simulations of sheared suspensions. At this point, we would like to introduce three more correlation functions which will appear in this paper. The transient correlator \( C_{fg}(t) \) is observed when the external shear is switched on at \( t = 0 \),

\[
C_{fg}(t) = \langle \delta f^* e^{\Omega_t^*} \delta g \rangle. \tag{8}
\]

It probes the dynamics in the transition from equilibrium to steady state and is the central object of the MCT-ITT approach [36, 48]. The general case, where the correlation is started a period \( t_w \), namely the waiting time, after the rheometer was switched on, one observes the two-time correlator \( C_{fg}(t, t_w) \), see Fig. 1

\[
C_{fg}(t, t_w) = C_{fg}(t) + \gamma \int_{t_w}^t ds \left\langle \sigma_{xy} e^{\Omega_s^*} \delta f^* e^{\Omega_t^*} \delta g \right\rangle. \tag{9}
\]

Eq. (9) follows with the waiting time dependent distribution function [37].

\[
\Psi(\Gamma, t_w) = \Psi_\infty + \int_{t_w}^t ds e^{\Omega_s} \Psi_\infty \tag{10}
\]

with partial integrations when averaging with \( \Psi(\Gamma, t_w) \). For \( t_w = 0 \), the two-time correlator equals the transient correlator. For long waiting times, it reaches the stationary correlator, \( C_{fg}(t, t_w \to \infty) = C_{fg}(t) \), and Eq. (9) becomes the ITT expression for \( C_{fg}(t) \) [37]. Without shear finally, one observes the equilibrium correlator,

\[
C_{fg}^{(e)} = \langle \delta f^* e^{\Omega_t^*} \delta g \rangle. \tag{11}
\]

B. Response Functions

The susceptibility \( \chi_{fg} \) describes the linear response of the stationary system to an external perturbation. Note that the term ‘linear response’ does not correspond to the shear, but to the additional small test force \( h_e(t) \) acting on the particles. Because the system is always ergodic due to shearing, the linear response will always exist in contrast to un-sheared glasses [43, 45], where a finite force is needed to mobilize the particles. Formally, the susceptibility \( \chi_{fg}(t) \) describes the linear response of the stationary expectation value of \( g \) to the external perturbation \( h_e(t) \) which shifts the internal energy \( U \) to \( U - f^* h_e(t) \),

\[
\langle g \rangle^{(h_e)}(t) = \int_{-\infty}^{t} dt' \chi_{fg}(t - t') h_e(t') + \mathcal{O}(h_e^2). \tag{12}
\]

To derive the microscopic form of the susceptibility, one considers the change of the stationary distribution function \( \Psi_s \) under the external perturbation. One finds [44, 45],

\[
\chi_{fg}(t) = \left\langle \sum_i \frac{\partial f^*}{\partial \xi_i} \cdot \partial_i e^{\Omega_t^*} g \right\rangle. \tag{13}
\]

If one replaces \( \Psi_s \) by \( \Psi_e \) and \( \Omega_t \) by \( \Omega_t^e \) in Eq. (13), the equilibrium FDT in Eq. (1) follows by partial integrations,

\[
\chi_{fg}^{(e)}(t) = \left\langle \sum_i \frac{\partial f^*}{\partial \xi_i} \cdot \partial_i e^{\Omega_t^e} g \right\rangle = - \left\langle f^* e^{\Omega_t^e} \delta g \right\rangle. \tag{14}
\]

In the considered non-equilibrium system, where detailed balance is broken and the nonzero stationary probability current in Eq. (6) exists, the equilibrium FDT (1) is extended as we see now. The above expression, Eq. (13), can be rewritten (with adjoint current operator \( \mathcal{J}_i = \partial_i + F_i + \kappa \cdot \mathbf{r}_i \)) to

\[
\Delta \chi_{fg}(t) = \chi_{fg}(t) + \dot{C}_{fg}(t) = - \left\langle \sum_i \mathcal{J}_i \cdot \frac{\partial f^*}{\partial \xi_i} e^{\Omega_t^e} \right\rangle. \tag{15}
\]

Note that the new term in the FDT, \( \Delta \chi_{fg}(t) \), in the following called violating term, is directly proportional to the stationary probability current. A deviation of the fluctuation dissipation ratio, Eq. (2), from unity, the value close to equilibrium, arises.

The extended FDT in Eq. (15) has been known since the work of Agarwall [6]. We will analyze for driven metastable (glassy) states and show that the additive correction \( \Delta \chi_{fg}(t) \) leads to the nontrivial constant FDR at long times, as was found in the simulations. One can always express the FDT violation in terms of an additive as well as a multiplicative correction. The nontrivial statement for driven metastable glasses is that the multiplicative correction is possible with a time independent factor at long times. Specifically, we will look at autocorrelations, \( g = f \) of functions without explicit
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FIG. 1: Definition of the waiting time \( t_w \) and the correlation time \( t \) after switch-on of the rheometer.
advection, $f = f\{\{y_i, z_i\}\}$, where the flow-term in the current operator $\hat{g}_i$ in (15) vanishes. For variables depending on $x_i$, the equilibrium FDT is already violated for low colloid densities as seen from the Einstein relation: The mean squared displacement grows cubically in time (Taylor dispersion), while the mobility of the particle is constant.

In contrast to the equilibrium distribution, $\Psi_e \propto e^{-U}$, the stationary distribution is not known and stationary averages are calculated in the integration through transients approach (ITT) (3) (compare Eq. (10)).

\[ \langle \ldots \rangle^{(s)} = \langle \ldots \rangle + \hat{\gamma} \int_0^\infty ds \langle \sigma_{xy} e^{\Omega_1 s} \ldots \rangle. \]

ITT simplifies the following analysis because averages can now be evaluated in equilibrium, while otherwise nonequilibrium forces would be required (48). E.g. due to $\partial_t \Psi_e = F_1 \Psi_e$, the expression (15) vanishes in the equilibrium average and reduces to

\[ \Delta \chi(t) = -\hat{\gamma} \int_0^\infty ds \langle \sigma_{xy} e^{\Omega_1 s} \sum_i (\Theta_i + F_i) \cdot \frac{\partial f^s}{\partial r_i} e^{\Omega_1 t} f \rangle. \]

Eq. (16) is still exact and we will in the following develop approximations for it. In the main text, we will follow the derivation as presented in Ref. (14). In Appendix A we present an alternative derivation with Zwanzig Mori projections. We will show in Sec. A4 that the two approaches are in qualitative agreement.

IV. APPROXIMATIONS FOR THE VIOLATING TERM

A. The waiting time derivative

In order to approximate the waiting time derivative in Eq. (19), we note its connection to time derivatives of correlation functions,

\[ \left\langle \delta f^* \delta \Omega^i e^{\Omega^i t} \delta f \right\rangle = C_1^{(t)}(t) - \left\langle \delta f^* \Omega^i e^{\Omega^i t} \delta f \right\rangle. \]

The time derivative of the transient correlator $C^{(t)}_1(t)$ is split into two terms, one containing the equilibrium operator $\Omega_1$, the other one containing the shear term $\delta \Omega^i$. We will reason the following: The term containing $\Omega_1$ is the derivative of the short time, shear independent dynamics of the transient correlator down on the plateau (compare Fig. 5 below), i.e., the derivative of the dynamics governed by the equilibrium SO $\Omega_1$. The term containing $\delta \Omega^i$, i.e., the waiting time derivative, follows then as the time derivative with respect to the shear governed decay from the plateau down to zero.

The equilibrium derivative $\Omega_1 \delta f^*$ in the last term of (21) de-correlates quickly as the particles loose memory of their initial motion even without shear. In this case, the latter term is the time derivative of the equilibrium correlator, $C^{(e)}_1(t)$. A shear flow switched on at $t = 0$ should make the particles forget their initial motion even faster, prompting us to use the approximation $e^{\Omega^i t} \approx e^{\Omega^i t} P_t e^{-\Omega^i t} e^{\Omega^i t}$, with projector $P_t = \delta f^*(\delta f^* f)^{-1} \delta f$. We then find

\[ \left\langle \delta f^* \Omega_1^i e^{\Omega^i t} \delta f \right\rangle \approx \left\langle \delta f^* \Omega_1^i e^{\Omega^i t} \delta f \right\rangle \frac{\left\langle \delta f^* e^{\Omega^i t} e^{\Omega^i t} \delta f \right\rangle}{\left\langle \delta f^* \delta f \right\rangle}. \]
The first average on the right hand side is the time derivative of \(C_f(t)\). The second average is not known. Applying the same approximation \(e^{\Omega t} \approx e^{\Omega |t|} P_t e^{-\Omega |t|} e^{\Omega t}\) to the transient correlator, we have
\[
\left\langle \delta f^* e^{\Omega t} \delta f \right\rangle \approx \left\langle \delta f^* e^{-\Omega |t|} e^{\Omega t} \delta f \right\rangle \frac{\left\langle \delta f^* e^{-\Omega |t|} e^{\Omega t} \delta f \right\rangle}{\left\langle \delta f^* \delta f \right\rangle}.
\]
(23)

Combining the two equations, we find for the last term in Eq. (21)
\[
\left\langle \delta f^* \Omega e^{\Omega t} \delta f \right\rangle \approx \tilde{C}_f(t) \frac{C_f(t)}{C_f(t)}.
\]
(24)

This term is then assured to decay faster than without shear. Now we can give the final formula for the waiting time derivative,
\[
\frac{\partial}{\partial t_w} C_f(t, t_w) \bigg|_{t_w=0} \approx \tilde{C}_f(t) - \tilde{C}_f(t) \frac{C_f(t)}{C_f(t)}.
\]
(25)

This is our central approximation whose consequences for the FDR will be worked out in Sec. III. The quality of approximation (25) has recently been studied in detailed simulations, and qualitative and quantitative agreement was found for two different simulated super-cooled liquids [49]. As argued above, the last term in (25) will be identified as short time derivative of \(C_f(t)\), connected with the shear independent decay, where the transient correlator equals the equilibrium correlator. Consequently, \(\frac{\partial}{\partial t_w} C_f(t, t_w) |_{t_w=0}\) will turn out to be the long time derivative of \(C_f(t)\), connected with the shear driven decay. This captures the additional dissipation provided by the coupling to the stationary probability current in Eq. (15). The approximation in Eq. (25) is also reasonable comparing it to the expected properties of the waiting time derivative: For long times, \(t \to \infty\) and \(\tilde{\gamma} \to 0\) with \(\tilde{\gamma} t = \mathcal{O}(1)\), one has \(\tilde{C}_f(t) = 0\) in glassy states and the waiting time derivative is equal to the time derivative of the transient correlator. Varying the waiting time or the correlation time has then the same effect on the transient correlator. It is for small waiting times a function of \(\tilde{\gamma}(t + t_w)\) since \((t + t_w)\) measures the time since switch-on [50].

### B. The other terms in Eq. (18)

The second term in Eq. (18) has a physical interpretation as well: It is the time derivative of the difference between stationary and transient correlator, see Eq. (9),
\[
\dot{\gamma} \int_0^\infty ds \sigma_{xy} e^{\Omega t_s} \delta f^* e^{\Omega t} \delta f = \dot{C}_f(t) - \dot{\tilde{C}}_f(t).
\]
(26)

The last term, \(\Delta \chi_f^{(3)}\), has yet no physical interpretation. At \(t = 0\), it cancels with the second term. It is a demanding task to estimate the contribution of the different terms to \(\Delta \chi_f(t)\). This can be done in an MCT analysis for density fluctuations as presented in Appendix A. We want to briefly summarize the results for the contributions of the different terms as found in Appendix A. For coherent, i.e., collective density fluctuations, we have \(f = \varrho_q = \sum_i e^{i q \cdot r_i} [51]\). For incoherent, i.e., single particle fluctuations, one has \(f = \varrho_q = e^{i q \cdot r_1}\), with \(r_1\) the position of the tagged particle. We denote all normalized density functions with subscript \(q\). The normalized transient density correlator is denoted \(\Phi_q(t)\) [50]. We find that the violating term is zero for \(\tilde{\gamma} t \ll 1\) [52]. For long times, \(\tilde{\gamma} t = \mathcal{O}(1)\), we can estimate the different contributions in terms of \(\Phi_q(t)\), as is shown in Appendix A. We find
\[
\frac{1}{2} \frac{\partial}{\partial t_w} C_q(t, t_w) \bigg|_{t_w=0} \approx \tilde{n}_q^{(1)} \Phi_q(t), \quad (27a)
\]
\[
\frac{1}{2} \left[ \tilde{C}_q(t) - \Phi_q(t) \right] + \Delta \chi_q^{(3)}(t) \approx \tilde{n}_q^{(2+3)} \Phi_q(t), \quad (27b)
\]
where the functions \(\tilde{n}_q \propto |\tilde{\gamma}|\) for small shear rates in glassy states. In Fig. 2 we show the Laplace transform \(\mathcal{L}\{\Delta \chi_q(t)\}|_{z=0} = \int_0^\infty dt e^{-z t} \Delta \chi_q(t)\) at \(z = 0\) for the different contributions to \(\Delta \chi_q\) as estimated in Appendix A. We see that, according to the estimates in Appendix A the first term in Eq. (18) is the dominant contribution to the violating term. It is larger than the two other terms, which additionally partially cancel each other. We will in the main text neglect the sum of second and third term, which will give good agreement to the data in Ref. [10]. In Fig. 2 we also show the prediction of Eq. (25) for the waiting time derivative, which is at \(z = 0\) simply given by minus the height of the glassy plateau, see Eq. (A17). We see that our estimate in Appendix A agrees qualitatively and also semi-quantitatively with Eq. (25).
It appears reasonable to conclude that the waiting time derivative is larger than e.g. the second term \( \gamma^2 \), since it is equal to the time derivative of the transient correlator at long times, whereas \( \gamma^3 \) is the difference of two very similar functions. It is equal to the third term at \( t = 0 \) which lets us expect that also \( \Delta \chi^{(3)} \) is small.

V. APPROXIMATIONS FOR CORRELATION FUNCTIONS

A. ITT equations for transient correlators

The known ITT solutions for the transient correlators will be the central input for our FDR analysis. In order to visualize its time dependence, we will use the schematic \( F_{12}^{(3)} \)-model of ITT, which has repeatedly been used to investigate the dynamics of quiescent and sheared dispersions \( \Delta \chi^{(3)} \), and which provides excellent fits to the flow curves from large scale simulations \( \Delta \chi^{(3)} \). It provides a normalized transient correlator \( C^{(t)}(t) = \Phi(t) \), as well as a quiescent one, representing coherent, i.e., collective density fluctuations. The equation of motion reads \( \Delta \chi^{(3)} \),

\[
\dot{\Phi}(t) + \Gamma \left\{ \Phi(t) + \int_0^t dt' m(\gamma_t, t-t') \dot{\Phi}(t') \right\} = \Delta \chi^{(3)}(t) = 0,
\]

where the first factor on the right hand side is the normalized two-time density correlator. For glassy states at \( \gamma_t \approx 0 \), we take \( m(0, t) \) in order to calculate quiescent \( \Phi(0) \) correlators. Positive values of the separation parameter \( \gamma_t \) correspond to glassy states, negative values to liquid states.

In order to study the \( \gamma \)-dependence of our results, we will use the isotropic approximation \( \Phi(0) \) for the normalized transient density correlator. For glassy states, the final decay from the glassy plateau of height \( f_q \) is approximated as exponential,

\[
\Phi_q(t) \approx \Phi_q(t) = f_q e^{-t/\tau_q \gamma_t},
\]

where the amplitude \( h_q \) is also derived within quiescent MCT \( f_q \).

B. Two-time and stationary correlator

We will need to know the difference between stationary and transient correlators in order to be able to study the FDR in detail. Here we derive an approximate expression for the two-time correlator \( C(t, t_w) \), which then gives the stationary correlator for \( t_w \rightarrow \infty \). The detailed discussion will be presented elsewhere \( \delta \). We start from the exact Eq. \( 2 \) and use the projector \( \sigma_{xy} \)(\( \sigma_{xy} \sigma_{xy} \))\(^{-1} \sigma_{xy} \) as well as Eq. \( 19 \) to get

\[
C(t, t_w) - C^{(t)}(t) \approx \int_0^{t_w} ds ds' \sigma_{xy} e^{s / \tau_{xy}} \sigma_{xy} \frac{\partial C(t, t_w)}{\partial t_w} \bigg|_{t_w=0} .
\]

Eq. \( 30 \) is a short version which neglects the waiting time dependence of the \( t = 0 \) value of the unnormalized two-time correlator. An extended version including this effect can be formulated \( \delta \), but it is more involved and would change our results only marginally. Thus, we continue with Eq. \( 30 \), where the first factor on the right hand side is the normalized integrated shear modulus

\[
\tilde{\sigma}(t_w) \equiv \gamma \int_0^{t_w} ds \sigma_{xy} e^{s / \tau_{xy}} \sigma_{xy}, \quad (31)
\]

containing as numerator the familiar stationary stress, measured in 'flow curves' as function of shear rate \( \beta \). A technical problem arises for hard spheres, where the instantaneous shear modulus \( \sigma_{xy} \) diverges \( \delta \) giving formally \( \tilde{\sigma} = 0 \). The proper limit of increasing steepness in the repulsion has to be addressed in the future \( \delta \). In the spirit of the \( F_{12}^{(3)} \)-model \( \delta \), we approximate the \( s \)-dependent normalized shear modulus by the transient correlator \( \Delta \chi^{(3)} \)

\[
\frac{\sigma_{xy} e^{s / \tau_{xy}} \sigma_{xy}}{\sigma_{xy} \sigma_{xy}} \approx \Phi(s) G_\infty f, \quad (32)
\]

where we account for the different plateau heights of the respective normalized functions by setting \( G_\infty f \approx \frac{1}{2} \); choosing a quadratic dependence \( \Phi(s) \) would only change the results imperceptibly. We will abbreviate \( \tilde{\sigma}(t_w \rightarrow \infty) = \bar{\sigma} \).

The second factor on the right of Eq. \( 30 \) is the waiting time derivative, which we approximated in Eq. \( 25 \). We are hence able to show the two-time correlator for different waiting times for a glassy and a liquid state (Fig. 3). The short time decay down onto the plateau \( f \) is independent of waiting time \( t_w \), whereas the long time decay becomes slightly faster with increasing waiting time. Overall the waiting-time dependence is small. In recent simulations of density fluctuations of soft spheres \( \delta \), the difference between the two correlators was found to be largest at intermediate times, and \( C(t, t_w) \leq C^{(t)}(t) \) was observed. Both properties are fulfilled by Eq. \( 30 \). Note that Eq. \( 30 \) is exact in first order in \( t_w \).

Based on Fig. 3 and the knowledge about the transient correlators \( \delta \), the short time decay of \( C(t, t_w) \) is independent of shearing for small shear rates. In glassy states at \( \gamma_t \rightarrow 0 \) with \( \gamma_t \approx const. \), the transient correlator reaches a scaling function \( C^{(t)}(\gamma_t) \) \( \delta \), and the two-time correlator from Eq. \( 30 \) reaches \( C(t, \gamma_t) \).

VI. FINAL RESULTS FOR THE FDR

Our final result for the susceptibility in terms of the waiting time derivative reads,

\[
\chi(t) \approx -\frac{\partial}{\partial t} C(t, t_w) + 12 \frac{\partial}{\partial t_w} C(t, t_w) \bigg|_{t_w=0} . \quad (33)
\]

Eq. \( 33 \) states the connection of two very different physical mechanisms: The violation of the equilibrium FDT and the
This equation connects the susceptibility to measurable quantities, at least in simulations, without adjustable parameter. The relation between susceptibility and correlators requires correlators as input. We want to visualize the susceptibility using the schematic model Eq. (28) for the stationary correlator and Eq. (34) for the equilibrium correlator coincides with the green curve.

### A. FDR as function of time

The equation connects the susceptibility to measurable quantities, at least in simulations, without adjustable parameter.

\[
\chi(t) \approx -\dot{C}_t(t) + \frac{1}{2} \left( \dot{C}_t(t) - \dot{C}_t^{(e)}(t) \right) \frac{C_t^{(e)}(t)}{C_t^{(e)}(t)}.
\]

(34)

This equation connects the susceptibility to measurable quantities, at least in simulations, without adjustable parameter.

between \(C^{(t)}(t)\) and \(C(t)\). The parameter \(\dot{\sigma}\) is directly proportional to this difference.

In the parametric plot (Fig. 5), the \(X = \frac{1}{2}\)-approximation leads to two perfect lines with slopes \(-1\) and \(-\frac{1}{2}\) connected by a sharp kink at the non-ergodicity parameter \(f\). For the realistic curves, this kink is smoothed out, but the long time part is still well described by a straight line, i.e., the FDR is still almost constant during the final relaxation process. We predict a non-trivial time-independent FDR \(X_1(f)\) = const. if \(C^{(t)}_1\) (and with Eq. (10) also \(C_t\)) decays exponentially for long times, because \(\Delta \chi\) then decays exponentially with the same exponent. The slope of the long time line becomes smaller.
with increasing $\bar{\sigma}$ (i.e., also with increasing value of $G_\infty/f$ in Eq. (32)). We find that the value of the long time FDR is always smaller than $\frac{1}{2}$ in glassy states.

The line cuts the FDT line below $f$ for $\dot{\gamma} \to 0$. All these findings are in excellent agreement with the data in Ref. [10].

The FDR itself is of interest also, as function of time (inset of Fig. 4), A rather sharp transition from 1 to $\approx \gamma t$ when $\dot{\gamma} t \approx 10^{-3}$, at the time when the FDT violation is still invisible in Fig. 4. For the realistic curves, this transition happens two decades later. Strikingly, the huge difference is not apparent in the parametric plot, which we consider a serious drawback of this representation.

Fig. 6 shows $C(t)$ and $\chi(t)$ for a fluid state. For large shear rates, these curves are similar to the glassy case, while for $\dot{\gamma} \to 0$, the equilibrium FDT holds for all times. In the parametric plot (inset of Fig. 6) one sees that the long time FDR is still approximately constant in time for the case $\dot{\gamma} \approx \tau^{-1}$ ($n = 3$ in Fig. 6), where shear relaxation and structural relaxation compete. $\tau$ is the relaxation time of the un-sheared fluid.

Summarizing, we find that the two separated relaxation steps [36, 56] (Fig. 3) of the correlator in the limit of small shear rates for glassy states are connected to two different values of the FDR. During the shear independent relaxation onto the plateau of height given by the non-ergodicity parameter $f_1$, we have $C_i(t) = C_i(0) + O(\dot{\gamma} t)$, and the equilibrium FDT holds. During the shear-induced final relaxation from $f_1$ down to zero, i.e., for $\dot{\gamma} \to 0$, and $t \to \infty$ with $t\dot{\gamma} = \text{const.}$, the correlator without shear stays on the plateau and its derivative is negligible. A non-trivial FDR follows. In the glassy states

$$\Gamma_{\chi}(\hat{t}) = \begin{cases} -C_1(\hat{t}) & \hat{t} \ll 1, \\ -C_1(\hat{t}) + \frac{1}{\dot{\gamma}} C_1'(\hat{t}) & \hat{t} = O(1), \\ -X(\hat{t}) \frac{d}{d\hat{t}} C_1(\hat{t}) & \hat{t} \to \infty, \end{cases}$$

If one approximates stationary and transient correlator to be equal [36], $C_i(t) \approx C_i(t)$, we find the interesting universal $X = \frac{1}{2}$ law for long times,

$$\lim_{\gamma \to 0} \chi(t) = -\frac{1}{2} C_i(t).$$

The FDR, in this case, takes the universal value $\lim_{\gamma \to 0} X_i(t) \to \infty = X(\text{univ})(\dot{\gamma} t) = \frac{1}{2}$, independent of $f$. This is in good agreement with the findings in Ref. [10], and corresponds to an effective temperature of $T_{eff}/T = 2$ for all observables. The initially additive correction in Eq. (15) hence turns into a multiplicative one, which does not depend on rescaled time during the complete final relaxation process. As summarized in Sec. [1] many spin models yield $X = \frac{1}{2}$ at the critical temperature. The deviation from the value $\frac{1}{2}$ of the long time FDR in our approach comes from the difference between stationary and transient correlators.

### B. FDR as Function of Shear Rate

Fig. 7 shows the long time FDR as a function of shear rate for different densities above and below the glass transition. The FDR was determined via fits to the parametric plot in the interval $C(t) \in [0 : 0.1]$. In the glass $X(t \to \infty)$ is nonanalytic while it goes to unity in the fluid as $\dot{\gamma} \to 0$ (compare Fig. 6). We verified that the FDT-violation starts quadratic in $\dot{\gamma}$ in the fluid, as is to be expected due to symmetries. $X(t \to \infty)$ is also nonanalytic as function of $\varepsilon$ and jumps to an finite value less than one. For all densities, the FDR decreases with shear rate. For constant shear rate, it decreases with the density. This is also in agreement with the simulations [10].
C. FDR as Function of Wavevector

The realistic version of the extended FDT, taking into account the difference of transient and stationary correlator, gives an observable dependent FDR in general. This can be quantified by using the exponential approximation for the long time transient correlator for glassy states (compare Eq. (29))

\[ C_q^{(t)}(t \to \infty) \approx f_t e^{-a_t |q|^2 t}. \]  

The long time FDR then follows with Eqs. (34), (30) and (25),

\[ X_q(t \to \infty) = \frac{1}{2} - a_t \bar{\sigma}. \]  

The inset of Fig. 7 shows the long time FDR for coherent and incoherent density fluctuations at the critical density. We used the isotropic long time approximations (29) and (22) for \( a_t \) respectively and \( e \bar{\sigma} = 0.1 \) from Eq. (32). The incoherent case was most extensively studied in Ref. [10]. The FDR in Fig. 7 is isotropic in the plane perpendicular to the shear direction but not independent of wave vector \( q \), contradicting the idea of an effective temperature as proposed in Refs. [9, 10] and others.

For \( q \to \infty \), \( h_q / f_q \) (corresponding to \( a_t \)) grows without bound and the FDR in Eq. (38) becomes negative eventually. For the parameters we used, the root is at \( q \approx 30 \). For larger values of \( e \bar{\sigma} \) (i.e., for larger values of \( C^{\infty} / f \) in (32)), the root is at smaller values of \( q \). According to our considerations in the discussion section and the available simulation data, a negative FDR is unphysical. For large values of \( q \), the exponential approximation for the transient correlator or our approximation (30) for the two-time correlator might not be justified.

D. Direct Comparison to Simulation Data

Despite the dependence of the long time FDR on wavevector, Eq. (34) is not in contradiction to the data in Ref. [10], as can be seen by direct comparison to their Fig. 11. For this, we need the quiescent as well as the transient correlator as input. \( C_q^{(e)} \) has been measured in Ref. [59], suggesting that it can be approximated by a straight line beginning on the plateau \( f_q \) of \( C_q(t) \). In Fig. 8 we show the resulting susceptibilities. There is no adjustable parameter, when \( C_q^{(t)} \approx C_q \) is taken. For the other curve, we calculated \( C_q^{(t)}(t) \) by inversion of Eq. (30). We used the dimensionless number \( \bar{\sigma} = 0.01 \) as fit parameter which was chosen such that the resulting susceptibility fits best with the simulation data. The achieved agreement to \( \chi \) from the simulations is striking. In the inset we show the original \( C_q \) from Ref. [10] together with our construction of \( C_q^{(e)} \) and the calculated \( C_q^{(t)} \). It which appears very reasonable compared with recent simulation data on \( C_q(t, t_{\infty}) \) [41] and compared with Fig. 5. The value for \( f_q \) used to construct \( C_q^{(e)} \) is also indicated in the main figure.

VII. HERMITIAN PART OF THE SMOLUCHOWSKI OPERATOR AND COMOVING FRAME

In this section, we want to understand the violation of the FDT from a different point of view, i.e., from exact reformulations of the starting point (13). First, we split the SO into Hermitian and anti-Hermitian part to see how the Hermitian part is connected to the susceptibility in Eq. (13). We will then see that one can reformulate (13) in terms of an advected derivative.

A. Hermitian part

Investigating the stationary correlator in Eq. (7), one finds that the operator \( \tilde{\Omega}^\dagger \) is not Hermitian in the average with \( \Psi_s \) [60]. This is why one cannot show that \( C_q(t) \) is of positive type [61] via, e.g., an expansion in eigenfunctions since only an expansion into a biorthogonal set is possible [5, 37].

Subsequent to realizing this, we want to split the SO into its Hermitian and its anti–Hermitian part to see how the Hermitian part is connected to the susceptibility in Eq. (13). We will then see that one can reformulate (13) in terms of an advected derivative.
The difference between non-equilibrium forces $\partial_i \ln \Psi_s$ and the potential forces $F_i = \partial_i \ln \Psi_s$ appears [48]. Now the Hermitian and the anti-Hermitian parts of $\Omega^\dagger$ with respect to stationary averaging are given by

$$\Omega^\dagger_H = \frac{1}{2}(\Omega^\dagger + \tilde{\Omega}^\dagger) = \sum_i \partial^2_i + (\partial_i \ln \Psi_s) \cdot \partial_i, \quad (41a)$$

$$\Omega^\dagger_A = \frac{1}{2}(\Omega^\dagger - \tilde{\Omega}^\dagger) = \sum_i -(\partial_i \ln \Psi_s) \cdot \partial_i + F_i \cdot \partial_i + \partial_i \cdot \kappa \cdot r_i. \quad (41b)$$

We obviously have $\Omega^\dagger = \Omega^\dagger_H + \Omega^\dagger_A$. $\Omega^\dagger_H$ is similar to the equilibrium $SO^\dagger$ with forces $F_i$, replaced by the non-equilibrium forces $\partial_i \ln \Psi_s$. As expected, the anti-Hermitian part contains the shear part $\delta \Omega^\dagger$. It also contains the difference between equilibrium and non-equilibrium forces. The eigenvalues of $\Omega^\dagger_A$ are imaginary and the eigenvalues of $\Omega^\dagger_H$ are real [5]. In the given case, $\Omega^\dagger_H$ can furthermore be shown to have negative semi-definite spectrum as does the equilibrium operator, because we have

$$\langle f^* \Omega^\dagger_H g \rangle (\gamma) = -\langle \partial f^* / \partial x_i \rangle \langle g \rangle (\gamma) . \quad (42)$$

If the correlation function is real for all times, $C(t) = C^*(t)$, as can be shown e.g. for density fluctuations [38], the initial decay rate is negative since $\Omega^\dagger_A$ does not contribute,

$$\mathcal{R} \left\{ \langle f^* \Omega^\dagger f \rangle (\gamma) \right\} = \langle f^* \Omega^\dagger_A f \rangle (\gamma) = -\langle \partial f^* / \partial x_i \rangle (\gamma) . \quad (43)$$

Thus a real correlator initially always decays, i.e., the external shear cannot enhance the fluctuations. Higher order terms in $t$ contain contributions of $\Omega^\dagger_A$ and such an argument is not possible.

### B. Susceptibility and comoving frame

We now come to the connection of $\Omega^\dagger_H$ to the susceptibility. Eq. (13) can be written

$$\chi^\dagger = -\left\langle f^* \Omega^\dagger_H e^{\Omega^\dagger t} g \right\rangle (\gamma) . \quad (44)$$

The response of the system is not given by the time derivative with respect to the full dynamics but by the time derivative with respect to the Hermitian, i.e., the “well behaved” dynamics. It follows that we can write the susceptibility,

$$\chi^\dagger = -\left\langle f^* (\Omega^\dagger - \tilde{\Omega}^\dagger) e^{\Omega^\dagger t} g \right\rangle (\gamma) . \quad (45)$$

We note that this equation is very similar to Eq. (13) in Ref. [62] since $\frac{1}{2}(L - L^*)$ is the anti-Hermitian part of $L$ in Ref. [62]. Eq. (44) can be made more illustrative by realizing that $\Omega^\dagger_A$ can be expressed by the probability current $j^*_i$.

$$\Omega^\dagger_A = \Psi_s^{-1} \sum_i j^*_i \cdot \partial_i. \quad (46)$$

We hence finally have

$$\chi^\dagger = -\left\langle f^* \left( \partial_t - \Psi_s^{-1} \sum j^*_i \cdot \partial_i \right) e^{\Omega^\dagger t} g \right\rangle (\gamma) . \quad (47)$$

The derivative in the brackets can be identified as the convective or comoving derivative which is often used in fluid dynamics [63]. It measures the change of the function in the frame comoving with the probability current. If one could measure the fluctuations in this comoving frame, these would be connected to the corresponding susceptibility by the equilibrium FDT. This was also found for the velocity fluctuations of a single driven particle in Ref. [7]. The difference in our system is that the probability current, i.e., the local mean velocity, speaking with the authors of Ref. [7], does not depend on spatial position $x$, but on the relative position of all the particles because it originates from particle interactions.

Let us finish with interpreting the comoving frame. $X^\epsilon$ describes the tendency of particles to move with the stationary current. If the stationary current vanishes, we have $X^\epsilon = 1$. If the particle trajectories are completely constraint to follow the current, we have $X^\epsilon = 0$, because a small external force cannot change these trajectories and $\chi^\dagger = 0$. As examples for the latter case, let us speculate about the experiments in Refs. [64, 65]. They consider a rather dilute suspension of colloids in a highly viscous solvent. The bare diffusion coefficient is approximately zero (so called non-Brownian particles), i.e., on the experimental timescale the particles do not move at all without shear. Under shear, the particles move with the flow and one observes diffusion in the directions perpendicular to the shearing due to interactions. A very small external force does not change the trajectories of the particles (on the timescale of the experiment) due to the high viscosity. We expect $X^\epsilon = 0$ in this case because the particles completely follow the probability current. The studies in Ref. [64, 65] do not consider the susceptibility, the focus is put on the question whether the system is chaotic or not. The finding that the dynamics is irreversible under some conditions makes it even harder to predict the FDR, which would be of great interest.

### C. FDT for eigenfunctions

From Eq. (44) and $\Omega^\dagger = \frac{1}{2}(\Omega^\dagger + \tilde{\Omega}^\dagger)$, we find for arbitrary $f = f(x, y, z)$, we find for arbitrary $f = f(x, y, z)$,

$$\langle f^* (\Omega^\dagger - \tilde{\Omega}^\dagger) e^{\Omega^\dagger t} f \rangle (\gamma) = -\frac{1}{2} \left\langle \Omega^\dagger f^* e^{\Omega^\dagger t} f \right\rangle (\gamma) - \frac{1}{2} \left\langle (\Omega^\dagger f^*) e^{\Omega^\dagger t} f \right\rangle (\gamma) . \quad (48)$$

This form is especially illustrative since it explicitly shows that the FDT violation occurs because $\Omega^\dagger$ is not Hermitian in the stationary average. If it was, the two terms above would be equal and the equilibrium FDT would hold. We note that this form is equivalent to Eq. (11) in Ref. [62]. As pointed out by
Baiesi, Maes and Wynants, Eq. \(38\) in the case of simulations has the advantage that correlation functions of well defined quantities \((f\) and \(\Omega^\dagger f\)) can be evaluated. This indicates the usefulness of Eq. \(38\) relative to Eqs. \(15\) and \(47\).

If we consider the case that \(f = \phi_n\) with \(\phi_n\) eigenfunction of \(\Omega^\dagger\), \(\Omega^\dagger \phi_n = \lambda_n \phi_n\), we find

\[
\chi_{\phi_n}(t) = -\frac{\partial}{\partial t} C_{\phi_n}(t). \quad (49)
\]

The equilibrium FDT thus holds for \(f = \phi_n\).

VIII. DISCUSSION

A. Deterministic versus Stochastic Motion

We saw in Sec. VIII that the susceptibility measures the fluctuations of the particles in the frame comoving with the probability current \(j^\dagger\). We conclude that we can split the displacements of the particles into two meaningful parts. First, the stochastic motion in the frame comoving with the average probability current. Second, the motion following the average probability current, which is deterministic and comes from the particle interactions. The deterministic part is not measured by the susceptibility, \(\chi\) is thus smaller than expected from the equilibrium FDT. It measures only parts of the dynamics. We have \(X_t \leq 1\). Let us quantify the above discussion as far as possible. In Eq. \(44\), we see that we can formally split the time derivative of the stationary correlation function into two pieces, the stochastic one, measured by the susceptibility, and the deterministic one following the probability current,

\[
\frac{\partial}{\partial t} C_t(t) = \left\langle f^* \Omega^\dagger_H e^{\Omega^\dagger_t g} \right\rangle^{(5)} + \left\langle f^* \Omega^\dagger_A e^{\Omega^\dagger_t g} \right\rangle^{(5)}
\]

The inequality \(X_t \leq \frac{1}{4}\) in glasses, see Fig. 7 translates into an inequality for the two derivates above,

\[
\left| \left\langle f^* \Omega^\dagger_A e^{\Omega^\dagger_t g} \right\rangle^{(5)} \right| \geq \left| \left\langle f^* \Omega^\dagger_H e^{\Omega^\dagger_t g} \right\rangle^{(5)} \right|. \quad (50)
\]

In completely shear governed decay of glassy states, the deterministic displacements of the particles due to the probability current are larger than the stochastic fluctuations around this average current. In other words, if the stochastic motion was faster than the deterministic one, the decay would not be completely shear governed.

It is likely that with increasing density or lowering temperature, the particles are more and more confined to follow the probability current and the FDR gets smaller and smaller and might eventually reach zero.

B. Shear Step Model

Trap models have repeatedly been used to study the slow dynamics of glassy systems and to investigate the violation of the equilibrium FDT \[30, 64, 67, 68, 69, 70, 71\]. They boldly simplify the dynamics of supercooled liquids and glasses, because the particles themselves form the traps for each other and it is therefore not easily possible to map the problem onto a single particle problem. Nevertheless, we want to introduce a simple toy model which will provide more insight into the FDT violation of sheared colloidal glasses. The model is depicted in Fig. 9. The particle, surrounded by solvent (diffusivity \(D_0 = k_B T \mu_0\), we restore physical units), is trapped in an infinite potential well of width \(a\). This potential well is one in a row of infinitely many with center-to-center distances \(b\).

The particle diffuses in the well and a very long time after we measured its position, its probability distribution \(P(z)\) is constant within the well. The shear, i.e., a mechanism which lifts the particle over the potential barriers is introduced as follows; At time \(t = \Theta, 2\Theta, 3\Theta, \ldots\), the 'shear steps' lift the particle into a neighboring well according to its current position: If it is on the left side of the well, it gets to the well on the left hand side, if it is on the right hand side, it gets into the well on the right hand side. The model hence describes a direction perpendicular to the shear flow, e.g. the \(z\)-direction, where the influence of shear is symmetric. The initial position of the particle in the new well shall be distributed randomly. The resulting dynamics has some similarities to a Cauchy process \[72\] and shares many properties of colloidal suspensions as will be shown below.

Detailed balance is broken because the reverse step, that a particle is taken out of the right side of a trap and put back into its left neighbor, is missing.

The shear step model is much simpler than other trap models considered in the literature. The Bouchaud trap model \[68\] contains a distribution of traps of different depth, allowing to study different situations such as aging. The simplicity of our model makes it easier to be analyzed and the result for the FDR contains only the parameters \(a\) and \(b\), whose values are of comparable size.

We regard the limit of small shear rates, it corresponds to \(\Theta \gg a^2/D_0\), i.e., the time between two shear steps is much longer than it takes the particle to relax in the well. We will first present the mean squared displacement of the particle and then its mobility under a small test force.

At short times, the mean squared displacement (MSD) of the particle is the one of a free particle,

\[
\lim_{t \to 0} \langle (z - z(0))^2 \rangle = 2D_0 t. \quad (51)
\]

For times \(\Theta > t \gg a^2/D_0\), the dynamics of the particle is
We notice that in accordance with the glassy dynamics of colloidal suspensions, the plateau value is independent of $T$ and temperature. Note that the initial positions are distributed with $P(z)$ as well. At long times, the particle performs a random walk with step-length $b$ and number of steps $t/\Theta$ and the MSD approaches

$$\langle (z - z(0))^2 \rangle = b^2 \frac{t}{\Theta}, \quad t \gg \Theta. \quad (53)$$

The long time dynamics is independent of temperature and $D_0$, as is the long time decay of the density correlator for sheared colloidal glasses [36, 38]. The timescale is set by $\Theta$, corresponding to the a 'shear rate' of $\dot{\gamma} = \Theta^{-1}$.

To calculate the fluctuation dissipation ratio $X$, we have to find the mobility $\mu(t)$ in response to a small test force $F$ acting on the particle, say to the right. This test force shall not influence the jump rules defined above. At short times the particle obeys the (integrated) equilibrium FDT (the Einstein relation),

$$\lim_{t \to 0} \frac{1}{F} \langle (z - z(0))^{(F)} \rangle = \lim_{t \to 0} \frac{1}{2k_B T} \langle (z - z(0))^2 \rangle = \mu_0 t. \quad (54)$$

$\langle \ldots \rangle^{(F)}$ denotes an average under the influence of the external force. The external force changes the probability distribution of the particle in the well. It is more likely to find the particle on the right hand side of the well than on the left hand side. The distribution $P_F(z)$ for $\Theta > t \gg a^2/D_0$ follows the Boltzmann distribution [43], which, in linear order of the external force, reads,

$$P_F(z) = \begin{cases} \frac{1}{a} \left( 1 + \frac{Fz}{k_B T} \right) & -a/2 < z < a/2, \\ 0 & \text{else.} \end{cases} \quad (55)$$

The mean traveled distance is easily derived,

$$\frac{1}{F} \langle (z - z(0))^{(F)} \rangle = \frac{1}{a} \int_{-a/2}^{a/2} dz (0) \int_{-a/2}^{a/2} dz P_F(z)(z - z(0)) = \frac{a^2}{12k_B T}. \quad (56)$$

Comparing with Eq. (52), the equilibrium FDT holds for all times $t < \Theta$ as expected.

Due to the distorted probability distribution $P_F(z)$ in Eq. (55), the shear step at $t = \Theta$ will take the particle more likely to the right. The rate $R$ for jumps to the right minus the rate for jumps to the left follows,

$$R = \frac{1}{2} \int_{-a/2}^{a/2} P_F(z) dz - \int_{-a/2}^{a/2} P_F(z) dz = \frac{a}{4} \frac{F}{k_B T} + O(F^2). \quad (58)$$

At every shear step, the particle travels on average the distance $bR$. For $t \gg \Theta$, the initially traveled distance in the well is negligible and we have

$$\frac{1}{F} \langle (z - z(0))^{(F)} \rangle = \frac{ab}{4k_B T} \frac{t}{\Theta}, \quad t \gg \Theta. \quad (59)$$

The mobility of the particle is finite at long times and independent of the diffusivity $D_0$. The FDR $X$ is in this situation defined by

$$\frac{1}{F} \frac{\partial}{\partial t} \langle (z - z(0))^{(F)} \rangle = X(t) \frac{1}{2k_B T} \frac{\partial}{\partial t} \langle (z - z(0))^2 \rangle. \quad (60)$$

We illustrate the results above with simulations of the described dynamics, see Appendix C for details. Fig. 10 shows the simulation results together with the derived asymptotic formulae. We see that the FDT holds for times $t < \Theta$ and is violated for $t > \Theta$.

### 1. Long Time FDR

We see in Fig. 10 that the Einstein relation does not hold for long times. The long time FDR $X(t \gg \Theta)$ is different from unity and follows with Eqs. (55) and (59).

$$X(t) = \begin{cases} 1 & t < \Theta, \\ \frac{1}{2} & t \gg \Theta, \quad \Theta \gg a^2/D_0. \end{cases} \quad (61)$$

This is illustrated in Fig. 11.
2. Discussion

Let us emphasize the similarities between the shear step model and the sheared colloidal glass. For both, \( X(t \gg \Theta) \) is independent of temperature because the potentials are infinitely high. In soft sphere glasses, this is not true because the temperature also governs the glass transition.

In the colloidal glass, the particle is trapped in the cage. The short time motion, the rattling in the cage, is FDT-like, as is the motion of the particle in the potential well. For long times, the shear drives the particle into a neighboring cage. For the directions perpendicular to the shear, this motion is symmetric (without test force) as in the shear step model. In the shear step model, the small external force does not change the shear step mechanism, it only changes the probability distribution of the particle in the well and thereby the motion becomes asymmetric. It is appealing to imagine something similar to happen in the colloidal system: The external force influences the distribution in the cage and makes the probability for the particle to be driven to the neighboring cages asymmetric. In both cases, this mechanism leads to a finite mobility which does not obey the equilibrium FDT.

In the shear step model, \( X(t \gg \Theta) \) reaches \( \frac{1}{2} \) if \( b \) goes to \( a. b < a \) (leading to \( 1 > X > \frac{1}{2} \)) is physically not reasonable and we get the constraint of \( X \leq \frac{1}{2} \) which coincides with the one for the real system, see Fig. 7.

The model allows to discuss two more effects: In the colloidal system at increasing density, the cages become smaller and smaller. This corresponds to a decreasing value of \( \frac{1}{2} \), and \( X(t \gg \Theta) \) decreases. This is in accordance with Fig. 7 and Ref. 10. In the shear step model, it eventually reaches zero being always positive.

For increasing shear rates, i.e., decreasing \( \Theta \), the particle has less time to relax in the well and the effect of the external force decreases. Fig. 12 shows that decreasing \( \Theta \) lowers the value of \( X \). It is also in agreement with Fig. 7 and the simulations in Ref. 10. We believe that the decrease in the colloidal system has the same origin, i.e., the particle has less time to adjust its distribution in the cage in response to the force.

The FDT has been studied in Bouchaud’s trap model previously, where in contrast to our model, the parametric plot has continuously varying slope. The model in Ref. 70 is more realistic than ours and different observables can be studied. The advantage of the shear step model is its simplicity and its time independent long time FDR which has only the physically illustrative free parameters \( a \) and \( b \).

IX. SUMMARY

We investigated the relation between susceptibility and correlation functions for colloidal suspensions at the glass transition. While the equilibrium FDT holds at short times, a time-independent positive FDR smaller than unity is obtained at long times during the shear driven decay. We find that the long time FDR is nearly isotropic in the plane perpendicular to the shear flow and takes the universal value \( \tilde{X}(\gamma t) = \frac{1}{2} \) in glasses at small shear rates in the simplest approximation. This agrees with the interpretation of an effective temperature. Nevertheless, corrections arise from the difference of the stationary to the transient correlator and depend on the considered observable. They alter \( \tilde{X}_t \) to values \( \tilde{X}_t \leq \frac{1}{2} \) in the glass. Our findings are in good agreement with the simulations in Ref. 10.

While we used as central approximation the novel relation for the waiting time derivative, Eq. (25), a more standard MCT and projection operator approach leads to qualitatively equivalent results; see Appendix A. Considering the crudeness of the MCT decoupling and of our approximation, the quantitative differences between the two approaches appear reasonable. From both approaches we can conclude that there is a nontrivial FDR \( \tilde{X}_t(\gamma t) = \tilde{X}_t \) for small shear rates during the
final shear driven decay.

\( \dot{X}_f \) depends on shear rate non-analytically for all shear-melted glassy states. At the glass transition, the \( \dot{\gamma} \to 0 \) value jumps discontinuously from its nontrivial value \( X_f(\dot{\gamma} \to 0) < 1 \) to the equilibrium value \( X_f = 1 \). For finite drive, \( \dot{X}_f \) decreases below unity for all states. The discontinuous behavior of \( X_f(\dot{\gamma} \to 0) \) results from the shear driven decay on timescale \( \dot{\gamma}^{-1} \). Within MCT-ITT the shear governed final decay is also the origin of a finite dynamic yield stress which also jumps discontinuously to its equilibrium value at the glass transition. These predictions differ from the mean-field spin-glass results. Ref. [10] finds power-law-fluid behavior but no dynamic yield stress. Moreover, the FDR at vanishing shear rate moves continuously to the equilibrium value unity at the glass transition. The MCT-ITT scenario for yielding and fluctuation dissipation relations is thus unique compared to other approaches to shear-melted glasses. Investigation of shear driven glassy dispersions thus provides a unique possibility to discriminate between different theories of the glass transition.

The incoherent motion and the relation between diffusivity and mobility can also be studied within our approach, and is topic of a companion paper [74].

Our finding of values close to the universal \( \dot{X}(\dot{\gamma}) = \frac{1}{2} \) points to intriguing connections to critical spin models. Open questions concern establishing such a connection and to address the concept of an effective temperature, which was developed for ageing and driven mean field models. It might also be interesting in the future to study the response of the system to small perturbations in the shear rate \( \dot{\gamma} \) [75].

We derived a relation between the dominant part of the violating term and the waiting time derivative of \( C_i(t, t_w) \), viz a relation of two completely different physical quantities. This connection can be tested in simulations. Because we identified all but one contributions of the violating term with independently measurable quantities, all our approximations are testable independently in simulations. The difference of the measured \( \Delta \chi_t \) in FDT simulations to the sum of the measured terms of \( \Delta \chi_t \) in waiting time simulations yields the contribution of the last term in \( \Delta \chi_t \).

We presented a new exact formulation of the susceptibility which involves the Hermitian part of the SO. This part is interpreted to represent the dynamics in the frame comoving with the probability current.

We introduced the shear step model to illustrate the FDT violation in sheared colloidal suspension. In the shear step model, the FDT takes values \( X \leq \frac{1}{2} \).
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**APPENDIX A: MODE COUPLING APPROACH**

In this Appendix, we start over and present the analysis of the susceptibility in Eq. (16) for density fluctuations using Zwanzig Mori projections. \( f = \varrho_q = \sum e^{\prime q r} \) for coherent and \( f = \varrho^* q = e^{\prime q r} \) for incoherent density fluctuations. We will treat the two cases at once with \( \varrho \) denoting either \( \varrho_q \) or \( \varrho^* q \), \( f \) being \( x \)-independent translates into \( q_x = 0 \). Normalized equilibrium, transient and stationary correlators, as defined in Sec. [11A] are denoted \( \Phi_q (0) = \langle \varrho q^* (t) \rangle / \langle \varrho^* q \rangle \), \( \Phi_q (t) = \langle \varrho q^* e^{\Omega t} \rangle / \langle \varrho^* q \rangle \) and \( C_q (t) = \langle \varrho q^* e^{\Omega t} \rangle / \langle \varrho^* q^* \rangle \). Stationary averages are normalized with \( \langle \varrho^* q^* \rangle \), the initial value of the stationary correlator. In the coherent case, this is the distorted static structure factor \( S_q (0) = \langle \varrho_q \varrho_q \rangle / N \), in the incoherent case, it equals unity, \( \varrho^* q \varrho^* q = 1 \). The transient correlator is normalized by the equilibrium structure factor \( S_q = \langle \varrho^* q \varrho_q \rangle / N \). The normalized violating term is then defined by (compare Eq. [13])

\[
\Delta \chi_q (t) = \frac{1}{\langle \varrho^* q \rangle} \left( \sum_i \frac{\partial \varrho^*}{\partial r_i} \partial_e e^{\Omega t} \varrho + \varrho^* \right) + \dot{C}_q (t). \tag{A1}
\]

One gets the normalized analog to Eq. (15).

\[
\Delta \chi_q (t) = \frac{- \gamma}{\langle \varrho^* q \rangle} \int_{0}^{\infty} ds \left( \sigma_{xy} e^{\Omega t} + \sum_i (\partial_i + F_i) \frac{\partial \varrho^*}{\partial r_i} e^{\Omega t} \varrho \right). \tag{A2}
\]

Since we are left with an equilibrium average, it is useful to express \( \Delta \chi_q (t) \) in terms of the transient correlator \( \Phi_q (t) \) as is done in the following subsection.

1. **Zwanzig-Mori Formalism – FDT Holds at \( t = 0 \)**

We use an identity obtained in the Zwanzig-Mori projection operator formalism [76] (see Eq. (11) in Ref. [77]) to find the exact relation

\[
\Delta \chi_q (t) = \int_{0}^{t} dt' N_q (t - t') \Phi_q (t'), \tag{A3}
\]

\[
N_q (t) = \frac{- \gamma}{\langle \varrho^* q \rangle} \int_{0}^{\infty} ds \left( \sigma_{xy} e^{\Omega t} + \sum_i (\partial_i + F_i) \frac{\partial \varrho^*}{\partial r_i} e^{\Omega t} \varrho \right), \tag{A4}
\]

with \( P = \varrho \langle \varrho^* q \rangle^{-1} \langle \varrho^* q \rangle \) projecting on a subspace of density fluctuations and \( Q = 1 - P \). \( N_q (t) \) can also be split into the three contributions according to Eq. (18), which will be done at the very end only. Eq. (A3) could be expected to contain a second term, \( \Delta \chi_q (t = 0) \) \( \Phi_q (t) \), the static coupling at \( t = 0 \). It vanishes in (A3), i.e., \( \Delta \chi_q (0) = 0 \), \( \Delta \chi_q \) is real [38], and second and third term in Eq. (18) cancel at \( t = 0 \). The waiting time derivative vanishes at \( t = 0 \) due to symmetry for arbitrary
The function decomposed as differentiation, the un-sheared system. In the glass, it is formally infinite and we have not useful because they cannot account for the fact that transient correlator for is valid at \(q \to 0\), which at \(q \to 0\) is then connected to a new function \(\Omega^2 = \Omega^2 + \Omega^2 \langle g^* \Omega^2 \rangle^{-1} \langle g^* \Omega^2 \rangle\). (A6)
The function \(N_q(t)\) is then connected to a new function \(n_q(t)\) governed by \(\Omega^2\). The following identity can be proven by differentiation,

\[
\frac{N_q(t)}{\Gamma_q} = n_q(t) - \int_0^t dt' N_q(t') m_q(t-t'),
\]

(A7)

\[
n_q(t) = \frac{-\dot{\gamma}}{\langle g^* \Omega^2 \rangle\Gamma_q} \int_0^\infty ds \left( \sigma_{xy} e^{\Omega^2 s} \partial_i + F_i \right) \cdot \\
\frac{\partial}{\partial r_i} Qe^{\Omega^2 t Q} \Omega^2 \langle g^* \Omega^2 \rangle
\]

(A8)

\[
m_q(t) = \frac{1}{\langle g^* \Omega^2 \Gamma_q^2} \left( g^* \Omega^2 \right) e^{\Omega^2 t Q} \Omega^2 \langle g^* \Omega^2 \rangle\). (A9)
\]

\(\Gamma_q = -\langle g^* \Omega^2 \rangle/\langle g^* \rangle\) is the initial decay rate. It equals \(q^2/S_q\) for the coherent and \(q^2\) for the incoherent case. \(m_q\) is identified as the memory function, which appears in the equation of motion of the transient correlator. It is related to the transient correlator for \(q_s = 0\) exactly by [37]

\[
\dot{\Phi}_q(t) + \Gamma_q \int_0^t dt' m_q(t-t') \dot{\Phi}_q(t') = 0.
\]

(A10)

We will later be interested in the Laplace transform, \(m_q(z) = \int_0^\infty dt e^{-zt} m_q(t)\), which at \(z = 0\) is in the limit of slow dynamics given with Eq. (A10) by [79].

\[
m_q(z = 0) = \Phi_q(z = 0).
\]

(A11)

The benefit of the second projection step can now be illuminated by regarding \(N_q(z)\), which is given via Eq. (A7) by

\[
N_q(z) = \frac{n_q(z)}{1/\Gamma_q + m_q(z)}.
\]

(A12)

To discuss this, we turn to scaling considerations. \(m_q(t)\) decays on timescale \((\tau^{-1} + |\gamma|)^{-1}\) [34], where \(\tau\) is the \(\alpha\) relaxation time of the un-sheared system. In the glass, it is formally infinite and we have

\[
\lim_{\gamma \to 0} m_q(z = 0) = \left\{ \begin{array}{ll} \mathcal{O}(\tau) & \text{liquid,} \\
\mathcal{O}(\tau^{-1}) & \text{glass.} \end{array} \right.
\]

(A13)

As will be shown below (Eq. (B17)) by MCT approximations, \(n_q(z)\) has the following properties,

\[
\lim_{\gamma \to 0} n_q(z = 0) = \left\{ \begin{array}{ll} \mathcal{O}(\gamma^2 \tau^2) & \text{liquid,} \\
\mathcal{O}(1) & \text{glass.} \end{array} \right.
\]

(A14)

The scaling \(m_q(z \to 0) \propto |\gamma|^{-1}\) in the glass provides \(N_q(z = 0)\) via Eq. (A12) with an additional power of \(\gamma\) compared to \(n_q(z = 0)\),

\[
\lim_{\gamma \to 0} N_q(z = 0) = \left\{ \begin{array}{ll} \mathcal{O}(\gamma^2 \tau^2) & \text{liquid,} \\
\mathcal{O}(\gamma |\gamma| & \text{glass.} \end{array} \right.
\]

(A15)

This is the benefit of the second projection. Note that \(N_q(z = 0)\) corresponds to a rate, which is always small but changes at the glass transition. Because of its smallness, \(N_q(z = 0)\) is difficult to approximate quantitatively.

The time integrated violating term \(\Delta \chi_q\) finally follows at small shear rates with Eq. (A3),

\[
\lim_{\gamma \to 0} \Delta \chi_q(z = 0) = \left\{ \begin{array}{ll} \mathcal{O}(\gamma^2 \tau^2) & \text{liquid,} \\
\mathcal{O}(1) & \text{glass.} \end{array} \right.
\]

(A16)

Eq. (A16) is in accordance with simulations and with the physically expected property of \(\chi_q\) to be always finite at \(z = 0\). The response should not diverge.

In both the liquid and the glass, the violating term \(\Delta \chi_q\) is symmetric in \(\gamma\), reflecting the fact that fluctuations in \(z\)- and \(y\)-direction are independent of the direction of shearing. While \(\Delta \chi_q\) is analytic in \(\gamma\) in the fluid, it is nonanalytic in the glass.

We can now compare the derived property in Eq. (A16) to the approximation in Eq. (34), from which we find for glassy states and \(\gamma \to 0\),

\[
\Delta \chi_t(z = 0) \approx \mathcal{L} \left\{ \frac{1}{2} \frac{\partial}{\partial t} C_t(t, t_w) \bigg|_{t_w=0} \right\} (z = 0) \approx \frac{1}{2} f_t,
\]

(A17)

in accordance with Eq. (A16). \(f_t\) is the non-ergodicity parameter. In the fluid, Eqs. (A16) and (34) also agree which can only be shown numerically, see Fig. 7.

3. Markov Approximation – Long Time FDR

Using a special projection step, we have shown in the previous subsection that the function \(N_q(z = 0)\) is of order \(|\gamma|\) in the glass, i.e., we have reason to assume that \(N_q(t)\) decays fast in time compared to \(\Phi_q(t)\) which diverges like \(|\gamma|^{-1}\) at \(z = 0\). With this assumption, Eq. (A3) can be written in Markov approximation using the \(\delta\)-function, \(N_q(t) \approx N_q(z = 0) \delta(t)\). For the susceptibility follows

\[
\chi_q(t) \approx -\frac{\partial}{\partial t} C_q(t) + N_q(z = 0) \Phi_q(t).
\]

(A18)

We will see in Subsec. A4.2 that Eq. (A18) gives very similar results to Eq. (34). According to Eq. (A18), the equilibrium FDT is violated if \(N_q(z = 0)\) is nonzero. For short times, \(\gamma t \ll 1\), we have \(|N_q(z = 0)| \ll |\dot{C}_q(t)|\) and the equilibrium FDT holds. \(N_q(z = 0)\) is of order \(|\gamma|\), see (A15). \(\dot{C}_q(t)\)
is of order $\Gamma_q = O(1)$. For long times, $\dot{\gamma} t \approx 1$, $C_q(t)$ is also of order $|\dot{\gamma}|$, the two terms are comparable in size and the equilibrium FDT is violated. The long time FDR is additionally independent of time, if $C_q(t)$ and $\Phi_q(t)$ decay exponentially for long times with the same timescale. Approximating the two correlators to be equal and relaxing exponentially in glassy states,

$$\lim_{t \to \infty} C_q(t) \approx \Phi_q(t) \approx f q e^{-a_q |\dot{\gamma}| t}, \quad (A19)$$

we find in the glass,

$$\chi_q(t) = \left\{ \begin{array}{cl} -\frac{\dot{\gamma}}{\gamma} C_q(t) & \dot{\gamma} t \ll 1, \\ -\left(1 + \frac{N_q(z=0)}{\gamma^2 a_q} \right) \frac{\dot{\gamma}}{\gamma} C_q(t) & \dot{\gamma} t = O(1) \end{array} \right. \quad (A20)$$

This equation is in qualitative agreement with Eq. (35). The long time FDR

$$X_q(t \to \infty) = 1 + \frac{N_q(z=0)}{|\dot{\gamma}| a_q} \quad (A21)$$

is time independent and also independent of shear rate for $\dot{\gamma} \to 0$. It is hence non-analytic as pointed out before. As we will see, $N_q(z=0)$ is negative in MCT approximations and the FDR is smaller than unity in agreement with Eq. (34).

4. FDT Violation Quantitative – Connection of the two approaches

We will now perform MCT approximations for the memory function $n_q(t)$. It contains two evolution operators, one for the correlation time $t$ and one for the transient time $s$, which entered through the ITT approach. We rewrite Eq. (A8) via the identity (17) which leads to three contributions for $n_q(t)$

$$n_q(t) = n_q^{(1)}(t) + n_q^{(2)}(t) + n_q^{(3)}(t),$$

$$n_q^{(1)}(t) = -\frac{\dot{\gamma}}{2 \langle \sigma^e q^e \rangle} \int_0^\infty ds \left\{ \sigma z g \langle U(t) \Omega s q \rangle \right\},$$

$$n_q^{(2)}(t) = \frac{\gamma}{2 \langle \sigma^e q^e \rangle} \int_0^\infty ds \left\{ \langle \sigma z g \langle \Omega s U(t) \Omega s q \rangle \right\},$$

$$n_q^{(3)}(t) = -\frac{\dot{\gamma}}{2 \langle \sigma^e q^e \rangle} \int_0^\infty ds \left\{ \langle \sigma z g \langle \Omega s U(t) \Omega s q \rangle \right\},$$

$$U(t) = Q e^{Q t} Q.$$

The $s$-integration in $n_q^{(1)}$ could be done directly as in Eq. (19). Also $n_q^{(2)}(t)$ and $n_q^{(3)}(t)$ can now be identified with derivatives with respect to $s$. It is important to note that without identifying these $s$-derivatives, the correct $\dot{\gamma}$-dependence of $\Delta \chi_q(t)$ would not be achieved.

The detailed MCT approximations for the terms above are shown and evaluated in Appendix B. In the following sub-section, we compare the Appendix approach to the main-text approach.

a. Connection of the two approaches

Let us compare the three terms of $\Delta \chi_q$ in Eq. (18) to Eq. (A22). From the analysis in this Appendix, we have the exact relation for $z = 0$, which is more handy in Laplace space,

$$\Delta \chi_q(z) = C_q(z) = \frac{\chi(z)}{\Gamma_q + m_q(z)} \Phi_q(z). \quad (A23)$$

The waiting time derivative in Eq. (18) is for density fluctuations exactly given by

$$\mathcal{L} \left\{ \frac{1}{2} \frac{\partial}{\partial t_w} C_q(t, t_w) \right\}_{t_w=0} (z) = \frac{n_q^{(1)}(z)}{1/\Gamma_q + m_q(z)} \Phi_q(z). \quad (A24)$$

And the sum of the other two terms is exactly given by

$$\mathcal{L} \left\{ \frac{1}{2} \left[ C_q(t) - \Phi_q(t) + \Delta \chi_q^{(3)}(t) \right] \right\}_{t_w=0} (z) = \frac{n_q^{(2)}(z) + n_q^{(3)}(z)}{1/\Gamma_q + m_q(z)} \Phi_q(z). \quad (A25)$$

With the Markov approximation in Eq. (A13), these are simplified to (note that $m_q(z = 0) \propto |\dot{\gamma}|^{-1} \gg 1/\Gamma_q$)

$$\mathcal{L} \left\{ \frac{1}{2} \frac{\partial}{\partial t_w} C_q(t, t_w) \right\}_{t_w=0} \approx \frac{n_q^{(1)}(z = 0)}{m_q(z = 0)} \Phi_q(t), \quad (A26a)$$

$$\mathcal{L}^{-1} \left\{ \Delta \chi_q(z) \right\}_{t_w=0} \approx \frac{n_q^{(2)}(z = 0) + n_q^{(3)}(z = 0)}{m_q(z = 0)} \Phi_q(t). \quad (A26b)$$

with $n_q^{(1)}(z = 0)/m_q(z = 0) \propto |\dot{\gamma}|$ as $\dot{\gamma} \to 0$, see Eq. (A14). From Eq. (25), which we consider very accurate, the waiting time derivative in glassy states is for long times equal to $\Phi_q(t)$. We conclude that Eqs. (25) and (A26a) are in qualitative agreement, if the transient correlator decays exponentially for long times with timescale $\propto |\dot{\gamma}|^{-1}$. This holds well [36] and also has been used in the main text, see Eq. (25).

In Fig. 14 we show the quantitative comparison of the functions at $z = 0$, see Appendix B for details on the MCT approximations for the terms (22) and their numerical evaluation. We see, that the MCT-estimates compare quite well to the prediction of Eq. (25). Fig. 13 shows the long time FDR as function of $q$ as calculated by the MCT approximations for $n_q$ and Eq. (A21). We show only the contribution of the first term, i.e., $n_q(z = 0) = n_q^{(1)}(z = 0)$. Also, in Eq. (A21), the difference between stationary and transient correlators is neglected since it follows with Eq. (A19). According to our
For coherent density fluctuations, the time dependent pair density projector is given by

$$P_2(t) = \sum_{k,p} \frac{\langle \theta_k(t) \theta_p(t) \rangle \langle \theta_k^*(t) \theta_p^*(t) \rangle}{N^2 S_k(t) S_p(t)}.$$  \hfill (B1)

The memory function $n_1^{(1)}$ has only one time evolution operator and can hence be approximated via `standard' routes with the projector $P_2(t)$ \cite{38}.

$$n_1^{(1)}(t) \approx \frac{\gamma}{2 N S_q^2 \Gamma_q} \langle \sigma_{xy} e^{\Omega_1 t} \sigma_{xy} \rangle.$$  \hfill (B2)

For the appearing time dependent four point correlation function, the factorization approximation is used

$$\langle \delta_k^{*}(-t) \delta_{k'}^{*}(-t) - q U(t) \theta_{k} \theta_{k-q} \rangle \approx \frac{N^2 S_{k(-t)} S_{k-q(-t)} \delta_{k,k'}}{N^2 S_{k(-t)} S_{k-q(-t)} \delta_{k,k'}}.$$  \hfill (B3)

At the left hand side appears the expression

$$V_{qk}^{(1)} = \frac{\langle \sigma_{xy} \delta_{q} Q \theta_{k} \theta_{q-k} \rangle}{N S_q},$$  \hfill (B4)

On the right hand side, we have the standard vertex \cite{38}.

$$V_{qk}^{(2)} = \frac{\langle \theta_{q} \theta_{k} Q \Omega_{k} \gamma angle}{N S_{q-k} S_{k}} \approx \mathbf{q} \cdot ((\mathbf{k} - \mathbf{q}) n_{ck-q} + k n_{ck}).$$  \hfill (B5)

In the derivation of Eqs. (B4) and (B5), the convolution approximation for the static three point correlation function was used \cite{55}.

$$\langle \theta_{q} \theta_{k-q} \theta_{k} \rangle \approx N S_{q} S_{k-q} S_{k}.$$  \hfill (B6)

The treatment of $n_{q}^{(2)}$ and $n_{q}^{(3)}$ is more involved. We first separate the time evolution operator in $t$ with pair projectors to get,

$$n_{q}^{(2)}(t) \approx \frac{\gamma}{2 N S_q^{(2)} \Gamma_q} \int_0^\infty ds \langle \sigma_{xy} e^{\Omega_1 s} \sigma_{xy} \Omega_{q}^\dagger Q P_2 U(t) P_2(t) Q \Omega_{q} \rangle,$$  \hfill (B7)

$$n_{q}^{(3)}(t) \approx \frac{-\gamma}{2 N S_q^{(3)} \Gamma_q} \int_0^\infty ds \langle \sigma_{xy} e^{\Omega_1 s} \sigma_{xy} \Omega_{q}^\dagger Q P_2 U(t) P_2(t) Q \Omega_{q} \rangle.$$  \hfill (B8)

After doing this, we are on the left hand side of the projectors left with the two respective expressions,

$$\langle \sigma_{xy} e^{\Omega_1 s} \sigma_{xy} \Omega_{q}^\dagger Q \theta_{k-q} \theta_{k} \rangle,$$  \hfill (B9)

and

$$\langle \sigma_{xy} e^{\Omega_1 s} \sigma_{xy} \Omega_{q}^\dagger Q \theta_{k-q} \theta_{k} \rangle.$$  \hfill (B10)

Writing $Q$ as $1-P$, we realize that the term containing $P$ is identical for both terms (they are real),

$$\langle \sigma_{xy} e^{\Omega_1 s} \sigma_{xy} \Omega_{q}^\dagger \theta_{q} \rangle \frac{1}{N S_q} \langle \sigma_{xy} \theta_{k-q} \theta_{k} \rangle,$$  \hfill (B11)

with opposite sign. These terms cancel each other. We are left with the two expressions,

$$\langle \sigma_{xy} e^{\Omega_1 s} \sigma_{xy} \Omega_{q}^\dagger Q \theta_{k-q} \theta_{k} \rangle,$$  \hfill (B12)

and

$$\langle \sigma_{xy} e^{\Omega_1 s} \sigma_{xy} \Omega_{q}^\dagger \theta_{q} \theta_{k-q} \theta_{k} \rangle.$$  \hfill (B13)

There is in principal more than one option to treat these terms, but we will argue that only one option is applicable. The standard way, i.e., the usage of $P_2$ right and left of the time evolution operator is not preferable since it would not preserve

FIG. 13: Long time FDR as function of wavevector $q$ for density fluctuations in $z$- and $y$-direction in the limit of small shear rates. The packing fraction is the critical one ($\varepsilon = 0$).

APPENDIX B: MCT-APPROXIMATIONS FOR $n_q(t)$

Here we show the detailed approximations for the formally exact expressions for $n_q$ in \cite{22} by projection onto densities. This physical approximation amounts to assuming that these are the only slow variables, sufficient to describe the relaxation of the local structure in the glassy regime.

1. Coherent Case

For coherent density fluctuations, the time dependent pair density projector is given by \cite{38}.

$$P_2(t) = \sum_{k,p} \frac{\theta_{k}(t) \theta_{p}(t) \langle \theta_{k}^*(t) \theta_{p}^*(t) \rangle}{N^2 S_{k}(t) S_{p}(t)}.$$  \hfill (B1)

The memory function $n_1^{(1)}$ has only one time evolution operator and can hence be approximated via ‘standard' routes with the projector $P_2(t)$ \cite{38}.

$$n_1^{(1)}(t) \approx \frac{\gamma}{2 N S_q^2 \Gamma_q} \langle \sigma_{xy} e^{\Omega_1 t} \sigma_{xy} \rangle.$$  \hfill (B2)

For the appearing time dependent four point correlation function, the factorization approximation is used

$$\langle \delta_{k}^{*}(-t) \delta_{k'}^{*}(-t) - q U(t) \theta_{k} \theta_{k-q} \rangle \approx \frac{N^2 S_{k(-t)} S_{k-q(-t)} \delta_{k,k'}}{N^2 S_{k(-t)} S_{k-q(-t)} \delta_{k,k'}}.$$  \hfill (B3)
the derivative with respect to $s$. As already mentioned, this derivative is necessary for the correct $\gamma$-dependence. That is why we chose to use the triple densities projector $P_3$,

$$P_3(t) = \sum_{k > p > n} \frac{\delta k(t) \delta p(t) \delta n(t)}{N^3 S_k(t) S_p(t) S_n(t)}.$$

Eq. (B14) is written as

$$\langle \sigma_{xy} e^{\Omega' s} \delta q^*_k \delta q_{-k} \delta k \rangle \approx \langle \sigma_{xy} P_3(-s) e^{\Omega' s} \delta q^*_k \delta q_{-k} \delta k \rangle.$$

We have to demand that the wave-vectors in the triple projector take the values of the wave-vectors on the right hand side. Due to this constraint, the summation in Eq. (B14) contains only one term and no counting factor appears. The left hand side is the Vertex $V^{(1)}_{qk}$ in Eq. (B4) for $s$-dependent wave-vectors (the projector $Q$ does not make any difference in (B7)). The appearing six point $s$-dependent correlation function is approximated as,

$$\langle \delta q^*_k \delta q_{-k} \delta q_{-q} \delta n \delta q \delta \Omega \rangle \approx \frac{\gamma S_q^2}{4nq^2 S_q^{(5)}} \int \frac{d^3k}{(2\pi)^3} V^{(1)}_{qk} V^{(2)}_{qk} \Phi_{k(-t)-q}(t),$$

$$\tilde{n}^{(2)}_q(t) = \gamma S_q^2 \int_0^\infty ds \int \frac{d^3k}{(2\pi)^3} V^{(1)}_{qk} V^{(2)}_{qk} \Phi_{k(-s)}(s) \left( \frac{\partial}{\partial s} \right)_{k(-s)} \Phi_{k(-s)-q}(s),$$

$$\tilde{n}^{(3)}_q(t) = -\gamma S_q^2 \int_0^\infty ds \int \frac{d^3k}{(2\pi)^3} V^{(1)}_{qk} V^{(2)}_{qk} \left( \frac{\partial}{\partial s} \right)_{k(-s)} \Phi_{k(-s)-q}(s),$$

$$V^{(1)}_{qk} = k_x(k_y - q_y) S^{' -}_{q - k} S^{' +}_{q - k} k_x k_y,$$

$$V^{(2)}_{qk} = q \cdot ((k - q) nc_{k-q} + kn c_k).$$

With $q - k = |q - k|$ and $k(t) = k - k \cdot \kappa t$ as before. $c_k$ is the equilibrium direct correlation function connected to the structure factor via the Ornstein-Zernicke equation $S_k = 1/(1 - nc_k)$. From the expressions in (B16) one can now see the earlier proposed properties, Eq. (A1). The function $n_q$ can be schematically written

$$n_q(t) = a s^2 t f(t) + b \int_0^\infty ds s^2 \frac{\partial}{\partial s} g(s) h(t).$$

The first term in (B17) corresponds to $n_q^{(1)}$, the second term to $n_q^{(2)}$ and $n_q^{(3)}$. $f(t), g(t), h(t)$ are functions of $t/\tau$ in the liquid and $|\gamma| t$ in the glass. Eq. (A14) follows. The fact that the terms in (B17) start linearly with $t$ and $s$ respectively comes because $V^{(2)}$ in Eq. (B16) is symmetric in $k_x$, $V^{(2)} = V^{(2)}(k_x^2)$, and because $V^{(1)}$ at time $t = 0$ (or $s = 0$) is anti-symmetric in $k_x$, $V^{(1)}(0) = -V^{(1)}(k_x)$, and the property $n_q^{(1)}(t \to 0) \sim s^2 t$ follows after integration over $d^3k$. The linear increase with time follows for example from $k_y(t) = k_y - \gamma t k_x$.

For the numerical evaluation of Eq. (B16), the transient correlator $\Phi_q(t)$ and the static structure factors $S_q$ and $S_q^{(5)}$ are needed. As a purely technical simplification, we use the isotropic approximation [36], which reads for long times in glassy states

$$\Phi_q(t) \approx \Phi_q(t) = f_q e^{-h_q |t|/\tau},$$

with the non ergodicity parameter $f_q$ and the amplitude $h_q$. The parameter $c$ can be derived from a microscopic analysis, we use $c = 3$ [36]. For the static equilibrium structure factor, we use the Percus-Yevick closure [51], and approximate $S_q^{(5)} = S_q^{(5)}$, which holds well at small shear rates [10], although the structure is nonanalytic [80]. In the limit of small shear rates, the contribution of the short time decay of the correlators to...
the above expressions vanishes. The above expressions are evaluated using spherical coordinates with grid \( k_{max} = 50 \), \( \Delta k = 0.05 \) and \( \Delta \theta = \Delta \phi = \pi / 40 \) or smaller. The time grid in both \( t \) and \( s \) was \( \gamma t = 2^{1 / 4} / 10^{10} \), starting from \( i = 90 \) corresponding to \( \gamma t \approx 6 \times 10^{-4} \). The results are included in Figs. 2 and 13.

2. Incoherent Case

From now on we denote incoherent functions with superscript \( s \). The terms in Eq. \( \Pi_{2} \) for the incoherent case, \( f = \phi_{q}^{s} \) are approximated similarly to the coherent analogs, using the pair density projector \([81]\)

\[
P_{2}^{s}(t) = \sum_{p,k} \frac{\theta_{p(t)}^{s}(t) \theta_{k(t)}^{s}(t)}{NS_{k(t)}}. \tag{B19}
\]

The approximation for \( n_{q}^{(s,1)}(t) \) is then straightforward following Eqs. \( (B2) \) \( (B4) \). Regarding the vertex, there occur simplifications,

\[
V_{qk}^{(s,1)} = \langle \sigma_{xy} \phi_{q}^{s} Q^{s} \phi_{k}^{s} \phi_{q-k}^{s} \rangle = k_{x} k_{y} S_{k} / k_{c} \tag{B20}
\]

The right hand side of the vertex reads

\[
V_{qk}^{(s,2)} = \frac{\langle \phi_{k-q}^{s} \phi_{q-k}^{s} Q^{s} \Omega_{1} \phi_{q}^{s} \rangle}{S_{k}} = k \cdot q n c_{q}^{s} \tag{B21}
\]

For the memory functions \( r_{q}^{(s,2)}(t) \) and \( r_{q}^{(s,3)}(t) \) we first use the projector \( P_{3} \) according to Eqs. \( (B7) \) \( (B8) \). We note that the two terms corresponding to Eq. \( (B11) \) vanish in this case independently. We arrive at the expressions equivalent to Eqs. \( (B12) \) \( (B13) \), reading \( \langle \sigma_{xy} \exp[\Omega^{1} s] \phi_{q}^{s} \Omega^{1} \phi_{q-k}^{s} \Omega^{1} \phi_{q-k}^{s} \rangle \) and \( \langle \sigma_{xy} \exp[\Omega^{1} s] \phi_{q}^{s} \phi_{q-k}^{s} \phi_{q-k}^{s} \rangle \). We use the triple density projector as before,

\[
P_{3}^{s}(t) \approx \sum_{k \geq p \geq n} \frac{\theta_{p(t)}^{s} \theta_{q(t)}^{s} \theta_{n(t)}^{s}}{NS_{n(t)}} \tag{B22}
\]

according to Eq. \( (B13) \). The discussions around Eqs. \( (B16) \) \( (B17) \) and the approximations for the six-point functions hold similarly. We arrive at
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With \( c_{q}^{s} = \langle \phi_{q}^{s} \phi_{q}^{s} \rangle / (n S_{q}) \) \([51]\). We evaluate these expressions numerically, using the approximation \( (B18) \) for the cohernt correlator and a similar approximation for the incoherent one, motivated by the solution for the correlator near the critical plateau \([50, 51]\). We write for long times in glassy states

\[
\Phi_{q}^{s}(t) \approx \Phi_{q}^{s}(t) = f_{q}^{s} \exp \left( -\frac{h_{q}^{s}}{f_{q}^{s}} t \right) \tag{B24}
\]

and again \( c = 3 \). We consider the case where the tagged particle has the same size as the bath particles, for which \( c_{q}^{s} = (S_{q} - 1) / (n S_{q}) \) holds. We use the grid \( k_{max} = 25 \), \( \Delta k = 0.2 \), \( \Delta \theta = \pi / 40 \) and \( \Delta \phi = \pi / 20 \) (\( z \)-direction) and \( \Delta \theta = \pi / 20 \) and \( \Delta \phi = \pi / 64 \) (\( y \)-direction) or smaller, the time is discretized as in the coherent case.

**APPENDIX C: SIMULATION DETAILS**

The shear step model was simulated as follows: The one dimensional random walk within the well was discretized. At each time step (with \( \Delta t \) the length of the time step), the particle position propagates by the step length \( s \), \( x(t + \Delta t) = x(t) + s \). \( s \) was determined by

\[
s = \sum_{i=1}^{12} r_{i} - 6 \tag{C1}
\]
with \( r_i \) random numbers (0,1). This gives a Gaussian distribution of width \( \sigma = 1 \). We used \( a = 4 \) for the width of the well. If \( x(t + \Delta t) \) lies outside the well, the step is rejected, i.e., the particle stays at its position. For the case with external force \( F \), the distribution in Eq. (3) was shifted by 5/100, corresponding to \( F = k_B T / \sigma^2 \) with \( \sigma^2 = 2D_0\Delta t \). With \( \sigma = 1 \) and \( a = 4 \), the deviation of the linear response result is of the order of 1 percent.
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