A FOREST FORMULA FOR PRE-LIE EXPONENTIALS, MAGNUS’ OPERATOR AND CUMULANT-CUMULANT RELATIONS

ADRIÁN CELESTINO AND FRÉDÉRIC PATRAS

Abstract. Forest formulas that generalize Zimmermann’s forest formula in quantum field theory have been obtained for the computation of the antipode in the dual of enveloping algebras of pre-Lie algebras. In this work, largely motivated by Murua’s analysis of the Baker-Campbell-Hausdorff formula, we show that the same ideas and techniques generalize and provide effective tools to handle computations in these algebras, which are of utmost importance in numerical analysis and related areas. We illustrate our results by studying the action of the pre-Lie exponential and the Magnus operator in the free pre-Lie algebra and in a pre-Lie algebra of words originating in free probability. The latter example provides combinatorial formulas relating the different brands of cumulants in non-commutative probability.

1. Introduction

In the theory of elementary particles (quantum field theory, QFT), one often needs to remove infinities to get sound quantities. This process is called renormalization and involves computing a counterterm. Mathematically, a counterterm is the convolution inverse of a character on a certain Hopf algebra $H$ of Feynman diagrams (an algebra map from $H$ to the scalars). Renormalization is actually a general process that has been used recently in a wide variety of contexts such as number theory and stochastics processes.

Computing the convolution inverse of a character on a Hopf algebra boils down to computing the antipode of the Hopf algebra (the convolution inverse of the identity). In QFT, this is achieved by the so-called Zimmermann’s forest formula. With respect to other approaches, Zimmermann’s forest formula has the nice property to reduce drastically the number of terms in the expression of the antipode (it is optimal in that sense [14]). The Hopf algebras involved in renormalization have the specific feature of being the dual to enveloping algebras of pre-Lie algebras. It was shown in [19] that Zimmermann’s forest formula generalizes and is best understood in this broader framework. We refer to the book [5] for general results on Hopf and pre-Lie algebras and to its Chap. 10 for an introduction to renormalization.

The present article was motivated by our recent work on cumulant-cumulant relations in non-commutative probability [6] and the work of Murua [20]. Murua’s work is a key contribution to one of the most classical problems: the Baker-Campbell-Hausdorff (BCH) problem, that is the computation of the logarithm of the solution of a non-autonomous matrix-valued linear differential equation. In group theory, this is the problem of giving explicit formulas relating the group law of a Lie group with the Lie product law of its Lie algebra. On another hand, cumulant-cumulant formulas have also been proven to be of group/Lie theoretical nature [13].

In our [6], the same combinatorics of trees and the same combinatorial coefficients as in [20] appeared. The reason for this appearance was easy to guess: in non-commutative probability, a pre-Lie structure underlies our formulas, whereas trees encode the free pre-Lie algebra on one generator. This prompted us to look for a more systematic understanding of the formulas in these works using pre-Lie algebras techniques. This goal is achieved here. In the process, we develop a new strategy for the computation of the Magnus operator, which is based on the particular form taken by the canonical projection from the enveloping algebra of a pre-Lie algebra onto the underlying pre-Lie algebra [8].

Concretely, we first show that the technique leading to a general pre-Lie forest formula for the antipode in the dual of the enveloping algebra of a pre-Lie algebra can be adapted to get closed formulas for the computation of iterated pre-Lie products. This is a general and effective process. Effective means here that, once the structure constants of a pre-Lie algebra (for example
of vector fields) in a basis are known, it can be applied to get explicit formulas for iterated pre-Lie products. In the second part of the article, we first apply these results to two fundamental operations in the pre-Lie theory: the pre-Lie exponential, or Agrachev-Gamkrelidze operator, and its inverse, the Magnus operator (see [1] and [5, Chap. 6]). In the context of differential equations, the Magnus formula, from which the name “Magnus operator” was derived, solves the BCH problem: this is the connection to [20]. Ultimately, we apply these results to free probability and cumulant-cumulant formulas. In the process, we correct one of the coefficients appearing in the pre-Lie Zimmermann’s forest formula of [19], where a symmetry factor was missing.

**Organization of the paper.** In addition to the preceding introductory section, this paper is organized as follows. Section 2 contains the definitions of the algebraic structures used in this manuscript: pre-Lie and symmetric brace algebras, as well as the connections between them. In Section 3, we expand the example of a pre-Lie algebra of words originating in noncommutative probability, and obtain formulas for the symmetric brace product and the dual coproduct associated to the pre-Lie algebra structure. In Section 4, we state and prove some technical lemmas related to the action on iterated pre-Lie and iterated brace products of elements in the dual space. Section 5 is devoted to obtain forest formulas for different types of iterated coproducts. In particular, we correct the forest formula appearing in [19] by adding a symmetry coefficient associated to every decorated tree. The subsequent sections correspond to applications of the machinery developed in this work. Section 6 details the computation of the pre-Lie exponential of the generator of the free pre-Lie algebra of rooted trees by using the forest formulas for iterated coproducts. In Sections 7 and 8, we show how to obtain the action of the Magnus operator on the generator of the free pre-Lie algebra following two different approaches relying purely on pre-Lie algebra techniques. The inclusion of two different proofs of the same formulas was motivated by the importance of the subject, and, for the second, by the goal of making explicit connections with the existing literature. Finally, in Section 9, we present an application of our methods in the context of combinatorial relations, in terms of non-crossing partitions, between monotone, free, and Boolean cumulants in non-commutative probability.

2. **Pre-Lie and Symmetric Brace algebras**

In this section, we recall first generalities on coalgebras and pre-Lie algebras and their enveloping algebras. The reader can find a more detailed presentation in [5, Chap. 6].

Let $V$ be a vector space over a ground field $\kappa$ of characteristic 0. Recall that the cofree cocommutative connected graded coalgebra over $V$ identifies with $\kappa[V]$, the vector space of polynomials over $V$. We write $\kappa[V]_n$, for the linear span of degree $n$ monomials, so that, in tensor notation, $\kappa[V]_n = (V^\otimes n)_{S_n}$, where $S_n$ stands for the $n$-th symmetric group. Under this identification, the coproduct can be written as

$$\Delta(l_1 \cdots l_n) = \sum_{I \subseteq [n]} l_I \otimes l_{[n] \setminus I},$$

where $l_1, \ldots, l_n \in V$ and, given of subset $S = \{s_1, \ldots, s_k\}$ of $[n] := \{1, \ldots, n\}$, $l_S := l_{s_1} \cdots l_{s_k}$. The projection on the scalar component: the map sending a polynomial to its constant term. The product of polynomials is written $\cdot$, and it makes the triple $(\kappa[V], \cdot, \Delta)$ a Hopf algebra, that is, the coproduct $\Delta$ and the counit $\varepsilon$ are maps of unital algebras from $\kappa[V]$ to $\kappa[V]$, $\kappa[V]$ is the algebra automorphism of $\kappa[V]$ induced by the linear automorphism of $V, v \mapsto -v$.

The duality pairing $V \otimes V^* \rightarrow k$ denoted $\langle \cdot | \cdot \rangle$, $v \in V, w^* \in V^*$, with a self-explaining notation, extends to a pairing $\langle \cdot | \cdot \rangle : \kappa[V] \otimes \kappa[V^*] \rightarrow \kappa$, defined by requiring $\langle P | Q \rangle = 0$ if $P$ and $Q$ are monomials in $\kappa[V]$ resp. $\kappa[V^*]$ of distinct degrees and:

$$\langle v_1 \cdots v_n | w_1 \cdots w_n \rangle = \sum_{\sigma \in S_n} \prod_{i=1}^n \langle v_{\sigma(i)} | w_i \rangle,$$

for any $n \geq 1$, $v_1, \ldots, v_n \in V$, and $w_1, \ldots, w_n \in V^*$. We also recall the notion of graded dual: if $W = \bigoplus_{n \geq 1} W_n$ is a graded vector space, then its graded dual is $W^* := \bigoplus_{n \geq 1} W^*_n$ (see e.g. [5]
for details and related notions relevant to the present article —such as graded filtered or complete vectors spaces and Hopf algebras). When $V$ is finite dimensional, the above pairing allows, in particular, to identify $\kappa[V^*]$ with the graded dual of $\kappa[V]$.

Similar observations hold when $V$ is a locally finite connected graded vector space: that is, a graded vector space such that each graded component is finite dimensional and $V_0 = 0$. The latter condition corresponds to connectedness for graded vector spaces. To take into account units, a graded algebra $A$ is said to be connected if it holds instead that $A_0 = \kappa$. In that case, $\kappa[V]$ is equipped with two graduations: the “polynomial” one obtained from the degrees of monomials, and the “full” graduation induced by the graduation of $V$, so that a product $v_1 \cdots v_n$ of elements $v_i \in V_{p_i}$ is of degree $p_1 + \cdots + p_n$. For a locally finite connected graded vector space $V$, the graded dual of $\kappa[V]$ is defined using the second (the full) graduation.

For later use, given an arbitrary coassociative coalgebra $C$ equipped with a coproduct $\Delta$, we introduce the Sweedler notation, $\Delta(P) := P^{(1)} \otimes P^{(2)}$, the iterated coproduct, $\Delta^{[1]} := \text{Id}$, $\Delta^{[n+1]} := (\Delta \otimes \text{Id}^{\otimes n-1}) \circ \Delta^{[n]}$, from $C$ to $C^{\otimes n+1}$, $n \geq 1$, and the generalized Sweedler notation, $\Delta^{[n]}(P) := P^{(1)} \otimes \cdots \otimes P^{(n)}$.

**Definition 2.1.** A pre-Lie algebra is a vector space $L$ equipped with a linear map $\lhd : L \otimes L \to L$, $v \otimes w \mapsto v \lhd w$ such that

$$(u \lhd v) \lhd w - u \lhd (v \lhd w) = (u \lhd w) \lhd v - u \lhd (w \lhd v).$$

Given a pre-Lie algebra $L$, consider the coalgebra $\kappa[L]$. It can be equipped with another associative product $\ast$, making $(\kappa[L], \ast, \Delta)$ a Hopf algebra and the enveloping algebra of $L$. This product $\ast$ identifies with $\cdot$ if and only if $\lhd$ is the null product. More precisely, we have

$$\sum_{\ell} (a_1 \cdots a_{\ell} \ast (b_1 \cdots b_m)) = \sum_f B_0(a_1 \{B_1\}) \cdots (a_\ell \{B_\ell\}),$$

where the sum is over all the maps $f : \{1, \ldots, m\} \to \{0, \ldots, \ell\}$, $B_i := b_{f^{-1}(i)}$, and the meaning of the braces is defined as follows.

**Definition 2.2.** A symmetric brace algebra is a vector space $V$ equipped with a linear map $V \otimes \kappa[V] \to V$, $v \otimes P \mapsto v\{P\}$ such that $v\{1\} = v$ and

$$v\{v_1, \ldots, v_n\}\{P\} = v\{v_1\{P^{(1)}\}, v_2\{P^{(2)}\}, \ldots, v_n\{P^{(n)}\}, P^{(n+1)}\},$$

where $\Delta^{[n+1]}(P) = P^{(1)} \otimes \cdots \otimes P^{(n+1)}$.

**Theorem 2.3** (Oudom-Guin [21] [5, Thm. 6.2.1]). A pre-Lie algebra $(L, \lhd)$ is equipped with the structure of a symmetric brace algebra by the formulas

$$v\{w\} = v \ast w,$$

$$v\{w_1, \ldots, w_n\} = (v\{w_1, \ldots, w_{n-1}\})\{w_n\} - \sum_{i=1}^{n-1} v\{w_1, \ldots, w_i, w_{n}, \ldots, w_{n-1}\},$$

for all $v, w_1, \ldots, w_n \in L$.

Observe for later use that, when $L$ is finite dimensional or connected graded and locally finite dimensional, the brace product $L \otimes \kappa[L]_n \to L$ dualizes to a linear map $\delta_n : L^* \to L^* \otimes \kappa[L^*]_n$. Take care that in the graded and locally finite dimensional case, the index $n$ stands here for the polynomial degree. That is, a product $\lambda_1 \cdots \lambda_n$ of elements of $L^*$ is of polynomial degree $n$, whatever the degrees of the $\lambda_i$ in $L^*$ — whereas its full degree is, if the $\lambda_i$ are homogeneous, the sum of the degrees of the $\lambda_i$. Notice that, for degree reasons, $\delta_n = 0$ on $L^*_i := (L_i)^*$ for $n \geq i$. Hence, if we define $\delta = \sum_{n \geq 1} \delta_n$ in $L^*$ and $\delta : \kappa[L^*] \to \kappa[L^*] \otimes \kappa[L^*]$ to be the algebra morphism given by $\delta(w) = \delta(w) + 1 \otimes w + w \otimes 1$ for any $w \in L^*$, we have the following result.

**Theorem 2.4.** Let $L$ be a connected graded and locally finite dimensional pre-Lie algebra. Then $\kappa[L^*, \cdot, \delta]$ defines the Hopf algebra structure dual to the Hopf algebra $(\kappa[L], \ast, \Delta)$. 
3. A Pre-Lie Algebra of Words

We now introduce an important example of pre-Lie algebras for our purposes. Its introduction is motivated by the study of cumulant-cumulant relations in non-commutative probability; see our [6] and the forthcoming developments in this article. Henceforth, let $X$ be a finite alphabet and denote by $X^*$ the set of non-empty words over $X$. In addition, consider the vector space $L = \kappa X^*$ given by the linear span of the set of non-empty words over $X$. It is a graded vector space, $L = \bigoplus_{n \geq 1} L_n$, where $L_n$ denotes the linear span of words of length $n$ for $n \geq 1$ and $L_0 := 0$. Finally, given two words $\alpha, \beta \in X^*$, we denote by $\alpha \cdot \beta$ to the concatenation of $\beta$ to the right of $\alpha$. Now, we define the linear map $\langle \cdot \rangle : L \otimes L \to L$ by

\[
\alpha \langle \beta \rangle = \sum_{\alpha \cdot \beta = \gamma} \alpha_1 \beta_2 = \gamma, \quad \forall \alpha, \beta \in X^*.
\]

This map is graded: $\alpha \langle \beta \rangle \in L_{n+m}$ if $\alpha \in L_n$ and $\beta \in L_m$.

**Proposition 3.1.** Let $L = \kappa X^*$ be the vector space given by the linear span of $X^*$. Then $(L, \langle \cdot \rangle)$ is a graded pre-Lie algebra, with $\langle \cdot \rangle$ given in (4).

**Proof.** We will prove that the pre-Lie identity in Definition 2.1 holds. With this purpose, take words $\alpha, \beta, \gamma \in X^*$. Observe that

\[
(\alpha \langle \beta \rangle) \beta = \left( \sum_{\alpha_1 \alpha_2 = \beta} \alpha \beta \right) \beta = \sum_{\alpha \cdot \beta = \gamma} \alpha_1 \beta_2 \gamma.
\]

On the other hand

\[
\alpha \langle (\beta \langle \gamma \rangle \rangle = \alpha \langle \sum_{\gamma \cdot \beta = \gamma} \beta \rangle = \sum_{\alpha \cdot \beta = \gamma} \alpha (\beta \langle \gamma \rangle \rangle = \sum_{\alpha \cdot \beta = \gamma} \alpha_1 \beta_2 \gamma.
\]

Therefore

\[
(\alpha \langle \beta \rangle) \beta - \alpha \langle (\beta \langle \gamma \rangle \rangle = \sum_{\alpha \cdot \beta = \gamma} \alpha_1 \beta_2 \gamma = (\alpha \beta \langle \gamma \rangle \rangle - \alpha \langle \beta \rangle \rangle = \sum_{\alpha \cdot \beta = \gamma} \alpha_1 \beta_2 \gamma.
\]

As the expression in the right hand side is symmetric in $\beta$ and $\gamma$, we obtain that it also computes

\[
(\alpha \langle \beta \rangle) \beta - \alpha \langle \beta \rangle \gamma = \sum_{\alpha \cdot \beta = \gamma} \alpha_1 \beta_2 \gamma = (\alpha \beta \langle \gamma \rangle \rangle - \alpha \langle (\beta \langle \gamma \rangle \rangle = \sum_{\alpha \cdot \beta = \gamma} \alpha_1 \beta_2 \gamma.
\]

from which we conclude that the pre-Lie identity holds. \hfill \Box

By Theorem 2.3, $\langle \cdot \rangle$ gives rise a symmetric brace operation on $L$ via Equations (3). We are now interested in finding a closed formula for this map.

**Proposition 3.2.** Let $L = \kappa X^*$ be the pre-Lie algebra of words over $X$. The symmetric brace map given by Theorem 2.3 is given by

\[
\alpha \{ \gamma_1, \ldots, \gamma_n \} = \sum_{\sigma \in S_n} \sum_{\alpha_1 \cdot \cdots \alpha_n = 0} \alpha_1 \gamma_{\sigma(1)} \gamma_{\sigma(2)} \cdots \gamma_{\sigma(n)} = \alpha_{n+1} \gamma_{\sigma(n)} \\
\text{for any } \alpha, \gamma_1, \ldots, \gamma_n \in X^*, \ n \geq 1.
\]

**Proof.** We will prove the statement by induction on $n$. The base case $n = 1$ is straightforward from the definition of the pre-Lie and symmetric product. Now assume that the formula (5)
holds for a positive integer $n = k \geq 1$. We aim to prove that the formula (5) also holds for $n = k + 1$. In order to do this, we take $\alpha, \gamma_1, \ldots, \gamma_{k+1} \in X^*$. Thus we have that

$$\alpha\{\gamma_1, \ldots, \gamma_{k+1}\} = (\alpha\{\gamma_1, \ldots, \gamma_k\})\{\gamma_{k+1}\} - \sum_{i=1}^{k} \alpha\{\gamma_1, \ldots, \gamma_i\gamma_{k+1}, \ldots, \gamma_k\}$$

By the inductive hypothesis, the first term of the right-hand side of the previous equation is equal to

$$(\alpha\{\gamma_1, \ldots, \gamma_k\})\{\gamma_{k+1}\} = \left(\sum_{\sigma \in S_k} \sum_{\alpha_1 \cdots \alpha_{k+1} = \alpha, \alpha_1, \alpha_{k+1} \neq \emptyset} \alpha_1 \gamma_{\sigma(1)} \alpha_2 \gamma_{\sigma(2)} \cdots \alpha_k \gamma_{\sigma(k)} \alpha_{k+1}\right)\{\gamma_{k+1}\}$$

According to the definition of the pre-Lie product, $\alpha_1 \gamma_{\sigma(1)} \cdots \alpha_k \gamma_{\sigma(k)} \alpha_{k+1} < \gamma_{k+1}$ is a sum indexed by the subwords generated by inserting $\gamma_{k+1}$ in $\alpha_1 \gamma_{\sigma(1)} \cdots \alpha_k \gamma_{\sigma(k)}$. This process induces a partition of every word $\alpha_i$ and $\gamma_j$ into two subwords, with the only one restriction that the left subword of $\alpha_1$ and the right subword of $\alpha_{k+1}$ are non-empty. In other words, we have

$$(\alpha\{\gamma_1, \ldots, \gamma_k\})\{\gamma_{k+1}\} = \sum_{\sigma \in S_k} \sum_{\alpha_1 \cdots \alpha_{k+1} = \alpha, \alpha_1, \alpha_{k+1} \neq \emptyset} \left(\sum_{\alpha_1, \alpha_2 = \alpha_1} \alpha_1 \gamma_{\sigma(1)} \alpha_2 \gamma_{\sigma(2)} \cdots \alpha_k \gamma_{\sigma(k)} \alpha_{k+1}\right)$$

On the other hand,

$$\sum_{i=1}^{k} \alpha\{\gamma_1, \ldots, \gamma_i\{\gamma_{k+1}\}, \ldots, \gamma_k\} = \sum_{i=1}^{k} \sum_{\gamma_{i,1} \gamma_{i,2} = \gamma_i, \gamma_{i,1}, \gamma_{i,2} \neq \emptyset} \alpha\{\gamma_1, \ldots, \gamma_i, 1, \gamma_{i,1} \gamma_{i,2}, \gamma_{i+1}, \ldots, \gamma_k\}$$

$$= \sum_{i=1}^{k} \sum_{\gamma_{i,1} \gamma_{i,2} = \gamma_i, \gamma_{i,1}, \gamma_{i,2} \neq \emptyset} \sum_{\gamma_{i+1} \gamma_{i+2} = \gamma_{i+1}, \gamma_{i+1}, \gamma_{i+2} \neq \emptyset} \cdots \sum_{\gamma_{k-1} \gamma_k = \gamma_{k-1}, \gamma_{k-1}, \gamma_k \neq \emptyset} \alpha_{i+1} \gamma_{\sigma(1)} \alpha_{i+2} \gamma_{\sigma(2)} \cdots \alpha_k \gamma_{\sigma(k)} \alpha_{k+1},$$

where in the second equality we used the inductive hypothesis and

$$\gamma'_{\sigma(j)} = \begin{cases} \gamma_{\sigma(j)} & \text{if } \sigma(j) \neq i \\ \gamma_{i,1} \gamma_{k+1} \gamma_{i,2} & \text{if } \sigma(j) = i \end{cases}.$$  

By subtracting the above equation to the previous one, we obtain

$$\alpha\{\gamma_1, \ldots, \gamma_{k+1}\} = \sum_{\sigma \in S_k} \sum_{\alpha_1 \cdots \alpha_{k+1} = \alpha, \alpha_1, \alpha_{k+1} \neq \emptyset} \alpha_1 \gamma_{\sigma(1)} \alpha_2 \gamma_{\sigma(2)} \cdots \alpha_k \gamma_{\sigma(k)} \alpha_{k+1}. \tag{6}$$

Now, given any $\sigma \in S_k$ and $i \in \{1, \ldots, k+1\}$, we define $\tau \in S_{k+1}$ by

$$\tau(j) = \begin{cases} \sigma(j) & \text{if } 1 \leq j < i \\ k+1 & \text{if } j = i \\ \sigma(j-1) & \text{if } i < j \leq k+1 \end{cases}.$$
This map defines a bijection between $S_k \times \{1, \ldots, k+1\}$ and $S_{k+1}$. Hence, Equation (6) can be written as

$$\alpha\{\gamma_1, \ldots, \gamma_{k+1}\} = \sum_{\tau \in S_{k+1}} \alpha_1^{\tau(1)} \alpha_2^{\tau(2)} \cdots \alpha_{k+1}^{\tau(k+1)} \alpha_{k+2}^{\tau(k+2)},$$

as we wanted to show. \hfill \Box

Recall that $L$ is a locally finite dimensional connected graded vector space, where the $n$-th graded component is given by the linear span of all the words of length $n$. The next step is to find a formula for the dual map $\overline{\delta} := \sum_{n \geq 1} \delta_n$ of the previous symmetric brace map on $L$. For this purpose, we introduce the scalar product making $X^*$ an orthonormal basis of $L$:

$$\langle \alpha | w \rangle = \begin{cases} 1 & \text{if } w = \alpha \\ 0 & \text{otherwise} \end{cases}, \quad \forall \alpha, w \in X^*.$$

The scalar product allows us to identify $L$ with its graded dual $L^*$.

Now by duality, the desired coproduct must satisfy that

(7) $$\langle \alpha \{\gamma_1, \ldots, \gamma_n\} | w \rangle = \langle \alpha \otimes \gamma_1 \cdots \gamma_n | \delta_n(w) \rangle,$$

for any $\alpha, \gamma_1, \ldots, \gamma_n \in L$ and $w \in L^*$. Observe that $\gamma_1 \cdots \gamma_n$ is a monomial in $\kappa[L]$. Recall that by (1), we know how the scalar product can be extended for products of elements in $L^*$ acting on $\kappa[L]$.

Notice also that, for degree reasons, $\delta_n(w) = 0$ if $\deg(w) > n$, so that when $\overline{\delta}$ acts on a given element $y$ of $L^*$, the sum $\sum_{n \geq 1} \delta_n(y)$ restricts to a finite sum and is therefore well-defined.

**Proposition 3.3.** The map $\overline{\delta} : L^* \rightarrow L^* \otimes \kappa[L^*]$ is given by

(8) $$\overline{\delta}(w) = \sum_{n=1}^{\infty} \sum_{w_1 \cdots w_{2m+1} = w, w_1, w_{2m+1}, w_2, \cdots, w_{2m} \neq \emptyset} w_1 w_3 \cdots w_{2m+1} \otimes w_2 \cdot w_4 \cdots w_{2m}, \quad \forall w \in X^*,$$

where the product $\cdot$ in the second component is the product in the algebra $\kappa[L^*]$.

**Remark 3.4.** Observe that in the right-hand side of (8), the first component of each summand is given by concatenating the subwords $w_1 w_3 \cdots w_{2m+1}$. On the other hand, the second component of each summand consist of a monomial given by the product in the polynomial algebra $\kappa[L^*]$ of the elements $w_2, w_4, \ldots, w_{2m}$.

**Proof.** We will check that $\overline{\delta}$ defined in (8) is the dual coproduct of the symmetric brace operation, i.e. (7) holds for any $\alpha, \gamma_1, \ldots, \gamma_n \in L$, $w \in L^*$, $n \geq 1$. Indeed, observe that

$$\langle \alpha \otimes \gamma_1 \cdots \gamma_n | \overline{\delta}(w) \rangle = \sum_{n=1}^{\infty} \sum_{w_1 \cdots w_{2m+1} = w, w_1, w_{2m+1}, w_2, \cdots, w_{2m} \neq \emptyset} \langle \alpha | w_1 w_3 \cdots w_{2m+1} \rangle \langle \gamma_1 \cdots \gamma_n | w_2 \cdots w_{2m} \rangle$$

$$= \sum_{w_1 \cdots w_{2m+1} = w, w_1, w_{2m+1}, w_2, \cdots, w_{2m} \neq \emptyset} \sum_{\sigma \in S_n} \langle \alpha | w_1 w_3 \cdots w_{2m+1} \rangle \langle \gamma_\sigma(1) | w_2 \rangle \cdots \langle \gamma_\sigma(n) | w_{2m} \rangle,$$

where we used (1) in the second equality. Fix $\sigma \in S_n$. Observe that the non-vanishing terms in this double sum are such that

(9) $$\langle \alpha | w_1 w_3 \cdots w_{2n+1} \rangle \langle \gamma_\sigma(1) | w_2 \rangle \cdots \langle \gamma_\sigma(n) | w_{2n} \rangle = 1$$

which happens for $w = w_1 \cdots w_{2n+1}$, $w_1, w_{2n+1}, w_{2i} \neq \emptyset$, $\forall i$, when $\alpha = w_1 w_3 \cdots w_{2n+1}$ and $w_{2i} = \gamma_\sigma(i)$, $\forall i$.

On the other hand, recalling Proposition 3.2 and using the same notation as in the proposition, we have for the non-vanishing terms arising in the expansion of $\langle \alpha \{\gamma_1, \ldots, \gamma_n\} | w \rangle$:

(10) $$\langle \alpha_1 \gamma_\sigma(1) \cdots \alpha_n \gamma_\sigma(n) \alpha_{n+1} | w \rangle = 1$$
which happens when there exist a permutation \( \sigma \) and \( 2n+1 \) subwords of \( w \), namely \( w_1, \ldots, w_{2n+1} \) such that \( w = w_1 \cdots w_{2n+1}, w_{2i-1} = \alpha_i, w_{2i} = \gamma_{\sigma(i)} \) for every \( 1 \leq i \leq n \), with \( \alpha_1, \alpha_{n+1} \neq 0 \) and \( \alpha = \alpha_1 \cdots \alpha_{n+1} \).

Finally, we notice that terms (9) and (10) are canonically in bijection, and thus obtain the desired conclusion. \( \square \)

4. Computing Iterated Pre-Lie Products

In this section, we will prove some lemmas that will allow us to compute iterated pre-Lie products via the dual coproduct and its iterates; this with the aim of computing later expressions such as the pre-Lie exponential

\[
\exp^\vartriangle(\alpha) = \alpha + \frac{1}{2!} \alpha \triangledown \alpha + \frac{1}{3!} (\alpha \triangledown \alpha) \triangledown \alpha + \ldots
\]

of an element of a pre-Lie algebra \((L, \triangledown)\).

**Notation 4.1.** Let \((L, \triangledown)\) be a connected graded and locally finite dimensional pre-Lie algebra.

1. We write again \( \bar{\delta} = \sum \delta_n \) for the dual map of the symmetric brace product given by Theorem 2.3.

2. Recall that the Hopf algebra \((\kappa[L], \ast, \Delta)\) is an enveloping algebra for \( L \). We write \((\kappa[L]^*, \ast, \delta)\) for the graded dual Hopf algebra. The product \( \ast \) is simply the product of polynomials.

3. We set \( \delta_{\text{irr}} = \delta_{\text{irr}}^{|2|} = \delta_1 \). In general, for \( n \geq 2 \), \( \delta_{\text{irr}}^{|n|} \) stands for the restriction of the iterated coproduct \( \delta_{\text{irr}}^{|n|} \) from \( \kappa[L]^* \) to \( \kappa[L]^* \otimes \kappa[L]^* \) to a map from \( L^* \) to \( (L^*)^\otimes n \) (by restriction to \( L^* \subset \kappa[L]^* \) and composition with the canonical projection from \( \kappa[L]^* \otimes \kappa[L]^* \) to \( (L^*)^\otimes n \)). That \( \delta_1 \) identifies with the restriction of \( \delta \) to a map from \( L^* \) to \( (L^*)^\otimes 2 \) follows from \([5, \text{Lemma 6.2.1}]\).

4. Let \( \alpha, \beta \in L \) and \( w \in L^* \). By considering \( \alpha \) as an element in \((L^*)^*\), we define \( \hat{\alpha} \) to be the infinitesimal character on \( \kappa[L]^* \) such that \( \hat{\alpha} \) coincides with \( \alpha \) on \( L^* \). By infinitesimal character, we mean that for \( w_1, \ldots, w_n \in L^*, \langle \hat{\alpha}|w_1 \cdots w_n \rangle = 0 \) whenever \( n \neq 1 \).

**Lemma 4.2.** Let \((L, \triangledown)\) be a connected graded and locally finite dimensional pre-Lie algebra. Then

\[
\langle \alpha \triangledown \beta | w \rangle = \langle \alpha \otimes \beta | \delta_{\text{irr}}(w) \rangle = \langle \hat{\alpha} \otimes \hat{\beta} | \bar{\delta}(w) \rangle,
\]

for any \( \alpha, \beta \in L \) and \( w \in L^* \), where \( \bar{\delta}(x) := \delta(x) - 1 \otimes x - x \otimes 1 \) is the reduced coproduct on \( \kappa[L]^* \).

**Proof.** Let \( \alpha, \beta \in L \) and \( w \in L^* \). Using duality, we have that

\[
\langle \alpha \otimes \beta | \delta_{\text{irr}}(w) \rangle = \langle \alpha \otimes \beta | \delta_1(w) \rangle = \langle \alpha | \beta(w) \rangle = \langle \alpha \triangledown \beta | w \rangle;
\]

this proves the first equality. For the second equality, by \([5, \text{Lemma 6.2.1}]\), one has for the restriction of \( \bar{\delta} \) to \( L^* \):

\[
\bar{\delta} = \delta_{\text{irr}} + \sum_{n \geq 2} \delta_n.
\]

Since \( \delta_n(w) \in L^* \otimes \kappa[L]^*_n \), we get that

\[
\langle \hat{\alpha} \otimes \hat{\beta} | \bar{\delta}(w) \rangle = \langle \hat{\alpha} \otimes \hat{\beta} | \delta_{\text{irr}}(w) + \sum_{n \geq 2} \delta_n(w) \rangle = \langle \hat{\alpha} \otimes \hat{\beta} | \delta_{\text{irr}}(w) \rangle + 0 = \langle \alpha \otimes \beta | \delta_{\text{irr}}(w) \rangle,
\]

where in the last equality, we used that \( \hat{\alpha} \) and \( \hat{\beta} \) coincide with \( \alpha \) and \( \beta \) on \( L^* \), respectively. \( \square \)

One can obtain the following generalization of the previous result. This will allow us to compute the iterated pre-Lie products via the iteration of the restricted coproduct.
Lemma 4.3. Let \((L, \langle \rangle)\) be a connected graded and locally finite dimensional pre-Lie algebra. Then
\[
\langle (\cdots (\alpha_1 \triangleright \alpha_2) \triangleright \cdots) \triangleright \alpha_n \rangle w = \langle \alpha_1 \otimes \cdots \otimes \alpha_n | \delta_\text{irr}^{[n]}(w) \rangle = \langle \hat{\alpha}_1 \otimes \cdots \otimes \hat{\alpha}_n | \delta^{[n]}(w) \rangle,
\]
for any \(n \geq 2\), \(\alpha_1, \ldots, \alpha_n \in L\) and \(w \in L^*\).

Proof. We prove the lemma by induction on \(n\). The case \(n = 2\) is given in Lemma 4.2. Now, assume that the lemma holds for \(n - 1\) and define \(\gamma := (\cdots (\alpha_1 \triangleright \alpha_2) \triangleright \cdots) \triangleright \alpha_{n-1} \in L\). Also, introduce the Sweedler-type notation \(\delta \rangle \langle \alpha_{n-1}\rangle = \langle \alpha_{n-1} | \delta \rangle \langle \alpha_{n-1} \rangle\).

\[
\langle \gamma \triangleright \alpha_n \rangle w = \langle \gamma | \langle \alpha_n \rangle w(1) \otimes w(2) \rangle = \langle \gamma | w(1) \rangle \langle \alpha_n | w(2) \rangle = \langle \alpha_1 \otimes \cdots \otimes \alpha_{n-1} | \delta^{[n-1]}(w) \rangle \langle \alpha_n | w(2) \rangle = \langle \alpha_1 \otimes \cdots \otimes \alpha_n | \delta^{[n]}(w) \rangle,
\]
where we used the inductive hypothesis in the third equality and that \(\delta^{[n]} = (\delta^{[n-1]} \otimes \text{Id}) \circ \delta^{[n-1]}\) in the last equality. This identity, in turn, follows from

1. the coassociativity of \(\delta\) that implies \(\delta^{[n]} = (\delta^{[n-1]} \otimes \text{Id}) \circ \delta\),
2. the definition of \(\delta^{[n]}\) by restriction of \(\delta^{[n]}\) to a map from \(L^* \otimes L^*\) to \(L^* \otimes L^*\).

The proof of the second equality in (12) follows e.g. by induction from Lemma 4.2 and the coassociativity of the reduced coproduct \(\delta\) (see e.g. [5, Def. 2.3.5]). \(\square\)

Finally, the following lemma establishes the analogous result to compute iterated symmetric brace products via the reduced coproduct.

Lemma 4.4. Let \((L, \langle \rangle)\) be a connected graded and locally finite dimensional pre-Lie algebra. Then
\[
\langle (\cdots (\alpha_{1,1}\{\alpha_{1,2}, \ldots, \alpha_{m_2,2}\}) \cdots)\{\alpha_{1,n}, \ldots, \alpha_{m,n}\} | w \rangle
= \langle \alpha_{1,1} \otimes \alpha_{1,2} \cdots \otimes \alpha_{m_2,2} \otimes \cdots \alpha_{1,n} \cdots \otimes \alpha_{m,n} | \bar{\delta}^{[n]}(w) \rangle
\]
for any \(n \geq 2\), \(\alpha_{i,j} \in L\) for \(1 \leq i \leq n\), \(1 \leq j \leq n_i\) \((n_1 = 1)\), and \(w \in L^*\).

Indeed, \((\cdots (\alpha_{1,1}\{\alpha_{1,2}, \ldots, \alpha_{m_2,2}\}) \cdots)\{\alpha_{1,n}, \ldots, \alpha_{m,n}\}\) is the projection on \(L\) orthogonally to the other graded components of \(\kappa[L]\) of the element \(\alpha_{1,1} \ast (\alpha_{1,2} \ast \cdots \ast \alpha_{m_2,2}) \ast \cdots \ast (\alpha_{1,n} \ast \cdots \ast \alpha_{m,n})\) in \(\kappa[L]\), where \(\ast\) is the associative product defined in (2). The lemma follows as the \(\ast\) product in \(\kappa[L]\) is dual to the coproduct \(\delta\) in \(\kappa[L^*]\).

5. Forest Formulas for Iterated Coproducts

We now introduce the main tool for evaluating the pre-Lie exponential: the forest-type formulas for iterated reduced coproducts introduced in [19]. In this section, we will describe the required notation and results in order to state the indicated formulas. We follow closely the arguments and notation in that article, in particular we follow almost verbatim the explanation of the notation by means of graphical arguments, to make the present article self-contained. We also introduce symmetry factors, give a different proof of the main identity and extend the forest-type formula for iterated reduced coproducts to iterated coproducts and iterated irreducible coproducts.

Again, let \((L, \langle \rangle)\) be a connected graded and locally finite dimensional pre-Lie algebra. We consider the Hopf algebra \((\kappa[L^*], \langle \rangle, \delta)\) and assume that \(L^*\) has a basis \(B = \{b_I\}_{I \in \mathbb{N}^*}\). Notice that our arguments work also with a finite basis, we make the assumption that the basis is countable only for notational convenience, as in the examples we will consider later this will be the case.

We will also consider multisets over \(\mathbb{N}^*\) and, for any such multisets \(I, J\), write \(I \cup J\) for their union. For example, if \(I = \{1, 2, 2\}\) and \(J = \{2, 3, 3\}\), then \(I \cup J = \{1, 2, 2, 3, 3\}\). Hence, one can take monomials \(b_I = \prod_{i \in I} b_i\), so that \(b_I \cdot b_J = b_{I \cup J}\). Observe that \(b_0\) can be taken as the unit of \(\kappa[L^*]\).
In the Hopf algebra $\kappa[L^*]$, the reduced coproduct of an element $b_i \in B$ can be expanded as

\[ \overline{\delta}(b_i) = \sum_{i_0, I \neq \emptyset} \lambda_{i_0}^{(i_0)} b_{i_0} \otimes b_I, \]  

for coefficients $\lambda_{i_0}^{(i_0)} \in \kappa$, with $i_0 \in \mathbb{N}^*$ and $I \subseteq \mathbb{N}^*$ a non-empty multiset. These coefficients completely determine the coproduct and its action on products, as well as the action of the iterated coproducts.

For our purposes, it will be beneficial to index the above summation by non-planar decorated corollas in the following way:

\[ \overline{\delta}(b_i) = \sum \lambda^{(i; i_0)} b_{i_0} \otimes b_{i_1} \cdots b_{i_k}, \]

where the decoration is given by a pair of integers $(i; i_0)$ associated to the root, and leaves are decorated by positive integers $i_1, \ldots, i_k$. Here, the non-planarity of the rooted trees means that the ordering of the branches does not matter, reflecting the commutativity of the product in the Hopf algebra.

**Example 5.1.** Consider a single term in the sum (15) for the reduced coproduct such that the indexing multiset is of the form $I = \{i_1, i_2\}$, namely

\[ \lambda^{(i; i_0)} b_{i_0} \otimes b_{i_1} b_{i_2}. \]

By definition of reduced coproduct, we have

\[ \overline{\delta}(b_{i_1} b_{i_2}) = (1 \otimes b_{i_1} + b_{i_1} \otimes 1 + \overline{\delta}(b_{i_1}))(1 \otimes b_{i_2} + b_{i_2} \otimes 1 + \overline{\delta}(b_{i_2})) - 1 \otimes b_{i_1} b_{i_2} - b_{i_1} b_{i_2} \otimes 1. \]

Observe that the contribution of (16) to $\overline{\delta}^{(3)}(b_i) = (\text{Id} \otimes \overline{\delta})(\overline{\delta}(b_i))$ will split in four terms, whose complexity is encoded by the appearance of products of coefficients $\lambda_{i_0}^{(i_0)}$:

1. There is a first term with no more complexity than in $\overline{\delta}(b_i)$:

\[ \lambda^{(i; i_0)} b_{i_0} \otimes (b_{i_1} \otimes b_{i_2} + b_{i_2} \otimes b_{i_1}). \]

2. There is a second term where only the reduced coproduct of $b_{i_1}$ occurs:

\[ \lambda^{(i; i_0)} \left( \sum \lambda^{i_{i_1}; i_0} b_{i_0} \otimes (b_{i_1} \otimes b_{i_2} b_{i_1; i_2} \otimes b_{i_{1; i_2}}) + b_{i_2} b_{i_1; i_0} \otimes b_{i_{1; i_0}} \right). \]

This term arises from the product $(1 \otimes b_{i_2} + b_{i_2} \otimes 1)\overline{\delta}(b_{i_1})$ and is naturally indexed by the trees

\[ \begin{array}{c}
(i; i_0) \\
(i_0; i_1, i_0) \\
(i_1; i_1, k) \\
\end{array} \]

3. In the same way there is a contribution, corresponding to $(1 \otimes b_{i_1} + b_{i_1} \otimes 1)\overline{\delta}(b_{i_2})$, indexed by the trees

\[ \begin{array}{c}
(i; i_0) \\
(i_1; i_2; i_2, 0) \\
(i_2; i_2, l) \\
\end{array} \]
(4) Finally the terms in relation with \( \bar{\delta}(b_{i_1})\bar{\delta}(b_{i_2}) \) that will be indexed by trees

\[
\begin{array}{c}
(i; i_0) \\
(i_1; i_1,0) \\
(i_1,i_1,k,i_2,1) \\
(i_2,1,0)
\end{array}
\]

When iterating the reduced coproduct, such groups of terms naturally appear, labelled by trees that encode the presence of the coefficients \( \lambda_{j_1,\ldots,j_k}^{i_1,i_2} \).

In order to state the forest formula for the iterated reduced coproduct, we will need the subsequent notions associated to decorated rooted trees.

**Definition 5.2.** Let \( T \) be a finite rooted tree whose internal vertices are decorated by pairs \( p = (p_1;p_2) \) of positive integers, and leaves are decorated by positive integers. In the case of \( T \) being a single-vertex tree, the vertex is considered as a leaf.

1. Let \( V(T) \) be the set of vertices of \( T \). In addition, let \( \text{Int}(T) \) and \( \text{Leaf}(T) \) be the sets of internal vertices of \( T \) and leaves of \( T \), respectively. For any \( x \in \text{Int}(T) \), we denote \( d(x) = (d_1(x); d_2(x)) \) its decoration, and, if \( x \in \text{Leaf}(T) \), we denote for convenience its decoration \( d(x) = d_1(x) = d_2(x) \). For any internal vertex \( x \), we also note, \( \text{succ}(x) \) the set of its immediate successors.
2. If the root of \( T \) is decorated by \( i \) or \( (i; i_0) \), we say that the tree is associated to \( b_i \). We will denote it by \( T \in \mathcal{T}_i \).
3. For a given pair \( p \), we denote by \( B_p^+(T_1,\ldots,T_s) \) the tree obtained by adding a common root decorated by \( p \) to the trees \( T_1,\ldots,T_s \). If \( T = B_p^+(T_1,\ldots,T_s) \), we will denote by \( B^-(T) \) the multiset of trees \( T_1 \cdots T_s \).
4. We define the length of \( T \), denoted by \( |T| \), as the number of elements in \( T \) viewed as a poset.
5. Let \( F \) be a multiset of decorated trees (that is, repetitions are allowed). We write \( F \) as

\[
F = \{T_{s_1,1}^{k_1,1}, \ldots, T_{s_1,1}^{k_1,1}\} \cup \cdots \cup \{T_{s_p,1}^{k_1,1}, T_{s_p,1}^{k_p,1}\}
\]

where:

- the tree \( T_{j,i}^{k_j,i} \) is associated to \( i_q \);
- the trees \( T_{j,i}^{k_j,i} \) are all distinct;
- the notation \( T_{j,i}^{k_j,i} \) means that the tree \( T_{j,i}^{k_j,i} \) appears with multiplicity \( k_{j,i} \) in the multiset \( F \).

The symmetry coefficient of \( F \), \( \text{sym}(F) \) is then, by definition

\[
\text{sym}(F) := \prod_{j=1}^p \binom{k_{1,j} + \cdots + k_{s_j,j}}{k_{1,j},\ldots,k_{s_j,j}}.
\]

6. We define the coefficient \( \lambda(T) \) as follows: if \( \bullet_i \) stands for the single-vertex tree with decoration \( i \), then \( \lambda(\bullet_i) := 1 \). More generally, if \( T = B_{(i; i_0)}^+(T_1,\ldots,T_s) \), then

\[
\lambda(T) := \lambda_{i_0;i_1,\ldots,i_s}^{i_1} \cdot \text{sym}(F) \cdot \lambda(T_1) \cdots \lambda(T_s)
\]

when \( T_1,\ldots,T_s \) are trees respectively associated to \( b_{i_1},\ldots,b_{i_s} \), and where \( F \) is the multiset \( \{T_1,\ldots,T_s\} \). In other words, if for \( x \in V(T) \), \( T^x \) stands for the subtree of \( T \) consisting of \( x \) and all its descendants, then

\[
\lambda(T) = \prod_{x \in \text{Int}(T)} \lambda_{d_1(\text{succ}(x))}^{d(x)} \cdot \text{sym}(B^-(T^x)),
\]

where \( d_1(\text{succ}(x)) = \{d_1(y) : y \in \text{succ}(x)\} \).

In [19], it was observed that, since the decorations of trees associated to \( b_i \) run over all the indexes of basis elements appearing in the various iterated reduced coproducts of \( b_i \), a way to describe all the tensors of length \( k \) that can be obtained in the \( k \)-fold iterated reduced coproduct is by using the notion of \( k \)-linearization of a poset.
Definition 5.3. Let $P$ be a finite poset of cardinality $n$. A linearization of $P$ is a bijective, strictly order preserving map $f : P \rightarrow [n]$. A $k$-linearization of $P$ is a surjective, strictly order preserving map $f : P \rightarrow [k]$. A weak $k$-linearization of $P$ is a strictly order preserving map $f : P \rightarrow [k]$. We denote by $\text{lin}(P)$, resp. $k - \text{lin}(P)$, resp. $w - k - \text{lin}(P)$, the set of linearizations, resp. $k$-linearizations of $P$, resp. weak $k$-linearizations of $P$.

A $k$-linearization is a surjective weak $k$-linearization; a linearization a bijective $k$-linearization.

Notice, for later use, that if $P$ is a disjoint union of posets $P_1 \sqcup \cdots \sqcup P_q$, with no relations between the elements of two distinct components, then weak $k$-linearizations of $P$ are in bijection with $p$-tuples of weak $k$-linearizations of the components $P_1, \ldots, P_q$. This observation does not hold for $k$-linearizations.

Definition 5.4. Let $T$ be a tree with a given decoration $d = (d_1; d_2)$. If $f$ is a linearization of $T$, a $k$-linearization of $T$, or a weak $k$-linearization of $T$, we write

$$C(f) := \left( \prod_{x_1 \in f^{-1}(\{1\})} b_{x_1} \right) \otimes \cdots \otimes \left( \prod_{x_k \in f^{-1}(\{k\})} b_{x_k} \right),$$

where $b_{x_i}$ stands for $b_{d_2(x_i)}$.

In the formula, when $f^{-1}(\{i\}) = \emptyset$, we set $\left( \prod_{x_i \in f^{-1}(\{i\})} b_{x_i} \right) := 1$. This can happen only with weak $k$-linearizations.

Theorem 5.5 (Forest formulas for the iterated coproduct and the iterated reduced coproduct). For any $b_i \in B$, we have for the action of the $k$-fold iterated reduced coproduct, respectively the $k$-fold iterated coproduct, on $\kappa[L^*]$:  

\begin{align}
\d^{[k]}(b_i) &= \sum_{T \in T_k} \sum_{f \in k - \text{lin}(T)} \lambda(T) C(f) . \\
\d^{[k]}(b_i) &= \sum_{T \in T_k} \sum_{f \in w - k - \text{lin}(T)} \lambda(T) C(f) .
\end{align}

The first part of the theorem was obtained in [19, Lemma 12], but the calculation of $\lambda(T)$ did not take into account symmetry factors. We propose here a different proof.

Proof. Let us start with some general preliminaries on iterated coproducts. Let $(C, \Delta, \varepsilon, \eta)$ be a coaugmented coalgebra over a ground field $\kappa$. The coproduct $\Delta$ is assumed to be coassociative and counital, with counit $\varepsilon : C \rightarrow \kappa$. The coaugmentation $\eta$ maps $\kappa$ to $C$. One sets $\nu := \eta \circ \varepsilon$. The iterated coproduct and the iterated reduced coproduct are then related by the identity:

$$\Delta^{[k]} = (\text{Id} - \nu)^{\otimes k} \circ \Delta^{[k]}.$$ 

To conversely express $\Delta^{[k]}$ in terms of iterated reduced coproducts, notice that

$$\Delta^{[k]} = (\nu + (\text{Id} - \nu))^{\otimes k} \circ \Delta^{[k]}$$

where the term in the last summation formula contains $l$ copies of $\nu$, in positions $i_1, \ldots, i_l$ (with possibly $i_1 = 1$ and/or $i_l = k$, that is, $\nu$ is allowed to be in first or last position in the tensor product). Let now $f : [k] \rightarrow [n]$ be an increasing injection. We denote $\hat{f}$ the map from $C^{\otimes k}$ to $C^{\otimes n}$ defined by

$$\hat{f}(c_1 \otimes \cdots \otimes c_k) := d_1 \otimes \cdots \otimes d_n$$

with $d_{f(i)} := c_i$ for $1 \leq i \leq k$, and $d_j := 1$ if $j$ is not in the image of $f$. Since $\Delta$ is counital, the above expression of $\Delta^{[k]}$ rewrites

$$\sum_{l \leq k} \sum_{f : [k-l] \rightarrow [k]} \hat{f} \circ \Delta^{[k-l]}.$$
Now, a weak $k$-linearization can be uniquely obtained as the composition of a $l$-linearization, with $l \leq k$, and an injection $f$ from $[l]$ into $[k]$. This is a particular case of the usual decomposition of a map between two finite sets as a surjection followed by an injection. The equivalence of (20) and (21) follows.

Let us prove these formulas jointly by induction on $k$. We begin with

$$\overline{\delta}(b_i) = \sum_{i_0, i_1, \ldots, i_n} \lambda_{i_1 \ldots i_n}^{i_0} b_{i_0} \otimes b_{i_1} \ldots b_{i_n}. $$

Formula (20) is then obvious for $k = 2$ since it is a rewriting in graphical terms of this expansion as in (15). Let us assume $k > 2$. Then we get

$$\overline{\delta}^{[k]}(b_i) = \sum_{i_0, i_1, \ldots, i_n} \lambda_{i_1 \ldots i_n}^{i_0} b_{i_0} \otimes \overline{\delta}^{[k-1]}(b_{i_1} \ldots b_{i_n}).$$

We are left with the problem of computing

$$\overline{\delta}^{[k-1]}(b_{i_1} \ldots b_{i_n}) = (\text{Id} - \nu)^{\otimes k-1} \circ \overline{\delta}^{[k-1]}(b_{i_1} \ldots b_{i_n}).$$

However, since the coproduct is a morphism of algebras, we have that

$$\overline{\delta}^{[k-1]}(b_{i_1} \ldots b_{i_n}) = \overline{\delta}^{[k-1]}(b_{i_1}) \ldots \overline{\delta}^{[k-1]}(b_{i_n}).$$

By the induction hypothesis,

$$\overline{\delta}^{[k-1]}(b_{i_j}) = \sum_{T \in \mathcal{T}_j} \sum_{f \in \mathcal{W} - (k-1) - \text{lin}(T)} \lambda(T) C(f)$$

and

$$\overline{\delta}^{[k-1]}(b_{i_1}) \ldots \overline{\delta}^{[k-1]}(b_{i_n}) = \prod_{j=1}^n \left( \sum_{T \in \mathcal{T}_j} \sum_{f \in \mathcal{W} - (k-1) - \text{lin}(T)} \lambda(T) C(f) \right)$$

(22)

where in the last equality, $T$ is the multiset of decorated trees $T_1 \cdots T_n$. That is, as a poset, $T$ is the disjoint union of the $T_j$. Also, we have set

$$\lambda'(T) := \lambda(T_1) \cdots \lambda(T_n).$$

Moreover, in (22) we used the fact that weak $(k-1)$-linearizations of $T$ are in bijection with families of $(k-1)$-linearizations of the posets $T_1, \ldots, T_n$ in order to obtain

$$\overline{\delta}^{[k-1]}(b_{i_1} \ldots b_{i_n}) = (\text{Id} - \nu)^{\otimes k-1} \circ \overline{\delta}^{[k-1]}(b_{i_1} \ldots b_{i_n})$$

(23)

Let us say $T \in \mathcal{T}_i$, . . . , $i_n$ when $T$ is the forest $T_1 \cdots T_n$ and there exists a permutation $\sigma$ of $[n]$ such that each tree $T_j$ is associated to a $b_{i_{\sigma(j)}}$. Hence we can rewrite (23) as

$$\overline{\delta}^{[k-1]}(b_{i_1} \ldots b_{i_n}) = \sum_{T \in \mathcal{T}_1, \ldots, \mathcal{T}_n} \lambda'(T) \gamma(T) \left( \sum_{f \in (k-1) - \text{lin}(T)} C(f) \right),$$

(24)

for a certain coefficient $\gamma(T)$ to be determined.

Let us rewrite now $b_{i_1} \cdots b_{i_n}$ as a monomial $b^{p_{i_1}}_1 \cdots b^{p_{i_n}}_n$, with the $b_{j_{i_j}}$ pairwise distinct. Viewing now $T$ as a multiset of trees, we use the same notation as in Definition 5.2.5 and express $T$ as

$$T = \{ T_{i_{j_1} j_1}^{k_1}, \ldots, T_{i_{j_1} j_1}^{k_{j_1}} \} \cup \cdots \cup \{ T_{i_{j_m} j_m}^{k_m}, \ldots, T_{i_{j_m} j_m}^{k_{j_m}} \}.$$
We then have \(k_1a + \cdots + k_nq = p_4\) and \(p_1 + \cdots + p_m = n\). The multiplicity of \(T\) in the right-hand side of the expansion of \(\delta^{[k-1]}(b_1 \cdots b_n)\) in (24) is then obtained as the product over \(1 \leq j \leq m\) of the number of ordered partitions of a set \(X\) of cardinal \(p_j\) into a disjoint union \(X_1 \sqcup \cdots \sqcup X_{s_j}\) with \(|X_i| = k_{i,j}\) for \(1 \leq l \leq s_j\). This is precisely the symmetry coefficient of \(T\), \(\gamma(T) = \text{sym}(T)\), that is
\[
\delta^{[k-1]}(b_1 \cdots b_n) = \sum_{T \in \mathcal{T}_{1,\ldots,n}} \lambda(T) \text{sym}(T) \left( \sum_{f \in (k-1)-\text{lin}(T)} C(f) \right),
\]
Therefore (20) and the equivalent formula (21) follow as we wanted to prove.

The above theorem leads us to the following forest-type formula for the iterated restricted coproduct \(\delta^{[k]}_{\text{irr}}\) on \(L^*^\).

**Theorem 5.6** (Forest formula for the irreducible coproduct). For any \(b_i \in \mathcal{B}\), we have for the action of \(\delta^{[k]}_{\text{irr}}\):
\[
\delta^{[k]}_{\text{irr}}(b_i) = \sum_{T \in \mathcal{T}_i} \sum_{f \in \text{lin}(T)} \lambda(T) C(f).
\]

**Proof.** Recall that \(\delta^{[k]}_{\text{irr}}\) is the restriction of the iterated coproduct \(\delta^{[k]} : \kappa[L^*] \rightarrow \kappa[L^*]^\otimes k\) to a map \(L \rightarrow (L^*)^\otimes k\). That is, \(\delta^{[k]}(b_i)\) can be split into two terms, namely \(\delta^{[k]}_{\text{irr}}(b_i)\) and a linear combination of terms \(b_{i_1} \otimes \cdots \otimes b_{i_k}\) such that at least one of the \(b_{i_j}\) is equal to the unit 1 or is such that \(|I_{j}| \geq 2\). This second term is projected to 0 when we restrict \(\delta^{[k]}\) in order to obtain \(\delta^{[k]}_{\text{irr}}\).

Now, consider a term \(C(f)\) in the forest formula (20) for \(\delta\) given in Theorem 5.5. Since \(f\) is a surjective map, then \(l(T) \geq k\). In the case that \(f\) is not a bijection, i.e. \(l(T) > k\), there exists \(j \in [k]\) such that \(f^{-1}(j)\) contains at least two elements. In this case we would have that \(\prod_{x \in f^{-1}(j)} b_x \notin L^*\) and thus \(C(f)\) is projected to 0 when we consider \(\delta^{[k]}_{\text{irr}}\).

On the other hand, take \(C(f)\) in (20) such that \(f\) is a bijection. It easily follows that \(C(f) \in (L^*)^\otimes k\) and hence this term appears in \(\delta^{[k]}_{\text{irr}}(b_i)\). The conclusion is that \(\delta^{[k]}_{\text{irr}}\) also has a forest-type formula obtained from (20) by only considering \(k\)-linearizations of \(T\) that are bijections, i.e. linearizations of \(T\). We obtain (25).

\[ \square \]

6. **PRE-LIE EXPONENTIAL IN THE FREE PRE-LIE ALGEBRA**

We are interested in computing the action of the pre-Lie exponential (or Agrachev-Gamkrelidze operator) on the generator of the free pre-Lie algebra of rooted trees. The results are classical and relate to Runge-Kutta methods [3, 4], but we use this example to show how the machinery of the present article works in practice on this simple case.

In order to state the definition of the pre-Lie algebra of rooted trees, we consider the countable set of non-planar rooted trees
\[
\mathcal{T} = \left\{ \bullet, \begin{array}{cccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\end{array} \right\},
\]
For later use, we order the elements of \(\mathcal{T}\) to put them in bijection with the set of positive integers \(\mathbb{N}\), i.e. \(\mathcal{T} = \{t_j\}_{j \in \mathbb{N}}\). We also assume that \(t_0 = \bullet\) is the single-vertex tree.

For \(t, t' \in \mathcal{T}\), we define the element \(t \triangleleft t'\) as the sum of the trees obtained by grafting the root of \(t'\) to the vertices of \(t\):
\[
t \triangleleft t' = \sum_{v \in V(t)} t \leftarrow_v t',
\]
where \(V(t)\) stands for the vertex set of \(t\) and \(t \leftarrow_v t'\) stands for the grafting of the root of \(t'\) via a new edge to vertex \(v\) of \(t\). This operation can be linearly extended to the linear span of \(\mathcal{T}\), which we denote \(L_{\text{free}}\). See e.g. [5, Section 6.3] for details.
Theorem 6.1 ([7]). \((L_{\text{free}}, \prec)\) is a free pre-Lie algebra over the generator \(\bullet\) (the single-vertex tree).

It is clear that \(L_{\text{free}}\) is a connected graded and locally finite dimensional pre-Lie algebra, where the grading is given by \(\deg(t) = |t|\) with \(|t|\) being the number of vertices of \(t\). We can therefore apply the formula (25) together with Lemma 4.3 to obtain an expression for iterated pre-Lie products.

Let us describe the ingredients for the forest formula. The algebra \(\kappa[L_{\text{free}}]\), viewed as a Hopf algebra and equipped with the basis of forests of non-planar rooted trees, is called the Grossman-Larson Hopf algebra. Here, a forest is a multiset of trees, or equivalently a monomial of trees. The associative product is given by the formula (2) and can be described in terms of grafting operations.

The dual Hopf algebra \(\kappa[L^*_\text{free}]\) identifies with \(\kappa[L_{\text{free}}]\) as a vector space. It is a polynomial algebra over non-planar rooted trees. It is often called the Connes-Kreimer Hopf algebra. The coproduct \(\delta_{\text{CK}}\) of \(\kappa[L^*_\text{free}]\) can be described using the notion of admissible cut of \(t \in T\), i.e. a subset (possibly empty) \(c\) of the set of edges of \(t\) such that for any path from the root to any leaf, there is at most one edge of the path contained in \(c\). Given an admissible cut \(c\) of \(t\), we can delete the edges in \(c\) to obtain a collection of rooted subtrees. We will call the trunk of \(t\), denoted by \(R_c(t)\), the subtree which contains the root of \(t\), and the pruning of \(t\), denoted by \(P_c(t)\), the monomial given by the forest of the remaining rooted subtrees.

Hence, the coproduct \(\delta_{\text{CK}} : \kappa[L^*_{\text{free}}] \rightarrow \kappa[L^*_{\text{free}}] \otimes \kappa[L^*_{\text{free}}]\) is defined by the conditions

\[
\delta_{\text{CK}}(1) = 1 \otimes 1, \quad \delta_{\text{CK}}(t) = 1 \otimes t + \sum_{c \text{ admissible cut of } t} R_c(t) \otimes P_c(t), \quad \text{for any } t \in L^*_{\text{free}},
\]

and \(\delta_{\text{CK}}(u_1 \cdots u_n) = \delta_{\text{CK}}(u_1) \cdots \delta_{\text{CK}}(u_n)\), for any monomial \(u_1 \cdots u_n \in \kappa[L^*_{\text{free}}]\).

It will also be useful to define the following notions associated to non-planar rooted trees.

Definition 6.2. (1) Let \(t, u_1, \ldots, u_n \in T\). We define the non-planar rooted tree \(B^+(u_1 \cdots u_n)\) as the tree obtained by adding a common root to the forest \(u_1 \cdots u_n\). We also denote \(B^-(t)\) the forest \(f\) of non-planar rooted trees such that \(B^+(f) = t\). The notation is similar to the one used for decorated rooted trees.

(2) We define the tree factorial of \(t \in T\), denoted by \(!t!\), as the integer recursively defined by \(!t! = 1\) if \(t\) is the single-vertex tree, and if \(t = B^+(s_1 \cdots s_m)\), then \(!t! = |t|s_1! \cdots s_m!\). If \(f = t_1 \cdots t_n\) is a forest of trees \(t_1, \ldots, t_n \in T\), we define \(!f! := t_1! \cdots t_n!\).

The duality, however, is slightly more complicated than for the pre-Lie algebra of words since it entails the so-called internal symmetry factor of a rooted tree \(t\), defined as \(\sigma(t) := |\text{Aut}(t)|\). It is obtained as follows [4, Thm. 301 A]. Write \(B^+(t_{i_1}^{m_1} \cdots t_{i_p}^{m_p})\) if the tree \(t\) is obtained by grafting on its root the trees \(t_1, \ldots, t_p\), all distinct and respectively with multiplicities \(m_1, \ldots, m_p\). Then, set \(\sigma(\bullet) := 1\) and define inductively \(\sigma(t)\) by

\[
\sigma(t) := \prod_{i=1}^p m_i!\sigma(t_i)^{m_i}.
\]

Theorem 6.3 ([16, Proposition 4.4]). The duality between the Hopf algebras \(\kappa[L_{\text{free}}]\) and \(\kappa[L^*_{\text{free}}]\) is given by the pairing

\[
\langle s_1 \cdots s_m | t_1 \cdots t_n \rangle = \begin{cases} \sigma(B^+(t_1 \cdots t_n)) & \text{if } s_1 \cdots s_m \succeq t_1 \cdots t_n, \\ 0 & \text{otherwise}, \end{cases}
\]

for any monomials \(s_1 \cdots s_m \in \kappa[L_{\text{free}}]\) and \(t_1 \cdots t_n \in \kappa[L^*_{\text{free}}]\).

Remark 6.4. Observe that, in the particular case of a single tree \(t \in L^*_{\text{free}}\), Equation (28) implies that

\[
\langle t | t \rangle = \sigma(B^+(t)) = \sigma(t).
\]
We can finally prove the main result of this section. To simplify the notation, if \((L, \prec)\) is a pre-Lie algebra and \(\alpha \in L\), we write
\[
\exp^\prec(\alpha) = \sum_{n \geq 1} \frac{1}{n!} r^{(n)}_\alpha(\alpha),
\]
where in general, \(r^{(0)}_\gamma(\alpha) = 1\), \(r^{(1)}_\gamma(\alpha) = \alpha\), and \(r^{(n)}_\gamma(\alpha) = r^{(n-1)}_\gamma(\alpha) \prec \gamma\), for \(n \geq 2\).

**Proposition 6.5.** For the generator \(\bullet\) of the free pre-Lie algebra \(L_{\text{free}}\), we have that
\[
\exp^\prec(\bullet) = \sum_{t \in T} \frac{|t|!}{\sigma(t)!} t.
\]

**Proof.** Let us expand the pre-Lie exponential in the basis of rooted trees, \(\exp^\prec(\bullet) = \sum_{t \in T} c(t) t\).

Our objective is to describe the coefficients \(c(t)\) for all \(t \in T\). For this purpose, consider a tree \(t_i \in L^*_\text{free}\) with \(|t_i| = k\) vertices. Observe that, by definition of the pre-Lie product, \(t_i\) only appears in the expansion of \(\frac{\langle \cdot \rangle^{(k)}(\bullet)}{k!}\). By (29) we have
\[
\langle \exp^\prec(\bullet)|t_i \rangle = \frac{1}{k!} \langle r^{(k)}(\bullet)|t_i \rangle = \frac{1}{k!} \langle c(t_i) t_i|t_i \rangle = \frac{1}{k!} c(t_i) \sigma(t_i).
\]

On the other hand, by using Lemma 4.3 and the forest formula (25) with the basis \(T = \{t_j\}_{j \in \mathbb{N}}\) of \(L^*_\text{free}\), we obtain that
\[
\langle r^{(k)}(\bullet)|t_i \rangle = \langle \bullet \otimes \cdots \otimes \bullet | \delta^{(k)}(t_i) \rangle = \sum_{T \in T_i} \sum_{f \in \text{lin}(T)} \lambda(T) \langle \bullet \otimes \cdots \otimes \bullet | C(f) \rangle,
\]
where we recall that \(T_i\) is the set of decorated rooted trees associated to \(t_i\) (Definition 5.2.2).

By definition of the pairing, the non-vanishing terms correspond to \(T \in T_i\) such that \(\lambda(T) \neq 0\) and
\[
C(f) = \bullet \otimes \cdots \otimes \bullet
\]
for any \(f \in \text{lin}(T)\). The latter is the case when \(T \in T_i\) with \(d_2(x) = 0\) for any vertex \(x\) of \(T\), where we recall that \(t_0 = \bullet\). Let us show by induction on the number of vertices of \(t_i\) that there is only one tree \(T\) that provides a non-zero contribution in (31): the decorated tree denoted \(T^*_i\), which is the tree \(t_i\) where each vertex \(v\) is decorated by the pair \((i_v; 0)\), where \(i_v\) is the maximal subtree of \(t_i\) whose root is \(v\).

We refer freely to the arguments in the proof of Theorem 5.5. Write \(t_i = B^+(t_{i_1} \cdots t_{i_n})\). In the calculation of \(\delta^{(k)}(t_i)\) in the proof of Theorem 5.5, what we have just observed means that in the first step (the calculation of \(\overline{F}(t_i)\)), the only term to be kept is \(\bullet \otimes t_{i_1} \cdots t_{i_n}\). The next step involves the calculation of \(\delta^{(k-1)}(t_{i_k})\), to which we can apply the induction hypothesis: the only tree in \(T_{i_k}\) that contributes to the calculation of \(\langle r^{(k)}(\bullet)|t_i \rangle\) is \(T^*_j\). Summing up: the only decorated tree that contributes to the calculation of \(\langle r^{(k)}(\bullet)|t_i \rangle\) is obtained by grafting the \(T^*_j\) to a common root \(\bullet\) decorated by \((i; 0)\): this is precisely \(T^*_i\), as expected.

To resume, the only relevant decorated tree is \(T^*_i = B^+(t_{i_1} \cdots t_{i_n})\). We can rewrite the forest \(F = T^*_i \cdots T^*_{i_n}\) as in (17) as
\[
\{(T^*_{a_1})^{k_1}\} \cup \cdots \cup \{(T^*_{a_p})^{k_p}\}
\]
where the \(a_i\) are distinct indexes. This implies \(\text{sym}(F) = 1\). Also, it is clear that \(\lambda_{i_1, \ldots, i_n} = 1\). By induction on the subtrees of \(T^*_i\), to which the same argument applies, we conclude that
\[
\lambda(T^*_i) = \lambda_{i_1, \ldots, i_n} \text{sym}(F) \lambda(T^*_1) \cdots \lambda(T^*_n) = 1.
\]
Therefore
\[
\sum_{T \in \mathcal{T}} \sum_{f \in \text{lin}(T)} \lambda(T) (\bullet \otimes \cdots \otimes \bullet | C(f)) = \sum_{f \in \text{lin}(T^*)} (\bullet \otimes \cdots \otimes \bullet | C(f))
\]
\[
= \sum_{f \in \text{lin}(T_i)} \prod_{i=1}^{k} (\bullet \otimes \bullet)
\]
\[
= \sum_{f \in \text{lin}(T_i)} 1
\]
\[
= m(t_i),
\]
where \(m(t_i) = |\text{lin}(t_i)|\). Finally, we can compare it with the expression obtained at the beginning to conclude that
\[
c(t)\sigma(t) = m(t).
\]
By using the well-known fact \(m(t) = \frac{|t|!}{t!}\), ([2, Proposition 3.3]), it follows that
\[
c(t) = \frac{m(t)}{\sigma(t)} = \frac{|t|!}{\sigma(t)t!},
\]
as we wanted to show. \(\square\)

**Remark 6.6.** As was stated at the beginning of the present section, the formula pre-Lie exponential of the generator of the free pre-Lie algebra is a classical result. The coefficients
\[
\text{CM}(t) := \frac{|t|!}{\sigma(t)t!}
\]
for \(t \in \mathcal{T}\) appear in various contexts and are known as the *Connes-Moscovici coefficients*; there exists a direct method to compute them ([3]).

### 7. Murua’s Coefficients and the Magnus Operator I

In this section and the following one, \((L, \prec)\) will denote a connected graded and locally finite dimensional pre-Lie algebra.

The Magnus operator \(\Omega\) is the compositional inverse of \(\exp^{\prec}\):
\[
\exp^{\prec}(\Omega(\alpha)) = \alpha = \Omega(\exp^{\prec}(\alpha)),
\]
for any \(\alpha \in L\). See e.g. [5, Chap. 6]. When used in the context of matrix-valued linear differential equations, the Magnus operator leads to the Magnus formula that computes the derivative of the logarithm of the fundamental solution of such an equation [5, Remark 6.5.3]. Recall that the Baker-Campbell-Hausdorff formula computes the logarithm of the fundamental solution of such an equation.

The coefficients associated to a rooted tree defined in this section have appeared in Murua’s analysis of the continuous Baker-Campbell-Hausdorff problem in a Hall basis ([20]), and, more recently, as the coefficients defining the cumulant-moment and cumulant-cumulant formulas associated to monotone independence in the context of non-commutative probability theory ([6]). We feature once again that one of our aims was to deepen the understanding of Murua’s article and its relations to our work in non-commutative probability: the methods we develop hereafter shed a new light on his formulas and constructions on (non-planar) trees by showing that they emerge naturally from our forest formulas. Let us mention that there exist other approaches to the Magnus formula by means of (planar) trees: see [17] and [9].

Recall first some general results and notations. An *ordered partition of \([n]\) of length \(k\)* is a \(k\)-tuple \((I_1, \ldots, I_k)\) where the \(I_1, \ldots, I_k\) are pairwise disjoint non-empty subsets of \([n]\) such that \(I_1 \cup \cdots \cup I_k = [n]\). The set of ordered partitions of \([n]\) of length \(k\) will be denoted by \(\mathcal{OP}^k(n)\).
Now, if \( L \) is connected graded and locally finite dimensional pre-Lie algebra, consider \( b_1, \ldots, b_n \in L \). Denote \( \hat{L} \) its completion with respect to the grading. For the monomial \( b_1 \cdots b_n \in \kappa[L] \), we define

\[
\text{sol}_1(b_1 \cdots b_n) := \sum_{k=1}^{n} \frac{(-1)^{k-1}}{k} \sum_{\pi \in \mathcal{OP}^k(n)} b_{I_1} \ast \cdots \ast b_{I_k},
\]

where \( \ast \) stands for the associative product (2) in the Hopf algebra \((\kappa[L], \ast, \Delta)\). The morphism \( \text{sol}_1 \) is extended linearly to \( L \) and to its completion \( \hat{L} \).

**Theorem 7.1** ([8, Theorem 4.2]). For \( a \in L \), we have, in \( \hat{L} \):

\[
\Omega(a) = \text{sol}_1(\exp(a)),
\]

where \( \exp(a) = \sum_{n \geq 0} \frac{a^n}{n!} \), with \( a^n \) the \( n \)-th usual polynomial power of \( a \) in \( \kappa[L] \) (we insist that it is not defined using the * product).

**Definition 7.2.** Let \( t \) be a non-planar rooted tree with \(|t|\) vertices. For any integer \( 0 < k \leq |t| \), we denote by \( \omega_k(t) := |k - \text{lin}(t)| \) the number of surjective, strictly order preserving maps \( f : t \to [k] \). The Murua’s coefficient of \( t \) is defined by

\[
\omega(t) := \sum_{k=1}^{|t|} \frac{(-1)^{k-1}}{k} \omega_k(t).
\]

If \( f = t_1 \cdots t_s \) is a forest with trees \( t_1, \ldots, t_s \), we set \( \omega(f) := \omega(t_1) \cdots \omega(t_s) \).

Notice that, besides in the work of Murua, the coefficients and the following formula had also appeared in the work of P. Chartier, E. Hairer and G. Vilmart, namely in the context of the numerical analysis of PDEs [20, Remark 12]. We connect here these works with our forest formulas for coproducts and feature that our approach is not limited to the study of the free pre-Lie algebra.

**Proposition 7.3.** For the generator \( \bullet \) of the free pre-Lie algebra \( L_{\text{free}} \), we have that

\[
\Omega(\bullet) = \sum_{t \in T} \frac{\omega(t)}{\sigma(t)} t.
\]

**Proof.** The pre-Lie Magnus operator action on the generator of the free pre-Lie algebra can be written \( \Omega := \Omega(\bullet) = \sum_{d \in \mathcal{D}} d(t) t \), for some coefficients \( d(t) \in \kappa \). Let \( t_i \in \mathcal{T} \). We will show that \( d(t_i) = \omega(t_i)/\sigma(t_i) \). On one hand, (29) implies that

\[
(\Omega|t_i) = d(t_i)\sigma(t_i).
\]

On the other hand, by Theorem 7.1 we also have that

\[
(\text{sol}_1(\exp(\bullet))|t_i) = d(t_i)\sigma(t_i).
\]

We will analyse the left-hand side of the previous equation. We know that \( \exp(\bullet) = \sum_{n \geq 0} \frac{\bullet^n}{n!} \), where \( \bullet^n \) stands for the monomial given by the polynomial product of \( n \) single-vertex trees. Thus, we can write

\[
\text{sol}_1(\bullet^n) = \sum_{k=1}^{n} \frac{(-1)^{k-1}}{k} \sum_{j_1, j_2, \ldots, j_k \geq 1, j_1 + j_2 + \cdots + j_k = n} \binom{n}{j_1, j_2, \ldots, j_k} \bullet^{j_1} \ast \bullet^{j_2} \ast \cdots \ast \bullet^{j_k}.
\]

By the definition of the product \( \ast \), the term \( \bullet^{j_1} \ast \cdots \ast \bullet^{j_k} \) in the equation above is a forest with \( j_1 + \cdots + j_k = n \) vertices. Hence, if \( |t_i| = n \) we have that

\[
(\text{sol}_1(\exp(\bullet))|t_i) = \frac{1}{n!} (\text{sol}_1(\bullet^n)|t_i).
\]

Furthermore, it is easy to get from (2) that when \( j_1 \geq 2 \), then \( \bullet^{j_1} \ast (\bullet^{j_2} \ast \cdots \ast \bullet^{j_k}) \) is a linear combination of forests with more than one tree, and this will produce a zero contribution in \( (\text{sol}_1(\bullet^n)|t_i) \). Moreover, we have that the only term in the right-hand side of (2) for the product
\[ \bullet \ast \bullet^{j_2}, \text{ that produces a non-zero contribution in } (38), \text{ is given when } B_0 = 1, \text{ and this term is precisely} \]

\[ \bullet \{ \bullet, \ldots, \bullet \} =: \bullet \{ \bullet^{j_2} \} \in L_{\text{free}}, \]

where the braces are associated to the pre-Lie product (26). Since \( \bullet \{ \bullet^{j_2} \} \) is again an element in \( L_{\text{free}} \), we will have that the only term in \( \cdots ((\bullet \ast \bullet^{j_2} \ast \bullet^{j_3}) \ast \cdots) \ast \bullet^{j_k} \) that produces a non-zero contribution in (38) is precisely

\[ \cdots ((\bullet \{ \bullet^{j_2} \}\{ \bullet^{j_3} \}) \cdots )\{ \bullet^{j_k} \}. \]

Thus, from (37) and Lemma 4.4, we can compute the action of the iterated brace products and obtain

\[ \frac{1}{n!} \langle \text{sol}_1(\bullet^n) | t_i \rangle = \frac{1}{n!} \sum_{k=1}^{n} \frac{(-1)^{k-1}}{k} \sum_{j_2, \ldots, j_k \geq 1 \atop 1 + j_2 + \cdots + j_k = n} \left( \sum_{i=1}^{n} \langle \cdots (\bullet^{j_2} \cdots )\{ \bullet^{j_k} \} | t_i \rangle \right) \]

\[ = \sum_{k=1}^{n} \frac{(-1)^{k-1}}{k} \sum_{j_2, \ldots, j_k \geq 1 \atop 1 + j_2 + \cdots + j_k = n} \frac{1}{j_2! \cdots j_k!} (\bullet \ast \bullet^{j_2} \cdots \ast \bullet^{j_k} \delta^{[k]}(t_i)). \]

Now, by using the forest formula (20), it follows that

\[ \langle \bullet \ast \bullet^{j_2} \cdots \ast \bullet^{j_k} \delta^{[k]}(t_i) \rangle = \sum_{T \in \mathcal{T}_i} \sum_{f \in k-\text{lin}(T)} \lambda(T) \langle \bullet \ast \bullet^{j_2} \cdots \ast \bullet^{j_k} | C(f) \rangle. \]

Observe that the decorated trees \( T \in \mathcal{T}_i \) that produce a non-zero contribution must satisfy that \( |T| = 1 + j_2 + \cdots + j_k = n \) and \( d_2(x) = 0 \) for any \( x \in V(T) \). Thus, as in the proof of Proposition 6.5, the only tree \( T \in \mathcal{T}_i \) that may produce a non-zero contribution in the above equation is \( T^*_i = t_i \) with \( d(x) = (i_x; 0) \) for any \( x \in V(T^*_i) \), where \( t_{i_*} \) is the maximal subtree of \( t_i \) whose root is \( x \).

Recall that we also have that \( \lambda(T_i^*) = 1 \). We get

\[ \sum_{j_2, \ldots, j_k \geq 1 \atop 1 + j_2 + \cdots + j_k = n} \frac{1}{j_2! \cdots j_k!} (\bullet \ast \bullet^{j_2} \cdots \ast \bullet^{j_k} \delta^{[k]}(t_i)) \]

\[ = \sum_{f \in k-\text{lin}(T^*_i)} \sum_{j_2, \ldots, j_k \geq 1 \atop 1 + j_2 + \cdots + j_k = n} \frac{1}{j_2! \cdots j_k!} (\bullet \ast \bullet^{j_2} \cdots \ast \bullet^{j_k} | C(f) \rangle). \]

Notice that, given \( f \in k-\text{lin}(T^*_i) = k - \text{lin}(t_i) \), there is exactly one tuple \( (j_2, \ldots, j_k) \) such that \( \langle \bullet \ast \bullet^{j_2} \cdots \ast \bullet^{j_k} | C(f) \rangle \neq 0 \) given by \( j_m = |f^{-1}(m)| =: j'_m \), for any \( 2 \leq m \leq k \). Hence, the right-hand side of the above equation is equal to

\[ \sum_{f \in k-\text{lin}(t_i)} \frac{1}{j'_2! \cdots j'_k!} (\bullet \ast \bullet^{j'_2} \cdots \ast \bullet^{j'_k} | C(f) \rangle) = \sum_{f \in k-\text{lin}(t_i)} \frac{1}{j'_2! \cdots j'_k!} \prod_{m=2}^{k} \langle \bullet^{j'_m} | \bullet^{j'_m} \rangle = \sum_{f \in k-\text{lin}(t_i)} \frac{1}{j'_2! \cdots j'_k!} \prod_{m=2}^{k} \sigma(B^+ (\bullet^{j'_m})). \]

\[ = \sum_{f \in k-\text{lin}(t_i)} \frac{1}{j'_2! \cdots j'_k!} \prod_{m=2}^{k} j'_m! = \sum_{f \in k-\text{lin}(t_i)} 1 \]
where in the second equality, we used (28). Finally, recalling that $\omega_k(t_i) = |k - \lin(t_i)|$ as in Definition 7.2, combining the previous development with (39), we obtain that

$$\frac{1}{n!}\langle \sol_1(\bullet^n) | t_i \rangle = \sum_{k=1}^{n} \frac{(-1)^{k-1}}{k} \omega_k(t_i) = \omega(t_i).$$

Therefore, using (36) we conclude that

$$d(t_i) = \frac{\omega(t_i)}{\sigma(t_i)},$$

as we wanted to show. \hfill \Box

8. Murua’s Coefficients and the Magnus Operator II

The approach we have developed to the Magnus operator in the previous section is, at out best knowledge, new in that it relies, besides on the forest formula for iterated coproducts, on the particular form taken by the canonical projection from the enveloping algebra of a pre-Lie algebra to the underlying pre-Lie algebra.

In this section, we connect forest formulas for iterated reduced coproducts with a more standard approach to the Magnus operator, namely the one by means of a recursion—that is, the Agrachev-Gamkrelidize fixed-point equation for the Magnus operator, see Proposition 8.2 below. The resulting proofs and arguments are more involved than the ones in the previous section. We thought it important to include them as they connect explicitly to the arguments in [20], but also because of the practical use that can be made of this fixed-point equation in numerical analysis.

The following proposition allows to give a recursive and alternative definition of Murua’s coefficients. It is in [20] but will also follow from our developments in this section of the article.

Proposition 8.1 ([20, Remark 11]). For any non-planar rooted tree $t$ with $|t| > 1$, we have that

$$\omega(t) = \sum_{s \in K(B^{-}(t))} \frac{B_{|s|}}{s!} \omega(C^s(B^{-}(t))),$$

where, for $f$ a forest, $K(f)$ stands for the multiset of subforests of $f$ that contain all the roots of the trees of $f$, and where, if $s \in K(f)$, $C^s(f)$ stands for the forest obtained from $f$ by removing the edges that connect the vertices of $s$ with their parents.

In the previous proposition, forests $f$ and trees $t$ are viewed as posets (with roots as minimal elements). A subforest of $f$ or $t$ is a subset of $f$ or $t$ equipped with the induced order. As usual, subtrees are subforest with a unique minimal element (the root). Notice that $C^s(f)$ has the same set of vertices as $f$ (in the definition of $C^s(f)$, edges are removed, but not vertices).

Proposition 8.2. The pre-Lie Magnus operator $\Omega : L \to L$ is given by

$$\Omega(\alpha) = \sum_{n \geq 0} \frac{B_n}{n!} r_{\Omega(\alpha)}^{(n)}(\alpha),$$

for any $\alpha \in L$ and $\{B_n\}_{n \geq 0}$ is the sequence of Bernoulli numbers.

Our analysis will rely on the existence of a relation between the families $K(f), C^s(f)$, decorated trees and iterated coproducts explained in the next lemma.

Lemma 8.3. Let $t_i \in T$ with $i \neq 0$ and denote by $T^i$ to the subset of decorated trees $T \in T_i$ such that $\lambda(T) \neq 0$ and $d_0(\text{root}(T)) = 0$. There is then a surjective map $B : K(B^{-}(t_i)) \to T^i$ such that $|\{s \in K(B^{-}(t_i)) : B(s) = T\}| = \lambda(T)$, for any $T \in T^i$.

Proof. First of all, let us describe the map $B$. To this end, assume that $t_i = B^+(t_{i_1} \cdots t_{i_k})$ and consider an element $s \in K(B^{-}(t_i))$ such that $s = t_{j_1} \cdots t_{j_k}$, where for each $1 \leq m \leq k$, $t_{j_m}$ is a subtree of $t_{i_m}$ with the same root. Then, we define the decorated tree $B(s) := B^+_{(i;0)}(t_{j_1} \cdots t_{j_k})$, where, for each $1 \leq m \leq k$, the decoration of $x \in V(t_{j_m})$ is given by:

- $d_1(x)$ is the index associated to the subtree of $t$ defined by $x$ and all its descendants,
• \(d_2(x)\) is the index associated to the tree obtained from \(t_{d_1(x)}\) once all the subtrees determined by the elements of \(V(t_m)\setminus\{x\}\) and their descendants have been removed. Observe that we also delete the edges connecting these elements with their parents in \(t_{d_1(x)}\).

This map is well-defined since, by construction, \(B(s) \in \mathcal{T}_i^r\).

With the purpose of showing that \(B\) is a surjective map, we take a decorated tree \(T \in \mathcal{T}_i^r\). By the proof of Proposition 6.5, we can write \(T = B^+_r(t_{10}) (T_1 \cdots T_k)\), where for \(1 \leq m \leq k\), \(T_m\) is a decorated tree associated to \(t_{im}\). Also, the condition \(\lambda(T) \neq 0\) implies that \(\lambda_d(x)\) is the number of admissible cuts \(c\) of \(t_{d_1(x)}\) such that \(R_c(t_{d_1(x)}) = t_{d_2(x)}\) and \(P_r(t_{d_1(x)}) = t_{d_1(y_1)} \cdots t_{d_1(y_r)}\) with \(\text{succ}(x) = \{y_1, \ldots, y_r\}\).

Now, observe that, for \(1 \leq m \leq k\), the process of construction of \(T_m\) from \(t_{im}\) corresponds to a certain contraction of \(t_{im}\). To be more precise, every \(x \in V(t_{im})\) can be seen as a vertex in \(t_{im}\). Then, \(x \in V(T_m)\) is obtained by collapsing to a single vertex the subtree \(t_{d_2(x)}\) in \(t_{im}\) which has \(x\) as root. We denote \(\lambda'(t_{im})\) the number of ways in which we can obtain \(T_m\) from \(t_{im}\) from the above procedure. Since \(V(T_m)\) must contain the root of \(t_{im}\), it is clear that if \(|T_m| = 1\), then \(T_m\) is the single-vertex tree associated to \(t_{im}\). Thus we have that \(\lambda'(t_{im}) = 1\) in this case.

Now assume that \(|T_m| > 1\), so \(B^{-}_r(T_m) = T_{m_1} \cdots T_{m_j}\) is a non-empty forest, where \(T_{m_j}\) is associated to a \(t_{im_j}\), for each \(1 \leq j \leq \ell\). Observe that the contraction process can be equivalently considered as making admissible cuts. More precisely, if \(x\) stands for the root of \(T_m\), there are \(\lambda_{d_1(x)}^{d_2(x)}\) ways to obtain \(t_{d_2(x)}\) as a subtree of \(t_{im}\) with \(x\) as root, in a such a way that when we collapse \(t_{d_2(x)}\) to a vertex, the remaining children of \(x\) are the roots of \(t_{im_1}, \ldots, t_{im_\ell}\). In addition, a symmetry factor appears: there are \(\text{sym}(B^{-}(T_m))\) ways to allocate the decorated trees of the decorated forest \(T_{m_1} \cdots T_{m_\ell}\) to the subtrees \(t_{im_j}\). Since the roots of \(T_{m_1}, \ldots, T_{m_\ell}\) are elements in \(V(T_m)\), we can proceed recursively to deduce that the number of ways of obtaining \(T_m\) from \(t_{im}\) by the contraction process is given by

\[
\lambda'(T_m) = \lambda_{d_1(x)}^{d_2(x)} \text{sym}(B^{-}(T_m)) \lambda'(T_{m_1}) \cdots \lambda'(T_{m_\ell}).
\]

Hence, we get that \(\lambda'(T_m) = \lambda(T_m)\), for any \(1 \leq m \leq k\). From this we conclude that the number \(\lambda(T) = \lambda_{d_1(x_1), \ldots, d_1(x_k)}^{d_2(x_1), \ldots, d_2(x_k)} \text{sym}(B^{-}(T)) \lambda(T_1) \cdots \lambda(T_k)\) counts the number of ways in which we can contract the subtrees \(t_{i_1}, \ldots, t_{i_k}\) in order to obtain the trees \(T_1, \ldots, T_k\). In other words, there are \(\lambda(T)\) elements \(s \in K(B^{-}(t))\) such that \(B(s) = T\), as we wanted to prove. \(\square\)

**Example 8.4.** Consider the tree

\[
t_i = \begin{array}{c}
v_1 \\
v_2 \\
v_3 \\
v_4 \\
v_5 \\
v_6 \\
v_7 \\
v_8 \\
v_9 \\
v_{10} \\
v_{11} \\
v_{12}
\end{array} \in \mathcal{T},
\]

and consider the decorated tree

\[
T = \begin{array}{c}
(i; 0) \\
(i_2; i_1) \\
(i_1; 0)
\end{array} \begin{array}{c}
(i_1; 0) \\
0 \\
0 \\
0
\end{array} \in \mathcal{T}_i,
\]
where

\[
\begin{align*}
    t_{i_1} &= \quad \quad \\
    t_{i_2} &= \quad \quad \\
    t_{i_3} &= \quad \quad 
\end{align*}
\]

Observe that we have labeled the vertices in \( t_i \) since the definition of \( K(B^-(t_i)) \) requires to consider subposets of \( t_i \) —and not just isomorphism classes of subposets.

One can easily compute that \( \lambda(T) = \text{sym}(B^-(T)) \lambda_{t_{i_1}}^{t_{i_2} t_{i_3}} \) = 2 \cdot 3 = 6. The 6 elements in \( K(B^-(t_i)) \) are depicted in red as subposets of \( t_i \) as follows:

The red-colored edges are the edges cut in the selected admissible cuts to construct out \( T \) from \( t_i \).

**Remark 8.5.** Let \( t_i \in \mathcal{T} \) and \( s \in K(B^-(t_i)) \). From the definition of \( C^s(B^-(t_i)) \) and the construction of \( B(s) = T \) in the proof of Lemma 8.3, one can readily check that \( C^s(B^-(t_i)) = \{ t_{d_k(x)} : x \in V(T) \setminus \{ \text{root}(T) \} \} \).

After the above technical observations, we can propose another proof of Theorem 7.3. The reason for including it is, besides the importance of the theorem, the fact that this other proof enlightens new features of the underlying combinatorics of trees and free pre-Lie algebras.

**Alternative proof of Theorem 7.3.** Write again \( \Omega := \Omega(\bullet) = \sum_{t \in \mathcal{T}} d(t) t \) for the pre-Lie Magnus operator. We will show that \( d(t) = \omega(t)/\sigma(t) \), for every \( t \in \mathcal{T} \), using the recursive definitions of the Murua’s coefficients and of the Magnus operator. On one hand, (29) implies that

\[
\langle \Omega | t \rangle = d(t) \sigma(t) =: d'(t).
\]

for any \( t \in \mathcal{T} \). On the other hand, for an element \( t \in \mathcal{T} \) we have

\[
\langle \Omega | t \rangle = \sum_{m \geq 0} \frac{B_m}{m!} \langle r^{(m)}_\Omega | \bullet \rangle | t \rangle
\]

\[
= \sum_{m=0}^{|t|-1} \frac{B_m}{m!} \langle \bullet \otimes \Omega \otimes \cdots \otimes \Omega | \Theta^{[m+1]} | t \rangle,
\]

where to get the upper limit of the sum in the last equality, we used that if \( s, t \) are trees such that \( |s| > |t| \), then \( \langle s | t \rangle = 0 \). Notice that if \( t = \bullet \), then \( \langle \Omega | t \rangle = 1 \). If \( t \neq \bullet \), by using the forest formula (25), the previous equation can be rewritten (with \( t = t_i \)) as

\[
\langle \Omega | t_i \rangle = \sum_{m=0}^{|t|-1} \frac{B_m}{m!} \sum_{T \in \mathcal{T}_i} \sum_{|T|=m+1} \lambda(T) \langle \bullet \otimes \Omega \otimes \cdots \otimes \Omega | C(f) \rangle,
\]
Observe that, if \( T \in \mathcal{T}_t \) is such that \( d_2(\text{root}(T)) \neq 0 \), then \( \langle \bullet \otimes \Omega \otimes \cdots \otimes \Omega | C(f) \rangle = 0 \) for any \( f \in \text{lin}(T) \). Hence the above sum can be restricted to the set \( \mathcal{T}_t' \) defined in Lemma 8.3, and the right-hand side of (42) can be rearranged as

\[
\langle \Omega | t_s \rangle = \sum_{T \in \mathcal{T}_t'} \frac{B_{|T|}}{|T| - 1} m(T) \lambda(T) \prod_{x \in V(T), x \notin \text{root}(T)} \langle \Omega | t_{d_2(x)} \rangle.
\]

Thus, by Lemma 8.3, Remark 8.5, and noticing that for \( s \in K(B^{-}(t_i)) \) such that \( B(s) = T \) we have

\[
m(T) = \frac{|T|!}{T!} = \frac{|T|!}{|T| B^{-}(T)!} = \frac{(|s| + 1)!}{(|s| + 1)s!}
\]

by definition of tree factorial, we conclude that the right-hand side of (43) can be expressed as follows:

\[
\sum_{s \in K(B^{-}(t_i))} \frac{B_{|s|}}{|s|!} \frac{(|s| + 1)!}{(|s| + 1)s!} \prod_{S \in C^{+}(B^{-}(t_i))} d'(S) = \sum_{s \in K(B^{-}(t_i))} \frac{B_{|s|}}{s!} \prod_{S \in C^{+}(B^{-}(t_i))} d'(S).
\]

We have shown that \( d'(t) \) satisfies the recursion (40) with the initial condition \( d'(') = 1 \). Therefore \( w(t) = d'(t) = \sigma(t)d(t) \), which implies that \( d(t) = \omega(t)/\sigma(t) \) for any \( t \in \mathcal{T} \), as we wanted to show. \( \square \)

9. Cumulant-Cumulant Relations via Forest Formulas

The objective of this section is to present another application of the forest formula in the context of non-commutative probability, more precisely, in the study of combinatorial relations between the different brands of cumulants for non-commutative independence.

We begin this section by describing the objects used in the combinatorial study of non-commutative cumulants.

**Definition 9.1** (Non-crossing partitions, irreducible partitions, and the forest of nestings).

1. Let \( n \in \mathbb{N} \). A **non-crossing partition of \([n]\)** is a collection \( \pi = \{V_1, \ldots, V_s\} \) of pairwise disjoint non-empty subsets of \([n]\), called **blocks of \( \pi \)**, such that \([n] = V_1 \cup \cdots \cup V_s \), and, there are no two different blocks \( V, W \in \pi \) and \( a < b < c < d \in [n] \) such that \( a, c \in V, b, d \in W \). The set of non-crossing partitions of \([n]\) is denoted by \( \text{NC}(n) \). The unique partition with \( n \) blocks in \( \text{NC}(n) \) is denoted by \( 0_n \), whilst the unique single-block partition in \( \text{NC}(n) \) is denoted by \( 1_n \). In general, we define \( \text{NC}(X) \) to be the set of non-crossing partitions of a finite totally ordered set \( X \), defined in the straightforward way.

2. We will use several special subsets of non-crossing partitions. An **interval partition of \([n]\)** is a partition \( \pi \in \text{NC}(n) \) such that every block of \( V = \pi \) is of the form \( \{i, i+1, \ldots, i+j\} \), for some \( 1 \leq i \leq n \) and \( 0 \leq j \leq n - i \). The set of interval partitions of \([n]\) is denoted by \( 1(n) \). Additionally, an **irreducible partition** is a partition \( \pi \in \text{NC}(n) \) such that \( 1 \) and \( n \) belong to the same block in \( \pi \). The set of irreducible partitions of \([n]\) is denoted by \( \text{NC}_{irr}(n) \). Moreover, the sets of non-crossing and irreducible partitions with \( k \) blocks are denoted \( \text{NC}^k(n) \), respectively, \( \text{NC}_{irr}^k(n) \).

3. Given \( \pi \in \text{NC}(n) \), there is a natural way to endow \( \pi \) with a poset structure by defining \( V \leq W \), for any two blocks \( V, W \in \pi \), if there are \( a, c \in V \) such that \( a < b < c \) for any \( b \in W \). In other words, \( V \leq W \) if \( W \) is nested in \( V \). If \( \pi \in \text{NC}_{irr}(n) \), there is only one block \( V \in \pi \) which is minimal: the block that contains \( 1 \) and \( n \). In the general case, if \( \pi \in \text{NC}(n) \) and \( V_1, \ldots, V_k \in \pi \) are the minimal blocks in \( \pi \), we define the irreducible components of \( \pi \) to be the irreducible partitions \( \pi_1, \ldots, \pi_k \), where each partition is given by \( \pi_j = \{W \in \pi : V_j \subseteq W\} \) for \( 1 \leq j \leq k \). It is clear that \( \pi \) decomposes uniquely as the union of irreducible partitions \( \pi = \pi_1 \cup \cdots \cup \pi_k \).

4. Associated to a \( \pi \in \text{NC}_{irr}(n) \), we can build a rooted tree \( t(\pi) \) with \( |\pi| \) vertices. This is done by putting in bijection the vertices of \( t(\pi) \) to the blocks of \( \pi \) and drawing a directed edge from a vertex \( v \) to a vertex \( w \) if and only if the corresponding block \( V \) associated to \( v \) covers the block \( W \) associated to \( w \), i.e. \( V < W \) and there is no other block \( U \in \pi \) such that \( V < U < W \). The tree obtained by this process is called the **tree of nestings** of...
\( \pi \) and it will be denoted by \( t(\pi) \). For the general case \( \pi \in \text{NC}(n) \), we can construct the forest of nestings of \( \pi \) as the ordered forest whose trees are given by the tree of nestings of the irreducible components of \( \pi \), where the order of the irreducible components is given by the total order determined by the minimum element of each component.

**Example 9.2.** Let \( \pi \) and \( \sigma \) be non-crossing partitions which are graphically represented by arcs below. The forests of nesting \( t(\pi) \) and \( t(\sigma) \) are also displayed. In this example, each vertex of the forest is decorated with the minimal element of the associated block in the partition.

\[
\pi = \begin{array}{c|c|c|c|c}
1 & 2 & 4 & 6 & 8 \\
\end{array}, \quad t(\pi) = \begin{array}{c}
1 \quad 2 \\
4 \quad 6 \\
\end{array}
\]

\[
\sigma = \begin{array}{c|c|c|c|c}
1 & 2 & 4 & 6 & 7 \\
\end{array}, \quad t(\sigma) = \begin{array}{c}
1 \quad 2 \\
4 \quad 7 \\
6 \\
\end{array}
\]

In the following, the pair \((\mathcal{A}, \varphi)\) stands for a non-commutative probability space, i.e. \((\mathcal{A}, \varphi)\) is a pair such that \( \mathcal{A} \) is a unital associative algebra over \( \mathbb{C} \) and \( \varphi : \mathcal{A} \to \mathbb{C} \) is a linear functional such that \( \varphi(1_{\mathcal{A}}) = 1 \), where \( 1_{\mathcal{A}} \) is the unit of \( \mathcal{A} \). Elements \( a \in \mathcal{A} \) are called random variables and \( \varphi(a) \) is called the moment of \( a \) with respect to \( \varphi \).

The notions of cumulants for the free, Boolean, and monotone independence can be introduced by the so-called moment-cumulant formulas. Before stating the next definition, we fix the following notation: given a family \( \{ f_n : \mathcal{A}^n \to \mathbb{C} \}_{n \geq 1} \) of multilinear functionals, elements \( a_1, \ldots, a_n \in \mathcal{A} \) and \( \pi \in \text{NC}(n) \), we write

\[
f_{\pi}(a_1, \ldots, a_n) := \prod_{V \in \pi} f_{|V|}(a_1, \ldots, a_n|V),
\]

where \( f_{|V|}(a_1, \ldots, a_n|V) := f_{|V|}(a_{i_1}, \ldots, a_{i_\ell}) \) if \( V = \{ i_1 < \cdots < i_\ell \} \).

**Definition 9.3.** The free ([22]), Boolean ([23]), and monotone ([15]) functionals form cumulants, respectively, the families of multilinear functionals \( \{ r_n : \mathcal{A}^n \to \mathbb{C} \}_{n \geq 1} \), \( \{ b_n : \mathcal{A}^n \to \mathbb{C} \}_{n \geq 1} \), and \( \{ h_n : \mathcal{A}^n \to \mathbb{C} \}_{n \geq 1} \), implicitly defined by the equations

\[
\varphi(a_1 \cdots a_n) = \sum_{\pi \in \text{NC}(n)} r_{\pi}(a_1, \ldots, a_n),
\]

\[
\varphi(a_1 \cdots a_n) = \sum_{\pi \in \text{NC}(n)} b_{\pi}(a_1, \ldots, a_n),
\]

\[
\varphi(a_1 \cdots a_n) = \sum_{\pi \in \text{NC}(n)} \frac{1}{t(\pi)!} h_{\pi}(a_1, \ldots, a_n),
\]

for any \( n \geq 1 \) and \( a_1, \ldots, a_n \in \mathcal{A} \).

A natural question arises when we want to find combinatorial formulas that relate the different brands of cumulants. The answer to this problem was initiated in [18] and studied in detail in [2] using the standard approach based on Möbius inversion in several lattices of set partitions.

**Theorem 9.4 ([2]).** Let \( \{ r_n \}_{n \geq 1} \), \( \{ b_n \}_{n \geq 1} \), and \( \{ h_n \}_{n \geq 1} \) be the families of free cumulants, Boolean cumulants, and monotone cumulants, respectively, in the non-commutative probability
space $\mathcal{A}$, $\varphi$). Then, for any $n \geq 1$ and elements $a_1, \ldots, a_n \in \mathcal{A}$ we have that
\begin{align}
 b_n(a_1, \ldots, a_n) &= \sum_{\pi \in \text{NC}_{\text{irr}}(n)} r_{\pi}(a_1, \ldots, a_n), \\
 r_n(a_1, \ldots, a_n) &= \sum_{\pi \in \text{NC}_{\text{irr}}(n)} (-1)^{|\pi|-1} b_{\pi}(a_1, \ldots, a_n), \\
 h_n(a_1, \ldots, a_n) &= \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \frac{1}{t(\pi)!} h_{\pi}(a_1, \ldots, a_n), \\
 r_n(a_1, \ldots, a_n) &= \sum_{\pi \in \text{NC}_{\text{irr}}(n)} (-1)^{|\pi|-1} \frac{1}{t(\pi)!} h_{\pi}(a_1, \ldots, a_n).
\end{align}

The picture in [2], however, was not complete since the formulas that give monotone cumulants in terms of free and Boolean cumulants were missing in the multivariate case. An answer to this issue was given in [6], where the authors found that the coefficients that describe the transition from free and Boolean cumulants to monotone cumulants are given by the Murua’s coefficients of Definition 7.2.

**Theorem 9.5** ([6, Theorem 3]). Let $\{r_n\}_{n \geq 1}, \{b_n\}_{n \geq 1},$ and $\{h_n\}_{n \geq 1}$ be the families of free cumulants, Boolean cumulants, and monotone cumulants, respectively, in the non-commutative probability space $(\mathcal{A}, \varphi)$. Then, for any $n \geq 1$ and elements $a_1, \ldots, a_n \in \mathcal{A}$ we have that
\begin{align}
 h_n(a_1, \ldots, a_n) &= \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \omega(t(\pi)) b_{\pi}(a_1, \ldots, a_n), \\
 h_n(a_1, \ldots, a_n) &= \sum_{\pi \in \text{NC}_{\text{irr}}(n)} (-1)^{|\pi|-1} \omega(t(\pi)) r_{\pi}(a_1, \ldots, a_n).
\end{align}

The main strategy in [6] was to consider the free, Boolean, and monotone functionals as linear forms $\nu, \beta, \rho : L \to \mathbb{C}$, respectively, where $L := T(\mathcal{A}) = \bigoplus_{n>0} \mathcal{A}^{\otimes n}$. More precisely, if $\{r_n\}_{n \geq 1}$ is the family of free cumulants in $(\mathcal{A}, \varphi)$, we define the linear form $\nu(a_1 \cdots a_n) := r_n(a_1, \ldots, a_n)$ for any word $a_1 \cdots a_n \in \mathcal{A}^{\otimes n}$, and analogously for the Boolean and monotone cumulants.

On the other hand, we know that $L$ is a pre-Lie algebra with respect to the pre-Lie product $\triangleright$ described in (4). One of the main results of the series of papers [10, 11, 12, 13], where the authors introduced a Hopf-algebraic framework for non-commutative probability, establishes that the relations monotone-free and monotone-Boolean cumulants are given through the pre-Lie exponential and the pre-Lie Magnus expansion in $L$.

**Theorem 9.6.** The linear forms associated to the monotone, free, and Boolean cumulants in $(\mathcal{A}, \varphi)$, denoted respectively by $\rho, \nu, \beta : T(\mathcal{A}) \to \mathbb{C}$, are related in terms of the pre-Lie exponential
\begin{align}
 \beta &= \exp^{\triangleright}(\rho), \\
 \nu &= -\exp^{\triangleright}(-\rho),
\end{align}
and the pre-Lie Magnus expansion
\begin{align}
 \rho &= \Omega(\beta) = -\Omega(-\nu).
\end{align}

Our goal in the rest of this section is to obtain the monotone-free and monotone-Boolean cumulant relations by applying the machinery developed earlier in the article. Given the pair $(\mathcal{A}, \varphi)$ consider the pre-Lie algebra of words over $\mathcal{A}$, $L = T(\mathcal{A})$ equipped with the product (4). Recall that we can identify $L$ with its graded dual $L^*$. In this case, $L^*$ has a countable basis $B = X^* = \{w_i\}_{i \in \mathbb{N}}$, given by the collection of non-empty words on the alphabet $\mathcal{A}$. Also, recall that the coproduct of $\kappa[L^*]$ given in Proposition 3.3 can be written as
\begin{align}
 \delta(w_i) &= \sum_{i_0, I \neq \emptyset} \lambda_{i}^{i_0} w_{i_0} \otimes w_I
\end{align}
where if $I = \{i_1, i_2, \ldots, i_s\}$, then $w_I = w_{i_1} \cdot w_{i_2} \cdots w_{i_s}$, where the $\cdot$ stands for the product of polynomials in $\kappa[L^*]$. According to the definition of $\delta$ in (8), one can easily obtain the following description of the $\lambda$ coefficients.
Lemma 9.7. Let \( \{w_i\}_{i \in \mathbb{N}} \) be the set of non-empty words on \( \mathcal{A} \). For any indexes \( i, i_0, i_1, \ldots, i_s \), the coefficient \( \lambda_{i_0, \ldots, i_s}^{w_i} \) is the number of ways in which it is possible to select subwords \( v_1, v_2, \ldots, v_{s+1} \) of \( w_i \) with \( v_1, v_{s+1} \neq \emptyset \), such that \( w_i = v_1 v_{i_{2(1)}} v_2 w_{i_{2(2)}} \cdot \cdot \cdot v_{s} w_{i_{2(s)}} v_{s+1} \) and \( w_{i_0} = v_1 v_2 \cdot \cdot \cdot v_{s+1} \), where \( \sigma \) is an arbitrary permutation in \( S_s \).

With the purpose of applying the methods of the previous section to the pre-Lie algebra of words, it will be useful to relate the set of irreducible non-crossing partitions and the set of decorated trees that appear in the forest formula. This is done by the next lemma.

Lemma 9.8. Let \( w_i \) be a non-empty word on \( \mathcal{A} \) and \( k \geq 1 \). Denote by \( T_i^{T_i^{*k}} \) the subset of decorated trees associated to \( w_i \). Let \( T \in T_i^{*k} \) such that \( \lambda(T) \neq 0 \) and \( |T| = k \). Then, for any \( k \geq 1 \), there is a surjection \( G : NC_{irr}^k([w_i]) \rightarrow T_i^{T_i^{*k}} \) such that \( G^{-1}(T) \equiv \lambda(T) \), for any \( T \in T_i^{T_i^{*k}} \).

Proof. First, we will give the description of the map \( G \). For any \( \pi \in NC_{irr}^k([w_i]) \), we consider the tree of nestings of \( \pi \), \( t(\pi) \). It is clear that \( |t(\pi)| = k \). Assume that \( w_i = a_1 \cdot \cdot \cdot a_n \) with \( a_1, \ldots, a_n \in \mathcal{A} \). Now, make \( t(\pi) \), a decorated tree \( T \) as follows: for any \( x \in V(t(\pi)) \), if it is associated to the block \( V = \{ j_1 < j_2 < \cdot \cdot \cdot < j_l \} \in \pi \), then \( d_1(x) \) is the index in the list of words \( B = \{ w_{l_{j}} \}_{j \in \mathbb{N}} \) such that \( w_{d_1(x)}(x) = a_{j_1} a_{j_2} \cdot \cdot \cdot a_{j_l} \). By Lemma 9.7, there is \( m \) ways to take \( s + 1 \) subwords \( v_1, \ldots, v_{s+1} \) of \( w_i = a_1 \cdot \cdot \cdot a_n \) such that \( v_1, v_{s+1} \neq \emptyset \), \( w_{i_0} = v_1 \cdot \cdot \cdot v_{s+1} \) and \( w_i = v_1 w_{i_{2(1)}} v_2 w_{i_{2(2)}} \cdot \cdot \cdot v_{s} w_{i_{2(s)}} v_{s+1} \) for a permutation \( \sigma \in S_s \). Each of the \( m \) possible selection of the subwords \( v_1, \ldots, v_{s+1} \) corresponds to a selection of \( s \) non-empty pairwise disjoint intervals \( J_1, \ldots, J_s \) such that \( J_i = \{ r_i, \ldots, r_i + 1, \ldots, r_i + m \} \) is the subset of subwords such that \( w_{i_{2(x)}} = a_{r_i} a_{r_i+1} \cdot \cdot \cdot a_{r_i+m} \) for any \( 1 \leq i \leq s \). Due to the possible repetitions in the subwords \( w_i \), there are \( \text{sym}(B^{-1}(T)) \) ways to allocate the decorated trees \( T_1, \ldots, T_s \) to the subsets \( J_1, \ldots, J_s \).

Finally, we proceed by induction. Indeed, since for any \( 1 \leq i \leq s \), \( T_i \) is associated to a \( J_p \) and \( |T_i| < k \), we can find \( \lambda(T_i) \) different irreducible non-crossing partitions \( \pi_i \in NC_{irr}^{1}(J_p) \) such that their corresponding decorated trees of nestings is \( T_i \). Then, we can construct \( \lambda^{w_i} \) \( \text{sym}(B^{-1}(T)) \lambda(T_1) \cdot \cdot \cdot \lambda(T_s) \equiv \lambda(T) \) irreducible non-crossing partitions of the form

\[ \pi = \{ V_0 \} \cup \pi_1 \cup \cdots \cup \pi_s \in NC_{irr}(n) \]

such that \( 1, n \in V_0, |\pi| = |T_1| + \cdots + |T_s| = |T| = k \) and \( G(\pi) = T \). This completes the proof. \( \square \)

The following two theorems were obtained in [6] by direct computations, we show here how they can be deduced from pre-Lie forest formulas.

Theorem 9.9. Let \( L \) be the pre-Lie algebra of words associated to an alphabet \( X \). Then, for \( \alpha \in L \) and a word \( w_i \in X^* \subset L^* \) such that \( w_i = a_1 \cdot \cdot \cdot a_n \) with \( a_1, \ldots, a_n \in X \), we have that

\[ \langle \exp^{\alpha}(\alpha)|w_i \rangle = \sum_{\pi \in NC_{irr}(n)} \frac{1}{t(\pi)!} \alpha_\pi(w_i), \]

where \( \alpha_\pi(w_i) = \prod_{V \in \pi} \langle \alpha|w_V \rangle \), where \( w_V = a_{j_1} a_{j_2} \cdot \cdot \cdot a_{j_r} \) if \( V = \{ j_1 < j_2 < \cdot \cdot \cdot < j_r \} \).

Proof. By the definition of the pre-Lie exponential, Lemma 4.3 and the forest formula (25), we have that \( \langle \exp^{\alpha}(\alpha)|w_i \rangle = \sum_{k \geq 1} \frac{1}{k!} \langle r_\alpha^{(k)}(\alpha)|w_i \rangle \) and
\[ \langle t^{(k)}_\alpha | w_i \rangle = \langle \alpha \otimes \cdots \otimes \alpha | \delta^{[k]}_{\text{irr}}(w_i) \rangle \]
\[ = \left( \alpha \otimes \cdots \otimes \alpha \sum_{T \in T_i} \sum_{f \in \text{lin}(T)} \lambda(T) C(f) \right) \]
\[ = \sum_{T \in T'_i} \lambda(T) \prod_{j=1}^{k} \langle \alpha | w_d(j-1) \rangle \]
\[ = \sum_{T \in T'_i} \lambda(T) m(T) \prod_{x \in V(T)} \langle \alpha | w_d(x) \rangle, \]

where \( T'_i \) stands for the subset of decorated trees associated to \( w_i \), \( T \in T_i \), such that \( \lambda(T) \neq 0 \).

Thus, we can apply Lemma 9.8 in order to rearrange the sum in the right-hand side of the last equation as:

\[ \langle \alpha \otimes \cdots \otimes \alpha | \delta^{[k]}_{\text{irr}}(w_i) \rangle = \sum_{\pi \in \text{NC}_{\text{irr}}(n)} m(t(\pi)) \prod_{V \in \pi} \langle \alpha | w_V \rangle. \]

The above equation says, in particular, that \( k \) cannot be greater or equal than \( n \) since an irreducible non-crossing partition \( \pi \in \text{NC}_{\text{irr}}(n) \) has at most \( n-1 \) blocks. Hence the pre-Lie exponential can be written in the following way:

\[ \langle \exp^{\alpha}(\alpha) | w_i \rangle = \sum_{k=1}^{\infty} \frac{1}{k!} \langle \alpha \otimes \cdots \otimes \alpha | \delta^{[k]}_{\text{irr}}(w_i) \rangle \]
\[ = \sum_{k=1}^{n-1} \frac{1}{k!} \sum_{\pi \in \text{NC}_{\text{irr}}(n)} m(t(\pi)) \alpha_{\pi}(w_i) \]
\[ = \sum_{k=1}^{n-1} \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \frac{m(t(\pi))}{|\pi|!} \alpha_{\pi}(w_i) \]
\[ = \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \frac{1}{t(\pi)!} \alpha_{\pi}(w_i), \]

as we wanted to show. \( \square \)

**Remark 9.10.** In the context of the above theorem, by considering \( \alpha = \rho \) the linear form associated to the monotone cumulants in \((A, \varphi)\), by the previous theorem and (54), we obtain the monotone-to-Boolean cumulant relation (50). On the other hand, by considering \( \alpha = -\rho \), from (55) we obtain the monotone-to-free cumulant relation (51).

The final theorem establishes a combinatorial formula for the Magnus’ expansion in the pre-Lie algebra of words. In particular, it allows us to recover the free-to-monotone and Boolean-to-monotone cumulant formulas for the multivariate case proved in [6].

**Theorem 9.11.** Let \( L \) be the pre-Lie algebra of words associated to an alphabet \( X \). Then, for \( \alpha \in L \) and a word \( w_i \in X^* \subset L^* \) such that \( w_i = a_1 \cdots a_n \) with \( a_1, \ldots, a_n \in X \), we have that

\[ \langle \Omega(\alpha) | w_i \rangle = \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \omega(t(\pi)) \alpha_{\pi}(w_i). \]
Proof. We will follow the strategy used in the proof of Proposition 7.3 in Section 7. By Theorem 7.1, we have the following computation for \( \alpha \in L \) and \( w_i = a_1 \cdots a_n \in L^* \):

\[
\langle \Omega(\alpha) | w_i \rangle = \langle \text{sol}_1(\exp(\alpha)) | w_i \rangle = \sum_{m \geq 0} \frac{1}{m!} \langle \text{sol}_1(\alpha^m) | w_i \rangle = \sum_{m \geq 0} \frac{1}{m!} \sum_{k=1}^{m} \frac{(-1)^{k-1}}{k} \sum_{j_1, j_2, \ldots, j_k \geq 1} \binom{m}{j_1, j_2, \ldots, j_k} \langle \alpha^{j_1} \ast \alpha^{j_2} \ast \cdots \ast \alpha^{j_k} | w_i \rangle
\]

By the same arguments that in the proof of Proposition 7.3, we have that only the case \( j = 1 \) may produce a non-zero contribution in the right-hand side of the above equation. Also, for the same reason, the iterated \( \ast \) products can be replaced by iterated brace products (see [5, Chap. 6] for details on such arguments), and by Lemma 4.4 we obtain

\[
\langle \Omega(\alpha) | w_i \rangle = \sum_{m \geq 0} \sum_{k=1}^{m} \frac{(-1)^{k-1}}{k} \sum_{j_2, \ldots, j_k \geq 1} \frac{1}{j_2! \cdots j_k!} \langle \alpha \circ \alpha^{j_2} \circ \cdots \circ \alpha^{j_k} | \delta^k(w_i) \rangle.
\]

Observe that, by the definition of the reduced coproduct, a \( m > n \) will produce a zero contribution in \( \langle \Omega(\alpha) | w_i \rangle \). Hence, by the forest formula for the iterated reduced coproduct (20), we have

\[
\langle \Omega(\alpha) | w_i \rangle = \sum_{m=1}^{n} \sum_{k=1}^{m} \frac{(-1)^{k-1}}{k} \sum_{T \in T_i} \sum_{f \in k - \text{lin}(T)} \lambda(T) \sum_{j_2, \ldots, j_k \geq 1} \frac{1}{j_2! \cdots j_k!} \langle \alpha \circ \alpha^{j_2} \circ \cdots \circ \alpha^{j_k} | C(f) \rangle,
\]

where \( T_i \) stands for the subset of decorated trees \( T \in T_i \) associated to \( w_i \) such that \( \lambda(T) \neq 0 \). Now, given \( 1 \leq m \leq n, 1 \leq k \leq m \), and a tuple \( (j_1, \ldots, j_k) \) such that \( 1 + j_2 + \cdots + j_k = m \), the only decorated trees \( T \in T_i^f \) such that there exists a \( f \in k - \text{lin}(T) \) which produces a non-zero contribution for \( \langle \alpha \circ \alpha^{j_2} \circ \cdots \circ \alpha^{j_k} | C(f) \rangle \) must satisfy that \( |T| = m \). On the other hand, for \( T \in T_i^f \) and \( f \in k - \text{lin}(T) \) we have

\[
\langle \alpha \circ \alpha^{j_2} \circ \cdots \circ \alpha^{j_k} | C(f) \rangle = \langle \alpha | w_i | d_{f^{-1}(1)} \rangle \prod_{l=2}^{k} \langle \alpha^l | w_i | d_{f^{-1}(l)} \rangle
\]

\[
= \langle \alpha | w_i | d_{f^{-1}(1)} \rangle \prod_{l=2}^{k} \left( \sum_{\sigma \in S_{i_l}} \prod_{h \in f^{-1}(l)} \langle \alpha | w_h \rangle \right)
\]

\[
= j_2! \cdots j_k! \prod_{x \in V(T)} \langle \alpha | w_i | d_{2}(x) \rangle,
\]

where in the second equality, we used the duality described in (1). Combining this with the fact that, given \( f \in k - \text{lin}(T) \), there is exactly one tuple \( (j'_2, \ldots, j'_k) \) of positive integers such that \( \langle \alpha \circ \alpha^{j'_2} \circ \cdots \circ \alpha^{j'_k} | C(f) \rangle \neq 0 \), and that it is given by \( j'_l = |f^{-1}(l)| \) for \( 2 \leq l \leq k \), it follows that

\[
\langle \Omega(\alpha) | w_i \rangle = \sum_{m=1}^{n} \sum_{k=1}^{m} \frac{(-1)^{k-1}}{k} \sum_{T \in T_i^f} \lambda(T) \sum_{|T| = m} \prod_{x \in V(T)} \langle \alpha | w_i | d_{2}(x) \rangle
\]

\[
= \sum_{m=1}^{n} \sum_{k=1}^{m} \frac{(-1)^{k-1}}{k} \sum_{T \in T_i^f} \lambda(T) \prod_{x \in V(T)} \langle \alpha | w_i | d_{2}(x) \rangle \sum_{|T| = m} 1
\]

\[
= \sum_{m=1}^{n} \sum_{k=1}^{m} \frac{(-1)^{k-1}}{k} \sum_{T \in T_i^f} \lambda(T) \prod_{x \in V(T)} \langle \alpha | w_i | d_{2}(x) \rangle \omega_k(T),
\]

where \( \omega_k(T) \) is the number of ways to choose \( k \) elements from \( T \) without replacement.
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where we recall that $\omega_k(T) = |k - \text{lin}(T)|$. As in the proof of Theorem 9.9, we use Lemma 9.8 in order to rewrite the above equation as

$$\langle \Omega(\alpha)|w_i \rangle = \sum_{m=1}^{n} \sum_{k=1}^{m-1} \frac{(-1)^{k-1}}{k} \omega_k(t(\pi)) \prod_{V \in \pi} \langle \alpha|w_V \rangle$$

$$= \sum_{m=1}^{n} \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \frac{\alpha_\pi(w_i)}{\pi} \prod_{k=1}^{m-1} \frac{(-1)^{k-1}}{k} \omega_k(t(\pi))$$

$$= \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \omega(t(\pi)) \alpha_\pi(w_i),$$

which concludes the proof.

Remark 9.12. In the context of Theorem 9.11, by considering $\alpha = \beta$ the linear form associated to the Boolean cumulants in $(A, \varphi)$, by Theorem 9.11 and (56), we obtain the Boolean-to-monotone cumulant relation (52). On the other hand, by considering $\alpha = -\nu$, where $\nu$ is the linear form associated to the free cumulants, from (56) we obtain the free-to-monotone cumulant relation (53).

As we did in Section 8 for the action of the Magnus operator in the free pre-Lie algebra, we can give an alternative proof of Theorem 9.11 by using the recursion (40) for the Murua’s coefficients. We include it for completeness sake, as it provides further insights on the combinatorics of free probability.

Alternative proof of Theorem 9.11. Once more, by definition of the pre-Lie Magnus operator (8.2), Lemma 4.3, and the forest formula (25), we have that

$$\langle \Omega(\alpha)|w_i \rangle = \sum_{m \geq 1} \frac{B_m}{m!} \langle \Omega^{(m)}(\alpha)|w_i \rangle$$

$$= \sum_{m \geq 1} \frac{B_m}{m!} \alpha \otimes \Omega(\alpha) \otimes \cdots \otimes \Omega(\alpha) \delta_{\text{irr}}^{[m+1]}(w_i)$$

$$= \sum_{m=1}^{n} \frac{B_m}{m!} \sum_{T \in T'_f} \sum_{|T|=m+1} \lambda(T) \langle \alpha \otimes \Omega(\alpha) \otimes \cdots \otimes \Omega(\alpha)|C(f) \rangle,$$

where we recall that $T'_f$ is the subset of decorated trees associated to $w_i$, $T \in T'_f$, such that $\lambda(T) \neq 0$. By the same argument that in the proof of Proposition 7.3, the term $\langle \alpha \otimes \cdots \otimes \Omega(\alpha)|C(f) \rangle$ does not depend of $f$. Hence, by using Lemma 9.8, we get that

$$\langle \Omega(\alpha)|w_i \rangle = \sum_{T \in T'_f} \frac{B_{|T|-1}}{|T|-1} m(T) \lambda(T) \langle \alpha|w_{d|\{\text{root}\}(T)} \rangle \prod_{x \in V(T) \setminus \{\text{root}\}(T)} \langle \Omega(\alpha)|w_{d_x(x)} \rangle$$

$$= \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \frac{B_{|\pi|-1}}{t(\text{\pi} \setminus \{\pi_0\})!} \langle \alpha|w_{\pi_0} \rangle \prod_{W \in \pi} \langle \Omega(\alpha)|w_W \rangle.$$

Since $|w_W| < n$ for any $W \in \pi$, we can conclude by induction in the same way that in the second part of the proof of Theorem 3 in [6]. We will outline the ideas for the convenience of the reader. Using induction on each $\langle \Omega(\alpha)|w_W \rangle$, we get

$$\langle \Omega(\alpha)|w_i \rangle = \sum_{\pi \in \text{NC}_{\text{irr}}(n)} \frac{B_{|\pi|-1}}{t(\text{\pi} \setminus \{\pi_0\})!} \langle \alpha|w_{\pi_0} \rangle \prod_{W \in \pi} \langle \Omega(\alpha)|w_W \rangle \left( \sum_{\sigma_W \in \text{NC}_{\text{irr}}(W)} \omega(t(\sigma_W)) \alpha_{\sigma_W}(w_W) \right).$$

Notice that $\{\pi_0\} \cup \bigcup_{W \in \pi \setminus \{\pi_0\}} \sigma_W$ is a non-crossing partition. There is a bijection between
• pairs \((\pi \setminus \{V_0\}, (\sigma_W)_{W \in \pi \setminus \{V_0\}})\), where \(\pi\) is a non-crossing irreducible partition, \(V_0\) is its outer block (the block which contains 1 and \(n\)) and the \(\sigma_W\) are non-crossing irreducible partitions of its other blocks, and
• pairs \((\mu', S)\), where \(\mu = \mu' \cup V_0\) is an irreducible non-crossing partition with outer block \(V_0\) and \(S\) is a subset of the set of blocks of \(\mu'\).

One sets \(\mu' \coloneqq \bigsqcup_{W \in \pi \setminus \{V_0\}} \sigma_W\) and, if \(V_0,W\) stands for the unique outer block of \(\sigma_W\), one considers the collection \(S \coloneqq \{V_0,W\}_{W \in \pi \setminus \{V_0\}}\). Conversely, by an argument that we omit, one can reconstruct from \((\mu', S)\) the blocks \(W\) (they are in bijection with \(S\)) and the \(\sigma_W\) (they are subsets of the set of blocks of \(\mu'\)) using the poset structure on the blocks of \(\mu'\) and the induced poset structure on \(S\). In the language of the notation of Proposition 8.1, it is possible to show that \(S \in K(t(\mu'))\) and \(\{t(\sigma_W)\}_{W \in \pi \setminus \{V_0\}} \in C^S(t(\mu'))\). Thus, using the previous bijection and \(\mu = \mu' \cup \{V_0\}\), we obtain that

\[
\langle \Omega(\alpha) | w_i \rangle = \sum_{\mu \in NC_{irr}(n)} \sum_{S \in K(t(\mu'))} \frac{B_{|S|}}{S!} \langle \alpha | w_{V_0} \rangle \left( \prod_{W \in \mu'} \langle \alpha | w_W \rangle \right) \omega(C^S(t(\mu'))) = \sum_{\mu \in NC_{irr}(n)} \omega(t(\mu)) \alpha_{\mu}(w_i),
\]

where in the last equality we used Proposition 8.1. This concludes the proof. □

Remark 9.13. The proof of Theorem 3 in [6] uses fundamentally Proposition 4 therein, which gives a combinatorial expression in terms of monotone non-crossing partitions for the iterated pre-Lie product. In the approach explained in this work, the role of Proposition 4 is taken by the forest formula (25).
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