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We investigate a parity-time ($\mathcal{PT}$) symmetric system that consists of two symmetrically coupled asymmetric dimers. The enclosed magnetic flux controls the $\mathcal{PT}$ phase transition. The system can reenter the exact $\mathcal{PT}$-symmetric phase from a broken $\mathcal{PT}$-symmetric phase with large non-Hermiticity. Two-state coalescence may have one or two defective eigenstates. The topology of exceptional points is reflected by the magnetic-flux independent phase-rigidity scaling exponents. The topology changes when exceptional points coincide. The geometric phases accumulate when encircling the exceptional points and vary as the magnetic flux. The magnetic flux is favorable for the realization of high-order exceptional points. A triple point of different quantum phases has an order of four. The perturbation around the four-state coalescence leads to a fourth-root mode frequency splitting; the sensing sensitivity is significantly enhanced.

I. INTRODUCTION

Parity-time ($\mathcal{PT}$) symmetric non-Hermitian Hamiltonians can possess real spectra; this discovery stimulated a burst of research interest in the extension of quantum mechanics $\mathbf{1-10}$. $\mathcal{PT}$ symmetry is the origin of many intriguing features in non-Hermitian systems. Various optical systems are fruitful platforms for the investigation of $\mathcal{PT}$ symmetry $\mathbf{11-14}$. The phenomena of open quantum systems can be described by $\mathcal{PT}$-symmetric non-Hermitian Hamiltonians after an average overall decay has been removed $\mathbf{15, 16}$. In a passively coupled waveguide, where losses were asymmetric, $\mathcal{PT}$ symmetry breaking was demonstrated $\mathbf{17}$; the $\mathcal{PT}$-symmetric coupled waveguide was realized through introducing an active gain; the light intensity oscillated in the exact $\mathcal{PT}$-symmetric phase and exponentially increased in the broken $\mathcal{PT}$-symmetric phase $\mathbf{18}$. $\mathcal{PT}$ symmetry was also proposed and experimentally realized in coupled microcavities $\mathbf{19-23}$. In a linear region of an active cavity, doped ions under pumping generated a self-adapted net gain that balanced the loss in the corresponding dissipative cavity. The light transport is reciprocal and nonreciprocal in the exact and broken $\mathcal{PT}$-symmetric phases, respectively $\mathbf{20}$. When the gain saturation induces large nonlinearity dominates, the coupled microcavities are nonreciprocal and can be applied as an optical isolator $\mathbf{23}$.

Recently, research has addressed the exceptional points (EPs). The EP in a $\mathcal{PT}$-symmetric system is the $\mathcal{PT}$ phase transition point. The $\mathcal{PT}$-symmetric systems with periodical potentials have also been investigated. Unidirectional reflection suppression was demonstrated at the $\mathcal{PT}$ phase transition point $\mathbf{24}$. The $\mathcal{PT}$ phase transition threshold exists in a $\mathcal{PT}$-symmetric sinusoidal potential, but any higher degree of non-Hermiticity leads to $\mathcal{PT}$ symmetry breaking $\mathbf{25}$. The competition between two lattice potentials can induce $\mathcal{PT}$ symmetry breaking and restoration as non-Hermiticity increasing $\mathbf{26}$. EPs enhance the optical sensing $\mathbf{27, 28}$. State flip or mode switch occurs when encircling the EPs sufficiently slowly for integer circles. The geometric phases are accumulated in the encircling process and the intriguing topologies of EPs are reflected $\mathbf{29-32}$. In a two-level system, when encircling a two-state coalescence exceptional point (EP2), the two eigen energy levels switch to each other after encircling the EP2 for one circle; and the geometric phase accumulated for each eigenstate is $\pi$ after encircling the EP2 for two circles; to make each eigenstate back to itself, encircling EP2 for four circles is needed $\mathbf{33, 34}$. High-order EPs have highly complicated topological structures and physical implications $\mathbf{35}$. The sensitivity is enhanced due to the cubic-root frequency response near a three-state coalescence exceptional point $\mathbf{36}$.

Photons, as neutral particles, do not directly interact with magnetic fields. Recent studies have implemented artificial magnetic fields for photons through dynamic modulation of material permittivity, optomechanical coupling, and photon-phonon interactions $\mathbf{37-41}$. The artificial magnetic field provides a new degree of freedom, which is favorable for optical control and manipulation. In this work, we study $\mathcal{PT}$-symmetric coupled asymmetric dimers, where effective magnetic flux is induced by the nonreciprocal coupling of the dimers. We demonstrate that the energy level structure, the quantum phases, and the topology of EPs are affected by the magnetic flux, the coupling, and the degree of non-Hermiticity. We find that the system can reenter an exact $\mathcal{PT}$-symmetric phase from a broken $\mathcal{PT}$-symmetric phase at large non-Hermiticity. The gap between two central energy levels vanishes at uniform coupling in the absence of magnetic flux; the chirality of the EPs depends on the competition between the two coupling strengths. EP2 with two defective eigenstates exists, where a pair of two-state coalescences appear. Phase rigidity is a useful measure of state mixing; its scaling exponent characterizes the topology of EPs, which is magnetic-flux-independent. The topology of EPs changes when they coincide. Four-state coalescence (EP4) appears when EP2 with one and two defective eigenstates coalesces, the perturbation around EP4 leads to a fourth-root mode frequency splitting; in that state, sensing sensitivity is substantially enhanced.
We consider two asymmetric dimers symmetrically coupled in a closed configuration, one dimer has gain (green) and the other has loss (green). The system is \( P\mathcal{T} \)-symmetric with respect to the left-right reflection, as schematically illustrated in Fig. 1. The parity operation is defined as the space reflection with respect to the \( P\mathcal{T} \)-symmetric axis (blue dotted line in Fig. 1).

We investigate the influence of nonreciprocal couplings that induce effective magnetic flux on the spectrum, quantum phases, and the topology of EPs. Notably, the magnetic flux as an additional degree of freedom does not break the \( P\mathcal{T} \) symmetry of the system. The magnetic flux provides an alternative way for the control of \( P\mathcal{T} \)-symmetric phases and EPs, which may facilitate the application of \( P\mathcal{T} \) metamaterials.

In the coupled resonator system, all the primary resonators possess identical resonant frequency. They are evanescently coupled through auxiliary resonators, the frequency of which is anti-resonant with the primary resonators [42]. The optical path length difference introduced through the coupling process induces a nonreciprocal coupling phase factor, which effectively realizes a synthetic magnetic flux in the closed configuration formed by the four coupled primary resonators. The nonreciprocal extra phase factor in the coupling is \( e^{+2\pi \Delta x/\lambda} \) for the path length difference \( 2\Delta x \), where \( \lambda \) is the resonant wavelength [43]. The inter-dimer (horizontal) coupling strength is \( \kappa \) with nonreciprocal phase factor \( e^{\pm i\Phi/2} \), the intra-dimer (vertical) coupling strength is \( J \). The synthetic magnetic flux introduced in the coupled four resonator system equals to \( \Phi = 4\pi \Delta x/\lambda \). The gain in the resonator is based on a linear model by assuming a certain gain rate \( \gamma \) [22]. The gain in one dimer equals to the loss in the other dimer to form a \( P\mathcal{T} \)-symmetric system.

The system is described by a \( 4 \times 4 \) Hamiltonian,

\[
H = \begin{pmatrix}
-i\gamma & \kappa e^{i\Phi/2} & 0 & J \\
\kappa e^{-i\Phi/2} & +i\gamma & J & 0 \\
0 & J & 0 & \kappa e^{i\Phi/2} \\
J & 0 & \kappa e^{-i\Phi/2} & 0 \\
\end{pmatrix}.
\]

The eigen energy of Hamiltonian \( H \) is \( E_{\pm \pm} = \pm \sqrt{\Delta_1 \pm \Delta_2} \) with \( \Delta_1 = \kappa^2 + J^2 - \gamma^2/2 \) and \( \Delta_2 = 4J^2\kappa^2 \cos^2(\Phi/2) - J^2\gamma^2 + \gamma^4/4 \).

### III. \( P\mathcal{T} \) SYMMETRIC PHASE

For \( \Delta_2 > 0, \Delta_1 > \sqrt{\Delta_2} \), the four energy levels are all real (phase I). For \( \Delta_2 > 0 \) and \( \Delta_1^2 < \Delta_2 \), two energy levels \( \pm \sqrt{\Delta_1 + \Delta_2} \) are real, and the other two energy levels \( \pm \sqrt{\Delta_1 - \Delta_2} \) form a conjugate pair (phase II). For \( \Delta_2 < 0 \) or \( \Delta_1 < 0 \) and \( \Delta_2^2 > \Delta_1 > 0 \), four energy levels form two conjugate pairs (phase III). In Fig. 2, the phase diagram is plotted for different magnetic fluxes. The blue and cyan curves constitute a \( \lambda \)-curve; on the left side of the \( \lambda \)-curve is the exact \( P\mathcal{T} \)-symmetric phase with an entirely real spectrum (phase I); on the right side of the \( \lambda \)-curve is the broken \( P\mathcal{T} \)-symmetric phase, which includes one pair (two pairs) of conjugate energy levels in phase II (III). Phase II is a partially broken \( P\mathcal{T} \) phase; phase III is a completely broken \( P\mathcal{T} \) phase. The solid curves are the boundary between different phases. The cyan and green curves represent \( \Delta_2 = 0 \), which corresponds to the EP2 with a pair of two-state coalescences; the system has two defective eigenstates in this situation. The blue curves represent \( \Delta_2^2 = \Delta_2 \), which corresponds to the EP2 with a two-state coalescence; the system has one defective eigenstate in this situation. The solid green curves in Fig. 2 are the boundary between region I and III, where \( P\mathcal{T} \) symmetry breaking occurs. The dashed green curves in Fig. 2 are the boundary between energy levels being pure imaginary and being complex numbers. In the presence of magnetic flux, both critical coupling strength and degree of non-Hermiticity decrease. Thus, the synthetic magnetic flux is favorable for the realization of \( P\mathcal{T} \) phase transition and high-order EPs.

To have real energy, \( \Delta_2 \geq 0 \) is necessary. At \( \Delta_2 = 0 \), the system is at an EP2 with a pair of two-state coalescences, this happens at

\[
\gamma_{c,2,\pm}^2 = 2J^2 \pm 2\sqrt{J^4 - 4J^2\kappa^2 \cos^2(\Phi/2)},
\]

where the upper two levels and the lower two levels coalesce. The system has two defective eigenstates and its spectrum is a coalesced conjugate pair. Notably, \( \gamma_{c,2,-} = \gamma_{c,2,+} \) at

\[
J_{c,2}^2 = 4\kappa^2 \cos^2(\Phi/2).
\]
When $J^2 < J_{c,2}^2$, the EP2s with a pair of two-state coalescences disappear, and we have $\Delta_2 > (J^2 - \gamma_2^2/2)^2 \geq 0$. When $J^2 > J_{c,2}^2$, then $\Delta_2 > 0$ requires $\gamma^2 < \gamma_{c,2,-}^2$ or $\gamma^2 > \gamma_{c,2,+}^2$. Notably, $J^2 > J_{c,2}^2$ is always satisfied for magnetic flux $\Phi = 2n\pi + \pi$ ($n \in \mathbb{Z}$), where $\gamma_{c,2,-}$ vanishes and the system is fragile to non-vanishing gain and loss.

The couplings change the weight of the eigenstate probability distribution. At any weak $J$ ($J^2 < J_{c,2}^2$), the four resonators are considered as a $PT$-symmetric dimer (lower two resonators) weakly coupled to a Hermitian dimer (upper two resonators). The upper and lower levels are always real. Any non-Hermiticity diminishes the mode splitting of the $PT$-symmetric dimer; an EP2 $\gamma_{c,1}$ with two central energy levels coalesce at energy 0 appears at large degree of non-Hermiticity. At strong $J$ ($J^2 > J_{c,2}^2$), the system is considered as two asymmetric dimers coupled through weak nonreciprocal coupling $\kappa e^{i\phi/2}$: the left and right dimers are both non-Hermitian, describing by an identical $PT$-symmetric dimer after removing the overall decay factors $+i\gamma/2$ and $-i\gamma/2$.

When $\Delta_1^2 = \Delta_2 \neq 0$, the central two energy levels coalesce at $E = 0$ and the system is at an EP2 of a two-state coalescence with one defective eigenstate. The critical gain and loss must satisfy

$$\gamma_{c,1}^2 = (J^2 - \kappa^2)^2 / \kappa^2 + 4J^2 \sin^2(\Phi/2).$$  \hfill (4)$$

At $\Phi = 2\pi n \in \mathbb{Z}$, the eigenstate for $E = 0$ is $\psi_\sigma = (\sigma \kappa / J, -\kappa / J, i\sigma, 1)^T$ with $\sigma = (J^2 - \kappa^2) / (J^2 - \kappa^2)$. For the two-state coalescence EP2 with one defective eigenstate, encircling the EP2 in the parameter space with one circle induces the eigenstates to switch \[3]\; a geometric phase of $+\pi$ is accumulated when encircling the EP2 with two circles that have different chiralities \[31].

At $\Phi = 2\pi + 2\pi n \in \mathbb{Z}$, the eigenstate for $E = 0$ is $\psi_\sigma = (\sigma \kappa / J, \kappa / J, -\sigma, 1)^T$. The chirality of EP2 is left when $\sigma$ is +1 for $J^2 > \kappa^2$; and the chirality of EP2 is right when $\sigma$ is -1 for $J^2 < \kappa^2$. The chirality of the EP's depends on the competition between the two coupling strengths. The magnetic flux does not change the chirality of EP2s.

The gap between the central two levels closes at $\gamma = 0$ for $(\kappa - J)^2 + 4J^2 \sin^2(\Phi/2) = 0$. That is only true when $J = \kappa$, and $\Phi = 2\pi n \in \mathbb{Z}$. For trivial magnetic flux $\Phi = 2\pi n \in \mathbb{Z}$, the critical lines of $\gamma_{c,1}$ are open curves in the $J-\kappa$ plane \[blue\] curves in Fig.2(d)], which are divided into the left chiral EP and the right chiral EP. For nontrivial magnetic flux $\Phi \neq 2\pi n \in \mathbb{Z}$, the critical lines of $\gamma_{c,1}$ are closed circles in the $J-\kappa$ plane \[blue\] circles in Fig.2(d-f)].

There exist two types of $\gamma_{c,1}$: Case I, $\Delta_1 > 0$, $\Delta_1 - \sqrt{\Delta_2} = 0$. The EP2 satisfies $\gamma_{c,1}^2 < 2\kappa^2 + 2J^2$, which requires $J^2 < J_{c,1}^2$,

$$J_{c,1}^2 = 2\kappa^2 \cos^2(\Phi/2) + 2\kappa^2 \sqrt{4 \cos^4(\Phi/2) + 1}. \hfill (5)$$

Case II, $\Delta_1 < 0$, $\Delta_1 + \sqrt{\Delta_2} = 0$. The EP2 satisfies $\gamma_{c,1}^2 > 2\kappa^2 + 2J^2$, which requires $J^2 > J_{c,1}^2$. In case I, when the system parameter crosses $\gamma_{c,1}$, the system experiences a $PT$ phase transition; while in case II, both two sides of $\gamma_{c,1}$ are $PT$ symmetry broken, but with one and two pairs of complex energy levels, respectively.

The system has one (two) defective eigenstate (eigenstates) at $\gamma_{c,1}$ ($\gamma_{c,2,\pm}$). The critical $\gamma_{c,2,-}$ ($\gamma_{c,2,+}$) is illustrated in cyan (green) in Fig.2(d-f)]. The curves $\gamma_{c,2,-}$ and $\gamma_{c,2,+}$ coincide at $\gamma_{c,2,-} = \gamma_{c,2,+}^2 = 2J^2$ when $J^2 = J_{c,2}^2$ \[Eq. [3]\]; that is, when a pair of two-state coalescences appear, the energy is $E_{\pm,\pm} = \pm \kappa$. Note that for

FIG. 2. (a,d) $\Phi = 0$, (b,e) $\Phi = \pi/2$, and (c,f) $\Phi = \pi$. $PT$ phase diagrams are shown in the $\gamma^2-J^2$ plane for (a-c). I is the exact $PT$-symmetric phase, II and III are the broken $PT$-symmetric phases with one and two pairs of conjugate energy levels, respectively. The critical lines of $\gamma_{c,1}$ and $\gamma_{c,2,\pm}$ are shown in the $\kappa-J$ plane for (d-f): the couplings are in the unit of a decay rate, $\gamma/2 = 1$. The dashed green curve divides the pure imaginary and complex energy levels in region III. The blue solid curves ($\gamma_{c,1}$) represent the EP2 with one defective eigenstate; the cyan ($\gamma_{c,2,-}$) and green curves ($\gamma_{c,2,+}$), both the solid and dashed ones, indicate the EP2 with two defective eigenstates; black crosses mark the high-order EP4s where two types of EP2s coincide.
coupled dimers, EP4 exhibits a mode frequency splitting that is proportional to the perturbation scaling. The only eigenstate at the EP4 is \((1, 1, i, -i)^T\). In a Hermitian system, perturbation leads to energy splitting of degenerate states; the resulting energy splitting is proportional to the perturbation \(\epsilon\) around Hermitian degeneracies or diabolic points. Operating around EPs or the non-Hermitian degeneracies, the energy splitting is more sensitive to the perturbation [27]; in particular, the sensitivity is significantly enhanced for tiny perturbations. The detection sensitivity enhancement at two distinct frequency modes and three-order and three-order EPs have been demonstrated in optical systems; the mode frequency splitting induced by the perturbation scales as \(\epsilon^{1/N}\) for an \(N\)-state coalescence in a non-Hermitian system [28, 30]. The sensitivity increases at high-order EPs. In the asymmetric coupled dimers, EP4 exhibits a mode frequency splitting \(E \approx \pm \sqrt{2\epsilon + 2\epsilon^2/\gamma}\) for perturbation \(\epsilon\) on the gain and loss resonators \(i\gamma \rightarrow i\gamma + \epsilon\). The fourth-root \(E \propto \epsilon^{1/4}\) results in a significant sensitivity enhancement.

**IV. ENERGY LEVEL STRUCTURE**

The spectrum is symmetric about zero energy; the energy levels exhibit rich structures that are related to the EPs. In Fig. 3(a) the energy levels are depicted for different values of coupling \(J\) at trivial magnetic flux \(\Phi = 0\) as functions of gain and loss \(\gamma\). In the plots from Fig. 3(a) to Fig. 3(h), the coupling \(J\) increases. The coupling \(J = J_{c, 2} = 2\kappa\) is depicted in the upper panel of Fig. 3(a-d), where the system has two real energies. The mode frequency (real part of the energy levels) decreases as gain and loss \(\gamma\) increases; the EP \(\gamma_{c,1}\) appears as the central two levels coalesce at \(E_{\pm, c} = 0\). \(\gamma_{c,2}\) in Fig. 3(a) has right chirality. As the coupling increases to \(J = \kappa\), the gap between the central two levels closes (Fig. 3(b)), thereafter, \(\gamma_{c,1}\) in Fig. 3(c) has left chirality. At \(J = J_{c,2} = 2\kappa\), two symmetric real energy levels \(\pm \gamma\) appear [Fig. 3(f)].

For \(J > J_{c,2}\), the critical gain and loss satisfy \(\gamma_{c,2} < \gamma_{c,2} < \gamma_{c,1}\). The real parts of the uppermost and lowest levels decrease, the central two levels increase with \(\gamma\) until the upper and lower two energy levels coalesce at EP2 \(\gamma_{c,2}\), respectively, when \(J_{c,2} < J < J_{c,1}\), the upper and lower two energy levels coalesce at \(\gamma_{c,2}\), where the transition occurs. The system changes from the \(PT\)-symmetric phase into the broken \(PT\)-symmetric phase; the eigen energies become two complex conjugate pairs. As \(\gamma\) further increases, two pairs of conjugate energy levels bifurcate at \(\gamma_{c,2}\) and the system enters the broken \(PT\)-symmetric phase once more until the central two levels coalesce at \(\gamma_{c,1}\) [Fig. 3(e)]; the system reenters the exact \(PT\)-symmetry region at larger degrees of non-Hermiticity. Therefore, \(\gamma < \gamma_{c,2} < \gamma_{c,2} < \gamma < \gamma_{c,1}\) are in the exact \(PT\)-symmetric phase; \(\gamma_{c,2} < \gamma < \gamma_{c,2} + \gamma > \gamma_{c,1}\) are in the broken \(PT\)-symmetric phase. At \(J > J_{c,1}\), two types of EP2s \(\gamma_{c,2} + \gamma_{c,1}\) coincide and all four levels coalesce at \(E_{\pm, c} = 0\) [Fig. 3(f)].

For \(J > J_{c,1}\), the \(PT\) phase transition occurs only once as \(\gamma\) increases. \(\gamma < \gamma_{c,2} < \gamma_{c,1}\) is the exact \(PT\)-symmetric phase (phase I in Fig. 2); \(\gamma_{c,2} < \gamma < \gamma_{c,1}\) is the broken \(PT\)-symmetric phase with two conjugate pairs (phase III in Fig. 2); the energy levels are complex when \(\gamma_{c,2} < \gamma < \gamma_{c,2} + \gamma\); the energy levels are purely imaginary when \(\gamma_{c,2} < \gamma < \gamma_{c,1}\); \(\gamma > \gamma_{c,1}\) is the partially broken \(PT\)-symmetric phase with one conjugate pair (phase II in Fig. 2). The energy levels at large degrees of non-Hermiticity \(\gamma > J, \kappa\) are in the broken \(PT\)-symmetric region with one pair of real energy levels \(E \approx \pm \kappa\) and one pair of conjugate pairs \(\pm \sqrt{\gamma^2 - \kappa^2 - 2J^2}\) [Fig. 3(g,h)].
The energy levels for magnetic flux $\Phi = \pi/2$ are depicted in Fig. 1(c) for different couplings similar as illustrated in Fig. 1(c-g). EP2 $\gamma_{c,1}$ increases as the coupling $J$ increases. When $J = \sqrt{2}$, $\gamma_{c,2}$ appears, $\gamma_{c,2, -} = \gamma_{c,2, +}$. As the coupling $J$ continues to increase, $\gamma_{c,2, -}$ and $\gamma_{c,2, +}$ split, $\gamma_{c,2, -}$ slightly decreases and $\gamma_{c,2, +}$ increases. When $J = J_{c,1} = \sqrt{1+ \sqrt{2}}$, EP4 occurs and $\gamma_{c,2, +} = \gamma_{c,1}$. For even larger $J$, the structure of the energy levels remains unchanged. Notably, each EP is a bifurcation point. A typical bifurcation diagram of the spectrum is illustrated in Fig. 4(d). When $\gamma < \gamma_{c,2, -}$, the system is in the exact PT-symmetric phase I; in the region $\gamma_{c,2, -} < \gamma < \gamma_{c,2, +}$, the system has two conjugation pairs in phase III; in the region $\gamma_{c,2, +} < \gamma < \gamma_{c,1}$, the energy levels are purely imaginary; in the region $\gamma > \gamma_{c,1}$, the system has one pair of real energy and one pair of purely imaginary energy levels in phase II.

V. TOPOLOGY OF EXCEPTIONAL POINTS

The phase rigidity for each eigenstate $\psi$ is a useful measure of the mixing of different states [16], which is defined by

$$ r = \frac{\langle \psi^* | \psi \rangle}{\langle \psi^| \psi \rangle}. $$

(6)

In Fig. 5 we depict the phase rigidity and the scaling law for the four eigenstates of Hamiltonian $H$ [Eq. 11] near the EPs.

In a Hermitian system, the phase rigidity is unity for the real value eigenstate; in a non-Hermitian system, it varies between unity and zero at completely separate resonance and at level coalescence. The situation changes in the presence of magnetic flux; the phase rigidity deviates from unity because the eigenstates are complex even in a Hermitian system. The scaling law of phase rigidity for different EPs is distinct, $r \propto |\gamma - \gamma_c|^{\nu}$, where the exponent $\nu$ reflects the topology of those EPs. The phase rigidity may not vanish at EPs in the presence of magnetic flux, where the scaling law transforms to $|r - r_c| \propto |\gamma - \gamma_c|^{\nu}$. For trivial magnetic flux $\Phi = 2\pi n$ $(m \in \mathbb{Z})$, the phase rigidity decreases to zero at the EPs.

The magnetic flux and system spectrum are gauge invariant, but the eigenstates depend on the local transformation and the phase rigidities change as local gauge. The scaling exponents are independent of the magnetic flux, therefore, the phase rigidity can still be used to characterize the topological properties of the EPs. For the symmetrically coupled asymmetric dimers of Eq. 11, the separated $\gamma_{c,2, -}$, $\gamma_{c,2, +}$, and $\gamma_{c,1}$ are all EP2s. A pair of two-state coalescence points occurs at $\gamma_{c,2, \pm}$. The phase rigidity vanishes at $\gamma_{c,2, -}$ and $\gamma_{c,2, +}$; the system has two
defective eigenstates. Two-state coalescence occurs at \( \gamma_{c,1} \), where the system has one defective eigenstate. The phase rigidity at \( \gamma_{c,1} \) does not always vanishes, rather, it varies as the magnetic flux. The scaling exponents of separated \( \gamma_{c,2,-}, \gamma_{c,2,+} \), and \( \gamma_{c,1} \) are identical; they are all equal to 1/2 because of the square root relation of EP2.

The fractional exponents indicate the eigenstates switch and the nontrivial geometric phases are accumulate when dynamically encircling the EPs \[31, 33, 34\]. Encircling each separated \( \gamma_{c,2,-}, \gamma_{c,2,+} \), and \( \gamma_{c,1} \) with two circles, the accumulated geometric phase is \( \mp \pi \). Therefore, the eigenstates return to their initial values after encircling EP2 with four circles. The accumulated geometric phases are independent of the magnetic flux.

The topology of EPs changes when they coincide. When the coupling is \( J_{c,1}, \gamma_{c,2,-} \) and \( \gamma_{c,2,+} \) coincide \( (\gamma_{c,2,-} = \gamma_{c,2,+}) \) as shown in Fig. 3(d). The accumulated geometric phases are related to the magnetic flux; the summation of geometric phases is invariant, being \( \pm 2\pi \) with a pair of symmetric levels \( (E_{\pm} + E_{\mp} = 0) \) when encircling \( \gamma_{c,2,\pm} \) for one circle. The scaling exponent at \( \gamma_{c,2,\pm} \) is 1. The accumulated geometric phase is \( \pm \pi \) when encircling \( \gamma_{c,1} \) with two circles; the scaling exponent at \( \gamma_{c,1} \) is 1/2. When the coupling is \( J_{c,1}, \gamma_{c,2,+} \) and \( \gamma_{c,1} \) coincide \( (\gamma_{c,2,+} = \gamma_{c,1}) \), as depicted in Fig. 3(f).

All four energy levels coalesce at energy zero and a high-order EP4 appears, which has an exponent of 3/4. The exponent indicates that four circles are needed to make the energy levels return to their initial values when circling the EP4 in the parameter space. A geometric phase of \( \pm 3\pi \) is accumulated for the eigenstates after encircling the EP4 with four circles. Therefore, the eigenstates return to their initial values after encircling the EP4 with eight circles. At EP2 \( \gamma_{c,2,-} \), a geometric phase of \( \pm \pi \) is accumulated when encircling \( \gamma_{c,2,-} \) with two circles; the scaling exponent is 1/2. In Fig. 4 we depict the phase rigidity and the scaling law near the EPs when they coincide. At coupling \( J_{c,1} \), the phase rigidities are all zero at EPs and the geometric phases are independent of magnetic flux.

When the coupling \( J \) is zero, the system has one critical EP2 at \( \gamma = \kappa \). When the coupling \( J \) is switched on, the central two levels coalesce at EP2 \( \gamma_{c,1} \), which decreases as coupling \( J \) increases to \( J = \kappa \) and increases for \( J > \kappa \) (Fig. 2). These are observed in Fig. 2(a-c). \( J = \kappa, \gamma = 0 \) is a diabolic point; the chirality switches when the system parameter crosses this point. The chirality indicates the flow direction, the flow starts from the gain to the loss in clockwise direction or in counterclockwise direction. On the two sides of \( J = \kappa \), the coalescence state has two difference chiralities. In Fig. 2(a), the coalescence state is \( (1, i, -1/2, -i/2)^T \), which has right chirality; in Fig. 2(c), the coalescence state is \( (1, -i, -3/2, 3i/2)^T \), which has left chirality. The chirality difference of the coalescence is reflected from the geometric phase when encircling the EP2 \( \gamma_{c,1} \), as depicted in Fig. 4.

We consider a detuning \( \delta \) on the gain and loss resonators, where the Hamiltonian of Eq. 1 is modified to

\[ H_{1,1} = -\delta (\gamma + i\gamma) \] and \( H_{2,2} = (\delta + i\gamma) \).

The system parameters encircle the EP in the \( \delta - \kappa \) parameter plane according to \( \delta = \rho \cos \theta \) and \( \kappa = 1 + \rho \sin \theta \), where \( \rho \) is the radius and \( \theta \) is the argument of the encircling. In the plots, we notice that the central two levels switch after \( \theta \) varies 2\( \pi \); thus, \( \theta \) must be 4\( \pi \) to make the energy levels return to their initial values. The Berry connection \( i\langle \psi_j | \partial | \psi_j \rangle \partial \theta \) is complex, and is defined by the eigenstate \( \psi_{\theta j} \) of \( H \) with eigenvalue \( \varepsilon_j \) and corresponding eigenstate \( \psi_j \) of \( H^\dagger \) with eigenvalue \( \varepsilon_j^* \). The complex Berry phase is \( \langle \phi_j | \partial \theta \rangle \psi_j \partial \theta \) for energy level \( j \) after the parameter has slowly swept entire circles in the parameter space. The geometric phases acquired after encircling \( \gamma_{c,1} \) with two circles in the counterclockwise direction (varying \( \theta \) from 0 to 4\( \pi \)) are \( -\pi \) for both two central levels in Fig. 6(b) of the situation shown in Fig. 6(a), where EP2 \( \gamma_{c,1} \) has right chirality; correspondingly, for the situation in Fig. 6(c), the geometric phases acquired after encircling \( \gamma_{c,1} \) with two circles are \( \pi \) as depicted in Fig. 6(d), where EP2 \( \gamma_{c,1} \) has left chirality. Figure 6(b,d) reflect the chirality difference of \( \gamma_{c,1} \). For the two central eigenstates, four circles are required to return the eigenstates to their initial values, the top and bottom levels return to themselves when the system parameter encircles \( \gamma_{c,1} \) with one circle.

In the strong coupling region \( J \gg 2\kappa \), the system experiences more than one EP as \( \gamma \) increases from zero. The first EP is an EP2 \( \gamma_{c,2,-} \) with a pair of two-state coalescences: the upper and lower two levels coalesce. At \( J = 2\kappa \), the system does not break \( PT \) symmetry when
FIG. 7. Encircling $\gamma_{c,2,\pm}$ at the $\delta-\gamma$ plane, $\delta = \rho \cos \theta$ and $\gamma = \gamma_c + \rho \sin \theta$. (a,c,e) Energy levels, (b,d,f) accumulated geometric phase. The upper panel is for $\Phi = 0$, $J = 2$, $\gamma_c = 2\sqrt{2}$; the middle panel is for $\Phi = \pi/2$, $J = \sqrt{2}$, $\gamma_c = 2$; the lower panel is for $J = 1$, $\Phi = \pi$, $\gamma_c = 2$. Other parameters are $\kappa = 1$, $\rho = 0.1$.

system parameter crosses the first EP ($\gamma_{c,2,=}$). At regions $\gamma < \gamma_{c,2,\pm}$ or $\gamma > \gamma_{c,2,\pm}$, the eigenvalues are all real. The system at the EP2 $\gamma_{c,2,\pm}$ has a pair of two-state coalescences at $-1$ and $+1$, respectively. To reveal the topology of $\gamma_{c,2,\pm}$, we consider $\delta = \rho \cos \theta$ and $\gamma = \gamma_{c,2,\pm} + \rho \sin \theta$ in the $\delta-\gamma$ parameter plane. Figures (a-d) depict the energy levels, the connections, and the accumulated geometric phases when encircling $\gamma_{c,2,\pm}$ in the $\delta-\gamma$ parameter plane for the situations of $\Phi = 0$ and $\pi/2$, respectively. From the energy levels in Fig. (a,c), we notice that two levels are pinned to $\pm 1$; and the other two levels return to themselves after $\theta$ varies $2\pi$. Therefore, all eigenstates return to their initial values after the system parameter encircles the EP with one round. The real parts of the Berry phases are depicted in Fig. (b,d,f). We notice that the accumulated geometric phases are all $\pi$ for $\Phi = 0$. The nontrivial magnetic flux in the system changes the Berry connection and the Berry phase. In the $\Phi = \pi/2$ case, the levels with positive energy accumulate phases of $\pi/2$; the levels with negative energy accumulate phases of $3\pi/2$; a pair of opposite energy levels accumulate a total phase of $2\pi$. The EP4 is at $\Phi = \pi$, $\kappa = J = 1$, where all four energy levels coalesce at energy zero. From Fig. (e), we notice that all four levels return to their initial values after encircling the EP4 with four complete circles; the geometric phase acquired is $3\pi$ as shown in Fig. (f). Thus, to make the eigenstate recover its initial values, another four circles must encircle EP4.

VI. CONCLUSION

We investigate a $\mathcal{PT}$-symmetric system of symmetrically coupled asymmetric dimers. The nonreciprocal coupling induces effective magnetic flux, which provides an extra degree of freedom, which helps with control of the $\mathcal{PT}$ phase transition. The effective magnetic flux is favorable for the realization of high-order EPs. The EPs and their topology are far richer than those of a $\mathcal{PT}$-symmetric dimer. Two types of EP2s exist, which possess one and two defective eigenstates, respectively. When EPs coincide, the topology of EPs changes; this is reflected by the scaling exponents and the geometric phases. Although the magnetic flux changes the eigenstates and the phase rigidity, the phase rigidities are always zero for the EP2s with a pair of two-state coalescences. The scaling exponent is independent of the magnetic flux but the geometric phase varies as magnetic flux when EPs has scaling exponent 1. The EP4 is a triple point of different phases; it appears when EP2s with one or two defective eigenstates coincide. The perturbation around EP4 can result in a fourth-root mode frequency splitting; the response of mode splitting is highly sensitive to the cavity frequency perturbation.
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