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Abstract

The contribution of this study is a novel approach to introduce mean reversion in multi-step-ahead forecasts of state-space models. This approach is demonstrated in a prawn pond water quality forecasting application. The mean reversion constrains forecasts by gradually drawing them to an average of previously observed dynamics. This corrects deviations in forecasts caused by irregularities such as chaotic, non-linear, and stochastic trends. The key features of the approach include (1) it enforces mean reversion, (2) it provides a means to model both short and long-term dynamics, (3) it is able to apply mean reversion to select structural state-space components, and (4) it is simple to implement. Our mean reversion approach is demonstrated on various state-space models and compared with several time-series models on a prawn pond water quality dataset. Results show that mean reversion reduces long-term forecast errors by over 60% to produce the most accurate models in the comparison.
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1. Introduction

In aquaculture prawn farming, managing water quality is key for maximising quantity, quality, and health of the stock. For example, high levels of prawn mortality can occur due to anoxia and hypoxia if dissolved oxygen (DO) drop to extreme values (Robertson, 2006). By forecasting important water quality variables, farmers are provided with the tools to take preemptive measures that encourage favourable pond conditions.

Long-term forecasting can be a challenging task with complex environmental processes such as prawn ponds. In this study, we take advantage of the fact that many natural processes exhibit some form of mean reversion. This is commonly found where the process seeks a state of equilibrium. For example, the long-term trend (a week or...
more) of pond water temperature typically varies within some bounds. These bounds are maintained as the underlying process seeks thermodynamic equilibrium within a changing environment. Without knowledge of the underlying process, the longer-term dynamics can appear as a slowly varying stochastic trend.

Forecasting such processes can be challenging when stochastic trends cause forecasts to deviate. Models should realistically incorporate some form of constraint or bounds. Our hypothesis is that such a constraint can be imposed by modelling the stochastic variations with a fixed attractor distribution that long-term trends are drawn towards. In this form, the long-term behaviour of the process may have some stable, marginal distribution when integrated over time (long periods of time or just the recent past).

In this study we propose a novel approach to introduce an attractor distribution in non-stationary state-space models. The attractor distribution models previously observed dynamics. Mean reversion is enforced through introducing pseudo-observations into the Kalman filter during forecasting. These pseudo-observations are samples of the attractor distribution mean. The result is that the filtering operation during forecasting naturally draws the forecasts towards the mean of the previously observed dynamics.

The proposed approach can model both short and long-term dynamics and it allows for the selection of which state space components should be mean reverting. Furthermore, the approach is easily implemented using the standard Kalman filter and it has broad appeal as it addresses problems that are found in many domains other than aquaculture.

Our contributions are: (1) we provide an approach to enforcing mean reversion in state-space models (to our knowledge, no other studies have introduced any form of mean reversion into state space models for constraining forecasts), (2) we demonstrate this approach on several state-space models in a real-world aquaculture application, and (3) we compare our approach with several time series models.

This paper is organised as follows: In section 2, we review related forecasting literature. Section 3 provides an overview of the linear dynamic system (LDS) and the Kalman filter with the purpose of introducing our mean reversion approach described in section 4. The aquaculture problem and datasets used in this study are presented in section 5. In section 6, we demonstrate how our approach is applied to state space forecasting models and results are provided in section 7. In section 8 a comparison of our approach with several forecasting methods is provided. The study is concluded in section 9.

2. Related Work

2.1. Forecasting Models

Many industries and disciplines rely multi-step-ahead forecasting. A wide range of forecasting methods exist in the literature (Gooijer & Hyndman, 2006). Statistical models include state-space models, regression models, exponential smoothing, Box-Jenkins models (such as the autoregressive moving average (ARMA) model), long memory models, autoregressive conditional heteroscedastic (ARCH), and generalised ARCH (GARCH) mod-
Nonlinear machine learning models have also been extensively explored for forecasting. Neural networks in particular have a relatively large body of literature (Zhang & Qi, 2005; Zhang et al., 1998; Ruiz et al., 2018).

State-space models are generative, probabilistic, interpretable, and flexible (Durbin & Koopman, 2012). As generative models, they are able to handle missing data and forecasting functionality is inherent. As probabilistic models, they provide a natural representation of uncertainty in a forecast. State-space models are interpretable as they are designed based on structural analysis of a problem and naturally incorporate explanatory variables. This is in contrast with data driven models such as neural networks and ARMA models, which are considered as black-box models.

2.2. Multi-Step-Ahead Forecasting

Multi-step-ahead forecasting is a challenging task as it requires a complete model of the short and longer-term dynamics. Short-term modelling is required to model the dynamics between the forecast time-steps. Longer-term modelling is required to model the dynamics across the several time-step forecasts.

The general approach to long-term forecasting is to model the long-term trend of the time series and ignore short term dynamics. Such models can be obtained using time series analysis methods such as regression models, state-space models, Box-Jenkins models, and recurrent neural networks (Kandil et al., 2001; Soman et al., 2010; Granger & Jeon, 2007). It is however possible to combine long and short-term forecasts as discussed in the review presented by Andrawis et al. (2011). The authors note that there seems to be little work in the literature relating to such combinations, despite their effectiveness.

The approach we present in this study does not require combining long and short term-models. Rather, it provides a means to naturally include both short-term and long-term dynamics in a single model. The short-term dynamics are modelled directly in the state-space model. The long-term dynamics are modelled using mean reversion and the attractor distribution.

2.3. Mean Reversion

Many phenomena should realistically be modelled with some form of limiting distribution for long-term forecasts. For example, interest rates are often modelled through the use of mean-reverting stochastic processes, such as the Ornstein-Uhlenbeck process (e.g. the Vasicek model (Vasicek, 1977) or the CIR model (Cox et al., 1985)). The dynamics are limited to Brownian motion with a tendency towards the origin (Pavliotis, 2014). Though Brownian motion is not stationary, a linear damping term in the Ornstein-Uhlenbeck process can cause the process to become stationary. The generalised Ornstein-Uhlenbeck process is a natural continuous time analogue of the AR(1) process with random i.i.d. components (Rao et al., 2012). The ARMA model also exhibits mean reversion, but the moving-average allows for mean-reversion to occur more gradually. In general, AR and ARMA models are limited to modelling only stationary sequences (Box et al., 2015). Non-stationary components such as trend and seasonality are re-
moved from the time series through differencing such as in the Autoregressive Integrated Moving Average (ARIMA) model.

The ARMA and ARIMA models may be framed as state-space models (Durbin & Koopman, 2012). In general, state-space models are not limited to stationary series and provide expressive power through latent variables. State-space models are however not necessarily mean reverting. Our proposed approach provides the means to enforce mean reversion in state-space models.

2.4. Water Quality Modelling

In water quality modelling applications, several ecosystem-based models have been proposed for variables such as DO (Ginot & Hervé, 1994; Lu & Piedrahita, 1996; Madsen et al., 2007; Xu & Xu, 2016). These are complex multivariable models that require precisely determined parameters pertaining to biological and physical processes. Various data-driven approaches have also been used for modelling and forecasting water quality variables. These include neural networks (Zhang et al., 2019; Ta & Wei, 2018; Ren et al., 2018; Dabrowski et al., 2018a; de Canete et al., 2016; Schmid & Koskiahko, 2006; Dogan et al., 2009; Ranković et al., 2010; Basant et al., 2010; He et al., 2011; Ahmed, 2017) and other machine learning models (Shi et al., 2019; Xu et al., 2017; Olyaie et al., 2017; Duan et al., 2016). Dabrowski et al. (2018b) describe two data-driven state-space models for modelling DO, pH, and temperature in prawn ponds. These models provide a compromise between ecosystem models and machine learning models. They are data-driven unlike ecosystem models, and are not black-box models like many machine learning models. The proposed mean reversion approach is tested on these models in the context of forecasting water quality variables.

3. The Linear Dynamic System and Filtering

3.1. The Linear Dynamic System

The linear dynamic system (LDS) is a state-space model that assumes linear-Gaussian dynamics (Barber, 2012; Thrun et al., 2005; Murphy, 2012). Consider a system comprising a latent or hidden variable $h_t$ that evolves over time, $t = 1, \ldots, T$. The system provides an observable variable $v_t$ from which measurements can be made. The observable variable is considered to have been emitted from the latent variable $h_t$. Assuming a first order Markov process, the graphical model describing this system is illustrated in Figure 1. The edges between the latent variables describe the transition distribution $p(h_t|h_{t-1})$. The edges between the latent and observable variables describe the emission distribution $p(v_t|h_t)$.

Linear-Gaussian assumptions in the LDS result in the following state-space equations (Petris et al., 2012).
The variable $h_t$ is the state vector, $A$ is the state transition matrix, and $\eta^h_t \sim \mathcal{N}(0, \Sigma^h)$ is the state noise vector (where $\Sigma$ denotes a covariance matrix). The variable $v_t$ is the observation vector, $B$ is the emission or measurement matrix, and $\eta^v_t \sim \mathcal{N}(0, \Sigma^v)$ is the measurement noise vector.

In continuous time, state-space equations are given by (Grewal & Andrews, 2015; Zarchan & Musoff, 2000; Durbin & Koopman, 2012)

\[
\dot{h}(t) = \dot{A}h(t) + \eta^h(t) \tag{3}
\]

\[
v(t) = \dot{B}h(t) + \eta^v(t) \tag{4}
\]

where $\dot{A}$ and $\dot{B}$ denote the continuous time state and emission matrices.

3.2. The Kalman Filter (KF)

Inference in the LDS involves calculating $p(h_t|v_{1:t})$, which is the probability distribution over the current latent variable given all past observations (Barber, 2012; Murphy, 2012). The linear-Gaussian assumption allows for a closed-form inference algorithm known as the Kalman filter (KF) (Kalman, 1960). The filtered distribution is represented as a Gaussian with mean $f_t$ and covariance $F_t$. The KF algorithm recursively repeats a prediction and update step. In the prediction step, the Gaussian distributions $p(h_t|v_{1:t-1})$ and $p(v_t|v_{1:t-1})$ are computed. The mean and covariance relating to $p(h_t|v_{1:t-1})$ distributions are given by

\[
\mu^h_{t} = Af_{t-1} \tag{5}
\]

\[
\Sigma^h_{t} = Af_{t-1}A^T + \Sigma^h \tag{6}
\]

The mean and covariance relating to $p(v_t|v_{1:t-1})$ are given by

\[
\mu^v_{t} = B\mu^h_{t} \tag{7}
\]

\[
\Sigma^{vv}_{t} = B\Sigma^{hh}_{t}B^T + \Sigma^v \tag{8}
\]

Additionally, the cross-covariance between the latent and observed variables is given by

\[
\Sigma^{hv}_{t} = \Sigma^{hh}_{t}B^T \tag{9}
\]

The predictions are updated with the latest observations to provide the parameters for the filtered distribution. These parameters are given by

\[
f_{t} = \mu^h_{t} + K_t(v_t - \mu^v_{t}) \tag{10}
\]

\[
F_{t} = (I - K_tB)\Sigma^{hh}_{t} \tag{11}
\]

where $I$ is the identity matrix and $K_t$ is the Kalman gain given by

\[
K_t = \Sigma^{hv}_{t}(\Sigma^{vv}_{t})^{-1} \tag{12}
\]

\[
= (\Sigma^{hh}_{t}B^T)(B\Sigma^{hh}_{t}B^T + \Sigma^v)^{-1} \tag{13}
\]

3.3. Forecasting with the LDS

The filtered distribution is computed at each time using equations (10) and (11) with observations $v_t$. During forecasting, the prediction equations (5), (6), (7), and (8) are used with no observations. For multiple forecasts into the future, $f_{t-1}$ and $F_{t-1}$ in equations (5) and (6) can be replaced with $\mu_{t-1}$ and $\Sigma^{hh}_{t-1}$ respectively. Multiple forecasts are thus generated by sequentially sampling from the model.

Any forecasts made for times $t+i$, $i > 0$ are calculated based on the dynamics of the model at time $t$. These dynamics are contained in the filtered distribution at time $t$. If the filtered distribution at time $t$ is not representative of the long-term trend, long-term forecasts may be inaccurate.
3.4. Nonlinear and Non-Gaussian Filtering

The Kalman filter is a closed form solution for a linear-Gaussian model. If a system is nonlinear or non-Gaussian, approximate filtering methods such as the extended Kalman filter (EKF), the unscented Kalman filter (UKF) (Julier & Uhlmann, 1997), or Monte Carlo methods such as the particle filter (Gordon et al., 1993) and ensemble Kalman filter (enKF) (Evensen, 1994) are required. In this study the EKF is used. The EKF approximates a nonlinear function by linearising around the current state mean estimate (Zarchan & Musoff, 2000).

4. Mean Reversion and the Attractor Distribution

4.1. Forecast Deviation In State-Space Models

State-space time series models are comprised of several distinct components such as trend, seasonal, and noise (disturbances) (Durbin & Koopman, 2012; Commandeur & Koopman, 2007; West & Harrison, 1997; Hyndman et al., 2008; Harvey, 1990; Petris et al., 2009). The trend component is often represented in the form of a polynomial model. Especially models such as the first-order-polynomial Dynamic Linear Model (DLM) perform well for relatively short-term forecasting but can fail in longer term forecasts (West & Harrison, 1997). Irregularities such as slowly varying stochastic trends can shift the forecast trajectory off course. Mean reversion corrects the deviant forecast by drawing it back towards the attractor distribution mean.

4.2. Attractor Distribution and the Central Limit

The proposed approach is to use an attractor distribution to draw the forecasts to the mean of a distribution that approximates the central limit. Spall & Wall (1984) proved the central limit theorem for the Kalman filter under certain conditions. These conditions include the standard Kalman filter assumptions as well as uniform complete observability and controllability. The intention of the study was to investigate the asymptotic nature of the Kalman filter. Aliev & Ozbek (1999) furthered this study by investigating the convergence rate of the central limit theorem for the Kalman filter.

To approximate the mean of the central limit distribution, the average over all filtered posterior distributions (see Section 3.2) is computed up to time $t$. That is

$$f_\infty \approx \frac{1}{t} \sum_{i=1}^{t} f_i. \quad (14)$$

This approximation is used as the mean of the attractor distribution.

It is also possible to compute a weighted average where more emphasis is given to recent dynamics. A geometric progression can be used to obtain an exponential weighted average as follows:

$$f_\infty \approx \frac{\sum_{i=1}^{t} f_i(1-\lambda)^{t-i}}{\sum_{i=1}^{t}(1-\lambda)^{t-i}}, \quad (15)$$

where $\lambda$ is some constant in the range $0 < \lambda \leq 1$. This provides a form of exponential smoothing (Brown, 1959; Holt, 1957; Winters, 1960) in the mean reversion.

---

$^1$Note that the form $f_\infty \approx \lambda \sum_{i=1}^{t} f_i(1-\lambda)^{t-i}$ can be used if $\lambda$ and $t$ are chosen such that $\lambda \sum_{i=1}^{t}(1-\lambda)^{t-i} \approx 1$. 

4.3. Mean Reversion Through Filtering

To draw the forecast to the attractor distribution mean, it is proposed that the forecasts be filtered with the attractor distribution as an observable variable. That is, set \( v_t = f_\infty \) as a pseudo-observation during forecasting. The filtered distribution can be written as (Thrun et al., 2005)

\[
p(h_t|v_{1:t}) \propto p(v_t|h_t)p(h_t|v_{1:t-1})
\]  

The first term can be viewed as a likelihood of the observation given the model state. The second term can be viewed as a prior describing the predicted model state given previous observations. By using the attractor distribution as the observable variable, the likelihood describes the probability of the attractor distribution given the current model state. If this likelihood is low, it implies a mismatch between what the model is forecasting and what is expected asymptotically.

To understand how filtering draws the forecast to the attractor distribution, consider the Kalman filter update equation (10). The filtered mean is the current prediction \( \mu_t^h \), that is updated with a weighted difference between observation \( v_t \) and the prediction \( \mu_t^v \). The weighting factor for the error is the Kalman gain. Equation (10) provides a mechanism to correct the model prediction with an observable variable \( v_t \). If \( v_t \) is the attractor distribution, the forecast will be corrected according to the attractor distribution.

4.4. Parameters

To define the emission matrix \( B \) for the attractor distribution pseudo-observations, consider that \( B \) provides a mapping from the space of \( h_t \) to the space of \( v_t \). The matrix \( B \) can be manipulated to map only certain components from the latent variable space. Non-zero values can be placed in \( B \) corresponding to components which should be mean reverting in nature. For example, non-zero values could be placed in \( B \) corresponding to trend components that should exhibit mean reversion behaviour. Zeros can be placed in \( B \) corresponding to components which should not be mean reverting in nature. For example, seasonal components may be left to oscillate throughout a forecast. A demonstration of this is presented in Section 6.

To define the measurement noise covariance \( \Sigma^v \) for the attractor distribution pseudo-observations, consider that \( \Sigma^v \) represents a form of uncertainty of the observation. By adjusting the uncertainty, the rate of convergence of the forecast to the attractor distribution mean can be manipulated. The Kalman gain defines the level of correction. Consider the representation of the Kalman gain in (13). The expression comprises \( B \), \( \Sigma_{t_{hh}}^h \), and \( \Sigma^v \). \( B \) is defined as discussed above and \( \Sigma_{t_{hh}}^h \) is computed from the prediction. With these defined, the Kalman gain can thus be adjusted by manipulating \( \Sigma^v \). If \( \Sigma^v \) is set to zeros, indicating the extreme level of certainty of \( v_t \), the Kalman gain reduces as follows

\[
K_t = (\Sigma_{t_{hh}}^h B^T)(B\Sigma_{t_{hh}}^h B^T + \mathbf{0})^{-1} \\
= (\Sigma_{t_{hh}}^h B^T)(B^{-T}(\Sigma_{t_{hh}}^h)^{-1}B^{-1}) \\
= B^{-1}
\]  

If \( K_t = B^{-1} \), the filtered mean in (10) reduces to \( f_t = v_t \), which is the attractor distribution mean. If \( \Sigma^v \) is set to infinite values along its diagonal to indicate an extreme level of uncertainty of \( v_t \), (10) reduces to \( f_t = \mu_t^h \), which is mean proposed by
the model. That is, with infinite values in $\Sigma^v$, the attractor distribution will be ignored.

By manipulating the uncertainty represented by $\Sigma^v$, the level of correction of the forecasts is controlled. This correction is performed over multiple steps during filtering. The result is that the rate of convergence of a forecast to the attractor distribution mean is determined by $\Sigma^v$.

5. Datasets

This study fits within a broader context of a system that is being developed for aquaculture prawn farms. Several sensors have been deployed into prawn ponds for monitoring water quality related parameters. These sensors include water quality sensors, hydrophones, spectral reflectance, and weather sensors. The sensor data is uploaded to a central cloud-based system (Senaps). Several decision support tasks are performed on the stored data. The framework of the decision support system is illustrated in Figure 2. In this study, the modelling and forecasting of dissolved oxygen (DO), pH, and temperature in prawn ponds are considered. The mean reversion approach described in this study is applied to data collected within this decision support system.

The dataset used in this study comprises of DO, pH, and temperature readings taken from two prawn ponds. The first pond is a large 0.18ha grow-out pond and the second pond is a small 0.022ha nursery pond. The samples are taken at 15 minute intervals over a period of 88 days.

The datasets variables are seasonal in nature. Many water quality variables such as DO, pH and temperature follow diurnal fluctuations ([Boyd & Tucker 1998](#)). Carbon dioxide (CO$_2$) is continually produced in the pond through respiration by organisms such as prawn and plankton. During the day, plant-based organisms use solar radiation for photosynthesis. Through photosynthesis, CO$_2$ is absorbed and oxygen is released. Thus, DO increases and CO$_2$ decreases during the day. At night photosynthesis ceases. The result is that DO decreases and CO$_2$ increases at night. CO$_2$ reacts with water to form carbonic acid. Increased acidity reduces the pH levels in the pond. Fluctuating CO$_2$ thus causes fluctuating pH. Furthermore, water temperature naturally fluctuates with the changes in solar radiation over a 24-hour period.

Water quality variables may also vary in an aperiodic manner ([Boyd & Tucker 1998](#)). Irregular variations may be caused by weather-related variations and biological activity such as algal blooms. Such variations can produce the slow varying irregular or nonlinear fluctuations that cause forecast deviations.
6. Applied State-Space Models

Dabrowski et al. (2018b) presented two models for modelling water quality parameters in prawn ponds. The first model is a LDS with a local linear trend component (constant velocity process) and a seasonal component. The second model is a non-linear model that provides a means to model the seasonal amplitude using a local linear trend component. The UKF was used for inference in this non-linear model. These models will be used in this study, however the EKF algorithm will be used instead of the UKF algorithm. The intention is to improve the long-term (a week or more) forecasting capability of these models using the proposed mean reversion approach.

6.1. Linear Model

The observations of the linear model are modelled with a seasonal, trend and noise component as follows

\[ v_t = \alpha_t \sin(\omega t) + \gamma_t + \eta^v_t \]  

(18)

The seasonal component \( \alpha_t \sin(\omega t) \) is modelled with a sinusoid with amplitude \( \alpha_t \), the trend \( \gamma_t \) is modelled with a continuous local linear trend model, and the noise \( \eta^v_t \) is white Gaussian noise. The Let \( \psi_t = \alpha_t \sin(\omega t) \) such that (Dabrowski et al., 2018b)

\[ h(t) = \begin{bmatrix} \gamma_t & \dot{\gamma}_t & \psi_t & \dot{\psi}_t \end{bmatrix}^T \]

The state transition matrix in continuous time, denoted by \( \dot{A} \) is then given by

\[ \dot{A} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & \omega^2 & 0 \end{bmatrix} \]

This matrix is converted to discrete time using a Laplace transform or the Taylor series expansion (Zarchan & Musoff, 2000)

\[ A = e^{A\Delta t} = I + \dot{A}\Delta t + \frac{(\dot{A}\Delta t)^2}{2!} + \frac{(\dot{A}\Delta t)^3}{3!} + \cdots \]  

(19)

where \( \Delta t \) is the sample rate.

The emission matrix maps the elements from the latent variable space to the observed variable space according to (18). The emission matrix is thus given by

\[ B = \begin{bmatrix} 1 & 0 & 1 & 0 \end{bmatrix} \]

The attractor distribution is defined to draw the forecasts to a fixed mean of previously observed dynamics. For the linear model, mean reversion is applied to the trend component. Thus, the attractor distribution is defined to approximate the central limit of \( \gamma_t \). The following emission matrix for the attractor distribution can thus be used

\[ B = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix}. \]

In this form, mean reversion is only enforced on \( \gamma_t \) and not on the seasonal component \( \psi_t \).

With the attractor distribution having a single dimension, the variance \( \Sigma^v_t \) is a real number. The value is manually set to provide reasonable uncertainty bounds and to match the mean reversion settling time with the slowly varying irregular component of the data. As discussed in Section, suitable values can generally be found with a brief search over the sequence \( 10^i, i \in \mathbb{Z} \) and further refined if necessary. A search can also be conducted.
using repeated random subsampling validation approaches.

6.2. Nonlinear Model

The linear model is independent of the sinusoidal amplitude \( \alpha_t \) in (18) (Dabrowski et al., 2018b). Including the amplitude as a component in the state-space representation results in a nonlinear model. The amplitude is modelled as a latent variable with a constant velocity process such that

\[
h(t) = [\gamma_t, \dot{\gamma}_t, \alpha_t, \dot{\alpha}_t, \sin(\omega t), \cos(\omega t)]^T
\]

The state transition matrix in continuous time is given by

\[
\dot{A} = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & -\omega^2 & 0 \\
\end{bmatrix}
\]

This matrix is converted to discrete time using (19).

The trend element is added to a product of the amplitude and sinusoidal elements as indicated in (18). This results in a nonlinear emission model.

Let \( b(h_t) = \alpha_t \sin(\omega t) + \gamma_t \) such that

\[
v_t = b(h_t) + \eta_t^v
\]

The EKF approach is to approximate the nonlinear function \( b(h_t) \) as a linearisation around the current state estimate. This linear approximation is the tangent to \( b(h_t) \) at the current state estimate. Thus, the emission matrix is given by (Zarchan & Musoff, 2000)

\[
B = \frac{\partial b(h)}{\partial h} \bigg|_{h = f_t}
\]

That is, \( B \) is given by the Jacobian

\[
B = \begin{bmatrix}
\frac{\partial b(h)}{\partial \gamma_t} & \frac{\partial b(h)}{\partial \dot{\gamma}_t} & \frac{\partial b(h)}{\partial \alpha_t} & \frac{\partial b(h)}{\partial \dot{\alpha}_t} & \frac{\partial b(h)}{\partial \sin(\omega t)} & \frac{\partial b(h)}{\partial \cos(\omega t)}
\end{bmatrix}
\]

With this approximation to \( B \), the standard Kalman filter equations given in Section 3.2 can be used. The proposed mean reversion approach is thus directly applicable.

For the nonlinear model, the datasets are assumed to approach a fixed mean offset and a fixed mean seasonal amplitude. The attractor distribution thus approximates the central limit of \( \gamma_t \) as well as \( \alpha_t \). The emission matrix for the attractor distribution is given by

\[
B = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{bmatrix}
\]

With a two-dimensional attractor distribution, the variance \( \Sigma_v \) is a two-dimensional matrix. This matrix is configured for an isotropic Gaussian with elements along the diagonal. These elements are manually chosen according to the uncertainty bounds and the slowly varying irregular component of the data.

7. State-Space Models Results

7.1. Methodology

The datasets are resampled to three samples per day according to (Dabrowski et al., 2018b). Resampling simulates handheld sensor readings taken by farmers, where samples are extracted at 05h00, 12h00, and 20h30. Although only 3 of the 96 samples per day are available, the sample rate in the models remains at 96 samples. The remaining 93
samples are treated as missing values that are estimated through filtering and smoothing in the state space models. Forecasts are performed and evaluated over all 96 samples per day.

The time series dataset is split into a training and test set. Filtering is performed on the training set. The attractor distributions are obtained from these filtered results. Forecasts are evaluated on the test set. The location of the split between the training and test sets is specifically chosen around some form of inflection point. At these inflection points, a model without mean reversion is more likely to deviate from the global trend.

The forecasts are made over multiple steps to provide long-term forecasts. The number of samples over which the forecasts are made are provided in Table 1.

| Dataset | Samples | Time     | Frequency |
|---------|---------|----------|-----------|
| DO      | 1200    | 12.5 days | 15 min    |
| pH      | 1000    | 10.4 days | 15 min    |
| Temperature | 1100 | 11.5 days | 15 min    |

Table 1: Forecast horizon in number of samples as well as time for the datasets used in this demonstration. The last column provides the sample rate of the sensor used to gather the dataset. Forecast horizons are determined by the selected inflection point in the data.

The normalised root mean squared error is used to provide an evaluation of the error between the forecast result and the measured data. Let \( \hat{y}_t \) denote the forecast and let \( y_t \) denote the true value of some time series at time \( t \). For a forecast over \( N \) samples, the normalised root mean squared error (NRMSE) is given by

\[
\epsilon_{\text{nrmse}} = \frac{\sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}}{y_{\text{max}} - y_{\text{min}}} \times 100\% \quad (20)
\]

where \( y_{\text{max}} \) and \( y_{\text{min}} \) are the maximum and minimum dataset values respectively. The NMSE for a single sample \( i \) is given by

\[
\epsilon_{\text{nmse}} = \frac{\sqrt{(y_i - \hat{y}_i)^2}}{y_{\text{max}} - y_{\text{min}}} \times 100\% \quad (21)
\]

7.2. Linear Model Results

Plots of the forecasts for the linear model are presented in Figure 3. The horizontal axes describe the sample number. Without mean reversion, the forecast trends deviate from the ground truth as illustrated in Figure 3a. These deviations are due the inflection point in the long-term trend from which the forecasts extend. Reasonable forecasts are obtained up to the end of the first seasonal cycle where variations in the true trend are minimal. After the first cycle, the forecasts begin to deviate as the true trend changes in a non-linear or stochastic manner.

As indicated in Figure 3b, enforcing mean reversion provides significant improvements to long term forecasts. Mean reversion draws the deviant forecasts back towards the average of the previously observed dynamics.

The blue filled regions plot the standard deviation of the posterior filtered distribution. This represents the uncertainty in the forecast. As expected, the mean reversion reduces magnitude of the standard deviation through the pseudo observations from the attractor distribution. The level to which the pseudo-observations affect the standard deviation depends on the attractor distribution covariance \( \Sigma^v \).
The plots for the pH dataset in Figure 3b provide insight into the limitations of the mean reversion approach. The long-term forecasts settle to the attractor distribution mean, while the fluctuations in the trend continue to vary. That is, the slowly-varying fluctuations of the data are not perfectly modelled. These fluctuations are treated as stochastic variations, where there is no deterministic function to model them. Instead, they are modelled by the fixed attractor distribution. Note however that the forecast over the first five days (480 samples) is still accurate and is a significant improvement over the model without mean reversion.

A plot of the linear model's latent variables for the dissolved oxygen dataset is presented in Figure 4. Mean reversion is applied to the trend component $\gamma_t$. Without mean reversion, the trend of the forecast continues linearly with a steep gradient. Mean reversion causes the trend to curve back towards the attractor distribution mean. By increasing $\Sigma_v$, the time it takes for the curve to settle can be increased. Decreasing $\Sigma_v$ results in a quicker settling time.

Mean reversion is not applied to the sinusoidal component, $\psi_t$. The seasonal oscillation thus continues throughout the forecast. This demonstrates the key feature of the model where mean reversion is applied to one specific component in the model.

The NRMSE over the complete forecast for all datasets is presented in Table 2. The results show that mean reversion produces significant improvements in forecast ability. Though the RMSE for the mean reversion in the pH dataset is high, it is a significant improvement over the linear model without mean reversion.

| Dataset   | Without MR | With MR |
|-----------|------------|---------|
| DO        | 29.69      | 16.68   |
| pH        | 116.69     | 21.90   |
| Temperature | 31.09      | 16.20   |

Table 2: NRMSE of the linear model with and without mean reversion (MR) over the entire forecast presented in Figure 4.

A plot of the per-sample NRMSE error (equation (21)) for the forecast is plotted in Figure 5. The error for the model without mean reversion increases over the forecast time. This demonstrates that the forecast deviates from the ground truth with increasing forecast reach. For the model with mean reversion, the error remains relatively constant over the entire forecast. This demonstrates that the model performs equally well at short and long-term forecasting. This is especially remarkable as the model is forecasting more than 1000 steps-ahead in time.

7.3. Nonlinear Model Results

Plots of the forecasts for the nonlinear model are presented in Figure 6. As for the linear model, mean reversion provides significant improvement in the forecasts and reduces the uncertainty in the forecast.

As illustrated in Figure 6a, the oscillation component decays over the forecast of the DO dataset. This follows the trend in the data leading up to the forecast, where the oscillation amplitude is decreasing. The trend in the data however does not continue decreasing as it does in the forecast. Mean reversion is thus applied to both the trend component $\psi_t$ and the amplitude component $\alpha_t$. The re-
(a) Linear model forecasts without mean reversion

(b) Linear model forecasts with mean reversion

Figure 3: Linear model forecasts of the dissolved oxygen (mg/l), pH, and temperature (°C) over sample indexes. The red line is a plot of the forecast and the blue filled region is a plot of the forecast standard deviation. The dark grey line is a plot of the sensor data sampled at 15 minute intervals, and the light grey markers indicate sub-samples extracted at 05h00, 12h00, and 20h30. The vertical grey dotted line indicates the start of the forecast. Only the last portion of the historical data are shown.

(a) Latent variables for the linear model without mean reversion.

(b) Latent variables for the linear model with mean reversion.

Figure 4: Plots of the data, filtered mean $f_t$, the trend component $\gamma_t$, and the sinusoidal component $\sin(\omega t)$ for the linear model on the dissolved oxygen dataset over the sample index. The gaps in the data plots are due to missing data.
result is that both of these components are corrected to provide a more accurate forecast.

A plot of the latent variables for the DO dataset are presented in Figure 7. The amplitude of the $\sin(\omega t)$ component remains fairly constant when compared to the linear model. This is expected as $\alpha_t$ and $\sin(\omega t)$ are separated in the nonlinear model, whereas in the linear model, they are combined into a single component. Both the trend $\gamma_t$ and amplitude $\alpha_t$ components are affected by the inflection
Table 3: NRMSE of the nonlinear model with and without mean reversion (MR) over the forecast presented in Figure 6.

| Dataset       | Without MR | With MR |
|---------------|------------|---------|
| DO            | 25.12      | 14.44   |
| pH            | 87.89      | 21.84   |
| Temperature   | 64.48      | 16.15   |

Table 3: NRMSE of the nonlinear model with and without mean reversion (MR) over the forecast presented in Figure 6.

They both veer off with a steep gradient. Mean reversion is applied to correct γₜ and αₜ, and draw them back to the mean. The seasonal component is left to oscillate throughout the forecast.

The NRMSE over the entire forecast for all datasets is presented in Table 3. As for the linear model, the mean reversion reduces the error. Comparing the linear model results in Table 2 and the nonlinear model results in Table 3, it is clear that the nonlinear model achieves the best results. The nonlinear model is however a more complex model.

A plot of the per-sample NRMSE error (equation (21)) is presented in Figure 8. As for the linear model, mean reversion reduces the error in the long-term forecasts.

8. Time Series Model Comparison

A comparison between a LDS (Dabrowski et al., 2018b), a dynamic linear model (DLM) (West & Harrison, 1997), a seasonal autoregressive integrated moving average (SARIMA) model, and Facebook’s Prophet model (Taylor & Letham, 2018) is performed.

The linear LDS model of (Dabrowski et al., 2018b) is used as described in section 6.1. The DLM model is a free-form seasonal model (West & Harrison, 1997) with a first order trend component as used in the LDS. Mean reversion using equation (14) and weighted mean reversion using equation (15) is applied to the trend components in the LDS and DLM models. The weighted mean reversion is applied with λ = 0.1. In tables and figures, models using mean reversion and weighted mean reversion are denoted by a ‘MR’ and a ‘WMR’ subscript respectively.

The SARIMA(5,1,3)(0,1,0)96 model is used on all datasets. The model order was chosen according to autocorrelation and partial autocorrelation plots. The Prophet model is configured with a linear growth trend, an additive daily seasonal component, and an interval width of 0.8.

The set of models are compared on the dissolved oxygen, pH, and temperature datasets. In this comparison, the datasets are not resampled as was done in section 7. All 96 samples per day are used in all models. Each model provides a 10 day (960 sample) forecast from the set of 10 pre-selected random starting points. Ten days is selected as it represents a reasonable long-term forecast in this application. The average NRMSE over the 10 forecasts for each model and dataset are presented in Table 4.

The LDS performs poorly over a long-term forecast. However, when using the mean reversion, the forecast is significantly improved. Using weighted mean reversion provides further improvements on the pH and temperature datasets.

The DLM generally does better than the LDS. It is a more complex model and is able to provide a

---

1. https://www.statsmodels.org
2. https://facebook.github.io/prophet/
Figure 7: Plots of the data, filtered mean $f_t$, the trend component $\gamma_t$, the sinusoidal component $\sin(\omega t)$, and the amplitude component $\alpha_t$ for the nonlinear model over the sample index. The gaps in the data plots are due to missing data.

(a) Latent variables for the nonlinear model without mean reversion.
(b) Latent variables for the nonlinear model with mean reversion.

Figure 8: Per-sample NRMSE (equation (21)) for the nonlinear model forecasts on the DO dataset presented in Figure 6.

(a) NRMSE for the nonlinear model without mean reversion.
(b) NRMSE for the nonlinear model with mean reversion.
more refined representation of the seasonal curves. This increased complexity comes at a significant cost with a 97-dimensional state vector. This can be problematic in hardware where computational power and memory are limited. In comparison with the DLM, the LDS has a 4-dimensional state vector. The LDS thus performs surprisingly well in comparison.

The DLM with weighted mean reversion provides the lowest average NRMSE results over all datasets. Other than the pH dataset, the other mean reversion model variants take the second, third and fourth place. For the pH dataset, the Prophet model provides highly competitive results and takes second place. The SARIMA model performs well on the dissolved oxygen dataset, otherwise it provides similar results to the DLM and LDS models.

The SARIMA model has first order differencing and the Prophet model has a linear growth trend. These components function as linear trend components. Thus, like state-space models, the SARIMA and Prophet models are susceptible to forecast deviations. Given this, the Prophet model performs remarkably well.

To illustrate the robustness of the models and the statistical significance of the results, box-whisker plots are presented in Figure 9. In the absence of mean reversion, the LDS and DLM models produce results with high NRMSE values and large boxes. The large boxes indicate a high variation in the forecast accuracy. Introducing mean reversion or weighted mean reversion both increases accuracy and reduces variation in the forecasts. The result is a more robust model.

For the pH and temperature datasets, the DLM_{WMR} model produces boxes which are below the LDS, DLM, SARIMA, and Prophet model boxes. This indicates some level of statistical significance that the DLM_{WMR} outperforms these models.

| Dataset      | LDS | LDS_{MR} | LDS_{WMR} | DLM | DLM_{MR} | DLM_{WMR} | SARIMA | Prophet |
|--------------|-----|----------|-----------|-----|----------|-----------|--------|---------|
| DO           | 33.51 | 14.41 | 15.98 | 25.41 | **10.81** | 11.08 | 15.27 | 16.07 |
| pH           | 60.14 | 35.03 | 27.61 | 61.74 | 34.36 | **24.76** | 65.13 | 25.61 |
| Temperature  | 107.92 | 38.14 | 34.33 | 104.80 | 36.83 | **31.86** | 109.26 | 71.12 |
| Average      | 67.19 | 29.19 | 25.97 | 63.98 | 27.33 | **22.56** | 63.22 | 37.60 |

Table 4: Average NRMSE error (%) over ten 960-step-ahead forecasts for the set of models and datasets. Mean reversion is denoted by MR. Weighted mean reversion is denoted by WMR.
The computation times are presented in Table 5. These times include the parameter estimation as well as the forecasting operations. All models are implemented in Python and run on a Dual-Core Intel i5 processor. The mean reversion increases the processing time as the pseudo samples are required to be calculated. Weighted mean reversion further increases computational complexity resulting in further increased processing times. Weighted mean reversion in the LDS is still however quicker than the Prophet and SARIMA models. The SARIMA model has the highest processing time, which is primarily due to the parameter estimation operation. Compared with the DLM, the Prophet model is more computationally efficient.

9. Summary and Conclusion

In this study a novel mean reversion approach is presented for state-space models. The mean reversion is performed using an attractor distribution with a Gaussian form. The mean of this distribution is approximated by the average filtered estimate over previously observed samples. This mean provides an approximation of the average dynamics over the sequence. To draw a forecast towards the mean, filtering is applied with pseudo-observations obtained from attractor distribution. The result is that the forecast converges to the attractor distribution mean in the limit.

We demonstrate the approach with a linear and nonlinear LDS in a prawn pond water quality forecasting application. Results show a significant improvement in long-term forecasts. Furthermore, a comparison between various time series models on the prawn pond water quality dataset is presented. The results demonstrate that the lowest errors are obtained when weighted mean reversion is used in the DLM.

A limitation of the attractor distribution is that it is stationary. The result is that the long-term forecast is drawn to a fixed mean. In future work, a non-stationary attractor distribution could be investigated. The result would be that the forecast would be drawn to a particular dynamic rather than a fixed mean. Future work could also include an investigation into estimating the attractor distribution covariance matrix $\Sigma_t^v$ using the expectation maximisation algorithm.

Finally, though the proposed approach is demonstrated on an aquaculture problem, it is applicable to other problems with similar properties. Future work could include testing the approach on problems such as weather-related forecasting, electricity load forecasting, algal bloom forecasting, and other environmental applications with seasonal data.

References

Ahmed, A. M. (2017). Prediction of dissolved oxygen in surma river by biochemical oxygen demand and chemical oxygen demand using the artificial neural networks (anns). *Journal of King Saud University - Engineering Sciences*, 29, 151 – 158. URL: http://www.sciencedirect.com/science/article/pii/S1018363914000385. doi:https://doi.org/10.1016/j.jksues.2014.05.001.

Aliev, F. A., & Ozbek, L. (1999). Evaluation of convergence rate in the central limit theorem for the kalman filter. *IEEE Transactions on Automatic Control*, 44, 1905–1909. doi:10.1109/9.793734.

Andrawis, R. R., Atiya, A. F., & El-Shishiny, H. (2011). Combination of long term and short term
| Dataset | LDS | LDS_{MR} | LDS_{WMR} | DLM | DLM_{MR} | DLM_{WMR} | SARIMA | Prophet |
|---------|-----|----------|-----------|-----|----------|-----------|--------|---------|
| DO      | 1.96| 3.61     | 5.12      | 31.83| 64.38    | 97.17     | 556.43 | 15.22   |
| pH      | 1.85| 3.47     | 5.18      | 32.1 | 64.38    | 97.22     | 87.85  | 17.73   |
| Temperature | 2.16| 3.95     | 5.61      | 31.6 | 64.53    | 96.46     | 190.23 | 17.51   |

Table 5: Average processing time in seconds over ten 960-step-ahead forecasts for the set of models and datasets. Mean reversion is denoted by MR. Weighted mean reversion is denoted by WMR.
Durbin, J., & Koopman, S. (2012). *Time Series Analysis by State Space Methods* volume 38 of Oxford Statistical Science Series. (2nd ed.). Oxford University Press.

Evensen, G. (1994). Sequential data assimilation with a nonlinear quasi-geostrophic model using monte carlo methods to forecast error statistics. *Journal of Geophysical Research: Oceans*, 99, 10143–10162. URL: [https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/94JC00572](https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/94JC00572).

Ginot, V., & Hervé, J.-C. (1994). Estimating the parameters of dissolved oxygen dynamics in shallow ponds. *Ecological Modelling*, 73, 169 – 187. URL: [http://www.sciencedirect.com/science/article/pii/0304380094900612](http://www.sciencedirect.com/science/article/pii/0304380094900612).

Gooijer, J. G. D., & Hyndman, R. J. (2006). Twenty-five years of time series forecasting. *International Journal of Forecasting*, 22, 443 – 473. URL: [http://www.sciencedirect.com/science/article/pii/S0169207006000021](http://www.sciencedirect.com/science/article/pii/S0169207006000021).

Grewal, M., & Andrews, A. (2015). *Kalman Filtering: Theory and Practice with MATLAB*. John Wiley & Sons, Inc. doi: [10.1002/9781118884987](https://doi.org/10.1002/9781118884987).

Harvey, A. C. (1990). *Forecasting, Structural Time Series Models and the Kalman Filter*. Cambridge University Press. doi: [10.1017/CBO9781107054994](https://doi.org/10.1017/CBO9781107054994).

He, J., Chu, A., Ryan, M. C., Valeo, C., & Zaitlin, B. (2011). Abiotic influences on dissolved oxygen in a riverine environment. *Ecological Engineering*, 37, 1804 – 1814. URL: [http://www.sciencedirect.com/science/article/pii/S0925857411002096](http://www.sciencedirect.com/science/article/pii/S0925857411002096).
Winters, P. R. (1960). Forecasting sales by exponentially weighted moving averages. *Management Science*, 6, 324–342. URL: [https://doi.org/10.1287/mnsc.6.3.324](https://doi.org/10.1287/mnsc.6.3.324). arXiv: [https://doi.org/10.1287/mnsc.6.3.324](https://doi.org/10.1287/mnsc.6.3.324).

Xu, L., Liu, S., & Li, D. (2017). Prediction of water temperature in prawn cultures based on a mechanism model optimized by an improved artificial bee colony. *Computers and Electronics in Agriculture*, 140, 397 – 408. URL: [http://www.sciencedirect.com/science/article/pii/S0168169916305191](http://www.sciencedirect.com/science/article/pii/S0168169916305191). doi:[https://doi.org/10.1016/j.compag.2017.05.034](https://doi.org/10.1016/j.compag.2017.05.034).

Xu, Z., & Xu, Y. J. (2016). A deterministic model for predicting hourly dissolved oxygen change: Development and application to a shallow eutrophic lake. *Water*, 8. URL: [http://www.mdpi.com/2073-4441/8/2/41](http://www.mdpi.com/2073-4441/8/2/41). doi: [10.3390/w8020041](https://doi.org/10.3390/w8020041).

Zarchan, P., & Musoff, H. (2000). *Fundamentals of Kalman Filtering: A Practical Approach*. Number v. 190, pt. 1 in Fundamentals of Kalman Filtering: A Practical Approach. American Institute of Aeronautics and Astronautics, Incorporated.

Zhang, G., Patuwo, B. E., & Hu, M. Y. (1998). Forecasting with artificial neural networks: The state of the art. *International Journal of Forecasting*, 14, 35 – 62. URL: [http://www.sciencedirect.com/science/article/pii/S0169207097000447](http://www.sciencedirect.com/science/article/pii/S0169207097000447). doi:[https://doi.org/10.1016/S0169-2070(97)00044-7](https://doi.org/10.1016/S0169-2070(97)00044-7).

Zhang, G., & Qi, M. (2005). Neural network forecasting for seasonal and trend time series. *European Journal of Operational Research*, 160, 501 – 514. URL: [http://www.sciencedirect.com/science/article/pii/S0377221703005484](http://www.sciencedirect.com/science/article/pii/S0377221703005484). doi:[https://doi.org/10.1016/j.ejor.2003.08.037](https://doi.org/10.1016/j.ejor.2003.08.037). Decision Support Systems in the Internet Age.

Zhang, Y., Fitch, P., Vilas, M. P., & Thorburn, P. J. (2019). Applying multi-layer artificial neural network and mutual information to the prediction of trends in dissolved oxygen. *Frontiers in Environmental Science*, 7, 46. URL: [https://www.frontiersin.org/article/10.3389/fenvs.2019.00046](https://www.frontiersin.org/article/10.3389/fenvs.2019.00046). doi: [10.3389/fenvs.2019.00046](https://doi.org/10.3389/fenvs.2019.00046).