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Abstract—Decentralized optimization problems consist of multiple agents connected by a network. The agents have each local cost function, and the goal is to minimize the sum of the functions cooperatively. It requires the agents communicate with each other, and reducing the cost for communication is desired for a communication-limited environment. In this work, we propose a gradient-push algorithm involving event-triggered communication on directed network. Each agent sends its state information to its neighbors only when the difference between the latest sent state and the current state is larger than a threshold. The convergence of the algorithm is established under a decay and a summability condition on a stepsize and a triggering threshold. Numerical experiments are presented to support the effectiveness and the convergence results of the algorithm.
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I. INTRODUCTION

In recent years, distributed optimization techniques over a multi-agent network have attracted considerable attention since they play an essential role in engineering problems in distributed control [1], [2], signal processing [3], [4] and the machine learning problems [5]–[7]. In distributed optimization, many agents have their own local cost and try to find a minimizer of the sum of those local cost functions in a collaborative way that each agent only uses the information from its neighboring agents where the neighborhood structure is depicted as a graph, often undirected or directed.

There has been a significant interest in consensus-based distributed gradient method. One fundamental work is [9] which developed the distributed gradient descent on undirected graph. This algorithm consists of local gradient step and consensus step based on communication between neighboring agents. The convergence property of the algorithm has been studied in the works [8]–[11]. There are also various distributed algorithms containing the distributed dual averaging method [12], consensus-based dual decomposition [13], [14], and the alternating direction method of multipliers (ADMM) based algorithms [15], [16]. These algorithms work with doubly-stochastic matrix associated with the undirected graph.

The gradient-push algorithm was introduced in [17] to solve the distributed optimization for directed graph which utilizes push-sum algorithms [18], [19]. The communication of this algorithm is represented by column stochastic matrix, which requires each agent to know its out-degree at each time, without having the information of the number of agents. This algorithm has influenced a significant impact of later works. The work [20] studied the algorithm with gradient having a noise. The time varying distributed optimization was also considered [21] using the gradient-push algorithm. Recently, stochastic gradient-push algorithm was designed for large scale deep learning problem [22]. This work was also extended in [23] further to quantized communication settings. We also refer to [24], [25] where the authors studied the asynchronous version of the gradient-push algorithm.

Regardless of the types of graphs, these distributed algorithms require each agent to communicate with their neighbors at every iteration, which leads to a overhead in restricted environments. Power consumption by communication may become more significant than that by computation of control inputs or optimization algorithms [26]. Recently, the event-triggering approach has appeared as a promising paradigm to reduce the communication load in distributed systems. In the distributed detection problem over sensor network [27], [28], each sensor censors its local data and send the updated data to the fusion center only when the data is informative. For distributed control problems, agents send their coordinate information only when a triggering condition is satisfied [29], [30].

For the distributed optimization problems, recent works [31]–[35] developed distributed optimization algorithms with event-triggered communication to overcome the communication overhead of distributed systems. Lu-Li [32] designed the distributed gradient descent with event-triggered communication for the distributed optimization on the whole space, and it was further studied in Li-Mu [36] to establish a convergence rate. For the distributed optimization on bounded domain, Kajiyama et al [37] designed the projected distributed gradient descent with event-triggered communication. Liu et al [38] extended the work to the case with constant step-size. Cao-Basar [39] studied the online distributed problem using the distributed event-triggered gradient method. In these algorithms, each agent sends its state only when the difference between the current state and the latest sent state is larger than a threshold, therefore reducing possible unnecessary network utilization.

The consensus-based distributed optimization algorithms with event-triggering communication mentioned above have been proposed for the undirected graph. In this work, we are interested in developing a distributed optimization on directed graph involving the even-triggered communication. Precisely we propose the gradient-push algorithm incorpo-
II. Problem, Algorithm, and Main Results

A. Problem statement

We consider the distributed optimization problem, which consists of $m$ agents connected by a network that collaboratively minimize a global cost function given by the sum of local private cost functions. Formally, the problem is described by

$$
\min_{x \in \mathbb{R}^d} f(x) = \sum_{i=1}^{m} f_i(x),
$$

where $f_i : \mathbb{R}^d \rightarrow \mathbb{R}$ is a local convex cost function only known to agent $i \in \mathcal{V} = \{1, 2, \ldots, m\}$. We let $f^*$ be the optimal value of problem (1) and denote by $X^*$ the set of optimal solutions, i.e.,

$$
X^* = \{ x \in \mathbb{R}^d : f(x) = f^* \},
$$

which is assumed to be nonempty. We make the following standard assumption on the local cost functions.

Assumption II.1. For each $i \in \{1, \ldots, m\}$, there exists $D_i > 0$ such that

$$
\| \nabla f_i(x) \| \leq D_i \quad \forall x \in \mathbb{R}^d.
$$

We set $D = \max_{1 \leq i \leq m} D_i$.

The communication pattern among agents in (1) at each time $t \in \mathbb{N} \cup \{0\}$ is characterized by a directed graph $\mathcal{G}(t) = (\mathcal{V}, \mathcal{E}(t))$, where each node in $\mathcal{V}$ represents each agent, and each directed edge $(i, j) \in \mathcal{E}(t)$ means that $i$ can send messages to $j$. In this work, we consider a sequence of graphs $\{\mathcal{G}(t)\}_{t \geq 0}$ satisfying the following assumption.

Assumption II.2. The sequence of graph $\{\mathcal{G}(t)\}_{t \geq 0}$ is uniformly strongly connected, i.e., there exists a value $B \in \mathbb{N}$ such that the graph with edge set $\bigcup_{i=k+1}^{k+B-1} \mathcal{E}(i)$ is strongly connected for any $k \geq 0$.

We define in-neighbors and out-neighbors of node $i$, respectively, as $N_i^{in}(t) = \{ j \in \mathcal{E}(t) \cup \{i\} \}$ and $N_i^{out}(t) = \{ j \in \mathcal{E}(t) \cup \{i\} \}$. Also the out-degree of node $i$ is defined as $d_i^{out}(t) = |N_i^{out}(t)|$. Define the matrix $A(t)$ such that $[A(t)]_{ij} = a_{ij}(t)$, where

$$
a_{ij}(t) = \begin{cases} 1/d_j^{out}(t), & \text{if } j \in N_i^{in}(t), \\ 0, & \text{otherwise}. \end{cases}
$$

The matrix $A(t) \in \mathbb{R}^{m \times m}$ is column stochastic and we recall some useful properties of this matrix from \cite[Corollary 2]{7}.

Lemma II.3 (\cite[Corollary 2]{7}). Suppose that the graph sequence $\{\mathcal{G}(t)\}$ is uniformly strongly connected. Then, the following statements are valid.

1. For each integer $s \geq 0$, there is a stochastic vector $\phi(s)$ such that for all $i, j$ and $t \geq s$

$$
| [A(t : s)]_{ij} - \phi_i(t) | \leq C_0 \lambda^{t-s}
$$

for some values $C_0 \geq 1$ and $\lambda \in (0, 1)$ depending on the graph sequence.

2. The following inequality holds.

$$
Q := \inf_{t=0,1,\ldots} \min_{1 \leq i \leq m} |A(t : 0)1_i| \geq 1/n^{\alpha B}.
$$

Here we denote by $A(t : s)$ the matrix given as

$$
A(t : s) = A(t)A(t - s) \cdots A(s) \quad \text{for all } t \geq s \geq 0.
$$

In addition, we consider the following assumptions on the stepsize and the thresholds for the trigger conditions.

Assumption II.4. The sequence of stepsize $\{\alpha(t + 1)\}_{t \geq 0}$ is monotonically non-increasing and satisfies

$$
\sum_{t=0}^{\infty} \alpha(t + 1) = \infty, \quad \sum_{t=0}^{\infty} \alpha(t + 1)^2 < \infty.
$$

Assumption II.5. The sequence of event-triggering thresholds $\{\tau(t)\}_{t \geq 0}$ is monotonically non-increasing and satisfies

$$
\sum_{t=1}^{\infty} \tau(t) < \infty.
$$

Assumption II.6. The sequence of event-triggering thresholds $\{\zeta(t)\}_{t \geq 0}$ is monotonically non-increasing and satisfies

$$
\sum_{t=1}^{\infty} t^{3/2} \zeta(t) < \infty, \quad \sum_{t=1}^{\infty} \zeta(t) < 1.
$$

Note that $\sum_{t=1}^{\infty} t^{3/2} \zeta(t) < \infty$ implies that there exists a finite $M$ such that $\sum_{t=1}^{\infty} \zeta(t) = M$. If we set a new sequence $\{\zeta(t)_{t \in \mathbb{N}}\}$ by $\zeta(t) = \zeta(t)/(M + 1)$, then it satisfy $\sum_{t=1}^{\infty} \zeta(t) < 1$. Hence if we have a sequence $\{\zeta(t)_{t \in \mathbb{N}}\}$ satisfying $\sum_{t=1}^{\infty} t^{3/2} \zeta(t) < \infty$, then we may divide the sequence by a positive constant to satisfy Assumption II.6.

One example of the sequence that satisfies Assumption II.6 is $\zeta(t) = 1/3t^2$. For $T \geq 0$ we set the following variables

$$
E_\tau(T) = \sum_{t=1}^{T} \tau(t), \quad E_{\tau, 2}(T) = \sum_{t=1}^{T} \tau(t)^2, \quad E_\tau = \sum_{t=1}^{\infty} \tau(t)
$$

(9)
Algorithm 1 Distributed Event-Triggered gradient-push algorithm

Require: Initialize $x_i(0)$ arbitrarily, $y_i(0) = 1$ for all $i \in \{1, \cdots, m\}$. Set $\hat{x}_i(0) = x_i(0)$

for $t = 0, 1, \cdots$, do

1. Compute the new action as

$$\tilde{w}_i(t + 1) = \sum_{j=1}^{m} a_{ij}(t) \hat{x}_j(t),$$

$$y_i(t + 1) = \sum_{j=1}^{m} a_{ij}(t) \hat{y}_j(t),$$

$$\hat{z}_i(t + 1) = \frac{\tilde{w}_i(t + 1)}{y_i(t + 1)},$$

$$x_i(t + 1) = \hat{w}_i(t + 1) - \alpha(t + 1) \nabla f_i(\hat{z}_i(t + 1)).$$

2. if $\|x_i(t + 1) - \hat{x}_i(t)\| \geq \tau(t + 1)$ then

3. Send $x_i(t + 1)$ to neighbors $\mathcal{N}_i$. Set $\hat{x}_i(t + 1) = x_i(t + 1)$

4. else

5. Do not send and set $\hat{x}_i(t + 1) = \hat{x}_i(t)$

6. end if

7. if $|y_i(t + 1) - \hat{y}_i(t)| \geq \zeta(t + 1)$ then

8. Send $y_i(t + 1)$ to neighbors $\mathcal{N}_i$. Set $\hat{y}_i(t + 1) = y_i(t + 1)$

9. else

10. Do not send and set $\hat{y}_i(t + 1) = \hat{y}_i(t)$

11. end if

12. end for

and

$$F_\zeta(T) = \sum_{t=1}^{T} \zeta(t), \quad F_\zeta = \sum_{t=1}^{\infty} \zeta(t), \quad F_{\zeta/2} = \sum_{t=1}^{\infty} t^{3/2} \zeta(t).$$

These variables will appear in the statements and proofs of the convergence result for Algorithm 1. Before finishing this subsection, we define the following constant

$$\delta := \min_{1 \leq i \leq n} \inf_{t \in \mathbb{N}} y_i(t).$$

whose positivity is proved in Lemma [III.2] under the Assumption [III.6]

B. Main results

Our first result establishes the convergence of $\hat{z}_i(t)$ to the optimal solutions for an arbitrary stepsize $\alpha(t)$ satisfying Assumption [II.4] and event-triggering thresholds $\tau(t)$ and $\zeta(t)$ satisfying Assumption [II.5] and [II.6]

Theorem II.7. Suppose that Assumptions [II.4] – [II.6] hold. Then the sequence $\{\hat{z}_i(t)\}_{t \in \mathbb{N}}$ for $1 \leq i \leq n$ of the Algorithm [I] satisfies the following property:

$$\lim_{t \to \infty} \hat{z}_i(t) = x^*$$

for all $i$ and for some $x^* \in X^*$. Hence, we can directly show that $y(t)$ converges to $\phi(t)$ and has a uniform lower bound using Lemma [II.3].

III. Properties of the sequence $\{y_i(t)\}_{t \in \mathbb{N}}$ and Disagreement in Agent Estimates

A. Properties of the sequence $\{y_i(t)\}_{t \in \mathbb{N}}$

A convergence property of $\{y_i(t)\}_{t \in \mathbb{N}}$ and their positive uniform lower bound are key points in proving our main results. Let us first look at the case without event-triggering ($\zeta(t) = 0$), which means all in-neighbors of agent $i$ share the $y_i(t)$ with this agent for every time step. In this case, since $y(t) = \hat{y}(t)$ for all $t \in \mathbb{N}$, it holds that

$$y(t) = \alpha(t - 1 : 0) \lambda_m$$

by (6) in Algorithm [I] and has a uniform lower bound $Q$ using Lemma [II.3]. In the event-triggered case, $y(t)$ can be written as

$$y(t) = \alpha(t - 1 : 0) \lambda_m + \sum_{s=1}^{t-1} \alpha(t - 1 : s) \theta(s),$$

where $\theta(t)$ is the event triggering condition. Then we may obtain an explicit convergence rate as in the following result. Before stating the result, we give some notations which are used throughout the paper. We define the constants $m_\varsigma$ and $B_\varsigma$ by

$$m_\varsigma = \frac{T_m^T y(0) + \infty}{\sum_{s=1}^{\infty} \int_{s=1}^{T_m^T y(s) + \infty}}$$

and

$$B_\varsigma = \frac{m_\varsigma}{m}.$$
where $\theta(s) = \hat{y}(s) - y(s)$. Therefore the convergence and uniform lower boundedness property may not hold due to the additional term $\sum_{s=1}^{t-1} A(t-1:s)\theta(s)$.

The following lemmas shows that $y(t)$ has a positive uniform lower bound $\delta$ and converges to $m\phi(t)$ instead of $\phi(t)$ under Assumption II.6.

**Lemma III.1.** Suppose that Assumption II.6 holds. Then we have

$$m \geq (1 - F(t))$$

and the following estimate holds:

$$\|y(t + 1) - m\phi(t)\| \leq \beta(t) \quad \forall t \in \mathbb{N},$$

where

$$\beta(t) = m\left(F(t) - F(t)\right) + C_0 \lambda + C_0 \lambda^{1/2} F(t) + \frac{\zeta([t/2] + 1)}{1 - \lambda}.$$ 

In addition, we have

$$\lim_{t \to \infty} t^{3/2} \beta(t) = 0.$$ 

**Proof.** Observe that $|\theta_j(s)| = |\hat{y}_j(s) - y_j(s)| \leq \zeta(s)$ for $s \geq 1$ by the event-triggering condition, and so

$$\sum_{s=1}^{\infty} \frac{1}{t_m} \theta(s) \leq m \sum_{s=1}^{\infty} \zeta(s) = mF(t).$$

Using this in (12), we get

$$m = m + \sum_{s=1}^{\infty} \frac{1}{t_m} \theta(s) \geq (1 - F(t)),$$

which proves (16).

Next we prove (17). For each $s \geq 0$, by definition we have

$$(s + 1) = A(s)\hat{y}(s) = A(s)(y(s) + \theta(s)),$$

where we have set $\theta(0) = 0$. Using this iteratively gives the following formula

$$y(t + 1)$$

$$= A(t) y(0) + \sum_{s=1}^{t} A(t:s) \theta(s)$$

$$= \phi(t) \left[\frac{1}{t_m} y(0) + \sum_{s=1}^{t} \frac{1}{t_m} \theta(s)\right]$$

$$+ (A(t) - \theta(t) \frac{1}{t_m}) y(0) + \sum_{s=1}^{t} \left[ (A(t) - \theta(t) \frac{1}{t_m}) \theta(s)\right].$$

Since $|\theta_j(s)| \leq \zeta(s)$, we find

$$\sum_{s=t+1}^{\infty} \theta_j(s) \leq \sum_{s=t+1}^{\infty} \zeta(s) = F(t) - F(t).$$

Using the above inequality, we obtain

$$\left| m\phi(t) - \frac{1}{t_m} y(0) - \sum_{s=0}^{t} \frac{1}{t_m} \theta(s) \right| = \sum_{s=t+1}^{\infty} \frac{1}{t_m} \theta(s) \leq \left(F(t) - F(t)\right) m.$$

Hence we have

$$\|y(t + 1) - m\phi(t)\| \leq \beta(t) \quad \forall t \in \mathbb{N},$$

where

$$\beta(t) = m\left(F(t) - F(t)\right) + C_0 \lambda + C_0 \lambda^{1/2} F(t) + \frac{\zeta([t/2] + 1)}{1 - \lambda}.$$ 

Now we estimate the second and third terms in the right hand side of (19). Using (3) we have

$$\|A(t) - \phi(t) \frac{1}{t_m} \theta(s)\| \leq mC_0 \lambda t$$

and

$$\sum_{s=1}^{t} \left[ (A(t) - \phi(t) \frac{1}{t_m}) \theta(s)\right].$$

Putting the estimates (20) and (21) in (19), we get

$$\|y(t + 1) - m\phi(t)\| \leq mC_0 \lambda t$$

and

$$\sum_{s=1}^{t} \left[ (A(t) - \phi(t) \frac{1}{t_m}) \theta(s)\right].$$

Hence

$$\|y(t + 1) - m\phi(t)\| \leq m\left(F(t) - F(t)\right) + C_0 \lambda + C_0 \lambda^{1/2} F(t) + \frac{\zeta([t/2] + 1)}{1 - \lambda}.$$ 

This proves the second assertion of the lemma. Now we shall show that $\lim_{t \to \infty} t^{3/2} \beta(t) = 0$. Since $\lambda \in (0, 1)$, it suffices to show that

$$\lim_{t \to \infty} t^{3/2} (F(t) - F(t) + \zeta([t/2])) = 0.$$ 

This fact follows directly from the fact that $\sum_{t=0}^{\infty} t^{3/2} \zeta(t) < \infty$ and the following inequality

$$t^{3/2} (F(t) - F(t)) = t^{3/2} \sum_{s=t+1}^{\infty} \zeta(s) \leq \sum_{s=t+1}^{\infty} s^{3/2} \zeta(s).$$

The proof is done.

**Lemma III.2.** Suppose that Assumption II.6 holds. Then the value $\delta \in \mathbb{R}$ defined in (11) is positive.

**Proof.** Note that from (3) and (4), we have

$$m\phi(t) = \sum_{j=1}^{m} [A(t) - \phi(t)]_{ij} + \sum_{j=1}^{m} \left( \phi_i(t) - [A(t) - \phi(t)]_{ij} \right) + \sum_{j=1}^{m} \left( \phi_i(t) - [A(t) - \phi(t)]_{ij} \right)$$

$$\geq Q - mC_0 \lambda t$$

Using the above inequality and Lemma III.1 we deduce for each $1 \leq i \leq m$ the following estimate

$$y_i(t + 1) \geq m\phi_i(t) - \beta(t)$$

$$\geq (m/m)Q - mC_0 \lambda t - \beta(t).$$
Since $\beta(t)$ converges to zero as $t$ goes to infinity and $\lambda \in (0, 1)$, there exists a time $T \in \mathbb{N}$ and a constant $\delta > 0$ such that for any $t \geq T$,
\begin{equation}
y_i(t + 1) \geq \delta.
\end{equation}
Note that by Assumption II.2, each matrix $A(t)$ has no zero row. This fact, together with the definition of $\hat{y}$ and (6), for any $t \in \mathbb{N}$ we have
\begin{equation}
\min_{1 \leq i \leq m} y_i(t) > 0.
\end{equation}
Therefore, combining (22) with (23), we conclude that $\delta$ defined in (11) satisfies
\begin{equation}
\delta \geq \min_{1 \leq i \leq m} \{y_i(0), y_i(1), \ldots, y_i(T), \delta\} > 0.
\end{equation}
The proof is done.

B. Disagreement in Agent Estimates

In this subsection, we derive a bound of the disagreement in agent estimates $\{\hat{z}_i(t)\}^m_{i=1}$ that will be used in the proofs of the main theorems. In the case without event-triggering ($\tau(t) = \zeta(t) = 0$), the paper [17] proved that $\|\hat{z}_i(t + 1) - \bar{x}(t)\|$ converges to zero for the stepsize satisfying Assumption II.4 as $t$ goes to infinity. For the event-triggered case, the following proposition shows that the values $\{\hat{z}_i(t)\}^m_{i=1}$ approach $B_\zeta \bar{x}(t)$ instead of $\bar{x}(t)$ as $t$ goes to infinity due to the effect of the threshold $\zeta(t)$ for the triggering condition of $\{y_i(t)\}^m_{i=1}$.

Proposition III.3. For any $t \geq 1$ we have
\begin{equation}
\|\hat{z}_i(t + 1) - B_\zeta \bar{x}(t)\|
\leq \frac{1}{\delta} \left( (C_0\lambda + K(t)) \|x(0)\| + \frac{1}{\delta} \sum_{s=0}^{t-1} \left[ C_0\lambda^{t-s-1} + K(t) \right] \left( \alpha(s + 1)D + \tau(s) \right) 
+ \frac{1}{\delta} \left( d_i(t)\tau(t) \right) \right),
\end{equation}
where $K(t) = \beta(t)/m_\zeta$ and for $t = 0$ we have
\begin{equation}
\|\hat{z}_i(1) - \bar{x}(0)\| \leq \frac{2C_0}{\delta} \|x(0)\|,
\end{equation}
where the constant $\delta > 0$ satisfies $y_i(t) > \delta$ for all $t > 0$.

To prove Proposition III.3 we consider a variable $w_i(t + 1) \in \mathbb{R}^d$ which is a companion to the variable $\hat{w}_i(t + 1) \in \mathbb{R}^n$ defined as
\begin{equation}
w_i(t + 1) = \sum_{j=1}^{m} a_{ij}(t)x_j(t),
\end{equation}
and their difference
\begin{equation}
e_i(t + 1) = \hat{w}_i(t + 1) - w_i(t + 1).
\end{equation}
Then we may rewrite the gradient step (8) as
\begin{equation}
x_i(t + 1) = w_i(t + 1) - \alpha(t + 1)\nabla f_i(\hat{z}_i(t + 1)) + e_i(t + 1).
\end{equation}
Summing up (26) for $1 \leq i \leq m$ and using that $A(t)$ is column-stochastic, we have
\begin{equation}
\bar{x}(t+1) = \bar{x}(t) - \frac{\alpha(t + 1)}{m} \sum_{i=1}^{m} \nabla f_i(\hat{z}_i(t + 1)) + \frac{1}{m} \sum_{i=1}^{m} e_i(t + 1).
\end{equation}
Now we find a bound of $e_i(t + 1)$ which is the difference between $w_i(t + 1)$ and $\hat{w}_i(t + 1)$ associated to the event-triggering $\tau(t)$.

Lemma III.4. The quantity $e_i(t + 1)$ defined in (25) satisfies
\begin{equation}
\|e_i(t + 1)\| \leq d_i(t)\tau(t),
\end{equation}
where $d_i(t) = \sum_{j=1}^{m} a_{ij}(t)$. In addition, we have
\begin{equation}
\sum_{i=1}^{m} \|e_i(t + 1)\| \leq m\tau(t).
\end{equation}

Proof. By using the triggering condition, we have
\begin{equation}
\|e_i(t + 1)\| \leq \|\hat{w}_i(t + 1) - w_i(t + 1)\|
\leq \left| \sum_{j=1}^{m} a_{ij}(t)(\hat{x}_j(t) - x_j(t)) \right|
\leq \sum_{j=1}^{m} a_{ij}(t)\|\hat{x}_j(t) - x_j(t)\| \leq d_i(t)\tau(t),
\end{equation}
which proves (28). Summing this over $1 \leq i \leq m$ and using that $A(t)$ is column stochastic, we find
\begin{equation}
\sum_{i=1}^{m} \|e_i(t + 1)\| \leq \sum_{i=1}^{m} \sum_{j=1}^{m} (a_{ij}(t)\tau(t))
= \sum_{j=1}^{m} \left( \sum_{i=1}^{m} a_{ij}(t) \right)\tau(t) = m\tau(t).
\end{equation}
The proof is finished.

Now we are ready to prove Proposition III.3.

Proof of Proposition III.3. We regard $x_k(t)$ as a row vector in $\mathbb{R}^{1 \times d}$ and define the variables $x(t) \in \mathbb{R}^{m \times d}$, $\nabla f(\hat{z}(t)) \in \mathbb{R}^{m \times d}$, and $e(t) \in \mathbb{R}^{m \times d}$ as
\begin{equation}
x(t) = \begin{pmatrix} x_1(t) \\ \vdots \\ x_m(t) \end{pmatrix}, \quad \nabla f(\hat{z}(t)) = \begin{pmatrix} \nabla f_1(\hat{z}_1(t)) \\ \vdots \\ \nabla f_m(\hat{z}_m(t)) \end{pmatrix}, \quad e(t) = \begin{pmatrix} e_1(t) \\ \vdots \\ e_m(t) \end{pmatrix}.
\end{equation}
Note that by (25) and (7), we have
\begin{equation}
\hat{z}_i(t + 1) = \frac{w_i(t + 1) + e_i(t + 1)}{y_i(t + 1)}.
\end{equation}
Also we see from definition (13) that
\begin{equation}
B_\zeta \bar{x}(t) = \frac{\sum_{i=1}^{m} \hat{x}_i(t)}{m_\zeta} = \frac{1}{m_\zeta} x(t).
\end{equation}
Using these formulas and (24) we have
\begin{equation}
\hat{z}_i(t + 1) - B_\zeta \bar{x}(t)
= \frac{w_i(t + 1) + e_i(t + 1)}{y_i(t + 1)} - \frac{1}{m_\zeta} x(t)
= \frac{1}{y_i(t + 1)} \left( [A(t)x(t)]_i - y_i(t + 1) \frac{1}{m_\zeta} x(t) \right) + \frac{e_i(t + 1)}{y_i(t + 1)}.
\end{equation}
To estimate the first term on the right hand side of the last equality, we rewrite (26) as
\[
x(t+1) = A(t)x(t) - \alpha(t+1)\nabla f(\hat{z}(t+1)) + e(t+1).
\]
Using this formula recursively, for \(t \geq 1\) we have
\[
A(t)x(t) = A(t:0)x(0) - \sum_{s=0}^{t-1} A(t: s + 1)e(s),
\]
where we have let
\[
e(s) = \alpha(s+1)\nabla f(\hat{z}(s+1)) - e(s+1).
\]
Using Assumption [I.1] and (29) we have the following bound
\[
\|e(s)\| \leq m\left(\alpha(s+1)D + \tau(s)\right).
\]
Since \(A(t)\) is column stochastic we have \(1^\top_mA(t) = 1^\top_m\), and combine this with (31) to have
\[
1^\top_mx(t) = 1^\top_mx(0) - \sum_{s=0}^{t-1} 1^\top_me(s).
\]
Combining (31) and (33) yields
\[
A(t)x(t) = \phi(t)1^\top_mx(t) + \left(\sum_{s=0}^{t-1} A(t: s + 1)1^\top_me(s), \right)
\]
where \(\phi(t)\) is the stochastic vector satisfying (3). By Lemma [III.1] for \(y(t) := (y(t_1), \cdots, y(t_m))^\top \in \mathbb{R}^{m \times 1}\) we have
\[
y(t+1) = m_\zeta \phi(t) + r(t),
\]
where \(r(t)\) satisfies \(\|r(t)\|_\infty \leq \beta(t)\). Combining this with (34), we obtain
\[
\frac{[A(t)x(t)]_i - y_i(t+1)1^\top_me(t)}{m_\zeta} = \frac{\phi(t)1^\top_mx(t) + \left(\sum_{s=0}^{t-1} A(t: s + 1)1^\top_me(s)\right)_i}{m_\zeta} - \sum_{s=0}^{t-1} \frac{A(t: s + 1)1^\top_me(s)}{m_\zeta} - \frac{m_\zeta \phi(t) + r(t)1^\top_mx(t)}{m_\zeta} = \left(\sum_{s=0}^{t-1} A(t: s + 1)1^\top_me(s)\right)_i - \frac{r(t)1^\top_mx(t)}{m_\zeta}.
\]
By applying (3), here, we deduce
\[
\left\|\frac{[A(t)x(t)]_i - y_i(t+1)1^\top_me(t)}{m_\zeta}\right\| \leq C_0\lambda^t\|x(0)\|_1 + \sum_{s=0}^{t-1} C_0\lambda^{t-s-1}\|e(s)\|_1 + K(t)\|1^\top_mx(t)\|,
\]
where \(K(t) = \beta(t)/m_\zeta\). From (35) we find the following estimate
\[
\|1^\top_mx(t)\| \leq \|x(0)\|_1 + \sum_{s=0}^{t-1} \|e(s)\|_1.
\]
Combining this with (35) and using (32), we obtain
\[
\left\|\frac{[A(t)x(t)]_i - y_i(t+1)1^\top_me(t)}{m_\zeta}\right\| \leq C_0\lambda^t\|x(0)\|_1 + \sum_{s=0}^{t-1} C_0\lambda^{t-s-1}\|e(s)\|_1 + K(t)\|x(0)\|_1 + \sum_{s=0}^{t-1} \|e(s)\|_1
\]
\[
\leq C_0\lambda^t + K(t)\|x(0)\|_1 + m\sum_{s=0}^{t-1} C_0\lambda^{t-s-1} + K(t)\left(\alpha(s+1)D + \tau(s)\right).
\]
By applying Lemma [III.2] (28) and the above inequality to the norm of (30), we obtain
\[
\|\hat{z}_i(t+1) - B_\zeta\hat{x}(t)\| \leq \frac{1}{\delta} \left(\left(C_0\lambda^t + K(t)\|x(0)\|_1 + m\sum_{s=0}^{t-1} C_0\lambda^{t-s-1} + K(t)\left(\alpha(s+1)D + \tau(s)\right)\right) + \frac{1}{\delta} \left(\bar{d}_i(t)\tau(t)\right)\right).
\]
It remains to estimate the case \(t = 0\). By the algorithm, we have
\[
\hat{z}_i(1) - \hat{x}(0) = \frac{\hat{y}_i(1)}{y(1)} - \hat{x}(0) = \frac{\sum_{j=1}^m a_{ij}(0)x_j(0)}{\sum_{j=1}^m a_{ij}(0)} - \hat{x}(0).
\]
Using this we find
\[
\|\hat{z}_i(1) - \hat{x}(0)\| \leq \frac{1}{\delta} \|x(0)\|_1 + \frac{m}{\delta} \|x(0)\|_1 \leq 2\|x(0)\|_1 \leq \frac{2C_0}{\delta} \|x(0)\|_1.
\]
The proof is finished. \(\square\)

By utilizing Proposition [III.3] we analyze the relation between \(\hat{z}_i(t)\) and \(B_\zeta\hat{x}(t)\) under the assumptions on \(\{\alpha(t)\}_{t \in \mathbb{N}}\), \(\{\tau(t)\}_{t \in \mathbb{N}}\) and \(\{\zeta(t)\}_{t \in \mathbb{N}}\) of the main theorems. To do this, we first recall a useful lemma from [8].

**Lemma III.5** ([8], Lemma 3.1). If \(\lim_{k \to \infty} \gamma_k = \gamma\) and \(0 < \beta < 1\), then
\[
\lim_{k \to \infty} \sum_{l=0}^k \beta^k \gamma_k = \frac{\gamma}{1 - \beta}.
\]

**Corollary III.6.** Suppose that the triggering function \(\tau\) satisfies Assumption [II.3]. Also, assume that the stepsize \(\alpha(t)\) satisfies Assumption [II.4] or \(\alpha(t) = 1/\sqrt{t}\). Then we have
\[
\lim_{t \to \infty} \|\hat{z}_i(t+1) - B_\zeta\hat{x}(t)\| = 0 \text{ for all } i.
\]
Proof. We recall from Proposition II.3 the following inequality
\[
\|\hat{z}_i(t+1) - B\zeta \bar{x}(t)\| \\
\leq \frac{1}{\delta} \left( (C_0 \lambda^t + K(t)) \|x(0)\|_1 + m \sum_{s=0}^{t-1} [C_0 \lambda^{t-s-1} + K(t)] (\alpha(s+1)D + \tau(s)) \right) \\
+ \frac{1}{\delta} \sum_{t=0}^{T} \alpha(t+1) \frac{d_i(t) \tau(t)}{\delta}.
\]
(37)

We notice that \(\lim_{t \to \infty} t^{3/2} K(t) = 0\) by Lemma III.1. From this and the boundedness of \(\alpha(s)\) and \(\tau(s)\), it easily follows that
\[
\lim_{t \to \infty} \frac{1}{\delta} K(t) \|x(0)\|_1 + m \sum_{s=0}^{t-1} K(t) (\alpha(s+1)D + \tau(s)) = 0.
\]
In addition, by Assumptions II.4 II.5 and II.6 we know that
\[
\lim_{t \to \infty} \alpha(s+1) = 0, \lim_{t \to \infty} \tau(s) = 0 \text{ and } \lim_{t \to \infty} \zeta = 0.
\]
Using this fact with Lemma III.5 in the right hand side of (37), we deduce
\[
\lim_{t \to \infty} \|\hat{z}_i(t+1) - B\zeta \bar{x}(t)\| = 0,
\]
which completes the proof. \(\square\)

Corollary III.7. If Assumptions 2.4 holds, and the stepsize is chosen as \(\alpha(t) = \frac{1}{\sqrt{t}}\), then we have
\[
\sum_{t=0}^{T} \alpha(t+1) \|\hat{z}_i(t+1) - B\zeta \bar{x}(t)\| \\
\leq \frac{C_0}{\delta(1-\lambda)} \|x(0)\|_1 + \frac{4mC_0 E_{\tau}(T)}{\delta(1-\lambda)} + \frac{C_0 m D}{\delta(1-\lambda)} (1 + \ln(T)) \\
+ \frac{1}{\delta} \sum_{t=0}^{T} K(t) \alpha(t+1) \left[ \|x(0)\|_1 + \sum_{s=0}^{t-1} (\alpha(s+1)D + \tau(s)) \right].
\]
Proof. By Proposition III.3 we have
\[
\delta \sum_{t=0}^{T} \alpha(t+1) \|\hat{z}_i(t+1) - B\zeta \bar{x}(t)\| \\
\leq \|x(0)\|_1 \sum_{t=0}^{T} (C_0 \lambda^t + K(t)) \alpha(t+1) \\
+ m \sum_{s=0}^{t-1} \alpha(t+1) (C_0 \lambda^{t-s-1} + K(t)) (\alpha(s+1)D + \tau(s)) \\
+ \sum_{t=0}^{T} \alpha(t+1) (d_i(t) \tau(t)).
\]
(38)
The terms involving \(K(t)\) are fit to the inequality of the lemma. Let us estimate each summation not involving \(K(t)\) in the right hand side. Using that \(\alpha(t) \leq 1\), the first term is bounded with
\[
\sum_{t=0}^{T} \alpha(t+1) \lambda^t \leq \sum_{t=0}^{T} \lambda^t \leq \frac{1}{1-\lambda}.
\]
(39)
The fourth term is bounded using
\[
\sum_{t=0}^{T} \alpha(t+1) \frac{d_i(t) \tau(t)}{\delta} \leq \frac{m}{\delta} \sum_{t=0}^{T} \tau(t) = \frac{m E_{\tau}(T)}{\delta}.
\]
(40)
We estimate the second term using
\[
\sum_{t=0}^{T} \alpha(t+1) \sum_{s=0}^{t-1} \lambda^{t-s-1} \alpha(s+1) = \sum_{t=1}^{T+1} \frac{1}{\sqrt{t}} \sum_{s=1}^{t} \lambda^{t-s} \frac{1}{\sqrt{s}} \\
\leq \sum_{t=1}^{T+1} \frac{T+1}{s} \lambda^{t-s} \frac{1}{s} \\
\leq \lambda^{t-1/2} E_{\tau}(T) + \frac{\tau([t/2])}{1-\lambda}.
\]
(41)
In order to estimate the third term, we estimate
\[
\sum_{s=0}^{(t-1)/2} \lambda^{t-s-1} \tau(s) = \sum_{s=0}^{t-1} \lambda^{t-s-1} \tau(s) \\
\leq \lambda^{(t-1)/2} \sum_{s=0}^{(t-1)/2} \tau(s) + \tau([t/2]) \\
\leq \frac{\tau([t/2])}{1-\lambda}.
\]
where \([a]\) denotes the largest integer not larger than \(a \in \mathbb{R}\). Using this we derive
\[
\sum_{t=1}^{T} \alpha(t+1) \left[ \sum_{s=0}^{t-1} \lambda^{t-s-1} \tau(s) \right] \\
\leq E_{\tau}(T) \sum_{t=1}^{T} \frac{\lambda^{(t-1)/2}}{\sqrt{t+1}} + \frac{1}{1-\lambda} \sum_{t=1}^{T} \frac{\tau([t/2])}{\sqrt{t+1}} \\
\leq E_{\tau}(T) + \frac{E_{\tau}(T)}{1-\lambda} < 3E_{\tau}(T).
\]
(42)
Putting the above estimates (39), (42) in (38), we obtain
\[
\sum_{t=0}^{T} \alpha(t+1) \|\hat{z}_i(t+1) - B\zeta \bar{x}(t)\| \\
\leq \frac{C_0}{\delta(1-\lambda)} \|x(0)\|_1 + \frac{4mC_0 E_{\tau}(T)}{\delta(1-\lambda)} + \frac{C_0 m D}{\delta(1-\lambda)} (1 + \ln(T)) \\
+ \frac{1}{\delta} \sum_{t=0}^{T} K(t) \alpha(t+1) \left[ \|x(0)\|_1 + \sum_{s=0}^{t-1} (\alpha(s+1)D + \tau(s)) \right].
\]
which finishes the proof. \(\square\)

IV. CONVERGENCE ESTIMATES

In this section we prove our main results, namely Theorems II.7 and II.8. In Section 3, we obtained the bound of the disagreement in agent estimates. Especially, Corollary III.6 and III.7 investigate the difference between the state \(\hat{z}_i(t)\) in
the Algorithm [1] and $B_\xi \bar{x}(t)$ in (27). Based upon these results, Theorem II.7 and II.8 can be proved by comparing the cost values computed at the points $B_\xi \bar{x}(t)$ and $x^*$.

**Lemma IV.1.** Suppose Assumption II.7 holds. Then for any $t \geq 0$ and $x \in \mathbb{R}^d$ we have

\[
\sum_{i=1}^{m} \left( f_i(B_\xi \bar{x}(t)) - f_i(x) \right) \leq \frac{m}{2 \alpha(t+1)} \|B_\xi \bar{x}(t) - x\|^2 - \|B_\xi \bar{x}(t+1) - x\|^2 + \frac{B_\xi m}{2 \alpha(t+1)} (2\alpha(t+1)^2 D^2 + 2\tau(t)^2) + \sum_{i=1}^{m} \|B_\xi \bar{x}(t) - x\| \tau(t) + 2D \sum_{i=1}^{m} \|\hat{z}_i(t+1) - B_\xi \bar{x}(t)\|.
\]

**Proof.** By convexity, we have

\[
\begin{align*}
& f_i(\hat{z}_i(t+1)) \\
& \leq f_i(x) + (\hat{z}_i(t+1) - x) \nabla f_i(\hat{z}_i(t+1)) \\
& = f_i(x) + (B_\xi \bar{x}(t) - x) \nabla f_i(\hat{z}_i(t+1)) \\
& + (\hat{z}_i(t+1) - B_\xi \bar{x}(t)) \nabla f_i(\hat{z}_i(t+1)) \\
& = f_i(x) + \frac{1}{\alpha(t+1)} (B_\xi \bar{x}(t) - x) (w_i(t+1) - x_i(t+1)) + \sum_{i=1}^{m} \|\hat{z}_i(t+1) - B_\xi \bar{x}(t)\| \nabla f_i(\hat{z}_i(t+1)),
\end{align*}
\]

where (24) is used in the last equality. Summing up the above inequality from $i = 1$ to $i = m$, we find that

\[
\sum_{i=1}^{m} f_i(\hat{z}_i(t+1)) - f_i(x) \leq \frac{m}{\alpha(t+1)} \sum_{i=1}^{m} \sum_{j=1}^{t} (B_\xi \bar{x}(t) - x)(\bar{x}(t) - \bar{x}(t+1)) + \frac{1}{\alpha(t+1)} \sum_{i=1}^{m} \sum_{j=1}^{t} (\hat{z}_i(t+1) - B_\xi \bar{x}(t)) \nabla f_i(\hat{z}_i(t+1)).
\]

Now we estimate each term in the right hand side. First using the equality $\langle a, b \rangle = \frac{1}{2}(\|a\|^2 + \|b\|^2 - \|a - b\|^2)$ for $a, b \in \mathbb{R}^d$, we have

\[
I = \frac{m}{2 \alpha(t+1)} \sum_{i=1}^{m} \sum_{j=1}^{t} \|B_\xi \bar{x}(t) - x\|^2 - \|B_\xi \bar{x}(t+1) - x\|^2 + \frac{B_\xi m}{2 \alpha(t+1)} (2\alpha(t+1)^2 D^2 + 2\tau(t)^2).
\]

Using (27) along with (28) and (2), we estimate the right-most term as

\[
\|\bar{x}(t+1) - \bar{x}(t)\|^2 \leq 2 \left\| \frac{\alpha(t+1)}{m} \sum_{i=1}^{m} \nabla f_i(\hat{z}_i(t+1)) \right\|^2 + 2 \left\| \frac{1}{m} \sum_{i=1}^{m} e_i(t+1) \right\|^2 \leq 2\alpha(t+1)^2 D^2 + 2\tau(t)^2.
\]

We apply (28) again to estimate

\[
II \leq \frac{m}{\alpha(t+1)} \|B_\xi \bar{x}(t) - x\| \tau(t),
\]

and use (2) to deduce

\[
III \leq D \sum_{i=1}^{m} \|\hat{z}_i(t+1) - B_\xi \bar{x}(t)\|.
\]

Combining the above estimates on I,II and III, we have

\[
\sum_{i=1}^{m} \left( f_i(B_\xi \bar{x}(t)) - f_i(x) \right) \leq \frac{m}{2 \alpha(t+1)} \|B_\xi \bar{x}(t) - x\|^2 - \|B_\xi \bar{x}(t+1) - x\|^2 + \frac{mB_\xi}{2 \alpha(t+1)} (2\alpha(t+1)^2 D^2 + 2\tau(t)^2) + \sum_{i=1}^{m} \|B_\xi \bar{x}(t) - x\| \tau(t) + D \sum_{i=1}^{m} \|\hat{z}_i(t+1) - B_\xi \bar{x}(t)\|.
\]

Finally we observe that (2) gives us the estimate

\[
\sum_{i=1}^{m} \left( f_i(B_\xi \bar{x}(t)) - f_i(x) \right) \leq D \sum_{i=1}^{m} \|B_\xi \bar{x}(t) - \hat{z}_i(t+1)\|.
\]

Summing up the above two inequalities, we obtain the desired estimate.

\[\square\]

**A. Proof of Theorem II.7**

We recall the following lemma for proving Theorem II.7

**Lemma IV.2.** (17) Lemma 7). Consider a minimization problem $\min_{x \in \mathbb{R}^d} f(x)$, where $f : \mathbb{R}^d \to \mathbb{R}$ is a continuous function. Assume that the solution $X^*$ of the problem is nonempty. Let $\{x(t)\}$ be a sequence such that for all $x \in X^*$ and for all $t \geq 0$,\n
\[
\|x(t+1) - x\|^2 \leq (1+b(t))\|x(t) - x\|^2 - a(t) \|f(x(t)) - f(x)\| + c(t)
\]

where $b(t) \geq 0, a(t) \geq 0$ and $c(t) \geq 0$ for all $t \geq 0$ with \(\sum_{t=0}^{\infty} b(t) < \infty, \sum_{t=0}^{\infty} a(t) = \infty\) and $\sum_{t=0}^{\infty} c(t) < \infty$. Then the sequence $\{x(t)\}$ converges to some solution $x^* \in X^*$.

By manipulating the estimate in Lemma IV.1 we obtain the following estimate which is suitable for applying Lemma IV.2

**Corollary IV.3.** Under the same assumptions in Lemma IV.1 we have

\[
\|B_\xi \bar{x}(t+1) - x\|^2 \leq (1 + \tau(t)) \|B_\xi \bar{x}(t) - x\|^2 - 2\alpha(t+1) B_\xi (f(B_\xi \bar{x}(t)) - f(x)) + c(t) + d(t),
\]

where

\[
c(t) = \left[ 2\alpha(t+1)^2 D^2 + 2\tau(t)^2 + \tau(t) \right] B_\xi,
\]

and

\[
d(t) = \frac{4\alpha(t+1) B_\xi D}{m} \sum_{i=1}^{m} \|\hat{z}_i(t+1) - \bar{x}(t)\|.
\]

**Proof.** We use Young’s inequality to find

\[
\|B_\xi \bar{x}(t) - x\| \tau(t) \leq \frac{\|B_\xi \bar{x}(t) - x\|^2 \tau(t)}{2B_\xi} + \frac{\tau(t)B_\xi}{2}.
\]
Applying this to \((43)\), we get
\[
\sum_{i=1}^{m} (f_i(B \bar{\varepsilon}(t)) - f_i(x)) \tag{44}
\]
\[
\leq \frac{m}{2\alpha(t+1)B \bar{\varepsilon}} \left(1 + \tau(t)\right) \|B \bar{\varepsilon}(t) - x\|^2
\]
\[
- \frac{m}{2\alpha(t+1)B \bar{\varepsilon}} \|B \bar{\varepsilon}(t+1) - x\|^2
\]
\[
+ \frac{mB \bar{\varepsilon}}{2\alpha(t+1)} \left(2\alpha(t+1)^2D^2 + 2\tau(t)^2\right) + \frac{2C_m\tau(t)}{2\alpha(t+1)}
\]
\[
+ 2D \sum_{i=1}^{m} \|\bar{z}_i(t+1) - B \varepsilon(t)\|.
\]
Dividing both sides by \(\frac{m}{2\alpha(t+1)B \bar{\varepsilon}}\), it follows that
\[
\frac{2\alpha(t+1)B \bar{\varepsilon}}{m} \sum_{i=1}^{m} (f_i(B \bar{\varepsilon}(t)) - f_i(x)) \leq \left(1 + \tau(t)\right) \|B \bar{\varepsilon}(t) - x\|^2
\]
\[
- \|B \bar{\varepsilon}(t+1) - x\|^2 + \frac{2\alpha(t+1)^2D^2 + 2\tau(t)^2 + \tau(t)}{mB \bar{\varepsilon}}
\]
\[
+ \frac{4\alpha(t+1)D C_m}{m} \sum_{i=1}^{m} \|\bar{z}_i(t+1) - B \varepsilon(t)\|.
\]
Rearranging this we obtain the desired estimate.

Now we are ready to prove Theorem II.7.

**Proof of Theorem II.7.** By Lemmas V.2 and Corollary V.3 it is enough to prove \(\sum_{t=1}^{\infty} \left(c(t) + d(t)\right) < \infty\), where
\[
c(t) = 2\alpha(t+1)^2D^2 + 2\tau(t)^2 + \tau(t),
\]
and
\[
d(t) = \frac{4\alpha(t+1)D C_m}{m} \sum_{i=1}^{m} \|\bar{z}_i(t+1) - B \varepsilon(t)\|.
\]
It follows that \(\sum_{t=0}^{\infty} c(t) < \infty\) by Assumptions II.4 and II.5.

Next we will show that \(\sum_{t=0}^{\infty} d(t) < \infty\). By Proposition III.3 it suffices to show that
\[
\sum_{t=1}^{\infty} \alpha(t+1) \left(\lambda^t + \tau(t) + \sum_{s=0}^{t-1} \lambda^{t-s-1} \alpha(s+1) + \sum_{s=0}^{t-1} \lambda^{t-s-1} \tau(s)\right)
\]
\[
< \infty.
\]
and
\[
\sum_{t=1}^{\infty} \alpha(t+1) \left(K(t) + \sum_{s=0}^{t-1} K(t) \left(\alpha(s+1) + \tau(s)\right)\right) < \infty.
\]
The latter one is proved in Lemma IV.4 below. We proceed to prove (46). Using the Cauchy-Schwarz inequality, we have
\[
\sum_{t=1}^{\infty} \alpha(t+1) \lambda^t \leq \frac{1}{2} \sum_{t=1}^{\infty} \alpha(t+1)^2 + \frac{1}{2} \sum_{t=1}^{\infty} \lambda^{2t} < \infty.
\]
By rearranging and using the decreasing property of \(\alpha(t)\) in Assumption II.4 we find
\[
\sum_{t=1}^{\infty} \alpha(t+1) \sum_{s=0}^{t-1} \lambda^{t-s-1} \alpha(s+1)
\]
\[
= \sum_{s=0}^{\infty} \sum_{t=s+1}^{\infty} \lambda^{t-s-1} \alpha(t+1) \alpha(s+1)
\]
\[
\leq \sum_{s=0}^{\infty} \left(\sum_{t=s+1}^{\infty} \lambda^{t-s-1}\right) \alpha(s+1)^2
\]
\[
= 1 - \lambda \sum_{s=0}^{\infty} \alpha(s+1)^2 < \infty.
\]
Similarly, due to Assumption II.5 the last term is bounded as
\[
\sum_{t=1}^{\infty} \alpha(t+1) \sum_{s=0}^{t-1} \lambda^{t-s-1} \tau(s) = \sum_{s=0}^{\infty} \sum_{t=s+1}^{\infty} \lambda^{t-s-1} \alpha(t+1) \tau(s)
\]
\[
\leq \sum_{s=0}^{\infty} \sum_{t=s+1}^{\infty} \lambda^{t-s-1} \alpha(s+1) \tau(s)
\]
\[
= 1 - \lambda \sum_{s=0}^{\infty} \alpha(s+1) \tau(s) < \infty.
\]
Gathering the above estimates, we find that \(\sum_{t=1}^{\infty} (c(t) + d(t)) < \infty\). Hence by Lemma IV.4, the sequence \(\{B \varepsilon(t)\}\) converges to some solution \(x^* \in \mathcal{L}^\alpha\). Finally, we apply Corollary III.6 to conclude that each sequence \(\{\bar{z}_i(t)\}, i = 1, \ldots, n\), converges to the same solution \(x^*\). The proof is done.

**Lemma IV.4.** Suppose that Assumption II.6 and Assumption II.5 hold. Then for the stepsize \(\alpha(t+1)\) satisfying Assumption II.4 or \(\alpha(t) = 1/\sqrt{t}\), we have
\[
\sum_{t=1}^{\infty} \alpha(t+1) \left[K(t) + \sum_{s=0}^{t-1} K(t) \left(\alpha(s+1) + \tau(s)\right)\right] < \infty.
\]
**Proof.** From Lemma III.1 we know that \(\lim_{t \to \infty} t^{3/2} K(t) = 0\). Using this fact the summability of \(\tau(s)\), it easily follows that
\[
\sum_{t=1}^{\infty} \alpha(t+1) \left[K(t) + \left(\sum_{s=0}^{t-1} \tau(s)\right) K(t)\right] < \infty.
\]
Next, for \(\alpha(t)\) satisfying Assumption II.4 we observe that
\[
\sum_{t=1}^{\infty} \alpha(t+1) K(t) \sum_{s=0}^{t-1} \alpha(s+1) \leq \sum_{t=1}^{\infty} \sum_{s=0}^{t-1} \alpha(s+1)^2 < \infty.
\]
For \(\alpha(t) = 1/\sqrt{t}\), by using that \(\sum_{s=0}^{t-1} 1/\sqrt{s+1} \leq 2\sqrt{t}\), we deduce
\[
\sum_{t=1}^{\infty} \alpha(t+1) K(t) \sum_{s=0}^{t-1} \alpha(s+1) \leq 2 \sum_{t=1}^{\infty} K(t) < \infty.
\]
The proof is done.
B. Proof of Theorem II.8

We now turn to the proof of Theorem II.8; we recall that

\[ H(-1) = 1 \quad \text{and} \quad H(t) = \prod_{k=0}^{t-1} (1 + \tau(k)) \quad \text{for} \quad t \geq 1 \]

and

\[ S(0) = 0 \quad \text{and} \quad S(t) = \sum_{s=0}^{t-1} \frac{\alpha(s+1)}{H(s)} \quad \text{for} \quad t \geq 1. \]

First we find the boundedness of \( H(t) \) and \( S(t) \).

**Lemma IV.5.** Let \( \alpha(t) = \frac{1}{\sqrt{t}} \) and Assumption 2.4 hold. Then we have

\[ \sup_{t \geq 0} H(t) < e^{E_r} \quad \text{and} \quad S(t) \geq e^{-E_r} \sqrt{t}, \quad (47) \]

where \( E_r = \sum_{t=0}^{\infty} \tau(t) < \infty. \)

**Proof.** By applying the inequality \( 1 + x \leq e^x \) for \( x \geq 0 \) we estimate \( H(t) \) as

\[ \sup_{t \geq 0} H(t) < \exp \left( \sum_{t=0}^{\infty} \tau(t) \right) = e^{E_r}. \]

Using this inequality, we deduce the following estimate

\[ S(t) = \sum_{s=0}^{t-1} \frac{\alpha(s+1)}{H(s)} \geq e^{-E_r} \sum_{s=1}^{t} \frac{1}{\sqrt{s}} \geq e^{-E_r} \sqrt{t} \quad \forall \ t \geq 1. \]

The proof is done. \( \square \)

To prove Theorem II.8, we first modify Lemma IV.1 which states the boundedness of \( \sum_{t=0}^{\infty} \frac{\alpha(t)}{H(t)} \) \( \bar{x}(t) \) to \( \sum_{t=0}^{\infty} \frac{\alpha(t+1)}{H(t+1)} \).

**Lemma IV.6.** Suppose that all the conditions are same as in Theorem II.8. Then we have

\[ f \left( \frac{\sum_{t=0}^{T} \frac{\alpha(t+1)}{H(t)} B\bar{x}(t) - f(x)}{S(T+1)} \right) \leq \frac{me^{-E_r}}{2\sqrt{T+1}} J_1(T) + \frac{2mBe^{-E_r}}{\delta \sqrt{T+1}} J_2(T) + \frac{2mBe^{-E_r}}{\delta \sqrt{T+1}} J_3(T) \]

for any \( T \in \mathbb{N} \), where \( J_1(T), J_2(T), \) and \( J_3(T) \) are defined in Theorem II.8.

**Proof.** We recall from (48) the following inequality

\[ \sum_{i=1}^{m} (f_i(B\bar{x}(t)) - f_i(x)) \]

\[ \leq \frac{2\alpha(t+1)}{mH(t)} \sum_{i=1}^{m} \left( f_i(B\bar{x}(t)) - f_i(x) \right) \]

\[ \leq \frac{2\alpha(t+1)}{mH(t)} \sum_{i=1}^{m} \left( B\bar{x}(t) - x \right)^2 \]

\[ = \frac{2\alpha(t+1)}{mH(t)} \sum_{i=1}^{m} \left( B\bar{x}(t) - x \right)^2 \]

\[ + \frac{mB\bar{x}}{2\alpha(t+1)} (2 \alpha(t+1) D^2 + 2 \tau(t) + \tau(t)) \]

\[ + \frac{B\bar{x} \alpha(t+1)}{2\alpha(t+1)} + 2D \sum_{i=1}^{m} \left( \bar{x}(t+1) - B\bar{x}(t) \right). \]

Dividing both sides of (48) by \( \frac{mH(t)}{2\alpha(t+1)} \), we get

\[ \frac{2\alpha(t+1)}{mH(t)} \sum_{i=1}^{m} \left( f_i(B\bar{x}(t)) - f_i(x) \right) \]

\[ \leq \frac{\|B\bar{x}(t) - x\|^2}{B\bar{x} H(t-1)} - \frac{\|B\bar{x}(t) + 1 - x\|^2}{B\bar{x} H(t)} \]

\[ + \frac{B\bar{x}}{H(t)} \left( 2 \alpha(t+1) D^2 + 2 \tau(t) + \tau(t) \right) \]

\[ + \frac{4 \alpha(t+1) D}{mH(t)} \sum_{i=1}^{m} \|z_i(t+1) - B\bar{x}(t)\|. \]

Summing this from \( t = 0 \) to \( t = T \) we obtain

\[ \sum_{t=0}^{T} \left( \frac{2\alpha(t+1)}{mH(t)} \sum_{i=1}^{m} \left( f_i(B\bar{x}(t)) - f_i(x) \right) \right) \]

\[ \leq \frac{\|\bar{x}(0) - x\|^2}{B\bar{x} H(-1)} - \frac{\|\bar{x}(T+1) - x\|^2}{B\bar{x} H(T)} \]

\[ + \sum_{t=1}^{T} \frac{B\bar{x}}{H(t)} \left( 2 \alpha(t+1) D^2 + 2 \tau(t) + \tau(t) \right) \]

\[ + \sum_{t=1}^{T} \frac{4 \alpha(t+1) D}{mH(t)} \sum_{i=1}^{m} \|z_i(t+1) - B\bar{x}(t)\|. \]

This, together with the fact that \( H(-1) = 1 \) and \( H(t) \geq 1 \), gives

\[ \sum_{t=0}^{T} \left( \frac{2\alpha(t+1)}{mH(t)} \sum_{i=1}^{m} \left( f_i(B\bar{x}(t)) - f_i(x) \right) \right) \]

\[ \leq \frac{\|\bar{x}(0) - x\|^2}{B\bar{x} H(-1)} + \sum_{t=1}^{T} \left( 2 \alpha(t+1) D^2 + 2 \tau(t) + \tau(t) \right) B\bar{x} \]

\[ + \sum_{t=1}^{T} \left( \frac{4 \alpha(t+1) D}{m} \sum_{i=1}^{m} \|z_i(t+1) - B\bar{x}(t)\| \right). \]

(51)

We find

\[ \sum_{t=0}^{T} \left( 2 \alpha(t+1) D^2 \right) = 2D^2 \sum_{t=1}^{T+1} \frac{1}{t} \leq 2D^2 \left( 1 + \ln(T+1) \right), \]

(52)

and by definition (10) we have

\[ \sum_{t=0}^{T} \left( 2 \tau(t) + \tau(t) \right) = \frac{1}{E_r} \left( 2E_{r,1} + E_r(T) \right). \]

(53)

Finally we estimate the last term of the right hand side of (51) using Corollary II.7 as follows:

\[ \sum_{t=0}^{T} \left( \frac{4 \alpha(t+1) D}{m} \sum_{i=1}^{m} \|z_i(t+1) - B\bar{x}(t)\| \right) \]

\[ \leq 4D \left( \frac{C_0}{\delta(1-\lambda)} \|\bar{x}(0)\| + \frac{4mC_0}{\delta(1-\lambda)} \right) \]

\[ + \frac{4D}{\delta} \sum_{t=0}^{T} \sum_{i=1}^{m} \left( \|\bar{x}(0)\| + \sum_{s=0}^{t} (\alpha(s+1) D + \tau(s)) \right). \]

(54)
Putting this estimate, (52) and (53) in (51), we achieve the following estimate
\[
\sum_{i=0}^{T} \left[ \frac{2\alpha(t+1)}{mH(t)} \sum_{i=1}^{m} (f_i(B_i\tilde{x}(t)) - f_i(x)) \right] 
\leq J_1(T) + \frac{4D}{\delta} J_2(T) + \frac{4D}{\delta} J_3(T).
\]

Now we set \(S(T) = \sum_{t=0}^{T} \frac{\alpha(t+1)}{H(t)} \) for \(T \in \mathbb{N}\) and divide the both sides by \(\frac{m}{2S(T+1)}\). Then we apply the convexity of \(f_i\) in the left hand side and use the lower bound \(S(T+1) \geq e^{-E_r} \sqrt{T+1} \) to the right hand side, which leads to
\[
f \left( \frac{\sum_{t=0}^{T} \frac{\alpha(t+1)}{H(t)} B_i\tilde{x}(t)}{S(T+1)} \right) - f(x) 
\leq \frac{me^{E_r}}{2\sqrt{T+1}} J_1(T) + \frac{2mD e^{E_r}}{\delta \sqrt{T+1}} J_2(T) + \frac{2mD e^{E_r}}{\delta \sqrt{T+1}} J_3(T).
\]

The proof is finished.

Now we are ready to give the proof of Theorem II.8

Proof of Theorem II.8 Using the definition of \(\tilde{z}_i\) and Assumption 2.1, we find
\[
f(\tilde{z}_i(T+1)) - f \left( \frac{\sum_{t=0}^{T} \frac{\alpha(t+1)}{H(t)} B_i\tilde{x}(t)}{S(T+1)} \right) 
= f \left( \frac{\sum_{t=0}^{T} \frac{\alpha(t+1)}{H(t)} \tilde{z}_i(t+1)}{S(T+1)} \right) - f \left( \frac{\sum_{t=0}^{T} \frac{\alpha(t+1)}{H(t)} B_i\tilde{x}(t)}{S(T+1)} \right) 
\leq \frac{mD}{S(T+1)} \sum_{t=0}^{T} \frac{\alpha(t+1)}{H(t)} \| \tilde{z}_i(t+1) - B_i\tilde{x}(t) \|.
\]

Then by Corollary III.7 with the fact that \(H(t) \geq 1\) and (47), we have
\[
f(\tilde{z}_i(T+1)) - f \left( \frac{\sum_{t=0}^{T} \frac{\alpha(t+1)}{H(t)} B_i\tilde{x}(t)}{S(T+1)} \right) 
\leq \frac{mD e^{E_r}}{\delta \sqrt{T+1}} J_2(T) + \frac{mD e^{E_r}}{\delta \sqrt{T+1}} J_3(T).
\]

Combining this inequality with Lemma IV.6 we obtain
\[
f(\tilde{z}_i(T+1)) - f(x^*) 
\leq \frac{me^{E_r}}{2\sqrt{T+1}} J_1(T) + \frac{3mD e^{E_r}}{\delta \sqrt{T+1}} J_2(T) + \frac{3mD e^{E_r}}{\delta \sqrt{T+1}} J_3(T).
\]

which is the desired estimate. Moreover, we see that the right hand side is bounded by \(O(\log(T+1)/\sqrt{T+1})\) using Lemma IV.4

V. SIMULATIONS

In this section, we present simulation results of the proposed event-triggered gradient-push method to demonstrate that the theoretical results can be realized in practice. We consider the decentralized least squares problem:
\[
\min_{x \in \mathbb{R}^d} \sum_{i=1}^{m} f_i(x) \quad \text{with} \quad f_i(x) = \|q_i - p_i^T x\|^2,
\]

where, each agent \(i \in V = \{1, \ldots, m\}\) is given the local cost function \(f_i\). The variable \(p_i \in \mathbb{R}^{d \times p}\) is the input data and the variable \(q_i \in \mathbb{R}^p\) is the output data. The data are generated according to the linear regression model \(q_i = p_i^T \tilde{x}_i + \varepsilon_i\) where \(\tilde{x}_i \in \mathbb{R}^d\) is the true weight vector, \(p_i\)'s are uniformly random values between 0 and 1, and \(\varepsilon_i\)'s are jointly Gaussian and zero mean. The initial points \(x_i(0)\) are independent random variables, generated by a standard Gaussian distribution. In this simulation, we set the problem dimensions and the number of agents as \(d = 5, p = 1, \text{ and } m = 50\). We use connected directed graph where every node has four out-neighbors.

Test 1. Here we fix \(\alpha(t) = 1/t^{0.52}\) which satisfies Assumption II.4 and \(\zeta(t) = 1/(3t^3)\) which satisfies Assumption II.6 and consider various choices of \(\tau(t)\). We measure the relative distance between the states \(z_i(t)\) and the optimal point \(x^*\) the value
\[
R_d(t) = \frac{\sum_{i=1}^{m} \| z_i(t) - x^* \|}{\sum_{i=1}^{m} \| z_i(0) - x^* \|}.
\]

We set the termination time \(k_f\) as the first time \(k \in \mathbb{N}\) when \(R_d(k) < 10^{-2}\). And we let \(N_x\) and \(N_y\) be the average of total number of triggers for all agents until the termination time associated with \(\tau(t)\) and \(\zeta(t)\), respectively. Table I indicates the average of those values depending on \(\tau(t)\) and \(\zeta(t)\) in 100 trials.

We first look at the effect of \(\zeta(t)\), the threshold for variables \(y_i(t)\). Table I shows that an existence of the threshold \(\zeta \neq 0\) does not bring a big difference in the termination time if we compare the cases \(\zeta(t) = 0\) and \(\zeta(t) = 1/(3t^3)\) with same \(\tau(t)\), but there is a big improvement in the number of triggers for \(y_i(t)\). Next we discuss the values \(N_x\) and \(N_y\) of Table I in terms of \(\tau(t)\), the threshold for variables \(x_i(t)\). As in Table I, some cases give us similar or worse results compared to the cases \(\tau(t) = 0\). For \(\tau(t) = 1/t^{1.4}\), the number of triggers is decreased by more than 70\%, and the termination time increased by more than 530\%. For \(\tau(t) = 1/t^{1.7}\), both the termination time and the number of triggers increased by almost 36\% when \(\zeta(t) = 0\) and remain similar when \(\zeta(t) = 1/(3t^3)\) compared to the cases \(\tau(t) = 0\). For \(\tau(t) = 1/t^{1.5}\), the termination time is almost same, the number of triggers decreased by more than 20\%. These results show that the proposed gradient-push with event-triggered communication with proper \(\tau(t)\) and \(\zeta(t)\) can diminish the number of communications to achieve the convergence compared to the gradient-push algorithm without triggering. The threshold functions \(\tau(t)\) and \(\zeta(t)\) should be chosen carefully considering the characteristics of the given optimization problem.

Test 2. Here we fix \(\alpha(t) = 1/\sqrt{t}\) and take several choices of \(\tau(t)\) and \(\zeta(t)\). We measure the relative cost error and the consensus error given by
\[
R_f(t) = \sum_{i=1}^{m} (f(\tilde{z}_i(t)) - f^*), \quad R_c(t) = \max_{i,j \in V} \| z_i(t) - z_j(t) \|.
\]

For \(\tau(t)\), we consider two cases where \(\tau(t) = 1/t^{1.5}\) satisfying Assumption II.5 and \(\tau(t) = 1/t^{0.75}\) not satisfying Assumption II.5. And for \(\zeta(t)\), we consider also consider two cases where \(\zeta(t) = 1/(3t^3)\) satisfying Assumption II.6 and \(\zeta(t) = 1/t\) not
result supports the theoretical result obtained in Corollary III.6.

The result shows that the consensus error decreases to zero for any choices $\tau(t)$ except the case $\tau(t) = 0.05$. This numerical result supports the theoretical result obtained in Corollary III.6.

### VI. Conclusion

In this work, we considered the gradient-push algorithm with event-triggered communication for distributed optimization problem whose agents are connected by directed graphs. We showed that by the algorithm each agent's state converges to a common minimizer under a diminishing and summability condition on the stepsize and the triggering function. Numerical simulations have been conducted to support the convergence results. It would be interesting further about how to choose an optimal triggering function for reducing the communication burden, reflecting various elements such as the connectivity of graphs and the number of agents.

**TABLE I**

| $\tau(t)$ | 0 | 0 | $1/t^{1.1}$ | $1/t^{1.1}$ | $1/t^{1.3}$ | $1/t^{1.3}$ | $1/t^{1.5}$ | $1/t^{1.5}$ | $1/t^{1.7}$ | $1/t^{1.7}$ |
|-----------|---|---|------------|------------|------------|------------|------------|------------|------------|------------|
| $\zeta(t)$ | 0 | 1/(3t^3) | 0 | 1/(3t^3) | 3299 | 3288 | 8860 | 8767 | 15537 | 11177 |
| $N_x$ | 11425 | 11305 | 3125 | 3152 | 3299 | 3288 | 8860 | 8767 | 15537 | 11177 |
| $N_y$ | 11425 | 26 | 72705 | 32 | 15696 | 27 | 11644 | 26 | 15572 | 26 |
| $k_f$ | 11425 | 11305 | 72705 | 72757 | 15696 | 15572 | 11644 | 11514 | 15572 | 11207 |

Fig. 1. The values of $R_f(t)$ with different choices of $\tau(t)$.

Fig. 2. The values of $R_c(t)$ with different choices of $\tau(t)$.

satisfying Assumption II.6. Additionally, we test two constant cases $\tau(t), \zeta(t) = 0$ and $\tau(t), \zeta(t) = 0.05$. Figure 1 depicts the graph of the values of $R_f(t)$ versus the iteration time. The result shows that the cost error decreases to zero when $\sum_{t=1}^{\infty} \tau(t) < \infty$ while it does not converge to zero when $\sum_{t=1}^{\infty} \tau(t) = \infty$. This agrees with the convergence result of Theorem II.8. Figure 2 illustrates the consensus error $R_c(t)$. The result shows that the consensus error decreases to zero for any choices $\tau(t)$ except the case $\tau(t) = 0.05$. This numerical result supports the theoretical result obtained in Corollary III.6.
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