Nature inspired optimization model for classification and severity prediction in COVID-19 clinical dataset
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Abstract
The spread rate of COVID-19 is expected to be high in the wake of the virus’s mutated strain found recently in a few countries. Fast diagnosis of the disease and knowing its severity are the two significant concerns of all physicians. Even though positive or negative diagnosis can be obtained through the RT-PCR test, an automatic model that predicts severity and the diagnosis will help medical practitioners to a great extent for affirming medication. Machine learning is an efficient tool that can process vast volume of data deposited in various formats, including clinical symptoms. In this work, we have developed machine learning models for analysing a clinical data set comprising 65000 records of patients, consisting of 26 features. An optimum set of features was derived from this data set by the proposed variant of artificial bee colony optimization algorithm. By making use of these features, a binary classifier is modelled with support vector machine for the screening of COVID-19 patients. Different models were tested for this purpose and the support vector machine has showcased the highest accuracy of 96%. Successively, severity prediction in COVID positive patients was also performed successfully by the logistic regression model. The model managed to predict three severity status viz mild, moderate, and severe. The confusion matrix and the precision-recall values (0.96 and 0.97) of the binary classifier indicate the classifier’s efficiency in predicting positive cases correctly. The receiver operating curve generated for the severity predicting model shows the highest accuracy, 96.0% for class 1 and 85.0% for class 2 patients. Doctors can infer these results to finalize the type of treatment/care/facilities that need to be given to the patients from time to time.
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1 Introduction
COVID-19 caused by the virus SARS-COV 2 has become a pandemic that keeps on spreading worldwide, taking people’s lives. Since the outbreak at Wuhan in China in December 2019, millions of people got infected due to the virus’s highly transmissive nature. Though this disease is not a serious one, it may lead to high infections and even cause death in particular cases. Despite various measures taken by Governments to control the spread, more and more people are getting affected. Moreover, a new variant of the disease caused by the mutating virus has also been reported in a few countries. Isolating people with specific symptoms would help to reduce the intensity of spreading. Most countries have started a system wherein positive people who belong to the moderate/mild category stay home. In this context, early diagnosis and severity prediction of patients have become necessary to prevent disease spread.

The diagnosis process still relies on Reverse Transcription Polymerase Chain Reaction (RT-PCR) to detect the virus. Although this method is reliable and widely used, many factors affect results Tahamtan and Abdollah 2020. Moreover, the false-negative and false-positive results are
A vote-based deep learning model was proposed by incorporating neural network’s EfficientNet family to detect COVID-19 patients (Silva et al. 2020). A Convolution Neural Network (CNN) model was also developed to classify COVID-19 positive or negative cases out of chest CT images. A multi-objective differential evolution algorithm supported the model performance for fine-tuning the hyperparameters (Singh et al. 2020). As the DE algorithm considers only the exploitation aspect, it may get stuck in local optima. Also, the performance was compared with only ANN model. A survey was conducted for image-based deep learning approaches for COVID-19 prediction, describing and evaluating various implementation and performance aspects (Bhattacharya et al. 2021). A deep learning-based VB-Net system was applied for lung infection quantification through segmenting COVID infected regions of chest CT images Shan et al. 2020. The method results were not compared with other similar segmentation techniques other than the dice similarity coefficient measure. A classification system for COVID-19 was developed using chest X-ray radiographs, experimenting with five different pre-trained CNN Res-Net models (Narin et al. 2020). Although the system has shown higher accuracy for one particular data set, the results were not compared with other deep learning techniques. On overall analysis of image-based deep learning techniques, one possible limitation is the high volume of data samples required to generate accurate features. Practically, such image data curation is found to be a tedious task.

Apart from the image analysis, clinical data associated with COVID-19 patients was also curated at hospitals, treatment centers, and other agencies. By analyzing this data, we can extract inherent features that could help physicians diagnose and make appropriate decisions. This text data could be a valuable resource for machine learning models to classify the positive and negative cases and predict severity status. In the RT-PCR results’ false-negative cases, such computational tools capable of analyzing symptoms data would help physicians decide whether to go for a re-test. A few works were published in 2020 for predicting COVID status based on text data. Test results of COVID-19 and influenza patients were studied and based on which the machine learning-based diagnosis tool was developed. The appropriate clinical features were used to cluster the patients, and the XGBoost model was designed to classify patients into COVID positive and negative (Li et al. 2020). The feature elimination was done in this work by computing the correlation coefficient for every pair of variables. For variables of different nature, different statistical methods were used, which increases the computational effort. Analyzing the classification model, the authors have used RIDGE, Random Forest, XGBoost approaches and suggest XGBoost as the best one with an AUC of 98.6%. However, the sample size used in the study is too less, which could be attributed to the higher accuracy of the model.

Another machine learning approach applied multiple algorithms in the WEKA tool to predict RT-PCR results using necessary clinical data. The framework has achieved an accuracy of 91.4%, with a sensitivity of 94.1% and specificity of 88.7% (Thomas et al. 2020). The study involves a patient set consisting only of 199 patients. Another downside of this method is that among the various models tried out for the classification, the best model achieved an accuracy of only 91.4% compared to other techniques. Another classifier that relied only on clinical text data was able to detect COVID-19 cases. The limitations of this approach include insufficient variables used for prediction and the bias of self-reported data (Zoabi et al. 2020).
Predicting the mortality risk of COVID-19 patients was handled by an online prognostic tool developed on machine learning models (Das et al. 2010). Here, the best model identified has produced an area under the curve measure of 0.83. However, the important properties such as clinical information on symptoms, risk factors and details of earlier illness were not considered in the study. Other than these conventional techniques, the Nature Inspired approach was also suggested for predicting the risk of covid among people with various clinical conditions (Singh et al. 2020). A hybrid particle swarm optimization and Sine Cosine algorithm, along with individual algorithms, were implemented for the analysis. However, the obtained accuracy measures were found to be less for the applied algorithms.

Similar to the prediction and analysis of the covid related data, the security of personal information used for various studies is also very important. An approach based on blockchain technology was proposed for maintaining covid data security in a recent work (MK et al. 2020). The regularization process used in the classification model certainly affects the performance. A ridge-adaline stochastic gradient descent technique was proposed in an early disease prediction system (Saritha and Vinod Chandra 2016). While searching through literature, it has been noticed that only a few ML techniques were proposed for predicting severity of COVID-19 using the clinical data. In the onset, we outline this work as a classification problem for screening COVID-19 patients out of the clinical data set, followed by the severity class prediction of the identified positive cases.

While using a machine learning model for classification, selecting the most relevant clinical information to predict disease becomes crucial for improving model performance. Reducing the number of features would help minimize computing costs as well. Thus, any machine learning model designed for COVID-19 prediction is provided with an optimum set of features to expect maximum result accuracy. In this work, the feature selection process has been framed as combinatorial optimization and a nature-inspired algorithm is proposed for solving it. Particle swarm optimization (PSO) algorithm and its variants were used to solve many optimization problems effectively (Saritha and Vinod Chandra 2016). Parameter tuning is a major task in machine learning algorithms that requires efficient techniques. An ant lion optimization algorithm was implemented on a deep network model to derive optimal parameter values in reduced time (Reddy et al. 2020). Artificial Bee Colony optimization (ABC) algorithm is a powerful technique for finding global optimum solutions by utilizing a few parameters (Karaboga and Basturk 2007). The swarm-based metaheuristic was successfully used for many applications in various fields (Suma and Vinod Chandra 2017). An efficient optimization algorithm must include the provisions for local search and a global search to escape from local minima (Saritha and Vinod Chandra 2018). A major aspect of ABC algorithm is that it handles exploitation through neighbor finding and exploration through introducing scout bees, ensuring global optimum solutions. Therefore, we chose to apply ABC for the feature selection process. However, the neighbor selection process in the employee bee phase in the basic algorithm does not guarantee the optimum solution in some instances. Thus, we proposed a variant of ABC algorithm with a modified employee bee phase.

We would pass the optimum feature set to the machine learning model to predict COVID-19 infection. A binary classifier SVM is proposed to classify the patients as COVID positive cases and negative cases. After screening out the patients with COVID-19, knowing the present severity of patients is essential in deciding future clinical requirements and treatment decisions. For a COVID-19 patient with clinical details, any system capable of predicting which severity class he/she belongs to would help physicians make necessary decisions. Accordingly, we have framed a multiclass classification problem to predict the severity class for a particular patient and proposed a Logistic Regression (LR) model for the same. We have applied different machine learning models for both the classification tasks and finally chosen the highest accuracy ones. Accordingly, SVM model was selected for the initial classification tasks and finally chosen the highest accuracy ones.

| Feature Name | Type/Description |
|--------------|------------------|
| Fever        | Symptom          |
| Tiredness    | Symptom          |
| Dry cough    | Symptom          |
| Breathing difficulty | Symptom    |
| Sore throat  | Symptom          |
| Pains        | Symptom          |
| Nasal congestion | Symptom     |
| Runny Nose   | Symptom          |
| Diarrhea     | Symptom          |
| Age group (0–9) | Personal     |
| Age group (10–19) | Personal |
| Age group (20–24) | Personal |
| Age group (25–59) | Personal |
| Age group (60+) | Personal     |
| Female       | Personal         |
| Male         | Personal         |
| Transgender  | Personal         |
| Mild         | Severity level of symptoms |
| Moderate     | Severity level of symptoms |
| Severe       | Severity level of symptoms |
| Non_Contact  | Non_Symptom      |
| Contact      | Non_Symptom      |
binary classification with optimum features. Similarly, based on the performance evaluations of considered algorithms, LR seemed to be good for severity prediction.

Contributions: In this work, we proposed a new variant of the ABC optimization algorithm with an improved neighbor finding criteria. This algorithm was applied for the feature selection process to improve the classification process’s performance. This methodology helps to reduce the complexity of the feature selection process required in other methods. Moreover, an efficient early disease detection system has been developed out of minimum clinical data, which will help physicians to make appropriate decisions.

2 Materials and methods

2.1 Dataset

We have used the data set comprising 26 different features, including disease symptoms and other related personal information (COVID-19 dataset 2020). These data will help identify whether any person has coronavirus disease or not based on some predefined standard symptoms. These symptoms are based on the World Health Organization (WHO) guidelines and the Ministry of Health and Family Welfare. Existing machine learning models for prediction take information from both CT images and text data. However, we make use of symptom data which is in text form. The dataset contains six major variables that are supposed to impact whether someone is affected or not. The description of each variable is given below.

1. Country: List of countries person visited.
2. Age: Classification of the age group for each person, based on WHO Age Group Standard
3. Symptoms: According to WHO, 5 are major symptoms of COVID-19, Fever, Tiredness, Difficulty in breathing (Smell loss), Dry cough, and sore throat (Taste lost).
4. Experience any other symptoms: Pains, Nasal Congestion, Runny Nose, Diarrhoea and Other.
5. Severity: The level of severity, Mild, Moderate, Severe
6. Contact: Has the person contacted some other COVID-19 Patient?

The ranking of parameters is done to confirm the impact contributed to prediction. Each label in the variable is created with all these categorical variables and in total 316800 combinations are checked. The features are represented as binary values indicating presence or absence. Out of 26 features in the raw data, four were eliminated because they did not seem relevant in this analysis. The features taken for our study are
shown in Table 1. This feature set is passed through the feature selection phase, and the obtained optimum features are then used to predict whether the patient is infected or not.

2.2 Methodology

The aim of this work is to detect COVID-19 cases and to predict the severity by analysing the symptoms data. For any ML model to produce accurate results, the feature set selected should be the most relevant. Adding more features into the feature vector may not provide the expected accuracy. Obviously, selection of features becomes so crucial in traditional ML approaches. Accordingly, the methodology starts with a feature selection process. Although a number of feature selection techniques are available in literature, we propose an efficient optimization approach for this task. A variant of ABC optimization algorithm is designed for this purpose. The input data set is passed initially through the feature selection phase to produce an optimum feature set.

The next phase in the pipeline is the training of this generated optimum feature set with an ML model. Here different models including SVM are applied for training and testing process to choose the best performing one. Towards this, the input data set is to be divided into positive cases as well as negative cases. Once the model returns sufficient classification accuracy, then the next process of severity prediction is initiated.

To proceed with this task, we need to prepare the input data so as to enable the model to perform multi class classification. Here, the severity deciding feature is given as three attributes Mild, Moderate and Severe. As there exists three levels of severity, the corresponding binary values for positive cases are replaced with 1, 2 and 3 respectively. After getting the final data set, the LR model is used to perform severity level prediction. This step is implemented as a multi class classification. The overall workflow of the paper is depicted as Fig. 1.

2.3 Feature selection through optimization

2.3.1 ABC algorithm solution encoding

We use the ABC algorithm for choosing the optimum features from the available feature set. While mapping the problem into an optimization task, the first thing needed is a suitable representation of solutions. Here, each solution in solution space corresponds to a combination of features chosen from the feature set. We apply the same binary encoding for the solution space to make further computations easier. The feature vector with \( D \) number of features in binary representation is \([1 \ 0 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 1 \ 1]\).

The first 1 indicates the presence of \( F_1 \), and the next 0 indicates the absence of \( F_2 \), and so on. As the number of bits in the solution vector is 22, dimension \( D \) of solution space takes the value 22.

Initially, the vectors will hold random real values between 0 and 1. Based on a threshold value comparison, each entry is assigned with 0 or 1. Accordingly, the solution space is mathematically represented as a matrix \( S \) of size \( N \times D \), where \( N \) denotes an important algorithm-specific parameter that corresponds to the number of solutions in \( S \).

2.3.2 Objective function

The most important aspect of the optimization algorithm is defining a suitable objective function capable of evaluating the chosen solution’s quality. As each solution consists of different features, the objective function is described in terms of feature values. Here we perform match operation between feature in solution vector and the original feature data in the data set. If the values in the corresponding positions match, then that feature is given a score. It enables quantification of the prominence of each feature that is correctly chosen. Thus, a particular feature that is frequently occurring would be assigned a higher score. The objective function \( f \) defined in terms of feature components is depicted as

\[
f = \frac{1}{N} \sum_{i=1}^{N} \left\{ \frac{\sum_{j=1}^{D} \text{score}(\text{match}(S_i(j), V_k(j)))}{D} \right\}
\]

Here, \( N \) is the total number of vectors given in the extracted COVID data set, \( D \) is the number of features in each vector. In our algorithm, each solution vector is analyzed to find its quality. Thus, \( S_i(j) \) corresponds to the \( j \)th position in the \( i \)th vector of the solution space, which is compared with the corresponding feature component in the data set’s \( k \)th vector. In the case of a match, the corresponding score value for the vector is incremented. The cumulative score is measured after making comparisons for all the \( D \) feature components. This computation would give the match score of a single vector in the data set. We need to check the significance of our chosen features in \( S_i \) against the entire data set, corresponding to all the patients. Accordingly, the objective function computes the final feature score of \( S_i \) by comparing \( N \) records in the data set. As far as any optimization problem is concerned, the algorithm either maximizes or minimizes the objective value. As we are looking for a solution with a maximum score, the objective function defined here is expected to produce the highest value, and the problem became a maximization problem.

3 ABC optimization algorithm

Nature-inspired algorithms have emerged as powerful techniques for solving optimization problems in various fields. This class of algorithms, from Genetic Algorithm to recent plant-based algorithms has found its place in
combinatorial optimization Saritha and Vinod Chandra 2016. Among these algorithms, the ABC optimization algorithm is well known for finding global optimum solution with a perfect blending of exploitation and exploration. The algorithm works following the food foraging behavior of bees. Based on category of bees - employee bee, onlooker bee, and scout bee tasks are assigned. The algorithm’s ultimate aim is to arrive at the best possible food source with the maximum nectar amount. Employee bees are initially located at specific food sources and are responsible for finding higher quality food sources. The quality analysis is performed using the amount of nectar/fitness function within the source. Once all the employee bees finish this process, the information about the quality sources is passed on to the next bee group, through “waggle dance”. The onlooker bees then employs a probabilistic selection and repeat the neighbour search process. Finally, the best solution with highest fitness value is returned by the algorithm. The basic steps in the ABC algorithm are depicted as Procedure ABC.

### Algorithm 1: Procedure ABC

**Initialise**: Define solution space of size \((N, D)\) and initialize with random values  
**Input**: Input number of iterations, lower bound and upper bound  
**Repeat**  
Find the new solution for each initial solution assigned to employee bee  
Evaluate solution quality and choose the best solution  
Generate probability vector to be used by onlooker bees  
Onlooker bees choose the solution based on probability value  
Update chosen solution by onlooker bees  
Evaluate solution quality and choose the best one  
Introduce scout bee if there is an abandoned solution  
Save the best solution and increment iteration count  
Until iteration count > maximum value  
Return the best solution saved

In the feature selection process, the solution in space \(S\) corresponds to the initial feature set. The contents of \(S\) will be initialized randomly. After generating intermediate solutions by different bees, the algorithm will memorize the optimum solution. Detailed steps of basic ABC optimization algorithm are given in Algorithm 2.

### Table 2 Parameters chosen for artificial bee colony optimization

| Parameter | Description                   | Type   | Value |
|-----------|-------------------------------|--------|-------|
| N         | No of solutions in S          | Hyper  | 20    |
| UB, LB    | Upper and lower limit values  | Specific| (1,0) |
| Limit     | Iteration count               | Hyper  | 10    |
| D         | Dimension                     | Problem| 22    |

### Algorithm 2: Basic ABC Optimization Algorithm

Step 1: Define solution space with dimension \((N, D)\)  
Initialise the lower and upper bound values of feature variables, \(b, u_b\) and \(limit\)

Step 2: Assign random initial values for solution by \[ x(i) = l_b + r(u_b - l_b) \] where \(r\) is a random number between \((0, 1)\)

Step 3: **while** \(iter > number of iterations\) go to step 14

Step 4: Employee bees find the neighbour of current solution \(i\) through \[ x'(i,j) = x(i,j) + r \times (x(k,j) - x(i,j)) \] where \(k \neq i, r \in [0, 1]\)

Step 5: Evaluate the new solution by fitness value measure (4) to select best one  
**fit**\((x) = 1 + f(x)\), \(f(x) > 0\)

\[ f(x) = \frac{1}{(1 + f(x))} \text{, } f(x) \leq 0 \text{, where } f(x) \text{ is the objective function} \]

Step 6: If the quality of \(x(i)\) is not improved, update the depletion counter

Step 7: Onlooker bees compute probability value by \[ P = \frac{f_i}{\sum f_i} \] where \(f_i\) is the objective function

Step 8: Choose the solution with probability value greater than random number

Step 9: Update the solution by processing steps 4 and 5

Step 10: Memorize the best food source

Step 11: Check for any solution which is depleted as per \(limit\)

Step 12: Scout bee is introduced to replace the solution by using equation (2)

Step 13: Increment \(iter\) value

Step 14: Return the optimum solution
If a solution cannot be improved even after the given iteration count, then the scout bee comes in and replace that solution with a new solution with random values. This feature of the ABC algorithm provides the exploration ability to find the global optimum solution. It ensures that the algorithm does not get stuck in any local optima point.

While implementing the algorithm, we need to put values to different parameters. The various parameters required for the proposed algorithm include problem dependent parameters as well as hyper-parameters. Table 2 gives parameters along with the details and values taken for implementing the algorithm.

To constitute the solution space, a number of solutions \( N \) are to be decided initially. This is the same as the number of working bees also. If \( N \) value is a higher number, then the algorithm will process more solutions and may return a better quality solution as the optimum. However, if the value is too high, then the processing time will increase. Thus, while choosing \( N \), the tradeoff between the solution quality as well as time is to be considered.

Here, we have run the algorithm by putting different values 20,30,40 and 50 and finally chosen the value as 20 by considering the time of execution and value of the objective function. Another hyper parameter limit is also chosen based on the optimum value for the objective function. In addition, two other problem dependent parameters Dimension and \((lb, ub)\) were also required. Dimension indicates the size of each solution, and here it is taken as the number of features. \((lb,ub)\) values indicate the minimum and maximum values required to initialize the solution space. As the solution vector encodes the data as presence or absence of features, binary values 0 and 1 are taken as the bound values.

As the problem-dependent parameters dimension and \((lb, ub)\) values are used for algorithm implementation, they do not directly impact the produced solutions. However, the \( N \) and limit values may influence the quality of the generated solution. If these values are not correct, then the final feature set may not be the optimum set. This is why we fine tune the algorithm by running multiple times and finalizing the parameters based on the objective value.

Bees measure food source quality with a fitness function defined using objective function value as per Eq. (1).

As our problem is framed as a maximization task, the fitness computation is slightly modified to increase the quality measure as the objective value increases.

### 3.1 Improving ABC optimization algorithm

The two major aspects of the ABC algorithm are exploitation and exploration ability for achieving the global optimum solution. During the employed bee phase, the algorithm finds the next neighbor solution by choosing a random intermediate solution. However, the random nature of the selected intermediate solution may affect the quality of the solution, which will affect the efficiency of the exploitation process. To overcome this limitation, a number of ABC variants incorporating global best-guided search were proposed (Zhu and Kwong 2010). In one such g-best guided search approach, the intermediate solution is taken through finding the best from neighbors of the given solution (Peng et al. 2019). Here, the limitation is that the varying neighbor block size taken by the algorithm may affect the quality of the solution. More runs are needed to derive the best value for this attribute.

We propose a multilevel quality checking strategy to find the best neighbor of the current solution in this work. An additional problem-dependent function is introduced to enable the subset of neighbors to compete among each other. This quality grading function is defined as the ranks assigned to features and represented as, \( g = \frac{1}{m} \sum_{j=1}^{D} R_j \times \mu \) where \( m \) is the number of active features in the solution and \( \mu \) is the rank proportionality constant and it takes the value 0.5. The solution space consisting of feature vectors is divided into \( Ng \) number of groups which depends on the size of the solution space. When a particular solution in a group is to be updated, instead of choosing the random neighbour, the remaining solutions will be analyzed with the new function \( g \). The solution with highest \( g \) value is taken as the winner and it becomes the neighbour solution to take part in update process. The new update equation becomes

\[
x'(i,j) = x(i,j) + r \times [x(w,j) - x(i,j)]
\]

(2)

The schematic representation of neighbour selection by employee bee in the new ABC is given in Fig. 2.

The new procedure is depicted using the detailed steps in the following Algorithm 3.
4 Support vector machine and logistic regression classifiers

The derived optimum feature set is passed to the next phase of our workflow, predicting patients' COVID status. For this, we have used a supervised machine learning approach, SVM. It is a powerful model among machine learning models used to solve various classification and regression problems. One upside of SVM is that it can solve both linear and non-linear problems by using different kernels. SVM implements a classification task by generating the optimized or maximally separated hyperplane among the multiple planes generated to partition the data points. As we used the data in binary format, no pre-processing or data transformation is needed.

We have applied different machine learning models, including Naive Bayes, Random Forest, and Multilayer Perceptron, for this binary classification. However, the performance of these models was not seemed to be comparable with our chosen SVM model. After procuring the classified list of positive cases, features were extracted for the subsequent analysis. This data was passed to the next phase for the severity prediction of patients. For data processing, the target labeling was done based on severity classes. The prognosis was then implemented as a multiclass classification task and solved by an efficient logistic regression model. Although we have applied other machine learning models for this classification, none of them showed better performance.

5 Results and discussions

This work aims to classify the patient conditions into COVID positive & negative and predicting severity status using the machine learning models. Towards this, we have used a patient text data set comprising 65,000 records.

Implementation of the proposed ABC optimization algorithm for feature selection requires selecting final values for hyper-parameters and problem-specific parameters. The parameter values for the modified ABC algorithm were chosen in the same manner as basic ABC algorithm. To analyse the performance of the proposed algorithm, we have compared the convergence of the proposed algorithm with basic ABC and PSO algorithms. As shown in Fig. 3, the proposed algorithm converges after 100 iterations with the highest objective value 0.70, and the optimum solution is the solution vector corresponding to this maximum objective value. We have chosen the final set of features as those in the data set corresponding to the 1's in the solution vector 11100111000000011001. Thus, the ABC algorithm has succeeded in deriving the optimum feature set.

Table 3 shows the optimum feature set derived by the ABC optimization algorithm. Among the 22 features submitted, basic ABC algorithm outputs 11 features as optimum and proposed IABC algorithm outputs 6 features as optimum. The ranking of features that is done based on frequency criteria proves the relevance of chosen features. We used these features to predict the COVID-19 positivity in patients with different symptoms. Compared with the input feature set (Table 1) comprising 22 features, 11 were eliminated. The majority of the eliminated features belong to personal information like age group, sex, etc. All the age
groups ranging from 0-9 to 60+ were included in the data set. However, the result optimum feature set excludes such data. This indicates that various symptoms are to be given more weightage while performing computational analyses of COVID-19 data irrespective of age groups. Moreover, the severity of patient conditions in three grades was also present in the input feature set. The algorithm-generated feature set has two of them, excluding the mild cases.

Feature ranking: Apart from this feature selection process, we have also ranked the features based on frequency. Based on the frequency of each feature in the given data set, a score value was assigned. Accordingly, ranked all features from the highest scored feature to the least scored feature. The highest rank was shared by nasal congestion and runny nose with a score of 0.5502. This means that 55.0% of the patients with COVID positive had nasal congestion and runny nose. The third column of Table 3 details the score procured by each feature, along with the rank assigned. Although we have ranked all the input features, the rank of only the final features is shown in Table 3.

The derived optimum feature set was analyzed with a novel classification model, SVM. Apart from the features shown in Table 1, we have used the variable “Nonexperiencing” as the target. We used Python Scikitlearn package for implementing the training and testing processes of the model. Out of 65535 records in our data set, all rows with target label 0 were considered as COVID positive cases. Also, 70% of the data was taken for training, and 30% was taken for testing. As part of analyzing the SVM model’s power in predicting COVID-19, we have computed various metrics, including confusion matrix and performance accuracy. The confusion matrix generated out of the predicted variables is shown in Fig. 4.

The four quadrants of the matrix (Q1, Q2, Q3, Q4) are placed in a clockwise direction. We have considered the test data comprising a total of 19661 records for this analysis. It is seen that out of 17808 actual COVID positive cases, 17128 were predicted correctly and denoted as True Positives (TP in Q1).

However, 680 cases were wrongly predicted as negative, indicating False Negatives (FN in Q4). Similarly, out of the actual negative cases, 1200 cases were predicted as True Negative (TN in Q3), and the remaining 669 cases were wrongly predicted as False Positive (FP in Q2). The overall accuracy of the model performance is obtained to be 94% using the equation.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}. \tag{3}
\]

Based on the theory behind the relationship between different performance measures, we have also used precision - recall to evaluate and visualize results. We chose this measure due to an imbalance between positive and negative observations in the data set. It is also reported that precision-recall is more informative than the Receiver Operating characteristics (ROC) curve when imbalanced data is analysed for binary classification problems (Saito and Marc 2015). Before plotting the precision-recall curve, these two measures were computed using the equations. Precision looks for the proportion of correct positive predictions with respect to the total number of positive predictions.

\[
\text{Precision (True Positive Rate)} = \frac{TP}{FP + TP} \tag{4}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{5}
\]

On analyzing the given data with SVM, the precision value is found to be 0.96. And recall is computed as 0.97. The
The real power of the SVM model lies in the kernel that is used for the classification process. Here, we have tried different kernels and obtained good performance with the sigmoid. Another parameter of the SVM classifier, randomness, was assigned a 0 to get the maximum accuracy. Moreover, the plot is also generated concerning the accuracy measures and given in Fig. 5.

After analyzing the performance of SVM with the feature set selected by basic ABC, we have also run the model with the feature set selected by the newly proposed IABC algorithm. This new feature set consists of 7 features and the SVM model has produced a classification accuracy of 96%. Apart from these ABC algorithms, PSO algorithm was also executed to derive features and a classification accuracy of 90% was obtained with the generated features. The various feature sets derived and the corresponding accuracy of classification algorithm are shown in Table 4.

### 6 Predicting severity

On analyzing the input data set, we have observed three features indicating severity class severity mild, severity moderate, and severity severe. Thus, the same data set is found to be suitable for predicting the severity status in patients. As the data is binary, labeling was done by encoding these features into integer values 1, 2, and 3. Feature values of all positive cases were extracted from the dataset and was submitted to the machine learning algorithms for performing multiclass classification. The data set was split into training and testing parts by the models. As in the COVID-19 screening problem, we have used different machine learning models for the prediction as well, and finally the logistic regression model has produced better results. The resulting accuracy values got plotted in the ROC curve and shown in Fig. 6. The ROC curve depicts the relationship between sensitivity and specificity measures. As shown in Fig. 6, the curve corresponding to class1 prediction has better performance.

ROC curve usually evaluates the performance of binary classifiers. However, here we have transformed the performance criterion of a three-class classifier into three separate binary classifications. Each classification corresponds to a given class and the total of the other two classes. On evaluating the performance with the measure Area Under the Curve (AUC), the prediction of class 1 severity achieved the best performance with the highest value of 0.966. It is

![Performance of Artificial Bee Colony optimization algorithm through convergence.](image)

![Confusion Matrix - P and N represent positive and negative COVID cases.](image)
also observed that the prediction of class 3 has got the least accuracy with the smallest AUC value of 0.779.

7 Comparing performance

As part of evaluating the model performance, we have compared the accuracy measures of various methods and consolidated them in Table 5. The integrated SVM-DL approach has produced 95.4% accuracy with the support of the automatic feature generation technique. Also, this method has utilized X-ray image data of less size as input. The successive DL approaches also succeeded in gaining higher accuracy values with the automatic feature extraction facility. The actual comparison of our proposed method happens with the results of text data-based approaches. Here, out of two such methods, the Weka tool acquired a lower accuracy of 91.4%. The second Gradient Boosting technique have used clinical data analysis of around 50,000 patients and procured area under PR curve score 0.66. The classification model developed with the optimum feature set derived by IABC has obtained an average accuracy of 96%, and its precision-recall curve is shown in Fig. 7. This is an improvement over the average accuracy of 94% obtained for SVM with ABC derived features.

8 Conclusion

COVID-19 pandemic clinical scenario has entered into another phase with the introduction of the vaccine. Nevertheless, the threat of pandemic does not seem to end in the wake of new variants identified. As per reports, these...
variants would be capable of multiplicating the spreading rate. Thus, speedier detection of positive cases by analyzing clinical data remains a significant problem. In this paper, we have developed an optimization-based machine learning approach to screen COVID-19 patients. The data set we analyzed consisted of clinical and personal information of 65,500 patients from many countries. The proposed novel framework predicted COVID-19 relying on textual data and succeeded in predicting the severity status. A preliminary pre-processing was made for the feature selection based on the ABC optimization algorithm. Being a powerful problem-solving technique, it has succeeded in deriving optimum features. We relied on ABC because of its ability to produce global optimum solutions. The generated features consisted only of clinical symptoms, and the relevance was also proved by ranking. Subsequently SVM classifier was built with sigmoid kernel. When analyzed the performance of this model, we have observed an overall accuracy of 96%. With the other two performance metrics- precision and recall, the model has shown a higher accuracy of 0.96 and 0.97, respectively. Thus, SVM returns above 90% of accuracy with all the considered performance metrics in this binary classification problem. This indicates the efficacy of the proposed approach in predicting the COVID status out of text data. It is also made the severity prediction of positive cases with good accuracy. The machine learning approach interleaved with the optimization strategy has proved its efficacy in various aspects of data analysis in COVID-19 prediction. This would help physicians put more care for needy people to make necessary arrangements for further treatment.

The downside of the proposed ML approach is that more clinical data, specifically the records of previous diseases, were not included in the available data set. The accuracy of the model could have been improved with such additional features. Secondly, we have implemented other ML models such as Random Forest and Perceptron for the classification, but they have not produced comparable results. Therefore, our future work includes developing and testing other competent models that can showcase higher accuracy for both classification and severity predictions using complete data set.
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