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Abstract

This paper proposes an improved linear discriminant analysis called spectrally-corrected and regularized LDA (SRLDA). This method integrates the design ideas of the sample spectrally-corrected covariance matrix and the regularized discriminant analysis. With the support of a large-dimensional random matrix analysis framework, it is proved that SRLDA has a linear classification optimal global optimal solution under the spiked model assumption. According to simulation data analysis, the SRLDA classifier performs better than RLDA and ILDA and is closer to the theoretical classifier. Experiments on different data sets show that the SRLDA algorithm performs better in classification and dimensionality reduction than currently used tools.
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1. Introduction

Linear Discriminant Analysis (LDA) is a very common technique for dimensionality reduction problems as a preprocessing step for machine learning and pattern classification applications. As data collection and storage capacity improves, there has been an increasing prevalence of high-dimensional data sets, including microarray gene expression data \cite{47}, gene expression pattern images \cite{23}, text documents \cite{43}, face images \cite{55}, etc. Learning in high-dimensional spaces is challenging because data points are far from each other in such spaces, and the similarities between data points are difficult.
to compare and analyze [13]. This phenomenon is traditionally known as the curse of dimensionality [6], which states that an enormous number of samples is required to perform accurate predictions on problems with high dimensionality.

On the other hand, large-dimensional random matrix theory (LRMT) analysis tools have gradually developed and matured, and their applications in fields such as statistics, economics, computers, signal processing, and so on, have gained increasing recognition [22, 48, 4]. In LRMT, researchers study the asymptotic properties of random matrices in the high-dimensional range, where the dimensions of the random matrices are extremely large or even infinite. The extreme results obtained in the infinite-dimensional case can well approximate the more realistic finite-dimensional scenario, and this has been verified by many empirical results. LRMT has proven to be a valuable tool for analyzing high-dimensional systems in a variety of applications, including signal processing, data analysis, and machine learning. In this paper, we provide an improved linear discriminant analysis for spiked models with LRMT.

The statistics problem treated here is assigning a \( p \)-dimensional observation \( \mathbf{x} = (x_1, x_2, \ldots, x_p)' \) into one of two classes or groups \( \Pi_i \) \((i = 0, 1)\). The classes are assumed to have Gaussian distributions with the same covariance matrix. Since R.A. Fisher [19] originally proposed Linear Discriminant Analysis (LDA) based classifiers in 1936, Fisher’s LDA has been one of the most classical techniques for classification tasks and is still used routinely in applications. We employ separate (stratified) sampling: \( n = n_0 + n_1 \) sample points are collected to constitute the sample \( \mathbf{C} \) in \( \mathbb{R}^p \), where, given \( n, n_0 \) and \( n_1 \) are determined (not random) and where \( \mathbf{C}_0 = \{ \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_{n_0} \} \) and \( \mathbf{C}_1 = \{ \mathbf{x}_{n_0+1}, \mathbf{x}_{n_0+2}, \ldots, \mathbf{x}_n \} \) are randomly selected from populations \( \Pi_0 \) and \( \Pi_1 \), respectively. Under the support of the labeled sample sets, Fisher’s discriminant rule [28] with two multivariate normal populations directs us to allocate \( \mathbf{x} \) into \( \Pi_0 \) if

\[
W^{LDA}(\bar{x}_0, \bar{x}_1, \mathbf{S}, \mathbf{x}) = \left( \mathbf{x} - \frac{\bar{x}_0 + \bar{x}_1}{2} \right)^T \mathbf{S}^{-1} (\bar{x}_0 - \bar{x}_1) - \log \frac{\pi_1}{\pi_0} > 0,
\]

and into \( \Pi_1 \) otherwise, where \( \pi_i \) is the prior probability corresponding to \( \Pi_i \) \((i = 0, 1)\).

Here \( \bar{x}_0 \) and \( \bar{x}_1 \) are the sample mean vectors of two classes, and \( \mathbf{S} = \frac{n_0}{n} \mathbf{S}_0 + \frac{n_1}{n} \mathbf{S}_1 \) in which \( \mathbf{S}_i \) is the sample covariance matrix of \( \mathbf{C}_i \). LDA has a long and successful history. From the first use of taxonomic classification by [19], LDA-Fisher-based classification
and recognition systems have been used in many applications, including detection [58], speech recognition [57], cancer genomics [32], and face recognition [55].

In the classic asymptotic approach, $W^{LDA}(\mathbf{x}_0, \mathbf{x}_1, S, x)$ is the consistent estimation of Fisher’s LDA function. However, it is not generally helpful in situations where the dimensionality of the observations is of the same order of magnitude as the sample size ($n \to \infty, p \to \infty$, and $p/n \to J > 0$). In this asymptotic scenario, the Fisher discriminant rule performs poorly due to the sample covariance matrix diverging from the population’s one severely. Papers developing different approaches to handling the high-dimensionality issue in estimating the covariance matrix can be divided into two schools. The first suggests building on the additional knowledge in the estimation process, such as sparseness, graph model, or factor model [8, 9, 16, 31, 49, 51, 52]. The second recommends correcting the spectrum of the sample covariance [37], such as the shrinkage estimator in [14, 35, 36], and regularized technologic in [6, 15, 54, 62]. The Spectrally-Corrected and Regularized LDA (SRLDA) given in this paper belong to the second school, which integrates the design ideas of the sample spectrally-corrected covariance matrix [37] and the regularized discriminant analysis [21] to improve the LDA estimation in high-dimensional settings.

This paper proposes a novel approach under the assumption of the spiked covariance model in [29] that all but a finite number of eigenvalues of the population covariance matrix are the same. This model could be and has been used in many real applications, such as detection speech recognition [24, 29], mathematical financial [33, 34, 38, 44, 46], wireless communication [56], physics of mixture [53], EEG signals [12, 18] and data analysis and statistical learning [25]. Based on some theoretical and applied results of the spiked covariance model([3, 5, 7, 30, 45]), we suppose population eigenvalues are estimated reasonably. Then consider a class of covariance matrix estimators that follow the same spiked structure, written as a finite rank perturbation of a scaled identity matrix. The sample eigenvectors of the extreme sample eigenvalues provide the directions of the low-rank perturbation, and the corresponding eigenvalues are corrected to population one and regularized by the common parameter. In this way, compared with [54], we not only retain the spike structure as much as possible, but also reduce the number of undetermined parameters. In addition, fewer parameters make it
possible for this algorithm to be designed for data dimensionality reduction.

This paper selects design parameters that minimize the limit of misclassification rate and can be obtained in the corresponding closed form without using standard cross-validation methods, thus providing lower complexity and higher classification performance. Furthermore, the computational cost is also reduced compared to classic R-LDA in [15]. Through a comparative analysis of different data sets, our proposed classifier outperforms other popular classification techniques, such as improved LDA (I-LDA) in [54], support vector machine (SVM), k- Nearest neighbor (KNN), and a fully connected neural network (CNN).

The remainder of this article is organized as follows: Section 2 introduces the binary classification problem and the basic form of the SRLDA classifier. Section 3 presents a consistent estimation of the true error and a parameter optimization method. The SRLDA classifier with optimal intercept is improved in Section 4. Section 5 extends the spectral correction regularization classification method to multi-classification problems. Section 6 compares the algorithm effects on simulated data and real data respectively. The final section analyzes the conclusion.

2. Binary Classification and SRLDA Classifier

On the basis of the analysis framework in [62], some modeling assumptions are restated and made throughout the paper. First, we have individually sampled binary classification sample sets $C_0$ and $C_1$ given in [11]. Separate sampling is very common in biomedical applications, where data from two classes are collected without reference to the other, for instance, to discriminate two types of tumors or to distinguish a normal from a pathological phenotype.

A second assumption is that the classes possess a common covariance matrix. $\Pi_i$ follows a multivariate Gaussian distribution $N(\mu_i, \Sigma_i)$, for $i = 0, 1$, where $\Sigma$ is nonsingular. Although it does not fully correspond to reality, the LDA still often performs better than quadratic discriminant analysis (QDA) in most cases, even with different covariances, because of the advantage of its estimation method [50].

In this paper, we improve the LDA classifier in the particular scenarios, as the third
assumption, wherein $\Sigma$ takes the following particular form [3]:

$$
\Sigma = \sigma^2 \left( I_p + \sum_{j \in \mathbb{I}} \lambda_j v_j v_j^T \right),
$$

(2.1)

where $\mathbb{I} =: \mathbb{I}_1 \cup \mathbb{I}_2, \mathbb{I}_1 := \{1, \ldots, r_1\}, \mathbb{I}_2 := \{-r_2, \ldots, -1\}, \sigma^2 > 0, r = r_1 + r_2, \lambda_1 \geq \cdots \geq \lambda_{r_1} > 0 > \lambda_{-r_2} \geq \cdots \geq \lambda_{-1} > -1 \ (\lambda_j = \lambda_{p-r-1} \text{ for } j \in \mathbb{I}_2), \ I_p \text{ is a } p \times p \text{ identity matrix and } v_i (i \in \mathbb{I}) \text{ are orthogonal. This is the spiked model defined in this article.}

The spiked model is often used to detect the number of signals embedded in noise [40, 41, 61, 18], or the number of factors in financial econometrics [2, 42], where the number of signals (or factors) corresponds to the number of large spiked eigenvalues, while small spiked eigenvalues are often ignored. It should be pointed out that there are currently few research papers discussing the situation of small spiked eigenvalues. We believe that this is mainly due to two reasons. First, small spiked eigenvalues have no actual physical meaning in signal detection problems, so they are often ignored; second, there are not many pioneering contributions in the study of small spiked eigenvalues theory, which is not enough to arouse widespread interest among scholars. However, in real data analysis, we found that small spiked eigenvalues can play a unique role in algorithm improvement. This is because small spiked eigenvalues are more hidden in the noise. By introducing the assumption of small spiked eigenvalues in (2.1), the modeling effect can be greatly improved.

Under the high-dimensional random matrix theory framework, population parameters such as the number of spiked eigenvalues and the estimators of spiked eigenvalues, the main parameters of this model, have been extensively and in-depth studied [3, 17, 30, 27, 18]. These works have greatly improved the ability to estimate the population covariance matrix and adapt to different data backgrounds. For the sake of simplicity, we assume that $\sigma^2, r_1, r_2,$ and $\lambda_i (i \in I)$ are perfectly known. In our numerical simulations, we have used the method of [3, 27, 30] to estimate the unknown parameters in (2.1).

In this paper, the spectrally-corrected method is to correct the spectral elements of the sample covariance matrix to those of $\Sigma$. Start the eigen decomposition of the pooled
covariance matrix as

$$S = \sum_{j=1}^{p} l_j u_j u_j^T,$$  \hspace{1cm} (2.2)

with \(l_j\) being the \(j\)-th largest eigenvalue and \(u_j\) its corresponding eigenvector. Then correct \(l_j\) to the corresponding one of \(\Sigma\) as follows:

$$\bar{S} = \sigma^2 \left( I_p + \sum_{j=1}^{\lambda} \lambda_j u_j u_j^T \right),$$  \hspace{1cm} (2.3)

where \(u_j \doteq u_{p+1,j}\) for \(j \in I_2\). In (2.3), \(\bar{S}\) is totally same as (2.1) except the spiked eigenvectors. In this way, the original structure of \(\Sigma\) is preserved as much as possible, but the disadvantage is that \(\bar{S}\) is a biased estimator of \(\Sigma\) because of the bias of sample spiked eigenvectors from that of the population. How to deal with the bias? R-LDA \cite{20,62} method inspires us to introduce regularization parameters for the sample spiked matrix for LDA. Then we have the spectrally-corrected and regularized discriminant analysis (SRLDA) function, that is

$$W_{SRLDA}^{\bar{S}}(\bar{x}_0, \bar{x}_1, \bar{H}, x) = \sigma^{-2} \left( x - \frac{\bar{x}_0 + \bar{x}_1}{2} \right)^T \bar{H} (\bar{x}_0 - \bar{x}_1),$$  \hspace{1cm} (2.4)

where

$$\bar{H} = \left( I_p + \gamma_1 \sum_{j \in \mathcal{I}_1} \lambda_j u_j u_j^T + \gamma_2 \sum_{j \in \mathcal{I}_2} \lambda_j u_j u_j^T \right)^{-1}. $$  \hspace{1cm} (2.5)

Here \(\gamma_1\) and \(\gamma_2\) are designed parameters to be optimal. We assume that

$$(\gamma_1, \gamma_2) \in \mathcal{A} = \left\{ \gamma_1, \gamma_2 : 0 < \gamma_1, \gamma_2 < M, \gamma_2 \notin \cup_{j \in \mathcal{I}_2} U(\lambda_j^{-1}, \delta) \right\}$$  \hspace{1cm} (2.6)

for some up bound \(M\) and any small \(\delta > 0\), where \(U(\lambda_j^{-1}, \delta) = \left\{ x : |x - \lambda_j^{-1}| < \delta \right\}\). From a practical point of view, we only need to assume that \(\gamma_1 \notin \cup_{j \in \mathcal{I}_2} U(\lambda_j^{-1}, \delta)\) to ensure that the spectral norm of \(\bar{H}\) is bounded. However, the restriction to range \(\mathcal{A}\) is needed later for the proof of the uniform convergence results. The designed SRLDA classifier is then given by

$$\psi_{SRLDA}^{\bar{S}} = \begin{cases} 1, & \text{if } W_{SRLDA}^{\bar{S}}(\bar{x}_0, \bar{x}_1, \bar{H}, x) \leq c; \\ 0, & \text{if } W_{SRLDA}^{\bar{S}}(\bar{x}_0, \bar{x}_1, \bar{H}, x) > c, \end{cases}$$  \hspace{1cm} (2.7)

where
where \( c = \log(\pi_1/\pi_0) \). Given \( \overline{x}_0, \overline{x}_1, \overline{S} \), the error contributed by class \( i (=0 \text{ or } 1) \), is defined by the probability of misclassification \( \varepsilon_i^{SRLDA} \), that is

\[
P\left( (-1)^i W^{SRLDA} (\overline{x}_0, \overline{x}_1, \overline{H} \cdot x) \leq (-1)^i c \mid x \in \Pi_i, \overline{x}_0, \overline{x}_1, \overline{H} \right) = \Phi \left( \frac{(-1)^{i+1} G (\mu_i, \overline{x}_0, \overline{x}_1, \overline{H}) + (-1)^i \sigma^2 c}{\sqrt{D (\overline{x}_0, \overline{x}_1, \overline{H}, \Sigma)}} \right),
\]

and \( \Phi(\cdot) \) denotes the cumulative distribution function of a standard normal random variable and

\[
G (\mu_i, \overline{x}_0, \overline{x}_1, \overline{H}) = \left( \mu_i - \frac{\overline{x}_0 + \overline{x}_1}{2} \right)^T \overline{H} (\overline{x}_0 - \overline{x}_1),
\]

\[
D (\overline{x}_0, \overline{x}_1, \overline{H}, \Sigma) = (\overline{x}_0 - \overline{x}_1)^T \overline{H} \Sigma \overline{H} (\overline{x}_0 - \overline{x}_1).
\]

The true error of \( \psi_n^{SRLDA} \) is expressed as:

\[
\varepsilon^{SRLDA} = \pi_0 \varepsilon_0^{SRLDA} + \pi_1 \varepsilon_1^{SRLDA}.
\]

### 3. Consistent Estimate of the True Error and Parameter Optimization

In this section, we derive a consistent estimator of the true error of SRLDA based on random matrix theory used to obtain optimal parameters. The theoretical optimal \( \gamma = (\gamma_1, \gamma_2) \) is chosen to minimize the total misclassification rate:

\[
\gamma^* = \arg \min_{\gamma \in \mathbb{A}} \varepsilon^{SRLDA}(\gamma),
\]

and its consistent estimate is responsible for the acquisition of optimal empirical parameters. Under the asymptotic growth regime, the following assumptions will help us to build a consistent estimate.

**Assumption 3.1.** \( p, n_0, n_1 \to \infty \), and the following limits exist: \( \frac{p}{n_0} \to J_0 > 0 \), \( \frac{p}{n_1} \to J_1 > 0 \) and \( \frac{p}{n} \to J < 1 \) where \( n = n_0 + n_1 \).

**Assumption 3.1** is the norm assumption in the framework of high-dimensional random matrix theory, under which this paper constructs the spectral-corrected method to correct the bias of the classical empirical estimation.
Assumption 3.2. For \( J < 1, r_1 \) and \( r_2 \) are fixed and \( \lambda_1 > \cdots > \lambda_r > \sqrt{J} > 0 > -\sqrt{J} > \lambda_{r_2} > \cdots > \lambda_{-1} > -1 \), independently of \( p \) and \( n \).

The assumption [3.2] is the basis of our analysis and the basic premise of applying high-dimensional random matrix theory, which guarantees a one-to-one mapping between sample eigenvalues and unknown population eigenvalues. In fact, when \( \lambda_j > \sqrt{J} \) (or \( -1 < \lambda_j < -\sqrt{J} \)), \( \lambda_j \) can be consistently estimated for \( j \in \mathbb{I} \).

Assumption 3.3. \( \| \mu \| \) has a bounded Euclidean norm, that is \( \| \mu \| = O(1), i = 0, 1 \).

Assumption 3.4. The spectral norm of \( \Sigma \) is bounded, that is \( \| \Sigma \| = O(1) \).

Theorem 1. Under Assumptions [3.1] to [3.4] for any \( \gamma \in \mathbb{R} \) and \( k = 0 \) (or 1), we have

\[
\begin{align*}
\left| G_k(\gamma) - \left(-\frac{1}{2}\|\mu\|^2 \bar{G}(\gamma) + \frac{\sigma^2}{2} \left( \frac{p}{m} - \frac{p}{n} \right) \right) \right| & \xrightarrow{a.s.} 0, \quad (3.2) \\
\left| D(\gamma) - \sigma^2\|\mu\|^2 \bar{D}(\gamma) - \sigma^4 \left( \frac{p}{m} + \frac{p}{n} \right) \right| & \xrightarrow{a.s.} 0, \quad (3.3)
\end{align*}
\]

uniformly, where \( G_k(\gamma) = G(\mu_0, \bar{x}_0, \bar{H}, \bar{H}), D(\gamma) = D(\bar{x}_0, \bar{x}_1, \bar{H}, \Sigma) \),

\[
\begin{align*}
\bar{G}(\gamma) & = 1 - \sum_{i,j} a_{i,j} b_{i,j} \gamma_{i,j}, \quad (3.4) \\
\bar{D}(\gamma) & = 1 + \sum_{j} \lambda_j b_j - 2 \sum_{i,j} (\lambda_j + 1) a_{i,j} \gamma_{i,j} \delta_{i,j} \\
& \quad + \sum_{i,j} a_{i,j} \gamma_{i,j} \delta_{i,j}. \quad (3.5)
\end{align*}
\]

Here \( \mu = \mu_0 - \mu_1, \gamma_{i,j} = \frac{y_{i,j}}{1+y_{i,j}}, a_{i,j} = \frac{\lambda_i - c}{\delta_{i,j}(\lambda_j + c)}, b_j = \frac{\mu \gamma_j}{\|\mu\|^2} \) for \( i = 1, 2, j \in \mathbb{I} \) and

\[
\delta_{i,j} = \begin{cases} 
1, & i = 1, j > 0 \text{ or } i = 2, j < 0; \\
0, & \text{otherwise.}
\end{cases}
\]

Proof. See Appendix A.

According to Theorem 1, a deterministic equivalent of the global misclassification rate can be obtained as:

\[
\varepsilon^{SRLDA}(\gamma) - \varepsilon^{SRLDA}(\gamma) \xrightarrow{a.s.} 0,
\]

where \( \varepsilon^{SRLDA}(\gamma) \) is defined as

\[
\begin{align*}
\pi_0 \Phi \left( -\frac{\bar{G}(\gamma) - \eta}{2 \sqrt{\bar{G}(\gamma) + \zeta}} \right) + \pi_1 \Phi \left( -\frac{\bar{G}(\gamma) + \eta}{2 \sqrt{\bar{G}(\gamma) + \zeta}} \right),
\end{align*}
\]

(3.6)
and \( \alpha = \frac{\sigma^2}{\mu} \), \( \eta = \alpha \left( \frac{p}{m} - \frac{p}{n} + 2c \right) \), \( \zeta = \alpha \left( \frac{p}{n} - \frac{p}{m} \right) \), respectively. (3.6) is similar to (17) given in [54], but here are only two regularized parameters that are optimized on a more specific bounded set in Theorem 3.

**Theorem 2.** Under the setting of Assumptions 3.1 to 3.4 we have

\[
\varepsilon_{SRLDA}(\gamma) - \varepsilon_{SRLDA}(\gamma) \xrightarrow{a.s.} \ v, \quad \forall \gamma \in \mathcal{A},
\]

uniformly, where \( \varepsilon_{SRLDA}^{SRLDA} \) and \( \mathcal{A} \) are given in (3.6) and (2.6) respectively.

**Proof.** According Theorem 1, (3.7) holds naturally.

**Theorem 3.** Under the setting of Assumptions 3.1 to 3.4 the optimal parameters \( \gamma = (\gamma_1^*, \gamma_2^*) \) that minimize \( \varepsilon_{SRLDA}^{SRLDA}(\gamma) \) are given by:

\[
\gamma_1^* = \frac{\omega^*_1}{(1 - \omega^*_1)\lambda_1} \quad \text{and} \quad \gamma_2^* = \frac{-\omega^*_2}{(1 - \omega^*_2)\lambda_{-1}},
\]

where \( \omega^* = (\omega^*_1, \omega^*_2) \) is the minimizer of the function

\[
f(\omega) = \pi_0 \Phi \left( -\frac{1}{2\sqrt{\alpha}} \sqrt{\tilde{G}(\omega) - \eta} \right) + \pi_1 \Phi \left( -\frac{1}{2\sqrt{\alpha}} \sqrt{\tilde{G}(\omega) + \zeta} \right),
\]

and \( \omega = (\omega_1, \omega_2) \in \mathbb{B} \). Here

\[
\mathbb{B} = \left\{ \omega = (\omega_1, \omega_2) : 0 < \omega_1, \omega_2 < 1, \omega_2 \neq \left( 1 + \lambda_j/\lambda_{-1} \right)^{-1}, j \in \mathbb{I}_2 \right\}.
\]

\[
\tilde{G}(\omega) = 1 - \sum_{i=1,2} \sum_{j \in \mathbb{I}} a_j b_j \chi_{i,j} \delta_{i,j},
\]

\[
\tilde{D}(\omega) = 1 + \sum_{i=1,2} \sum_{j \in \mathbb{I}} \lambda_j b_j - 2 \sum_{i=1,2} \sum_{j \in \mathbb{I}} \left( \lambda_j + 1 \right) a_j b_j \chi_{i,j} \delta_{i,j}
\]

\[
+ \sum_{i=1,2} \sum_{j \in \mathbb{I}} a_j b_j \left( \lambda_j a_j + 1 \right) \gamma^2 \chi_{i,j} \delta_{i,j},
\]

\[
\gamma_{1,j} = \frac{\omega_1 A_j}{(1 - \omega_1)\lambda_1 + \omega_1 A_j}, \quad j \in \mathbb{I}_1,
\]

\[
\gamma_{2,j} = \frac{-\omega_2 A_j}{(1 - \omega_2)\lambda_{-1} - \omega_2 A_j}, \quad j \in \mathbb{I}_2.
\]

And \( \eta \) and \( \zeta \) are defined in Theorem 1.

**Proof.** See Appendix B.
**Theorem 4.** Under Assumptions 3.1 to 3.4, for any deterministic unit vector $\mathbf{w} \in S^{p-1}$, we have

\[
\langle \mathbf{w}, \mathbf{u}_j \mathbf{u}_j^T \mathbf{w} \rangle \xrightarrow{\text{a.s.}} \frac{\lambda_j^2 - J}{\lambda_j (\lambda_j + J)} \langle \mathbf{w}, \mathbf{v}_j \mathbf{v}_j^T \mathbf{w} \rangle,
\]

for $j \in \mathcal{I}$.

**4. Improved SRLDA with optimal intercept**

The intercept part of (1.1) is another important parameter that affects the misclassification rate. Since the empirical estimation of the intercept part always causes severe bias in unbalanced classes and high-dimensional settings, it is necessary to consider bias correction, which is now a general procedure to minimize the misclassification rate such as [10, 26, 59]. In this section, we apply the bias correction procedure to the improved LDA classifier and name the classifier “OI-SRLDA” to refer to the optimal-intercept-SRLDA classifier. Starting off from our proposed classifier and replacing the constant term with a parameter $\theta$, the score function can be written as:

\[
W^{\text{OI-SRLDA}}(\mathbf{x}_0, \mathbf{x}_1, \mathbf{H}, \mathbf{x}) = \sigma^{-2} \left( \mathbf{x} - \frac{\mathbf{x}_0 + \mathbf{x}_1}{2} \right)^T \mathbf{H} (\mathbf{x}_0 - \mathbf{x}_1) + \sigma^2 \theta,
\]

where

\[
\mathbf{H} = \left( \mathbf{I}_p + \gamma_1 \sum_{j=1}^{\kappa_1} \lambda_j \mathbf{u}_j \mathbf{u}_j^T + \gamma_2 \sum_{j=1}^{\kappa_2} \lambda_{-j} \mathbf{u}_{-j} \mathbf{u}_{-j}^T \right)^{-1},
\]

and $\theta$ is a parameter that will be optimized. The corresponding misclassification rate $e^{\text{OI-SRLDA}}(\gamma, \theta)$ is expressed as:

\[
\pi_0 \Phi \left( \frac{-\mathbf{G}_0(\gamma) - \sigma^2 \theta}{\sqrt{\mathbf{D}(\gamma)}} \right) + \pi_1 \Phi \left( \frac{\mathbf{G}_1(\gamma) + \sigma^2 \theta}{\sqrt{\mathbf{D}(\gamma)}} \right).
\]

The asymptotic equivalent of $e^{\text{OI-SRLDA}}(\gamma, \theta)$ can be obtained by following similar steps as in previous section, that is:

\[
|e^{\text{OI-SRLDA}}(\gamma, \theta) - e^{\text{OI-SRLDA}}(\gamma, \theta)| \xrightarrow{\text{a.s.}} 0.
\]
where \( \varepsilon^{O_{I}-SRLDA}(\gamma, \theta) \) is given as:
\[
\pi_0 \Phi \left( \frac{-\overline{G}(\gamma) + \eta(\theta)}{2 \sqrt{\alpha D(\gamma) + \zeta}} \right) + \pi_1 \Phi \left( \frac{-\overline{G}(\gamma) - \eta(\theta)}{2 \sqrt{\alpha D(\gamma) + \zeta}} \right).
\]
in which \( \eta(\theta) = \alpha \left( \frac{p}{n_0} - \frac{p}{n_1} - 2 \theta \right) \). By standard optimization solving methods, we have the optimal parameter \( \theta^* \) as following:
\[
\theta^* = \frac{1}{2} \left( \frac{p}{n_0} - \frac{p}{n_1} \right) - \frac{D(\gamma) + \zeta}{G(\gamma)} \log \frac{\pi_1}{\pi_0}.
\]
Replacing \( \theta^* \) by its expression, the asymptotic misclassification rate becomes
\[
\varepsilon^{O_{I}-SRLDA}(\gamma) = \pi_0 \Phi \left( \bar{\Delta}_1 + \bar{\Delta}_2 \right) + \pi_1 \Phi \left( \bar{\Delta}_1 - \bar{\Delta}_2 \right),
\]
in which \( \bar{\Delta}_1(\gamma) = \frac{-\overline{G}(\gamma)}{2 \sqrt{\alpha D(\gamma) + \zeta}} \) and \( \bar{\Delta}_2(\gamma) = \frac{\sqrt{\alpha D(\gamma) + \zeta}}{G(\gamma)} \log \frac{\pi_1}{\pi_0} \). Then we are able to find the new optimal parameter vector \( \gamma = (\gamma_1, \gamma_2) \) that minimizes the asymptotic misclassification rate \( \varepsilon^{O_{I}-SRLDA} \).

**Theorem 5.** The optimal parameters \( \gamma^* = (\gamma_1^*, \gamma_2^*) \) that minimize \( \varepsilon^{O_{I}-SRLDA} \) are given by:
\[
\gamma_1^* = \frac{\omega_1^*}{(1 - \omega_1^*) \lambda_1}, \quad \text{and} \quad \gamma_2^* = \frac{\omega_2^*}{(1 - \omega_2^*) \lambda_{-1}},
\]
where \( \omega^* = (\omega_1^*, \omega_2^*) \) is the minimizer of the function
\[
f(\omega) = \pi_0 \Phi \left( \bar{\Delta}_1 + \bar{\Delta}_2 \right) + \pi_1 \Phi \left( \bar{\Delta}_1 - \bar{\Delta}_2 \right),
\]
and \( \bar{\Delta}_1(\omega) = \frac{-\overline{G}(\omega)}{2 \sqrt{\alpha D(\omega) + \zeta}} \), \( \bar{\Delta}_2(\omega) = \frac{\sqrt{\alpha D(\omega) + \zeta}}{G(\omega)} \log \frac{\pi_1}{\pi_0} \), respectively. Here \( \overline{G}(\omega), D(\omega) \) and \( \zeta \) are defined in Theorem 3.

**Theorem 6.** Under Assumptions 3.1 to 3.4, we have
\[
\left| \frac{1}{\hat{\alpha}} - \frac{1}{\hat{\alpha}} \right| \xrightarrow{a.s.} 0, \quad \left| \hat{\lambda}_j - \lambda_j \right| \xrightarrow{a.s.} 0, \quad \left| \hat{b}_j - b_j \right| \xrightarrow{a.s.} 0,
\]
where, for any \( j \in \mathbb{I} \),
\[
\hat{\lambda}_j = \frac{1}{2} \left( I_j - 1 + \text{sgn}(J) \sqrt{(l_j + 1 - J)^2 - 4l_j} \right),
\]
and
\[
\lambda_j = \frac{1}{2} \left( I_j - 1 - J \right).
\]
\[ \hat{b}_j = \frac{1 + J/\lambda_j}{1 - J/\lambda_j} \frac{\hat{\mu}^T u_j u_j^T \hat{\mu}}{\|\hat{\mu}\|^2 - J_1 \sigma^2 - J_0 \sigma^2}, \quad (4.4) \]

\[ \hat{\mu} = \bar{x}_0 - \bar{x}_1, \]

\( l_j \) is given in (2.2), and \( \text{sgn}(\cdot) \) is a sign function.

**Proof.** The proof is a direct application of the equation (2.7) in Bai and Ding, 2012[3], and it’s thus omitted here.

5. The Spectrally-corrected and Regulized Technique for Fisher’s discriminant in the case of multiple classes

Suppose we have \( K \) distinct classes and samples from each class follow a \( p \)-dimensional multivariate normal distribution with mean vector \( \mu_k \) and covariance matrix \( \Sigma \) with the form (2.1), where \( k = 0, 1, 2, \ldots, K - 1 \). Assume we observe \( n_k \) i.i.d. random samples from the \( k \)th class, that is,

\[ \Pi_k : x_{1,k}, x_{2,k}, \ldots, x_{n_k,k} \text{i.i.d.} \sim N(\mu_k, \Sigma) \quad (5.1) \]

The total sample size is then \( n = \sum_{k=0}^{K-1} n_k \). Let \( \pi_k \) denote the prior probability of observing sample from the \( k \)th class with \( \sum_{k=0}^{K-1} \pi_k = 1 \).

According the generalization of Fisher’s discriminant for multiple classes, and the assumption that the dimensionality \( p \) is greater than the number \( K \), there is a subspace with \( (K - 1) \) dimensionality at most, to maximize the between-class distance and minimize the within-class one. That is to obtain the optimal projection matrix \( W^* \) to maximize

\[ J(W^*) = \max_W \text{Tr} \left\{ (W \Sigma W^T)^{-1} (W \Sigma_b W^T) \right\} \quad (5.2) \]

in which

\[ \Sigma_b = \sum_{k=0}^{K-1} \pi_k (\mu_k - \mu) (\mu_k - \mu)^T, \]

with \( \mu = \sum_{k=0}^{K-1} \pi_k \mu_k \). The optimal solution \( W^* \) of (5.2) is determined by those eigenvectors of \( \Sigma^{-1} \Sigma_b \) that correspond to the \( K \) largest eigenvalues.

By the spectrally-corrected technique, the estimation of \( \Sigma \) is taken as the same form as \( \tilde{H}^{-1} \) (2.5) in which \( u_j \)s are the corresponding eigenvectors of the sample-based
within-classes scalar matrix \( S_w \),
\[
S_w = \frac{1}{n} \sum_{k=0}^{K-1} \sum_{j=1}^{n_k} (x_{j,k} - \bar{x}_k)(x_{j,k} - \bar{x}_k)^T
\]  \hspace{1cm} (5.3)
and \( \Sigma_b \) is estimated by the between-classes scatter matrix \( S_b \),
\[
S_b = \frac{K-1}{n} \sum_{k=0}^{K-1} n_k (\bar{x}_k - \bar{x})(\bar{x}_k - \bar{x})^T
\]
in which \( \bar{x} \) is the pooled sample mean. The parameters \( \gamma_1 \) and \( \gamma_2 \) can be determined by cross validation or minimizing the following the joint error rate function
\[
\text{Error} = \sum_{i=0}^{K-1} \sum_{j=0}^{K-1} \epsilon_{i,j}^{\text{SRLDA}}
\]
in which \( \epsilon_{i,j}^{\text{SRLDA}} \) is the true error with the form (2.8) where \( \Pi_0 \) and \( \Pi_1 \) are \( \Pi_i \) and \( \Pi_j \) respectively and \( S_w \) in (5.3) is instead of the within-class scatter matrix of \( \Pi_i \) and \( \Pi_j \).

6. Simulations and experiments

In this part, we first simulate and verify that the SRLDA classifier outperforms those of the classical LDA, RLDA and ILDA under the spiked model. Then, we applied actual data to analyze the good performance of SRLDA in classification and dimensionality reduction. In the section [6.2.1], for the handwritten digit data set, the accuracy rate of SRLDA, RLDA, ILDA, CLDA, SVM, KNN, and CNET classifiers was comparatively analyzed. In the section [6.2.2] under the kernel transform and the different principal component analysis reduction, the SRLDA classifier performs better than that in the before section. In the section [6.2.3] we provide the good performance of SRLDA in the dimensionality reduction.

6.1. Simulated data

In this part, we use the following Monte Carlo method to estimate the true corrected rate:

- Step 1: Set \( \sigma^2 = 1 \) and choose \( r_1 = 3, r_2 = 1 \) orthogonal directions \( v_1, v_2, v_3, v_p \) with respect to the corresponding weights \( \lambda_1 = 20, \lambda_2 = 10, \lambda_3 = 5, \lambda_p = -0.99 \).
  Let \( \mu_0 = \frac{\sigma}{\sqrt{p}}(1, \cdots, 1)' \), \( \mu_1 = -\mu_0 \).
Step 2: Generate \( n_i(m_i) \) training samples (testing samples) for class \( i = 0, 1 \) in which \( \pi_0 = m_0/n_0 + m_1 = m_0/n_0 + m_1 \) and is given as 0.1, 0.2, 0.3, 0.4, 0.5.

Step 3: Using training sample, derive the corrected spectral of the sample covariance and the optimal parameter \( \gamma_1^* \) and \( \gamma_2^* \) of the SRLDA method as described in the section 3 using grid search over \( \{w_1, w_2\} \in \{[0, 1] \times [0, 1]\} \) with adjustable accuracy.

Step 4: Determine the optimal parameter \( \gamma^* \) of RLDA by grid search over \( \gamma \in \{10^{i/10}, i = -10 : 1 : 10\} \), by using the training set.

Step 5: Estimate the accuracy rates of LDA, classical LDA, RLDA, I-LDA and SRLDA methods using a set of 10000 testing samples.

Step 6: Repeat Step 2-4, 500 times and determine the average classification accuracy (or error) rate of these classifiers.

From Step 1 and Step 2, given \( r_1 = r_2 = 0 \), we can generate the sample set without the spiked structure, that \( \Sigma = I_p \) and the corresponding pooled sample covariance, noted as \( S_{mp} \). Figure 1a shows the scatter points of the eigenvalues of \( S_w \) v.s. \( S_{mp} \) with the sample size \( n = 100, 130, 180, 200, 300, 500 \) for \( n = 150 \). The large spiked eigenvalues, designed in Step 1, can be detected from the eigenvalues of \( S_w \) for all \( n \) cases. For the small spiked eigenvalues, designed in Step 1, it is difficult to detect when \( n < p \). But as \( n > p \), inverses of eigenvalues of \( S_w \) show the information of the small spiked eigenvalues clearly in Figure 1b. In Figure 2 we provide the average classification accuracy rates of LDA, classical LDA, RLDA, I-LDA and SRLDA classifiers with the simulated data, in which sample size \( n = 100, 130, 180, 200, 300, 500 \) for \( p = 150 \) and \( \pi_0 = 0.1, 0.2, 0.3, 0.4, 0.5 \). When \( n < p \), let \( r_2 = 0 \) and \( J = 1 \).

6.2. Real Data

For empirical analysis, we use the “MNIST Database of Handwritten Digits” in UCI Machine Learning Repository. In the well-known database, there are 70,000

---

1https://archive.ics.uci.edu/dataset/683/mnist+database+of+handwritten+digits
Figure 1: Scatter points between (inverses of) eigenvalues of $S_w$ and $S_{mp}$, where $S_{mp}$ is generated by the same way as $S_w$ with $r_1 = r_2 = 0$. 
(a) TLDA, RLDA, ILDA and SCRLDA

(b) Classical LDA

Figure 2: Corrected rate vs. sample size $n$ for $p = 150$ and $n_0 = 0.1, 0.2, 0.3, 0.4, 0.5$. Comparison for LDA, RLDA, ILDA and SRLDA with simulated data in which TLDA is the theoretical linear discriminant classifier.
handwritten digits (10 class labels) with each example represented as an image of 28 x 28 gray-scale pixels.

6.2.1. The case of two classes

In this part, we use the following protocol for the real dataset:

- Step 1: Select sample sets of two classes from “MNIST Database of Handwritten Digits” as \( C_0 \) and \( C_1 \). Denote \( n \) as the number of training samples in which \( n_0 \) and \( n_1 \) are the numbers of samples of \( C_0 \) and \( C_1 \), respectively, and satisfied the ratios \( n_0/n \) and \( n_1/n \). The remaining samples are used as a test dataset in order to estimate the true accuracy rate.

- Step 2: Select the dimensions with sample covariance zero and select the train dataset with sample sizes (500, 1000, 1500, 2000, 2500).

- Step 3: Using the training dataset, design the SRLDA, RLDA and I-LDA by the same way given in Section 5, and SCLDA is SRLDA with \( \gamma_1 = \gamma_2 = 1 \).

- Step 4: Compute the classifier by SVM, KNN and CNET. For SVM, all the hyper-parameters optimized one is selected. For KNN, we select the optimal knn number in the set \( \{1, 3, 5, ..., 49\} \), that is, odd numbers from one to fifty.

- Step 4: Using the test dataset, estimate the true accuracy for classifiers.

- Repeat steps 1-4 500 times and determine the average accuracy of both classes.

6.2.2. The classification of two classes by kernel transformation technology and PCA reduction

This section compares and analyzes the superior performance of the SRLDA algorithm after data kernel transformation (or not) and principal component analysis (PCA) dimensionality reduction. Five different kernel transformation methods are selected, such as linear kernel, polynomial kernel, Gaussian kernel, Sigmoid kernel, and Laplacian kernel, and the best-corrected rate is provided. Considering the problem of calculation speed, here we choose a data set of handwritten digits 3 and 8 with a
Figure 3: Comparison between the proposed classifier, RLDA, I-LDA, SCLDA, SRLDA, SVM, CNET, KNN and LDA using MNIST Database of Handwritten Digits 3 and 8.

Figure 4: Comparison between the proposed classifier, RLDA, I-LDA, SCLDA, SRLDA and Classical LDA using MNIST Database of Handwritten Digits 3 and 8 with PCA.

sample size of 4000 and a proportion of 0.5. Figures 4 and 5 show that the correction rates of SRLDA and SCLDA are better than Classical LDA, RLDA and ILDA. In particular, under kernel transformation, the advantages of SRLDA and SCLDA are more significant.

To further explain the working principle of the SC (SR) method, we show the distribution of the number on the large spiked eigenvalues and the small eigenvalues when the PCA dimensionality reduction ratio is 0.9 in Figure 6. From the histogram, we can easily conclude that the number of small spiked eigenvalues is so large that it cannot be ignored.

6.2.3. The case of multiple classes

This section applies the SRLDA method to feature selection and extraction in multiclassification problems. Here we choose “the Labeled Faces in the Wild (LFW) people
Figure 5: Comparison between the proposed classifier, RLDA, I-LDA, SCLDA, SRLDA and Classical LDA using MNIST Database of Handwritten Digits 3 and 8 with Kernel transformation and PCA.

Figure 6: The histogram of the number of the spiked eigenvalues, where $S_w$ and $S_{kw}$ are the pooled sample covariance of the samples and the kernel transformed samples, respectively.
dataset”, with sample size 1288, 450 features, and 7 classes, to test the dimensionality reduction effects of SRLDA, LDA under PCA. In Figure 7 under the same dimensionality conditions, classic LDA and SRLDA reduce the dimension of the data from more than 225 dimensions to only six dimensions but the loss in accuracy is not high, about 0.019 to 0.13. In particular, the accuracy of the SRLDA algorithm after dimensionality reduction is significantly higher than that of classic LDA, and this advantage becomes more obvious as the dimension increases.

7. Conclusion

Using real and simulated data sets for effective comparison, the SCRDA method has the following design points and excellent performance.

(1) Retain the original model design structure as much as possible, that is, the spike covariance model. In this way, the results of eigenvalue estimation in high-dimensional settings and the limiting properties of the corresponding eigenvectors are fully utilized.

(2) The regularization method once again proved its important role in reducing the risk (misclassification rate).

(3) Based on empirical analysis, the SRLDA method is quite competitive with SVM, KNN, and CNN, but its algorithm is more lightweight and faster in the calculation.
(4) This algorithm is also suitable for multi-classification problems and can be used for supervised dimensionality reduction. The dimensionality reduction effect is significantly better than traditional dimensionality reduction methods.

As a further extension, the same idea can be extended to other classification methods, such as quadratic discriminant classifiers or other spike covariance models.
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