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Abstract

Tensile tests at room temperature are performed using molecular dynamics on all configurations of single-walled carbon nanotubes up to 4 nm in diameter. Distributions of the Young’s modulus, Poisson’s ratio, ultimate tensile strength and fracture strain are determined and reported. The results show that the chirality of the nanotube has the greatest influence on the properties. An artificial neural network is developed for the dataset obtained by molecular dynamics and used to predict the mechanical properties. It is clearly shown that Deep Learning provides accurate predictions, with the further advantage that thermal fluctuations are smoothed out. In addition, a thorough analysis of the effect of dataset size on prediction quality is performed, providing modeling strategies for further researchers.
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1. Introduction, motivation and outline

Molecular dynamics (MD) simulations of the mechanical behavior of carbon nanotubes (CNTs) were at the peak of interest in the research community about 10-15 years ago [1][19]. Nevertheless, there are some recent contributions that give an indication of still unresolved issues on carbon nanotubes, both in MD and experiments. First, although significant progress has been made in the experimental analysis of CNTs, there is still a lack of benchmarks that can be used for MD verification. The majority of the MD works refer to the classical work [18] with experimental tensile tests on multi-walled carbon nanotube (MWCNT) ropes. For instance, [20] recently attempted to bring MD results closer to these experiments by introducing defects into the nanotube structure. The other problem is that most of the existing studies focus solely on MD modeling aspects. The available models are typically tested on a small selection of single-walled carbon nanotube (SWCNT) configurations, usually of the armchair or zigzag type. Chiral SWCNTs are less commonly analyzed. This problem is pointed out in another recent paper [21] - a thorough investigation of the mechanical behavior of CNTs is still missing. In this direction, [21] chooses a wider range of SWCNTs than usual and tests them under tension and torsion at different temperatures. Temperature in MD simulations should be treated very carefully due to the involved thermal fluctuations of the carbon atoms, which complicates efforts to provide a single value as a stochastic representative of a property at a given temperature. All this leads toward the starting point for the present research: to obtain
a set of comprehensive results on the mechanical properties of SWCNTs at room temperature.

One possible way to obtain such an estimate at a given temperature is to use a simple averaging procedure. A given model can be run several times, and the results obtained are then averaged, and the standard deviation is provided. However, as the number of different SWCNT configurations increases, this procedure becomes somewhat impractical due to the associated computational costs. At this point, we strongly believe that deep learning methods can be helpful in reducing such computational costs.

Deep Learning (DL), applied to artificial neural networks, is nowadays a cornerstone of machine learning (ML). The paper [22] is generally considered as the beginning of the modern DL approach. Since then, DL has revolutionized ML and subsequently computer science, making its way into general public and high-tech industry under the broader and popular term of artificial intelligence. However, when it comes to the subject of MD simulations of carbon nanotubes, it is still used rather sparingly. Among those, [23] shows that chiral indices can be successfully determined by applying DL to electron microscopy images of CNTs. To obtain a realistic reference dataset, a series of 261 CNTs with different chiralities were simulated using MD. Each individual configuration is equilibrated at 300 K and 1000 independent runs were performed. To allow fast calculations, the Tersoff potential was used. Then, convolutional neural networks (CNN) were employed for image analysis and CNT classification. An overall accuracy of 90.5% was achieved.
Although not related to CNTs but to graphene, [24] demonstrates the ability of Deep CNN to predict the fracture stress in defective graphene samples over a wide temperature range. Datasets from MD of different sizes (250, 500 and 1000 samples) are used to train the network. It is shown that even the shallow neural network can predict the fracture stress of graphene. More complex behavior involving distribution of defects required deep neural networks (DNN). A further contribution to carbon materials-carbon fibers uses ML to predict the ultimate tensile strength and Young’s modulus [25] and achieves $R^2$ values of 0.85 and 0.67 for the latter properties, respectively. MD simulations on MWCNT were performed in [26]. Number of walls, chirality, crosslink density and diameter were varied. The effect of thermal fluctuations was avoided after equilibration by reducing the temperature to $1\, \text{K}$. An iterative procedure using MD and genetic algorithm was applied to 1000 randomly selected samples to find the configuration with the highest tensile strength. The obtained errors in the predicted ultimate tensile strengths were up to 5%. The dimensionality of the obtained results was then reduced by a self-organizing map. Finally, it is also found that the armchair CNTs can withstand higher tensile stresses and strains than zigzag CNTs. Further benefits of dimensionality reduction are demonstrated in [27], again on MWCNTs. Developed DNN predicts the behavior of an unknown MWCNTs configuration with high accuracy. Multi-gene genetic programming can also be used to model the compression behavior of CNTs [28]. Further illustrations of ML applications involving carbon include estimation of shear strength of
carbon nanotube-polymer interfaces \cite{29} based on MD simulations, macroscopic delamination of carbon fibre based composites \cite{30} or prediction of adsorption energies of methane species on Cu-based alloys as an alternative to DFT calculations \cite{31}.

The above brief review of the state of the art shows that there is little DL research on the mechanical behavior of carbon nanostructures. The present research work aims to contribute to this field in two ways. Firstly, a complete set of MD simulations of tensile tests on SWCNTs is presented, covering all possible SWCNT configurations for diameters up to 4 nm. Special care is taken to document all details of the simulations. As a result, distributions of the Young’s modulus, Poisson’s ratio, ultimate tensile strength and fracture strain with respect to the chirality indices are provided. Such a detailed overview of the mechanical properties is presented for the first time in the literature. Based on these results, a comprehensive set of DL simulations was carried out with the aim of establishing a realistic predictive model of the mechanical properties of SWCNT at room temperature. As further research of this nature can be envisaged, and in order to avoid excessive computational costs associated with accompanying MD calculations, guidance is provided on the selection of smaller, yet representative, datasets. Finally, the Closing remarks section summarizes the main findings of the research.
2. Molecular Dynamics Model

2.1. Choice of potential

The choice of the potential used to describe intermolecular interactions has a significant impact on the calculated properties. In the present case, the selection was motivated by a recent work [32] in which eight widely used potentials were analyzed in detail and compared with density functional theory (DFT). The main findings favor machine learning interatomic potentials over carbon bond order potentials, with the recent GAP -20 potential [33] considered the best candidate. Nevertheless, to compare the present results to existing ones, a carbon bond order potential is chosen, in particular the modified AIREBO [34]. All potentials have some kind of drawback and the published results are contradictory in some aspects [32, 35, 36], but the modified AIREBO is the only potential among the considered carbon bond order potentials that does not exhibit unphysical stress increase at fracture [32]. Although it is known [35] that modified AIREBO, as well as some other potentials, exhibits more nonlinear stress-strain behavior than that observed by DFT, the overall prediction results of mechanical properties for CNTs [32] (Tab. IX), ranks it second to the GAP-20 potential, with DFT results serving as a reference.

Thus, in the present case the modified AIREBO potential is used to capture the physically realistic behavior at fracture. As noted in [34] by the authors of the original REBO potential, the cutoff function introduces a sharp increase in the interatomic forces as the fracture point is approached [3].
In this way, the breaking force is significantly overestimated. Although the exact details of the implementation are not given in [5], the modification relies on moving the cutoff distance far from the inflection point. To circumvent this issue in the present research, the cutoff radius used in the interatomic potential was set to 2 Å. A similar approach was also used in [4, 8–9, 14–16, 20, 37–39], among others. For instance, in the case of zigzag CNTs at room temperature, this reduces the strain at fracture to about 0.10-0.15 and the ultimate tensile strength to 80-120 GPa. When the original potential was used [12, 17, 40], the strain at fracture is within the range of 0.35-0.45 and the tensile strength is up to 400 GPa for a (10,10) SWCNT [41]. This is also more consistent with experiments on MWCNT [42], that also show lower values: maximal strain at fracture 0.13 and tensile stresses up to 40 GPa. Since the choice of CNT thickness remains to be somewhat arbitrary among various research groups, it should be noted that all stresses reported above were calculated with the CNT thickness 0.34 nm.

2.2. MD - structures and boundary conditions

The preprocessing step involved the generation of the respective SWCNT configurations by specifying positions of the atoms [43]. Only pristine SWCNTs with open ends were considered. In all cases, the SWCNT atoms were divided into three groups. Each SWCNT end formed one group and was used to enforce the boundary conditions. All atoms positioned within 5 Å of the end were considered part of these groups. Displacements of atoms belong-
ing to one of these groups were constrained from moving, which provided a support for the SWCNT during the tensile test. The velocity of the atoms of the other group was prescribed and served as a source of the tensile load on SWCNT. In all cases considered, the prescribed velocity was adjusted to match the strain rate $0.001 \text{ ps}^{-1}$ throughout the simulation. Atoms that did not belong to either of the above two groups were located in the middle part of the SWCNT and formed the largest third group. The middle part was able to stretch, and its ratio of length to initial diameter was approximately equal to 5. To obtain a complete picture of the nanotube behavior, SWCNTs with theoretical diameters $D_{th} = \frac{b\sqrt{3}}{\pi} \sqrt{n^2 + nm + m^2}$ ranging from 0.36 nm for the smallest SWCNT (4,1) to 3.916 nm for the largest SWCNTs (50,2) were considered. The lengths of the SWCNTs ranged from 1.899 to 19.836 nm. A pair of natural numbers $(n, m) \in \mathbb{N}$ defining the chirality of the CNTs were in the range of $n \in \{3, \ldots, 51\}$, $m \in \{0, \ldots, 35\}$, $n \geq m$ and $0.36 \text{ nm} \leq D_{th} \leq 4 \text{ nm}$, so a total of 818 different SWCNT configurations were analyzed. This also means that chiral angles are $0^\circ \leq \Theta \leq 30^\circ$. Since the diameter of a SWCNT is typically 1.0-2.0 nm \cite{6}, this should cover all nanotubes with regular dimensions, as well as all smaller and some larger ones. The number of atoms involved in the calculations ranged from 126 for (4,1) to 10097 for (50,2) nanotubes.
2.3. **MD - analysis and setup**

The present simulations were carried out in LAMMPS [44]. The first step of the simulation was the energy minimization of the carbon nanotube, which was performed on the provided initial configuration. The tolerance criteria used were $10^{-10}$ eV for the energy and $10^{-10}$ eV/Å for the force. The simulation box boundaries were considered to be non-periodic and fixed. When the minimum configuration was reached, the equilibration of the structure was performed. During this phase, the temperature of the system was increased from 0 K to 300 K. The equilibration consisted of 50000 time steps, where the duration of each step was 0.5 fs. The total duration of the equilibration was 25 ps. The duration of the time step was chosen following the recommendation in [5] that the time step should be less than 10% of the vibration period of an atom. This is also consistent with the choice of time step by other authors [12, 20]. The Nose-Hoover thermostat was used. During the equilibration phase, both ends of the CNT were held fixed. This effectively ensures that support forces are co-linear and not repositioned due to self-excitation by thermal vibrations of the atoms. After stabilizing the temperature, tensile stretching of the specimen was enforced, also using the same thermostat.

Finally, although the stochastic nature of the thermal fluctuations of the atoms cannot be avoided at nonzero temperatures, the influence can be minimized. In the present study, each configuration was tested for three different random initial states and the obtained results were averaged. Thus, a total
of 2454 MD simulations were performed.

2.4. Postprocessing

The change in diameter was monitored at the ring of atoms closest to the middle cross-section of the SWCNT throughout the complete simulation. The distance from the centroid of the ring was averaged to obtain the current radius. Elongation was calculated with respect to the rings of the group of atoms used for support and loading, located adjacent to the central and deformable part of the SWCNT.

The virial stresses of the central part were homogenized and used as the average virial stress in an axially loaded SWCNT. These stresses are then multiplied by the current volume of the specimen. The current volume was approximated as a hollow cylinder with the current length of the central part of the SWCNT and the current diameter at the middle of the specimen. The thickness was assumed to be $t = 0.34 \text{ nm}$, which seems to be the dominant choice in the literature. In the line with this, the stresses calculated in this way are the true stresses. Such an approach effectively cancels bending stresses occurring in the bending mode self-excited by thermal vibrations, as observed in early papers [1, 45]. Remaining stresses can then be attributed to axial loading. Note that this is different from most approaches by other authors who use the theoretical diameter $D_{\text{th}}$, and therefore report engineering stresses. Changes in the diameter due to minimization and equilibration at a given temperature are not included in approaches based on $D_{\text{th}}$. Therefore,
$D_{th}$ differs from the actual initial diameter that CNT acquires after the minimization and equilibration procedures, even before further variations due to the contractions caused by tensile loading take place, Fig. A.1. The strain was calculated as usual, from the current elongation divided by the initial length of the central part.

The Young’s modulus is usually calculated in two ways. One approach is based on the potential energy [13] and the other on the linear regression analysis of the initial part of the stress-strain curve [3]. In the vast majority of cases, the exact description of the range used in the calculation is not given. In the present case, the standard linear regression procedure was used, using the stresses and strains described above. The proportionality limit is assumed to be $\varepsilon = 0.01$. Finally, the ultimate tensile strength (UTS, $\sigma_{max}$) and fracture strain $\epsilon_{max}$ are determined and reported.

2.5. MD results and discussion

First, and to ensure that the results obtained are consistent with those already published by other authors, several popular benchmark SWCNT configurations are selected and results are compared, Tab. 1. The selection includes armchair, zigzag and chiral SWCNTs with small, medium and large diameters. It is difficult to make the comparison rigorously, since the models used in the literature differ in many details. This starts from the choice of potential, length, loading rates, nanotube thickness to computational details. Moreover, most results reported in the literature use the theoretical diameter.
| Conf. | Ref. | \(E/E_{\text{ref}}\) (GPa) | \(\text{UTS}/\text{UTS}_{\text{ref}}\) (GPa) | \(\epsilon_{\text{max}}/\epsilon_{\text{max,ref}}\) |
|-------|------|---------------------------|---------------------------------|----------------------------------|
| (5,5) | 46   | 916.9/894.7               | 100.7/123.0                     | 0.209/0.216                     |
| (5,5) | 47   | 916.9/1039                |                                 |                                 |
| (9,0) | 46   | 982.4/939.1               | 84.5/94.0                       | 0.139/0.164                     |
| (10,10)| 21   | 909.0/666                 | 105.5/115.3                     | 0.207/0.294                     |
| (10,10)| 21   | 909.0/910                 | 105.5/120.5                     | 0.207/0.196                     |
| (11,9)| 21   | 918.0/915                 | 104.1/113                       | 0.196/0.182                     |
| (12,8)| 20   | 921.8/966.2               | 98.8/117.1                      | 0.177/0.176                     |
| (12,12)| 2    | 923.8/1043                | 105.8/112.0                     | 0.207/0.187                     |
| (12,12)| 3    | 923.8/1043                | 105.8/148.5                     | 0.207/0.279                     |
| (17,0)| 21   | 980.0/1045                | 88.0/98                         | 0.136/0.135                     |
| (29,29)| 39   | 106.7/105.3               |                                 |                                 |
| (33,24)| 39   | 101.8/98.8                |                                 |                                 |
| (36,21)| 39   | 97.5/95.7                 |                                 |                                 |
| (50,0)| 39   | 89.1/88.3                 |                                 |                                 |

Table 1: Comparison of part of present results \((E, \text{UTS}, \epsilon_{\text{max}})\) to existing results \((E_{\text{ref}}, \text{UTS}_{\text{ref}}, \epsilon_{\text{max,ref}})\). In \[46, 47\] finite elements were used, while all the others used MD.

\(D_{\text{th}}\) of the SWCNT in the stress calculations. The latter assumption particularly affects differences observed in the Young's modulus and ultimate tensile strength. Consequently, the comparison can only be an approximate one. Nevertheless, the present results can be judged to be of similar quality to those available in the literature. Some of the stress-strain curves of the configurations listed in Tab. 1 are shown in Fig. 1.

The first postprocessing step involved removal of outliers, followed by averaging of the results from three simulation runs and presented for the convenience of the reader in the form of contour plots, with dependence expressed on the chiral indices \(n\) and \(m\), Figs. 2a-2d. The diameter \(D_{\text{th}}\) of the CNTs is also plotted. Fig. 2a shows that, apart from a slightly disturbed
Figure 1: A selection of tensile stress-strain curves for configurations listed in Tab. 1.

Table 2: Extreme values, averages and standard deviations of mechanical properties.

|                | Minimum/ configuration | Maximum/ configuration | Average   | Standard deviation |
|----------------|------------------------|------------------------|-----------|--------------------|
| $E$ (GPa)      | 903.85/(4,4)           | 1016.95/(14,1)         | 947.45    | 21.77              |
| $\nu$          | 0.047/(4,1)            | 0.273/(29,27)          | 0.207     | 0.037              |
| $\sigma_{\text{max}}$ (GPa) | 76.03/(5,0)        | 108.86/(28,27)         | 94.86     | 5.529              |
| $\epsilon_{\text{max}}$ | 0.132/(48,1)         | 0.214/(3,3)            | 0.159     | 0.021              |

Young’s modulus distribution for the smallest diameter CNTs, the chirality angle has the most significant influence, while the CNT diameter has a minor influence. A general trend of a slight decrease in Young’s modulus with the increase in diameter of CNTs with the same chirality is observed. The extreme values are obtained for the armchair configuration (4,4) and the chiral nanotubes (14,1) close to zigzag configurations, Tab. 2.

The above observations are partly in contrast to what was stated in [48], where diameter was found to be the most influential variable regarding $E$. The latter results were obtained by finite element analysis for a small sample.
of zigzag and armchair CNTs in the diameter range 0.4-2.0 nm. A closer inspection of the present results in Fig. 2a confirms that in the case of zigzag CNTs, the Young’s modulus actually increases in the indicated range, but after 2.0 nm it shows a slight downward trend. The similar slight decrease of the Young’s modulus with the diameter increase is present for other chiralities as well. However, the comprehensive results reported here point to chirality as the dominant variable affecting the variations in Young’s modulus. Further, in [13] significant increase in the Young’s modulus with the increase in diameter is again observed for smaller diameter zigzag configurations, while a very small increase in the modulus is noted for other configurations. Similarly, [48] reports that armchair CNTs exhibit a higher Young’s modulus than zigzag CNTs for diameters smaller than 0.8 nm, quite in contrast to the present results. At this point, it is interesting to note that [21] reports almost identical trends as the present ones. The decrease of the Young’s modulus with the increase in chirality is also noted. However, due to the significantly smaller number of configurations considered, extreme values near the zigzag configurations are not detected. The other discrepancy is for the smallest diameter armchair CNTs, which achieve a lower Young’s modulus than the rest, but thereafter a downward trend is again present.

Apart from the different diameter/length ratio and differences in MD computational details used in [21], at least part of the discrepancies described stem from the way the diameter used in the cross section is calculated, cf. present simulations recalculated with $D_{\text{th}}$, Fig. 3. Since the actual diamet-
ter $D$ differs from the theoretical one by $-4.93\%$ to $+5.44\%$ (Fig. A.1), the Young’s modulus calculated with $D_{th}$ is slightly lower in most CNTs (lower $D_{th}$ is found only in smallest CNTs thus giving higher $E$, while the rest have lower $E$). The most marked difference in Fig. 2a is a barely noticeable downward trend with the increase of the diameter otherwise more pronounced in Fig. 3. The modulus is generally noticeably lower for zigzag nanotubes in Fig. 3. In summary, part of the results observed in the literature regarding the Young’s modulus differs to present ones due to the conventionally used theoretical diameter.

The determination of Poisson’s ratio proved to be somewhat more involved than anticipated. In particular, the amplitudes of the thermal vibrations of the atoms turned to be quite large compared to the displacements due to the cross-sectional contraction of the CNT under tensile loading, Fig. 4. Therefore, as a first step, the diameter data were smoothed by applying a cubic spline. The smoothed diameter was then used to calculate the Poisson’s ratio according to the standard formula throughout the complete tensile test. For illustration, the change in Poisson’s ratio during the test is provided in Fig. 5. It can be seen that Poisson’s ratio changes drastically with increase in tensile strain.

For further analysis, the Poisson’s ratio at the beginning of stretching is chosen, Fig. 2b. Again, the dependence on diameter is markedly visible for the nanotubes with the smallest diameter. It is evident that the chiral angle is again the most influential variable. Zigzag nanotubes have the smallest
Poisson’s ratio and increasing the chiral angle also increases the Poisson’s ratio. Thus, the highest ratios are observed in armchair nanotubes. The minimum of 0.047 is obtained in the case of (4,1) CNT and the maximum of 0.273 for (29,27).

The present results indicate that the approach sometimes found in the literature to compare the Poisson’s ratios of CNTs with different chiralities is not justified due to the pronounced dependence on chirality. A similar order of magnitude as in the present case, with increase of the ratio with increase of the diameter and strong dependence on the chirality, is obtained by ab-initio calculations in [49]. It is found that armchair nanotubes have slightly lower ratios than other chiralities considered. An uncertainty of 10% is reported. In another contribution [19], values around 0.28 are observed for all configurations considered and obtained by a force constant model, which gives similar ratios for the armchair CNTs reported here, and somewhat higher for other chiralities. The temperature dependence is investigated in [11], and $\nu = 0.3$ is reported at 300 K for (10,10) CNT, which is comparable to the 0.266 obtained in this research for this particular configuration.

The behavior at fracture, Figs. 2c, 2d again shows a similar or even more pronounced influence of the chirality angle. A continuous increase in UTS and fracture strain with the increase in chirality angle is discovered, similarly to [21, 26]. UTS ranges from 76.03 GPa to 108.86 GPa for (5,0) and (28,27) nanotubes, respectively, Tab. 2. The armchair configuration clearly exhibits higher UTS, while the zigzag configurations have the lowest UTS, especially
those with smaller diameter. In general, increasing the diameter leads to a slight increase in UTS. The fracture strain seems to be slightly higher for the smallest diameters, but further increasing the diameter shows no significant effect. Zigzag configurations can withstand significantly lower strains than armchair CNTs before fracture occurs, with the minimum value 0.13 for the chiral nanotube (48,1). The highest strain at fracture 0.214 is obtained for the small diameter armchair nanotube (3,3).

**Remark 1.** Please bear in mind that the origin of the slight size dependence of the diameter exhibited by the Young’s modulus and UTS, which is most pronounced for smaller diameters in Figs. 2a, 2c, is not entirely clear. The latter properties depend on the cross-section of the SWCNT, which is assumed to be a thin circular ring by convention. Putting aside the debated issue of the ring thickness, the cross-section is in fact an irregular polygon with vertices that does not lie in a plane orthogonal to the longitudinal axis of a chiral SWCNT. The discrepancy from a circular cross-section is largest for smaller diameter cross sections. Moreover, the difference between the theoretical diameter and the actual diameter at the simulation temperature is also important. Thus, it is not clear whether the diameter-dependent size effects are attributable to the physical effects or to the cross-section approximation. The absence of such effects in the case of fracture strain that does not depend on the cross-section assumption, Fig. 2d, might indicate that the latter statement is true, but definitive proof is still not provided at this point.

**Remark 2.** A separate line of research based on size effects has been
particularly active in recent years - the nonlocal mechanics of nanorods and nanobeams. Simple mechanical models and quite complex \[50, 51\] nonlocal formulations can be found in the literature nowadays, making various claims concerning the nonlocality of nanoscopic structures, carbon nanotubes in particular. Static \[52\] and dynamic \[53\] problems in homogeneous and composite structures \[54,56\] are addressed for both isothermal and nonisothermal environments. The nonlocal mechanics in the above works is based on the stress and strain fields in the neighborhood of a point under consideration and is also related to the size-effects in nanoscopic structures. Note that the possible absence of influence of diameter on mechanical properties, as indicated in Remark 1, should not be confused with the size-effects exploited in nonlocal mechanics that clearly stem from short- and long-ranged interactions.

2.6. Correlation analysis

To gain further insight into the relationship between mechanical properties, a correlation analysis is performed. Pearson’s correlation coefficients were calculated for selected properties, Tab. 3. The corresponding scatter matrix is shown in Fig. 6. The weak dependence of Young’s modulus, Poisson’s ratio, UTS, and strain at fracture on diameter has already been shown in Figs. 2. The values of the Pearson coefficient related to diameter are quite close to zero, especially for the UTS and fracture strain, while the points in the graphs are well scattered, indicating the same conclusion. The deviation from zero can be attributed to the fact that the SWCNTs with
Figure 2: Mechanical properties of SWCNT at 300 K as functions of chiral indices $n$ and $m$ obtained by MD simulations. Averaged on three sets of results. (a) Young’s modulus, (b) Poisson’s ratio, (c) Ultimate tensile strength, (d) Fracture strain.

Figure 3: Graphical representation of the Young’s modulus as a function of chiral indices $n$ and $m$ and calculated with $D_{th}$. Averaged on three sets of results.
Figure 4: Variation of CNT (10,10) diameter due to thermal vibrations and smoothing.

Figure 5: Change of the Poisson’s ratio as a function of longitudinal strain for (10,10) CNT.
the smallest diameter show some dependence on the diameter. In strong contrast to the latter observation, the chiral angle plots show marked band structures with high absolute values of the Pearson coefficients. A strong negative correlation of the Young’s modulus and strong positive correlations of other properties with respect to the chiral angles are clearly evident. This is consistent with the discussion in Sec. 2.5 related to Figs. 2, which highlights chirality as the most influential variable. The same is also reflected in the mutual correlations between Young’s modulus, Poisson’s ratio, UTS and fracture strain. Apart from a rather strong negative correlation between Young’s modulus and other properties, pronounced positive correlations are visible in all diagrams.

3. Deep learning framework for SWCNT

3.1. Datasets

Data obtained by MD simulations is exploited in two ways. The first dataset is generated as follows. The results of tensile tests of 818 SWCNT configurations are averaged over three sets of simulations and used as the

|        | $D$   | $\theta$ | $E$   | $\nu$ | $\sigma_{\text{max}}$ | $\epsilon_{\text{max}}$ |
|--------|-------|----------|-------|-------|------------------------|-------------------------|
| $D$    | 1.000 | -0.011   | -0.111| 0.118 | 0.041                  | -0.124                  |
| $\theta$ | -0.011| 1.000    | -0.942| 0.935 | 0.918                  | 0.979                   |
| $E$    | -0.111| -0.942   | 1.000 | -0.898| -0.848                 | -0.914                  |
| $\nu$  | 0.118 | 0.935    | -0.898| 1.000 | 0.918                  | 0.897                   |
| $\sigma_{\text{max}}$ | 0.041 | 0.918    | -0.848| 0.918 | 1.000                  | 0.909                   |
| $\epsilon_{\text{max}}$ | -0.124| 0.979    | -0.914| 0.897 | 0.909                  | 1.000                   |

Table 3: The Pearson’s correlation coefficients for selected attributes.
dataset. The dataset if freely available at [57]. This preprocessing is carried out on MD results and described in Sec. 2.5. If a single result from three sets for $E$, UTS or $\varepsilon_{\text{max}}$ differed by more than 10% from other two results, it was judged as an outlier and excluded from simulation. Due to larger fluctuations observed, threshold of 50% with the above procedure was used for Poisson’s ratios. In total, four Young’s moduli, ten $\varepsilon_{\text{max}}$ and seven Poisson’s ratio were classified as outliers across all three sets with results. To avoid any ambiguity in terms of the theoretical and actual SWCNT diameter, the feature set consisted of chirality indices $n$ and $m$. The labels are represented by the initial Young’s modulus, the initial Poisson’s ratio, UTS and the strain at fracture. Note that the relationship between indices, diameters and chiralities will be simply found out by the DNN and included in the model.

The dataset is randomly split into the training, validation, and test sets in a 70:15:15 ratio. As usual, the test set was not seen during training
and used to access the performance of DNN. Note that in this research, all possible combinations of SWCNT within the given diameter range (Sec. 2) were generated and included in the dataset. Consequently, a sufficiently complex neural network could be found to provide a near-ideal fit, and can thus be reduced to a kind of lookup table. However, in the present case, the neural network could be exploited to provide an additional benefit - the smoothing of thermal fluctuations in the MD results. Admittedly, the degree of smoothing is somewhat subjective and remains an arbitrary choice.

The second group of datasets starts from the above dataset. To investigate the influence of the size of the dataset, smaller datasets were generated as different fractions of the complete dataset. Dataset sizes ranged from 5%-95% of the full dataset with a step of 5%. For each fraction, ten different random selections were used in calculations. To account for more pronounced changes of properties with respect to the diameter in the case of smaller diameter SWCNTs, the full dataset was split into two smaller sets before applying the aforementioned fractions: one with SWCNTs up to 1 nm in diameter and one with larger SWCNTs. Then, the prescribed fraction was applied to both subsets to select the required number of SWCNTs. Instead of taking only a certain fraction of the complete set of configurations, this approach ensures that a reasonable number of smaller SWCNTs are included in the dataset. Otherwise, since there are many more SWCNTs with larger diameters, they would dominate and the changes observed in the smaller diameter nanotubes would not be adequately detected by DNN due to the small number of points.
Third, in addition to the averaged MD data obtained by three different sets of MD simulations, each of the three contributing sets was used individually as a source for the dataset, again applying the fraction methodology described. This provided information on predictions based on a single set of results in which the averaging is not performed. This kind of analysis is of interest since computational time required for MD simulations to prepare the dataset is reduced by the same fraction. On the other side, this has a negative effect on the accuracy of predicted properties, so a guidance on the fraction value is required.

3.2. Deep neural network architecture and parameters

DNN was developed in Keras. Several different architectures and parameter choices were considered and the following one is selected in all cases. The neural network was sequential, with dense layers consisting of 128-64-64-32-32-32-32-8-8-4 neurons. Apart from the first and last layer, which used linear activation, all the others employed ReLU activation functions. Input and output data were normalized between −1 and +1. The loss function used was the mean squared error (MSE) in conjunction with the Adam optimizer with a default learning rate of 0.001. Early stopping was triggered if the validation loss did not improve for 500 epochs, taking the best result as the final model. The batch size of 64 was used. To increase the DL model stability, accuracy and robustness 10-fold cross-validation was employed. The DNN that resulted in the minimal loss on the test set was selected as the reference
3.3. Results

3.3.1. DNN model of SWCNT

Fig. 7 shows the history of the loss. A rapid drop in loss is obtained at the beginning of the fitting procedure, while the subsequent part of the curve corresponds to finding a better local optimum. The simulations generally lasted 1000-2000 epochs, with an average 1247. Early stopping with respect to the validation loss was activated. For a random split into training/validation/test set, the final losses (MSE) of the reference DNN were 0.00277/0.00323/0.00484, respectively.

As already pointed out, Young’s modulus and Poisson’s ratio distributions obtained using MD still contain some degree of noise, Figs. 2a, 2b. Even at the macroscopic scale, the measurement of these properties is prone to error and should be performed conscientiously. Nanoscopic structures are strongly affected by the thermal vibrations of carbon atoms, which further complicates the determination of $E$ and $\nu$. As a result, $R^2$ is slightly lower than for the UTS and fracture strain, but still very high, Tab. 4. Although such a pathway is not investigated in the present study, a more complex neural network with a higher $R^2$ score could be found out. As already explained, the present goal is not to fully reproduce MD simulations, which still contain noise and do not represent a high quality stochastic average. Arguably, a slightly lower $R^2$ value with smoother distributions actually rep-
resents a kind of smoothing filter of the results otherwise strongly influenced by thermal fluctuations, Figs. 8a, 8b. In this way, a slightly reduced $R^2$ should actually mean a better representation of the stochastically averaged properties. Such behavior of DNN can be easily explained. In averaging, only three different MD simulation results for a given SWCNT configuration are considered, while in DNN training, the neighboring configurations are also accounted for. This does not mean that the averaging procedure can be abandoned in favor of DNN. It still remains an important part of the preprocessing step.

The obtained coefficients of determination $R^2$ for the UTS and fracture strain, Tab. 4, are quite high. Clearly, more uniform distributions obtained by MD simulations, Figs. 2c, 2d, also allow a better approximation by the DNN, as indicated by the rather high $R^2 = 0.99$ for the whole dataset. Similar $R^2$ were obtained for the validation and test datasets, indicating that no overfitting occurs. The graphical representations of the distributions obtained by the DNN, Figs. 8c, 8d appears to be reasonable and smoother than a statistical average obtained solely by averaging the MD results.

The differences between the predictions and the MD results for the individual results are provided in Fig. 9. With the exception of Poisson’s ratio, the errors for all SWCNT configurations range from $+2.66\%$ to $-4.12\%$. In the case of the Young’s modulus and ultimate tensile strength, the largest errors are noticed for the nanotubes with smaller diameters, while the vast majority of errors in the other cases are below 1%. The errors in the fracture
strain are well distributed over all diameter ranges. As for Poisson’s ratio, errors up to +18.77% and −28.11% are observed, but again mostly for the smaller diameter nanotubes and here for just a few nanotubes with chiralities close to the zigzag SWCNTs. The remaining differences in the predictions remain quite small.

3.3.2. Influence of the dataset size

One of the outcomes of the present research is to provide some kind of guidance on the choice of dataset size for further computations. In particular, investigations of SWCNT behavior using a "brute force" approach represented by the complete set of possible SWCNT configurations performed in this work might not be always feasible due to the MD computational costs. For instance, such simulations could include, longer SWCNTs, different loading rates, multi-walled nanotubes, etc. To this end, as described in Sec. 3.1 several fractions of the present dataset were considered as a training basis for a DNN with the same architecture as before. Both averaged data and three individual contributing sets of MD results were used. For each fraction, ten different sets were generated and used in training. The mean result obtained from these ten calculations per fraction is reported below.

The obtained dependence on the fractional size is illustrated in Fig. 10. Almost the same order of approximation is obtained for UTS and the fracture strain, even when the dataset is only one third of the averaged dataset. Single MD datasets show only slightly lower performance than the averaged
one (with the exception of the lowest fraction). This is quite convenient since the computation of these properties is expensive due to the requirement of a full MD simulation. A similar conclusion can be drawn for Poisson’s ratio, although the difference between averaged data and single sets is more pronounced. Either the averaged approach with 30% of the averaged set (or 245 out of 818 possible configurations) or a single set of MD simulations but on 75% dataset size (or 614 configurations) should be chosen to achieve approximately the same level of prediction as the full set of averaged simulations. For the Young’s modulus differences between averaged/single sets are even more pronounced, indicating the averaged approach as the recommended one. Thus, a larger data set is preferred especially for the determination of Young’s modulus, but also Poisson’s ratio. The computational effort compared to the determination of UTS and fracture strain should not be higher, since the determination of the former properties does not require a complete MD simulation, but only the initial part of the tensile test. It should also be noted that the time required to train the present DNN is only a few minutes on an average PC for the complete dataset, compared to more than two weeks required to run three full sets of MD simulations. No effort has been made to document the time required to train the DNN for different fractions that are even less demanding, but there is a general trend toward shorter training times for smaller fractions.

For the convenience of the reader, other results of interest are graphically documented in the Appendix. The comparison of the obtained distributions
for each property, but in the case of a complete individual set (Set 1), is provided in Fig. A.2 cf. for the averaged set of results Figs. 2S. Both MD simulation and prediction results are given. Although the MD results of a single set clearly show more non-uniform distributions than the averaged ones, this is not the case for the DL predictions, confirming the hypothesis of the beneficial influence of the deep learning methodology on the determination of the properties of nanoscopic structures.

The effect of the size of the dataset on the distribution of a particular property, as computed for a single set of MD results, is given in Figs. A.3-A.6. The similar results, but for the averaged set, are shown in Figs. A.7-A.10. Again, the beneficial effect of DNN averaging is clearly noticed, especially in the case of Young’s modulus and Poisson’s ratio, while the favorable distributions of the ultimate tensile strength and fracture strain is obtained even for the smaller sizes of the dataset. These observations can be further supported by analyzing $R^2$ values, if instead of MD results as the reference DL predictions Fig. 8 are used, Fig. A.11. It is clear that the same prediction quality is obtained for the dataset obtained by a single set of simulations as small as 35% and 20% (or 286 and 164 configurations) for UTS and fracture strain, respectively. As with the Young’s modulus and Poisson’s ratio, the beneficial effect of the dataset size and DNN averaging is again noticed.
Figure 7: Loss vs. Epoch for predictions of averaged MD results.

Figure 8: Mechanical properties of SWCNT as predicted by DNN from the averaged MD dataset. (a) Young’s modulus, (b) Poisson’s ratio, (c) Ultimate tensile strength, (d) Fracture strain.
Figure 9: Differences (%) between mechanical properties of SWCNT calculated by MD and predicted by DNN. (a) Young’s modulus, (b) Poisson’s ratio, (c) Ultimate tensile strength, (d) Fracture strain.

|                  | Complete  | Training | Validation | Test   |
|------------------|-----------|----------|------------|--------|
| $R^2(E)$         | 0.963     | 0.974    | 0.966      | 0.908  |
| $R^2(\nu)$      | 0.964     | 0.963    | 0.959      | 0.969  |
| $R^2(\sigma_{\text{max}})$ | 0.992     | 0.993    | 0.991      | 0.986  |
| $R^2(\epsilon_{\text{max}})$ | 0.993     | 0.994    | 0.991      | 0.989  |
| Loss             | 0.00373   | 0.00249  | 0.00341    | 0.00531|

Table 4: Averaged $R^2$ and loss on ten random splits into training/validation/test sets.
Figure 10: Comparison of $R^2$ for different analysis set sizes to MD results obtained with averaged set and individual sets 1-3. Each point is obtained as a mean value of 10 different fraction sets. (a) Young’s modulus, (b) Poisson’s ratio, (c) Ultimate tensile strength, (d) Fracture strain.
4. Closing remarks

The main findings of the present research can be summarized as follows. A comprehensive series of MD simulations were carried out, and Young’s moduli, Poisson’s ratios, ultimate tensile strengths and fracture strains for all SWCNTs with diameters less than 4.0 nm were determined. The tensile tests were carried out at 300 K. The simulation results reveal that the armchair configuration has the lowest Young’s modulus but the highest Poisson’s ratios, ultimate tensile strengths and fracture strains. Zigzag configurations show the opposite behavior - the highest Young’s modulus, but lower other mechanical properties. To be more precise, the maximum Young’s modulus is not found in the zigzag configuration, but in chiral SWCNTs close to zigzag configurations \((n,1)\). Otherwise, the distribution is rather uniform, with a strong correlation of the mechanical properties with the chiral angle. The diameter seems to be important only for the SWCNTs with the smallest diameter, although such a conclusion might follow from the convention that the cross section is a thin circular ring, rather than an irregular polygon.

Based on the MD results, a deep learning neural network was developed. The obtained results clearly indicate that the neural network can predict mechanical properties with high accuracy. It is also shown that such an approach has a beneficial effect on smoothing noise originating from thermal fluctuations of carbon atoms. Although standard averaging and outlier removal in the preprocessing stage also filters out a certain amount of noise, DNN results are significantly smoother than averaged MD results. Nevertheless,
averaging still represents an important part of the procedure. In addition, a series of tests on datasets of different sizes shows that the most computationally intensive properties - the ultimate tensile strength and fracture strain can be obtained fairly accurately from a single set of simulations representing about 1/3 of the possible configurations. As for the Poisson’s ratio, but especially for the Young’s modulus, a more extensive set of simulations should be used, preferably averaging results from multiple MD simulations. However, this can be realized with much shorter simulations than for the former properties, which only concern the initial part of the tensile test.

Although the applicability of the present results may be quite large, the reader is cautioned that the DL model was not tested on SWCNTs with diameters larger than 4.0 nm. Although the predictions are easy to obtain, their accuracy is unknown at the moment, which limits the application only to diameters smaller than 4.0 nm. Another limitation is that known inconsistencies between the AIREBO potential and experiments, as discussed in Sec. 2.1, are inherently included in the DL model. Although the possible availability of a better potential will certainly affect the predicted properties, it is not expected to significantly change the modeling strategy used in the present machine learning framework.

Finally, the results of the research at hand provide hints on modeling strategies for investigations on further influencing variables on the mechanical behavior of SWCNT - like length or loading rate effects, at room but also at other temperatures. Such investigations should be based on MD simulations
performed with datasets of the size described above and complemented by a carefully developed deep learned neural network for a complete representation of the sought properties.
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Appendix A. Supplementary figures

The present investigation yielded a variety of results that are hopefully interesting for the reader. For the sake of clarity of presentation, only the most important illustrations are included in the main body of the manuscript, the others being presented in the Appendix. Comments are provided in the main text.
Figure A.1: Differences (%) in the theoretical diameter $D_{th}$ and actual initial diameter $D$.
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