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Quantum computing technology has reached a second renaissance in the past five years. Increased interest from both the private and public sector combined with extraordinary theoretical and experimental progress has solidified this technology as a major advancement in the 21st century. As anticipated by many, the first realisation of quantum computing technology would occur over the cloud, with users logging onto dedicated hardware over the classical internet. Recently IBM has released the Quantum Experience which allows users to access a five qubit quantum processor. In this paper we take advantage of this online availability of actual quantum hardware and present four quantum information experiments that have never been demonstrated before. We utilise the IBM chip to realise protocols in Quantum Error Correction, Quantum Arithmetic, Quantum graph theory and Fault-tolerant quantum computation, by accessing the device remotely through the cloud. While the results are subject to significant noise, the correct results are returned from the chip. This demonstrates the power of experimental groups opening up their technology to a wider audience and will hopefully allow for the next stage development in quantum information technology.

I. INTRODUCTION

The accelerated progress of quantum information technology in the past five years has resulted in a substantial increase in investment and development of active quantum technology. As expected, access to the first prototypes for small quantum computers have occurred over the cloud, with hardware groups opening up access to their hardware through the classical internet. The first case was the Center for Quantum Photonics (CQP) at the university of Bristol that connected a two-qubit optical chip to the internet and invited people to design and test their own experiments [1]. This was a remarkable achievement at the time, but suffered from the disadvantage that there was very few experiments in quantum computing that could occur with their cloud based hardware.

Recently IBM did the same thing, and allowed access to a five qubit superconducting chip to the internet community through an interactive platform called the Quantum Experience (QE) [2]. This approach is substantially more advanced as it allows access to a five qubit, programmable device and allows for circuit design, simulation, testing and actual execution of an algorithm on a physical device. The size of the IBM chip now allows for demonstration of quantum protocols out of the reach of people not associated with advanced experimental groups. It has already been used by researchers to violate a more general version of Bells inequalities [3].

In this paper we present four separate quantum protocol experiments, designed and executed independently of the IBM team. We treat the QE website, interface and chip as essentially a black box and run experiments related to four main areas of quantum information: Error Correction [4], Quantum Arithmetic [5], Quantum Graph Theory [6] and Fault-Tolerant circuit design [7]. We detail the motivation and design of each experiment, restrict our analysis to the simple output coming from the IBM chip and show that each individual protocol produces valid answers (at low fidelity). This work will hopefully motivate more people to get involved in cloud based quantum interfaces and encourage experimental groups to open up their hardware for interaction with the general public to increase innovation and development of a quantum technology sector. Stabilised treating the interface as a black box, we designed, simulated and implemented protocols over an array of five qubits. The primary results and explanations are provided in the main body of the manuscript, with raw data available in the Supplementary material. In each experiment we illustrate simulations provided by the QE interface and the resultant experimental data from the five qubit chip. In each case we observe results consistent with the theory and the intended output of each protocol.

II. RESULTS

Error Corrected Rabi Oscillations. The first experiment implemented on the IBM chip is a basic Rabi oscillation spectra across a logically encoded qubit using a distance two surface code. Surface code quantum computing [4], is now the standard model used for large-scale quantum computing development [8–18] and results from superconducting and other technologies show extraordinary promise [19–23]. While the distance three, 5-qubit code [24] could be used with the IBM QE, we focus on the surface code due to its relevance to larger quantum architectures. The five qubit surface code has already been investigated by the IBM team themselves [20], but in this experiment, the goal is not to artificially inject errors into the system, but rather to conduct a standard protocol used in the initial demonstration of a two-level controllable quantum system and see if an error corrected version of the protocol shows some advantage.

A distance two surface code consists of an array of five qubits, illustrated in Figure 1(1). For example, stabilised by the four operators in Figure 1(1). With a fifth stabiliser $K_5 =$
\(Z_1Z_2 \text{ (} K_5 = X_1X_4 \text{) used to specify the logical Z (X) state of the encoded qubit. The Z-stabilisers \((\{K_1, K_2\})\) are used to detect bit flip errors while the X-stabilisers \((K_3, K_4)\) are used to correct phase errors. Being distance two, this code can only detect errors (there is insufficient information to determine location of any detected bit or phase error, with certainty).}

Initialising a distance two surface code in the \(|0\>_L\) state is equivalent to preparing a five qubit linear cluster. The five qubit linear cluster has stabiliser set illustrated in Figure 1b). After a Hadamard is applied to qubits one, three and five we can identify \(K'_4\) as the +1-esthetic of the logical Z operator and after multiplying stabilisers \(K'_2K'_3 = K_1 \text{ and } K'_2K'_4 = K_2\) we regain the stabiliser set for the distance two surface code.

To perform an error correction version of a Rabi oscillation experiment, we instead require the ability to encode a rotated logical state of the form \(e^{i\theta X_L}|0\>_L\) which cannot be directly prepared in the encoded space. Therefore we prepare a single qubit in the rotated state and encode. This is not a fault-tolerant operation and the fidelity of this initial rotated state will bound the error on the final state (even if every other gate in the circuit was perfect). The direct encoding is shown in Figure 2a), where we prepare the state \(\alpha |++\rangle_{1,3,5} + \beta |---\rangle_{1,3,5}\) and then create the linear cluster state from this initial state. This places the surface code into the state \(\alpha |0\>_L + \beta |1\>_L\).

As with a single qubit Rabi experiment, we measure the probability of measuring a \(|0\>_L\) state after rotating the input with successively larger angles, \(\theta\). In the QE interface, only Clifford +T gates are available, and constructing rotations smaller than \(R_x(\pi/4)\) would require decompositions into Clifford +T sets \([26, 27]\). But for this experiment we instead use successive \(\pi/4\) rotations (T-gates) around the Bloch sphere where an eight gate cycle will oscillate the state from \(|0\>_L \rightarrow |1\>_L\) and back to \(|0\>_L\).

As the QE chip only allows for CNOT gates to operate with the central qubit in their star geometry, additional SWAP operations are needed, which are also decomposed into CNOT and Hadamard. The full circuit implemented is illustrated in Figure 2b), Where the gate \(G\) is each successive step in the rotation, \(G \in \{T^0, ..., T^8\}\). The input ordering of qubits in the QE interface is \((2,1,3,5,4)\) and at output the ordering is \((4,1,2,5,3)\).

Once the state is prepared, we can measure in the Z-basis on each of the five qubits and calculate the parity of \(K_5\) to determine the logical state. Since when measuring in the Z-basis, results are modified by the presence of bit flip errors, we can use the parity of the Z-stabilisers, to post-select from the 8192 runs allowed by the QE interface only instances where \(K_1\) and \(K_2\) return even parity results. The raw data is included in the supplementary
Once the state is prepared we first simulated the expected output using the master equation solver included with the QE interface and the simulation results are illustrated in Figure 3a). On this plot there are three curves. The first is the theoretical optimal, where the Rabi oscillations follow a $\cos^2(\theta)$ function. The second curve, with the lowest visibility, is when we run the circuit in Figure 2 but do not post-select on trivial syndrome results for $K_1$ and $K_2$. The visibility in this case is clearly lower than the ideal case, due to errors accumulating in the larger circuit. The third curve, which sits between the two, is where post-selection occurs and we are discarding any results where a non-trivial syndrome is detected. In simulations, this gives clearly better performance than the non-error-corrected case, but is still far from ideal.

Illustrated in Figure 3b) is the actual experimental data returned from the QE interface. Each data point (representing successive rotations of the input state between $|0\rangle_L$ and $|1\rangle_L$ and the rotation angle is $2\theta$, such that a rotation from $|0\rangle_L \rightarrow |0\rangle$) occurs for $\theta = \pi.$) was taken using the maximum sampling instances of the QE chip (8192). For the purple illustrated in Figure 3b), we performed a Rabi experiment using a bare single qubit (via repeated rotations by $T$ and then immediate measurement), this showed unsurprisingly the highest visibility. The data when we encoded into the surface code and did not perform the corrective operations, is essentially random (showing a 50% probability of measuring $|0\rangle_L$ or $|1\rangle_L$). Once the data is post-selected on trivial syndrome results, we again see a non-zero visibility, indicating that the error correction properties of the code are helping to restore the oscillation. The standard error can be calculated as $SE = \sqrt{P_c(1 - P_c)/8192}$, where $P_c$ is the probability of a given measurement result. The SE is not illustrated in Figure 3.

The complexity of the circuit to perform the encoding and the fact that the QE chip does not have sufficient control or accuracy to perform a fault-tolerant experiment, means that the error-corrected version does not outperform a non-error corrected version of the same experiment. But active decoding of the information does result in a better results when compared to the same circuit without active decoding. Additionally, the simulator bundled with the QE interface overestimates the performance of the chip, compared with the actual experimental data.

Fourier Addition Our second experiment is programmable quantum arithmetic [5]. We design a circuit that performs addition between two quantum registers, $|a\rangle$ and $|b\rangle$ by performing a Fourier transform on register $|a\rangle \otimes |b\rangle \rightarrow |a\rangle \otimes \psi(|b\rangle)$, controlled phase rotations taking $|a\rangle \otimes \psi(|b\rangle) \rightarrow |a\rangle \otimes \psi(|a + b\rangle)$ and an inverse Fourier transform, giving, $|a\rangle \otimes \psi(|a + b\rangle) \rightarrow |a\rangle \otimes |a + b\rangle$. The addition naturally occurs modulo 2 as the registers $|a\rangle$ and $|b\rangle$ are only each 2-qubit registers.

Even though the QE system has the ability to operate over five qubits, a Quantum Fourier Transform (QFT) over anymore than two qubits require $\sqrt{T}$ gates, which would need to be approximated via Clifford $+T$ sequences, for which there are insufficient resources. Two qubit Fourier addition is possible as the smallest rotation needed for circuit decompositions are $T$-gates, available in the QE interface.

In Figure 4a) we illustrate the addition circuit, the decomposition circuits used for controlled phase rotations [Figure 4b)] and the actual circuit implemented in the QE interface [Figure 4c)]. Once again, all CNOTs need
In Figure a) we illustrate the Fourier addition circuit on two registers. First a QFT is performed on the target register, after which controlled phase rotations are used to perform the addition. An inverse QFT then returns the target register to the computational basis. The gates $G_i, i \in \{1, \ldots, 4\}$ are used to program in various inputs used in the simulations. Figure b) shows controlled rotation decompositions. For rotations smaller than $\pi/2$, the decomposition requires gates of the form $\sqrt{T}$, which are not available in the QE interface without performing Clifford+$T$ decompositions [26, 27]. In Figure c) we illustrate the circuit implementation for the QE chip. Note that in Figure c. the target register, $|b_1\rangle|b_2\rangle$ is flipped on output.

To involve the central qubit in the architecture ($Q_3$) as the target, in accordance with the geometry of the QE hardware. The gates $G_i, i \in \{1, \ldots, 4\}$ are used to prepare the input states from the initial $|0\rangle$ states in the QE chip, and at the end of the circuit everything is measured in the Z-basis.

As with the error corrected Rabi oscillation, the final circuit is quite large and hence errors will accumulate and the probability of observing successful output will drop. We again ran these circuits in both the QE simulator and the actual QE chip for comparison. Shown in Figure 6 are the simulation results and Figure 5 the experimental results for a selection of the 16 possible binary inputs of $|a\rangle$ and $|b\rangle$, along with various superposition and entangled inputs. The complete data set is contained in the supplementary material. The simulations and experiments show similar levels of noise in their outputs. The difference between the two is not as clear as the error-corrected Rabi oscillations shown earlier.

The size of the addition circuit is larger than the error corrected Rabi experiment, hence noise in the QE chip is stronger. However, again we see the right answer returned a plurality of the time, from the 8192 runs performed. The only exception is when we used an entangled input on the target register. Illustrated in Figure 5 on the bottom right plot, when the transformation should be $(|0100\rangle + |0111\rangle)/\sqrt{2} \rightarrow (|0101\rangle + |0100\rangle)/\sqrt{2}$. In this case, the correct answer couldn’t be inferred from the experimental output.

We expect that experimental refinement of the chip itself will lead to less noise accumulation such that desired results are returned with much higher probability. As experimental error rates go down, these experiments would be useful as a benchmark to ascertain if performance with large circuits increases over time.

**Local Complementarity in Quantum Graph States**

The third experiment performed with the QE platform is a unique property of quantum graph states called local complementarity [6]. Local complementary is where the structure of a quantum graph can be changed via only local operations. We demonstrate the creation of a five qubit graph state (by measuring appropriate graph stabilisers and confirming measuring even parity of each operator), we then permute this graph using local operations and confirm, through the measurement of the new stabilisers, that the underlying state has changed. A minimum of four qubits is required to perform any type of graph complementarity experiment (as all graphs containing two or three qubits have only a single local-equivalence class [6]) and five qubits give a large number of non-equivalent classes that we could test. The first example is creating a GHZ state (star graph) and through local complementarity, perturb this to a completely connected graph and then perturb it back to another star graph with a different qubit acting as the star node. The second experiment is running several orbital steps on a...
Figure 5: (colour online) Experimental Fourier addition. Each plot shows the 32 possible binary outputs. The input/output mapping for each plot is specified, and the correct binary outputs are illustrated in Orange on each plot. For all experiments (except where a Bell state is created on the target register), the correct output is observed a plurality of the time.

second input graph, showing the creation of each new, locally equivalent graph.

A quantum graph state is easily defined from the classical graph that describes it. A classical (undirected, finite) graph, \( G = (V, E) \), is a set of \( N \) nodes, \( V \in \{1, ..., N\} \) connected by sets of edges, \( E \subset V^2 \) such that \( E_{i,j} = 1 \) for any two connected nodes, \( V_{i,j} \) and \( E_{i,j} = 0 \) if \( V_{i,j} \) are not connected. To convert this classical graph state to a quantum graph state, we use the adjacency matrix of the classical graph to form a set of stabiliser operators that are used to specify the quantum graph. The conversion of a star graph to the stabiliser set is illustrated in Figure
Figure 6: (colour online) Simulated Fourier Addition. We use the QE interface to first simulate the addition circuit. Results are closer to experimental output than the error-corrected Rabi experiment, and in some cases show more noise than what was output from the chip itself.

Once a graph is written, an adjacency matrix can be formed that contain a 1 for each edge, $E_{i,j} = 1$ and 0 everywhere else. To convert an adjacency matrix into a list of stabilisers for the quantum graph state requires taking each row of the adjacency matrix, replace the 0 on the diagonal with the Pauli $X$-operator, any 1 entry with the Pauli $Z$-operator and the Identity matrix everywhere else. For an $N$-qubit graph, there will be $N$-operators corresponding to the $N$-rows of the classical adjacency matrix. Creating a quantum state simultaneously stabilised by these $N$-operators will produce the required quantum state.

Local complementarity operators are quite simple, and
Figure 7: (colour online) The link between a classical graph and the corresponding quantum graph. The classical star graph can be represented as an adjacency matrix, with ones present to indicate the four bonds from the central node to each leaf. To convert this to the equivalent quantum graph state, we construct a stabiliser table by replacing each 1 with a $Z$ operator, $X$ operators on the diagonal and $I$ everywhere else. Each row of the adjacency matrix is now one of the five stabilisers of the quantum star graph. Consist of choosing one of the qubits of the quantum graph, denoted the node, applying a $\sqrt{X} = HSH$ operator to that qubit, and a $\sqrt{Z} = S$ operator to any qubit it is connected to (leaf). This has the effect of creating an edge directly between the leaves or deleting an edge if it originally existed. These local complementarity rules create what is known as an orbital and forms a closed set of locally equivalent quantum graphs. Different orbital groups are not locally equivalent to each other and the number of different orbital groups grows as the total number of qubits increase. Our first experiment is illustrated graphically in Figure 8, along with its required quantum circuit.

We first create a 5-qubit star graph that is stabilised by the operators in Figure 7, and then through the local gates $G_i$, $i \in \{1, \ldots, 5\}$ we are either measuring the stabiliser of the star graph or through local complementarity we first convert the graph and measure the parity of the stabilisers associated with the new graph. The experimental results from the QE chip are illustrated in Figures [13][11] and the simulated results are illustrated in Figures [12][14]. Again, each plot was generated using 8192 experimental runs, and the SE is omitted from each plot.

As expected, the calculated parities for each stabiliser match what is measured. Some parities flip during the graph complementarity operations, but these flips could be reversed by applying appropriate Pauli operations. As the circuit is quite small compared to other experiments, the degree to which we see nearly 100% probability of the correct parity is high. This experiment showed how to use local complementarity to permute the structure of a quantum graph. In this case we went from a star-graph with qubit 3 acting as the node, to a completely connected graph and back to a star-graph with now qubit one acting as the node. Another example of five qubit complimentary is shown in the supplementary material.

This type of experiment for all non-equivalent five qubit graphs is fairly simple to perform in the QE interface. Preparing any five qubit graph state does not require as many gates as either error-corrected Rabi oscillations or Fourier addition and hence the QE chip should produce the correct state (with reasonably high fidelity). Investigating the structure of these locally-equivalent graphs and how they can be utilised as communications links has the potential to open up an area of quantum network analysis that is not available in the classical world.

Deterministic T-Gates Our final experiment is comparatively quite simple but highly relevant to the construction of Fault-tolerant quantum circuits [7]. When designing high level quantum circuits, the universal gate library of choice is the Clifford $+T$ set. There has been significant work in both compiling and optimising circuits of this form [28][33]. In fault-tolerant models, $T$-gates are generally applied using teleportation circuits with an appropriate ancillary state that is prepared using complicated protocols such as state distillation [34].
These circuits are intrinsically probabilistic, and for the T-gate, corrections need to involve the active application of a subsequent S-gate. Hence there was the potential that high level circuit construction would need to be dynamic, adjusting itself every time a T-gate is applied in the hardware. However, recent work has shown how to construct deterministic circuitry for any high-level algorithm \[7, 35\]. Sub-circuits known as selective source and selective destination teleportation \[35\] are used to patch in correction operations for each T-gate via choosing to measure certain qubits in either the X- or Z-basis. This deterministic T-gate is illustrated in Figure 15.

The operations on the first two qubits are the teleported T-gate, which utilises a magic state ancilla, \(|A⟩ = |0⟩ + e^{iπ/8}|1⟩\), a subsequent CNOT and Z-basis measurement to enact the gate. The logical result of the Z-measurement determines if a T-gate or a T\(^{†}\)-gate is applied (the T-gate occurs when a |0⟩ result is measured). Depending on this measurement result, a possible S-gate correction needs to be applied, which is a second teleportation circuit utilising a second magic state ancilla, \(|Y⟩ = |0⟩ + e^{iπ/4}|1⟩\). The S-gate correction can also require a correction, but this correction is a Pauli Z-gate and hence does not need to be actively applied.

The circuit in Figure 15 uses two circuits known as selective source and selective destination teleportation \[35\] to put the T-gate into a form called ICM \[7\]. An ICM form of a quantum circuit consists of a layer of qubit (I)initialisations, an array of (C)NOT operations and a time staggered series of X- and Z-basis (M)measurements. The choices of X- and Z-basis measurements are determined by the initial Z-basis measurement in the T-gate teleportation circuit and can dynamically patch in the correction circuit (or not).

We can simulate this circuit in the QE interface, but since the original circuit requires 6-qubits, we instead emulate the application of the T- or T\(^{†}\)-gate directly and then based on which gate we choose, measure the four other qubits in the appropriate basis to teleport a T-gate to the output regardless of weather we choose T- or T\(^{†}\) at input. Unfortunately while the QE interface does allow for qubit tomography to be performed, it does not allow both standard basis measurements and tomographic mapping on the same circuit run. Therefore, to confirm the application of the T-gate, we simply reverse the initial circuit and confirm that |0⟩\(_{in}\) → |0⟩\(_{out}\). The circuit implemented in the QE chip is shown in Figure 16.

Extra SWAP operations are needed in Figure 16 because of the restrictions of the QE architecture. On the top qubit we apply either the \(G = T\) or \(G = T^{†}\) and dependent on that choice the four subsequent measurements are either in the \{Z, Z, X, X\} basis or the
The completely connected graph is constructed by performing a $HSH$ gate on qubit one and an $S$ gate on every other qubit. The permutation of the stabiliser set after this operation can cause some eigenvalues to flip between $+1$ and $-1$. For each plot, we measure the parity of the associated stabiliser. The settings for each of the $G_{i} \in \mathbb{S}$ gates are illustrated for each.

$\{X, X, Z, Z\}$ basis. Once classical Pauli corrections based on measurements are taken into account [Table I, which we will discuss more shortly] and tracked, the inverse gate $T^\dagger$ (as the output should deterministically be $T |+\rangle$ regardless of the choice for $G$) is applied and we measure the output qubit in the $X$-basis. In the absence of circuit errors, the $X$-basis measurement should always return $|0\rangle$, indicating that the circuit dynamically applies the $S$-correction and the output is always a $T$-rotation. Simulations and experiments with the QE interface is illustrated in Figure 17, again using 8192 instances with the SE omitted from the plot. The requirement for us to undo the initial gates to confirm the circuit introduces interesting behaviour related to Pauli tracking [36] that is highly relevant for large scale operations of a quantum computer.

Looking at both the simulation and experimental results, we observe the correct answer with a probability much less than one. This is not only caused by experimental noise. In Figure 18 we illustrate the results for an ideal application of the circuit (again performed within the QE interface). Even in ideal circumstances, the correct result is only observed (after Pauli correction) 75% of the time. The other 25% is where the wrong answer is

| Measurement Basis | Results | Corrections |
|-------------------|---------|-------------|
| $XZZX (ZXXX)$     | $(0,0,0,0)$ | I (I)       |
|                   | $(1,0,0,0)$ | Z (X)       |
|                   | $(0,1,0,0)$ | X (Z)       |
|                   | $(1,1,0,0)$ | ZX (ZX)     |
|                   | $(0,0,0,1)$ | Z (X)       |
|                   | $(1,0,0,1)$ | I (I)       |
|                   | $(0,1,0,1)$ | Z (X)       |
|                   | $(1,1,0,1)$ | XZ (XZ)     |
|                   | $(0,1,1,0)$ | I (I)       |
|                   | $(1,1,1,0)$ | Z (X)       |
|                   | $(0,0,1,1)$ | XZ (XZ)     |
|                   | $(1,0,1,1)$ | X (Z)       |
|                   | $(0,1,1,1)$ | Z (X)       |
|                   | $(1,1,1,1)$ | I           |

TABLE I: Pauli corrections for each of the four measurements in the deterministic $T$-gate. For each of the sixteen possible measurement results in Figure 16 an appropriate Pauli correction to the output is needed. This correction needs to be known before subsequent gates are applied (as they may need to be altered).
Experimental results for the final star graph. We construct the final star graph (with qubit one acting as the node) by performing HSH to qubit one and S to every other qubit. This permutation does not change the eigenvalue of any of the stabilisers. For each plot, we measure the parity of the associated stabiliser. The settings for each of the $G_i \in G$ gates are illustrated for each.

reported and $X$-corrections are required due to the teleportation operations. This is because the $T^\dagger$-gate used to invert the circuit for verification does not commute with this corrective bit-flip gate and the QE chip does not allow us to do *dynamic feedforward*, i.e. change circuits based upon classical measurement result obtained earlier.

In a real operating quantum computer, the result of the four teleportation measurements (particularly the $Z$-measurements that induce $X$-corrections) need to be known before the application of the next gate. In this case, the second $T^\dagger$-gate. If an $X$-correction is present, the fact that $TX = XT^\dagger$ implies that we would need to interchange a desired $T^\dagger$ gate with a $T$ and visa versa if a bit-flip correction is present on the input. This bit-flip correction may come from circuits such as the deterministic $T$-gate, but they can also come from other sources such as the error-correction underlying the circuit [4] or corrections coming from the tracking of information from a topological quantum circuit [37].

In Figure [18] we can reverse the distribution of probabilities by changing the gate to we use to invert the original $T$-gate to a from $T^\dagger$ to $T$. In this case, if $X$-corrections are not required the inverse gate is wrong and the output does not go back to $|0\rangle$. In Figure [18] we illustrate all 32 possible outputs where the red are results that after appropriate Pauli corrections and tracking, result in the output measuring $|0\rangle$. The basis states with approximately 3% probability of being observed have $X$-corrections from the teleportation circuits that interfere with the function of the final $HT^\dagger$ gate needed to invert the circuit. In a circuit that would be dynamically changed dependent on measurement results, this would not occur and the output probability of $|0\rangle$ in the circuit would be 100%.

The results of this experiment directly demonstrate the notion of why $T$-depth is an important concept [35], the fact that certain results need to be known which prevents us from building all circuits with a $T$-depth of one (even through from a purely circuit perspective, this should look possible [7]). If dynamic circuit changes were possible within the QE interface, we could demonstrate a fully deterministic $T$-gate.
III. DISCUSSION

In all four experiments we are simply looking at the output of the IBM chip rather than examining in detail the error behaviour caused by noise in the chip, hence we have not included any significant analysis of the error properties of each qubit and/or gate (which is available from the QE interface for each run). Analysing the detailed output from each experiment against the error data characterised for the QE chip would be interesting further work to try and refine simulation models to more accurately model how the actual device would behave given the input circuit and error characteristics of the chip. Even without performing rigorous error analysis on the output, in all four experiments we do see the expected results, with some experiments more susceptible to noise than others. The simulation feature in the QE interface also shows variability depending on the experiment we conducted. Out of the four experimental results, only the error correction Rabi experiment, showed significant deviation between the simulations and experiment. Each of the four QE experiments allowed us to investigate the subtleties of implementing an actual quantum circuit on viable hardware and therefore required us to focus on details that were important to achieving the correct output that is often overlooked in more theoretical analysis. The results obtained for the deterministic $T$-gate were particularly illustrative as it demonstrated the importance of having a real time, up to date Pauli frame when programming a quantum device (something that is very often overlooked).

IV. CONCLUSIONS

In this work, we performed four separate experiments utilising the IBM QE chip and interface, demonstrating protocols in error correction, quantum arithmetic, quantum graph theory and fault-tolerant circuit design that has not been achievable so far with an active quantum processor. By utilising the cloud interface, these experiments could be specified, tested (in both the ideal case and with simulated errors) and then run to output noisy (but expected) results. Each of these four protocols have direct relevance to quantum error correction, communications, algorithmic design and fault-tolerant computation and the ease of the QE interface makes subtle investigation into small quantum protocols straightforward.

Ideally, this work will help motivate others to make use of the online hardware produced by IBM and encourage other experimental groups to make their devices accessible to other researchers for testing and theoretical
development. The five qubit quantum processor already showed significant flexibility to run tests on a large-class of quantum information protocols and increased fidelities and qubit numbers will hopefully spawn new and interesting protocols for small scale quantum computing processors.
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Figure 14: (colour online) Simulated results for Figure. 11.
Figure 15: **Teleported T-gate with deterministic circuitry.** Built using selective source and destination circuits, this circuit will first apply the T-gate, through a teleportation circuit with a magic state, $|A⟩ = |0⟩ + e^{i\pi/4}|1⟩$, ancilla. A possible $S$-correction may be needed, requiring the second magic state ancilla, $|Y⟩ = |0⟩ + i|1⟩$. By selecting one of two choices of $X$- and $Z$-basis measurements (based on the top $Z$ measurement), the $S$ correction is applied or not. Hence the output is always the T-gate operating on the input state, $|ψ⟩$.

Figure 16: **Implementation of the deterministic T-gate in the QE chip.** The gate $G$ can be chosen to be either $T$ or $T †$ and the circuit will output the same. SWAP operations are again needed due to the QE architecture, at which point the four measurements are either in the basis $Z_1X_2X_1Z_5$ or $X_1Z_2Z_4X_5$, depending on the initial choice for $G$. The output qubit is rotated by $HT †$ and measured, the result should always be $|0⟩$. 
Figure 17: (colour online) Simulation and Experimental results for $G = \{T, T^\dagger\}$. For both simulations and experiments there is only a slightly higher probability of measuring the expected result ($|0\rangle$), again quantum errors for a large circuit in the QE chip is likely to blame. However, as explained in the main text, this circuit only has a maximum probability of success of 0.75 in the ideal case.
Figure 18: (colour online) Output distribution for an ideal application of the deterministic $T$-gate. We show the output distribution for an ideal application of the deterministic $T$-gate for $G = T$. Because Pauli $X$-corrections arising from the teleportation circuits do not commute with the $T^\dagger$ gate used to invert the circuit and confirm output, the success probability has a maximum of 75%. The red bars show the binary outputs that, when corrected, are used to infer a $|0\rangle$ state output. If we change the $T^\dagger$ gate used at the end of the circuit to $T$, the probabilities invert, since now the output will be wrong when no $X$-correction from the teleportation circuit is needed.
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VI. SUPPLEMENTARY MATERIAL

Here we provide supplementary material containing the raw data for the experiments presented in the main text as well as additional experiments performed for each protocol.

VII. ERROR CORRECTED RABI OSCILLATIONS.

The raw data for the error correction experiment is shown below in Figure 20 for the experiments and Figure 21 for the simulations output from the QE interface. Additionally Figure 21 presents the operating conditions for the QE chip, reported at the time of the experiment.

In the main text we detailed a Rabi-oscillation experiment in the Z-basis. However, the surface code is a full quantum code and therefore can correct both bit-flips and phase-flips. To see similar results for phase errors, we need to perform a Rabi oscillation experiment in the |+\rangle, −\rangle basis. From the circuit shown in the main text, the easiest way to do this is to create the state α |0\rangle + β |1\rangle, then perform a logical Hadamard and measure the logical qubit in the |+\rangle, −\rangle basis. Considering the distance two surface code is a symmetric planar code, we can perform a logical Hadamard by performing a transversal Hadamard operation on each of the five qubits and then inverting the lattice across the diagonal (which simply means swapping qubits two and four.

However, examining Figure 2a, in the main text, after a transversal set of Hadamards, plus a second set of transversal Hadamards to realise X-basis measurements, the only difference in the circuits is the Swapping of qubits 2 and 4, which when you consider that the logical X-operator is defined as X2X4 in the lattice, the error corrected Rabi experiment in the |+\rangle, −\rangle basis is exactly the same circuit and interpretation of measurement results.

Additionally, if you take the effort to examine the circuit necessary to directly inject the α |+\rangle + β |−\rangle state into the code, you will see that again the circuit is identical (up to a relabelling of qubits 2 and 4). Hence a direct experiment for a Rabi Oscillation in the |+\rangle, −\rangle basis will produce identical results to those already shown.

If the IBM QE interface can be expanded in the future to allow for the construction of arbitrary rotations (either directly with additional gates, or by giving more circuit space and fidelity to construct arbitrary rotations out of a Clifford +T gate set, the possibility of doing Rabi experiments in rotated bases will be possible. We will leave that up to future work.

VIII. FOURIER ADDITION

In the main text we only provided a small subset of all possible addition experiments. The following figures illustrate the rest of the binary inputs that could be used, and more complex superposition inputs. The correct results are indicated in red in each plot. Not all experiments return the correct results. The calibration data during these runs is illustrated in Figure 27.

Most of the Fourier addition circuits used did return the correct results a plurality of the time. But there were a few examples where only half of the wavefunction was the dominant result, with non answers becoming the second most probable. We did not include the QE simulations in these results as the rough overlap in the main text was significantly better than the error corrected Rabi oscillations and showed effectively the same behaviour.

IX. QUANTUM GRAPH COMPLEMENTARITY

In the main text we illustrated experiments looking at the conversion of one type of quantum graph state to another. The main text included an example of converting a star graph (GHZ state) to a completely connected graph state and then back again. For a five qubit graph state, there are a large class of non-locally-equivalent graphs that each form orbital groups. We will not attempt to simulate all of them (and we won’t present here a complete orbital group). Instead, we will focus on two permutations of a five qubit loop graph.

The three graphs are illustrated in Figure 29 along with their respective stabilisers. The two permutations were first applying the operator G = √X5Z1Z4 and the second was obtained using by applying the operator G = √X3Z5Z4. The quantum circuit used in the QE interface to build the initial loop graph is illustrated in Figure 28.

The experimental measurements of each stabiliser, for each graph, are illustrated in Figures 30, 31 and 32. Due to the increased circuit complexity to build the initial graph, stabiliser measurements suffer from much more noise than the example in the main text. For the K4 stabiliser for the first permutation, the correct output is not observed.

The IBM calibration data for this second graph complementarity experiment is illustrated in Figure 33, while calibration data for the star graph experiment illustrated in the main text is illustrated in Figure 34.

X. DETERMINISTIC T-GATE

We have chosen not to elaborate further on this experiment. In this section we simply provide the IBM calibration data [Figure 35] for the results in the main text.
Figure 19: (colour online) **Raw experimental data.** Binary output for the QE chip is labeled qubits (4, 2, 1, 5, 3) for the surface code. Red highlighted data are outputs stabilising one of the plaquette stabilizers \((Z_4 Z_1 Z_3)\) of the surface code. Green data satisfy trivial syndromes of both \(Z\)-stabilisers and correspond to a logical \(|0\rangle\) while Orange data correspond to logical \(|1\rangle\).
Figure 20: (colour online) Simulation data. Binary output for the QE chip is labeled qubits (4,2,1,5,3). Red highlighted data are outputs stabilising one of the plaquette stabilizers ($Z_4Z_1Z_3$) of the surface code. Green data satisfy trivial syndromes of both $Z$-stabilisers and correspond to a logical $|0\rangle$ while Orange data correspond to logical $|1\rangle$.
Device Calibration

Data Calibration: 2016-05-05 17:41

| $Q_0$ | $Q_1$ | $Q_2$ | $Q_3$ | $Q_4$ |
|-------|-------|-------|-------|-------|
| $T_1$: 52.1 $\mu$s | $T_1$: 69.8 $\mu$s | $T_1$: 57.1 $\mu$s | $T_1$: 70.2 $\mu$s | $T_1$: 87.8 $\mu$s |
| $T_2$: 62.4 $\mu$s | $T_2$: 93.8 $\mu$s | $T_2$: 53.7 $\mu$s | $T_2$: 55.4 $\mu$s | $T_2$: 87.6 $\mu$s |
| $\epsilon_p$: $2.5 \times 10^{-3}$ | $\epsilon_p$: $2.1 \times 10^{-3}$ | $\epsilon_p$: $2.2 \times 10^{-3}$ | $\epsilon_p$: $2.2 \times 10^{-3}$ | $\epsilon_p$: $1.7 \times 10^{-3}$ |
| $\epsilon_c$: $3.8 \times 10^{-2}$ | $\epsilon_c$: $3.2 \times 10^{-2}$ | $\epsilon_c$: $2.5 \times 10^{-2}$ | $\epsilon_c$: $3.7 \times 10^{-2}$ | $\epsilon_c$: $3.2 \times 10^{-2}$ |
| $\epsilon_{Q0}^2$: | $\epsilon_{Q0}^2$: | $\epsilon_{Q0}^2$: | $\epsilon_{Q0}^2$: | $\epsilon_{Q0}^2$: |
| 4.22 $\times 10^{-2}$ | 3.57 $\times 10^{-2}$ | 3.59 $\times 10^{-2}$ | 3.06 $\times 10^{-2}$ |  |

**Figure 21:** Calibration data for the Error correction experiment provided by the QE system.

**Figure 22:** (colour online) Experimental Fourier Addition. Correct mappings are illustrated above and the correct results are highlighted in red.
Figure 23: **(colour online) Experimental Fourier Addition.** Correct mappings are illustrated above and the correct results are highlighted in red.
Figure 24: (colour online) Experimental Fourier Addition. Correct mappings are illustrated above and the correct results are highlighted in red.
Figure 25: (colour online) Experimental Fourier Addition. Correct mappings are illustrated above and the correct results are highlighted in red.
Figure 26: (colour online) Experimental Fourier Addition. Correct mappings are illustrated above and the correct results are highlighted in red.

Figure 27: IBM Calibration data during the Fourier Addition Runs.
Figure 28: **QE circuit for complementarity experiment.** The gates, $G_i, i \in \{1, ..., 5\}$ represent local rotations to perform graph permutations or change measurement basis. After the circuit, the qubits are re-ordered to (5,2,1,4,3).

Figure 29: **(colour online) An initial five qubit loop graph and two orbital permutations.** Along with the structure for each graph, we include the stabiliser table.
Figure 30: (colour online) Stabiliser measurements for the initial five-qubit ring cluster.

Figure 31: (colour online) Stabiliser measurements for the first graph permutation. Notice that the incorrect result is obtained for $K_4$. The experiment was run multiple times, but most likely due to quantum noise, a near 50/50 mixture was returned.
Figure 32: (colour online) Stabiliser measurements for the second graph permutation.

Figure 33: (colour online) Calibration data from the IBM machine for the second complementarity experiment.
### Device Calibration

**Figure 34:** Calibration data from the IBM machine for the graph complementarity experiments in the main text.

| $Q_0$ | $Q_1$ | $Q_2$ | $Q_3$ | $Q_4$ |
|-------|-------|-------|-------|-------|
| $T_1$: 52.1 μs | $T_1$: 69.8 μs | $T_1$: 57.1 μs | $T_1$: 70.2 μs | $T_1$: 87.8 μs |
| $T_2$: 62.4 μs | $T_2$: 93.8 μs | $T_2$: 53.7 μs | $T_2$: 55.4 μs | $T_2$: 87.6 μs |
| $\epsilon_p$: $2.5 \times 10^{-3}$ | $\epsilon_p$: $2.1 \times 10^{-3}$ | $\epsilon_p$: $2.2 \times 10^{-3}$ | $\epsilon_p$: $2.2 \times 10^{-3}$ | $\epsilon_p$: $1.7 \times 10^{-3}$ |
| $\epsilon_i$: $3.8 \times 10^{-2}$ | $\epsilon_i$: $3.2 \times 10^{-2}$ | $\epsilon_i$: $2.5 \times 10^{-2}$ | $\epsilon_i$: $3.7 \times 10^{-2}$ | $\epsilon_i$: $3.2 \times 10^{-2}$ |
| $\epsilon_{p0}^2$: $4.22 \times 10^{-2}$ | $\epsilon_{p1}^2$: $3.57 \times 10^{-2}$ | $\epsilon_{p2}^2$: $3.59 \times 10^{-2}$ | $\epsilon_{p3}^2$: $3.06 \times 10^{-2}$ | $\epsilon_{p4}^2$: $3.06 \times 10^{-2}$ |

### Device Calibration

**Figure 35:** Calibration data from the IBM machine for the deterministic $T$-gate experiment in the main text.

| $Q_0$ | $Q_1$ | $Q_2$ | $Q_3$ | $Q_4$ |
|-------|-------|-------|-------|-------|
| $T_1$: 59.4 μs | $T_1$: 87.2 μs | $T_1$: 80.3 μs | $T_1$: 81 μs | $T_1$: 59.7 μs |
| $T_2$: 95.1 μs | $T_2$: 158.1 μs | $T_2$: 72.1 μs | $T_2$: 61.7 μs | $T_2$: 60 μs |
| $\epsilon_p$: $2.2 \times 10^{-3}$ | $\epsilon_p$: $1.4 \times 10^{-3}$ | $\epsilon_p$: $2.6 \times 10^{-3}$ | $\epsilon_p$: $3.7 \times 10^{-3}$ | $\epsilon_p$: $2.8 \times 10^{-3}$ |
| $\epsilon_i$: $3.4 \times 10^{-2}$ | $\epsilon_i$: $3.4 \times 10^{-2}$ | $\epsilon_i$: $1.8 \times 10^{-2}$ | $\epsilon_i$: $4.4 \times 10^{-2}$ | $\epsilon_i$: $2.4 \times 10^{-2}$ |
| $\epsilon_{p0}^2$: $4.33 \times 10^{-2}$ | $\epsilon_{p1}^2$: $3.1 \times 10^{-2}$ | $\epsilon_{p2}^2$: $3.17 \times 10^{-2}$ | $\epsilon_{p3}^2$: $3.59 \times 10^{-2}$ | $\epsilon_{p4}^2$: $3.59 \times 10^{-2}$ |