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ABSTRACT. We present an approach to the factorization method for second order difference equations on time scales. We construct Hilbert spaces of functions on the time scale and show how to construct a chain of intertwined first order $\Delta$-difference operators $A_k$ in the sense that $A_k$ and $A_k^*$ act as ladder operators generating new solutions of eigenproblem of $A_kA_k^*$.
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1. INTRODUCTION

The factorization method is one of the most useful tools for solving second order differential and difference equations, including Schrödinger equation. It dates back to the works by Darboux [Dar82] and it was successfully applied to many problems especially in quantum mechanics, see e.g. [Sch40, IH51, Mic84]. A modern review of the method can be found in [MRO04, Don07]. It also has broader applications in mathematics including theories of integrable systems, orthogonal polynomials and special functions, see e.g. [Hah49, Tes00]. Other applications of the factorization method in discrete case can be found e.g. in [Lor03, ANCS01].

The aim of this paper is to reformulate and generalize the results of papers [GO05, GO02] for the case of calculus on time scales introduced in [Hil90]. Namely in those papers a factorization method for second order difference equations of the form

$$\alpha(x)\psi(\tau^2(x)) + \beta(x)\psi(\tau(x)) + \gamma(x)\psi(x) = 0 \quad (1.1)$$

was investigated, where $\tau : X \to X$ is a bijection of a certain subset $X \subset \mathbb{R}$ of the real line. By introduction of $\tau$-difference operator $\partial_\tau$ (see also e.g. [Kli93, RLZ03])

$$\partial_\tau \phi(x) := \frac{\phi(x) - \phi(\tau(x))}{x - \tau(x)} \quad (1.2)$$

was introduced.
equation (1.1) can be rewritten as
\[ \tilde{\alpha}(x)\partial^2_x \psi(x) + \tilde{\beta}(x)\partial_x \psi(x) + \tilde{\gamma}(x)\psi(x) = 0. \] (1.3)

The approach is based on the construction of a chain of Hilbert spaces \( \mathcal{H}_k \) and representing left hand side of (1.1) as \( A_k^*A_k\psi \) for some first order difference operators \( A_k : \mathcal{H}_k \to \mathcal{H}_{k+1} \) satisfying the relation
\[ A_k A_k^* = a_k A_{k+1}^* A_{k+1} + b_k. \] (1.4)

This allows us to obtain new eigenfunctions of \( A_k^*A_k \) from any known eigenfunction. It means that \( A_k \) and \( A_k^* \) behave as annihilation and creation operators (or ladder operators) of quantum mechanics. It can be also seen as an example of a ladder in the sense of [Hil10]. The factorization method for the equations (1.1) led to many results in the particular cases of difference, \( q \)-difference, and \( (q,h) \)-difference equations and they can be found e.g. in [DO06, DO07, DGO04, DF16, DJ14, DH17, DJ17].

In the case when the map \( \tau \) is strictly increasing and \( X \) can be generated from a single point the operator \( \partial_{\tau} \) is exactly the time scales \( \Delta \)-derivative and \( \tau \) plays role of forward shift operator \( \sigma \). On one hand the time scales calculus can be seen as a generalization of \( \partial_{\tau} \)-calculus since it covers also differential case. On the other hand, the freedom of choosing \( \tau \) gives more possibilities than discrete component in the time scales approach — for example \( \tau \) can be chosen to be cyclic \( \tau^N = \text{id} \). Our belief is that reformulation of results from aforementioned papers in another, more popular language might be valuable for further applications. However for the purpose of this paper we will restrict our attention to time scales where every point is isolated (excluding \( \max \mathbb{T} \) and \( \min \mathbb{T} \) if they exist, which are assumed to be one-side scattered). Treatment of the most general case poses more technical difficulties and will be investigated in the future.

In this paper we will not describe in details the \( \partial_{\tau} \)-calculus but concentrate solely on time scales case. In Section 2 we will briefly introduce elements of the time scales calculus. For more extensive presentations of the subject, see e.g. [ABOP02, BP02]. We also introduce the Hilbert spaces and operators which will be used later. Section 3 contains the main result, i.e. a method to construct a chain of factorized second order operators.

2. Hilbert spaces and operators

Let \( \mathbb{T} \) be a closed subset of \( \mathbb{R} \). One denotes by \( \sigma \) a shift (forward jump) acting on time scale \( \mathbb{T} \to \mathbb{T} \) defined by
\[ \sigma(x) := \inf \{ t \in \mathbb{T} \mid t > x \} \] (2.1)
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(where one additionally puts \( \inf \emptyset := \max T \)) and the graininess of \( T \) is the following function

\[
\mu(x) := \sigma(x) - x. \tag{2.2}
\]

For any set \( X \), we denote by \( X^\kappa \) (resp. \( X_\kappa \)) the set \( X \) with the maximal point (resp. minimal point) removed. If there is no maximal (minimal) point in \( X \), these symbols denote just \( X \).

For the purpose of this paper we restrict our attention to the sets where every point is isolated (excluding \( \max T \) and \( \min T \) if they exist, which are assumed to be only one-side scattered), i.e. \( \sigma(x) \neq x \) for \( x \in T^\kappa \). The \( \Delta \)-derivative in that setting can be defined on \( T^\kappa \) as

\[
f^\Delta = (f \circ \sigma - f) / \mu. \tag{2.3}
\]

There exists the measure \( \mu_\Delta \) on \( T \) realizing the \( \Delta \)-integral, called Lebesgue \( \Delta \)-measure, see [Gus03]. We will consider the Hilbert space \( L^2(T, \rho \mu_\Delta) \) of (classes of equivalence of) square integrable functions on the time scale \( T \) with a fixed positive-valued weight function \( \rho : T^\kappa \to \mathbb{R}_+ \cup \{0\} \). The scalar product is given by

\[
\langle \psi | \phi \rangle := \int_T \overline{\psi(x)} \phi(x) \rho(x) \mu_\Delta(x) \tag{2.4}
\]

for functions \( \psi, \phi : T \to \mathbb{C} \). Note that some basic facts about these spaces can be found in [RS05].

Note that since we assume that all points of \( T^\kappa \) are isolated, the measure \( \mu_\Delta \) is a pure point measure. One usually assumes that the set \( \{\max T\} \) (if it exists) has infinite measure. However, that breaks the expected behavior of \( \Delta \)-Lebesgue integral compared to \( \Delta \)-Riemann integral for functions which don’t vanish there. We will follow a more convenient convention and put \( \mu_\Delta(\{\max T\}) = 0 \). In this way we get

\[
\mu_\Delta(\{x\}) = \mu(x) \tag{2.5}
\]

for all \( x \in T \). Regardless of this choice, the \( L^2 \) space considered here is essentially the same and will be identified with set of functions on \( T^\kappa \) with the scalar product expressed as a sum

\[
\langle \psi | \phi \rangle = \sum_{x \in T^\kappa} \overline{\psi(x)} \phi(x) \rho(x) \mu_\Delta(x). \tag{2.6}
\]

If \( T \) is unbounded then this space is infinite dimensional.

In the paper we are going to use shift operators acting on functions. In order to simplify the formulas we introduce the notation

\[
f^\sigma(x) := f(\sigma(x)) \chi_{T^\kappa}(x) \tag{2.7}
\]
and

\[ f^\sigma_1(x) := f(\sigma^{-1}(x)) \chi_{\mathbb{T}_2^c}(x), \] (2.8)

where \( \chi_A \) is the characteristic function of the set \( A \). Terms \( \chi_{\mathbb{T}_2^c} \) and \( \chi_{\mathbb{T}_2^c} \) are included in order not to duplicate values in some points. It is an analogue to the way shift operators are defined in the Toeplitz algebra.

Consider the shift operator \( S \) acting in \( L^2(\mathbb{T}, \rho \mu_\Delta) \) defined as

\[ S \psi := \psi^\sigma. \] (2.9)

It is in general unbounded and thus it is only defined on a dense domain. This domain can be chosen to contain functions with finite support (which are also dense in \( L^2(\mathbb{T}, \rho \mu_\Delta) \)). We will omit the detailed discussion of the domains and treat all operators formally. In case when \( T \) is bounded from above or below, the operator \( S \) is not invertible. The adjoint operator is defined by

\[ \langle \psi | S \phi \rangle = \langle S^* \psi | \phi \rangle \] (2.10)

and straightforward calculation produces the formula

\[ S^* \psi = \frac{\rho^\sigma_1}{\rho} (\sigma^{-1})^\Delta \psi^\sigma_1. \] (2.11)

It is useful to note that composition of \( S \) and \( S^* \) is an operator of multiplication by a function:

\[ S^* S = \frac{\rho^\sigma_1}{\rho} (\sigma^{-1})^\Delta, \quad SS^* = \frac{\rho^\sigma_1}{\rho^\sigma_1} (\sigma^{-1})^\Delta \cdot \sigma. \] (2.12)

As a consequence one finds that the norm of the operator \( S \) is equal

\[ \| S \| = \sqrt{\| S^* S \|} = \sqrt{\sup_{x \in \mathbb{T}_2^c} \frac{\rho(\sigma^{-1}(x))}{\rho(x)} (\sigma^{-1})^\Delta(x)} \] (2.13)

and if the supremum is finite then the operator is bounded and can be defined on the whole \( L^2(\mathbb{T}, \rho \mu_\Delta) \).

Let us now consider a sequence of weight functions \( \rho_k : \mathbb{T}^c \to \mathbb{R}_+ \cup \{0\} \) and corresponding Hilbert spaces \( \mathcal{H}_k := L^2(\mathbb{T}, \rho_k \mu_\Delta) \) for \( k \) in some subset of \( \mathbb{Z} \). Following [GO05] we assume that weight functions satisfy a recurrence relation

\[ \rho_{k+1} = (B_k \rho_k)^\sigma \] (2.14)

and the following Pearson-like equation

\[ (B_k \rho_k)^\Delta = A_k \rho_k \] (2.15)

for some functions \( A_k, B_k : \mathbb{T} \to \mathbb{R} \). It is an analogue of the situation in the theory of classical \((q)\)-orthogonal polynomials where \( A_k, B_k \) are polynomials of respectively first and second order and orthogonality measure is a solution of a similar equation.
By introducing a new function family

\[ \eta_k := B_k + \mu A_k \]  

and substituting it in place of \( A_k \), equation (2.15) assumes the form

\[ \rho_{k+1} = \eta_k \rho_k. \]  

Let us now define further operators acting on the chain of Hilbert spaces \( \mathcal{H}_k \). In general these operators are also unbounded. First, consider an operator of inclusion \( I_k : \mathcal{H}_k \rightarrow \mathcal{H}_{k+1} \) acting as identity

\[ I_k \psi := \psi. \]  

The adjoint operator can be computed using (2.4):

\[ \langle \psi | I_k \phi \rangle_{k+1} = \int_T \psi(x) \phi(x) \rho_{k+1}(x) \mu_{\Delta}(x) = \int_T \psi(x) \phi(x) \eta_k(x) \rho_k(x) \mu_{\Delta}(x). \]  

Thus we conclude

\[ I_k^* \psi = \eta_k \psi. \]  

Since \( \Delta \)-derivative of functions defined on \( \mathbb{T}^\kappa \) is defined only on \( \mathbb{T}^{\kappa\kappa} \), in order to define a Hilbert space operator representing it, we will follow the convention used in definition of the operator \( S \), namely we put \( \Delta : \mathcal{H}_k \rightarrow \mathcal{H}_{k+1} : \)

\[ \Delta \psi(x) := \psi^{\Delta}(x) \chi_{\mathbb{T}^{\kappa\kappa}}(x). \]  

This definition is equivalent to

\[ \Delta = \frac{I_k}{\mu} (S - \chi_{\mathbb{T}^{\kappa\kappa}}). \]  

In order to compute adjoint of \( \Delta \)

\[ \langle \psi | \Delta \phi \rangle_{k+1} = \langle \Delta^* \psi | \phi \rangle_k \]  

we use formulas (2.11) and (2.20) and obtain

\[ \Delta^* \psi = \left( S^* - \chi_{\mathbb{T}^{\kappa\kappa}} \right) \frac{\eta_k}{\mu} \psi. \]  

Alternatively one could derive this formula using integration by parts (see [BP02 Thm. 1.28]).
3. Factorization method

We consider a sequence (chain) of the factorized second-order equations

\[ A_k^* A_k \psi = \lambda \psi \]  

(3.1)

for \( \psi \in \mathcal{H}_k \) with the operators \( A_k : \mathcal{H}_k \to \mathcal{H}_{k+1} \) given as first order \( \Delta \)-difference operators

\[ A_k := h_k \Delta + f_k I_k, \]  

(3.2)

where \( f_k, h_k : \mathbb{T} \to \mathbb{R} \) and \( k \in \mathbb{N} \cup \{0\} \).

Note that we consider \( A_k \) as a closed operator defined by (3.2) on a suitable domain and \( A_k^* \) is automatically closed. As a consequence by von Neumann theorem (see e.g. \cite{AG93}) \( A_k^* A_k \) is self-adjoint. It follows that the spectrum of \( A_k^* A_k \) is real and thus \( \lambda \in \mathbb{R} \).

The essence of the factorization method is to postulate the relation

\[ A_k^* A_k = a_k A_{k+1}^* A_{k+1} + b_k \]  

(3.3)

for some constants \( a_k, b_k \in \mathbb{R} \) and all \( k \). It is an analogue of classical commutation relations for creation and annihilation operators for a harmonic oscillator. Extra parameters are included for greater flexibility.

This formula implies that from any solution \( \psi \in \mathcal{H}_k \) of equation (3.1) for some \( k \) with the eigenvalue \( \lambda \), one can obtain a new solution

\[ \psi^\uparrow = A_k \psi \in \mathcal{H}_{k+1} \]  

(3.4)

for \( k + 1 \) with the eigenvalue \( \lambda^\uparrow = \frac{\lambda - b_k}{a_k} \) or conversely

\[ \psi^\downarrow = A_k^* \psi \in \mathcal{H}_{k-1} \]  

(3.5)

for \( k - 1 \) with the eigenvalue \( \lambda^\downarrow = a_{k-1} \lambda + b_{k-1} \).

One of the methods of profiting from this observation is by noticing that any element of the kernel of the operator \( A_k^* A_k \) belongs also to the kernel of the operator \( A_k \). Usually it is much easier to find elements of kernel of the operator \( A_k \) than to solve the generic eigenproblem (3.1). So, if we succeed in finding elements \( \psi_l \) of kernel of \( A_l \) for all \( l \in \mathbb{N} \cup \{0\} \) we can obtain a sequence of solutions of equation (3.1) for any fixed \( k \):

\[ \psi_l^k = A_{k-1} \ldots A_l \psi_l \in \mathcal{H}_k \]  

(3.6)

for \( l < k \) or

\[ \psi_l^k = A_k^* \ldots A_l^* \psi_l \in \mathcal{H}_k \]  

(3.7)

for \( l > k \).

In general this set of solutions needs not to be complete, but in many particular cases (e.g. for harmonic oscillator) it turns out to span the whole Hilbert space.
The tricky part is to obtain the sequence of operators $A_k$ satisfying the relation (3.3). To simplify the formulas we change the notation by replacing the function $f_k$ by the function
\[ \phi_k := f_k - \frac{h_k \chi_{T^k \kappa}}{\mu}. \] (3.8)

In this way we can express operators $A_k$ and their adjoints $A_k^*$ as
\[ A_k = I_k(h_k/\mu S + \phi_k), \quad A_k^* = (S^* h_k/\mu + \phi_k)I_k^*. \] (3.9)

Note that operators $A_k^*$ are related to backward $\nabla$-derivative.

If we additionally denote by $g_k$ the ratio of subsequent functions $B_k$:
\[ B_{k+1} = g_k B_k, \] (3.10)
we conclude that similar rule is satisfied by functions $\eta_k$:
\[ \eta_{k+1} = (\eta_k g_k)^\sigma. \] (3.11)

Using this notation we obtain the following proposition:

**Proposition 3.1.** The equation (3.3) is equivalent to the following set of relations
\[ h_{k+1} \phi_{k+1} = \frac{1}{a_k} \frac{h_k \phi_k}{g_k^\sigma}, \] (3.12)
\[ a_k g_k \left( \frac{B_k \left( h_{k+1}^{-1} \right)^2}{\mu \mu^\sigma} - \frac{1}{a_k} \frac{\phi_k^2 \eta_k}{g_k} \right) + b_k = \frac{B_k^\sigma h_k^2}{\mu \mu^\sigma} - \frac{1}{a_k} \frac{(\phi_k^\sigma)^2 \eta_k^\sigma}{g_k^\sigma} - \frac{h_k^2}{h_{k+1}^2} \] (3.13)
on the functions $B_k$, $\eta_k$, $\phi_k$, $g_k$, $h_k$, $h_{k+1}$ and constants $a_k$, $b_k$ for all $k$.

**Proof:** The proof is technical and requires expanding right and left hand sides of (3.3) using identities (2.12) and noting that
\[ S(f \psi) = f^\sigma S \psi, \quad S^*(f \psi) = f^{-1} S^* \psi; \] (3.14)
\[ I_k S^* I_k^* = \eta_k S^*. \] (3.15)

Comparing the coefficients in front of $S$, $S^*$ and free term one obtains the following equations
\[ \frac{h_k \phi_k \eta_k^\sigma}{\mu} = a_k \frac{\phi_{k+1} \eta_{k+1} h_{k+1}}{\mu}, \] (3.16)
\[ \frac{h_k \phi_k \eta_k^\sigma}{\mu^\sigma} = a_k \frac{\phi_{k+1} \eta_{k+1} \sigma^{-1} h_{k+1} \sigma^{-1}}{\mu^\sigma}, \] (3.17)
\[ \frac{h_k^2 B_k \sigma \left( (\sigma^{-1})^\Delta \right) \chi_{T^k \kappa}}{\mu^2} + \phi_k^2 \eta_k = a_k \left( \frac{(h_{k+1}^2) \sigma^{-1} B_k g_k (\sigma^{-1})^\Delta \chi_{T^k \kappa}}{(\mu^2)^{\sigma^{-1}}} + \phi_{k+1}^2 \eta_{k+1} \right) + b_k \] (3.18)
Using identities obtained before one shows that the first and second equations are equivalent to (3.12) and the third is equivalent to (3.13).

In the particular case when \( h_k \equiv 1 \) for all \( k \), the equation (3.12) can be seen as a rule to obtain \( \phi_{k+1} \) from \( \phi_k \) using \( g_k \) (just like (3.10) and (3.11)). Thus the sequences of functions \( B_k, \eta_k, \phi_k \) can be obtained using (3.10), (3.11), (3.12) from their first terms \( B_0, \eta_0, \phi_0 \) and the sequence of functions \( g_k \) which has to satisfy a set of equations

\[
a_k g_k \left( \frac{B_k}{\mu \mu^{\sigma-t}} - \frac{1}{a_k} \frac{\phi_k^2 \eta_k}{g_k} \right) - b_k = \left( \frac{B_k}{\mu \mu^{\sigma-t}} - \frac{1}{a_k} \frac{\phi_k^2 \eta_k}{g_k} \right)^\sigma. \tag{3.19}
\]

Some classes of solutions to this equation can be obtained by various methods (e.g. Riccati-like equations, power series), see aforementioned papers [GO05, DO06, DO07] for details and examples.
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