Abstract—Scientific and engineering processes deliver massive high-dimensional data sets that are generated as non-linear transformations of an initial state and few process parameters. Mapping such data to a low-dimensional manifold facilitates better understanding of the underlying processes, and enables their optimization. In this paper, we first show that off-the-shelf non-linear spectral dimensionality reduction methods, e.g., Isomap, fail for such data, primarily due to the presence of strong temporal correlations. Then, we propose a novel method, Entropy-Isomap, to address the issue. The proposed method is successfully applied to large data describing a fabrication process of organic materials. The resulting low-dimensional representation correctly captures process control variables, allows for low-dimensional visualization of the material morphology evolution, and provides key insights to improve the process.
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I. INTRODUCTION

The vast majority of the current big data, especially coming from high-performance high-fidelity numerical simulations and high-resolution scientific instruments, is a result of complex non-linear processes. While these non-linear processes can be characterized by low-dimensional submanifolds, the actual observable data they generate is high-dimensional. This fact means that the resulting data can be represented more concisely by using a latent state, and more importantly, that physical processes described by the observed data might be better understood by discovering their underlying low dimensionality.

Our focus in this work is on the second point, specifically, we propose a novel method for dimensionality reduction of process data. Here process data means any data that represents evolution of some process states over time (see for example Fig. 1). While such data are ubiquitous, they are challenging for current dimensionality reduction techniques. This is because the input data sets are large, as each sample of a process delivers a time series of high dimensional points, the underlying processes are highly non-linear, which rules out many methods that otherwise would be computationally feasible, and finally, the individual data points are sampled in a highly correlated way, which can easily confuse many dimensionality reduction techniques.

In our prior work, we have developed S-Isomap, a spectral dimensionality reduction technique for non-linear big data streams [1] that addresses two of the above challenges. The method can efficiently and reliably handle large non-linear data sets, but assumes that the input data is weakly correlated. Consequently, it fails when applied directly to process data. S-Isomap has been derived from the standard Isomap algorithm [2], which is frequently used and favored in the scientific computing data analysis [3]–[9]. Unfortunately, while there is some prior work on applying Isomap to spatio-temporal data [10], the focus has been on segmentation of data trajectories rather than discovering a continuous latent state. To the best of our knowledge, currently there are no spectral methods that can handle high-dimensional process data.

The current work is motivated by the need to analyze massive and high-dimensional data sets generated from highly non-linear differential equations modeling material morphology evolution during fabrication process of organic thin films (see Section V-A). The fabrication of organic thin films is a key factor controlling properties of organic electronics, including transistors, batteries, and displays, but is computationally expensive and difficult to model precisely. Depending on the fabrication parameters, different process trajectories are possible, leading to different material properties. Scientists and engineers are interested in using dimensionality reduction on the resulting big data to explore the material design space, and optimize the fabrication to
In cases when data is assumed to be generated by some non-linear process, both PCA and MDS are not robust enough to learn the inverse mapping $f^{-1}$. Although variants of PCA have been proposed to address such situations (e.g., Kernel PCA [13]), the most common approach is to use Isomap [2]. Isomap constructs feature matrix by approximating distances between input points along the manifold $M^d$, and then proceeds as regular MDS. This is accomplished in four steps, as shown in Algorithm 1. First

---

**Algorithm 1 | ISOMAP**

**Input:** $X$, $k$

**Output:** $Y$

1: $D_{n \times n} \leftarrow \text{PAIRWISEDISTANCES}(X)$
2: $G_{n \times n} \leftarrow \infty$
3: for $x_i \in X$ do
4: \hspace{1em} $kNN \leftarrow \text{KNN}(x_i, X, k)$
5: \hspace{1em} for $x_j \in kNN$ do
6: \hspace{2em} $G_{i,j} \leftarrow D_{i,j}$
7: \hspace{1em} $F_{n \times n} \leftarrow \text{ALLPAIRSHORTESTPATHS}(G)$
8: \hspace{1em} $Y \leftarrow \text{MDS}(F)$
9: return $Y$

In cases when data is assumed to be generated by some non-linear process, both PCA and MDS are not robust enough to learn the inverse mapping $f^{-1}$. Although variants of PCA have been proposed to address such situations (e.g., Kernel PCA [13]), the most common approach is to use Isomap [2]. Isomap constructs feature matrix by approximating distances between input points along the manifold $M^d$, and then proceeds as regular MDS. This is accomplished in four steps, as shown in Algorithm 1. First
all \( n^2 \) pairwise distances are computed for points in \( X \). Then geodesic distances along manifold are approximated (lines 3–6) by first constructing a neighborhood graph, \( G \), where each point \( x \in X \) is adjacent to its \( k \)-nearest-neighbors, and then by computing shortest paths between all points in \( G \) (line 7). The resulting geodesics approximations are contained in the feature matrix \( F \), which is processed by MDS to yield the final low-dimensional transformation.

B. Dynamic Process Data

When dataset \( X \in \mathbb{R}^D \) represents a dynamic process, points in \( X \) are partitioned into \( T \) trajectories, \( \Gamma_1, \Gamma_2, \ldots, \Gamma_T \). Each trajectory \( \Gamma_i \) is given by a \( \tau \)-parameterized sequence of \( m_i \) data points. In other words, \( \Gamma_i = (x_1(\tau_1), x_1(\tau_2), \ldots, x_1(\tau_{m_i})) \), where \( \tau_i < \tau_j \) when \( i < j \). Parameter \( \tau \) usually denotes time, and trajectory \( \Gamma_i \) can be a function of one or more additional parameters.

In this work, we investigate the use of SDR methods in the analysis of dynamic processes. As a representative example, we use numerical simulation of material morphology evolution during fabrication of organic thin film \([14]\). The input data consists of trajectories \( \Gamma = \Gamma(\phi, \chi) \), where each trajectory is a function of two variables corresponding to two fabrication parameters (see Fig. 1): \( \phi \), which denotes blend ratio of polymers making organic film, and \( \chi \), which denotes strength of interaction between these polymers. Each data point \( x(\tau) \) is an image representing one morphology snapshot generated by complex non-linear differential equation solver modeling morphology evolution in time. Each image is then represented by a high-dimensional vector in \( \mathbb{R}^D \), obtained by simple processing of image pixels. Example morphologies from selected trajectories are shown in Fig. 1 and we give detailed description of the data and the data generation process in Section V.

The main challenge in analyzing the temporal morphology evolution data comes from the inherent bias in the exploration of possible states of the fabrication process. In the essence, sampling in \( \tau \) (i.e., time) is commonly unbalanced meaning much more dense than in parameters \( \phi \) or \( \chi \). This is because the computational cost of executing solver to generate a single trajectory (i.e., sampling in \( \tau \)) is prohibitive to allow for the exhaustive sampling in the space formed by parameters \( \phi \) and \( \chi \). Furthermore, data points in the same trajectory have high temporal correlation, which is reflective of how morphologies evolve. These factors strongly influence connectivity of the neighborhood graph, \( G \), and in turn affect approximation of the manifold distances.

III. CHALLENGES IN USING SDR WITH DYNAMIC PROCESS DATA

The standard off-the-shelf approach to perform dimensionality reduction on large data is PCA. However, if the method is applied without taking into consideration the underlying assumption of data linearity, it delivers highly misleading results. Here we study effectiveness of both PCA and Isomap when dealing with dynamic process data.

A. Effectiveness of State of the Art SDR Methods

A reliable way of determining the quality of the low dimensional representation (mapping) produced by each method is to compare the original data \( X \) in \( \mathbb{R}^D \) with the mapped data \( Y \) in \( \mathbb{R}^d \), by computing the residual variance.

The process of computing residual variance for PCA differs from Isomap, but the values are directly comparable. In PCA, each principal component (PC) explains a fraction of the total variance in the dataset. If we consider \( \lambda_i \) as the eigenvalue corresponding to the \( i^{th} \) PC and \( |\Lambda| \) as the total energy in the spectrum, i.e., \( |\Lambda| = \sum_{i=1}^{D} \lambda_i \), then the variance explained by the \( i^{th} \) PC can be computed as \( \frac{\lambda_i}{|\Lambda|} \).

The residual variance can be calculated as:

\[
R = 1 - \frac{d}{\lambda_i} |\Lambda|, \tag{1}
\]

In the Isomap setting, residual variance is computed by comparing the approximate pairwise geodesic distances, computed in \( G \) represented by matrix \( D_G \) (recall that \( G \) is a neighborhood graph), to the pairwise distances of the mapped data \( Y \), represented by matrix \( D_Y \):

\[
R = 1 - \rho(D_G, D_Y)^2. \tag{2}
\]

Here, \( \rho \) is the standard linear correlation coefficient, taken over all entries of \( D_G \) and \( D_Y \).

In the first step of our analysis, we compared the residual variance obtained using PCA and Isomap on the material morphology evolution process data (see Sections II-B and V) consisting of six different trajectories, each trajectory corresponding to a unique configuration of pair \( \phi \) and \( \chi \). Figure 2 summarizes our findings for PCA and Isomap. From the figure, we can see that PCA in unable to learn an effective low-dimensional mapping. In fact, while Isomap is able to explain about 70% of the variance using 3 dimensions, PCA requires more than 9 dimensions. Here we note that the ability to explain most of the information in the data in two or three dimensions is highly desired by domain experts as it permits data visualization and exploratory analysis.

To visualize the data, we used both PCA and Isomap to map the data to \( d = 3 \) dimensions. The results are shown in Fig. 3a and 3b. For PCA, one of the dimensions (D1) describes the time aspect of the process evolution. However, the PCA visualization does not offer additional insights into the process, which we attribute primarily to the PCA’s inability to capture non-linearities.

Since Isomap outperforms PCA in terms of residual variance, it is expected that the 3-dimensional data obtained from Isomap would offer more meaningful insights. However, as shown in Fig. 3c, all trajectories diverge from one another in 3-dimensions and there is no reasonable
interpretation of the empty space. This indicates that the
standard application of Isomap is inadequate when working
with parameterized high-dimensional time series data. We
note that we obtained equally unsatisfactory results with
other methods, including t-SNE [15] and LLE [16].

B. Standard Isomap and Dynamic Process Data

To further study the reason behind Isomap performance,
we focus on the initial stage of the trajectories, where the
morphologies are expected to evolve in a similar fashion.
This is reflected in the Isomap visualization in Fig. 3b where
all trajectories appear to start from a common point in the
3-dimensional space and then diverge.

We applied Isomap on only the early stage data repre-

tented by the first 30 time steps of each trajectory (threshold
selected by the domain expert). The results are shown in
Fig. 3c where we can clearly observe that the early data
points for all trajectories cluster together before quickly
diverging. This leads us to the first key observation of this
paper: When dealing with dynamic process data, in which
the data points exhibit a strong temporal correlation within
the trajectory to which they belong, but are different from
data points that belong to other trajectories, Isomap cannot
capture the relationships across different trajectories. Thus,
the resulting mapping is dominated by the time dimension,
as can be seen in Fig. 3b. This behavior can be attributed to
how neighbors are selected for each point (see Algorithm 1
line 4). To better illustrate the point, consider Fig. 4a
which shows the matrix, D, containing the distance between
every pair of points, with rows and columns ordered by
trajectory and time. In Fig. 4a the same row ordering is
retained, however, each row contains the sorted distances
of the corresponding point to all points in the dataset, and
colored by the trajectory to which they belong. Both figures
show that for the majority of the points, the first several
nearest neighbors are always from the same trajectory. This
is problematic, because the ability of Isomap to learn an
accurate description of the underlying manifold, depends on
how well the neighborhood matrix captures the relation-
ship across the trajectories. We refer to this relationship
as cross-talk, or mixing among the trajectories. For any
given point, the desired effect would be that the nearest
neighborhood set contains points from multiple trajectories.
However, the sorted neighborhood matrix indicates a lack of
mixing, which essentially means that the Isomap algorithm
does not consider information from other trajectories, when
learning the shape of the manifold in the neighborhood of
one trajectory.

C. Quantifying Trajectory Mixing

To better assess the quality of neighborhoods and under-
stand the mixing of trajectories, we use the information-
theoretic notion of entropy. For a given point \( x \), let \( p_i \) be the
fraction of \( k \) closest neighbors of \( x \) that lie on the trajectory
\( \Gamma_i \). Then, the entropy of the \( k \)-neighborhood of point \( x \) is
calculated as:

\[
H^k_x = - \sum_{p_i \neq 0} p_i \log_2 p_i
\]  

Similarly, we can define the \( k \)-neighborhood entropy for
a trajectory \( \Gamma \), as the average of \( k \)-neighborhood entropy for
all points on \( \Gamma \).

When the neighborhood entropy of a point is high, its
nearest neighbors are uniformly distributed across all tra-
jectories (high level of mixing). On the other hand, if the
entropy of a point is low, its nearest neighbors mostly lie on
a single trajectory (low level of mixing). Thus, neighborhood
entropy measures the mixing level across the trajectories, for
a given neighborhood size, \( k \).

D. Strategies for Inducing Trajectory Mixing

One simple way to induce more trajectory mixing is
to increase \( k \), since this would increase the neighborhood
entropy of the points. Fig. 5 shows the average neighborhood
entropy for each of the six trajectories in the data set, for
different values of \( k \). The neighborhood entropy increases
linearly with \( k \), consistently for all six trajectories. Thus, for
a small value of \( k \), Isomap is unable to obtain a meaningful
low-dimensional representation, as evident in Fig. 3b where
\( k \) was set to 8.

Figure 5 shows that using large \( k \) could result in the
desired level of trajectory mixing. However, as discussed
in the original Isomap paper [2], the approximation error
between the true Geodesic distance on the manifold between
a pair of points and the approximate distance calculated
using Dijkstra’s algorithm (See Algorithm 1) is inversely
related to \( k \). For large \( k \), Isomap is essentially reduced
to PCA, and is unable to capture the nonlinearities in the
underlying manifold.

Another strategy to induce trajectory mixing is sub-
sampling, i.e., selecting a subset of points from a given

Figure 2: Isomap and PCA run on data with six trajectories
for \( x = 3.0 \) and \( \phi \in \{0.50, 0.52, 0.54, 0.56, 0.58, 0.6\} \).
The quality of the Isomap manifold and PCA subspace are
assessed using residual variance.
Figure 3: Six trajectories with fixed $\chi = 3.0$ and variable $\phi \in \{0.50, 0.52, 0.54, 0.56, 0.58, 0.6\}$ were selected to learn mapping and transform the data to 3-dimensions using (a) PCA (b) Isomap with $k = 8$ (c) Isomap with $k = 8$ using only the first 30 time steps of each pathway. (Please view in color).

Figure 4: Pairwise distances of all points points with $\chi = 3.0$ and from six trajectories for $\phi \in \{0.50, 0.52, 0.54, 0.56, 0.58, 0.6\}$ visualized in two ways. (Please view in color).

IV. Entropy-Isomap

Standard Isomap does not work well for dynamic process data since data points are typically closest to other data points from the same trajectory, yet the global structure of the process depends on relations between different trajectories. When the $k$-NN neighborhoods are computed, this can result in poor mixing. Worse, how much trajectories interact can change throughout the process. For example, when trajectories come from simulations with similar initial conditions, the trajectories might interact for a while, but then diverge to explore different parts of the state space. A neighborhood size $k$ that produces good results in early stages might produce poor results later on in the process. A value of $k$ that is large enough to work for all times might include so many data points that the geodesic and Euclidean distances become essentially the same, which results in a PCA like behavior, defeating the purpose of using Isomap.

To address this situation, we propose to directly measure the amount of mixing and use it to change the neighborhood size for different data points adaptively. This mitigates the shortcomings of the two methods described in the previous


Figure 5: Neighborhood entropy of different trajectories as a function of $k$ ($\chi = 3.0$ and $\phi \in \{0.50, 0.52, 0.54, 0.56, 0.58, 0.6\}$).

section that either discard data (subsampling) or lose local information (skipping).

Figure 5 shows that neighborhood entropy increases when the next nearest neighbors are added. We propose using an entropy threshold to determine a neighborhood size $k$. This modification allows the flexibility of larger neighborhoods in regions where it is necessary or desired to force mixing between trajectories.

To prevent neighborhoods that are so large as to reduce Isomap to PCA, the maximum neighborhood size $M$ is left as a parameter. This check allows processing datasets which contain trajectories in poorly sampled regions of the state space without skewing the rest of the analysis, which would otherwise result in unreasonably large neighborhood sizes.

Algorithm 2: Entropy-Isomap

**Input:** $X$, $k$, $\hat{H}$, $M (= 100)$

**Output:** $Y$

1. $D_{n \times n} \leftarrow \text{PAIRWISEDISTANCES}(X)$
2. $G_{n \times n} \leftarrow \infty$
3. for all $x_i \in X$ do
   4. $k_i \leftarrow k$
   5. while $H < \hat{H}$ and $k_i < (M + k)$ do
      6. $k_i \leftarrow k_i + 1$
      7. $kNN \leftarrow \text{KNN}(x_i, X, k)$
      8. $G_{i,j} \leftarrow D_{i,j}$ where $x_j \in kNN$
      9. $H \leftarrow \text{NEIGHBORHOODENTROPY}(x, k_i, G_i)$
   10. $F_{n \times n} \leftarrow \text{ALLPAIRSSHORTESTPATHS}(G)$
   11. $Y \leftarrow \text{MDS}(F)$
12. return $Y$

The proposed Entropy-Isomap algorithm is shown in Figure 2. Compared to the standard approach, the algorithm takes additional argument, the target entropy level, $H$. This parameter is used to decide when adaptively computed neighborhoods are producing good mixing. The initial step, computing all pairwise distances for data points in $X$, remains the same as in the standard algorithm. Then, the entropy-based neighborhood selection is performed (lines 3-9). For each point $x_i$, the algorithm proceeds with neighborhood size $k_i$, initially equal to some default value $k$. $k_i$-nearest-neighbors are identified, and their neighborhood entropy is computed (lines 7-9). If the entropy threshold $H$ is not satisfied, then $k_i$ is incremented (line 6), and the process repeats. Once the entropy threshold is reached, or a user-defined maximum of $M$ iterations have been performed, the process terminates. The entire process is repeated for each $x_i$, and after all neighborhoods have been identified, the algorithm continues the same way as standard Isomap (lines 10-12). We note that our presentation of the algorithm is simplified for clarity. In the practical implementation, the size of the neighborhood $k_i$ can be found via simple binary search, which further can be coupled with efficient incremental $k$-NN solver, without the need to instantiate a complete distance matrix $D$.

We applied Entropy-Isomap to our data with $k = 8$ and the maximum number of steps $M = 100$. We selected this large $M$ to compute the fraction of large neighborhoods that would be required to strictly enforce mixing, in this case nearly 5% of our data. We also varied the entropy threshold $H$ from 0.1 to 0.9, to explore the effect it has on the neighborhood size distribution. Example low dimensional representation obtained by Entropy-Isomap is presented in Figure 6(a).

We start our analysis by observing, that in the experiments high-entropy thresholds were often not reachable (see Figure 3). We believe that this is because $k$ nearest neighbors for the majority of points are in the same trajectory (see Figure 4(b)), which leads to skewed neighborhoods distribution. As a result, even when a satisfactory number of neighbors come from other trajectories, the entropy for the neighborhood might be low. Figure 4(b) shows that even when trajectories mix, the majority of neighbors are still from the same trajectory. Therefore, high entropy implies good mixing, but the converse is not necessarily true. Large neighborhoods could produce mixing, while still having low entropy. Since large neighborhoods produce poor results with Isomap, we would like to avoid them in any case. In practice, we achieved good results with entropy thresholds in the range of $H = 0.30 - 0.40$, which were achievable by a large fraction of neighborhoods. This is further confirmed by experiments in Section 5.

When strictly enforcing entropy, the neighborhood sizes can become too large. Figure 7 shows the neighborhood size distribution for $H = 0.30$. When such neighborhoods are included for many points in the dataset, the neighborhood graph tends toward a completely connected graph, and the Isomap solution reduces to the PCA result. Recall that PCA is equivalent to classical MDS and that classical MDS is Isomap with $k = n - 1$.

When strict mixing is achieved, the neighborhood sizes can become too small. Figure 8 shows the neighborhood size distribution for $H = 0.70$. When such neighborhoods are included for many points in the dataset, the neighborhood graph tends toward a completely disconnected graph, and the Isomap solution reduces to the SOMAP result. Recall that SOMAP is equivalent to classical MDS and that classical MDS is Isomap with $k = 1$. Points that produce no mixing also end up with large neighborhoods.
neighborhoods, as Entropy-Isomap tries to increase $k_i$ in order to meet the entropy threshold. These points occur when the dataset does not contain enough trajectories that pass near those particular states to produce good geodesic distance estimates. Interestingly, plotting entropy versus time in Figure 8 reveals that trajectories can pass through poorly sampled parts of the state space and again “meet up” with other trajectories.

The proposed methods can be used to detect trajectories that do not interact and also which regions of the state space are poorly sampled. This can be used to either remove them from the dataset or as a guide to decide where to collect more process data.

V. APPLICATION

The current work is motivated by the need to analyze and understand big data sets arising in the manufacturing of Organic Electronics (OE). OE is a new sustainable class of devices, spanning organic transistors [17], [18], organic solar cells [19], [20], diode lighting [21], [22], flexible displays [23], integrated smart systems such as RFIDs [24], [25], smart textiles [26], artificial skin [27], and implantable medical devices and sensors [28], [29]. The critical and highly desired feature of OE is inexpensive,
rapid and low-temperature roll-to-roll fabrication. However, many promising OE technologies are bottlenecked at the manufacturing stage—more precisely, at efficiently choosing fabrication pathways that would lead to the desired material morphologies, and hence device properties.

Final properties of OE (e.g., electrical conductivity), are a function of more than a dozen material and process variables that can be tuned (e.g., evaporation rate, blend ratio of polymers, final film thickness, solubility, degree of polymerization, atmosphere, shearing stress, chemical strength and frequency of patterning substrate), leading to the combinatorial explosion of manufacturing variants. Because the standard trial-and-error approach, in which many prototypes are manufactured and tested, is too slow and cost inefficient, scientists are investigating in silico approaches. The idea is to describe the key physical processes via a set of differential equations, and then perform high-fidelity numerical simulations to capture the process dynamics in relation to input variables. Then the problem becomes to identify and simulate some initial set of manufacturing variants, and use analytics of the resulting process data to first understand the process dynamics (e.g., rate of change in domain size, or transition between different morphological classes), and then identify new promising manufacturing variants.

A. Data Generation

The material morphology data analyzed in this paper, has been generated by a computational model based on the phase-field method to record the morphology evolution during thermal annealing of the organic thin films \cite{14, 30}. We focused on the exploration of two manufacturing parameters, blend ratio $\phi$ and strength of interaction $\chi$. We selected these two parameters, since they are known to strongly influence properties of the resulting morphologies. For each fabrication variant ($\phi, \chi$), we generated a series of morphologies that together formed one trajectory $\Gamma(\phi, \chi)$.

We selected the range of our design parameters $\phi = [0.5, 0.6]$ and $\chi = [2.2, 3.0]$ to explore several factors. First, we are interested in two stages of the process: early materials phase separation and coarsening. Moreover, we would like to explore various topological classes of morphologies. In particular, we are interested in identifying fabrication condition leading to interpenetrated structures. Finally, we seek to find the optimal annealing time that results in desired material domain sizes. In total, we generated 16 trajectories, with 180 morphologies on average per trajectory. Each morphology was represented as an image converted into an 40,000-dimensional space defined by pixel composition values.

B. Results

From the manufacturing design perspective, there are two basic aims for dimensionality reduction of morphological pathways. First, we seek to discover the common latent variables driving the dynamic process. Second, we seek to learn the geometry of manifold to device subsequent round of input parameter space exploration.

Figures 9 and 10 depict three dimensional manifold discovered using Entropy-Isomap for the complete set of 16 pathways. When mapped to the manifold, the pathways show ordering according to the process variables that were varied to generate the data. In both figures, for easier inspection we marked the pathways according to one varying variable. For example, the top row in Fig. 9 depicts the pathways for fixed $\phi$ and varying $\chi$. Pathways for increasing $\chi$ are ordered from right (dark) to left (light), while pathways for increasing $\phi$ are ordered from front (green) to back (blue).

The observed ordering of pathways strongly indicates that the variables are also latent variables controlling the dynamic process. More importantly, the ordering reveals that denser sampling is required in $\phi$ space. Specifically, the pathways sharing the same $\chi$ but varying $\phi$ are spread further apart than these sharing the same $\chi$ value. This observation has important implications for the design of the next round of exploration in the design space. In particular, the $\phi$ space offers higher exploration benefits, while $\chi$ space has better exploitation chance. This suggests that $\phi$ space should be explored first, followed by potential exploitation phase.

Finally, we notice that Entropy-Isomap mapped the data into two regions. The early stages of the process are mapped to evolve in the radial direction, while late stages are mapped parallel to each other. This is interesting as the underlying process indeed has two inherent time scales. In the early stage, the phase separation between two polymer occurs. During this stage, the changes mostly result in increase of the composition amplitude. In the second stage, the coarsening between already formed domains occurs. Here, the amplitude of the composition (signal) does not change significantly. The changes mostly occur in the frequency space with the domain sizes increases over time.

VI. Conclusions

Dynamic process data, represented by data trajectories, is challenging to commonly used SDR methods. This is due the strong temporal correlations within data trajectories, that lead to poor quality of recovered manifold. In this work, we introduce the notion of neighborhood entropy, which quantifies the information exchange between data points in dynamic process data. Then, we present Entropy-Isomap, a new algorithm that uses neighborhood entropy to learn more reliable geodesics, and is able to discover latent variables governing dynamic processes, and learn the true manifold geometry.

We showcased our method on the data capturing the morphology evolution of materials. The method ordered the trajectory data according to the two process variables. Moreover, it exposed the need for more dense sampling in one of the explored variables. This observation can be used to design the next round of simulations to generate
Figure 9: The manifold of early stage of the morphology evolution with first 30 points per each trajectory. To better illustrate discovered ordering by two variables we color coded the same manifold with increasing $\phi$ (top) and $\chi$ (bottom). (Please view in color).

Figure 10: The manifold of the late stage with the first 80 points per each trajectory. The same manifold is color coded by increasing $\phi$ (top) and $\chi$ (bottom). (Please view in color).

more data for under-sampled process configurations. This demonstrates that the method can be used to guide the data exploration process, potentially reducing the number of required numerical experiments.
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