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Abstract: The Bolivian inflation process is analyzed utilizing a time-varying univariate and multivariate Markov-switching model (TMS). With monthly data and, beginning in the late 1990s, inflation is accurately described by a univariate TMS. The intercept for the high-inflation regime is significantly higher than for the low-inflation regime and the actual inflation rate mirrors the smoothing probabilities of the Markov process. Additionally, the predicted duration of each regime closely fits the periods when the country experienced low and inordinate high inflation rates. From a long-run perspective and utilizing a multivariate TMS, the results generally fall in line with what the quantity theory of money predicts. In the high-inflation regime, money growth increases inflation (almost) one-for-one, as classical economics contends. From a short-run perspective and in the high-inflation regime, inflation is almost exclusively explained by a negative output gap. In the low-inflation regime, lagged inflation is the most important determinant of inflation, in line with price stickiness expectations. Partitioning the sources of inflation demonstrate that, from a long-run perspective and in the high inflation regime, differences in inflation are mostly explained by GDP growth; in the low-inflation regime, money growth and velocity growth are the principal factors explaining the variance of inflation. From a short-run perspective, the output gap explains almost all regression variance in the high-inflation regime, and past inflation does the same during times of low inflation, though in both cases the $R^2$ is low which precludes making definite statements about the sources of variability in inflation.
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1. Introduction

Models of inflation have typically specified the inflation process as a function of a wide set of macroeconomic and policy-related variables, often involving complicated dynamic structures. Since the 1990s, recognizing that structural changes are key in understanding time series variables, Markov-switching models have become ubiquitous in analyzing processes, such as inflation, that may be subject to occasional, discrete shifts over time. In this paper and for a period starting in the late 1930s, I conduct time-varying, univariate and multivariate analysis of inflation in Bolivia utilizing this methodology.

Bolivia seems the ideal setting for analyzing the process of inflation. In the last seven decades, it has experienced two episodes of severe inflation—the first between approximately 1953–1957; the last one between 1982–1985—and though it has experienced relative price stability since early in 1986, the prospects of once again experiencing significant price variability have not gone away. Specific issues that are explored here concern whether inflation in this country follows distinct paths over time; whether Milton Friedman (1963)'s assertion that inflation is always and everywhere a monetary phenomenon is true; and whether inflation might be explained from long- and short-run perspectives.

The theoretical underpinnings of inflation are well known. The monetarist theory of inflation—espoused by classical and monetarist economists—asserts that money supply growth is the cause of inflation. Keynesian economics argues that in the short run inflation might be caused by factors other than money growth, particularly those that may generate...
continuous demand shocks in an economy. Even though the objective of this paper does not include a formal testing of the competing theories on inflation, the Bolivian case does represent an interesting case that sheds light on the process of inflation. The novelty of this work lies in the utilization of Markov-switching models to determine the causes of inflation in the short and long run in a country accustomed to great price volatility.

A summary of principal findings is this: inflation does not follow a linear stationary process; rather, it follows a nonlinear stationary process over time. In practical terms, this assertion implies that inflation is subject to discrete shifts between at least two states (also referred to as “regimes”), a high-inflation state, and a low-inflation state. Furthermore, when the principal determinants of inflation are analyzed in these two different regimes, there is evidence that in the high-inflation regime and from a long-run perspective, inflation is explained by growth in the broad measure of money supply (M2), velocity of M2, and real GDP; when the same exercise is done for the low-inflation regime, only growths in M2 and velocity impact inflation. From a short-run perspective and in the high-inflation regime, a negative output gap explains almost all variations in price; in the low-inflation regime; however, the principal determinant of inflation is lagged inflation, a proxy for inflation expectations.

There are three important contributions that this paper makes to the literature. First, to my knowledge, this is the first time that inflation in Bolivia is analyzed using a time-varying, Markov-switching model encompassing the period 1937–2020. Especially in countries, such as Bolivia, that have experienced hyperinflation more than once in their recent history, the utilization of Markov-switching models is fitting, as the inflationary process in those settings does not follow a linear process, but rather, changes, often brusquely, within short time intervals. Analyzing inflation as a non-linear process subject to regime changes is the principal justification for the utilization of a Markov-switching model in an economy that has experienced wild price fluctuations over time. Second, the determinants of inflation in the high-inflation and low-inflation regimes are analyzed from both long and short-run perspectives. Finally, the total variance in inflation is partitioned to determine the principal sources of variation in the dependent variable.

The rest of the paper is organized as follows: a brief literature review is provided in Section 2; Section 3 presents the Markov-Switching regime model; Section 4 introduces the data and the empirical results, and Section 5 concludes.

2. Literature Review

Although the Markovian switching mechanism was first considered by Goldfeld and Quandt (1973), Markov-Switching models began to be widely utilized after Hamilton’s (1989) article on the analysis of nonstationary time series and structural changes in the parameters of an autoregressive process. It has been used to analyze nonlinear variables in many cross-sections of economics—and other sciences—being particularly ubiquitous in macroeconomics and finance. Engel (1994); Ait-Sahalia (1996); Drifill and Sola (1998); Campbell and Cochrane (1999); Maheu and McCurdy (2002); Acharya and Pedersen (2005); Rapach and Wohar (2005); Alexander and Kaeck (2008); Di Persio and Vettori (2014); Hamilton (2005, 2016); Ma et al. (2017); Fink et al. (2017); and Cabrieto et al. (2018) are a few of the articles where this methodology has been used to analyze the comportment of different macroeconomic and financial variables.

The utilization of Markov-Switching models in articles specific to inflation is also wide, with many focusing on the relationship between inflation and inflation uncertainty. Kim (1993a); Simon (1996); Bidarkota (2001); Moroney (2002); Binner et al. (2006); Amisano and Fagan (2013); Davig and Doh (2014); and Aye et al. (2016), are representative works in this area.

Several authors have also focused on the welfare costs of inflation. Lucas (2000) estimates that, in the US and for the period 1900–1994, the gain from reducing the inflation rate from 10 percent to zero is equivalent to an increase in real income of slightly less than one percent. Dai and Serletis (2019) use the Markov-switching approach to account for
instabilities in the long-run money demand function and compute the welfare cost of inflation in the United States; they find that the welfare cost of inflation based on statistically significant estimates of the money demand function declined significantly (by close to 50%) after the 1980s. Penha Cysne and Turchick (2010) analyze the bias in estimating welfare costs of inflation when interest-bearing deposits are disregarded. Finally, though by no means exhaustively, Ascari et al. (2018) find that increasing trend inflation from 2 to 4 percent generates a consumption-equivalent welfare loss of about 4 percent. The findings presented here are a natural extension of those studies that emphasize the welfare costs of inflation. By concentrating on the principal determinants of inflation in different regimes and from long- and short-run perspectives, this paper highlights the factors policymakers should concentrate on to diminish the welfare costs of inflation.

On the explicit case of inflation in Bolivia there are a few articles that focus exclusively on this country, but none, to my knowledge, analyze inflation as a nonlinear process. Morales (1987) provides the more vivid qualitative description of the hyperinflation episode in the 1980s, but his analysis falls short of presenting convincing empirical evidence on the causes of it; Sachs (1986) also describes the 1980s hyperinflation crisis, emphasizing the stabilization efforts that were implemented to control further price hikes. As was the case with Morales (1987), Sachs’s analysis is mostly qualitative, though he does run a regression linking monthly inflation rates with a one-month lag of inflation and changes in the black-market exchange rate and official exchange rate—both with respect to the US Dollar—and finds that the black-market exchange rate has a statistically significant impact on inflation. More recent studies include Bojanic (2013), estimating a GARCH-M model of inflation and investigating its linkages with measures of inflation uncertainty; Guerson (2015), who explores inflation dynamics and concludes that the monetary policy framework has contributed to the stabilization of inflation, with effective transmission through the bank lending channel; and Montero Kuscevic et al. (2018), analyzing the effects of inflation and inflation volatility on GDP per capita.

The preceding review makes clear there is a gap in the literature concerning the analysis of the process of inflation in Bolivia, particularly for periods before 1980. Furthermore, available studies fail to account inflation as a nonlinear stationary process. This is a significant shortcoming in an economy that has experienced at least two hyperinflation episodes since the 1950s, hence the timeliness of the present study that captures the significant disruptions and—oftentimes—wild price fluctuations the country has experienced for most of its modern history.

3. Time-Varying Parameter Model with Markov-Switching Heteroscedasticity

Following Kim’s (1993b) exposition, and assuming that there is indeed regime shifting in the inflation process, the dynamics of inflation in Bolivia can be analyzed utilizing a Markov-switching model that allows for conditional and unconditional heteroscedasticity. A key assumption of this type of model is that the stochastic trend and the stationary (autoregressive) component are subject to regime switching. The basic equations for the model are the following (the long-run specification for inflation—presented in Section 4—is utilized to describe the Markov-switching process):

$$\pi_t = \beta_{1t} + \beta_{2t} \%\Delta M2_t + \beta_{3t} \%\Delta vel_t + \beta_{4t} \%\Delta GDP_t + \epsilon_t$$  (1)

where $\pi_t$ denotes the level of inflation at time $t$; $\%\Delta M2$ denotes the growth rate in M2; $\%\Delta vel$ represents the growth rate in the velocity of M2, and $\%\Delta GDP$ represents the growth rate in real GDP.

Let:

$$\beta_{1t} = \beta_{1t-1} + \omega_{1t},$$

and assume
\[\epsilon_t \sim (0, \sigma_\epsilon^2), \quad \omega_{it} \sim (0, \sigma_{\omega it}^2), \quad i = 0, 1, 2, 3\]

In vector notation and adding heteroscedastic disturbances,

\[\pi_t = \beta_t X_t + \epsilon_t \quad \beta_t = \beta_{t-1} + \omega_t \quad \omega_t \sim (0, Q) \quad \epsilon_t \sim (0, H_t)\]

\[h_t = \sigma_t^2 + (\sigma_t^2 - \sigma_t^2)S_t\]

Suppose there are two regimes that describe the inflation process: a high-inflation regime and a normal or low-inflation regime, i.e., \( s_t \in \{0, 1\} \). The effects of the regressors on inflation could vary among regimes. If it is assumed that regime selection is governed by a first-order Markov-switching process, then, given past regimes, the probability of regime \( s_t \) occurring is given by \( P(s_t | s_{t-1}, s_{t-2}, ..., s_{t-k}) = P(s_t | s_{t-1}) \). The time-varying Markov-switching model assumes that the transition probabilities from one regime to the other depend on transition variables \( z \) at year \( t - k \), so that \( P(s_t | s_{t-1}) = P(s_t | s_{t-1}, z_{t-1}, z_{t-k}) \). Thus, the transition probabilities are defined as follows:

\[p_{11}(z_{t-k-1}) = \frac{\exp(\beta_0 + \beta_1 z_{t-k-1})}{1 + \exp(\beta_0 + \beta_1 z_{t-k-1})}\]

\[p_{22}(z_{t-k-1}) = \frac{\exp(\beta_0 + \beta_2 z_{t-k-1})}{1 + \exp(\beta_0 + \beta_2 z_{t-k-1})}\]

\[p_{12}(z_{t-k-1}) = 1 - p_{11}(z_{t-k-1}), p_{21}(z_{t-k-1}) = 1 - p_{22}(z_{t-k-1})\]

where \( p_{ij} \) is the probability of moving from regime \( i \) to regime \( j \) conditional on the transition variables (Diebold et al. 1994; Filardo 1994; Kim et al. 2008). If \( \beta_1 \) is positive (negative), a positive change in \( z \) decreases (increases) the likelihood of a transition from regime 1 to regime 2. The meaning of \( \beta_2 \) can be interpreted in the same way. The one-lag value of the growth rate in M2 was selected as the transition variable \( z \) to examine its effect on regime shifts of the inflation process.

With the transition probabilities defined above, Equation (2) is estimated using the maximum likelihood method. Define \( \Omega_t = (X_{it}, z_{it}) as the vector of observed independent variables and transition variables up to year \( t \) and \( \Psi_t = (\pi_{it}, \pi_{it-1}, ..., \pi_{it-1}) \) as the vector of past information contained in \( \pi \). Denoting the vector of parameters to be estimated by \( \theta \), the conditional log likelihood for all observations in the panel can be expressed as:

\[LL(\theta) = \sum_{i=1}^{N} \sum_{t=1}^{T} \ln f(\pi_{it} | \Omega_{it}, \Psi_{it-1}; \theta)\]

where

\[f(\pi_{it} | \Omega_{it}, \Psi_{it-1}; \theta) = \sum_{j=1, 2} \sum_{i=1, 2} f(\pi_{it} | s_{it} = j, \Omega_{it}, \Psi_{it-1}; \theta) \times \sum_{i=1}^{T} P(s_{it} = j | s_{it-1} = i, \Omega_{it}, \Psi_{it-1}; \theta)\]

(3)

in which

\[P(s_{it} = j | s_{it-1} = i, z_{it-1}) = p_{ij}(z_{it-1})\]

\[P(s_{it} = i | \Omega_{it+1}, \Psi_{it}; \theta) = \frac{f(\pi_{it} | s_{it} = i, \Omega_{it}, \Psi_{it-1}; \theta) \times P(s_{it-1} = i | \Omega_{it}, \Psi_{it-1}; \theta)}{\sum_{i} f(\pi_{it} | s_{it} = i, \Omega_{it}, \Psi_{it-1}; \theta) \times P(s_{it-1} = i | \Omega_{it}, \Psi_{it-1}; \theta)}\]

and
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By recursively computing the above equations, \( \theta \) can be obtained by maximizing \( LL(\theta) \) (the probability distribution of ML estimates is logarithmically concave).

4. Data and Empirical Results

The principal sources of data are Bojanic (2019), where a monthly consumer price index is provided for the period January 1937–January 2020 (The index is constructed by linking different consumer price indices that the Central Bank of Bolivia produced starting in 1937; its base month is January 2015. Further details on the construction of the index are provided in Bojanic (2019, pp. 15–17); Central Bank of Bolivia for yearly data on M2, expressed in Bolivianos and covering the period 1940–2019 (https://www.bcb.gob.bo/?q=pub_boletin-estadistico, accessed on 3 July 2020); and the World Bank for real output and covering the period 1960–2018; real GDP figures are expressed in constant 2010 US Dollars (https://data.worldbank.org/indicator/NY.GDP.MKTP.KD?locations=BO, accessed on 3 July 2020). Inflation rates, velocity of M2, and potential output were obtained from standard manipulations of available data.

The variables described above were tested for the presence of unit roots and in all cases, the null hypothesis of a unit root was rejected, hence ensuring stationarity in all variables of interest. An initial assessment of the comportment of these variables is reported in Table 1, where summary statistics by decade are provided for key indicators. Appendix C reports pairwise correlation coefficients, covariances, and unit root tests for all relevant variables.

Table 1. Summary Statistics.

| Period       | Monthly Inflation Rate (%) | Yearly Inflation Rate (%) | Yearly M2 Growth Rate (%) | Yearly Growth Real GDP (%) |
|--------------|-----------------------------|---------------------------|---------------------------|---------------------------|
|              | Mean          | St. dev          | Mean          | St. dev          | Mean          | St. dev          | Mean          | St. dev          |
| 1937–1939    | 2.24          | 4.04             | 27.43         | 4.82             | -             | -               | -             | -               |
| 1940–1949    | 1.18          | 1.86             | 17.25         | 10.87            | 19.56         | 14.76           | -             | -               |
| 1950–1959    | 4.10          | 9.15             | 64.44         | 60.19            | 70.30         | 63.01           | -             | -               |
| 1950–1956    | 5.69          | 10.30            | 72.26         | 63.11            | 89.51         | 72.24           | -             | -               |
| 1957–1959    | 0.39          | 3.53             | 46.19         | 16.41            | 55.49         | 31.53           | -             | -               |
| 1960–1969    | 0.48          | 1.61             | 6.10          | 2.89             | 7.18          | 15.65           | 3.20          | 5.98            |
| 1970–1979    | 1.42          | 3.61             | 15.91         | 18.63            | 26.99         | 12.40           | 4.03          | 2.83            |
| 1980–1989    | 11.99         | 23.42            | 1383.07       | 3662.61          | 923.19        | 2240.06         | -0.44         | 2.79            |
| 1980–1986    | 16.59         | 26.72            | 1969.28       | 4334.25          | 1319.25       | 2629.94         | -1.93         | 1.69            |
| 1987–1989    | 1.26          | 1.28             | 15.25         | 0.71             | -0.94         | 26.44           | 3.05          | 0.68            |
| 1990–1999    | 0.76          | 0.87             | 10.42         | 5.69             | 17.08         | 10.10           | 3.99          | 1.61            |
| 2000–2009    | 0.40          | 0.66             | 5.06          | 3.80             | 28.19         | 22.16           | 3.69          | 1.36            |
| 2010–2019    | 0.34          | 0.47             | 4.22          | 2.47             | 11.95         | 10.98           | 4.92          | 0.87            |

Source of data: Central Bank of Bolivia
Real GDP figures only available from 1960 to 2018

An immediate observation is that there is a visible positive correlation between inflation and the growth rate in M2—the correlation coefficient is +0.97—highlighting that, in Bolivia, these two variables go hand in hand, particularly during those periods where inflation is high. (The spike in inflation rates observed between 2007 and 2008 and
2010 and 2011 were the result of price increases in agricultural products in foreign markets. An appreciation of the Boliviano and contractionary monetary policies decreased inflation rates to target levels. Between 2013 and 2015, even though growth in GDP was high, the inflation rate decreased substantially.) Figure 1 corroborates this initial finding and shows that these two variables move very much in unison.

![Figure 1. Yearly Inflation Rate and Growth Rate of M2, 1941–2019. Sources: Central Bank of Bolivia; Bojanic (2019).](image)

It is also noteworthy that inflation and real GDP growth are negatively correlated— the correlation coefficient is −0.38—but this negative relationship is not as visible if the hyperinflation years are excluded from the analysis. A preliminary conclusion from the decade-to-decade behavior of these variables is that there seem to be periods where the positive (negative) correlation between inflation and the growth rate in M2 (real GDP growth) is more visible, hence the necessity to analyze the relationship between these variables separating the high-inflation periods from the low-inflation ones.

4.1. Univariate Time-Varying Markov-Switching Model of Inflation

The process of inflation is first analyzed utilizing a time-varying univariate Markov-Switching model (TMS). Monthly inflation data have been available since 1937, hence the time-period covered is January 1937 through January 2020. The equation specification consists of a two-state Markov-switching model, with a single switching mean regressor C (the intercept) and four non-switching AR terms. The error variance is assumed to be common across the regimes and there are two probability regressors, the constant C and a one-period lag of the dependent variable since the model assumes time-varying regime transition probabilities. The inflation rate is expressed in natural logs. (Appendices A and B report results for the same specification when the inflation rate is expressed in percentages and when it is expressed as first differences of the natural log of the price level, respectively. The pattern of results is similar to the ones reported here.)

Table 2 reports summarized results for regime 1 (high inflation) and regime 2 (low inflation).
Table 2. Time-Varying Univariate Markov-Switching Model for Monthly Inflation.

| Switching Regressor | Coefficient | St. Error | Coefficient | St. Error |
|---------------------|-------------|-----------|-------------|-----------|
| Constant            | 0.287 ***   | 0.011     | 0.015 *     | 0.008     |

# of Observations: 991
Log-Likelihood: 1830.549

Monthly Inflation Rate Expressed in Natural Logs
Probability Regressors: C, Inflation_{t-1}, in Natural Logs
Four Non-Switching AR Regressors Included in Specification; not Shown in Table

* p < 0.1; ** p < 0.05; *** p < 0.01.

As expected, the coefficient for C in regime 1 is significantly higher than in regime 2, implying that the expected mean value of inflation in the high inflation regime is higher than in the low inflation regime. Both coefficients are statistically significant, though at different levels of significance.

Table 3 presents the transition probability matrix and the expected duration of each regime.

Table 3. Time-Varying Transition Probabilities and Expected Durations of Regime 1 and Regime 2.

| Transition Probabilities: \( P(i, k) = P(s(t) = k \mid s(t-1) = i) \) (row = i/column = j) |
|-------------------------------------------------|
| Mean  | 1          | 2          |
|       | 1          | 0.707      | 0.293      |
|       | 2          | 0.021      | 0.979      |
| Std. Dev | 1          | 0.047      | 0.047      |
|       | 2          | 0.088      | 0.088      |

Expected Durations:

| Mean        | 3.46 months | 139.00 months |
| Std. Dev.   | 0.354       | 557.451       |

The results indicate that there is considerable state dependence in the transition probabilities, with a relatively higher probability of remaining in the low inflation regime (0.98 for the low inflation regime, 0.71 for the high inflation regime). The corresponding expected duration of each regime are 3.46 months (high inflation) and 139 months (low inflation). A visual summary of these findings is shown in Figure 2, where the smoothing probability of regime 1 (high inflation) is graphed along with the actual inflation rate. (Smoothed estimates for the regime probabilities in each period use the information set in the final period, in contrast to filtered estimates which employ only contemporaneous information. As Kim (1994) shows, using information about future realizations of the dependent variable improves the estimates of being in regime \( m \) in period \( t \) because the Markov transition probabilities link together the likelihood of the observed data in different periods.)
As is evident from Figure 2, the obtained probabilities reflect the comportment of the inflation rate. The high inflation regime (regime 1) nearly coincides with those months where the country experienced its highest inflation rates hence the close fit between what is predicted in the model and the actual evolution of prices during the entire period of interest. (The correlation coefficient between the smoothing probability of the high inflation regime and the monthly inflation rate (in logs) is +0.68.)

4.2. Long Run, Multivariate Time-Varying Markov-Switching Model of Inflation

Utilizing yearly data for the period 1960–2018, the analysis of inflation from a long-run perspective is done by estimating a version of the quantity theory of money. Specifically, the standard quantity equation expressed in logs and in first differences is (Equation (4) is more appropriately defined as the equation of exchange. If it is assumed that the change in velocity is a random variable uncorrelated with money and real GDP growth, then the equation of exchange becomes the quantity theory of money):

$$\Delta m_t + \Delta v_t = \Delta p_t + \Delta y_t$$

where $m$ is M2, $v$ is velocity, $p$ the price level, and $y$ output. This can be rearranged as:

$$\Delta p_t = \Delta m_t + \Delta v_t - \Delta y_t$$

If it is assumed that in the long run both the money market and goods market are in equilibrium and that the trend of money velocity changes over time (Even though changes in the trend of money velocity are well documented—see, for instance, Bordon and Jonung (2004)—this might especially be true in Bolivia, where periods of severe price instability are not uncommon and where the unit of account has changed twice (in 1962 and in 1986) since the early 1960s. Velocity was estimated as follows: $V = (\text{nominal GDP})/M2$, where both GDP and M2 are expressed in Bolivianos.) Then, framed as an unrestricted regression, the quantity theory becomes:

$$\pi_t = C + \beta_1 X_t + \beta_2 W_t + \beta_3 Z_t + \epsilon_t$$

where $\pi_t$ represents yearly inflation; $X_t, W_t, Z_t$ represent growth rates in M2, velocity, and real GDP, respectively; and $\epsilon_t$ is a disturbance term with $\epsilon_t \sim (0, \sigma^2)$.

Equation (6) is estimated utilizing a two-state TMS model with four switching regressors ($C$ and the growth rates, in natural logs, of M2, velocity, and real output) and
one non-switching AR term. There are two probability regressors, the constant C and a one-period lag of the growth rate in M2. The latter is included so that the period t data for the regressor corresponds to the values influencing the transitions for t – 1 to t. The inflation rate is also expressed in natural logs. Table 4 reports summarized results for the high inflation and low inflation regimes.

Table 4. Time-Varying, Long-Run Multivariate Markov-Switching Model for Yearly Inflation.

| Regime 1—High Inflation | Regime 2—Low Inflation |
|-------------------------|------------------------|
| Switching Regressors    |                        |
| Constant                | 0.035                  | -0.038 ***                 |
| Growth Rate M2          | 1.026 ***              | 0.958 ***                  |
| Growth Rate Velocity    | 1.033 ***              | 1.026 ***                  |
| Growth Rate Real GDP    | -1.786 ***             | -0.025                     |
| R²                      | 0.99                   | 0.99                       |
| # of Observations: 57   |                        |                           |
| Log-Likelihood: 102.885 |                        |                           |

All variables expressed in natural logs

Dependent variable: inflation rate

Probability regressors: C, (growth rate M2)−1, in natural logs

One non-switching AR regressor included in specification; not shown in table

* p < 0.1; ** p < 0.05; *** p < 0.01.

The results for both regimes generally fall in line with what the quantity theory of money predicts. Money growth and velocity growth increase, and GDP growth reduces, inflation. Moreover, in the high inflation case, the coefficient for money growth is 1.026, which very much reflects the prediction of the theory that money growth increases inflation one-for-one. In the low-inflation regime, the coefficient is still positive but below 1, which is unsurprising since M2 includes a much broader range of assets than M1. In other words, in countries experiencing hyperinflation and negative real interest rates—as was the case in Bolivia between 1983–1986—people have an incentive to hold most M2 assets as currency (M1) to be spent promptly to minimize the inflation tax. If real interest rates are positive, however—as is presumably the case when inflation is low—the inflation tax would be minimized by holding the minimum feasible portion of M2 as currency for transactions, causing β1 to be smaller than 1.

Real GDP growth is negative in both regimes but is statistically significant only in the high inflation case. Additionally, the coefficient, -1.786, is significantly smaller than the quantity theory prediction that β = -1.0, a result that might partially be explained by the well-known challenges of measuring accurate output figures in countries similar to Bolivia. (See, for instance, Loayza (1997) work on the challenges faced by Latin American nations in measuring the size of the informal sector and its impact to growth and development.)

Table 5 presents the transition probability matrix and the expected duration of each regime.
Table 5. Time-Varying Transition Probabilities and Expected Durations of Regime 1 and Regime 2.

| Transition Probabilities: $P(i, k) = P(s(t) = k \mid s(t-1) = i)$ (row = i/column = j) | 1             | 2             |
|-------------------------------------|---------------|---------------|
| Mean                                | 0.480         | 0.520         |
| Std. Dev                            | 0.081         | 0.081         |
| Mean                                | 1.95 years    | 33.06 years   |
| Std. Dev                            | 0.213         | 159.948       |

The results are similar to those obtained with the univariate TMS model. There is significant state dependence in the transition probabilities and there is a relatively higher probability of being in the low inflation regime (0.63 vs. 0.48 in the high inflation regime). Moreover, the expected durations of each regime are 1.95 years and 33.06 years for the high and low inflation regimes, respectively. These predictions are roughly in line with what happened to inflation during the 1960-2018 period: there were two years (1984 and 1985) where yearly inflation rates were above 1000 percent, and there were 38 years where inflation rates were below 10 percent. In the remaining 19 years, inflation rates exceeded 10 percent and fluctuated significantly, rising above 100 percent in 1982, 1983, and 1986.

Figure 3 shows the smoothing probability of regime 1 (high inflation) and the inflation rate.

Figure 3. Long Run, Smoothing Probability of Regime 1 and Yearly Inflation Rate.

As depicted in Figure 3, the obtained probabilities do not fit the actual evolution of the inflation rate as closely as the empirical findings suggest. (The correlation coefficient between the smoothing probability of the high inflation regime and the yearly inflation rate (in logs) is +0.11.) However, given the more volatile nature of inflation during the late 1960s, 1970s, the high-inflation 1980s, and the period after 2008, when inflation rates once again reach the two-digit mark, the observed pattern of behavior of the smoothing probabilities is unsurprising.

4.3. Short-Run, Multivariate Time-Varying Markov-Switching Model of Inflation

The standard expression for the short-run aggregate supply curve is:

$$\pi_t = \pi_e + \gamma (Y_t - Y^p) + \varepsilon_t$$  (7)
where \( \pi_t \) is inflation at time \( t \); \( \pi^r \) represents expected inflation; \( \gamma \) is a sensitivity factor; \( Y_t \) is output; \( Y^p \) stands for potential output (potential output was estimated utilizing the Hodrick-Prescott filter); and \( \varepsilon^r \) represents price shocks. The difference between \( Y_t \) and \( Y^p \) is referred to as the output gap and hence \( \gamma \) reflects how sensitive inflation is to fluctuations in the output gap.

If it is assumed that expectations are adaptive, then an appropriate indicator for expected inflation is past inflation. Additionally, if it is assumed that the country did not experience any significant price shocks, the short-run expression for inflation is:

\[
\pi_t = \pi_{t-1} + \gamma(Y_t - Y^p) \tag{8}
\]

where \( \pi_{t-1} \) represents inflation in the previous period.

Formulated in regression form, Equation (8) becomes:

\[
\pi_t = C + \beta_1 X_t + \beta_2 W_t + \varepsilon_t \tag{9}
\]

and \( \pi_t \) represents yearly inflation; \( X_t \) stands for inflation in the previous period; \( W_t \) is the output gap; and \( \varepsilon_t \) is a disturbance term with \( \varepsilon_t \sim (0, \sigma^2) \).

Equation (9) is also estimated utilizing a two-state TMS model with three switching regressors (\( C \), the log of inflation in the previous period, and the difference between the log of real GDP and the log of potential GDP) and one non-switching AR term. There are two probability regressors, the constant \( C \) and inflation in the previous period. Lagged inflation is included so that the period \( t \) data for the regressor corresponds to the values influencing the transitions for \( t-1 \) to \( t \). The dependent variable is also expressed in natural logs. Table 6 reports summarized results for the high inflation and low inflation regimes.

**Table 6. Time-Varying, Short-Run Multivariate Markov-Switching Model for Yearly Inflation.**

|                     | Regime 1—High Inflation | Regime 2—Low Inflation |
|---------------------|-------------------------|------------------------|
|                     | Coefficient | St. Error | Coefficient | St. Error |
| Switching Regressors|             |           |             |           |
| Constant            | 0.786 **    | 0.371     | 0.048 ***   | 0.010     |
| Previous Inflation (\( \pi_{t-1} \)) | 0.191      | 0.202     | 0.300 ***   | 0.099     |
| Output Gap (\( Y - Y^p \)) | -26.769 ** | 11.023    | 0.195       | 0.174     |
| \( R^2 \)           | 0.33        |           | 0.01        |           |

* \# of Observations: 58
* Log-Likelihood: 70.029
* All variables expressed in natural logs
* Dependent variable: inflation rate
* Probability regressors: \( C \), (previous inflation)\( \pi_{t-1} \), in natural logs
* One non-switching AR regressor included in specification; not shown in table

\( * p < 0.1; ** p < 0.05; *** p < 0.01. \)

The results indicate that in the high-inflation regime the most important determinant of inflation is a negative output gap, which occurs when actual output falls below potential output. Likewise, previous inflation does not have a statistically significant impact on current inflation, though \( \beta_1 \) does have the expected positive sign. In contrast, in the low-inflation regime, previous inflation is the most important predictor of current inflation—\( \beta_1 \) is positive and statistically significant—and the (positive) output gap does not seem to exert any influence. These results fit nicely with New Keynesian theory: during times of low inflation, nominal variables are sticky and hence current inflation depends on previous values of inflation. However, when prices no longer provide any useful information—as is the case during times of hyperinflation—past inflation plays no role in affecting current inflation. (The constant in regime 1 is significantly higher than in regime 2 and may, in part, justify why a negative output gap is the main determinant of inflation in the high-inflation regime. The constant prevents overall bias by forcing the residual mean to equal zero but may also capture the exclusion of relevant variables from
the regression model. In the short run and during periods of high inflation, the standard expression for the short-run aggregate supply curve (Equation (8)) may include additional factors not considered here. Additionally, since specifications 7–9 aim to understand the principal variables that affect changes in the price level in the short run, perhaps a more appropriate indicator of inflation would be one where monthly changes in the price level are considered, rather than the yearly changes utilized here. Unfortunately, even though monthly inflation rates have been available since the late 1930s, there is no reliable monthly data on real GDP, which would be needed to estimate Equation (9). Not utilizing monthly data may also partly explain why inflation expectations do not play a more prominent role in the high-inflation regime.)

Table 7 presents the transition probability matrix and the expected duration of each regime.

Table 7. Time-Varying Transition Probabilities and Expected Durations of Regime 1 and Regime 2.

| Transition Probabilities: \(P(i, k) = P(s(t) = k | s(t-1) = i)\) (row = i/column = j) | 1            | 2            |
|-----------------------------------|--------------|--------------|
| Mean                              | 0.344        | 0.656        |
| Std. Dev                          | 0.183        | 0.817        |

| Expected durations:               |              |              |
| Mean                              | 4.43 years   | 58.07 years  |
| Std. Dev.                         | 20.913       | 52.272       |

The results are consistent with previous findings. As was the case with univariate TMS and long-run multivariate TMS, there is significant state dependence on the transition probabilities, with a greater probability of being in the low-inflation regime (0.82) than in the high-inflation regime (0.34). The expected duration of each regime is 4.43 years and 58.07 years for the high and low inflation regimes, respectively, roughly resembling the pattern of behavior observed with the long run multivariate TMS model.

Figure 4 shows the smoothing probability of regime 1 (high inflation) and the inflation rate.

![Figure 4. Short Run, Smoothing Probability of Regime 1 and Yearly Inflation Rate.](image)
As depicted in Figure 4, the obtained probabilities closely fit the actual evolution of the inflation rate. (The correlation coefficient between the smoothing probability of the high inflation regime and the yearly inflation rate (in logs) is +0.68.) Years when there is a spike in inflation are echoed with rising smoothing probabilities, giving confidence that the empirical findings reflect fluctuations in the price level analyzed from a short-run perspective.

4.4. Partitioning the Sources of Inflation in the Long and Short-Run

Other things equal, the long-run multivariate TMS states that rapid money growth and velocity growth stimulate inflation, and real GDP growth mitigates it. Likewise, the short-run multivariate TMS contends that past inflation and the output gap determine inflation. However, what is the relative importance of each one of these variables in explaining inflation? Commonality analysis—a brief review is provided in Nathans et al. (2012)—is a method of decomposing the $R^2$ in a multiple regression analysis into the proportion of explained variance of the dependent variable associated with each independent variable.

For the long run multivariate TMS, the variance in the inflation rate explained by Equation (6) can be partitioned as:

$$V_n = \beta_1^2 V_x + \beta_2^2 V_w + \beta_3^2 V_z + 2\beta_1\beta_2 V_{xw} + 2\beta_1\beta_3 V_{xz} + 2\beta_2\beta_3 V_{zw}$$  \hspace{1cm} (10)

where $V_x$, $V_w$, and $V_z$ are the sample variances in $X$, $W$, and $Z$; $V_{xw}$ is the sample covariance between $X$ and $W$; $V_{xz}$ is the sample covariance between $X$ and $Z$; $V_{wz}$ is the sample covariance between $W$ and $Z$. The covariances between all combinations of the three variables are quite small, so the influences of money, velocity, and real GDP growth are nearly separate and additive. Substituting the regression coefficients from Table 4 and the sample variances $V_x = 3.610; V_w = 17.510; V_z = 39.549$; and covariances $V_{xw} = 3.4 \times 10^{-4}; V_{xz} = 5.3 \times 10^{-4}; V_{wz} = 3.0 \times 10^{-5}$, the explained regression variance for the high-inflation regime is:

$$V_n = 3.797 + 18.675 + 126.100 - 3.5 \times 10^{-4} - 9.8 \times 10^{-4} - 5.5 \times 10^{-3} = 148.57$$

3.797 Explained by money growth; 18.675 Explained by velocity growth; 126.100 Explained by real GDP growth; 3.5 $\times 10^{-4}$ Explained jointly by money growth and velocity growth; 9.8 $\times 10^{-4}$ Explained jointly by money growth and real GDP growth; 5.5 $\times 10^{-3}$ Explained jointly by velocity growth and real GDP growth.

Likewise, the explained regression variance for the low-inflation regime is:

$$V_n = 1.023 + 4.174 + 0.017 - 1.2 \times 10^{-4} - 1.4 \times 10^{-5} - 8.5 \times 10^{-5} = 5.21$$

In both cases, the covariances contribute almost nothing to explained regression variance. In the high-inflation regime, growth in real GDP contributes 126.10/148.57 = 0.849, or 84.9 percent of explained regression variance. Money growth contributes 3.797/148.57 = 0.026, or 2.6 percent, and velocity growth contributes 18.675/148.57 = 0.126, or 12.6 percent. In the low-inflation regime, the relative contributions of money growth, velocity growth, and real GDP growth are 19.64 percent, 80.12 percent, and 0.33 percent, respectively. Since the $R^2$ in both regimes is 0.99, the large differences in inflation are explained mostly by GDP growth in the high-inflation regime and by money growth and velocity growth in the low-inflation regime.

For the short run multivariate TMS, the variance in the inflation rate explained by Equation (9) can be partitioned as:

$$V_n = \beta_1^2 V_x + \beta_2^2 V_w + 2\beta_1\beta_2 V_{xw}$$  \hspace{1cm} (11)

where, as before, $V_x$ and $V_w$ are the sample variances in $X$ and $W$, and $V_{xw}$ is the sample covariance between $X$ and $W$. The latter is quite small, so the influences of past inflation and the output gap are nearly separate and additive. Substituting the regression
coefficients from Table 6 and the sample variances $V_e = 23.469$; $V_o = 1278.638$; and covariance $V_{eo} = 0.417$, the explained regression variance for the high-inflation regime is:

$$V_N = 0.856 + 916232.480 - 4.260 = 916229.076$$

Past inflation and the covariance of past inflation and the output gap contribute almost nothing to explained regression variance, but the variance explained by the output gap is enormous. Ignoring the others, the output gap explains $916,232.480/916,229.076 = 1.0$ or 100 percent of explained regression variance. Even though the $R^2$ is only 0.33, differences in inflation are explained almost entirely by differences in the output gap.

The explained regression variance for the low-inflation regime is:

$$V_N = 1.035 + 0.763 - 7.2 \times 10^{-4} = 1.797$$

Past inflation contributes $1.035/1.797 = 0.576$, or 57.6 percent of explained regression variance; the output gap contributes $0.763/1.797 = 0.424$, or 42.4 percent; and the contribution of the covariance is nearly inexistent. With an $R^2$ of only 0.01, these results are taken with caution and no conclusions are drawn regarding the causes for differences in inflation in this regime.

5. Conclusions

Utilizing a time-varying univariate and multivariate Markov-switching model (TMS), the inflation process in Bolivia is described starting in the late 1930s. Having experienced at least two episodes of severe inflation in the 1950s and the 1980s, Bolivia stands alone as a country where a Markov process might very well be the right approach to analyze inflation.

The principal findings are these: with monthly data, the inflation process starting in 1937 is accurately described by a univariate TMS. The intercept for the high-inflation regime is significantly higher than for the low-inflation regime and the actual inflation rate mirrors the smoothing probabilities of the Markov process. Additionally, the predicted duration of each regime closely fits the periods when the country experienced low and inordinate high inflation rates.

From a long-run perspective and utilizing a multivariate TMS, the results generally fall in line with what the quantity theory of money predicts. In the high-inflation regime, money growth increases inflation (almost) one-for-one, as classical economics contends. Moreover, velocity growth increases, and real GDP growth decreases inflation, in accordance with expectations. In the low-inflation regime, both money growth and velocity are also positive and statistically significant, but real GDP growth is not, though it still has the predicted negative sign. The general conclusion is that inflation is a monetary phenomenon both in the high and low-inflation regimes, but the predictive power of how changes in the money supply affect inflation is clearer and closer to expectations in the high-inflation case. (There is a caveat to this conclusion. Even though growth in the money supply is a key determinant of inflation in both regimes, when the $R^2$ is decomposed to analyze the proportion of explained variance of the dependent variable associated with each independent variable, money growth is not the most important variable explaining inflation in either the high- or low-inflation regime.) The predicted expected duration of each regime is also aligned with the actual periods when the country experienced high and low inflation rates.

From a short-run perspective and utilizing a multivariate TMS, the findings indicate that in the high-inflation regime, inflation is almost exclusively explained by a negative output gap, though there is some indication that other factors might be at play. In the low-inflation regime, lagged inflation is the most important determinant of inflation, in line with price stickiness expectations. Unsurprisingly, in the high-inflation regime, lagged inflation is statistically insignificant, showing that, when prices no longer provide useful information, past price fluctuations play no role in affecting current inflation. Graphical
analysis of smoothing probabilities and actual inflation rate demonstrate the accuracy of the empirical estimates and the predicted expected duration of both regimes align with the actual evolution of prices during the period of interest.

Partitioning the sources of inflation demonstrate that, from a long-run perspective and in the high inflation regime, differences in inflation are mostly explained by GDP growth; likewise, in the low-inflation regime, money growth and velocity growth are the principal factors explaining the variance of inflation. From a short-run perspective, the output gap explains almost all regression variance in the high-inflation regime, and past inflation does the same during times of low inflation, though in both cases the $R^2$ is low, which precludes making definite statements about the sources of variability in inflation.

An important conclusion is that, in countries such as Bolivia, that have experienced significant price fluctuations, inflation is best analyzed with models that allow for changes in the parameters affecting it over a set of different unobserved states. The results are likely to incorporate specific features of each state and hence generate more reliable estimates of the factors that affect inflation over time.

The principal policy implication concerns control of the money supply. Since it has been determined that from a long-run perspective the growth rate in M2 is a principal determinant of inflation both in high- and low inflation regimes, then it is up to the Bolivian Central Bank to make sure that the money supply does not grow out of hand. Further, and from a short-run perspective, restricting the growth in the money supply may also dampen inflationary expectations, which has been found to be an important determinant of inflation in the low-inflation regime.
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## Appendix A

### Table A1. Time-Varying Univariate Markov-Switching Model for Monthly Inflation.

| Regime 1—High Inflation | Regime 2—Low Inflation |
|-------------------------|-------------------------|
| **Switching Regressor** | **Coefficients** | **St. Error** | **Coefficients** | **St. Error** |
| Constant                | 65.682 ***          | 1.851        | 2.003 ***        | 0.576 |
| # of Observations: 992  | Log-Likelihood: −3032.42 |

Time-Varying Transition Probabilities and Expected Durations of Regime 1 and Regime 2

Transition probabilities: $P(i, k) = P(s(t) = k \mid s(t-1) = i) \ (\text{row} = i / \text{column} = j)$

|               | 1   | 2   |
|---------------|-----|-----|
| **Mean**      | 0.444 | 0.556 |
| **Expected durations:** | 1   | 2   |
| **Mean**      | 1.80 months | 197.33 months |

Monthly inflation rate expressed in percentages

Probability regressors: $C_t$, inflation$_{t-1}$

Four non-switching AR regressors included in specification; not shown in table

* $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$. 
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Table A2. Time-Varying Univariate Markov-Switching Model for Monthly Inflation.

| Switching regressor | Regime 1—High Inflation | Regime 2—Low Inflation |
|---------------------|--------------------------|------------------------|
| Constant            | 0.461 ***                | 0.017                  |
| St. Error           | 0.017                    | 0.019 ***              |
| # of Observations:  |                          |                        |
| 992                 |                          |                        |
| Log-Likelihood:     | 1801.414                 |                        |
| Time-Varying        |                          |                        |
| Transition Probabilities and Expected Durations of Regime 1 and Regime 2 |
| Transition Probabilities: P(i, k) = P(s(t) = k | s(t−1) = i) (row = i/column = j) |
| Mean                | 1                        | 2                      |
|                     | 0.499                    | 0.501                  |
|                     | 0.004                    | 0.996                  |
| Expected Durations: |                          |                        |
| Mean                | 1.99 months              | 247.14 months          |
| Monthly inflation rate estimated as first differences of the natural log of the price level |
| Probability regressors: C, inflation−1 |
| Four non-switching AR regressors included in specification; not shown in table |

* p < 0.1; ** p < 0.05; *** p < 0.01.

Appendix C

Table A3. Correlation, Covariances, and Unit Root Tests.

| Pairwise Correlation Matrix (Long Run)        |
|-----------------------------------------------|
| Inflation (−1)                               |
| Growth M2 (−1)                               |
| Growth Velocity M2 (−1)                      |
| Growth Real GDP (−1)                         |
| Inflation (−1)                               |
| 1.000                                        |
| Growth M2                                   |
| 0.45202                                      |
| Growth Velocity M2                          |
| −0.38046                                     |
| Growth Real GDP                             |
| −0.34668                                     |
| Unit Root Tests                             |
| Augmented Dickey-Fuller Test Statistic Prob  |
| Phillips-Perron Test Statistic Prob          |
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