An undersampling technique appropriate for Orthogonal Frequency Division Multiplexing (OFDM) that can be implemented with low complexity hardware is presented. The OFDM receiver can operate in undersampling mode, 75% of the time. One of the advantages of the proposed scheme is the reduction down to the half of the power consumed by the Analog Digital Converter (ADC) and the Fast Fourier Transform (FFT). The FFT memory requirements for sample storage can also be reduced and its operating speed can be increased. Simulations were performed for two Quadrature Amplitude Modulation orders (16-QAM and 32-QAM), two options for the FFT size (1024 and 4096), two alternative input symbol structures for the inverse FFT (IFFT), and several sparseness levels and samples substitution options. The Symbol Error Rate (SER) and image reconstruction examples are used to show that a full reconstruction or a very low error can be achieved. Although the proposed undersampling method is evaluated for wired channel, it can also be used without any modification to wireless Single Input Single Output (SISO) systems (with an expected SER degradation). It can also be used with Multiple Input Multiple Output (MIMO) systems when an appropriate arrangement of the IFFT input symbols is adopted.

1. Introduction

The OFDM is a popular modulation scheme in the contemporary telecommunication standards (like the IEEE 802.11 and 802.15 standards). The information exchanged over the OFDM transceivers may be occasionally sparse. However, the hardware of these systems does not usually take advantage of this fact in order to reduce its power consumption and the dynamic memory requirements during the time intervals where the transferred data are sparse. In this paper, the data sparseness is defined as the fraction $S$ of the nonzero data bits ($S \ll 1$). The proposed method can be used when sparse information transfer is detected in order to deactivate several power and time consuming operations and to avoid sampling some redundant input samples (by lowering the ADC sampling rate) on the receiver side. The real time adaptation of these operating features can be controlled by low complexity hardware.

The sampling rate of a signal has to be at least twice as high as its higher frequency component according to the Nyquist and Shannon theorems in order to avoid distortion and information loss. Nevertheless, fewer samples can be used if the information exchanged is sparse or compressible. If for example, the information is transmitted through a high frequency carrier, there is no need to use a sampling rate twice as high as the carrier frequency at the receiver. A sampling rate comparable to the information rate can be adopted instead. A common practice is to use an analog frequency downconversion step that generates an intermediate frequency signal that can be sampled at a rate close to the original information rate.

A popular method that can be used for the reconstruction of the original sparse data from fewer samples is the Compressive Sampling (or Compressed Sensing, CS for short) [1, 2]. The information recovery is based on optimization problems that can be solved by iterative procedures. The
proposed hardware implementations of the CS techniques have often been based on DSP processors [3, 4] since the resources required are high if, for example, reconfigurable hardware is employed [5]. Kalman filters [6] have also been proposed for input signal correction and compared to CS techniques. The interpolation [7, 8] can also be viewed as a method that can reconstruct an input signal from fewer samples. The CS techniques have been employed in OFDM environments for the use of fewer pilot symbols and efficient bandwidth exploitation. However, no CS or other undersampling techniques have been proposed for the reconstruction of the original data instead of the pilot information in OFDM systems. This is due to the fact that the inherent data sparseness is cancelled out in such an environment by the interleaving scheme, the Forward Error Correction (FEC) encoding as well as the Fourier and inverse Fourier transforms that are applied.

A deterministic undersampling approach that is not modeled as an optimization problem is proposed for OFDM environments in [9]. This approach is based on the properties of the Discrete Fourier Transform (DFT) and it requires (a) an appropriate interleaving/deinterleaving scheme, (b) a data sparseness detector, (c) a simple digital control of the ADC sampling rate, and (d) a digital control for the deactivation of some FFT operations and sample storage since several FFT butterfly outputs are zero when the proposed undersampling method operates on sparse data. The hardware circuitry that implements the operations (a)-(d) listed above has a low complexity since there is no iterative or recursive operation. Thus, no additional latency is introduced and finally no high precision arithmetic operations are required.

In our previous approach [9], the maximum number of samples \( R \) that could be omitted and replaced by others that are already available is \( N/4 \), where \( N \) is the number of points used by the FFT and the IFFT in the OFDM transceiver. In the current work, additional DFT properties are exploited in order to increase the number \( R \) by 50\%, that is, to \( 3N/8 \) without worsening the achieved BER. The new undersampling techniques introduced in this paper allow information recovery with low error even if the sparseness level of the input data is worse. For example, in [9] when \( R = N/8 \) and \( S = 2\% \), the achieved BER was \( 10^{-2} \) while the SER (which is expected to be worse thanBER) falls close to \( 10^{-4} \) here under the same conditions. Moreover, an additional IFFT input structure is tested here; different conditions are simulated and image reconstruction is also used as a case study here. The improvement in the number of omitted and replaced samples has a direct impact to the power consumption of the OFDM implementation since all the critical parameters including the undersampling intervals, the number of deactivated FFT operations, and the memory storage requirements can be improved by a similar factor. The SER achieved can be zero in many cases or at least lower than \( 10^{-3} \) if the input data are sparse enough and a low-order QAM modulation is employed.

The appropriate OFDM environment is described in Section 2 while the proposed undersampling method is presented in Section 3. Simulation results from random input data and image processing are presented in Section 4 for a broad channel Signal to Noise (SNR) range, a number of different \( R \) values, various sparseness levels, QAM orders and FFT sizes.

2. OFDM Transceiver Description

The input data stream at the OFDM transmitter is initially encoded in order to apply an efficient FEC decoding algorithm on the receiver side and correct the potential errors that will occur during the data transfer. The encoder is usually a Recursive Systematic Convolutional (RSC) encoder like the one presented in Figure 1. Such an encoder is characterized by a forward path (described by the polynomial \( 1 + D + D^2 + D^3 \)) and a feedback path (described by the polynomial \( 1 + D + D^2 \)). The systematic output is connected directly to the input while the second output generates the parity bits. The parity bits are the necessary redundant information that has to be transmitted along with the original data for the error correction of as many errors as possible on the receiver side without the need of packet retransmission. The switch at the encoder outputs selects the current bit (either data or parity) that will drive the next transmitter stage, that is, the \( q \)-QAM modulator. A usual practice is to transmit in an alternative manner one data and one parity bit. However, a small buffering of a few bits \( \log_2 (q) \) is necessary in the proposed method since \( \log_2 (q) \) data or parity bits are mapped to a single QAM symbol.

The order of the forward and feedback encoder polynomials defines the minimum Trellis decoding diagram that will be needed on the receiver side in order to achieve an efficient correction scheme [10]. Taking into consideration that the input bit stream is sparse, the systematic data output of the encoder has a predictable value which is usually “0.” The parity output of an encoder like the one shown in Figure 1 is also “0” until the first “1” appears at the input. However, the feedback path of the encoder makes the effect of a single “1” at the input permanent at the parity output of the encoder.

In this paper, the fact that most of the initial parity output bits in a data packet have zero value since the first “1” at the data input may delay to appear is exploited first. If the input sparseness level is \( S \) \( (S < 1) \), that is, if the fraction of nonzero values is \( S \) in an input data packet, then the first “1” will statistically appear at the position \( 1/S \). For example, if the length of the input data packet is 1536 and \( S = 0.01 \) (or 1\%), then \( 1536 \cdot 0.01 = 15 \) ones are expected to appear within this packet. If it is assumed that these “1s” are uniformly scattered, then the first of them is expected to appear approximately
at the position $1536/15 = 102$ which is equal to $1/S$. This example is simply used in order to show that if the first “1” delays to appear in a data packet, then the parity bits at the FEC encoder output will remain 0 for a long time interval. More specifically, the parity bits that correspond to the first 102 data bits with value 0 will also be zero (assuming of course that the FEC encoder is reset at the beginning of each packet transmission). Smarter parity bit pattern predictions are also employed since the same parity pattern is generated repeatedly by the FEC encoder between two consecutive appearances of “1” at its input. For example, after the first “1” at the input of the FEC encoder of Figure 1, the parity output generates the repeating pattern “1001110.”

At the next stage, the $q$-QAM takes place and $\log_2(q)$ bits are mapped to a $q$-QAM symbol. The parity and data bits are QAM modulated separately producing data QAM and parity QAM symbols. Most of the data QAM symbols will have an identical value $X_k$. However, several parity QAM symbols generated at the beginning of a data packet encoding will also have the same value. Pad and Pilot symbols will also be added or merged with the data and parity QAM symbols to form the input of the IFFT (symbols $X_k, 0 \leq k < N$) that has to take place on the OFDM transmitter side. A Serial to Parallel converter can group the $N$ $X_k$ symbols before the IFFT is applied. As will be explained in the next section, it is desirable to have as many identical values at the odd positions of the IFFT input as possible. For this reason, the IFFT input can have the forms presented in Figure 2 for two IFFT/FFT sizes: $N = 1024$ and $N = 4096$. Four pilots have been used with $N = 1024$ and sixteen with $N = 4096$. The value selected for the pad and pilot symbols is equal to $X_0$. The placement of the various symbols in Figures 2(a) and 2(b) is performed in such a way that the odd positions of the IFFT input are filled with data, pilot, or pad QAM symbols. In order to achieve this goal, the order of the parity and data QAM symbols is reversed after subsequent pilots. An appropriate IFFT input structure that can be used by the extended undersampling method described in the next section appears in Figure 2(c).

The pilot or pad symbols can be placed either in the position of the data or the parity symbols. If the value of a pilot or pad symbol is selected to be equal to the predicted data or parity one, the error rate will not be significantly affected.
The required interleaving can be performed before the IFFT, as bit interleaving between data bits only and parity bits only. Channel interleaving can also be performed by permuting data or parity QAM symbols as long as they are finally placed in odd and even positions, respectively.

The IFFT output symbols \( x_n \) \((0 \leq n < N)\) are serialized by a Parallel to Serial module while a Cyclic Prefix (CP) is transmitted before these IFFT output symbols in order to avoid intersymbol interference. The IFFT output and the CP are serially transmitted over the communication channel after their value is converted to an analog signal by a Digital to Analog Converter (DAC). The channel is assumed to be an Additive White Gaussian Noise (AWGN) channel which is appropriate for wired communications. However, the proposed architecture can be directly used in wireless environments too, with a single transmitter and a single receiver (SISO). Extensions of this architecture could also be employed in MIMO environments, but different IFFT input structures than the ones presented in Figure 2 may have to be selected to exploit Fourier properties when for instance antenna diversity is used. This is part of our on-going work.

The reverse procedure has to take place on the receiver side. A pair of ADCs can provide, through a Serial to Parallel module, the \( N \) digitized complex values that form the input of the FFT. In the case where no errors occur, the FFT output is the set of \( X_k \) q-QAM symbols. These q-QAM symbols are transformed to a symbol stream by a Parallel to Serial converter and then they are deinterleaved and assigned to a sequence of data and parity bits that are decoded by an appropriate FEC method like Viterbi, LDPC, Turbo Decoder, and so forth.

Except for the interleaving and the QAM symbol placement scheme that has already been described, the ADC and FFT stages of the receiver have also to be modified in the current OFDM framework. More specifically, the ADC sampling should be controlled by a simple digital circuit that will lower the sampling rate at predetermined time intervals when sparse data are detected at the input. A simple frequency divider like a flip flop can be employed to control the sampling rate of the ADC, since, for example, the sampling rate can be reduced to the half in the undersampling intervals if \( N/4 \) or \( 3N/8 \) samples are substituted as will be described in the next section. If an ADC operates at the half sampling frequency the power consumed by the ADC is also expected to be reduced to the half [11]. The samples that have been omitted by the ADC sampling when it operates in lower rate are substituted by other already available samples that are expected to have the same value and can be temporarily stored in a buffer. The sparse data detector on the receiver side can be based on counting zeros in a frame payload after the FEC decoder. If the number of zeros is higher than a threshold the receiver recognizes a sparse data transmission and enters the undersampling mode. The end of the sparse data transmission can be detected at a higher network layer (like the transport layer) when a large number of errors are detected. In this case, the receiver exits the undersampling mode. The sparse data detector will also control the deactivation of specific FFT operations as described in [9].

3. The Undersampling Procedure

The DFT and the inverse DFT transforms are defined by the following equations, respectively,

\[
X_k = \sum_{n=0}^{N-1} x_n e^{-j2\pi kn/N}, \quad 0 \leq k < N - 1, \quad (1)
\]

\[
x_n = \frac{1}{N} \sum_{k=0}^{N-1} X_k e^{j2\pi kn/N}, \quad 0 \leq n < N - 1. \quad (2)
\]

The undersampling policy followed in [9] has been based on the fact that the products for odd \( k \) \((k < N/2)\) and \( k+N/2 \) in (1) sum up to the same result in both \( x_n \) and \( x_{n+N/2} \) if \( n \) is also odd:

\[
x_n = \sum_{k=0}^{N-1} X_k e^{j2\pi k(n+N/2)/N} e^{j2\pi kn/N} = \sum_{k=0,2,\ldots,N-2} X_k e^{j2\pi (k+n+N/2)/N} e^{j2\pi kn/N} + \sum_{k=1,3,\ldots,N/2-1} (X_k - X_{k+N/2}) e^{j2\pi (k+n)/N}.
\]

The undersampling interval \( N/4 \) of the IFFT input packets displayed in Figures 2(a) and 2(b) can be replaced by \( x_n \). Although the number of symbols used by the FFT on the receiver side is always \( N \), large parts of these

\[
x_{n+N/2} = \sum_{k=0}^{N-1} X_k e^{j2\pi (k+n+N/2)/N} e^{j2\pi kn/N} = \sum_{k=0,2,\ldots,N-2} X_k e^{j2\pi (k+n)/N} e^{j2\pi kn/N} - \sum_{k=1,3,\ldots,N/2-1} (X_k - X_{k+N/2}) e^{j2\pi (k+n)/N}.
\]

As can be seen, both (3) and (4) consist of a common term (the sum of the even \( k \)'s) and a sum of differences for the odd \( k \)'s. If \( X_k = X_{k+N/2} \), then the second sum at (3) and (4) equals 0 and \( x_n = x_{n+N/2} \) for odd \( n \) values. This is why the structures of the IFFT input packets displayed in Figures 2(a) and 2(b) have been selected trying to place \( X_k = X_{k+N/2} \) values at the odd \( k \)-positions. In this case, \( R \) of \( N \), \( x_n \) values, where \( R \) is up to \( N/4 \) (half of the \( x_n \) symbols with odd \( n \)) can be substituted by others. \( x_n \) symbols that will be used to substitute others can be copied directly by the Serial to Parallel module at the FFT input. For example, the \( x_{n+N/2} \) values with odd \( n \) and \( n < N/2 \) can be replaced by \( x_n \). Although the number of symbols used by the FFT on the receiver side is always \( N \), large parts of these
symbols are copies of others and do not need to be supplied by the ADC. Thus, the undersampling term used so far refers to the number of samples generated by the ADC that are lower than those determined by the Nyquist theorem. Of course, \( X_k \neq X_{k+N/4} \) for some odd \( k \) values since the input data are sparse but not zero and thus \( X_k \neq X_{k+N/4} \) in these cases. As will be shown in the next section if \( R = N/4 \) then the achieved SER has an unacceptable error floor. However, if \( R = N/8 \) or lower and the sparseness level \( S \) is also low enough (below 1\%), a good SER or even a full reconstruction can be performed.

In order to achieve an acceptable SER with higher \( R \) values, other DFT properties are also exploited in this paper. If we focus on \( x_n \) and \( x_{N/2-n} \) with odd \( n \) and \( n < N/4 \), (1) can be rewritten as

\[
x_n = \sum_{k=1,3,\ldots,N/4} \left( X_k e^{i(2\pi/N)kn} + X_{N/2-k} e^{i(2\pi/N)(n(N/2-k))} \right) + \sum_{k=1,3,\ldots,N/4} \left( X_{k+N/2} e^{i(2\pi/N)(k+N/2)n} \right)
\]

\[
+ X_{N-k} e^{i(2\pi/N)(N-k)n) + \sum_{k=2,\ldots,N/2-2} \left( X_k e^{i(2\pi/N)kn} \right) + X_0 - X_{N/2},
\]

where the first sum adds, in pairs, \( X_k \) at odd positions that are symmetric around \( N/4 \), the second sum adds the \( X_k \) pairs with odd \( k \), that are symmetric around \( 3N/4 \), and the last sum adds the \( X_k \) pairs with even \( k \), that are symmetric around \( N/2 \).

After manipulating the exponents and taking into consideration the fact that \( n \) is odd everywhere while the \( k \) is either odd or even according to the specific sum that it is used in, (5) can be rewritten as

\[
x_n = \sum_{k=1,3,\ldots,N/4} \left( X_k e^{i(2\pi/N)kn} - X_{N/2-k} e^{i(2\pi/N)kn} \right)
\]

\[
+ \sum_{k=1,3,\ldots,N/4} \left( -X_{k+N/2} e^{i(2\pi/N)(k+N/2)n} + X_{N-k} e^{i(2\pi/N)kn} \right)
\]

\[
+ \sum_{k=2,\ldots,N/2-2} \left( X_k e^{i(2\pi/N)kn} + X_{N-k} e^{i(2\pi/N)kn} \right) + X_0 - X_{N/2}.
\]

In the same way, \( x_{N/2-n} \) can be expressed as

\[
x_{N/2-n} = \sum_{k=1,3,\ldots,N/4} \left( -X_k e^{-i(2\pi/N)kn} + X_{N/2-k} e^{i(2\pi/N)kn} \right)
\]

\[
+ \sum_{k=1,3,\ldots,N/4} \left( X_{k+N/2} e^{-i(2\pi/N)kn} - X_{N-k} e^{i(2\pi/N)kn} \right)
\]

\[
+ \sum_{k=2,\ldots,N/2-2} \left( X_k e^{-i(2\pi/N)kn} + X_{N-k} e^{i(2\pi/N)kn} \right) + X_0 + X_{N/2}.
\]

As can be seen when (6) and (7) are compared, IFFT outputs \( x_n \) and \( x_{N/2-n} \) are equal, if \( X_k = X_{N-k} \) (with odd \( k \) and \( k \) lower than \( N/4 \)), \( X_{k+N/2} = X_{N-k} \) (with odd \( k \) and \( N/2 < k < 3N/4 \)), and \( X_k = X_{N-k} \), with \( k \) being even and \( 0 \leq k \leq N/2 \). In other words, \( x_n = x_{N/2-n} \) if the following conditions hold: (a) \( X_k \) symbol pairs at odd positions that are symmetric around \( N/4 \) are equal, (b) \( X_k \) pairs with odd \( k \) that are symmetric around \( 3N/4 \) are equal, and (c) \( X_k \) pairs with even \( k \) that are symmetric around \( N/2 \) are also equal.

This has been proven for odd \( n \) values that are lower than \( N/2 \) but can also be proved in a similar manner for \( x_n \) and \( x_{N-n} \), where \( n \) is again odd and \( N/2 < n < 3N/4 \). The conditions (a) and (b) defined above hold for most of the symbol pairs in Figures 2(a) and 2(b), since data QAM symbols have been stored in the odd positions. It cannot be guaranteed though that most of the even positioned pairs will have identical samples since these are parity symbols. The fact that the initial parity symbols in a packet have also the same values, other DFT properties are also exploited by the IFFT input structure shown in Figure 2(c) in order to reassure that the condition (c) is valid for more symbol pairs and thus a lower error can be achieved.

The undersampling interval can be extended using the previous conditions (a)–(c) as shown in Figure 3. Figure 3(a) shows that up to \( N/4 \) samples could have been substituted in [9]. More specifically, the sample \( x_{N/2-n} \) (\( n \) is odd) could have been omitted by the sampling procedure on the receiver side and its value could have been retrieved by \( x_n \). Now, the value of \( x_{N/2-n} \) can also be considered to be replaced by \( x_n \) as shown in Figure 3. Consequently, the sampling interval can be extended by 50\%. Fewer samples can be replaced if a better SER should be achieved, but the tradeoff between the substituted samples \( R \) and the achieved SER is still better than using the sampling interval shown in Figure 3(a) as will be shown in the following section. Fewer samples can be replaced if the ones that are omitted are selected with a distance of 4 or 8 instead of 2. For example, if the dashed lines of Figure 3(b) are not used then samples at a distance of 4 are selected for substitution.

### 4. Simulation Results

The sample substitution policy is initially evaluated on raw data with various degrees of sparseness. In the simulations initially presented, a data bit stream is mapped to QAM symbols that form the input of an \( N \)-point IFFT. The sample substitution policy is applied to the output of the IFFT and the resulting set of data forms the input of an \( N \)-point FFT transform in order to reconstruct the initial QAM symbols and estimate the SER of this process. In this setup, the only error sources are the sample substitution process and the AWGN noise. The AWGN is expressed as the channel SNR in Figures 4–6. The truncation error of the real numbers is not taken into consideration and a perfect synchronization is assumed between the receiver and the transmitter.
The IFFT input structures used are the ones shown in Figures 2(a) and 2(b). The sample substitution policies tested include $R = 3N/16$, $R = 3N/32$, and $R = 3N/64$ for the new method proposed in this paper and $R = N/4$, $R = N/8$, $R = N/16$, and $R = N/32$ for the policy followed in [9].

As can be seen from Figures 4–6, there are several cases where the new substitution policy achieves better SER although the number of samples is higher. For example, in Figure 4(b), the case where $R = N/32$ shows a worse SER compared to the case of $R = 3N/64$, although the number of samples replaced in the latter case is higher by $N/64$. The SER is worse for higher-order QAM. This stems from the fact that when more bits are mapped to a single QAM symbol, there is a higher probability that this symbol has been derived from bit combinations that contain 1’s and thus its value will not be equal to $X_c$. If the sparseness level is 1% or lower, there are several $R$ values that generate acceptable SER. More specifically, for $R \leq 3N/64$, a full signal reconstruction can be performed in $N = 1024/16$-QAM combination for any sparseness level tested. For $R > N/16$, the SER is not acceptable in most of the cases (SER > $10^{-2}$).

In the new sample replacement policy, the SER is lower despite the fact that a higher number of $R$ samples are substituted and this holds only when no FEC. If FEC method is employed (Viterbi) in order to emulate a full OFDM environment, the SER of the new method is much worse as can be seen from Figure 7 because it has been assumed that the parity QAM symbols have also the same value, $X_c$. 

---

**Figure 3**: Undersampling intervals applied in [9] (a) and the extended undersampling interval used in this work (b).

**Figure 4**: $S = 0.5\%$ for $N = 1024/16$-QAM (a) and $N = 4096/32$-QAM (b).
The SER can be improved if an FEC encoder with data rate higher than 1/2 is used, since most of the IFFT input frame positions will be allocated to data symbols. Moreover, the parity pattern prediction employed in Figure 2(c) allows the placement of identical symmetric parity symbols to comply with the condition (c) defined in Section 3.

The last case study concerns the reconstruction (Figures 8–11) within an OFDM environment of two images. The original first image (A) is shown in Figure 8(a), and the reconstructed images using as IFFT input structure the one shown in Figure 2(a) appear in Figures 8(b), 8(c), and 9. The Mean Square Error (MSE) and Normalized MSE (NMSE) are listed in each case. The best NMSE = 0.085 is achieved when \( N/32 \) samples are substituted with the old undersampling method [9]. When \( 3N/64 \) samples are substituted with the proposed method, NMSE is 0.109. It is interesting to notice that when \( R = 3N/32 \) samples are replaced by the new undersampling method, the NMSE is 0.17 when FEC is used and falls below 0.125 when the FEC is deactivated.

The original second image (B) is shown in Figure 10(a), while the reconstructed images are shown in Figures 10(b), 10(c), and 11. In the reconstruction of the second image, the Viterbi FEC decoding is used in all cases and the IFFT input structure shown in Figure 2(c) is employed. The exploitation of the advanced parity pattern predictability of this IFFT input structure leads to better MSE/NMSE results as can be seen by comparing, for example, the NMSE errors in the common cases between images A and B: \( R = N/16 \) and \( R = 3N/16 \). With \( R = N/16 \), the NMSE in the reconstruction of images A and B is 0.105 and 0.0022, respectively. With
$R = 3N/16$, the NMSE in the reconstruction of images A and B is 0.17 and 0.0064, respectively. A good quality image reconstruction can be achieved in Figures 10 and 11 even if a higher number of samples are omitted by the undersampling process (e.g., $R = N/8$ and $R = 3N/16$).

In [2], a CS approach for surveillance applications is described showing NMSE higher than 0.11. In [6], the proposed Kalman filter for slowly changing sparse input patterns is compared to regular CS approaches achieving in some cases MSE lower than 0.21 and in some others an MSE between 10 and 22. The MSE in [8] is measured in dB and shows an error floor of $-15$ dB when the channel SNR is higher than 20 dB.

The number of samples required for the input signal reconstruction by the referenced approaches is smaller than the ones required by the proposed method. Nevertheless, complicated hardware is needed in order to solve the optimization problems used in these approaches. Although the number of samples required by the proposed undersampling method has been reduced in this paper concerning [9], it is still relatively high. However, it can be implemented with very low complexity hardware since no optimization problems and iterative processes are used. Moreover, no additional delay is introduced due to the noniterative nature of the proposed procedure. On the contrary, the FFT has been accelerated since many of its butterflies or operations can be deactivated when sparse data are used. Significant reduction can also be achieved in this way in the power and memory requirements of the final system.

5. Conclusions

An undersampling method that can be used in a wired or wireless OFDM environment was presented in this paper. It can reduce the samples needed at the receiver by up to 3/8. It can be implemented with very low complexity/cost hardware, while a significant power reduction (up to 1/2) can be achieved since the ADC at the receiver can slow down its sampling rate for up to 3/4 of the time. The simulation results showed that a better SER can be achieved, using the undersampling method proposed in this work in comparison with the method proposed in the past by the authors, although a higher number of samples can be substituted by others. In order to achieve this improvement, the parity QAM
symbols must have a predictable value and this is feasible
to a great extent when they are derived from sparse data.

Future work will focus on the improvement of the parity
pattern prediction in order to achieve a lower error rate.
Moreover, the proposed method will be implemented and
tested in real applications.
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