Tan contact and universal high momentum behavior of the fermion propagator in the BCS-BEC crossover
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We derive the universal high momentum factorization of the fermion self-energy in the BCS-BEC crossover of ultracold atoms using nonperturbative quantum field theoretical methods. This property is then employed to compute the Tan contact as a function of interaction strength, temperature, and chemical potential or density. We clarify the mechanism of the factorization from an analysis of the self-consistent Schwinger–Dyson equation for the fermion propagator, and compute the perturbative contact on the BCS and BEC sides within this framework. A Functional Renormalization Group approach is then put forward, which allows to determine the contact over the whole crossover and, in particular, for the Unitary Fermi gas. We present numerical results from an implementation of the Renormalization Group equations within a basic truncation scheme.
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I. INTRODUCTION

The physics of strongly correlated many-body systems plays a key role for the understanding of nature in a wide range of energy scales, occurring in situations such as high temperature superconductors, heavy ion collisions, or neutron stars. Therefore, it is desirable to identify generic features which arise beyond a given system under consideration, and shed light on the behavior of apparently different physical settings. The recent experimental progress in ultracold atoms research opens up the possibility to study quantum many-body systems under idealized conditions with full control over the system parameters.

A particularly promising observable in this context is the equation of state, which encodes the thermodynamic properties and the macroscopic phases of the many-body system. Thermodynamic functions can be expressed in terms of momentum space integrals involving single particle distribution functions. Due to the phase space factor \( V d^3q/(2\pi\hbar)^3 \) being proportional to \( q^3 \), these observables are also influenced by particles with high momentum. It is a relevant question to ask which quantitative effect the large momentum tails of the distribution functions may have on the equation of state.

The single particle momentum distribution \( n_q \) of a noninteracting Fermi gas in equilibrium is described by the Fermi–Dirac distribution, which decays exponentially for momenta sufficiently larger than the chemical potential. In contrast, for ultracold fermions in the BCS-BEC crossover one finds an algebraic decay according to

\[
n_{\psi,\vec{q}\sigma} = \frac{C}{q^4} \text{ for large } q.
\]  

(1)

Here \( n_{\psi,\vec{q}\sigma} \) is the occupation number of fermions of species \( \sigma \) and the precise meaning of “large \( q \)” will be specified later. It was realized by Tan [7,9] that the factor of proportionality \( C \), called contact, makes its appearance in several exact relations describing the quantum many-body system. For instance, it allows to compute the change of the energy density of the system due to a change of the scattering length according to the adiabatic sweep theorem

\[
\frac{1}{V} \frac{dE}{d(-1/a)} = \frac{C}{4\pi M}.
\]  

(2)

Moreover, the energy density of the homogeneous system is given by

\[
E = \frac{C}{4\pi Ma} + \sum_{\sigma=1,2} \int \frac{q^3}{(2\pi)^3} \frac{q^2}{2M} \left( n_{\psi,\vec{q}\sigma} - \frac{C}{q^4} \right) \frac{d^3q}{(2\pi)^3}.
\]  

(3)

Interestingly, there also is a connection between the contact and the shear viscosity of the system [10,11]. The Tan relations [12,18] have found verifications in experiments on the BCS-BEC crossover of ultracold fermionic atoms [19,24]. The measurement of the contact for a homogeneous system has recently been obtained in [25].

The contact \( C \) is related in a universal manner to the high momentum behavior of the fermion propagator. To elucidate this connection we consider the euclidean propagator of species \( \sigma = 1,2 \) for two atomic hyperfine states,

\[
G_{\psi\sigma}(Q) = \frac{1}{P_{\psi,\text{cl}}(Q) + \Sigma_{\psi}(Q)} = \frac{1}{i\omega - \mu + \Sigma_{\psi}(Q)},
\]  

(4)

where \( Q = (q_0, \vec{q}) \) denotes both euclidean frequency and momentum. We set \( \hbar = k_B = 2M = 1 \) with fermion mass \( M \) and denote \( q^2 = |\vec{q}|^2 \). After analytic continuation \( i\omega_0 \rightarrow -\omega \), the zeros of \( P_{\psi,\text{cl}}(\omega_q, q^2) \) result in a classical dispersion relation \( \omega_q = q^2 - \mu \). For this reason we call \( P_{\psi,\text{cl}}(Q) = i\omega_0 + q^2 - \mu \) the classical inverse propagator.
The full fermion propagator has a nontrivial momentum dependence which goes beyond the quadratic behavior of the classical one. This is encoded in the complex valued self-energy $\Sigma_\psi(Q)$, which we define in Eq. (3), and which is a function of frequency, momentum, and system parameters like temperature, chemical potential or scattering length. It is a challenging task of quantum many-body physics to (approximately) compute the self-energy for a given system under consideration. In particular, for strongly correlated systems like the Unitary Fermi gas no obvious expansion scheme is at hand and one has to rely on nonperturbative methods like Monte Carlo simulations [26–29], self-consistent T-matrix approaches [4, 5, 30–33], 1/N-expansion [34], $\epsilon$-expansion [35], Schwinger–Dyson equations (SDE) [36, 37] or the Functional Renormalization Group (FRG) [38–41].

Using SDE and the FRG we derive the universal factorization property of the fermion self-energy

$$\Sigma_\psi(Q) = \frac{4C}{P_{\psi,a}(-Q)} - \delta \mu \quad \text{for large } q, \quad (5)$$

where $q$ has to be larger than any of the physical scales $k_{ph}$ set by inverse scattering length $a^{-1}$, chemical potential $\mu$ and temperature $T$. The first contribution in Eq. (5), which we refer to as Tan term, results in the large momentum decay of the momentum distribution according to $n_{\psi,q} = C/q^4$, see Eq. (26) below. The second term constitutes a high momentum shift of the effective fermion chemical potential (Hartree shift). Within SDE it is not trivial to show that $\Sigma_\psi, C$ and $\delta \mu$ are ultraviolet finite quantities that do not involve any counterterms. This requires a suitable split of the relevant momentum integrals, see Eq. (15) below.

The importance of the double fraction structure of the fermion propagator in order to quantitatively describe the BCS-BEC crossover has first been pointed out by Haussmann in Refs. [4, 5]. Universal high momentum factorization of dynamic quantities has also been observed with the FRG in the context of finite temperature Yang–Mills theory [42] and with the Similarity Renormalization Group applied to $N$-body systems at zero temperature, including deuterium, ultracold fermions and the electron gas [43–44]. The large momentum behavior of the self-energy is related to properties of energetic atoms propagating in a strongly interacting gas, see Ref. [45] for a operator product expansion study.

Although the contact $C$ appears in the high momentum propagator of the theory, it is a many-body quantity dominated by interaction and many-body scales. This is also reflected in its close relation to thermodynamic quantities. Thermodynamic considerations based on the Tan relations restrict the most general form of the contact as a function of temperature [33, 35]. In order to compute the function $C(\mu, T, a)$ it is therefore mandatory to work within a setting which can resolve the physics on all scales of the theory. This is realized by an FRG framework, where fluctuations on distinct scales are integrated out successively, and which goes beyond the mean-field approximation.

A main result of this work is the development of an FRG scheme to compute the physics related to the contact. In particular, we derive a flow equation for the flowing contact $C_k$, which interpolates between $C_{k=\Lambda} = 0$ in the ultraviolet and the physical contact $C_{k=0} = C$ in the infrared. The method readily applies to nonzero values of the crossover parameter $(k_F a)^{-1}$ and any spatial dimension $d$. It allows for improving quantitative precision by using more elaborate truncations. We come back to this point in our discussion in Sec. IV. For the purpose of the present work we restrict to $d = 3$. Moreover, we only consider the spin-balanced case of an equal population of fermions of species $\sigma = 1, 2$.

We normalize the momentum distribution such that the integral $n = 2 \int q \tilde{n}_q$ yields the density of atoms $n$, and thus the contact $C$ is an intensive quantity. Defining $N = 2 \int q \tilde{n}_q$ instead, with the particle number $N$, results in an extensive contact $\bar{C} = CV$, where $V$ is the volume of the system. We have $C/N k_F = 3\pi^2 C/k_F^4$.

An interesting question is related to the range of applicability of the asymptotic formula [3] for the fermion propagator, i.e. the momentum scale $q_c$ such that the universal scaling form is valid for $q \geq q_c$. This has direct consequences for the density of the system. Indeed, as was already noted in [8], the contribution from high energetic atoms to the total atom density for $T = 0$ can be approximated by

$$\delta n^{(C)} = 2 \int_{q \geq q_c} \frac{d^3 q}{(2\pi)^3} \frac{C}{q^4} - \frac{C}{\pi^2 q_c^4}. \quad (6)$$

The apparent divergence of this expression for $q_c \to 0$ is cured by a nonzero gap or temperature, such that $\delta n^{(C)}$ remains finite. Thus, there is no a priori lower bound for $q_c$.

It can be understood easily that $q_c$ is smallest for the Unitary Fermi gas. Indeed, the universal form of the self-energy in Eq. (3) is valid for $q$ being larger than the physical scales $k_{ph}$. Typically, the inverse scattering length $a^{-1}$ is much larger than the momentum scales set by chemical potential and temperature. In particular, this is valid in the perturbative regimes on the BEC and BCS sides, where $|a| \to 0$. However, for the Unitary Fermi gas we have $a^{-1} = 0$ and the first physical scale is set by either $\mu^{1/2}$ or $T^{1/2}$. For this reason there is a huge enhancement of the universal regime where Eq. (3) is valid in the unitary limit. This is seen in Sec. IV.

From Eq. (6) we then conclude that the contribution of high energetic particles on the thermodynamic functions is large at resonance.

This paper is organized as follows. In Sec. IV we introduce the microscopic model which is employed throughout the paper. The factorization property of the fermion self-energy is deduced from the SDE for the fermion propagator in Sec. III. We derive the expected results $C_{\text{BEC}} = 4\pi n/a$ and $C_{\text{BCS}} = 4\pi^2 a^2 n^2$ for the contact in the perturbative regimes, with the detailed calculation presented in App. A. In Sec. IV we formulate
the FRG approach to the contact physics. After general remarks on the FRG we derive the factorization of the flow of the fermion self-energy at large external momenta. The result is extended to the ordered regime with a nonvanishing field expectation value and we extract a flow equation for the flowing contact. We show that the contact becomes sizeable at the many-body scales of the system. In Sec. VI we estimate the range of applicability of the universal scaling behavior for the Unitary Fermi gas, compare the zero temperature result to perturbation theory and determine the temperature dependence of the contact at resonance. We draw our conclusions and discuss the influence of the contact on the particle density and the critical temperature $T_c$. In App. C we relate our discussion of the two-channel model to the flow of the fermion self-energy at large external momenta. The result is extended to the ordered regime with action (7), where the contact interaction of fermion atoms has dropped out, and the constant part of the boson propagator. We observe a fermionic functional integral over the bosons one recovers a fermionic functional integral with action (9). However, a dynamical part of the bosonic field enters the microscopic action by virtue of a Hubbard–Stratonovich transformation, which yields

$$S = \int_X \left( \sum_{\sigma=1,2} \psi^*_\sigma (\partial_\tau - \nabla^2 - \mu) \psi_\sigma + \lambda_{\psi,\Lambda} \psi_1^* \psi_2^* \psi_2 \psi_1 \right).$$  

(9)

The Grassmann valued field $\psi_\sigma (\tau, \vec{x})$ depends on the euclidean time variable $\tau$, which is restricted to a torus of circumference $\beta = 1/T$. Adjusting $T$ and the chemical potential $\mu$ allows for a description of the theory both at zero and nonzero temperature and density in a unified framework. We employ the abbreviation

$$\int_X = \int_0^\beta d\tau \int d^3 x.$$  

(10)

We work with a partially bosonized version of the action (9), where the contact interaction of fermion atoms is modeled by exchange of a bosonic di-atom state. The bosonic field enters the microscopic action by virtue of a Hubbard–Stratonovich transformation, which yields

$$S_{\Lambda} [\varphi, \psi] = \int_X \left( \sum_{\sigma=1,2} \psi^*_\sigma (\partial_\tau - \nabla^2 - \mu) \psi_\sigma + (\nu + \delta \nu_\Lambda) \varphi^* \varphi - h_\varphi (\varphi^* \psi_1 \psi_2 - \varphi \psi_1^* \psi_2^*) \right).$$  

(11)

with Feshbach coupling $h_\varphi$ between fermions and bosons, and detuning $\nu = 8 \pi a$. We introduce a counterterm $\delta \nu_\Lambda$ for the constant part of the boson propagator. We observe that the four-fermion interaction has dropped out, which requires $\lambda_{\psi,\Lambda} = -h_\varphi^2 / \nu_\Lambda$ with $\nu_\Lambda = \nu + \delta \nu_\Lambda$. Indeed, performing the Gaussian functional integral over the bosons one recovers a fermionic functional integral with action (9). Whereas the four-fermion coupling gets strongly affected by fluctuations, eventually resulting in a divergence at the critical temperature, the Feshbach coupling can be approximated by its classical, momentum independent value. The scale dependence of $\lambda_{\psi}$ resides dominantly in the scale dependence of the term $\nu$ quadratic in the bosons.

The boson field $\varphi (\tau, \vec{x})$ is not a dynamical degree of freedom in this microscopic action which is thus equivalent to Eq. (9). However, a dynamical part of the boson propagator will be generated due to quantum and thermal fluctuations. On the BCS side of the crossover $\varphi$ describes Cooper pairs of atoms, whereas it refers to bosonic molecules on the BEC side. Bose condensation of pairs, i.e., a nonvanishing expectation value of the fluctuating field $\varphi$, leads to superfluidity of the system. We will find below a connection between the contact $C$ and the number of atoms bound in (not necessarily condensed) bosonic pairs, in line with Tan’s interpretation based on the many-body Schrödinger equation [7][9].

II. MICROSCOPIC MODEL

We consider a system of ultracold two-component fermions described by the microscopic many-body Hamiltonian

$$\hat{H} = \int d^3 x \left( \sum_{\sigma=1,2} \hat{\psi}^\dagger_\sigma (-\nabla^2) \hat{\psi}_\sigma + \lambda_{\psi,\Lambda} \hat{\psi}_1^\dagger \hat{\psi}_2^\dagger \hat{\psi}_2 \hat{\psi}_1 \right).$$  

(7)

Here $\hat{\psi}^{(i)}_\sigma (\vec{x})$ is the annihilation (creation) operator of a fermion atom in hyperfine state $\sigma$ at position $\vec{x}$. Scattering between atoms is modeled by a local contact interaction with coupling constant $\lambda_{\psi,\Lambda} < 0$, which eventually translates into an s-wave scattering length $a$. This effective description provides a solid starting point to compute observables for experiments with dilute ultracold alkali atoms such as $^6$Li or $^{40}$K, since therein small distance details of the interatomic potential need not be resolved. We make this explicit by defining the theory with reference to a highest momentum scale $\Lambda$. Physics on distances smaller than $\Lambda^{-1}$ cannot be deduced within the pointlike approximation and requires more information on the atomic interactions, like the effective range $r_e$ or the van der Waals length $\ell_{vdW}$. We choose $\Lambda$ sufficiently large but ensure $\Lambda^{-1} \gg r_e, \ell_{vdW}$. In the spirit of this consideration we refine our definition of the contact according to

$$C = \lim_{\mu \to \infty} \mu_{\langle \bar{\phi} \rangle}.$$  

(8)

Our analysis builds on a field theoretical formulation using functional integral techniques. For this purpose we define the microscopic model of Eq. (7) in terms of the euclidean action
III. SCHWINGER–DYSON EQUATIONS

The physics of the contact is based on a separation of scales. This scale dependence is most efficiently resolved within a Renormalization Group analysis. Nevertheless it is instructive to first consider a self-consistent gap equation or Schwinger–Dyson equation for the fermion propagator. From this exact equation, the factorization property of the self-energy at large external momenta is deduced easily. Moreover, we use this formalism to show how the perturbative results \( C_{\text{BEC}} = 4\pi n/\alpha \) and \( C_{\text{BCS}} = 4\pi^2 a^2 n^2 \) arise naturally on the BEC and BCS sides of the crossover after a proper ultraviolet renormalization scheme has been applied.

From Eq. (11) we infer the inverse classical fermion and boson propagators, respectively, to be given by

\[
P_{\psi,\text{cl}}(q_0, q^2) = i\epsilon_0 + q^2 - \mu,
\]

\[
P_{\varphi,\text{cl}}(q_0, q^2) = \nu + i\epsilon q_0.
\]

(12)

We introduce an infinitesimal contribution \( i\epsilon q_0 \) with \( \epsilon \to 0^+ \) in the inverse boson propagator to regularize momentum integrals involving \( P_\varphi \). With this single modification we will make manifest that only one single coupling, the detuning \( \nu \), requires an ultraviolet renormalization in the BCS-BEC crossover, see Eqs. (A2) and (A3). Alternatively, one can add a counterterm \( \propto f_A \psi_\sigma^\dagger \psi_\sigma \) to the fermionic part of the microscopic action and then adjust \( f_A \) appropriately. At nonzero temperature, the variable \( q_0 \) is discretized according to the Matsubara formalism to \( q_0 = 2\pi(n + 1/2)T \) \((2\pi nT)\) for fermions (bosons) with \( n \in \mathbb{Z} \). We write

\[
\int_{Q} = T\sum_n \int \frac{d^3q}{(2\pi)^3}. \quad (13)
\]

For \( T = 0 \) the sum is replaced by the corresponding Riemann integral.

Due to quantum and thermal fluctuations, the classical propagators \( P_{\psi,\text{cl}}(Q) \) and \( P_{\varphi,\text{cl}}(Q) \) get dressed to yield the macroscopic propagators \( P_\psi(Q) \) and \( P_\varphi(Q) \). This correction is encoded in the self-energies \( \Sigma_{\psi/\varphi}(Q) = P_{\psi/\varphi}(Q) - P_{\psi/\varphi,\text{cl}}(Q) \). The Schwinger–Dyson equation for the full inverse fermion propagator reads

\[
P_\psi(Q) = P_{\psi,\text{cl}}(Q) + \int_{Q} \frac{h_\varphi^2}{P_\psi(P - Q)P_\varphi(P)}. \quad (14)
\]

according to the graph shown in Fig. 1. The corresponding momentum integral involves the fully dressed propagators. It is in this sense that the equation is self-consistent and cannot be solved in a straightforward manner. In Eq. (14) we approximate the full Feshbach coupling by the microscopic one, which is momentum independent. This approximation is justified due to the weak effect of fluctuations on the Feshbach coupling.

The BCS-BEC crossover across a broad Feshbach resonance can be parametrized by the physical scales temperature, chemical potential and scattering length. We denote the highest physical momentum scale by \( k_{\text{ph}} \). In the perturbative regimes, this corresponds to the inverse scattering length, whereas this is not valid close to resonance where \( \alpha^{-1} = 0 \). Only momenta \( p^2 < k_{\text{ph}}^2 \) in the loop-integral in Eq. (14) can resolve the details of the choice of parameters. For this reason we split up the integration according to

\[
\Sigma_{\psi}(Q) = \frac{h_\varphi^2 T}{2} \sum_n \int_{p^2 < k_\text{tr}^2} \frac{1}{P_\psi(P - Q)P_\varphi(P)}
\]

\[
+ \frac{h_\varphi^2 T}{2} \sum_n \int_{p^2 > k_\text{tr}^2} \frac{1}{P_\psi(P - Q)P_\varphi(P)}, \quad (15)
\]

where the transition momentum \( k_\text{tr} \) is sufficiently larger than \( k_{\text{ph}} \), such that for \( p^2 > k_\text{tr}^2 \) the \( p^2 \)-dependence of \( P_\varphi(P) \) can be neglected. We can then replace

\[
P_\varphi(P) \to P_\varphi(p_0), p^2 = k_\text{tr}^2 =: P_\varphi,\text{tr}(p_0) \quad (16)
\]

in the second integral. By adding and subtracting a convenient piece we can now write \( \Sigma_{\psi}(Q) \) in terms of two contributions, \( \Sigma_\psi = \Sigma_\psi^{(1)} + \Sigma_\psi^{(2)} \), with

\[
\Sigma_\psi^{(1)}(Q) = \frac{h_\varphi^2 T}{2} \sum_n \int_{p^2 < k_\text{tr}^2} \frac{1}{P_\psi(P - Q)} \left[ \frac{1}{P_\varphi(P)} \right] - \frac{1}{P_\varphi,\text{tr}(p_0)}
\]

\[
\Sigma_{\psi}^{(2)}(Q) = \frac{h_\varphi^2 T}{2} \int \frac{1}{P_\psi(P - Q)P_\varphi,\text{tr}(p_0)}. \quad (17)
\]

Both pieces are manifestly ultraviolet finite and do not depend on \( k_\text{tr} \) for sufficiently large \( k_\text{tr}^2 \gg k_{\text{ph}}^2 \).

We emphasize that the splitting of the self-energy in Eq. (15) enables us to show that the superficially divergent loop-integral in Eq. (14) is indeed finite for large \( q^2 \). This nontrivial statement results from a scale argument only and thus does not imply any restrictions on coupling strength, density, or temperature. Moreover, the particular choice of the artificially introduced momentum \( k_\text{tr} \) does not play a role for the final result.

We are interested in the behavior of \( \Sigma_{\psi}(Q) \) for large momenta \( q^2 \gg k_\text{tr}^2 \). The scale hierarchy in this case is given by

\[
k_{\text{ph}}^2 \ll k_\text{tr}^2 \ll q^2 \ll \Lambda^2. \quad (18)
\]

![FIG. 1: Schwinger–Dyson equation for the inverse fermion propagator. A single line corresponds to a classical propagator and a double line denotes a full propagator. Fermions and bosons are represented by solid and dashed lines, respectively. In the loop integral we have one fully dressed Feshbach coupling and a microscopic one. The latter is momentum independent.](image-url)
In $\Sigma^{(1)}_{\psi}(Q)$ we can then replace $P_{\psi}(P-Q)$ by $P_{\psi,cl}(-Q)$, because the integral is restricted to momenta which are small in comparison to $Q$ and we can neglected self-energy corrections to leading order at high momenta. This results in the factorization
\[
\Sigma^{(1)}_{\psi}(Q) = \frac{4C}{P_{\psi,cl}(-Q)} \text{ for large } q^2.
\] (19)

We define the contact according to
\[
C = \frac{\hbar^2}{4} T \sum_n \int_{p<\pi n} \left( \frac{1}{P_{\psi}(P)} - \frac{1}{P_{\psi,tt}(p_0)} \right),
\] (20)
since the numerator in Eq. (19) is seen below to result in the prefactor $C$ of the $1/q^4$-tail of the momentum distribution. Again, formulas (19) and (20) only rely on the splitting of the loop-integral at $k_{tt}$, which gives us a precise notion of “large $q^2$”, namely $q^2 \gg k_{tt}^2$. The factorization is thus a generic feature of theories which can be described by similar Feshbach- or Yukawa-type gap equations.

We can define an effective boson occupation number as
\[
n_{\psi,\bar{\rho}} = T \sum_n \left( \frac{1}{P_{\psi}(P)} - \frac{1}{P_{\psi,tt}(p_0)} \right)
\] (21)
with total boson number density $n_{\psi} = \int d\rho n_{\psi,\bar{\rho}}$. This yields
\[
C = \frac{\hbar^2}{4} n_{\psi}
\] (22)
and hence shows the close relation between the contact and the number of atoms bound in bosonic pairs. Note that the definition of $n_{\psi}$ has to be renormalization group invariant and thus involves a wave function renormalization constant, which we set to unity here for simplicity. The second term in $\Sigma^{(2)}_{\psi}(Q)$ results in a shift of the effective chemical potential
\[
\Sigma^{(2)}_{\psi}(Q) = -\delta \mu \text{ for large } q^2.
\] (23)

The correction to the momentum distribution of particles at high momenta which results from the self-energy in Eqs. (19) and (23) is found from the generally valid formula
\[
n_{\psi,\bar{\rho}} = - \left( T \sum_n \frac{1}{P_{\psi}(Q)} - \frac{1}{2} \right).
\] (24)
Treating the self-energy perturbatively for large external momentum $q^2$, we find
\[
n_{\psi,\bar{\rho}} = - \left( T \sum_n \frac{1}{P_{\psi,cl}(Q)} - \frac{1}{2} \right) + T \sum_n \frac{4C}{P^2_{\psi,cl}(Q)P_{\psi,cl}(-Q)}.
\] (25)

The first two terms yield $N_F(q^2 - \mu - \delta \mu)$ with Fermi function $N_F(z) = (e^{z/T} + 1)^{-1}$. This contribution vanishes for large $q^2$. Evaluating the Matsubara summation we find for the second contribution
\[
n_{\psi,\bar{\rho}} = T \sum_n \frac{4C}{P^2_{\psi,cl}(Q)P_{\psi,cl}(-Q)}
\] (26)
\[
= 4C \left( \frac{1 - N_F(q^2 - \mu)}{4(q^2 - \mu)^2} + \frac{N_F'(q^2 - \mu)}{2(q^2 - \mu)} \right)
\]
\[
q^2 \gg \mu, T C q^4 \text{ for large } q^2.
\]

This justifies the identification of $C$ in the numerator of the asymptotic self-energy (19) with the contact as defined by Eq. (8). Higher order contributions to the fermion self-energy do not enter the $1/q^4$-tail of the momentum distribution.

The formulas derived in this section become particularly simple in the perturbative BEC and BCS regimes, because the integrals in Eq. (17) can be performed analytically. We present the calculation in App. A and give here only the results. The shift $\delta \mu$ of the effective chemical potential vanishes on the BEC side of the crossover. On the BCS side, it is given by
\[
\delta \mu = -\lambda \psi n_{\psi,\sigma},
\] (27)
with four-fermion coupling $\lambda = 8\pi a$. Since all atoms are bound to dimers in the BEC limit, the boson density in Eq. (22) equals half the particle density and we arrive at
\[
C_{\text{BEC}} = \frac{4\pi n}{a}.
\] (28)

The relation $\hbar^2 = 32\pi a$ results from the wave function renormalization of the boson propagator, see Eq. (A4). In the BCS limit, the first nonvanishing contribution to the contact arises at second order in perturbation theory in the coupling $a$. Inserting the Schwinger–Dyson equation for the boson propagator (A2) into Eq. (22), we obtain a double integral over two fermion propagators, each resulting in a fermion density $n_{\psi,\sigma}$. We find
\[
C_{\text{BCS}} = 4\pi^2 a^2 n^2.
\] (29)

These perturbative results derived from Schwinger–Dyson equations agree with the expressions found from the zero temperature equation of state. The corresponding calculation is recapitulated in App. E.

### IV. FUNCTIONAL RENORMALIZATION GROUP

The factorization (19) relies on the scale hierarchy (18). The latter is also at the root of the derivation of the contact $C$ in Eq. (20) by means of the splitting of the integration defined in Eq. (15). A method of choice
which naturally incorporates such a momentum splitting and the factorization in the fermionic self-energy is the Functional Renormalization Group (FRG) approach to the BCS-BEC crossover. This has been already shown in the FRG approach to thermal propagators in Yang–Mills theory [42].

We will use the flow equation for the effective average action [47]. It has a one-loop form for which momentum integrals are both ultraviolet and infrared finite, dominated by a small momentum range in the vicinity of the infrared cutoff, $q^2 \approx k^2$. As a direct consequence, the splitting into different momentum ranges as in Eq. (15) can be avoided, and no particular care has to be taken for the construction of finite quantities. This constitutes an important advantage as compared to the Schwinger–Dyson equations, especially in the region of unitarity, where the validity of Eq. (5) extends to rather small momenta.

Thus use of FRG allows us to extract the many-body quantity $\mathcal{C}(a, \mu, T)$ in the whole crossover with $k_{\text{tr}}$. It also goes beyond the universal scaling behavior proposed in Eq. (5). In fact, the only assumption underlying the following analysis is the perturbative treatment of the fermion propagator at high momenta, whereas the bosonic degrees of freedom are treated in a nonperturbative fashion. The latter is in particular mandatory to resolve the second order nature of the superfluid phase transition.

A. Flow equation

We start from the microscopic action of the two-channel model given in Eq. (11) at a high momentum scale $\Lambda$ and successively include quantum and thermal fluctuations on momentum scales larger than an infrared cutoff $k$. By lowering $k$ we resolve the macroscopic properties of the system in a coarse graining procedure and, eventually, arrive at the full effective action $\Gamma$ of the theory for $k = 0$. The effective action generates all correlation functions of the system. (More precisely, it is the generating functional of the one-particle irreducible Green functions, which are obtained by simple functional differentiation.) In between, the effective average action $\Gamma_k$ can be interpreted as the effective action for a probe with size $k^{-1}$. Although $\Gamma_k$ for $k > 0$ is not a physical observable, as it depends on the scheme in which we lower $k$, this rough picture provides an intuitive and often surprisingly accurate guiding principle. In summary, the effective average action satisfies

$$\Gamma_{k=\Lambda} = S, \quad \Gamma_{k=0} = \Gamma. \quad (30)$$

The evolution of $\Gamma_k$ as $k$ is lowered is governed by the exact flow equation [47]

$$\partial_k \Gamma_k[\phi, \psi] = \frac{1}{2} \text{STr} \left( \frac{1}{\Gamma_k[\phi, \psi]} + R_k \partial_k R_k \right). \quad (31)$$

where $\text{STr}$ is the “supertrace”, which takes into account the mixed bosonic and fermionic structure of the theory, and $R_k$ is the regulator related to the mentioned way how $k$ is lowered. In a momentum representation, the kernel $R_k(Q)\delta(Q + Q')$ of the operator $R_k$ needs to satisfy

$$\lim_{q^2/k^2 \to 0} R_k(Q) \sim k^2, \quad \lim_{q^2/k^2 \to \infty} R_k(Q) = 0. \quad (32)$$

If we were able to solve the functional differential equation (31), which is equivalent to diagonalizing the full many-body Hamiltonian or computing the complete path integral, we would have solved the theory. In most practical cases, however, approximative solutions are needed. The actual strength of the FRG is that it can deal with complex systems, both perturbatively and nonperturbatively, since the effective average action $\Gamma_k$ provides an intuitive way of organizing the inclusion of all fluctuations in the path integral and is thus particularly well suited for physically motivated approximations: We restrict the space of possible functionals $\Gamma_k$ to a limited set of correlation functions, project the flow equation (31) onto this parameter set, and solve the remaining set of equations numerically. Due to such a truncation we practically never arrive at the full effective action $\Gamma$ which generates all correlation functions, but obtain a quantity which is usually predictive enough to describe, for instance, the low-energy physics and thermodynamics of the system. The truncations employed in this paper are described in Apps. C and D.

The application of the FRG to a broad variety of topics, ranging from high energy physics to condensed matter, are reviewed e.g. in [48, 50]. The FRG approach to many-body physics with ultracold atoms is reviewed in [51] and the lecture notes [57].

B. Fermion self-energy and contact term in the symmetric regime

For conceptual clarity we first isolate the contact term and the shift of the chemical potential from the flow equation of the self-energy $\Sigma_{\psi}(Q) = P_{\psi}(Q) - P_{\psi,A}(Q)$ in the symmetric or disordered regime, where the field expectation value of the boson field is zero. The procedure will be extended below to the ordered regime of the flow with a nonvanishing expectation value $\phi_0$. In general the self-energy is a $4 \times 4$-matrix. For equal population of the two hyperfine states $\sigma = 1, 2$, the most general form of the self-energy can be parametrized by two complex functions $\Sigma_{\psi}(P)$ and $\Sigma_{\psi,\text{an}}(P)$, where the second one is called the anomalous contribution. For simplicity we neglect the anomalous self-energy in the following. We show in App. C that it does not contribute to the contact.

The flow of the inverse fermion propagator, which is identical to the flow of the self-energy, is given in the
Thus, for large external momentum $p$, we can write
\[ \partial_k \Sigma_{\psi,k}(P) = -\frac{\hbar^2}{P} \int_Q \frac{1}{(P_{\phi,k}(Q) + R_{\phi,k}(Q))^2} \frac{1}{P_{\psi,k}(Q - P) + R_{\phi,k}(Q - P)} \frac{\partial_k R_{\phi,k}(Q)}{P_{\phi,k}(Q)} + \frac{1}{P_{\phi,k}(Q) + R_{\phi,k}(Q)} \frac{\partial_k R_{\psi,k}(Q)}{P_{\phi,k}(Q) + R_{\phi,k}(Q)} \].

We emphasize that the external momentum $p$ is a free parameter and for each $P$ we have an individual flow equation. The Feshbach or Yukawa coupling $\bar{h}_\phi$ for $k > k_{ph}$ depends on momentum in our truncation. We also neglect a possible scale dependence of $\bar{h}_\phi$. The expressions $P_{\psi,k}(Q) = P_{\psi,A}(Q) + \Sigma_{\psi,k}(Q)$ and $P_{\phi,k}(Q)$ are the full inverse propagators at scale $k$. We have
\[ P_{\psi,A}(Q) = iq_0 + q^2 - \mu. \]

Since the boson propagator is gapped for $k \gg k_{ph}$, where $k_{ph}$ is a physical scale given by either the inverse scattering length, temperature or chemical potential, we effectively only have a nonvanishing contribution to Eq. \[33\] for $k \lesssim k_{ph}$. Choosing a large external momentum $p^2 \gg k_{ph}^2 \gg k^2$, we can use the property \[32\] of the regulator functions $R_k(Q)$ to approximate
\[ P_k(Q \pm P) + R_k(Q \pm P) \approx P_k(\pm P). \]

Thus, for large external momentum $p^2$ the flow of the self-energy simplifies according to
\[ \partial_k \Sigma_{\psi,k}(P) \approx -\frac{\hbar^2}{P_{\psi,k}(P)} \int_Q \frac{\partial_k R_{\phi,k}(Q)}{P_{\phi,k}(Q) + R_{\phi,k}(Q))^2} \frac{1}{P_{\psi,k}(Q - P) + P_{\psi,k}(Q + P)} - \frac{\hbar^2}{P_{\phi,k}(P)} \int_Q \frac{\partial_k R_{\psi,k}(Q)}{P_{\phi,k}(Q) + R_{\phi,k}(Q))^2}. \]

We now show that this results in an asymptotic self-energy $\Sigma_{\psi} = \Sigma_{\psi,k=0}$ of the form
\[ \Sigma_{\psi}(P) \approx \frac{4C}{P_{\psi,A}(-P)} - \delta \mu. \]

The first term in Eq. \[36\] yields the contact term. Indeed, for large external momenta $P$, renormalization effects on the fermion propagator are small and we can approximate $P_{\psi,k}(-P) \approx P_{\psi,A}(-P)$. We then find the $P$-dependent term being multiplied by an integral which receives contributions from the physical scales $k_{ph}$. Since $P_{\psi,A}(-P)$ is $k$-independent, we can integrate the first term in Eq. \[36\] and identify the contact as being given by
\[ 4C = -\int_0^\Lambda dk \hbar^2 \int_Q \frac{\partial_k R_{\phi,k}(Q)}{P_{\phi,k}(Q) + R_{\phi,k}(Q))^2} \frac{1}{P_{\psi,k}(Q) + R_{\phi,k}(Q)} \approx \int_0^\Lambda dk \hbar^2 \int_Q \frac{1}{P_{\phi,k}(Q) + R_{\phi,k}(Q)}. \]

In the second line, we introduced the formal derivative $\partial_k$, which only acts on the $k$-dependence of the regulator $R_k$. The advantage of this rewriting is to make the simple one-loop structure of the equations manifest. Eq. \[38\] allows us to define a scale dependent contact $C_k$ according to the flow equation
\[ \partial_k C_k = \frac{\hbar^2}{4} \int_Q \frac{1}{P_{\phi,k}(Q) + R_{\phi,k}(Q)} \left( C_k \right) \]

with $C_\Lambda = 0$ and $C_{k=0} = C$. This flow equation and its generalization to the ordered regime are the basis for our numerical evaluation of $C$ in Sec. V.

The second term in Eq. \[36\] contains the boson propagator evaluated for large momentum. Since the microscopic boson propagator is constant and the momentum dependence only builds up due to the renormalization group flow, this contribution to the fermion self-energy is independent of $P$ and constitutes a shift of the effective chemical potential. The asymptotic value is then equal to the one evaluated for a large momentum $k_{tr}$. We conclude
\[ \delta \mu = -\int_0^\Lambda dk \hbar^2 \int_Q \frac{1}{m^2_{\phi}} \left( C_k + \frac{1}{C_k} \right). \]

With the effective four-fermion vertex $\hbar^2/\tilde{m}^2_{\phi} = \lambda \psi$ we find $\delta \mu = -\lambda \psi^n_{\psi}$.

C. Contact term in the ordered regime

For low enough temperatures, a nonvanishing expectation value $\rho_{0,k}$ of the boson field $\phi = \phi^* \phi$ appears during the renormalization group flow. If $\rho_{0,k=0} = \rho_0 > 0$, we say that the system is in its superfluid phase and some of the bosons have condensed. Note that, due to interactions, the condensate fraction does not coincide with the superfluid fraction. Above the critical temperature there is a region where a nonvanishing value of $\rho_{0,k}$ appears for $k > 0$ during the flow, but does not persist for $k \to 0$. We then arrive in the symmetric (normal) phase of the system. We may call this intermediate region the precondensation regime. It is characterized by local but not global superfluid order.

Conceptually the above derivation of the flow of the self-energy and the asymptotic scaling with contact term $\sim 4C/P_{\psi,A}(-P)$ remains valid also in the presence of a possibly nonvanishing boson field expectation value. The corresponding calculation is presented in App. D.

We find from Eq. \[D14\] that the flow equation for the contact is given by
\[ \partial_t C_k = \frac{\hbar^2}{4} \left( \eta_A \rho_{0,k} + \partial_t \rho_{0,k} \right) \]
\[ + \frac{2^d/2+1}{d} \left( 1 - \frac{\eta}{d+2} \right) \left( N_B'(\omega_{\phi,k}) - N_B(\omega_{\phi,k}) \right) \]
\[ - \frac{\lambda^2 \rho_0^2}{\tilde{m}^2_{\phi,k}} \left( \frac{1}{2} + N_B(\omega_{\phi,k}) - \omega_{\phi,k} N_B'(\omega_{\phi,k}) \right) \]
that Eq. (41) dominates. For small anomalous dimension superfluid density of condensed bosons, the first term in which coincides with Eq. (22) for $n_{\varphi}$ and neglecting the running of $t$ by the chemical potential and temperature corresponding to $t_{\mu} = \ln(\mu^{1/2}/\Lambda) = -6.9$ and $T_{R} \approx t_{\mu}$. Obviously, all curves saturate at a certain value of $t$ and we can read off the physical value at $k = 0$.

with

$$
\omega_{\phi,k} = \sqrt{(k^2 + m_{\phi,k}^2)(k^2 + m_{\phi,k}^2 + 2\lambda_{k}\rho_{0,k})},
$$

(42)

$t = \ln(k/\Lambda)$, $v_d = (2^{d+1}\pi^{d/2}\Gamma(d/2))^{-1}$ and $d = 3$. The Bose function is defined as $N_{B}(z) = (e^{z/T} - 1)^{-1}$ and $N'_{B} = dN_{B}/dz$. For a definition of the corresponding running couplings we refer to App. C. Typical renormalization group flows of $C_{k}$ for the unitary Fermi gas are shown in Fig. 2.

At zero temperature we obtain a nonvanishing value for the contact $C$. The corresponding value is found from Eq. (41) by setting the Bose functions to zero. We have

$$
\partial_{t}C_{k}|_{T=0} = \frac{h_{\varphi}^2}{4}(\eta_{A}\rho_{0,k} + \partial_{t}\rho_{0,k})
- \frac{2^{d/2}v_{d}h_{\varphi}^2\lambda_{k}\rho_{0,k}^2}{d} S^{d} \omega_{\phi,k}^2 \left(1 - \frac{\eta}{d + 2}\right).
$$

(43)

In the limit where the density is dominated by the superfluid density of condensed bosons, the first term in Eq. (41) dominates. For small anomalous dimension $\eta_{A}$ and neglecting the running of $h_{\varphi}^2$ this yields the simple relation

$$
C \approx \frac{h_{\varphi}^2}{4} \rho_{0},
$$

(44)

which coincides with Eq. (22) for $n_{\varphi} \approx \rho_{0}$.

Within the truncation scheme put forward in App. E we can compute the contact as a function of the crossover parameters $\mu$, $T$, and $a$. Moreover, the high momentum factorization of the self-energy can be shown explicitly by solving the flow equation for $\Sigma_{\phi}(P)$ for different values of $P$. In order to translate the results expressed in terms of the chemical potential for the density, the equation of state $P(\mu, T)$ has to be applied. Since the density and, iteratively, the contact itself receives substantial contributions from the contact term in the fermion self-energy, fully self-consistent results can only be obtained from a self-consistent treatment of the Tan term in the flow equations. Here we restrict to an analysis of the qualitative behavior of the contact and do not aim at quantitative precision.

At zero temperature, the expression for the contact on the BEC side can be derived from the Lee–Huang–Yang (LHY) equation of state and the adiabatic sweep theorem. We recapitulate this derivation in App. E where we also give the corresponding expression in terms of $\mu_{mb} = \mu - \varepsilon_{B}/2$, with (negative) binding energy $\varepsilon_{B}$ of the molecules.

The result of the integration of the renormalization group equations at zero temperature on the BEC side is given in Fig. 3. We find excellent agreement with the prediction from LHY theory, whereas the mean field curve deviates substantially. From Eq. (D32) it is apparent that the LHY correction, which is reproduced in the equation of state on the BEC side as well, is also visible in the contact, because both share a common flow equation. The nontrivial renormalization of the prefactor in
as is discussed in App. [2]. For better visibility we show the asymptotic BCS value up to \((\sqrt{\mu a})^{-1} = -0.5\), which is already beyond the applicability of BCS theory.

Eq. (D32) ensures the result to be beyond mean field.

\[
C/k\bar{F} = 4\pi^2n^2a^2 \quad \text{from the Schwinger–Dyson equation in Eq. (AS), where we explicitly use the momentum dependence of the bosonic self-energy } \Sigma_{\phi}(Q). \quad \text{In App. [B] we discuss how the contact on the BCS side is more easily derived in a purely fermionic language.}
\]

In Fig. 4 we also show the value of the critical contact \(C(T_c, a)\) in the crossover. We find the corresponding value always to be below the zero temperature value. The full temperature dependence of the contact of the unitary Fermi gas is shown in Figs. 5 and 6. We observe a sharp dip at the critical temperature, hence \(C(0) > C(T_c)\) in Fig. 4. Since the contact is related to a first derivative of the energy (or pressure) according to the adiabatic sweep theorem (2), it has to be continuous at \(T_c\) as a result of the second order nature of the phase transition. We confirm this behavior in our results with a critical contact parameter \(C(T_c)/k_F^4 = 0.11\). The contact \(C/k_F^4\) shows a maximum above \(T_c\).

Fig. 5 also compares our result for \(C/k_F^4\) to other theoretical approaches and to a recent experimental measurement of the homogeneous contact. Due to the disagreement of predictions for \(T_c/T_F\) from different theoretical methods, we have rescaled the abscissa by the corresponding critical temperatures. This allows to compare the qualitative features of the temperature dependence like monotony or location of peaks and minima. In order to relate the contact \(C\) in Fig. 5 to an extensive contact \(\bar{C} = CV\) with volume \(V\) we use \(\bar{C}/N_k = 3\pi^2C/k_F^4\), see our discussion of the normalization in the introduction. The Fermi momentum of the FRG data in Fig. 5 is not corrected due to the high momentum contribution to the particle number density. Hence, \(k_F\) will in general be larger than plotted here.

We find largely different predictions for the temperature dependence of the contact in the critical region. This indicates a sensitivity of this observable with respect to approximations in theoretical calculations, which makes further investigation even more interesting. Note that for higher temperatures, the second and third order virial expansions of Ref. [33] allow for a solid comparison of the temperature dependence of the contact. However, we focus here on the region around \(T_c\), which is well-captured
by our truncation of the effective action.

From Eq. $[41]$ we observe that the contact receives contributions from different terms in the flow equation. These are important in distinct regimes of the system. To visualize this, we split up the flow of $C_k$ into three parts according to $\partial_t C_k = \partial_t C_k^{(1)} + \partial_t C_k^{(2)} + \partial_t C_k^{(3)}$ with

$$\partial_t C_k^{(1)} = \frac{\hbar^2}{4} (\eta \partial_\rho \rho_{0,k} + \partial_\rho \rho_{0,k}),$$

$$\partial_t C_k^{(2)} = \frac{2d/2^d+1}{d} \frac{\hbar^2}{S^2} k^{d+2} \left(1 - \frac{\eta}{d+2}\right) N_B(\omega_{\phi,k}),$$

$$\partial_t C_k^{(3)} = \frac{2d/2^d+1}{d} \frac{\hbar^2}{S^2} k^{d+2} \left(1 - \frac{\eta}{d+2}\right) \left(\frac{\lambda^2 \rho_{0,k}^2}{S^2 \omega_{\phi,k}^3}\right) \left(\frac{1}{2} + N_B(\omega_{\phi,k}) - \omega_{\phi,k} N_B'(\omega_{\phi,k})\right).$$

The only term which persists in the stages of the flow where $\rho_{0,k} = 0$, is $C_k^{(2)}$. Therefore, it is the leading contribution above $T_c$ (red dashed line in Fig. 6). Both $C_k^{(1)}$ and $C_k^{(3)}$ start to build up in the precondensation phase. However, $C_k^{(3)}$ is never really large (orange dashed-dotted line in Fig. 6). For small $T$, the contribution from $C_k^{(1)}$ dominates (green dashed-dotted line in Fig. 6). Above $T_c$ this contribution is negligible. In the zero temperature limit, the term $C_k^{(1)}$ becomes most important. This can be understood easily from Eq. $[D20]$, where we identify this term as the contribution from condensed bosons to the density.

We already addressed the question whether the scaling formula $[5]$ can be applied for a large part of the momenta or only yields an asymptotic, but practically irrelevant contribution. For this purpose we solve the flow equation for the self-energy $\Sigma_{\psi,k}(P)$ on a grid of $P$-values according to Eq. $[D9]$. Therein we restrict to the first integral, which corresponds to the diagram in Fig. 11 where the external momentum appears in the fermion line. Only this diagram contributes to the contact. The universal regime of validity is expected to be large for the Unitary Fermi gas. In Figs. 7 and 8 we underline this statement at $T = T_c$ and $a^{-1} = 0$.

Since the self-energy $\Sigma_{\psi}(P)$ is a complex valued function of $P = (p_0, \vec{p})$, we gain information about the high momentum behavior from plotting both the real and imaginary part at the lowest possible fermionic Matsubara frequency $p_0 = \pi T$ as a function of $|\vec{p}|$. To see the asymptotic approach of the form $P_{\psi,cl}(-P)\Sigma_{\psi} \simeq 4C$, we plot the real part of this particular combination in Fig. 7. The imaginary part of this product vanishes for $p \to \infty$, showing that the contact indeed is real-valued.

We plot $\Re\Sigma_{\psi}(P)$ and $\Im\Sigma_{\psi}(P)$ in Fig. 8 for the same set of parameters as before. We find that the scaling form is a good description for all momenta at the critical temperature. Although this does not come unexpected for a scale invariant, critical system, this behavior could be a relict of our perturbative treatment of the propagator for small momenta, where this is not necessarily a valid assumption. Further improvement of the truncation and iterative solution of the flow equation will shed light on the reliability of this finding, but is beyond the scope of
FIG. 8: (Color online) The fermion self-energy \( \Sigma_{\psi,k=0}(P) \) at \( a^{-1} = 0 \) and \( T = T_c \) computed from the first diagram in Fig. 11. We evaluate the function for \( p_0 = \pi T \) and find the large momentum behavior to be a reasonable approximation for both the real and imaginary parts even at low momenta. The asymptotic form \( (5) \) is shown by a dashed line. The self-energy vanishes for large momenta since we effectively added the constant \( \delta \mu \) for \( p \rightarrow \infty \) by neglecting the second diagram in Fig. 11.

the present work.

VI. DISCUSSION & OUTLOOK

In this work we derive the contact in the BCS-BEC crossover from a universal factorization of the large momentum part of the fermion self-energy. The analysis is built on exact Schwinger–Dyson equations and an exact Functional Renormalization Group equation. Approximative solutions for both methods allow for a computation of the contact \( C(\mu, T, a) \) for arbitrary values of the parameters. In the limiting perturbative cases the expected relations \( C_{\text{BCS}} = 4\pi n/a \) and \( C_{\text{BCS}} = 4\pi^2 n^2 a^2 \) can be obtained analytically.

The factorization \( (5) \) of the self-energy into a universal part and the momentum independent many-body contact can be shown explicitly by solving the renormalization group flow equation for \( \Sigma_{\psi,k}(P) \) for particular values of \( P \). The regime of universal scaling turns out to be large for the Unitary Fermi gas. This has profound consequences for the density. Indeed, if we assume the scaling behavior of the self-energy to be valid for all momenta, we can estimate the contribution of high momentum particles to the total density in the symmetric phase by

\[
\delta n^{(C,\text{est})} = 8C \int \frac{d^3 p}{(2\pi)^3} \left( \frac{1 - 2N_F(p^2 - \mu)}{4(p^2 - \mu)^2} \frac{N_F'(p^2 - \mu)}{2(p^2 - \mu)} \right)
\]

for \( \delta n^{(C,\text{est})} \) see Eq. (20) above.

This density correction from high momentum particles has a direct impact on the value of the critical temperature. For the truncation employed in this paper and neglecting the Tan correction one finds for the critical temperature at unitarity \( T_c/T_F = 0.276 \) and \( T_c/\mu = 0.44 \). The discrepancy to other methods is larger in a normalization involving the density, i.e. \( T_c/T_F \). Part of the mismatch is likely to be found in the normalization with an incomplete density where substantial contributions are not included. Assuming formula \( (48) \) to be valid, we find a correction of the density \( \delta n^{(C,\text{est})}/n^{(0)} = 0.29 \) resulting in a corrected value \( T_c/T_F = 0.22 \). Here \( n^{(0)} \) is the density which is obtained from the standard truncation without contact as it is described in App. \( C \).

The suppression of the ratio \( T_c/T_F \) due to the high momentum tail of the particle density distribution also sheds light on the success in computing the critical temperature with methods which take into account the full momentum dependence of the propagators, e.g. Monte Carlo simulations or self-consistent gap equations. However, having singled out this important contribution to the fermion propagator, an effective model which takes into account the Tan term might give reasonable results with less numerical effort and, furthermore, help improving our understanding of the physics of the BCS-BEC crossover.

To further improve our truncation we can feed back the effect of the contact on the remaining running couplings. Indeed, so far we only have evaluated \( \delta \mu \) on the solution of the truncation with classical fermion propagator. However, as a correction to the fermion propagator, the self-energy results in a modified flow of, e.g., the effective potential. A different running of the boson mass term \( m_{\phi,k}^2 \) results in a different phase diagram and hence a corrected value for \( T_c/\mu \).

To close the present truncation of the FRG equations up to order \( P_{\text{cl}}^{-1}(Q) \)-effects in the self-energies, we have to include also the bosonic contact, which arises in the high momentum limit of the bosonic self-energy. The relevance of the contact corrections is most pronounced for the pressure of the system, which is minus the effective potential and thus only includes a single propagator in the corresponding flow equation. However, we have seen on the example of the density that also corrections to first derivatives of the effective potential, i.e. density \( n_k \), boson mass \( m_{\phi,k}^2 \) and condensate density \( \rho_{0,k} \), can be substantial. Hence a closed set-up for improvement of our truncation needs to incorporate the fermionic and bosonic contact as a correction to the flow of these couplings. This can be achieved in a perturbative and iterative fashion.

Our findings suggest that a rather simple approximation to the full inverse fermion propagator

\[
P_\psi(Q) = iZ_\psi q_0 + A_\psi q_2^2 - \mu - \delta \mu
\]

with \( k \)-dependent couplings \( Z_\psi, A_\psi, \delta \mu, C, \) and \( \kappa \), and

\[
+ \frac{4C(q_0^2 + q_2^2 - \mu + R_k(Q))}{q_0^2 + (q_2^2 - \mu + R_k(Q))^2 + \kappa}
\]

see Eq. (20) above.
infrared cutoff $R_k(Q)$, combined with a suitable generalization of the inverse boson propagator, will lead to a substantial improvement of the quantitative precision in the FRG treatment of strongly interacting fermionic systems. We observe that in the superfluid regime the inverse fermion propagator has an additional off-diagonal contribution $\sim h_\varphi \sqrt{\rho_0}$. This regularizes the momentum integrals, such that the explicit regulator $\sim \kappa$ may not be needed. The occupation number corresponding to this ansatz reads

$$n_{\varphi,\vec{q}\sigma} = -\left( T \sum_n \frac{P_\varphi(Q)}{P_\varphi(Q)P_\varphi(-Q) + h_\varphi^2\rho_0} - \frac{1}{2} \right)$$  \hspace{1cm} (50)$$

with $k$-dependent density $n_k = 2 \int Q n_{\varphi,\vec{q}\sigma}$. The flowing density, and therefore the total density $n = n_{k=0}$, can thus be inferred from the flowing couplings $Z_\varphi, A_\varphi, \delta\mu, C$ and $\kappa$.
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Appendix A: Contact in the perturbative regime

To exemplify our statements in Sec. III we consider here the perturbative BEC and BCS regimes, where the integrals in Eqs. (19) and (23) can be performed analytically. For weak interactions, the largest physical scale is given by $k_{\text{ph}} = a^{-1}$. To study the contact in the whole crossover we employ the Functional Renormalization Group in Sec. IV. One of the merits of this method is that all expressions are automatically renormalized.

On the BEC and BCS sides of the crossover, the fermion propagator only gets weakly dressed because either the fermion or the boson propagator is gapped. This leads to a suppression of the loop-integral originating from the diagram shown in Fig. 1. Hence we can always treat the fermion self-energy perturbatively in these regimes. We identify the large momentum shift of the chemical potential as

$$-\delta\mu = h_\varphi^2 \int \frac{d^3 p}{(2\pi)^3} \sum_n \frac{1}{(i(p_0 - q_0) + p^2 - \mu)(\nu + i\varepsilon/p_0)}$$

$$= h_\varphi^2 \int \frac{d^3 p}{(2\pi)^3} \frac{N_\varphi(p^2 - \mu) - N_B(\nu/\varepsilon)}{\varepsilon(i q_0 - p^2 + \mu) + \nu} = \frac{h_\varphi^2}{\nu} n_{\varphi,\sigma}$$  \hspace{1cm} (A1)$$

on the BCS side. The Bose function is denoted by $N_B(z) = (e^{z/T} - 1)^{-1}$. In the last expression we take the limit $\varepsilon \to 0^+$. The $q_0$-dependence of $\delta\mu$ defined in Eq. (23) is seen to vanish.

We first consider the BEC limit, where $\mu \simeq -1/a^2$ is large and negative. The shift of the chemical potential vanishes due to the suppression of the Fermi function $\rho_\varphi(p^2 - \mu)$ in the integral in Eq. (A1). The inverse boson propagator is derived from the Schwinger–Dyson equation [58] for the bosonic self-energy

$$\Sigma_{\varphi}(Q) = P_{\varphi}(Q) - P_{\varphi,\text{cl}}(Q)$$

$$= \delta\nu_\Lambda - h_\varphi^2 \int \frac{d^3 p}{(2\pi)^3} \frac{1}{P_{\varphi}(Q - P)P_{\varphi}(P)}$$  \hspace{1cm} (A2)$$

shown diagrammatically in Fig. 9. The counterterm is given by

$$\delta\nu_\Lambda = \frac{h_\varphi^2 A}{4\pi^2}.$$  \hspace{1cm} (A3)$$

In the perturbative regime we can replace the full fermion propagators in the loop-integral by the classical ones. The Matsubara summation and angular integration can then be evaluated analytically. We do not need the full expression but only note that

$$P_{\varphi,\text{BEC}}(Q) = \nu + \frac{h_\varphi^2}{8\pi} \sqrt{\frac{i q_0}{2} + \frac{q^2}{4} - \mu} - \frac{Z_\varphi}{\nu} \left( q_0 + \frac{q^2}{2} \right)$$  \hspace{1cm} (A4)$$

for $|q_0|, q^2 \ll a^{-2}$ in the BEC regime. (We used $-h_\varphi^2/\nu = 8\pi a$ and $\mu = -1/a^2$) The boson propagator resembles particles with classical dispersion relation $\omega_\varphi = q^2/2M_\varphi$ and mass $M_\varphi = 2M = 1$. The wave function renormalization constant is $Z_\varphi = h_\varphi^2 a/32\pi$.

Inserting the boson propagator from Eq. (A4) into Eq. (20) we arrive at

$$C_{\text{BEC}} = \frac{8\pi}{a} \int \frac{d^3 p}{(2\pi)^3} \frac{T}{N_\varphi(p^2/2) - N_B(k_{\text{tr}}^2)}$$

$$= \frac{8\pi}{a} \int \frac{d^3 p}{(2\pi)^3} \left( N_B(p^2/2) - N_B(k_{\text{tr}}^2) \right) = \frac{8\pi n_{\varphi,\text{cl}}}{a},$$  \hspace{1cm} (A5)$$

where we used $k_{\text{ph}} \gg T^{1/2}$ and $n_{\varphi,\text{cl}}$ defines the number density of boson with classical dispersion relation from Eq. (21). Due to the equation of state $n_{\varphi,\text{cl}} = n/2$ on the BEC side of the crossover we conclude

$$C_{\text{BEC}} = \frac{4\pi n}{a}.$$  \hspace{1cm} (A6)$$
as expected. The perturbative expression for the contact starting from the equation of state at zero temperature is recapitulated in App. 13.

In the BCS regime the bosons are resonant excitations and \( n_{\psi, \mathrm{cl}} = 0 \). The corresponding formula for the contact is most easily derived from inserting the Schwinger–Dyson Eq. (A2) into formula (20). Therein, the boson self-energy \( \Sigma_{\psi} \propto h_{\psi}^2 \) can be treated perturbatively, since it is small in comparison to the boson gap \( \nu \) due to the small scattering length \( a = -h_{\psi}^2/2\pi \nu \).

\[
C_{\text{BCS}} = -\frac{h_{\psi}^2}{4} T \sum_n \int_{p^2 < k^2} \frac{\Sigma_{\psi}(P) - \Sigma_{\psi}(p_0, k^2)}{(\nu + i\varepsilon p_0)^2} \]

\[
= \frac{h_{\psi}^4}{4\nu} T \sum_n \int_{p^2 < k^2} \frac{1}{P_{\psi, \mathrm{cl}}(P - K)} \left[ \frac{1}{P_{\psi, \mathrm{cl}}(p_0, k^2)} \right] \]

\[
= \frac{h_{\psi}^4}{4\nu} \int_{K} \frac{1}{P_{\psi, \mathrm{cl}}(K)(\nu + i\varepsilon K)} \]

\[
= \frac{h_{\psi}^4}{4\nu} \int_{K} \frac{1}{P_{\psi, \mathrm{cl}}(K)(\nu + i\varepsilon K)} \]

\[
= \frac{h_{\psi}^4}{4\nu} \int_{K} \frac{1}{P_{\psi, \mathrm{cl}}(K)(\nu + i\varepsilon K)} \]

\[
= \frac{h_{\psi}^4}{4\nu} \int_{K} \frac{1}{P_{\psi, \mathrm{cl}}(K)(\nu + i\varepsilon K)} \]

\[
= \frac{h_{\psi}^4}{4\nu} \int_{K} \frac{1}{P_{\psi, \mathrm{cl}}(K)(\nu + i\varepsilon K)} \]

\[
= \frac{h_{\psi}^4}{4\nu} \int_{K} \frac{1}{P_{\psi, \mathrm{cl}}(K)(\nu + i\varepsilon K)} \]

\[
= \frac{h_{\psi}^4}{4\nu} \int_{K} \frac{1}{P_{\psi, \mathrm{cl}}(K)(\nu + i\varepsilon K)} \]

\[
= \frac{h_{\psi}^4}{4\nu} \int_{K} \frac{1}{P_{\psi, \mathrm{cl}}(K)(\nu + i\varepsilon K)} \]

We again applied the limit \( \varepsilon \to 0^+ \). With the BCS equation of state \( n_{\psi, \sigma} = n/2 \) we arrive at

\[
C_{\text{BCS}} = 4\pi^2 a^2 n^2. \tag{A8}
\]

This agrees with Eq. (E12).

**Appendix B: Contact in the atomic phase**

Deep in the atomic phase, i.e. for high temperatures or on the BCS side of the crossover, bosons are excited resonantly. For this purpose, an ansatz \( P_{\psi}(Q) \approx P_{\psi, \mathrm{cl}}(Q) \) fails to capture the right behavior of the contact. This is, however, not a failure of the Yukawa model, but rather shows the need for keeping higher order terms in the bosonic self-energy. We have seen in Eq. (A7) that the BCS result \( C_{\text{BCS}} = 4\pi^2 a^2 n^2 \) can be obtained from the full boson propagator.

Our truncation for solving the FRG equation for the fermion propagator, as it is described in Sec. IV and App. C cannot resolve this behavior, since the bosonic self-energy is only incorporated by the wave function renormalization coefficients \( A_{\phi}, Z_{\phi} \) and the boson mass term \( m_{\phi}^2 \). This is made explicit in Eq. (C4).

The contact in the atomic phase can be obtained within a purely fermionic language. Then the momentum dependence of the related Schwinger–Dyson equation for the propagator is solely encoded in the two-loop diagram shown in Fig. 10 because the tadpole diagram contains the classical vertex, which is momentum independent. Equivalently, we can express the correction in terms of a tadpole diagram with full four-fermion vertex. A \((2\mathrm{PI})\)-resummed form of the latter is given by

\[
\lambda_{\psi}(P) = \frac{\lambda_{\psi}}{1 - \lambda_{\psi} \left( \Pi(P) - \Pi_{\Lambda}(P) \right)} \tag{B1}
\]

with \( \Pi(Q) \) being defined in Eq. (A7) and \( \Pi_{\Lambda}(P) \) chosen as a suitable subtraction at large momentum. Neglecting renormalization issues, we find for large external momenta \( P^2 \) to second order in \( \lambda_{\psi} \) that

\[
\Sigma_{\psi}(P) = -\int_{Q} \frac{\lambda_{\psi}(Q)}{P_{\psi}(Q - P)} \approx \frac{1}{P_{\psi, \mathrm{cl}}(-P)} \int_{Q} \lambda_{\psi} \left( \Pi(Q) - \Pi_{\Lambda}(Q) \right) \tag{B2}
\]

Employing \( \lambda_{\psi} = -8\pi a \) we recover the integral in Eq. (A7) and thus \( C_{\text{BCS}} = 4\pi^2 a^2 n^2 \). The FRG allows to go beyond the bubble resummation in Eq. (B2), see e.g. Ref. [53].

**Appendix C: Truncation of the effective average action**

In order to solve the flow equation (31), we have to employ a truncation of the effective average action \( \Gamma_{\psi}^{[\bar{\phi}, \psi]} \) which is on the one hand tractable from a computational point of view, but also contains the relevant physics of the underlying system. For this purpose we make the ansatz

\[
\Gamma_{\psi}^{[\bar{\phi}, \psi]} = \int_{X} \left( \sum_{\sigma = \pm 1/2} \psi^\dagger_{\psi} \left( \partial_{\tau} - \nabla^2 - \mu \right) \psi_{\psi} \right.
\]

\[
+ \bar{\phi} \left( Z_{\phi} \partial_{\rho} - A_{\phi} \nabla^2 \right) \bar{\phi} + \bar{U}_{\phi}(\rho)
\]

\[
- \bar{h}_{\phi} \left( \tilde{\phi} \psi_{\psi}^\dagger \psi_{\psi} - \tilde{\phi} \psi_{\psi}^\dagger \psi_{\psi} \right) \tag{C1}
\]

For a detailed discussion of this nonperturbative derivative expansion scheme see [59]. The Yukawa model applied to many-fermion systems has also been studied in Ref. [53]. The effective average potential \( \bar{U}_{\phi}(\rho, \mu) \)
with \( \tilde{\rho} = \tilde{\phi}^* \tilde{\phi} \) is expanded in a power series around the physical values \( \rho_{0,k} \) and \( \mu \) according to

\[
\tilde{U}_k(\tilde{\rho}, \tilde{\mu}) = m_{\tilde{\phi}, k}^2 (\tilde{\rho} - \tilde{\rho}_{0,k}) + \frac{\lambda_{\tilde{\phi}, k} \tilde{\mu}}{2} (\tilde{\rho} - \tilde{\rho}_{0,k})^2 + \ldots
\]

\[
= \left( m_{\tilde{\phi}, k}^2 (\tilde{\rho} - \tilde{\rho}_{0,k}) + \tilde{\alpha}_k (\tilde{\mu} - \mu)(\tilde{\rho} - \tilde{\rho}_{0,k}) + \ldots \right)
\]

\[
+ \left( \frac{\lambda_{\tilde{\phi}, k} \tilde{\mu}}{2} (\tilde{\rho} - \tilde{\rho}_{0,k})^2 + \ldots \right) + \ldots
\]

We neglect higher terms in this series and only keep track of the running of \( m_{\tilde{\phi}, k}^2, \lambda_{\tilde{\phi}, k} \) and \( \tilde{\alpha}_k \). Going beyond this basic set of parameters yields higher quantitative precision. Note that we neglect a possible scale dependence of the Yukawa coupling \( \lambda \). The initial conditions for the \( \tilde{\alpha} \) are set by \( \Gamma = S \) to be

\[
Z_\Lambda = A_\Lambda = 1, \quad m_{\tilde{\phi}, \Lambda}^2 = \nu_\Lambda - 2\mu, \quad \tilde{\alpha}_\Lambda = 0, \quad \tilde{\alpha}_\Lambda = -2, \quad \tilde{\rho}_{0,\Lambda} = 0.
\]

The vacuum flow of \( m_{\tilde{\phi}, k}^2 \), \( \lambda_{\tilde{\phi}, k} \) and \( \tilde{\alpha}_k \) allows for extracting the scattering length \( a \) which is related to the detuning from resonance \( \nu(B) \). Note that we define the detuning slightly different here than in Eq. (11) since it does not contain the chemical potential.

The ansatz in Eq. (C1) takes into account the important low momentum modes of the boson self-energy. To see this more clearly we expand the bosonic self-energy in the exact relation for the boson propagator

\[
\tilde{P}_\phi(Q) = \tilde{P}_{\phi,\Lambda}(Q) + \Sigma_\phi(q_0, q^2)
\]

\[
= \tilde{P}_{\phi,\Lambda}(Q) + \Sigma(0, 0) + i q_0 \frac{\partial \Sigma_\phi}{\partial q_0}(0, 0) + q^2 \frac{\partial \Sigma_\phi}{\partial q^2}(0, 0) + \ldots
\]

\[
= i Z q_0 + \frac{1}{2} A q^2 + \tilde{m}_\phi^2 + \ldots
\]

with the corresponding identification of \( Z, A, \) and \( \tilde{m}_\phi^2 \). We choose \( Z_\Lambda \) and \( A_\Lambda \) to be nonzero at the beginning of the flow. In fact, they are attracted immediately towards a fixed point with \( Z = A = 1 \) in the early stages of the renormalization group low [41]. Thus, choosing \( Z \neq 0 \) immediately provides for the correct ultraviolet regularization of Eq. (12). Of course, we can also choose \( Z_\Lambda = \varepsilon \) with sufficiently small \( \varepsilon > 0 \).

The fermions are treated perturbatively but in a momentum resolved fashion. Perturbatively here means that we neglect the feedback of the self-energy on the other running couplings. Of course, they can be implemented iteratively, thus enhancing the quantitative precision of the results. We have an additional flow equation for the fermion self-energy shown in Fig. 11. In the second line of the figure we replaced the full fermion propagator by the microscopic one, in accordance with our perturbative treatment. Note that all quantities on the right hand side of the flow equation in Fig. 11 are known to us and the fermionic self-energy can be readily integrated.

\[
\partial_t \tilde{l}^{-1} = \sum \tilde{\phi}^* \tilde{\phi} + \sum \tilde{\psi} \tilde{\psi}
\]

\[
\approx \sum \tilde{\phi}^* \tilde{\phi} + \sum \tilde{\psi} \tilde{\psi}
\]

FIG. 11: Flow equation for the fermion self-energy. The notation is chosen as in Fig. 10. The crossed circle indicates an insertion of \( R_k \) in the loop integral.

From Eq. (C1) we can read off the inverse propagators for the bosons and fermions at scale \( k \), which are, respectively, given by

\[
\tilde{P}_{\phi, k}(Q) = i Z_k q_0 + A_k q^2/2 + \tilde{m}_{\phi, k}^2,
\]

\[
P_{\psi, k}(Q) = i q_0 + q^2 - \mu,
\]

in the symmetric phase. We employ regulator functions

\[
R_{\phi, k}(Q) = A_k (k^2 - q^2/2) \theta(k^2 - q^2/2),
\]

\[
R_{\psi, k}(Q) = (k^2 \text{sgn}(\mu - q^2) - q^2 - \mu) \theta(k^2 - |q^2 - \mu|),
\]

which are optimized for a derivative expansion. Note that the functions \( R_k(Q) \) do not depend on the frequency \( g_0 \), which facilitates a semi-analytical treatment of several of the loop-expressions encountered in the following. In addition, we introduce the abbreviations

\[
\tilde{p}_{\phi, k}(q) = \frac{1}{A} \tilde{p}_{\phi, k}(q) = q^2/2 + m_{\phi, k}^2 + R_{\phi, k}(q^2),
\]

\[
\tilde{p}_{\psi, k}(q) = q^2 - \mu + R_{\psi, k}(q^2).
\]

We normalize the running couplings by \( A_k \) and define \( \lambda_k = Z_k/A_k, m_{\phi, k}^2 = \tilde{m}_{\phi, k}^2/A_k, \lambda_{\phi, k} = \lambda_{\phi, k}/A_k^2, \rho_0 = \rho_{0,k} A_k, \) and \( h_k^2 = h_{\phi,k}^2/A_k \). Note that this introduces a \( k \)-dependence of the Yukawa coupling \( h_k^2 \). Moreover, we define the anomalous dimension \( \eta_k = -\partial_t \ln A_k \), which substitutes the flow of \( A_k \).

Appendix D: Flow equation for the fermion self-energy and the contact

The effective average action is parametrized in terms of the mean fields \( \hat{\phi}_X \) and \( \hat{\psi}_X \), whereas the Schwinger functional is parametrized in terms of source fields. Both descriptions are equivalent and any mean field configuration, in particular with nonvanishing fermion expectation value, can be enforced by choosing an appropriate external source. Taking functional derivatives of \( \Gamma_k(\hat{\phi}, \hat{\psi}) \) with respect to the fields \( \hat{\phi}_X \) and \( \hat{\psi}_X \) serves for generating all on-particle irreducible correlation functions of the theory. In the same way, the flow equation (61) serves for generating the flow of all correlation functions.
We consider the inverse fermion propagator for a constant (and real) bosonic background field $\bar{\rho} = \delta^2 \phi$ and vanishing expectation value of the fermion mean field,

$$ G_{\psi,k}^{-1}(X,Y,\bar{\rho}) = \delta(\psi_A(X),\bar{\rho}) \Gamma_k \delta(\psi_B(Y),\bar{\rho}), \quad (D1) $$

where $\psi_A$ and $\psi_B$ is any of the four indices $(\psi_1, \psi_2, \psi_1^*, \psi_2^*)$, such that we arrive at a $4 \times 4$-matrix. In a homogeneous situation, via Fourier transformation

$$ \int_{X,Y} e^{iP_X e^{iP_Y} G_{\psi,k}^{-1}(X,Y,\bar{\rho}) = \delta(P + P') G_{\psi,k}(P,\bar{\rho}) \quad (D2) $$

we obtain the full inverse propagator $G_{\psi,k}^{-1}(P,\bar{\rho})$ in the presence of a background field $\bar{\rho}$.

The microscopic (or classical) inverse fermion propagator in the presence of a background field is given by

$$ G_{\psi,k}^{-1}(P,\bar{\rho}) = \begin{pmatrix} -h_\phi \delta \rho & -P_{\Lambda}(\bar{\rho}) \\ P_{\Lambda}(\bar{\rho}) & -h_\phi \delta \rho \end{pmatrix}. \quad (D3) $$

Herein, the fully antisymmetric tensor with two indices is denoted by $\varepsilon$. The physical self-energy is defined as the difference between the full (i.e., $k = 0$) inverse propagator and the classical one:

$$ \Sigma(P) = G_{\psi,k=0}^{-1}(P) - G_{\psi,k=0}^{-1}(P). \quad (D4) $$

Since for $k = 0$ the bosonic field can have a nonvanishing expectation value $\rho_{0,k=0}$, we make this definition more explicit by writing

$$ \Sigma(P) = G_{\psi,k=0}^{-1}(P,\rho_{0,k=0}) - G_{\psi,k=0}^{-1}(P,\rho_{0,k=0}). \quad (D5) $$

The most general form of the self-energy in the spin balanced case of equal chemical potentials for the hyperfine components can be parametrized by two complex-valued functions via

$$ \Sigma(P) = \begin{pmatrix} \Sigma_{\psi,an}(P) \varepsilon & -\Sigma_{\psi}(P) \\ \Sigma_{\psi}(P) & -(\Sigma_{\psi,an}(P))^* \varepsilon \end{pmatrix}. \quad (D6) $$

Eq. (D5) is readily extended to a scale-dependent fermion self-energy by defining

$$ \Sigma_k(P) = G_{\psi,k}(P,\rho_{0,k}) - G_{\psi,k}(P,\rho_{0,k}). \quad (D7) $$

Evaluating the self-energy for each $k$ on the expectation value $\rho_{0,k}$ of the bosonic field properly takes into account the fluctuations on different scales. As a result, the flow equation of the $(\psi_1, \psi_1)$-component of $\Sigma_k$ (i.e. the normal contribution) is given by

$$ \partial_t \Sigma_{\psi,k}(P) = (\eta_{\Lambda}(\rho_{0,k} + \partial_t \rho_{0,k}) \partial_q \Sigma_{\psi,k}(P,\rho_{0,k}) \\
+ \partial_t \bar{\rho} \Sigma_{\psi,k}(P,\rho_{0,k}) \quad (D8) $$

with RG-time $t = \ln(k/\Lambda)$ and normalized field $\bar{\rho} = \bar{\rho} A_k$. The derivative is performed for fixed $\bar{\rho}$. On the right hand side, the self-energy appears as a function of the background field, whereas the left hand side only depends on $k$ and $P$.

Within our truncation we have

$$ \left( \partial_t \bar{\rho} \Sigma_{\psi,k}(P,\rho_{0}) \right) = h_\phi^2 \int_Q \frac{\hat{R}_k(q^2)}{A} \left( \begin{array}{c} S^2 q_{0,B}^2 - 2iS q_{0,B} + \lambda \rho_{0} + p_\phi(q) - p_{\psi}^2(q) \\
\lambda \rho_{0} - p_\phi(q) + p_{\psi}(q + \bar{p}) \end{array} \right) \frac{\det^2(Q) \det_F(Q + P)}{\det_B(Q + P) \det_T(Q)} \\
- h_\phi^2 \int_Q \frac{\hat{R}_k(q^2)}{A} \left( \begin{array}{c} iS(q_{0,F} + \lambda \rho_{0}) - \lambda \rho_{0} - p_\phi(q + \bar{p}) \\
q_{0,F}^2 + 2q_{0,F} p_\phi(q) + h^2 \rho_{0} - p_{\psi}^2(q) \end{array} \right) \frac{\det^2(Q) \det_F(Q + P)}{\det_B(Q + P) \det_T(Q)} \quad (D9) $$

with $q_{0,B} = 2\pi nT$ and $q_{0,F} = 2\pi (n + 1/2)T$ being bosonic or fermionic Matsubara frequencies, respectively, and $\rho_{0} = 2\pi m_{1/2}T$. We introduced

$$ \det_B(Q) = S^2 q_{0,B}^2 + p_\phi(q) (p_\phi(q) + 2 \lambda \rho_{0}), \quad (D10) $$

$$ \det_F(Q) = q_{0,F} - p_{\psi}^2(q) + h^2 \rho_{0} \quad (D11) $$

and adopted the notation of Eqs. (C9) and (C10) for $p_{\psi,k}$ and $p_{\phi,k}$. The Matsubara summations can be performed analytically and we arrive at an explicit expression for the third term in the flow equation [D8].

The flow equation for $\Sigma_{\psi,k}(P)$ is valid for arbitrary values of $P$. For large $P$, the equation simplifies considerably and, eventually, allows to derive the renormalization group flow of the contact $C_k$. We restrict the following discussion to the first integral in Eq. (D9), which is responsible for the high momentum behavior. We have

$$ \frac{i(p_{0} + q_{0}) + p_\phi(Q + P)}{\det_F(Q + P)} \simeq \frac{1}{-ip_{0} + p^2 - \mu} \quad (D12) $$
for large $p^2$ and find
\begin{equation}
(\partial_t|\bar{\rho}\Sigma_{\psi,k})(P,\bar{\rho}) \simeq \frac{\langle \partial_t|\bar{\rho}\bar{c}_k(\bar{\rho}) \rangle}{P_{\psi,A}(-P)} (D13)
\end{equation}
with
\begin{equation}
(\partial_t|\bar{\rho}\bar{c}_k(\bar{\rho})) = h_\phi^2 \int \frac{\bar{D}\bar{q}(\bar{q})}{A} \times S^2 q_0^2 B - 2iSq_0 B + \bar{\lambda} \rho_0 (\bar{\lambda} \rho_0 + p_0(\bar{q})) - p_\phi^2(\bar{q}) \det B(Q) \frac{1}{\det B(Q) - 2S^2 \omega^2_{\phi,k} + 2\lambda^2 \rho^2_0}.
\end{equation}
\begin{equation}
= h_\phi^2 \int \frac{\bar{D}\bar{q}}{A} \sum_n \left( \frac{1}{\det B(Q) - 2S^2 \omega^2_{\phi,k} + 2\lambda^2 \rho^2_0} \right).
\end{equation}
For the definition of $\omega_{\phi,k}$ see Eq. (12).
We define the flowing contact according to
\begin{equation}
C_k = \frac{1}{4} c_k(\rho_{0,k}),
\end{equation}
where $c_k(\rho) := \bar{c}_k(\bar{\rho})$ is expressed in terms of the normalized field $\rho = \bar{\rho} A_k$. Since
\begin{equation}
c(k, \rho) = \bar{c}(k, \bar{\rho}(\rho, k))
\end{equation}
we have
\begin{equation}
\frac{\partial c}{\partial k} = \frac{\partial \bar{c}}{\partial \bar{k}} - \frac{\partial \bar{c}}{\partial \bar{\rho}}, \ \frac{\partial \bar{c}}{\partial \bar{\rho}} = \frac{1}{A_k} \frac{\partial \bar{c}}{\partial \rho}.
\end{equation}
From these two relations we deduce the flow equation for $c_k(\rho)$ in the presence of the $k$–dependent background field $\rho = A_k \bar{\rho}$ to be given by
\begin{equation}
(\partial_t|\bar{\rho}c_k(\bar{\rho})) = (\partial_t|\bar{\rho}c_k(\bar{\rho})) + \eta_A \frac{\partial c_k}{\partial \rho}(\rho).
\end{equation}
Thus we arrive at
\begin{equation}
\partial_t C_k = \frac{1}{4} \left( (\partial_t|\bar{\rho}c_k(\bar{\rho}_{0,k}) + (\eta_A \rho + \partial_t \rho_{0,k}) \frac{\partial c_k}{\partial \rho}(\rho_{0,k}) \right).
\end{equation}
We show that $\partial c/\partial \rho = h_\phi^2 + O(\Sigma_\psi)$. For this purpose we consider the limit of classical fermion propagators $P_{\psi,k}(Q) = P_{\psi,A}(Q) = q_0 + q^2 - \mu$. For the momentum distribution per species we have
\begin{equation}
n_{\psi,\psi \sigma} = - \left( T \sum_n P_{\psi,A}(-Q) P_{\psi,A}(-Q) + h_\rho^2 - \frac{1}{P_{\psi,A}(Q)} \right)
= T \sum_n P_{\psi,A}(Q) \left[ P_{\psi,A}(-Q) P_{\psi,A}(-Q) + h_\rho^2 \right]
\end{equation}
\begin{equation}
= T \sum_n P_{\psi,A}(Q) \left[ P_{\psi,A}(-Q) P_{\psi,A}(-Q) + h_\rho^2 \right]
\end{equation}
\begin{equation}
\approx \frac{h_\rho^2}{2 \sqrt{q^4 + h_\rho^2} (\sqrt{q^4 + h_\rho^2} + q^2)} \approx \frac{h_\rho^2}{4 q^4}.
\end{equation}
for large $q$, see Eqs. [24] and [50]. Whereas the Fermi–Dirac distribution decays exponentially for large $q$, a $q^2$–tail arises from the presence of a bosonic background field with contact parameter $C = h_\rho^2 \rho^2/4$. This completes the proof of
\begin{equation}
\frac{\partial c}{\partial \rho}(\rho, k) = h_\phi^2 + O(\Sigma_\psi).
\end{equation}
The flow equation for the contact becomes
\begin{equation}
\partial_t C_k = \left( \frac{h_\phi^2}{4} (\eta_A \rho_{0,k} + \partial_t \rho_{0,k}) \right) + \frac{h_\phi^2}{4} \int \frac{\bar{D}\bar{q}}{A} \sum_n \left( \frac{1}{\det B(Q) - 2S^2 \omega^2_{\phi,k} + 2\lambda^2 \rho^2_0} \right).
\end{equation}
The result of the Matsubara summation and the $\bar{q}$–integration is given in Eq. [41]. To clarify the relation between $\partial_t C_k$ and $\partial_t n_{\phi,k}$, we consider the scale–dependent density $n_k$ defined by
\begin{equation}
n_k = - \frac{\partial U_k}{\partial \mu}(\rho_{0,k}).
\end{equation}
For $k = 0$ we arrive at the physical density
\begin{equation}
n = \frac{\partial P(\mu, T)}{\partial \mu} = - \frac{\partial U(\mu, T, \rho_0)}{\partial \mu}
\end{equation}
with pressure $P(\mu, T)$. The corresponding flow equation is given by
\begin{equation}
\partial_t n_k = -\alpha_k(\eta_A \rho_{0,k} + \partial_t \rho_{0,k}) - \left( \partial_t \partial_t \bar{\rho} U_k \right)(\rho_{0,k}).
\end{equation}
We show that $\partial c/\partial \rho = h_\phi^2 + O(\Sigma_\psi)$. For this purpose we consider the limit of classical fermion propagators $P_{\psi,k}(Q) = P_{\psi,A}(Q) = q_0 + q^2 - \mu$. For the momentum distribution per species we have
\begin{equation}
n_{\psi,\psi \sigma} = - \left( T \sum_n P_{\psi,A}(-Q) P_{\psi,A}(-Q) + h_\rho^2 - \frac{1}{P_{\psi,A}(Q)} \right)
= T \sum_n P_{\psi,A}(Q) \left[ P_{\psi,A}(-Q) P_{\psi,A}(-Q) + h_\rho^2 \right]
\end{equation}
\begin{equation}
= T \sum_n P_{\psi,A}(Q) \left[ P_{\psi,A}(-Q) P_{\psi,A}(-Q) + h_\rho^2 \right]
\end{equation}
\begin{equation}
\approx \frac{h_\rho^2}{2 \sqrt{q^4 + h_\rho^2} (\sqrt{q^4 + h_\rho^2} + q^2)} \approx \frac{h_\rho^2}{4 q^4}.
\end{equation}
for large $q$, see Eqs. [24] and [50]. Whereas the Fermi–Dirac distribution decays exponentially for large $q$, a $q^2$–tail arises from the presence of a bosonic background field with contact parameter $C = h_\rho^2 \rho^2/4$. This completes the proof of
\begin{equation}
\frac{\partial c}{\partial \rho}(\rho, k) = h_\phi^2 + O(\Sigma_\psi).
\end{equation}
The flow equation for the contact becomes
\begin{equation}
\partial_t C_k = \left( \frac{h_\phi^2}{4} (\eta_A \rho_{0,k} + \partial_t \rho_{0,k}) \right) + \frac{h_\phi^2}{4} \int \frac{\bar{D}\bar{q}}{A} \sum_n \left( \frac{1}{\det B(Q) - 2S^2 \omega^2_{\phi,k} + 2\lambda^2 \rho^2_0} \right).
\end{equation}
The result of the Matsubara summation and the $\bar{q}$–integration is given in Eq. [41]. To clarify the relation between $\partial_t C_k$ and $\partial_t n_{\phi,k}$, we consider the scale–dependent density $n_k$ defined by
\begin{equation}
n_k = - \frac{\partial U_k}{\partial \mu}(\rho_{0,k}).
\end{equation}
For $k = 0$ we arrive at the physical density
\begin{equation}
n = \frac{\partial P(\mu, T)}{\partial \mu} = - \frac{\partial U(\mu, T, \rho_0)}{\partial \mu}
\end{equation}
with pressure $P(\mu, T)$. The corresponding flow equation is given by
\begin{equation}
\partial_t n_k = -\alpha_k(\eta_A \rho_{0,k} + \partial_t \rho_{0,k}) - \left( \partial_t \partial_t \bar{\rho} U_k \right)(\rho_{0,k}).
\end{equation}
We show that $\partial c/\partial \rho = h_\phi^2 + O(\Sigma_\psi)$. For this purpose we consider the limit of classical fermion propagators $P_{\psi,k}(Q) = P_{\psi,A}(Q) = q_0 + q^2 - \mu$. For the momentum distribution per species we have
\begin{equation}
n_{\psi,\psi \sigma} = - \left( T \sum_n P_{\psi,A}(-Q) P_{\psi,A}(-Q) + h_\rho^2 - \frac{1}{P_{\psi,A}(Q)} \right)
= T \sum_n P_{\psi,A}(Q) \left[ P_{\psi,A}(-Q) P_{\psi,A}(-Q) + h_\rho^2 \right]
\end{equation}
\begin{equation}
\approx \frac{h_\rho^2}{2 \sqrt{q^4 + h_\rho^2} (\sqrt{q^4 + h_\rho^2} + q^2)} \approx \frac{h_\rho^2}{4 q^4}.
\end{equation}
This is precisely the third term in the flow equation [D14] for $C_k$. We can summarize these findings in the generally valid relation

$$\partial_t C_k = -\frac{\hbar^2}{4\alpha_k} \left(-\alpha_k(\eta_A \rho_{0,k} + \partial_t \rho_{0,k}) + \partial_t n^{(U)}_{\phi,k}\right)$$

$$= -\frac{\hbar^2}{4\alpha_k} \left(\partial_t n_k - \partial_t n^{(U)}_{\phi,k}\right), \quad \text{(D32)}$$

where $n^{(U)}_{\phi/\psi,k}$ are contributions which arise from effects of bosonic/fermionic fluctuations on the effective potential and hence the density. In contrast, the term $-\alpha_k(\eta_A \rho_{0,k} + \partial_t \rho_{0,k})$ accounts for the nontrivial scaling of the renormalized propagator and the contribution from condensed bosons.

In the BEC limit, Eq. [D32] simplifies considerably. Indeed, following the flow of $C_k$ from $k = \Lambda$ to $k = 0$ we see that in the early stages of the flow, where $k$ is much larger than the many-body scales set by $\mu$ and $T$, the flow of $C_k$ is zero, because $\rho_{0,k} = 0$ and there are no bosonic fluctuations on high energy scales. Hence

$$\partial_t C_k = 0 \quad \text{for} \quad k \gg \mu^{1/2}, T^{1/2}. \quad \text{(D33)}$$

However, the flow of the prefactor $\hbar^2/\alpha_k = \hbar^2/\hbar_k$ is governed by the scale set by the scattering length $a^{-1}$. On the far BEC side, this quantity is large and these renormalization effects set in far above the many-body scales. At such high scales the vacuum relation $\hbar_k = -2Z_{\phi,k}$, with wave function renormalization $Z_{\phi,k}$ of the bosons, is valid. The relation stems from the appearance of the combination $Z_{\phi,k}(\partial_t - 2\mu)$ in the propagator due to semi-local U(1)–invariance and the symmetry preserving nature of the flow equation. One can show that the vacuum flow of $Z_{\phi,k}$ is solved by $Z_{\phi,k=0} = \hbar^2 a/32\pi$ on the BEC side [39], i.e.

$$-\frac{\hbar_k^2}{4\hbar_k} \rightarrow \frac{4\pi}{a} \quad \text{for} \quad k \gg \mu^{1/2}, T^{1/2}. \quad \text{(D34)}$$

This prefactor effectively enters the renormalization group equation of $C_k$ which takes place on the many-body scales and thus we can write

$$\partial_k C_k = \frac{4\pi}{a} \partial_k n_{\phi,k}. \quad \text{(D35)}$$

Due to the fact that there are no fermion fluctuations contributing to the density on the BEC side, we have $n_{\phi,k} = n_k$ and thus arrive at the well-known relation $C_{\text{BEC}} = 4\pi n/a$. The mean-field result $C_{\text{BEC}} = 4\pi n/a$ receives corrections from bosonic fluctuations, which are incorporated in the renormalization group flow.

**Appendix E: Perturbative contact from the equation of state**

We consider the perturbative BEC regime of the crossover, i.e. the region

$$(k_Fa)^{-1} \gg 1. \quad \text{(E1)}$$

Moreover, we restrict the considerations to the case of zero temperature. We closely follow Tan’s presentation in Ref. [8]. The energy density of the system (in the canonical variables) is given by the Lee–Huang–Yang expression

$$\frac{E}{V} = n_d \varepsilon_B + \frac{g_d}{2} n_d^2 \left(1 + \frac{128}{15\sqrt{\pi}} \sqrt{n_d a_d^3}\right). \quad \text{(E2)}$$

where $n_d$ is the number of dimer atoms, which is related to the density according to $n_d = n/2$ on the far BEC side, and $\varepsilon_B$ is the binding energy of a dimer. From Eq. [E1] we find the gas parameter $n_d a_d^3$ to be small. The coupling constant for the dimers is given by

$$g_d = \frac{4\pi a_d}{M_d} = 4\pi \kappa a, \quad \text{(E3)}$$

where we used that $M_d = 2M = 1$ and $a_d = \kappa a$. The dimensionless constant $\kappa$ relates the scattering length of dimers to the fermionic scattering length. The exact value of $\kappa$ is known to be 0.6 [60]. However, within our truncation we have $\kappa = 0.72$ from a solution of the vacuum problem [11]. We employ the latter value for consistency and emphasize that $\kappa$ is not a free parameter in our model. The energy density in terms of $n$ and $a$ is found to be

$$\frac{E}{V} = \frac{n}{2} \varepsilon_B + \frac{\sqrt{n\kappa a}}{3} \left(1 + \frac{32}{3\sqrt{2\pi}} \sqrt{n\kappa a}\right). \quad \text{(E4)}$$

We compute the chemical potential according to $\mu(n) = d(E/V)/dn$ and subtract half the binding energy to obtain the (positive) many-body chemical potential

$$\mu_{\text{mb}}(n) = \mu - \frac{\varepsilon_B}{2} = \pi \kappa n \left(1 + \frac{32}{3\sqrt{2\pi}} \sqrt{n\kappa a}\right). \quad \text{(E5)}$$

Inverting this relation to the same order of approximation we find

$$n(\mu_{\text{mb}}) = \frac{\mu_{\text{mb}}}{\pi \kappa a} \left(1 - \frac{32\kappa}{3\sqrt{2\pi}} \sqrt{\mu_{\text{mb}} a}\right). \quad \text{(E6)}$$

This is the equation of state in the grand canonical variables at $T = 0$ to leading order in the gas parameter $\sqrt{\mu_{\text{mb}} a}$.

By virtue of the adiabatic sweep theorem [2] we can derive an expression for the contact in the BEC regime. For this purpose we employ $\varepsilon_B = -1/Ma^2 = -2/a^2$. From Eq. [E4] we then find

$$C_{\text{BEC}} = \frac{4\pi n}{a} + \kappa \pi a^2 n^2 \left(1 + \frac{64}{3\sqrt{2\pi}} \sqrt{n\kappa a}\right). \quad \text{(E7)}$$

at zero temperature. By dividing by $k_F^4$ we obtain

$$C_{\text{BEC}} = \frac{4}{3\pi} (k_Fa)^{-1}$$

$$+ \frac{\kappa}{9\pi^2} (k_Fa)^2 \left(1 + \frac{64\kappa a^3}{3\pi \sqrt{6\pi}} (k_Fa)^3/2\right). \quad \text{(E8)}$$
Inserting the equation of state \( E_6 \) we arrive at
\[
\frac{C_{\text{BEC}}}{\mu_{\text{mb}}} = \frac{4}{\kappa} \left( \sqrt{\mu_{\text{mb}} a} \right)^{-2} \left( 1 - \frac{32\kappa}{3\pi \sqrt{2}} \sqrt{\mu_{\text{mb}} a} \right). \tag{E9}
\]

We now consider the asymptotic behavior on the BCS side. The equation of state at zero temperature is given by
\[
\frac{E}{V} = \frac{3}{5} k_F^2 n \left( 1 + \frac{10}{9\pi} k_F a \right). \tag{E10}
\]
We deduce for the chemical potential that
\[
\mu(k_F) = \frac{d E}{dn} = k_F^2 \left( 1 + \frac{4}{3\pi} k_F a \right), \tag{E11}
\]

The contact is found from
\[
C = 2\pi \frac{\mu}{d(-1/a)^2} = 4\pi^2 n^2 a^2. \tag{E12}
\]
Thus we have
\[
\frac{C_{\text{BCS}}}{k_F^4} = \frac{4}{9\pi^2} (k_F a)^2. \tag{E13}
\]
Inserting the equation of state \( k_F(\mu) = \sqrt{\mu} \) we then arrive at
\[
\frac{C_{\text{BCS}}}{\mu^2} = \frac{4}{9\pi^2} (\sqrt{\mu} a)^2. \tag{E14}
\]
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