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Abstract: This paper provides an overview of the literature concerning Seniors’ psychological perspective in exploiting assistive robots and the embodied conversational agents. The main theoretical models devoted to assess user’s technology acceptance are briefly reviewed along with a description of the main factors empirically found to be positively/negatively associated with Seniors’ acceptance level. Special attention is reserved to barriers generated by Seniors’ representations of social assistive technologies, such as, a stigma or threat to their autonomy, infantilization, privacy interferences, fear of dehumanization and isolation.
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1 Introduction

According to the United Nations, the number of people ages 65 and older will reach 2.1 billion by 2050 [1]. Luckily progress made in medicine and health care will help keep these Seniors healthy and in good shape mentally, even though physiological declines, such as, vision impairment, short-term memory problems and fine-motor deficits remain unavoidable. Depending on personal tendencies to react positively or negatively to life events and the severity of such impairments,
Seniors may react by isolating themselves and limiting relationships with friends and relatives. However, social isolation is associated with reduced well-being and depression [2, 3] and increased mortality [4]. Interventions are needed to prevent these negative consequences and social isolation itself.

One possibility consists of exploiting intelligent and socially believable ICT (Information Communication Technology) interfaces that support Seniors in living autonomously, simplifying their management of daily tasks and lightening workloads for caregivers. According to Shepherd [5]: “The Digital Era is characterized by technology which increases the speed and breadth of knowledge turnover ..., [and] ... has changed the way we live and work and ... healthcare relationship.” (pp. 1-3). Therefore, the development of the Digital Era implies that it’s possible to use technology such as robots, and virtual agents, to help those who require assistance for daily life activities.

However, little is known about Seniors’ interests in and willingness to interact with advanced assistive technologies in order to meet their needs. There is a general agreement that the successful incorporation of assistive social technologies in everyday life depends mainly on how the users perceive and accept them [6]. Robots and virtual agents may have to be adapted to meet users’ specific needs and even personalized according to his/her likes and dislikes [7].

This paper reviews the literature on advanced assistive technologies aiming to improve the lives of older people and increase their well-being. The focus is on assistive robots and embodied conversational agents, in order to provide a full description and understanding of Seniors’ psychological perspectives toward using such assistive technologies. The main theoretical models on user’s technology acceptance, are reviewed and described and the main factors found to be positively or negatively associated with older users’ acceptance are highlighted.

2 Understanding Seniors’ Psychological Perspectives: Acceptance and Associated Factors

For people who are older, accepting new technology (i.e., the extent they are willing to incorporate it into their lives) “is an adaptive negotiation between the improvements provided by the offered resource and the struggles required to allocate it into their personal environment” [8, p. 2] [9]. It is necessary to consider the functionalities offered, of course, but other aspects are also urgent to analyze: the emotions the device may arouse, the cognitive effort required for its effective use, the engagement it produces, and the associated costs of having it. The information system (IS) and information technology (IT) literature describe several technology-acceptance models, most of them conceptualized for adult users.
2.1 Main Acceptance Models

The existing acceptance models have been mostly based on theories in psychology and sociology, and despite differences in complexity and content, they were all employed with the goal of understanding, explaining and predicting factors influencing users’ acceptance and willingness to use certain technologies [10, 11].

The Technology Acceptance Model (TAM) [12] was developed in order to describe and comprehend potential users’ expectations regarding information technology. The TAM highlights two variables influencing acceptance: (i) perceived usefulness, defined as the degree to which an individual believes that using a particular system will enhance his/her performance and (ii) perceived ease of use, defined as the degree to which an individual believes that using a particular system will require little or no effort [12, 13]. According to this model, the degree of acceptance of a technological device is a directly connected to the efforts needed to use it for practical purposes and the individual gains derived from its use in facilitating the accomplishment of a given task. The TAM model has been applied to many different categories of technological devices and has collected strong empirical support [14, 15], thanks to its adaptability to a variety of domains.

However, TAM lacked several important psychological variables. To correct this, the model was extended as TAM2 in 2000 [14] with the addition of two theoretical constructs, namely social influence and cognitive instrumental processes, which affect the perceived utility of a technological device and the intention to use it. The social influence processes are conceptualized as subjective norms (i.e., the individual perception that friends and relatives think that the person should or should not adopt the behavior in question), willingness, and compliance with others’ opinions (i.e., the extent to which users perceive that their adoption decision is made willingly and is not mandatory), image, and social influence (i.e., the individual perception that adopting an innovative tool is a way to enhance his or her social status) [14].

The cognitive instrumental processes are theorized starting from the assumption that people derive their judgments of perceived usefulness by considering a system’s functional usefulness in relation to their needs to complete a particular task. In other words, people assess cognitively how important work goals are consequence of performing the work by using the system, and develop opinions regarding its perceived utility. In this context, four cognitive instrumental determinants are identified:

- Relevance for the task - Does the user perceive that the system in question applies to his/her task? To what degree does it apply?
- Level of quality - Does the system perform adequately to complete the identified task?
- Demonstrability - Are the system’s results tangible?
- Perceived ease of use

Essentially the TAM2 model accounted of theoretical mechanisms by which subjective norm can influence intentions to use a given system indirectly through the user’s perceived usefulness. In particular, the model considered effects of how the user’s perception that a significant referent utilizes the system leads herself to use it and how this perception changes during her own experience. It was hypothesized that the effects of the social influence weakened [14].

The extent to which the system’s social skills and physical appearance influence user’s acceptance were, however, neglected both in TAM and TAM2. Indeed, the user’s expectations of the social abilities and semblances of such robot/agent systems play a crucial role in their acceptance [10] and were considered the premise for developing further theoretical models to predict user acceptance.

The Unified Theory of Acceptance and Use of Technology (UTAUT) [15] was formulated as the result of a review and synthesis of eight theories/models of technology use. These include Fishbein and Ajzen’s theory of reasoned action [16]; Davis’s technology acceptance model [12, 15]; the motivational model [17]; the theory of planned behavior [18]; a model that integrates the technology acceptance model and the theory of planned behavior [12, 18]; the model of personal computer utilization [19]; the innovation diffusion theory by Rogers et al. [20]; and the Bandura’s social cognitive theory [21].

In the UTAUT model, four well-defined constructs are believed to have a significant role as direct determinants of user’s acceptance and usage behavior of a given technology. These include user’s expectation of performance (the degree to which the individual believes that using that particular system will result in gains in job performance); effort expectancy (the degree of system’s easiness of use the individual perceives); social influence (the degree to which one perceives that her family members and friends believe she should use the system); facilitating conditions (the degree to which the potential user believes to be supported by organizational and technical infrastructures for using the system). In particular, the model posits that social influence, performance expectations, and effort expectations will determine one’s behavioral intentions to utilize a technology, while behavioral intentions and facilitating conditions influence the degree of usage. Furthermore, UTAUT identified experience, willingness to use voluntarily, sex and age as moderate influencing factors in using a given technological system [15].

The UTAUT2 model extended UTAUT to a consumer context. To this aim, hedonic motivations (e.g., pleasure of using the technology), cost value (the cognitive trade-off between perceived benefits and expenses related to its use), and habits (the degree to which one engages in a behavior automatically thanks to learning) are integrated into the original model, as further determinants theorized
to influence user’s intentions and use behavior [11]. Similarly, individual differences (i.e., sex, age, user experience) have been confirmed as moderating the effects of these constructs on behavioral intentions and use of technology.

The Almere Model was proposed by Heerink and colleagues [22] and inspired by UTAUT. It addresses user acceptance of assistive technology, in particular the use of assistive “social” robots by older people. The model was developed starting with the assumption that traditional models of technology acceptance fail to consider variables related to social interaction with robots and were developed without considering older people as potential users [22, 23], as well as validated in workplace settings [24].

The Almere Model identified a combination of theoretical constructs as significant and potential determinants of the intent to utilize new technologies. These include anxiety, attitude toward using technology, facilitating conditions, social influences (from the UTAUT), and perceived usefulness and easiness of use (from the TAM). To these, the Almere Model added the constructs of perceived enjoyment, perceived sociability, and social presence (considered worth social robots), in addition to perceived adaptability, which is appropriate to account for when older people are involved [25]. In particular, perceived adaptability turned out to be specifically applicable to vulnerable people such as elders since they want a system to help them only when they need and is designed to adapt to their changing needs.

An assessment of the Almere Model showed that “perceived usefulness” and “attitude” are the system features that most significantly affect Senior’s intentions to use a robot. Age, sex, voluntariness, educational level and computer experience proved to be moderating factors in determining their acceptance [22, 26].

The Technology-to-Performance Chain Model (TPC) [27] affirms that the adoption of technology is a consequence of its specific utility and the ability/capability of the technology to align with the tasks it is expected to support (i.e., task–technology fit). The model stresses the importance of an effective match between a technology’s function and tasks the user wants to perform for gaining a performance impact from information technology.

The TPC model considers as factors affecting technology adoption: task’s characteristics (the activities the individual needs to perform to complete the task), features of the technology (the technological tools the individual uses to perform the task), individual characteristics (competence, motivation, and experience of the people using technologies in order to obtain assistance in performing tasks); task–technology fit (the level of assistance given by the technology in helping the individual to complete a set of tasks, namely the correspondence between task requirements, person’s abilities, and technology’s functionality); utilization (employing the technology to perform a task); and performance impact (individual’s accomplishment of a set of tasks) [10].
Beliefs about the consequences of use, affect toward use, social norms, and habit-facilitating conditions are considered precursors of the technology utilization. The feedback the individual acquires when using technology and her performance are identified as additional aspects influencing a person’s decision about using the system again [27].

The **Model of Acceptance of Technology in Households (MATH)** [28, 29], using the theory of planned behavior [18] as its theoretical framework, was developed to understand factors affecting the domestic adoption of a technology (e.g., buying and using a personal computer). The model identified three classes of constructs:

- **Attitudinal beliefs** (conceptualized as utilitarian outcomes) - These beliefs are related to personal utility, usefulness for children, and work-related usage, as well as to hedonic outcomes (how much enjoyment is derived, for using a personal computer) and social outcomes (involving any potential increase in prestige as a result of buying a personal computer for home use).

- **Normative beliefs** - Related to the influence that family members, friends, workplace colleagues and other sources, may have on the technology adoption.

- **Control beliefs** - Internal or external depending on whether they relate to personal abilities (such as, concerns about obsolescence due to the rapid technology advances, apprehension related to one’s beliefs regarding the skills and knowledge needed to use a personal computer, perceived easiness of use) or environmental factors (such as decreasing prices inhibiting the adoption of personal computers).

Brown and Venkatesh [28] proposed a theoretical extension of the MATH model integrating as demographic characteristics age, marital status, and child’s age, that can change throughout one’s lifespan and are considered to play moderating roles in the adoption of a technology.

To predict long-term engagement with a social agent, of significant interest is the attempt of Bickmore et al. [30] to exploit concepts proposed in the **investment model of personal relationships** for understanding the main processes involved in the maintenance of a relationship with an agent. The investment model, which is supported by empirical evidence [31, 32] was developed to explain engagement and commitment to close relationships.

According to the investment model, dependence upon and long-term orientation toward a relationship increases as a consequence of specific factors such as higher satisfaction, lower perceived quality of available alternatives, and greater investment size.

In line with this theory, Bickmore et al. [30] argued that individuals feel committed to a social agent because (1) they feel satisfied since the relationship...
provides rewards and does not involve significant costs (the user perceives that there are advantages related to interacting with the agent, e.g., they receive entertainment and/or useful information); (2) they have invested important resources in the relationship (the user view the system as an investment), and (3) their beliefs to have few available alternatives to their relationships. These factors all contribute to the user’s commitment to a long-term relationship with the agent as well as to increase the likelihood of using the system [30].

2.2 Main Factors Found to be Positively/Negatively Associated with Senior’s Acceptance of Social Agents and Robots

Literature examining acceptance of robots and social agents by Seniors has empirically supported the roles of most of the factors identified by the above-mentioned acceptance models in influencing and moderating user acceptance.

However, beyond such formalized theoretical models, several further variables, often grouped by specific categorizations, were proposed as being associated with Seniors’ acceptance.

De Graaf et al. [6] identified five main factors that may be considered to positively or negatively affect the elders’ willingness to use and entrust a relationship with social agents and robots in the domestic sphere. **Utilitarian factors**, exemplified as accessibility and usability (the easier to use people perceive the device, the higher will be their level of acceptance), practical benefits (e.g., facilitating care delivery, enhancing personal safety in one’s home, being a source for general information and health improvement), adaptability to the user’s needs. **Hedonic factors** such as enjoyment related to use, attractiveness (size, physical appearance, anthropomorphism, etc.), and social intelligence (related to the robot/agent’s ability to perform social behaviors, e.g., demonstrating traits associated with caring, intelligence, empathy, human-like communicative capacities, and companionship). **Context of use factors** such as social pressures, status gain, trust, privacy, previous experience, prior expectations, perceived behavioral control in relation to the data being recorded and stored. Situational factors, such as, the circumstances and the time of the day under which interactions with the agent/robot took place (influencing participants’ experiences), the location, the presence of others in the house, the user’s mood at the time of the interaction). **User characteristics factors** a such as age, sex, general level of interest in technology, and type of household. All of these factors will contribute to the domestication of the system (robot/agent), i.e. the long-term user acceptance of the assistive technology. Domestication requires an initial acquaintance of the system’s functions and interactive behaviors, the incorporation of it into user’s daily life, continued use of it, and the generation of ideas for future improvements.

According to De Graaf et al. [6] hedonic rather pragmatic motivations appear to have impact more on the elders’ acceptance of social assistive devices in their homes...
The roles of key moderating factors such as age and other sociodemographic variables, previous experience with technology, and user’s representation of assistive technology on long-term acceptance are examined in-depth in the following section.

2.2.1 Age and other Sociodemographic Factors

The impact of user’s age on the credibility and reliability of assistive social technologies is controversial and, despite its possibility of moderating the influence of all the factors considered as affecting user acceptance, age has received scant attention by the related literature [15].

In this context controversial results have been highlighted. A portion of the current literature attributed to Seniors the following characteristics:

- Being less willing to use assistive technology, with positive attitude decreasing as age increases [26, 33-36]
- Being suspicious of new technology (in contrast to younger people, who are more confident); having reservations about using robots/agents seen as futuristic advanced technologies that can be difficult to master, and potentially will produce changes in the socio-physical aspects of their home environment [33, 35, 37-39]
- Being reluctant and even opposed to technological advances accompanied by their being less technologically literate; having an aversion toward using such devices because incompatible with their “generational habitus” [38, 40]
- Fearing the use of robots/agents because of their not-knowing and not-mastering some technologies although some may have positive attitudes toward service robots to the extent the proposed assistive technology function without the user needing help from others or a large amount of training) [39]
- Being less inclined than younger people to adopt trial and error strategies when difficulties arise in operating the technology, and consequently seeking help of experts and feeling inappropriate themselves [9, 33, 35, 38]

On the other hand, other studies found no significant differences in regard to age and attitudes toward technology [41] and noted that one’s chronological age becomes less important than his or her need. That is, when users who are older have specific needs that a particular technological device can help them meet, their level of acceptance increases and negative effects related to age decrease and lose relevance [35, 38, 42, 43]. Conversely and in agreement with the TAM framework, if the elderly person fails to experience the assistive robot/agent as helpful or useful, is less likely to agree to its presence in the home [41].
Regarding technology acceptance and gender, with respect to men, women have been described as:

- Less likely than men to accept and use assistive technologies; men were found to have a more accepting attitude about robotic technology and its use [24, 34, 35, 44-46]
- Expecting that learning to use assistive technologies is more demanding [47]
- Being more skeptical and afraid of becoming dependent upon the assistive technology [35, 38]
- Preferring a greater distance between themselves and the robotic device and uncertain about talking to a nonhuman device [35, 38]
- Less inclined than men to anthropomorphize because they do not perceive the robot/agent as an autonomous person [35, 48]
- Being more conscientious in regard to monitoring their own health with the help of assistive technology [35, 36]
- Being interested in specific features of the robot [33, 49]

Conversely, other evidence described women as more interested than men in interacting with a robot/agent, viewing the robot as a human male, and having a more positive attitude toward establishing a relationship with a virtual companion [33, 50-52]. It was also found that some gender differences can be misleading without reference to age. [15].

In regard to educational level, people with lower levels of education have been described as less confident about their ability to master a novel device and as reporting greater resistance and negativity toward technology than those who had finished their high school education and those who had earned a college degree [9, 38]. Similarly, for older adults, more education was linked to greater acceptance in regard to using technology to solve everyday problems but with less openness in perceiving a robot/agent as a social entity [9, 26, 35]. However, other evidence does not support moderating effects of the education level on older users’ technology acceptance [53].

2.2.2 The Role of Experience with Technology

Direct experience or lack of familiarity with technology were described as playing relevant roles in influencing user attitude and preference regarding an assistive device [33, 35, 54, 55]. Being familiar with various forms of technology was found to affect users’ attitudes about these systems and increase their adoption of technology no matter of the age [26, 56-58].
Furthermore, users prior experience in using technology, is a deciding factor in their acceptance of new technological devices. This finding is considered as moderating the role of age and other sociodemographic variables [35]. In other words, it has been argued that those who are younger may be more likely than older individuals to accept robots/virtual agents since they are more familiar with them [35]. The moderating effect of having experience using technology hold true regarding gender and educational level as males usually have greater experiences using technology than females do, and similarly, those with less education seem to have less experience with technology [35]. Some research has confirmed that males who have had more experience with computers perceive robots as easy to use [26].

However, it should be noted that other evidence described no significant associations between user’s level of acceptance and willingness to use assistive technology and gender, education, age, or participants’ prior experience using technology, either in using a virtual agent [23] or using and interacting with assistive robotic technology [57, 59]. Such discrepancies among several studies demonstrates the complexity to isolate from these robot/agent human interactions the effects of sociodemographic and behavioral factors on user acceptance [35].

2.3 The Barrier of User’s Representation of Social Assistive Technology

A critical role in user’s acceptance is acknowledged to be the user’s technology device representation, which can serve as a barrier to the use of a new device in several ways.

2.3.1 Stigma, Threat to Autonomy and Infantilization

A significant impediment to user acceptance is the possibility to stigmatize the use of robots/agents [40]. This stigma derive from the belief of some Seniors that the needing to be assisted by a robot/agent can be interpreted as an emblematic aging, characterized by loneliness, and mental and/or physical declines [40, 60, 61]. This perception leads older individuals to refuse the use of social assistive technology striving to appear in good shape, active, and independent, i.e., not yet in need of an assistive device [35, 60, 62]. For these Seniors assistive technologies were considered to assist people handicapped, dependent on others, frail or ill, or living alone without family or friends to assist them [40].

In addition, some Seniors perceive assistive technology devices as threatening their autonomy and self-image [63]. This population fears that using assistive technology potentially reduces their current skills and abilities and induces dependence on machines [64]. Therefore these Seniors felt that being treated condescendingly by a machine which limits their executive control in relation to
daily as well as longer-term decisions diminishes or undermines their autonomy and result in an infantilization [63, 65]. As an example, some Seniors feel disheartening and encouraged to adopt regressive behaviors when proposed to use dolls or stuffed toys, regardless of their therapeutic potential [65, 66].

Additionally, there is evidence that Seniors prefer to keep doing things on their own, and manage tasks difficult for them using adaptation and/or compensatory strategies rather than depending on something that might prevent them from making an effort [40]. Even in the case of cognitive impairment, this attitude was found to prevent some participants from considering themselves as potential users of assistive technologies [67].

2.3.2 Control and Privacy

Accepting assistive technology is highly correlated with issues of control and privacy.

The need and feeling of being able to control the device and predict its behavior has been described as a variable playing a crucial role in user acceptance [61, 68].

Seniors described a virtual companion as being acceptable to them if it serves proactively as an assistant whose actions can be set by a timer or initiated by the user. To them the assistant must be unobtrusive and able to be deactivated when the user chose to do so [6, 23, 69]. Seniors wanted to be able to control the companion and accept to integrate it into their environment if it behaves reactively rather than proactively [23, 62].

Another problem is related to the user’s privacy because when a system is designed to assist the user in performing daily activities, the use of cameras or sensors is essential, but at the same time, the user’s privacy should be respected [10, 66]. Specifically, older adults were found to express concerns about the use of cameras and the possibility that their interactions with the assistive device might be recorded for others to view [23]. To this aim, Seniors expressed concerns about feeling watched and invaded in their privacy [40, 61]. For these reasons, several authors suggested that video cameras should be able to observe only a predefined and restricted area and sensors should be activated only by the user [62].

In addition, it is crucial for Seniors to be able to access the video recordings delete all or parts of the data at their will [6, 23].

2.3.3 Fear of Dehumanization and Isolation

Seniors fear the use of assistive devices if such devices are intended to replace human presence and reduce human social contacts thereby further isolating them from family and friends [37, 40, 58, 66, 69, 70]. Similarly, the lack of authenticity of a companion device could also explain the unwillingness of elderly persons to adopt assistive technologies [67]. In particular, Seniors were found to express
reluctance about using assistive devices that were perceived as having inauthentic expressions and offering artificial interactions [70]. As a result, even Seniors well-disposed to using robotic and virtual agent assistants, when asked to choose, expressed clear preferences for human assistance for specific tasks such as those related to personal care, taking medications, and leisure activities [71-73].

Evidence suggested that the capacity of a virtual assistant to interpret a user’s moods or emotions is negatively seen by Seniors which attributed these abilities uniquely to humans [23]. As consequences of these feelings, Seniors frequently expressed fears, regarding the dehumanization of our society, in terms of changing the fundamental role of humans, threatening the uniqueness of each person while caring of vulnerable people [40, 67, 70].

2.4 How to Assess a User’s Attitude and Level of Acceptance

Considering the many differences among older persons, any design for a successful assistive device, as well as which type of device is selected, can be determined only after an accurate assessment of the potential user’s needs and preferences, as well as her daily living arrangements [74]. Several critics remarked that professionals involved in creating and producing assistive technological devices, neglect to solicit the input of their end users relying on subjective, biased, and skewed interpretation of the feelings and requirements of the target population thus having a negative impact on the device’s design [35, 60].

Therefore, there is a critical need to survey elderly persons and accurately represent their requirements, expectations, and values in regard to emergent technologies aiming to assist them. Doing so can undoubtedly provide valuable information about how Seniors conceptualize these assistive devices and which design may be successfully adopted [75, 76]. In order to understand beneficial functionalities and meeting Seniors daily needs in the application domain a combination of quantitative data-collection methods, direct observations, semi-structured interviews, focus groups, were adopted [40].

Quantitative methods have produced several questionnaires and user-opinion measures to explore Seniors’ perceptions, attitudes, and expectations about assistive devices.

The TAM measurement scale [12] measures two variables hypothesized to be determinants of technology usage, i.e., perceived usefulness (PU) and perceived ease of use (PEOU). These two constructs were each measured through 6 items exemplified in the form of statements expressing the respondent’s likelihood to adopt a given behavior toward the assistive device being assessed. Each respondent’s answer is measured by through two, 7-point Likert scales, one with likely–unlikely endpoint adjectives and the other, reversed in polarity, with improbable–probable endpoints. This questionnaire was adapted in one study to
measure user acceptance of a robotic system by evaluating the PU and PEOU of different functionalities offered by the proposed robot [77].

The TAM2 measurement scale comprises 26 items measuring four constructs encompassed in the TAM2 model, namely intention to use (2 items), perceived usefulness (4 items), social influence (including subjective norms, 2 items), voluntariness (3 items), image (3 items), and instrumental cognitive processes (including job relevance, 2 items), output quality (2 items), results’ demonstrability (4 items), and perceived easiness of use (4 items) [14]. All items were measured on a 7-point Likert scale, from 1 = strongly disagree, 2 = moderately disagree, 3 = somewhat disagree, 4 = neither disagree nor agree, 5 somewhat agree, 6 = moderately agree, to 7 = strongly agree.

The UTAUT questionnaire was based on 7 constructs: performance expectancy (4 items), effort expectancy (4 items), attitude toward using technology (4 items), social influence (4 items), facilitating conditions (4 items), self-efficacy (4 items), anxiety (4 items), and intention to use (3 items) [15]. All items were measured on a 5-point Likert scale, asking participants to indicate their level of agreement to statements from 1 = strongly disagree, to 5 = strongly agree.

The items were adapted by several authors, and the original 31 items were modified on the basis of the aims of their studies [15, 45, 46].

The subsequently extension UTAUT2, substituted for the constructs of anxiety attitude toward using technology and self-efficacy, the constructs of hedonic motivations (3 items), price values (3 items), and habits (4 items) which were considered more appropriate factors affecting technology acceptance. The final questionnaire was composed of a 29 items measured (except for the “use behavior” item, which was not specified) with a seven-point Likert scale, ranging from "strongly disagree" to "strongly agree" [11].

The above questionnaires and associated theories from which they developed do not account of users’ ages and in particular do not consider either Seniors as end users, or assistive technologies such as robots and virtual assistants.

The Almere model aimed to assess users’ acceptance of assistive social robots designed for elder-care environments [25]. The questionnaire was based on 13 constructs: anxiety, attitude towards technology, facilitating conditions, intention to use, perceived adaptiveness, perceived enjoyment, perceived ease of use, perceived sociability, perceived usefulness, social influence, social presence, trust and intention to use. So far, it is the only psychological scale that purports to assess users’ perceptions of social robots in human–robot interactions specifically considering Seniors [22, 25]. All the 41 items are measured on a 5-point Likert-type scale ranging from 1 to 5 (totally disagree, disagree, don’t know, agree, totally agree). Higher scores indicate higher acceptance [25].
It should be noted that, while the final version of the questionnaire was being developed, questions concerning acceptance and relying upon the above-mentioned constructs were adopted in several studies [24, 40]. In addition, modified versions of the original questionnaire referring to several of the constructs theorized in the Almere model were used to assess elderly users’ acceptance of an assistive social-agent system [61, 78].

The **Person-Robot Complex Interactive Scale** (PRCIS) was proposed to investigate human – robot interactions; it considers human diversity as well as diversity among types of robotic systems [79, 80].

The PRCIS has four sections: two consider the instructor’s evaluation and two target the participant’s assessment. The two sections aiming to assess the instructor’s overall evaluation of human–robot interactions, use a multiple-choice scale. This scale considers facets of participant’s behaviors, from disruptive to interactive, overall verbal and nonverbal intensity of communication, engagement level, and prevailing mood. In particular, the instructor assesses the participant’s individual communication style with the robotic device assessing parameters associated to the nonverbal interactions (including tactile and manipulative patterns), the participant’s verbal responses (whether and to what degree she interacts with the robot using words or utterances), and emotional aspects of the participant’s communicative interactions (positive or negative reactions to the robot’s behavior).

The two sections involving the participant’s evaluation of the robotic system consider participant’s likes and dislikes of the robot interactional abilities, novelty of the experience, evaluation of the system’s features, identified advantages and drawbacks of the system, and any prior experiences with this type of technology.

All of the PRCIS’s subscales take into consideration negative and positive displays and measure behaviors using a 5-point Likert-type assessment. Moreover, the use of open-ended questions provides the opportunity to express feelings on the perceived pros and cons of the robotic system [79, 80].

The **Robot Attitude Scale** (RAS) comprises 12 dimensions designed to measure respondents’ attitude toward robotic systems rated on a scale from 1 to 8: safeness/danger of the robotic system, reliability/unreliability, friendliness/unfriendliness, simple/complicated, usefulness/uselessness, strong/fragile, interesting/boring, trustworthy/untrustworthy, advanced/basic, easy to use/difficult to use, and helpful/unhelpful). Lower scores represent more-positive perceptions [33, 59, 81].

The **Negative Attitude Towards Robots Scale** (NARS) [82, 83] was developed to assess respondents’ general attitudes about robotic systems (before human–robot interaction studies were conducted with the respondents). This scale has 14 items categorized as three subscales: negative attitude toward situations and interactions (6 items); negative attitude toward robots’ social influence (5 items); and negative attitude toward emotional interactions with robots (3 items) [78].
The **Robot Anxiety Scale** (RAS) [83, 84] was developed to determine and measure state-like anxiety that may be evoked by robots in real and imaginary human robot interaction situations. This scale comprises 11 items grouped into three subscales: anxiety toward communication capacity of robots (3 items); anxiety toward behavioral characteristics of robots (4 items); and anxiety toward discourse with robots (4 items).

The **Perception to Humanoid Scale** (PERNOD) comprises 33 items designed to measure people’s impressions of a humanoid robot. This humanoid-oriented scale is based on five fundamental dimensions: familiarity, utility, motion, controllability, and toughness [85].

The **Godspeed Questionnaire Series** measures users’ opinions and perceptions of a robot on 5 constructs: anthropomorphism (5 items), animation (6 items), likeability (6 items), perceived intelligence (5 items), and perceived safety (3 items). The items in the different categories were interleaved and a 5-point Likert-type scale was used [86].

The **Robot Opinion Questionnaire** was developed to evaluate Seniors’ attitudinal acceptance of robots. It is a revision of the TAM technology-acceptance scale that is specific to robots. The questionnaire has 12 items measured by a 7-point Likert-type scale (1 = extremely unlikely, 4 = neither unlikely nor likely, 7 = extremely likely). Sample items include: “My interaction with a robot would be clear and understandable”; “I would find a robot useful in my daily life”; and “Using a robot would make my daily life easier” [72].

Several studies adopted measurement tools from social and clinical psychology in order to assess user–agent relationships. These scales are described below.

The **Comfort from Companion Animals Scale** is a 11-item questionnaire, designed to measure respondents’ attachment to the comfort they perceive in reflection on from a pet robot exploited as companion [87]. This scale is generally used to evaluate people’s close companionship with their pets. It was then considered useful also for measuring similar feelings toward virtual pets or pet-like robots [88]. The level of agreement/disagreement toward the 11 items was measured on a 4-point Likert-type scale ranging from strongly agree (4 points) to strongly disagree (1 point).

The **Lexington Attachment to Pets Scale** (LAPS) [89] is a 23-item questionnaire originally designed for evaluating attachment to pets. The 23 items are grouped into three subscales (general attachment, people substitution, and animal rights/animal welfare) and was appropriately modified for evaluating people’s attachment toward interactive robotic pets [90].

The **Companion Animal Bonding Scale** [91] is an 8-item behavioral scale evaluating child–animal interactions. It evaluates the acceptance of a robot an in-home companion by Seniors living independently at home (i.e., aging in place) [92].
The **Working Alliance Inventory** (WAI) is a questionnaire used in psychotherapy to assess the quality of a client–therapist relationship [93, 94]. It consists of 36-items exemplified into three constructs: a) bond, establishing the degree of liking and trust between the assistants and people in need (e.g., “My relationship with [name of virtual agent] is very important to me”); b) task, considering the degree of both helper and receiver in performing therapeutic tasks (e.g., “The things that [name of virtual agent] is asking me to do/ don’t make sense”); and c) goal, assessing the extent the assistant and assisted person agree on the goals of the therapy (e.g., “[name of virtual agent] perceives accurately what my goals are”). The WAI items have been slightly modified in order to be appropriate for referring to a robotic device. For example, the statement “I understand (person) and she understands me” was modified as “I understand [name of virtual agent] and she understands me, at least in the best way she can.” [95].

The **Positive and Negative Affect Schedule** (PANAS) was used to measure positive/negative emotions during a human–robot device interaction. PANAS consists of 10 positive and 10 negative words related to emotions (e.g., enthusiastic, afraid, etc.) rated on a 5-point scale from “very slightly or not at all” to “very much”. The respondent’s rate the PANAS words in response to the question: How do you currently feel about using a health care robot? [59, 96]

A modified version of the **Social Interaction Scale** [97] was used to evaluate participants’ ratings of their level of enjoyment while interacting with a robotic device. Specifically, participants were asked to indicate how much they enjoyed this interaction; how was it was smooth, natural, and relaxing; their desire to interact with the device again; the extent to which the interaction was forced, strained, or awkward; the extent to which they feel to control the interaction with the device; how intimate they perceived the interaction; the extent to which the interaction was satisfying, pleasant. [44, 97].

The dyadic interaction paradigm developed by Ickes et al. [98] to assess interactions between human dyads was adapted to collect users’ (not necessarily older users) thoughts and feelings during interaction with a robotic device [96]. The frequencies, valence (positive or negative) and content of each thought and feelings were evaluated [99].

In addition, human acceptance of virtual agents and robots as well as user preferences, perceptions, opinions, levels of satisfaction, and perception of attractiveness and engagement with such agents have been also investigated using single or multi-item scales, questionnaires with multiple-choice and open-ended questions, and semi-structured interviews developed ad hoc according to the aims of the particular research [6, 10, 23, 30, 39-41, 59, 64, 67-72, 93, 95, 100-113].

Similarly, focus group interviews or recordings of human–agent interactions were exploited as methods for exploring how users envision their interactions with...
robotic assistants or investigate opinions and expectations of older people about their appearance and functions [23, 61, 62, 67, 68, 70, 81].

**Conclusions**

An accurate and personalized evaluation of Seniors’ needs, psychological functioning and current life context is required to successfully incorporate assistive social technologies in Seniors’ everyday life. Currently, there is no clear vision of which Seniors’ expectations concerning robot characteristics and how to personalize/customize social assistive technology configurations, fits all possible application’s scenarios [61]. Therefore, highly flexible systems need to be implemented. The complex interactions among sociodemographic, and cultural factors, such as personal experience with technology, preferences, robot’s appearance, usefulness, costs and cognitive efforts for robot uses entail the demand of a deep and accurate analysis of each use case, in order to achieve Seniors’ acceptance of such devices [35].

Particular attention should be devoted to the stigma derived from associating physical and cognitive declines, dependence on others, frailty and illness to the use of robots/agents, as well as, threatening their autonomy and self-image.

The major risk is infantilization and loss of dignity. Seniors fear that assistive devices limits their executive control and undermine their autonomy. To overcome these feelings, Sharkey [114] proposed the “capability approach.” This approach allows for the identification of situation where robotic devices can potentially enhance Seniors’ dignity by expanding their capabilities to autonomously handle daily activates and be engaged in social relationships. Therefore, any intelligent autonomous system that has been implemented to assist elders must be equipped with functionalities that do not mishandle their intelligence but supports their well-being. These functionalities must provide a sense of physical security, support different experiences, provide care for recreation activities and encourage sensory experiences, ideas and creativity [63, 114]. Similarly, appropriate countermeasures for data protection, security and privacy must be accounted for, to ensure Seniors’ acceptance and incorporate such technologies into their home environments [63, 115].
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