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Abstract
We study eigenvalues along periodic cycles of post-critically finite endomorphisms of \( \mathbb{CP}^n \) in higher dimension. It is a classical result when \( n = 1 \) that those values are either 0 or of modulus strictly bigger than 1. It has been conjectured in [Van Tu Le. Periodic points of post-critically algebraic holomorphic endomorphisms. Le (Ergodic Theory Dyn Syst 1–33, 2020)] that the same result holds for every \( n \geq 2 \). In this article, we verify the conjecture for the class of weakly post-critically finite all the way down maps which was introduced in Astorg (Ergodic Theory Dyn Syst, 40(2):289–308, 2020). This class contains a well-known class of post-critically finite maps constructed in [Sarah Koch. Teichmüller theory and critically finite endomorphisms. Koch (Adv Math 248:573–617, 2013)]. As a consequence, we verify the conjecture for Koch maps.
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1 Introduction

Let \( f : X \to X \) be a holomorphic endomorphism of a connected complex manifold \( X \). The critical set \( C(f, X) \) consists of points \( x \) where the derivative \( D_x f \) is not invertible. The post-critical set \( PC(f, X) \) is defined as

\[
PC(f, X) = \bigcup_{j \geq 1} f^j(C(f, X)).
\]

We shall write \( C(f) \), \( PC(f) \) instead of \( C(f, X) \), \( PC(f, X) \) when \( X \) is clearly stated. The map \( f \) is called post-critically finite, or PCF for short, if \( PC(f, X) \) has finitely many irreducible components. A point \( z \in X \) is a periodic point of period \( m \) if \( f^m(z) = z \) and \( m \) is the smallest
positive integer satisfying such a property. An eigenvalue of \( f \) along a periodic point \( z \) of period \( m \) (or along the cycle of \( z \)) is an eigenvalue of the derivative \( D_{z^m} f \).

When \( X = \mathbb{C}P^1 \), it is a classical result that the eigenvalue along a periodic cycle of a PCF rational map is either 0 or of modulus strictly bigger than 1. The result relies on the local study in a neighborhood of a periodic cycle, which is far from being fully understood in higher dimension. The author proposed the following conjecture generalizing this fact.

**Conjecture A** Let \( f : \mathbb{C}P^n \rightarrow \mathbb{C}P^n, n \geq 2 \) be a post-critically finite endomorphism of degree \( d \geq 2 \) and \( \lambda \) be an eigenvalue of \( f \) along a periodic cycle. Then, either \( \lambda = 0 \) or \( |\lambda| > 1 \).

Conjecture A has been proved when \( n = 2 \) and when the cycle is outside the post-critical set in any dimension. The main challenge lies in the case when the cycle is inside the post-critical set, especially when it belongs to a singular invariant irreducible component. However, even when all the periodic components in the post-critical set are smooth, the conjecture remains open. In [1], Astorg introduced a class of so-called weakly post-critically finite all the way down maps (see Definition 3.2). Roughly speaking, this class of maps consists of PCF maps whose post-critical sets have only smooth periodic components and the restrictions of each maps on those periodic components are also weakly PCF all the way down. Using an additional condition, Astorg indirectly verified the conjecture for at least one eigenvalue (see [1, Theorem B]). In this article, we prove the conjecture for the class of weakly PCF all the way down without any condition.

**Theorem 1.1** Let \( f : \mathbb{C}P^n \rightarrow \mathbb{C}P^n, n \geq 2 \) be a post-critically finite endomorphism of degree \( d \geq 2 \) and \( \lambda \) be an eigenvalue of \( f \) along a periodic cycle. If \( f \) is weakly post-critically finite all the way down, then either \( \lambda = 0 \) or \( |\lambda| > 1 \).

As a consequence, we are able to verify the conjecture for the class of PCF maps constructed in [9]. The special case of eigenvalues at fixed points of Koch maps induced by post-critically finite unicritical polynomials was studied in [11]. In [6], Huguin independently studies the dynamics of Koch maps. In particular, he shows explicitly that they are PCF all the way down and obtains more precise information about their eigenvalues along periodic cycles and, thus, also verifies the conjecture for Koch maps.

### 2 Eigenvalues of holomorphic germs with smooth invariant hypersurfaces

We start by proving two local results which will be helpful later and might be of independent interest. Its concern the eigenvalues of a holomorphic germ at 0 under the presence of an invariant hypersurface which is smooth.

**Proposition 2.1** Let \( f : (\mathbb{C}^n, 0) \rightarrow (\mathbb{C}^n, 0), \gamma : (\mathbb{C}, 0) \rightarrow (\mathbb{C}^n, 0) \) be non-constant holomorphic germs and \( \Gamma \) be a germ of a smooth hypersurface at 0. Assume that \( \Gamma \) is invariant under \( f \), i.e., \( f(\Gamma) \subset \Gamma \), and \( \gamma((\mathbb{C}, 0)) \notin \Gamma, f \circ \gamma \subset \Gamma \). Then,

\[
\text{Spec } (D_0 f) = \text{Spec } (D_0 f|_{\tau, \Gamma}) \cup \{0\}.
\]
Proof We can choose a local coordinate $x = (x_1, \ldots, x_n)$ such that $\Gamma = \{x_n = 0\}$.

Since $f(\Gamma) \subset \Gamma$, the germ $f$ has an expansion of the form

$$f(x) = \begin{pmatrix} A & * \\ 0 & \lambda \end{pmatrix} x + (g_1(x), \ldots, g_{n-1}(x), x_n h(x))$$

where $g_i(x) = O(\|x\|^2)$, $h(x) = O(\|x\|)$ and $A \in M(n-1, \mathbb{C})$ such that $\text{Spec}(A) = \text{Spec}(D_0f|_{T_0\Gamma})$. We need to show that $\lambda = 0$.

In the coordinate $x$, the germ $\gamma : (\mathbb{C}, 0) \rightarrow (\mathbb{C}^n, 0)$ is of the form $\gamma = (\gamma_1, \ldots, \gamma_n)$. Since $f \circ \gamma \subset \Gamma$, we have

$$\lambda \gamma_n + \gamma_n h \circ \gamma \equiv 0.$$

The hypothesis $\gamma((\mathbb{C}, 0)) \not\subset \Gamma$ implies that $\gamma_n \not\equiv 0$. Hence,

$$\lambda + h \circ \gamma \equiv 0.$$

Note that $h, \gamma$ are non-constant and the expansion at 0 of $h$ and $\gamma$ have no constant terms. Therefore, $\lambda = 0$. \hfill \Box

**Proposition 2.2** Let $f : (\mathbb{C}^{n+1}, 0) \rightarrow (\mathbb{C}^{n+1}, 0)$ be a proper holomorphic germ and $\Gamma_1, \Gamma_2$ be two distinct germs at 0 of smooth hypersurfaces which are invariant under $f$ such that $T_0\Gamma_1 = T_0\Gamma_2$. Denote by $\lambda$ the eigenvalue of the linear endomorphism of $T_0\mathbb{C}^{n+1}/T_0\Gamma_1$ induced by $D_0f$. Then, there exist an integer $d \geq 1$ and $\mu_1, \ldots, \mu_d \in \text{Spec}(D_0f|_{T_0\Gamma_1})$ such that

$$\lambda = \prod_{i=1}^d \mu_i.$$

Note that $\mu_1, \ldots, \mu_d$ in the statement of Proposition 2.2 are not necessarily distinct.

Proof We can choose a local coordinate $(x, x_{n+1}) = (x_1, \ldots, x_n, x_{n+1})$ such that $\Gamma_1 = \{x_{n+1} = 0\}$. Since $T_0\Gamma_2 = T_0\Gamma_1 = \{x_{n+1} = 0\}$ and $\Gamma_2 \not\equiv \Gamma_1$, by Implicit function theorem (see [7, Proposition 1.1.11]), there exists a holomorphic germ $\varphi : (\mathbb{C}^n, 0) \rightarrow (\mathbb{C}, 0)$ such that

$$(x, x_{n+1}) \in \Gamma_2 \Leftrightarrow x_{n+1} = \varphi(x). \tag{2.1}$$

Moreover, $\varphi$ has an expansion of the form

$$\varphi(x) = P_d(x) + O(\|x\|^{d+1})$$

where $P_d(x)$ is a homogeneous polynomial of degree $d$ for some $d \geq 2$.

Since $f(\Gamma_1) \subset \Gamma_1, f$ has an expansion of the form

$$f(x, x_{n+1}) = \begin{pmatrix} A & \nu \\ 0 & \lambda \end{pmatrix} \begin{pmatrix} x \\ x_{n+1} \end{pmatrix} + \begin{pmatrix} (g_1, \ldots, g_n)(x, x_{n+1}) \\ x_{n+1} h(x, x_{n+1}) \end{pmatrix}$$

where $\nu \in \mathbb{C}^n, g_i(x, x_{n+1}) = O(\|x, x_{n+1}\|^2)$, $h(x, x_{n+1}) = O(\|x, x_{n+1}\|)$ and $A \in M(n, \mathbb{C})$ satisfies that $\text{Spec}(A) = \text{Spec}(D_0f|_{T_0\Gamma_1})$. Our objective is to relate $\lambda$ and $\text{Spec}(A)$.

Let $(z, \varphi(z))$ be a point in $\Gamma_2$. Then, $f(z, \varphi(z))$ is of the form
\[
\begin{align*}
f(z, \varphi(z)) &= \begin{pmatrix} A & \nu \\ 0 & \lambda \end{pmatrix} \begin{pmatrix} z \\ \varphi(z) \end{pmatrix} + \begin{pmatrix} (g_1, \ldots, g_n)(z, \varphi(z)) \\ \varphi(z)h(z, \varphi(z)) \end{pmatrix}
\end{align*}
\]

Since \( f(\Gamma_2) \subset \Gamma_2 \), by (2.1), we have
\[
\lambda \varphi(z) + \varphi(z)h(z, \varphi(z)) = \varphi(Az + \nu \varphi(z) + (g_1, \ldots, g_n)(z, \varphi(z))).
\]

(2.2)

Recall that \( \varphi(z) = P_d(z) + O(\|z\|^{d+1}) \). By comparing the homogeneous terms of degree \( d \) in the expansion at 0 of both sides of (2.2), we deduce that
\[
\lambda P_d = P_d \circ A.
\]

Then, the conclusion of Proposition 2.2 is a direct consequence of the following linear algebra lemma which is due to Huguin. \( \square \)

**Lemma 2.3** Let \( A : \mathbb{C}^n \to \mathbb{C}^n, n \geq 1 \) be a linear endomorphism, \( P_d : \mathbb{C}^n \to \mathbb{C} \) be a homogeneous polynomial of degree \( d \geq 1 \) which is not identically zero and \( \lambda \in \mathbb{C} \) be such that
\[
\lambda P_d = P_d \circ A.
\]

Then, there exist \( \mu_1, \ldots, \mu_d \in \text{Spec}(A) \) such that
\[
\lambda = \prod_{i=1}^{d} \mu_i.
\]

**Proof of Lemma 2.3** There exists a multilinear symmetric function \( \Phi : (\mathbb{C}^n)^d \to \mathbb{C} \) such that for all \( x \in \mathbb{C}^n, P_d(x) = \Phi(x, \ldots, x) \). We can use the following equivalent expression (see [14])
\[
\Phi(x_1, \ldots, x_d) = \frac{1}{d!} \sum_{J \subset \{1, \ldots, d\}} (-1)^{d-|J|} P_d(\sum_{j \in J} x_j)
\]

(2.3)

and \( \lambda P_d = P_d \circ A \) to deduce that
\[
\Phi(A(x_1), \ldots, A(x_d)) = \lambda \Phi(x_1, \ldots, x_d).
\]

Let \( (e_1, \ldots, e_n) \) be a basis of \( \mathbb{C}^n \) such that the matrix of \( A \) in this basis is upper triangular. For \( j \in \{0, \ldots, n\} \), set \( F_0 = \{0\} \) and \( F_j = \text{Span}(e_1, \ldots, e_j) \). Then for every \( j \in \{1, \ldots, n\} \), there exist \( \mu_j \in \text{Spec}(A), e_j \in F_{j-1} \) such that
\[
A(e_j) = \mu_j e_j + e_j.
\]

We equip \( \{1, \ldots, n\}^d \) with the lexicographic order. Since \( P_d \) is not identically zero, so is \( \Phi \). Hence, there exists the minimal multi-index \( (j_1, \ldots, j_d) \in \{1, \ldots, n\}^d \) such that \( \Phi(e_{j_1}, \ldots, e_{j_d}) \neq 0 \). In particular, for all \( (k_1, \ldots, k_d) \in \{1, \ldots, n\}^d \)
\[
(k_1, \ldots, k_d) < (j_1, \ldots, j_d) \Rightarrow \Phi(F_{k_1} \times \ldots \times F_{k_d}) = 0.
\]

(2.4)

We have
\[
\lambda \Phi(e_{j_1}, \ldots, e_{j_d}) = \Phi(A(e_{j_1}), \ldots, A(e_{j_d})) = \Phi(\mu_{j_1} e_{j_1} + e_{j_1}, \ldots, \mu_{j_d} e_{j_d} + e_{j_d}).
\]
Note that $e_{j_d} \in F_{j_d-1}$. By expanding the right-hand side of the last equality and using (2.4), we have

$$\lambda \Phi(e_{j_1}, \ldots, e_{j_d}) = \prod_{k=1}^{d} \mu_{j_k} \Phi(e_{j_1}, \ldots, e_{j_d}).$$

Since $\Phi(e_{j_1}, \ldots, e_{j_d}) \neq 0$, we have $\lambda = \prod_{k=1}^{d} \mu_{j_k}$. □

We can see the conclusion of Proposition 2.2 follows directly from Lemma 2.3.

3 Periodic points of weakly post-critically finite all the way down

We recall the notion of weakly PCF all the way down which was introduced in [1].

**Definition 3.1** Let $f : X \to X$ be a PCF endomorphism of connected complex manifold. Set $f_0 := f, \Omega_0 := X, P_0 := PC(f, X)$. The following notions are defined inductively on $m \geq 0$:

- $\Omega_{m+1}$ is the union of $f_m$-periodic irreducible components of $P_m$ and $k_m$ is the least common multiple of the periods.
- $f_{m+1}$ is the restriction of $f^{k_m}_m$ on $\Omega_{m+1}$.
- If every irreducible component of $P_m$ is smooth, $P_{m+1}$ is the union of the post-critical sets of $f_{m+1}$ restricted to each irreducible component of $\Omega_{m+1}$.

**Definition 3.2** Using the same notations as the definition above.

- If for some $k \in \mathbb{N}$, the restriction of $f_m$ on each irreducible component of $\Omega_m$ is PCF for every $m \leq k$, then we say $f$ is PCF of order $k + 1$.
- If $f$ is PCF of order $\dim X$, we say that $f$ is PCF all the way down.
- If for all $k \leq \dim X - 1$, the restriction of $f_m$ to each irreducible component of $\Omega_m$ is either unbranched or PCF, then we say that $f$ is weakly PCF all the way down.

**Remark 3.3** Let $f : X \to X$ be a PCF endomorphism of a connected complex manifold.

(1) The function $f$ is then PCF of order 1 and vice versa. However, if $f$ is PCF of order 2, then necessarily the periodic irreducible components of $PC(f)$ are smooth hypersurfaces. Note that it does not exclude the existence of singular irreducible components of $PC(f)$ which are preperiodic to a cycle of smooth components. For example, the following PCF map of $\mathbb{C}P^2$, which is due to Rong in [13], $[z : w : t] \mapsto [z^d - w^{d-1}t : -w^d : -t^d], d \geq 2$ is not PCF of order 2 since it has a periodic critical curve of period 2 which is singular (see also [4, 5, 8] for another way to define PCF all the way down in dimension 2).

(2) It follows from the definition that if $f$ is (weakly) PCF all the way down, then for every $k < \dim X - 1$, the restriction of $f_m$ to each irreducible component of $\Omega_m$ is also (weakly) PCF all the way down.
It is therefore natural to work with the restriction of an endomorphism \( f : X \rightarrow X \) to an irreducible invariant analytic set. In our setting, we are particularly interested in the restriction of an endomorphism of \( \mathbb{C}P^n \) on an invariant irreducible algebraic set. We employ the notion of polarized endomorphisms of projective algebraic sets. Polarized endomorphisms are originally defined in more general settings, see [3]. However, the extra technicalities are not needed for our proof. Hence, we use the following definition.

**Definition 3.4** Let \( X \) be a smooth algebraic set of \( \mathbb{C}P^n \). An endomorphism \( f : X \rightarrow X \) is called a polarized endomorphism of \( X \) if there exists an endomorphism \( F : \mathbb{C}P^n \rightarrow \mathbb{C}P^n \) of degree at least 2 such that \( F(X) = X \) and \( F|_X = f \).

We need to extend the main results of [10] to the case of polarized endomorphisms of smooth projective algebraic sets.

**Theorem 3.5** Let \( f : X \rightarrow X \) be a polarized endomorphism of a smooth projective algebraic set \( X \) and \( \lambda \) be an eigenvalue of \( f \) along a periodic point \( z \in X \). Assume that \( f \) is weakly post-critically finite, i.e., \( f \) is either unbranched or post-critically finite.

a. If \( z \not\in PC(f) \), then \( |\lambda| > 1 \).

b. If \( z \in \text{Reg} PC(f) \) and \( \lambda \) is an eigenvalue of
\[
Df : T_zX|_{T,f(PC(f))} \rightarrow T_zX|_{T,f(PC(f))},
\]
then either \( \lambda = 0 \) or \( |\lambda| > 1 \).

The proof follows by almost the same proof of [10, Theorem 1.3, Proposition 4.1], except for a mild modification in the first case a. when \( f \) is unbranched. For the sake of completeness, we include here the strategy and we refer the readers to [10] for more details.

**Sketch of the proof** By lifting to homogeneous coordinates in \( \mathbb{C}^n \), we can assume that: \( X \) is an algebraic cone in \( \mathbb{C}^n \) for some \( n \geq 2 \) such that \( X \setminus \{0\} \) is smooth and \( z \in X \setminus \{0\} \), there exists a regular homogeneous polynomial endomorphism \( F : \mathbb{C}^n \rightarrow \mathbb{C}^n \), i.e., \( F^{-1}(0) = \{0\} \), such that \( F(X) = X, F|_X = f \). In particular, \( f \) inherits several important properties of \( F \) as a regular polynomial endomorphism, see [10, Proposition 3.2].

Assume that \( z \not\in PC(f) \). Note that if \( f \) is unbranched, then \( PC(f) = \emptyset \). We proceed by the following steps.

**Step 1** Set \( X^* = X \setminus PC(f) \) and let \( \pi : \tilde{X} \rightarrow X^* \) be a universal covering. Since \( f : f^{-1}(X^*) \rightarrow X^* \) is a covering, by the homotopy lifting property, there exists a map \( g : \tilde{X} \rightarrow \tilde{X} \) such that
\[
f \circ \pi \circ g = \pi,
\]
and \( g \) fixes a point \([z]\) such that \( \pi([z]) = z \). The point \([z]\) represents the homotopy class of constant paths in \( X^* \) at \( z \) and locally \( g \) is the continuation along paths of the unique inverse branch of \( f \) which fixes \( z \). In particular, \( g \) is holomorphic and \( \lambda^{-1} \) is an eigenvalue of \( D_{[z]}g \).

**Step 2** The family \( \{g^j : \tilde{X} \rightarrow \tilde{X}\} \) is normal. This can be proved thanks to the following observation. Let \( U \subset X^* \) be an open simply connected neighborhood of \( z \) and \( h_j : U \rightarrow X^*, j \geq 1 \) be the local inverse branch of \( f^j \) fixing \( z \), then every limit map
$h = \lim_{k \to \infty} h_j$ takes values in $X^*$. Indeed, since $X$ is closed, $h(U) \subset X$. If $f$ is unbranched, then $X^* = X$ and hence $h(U) \subset X^*$. If $f$ is post-critically finite, then $h(U) \subset X^*$ by Hurwitz’s theorem, see [10, Lemma 3.5]. The first consequence of this fact is that $|\lambda| \geq 1$. We shall proceed by contradiction. Suppose that $|\lambda| = 1$.

**Step 3** The normality of $\{g^j, j \geq 1\}$ and the assumption $|\lambda| = 1$ imply the existence of a center manifold $M$ in $\tilde{X}$ which is semi-linearizable. More precisely,

- $M \neq \emptyset$ is a closed complex submanifold of $\tilde{X}$.
- $g|_M : M \to M$ is an automorphism.
- $[z] \in M$ and $T_{[z]}M$ is the sum of eigenspaces associated with eigenvalues of $Df$ which are of modulus 1.
- $\pi(M)$ is bounded in $\mathbb{C}^n$.
- There exists a holomorphic map $\Phi : M \to T_{[z]}M$ such that $\Phi([z]) = 0, D\Phi = Id$ and
  \[ D_{[z]}g \circ \Phi = \Phi \circ g. \]

In particular, $\lambda$ is not a root of unity.

**Step 4** Let $v \in T_{[z]}M$ be an associated eigenvector of $\lambda$ and $\mathbb{C}v$ the complex line of direction $v$ in $T_{[z]}M$. Denote by $\Gamma$ the irreducible component of $\Phi^{-1}(\mathbb{C}v)$ containing $[z]$. Then, we can prove that $\Gamma$ is smooth and the map

$$\Phi|_\Gamma : \Gamma \to \Phi(\Gamma) = \mathbb{D}(0, R)$$

is a biholomorphism with $R \in (0, +\infty)$. Let us sum up the construction by the following diagram.

\[
\begin{align*}
\mathbb{D}(0, R) \xleftarrow{\phi} \Gamma \subset T_{[z]}M \xleftarrow{\phi} M \xrightarrow{\pi} \tilde{X} \xrightarrow{\pi} X^* \\
\xleftarrow{\phi} \leftarrow \quad \leftarrow \quad \leftarrow \quad \leftarrow \quad \leftarrow \\
\mathbb{D}(0, R) \xleftarrow{\phi} \Gamma \subset T_{[z]}M \xleftarrow{\phi} M \xrightarrow{\pi} \tilde{X} \xrightarrow{\pi} f^{-1}(X^*) \subset X^* \\
\end{align*}
\]

**Step 5** Set $\tau = \pi \circ (\Phi|_\Gamma)^{-1} : \mathbb{D}(0, R) \to \pi(M)$. Since $\pi(M)$ is bounded in $\mathbb{C}^n$, the radial limit

$$\tau_\theta = \lim_{r \to R} \tau(re^{i\theta})$$

exists for almost every $\theta \in [0, 2\pi)$. It follows from [10, Proposition 3.17] that if $\tau_\theta$ exists then $\tau_\theta \in PC(f) = X \setminus X^*$. We have two cases.

- If $f$ is unbranched then $PC(f) = \emptyset$, i.e., $\tau_\theta$ cannot exist. This yields a contradiction.
- If $PC(f) \neq \emptyset$, then $PC(f)$ is defined by a holomorphic map $Q : X \to \mathbb{C}$. The map $Q \circ \tau$ has vanishing radial limit almost everywhere on the boundary; hence, $Q \circ \tau \equiv 0$. In particular, $Q \circ \tau(0) = 0$, which implies that $z \in PC(f)$. This is a contradiction to the assumption that $z \notin PC(f)$.
Hence, the proof is complete for the case \( z \notin PC(f) \). The second case follows the same lines using the \((X^*, z)\)—homotopy introduced in [10, Section 4].

We are ready to the main theorem about eigenvalues of polarized endomorphisms which are weakly PCF all the way down.

**Theorem 3.6** Let \( f : X \to X \) be a polarized endomorphism of a smooth projective algebraic set \( X \) and \( \lambda \) be an eigenvalue of \( f \) along a periodic cycle. If \( f \) is weakly post-critically finite all the way down, then either \( \lambda = 0 \) or \( |\lambda| > 1 \).

**Proof** We proceed by induction on the dimension of \( X \). If \( \dim X = 1 \), by Riemann–Hurwitz formula, \( X \) has genus zero or one. In both cases, the theorem is classical (see [12] or [10, Section 5]). Assume that the theorem is true for all polarized weakly post-critically finite all the way down endomorphisms of smooth projective algebraic sets of dimension at most \( k - 1 \). Replacing \( f \) by a high enough iterate, we can assume that \( \lambda \) is an eigenvalue of \( f \) at a fixed point \( z \in X \) and every periodic irreducible component of \( PC(f) \) is invariant. We want to prove that

\[
\text{Spec} \ Df \subset \overline{D}^c \cup \{0\}
\]

where \( \overline{D}^c = \{ \lambda \in \mathbb{C} | |\lambda| > 1 \} \).

Thanks to Theorem 3.5, we can assume that \( z \in PC(f) \) and let \( \Gamma \) be an invariant irreducible component of \( PC(f) \) containing \( z \). By Remark 3.3 (1), \( \Gamma \) is a smooth hypersurface in \( X \). By induction hypothesis and Remark 3.3 (2), we have

\[
\text{Spec} \ Df|_{\Gamma} \subset \overline{D}^c \cup \{0\}. \tag{3.1}
\]

If \( z \in \text{Reg} \ PC(f) \), then the result is proved by using Theorem 3.5 b. and (3.1). If \( z \in \text{Sing} \ PC(f) \), then \( z \) belongs to the intersection of \( \Gamma \) with another irreducible component \( \Sigma \) of \( PC(f) \). Note that \( \Sigma \) is not necessarily in \( \Omega_1 \). In particular, \( \Sigma \) can be singular at \( z \). By passing to some iterate, we have three cases. Note that these cases are not mutually exclusive.

1. \( \Sigma \subset \Omega_1 \); \( \Sigma \) and \( \Gamma \) intersect transversally, i.e., \( T_z \Gamma \neq T_z \Sigma \). Then, obviously \( \text{Spec} \ (Df) = \text{Spec} \ (Df)|_{\Gamma} \cup \text{Spec} \ (Df)|_{\Sigma} \), and hence, the results follow from induction hypothesis.
2. \( \Sigma \subset \Omega_1 \); \( \Sigma \) and \( \Gamma \) intersect tangentially, i.e., \( T_z \Gamma = T_z \Sigma \). We can conclude by applying Proposition 2.2 and (3.1)
3. \( f(\Sigma) = \Gamma \). We wish to apply Proposition 2.1. More precisely, we need a holomorphic \( \gamma : (\mathbb{C}, 0) \to (\Sigma, z) \) such that \( \gamma((\mathbb{C}, 0)) \not\subset \Gamma \). In order to obtain such a map, we choose an open neighborhood of \( z \) and a local coordinate \( (x_1, \ldots, x_{\dim X}) \) centered at \( z \) and \( \Gamma \cap U = \{ x_1 = 0 \} \). Let \( E \) be a hyperplane passing through \( z \) so that the orthogonal projection \( \sigma : \Sigma \to E \) is proper (see [2, Lemma 1, § 3.4]). Then, \( \sigma(\Sigma \cap \Gamma) \) is an analytic set in \( E \). In particular, \( \sigma(\Sigma \cap \Gamma) \) is nowhere dense in \( E \). Hence, we can find a complex line \( L \) such that \( L \not\subset \sigma(\Sigma \cap \Gamma) \). Let \( \Delta \) be an irreducible component of \( \sigma^{-1}(L) \) containing \( z \). Then, \( \Delta \not\subset \Gamma \). Let \( \gamma : (\mathbb{D}, 0) \to (\Delta, z) \) be the Puiseux parameterization. Then, \( \gamma((\mathbb{C}, 0)) \not\subset \Gamma \) and \( f \circ \gamma((\mathbb{C}, 0)) \subset (f(\Sigma), z) = (\Gamma, z) \). Hence, we can apply Proposition 2.1 and conclude the proof by using (3.1).
Since every endomorphism of $\mathbb{CP}^n$ is polarized by definition, Theorem 1.1 follows immediately from Theorem 3.5. Finally, let us consider the conjecture for a PCF map $f$ constructed by Sarah Koch in [9]. A remarkable property of $f$ is that $PC(f)$ is a union of projective hyperplanes. Consequently, $f$ is PCF all the way down (see [1, Corollary 1]). Thus, we can apply Theorem 1.1 and the conjecture is proved for the map $f$.
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