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**Abstract**

A widely used approach to mathematically describe the atmosphere is to consider it as a geophysical fluid in a shallow domain and thus to model it using classical fluid dynamical equations combined with the explicit inclusion of an \(\epsilon\) parameter representing the small aspect ratio of the physical domain. In our previous paper \(^1\) we proved a weak convergence theorem for the polluted atmosphere described by the Navier-Stokes equations extended by an advection-diffusion equation. We obtained a justification of the generalised hydrostatic limit model including the pollution effect described for the case of classical, east-north-upwards oriented local Cartesian coordinates. Here we give a two-fold improvement of this statement. Firstly, we consider a meteorologically more meaningful coordinate system, incorporate the analytical consequences of this coordinate change into the governing equations, and verify that the weak convergence still holds for this altered system. Secondly, still considering this new, so-called downwind-matching coordinate system, we prove an analogous strong convergence result, which we make complete by providing a closely related existence theorem as well.
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1 Introduction

A local domain on the surface of the rotating Earth is often described in what is called the geophysical rotating frame, i.e. in a Cartesian coordinate system where the $x, y, z$ axes represent the directions towards east, north, and upwards, respectively. This is a widely used coordinate system choice because in this specific system the rotation vector, and as a consequence, the Coriolis force takes a simpler form. However, for modelling wind and pollution effects in the atmosphere there is another naturally distinctive viewpoint for fixing the orientation of the coordinate system: the introduction of the notions of downwind and crosswind, and to match the horizontal axes according to these meteorological parameters (see [18]).

Migrating convergence results from one of the above described coordinate systems to the other is not trivial: as a result of an additional $\epsilon$ term in the downwind-matching scenario, certain boundedness and regularity features that are satisfied for the geophysical rotating frame are at the same time not valid for the downwind-matching Cartesian coordinate system.

In [15] we have proved a weak convergence theorem for the case of the classical north-west oriented coordinate system — the first main part of the present article is dedicated to show that this result still holds true in the downwind-matching coordinate system assuming some medium-level changes in the initial and boundary conditions. The theorem we will migrate between these two coordinate systems is focused on the polluted atmosphere as a shallow domain. Incorporating the shallowness into the model via introducing the

$$\epsilon = \frac{\text{characteristic depth}}{\text{characteristic width}}$$

shallowness parameter, in [15], we have proved the theoretical correctness of the hydrostatic approximation for the combination of a three-dimensional velocity function and a pollution concentration function. Specifically, we have showed that any weak solution of the shallow polluted atmosphere converges weakly to a weak solution of the so-called primitive equations representing the hydrostatic limit model. In the first part of this article our goal is to verify an analogous version of this convergence theorem for the case of the more considerately chosen downwind-matching coordinate system. As in this scenario the advection is dominant compared to diffusion effects along the $x$ axis, this approach on the one hand naturally contributes to the simplification of the limit model. On the other hand it brings an additional $\epsilon$ term in the Laplacian of the concentration equation, and along with this the challenge of proving a weak convergence result for the product of the vertical velocity and the concentration. The difficulty is due to the phenomenon of the $\|\partial_1 c\epsilon\|$ term being replaced by $\|\sqrt{\epsilon} \partial_1 c\epsilon\|$ in the energy inequality, where $c\epsilon$ is the pollution concentration. As the a priori estimates extracted from the energy inequality serve as fundamental building blocks
of the proof, having a weakened, $\epsilon$-including version of one of the estimates has significant consequences for the verification process — we lose the strong convergence of the concentration function. This issue is overcome by using a more regular initial horizontal velocity function, namely $\mathbf{u}_{h0} \in H^1$. The stronger initial regularity will naturally result in a $\mathbf{u}^\epsilon$ function with stronger regularities, allowing us to pass to the field of strong solutions for the velocity part of the solution, and thus will compensate the lost $H^1$ regularity of the concentration function $c^\epsilon$.

In the second part of this article we investigate the connection between the anisotropic and hydrostatic models of the polluted atmosphere on the level of strong solutions. The downwind-matching coordinate system and the set of modelling equations we work with are essentially identical to those defined in part one — what separates the two main sections is the quality of the convergence we are able to state. We begin the second part of this paper by examining in detail what modifications and changes are necessary in the model so that we can prove a convergence theorem analogous to that formulated in the first part, but stated for the case of strong solutions this time. The higher order of derivatives due to considering strong solutions would mean more complicated integral terms on the domain’s boundary, hence in this case we describe a method (see also [8]) that justifies the definition of a domain that is periodic not just along the horizontal variables, but in the vertical direction as well (note that this, considering the natural structure of the atmosphere, is not trivial). Concerning the regularity of the initial data, our proofs require $c_0$ to be in $H^2$ and $\mathbf{u}_{h0}$ to be in $H^3$, the relatively high regularity of the initial horizontal velocity is necessary due to the presence of the additional $\epsilon$ multiplier in the $K_x$ diffusion term. In other words, similarly to the phenomenon described for the weak solutions, in this case we also need to tailor our proofs carefully at the points where the downwind-matching coordinate choice affects the estimates: it is these modifications that require higher level of regularities. In more detail, following otherwise standard procedures of multiplying the equations by Laplacians and integrating in space, in this specific coordinate system we obtain only $\epsilon \| \partial_{11} c^\epsilon \|$ on the equation’s left-hand side. We overcome this issue by constructing different types of estimates where the $\epsilon$-free $\partial_{11} c^\epsilon$ term does not appear in the final bound, and by exploiting the increased $H^3$ regularity of $\mathbf{u}_{h0}$ which guarantees an increased regularity for the velocity solutions as well.

This paper is organised in the following way. In Section 2 we describe the downwind-matching coordinate system, the physical model of the polluted atmosphere and the scaling leading to the hydrostatic equations. In Section 3 we state and prove the main convergence result regarding weak solutions, while in Section 4 we elaborate the analogous result for strong solutions. Finally, in order to make the strong convergence result of the latter section complete, we prove an existence theorem on strong solutions regarding the hydrostatic system in the Appendix.
We end up this section with some notations we will use through the paper.

1.1 Notations

i) $\epsilon = \frac{\text{characteristic depth}}{\text{characteristic width}}$ = the aspect ratio,

ii) $\nu = \text{viscosity},$

iii) $\Omega^\epsilon, \Omega = \text{the original and the rescaled (\epsilon-independent) domain, respectively},$

iv) the constant $a$ denotes the height of the domain (with the flexibility that depending on the case this could either mean the three-dimensional domain is composed as $\Omega_2 \times [0, a]$ or $\Omega_2 \times [-a, a]$),

v) $\nabla$ stands for the gradient vector; specifically, $(\partial_x, \partial_y, \partial_z)$ before, and $(\partial_1, \partial_2, \partial_3)$ after rescaling,

vi) $\nabla_{\nu} = \left(\frac{\nu_1}{2} \partial_x, \frac{\nu_1}{2} \partial_y, \frac{\nu_1}{2} \partial_z\right)$ on $\Omega^\epsilon$, $\nabla_{\nu} = \left(\nu_1^{1/2} \partial_1, \nu_2^{1/2} \partial_2, \nu_3^{1/2} \partial_3\right)$ on the rescaled domain $\Omega$,

vii) $\Delta_{\nu}$ stands for the anisotropic Laplacian operators $\nu_x \partial^2_{xx} + \nu_y \partial^2_{yy} + \nu_z \partial^2_{zz}$ and $\nu_1 \partial^2_{11} + \nu_2 \partial^2_{22} + \nu_3 \partial^2_{33}$ on the original and rescaled domains, respectively,

viii) $g$ represents the force due to gravity, which also includes the centrifugal effect,

ix) $\phi = \text{the gravity potential term, i.e. } g = \nabla \phi,$

x) $\omega$ represents the Earth rotation angular speed,

xi) $\phi = l(y) = \text{latitude, } f = \text{the module of the Earth rotation vector}$

xii) $\alpha = -2f \sin(\theta) \cos(\phi), \beta = 2f \cos(\theta) \cos(\phi), \gamma = 2f \sin(\phi),$

xiii) $K$ represents the diagonal diffusion matrix,

xiv) $(\cdot, \cdot) = \text{the scalar product in } L^2(\Omega)^d, d \geq 1 \text{ or the duality } L^p(\Omega), L^{p'}(\Omega),$

xv) $u_h = \text{the horizontal velocity components } (u_1, u_2),$

xvi) $\Delta_d = K_2 \partial^2_{22} + K_3 \partial^2_{33}$

xvii) $\nabla_d = (\partial_2, \partial_3)$ $(d \text{ stands for directions in which we have diffusion)},$

xviii) $L^p_t L^q_x$ is the abbreviated notation for $L^p(0, T; L^q(\Omega)),$
2 The model for the polluted atmosphere

The key point of this new model is to integrate some of the main ideas of the Gaussian plume dispersion model into the system describing the polluted atmosphere. The cardinal assumption these dispersion models typically use is that advection is more dominant than diffusion along the downwind direction. In order to mathematically grasp these concepts and build them into our model, we begin by fixing the local Cartesian coordinate system to be adjusted to the downwind direction, i.e. \( z \) is oriented upwards, while \( x \) is the downwind, and \( y \) is the crosswind direction.

The next step is to obtain a set of equations that describe the pollution phenomenon in the atmosphere, specifically including the information that the domain we work on is shallow.

Here the original \( \Omega^\epsilon \) domain we consider is a local slice of the atmosphere written in Cartesian coordinates:

\[
\Omega^\epsilon = \{(x, y, z) \in \mathbb{R}^3; (x, y) \in \Omega_2, 0 < z < \epsilon \cdot a \},
\]

where \( \Omega_2 \) is a Lipschitz-domain in \( \mathbb{R}^2 \), and \( a \) is a positive constant. We highlight that we are working on a simplified domain where a flat terrain is assumed below the atmosphere; in other words – as \( a \in \mathbb{R}^+ \) implies – for simplicity we ignore hills and slopes on the ground.

After setting the domain, we start with the original set of equations

\[
\begin{align*}
\partial_t v + (v \cdot \nabla)v - \Delta v + \nabla q + 2\omega \times v &= g \quad \text{in } \Omega^\epsilon \times (0, T) \quad (2) \\nabla \cdot v &= 0 \quad \text{in } \Omega^\epsilon \times (0, T) \quad (3) \\
\partial_t P + v \cdot \nabla P &= \nabla \cdot (K \nabla P) + Q \quad \text{in } \Omega^\epsilon \times (0, T), \quad (4)
\end{align*}
\]

where the fluid velocity is denoted by \( v \), the function \( P \) represents the pollutant concentration and \( q \) the pressure.

Now, for each space coordinate in the domain given by (1) and all variables in equations (2) - (4) we introduce a set of scaling equations. These allow us to pass from the \( \epsilon \)-dependent \( \Omega^\epsilon \) original domain to an \( \epsilon \)-free \( \Omega \) domain. On the other hand, the \( \epsilon \) shallowness parameter will be explicitly present in the momentum and convection-diffusion equations themselves.

The complete set of rescaling equations are a result of two different steps motivated by two separate aspects of the model: the shallowness of the domain and the concept of downwind.
Firstly, we consider the consequences of shallowness. Each of the scaling equations defined below can be heuristically deduced from the typical physical dimension of the respective quantities. Specifically, we remind that viscosity constants have physical dimensions $[\nu_x] = \text{typical length}^2 / \text{typical time}$, and the same holds for diffusivity (see also [6], [7], [15]). In detail, we use the following scaling identities to arrive to the rescaled model.

\begin{align*}
  x &= x_1, \quad y = x_2, \quad z = \epsilon x_3, \\
  v_x &= u'_1, \quad v_y = u'_2, \quad v_z = \epsilon u'_3, \\
  \nu_x &= \nu_1, \quad \nu_y = \nu_2, \quad \nu_z = \epsilon^2 \nu_3, \\
  K_y &= K_2, \quad K_z = \epsilon^2 K_3, \\
  P &= \frac{1}{\epsilon} c^\epsilon, \quad Q = \frac{1}{\epsilon} s^\epsilon, \quad q = p^\epsilon
\end{align*}

(5)

Strictly speaking, here we also use $K_x = K_1$, but as the second step of the rescaling process focuses on this parameter, we keep the $K_x$ notation in the first step.

Now we are ready to take into account the effect of the coordinate choice itself. As diffusion is negligible compared to advection effects in the downwind direction, we have

$$|u_1 \partial_1 c| \gg |K_x \partial_{11}^2 c|,$$

which leads us to introducing the new scaling identity

$$K_x = \epsilon K_1.$$  

(6)

**Remark 1.** Rigorously speaking, technically we have two different small parameters in our model: the shallowness of the domain ($z = \epsilon_1 x_3$) and diffusion effects in the downwind direction ($K_x = \epsilon_2 K_1$). For simplicity we assume that these two vanishing parameters are the same, we take $\epsilon = \epsilon_1 = \epsilon_2$.

Note that as an immediate result, we will have an extra $\epsilon$ term in the concentration equation’s Laplacian.

Once we apply (5) combined with (7), we pass from the original $\Omega^\epsilon$ domain to the $\epsilon-$ independent

$$\Omega = \{(x_1, x_2, x_3) \in \mathbb{R}^3; (x_1, x_2) \in \Omega_2, 0 < x_3 < a\}$$  

(8)

set.

**Remark 2.** The inclusion of these new features related to the downwind-matching coordinate system in a pollution model are legitimate when the following circumstances hold:
• We are considering a time interval which is not "too long" — meaning that it is reasonable to assume that we have a permanent, relatively stable main wind direction, i.e. fixing the horizontal coordinates makes sense in the first place.

• There is an adequate, relatively high wind speed — low wind speeds in general lead to a situation where three dimensional diffusion dominates, leading to an error caused by the dominant advection assumption. Fast changing wind direction and low windspeed resulting in fast pollutant settling can make it extremely challenging to obtain reliable results from Gaussian models.

Choosing the coordinate system in this particular way results in changes in three main points of the system with respect to the case of the rotating geophysical frame. One of these is the Coriolis term, since now the $x$ axis is not necessarily perpendicular to the rotation vector. We need to revisit the boundary conditions as well, and as discussed above, a modification in the pollution concentration equation also has to be taken into account. We will describe these changes and their consequences in detail — the main challenge in proving this paper’s convergence results is in fact to handle the effect of the latter change in the inequalities that provide boundedness for the required quantities.

**Remark 3.** For clarity, we add a comment here regarding the intuitive meaning of what we understand by the downwind direction $x$ (which gives orientation to a coordinate axes), and the velocity $v$ itself (which is the solution function). The downwind direction is an approximately steady-in-time direction, it can be seen as the direction marked by the wind direction trackers on an airport or meteorological point. When we consider the downwind, we neglect the small perturbations in its orientation, it can be viewed as a time-averaged direction as long as the fluctuation is relatively small. On the other hand, the velocity itself is a three-dimensional, time dependent vector that changes second after second.

To expand the $2\omega \times v$ Coriolis term, firstly it is necessary to understand the structure of the angular velocity vector expressed in this specific coordinate system. We remind that in classical geophysical coordinates $\omega = f(0, \cos(\phi), \sin(\phi))$, where $\phi$ denotes the latitude. Note that the downwind-matching coordinate system and the classical east-north-upwards oriented geophysical coordinate system are different only in a rotation around the $z$ axis. Let $\theta$ denote the angle between the respective $x$ axes, then the rotation vector expressed in the downwind-matching coordinate system becomes
\[
\begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 \\
\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
0 \\
f \cos(\phi) \\
f \sin(\phi)
\end{bmatrix}
= f
\begin{bmatrix}
-\sin(\theta) \cos(\phi) \\
\cos(\theta) \cos(\phi) \\
\sin(\phi)
\end{bmatrix}.
\]

(9)

Now, let
\[
\alpha = -2f \sin(\theta) \cos(\phi), \quad \beta = 2f \cos(\theta) \cos(\phi), \quad \gamma = 2f \sin(\phi),
\]
i.e. \(2\omega = (\alpha, \beta, \gamma)\), then using this, the Coriolis force takes the form
\[
\begin{bmatrix}
\alpha \\
\beta \\
\gamma
\end{bmatrix}
\times
\begin{bmatrix}
u_1' \\
u_2' \\
u_3'
\end{bmatrix}
= \begin{bmatrix}
\beta \epsilon u_3' - \gamma u_2' \\
\gamma u_1' - \alpha \epsilon u_3' \\
\alpha u_2' - \beta u_1'
\end{bmatrix}.
\]

(10)

Thus, these are the terms that appear in the three velocity equations below; but note that in the rescaled version of the vertical velocity equation the third component of the Coriolis term is present with an \(\epsilon\) multiplier, which is obtained from the \(\epsilon\) term in the denominator of \(\partial_2 q\).

Using the expanded form of the Coriolis terms and applying the scaling process \(\square\) combined with \(\square\), we arrive to the merged anisotropic equations of the polluted atmosphere:

\[
\partial_t u_1' + u' \cdot \nabla u_1' - \Delta u_1' - \gamma u_2' + \epsilon \beta u_3' + \partial_1 p' = 0 \text{ in } \Omega \times (0, T)
\]

(11)

\[
\partial_t u_2' + u' \cdot \nabla u_2' - \Delta u_2' + \gamma u_1' - \alpha \epsilon u_3' + \partial_2 p' = 0 \text{ in } \Omega \times (0, T)
\]

(12)

\[
\epsilon^2 \{ \partial_1 u_3' + u' \cdot \nabla u_3' - \Delta u_3' \} + \epsilon \alpha u_2' - \epsilon \beta u_1' + \partial_3 p' = 0 \text{ in } \Omega \times (0, T)
\]

(13)

\[
\nabla \cdot u' = 0 \text{ in } \Omega \times (0, T)
\]

(14)

\[
\partial_t c' + u' \cdot \nabla c' = \epsilon K_1 \partial_{11}' c' + K_2 \partial_{22}' c' + K_3 \partial_{33}' c' + s' \text{ in } \Omega \times (0, T).
\]

(15)

The initial condition for the velocity and the pollution concentration are

\[
u'(\cdot, t = 0) = u_0, \quad c'(\cdot, t = 0) = c_0 \quad \text{in } \Omega.
\]

(16)

We will specify the regularity of the initial data in Sections \(\square\) and \(\square\) according to the fact whether we are dealing with weak or strong solutions.

This system will become complete when we define the boundary conditions — we describe these in detail in Sections \(\square\) and \(\square\) as they are chosen with different considerations depending on the type of the solutions we are dealing with.
If we assume $u' = O(1)$, then neglecting the $\epsilon^2$ and $\epsilon$ including terms in the anisotropic equations (11) - (15), we formally arrive to the following hydrostatic Navier-Stokes equations (i.e. primitive equations) combined with pollution:

\[
\begin{align*}
\partial_t u_1 + u \cdot \nabla u_1 - \Delta u_1 - \gamma u_2 + \partial_1 p &= 0 \text{ in } \Omega \times (0,T) \quad (17) \\
\partial_t u_2 + u \cdot \nabla u_2 - \Delta u_2 + \gamma u_1 + \partial_2 p &= 0 \text{ in } \Omega \times (0,T) \quad (18) \\
\partial_3 p &= 0 \text{ in } \Omega \times (0,T) \quad (19) \\
\nabla \cdot u &= 0 \text{ in } \Omega \times (0,T) \quad (20) \\
\partial_t c + u \cdot \nabla c &= K_2 \partial_{c_2}^2 c + K_3 \partial_{c_3}^2 c + s \text{ in } \Omega \times (0,T) \quad (21) \\
u_i(\cdot, t = 0) &= u_{0i}, \quad c(\cdot, t = 0) = c_0 \text{ in } \Omega, i = 1,2 \quad (22)
\end{align*}
\]

The specific definitions of the $s'$ and $s$ source terms also depend on whether we consider weak or strong solutions. In both cases they are fundamentally based on the notion of the approximated delta function with parameter $\epsilon$ and the Dirac delta distribution, but their exact definitions will be given in the subsections according to the regularity of the solutions.

Working with this setup in the following sections, in certain computations we will deal with the velocity function separately from the concentration solution, hence here we make a technical assumption, namely that

air velocity is not changed by the presence of contaminants.  

(23)

This also means that the velocity of air particles and the velocity of pollutants can be different. Taking into account that the diffusion of aerosols or pollens does not generate significant atmospheric air flows, assumption (23) is a reasonable simplification, and thus we will be able to consider $u'$ and $u$ without the respective concentration functions.

To conclude the description of the model we highlight an important feature of the system that is suggested also by the structure of the governing equations (15) and (21). With respect to pollution diffusion, directions $y$ and $z$ have a particular and shared importance compared to the $x$ direction, namely that we have diffusion taking place on $O(1)$ scale in the former ones.

The following two sections are dedicated to state and prove a rigorous connection on the level of solutions between the anisotropic and hydrostatic models described above. Section 3 focuses on the verification of a convergence result between the models (11) - (16) and (17) - (22) in the framework of weak solutions. In Section 4 we apply stronger initial regularities and – from the computations’ point of view – a more favourable boundary structure: here we describe an analogous result to that in Section 3 but the statement holds for strong solutions.
3 Weak solutions framework

This section is dedicated to extend the weak convergence result of [15] to the downwind-matching coordinate system in the framework of weak solutions. We begin by making the modelling equations complete by defining the boundary conditions. In the scenario of weak solutions we aim to be as close as possible to the original domain, thus we consider a classical non-periodic local domain on the surface of the Earth with minimal modifications due to the new $\epsilon$ term.

Here the boundary structure of the domain is identical to what we used in [15], the only difference is made by the kind of boundary conditions we allow on the lower boundary: for the case of the downwind-matching coordinates here we restrict ourselves to the technically simpler inland scenario (i.e. where any significant nearby water body is excluded). The upper boundary of the $\Omega$ domain is denoted by $\Gamma_U$, the lateral boundary is $\Gamma_L$, the notation $\Gamma_A$ stands for the $\Gamma_L \cup \Gamma_U$ set (above the ground), and the lower boundary of the domain is $\Gamma_G$, while the complete boundary is denoted by $\Gamma$ (see Figure 1). For simplicity we assume that the altitude of $\Omega$ is 1, thus we can also express the full domain as $\Omega = \Gamma_G \times [0,1]$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{boundary_structure.png}
\caption{The boundary structure of $\Omega$ for the case of weak solutions}
\end{figure}

The boundary conditions to describe the anisotropic system (11) - (16) can be summarised as

\begin{equation}
\begin{aligned}
\mathbf{u}^\epsilon &= 0 \text{ on } \Gamma \times (0,T), \\
\epsilon^\epsilon &= 0 \text{ on } \Gamma_A \times (0,T), \\
\partial_3 \epsilon^\epsilon &= 0 \text{ on } \Gamma_G \times (0,T),
\end{aligned}
\end{equation}

while for the hydrostatic case we use

\begin{equation}
\begin{aligned}
\mathbf{u} &= 0 \text{ on } \Gamma \times (0,T), \\
\epsilon &= 0 \text{ on } \Gamma_A \times (0,T), \\
\partial_3 \epsilon &= 0 \text{ on } \Gamma_G \times (0,T).
\end{aligned}
\end{equation}
Remark 4. Compared to [15], we highlight two important differences concerning the definition of the boundary conditions at ground level. Firstly, since now we are working exclusively above inland surfaces, we have modified the boundary condition for \( u \) on \( \Gamma_G \). In more detail, the framework of our previous paper was built around the classical geophysical coordinate system – the analytical advantages of this core setting in [15] allowed us to apply the relatively generic \( \nu_3 \partial_3 u_h = \theta_h \) Neumann boundary condition at ground level. In this new, current scenario however, we need to adapt to the mathematical challenges induced by the downwind-matching coordinate system, and hence we need a stricter boundary condition on \( \Gamma_G \).

Specifically, we apply \( u = 0 \) not only above the surface of the Earth, but at ground level too — this will be crucial later because it allows us to use the Poincaré inequality. Concerning the concentration function, note that the condition \( M \nabla c \cdot \vec{n}_{\Gamma_G} = 0 \) reduces exactly to \( \partial_3 c = 0 \) on \( \Gamma_G \) for the case of a diagonal diffusion matrix \( M \), which we have previously assumed to use here.

As we have mentioned it in the Introduction, in this case we will work with a more regular \( u_{h0} \in H^1 \) initial data. Indeed concerning the initial data, we set

\[
\begin{align*}
\text{u}_{h0} & \in H^1(\Omega), \text{u}_{30} \in L^2(\Omega) \text{ with } \nabla \cdot \text{u}_0 = 0, \\
\text{u}_{30} & = -\int_0^z \nabla h \cdot \text{u}_{h0} \, dz' \text{ and } c_0 \in L^2(\Omega).
\end{align*}
\] (26)

We emphasise here that we are still working in classical Leray framework of weak solutions, even though we use an \( H^1(\Omega) \) regularity assumption on \( u_{h0} \), which is stronger than the more usual \( L^2 \) space regularity requirement for weak solutions ([6], [15]), because of (26), we have that \( u_{30} \) is merely in \( L^2 \). The reason we need this stronger regularity is to counterbalance the decreased control we have on the concentration function due to the coordinate choice, but overall this does not lead us out of the field of weak solutions.

Finally, the \( s' \) and \( s \) source terms are formulated in the spirit of our previous result [15]: the hydrostatic \( s \) function is defined as a point source, while the anisotropic source function \( s' \) is modelled with a parametrised approximated delta function. For simplicity we assume here that the pollution process begins at \( t = 0 \), furthermore without loss of generality we assume that the source is centred in \( x = 0 \). Let \( \delta_\epsilon \) be the approximation of the Dirac \( \delta \) distribution given by

\[
\delta_\epsilon = \begin{cases} 
\frac{1}{\epsilon^3} \exp \left( \frac{1}{|x|^2 - 1} \right) & |x| < \epsilon \\
0 & |x| \geq \epsilon.
\end{cases}
\] (27)

Following the main ideas described above, we set
\[ s^e = \delta e, \quad s = \delta. \quad (28) \]

### 3.1 Weak Formulation and Main Result

In this section we describe the weak formulation of the merged equations in both the anisotropic and hydrostatic case, and we state our main result.

We need to define the following spaces:

\[ C_\Gamma^\infty(\Omega) = \{ \varphi \in C^\infty(\bar{\Omega}); \varphi = 0 \text{ in some neighbourhood of } \Gamma \}, \]

\[ H^k_\Gamma(\Omega) = C_\Gamma^\infty(\Omega)^{H^k(\Omega)} = \{ v \in H^k(\Omega); \partial^\alpha v = 0 \text{ on } \Gamma \text{ for any } |\alpha| < k \}, \]

\[ H^k_{\Gamma_A}(\Omega) = \{ v \in H^k(\Omega); \partial^\alpha v = 0 \text{ on } \Gamma_A \text{ for any } |\alpha| < k \}, \]

\[ L^2_{\Gamma_A}(\Omega) = \{ c \in L^2(\Omega); c = 0 \text{ on } \Gamma_A \text{ in the sense of } \langle c, \tilde{c} \rangle_{H^{-1/2}(\Gamma_A) \times H^{1/2}(\Gamma_A)} = 0 \text{ for any } \tilde{c} \in H^{1/2}(\Gamma_A) \}, \]

\[ V = \{ v \in H^1_\Gamma(\Omega) \times H^1_\Gamma(\Omega) ; \nabla \cdot v = 0 \text{ in } \Omega \}, \]

\[ W = \{ v \in (H^1_\Gamma(\Omega) \cap H^2(\Omega)) \times (H^1_\Gamma(\Omega) \cap H^2(\Omega)) \times H^1_\Gamma(\Omega) ; \nabla \cdot v = 0 \text{ in } \Omega \}. \]

Furthermore we introduce the notation \( b(u_h) = \gamma(-u_2, u_1) \).

Then the weak formulation of the hydrostatic system \( 17 \) - \( 22 \), \( 25 \) takes the following form (see also [12] for example).

**Definition 1.** The pair \((u, c)\) is called a weak solution of the a hydrostatic system \( 17 \) - \( 22 \), \( 25 \) if \( u = (u_h, u_3) \in L^2(0, T; W) \cap L^\infty(0, T; L^2(\Omega)^3), \) \( u_h \in L^\infty(0, T; H^1(\Omega)), \) and \( c \in L^\infty(0, T; L^2_{\Gamma_A}(\Omega)) \) with \( \partial_2 c, \partial_3 c \in L^2(0, T; L^2(\Omega)), \) moreover \( u \) and \( c \) satisfy the integral identities

\[
\int_0^T \left[-(u_h, \partial_t \tilde{u}_h) + (\nabla \nu u_h, \nabla \nu \tilde{u}_h) - (u_h, (u \cdot \nabla) \tilde{u}_h) + (b(u_h), \tilde{u}_h) \right] dt = -(u_{h0}, \tilde{u}_h(0)) \tag{29}
\]

and

\[
+ \int_0^T \left[-(c, \partial_t \tilde{c}) - (uc, \nabla \tilde{c}) + K_2(\partial_2 c, \partial_2 \tilde{c}) + K_3(\partial_3 c, \partial_3 \tilde{c}) \right] dt = -(c_0, \tilde{c}(0)) + \int_0^T (s, \tilde{c}) dt \tag{30}
\]
for all \((\tilde{u}, \tilde{c})\) with \(\tilde{u} = (\tilde{u}_1, \tilde{u}_3) \in H^1(0, T, W)\), with \(\tilde{u}_h(T) = 0\) and \(\tilde{c} \in H^1(0, T, \dot{H}^2_{f_A}(\Omega))\), \(\tilde{c}(T) = 0\).

Giving definition to the weak formulation of the (11) - (16), (24) anisotropic system we underline a feature regarding the spaces we use here. The velocity part of the solution is set to be in \(C_w\) since it corresponds to the requirements of the proof detailed later. Even though we do not need the same weak continuity in time for the concentration function, this follows as a consequence once the velocity is a Leray-Hopf weak solution. Thus, overall we work with Leray-Hopf weak solutions, but the spaces in the below definition are kept minimal (in other words we use \(L^\infty\) regularity instead of \(C_w\) regularity where it is sufficient).

**Definition 2.** The pair \((u^\epsilon, c^\epsilon)\) is called a weak solution of the anisotropic system (11) - (16) subject to (10), (24) if \(u^\epsilon = (u^\epsilon_h, u^\epsilon_3) \in L^2(0, T; V) \cap C_w(0, T; L^2(\Omega)^3)\) and \(c^\epsilon \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^1_{f_A}(\Omega))\), moreover \(u^\epsilon\) and \(c^\epsilon\) satisfy the integral identities

\[
\int_0^T \left[ - (u^\epsilon_h, \partial_t \tilde{u}_h) + (\nabla \cdot u^\epsilon, \nabla \cdot \tilde{u}) - (u^\epsilon_h, \nabla \cdot \tilde{u} + (b(u^\epsilon_h), \tilde{u}_h) \right] dt \\
+ \epsilon \int_0^T [\beta u^\epsilon_3, \tilde{u}_1] - (\beta u^\epsilon_1, \tilde{u}_3) \right] dt + \epsilon \int_0^T [\alpha u^\epsilon_2, \tilde{u}_3] - (\alpha u^\epsilon_3, \tilde{u}_2) \right] dt \\
+ \epsilon^2 \int_0^T \left[ -(u^\epsilon_3, \partial_t \tilde{u}_3) + (u^\epsilon \cdot \nabla u^\epsilon_3, \tilde{u}_3) + (\nabla \nu u^\epsilon_3, \nabla \nu \tilde{u}_3) \right] dt \\
= -(u^\epsilon_0, \tilde{u}_h(0)) - \epsilon^2(u^\epsilon_3, \tilde{u}_3(0))
\]

(31)

and

\[
\int_0^T \left[ - (c^\epsilon, \partial_t \tilde{c}) - (u^\epsilon \cdot c^\epsilon, \nabla \tilde{c}) + \epsilon K_1(\partial_t c^\epsilon, \partial_t \tilde{c}) \\
+ K_2(\partial_2 c^\epsilon, \partial_2 \tilde{c}) + K_3(\partial_3 c^\epsilon, \partial_3 \tilde{c}) \right] dt \\
= -(c_0, \tilde{c}(0)) + \int_0^T (s^\epsilon, \tilde{c}) dt
\]

(32)

for all \(\tilde{u} = (\tilde{u}_1, \tilde{u}_3) \in H^1(0, T; V)\) with \(\tilde{u}(T) = 0\) and \(\tilde{c} such that \tilde{c} \in H^1(0, T, H^2_{f_A}(\Omega))\) and \(\tilde{c}(T) = 0\).

**Remark 5.** Note that in the above definitions the spaces we set for the test functions are not rigorously minimal: our choice is motivated by simplicity. For completeness we highlight that for the velocity test function in Definition 11 it is sufficient to require that \(\tilde{u} \in L^2(0, T; W) \cap H^1(0, T, L^2(\Omega))\). Similarly, in Definition 2 we can reduce the space applied for \(\tilde{u}\) from \(H^1(0, T; V)\) to the stricter \(L^2(0, T; V) \cap H^1(0, T; L^2(\Omega))\) set. The analogous statements hold for the concentration test functions as well.
Now we are ready to state the main theorem of this section.

**Theorem 1.** Let $u_{h0} \in H^1(\Omega)$, $u_{30} \in L^2(\Omega)$ with $\nabla \cdot u_0 = 0$, $u_{h0} = 0$, $u_{30}n_3 = 0$ on $\partial \Omega$, let $c_0 \in L^2(\Omega)$, and assume that the boundary conditions (24) hold; then as the aspect ratio $\varepsilon$ tends to zero, any weak solution $(u_\varepsilon, c_\varepsilon)$ of the anisotropic equations (11) - (16) converges (up to a subsequence) weakly to a weak solution $(u, c)$ of the hydrostatic equations of the polluted atmosphere (17) - (22).

The statement of the main theorem of this first part of the paper is analogous to our previous result stated for the case of the geophysical frame, but we highlight the difference that here we use the initial data $u_{h0} \in H^1$, while for the case of the geophysical frame an $L^2$ initial velocity was sufficient.

### 3.2 Proof of the main theorem

This section is dedicated to the verification of Theorem 1. Structurally we follow a similar chain of thought as in our previous paper until the point where the proof diverges reaching the weak convergence of the nonlinear term $u_\varepsilon^3c_\varepsilon$, where in this case we can not benefit from an $H^1$-regular concentration function. In more detail, we begin by deriving the energy inequality and collect the a priori estimates that derive from it, then verify the less problematic weak convergence results. Finally we elaborate the steps that bring the convergence of the $u_\varepsilon^3c_\varepsilon$ term to a closure. The main idea here is to temporarily ignore the $c_\varepsilon$ function and prove a strong convergence result considering only the velocity functions. Throughout this step we go beyond the weak solutions quality and show that we are working with strong solutions for the velocity equation. In this new setting with more favourable regularities we can prove the convergence result we need to deal with the nonlinear terms involving $u_\varepsilon^3$ and $c_\varepsilon$. Finally as a byproduct we get a convergence rate for the velocity (see Proposition 3).

#### 3.2.1 Energy inequality and a priori estimates

Deriving the energy inequality for the anisotropic system (11) - (16), (24), we obtain that for a.e. $t \in [0, T]$ the following holds:

\[
\frac{1}{2} \left( ||u_h^t(t)||_{L^2}^2 + \varepsilon^2 ||u_3^t(t)||_{L^2}^2 + ||c_\varepsilon(t)||_{L^2}^2 \right) + \int_0^t \left( \left[ ||\nabla \cdot u_h^t||_{L^2}^2 + \varepsilon^2 ||\nabla u_3^t||_{L^2}^2 \right] \right) \mathrm{d}\tau \\
+ \int_0^t \left[ \varepsilon K_1 ||\partial_1 c_\varepsilon||_{L^2}^2 + K_2 ||\partial_2 c_\varepsilon||_{L^2}^2 + K_3 ||\partial_3 c_\varepsilon||_{L^2}^2 \right] \mathrm{d}\tau \\
\leq \int_0^t (s^\varepsilon, c^\varepsilon) \mathrm{d}\tau + \frac{1}{2} ||u_{h0}||_{L^2}^2 + \varepsilon^2 ||u_{30}||_{L^2}^2 + ||c_0||_{L^2}^2, \tag{33}
\]
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where the right-hand side is apparently bounded.

We note that the most significant difference in this new form of the energy inequality (33) is having $\sqrt{\epsilon} \partial_1 c'$ in the place of $\partial_1 c'$, which is what we had for the case of the geophysical coordinate system. It leads to the disappearance of the $H^1$ regularity of $c'$, and thus we don’t have the strong convergence feature of the concentration function anymore.

From the energy inequality (33) we obtain uniform a priori estimates that we summarise in the following proposition.

**Proposition 1.** Let $u_1^\epsilon, u_2^\epsilon, u_3^\epsilon$ and $c^\epsilon$ be the weak solutions of the system (11) - (15) in the sense of Definition 2. Then it holds,

\begin{align*}
&u_1^\epsilon, u_2^\epsilon, u_3^\epsilon, c^\epsilon \quad \text{are bounded in } L^\infty(0,T; L^2(\Omega)), \\
&u_3^\epsilon \quad \text{is bounded in } L^2(0,T; L^2(\Omega)), \\
&u_1^\epsilon, u_2^\epsilon, u_3^\epsilon \quad \text{are bounded in } L^2(0,T; H^1(\Omega)), \\
&\sqrt{\epsilon} \partial_1 c', \partial_2 c', \partial_3 c' \quad \text{are bounded in } L^2(0,T; L^2(\Omega)).
\end{align*}

For the details of the proof see [15].

### 3.2.2 Weak convergence - Part 1.

The convergence of the linear terms and also the convergence of the nonlinear terms with the exception of $u_3^\epsilon c'$ can be proved analogously as in [15], the proofs of these properties are not affected by the changes induced by choosing to use the downwind-matching coordinate system. Hence, for completeness we will describe the main steps leading up to obtaining these results, but we will skip the details. For technical or specific issues see [6] and [15].

As a consequence of Proposition 1 up to subsequences still denoted by the same way, we have the following weak convergence results.

\begin{align*}
&u_h^\epsilon \rightharpoonup u_h \quad \text{weakly in } L^\infty_t L^2_x \cap L^2_t H^1_x, \\
&\epsilon^2 u_3^\epsilon \rightarrow 0 \quad \text{strongly in } L^\infty_t L^2_x \cap L^2_t H^1_x, \\
&u_3^\epsilon \rightharpoonup u_3 \quad \text{weakly in } L^2_t L^2_x, \\
&c^\epsilon \rightharpoonup c \quad \text{weakly in } L^\infty_t L^2_x, \\
&\partial_2 c^\epsilon \rightharpoonup \partial_2 c \quad \text{weakly in } L^2_t L^2_x, \\
&\partial_3 c^\epsilon \rightharpoonup \partial_3 c \quad \text{weakly in } L^2_t L^2_x, \\
&\sqrt{\epsilon} \partial_1 c^\epsilon \rightharpoonup e \quad \text{weakly for some limit element } e \text{ in } L^2_t L^2_x.
\end{align*}

Now, the next step is to pass to the limit in the weak formulation (34) - (35). Taking the limit for the linear terms can be done in a standard way using the previously obtained results. The convergence of the nonlinear
velocity terms (i.e. nonlinear terms that do not include the concentration function), requiring the compactness of \( u_\epsilon^h \), works with same arguments as in \[15\].

In particular, the convergence of these velocity terms can be shown applying a generalisation of the classical translation criterium of Riesz-Fréchet-Kolmogorov (see Theorem 5.1 in \[6\]) which enables us to get strong convergence for the horizontal velocities. This is achieved by establishing a bound for the perturbation of \( u_\epsilon^h \) of the form \( \| \tau_v u_\epsilon^h - u_\epsilon^h \|_{L^2(0,T-v,H^2)} \leq \varphi(v) + \psi(\epsilon) \), where \( \varphi \) and \( \psi \) are appropriate functions with their limits vanishing at zero, and \( \tau_v u_\epsilon^h = u_\epsilon^h(t+v) \). After obtaining strong convergence for \( u_\epsilon \), the proof of the convergence for these nonlinear terms can be closed by applying basic interpolation techniques and the generalised Hölder inequality. By passing into the limit in \(31\) we get that \( u_\epsilon \) satisfies the weak formulation \(29\). Finally, as for the concentration-including nonlinear terms, we have the convergence of \( (u_i c^\epsilon, \partial_i c^\epsilon) \) for \( i = 1, 2 \), since as we mentioned before, we have the strong convergence of the horizontal velocities — while in the case of \( i = 3 \) this property does not hold for \( u_3 \) and from the energy bound we do not have more than the weak convergence of \( c^\epsilon \). Because of its complexity we handle this specific nonlinear compound product term in the next section.

3.2.3 Weak convergence - Part 2.

As we mentioned before, the cornerstone idea for obtaining the convergence of the remaining product term \( u_\epsilon^3 c^\epsilon \) is to exploit the \(H^1\) regularity of the initial horizontal velocity. We have already proved that \( u_\epsilon \) satisfies \(29\) therefore it is a weak solution for the velocity primitive equations. On the other hand, given an \(H^1\) initial data for \( u_\epsilon \), according to the theory developed in \[16\], there exists a unique global strong solution for the primitive equations \(17\) - \(20\). We recall here this result (for more details see \[16\]).

**Theorem 2.** Let \( u_{h0} \in H^1(\Omega) \). Then there exists a unique strong solution \( u_h \) of the reformulated Primitive Equations \(17\) - \(20\), \(22\) such that

\[
 u_h \in C([0,\infty),H^1(\Omega)) \cap L^2_{loc}([0,\infty),H^2(\Omega))
\]

and

\[
 \partial_t u_h \in L^2_{loc}([0,\infty),L^2(\Omega)).
\]

**Remark 6.** For the sake of completeness we highlight that the boundary conditions applied in \[16\] do not correspond perfectly to our scenario. Although both \[16\] and the present paper use analogous, Dirichlet-type boundary conditions on the lateral sections and at the bottom, our approaches diverge at the top layer (specifically, the former work applies the \( \partial_3 u_h = 0 \) Neumann-type boundary condition, while we set \( u_h = 0 \) on \( \Gamma_U \)). However,
the computations carried out in [16] remain valid for this modified case as well. In more detail, similarly to how the authors apply appropriate limiting arguments to benefit from $\partial_3 u_h$ disappearing on the bottom (n.b. in terms of boundary conditions they only have $u_h = 0$ at this section), we can also justify using an analogous Neumann-type equality on the top – and hence the respective calculations still hold.

Combining Theorem 2 with weak–strong uniqueness results for the primitive equations (in the spirit of [17]), we get that $u_h$ is a strong solution of (17) - (20). In more detail, we have the following regularities for the strong solution of the primitive equations for the case of an $H^1$-regular horizontal initial data:

**Corollary 1.** Let $(u_h, u_3)$ be the unique global strong solution to the primitive equations (17) - (20) with an initial data $u_{h0} \in H^1(\Omega)$. Then we have the following boundedness result:

$$
\sup_{0 \leq t < \infty} \|u_h\|_{H^1}^2(t) + \int_0^\infty \|\nabla u_h\|_{H^1}^2 dt \leq \kappa(\|u_{h0}\|_{H^1}, \Gamma_G).
$$

This is a direct consequence of Theorem 2 but for completeness we also mention that for the simpler case of a periodic domain it has also been verified in [21], where the proof becomes more straightforward thanks to the structure of the domain.

The result of Corollary 1 on the strong solutions of the primitive equations will be indispensable later, as we will use these strong solution functions for testing the scaled Navier-Stokes equations.

The following part of the proof is dedicated to verifying the strong convergence of $u'_3$, and is based on the idea of [21] — our scenario is different however in that a) first of all our domain is bounded, while the domain the authors of [21] consider is periodic, b) we do not assume zero-averaged functions, and finally c) in our case the Coriolis terms are incorporated to the model as well. Our strategy in providing the proof is to give a self-contained result that describes all the steps that build up the verification process, but we elaborate in more detail where the above mentioned a), b), c) points have a tangible effect. Some technical details that are identical to those in [21] will be skipped.

Another structural difference we need to underline in connection with the proof is that instead of using the $[-1, 1]$ set to represent the $\epsilon$-free vertical domain (i.e. the $\Gamma_L$ section), we use $[0, 1]$, without assuming the vertical velocity function $u'_3$ to be odd with respect to $z$. The vertical section is commonly set to $[-1, 1]$, or equivalently, to $[-a, a]$ in works that use the periodical domain scenario, see also [9], [10]. In our case however we use a bounded domain without assuming a symmetry line in the vertical midpoint — thus we work with the $[0, 1]$ set as the vertical domain. As a consequence,
the Ladyzhenskaya-type inequality presented in different versions in [11] and [21] will be used here in the following form:

**Lemma 1.** The inequalities

\[
\int_{\Gamma_G} \left( \int_0^1 f(x, y, z) \, dz \right) \left( \int_0^1 g(x, y, z) h(x, y, z) \, dz \right) \, dx \, dy \\
\lesssim \|f\|_2^{1/2} \left( \|f\|_2^{1/2} + \|\nabla_h f\|_2^{1/2} \right) \|g\|_2^{1/2} \left( \|h\|_2^{1/2} + \|\nabla_h h\|_2^{1/2} \right),
\]

and

\[
\int_{\Gamma_G} \left( \int_0^1 f(x, y, z) \, dz \right) \left( \int_0^1 g(x, y, z) h(x, y, z) \, dz \right) \, dx \, dy \\
\lesssim \|f\|_2 \|g\|_2^{1/2} \left( \|g\|_2^{1/2} + \|\nabla_h g\|_2^{1/2} \right) \|h\|_2^{1/2} \left( \|h\|_2^{1/2} + \|\nabla_h h\|_2^{1/2} \right)
\]

hold true for any \( f, g, h \) set of functions such that the right-hand sides make sense and are finite.

The main idea in order to prove the strong convergence of \( u_3^{\varepsilon} \) lies in establishing a bound of \( O(\varepsilon^\kappa) \) for some \( \kappa > 0 \) for the difference

\[
(U_h^\varepsilon, U_3^\varepsilon) := (u_h^\varepsilon - u_h, u_3^\varepsilon - u_3).
\]

This will be achieved by using the strong solution \((u_h, u_3)\) as a test function in the weak formulation's integral identity [11]. Following this method we arrive to

**Proposition 2.** Let \((u_h^\varepsilon, u_3^\varepsilon)\) be a Leray-Hopf weak solution of (11) - (14), let \((u_h, u_3)\) be the unique global strong solution of (17) - (20), moreover let the initial data as given in (16) and (22), furthermore we assume the regularities defined in (26). Then we have the following integral identity:

\[
- \frac{\varepsilon^2}{2} \|u_3(t)\|_2^2 + \left( u_h^\varepsilon \cdot u_h + \varepsilon^2 u_3^\varepsilon \cdot u_3 \right) \, dx \, dy \, dz \, (t) \\
+ \int_{Q_t} (-u_h^\varepsilon \cdot \partial_t u_h + \nabla u_h^\varepsilon \cdot \nabla u_h + \varepsilon^2 \nabla u_3^\varepsilon \cdot \nabla u_3) \, dx \, dy \, dz \, ds \\
= \frac{\varepsilon^2}{2} \|u_{30}\|_2^2 + \|u_{30}\|_2^2 + \varepsilon^2 \int_{Q_t} \left( \int_0^z \partial_t u_h \, dz \right) \cdot \nabla U_3^\varepsilon \, dx \, dy \, dz \, ds \\
- \int_{Q_t} (u^\varepsilon \cdot \nabla) u_h^\varepsilon \cdot u_h + \varepsilon^2 u_3^\varepsilon \cdot u_3 \, dx \, dy \, dz \, ds \\
+ \int_{Q_t} (\gamma u_2^\varepsilon u_1 - \varepsilon \beta u_3^\varepsilon u_4 + \alpha u_2^\varepsilon u_2 - \gamma u_4^\varepsilon u_2 - \varepsilon u_2^\varepsilon u_3 + \varepsilon \beta u_4^\varepsilon u_3)
\]

for any \( t \in [0, \infty) \), where \( Q_t = \Omega \times (0, t) \).
Proof. We recall the definition of weak solution for the scaled Navier-Stokes equations:

\[
\int_Q \left[ -\left( u'_h \cdot \partial_t \tilde{u}_h + \epsilon^2 u'_3 \partial_t \tilde{u}_3 \right) + \left( (u^t \cdot \nabla) u'_h \cdot \tilde{u}_h + \epsilon^2 u^t \cdot \nabla u'_3 \tilde{u}_3 \right) + \nabla u'_h : \nabla \tilde{u}_h \\
+ \epsilon^2 \nabla u'_3 \cdot \nabla \tilde{u}_3 \right] \, dx \, dy \, dz \, dt = \int_Q \left( u_{h0} \cdot \tilde{u}_h(\cdot, 0) + \epsilon^2 u_{30} \tilde{u}_3(\cdot, 0) \right) \, dx \, dy \, dz \\
+ \int_Q \gamma u'_3 \tilde{u}_3 - \epsilon \beta u'_3 \tilde{u}_3 + \alpha \epsilon u'_3 \tilde{u}_3 - \gamma u'_3 \tilde{u}_3 - \epsilon \alpha \epsilon u'_3 \tilde{u}_3 + \epsilon \beta u'_3 \tilde{u}_3
\]

(47)

for any \( \tilde{u} = (\tilde{u}_h, \tilde{u}_3) \in H^1(0, T; V) \) with \( \tilde{u}(T) = 0 \).

Now, let’s define \( \chi \in C_0^\infty([0, \infty)) \) with \( 0 \leq \chi \leq 1 \) and \( \chi(0) = 1 \) and set \( \tilde{u} = (u_h, u_3) \chi(t) \). By using the density argument it is valid to choose this \( \tilde{u} \) function as a testing function as long as all the integral terms remain well-defined in (47), which we verify in the following.

It is important to highlight at this point that since we are not restricted to zero-averaged functions and we are not on a periodic domain, we need to pay special attention when verifying boundedness results using the Poincaré inequality. Note that as the value of the velocity functions are defined to be zero on the boundary, any first-order estimate of the type inequality. Note that as the value of the velocity functions are defined to be zero on the boundary, any first-order estimate of the type \( \| u'_h \| \leq \| \nabla u'_h \| \) is valid, using the zero-trace version of the Poincaré inequality for functions in \( W_0^{1,2} \). However, since it is only the value of the functions that vanishes on the boundary, but not their derivatives, higher order estimates such as passing from \( \| \nabla u'_h \| \) to \( \| \Delta u'_h \| \) in the process of constructing an upper bound can not be applied in general. Which is why, for example, the estimate of the term below is rather involved as follows:

\[
\int_Q |u^t| \| \nabla u'_3 \| |u_3| \chi \, dx \, dy \, dz \, dt \\
\leq \int_0^T \int_{\Gamma_G} \left( \int_0^1 |u^t| \| \nabla u'_3 | dz \right) \int_0^1 |\nabla_h u_h | dz \, dx \, dy \, dt \\
\leq \int_0^T \| u^t \|_{2}^{1/2} \| \nabla u^t \|_{2}^{1/2} \| \nabla u'_3 \|_{2} \| \nabla_h u_h \|_{2}^{1/2} \| \Delta u_h \|_{2}^{1/2} \right) \, dt \\
\leq \sup_{0 \leq t \leq T} \left( \| u^t \|_{2}^{1/2} \| \nabla u_h \|_{2}^{1/2} \right) \left( \int_0^T \| \nabla u^t \|_{2}^{2} dt \right)^{1/4} \left( \int_0^T \| \nabla u_3 \|_{2}^{2} dt \right)^{1/2} \\
\times \left( \int_0^T \| \Delta u_h \|_{2}^{2} dt \right)^{1/4} \\
+ \sup_{0 \leq t \leq T} \left( \| u^t \|_{2}^{1/2} \| \nabla u_h \|_{2} \right) \left( \int_0^T \| \nabla u^t \|_{2}^{2} dt \right)^{1/2} \left( \int_0^T \| \nabla u_3 \|_{2}^{2} dt \right)^{1/2}.
\]

(48)
The validity of the remaining integral terms are not affected by the boundary change and they are guaranteed by the regularities of the respective solution functions and using basic inequalities. For completeness we remark that the more delicate and problematic terms – i.e. the terms where the testing function is defined via the less regular \( u_3 \) vertical velocity – are still well-defined. This can be verified firstly by rewriting the \( \int_Q u_3^t \partial_t \tilde{u}_3 \) term as

\[
\int_Q u_3^t \partial_t (u_3 \chi) \, dx \, dy \, dz \, dt = \int_0^\infty \langle \partial_t (u_3 \chi), u_3^t \rangle_{H^{-1} \times H^1} \, dt.
\]

The validity of the integral term can be shown using this modified form pointing out that \( \partial_t \tilde{u}_3 \) is in \( L^2_{\text{loc}}([0, \infty), L^2(\Omega)) \) because of Theorem 2 and as a consequence \( \partial_t u_3 \) has an \( H^{-1} \) space regularity (using the divergence-free condition).

On the other hand, the \( \int_Q \nabla u_3^t : \nabla (u_3 \chi) \) term is well-defined since \( u_3 \) as a strong solution has \( H^1 \) space regularity, and the same holds for the weak solution \( u_3^t \).

Now we are justified to take \( \tilde{u} \) as a test function, and thus, rewriting some of the integral terms in (47) in a more convenient form, we have

\[
\int_Q (\mathbf{u}_h^t \cdot \partial_t \mathbf{u}_h + \nabla \mathbf{u}_h^t : \nabla \mathbf{u}_h + \varepsilon^2 \nabla u_3^t \cdot \nabla u_3) \chi \, dx \, dy \, dz \, dt
\]

\[- \varepsilon^2 \int_Q (\partial_t u_3, u_3^t)_{H^{-1} \times H^1} \chi \, dt - \int_Q (\mathbf{u}_h^t \cdot \mathbf{u}_h + \varepsilon^2 u_3^t u_3) \chi' \, dx \, dy \, dz \, dt \]

\[- \int_Q (\mathbf{u}^t \cdot \nabla \mathbf{u}_h^t) \cdot \mathbf{u}_h + \varepsilon^2 \mathbf{u}^t \cdot \nabla u_3^t u_3 \chi \, dx \, dy \, dz \, dt + ||\mathbf{u}_h||_2^2 + \varepsilon^2 ||u_3||_2^2 \]

\[+ \int_Q (\gamma u_1^t u_1 - \varepsilon \beta u_3^t u_1 + \alpha u_2^t u_2 - \gamma u_1^t u_2 - \varepsilon \alpha u_2^t u_3 + \varepsilon \beta u_1^t u_3) \chi, \]

for any \( \chi \in C_0^\infty([0, \infty)), \) with \( 0 \leq \chi \leq 1 \) and \( \chi(0) = 1. \)

Since the estimate (46) is localised in time, we take an arbitrary \( t_0 \in (0, \infty) \) and a sufficiently small positive \( \delta \in (0, t_0). \) Choose a cut-off function with the properties \( \chi_0 \leq C_{\infty}^\infty([0, t_0), \) such that \( \chi_0 \equiv 1 \) on \([0, t_0 - \delta], \) \) \( 0 \leq \chi_0 \leq 1 \) on \([t_0 - \delta, t_0) \) and \( \chi_0 \leq \frac{1}{2} \) on \([0, t_0). \) Now, taking \( \chi = \chi_0 \) in (49) and letting \( \delta \) go to 0, one can arrive to the desired equality after performing the calculations for passing to the limit. It is easy to see that because of the velocities vanishing on the boundaries, the technical details remain unaffected, even though we are not on a periodic domain.

In more detail, the term \( \langle \partial_t u_3, u_3^t \rangle_{H^{-1} \times H^1} \) now takes the form
\( \langle \partial_t u_3, u_3^\epsilon \rangle_{H^{-1} \times H^1} = - \left\langle \nabla_h \cdot \left( \int_0^z \partial_t u_h \, dz' \right), u_3^\epsilon \right\rangle \)
\[= -\int_{\partial \Omega} \left( \int_0^z \partial_t u_h \, dz' \right) u_3^\epsilon \vec{n}_h + \int_{\Omega} \left( \int_0^z \partial_t u_h \, dz' \right) \cdot \nabla_h u_3^\epsilon \, dx \, dy \, dz, \]
\[(50)\]

where \( \vec{n}_h \) is the horizontal component of the outward facing normal vector on the \( \partial \Omega \) boundary.

By using that \( u_3^\epsilon = 0 \) on \( \partial \Omega \) we arrive easily to the more simple
\[\langle \partial_t u_3, u_3^\epsilon \rangle_{H^{-1} \times H^1} = \int_{\Omega} \left( \int_0^z \partial_t u_h \, dz' \right) \cdot \nabla_h u_3^\epsilon \, dx \, dy \, dz,\]

which is the form one would have on a periodic domain. Similarly,
\[\langle \partial_t u_3, u_3^\epsilon - u_3 \rangle_{H^{-1} \times H^1} = \int_{\Omega} \left( \int_0^z \partial_t u_h \, dz' \right) \cdot \nabla_h (u_3^\epsilon - u_3),\]
as the boundary term
\[\int_{\partial \Omega} \left( \int_0^z \partial_t u_h \, dz' \right) (u_3^\epsilon - u_3) \vec{n}_h\]
becomes zero, since we have \( u_3 = 0, u_3^\epsilon = 0 \) on \( \Gamma \).

After some technical details that we omit here we eventually obtain
\[\frac{\epsilon^2}{2} \| u_3(t_0) \|^2 + \left( \| u_h^\epsilon \cdot u_h + \epsilon^2 u_3^\epsilon u_3 \| \right) \, dx \, dy \, dz \]
\[+ \int_{Q_{t_0}} ( - u_h^\epsilon \cdot \partial_t u_h + \nabla u_h^\epsilon \cdot \nabla u_h + \epsilon^2 \nabla u_3^\epsilon \cdot \nabla u_3 ) \, dx \, dy \, dz \, dt \]
\[= \frac{\epsilon^2}{2} \| u_{30} \|^2 + \| u_{h0} \|^2 + \epsilon^2 \int_{Q_{t_0}} \left( \int_0^z \partial_t u_h \, dz' \right) \cdot \nabla_h U_3^\epsilon \, dx \, dy \, dz \, dt \]
\[\quad - \int_{Q_{t_0}} [ (u^{\epsilon'} \cdot \nabla) u_h^\epsilon \cdot u_h + \epsilon^2 u^{\epsilon'} \cdot \nabla u_3^\epsilon u_3 ] \, dx \, dy \, dz \, dt \]
\[+ \int_{Q_{t_0}} \left( \gamma u_2^\epsilon u_1 - \epsilon \beta u_3^\epsilon u_1 + \alpha \epsilon u_3^\epsilon u_2 - \gamma u_1^\epsilon u_2 - \epsilon \alpha u_3^\epsilon u_3 + \epsilon \beta u_1^\epsilon u_3 \right)\]
\[(51)\]

for any \( t_0 \in [0, \infty) \), which verifies the statement of the proposition.

\[\Box\]

With this we are ready to estimate the difference between the solutions of the \((11) - (14)\) scaled and the \((17) - (20)\) hydrostatic equations, which is described by the following proposition.
Proposition 3. Let \((u^h_1, u^3_1)\) be a Leray-Hopf weak solution of (11) - (14), let \((u^h, u^3)\) be the unique global strong solution of (17) - (20), moreover let the initial data as given in (16) and (22), furthermore we assume the regularities defined in (26). Then the following estimate holds for the difference function \((U^h, U^3)\):

\[
\sup_{0 \leq t < \infty} \left( \| U^h \|_2^2 + \epsilon^2 \| U^3 \|_2^2 \right) + \int_0^\infty \left( \| \nabla U^h \|_2^2 + \epsilon^2 \| \nabla U^3 \|_2^2 \right) ds 
\leq \kappa \left( \| u^h_0 \|_{H^1} \Gamma^G \right) \epsilon^2 \left( \| u^h_0 \|_2^2 + \epsilon^2 \| u^3_0 \|_2^2 + 1 \right).
\] (52)

Proof. Multiplying the horizontal part of the hydrostatic equations, i.e. equations (17) - (18) by \(u^h\) and integrating the result over \(Q_0\), by utilising the divergence-free condition and the zero velocity boundary conditions, we have

\[
\int_{Q_0} (\partial_t u_h \cdot u^h + \nabla u_h : \nabla u^h) \, dx \, dy \, dz \, dt = - \int_{Q_0} (u \cdot \nabla) u_h \cdot u^h + \gamma u_2 u^1_1 - \gamma u_1 u^2_1 \, dx \, dy \, dz \, dt.
\] (53)

On the other hand, multiplying the same (17) - (18) equations by \(u^h\) instead, and integrating again on \(Q_0\), we arrive to

\[
\frac{1}{2} \| u^h(t_0) \|_2^2 + \int_0^{t_0} \| \nabla u_h \|_2^2 \, dt = \frac{1}{2} \| u^h_0 \|_2^2,
\] (54)

for any \(t_0 \in [0, \infty)\). At the same time, by the definition of Leray-Hopf weak solutions, we also know that

\[
\frac{1}{2} \| u^h(t_0) \|_2^2 + \epsilon^2 \| u^3(t_0) \|_2^2 + \int_0^{t_0} \| \nabla u^h \|_2^2 + \epsilon^2 \| \nabla u^3 \|_2^2 \, ds \leq \frac{1}{2} \| u^h_0 \|_2^2 + \epsilon^2 \| u^3_0 \|_2^2),
\] (55)

for almost every \(t_0 \in [0, \infty)\).

Now, summing (55) and (54) and from their result subtracting (46) (where we take \(t = t_0\)) and (53) we obtain
\[
\frac{1}{2}\|U_h\|_2^2 + \epsilon^2\|U_h^\prime\|_2^2(t_0) + \int_{t_0}^t \left(\|\nabla U_h\|_2^2 + \epsilon^2\|\nabla U_h^\prime\|_2^2\right) dt
\]
\[
\leq -\epsilon^2 \int_{Q_{t_0}} \left[ \left( \int_0^t \partial_t u_h \, dz\right) \cdot \nabla u_h \nabla u_h^\prime + \nabla u_3 \cdot \nabla U_h^\prime \right] dx \, dy \, dz \, dt
\]
\[
+ \int_{Q_{t_0}} [(u^\prime \cdot \nabla) u_h^\prime \cdot u_h + (u \cdot \nabla) u_h \cdot u_h^\prime] dx \, dy \, dz \, dt
\]
\[
+ \epsilon^2 \int_{Q_{t_0}} u^\prime \cdot \nabla u_3 u_3 dx \, dy \, dz \, dt
\]
\[
+ \epsilon \beta u_3^2 u_1 - \epsilon \alpha u_3^2 u_2 + \epsilon \alpha u_3^2 u_3 - \epsilon \beta u_3^2 u_3 dx \, dy \, dz \, dt := I_1 + I_2 + I_3 + I_4,
\]
for almost every \( t_0 \in [0, \infty) \).

The next step of the proof is to provide a bound for each of the \( I_1, I_2, I_3, I_4 \) terms above, in which the regularity of the strong solutions of the primitive equations (see Corollary [1]) plays a crucial role.

**Bound for \( I_1 \).** It can be verified easily that for \( I_1 \) the following bound holds:

\[
I_1 \lesssim \zeta \epsilon^2 \|\nabla U_h^\prime\|_{L^2(Q_{t_0})}^2 + \epsilon^2 \kappa \|u_h\|_{H^1}, \Gamma_G).
\]

**Bound for \( I_2 \).** Calculating the bound for the \( I_2 \) term we arrive to a different expression compared the one obtained in [21] — again, this is a result of the modified structure of the domain, and the appearance of new terms that had previously been implicitly merged into other higher order terms.

Firstly, applying integration by parts, the zero boundary condition for the velocity functions, and the divergence-free condition, \( I_2 \) becomes

\[
I_2 = \int_{Q_{t_0}} [(u^\prime \cdot \nabla) u_h^\prime \cdot u_h + (u \cdot \nabla) u_h \cdot u_h^\prime] dx \, dy \, dz \, dt
\]
\[
= \int_{Q_{t_0}} [(u^\prime \cdot \nabla) u_h^\prime \cdot u_h - (u \cdot \nabla) u_h^\prime \cdot u_h] dx \, dy \, dz \, dt
\]
\[
= \int_{Q_{t_0}} [(u^\prime - u) \cdot \nabla] u_h^\prime \cdot u_h dx \, dy \, dz \, dt
\]
\[
= \int_{Q_{t_0}} [(u^\prime - u) \cdot \nabla] (u_h^\prime - u_h) \cdot u_h dx \, dy \, dz \, dt
\]
\[
= \int_{Q_{t_0}} [(U_h^\prime, U_h^\prime) \cdot \nabla] U_h^\prime \cdot u_h dx \, dy \, dz \, dt := I_2' + I_2''.
\]

In order to estimate \( I_2' \), we will use the zero velocity boundary conditions which enable us to apply \( \|u_h\|_{L^6} \leq C\|u_h\|_{H^1} \leq C\|\nabla u_h\|_2 \). Combining this with the Sobolev, Young and Hölder inequalities, we arrive to
\[ I'_2 = \int_{Q_{10}} (U_h' \cdot \nabla_h) U_h' \cdot u_h \, dx \, dy \, dz \, dt \]
\[ \leq \int_0^{t_0} \|U_h\|_3 \|\nabla U_h\|_2 \|u_h\|_6 \, dt \lesssim \int_0^{t_0} \|U_h\|^{1/2}_2 \|\nabla U_h\|^{3/2}_2 \|\nabla u_h\|_2 \, dt \quad (58) \]
\[ \lesssim \zeta \|\nabla U_h\|^2_{L^2(Q_{10})} + \kappa(\zeta) \int_0^{t_0} \|\nabla u_h\|^4_2 \|U_h\|^2_2 \, dt. \]

On the other hand, estimating \( I''_2 \), we obtain
\[ I''_2 = \int_{Q_{10}} U_3^c \partial_z U_3' \cdot u_h \, dx \, dy \, dz \, dt \]
\[ = \int_{Q_{10}} [\nabla_h \cdot U_3' U_h' u_h - U_3^c U_h' \cdot \partial_z u_h] \, dx \, dy \, dz \, dt := I''_{21} + I''_{22}, \quad (59) \]

where \( I''_{21} \) can be bounded by the same term as \( I'_2 \) in (58), while for \( I''_{22} \) we will follow the steps below in order to construct an estimate.

\[ I''_{22} = -\int_{Q_{10}} U_3^c U_h' \cdot \partial_z u_h \, dx \, dy \, dz \, dt \]
\[ \leq \int_0^{t_0} \int_{\Omega} \left( \int_0^z \nabla_h \cdot U_3' \, dz' \right) (U_3' \cdot \partial_z u_h) \, dx \, dy \, dz \, dt \]
\[ \lesssim \int_0^{t_0} \int_{F_G} \left( \int_0^1 |\nabla_h U_3'| \, dz \right) \left( \int_0^1 |U_3'| |\partial_z u_h| \, dz \right) \, dx \, dy \, dt \]
\[ \lesssim \int_0^{t_0} \|\nabla U_3'\|^{3/2}_2 \|U_h\|^{1/2}_2 \|\nabla u_h\|^{1/2}_2 (\|\nabla u_h\|^{1/2}_2 + \|\Delta u_h\|^{1/2}_2) \, dt \]
\[ \lesssim \zeta \|\nabla U_3'\|^2_2 + \kappa(\zeta) \int_0^{t_0} \|\nabla u_h\|^2_2 (\|\nabla u_h\|^{1/2}_2 + \|\Delta u_h\|^{1/2}_2)^4 \|U_h\|^2_2 \, dt \]
\[ \lesssim \zeta \|\nabla U_3'\|^2_2 + \kappa(\zeta) \int_0^{t_0} \|\nabla u_h\|^4_2 \|U_h\|^2_2 \, dt + \kappa(\zeta) \int_0^{t_0} \|\nabla u_h\|^2_2 \|\Delta u_h\|^2_2 \|U_h\|^2_2 \, dt \]

where we utilised the divergence-free condition, the Young inequality, the \( \|U_h\|_2 \leq \|\nabla U_h\|_2 \) first-order bound thanks to the zero boundary conditions, and we applied Lemma [1] using

\[ f = \nabla_h U_h', g = U_h', h = \partial_z u_h. \]

We highlight the presence of the new, additional term \( \int_0^{t_0} \|\nabla u_h\|^4_2 \|U_h\|^2_2 \, dt \) in the bound compared to the estimate obtained in [21]. The difference is manifested at the point when we apply Lemma [1] since we can not apply the Poincaré inequality for \( \nabla u_h \), and as a consequence, instead of \( \|h\|^{1/2}_2 \|\nabla h\|^{1/2}_2 \).
we will have the complete $\|h\|^{1/2}_{2}(\|h\|^{1/2}_{2} + \|\nabla h\|^{1/2}_{2})$ expression, which leads to the appearance of $\kappa(\zeta) J_{0}^{T} \|\nabla u_{h}\|^{4}_{2} \|\mathcal{U}_{h}\|^{2}_{2} dt$.

Combining the bounds for $J_{2}, J_{22}$ and $J_{22}$, we can estimate the $J_{2}$ term by

$$J_{2} \lesssim \zeta \|\nabla \mathcal{U}_{h}\|^{2}_{2} + \kappa(\zeta) \int_{0}^{T} \|\nabla u_{h}\|^{4}_{2} \|\mathcal{U}_{h}\|^{2}_{2} dt + \kappa(\zeta) \int_{0}^{T} \|\nabla u_{h}\|^{2}_{2} \|\Delta u_{h}\|^{2}_{2} \|\mathcal{U}_{h}\|^{2}_{2} dt.$$  

**Bound for $J_{3}$**. Exploiting the incompressibility condition and the zero velocity boundary conditions, we have

$$J_{3} = \epsilon^{2} \int_{Q_{t_{0}}} u^{\epsilon} \cdot \nabla u_{h}^{\epsilon} u_{3} \, dx \, dy \, dz \, dt$$

$$\leq \epsilon^{2} \int_{t_{0}}^{T} \left( \int_{\Gamma_{R}} \left( \int_{0}^{1} \left| u_{h}^{\epsilon} \right| \|\nabla u_{h}^{\epsilon} U_{h}^{\epsilon} \| \right) \right) dx dy \, dt$$

$$\lesssim \epsilon^{2} \int_{t_{0}}^{T} \left( \left\| u_{h}^{\epsilon} \right\|^{1/2}_{2} \|\nabla u_{h}^{\epsilon} \|^{1/2}_{2} \|\mathcal{U}_{h}^{\epsilon} \|_{2} \right)$$

$$+ \|u_{3}^{\epsilon}\|^{1/2}_{2} \|\nabla u_{3}^{\epsilon}\|^{1/2}_{2} \|\Delta u_{h}^{\epsilon}\|_{2} \|\nabla u_{h}^{\epsilon}\|_{2}^{1/2} \|\Delta u_{h}^{\epsilon}\|_{2}^{1/2} \|\Delta u_{h}^{\epsilon}\|_{2} \|\nabla u_{h}^{\epsilon}\|_{2}^{1/2} \|\Delta u_{h}^{\epsilon}\|_{2}^{1/2} \|\nabla u_{h}^{\epsilon}\|_{2}^{1/2} + \kappa(\zeta) \epsilon^{2} \left( \left\| \nabla U_{h}^{\epsilon} \right\|^{2}_{2(Q_{t_{0}})} \right)$$

$$+ \epsilon^{2} \left( \left\| u_{3}^{\epsilon} \right\|^{2}_{2} \|\nabla u_{3}^{\epsilon}\|^{2}_{2} \right) dt + \zeta \left( \left\| \nabla \mathcal{U}_{h}^{\epsilon} \right\|^{2}_{2(Q_{t_{0}})} + \epsilon^{2} \left( \left\| \nabla \mathcal{U}_{h}^{\epsilon} \right\|^{2}_{2(Q_{t_{0}})} \right) \right),$$

where we used the Young inequality and Lemma \[\text{1}\] keeping in mind that passing from $\|\nabla u_{h}\|$ to $\|\Delta u_{h}\|$ in the estimating process is not legitimate. Note at the same time that in this case the additional $\|\nabla u_{h}\|^{2}_{2} \|\nabla u_{h}\|^{2}_{2}$ term will not have a permanent role in the bound, as in the following step it will be estimated by the same $\kappa(\|u_{h_{0}}\|_{H^{1}}(\Gamma_{G}))$ term that is used to estimate the Laplacian. Specifically, using Corollary \[\text{1}\] we arrive back to the same conclusion \[\text{61}\] that was calculated for the boundary-free scenario:

$$J_{3} \leq \zeta \left( \left\| \nabla U_{h}^{\epsilon} \right\|^{2}_{2(Q_{t_{0}})} + \epsilon^{2} \left\| \nabla U_{h}^{\epsilon} \right\|^{2}_{2(Q_{t_{0}})} \right)$$

$$+ \kappa \epsilon^{2} \left( \left\| u_{h_{0}} \right\|^{2}_{2} \right) + \epsilon^{2} \left( \left\| u_{30} \right\|^{2}_{2} \right) + \kappa(\|u_{h_{0}}\|_{H^{1}}(\Gamma_{G})),$$

where we also used \[\text{55}\].

**Bound for $J_{4}$**. We add $-\epsilon \beta u_{3}u_{1} + \epsilon \beta u_{3}u_{1} - \epsilon u_{3}u_{2} + \epsilon u_{3}u_{2} = 0$ to $J_{4}$, thus instead of estimating the original version of the term, now we need to bound the equivalent term

$$J_{4} = \int_{Q_{t_{0}}} \left( \epsilon u_{3}U_{h}^{\epsilon} u_{3} - \epsilon \beta U_{h}^{\epsilon} u_{3} + \epsilon \beta U_{h}^{\epsilon} u_{1} - \epsilon u_{3}u_{2} \right) dx \, dy \, dz \, dt = J_{41} + J_{42} + J_{43} + J_{44}. $$
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Firstly, we have

\[ I_{41} = \int_{Q_{1o}} \epsilon \alpha U_2^2 u_3 \, dx \, dy \, dz \, dt \lesssim \int_{0}^{t_0} \| U_2^2 \| \| \epsilon u_3 \| \, dt \]
\[ \lesssim \int_{0}^{t_0} \zeta \| U_2^2 \|_2^2 \, dt + \int_{0}^{t_0} \frac{1}{\zeta} \epsilon^2 \| u_3 \|_2^2 \, dt \]
\[ \lesssim \int_{0}^{t_0} \zeta \| \nabla U_2^2 \|_2^2 \, dt + \int_{0}^{t_0} \frac{1}{\zeta} \epsilon^2 \| u_3 \|_2^2 \, dt. \] (62)

Here the \( \int_{0}^{t_0} \zeta \| \nabla U_2^2 \|_2^2 \, dt \) term can be merged into the left-hand side of (62), while

\[ \int_{0}^{t_0} \frac{1}{\zeta} \epsilon^2 \| u_3 \|_2^2 \leq \frac{1}{\zeta} \epsilon^2 \| u_3 \|_{L^2(Q_{1o})} \leq \frac{1}{\zeta} \epsilon^2 \kappa(\| u_{h0} \|_{H^1}) \cdot \Gamma_G, \]

where we used the Corollary and the fact that \( \| u_3 \| \leq \| \nabla u_h \| \). Here \( \zeta \) is the constant of the Young inequality, and it only has to be small enough to keep the coefficient of \( \| \nabla U_h^2 \| \) positive.

The estimate of the \( I_{42} = \epsilon \beta U_1^2 u_3 \) term is analogous.

For the term \( I_{43} = \epsilon \beta U_3^2 u_1 \) we can use the idea that \( \| U_3^2 \| \leq \| \nabla U_h^2 \| \). As we have \( \partial_3 U_3^2 = \nabla_h u_3 \), and \( \partial_3 u_3 = \nabla_h u_3 \), we naturally have \( \partial_3 U_3 = \nabla_h U_h^2 \), and by the vertical Poincaré inequality we get

\[ \| U_3^2 \| \leq \| \partial_3 U_3^2 \| = \| \nabla U_h^2 \|. \]

Therefore we have

\[ \int_{Q_{1o}} \epsilon \beta U_3^2 u_1 \, dx \, dy \, dz \, dt \lesssim \int_{0}^{t_0} \epsilon \| U_3^2 \|_2 \| u_1 \|_2 \, dt \lesssim \int_{0}^{t_0} \epsilon \| \nabla U_h^2 \|_2 \| u_1 \|_2 \, dt. \]

and finally, after applying the Young inequality we arrive to

\[ I_{43} = \int_{Q_{1o}} \epsilon \beta U_3^2 u_1 \, dx \, dy \, dz \, dt \lesssim \zeta \int_{0}^{t_0} \| \nabla U_h^2 \|_2^2 \, ds + \frac{1}{\zeta} \epsilon^2 \int_{0}^{t_0} \| u_1 \|_2^2 \, ds \]
\[ \lesssim \zeta \int_{0}^{t_0} \| \nabla U_h^2 \|_2^2 \, dt + \frac{1}{\zeta} \epsilon^2 \kappa(\| u_{h0} \|_{H^1}) \cdot \Gamma_G, \] (63)

The estimate of \( I_{44} = \alpha \epsilon U_3^2 u_1 \) is structurally analogous.

Using the bounds we now have for the terms \( I_1, I_2, I_3 \) and \( I_4 \), (63) takes the form

\[ \Phi(t) := (\| U_h^2 \|_2^2 + \epsilon^2 \| U_3^2 \|_2^2)(t) + \int_{0}^{t} (\| \nabla U_h^2 \|_2^2 + \epsilon^2 \| \nabla U_3^2 \|_2^2) \, ds \]
\[ \lesssim \epsilon^2 (\| u_{h0} \|_2^2 + \epsilon^2 \| u_{30} \|_2^2 \|^2 + \kappa(\| u_{h0} \|_{H^1}) \cdot \Gamma_G) \]
\[ + \int_{0}^{t} \| \nabla u_h \|_2^2 \| U_h^2 \|_2^2 \, ds + \int_{0}^{t} \| \nabla u_h \|_2^2 \| \Delta u_h \|_2^2 \| U_h^2 \|_2^2 \, ds =: \Psi(t), \]
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for almost any $t_0 \in [0, \infty)$. With this we have

$$
\Psi'(t) = \| \nabla u_h \|^2_2 \| U_h^f \|^2_2 + \| \nabla u_h \|^2_2 \| \Delta u_h \|^2_2 \| U_h^\epsilon \|^2_2
\lesssim \| \nabla u_h \|^2_2 \| \nabla u_h \|^2_2 \| \Delta u_h \|^2 \Phi(t) \lesssim \| \nabla u_h \|^2_2 + \| \nabla u_h \|^2_2 \| \Delta u_h \|^2 \Psi(t),
$$

from which, applying the Grönwall inequality and using Corollary \ref{corollary} we deduce

$$
\Phi(t) \lesssim \Psi(t) \leq e^{\kappa \int_0^t \| \nabla u_h \|^2_2 + \| \nabla u_h \|^2_2 \| \Delta u_h \|^2 \, ds} \Psi(0) \leq e^{\kappa \| u_{h0} \|_{H^1 \Gamma G}} \Psi(0)
\leq e^{2\kappa \| u_{h0} \|_{H^1 \Gamma G}} \| u_{h0} \|^2_2 + \epsilon^2 \| u_{30} \|^2_2 + 1 \right)^2,
$$

which concludes the proof.

Thus, we now have

$$
\left( \| U_h^f \|^2_2 + \epsilon^2 \| U_h^\epsilon \|^2_2 \right)(t) + \int_0^t \left( \| \nabla U_h^f \|^2_2 + \epsilon^2 \| \nabla U_h^\epsilon \|^2_2 \right) \, ds \leq \epsilon^2 \kappa,
$$

where the $\kappa$ constant only depends on the domain structure and the initial data. With this we arrive to the strong convergence result

$$
\nabla U_h^f \to 0 \text{ in } L^2_t L^2_x,
$$

and as a direct consequence, we have

$$
\nabla u_h^f \to \nabla u_h \text{ in } L^2_t L^2_x
$$

as well. Using the relation between the horizontal and vertical velocity functions through the divergence-free condition, we immediately obtain

$$
\partial_3 u_3^f = \partial_3 u_3 \text{ in } L^2_t L^2_x,
$$

and using the vertical Poincaré inequality eventually we deduce that

$$
u_3^f \to u_3 \text{ strongly in } L^2_t L^2_x. \quad (64)
$$

This has been the last missing part of the proof of the main theorem, since combining the weak convergence result \ref{weak_convergence_result} for $c^\epsilon$ and the strong convergence \ref{strong_convergence_result} of $u_3^f$, we are finally able to state that

$$
c^\epsilon u_3^f \to c u_3 \text{ weakly in } L^1_t L^1_x, \quad (65)
$$

and to pass into the limit in the remaining nonlinear terms and we conclude the proof of Theorem \ref{main_theorem}.
4 Strong solutions framework

In this section we verify that the previously shown connection between the \((11) - (15)\) anisotropic and the \((17) - (21)\) hydrostatic equations has an analogous version that holds in the scenario of strong solutions as well. In order to describe our result we firstly need to give exact definition to the domain and set the boundary conditions. Here we follow the main ideas of [8] and create a periodic domain \(\Omega\) in three steps as described below.

**Remark 7.** In the weak solutions’ framework we defined a local domain with classical closed boundaries. Preserving this non-periodic domain in the case of strong solutions would naturally require higher order terms to be zero on the boundaries to guarantee that the a priori bounds can still be performed. In this framework we essentially need a domain structure where the \(H^2\) norm is equivalent to the \(L^2\) norm of the Laplacian, hence, for simplicity we make the technically more clear choice of assuming periodic boundaries. We highlight that aligning the present framework’s initial regularities (see later in (71)) with a traditional closed domain would require further considerations (specifically, domains with corners are no longer compatible with the required smoothness of the initial data).

The concept detailed here is a general approach, and we apply it both in the hydrostatic and anisotropic cases.

Let \(\Omega_0 = \Omega_2 \times (-a, 0)\) with \(\Omega_2 = (0, 1) \times (0, 1)\) over an inland domain. We define the boundary conditions

\[
\begin{align*}
\mathbf{u}_h, u_3 \text{ and } c \text{ are periodic in } x \text{ and } y, \\
(\partial_3 \mathbf{u}_h, u_3) \big|_{z=-a, 0} &= 0, \\
c \big|_{z=-a} &= 1, c \big|_{z=0} = 0.
\end{align*}
\]

Defining a new concentration function \(c^*\) by setting \(c^* = c + \frac{z}{a}\), we obtain a function that is zero on both the upper and lower boundary of the domain. This enables us to consider the standard extensions (see also [21]) of the horizontal velocity, vertical velocity, pressure and concentration functions to the new \(\Omega = \Omega_2 \times (-a, a)\) domain by requiring these functions to be even, odd, even and odd in \(z\), respectively, and set the domain to be periodic in all three dimensions.

Applying these ideas to the original concentration dynamic equations \((15)\) and \((21)\), we obtain that

\[
\partial_t c + \mathbf{u}_h \cdot \nabla_h c + u_3 \left( \partial_3 c - \frac{1}{a} \right) = \Delta_c c + s \text{ in } \Omega \times (0, T)
\]

is the new form of the hydrostatic concentration equation, while the governing equation for the anisotropic case becomes
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\[ \partial_t c^\varepsilon + u_3^\varepsilon \cdot \nabla_h c^\varepsilon + u_3^\varepsilon \left( \partial_3 c^\varepsilon - \frac{1}{a} \right) = \varepsilon K_1 \partial_{11}^2 c^\varepsilon + \Delta_d c^\varepsilon + s^\varepsilon \text{ in } \Omega \times (0, T), \quad (68) \]

where after using \( c = c^\varepsilon - \frac{1}{a} \) and \( c^\varepsilon = c^{\varepsilon^*} - \frac{1}{a} \), we returned to the original \( c \) and \( c^\varepsilon \) notations for simplicity.

In terms of boundary conditions now the (11) - (14), (68), (16) anisotropic system the and (17) - (20), (67), (22) hydrostatic system are combined with the

\( u^\varepsilon, p^\varepsilon \) and \( c^\varepsilon \) are periodic in \( x, y, z \),

\( u_3^\varepsilon \) and \( p^\varepsilon \) are even in \( z \), and \( u_3^\varepsilon \) and \( c^\varepsilon \) are odd in \( z \) \quad (69)

and

\( u, p \) and \( c \) are periodic in \( x, y, z \)

\( u_h \) and \( p \) are even in \( z \), and \( u_3 \) and \( c \) are odd in \( z \) \quad (70)

conditions, respectively.

It is easy to check that the restriction of a solution to (11) - (14), (68), (16) from \( \Omega \) to \( \Omega_0 \) is a solution to the original system, and the analogous statement holds for the hydrostatic equations, hence here we exclusively focus on the study of these new versions of the two main systems.

We highlight here that the steps detailed above constructing a fully periodic domain are indeed necessary since, generally speaking, it is physically meaningful to consider the Earth’s atmosphere as a domain that is periodic in the horizontal dimensions, however it is highly unnatural to immediately assume vertical periodicity as well. This strategy of adjusting the boundary value of the concentration function and extending the functions according to certain symmetries shows that the setting of a fully periodic domain can actually be a well-grounded choice for the atmosphere, given that the required symmetries hold.

**Remark 8.** Note that the \( \Omega \) domain we construct this way is rather artificial and as a whole it is meaningful only in a theoretical sense: the odd extension of the concentration function beyond the \((-a, 0)\) domain implies that in the \((0, a)\) region we have negative concentration values. The restriction from \( \Omega \) to \( \Omega_0 \) however remains completely meaningful in a physical sense as well.

Now that we have constructed a well-defined periodic domain, we are ready to set the initial conditions for this framework. As this section focuses on strong solutions, we naturally increase the regularity of the initial data: specifically, we assume

\[ u_{h,0} \in H^3(\Omega), \ u_{30} \in H^2(\Omega) \text{ with } \nabla \cdot u_0 = 0, \text{ and } c_0 \in H^2(\Omega). \quad (71) \]
This is of key importance, because using classical results of the framework of strong solutions, (71) guarantees the existence of local strong solutions \( u^\varepsilon \) and \( c^\varepsilon \) for the anisotropic system, which is fundamental for our results.

Our final step is the specification of the source terms, which in this case involves a convolution with a smooth function in order to have a regular source fitting the strong solution scheme.

Let \( \delta^\varepsilon \) be as specified in (27) and let \( \varphi \) be a \( C^\infty(\Omega) \) smooth function. We define the anisotropic and hydrostatic source terms respectively as the following convolutions:

\[
s^\varepsilon = \delta^\varepsilon * \varphi, \quad s = \delta * \varphi.
\]

(72)

4.1 Main strong convergence theorem

The main result of this section describing the strong solutions is analogous to Theorem 1; with the two major differences being — apart from the quality of the solutions themselves — the change to a periodic domain, and the assumption of an \( H^3 \) and \( H^2 \) initial data for the horizontal velocity and the concentration, respectively. Before stating the main convergence theorem of this section, we first describe a hydrostatic existence result that is essential for the fact of the convergence.

**Theorem 3.** Let \( u_{h0} \in H^3(\Omega) \), \( u_{30} \in H^2(\Omega) \) with \( \nabla \cdot u_0 = 0 \), let \( c_0 \in H^2(\Omega) \), and let’s assume that the conditions (70) hold. Then there exists a unique global strong solution \((u, c)\) of the downwind-matching hydrostatic polluted atmosphere limit model (17) - (20), (67), (22). Specifically, the concentration function \( c \) satisfies

\[
c \in L^\infty([0, \infty), H^2(\Omega)) \quad \text{and} \quad \nabla_d c \in L^2_{\text{loc}}([0, \infty), H^2(\Omega)) \quad \text{and} \quad \partial_t c \in L^2_{\text{loc}}([0, \infty), H^1(\Omega))\]

(73)

and

\[
\partial_t u_h \in L^2_{\text{loc}}([0, \infty), H^2(\Omega)).
\]

(74)

while the horizontal velocity strong solution \( u_h \) has the regularities

\[
u_h \in L^\infty([0, \infty), H^3(\Omega)) \cap L^2_{\text{loc}}([0, \infty), H^4(\Omega))
\]

(75)

and

\[
\partial_t u_h \in L^2_{\text{loc}}([0, \infty), H^2(\Omega)).
\]

(76)

We provide the proof of Theorem 3 in the appendix of this article. Now we are ready to describe this section’s main theorem.

**Theorem 4.** Let \( u_{h0} \in H^3(\Omega) \), \( u_{30} \in H^2(\Omega) \) with \( \int_{\Omega} u_{h0} \, dx \, dy \, dz = 0 \) and \( \nabla \cdot u_0 = 0 \), and let \( c_0 \in H^2(\Omega) \). There is a positive \( \varepsilon_0 \) threshold such that for any \( \varepsilon < \varepsilon_0 \), the strong solution \((u^\varepsilon, c^\varepsilon)\) of the anisotropic equations (11) - (14), (68), (16), (69) exists globally in time and as the aspect ratio \( \varepsilon \) tends
to zero, it converges strongly to the unique global strong solution \((u, c)\) of the hydrostatic equations of the polluted atmosphere \([17] - [20], [67], [22], [70]\). In more detail, the following strong convergence results hold:

\[
(u_\varepsilon^h, \varepsilon u_3^\varepsilon) \to (u_h, 0)
\]
\[
(\nabla u_\varepsilon^h, \varepsilon \nabla u_3^\varepsilon, u_3^\varepsilon) \to (\nabla u_h, 0, u_3)
\]
\[
(u_3^\varepsilon, c_\varepsilon^\varepsilon) \to (u_3, c)
\]
\[
\nabla_d c_\varepsilon^\varepsilon \to \nabla_d c
\]

in the respective spaces.

**Proof.** The first part of the proof concerns exclusively the velocity functions, and it follows easily from the achievements of \([21]\) and \([26]\). Regarding specific details we refer to these above mentioned papers; here we collect only the most important cornerstones of the calculations regarding \(u^\varepsilon\) and \(u\) for completeness.

i) There exist \(u^\varepsilon\) and \(u\) unique global strong solutions for the anisotropic and hydrostatic velocity systems respectively, assuming \(\varepsilon < \varepsilon_0\) and \(u_{h0} \in H^4(\Omega)\), where \(\varepsilon_0\) is a constant defined in \([21]\) depending only on \(\|u_{h0}\|_{H^3}\) and the domain itself. Specifically, for \(u_{h0} \in H^3(\Omega)\), the hydrostatic horizontal velocity strong solution \(u_h\) satisfies

\[
u_h \in L^\infty([0, \infty), H^3(\Omega)) \cap L^2_{\text{loc}}([0, \infty), H^4(\Omega))
\]

and

\[
\partial_t u_h \in L^2_{\text{loc}}([0, \infty), H^2(\Omega)).
\]

ii) We also mention that for an \(u_{h0} \in H^3(\Omega)\) initial data the velocity difference functions \([15]\) satisfy

\[
\sup_{0 \leq t < \infty} \|(U_h^\varepsilon, \varepsilon U_3^\varepsilon)\|_{H^2}^2 + \int_0^\infty \|\nabla(U_h^\varepsilon, \varepsilon U_3^\varepsilon)\|_{H^2}^2 \leq \kappa \varepsilon^2.
\]

As a consequence, the following strong convergences hold for an \(u_{h0} \in H^3(\Omega)\) initial data:

\[
(u_\varepsilon^h, \varepsilon u_3^\varepsilon) \to (u_h, 0)
\]
\[
(\nabla u_\varepsilon^h, \varepsilon \nabla u_3^\varepsilon, u_3^\varepsilon) \to (\nabla u_h, 0, u_3)
\]
\[
u_3^\varepsilon \to u_3
\]

in the respective spaces.

Theorem 4’s statement on the strong convergence of the velocity functions is obvious with the above result.

In the second part of the proof we present the computations verifying the strong convergence of the concentration function \(c^\varepsilon\). The structure of
these calculations heavily depends on the existence of both the anisotropic concentration $c^\varepsilon$ and the limit solution $c$.

The focus of the proof’s remaining part is to construct an estimate for the concentration difference function and show that

$$c^\varepsilon \rightarrow c \text{ in } L^\infty_t H^1_x \text{ and } \nabla_d c^\varepsilon \rightarrow \nabla_d c \text{ in } L^2_t H^1_x.$$  \hspace{1cm} (87)

Analogously to the $U^\varepsilon, U_3^\varepsilon$ notation we introduce $C^\varepsilon = c^\varepsilon - c$ and $S^\varepsilon = s^\varepsilon - s$ to denote the difference between anisotropic and hydrostatic functions. Subtracting (67) from (68) we obtain the governing equation for $C^\varepsilon$

$$\partial_t C^\varepsilon + \textbf{u}^\varepsilon \cdot \nabla c^\varepsilon - \textbf{u} \cdot \nabla c = \frac{1}{\alpha} U_3^\varepsilon + \varepsilon K_1 \partial_{11} c^\varepsilon + \Delta_d C^\varepsilon + S^\varepsilon, \hspace{1cm} (88)$$

which can be equivalently reformulated as

$$\partial_t C^\varepsilon + \textbf{U}^\varepsilon \nabla C^\varepsilon + \textbf{U}^\varepsilon \nabla c + \textbf{u} \nabla C^\varepsilon = \frac{1}{\alpha} U_3^\varepsilon + \varepsilon K_1 \partial_{11} C^\varepsilon + \varepsilon K_1 \partial_{11} c + \Delta_d C^\varepsilon + S^\varepsilon.$$  \hspace{1cm} (89)

Multiplying (89) by $-\partial_{ii} C^\varepsilon, i=1,2,3$ we obtain

$$\frac{1}{2} \frac{d}{dt} \| \nabla C^\varepsilon \|^2_2 + \varepsilon K_1 \| \partial_{11} C^\varepsilon \|^2_2 + K_2 \| \partial_{22} C^\varepsilon \|^2_2 + K_3 \| \partial_{33} C^\varepsilon \|^2_2 + \sum_{i \neq j} C_{ij} \| \partial_{ij} C^\varepsilon \|^2_2

= \sum_{i=1,2,3} \int_\Omega \textbf{U}^\varepsilon \nabla C^\varepsilon \partial_{ii} C^\varepsilon + \int_\Omega \textbf{U}^\varepsilon \nabla c \partial_{ii} C^\varepsilon + \int_\Omega \textbf{u} \nabla C^\varepsilon \partial_{ii} C^\varepsilon - \int_\Omega \varepsilon K_1 \partial_{11} c \partial_{ii} C^\varepsilon - \sum_{i=1,2,3} I_1(i) + I_2(i) + I_3(i) + I_4(i) + I_5(i) + I_6(i),$$  \hspace{1cm} (90)

for any $1 \leq j \leq 3$.

In the following we estimate the terms on the right-hand side one by one. The separation to indices $i=1,2,3$ and the following individual construction of the upper bounds is necessary since the full, $\varepsilon$-free Laplacian is missing from the left-hand side, and this forces us to change the standard uniform approach and consider some of the integral terms on their own.

**Estimate for $I_1(i), i=1,2,3$.**
We begin by taking $i = 1$.

\[
I_1(1) = \int_{\Omega} U^t \nabla C^\epsilon \partial_{11} C^\epsilon \\
= \int_{\Omega} U_1^t \partial_1 C^\epsilon \partial_{11} C^\epsilon + \int_{\Omega} U_2^t \partial_2 C^\epsilon \partial_{11} C^\epsilon + \int_{\Omega} U_3^t \partial_3 C^\epsilon \partial_{11} C^\epsilon \\
= I_1(1)(a) + I_1(1)(b) + I_1(1)(c).
\]

Firstly we estimate $I_1(1)(a)$. Integration by parts and Hölder inequality gives

\[
I_1(1)(a) = \int_{\Omega} U_1^t \partial_1 C^\epsilon \partial_{11} C^\epsilon = -\frac{1}{2} \int_{\Omega} \partial_1 U_1^t (\partial_1 C^\epsilon)^2 \\
\leq C \| \partial_1 U_1^t \|_{L^\infty} \cdot \| \partial_1 C^\epsilon \|_2^2 \\
\leq C \| U_1^t \|_{H^2} \cdot \| \nabla C^\epsilon \|_2^2.
\]

(92)

The above calculation is one of the points throughout the proof where the $H^3$ regularity is required sharply, otherwise the closure is not possible (note that this required regularity is guaranteed by (93)).

We can estimate $I_1(1)(b), I_1(1)(c)$ in one common step. For $j = 2, 3$ we have

\[
\int_{\Omega} U_j^t \partial_j C^\epsilon \partial_{11} C^\epsilon = -\int_{\Omega} \partial_1 U_j^t \partial_j C^\epsilon \partial_1 C^\epsilon - \int_{\Omega} U_j^t \partial_j C^\epsilon \partial_1 C^\epsilon.
\]

Firstly, by the Hölder, Ladyzhenskaya and Young inequalities we have

\[
\int_{\Omega} \partial_1 U_j^t \partial_j C^\epsilon \partial_1 C^\epsilon \leq \| \partial_1 U_j^t \|_3 \| \partial_j C^\epsilon \|_6 \| \partial_1 C^\epsilon \|_2 \\
\leq \| \partial_1 U_j^t \|_2^{1/2} \| \nabla \partial_1 U_j^t \|_2^{1/2} \| \partial_j C^\epsilon \|_2 \| \partial_1 C^\epsilon \|_2 \\
\leq \zeta \| \nabla \partial_j C^\epsilon \|_2^2 + \frac{1}{\zeta} \| \partial_1 U_j^t \|_2 \| \nabla \partial_1 U_j^t \|_2 \| \partial_1 C^\epsilon \|_2^2 \\
\leq \zeta \| \nabla \partial_j C^\epsilon \|_2^2 + \frac{1}{\zeta} \| U_h \|_{H^3}^2 \| \nabla C^\epsilon \|_2^2.
\]

(93)

Note that for $j = 3$ this approach — which is different from what we applied for $I_1(1)(a)$ — is necessary, since using the analogous estimate $\| \partial_1 U_3^t \|_{L^\infty} \leq \| U_3^t \|_{H^3} \leq \| U_h \|_{H^4}$ arrives to an excessively high level of $H^k$ space for which we do not have an estimate anymore, considering we only have an $H^3$ initial data. Since in the $\int_{\Omega} U_j^t \partial_j C^\epsilon \partial_1 C^\epsilon$ second term we do not have a derivative on the velocity function, we can simply use

\[
\int_{\Omega} U_j^t \partial_j C^\epsilon \partial_1 C^\epsilon \leq \| U_j^t \|_{L^\infty} \| \partial_j C^\epsilon \|_2 \| \partial_1 C^\epsilon \|_2 \\
\leq \zeta \| \partial_1 C^\epsilon \|_2^2 + \frac{1}{\zeta} \| U_j^t \|_{L^\infty}^2 \| \nabla C^\epsilon \|_2^2 \leq \zeta \| \partial_1 C^\epsilon \|_2^2 + \frac{1}{\zeta} \| U_h \|_{H^3}^2 \| \nabla C^\epsilon \|_2^2.
\]
 Altogether for $j = 2, 3$ we have

$$I_1(1)(b) + I_1(1)(c) = \sum_{j=2}^3 \int_{\Omega} U_j^r \partial_j C^r \partial_{11} C^r$$

$$\leq C \sum_{j=2}^3 \zeta \| \nabla \partial_j C^r \|_2^2 + C \frac{1}{\zeta} \| u_k \|_{H^3} \| \nabla C^r \|_2^2.$$  (94)

Finally we estimate $I_1(i)$ for $i = 2, 3$ as follows

$$I_1(2) + I_1(3) = \sum_{i=2,3} \int_{\Omega} U^r \nabla C^r \partial_i C^r$$

$$\leq \sum_{i=2,3} \| U^r \|_{L^\infty} \| \nabla C^r \|_2 \| \partial_i C^r \|_2 \sum_{i=2,3} \zeta \| \partial_i C^r \|_2^2 + \frac{1}{\zeta} \| U_k^r \|_{H^3} \| \nabla C^r \|_2^2.$$  (95)

**Estimate for $I_2(i)$, $i = 1, 2, 3$.**

By using the Hölder and Young inequalities, for $i = 1$ we obtain

$$I_2(1) = \int_{\Omega} U^r \nabla c \partial_1 C^r = - \int_{\Omega} \partial_1 U^r \nabla c \partial_1 C^r - \int_{\Omega} U^r \nabla \partial_1 c \partial_1 C^r$$

$$\lesssim \| \partial_1 U^r \|_3 \| \nabla c \|_6 \| \partial_1 C^r \|_2 + \| U^r \|_{L^\infty} \| \nabla \partial_1 c \|_2 \| \partial_1 C^r \|_2$$

$$\lesssim \| \nabla \partial_1 U^r \|_2 \| \partial_1 C^r \|_2 + \| U^r \|_{H^2} \| c \|_{H^2} \| \partial_1 C^r \|_2$$

$$\lesssim \| U_k^r \|_{H^3} \| c \|_{H^2} \| \partial_1 C^r \|_2 \lesssim \| U_k^r \|_{H^3}^2 + \| c \|_{H^2}^2 \| \nabla C^r \|_2^2,$$  (96)

while $I_2(i)$, $i = 2, 3$ can be estimated by

$$I_2(2) + I_2(3) = \sum_{i=2,3} \int_{\Omega} U^r \nabla c \partial_i C^r \leq \sum_{i=2,3} \| U^r \|_{L^\infty} \| \nabla c \|_2 \| \partial_i C^r \|_2$$

$$\leq \sum_{i=2,3} \zeta \| \partial_i C^r \|_2^2 + \kappa \frac{1}{\zeta} \| U_k^r \|_{H^3}^2 \| \nabla c \|_2^2.$$  (97)

Note that the regularities (73) listed in Theorem 3 guarantee that the $\| c \|_{H^2}^2$ term in (96) is bounded.

**Estimate for $I_3(i)$, $i = 1, 2, 3$.**

Due to their structure, computations for $\int_{\Omega} u \nabla C^r \partial_i C^r$ are analogous to those used to estimate $\int_{\Omega} U^r \nabla C^r \partial_i C^r$.

Using the same tools, i.e. the Hölder, Ladyzhenskaya and Young inequalities, for $i = 1$ we obtain

$$I_3(1) \lesssim \| u_1 \|_{H^3} \| \nabla C^r \|_2^2 + \sum_{j=2,3} \zeta \| \nabla \partial_j C^r \|_2^2 + \frac{1}{\zeta} \| u_k \|_{H^3} \| \nabla C^r \|_2^2.$$  (98)
On the other hand, for \( i = 2, 3 \) we have

\[
I_3(2) + I_3(3) \lesssim \zeta \sum_{i=2,3} \|\partial_i C^\epsilon\|^2_2 + \frac{1}{\zeta} \|u_h\|^2_{H^3} \|\nabla C^\epsilon\|^2_2. \tag{99}
\]

Note that thanks to \((81)\) the \( \|\nabla C^\epsilon\|^2_2 \) term is multiplied by a quantity that we can estimate well.

**Estimate for \( I_4(i), i = 1, 2, 3. \)**

In this case we do not need to separate the case \( i = 1 \) from \( i = 2, 3 \), and we can use the general estimate

\[
I_4(i) = \epsilon K_1 \int_\Omega \partial_1 c \partial_i c \lesssim \epsilon \|\partial_1 c\|_2 \|\partial_i c\|_2 \\
\lesssim \epsilon \zeta \|\partial_i C^\epsilon\|^2_2 + \frac{1}{\zeta} \|\partial_1 c\|^2_2 \tag{100}
\]

for all \( i = 1, 2, 3 \). Since here we do have an \( \epsilon \) in front of the Laplacian \( \|\partial_i C^\epsilon\|^2_2 \), it can be merged into the left-hand side later even for \( i = 1 \).

**Estimate for \( I_5(i), i = 1, 2, 3. \)**

For all \( i = 1, 2, 3 \) values we have

\[
\begin{align*}
- \int_\Omega S^\epsilon \partial_i C^\epsilon &= - \int_\Omega (s^\epsilon - s) \partial_i c \partial_i C^\epsilon = - \int_\Omega (\delta^\epsilon - \delta) \ast \varphi \cdot \partial_i c \\
&= \int_\Omega \partial_i ((\delta^\epsilon - \delta) \ast \varphi) \cdot \partial_i C^\epsilon \, dx \\
&\lesssim \int_\Omega \left( \partial_i ((\delta^\epsilon - \delta) \ast \varphi) \right)^2 \, dx + \int_\Omega \partial_i C^\epsilon)^2 \, dx \\
&\lesssim \int_\Omega \left( \delta^\epsilon - \delta \right) \ast \partial_i \varphi \right)^2 \, dx + \|\nabla C^\epsilon\|^2_2 \lesssim \epsilon^2 + \|\nabla C^\epsilon\|^2_2,
\end{align*}
\]

where we have used the properties of \( \delta^\epsilon \) and \( \delta \).

**Estimate for \( I_6(i), i = 1, 2, 3. \)**

Integration by parts combined with the Hölder and Young inequalities easily gives

\[
- \frac{1}{a} \int_\Omega U_3^\epsilon \partial_3 c \lesssim \|\nabla U_3^\epsilon\|_2 \|\nabla C^\epsilon\|_2 \lesssim \|U_h\|^2_{H^3} + \|\nabla C^\epsilon\|^2_2. \tag{102}
\]

Summarising the previously obtained six estimates for \( I_1 - I_6 \) and merging the second order concentration terms into the left-hand side (note that
it is indeed possible to do so as we have constructed the bounds in a way that \( \partial_{11} C^\epsilon \) is only present with an \( \epsilon \) multiplier), we eventually have
\[
\frac{1}{2} \frac{d}{dt} \| \nabla C^\epsilon \|^2 + \epsilon K_1 \| \partial_{11} C^\epsilon \|^2 + K_2 \| \partial_{22} C^\epsilon \|^2 + K_3 \| \partial_{33} C^\epsilon \|^2 + \sum_{i \neq j} C_{ij} \| \partial_{ij} C^\epsilon \|^2
\]
\[
\lesssim (\| u_h \|_{{H^3}} + \| u_h \|_{{H^3}}^2 + \| U_h^\epsilon \|_{{H^3}} + \| U_h^\epsilon \|_{{H^3}}^2 + 1 + \| c \|_{{H^2}}^2) \| \nabla C^\epsilon \|^2
\]
\[
+ \| U_h^\epsilon \|_{{H^3}} + \| U_h^\epsilon \|_{{H^3}}^2 \| \nabla c \| + \epsilon K_1 \| \partial_{11} c \|^2 + \epsilon^2
\]
\[
= A(t) \| \nabla C^\epsilon \|^2 + B(t)
\]
for any \( 1 \leq j \leq 3 \).

Now taking into account \( (73), (81) \) and \( (83) \), we have that
\[
\int_0^T B(t) \, dt = \kappa \int_0^T \epsilon \| \partial_{11} c \|^2 + \| U_h^\epsilon \|_{{H^3}} + \| \nabla c \|^2 + \| U_h^\epsilon \|_{{H^3}}^2 + \epsilon^2 \, dt \lesssim \epsilon + \epsilon^2 + \epsilon^2 T,
\]
and
\[
\int_0^T A(t) \, dt = \kappa \int_0^T \| U_h^\epsilon \|_{{H^3}} + \| u_h \|_{{H^3}} + \| U_h^\epsilon \|_{{H^3}}^2 + \| u_h \|_{{H^3}}^2 + \| c \|_{{H^2}} + 1 \, dt \lesssim \sqrt{T} + 1 + T.
\]
(104)

Keeping in mind that \( C^\epsilon(0) = 0 \), eventually the Grönwall inequality yields
\[
\| C^\epsilon \|_{L^\infty(0,T;H^1(\Omega))} + \| \nabla d C^\epsilon \|_{L^2(0,T;H^1(\Omega))}
\]
\[
\lesssim (\epsilon + \epsilon^2 \cdot T) \exp \kappa(\sqrt{T} + 1 + T).
\]
(105)

Here we highlight an important structural difference in the \( (105) \) final estimate compared to that in \( [21] \) (for example Proposition 5.3): the time uniformity of the bound is not preserved for our extended, concentration-including version of the modelling equations. The estimate provides a meaningful bound for any arbitrarily big finite point in time, but the estimate’s time-dependence also means that the convergence gets slower as time evolves. Note also that \( (105) \) implies the global existence of \( c^\epsilon \), as it suggests that \( C^\epsilon \) can be continued from any arbitrary finite \( T^* > 0 \) time.

Finally we conclude that for any given time \( T > 0 \) we have the global strong convergence results
\[
c^\epsilon \to c \text{ in } L^\infty_t H^1_x \text{ and } \nabla_d c^\epsilon \to \nabla_d c \text{ in } L^2_t H^1_x,
\]
(106)
moreover the rate of convergence is \( \epsilon \).

Combining the velocity convergence results \( (84) - (86) \) with the \( (106) \) concentration convergence obtained above completes the proof.
A Existence of the strong solutions of the hydrostatic equations of the polluted atmosphere

The appendix is dedicated to showing the existence of the unique global strong solution \((u_h, u_3, c)\) of the hydrostatic limit system (17) - (20), (67), (22), (70) — in other words we prove Theorem 3. The proof’s first part strongly uses the existence result achieved in [8]: here the authors focus on a system that is very similar to ours, including an incomplete Laplacian in the convection-diffusion equation. However, while they work with a temperature function \(T\), in our case the additional function to the velocity-pressure pair is the concentration \(c\). Even though there is a strong analogy between the equations describing the dynamics of concentration and temperature, yet the nature of how each of these functions are coupled with the velocity equations is different, and overall this contributes to a very significant structural divergence. Specifically, the difference between the equations

\[
\partial_3 p + T = 0
\]

and

\[
\partial_3 p = 0
\]

turns out to be a cardinal one concerning global existence. Observe in these equations that for the case of the temperature there is a reciprocal coupling between the momentum equations and the convection-diffusion equation, on the other hand the coupling for the pollution concentration is one-sided, the hydrostatic equation does not depend on the function \(c\).

The method of [8] is easily applicable with minor changes to our system until reaching the verification of local existence; the transplantation of their global existence proof on the other hand becomes very problematic. The presence of \(T\) in the hydrostatic equation makes certain cancellations possible in their case which eventually guarantee the ability to close estimates that otherwise would not lead to meaningful implications. Since our hydrostatic equation does not include \(c\), we will work out a set of rather independent estimates to show the continuability of the concentration function.

Proof of Theorem 3. The proof is built up by two main steps. We first verify the local existence of the limit solutions following the ideas of [8], while in the second step we show their global existence exploiting the already known (see (81), (82)) regularities of the velocity functions: this means that we do not need to provide bounds simultaneously for the velocity and concentration functions, and in this part we can focus exclusively on estimating \(c\).

Part 1: Local existence

As far as local existence is concerned, the proof given in sections 2 and 3 in [8] can be easily customised to fit our system. In order to transplant the
proof to the case of the polluted atmosphere, we need to check the robustness of its structure with respect to the given form of the hydrostatic equation. The necessary modifications are small-scale and rather obvious, therefore we do not unfold the entire proof here, however we do outline the main steps of the verification process:

i) We apply a commonly used idea regarding the formal elimination of the vertical velocity by expressing it through the divergence-free condition:

\[ u_3 = -\int_a^z \nabla_h \cdot \mathbf{u}_h(x, y, \xi, t) \, d\xi. \] (107)

On the other hand, we define a modified version of the convection-diffusion equation (67) by completing the missing term in the Laplacian adding the term \( \mu \partial_{11} c \) with \( \mu > 0 \); specifically, the set of equations takes the form

\[
\begin{align*}
\frac{\partial}{\partial t} \mathbf{u}_h + \Delta_{h} \mathbf{u}_h + (\mathbf{u}_h \cdot \nabla_h) \mathbf{u}_h &= \left( \int_a^z \nabla_h \cdot \mathbf{u}_h(x, y, \xi, t) \, d\xi \right) \partial_3 \mathbf{u}_h \\
&\quad + f_0 k \times \mathbf{u}_h + \nabla_h p_s(x, y, t) = 0, \\
\nabla_h \cdot \bar{\mathbf{u}}_h &= 0, \\
\nabla_h \cdot \bar{\mathbf{u}}_h &= 0, \\
\frac{\partial}{\partial t} c + \mathbf{u}_h \cdot \nabla_h c + \left( -\int_a^z \nabla_h \cdot \mathbf{u}_h(x, y, \xi, t) \, d\xi \right) \cdot \left( \partial_3 c - \frac{1}{a} \right) \\
&\quad - \Delta_d c - \mu \partial_{11} c = 0.
\end{align*}
\] (108-110)

Here \( \bar{\mathbf{u}}_h \) is the vertically averaged version of the function, i.e.

\[
\frac{1}{2a} \int_{-a}^a \mathbf{u}_h(x, y, z) \, dz,
\]

and \( p_s \) is the classical notation for a pressure function depending on only the horizontal variables. For more details of this standard reformulation process see for example [8] and [12].

ii) Using the contractive mapping principle, we can prove that for any fix positive \( \mu \) value there exist local strong solutions \( \mathbf{u}_h^\mu \) and \( c^\mu \) to the modified system (108) - (110) on \( \Omega \times (0, t^\mu) \) such that

\[
(\mathbf{u}_h^\mu, c^\mu) \in L^2(0, t^\mu; H^3(\Omega)), \quad (\partial_t \mathbf{u}_h^\mu, \partial_t c^\mu) \in L^2(0, t^\mu; H^1(\Omega)),
\]

where \( t^\mu \) depends only on \( \Omega, \mu, \) the initial data, and the viscosity and diffusivity constants.
iii) We derive the existence of the unique local strong solution \( u_h, c \) of the limit system as the strong limit of the sequences \( u_{\mu}^h, c^\mu \), having the parameter \( \mu \) tend to zero. In more detail, we establish uniform in \( \mu \) estimates for \( u_{\mu}^h, c^\mu \) and we construct \( \mu \)-independent lower bounds for the existence time \( t_0 \). These estimates combined with a version of the Aubin-Lions lemma yield

\[
(u_{\mu}^{\mu_j}, c^{\mu_j}) \to (u_h, c) \quad \text{in} \quad C(0, t_0; H^1(\Omega)),
\]

and

\[
u_{\mu}^{\mu_j} \to u_h \quad \text{in} \quad L^2(0, t_0; H^2(\Omega)), \quad \nabla_d c^{\mu_j} \to \nabla_d c \quad \text{in} \quad L^2(0, t_0; H^1(\Omega)).
\]

The uniqueness follows from standard steps estimating the difference functions and using the Grönwall inequality.

**Part 2: Global existence**

As we mentioned in the introductory part of this proof, here we only need to provide estimates verifying the continuability of \( c \), as the global existence of the velocity function immediately follows from the results of [21] and [20].

\[ \|\Delta c\|_2 \quad \text{and} \quad \|\Delta \nabla_d c\|_2 \quad \text{estimates} \]

Let’s take an arbitrary positive finite \( T \) time. Plugging the identity (107) into the convection-diffusion equation (67), multiplying it by \( \Delta c \), and integrating the result on \( \Omega \) gives

\[
\frac{1}{2} \frac{d}{dt} \|\Delta c\|_2^2 + C \|\Delta \nabla_d c\|_2^2 \leq \int_{\Omega} \Delta s \Delta c - \Delta (u_h \cdot \nabla_h c) \cdot \Delta c + \Delta \left( \left( \int_{-a}^{z} \nabla h \cdot u_h \, d\xi \right) \left( \partial_3 c - \frac{1}{a} \right) \right) \cdot \Delta c.
\]

(113)

In the following we construct an estimate for each term on the right-hand side. Firstly, we have

\[
\int_{\Omega} \Delta s \Delta c \leq \|\Delta s\|_2^2 + \|\Delta c\|_2^2.
\]

(114)

Note here that the \( \|\Delta s\|_2^2 \) term on the right-hand is bounded because of (72). The second term can be estimated as follows.

\[
\int_{\Omega} \Delta (u_h \cdot \nabla_h c) \cdot \Delta c \\
\lesssim \int_{\Omega} |\Delta u_h| |\nabla_h c| |\Delta c| + \int_{\Omega} |\nabla u_h| |\nabla \nabla_h c| |\Delta c| + \int_{\Omega} |\nabla_h u_h| |\Delta c|^2 \\
\lesssim \| u_h \|_{H^4} \| \Delta c \|_2^2.
\]

(115)
Finally the third term in the right-hand side of (113) can be separated as
\[ \int_{\Omega} \Delta \left( \int_{-a}^{z} \nabla_{h} \cdot u_{h} \, d\xi \right) \left( \partial_{\Omega} c - \frac{1}{a} \right) \cdot \Delta c = I_{1} + I_{2} + I_{3}, \]
and by the Hölder and Young inequalities we have
\[ I_{1} = \int_{\Omega} \left( \int_{-a}^{z} \Delta \nabla_{h} \cdot u_{h} \, d\xi \right) \left( \partial_{\Omega} c - \frac{1}{a} \right) \cdot \Delta c \]
\[ = -\frac{1}{a} \int_{\Omega} \left( \int_{-a}^{z} \Delta \nabla_{h} \cdot u_{h} \, d\xi \right) \cdot \Delta c + \int_{\Omega} \left( \int_{-a}^{z} \Delta \nabla_{h} \cdot u_{h} \, d\xi \right) \partial_{\Omega} c \cdot \Delta c \]
\[ = -\frac{1}{a} \int_{\Omega} \left( \int_{-a}^{z} \Delta \nabla_{h} \cdot u_{h} \, d\xi \right) \cdot \Delta c - \int_{\Omega} \left( \int_{-a}^{z} \Delta \nabla_{h} \cdot u_{h} \, d\xi \right) c \cdot \Delta \partial_{\Omega} c \]
\[ \lesssim \int_{\Omega} \left( \int_{-a}^{0} |\Delta \nabla_{h} \cdot u_{h}| \, d\xi \right) |\Delta c| \]
\[ + ||c||_{L^{\infty}} \int_{\Omega} |\Delta \nabla_{h} \cdot u_{h}| |\Delta c| + ||c||_{L^{\infty}} \int_{\Omega} \left( \int_{-a}^{z} |\Delta \nabla_{h} \cdot u_{h}| \, d\xi \right) |\Delta \partial_{\Omega} c| \]
\[ \lesssim \int_{M} \left( \int_{-a}^{0} |\Delta \nabla_{h} \cdot u_{h}| \, d\xi \right) \left( \int_{-a}^{0} |\Delta c| \, dz \right) \]
\[ + ||c||_{L^{\infty}} \left( \|u_{h}\|_{H^{3}}^{2} + ||c||_{2}^{2} \right) + ||c||_{L^{\infty}} \|u_{h}\|_{H^{3}} ||\Delta \partial_{\Omega} c||_{L^{2}} \]
\[ \lesssim \|u_{h}\|_{H^{3}} ||\Delta c||_{2} + ||c||_{L^{\infty}} \|u_{h}\|_{H^{3}} ||\Delta c||_{2} + \kappa(\zeta) ||c||_{L^{\infty}} \|u_{h}\|_{H^{3}}^{2} + \zeta ||\Delta \partial_{\Omega} c||_{2}^{2}, \]
where $\zeta ||\Delta \partial_{\Omega} c||_{2}^{2}$ can be merged into the left-hand side of (113).

For the second part we obtain
\[ I_{2} = \int_{\Omega} \left( \int_{-a}^{z} \nabla \nabla_{h} \cdot u_{h} \, d\xi \right) \nabla \partial_{\Omega} c \cdot \Delta c \]
\[ \lesssim \int_{\Omega} \left( \int_{-a}^{0} |\nabla \nabla_{h} \cdot u_{h}| \, d\xi \right) |\nabla \partial_{\Omega} c| |\Delta c| \]
\[ \lesssim \int_{\Omega} a \sup |\nabla \nabla_{h} \cdot u_{h}| ||\nabla \partial_{\Omega} c|| |\Delta c| \lesssim \|u_{h}\|_{H^{3}} ||\Delta c||_{2}^{2}, \]
while for the third term we compute
\[ I_{3} = \int_{\Omega} \left( \int_{-a}^{z} \nabla_{h} \cdot u_{h} \, d\xi \right) \Delta \partial_{\Omega} c \cdot \Delta c \leq \int_{\Omega} \left( \int_{-a}^{0} |\nabla_{h} \cdot u_{h}| \, d\xi \right) |\Delta \partial_{\Omega} c|| |\Delta c| \]
\[ \lesssim \int_{\Omega} h \sup |\nabla_{h} \cdot u_{h}| ||\Delta \partial_{\Omega} c|| |\Delta c| \lesssim \|u_{h}\|_{H^{3}} (\zeta ||\Delta \partial_{\Omega} c||_{2}^{2} + \kappa(\zeta) ||\Delta c||_{2}^{2}). \]

(118)
Here the $\zeta \| u_h \|_{H^3} \| \Delta \partial_t c \|_2^2$ term can be merged into the left-hand side of (113), as $d$ contains the direction $z$, and $\| u_h \|_{H^3}$ is finite.

Now, merging estimates (114), (115), (116), (117), (118) into (113) we eventually arrive to

$$\frac{1}{2} \frac{d}{dt} \| \Delta c \|_2^2 + \kappa \| \Delta \nabla d c \|_2^2 \lesssim (1 + \| u_h \|_{H^3} + \| u_h \|_{H^4} + \| c \|_{L^\infty}) \| \Delta c \|_2^2$$

(119)

Moreover, we derive

$$\int_0^T \| \Delta s \|_2^2 + \| c \|_{L^\infty} \| u_h \|_{H^3}^2 + \| c \|_{L^\infty}^2 \| u_h \|_{H^3}^2 + \| u_h \|_{H^3} dt \lesssim T \| s \|_{H^2} + \| u_h \|^2_{L^\infty T^2} T^2 + \| u_h \|^2_{L^\infty T^3} T^3 + \| u_h \|_{L^\infty T^2} T := G_2.$$  

Finally, from (119), (120) and (121) we conclude

$$\sup_{0 \leq t \leq T} \| \Delta c \|_2^2 + \kappa \int_0^T \| \Delta \nabla d c \|_2^2 \leq \kappa \| c_0 \|_{H^2} + G_2 \exp G_1.$$  

(122)

The estimate (122) shows the overall continuability of the concentration function beyond any given finite $T$ time: considering the already well-known continuability of the velocity functions, our proof with this is concluded.
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