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Abstract—This paper presents a novel keypoints-based attention mechanism for visual recognition in still images. Deep Convolutional Neural Networks (CNNs) for recognizing images with distinctive classes have shown great success, but their performance in discriminating fine-grained changes is not at the same level. We address this by proposing an end-to-end CNN model, which learns meaningful features linking fine-grained changes using our novel attention mechanism. It captures the spatial structures in images by identifying semantic regions (SRs) and their spatial distributions, and is proved to be the key to modeling subtle changes in images. We automatically identify these SRs by grouping the detected keypoints in a given image. The “usefulness” of these SRs for image recognition is measured using our innovative attentional mechanism focusing on parts of the image that are most relevant to a given task. This framework applies to traditional and fine-grained image recognition tasks and does not require manually annotated regions (e.g. bounding-box of body parts, objects, etc.) for learning and prediction. Moreover, the proposed keypoints-driven attention mechanism can be easily integrated into the existing CNN models. The framework is evaluated on six diverse benchmark datasets. The model outperforms the state-of-the-art approaches by a considerable margin using Distracted Driver V1 (Acc: 3.39%), Distracted Driver V2 (Acc: 6.58%), Stanford-40 Actions (mAP: 2.15%), People Playing Musical Instruments (mAP: 16.05%), Food-101 (Acc: 6.30%) and Caltech-256 (Acc: 2.59%) datasets.

Index Terms—Action recognition, Attention mechanism, Convolutional Neural Network, Self-Attention, Fine-grained visual recognition, Semantic regions.

I. INTRODUCTION

VISUAL recognition using still images is a challenging problem and is widely studied by computer vision researchers [1], [2]. Recent advancements of Convolutional Neural Networks (CNN) are very successful in achieving high accuracy in image-based action recognition [3], [4], object detection [6], machine translation [7], and other multimedia content analysis tasks. Though impressive solutions have been devised using deep models for human action recognition, it is yet a challenging task to discriminate various fine-grained activities like playing a violin vs a guitar, using a phone vs talking to passengers while driving, etc. It can be regarded as a more challenging problem when multiple actions appear in a single image, such as walking and talking over the phone [8].

Existing approaches on visual image categorization are often based on the contextual information within a region enclosing the person/object in focus [9]–[11]. A major limitation is that pre-annotated bounding-boxes or object/part detectors are essential to determine the region of interest. Moreover, region-based approaches are also adapted with CNN to improve action recognition accuracy [5], and fine-grained visual recognition [12].

Before the deep learning era, visual recognition methods are dominated by the keypoints-driven engineered features such as the Scale Invariant Feature Transform (SIFT) [13], Speeded-Up Robust Features (SURF) [14], etc. Generally, these keypoints often refer to salient locations in the image and are invariant to image rotation, scale, translation, illumination, distortion and so forth. These hand-crafted feature representation techniques are widely investigated along with the bag-of-words and discriminative machine learning approaches until the great success has been attained with the deep architectures [15], [16]. These robust and invariant local descriptors have shown expressive feature representation capability, influencing high recognition accuracy. These keypoints-driven methods have ruled the world of computer vision before the recent advances and popularity of deep CNNs. As a result, modern research direction is focused on the deep feature extraction techniques due to their more powerful representation and generalization capabilities for visual recognition involving large datasets [17]. Nevertheless, we find that earlier keypoints-driven works are still helpful in guiding the modern CNNs in achieving higher accuracy. Thus, our aim is to get the best of both approaches i.e. to further enhance the power of deep models by guiding them using salient regions, defined by traditional salient keypoints in a bottom-up fashion. For a given image, the goal is to identify a set of semantic regions (SRs) and their importance to guide the potential of deep feature representation mechanism, resulting in improved recognition performance.

The advent of attention mechanisms has proven their superior performances in machine translation, object detection, image captioning, and other tasks [7], [19]. It is inspired by the human visual search mechanism and emphasizes on crucial regions/features, which are more informative rather than considering the whole scene since the global image-context may incorporate background noise that causes performance degradation. The use of SRs has been explored in [9]–[11] to improve human action recognition by detecting and localizing
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various body parts and/or objects in an image. However, the application of attention mechanism is relatively less explored in literature where several SRs influence learnable contextual cues for fine-grained visual recognition. The proposed approach innovatively addresses this via a novel deep CNN that incorporates the attention mechanism into the identified SRs to advance the visual recognition task.

Our model is called attend and guide network (AG-Net) and various key components of the network are shown in Fig. 1, illustrating the conceptual steps in recognizing safe-driving activity. It does not require region annotations and/or off-the-shelf object/part detectors to facilitate feature learning task. Our approach automatically finds significant SRs based on salient SIFT-keypoints [13]. These keypoints identify distinct spatial locations of the image, which are useful to generate SRs. Our SRs contain substantial contextual information at different granularity. They are passed through attentional maps to identify distinct regions of the image and their corresponding contextual importance. The proposed residual connection (SE-Residual denoted with \(\oplus\)) to the Squeeze-and-Excitation block used for pooling features from semantic regions (SRs).

The rest of this paper is organized as follows. Section II summarizes related works on visual recognition using still images. Section III describes the proposed framework. The datasets used for experiments are briefed in Section IV. The experimental results are presented and analyzed in Section V and an in-depth ablation study is discussed in VI. Finally, the conclusion is drawn in Section VII.

II. RELATED WORK

Several existing methods follow holistic cues for visual recognition, including deep CNNs. Recently, attention-based mechanisms have been applied in several different ways to improve the performance of the existing deep CNNs. We have summarized the related studies linking the proposed approach.

A. Human Action Recognition

Contexts, body-pose, body-parts, and recent attention-based techniques have shown promising successes in human action recognition from still images. The context-based approach incorporates the person interacting with an object, generally, specified within the candidate region(s). The R*CNN model [9] describes that action in different candidate parts contains informative contextual cues for making a decision. A set of secondary region proposals with pre-annotated bounding-boxes are used to learn regional contexts. Deep features of a region are combined with the Vector of Locally Aggregated Descriptors (VLAD) encoding technique in [28]. It identifies local and global contexts in still images. In [29], VLAD is applied to learn local features, and generalized max-pooling is incorporated for action classification. In this regard, the VLAD [29] and saliency map [15] based approaches extract SIFT-based local descriptors. On the contrary, Zhang et al. [36] validate that input bounding-box is not crucial to determine an action. Instead, an action mask is generated in their proposal. A pose-object interaction exemplar is configured in [30] to describe an action where human-object interaction takes place. Similarly, in [37], the mutual context between objects and human poses is explored in such a manner that an object can facilitate the recognition of an action. In the other direction, action recognition using the various body-parts is emphasized.
due to their discriminative effectiveness. Gkioxari et al. [38] consider three body parts, along with a provided bounding-box regression. The keypoints i.e., predefined landmarks on each of the body-part are clustered into poselets for part-action detection. Zhao et al. [3] describe semantic body-part actions from a single image. The mid-level semantic part actions are defined from seven body parts, which are useful for action recognition by a part action network. Recently, visual attention based deep models are developed for action recognition from still images. An attention network is presented in [4] with the scene-level and region-level contextual cues along with a target person’s bounding-box. The context-aware appearance features play a substantial role to modulate attention in [8].

B. Driving Action Recognition

Driver action recognition is a subset of human action/activity recognition. It is a challenging task for intelligent vehicles to monitor various secondary activities (e.g. texting messages, eating or drinking), which are bound to happen during autonomous driving when vehicles are in control. This is also applicable for developing intelligent features for Advanced Driver-Assistance Systems (ADAS) for monitoring safe driving activities. Zhao et al. [39] propose a method that uses the contourlet transform and random forest classifier for recognizing four activities (safe driving, operating shift lever, eating, and talking on the phone). In [40], seven driving activities are experimented using a feed forward neural network. Abouelnaga et al. [20] develop a genetically weighted ensemble (GAWE) method for recognizing various driving activities. It consists of five deep networks and is computationally expensive for self-driving cars due to the limited computational capacity in embedded devices. To alleviate network heaviness, a simplified deep architecture is presented to improve accuracy in [22]. The DenseNet is adapted in in [22] using latent body poses to distinguish secondary in-vehicle driver activities. The latent poses are extracted through the part affinity fields, which is pre-trained on the MS-COCO dataset. A fusion of three deep architectures, namely, ResNet, Inception module, and hierarchical recurrent neural network is presented in [41] to assess the performance of driver’s activity.

C. Food and Generic Object Recognition

Food category discrimination is a fine-grained visual recognition task [32]. An ensemble of the AlexNet, ResNet, and GoogLeNet is proposed in [45]. A pipeline parallelism framework, namely GPipe performs well using the AmoebaNet-B [46]. It employs a batch splitting pipeline to enhance efficiency for a large-scale network. In Wide-Slice Residual Network (WISer) [44], a slice convolution layer is introduced to represent the vertical trait of food. In addition, a large residual learning method has been followed for generic food classification. Recently, a multi-scale fusion and multi-view feature aggregation (MSMVFA) method is proposed in [12] by considering contextual information of ingredient to aggregate high-level semantic features, mid-level attributes, and deep visual features into a unified representation. In [43], visual similarity is measured between source and target domain using the Earth Mover’s Distance to improve transfer learning performance. Transfer learning is applied to the source domain and calibrated on target domain for classification. In [47], a deep kernel pooling framework is implemented to capture higher-order feature representation in the form of kernels. A Fully Convolutional Attention Network (FCAN) is presented for fine-grained visual recognition in [42]. The attention module is formulated into a Markov decision process for rewarding estimation at each step of attention.

For the generic image classification, a codebookless model is proposed in [48] as an alternative to the bag-of-words based methods. It uses a single Gaussian model to represent the whole image, and then a two-step metric is applied for matching Gaussian models. The advancement of CNNs has significantly improved the recognition accuracy of large-scale image classification [49–55]. To investigate the functionality of different intermediate layers in the CNNs, a visualization-based method is presented that provides insight into individual feature maps [54]. It uses a multi-layer deconvolutional network to map feature activation back to the input image pixels. A coherent parameter regularization approach is described in [55] for transfer learning using ResNet architecture for generic object recognition. The $L^2$ regularizer effectively improves the performance for inductive transfer-learning task. In [55], Mask R-CNN and conditional random field are utilized for object detection and instance segmentation in a weakly supervised manner. A bidirectional LSTM is used for complementary context-encoding from selected part proposals. A multi-view image classification approach using the visual, semantic and view consistency is presented in [54]. It linearly combines the outputs of multiple views to enhance classification accuracy.

In the above-mentioned three different types of visual recognition tasks, it is observed that many models are designed to capture contextual information at different granularity (e.g. patch to image level) to discriminate various visual categories. The contextual information is often captured by considering salient regions that often focus on bounding-boxes enclosing body-parts and objects. Such approaches require either manual annotations of the target bounding-boxes or object detectors to localize such SRs. This is time-consuming, laborious and often noisy due to human errors. Moreover, the pre-trained object detectors might not have seen the targeted object categories and the samples in the target dataset might have drawn from different distributions to that of the dataset on which the detectors are trained. This results in detection of noisy bounding-boxes. To avoid this, we propose a novel approach that implicitly detects the bounding-box containing SR and is based on well-known keypoints where the semantic content is locally rich. Moreover, we use this information to extract hierarchical contextual information by pairing the detected SRs in a unique way (local patches to global image). This contextual information influences the classification decision made by our deep architecture by learning to select these SRs automatically. It is carried out using our novel attention mechanism that considers the importance of subtle changes within an SR for a given class. It is also worth to mention that most of the existing approaches focus on either traditional image recognition with distinctive image categories [51], [53].
The overview of our proposed AG-Net is shown in Fig. 1. The model takes an image and processes it in two parallel streams. One stream focuses on the high-level feature map representation of the image using a base CNN with additional self-attention, squeeze-and-excitation block with the residual connection. The other stream is concentrated on identification of the SRs based on the automatically detected SIFT keypoints. These feature maps are then applied to the positions of these keypoints in the image plane to group them into $\kappa$ clusters. The bounding-box enclosing each cluster is our primary SRs (Fig. 3). The goal is to group the salient keypoints, which are spatially close to each other and their combined locations are represented as a SR. From Fig. 3 it is evident that some of the detected clusters (i.e. SRs) are located far from the person(s) in focus. These SRs might not be helpful in providing discriminative cues in visual recognition. It is also observed that in highly textured images, these SRs often partially cover the person(s) in focus executing an action(s). Therefore, we derive a secondary set of SRs by considering unique pairs from these primary SRs to capture the larger region containing contextual information in a fine-to-coarse manner, i.e. from local (smaller) to global (larger) salient regions/patches. We achieve this by merging all unique pairs of SRs (Fig. 4). For example, there will be a $\kappa(\kappa-1)/2$ possible unique pairs from $\kappa$ primary SRs. Therefore, the final number of possible SRs is $R = \kappa + \kappa(\kappa-1)/2$, which are used by our attention mechanism to decide their useful-

**III. PROPOSED APPROACH**

FIG. 3. Example images for climbing action from Stanford-40 dataset [24]. Using our keypoints-based clustering for detecting primary SRs. Eight SRs are detected: original image $\Rightarrow$ detected SIFT keypoints $\Rightarrow$ clustered keypoints $\Rightarrow$ bounding boxes enclosing SRs (left to right). Best view in color.

(a) Generic image recognition consisting distinctive categories (b) Different fine-grained driving activities performed by the same person (c) Fine-grained action of ‘playing’ (d) Same fine-grained action ‘with (top) vs ‘with violin’ by distinct people cello’ involving different people

**A. Salient Regions Generation**

SRs are the informative parts of the images and play a significant role in effective visual recognition. Our aim is to detect these SRs automatically and guide the network by focusing on those that contain most discriminative information so that the network is more attentive to them. We explore the automatic detection of SRs by using well-known SIFT keypoints, which are distinctive and invariant to rotation, translation, scale, illumination and distortion. A GMM [57] is then applied to the positions of these keypoints in the image plane to group them into $\kappa$ clusters. The bounding-box enclosing each cluster is our primary SRs (Fig. 3). The goal is to group the salient keypoints, which are spatially close to each other and their combined locations are represented as a SR. From Fig. 3 it is evident that some of the detected clusters (i.e. SRs) are located far from the person(s) in focus. These SRs might not be helpful in providing discriminative cues in visual recognition. It is also observed that in highly textured images, these SRs often partially cover the person(s) in focus executing action(s). Therefore, we derive a secondary set of SRs by considering unique pairs from these primary SRs to capture the larger region containing contextual information in a fine-to-coarse manner, i.e. from local (smaller) to global (larger) salient regions/patches. We achieve this by merging all unique pairs of SRs (Fig. 4). For example, there will be a $\kappa(\kappa-1)/2$ possible unique pairs from $\kappa$ primary SRs. Therefore, the final number of possible SRs is $R = \kappa + \kappa(\kappa-1)/2$, which are used by our attention mechanism to decide their useful-

FIG. 4. Drinking image example from AUC-V2 dataset [21]. Detection of two primary SRs with which a secondary SR is generated. Original image $\Rightarrow$ detected two primary SRs (red and green) $\Rightarrow$ Secondary SR (blue) with the primary SRs (left to right). The primary SRs signify partial information such as drinking (green) and drinking (red), but, those SRs do not reflect the action drinking while driving which is properly described in the secondary SR.
ness. Our SR generation method differs from the common bounding box proposals used in object detection. In object detection, the goal is to predict the bounding box of the target more accurately. Whereas, our goal is to recognize the visual content by developing a rich feature descriptor that can ensemble features from multiple local regions so that the subtle variations in images can be described and discriminated as a misalignment of the local pattern. The object detection algorithms usually suggest thousands (e.g. EdgeBoxes [58] 1K, R-CNN [6] 2K) of bounding box proposals and this could be a problem for our approach since our model complexity is linked to the number of regions, i.e. more regions imply higher complexity since our model learns joint relationships between them while generating the target feature descriptor. Therefore, we focus on fewer regions and is inspired by [9]–[11] in which parts/objects detectors are used to localize different body parts and objects which are used for actions and/or human-objects interaction classifications. In our case, we follow a very simple yet effective approach for on-the-fly generation of SRs by considering the spatially distributed salient keypoints without requiring any object/part detectors, which are often computationally expensive, and the available pre-trained models might not have seen objects appearing on the target datasets.

B. Attention Model

The proposed attention consists of two types: 1) self-attention (also known as intra-attention) focusing on high-level convolutional features from the ResNet-50 (Fig. 1a), and 2) inter-attention that captures the “importance” of a given SR with respect to all other SRs and the whole image.

1) Self (intra)-attention: It was introduced in Self-Attention Generative Adversarial Networks (SAGAN) to enable both the generator and the discriminator to better model relationships between spatial regions [18]. Inspired by SAGAN, we apply the self-attention layer to the convolutional feature from the ResNet-50 (Fig. 1a & Fig. 1b). Our aim is to explicitly learn the relationship between high-level convolutional features, even they are located far apart in the feature map. This is complementary to the convolutions to capture the spatial structure. To achieve this, let x be the high-level feature map for a given input image I. In our AG-Net, the feature x is the output of the base CNN (ResNet-50) with the resolution of width W, height H and channels C. The attention concepts [19] of key f(x) = W_fx, query g(x) = W_qx and value h(x) = W_vx are computed from x using three separate 1 × 1 convolutions as shown in Fig. 1b. Afterwards, we apply the dot-product attention to compute the self-attention feature map

{s} = \{s_1, s_2, ..., s_j, ..., s_{W \times H}\} \in \mathbb{R}^{W \times H \times C}

as:

\[ t_{i,j} = \text{Softmax}(f(x_i)^T g(x_j)), \quad s_j = \sum_{i=1}^{W \times H} t_{i,j} h(x_i) \] (1)

where \( t_{i,j} \) is one entry in the attention map (Fig. 1b), mentioning how much attention should be given to the \( i^{th} \) position when synthesizing the \( j^{th} \) position in x. The weight matrices \( W_f \in \mathbb{R}^{C' \times C}, W_q \in \mathbb{R}^{C' \times C} \) and \( W_v \in \mathbb{R}^{C' \times C} \) are computed using 1 × 1 convolution as suggested in [18]. For memory efficiency, \( C' = \lfloor C / 8 \rfloor \) is used in all our experiments. The output \( s = \{s_1, s_2, ..., s_j, ..., s_{W \times H}\} \in \mathbb{R}^{W \times H \times C} \) is multiplied with a learnable scalar parameter \( \delta \) to produce the final output \( o_j = \delta s_j + x_j \). The scalar parameter \( \delta \) is initialized to zero and allows the network to rely on the local cues at first and then gradually learns to assign more weight to the global evidence. Afterwards, the output \( o \) of the self-attention layer is used for modelling inter-attention as described below.

2) Inter-attention: Our aim is to allow the model to learn to attend each SR (Section III-A) by its importance in decision making. It is achieved by introducing an inter-attention layer (Attention module in Fig. 1b), which focuses on how much to attend a given SR conditioned on all other SRs and the whole image I. To attain this, each SR is first represented as the corresponding feature \( f_r \). The generated SRs are of different spatial sizes. Thus, we use bilinear pooling on each SR to compute the corresponding fixed feature map \( f_r \) (e.g. spatial resolution of \( 7 \times 7 \)). The pooled feature \( f_r \) is then passed through a Squeeze-and-Excitation (SE) block (Fig. 1b) to enhance its representational capacity by modelling interdependencies between the channels [59]. The SE block learns to apply global information to emphasize only on discriminative pooled features from an SR. The SE block’s output is connected to its input via a residual path (namely, SE-Residual), which can refine contextual information for improving learning capability. In our experiment, it is observed that the image recognition performance is improved by introducing this residual path, which smooths the feature propagation in the network and also enhances channel-wise feature recalibration [60].

There are \( R \) generated SRs (Section III-A) from the image \( I \), resulting in \( R + 1 \) regions (whole image I is also a region). The corresponding \( R + 1 \) bilinearly pooled features are represented as \( f_r = f_1, f_2, \ldots, f_{R+1} \). Then, these features are processed with the respective SE-Residual block (Fig. 1b) to produce the desired outputs \( f_r = f_1, f_2, \ldots, f_{R+1} \) to be considered for computing inter-attention. Our inter-attention module learns an attention matrix \( M \) representing the similarity of a given SR (r) with respect to all the other SRs (r’)(e.g. in I). The component \( m_{r,r'} \in M \) denotes the similarity between the features \( f_r \) and \( f_{r'} \) representing SRs r and r’, respectively. The inter-attention element \( m_{r,r'} \) is computed as:

\[ m_{r,r'} = \sigma (W_{u} m_{r,r'} + b_{m}) \]

\[ u_{r,r'} = \text{tanh}(W_{u} f_r + W_{u} f_{r'} + b_u) \] (2)

where \( r, r' = 1, \ldots, R + 1; \sigma \) is the element-wise sigmoid function; \( W_u \) and \( W_u ' \) are the weight matrices for the respective feature maps \( f_r \) and \( f_{r'} \); \( W_m \) is the weight matrix corresponding to their non-linear combination; \( b_{u} \) and \( b_{m} \) are the corresponding bias vectors. The component \( m_{r,r'} \) is responsible in conveying how much to attend the feature \( f_r \) representing an SR in focus conditioned on all the other surrounding SRs (f_{r'})(r’ \in [1, R+1]) and aggregated over all SRs to produce the required attentional feature map \( \alpha_r = \sum_{r'=1}^{R+1} m_{r,r'} f_{r'} \) for the SR r. Now, we have obtained the attentional feature \( \alpha_r \) for each r \in [1, R+1]. Next, the goal is to combine all the regional attentional
features to produce the final feature for the whole image \( I \). We achieve this by learning their importance scores as weights \( w = \{ w_1, w_2, \ldots, w_{R+1} \} \) and is computed as:

\[
\hat{f} = \sum_{r=1}^{R+1} \alpha_r w_r, \quad \text{where } w_r = \text{Softmax}(W_\alpha \alpha_r + b_\alpha)
\]

(3)

where the weight matrix \( W_\alpha \) and the bias \( b_\alpha \) are learnable parameters. The score \( w_r \) for each SR represented with \( \alpha_r \) is computed via probability distribution using a Softmax function. This approach is similar to the attention-based approach used to solve machine translation problem [7] in which the model automatically searches for parts of a source sentence that are relevant to predict a target word. The main difference is that we do not consider the sequential information. The final feature map \( \hat{f} \) obtained as an output is a high-level encoding of the entire image \( I \) and is used as an input to our classification layer to solve the image recognition problem.

C. Classification

It takes as the input feature map \( \hat{f} \) (width \( \times \) height \( \times \) channels) and provides the output probability vector of length \( C \) representing the probabilities of \( C \) classes for a given classification task. Normally, this is done using a Global Average Pooling (GAP) or Global Max Pooling (GMP) to aggressively summarize the presence of a feature in an image and replaces the traditional fully-connected layer [51], [52]. It can be seen as a structural regularizer that explicitly enforces feature \( \hat{f} \) to be confidence maps of \( C \) classes without any parameters to optimize and thus, overfitting is avoided. Often, the selection of GAP or GMP is done empirically and is dependent on the task in hand. Moreover, the GAP equally aggregates all the values as the final output, which favors the saliency, but it cannot directly indicate which inputs are the true prediction. It also gives too much focus on frequently occurring patches in the input image, whereas GMP is the opposite. It only considers only pooled GMP (\( \hat{f}_{\text{GMP}} \)) and GAP (\( \hat{f}_{\text{GAP}} \)) features:

\[
F = \omega \hat{f}_{\text{GMP}} + (1-\omega) \hat{f}_{\text{GAP}}, \quad \text{and } \omega = \text{Softmax}(W_\omega \hat{f}_p + b_\omega)
\]

(4)

where \( p \in \{ \text{GMP, GAP} \} \), and the weight matrix \( W_\omega \) and bias \( b_\omega \) are learnable parameters. The final feature vector \( F \) is then passed through the \text{Softmax} to generate output vector representing class probabilities of length \( C \).

D. Model Implementation and Learning

AG-Net is implemented using TensorFlow and Keras. The GMM [57] is initialized with k-means. It uses full co-variance matrix with regularization of \( 10^{-6} \) and runs 100 iterations with a convergence threshold of \( 10^{-3} \). We evaluate AG-Net using ResNet-50 [51], DenseNet-121 [52], Inception-V3 [49], NASNet-Mobile [50], and VGG-16 [53] as a backbone network. The backbone CNNs are initialized with the pre-trained ImageNet weights. The end-to-end AG-Net is trained with the default image size of 224 \( \times \) 224. We follow the standard data augmentation techniques of random translation (\( \pm 15\% \) of width and height in horizontal and vertical directions), random rotation (\( \pm 15 \) degrees) and random scaling (ranging from 0.85 to 1.15) to enhance the generalization capability of the model. The Stochastic Gradient Descent (SGD) optimizer with a momentum of 0.99 is applied to minimize the categorical cross-entropy loss function.

\[
L_i = -\sum_{c=1}^{C} y_{i,c} \log(p_{i,c})
\]

(5)

where \( p_{i,c} \) represents the prediction probability of class \( c \), \( y_{i,c} \) is the actual class-label of the \( i \)-th image, and \( C \) is the number of classes. During training, the loss in (5) is accumulated (i.e., \( L = \frac{1}{N} \sum_{i=1}^{N} L_i \)) over all the training images \( I = \{ I_i | i = 1 \ldots N \} \) with the respective labels \( y = \{ y_i | i = 1 \ldots N \} \), where \( N \) is the total number of training images. For the SGD, an adaptive learning rate with an initial value of \( 10^{-5} \) is applied and is reduced further by a decay factor of 0.1 after every 15 epochs. The model is trained with a batch size of 8 for 50 epochs using an NVIDIA Titan V GPU (12 GB).

IV. DATASET DESCRIPTION

The effectiveness of our AG-Net is evaluated using six diverse datasets consisting of fine-grained human actions (e.g. driver activities), human-objects interactions (e.g. playing musical instruments), different food images, and extremely diverse and more general object categories. Moreover, the size of these datasets ranges from small (~5K) to medium (~10K,~14K and ~17K) to large (~31K and 101K).

Distracted Driver V1 (AUC-V1) [20]: It consists of 12,977 training and 4,331 testing images. The images are collected from 31 persons (22 males and 9 females) from 7 different countries: Egypt (24), Germany (2), USA (1), Canada (1), Morocco (1), Palestine (1), and Uganda (1). These datasets comprise 10 activities: C0: driving safely, C1: texting right, C2: talking on the phone-right, C3: texting left, C4: talking on the phone-left, C5: operating radio, C6: drinking, C7: reaching behind, C8: hair and makeup, and C9: talking to passenger.

Distracted Driver V2 (AUC-V2) [21]: It is an enhanced version of the aforesaid dataset. The images are gathered from 44 persons (29 males and 15 females) from the above-mentioned 7 countries. It comprises of 12,555 training images from 38 drivers, and 1,923 testing images from the remaining 6 drivers (i.e. driver-wise split).

Stanford-40 Action (S-40) [24]: The dataset consists of 9,532 images with 40 different human actions such as blowing bubbles, brushing teeth, fishing, gardening, etc. The dataset consists of 4,000 training and 5,532 testing images.

People Playing Musical Instruments (PPMI-24) [27]: This is a challenging dataset to discriminate two fine-grained human interactions with 12 musical instruments such as flute, guitar, harp, violin, etc. Specifically, whether a person is playing a musical instrument (PPMI+) or simply holding the instrument without playing it (PPMI-). Altogether 24 interactions are
our network is also comparable to those of existing approaches. For example, in [23], the VGG-16 with regularization (VGG 16-Reg.) containing 140M (millions) parameters has produced the best accuracy (96.31%), whereas our model has only 54.79M parameters. Similarly, the DenseNet is adapted to inject latent pose to enhance the recognition accuracy in [22]. Although, the number of training parameters is 18.34M, the complexity of the model is significantly higher since it uses both DenseNet and OpenPose models for training and inferencing. The model in [21] is complex since it incorporates five different CNNs. Even though their majority voting ensemble (MVE) achieves 95.77%, it is still lower than ours (99.70%).

The training-testing samples of AUC-V2 are divided based on the unique drivers, cars, driving condition, and other environmental factors to represent the realistic driving scenarios. As a result, this disjoint split causes a less correlation between training and testing samples. Thereby, the accuracy on AUC-V2 is inferior in comparison to the AUC-V1 for SotA methods. It is also the case for our AG-Net. On AUC-V2, the Inception-V3 in [21] has achieved the best (90.07%) among the existing SotA methods, and our AG-Net is 6.58% higher. The class-wise accuracy of our AG-Net for each driving activity (C0-C9) is presented in Fig. 5a-b, including its comparison with [21], [23] using AUC-V1 and with [21] using AUC-V2, respectively. The accuracies on AUC-V1 have been improved for all activities (Fig. 5a). On AUC-V2 (Fig. 5b), class-level accuracies are also improved over six actions (C1, C2, C3, C4, C6, and C9), the same over two actions (C0 and C7) and deteriorated over C5 and C8 in comparison to [21]. These exceptions are C5: operating radio (-1.18%); and C8: hair and makeup (-6.17%). The most confusing one is hair and makeup. The reason could be the absence of temporal information in still images. Also, when a driver is involved in this particular action, the head movement in either direction causing a mix-up with other activity such as talking to passenger (C9), talking on phone in right (C2) or talking on phone in left (C4). It is worth mentioning that existing works do not use the average precision (AP) metric in their evaluation. For the first time, we provide AP of every activity in both AUC-V1 and AUC-V2 datasets (Fig. 5). The mean AP (mAP) is 99.63% and 95.39% (Table I) for AUC-V1 and AUC-V2, respectively. The confusion matrices of both datasets are shown in the supplementary document.

B. Performances on Stanford-40 and PPMI-24

Most of the existing approaches use the provided bounding-box annotations while experimenting on Stanford-40. Whereas, our approach does not consider the bounding-box annotations at all; instead, it relies on the automatic detection of the proposed SRs. It has attained 97.83% accuracy and 96.21% mAP (Table III). Our model has also improved mAP by 2.15% compared to the SotA [25] that considers human mask loss using Inception-ResNet-v2 as a base network. The multi-branch attention model [4] has achieved the best mAP of 90.70% with the use of bounding-box information, whereas it is degraded to 85.20% without it. Thus, our novel AG-Net has gained a significant margin (11.01% in mAP) compared

Our AG-Net’s accuracy is 3.39% and 6.58% higher than the best SotA approach [23] on AUC-V1 and Inception-V3 [21] on AUC-V2, respectively. Using AUC-V1, a fusion of three CNNs (Inception, ResNet and hierarchical RNN) is tested in [41]. It is worth to mention that the number of parameters of our network is also comparable to those presented with 4,800 images. For each action, 100 training and 100 test samples are provided for fine-grained classification.

Food-101 [31]: It comprises 101 food classes, with a total of 101,000 real-world images. For each class, 750 training images and 250 test images are available. It contains very diverse as well as similar food classes.

Caltech-256 [33]: It contains a total of 30,607 images of 256 object categories collected from the Internet. This dataset is an improvement on its predecessor, the Caltech-101, with new features such as larger classes, new and larger clutter categories, and overall increased difficulty. The categories are extremely diverse and more general, ranging from grasshopper to tuning fork to recognize frogs, cell phones, sailboats and many other categories in cluttered pictures. We follow the evaluation protocol in [35] that uses 60 random samples per class for training and the rest for testing, and the mean and standard deviation of five runs are reported.

V. EXPERIMENTAL RESULTS

For the performance assessment and comparison, we use the standard metrics of accuracy (Acc) and mean average precision (mAP), and are presented in percentage (%). The overall performances of our AG-Net on six datasets, as mentioned above, are summarized in Table I.

A. Performances on AUC-V1 and AUC-V2

Our AG-Net has achieved 99.70% and 96.65% accuracy on AUC-V1 and AUC-V2, respectively. These are significantly higher than all the SotA approaches shown in Table I. Our AG-Net’s accuracy is 3.39% and 6.58% higher than the best SotA approach [23] on AUC-V1 and Inception-V3 [21] on AUC-V2, respectively. Using AUC-V1, a fusion of three CNNs (Inception, ResNet and hierarchical RNN) is tested in [41]. It is worth to mention that the number of parameters of our network is also comparable to those by 2.15% compared to the SotA [25] that considers human mask loss using Inception-ResNet-v2 as a base network. The multi-branch attention model [4] has achieved the best mAP of 90.70% with the use of bounding-box information, whereas it is degraded to 85.20% without it. Thus, our novel AG-Net has gained a significant margin (11.01% in mAP) compared

| Method         | AUC-V1 (%) | Method | AUC-V2 (%) |
|----------------|------------|--------|------------|
| Fusion         | 92.36      | VGG-16 | 76.13      |
| DenseNet       | 94.20      | ResNet-50 | 81.70    |
| Inception-V3   | 95.17      | Inception-V3 | 90.07  |
| MVE            | 95.77      | -      | -          |
| GAWE           | 95.98      | -      | -          |
| VGG 16-Reg.    | 96.31      | -      | -          |
| AG-Net         | 99.70      | AG-Net | 96.65      |

The confusion matrices of both datasets are shown in the supplementary document.

B. Performances on Stanford-40 and PPMI-24

Most of the existing approaches use the provided bounding-box annotations while experimenting on Stanford-40. Whereas, our approach does not consider the bounding-box annotations at all; instead, it relies on the automatic detection of the proposed SRs. It has attained 97.83% accuracy and 96.21% mAP (Table III). Our model has also improved mAP by 2.15% compared to the SotA [25] that considers human mask loss using Inception-ResNet-v2 as a base network. The multi-branch attention model [4] has achieved the best mAP of 90.70% with the use of bounding-box information, whereas it is degraded to 85.20% without it. Thus, our novel AG-Net has gained a significant margin (11.01% in mAP) compared

| Metrics   | V1  | V2 Stanford | PPMI | Caltech |
|-----------|-----|-------------|------|---------|
| Top-1 (%) | 99.70 | 96.65   | 97.83 | 98.20  |
| Top-5 (%) | 100.00 | 99.89 | 99.85 | 99.96  |
| mAP (%)   | 99.63 | 95.39   | 96.21 | 97.35  |

Our AG-Net’s accuracy is 3.39% and 6.58% higher than the best SotA approach [23] on AUC-V1 and Inception-V3 [21] on AUC-V2, respectively. Using AUC-V1, a fusion of three CNNs (Inception, ResNet and hierarchical RNN) is tested in [41]. It is worth to mention that the number of parameters of our network is also comparable to those presented with 4,800 images. For each action, 100 training and 100 test samples are provided for fine-grained classification.

Food-101 [31]: It comprises 101 food classes, with a total of 101,000 real-world images. For each class, 750 training images and 250 test images are available. It contains very diverse as well as similar food classes.

Caltech-256 [33]: It contains a total of 30,607 images of 256 object categories collected from the Internet. This dataset is an improvement on its predecessor, the Caltech-101, with new features such as larger classes, new and larger clutter categories, and overall increased difficulty. The categories are extremely diverse and more general, ranging from grasshopper to tuning fork to recognize frogs, cell phones, sailboats and many other categories in cluttered pictures. We follow the evaluation protocol in [35] that uses 60 random samples per class for training and the rest for testing, and the mean and standard deviation of five runs are reported.

V. EXPERIMENTAL RESULTS

For the performance assessment and comparison, we use the standard metrics of accuracy (Acc) and mean average precision (mAP), and are presented in percentage (%). The overall performances of our AG-Net on six datasets, as mentioned above, are summarized in Table I.

A. Performances on AUC-V1 and AUC-V2

Our AG-Net has achieved 99.70% and 96.65% accuracy on AUC-V1 and AUC-V2, respectively. These are significantly higher than all the SotA approaches shown in Table I. Our AG-Net’s accuracy is 3.39% and 6.58% higher than the best SotA approach [23] on AUC-V1 and Inception-V3 [21] on AUC-V2, respectively. Using AUC-V1, a fusion of three CNNs (Inception, ResNet and hierarchical RNN) is tested in [41]. It is worth to mention that the number of parameters of our network is also comparable to those...
TABLE III
COMPARISON WITH SOTA APPROACHES ON DIFFERENT DATASETS. METHODS DENOTED WITH † USED KEYPOINTS (E.G., SIFT).

| Method          | Acc. | mAP | Method          | Acc. | mAP | Method          | Acc. | top-1 | top-5 | Method          | Acc. | ± std |
|-----------------|------|-----|-----------------|------|-----|-----------------|------|-------|-------|-----------------|------|-------|
| Concepts [61]   | 83.12 - |    | Randomized†[62] | -    | 47.00 | Ensemble [45]  | 72.12 | 91.61 |     | IFK†[63]       | 47.90 ±0.40 |
| Color fusion    | 84.24 83.25 |   | Mutual context [47] | -    | 48.00 | DeepFood [64]  | 77.40 | 93.70 |     | CLM [68]       | 53.60 ±0.20 |
| Action mask     | 82.64 | -   | Salience†[15]   | 49.40 |      | Kernel pooling [47] | 85.50 |      |     | FV†[65]        | 57.30 ±0.20 |
| VLAD pyrd.      | 88.50 | Exemplar [40] | 49.34 47.56 |      |      | FCAN [42]      | 86.50 |      |     | ZF-Net [54]    | 74.20 ±0.30 |
| RFBA net [26]   | 90.92 | GMP-VLAD [29] | 50.67 48.60 |      |      | WISEr [64]     | 90.27 | 98.71 |     | VGG19-VGG16 [53] | 86.20 ±0.30 |
| Multi-br. att.  | 90.70 | GSPM [66] | - 51.70 |      |      | Incept.-ResNet [43] | 90.40 |      |     | L2-SP [55]     | 87.90 ±0.20 |
| Part action     | 91.20 | Color fusion†[5] | 65.94 65.85 |      |      | MSVMFA [12]   | 90.59 | 98.25 |     | VSV [59]       | 91.35 ±0.43 |
| Human-mask      | 94.06 | VLAD pyrd.†[28] | - 81.30 |      |      | GPipe [46]     | 93.00 |      |     | CPM [52]       | 94.30 ±0.20 |

AG-Net 97.83 96.21 AG-Net 98.20 97.35 AG-Net 99.30 99.87 AG-Net 96.89 ±0.42

![Fig. 5. (a-b) Accuracy of different methods on each driving activity. (a) Comparison with GAWE [21] and VGG 16-Reg. [23] on AUC-V1. (b) Comparison with GAWE [21] on AUC-V2. (c) Proposed AP of each driving activity on AUC-V1 and AUC-V2.](image)

Fig. 5. (a-b) Accuracy of different methods on each driving activity. (a) Comparison with GAWE [21] and VGG 16-Reg. [23] on AUC-V1. (b) Comparison with GAWE [21] on AUC-V2. (c) Proposed AP of each driving activity on AUC-V1 and AUC-V2.

TABLE IV
ACCURACY (%) OF AG-NET USING VARIOUS CNNS. FOR THE STANFORD-40 AND PPMI-24, THE MAP IS GIVEN IN PARENTHESIS.

| CNN  | V1  | V2  | Stanf. (mAP) | PPMI (mAP) | Food | Caltech |
|------|-----|-----|-------------|------------|------|---------|
| ResNet50 | 99.70 | 94.56 | 97.83 (96.21) | 97.66 (96.51) | 99.11 | 96.89     |
| Inception | 98.60 | 93.83 | 96.85 (94.36) | 96.08 (94.30) | 99.22 | 96.84     |
| DenseNet | 96.69 | 96.65 | 97.32 (95.38) | 98.20 (97.35) | 99.30 | 96.83     |
| NASNet | 99.67 | 94.40 | 95.00 (92.06) | 94.75 (91.25) | 99.24 | 94.95     |
| VGG-16 | 99.65 | 95.16 | 95.15 (91.72) | 96.54 (92.51) | 98.07 | -         |
| Prev Best | 96.31 | 90.07 | 84.24 (94.06) | 65.94 (81.30) | 93.00 | 94.30     |

![Fig. 6. AP of the proposed AG-Net on each action of Stanford-40.](image)

Fig. 6. AP of the proposed AG-Net on each action of Stanford-40.

to [4] by avoiding manually annotated data. The AP of each action in Stanford-40 is shown in Fig. [6]. The best AP of the color fusion model [5] is 97.42% for playing guitar, whereas our method attains 99.47% for the same. The AP of waving hand in our proposal is 90.45% which is also an improvement over the human mask loss (76.70%) [25], and multi-branch attention (<75.00%) [4]. It is clear from Fig. [6] that APs of the right-most nine actions (from playing violin to looking through microscope) are of 100%. In Fig. [7] a comparative performance analysis is made using the top-20 actions as mentioned in [5]. It is clear that our approach has produced significant improvement in those actions.

The results on the PPMI-24 dataset are provided in Table [III]. Our model achieves an mAP improvement of 16.05% over the best SotA [28]. Though Zhao et al. [66] have achieved 92.90% mAP for 12-class binary classification using the
TABLE V  

| Base CNN   | AUC-V1 | AUC-V2 | Stanford | PP(MI) | Food |
|------------|--------|--------|----------|--------|------|
| ResNet-50  | 90.63  | 74.10  | 76.46    | 75.33  | 80.04|
| Inception-V3 | 94.70 | 69.56  | 70.94    | 69.13  | 78.34|
| DenseNet-121 | 95.00 | 77.65  | 78.64    | 81.29  | 82.70|
| NASNet-M   | 94.00  | 58.38  | 75.20    | 70.41  | 79.16|
| VGG-16     | 94.80  | 76.13  | 63.00    | 72.78  | 74.93|

TABLE VI  

| Model                  | Param (M) | GFLOPs (B) | Infer. (ms) | Training time (hrs) |
|------------------------|-----------|------------|-------------|---------------------|
| ResNet-50 (BL)         | 23.62     | 7.77       | 2.33        | 0.44, 0.26          |
| AG-Net (+Attn)         | 43.02     | 9.36       | 4.45        | 2.70, 1.59          |
| AG-Net (-Attn)         | 54.79     | 10.42      | 5.20        | 2.88, 1.69          |
| DenseNet-121 (BL)      | 6.99      | 5.68       | 2.58        | 0.65, 0.39          |
| AG-Net (-Attn)         | 11.84     | 5.71       | 4.68        | 2.90, 1.90          |
| AG-Net (+Attn)         | 16.42     | 6.10       | 4.81        | 3.06, 1.97          |
| Inception-V3 (BL)      | 21.85     | 5.72       | 2.43        | 0.54, 0.32          |
| AG-Net (-Attn)         | 41.25     | 5.81       | 4.83        | 2.74, 1.83          |
| AG-Net (+Attn)         | 53.02     | 6.88       | 5.76        | 2.99, 1.92          |
| NASNet-M (BL)          | 4.28      | 1.15       | 2.89        | 1.29, 0.78          |
| AG-Net (-Attn)         | 9.43      | 1.17       | 4.63        | 3.05, 1.95          |
| AG-Net (+Attn)         | 14.19     | 1.58       | 5.74        | 3.21, 2.10          |

C. Performance on Food-101  

Many SotA approaches use both the top-1 and top-5 accuracy while experimenting with this dataset. We follow the same. The result is shown in Table III. The top-1 and top-5 accuracies attained by our AG-Net are 99.30% and 99.87%, respectively. This clearly shows that the proposed method outperforms the SotA by a significant margin. This justifies our proposed AG-Net that focuses on SRs to guide the network to attend more important regions for effective recognition. Our approach has gained 6.30% top-1 accuracy improvement over GPipe [46], and 1.16% top-5 accuracy than WiSeR [44]. The authors in [42] have achieved a 0.20% improvement in accuracy with three attention layers (86.50%) than with two attention layers (86.30%). Our method has also attained 100% top-1 accuracy for the best 41 food categories. The worst top-1 accuracy of 30 food categories is shown in Fig. [.]1 implying that the top-1 accuracy of steak is 90.40% and that of chicken curry is 99.20%. We also provide the mAP (98.93%) in Table III as an additional metric. The average precision (AP) of each food category is shown in the supplementary document.

D. Performance on Caltech-256  

The accuracy of our AG-Net is 96.89% on this diverse generic object recognition dataset. Like over other datasets, it significantly outperforms SotA methods (Table III). It achieves 2.59% gain over the previous best accuracy (94.30%) [35] that uses selective-joint fine-tuning with additional secondary training data from ImageNet. Whereas, their accuracy is 93.50% with only the target data. A transfer learning-based regularization is performed in [55] which achieves 87.90%. AG-Net gives 5.54% gain over a recent work [34] that jointly learns visual, semantic and view consistency (VSVC).

E. Performance Summarization and Model Complexity  

The proposed AG-Net is an end-to-end pipeline in which SRs are generated on-the-fly by considering the spatial distribution of salient keypoints during the image augmentation process. These SRs are then used to pool features from the output of a base CNN and then attentionally aggregated (learning joint relationships) to generate a global descriptor, which is able to emphasize the importance of an SR by focusing on the misalignment of local parts or pattern. The SRs detection process is simple and computationally inexpensive. Our AG-Net has achieved SotA performances on all of the aforesaid six datasets consisting of diverse visual recognition tasks - human-objects interactions to fine-grained action to food image to varied object categories. This justifies the novelty and effectiveness of the proposed approach in recognizing diverse visual content.

The recent deep learning based approaches are significantly better than the earlier methods (Table III) focusing on engineered keypoints-based local feature descriptors. In Table III these keypoints-based approaches are marked with †. In this work, we unify both deep learning and keypoints-based approaches in an innovative way to capture the contextual information representing fine-to-coarse changes in image content to enhance the discriminability potential of a SotA base CNN. As a result, our approach can be applied to diverse visual recognition tasks, as shown in Table III and [31] and has outperformed the SotA approaches over all the six different datasets. This signifies the effectiveness and competence of...
the proposed approach. To justify the wider applicability of our approach, we evaluate our AG-Net with different SotA backbone CNNs such as ResNet-50 [51], Inception-V3 [49], DenseNet-121 [52], NASNet-Mobile [50] and VGG-16 [53]. The performance is shown in Table IV. It is evident that the performance is very consistent on all backbones and is significantly better than the previous best. The accuracy using ResNet-50 and DenseNet-121 as a backbone is slightly better than the rest and could be due to the nature of their design. The performance of AG-Net using VGG-16 backbone is better than the existing methods that used VGG-16 base CNN on diverse datasets. For example, on AUC-V1, VGG-16 with regularization method [23] has achieved 96.31% and our AG-Net has attained 99.69%. Also, we have reached 95.16% on AUC-V2 compared to 76.13% in [21] that uses VGG-16 (Table I). Moreover, AG-Net attains 91.72% mAP and 95.15% accuracy on Stanford-40 using VGG-16 backbone. Whereas, multi-branch attention method in [4] has achieved 90.70% mAP on this dataset with leveraging bounding box annotations. However, their mAP is 85.20% without annotation and is comparable to our experimental setup, i.e. without using the bounding box annotations. The keypoint-based VLAD method [28] method has attained 88.50% mAP on Stanford-40. This method has gained 98.07% mAP on PPMI-24 (Table III). MSMVFA [12] has reported 87.68% top-1 accuracy on Food-101 using VGG-16 backbone. However, AG-Net with VGG-16 backbone requires comparatively more training time (extra 100 epochs) than other backbone CNNs. Moreover, the model complexity is also increased and is due to the architectural design of the VGG-16. The baseline accuracy of these backbone CNNs is presented in Table V. For this, we use the standard transfer learning by fine-tuning it on the target dataset using the same data augmentation and hyper-parameters (Section III-D). It is obvious that the performance of these backbone CNNs has
been significantly enhanced (Table [IV]) after our novel SRs and attention mechanism have been added. This suggests that these two components are key ingredients for achieving SotA performance over the six diverse datasets.

We have analyzed the computational complexity of our AG-Net, regarding the number of trainable parameters, GFLOPs, training and inference time, as shown in Table [VII]. We have computed these parameters for our AG-Net with all aforementioned backbone CNNs, as well as without and with attention mechanism. For example, there are 23,626M (millions) trainable parameters, 7.77B GFLOPs (billions) and 2.33 milliseconds (ms) for per-image inference time using 12GB NVIDIA Titan V GPU for the ResNet-50 as a base CNN. For our AG-Net (with 36 SRs), without our attention mechanism (-Attn), these values are: 43,026M, 9.36B and 4.45s. Similarly, these values for our AG-Net with attention (+Attn) are 54,796M, 10.42s, and 5.20ms, respectively. The model can be trained for 50 epochs with a batch size of 8 within 1.56 hours (hrs) for the ResNet-50 base CNN. For AG-Net with 36 SRs, the training time is 7.16hrs for -Attn, and 7.50hrs for +Attn using UAC-V2 dataset (12,555 training images). Likewise, these values for the Stanford-40 dataset (4K training images) are 0.44, 2.70 and 2.88 hrs, respectively. Overall, the per-image inference time of our AG-Net is faster than the existing works such as FCAN (~150ms) [42] and CPM (27ms) [35]. It reflects the computational efficiency of our AG-Net.

F. Visualization using Class Activation Map

In order to visualize our proposed SRs driven attention to guide the AG-Net, we use the Gradient-weighted Class Activation Mapping (Grad-CAM) [67] on example images representing inter-class (Fig. [10]-c) and intra-class (Fig. [10]-f) variations from three datasets. The visual map shows the most crucial regions for visual recognition. The feature maps from the 5c-branch2c layer of the ResNet-50 model have been used for visualization. Each action/object contains the actual image and its corresponding class activation map over which three important SRs (out of 36) are overlaid to justify the novelty of our SR formulation method. All SRs guide the proposed AG-Net to focus on regional contexts during learning. Fig. [10] reveals that SRs generated in our approach also emphasize contextual features in a similar fashion like Grad-CAM for further refinement in attention mechanism. It also shows that the SRs are consistently detected which are overlaid on the attention maps of the intra-class images (Fig. [10]-f) justifying the effectiveness of our simple on-the-fly keypoints-based SRs generation process.

VI. ABLATION STUDY

We have also conducted a comprehensive ablation study on three datasets (Stanford-40, PPMI-24, and AUC-V2) to analyze the effectiveness of the key components of our AG-Net, as well as the impact of the number of primary and secondary SRs, and their combination on the performance. All the training parameters and evaluation procedure are kept the same as described in Section III-D above. Firstly, we evaluate the impact of the various key components on the proposed architecture. The results are given in Table [VII]. It is evident that the main source of performance improvement is when our attention mechanism is combined with the generated SRs. For example, in the case of PPMI-24, the ResNet-50 base offers an accuracy of 75.33%, which has been improved to 84.00% with the 36 SRs. Next, the self-attention improves the accuracy up to 89.66%, which is further significantly enhanced to 97.33% with the inter-attention mechanism. Finally, the fusion of GAP and GMP in the classification layer improves the accuracy as 97.66%. Thus, it is obvious that the SRs and the attention modules are the vital components for achieving SotA accuracy.

Our SRs generation process is simple yet effective by considering the spatially distributed salient keypoints without requiring any object/part detectors, which are often explored by the existing approaches [9]–[11] to localize the bounding boxes of different body parts and objects. These bounding boxes are used as SRs for further processing to recognize actions and/or human-objects interactions. Therefore, to justify the appropriateness of our approach, we compare the performance of AG-Net considering the final SRs from mask R-CNN [6] instead of generated by our keypoints-based approach. The mask R-CNN was trained on COCO dataset. The results are given in Table [VII]. We have also experimented with SRs generated by clustering the convolutional features over the spatial dimension. The convolutional features from the last convolutional layer of the ResNet-50 backbone are used to generate the 8 primary and 28 secondary SRs like in the keypoints-based clustering using GMM (Section III-A). Visual examples of such SRs generation method are shown in Fig. [11]. The results of our AG-Net using these SRs are given in Table [VII] (last row) for the Stanford-40 (96.39%), PPMI-24 (95.07%) and AUC-V2 (87.39%) datasets. It is found that the performance is better than the SRs generation process using the mask R-CNN (Stanford-40: 90.13%, PPMI-24: 87.46% and AUC-V2: 83.75%). However, the performance using keypoints-based SRs is significantly better (Stanford-40: 97.83%, PPMI-24: 97.66% and AUC-V2: 94.56%) than the CNN features clustering. This is mainly because the keypoints are of a large collection of local maxima or minima at each level of the pyramid of a given image and is well-known for identification tasks. Whereas, CNN features are more relevant to classification and categorization tasks since it has an excellent generalization ability. As a result, the SRs generated using keypoints represent more distinctive patches in comparison to CNN features, resulting in higher accuracy. Moreover, SRs’ generation using keypoints is simple and fast, and is carried out on-the-fly in the data generator of our AG-Net. Whereas, the same process using CNN features requires offline practice as it requires a lot of processing power. This justifies our on-the-fly generation of the keypoints-based regions and their combination with our novel attention mechanism, resulting in effective captures of subtle visual variations by aggregating contextual features from most relevant image regions, and their importance in discriminating categories without requiring the objects/part detectors and/or distinguishable part annotations.

Secondly, we study the impact of the number of primary and secondary SRs on our AG-Net’s performance using ResNet-
50 as a base CNN. The results are given in Table VIII in which the top-row and the middle-row reflect the accuracies (%) using only primary SRs (P-SR) and secondary SRs (S-SR), respectively. The bottom-row contains combinations of both primary and secondary SRs. We limit the total number of SRs to a maximum of 36 to balance between the model’s performance and complexity. In the top-row (P-SR), it is clear that the accuracy increases with the increasing number of primary SRs. However, the performance significantly improves in addition to secondary SRs (middle row). This suggests that the primary SRs only may not be sufficient to provide discriminative representation of the image content and justifies the significance of the secondary SRs. For example, if we consider the total number of SRs as 10, the accuracy for combining primary (4) and secondary (6) SRs (Stanford-40: 93.92%, PPMI-24: 94.48% and AUC-V2: 88.56%) is significantly higher than using only 10 primary SRs (Stanford-40: 88.38%, PPMI-24: 89.33% and AUC-V2 85.79%). It is worth to note that the model complexity is based on the total number of SRs. Thus, for the same number of SRs, the proposed combination of primary and secondary SRs are very useful in representing local-to-global structures in image content which guides the network to achieve significantly higher recognition accuracy. Interestingly, the accuracy increases with the increment of the respective primary and secondary SRs and gives the best accuracy (Stanford-40: 97.83%, PPMI-24: 97.66% and AUC-V2: 94.56%) for the combination of 8 primary and 28 secondary SRs (unique pairs from 8 primary SRs). The performance decreases slowly with a further increment of the primary SRs with the total number of SRs fixed to 36. Therefore, 8 and 28 are the optimal number of the respective primary and secondary SRs.

VII. CONCLUSION

In this paper, a deep network called AG-Net with our novel attentional mechanism has been presented for visual recognition from still images. The SRs proposals are formulated using salient keypoints and their grouping using a GMM. The squeeze-and-excitation block with residual connection also enhances the channel-wise feature representation capability, and boost the performance with a little overhead. The attention module emphasizes various informative SRs to learn relevant region-level contexts attentively. The proposed method has been validated over six challenging diverse visual recognition datasets representing the driver action, human action, food dish, and generic object categories. These datasets are a mixture of fine-grained and distinct image categories for the visual classification task. In summary, our approach outperforms the existing SotA methods over these datasets by a significant margin. It shows the effectiveness of our robust proposal for both fine-grained and distinct visual classification.

The features representing SRs are extracted before the Softmax layer of a base CNN. Further enhancement could be achieved by combining SRs from multiple layers of the base CNN using an attention-driven approach. This would provide a better feature representation by learning to attend discriminative complementary information using SRs from multiple scales. In the near future, we plan to extend this salient region-
based still image recognition to recognize human actions and activities in video sequences by modelling the spatiotemporal salient regions.

ACKNOWLEDGEMENT
This research is supported by the UKIERI-DST grant CHARM (UKIERI-2018-19-10), and Research Investment Fund at Edge Hill University. The GPU used in this research is donated by the NVIDIA. We thank the Associate Editor and three anonymous reviewers for their constructive comments that have improved the quality of the paper.

REFERENCES
[1] B. Yao, A. Khosla, and F. Li, “Combining randomization and discrimination for fine-grained image categorization,” in Proc. 24th IEEE Conf. Comput. Vis. Patt. Recog. (CVPR), 2011, pp. 1577–1584.
[2] G. Guo and A. Lai, “A survey on still image based human action recognition,” Pattern Recog., vol. 47, no. 10, pp. 3343–3361, 2014.
[3] Z. Zhao, H. Ma, and S. You, “Single image action recognition using semantic body part actions,” in Proc. IEEE Int’l. Conf. Comp. Vis. (ICCV), 2017, pp. 3391–3399.
[4] S. Yan, J. Smith, W. Lu, and B. Zhang, “Multibranch attention networks for action recognition in still images,” IEEE Trans. Cognitive and Developmental Systems, vol. 10, no. 4, pp. 1116–1125, 2017.
[5] Y. Lavinia, H. Vo, and A. Verma, “New colour fusion deep learning model for large-scale action recognition,” vol. 10, no. 1. Inderscience Publishers (IEL), 2020, pp. 41–60.
[6] K. He, G. Gkioxari, P. Dollár, and R. Girshick, “Mask r-cnn,” in Proceedings of the IEEE international conference on computer vision, 2017, pp. 2961–2969.
[7] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by jointly learning to align and translate,” in Proc. 3rd Int’l Conf. Learning Representations (ICLR), Y. Bengio and Y. LeCun, Eds., 2015.
[8] T. Wang, R. M. Anwer, M. H. Khan, F. S. Khan, Y. Pang, L. Shao, and J. Laaksonen, “Deep contextual attention for human-object interaction detection,” in Proc. IEEE Int’l. Conf. Comp. Vis. (ICCV), 2019, pp. 5694–5702.
[9] G. Gkioxari, R. Girshick, and J. Malik, “Contextual action recognition with r* cnn,” in Proc. IEEE Int’l. Conf. Comp. Vis. (ICCV), 2015, pp. 1080–1088.
[10] S. Lee, “Actions and attributes from wholes and parts,” in Proceedings of the IEEE International Conference on Computer Vision, 2015, pp. 2470–2478.
[11] A. Mallya and S. Lazebnik, “Learning models for actions and person-object interactions with transfer to question answering,” in European Conference on Computer Vision. Springer, 2016, pp. 414–428.
[12] C. Zhang, J. Cheng, and Q. Tian, “Multi-view image classification with visual, semantic and view consistency,” IEEE Transactions on Image Processing, vol. 29, pp. 617–627, 2019.
[13] W. Ge, X. Lin, and Y. Yu, “Weakly supervised complementary parts models for fine-grained image classification from the bottom up,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 3034–3043.
[14] Y. Zhang, L. Cheng, J. Wu, J. Cai, M. N. Do, and J. Lu, “Action recognition in still images with minimum annotation efforts,” IEEE Trans. Image Processing, vol. 25, no. 11, pp. 4579–4590, 2016.
[15] B. Yao and L. F.F., “Recognizing human-object interactions via exemplar based modelling,” in Proc. IEEE Conf. Comp. Vis. Patt. Recog. (CVPR), 2013, pp. 3144–3151.
[16] L. Bossard, M. Guillaumin, and L. V. Gool, “Food-101 - mining discriminative components with random forests,” in Proc. 13th Eur. Conf. Patt. Recog. (ECCV), 2014, pp. 446–461.
[17] W. Min, S. Jiang, L. Liu, Y. Rui, and R. C. Jain, “A survey on food computing,” ACM Comput. Surv., vol. 52, no. 5, pp. 92:1–92:36, 2019.
[18] G. Griffin, A. Holub, and P. Perona, “Caltech-256 object category dataset,” 2007.
[19] C. Zhang, J. Cheng, and Q. Tian, “Multi-view image classification with visual, semantic and view consistency,” IEEE Transactions on Image Processing, vol. 29, pp. 617–627, 2019.
[20] Y. Cui, Y. Song, C. Sun, A. Howard, and S. J. Belongie, “Large scale fine-grained categorization and domain-specific transfer learning,” in Proc. IEEE Conf. Comp. Vis. Patt. Recog. (CVPR), 2018, pp. 4109–4118.
[21] N. Martinel, G. L. Foresti, and C. Micheloni, “Wide-slice residual networks for food recognition,” in Proc. IEEE Winter Conf. Appl. Comp. Vis. (WACV), 2019, pp. 567–576.
[22] Y. Cui, Y. Song, C. Sun, A. Howard, and S. J. Belongie, “Large scale fine-grained categorization and domain-specific transfer learning,” in Proc. IEEE Conf. Comp. Vis. Patt. Recog. (CVPR), 2018, pp. 4109–4118.
[23] N. Martinel, G. L. Foresti, and C. Micheloni, “Wide-slice residual networks for food recognition,” in Proc. IEEE Winter Conf. Appl. Comp. Vis. (WACV), 2019, pp. 567–576.
[24] P. Pandey, A. Deepthi, B. Mandal, and N. B. Puthan, “Foodnet: Recognizing foods using ensemble of deep networks,” IEEE Signal Process. Lett., vol. 24, no. 12, pp. 1758–1762, 2017.
[46] Y. Huang, Y. Cheng, D. Chen, H. Lee, J. Ngiam, Q. V. Le, and Z. Chen, “Gpipe: Efficient training of giant neural networks using pipeline parallelism,” in Advances in Neural Info. Process. Sys., 2019, pp. 103–112.

[47] Y. Cui, F. Zhou, J. Wang, X. Liu, Y. Lin, and S. J. Belongie, “Kernel pooling for convolutional neural networks,” in Proc. IEEE Conf. Comp. Vis. Patt. Recog. (CVPR), 2017, pp. 3049–3058.

[48] Q. Wang, P. Li, L. Zhang, and W. Zao, “Towards effective codebookless model for image classification,” Pattern Recognition, vol. 59, pp. 63–71, 2016.

[49] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking the inception architecture for computer vision,” in Proc. of the IEEE conf. on computer vision and pattern recognition, 2016, pp. 2818–2826.

[50] B. Zoph, V. Vasudevan, J. Shlens, and Q. V. Le, “Learning transferable architectures for scalable image recognition,” in Proc. of the IEEE conf. on computer vision and pattern recognition, 2018, pp. 8697–8710.

[51] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proc. IEEE Conf. Comp. Vis. Patt. Recog. (CVPR), 2016, pp. 770–778.

[52] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely connected convolutional networks,” in Proc. IEEE Conf. Comp. Vis. Patt. Recog. (CVPR), 2017, pp. 4700–4708.

[53] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” arXiv preprint arXiv:1409.1556, 2014.

[54] M. D. Zeiler and R. Fergus, “Visualizing and understanding convolutional networks,” in European conference on computer vision. Springer, 2014, pp. 818–833.

[55] L. Xuhong, Y. Grandvalet, and F. Davoine, “Explicit inductive bias M. D. Zeiler and R. Fergus, “Visualizing and understanding convolutional networks,” in European conference on computer vision. Springer, 2014, pp. 818–833.

[56] L. Xuhong, Y. Grandvalet, and F. Davoine, “Explicit inductive bias for transfer learning with convolutional networks,” in International Conference on Machine Learning, 2018, pp. 2825–2834.

[57] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” in Advances in Neural Info. Process. Sys., 2012, pp. 1097–1105.

[58] C. M. Bishop, Pattern recognition and machine learning. Springer, 2006.

[59] C. L. Zitnick and P. Dollár, “Edge boxes: Locating object proposals from edges,” in European conference on computer vision. Springer, 2014, pp. 391–405.

[60] J. Hu, L. Shen, and G. Sun, “Squeeze-and-excitation networks,” in Proc. IEEE Conf. Comp. Vis. Patt. Recog. (CVPR), 2018, pp. 7132–7141.

[61] K. He, X. Zhang, S. Ren, and J. Sun, “Identity mappings in deep residual networks,” in Proc. Eur. Conf. Comp. Vis. Springer, 2016, pp. 630–645.

[62] A. Rosenfeld and S. Ullman, “Action classification via concepts and attributes,” in 2018 24th Int’l Conf. Patt. Recog., 2018, pp. 1499–1505.

[63] B. Yao, A. Khosla, and L. Fei-Fei, “Combining randomization and discrimination for fine-grained image categorization,” in CVPR 2011. IEEE, 2011, pp. 1577–1584.

[64] F. Perronnin, J. Sánchez, and T. Mensink, “Improving the fisher kernel for large-scale image classification,” in European conference on computer vision. Springer, 2010, pp. 143–156.

[65] C. Liu, Y. Cao, Y. Luo, G. Chen, V. Vokkarane, and Y. Ma, “Deepfood: Deep learning-based food image recognition for computer-aided dietary assessment,” in Proc. Int’l. Conf. Smart Homes and Health Telematics. Springer, 2016, pp. 37–48.

[66] J. Sánchez, F. Perronnin, T. Mensink, and J. Verbeek, “Image classification with the fisher vector: Theory and practice,” International journal of computer vision, vol. 105, no. 3, pp. 222–245, 2013.

[67] Z. Zhao, H. Ma, and X. Chen, “Generalized symmetric pair model for action classification in still images,” Pattern Recog., vol. 64, pp. 347–360, 2017.

[68] R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, and D. Batra, “Grad-cam: Visual explanations from deep networks via gradient-based localization,” in Proc. IEEE Conf. Comp. Vis. Patt. Recog. (CVPR), 2017, pp. 618–626.

Asish Bera received the PhD degree from the Jadavpur University, Kolkata, India, in 2018 and the M.Tech degree from from the IEST Shibpur, India, in 2009. He is currently a Post-doctoral research associate at the Computer Science Department, Edge Hill University, UK. His current research interests include computer vision, deep learning, activity recognition, and biometrics. He is a member of IEEE.

Zachary Wharton is currently an MRes student in the Department of Computer Science, Edge Hill University, UK. He obtained his Bachelor’s degree in Computing from Edge Hill University in 2019. His interests include computer vision, deep learning, human-robot interaction (HRI) and pattern recognition.

Yonghuai Liu is a professor and director of the Visual Computing Lab at Edge Hill University since 2018. He obtained his first PhD in 1997 from North-western Polytechnical University, PR. China and second PhD in 2001 from The University of Hull, UK. He is an area/associate editor or editorial board member for a number of journals and conferences. He has published more than 180 papers in the top-ranked conferences and journals. His research interests lie in 3D computer vision, image processing, pattern recognition, machine learning, AI, and intelligent systems. He is a senior member of IEEE, Fellow of BCS, and Fellow of HEA of the UK.

Nik Bessis received his BA from the T.E.I. Athens and his MA and PhD degrees from De Montfort University, UK. He is a full Professor (2010) and since 2015, the Head (Chair) of the Department of Computer Science at Edge Hill University, UK. He is a FHEA, FBPCS and a senior member of IEEE. His research is on social graphs for network and big data analytics as well as developing data push and resource provisioning services in IoT, FI and inter-clouds. He is involved in a number of funded research and commercial projects in these areas. Prof Bessis has published over 300 works and won 4 best papers awards.

Ardhendu Behera received the PhD degree in Computer Science from the University of Fribourg, Switzerland and MEng degree in System Science and Automation from the Indian Institute Science (IISc) Bangalore, India. He is currently a Reader in Computer Vision & AI in the Department of Computer Science, Edge Hill University, UK. He has worked as a Research Fellow and Senior Research Fellow in Computer Vision Group at the University of Leeds. He is a Fellow of HEA and member of IEEE, British Machine Vision Association, Applied Vision Association, British Computing Society, affiliated member of IAPR and ECAI. His main interests include computer vision, deep learning, human-robot social interaction, activity analysis and recognition.
Supplementary Document

Fig. 12. Visualization of class activation maps using the Gradient-weighted Class Activation Mapping (Grad-CAM) [67]. The top and middle rows illustrate inter-class variations with three different classes from two datasets: (a-c) Food-101 [31], and (d-f) AUC-V1 [20]. The last row (g) represents the same action from AUC-V1 dataset. Each example contains the original image (left) and corresponding activation map of salient regions (right) on which we have overlaid only three SRs for clarity. It contains two primary SRs (enclosed with red and green bounding-boxes) along with a secondary region (enclosed with blue bounding-box) which is derived from those two primary SRs. It is related to Fig.10 (Section V-F) in the paper. Best view in color.

Fig. 13. Example images for blowing bubbles from Stanford-40 dataset [24]. Using our keypoints-based clustering for detecting primary SRs. In this example, four primary semantic regions (SRs) are detected: original image ⇒ detected SIFT keypoints ⇒ clustered keypoints ⇒ bounding boxes enclosing SRs (left to right). It is related to Fig.3 (Section III) in the paper. Best view in color.
Fig. 14. Playing instrument Harp image example from PPMI-24 dataset [27]. Detection of two primary SRs with which a secondary SR is generated. Original image ⇒ detected two primary SRs (red and green bounding-boxes) ⇒ Secondary SR (blue bounding-box) with the primary SRs (left to right). The primary SRs describe a person (green) and Harp instrument (red) separately, which is combined in the secondary region to describe the action that a person is playing Harp. It is related to Fig.4 (Section III) in the paper. Best view in color.
Fig. 15. Average Precision (AP) of each food category in Food-101 dataset \cite{31} using our AG-Net. It is evident that the top 41 food classes are classified with 100% AP. The least AP is 87.18% for the pork chop food class. This has been described in Section V-C in the paper.
Fig. 16. **Confusion matrix** of the proposed AG-Net using AUC-V1 dataset [20]. This is related to Fig. 5a in the paper, in which class-wise accuracy has been presented. The x-axis represents predicted labels and y-axis denotes actual class labels of driving activities.
Fig. 17. **Confusion matrix** of the proposed AG-Net using AUC-V2 dataset which comprises of unique drivers-wise train-test split [21]. This is related to Fig.5b in the paper, in which class-wise accuracy has been depicted. It is clear that C9: hair and makeup and C0: driving safely fine-grained activities are the low performer and is explained in Section V-A.
Fig. 18. Confusion matrix of the proposed AG-Net using Stanford-40 actions dataset [24]. Nine actions offer 100% classification accuracy and it is discussed in Section V-B in the paper.
Fig. 19. Confusion matrix of the proposed AG-Net using PPMI-24 dataset [27]. It is clear that the predicted labels of nine human-instruments interactions are achieved with 100% accuracy. The least accuracy (85%) is achieved by with recorder fine-grained interaction. It is presented in Section V-B in the paper.