FIBER BUNDLES OVER ALEXANDROFF SPACES

NICOLÁS CIANCI AND MIGUEL OTTINA

ABSTRACT. We introduce a topological variant of the Grothendieck construction which serves to represent every fiber bundle over an Alexandroff space. Using this result we give a classification theorem for fiber bundles over Alexandroff spaces with $T_0$ fiber and we construct a universal bundle for bundles with $T_0$ fiber over posets which are cofibrant objects of the category of small categories. Moreover, we prove that our construction induces an equivalence of categories between a suitable category of functors and the category of fiber bundles over a fixed Alexandroff space. In addition, we prove that any fiber bundle over an Alexandroff space is a fibration.

1. Introduction

Alexandroff spaces are topological spaces which satisfy that any intersection of open subsets is an open subset. Finite topological spaces are perhaps the simplest examples of Alexandroff spaces. It is well known that there exists a functorial correspondence between Alexandroff spaces and preordered sets which preserves the underlying set $[1]$. Under this correspondence partially ordered sets correspond to Alexandroff $T_0$–spaces. And since any preordered set can be regarded as a small category, Alexandroff spaces constitute a meeting point of Topology, Combinatorics and Category Theory.

In addition, McCord proves in $[10]$ that for every simplicial complex $K$ there exists a locally finite $T_0$–space $X(K)$ together with a weak homotopy equivalence from the geometric realization of $K$ to $X(K)$. It follows that for each topological space there exists an Alexandroff space which is weak homotopy equivalent to it. Moreover, the category of posets admits a closed model category structure which is Quillen equivalent to the usual model category structure of the category of topological spaces $[15, 12]$.

In this article we introduce a topological variant of the Grothendieck construction for functors from a preordered set to the category of topological spaces, which we call topological Grothendieck construction and which coincides with the Grothendieck construction in the case that both of them can be applied. One of the main results of this article states that every fiber bundle over an Alexandroff space $B$ is isomorphic to the topological Grothendieck construction of a morphism-inverting functor whose domain is $B$. Using this result we prove that for any Alexandroff space $B$ and for any $T_0$–space $F$ there exists a canonical bijection between isomorphism classes of functors from $B$ to $\text{Aut}(F)$ and fiber bundles over $B$ with fiber $F$, which is induced by the topological Grothendieck construction. As a corollary of this result we obtain that every fiber bundle over a simply-connected Alexandroff space is trivial. In addition, we characterize the functors such that
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their topological Grothendieck constructions are fiber bundles. Moreover, in section 5 we construct a universal bundle for bundles with $T_0$ fiber over posets which are cofibrant objects of the category of small categories.

Then we apply our results to prove that any fiber bundle over an Alexandroff space is a fibration. Recall that a classical result states that a local fibration\(^1\) over a space $B$ is a fibration, provided that any open cover of $B$ has a numerable refinement\([8,14]\). However, since continuous functions from an Alexandroff $T_0$–space to the unit interval are locally constant, non-trivial open covers of connected Alexandroff $T_0$–spaces are not numerable. Hence, this classical result does not apply to fiber bundles over Alexandroff $T_0$–spaces.

Finally, we prove that the topological Grothendieck construction yields an equivalence of categories between a suitable category of functors and the category of fiber bundles over a fixed Alexandroff space. The key ingredient for this equivalence of categories is the concept of *weak natural transformation* between functors that we introduce in\([7,4]\), which turns out to be the exact notion of arrows between functors that is needed to obtain the desired equivalence of categories.

2. Preliminaries

2.1. Notation. We fix the notation that will be used throughout this article.

- The unit interval $[0,1]$ will be denoted by $I$.
- The Sierpinski space will be denoted by $S$. This is the topological space over the set $\{0,1\}$ where the unique non-trivial open subset is the set $\{0\}$.
- Let $X$ and $Y$ be topological spaces and let $y \in Y$. We define $c_y : X \to Y$ as the constant map with value $y$.
- Let $B$ be a topological space. The space of paths in $B$ (with the the compact-open topology) will be denoted by $B^I$.
- Let $X$ and $Y$ be topological spaces and let $f : X \to Y$ be a continuous function. Let $ev_0 : Y^I \to Y$ be the map defined by $ev_0(\gamma) = \gamma(0)$. We define the space $X \times_f Y^I$ as the set $\{(x,\gamma) \in X \times Y^I \mid \gamma(0) = f(x)\}$ with the subspace topology with respect to $X \times Y^I$. Observe that the space $X \times_f Y^I$ is the pullback of the diagram $X \xymatrix{\to & Y \ar[r]^-{ev_0} & Y^I}$.
- Let $B$ be a topological space and let $\alpha, \beta \in B^I$. We will write $\alpha \sim \beta$ if $\alpha$ and $\beta$ are path-homotopic. If $\alpha$ and $\beta$ are paths in $B$ such that $\alpha(1) = \beta(0)$, the concatenation of $\alpha$ and $\beta$ will be denoted by $\alpha \ast \beta$.
- Let $B$ be a topological space and let $\gamma \in B^I$. The inverse path of $\gamma$ will be denoted by $\bar{\gamma}$, and the homotopy class of $\gamma$ will be denoted by $[\gamma]$. In addition, for $0 \leq a \leq b \leq 1$, $\gamma_{[a,b]} : I \to B$ will denote the (increasing) linear reparametrization of the restriction $\gamma : [a,b] \to B$ of $\gamma$. Observe that if $0 \leq a \leq b \leq c \leq 1$ then $\gamma_{[a,b]} \ast \gamma_{[b,c]} \sim \gamma_{[a,c]}$.
- Let $X$ be a topological space. The fundamental groupoid of $X$ will be denoted by $\Pi_1(X)$. The composition law in $\Pi_1(X)$ is defined by $[\beta] \circ [\alpha] = [\alpha \ast \beta]$ for paths $\alpha$ and $\beta$ in $X$ such that $\alpha(1) = \beta(0)$. The fundamental group $\pi_1(X,x_0)$ of $X$ at some $x_0 \in X$ is the full subgroupoid of $\Pi_1(X)$ whose unique object is $x_0$.
- $\textbf{Cat}$ will denote the category of small categories and functors.

\(^1\)A continuous function $p : E \to B$ is called a *local fibration* if there is an open cover \(\{U_\alpha\}_{\alpha \in A}\) of $B$ such that the restriction $p| : p^{-1}(U_\alpha) \to U_\alpha$ is a fibration for every $\alpha \in A$. It is immediate that fiber bundles are local fibrations.
• \textbf{Top} will denote the category of topological spaces and continuous functions. In addition, if \( B \) is a topological space, the category of objects over \( B \) in \textbf{Top} will be denoted by \textbf{Top}/\( B \).
• \textbf{Top}_0 will denote the full subcategory of \textbf{Top} whose objects are the T₀ spaces.
• \textbf{Grpd} will denote the category of groupoids and groupoid homomorphisms and \textbf{Grp} will denote the category of groups and group homomorphisms, considered as a full subcategory of \textbf{Grpd} whose objects are the one-object groupoids.
• \textbf{Ord} will denote the category of preordered sets and order preserving morphisms.

2.2. Alexandroff spaces and preordered sets. An \textit{Alexandroff space} is a topological space in which arbitrary intersections of open sets are open. The full subcategory of \textbf{Top} whose objects are the Alexandroff spaces will be denoted by \textbf{ATop}.

Note that for every element \( x \) in an Alexandroff space \( X \) there exists a minimal open neighbourhood of \( x \), which is denoted by \( U_X^x \) (or simply by \( U_x \)). Namely, \( U_x \) is the intersection of every open neighbourhood of \( x \). A preorder \( \leq \) is defined in an Alexandroff space \( X \) by \( x \leq y \) if and only if \( U_x \subseteq U_y \).

The open sets of \( X \) are precisely the lower sets of \( X \) with respect to \( \leq \) and, in particular, \( U_x = \{ y \in X \mid y \leq x \} \) for every \( x \in X \).

It is easy to see that this defines a one-to-one correspondence between Alexandroff topologies on a set \( X \) and preorder relations in \( X \), which induces an isomorphism between \textbf{ATop} and \textbf{Ord}. Hence, every Alexandroff space can be regarded as a preordered set and every continuous function between Alexandroff spaces can be regarded as an order-preserving map. We will make use of this fact throughout this article without further notice.

Observe also that there are (full) inclusions
\[ \textbf{ATop} \hookrightarrow \textbf{Top} \quad \text{and} \quad \textbf{Ord} \hookrightarrow \textbf{Cat}. \]

In [10], M. McCord proved that the minimal open subsets of an Alexandroff space are contractible subspaces. In particular, Alexandroff spaces are locally path-connected, and then the connected components of an Alexandroff space coincide with its path-connected components. In addition, if \( X \) is an Alexandroff space then the connected components of \( X \) are the connected components of \( X \) as a preordered set, that is, if \( x, y \in X \) then \( x \) and \( y \) are on the same connected component of \( X \) if and only if there exist \( n \in \mathbb{N} \) and \( z_0, \ldots, z_n \in X \) such that \( z_0 = x, z_n = y \) and the elements \( z_{i-1} \) and \( z_i \) are comparable for all \( i \in \{1, \ldots, n\} \). Observe that if \( X \) is an Alexandroff space and \( a, b \in X \) are such that \( a \leq b \) then there is a canonical path in \( X \) from \( a \) to \( b \), that will be called \( \eta(a \leq b) \), which
is defined by
\[ \eta(a \leq b)(t) = \begin{cases} a & \text{if } t < 1, \\ b & \text{if } t = 1. \end{cases} \]

McCord also defines two constructions on topological spaces which are particularly interesting in the context of Alexandroff spaces. These are the \textit{non-Hausdorff cone} and the \textit{non-Hausdorff suspension}. The non-Hausdorff cone of a topological space \( X \) is the space \( CX \) over the set \( X \cup \{+\} \), with + an element not in \( X \), with the topology generated by the open sets of \( CX \). Namely, the open sets of \( CX \) are those sets that are open in \( X \), and the whole set \( CX \). The non-Hausdorff suspension of a topological space \( X \) is the space \( SX \) over the set \( X \cup \{+,-\} \), with + and - not in \( X \), with the topology generated by the open sets of \( X \) and the sets \( X \cup \{+\} \) and \( X \cup \{-\} \).

These constructions define two functors \( C,S : \text{Top} \to \text{Top} \) which restrict to functors \( C,S : \text{ATop} \to \text{ATop} \). Note that for an Alexandroff space \( X \), the space \( CX \) is the preordered set obtained by adding two incomparable elements that are greater than (and not less than) every element of \( X \).

2.3. \textbf{Weak homotopy type of Alexandroff spaces.} Recall that the \textit{Kolmogorov quotient} of a space \( X \) is the \( T_0 \)-space \( K(X) = X/\sim \) where \( \sim \) is the equivalence relation in \( X \) that identifies topologically indistinguishable points of \( X \), that is, if \( a,b \in X \) then \( a \sim b \) if and only if for every open subset \( U \subseteq X \), \( a \in U \Leftrightarrow b \in U \). For every topological space \( X \), let \( \sigma_X : X \to KX \) be the canonical quotient map. Note that for every open subset \( U \) of \( X \), \( \sigma_X^{-1}(U) = U \) and hence \( \sigma_X \) is an open map and the initial topology on \( X \) with respect to \( \sigma_X \) coincides with the topology of \( X \). In addition, given a continuous map \( f : X \to Y \), there exists a unique continuous map \( K(f) : KX \to KY \) such that \( K(f) \sigma_X = \sigma_Y f \). It is not hard to see that \( K \) defines a functor from \( \text{Top} \) to \( \text{Top}_0 \). In addition, if \( i_0 : \text{Top}_0 \to \text{Top} \) is the inclusion functor then the collection \( \{ \sigma_X \mid X \text{ is a topological space} \} \) defines a natural transformation \( \sigma : \text{Id}_{\text{Top}} \Rightarrow i_0K \).

McCord proved in [10] that for every Alexandroff space \( X \), any section of the quotient map \( \sigma_X \) is a homotopy inverse of \( \sigma_X \). Hence, every Alexandroff space is homotopically equivalent to the \( T_0 \)-space \( KX \).

Finally, McCord proved that for every Alexandroff \( T_0 \)-space \( X \) there exists a natural weak homotopy equivalence \( f_X : |K(X)| \to X \), where \( K(X) \) is the simplicial complex with vertices the elements of \( X \) and simplices the finite non-empty chains of \( X \), and where \( |K(X)| \) denotes the \textit{geometric realization} of the simplicial complex \( K(X) \). Thus, every Alexandroff space \( X \) is weakly equivalent to the CW-complex \( |K(KX)| \).

2.4. \textbf{Fundamental groupoids of Alexandroff spaces.} Recall that there exists a functor \( B : \text{Cat} \to \text{Top} \) that maps every small category to its \textit{classifying space}, that is, to the geometric realization of its simplicial nerve [13]. It is well known that if \( X \) is a poset, then \( BX \) is naturally homeomorphic to the space \( |K(X)| \). Hence, for every \( T_0 \) Alexandroff space \( X \) there is a natural weak equivalence \( \varphi_X : BX \to X \). In [4 Theorem 2.6] it is shown that this result is in fact true for every Alexandroff space. In particular, \( \pi_1(BX,x_0) \) is naturally isomorphic to \( \pi_1(X,x_0) \) for every Alexandroff space \( X \) and every \( x_0 \in X \).

Recall also that there exists a functor \( L : \text{Cat} \to \text{Grpd} \) that maps every small category \( \mathcal{C} \) to a groupoid \( L\mathcal{C} \) which is the localization of \( \mathcal{C} \) at its set of morphisms (in the sense
of \([\mathbb{Z}]\). In addition, there exists a functor \(\nu_\varphi : \mathcal{C} \to \mathcal{C}^\varphi\) such that for every morphism-inverting functor \(F : \mathcal{C} \to \mathcal{D}\) there exists a unique functor \(\overline{F} : \mathcal{C}^\varphi \to \mathcal{D}\) such that \(F = \overline{F}\nu_\varphi\). The groupoid \(\mathcal{C}^\varphi\) and the functor \(\nu_\varphi\) are defined up to a unique canonical isomorphism by this universal property.

Now, let \(X\) be an Alexandroff space and consider the functor \(Z_X : X \to \Pi_1(X)\) that is the identity on objects and maps every arrow \(x \leq x'\) in \(X\) to the path-homotopy class \([\eta(x \leq x')]\). Since \(\Pi_1(X)\) is a groupoid, this functor is morphism-inverting and thus, there exists a unique functor \(\overline{Z}_X : LX \to \Pi_1(X)\) such that \(Z_X = \overline{Z}_X\). In [4, Theorem 3.9] it is shown that the functor \(\overline{Z}_X\) is an isomorphism and that, in fact, the collection \(\{Z_B | B\) is an Alexandroff space\} defines a natural isomorphism that can be restricted to a natural isomorphism (of groups) \(\text{Aut}_{\mathcal{C}}(x_0) \cong \pi_1(X, x_0)\) for every \(x_0 \in X\).

2.5. The Grothendieck construction. Recall that the Grothendieck construction of a functor \(C : B \to \text{Cat}\) from a small category \(B\) to \(\text{Cat}\), is the category \(\int C\) whose objects are pairs \((b, x)\) where \(b\) is an object of \(B\) and \(x\) is an object of \(C(b)\). The morphisms in \(\int C\) from \((b, x)\) to \((b', x')\) are pairs \((f, g)\) where \(f\) is a morphism in \(B\) from \(b\) to \(b'\) and \(g\) is a morphism in \(C(b')\) from \(C(f)(x)\) to \(x'\). The canonical projection \(\pi_C : \int C \to B\), which maps \((b, x)\) to \(b\), is easily seen to be a functor and is usually regarded as an object over \(B\).

A natural transformation \(\alpha : C \Rightarrow D\) between functors \(C, D : B \to \text{Cat}\) induces a functor \(\int \alpha : \int C \to \int D\) defined by \(\alpha_*((b, x)) = (b, \alpha_0(x))\) for objects \((b, x)\) of \(\int C\) and \(\alpha_*(f, g) = (f, \alpha_1(g))\) for morphisms \((f, g)\) of \(\int C\). Furthermore, the Grothendieck construction is actually a functor \(\int : \text{Cat}^B \to \text{Cat}/B\) from the category \(\text{Cat}^B\) of functors from \(B\) to \(\text{Cat}\) and natural transformations to the category \(\text{Cat}/B\) of objects over \(B\) in \(\text{Cat}\).

Now, if \(B\) is a preordered set (or equivalently, an Alexandroff space) and \(F : B \to \text{Cat}\) is a functor sending objects of \(B\) to preordered sets, then \(\int F\) is again a preordered set, where for all \((b, x), (b', x') \in \int F\), we have that \((b, x) \leq (b', x')\) if and only if \(b \leq b'\) in \(B\) and \(F(b \leq b')(x) \leq x'\) in \(F(b')\). Thus, \(\int F\) is both a category and a topological space.

3. Topological Grothendieck construction

In this section we define the topological Grothendieck construction for functors \(F : B \to \text{Top}\), where \(B\) is a preordered set, or equivalently, an Alexandroff space. This construction, which extends McCord’s non-Hausdorff cone and suspension as well as the non-Hausdorff homotopy colimit of [6], will play a crucial role in this article.

**Definition 3.1.** Let \(B\) be an Alexandroff space (or equivalently, a preordered set) and let \(D : B \to \text{Top}\) be a functor. We define

\[
\int D = \bigcup_{b \in B} \{b\} \times D(b).
\]

For each \(b \in B\) and for each open subset \(V\) of \(D(b)\) we define

\[
J_D(b, V) = \bigcup_{v \in U_b} \{v\} \times D(v \leq b)^{-1}(V).
\]

The set \(J_D(b, V)\) will be denoted by \(J(b, V)\) when there is no risk of confusion.

Let \(B = \{J(b, V) \mid b \in B\text{ and } V\text{ is an open subset of }D(b)\}\). It is not difficult to verify that \(B\) is a basis for a topology on \(\int D\) since for all \(b, b' \in B\), for all \(V\) and \(V'\) open subsets
of \(D(b)\) and \(D(b')\) respectively and for all \((\beta, x) \in J(b, V) \cap J(b', V')\) we have that
\[(\beta, x) \in J(\beta, D(\beta \leq b)^{-1}(V) \cap D(\beta \leq b')^{-1}(V')) \subseteq J(b, V) \cap J(b', V').\]

We consider \(\int D\) as a topological space with the topology generated by \(\mathcal{B}\). The topological space \(\int D\) will be called the topological Grothendieck construction of \(D\).

With the notations of above, note that if \(B = \emptyset\) then \(\int D = \emptyset\).

**Remark 3.2.** Let \(B\) be a non-empty Alexandroff space, let \(D: B \to \text{Top}\) be a functor and let \(b \in B\). Let \(\iota_b: D(b) \to \int D\) be the map defined by \(\iota_b(x) = (b, x)\). It is easy to check that \(\iota_b\) is a continuous and injective map. Moreover, since for each open subset \(V\) of \(D(b)\) we have that \(V = \iota_b^{-1}(J(b, V))\) it follows that \(\iota_b\) is a topological embedding.

The following proposition states that the definition of the topological Grothendieck construction is compatible with the definition of the Grothendieck construction in the cases that both of them can be applied.

**Proposition 3.3.** Let \(B\) be an Alexandroff space and let \(D: B \to \text{Ord}\) be a functor. Thus, \(D\) can be regarded both as a functor to \(\text{Cat}\) and a functor to \(\text{Top}\). More precisely, let \(\iota_C: \text{Ord} \to \text{Cat}\) be the usual inclusion functor and let \(\iota_T: \text{Ord} \to \text{Top}\) the functor that takes every preordered set to the corresponding Alexandroff space. We consider the compositions \(D_C = \iota_C D\) and \(D_T = \iota_T D\). Then, the Grothendieck construction \(\int D_C\) (which is a preordered set) regarded as an Alexandroff space coincides with the topological Grothendieck construction \(\int D_T\).

**Proof.** Clearly, the underlying sets of \(\int D_C\) and \(\int D_T\) coincide. Note that for all \(b \in B\) and \(x \in D(b)\), \(J_{D_T}(b, U_x^{D_T(b)}) = U_x^{D_C}\). Thus, every open subset of \(\int D_C\) is an open subset of \(\int D_T\). On the other hand, for every \(b \in B\), for every open subset \(V\) of \(D(b)\) and for every \((\beta, x) \in J_{D_T}(b, V)\) we have that \((\beta, x) \in U_x^{D_C}(\beta, U_x^{D_T(\beta)}) \subseteq J_{D_T}(b, V)\) since \(\beta \leq b\) and \(U_x^{D_T(\beta)} \subseteq D_T(\beta \leq b)^{-1}(V)\). Thus, for every \(b \in B\) and for every open subset \(V\) of \(D(b)\) the set \(J_{D_T}(b, V)\) is an open subset of \(\int D_C\). The result follows.

We give now some simple examples of the topological Grothendieck construction.

**Example 3.4.**

(1) Let \(B\) a non-empty Alexandroff space and let \(F\) be a topological space. Let \(C_F: B \to \text{Top}\) be the constant functor with value \(F\). Then \(\int C_F = B \times F\) (with the product topology) and \(\pi^{C_F}_b: B \times F \to B\) is the canonical projection.

(2) Let \(X\) be an indiscrete topological space and let \(B\) be an Alexandroff space. Let \(D: B \to \text{Top}\) be a functor such that \(D(b) = X\) for all \(b \in B\). Then the space \(\int D\) is \(B \times X\) with the product topology.

(3) Let \(X\) be the topological space whose underlying set is \(\{a, b, c\}\) and whose topology is \(\mathcal{T}_X = \{\emptyset, \{b, c\}, X\}\). Let \(f_1: X \to X\) be the identity map, let \(f_2: X \to X\) be defined by \(f_2(a) = a, f_2(b) = b\) and \(f_2(c) = b\) and let \(f_3: X \to X\) be the constant map with value \(b\). Let \(\mathcal{S}\) be the Sierpinski space. For \(j \in \{1, 2, 3\}\) let \(F_j: \mathcal{S} \to \text{Top}\) be the functor defined by \(F_j(0) = F_j(1) = X\) and \(F_j(0 \leq 1) = f_j\).

Then the spaces \(\int F_1\) and \(\int F_2\) coincide with the space \(\mathcal{S} \times X\) with the product topology. On the other hand, the space \(\int F_3\) is the set \(\mathcal{S} \times X\) with topology
\[\mathcal{T} = \{\emptyset, \{(0, b), (0, c)\}, \{(0, a), (0, b), (0, c)\}, \{(0, a), (0, b), (0, c), (1, b), (1, c)\}, \mathcal{S} \times X\}.\]
In particular, \( \int F_1 \) and \( \int F_2 \) are not homeomorphic.

(4) Let \( X \) be a topological space and let \(*\) be the singleton. Let \( D: S \to X \) be the functor defined by \( D(0) = X \) and \( D(1) = * \). Then \( \int D \) is the non-Hausdorff cone of \( X \).

(5) Let \( X \) be a topological space and, as in the previous item, let \(*\) be the singleton. Let \( B \) be the topological space whose underlying set is \( \{a,b,c\} \) and whose topology is \( \{\emptyset, \{a\}, \{a,b\}, \{a,c\}, \{a,b,c\}\} \). Note that the Hasse diagram of the poset associated to \( B \) is

\[
\begin{array}{ccc}
  & b & c \\
\nearrow & & \\
\swarrow & & \\
& a & \\
\end{array}
\]

Let \( D: B \to \textbf{Top} \) be the functor defined by \( D(a) = X \) and \( D(b) = D(c) = * \). Then \( \int D \) is the non-Hausdorff suspension of \( X \).

In examples (2) and (3) we can perceive a particular behaviour of the topological Grothendieck construction of a functor \( D: B \to \textbf{Top} \) when the spaces \( D(b) \) do not satisfy the \( T_0 \) separation axiom. This is made more explicit in lemma 3.5 and proposition 3.6.

Recall that \( K \) denotes the the Kolmogorov quotient functor \( \textbf{Top} \to \textbf{Top}_0 \).

**Lemma 3.5.** Let \( X \) and \( Y \) be topological spaces and let \( f,g: X \to Y \) be continuous maps. Then \( K(f) = K(g) \) if and only if \( f^{-1}(V) = g^{-1}(V) \) for every open subset \( V \) of \( Y \).

**Proof.** Let \( \sigma_X: X \to KX \) and \( \sigma_Y: Y \to KY \) be the quotient maps.

Let \( V \) be an open subset of \( Y \). For each \( x \in X \) we have that \( K(f)(\sigma_X(x)) = K(g)(\sigma_X(x)) \), that is, \( \sigma_Y(f(x)) = \sigma_Y(g(x)) \). Therefore,

\[
x \in f^{-1}(V) \iff f(x) \in V \iff g(x) \in V \iff x \in g^{-1}(V).
\]

Thus, \( f^{-1}(V) = g^{-1}(V) \).

To prove the converse, note that for each open subset \( W \) of \( KY \) we have that

\[
(K(f)\sigma_X)^{-1}(W) = (\sigma_Y f)^{-1}(W) = f^{-1}(\sigma_Y^{-1}(W)) = g^{-1}(\sigma_Y^{-1}(W)) = (\sigma_Y g)^{-1}(W) = (K(g)\sigma_X)^{-1}(W)
\]

Thus, for each \( x \in X \) and for each open subset \( W \) of \( KY \) we have that \( K(f)\sigma_X(x) \in W \) if and only if \( K(g)\sigma_X(x) \in W \). Since \( KY \) is a \( T_0 \)-space it follows that, for all \( x \in X \), \( K(f)\sigma_X(x) = K(g)\sigma_X(x) \). Therefore \( K(f) = K(g) \). \( \square \)

**Proposition 3.6.** Let \( B \) be an Alexandroff space and let \( F,G: B \to \textbf{Top} \) be functors such that \( F(b) = G(b) \) for all \( b \in B \). If \( KF = KG \) then \( \int F = \int G \).

**Proof.** Since \( F(b) = G(b) \) for all \( b \in B \), it is clear that the underlying sets of \( \int F \) and \( \int G \) coincide. And from 3.5, it follows that the topologies of \( \int F \) and \( \int G \) are the same. Thus, \( \int F = \int G \). \( \square \)

**Definition 3.7.** Let \( B \) be a non-empty Alexandroff space (or equivalently, a non-empty preordered set) and let \( D: B \to \textbf{Top} \) be a functor. We define \( \pi_B^D: \int D \to B \) as the canonical projection given by \( \pi_B^D(b,x) = b \). When there is no risk of confusion the projection \( \pi_B^D \) will be denoted simply by \( \pi_B \).

In the case that \( B = \emptyset \), we have that \( \int D = \emptyset \) and we define \( \pi_B^D \) as the empty function.
Remark 3.8. Let $B$ a non-empty Alexandroff space and let $F$ be a topological space. Let $C_F: B \to \text{Top}$ be the constant functor with value $F$. Then $\pi^{C_F}_B$ is the canonical projection of $B \times F$ onto $F$.

**Proposition 3.9.** Let $B$ be an Alexandroff space and let $D: B \to \text{Top}$ be a functor. Then $\pi_B: \int D \to B$ is continuous, and hence an object over $B$.

**Proof.** Since $\pi_B^{-1}(U_b) = J(b, D(b))$ for every $b \in B$, the result follows. □

Remark 3.10. Let $B$ be an Alexandroff space, let $D, E: B \to \text{Top}$ be functors and let $\theta: D \Rightarrow E$ be a natural transformation. If $b \in B$ and $V$ is an open subset of $E(b)$ then, for all $(\beta, x) \in \int D$,

$$((\beta, \theta_\beta(x)) \in J_E(b, V) \iff \beta \leq b \land E(\beta \leq b)\theta_\beta(x) \in V \iff \beta \leq b \land \theta_b D(\beta \leq b)(x) \in V \iff$$

$$\iff \beta \leq b \land D(\beta \leq b)(x) \in \theta_b^{-1}(V) \iff (\beta, x) \in J_D(b, \theta_b^{-1}(V)).$$

It follows that the function $\theta_*: \int D \to \int E$ defined by $\theta_*(b, x) = (b, \theta_b(x))$ is continuous and hence a map over $B$ from $\pi_B^D$ to $\pi_B^E$.

It is easy to see then that the construction $\int$ defines a functor $\int: \text{Top}^B \to \text{Top}/B$, where $\text{Top}^B$ denotes the category of functors from $B$ to $\text{Top}$. In particular, with the previous notations, if $\theta$ is a natural isomorphism then $\theta_*$ is an isomorphism of maps over $B$ from $\pi_B^D$ to $\pi_B^E$.

The following example shows that the functor $\int: \text{Top}^B \to \text{Top}/B$ is not essentially surjective.

**Example 3.11.** Let $B$ be the Sierpinski space $S$ (as defined in subsection 2.1 with unique non-trivial open subset $\{0\}$). Let $E$ be the topological space whose underlying set is $\{a, b, c\}$ and whose topology is $\{\emptyset, \{a\}, \{a, b\}, \{a, c\}, \{a, b, c\}\}$. Let $p: E \to B$ be the continuous map given by $p(a) = 0$ and $p(b) = p(c) = 1$.

Suppose that there exists a functor $D: B \to \text{Top}$ such that the projection $\pi_B^D$ is isomorphic to $p$ as maps over $B$. Let $\alpha: E \to \int D$ be a homeomorphism such that $\pi_B^D \alpha = p$. Clearly, $D(0)$ is a singleton and $D(1)$ is a topological space with cardinality 2. Moreover, applying [4.2] we obtain that $\alpha$ induces a homeomorphism $\{b, c\} \to D(1)$ and hence $D(1)$ is a discrete space. Let $x$ be the only element of $D(0)$, let $y = D(0 \leq 1)(x)$ and let $z$ be the only element of $D(1) - \{y\}$. Note that $J_D(1, \{z\}) = \{z\}$ and hence $\{z\}$ is an open subset of $\int D$. But $\alpha^{-1}(z) \in \{b, c\}$ and neither $\{b\}$ nor $\{c\}$ are open subsets of $E$, which entails a contradiction.

Therefore there does not exist any functor $D: B \to \text{Top}$ such that the projection $\pi_B^D$ is isomorphic to $p$ as maps over $B$. In particular, the functor $\int: \text{Top}^B \to \text{Top}/B$ is not essentially surjective.

The following theorem gives a characterization of the functors which satisfy that the canonical projection maps associated to their topological Grothendieck constructions are fiber bundles.

**Theorem 3.12.** Let $B$ be an Alexandroff space and let $F$ be a topological space. Let $D: B \to \text{Top}$ be a functor. For each $b \in B$ let $\sigma_b: D(b) \to KD(b)$ be the quotient map.

Then $\pi_B: \int D \to B$ is a fiber bundle over $B$ with fiber $F$ if and only if each of the following holds.

(a) $KD: B \to \text{Top}_0$ is a morphism-inverting functor.
(b) For all $b \in B$, $D(b)$ is homeomorphic to $F$.

(c) For all $b_1, b_2 \in B$ such that $b_1 \leq b_2$ and for all $y \in K D(b_2)$, there exists a bijective function $f_{b_1, b_2, y}$: $\sigma_{b_1}^{-1}(K D(b_1 \leq b_2))^{-1}(y)$ $\to \sigma_{b_2}^{-1}(y)$.

**Proof.** Suppose first that $\pi_B$ is a fiber bundle over $B$ with fiber $F$. Clearly, item (b) holds since, for each $b \in B$, $\pi_B^{-1}(b) = \{b\} \times D(b)$.

Let $b_1, b_2 \in B$ such that $b_1 \leq b_2$. We will prove that $K D(b_1 \leq b_2)$ is a homeomorphism and that for all $y \in K D(b_2)$, there exists a bijective function $f_{b_1, b_2, y}$ as in item (c).

Let $U$ be a trivializing neighborhood of $b_2$ and let $\varphi_U$ be a trivialization map. Clearly, the map $\varphi_U$ is a homeomorphism $\varphi_U$ from $K D(b_1 \leq b_2) \to \{b_1, b_2\} \times F$. In addition, there exist homeomorphisms $\alpha_1 : D(b_1) \to F$ and $\alpha_2 : D(b_2) \to F$ such that $\varphi_U(x) = (b_1, \alpha_1(x))$ for all $x \in D(b_1)$.

We will prove now that for every open subset $V$ of $D(b_2)$, $D(b_1 \leq b_2)^{-1}(V) = \alpha_1^{-1} \alpha_2(V).$ Let $V$ be an open subset of $D(b_2)$. Let $E = \pi_B^{-1}(\{b_1, b_2\})$. Since $J(b_2, V) \cap E$ is an open subset of $E$, we obtain that $\varphi(U(b_2, V) \cap E)$ is an open subset of $\{b_1, b_2\} \times F.$ Note that

$$\varphi(U(b_2, V) \cap E) = \{b_1\} \times \alpha_1(D(b_1 \leq b_2)^{-1}(V)) \cup \{b_2\} \times \alpha_2(V).$$

Since $\varphi(U(b_2, V) \cap E)$ is an open subset of $\{b_1, b_2\} \times F$ and $b_1 \leq b_2$ we obtain that $\alpha_2(V) \subseteq \alpha_1(D(b_1 \leq b_2)^{-1}(V))$ and hence $\alpha_1^{-1} \alpha_2(V) \subseteq D(b_1 \leq b_2)^{-1}(V).$ On the other hand, let $x \in D(b_1 \leq b_2)^{-1}(V).$ Let $x' = D(b_1 \leq b_2)(x).$ Note that $\varphi(b_2, x') = (b_2, \alpha_2(x')) \in \{b_1, b_2\} \times \alpha_2(V).$ Since $\alpha_2$ is a homeomorphism we obtain that $\varphi^{-1}(\{b_1, b_2\} \times \alpha_2(V))$ is an open neighbourhood of $(b_2, x')$ in $E$. Thus, there exists an open subset $W$ of $D(b_2)$ such that $(b_2, x') \in J(b_2, W) \cap E \subseteq \varphi^{-1}(\{b_1, b_2\} \times \alpha_2(V)).$ Note that $(b_1, x) \in J(b_2, W)$ since $D(b_1 \leq b_2)(x) = x' \in W.$ Thus, $\varphi(b_1, x) \in \{b_1, b_2\} \times \alpha_2(V)$ and hence $\alpha_1(x) \in \alpha_2(V).$ Then $x \in \alpha_1^{-1} \alpha_2(V).$ Therefore, $D(b_1 \leq b_2)^{-1}(V) = \alpha_1^{-1} \alpha_2(V).$

Thus, applying item (b) we obtain that $K D(b_1 \leq b_2) = K(\alpha_2^{-1} \alpha_1)$ and since $\alpha_1$ and $\alpha_2$ are homeomorphisms it follows that $K D(b_1 \leq b_2)$ is a homeomorphism as well.

Now, let $y \in K D(b_2)$ and let $y' = (K D(b_1 \leq b_2))^{-1}(y).$ Hence, $y' = (K(\alpha_2^{-1} \alpha_1))^{-1}(y)$ and since $\sigma_{b_2}^{-1} \alpha_1 = K(\alpha_2^{-1} \alpha_1) \sigma_{b_1}$ and $\alpha_2^{-1} \alpha_1$ is a homeomorphism we obtain that $\alpha_2^{-1} \alpha_1(\sigma_{b_1}(y')) = \sigma_{b_2}^{-1}(y).$ Thus we may define $f_{b_1, b_2, y}$: $\sigma_{b_1}^{-1}(y') \to \sigma_{b_2}^{-1}(y)$ as a restriction of $\alpha_2^{-1} \alpha_1$.

Conversely, suppose that (a), (b) and (c) hold. Let $b \in B$ and let $h : D(b) \to F$ be a homeomorphism. For each $\beta \in B$ such that $\beta \leq b$ and for each $x \in D(\beta)$ let $y_{\beta, x} = K D(\beta \leq b)(\sigma_\beta(x)) \in K D(b)$. Let $\varphi : \pi_B^{-1}(U_b) \to U_b \times F$ and $\phi : U_b \times F \to \pi_B^{-1}(U_b)$ be defined by

$$\varphi(\beta, x) = (\beta, h f_{\beta, h y_{\beta, x}}(x))$$

for every $(\beta, x) \in \pi_B^{-1}(U_b)$, and

$$\phi(\beta, z) = (\beta, f_{\beta, h, y_{\beta, z}}^{-1} \sigma_{h^{-1}(z)})$$

for every $(\beta, z) \in U_b \times F$, respectively.

Clearly, if $p : U_b \times F \to U_b$ is the projection map then the restriction $\pi_B$ is the fibre bundle $\pi_B^{-1}(U_b) \to U_b$ of $\pi_B$ is equal to the composition $p_{U_b} \circ \varphi$. In addition, for each $(\beta, x) \in \pi_B^{-1}(U_b)$ we have

$$f_{\beta, h, y_{\beta, x}}^{-1} \sigma_{h^{-1}(z)} = \phi(\beta, z)$$

for every $(\beta, z) \in U_b \times F$, respectively.
that
\[
\phi(\beta, x) = \phi(\beta, h f_{\beta,b,y_\beta,\sigma_b}(x)) = (\beta, f^{1}_{\beta,b,y_\beta,\sigma_b}(f_{\beta,b,y_\beta,\sigma_b}(x))) = (\beta, f^{1}_{\beta,b,y_\beta,\sigma_b}(f_{\beta,b,y_\beta,\sigma_b}(x))) = (\beta, x).
\]

On the other hand, for each \((\beta, z) \in U_b \times F\), let \(x_{\beta,z} = f^{1}_{\beta,b,y_\beta,\sigma_b}(h^{-1}(z)) \in D(\beta)\).
Note that \(\sigma_{\beta}(x_{\beta,z}) = KD(\beta \leq b)^{-1}(\sigma_b(h^{-1}(z)))\) and hence \(y_{\beta,x_{\beta,z}} = \sigma_b(h^{-1}(z))\). Thus we have that
\[
\varphi(\beta, z) = \varphi(\beta, x_{\beta,z}) = (\beta, h f_{\beta,b,y_\beta,\sigma_b}(h^{-1}(z))(x_{\beta,z})) = (\beta, h^{-1}(z)) = (\beta, z).
\]
Hence, \(\varphi\) and \(\phi\) are mutually inverse maps.

We will prove now that \(\varphi\) is a continuous map. Let \(v \in U_b\) and let \(W\) be an open subset of \(F\). Let \((\beta, x) \in \pi_B^{-1}(U_b)\). Then
\[
(\beta, x) \in \varphi^{-1}(U_v \times W) \iff \beta \leq v \land f_{\beta,b,y_\beta,\sigma_b}(x) \in h^{-1}(W) \iff \\
\iff \beta \leq v \land \sigma_b(f_{\beta,b,y_\beta,\sigma_b}(x)) \in \sigma_b(h^{-1}(W)) \iff \\
\iff \beta \leq v \land y_{\beta,x} \in \sigma_b(h^{-1}(W)) \iff \\
\iff \beta \leq v \land KD(\beta \leq b)(\sigma_b(x)) \in \sigma_b(h^{-1}(W)) \iff \\
\iff \beta \leq v \land KD(v \leq b)KD(\beta \leq v)\sigma_b(x) \in \sigma_b(h^{-1}(W)) \iff \\
\iff \beta \leq v \land KD(v \leq b)\sigma_v D(\beta \leq v)(x) \in \sigma_b(h^{-1}(W)) \iff \\
\iff \beta \leq v \land D(\beta \leq v)(x) \in (KD(v \leq b)\sigma_v)^{-1}\sigma_b(h^{-1}(W)) \iff \\
\iff (\beta, x) \in J(v, (KD(v \leq b)\sigma_v)^{-1}\sigma_b(h^{-1}(W))).
\]
Thus, \(\varphi^{-1}(U_v \times W) = J(v, (KD(v \leq b)\sigma_v)^{-1}\sigma_b(h^{-1}(W)))\). It follows that \(\varphi\) is a continuous map.

Now we will prove that \(\phi\) is a continuous map. Let \(v \leq b\) and let \(W\) be an open subset of \(D(v)\). Let \((\beta, z) \in U_b \times F\) and let \(x_{\beta,z} = f^{1}_{\beta,b,y_\beta,\sigma_b}(h^{-1}(z)) \in D(\beta)\). Then
\[
(\beta, z) \in \phi^{-1}(J(v,W)) \iff \beta \leq v \land D(\beta \leq v)(x_{\beta,z}) \in W \iff \\
\iff \beta \leq v \land \sigma_v D(\beta \leq v)(x_{\beta,z}) \in \sigma_v(W) \iff \\
\iff \beta \leq v \land KD(\beta \leq v)\sigma_v(x_{\beta,z}) \in \sigma_v(W) \iff \\
\iff \beta \leq v \land KD(v \leq b)KD(\beta \leq v)\sigma_b(x_{\beta,z}) \in \sigma_v(W) \iff \\
\iff \beta \leq v \land KD(v \leq b)\sigma_b(h^{-1}(z)) \in \sigma_v(W) \iff \\
\iff \beta \leq v \land \sigma_b(h^{-1}(z)) \in KD(v \leq b)\sigma_v(W) \iff \\
\iff (\beta, z) \in U_v \times h(\sigma_b^{-1}(KD(v \leq b)\sigma_v(W))).
\]
Thus, \(\phi^{-1}(J(v,W)) = U_v \times h(\sigma_b^{-1}(KD(v \leq b)\sigma_v(W)))\). It follows that \(\phi\) is continuous.

Therefore, \(\pi_B:\int D \to B\) is a fiber bundle over \(B\) with fiber \(F\).

**Corollary 3.13.** Let \(B\) be a connected non-empty Alexandroff space and let \(b_0 \in B\). Let \(D: B \to \textbf{Top}\) be a morphism-inverting functor. Then \(\pi_B:\int D \to B\) is a fiber bundle over \(B\) with fiber \(D(b_0)\).
Proof. We will prove that items (a), (b) and (c) of 3.12 hold. Clearly (a) holds since $D$ is a morphism-inverting functor. In addition, since $B$ is connected and $D$ is morphism-inverting we obtain that (b) also holds.

Now, let $b_1, b_2 \in \mathcal{B}$ such that $b_1 \leq b_2$ and let $y \in K D(b_2)$. Let $\sigma_{b_1}: D(b_1) \to K D(b_1)$ and $\sigma_{b_2}: D(b_2) \to K D(b_2)$ be the quotient maps. Since $\sigma_{b_2} D(b_1 \leq b_2) = K D(b_1 \leq b_2) \sigma_{b_1}$ and $D(b_1 \leq b_2)$ is a homeomorphism it follows that $D(b_1 \leq b_2)$ induces a bijective function $\sigma_{b_1}^{-1}(K D(b_1 \leq b_2))^{-1}(y)) \to \sigma_{b_2}^{-1}(y)$. Thus, (c) holds.

Therefore, by 3.12 $\pi_B: \int D \to B$ is a fiber bundle over $B$ with fiber $D(b_0)$. \qed

Note that the previous result does not hold if $B$ is not connected since the spaces $D(b)$, $b \in \mathcal{B}$, may not be homeomorphic. However, we have the following version of the previous corollary when the Alexandroff space $B$ is not connected. Its proof is similar to that of 3.13 and will be omitted.

Corollary 3.14. Let $B$ be an Alexandroff space and let $F$ be a topological space. Let $C: B \to \text{Aut}(F)$ be a functor and let $\iota: \text{Aut}(F) \to \text{Top}$ be the inclusion functor. Then the map $\pi_C^F: \int \iota C \to B$ is a fiber bundle with fiber $F$.

4. Classification of fiber bundles over Alexandroff spaces with $T_0$ fiber

In this section we will prove that any fiber bundle over an Alexandroff space is isomorphic to the projection map associated to the topological Grothendieck construction of a suitable morphism-inverting functor, which can be canonically defined in the case that the fiber is a $T_0$-space. Using this result we will give a classification theorem for fiber bundles over Alexandroff spaces with $T_0$ fiber.

The following proposition will be needed for our purposes.

Proposition 4.1. Let $B$ be a topological space with underlying set $\{b_0, b_1\}$ (with $b_0 \neq b_1$) such that $b_0 \leq b_1$. Let $F$ be a topological space and let $p_B: B \times F \to B$ be the canonical projection. Let $\varphi: B \times F \to B \times F$ be an automorphism of the trivial fiber bundle $p_B$.

(1) Let $p_F: B \times F \to F$ be the canonical projection. For each $b \in B$ let $j_b: F \to B \times F$ be the map defined by $j_b(x) = (b, x)$ and let $\alpha_b = p_F \varphi j_b$. Then $K(\alpha_b) = K(j_b)$. 

(2) Let $\varphi_1: \{b_0\} \times F \to \{b_0\} \times F$ and $\varphi_1: \{b_1\} \times F \to \{b_1\} \times F$ be restrictions of $\varphi$ and let $\alpha_b: \{b_0\} \to \{b_1\}$ be the only possible map. Then $K((\alpha_b \times \text{Id}_F) \varphi_0) = K(\varphi_1(\alpha_b \times \text{Id}_F))$. 

(3) If $F$ is a $T_0$-space, then there exists a map $\alpha: F \to F$ such that $\varphi = \text{Id}_B \times \alpha$. Moreover, such a map $\alpha$ is unique and a homeomorphism.

Proof.

(1) Note that $\varphi(b, x) = (b, \alpha_b(x))$ for all $(b, x) \in B \times F$. In addition, $\alpha_b$ and $\alpha_{b_1}$ are homeomorphisms.

Let $U$ be an open subset of $F$. Note that $\varphi(B \times U) = (\{b_0\} \times \alpha_{b_0}(U)) \cup (\{b_1\} \times \alpha_{b_1}(U))$. Since $\varphi(B \times U)$ is an open subset of $B \times F$ and $b_0 \leq b_1$ it follows that $\alpha_{b_1}(U) \subseteq \alpha_{b_0}(U)$.

Similarly, $\alpha_{b_1}^{-1}(U) \subseteq \alpha_{b_0}^{-1}(U)$ for each open subset $U$ of $F$. Hence, for every open subset $V$ of $F$,

$$V = \alpha_{b_1}(\alpha_{b_1}^{-1}(V)) \subseteq \alpha_{b_0}(\alpha_{b_1}^{-1}(V)) \subseteq \alpha_{b_0}(\alpha_{b_0}^{-1}(V)) = V.$$ 

Thus, $\alpha_{b_0}^{-1}(V) = \alpha_{b_1}^{-1}(V)$ for every open subset $V$ of $F$. Then, $K(\alpha_{b_0}) = K(\alpha_{b_1})$ by 3.13.
(2) Let $\alpha_{b_0}$ and $\alpha_{b_1}$ be defined as in the previous item. Let $V$ be an open subset of $\{b_1\} \times F$. Then there exists an open subset $U$ of $F$ such that $V = \{b_1\} \times U$. By the proof of the previous item $\alpha_{b_0}^{-1}(U) = \alpha_{b_1}^{-1}(U)$. Hence,

$$(c_{b_1} \times \text{Id}_F)\varphi_0^{-1}(V) = \varphi_0^{-1}((c_{b_1} \times \text{Id}_F)^{-1}(V)) = \varphi_0^{-1}(\{b_0\} \times U) = \{b_0\} \times \alpha_{b_0}^{-1}(U) = (c_{b_1} \times \text{Id}_F)^{-1}(\{b_1\} \times \alpha_{b_1}^{-1}(U)) = (c_{b_1} \times \text{Id}_F)^{-1}(\varphi_1^{-1}(V)) = (\varphi_1(c_{b_1} \times \text{Id}_F))^{-1}(V).$$

Thus $K((c_{b_1} \times \text{Id}_F)\varphi_0) = K(\varphi_1(c_{b_1} \times \text{Id}_F))$ by (3). (3) Again, let $\alpha_{b_0}$ and $\alpha_{b_1}$ be defined as in the previous items. By (1), $K(\alpha_{b_0}) = K(\alpha_{b_1})$, and since $F$ is a $T_0$-space we obtain that $\alpha_{b_0} = \alpha_{b_1}$. The result follows. \hfill $\square$

The following result follows immediately from item (3) of Corollary 4.1.

**Corollary 4.2.** Let $B$ be a connected non-empty Alexandroff space and let $F$ be a $T_0$-space. Let $p_B : B \times F \to B$ be the canonical projection and let $\varphi : B \times F \to B \times F$ be an automorphism of the trivial fiber bundle $p_B$. Then there exists a map $\alpha : F \to F$ such that $\varphi = \text{Id}_B \times \alpha$. Moreover, such a map $\alpha$ is unique and a homeomorphism.

The following theorem is one of the main results of this article.

**Theorem 4.3.** Let $B$ be an Alexandroff space and let $F$ be a topological space. Let $p : E \to B$ be a fiber bundle with fiber $F$. Then there exists a morphism-inverting functor $D_p : B \to \text{Top}$ such that the map $\pi_B : \int D_p \to B$ is a fiber bundle isomorphic to $p$.

**Proof.** Clearly, we may assume that $B \neq \emptyset$. For each $b \in B$ let $\sigma_b : p^{-1}(b) \to K(p^{-1}(b))$ be the quotient map.

We define a functor $D : B \to \text{Top}$ as follows. For $b \in B$, let $D(b) = K(p^{-1}(b))$. Now, for $b, b' \in B$ such that $b \leq b'$, choose any trivializing neighbourhood $U$ of $b'$ and let $\varphi_U : p^{-1}(U) \to U \times F$ be a trivialization map for $U$. Observe that the map $\varphi_U$ can be restricted to homeomorphisms $\varphi_{U,b} : p^{-1}(b) \to \{b\} \times F$ and $\varphi_{U,b'} : p^{-1}(b') \to \{b'\} \times F$. Let $\delta_{b,b'}$ be the composition

$$p^{-1}(b) \xrightarrow{\varphi_{U,b}} \{b\} \times F \xrightarrow{c_{b} \times \text{Id}_F} \{b'\} \times F \xrightarrow{\varphi_{U,b'}} p^{-1}(b').$$

We define $D(b \leq b') : K(p^{-1}(b)) \to K(p^{-1}(b'))$ by $D(b \leq b') = K(\delta_{b,b'})$.

We need to show that $D$ is well-defined, so suppose that $V$ is another trivializing neighbourhood of $b'$ and let $\varphi_V : p^{-1}(V) \to V \times F$ be a trivialization map for $V$. Let $\varphi_{V,b} : p^{-1}(b) \to \{b\} \times F$, $\varphi_{V,b'} : p^{-1}(b') \to \{b'\} \times F$ and $\varphi_{V,(b,b')} : p^{-1}([b,b']) \to \{b,b'\} \times F$ be restrictions of $\varphi_V$ and let $\varphi_{U,(b,b')} : p^{-1}([b,b']) \to \{b,b'\} \times F$ be a restriction of $\varphi_U$. Note that $\varphi_{U,(b,b')}$ and $\varphi_{V,(b,b')}$ are homeomorphisms and that the map $\varphi_{V,(b,b')} : \varphi_{U,(b,b')^{-1}} : \{b,b'\} \times F \to \{b,b'\} \times F$ is a bundle automorphism of the projection map $p_{(b,b')} : \{b,b'\} \times F \to \{b,b'\} \times F$. \hfill $\square$
\{b, b'\}$. By Lemma 4.1, the diagram

\[
\begin{array}{ccc}
K(\varphi_{V,h}) & \rightarrow & K(\varphi_{V,h}') \\
\downarrow & & \downarrow \\
K(p^{-1}(b)) & \rightarrow & K(p^{-1}(b'))
\end{array}
\]

commutes. Therefore, \(D\) is well-defined. Note that \(D\) is a morphism-inverting functor.

Now we will use the functor \(D\) to define the functor \(D_p\). Let \(\sigma_F : F \rightarrow KF\) be the quotient map. For each \(\mu \in \{\#\sigma_F^{-1}(z) \mid z \in KF\}\) choose a set \(S_\mu\) such that \(\#S_\mu = \mu\). For each \(b \in B\) and for each \(y \in K(p^{-1}(b))\) choose a bijective function \(f_{b,y} : \sigma_b^{-1}(y) \rightarrow S_\mu\). For each \(b, b' \in B\) such that \(b \leq b'\) and for all \(y \in K(p^{-1}(b))\), the homeomorphism \(\delta_{b,b'}\) induces a bijective function \(\sigma_b^{-1}(y) \rightarrow \sigma_{b'}^{-1}(K(\delta_{b,b'})(y)) = \sigma_{b'}^{-1}(D(b \leq b')(y))\), and thus \(\#\sigma_{b'}^{-1}(D(b \leq b')(y)) = \#\sigma_b^{-1}(y)\).

We define the functor \(D_p : B \rightarrow \text{Top}\) as follows. For \(b \in B\), let \(D_p(b) = p^{-1}(b)\). Now, for \(b, b' \in B\) such that \(b \leq b'\), let \(D_p(b \leq b') : p^{-1}(b) \rightarrow p^{-1}(b')\) be defined by

\[
D_p(b \leq b')(x) = f_{b',D(b \leq b')(\sigma_b(x))}^{-1}f_{b,\sigma_b(x)}(x).
\]

Note that the map \(D_p(b \leq b')\) is well-defined since \(\#\sigma_{b'}^{-1}(D(b \leq b')(\sigma_b(x))) = \#\sigma_b^{-1}(\sigma_b(x))\) for all \(x \in p^{-1}(b)\). Note also that, for each \(x \in p^{-1}(b)\), \(\sigma_{b}D_p(b \leq b')(x) = D(b \leq b')(\sigma_b(x))\). Thus, \(\sigma_{b'}D_p(b \leq b') = D(b \leq b')\sigma_b\) and hence \(D_p(b \leq b')\) is a continuous map.

Clearly, \(D_p(b \leq b) = \text{Id}_{p^{-1}(b)}\). Now let \(b, b', b'' \in B\) such that \(b \leq b' \leq b''\) and let \(x \in p^{-1}(b)\). Then

\[
D_p(b' \leq b'')D_p(b \leq b')(x) = f_{b',D(\sigma_{b'}\sigma_{b''})(\sigma_{b'}(D_p(b \leq b')(x)))}^{-1}f_{b',\sigma_{b'}\sigma_{b''}\sigma_{b''}(x)}f_{\sigma_{b'}\sigma_{b''}\sigma_{b''}(x)}D_p(b \leq b')(x) = f_{b',D(b \leq b')\sigma_{b''}(x)}^{-1}f_{\sigma_{b'}\sigma_{b''}\sigma_{b''}(x)}f_{\sigma_{b'}\sigma_{b''}\sigma_{b''}(x)}D_p(b \leq b')(x) = f_{b',D(b \leq b')\sigma_{b''}(x)}^{-1}f_{b,\sigma_{b''}(x)}D_p(b \leq b')(x) = D_p(b \leq b'')(x).
\]

Thus, \(D_p\) is indeed a functor.

We will prove now that \(D_p\) is a morphism-inverting functor. Let \(b, b' \in B\) such that \(b \leq b'\) and let \(g : p^{-1}(b') \rightarrow p^{-1}(b)\) be defined by \(g(x) = f_{b,D(b \leq b')^{-1}(\sigma_{b'}(x))}^{-1}f_{b',\sigma_{b'}(x)}D_p(b \leq b')(x)\). Note that the map \(g\) is well-defined since, for all \(x \in p^{-1}(b')\),

\[
\#\sigma_{b'}^{-1}(D(b \leq b')^{-1}(\sigma_{b'}(x))) = \#\sigma_b^{-1}(D(b \leq b')D(b \leq b')^{-1}(\sigma_{b'}(x))) = \#\sigma_b^{-1}(\sigma_{b'}(x)).
\]

Note also that \(\sigma_b g = D(b \leq b')^{-1}\sigma_{b'}\). Thus \(g\) is a continuous map. Now, for all \(x \in p^{-1}(b)\),

\[
g(D_p(b \leq b')(x)) = f_{b,D(b \leq b')^{-1}(\sigma_{b'}(D_p(b \leq b')(x)))}^{-1}f_{b',\sigma_{b'}(D_p(b \leq b')(x))}D_p(b \leq b')(x) = f_{b,D(b \leq b')^{-1}(\sigma_{b'}(x))}^{-1}f_{\sigma_{b'}(x)}D_p(b \leq b')(x) = f_{b,\sigma_{b'}(x)}^{-1}f_{b,\sigma_{b'}(x)}(x) = x.
\]
On the other hand, for all $x \in p^{-1}(b')$,
\[
\mathcal{D}_p(b \leq b')(g(x)) = f_{U',b'}^{-1}(\mathcal{D}(b \leq b')(\mathcal{D}(b \leq b')(g(x)))) =
\]
\[
= f_{U',b'}^{-1}(\mathcal{D}(b \leq b')(\mathcal{D}(b \leq b')(\mathcal{D}(b \leq b')(g(x)) =
\]
\[
= f_{U',b'}^{-1}(\mathcal{D}(b \leq b')(\mathcal{D}(b \leq b')(\mathcal{D}(b \leq b')(g(x)) = x.
\]
Hence, the functions $\mathcal{D}_p(b \leq b')$ and $g$ are mutually inverse. Therefore, $\mathcal{D}_p$ is a morphism-inverting functor.

We will prove now that $\pi_B: \int \mathcal{D}_p \to B$ is a fiber bundle isomorphic to $p$. Clearly, it suffices to prove that $\pi_B: \int \mathcal{D}_p \to B$ and $p$ are isomorphic as maps over $B$. Let $\phi: E \to \int \mathcal{D}_p$ be defined by $\phi(x) = (p(x), x)$. The function $\phi$ is clearly bijective with inverse $\phi^{-1}: \int \mathcal{D}_p \to E$ defined by $\phi^{-1}(b, x) = x$ and it is immediate that $\pi_B \phi = p$. Thus, it remains to prove that $\phi$ and its inverse are continuous maps.

We will prove first that $\phi$ is a continuous map. Let $b \in B$ and let $V \subseteq p^{-1}(b)$ be an open subset. We will prove that $\phi^{-1}(J(b, V))$ is an open subset of $E$. Let $U$ be a trivializing neighbourhood of $b$ and let $\varphi: p^{-1}(U) \to U \times F$ be a trivialization map. Let $p_F: U \times F \to F$ and $p_U: U \times F \to U$ be the corresponding projection maps. Since $V \subseteq p^{-1}(b)$ we obtain that $p_U \varphi(V) \subseteq \{b\}$, and hence $\varphi(V) = \{b\} \times p_F \varphi(V)$. Note also that, for all $x \in p^{-1}(U_b)$,
\[
\sigma_b \mathcal{D}_p(p(x) \leq b)(x) = \mathcal{D}(p(x) \leq b) \sigma_{p(x)}(x) = K(\delta_{p(x), b}) \sigma_{p(x)}(x) = \delta_{b, p(x), b}(x).
\]
Thus, for every $x \in E$,
\[
x \in \phi^{-1}(J(b, V)) \iff (p(x), x) \in J(b, V) \iff p(x) \in U_b \land \mathcal{D}_p(p(x) \leq b)(x) \in V \iff
\]
\[
\equiv p(x) \in U_b \land \delta_{p(x), b}(x) \in V \iff
\]
\[
\equiv p(x) \in U_b \land (\delta_{b} \times \text{Id}_F)(x) \in \varphi(V) \iff
\]
\[
\equiv p_U \varphi(x) \in U_b \land p_F \varphi(x) \in p_F \varphi(V) \iff
\]
\[
\equiv \varphi(x) \in U_b \times p_F \varphi(V) \iff x \in \varphi^{-1}(U_b \times p_F \varphi(V)).
\]
Hence, $\phi^{-1}(J(b, V)) = \varphi^{-1}(U_b \times p_F \varphi(V))$. Since the restriction $\varphi|: p^{-1}(b) \to \{b\} \times F$ is a homeomorphism it follows that $\varphi(V)$ is an open subset of $\{b\} \times F$ and thus $p_F \varphi(V)$ is an open subset of $F$. Hence $\phi^{-1}(J(b, V))$ is an open subset of $E$ and therefore $\phi$ is a continuous map.

We will prove now that $\phi$ is an open map. Let $V$ be an open subset of $E$. We will prove that, for all $x \in V$,
\[
\phi(x) = (p(x), x) \in J(p(x), V \cap p^{-1}(p(x))) \subseteq \phi(V).
\]
Let $x \in V$. Clearly $\phi(x) = (p(x), x) \in J(p(x), V \cap p^{-1}(p(x)))$. Thus $b \leq p(x)$ and $y \in p^{-1}(b)$ since $(b, y) \in \int \mathcal{D}_p$. We will prove that $y \in V$ and thus $(b, y) = \phi(y) \in \phi(V)$ and the result will follow.

Let $U$ be a trivializing neighbourhood of $p(x)$ and let $\varphi: p^{-1}(U) \to U \times F$ be a trivialization map for $U$. Let $y' = \delta_{p(x)}(y)$. Hence $\varphi(y') = (\delta_{p(x)} \times \text{Id}_F)(\varphi(y))$. Thus there exists $x' \in F$ such that $\varphi(y) = (b, x')$ and $\varphi(y') = (p(x), x')$. Since $(b, y) \in J(p(x), V \cap p^{-1}(p(x)))$, we obtain that $\mathcal{D}_p(b \leq p(x))(y) \in V \cap p^{-1}(p(x))$. Note that
\[
\sigma_{p(x)} \mathcal{D}_p(b \leq p(x))(y) = \mathcal{D}(b \leq p(x)) \sigma_b(y) = K(\delta_{b, p(x)}) \sigma_b(y) = \sigma_{p(x)} \delta_{b, p(x)}(y) = \sigma_{p(x)}(y').
\]
Since $V \cap p^{-1}(p(x))$ is an open subset of $p^{-1}(p(x))$ we obtain that $y' \in V \cap p^{-1}(p(x))$. Hence

$$(p(x), x') = \varphi(y') \in \varphi(V \cap p^{-1}(U)).$$

Since $V \cap p^{-1}(U)$ is an open subset of $p^{-1}(U)$, it follows that $\varphi(V \cap p^{-1}(U))$ is an open subset of $U \times F$. Hence $\varphi(y) = (b, x') \in \varphi(V \cap p^{-1}(U))$ and thus $y \in V$.

**Remark 4.4.** With the notations of the previous theorem and its proof observe that, if $F$ is a $T_0$-space, then $\#\sigma_F^{-1}(z) = 1$ for all $z \in KF$. In addition, for all $b \in B$, the quotient map $\sigma_b$ is a homeomorphism. Thus, for all $b, b' \in B$ such that $b \leq b'$ we obtain that $\sigma_b \mathcal{D}_p(b \leq b') = \mathcal{D}(b \leq b') \sigma_b = K(\delta_{b'}) \sigma_b = \sigma_{b'} \delta_{b'}$ and thus $\mathcal{D}_p(b \leq b') = \delta_{b'}$. In addition, since $\mathcal{K}X \cong X$ for $T_0$–spaces, the by the naturality of the quotient maps $\sigma_X$ it easily follows from the diagram of page 13 that the definition of the maps $\delta_{b'}$ does not depend on the chosen trivialization map. Therefore, if $F$ is a $T_0$–space, the definition of the functor $\mathcal{D}_p$ only depends on the fiber bundle $p$.

The previous remark motivates the following definition.

**Definition 4.5.** Let $B$ be an Alexandroff space and let $F$ be any $T_0$–space. Let $p: E \rightarrow B$ be a fiber bundle with fiber $F$. The morphism-inverting functor $\mathcal{D}_p: B \rightarrow \text{Top}$ constructed in the previous proof will be called the **canonical representation of the fiber bundle** $p$.

**Remark 4.6.** The canonical representation of a fiber bundle with $T_0$–fiber over an Alexandroff space does not depend on the choice of the fiber space. Indeed, let $B$ be an Alexandroff space and let $F$ be any $T_0$–space. Let $p: E \rightarrow B$ be a fiber bundle with fiber $F$. Suppose that we also regard $p$ as a fiber bundle with fiber $F'$, clearly, there exists a homeomorphism $\alpha: F \rightarrow F'$. Let $b, b' \in B$ such that $b \leq b'$. Let $U$ be a trivializing neighborhood of $b'$ (considering the space $F$ as the fiber) and let $\varphi_U^{-1}: p^{-1}(U) \rightarrow U \times F$ be a trivialization map for $U$. Let $\varphi_U' = (\text{Id}_U \times \alpha) \varphi_U: p^{-1}(U) \rightarrow U \times F'$. Note that $\varphi_U'$ is a trivialization map for $U$ regarding now the space $F'$ as the fiber. Following the notations of the proof of theorem 4.3 we obtain a commutative diagram

$$
\begin{array}{ccc}
\{b\} \times F & \xrightarrow{c_{b'} \times \text{Id}_F} & \{b'\} \times F \\
\downarrow \varphi_U^{-1} & & \downarrow \varphi_U' \\
\{b\} \times F' & \xrightarrow{c_{b'} \times \text{Id}_F} & \{b'\} \times F'
\end{array}
$$

And since the map $\mathcal{D}_p(b \leq b')$ does not depend on the choice of the trivialization map it follows that it does not depend on the choice of the fiber space either.

**Remark 4.7.** Let $B$ be an Alexandroff space, let $p$ and $q$ be fiber bundles over $B$ with $T_0$ fibers and let $f$ be a map over $B$ from $p$ to $q$. For each $b \in B$ let $\overline{f}_b: p^{-1}(b) \rightarrow q^{-1}(b)$ be defined as a restriction of $f$. Let $\overline{f} = \{\overline{f}_b: b \in B\}$. The collection of maps $\overline{f}$ is not, in general, a natural transformation from $\mathcal{D}_p$ to $\mathcal{D}_q$.

For example, let $\mathcal{S}$ be the Sierpinski space and let $p: \mathcal{S} \times \mathcal{S} \rightarrow \mathcal{S}$ be the projection onto the first coordinate. Clearly, the canonical representation of $p$ is the functor $\mathcal{D}_p: \mathcal{S} \rightarrow \text{Top}$ defined by $\mathcal{D}_p(0) = \{0\} \times \mathcal{S}$, $\mathcal{D}_p(1) = \{1\} \times \mathcal{S}$ and $\mathcal{D}_p(0 \leq 1) = c_1 \times \text{Id}_S$, where
$c_1: \{0\} \to \{1\}$ is the only possible map. Let $\alpha: S \times S \to S \times S$ be the fiber bundle morphism defined by $\alpha(0,x) = (0,x)$ for all $x \in S$ and $\alpha(1,x) = (1,1)$ for all $x \in S$ (equivalently, $\alpha(b,x) = (b,\max\{b,x\})$ for all $(b,x) \in S \times S$). Let $\overline{\alpha}_0: \{0\} \times S \to \{0\} \times S$ and $\overline{\alpha}_1: \{1\} \times S \to \{1\} \times S$ be restrictions of $\alpha$. It is easy to check that the collection $\overline{\alpha} = \{\overline{\alpha}_0, \overline{\alpha}_1\}$ is not a natural transformation from $D_p$ to itself.

Thus, the assignment $p \mapsto D_p$ that sends each fiber bundle over $B$ with $T_0$ fiber to its canonical representation, can not be extended, in general, to a functor by means of the assignment $f \mapsto \overline{f}$ that sends each morphism $f$ of fiber bundles over $B$ to the collection of maps $\overline{f}$ defined previously.

As a first application of theorem 4.3 we obtain the following.

**Corollary 4.8.** Let $B$ be a simply connected non-empty Alexandroff space and let $p$ be a fiber bundle over $B$. Then $p$ is a trivial fiber bundle.

**Proof.** By 4.3 there exists a morphism-inverting functor $D_p: B \to \text{Top}$ such that the map $\pi_B: \mathcal{J}D_p \to B$ is a fiber bundle isomorphic to $p$. Let $t_B: B \to \mathcal{L}B$ be defined as in subsection 2.4. Since $D_p$ is a morphism-inverting functor, there exists a functor $\overline{D}_p: \mathcal{L}B \to \text{Top}$ such that $D_p = \overline{D}_p t_B$. Now, since $B$ is simply connected and the groupoids $\mathcal{L}B$ and $\Pi_1(B)$ are isomorphic, we obtain that $\mathcal{L}B$ is an indiscrete category. It follows that the identity functor $\mathcal{L}B \to \mathcal{L}B$ is naturally isomorphic to a constant functor. Hence, from 3.10 4.3 and 3.8 we obtain that $p$ is a trivial fiber bundle. \qed

We will now give a classification theorem for fiber bundles over Alexandroff spaces with $T_0$ fiber. Propositions 4.9 and 4.10 and lemma 4.11 are convenient for this purpose.

**Proposition 4.9.** Let $B$ be an Alexandroff space and let $F$ be any $T_0$-space. Let $p$ and $q$ be fiber bundles over $B$ with fiber $F$. Then $p$ and $q$ are isomorphic fiber bundles if and only if their canonical representations $D_p$ and $D_q$ are naturally isomorphic.

**Proof.** Suppose that $p$ and $q$ are isomorphic fiber bundles and let $\alpha$ be a homeomorphism such that $\alpha p = q$. For each $b \in B$, let $\theta_b: D_p(b) \to D_q(b)$ be defined as a restriction of $\alpha$. It is clear that $\theta_b$ is a homeomorphism for all $b \in B$. We will prove that the maps $\theta_b, b \in B$, define a natural transformation $\theta: D_p \Rightarrow D_q$. To this end, let $b_1, b_2 \in B$ such that $b_1 \leq b_2$. Let $U$ be a trivializing neighbourhood of $b_2$ for the fiber bundle $p$, let $\varphi_U: p^{-1}(U) \to U \times F$ be a trivialization map and let $\alpha_U: p^{-1}(U) \to q^{-1}(U)$ be defined as a restriction of $\alpha$. It follows that $U$ is also a trivializing neighbourhood for the fiber bundle $q$ and that $\psi_U = \varphi_U \alpha_U^{-1}: q^{-1}(U) \to U \times F$ is a trivialization map for $q$. Since the maps $D_p(b_1 \leq b_2)$ and $D_q(b_1 \leq b_2)$ are independent of the choice of the trivialization
maps, there is a commutative diagram

$$
\begin{array}{ccc}
p^{-1}(b_1) & \xrightarrow{\varphi_{U,b_1}} & D_p(b_1 \leq b_2) \\
\downarrow{\theta_{b_1}} & & \downarrow{\theta_{b_2}} \\
\{b_1\} \times F & \xrightarrow{c_{b_2} \times \text{Id}_F} & \{b_2\} \times F \\
\downarrow{\psi_{U,b_1}} & & \downarrow{\psi_{U,b_2}} \\
q^{-1}(b_1) & \xrightarrow{\varphi_{U,b_2}} & D_q(b_1 \leq b_2) \\
\end{array}
$$

where, as in the proof of theorem 4.3, $\varphi_{U,b_1}$ and $\varphi_{U,b_2}$ denote restrictions of $\varphi_U$ and $\psi_{U,b_1}$ and $\psi_{U,b_2}$ denote restrictions of $\psi_U$. Thus, $\theta : D_p \Rightarrow D_q$ is a natural transformation.

Conversely, suppose that the natural representations $D_p$ and $D_q$ are the fiber bundles $\pi_B^D : \int D_p \to B$ and $\pi_B^D : \int D_q \to B$ are isomorphic. By 4.10, the fiber bundles $\pi_B^D : \int D_p \to B$ and $\pi_B^D : \int D_q \to B$ are isomorphic. And by 4.3, the fiber bundle $\pi_B^D$ is isomorphic to $p$ and the fiber bundle $\pi_B^D$ is isomorphic to $q$. Therefore, $p$ and $q$ are isomorphic fiber bundles.

**Proposition 4.10.** Let $B$ be an Alexandroff space and let $F$ be a $T_0$–space. Let $C : B \to \text{Aut}(F)$ be a functor and let $i : \text{Aut}(F) \to \text{Top}$ be the inclusion functor. Let $D_{\pi^C_B}$ be the canonical representation of the fiber bundle $\pi_B^C : \int iC \to B$. Then the functors $iC$ and $D_{\pi^C_B}$ are naturally isomorphic.

**Proof.** We may assume that $B \neq \emptyset$. Let $b \in B$. By 4.2, the map $i_b : F \to \int iC$ defined by $i_b(x) = (b, x)$ is a topological embedding. And since $i_b(F) = (\pi_B^C)^{-1}(b) = D_{\pi^C_B}(b)$ we obtain that the restriction of $i_b$ to its image defines a homeomorphism $\alpha_b : F \to D_{\pi^C_B}(b)$.

We will prove that the collection of arrows $\{\alpha_b \mid b \in B\}$ is a natural isomorphism from $iC$ to $D_{\pi^C_B}$. Let $b_1, b_2 \in B$ such that $b_1 \leq b_2$. Let $\varphi : (\pi_B^C)^{-1}(U_{b_2}) \to U_{b_2} \times F$ be the map defined by $\varphi(\beta, x) = (\beta, C(\beta \leq b_2)(x))$ for every $(\beta, x) \in (\pi_B^C)^{-1}(U_{b_2})$. From the proof of 3.12 it follows that $\varphi$ is a trivialization map. As in the proof of theorem 4.3 let $\varphi_{b_1} : (\pi_B^C)^{-1}(b_1) \to \{b_1\} \times F$ and $\varphi_{b_2} : (\pi_B^C)^{-1}(b_2) \to \{b_2\} \times F$ be restrictions of $\varphi$. By remark 4.4, $D_{\pi^C_B}(b_1 \leq b_2) = \varphi_{b_2}^{-1}(c_{b_2} \times \text{Id}_F) \varphi_{b_1}$ and thus $D_{\pi^C_B}(b_1 \leq b_2) = \alpha_{b_2} \circ \alpha_{b_1}$. The result follows.

The following lemma is an easy consequence of standard arguments in category theory. We include a proof for completeness.

**Lemma 4.11.** Let $B$ be an Alexandroff space and let $F$ be a topological space. Let $D : B \to \text{Top}$ be a morphism-inverting functor such that, for each $b \in B$, $D(b)$ is homeomorphic to $F$. Let $i : \text{Aut}(F) \to \text{Top}$ be the inclusion functor. Then there exists a functor $E : B \to \text{Aut}(F)$ such that the functors $iE$ and $D$ are naturally isomorphic.

**Proof.** For each $b \in B$ choose a homeomorphism $\gamma_b : D(b) \to F$. Let $E : B \to \text{Aut}(F)$ be the functor defined by $E(b) = F$ for each $b \in B$ and $E(b_1 \leq b_2) = \gamma_{b_2} \circ \gamma_{b_1}^{-1}$ for $b_1, b_2 \in B$ with $b_1 \leq b_2$. Clearly, $E$ is a functor and the homeomorphisms $\gamma_b$, $b \in B$, define a natural isomorphism from $D$ to $iE$.

We give now the aforementioned classification theorem for fiber bundles over Alexandroff spaces with $T_0$ fiber.
**Theorem 4.12.** Let $B$ be an Alexandroff space and let $F$ be any $T_0$–space. Then there exists a canonical bijection between isomorphism classes of fiber bundles over $B$ with fiber $F$ and isomorphism classes of functors from $B$ to $\text{Aut}(F)$. This bijection is induced by the canonical representation and its inverse is induced by the topological Grothendieck construction.

**Proof.** Clearly, we may assume that $B \neq \emptyset$. Let $\text{[Fib}_B(F)]$ denote the set of isomorphism classes of fiber bundles over $B$ with fiber $F$ and let $\text{[B, Aut}(F)]$ denote the isomorphism classes of functors from $B$ to $\text{Aut}(F)$. Let $\iota: \text{Aut}(F) \to \text{Top}$ be the inclusion functor.

We define a function $\lambda: \text{[Fib}_B(F)] \to \text{[B, Aut}(F)]$ as follows. Let $p$ be a fiber bundle over $B$ with fiber $F$ and let $[p]$ be its isomorphism class. Let $D_p: B \to \text{Top}$ be the canonical representation of $p$. By lemma 4.11 there exists a functor $E_p: B \to \text{Aut}(F)$ such that $\iota E_p$ and $D_p$ are naturally isomorphic. We define $\lambda([p])$ as the isomorphism class of the functor $E_p$.

We will prove now that $\lambda$ is well-defined. Let $p$ and $q$ be isomorphic fiber bundles over $B$ with fiber $F$, let $D_p$ and $D_q$ be the canonical representations of $p$ and $q$ respectively and let $E_p, E_q: B \to \text{Aut}(F)$ be functors such that $\iota E_p$ is naturally isomorphic to $D_p$ and $\iota E_q$ is naturally isomorphic to $D_q$. By 4.9 $D_p$ and $D_q$ are naturally isomorphic and hence $E_p$ and $E_q$ are naturally isomorphic. Therefore, $\lambda$ is well-defined.

On the other hand, from 3.14 and 3.10 it follows that the topological Grothendieck construction induces a function $\mu: \text{[B, Aut}(F)] \to \text{[Fib}_B(F)]$. Finally, from 4.3, 3.10 and 4.10 it follows that the functions $\lambda$ and $\mu$ are mutually inverse. $\square$

**Example 4.13.** Let $S^0$ denote the 0–sphere. Note that the non-Hausdorff suspension of $S^0$ is the poset $\mathbb{S}S^0$ defined by the following Hasse diagram, where we have labeled the minimal elements by $a$ and $b$ and the maximal elements by $c$ and $d$.

```
(c)•
|     |
|     |
a•   d•
|     |
|     |
b•
```

By theorem 4.12 the isomorphism classes of fiber bundles over $\mathbb{S}S^0$ with fiber $\mathbb{S}S^0$ are in one-to-one correspondence with the isomorphism classes of functors from $\mathbb{S}S^0$ to $\text{Aut}(\mathbb{S}S^0)$. Note that $\text{Aut}(\mathbb{S}S^0) = \{\text{Id}_{\mathbb{S}S^0}, \tau_{ab}, \tau_{cd}, \tau_{ab}\tau_{cd}\}$, where $\tau_{xy}$ denotes the transposition that maps $x$ to $y$ (and $y$ to $x$).

For each $\alpha \in \text{Aut}(\mathbb{S}S^0)$ let $G_\alpha: \mathbb{S}S^0 \to \text{Aut}(\mathbb{S}S^0)$ be the functor defined by $G_\alpha(a \leq c) = G_\alpha(a \leq d) = G_\alpha(b \leq c) = \text{Id}_{\mathbb{S}S^0}$ and $G_\alpha(b \leq d) = \alpha$. It is not difficult to check that for any functor $G: \mathbb{S}S^0 \to \text{Aut}(\mathbb{S}S^0)$ there exists exactly one element $\alpha \in \text{Aut}(\mathbb{S}S^0)$ such that $G$ is naturally isomorphic to $G_\alpha$.

Therefore, there exist exactly four isomorphism classes of fiber bundles over $\mathbb{S}S^0$ with fiber $\mathbb{S}S^0$ which correspond to the functors $G_\alpha$ for $\alpha \in \text{Aut}(\mathbb{S}S^0)$.

It is interesting to observe that the total spaces of those fiber bundles are homeomorphic to the spaces $T_{0,0}^2, T_{1,1}^2, K_{1,0}$ and $K_{0,1}$ given in [5], which are the minimal finite models of the torus and the Klein bottle.

**Remark 4.14.** Theorem 4.12 may not hold if the fiber $F$ is not a $T_0$–space. Indeed, let $F$ be the indiscrete space with underlying set $\{1, 2\}$. As in the previous example, let $\mathbb{S}S^0$ be the non-Hausdorff suspension of the 0–sphere $S^0$, let $a$ and $b$ be the minimal elements of $\mathbb{S}S^0$ and let $c$ and $d$ be its maximal elements.
Let \( f_1: F \to F \) be the identity map and let \( f_2: F \to F \) be defined by \( f_2(1) = 2 \) and \( f_2(2) = 1 \). For \( j \in \{ 1, 2 \} \) let \( D_j: \mathbb{S}^0 \to \text{Aut}(F) \) be the functor defined by \( D_j(a \leq c) = D_j(a \leq d) = D_j(b \leq c) = \text{Id}_F \) and \( D_j(b \leq d) = f_j \). A simple argument shows that the functors \( D_1 \) and \( D_2 \) are not naturally isomorphic. However, it is not difficult to verify that the only fiber bundle over \( \mathbb{S}^0 \) with fiber \( F \) is the trivial bundle. This can be proved using the definition of fiber bundle and standard general topology arguments or applying [4.3, 4.11, 3.10, 3.8] and [3.6].

5. Construction of a universal bundle

In this section we will construct a universal bundle with fiber a given \( T_0 \)-space.

**Proposition 5.1.** Let \( X \) and \( B \) be Alexandroff spaces and let \( f: X \to B \) be a continuous map. Then there is a pullback diagram

\[
\begin{array}{ccc}
\int Df & \xrightarrow{g} & \int D \\
\pi_X^{Df} & \text{pull} & \pi_B^{D} \\
X & \xrightarrow{f} & B
\end{array}
\]

where the map \( g: \int Df \to \int D \) is defined by \( g(x, y) = (f(x), y) \).

**Proof.** First, we will prove that the map \( g \) is continuous. Let \( b \in B \) and let \( V \) be an open subset of \( D(b) \). It is not difficult to verify that

\[
g^{-1}(J_D(b, V)) = \bigcup_{x \in f^{-1}(U_b)} J_{Df}(x, D(f(x) \leq b)^{-1}(V))
\]

Thus, \( g \) is a continuous map.

Observe that \( \pi_B^{D} g = f \pi_X^{Df} \).

Now, let \( Z \) be a topological space and let \( \alpha: Z \to X \) and \( \beta: Z \to \int D \) be continuous maps such that \( f \alpha = \pi_B^{D} \beta \). Note that for each \( z \in Z, \beta(z) = (\beta_1(z), \beta_2(z)) \) with \( \beta_1(z) \in B \) and \( \beta_2(z) \in D(\beta_1(z)) \). And since \( f \alpha = \pi_B^{D} \beta \) we obtain that \( \beta_1(z) = f(\alpha(z)) \) for all \( z \in Z \). Let \( \gamma: Z \to \int Df \) be defined by \( \gamma(z) = (\alpha(z), \beta_2(z)) \). It is clear that the function \( \gamma \) is well-defined and satisfies \( \pi_X^{Df} \gamma = \alpha \) and \( g \gamma = \beta \). Moreover, \( \gamma \) is the only function from \( Z \) to \( \int Df \) which satisfies this property. It remains to prove that \( \gamma \) is continuous.

Let \( x \in X \) and let \( V \) be an open subset of \( Df(x) \). It is not difficult to verify that

\[
\gamma^{-1}(J_{Df}(x, V)) = \alpha^{-1}(U_x) \cap \beta^{-1}(J_D(f(x), V))
\]

Therefore \( \gamma \) is a continuous map. \( \square \)

The following result is an easy consequence of the previous proposition.

**Proposition 5.2.** Let \( X \) and \( B \) be connected Alexandroff spaces and let \( f, g: X \to B \) be continuous maps such that \( f \leq g \). Let \( D: B \to \text{Top} \) be a morphism-inverting functor. Then \( \pi_X^{Df}: \int Df \to X \) and \( \pi_X^{Dg}: \int Dg \to X \) are isomorphic fiber bundles.

**Proof.** Note that the continuous maps \( f \) and \( g \) can be regarded as functors, and since \( f \leq g \), there exists a natural transformation \( \phi: f \Rightarrow g \) (where, for each \( x \in X \), \( \phi_x \) is the only morphism from \( f(x) \) to \( g(x) \)). Thus, we have a natural transformation \( D\phi: Df \Rightarrow Dg \),
which is a natural isomorphism since $D$ is a morphism-inverting functor. The result then follows from [3.10]. □

**Proposition 5.3.** Let $B$ and $X$ be Alexandroff spaces, let $p: E \to B$ be a fiber bundle with $T_0$ fiber and let $f: X \to B$ be a continuous map. Let $D_p: B \to \text{Top}$ be the canonical representation of the fiber bundle $p$. Consider the pullback diagram

\[
\begin{array}{ccc}
P & \rightarrow & E \\
q \downarrow & & \downarrow p \\
X & \rightarrow & B \\
\end{array}
\]

Then, the canonical representation $D_q$ is naturally isomorphic to $D_{pf}$.

**Proof.** By [4.3] the fiber bundle $\pi^{D_p}_B: \int D_p \to B$ is isomorphic to $p$ and the fiber bundle $\pi^{D_q}_X: \int D_q \to X$ is isomorphic to $q$. Thus, we have a pullback diagram

\[
\begin{array}{ccc}
\int D_q & \rightarrow & \int D_p \\
\pi^{D_q}_X \downarrow & & \downarrow \pi^{D_p}_B \\
X & \rightarrow & B \\
\end{array}
\]

Hence, by [5.1] the fiber bundles $\pi^{D_q}_X$ and $\pi^{D_{pf}}_X$ are isomorphic.

Let $\iota: \text{Aut}(F) \to \text{Top}$ be the inclusion functor. By [4.11] there exist functors $\mathcal{E}_p, \mathcal{E}_q: X \to \text{Aut}(F)$ such that $\iota \mathcal{E}_p$ is naturally isomorphic to $D_{pf}$ and $\iota \mathcal{E}_q$ is naturally isomorphic to $D_q$. By [3.10] the fiber bundle $\pi^{\mathcal{E}_p}_X$ is isomorphic to $\pi^{D_{pf}}_X$ and the fiber bundle $\pi^{\mathcal{E}_q}_X$ is isomorphic to $\pi^{D_q}_X$. Thus, $\pi^{\mathcal{E}_p}_X$ and $\pi^{\mathcal{E}_q}_X$ are isomorphic fiber bundles and hence, from [4.12] we obtain that $\mathcal{E}_p$ and $\mathcal{E}_q$ are naturally isomorphic. Thus, the functors $D_q$ and $D_{pf}$ are naturally isomorphic. □

**Proposition 5.4.** Let $X$ and $Y$ be non-empty Alexandroff spaces and let $F$ be a $T_0$-space. Let $p: E \to Y$ be a fiber bundle with fiber $F$ and let $f, g: X \to Y$ be continuous maps. Let $p_f: E_f \to X$ be the pullback of $p$ along $f$ and let $p_g: E_g \to X$ be the pullback of $p$ along $g$.

Let $D_p: Y \to \text{Top}$ be the canonical representation of the fiber bundle $p$, let $\iota: \text{Aut}(F) \to \text{Top}$ be the inclusion functor and let $\mathcal{E}_p: Y \to \text{Aut}(F)$ be a functor which satisfies that $\iota \mathcal{E}_p$ and $D_p$ are naturally isomorphic.

Let $A \subseteq X$ be such that for each connected component $C$ of $X$, $\#(A \cap C) = 1$. For each $x_0 \in A$ let $(\mathcal{E}_p f)_{*,x_0}, (\mathcal{E}_p g)_{*,x_0}: \pi_1(X, x_0) \to \pi_1(\text{Aut}(F), F) \cong \text{Aut}(F)$ be the group homomorphisms induced by the functors $\mathcal{E}_p f$ and $\mathcal{E}_p g$ respectively.

The following are equivalent:

1. The fiber bundles $p_f$ and $p_g$ are isomorphic.
2. The functors $D_{pf}$ and $D_{pg}$ are naturally isomorphic.
3. For each $x_0 \in A$ there exists $\nu_{x_0} \in \text{Inn}(\text{Aut}(F))$ such that $(\mathcal{E}_p g)_{*,x_0} = \nu_{x_0}(\mathcal{E}_p f)_{*,x_0}$. 

Proof. By 4.9 the fiber bundles $p_f$ and $p_g$ are isomorphic if and only if their canonical representations $D_{p_f}$ and $D_{p_g}$ are naturally isomorphic functors. By 5.3 this holds if and only if the functors $D_{p_f}$ and $D_{p_g}$ are naturally isomorphic.

Now, observe that the functors $D_{p_f}$ and $D_{p_g}$ are naturally isomorphic if and only if the functors $\mathcal{E}_{p,f}$ and $\mathcal{E}_{p,g}$ are naturally isomorphic. Let $\mathcal{L}X$ be the localization of $X$ and let $i_X: X \to \mathcal{L}X$ be defined as in subsection 2.4. Let $\mathfrak{E}_f, \mathfrak{E}_g: \mathcal{L}X \to \text{Aut}(F)$ be functors such that $\mathfrak{E}_fi_X = \mathfrak{E}_{p,f}$ and $\mathfrak{E}_gi_X = \mathfrak{E}_{p,g}$. Let $A$ be the full subcategory of $\mathcal{L}X$ whose set of objects is $A$ and let $i_A: A \to \mathcal{L}X$ be the inclusion functor. Observe that the functors $\mathfrak{E}_{p,f}$ and $\mathfrak{E}_{p,g}$ are naturally isomorphic if and only if the functors $\mathfrak{E}_f$ and $\mathfrak{E}_g$ are naturally isomorphic. And this holds if and only if the functors $\mathfrak{E}_{f,i_A}$ and $\mathfrak{E}_{g,i_A}$ are naturally isomorphic since $i_A$ is an equivalence of categories.

For each $x_0 \in A$ let $\text{Aut}_{\mathcal{L}X}(x_0)$ be the full subcategory of $\mathcal{L}X$ whose only object is $x_0$ and let $i_{x_0}: \text{Aut}_{\mathcal{L}X}(x_0) \to A$ be the inclusion functor. Observe that the functors $\mathfrak{E}_{f,i_A}$ and $\mathfrak{E}_{g,i_A}$ are naturally isomorphic if and only if for each $x_0 \in A$ there exists $\nu_{x_0} \in \text{Inn}(\text{Aut}(F))$ such that $\mathfrak{E}_{g,i_A}(x_0) = \nu_{x_0}\mathfrak{E}_{f,i_A}(x_0)$.

Let $\mathbf{Cat}_*$ be the category of pointed small categories and basepoint-preserving functors. Recall that there exists a natural isomorphism $\zeta: \text{Aut}_{\mathbf{Cat}_*}(\cdot) \cong \pi_1(\text{B}(\cdot), \cdot): \mathbf{Cat}_* \to \text{Grp}$ (see also [4 Corollary 3.5]). For each $x_0 \in A$ let $\alpha = \zeta_{(x_0, x_0)}^{-1}: \pi_1(\mathcal{L}X, x_0) \to \text{Aut}_{\mathcal{L}X}(x_0)$. From the naturality of $\zeta$ it follows that $(\mathfrak{E}_{p,f})_{x_0} = \mathfrak{E}_{f,i_A}(x_0)\alpha$ and $(\mathfrak{E}_{p,g})_{x_0} = \mathfrak{E}_{g,i_A}(x_0)\alpha$. Thus, there exists $\nu_{x_0} \in \text{Inn}(\text{Aut}(F))$ such that $\mathfrak{E}_{g,i_A}(x_0) = \nu_{x_0}\mathfrak{E}_{f,i_A}(x_0)$ if and only if there exists $\nu_{x_0} \in \text{Inn}(\text{Aut}(F))$ such that $(\mathfrak{E}_{p,g})_{x_0} = \nu_{x_0}(\mathfrak{E}_{p,f})_{x_0}$. The result follows. 

In [15], Thomason proves that $\mathbf{Cat}_*$ admits a closed model category structure which is Quillen equivalent to the usual model category structure of the category of simplicial sets. Recall that a functor $F: C \to D$ in $\mathbf{Cat}_*$ is a weak equivalence if and only if the induced continuous map $BF: BC \to BD$ is a homotopy equivalence. Thomason also proves that the cofibrant objects of this model category structure are posets.

Several authors study which posets are cofibrant objects of the Thomason model structure. Bruckner and Pegel prove in [3] that various classes of posets are cofibrant objects and May, Stephan and Zakharevich give in [9] a poset of six elements which is not cofibrant. Recall also that the double subdivision of a poset is a cofibrant object in $\mathbf{Cat}$ (see [15] Proposition 4.6]).

**Definition 5.5.** Let $X$ be an Alexandroff $T_0$-space and let $A \subseteq X$ be such that for each connected component $C$ of $X$, $\#(A \cap C) = 1$. Let $F$ be a $T_0$-space and let $\mathcal{U}_F: Q\text{Aut}(F) \to \text{Aut}(F)$ be the cofibrant replacement of $\text{Aut}(F)$ in $\mathbf{Cat}$ (recall that $Q\text{Aut}(F)$ is a poset). Let $f, g: X \to Q\text{Aut}(F)$ be continuous maps.

We say that $f$ is equivalent to $g$ if for each $x_0 \in A$ there exists $\nu_{x_0} \in \text{Inn}(\text{Aut}(F))$ such that 

$$(\mathcal{U}_F g)_* = \nu_{x_0}(\mathcal{U}_F f)_*: \pi_1(X, x_0) \to \pi_1(\text{Aut}(F), F) \cong \text{Aut}(F).$$

It is not difficult to verify that the definition of equivalent maps does not depend on the subset $A$.

**Theorem 5.6.** Let $F$ be a $T_0$-space and let $\mathcal{U}_F: Q\text{Aut}(F) \to \text{Aut}(F)$ be the cofibrant replacement of $\text{Aut}(F)$ in $\mathbf{Cat}$. 
Then, for every non-empty cofibrant object \( X \) of \( \text{Cat} \), there exists a canonical bijection between isomorphism classes of fiber bundles over \( X \) with fiber \( F \) and equivalence classes of continuous maps from \( X \) to \( Q \text{Aut}(F) \).

**Proof.** Let \( X \) be a non-empty cofibrant object of \( \text{Cat} \). Thus, \( X \) is a poset. Let \( A \subseteq X \) be such that for each connected component \( C \) of \( X \), \( \#(A \cap C) = 1 \). Let \( \text{Fib}_X(F) \) denote the set of isomorphism classes of fiber bundles over \( X \) with fiber \( F \) and let \( F \) denote the set of equivalence classes of continuous maps from \( X \) to \( Q \text{Aut}(F) \). Let \( \nu: \text{Aut}(F) \to \text{Top} \) be the inclusion functor. Let \( \xi: F \to [\text{Fib}_X(F)] \) be the function that sends the equivalence class of a continuous map \( f: X \to Q \text{Aut}(F) \) to the pullback of the fiber bundle \( \pi_{Q \text{Aut}(F)}: \int \nu F \to Q \text{Aut}(F) \) along \( f \).

We will prove first that \( \xi \) is well-defined. Suppose that \( f, g: X \to Q \text{Aut}(F) \) are equivalent maps. Then for each \( x_0 \in A \) there exists \( \nu_{x_0} \in \text{Im}(\text{Aut}(F)) \) such that \( \nu_{x_0}(\nu f) = \nu_{x_0}(\nu g) \) and \( \pi_1(X, x_0) \to \pi_1(\text{Aut}(F), F) \cong \text{Aut}(F) \). By \( \text{[4,9]} \), the canonical representation of the fiber bundle \( \pi_{Q \text{Aut}(F)} \) is naturally isomorphic to the functor \( \nu F \). Thus, by \( \text{[5,4]} \), the pullback bundles \( \xi(f) \) and \( \xi(g) \) are isomorphic. Hence \( \xi \) is well-defined.

Observe that injectivity of \( \xi \) follows from \( \text{[5,3]} \) and the argument of the previous paragraph.

Now we will prove that \( \xi \) is surjective. Let \( p: E \to X \) be a fiber bundle over \( X \) with fiber \( F \) and let \( D_p: X \to \text{Top} \) be its canonical representation. Let \( \xi_p: X \to Q \text{Aut}(F) \) be a functor which satisfies that \( \nu \xi_p \) and \( D_p \) are naturally isomorphic. Since \( X \) is cofibrant and \( \nu F \) is a trivial fibration, there exists a functor \( f: X \to Q \text{Aut}(F) \) such that \( \nu F f = \xi_p \).

Note that \( f \) can be regarded as a continuous map between Alexandroff \( T_0 \)-spaces. Let \( \pi = \pi_{Q \text{Aut}(F)} \) and let \( p_f \) be the pullback of \( \pi \) along \( f \). By \( \text{[5,3]} \) the canonical representation \( D_{p_f} \) of \( p_f \) is naturally isomorphic to \( D_{\pi} f \), which is naturally isomorphic to \( \nu F f = \xi_p \). And since \( \nu \xi_p \) and \( D_p \) are naturally isomorphic it follows that \( p_f \) and \( p \) are isomorphic fiber bundles by \( \text{[4,9]} \).

**Remark 5.7.** The previous theorem and its proof show that if \( F \) is a \( T_0 \)-space and \( \nu F: Q \text{Aut}(F) \to \text{Aut}(F) \) is the cofibrant replacement of \( \text{Aut}(F) \) in \( \text{Cat} \) then the fiber bundle \( \pi_{Q \text{Aut}(F)}: \int \nu F \to Q \text{Aut}(F) \) serves as a universal bundle with fiber \( F \) for bundles over posets which are cofibrant objects in \( \text{Cat} \).

---

6. **Fiber bundles over Alexandroff spaces are Hurewicz fibrations**

In this section we will use theorem \( \text{[4,3]} \) to prove that fiber bundles over Alexandroff spaces are Hurewicz fibrations. To this end we will prove the following lemma for which we need to recall that a covering space of an Alexandroff space is an Alexandroff space [2, Proposition 2.1] and that if \( p: E \to B \) is a covering map between Alexandroff spaces then for every \( e \in E \) the restriction \( p|_{U_e}: U_e \to U_{p(e)} \) is a homeomorphism (see proof of [2, Proposition 2.9]).

If \( X \) and \( Y \) are topological spaces, \( K \) is a compact subspace of \( X \) and \( U \) is an open subset of \( Y \) we denote \( W(K, U) = \{ f: X \to Y \mid f \text{ is a continuous map and } f(K) \subseteq U \} \).

**Lemma 6.1.** Let \( B \) be an Alexandroff space and let \( \gamma: I \to B \) be a continuous map. Then there exist an open subset \( V \subseteq B^I \) such that \( \gamma \in V \subseteq W(\{0\}, U_{\gamma(0)}) \cap W(\{1\}, U_{\gamma(1)}) \) satisfying that for all \( \alpha \in V \) and for all paths \( \eta_0, \eta_1 \in B^I \) such that \( \eta_0(0) = \gamma(0) \), \( \eta_0(1) = \gamma(1) \) we have...
$\alpha(0), \eta_0(I) \subseteq U_{\gamma(0)}, \eta_1(0) = \alpha(1), \eta_1(1) = \gamma(1)$ and $\eta_1(I) \subseteq U_{\gamma(1)}$ it holds that $\gamma \not\sim \eta_0 * \alpha * \eta_1$.

Proof. Without loss of generality we may assume that $B$ is connected, since we may replace $B$ with the connected component of $B$ that contains $\gamma(0)$ (note that, if $C$ is a connected component of $B$, then $C$ is an open subset of $B$ and thus $C^I = W(I, C)$ is an open subset of $B^I$).

Let $\tilde{B}$ be the universal cover of $B$ and let $p: \tilde{B} \to B$ be the associated covering map. Let $\tilde{b} \in p^{-1}(\gamma(0))$ and let $\tilde{\gamma} \in \tilde{B}$ be the unique lift of $\gamma$ such that $\tilde{\gamma}(0) = \tilde{b}$. Let $p_0: U_{\gamma(0)} \to U_{\gamma(0)}$ and $p_1: U_{\gamma(1)} \to U_{\gamma(1)}$ be restrictions of $p$. Note that $p_0$ and $p_1$ are homeomorphisms.

Let $B^I \times_p \tilde{B}$ be the pullback of the diagram $B^I \xrightarrow{\text{ev}_0} B \xleftarrow{p} \tilde{B}$. As usual, we regard $B^I \times_p \tilde{B}$ as a subspace of the product space $B^I \times \tilde{B}$. Let $\lambda: B^I \times_p \tilde{B} \to \tilde{B}$ be the unique path lifting function for $p$. Since $\lambda^{-1}(\text{ev}_1^{-1}(\tilde{U}_{\gamma(1)}))$ is an open neighbourhood of $(\gamma, \tilde{b})$ in $B^I \times_p \tilde{B}$ there exists an open subset $V' \subseteq B^I$ such that $(\gamma, \tilde{b}) \in V' \times \tilde{U}_{\gamma(0)}$ and $(V' \times \tilde{U}_{\gamma(1)}) \cap (\tilde{B} \times_p \tilde{B}) \subseteq \lambda^{-1}(\text{ev}_1^{-1}(\tilde{U}_{\gamma(1)}))$. Let $V = V' \cap W(\{0\}, U_{\gamma(0)}) \cap W(\{1\}, U_{\gamma(1)})$. Note that $V$ is an open neighbourhood of $\gamma$.

We will prove now that the open subset $V$ satisfies the required condition. Let $\alpha \in V$ and let $\eta_0, \eta_1 \in B^I$ such that $\eta_0(0) = \gamma(0), \eta_0(1) = \alpha(0), \eta_1(0) \subseteq U_{\gamma(0)}, \eta_1(1) = \gamma(1)$ and $\eta_1(I) \subseteq U_{\gamma(1)}$. Let $\tilde{\eta}_0 = p_0^{-1}\eta_0$, let $\tilde{\eta}_1 = p_1^{-1}\eta_1$ and let $\tilde{\alpha}$ be the unique lift of $\alpha$ such that $\tilde{\alpha}(0) = p_0^{-1}(\alpha(0))$. Note that $\tilde{\eta}_0(1) = p_0^{-1}\eta_0(1) = p_0^{-1}\alpha(0) = \tilde{\alpha}(0)$. On the other hand, observe that $(\alpha, p_0^{-1}(\alpha(0))) \in (V \times U_{\gamma(0)}) \cap (B^I \times_p \tilde{B}) \subseteq \lambda^{-1}(\text{ev}_1^{-1}(\tilde{U}_{\gamma(1)}))$. Hence $\tilde{\alpha}(1) \in U_{\gamma(1)}$ and since $p\tilde{\alpha}(1) = \alpha(1) = \eta_1(0)$ it follows that $\tilde{\alpha}(1) = \tilde{\eta}_1(0)$. Therefore, $(\tilde{\eta}_0 \ast \tilde{\alpha}) \ast \tilde{\eta}_1$ is a well-defined path in $\tilde{B}$ from $\tilde{\eta}_0(0)$ to $\tilde{\eta}_1(1)$. Note that $\tilde{\eta}_0(0) = p_0^{-1}\eta_0(0) = p_0^{-1}\gamma(0) = \tilde{b}$ and similarly $\tilde{\eta}_1(1) = \tilde{\gamma}(1)$. Thus, $(\tilde{\eta}_0 \ast \tilde{\alpha}) \ast \tilde{\eta}_1$ and $\tilde{\gamma}$ are paths in $\tilde{B}$ from $\tilde{b}$ to $\tilde{\gamma}(1)$. Since $\tilde{B}$ is simply connected we obtain that $\tilde{\gamma} \not\sim \tilde{\eta}_0 \ast \tilde{\alpha} \ast \tilde{\eta}_1$. Therefore, $\gamma \not\sim \eta_0 * \alpha * \eta_1$. □

Theorem 6.2. Let $B$ be an Alexandroff space and let $p: E \to B$ be a fiber bundle over $B$. Then $p$ is a Hurewicz fibration.

Proof. By Lemma 4.3 there exists a morphism-inverting functor $\mathcal{D}: B \to \text{Top}$ such that the projection $\pi_B^D: \int \mathcal{D} \to B$ is a fiber bundle isomorphic to $p$. Clearly, it suffices to prove that $\pi_B^D$ is a Hurewicz fibration.

Let $\mathcal{L}^D: \mathcal{L}B \to \text{Top}$ be the functor induced by $\mathcal{D}$ and let $\overline{\mathcal{D}}$ be the composition $\Pi_1(B) \cong LB \xrightarrow{\mathcal{L}D} \text{Top}$. Let $B^I \times_{\pi_B^D} \int \mathcal{D}$ be the pullback of the diagram $B^I \xrightarrow{\text{ev}_0} B \xleftarrow{\pi_B^D} \int \mathcal{D}$. We regard $B^I \times_{\pi_B^D} \int \mathcal{D}$ as a subspace of the product space $B^I \times \int \mathcal{D}$.

Let $\Lambda: (B^I \times_{\pi_B^D} \int \mathcal{D}) \times I \to \int \mathcal{D}$ be defined by $\Lambda(\gamma, b, x, t) = (\gamma(t), \overline{\mathcal{D}}(\gamma[0, t]))(x)$ and let $\Lambda^*: B^I \times_{\pi_B^D} \int \mathcal{D} \to (\int \mathcal{D})^I$ be the map induced by $\Lambda$ by the exponential law. We will prove that $\Lambda^*$ is a path-lifting function for $\pi_B^D$. Note that $\Lambda(\gamma, b, x, 0) = (\gamma(0), \overline{\mathcal{D}}(\gamma[0, 0]))(x) = (b, x)$ and that $\pi_B^D\Lambda(\gamma, b, x, t) = \gamma(t)$ for all $(\gamma, b, x) \in B^I \times_{\pi_B^D} \int \mathcal{D}$ and $t \in I$. Thus, it remains to prove that $\Lambda$ is a continuous map.

Let $\beta \in B$ and let $W$ be an open subset of $\mathcal{D}(\beta)$. Let $(\gamma, b, x, t) \in \Lambda^{-1}(J_d(\beta, W))$. Hence $\gamma(t) \leq \beta$ and $\mathcal{D}(\gamma(t)) \leq \beta(\overline{\mathcal{D}}(\gamma[0, t]))(x)) \in W$. Let $W_0 = \overline{\mathcal{D}}(\gamma[0, t])^{-1}\mathcal{D}(\gamma(t) \leq \beta(\overline{\mathcal{D}}(\gamma[0, t])))$. Note that $W_0$ is an open neighbourhood of $x$ in $\mathcal{D}(\gamma(0))$. 


By the previous lemma there exists an open subset $V \subseteq B^I$ such that \( \gamma_{[0,t]} \in V \subseteq W(\{0\}, U_{\gamma(t)}) \cap W(\{1\}, U_{\gamma(t)}) \) satisfying that for all \( \alpha \in V \) and for all paths \( \eta_0, \eta_1 \in B^I \) such that \( \eta_0(0) = \gamma(0), \eta_0(1) = \alpha(0), \eta_0(t) \subseteq U_{\gamma(t)}, \eta_1(0) = \alpha(1), \eta_1(1) = \gamma(t) \) and \( \eta_1(I) \subseteq U_{\gamma(t)} \) it holds that \( \gamma_{[0,t]} \overset{\mathcal{L}}{\preceq} \eta_0 * \alpha * \eta_1 \).

Let \( \nu : B^I \to B^I \) be defined by \( \nu(\sigma) = \sigma_{[0,t]} \). It is not difficult to prove that \( \nu \) is a continuous map. Let \( L \subseteq I \) be an open interval such that \( t \in L \subseteq \mathcal{T} \subseteq \gamma^{-1}(U_{\gamma(t)}) \). Let \( A = \nu^{-1}(V) \cap W(\mathcal{T}, U_{\gamma(t)}) \), let \( N_0 = A \times J_D(\gamma(0), W_0) \) and let \( N = N_0 \cap (B^I \times \pi_B^I) \int \mathcal{D} \).

Note that \( N \) is an open subset of \( B^I \times \pi_B^I \int \mathcal{D} \).

We will prove that \( (\gamma, b, x, t) \in N \times L \subseteq \Lambda^{-1}(J_D(\beta, W)) \). Clearly \( \gamma \in A \) and \( (b, x) \in J_D(\gamma(0), W_0) \) since \( \gamma(0) = b \). Hence \( (\gamma, b, x, t) \in N \times L \). Now let \( (\gamma', b', x', t') \in N \times L \). Note that \( \gamma'(t') \leq \gamma(t) \leq \beta \) since \( t' \in L \). If \( t' \geq t \) let \( \xi = \gamma'_{[t,t']} \), otherwise let \( \xi = \gamma'_{[t,t']} \).

In any case, \( \xi \) is a path in \( B \) from \( \gamma'(t) \) to \( \gamma'(t') \) whose image is contained in \( U_{\gamma(t)} \) since \( \gamma' \in W(\mathcal{T}, U_{\gamma(t)}) \). Note that \( \gamma'(0) \leq \gamma(0) \) since \( \gamma'_{[0,t]} \in V \). Let \( \eta_0 = \eta(\gamma'(0) \leq \gamma(0)) \).

We have that

\[
\gamma'_{[0,t]} * \eta(\gamma'(t') \leq \beta) \overset{\mathcal{L}}{\preceq} \eta_0 * \gamma'_{[0,t]} * \xi * \eta(\gamma(\gamma(t) \leq \beta)) \overset{\mathcal{L}}{\preceq} \eta_0 * \gamma_{[0,t]} * \eta(\gamma(t) \leq \beta)
\]

since \( \eta_0(I) \subseteq U_{\gamma(t)} \) and \( (\xi * \eta(\gamma'(t') \leq \gamma(t))) (I) \subseteq U_{\gamma(t)} \). Thus

\[
\mathcal{D}(\gamma'(t') \leq \beta)(\mathcal{D}([\gamma'_{[0,t]}])(x')) = \mathcal{D}([\eta_0 * \gamma'_{[0,t]} * \xi * \eta(\gamma(\gamma(t) \leq \beta))](x') = \\
= \mathcal{D}([\eta_0 * \gamma_{[0,t]} * \eta(\gamma(t) \leq \beta)])(x') = \\
= \mathcal{D}(\gamma(t) \leq \beta)(\mathcal{D}([\gamma_{[0,t]}])(x') \in W)
\]

and since \( \mathcal{D}(\gamma'(0) \leq \gamma(0))(x') \in W_0 \) it follows that \( \mathcal{D}(\gamma'(t') \leq \beta)(\mathcal{D}([\gamma'_{[0,t]}])(x')) \in W \).

Thus, \( \Lambda(\gamma', b', x', t') \in J_D(\beta, W) \). It follows that \( \Lambda^{-1}(J_D(\beta, W)) \) is an open subset of \( (B^I \times \pi_B^I) \int \mathcal{D} \times I \). Therefore, \( \Lambda \) is a continuous map.

\[\square\]

7. The topological Grothendieck construction as an equivalence of categories

In this section we will define a suitable category of functors and prove that is equivalent to the category of fiber bundles over a fixed Alexandroff space by means of the topological Grothendieck construction. To this end, we need to define a convenient notion of arrows between functors which relies on the following definition.

**Definition 7.1.** Let \( X \) and \( Y \) be topological spaces, let \( \mathcal{T}_Y \) be the topology of \( Y \) and let \( C(X, Y) \) be the set of continuous maps from \( X \) to \( Y \). We define a preorder \( \preceq \) in \( C(X, Y) \) by

\[
f \preceq g \Leftrightarrow \forall V \in \mathcal{T}_Y, g^{-1}(V) \subseteq f^{-1}(V).
\]

Observe that, with the notations of the previous definition, if \( f \preceq g \) and \( g \preceq f \) then \( \mathbf{K}(f) = \mathbf{K}(g) \) by 4.5.

The following proposition states that this preorder coincides with the pointwise preorder in the case that the codomain is an Alexandroff space.

**Proposition 7.2.** Let \( X \) be a topological space and let \( Y \) be an Alexandroff space. Let \( f, g : X \to Y \) be continuous maps. Then \( f \preceq g \) if and only if \( f(x) \leq g(x) \) for all \( x \in X \).
Proof. Suppose that \( f \leq g \) and let \( x \in X \). Then \( x \in g^{-1}(U_g(x)) \subseteq f^{-1}(U_g(x)) \) and thus \( f(x) \leq g(x) \). Conversely, suppose that \( f \leq g \) and let \( V \) be an open subset of \( Y \). Let \( x \in g^{-1}(V) \). Then \( g(x) \in V \) and since \( f(x) \leq g(x) \) we obtain that \( f(x) \in V \). Hence, \( g^{-1}(V) \subseteq f^{-1}(V) \). \( \square \)

Remark 7.3. Let \( X \) and \( Y \) be topological spaces, let \( \mathcal{T}_X \) be the topology of \( X \) and let \( \mathcal{T}_Y \) be the topology of \( Y \). If \( f: X \to Y \) is a continuous map then \( f \) induces an order-preserving map \( \hat{f}: (\mathcal{T}_Y, \subseteq) \to (\mathcal{T}_X, \subseteq) \) defined by \( \hat{f}(V) = f^{-1}(V) \).

Hence, if \( f, g: X \to Y \) be continuous maps then \( f \leq g \) if and only if \( \hat{g} \leq \hat{f} \).

Definition 7.4. Let \( B \) be an Alexandroff space and let \( C, D: B \to \text{Top} \) be functors. Let \( \{\theta_b: C(b) \to D(b)\}_{b \in B} \) be a collection of continuous maps. We say that \( \{\theta_b\}_{b \in B} \) is a weak natural transformation from \( C \) to \( D \) if for all \( b, b_1, b_2 \in B \) such that \( b_1 \leq b_2 \) we have that \( D(b_1 \leq b_2)\theta_b \leq \theta_{b_2}C(b_1 \leq b_2) \).

It is not difficult to verify that for any Alexandroff space \( B \) there exists a category (that will be denoted by \( \text{Top}_B^w \)) whose objects are the functors from \( B \) to \( \text{Top} \) and whose morphisms are the weak natural transformations, with composition defined in a similar way as vertical composition of natural transformations.

The following proposition extends [5.10]

Proposition 7.5. Let \( B \) be an Alexandroff space. The topological Grothendieck construction induces a functor \( f: \text{Top}_B^w \to \text{Top}/B \) which sends each object \( C \) of \( \text{Top}_B^w \) to the map \( \pi_B^C: \text{Hom}_{\text{Top}_B^w}(C, D) \to \text{Hom}_{\text{Top}/B}(\pi_B^C, \pi_B^D) \).

Proof. Let \( \tau = \{\alpha_b\}_{b \in B} \in \text{Hom}_{\text{Top}_B^w}(C, D) \). We will prove that \( \int \tau \) is a continuous map. For simplicity, let \( \alpha = \int \tau \). Let \( b_1 \in B \) and let \( V \) be an open subset of \( D(b_1) \). We will prove that \( \alpha^{-1}(J_D(b_1, V)) \) is an open subset of \( \int C \). Let \( (b_0, x) \in \alpha^{-1}(J_D(b_1, V)) \). Then \( (b_0, \alpha_{b_0}(x)) \in J_D(b_1, V) \) and thus \( b_0 \leq b_1 \) and \( D(b_0 \leq b_1)(\alpha_{b_0}(x)) \in V \) Hence \( x \in (D(b_0 \leq b_1)\alpha_{b_0})^{-1}(V) \). Let \( W = \pi_B^C(b_0 \leq b_1) \). We will prove that \( J_C(b_0, U) \subseteq \alpha^{-1}(J_D(b_1, V)) \). Let \( (z, \beta) \in J_C(b_0, U) \). Then \( \beta \leq b_0 \) and \( C(\beta \leq b_0\alpha_{b_0}(z)) \in U \). Thus \( z \in C(\beta \leq b_0\alpha_{b_0}(z)) \subseteq \pi_B^C(b_1, V) \). Therefore, \( \alpha \) is a continuous map. The result follows. \( \square \)

Proposition 7.6. Let \( B \) be an Alexandroff space and let \( C, D: B \to \text{Top} \) be functors. Then the functor \( f: \text{Top}_B^w \to \text{Top}/B \) induces a one-to-one correspondence between \( \text{Hom}_{\text{Top}_B^w}(C, D) \) and \( \text{Hom}_{\text{Top}/B}(\pi_B^C, \pi_B^D) \).

Proof. Let \( \omega: \text{Hom}_{\text{Top}_B^w}(C, D) \to \text{Hom}_{\text{Top}/B}(\pi_B^C, \pi_B^D) \) be defined by \( \omega(\tau) = \int \tau \). We will prove that \( \omega \) admits an inverse.

For each \( \alpha \in \text{Hom}_{\text{Top}/B}(\pi_B^C, \pi_B^D) \) and for each \( b \in B \) we define \( \alpha_b: C(b) \to D(b) \) as the only map such that \( \alpha(b, x) = (b, \alpha_b(x)) \) for all \( x \in C(b) \). Note that \( \alpha_b \) is a continuous map by [5.2]

We will prove that, for all \( \alpha \in \text{Hom}_{\text{Top}/B}(\pi_B^C, \pi_B^D) \), the collection \( \{\alpha_b\}_{b \in B} \) is a weak natural transformation from \( C \) to \( D \). Let \( \alpha \in \text{Hom}_{\text{Top}/B}(\pi_B^C, \pi_B^D) \) and let \( b_1, b_2 \in B \) such that \( b_1 \leq b_2 \). Let \( V \) be an open subset of \( D(b_2) \). We have to prove that \( (\alpha_b \circ C)(b_1 \leq b_2) \leq (\alpha_b \circ C)(b_1 \leq b_2) \).
proves (1). □ proves (2).

Proof. By 3.14 the functor \( McCord, M. C. \) [10] proves (2). Let \( x \in (\alpha_2, C(b_1 \leq b_2))^{-1}(V) \) and let \( y = C(b_1 \leq b_2)(x) \). Then \( \alpha_2(y) \in V \) and thus \( (b_2, y) \in \alpha^{-1}(J_D(b_2, V)) \). Hence, there exist \( b_3 \in B \) and an open subset \( U \subseteq C(b_3) \) such that \( (b_2, y) \in J_C(b_3, U) \subseteq \alpha^{-1}(J_D(b_2, V)) \). Note that \( (b_1, x) \in J_C(b_3, U) \) since \( b_1 \leq b_2 \leq b_3 \) and \( C(b_1 \leq b_3)(x) = C(b_2 \leq b_3)(y) \in U \). Thus, \( (b_1, \alpha_1(x)) = \alpha(b_1, x) \in J_D(b_1, V) \). Hence, \( D(b_1 \leq b_2)\alpha_1(x) \in V \).

Let \( \rho : \text{Hom}_{\text{Top}}^B(\pi_C^B, \pi_D^B) \to \text{Hom}_{\text{Top}}^B(C, D) \) be defined by \( \rho(\alpha) = \{\alpha_b\}_{b \in B} \). Clearly, \( \rho \) and \( \omega \) are mutually inverse functions.

Observe that the functor \( f : \text{Top}_w^B \to \text{Top}/B \) does not yield an equivalence of categories since it is not essentially surjective, as it was shown in [3,11]. However, it induces equivalences of categories between certain full subcategories of \( \text{Top}_w^B \) and categories of fiber bundles over \( B \), which are stated in the following theorem.

**Theorem 7.7.**

1. Let \( B \) be an Alexandroff space and let \( F \) be a topological space. Let \( \text{Aut}(F)^B \) denote the full subcategory of \( \text{Top}_w^B \) whose objects are the functors from \( B \) to \( \text{Aut}(F) \) and let \( \text{Fib}(F) \) denote the category of fiber bundles over \( B \) with fiber \( F \). Then, the functor \( f : \text{Top}_w^B \to \text{Top}/B \) induces an equivalence of categories between \( \text{Aut}(F)^B \) and \( \text{Fib}(F) \).

2. Let \( B \) be a connected non-empty Alexandroff space. Let \( (\text{Top}_w^B)' \) denote the full subcategory of \( \text{Top}_w^B \) whose objects are the morphism-inverting functors and let \( \text{Fib}(B) \) denote the category of fiber bundles over \( B \). Then, the functor \( f : \text{Top}_w^B \to \text{Top}/B \) induces an equivalence of categories between \( (\text{Top}_w^B)' \) and \( \text{Fib}(B) \).

**Proof.** By 3.14 the functor \( f : \text{Top}_w^B \to \text{Top}/B \) can be restricted to a functor \( \text{Aut}(F)^B \to \text{Fib}(B) \), which is fully faithful by 7.6 and essentially surjective by 4.3 and 3.11. This proves (1).

Similarly, by 3.13 the functor \( f : \text{Top}_w^B \to \text{Top}/B \) can be restricted to a functor \( (\text{Top}_w^B)' \to \text{Fib}(B) \) which is fully faithful by 7.6 and essentially surjective by 4.3. This proves (2). □
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