Correlations between Hurst Exponent and maximal Lyapunov Exponent for some low-dimensional discrete conservative dynamical systems

Mariusz Tarnopolski

Received: date / Accepted: date

Abstract The Chirikov standard map and the 2D Froeschlé map are investigated. The Hurst Exponent (HE) and maximal Lyapunov Exponent (mLE) plots in a mixed parameter-initial condition space are calculated for a few thousand values. It is found that for both maps the HE distribution follows extremely well the mLE distribution in this space. The correlations are 0.95 and 0.88 for the Chirikov and 2D Froeschlé maps, respectively. Despite the statistical distributions differ significantly between the maps, they have common properties, hence a universal relation is speculated to underly this correlation. As the numerical calculation of the HE is more time-consuming, a machine learning procedure is performed and the HE distributions are reproduced based on several values of the mLE. A perfect agreement is found, which allows to investigate statistical properties of HE distributions based on easier to compute mLE values.
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1 Introduction

Dynamical systems play a crucial role in the description of physical reality, being applied in fields such as cosmology [30], astrophysics [35][21], nuclear physics [17], environmental science [31], financial analysis [9], among others. Nonlinear systems can exhibit chaotic behaviour [3][23], e.g. Chirikov standard map [6] being a discrete volume preserving 2D example or Lorenz [14] and Hénon-Heiles [12] systems, being 3D dissipative and 4D conservative continuous systems, respectively. Continuously, new chaotic systems are being discovered [4][24]. Conservative systems, being Hamiltonian [9][15], exhibit a complicated mixture of chaotic and regular...
components in phase space and do not possess a strange attractor \cite{10}. Hence, a wide range of maximal Lyapunov Exponent (mLE) is expected to be found in such systems. Moreover, a mixed parameter–initial condition space allows to properly trace the route to chaos via period doubling \cite{19}. On the other hand, a question about inferring chaotic dynamics from a single-variable time series was raised and efficiently answered decades ago \cite{33,27,11}.

Time series may be described by their statistical properties. One of its descriptors is a Hurst Exponent (HE) \cite{13,20}, which is a measure of persistency or long-range memory \cite{16} that is widely used, e.g., in financial analyses \cite{2} and Solar physics \cite{29}. HEs proved to be useful indicators of morphological type in astrophysical processes \cite{18}. Despite being intrinsically unpredictable, classical chaotic time series stem from deterministic processes, therefore order is expected to underlie their dynamics (e.g. strange attractors or fractal basins of attraction \cite{24,32}). A common behaviour is occurrence of irregular switchings from temporarily regular oscillations to apparently chaotic variations. This leads to an observation that chaotic time series should yield an HE greater than 0.5 (persistent behaviour), and indeed it was reported in \cite{29} that a chaotic solution of Lorenz system possesses an HE=0.87.

In this paper, correlations between mLEs and HEs are investigated for 2D conservative maps and machine learning is performed to reproduce statistical HE distribution given an mLE distribution, as the computation of HE is more time-consuming than the mLE value.

2 Methods

Consider two common conservative 2D systems: the Chirikov standard map

\[
\begin{aligned}
p_{n+1} &= p_n + \frac{K}{2\pi} \sin(2\pi x_n) \mod 1, \\
x_{n+1} &= x_n + p_{n+1} \mod 1,
\end{aligned}
\]  

(1)

and the 2D Froeschlè map\cite{8} \cite{8}

\[
\begin{aligned}
p_{n+1} &= p_n - k \sin(x_n + p_n) \mod 2\pi, \\
x_{n+1} &= x_n + p_n \mod 2\pi,
\end{aligned}
\]  

(2)

both symplectic and governed by a single nonlinear parameter and exhibiting, besides strictly regular and chaotic, also sticky behaviour. The modulos keep the variables confined to a square box and this condition is released for the rest of the paper, treating the evolution of both systems as a 2D unbounded (deterministic) walk. This is necessary for mLE calculation and makes the HE computation less ambiguous in the sense that it allows the HE estimation algorithm to fully capture (anti-)persistency of time series. The mLEs are calculated via eigenvalues of Jacobian matrices. Equations (1) and (2) are iterated \(10^4\) times, and for HE computation the first 4000 values are discarded to be sure transient behaviour, e.g. stickiness, is skipped over, and \(p_n\) is used for both maps as \(x_n\) is monotonic, hence yielding \(\text{HE}=1\).

\footnote{1 Lacking an entrenched name, to differentiate from its well-studied 4-dimensional version, this map is herein termed as the 2D Froeschlè map as it first appeared in \cite{8}.}
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3 Results

3.1 Chirikov standard map

A map of mLEs in a mixed space $K \times x_0$ with $p_0 = 0.0$ is shown in Fig. 1(a) (some of the mLEs were undetermined). This is a recalculation of Fig. 2 in [19] but due to symmetry only non-negative $x_0$’s are taken into account. Although the overall picture sketched by both Figures is consistent with each other, note slight differences in mLE values, that are caused by applying different algorithms: in [19] an mLE was extracted from a timeseries as described in [33] (Manchein, personal communication). The difference is especially striking for the unstable line $x_0 = 0.0$, for which mLEs obtained via algorithm [33] are about two times smaller than the ones from this paper’s approach. On the other hand, regular domain in Fig. 1(a) seems to posses no structure, contrary to Fig. 2 in [19]: this is simply caused by a narrow interval of mLEs in this region and a colour scale applied; this was verified by plotting only mLEs corresponding to regular motion. As this work is not focused on detailed aspects of the mixed space, already discussed in [19], but rather on general features, this is not a concern.

Next, a similar plot for HEs was drawn and is displayed in Fig. 1(b). The unstable line $x_0 = 0.0$ had to be discarded as the HEs were undetermined by the algorithm. An automatic fitting of a straight line on a log-log plot of each $\sigma_k \propto k^{HE}$ relation was performed to extract HEs [1]. Histograms in Fig. 2 (mLE, HE, standard deviation, range of the 99% confidence interval and Pearson’s $R^2$ of
**Fig. 2** (colour online) (a) Distributions of HEs and mLEs. Two distinct peaks are related to regular and chaotic domain of the mixed space. The mLE values greater than 1.0 are not displayed as they account for only 1.6% of all values. (b) HE errors; solid red – standard deviation, std, of the fitted slope, dashed blue – width of the 99% confidence interval, α. Maximal value of std is 0.03 (marked with a vertical red line), while α is not greater than 0.164. Inset shows the Pearson coefficient $R^2$; displayed bins contain 94% of counts. The minimal $R^2$ is 0.9732.

**Fig. 3** Scatter plot for mLE–HE relation; 4962 points are displayed for which $r_p = 0.95$ and $r_s = 0.83$.

Each HE estimate) convince that the fitting procedure returned reliable estimates of HE values. Interestingly, the HEs follow in general a wave-like structure of the regular region. A higher resolution figure (i.e., consisting of a finer grid) might possibly reveal a complex structure of these waves, however this is outside the scope of this work.

After dropping indeterminate outcomes, 4962 points with numerical values were left for which a scatter plot is shown in Fig. 3. A Pearson correlation $r_p = 0.95$, Spearman rank $r_s = 0.83$, and $p$-values for both are numerically equal to zero.

Despite a negligible amount of outliers, the correlation between mLEs and HEs is very high, and as the computation of HEs took 18 times longer than of mLEs,
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Fig. 4 (colour online) (a) mLEs and (b) HEs in the mixed space $k \times x_0$ with $p_0 = 0.0$ for a 2D Froeschl´e map, $10^4$ iterations and a grid of $67 \times 98 = 6566$ points. Red points mark indeterminate values. Note different colour scales used.

this relation will provide insight into statistical distribution of HEs based on mLEs only.

3.2 2D Froeschl´e map

Next, the map (4) is investigated in the same manner as in the previous subsection. Figures 4(a) and (b) show the mLE and HE distributions, respectively, in the mixed space $k \times x_0$ with $p_0 = 0.0$ and exhibit the same structure as the Chirikov standard map does, i.e. bifurcating tongues of regular motion creeping in the chaotic zone. A significant difference is that the HEs gather around two extreme values, i.e. 0.0 for regular and 1.0 for chaotic regions, different from the Chirikov standard map and with no gradient in between. Note a negligible amount of high HEs along the line $k = 0.0$ in Fig. 4(b).

Statistical distributions, displayed in Fig. 5(a) (note a logarithmic scale for the ordinate), reveal an almost uniform distribution of mLEs for chaotic motion. Fittings performed for HE computation are not as reliable as in the former case, though. For example, the Pearson coefficient $R^2$ can attain a value as small as 0.0. On the other hand, a majority of fittings are characterized by errors small enough to allow examining at least general features of the HE distribution (compare with Fig. 5(b)). Although the maximal 99% confidence interval range can be as wide as the whole theoretical range of HE values (spanning a unit interval from 0 to 1), the standard deviations do not exceed the value of 0.19, and $ij$ are centered around small absolute values, as indicated by the histogram in Fig. 5(b), and $ij$ allow to distinguish chaotic from regular motions due to clearly separated peaks near extremal values of HEs.

Thus, as the scatter plot in Fig. 6 for this map does not possess as unambiguous structure as for the previous one, the distributions in Fig. 5 assure that the relation between mLEs and HEs is correctly grasped, at least as a first approximation. Note that the flat cut-off from above in Fig. 6 is a true feature and is not an artifact due to dropping indeterminate values (as $0 \leq \text{HE} \leq 1$). Moreover, the higher the
Fig. 5 (colour online) (a) Distributions of HE and mLE. Two distinct HE peaks are related to regular and chaotic domain of the mixed space. The mLE values are not greater than 0.5 and have an approximately uniform distribution inside the chaotic region. (b) HE errors; solid red – standard deviation, std, of the fitted slope, dashed blue – width of the 99% confidence interval, α. Maximal value of std is 0.19, while α spans an interval from 0 to 1.04. Inset shows the Pearson coefficient $R^2$; displayed bins contain 84% of counts. The minimal $R^2$ is 0. Extreme values of $α$ and $R^2$ are rare enough to be treated as outliers.

Fig. 6 Scatter plot for mLE–HE relation; 6314 points are displayed for which $r_p = 0.89$, $r_s = 0.75$, and $p$-values numerically equal to zero.

mLE, the smaller the scatter among corresponding HE values, and the critical mLE value equal to 0.04 (vertical dashed line in Fig. 6) separates accurately small HEs from larger ones, or equivalently in this case, values corresponding to regular and chaotic zones in the mixed space.

4 Machine learning

Using built-in functionalities of Mathematica®, machine learning is performed on mLE–HE relations from Section 3. A NearestNeighbors method is employed and training on a set $\{(param, x_0, mLE)_i \rightarrow HE_i\}_{i=1}^{\sim N}$ is performed, where $N$ is an appropriate number of points used with respect to the map under consideration,
and \( \text{param} \) is a nonlinear parameter, \( K \) or \( k \) in Eq. (1) and (2), respectively. The output are machine-learnt functions \( p(x) \). Next, \( \approx 2.0 \cdot 10^5 \) mLEs are produced for the Chirikov standard map on a grid of 1001 \times 201 points in the mixed space, and similarly \( \approx 2.4 \cdot 10^6 \) mLEs on a grid of 501 \times 486 points for the 2D Froeschlè map. Resultant mLE distributions are shown in Fig. (7a) and (b) and are consistent with Fig. (2a) and Fig. (3a). For the Chirikov standard map two distinct peaks are easily distinguishable, while the distribution for the 2D Froeschlè map is nearly flat for non-zero mLEs and with a steep decrease just before 0.5. Functions \( p(x) \) were then applied and the reproduced HE distributions are displayed in Fig. (7c) and (d). To emphasize that the underlying initial mLE distribution is crucial and \( p(x) \) itself is not informative, HE distributions are computed also for artificial, flat mLE ones. This resulted in a uniformly mapped, via \( p(x) \), HE distributions, significantly different from the real ones, especially for the Chirikov standard map. The difference for 2D Froeschlè map is visible in the height of the peak near zero-values, as the rest of the real distribution is almost flat, hence not really different from the artificial one.

These machine-learnt HE distributions were eventually mapped on the mixed space and the results are shown in Fig. (7e) and (f). Regular and chaotic regions are sharply divided, as in Fig. (1) and Fig. (3) and the coverage is nearly perfect. Note that, e.g. for the Chirikov standard map, \( p(x) \) is obtained only based on mLEs and HEs both determinate, i.e., as described in Section 3, extreme mLEs along the unstable line \( x_0 = 0.0 \) were discarded. This is why the absolute colour functions in Fig. (4b) and Fig. (4c) are different, yet the relative distributions almost identical. The same applies for the 2D Froeschlè map in Fig. (4b) and Fig. (4f).

Despite the mLE–HE relations in Fig. (3) and Fig. (4) are significantly different, their overall behaviour is similar, i.e. after an initial rise the relations plateau. To highlight similarities rather than differences, another machine learning is performed, this time using a NeuralNetwork method in order to produce smooth curves, displayed in Fig. (8). Note that both relations were normalized on the axis for comparative purposes.

The relations have a common plateau at approximately half of the largest attainable mLE and a steep increase before. For the Chirikov standard map there is an inflection point at \( 0.26 \), while the relation for the 2D Froeschlè map is characterized by two slopes before the plateau. Left part of the curves is obviously influenced by the amount of nearly-zero mLEs, which is approximately linearly dependent on the size of the regular zone relative to the chaotic region. This means that \( p(x) \) may be different if the mixed space is bounded differently. Nevertheless, as the mLE and HE distributions in the chaotic zones are not entirely characterized by a single peak, the inferred \( p(x) \) is likely to describe the mLE–HE relations correctly. There is a possibility that both curves belong to the same family.

5 Conclusions

To conclude, a high correlation between mLEs and HEs was found for two 2D conservative maps. Machine learning was performed in order to obtain HE distributions based on faster to compute mLE distributions, which gave nearly perfect results compared to training sets. Machine-learnt HE distributions in a mixed space reproduce extremely well the ones from the training sets. Another machine
Fig. 7 (colour online) Left column: Chirikov standard map. Right column: 2D Froeschlé map. (a)—(b) Actual mLE distributions for \( \approx 2.0 \cdot 10^5 \) and \( 2.4 \cdot 10^5 \) values, respectively. (c)—(d) HE distributions obtained by the machine-learnt function \( p(x) \) with a NearestNeighbors method; solid black – actual distributions obtained by applying \( p(x) \) to (a) and (b); dashed gray – comparison distributions obtained by applying \( p(x) \) to artificial uniform distributions (at the level of \( \approx 5000 \)). (e)—(f) HE distributions in the mixed space obtained by applying \( p(x) \) to (a) and (b). Note different colour scales used.
learning method revealed similarities among mLE–HE relations that allow to formulate a question about universality of the dependence found. A hypothesis that these relations belong to the same family is put forward. On the other hand, the maps under consideration are closely related, hence the similarity in mLE and HE distributions, to some extent, might be expected. However, the strength of this similarity and a cause underlying it as well as visible differences, remains an open issue. This hypothesis does not seem so unlikely when one notes that a conservative Hénon map is related to the Chirikov standard map [22]. Its verification will require investigating other maps and detailed theoretical work. A first step should be differentiating between symplectic and non-symplectic conservative mappings. A natural question about mLE–HE correlations in dissipative systems remains open, and eventually leads to examining continuous, Hamiltonian and dissipative, dynamical systems.

The results presented here may be a step towards verifying presence of chaos in economics [7] by means of a reversed mapping, HE→mLE [2], however this would require a reliable model to build a training set on.
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