Electrical control of the light absorption in quantum-well functionalized junctions between thin metallic films
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We use a time-dependent density functional theory approach to study the optical response of a hybrid nanostructure where the junction between thin metallic films is functionalized with a quantum well (QW) structure. We show that an unoccupied QW-localized electronic state opens the possibility of the active electrical control of the photoassisted electron transport through the junction and of the absorption at optical frequencies. Control strategies based on an applied bias or an external THz field are demonstrated.
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I. INTRODUCTION

The development of actively controlled optical devices allowing to manipulate light at dimensions well below its wavelength is of paramount importance for various applications such as information transfer, solar energy harvesting, sensing, and many others. Recent advances in active metamaterials [1–4], in active tuning of the plasmon excitations at metal surfaces and in metal nanoparticles [4–13], or in electrically controllable linear and nonlinear optical and plasmonic in-plane response of graphene nanostructures [14–18] provide a few examples of the active research activity in nanoscale optoelectronics. In this respect, photon-assisted electron transport (PAT) [19,20] in the systems where both continuum and discrete electronic states are present opens new appealing perspectives owing to the incident electromagnetic field induced transitions at well-resolved frequencies [21,22]. So far, the PAT in nanostructures with discrete state-continuum coupling such as semiconductor heterostructures [terahertz (THz) frequency range], quantum dots, or metal-molecule interfaces has been mainly described within the one-electron scattering theory framework using the model Hamiltonian techniques [21–34]. Such an approach gives a transparent qualitative insight, but it does not allow one to capture many-electron effects such as the dynamical screening. In particular, for metals with high conduction electron density, the optical response of the system is determined by the nonlocal response and dynamical screening. Only few studies of PAT based on the time dependent density functional theory (TDDFT) and incorporating many-body effects at full-quantum level have been reported so far [35–40]. However, to the best of our knowledge, the issue of active control has not yet been addressed.

Here, using real-time TDDFT calculations, we follow the electron dynamics triggered by an incident electromagnetic wave in a metal-quantum well-metal sandwich nanostructure. Our results demonstrate that an active electrical control of the optical response of the system can be realized by using a gateway electronic state of a quantum well (QW) structure located in the junction between thin metallic films. At optical frequencies, the tunneling current across the junction is dominated by the PAT involving the unoccupied QW-localized electronic state. The energy of the latter with respect to the Fermi levels of the leads and thus the ac conductivity of the junction can be actively tuned by (i) using a gate electrode, (ii) applying an external bias across the junction, or (iii) subjecting the junction to a slowly varying THz electric field. In turn, this allows for active modulation of the optical absorption of the system as we demonstrate below.

The paper is organized as follows. In Sec. II, we describe the studied system and the TDDFT method used. Section III presents the results and their discussion. Section IV provides summary and conclusions. Finally, details on the numerical implementation of the TDDFT procedure are given in Appendix. Atomic units are used throughout the paper unless otherwise stated.

II. SYSTEM AND METHOD

The planar metal-QW-metal structure studied in this work is schematically shown in Fig. 1(a). We use the coordinate system with z axis perpendicular to the interfaces with z = 0 set at the middle of the junction. The system is translationally invariant in the x and y directions. The incident electromagnetic field is linearly polarized along the z axis. The junction consists of two thin metal slabs separated by a narrow gap that can be filled with either an organic self-organized molecular layer [41–44], a graphene layer [45–47], or a metallic QW formed by a metal film of several monolayers width [48,49] isolated from the leads by a dielectric. The electronic structure of the QW is such that the unoccupied QW-localized electronic state (QWS) is within the eV energy range as measured from the Fermi level of the leads and the HOMO-LUMO gap is wide enough so that the optical excitations from HOMO can be neglected within the frequency range of interest.

In what follows we consider the case of a metallic QW formed by a metal film of several monolayers width sandwiched between thicker metal slabs of width L = 5.5 or...
The separation between the metal slabs is $d = 0.8$ nm as measured between the opposite metallic surfaces across the junction. The dielectric spacer layers between QW and slabs are modelled as vacuum layers (V). The only constraints with respect to the separation between the metal slabs $d$ and the thickness of the spacer layers at the metal/QW interfaces are such that (i) the metal slabs are electronically decoupled in the absence of the QW and (ii) the QW-localized electronic state is strongly coupled to the metal slabs and can serve as an efficient intermediate for the electron transport across the junction (see below). In a different context, the multilayer metal-dielectric-metal structures attract a lot of interest as optical metamaterials or waveguide claddings [50–52] in the infrared and visible frequency ranges, as well as they are used for the XUV optics [53,54].

Prior to the discussion of the TDDFT results, let us outline some simple physical considerations behind the proposed strategy of the active control of the photon absorption. In the linear response regime, an efficient absorption occurs when the photon energy matches the energy difference between electronic states coupled by the time-dependent field. The electronic levels (blue lines) of each slab are occupied up to the Fermi level ($E_F$), the photon energy matches the energy difference between occupied and empty electronic states at fixed $k$.

For the metallic slabs, the quantization of electron motion in the $z$ direction results in discrete energies of electronic states $E_j$, $j = 1, 2, \ldots$. Each $z$-quantized state gives rise to the 2D continuum $E_j(k_z) = E_j + k_z^2/2m$, where $k_z$ is the electron momentum parallel to the surface and $m$ is the electron effective mass [48,49]. In the absence of the QWS in the junction, the metal slabs are quasidecoupled. The absorption of the $z$-polarized light is dominated by the intraslab transitions between occupied and empty electronic states at fixed $k_z$. Note also that because of the planar symmetry, the induced fields vanish outside each slab. If a small dc bias voltage ($V_{bias}$) is applied across the junction, the entire electronic band corresponding to the given slab experiences a homogeneous energy shift. In particular, the Fermi levels $E_F$ of the metal slabs across the junction are shifted by $V_{bias}$, one with respect to the other. Within each individual slab, the energy spacing between the electronic states is preserved and only the vacuum tails of their wave functions are affected. As a result, the absorption cross section is not sensitive to an applied bias in this case.

Consider now the sandwich metal-QW-metal nanostructure characterized by an unoccupied QWS at an energy $E_{QW}$ above $E_F$ of metal slabs. Coupling of the QWS with the electronic states of the slabs opens the possibility of photon assisted resonant electron tunneling between the metal slabs [21–29]. The electron excitations involving the QWS lead to additional energy absorption channels with threshold frequency $\omega_r = E_{QW} - E_F$ [Fig. 1(d)]. If a small dc bias voltage ($V_{bias}$) is symmetrically applied across the junction [Fig. 1(e)], the energy levels of the metal slabs are shifted by $\pm V_{bias}/2$ with respect to the energy $E_{QW}$ of the QWS located at the middle of the junction. Thus the photon assisted tunneling current across the junction and so the optical absorption will be modified. In particular, one would expect different threshold frequencies for the excitations from the slabs located to the left and to the right from the junction $\omega_r^\pm = E_{QW} - E_F \mp V_{bias}/2$. Furthermore, one can use a gate electrode to control the QWS energy-level position, $E_{QW}$.

To demonstrate the electrical control of the optical absorption in the system, we performed quantum-mechanical calculations within the TDDFT framework [55,56]. Based on a time-dependent Kohn-Sham (KS) scheme, the TDDFT allows one to follow the time evolution of the electronic density of the many-electron system in response to a time-dependent external field. The metal slabs are described with the jellium model (JM) [57], which has been extensively used to address quantum effects in plasmonic systems allowing semiquantitative
predictions [58–60] confirmed experimentally and with ab initio studies [12,61–67]. Within the JM, the atomic cores are not treated explicitly, but represented with a positive background charge of the density \( n^+ = (\frac{4\pi}{3} r_s^3)^{-1} \). Here, the Wigner-Seitz radius \( r_s = 2.07 a_0 \) (\( a_0 = 0.053 \text{ Å} \)) is used; it corresponds to the Al metal, a prototype free-electron metal whose valence electrons dynamics is well captured by the JM. Moreover, Al has recently attracted growing interest in the context of plasmonic applications [68–71].

For the case of \( z \)-polarized incident electromagnetic radiation, the electron density dynamics is described with 1D KS coupled equations:

\[
\frac{i}{\hbar} \frac{\partial \Phi_j(z,t)}{\partial t} = \left[ -\frac{1}{2} \frac{d^2}{dz^2} + V_{\text{eff}}(n,z,t) \right] \Phi_j(z,t). \tag{1}
\]

Initial conditions \( \Phi_j(z,t) = 0 \) are given by the occupied \((j = 1, \ldots, N)\) KS orbitals of the unperturbed ground-state system. Equations (1) are solved on a spatial mesh of points. The time-dependent electron density of the system \( n(z,t) \) is given by \( n(z,t) = \frac{1}{\pi} \sum_{j=1}^{N} (E_F - E_j)|\Phi_j(z,t)|^2 \). The spin degeneracy and the translational invariance of the problem are thus accounted for.

The effective one-electron potential is given by the sum of several terms:

\[
V_{\text{eff}}(n,z,t) = V_H(n,z,t) + V_{xc}(n,z,t) + V_{QW}(z) + V_{\text{ext}}(z,t). \tag{2}
\]

The first term, \( V_H \), is the Hartree potential obtained from the solution of the Poisson’s equation. We thus neglect the retardation effects, which is a good approximation considering the small relevant size of the system. The second term, \( V_{xc} \), is the exchange-correlation potential of Gunnarson and Lundqvist [72] used within the adiabatic local density approximation (ALDA) [55]. The electron interaction with the QW structure is represented by the model potential \( V_{QW}(z) = V_0[1 + \exp((z - z_0)/\delta)]^{-1} \), with \( V_0 = -3.5 \text{ eV}, b = 2 a_0 \), and \( \delta = 0.25 a_0 \). The above choice of the parameters allows one to introduce an unoccupied quantum-well localized electronic state between the vacuum level and the Fermi levels of the slabs. Finally, \( V_{\text{ext}}(z,t) = zE(t) \) describes the electron interaction with the external electromagnetic field. It can be given by one or several contributions corresponding to the optical and THz pulses, as well as to a dc field \( E(t) = E_{\text{bias}} \). Screening of the static field inside the Al slabs results in a homogeneous down/up energy shift of the electron energy levels of the left/right slabs. The situation is equivalent to a dc bias, \( V_{\text{bias}} \), applied between the slabs with \( V_{\text{bias}} = dE_{\text{bias}} \).

In Fig. 2, we show the effective one-electron ground-state potential of the metal-QW-metal system \( V_H + V_{xc} + V_{QW} \) [panel (a)], and the corresponding electronic structure [panel (b)]. The thickness of Al slabs is \( L = 5.5 \) nm. The projected density of electronic states (PDOS) at the \( \tilde{\Gamma} \) point \((k_z = 0)\) has been obtained from the single active electron dynamics in the self-consistent KS ground-state potential. The wave packet propagation technique has been used as described elsewhere [73]. In the absence of the QW, the finite \( z \)-size effect results in a quantized energy level structure [blue line in Fig. 2(b)]. The electron states symmetric and antisymmetric with respect to \( z = 0 \) are nearly degenerate because of the vanishing interaction between metal slabs. When the QW is introduced in the junction, the degeneracy is lifted in the vicinity of the QWS energy. While the antisymmetric states are affected only slightly, the symmetric states are shifted in energy because of the coupling with the QWS that emerges at \( E_{QW} = -2.6 \text{ eV} \) (throughout the paper, the energies of the electronic states are referred with respect to the vacuum level). The coupling of the QWS with the metal slabs opens an efficient channel for the PAT across the junction, where the QWS serves as a gateway [21–29]. In the case of the semi-infinite metal leads, the QWS broadens into the resonance with a width \( \Gamma_{QW} = 0.4 \text{ eV} \), reflecting the fast decay (lifetime \( \tau = 1/\Gamma_{QW} = 1.6 \text{ fs} \)) of the QW electron population by resonant electron transfer into the metal leads. Note that at resonance the transmission probability of the excited electron between the leads can reach unity as has been widely discussed in the literature [24,74].
junctons with and without an applied bias. The cases of Al slabs with thickness \(L = 5.5\) nm and \(L = 11\) nm have been addressed. The absorption cross section is obtained as \(\sigma(\omega) = \frac{4\pi}{\lambda_0} \gamma m(\sigma(\omega))\). The dipolar polarizability \(\sigma(\omega)\) is given by the time-to-frequency Fourier transform, 
\[
\sigma(\omega) = \frac{1}{2\pi} \int p(t)e^{i(\omega+i\gamma)/2\gamma} dt,
\]
where \(p(t)\) is the time-dependent induced dipole per unit area, \(p(t)\). The latter is calculated with TDDFT in response to the small impulsive perturbation \(E(t) = \delta(0)\). An artificial broadening of the dipole spectrum, \(\gamma = 0.1\) eV, is introduced to take into account dissipative effects that are lacking in the TDDFT approach using the ALDA for exchange and correlation [75]. We note that for \(z\)-polarized incident electromagnetic field, the absorption spectra in all cases feature the main resonance at \(\omega_p = 15.8\) eV [see the insert of Fig. 3(a)] close to the bulk plasmon frequency of Al [76]. In what follows, we focus our attention on the lower photon energy range 1–4 eV relevant for optical applications.

In order to get a deeper insight into the photoassisted ac electron transport across the junction and its role in the optical absorption, we show in Fig. 3(b) the absolute value of the frequency-resolved current density calculated at the middle of the junction,
\[
J(\omega) = \int \{J_e(t) - J_0(t)\} e^{i(\omega+i\gamma)/2\gamma} dt. \tag{3}
\]
The current densities \(J_e(t)\) and \(J_0(t)\) correspond to the system excited (\(e\)) or not excited (\(0\)) by an impulsive field. Subtracting the latter allows one to remove the contribution of the applied bias and to focus on the optically excited currents.

In the case of the metal-vacuum-metal system (no QW), the width of the junction \(d = 0.8\) nm is large enough so that the overlap of the electronic states across the vacuum gap is negligible and the ac tunneling currents are low [see Fig. 3(b)]. Since because of the charge neutrality the electric field of each slab vanishes at a distance of some \(r_s\) outside its surfaces, the Al slabs are decoupled and respond independently to the optical excitation. This is further confirmed by performing the TDDFT calculations for the absorption cross section of the single Al slab in vacuum, \(\sigma(\omega)\). We find that for the unbiased metal-vacuum-metal junction, \(\sigma(\omega) = 2\sigma(\omega)\). In overall, the absorption cross section grows with \(\omega\) (more electronic states below Fermi level are available for excitation). Intraslab electron-hole pair excitations [58] between \(z\)-quantized electronic states with the largest dipolar matrix elements result, for Al slabs of thickness \(L = 5.5\) nm, in the strong absorption features at 2.0 and 3.3 eV. Doubling the thickness of the slabs \([L = 11\) nm, Fig. 3(c)] leads to approximately twice denser spectrum of the \(z\)-quantized electronic states close to the Fermi level so that more absorption features are observed in Fig. 3(c). These features are less pronounced than for the thinner slab and the absorption spectrum appears smoother, as one would expect a discrete-to-continuum transition with increasing slab thickness. Since the absorption spectrum is dominated by the intraslab excitations, an applied bias of \(0.25\) V (applied dc field \(E_{bias} = 0.3\) V/nm) has only a minor effect on the optical response in agreement with the qualitative discussion in Sec. II.

When the QW structure is introduced in the vacuum gap between metal surfaces, the optical response of the system is strongly modified. New resonances appear in the absorption spectrum in Fig. 3(a) owing to the dipole transitions which

**FIG. 3.** (a) Optical absorption cross section per unit area calculated with TDDFT for bare (no QW) and QW functionalized (QW) junctions without \((V_{bias} = 0)\) and with \((V_{bias} = 0.25\text{V})\) an applied bias. The thickness of Al slabs is \(L = 5.5\) nm. (Inset) Optical absorption for a broader energy range, comprising a plasmon mode response in agreement with the qualitative discussion in Sec.II.

III. RESULTS AND DISCUSSION

From our TDDFT calculations, we obtain that introducing the QW structure in the gap between two Al slabs results in strong electrically controllable change of the absorption spectra in the optical frequency range. In Fig. 3(a), we show the absorption cross section \(\sigma(\omega)\) per unit area calculated with TDDFT for the metal-vacuum-metal and metal-QW-metal junctions with and without an applied bias. The cases of Al slabs with thickness \(L = 5.5\) nm and \(L = 11\) nm have been addressed. The absorption cross section is obtained as \(\sigma(\omega) = \frac{4\pi}{\lambda_0} \gamma m(\sigma(\omega))\). The dipolar polarizability \(\sigma(\omega)\) is given by the time-to-frequency Fourier transform, 
\[
\sigma(\omega) = \frac{1}{2\pi} \int p(t)e^{i(\omega+i\gamma)/2\gamma} dt,
\]
where \(p(t)\) is the time-dependent induced dipole per unit area, \(p(t)\). The latter is calculated with TDDFT in response to the small impulsive perturbation \(E(t) = \delta(0)\). An artificial broadening of the dipole spectrum, \(\gamma = 0.1\) eV, is introduced to take into account dissipative effects that are lacking in the TDDFT approach using the ALDA for exchange and correlation [75]. We note that for \(z\)-polarized incident electromagnetic field, the absorption spectra in all cases feature the main resonance at \(\omega_p = 15.8\) eV [see the insert of Fig. 3(a)] close to the bulk plasmon frequency of Al [76]. In what follows, we focus our attention on the lower photon energy range 1–4 eV relevant for optical applications.

In order to get a deeper insight into the photoassisted ac electron transport across the junction and its role in the optical absorption, we show in Fig. 3(b) the absolute value of the frequency-resolved current density calculated at the middle of the junction,
\[
J(\omega) = \int \{J_e(t) - J_0(t)\} e^{i(\omega+i\gamma)/2\gamma} dt. \tag{3}
\]
The current densities \(J_e(t)\) and \(J_0(t)\) correspond to the system excited (\(e\)) or not excited (\(0\)) by an impulsive field. Subtracting the latter allows one to remove the contribution of the applied bias and to focus on the optically excited currents.

In the case of the metal-vacuum-metal system (no QW), the width of the junction \(d = 0.8\) nm is large enough so that the overlap of the electronic states across the vacuum gap is negligible and the ac tunneling currents are low [see Fig. 3(b)]. Since because of the charge neutrality the electric field of each slab vanishes at a distance of some \(r_s\) outside its surfaces, the Al slabs are decoupled and respond independently to the optical excitation. This is further confirmed by performing the TDDFT calculations for the absorption cross section of the single Al slab in vacuum, \(\sigma(\omega)\). We find that for the unbiased metal-vacuum-metal junction, \(\sigma(\omega) = 2\sigma(\omega)\). In overall, the absorption cross section grows with \(\omega\) (more electronic states below Fermi level are available for excitation). Intraslab electron-hole pair excitations [58] between \(z\)-quantized electronic states with the largest dipolar matrix elements result, for Al slabs of thickness \(L = 5.5\) nm, in the strong absorption features at 2.0 and 3.3 eV. Doubling the thickness of the slabs \([L = 11\) nm, Fig. 3(c)] leads to approximately twice denser spectrum of the \(z\)-quantized electronic states close to the Fermi level so that more absorption features are observed in Fig. 3(c). These features are less pronounced than for the thinner slab and the absorption spectrum appears smoother, as one would expect a discrete-to-continuum transition with increasing slab thickness. Since the absorption spectrum is dominated by the intraslab excitations, an applied bias of \(0.25\) V (applied dc field \(E_{bias} = 0.3\) V/nm) has only a minor effect on the optical response in agreement with the qualitative discussion in Sec. II.

When the QW structure is introduced in the vacuum gap between metal surfaces, the optical response of the system is strongly modified. New resonances appear in the absorption spectrum in Fig. 3(a) owing to the dipole transitions which
of control of the absorption persist for the thinner slabs, the thinner, $L = 5.5 \text{ nm}$, slabs correspond to better defined QWS induced absorption features and thus allow for stronger sensitivity to the applied bias. The quantum well confinement of the metallic electrons has a decisive influence on the results as far as the control strategy using QWS induced resonances is concerned. The $L = 11 \text{ nm}$ slab case represents an intermediate situation where the discrete spectrum of the energy levels evolves to the continuum of energy bands in thick metal. In this latter case, the absorption features due to the QWS will be smeared out and an applied bias will affect the onset of the transitions from the Fermi levels to the QW state, i.e., the frequency threshold for an increased optical absorption. At present, the computational constraints do not allow to reach the thick metal limit.

While above we demonstrated the electrical control of the optical properties of the metal-QW-metal structure using the dc applied bias, a different control strategy is addressed in what follows. We consider the $L = 5.5 \text{ nm}$ Al slab case showing larger sensitivity to an applied dc electric field. A “pump” THz pulse is used to create an unbalance between the Fermi levels of the Al slabs and a femtosecond laser pulse (fs) in the near IR-Vis frequency range is used to “probe” the transient absorption properties of the nanojunction. The electric fields of the pulses are taken as

$$E(t) = E_i \exp \left[ -\frac{(t - t_i)^2}{\tau_i^2} \right] \cos(\omega_0 (t - t_i)),$$

where $s = (\text{THz}, \text{fs})$ stands for the radiation source. We used $E_{\text{THz}} = 0.3 \text{ V/nm}$, $\omega_{\text{THz}} = 8.4 \text{ meV}$ (period $2\pi / \omega_{\text{THz}} = 484 \text{ fs}$), and $\tau_{\text{THz}} = 242 \text{ fs}$. The electric field of the laser pulse $E_L = 0.25 \text{ V/nm}$ is set such that the peak intensity of the laser is $10^{10} \text{ W/cm}^2$. Laser pulses with durations $\tau_L = 7.3 \text{ fs}$ (frequency bandwidth $\Delta \omega = 0.2 \text{ eV}$) and $\tau_\text{fs} = 24.2 \text{ fs}$ ($\Delta \omega = 0.06 \text{ eV}$) are used. The electric field strengths are such that nonlinear polarization effects or multiphoton absorption processes can be neglected. Example of two laser pulses is shown in Fig. 4. The time delay $T_D = t_\text{fs} - t_\text{THz}$ between the pump and probe pulses determines the energy shift of the electron states localized in Al slabs induced by the THz field at the moment of the femtosecond (fs) pulse arrival. Because of its slow variation, the THz field is screened inside the Al slabs. It thus acts as an instantaneous dc field or instantaneous bias so that changing $T_D$ allows to actively tune the light induced electron dynamics and absorption of the energy of the fs laser pulse.
To quantify the optical absorption in the nanojunction device, we calculated the energy $\Delta E$ transferred from the electromagnetic field of the fs laser pulse to the electronic system per unit surface area. Variation of the time delay $T_D$ and the frequency of the fs laser $\omega_{fs}$ allows to explore different excitation regimes in quest for the active control. The TDDFT results are shown in Fig. 5 for fs laser pulse durations $\tau_{fs} = 24.2$ fs [upper row, (a)–(c)] and $\tau_{fs} = 7.3$ fs [lower row, (d)–(f)]. The 2D maps of $\Delta E$ variation as a function of $T_D$ and $\omega_{fs}$ [(a), (b), (d), and (e)] provide qualitative insight into the excitation dynamics in the system. More quantitative assessment of the data can be obtained from the $\Delta E(T_D)$ dependence presented in Figs. 5(c) and 5(f) for several fixed frequencies of the fs laser close to QW-induced absorption resonances.

We start our analysis with the upper row of the panels in Fig. 5. The small frequency bandwidth of the fs laser pulse in this case provides high energy resolution. The pronounced time-delay dependence of the optical absorption can thus be observed. In the absence of the QW structure in the junction [Fig. 5(a)], the maximum electromagnetic energy absorption occurs for the fs laser frequency $\omega_{fs} = \omega_1 = 1.95$ eV. It corresponds to the absorption resonance due to the intraslab electron hole pair excitations found for the metal-vacuum-metal structure in Fig. 3(a). The absorbed energy does not depend on the time delay between the pump and probe pulses, i.e., on the instantaneous value of the THz field at the moment of the fs laser pulse arrival. This result is analogous to the independence of the absorption spectra of the metal-vacuum-metal structure on the applied bias (see Fig. 3).

The situation is very different for the QW functionalized junction [Fig. 5(b)]. As follows from the absorption spectra reported in Fig. 3 for the metal-QW-metal structure, in the frequency range studied here, the QWS induces an additional absorption resonance at $\omega_{QWS} = \omega_2 = 1.7$ eV. A strong enhancement of the electromagnetic energy transfer to the electronic system at $\omega_1$ and $\omega_2$ frequencies is indeed found for large $T_D$ when the THz field is small. With decreasing $T_D$ and in sheer contrast with $\omega_1$ feature, the energy absorption in the QW-induced resonance frequency range shows a pronounced time-delay dependence. At small $T_D$, the instantaneous value of the THz field at the moment of the fs laser pulse arrival is large. The instantaneous bias $V_{bias} = d E_{THz}(t_{fs})$ associated with THz field splits the QWS induced absorption peak in higher and lower energy structures by analogy with results reported in Fig. 3. Thus an efficient energy absorption requires detuning of the fs laser frequency from the QW-induced resonance:

$$\omega_{fs} = \omega_2 \pm d E_{THz}(t_{fs})/2.$$  

For the fixed frequency $\omega_{fs} = 1.7$ eV, the loss of the resonance condition with absorption peak reduces the energy transfer by an order of magnitude [see Fig. 5(c)]. Notice that the weak QW-induced feature at 1.3 eV shows similar dependence on $T_D$ and $\omega_{fs}$ as the $\omega_2$ resonance [see Fig. 5(b)]. Interestingly, from Eq. (5), it follows that the evolution of the frequency of the fs pulse corresponding to the maximum absorption reflects the temporal dependence of the THz field. In a way, this is similar to the streaking experiment in the attosecond laser physics, which allows one to probe the time evolution of a fs-IR laser pulse by measuring the energy spectrum of the electrons emitted by an XUV pulse [81,82].

Because of the finite lifetimes of the excited electrons in metals, the results obtained with narrow $\Delta \omega = 0.06$ eV pulse bandwidth should be taken with caution. Indeed, for Al, the inelastic decay rates $\Gamma_{in}$ of the electronic excitations are in

![FIG. 5. Energy transfer from the fs laser pulse to electron excitations in the $L = 5.5$ nm Al slab case. The change of the electron energy $\Delta E$ as a result of the interaction with the fs laser pulse, per unit surface area, is calculated with TDDFT. Results are shown for the fs laser pulse durations $\tau_{fs} = 24.2$ fs [upper row, (a)–(c)] and $\tau_{fs} = 7.3$ fs [lower row, (d)–(f)]. [(a), (b), (d), and (e)] 2D maps of $\Delta E$ as a function of the laser carrier frequency $\omega_{fs}$ and of the time delay between the pump and probe pulses $T_D$. The results for metal-vacuum-metal [(a) and (d)] and metal-QW-metal [(b) and (e)] junctions are shown. [(c) and (f)] Cuts of the 2D maps showing $\Delta E$ dependence on the time delay $T_D$ for several $\omega_{fs}$ fixed close to the main absorption features.](245407)
the 60 meV range for excitation energies around 2 eV \cite{79,80}. That is, the energy uncertainty introduced by the multielectron processes, which is not accounted for in the present ALDA functional for exchange-correlation, is of the same order of magnitude as the fs pulse width. To check the robustness of the results with respect to energy broadening because of the inelastic processes, we performed calculations with short τfs = 7.3 fs laser pulse with Δω = 0.2 eV bandwidth. The Δω in this case is much larger than Γ, and it dominates the energy broadening effects. The corresponding results are shown in Figs. 5(d)–5(f). Essentially, the 2D maps of the absorbed energy ΔE are the energy convolutions of the 2D maps obtained with narrow laser pulse. The details of the variation of the energy deposited into the system are naturally smoothed in this case. However, the modulation of the absorbed energy with T0 persists at the QW-induced resonance and can be as high as ≈50%. Therefore the possibility to control the optical absorption with THz fields is qualitatively robust.

IV. SUMMARY AND CONCLUSIONS

In summary, we have studied the possibility of active electrical control of the optical response of a compound nanoscale device. In this device, a QW structure is sandwiched between two several-nanometer-thick metal slabs. Similar systems have been previously addressed, mainly with model one-electron approaches. Here, we use quantum TDDFT calculations allowing for the full account of the many-body effects such as the nonlocal response and dynamical screening. We have shown that an unoccupied QW state can serve as a gateway for the transport of excited electrons at optical frequencies. In turn, characteristic features in the absorption spectra emerge. Varying the energy of the QW state with respect to the energies of the electronic states of the metal slabs allows one to modify the absorption spectra. We have demonstrated that this opens the possibility for active electrical control of the absorption at optical frequencies using an applied dc bias or a THz field. In the latter case, the metal–quantum-well–metal device can also be used to trace the time evolution of the THz field.

The thin metallic slabs considered in this work possess quantized spectra of electronic states, which result in resonant structures in the optical absorption cross section. These absorption resonances have been used here for the active electrical control. The considered control strategy, however, should also hold for thick metallic films or plasmon gap nanoantennas \cite{83–85}. In these cases, owing to the continuum of energy bands in a metal, the onset of transitions involving the QW state would appear as a frequency threshold for increased optical absorption. The dependence of the threshold frequency on the energy of the QW state with respect to the Fermi levels of the metals on both sides of the junction should be the key for the active electrical control strategy.

Our results show that QW-functionalized junctions between metallic films can be utilized for the design of active devices allowing electrical control of the optical absorption. The actively controlled transfer of electromagnetic energy to electronic excitations and photoassisted currents has a wide range of possible applications such as photochemistry or solar energy harvesting.
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APPENDIX

In this Appendix, we give the details of the numerical implementation of the ALDA TDDFT calculations. The time-dependent electron density of the nanostructure is represented by that of the KS noninteracting system, and it is given by the sum over the occupied one-dimensional KS orbitals φj(z,t),

$$n(z,t) = \frac{1}{\pi} \sum_{j}^N (E_F - E_j) |\phi_j(z,t)|^2,$$

(A1)

where N is the total number of the occupied KS orbitals, and Ej is the energy of the KS orbital φj(z,t = 0) of the ground-state system. N = 62 for the case of 5.5-nm-thick Al slabs and N = 124 for the case of 11-nm-thick Al slabs. As discussed in the main text of the paper, because of the symmetry of the problem, the contribution of the electronic states involved in motion parallel to the surface can be factorized out and is accounted for by the 1/2(Ej − Ej) statistical weights (the spin degeneracy is also included). The KS orbitals evolve in time according to the nonlinear Schrödinger equations

$$\frac{i}{\hbar} \frac{\partial \phi_j(z,t)}{\partial t} = [\hat{T} + V_{\text{eff}}(n,z,t)]\phi_j(z,t),$$

(A2)

where \(\hat{T} = -\frac{1}{2}\frac{\partial^2}{\partial z^2}\) is the kinetic energy operator and Veff(n,z,t) is the effective one-electron potential.

With initial conditions \(\phi_j(z,t = 0)\) given by the KS orbitals of the ground-state system (no incident field), equations (A2) are numerically solved using the split-propagation technique \cite{86–88}:

$$\phi_j(z,t + \Delta t) = \hat{U}\phi_j(z,t),$$

(A3)

$$\hat{U} = e^{-i\frac{\hat{H}}{\hbar} \Delta t} e^{-i\frac{\hat{V}_{\text{eff}}}{\hbar} \Delta t}.$$

(A4)

Here, \(\hat{U}\) is the evolution operator.

With Eqs. (A3) and (A4) discretized on the equidistant grid of \(N_z\) knots in z coordinate, \(z_l = z_0 + hl(l - 1), \ l = 1, 2, \ldots, N_z\), the action of the \(e^{-i\frac{\hat{V}_{\text{eff}}}{\hbar} \Delta t} e^{-i\frac{\hat{V}_{\text{eff}}}{\hbar} \Delta t}\) operator is local:

$$e^{-i\frac{\hat{V}_{\text{eff}}}{\hbar} \Delta t} e^{-i\frac{\hat{V}_{\text{eff}}}{\hbar} \Delta t},$$

(A5)

Here, \(\hat{V}_{\text{eff}} \equiv V_{\text{eff}}(n,z_l,t + \Delta t)\) and \(\phi_{j,l}(t) \equiv \phi_j(z_l,t)\).

The action of the nonlocal operator \(e^{-i\Delta t\hat{F}}\) is calculated with the Fourier-grid pseudo-spectral method \cite{87,88} using the discrete transforms based on the fast Fourier algorithm (FFT). Using the discrete Fourier transforms imposes the periodic boundary conditions on the KS orbitals at the boundaries of the grid. This is consistent with negligible electron emission in the present case,  

$$e^{-i\Delta t\hat{F}} \phi_j(z_l,t) \rightarrow \tilde{F}^{-1} e^{-i\Delta t\hat{F}} \tilde{F}\phi_{j,l}(t),$$

(A6)

where the discrete Fourier transform \((\tilde{F})\) of the vector \(\phi_{j,l}(l = 1, \ldots, N_z)\) from the coordinate to the momentum \(k\) representation is followed by the multiplication on the diagonal.
in momentum space matrix \( e^{-i\Delta z^2/2\delta_k,k'} \), and finally the discrete inverse Fourier transform (\( \hat{\Phi}^{-1} \)) from the momentum to coordinate representation is applied.

Since the electron density and thus \( V_{\text{eff}}(n,z,t + \Delta t) \) is not known at the half-time step, we use an iterative procedure. It consists in performing the first iteration with \( V_{\text{eff}}(n,z,t + \Delta t) = V_{\text{eff}}(n,z,t) \) so that starting with \( \phi_j(t) \), the estimation for \( \phi_j(t + \Delta t) \) and thus for \( n(z,t + \Delta t) \) and \( V_{\text{eff}}(n,z,t + \Delta t) \) can be obtained. At the second iteration, we repeat the time step, and calculate \( \phi_j(t + \Delta t) \) from \( \phi_j(t) \) using \( V_{\text{eff}}(n,z,t + \Delta t) = 0.5[V_{\text{eff}}(n,z,t) + V_{\text{eff}}(n,z,t + \Delta t)] \). This improves the prediction for the densities and potentials at \( t + \Delta t \). Typically, three to four iteration loops are performed so that the time propagation scheme preserves the time reversal symmetry \([89]\) and thus preserves the energy of the system without an external perturbation.

In our calculations, we use the time propagation step \( \Delta t = 0.05 \) a.u. with full propagation time \( \sim 1160 \) fs. The coordinate meshes comprise \( N_z = 2048 \) knots \( (-270a_0 \leq z \leq 270a_0) \) for the case of 5.5-nm-thick Al slabs and \( N_z = 4096 \) knots \( (-480a_0 \leq z \leq 480a_0) \) for the case of 11-nm-thick Al slabs.

Several words are in order with respect to the ground-state calculation and the calculation of the Hartree potential \( V_H(n,z,t) \). The latter is obtained as \( V_H(n,z,t) = -[\nu(z) + V_D(z)] \), where \( \nu(z) \) solves the Poisson equation
\[
\frac{d^2\nu(z)}{dz^2} = -4\pi [n^{*}(z) - n(z,t)] - \frac{d^2V_D(z)}{dz^2}.
\]

In Eq. (A7), \( V_D(z) \) is the analytical potential of some dipole layer,
\[
V_D(z) = 4\pi D \frac{z}{2\sqrt{z^2 + a \exp(-z^2/b^2)}}.
\]

where \( a \) and \( b \) are some parameters and \( D = \int (n^{*}(z) - n(z,t))dz \) is the dipole moment of the system. Explicitly separating the potential difference at \( z = \pm \infty \) because of the dipole layer allows to numerically solve Eq. (A7) for \( \nu(z) \) with zero boundary conditions. Thus the pseudospectral method can be applied by representing \( \nu(z) \) and the right-hand side \( \text{r.h.s.} \) of Eq. (A7) in the basis of \( \sin(k_z) \) functions and employing the discrete sine transforms.

The ground-state KS orbitals \( \phi_j^{\text{gs}}(z) \equiv \phi_j(z,t = 0) \) [initial states for time propagation given by Eqs. (A3) and (A4)] are obtained performing the density functional theory calculations (DFT) \([90]\). The time-independent KS equations
\[
[\hat{T} + V_H + V_{\text{xc}} + V_{\text{QW}}]\phi_j^{\text{gs}} = E_j\phi_j^{\text{gs}}
\]

are solved on the discrete \( z \) mesh by direct diagonalization of the Fourier grid Hamiltonian \([91]\). The \( z \) mesh here is the same as the one used for solution of the time-dependent equations. An iterative procedure is applied allowing convergence of the system towards the ground state.
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