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Abstract—This paper develops a Closed-Loop Error Learning Control (CLELC) algorithm for feedback linearizable systems with experimental validation on a mobile robot. Traditional feedback and feedforward controllers are designed based on the nominal model by using Feedback Linearization Control (FLC) method. Then, an intelligent controller is designed based on sliding mode learning algorithm that utilizes closed-loop error dynamics to learn the system behavior. The controllers are working in parallel, and the intelligent controller can gradually replace the feedback controller from the control of the system. In addition to the stability of the sliding mode learning algorithm, the closed-loop stability of an $n$th order feedback linearizable system is proven. The simulation results demonstrate that CLELC algorithm can improve control performance (e.g., smaller rise time, settling time and overshoot) in the absence of uncertainties, and also provides robust control performance in the presence of uncertainties as compared to traditional FLC method. To test the efficiency and efficacy of CLELC algorithm, the trajectory tracking problem of a tracked mobile robot is studied in real-time. The experimental results demonstrate that CLELC algorithm ensures high-accurate trajectory tracking performance than traditional FLC method.

Index Terms—Feedback linearization, learning control, mobile robot, nonlinear system, sliding mode learning algorithm, uncertain system.

I. INTRODUCTION

CONTROL of uncertain nonlinear systems is one of the most important topics in modern control engineering [1]–[7]. Controllers intend to achieve the best control performance in the presence of the worst uncertainties in robust control approaches, and a high controller gain is the general method to handle the effect of uncertainties in nonlinear control theory [8], [9]. However, these methods result in substantial control action, and very powerful actuators are thus demanded to perform unnecessarily excessive control actions [10]. Furthermore, the robust control performance is generally established by sacrificing the nominal control performance because the nominal control performance is not taken into account [11], [12]. Therefore, a control method is required to remain or improve nominal control performance in the absence of uncertainties, and exhibit robust control performance in the presence of uncertainties [13]–[17]. Autonomous guidance, navigation and control of mobile robots in unstructured, off-road is one of the major problems in field robotics [18]–[20]. Mobile robots in off-road terrain face to different surface materials and terrain topographies; therefore, learning-based control techniques are necessary for mobile robots to learn the unmodeled surface conditions (e.g., grass, sand, and snow) and complex robot dynamics [21]. Modeling of these effects is so arduous because it is not always possible to know the terrain type and wheel-terrain interactions. Even if models exist, the identification of model parameters is cumbersome. Therefore, researchers have focused on learning-based controllers for mobile robots [22]–[24]. Online adaptive controller based on a kinematic model with wheel slip angles was developed in [25], where observers estimated the slip angles. Modeled and identified uncertainties partially improved mobile robot path tracking performance; however, it was not sufficient. To model and identify uncertainties fully, a framework consisting of moving horizon estimation and model predictive control methods was proposed for articulated unmanned ground vehicles [26]–[28] and mobile robots [29], [30]. In these works, an adaptive kinematic model was derived by adding traction parameters for longitudinal and side slips into the traditional kinematic model. Nonlinear moving horizon estimation method estimated these traction parameters and nonlinear model predictive controller designed based on the adaptive kinematic model with these traction parameters estimates generated control signals. Since parameter estimation in nonlinear moving horizon estimator is carried out in the arrival cost, the estimates are assumed to be changing very slowly, and the most recent estimates do not have any information on the measurements in the estimation horizon. Therefore, our learning approach must (i) take the most recent measurements into account, (ii) be robust against fast changing working conditions and (iii) enable the representation of complex disturbance characteristics.

As distinct from previous studies on sliding mode learning algorithms [31], the Closed-Loop Error Learning Control (CLELC) algorithm developed in this paper does not require a high controller gain in feedback control action to guarantee system stability so that it does not cause chattering effects on control signals. Moreover, the CLELC algorithm demonstrates two remarkable features. First, it does not cause any adverse effects on the system in the absence of uncertainties, and it additionally improves control performance when compared to nominal control performance obtained by Feedback Linearization Control (FLC). Second, the proposed method exhibits
robust control performance for feedback linearizable systems with uncertainties.

The main contributions of this study are as follows: A novel control method termed as a CLELC algorithm is developed and implemented in this paper. In this novel control scheme, closed-loop error dynamics are utilized to learn system behavior for adaptation. After a short duration, the intelligent controller takes the overall control action while the output of the feedback controller converges to zero. Moreover, the overall system stability for a feedback linearizable system controlled by the CLELC algorithm is stable. Along with the theoretical results, this study demonstrates trajectory tracking-test results of the developed CLELC algorithm on a tracked mobile robot.

The organization of the paper is as follows: The problem formulation is given in Section II. The CLELC algorithm is formulated in Section III. The intelligent controller is designed and the basics of the sliding mode learning algorithm are given in Sections III-A and III-B, respectively, while the closed-loop system stability is proven in Section III-C. Simulation results for a third-order nonlinear system and experimental validation on a mobile robot are given in Sections IV and V respectively. Finally, conclusions of the study are summarized in Section VI.

II. PROBLEM FORMULATION

An nth order feedback linearizable system with uncertainties is written as below:

\[
\dot{x}_i = x_{i+1} \\
\dot{x}_n = a(x) + b(x)u + \Delta(x,u)
\]

(1)

where \(i = 1, 2, \ldots, n-1\), \(x = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^n\) is the state vector, \(u \in \mathbb{R}\) is the control input, \(a(x)\) and \(b(x)\) are smooth nonlinear functions, and \(\Delta(x,u)\) is the term for system uncertainty where \(\Delta(x,u) = \Delta_0(x) + \Delta b(x)u\).

Traditional feedback linearization control (FLC) law is formulated as follows:

\[
u = b^{-1}(x)\left(-a(x) + u_b + u_f\right)
\]

(2)

where \(u_b\) and \(u_f\) are the feedback and feedforward control inputs, and formulated below:

\[u_b = ke = k_1e_1 + k_2e_2 + \ldots + k_ne_n\]

(3)

\[u_f = r_n\]

(4)

where \(k = [k_1, k_2, \ldots, k_n]\) is the feedback controller gain vector and positive, i.e., \(k_i(i = 1, 2, \ldots, n) > 0\), and \(e = [e_1, e_2, \ldots, e_n]^T = [r_1 - x_1, r_2 - x_2, \ldots, r_n - x_n]^T\) is the error vector where \(r = [r_1, r_2, \ldots, r_n]^T\) is the reference vector and defined as \([r_1, r_2, \ldots, r_n]^T = [r_2, r_3, \ldots, r_{n+1}]^T\) so that the reference \(r_1\) must be continuously \((n+1)\) times differentiable.

If FLC law (2) is employed to control an nth-order feedback linearizable system with uncertainties (1), the closed-loop error dynamics are calculated below:

\[
\dot{e}_n + k_ne_n + k_{n-1}e_{n-1} + \ldots + k_1e_1 = -\Delta(x,u)
\]

(5)

Equation (5) shows that the error dynamics cannot be driven to zero under FLC control law (2) in the presence of uncertainties.

III. CLOSED-LOOP ERROR LEARNING CONTROL ALGORITHM

In this study, a CLELC algorithm is developed where the feedback, feedforward and intelligent controllers are working in parallel as illustrated in Fig. 1. The total control law for a CLELC algorithm is formulated as follows:

\[
u = b^{-1}(x)\left(-a(x) + u_b + u_f + u_n\right)
\]

(6)

where \(u_b\) and \(u_f\) are respectively the traditional feedback and feedforward control inputs, and \(u_n\) is the output of the intelligent controller. The total control input is formulated as follows:

\[\dot{u}_i = u_b + u_f + u_n\]

(7)

The details of the intelligent controller consisting of an adaptive neuro-fuzzy structure and a sliding mode learning algorithm are given in the next subsections.

A. Adaptive Neuro-Fuzzy Structure

The fuzzy if-then rule of a zeroth-order Takagi-Sugeno-Kang model with \(I\) input variables where the consequent part is a crisp number can be defined as follows:

\[R_r: \text{If } e_i = A_{ik} \text{ and } e_j = A_{jk}, \text{ then } f_r = d_r\]

(8)

where \(e_i(i = 1, \ldots, I)\) are the inputs of the Takagi-Sugeno-Kang model, \(A_{ik}\) is the \(k\)th fuzzy membership function \((k = 1, \ldots, K)\) corresponding to the input \(i\)th input variable. \(K\) is the number of membership functions for the \(i\)th input. The consequent part of the rules \(f_r(r = 1, \ldots, N)\) is the output function.

In adaptive neuro-fuzzy structure, the crisp inputs \(e_i\) are mapped into fuzzified values using membership functions [32]. The membership values for the inputs \(\mu_{ik}(e_i)\) are defined by using Gaussian membership functions as below:

\[
\mu_{ik}(e_i) = \exp\left(-\frac{1}{2}\frac{(e_i - c_{ik})^2}{\sigma_{ik}}\right)
\]

(9)

where \(c_{ik}\) and \(\sigma_{ik}\) are respectively the mean and standard deviation of the membership functions to be adjusted.

The firing strengths of the rules \(w_r\) are calculated by using prod-t norm operator as follows:

\[w_r = \mu_{A1}(e_1) \ast \mu_{A2}(e_2) \ast \ldots \ast \mu_{AI}(e_I)\]

(10)
The parameters adaptation laws of the neuro-fuzzy structure are given by the following equations:

\[ \dot{e}_{ik} = \tilde{e}_i + (e_i - c_{ik})\alpha \text{sgn}(s) \]  
\[ \dot{\sigma}_{ik} = -\frac{\left( \sigma_{ik} + \left( \frac{\sigma_{ik}^3}{(e_i - c_{ik})^2} \right) \right)}{\alpha \text{sgn}(s)} \]  
\[ \dot{f}_r = \frac{\tilde{w}_r}{\overline{w}_r}\alpha \text{sgn}(s) \]  

where \( \alpha \) is a sufficiently positive constant as stated in Assumption 1. This ensures that (i) the feedback control action approaches to zero for a given arbitrary initial condition \( u_0(0) \) and (ii) \( \tilde{e}_n \) can track \( e_n \) such that \( \tilde{e}_n \) approaches to zero for a given arbitrary initial condition \( \tilde{e}_n(0) \).

**Proof:** The time derivative of Gaussian membership function \( \mu_{ik}(e_i) \) is written as follows:

\[ \mu_{ik}(e_i) = -M_{ik}M_{ik}\mu_{ik}(e_i) \]  

where

\[ M_{ik} = \frac{e_i - c_{ik}}{\sigma_{ik}}, \quad M_{ik} = \frac{(e_i - c_{ik})\sigma_{ik} - (e_i - c_{ik})\sigma_{ik}}{\sigma_{ik}^3} \]  

Combination of (18), (19), and (22) gives:

\[ K_r = \sum_{i=1}^{I} M_{ik}M_{ik} = I\alpha \text{sgn}(s) \]  

The time derivative of (10) is written as follows:

\[ \dot{\tilde{w}}_r = -K_r\tilde{w}_r \]  

The time derivative of (11) is written considering (24) as follows:

\[ \dot{\tilde{w}}_r = -\tilde{w}_r K_r + \tilde{w}_r \sum_{r=1}^{N} \tilde{w}_r K_r \]  

The stability of the sliding mode learning algorithm is investigated by the following Lyapunov function below:

\[ V = \frac{1}{2} (u_b + \tilde{e}_n)^2 \]  

The time derivative of the proposed Lyapunov function \( V \) is computed below:

\[ \dot{V} = (u_b + \tilde{e}_n)(\dot{u}_b + \tilde{e}_n) \]  

Taking (7) into consideration, \( \dot{u}_b \) is inserted into the equation above. Then, it is re-organized consideration (14) as follows:

\[ \dot{V} = s(\tilde{u}_t - \tilde{u}_f - \tilde{u}_n + \tilde{e}_n) \]  

The time derivative of the output of the neuro-fuzzy structure \( \tilde{u}_n \) is calculated as follows:

\[ \dot{u}_n = \sum_{r=1}^{N} \tilde{f}_r \tilde{w}_r + \tilde{f}_r \tilde{w}_r \]  

If (25) is inserted into the equation above, (28) can be obtained:

\[ \dot{u}_n = \sum_{r=1}^{N} \left\{ \tilde{f}_r \tilde{w}_r + \tilde{f}_r \left( -\tilde{w}_r K_r + \tilde{w}_r \sum_{r=1}^{N} \tilde{w}_r K_r \right) \right\} \]  

If (25) is inserted into the aforementioned equation, (29) can be obtained:

\[ \dot{u}_n = \sum_{r=1}^{N} \left\{ \tilde{f}_r \tilde{w}_r + \tilde{f}_r I\alpha \text{sgn}(s) \left( -\tilde{w}_r + \tilde{w}_r \sum_{r=1}^{N} \tilde{w}_r \right) \right\} \]
The aforementioned equation is rewritten by taking the definition \( \sum_{i=1}^{N} \hat{w}_i = 1 \) into account as follows:

\[
\hat{u}_n = \sum_{i=1}^{N} \hat{f}_i \hat{w}_i
\]  

(31)

By using (20), (31) is obtained as follows:

\[
\hat{u}_n = \alpha \text{sgn}(s)
\]  

(32)

Substitution of (32) into (27) gives:

\[
\dot{V} = s \left[ \dot{u}_n - \alpha \text{sgn}(s) + \dot{e}_n \right]
\]  

(33)

If the aforementioned equation is re-arranged considering \( \dot{e}_n = \dot{r}_n - \ddot{x}_n = \ddot{u}_f - \ddot{x}_n \)

\[
\dot{V} = \dot{s} \left[ \dot{u}_n - \alpha \text{sgn}(s) - \ddot{x}_n \right]
\]  

(34)

As remarked in Assumption 1, if it is assumed that the total input rate \( \dot{u}_n \) and the second time-derivative of state \( \ddot{x}_n \) are upper bounded, it is obtained as follows:

\[
\dot{V} \leq |s| (B_{\alpha} + B_{\alpha} - \alpha)
\]  

(35)

If the learning rate \( \alpha \) is large enough, i.e., \( \alpha \geq B_{\alpha} + B_{\alpha} \), as stated in Theorem 1, the time derivative of the Lyapunov function yields

\[
\dot{V} < 0
\]  

(36)

So that the sliding mode learning algorithm is stable, the feedback control action \( u_b \) approaches to zero and \( \ddot{x}_n \) can track \( \dot{r}_n \). This implies that the intelligent controller is capable of learning the system behavior.

**Remark 1.** Sliding mode learning algorithm learns the system behaviour very fast so that selection of initial conditions for the adaptation laws (18)-(20) does not play a very critical role in system performance. However, if the initial conditions for the adaptation laws are very large, then parameter boosting might occur and cause instability of the training algorithm.

### C. System Stability Analysis

**Assumption 2.** The rate of the uncertainty term in the system dynamics (11) is assumed to be bounded:

\[
|\dot{\Delta}(x,u)| < B_{\Delta}(x,u)
\]  

(37)

where \( B_{\Delta}(x,u) \) is a positive constant.

**Theorem 2** (System stability). The CLELC algorithm (6) is applied to the feedback linearizable system (11). If the learning rate \( \alpha \) is large enough as stated in Assumption 2, i.e., \( \alpha > B_{\Delta}(x,u) \), the sliding surface \( s \) approaches to zero for an arbitrary initial condition \( s(0) \) within finite time \( t_h \), which is estimated as

\[
t_h < \frac{1}{\alpha - B_{\Delta}(x,u)}
\]  

(38)

This purports that the sliding surface \( s(t) \) approaches to zero for all \( t > t_h \).

**Proof:** The stability of an nth order feedback linearizable system is checked by following Lyapunov function:

\[
V = \frac{1}{2} s^2
\]  

(39)

The time derivative of the Lyapunov function is calculated as follows:

\[
\dot{V} = 2s \dot{s}
\]  

(40)

The sliding surface rate \( \dot{s} \) is obtained by taking (14) into account. Then, it is inserted into (40) as follows:

\[
\dot{V} = s(\dot{e}_n + \dot{u}_b)
\]  

(41)

If the control law for a CLELC algorithm (6) is applied to the feedback linearizable system with uncertainties (11), it is obtained

\[
\dot{x}_n = u_b + u_f + u_n + \Delta(x,u)
\]  

(42)

Then, the closed-loop error dynamics are obtained by inserting the feedforward control action (4)

\[
\dot{e}_n = -u_b - u_n - \Delta(x,u)
\]  

(43)

Time derivative of (43) is taken and (41) is rewritten as below:

\[
\dot{V} = s(\dot{e}_n - \dot{\Delta}(x,u))
\]  

(44)

If the time derivative of the neuro-fuzzy output (32) is inserted into the aforementioned equation, it is computed below:

\[
\dot{V} = s(-\alpha \text{sgn}(s) - \dot{\Delta}(x,u))
\]  

(45)

As stated in Assumption 2, the rate of the uncertainty term is upper bounded

\[
\dot{V} \leq |s| (-\alpha + B_{\Delta}(x,u))
\]  

(46)

If the learning rate \( \alpha \) is large enough, i.e., \( \alpha > B_{\Delta}(x,u) \), as remarked in Theorem 2, the time derivative of the Lyapunov function yields

\[
\dot{V} < 0
\]  

(47)

so that the sliding surface approaches to zero in a stable manner so that the closed-loop system is stable.

It is possible now to be shown that such a convergence takes place in finite time for an arbitrary initial condition. The sliding surface rate is satisfied by the sliding surface trajectory \( s(t) \) as is below:

\[
\dot{s}(t) = -\alpha \text{sgn}(s(t)) - \dot{\Delta}(x,u)
\]  

(48)

the solution of the sliding surface rate with an initial condition \( s(0) \) satisfies for any \( t \leq t_h \)

\[
s(t) - s(0) = \int_0^t \dot{s}(\xi) d\xi = \int_0^t (-\alpha \text{sgn}(s(\xi)) - \dot{\Delta}(x,u)) d\xi
\]  

(49)

the solution takes zero value at time \( t = t_h \), i.e., \( s(t_h) = 0 \), and the arbitrary initial condition is inserted into the equation above, i.e., \( \text{sgn}(s(\xi)) = \text{sgn}(s(0)) \), therefore

\[
\frac{s(t_h) - s(0)}{0} = \int_0^{t_h} (-\alpha \text{sgn}(s(0)) - \dot{\Delta}(x,u)) d\xi
\]  

(50)

\[
-s(0) = -\alpha \text{sgn}(s(0)) t_h - \int_0^{t_h} \dot{\Delta}(x,u) d\xi
\]  

(51)
Both sides of the aforementioned equation are multiplied by $-\sgn(s(0))$, it is obtained as below:

$$
|s(0)| = \alpha t_h + \sgn(s(0)) \int_0^{t_h} \Delta(x,u) d\xi \\
\geq \alpha t_h - B_{\Delta(x,u)} t_h
$$

A finite time $t_h$ is found as

$$
t_h \leq \frac{|s(0)|}{\alpha - B_{\Delta(x,u)} t_h}
$$

This purports that a sliding motion is maintained on $s(t) = 0 \quad \forall t > t_h$.

**Remark 2.** As stated in Theorems 1 and 2 the learning rate $\alpha$ must be large enough to guarantee the stability of the learning algorithm and the system stability: however, it is to be noted that a larger $\alpha$ may cause the chattering effect. Therefore, it is so crucial to determine the learning rate $\alpha$. In this study, the $\sgn$ functions are replaced by the following equation to decrease the chattering effect $\sgn(s) = \frac{s}{|s|} \frac{1}{1 + |\delta|}$ where $\delta = 0.05$. It is important to state that the selection of $\delta$ is very critical and must be carried out by taking the learning rate $\alpha$ into account to reduce the chattering effect: (i) if $\delta$ is small, it may not be enough to reduce the chattering effect, (ii) if $\delta$ is large, it may cause steady-state error. Therefore, an appropriate value is selected considering anticipated disturbance in this paper.

**IV. SIMULATION RESULTS**

The following third-order numerical system is considered for the simulation study:

$$
[x_1, x_2, x_3]^T = [x_2, x_3, a(x) + b(x)u + \Delta(x,u)]^T
$$

where $a(x) = -2x_1 - x_2 - \sin(x_3) + e^{t_1}$ and $b(x) = 1$.

The simulation study runs for a total of 20 s with a sampling time of 0.01 s. The number of membership functions for each input to the adaptive neuro-fuzzy structure is set to 3. The system states are initialized as $x(0) = [1, -1, -10]^T$. The system is a third-order system; therefore, the sliding surface is obtained as $s = e_1 + 3\lambda_e_1 + 3\lambda_e^2 + e^{t_1}$. Moreover, the slope of the sliding surface $\lambda$ is set as 3; therefore, the sliding surface is obtained as $s = e_3 + 9e_3 + 27e_2 + 27e_1$ and the controller gain vector is obtained as $k = [k_3, k_2, k_3] = [27, 27, 27]$ as formulated in (15). The reference signal $r$ is equal to zero, i.e., $r = 0$. The disturbance is imposed on the system at 10 s and formulated as $\Delta(x,u) = 5\sin(t)$. As remarked in Theorem 1 the learning rate $\alpha$ must be larger than the maximum value of the uncertainty rate, i.e., $\alpha > B_{\Delta(x,u)}$ to guarantee the system stability. Therefore, the learning rate $\alpha$ is set to 25, i.e., $\alpha = 25 > B_{\Delta(x,u)} = 5$.

The performance of the CLELC algorithm is shown in Figs. 2(a)-2(c). At the beginning of the simulation between $t = 0-10$ s, the control performances of the FLC and CLELC algorithms are compared while there is no uncertainty in the system. The CLELC results in smaller rise and settling times, and overshoot than the traditional FLC in the absence of uncertainties. It can be concluded that the CLELC algorithm improves the transient response performance of the system. In next step, a sinusoidal disturbance $\Delta(x,u) = 5\sin(t)$ is imposed on the system between $t = 10 - 20$ s to evaluate the robustness of the CLELC algorithm against uncertainty. The traditional FLC is not robust against uncertainties after the disturbance is imposed on the system. The CLELC algorithm learns system behavior online by adjusting its parameters and controls the system without any steady-state error. Thanks to the CLELC scheme, the developed control algorithm results in robust control performance in the presence of uncertainties.

The sliding surface of the sliding mode learning algorithm must converge to zero in finite time, which is proven in Theorem 3. Taking (52) into account, the finite time is found as $t_h \leq 4.5$ seconds, where $s(0) = 90$, $\alpha = 25$ and $B_{\Delta(x,u)} = 5$. As can be seen from Figs. 2(d) the states converges to zero less than 4.5 seconds, which confirms the formulation in (52).

The control signals for the CLELC algorithm are shown in Fig. 2(d). The intelligent controller takes the overall control of the control signal in a very short duration; therefore, the feedback control input $u_b$ approaches to zero. This implies that the CLELC algorithm learns the system dynamics. Note that the feed-forward control input is set to zero throughout the simulation study since the reference is equal to zero.

**V. EXPERIMENTAL VALIDATION**

**A. Mobile Robot**

The mobile robot shown in Fig. 3 has been equipped with sensors. Plant imaging and phenotyping sensors, as well as a Real-Time Kinematic (RTK) differential Global Navigation Satellite System (GNSS) are mounted on the mast of the robot. A Septentrio Altus APS-NR3 GNSS (Septentrio Satellite Navigation NV, Belgium) has been employed to acquire the position of the mobile robot with an accuracy of 0.04 m at a 5-Hz sampling rate. More information about the actuators and sensors mounted on the mobile robot can be found in [29].

The CLELC algorithm is implemented in LabVIEW™ (v2015, National Instrument Corporation, USA) and executed...
in real time on the onboard computer. It gathers the GNSS data, linear and angular velocities, and regulates the speed of the tracks by sending signals to the motion controller. The control input generated by the CLELC algorithm is sent to the motion controller via NI Myrio (National Instrument Corporation, USA), and linear and angular velocities measurements are received by the same way. Position measurements are received via Bluetooth. The sampling frequency of the CLELC algorithm is set to 5-Hz.

B. Feedback Linearization Control of a Mobile Robot

The schematic diagram of the mobile robot is illustrated in Fig. 4. The mobile robot is a unicycle type robot and formulated as

\[
[p_x, p_y, \theta]^T = [v\cos(\theta), v\sin(\theta), \omega]^T
\]

where \(p_x\) and \(p_y\) are respectively the position of the mobile robot in x- and y-axes, \(\theta\) is the heading angle, \(v\) is the linear velocity, and \(\omega\) is the angular velocity.

The feedback linearization procedure is illustrated for the unicycle model (54) in literature [33]. The linearizing states are defined as \(x_1 = p_x\), \(x_2 = p_y\). If \(x_1\) and \(x_2\) are differentiated taking (54) into account,

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix} \begin{bmatrix}
v \\
\theta
\end{bmatrix} + \begin{bmatrix}
-v\theta \\
\theta
\end{bmatrix} \xi
\]

Let us define linear acceleration as \(\xi = \dot{v}\) and consider \(\dot{\theta} = \omega\). The aforementioned equation is re-arranged as follows:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix} \begin{bmatrix}
\xi \\
\omega
\end{bmatrix}
\]

If the linear velocity is not equal to zero, i.e., \(v \neq 0\), the matrix is non-singular. Thus, \(\xi\) and \(\omega\) are obtained as follows:

\[
\begin{bmatrix}
\xi \\
\omega
\end{bmatrix} = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix}^{-1} \begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix}
\]

The system is linearized and described by two chains of integrator \([\overline{x}_1, \overline{x_2}]^T = [u_1, u_2]^T\) so that the feedback linearization law is obtained as follows:

\[
v = u_1 \cos \theta + u_2 \sin \theta, \quad \text{and} \quad \omega = \frac{u_2 \cos \theta - u_1 \sin \theta}{v}
\]

The new states are defined as \(x = [x_1, x_2, x_3, x_4]^T = [p_x, p_y, \dot{p}_x, \dot{p}_y]^T\) and the new state-space equations are written as follows:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4
\end{bmatrix} = \begin{bmatrix}
x_3 \\
x_4 + \dot{a}_1 x_3 - \dot{a}_2 x_2 \\
x_4 - \dot{a}_1 x_3 + \dot{a}_2 x_2
\end{bmatrix}
\]

C. Implementation of the CLELC algorithm

The CLELC laws for a mobile robot are written by utilizing (6) and (60) as follows:

\[
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix} = \begin{bmatrix}
\dot{r}_1 + k_1 (r_1 - x_1) + k_3 (r_3 - x_3) \\
\dot{r}_2 + k_2 (r_2 - x_2) + k_4 (r_4 - x_4)
\end{bmatrix}
\]

These generated signals are fed to the transformation matrix in (58) to obtain the actual inputs, i.e., the desired linear and angular velocities, for a mobile robot.
D. Experimental Results

The start and end points of the reference trajectory and the initial point of the mobile robot are shown in Fig. 5(a). The traditional FLC and the CLELC can reach to the reference trajectory and stay on-track. The Euclidean errors for the FLC and CLELC are shown in Fig. 5(b). The mean values of Euclidean errors for the mobile robot controlled by the FLC and CLELC after staying on-track are respectively 0.12 m and 0.03 m approximately. This purports that the CLELC results in more accurate trajectory tracking performance than the FLC, which demonstrates the capability of the CLELC algorithm. In the previous works, a nonlinear model predictive controller has been designed and implemented on the same mobile robot in [29]. Trajectory tracking error has been around 0.05 m. Moreover, the kinematic model was augmented with two traction parameters and a nonlinear moving horizon estimator was used to estimate these traction parameters. Then, a nonlinear model predictive controller based on the adaptive kinematic model has been designed and implemented on the same mobile robot in [29]. Trajectory tracking error has been around 0.04 m. Consequently, the CLELC algorithm gives more accurate trajectory tracking performance than previous implemented controllers on the same mobile robot.

The reference and measured heading angles are shown in Fig. 5(c). The reference heading angle is calculated from the reference trajectory as formulated in (62). The mobile robot controlled by the CLELC is capable of tracking the heading angle reference accurately. The same consequence can be obtained from the heading angle error as shown in Fig. 5(d).

The feedback and intelligent control signals fed to the feedback linearization law [58] are respectively shown for 𝑢₁ and 𝑢₂ in Figs. 5(e) and 5(f). The outputs of the feedback controllers converge to zero while the intelligent controllers learn the mobile robot behavior online. The intelligent controllers take over the control, thus becoming the leading controllers.

The output of the feedback linearization law [58] results in the desired linear and angular velocities fed to the mobile robot. The linear velocity reference and measurements of the mobile robot are shown in Fig. 5(g). The linear velocity reference and measurements are shown in Fig. 5(h). The minimum and maximum angular velocities are limited by −0.1 and 0.1 rad/s due to the capability of the mobile robot. The performance of the low-level controller is sufficient to track the reference signals despite the high noisy measurements.

VI. CONCLUSIONS

In this study, a novel CLELC algorithm has been developed for the control of feedback linearizable systems with uncertainties and experimentally validated on a mobile robot. The simulation results show that the CLELC algorithm has exhibited better control performance in terms of smaller rise time, settling time and overshoot in the absence of uncertainties as compared to the traditional FLC. Moreover, it can drive the error to zero in the presence of uncertainties. The experimental results on a tracked mobile robot show that the CLELC algorithm ensures more accurate trajectory tracking performance when compared to the FLC. The mean values of the Euclidean errors for the FLC and CLELC after staying on-track are respectively 0.12 m and 0.03 m approximately.

As a future study, the proposed algorithm can be developed for uncertain multi-input-multi-output nonlinear systems and the constraints on the error and reference rates in the stability analysis can be lightened.

REFERENCES

[1] E. Kayacan, E. Kayacan, H. Ramon, and W. Saeyts, “Velocity control of a spherical rolling robot using a grey-pid type fuzzy controller with an adaptive step size,” IFAC Proceedings Volumes, vol. 45, no. 22, pp. 863 – 868, 2012, 10th IFAC Symposium on Robot Control.
[1] W. H. Chen, J. Yang, L. Guo, and S. Li, “Disturbance-observer-based control and related methods: An overview,” IEEE Transactions on Industrial Electronics, vol. 63, no. 2, pp. 1083–1095, Feb 2016.

[2] E. Kayacan, J. M. Peschel, and G. Chowdhry, “A self-learning disturbance observer for nonlinear systems in feedback-error learning scheme,” Engineering Applications of Artificial Intelligence, vol. 62, pp. 270–285, Feb 2017.

[3] I. Matrajt, A. Al-Durra, A. Haryono, K. Al-Wahedi, and M. Abou-Khousa, “Trajectory tracking control of skid-steered mobile robot based on adaptive second order sliding mode control,” Control Engineering Practice, vol. 72, pp. 167 – 176, 2018.

[4] B. Xiao, Q. Dong, D. Ye, L. Lui, and X. Huo, “A general tracking control framework for uncertain systems with exponential convergence performance,” IEEE/ASME Transactions on Mechatronics, vol. 23, no. 1, pp. 111–120, Feb 2018.

[5] M. Van, “An enhanced robust fault tolerant control based on an adaptive fuzzy pid-nonsingular fast terminal sliding mode control for uncertain nonlinear systems,” IEEE/ASME Transactions on Mechatronics, vol. 23, no. 3, pp. 1362–1371, June 2018.

[6] P. Yu, M. Wu, J. She, K. Lui, and Y. Nakanshi, “Robust tracking and disturbance rejection for linear uncertain system with unknown state delay and disturbance,” IEEE/ASME Transactions on Mechatronics, vol. 23, no. 3, pp. 1445–1455, June 2018.

[7] E. Kayacan, “Multiobjective h∞ control for string stability of cooperative adaptive cruise control systems,” IEEE Transactions on Intelligent Vehicles, vol. 2, no. 1, pp. 52–61, March 2017.

[8] Z. Sun, J. Zheng, Z. Man, and H. Wang, “Robust control of a vehicle steer-by-wire system using adaptive sliding mode,” IEEE Transactions on Industrial Electronics, vol. 63, no. 4, pp. 2251–2262, April 2016.

[9] B. Ren, Q. C. Zhong, and J. Dai, “Asymptotic reference tracking and disturbance rejection of ude-based robust control,” IEEE Transactions on Industrial Electronics, vol. 64, no. 4, pp. 3166–3176, April 2017.

[10] H. Liu, W. Zhao, Z. Zuo, and Y. Zhong, “Robust control for quadrotors with multiple time-varying uncertainties and delays,” IEEE Transactions on Industrial Electronics, vol. 64, no. 2, pp. 1303–1312, Feb 2017.

[11] I. Guennoune, F. Plestan, A. Chermiti, and C. Evangelista, “Modeling and robust control of a twin wind turbines structure,” Control Engineering Practice, vol. 26, no. 6–7, pp. 504–518, 2017.

[12] E. Kayacan and T. I. Fossen, “Feedback linearization control for systems with mismatched uncertainties via disturbance observers,” Asian Journal of Control, vol. 21, no. 3, pp. 1064–1076, 2019.

[13] J. Huang, S. Ri, L. Liu, Y. Wang, J. Kim, and G. Pak, “Nonlinear disturbance observer-based dynamic surface control of mobile wheeled inverted pendulum,” IEEE Transactions on Control Systems Technology, vol. 23, no. 6, pp. 2400–2407, Nov 2015.

[14] M. Amini, M. Shahbakhshi, S. Pan, and J. Hedrick, “Bringing the gap between designed and implemented controllers via adaptive robust discrete sliding mode control,” Control Engineering Practice, vol. 59, pp. 1 – 15, 2017.

[15] M. P. Aghabab, “Sliding-mode control composite with disturbance observer for tracking control of mismatched uncertain ndf nonlinear systems,” IEEE/ASME Transactions on Mechatronics, vol. 23, no. 1, pp. 482–490, Feb 2018.

[16] C. Huang, F. Naghdy, and H. Du, “Observer-based fault tolerant controller for uncertain steer-by-wire systems using the delta operator,” IEEE/ASME Transactions on Mechatronics, pp. 1–1, 2018.

[17] H. Mousazadeh, “A technical review on navigation systems of agricultural autonomous off-road vehicles,” Journal of Terramechanics, vol. 50, no. 3, pp. 211 – 232, 2013.

[18] M. Deremetz, R. Lenain, B. Thuilot, and V. Rousseau, “Adaptive trajectory control of off-road mobile robots: A multi-model observer approach,” in 2017 IEEE International Conference on Robotics and Automation (ICRA), May 2017, pp. 4407–4413.

[19] M. Begnini, D. W. Bertol, and N. A. Martins, “A robust adaptive fuzzy variable structure tracking control for the wheeled mobile robot: Simulation and experimental results,” Control Engineering Practice, vol. 64, pp. 27 – 43, 2017.

[20] C. J. Ostafew, A. P. Schoellig, and T. D. Barfoot, “Robust constrained learning-based nmpe enabling reliable mobile robot path tracking,” The International Journal of Robotics Research, vol. 35, no. 13, pp. 1547–1563, 2016.

[21] G. Rossonando, C. Soria, and R. Carelli, “Sliding mode neuro adaptive control in trajectory tracking for mobile robots,” Journal of Intelligent & Robotic Systems, vol. 74, no. 3, pp. 931–944, Jun 2014.

[22] C. J. Ostafew and X. Chen, “Trajectory tracking of wheeled mobile robot by adopting iterative learning control with predictive, current, and past learning items,” Robotica, vol. 33, no. 7, p. 1393–1414, 2015.