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ABSTRACT

In this work we present a method for the recognition of Arabic printed script. The major problem of the automatic reading of cursive writing is a segmentation of script to isolate characters. The recognition process consists of four phases: Preprocessing, segmentation, feature extraction and the recognition.

In the preprocessing, the image is scanned and smoothed. The correction of skew lines is done by using Hough transform. In the second phase, the text is segmented into lines, words or parts of words and each word into characters based on the principle of projection of the histogram. Features such as: density, profile, Hu moments and histogram are used to classify the characters.
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1. INTRODUCTION

Segmentation and recognition of character Arabic printed are two research important topics since the 70th [1]. The subject is a part of the future of human-machine communication. This recognition system is used in several domains where the text is the base of work.

The recognition systems of Arabic character consist of four steps: preprocessing, segmentation feature extraction and classification. After the acquisition of the image, thresholding is applied on the acquired image. Then the step of segmentation begins by segmenting text lines using the horizontal histogram then each line is segmented into words or parts of word using the vertical projection of histogram, after that we remove the base line for each word then segmenting each word into character using the vertical histogram projection. Overlapping is the problem directly affects the quality of this step. In the end the data is

2. CHARACTERISTICS OF ARABIC CHARACTERS

The Arabic script is written from right to left. It is cursive, that is to say the letters are generally related to each other. Each character can take four different forms, depending on its position in the word (Table 1). A set of black pixels adjacent to each other is called a connected component. The latter, in Arabic script, does not necessary represent an entire word; it may be only part of word, as some characters should not be attached to their successor left in the word. Moreover, there are different letters have the same shape but differ in the position and number of points that belong to them. Vowels are not used systematically in the Arabic script; signs that match the vowels are used to avoid errors in pronunciation. There are two types of texts: texts with or without the vowel signs. Some Arabic texts (Qur'an and books of learning reading and
writing for children) include vowel signs. The other is to say, books, journals; publications are texts without these signs.

3. **PREPROCESSING**

The text is scanned with a suitable resolution and is stored as a binary image. Before being analyzed image undergoes some preprocessing, including rehabilitation, smoothing and normalization.

The Preprocessing is carried out in order to improve the quality of image to be processed. The acquisition devices such as scanners and cameraman distort the image of the text. Some faults can occur, for example skew of the writing because of bad positioning of the sheet in the scanner, or black spots caused by dirt or dust.

To prevent these defects, two preprocessing are considered: a smoothing followed by a recovery. A third is planned to process entries of the same size is standardization.

3.1. **Smoothing**

It consists in two elementary operations. Cleaning which is to detect all the tasks that are not part of the text to process and eliminate it from the image of the text. The second operation is the capping which is internal to plug the holes in the shape of the character and to equalize the rounds of writing. These two operations are very delicate in the sense that some tasks representative’s diacritics points can be confused with noise, holes intra characters can be confused with the character of deformation and consequently blocked by mistake.

| Name | Isolated | First | Middle | Last |
|------|----------|-------|--------|------|
| Alif | ⲉ | ⲉ | ⲉ | ⲉ |
| Baa  | ⲑ | ⲑ | ⲑ | ⲑ |
| Taa  | ⲑ | ⲑ | ⲑ | ⲑ |
| Thaa | ⲑ | ⲑ | ⲑ | ⲑ |
| Geem | ⲑ | ⲑ | ⲑ | ⲑ |
| Hha  | ⲑ | ⲑ | ⲑ | ⲑ |
| Kha  | ⲑ | ⲑ | ⲑ | ⲑ |
| Dal  | ⲑ | ⲑ | ⲑ | ⲑ |
| Thal | ⲑ | ⲑ | ⲑ | ⲑ |
| Raa  | ⲑ | ⲑ | ⲑ | ⲑ |
| Zain | ⲑ | ⲑ | ⲑ | ⲑ |
| Seen | ⲑ | ⲑ | ⲑ | ⲑ |
| Sheen| ⲑ | ⲑ | ⲑ | ⲑ |
| Saad | ⲑ | ⲑ | ⲑ | ⲑ |
| Dhad | ⲑ | ⲑ | ⲑ | ⲑ |
| Ta   | ⲑ | ⲑ | ⲑ | ⲑ |
| Zha  | ⲑ | ⲑ | ⲑ | ⲑ |
| Ain  | ⲑ | ⲑ | ⲑ | ⲑ |
| Ghain| ⲑ | ⲑ | ⲑ | ⲑ |
| Faa  | ⲑ | ⲑ | ⲑ | ⲑ |
| Gaf  | ⲑ | ⲑ | ⲑ | ⲑ |
| Kaf  | ⲑ | ⲑ | ⲑ | ⲑ |
| Lam  | ⲑ | ⲑ | ⲑ | ⲑ |
| Meem | ⲑ | ⲑ | ⲑ | ⲑ |
| Noone| ⲑ | ⲑ | ⲑ | ⲑ |
| Haan | ⲑ | ⲑ | ⲑ | ⲑ |
| Waw  | ⲑ | ⲑ | ⲑ | ⲑ |
| Yaa  | ⲑ | ⲑ | ⲑ | ⲑ |

Figure 1. Example of writing showing the base line.
3.2. Text Line Skew Correction
It consists rectifying a skew of writing caused by deformation of the writing on the acquisition or processing of skew writing. The usual procedure is to detect the angle of recovery of skew, and to correct it in a rotate isometric - an angle equal to the value of the angle of skew found. In our case we use the method of Hough Transform [11].

3.3. Normalization
Normalization Consist to represent all characters to be process in a matrix of pixels of the same size (specifies the maximum height of characters), the number of columns is variable depending on the type of character.

4. SEGMENTATION

4.1. Ligne Segmentation
Lines of text are extracted using the histogram horizontal projection (Figure 2). A space between two dense parts in black pixels, corresponds to spacing. To solve the problem of false text lines we set the value of the space between two lines with at least two pixels. A space of less than two pixels is considered false text line and is directly connected to the next line where spacing may correspond to an area of a pixel.

To remedy this problem, some authors such as [12] first identify the various lines of writing, then group the text blocks based on their proximity to the lines of writing already localized.

4.2. Thickness of the Script
The thickness of writing is calculated by looking at a line of text, column by column and calculating each time the number of black pixels in the column. The width of the writing is the number of pixels found most frequently. It will correspond subsequently to the width of the base line.

4.3. Base Line Detection
The base line is detected using the histogram of horizontal projections. The baseline represents the maximum amplitude of histogram and has width (Figure 4).

4.4. Segmentation of Lines into Words
This type of segmentation involves analyzing the current line of text for segmenting into part of the word or whole word (Figure 5). To achieve this segmentation, the line of text is examined from top to bottom for each line of pixels to determine whether a pair of lines, the black pixels is connected (Figure 5). They are differentiated by their size and their locations relative to the base line (above or below the base line). They are associated with the body of the word before another processing [13].
4.5. Words Segmentation into Characters

The words or parts of words found are examined one at a time. Each word is scanned from top to bottom to detect point diacritics and their location in the pixel array, only to have the body of the word is considered without points diacritics, then removing the base line of word (Figure 5), then a vertical histogram is established on the new image. The white space found in the histogram contains the preliminary segmentation points (the segmentation point generally corresponds to the end of the blank).

Once this is done, the segments obtained may correspond to complete or fragments of characters. Errors generated by the segmentation can be corrected in the classification phase, or be corrected during the segmentation by considering a processing step. In our case we are considering a processing step to correct segmentation errors.

4.6. Processing after Segmentation

Errors that occur most frequently during the segmentation are detected, they are generally of over-segmentation, ie a character is cutting into two or more segments. This processing attempts to correct these errors, each according to his case. The words are searched from left to right. Before start correction, the diacritics are placed with the characters, each in its place. [14].

5. FEATURES EXTRACTION

The choice of a vector of attributes to characterize an object can be tricky. Indeed, we must make a compromise between the size of the vector and content information. A vector of small size can give a poor performance of the classifier [15]. To characterize the character, we chose the following primitives: zoning, profiles and projection histograms that do not meet the fourth requirement (Independence of rotation), the geometric moments of Hu [16]. Zones are extract by zoning densities, we chose \( n = m = 3 \) (9 zones, the character is divided into three horizontal zones and each zone is divided into three vertical zones). Densities in each zone must be normalized by dividing the surface area. We consider profiles left and right features to obtain a vector. A location near the images was obtained of different sizes. The number of attributes is different from a character to another. To overcome this problem we have normalized the image to get the same size for all characters.

6. CLASSIFICATION

The classification phase takes two phases: The extraction phase and learning / recognition phase, since we opted for neural network as a classification method.
Learning rule:

For a multilayer perceptron using the gradient method for minimization of errors:

- The correction of errors for the output layer:

\[
\begin{align*}
    z(t + 1) &= z(t) + \Delta_z(E) \\
    &= z(t) - \alpha \nabla_z(E) \\
    &= z(t) - \alpha \frac{\partial E_k}{\partial z}
\end{align*}
\]

\[
\begin{align*}
    z(t + 1) &= z(t) - \alpha \frac{\partial E_k}{\partial o_k} \frac{\partial o_k}{\partial z_h} \frac{\partial z_h}{\partial h} \frac{\partial h}{\partial W}
\end{align*}
\]

\[
\begin{align*}
    z(t + 1) &= z(t) + \alpha \delta_{ cachée, k} * h
\end{align*}
\]

with

\[
\begin{align*}
    \delta_{ cachée, k} &= (tk - ok) \cdot ok \cdot (1 - ok)
\end{align*}
\]

\[
\begin{align*}
    E_k &= \frac{1}{2} (tk - ok)^2
\end{align*}
\]

- Error correction for the hidden layer:

\[
\begin{align*}
    w(t + 1) &= w(t) + \Delta_w(E) \\
    &= w(t) - \alpha \nabla_w(E) \\
    &= w(t) - \alpha \frac{\partial E_k}{\partial W}
\end{align*}
\]

\[
\begin{align*}
    w(t + 1) &= w(t) - \alpha \frac{\partial E_k}{\partial o_k} \frac{\partial o_k}{\partial z_h} \frac{\partial z_h}{\partial h} \frac{\partial h}{\partial W} \frac{\partial W}{\partial x_k}
\end{align*}
\]

\[
\begin{align*}
    w(t + 1) &= w(t) + \alpha \delta_{ cachée, k} * x
\end{align*}
\]

\[
\begin{align*}
    \delta_{ cachée, k} &= \delta_{ sortie, k} * Z * h \cdot (1 - h)
\end{align*}
\]

7. EXPERIMENTAL RESULTS

In our application, based on the programming language Matlab, we used the images of ten printed Arabic characters with different positions as possible i.e. we worked on 32 characters, with ten different fonts for each, So we have a total of 320 characters. We used five images for each character for learning and the other five for testing.
8. CONCLUSION

This study presented a method for recognition of Arabic characters using neural networks and features such as Moments of HU, density, histogram, and Profile. The reasons for using RDN consist of its computing time and efficiency. Therefore, the RDN is suitable for the recognition of Arabic characters because of its high performance. No effective techniques have been found for the recognition of Arabic script. This failure will be resolved in future study.
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