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Abstract—We theoretically and numerically study the problem of optimal control of large-scale autonomous systems under explicitly adversarial conditions, including probabilistic destruction of agents during the simulation. Large-scale autonomous systems often include an adversarial component, where different agents or groups of agents explicitly compete with one another. An important component of these systems that is not included in current theory or modeling frameworks is random destruction of agents in time. In this case, the modeling and optimal control framework should consider the attrition of agents as well as their position. We propose and test three numerical modeling schemes, where survival probabilities of all agents are smoothly and continuously decreased in time, based on the relative positions of all agents during the simulation. In particular, we apply these schemes to the case of agents defending a high-value unit from an attacking swarm. We show that these models can be successfully used to model this situation, provided that attrition and spatial dynamics are coupled. Our results have relevance to an entire class of adversarial autonomy situations, where the positions of agents and their survival probabilities are both important.

I. INTRODUCTION

Rapid technological advances have made large-scale networked swarms of autonomous agents a reality. Questions about robustness and resilience are relevant in the context of designing algorithms to control individual agents [1] or collective swarms [2], [3], [4], [5]. In many situations involving multiple distinct autonomous systems, there is a natural adversarial component to their operational environment: agents are (1) trying to accomplish a task while (2) minimizing their risk of crashing or otherwise being neutralized. For example, Unmanned Aerial Vehicles (UAVs) delivering packages may have to operate in a crowded airspace and, therefore, the onboard control algorithms should guarantee efficiency of the delivery as well as for mitigate for the risk of crashing (into another UAV or some other object). These interactions may be indirectly adversarial (optimal performance for one swarm might necessitate sub-optimal performance for another) or directly adversarial (competing goals). A recent review [6] discusses adversarial control and gives bio-inspired examples such as birds of prey herding bird flocks [7], dolphins hunting [8], and sheep-dogs [9], [10]. Herding strategies such as these use the swarm’s own response strategy against it, to generate goal outcomes such as containment.

However, these studies do not include any agent attrition, which would be relevant for collisions or if the agents have means of neutralizing other agents [11]. An adversarial situation in which swarm members can be removed creates additional problems with changing network topology, swarm size, and intra-swarm dynamics. The attrition of agents becomes coupled with spatial motion of the agents, as the removal of a swarm member changes both intra-swarm dynamics as well as potentially interactions between agents in different swarms. UAVs operating in adversarial environments must employ algorithms that maximize some measure of success while accounting for their survival probabilities and the changing intra-swarm dynamics caused by agent removal. This latter piece—the coupling of survival probabilities with swarm dynamics—is not treated by any current theoretical framework.

In this paper, we develop a new theoretical framework for modeling and control of large-scale adversarial autonomy involving both agent dynamics and agent attrition. We consider a situation involving a set of N agents trying to accomplish some task. Depending on their position, these agents have some rate of attrition, meaning that the index set of active agents at each instant of time is reduced during the task execution in a way that is inherently stochastic. We then pose a novel optimal control problem, where we seek to maximize the probability of completing a task under these conditions. We test this framework using agent-based numerical simulations in a swarm-versus-swarm adversarial engagement. Our results demonstrate a way forward for using direct methods of optimal control to solve a class of adversarial autonomy problems where agent attrition is of critical importance.
II. MODELING AND OPTIMIZATION FRAMEWORK FOR ADVERSARIAL SWARMING

For true autonomous systems (i.e., no human operator), each agent typically operates in a deterministic fashion. However, attrition is much more likely to be random or probabilistic. For swarms or other large-scale networked autonomous systems, the agent dynamics may depend on the behavior of the other agents, especially those nearby. As time advances, agents may be killed randomly, which will affect the dynamics of other agents, causing a ripple effect on the swarm. Thus random attrition introduces some inherently stochastic features to the global behavior.

To capture the varying numbers of agents, we consider an index set $I(t_k)$ that labels agents survived at time instance $t_k$. We will study the specific example of $M$ defending agents protecting an asset against an attacking swarm of $N$ agents. At the initial time $t_0$, $I(t_0) = \{1, 2, \ldots, N, N+1, \ldots, N+M\}$ to include all attackers and defenders at the start of the engagement. Clearly, for all $t_k > t_0$, $I(t_k) \subseteq I(t_0)$ due to the attrition. The discrete dynamics of all the agents in the swarm on swarm scenario can be summarized by

$$z(t_{k+1}) = \phi^k(z(t_k), u(t_k), I(t_k)),$$

(1)

where $z(t_{k+1})$ and the corresponding controls are aggregated states/controls for agents in the index set at time $t_k$:

$$z(t_{k+1}) = \bigcup_{i \in I(t_k)} z_i$$

and $\phi^k$ are the collective dynamics only for agents in the indicator set $I(t_k)$.

The superscript $k$ in $\phi^k$ emphasizes the time dependence of the dynamics function, which changes with each change in $I(t_k)$. More than just time dependency, it emphasizes the changing dimension of the state vector and its dynamics function as the index set changes.

Swarm dynamics appear to be deterministic. However, over the entire swarm engagement, the dynamics $\phi^k$ can change in a random fashion depending, for example, on the probability of survival of each agent. To capture such stochastic behavior, we introduce the following dynamical update of the index set.

$$I(t_{k+1}) = \psi(I(t_k), z(t_k), \omega(t_k)),$$

(2)

where $\omega(t_k)$ is a random variable. Both $\omega(t_k)$ and $z(t_k)$, especially the probability of survival of each agent at $t_k$, define how the current index set $I(t_k)$ should be updated.

As an example, let $\omega(t_k)$ be uniformly distributed on $[0, 1]$ and $J(t_k) \subseteq I(t_k)$ be the index set defined as

$$J(t_k) \triangleq \{ j \in I(t_k) \mid \omega(t_k) \geq \text{the probability of survival of agent } j \}$$

Then the update $\psi$, can be defined as

$$I(t_{k+1}) = \psi(I(t_k), z(t_k), \omega(t_k)) \triangleq I(t_k) \setminus J(t_k).$$

(4)

Any changes on the index set $I(t_k)$ will affect the entire swarm dynamics at the next time instance. Such coupling between locally deterministic dynamics (for each agent $i$) and globally stochastic dynamics (for the index set $I$ and time span $[t_0, t_f]$) is not well captured in standard deterministic or stochastic control. Furthermore, the performance metrics in adversarial swarms can typically be expressed as a function of all agents at the final time $t_f$, i.e.,

$$F(z(t_f))$$

(5)

which is also stochastic as $z(t_f)$ depends on the entire sequence of random variables

$$\{\omega(t_0), \omega(t_1), \ldots, \omega(t_f)\}.$$ 

This cost must thus be transformed to an expectation additionally dependent on the indicator set, $E[F(z(t_f), I(t_f))]$. We arrive at the following discrete stochastic optimal control problem

$$P0 \triangleq \begin{cases} \min J := E[F(z(t_f), I(t_f))] \quad \text{subject to} \\
I(t_{k+1}) = \psi(I(t_k), z(t_k), \omega(t_k)), \\
I(t_{k+1}) = \psi(I(t_k), z(t_k), \omega(t_k)) \\
H(z(t_k), u(t_k)) \leq 0, \\
\end{cases}$$

that has not been well-addressed by the existing deterministic or stochastic optimal control frameworks. This optimal control problem has several distinctive features that make it challenging to solve:

- the random time-varying dimension of the dynamics and the state trajectory due to loss of agents in an adversarial environment;
- probability dependent performance metric intertwining with locally deterministic agent dynamics (for each agent and at each local time instance), yet globally stochastic dynamical behavior (with respect to a time horizon and entire swarm);
- high-dimension in both decision variables (e.g., trajectories of defending agents) and dynamical constraints (overall swarm dynamics that may include thousands of agents).

As an attempt to address these challenges, in the next section we propose some simplified models to approximate such optimal control problems.

III. PROPOSED SOLUTION METHODS

In this section, we consider three alternative numerical schemes for solving the Problem $P0$. 
A. P1: Deterministic and Decoupled Optimal Control Problem Formulation

We first consider the option of not modifying the swarm dynamics by the indicator set. This is the approach originally taken in [11]. This results in continuous dynamics over time. Rather than an indicator set, agent survival can also be modeled as continuous probabilities over time. Let \( Q_j(t) \) be the probability of the \( j \)-th attacker surviving at time \( t \), \( Q_k^D(t) \) be the probability of the \( k \)-th defender surviving at time \( t \), and \( Q_0(t) \) be the probability of the HHU surviving. Survival probabilities

\[
Q = [Q_0, Q_1, \ldots, Q_N^P, Q_1^D, \ldots, Q_M^D]
\]

can be modeled with the dynamics

\[
Q(t_{k+1}) = \Psi(Q(t_k), z(t_k))
\]

for example as the nonhomogeneous Poisson process of mutual attrition.

The continuous-time standard optimal control problem \( P \) can be expressed in the following form

\[
P1 \triangleq \begin{cases}
    \min \ J := F(z(t_f), Q(t_f)) \\
    \text{subject to} \\
    z(t_{k+1}) = \phi(z(t_k), u(t_k)) \\
    Q(t_{k+1}) = \Psi(Q(t_k), z(t_k)) \\
    \mathcal{H}(z(t_k), u(t_k)) \leq 0,
\end{cases}
\]

where \( F(z(t_f), Q(t_f)) \) represents the terminal cost, \( \phi(z(t_k), u(t_k)) \) represents the deterministic swarm dynamics, and \( \mathcal{H}(z(t_k), u(t_k)) \) is the constraints on the states and control inputs.

This formulation, while diverging from the reality of the swarm scenario by ignoring attrition when considering dynamics, has the advantage of providing a smooth problem for optimization.

B. P2: Weighted Forces Model

Another approach, which we denote “weighted force model,” has the swarm dynamics depend on agent survival through the continuous time survival probabilities \( Q(t) \) instead of the indicator set. This is done by weighting the contribution of each agent to the collective dynamics by its probability of survival. An example is provided in the simulation model description in equation [10]. Note that if survival probabilities are all equal to 1, this would return the dynamics of problem P1. If they were binary indicators of survival, this would return the dynamics of the indicator set coupled dynamics of P0. This approach maintains the smoothness properties of P0 while potentially better approximating P0. This model includes some unphysical characteristics (e.g., intra-swarm cohesion decreases as agent survival probabilities decrease), but it has the essential characteristic that dead agents are no longer able to affect the dynamics of others. We summarize this as

\[
P2 \triangleq \begin{cases}
    \min \ J := F(z(t_f), Q(t_f)) \\
    \text{subject to} \\
    z(t_{k+1}) = \phi(z(t_k), u(t_k), Q(t_k)) \\
    Q(t_{k+1}) = \Psi(Q(t_k), z(t_k)) \\
    \mathcal{H}(z(t_k), u(t_k)) \leq 0,
\end{cases}
\]

C. P3: Threshold model

The threshold model treats all agents as fully alive until their survival probability drops below some threshold, which we choose as 50%, after which they do not interact with other agents (in dynamics or attrition). This provides an update rule for equation [2], updating the indicator set \( I(t_k) \). This update rule, however, uses the continuous probability dynamics. This provides a smooth problem in between changes to \( I(t_{k+1}) \). Furthermore, the index set is dependent on \( Q \) rather than the random variable \( \omega \), keeping the expectation out of the cost function \( J \). Therefore, this problem also can be studied with gradient-based optimization schemes.

\[
P3 \triangleq \begin{cases}
    \min \ J := F(z(t_f), I(t_f)) \\
    \text{subject to} \\
    z(t_{k+1}) = \phi^k(z(t_k), u(t_k), I(t_k)) \\
    Q(t_{k+1}) = \Psi(Q(t_k), z(t_k)) \\
    I(t_{k+1}) = \psi(I(t_k), z(t_k), Q(t_k)) \\
    \mathcal{H}(z(t_k), u(t_k)) \leq 0,
\end{cases}
\]

D. Validation: Monte Carlo

To examine the efficacy of the three models, we test against Monte Carlo simulations based on the defender trajectories generated by each optimization. These Monte Carlo simulations enact the agent and index set dynamics of P0 for the calculated defender controls. For the index set update of equation [2], we model the random variable \( \omega(t_k) \) as a vector with an independent component for each agent including the HVU

\[
\omega = [\omega_0, \omega_1^I, \ldots, \omega_N^I, \omega_1^D, \ldots, \omega_M^D]
\]

This random variable is sampled at each \( t_k \). Each agent component of the random variable is sampled uniformly. The index set is updated by removing a set in the form of equation [3] with the definition

\[
J(t_k) \triangleq \left\{ j \in I(t_k) \mid \omega_j(t_k) < \frac{Q_j(t_{k+1})}{Q_j(t_k)} \right\}
\]

This ratio \( \frac{Q_j(t_{k+1})}{Q_j(t_k)} \) models the probability in time interval \([t_k, t_{k+1}]\) that the \( j \)-th agent is destroyed.

IV. Case study: Defense Against a Swarm Attack

To test the numerical schemes presented in the previous section, we consider a scenario where a swarm is attacking a high-value unit (HVU). The HVU is defended
by a number of defending agents whose trajectories are described by a finite sum of Bernstein polynomials and are optimized to maximize the probability of the HVU survival. All agents are equipped with model weapons, such that all agents and the HVU have an attrition rate at each time step in the simulation that is determined by its relative position to all enemy agents.

A. Attacker Equations of Motion

We consider $N$ attacking agents and $M$ defending agents, where attacking agent $i$ has position $x_i(t) \in \mathbb{R}^3$ and defending agent $k$ has position $s_k(t) \in \mathbb{R}^3$. The equation of motion for attacker $i$, where the acceleration $\ddot{x}_i$ at each time step is the sum of four forces, is

$$\ddot{x}_i = \sum_{j \neq i}^N \frac{f_l(x_{ij})}{\|x_{ij}\|} x_{ij} + \sum_{k=1}^M \frac{f_d(s_{ik})}{\|s_{ik}\|} s_{ik} + K \frac{h_i}{\|h_i\|} - b \ddot{x}_i, \quad i = 1 \ldots N$$  \hspace{1cm} (9)

There are four terms in this equation, representing: (1) attractive and repulsive forces $f_l(x_{ij})$ from other attacking agents $j$, where $x_{ij} = x_i - x_j$ is the distance between attackers $i$ and $j$; (2) a constant “virtual leader” force with magnitude $K$ pulling them toward the HVU’s position, where $h_i = h - x_i$ and $h$ is the position of the HVU; (3) purely repulsive forces $f_d(s_{ik})$ due to defending agents, where $s_{ik} = x_i - s_k$ is the distance between attacker $i$ and defender $k$; and (4) a damping force proportional to the $\ddot{x}_i$.

For the mathematical forms of $f_l$ and $f_d$, we use a common model proposed by Leonard and Fiorelli [4], where $f_l$ and $f_d$ can be written as gradients of scalar potential functions that depend only on $x_{ij}$ and $s_{ik}$, respectively. Both terms include repulsive collision avoidance at short ranges, and $f_l$ includes attractive forces at intermediate ranges for swarm cohesion. Specifically, $f_l$ is repulsive when $\|x_{ij}\| \leq d_0$, attractive when $d_0 < \|x_{ij}\| \leq d_1$, and zero when $\|x_{ij}\| > d_1$. Similarly, $f_d$ is repulsive when $\|s_{ik}\| \leq s_0$ and zero when $\|s_{ik}\| > s_0$. To test robustness, we also performed simulations using the Reynolds dynamics model [2] instead of the first term in Eq. (9) with qualitatively similar results to those we show here.

For the Threshold model and the Monte Carlo simulations, the swarm dynamics of equation (9) are modified by performing the summations only over the intersection of the original indices and the index set at time $t$. The weighted forces model weights the summation terms by the respective survival probabilities, as:

$$\ddot{x}_i = \sum_{j \neq i}^N Q_j^l f_l(x_{ij})/\|x_{ij}\| x_{ij} + \sum_{k=1}^M Q_k^D f_d(s_{ik})/\|s_{ik}\| s_{ik} + K \frac{h_i}{\|h_i\|} - b \ddot{x}_i, \quad i = 1 \ldots N$$  \hspace{1cm} (10)

B. Defender Equations of Motion

In this paper we have used a 3D double integrator model to represent defender dynamics.

$$\ddot{s}_k = u_k, \quad k = 1 \ldots M$$  \hspace{1cm} (11)

where $u_k(t) \in \mathbb{R}^3$ and absolute value of each element of $u_k$, $|u_{kj}| (j = 1, 2, 3)$ is bounded by $u_{\text{max}}$.

The discrete dynamics of defenders and attackers results from explicit discretization of these continuous dynamics.

C. Mutual Attrition model

To model mutual attrition between enemy agents, we choose a pairwise damage function that takes as an argument the relative position between the two agents. This function has a value of 1 when its argument is 0 (i.e., when the agents are at the same position), and the function smoothly and continuously decreases as the argument increases. We use an inverted cumulative normal distribution, which we denote $\Phi$, to accomplish this, but our results are highly insensitive to this choice. Thus, the rate at which attacker $i$ is destroyed due to defender $k$ is $d_{ik}^\text{att} = \lambda_d \Phi(||s_{ik}/\sigma_d||)$, where $\sigma_d$ is a range parameter and $\lambda_d$ is a rate-of-fire parameter. Similarly, the attrition rate of defender $k$ due to attacker $i$ is $d_{ki}^\text{def} = \lambda_d \Phi(||s_{ik}/\sigma_a||)$, and the attrition rate of the HVU is $d_{t}^\text{HVU} = \lambda_d \Phi(||h_i/\sigma_a||)$, where $\sigma_a$ and $\lambda_a$ correspond to the range and rate of fire of the attackers’ weapons.

At each time step, all attackers are firing at all defenders, and vice versa. Thus, for example, the probability that attacker $j$ would survive during time interval $\Delta t$ can be written as $\prod_{i=1}^M (1 - [d_{ij}^\text{att} Q_i^D(t)] \Delta t)$. The survival probabilities $Q_i^j(t + \Delta t)$ for attacker $j$, $Q_i^D(t)$ for defender $i$, and $Q_0(t)$ for the HVU are governed by

$$Q_i^j(t_{k+1}) = Q_i^j(t_k) \prod_{i=1}^M (1 - [d_{ij}^\text{att} Q_i^D(t_k)] |t_{k+1} - t_k|),$$
$$Q_i^D(t_{k+1}) = Q_i^D(t_k) \prod_{j=1}^N (1 - [d_{ij}^\text{def} Q_i^j(t_k)] |t_{k+1} - t_k|),$$
$$Q_0(t_{k+1}) = Q_0(t_k) \prod_{j=1}^N (1 - [d_{ij}^\text{def} Q_i^j(t_k)] |t_{k+1} - t_k|).$$  \hspace{1cm} (12)

Initial conditions are set to $Q_i^j(0) = 1$ for all agents and the HVU.
D. Numerical Methods

For a given set of defender trajectories, we numerically integrate Eqs. (9) and (12) using standard numerical methods of molecular dynamics (MD) [12]. In particular, we integrate Eq. (9) using a velocity-Verlet integration scheme [13]. To solve problems $P_1$, $P_2$, and $P_3$, we define the terminal cost as the probability that the HVU was destroyed at the end of the simulation. The direct methods of optimal control can then be applied to problems $P_1$, $P_2$, and $P_3$ to find defender trajectories that minimize the probability that the HVU is destroyed.

Figure 1 shows an optimization of $P_1$, where survival probability is not coupled to the equations of motion of the attackers, for 25 defenders protecting an HVU against a swarm of 100 attackers. The defenders have a 50% larger weapons range ($\sigma_d/\sigma_a = 1.5$) as well as double the fire rate with respect to the attackers ($\lambda_d/\lambda_a = 2$). Figure 1(a) shows the results of a simulation where the defenders remain in place, and Figure 1(b) shows results of a simulation after optimizing the trajectories of the defenders. The attackers are red and the defenders are cyan, but turn to black as their survival probability decreases to zero. In both scenarios the defenders are stronger and suffer fewer losses; however, in the unoptimized scenario, some of the attacking agents manage to penetrate the defenders’ zone and destroy the HVU. Figure 1(c) shows that the optimized trajectories lead to better results for the survival of the HVU, the survival of defenders, and the defeat of the attackers (although the survival of the HVU is the only metric used in the optimization). We also note that the defending agents utilize both herding and weapons, as seen in Fig. 1.

E. Comparing Performance of the Proposed Models

Similar results to those shown in Fig. 1 are found when considering problems $P_2$ (where spatial interactions are multiplied by the survival probabilities) and $P_3$ (where spatial interactions and damage functions are turned off below a 50% survival probability threshold). These results are qualitatively indistinguishable from the results we show for $P_1$, so we do not show them here. However, a key question remains: how well do the modeling frameworks used in problems $P_1$ (uncoupled dynamics), $P_2$, and $P_3$ compare with the stochastic problem $P_0$? Problems $P_1$, $P_2$, and $P_3$ are approximations to $P_0$.

To this end, we compare results of a single simulation with fixed defender trajectories using the modeling frameworks corresponding to each problem. We consider a case with $M = 50$ defenders and $N = 50$ attackers with identical rates of fire ($\lambda_a = \lambda_d$). Attackers, however, have a 10% larger range, $\sigma_a/\sigma_d = 1.1$. The defender trajectories are obtained by optimization of problem $P_2$, and these trajectories are then fed into each of the four types of modeling framework. Results for $P_0$ (Monte Carlo) are averaged over 200 simulations; all other results use a single simulation, since there is no randomness.

Figure 2 shows results from each type of simulation, specifically the mean survival probabilities of attackers, defenders, and the HVU. This figure shows that $P_2$ and $P_3$ have similar results to $P_0$, which is typical of all simulations. However, $P_1$ does not agree with $P_0$, $P_2$, or $P_3$. Instead, $P_1$ greatly overestimates the probability of HVU survival, which is also typical of all simulations. Physically, this has an obvious explanation: $P_1$ had
no coupling between attrition and spatial dynamics, so attackers would still try to avoid defenders who were in their path, even if these defenders had a very low probability of survival. In contrast, the modeling frameworks corresponding to \( P_2 \) and \( P_3 \) reduced the spatial interactions as survival probability decreased. So, even with the simple coupling used in \( P_2 \) and \( P_3 \) and essentially no calibration, these approximations agreed relatively well with the stochastic results in problem \( P_0 \). This result highlights our main point in this paper, which is that modeling and control frameworks for adversarial autonomy must include attrition, and the attrition modeling should be coupled to the spatial dynamics of the agents.

V. CONCLUSIONS

In this paper we have addressed the question of optimal motion planning for large-scale autonomous systems that explicitly include attrition. We proposed a novel optimal control problem that explicitly includes random reduction of an index set of surviving agents in time. Since this problem is inherently stochastic, we proposed three “smooth” approximations that can be solved using direct methods of optimal control. By considering a case study of defending agents protecting an HVU from an attacking swarm, we showed that these approximations can be solved and that they give results that are consistent with the stochastic problem, especially if the attrition and spatial dynamics are coupled. We note that our results assume that the cooperating strategies and weapons capabilities of the attacking swarm are known or can be estimated. Estimation can be considered separately, using an approach such as in [14]. Parameter uncertainty can also be added into this framework, using methods such as in [15]. The framework we describe here can be applied to an entire class of adversarial autonomy problems. For example, attrition could result from many factors, including environmental or terrain-related causes. Future work might focus on improving the approximation methods (\( P_1, P_2, \) and \( P_3 \)) as well as improving stochastic optimization techniques such that \( P_0 \) could be treated directly.
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