Voice Pathology Analysis using DT-CWPT and ReliefF Algorithm
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Abstract. Voice pathology analysis has been one of the useful tools in the diagnosis of the pathological voice. This method is non-invasive, inexpensive and reduces time required for analysis. This paper investigates the feature extraction based on the Dual-Tree Complex Wavelet Packet Transform (DT-CWPT) with entropies and energy measures tested with two classifiers, k-Nearest Neighbors (k-NN) and Support Vector Machine (SVM). Feature selection using ReliefF algorithm is applied to reduce redundancy features set and obtain the optimum features for classification. Massachusetts Eye and Ear Infirmary (MEEI) voice disorders database and Saarbruecken Voice Database (SVD) are used. This research was done on multiclass and by specific pathology. The experimental results automates the process of voice analysis hence produce promising results of the presence of diseases in vocal folds.

1. Introduction
Voice is the sound produced by humans using the lungs and the vocal folds in the larynx, or voice box. The presence of pathologies or diseases in vocal folds can affect the normal vibratory patterns, which will affect the sound produced. Some of the voice pathologies are like dysphonia, laryngeal paralysis, cancer, nodules, vocal polyps, vocal fold paralysis, leukoplakia (keratosis), ulcers and voice pathologies due to neurodegenerative disorders like Parkinson disease. A doctor can use the available apparatus such as electromyography (EMG), electroglottography (EGG) and video endoscopy to assess and diagnose malfunctioning vocal fold. However, these methods are known as invasive, high cost and require an expert to analyze the human speech signal parameters. Therefore, a significant attention has been paid to find various parameters obtain from voice signal hence produce early detection results of the presence of diseases in vocal folds, low cost and non-invasive diagnostic technique.

Many automatic systems for the voice pathologies detection have been developed based on voice signal processing. Nowadays, feature extraction using wavelet packet analysis seems to have the reliable capability for the identification of vocal fold pathology [1-5]. The wavelet was preferred because it can provide accurate information about the fast fluctuations of the signals in the time domain [1]. Wavelet packet transform (WPT) is chosen as speech signal parameterization method.
because of its ability to analyze a signal at several levels of chosen resolution, considering simultaneously overall information of the spectral band for the speech signal which provides more features and characteristics of the time-frequency characteristics [2].

A typical automatic voice analysis system [4] consist extraction of relevant parameters, decision machines and performance assessment. Feature selection becomes an essential part of a successful data mining pipeline. It is important to discard the irrelevant, redundant and to retain the relevant features to improve the performance of a learning model. At the same time, the time and memory consumed to train a learning model are also reduced. Three major approaches of feature selection methods are filter methods, wrapper methods and embedded methods. The filter methods is renowned to reduced computational burden compared to both embedded and wrapper techniques [4]. Apart from that this methods are independence of the classifier, fast and has good generalization ability. Among the most used filter-based strategies, ReliefF is an iterative, randomized, and supervised approach that estimates the quality of the features according to how well their values differentiate data samples that are near to each other [6]. Other feature selection methods that commonly used in dimensionality reduction technique are fisher method, Laplacian score, genetic algorithms and etc.

In most researches, a two-class classification is done to identify healthy or pathological voice on various databases. Classification is carried out using techniques like vector quantization, artificial neural networks, SVM, hidden Markov model, Gaussian Mixture Model, decision trees, linear classifier, K-means clustering and combined classifiers. Multiclass analysis is less explored due to limited number of available databases with different set of speech tasks and vowel pronounced, labeled in different languages, gender or age and a few type of voice pathologies sample was unevenly distributed across the databases. It is difficult to compare their findings, since their results vary between published papers mostly because of differences in selected voice pathology samples, acoustic features employed, databases and classifiers involved in the research. Selvakumari and Radha [3] concluded in their comparative study between seven researches work mentioned that the acoustic features play the main role in finding the pathology. Therefore, this paper aims to investigate the use of DT-CWPT for analyzing the voice signals using energy and entropy measures, implementing ReliefF algorithm to select relevant features, performed multiclass classification hence produce results of the presence of diseases in vocal folds.

2. Database
The voice signals from normal person and patients suffering from disorders were acquired from recordings. The voice samples were taken from two databases, MEEI and SVD database for the input signal processing. MEEI database, the most widely used and the only one commercially available become as a benchmark database in the field of pathological speech analysis [7]. The SVD database, a freely downloadable database was recorded by the Institute of Phonetics of Saarland University [8]. Only few studies of voice pathology analysis have been explored on this database [9,10]. Two databases were used as to compare the dependency of voice signal between different language, English and Germany. Table 1 show the number of voice samples uses in the investigations of multiclass analysis for the two different databases. These pathological samples were chosen as they were available and common between the two databases.

The voice signals files contain sustained normal pitch vowel /a/ samples were downsampled to 25 kHz frequency sampling. An adaptive synthetic (ADASYN) sampling approach is applied to these sets of imbalanced class data to balance up the minority sample to achieve better accuracy. The ADASYN approach improves learning by reducing the bias introduced by the class imbalance and adaptively shifting the classification decision boundary toward the difficult examples [11]. After ADASYN, samples for each class have been balance up to give a total of 201 and 592 samples for MEEI and SVD database respectively.
3. Methodology

The block diagram of the voice pathology analysis is shown in figure 1 consisting DT-CWPT with energy or entropies as feature extraction, feature selection using ReliefF algorithm and multiclass classification by using k-NN and SVM classifier.

### Table 1. Number of voice samples for multiclass pathology analysis database.

| Pathology Class | MEEI Database | SVD Database |
|-----------------|---------------|--------------|
| 1 Vocal nodules  | 19            | 6            |
| 2 Paralysis     | 67            | 194          |
| 3 Polyp         | 20            | 44           |
| Total Samples   | 106           | 244          |

3.1. Dual-tree Complex Wavelet Packet Transform

The DT-CWPT using energy and entropy measures are investigated as the feature extraction. The DT-CWPT provides time-frequency analysis of the voice signals. It is an extended algorithm from Dual Tree Complex Wavelet Transform (DT-CWT), with two band of DWPT operating in parallel [18]. DT-CWPT has the same shift-invariance and good directional selectivity properties of DT-CWT, and it also has fewer energy leakages into its negative frequency bands [12,13]. Each voice signal is decomposed using the fifth level DT-CWPT and further calculated with energy and non-linear entropy measures, namely Shannon and Renyi entropy which produced a total of 64 \(2^5 \times 2\) features.

3.2. ReliefF Algorithm

This algorithm is implemented after feature extraction. The selection of features was based on the ranking and weightage computed by ReliefF algorithm which list the most useful to least useful features. The original relief can deal with nominal and numerical attributes. However, it cannot deal with incomplete data and is limited to two-class problems. ReliefF notably, the ‘F’ refers to the sixth algorithm variation (from A to F) proposed by Kononenko [14] is extended to respond to deal with multiclass problems, incomplete and noisy data and are more robust. Instead of finding one near miss \(M\) from different class, the algorithm finds one near miss \(M(C)\) for each different class and averages their contribution for updating estimates \(W[A]\). The average is weighted with the prior probability of each class as in equation (1).
\[ W[A] = W[A] - \sum_{j=1}^{k} \text{diff}(A, R, H_j) \left( \frac{1}{m.k} \right) + \sum_{C_{\text{class}}(R_i)} \left[ \left( \frac{P(C)}{1-P(\text{class}(R_i))} \right) \sum_{j=1}^{k} \text{diff}(A, R, M_j(C)) \right] \left( \frac{1}{m.k} \right) \]  

(1)

For \( i=1 \) to \( m \) times, ReliefF randomly selects an instance \( R_n \) find \( k \) nearest hits \( H_i \) and misses \( M_i(C) \). The \( k \) is tuned to 10 (optimal \( k \) for dataset) [14-16]. The values of \( k \) is also varies to investigate the stability and reliability of attribute ranks and weights. It updates the quality estimation \( W[A] \) for all attributes \( A \) depending on their values for \( R_i \), hits \( H_i \) and misses \( M_i(C) \). The contribution for each class of the misses is weighted with the prior probability of that class \( P(C) \).

### 3.3. Classification

Two common classifiers, k-NN and SVM were used. k-NN is one of the simplest machine learning algorithms, also called as lazy learner [5]. Classification was based on majority of k-Nearest Neighbor’s category and use distance measure to decide in the train data. \( k \) values were varied between 1 and 10 for a given training and test data. A 10-fold cross validation classification (CVC) scheme was used to increase the reliability of the results [17,18]. The SVM with radial basis function (RBF) as a kernel is used. This classifier has several advantages such as it can provide a good out-of-sample generalization, it can produce a unique solution if the parameters are properly chosen, unlike neural networks, because the optimality problem is convex, and with the help of kernels, it can achieve the flexibility of the form of the threshold separating the classes [11].

Various experiments had been made, aiming to select the best number of features for classification as well as reducing the time taken for classification. First experiment is the classification using all the features from DT-CWPT with energy features, Shannon entropy and Renyi entropy features which produced 64 features each. Next experiment involved reducing the features by selecting top most relevant 10, 20 and 30 features as until almost half of the original features. The accuracy and time taken for each classifier were then observed and compared.

### 4. Results and Discussion

Table 2 and Table 3 summarises the multiclass results obtained from the experiments for both database. Table 2 shows the accuracy and classification time taken to classify three pathological class MEEI database using DT-CWPT with energy, Shannon and Renyi entropy. Using k-NN classifier, the highest prediction rates were obtained by selecting the top 30 features. The best achieved accuracy for k-NN is 80%, 80.10% and 79.55% for DTCWPT with energy, Shannon and Renyi entropy respectively. These accuracy increases 1-6% compared to using all the 64 features with the advantages of reduced the classification time taken. In contrast using SVM classifier, the accuracy reduced about 2.5% for DT-CWPT with Shannon entropy for chosen 30 features. The prediction rate of DT-CWPT with energy and Renyi entropy increase and are among the highest achieved, 93.63% and 94.03%. ReliefF give the advantage of reducing almost 30% of the classification time.

The classification results for SVD database using DT-CWPT with energy, Shannon and Renyi entropy were shown in table 3. Better accuracy achieved, 85.81- 87.03% about 3% increase using selected 30 features for k-NN classifier. Average calculation time reduce about 3-11% compared to use all features. In contrast to the SVM classifier results, the highest prediction rate is 97.65% by taking all features from DT-CWPT with Renyi entropy but takes a longer time. A slight 1% reduces of accuracy achieved for the selected 30 features but time for calculation become faster.

Comparing both of the classifiers, SVMs give higher accuracy than k-NN. SVM classifier is used most widely due to the fact that SVM classifier performs better for high-dimensional data as well as small sized dataset [5] but SVMs intensive computation takes a longer time to make decision. Both class 2 in k-NN classifier show a low rate maybe due to accuracy of regions declines for higher dimensional data sets. It determines the class by taking the majority vote of class labels among the k-nearest neighbors (uses all features in computing distances).
ADASYN was used to overcome the small samples, this give influence to class 1 SVD database which gives perfect prediction rate. In future studies, the findings from synthetic data could be validated with real samples. Overall, the performances of both classifiers using the dataset after feature selection are better and improved in term of both accuracy and time taken.

### Table 2. Comparison of accuracy and classification time for three class MEEI database.

| Classifier | Features Experiments | Average | Class 1 | Class 2 | Class 3 | Time (seconds) |
|------------|----------------------|---------|---------|---------|---------|---------------|
| DT-CWPT + Energy | 30 features | 80.00 ± 0.77 | 97.19 ± 0.66 | 46.57 ± 1.83 | 96.29 ± 1.54 | 1.61 |
| | 64 features | 79.25 ± 0.47 | 97.19 ± 0.99 | 44.78 ± 1.00 | 95.86 ± 0.45 | 1.62 |
| KNN        | DT-CWPT + Shannon entropy | 30 features | 80.10 ± 0.81 | 96.88 ± 0.00 | 46.12 ± 2.38 | 97.29 ± 1.05 | 0.63 |
| | 64 features | 75.82 ± 1.05 | 96.56 ± 1.23 | 34.03 ± 2.88 | 96.86 ± 0.60 | 0.64 |
| DT-CWPT + Energy | 30 features | 93.63 ± 1.04 | 92.03 ± 2.70 | 44.03 ± 0.70 | 94.71 ± 1.18 | 13.81 |
| | 64 features | 93.48 ± 0.72 | 92.63 ± 2.33 | 97.01 ± 0.00 | 92.71 ± 1.25 | 19.37 |
| SVM        | DT-CWPT + Shannon entropy | 30 features | 89.90 ± 0.10 | 91.88 ± 1.77 | 88.66 ± 1.04 | 89.29 ± 2.26 | 13.66 |
| | 64 features | 92.19 ± 0.78 | 90.38 ± 1.92 | 92.36 ± 0.85 | 88.46 ± 1.31 | 19.44 |
| DT-CWPT + Energy | 30 features | 86.42 ± 0.36 | 100.00 ± 0.00 | 62.58 ± 0.92 | 96.18 ± 0.39 | 1.64 |
| | 64 features | 83.75 ± 0.40 | 100.00 ± 0.00 | 52.82 ± 0.97 | 97.94 ± 0.45 | 1.71 |
| KNN        | DT-CWPT + Shannon entropy | 30 features | 85.81 ± 0.51 | 100.00 ± 0.00 | 59.74 ± 1.25 | 97.11 ± 0.59 | 0.63 |
| | 64 features | 83.85 ± 0.44 | 100.00 ± 0.00 | 53.40 ± 1.01 | 97.45 ± 0.56 | 0.72 |
| DT-CWPT + Energy | 30 features | 87.03 ± 0.54 | 100.00 ± 0.00 | 63.35 ± 1.69 | 97.21 ± 0.61 | 0.79 |
| | 64 features | 84.34 ± 0.35 | 100.00 ± 0.00 | 54.43 ± 1.24 | 97.89 ± 0.33 | 0.78 |

| Classifier | Features Experiments | Average | Class 1 | Class 2 | Class 3 | Time (seconds) |
|------------|----------------------|---------|---------|---------|---------|---------------|
| DT-CWPT + Energy | 30 features | 96.55 ± 0.35 | 100.00 ± 0.00 | 97.53 ± 0.33 | 92.35 ± 1.23 | 98.00 |
| | 64 features | 97.45 ± 0.26 | 100.00 ± 0.00 | 98.97 ± 0.00 | 93.58 ± 0.75 | 148.31 |
| SVM        | DT-CWPT + Shannon entropy | 30 features | 93.77 ± 0.30 | 100.00 ± 0.00 | 85.05 ± 0.81 | 96.13 ± 0.82 | 98.53 |
| | 64 features | 94.81 ± 0.28 | 100.00 ± 0.00 | 86.60 ± 0.49 | 97.70 ± 0.40 | 147.13 |
| DT-CWPT + Energy | 30 features | 96.55 ± 0.35 | 100.00 ± 0.00 | 97.53 ± 0.33 | 92.35 ± 1.23 | 97.48 |
| | 64 features | 97.69 ± 0.33 | 100.00 ± 0.00 | 96.60 ± 0.36 | 96.52 ± 0.71 | 149.96 |

### Table 3. Comparison of accuracy and classification time for three class SVD database.

5. Conclusion
In conclusion, ReliefF algorithm can be an effective way to improve the overall performance of the multiclass classification. It can enhance the DT-CWPT performance by selecting relevant features and reduce time taken for accuracy calculation. For future works, the system performance should be tested
by increasing the training samples and the used of another database to assess the independence of the developed algorithms. From the promising experimental results, it is hoped that the system can be test rigorously in the medical field and provide the clinicians with a useful early diagnosis for voice pathology.
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