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Abstract

We propose a two-phase systematical framework for approximation algorithm design and analysis via Lyapunov function. The first phase consists of using Lyapunov function as an input and outputs a continuous-time approximation algorithm with a provable approximation ratio. The second phase then converts this continuous-time algorithm to a discrete-time algorithm with almost the same approximation ratio along with provable time complexity. One distinctive feature of our framework is that we only need to know the parametric form of the Lyapunov function whose complete specification will not be decided until the end of the first phase by maximizing the approximation ratio of the continuous-time algorithm. Some immediate benefits of the Lyapunov function approach include: (i) unifying many existing algorithms; (ii) providing a guideline to design and analyze new algorithms; and (iii) offering new perspectives to potentially improve existing algorithms. We use various submodular maximization problems as running examples to illustrate our framework.
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1 Introduction

More often than not, curious readers find themselves spending much time wondering where those nice algorithms, analyses and proofs come from in the first place. This work provides a systematic framework to attempt to shed some light on the design and analysis of approximation algorithm. We will illustrate this framework with representative examples from submodular maximization.

We propose using Lyapunov function not only as a technique for analysis and proof as have been done in the previous literature, but also as a guideline for design of approximation algorithm. The difference between design and analysis is that the former explains how to systematically design an algorithm and analysis is just a consequence of the design process, while the latter assumes an algorithm is known beforehand and then analyzes its approximation ratio and time complexity afterwards.
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One major difference between this work and previous Lyapunov function based work is that almost all previous literature has been using Lyapunov function or potential function as an analysis tool and a proof technique (Wilson, 2018; Bansal and Gupta, 2019; Chen and Luo, 2021) after the Lyapunov function is given. However, the most important question of where these Lyapunov functions or potential functions are pulled is left unexplained or explained in a qualitative, and highly ad-hoc manner. This work therefore is an attempt to answer to the “a potential function appearing out of nowhere.” phenomenon Buchbinder et al. (2009)).

Lyapunov function in the continuous-time setting is also called potential function in discrete-time setting. In this work, we distinguish these two terms by reserving Lyapunov function for the continuous-time setting and potential function for the discrete-time setting. The title of this article emphasizes our preference to the continuous-time setting as the focal point.

We present a two-phase framework for approximation algorithm design and analysis. In the first phase, consisting of four steps, we use Lyapunov function as a guideline to design continuous-time algorithm with a provable approximation ratio. In the second phase, consisting of two steps, we convert the continuous-time algorithm to a discrete-time algorithm with almost the same approximation ratio along with provable time complexity.

Approximation ratio and time complexity are the two main objectives in any approximation algorithm design and analysis. Our two-phase framework decouples these two jobs. This sequential approach is dictated by the usual dominant priority on approximation ratio over time complexity. The first phase focuses on identifying and proving the approximation ratio in the continuous-time domain and the second phase takes on the time complexity issue in the discrete-time domain. Time complexity in the discrete-time setting consists of two ingredients: the number of oracle calls per iteration and the number of iterations. In our framework, we always guarantee the first factor is controlled in a polynomial number of oracle calls at each instant in the first phase. Therefore, we use the term “time complexity” in the discrete-time setting to refer only to the number of iterations.

The disintegration of the continuous-time and discrete-time settings allows us to leverage two large areas of existing knowledge. In the continuous-time domain, we can exploit more powerful tools, such as calculus, functional analysis, and differential equation, etc., resulting in much easier and cleaner mathematical treatments than their discrete-time counterparts. In the discrete-time domain, we can utilize another huge literature on numerical methods to convert continuous-time algorithm to discrete-time algorithm. The disintegration also allows us to pin down the factors that are respectively responsible for approximation ratio and time complexity and hence the algorithm design becomes more transparent.

As a comparison, an alternative way for designing a discrete-time algorithm can skip the continuous-time phase and directly operates in the discrete-time domain to handle approximation ratio and time complexity simultaneously. While all the aforementioned decoupling benefits disappear in the direct method, sometimes there are also some advantages as to be explained in Section 4.2.1.

2 Relevant literature

Lyapunov function was originally used to study the stability of equilibria of an ODE, and hence has been widely used in stability theory of dynamical systems and control theory (Lyapunov, 1992). Systematic treatments of Lyapunov function approach have also been adopted in convex optimization field for convergence rate analysis, including both as a proof technique (e.g., Nemirovskij and Yudin (1983); Polyak (1987); Bansal and Gupta (2019)) and as an algorithm design technique (e.g., Diakonikolas and Orecchia (2019)).
Bansal and Gupta (2019) focus on how to use Lyapunov function as a proof technique in convergence rate analysis of many first-order methods, but offer no insight on algorithm design. Chen and Luo (2021) present a unified convergence analysis for many first-order convex optimization methods via the strong Lyapunov function. Diakonikolas and Orecchia (2019) is closely related to our work, as they propose a general technique for both convergence analysis and design of algorithms of many first-order methods in convex optimization. However, our focus here is on the design of approximation algorithm in non-convex optimization rather than exact methods in convex optimization. There is also a large body of literature surrounding Nesterov’s accelerated method in which Lyapunov function based approaches are also utilized in their analysis, such as Su et al. (2016); Wibisono et al. (2016); Wilson (2018); Chen and Luo (2021); Wilson et al. (2021), among many others.

Potential function based methods, as a proof technique in approximation algorithm analysis, have also been used in areas beyond convex optimization, e.g., Buchbinder et al. (2015); Badanidiyuru et al. (2020); Cohen-Addad et al. (2022), etc., to name just a few.

The rest of this paper is organized as follows. In Section 3, we describe the first phase of our framework on algorithm design via Lyapunov function in the continuous-time setting and illustrate the framework by examples from submodular maximization. In Section 4, we explain the second phase of the framework via potential function in the discrete-time setting and illustrate the framework with the same examples. Concluding remarks are provided in Section 5.

3 Algorithm design via Lyapunov function: continuous-time

In Section 3.1, we introduce the concept of Lyapunov function of an algorithm in the continuous-time setting. In Section 3.2, we present a four-step process on how to use Lyapunov function to systematically design approximation algorithm. In Sections 3.3, 3.4, and 3.5, we illustrate the first phase via examples from submodular maximization, which has been an active area of research (see, e.g., the survey by Buchbinder and Feldman (2018)).

Denote $\mathbb{R}^n$ as the $n$-dimension Euclidean space along with its Euclidean norm $\|x\|_2 = \sqrt{\sum_{i=1}^{n} x_i^2}$, the infinite norm $\|x\|_\infty = \max_{1 \leq i \leq n} x_i$, and inner product $\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i, \forall x, y \in \mathbb{R}^n$. Denote $\mathbb{R}_+^n$ and $\mathbb{R}_+^n$ as the nonnegative and positive vectors in $\mathbb{R}^n$, respectively. Denote $x^+ = \max\{x, 0\}, \forall x \in \mathbb{R}$. We use boldface letters for vectors in $\mathbb{R}^n$. We use the “dot” notation and the “prime mark” interchangeably for time derivative, for example $\dot{x}(t) = (x(t))' = \frac{dx}{dt}$. We use $\nabla$ for the gradient of a multivariate function.

3.1 Lyapunov function

Consider the following generic maximization problem

$$\max_{x \in C} F(x), \quad (1)$$

where $C \subseteq \mathbb{R}^n$ is a feasible set and $\mathbb{R}^n \ni x \mapsto F(x) \in \mathbb{R}$ is a real-valued function. Let $x^*$ be an optimal solution of (1):

$$x^* \in \text{argmax}_{x \in C} F(x).$$

Definition 1. (Continuous-time algorithm) A (continuous-time) algorithm for the problem (1) is a vector-valued function $x(t)$:

$$[0, T] \ni t \mapsto x(t) \in \mathbb{R}^n,$$

starting from $x(0) \in C$ at time 0 and outputting $x(T) \in C$ at time $T$. \hfill \Box
The above definition is restrictive on the output. A more general case can output a solution \( \xi(x(t)) \in C \), where \( \xi \) is a map which takes the \( x(t) \in C, \forall t \in [0, T] \), as an input and outputs a feasible solution. There is no need to even require \( x(t) \in C, \forall t \in [0, T] \), although in this paper we focus on algorithms satisfying \( x(t) \in C, \forall t \in [0, T] \). The most common choice is the one in the above definition \( \xi(x(t)) = x(T) \), which will be used throughout this paper. Some other possibilities exist, such as \( \xi(x(t)) = \int_0^T x(t) d\mu(t) \), which is feasible when \( C \) is convex and \( \mu \) is a probability measure.

An algorithm \( x(t) \) can often be described as a dynamical system:
\[
\dot{x}(t) = \varphi(x(t)),
\]
where
\[
\mathbb{R}^n \ni x(t) \mapsto \varphi(x(t)) \in \mathbb{R}^n.
\]

**Definition 2.** (Continuous-time Lyapunov function) A function \( [0, T] \ni t \mapsto E(x(t)) \in \mathbb{R} \) is a (continuous-time) Lyapunov function associated with an algorithm \( x(t) \) in Definition 1 if it is non-decreasing in \( t \in [0, T] \).

Lyapunov function can take on many different parametric forms depending on the problems on hand. In approximation algorithm design and analysis, the following parametric form goes a long way in unifying many algorithms:
\[
E(x(t)) = a_t F(x(t)) - b_t F(x^*), \tag{2}
\]
where \( [0, T] \ni t \mapsto a_t, b_t \in \mathbb{R}_+ \) are two functions belonging to certain problem-specific class \( Q \). In the remaining of the article, we make the following assumptions on \( a \) and \( b \).

**Assumption 1.** Functions \( [0, T] \ni t \mapsto a_t, b_t \in \mathbb{R}_+ \) are non-negative, non-decreasing, and differentiable; namely, they belong to the following class of functions:
\[
Q = \{(a, b) : a_0 > 0, \dot{a}_t \geq 0; b_0 \geq 0, \dot{b}_t \geq 0 \},
\]

The connection between the Lyapunov function of an algorithm and the approximation ratio of the algorithm is as follows. Given a Lyapunov function \( E(x(t)) \) of an algorithm \( x(t) \), since \( E \) is increasing in \( t \), we have
\[
E(x(T)) = a_T F(x(T)) - b_T F(x^*) \geq E(0) = a_0 F(x(0)) - b_0 F(x^*),
\]
implying that the approximation ratio of the algorithm \( x(t) \) which outputs \( x(T) \in C \) is
\[
f(x(T)) \geq \frac{b_T - b_0}{a_T} F(x^*) + \frac{a_0}{a_T} F(x(0)) \geq \frac{b_T - b_0}{a_T} F(x^*), \tag{3}
\]
where the last inequality holds whenever \( F \) is nonnegative.

### 3.2 Algorithm design: first phase

Now we present the first phase of our algorithm design and analysis framework. This phase takes the Lyapunov function \( E(x(t)) \) as an input and outputs an approximation algorithm with a provable approximation ratio.
One distinctive feature of our framework is that we only need to know the parametric form of $E(x(t))$ and leave the two function $a_t, b_t$ and the stopping time $T$ unspecified until the end to choose them so as to maximize the approximation ratio of the algorithm.

The first phase of the framework consists of four steps and we will present them in such a way that every step is a sufficient condition of the previous step. When proceeding forward, it explains how an algorithm is produced. When reading backward, it provides a formal proof of the approximation ratio of the produced algorithm.

**Step 1. (Specify the parametric form of the Lyapunov function)** Pre-specifying the parametric form of Lyapunov function for a given problem is a prerequisite for our framework. Below we assume the Lyapunov function $E(x(t))$ takes the parametric form in (2) for some unknown algorithm $x(t), t \in [0, T]$. However, the basic principle applies to other parametric forms of Lyapunov function which will be discussed further in Section 5.

**Step 2. (Bound the optimal value)** A sufficient condition for $x(t)$ to have an approximation ratio specified in (3) is that $E(x(t))$ is non-decreasing, which is equivalent to the non-negativeness of its derivative:

$$
\dot{E}(x(t)) = \dot{a}_t F(x(t)) + a_t \langle \nabla F(x(t)), \dot{x}(t) \rangle - \dot{b}_t F(x^*) \geq 0,
$$

assuming all functions involved are differentiable. For non-smooth $F$, sub-gradients, if well-defined and exist, replace the role of gradients (e.g., the sub-gradient for convex function Rockafellar (1970), and the Clarke’s generalized gradient for locally Lipschitz continuous functions Clarke (1990), among others).

Because Algorithm $x(t)$ cannot use any information on $F(x^*)$, one sufficient condition for $\dot{E}(x(t)) \geq 0$ is to replace the term $F(x^*)$ therein with an upper bound $U_t \geq F(x^*)$ such that $U_t$ does not depend on the optimal solution $x^*$ (may depend on $x(s), s \in [0, t]$), and then show that the following lower bound on $\dot{E}(x(t))$ is non-negative:

$$
\dot{E}(x(t)) \overset{F(x^*) \leq U_t}{\geq} \dot{a}_t F(x(t)) + a_t \langle \nabla F(x(t)), \dot{x}(t) \rangle - \dot{b}_t U_t \geq 0 \quad (4)
$$

Now the critical part is to find a useful upper bound $U_t$ which will be problem-specific. However for a large class of problems, first-order algorithms (only function values and its gradients are involved) can be employed, in which cases, an upper bound $U_t$ normally takes on the following parametric form:

$$
U_t = c(x(t)) F(x(t)) + d(t) \langle \nabla F(x(t), u(x(t)) \rangle \quad (5)
$$

where $[0, T] \ni t \mapsto c(x(t)) \in \mathbb{R}_{>0}$ is a positive scalar functions of $x(t)$ and $\mathbb{R}^n \ni x(t) \mapsto u(x(t)) \in \mathbb{R}^n$ is a vector-valued function of $x(t)$ such that its norm is no more than the the diameter of $C$:

$$
\|u(x(t))\|^2 \leq D = \max_{x,y \in C} \|x - y\|^2. \quad (6)
$$

Note that the functions $c(\cdot)$ and $d(\cdot)$ may have extra constraints related to the algorithm $x(t)$. We collect all these constraints into a set $O$.

With the upper bound $U_t$ in (5), then (4) becomes

$$
\dot{E}(x(t)) \overset{F(x^*) \leq U_t}{\geq} \dot{a}_t F(x(t)) + a_t \langle \nabla F(x(t)), \dot{x}(t) \rangle - \dot{b}_t \left[ c(x(t)) F(x(t)) + \langle \nabla F(X(t), d(t) u(x(t)) \rangle \right] \\
= [\dot{a}_t - \dot{b}_t c(x(t))] F(x(t)) + \langle \nabla F(x(t)), a_t \dot{x}(t) - \dot{b}_t d(t) u(x(t)) \rangle \geq 0 \quad (7)
$$


Step 3. (Produce an algorithm) Assume that $F$ is non-negative from now on. From (7), if we guarantee that the first term is nonnegative and second term is zero, then one sufficient condition for $\dot{E}(x(t)) \geq 0$ is as follows:

$$\dot{a}_t \geq b_t c(x(t))$$  \hspace{1cm} (8)
$$\dot{x}(t) = \frac{b_t}{a_t} d(t) u(x(t))$$  \hspace{1cm} (9)
$$c(x(t)) \in O$$  \hspace{1cm} (10)

The ordinary differential equation (ode) in (9) is exactly the algorithm we have been seeking. However, to make sure this algorithm is valid (namely, (8)-(10) is a feasible system), and indeed outputs a feasible solution (namely, $x(T) \in C$), extra constraints on the two parametric functions $a_t$, $b_t$ and the termination time $T$ may arise. We collect all these constraints into a set

$$P = \{(a, b, T) : (8)-(10) \text{ feasible system, } x(T) \in C\}.$$  \hspace{1cm} (11)

Step 4. (Analyze the approximation ratio) Finally, with our algorithm specified by the ode in (9), the best approximation ratio of this algorithm is to choose the two functions $a_t$, $b_t$, and the termination time $T$ to maximize the approximation ratio subject to (8)-(10), the extra constraints $P$ in (11) from the feasibility of the algorithm, and any assumptions on $(a, b)$ which are collected in $Q$ as defined in Assumption 1:

$$\sup_{a, b, T} \frac{b_T - b_0}{a_T}$$
$$\text{s.t. } (a, b) \in Q$$
$$\quad (a, b, T) \in P$$

The last problem is a variational problem and sometimes we can find closed-form solutions in applications.

One power of the proposed framework is to unify existing results and offer new perspectives on known results. In the next section we will present a few representative examples from the field of submodular maximization to illustrate this power. However, we believe the more promising power of this framework lies in developing improved algorithms for old problems and designing algorithms for new problems.

We will use the following submodular maximization problem along with its variants as running examples to illustrate our framework, although the framework is applicable to any optimization problem in principle.

$$\max_{x \in C} F(x).$$  \hspace{1cm} (12)

Assumption 2. In problem (12), we make the following assumptions:

1. $C \subseteq [0, 1]^n$ is a convex set with diameter $D$ as in (6), and $0 = (0, \ldots, 0) \in C$.

2. $F : [0, 1]^n \to \mathbb{R}^+$ is a non-negative differentiable DR-submodular function (Bian et al., 2017):

   $$\forall x \geq y \in [0, 1]^n; \forall \ell > 0 : x + \ell e_i, y + \ell e_i \in [0, 1]^n,$$

   $$F(x + \ell e_i) - F(x) \leq F(y + \ell e_i) - F(y), \forall i = 1, \ldots, n$$

   $$\nabla F(x) \leq \nabla F(y).$$
(3) Three oracles are available: (i) computing the function value \( F(x) \) at any given point \( x \in C \), (ii) computing its gradient \( \nabla F(x) \) at any given point \( x \in C \), and (iii) maximizing a linear function over \( C \), in which case, \( C \) is called a solvable convex set.

Let \( x^* \) be an optimal solution of (12)

\[
x^* \in \arg\max_{x \in C} F(x).
\]

Since \( F \) is DR-submodular, we have the following well-known inequality (Feldman et al., 2011; Hassani et al., 2017): \( \forall x, y \in [0, 1]^n \):

\[
\langle \nabla F(x), y - x \rangle \geq F(x \vee y) + F(x \wedge y) - 2F(x).
\]

Different upper bounds \( U_i \) on \( F(x^*) \) will be derived from the last inequality (13), depending on the objective function \( F \) and the feasible region \( C \) of the problem. For illustration purpose, in the following examples, we closely follow the four-step process as prescribed earlier.

### 3.3 Example 1: Nonnegative monotone DR-submodular and solvable convex set

Assume that \( F \) is a non-negative monotone differentiable DR-submodular function, and \( C \) is a solvable convex set.

**Step 1.** The Lyapunov function is

\[
E(x(t)) = a_t F(x(t)) - b_t F(x^*).
\]

Its derivative is

\[
\dot{E}(x(t)) = \dot{a}_t F(x(t)) + a_t \langle \nabla F(x(t)), \dot{x}(t) \rangle - \dot{b}_t F(x^*).
\]

**Step 2.** The upper bound \( U_t \) follows from (13) by taking \( x = x(t) \), \( y = x(t) \vee x^* \), and applying monotonicity:

\[
\langle \nabla F(x(t)), x^* \rangle \overset{\text{F monotone}}{\geq} \langle \nabla F(x(t)), \underline{x^*} \rangle \leq x^*
\]

\[
\geq F(x(t) \vee x^*) - F(x(t)) \overset{\text{F monotone}}{\geq} F(x^*) - F(x(t)),
\]

implying that

\[
F(x^*) \leq F(x(t)) + \langle \nabla F(x(t)), x^* \rangle \\
\leq \max_{v \in C} [F(x(t)) + \langle \nabla F(x(t)), v \rangle] \\
= U_t := F(x(t)) + \langle \nabla F(x(t)), \nu(x(t)) \rangle.
\]

This is an optimization problem with linear objective function over a solvable convex set \( C \). An efficient oracle exists for this problem by Assumption 2(3-iii). Note that in this example \( c(x(t)) = 1 \), \( d(t) = 1 \), and \( u(x(t)) = \nu(x(t)) \). There is no extra constraint on \( O \).

Because (14) is our desired \( U_t \) which involves no quantity surrounding \( x^* \), we obtain

\[
\dot{E}(x(t)) \geq \left( \dot{a}_t - \dot{b}_t \right) F(x(t)) + \langle \nabla F(x(t)), a_t \dot{x}(t) - \dot{b}_t \nu(x(t)) \rangle
\]
Step 3. A sufficient condition to guarantee that $\dot{E}(x(t)) \geq 0$ is as follows:

$$\dot{a}_t = \dot{b}_t$$
$$\dot{x}(t) = \frac{\dot{b}_t}{a_t} v(x(t)) = \frac{\dot{a}_t}{a_t} v(x(t)),$$

where $v(x(t))$ is defined in (15).

Based on these choices, our algorithm is presented below.

\begin{algorithm}
1: Input: a non-negative monotone differentiable DR-submodular function $F$; a solvable convex set $C$; and $(a, b) \in Q$ satisfying:
2: $\dot{a}_t = \dot{b}_t $ \hfill (16)
3: procedure CON-TIME-MONO($F, C, a, b$)
4: \hspace{1em} $x(0) = 0 \in C$ \hfill $\triangleright$ Initialization
5: \hspace{1em} for $t \in [0, T]$ do \hfill $\triangleright$ T is the stopping time
6: \hspace{2em} $v(x(t)) = \arg \max_{v \in C} \langle \nabla F(x(t)), v \rangle$
7: \hspace{2em} $\dot{x}(t) = \frac{\dot{a}_t}{a_t} v(x(t)) = (\ln a_t)' v(x(t))$
8: \hspace{1em} end for
9: return $x(T)$
10: end procedure
\end{algorithm}

This problem was studied in Calinescu et al. (2011)) and is a variant of the classical Frank-Wolfe algorithm (Frank et al., 1956)). We can recover their continuous greedy algorithm by choosing $a_t = e^t, t \in [0, 1]$.

With an algorithm designed under the guidance of the Lyapunov function, we need to make sure the final output is a feasible solution.

$$x(T) = \int_0^T (\ln a_t)' v(x(t)) dt = \int_0^T v(x(t)) d\ln a_t$$

Since $v(x(t)) \in C, \forall t \in [0, T]$, a sufficient condition for $x(T) \in C$ is that we choose $a_t$ such that $\ln a_t$ is a cumulative distribution function (cdf) on $[0, T]$. Then $x(T)$ is a convex combination of feasible solutions and hence also feasible. So the extra constraint set $P$ demands that $\ln a_t$ is a cdf or equivalently $\ln a_0 = 0, \ln a_T = 1, (\ln a_t)' \geq 0$ and a sufficient condition is

$$P = \{(a, b, T) : (a, b) \in Q, \ln a_0 = 0, \ln a_T = 1, \dot{a}_t > 0\}, \hfill (17)$$

where $Q$ is defined in Assumption 1.

Step 4. Finally, we choose $a_t, b_t$ and $T$ to maximize the approximation ratio in (3) subject to (16), $(a, b) \in Q, (a, b, T) \in P$, and $\ln a_t$ is a cdf on $[0, T]$, where $Q$ and $P$ are defined in
Assumption 1 and (17), respectively.

\[
\sup_{a_t, b_t, T} \frac{b_T - b_0}{a_T} \quad \text{s.t.} \quad \dot{a}_t = \dot{b}_t, \quad a_0 > 0, \dot{a}_t \geq 0; b_0 \geq 0, \dot{b}_t \geq 0 \\
\ln a_0 = 0, \ln a_T = 1, \dot{a}_t > 0
\]

Or equivalently by removing \(b_t\),

\[
\sup_{a_t, T} \frac{a_T - a_0}{a_T} \quad \text{s.t.} \quad a_0 > 0, \dot{a}_t \geq 0; \\
\ln a_0 = 0, \ln a_T = 1, \dot{a}_t > 0
\]

We now show that the optimal approximation ratio is \(1 - \frac{1}{e}\) for Algorithm 1.

**Proof.** First, the last constraint implies that the objective value is equal to

\[
\frac{b_T - b_0}{a_T} = 1 - \frac{1}{a_T} = 1 - \frac{1}{e}.
\]

Second, choose \(a_t = b_t = e^t\) and \(T = 1\). Then \(\ln a_t = t\) is a cdf and the approximation ratio is

\[
F(x(1)) \geq \frac{b_1 - b_0}{a_1} F(x^*) = \left(1 - \frac{1}{e}\right) F(x^*),
\]

because \(F(x(0)) \geq 0\), as in Assumption 2(2).

Together, the best approximation ratio of the algorithm is \(1 - \frac{1}{e}\). \qed

Reading these four-step backward is a rigorous proof that Algorithm 1 has an approximation ratio \(1 - \frac{1}{e}\). However, a shorter and nicer proof can be constructed following the conventional theorem-proof style. For this problem only, below we present such a proof which can be safely skipped without affecting the flow of the remaining article. This proof is a case-in-point on how previous literature has used Lyapunov function only as a proof technique, while usually being silent on explaining the design of algorithms.

Define the following Lyapunov function associated with Algorithm 1 as follows:

\[
E(x(t)) = e^t(F(x(t)) - F(x^*))
\]  

(18)

**Lemma 1.** \(E(x(t))\) is a non-decreasing function.

**Proof.**

\[
\dot{E}(x(t)) \geq e^t (F(x(t)) + \langle \nabla f(x(t)), \dot{x}(t) \rangle) - e^t F(x^*)
\]

(14)

\[
\geq e^t (F(x(t)) + \langle \nabla f(x(t)), \dot{x}(t) \rangle) - e^t (F(x(t)) + \langle \nabla f(x(t)), \dot{x}(t) \rangle) = 0
\]

\qed
**Theorem 1.** The approximation ratio of Algorithm 1 is $1 - \frac{1}{e}$.

**Proof.** The approximation ratio is implied by the monotonicity of $E(x(t))$:

$$E(1) \geq E(0) \iff e(F(x(1)) - F(x^*)) \geq F(x(0)) - F(x^*) \iff F(x(1)) \geq (1 - e^{-1})F(x^*)$$

assuming that $F(0) \geq 0$. \qed

Although this conventional theorem-proof style takes much less time and easier to read than the one we presented in Section 3.3, however, the extra time spent on wondering how these nice proofs are constructed in the first place can be taxing. Hopefully our framework has assisted in the latter aspect.

### 3.4 Example 2: Nonnegative non-monotone DR-submodular and down-closed solvable convex set

Assume that $F$ is a non-negative non-monotone differentiable DR-submodular function, and $C$ is a solvable down-closed convex set, where $C$ is down-closed if $0 \leq x \leq y \in C$ then $x \in C$.

**Step 1.** The Lyapunov function is

$$E(x(t)) = a_t F(x(t)) - b_t F(x^*)$$

Its derivative is

$$\dot{E}(x(t)) = \dot{a}_t F(x(t)) + a_t \langle \nabla F(x(t)), \dot{x}(t) \rangle - \dot{b}_t F(x^*)$$

**Step 2.** The upper bound $U_t$ follows from (13) by taking $x = x(t)$ and $y := x(t) \lor x^*$,

$$\langle \nabla F(x(t)), x(t) \lor x^* - x(t) \rangle \geq F(x(t) \lor x^*) - F(x(t)) \geq (1 - \theta(x(t)))F(x^*) - F(x(t))$$

where $1 > \theta(x(t)) \geq \|x(t)\|_{\infty} = \max_{i=1}^n x_i(t)$ and the last inequality is from (Feldman et al., 2011, Lemma 3.5). Therefore

$$F(x^*) \leq \frac{F(x(t)) + \langle \nabla F(x(t)), x(t) \lor x^* - x(t) \rangle}{1 - \theta(x(t))}$$

$$\forall x^* \in C, \max_{v \in C, x \leq 1 - x} \left[ \frac{F(x(t)) + \langle \nabla F(x(t)), v \rangle}{1 - \theta(x(t))} \right] = \max_{v \in C, v \leq 1 - x} \left[ \frac{\langle \nabla F(x(t)), v \rangle}{1 - \theta(x(t))} \right]$$

where

$$v(x(t)) := \arg \max_{v \in C, v \leq 1 - x} \left[ \frac{F(x(t)) + \langle \nabla F(x(t)), v \rangle}{1 - \theta(x(t))} \right] = \arg \max_{v \in C, v \leq 1 - x} \left[ \frac{\langle \nabla F(x(t)), v \rangle}{1 - \theta(x(t))} \right]$$

(23)
Note that in this example, \( c(x(t)) = \frac{1}{1 - \theta(x(t))} \), \( d(t) = \frac{1}{1 - \theta(x(t))} \) and \( u(x(t)) = v(x(t)) \). We have the following extra constraints collected in
\[
O := \left\{ c(x(t)) : 0 < \frac{1}{c} \leq 1 - \|x(t)\|_\infty, t \in [0, T] \right\}.
\]
(24)

Note further that the maximization problem in (19) is NP-hard in general because its objective function is piece-wise linear convex. To overcome this difficulty, we continue relaxing the upper bound to obtain a new maximization problem in (21), which has a linear objective function in the new decision variable \( v \) and a new solvable region. An efficient oracle exists for this problem by Assumption 2(3-iii).

We now show that (21) is indeed a relaxation of (20), which is equivalent to (19).

**Proof.** First they have the same objective function. Second we show that the down-closeness of \( C \) implies that (21) has a larger feasible region than that of (20). \( \forall v, y \in \{ (v, y) : v = x(t) \lor y - x(t), y \in C \} \), we have
\[
\begin{align*}
v &= x(t) \lor y - x(t) \leq y \in C \implies v \in C \\
v &= x(t) \lor y - x(t) \overset{y \leq 1}{\leq} 1 - x(t)
\end{align*}
\]
Namely,
\[
v \in \{ v \in C : v \leq 1 - x \}
\]
\[\square\]

Because (22) is our desired \( U_t \) which involves no quantity surrounding \( x^* \), we obtain
\[
\dot{E}(x(t)) \geq \left( \dot{a}_t - \frac{\dot{b}_t}{1 - \theta(x(t))} \right) F(x(t)) + \left\langle \nabla F(x(t)), a_t \dot{x}(t) - \frac{\dot{b}_t v(x(t))}{1 - \theta(x(t))} \right\rangle
\]
(25)

**Step 3.** Guided by the last quantity (25) and the condition (24) imposed in Step 2., we are ready to design an algorithm to guarantee that \( \dot{E}(t) \geq 0 \). A sufficient condition is the following:
\[
\begin{align*}
\dot{a}_t &\geq \frac{\dot{b}_t}{1 - \theta(x(t))} \\
\dot{x}(t) &= \frac{\dot{b}_t v(x(t))}{a_t (1 - \theta(x(t)))} \\
1 &> \theta(x(t)) \geq \|x(t)\|_\infty,
\end{align*}
\]
(26)

where \( v(x(t)) \) is defined in (23). We show that a sufficient condition for the above to hold is as follows:
\[
\begin{align*}
\theta(x(t)) &= 1 - \frac{a_0}{a_t} = 1 - \frac{\dot{b}_t}{\dot{a}_t} \\
\dot{a}_t &= \frac{\dot{b}_t}{1 - \theta(x(t))} = \frac{\dot{a}_t}{a_t} \\
\dot{x}(t) &= \frac{\dot{b}_t v(x(t))}{a_t (1 - \theta(x(t)))} = \frac{\dot{a}_t}{a_t} v(x(t)).
\end{align*}
\]
(29)
Proof. From the ode (29), we have, \( \forall i = 1, \ldots, n, \)
\[
\dot{x}_i(t) = \frac{\dot{a}_t}{a_t} v_i(x(t)) \leq \frac{\dot{a}_t}{a_t} (1 - x_i(t)),
\]
where the inequality is from (23). From the Grönwall’s inequality (Gronwall, 1919), the last ordinary differential inequality is equivalent to
\[
1 - x_i(t) \geq e^{-\int_0^t \frac{\dot{a}_s}{a_s} ds} = e^{-\ln \frac{a_t}{a_0}} = \frac{a_0}{a_t} > 0,
\]
implying that
\[
1 - \|x(t)\|_{\infty} \geq \frac{a_0}{a_t} > 0.
\]
Therefore (28) implies (27).

Based on these choices, our algorithm is presented below.

\begin{algorithm}
1: Input: a non-negative non-monotone differentiable DR-submodular function \( F \); a solvable down-closed convex set \( C \); and \( (a, b) \in Q \) satisfying:
\[
\dot{a}_t = \frac{\dot{b}_t}{a_t} \iff \dot{b}_t = a_0 (\ln a_t)' \iff \dot{b}_t - b_0 = a_0 \ln \frac{a_t}{a_0} \quad (30)
\]
2: procedure CON-TIME-DOWN-CLOSED\((F, C, a, b)\)
3: \( x(0) = 0 \in C \) \quad \text{\textgt; Initialization}
4: \textbf{for} \( t \in [0, T] \) \textbf{do}
5: \( v(x(t)) = \arg \max_{v \in C, v \leq 1 - x} \langle \nabla F(x(t)), v \rangle \) \quad (31)
6: \( \dot{x}(t) = \frac{\dot{a}_t}{a_t} v(x(t)) = (\ln a_t)' v(x(t)) \) \quad (32)
7: \textbf{end for}
8: \textbf{return} \( x(T) \)
end procedure
\end{algorithm}

This problem was studied in Feldman et al. (2011); Bian et al. (2017). We can recover their measured continuous greedy algorithm by choosing \( a_t = e^t \), \( b_t = t \), \( t \in [0, 1] \).

With an algorithm designed under the guidance of the Lyapunov function, we now need to address the feasibility of the final output. From (32), we obtain that
\[
x(T) = \int_0^T v(x(t)) d(\ln a_t)
\]
Note that (31) implies that \( v(x(t)) \in C, \forall t \in [0, T] \). If we choose \( a_t \) such that \( \ln a_t \) is a cdf on \([0, T]\), then the right-hand side of last inequality is a feasible solution because it is a convex combination of feasible solutions. So the extra constraint set \( P \) demands that \( \ln a_t \) is a cdf or equivalently
\[
P = \{(a, T) : a \in Q, \ln a_0 = 0, \ln a_T = 1, \dot{a}_t > 0 \}, \quad (33)
\]
where \( Q \) is defined in Assumption 1.
Step 4. Finally, the approximation ratio of this algorithm is to choose $a_t$, $b_t$ and $T$ to maximize the approximation ratio in (3) subject to (30), $(a, b) \in Q$, and $(a, b, T) \in P$, where $Q$ and $P$ are defined in Assumption 1 and (33), respectively.

\[
\sup_{a_t, b_t, T} \frac{b_T - b_0}{a_T}
\]

\[
\text{s.t. } b_t - b_0 = a_0 \ln \frac{a_t}{a_0}
\]

\[
a_0 > 0, \dot{a}_t > 0; b_0 \geq 0, \dot{b}_t > 0
\]

\[
\ln a_0 = 0, \ln a_T = 1, \dot{a}_t > 0
\]

Or equivalently by removing $b_t$,

\[
\sup_{a_t, T} \frac{\ln \frac{a_T}{a_0}}{\frac{a_T}{a_0}}
\]

\[
\text{s.t. } a_0 > 0, \dot{a}_t > 0;
\]

\[
\ln a_0 = 0, \ln a_T = 1, \dot{a}_t > 0
\]

We now show that the optimal approximation ratio is $\frac{1}{e}$ for Algorithm 2.

Proof. First, the last constraint implies that the objective value is equal to

\[
\frac{\ln \frac{a_T}{a_0}}{\frac{a_T}{a_0}} = \frac{1}{e}
\]

Second, choose $a_t = e^t, b_t = \ln a_t = t$ and $T = 1$. Then $\ln a_t = t$ is a cdf and the approximation ratio is

\[
F(x(1)) \geq \frac{b_1 - b_0}{a_1} F(x^*) = \frac{1}{e} F(x^*)
\]

because $F(x(0)) \geq 0$, as in Assumption 2(2).

Together, the best approximation ratio of the algorithm is $1/e$. \hfill \Box

3.5 Example 3: Nonnegative non-monotone DR-submodular and solvable convex set

Step 1. The Lyapunov function is

\[
E(x(t)) = a_t F(x(t)) - b_t F(x^*)
\]

Its derivative is

\[
\dot{E}(x(t)) = \dot{a}_t F(x(t)) + a_t \langle \nabla F(x(t), x(t)) \rangle - \dot{b}_t F(x^*)
\]

Step 2. The upper bound $U_t$ follows from (13) by taking $x = x(t)$ and $y := x^*$,

\[
\langle \nabla F(x(t), x^* - x(t)) \rangle \geq F(x(t) \lor x^*) + F(x(t) \land x^*) - 2F(x(t))
\]

\[
\geq (1 - \theta(x(t))) F(x^*) - 2F(x(t))
\]
where $1 > \theta(x(t)) \geq \|x(t)\|_{\infty} = \max_{i=1}^{n} x_i(t)$ and the last inequality is from (Feldman et al., 2011, Lemma 3.5). Therefore

$$F(x^*) \leq \frac{2F(x(t)) + \langle \nabla F(x(t)), x^* - x(t) \rangle}{1 - \theta(x(t))} \leq \max_{v \in C} \frac{2F(x(t)) + \langle \nabla F(x(t)), v - x(t) \rangle}{1 - \theta(x(t))} = \frac{2F(x(t)) + \langle \nabla F(x(t)), v(x(t) - x(t)) \rangle}{1 - \theta(x(t))},$$

(35)

where

$$v(x(t)) := \max_{v \in C} \left[ \frac{2F(x(t)) + \langle \nabla F(x(t)), v - x(t) \rangle}{1 - \theta(x(t))} \right] = \max_{v \in C} \langle \nabla F(x(t)), v \rangle$$

(36)

Note that in this example, $c(x(t)) = \frac{2}{1 - \theta(x(t))}$, $d(t) = \frac{1}{1 - \theta(x(t))}$ and $u(x(t)) = v(x(t)) - x(t)$. We have the following extra constraints collected in

$$O := \left\{ c(x(t)) : 0 < \frac{2}{c} \leq 1 - \|x(t)\|_{\infty}, t \in [0, T] \right\}.$$  

(37)

Note further the last optimization has a linear objective function. An efficient oracle exists for this problem by Assumption 2(3-iii).

Because (35) is our desired $U_i$ which involves no quantity surrounding $x^*$, we obtain

$$\dot{E}(t) = \left( \dot{a}_t - \frac{2b_t}{1 - \theta(x(t))} \right) F(x(t)) + \left\langle \nabla F(x(t)), a_t \dot{x}(t) - \frac{\dot{b}_t (v(x(t)) - x(t))}{1 - \theta(x(t))} \right\rangle$$

(38)

**Step 3.** Guided by the last quantity (38) and the condition (37) imposed in Step 2, we are ready to design an algorithm to guarantee that $\dot{E}(t) \geq 0$. A sufficient condition is as follows:

$$\dot{a}_t \geq \frac{2b_t}{1 - \theta(x(t))},$$

$$\dot{x}(t) = \frac{\dot{b}_t v(x(t)) - x(t)}{a_t 1 - \theta(x(t))}$$

(39)

where $v(x(t))$ is defined in (36). We show that a sufficient condition for the above to hold is as follows:

$$\theta(x(t)) = 1 - \sqrt{\frac{a_0}{a_t}},$$

$$\dot{a}_t = \frac{2b_t}{1 - \theta(x(t))} = \frac{2b_t}{\sqrt{a_0 / a_t}},$$

$$\dot{x}(t) = \frac{\dot{b}_t v(x(t)) - x(t)}{a_t 1 - \theta(x(t))} = \frac{\dot{a}_t}{2a_t} (v(x(t)) - x(t))$$

(42)
Proof. From the ode (42), we have, $\forall i = 1, \ldots, n$,

$$
\dot{x}_i(t) = \frac{\dot{a}_t}{2a_t} (v(x(t)) - x(t)) \quad \forall v \in C \leq \frac{\dot{a}_t}{2a_t} (1 - x_i(t)),
$$

where the inequality is from (36). From the Grönwall’s inequality (Gronwall, 1919), the last ordinary differential inequality is equivalent to

$$
1 - x_i(t) \geq e^{-\int_0^t \frac{\dot{a}_t}{a_t} ds} = e^{-\ln \sqrt{\frac{a_0}{a_t}}} = \sqrt{\frac{a_0}{a_t}} > 0,
$$

implying that

$$
1 - \|x(t)\|_\infty \geq \sqrt{\frac{a_0}{a_t}} > 0.
$$

Therefore (41) implies (40).

Based on these choices, our algorithm is presented below.

**Algorithm 3**

1. **Input:** a non-negative non-monotone differentiable DR-submodular function $F$; a solvable convex set $C$; and $(a, b) \in Q$ satisfying:

$$
\dot{a}_t = \frac{2\dot{b}_t}{\sqrt{\frac{a_0}{a_t}}} \iff \dot{b}_t = \sqrt{a_0} (\sqrt{a_t})' \iff b_t - b_0 = \sqrt{a_0} (\sqrt{a_t} - \sqrt{a_0}) \quad (43)
$$

2. **procedure** FW-CON-TIME($F, C, a, b$)

3: $x(0) = 0 \in C$ \quad $\triangleright$ Initialization

4: **for** $t \in [0, T]$ **do** \quad $\triangleright$ $T$ is the stopping time

5: $v(x(t)) = \arg \max_{v \in C} \langle \nabla F(x(t)), v \rangle$

6: $\dot{x}(t) = \frac{\dot{a}_t}{2a_t} (v(x(t)) - x(t)) = (\ln \sqrt{a_t})' (v(x(t)) - x(t))$. \quad (44)

7: **end for**

8: **return** $x(T)$

9: **end procedure**

Note that this is nothing but the continuous-time version of the Frank-Wolfe algorithm. The process we just illustrated shows how Frank-Wolfe type of algorithms arises naturally not only in convex optimization, but also in DR-submodular maximization. (43) clearly shows that $a_t$ may not equal to $b_t$ in general, in contrast to those Lyapunov function based approaches in convex optimization where $a_t$ always equals to $b_t$ because their main objective is for convergence rate, while ours is for approximation ratio.

This problem was studied in Durr et al. (2021) and Du et al. (2022), with the latter improving the approximation ratio in the former. Algorithm 3 recovers the algorithm in Du et al. (2022), while Durr et al. (2021) only considers the discrete-time setting.

With an algorithm designed under the guidance of the Lyapunov function, we now need to address the feasibility of the final output. This was answered affirmatively by Jacimovic and Geary...
who showed that the continuous-time version of the Frank-Wolfe algorithm maintains feasibility at each time \( t \in [0, T] \) for any \((a, b) \in Q\). So there is no extra feasibility constraint on \( P \).

**Step 4.** Finally, the approximation ratio of this algorithm is to choose \( a_t, b_t \) and \( T \) to maximize the approximation ratio in (3) subject to (43) and \((a, b) \in Q\), where \( Q \) is defined in Assumption 1.

\[
\sup_{a_t, b_t, T} \frac{b_T - b_0}{a_T} \quad \text{s.t.} \quad \begin{align*}
    b_t - b_0 &= \sqrt{a_0} (\sqrt{a_t} - \sqrt{a_0}) \\
    a_0 > 0, \dot{a}_t > 0; b_0 \geq 0, \dot{b}_t > 0.
\end{align*}
\]

Or equivalently by removing \( b_t \),

\[
\sup_{a_t, T} \sqrt{\frac{a_0}{a_T}} \left(1 - \sqrt{\frac{a_0}{a_T}}\right) \quad \text{s.t.} \quad a_0 > 0, \dot{a}_t > 0.
\]

We now show that the optimal approximation ratio is \( \frac{1}{4} \) for Algorithm 3.

**Proof.** First note that the objective value is bounded above as follows:

\[
\sqrt{\frac{a_0}{a_T}} \left(1 - \sqrt{\frac{a_0}{a_T}}\right) \leq \frac{1}{4}
\]

Second, there are many different ways to choose \( a_t, b_t \) and \( T \) to achieve \( 1/4 \). Below are some examples. Recall Assumption 2(2), we have \( F(x(0)) = F(0) \geq 0 \).

(a) \( a_t = e^t, b_t = e^{t/2} - 1 \) and \( T = 2 \ln 2 \approx 1.386294 \). Then the approximation ratio is

\[
F(x(t)) \geq \frac{b_t}{a_t} F(x^*) + a_0 L_0 - b_0 U_0 = \frac{b_t}{a_t} F(x^*) = \frac{e^{t/2} - 1}{e^t} F(x^*).
\]

The maximum is \( 1/4 \), achieved at \( t = 2 \ln 2 \approx 1.386294 \).

(b) \( a_t = t + 1, b_t = \sqrt{t+1} - 1 \) and \( T = 3 \). Then the approximation ratio is

\[
F(x(t)) \geq \frac{b_t}{a_t} F(x^*) = \frac{\sqrt{t+1} - 1}{t+1} F(x^*).
\]

The maximum is \( 1/4 \), achieved at \( t = 3 \).

(c) \( a_t = (t + 1)^2, b_t = t \) and \( T = 1 \). Then the approximation ratio is

\[
F(x(t)) \geq \frac{b_t}{a_t} F(x^*) = \frac{t}{(t + 1)^2} F(x^*).
\]

The maximum is \( 1/4 \), achieved at \( t = 1 \).

Together, the best approximation ratio of the algorithm is \( 1/4 \).
Note that if we relax Assumption 2 (1), and initialize the algorithm by an arbitrary feasible solution \( x(0) \in C \), then the approximation ratio becomes

\[
F(x(T)) \geq \frac{1}{4} (1 - \|x(0)\|_{\infty}) F(x^*).
\]

For example, if we choose \( x(0) = \arg \min_{x \in C} \|x\|_{\infty} \), then the approximation ratio becomes

\[
F(x(T)) \geq \frac{1}{4} \left(1 - \min_{x \in C} \|x\|_{\infty}\right) F(x^*).
\]

4 Discretization of the continuous-time algorithm

In Section 4.1, we introduce the concept of potential function which is the discrete-time counterpart of the Lyapunov function. In Section 4.2, we introduce the second phase of the framework by discretizing the continuous-time algorithm to obtain its discrete-time implementation with almost the same approximation ratio along with provable time complexity. In Sections 4.3, 4.4, and 4.5, we illustrate the transformation with almost the same examples as before.

4.1 Potential function

**Definition 3.** (Discrete-time algorithm) In the discrete-time setting, a (discrete-time) algorithm for problem (1) is a sequence of vectors

\[
x(t_j) \in \mathbb{R}^n, j = 0, 1, \ldots, N,
\]

starting from \( x(t_0) \in C \) at times 0 and outputting \( x(t_N) \in C \) at time \( t_N \), where \( N \) is the total number of iterations during \([0, T]\), and \( t_j \) is an increasing function of \( j = 0, \ldots, N \), indicating the time of \( t \) at the start of the \( j \)-th iteration subject to the following boundary conditions \( t_0 = 0, t_N = T \).

**Definition 4.** (Discrete-time potential function) A (discrete-time) potential function \( E(x(t_j)), j = 0, \ldots, N \) (the discrete-time counterpart of the Lyapunov function) associated with the algorithm \( x(t_j) \) in Definition 3 has a bounded increment at each step \( j \)

\[
E(x(t_{j+1})) - E(x(t_j)) \geq -B_j, j = 0, \ldots, N - 1,
\]

where \( B_j \geq 0 \).

Similar as before, we focus on the following parametric form of the potential function from now on, obtained by sampling the continuous-time Lyapunov function \( E(x(t)) \) in (2) at times \( t_j, j = 0, \ldots, N \):

\[
E(x(t_j)) = a_{t_j} F(x(t_j)) - b_{t_j} F(x^*), j = 0, 1, \ldots, N.
\]

Because \( E \) has a bounded increment, telescoping over \( j = 0, \ldots, N - 1 \) leads to

\[
- \sum_{j=0}^{N-1} B_j \leq E(x(t_N)) - E(x(t_0))
\]

\[
= a_{t_N} F(x(t_N)) - a_{t_0} F(x(t_0)) - (b_{t_N} - b_{t_0}) F(x^*)
\]

\[
\leq a_{t_N} F(x(t_N)) - (b_{t_N} - b_{t_0}) F(x^*),
\]
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where the last inequality holds when \( F \) is nonnegative, as in Assumption 2(3). So the approximation ratio is

\[
F(x(t_N)) \geq b_{t_N} F(x^*) - \frac{b_{t_0}}{a_{t_N}} F(x) - \sum_{j=0}^{N-1} B_j = \frac{b_{t_N} - b_{t_0}}{a_{t_N}} F(x^*) - \sum_{j=0}^{N-1} B_j,
\]

(47)

The first term in the last quantity dictates the approximation ratio, while the second term will be used to decide the time complexity of the algorithm.

4.2 Algorithm design: second phase

In the second phase of our framework, we leverage the first-phase results developed in the continuous-time setting in Section 3.2 to construct a discrete-time implementation with almost the same approximation ratio along with provable time complexity.

Before we formally present the second phase, we explain the major considerations and rationals which lead to our design of the second phase.

One major purpose of the first-phase is to pin down the two functions \( a_t, b_t \) and the stopping time \( T \). With \( a_t, b_t \) and \( T \) known from the first phase, the discrete-time algorithm samples \( N \) times during \([0, T]\):

\[
0 = t_0 < \ldots < t_N = T,
\]

where each time \( t_j \) indicates the time of \( t \) at the start of the \( j \)-th iteration of the algorithm.

These starting times give us two known increasing sequences \( a_{t_j}, b_{t_j}, j = 0, \ldots, N \) under Assumption 1. The corresponding potential function \( E(x(t_j)) \) takes the parametric form in (46):

\[
E(x(t_j)) = a_{t_j} F(x(t_j)) - b_{t_j} F(x^*), j = 0, 1, \ldots, N.
\]

Due to the discretization errors, we cannot expect that \( E(x(t_j)) \) is a non-decreasing function of \( j \) as in the continuous-time setting and even belong to \( x(t) \) at all. However, Definition 4 of the potential function offers us some leeway in \( B_j \); namely, if we could show that \( E(x(t_j)) \) has a bounded increment at each step, then we can derive an almost identical approximation ratio as in (47).

There are two types of discretization errors that may arise from the continuous-time to the discrete-time. The first type comes from the differential operation. While in the continuous-time setting, we take the first-order derivative of the Lyapunov function to show its monotonically, we need to replace the differential operation with the difference operation in the discrete-time. The second type comes from the discretization of the continuous-time algorithm (8)-(10). We now address on how to handle both errors.

To account for the first type of error, we need to establish a connection between function values and their gradients. One standard assumption in studying first-order methods is \( L \)-smoothness.

**Assumption 3.** \( F : C \mapsto \mathbb{R}^+ \) is \( L \)-smooth: \( \forall x, y \in C, \)

\[
\left\| \nabla F(y) - \nabla F(x) \right\|_2 \leq L \| y - x \|_2
\]

\[
\Downarrow
\]

\[
F(x) + \langle \nabla F(x), y - x \rangle - \frac{L}{2} \| y - x \|^2 \leq F(y) \leq F(x) + \langle \nabla F(x), y - x \rangle + \frac{L}{2} \| y - x \|^2
\]
The $L$-smoothness above is widely assumed in first-order methods in convex optimization (Nemirovskij and Yudin, 1983) and in DR-submodular maximization (Bian et al., 2020). For example, the multilinear extension $f^M$ of any submodular set function $\{0, 1\}^n \ni x \mapsto f(x)\mathbb{R}_+$ is DR-submodular and $L$-smooth (Feldman and Naor, 2013, Lemma 2.3.7) with
\[
L = O\left(n^2\right) f(x^*) = O\left(n^2\right) f^M(x^*). \tag{48}
\]

Under the $L$-smoothness assumption and the discrete counterpart of the upper bound $U_t$ in (5), the increment of the potential function $E(x(t_j))$ has the following bound at each iteration $j \in \{0, \ldots, N - 1\}$:
\[
E(x(t_{j+1})) - E(x(t_j)) \geq (a_{t_{j+1}} - a_{t_j} - c(x(t_j))(b_{t_{j+1}} - b_{t_j}))F(x(t_j)) + (\nabla F(x(t_j)), a_{t_{j+1}}(x(t_{j+1}) - x(t_j)) - (b_{t_{j+1}} - b_{t_j})d(t_j)u(x(t_j))) - B_j \tag{49}
\]
where $c$, $d$, and $u$ are defined in (5), and
\[
B_j := a_{t_{j+1}} \frac{L}{2} \|x(t_{j+1}) - x(t_j)\|^2. \tag{50}
\]

For the second type of error, recall the continuous-time algorithm (8)-(10), whose discrete counterpart is as follows:
\[
a_{t_{j+1}} - a_{t_j} \geq c(x(t_j))(b_{t_{j+1}} - b_{t_j}), j = 0, \ldots, N - 1 \tag{51}
\]
\[
x(t_{j+1}) - x(t_j) = \frac{b_{t_{j+1}} - b_{t_j}}{a_{t_{j+1}}}d(t_j)u(x(t_j)), j = 0, \ldots, N - 1 \tag{52}
\]
\[
c \in O, \tag{53}
\]

However this system may be void if we use the two functions $a_t$ and $b_t$ identified from the continuous-time setting. In (49), the sign of the gradient associated with the second equality (52) of the system above is unknown whenever the objective function is non-monotone. Therefore we normally need to retain this equality, leading to possible violation of the first inequality (51) of the system above and hence introducing the aforementioned second type of error, which can be quantified as $G_j^+$, where
\[
G_j = c(x(t_j))(b_{t_{j+1}} - b_{t_j}) - (a_{t_{j+1}} - a_{t_j}). \tag{54}
\]

Fortunately, in (49), this error is associated with the objective value, whose sign is known if the objective function is non-negative, in which case, we are able to control this error as explained shortly in Step 6.

Now we are well prepared for presenting a two-step process, which is the second phase of our framework. We continue the numbering from the first phase.

**Step 5. (Discretize the continuous-time algorithm)** With $a_t$, $b_t$ and $T$ known from the first phase, the discrete-time algorithm samples $N$ times during $[0, T]$: $0 = t_0 < \ldots < t_N = T$, with the following updating rule at the $j$-th iteration: $j = 0, \ldots, N - 1$,
\[
a_{t_{j+1}} - a_{t_j} = c(x(t_j))(b_{t_{j+1}} - b_{t_j}) - G_j, \tag{55}
\]
\[
x(t_{j+1}) - x(t_j) = \frac{b_{t_{j+1}} - b_{t_j}}{a_{t_{j+1}}}d(t_j)u(x(t_j)), \tag{56}
\]
\[
c \in O, \tag{57}
\]

where $G_j$, defined in (54), is usually an amount that becomes controllably smaller as the number of steps $N$ become larger.
Step 6. (Analyze the approximation ratio and the time complexity) Noting that any feasible solution provide a lower bound on the optimal value: \(F(x(t_j)) \leq F(x^*)\), and assuming that (55)-(57) retain feasibility at all iterations \(j = 0, \ldots, N - 1\), then (49) becomes
\[
E(x(t_{j+1})) - E(x(t_j)) \geq -G_j^+ F(x(t_j)) - B_j \geq -G_j^+ F(x^*) - B_j. \tag{58}
\]

From (56), we can bound the \(B_j\) in (50) further:
\[
B_j = \frac{a_{t_{j+1}} L}{2} \|x(t_{j+1}) - x(t_j)\|^2 = \frac{L}{2} \frac{(b_{t_{j+1}} - b_{t_j})^2}{a_{t_{j+1}}} d(t_j)^2 \|u(x(t_j))\|^2 \tag{6}.
\]

By using the \(B_j\) in (59) and telescoping the left-hand side of the inequality (58) over \(j = 0, \ldots, N - 1\), we obtain
\[
E(x(t_N)) - E(x(t_0)) \geq -F(x^*) \sum_{j=0}^{N-1} G_j^+ - \frac{L}{2} \sum_{j=0}^{N-1} \frac{(b_{t_{j+1}} - b_{t_j})^2}{a_{t_{j+1}}} d(t_j)^2,
\]

implying that the performance of the algorithm in (55)-(57) is as follows:
\[
F(x(t_N)) \geq \frac{b_{t_N} - b_0}{a_{t_N}} F(x^*) + \frac{a_{t_0}}{a_{t_N}} F(x(t_0)) - \sum_{j=0}^{N-1} \frac{G_j^+}{a_{t_N}} F(x^*) - \frac{L}{2a_{t_N}} \sum_{j=0}^{N-1} \frac{(b_{t_{j+1}} - b_{t_j})^2}{a_{t_{j+1}}} \|u(x(t_j))\|^2
\]
\[
\geq \left(\frac{b_{t_N} - b_0 - \sum_{j=0}^{N-1} G_j^+}{a_{t_N}}\right) F(x^*) - \frac{L}{2a_{t_N}} \sum_{j=0}^{N-1} \frac{(b_{t_{j+1}} - b_{t_j})^2}{a_{t_{j+1}}} d(t_j)^2 \tag{60}.
\]

Note that the first term in the last inequality dictates the approximation ratio, while the second term therein decides the time complexity.

With \(a_t, b_t\) and \(T\) known from the continuous-time algorithm, the discrete-time implementation has almost the same approximation ratio as specified in the first term in (60). To obtain the number of iterations \(N\) (and hence the time complexity), we choose \(N\) and \(t_j, j = 0, \ldots, N\) to solve a bi-criteria optimization problem: maximize the first term in the right-hand side of (60), and minimize the second term therein subject to \(0 = t_0 \leq \ldots \leq t_N = T\), or equivalently,
\[
\min_{t_0, \ldots, t_N, N} \left\{ \sum_{j=0}^{N-1} G_j^+ + \sum_{j=0}^{N-1} \frac{(b_{t_{j+1}} - b_{t_j})^2}{a_{t_{j+1}}} d(t_j)^2 \right\} \tag{61}
\]
\[
\text{s.t.} \quad 0 = t_0 \leq \ldots \leq t_N = T \tag{62}.
\]

Our purpose is to estimate the order of the time complexity in the second criteria, while controlling the error of approximation in the first criteria. So we can solve (61)-(62) numerically to help us arriving at a numerically-aided guess on the solution.

Before we illustrate the applications of the formula (60) in Sections 3.3, 3.4 and 3.5, as comparison, we discuss a direct method to design discrete-time algorithm via potential function in the next section.
4.2.1 Direct method

An alternate way for designing a discrete-time algorithm is to repeat the four-step process in the first phase directly in the discrete-time domain by replacing the Lyapunov function with the corresponding discretized potential function.

In the direct method, \( a_t, b_t \) and \( T \) are unknown. Therefore, the system (51)-(53) may be feasible by carefully choose these quantities. However, allowing \( G_j \leq 0 \) includes this case. The direct method can still use the algorithm designed in (55)-(57).

Then at the end, we need to choose \( a_t, b_t, T, N \) and \( t_j, j = 0, \ldots, N \) to solve a bi-criteria optimization problem: maximize the first term in the right-hand side of (60), and minimize the second term therein subject to (55)-(57), the discrete counterparts \( \tilde{Q} \) and \( \tilde{P} \) of the constraints of \( Q \) and \( P \), respectively, and \( 0 = t_0 \leq \ldots \leq t_N = T \):

\[
\max_{a, b, T, N} \left\{ \frac{b_{t_N} - b_{t_0} - \sum_{j=0}^{N-1} G_j^+}{a_{t_N}} - \sum_{j=0}^{N-1} \frac{(b_{t_{j+1}} - b_{t_j})^2 d(t_j)^2}{a_{t_{j+1}}} \right\}
\]

s.t. \((a, b) \in \tilde{Q}\)

\((a, b, T) \in \tilde{P}\)

\(0 = t_0 \leq \ldots \leq t_N = T\).

This is a nonlinear bi-criteria program. We now establish a connection between this direct method (a simultaneous approach) and the two-phased method (a sequential approach). The approximation ratio usually is the dominant priority. So we solve this bi-criteria problem sequentially via a two-phase approach: first maximizing the first criteria, and then minimizing the second criteria. Our proposed two-phase method is the same except that we solve a continuous-time version of the first phase problem, which is usually easier than its discrete-counterpart.

However, the direct approach, although usually harder to analyze, offers at least two advantages because we no longer restrict ourselves to the \( a_t \) and \( b_t \) used in the continuous-time setting. The first one is that we may be able to choose \( a_t \) and \( b_t \) to remove the extra loss of the term \( \sum_{j=0}^{N-1} G_j^+ \), compared to the two-phase method. The second one is that we may be able to choose \( a_t \) and \( b_t \) to fine-tune the balance between the approximation ratio and the complexity.

4.3 Example 1: Nonnegative monotone submodular maximization subject to a general compact convex set

For illustration purpose, in the following examples, we closely follow the two-step process as prescribed earlier in Section 4.2. We will choose equal step sizes in all examples, while leaving open the question on whether adaptive step sizes can improve the time complexity.

Step 5. From the continuous-time problem in Section 3.3, we have

\[ T = 1, a_{t_j} = b_{t_j} = e^{t_j}, j = 0, \ldots, N. \]

The algorithm (55)-(57) becomes the following in this example: \( \forall j = 0, \ldots, N - 1, \)

\[
\begin{align*}
a_{t_{j+1}} - a_t & = b_{t_{j+1}} - b_t - G_j, \\
x(t_{j+1}) - x(t_j) & = \frac{b_{t_{j+1}} - b_t}{a_{t_{j+1}}} v(x(t_j)),
\end{align*}
\]
where
\[ v(x(t_j)) = \arg \max_{v \in C} \langle \nabla F(x(t_j)), v \rangle. \]

Note that there is no constraint on the set \( Q \), \( c(x(t_j)) = 1 \), \( d(t_j) = 1 \), and \( u(x(t_j)) = v(x(t_j)) \).

Note first that
\[ G_j = c(x(t_j))(b_{t_j+1} - b_{t_j}) - (a_{t_j+1} - a_{t_j}) = (b_{t_j+1} - b_{t_j}) - (a_{t_j+1} - a_{t_j}) = 0, \quad (65) \]

Note further, from \( v(x(t_j)) \in C \), that
\[ \| u(x(t_j)) \|^2 \leq D, \quad (66) \]

where \( D = \max_{x, y \in C} \| x - y \|^2 \) is the diameter of \( C \).

**Step 6.** Choose
\[ t_j = \frac{j}{N}, j = 0, \ldots, N. \]

Because \( G_j^+ = 0 \) from (65), there is no need to retain feasibility in the algorithm except in the last step because (60) never invokes \( F(x(t_j)) \leq F(x^*) \). Noting further (66), the approximation ratio and the time complexity in (60) are as follows:

\[
F(x(t_N)) \geq \frac{b_{t_N} - b_{t_0}}{a_{t_N}} F(x^*) - \frac{DL}{2a_{t_N}} \sum_{j=0}^{N-1} \frac{(b_{t_{j+1}} - b_{t_j})^2}{a_{t_{j+1}}}
= \left(1 - \frac{1}{e}\right) F(x^*) - \frac{DL}{2a_{t_N}} \sum_{j=0}^{N-1} \frac{(e^{t_{j+1}} - e^{t_j})^2}{e^{t_{j+1}}}
= \left(1 - \frac{1}{e}\right) F(x^*) - \frac{DL}{2a_{t_N}} \sum_{j=0}^{N-1} e^{t_{j+1}} (1 - e^{-t_{j+1}+t_j})^2
= \left(1 - \frac{1}{e}\right) F(x^*) - \frac{DL}{2a_{t_N}} \left(1 - e^{-\frac{1}{N}}\right)^2 \sum_{j=0}^{N-1} e^{\frac{j+1}{N}}
\geq \left(1 - \frac{1}{e}\right) F(x^*) - \frac{DL}{2a_{t_N}} \frac{1}{N^2} (e - 1)(N + 1)
= \left(1 - \frac{1}{e}\right) F(x^*) - O\left(\frac{DL}{N}\right), \quad (67)\]

where the second inequality is from \( 1 - e^{-x} \leq x \) with \( x = \frac{1}{N}, \sum_{j=0}^{N-1} e^{\frac{j+1}{N}} = (e-1) \left(1 + \frac{1}{e^{N-1}}\right) \leq (e - 1)(N + 1), \) the last equality is from \( \sum_{j=0}^{N-2} \frac{1}{N-2} = O(\ln N) \), and the last inequality is from \( \ln x \leq \sqrt{x}, \forall x \geq 0. \)

Therefore from (67), we have
\[ F(x(t_N)) \geq \left(1 - \frac{1}{e}\right) F(x^*) - \varepsilon, \]

after \( O\left(\frac{DL}{\varepsilon}\right) \) iterations.
As a corollary, if $F$ is the multilinear extension of a submodular set function, then plugging the $L$ in (48) into (67) and noting that $D = O(n)$, we obtain
\[
F(x(t_N)) \geq \left(1 - \frac{1}{e} - O\left(\frac{n^3}{N}\right)\right) F(x^*).
\]
Consequently,
\[
F(x(t_N)) \geq \left(1 - \frac{1}{e} - \varepsilon\right) F(x^*)
\]
after $O\left(\frac{n^3}{\varepsilon}\right)$ iterations.

4.4 Example 2: Nonnegative non-monotone submodular maximization subject to a down-closed compact convex set

Step 5. From the continuous-time problem in Section 3.4, we have
\[
T = 1, a_{t_j} = e^{t_j}, b_{t_j} = t_j, j = 0, \ldots, N,
\]
The algorithm (55)-(57) becomes the following in this example: $\forall j = 0, \ldots, N - 1$,
\[
a_{t_{j+1}} - a_{t_j} = \frac{b_{t_{j+1}} - b_{t_j}}{1 - \theta(x(t_j))} - G_j \tag{68}
\]
\[
x(t_{j+1}) - x(t_j) = \frac{b_{t_{j+1}} - b_{t_j}}{a_{t_{j+1}}(1 - \theta(x(t_j)))} v(x(t_j)) \tag{69}
\]
\[
1 > \theta(x(t_j)) \geq \|x(t_j)\|_{\infty}, \tag{70}
\]
where
\[
v(x(t_j)) = \max_{v \in C, v \leq 1-x(t_j)} \langle \nabla F(x(t_j)), v \rangle.
\]
Note that the last constraint is due to the set $Q$, $c(x(t_j)) = \frac{1}{1 - \theta(x(t_j))}$, $d(t_j) = \frac{1}{1 - \theta(x(t_j))}$ and $u(x(t_j)) = v(x(t_j))$.

We now show that choosing
\[
1 - \theta(x(t_j)) = \frac{1}{c(x(t_j))} = \frac{1}{a_{t_j}}, \tag{71}
\]
leads to $G_j \leq 0$ and satisfies the last inequality.

Proof. First we compute $G_j$ from (68):
\[
G_j = \frac{b_{t_{j+1}} - b_{t_j}}{1 - \theta(x(t_j))} - (a_{t_{j+1}} - a_{t_j})
= a_{t_j}(b_{t_{j+1}} - b_{t_j}) - (a_{t_{j+1}} - a_{t_j})
= e^{t_j} \left(1 + t_j - t_j - e^{t_{j+1} - t_j}\right) \leq 0, \tag{72}
\]
where the last equality follows from $1 + x \leq e^x$ with $x = t_{j+1} - t_j$.

From the last inequality, (69) has an upper bound: $\forall i = 1, \ldots, n$, $j = 0, \ldots, N - 1$,
\[
x(t_{j+1}) - x(t_j) = \frac{b_{t_{j+1}} - b_{t_j}}{a_{t_{j+1}}(1 - \theta(x(t_j)))} v(x(t_j)) \leq \frac{a_{t_{j+1}} - a_{t_j}}{a_{t_{j+1}}} v(x(t_j)),
\]
which is the desired result.
implying that

$$(1 - x_i(t_{j+1})) - (1 - x_i(t_j)) \geq -\frac{a_{t_{j+1}} - a_{t_j}}{a_{t_{j+1}}} v_i(x(t_j)) v_i \leq x_i(t_j) \geq -\frac{a_{t_{j+1}} - a_{t_j}}{a_{t_{j+1}}} (1 - x_i(t_j))$$

Hence

$$1 - x_i(t_{j+1}) \geq \frac{a_{t_j}}{a_{t_{j+1}}} (1 - x_i(t_j)) \geq \frac{a_{t_0}}{a_{t_{j+1}}} = \frac{1}{a_{t_{j+1}}}.$$ 

Therefore,

$$1 - \|x(t_j)\|_{\infty} \geq \frac{1}{a_{t_j}} = 1 - \theta(x(t_j)).$$

So (70) is satisfied by the choice of the $1 - \theta(x(t_j))$.

With (71) and $v(x(t_j)) \in C$, we have

$$d(t_j)^2 \|u(x(t_j))\|^2 = d(t_j)^2 \left\| \frac{v(x(t_j))}{1 - \theta(x(t_j))} \right\|^2 = a_{t_{j+1}}^2 \|v(x(t_j))\|^2 \leq Da_{t_{j+1}}^2.$$ (73)

**Step 6.** Choose the step size

$$t_j = \frac{j}{N}, j = 0, \ldots, N.$$ 

Noting that $G_j^+ = 0$ from (72), and (73), the approximation ratio and the time complexity in (60) are as follows:

$$F(x(t_N)) \geq \frac{b_{t_N} - b_{t_0}}{a_{t_N}} F(x^*) - \frac{DL}{2a_{t_N}} \sum_{j=0}^{N-1} \frac{(b_{t_{j+1}} - b_{t_j})^2 a_{t_{j+1}}^2}{a_{t_{j+1}}}$$

$$= \frac{1}{e} F(x^*) - \frac{DL}{2a_{t_N}} \sum_{j=0}^{N-1} \frac{(t_{j+1} - t_j)^2 e^{2t_j}}{e^{t_{j+1}}}$$

$$= \frac{1}{e} F(x^*) - \frac{DL}{2a_{t_N} N^2} \sum_{j=0}^{N-1} e^{\frac{t_j}{N}}$$

$$\geq \frac{1}{e} F(x^*) - \frac{DL}{2a_{t_N} N^2} \frac{(e - 1)N^2}{N + 1}$$

$$= \frac{1}{e} F(x^*) - O \left( \frac{DL}{N} \right),$$ (74)

where the second inequality is from $\sum_{j=0}^{N-1} e^{\frac{t_j}{N}} = \sum_{j=0}^{N-1} e^{\frac{t_j}{N+1}} = \frac{e - 1}{e^{\frac{1}{N+1}} - 1} \leq \frac{(e - 1)N^2}{N + 1}$, the last equality is from $\sum_{j=0}^{N-1} \frac{1}{N - j + 1} = O(\ln N)$, and the last inequality is from $\ln x \leq \sqrt{x}, \forall x \geq 0$. Consequently,

$$F(x(t_N)) \geq \frac{1}{e} F(x^*) - \varepsilon$$

after $T = O \left( \frac{DL}{e} \right)$ iterations.
As a corollary, if $F$ is the multilinear extension of a submodular set function, then plugging the $L$ in (48) into (74) and noting that $D = O(n)$, we obtain

$$F(x(t_N)) \geq \left(\frac{1}{e} - O\left(\frac{n^3}{N}\right)\right) F(x^*).$$

Consequently,

$$F(x(t_N)) \geq \left(\frac{1}{e} - \varepsilon\right) F(x^*)$$

after $T = O\left(\frac{n^3}{\varepsilon}\right)$ iterations.

4.5 Example 3: Nonnegative non-monotone DR-submodular and solvable convex set

Step 5. From the continuous-time problem in Section 3.5, we have

$$T = 1, a_{t_j} = (1 + t_j)^2, b_{t_j} = t_j, j = 0, \ldots, N.$$  

The algorithm (55)-(57) becomes the following in this example: $\forall j = 0, \ldots, N - 1,$

$$a_{t_{j+1}} - a_{t_j} = \frac{2(b_{t_{j+1}} - b_{t_j})}{1 - \theta(x(t_j))} - G_j \quad (75)$$

$$x(t_{j+1}) - x(t_j) = \frac{b_{t_{j+1}} - b_{t_j}}{a_{t_{j+1}}(1 - \theta(x(t_j)))} (v(x(t_j)) - x(t_j)) \quad (76)$$

$1 > \theta(x(t_j)) \geq \|x(t_j)\|_\infty,$ \hspace{1cm} (77)

where

$$v(x(t_j)) = \arg\max_{v \in C} \langle \nabla F(x(t_j)), v \rangle.$$

Note that the last constraint is due to the set $Q, c(x(t_j)) = \frac{2}{1 - \theta(x(t_j))}, d(t_j) = \frac{1}{1 - \theta(x(t_j))}$ and $u(x(t_j)) = v(x(t_j)) - x(t_j)$.

We now show that choosing

$$1 - \theta(x(t_j)) = \frac{2}{c(x(t_j))} = \frac{1}{\sqrt{a_{t_j}}}, \quad (78)$$

leads to $G_j \leq 0$ and satisfies the last inequality.

Proof. First we compute $G_j$ from (75):

$$G_j = \frac{2(b_{t_{j+1}} - b_{t_j})}{1 - \theta(x(t_j))} - (a_{t_{j+1}} - a_{t_j})$$

$$= 2\sqrt{a_{t_j}}(b_{t_{j+1}} - b_{t_j}) - (a_{t_{j+1}} - a_{t_j})$$

$$= 2\sqrt{a_{t_j}}(\sqrt{a_{t_{j+1}}} - \sqrt{a_{t_j}}) - (a_{t_{j+1}} - a_{t_j})$$

$$= - (\sqrt{a_{t_{j+1}}} - \sqrt{a_{t_j}})^2 \leq 0. \quad (79)$$
Next, from (76), we have

\[
(1 - x_i(t_{j+1})) - (1 - x_i(t_j)) \geq -\frac{\sqrt{a_{t_j}}}{a_{t_{j+1}}} (v(x(t_j)) - x(t_j))
\]

\[
v_i \leq 1 - x_i(t_j) \geq -\frac{\sqrt{a_{t_j}}}{a_{t_{j+1}}}(1 - x_i(t_j))
\]

Hence

\[
1 - x_i(t_{j+1}) \geq \left(1 - \sqrt{\frac{a_{t_j}}{a_{t_{j+1}}} + \frac{a_{t_j}}{a_{t_{j+1}}}}\right)(1 - x_i(t_{j+1}))
\]

\[
\geq \sqrt{\frac{a_{t_j}}{a_{t_{j+1}}}}(1 - x_i(t_j)) \geq \frac{a_{t_0}}{\sqrt{a_{t_{j+1}}}} = \frac{1}{\sqrt{a_{t_{j+1}}}}.
\]

Therefore,

\[
1 - \|x(t_j)\|_\infty \geq \frac{1}{\sqrt{a_{t_j}}} = 1 - \theta(x(t_j)).
\]

So (77) is satisfied by the choice of the $1 - \theta(x(t_j))$.

With (78) and $v(x(t_j)), x(t_j) \in C$, we have

\[
d(t_j)^2 \|u(x(t_j))\|^2 = d(t_j)^2 \left\| \frac{v(x(t_j)) - x(t_j)}{1 - \theta(x(t_j))} \right\|^2 = a_{t_j} \|v(x(t_j)) - x(t_j)\|^2 \leq Da_{t_j}, \quad (80)
\]

**Step 6.** Choose

\[
t_j = \frac{j}{N}, j = 0, \ldots, N.
\]

Noting that $G^+_j = 0$ from (79), and (80), the approximation ratio and the time complexity in (60) are as follows:.

\[
F(x(t_N)) \geq \frac{b_{t_N} - b_{t_0}}{a_{t_N}} F(x^*) - \frac{DL}{2a_{t_N}} \sum_{j=0}^{N-1} \frac{(b_{t_{j+1}} - b_{t_j})^2 a_{t_j}}{a_{t_{j+1}}}
\]

\[
\geq \frac{1}{4} F(x^*) - \frac{DL}{2a_{t_N}} \sum_{j=0}^{N-1} \frac{1}{N^2}
\]

\[
= \frac{1}{4} F(x^*) - O \left(\frac{DL}{N}\right), \quad (81)
\]

where the second inequality is from $\frac{a_{t_j}}{a_{t_{j+1}}} \leq 1$ since $a_t = (1 + t)^2$ is an increasing function. Therefore, from (81)

\[
F(x(t_N)) \geq \frac{1}{4} F(x^*) - \varepsilon,
\]

after $O \left(\frac{DL}{\varepsilon}\right)$ iterations.
Due to the assumption $0 \in C$ in Assumption 2 (1), this result is not in conflict with the hardness result in Vondrák (2013) who shows that no constant approximation algorithm exists with a polynomial number of value oracle calls. If we relax Assumption 2 (1), and initialize the algorithm by an arbitrary feasible solution $x(0) \in C$, then the approximation ratio becomes

$$F(x(t_N)) \geq \frac{1}{4} (1 - \|x(0)\|_\infty) F(x^*) - \varepsilon.$$ 

For example, if we choose $x(0) = \arg \min_{x \in C} \|x\|_\infty$, then the approximation ratio becomes

$$F(x(t_N)) \geq \frac{1}{4} \left(1 - \min_{x \in C} \|x\|_\infty\right) F(x^*) - \varepsilon.$$ 

As a corollary, if $F$ is the multilinear extension of a submodular set function, then plugging the $L$ in (48) into (81) and noting that $D = O(n)$, we obtain

$$F(x(t_N)) \geq \left(\frac{1}{e} - O\left(\frac{n^3}{N}\right)\right) F(x^*).$$

Consequently,

$$F(x(t_N)) \geq \left(\frac{1}{4} - \varepsilon\right) F(x^*)$$

after $O\left(\frac{DL}{\varepsilon}\right)$ iterations.

5 Discussions

Note that enforcing $a_t = b_t$ brings us back to the convergence analysis in nonlinear programming, although the focus there has been on using Lyapunov function mainly as a proof technique rather than as a compass in algorithm design.

The proposed framework in this work has the potential to unify many existing results and hence provides new perspectives on how novel algorithms in the literature might have been designed in the first place, as demonstrated in this work by examples from the submodular maximization field. The most important feature of our framework is its transparency which can bring out the major difficulties in the design of algorithms. Therefore, this framework has huge potentials to suggest new insights and ideas to either improve on existing algorithms or attack new problems.

For a given optimization problem, two usually interdependent key factors command the efficiency of the framework: the the parametric form of the bounds on the optimal value and the parametric form of the Lyapunov function.

One factor is to find useful bounds on the optimal value (upper bounds for maximization problem and lower bounds for minimization problems). These bounds demand the most innovative attention in the framework because they are usually problem-specific. However, general duality theory (such as Fenchel and Lagrangian duality) for non-convex optimization usually offers a systematic scheme on where to look for the bounds (e.g., Toland (1978); Singer (2007)).

Another factor is the parametric form of the Lyapunov function. The choice of the parametric form is also critical for the design and the consequent analysis of approximation algorithm. While (2) can always serve as the first choice, as explained earlier, other possibilities exist. One open question is whether there exist systematic ways to specify the form of Lyapunov function, or whether we can adopt a non-parametric approach to leave the form of the Lyapunov function unspecified.
until the end of the process, just like how we treated $a_t$ and $b_t$. Moreover the parametric forms of the bound and the Lyapunov function are not independent. However, we usually take a “conditional expectation” approach where we fix one first and derive the other conditionally. In this paper we first fix the parametric form of the Lyapunov function and then construct the bound conditionally.

For composite function $F = f + g$ where $f$ is DR-submodular and $g$ is concave, let $x^* = \arg\max_{x \in C} F(x)$ be the optimal solution. The Lyapunov functions take the form

$$E(x(t)) = a_t f(x(t)) - b_t f(x^*) + c_t g(x(t)) - d_t g(x^*).$$

For the DR-submodular function $f$, we can use the earlier bounds on $f(x^*)$, and for the concave function $g$, there are two possibilities.

(i) If we want to design a bi-criteria algorithm for the problem, namely, finding a solution $x$ satisfying

$$f(x) + g(x) \geq \alpha f(x^*) + \beta g(x^*),$$

then for the concave function $g$, Jensen inequality provides a natural bound on $g(x^*)$:

$$g(x^*) \leq g(x(t)) + \langle \nabla g(x(t)), x^* - x(t) \rangle$$

Then almost the same six-step process recovers many existing algorithms and even proposes new algorithms for this type of composite objective functions (e.g. Mitra et al. (2021)).

(ii) If we want to study the mirror-decent (projected-gradient as a special case) type of algorithms, then we do not need to use any bound on $g$ as it is usually the Bregman divergence of some simple function (e.g., the Euclidean distance used in the projected-gradient method). Then almost the same six-step process recovers many existing algorithms and even proposes new algorithms for this type of composite objective functions (e.g. Hassani et al. (2017)).

The running examples we used to illustrate the framework are purposely selected because their impacts on the DR-submodular maximization field. In particular, many variants and extensions of these basic problems have been investigated. We believe the transparency of our framework can be very productive in unifying these results and also offer new perspectives to improve existing results.

Any algorithm for an optimization problem lives in both the time and the space, leading to four possible modeling choices: continuous-time continuous-space, discrete-time continuous-space, continuous-time discrete-space, and discrete-time discrete-space. In this article, we focus on the first two cases. More future work are need to the last two cases as well.

We expect the ideas presented here to be applied to other areas of combination optimization, such as variational inequality problems, games, online problems, stochastic problems, among others.
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