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Information entropies give a genuine way to characterize quantitatively an incompatibility in quantum measurements. Together with the Shannon entropy, few families of parametrized entropies have found use in various questions. It is also known that a possibility to vary the parameter can often provide more restrictions on elements of probability distributions. In quantum information processing, one often deals with measurements having some special structure. Quantum designs are currently the subject of active research, whence the aim to formulate complementarity relations for related measurements occurs. Using generalized entropies of order $\alpha \in (0, 2)$, we obtain uncertainty and certainty relations for POVMs assigned to a quantum design. The structure of quantum designs leads to several restrictions on generated probabilities. We show how to convert these restrictions into two-sided entropic estimates. One of the used ways is based on truncated expansions of the Taylor type. The recently found method to get two-sided entropic estimates uses polynomials with flexible coefficients. We illustrate the utility of this method with respect to both the Rényi and Tsallis entropies. Possible applications of the derived complementarity relations are briefly discussed.
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I. INTRODUCTION

The Heisenberg uncertainty principle [1] is now interpreted as a scientific concept of general applicability. Quantum-mechanical complementarity relations are interesting not only as a reflection of principal features of the quantum world. They play a certain role in building feasible schemes for some tasks of quantum information, for instance, for entanglement detection, quantum tomography and steering. There exist several ways to characterize quantitatively potential uncertainties in various quantum measurements. The traditional approach to preparation uncertainty relations deals with the product of variances [2, 3]. It has later been criticized for several reasons [4, 5]. Entropic relations have been proposed as a proper way to characterize quantum uncertainties. For finite-dimensional observables, basic results in this area are resumed in [6, 7]. Entropic uncertainty relations for continuous variables are reviewed in [8, 9].

Special types of measurements are widely used in quantum information science. Mutually unbiased bases [10] and symmetric informationally complete measurements [11] are especially important examples. They are linked to rather difficult questions about discrete structures in Hilbert space (see, e.g., the reviews [12, 13] and references therein). Quantum and unitary designs are considered as a useful tool in quantum information processing [14-22]. Formally, quantum design is a complex projective $t$-design [23]. To the given quantum designs, we can assign one or several measurements with many restrictions on generated probabilities. For such measurements, uncertainty relations in terms of $\alpha$-entropies of order $\alpha \geq 2$ were obtained in [24, 25]. The question of deriving Shannon-entropy complementarity relations for design-structured POVMs was recently examined in [26] and applied to quantum coherence in [27].

For integer values $\alpha \geq 2$, uncertainty relations directly follow from properties of quantum designs. The paper [26] uses truncated expansions of the Taylor type and polynomials with flexible coefficients. The latter has been motivated by Lanczos [28] as a good method to get oscillating approximations. As was shown in [26], polynomials with flexible coefficients also lead to fitting the function of interest from below or above solely. The aim of this work is to study the question, whether this method is suitable for generalized entropies. The paper is organized as follows. In Section II the required material on quantum designs is given. In Section III we derive two-sided estimates on a power function naturally connected with the considered entropies. In Section IV complementarity relations for design-structured POVMs in terms of generalized entropies are formulated. Several applications of the derived relations are briefly discussed in Section V. In Section VI we conclude the paper. Appendix A summarized auxiliary material.

II. PRELIMINARIES

In this section, we recall some facts about quantum designs. In $d$-dimensional Hilbert space $\mathcal{H}$, we consider lines passing through the origin. These lines form a complex projective space $\mathbb{P}^{d-1}$. Up to a phase factor, each line is represented by a unit vector $|\phi\rangle \in \mathcal{H}$. The set $\mathbb{D} = \{|\phi_k\rangle : \langle \phi_k|\phi_k\rangle = 1, k = 1, \ldots, K\}$ is a quantum $t$-design, when...
for all real polynomials $\mathcal{P}_t$ of degree at most $t$ it holds that

$$\frac{1}{K^2} \sum_{j,k=1}^{K} \mathcal{P}_t\left(|\langle \phi_j | \phi_k \rangle|^2\right) = \int \int d\mu(\psi) d\mu(\psi') \mathcal{P}_t\left(|\langle \psi | \psi' \rangle|^2\right).$$

(1)

Here, $\mu(\psi)$ denotes the unique unitarily-invariant probability measure on the corresponding complex projective space $\mathcal{H}^{\otimes t}$. Obviously, each $t$-design is also a $s$-design with $s \leq t$. It was proved in [29] that $t$-designs in a path-connected topological space exist for all $t$ and $d$. On the other hand, there is no common strategy to generate designs in all required cases. Nevertheless, we known a lot of interesting examples used in applications [30]. Quantum designs are linked to the problem of building SIC-POVMs and tight rank-one informationally complete POVMs [11, 23].

The following properties of quantum designs will be used. Let $\Pi^{(t)}_{\text{sym}}$ be the projector onto the symmetric subspace of $\mathcal{H}^{\otimes t}$. The trace of $\Pi^{(t)}_{\text{sym}}$ gives dimensionality of this symmetric subspace. It holds that [23]

$$\frac{1}{K} \sum_{k=1}^{K} |\langle \phi_k | \phi_k \rangle|^{\otimes t} = D_d^{(t)} \Pi^{(t)}_{\text{sym}},$$

(2)

where $D_d^{(t)}$ denotes the inverse of $\text{tr}(\Pi^{(t)}_{\text{sym}})$, namely

$$D_d^{(t)} = \left(\frac{d+t-1}{t}\right)^{-1} = \frac{t! (d-1)!}{(d+t-1)!}.$$

(3)

At the given $t$, we can rewrite (2) for all positive integers $s \leq t$. Substituting $t = 1$ leads to the formula

$$\frac{d}{K} \sum_{k=1}^{K} |\langle \phi_k | \phi_k \rangle| = 1_d.$$

(4)

Thus, unit vectors $|\phi_k\rangle$ allow us to build to a resolution of the identity in $\mathcal{H}$. In principle, there may be several resolutions assigned to the given $t$-design. We cannot list all of them a priori, without an explicit analysis of the design. Obviously, one can take the complete set $\mathcal{E}$ consisting of operators

$$E_k = \frac{d}{K} |\phi_k\rangle \langle \phi_k|.$$

(5)

Sometimes, $M$ rank-one POVMs $\{\mathcal{E}^{(m)}\}_{m=1}^{M}$ can be assigned to the given quantum design. Each of them consist of $\ell$ operators of the form

$$E_j^{(m)} = \frac{d}{\ell} |\phi_j^{(m)}\rangle \langle \phi_j^{(m)}|.$$

(6)

The integers $\ell$ and $M$ are connected by $K = \ell M$.

When the pre-measurement state is described by density matrix $\rho$, the probability of $j$-th outcome is equal to

$$p_j(\mathcal{E}^{(m)}; \rho) = \frac{d}{\ell} \langle \phi_j^{(m)} | \rho | \phi_j^{(m)} \rangle.$$

(7)

Due to (2), for all $s = 2, \ldots, t$ one has [24]

$$\frac{1}{K} \sum_{k=1}^{K} |\langle \phi_k | \rho \phi_k \rangle|^s = D_d^{(s)} \text{tr}(\rho^{\otimes s} \Pi^{(s)}_{\text{sym}}).$$

(8)

Combining (7) with (8) then gives

$$\sum_{m=1}^{M} \sum_{j=1}^{\ell} p_j(\mathcal{E}^{(m)}; \rho)^s = \left(\frac{d}{\ell}\right)^s \sum_{k=1}^{K} |\langle \phi_k | \rho \phi_k \rangle|^s = K \ell^{-s} d^s D_d^{(s)} \text{tr}(\rho^{\otimes s} \Pi^{(s)}_{\text{sym}}).$$

(9)

When a single POVM is assigned, one has $\ell = K$ and

$$\sum_{k=1}^{K} p_k(\mathcal{E}; \rho)^s = K^{1-s} d^s D_d^{(s)} \text{tr}(\rho^{\otimes s} \Pi^{(s)}_{\text{sym}}).$$

(10)
The authors of [19, 24] have answered the question how to write $\text{tr}(\rho^{\otimes s}\Pi_{\text{sym}}^{(s)})$ as a sum of monomials of the moments of $\rho$. Complexity of such expressions increases with growth of $s$. To avoid bulky expressions in the following, one introduces the quantities

$$\tilde{\beta}^{(s)}(\rho) = \ell^{1-s}d^s D_d^{(s)} \text{tr}(\rho^{\otimes s}\Pi_{\text{sym}}^{(s)}),$$

$$\tilde{\gamma}^{(s)}(\rho) = K^{1-s}d^s D_d^{(s)} \text{tr}(\rho^{\otimes s}\Pi_{\text{sym}}^{(s)}).$$

These terms will also be used for $s = 0, 1$, when $\tilde{\beta}^{(0)}(\rho) = K$ and $\tilde{\beta}^{(1)}(\rho) = 1$. Due to [9] and [10], restrictions on measurement statistics for design-structured POVMs are imposed. Hence, entropic uncertainty relations for such measurement follow. Using Rényi entropies of order $\alpha \geq 2$, uncertainty relations were obtained in [24, 25]. The paper [26] deals with relations improved by further developing the idea of [31]. The authors of [24] also formulated uncertainty relations in terms of Tsallis entropies. Since the Rényi entropy cannot increase with growth of its order, the results of [24, 25] also give lower bounds on the corresponding Shannon entropy. However, such estimates are sufficiently weak. The problem of deriving uncertainty relations in terms of the Shannon entropy lies beyond the methods of [24, 25]. In effect, this question has been examined in the paper [26]. We shall now extend the methods of [26] to generalized entropies of order between 0 and 2.

### III. ON TWO-SIDED ESTIMATING ENTRISTIC FUNCTIONS

In this section, we will derive two-sided estimates on the entropic functions of interest in terms of the power sums of probabilities. Generalized $\alpha$-entropies can be defined in terms of the function

$$\eta_\alpha(x) := \frac{x^\alpha - x}{1 - \alpha} = -x^\alpha \ln_\alpha(x),$$

where $\alpha > 0$. The $\alpha$-logarithm of positive $x$ is commonly defined as

$$\ln_\alpha(x) := \begin{cases} \frac{x^{1-\alpha}-1}{1-\alpha}, & \text{for } 0 < \alpha \neq 1, \\ \ln x, & \text{for } \alpha = 1. \end{cases}$$

We aim to estimate (13) from two sides for $\alpha \in (0, 2)$ and $x \in [0, 1]$. We first suppose that $\beta = 1 - \alpha \in (0, 1)$. By the Taylor expansion, one gets

$$(1 - z)^{-\beta} = 1 + \sum_{r=1}^{\infty} \frac{\beta^r z^r}{r!}.$$  

where $\beta^r = \beta(\beta + 1)\cdots(\beta + r - 1)$ is the rising factorial [32]. Substituting $z = 1 - x$ into (13), we then write

$$\eta_\alpha(x) = \frac{x(x^{1-\beta} - 1)}{\beta} = \frac{x}{1 - \alpha} \sum_{r=1}^{\infty} \frac{(1 - \alpha)^r}{r!} (1 - x)^r,$$

where $n \geq 2$. All the summands in the right-hand side of (16) are positive, whence

$$\frac{x^\alpha - x}{1 - \alpha} \geq \frac{x}{1 - \alpha} \sum_{r=1}^{n-1} \frac{(1 - \alpha)^r}{r!} (1 - x)^r = \sum_{r=1}^{n} a^{(s)}_{n \alpha} x^r.$$  

To check this conclusion for $\alpha \in (1, 2)$, we take $\gamma = \alpha - 1 \in (0, 1)$. Using the Taylor expansion

$$(1 - z)\gamma = 1 - \gamma x \sum_{r=0}^{\infty} \frac{(1 - \gamma)^r}{(r + 1)!} x^r,$$

one has

$$\eta_\alpha(x) = \frac{x(1 - x^\gamma)}{\gamma} = x \sum_{r=0}^{\infty} \frac{(2 - \alpha)^r}{(r + 1)!} (1 - x)^{r+1}.$$
Formally, the latter sum coincides with (10), and its the summands are all positive as well. Therefore, the inequality (17) holds for \( \alpha \in (0, 1) \cup (1, 2) \) and \( n \geq 2 \). This inequality will be used to estimate \( \alpha \)-entropies from below.

Let us obtain inequalities for estimating \( \alpha \)-entropies from above. For \( \alpha \in (0, 1) \), we rewrite (18) with \( \alpha \) instead of \( \gamma \), whence

\[
x^\alpha - x = 1 - x - \alpha (1 - x) \sum_{r=0}^{\infty} \frac{(1 - \alpha)^r}{(r + 1)!} (1 - x)^r \leq 1 - x - \alpha (1 - x) \sum_{r=0}^{n-1} \frac{(1 - \alpha)^r}{(r + 1)!} (1 - x)^r.
\]

To estimate \( \alpha \)-entropies from above for \( \alpha \in (0, 1) \), we will use the inequality

\[
\frac{x^\alpha - x}{1 - \alpha} - \frac{1 - x}{1 - \alpha} \left( 1 - \alpha \sum_{r=0}^{n-1} \frac{(1 - \alpha)^r}{(r + 1)!} (1 - x)^r \right) = \sum_{s=0}^{n} b_{ns}^\alpha x^s.
\]  

The inequality (21) remains valid for \( \alpha \in (1, 2) \). Here, we write the expansion

\[
(1 - z)^\alpha = 1 - \alpha z + \alpha \gamma z^2 \sum_{r=0}^{\infty} \frac{(2 - \alpha)^r z^r}{(r + 2)!},
\]

so that

\[
x - x^\alpha = x - 1 + \alpha (1 - x) - \alpha \sum_{r=0}^{\infty} \frac{(2 - \alpha)^r (1 - x)^{r+2}}{(r + 2)!} \leq x - 1 + \alpha (1 - x) - \alpha \gamma \sum_{r=0}^{n-2} \frac{(2 - \alpha)^r (1 - x)^{r+2}}{(r + 2)!}.
\]

Dividing the latter by \( \gamma = \alpha - 1 \) gives the right-hand side of (21). Thus, the inequality (21) holds \( \alpha \in (0, 1) \cup (1, 2) \) and \( n \geq 2 \).

Doing some calculations, the explicit expressions for the coefficients reads as

\[
a_{na}^{(1)} = \frac{1}{1 - \alpha} \sum_{r=1}^{n-1} \frac{(1 - \alpha)^r}{r!}, \quad a_{na}^{(s)} = \frac{(-1)^{s-1}}{1 - \alpha} \sum_{r=s-1}^{n-1} \frac{(1 - \alpha)^r}{r!} \left( \frac{r}{s-1} \right) \quad (2 \leq s \leq n),
\]

\[
b_{na}^{(0)} = 1 - \frac{\alpha}{1 - \alpha} \sum_{r=1}^{n-1} \frac{(1 - \alpha)^r}{(r + 1)!}, \quad b_{na}^{(1)} = \alpha a_{na}^{(1)} - 1, \quad b_{na}^{(s)} = \frac{\alpha}{s} a_{na}^{(s)} \quad (2 \leq s \leq n).
\]

In the limit \( \alpha \to 1 \), the above expressions reduce to the coefficients derived in (26). Namely, one has \( b_{n1}^{(0)} = 1/n \) and

\[
a_{n1}^{(1)} = \sum_{r=1}^{n-1} \frac{1}{r}, \quad a_{n1}^{(s)} = (1)^{s-1} \sum_{r=s-1}^{n-1} \frac{1}{r} \left( \frac{r}{s-1} \right) \quad (2 \leq s \leq n),
\]

\[
b_{n1}^{(1)} = \sum_{r=2}^{n} \frac{1}{r}, \quad b_{n1}^{(s)} = (1)^{s-1} \sum_{r=s-1}^{n-1} \frac{1}{r} \left( \frac{r}{s-1} \right) \quad (2 \leq s \leq n).
\]

It was shown in (26) that, for \( n \geq 2 \), we have the two-sided estimate

\[
\sum_{s=1}^{n} a_{n1}^{(s)} x^s \leq -x \ln x \leq \frac{1}{n} + \sum_{s=1}^{n} b_{n1}^{(s)} x^s.
\]

It is instructive to consider the limit \( \alpha \to +0 \), when the term \( (x^\alpha - x)/(1 - \alpha) \) reduces to \( 1 - x \). We directly see from (26) that \( b_{n0}^{(0)} = 1, b_{n0}^{(1)} = -1 \) and \( b_{n0}^{(s)} = 0 \) for \( 2 \leq s \leq n \). In other words, the inequality (21) is saturated in this limit. Further, the coefficients (24) are not expressed so simply. For \( \alpha \to +0 \), the inequality (17) is transformed into the form

\[
1 - x \geq (1 - x) \left( 1 - (1 - x)^{n-1} \right).
\]

The left-hand side of (29) gives a good estimate in some left vicinity of the point \( x = 1 \), but becomes insufficient for small \( x \). Explicit formulas for the coefficients \( a_{n0}^{(s)} \) are easily derived right from (29). We refrain from presenting the details here.
For $\alpha = 2$ the function of interest reads as $x - x^2$. Here, the right-hand side of (17) reduces just to the same function, as the rising factorial $(-1)^r$ is equal to $(-1)$ for $r = 1$ and zero for all $r \geq 2$. In the formula (21), the sum with respect to $r$ includes non-zero terms only for $r = 0, 1$, whence we again have $x - x^2$. That is, for $\alpha = 2$ our two-sided estimate is saturated in both its sides.

As was shown in [26], polynomial expansions with flexible coefficients sometimes work better than truncated expansions due to the Taylor scheme. For $n \geq 2$ and $x \in [0, 1]$, it holds that [26]

$$x \ln x \leq \frac{(-1)^n}{2n^2} \sum_{s=2}^{n} c_n(s) \frac{x^s - x}{s - 1}.$$  \hspace{1cm} (30)

The $n$-th shifted Chebyshev polynomial reads as $T^*_n(x) = T_n(2x - 1)$, where $T_n(x)$ is the $n$-th Chebyshev polynomial of the first kind. It is well known that [28]

$$T^*_n(x) = \sum_{s=0}^{n} c_n(s) x^s, \quad c_n(s) = (-1)^{n+s} 2^{2s-1} \left[ \frac{n+s}{n-s} - \binom{n+s}{n-s} \right].$$  \hspace{1cm} (31)

In particular, the first two coefficients are $c_n(0) = (-1)^n$ and $c_n(1) = (-1)^{n+1} 2^{n^2}$. Keeping in mind the limit

$$- \eta_\alpha(x) = \frac{x - x^\alpha}{1 - \alpha} \to x \ln x,$$  \hspace{1cm} (32)

we will generalize (30) to the functions of interest. The function $x \mapsto -x^\alpha$ satisfies the first-order differential equation

$$xy'(x) - \alpha y(x) = 0.$$  \hspace{1cm} (33)

Following Lanczos [28], we now modify the right-hand side of (33) by additive term $\propto T^*_n(x)$. For integer $s \geq 2$, one further solves the equation

$$xq_{s\alpha}'(x) - \alpha q_{s\alpha}(x) = x^s$$  \hspace{1cm} (34)

and obtains

$$q_{s\alpha}(x) = \frac{x^s}{s - \alpha}.$$  \hspace{1cm} (35)

Using these functions, we write the following sum

$$Q_{n\alpha}(x) = \sum_{s=2}^{n} c_n(s) x^s \frac{x^s - x}{s - \alpha},$$  \hspace{1cm} (36)

for which

$$xQ_{n\alpha}'(x) - \alpha Q_{n\alpha}(x) = \sum_{s=2}^{n} c_n(s) x^s = T^*_n(x) - c_n(0) - c_n(1) x.$$  \hspace{1cm} (37)

The ansatz (36) will be used to approximate (13) by polynomials. Following [26], we also observe that $- \eta_\alpha(x)$ vanishes for $x = 1$. Hence, we correct (37) by an additive linear term and multiply the result by factor $\tau_{n\alpha}$ yet unknown. This step leads to the polynomial

$$F_{n\alpha}(x) = \tau_{n\alpha} \sum_{s=2}^{n} c_n(s) \frac{x^s - x}{s - \alpha}.$$  \hspace{1cm} (38)

Up to a total factor, the latter sum reduces to (30) for $\alpha = 1$. It is directly checked that

$$xF_{n\alpha}'(x) - \alpha F_{n\alpha}(x) = \tau_{n\alpha} \sum_{s=2}^{n} c_n(s) x^s - x \tau_{n\alpha}(1 - \alpha) Q_{n\alpha}(1).$$  \hspace{1cm} (39)

The final step is to choose the factor $\tau_{n\alpha}$ appropriately. Let us consider the difference

$$\Delta_{n\alpha}(x) = F_{n\alpha}(x) - \frac{x - x^\alpha}{1 - \alpha}.$$  \hspace{1cm} (40)
Substituting the latter into the left-hand side of (33) finally gives
\[ x \Delta'_{na}(x) - \alpha \Delta_{na}(x) = \tau_{na} \left[ T_n^*(x) - \epsilon_0^{(0)} \right] - x \left[ \epsilon_1^{(1)} \tau_{na} + (1 - \alpha)Q_{na}(1) \tau_{na} + 1 \right]. \]  
(41)

Let us demand vanishing the second term in the right-hand side of (41), whence
\[ \frac{1}{\tau_{na}} = (-1)^n \frac{2n^2 - (1 - \alpha) \sum_{s=2}^{n} \frac{c_n^{(s)}}{s - \alpha}}{\sum_{s=1}^{n} \frac{c_n^{(s)}}{s - \alpha}}. \]  
(42)

For \( \alpha = 1 \), the latter gives \( \tau_{n1} = (-1)^n/(2n^2) \), as it stands in the right-hand side of (39). Dividing (41) by \( x^{1+\alpha} \) leads to
\[ \frac{d}{dx} \frac{\Delta_{na}(x)}{x^\alpha} = \left( -1 \right)^n \frac{\tau_{na}}{x^{1+\alpha}} \left[ \left( -1 \right)^n T_n^*(x) - 1 \right]. \]  
(43)

Substituting \( x = \cos^2 \theta/2 \) with \( \theta \) between 0 and \( \pi \), one has \( T_n^*(x) = T_n(\cos \theta) = \cos n\theta \) and
\[ (-1)^n T_n^*(x) - 1 = (-1)^n \cos n\theta - 1 \leq 0. \]  
(44)

For \( 0 < x < 1 \), the right-hand side of (43) is either positive or negative. That is, the derivative of \( x^{-\alpha} \Delta_{na}(x) \) does not change its sign. Now, we can prove that the difference (40) cannot be negative for \( \alpha \in (0, 2) \).

**Proposition 1** Let polynomial \( F_{na}(x) \) be defined by (38) for integer \( n \geq 2 \) and real \( \alpha \in (0, 2) \). For all \( x \in [0, 1] \), it holds that
\[ \frac{x - x^\alpha}{1 - \alpha} \leq F_{na}(x). \]  
(45)

**Proof.** The case \( \alpha = 1 \) has been considered in (26). Let us begin with the interval \( \alpha \in (0, 1) \). For sufficiently small \( \varepsilon > 0 \), we have
\[ \frac{\Delta_{na}(x)}{x^\alpha} \bigg|_{x=\varepsilon} = \frac{1}{1 - \alpha} - \varepsilon^{1-\alpha} \left[ \tau_{na} \sum_{s=2}^{n} \frac{c_n^{(s)}}{s - \alpha} + \frac{1}{1 - \alpha} \right] + O(\varepsilon^{2-\alpha}). \]  
(46)

For the given \( n \) and \( \alpha \), we can always choose \( \varepsilon_{na} > 0 \) such that the right-hand side of (46) is strictly positive for all \( 0 < \varepsilon < \varepsilon_{na} \). In the interval \( x \in (\varepsilon, 1) \), the function \( x^{-\alpha} \Delta_{na}(x) \) is smooth and monotone. Further, this function is strictly positive at the left least point and zero at the right one. By monotonicity, non-negativity takes place for all \( x \in (\varepsilon, 1) \). Making \( \varepsilon > 0 \) arbitrarily small completes the proof for \( \alpha \in (0, 1) \). Along this proof we also conclude that \( (-1)^n \tau_{na} \geq 0 \) for \( \alpha \in (0, 1) \).

Let us proceed to the case \( \alpha \in (1, 2) \). It is shown in Appendix A that \( (-1)^n \tau_{na} \geq 0 \) for all \( \alpha \in (1, 2) \). Combining this with (43) and (44) implies that the function \( x \mapsto x^{-\alpha} \Delta_{na}(x) \) cannot increase for all \( 0 < x < 1 \). As taking zero value at \( x = 1 \), this function is non-negative for all points of the interval.

The derived approximation remains valid for \( \alpha = 2 \). Taking \( \alpha = 2 - \varepsilon \) with sufficiently small \( \varepsilon > 0 \), we have
\[ \frac{1}{\tau_{na}} = \frac{c_n^{(2)}}{\varepsilon} \left( 1 + O(\varepsilon) \right), \]  
(47)

whence the polynomial (38) becomes
\[ F_{na}(x) = \frac{\varepsilon c_n^{(2)} (x^2 - x)}{\varepsilon} + O(\varepsilon) \rightarrow x^2 - x. \]  
(48)

That is, estimation by polynomials of the form (38) is quite exact in the case \( \alpha = 2 \). On the other hand, we will use estimation by polynomials (38) only for non-integer values of \( \alpha \) between 0 and 2.

It follows from (41) that, for \( \alpha \in (0, 1) \cup (1, 2) \) and \( x \in [0, 1] \),
\[ \frac{x^\alpha - x}{1 - \alpha} \geq \sum_{s=1}^{n} a_{na}^{(s)} x^s, \]  
(49)
where the coefficients
\[ \tilde{a}_{n\alpha}^{(1)} = \tau_{n\alpha} \sum_{s=2}^{n} \frac{c_n^{(s)}}{s - \alpha}, \quad \tilde{a}_{n\alpha}^{(s)} = \frac{\tau_{n\alpha} c_n^{(s)}}{\alpha - s} \quad (2 \leq s \leq n), \]

and \( \tau_{n\alpha} \) is defined by (42). Taking the limit \( \alpha \to 1 \) results in (30). To transform (49) into an estimate from above, we generalize the corresponding derivation of [26]. It follows from (49) that
\[ \frac{d\eta_{\alpha}(\tilde{x})}{d\tilde{x}} = \alpha \frac{\tilde{x}^{\alpha - 1} - 1}{1 - \alpha} - 1 \geq \alpha \sum_{s=1}^{n} \tilde{a}_{n\alpha}^{(s)} \tilde{x}^{s - 1} - 1. \]

Integrating this \( \tilde{x} = x \) to \( \tilde{x} = 1 \) gives
\[ - \eta_{\alpha}(x) \geq \alpha \sum_{s=1}^{n} \tilde{a}_{n\alpha}^{(s)} \frac{1 - x^{s}}{s} + x - 1. \]

Hence, we obtain the inequality
\[ x^{\alpha} - x \leq \sum_{s=0}^{n} \tilde{b}_{n\alpha}^{(s)} x^{s}, \]
where the coefficients read as
\[ \tilde{b}_{n\alpha}^{(0)} = 1 - \alpha \sum_{s=1}^{n} \frac{\tilde{a}_{n\alpha}^{(s)}}{s}, \quad \tilde{b}_{n\alpha}^{(1)} = \alpha \tilde{a}_{n\alpha}^{(1)} - 1, \quad \tilde{b}_{n\alpha}^{(s)} = \frac{\alpha}{s} \tilde{a}_{n\alpha}^{(s)} \quad (2 \leq s \leq n). \]

Except for the case \( s = 0 \), these expressions are in obvious agreement with (25). Nevertheless, the coefficient \( b_{n\alpha}^{(0)} \) can indeed be rewritten similarly to \( \tilde{b}_{n\alpha}^{(0)} \).

IV. COMPLEMENTARITY RELATIONS IN TERMS OF GENERALIZED ENTROPIES

In this section, we will derive entropic uncertainty and certainty relations for POVMs assigned to a quantum design. The entropies of Tsallis [33] and Rényi [34] will be used to quantify the amount of uncertainties. For the given probability distribution \( p = \{p_j\} \) and \( 0 < \alpha \neq 1 \), we write
\[ H_\alpha(p) := \frac{1}{1 - \alpha} \left( \sum_j p_j^\alpha - 1 \right) = \sum_j \eta_{\alpha}(p_j), \]
\[ R_\alpha(p) := \frac{1}{1 - \alpha} \ln \left( \sum_j p_j^\alpha \right) = \frac{1}{1 - \alpha} \ln \left( 1 + (1 - \alpha)H_\alpha(p) \right). \]

The formulas (55) and (56) respectively define the Tsallis and Rényi \( \alpha \)-entropies. In the limit \( \alpha \to 1 \), each of these entropies leads to the standard Shannon entropy
\[ H_1(p) := - \sum_j p_j \ln p_j. \]

Basic properties of the Tsallis and Rényi entropies are considered in section 2.7 of [35]. It will be helpful to use the \( s \)-index of coincidence defined as
\[ I^{(s)}(p) := \sum_j p_j^s. \]

For \( s = 0 \), the index is equal to the number of non-zero probabilities. Properties of such indices were briefly discussed in [36].

Suppose that we know exactly \( s \)-indices of coincidence for \( s = 2, \ldots, n \). Then the maximal probability is estimated from above as [27]
\[ \max_j p_j \leq \Upsilon_{L-1}^{(n)} (I^{(n)}(p)), \]
where $L$ is the number of non-zero probabilities. By $\Upsilon_{L-1}^{(n)}(I^{(n)}(p))$, we denote the maximal real root of the equation

$$(1 - \Upsilon)^n + (L - 1)^{n-1}\Upsilon^n = (L - 1)^{n-1}I^{(n)}(p).$$

This conclusion generalizes the idea originally presented in [31]. Due to (59) and the results of Sect. [III] the following statement takes place.

**Proposition 2** Let $I^{(s)}(p)$ be given for all $s = 2, \ldots, n$. For $\alpha \in (0, 2)$, the Tsallis $\alpha$-entropy satisfies

$$\sum_{s=1}^{n} a_{n, \alpha}^{(s)} \Upsilon^{\alpha-s}I^{(s)}(p) - \Upsilon^{\alpha-1}\ln \alpha(\Upsilon) \leq H_{\alpha}(p) \leq \sum_{s=0}^{n} b_{n, \alpha}^{(s)} \Upsilon^{\alpha-s}I^{(s)}(p) - \Upsilon^{\alpha-1}\ln \alpha(\Upsilon),$$

where $\Upsilon = \Upsilon_{L-1}^{(n)}(I^{(n)}(p))$ and the coefficients $a_{n, \alpha}^{(s)}$ and $b_{n, \alpha}^{(s)}$ are defined by (27) and (28), respectively. It also holds that

$$\sum_{s=1}^{n} \tilde{a}_{n, \alpha}^{(s)} \Upsilon^{\alpha-s}I^{(s)}(p) - \Upsilon^{\alpha-1}\ln \alpha(\Upsilon) \leq H_{\alpha}(p) \leq \sum_{s=0}^{n} \tilde{b}_{n, \alpha}^{(s)} \Upsilon^{\alpha-s}I^{(s)}(p) - \Upsilon^{\alpha-1}\ln \alpha(\Upsilon),$$

where the coefficients are defined by (51) and (54).

**Proof.** The derived two-sided estimates will be used with the points $x_j = p_j/\Upsilon$ that lie in the interval $x \in [0, 1]$ due to (59). Substituting these points into (55) finally leads to

$$H_{\alpha}(p) = \Upsilon^{\alpha} \sum_{j=1}^{L} \eta_{\alpha}(x_j) - \Upsilon^{\alpha-1}\ln \alpha(\Upsilon).$$

Applying (17) and (21) to each $x_j$, the summation gives

$$\sum_{s=1}^{n} a_{n, \alpha}^{(s)} \Upsilon^{\alpha-s}I^{(s)}(p) \leq \sum_{j=1}^{L} \eta_{\alpha}(x_j) \leq \sum_{s=0}^{n} b_{n, \alpha}^{(s)} \Upsilon^{\alpha-s}I^{(s)}(p).$$

Combining (63) with (64) completes the proof of (61). Similarly, the two-sided estimate (62) follows from (49) and (53). ■

The statement of Proposition 2 provides two-sided estimates on the Tsallis $\alpha$-entropy for $\alpha \in (0, 2)$ in terms of several indices of integer degree. It generalizes two-sided estimates on the Shannon entropy proposed in [26]. The two-sided estimates (61) and (62) are easily adopted to the case of Rényi entropies. For $0 < \alpha \neq 1$, the function $z \mapsto (1 - \alpha)^{-1}\ln(1 + (1 - \alpha)z)$ increases. Combining this with (56) gives

$$\frac{1}{1 - \alpha} \ln(1 + (1 - \alpha)A_{n, \alpha}(p)) \leq R_{\alpha}(p) \leq \frac{1}{1 - \alpha} \ln(1 + (1 - \alpha)B_{n, \alpha}(p)),$$

where $A_{n, \alpha}(p) \leq H_{\alpha}(p) \leq B_{n, \alpha}(p)$. Here, the term $A_{n, \alpha}(p)$ stands for the left-hand side of (61) or (62), and the term $B_{n, \alpha}(p)$ stands for the right-hand side of (61) or (62). For the sake of shortness, we refrain from presenting the explicit formulas.

By $H_{\alpha}(\mathcal{E}(m); \rho)$ and $R_{\alpha}(\mathcal{E}(m); \rho)$, we respectively denote the $\alpha$-entropies (50) and (56) calculated with probabilities (7). The results (61) or (62) immediately lead to complementarity relations for POVMs assigned to a quantum design. The formulation in terms of Tsallis entropies is posed as follows.

**Proposition 3** Let $M$ rank-one POVMs $\mathcal{E}(m)$, each with $\ell$ elements of the form (7), be assigned to a quantum $t$-design $D = \{\phi_k\}_{k=1}^{K}$ in $d$ dimensions. For $\alpha \in (0, 2)$, it then holds that

$$\sum_{s=1}^{\ell} \tilde{a}_{\ell, \alpha}^{(s)} \Upsilon^{\alpha-s}\tilde{\beta}_{\ell}^{(s)}(\rho) - \Upsilon^{\alpha-1}\ln \alpha(\Upsilon) \leq \frac{1}{M} \sum_{m=1}^{M} H_{\alpha}(\mathcal{E}(m); \rho) \leq \sum_{s=0}^{\ell} \tilde{b}_{\ell, \alpha}^{(s)} \Upsilon^{\alpha-s}\tilde{\beta}_{\ell}^{(s)}(\rho) - \Upsilon^{\alpha-1}\ln \alpha(\Upsilon),$$

where $\Upsilon = \min\{M \Upsilon_{K-1}^{(t)}(\tilde{\beta}^{(t)}(\rho)), 1\}$.\]
The complementarity relations (66), (67), (71), (72) are further combined with (65). In this way, one can write Rényi sides of (71), respectively. They approximate the function of interest by polynomials with coefficients according to the pictures, the following notation will be used. By "LT-estimate" and "UT-estimate", we mean the left- and right-hand sides of (73) and (74) give a state-independent formulation of uncertainty relations.

It is seen from (9) that, for all \( s \), the proposed complementarity relations.

The authors of [24] gave a Bloch-sphere description of several quantum designs in two dimensions. These examples are interesting examples of quantum designs.

In the following, we consider several examples to inspect our findings. For \( \alpha \in (0, 2) \), we have two families of complementarity relations for the Tsallis \( \alpha \)-entropy averaged over all \( M \) POVMs \( \mathcal{E}(m) \). When single POVM \( \mathcal{E} \) with \( K \) elements is assigned to the given \( t \)-design, the relations (66) and (67) respectively reduce to

\[
\sum_{s=1}^{t} a_{t_0}^{(s)} \Upsilon^{\alpha-s} \bar{b}^{(s)}(\rho) - \Upsilon^{\alpha-1} \ln_{\alpha}(\Upsilon) \leq H_{\alpha}(\mathcal{E}; \rho) \leq \sum_{s=0}^{t} b_{t_0}^{(s)} \Upsilon^{\alpha-s} \bar{b}^{(s)}(\rho) - \Upsilon^{\alpha-1} \ln_{\alpha}(\Upsilon),
\]

The complementarity relations (69), (70), (71), (72) are further combined with (65). In this way, one can write Rényi formulation of complementarity relations for \( \alpha \in (0, 2) \). We refrain from presenting the details here. For a pure state, the formulas (71) and (72) read as

\[
H_{\alpha}(\mathcal{E}; |\psi\rangle\langle\psi|) \geq \sum_{s=1}^{t} a_{t_0}^{(s)} \Upsilon^{\alpha-s} K^{1-s} d^s D_d^{(s)} - \Upsilon^{\alpha-1} \ln_{\alpha}(\Upsilon),
\]

\[
H_{\alpha}(\mathcal{E}; |\psi\rangle\langle\psi|) \geq \sum_{s=1}^{t} a_{t_0}^{(s)} \Upsilon^{\alpha-s} K^{1-s} d^s D_d^{(s)} - \Upsilon^{\alpha-1} \ln_{\alpha}(\Upsilon),
\]

where \( \Upsilon = \Upsilon_{K-1}^{(t)} (K^{1-t} d^t D_d^{(t)}) \). The following fact will be seen with concrete examples of quantum designs. The lower entropic bounds obtained for pure states remain valid for all states. This conclusion seems to be physically natural, but its validity for (73) and (74) is not easy to prove analytically. At the same time, the claim can always be checked by numerical inspection in each concrete example of design-structured POVMs [26]. If is true, the right-hand sides of (73) and (74) give a state-independent formulation of uncertainty relations.

In the following, we consider several examples to inspect our findings. For \( \alpha = 1 \), they reduce to complementarity relations in terms of the Shannon entropy. Such relations were proposed and exemplified in [20]. It was found therein that the Shannon-entropy relations provide better results for single POVM assigned to a quantum design. In general, the same conclusion holds for complementarity relations in terms of \( \alpha \)-entropies of order \( \alpha \in (0, 2) \). It origins in the fact that, for \( M > 1 \), we sometimes deal with the trivial substitution \( \Upsilon = 1 \). For this reason, we will mainly focus on (71) and (72) concerning the case of single assigned POVM. There are interesting examples of quantum designs in two dimensions, including cases with sufficiently large \( K \). Such examples are more sensible to illustrate features of the proposed complementarity relations.

The authors of [24] gave a Bloch-sphere description of several quantum designs in two dimensions. These examples are immediately inspired by spherical designs in three-dimensional real space examined in [31]. Each of used Bloch vectors comes to one of vertices of certain polyhedron. The qubit density matrix will be characterized by its minimal eigenvalue \( \lambda \). It is enlightening to visualize the complementarity relations (71) and (72). To avoid bulky legends on pictures, the following notation will be used. By "LT-estimate" and "UT-estimate", we mean the left- and right-hand sides of (71), respectively. They approximate the function of interest by polynomials with coefficients according to the
Estimates on the Tsallis 0.7-entropy.

FIG. 1: Estimates on the Tsallis 0.7-entropy versus $\lambda$ for the 3-design with 6 vertices.

Taylor scheme. The terms “LCh-estimate” and “UCh-estimate” respectively refer to the left- and right-hand sides of \( (72) \). These estimates use polynomials with flexible coefficients.

For reasons that will become clear a little later, we shall start with a value of the range $\alpha \in (0, 1)$, say, let $\alpha = 0.7$ be taken. Let us take the 3-design with $K = 6$ vertices of octahedron. One of reasons to take this design is that it is formed by eigenstates of the Pauli matrices. These vectors constitute three mutually unbiased bases which are often used to exemplify general relations. The four estimates as functions of $\lambda$ are shown in Fig. 1. The two-sided estimate \( (71) \) is better only for states sufficiently close to the maximally mixed one. Overall, relative differences of two-sided estimating are no more than 12.5 %. By two dotted lines, we also show values of the 0.7-entropy for two orientations of the Bloch vector. Let the three coordinate axes pass through vertices of octahedron. One of the used orientations is along a coordinate axis, whereas the other lies in a coordinate plane along quadrant bisector. Near the right least point $\lambda = 1/2$, all the curves converge at one point.

Further, we consider the 5-design with $K = 12$ vertices forming an icosahedron. In Fig. 2 we plot the lower estimates and the two upper ones as functions of $\lambda$. The two-sided estimate \( (72) \) is better for states of moderate mixedness. Moreover, we see a range, where LCh-estimate is sufficiently close to the maximally mixed one. Relative differences of two-sided estimating do not exceed 5.2 %. By two dotted lines, we also show values of the 0.7-entropy for two orientations of the Bloch vector. Let the $z$-axis pass through two opposite vertices and form symmetry axis of icosahedron. Let the $x$-axis pass so that one of inclined edges lies in the $zx$-plane. One of the used orientations is along the $z$-axis, whereas the other is along positive part of the $x$-axis. For the maximally mixed state, all the curves converge at one point.

Further, we recall the 7-design with $K = 24$ vertices of deformed snub cube as described in section 3 of [30]. Its faces contains 6 squares and 32 triangles. In Fig. 3 we plot the estimates of interest versus $\lambda$. The two-sided estimate \( (72) \) is better only for states of low mixedness. There is again a range, where LCh-estimate is relatively poor. On the other hand, both the LCh- and UCh-estimates are still better for pure states. It is well known that bounds for pure states play an important role in deriving separability criteria and steering inequalities. In details, we will address this question later. Relative differences of two-sided estimating are no greater than 2.9 %. By two dotted lines, we also show values of the 0.7-entropy for two orientations of the Bloch vector. The first direction goes to the square core, whereas the other goes to center of of one of square edges. In this example, the two dotted lines are closer than in Fig. 2. All six curves tend to coincide on the right. Distinctions between them are less than in other examples.

The above examples allow us to make several conclusions. We see that the LCh- and UCh-estimates provide better results for pure states and states close to them. For states of sufficient mixedness, the LT- and UT-estimates should be preferred. With growth of degree $t$, more restrictions are actually imposed on the probabilities. Their distribution becomes more uniform, though number of outcomes also grows. This fact leads to shifting points of approximation closer to the right point $x = 1$. So, we observe increasing role of the estimates with coefficients according to the Taylor scheme. Nevertheless, the estimates with flexible coefficients still remain better for pure states. It is well
known that pure-state entropic bounds are significant to derive separability and steering criteria. Hence, the LCh- and UCh-estimates are of interest, even if domains of their dominance shorten. In the next section, we will consider separability criteria and steering inequalities in more detail.

Finally, we briefly exemplify the derived estimates for a value of the range $\alpha \in (1, 2)$. In Fig. 4, the four estimates from (71) and (72) are plotted for $\alpha = 1.3$ together with the actual entropies for two orientations of the Bloch vector. Here, relative differences of two-sided estimating are no more than $3.9\%$. Overall, both the approaches to estimate $\alpha$-entropies demonstrate domains of utility, though the estimate (72) is better only for states very close to the maximally mixed one. Entropies themselves and estimates on them do not differ so essentially as in Fig. 1. In that figure, the graph of LCh-estimate shows a fairly convex part at the right end of the interval. In Fig. 4, this behavior is not expressed so brightly. By some inspection, similar observations can be made for other examples of quantum designs in two dimensions. We refrain from presenting the details here.

By comparison, the two approaches to estimate $\alpha$-entropies are more different for $\alpha \in (0, 1)$. Indeed, the first derivative of $\eta_\alpha(x)$ is not finite for $x \to +0$ and $\alpha \in (0, 1)$. On the other hand, derivatives of any polynomial are
FIG. 4: Estimates on the Tsallis 1.3-entropy versus $\lambda$ for the 3-design with 6 vertices.

certainly finite, whence the slope of tangential line is enough far from the vertical. For $\alpha \in (0, 1)$, therefore, our approximation have to be relatively poor in some right neighborhood of the left point $x = 0$. By its origin, the Taylor scheme provides the best way around the right point $x = 1$. The polynomials with flexible coefficients give better results closely to the left point of the interval. Similar observations were made for the Shannon entropy [26]. For $\alpha \in (1, 2)$, the first derivative of $\eta_\alpha(x)$ remains finite for $x \to +0$, so that both the schemes allow to estimate $\alpha$-entropy in a good way. As some inspection shows, we should prefer (71) for sufficiently small values of $\alpha$. For non-integer values $\alpha > 2$, one can use the methods already presented in the literature.

V. SOME APPLICATIONS OF THE MAIN RESULTS

In this section, we consider applications of the derived relations for tasks of quantum information. It was discussed in [26] how to use design-structured POVMs for estimating the von Neumann entropy of a quantum state. Due to (71) and (72), the same measurements can be used for estimating generalized quantum entropies. To the given density matrix $\rho$ and $0 < \alpha \neq 1$, we assign the Tsallis $\alpha$-entropy

$$H_\alpha(\rho) := \frac{\text{tr}(\rho^\alpha) - 1}{1 - \alpha}.$$  

The quantum Rényi $\alpha$-entropy reads as

$$R_\alpha(\rho) := \frac{\ln(\text{tr}(\rho^\alpha))}{1 - \alpha} = \frac{1}{1 - \alpha} \ln(1 + (1 - \alpha)H_\alpha(\rho)).$$

In the limit $\alpha \to 1$, both the above formulas gives the von Neumann entropy $H_1(\rho) = -\text{tr}(\rho \ln \rho)$. Using quantities of the form (11) or (12), one can recalculate the traces $\text{tr}(\rho^s)$ for $s = 2, \ldots, t$. Applying (74) and (72) to this case results in

$$\sum_{s=1}^t a^{(s)}_t A^{\alpha-s} \text{tr}(\rho^s) - A^{\alpha-1} \ln_\alpha(A) \leq H_\alpha(\rho) \leq b^{(0)}_t A^{\alpha} d + \sum_{s=1}^t b^{(s)}_t A^{\alpha-s} \text{tr}(\rho^s) - A^{\alpha-1} \ln_\alpha(A),$$

$$\sum_{s=1}^t \tilde{a}^{(s)}_t A^{\alpha-s} \text{tr}(\rho^s) - A^{\alpha-1} \ln_\alpha(A) \leq H_\alpha(\rho) \leq \tilde{b}^{(0)}_t A^{\alpha} d + \sum_{s=1}^t \tilde{b}^{(s)}_t A^{\alpha-s} \text{tr}(\rho^s) - A^{\alpha-1} \ln_\alpha(A),$$

where $\alpha \in (0, 2)$ and $A = \Upsilon_{d-1}(\text{tr}(\rho^t))$. The latter estimates the eigenvalues of $\rho$ from above [26]. Similarly to (55), we have

$$\frac{1}{1 - \alpha} \ln(1 + (1 - \alpha)A_{n\alpha}(\rho)) \leq H_\alpha(\rho) \leq \frac{1}{1 - \alpha} \ln(1 + (1 - \alpha)B_{n\alpha}(\rho)).$$
whenever $A_{\alpha} (\rho) \leq H_{\alpha} (\rho) \leq B_{\alpha} (\rho)$. Here, the term $A_{\alpha} (\rho)$ stands for the left-hand side of (77) or (78), and the term $B_{\alpha} (\rho)$ stands for the right-hand side of (77) or (78). In this way, the quantum Rényi $\alpha$-entropy of order $\alpha \in (0, 2)$ can be estimated.

The phenomenon of entanglement attracts an attention since the Schrödinger “cat paradox” paper [37] and in the Einstein–Podolsky-Rosen paper [38] were published. Also, it is an indispensable tool for quantum information processing [39]. Many separability conditions follow from uncertainty relations [40–43].

To derive separability conditions from (77) and (78), we recall the scheme proposed in [46]. Let $\mathcal{N}_A = \{N_{A_j}\}$ and $\mathcal{N}_B = \{N_{B_k}\}$ be two $K$-outcome POVMs in $\mathcal{H}_A$ and $\mathcal{H}_B$, respectively. It is helpful to numerate POVM elements by numbers from 0 up to $K - 1$. To the given POVMs, we assign the measurement $\mathcal{M}(\mathcal{N}_A, \mathcal{N}_B)$ with $K$ elements

$$M_k := \sum_{j=0}^{K-1} N_{A_j} \otimes N_{B_k \oplus j},$$

where the symbol $\oplus$ means the modular subtraction. It follows from (80) that

$$p(\mathcal{M}; \rho_A \otimes \rho_B) = p(\mathcal{N}_A; \rho_A) \ast p(\mathcal{N}_B; \rho_B).$$

That is, for product states one generates the convolution of two distributions assigned to local measurements. Hence, the distribution (81) is majorized by any of two local probability distributions [46]. Let one of two POVMs $\mathcal{N}_A$ and $\mathcal{N}_B$, say $\mathcal{N}_A$, be assigned to a quantum design in line with (5). To get separability conditions, we need state-independent uncertainty bounds. As was already noted, validity of the lower entropic bounds (73) and (74) for all states should be checked in each concrete example. If they really give a state-independent formulation, then we have the following result. For each separable state $\rho_{AB}$ and $\alpha \in (0, 2)$, it holds that

$$H_\alpha (\mathcal{M}; \rho_{AB}) \geq \sum_{s=1}^{t} \bar{a}^{(s)}_{\alpha} \Upsilon_{\alpha} - d^{s} \mathcal{D}_d^{(s)} - \Upsilon_{\alpha} \ln \Upsilon_{\alpha},$$

and

$$H_\alpha (\mathcal{M}; \rho_{AB}) \geq \sum_{s=1}^{t} \bar{a}^{(s)}_{\alpha} \Upsilon_{\alpha} K^{-1} - d^{s} \mathcal{D}_d^{(s)} - \Upsilon_{\alpha} \ln \Upsilon_{\alpha},$$

where $d = \dim (\mathcal{H}_A)$ and $\Upsilon = \Upsilon_{K-1} (K^{1-t} d^t \mathcal{D}_d^{(t)})$. The separability criteria (82) and (83) respectively follow from (77) and (78) by Schur-concavity and concavity of the Tsallis $\alpha$-entropy. The proof is carried out quite similarly to proposition 8 of the paper [46]. Another way is based on uncertainty relations of the Landau–Pollak type [42]. It follows from the results of [42] that

$$\max_k p_k (\mathcal{N}_A; \rho_A) \leq \Upsilon_{K-1} (\mathcal{D}_d^{(t)}) \leq \Upsilon_{K-1} (K^{1-t} d^t \mathcal{D}_d^{(t)}).$$

That is, we a priori know estimating from above that holds for all states. For any separable state $\rho_{AB}$, therefore, we have

$$\max_k p_k (\mathcal{M}; \rho_{AB}) \leq \Upsilon_{K-1} (K^{1-t} d^t \mathcal{D}_d^{(t)}).$$

The above separability criteria mirror conditions imposed on measurement statistics in the case of a single POVM. Quantum designs also give a tool to characterize multipartite entanglement [17]. Applications of the derived complementarity relations to multipartite systems deserve further investigations.

The question of using quantum designs to derive quantum steering inequalities was addressed in [24–26]. Quantum steering inequalities are currently the subject of active research. For more details, see the reviews [48, 49] and references therein. It is natural that steering criteria are closely linked to uncertainty relations. Steering inequalities in terms of Shannon entropies were considered in [50–52]. Steering criteria also follow from uncertainty relations using generalized entropies, including both the Tsallis [53] and Rényi entropies [54]. The novel uncertainty relations presented in this paper can immediately be incorporated into the frameworks developed in [53, 54]. Here, we refrain from delving into details of this multifaceted issue.

Finally, we consider the case of detection inefficiencies, when the “no-click” event sometimes happens [31]. To the given detector efficiency $\kappa \in [0.5, 1]$ and distribution $p = \{p_j\}$, we assign a “distorted” distribution $p^{(\kappa)}$ such that

$$p_j^{(\kappa)} = \kappa p_j, \quad p_j^{(\kappa)} = 1 - \kappa.$$
The probability $p^{(s)}_\emptyset$ characterizes the no-click event. Indices of the form $I^{(s)}$ are then altered as

$$I^{(s)}(p^{(\kappa)}) = \kappa^s I^{(s)}(p) + (1 - \kappa)^s.$$  \hfill (87)

Altered indices are really dealt with in applications of the presented complementarity relations. So, a special attention should be paid to determining actual $\kappa$ as accurately as possible. Substituting this value, the original indices $I^{(s)}(p)$ are extracted due to (87). After that, we are ready to apply the complementarity relations in practical questions of quantum information processing. Of course, used detectors must have sufficiently high efficiency.

VI. CONCLUSIONS

We have obtained complementarity relations for POVMs assigned to a quantum design. To express the amount of uncertainties quantitatively, the Rényi and Tsallis entropies of order $\alpha \in (0, 2)$ were used. The two methods to estimate functions of interest were utilized. The first method is based on truncated expansions of the Taylor type. The second way uses polynomials with flexible coefficients. Within applied analysis, such expansions were motivated and illustrated by Lanzos [28]. Both the methods lead to two-sided estimates on the Tsallis and Rényi entropies, whenever several indices of subsequent integer degrees are prescribed. Design-structured POVMs are an obvious example in which this situation occurs. Hence, the complementarity relations for related measurements in terms of generalized entropies of order $\alpha \in (0, 2)$ are naturally. They give a natural extension of the main results of [26]. The derived two-sided estimates are useful in any context, where the sums of certain powers of probabilities are easy to obtain.

The presented complementarity relations were exemplified with several quantum designs in two dimensions. It was observed that the two methods of estimating are more different for $\alpha \in (0, 1)$. With growth of degree $t$, we see a reduction of the domain, where the second way is better. On the other hand, the scheme of polynomials with flexible coefficients remains important to estimate $\alpha$-entropies for a pure state. As is well known, pure-state entropic bounds are used to derive separability criteria and steering inequalities. Hence, the second scheme to formulate two-sided estimates will be interesting, even if a domain of its role shortens. Possible applications of new relations in quantum tomography and entanglement detection were illustrated. As was also mentioned, novel entropic steering inequalities follow from the derived relations. All these results newly show a utility of polynomials with flexible coefficients initially proposed by Lanzos [28].

Appendix A: An inequality

Let us consider the polynomial function of $x \in [0, 1]$ defined as

$$\phi_n(x) = \sum_{s=2}^{n} \frac{c_n^{(s)} x^s}{s - 1},$$  \hfill (A1)

where $n \geq 2$. It is immediate to obtain

$$\frac{d^2 \phi_n(x)}{dx^2} = \sum_{s=2}^{n} s c_n^{(s)} x^{s-2} = \frac{1}{x} \left( \frac{dT_n^*(x)}{dx} - c_n^{(1)} \right).$$  \hfill (A2)

In terms of $\xi = 2x - 1 = \cos \theta$ with $\theta \in [0, \pi]$, we have $T_n^*(x) = T_n(\cos \theta) = \cos n\theta$ and

$$\frac{dT_n^*(x)}{dx} = \frac{2 dT_n(\xi)}{d\xi} = \frac{2 d\theta}{d\cos \theta} \frac{d \cos n\theta}{d\theta} = \frac{2n \sin n\theta}{\sin \theta}.$$  \hfill (A3)

Combining this with $c_n^{(1)} = (-1)^{n+1} 2n$ and (A2) leads to

$$\frac{x \sin \theta}{2n} \frac{d^2 \phi_n(x)}{dx^2} = (-1)^n \left[ n \sin \theta + (-1)^n \sin n\theta \right].$$  \hfill (A4)

It can be shown by induction that, for $\theta \in [0, \pi]$ and integer $n \geq 1$,

$$|\sin n\theta| \leq n \sin \theta.$$  \hfill (A5)

In view of (A5), the sign of (A4) is determined by $(-1)^n$. For $x \in [0, 1]$, therefore, the function $\phi_n(x)$ is convex for even $n$ and concave for odd $n$. Hence, we also see convexity of the right-hand side of (A4) due to $\phi_n(0) = 0$ and
\[ \frac{d\phi_n}{dx} \bigg|_{x=0} = 0, \] the tangent line is horizontal at the point \( x = 0 \) and coincides with the abscissa. Combining this with convexity and concavity, respectively, one gets \( \phi_n(x) \geq 0 \) for even \( n \) and \( \phi_n(x) \leq 0 \) for odd \( n \). In other words, for all \( x \in [0,1] \) we have

\[ (-1)^n \phi_n(x) \geq 0. \]  

For integer \( r \geq 1 \), we further define

\[ \varphi^{(r)}_n(x) = (-1)^n \sum_{s=2}^{n} \frac{c_n^{(s)} x^s}{(s-1)^r}, \]  

so that the left-hand side of (A6) coincides with \( \varphi^{(1)}_n(x) \). For \( x \in [0,1] \), one has

\[ \varphi^{(r)}_n(x) \geq 0, \]  

This conclusion is obtained by induction due to (A6) and

\[ \varphi^{(r+1)}_n(x) = \int_0^x \varphi^{(r)}_n(z) \frac{dz}{z^2}. \]  

Assuming \( \alpha - 1 = \gamma \in [0,1) \), we now write the power expansion

\[ \frac{(-1)^n}{\tau_{n\alpha}} = 2n^2 + (-1)^n \gamma \sum_{s=2}^{n} \frac{c_n^{(s)}}{s-1-\gamma} = 2n^2 + (-1)^n \gamma \sum_{s=2}^{n} \frac{c_n^{(s)}}{s-1} \left(1 - \frac{\gamma}{s-1}\right)^{-1} = 2n^2 + \sum_{r=1}^{\infty} \varphi^{(r)}_n(1) \gamma^r. \]

Due to (A8), the right-hand side of (A9) is positive. That is, we proved \((-1)^n \tau_{n\alpha} \geq 0\) for \( \alpha \in [1,2) \).
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