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Abstract—To support various edge applications, a neural network accelerator needs to achieve high flexibility and classification accuracy within a limited power budget. This paper proposes a weight tuning algorithm to improve the energy efficiency by lowering the switching activity. A flexible and runtime-reconfigurable CNN accelerator is co-designed with the algorithm and demonstrated with a feature extraction processor on an FPGA. The system is fully self-contained for small CNNs and speech keyword spotting is shown as an example. A fully integrated custom ASIC is also being fabricated for this system. Based on post place-and-route simulation of the ASIC, the weight tuning algorithm reduces the energy consumption of weight delivery and computation by 1.70x and 1.20x respectively with little loss in accuracy.

I. INTRODUCTION

Smart edge devices that support efficient neural network (NN) processing have recently gained public attention. With algorithm development, previous work has proposed small-footprint NNs achieving high performance in various medium complexity tasks, e.g. speech keyword spotting (KWS), human activity recognition (HAR), etc. Among them, convolutional NNs (CNNs) perform well [1], which gives rise to the deployment of CNNs on edge devices. A hardware platform for edge devices should be (1) flexible to support various NN structures optimized for different applications; (2) energy efficient to operate within the power budget; (3) achieving high accuracy to minimize spurious triggering of power-hungry downstream processing, since it is often part of a large system.

Both algorithms, such as quantization and model compression, and accelerator designs for energy efficient processing of CNNs have been proposed. Quantization reduces the bit precision. But some experiments show that quantizing NNs to extremely low bitwidth, e.g. 1 bit, does not necessarily lead to model size reduction, because the model structure needs to be modified to retain the accuracy [2]. Model compression algorithms focus on minimizing the model size with little loss in accuracy. However, pruning-based algorithms mainly need specialized hardware to exploit the resulting sparse tensors for energy reduction. Previous work has proposed CNN accelerators targeting edge computing. However, many of them support limited flexibility for the NN shapes, are designed only for a specific task or sacrifice the accuracy [3]–[5].

To address the challenges in flexibility, energy efficiency and accuracy in CNN accelerator design, this work takes an algorithm-and-hardware co-design approach. The key contributions of this paper are highlighted as follows: (1) a weight tuning algorithm that reduces the energy consumption associated with weight delivery and computation by lowering the toggle count of weight sequence; (2) the co-design of a CNN accelerator that supports the proposed algorithm and is flexible for a wide range of NN model structures; (3) the demonstration of speech keyword spotting (KWS) as an example on an FPGA and the design of a fully integrated ASIC (being fabricated) with the proposed CNN accelerator and a feature extraction processor.

II. WEIGHT TUNING ALGORITHM

The weight tuning algorithm reduces the energy consumption of the CNN accelerator with little loss in accuracy by tuning the bit representation of weights. Fundamentally different from quantization and model compression algorithms, the proposed algorithm is based on the theory that the dynamic power of a CMOS gate is linearly proportional to its switching activity, which is influenced by the toggle count (TC) of its input sequence. In a NN accelerator, weights are read from the memory, delivered through network-on-chip (NoC) and then multiplied with input activations (IAs) following a sequence set by the designer. The TC of this weight sequence affects the switching activity of weight buses and the multipliers. And for a memory that can do conditional pre-charge based on previously read data, e.g. [7], it also affects the pre-charge activity of bit-lines. Therefore, minimizing the TC of weight sequence can reduce the power consumption of those components. To gain those benefits, we propose a weight tuning algorithm that contains 3 sequential steps: (1) tensor decomposition with retraining; (2) quantization and sign-magnitude representation; (3) weight scaling and bit perturbation with retraining.

A. Tensor Decomposition (TD) with Retraining

TD with retraining [8] is a model compression method that breaks a convolutional layer into 3 layers without activation function in between and retrains to maintain accuracy as shown in Fig. 1. The total parameters and computation of the resulting layers are less than those of the original layer. Thus it is favorable for reducing the energy per inference.
filters [11]. The scaling factor \( K_l \) of layer \( l \) is determined by
\[
K_l = \arg\min_{\{a,b\}} \text{ToggleCount}(k_l W_l), k_l \in (a,b), a \geq 0,
\]
where \( W_l \) is the weight tensor. \text{ToggleCount} is the function to
calculate the TC and \( a, b \) are the user defined bounds of \( K_l \).
\( K_l \) is determined by an exhaustive search in the given range
with a predefined step size \( s \). It can be applied to layers using
ReLU as the activation function without impact on the classi-

Fig. 2. The flowchart of the bit perturbation algorithm. Relative error
\( \epsilon \) of this paper. The decomposed NN is then retrained as proposed in [8].

B. Quantization and Sign-Magnitude (QSM) Representation

We then convert the model to 8 bit fixed-point numbers with
linear quantization as used in many NN accelerators. Instead
of 2’s complement (2C) format, we use sign-magnitude (SM)
representation of weights to reduce weight sequence TC [9],
[10]. The overhead of that is the implementation of adder.
Section III discusses in detail how we minimize the overhead.

C. Weight Scaling and Bit Perturbation (WSBP) with Retraining

The 4-D weight tensor of every layer is flattened to a 1-D
vector following the sequence that weights are read, delivered
and calculated in the NN accelerator. We sequentially apply
weight scaling and bit perturbation to it further reduce the
TC and incorporate them with retraining to maintain accuracy.

1) Weight Scaling: Weight Scaling is to scale the weights
and biases uniformly in every layer to lower the TC of weight
sequence, which is inspired by the coefficient scaling for FIR

Section III discusses in detail how we minimize the overhead.

III. SYSTEM ARCHITECTURE

As shown in Fig. 3, we implemented a standalone system
with 80kB model parameter memory and 1kB configuration
buffer for storage and configuration of the entire NN with up
to 12 layers during the setup phase. All the data buffering is
done on-chip using a 2kB circular input buffer and a 48kB
activation memory without the need of off-chip DRAM.

The processing element (PE) array level dataflow is shown
in line 4 – 8 of Fig. 4. The PE array is logically treated
as having 4 columns, and each PE as a special case of
convolutions. The delivery of bias, partial sum and output activations
are configured at runtime before the execution of every layer.
The delivery of bias, partial sum and output activations are
similar except that not every PE needs data. Thus the used
controllers and FIFOs can be gated. Different from Eyeriss
which implements row stationary (RS) dataflow, the proposed
design follows weight stationary (WS) dataflow in the PE
array level considering that
\[
w = l \times \text{ToggleCount}(l, K) = \inf. \text{ToggleCount}(l, K).
\]

2) Bit Perturbation: Inspired by the coefficient perturbation
for FIR filters proposed in [11], we apply the bit perturbation
to weight sequence as shown in Fig. 2 to reduce the TC. It
equally splits the weight vector \( D \) into \( n \) sub-vectors \( \{D_i\} \)
and then replaces \( k \) LSBs of weights in every sub-vector \( D_i \)
with their average value. It loops through all possible \( n \) and \( k \)
searching for a bit tuned low-TC weight sequence with small
deviation from the original weights.

3) Retraining: Retraining is applied to restore the accuracy
loss caused by WSBP. The proposed QSM and WSBP are ap-
plied to the pretrained floating point NN as a wrapper function
of parameters in the forward pass. During back-propagation,
the straight-through estimator (STE) [12] is adopted, which
passes the gradients through the wrapper function as-is.

As shown in Fig. 3, we implemented a standalone system
with 80kB model parameter memory and 1kB configuration
buffer for storage and configuration of the entire NN with up
to 12 layers during the setup phase. All the data buffering is
done on-chip using a 2kB circular input buffer and a 48kB
activation memory without the need of off-chip DRAM.

The processing element (PE) array level dataflow is shown
in line 4 – 8 of Fig. 4. The PE array is logically treated
as having 4 columns, and each PE as a special case of
convolutions. The delivery of bias, partial sum and output activations
are configured at runtime before the execution of every layer.
The delivery of bias, partial sum and output activations are
similar except that not every PE needs data. Thus the used
controllers and FIFOs can be gated. Different from Eyeriss
which implements row stationary (RS) dataflow, the proposed
design follows weight stationary (WS) dataflow in the PE
array level considering that
\[
w = l \times \text{ToggleCount}(l, K) = \inf. \text{ToggleCount}(l, K).
\]
Fig. 3. System architecture of the NN accelerator and the micro-architecture of the NoC controller.

workload between PEs given layer shapes. All PEs are chained in a sequence for the inter-PE partial sum delivery as shown in Fig. 3. That supports spatial sum with flexible configuration of logical rows and columns, since partial sums can be spatially accumulated across an arbitrary number of PEs.

As discussed in Section II-B, weights are represented in SM format to reduce TC. Exploiting the fixed calculation pattern in CNN, we implement a mixed-representation datapath. Weights and IAs are multiplied in SM format using an unsigned multiplier and an XOR gate that generates the sign bit. An adder-subtractor is used to convert the SM product to 2C representation with the sign bit of the product as the carry bit, and do accumulation. The 2C outputs are delivered to other PEs for spatial sum or buffered in memory for temporal accumulation to generate the output activations. Only after all the computation of this layer is finished, do we need to convert them back to SM format for the next layer. Thus the energy overhead of the conversion is mitigated.

IV. IMPLEMENTATION RESULTS

The CNN accelerator with a feature extraction processor is implemented on Xilinx XC7K410T. The CNN accelerator operates at 50MHz and consumes 68mW based on Vivado power estimation. The FPGA demo for the KWS task and the post place-and-route (P&R) resource utilization is shown in Fig. 6.

The proposed system is also being fabricated using TSMC 40nm LP process with a core area of 2.16 mm². Based on the ASIC design, we evaluate the weight tuning algorithm on several CNNs designed for KWS on speech command dataset [14], including CNNs under 80kB (referred to as CNN80) and 200kB memory constraints in [1] and the fstride-4 model in [15]. TD with retraining is applied to most layers except ones that largely impact the accuracy, e.g. the last layer. The resulting models in 2C format serve as the baseline. QSM and WSBP with retraining is applied to the decomposed layers with a step size s of 0.05, the scaling factor bounds a = 0.8, b = 1.8, e_max = 0.15 and n_max equal to half of the vector length. It reduces weight sequence TC by 1.79x–2.56x with less than 0.75% accuracy loss on the testing set for those cases. As shown in Fig. 7, the Hamming distance between successive weights are reduced. To analyze energy reduction, we implement a baseline CNN accelerator that uses 2C MACs following the same procedures for synthesis and P&R as the proposed accelerator using the same technology. Parasitics, SDF and SAIF obtained after P&R are annotated during power analysis. We simulate the execution of a tensor decomposed CNN80 on the dataset. Table I summarizes the total energy consumption of different components during the execution, and compares the accuracy and TC. E_mult. and E_add. are the total energy consumption of all the multipliers and adders in the PEs respectively. E_MAC is the sum of them. E_wgtBus is the energy of weight buses between the weight memory and PEs. It is obtained by summing up the internal and switching energy of buffers inserted in between. As shown, the weight tuning algorithm with the mixed-representation MAC reduces the computation energy by 1.20x compared to the 2C baseline. The energy of weight buses is reduced by 1.70x. Although the energy consumption of memory and activation delivery
is not affected by the algorithm, 1.16x reduction in the total switching energy of the entire system $E_{\text{totalSwitch}}$ is observed. Compared with other digital ASICs for KWS, e.g. [3]–[5], our design is flexible, accurate and achieves comparable energy efficiency. The proposed architecture supports flexible shape and stride of inputs and weights for up to 12 layers. However, [5] restricts to a fixed structure, [3] supports up to 2 layers with up to 64 nodes/layer for LSTMs, and [4] is designed for a fixed input stride and 3x1 1-bit convolution. Our supported CNNs can achieve 91.6% accuracy with 12 output classes on the public available dataset [1], while [3]–[5] only report accuracy on custom designed dataset and [3] only shows binary classification. Based on the post-P&R power analysis, the proposed design achieves 24.38 pJ/MAC with 8-bit weights and 16-bit activations at the worst case corner of 0.99V with a latency of 10ms for real-time KWS processing.

V. CONCLUSION

We co-designed a weight tuning algorithm and a CNN accelerator to improve energy efficiency with little loss in accuracy. Furthermore, the accelerator features high flexibility and runtime reconfigurability to support various applications. It is demonstrated on an FPGA with a feature extraction processor for KWS. Moreover, a fully integrated ASIC is being fabricated. The post-P&R power analysis of the ASIC shows the proposed algorithm reduces the energy consumption of weight delivery and computation by 1.70x and 1.20x respectively. For future work, the weight tuning algorithm can be applied to other NNs, such as LSTM, co-designed with other hardware architectures and dataflows, e.g. output stationary dataflow, and exploited by data-dependent memory [7].
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