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Abstract During last decade the scientific research on Unmanned Aerial Vehicless (UAVs) increased spectacularly and led to the design of multiple types of aerial platforms. The major challenge today is the development of autonomously operating aerial agents capable of completing missions independently of human interaction. To this extent, visual sensing techniques have been integrated in the control pipeline of the UAVs in order to enhance their navigation and guidance skills. The aim of this article is to present a comprehensive literature review on vision based applications for UAVs focusing mainly on current developments and trends. These applications are sorted in different categories according to the research topics among various research groups. More specifically vision based position-attitude control, pose estimation and mapping, obstacle detection as well as target tracking are the identified components towards autonomous agents. Aerial platforms could reach greater level of autonomy by integrating all these technologies onboard. Additionally, throughout this article the concept of fusion multiple sensors is highlighted, while an overview on the challenges addressed and future trends in autonomous agent development will be also provided.
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1 Introduction

Unmanned Aerial Vehicles have become a major field of research in recent years. Nowadays, more and more UAVs are recruited for civilian applications in terms of surveillance and infrastructure inspection, thanks to their mechanical simplicity, which makes them quite powerful and agile. In general, aerial vehicles are distinguished for their ability to fly at various speeds, to stabilize their position, to hover over a target and to perform manoeuvres in close proximity to obstacles, while fixed or loitering over a point of interest, and performing flight indoors or outdoors. These features make them suitable to replace humans in operations where human intervention is dangerous, difficult, expensive or exhaustive.

1.1 Terminology Definitions

This article is reviewing the current State-of-the-Art on control, perception and guidance for UAVs and thus initially this section enlists some of the most used terms in the literature.
Unmanned aerial vehicle – Aircraft without a human pilot onboard. Control is provided by an onboard computer, remote control or combination of both.

Unmanned aircraft system – An unmanned aircraft system is an unmanned aircraft and the equipment necessary for the safe and efficient operation of that aircraft. An unmanned aircraft is a component of a UAS. It is defined by statute as an aircraft that is operated without the possibility of direct human intervention from within or on the aircraft [1].

Micro Aerial Vehicle – A small sized unmanned aircraft system running from battery power and which can be operated and carried by one person.

Collision Avoidance – Sensors on the unmanned aircraft detect adjacent air users and alert either an automated on-board system or the remote pilot of their presence and the potential need to take avoiding action [2].

Fail-Safe – A design feature that ensures the system remains safe in the event of a failure and causes the system to revert to a state that will not cause a mishap [3].

Autonomous system – Operations of a unmanned aerial system wherein the unmanned aerial system receives its mission from either the operator who is off the unmanned aerial system or another system that the unmanned aerial system interacts with and accomplishes that mission with or without human-robot interaction [4].

Autonomy – A unmanned aerial system’s own ability of integrated sensing, perceiving, analyzing, communicating, planning, decision-making, and acting/executing to achieve its goals as assigned by its human operator(s) through designed Human-Robot Interface (HRI) or by another system that the unmanned aerial system communicates with. UMS’s Autonomy is characterized into levels from the perspective of Human Independence (HI), the inverse of HRI [4].

Environment – The surroundings of a UAV. The environment can be aerial, ground, or maritime. It includes generic and natural features, conditions, or entities such as weather, climate, ocean, terrain, and vegetation as well as man-made objects such as buildings, buoys, and vehicles. It can be static or dynamic, can be further attributed in terms of its complexity, and can be described as friendly/hostile are those that the UAV and the operator are interested in or aware of [4].

Sensor Fusion – Information processing that deals with the acquisition, filtering, correlation, comparison, association, and combination/integration of data and information from sensors to support UAV objectives of recognition, tracking, situation assessment, sensor management, system control, identity estimation, as well as complete and timely assessments of situations and threats and their significance in the context of mission operation. The processes can involve UAV onboard computing sensors, externally provided sensor information, and human input. The process is characterized by continuous refinement of its estimates and assessments, and by the evaluation of the need for additional sources, or modification of the process itself, to achieve improved results [4].

Perception: A UAV’s capability to sense and build an internal model of the environment within which it is operating, and to assign entities, events, and situations perceived in the environment to classes. The classification (or recognition) process involves comparing what it observed with the system’s a priori knowledge [4].

Mission – The highest-level task assigned to a UAV [4].

Waypoint – An intermediate location through which a UAV must pass, within a given tolerance, en route to a given goal location [4].

1.2 UAV Types

This massive interest for UAVs has led to the development of various aircraft types in many shapes and sizes to operate in different tasks [5]. Within the scope of this article 4 categories of UAVs are referred, namely single rotor helicopters, multi rotor-crafts, fixed wing planes and hybrid combinations. Each of these platforms have their own advantages and disadvantages that let the operator decide which will best fit the application. The 4 types depicted in Fig. 1 (singel rotor: [6], multi-rotor: [7], fixed wing: [8], hybrid: [8]) are presented briefly below.

Single rotor – This platform has the main rotor for navigation and a tail rotor for controlling the heading. Mostly they can vertically take-off and land and do not need airflow over the blades to move
forward, but the blades themselves generate the required airflow. Piloted helicopters are popular in aviation but their unmanned versions are not so popular in UAV research community. A single-rotor helicopter can be operated by a gas motor for even longer endurance compared multi rotors. The main advantage is that it can carry heavy payloads (e.g. sensors, manipulators) in either hovering tasks or long endurance flights in large areas outdoors. The disadvantages of such platforms are their mechanical complexity, danger from their generally large rotor, and cost.

**Multi rotor** – This class of UAVs can be divided in subclasses depending on the number of rotor blades. The most common are considered quadrotor, hexarotor. Additionally tri-copters or octa-copters have been developed. Mostly they can vertically take-off and land and do not need airflow over the blades to move forward, but the blades themselves generate the required airflow. Multi rotors can be operated both indoors and outdoors and are fast and agile platforms that perform demanding manoeuvres. They can also hover or move along a target in close quarters. The downsides of these types are the limited payload capacity and flight time. Additionally, the mechanical and electrical complexity is generally low with the complex parts being abstracted away inside the flight controller and the motors’ electronic speed controllers.

**Fixed wing** – The basic principle of these UAVs consist of a rigid wing with specific airfoil that can fly based on the lift generated by the forward airstream (produced by a propeller). The navigation control is succeeded through specific control surfaces in the wings known as aileron (pitch), elevator (roll) and rudder (yaw). The simple structure of such vehicles is the greatest advantage from the other types. Their aerodynamics assist in longer flight ranges and loitering as well as high speed motion. Furthermore, they can carry heavier payloads compared to multi rotors, while the drawbacks of these platforms are the need for a runway to take off and landing and the fact that they need to move constantly preventing hovering tasks. The landing is also crucial for safe recovery of the vehicle.

**Hybrid** – This class is an improved version of fixed wing aircrafts. Hybrid vehicles have the ability to hover and vertically takeoff and land. This type is still under development.

Overall, rotor crafts are more suitable for applications like infrastructure inspection and maintenance due to hover capabilities and their agile maneuvering. On the other hand, fixed wing vehicles fit better in aerial surveillance and mapping of large areas from greater heights. Table 1 provides a brief overview of advantages and disadvantages of aerial vehicles.
Table 1 Advantages and disadvantages of UAV types

| UAV Type      | Advantages                                                        | Disadvantages                      |
|---------------|------------------------------------------------------------------|------------------------------------|
| Single-Rotor  | • VTOL flight  <br>• Hover flight  <br>• Heavy Payload  <br>• Long Endurance & Coverage | • Area coverage  <br>• More dangerous |
| Multi-Rotor   | • VTOL flight  <br>• Hover flight  <br>• Maneuverability  <br>• Indoors/outdoors  <br>• Small and cluttered areas  <br>• Simple design | • Area coverage  <br>• Limited payload  <br>• Short flight time |
| Fixed-Wing    | • Long endurance  <br>• Large coverage  <br>• Fast flight speed  <br>• Heavy Payload | • Launch-Landing specific space  <br>• No hover flight  <br>• Constant forward velocity to fly |
| Hybrid        | • Long endurance  <br>• Large coverage  <br>• VTOL flight | • Under development  <br>• Transition between hovering and forward flight |

1.3 UAV Sensing

Some areas where the UAVs can be widely exploited are Search and Rescue, Survey, Security, Monitoring, Disaster Management, Crop Management and Communications missions [9, 10]. In the first steps of the UAV-era, these aircrafts were equipped with exteroceptive and proprioceptive sensors in order to estimate their position and orientation in space. The principal sensors used were the Global Positioning System (GPS) for the position and the Inertial Navigation System (INS), formulated mostly by an three axis accelerometer and gyroscope. These sensors, however, have some flaws from their operating principles, which affect the performance of the system. On one hand, one of the great drawbacks of the GPS, lies in the doubtful precision, as it depends on the general number of available satellites [11], whereas on the other hand low cost INS suffer from integration drift problems due to propagating bias errors. Small errors in calculated acceleration and angular velocity are consecutively integrated into linear and quadratic errors in velocity and position respectively [12]. Therefore, elaborate estimation processes are essential to guarantee stability of the system.

The aforementioned navigational equipment, questions the reliability and limit the best possible utilization of an UAV in real life applications. For this reason, new ways to estimate and track the position and orientation of the UAV were needed. An ideal-accurate solution for the calculation of vehicle’s pose would be the fusion of data from multiple collaborative sensors [12]. Nevertheless, multiple sensors could be impractical for some types of UAVs like Micro Aerial Vehicle (MAV)s due to the limited payload or for some sensors that malfunction in specific environments (like GPS in indoor environments). Thus, it becomes crucial for the utility provided by UAVs to establish a more generic approach for pose estimation, being able to be applied on any type of aircraft.

Nowadays, the evolution in embedded systems and the corresponding miniaturization has brought powerful yet low-cost camera modules and Inertial Measurement Unit (IMU)s that could be mounted on UAVs, extract useful information on board and feed back the necessary data, fused with measurements from inertial sensors. Different types of sensors can be employed depending on the task. Ultrasonic sensors (Fig. 2a) could be directly integrated in obstacle avoidance operations, while laser range finders (Fig. 2c) provide range measurements for obstacle detection and mapping of 3D environments. Visual stereo (Fig. 2b) or monocular camera (Fig. 2d) systems are able to provide depth measurements for obstacle avoidance.
and mapping tasks. Additionally, they can be tightly coupled with IMUs for visual-inertial ego-motion estimation and the raw image stream is also required for infrastructure inspection. Some example modular vision systems are depicted in Fig. 2 with a) [13], b) [14], c) [15], d) [16]. In this survey studies that include camera as primary or secondary sensors are enlisted. In this manner the UAV will enhance its environmental perception, while increasing its overall flying and actuating capabilities. The term Computer Vision, defines the generic research area where the characteristics of the real 3D world are interpreted into metric data through the processing of 2D image planes. The basic applications of Computer Vision include machine inspection, navigation, 3D model building and surveillance, as well as interaction with the environment. The accomplishment of these applications requires the execution of several algorithms, which process 2D images and provide 3D information. Some of these algorithms perform object recognition, object tracking, pose estimation, ego-motion estimation, optical flow and scene reconstruction [17]. Consequently, Computer Vision can have a critical contribution in the development of the UAVs and their corresponding capabilities.

1.4 Motivation of this Review

The aim of this article is to provide an overview of the most important efforts in the field of computer vision for UAVs, while presenting a rich bibliography in the field that could support future reading in this emerging area. An additional goal is to gather a collection of pioneering studies that could act as a road-map for this broaden research area, towards autonomous aerial agents. Since the field of computer vision for UAVs is very generic, the depicted work will focus only in surveying the areas of: a) flight control or visual servoing, b) visual localization and mapping, and c) target tracking and obstacle detection.

It should be highlighted that this article classified the aforementioned categories following the Navigation - Guidance - Control scheme. The big picture is to provide a significant insight for the entire autonomous system collecting all the pieces together. The concept of navigation monitors the motion of the UAV from one place to another processing sensor data. Through this procedure the UAV can extract essential information for its state (kinematics and dynamics - state estimation), build a model of its surroundings (mapping and obstacle detection) and even track sequential
objects of interest (target tracking) to enhance the perception capabilities. Thus, by combining localization and perception capabilities, the robotic platforms are enabled for Guidance tasks. In the Guidance system, the platform processes information from perception and localization parts to decide its next move according to specified task. In this category trajectory generation and path planning are included for motion planning, mission-wise decision making or unknown area exploration. Finally, the realization of actions derived from Navigation and Guidance tasks is performed within the Control section. The controller manipulates the inputs to provide the desired output enabling actuators for force and torque production to control the vehicle’s motion. Generally, different controllers have been proposed to fulfill mission enabled requirements (position, attitude, velocity and acceleration control). In the following sections the major works that employ visual sensors for each defined category will be presented, while the Navigation, Guidance and Control overview scheme is provided in Fig. 3.

The rest of this article is structured as follows. In Section 2 a complete overview of the most important approaches in the field of flight control will be presented. Furthermore, in Section 3 a survey on Perception (visual Simultaneous Localization and Mapping (SLAM), Obstacle detection and target tracking)
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**Fig. 3** Typical overview (variations can apply) of an autonomous aerial system including Sensing, Navigation, Guidance and Control parts. In general, various combinations of these parts are employed to achieve real-world applications, depending on the environment, the aerial platform and human operator needs. In this figure the image feature parameter space along with partial state estimation for Image Based Visual Servoing (IBVS) is also highlighted.
Fig. 4 Image Based Visual Servoing control structure

Fig. 5 Position Based Visual Servoing control structure

and state estimation (visual odometry) for unmanned aerial platforms will be further analyzed. Moreover, in Section 4, representative research efforts that combine the aforementioned fields with mission planning tasks towards visual guidance will be listed. Finally, in Section 5 the conclusions will provided, extended with a discussion on specific challenges and future trends.

2 Flight Control

In this section different control schemes and algorithms are described that have been proposed throughout the years for UAV position, attitude, velocity control. Initially, Visual servoing schemes are described, followed by vision based UAV motion control.

2.1 Visual Servoing

The main idea of Visual Servoing is to regulate the pose \( \{C_{\xi,T}\} \) (position and orientation) of a robotic platform relative to a target, using a set of visual features \( \{f\} \) extracted from the sensors. Visual features, in most of the cases, are considered as points but can also be parametrised in lines or geometrical shapes such as ellipses. More specifically, image processing methods are integrated in the control scheme so that either the 2D features or the 3D pose measurements along with IMU data \( \{z_{IMU}\} \) are fed back in the closed loop system.

In general, Visual Servoing can be divided into three techniques: a) Image Based Visual Servoing (IBVS), b) Position Based Visual Servoing (PBVS), and c) Hybrid Visual Servoing (IBVS + PBVS), depending on the type of the available information that the visual system provides to the control law. In the IBVS method, the 2D image features are used for the calculation of control values, while in the PBVS method the 3D pose of a target is utilized [19, 20]. In Figs. 4 and 5 the basic structure of the IBVS and the PBVS UAVs control schemes are presented, while the rest of this Section provides a brief overview of the contributions in this field.

In [21] an adaptive IBVS scheme to control firstly the 3D translational motion and secondly the yaw angle of a quadrotor with a fixed downward looking camera has been presented. This method is based on image features, in perspective image space, from an object without any prior information of its model. The controller followed a backstepping approach and regulated the position using error information on roll and pitch angles. In the same way [11] presented an innovative contribution for controlling the 3D position of a Vertical Takeoff and Landing Vehicle (VTOL) from the 2D projective geometry. More specifically, this research aimed to develop a UAV capable of hovering over a specified target for inspection tasks, by utilizing only image data in the control process. The suggested controller was hybrid and combined the advantages of PBVS and IBVS techniques, while a significant
benefit of this hybrid approach is that it can be also operational with 3D objects with unknown geometries. In the approach presented in [22], similarly, the aim was to control the position and orientation of an aerial platform incorporating image features in the control loop. Initially, an IBVS control structure has been implemented to provide smooth vertical motion and yaw rotation for the UAV observing ground landmarks from a fixed down-looking camera. For the horizontal motion control, a novel approach has been employed by the utilization of a virtual spring. The proposed controller only considered the camera, the propeller models and the mass of the UAV as parameters.

In [23] two different visual servoing approaches have been proposed for the real-time navigation of a quadrotor across power lines. The first controller implemented an enhanced with a Linear Quadratic Servo technique IBVS method, while on the contrary, the second controller implemented the Partial PBVS method, based on the estimation of the relative to power conductors UAV’s partial pose. A similar research in [24] presented an IBVS approach for linear structure tracking during survey missions and automatic landing. In [25], a VTOL platform based navigation system, using the IBVS technique has been presented. The goal of this research was the control of a VTOL UAV to perform close distance manoeuvring and vertical structure inspections in outdoor environments based on image features such as lines. Likewise, [26] presented a novel approach for Skid-to-Turn manoeuvres for a fixed wing UAV, to inspect locally a linear infrastructure using an IBVS control. This work provided comparison between Skid-to-Turn and Bank-to-Turn manoeuvres control performance for inspection applications. Moreover, in [27] a control method that was able to stabilize an UAV in a circular orbit, centered above a ground target, by using only visual and proprioceptive data through an IBVS approach has been presented. In this case, the fixed wing UAV has been equipped with a gimballed camera. Similarly [28] proposed a visual servoing control scheme for the stabilization of a quadrotor UAV. The presented approach integrated a novel visual error that improved the conditioning of the closed loop Jacobian matrix in the neighbourhood of the desired set point. Another novel approach has been presented in [29], where a control scheme utilized computer vision for UAV hovering above 2D targets. This method intended to be used for inspection tasks, where the UAV is tolerant to small change in its orientation so that it keeps the object inside the camera’s field of view. The proposed controller was able to integrate the homography matrix from the vision system and also to decouple the translation and orientation dynamics of the UAV. Some previous and complimentary works in this area have been also presented in [30–32].

The collaboration of two quadrotors for vision-based lifting of a specific payload, with unknown position has been presented in [33]. In this approach, the UAVs were equipped with downward-looking cameras and utilized the information from the vision system to attach their docking positions on the target. As before, in this case the IBVS method has been utilized for the visual information and a corresponding sliding mode controller has been designed and implemented.

In [34] a UAV that was controlled solely from visual feedback, using the faces of a cuboid as reference, has been presented. In this approach, a camera was tracking the UAV’s motion and rotation in the 3D space and calculated its pose. Moreover, in [35] a UAV that was able to follow accurately a user-defined trajectory, by only using visual information and without the need of an IMU or a GPS has been presented. The proposed approach was able to map the error of the image features to the error of the UAV’s pose in the Euclidean space, while in the sequel this error was integrated into the closed-loop trajectory tracking feedback controller. This alternative visual servoing strategy was different from the classical PBVS and IBVS techniques.

In [36] a control algorithm for the autonomous landing on a moving platform for a VTOL has been presented based the utilization of the IBVS technique. In this case, the platform was tracked from an image based visual servoing method, which also generated a velocity reference as an input to an adaptive sliding controller. This adaptive control was able to compensate the ground effect during the manoeuvre. Furthermore [37] also suggested a visual based controlled system for autonomous landing of a small-size fixed wing UAV. During the landing phase the IBVS provided to the controller the manoeuvring information like the pitch and yaw angles so that the UAV fly into a visual marker directly, with the marker recognition to be achieved through colour and moment based detection methods.
Table 2 Advantages and disadvantages of UAV types

| Advantages                                      | Disadvantages                     |
|------------------------------------------------|-----------------------------------|
| IBVS                                           | Additional Sensors (IMU)          |
| • Processing 2D feature space                   | Accuracy issues                   |
| • Low computational cost                        | Drift errors camera trajectory    |
| PBVS                                           | 3D point space                    |
| • Accurate pose estimation                      | Known 3D target model             |
| • Produce smooth trajectories for the camera    | High computational cost           |

A navigation system based on a stereo, system together with an IMU and using IBVS, has been proposed for a mini UAV in [38]. In this case the position and orientation of the UAV were controlled relative to a known target, with the vision system to be responsible for the translational control and the IMU for the rotational control. The translation and rotation of the mini vehicle were decoupled in order to simplify the overall model and a saturated PD control has been implemented to simplify the modeling. Finally, in [39] the combination of a nonlinear controller for a quadrotor UAV, with visual servoing has been investigated in order to generate stable and robust trajectories in a perturbed environment. This research employed the three types of visual servoing 2D, 2 1/2 D and 3D for an accurate comparison and presented the advantages and drawbacks respectively.

The aforementioned studies consist of a big part in the ongoing research regarding Visual Servoing for UAVs’. A brief overview shows that since the control scheme of the aerial platforms considers Euclidean coordinates PBVS, it is able to produce smooth trajectories of the camera. However, it can not control directly the motion of the features and it may lead the target outside of the Field of View. On the other hand, IBVS controls directly the motion of the features in the image plane, while keeping the target inside the Field of View and ignoring the Euclidean pose of the platform and producing unpredicted trajectories for the UAV with high risks for collisions of the target. Thus IBVS is heavily depending on additional sensors such as IMUs to improve pose control of the UAV. Regarding computational aspects, IBVS outperforms PBVS and requires less processing power. The above comparison is summarized in Table 2. The major tasks of IBVS, PBVS and hybrid approaches are enlisted in Table 3.

2.2 Vision Based Control

In this section research on UAV control using visual information is described.

In [40] a real time vision system for aerial agent localization and control has been proposed. The rotorcraft was equipped with a downward looking camera. An optic flow algorithm fused with IMU in an Extended Kalman Filter (EKF) was integrated with the non linear controller to accomplish 3D navigation. Furthermore, [41] proposed a real-time system for UAV take off, hovering and landing using ground landmarks with two concentric circles. In this case the circles were considered as ellipses and their parameters were computed. From the ellipse features, the conic section theory and the position in the image, the angle of the camera frame with respect to the world frame was calculated and then the camera pose was estimated. Afterwards a LQR-LTR control method was applied to stabilize the vehicle, considering a set point and the camera pose known. Moreover, in [42], an adaptive controller for UAV autonomous tasks, such as hovering at a specific altitude and trajectory tracking has been presented. The proposed scheme was able to perform vehicle localization and 3D terrain mapping for obstacle detection. The IMU measurements were merged with optic flow information

Table 3 Advantages and disadvantages of UAV types

| Tasks                          |
|-------------------------------|
| Visual Servoing               |
| • Take off and Landing         |
| • Obstacle Avoidance          |
| • Position and Attitude control|
| • Stabilization over a target  |
| • Collaborative Lifting       |
and estimated the aircraft’s ego-motion and depth map with unknown scale factor. An adaptive observer converted the scaled data into absolute velocity and real position from the obstacle and finally the proposed controller was able to integrate these measurements for autonomous navigation. In [43] a UAV perception system for autonomous UAV landing and position estimation has been implemented. The computer vision algorithm was utilized during the landing process by sending data to a controller for aligning the UAV with the pad. On-board the UAV were also mounted a sonar and an optic flow sensor for altitude, position and velocity control. In [44] a novel strategy for close distance to the ground VTOL-UAV manoeuvring like hovering around, landing and approaching a target has been described. The framework of the time-to-contact (tau) theory has been implemented for autonomous navigation. A monocular camera and an IMU were employed by the developed control law and integrated their data through a novel visual parameter estimation filtering system. In [45] a quadrotor helicopter capable of both autonomous hovering and navigation in unknown environments and object gripping using low cost sensors has been presented. The vehicle stabilization was accomplished by a PD controller while an attitude estimation filter reduced the noise from the sensor measurements. Navigation was succeeded by incorporating the position and yaw angle estimations of the visual Simultaneous Localization and Mapping algorithm into a nonlinear sigmoid based controller. The aerial gripping was accomplished with a second infrared camera able to estimate the 3D location of an object and send the measurements to a third controller. In [46] a real-time vision system for UAV automatic landing has been implemented. The helipad was detected using an image registration algorithm and the direction of the head of the UAV was computed with Hough Line Detection and Helen Formula. The UAV camera images were binary transformed with an adaptive threshold selection method before they are processed for the landing. Another approach [47] proposed a vision-based algorithm for efficient UAV autonomous landing. Firstly CamShift algorithm was applied to detect the helipad region, followed by the SURF algorithm in order to calculate the position and the velocity of the UAV. Afterwards the combination of the SURF results and the IMU data were inserted through a Kalman filter for the control of the UAV. In [12] a quadrotor vehicle has been developed towards autonomous take off, navigation and landing. The rotor-craft was equipped with a stereo camera and IMU sensors. The measurements of these sensors were merged through a Kalman filter in order to remove noise and fix the accuracy of the UAV state estimation. The camera ego-motion was computed by stereo visual odometry technique.

3 Navigation

In this section major research in the fields of visual localization and mapping, obstacle detection and target tracking is presented.

3.1 Visual Localization and Mapping

The scope of localization and mapping for an agent is the method to localize itself locally, estimate its state and build a 3D model of its surroundings by employing among others vision sensors [48]. In Fig. 6, some visual mapping examples are depicted such as: a) [49], b) [50], c) [51]. In a) dense 3D reconstruction from downward looking camera from MAV is demonstrated, while in b) a complete aerial setup towards autonomous exploration is presented. The map shown in Fig. 6 is an occupancy map. The system relies on a stereo camera and a downward looking camera for visual inertial odometry and mapping. Similarly, in c) another approach for autonomous exploration is described, where the system uses a stereo camera and an inertial sensor for the pose estimation and mapping. The Figure depicts the image raw streams, the occupancy map and the dense pointcloud. The rest of this section briefly provides an overview of the contributions in this field.

Towards this direction in [52], a visual pose estimation system from multiple cameras on-board a UAV, known as Multi-Camera Parallel Tracking and Mapping (PTAM) has been presented. This solution was based on the monocular PTAM and was able to integrate concepts from the field of multi-camera ego-motion estimation. Additionally, in this work a novel extrinsic parameter calibration method for non-overlapping field of view cameras has been proposed.

The combination of a visual graph-SLAM, with a multiplicative EKF for GPS-denied navigation, has been presented in [53]. A RGB-D camera, an IMU and an altimeter sensor have been mounted on-board
the UAV, while the system consisted of two subsystems, one with major priority for the UAV navigation and another for the mapping, with the first one being responsible for tasks like visual odometry, sensor fusion and vehicle control.

In [54] a semi-direct monocular visual odometry algorithm for UAV state estimation has been described. The proposed approach is divided in two subsystems regarding motion estimation and mapping. The first thread implements a novel pose estimation approach consisting of three parts, image alignment through minimization of photometric error between pixels, 2D feature alignment to refine 2D point coordinates and finally minimization of the reprojection error to refine pose and structure for the camera. In the second thread a probabilistic depth filter is employed for each extracted 2D feature to estimate its 3D position. As a continuation, the authors in [55] proposed a system for real time 3D reconstruction and landing spot detection. In this work a monocular approach uses only an onboard smartphone processor for semi direct visual odometry [54], multi sensor fusion [56] and a modified version of Regularized Modular Depth Estimation (REMODE) [57]. The depth maps are merged to build the elevation map in a robot centric approach. Afterwards, the map can be used for path planning tasks. Specifically, experimental trials were performed to demonstrate autonomous landing detecting a safe flat area in the elevation map. Additionally, in [49] a system that integrated SVO odometry in an aerial platform used for trajectory following and dense 3D mapping have been presented. The pose estimations from visual odometry was fused with IMU measurements to enhance the state estimation used by the controllers to stabilize the vehicle and navigate through the path. It should be highlighted that the biases of the IMU where estimated online. The estimated position and orientation were close to ground truth values with small deviations.

In [58] the optimization of both the Scaling Factor and the Membership Function of a Fuzzy Logic Controller by Cross-Entropy for effective Fail Safe UAV obstacle avoidance has been presented. This control method was able to integrate the measurements from a monocular visual SLAM based strategy, fused with inertial measurements, while the inertial SLAM

![Fig. 6](image_url) Different approaches for agent localization inside their surrounding area and simultaneous 3D representation of the area. The map could be represented in pointcloud form (a,c) or occupancy blocks (b,c) to reduce computation demands.
computed the information for the navigation of the UAV. Furthermore, in [59] a Rao-Blackwell approach has been described for the SLAM problem of a small UAV. This work proposed a factorization method to partition the vehicle model into subspaces and a particle filter method has been incorporated to SLAM. For the localization and mapping parts, firstly an EKF has been applied to the velocity and attitude estimation by fusing the on board sensors, then a Particle Filter estimated the position using landmarks and finally a parallel EKFs were processing the landmarks for the map. The aircraft was equipped with an IMU, a barometer and a monocular camera. The UAVs motion has been estimated by a homography measurement method and the features were computed by the SIFT algorithm [60], while some highly distinguishable features have been considered as landmarks.

In [61] a cooperative laser and visual SLAM approach for an UAV that depends solely on a laser, a camera and the inertial sensor has been proposed. The characteristic of the vision subsystem was the correlation of the detected features with the vehicle state and the fact that the detected point database was updated in every loop by an EKF. Prior to the update, the image features were matched (nearest neighbour [62] and Mahalanobis threshold [63]) with their corresponding from the database and the new estimations were processed by the filter. The laser subsystem performed a Monte Carlo pose search, where the vision data have been merged in order to improve point scan and matching. The combination of these sensors provided updates to the vehicle state and the overall proposed scheme resulted in a robust UAV navigation ability in GPS denied environments.

Additionally, in [64] a navigation system that incorporated a camera, a gimballed laser scanner and an IMU for the UAV pose estimation and mapping have been presented. Furthermore, in the same article a method has been presented for the calibration of the camera and the laser sensors, while a real time navigation algorithm based on the EKF SLAM technique for an octorotor aircraft has been also established.

In [65] a monocular visual SLAM system for an UAV in GPS denied environments has been presented. This approach followed an hierarchical structure from the observations of the camera module. The motion of the vehicle (attitude and velocity) were calculated using the homography relation of consecutive frames from extracted features by the SIFT descriptor. The measurements of the camera have been coupled with IMU data through an EKF and based on these measurements, the velocity and the attitude of the aircraft have been estimated. Another EKF has been applied for the localization problem of the UAV as well as the mapping of the surrounding environment. An inverse depth parameterization has been implemented to initialize the 3D position of the features and the usage of the Mahalanobis distance and the SIFT descriptor for feature matching has enhanced the robustness of this proposed scheme.

In [66] a robust method for accomplishing multi UAV cooperative SLAM has been presented. In the presented approach, every UAV in the swarm was equipped with an IMU and a stereo camera system. The SLAM algorithm was operated in each UAV and the information was filtered through an $H_\infty$ nonlinear controller. The system accuracy for both the position of the vehicle and the map cartography were depending on feature re-observation, when a UAV observed features already registered by another UAV.

In [67] a visual SLAM based system for ground target locking has been proposed, while at the same time estimating the UAVs position, despite dubious function of the sensor and the 3D model of the target was assumed a priori known. The UAV was equipped with a camera and a GPS sensor on board and the SLAM technique implemented a probabilistic filtering scheme to extract geometric information from the image. The GPS data were fused with the geometric information and the projected points of the 3D model by the utilization of Kalman and unscented Kalman filters, in order the system to estimate the vehicles pose. The visual information from the camera referred to both the target model and non-target region for the better accuracy, especially for the case where the GPS sensor malfunctioned.

In [68] a monocular vision based navigation system for a VTOL UAV has been proposed, where a modified Parallel Tracking and Multiple Mapping method has been utilized for improving the functionality of the overall system. The proposed algorithm was able to control the UAV position and simultaneously create a map. Furthermore, in [69] a particle filter approach for the SLAM method has been presented, where an IMU and a camera were mounted on-board the RMAX aircraft and fused. The particle filter processed the state of the helicopter and a Kalman filter was responsible for building the map. The vision data consisted of
Points of Interest (PoIs) or features in the image, by the utilization of the Harris corner detector [70]. In the presented approach, a linear Gaussian substructure in the vehicle dynamics lowered the dimensions of the particle filter and decreased the overall computational load. This approach included an extra factorization of the probability density function, when compared to the FastSLAM algorithm [71].

Furthermore, in [72] and [73] the implementation problem of a bearing only SLAM algorithm for high speed aerial vehicle, combining inertial and visual data based on EKF has been presented.

In [50] a vision based UAV system for unknown environment mapping and exploration using a front-looking stereo camera and a down-looking optic flow camera was presented. This approach aimed to perform pose estimation, autonomous navigation and mapping on-board the vehicle.

The Smartcopter, a low cost and low weight UAV for autonomous GPS denied indoor flights, using a smart phone for a processing unit was presented in [74]. This system was capable of mapping, localization and navigation in unknown 2D environments with markers, while a downward looking camera tracked natural features on the ground and the UAV was performing SLAM.

Furthermore [75] proposed a vision based SLAM algorithm for an UAV navigating in riverine environments. The suggested algorithm integrated the reflection in the water and developed a reflection matching approach with a robot-centric mapping strategy. The UAV was equipped with multiple sensors (INS, forward facing camera and altimeter) for both navigation and state estimation processes.

In [76], a UAV vision based altitude estimation for an UAV was presented. The aircraft’s relative altitude to a known ground target was computed by combining the given ground target information (length) and localization methods. This approach was not strictly considering flat ground targets. In [77] a scene change detection method was described based on a vision sensor for creating a sparse topological map. The map contained features of interest from the environment (key locations), where the algorithm was able to detect and describe them. The key locations were calculated by an optical flow method using a Canny edge detector [78]. The estimated flow vectors were filtered and smoothened to maintain valid information and afterwards it was decided if the vectors were new observations in order to have the SIFT descriptor, based on a bag-of-words approach, to update the map database.

A novel mosaic-based simultaneous localization using mosaics as environment representations has been presented in [79]. In this scheme, successive captured images combining their homography relations were used for estimating the motion of the UAV. Simultaneously, a mosaic of the stochastic relations between the images was created to correct the accumulated error and update the estimations. The application of this novel method results in the creation of a network of image relations.

In [80] a UAV system for the environment exploration and mapping, by fusing ultrasonic and camera sensors was developed. In the presented algorithm, the 2D marker planar data, extracted from the image and the depth measurements, from the ultrasonic sensor, were merged and computed the UAVs position, while other ultrasonic sensors were detecting the obstacles. In the sequel, this information was further processed in order to build a map of the surrounding area. In the presented evaluation scenario, it was assumed that the quadrotor was able to move vertically up and down, without rotating around its axis. Finally, in [81] a low cost quadrotor being capable of visual navigation in unstructured environments by using off board processing has been developed. The main components of this work has been a SLAM system, an EKF and a PID controller. This research approach proposed a novel closed-form maximum likelihood estimator to remove the measurement noise and recover the absolute scale of the visual map.

In [82] a real time visual - inertial navigation strategy and control of a UAV have been proposed. It has also been presented a novel feature database management algorithm for updating the feature list utilizing a confidence index. The vision algorithm employed Harris corner detector for feature localization and then through the feature correspondence method the database was being updated. An EKF integrated the camera, IMU and sonar measures and estimates the vehicles state.

In [83] a flight control scheme is developed for autonomous navigation. Pose estimation (PTAM) from visual sensor is fused with IMU data to retrieve full state of the platform. A non-linear controller regulates position and attitude of the UAV in an innerloop-outerloop structure. A modified SLAM (VSLAM)
algorithm is implemented to assist in trajectory tracking for the controller. In [84] a multi camera system for visual odometry is demonstrated. The sensors used are the ultra wide angle fisheye cameras. This work highlights the advantages of this setup against traditional pose estimators. In [85] a monocular visual inertial odometry algorithm has been presented. This work uses pixel intensity errors of image patches, known as direct approach, instead of traditional point feature detection. The identified features are parametrized by bearing vector and distance parameter. An EKF is designed for state estimation, where the intensity errors are used in the update step. In this approach a full robocentric representation for full filter state estimation is followed. Many experimental trials with micro aerial vehicles have been performed to demonstrate the performance of the algorithm. Similarly in [86], a visual inertial integrated system onboard a UAV for state estimation and control for agile motion has been developed. The odometry algorithm fuses data from high frame rate monocular estimator, a stereo camera system and a IMU. Experimental results are provided using a nonlinear trajectory tracking controller. In [87] a full system for visual inertial state estimation has been developed. This work proposed novel outlier rejection and monocular pose estimation guaranteeing simple computational cost, suitable for online applications. Similarly, in [88] the combination of visual and inertial sensors for state estimation has been demonstrated. The core algorithm for sensor fusion is an Unscented Kalman Filter acting on the Lie group SE(3). The authors extended the applicability of the UKF state uncertainty and modelling to cases like Lie group that do not belong to Euclidean space.

In [89] collaborative vision for localization of MAVs and mapping using IMU and RGBD sensors have been proposed. A monocular visual odometry algorithm is used for localization tasks. The depth data are processed to solve the scaling issue from the monocular odometry. Information from multiple agents is transmitted to ground station, where in case of sufficient overlaps between agent views the maps are merged in global coordinate frame. The developed approach provides both sparse and dense mapping. In a similar manner, in [90] a fleet of aerial vehicles has been employed to form a collaborative stereo camera for localization tasks. The sensors used in the proposed scheme are a monocular camera, an IMU and a sonar for each agent. Sensor measurements are fused in an EKF for state estimation. Finally, a formation control is developed to maximize the overlapping field of view of the vehicles. This work presented experimental evaluation.

Visual Simultaneous Localization and Mapping for UAVs is still facing various challenges towards a global and efficient solution for large scale and long term operations. The fast dynamics of the UAVs pose new challenges that should be addressed in order to reach stable autonomous flights. Some of the encountered challenges are shown in Table 4:

### 3.2 Obstacle Detection

Obstacle detection and avoidance capabilities of UAVs are essential towards autonomous navigation. This capability is of paramount importance in classical mobile robots, however, this is transformed into a huge necessity in the special case of autonomous aerial vehicles in order to implement algorithms that generate collision free paths, while significantly increasing the UAV’s autonomy, especially in missions where there is no line of sight. Figure 7 presents visualized obstacle free paths a) [50], b) [91] c) [92], d) [93]. In this figure different obstacle detection and avoidance approaches are presented, where a), b) and c) depict identified obstacles in 3D and d) in 2D. Additionally, b) and d) demonstrate the trajectory followed to avoid objects.

In [93] a novel stereo vision-based obstacle avoidance technique for MAV tasks was introduced. Two stereo camera systems and an IMU were mounted on the quadrotor. Initially the stereo rigs were tightly hardware synchronized and were designed to build a 3D global obstacle map of the environment, using 3D virtual scans derived from processed range data. The second part of this approach consisted of a dynamic

| Table 4 Vision based localization and mapping challenges |
|--------------------------------------------------------|
| **Challenges**                                         |
| Visual localization and mapping                        |
| • Dependence on illumination conditions                |
| • High processing time for dense mapping               |
| • Occlusion handling                                   |
| • Sensitive to fast movements                          |
| • Dynamic environments                                 |
path planning algorithm called Anytime Dynamic A*, which recomputed in every step a suboptimal path to the UAVs goal point. This path planner utilized the data form the obstacle map and was able to re-plan the current path.

In [94] a monocular based feature estimation algorithm for terrain mapping was presented, which performed obstacle avoidance for UAVs. The proposed method utilized an EKF to estimate the location of image features in the environment, with the major advantage to be the fast depth convergence of estimated feature points, which was succeeded by the utilization of inverse depth parameterization. In the presented approach, the converged points have been stored in an altitude map, which has been also used for performing the obstacle avoidance operation.

In [95] a monocular visual odometry algorithm, enhanced by a laser sensor was presented. The algorithm utilized a template matching approach based on grey correlation to detect laser spots and a gray centroid method to estimate the center of the spot. Afterwards, the distance from the spot has been computed, using geometry with the assistance of a laser sensor. Furthermore, in [96] a vision based obstacle avoidance approach using an optical flow method based on Lucas-Kanade gradient has been proposed, with the general aim to extract image depth. Apart from obstacle localization, this work has also presented an algorithm for the estimation of the obstacles’ shape. Similarly, in [97] a novel monocular motion estimation approach and scene reconstruction has been presented. The motion and depth information were recovered by the utilization of a robust optical flow measurement and point correspondence algorithm from successive images. This approach suggested also a visual steering strategy for obstacle avoidance. The proposed scheme utilized the UAV motion information and the 3D scene points for the collision free navigation, while the steering was based on the concept that the vehicle will adjust its
direction to the furthest obstacle and will not recon-
struct the geometry of the whole environment like
SLAM techniques.

In [98], a monocular method for obstacle detec-
tion in 3D space by an UAV was proposed. This
strategy made the vehicle capable of generating the
3D model of the obstacle from a 2D image analysis.
The general motivation behind this research was that
the aircraft, at the moment that detected the obsta-
cle, would start following a circular path around it. In
every iteration the measured points and the estimated
points from the database were processed by the Z-test
correspondence algorithm, in order to find their cor-
respondences. In the sequel, the new measurements
replaced the previous estimations and so the database
was updated.

In [99], the necessity for real-time depth calcula-
tion for a UAV for detecting and avoiding obstacles
using monocular vision was highlighted. This pro-
posal provided a method to obtain 3D information,
combining Multi-scale-Oriented Patches (MOPS) and
Scale-Invariant Feature Transform (SIFT). In [100]
and in [101] a mission scenario was presented, where
an UAV was capable of firstly exploring an unknown
local area and afterwards, performing a visual target
search and tracking, while avoiding obstacles from
its own constructed maps. This particular task was
accomplished by fusing measurements from vision
and laser sensors.

In [102] the precision of a UAV’s classical navi-
gation system GPS and INS was enhanced with the
utilization of a camera, in order to navigate and detect
obstacles in the environment. A Kalman filter was uti-
lized to estimate the error in the navigation system
between the GPS received information and the cam-
eras’ measurement. Meanwhile, the epipolar geometry
was applied to the moving camera for the reconstruc-
tion of the environment, while this information has
been utilized for obstacle detection and avoidance.

The VISual Threat Awareness (VISTA) system,
for passive stereo image based obstacle detection,
for UAVs was presented in [103]. The system uti-
lized a block matching for the stereo approach, in
combinations with an image segmentation algorithm
based on graph cut for collision detection. In [104],
a controller to plan a collision free path, when navi-
gating through environment with obstacles, have been
presented. The proposed controller had a two-layer
architecture where in the upper layer, a neural network
provided the shortest distance paths, whereas in the
bottom layer, a Model Predictive Controller obtained
dynamically feasible trajectories, while overall the
obstacles have been assumed to be cuboids.

In [105], a bio inspired visual sensor was presented
for obstacle avoidance and altitude control. The de-
veloped insect influenced sensor was based on optic
flow analysis. This approach proposed a novel specific
mirror shaped surface that scaled down the speed of image
motion and removed the perspective distortion. In this
approach, the mirror simplified the optic flow com-
putation and also provided a 3D representation of the
environment. In [106], a technique that combined
optic flow and stereo vision methods, in order to navi-
gate a UAV through urban canyons was presented. The
optic flow part of this technique was accomplished
from a pair of sideways cameras that kept in track
the vehicle, while the stereo vision information was
obtained from a forward facing stereo pair and was
used to avoid obstacles.

In [107] a visual fuzzy servoing system for obstacle
avoidance in UAVs was presented by the utilization
of a front looking camera. The control process was
performed based on an off-board computational plat-
form and the result has been transmitted to the vehicle
to correct its route. The obstacle avoidance concept
was able to firstly track the obstacles and then try
to keep it to the right or to the left of the image of
the vehicle, until a specific yaw angle was reached.
In the presented approach and for the coloured obsta-
cle avoidance, the CamShift algorithm [108] has been
utilized.

In [109], both the hardware and software frame-
work for a Hummingbird quadrotor being able to
hover and avoid obstacles autonomously using visual
information was presented. The visual information
was processed successively for the navigation of the
UAV where firstly the Shi-Tomasi descriptor [110]
had been applied to find features of interest in the image.
In the sequel, the Lucas-Kanade optical flow algo-
rithm [111] maintained the features located in con-
secutive frames and integrated these measurements on
a EKF for the ego-motion estimation of the camera
and calculated the pose of the vehicle. Furthermore,
in this article a fast environmental mapping algo-
rithm based on least square pseudo-intersection has
been also presented. Finally, this research presented
a fast and effective novel heuristic algorithm for col-
lision free navigation of the UAV, while in [112]
an intuitive collision avoidance controller, combining spherical imaging, properties of conical spirals and visual predictive control has been proposed, being able to control the navigation of the UAV around the object and along a conical spiral trajectory.

### 3.3 Aerial Target Tracking

In this section object tracking approaches for UAVs’ are highlighted. In short, object tracking can be divided into object detection and object following strategies using image sequences. The visual sensor is used to estimate the relative position and translational velocity between the UAV and the object. Moreover, the visual information along with data from other sensors is used as an input to the designed controller of the UAV, in order to track the target. The interest for this area is augmenting as this technology can be used for airborne surveillance, search and rescue missions or even navigation tasks. In Fig. 8 three target following examples are depicted as it follows: a) [113], b) [114], c) [115]. In this Figure downward looking cameras onboard aerial vehicle are used for target detection and tracking. This approach is applicable in surveillance tasks, rescue missions and general monitoring operations. The target is highlighted distinctively in each frame. The rest of this section briefly provides an overview of the contributions in this field.

In [116] a low cost UAV for land-mine detection has been developed. The vision algorithm performed noise filtering using morphological operators and feature extraction with a template matching method. The classification process decided whether the detected target was object of interest or not.

In [117] a fast GPU based circular marker detection process used for UAVs picking ground objects, in “real time”, has been suggested. The Randomized Hough Transform (RHT) was used to detect circles in an image frame with low computation time, where the RHT was executed in the GPU aiming for increased detection speed.

In [113] an emergency Inertial-Vision navigation system dealing with GPS-denied environments has been proposed. Whenever a UAV was losing its GPS signal during the flight the designed navigation system performed real-time visual target tracking and relative navigation. In this manner, a fixed wing unmanned aerial vehicle was able to hover over a ground landmark with unknown position. The object tracking task was fulfilled by a kernel based mean-shift algorithm. Thereafter, the visual data were merged with the measured data from the inertial sensor through an EKF for the UAV state estimation. This approach took into account the delay that the image processing introduced to the visual measurements for the navigation controller.

---

**Fig. 8** Various aerial target tracking approaches using downward looking cameras. In each case the object of interest is highlighted distinctively.
Moreover, in [118] a quadrotor visual tracking system has been suggested. The computer vision part implemented a pattern recognition algorithm for the estimation of the position and the orientation of the target and was sending this information to the quadrotor controller. In the same way [119] presented a mini UAV that was capable to localize and robustly follow a target utilizing visual information. The proposed method implemented a multi part tracker consisting of the visual system and the UAV control law. A color based algorithm detected the object which was then tracked through particle filtering. In the sequel, the controller used the estimation of the relative 2D position and orientation between the UAV and the target from the visual tracker. Regarding the control of the UAV translation a hierarchical scheme with PI and P controllers have been employed, while for the yaw angle a P controller has been designed. Similarly [120] combined visual attention model and EKF for efficient ground object detection and tracking. In this research, three visual saliency maps, the local, the global and the rarity saliency map, were computed. These three matrices created the intensity feature map which contained the detected object. The visual measurements were used by the Kalman filter to estimate the objects state. In [121] a UAV visual ground target tracking which can be used in GPS-denied environments has been proposed. This system combined the camera and IMU on-board sensors for the image processing tasks and the navigation control of the UAV. Shortly the visual target tracker detected the 2D position of an object in an image and afterwards an optical flow vector was calculated. Finally an EKF has been designed to estimate the position and velocity for both the target and the UAV. The onera ressac helicopter was used as testbed.

Towards aerial surveillance, [122] suggested a conceptual framework for dynamic detection of moving targets (human, vehicles) from a monocular, moving UAV. This method combined frame difference with segmentation algorithms into aerial images. Correspondingly, [123] presented an approach utilizing optical and thermal cameras. Various separate cascaded Haar classifiers were applied to the optical image, for the vehicle detection part. The detections that match for every classifier were merged to form the correct estimation. When the vehicle was detected in the optical image, the thermal image tried also to detect the vehicle and verify the result geometrically.

Regarding the people detection part, the thermal image was processed with various cascaded Haar classifiers whilst simultaneously contours were extracted from the optical image. In addition, in [124] a moving target tracking control method for a UAV has been proposed. It has been based on active vision concept where the image sensor altered its location and orientation in order to obtain visual information from the object via a servo control scheme. For this purpose two controllers for the UAV flight task have been suggested, either a H₂/H∞ robust controller or a PID/H∞ controller. Apart from the flight controller another PID controller performed the tracking task, which was based on disturbance observer so that it compensated the introduced disturbance from the UAV movements. Another research, [125], presented a novel movement detection algorithm for UAV surveillance, based on dense optical flow. Additionally, this research developed a new method for rejecting outliers in matching process where the movement was determined by local adaptive threshold strategy.

In [126] an object tracking system for UAV mounted with a catadioptric and moving Pan Tilt Zoom camera has been proposed where the adaptive background subtraction algorithm has been used to detect the moving object. In this case, a novel method utilized data from both cameras and estimated the position of the UAV relative to the target.

In [114] the development of a low cost and light weight vision processing platform on-board a low-altitude UAV for real-time object identification and tracking has been suggested. The aerial image was converted to HSV color space, then, using various threshold values for the different colors the image became binary. Afterwards, an edge detection algorithm was used and finally some geometrical operations and filters were applied to enhance the result. The object’s position was calculated through convolution.

In [127] the concept for boundary extraction of land fields has been presented. This contribution implemented two separate methods for UAV following elongated objects. The first hybrid method combined line detection and color texture algorithms was processed by a ground control station. The latter consisted of a window color based segmentation method which was able to detect land fields in various lightning conditions in real time.

In [128] a novel grid based non linear Bayesian method for target visual tracking from a UAV has been
proposed, where the particular approach developed a target motion model used for target movement prediction. Therefore samples containing candidates for the predicted position of the object were generated, then, a radial edge detection algorithm was used for all the available samples to detect edge points around them. Afterwards the weights of each sample were computed by the feature information. The system performed well even in cluttered environments and occlusions.

In [129] a vision based system for street detection by a low-altitude flying UAV has been presented. The street identification was processed by a Bayes classifier to differentiate between street and background pixels. The street classifier updated its parameters from a recursive Bayesian process. When the street was identified an edge detection algorithm computed every object inside it and estimated a color profile. This profile was incorporated to the classifier in order to improve the parameters for street detection.

In [130] an object tracking and following method for a UAV has been presented. The two basic components of this approach are an object tracker for the vision part and an Image Based Visual Servoing controller for the target following part.

In [131] a visual neuro-fuzzy motion control scheme for a non-linear tracking task and gimbal movement has been designed. The camera’s pan and tilt motions were controlled by a neuro-fuzzy system based on Radial Basis Function Network. The controller estimated the velocity and position commands that were needed in order to actuate the gimbal (pan and tilt motion), using measurements from object detection algorithm. In this manner the moving object was always centered in the image frame. It has also been presented a learning algorithm using gradient descent method to train the network.

In [132] UAV object tracking based on feature detection and tracking algorithms has been implemented. The proposed method has been intended for real-time UAV control. SIFT algorithm, projective transformation and RANSAC algorithm have been used for the object detection and tracking. The result of the visual system was used as reference to flight controller for the UAV navigation. The COLIBRI UAV platform was used in this research. A real time vision system for autonomous cargo transfer between two platforms by a UAV has been developed in [133]. The vision system consisted of a camera and was mounted on a pan-tilt mechanism to be parallel with ground. In addition it implemented ellipse detection, ellipse tracking (based on CAMShift) and single-circle-based position estimation algorithms. The latter was used to estimate the relative position of a detected circle from its projection on image plane.

In [134] the coordinated vision based target tracking from a fleet of fixed wing UAVs has been examined. The main contribution of this work consists of the formulation of control algorithms that coordinate the motion of multiple agents for surveillance tasks. In this case, the heading angular rate is used as an input to the control scheme, while the motion is regulated by varying the ground speed of each vehicle. In [135] a landing system for a aerial platform based on vision has been suggested. The landing spot visualizes a target with specific shape. The onboard visual sensor performs edge detection using line segmentation, feature point mapping and clustering. Afterwards, filtering is applied to recognize the landing spot target. The relative pose of the vehicle with the detected target is estimated using Kalman Filtering. Finally, the acquired data are used for the position-attitude controller of the aerial platform to perform landing.

In [136] a visual algorithm for long term object following has been proposed. This work is divided in three parts, the Global Matching and Local Tracking, the Local Geometric Filter (LGF), and the Local outlier factor (LOF). GMLT uses FAST feature detection for global matching and LK optical flow for local feature tracking. LGF and LOF are implemented to remove outliers from global and local feature correspondences and provide a reliable detection of the object.

4 Guidance

This section presents a collection studies towards autonomous exploration for UAVs’ combining methods mentioned in previous sections. Elaborate control laws employed to adjust the position and attitude of the vehicle combining information from computer vision, image processing, path planning or other research fields. This topic is broad and contains many strategies that approach the problem from various aspects. Coordinating sensors with controllers on UAVs’ can be used as a basis for other sophisticated applications and determine their performance. The rest of this section provides a brief overview of the contributions in this field.
In [86] the authors introduced a coupled state estimator for a quadrotor using solely cameras and an IMU. The architecture of the proposed system used methods from stereo and monocular vision for pose estimation and scale recovery, whereas this information is afterwards fused in an Unscented Kalman filter with IMU measurements. The processed estimated states are then distributed for trajectory planning, UAV control and mapping.

In [92] a sophisticated testbed to examine vision based navigation in indoor and outdoor cluttered environments has been developed. The vehicle is equipped with stereo camera, an IMU, two processors and an FPGA board. Moreover, the cameras use stereo odometry for ego-motion estimation, which is fused in an EKF with IMU measurements for mapping and localization purposes. It has been also developed an obstacle-free path planning routine so that the UAV is able to move between waypoints in the map. Similarly, in [137] an unmanned aircraft system towards autonomous navigation based on laser and stereo vision odometry has been developed. The vehicle was designed to operate in search and rescue missions in unknown indoor or outdoor environments. The system components consisted of three sections, the perception, the action and the cognition layer. During the perception part the visual and laser measurements were merged with the IMU data for the UAVs state estimation. This layer also performed object detection task. The action layer consisted of the flight controller which utilized the estimated pose of the vehicle. Lastly, during the cognition phase path planning for the autonomous navigation were employed. Additionally, in [138] SIFT feature descriptor passed data to the homography algorithm for motion estimation. Then, the measurements were fused with inertial information by an EKF. It has been also described a delay based measurement update method to pass the homography data to the Kalman filter without any state augmentation. Another similar approach [139] also proposed a vision-aided inertial navigation system for small UAV based on homography. The data from the IMU, the camera, the magnetometer and the altimeter were fused through an EKF using a novel approach and then were utilized by the UAV control for hovering and navigation.

In [140] a complete solution towards UAV autonomous navigation with flight endurance has been presented. Moreover this vehicle was able to take-off and land either on the ground or on a designed charging platform. These tasks were performed by computer vision landing and navigation algorithms and UAV control scheme, using a camera and an ultrasonic sensor. The landing algorithm implemented Ellipses tracking while in the navigation algorithm optical flow algorithm was utilized. In [141] a road following system for a monocular UAV has been proposed. The vehicle was equipped with a camera, an IMU and an ultrasonic scanner. Moreover, it was able to measure its position, orientation in relation to the road that had to follow without any prior information. This method implemented algorithms to deal with situations where the target road was occluded, switching to inertial sensors for position data. It has also been developed a switching controller to stabilize the lateral position of the vehicle for both the detected and occluded road cases. In [142] a robust vision terrain referenced navigation method for UAV position estimation has been proposed, combining visual odometry by homography with point-mass filter based navigation algorithm. The data used in the process were obtained from a monocular camera, a radio altimeter and a terrain referenced elevation map. In the same track in [143] a technique for UAV pose estimation through template based registration has been suggested, using a set of georeference images. The UAV captured image was processed using a similarity function, with a reference template. This approach utilized Mutual Information for similarity function.

In [144] a combination of a stereo system with a IMU for UAV power line inspection tasks has been suggested. The aircraft navigated in close proximity to the target during the inspection. This proposal performed UAV pose estimation and environment mapping, by merging visual odometry with inertial navigation through an EKF. In [145] a vision system for UAV autonomous navigation using as reference the distance between the vehicle and a wall has been developed, utilizing a laser and camera perception system. The sensors extracted 3D data and provided them to control law for the autonomous navigation. This approach offered the novelty of alternative sensor usage and combination in order to trespass the payload limitations of the mini scale UAV. In [146] an on-board vision FPGA-based module has been designed with potential application for real time UAV hovering. The
sensor implemented various image processing algorithms like Harris detector, template matching image correction and an EKF to extract all the required information for the stabilization control. It has been specifically destined for mini unmanned aircrafts with limited resources, size and payload. Similarly in [147] a system for UAV stabilization over a planar ground target has been presented. This approach tackled the problem of time delay when data are fused in Kalman filter from different sensors. In [148] the receding EKF horizon planning algorithm for UAV navigation in cluttered environments has been suggested. In this approach, the data from the camera and the IMU were processed by an Unscented Kalman filter, while the estimated states from the filter were integrated to the receding horizon control and the flight controller. This research combines the horizon planning with SLAM for navigation and obstacle avoidance.

In [149] a path planning algorithm for autonomous exploration in bounded unknown environments has been presented. The core of this work is based on a receding horizon scheme. The views are sampled as nodes at random tree and according to the amount of unmapped space the next best viewpoint is selected. Additionally, visual sensors are employed to provide information on the explored area. This algorithm is experimentally evaluated on a hexacopter. In [150] a complete aerial platform setup has been developed for river mapping. The proposed work employs a stereo camera and a laser scanner for the mapping, obstacle detection and state estimation. Two exploration algorithms have been tested, a follow the river in stable flight modification of Sparse Tangential Network, and secondly maximize the river length that is covered during mission with experimental evaluations. In [151] coverage algorithm for ground areas from fixed wing UAVs has been proposed. The novelty of this work stands in the consideration of practical problems in the coverage mission. More specifically, the size of the UAV deployed team is a function of the size and shape of the area as well as the flight time of the platform. The developed algorithm consists of two parts, modelling the area coordinates in a graph in a way that a single agent covers the area in a minimum time and secondly an optimization step is performed to define the routes for the team of aerial platforms for the coverage. In [152] an aerial platform with localization, mapping and path planning capabilities in 3D has been developed. This approach is based on vision and IMU sensors. Visual inertial odometry is performed for local consistency of the platform movement according to defined task on high level from the operator. Sparse pose graph optimization and re-localization of landmarks are implemented to correct the drift in odometry estimates. The optimized poses are combined with stereo vision data to build a global occupancy map that is used also for the global planner to calculate 3D dynamic paths based on the detected obstacles. The experimental trials were performed in unknown environments with solely onboard processing.

5 Discussion

5.1 Challenges

This article provided an overview of the advances in vision based navigation, perception and control for unmanned aerial systems, where the major contributions in each category were enlisted. It is obvious that integrating visual sensors in the UAV ecosystem is a research field that attracts huge resources, but still lacks of solid experimental evaluation. For various reasons aerial vehicles can be considered as a challenging testbed for computer vision applications compared to conventional robots. The dimensions of the aircraft’s state is usually larger from the ones of a mobile robot, while the image processing algorithms have to provide visual information robustly in real time and should be able to compensate for difficulties like rough changes in the image sequence and 3D information changes in visual servoing applications. Despite the fact that the computer vision society has developed elaborate SLAM algorithms for visual applications, the majority of them, cannot be utilized for UAV’s directly due to limitations posed by their architecture and their processing power. More specifically aircrafts have a maximum limit in generating thrust in order to remain airborne, which restricts the available payload for sensing and computing power. The fast dynamics of aerial platforms demand minimum delays and noise compensation in state computations in order to avoid instabilities. Furthermore, it should be noted that unlike the case of ground vehicles, UAVs cannot just stop operating when there is great uncertainty in the state
estimation, a fact that could generate incoherent control commands to the aerial vehicle and make it unstable. In case that the computational power is not enough to update the velocity and attitude in time or there is a hardware-mechanical failure, the UAV could have unpredictable behaviour, increase/decrease speed, oscillate and eventually crash. Computer vision algorithms should be able to respond very quickly to scene changes (dynamic scenery), a consequence from UAVs native ability to operate in various altitudes and orientations, which results in sudden appearance and disappearance of obstacles and targets. An important assumption that the majority of the presented contributions consider, is the fact that the vehicles fly in low speeds in order to compensate the fast scene alterations. In other words, dynamic scenery poses a significant problem to overcome. Another challenge in SLAM frameworks that should be taken into account is the fact that comparing to ground vehicles, aerial platforms cover large areas, meaning that they build huge maps that contain more information. Object tracking methods should be robust against occlusions, image noise, vehicle disturbances and illumination variations while pursuing the target. As long as the target remains inside the field of view but it is either occluded from another object or is not clearly visible from the sensor, is crucial for the tracker to keep operating, to estimate the target’s trajectory, recover the process and function in harmony with the UAV controllers. Therefore the need for further, highly sophisticated and robust control schemes exists, to optimally close the loop using visual information.

Nowadays, the integration of computer vision applications on UAVs has past it’s infancy and without any doubt there have been made huge steps towards understanding and approaching autonomous aircrafts. The subject of UAVs’ control is a well studied field, since various position, attitude, and rate controllers have been already proposed, while currently there is a significantly large focus of the research community on this topic. Thus, it is important to establish a reliable link between vision algorithms and control theory to reach greater levels of autonomy. The research work presented in this review, indicates that some techniques are experimentally proved but many of visual servoing, SLAM and object tracking strategies for autonomous UAVs are not yet fully integrated in their navigation controllers, since the presented approaches either work under some assumptions in simple experimental tests and system simplifications or remain in the simulation stage. In addition, their performance is constantly evaluated and improved so more and more approaches are introduced. Therefore, seminal engineering work is essential to take the current state of the art a step further and evaluate their performance in actual flight tests. Another finding from this survey is the fact that most experimental trials, reported in the presented literature, were performed on unmanned vehicles with an increased payload for sensory systems and onboard processing units. Nonetheless, it is clear that current research is focused on miniature aerial vehicles that can operate indoors, outdoors and target infrastructure inspection and maintenance using their agile maneuvering capabilities. Finally, it should be highlighted that it was not feasible to perform adequate comparison on the presented algorithms due to the lack of proper benchmarking tools and metrics for navigation and guidance topics [18]. Many approaches are application driven and their characteristics and needs differ. Therefore a common basis should be established within research community.

5.2 Camera Sensors

This review article is focused on research work towards vision based autonomous aerial vehicles. Therefore an important factor that should be considered is the visual system used in individual papers. Throughout the review process 3 visual sensor types have mainly been distinguished. A BlueFox monocular camera from MatrixVision, the VI sensor stereo camera from Skybotix and Asus Xtion Pro a RGB-D sensor. The aforementioned sensors cover a great range of applications depending on the individual requirements. Regarding the utilized hardware, this survey will not provide more information, since in the most of the referenced articles, the results are being discussed in relation to the hardware utilized.

5.3 Future Trends

UAVs possess some powerful characteristics, which in the near future potentially could turn them into the pioneering elements in many applications. Characteristics like the versatile movement, combined with special features, like the lightweight chassis and the onboard sensors could open a world of possibilities and these are the reasons why UAVs have gained
so much attention in research. Nowadays, the scientific community is focused in finding more efficient schemes for using visual servoing techniques, develop SLAM algorithms for online - accurate localization and detailed dense 3D reconstruction, propose novel path planning methods for obstacle free navigation and integrate aerial trackers, for real scenario indoors and outdoors applications. Moreover, nowadays many resources are distributed in visual-inertial state estimation to combine advantages from both research areas. The evolution of processing power on board aerial agents will open new horizons in the field and define reliable visual-inertial state estimation as the standard procedure and the basic element of every agent. Additionally, elaborate schemes for online mapping will be studied and refined for dynamic environments. Moreover, there is ongoing research on equipping UAVs with robotic arms/tools in order to extend their capabilities in aerial manipulation for various tasks like maintenance. The upcoming trends will examine floating base manipulators towards task completion in either single or collaborative manner. Operating an aerial vehicle with a manipulator is not a straightforward process and many challenges exist, like the compensation for the varying Center Of Gravity and the external disturbances from the interaction, capabilities that are posing demanding vision based tasks and that are expected to revolutionize the current utilization of UAVs. Finally, there is also great interest in cooperative operation of multiple aerial platforms and mostly for distributed solutions were the agents act individually exchanging information among them to fulfill specific constraints. Aerial robotic swarms is the future for many applications such as inspection, search and rescue missions as well as farming, transportation and mining processes.
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