Gauge invariances of higher derivative Maxwell-Chern-Simons field theory – a new Hamiltonian approach
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Abstract

A new method of abstracting the independent gauge invariances of higher derivative systems, recently introduced in [1], has been applied to higher derivative field theories. This has been discussed taking the extended Maxwell-Chern-Simons model as an example. A new Hamiltonian analysis of the model is provided. This Hamiltonian analysis has been used to construct the independent gauge generator. An exact mapping between the Hamiltonian gauge transformations and the U(1) symmetries of the action has been established.

1 Introduction

It is usual in field theories to assume the Lagrangian to be function of the fields and their first derivatives only. But there is no natural restriction which should confine us within this limitation. In fact, higher derivative theories were once thought to be attractive to get rid of infinities appearing in the scattering amplitudes [2–6]. However initial interest in such theories waned due to various difficulties in their formulation [7] and also due to emergence of the powerful techniques of renormalisation. Notwithstanding this, research in the higher derivative theories still continued in a steady, albeit slow, pace with discoveries of many interesting results. Subsequently, new impetus to study higher derivative theories came from the attempt to quantize gravity [8]. It is well known that the usual Einstein-Hilbert theory of gravity is not renormalizable because it contains dimensionfull coupling constant. By writing the gravity action in terms of the Weyl tensor we get a theory with dimensionless coupling constant which ensures renormalisability [9,10]. Such higher derivative theories are now generically explored in terms of $f(R)$ gravity [11,13]. Higher derivative theories are again inevitable in the context of braneworld theory of quantum gravity.
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They have been obtained from string theory \[14\], noncommutative theory \[15\], and have been used in electrodynamics \[16\], dark energy physics \[17–19\], inflation \[20\], as ultra violet regulators \[21–23\] and in other context \[24–28\]. Interesting connections of the higher derivative theories to non-commutative geometry and anyon physics are demonstrated \[29\].

Like the usual theories the higher derivative theories may be endowed with gauge symmetry. In the canonical approach these are classified as singular theories. From the point of view of modern theoretical physics, gauge invariance is an essential component for physically interesting theories. Understanding the manifestations of the gauge symmetry in the canonical formalism has always been an issue of prime importance and has long been pursued in the literature \[30–35\]. There are several powerful techniques for abstracting the independent gauge transformations in the phase space and identifying them with the gauge invariances of the action \[36–41\]. However all these works refer to usual first order theories. Though many investigations have been devoted to the Hamiltonian analysis of the higher derivative theories \[35, 42–53\], certain important points remain unnoticed. One such issue is the extent of gauge degrees of freedom of a higher derivative theory.

Indeed, the issue of gauge symmetry in higher derivative theory has its own peculiarities which demarcate it from the usual theories. For theories the Lagrangian of which contain the first derivative of the coordinates only, it has been proved quite generally that the number of independent gauge invariances of a theory is equal to the number of independent primary first class constraint \[36, 39, 40\]. This feature is, however not shared by the higher derivative theories. Consider for instance the example of a relativistic particle with rigidity \[54\]

\[
S = -m \int \sqrt{-\ddot{x}^2}d\tau - \alpha \int \left(\frac{(\dot{x}\ddot{x})^2 - \dot{x}^2\dddot{x}^2}{x^2}\right)^{\frac{1}{2}}d\tau
\]

A Hamiltonian analysis of the model \[48\] exhibits that the Hamiltonian contains only a single arbitrary multiplier. Thus there is one independent gauge symmetry of the model. This is consistent with the fact that the action \( S \) has diffeomorphism invariance only. However, the number of independent primary first class constraints(PFC) of the theory is two. The number of independent PFCs is thus more than the number of independent gauge degrees of freedom. The situation takes an interesting turn when the mass term is dropped from \( S \). Symmetries of the theory is now more general \( W_3 \)- symmetry \[55–57\]. Here the number of independent gauge transformation is equal to the number of PFCs. These examples show that in the case of the higher derivative theories the number of independent gauge invariances sometimes matches with the number of PFCs and sometimes not. This fact was not much noticed and far less emphasized.

Recently we have provided a general Hamiltonian method of abstracting the independent gauge

\[1\] The model with the action \( S \) has been shown to be rich in physical content in a series of seminal papers by Plyuschay \[44,45\]. The model has three different but related types of solutions, the massive, massless and tachyonic. On the other hand the \( m = 0 \) analogue of \( S \) was proposed and analysed in \[46\] where it was shown that the model is consistent classically only under the assumption that the velocity of the particle is greater than the velocity of light. This gauge dependent velocity arises due to a classical analogue of Zitterbewegung phenomenon for a massless spinning particle while the gauge invariant velocity is equal to the velocity of light. For \( m \neq 0 \) the parameter \( \alpha \) multiplying the curvature term may take arbitrary values, whereas in the corresponding model with \( m = 0 \) this parameter is quantized \[17\].
transformations of the higher derivative theories [1]. It is based on an equivalent first order formalism introduced earlier in the literature [44–46]. In this formalism the original higher derivative theory is converted to an equivalent first order theory by introducing new coordinates to account for the higher derivative terms. This leads to Lagrangian constraints which are imposed in the modified action by the Lagrange multiplier technique. These multipliers are then elevated to the level of independent fields. An unphysical sector is thus added in the phase space to proceed with the Hamiltonian analysis, followed by subsequent reduction to exhibit the physical sector. This equivalent first order formalism enables us to apply a structured algorithm [39,40] for constructing the independent gauge generator of the first order theories, which has been applied to numerous models in the literature [58–64]. The particular manner of extension of variables introduce novel connection in the phase space leading to new restrictions on the gauge parameters. In case of the theory [1] we find that the new restrictions impose one more constraint on the gauge parameters leading to \(2(\text{number of independent PFC}) - 1(\text{number of new condition}) = 1\) independent gauge transformation. When the mass term is dropped the new restriction becomes trivial leading to two independent gauge transformation. Our method thus clearly illustrate the inter relation of Hamiltonian gauge transformations with the PFCs for higher derivative theories, thereby explaining the apparent anomalies mentioned above. Also a general formulation for the construction of the Hamiltonian gauge generator containing the right number of independent gauge parameters is provided.

The method advanced in [1] offers a definite algorithm for abstracting independent gauge transformation for higher derivative theories in the canonical approach. In principle, it is applicable to both mechanical and field theoretic models. However so far this general method has only been tested in the context of particle models. A transition to field theories bring novel features even in the usual first derivative systems. It is thus natural to enquire how the method of [1] works in the case of field theoretic models. We would like to address this issue in the present paper.

To illustrate the application of our method to field theories consider the action in \(2 + 1\) dimension

\[
S = \int d^3x \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{g}{2} \epsilon^{\alpha\beta\gamma} (\partial^\rho \partial_\rho A_\alpha)(\partial_\beta A_\gamma) \right)
\]

where \(F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu\). The second term in the action contains higher derivative terms and may be viewed as extension of the Chern-Simons piece. The theory (2) is thus called the extended Maxwell-Chern-Simons Model [65]. The choice of the model is dictated by the following:

1. The model is a simple but an interesting field theoretic model [65]. It has been investigated several times in the recent past [66,67].

2. Under the usual gauge transformation

\[
A_\mu \rightarrow A_\mu + \partial_\mu \lambda
\]

the Lagrangian of (2) is invariant modulo total boundary terms. Thus the action (2) is invariant under (3) if the function \(\lambda\) vanishes on the boundary. Thus the model offers a simple setting for comparing the Hamiltonian gauge symmetries with those of the action.
Since our method is based on the equivalent first order approach, a detailed Hamiltonian analysis of the model (2) from the same point of view is required. Earlier Hamiltonian analysis of the model [66, 67] were based on Ostrogradski method [42]. We need a constrained Hamiltonian analysis a la Dirac [30] which we develop here. The constraint structure of the theory will be seen to have some nontrivial features which makes it interesting in it’s own right.

Before concluding the introductory section let us elaborate the organisation of the paper. In Sec. 2 a review of the general method is discussed. Then in Sec 3 a detailed Hamiltonian analysis of the model (2) in the equivalent first order formalism is given. Note that this is a new calculation and distinct from that of [66, 67] which are based on the Ostrogradski method [42]. In Sec. 4 the application of the method of [1] to construct the Hamiltonian gauge generator is described. The gauge transformation generated by the gauge generator is compared with the transformation under (3). Finally we conclude in Sec. 5.

2 General formalism – a review

We begin with a general higher derivative theory given by the Lagrangian

\[ L = L \left( x, \dot{x}, \ddot{x}, \ldots, x^{(\nu)} \right) \]

where \( x = x_n(n = 1, 2, \ldots, \nu) \) are the coordinates and \( \dot{x} \) means derivative of \( x \) with respect to time. \( \nu \)-th order derivative of time is denoted by \( x^{(\nu)} \). The Hamiltonian formulation of the theory may be conveniently done by a variant of Ostrogradskii method. The crux of the method consists in embedding the original higher derivative theory to an effective first order theory. We define the variables \( q_{n,\alpha}(\alpha = 1, 2, \ldots, \nu - 1) \) as

\[
\begin{align*}
q_{n,1} &= x_n \\
q_{n,\alpha} &= \dot{q}_{n,\alpha - 1}, (\alpha > 1)
\end{align*}
\]

This leads to the following Lagrangian constraints

\[ q_{n,\alpha} - \dot{q}_{n,\alpha - 1} = 0, (\alpha > 1) \]

which must be enforced by corresponding Lagrange multipliers. The auxiliary Lagrange function of this extended description of the system is given by

\[ L^*(q_{n,\alpha}, \dot{q}_{n,\alpha}, \lambda_{n,\beta}) = L(q_{n,1}, q_{n,2} \cdots, q_{n,\nu - 1}, \dot{q}_{n,\nu - 1}) + \sum_{\beta=2}^{\nu-1} (q_{n,\beta} - \dot{q}_{n,\beta - 1}) \lambda_{n,\beta}, \]

where \( \lambda_{n,\beta}(\beta = 2, \ldots, \nu - 1) \) are the Lagrange multipliers. If we consider these multipliers as independent fields then the Lagrangian \( L^* \) becomes first order to which the well known methods of Hamiltonian analysis for first order systems apply. The momenta canonically conjugate to the degrees of freedom \( q_{n,\alpha}, (\alpha = 1, 2, \cdots, \nu - 1) \) and \( \lambda_{n,\beta} (\beta = 2, \cdots, \nu - 1) \) are defined, respectively, by,

\[
p_{n,\alpha} = \frac{\partial L^*}{\partial \dot{q}_{n,\alpha}}, \quad \pi_{n,\beta} = \frac{\partial L^*}{\partial \lambda_{n,\beta}}.
\]
These immediately lead at least to the following primary constraints,

\[ \Phi_{n,\beta} \approx 0 , \quad \pi_{n,\beta} \approx 0 , \quad \beta = 2, \cdots, \nu - 1 , \]  

(9)

where

\[ \Phi_{n,\beta} \equiv p_{n,\beta - 1} + \lambda_{n,\beta} , \quad \beta = 2, \cdots, \nu - 1 . \]  

(10)

Note that depending on the situation whether the original Lagrangian \( L \) is singular there may be more primary constraints.

Assuming \( L \) to be singular the following possibilities may arise:

1. The original Lagrangian is singular but the additional constraints are all second class. Conser-
   ving the full set of primary constraints in time does not yield any secondary constraint. Rather, all the multipliers in the total Hamiltonian will get fixed. The reduction of phase space may be done by implementing the second class constraints strongly provided we replace all the PBs by appropriate DBs.

2. The original Lagrangian is singular and there are both primary second class and first class con-
   straints among them. Conserving the primary constraints in time, secondary constraints will now be obtained. There may be both secondary second class and first class constraints. The second class constraints may be eliminated again by the DB technique. The first class constraints generate gauge transformations which are required to be further analysed. These constraints may yield further constraints and so on. The iterative process stops when no new constraints are generated.

From the point of view of gauge invariance the second case is important. Since the original Lagrangian system is replaced by the first order theory (17) the algorithm of [39,40] can be readily applied. All the first class constraints appear in the gauge generator \( G \)

\[ G = \sum_a \epsilon^a \Phi_a \]  

(11)

where \( \{\Phi_a\} \) is the whole set of (primary and secondary) first class constraints and \( \epsilon^a \) are the gauge parameters. These parameters are however not independent. For a first order system the number of independent gauge parameters is equal to the number of independent PFCs. Following the algorithm of [39,40] we can express the dependent gauge parameters in terms of the independent set using the conditions

\[ \frac{de^{a_2}}{dt} - \epsilon^a \left( V^{a_2}_{a_1} + \lambda^{b_1} C^{a_2}_{b_1 a} \right) = 0 \]  

(12)

The indices \( a_1, b_1 \ldots \) refer to the primary first class constraints while the indices \( a_2, b_2 \ldots \) correspond to the secondary first class constraints. The coefficients \( V_{a_1}^{a_2} \) and \( C_{b_1 a}^{a_2} \) are the structure functions of the involutive algebra, defined as

\[ \{ H_{\text{can}}, \Phi_a \} = V^{b}_{a} \Phi_b \] \[ \{ \Phi_a, \Phi_b \} = C^{c}_{a b} \Phi_c \]  

(13)

and \( \lambda^{a_1} \) are the Lagrange multipliers (associated with the primary first class constraints) appearing in the expression of the total Hamiltonian. Solving (12) it is possible to choose \( a_1 \) independent

---
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gauge parameters from the set $\epsilon^a$ and express $G$ of (11) entirely in terms of them. For the conventional first order theories this completes the picture. The situation for higher order theories is, however, different. This is because of the new constraints (6) appearing in the effective first order Lagrangian (7). Owing to these we additionally require

$$\delta q_{n,\alpha} - \frac{d}{dt}\delta q_{n,\alpha-1} = 0, (\alpha > 1)$$ \hspace{1cm} (14)

These conditions may reduce the number of independent gauge parameters further. Thus the number of independent gauge parameters is, in general, less than the number of primary first class constraints.

### 3 Hamiltonian analysis of the model in the equivalent first order formalism

In our approach the time derivative of the field $A_\mu$ will be considered as additional fields. Thus it will be convenient to expand the Lagrangian of the model (2) in space and time parts. Using the mostly positive metric ($\eta_{\mu\nu} = -, +, +$) the Lagrangian is written as

$$\mathcal{L} = \frac{1}{2} (\dot{A}_i^2 + (\partial_1 A_0)^2 - (\partial_1 A)_j^2 - 2\dot{A}_i \partial_i A_0 + \partial_i A_j \partial_j A_i) + \frac{g}{2} \epsilon_{ij} (-\ddot{A}_0 + \nabla^2 A_0) \partial_i A_j$$

$$- \frac{g}{2} \epsilon_{ij} (-\ddot{A}_i + \nabla^2 A_i) \dot{A}_j + \frac{g}{2} \epsilon_{ij} (-\ddot{A}_i + \nabla^2 A_i) \partial_j A_0$$ \hspace{1cm} (15)

Here the fields are referred to their covariant components and dot represents derivative with respect to time. Note that the effect of the relativistic metric $\eta_{\mu\nu}$ has been taken care of explicitly in writing (15). In the following subscripts from the middle of the Greek alphabet $\mu, \nu$ assume the values 0, 1, 2 and those from the middle of the Latin alphabet $i, j$ take values 1 and 2. In any case, they just label the components and no further reference to the relativistic metric is implied.

To analyse the model in the equivalent first order formalism we define the new coordinates

$$\xi_{1\mu} = A_\mu \quad \text{and} \quad \xi_{2\mu} = \dot{A}_\mu$$ \hspace{1cm} (16)

This immediately imposes the constraint

$$\xi_{2\mu} = \dot{\xi}_{1\mu}$$ \hspace{1cm} (17)

The equivalent first order Lagrangian is obtained from (15) using the definitions (16) as

$$\mathcal{L}' = \frac{1}{2} (\dot{\xi}_{2i} \dot{\xi}_{2i} + \partial_1 \xi_{10} \partial_1 \xi_{10} - \partial_1 \xi_{1j} \partial_1 \xi_{1j} - 2\dot{\xi}_{2j} \partial_j \xi_{10} + \partial_1 \xi_{1j} \partial_j \xi_{11}) + \frac{g}{2} \epsilon_{ij} (-\ddot{\xi}_{20} + \nabla^2 \xi_{10}) \partial_i \xi_{1j}$$

$$- \frac{g}{2} \epsilon_{ij} (-\ddot{\xi}_{2i} + \nabla^2 \xi_{1i}) \dot{\xi}_{2j} + \frac{g}{2} \epsilon_{ij} (-\ddot{\xi}_{2i} + \nabla^2 \xi_{1i}) \partial_j \xi_{10} + \xi_{0\mu} (\dot{\xi}_{2\mu} - \dot{\xi}_{1\mu})$$ \hspace{1cm} (18)

Where the constraint (17) is enforced by the Lagrange multiplier $\xi_{0\mu}$. Henceforth $\xi_{0\mu}$ will be considered as independent fields.
To proceed with the canonical analysis we define the momenta $\Pi_{0\mu}, \Pi_{1\mu}, \Pi_{2\mu}$ conjugate to the fields $\xi_{0\mu}, \xi_{1\mu}, \xi_{2\mu}$ respectively in the usual way:

$$\Pi_{\alpha\mu} = \frac{\partial L'}{\partial \dot{\xi}_{\alpha\mu}}; \quad \alpha = 0, 1, 2$$ (19)

As a result the following primary constraints emerge.

$$\Phi_{0\mu} = \Pi_{0\mu} \approx 0$$
$$\Phi_{1\mu} = \Pi_{1\mu} + \xi_{0\mu} \approx 0$$
$$\Phi_{20} = \Pi_{20} + \frac{g}{2} \epsilon_{ij} \partial_j \xi_{1j} \approx 0$$
$$\Phi_{2i} = \Pi_{2i} - \frac{g}{2} \epsilon_{ij} \xi_{2j} + \frac{g}{2} \epsilon_{ij} \partial_j \xi_{10} \approx 0$$ (20)

The basic Poisson brackets are

$$\{\xi_{\alpha\mu}(x), \Pi_{\beta\nu}(x')\} = \delta_{\alpha\beta} \delta_{\mu\nu} \delta^2(x - x')$$ (21)

where $\alpha, \beta = 0, 1, 2$. This leads to the following algebra of the primary constraint,

$$\{\Phi_{10}(x), \Phi_{2i}(x')\} = -\frac{g}{2} \epsilon_{ij} \partial_j \delta^2(x - x')$$
$$\{\Phi_{1i}(x), \Phi_{20}(x')\} = \frac{g}{2} \epsilon_{ij} \partial_j \delta^2(x - x')$$
$$\{\Phi_{2i}(x), \Phi_{2j}(x')\} = -g \epsilon_{ij} \delta^2(x - x')$$
$$\{\Phi_{0\mu}(x), \Phi_{1\nu}(x')\} = -\delta_{\mu\nu} \delta^2(x - x')$$ (22)

All other brackets between the constraints vanish. Apparently all the primary constraints have non trivial brackets among themselves. However, we can make the following linear combinations of the primary constraints

$$\Phi_{20}' = \Phi_{20} + \frac{g}{2} \epsilon_{ij} \partial_j \Phi_{0j} \approx 0$$
$$\Phi_{2i}' = \Phi_{2i} + \frac{g}{2} \epsilon_{ij} \partial_j \Phi_{00} \approx 0$$ (23)

Using the algebra of the primary constraints (22) we find that the constraint algebra simplifies to

$$\{\Phi_{0\mu}(x), \Phi_{1\nu}(x')\} = -\delta_{\mu\nu} \delta^2(x - x')$$
$$\{\Phi_{2i}'(x), \Phi_{2j}'(x')\} = -g \epsilon_{ij} \delta^2(x - x')$$ (24)

It will thus be convenient to replace the original set of primary constraints $\{\Phi_{0\mu}, \Phi_{10}, \Phi_{1i}, \Phi_{20}, \Phi_{2i}\}$ by $\{\Phi_{0\mu}, \Phi_{10}, \Phi_{1i}, \Phi_{20}', \Phi_{2i}'\}$. Explicitly, the new set of primary constraints are

$$\Phi_{0\mu} = \Pi_{0\mu} \approx 0$$
$$\Phi_{1\mu} = \Pi_{1\mu} + \xi_{0\mu} \approx 0$$
$$\Phi_{20}' = \Pi_{20} + \frac{g}{2} \epsilon_{ij} \partial_j \xi_{1j} + \frac{g}{2} \epsilon_{ij} \partial_j \Pi_{0j} \approx 0$$
$$\Phi_{2i}' = \Pi_{2i} - \frac{g}{2} \epsilon_{ij} \xi_{2j} + \frac{g}{2} \epsilon_{ij} \partial_j \xi_{10} + \frac{g}{2} \epsilon_{ij} \partial_j \Pi_{00} \approx 0$$ (25)
The canonical Hamiltonian is obtained by Legendre transformation as

$$H_{\text{can}} = \int H_{\text{can}} d^2 x$$

(26)

Where $H_{\text{can}}$ is the canonical Hamiltonian density, given by,

$$H_{\text{can}} = -\frac{1}{2}(\xi_{2i}\xi_{2i} + \partial_i \xi_{10} \partial_i \xi_{10} - \partial_i \xi_{1j} \partial_i \xi_{1j} - 2\xi_{2j} \partial_j \xi_{10} + \partial_i \xi_{1j} \partial_j \xi_{1i}) - \frac{g}{2} \epsilon_{ij} \nabla^2 \xi_{10} \partial_i \xi_{1j}$$

$$+ \frac{g}{2} \epsilon_{ij} \nabla^2 \xi_{1i} \partial_j \xi_{10} - \xi_{0i} \xi_{2j}$$

(27)

The total Hamiltonian is

$$H_T = \int d^2 x (H_{\text{can}} + \Lambda_{0\mu} \Phi_{0\mu} + \Lambda_{1\mu} \Phi_{1\mu} + \Lambda_{20} \Phi'_{20} + \Lambda_{2i} \Phi'_{2i})$$

(28)

The multipliers $\Lambda_{0\mu}, \Lambda_{1\mu},$ and $\Lambda_{2\mu}$ are arbitrary at this stage.

The primary constraints (25) should be conserved in time i.e. there Poisson bracket with $H_T$ should vanish. Conserving $\Phi'_{0\mu}, \Phi_{1\mu}, \Phi'_{2i}$ in time the following multipliers are fixed,

$$\Lambda_{00} = \nabla^2 \xi_{10} - \partial_i \xi_{2i} - g \epsilon_{ij} \nabla^2 \partial_i \xi_{1j}$$

$$\Lambda_{0i} = -\nabla^2 \xi_{1i} + \partial_i \partial_j \xi_{1j} - g \epsilon_{ij} \nabla^2 \partial_j \xi_{10} + \frac{g}{2} \epsilon_{ij} \xi_{2j}$$

$$\Lambda_{1\mu} = \xi_{2\mu}$$

$$\Lambda_{2i} = \frac{1}{2}(\nabla^2 \xi_{1i} + \partial_i \xi_{20}) + \frac{1}{g} \epsilon_{ij}(\partial_j \xi_{10} - \xi_{0j} - \xi_{2j})$$

(29)

Only $\Lambda_{20}$ remains arbitrary. Substituting these in the total Hamiltonian we find that it contains only one arbitrary multiplier $\Lambda_{20}$. This shows that there is only one gauge degree of freedom, a result consistent with (3).

Conserving $\Phi'_{20}$ in time, a secondary constraint emerges.

$$\Psi_1 = \xi_{00} + \frac{g}{2} \epsilon_{ij} \partial_i \xi_{2j} \approx 0$$

(30)

From $\dot{\Psi}_1 = 0$ we get

$$\{\Psi_1, H_T\} = 0$$

(31)

A straightforward calculation gives

$$\Lambda_{00} - g \epsilon_{ij} \partial_j \Lambda_{2i} = 0$$

(32)

Using the values of $\Lambda_{00}$ and $\Lambda_{2i}$ from (29) and simplifying we get

$$\partial_i \xi_{0i} - \frac{g}{2} \epsilon_{ij} \nabla^2 \partial_i \xi_{1j} = 0$$

(33)

which is a new secondary constraint

$$\Psi_2 = \partial_i \xi_{0i} - \frac{g}{2} \epsilon_{ij} \nabla^2 \partial_i \xi_{1j} \approx 0$$

(34)
The condition \( \{ \Psi_2, H_T \} = 0 \) gives

\[
\partial_i \Lambda_0^i - \frac{g}{2} \epsilon_{ij} \nabla^2 \partial_i \Lambda_{1j} = 0
\]

(35)

Substituting the values of \( \Lambda_0 \) and \( \Lambda_{1j} \) the above equation reduces to the form \( 0 = 0 \). Hence the iterative process stops here giving no further constraints. The primary constraints of the theory are \( \{ \Phi_{0\mu}, \Phi_{1\mu}, \Phi'_{20}, \Phi'_{2i} \} \) while the secondary constraints are \( \Psi_1 \) and \( \Psi_2 \).

Using the Poisson brackets (21) the complete algebra of constraints can be worked out as

\[
\{ \Phi_{0\mu}(\mathbf{x}), \Phi_{1\nu}(\mathbf{x}') \} = -\delta_{\mu\nu} \delta^2(\mathbf{x} - \mathbf{x}')
\]

\[
\{ \Phi'_{2i}(\mathbf{x}), \Phi'_{2j}(\mathbf{x}') \} = -g \epsilon_{ij} \delta^2(\mathbf{x} - \mathbf{x}')
\]

\[
\{ \Psi_1(\mathbf{x}), \Phi_{0\mu}(\mathbf{x}') \} = \delta_{0\mu} \delta^2(\mathbf{x} - \mathbf{x}')
\]

\[
\{ \Psi_1(\mathbf{x}), \Phi_{2i}(\mathbf{x}') \} = -g \epsilon_{ij} \partial_j \delta^2(\mathbf{x} - \mathbf{x}')
\]

\[
\{ \Psi_2(\mathbf{x}), \Phi_{0\mu}(\mathbf{x}') \} = \delta_{0\mu} \partial_i \delta^2(\mathbf{x} - \mathbf{x}')
\]

\[
\{ \Psi_2(\mathbf{x}), \Phi_{1\mu}(\mathbf{x}') \} = -\frac{g}{2} \epsilon_{ij} \partial_j \delta^2(\mathbf{x} - \mathbf{x}')
\]

(36)

The constraint algebra appears to be complicated but new linear combinations will simplify the algebra. Before going into that discussion it is time to get rid of the unphysical variables \( \xi_{0\mu} \) and \( \Pi_{0\mu} \).

### 3.1 Calculation in reduced phase space

The fields \( \xi_{0\mu} \) and \( \Pi_{0\mu} \) can be eliminated by strongly imposing the constraints \( \Phi_{0\mu} \) and \( \Phi_{1\mu} \). The remaining constraints of the theory can now be rewritten as

\[
\Phi_{20} = \Pi_{20} + \frac{g}{2} \epsilon_{ij} \partial_i \xi_{1j} \approx 0
\]

\[
\Phi_{2i} = \Pi_{2i} - \frac{g}{2} \epsilon_{ij} (\xi_{2j} - \partial_j \xi_{10}) \approx 0
\]

\[
\Psi_1 = -\Pi_{10} + \frac{g}{2} \epsilon_{ij} \partial_i \xi_{1j} \approx 0
\]

\[
\Psi_2 = -\partial_i \Pi_{1i} - \frac{g}{2} \epsilon_{ij} \nabla^2 \partial_i \xi_{1j} \approx 0
\]

(37)

The Poisson brackets between these constraints can be read from (36). The nontrivial brackets are

\[
\{ \Phi_{2i}(\mathbf{x}), \Phi_{2j}(\mathbf{x}') \} = -g \epsilon_{ij} \delta^2(\mathbf{x} - \mathbf{x}')
\]

\[
\{ \Psi_1(\mathbf{x}), \Phi_{2i}(\mathbf{x}') \} = -g \epsilon_{ij} \partial_j \delta^2(\mathbf{x} - \mathbf{x}')
\]

(38)

---

\(^{8}\)Technically this should be done by replacing the Poisson brackets by the corresponding Dirac brackets. However, the Dirac brackets here are trivial i.e. the Dirac brackets between the remaining phase space variables are the same as the Poisson brackets.
We can form the linear combination

$$\Psi'_1 = \Psi_1 + \partial_i \Phi_{2i}$$  \hspace{1cm} (39)$$

It can be easily checked $\Psi'_1$ has vanishing brackets with all other constraints. Replacing the set of constraints $\{\Phi_{20}, \Phi_{2i}, \Psi_1, \text{and } \Psi_2\}$ by the new set $\{\Phi_{20}, \Phi_{2i}, \Psi'_1, \text{and } \Psi_2\}$ we find that there are three first class constraints $\Phi_{20}$, $\Psi'_1$, and $\Psi_2$ and two second class constraints $\Phi_{2i}$. The classification of the constraints of the theory is tabulated in Table 1.

| Table 1: Classification of Constraints of the model (2) |
|-------------------------------------------------------|
| First class                                      | Second class              |
| Primary   $\Phi_{20}$                             | $\Phi_{2i}$               |
| Secondary $\Psi'_1$, $\Psi_2$                    |                            |

Before proceeding further a degrees of freedom count will be instructive. The total number of phase space variables is 12. There are three first class constraints and two second class constraints. Hence the no of degrees of freedom is

$$12 - (2 \times 3 + 2) = 4$$

We find that the number of degrees of freedom is doubled compared with the Maxwell theory, which is expected due to the higher derivative nature [42].

3.2 Reduction of second class constraints $\Phi_{2i}$

After the elimination of the unphysical sector ( $\xi_{0\mu}$, $\Pi_{0\mu}$ ), the total Hamiltonian becomes

$$H_T(x) = \int d^2x (H_{can}(x) + \Lambda_{20}(x)\Phi_{20}(x) + \Lambda_{2i}(x)\Phi_{2i}(x))$$ \hspace{1cm} (40)$$

Where $H_{can}$ is the canonical Hamiltonian density given by

$$H_{can} = -\frac{1}{2}(\xi_{2i}\xi_{2i} + \partial_i \xi_{10} \partial_i \xi_{10} - \partial_i \xi_{1j} \partial_i \xi_{1j} - 2\xi_{2j} \partial_j \xi_{10} + \partial_i \xi_{1j} \partial_j \xi_{1i}) - \frac{g}{2} \epsilon_{ij} \nabla^2 \xi_{1i} \xi_{1j} + \frac{g}{2} \epsilon_{ij} \nabla^2 \xi_{1i} \xi_{1j} - \frac{1}{2} \partial_i \xi_{20} + \frac{1}{g} \epsilon_{ij} (\partial_i \xi_{10} + \Pi_{1j} - \xi_{2j})$$ \hspace{1cm} (41)$$

And

$$\Lambda_{2i} = \frac{1}{2} (\nabla^2 \xi_{1i} + \partial_i \xi_{20}) + \frac{1}{g} \epsilon_{ij} (\partial_j \xi_{10} + \Pi_{1j} - \xi_{2j})$$

$\Lambda_{2i}$ is arbitrary. It signifies that there is one continuous gauge degree of freedom.

In the next section we will explicitly construct the gauge generator using the method given in [1]. Since the method is directly applicable to theories with first class constraint only, we have to eliminate the second class constraints of our theory. Following Dirac’s method of constraint
Hamiltonian analysis we can strongly put the second class constraints to be zero if the Poisson brackets are replaced by the corresponding Dirac brackets.

The Dirac bracket between two phase space variables $A$ and $B$ is defined by

$$ [A(x), B(x')] = \{A(x), \Phi_{2i}(y)\} \Delta^{-1}_{ij}(y, z) \{\Phi_{2j}(z), B(x')\} \, d^2y \, d^2z $$

(42)

Where $\Delta^{-1}_{ij}(x, x')$ is the inverse of the matrix

$$ \Delta_{ij}(x, x') = \{\Phi_{2i}(x), \Phi_{2j}(x')\} $$

(43)

The nontrivial Dirac brackets between the phase space variables are calculated as

$$ [\xi_{1\mu}(x), \Pi_{1\nu}(x')] = \frac{1}{g} \epsilon_{ij} \delta^2(x - x') $$

$$ [\xi_{2i}(x), \xi_{2j}(x')] = \frac{1}{2} \delta_{ij} \delta^2(x - x') $$

$$ [\xi_{2i}(x), \Pi_{10}(x')] = \frac{1}{2} \delta'_{ij} \delta^2(x - x') $$

$$ [\Pi_{2i}(x), \Pi_{10}(x')] = \frac{g}{4} \epsilon_{ij} \delta'_{ij} \delta^2(x - x') $$

$$ [\Pi_{2i}(x), \Pi_{2j}(x')] = \frac{g}{4} \epsilon_{ij} \delta'(x - x') $$

(44)

All other Dirac brackets are the same as the corresponding Poisson brackets.

4 Construction of the Gauge generator

As has been mentioned earlier we will follow the method of [1] to construct the gauge generator containing the exact number of independent gauge parameters. The essence of the method has been reviewed in Sec. 2. Accordingly, we rename the constraints as $\Omega_1 = \Phi_{20}, \Omega_2 = \Psi_1'$ and $\Omega_3 = \Psi_2$. The gauge generator is

$$ G = \int \epsilon_{a} \Omega_{a} \, d^2x $$

(45)

which is a field theoretic extension of (11). These structure functions are now defined by

$$ [H_{can}, \Omega_{a}(x)] = \int d^2y V_{ab}(y, x) \Omega_{b}(y) $$

$$ [\Omega_{a}(x), \Omega_{b}(y)] = \int d^2z C_{abc}(z, x, y) \Omega_{c}(z) $$

(46)

and the master equation (12) takes the form

$$ 0 = \frac{d\epsilon_{a}(x)}{dt} - \int d^2y \epsilon_{b}(y) V_{ba}(x, y) - \int d^2y d^2z \epsilon_{b}(y) \Lambda_{c}(z) C_{ceba}(z, y, x) $$

(47)
Note that Dirac brackets appear on the left hand sides of equations (46). This is because there were second class constraints in our theory which have been eliminated by the Dirac bracket formalism.

Using the defining relations (46) and the Dirac brackets (44) we find that the only nonvanishing $V_{ab}$ are given by

\[ V_{12}(x, y) = -\delta^2(x - y) \]
\[ V_{23}(x, y) = -\delta^2(x - y) \] (48)

Similarly from the algebra of the constraints we find all $C_{abc} = 0$. Substituting these values in the equation (47) we get the following conditions on the gauge parameters

\[ \dot{\epsilon}_2 + \epsilon_1 = 0 \]
\[ \dot{\epsilon}_3 + \epsilon_2 = 0 \] (49)

Solving these we find

\[ \epsilon_1 = \dot{\epsilon}_3 \]
\[ \epsilon_2 = -\dot{\epsilon}_3 \] (50)

Hence the desired gauge generator assumes the form

\[ G = \int d^2x (\dot{\epsilon}_3 \Omega_1 - \dot{\epsilon}_3 \Omega_2 + \epsilon_3 \Omega_3) \] (51)

It is immediately observed that $G$ contains one arbitrary gauge parameter namely $\epsilon_3$.

We still have the additional restrictions (14). In our case this leads to the condition

\[ \delta \xi_{2\mu} = \frac{d}{dt} \delta \xi_{1\mu} \] (52)

where $\delta \xi_{1\mu}$, $\delta \xi_{2\mu}$ are the gauge variations of $\xi_{1\mu}$ and $\xi_{2\mu}$ respectively. Using the generator $G$ (51) we get

\[ \delta \xi_{2\mu} = \{\xi_{2\mu}, G\} = \partial_\mu \dot{\epsilon}_3 \] (53)

Similarly

\[ \delta \xi_{1\mu} = \{\xi_{1\mu}, G\} = \partial_\mu \epsilon_3 \] (54)

Clearly the additional restriction (52) is identically satisfied. Thus no more restriction is imposed on the gauge parameters.

Finally we look at the comparison of the transformations generated by the Hamiltonian gauge generator with Lagrangian gauge symmetry (3). Since $\xi_{1\mu} = A_\mu$ we have

\[ \delta A_\mu = \partial_\mu \epsilon_3 \] (55)

from (51). This is the same transformation as (3) if we put $\epsilon_3 = \lambda$. 
5 Conclusion

Higher derivative systems were once invoked in field theory to account for the ultraviolet divergences \([2, 3]\). Later the initiative was stalled partly because of various difficulties in their formulation \([4]\) and also due to emergence of the powerful techniques of renormalisation. In recent times interest in the higher derivative field theories has been rejuvenated due to there relevance in quantum gravity \([9, 13]\). In this context understanding the gauge invariances of these theories from the canonical approach becomes an urgent problem. Though there are a number of Hamiltonian analysis of higher derivative theories available in the literature \([35, 42, 44, 48, 53]\), certain important issues have been overlooked. One such issue is the abstraction of the independent gauge degrees of freedom. Indeed some confusion regarding this is evident. In the usual first order theories we can prove in general that the number of independent parameters in the Hamiltonian gauge generator is equal to the number of independent primary first class constraints (PFCs) of the theory \([36, 39, 40]\). This connection seems to be violated in the case of the higher derivative theories \([1]\). Thus in the Hamiltonian analysis of the relativistic particle model with curvature \([48]\) one observes two independent primary first class constraints though the number of gauge degrees of freedom is only one. The problem of gauge invariances in higher derivative theories contains peculiar surprises. If the action of the relativistic particle is given by the curvature term only\(^6\) the gauge transformations are found to satisfy the \(W_3\) algebra \([55, 57]\). The independent gauge degrees of freedom is two which is equal to the number of independent PFCs. Thus there seems to be no regular connection between the number of independent gauge transformations with the number of independent PFCs for the higher derivative systems. A general approach of constructing the Hamiltonian gauge generator of higher derivative systems have very recently been proposed which clearly explains this apparent anomaly \([1]\). It also provides a general method of constructing the gauge generator containing the right number of independent gauge parameters. The method is sufficiently general so as to be applicable to both mechanical and field theoretic model. However so far the method is applied to particle models only. In this paper we have for the first time applied the formalism developed in \([1]\) to field theories taking the extended Maxwell-Chern-Simons (M-C-S) model as example.

The extended M-C-S model is a simple but interesting example of higher derivative field theory and has been investigated many times in the recent past \([66, 67]\). The Lagrangian gauge symmetry of the model is the obvious U(1) gauge symmetry. The model thus provides a benchmark for the comparison of the Hamiltonian and Lagrangian gauge symmetries. Since the method of \([1]\) is based on an equivalent first order formalism we have given a detailed Hamiltonian analysis of the model from that approach. Note that this is a new calculation different from the earlier Hamiltonian analysis of the model \([66, 67]\). This Hamiltonian analysis was then used to construct the independent gauge generator. Correspondence of the transformation generated by this has been established with the gauge symmetries of the action and an exact mapping was demonstrated between the Lagrangian and Hamiltonian gauge parameters.

Though illustrated by a simple example, our analysis given in this paper provides a facility to analyze the independent gauge invariances of more intricate higher derivative models. From the connections of higher derivative theories with such modern contexts of anyon physics and non-commutative geometry \([29]\) and the relevance of higher derivative theories in the modern theories\(^6\) this model was introduced and its physical content clarified in \([46, 47]\)
of gravity [12] this facility will indeed be welcome.
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