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Abstract

Molecular Dynamics (MD) simulation is a powerful tool for understanding the dynamics and structure of matter. Since the resolution of MD is atomic-scale, achieving long time-scale simulations with femtosecond integration is very expensive. In each MD step, numerous iterative computations are performed to calculate energy based on different types of interaction and their corresponding spatial gradients. These repetitive computations can be learned and surrogated by a deep learning model like a Graph Neural Network (GNN). In this work, we developed a GNN Accelerated Molecular Dynamics (GAMD) model that directly predicts forces given the state of the system (atom positions, atom types), bypassing the evaluation of potential energy. By training the GNN on a variety of data sources (simulation data derived from classical MD and density functional theory), we show that GAMD can predict the dynamics of two typical molecular systems, Lennard-Jones system and Water system, in the NVT ensemble with velocities regulated by a thermostat. We further show that GAMD’s learning and inference are agnostic to the scale, where it can scale to much larger systems at test time.

We also perform a comprehensive benchmark test comparing our implementation of
GAMD to production-level MD softwares, showing GAMD’s competitive performance on the large-scale simulation.

1 Introduction

Molecular Dynamics (MD) has been extensively used in a wide range of applications in material science, physical chemistry, and biophysics during the last decades. MD simulations can provide the understanding and precise predictions of many intricate systems. MD simulations rely on the knowledge of forces acting on every particle in the system and solving equations of motion to generate the trajectories of atoms in an iterative manner. Ab initio approaches like density functional theory (DFT) are more accurate methods that consider the electronic structure of atoms. However, they are prohibitively time-expensive, especially for large many-body systems. Alternatively, forces can be calculated from empirical interatomic potentials for different environments bypassing the electronic structures in the system, resulting in faster simulations than ab initio methods. Nevertheless, MD simulations have limitations including their long computational times as well as the accuracy and generalizability of the empirical potentials. We will expand upon these two aspects in the following paragraphs.

The first major limitation of Molecular Dynamics is its computational intensity. Ensuring the stability of MD simulations with atomic-scale resolution requires integration time steps in the order of femtoseconds. This imposes a significant time constraint for many biochemical and macromolecular systems which have much longer time scales of dynamics (nano- or micro-seconds), such as simulating large scale systems like viruses for realistic time scales. Achieving these long time-scale simulations is compute-intensive, or even impossible in some cases, despite using state-of-the-art computational hardware, such as GPUs, and acceleration techniques.

Each iteration of MD simulations requires a huge amount of computations including the
calculation of forces acting on each particle summed up from various bonded or non-bonded potentials in the system. Depending on the type and the scale of the simulations, they contain many repetitive computations especially in calculating forces for each atom as the negative gradient of the empirical potentials. Avoiding these time-consuming and iterative steps provides an opportunity to conduct more time-efficient MD simulations. Another promising approach to reduce the amount of computation in complex systems has been through the coarse-grained force fields. However, while some thermodynamic consistency can be preserved by coarse-grained networks, there is still considerable information loss on structural details and properties of the systems.

The second major limitation of classical MD simulations stems from the limitation of accuracy in calculations and approximations required to describe complex interatomic potentials between particles. There are a wide variety of interactions depending on the types of particles (bonded or non-bonded interactions), and the system composition. Finding the appropriate functional forms that satisfy the precision requirement is a challenging task. Recently, machine learning (ML) has been viewed as a promising candidate for learning force fields.

In the last decade, advances in machine learning have enabled learning the dynamics of many complex physics-based systems from training data. Currently, there are active avenues of research with aim to learn models which simulate complex systems governed by well-known, partially-known, or even unknown underlying physics. The learnt model can accurately approximate the true physical model, and in some cases, accelerate the simulation, prediction, and control of the systems by surrogating the full physics model. In addition to the gain in time efficiency, proposed models have to perform well in terms of both accuracy (within the training data distribution) and generalization (beyond the data what the model is trained on). The capabilities of ML, especially neural networks, in learning arbitrary functional forms have made them a suitable choice for the task of learning interatomic potentials in MD.
The initial approaches to use machine learning to learn force fields have leveraged feature engineering methods, by finding tailored descriptors that capture the characteristics of the local environment of atoms in the system. Atom-centered symmetry functions (ACSFs), used in Behler-Parrinello Neural Networks (BPNN), is one of the first examples of using such descriptors for translation- and rotation-invariant energy conservation. Recent advancements of deep neural networks, with automatic feature extraction capabilities, have made it possible to learn the atomic representations directly from the raw atomic coordinates and low-level atomic features, providing an alternative to the manually tailored atomic fingerprints. Due to the unstructured position of particles and their limited interactions in an MD system, graph neural networks (GNNs) can be a suitable choice to approach this task.

Graph Neural Networks (GNNs), with convolution layers that are specialized for unstructured data, have recently been used to learn various physics-based models and to accelerate them. In molecular systems they have shown a performance boost as well as an end-to-end learning opportunity that bypasses the need for manual feature representations by learning the properties automatically from the atomic observations. GNNs encode information about particles (their properties and the neighbor interactions) in the nodes and edges of a defined graph. The neighbor interactions can be described in the general form of message passing neural networks (MPNNs) where information is passed between neighbor atoms, i.e. nodes, in the graph.

A distinction between ML models for learning forces in MD simulations can be classified as energy-centric and force-centric models. Energy-centric models aim to learn the potential energy surface (PES) and obtain forces by calculating derivatives of the PES. The majority of the currently proposed ML models belong to this group and directly conserve the system’s energy due to their architecture and loss function design. Gradient-Domain Machine Learning (GDML) and symmetrized GDML (sGDML) conserve energy by learning explicit gradient function mapping of energy and interatomic forces. Another energy-centric
model, SchNet\textsuperscript{44} employs continuous convolution filters to learn features on graph networks for smooth energy predictions. DimeNet\textsuperscript{57,58} is another more complex energy-centric model that, though slower than SchNet, shows better generalization to different molecules and configurations by having angular information in the feature updates. Several deep learning frameworks have been built based on differentiable physics to employ classical MD and machine learning potentials learned by these energy-centric models.\textsuperscript{59–62} 

In the force-centric group of models, forces are predicted directly by using networks where the forces predicted by the model, which are then compared against the ground truth forces. In other words, the network’s outputs are per-node, i.e., per-atom, forces.\textsuperscript{9–11} While these models do not possess any strict energy conservation mechanism, they have promising features. One challenge with the prediction of forces from PES has been the amplification of noise and error in taking derivatives of energy. This issue has been addressed to an extent by considering terms of both force and energy in the loss function.\textsuperscript{8,44,63} However, using a force-only training model can result in better force prediction accuracy.\textsuperscript{64} The main benefit of using force-centric models is the computational efficiency brought about by avoiding additional calculations required for computing forces in the energy-centric models. These calculations include taking derivatives from the accumulation of several types of potential energies.\textsuperscript{9–11} 

Force-centric models have been applied in several applications to infer the forces in fluids,\textsuperscript{28} glassy systems, and solid-state MD simulations,\textsuperscript{10,11,29} as well as large-scale quantum property calculations.\textsuperscript{9} Bypassing the calculations required for taking derivatives of PES has provided gains in computational efficiency for neural network force field (NNFF)\textsuperscript{10} and Graph NNFF (GNNFF)\textsuperscript{11} models. By using the DFT-calculated forces as ground truth, GNNFF can learn atomistic level dynamics of solid-state material systems. A force-centric model, ForceNet\textsuperscript{9} uses Graph Network-based simulators (GNS) framework to predict forces by using a massive physics-based augmented dataset rather than applying any architectural constraints. These models show faster and accurate predictions of quantum properties and forces in comparison to energy-centric models like SchNet.\textsuperscript{44}
The energy- and force-centric models have been two lines of research to approach the aforementioned limitations of MD. On one hand, exploiting the power of deep neural networks and differentiable programming to automatically learn representations from the basic atomic features and coordinates has led to more generalizable potential models. On the other hand, force-centric models avoid the computational bottleneck of taking derivatives and provide faster force predictions. In this work, we combine these two aspects in a Graph Accelerated Molecular Dynamics (GAMD) framework, where we leverage GNNs to learn atomic representations and directly predict per-atom forces from these learned features. We show that by careful training of a rotation-covariant graph model, we can bypass the physics-based neighbor selection and energy calculation steps of traditional MD simulations. In other words, GAMD avoids the computational bottleneck of calculating spatial derivatives from PES in long time scale molecular dynamics. Since GAMD does not derive the forces from PES, it does not conserve potential energy, but it can be used to run the simulation in an NVT ensemble where velocities are regulated by a thermostat of proper intensity. Our work is closely related to prior works on developing force-centric models - NNFF, GNNFF, and ForceNet. Similar to GNNFF and ForceNet, we use GNN as the backbone to build a molecular force model, however, with different architectures (message passing function and input edge features). Moreover, in this work we investigate the applicability and scalability of using a force-centric model to accelerate the dynamics on the large-scale molecular system such as water system and conduct a detailed evaluation of the computational time efficiency.
2 Methods

2.1 Molecular Representation

A molecular system at a certain state can be described as: \( X : (q_1, q_2, \ldots, q_n) \), where \( q_i, \forall i \in \{1, 2, \ldots, n\} \) denotes the Cartesian coordinates of each atom in the system. Through the network, we represent atoms as nodes in a GNN and interactions between atoms as edges. Concretely, the node input feature is a one-hot vector \( p_i \), which specifies the atom type. The edge input feature is a vector derived by concatenating inter-atomic distance vector \( q_{ij} \) and a one-hot vector \( b_{ij} \) which indicates the edge type between two atoms (i.e. whether two atoms are bonded in the same molecule). The inter-atomic distance vector is defined by concatenating the directional vector and the norm of relative position: \( q_{ij} = (\frac{q_i - q_j}{||q_i - q_j||_2}, ||q_i - q_j||_2) \). With the introduction of directional vector, the edge is directed, therefore \( e_{ij} \neq e_{ji} \). In addition, this makes the network rotational covariant as directional vector varies when the system rotates.

To further leverage the expressiveness of neural networks, we lift node input features \( p_i \) and edge input features \( (q_{ij}, b_{ij}) \) into high-dimensional vector embedding \( v_i^{(0)}, e_{ij}^{(0)} \in \mathbb{R}^d \) (with \( d \) being the dimension of latent space) via learnable encoders \( \epsilon^V \) and \( \epsilon^E \) (Figure 1, Feature Encoding), which are built upon multi-layer perceptrons (MLPs).

\[
\begin{align*}
v_i^{(0)} &= \epsilon^V(p_i) \\
e_{ij}^{(0)} &= \epsilon^E(q_{ij}, b_{ij})
\end{align*}
\]
Figure 1: Overview of GAMD schematic. GAMD uses graph neural network (GNN) to predict the forces of atoms $f_i$ in the molecular system $\forall i \in \{1, 2, \ldots, n\}$ given properties of atoms $p_i$ (i.e. type of atoms), positions of atoms $q_i$, and edge type between each pair of atoms $b_{ij}$ (bond information). The features are first encoded using multi-layer perceptron (MLPs) and then inferred using an atom-wise message passing scheme. At last, an MLP decoder predicts forces from the node embeddings. Based on the predicted forces, GAMD forwards the dynamics of the system by imposing acceleration $\ddot{q}$ on each atom.

### 2.2 Atom-wise Message Passing

The inference and prediction of molecular information utilizes a recurring atom-wise message passing block (Figure 1 Message Passing). Inside each block, the center atom $i$ first collects messages from all the neighbor atoms $\forall j \in \mathcal{N}(i)$. The message $m_{j \rightarrow i}^{(l)}$ is conditioned on the edge embedding $e_{ij}^{(l-1)}$ which carries the inter-atomic directional information and interaction type between two particles, along with node features from source atom $v_{j}^{(l-1)}$ and target atom $v_{i}^{(l-1)}$:

$$m_{j \rightarrow i}^{(l)} = \Phi^{(l)}(v_{j}^{(l-1)}, e_{ij}^{(l-1)}, v_{i}^{(l-1)}) \odot v_{j}^{(l-1)}, \forall j \in \mathcal{N}(i)$$ (2)
Where $\Phi^{(l)} : \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ is the learnable message function at the $l-th$ block, and $\odot$ denotes element-wise multiplication. The message passing mechanism adopted here can also be viewed as an extension of continuous convolution proposed in SchNet with a learnable filter conditioned not only on inter-atomic distances but also interaction types between atoms, and atom properties of source and target atoms.

After all messages from neighbor atoms are collected, they are aggregated together and used to update the node embeddings.

$$M_i^{(l)} = \sum_{\forall j \in N(i)} m_{j \rightarrow i}^{(l)} \quad (3)$$

$$\hat{v}_i^{(l)} = \Theta^{(l)}(v_i^{(l-1)}, M_i^{(l)}) \quad (4)$$

Where $\Theta^{(l)} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ is the learnable node update function at the $l-th$ block. We apply layer-normalization to the node embedding before inputting into each message passing layer and use residual connection at every message passing layer.

We implement the message function $\Phi$, and the node update function $\Theta$ as MLPs. Notice that, throughout the network, only the node embeddings are updated recursively, the edge embeddings at per-layer are derived via a learnable non-linear transformation $A(\cdot)$ (which is also implemented as MLP) from the initial encoded edge embeddings: $e_{ij}^{(l)} = A^{(l)}(e_{ij}^{(0)})$. In general, we find that disabling edge embedding’s recursive update will not result in performance degradation, yet it can reduce the overall computational cost (ablation study on the influence of recursive edge embedding update can be found in Section 2 in the Supplementary Information).

### 2.3 Graph Neural Force Predictor

The learnable decoder $\gamma^V : \mathbb{R}^d \to \mathbb{R}^3$ decodes high-dimensional node embeddings $o$ ($o_i = v_i^{(l)}, \forall i \in 1, 2, \ldots, N$) at the final layer into the Cartesian forces $f$ (Figure 1). Embedding
Decoding). The predicted forces are then used to update the acceleration $\ddot{\mathbf{q}}$ of each atom. The GNN-based force predictor can be flexibly integrated into any numerical integrator that has a force-based scheme. For instance, a single step in the Velocity-Verlet with GNN-based force predictor $\mathcal{F}(\cdot)$ can be written as:

$$
\ddot{\mathbf{q}}_{t+\Delta t/2} = \ddot{\mathbf{q}}_t + \dddot{\mathbf{q}}_t \Delta t/2
$$

(5)

$$
\mathbf{q}_{t+\Delta t} = \mathbf{q}_t + \ddot{\mathbf{q}}_{t+\Delta t/2} \Delta t
$$

(6)

$$
\dddot{\mathbf{q}}_{t+\Delta t} = \mathcal{F}(\mathbf{p}, \mathbf{b}, \mathbf{q}_{t+\Delta t}) / \mathbf{m}
$$

(7)

$$
\dot{\mathbf{q}}_{t+\Delta t} = \dot{\mathbf{q}}_{t+\Delta t/2} + \ddot{\mathbf{q}}_{t+\Delta t} \Delta t/2
$$

(8)

where $\mathbf{p} : (\mathbf{p}_1, \ldots, \mathbf{p}_N)$ denotes the atom type of every atom in the system, $\mathbf{q} : (\mathbf{q}_1, \ldots, \mathbf{q}_N)$ denotes the Cartesian coordinates of every atom, and $\mathbf{b} : (\mathbf{b}_1, \ldots, \mathbf{b}_k)$ denotes the edge type between every atom and their neighbor atoms.

3 Implementation Details

3.1 Software

We implement our model using PyTorch (1.7.1), Deep Graph Library (0.7.0) and trainer using PyTorch-Lightning (1.3.0). The training data based on empirical force fields are generated using off-the-shelf simulators from OpenMM 7. We use the spatial partitioning module from JAX-MD to maintain the neighbor list of particles in the system.

3.2 Fixed radius graph

In GAMD, the graph is constructed via fixed radius neighbor search, where edges are established between every pair of atoms, $(i, j)$, such that $||\mathbf{q}_i - \mathbf{q}_j||_2 < r_0$. The naive way to perform this search is by calculating the distance for every pair of particles in the system, which results in $\mathcal{O}(N^2)$ complexity. This strongly limits the scalability and effi-
ciency of the framework. To alleviate this computational overhead, we use a cell list to search for neighbors. We first partition the space into different cells with size $r_0$, and then for each particle, we only search for neighbors among particles within the same cell and adjacent cells. Here we use `jax_md.partition.cell_list` to partition the space and `jax_md.partition.neighbor_list` to gather the neighbor list, which has an overall complexity of $O(N \log N)$.

For all the systems, the cutoff radius $r_0$ was chosen, such that an atom has roughly 20 neighbors on average. This encompasses the range of many types of local interactions between particles, while other long-range interactions can be captured by recursive message passing in the deeper layers. In general, the choice of cutoff radius in GAMD is agnostic to the underlying interaction range of the system, which eliminates the need for selecting neighbors based on different physics rules.

3.3 Training and dataset

Dataset generation The datasets used in this work are generated from classical molecular dynamics (MD) and density functional theory (DFT).

The classical MD (Lennard Jones\textsuperscript{73}, TIP3P\textsuperscript{74}, TIP4P-Ew\textsuperscript{75}) simulations are performed using OpenMM.\textsuperscript{72} The systems considered are uniform single atom or single molecule systems with different simulation box sizes. Periodic Boundary Conditions (PBC) are set in all directions and a cut-off distance of 10 Å was used. Simulations are static in the initial step and pass through a transient state to reach equilibrium under constant volume and temperature (NVT), i.e. canonical ensemble. Velocity verlet integrator along with a Nosé–Hoover chain thermostat\textsuperscript{76,77} with a collision frequency of 1.0/ps and chain length of 10 are used to maintain the constant temperature. We simulate each configuration of molecular system to 50,000 steps with a time step size of 2.0 femtoseconds, and store the state of the system every 50 steps. Each configuration is generated by initializing particles in the system with random positions/velocities.
The DFT simulation data of water molecules are obtained from Morawietz et al., which were calculated based on revised Perdew–Burke–Ernzerhof (RPBE) functional with Van der Waals correction using D3 method.

**Loss function** The network is trained in a supervised way by minimizing the L1 distance between the predictions of per-atom forces $\hat{f}_i$ and ground truth $f_i$, along with a regularization term that penalizes the total sum of the forces in the system:

$$
\mathcal{L} = \frac{1}{N} \sum_{i=1}^{N} ||f_i - \hat{f}_i|| + \lambda || \frac{1}{N} \sum_{i=1}^{N} \hat{f}_i ||
$$

(9)

In GAMD, there is no hard-coded mechanism to restrict the range of messages a node can receive, and a node in the graph can receive messages from very distant nodes via recursive message passing. The sum of messages of a node in the final layer is essentially the high-dimensional embedding of the per-particle forces. Therefore, when the embedding contains redundant far-away messages, the final force prediction will also be influenced by unnecessary long-range interaction. To encourage the network to learn the minimal message-passing range required for predicting force accurately, we impose L1 regularization on the sum of the per-atom forces. As shown in Figure 2, the radial distribution functions (RDF) of the models trained with L2 regularization and without regularization have much sharper peaks and larger gaps compared to the ground truth, while there is a smaller gap between the RDF in the ground truth and GAMD trained under L1 regularization. This indicates that with L1 regularization the predicted forces have greater agreement with the ground truth and molecules are more uniformly distributed. Also, it demonstrates that imposing L1 regularization can effectively suppress unnecessary long-range message passing especially when there are multiple types of interaction with different influence ranges in the system.

**Training strategy** We randomly split all datasets into train/test set with 90/10 ratio. For the data generated from classical MD methods, the whole dataset contains 10,000 snapshots.
Figure 2: Comparison of models trained under different conditions. We measure the Oxygen-Oxygen RDF of water molecules’ trajectories generated from OpenMM’s TIP3P model and GAMD models trained using: 1. L1 regularization; 2. L2 regularization; 3. Without regularization.

of input (i.e. positions) and target (i.e. forces), where 9,000 are used for training. For RPBE-D3 data based on DFT calculation, the whole dataset contains 6,518 train snapshots and 723 test snapshots.

Before calculating the loss, we normalize the ground truth forces, such that it has a zero mean and unit variance. We optimize the model using the Adam optimizer, with an exponential learning rate scheduler that diminishes learning rate from $\alpha = 3 \times 10^{-4}$ to $\alpha = 1 \times 10^{-7}$. For data derived from classical MD, we train the model for 300k gradient updates. For DFT-based data, as its configurations are more diverse and complex than classical MD generated data, we train the model for 650k gradient updates.

Model implementation We implement all the learnable functions described in the previous section as MLPs with three layers, using Gaussian Error Linear Units (GELUs) as non-linear activation function. For GAMD trained on DFT data, the embedding size of the network is 256, and the number of message passing layers is 5. For GAMD trained on MD data, the embedding size is 128, and the number of message passing layers is 4. On the DFT dataset, we do not use bond information as an edge feature as it is not available in
the dataset. Following Schütt et al.\textsuperscript{21}, we use Gaussian radial basis function to expand the interatomic distance before inputting into the edge encoder (Equation (1)). We found this resulted in a minor performance change on the investigated molecular systems. More details on the model’s architecture and ablation study on architectural choices can be found in the Supplementary Information.

3.4 Benchmark setting

To compare GAMD’s performance with other classical force calculation methods, we simulate the water system with different sizes using GAMD, OpenMM, and LAMMPS. As GAMD only modifies the force evaluation part of every step in the MD simulation, we exclude the running time of other calculations (e.g. chain propagation, position and velocity update) in the benchmark. All the benchmarks are run on a platform equipped with a single GTX-1080 Ti GPU and i7-8700k CPU. The benchmark results and discussion are presented in Section 4.3. Below we provide detailed configurations of benchmark for each package.

**GAMD** Each force calculation step of GAMD comprises two parts, building the fixed radius graph and inference. Building the graph comprises updating the neighbor list, transforming the neighbor list into the adjacency matrix, and calculating the edge features between every pair of connected nodes (atoms). Note that in GAMD the rebuilding of the neighbor list and graph structure is performed when particles have traveled a distance larger than a threshold (heuristically we select this threshold as $d_r = r_{cutoff}/10$). We conduct a benchmark using GAMD with 4 message passing layers and an embedding size of 128, which contains $\approx 650k$ parameters.

**OpenMM** To exclude the influence of other calculations involved in a single step of update, we run two simulations for each benchmark in the OpenMM. The first simulation runs in normal mode and in the second simulation, we remove all the forces defined in the system and run a dummy simulation with no forces being calculated. Then we estimate the time
used to calculate forces in every step by: $t = t_0 - t_{\text{dummy}}$, where $t_0$ denotes the time a normal simulation will take and $t_{\text{dummy}}$ denotes the time of dummy simulation.

**LAMMPS** In LAMMPS, the force calculation in an update step mainly consists of four parts according to the description in the official document: *Pair*, *Bond*, *Kspace* and *Neigh*, where *Pair* denotes the evaluation of non-bonded forces, *Bond* denotes the evaluation of bonded interactions, *Kspace* denotes the evaluation of long-range interactions and *Neigh* denotes the neighbor list construction. We report the total time of *Pair*, *Bond* and *Kspace* at each step as the time used for force evaluation, and report *Neigh* as time used for searching neighbors. Visual Molecular Dynamics (VMD)\(^{82}\) is used to create water box system for LAMMPS simulation.

### 4 Results and discussion

In this section, we present the results of GAMD on two common MD simulation systems - Lennard-Jones particles, and water molecules. We calculate the radial distribution function (RDF) to measure the spatial distribution of particles in each of the systems. The RDF $g(r)$ between two types of particles $A$ and $B$ is defined as:

$$g(r) = \frac{1}{N_A N_B} \sum_{i=1}^{N_A} \sum_{j=1}^{N_B} \langle \delta(||r_i - r_j|| - r) \rangle$$

where $\langle \cdot \rangle$ denotes the ensemble average, $||r_i - r_j||$ denotes the Euclidean distance between two particles $i, j$, $r$ is the radius of the corresponding spherical shell, $N_A$ and $N_B$ denote the number of corresponding types of particles and $\delta$ filters particles’ distance not falling into this shell (which we implement as a Gaussian function). Furthermore, we validate the correctness of force prediction by comparing its angle and magnitude against ground truth.
4.1 Lennard-Jones system

We first investigate GAMD on a toy system consisting of liquid argon with non-bonded interatomic forces governed by Lennard-Jones (LJ) potential. This system comprises 258 argon atoms at 100 K and the non-bonded Van der Waals (VdW) potentials are approximated by LJ potentials. To evaluate the performance of GAMD in the prediction of interatomic LJ forces, we first compare the RDF of trajectories simulated using LJ potentials and the trained GAMD model (Figure 3a). This shows how the GAMD simulated trajectories preserve the spatial behavior of the classical MD’s trajectories.

Since the temperature is held constant in the NVT ensemble simulation, we can evaluate the temporal behavior of the results by comparing the temperature of the GAMD simulated system with the ground truth. Both of the simulations are initialized by sampling velocities from Boltzmann distribution with the temperature set to 100K, and they reach equilibrium after a few transient steps under the regulation of Nosé–Hoover chain thermostat with collision frequency: 25.0/ps. Under the regulation by a thermostat, the trained model can successfully equilibrate to the target temperature (Figure 3b).

![RDF for particles in the Lennard-Jones system.](image1)

![Temperature trend of NVT ensemble in the Lennard-Jones system.](image2)

Figure 3: Comparison of GAMD generated trajectory with the ground truth Lennard-Jones system.

The rotation-covariant predicted forces are also compared directly in terms of both direction and magnitude with the ground truth LJ forces calculated in the MD simulations. By
comparing \( \cos\langle \hat{\mathbf{F}}, \mathbf{F} \rangle \) between the predicted and ground truth forces, we observe that more than 95% of the predicted forces have \( \cos\langle \hat{\mathbf{F}}, \mathbf{F} \rangle > 0.995 \). The mean absolute error (MAE), root mean squared error (RMSE), relative error, and force direction’s agreement on the test set are reported in Table 1. The relative error is evaluated as the ratio of mean absolute error to the mean L2 norm of the ground truth forces \( \mathbf{F} \): \( \frac{\langle |\mathbf{F} - \hat{\mathbf{F}}| \rangle}{\langle ||\mathbf{F}||_2 \rangle} \). Figure 4 describes the agreement between the predicted forces and the ground truth LJ forces.

Table 1: Quantitative analysis of force accuracy. The standard deviation is measured by comparing the statistics within a single snapshot to the whole test dataset.

| Ground Truth | Test snapshots | MAE (meV/Å) | RMSE (meV/Å) | \( \cos\langle \hat{\mathbf{F}}, \mathbf{F} \rangle \) | Relative error |
|--------------|----------------|-------------|--------------|-----------------|----------------|
| Lennard Jones | 1000           | 0.266 ± 0.030 | 0.427 ± 0.119 | 0.997           | 0.61% ± 0.07% |

Figure 4: Forces derived from Lennard-Jones potential versus GAMD predicted forces. \( \mathbf{F} \) denotes ground truth forces, \( \hat{\mathbf{F}} \) denotes GAMD’s prediction.

4.2 Water system

In the second experiment, we apply GAMD on a system with water molecules, where interactions between particles are more complex and more types of particles are involved in the dynamics. Water molecules are ubiquitous solvents in a variety of molecular systems and their dynamic properties are of great importance. There is a wide array of works employing machine learning methods, especially neural networks to parametrize the potential energy of water molecules and study their interaction.\(^{65,67,83,85}\) In this work, we train and
investigate GAMD using data derived from three different force models for water molecules - TIP3P, TIP4P-Ew, and DFT calculation based on revised Perdew–Burke–Ernzerhof functional (RPBE). Note that when training on the four-site model’s data, GAMD still adopts a three-site setting, where the forces of fictitious sites are not used. In these experiments, the model should be able to learn not only the non-bonded Van der Waals forces but also electrostatic forces due to the charges assigned to different types of atoms in a water molecule. Moreover, the model should handle two types of atoms, defined as node features, with different potentials and charges along with bonded and non-bonded interactions in and between molecules.

We run the MD simulation using GAMD on a cubic box (2 nanometers each edge with periodic boundary) with 258 water molecules of 300K temperature. Similar to the Lennard-Jones experiment, we investigate the RDF curves to evaluate the spatial behavior of the simulated trajectories using GAMD’s predicted forces. In general, GAMD can learn to predict forces from different data sources. The plotted RDF curve of Hydrogen-Hydrogen, Oxygen-Oxygen, and Oxygen-Hydrogen element pairs show the consistency of the GAMD’s trajectories with different reference models’ simulated trajectories (Figure 5, 6). In addition, as shown in Figure 7, the trajectory from GAMD trained on RPBE data has spatial structures that are consistent with experimental data.

Figure 5: Radial distribution function of GAMD (trained on TIP3P data).
In addition to the evaluation based on the spatial behavior of the simulated trajectories, we can directly compare GAMD’s predicted atomic forces with the forces derived from different force models by studying the predicted forces of GAMD trained on different data sources. Agreement in the direction of the forces is evaluated by comparing the $\cos \langle \hat{F}, \mathbf{F} \rangle$ between the direction of predicted and reference forces. It has been observed that for models trained on empirical forcefields, more than 95% of the predictions, $\cos \langle \hat{F}, \mathbf{F} \rangle$ is of agreement above 0.995 and 0.980 for model trained on DFT data. Quantitative evaluation of errors of the predictions is reported in Table 2. Figure 8 depicts the alignment between predicted forces in each direction with the forces derived from different force models.
Table 2: Quantitative analysis of force accuracy

| Ground Truth | Test Snapshots | MAE (meV/Å) | RMSE (meV/Å) | \( \cos \langle \mathbf{F}^*, \mathbf{F} \rangle \) | Relative Error |
|--------------|----------------|-------------|--------------|---------------------------------|----------------|
| TIP3P        | 1000           | 11.26 ± 0.84| 15.16 ± 1.16 | 0.997                           | 1.16% ± 0.09%  |
| TIP4P-Ew     | 1000           | 13.86 ± 1.44| 19.16 ± 4.47 | 0.999                           | 1.29% ± 0.13%  |
| RPBE-D3      | 723            | 24.28 ± 16.80| 35.39 ± 23.09| 0.986                           | 1.47% ± 1.02%  |

Figure 8: Forces derived from different water potential models versus GAMD predicted forces. \( \mathbf{F} \) denotes ground truth forces, \( \mathbf{F}^* \) denotes GAMD’s prediction.

Since forces in GAMD are not derived from potential energy surface, it does not conserve the potential energy of the system. Therefore GAMD requires thermostats to regulate the velocity during simulation. We study the temporal behavior and sensitivity of GAMD by using different thermostats to run NVT simulations. We test GAMD with different collision/dampening coefficients on Nosé–Hoover thermostat and Langevin thermostat with BAOAB scheme. The temperature trends of GAMD trained on different water force models are shown in Figure 9, 10, 11. It is observed that GAMD cannot equilibrate under the NVE ensemble given its non-conserving property. When a relatively passive thermostat is applied, GAMD’s equilibrium will deviate from the target heat equilibrium. The models trained on TIP3P and TIP4P-Ew MD data are less sensitive to the intensity of the thermostat and can equilibrate to the target temperature with collision/dampening coefficient \( \geq 5.0/ps \). The model trained on DFT data is more sensitive to this coefficient and requires more aggressive thermostat to maintain the target temperature. We hypothesize the main reason is that
DFT training data encompasses a much diverse range of structures from low energy to high energy while MD data mostly consist of structures simulated around 300K temperature.

(a) Nosé–Hoover thermostat  
(b) Langevin thermostat  

Figure 9: GAMD trained on TIP3P data.

(a) Nosé–Hoover thermostat  
(b) Langevin thermostat  

Figure 10: GAMD trained on TIP4P-Ew data.
4.3 Scalability and Speed

Table 3: Quantitative comparison of force calculation speed on the Water box of different scales. In GAMD and LAMMPS, the time for each force evaluation is decomposed into two parts and reported separately. \textit{Neighbor} denotes the time needed for updating the neighbor list (building graph and calculating edge features in GNN). \textit{Force Eval} denotes the time to evaluate the net per-atom forces based on the neighbor list. GAMD adopts a 3-site setting for all of the calculations. The classical MD methods tested are TIP3P\cite{74} and TIP4P-Ew\cite{75}.

| Model Molecule number | Box size (nm) | Time (ms) per force calculation step |
|-----------------------|---------------|--------------------------------------|
|                       |               | OpenMM GAMD LAMMPS                   |
|                       |               | Neighbor Force Eval Neighbor Force Eval |
| 3-site                |               |                                      |
| 258                   | 2             | 0.192 2.962 4.063 0.001 0.754        |
| 887                   | 3             | 0.363 3.240 4.089 0.004 3.749        |
| 2094                  | 4             | 0.644 3.745 4.143 0.008 4.114        |
| 4085                  | 5             | 1.310 4.445 4.035 0.010 5.431        |
| 13786                 | 7.5           | 3.817 10.300 4.230 0.028 11.578      |
| 24093                 | 9             | 7.652 15.342 5.545 0.050 18.531      |
| 4-site                | 24093         | 7.848 - 0.056 28.164                  |

We compare our model to two high-performance MD packages, OpenMM and LAMMPS, on the water box under multiple scales, ranging from 2 nanometers to 9 nanometers. The major bottleneck of current GAMD’s implementation is neighbor lists’ update and graph construction. The neighbor list update and graph construction in GAMD are based on JAX-
MD, JAX, and DGL’s sparse matrix operation, which are optimized for machine learning workloads and are generally slower than customized CUDA neighbor-search routines used by MD packages. This results in the noticeable gap between the time of neighbor list update (including adjacency matrix assembling) in GAMD and counterparts in other MD packages. Despite this factor, GAMD still has a competitive computing efficiency (as shown in Table 3) at the large-scale simulation which is of great importance in practical problems. Since GAMD predicts forces directly by a set of MLPs which can be efficiently parallelized on the GPU, its actual force evaluation speed is faster than classical MD methods. We believe that with a more optimized implementation of the neighbor list data structure, GAMD’s performance can be further improved.

In comparison to classical MD simulation methods and DFT calculation, GAMD offers benefits in the following aspects. First, GAMD does not require explicit evaluation of energy and its gradient, instead, it directly predicts the net per-particle forces. Hence GAMD can learn the forcefield directly from observed data without any prior knowledge of the underlying energy equation. Second, GAMD does not require neighbor selection and energy accumulation based on different types of interactions (e.g. bonded interaction usually happened within a local region while non-bonded interaction happened between long-range particles). This reduces the computations needed in each step of simulation especially when there are multiple kinds of interactions in the system.

Figure 12: Radial distribution function for Oxygen-Oxygen distance in the water boxes of different sizes. (All the RDF plots are cutoff at ~ 10Å)
Furthermore, GAMDis a supervised machine learning model in essence, but its scalability is not limited by the scale of training data. We find that GAMD can learn scale-agnostic dynamics and generalize well to much larger systems. Figure 12 and Figure 13 show that GAMD trained on a water box with 258 water molecules can be scaled up to a water box with much more molecules (about 100 times larger) without compromising accuracy. This demonstrates the scalability of the model and broadens the range of the problems where GAMD can operate.

5 Conclusion

A Graph Neural Networks Accelerated Molecular Dynamics model (GAMD) is presented. GAMD provides a data-driven framework that can predict atomic forces directly without explicitly calculating energy and does not require hand-designed molecular fingerprints. As GAMD does not derive energy from potential energy surface, it does not conserve energy and requires a thermostat to regulate velocities. We have showcased the applications of GAMD on two typical molecular systems - Lennard-Jones particles and water molecules. We use GAMD to simulate these systems in an NVT ensemble, which generates trajectories that are consistent with existing classical MD methods and experimental data in terms of
spatial distribution and equilibrium state. It has also been shown that GAMD can be scaled up to much larger systems without compromising accuracy. Furthermore, a comprehensive benchmark on GAMD and other production-level MD engines (LAMMPS, OpenMM) is conducted, which shows GAMD has competitive efficiency at large-scale simulation.

6 Data Availability Statements

The data and code that support the findings of this project can be found at: https://github.com/BaratiLab/GAMD.
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