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Abstract

Invariant manifolds are the skeleton of the chaotic dynamics in Hamiltonian systems. In Celestial Mechanics, these geometrical structures are applied to a multitude of physical and practical problems, such as to the description of the natural transport of asteroids, and to the construction of trajectories for artificial satellites. In this work, we focus our investigation on the motion of a body with negligible mass that moves due to the gravitational attraction of both the Earth and the Moon. As a model, we adopt the planar circular restricted three-body problem, a near-integrable Hamiltonian system with two degrees of freedom, and consider a situation where all orbits inside the Earth’s or the Moon’s realm are free to move between these regions but are bounded within the system. We derive the equations of motion for the problem and explain in detail all the numerical procedures that are carried out, from the determination of periodic orbits to the calculation of two-dimensional invariant manifolds. By varying the Jacobi constant of motion, we observe that the system undergoes a transition from a mixed phase space with a far-reaching stickiness effect, to a global chaos scenario, and back to a mixed phase space, although now with localized stickiness. During this process, the Lyapunov orbit manifolds spread throughout the phase space, displaying a close relationship with the shape and location of regular regions, and also with the transport of orbits between the realms, while the invariant manifolds associated with certain unstable periodic orbits, formed by the destruction of the last KAM torus of the regular regions, are related to the behavior of stickiness and, consequently, to dynamically trapping transit orbits. Our results provide a visual description of the influence of invariant manifolds in the dynamical properties of the Earth-Moon system and could contribute to the understanding of the connection between dynamics and geometry in Hamiltonian systems.
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Chapter 1

Introduction

Hamiltonian systems constitute an important class of dynamical systems, and are represented by a myriad of physical problems in fields such as Celestial Mechanics, Plasma Physics, and Quantum Mechanics [1–3]. Near-integrable Hamiltonian systems, in special, display a rich dynamical structure, with the coexistence of both regular and chaotic motion (mixed phase space). The structure of the system’s phase space, i.e., the location and shape of the regular solutions and chaotic sea, depends on the system’s parameters and constants of motion.

Periodic solutions are of special significance, since they locally determine the behavior of other solutions in the phase space. In particular, unstable periodic orbits immersed in the chaotic sea possess associated stable and unstable invariant manifolds, which are composed by all the solutions that converge to them in a given time direction. The importance of these geometrical structures was already perceived by Poincaré when he studied the three-body problem and concluded that the intersection between invariant manifolds lead to complicated motion in the system [4,5]. Later, it was showed that such intersections are indeed the cornerstone of Hamiltonian chaos [6,7].

Much of the interesting phenomena related to invariant manifolds can be observed from studying these curves in area-preserving maps, which are easier to investigate than continuous-time systems and, in certain circumstances, can be derived directly from a Hamiltonian flow [8,9]. Notably, invariant manifolds are deeply connected with transport properties in dynamical systems, acting as transport barriers, partial transport barriers and transport channels [10–12].

In Celestial Mechanics, invariant manifolds were widely investigated, being associated to resonant transitions in the orbits of Jupiter comets [13], to the jumping mechanism of Trojan asteroids [14], to stickiness effect in barred spiral galaxies [15], and more recently, to the pathways of comets in the outer Solar System [16]. In Orbital Dynamics, these geometrical structures were also employed in a variety of applications, such as the construction of a transfer trajectory to and from a periodic orbit named Halo orbit, which was first exploited by the Genesis mission [17,18], the determination of low energy transfers
to the Moon [19], and also a trajectory design for a mission to Titan [20].

In this work, we make use of efficient numerical methods to visually illustrate the influence of invariant manifolds in the dynamical properties of Hamiltonian systems. We focus our investigation on the motion of a small body that is under the gravitational influence of both the Earth and the Moon, the Earth-Moon system. As a model, we adopt the Planar Circular Restricted Three-Body Problem, a hallmark of Hamiltonian mechanics. We select a range of values for the Jacobi constant in which all orbits are bounded within the system, and we carry out our analyses on a Poincaré map which is calculated on a suitable surface of section in the neighborhood of the Moon. Our interest lies on how the dynamical and geometrical objects present in the system’s phase space evolve and interact with each other as we vary the constant of motion.

Periodic solutions of the Circular Restricted Three-Body Problem with Earth and Moon’s masses have been extensively studied for a long time [21,22]. One of the main families of periodic solutions, that also exists in the planar case, is composed by the Lyapunov orbits, which are unstable periodic orbits around the Lagrangian equilibrium points [23]. Here, we are interested in the Lyapunov orbits around \( L_1 \), which are strategic localized in the neck region between the Earth and the Moon’s realms. Another class of solutions that we investigate is formed by the direct periodic orbits around the Moon, specifically the Low Prograde Orbits and the Distant Prograde Orbits [1,24].

Due to the presence of invariant manifolds, there are natural connections between the aforementioned unstable periodic orbits, and also between these and other periodic orbits in the system, which, for example, translates as low-cost transfers for space mission design [25,26]. Given that these solutions can change stability or appear/disappear as the Jacobi constant varies (periodic orbit bifurcation), it is important to determine which solutions coexist for the same system’s configuration in order to define which connections are possible [27].

It is worth mentioning that calculating periodic orbits is generally a difficult task, specially in more complicated versions of the three-body problem which considers, for example, the influence of the Sun, the eccentricity of the lunar orbit, or the mass of the third particle [1]. With this, another relevance of studying periodic solutions in the circular restricted three-body problem, whose determination already relies on numerical or ad hoc mathematical methods [17], is that these solutions can be used as a basis for finding orbits in such complicated models [28,29].

Invariant manifolds in the planar circular restricted three-body problem are two-dimensional geometrical structures which can be represented as disconnected curves in the surface of section, hence behaving differently from one-dimensional manifolds in planar maps [23,30]. A clear depiction of how the manifolds are organized in the phase space is important, and gives information on the distribution of homo/heteroclinic intersections [13,31], and on the destruction of KAM tori [32]. Here, we illustrate how these
structures occupy the phase space alongside dynamical objects, such as invariant tori and chaotic orbits, and how they affect the transport properties of the system. We also study the stability properties of the periodic orbits associated with the regular regions, in order to fully describe the dynamical changes in the system.

Our investigation is supported by numerical procedures, from the calculation of the Lagrangian point location, passing through the tracing of unstable periodic orbits, and up to the determination of the intersection between invariant manifolds and the defined surface of section, all of which are explained in details in the text. In order to obtain a reliable result, then, the precision of these procedures must always be of concern, as should be the case for any computational work. During our analyses, we keep track of the numerical errors in every step of the way, ensuring that they are low enough ($\lesssim 10^{-10}$), specially regarding the conservation of the constant of motion.

This manuscript is organized as follows. In Chapter 2, we introduce the main concepts of Hamiltonian systems that are relevant to our work, along with the practical aspects of computationally treating dynamical systems. In Chapter 3, we define one- and two-dimensional invariant manifolds, and talk about the numerical methods we use for calculating these geometrical structures. In Chapter 4, the Earth-Moon system is presented and analyzed, as modeled by the planar circular restricted three-body problem. In Chapter 5, we give our conclusion regarding our investigation, and discuss perspectives for future research. Finally, in Chapter 6, we comment on the scientific papers and the open source code that resulted from this work.
Chapter 2

Hamiltonian systems

The Earth-Moon system, as modeled by the planar circular restricted three-body problem, is a near-integrable Hamiltonian system with two degrees of freedom. In this chapter, we give a brief presentation on some concepts in Hamiltonian systems as viewed from a Dynamical Systems perspective. We discuss both the theoretical and the computational aspects regarding the dynamical description of these systems.

2.1 Dynamical systems concepts

A system whose state evolves with time is called a dynamical system [33]. Depending on the nature of the time variable, it can be separated into two classes. When time is a continuous variable, the system is usually described by a set of first-order ordinary differential equations

\[
\frac{dx}{dt} = F(x,t),
\]

with \( t \in \mathbb{R} \). On the other hand, when the time variable is discrete, the system is described by a mapping function

\[
x_{n+1} = M(x_n),
\]

with \( n \in \mathbb{N} \). For us, \( F \) is a vector field, while \( M \) is a bijection, with both \( M \) and \( M^{-1} \) differentiable.

The state of a dynamical system is given by the variable \( x \in \mathbb{R}^N \), which takes values on the \( N \)-dimensional phase space. One distinctive property of Hamiltonian systems is that they preserve volumes in phase space under a time evolution, i.e., phase space volumes are incompressible. This result is known as Liouville’s theorem [7].
Computational implementation

Numerical computation of orbits in discrete-time systems is straightforward, with errors associated only to the computational precision used to represent numerical values, and to the calculation of the map itself. For continuous-time systems, on the other hand, numerical methods for integrating ordinary differential equations (ODEs) are necessary, making these systems somewhat more difficult to study.

There are various methods for finding the solution of ODEs [34]. We are interested in the Runge-Kutta (RK) methods, which are easy to implement and versatile. These methods assume a solution for Eq. (2.1) of the form

\[ x_{n+1} = x_n + h \sum_{i=1}^{s} b_i k_i, \]  

(2.3)

with coefficients \( k_i \) given by

\[ k_i = F \left( x_n + h \sum_{j=1}^{s} a_{ij} k_j, t_n + c_i h \right), \]  

(2.4)

where \( c_i, b_i \) and \( s \) are the nodes, weights, and stage of the method, respectively. The difference between the various RK methods are the values of these parameters [35]. In particular, the step \( h \) gives the time increment for the operation: \( t_{n+1} = t_n + h \). A lower step-size means a higher precision in Eq. (2.3), but also a higher computational cost.

Runge-Kutta methods advance a solution of an ODE one time step \( h \), and utilizes the vector field to obtain information on the state’s derivative in \( s \) different points in this interval. Equation (2.3) is a truncated series approximation, and the error term is used to attribute a parameter called order to the method. A \( n^{th} \) order method has truncation error proportional to \( h^{n+1} \).

An embedded RK method solves Eq. (2.3) by using two schemes of different orders at the same time. The difference between the calculated solutions give a more reliable accuracy measure to the procedure. We can then adapt the size of the step for each iteration according to this accuracy, reducing the total computational time. In practice, we keep the step-size between \( 10^{-3} \) and \( 10^{-11} \), and require an accuracy of \( 10^{-13} \).

The errors associated with the numerical integrators, along with the errors introduced by other methods needed for our investigation, are carried throughout the simulation. Therefore, higher-order RK methods are necessary in order for us to obtain a reliable result. We extensively tested and compared various methods, including, but not limited to, the 4\(^{th}\) and 5\(^{th}\)-order RK Cash-Karp [36], the 4\(^{th}\) and 5\(^{th}\)-order RK Dormand-Prince [37], and the 7\(^{th}\) and 8\(^{th}\)-order RK Dormand-Prince [38]. The most efficient one for our analysis was found to be the 8\(^{th}\) and 9\(^{th}\)-order RK Prince-Dormand [39].

We also tested symplectic integrators in some situations, for which we obtained similar
results. These methods were developed with the preservation of symplectic areas in mind, and work very well especially for long time simulations \[40\]. For our investigation, however, given that we use a higher-order RK, do not integrate the equations of motion for long periods of times, and use a low-dimensional model, such methods, which are harder to implement, presented no discernible improvement.

**Linear stability**

When we analyze the system’s phase space, two types of solutions for Eqs. (2.1) and (2.2) are of special interest: (i) solutions where the state does not change over time and (ii) solutions where the state of the system repeats itself after a period of time.

A solution of type (i) is called an equilibrium point $x_e$ for a continuous system, and a fixed point $\tilde{x}_f$ for a discrete system. In this case, we have

$$F(x_e, t) = 0, \quad \forall t \in \mathbb{R},$$

$$M^n(\tilde{x}_f) = \tilde{x}_f, \quad \forall n \in \mathbb{N},$$

where $M^n$ stands for the function $M$ being applied $n$ times.

A solution of type (ii) is called periodic, and the trajectory formed by this solution in space is called a periodic orbit. Denoting by $\varphi(x_0, t)$ the solution of Eq. (2.1) with initial condition $x_0$ and at time $t$, we have

$$\varphi(x_p, t) = \varphi(x_p, t + T), \quad T \in \mathbb{Q}^+, \quad k \in \mathbb{N},$$

where $T$ and $k$ are the periods of the orbits. The periodic orbits are then given by $\varphi(x_p, t)$ for $t \in [0, T]$ in the continuous system and by $\{\tilde{x}_p, M(\tilde{x}_p), \ldots, M^{k-1}(\tilde{x}_p)\} \equiv \{\tilde{x}_0, \tilde{x}_1, \ldots, \tilde{x}_{k-1}\}$ in the discrete system.

Both these types of orbits are important because they determine the dynamical properties on their neighborhood \[5\]. Orbits near a stable equilibrium or a stable periodic orbit stay near these for all time, while orbits near an unstable equilibrium or an unstable periodic orbit will typically move away from it. To determine one’s stability is therefore necessary and, in order to do so, we carry out a local linear analysis.

For discrete systems, we analyze the Jacobian of the map $DM$ for fixed points, and the Jacobian of the iterated map $DM^k$ for a periodic orbit of period $k$. By calculating the eigenvalues and eigenvectors of these matrices, we can define the stable and unstable subspaces around these points \[5\].

For autonomous continuous systems, where $F$ does not depend on time, the Jacobian of the vector field $DF$ is used to analyze the stability properties of an equilibrium point, since it gives a good first approximation for the vector field expanded in a Taylor series around this point \[3\]. For a periodic orbit in such systems, we have to analyze the
monodromy matrix associated with this orbit [41].

Let us consider a solution $\varphi(x_p + \delta x_p, t)$ that starts in the neighborhood of a periodic solution $\varphi(x_p, t)$. The displacement between these solutions over time is described, to first order, by the state transition matrix $\Phi(t)$ [42], which is given by

$$
\Phi(t) = \begin{pmatrix}
\frac{\partial \varphi_1}{\partial x_1} & \cdots & \frac{\partial \varphi_1}{\partial x_N} \\
\vdots & \ddots & \vdots \\
\frac{\partial \varphi_N}{\partial x_1} & \cdots & \frac{\partial \varphi_N}{\partial x_N}
\end{pmatrix},
$$

(2.7)

with $\varphi = (\varphi_1, \ldots, \varphi_N)$ and $x = (x_1, \ldots, x_N)$. The monodromy matrix $M$ is then given by the state transition matrix evaluated after one period $T$ of the periodic orbit,

$$
M = \Phi(T),
$$

(2.8)

and it defines a local mapping that characterizes the behavior of small perturbations near the periodic orbit [23, 43]

$$
\delta x_{n+1} = M\delta x_n.
$$

(2.9)

If we differentiate Eq. (2.7) with respect to time and consider the autonomous form of Eq. (2.1), we can show that the time evolution of the transition matrix $\Phi$ is given by

$$
\frac{d\Phi}{dt} = J\Phi,
$$

$$
\Phi(t_0) = I,
$$

(2.10)

where $J \equiv DF$ and $I$ stands for the identity matrix.

Therefore, after determining $\varphi(x_p, t)$, we can obtain $M$ by integrating Eqs. (2.10) for one period $T$. However, it is important to note that the Jacobian of the field $J$ depends on the state of the system, making it necessary for us to calculate the evolution of the periodic orbit along with the evolution of the transition matrix. In practice, we reduce the computational cost of this calculation by writing $\Phi$ in a vector form, appending it to the state vector $x$, and integrating both using the same numerical routine.

The stability of equilibria and periodic orbits, which we have discussed so far, is analyzed considering the system with a given set of parameters. Another type of stability, that is going to be important for us, is called structural stability and it concerns what happens to the system when we slightly change said parameters. In this context, there can exist bifurcations, where periodic orbits appear, disappear or change stability, for example [44].
Periodic orbit determination

In dynamical systems with dissipative terms, a periodic orbit may be the final state of a set of orbits in the system either forward or backward in time. If this is the case, the determination of such periodic orbits involve only calculating the time evolution of a trajectory in this set. In Hamiltonian systems, where volumes are preserved in the phase space, this situation is not possible and numerical methods are usually necessary for the determination of periodic orbits.

For discrete systems, computation of periodic orbits generally involve solving Eq. (2.6) using some variation of the Newton’s method [45]. For continuous-time systems, there are methods which also involve minimization procedures such as the Levenberg-Marquardt [46,47], or a discretized version of the monodromy matrix [48,49]. All these methods are efficient and need a good initial guess to work.

For the circular restricted three-body problem, which is used as a model for the Earth-Moon system, there are more sophisticated methods such as expanding the system’s pseudo-potential in Legendre polynomials and finding a formal series solution for certain families of periodic orbits, or using the Hamiltonian formalism of the problem to describe it using normal forms with higher-order terms [17,23]. These methods, however, are harder to implement and demand higher computational time.

In this work, we use the method described in Ref. [42], which explores a symmetry in the solutions of the circular restricted three-body problem in order to find both stable and unstable periodic orbits in a suitable surface of section. To facilitate the comprehension of the method, we will explain it in details in Sec. 4.3, only after the Earth-Moon system is introduced.

2.2 Poincaré map

The dynamical structure of a $N$-dimensional continuous-time system can be captured by a $(N-1)$-dimensional mapping. This can be achieved by considering the intersections of a continuous-time trajectory, in a given direction, with a predefined surface of section, as is shown in Fig. 2.1. A map can then be implicitly defined as a function that images one intersection to the next. The discrete system resulting from this procedure is called a Poincaré map.

The construction of a Poincaré map is a powerful tool for analyzing dynamical systems as the generated mapping reflects the dynamical structure of the continuous system by preserving the qualitative properties of the flow, such as periodic and chaotic behavior. A periodic solution, in particular, is represented by a fixed point or a periodic orbit on the map, and the stability of the discrete trajectory is the same as that of its continuous counterpart [23].
Figure 2.1: Construction of a Poincaré map for a three-dimensional flow. All the upward piercings of the continuous-time trajectory $\phi(x_0, t)$ with the two-dimensional surface of section $\Sigma$ are recorded, and the map $M$ is implicitly defined by $M(P_i) = P_{i+1}$, for $i = 0, 1, \ldots$

Poincaré maps derived from Hamiltonian flows maintain the volume-preserving character of the corresponding continuous-time system [3]. For example, three-dimensional Hamiltonian flows, or Hamiltonian flows that are restricted to a three-dimensional space, generate a two-dimensional area-preserving Poincaré map. This will be the case for the Earth-Moon system.

Numerical considerations

In order to obtain one point on a Poincaré map, we need to evolve the system until the solution crosses our chosen surface of section. This means that the error propagated in each step of the numerical integration scheme yields an error on the map, which is specially concerning for orbits integrated for a long period of time. Since our investigation is carried out by analyzing the system on a surface of section, this issue reinforces the importance of selecting a high-precision integration method.

The procedure we use for determining the intersection between a trajectory and the surface of section goes as follows. While integrating the system, we verify if two consecutive points of the trajectory fall on different sides of the surface of section $\Sigma$. If this happens, we select the backward point $x_n$ and calculate a new point $x_{n+1}$ using Eq. (2.3) but with a new step-size which is half of the previous one, $h/2$. We then repeat this process until the difference between $x_{n+1}$ and $\Sigma$ is lower than $10^{-10}$.

The method described above is simple to implement and sufficiently precise. We have to be careful, though, and keep the step-size higher than $10^{-15}$ in order to avoid floating-point error. Furthermore, after calculating the intersection, we have to continue the numerical integration of the trajectory using the original backward point, so as not to insert the method error into the orbit calculation.
2.3 Integrability and KAM theory

A Hamiltonian system is one that can be completely described by a Hamiltonian function $\mathcal{H}(q,p,t)$, which is expressed in terms of the canonically conjugate variables $(q,p) \in \mathbb{R}^{2D}$. The dimensionality $D$ of these variables is the number of degrees of freedom in the system [7].

Integrable Hamiltonian systems

We call constant of motion a function $f$ of the system’s dynamical variables that stays constant as the system evolves in time. The existence of a constant of motion implies that the system’s dynamics is restricted to a $(2D - 1)$-dimensional surface defined by $f = k$, where $k$ is constant. For example, in an autonomous Hamiltonian system, the Hamiltonian function $\mathcal{H}(q,p)$ is a constant of motion that restricts the system to a surface $\mathcal{H} = k$, for any $(q,p)$ in the phase space.

In practice, a constant of motion also serves as a parameter from which we can estimate a precision for the numerical integration of the equations of motion. This is very useful since it is an error estimation which is based on the system’s dynamics and not on the method itself.

An autonomous Hamiltonian system is said to be integrable if it has $D$ independent constants of motion $f_i$. In this case, the dynamics of the system occurs in a $D$-dimensional surface defined by $f_i = k_i$, $i = 1, \ldots, D$. It can be shown that the topology of such a surface is that of a $D$-dimensional torus [3]. It is then possible to analytically describe the motion of any orbit in this type of system.

For a two-degrees-of-freedom case, the motion is given in a two-dimensional torus, which can be parametrized by two frequencies, one for each degree of freedom. If the ratio between the frequencies is rational, the orbit is periodic. Conversely, if the frequencies are incommensurable, the trajectory fills the entire toroidal surface [2].

Near-integrable Hamiltonian systems

The KAM theory states that, if we perturb the Hamiltonian of an integrable system with a small volume-preserving perturbation, there still exists a finite fraction of regular trajectories, those which are described by a KAM torus. The other fraction of trajectories describe chaotic motion, i.e., they are not periodic and have sensitive dependence on initial conditions. When analyzed in a surface of section, the regular trajectories form invariant circles, while the chaotic ones densely fill a finite region of this surface [2,9]. This is the dynamical scenario of a near-integrable Hamiltonian system, which is composed of regions of regular motion, or stability, along with chaotic areas in the phase space.

Given a small volume-preserving perturbation, some invariant curves are more easily destroyed than others, and bifurcate into a group of elliptic (stable) and hyperbolic (un-
stable) periodic orbits, following the Poincaré-Birkhoff theorem [7]. When this happens to the last KAM curve of the invariant family surrounding an elliptic point, a resonant island chain is created around the regular region and in direct contact with the chaotic sea. This is an important mechanism because the unstable periodic orbits created in this bifurcation, and their associated invariant manifolds, influence the chaotic motion around the regular region.

Orbits in the Hamiltonian chaotic sea may linger and concentrate in certain regions of the phase space, specially around stability regions. Such phenomenon is called stickiness, and it can be associated with invariant manifolds in the system [15, 44]. The general behavior of the stickiness effect will be an important component describing the dynamical properties of the Earth-Moon system.

Monodromy matrix properties

The monodromy matrix of a periodic orbit in an autonomous Hamiltonian flow has two unity eigenvalues. The first one is associated with the flow direction, which is tangent to the orbit, and the second one is related to the fact that the Hamiltonian function is a constant of motion [23]. The other eigenvalues may determine the stability of the periodic orbit in the following manner.

A stable periodic orbit has pairs of eigenvalues that are complex conjugate to one another. Conversely, an unstable periodic orbit has at least one pair of real eigenvalues, where one is the inverse of the other [41]. While the eigenvalue $\lambda > 1$ defines an unstable direction for the linearized system around the orbit, the eigenvalue $1/\lambda$ defines the stable direction. These eigenvectors will later be used for calculating the invariant manifolds associated with an unstable periodic orbit.

Let us now restrict ourselves to two degrees of freedom. In this case, we can analyze the stability of a periodic orbit by looking at the trace of the monodromy matrix $\mathcal{M}$. If $0 < Tr(\mathcal{M}) < 4$, the orbit is stable, while $Tr(\mathcal{H}) < 0$ or $Tr(\mathcal{H}) > 4$ implies an unstable orbit [50]. Therefore, the sum of the monodromy matrix eigenvalues may indicate a periodic orbit bifurcation if it approaches either 0 or 4 as we change the value of the system’s constant of motion.

Newtonian and Lagrangian formalisms

Before closing this chapter, it is important that we make an observation on the coordinate system that we use during our work.

We derive the equations of motion for a small body in the Earth-Moon system from a Newtonian approach, which describes the system in terms of the variables position and velocity $(\mathbf{x}, \dot{\mathbf{x}})$. This system is Hamiltonian in the sense that there exists a coordinate transformation from which we can obtain a set of canonically conjugate variables $(\mathbf{q}, \mathbf{p})$.
and a corresponding Hamiltonian function. However, we keep the former set of variables throughout our investigation, which is natural for problems that may involve real-life applications.

The resulting equations of motion are a set of ordinary differential equations with an incompressible vector field ($\nabla \cdot \mathbf{F} = 0$). Therefore, the system is still volume-preserving in this coordinate system and the scenario described for the phase space of Hamiltonian flows still holds in our situation [51]. We could also have arrived at the same equations of motion by defining a Lagrangian function, which would be associated to the Hamiltonian function through a Legendre transformation [23].
Chapter 3

Invariant manifolds

In dynamical systems theory, the set of states whose temporal evolution asymptotically converges to an unstable fixed point, an unstable equilibrium point, or an unstable periodic orbit (UPO), is called the \textit{invariant manifold of said point or orbit}. When the convergence happens forward in time, we call such set \textit{stable manifold}. Conversely, if the trajectories converge backward in time, i.e., if they originate from the point, or the orbit, they are associated with, we call such set \textit{unstable manifold}.

The stable and unstable manifolds are geometrical structures related to the stable and unstable subspaces of an unstable point, or unstable periodic orbit, respectively. These sets are \textit{manifolds} since they are locally homeomorphic to the Euclidean space and they are \textit{invariant} because the trajectory formed by any one of their elements, which is obtained by solving Eq. (2.1) or Eq. (2.2), also belongs to the corresponding set by definition.

In this chapter, we define these geometrical structures, show how to numerically calculate them, and discuss their relationship to the system’s dynamical properties. We first describe one-dimensional invariant manifolds in two-dimensional area-preserving maps, and we analyze a suitable version of the Hénon map as an example. Later, we consider two-dimensional manifolds in autonomous two-degrees-of-freedom Hamiltonian systems, which will be the case for the Earth-Moon system.

3.1 One-dimensional manifolds

Let $M$ be a two-dimensional bijection, with both $M$ and $M^{-1}$ differentiable, and let $p$ be a \textit{saddle}, i.e., an unstable fixed point, in the mapping $M$. We define the \textit{stable manifold} $W^s$ and the \textit{unstable manifold} $W^u$ associated with $p$ as [5]

$$
W^s(p) = \{ x \in U \subset \mathbb{R}^2 \mid M^n(x) \to p \text{ as } n \to \infty \},
$$

$$
W^u(p) = \{ x \in U \subset \mathbb{R}^2 \mid M^{-n}(x) \to p \text{ as } n \to \infty \}.
$$

(3.1)

It can be shown that the invariant manifolds $W^s(p)$ and $W^u(p)$ are, in this case, uni-
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dimensional curves. Furthermore, these geometrical structures locally follow the direction of the eigenvectors of the Jacobian matrix evaluated at the saddle $\mathbf{D}\mathcal{M}(\mathbf{p})$.\textsuperscript{1} The stable manifold is tangent to the eigenvector in the stable subspace, while the unstable manifold is tangent to the unstable eigenvector, with each of these having two branches. In Fig. 3.1, we present the invariant manifolds associated with a saddle $\mathbf{p}$ for an integrable and a non-integrable case.

![Invariant manifolds](image)

**Figure 3.1:** Invariant manifolds $W^u$ and $W^s$ associated with a saddle $\mathbf{p}$ for an (a) integrable and a (b) non-integrable case.

In the integrable case, Fig. 3.1a, both manifolds emerge from the saddle and smoothly reconnects to the unstable point. These curves work as a separatrix, which divides the space into regions with different dynamical properties. In the non-integrable case, Fig. 3.1b, the manifolds oscillate as they return to the initial point, forming *lobes*. The closer they are to $\mathbf{p}$ the longer are the lobes. This situation leads to crossings between the manifolds, which compose an invariant set of chaotic orbits [6, 7]. The trajectories near such crossings then follow their dynamics and also behave chaotically, being this the main element for chaos in the system [52].

The crossings in Fig. 3.1b are called *homoclinic* for these happen between manifolds associated with the same saddle, contrary to the *heteroclinic* case where the manifolds of different unstable points intersect each other. Due to the described scenario, the invariant manifolds are sometimes regarded as the skeleton of the system’s underlying dynamics. Therefore, it is of paramount importance to determine how these geometrical structures are spatially organized.

Numerical tools for determining invariant manifolds are necessary since, generally, we are not able to obtain these curves analytically [53]. One of the main ideas consists in choosing a piece of the invariant manifold, called a *primary segment*, and using it to trace the rest of the manifold. In Fig. 3.2, we sketch this procedure for a branch of the unstable manifold. The primary segment $\mathbf{P}$ is formed by the points on the manifold between $\mathbf{q}$ and its image under the map $\mathcal{M}(\mathbf{q})$. By construction, the images and preimages of $\mathbf{P}$ under $\mathcal{M}$ compose the invariant manifold, i.e., $W^u(\mathbf{p}) = \bigcup_{i=-\infty}^{\infty} \mathcal{M}^i(\mathbf{P})$.

\textsuperscript{1}These results are given by the *Stable Manifold Theorem*, see Ref. [5].
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Figure 3.2: The primary segment method for tracing invariant manifolds. After calculating a primary segment \( P = [q, M(q)] \subset W^u \), we can map it to determine the rest of the manifold \( W^u \) associated with the saddle \( p \).

In practice, we calculate \( DM(p) \) and its eigenvectors, either analytically or numerically, and we choose a primary segment very close to the saddle and in the direction of the eigenvector of interest. Next, we select a few points on the segment and iterate them with the map and its inverse. The orbits generated will then trace the invariant manifold to a certain precision. By increasing the number of initial conditions, we increase the curve precision, but also the computational cost.

The definition of invariant manifolds, Eqs. (3.1), can be readily extended to unstable periodic orbits. Let \( \gamma = \{p_1, p_2, \ldots, p_m\} \) be an UPO of period \( m \) of the map \( M \). The invariant manifolds associated with \( \gamma \) are given by [5]

\[
W^s(\gamma) = \{x \in U \subset \mathbb{R}^2 \mid M^n(x) \to M^n(p_i) \text{ as } n \to \infty, \ i = 1, \ldots, m\},
W^u(\gamma) = \{x \in U \subset \mathbb{R}^2 \mid M^{-n}(x) \to M^{-n}(p_i) \text{ as } n \to \infty, \ i = 1, \ldots, m\}.
\]

The manifolds locally follow the direction of the eigenvectors of \( DM^m(p_i) \) in this case, which is natural since every \( p_i \) is a fixed point of the map \( M^m \). In practice, we calculate a primary segment for each member of \( \gamma \) and follow the procedure described before to trace these curves.

The area-preserving Hénon map

In order to illustrate some of the main dynamical aspects of one-dimensional invariant manifolds, we analyze the Hénon map [54]. This map was initially presented as a simple dynamical system which contains a set of solutions that converge to a chaotic attractor. Since then, it has become an archetype of two-dimensional discrete systems. Here, we study an area-preserving version of the map which is given by

\[
H: \begin{cases}
x_{n+1} = a - x_n^2 + y_n, \\
y_{n+1} = x_n,
\end{cases}
\]

and whose inverse is given by
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\[H^{-1}: \begin{align*}
x_{n-1} &= y_n, \\
y_{n-1} &= -a + y_n^2 + x_n.
\end{align*}\] (3.4)

The Hénon mapping is an open system. Most of the initial conditions leads to regular solutions that converge to \(x = -\infty\) when iterated under \(H\), and to \(y = +\infty\) when iterated with its inverse, \(H^{-1}\). There is, however, a region of the system that is composed by invariant stable solutions, near which the unbounded orbits experiment a chaotic transient. In Fig. 3.3, we present the system’s phase space \(x-y\) for three different values of the parameter \(a\).

![Figure 3.3: Phase space \(x-y\) of the area-preserving Hénon map \(H\). The small black circles mark two fixed saddles at \(x = y = \pm\sqrt{a}\), and a periodic saddle of period 12 around the invariant curves.](image)

Equations. (3.3) have two fixed points, which are located at \(x = y = \pm\sqrt{a}\), both of them being saddles. For the chosen range of parameter values, \(0.298 \leq a \leq 0.338\), there are also a period-2 center, i.e., a stable periodic orbit of period 2, which is surrounded by invariant curves, and a period-12 UPO that is located around the regular region. The UPO is related to a resonant island chain which detaches from the regular region and is destroyed as \(a\) increases.

There are two main features we observe from Fig. 3.3. The first one is a higher concentration of orbits, \(stickiness\), around the resonant island chain. The second one is the shape of the chaotic sea, which is mostly confined to a definite region of the phase space, and also shows an intricate pattern that is specially visible between the regular regions. We now proceed to calculate the invariant manifolds associated with both fixed saddles and the period-12 UPO in order to show that the aforementioned phase space features have a close relationship with the spatial distribution of these geometrical structures.

The primary segment method can trace invariant manifolds with a small error, but there are some improvements that can be made to enhance its computational efficiency. Since these curves have complex structures with elongated and bended sections, there are some parts of the manifolds that may require more or less points for a good resolution. We can then start with a small number of initial conditions on the primary segment, and
later use some criteria, such as the manifold’s local curvature, to add or remove points as needed [53]. We can also interpolate the images of the primary segment as we calculate them [55].

The results are presented in Fig. 3.4, where the invariant manifolds associated with the fixed saddles, both stable and unstable, are colored orange, and the ones associated with the period-12 UPO are in green. These curves were traced using the open-source software Automan\textsuperscript{2}, which follows the primary segment method as described in Ref. [55]. By comparison to Fig. 3.3, we can readily observe the role of each structure in the phase space configuration. While the fixed saddles’ manifolds delimit the region where the interesting dynamics takes place, the manifolds associated with the UPO are related to the stickiness effect.

Figure 3.4: Invariant manifolds of the fixed points (orange) and the period-12 orbit (green), traced in the phase space $x$-$y$ for different values of $a$. As the control parameter increases, these curves become more entangled.

Another aspect observable from Fig. 3.4 is the interaction between both groups of manifolds. Initially, for $a = 0.298$, the orange and green curves are essentially isolated from each other. They do eventually cross, given that they are immersed in the same chaotic sea, but only after a large number of lobes were formed by both manifolds. Later, for $a = 0.318$, the crossings start sooner and the manifolds become entangled as they spread across the phase space. Finally, for $a = 0.338$, both curves seem similarly organized, as the manifolds with the same type of stability cannot cross each other and, therefore, these must evolve parallel to each other as they compete for space.

To understand the influence of these geometrical structures in the transport properties of the system, we calculate the transit time profile for the different values of the control parameter. In order to do so, we first define a large box that contains our depicted domain. Then, we count how many iterations it takes for an initial condition to reach this box both under $H$, denoted by $n_f$, and under $H^{-1}$, denoted by $n_b$. Lastly, we calculate the transit time associated with each initial condition, which is given by $n_f + n_b$.

The transit time is a measure of how long it takes for an unbounded orbit to enter

\footnote{Available at \url{http://yorke.if.usp.br/OscilControlData/AUTOMAN/}.}
and exit a region of interest. In Fig. 3.5, we show the transit time profiles for a grid of 1000 × 1000 initial conditions in \([-1.2, 1.2] \times [-1.2, 1.2]\), whereas the outer hit box chosen was \([-1000, 1000] \times [-1000, 1000]\). We observe that the orbits with larger transit times are concentrated around the period-12 island chain, as expected. As the parameter \(a\) is increased, the islands get smaller and the number of orbits with longer transit times decrease. The self-similar pattern formed in the chaotic sea is also highlighted, indicating the presence of an underlying geometrical structure which divides the phase space into long and short transit time orbits.

Figure 3.5: Transit time profile for the area-preserving Hénon map \(H\) in a logarithmic scale, measured in the phase space \(x-y\) for different values of \(a\). The white areas contain bounded orbits, which are not considered for the analysis.

By comparing Figs. 3.4 and 3.5, we are able to conclude that the fixed saddle manifolds are responsible for the transport of orbits into and out of the chaotic region of the phase space. Meanwhile, the invariant manifolds associated with the period-12 UPO are responsible for temporarily trapping the orbits near the regular regions. As we vary the control parameter, these geometrical structures become entangled, leading to a more uniform transit time profile.

As we mentioned, intersections between invariant manifolds are related to the emergence of chaos in conservative systems, and, as we have seen, to the chaotic transport between different regions of the phase space. By analyzing the homoclinic intersections between the manifolds of the period-12 UPO, and the heteroclinic intersections between the UPO manifolds and the ones associated with the fixed saddles, we can also show that the phase space distribution of these two sets present similar properties as the control parameter is increased \([56]\).

The results observed here should hold qualitatively for any range of \(a\) in which there is an island chain being detached from the regular region and, consequently, a suitable UPO can be chosen for the analysis. The fixed saddles, in particular, are not created through a bifurcation, and the influence of their manifolds on the system’s dynamical properties can be verified for any value of the control parameter.

In Fig. 3.6, we present the phase space \(x-y\) of the Hénon map \(H\), along with the fixed
saddles manifolds, for different values of the control parameter in the range \(0.1 < a < 1.2\). Initially, the manifolds are very localized around the saddle points. As the parameter increases, they advance to a larger area of the phase space, invading the regions that contain regular solutions. After a solution is destroyed, the new orbit follows the dynamics of the manifolds towards infinity. Eventually, both regular regions disappear and there is no more transient chaos in the system.

![Figure 3.6: Destruction of regular solutions in the area-preserving Hénon map \(H\). As the control parameter \(a\) is increased, the fixed saddles manifolds invade the stable regions in the phase space \(x\)-\(y\), and transport these orbits to infinity.](image)

A remark here is in order. The map \(H\) is area-preserving but, since \(\det(DH) = -1\), it is not orientation-preserving, which means that it cannot be derived from a Hamiltonian flow \([9]\). Even though there is an orientation-preserving version of the Hénon map \([57]\), we chose \(H\) because it is a convenient system to clearly depict the relationship between system’s dynamical properties and invariant manifolds spatial distribution. The concepts that were illustrated in this section, such as the idea that these geometrical structures can play different dynamical roles in the system, will also be observed in the Earth-Moon system.
3.2 Two-dimensional manifolds

Let us now consider an autonomous Hamiltonian system with two degrees of freedom, and let \( \alpha \) be an unstable periodic orbit in this continuous-time system. As was discussed, the stability of \( \alpha \) is determined by the eigenvalues of the monodromy matrix, which is calculated at a point \( \tilde{p} \) of the UPO.

The eigenvalues of the monodromy matrix are related to eigenvectors which locally determine an unstable and a stable direction. This means that there exist two sets of orbits, one that converges to \( \tilde{p} \) forward in time, and another that does it backward in time. By extending these local solutions to the entire space, and by following Eqs. (3.1), we can define the invariant manifolds associated with \( \tilde{p} \) as

\[
W^s(\tilde{p}) = \{ x \in V \subset \mathbb{R}^4 \mid \varphi(x,t) \to \tilde{p} \text{ as } t \to \infty \},
\]

\[
W^u(\tilde{p}) = \{ x \in V \subset \mathbb{R}^4 \mid \varphi(x,t) \to \tilde{p} \text{ as } t \to -\infty \},
\]

where \( \varphi(x,t) \) is a solution of the system’s equations of motion with initial condition \( x \) and at time \( t \). From now on, we will suppress the superscripts \( s \) and \( u \) for simplicity when there is no confusion.

The invariant manifolds associated with the unstable periodic orbit \( \alpha \) is then given by the union of the invariant manifolds of each point of \( \alpha \). Formally, we write

\[
W(\alpha) = \bigcup_{\tilde{p} \in \alpha} W(\tilde{p}). \tag{3.6}
\]

These geometrical structures are two-dimensional surfaces that are locally homeomorphic to cylinders [30]. Due to the presence of a constant of motion in the system, its dynamics is restricted to a three-dimensional surface. Therefore, it is also useful to define the intersection between \( W(\alpha) \) and a two-dimensional surface of section \( \Sigma \). We denote such intersections by \( \Gamma(\alpha) \), and we can naturally order them by following the tracing of the invariant manifolds and counting the crossings. We have

\[
\Gamma(\alpha) = W(\alpha) \cap \Sigma = \bigcup_{i=1}^{\infty} \Gamma_i(\alpha). \tag{3.7}
\]

In Fig. 3.7, we sketch a branch of an invariant manifold associated with the UPO \( \alpha \), along with a surface of section \( \Sigma \). Here, \( \alpha \) has an ellipse-like shape in the full space and forms a fixed saddle in the Poincaré map. We choose an arbitrary point \( \tilde{p} \) in the UPO, and depict one of the manifolds \( W(\tilde{p}) \) that compose \( W(\alpha) \). Close to the UPO, \( W(\alpha) \) is transverse to \( \Sigma \), resulting in a line \( \Gamma_1 \) on the map which is similar to the manifolds seen in two-dimensional maps. However, \( W(\alpha) \) eventually disconnects from \( \Sigma \), and re-intersects it transversely, resulting in a closed curve \( \Gamma_2 \) that is homeomorphic to a circle. In this case, the invariant manifolds form a discontinuous structure in the Poincaré map.
Figure 3.7: Invariant manifold $W(\alpha)$ of the UPO $\alpha$, along with a surface of section $\Sigma$. While the first intersection $\Gamma_1$ is a line, the second one $\Gamma_2$ is a closed curve. An one-dimensional manifold $W(\tilde{p})$ associated with an arbitrary $\tilde{p} \in \alpha$ is also shown. $W(\alpha)$ is the union of all $W(\tilde{p})$.

Hence, the topology of two-dimensional invariant manifolds in the Poincaré map depends on the chosen surface of section. If $\Sigma$ is always transverse to $W$, the intersection $\Gamma$ does have similar geometrical properties to the manifolds in planar maps. We will observe both situations, continuous and discontinuous manifolds, in our analysis for the planar Earth-Moon system.

We now describe a method to numerically compute $W(\alpha)$ [23,42]. First, we choose a point $\tilde{p}_0$ on the unstable periodic orbit, and we calculate the monodromy matrix by integrating the equations of motion along with the transition matrix. Then, we numerically determine the stable and unstable eigenvectors, whose normalized versions we are going to denote by $e_{0}^{s}$ and $e_{0}^{u}$, respectively, and we choose a point $q_0$ in the direction of such eigenvectors:

$$q_0 = \tilde{p}_0 \pm \delta e_{0}^{s,u},$$  \hspace{1cm} (3.8)

where $\delta$ is a small enough displacement so we are still in the linear region of the UPO, but is large enough so our solution can leave the orbit’s neighborhood. Usually, we set $\delta = 10^{-6}$.

The initial conditions (3.8) lead to the manifold $W(\tilde{p}_0)$ when integrated in the appropriate time direction, where the plus or minus sign refers to the branches of the manifold. In order to trace the rest of $W(\alpha)$, we first discretize the UPO in $\tilde{N}$ points and, instead of calculating the monodromy matrix for each one of these points $\tilde{p}_k$, we determine the respective eigenvectors $e_k$ by propagating the initial eigenvectors $e_0$ using the transition matrix $\Phi$ in the following manner

$$e_k^{s,u} = \frac{\Phi(t_k)e_0^{s,u}}{||\Phi(t_k)e_0^{s,u}||},$$  \hspace{1cm} (3.9)

where $k = 1, \ldots, \tilde{N} - 1$. The time $t_k < T$ corresponds to the time it takes for going from $q_0$ to $q_k$, with $T$ being the UPO’s period.
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Determining the eigenvectors $\mathbf{e}_k$ using Eq. (3.9) instead of calculating and using the respective monodromy matrices requires less computational cost since we need to make just one loop around the UPO after obtaining the first monodromy matrix. Furthermore, we avoid the additional errors that would be introduced by calculating $\tilde{N} - 1$ monodromy matrices.

The two-dimensional invariant manifold $W(\alpha)$ is traced by choosing an initial condition $\mathbf{q}_k$ in the direction of each eigenvector $\mathbf{e}_k$, and then integrating it in the appropriate time direction. Finally, we have

$$W(\alpha) = \bigcup_{k=0}^{\tilde{N}-1} W(\mathbf{q}_k), \quad (3.10)$$

where $\mathbf{q}_k = \mathbf{p}_k \pm \delta \mathbf{e}_{s,u}^k$.

Equation (3.10) is a numerical approximation of the manifold which depends on two parameters: the number $\tilde{N}$ of points selected in the UPO, and the integration time for each solution $\varphi(\mathbf{q}_k, t)$. These parameters are adjusted depending on the type of investigation that is being carried out. Also, there is always the trade-off between manifold resolution and total computation time.

The determination of $\Gamma(\alpha)$ directly follows by using the standard methods for calculating a Poincaré map on each of the manifolds $W(\mathbf{q}_k)$. The parameter $\tilde{N}$ is specially important here, since a high number of points on the Poincaré map is usually necessary in order to obtain a good resolution for the intersection between the invariant manifold and the surface of section.

In the next chapter, we will carry out the aforementioned procedure, and calculate two-dimensional invariant manifolds in the Earth-Moon system for different families of unstable periodic orbits.
Chapter 4

The Earth-Moon system

In this chapter, we investigate the dynamical and geometrical properties of the Earth-Moon system as modeled by the planar circular restricted three-body problem (PCRTBP). This model provides a good first approximation for studying the motion of a small body, such as an artificial satellite or an asteroid, under the gravitational influence of a two-body system, such as the Earth-Moon or the Sun-Jupiter system [58]. In this context, we assume that the system’s motion is limited to a plane (planar), the primaries describe circular orbits around their common center of mass (circular), and the third particle’s mass is negligible (restricted).

Initially, we derive the equations of motion for the general three-body problem in a rotational coordinate system. Then, we reduce the system to a simpler form, the planar circular restricted case, and present the main aspects of the model. Later, by considering a mass parameter which corresponds to the Earth-Moon system, we calculate the phase space configuration on a suitable surface of section, and we analyze the bifurcations that occur in the system. We then trace the invariant manifolds associated with certain unstable periodic orbits and we study these structures as represented in the surface of section, relating them to the phase space configuration. Finally, we define the multiplicative transit time to illustrate the influence of the invariant manifolds in the system’s transport properties, and the mean escape measure in order to examine the features of the transient dynamics when escape is considered in the system.

4.1 Physical model

The study of the physical system formed by three particles orbiting each other under the influence of their mutual gravitational attraction is named the three-body problem. According to Newton’s law, the force acting on each particle with mass $m_i$ is given by
\begin{equation}
\mathbf{r}_i \ddot{r}_i = -\sum_{j=1\atop j \neq i}^{3} \frac{m_im_jG}{r_{ij}^3} \mathbf{r}_{ij},
\end{equation}

where \( \mathbf{r}_i \) is the position vector of the \( i \)-th particle, \( \mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j \) is the relative position vector of the \( i \)-th particle with respect to the \( j \)-th particle, and the superscript dot notation stands for the time derivative.

Considering that the particles have different masses, and naming the two particles with bigger masses the \textit{primaries}, we can write the system in a coordinate frame defined by the distance between the primaries \( r_{21} \), the distance between the third particle and the primaries’ center of mass \( r_{3C} \), and the position of the system’s center of mass \( r_{CM} \), as shown in Fig. 4.1. These are called the \textit{Jacobi coordinates} and are given by [59]

\begin{equation}
\begin{align*}
\mathbf{r}_{21} &= \mathbf{r}_2 - \mathbf{r}_1, \\
\mathbf{r}_{3C} &= \mathbf{r}_3 - \frac{1}{m_{12}}(m_1 \mathbf{r}_1 + m_2 \mathbf{r}_2), \\
\mathbf{r}_{CM} &= \frac{1}{M}(m_1 \mathbf{r}_1 + m_2 \mathbf{r}_2 + m_3 \mathbf{r}_3),
\end{align*}
\end{equation}

where \( m_{12} = m_1 + m_2 \) is the sum of the primaries’ masses, and \( M = m_1 + m_2 + m_3 \) is the total mass of the system.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.1.png}
\caption{Cartesian coordinates \( \mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3 \), and Jacobi coordinates \( \mathbf{r}_{21}, \mathbf{r}_{3C}, \mathbf{r}_{CM} \), for the three-body problem, where \( P_1 \) and \( P_2 \) are the primaries. \( CM \) stands for the system’s center of mass and \( CM_{1-2} \) for the center of mass of the subsystem \( P_1-P_2 \).}
\end{figure}

With some algebraic manipulation, we end up with the equations of motion for the three-body problem in the Jacobi coordinates:
\[
\ddot{r}_{21} = - \left[ \frac{m_{12}G}{r_{21}^3} + \frac{m_3G}{m_{12}} \left( \frac{m_2}{r_{31}^3} + \frac{m_1}{r_{32}^3} \right) \right] r_{21} - m_3G \left( \frac{1}{r_{31}^3} - \frac{1}{r_{32}^3} \right) r_{3C},
\]

\[
\ddot{r}_{3C} = - \frac{m_1m_2MG}{m_{12}} \left( \frac{1}{r_{31}^3} - \frac{1}{r_{32}^3} \right) r_{21} - G \frac{m_1}{r_{31}^3} + \frac{m_2}{r_{32}^3} \right) r_{3C},
\]

\[
\ddot{r}_{CM} = 0,
\]

where \( r_{31} = |r_{3C} + \frac{m_1}{m_{12}} r_{21}| \) and \( r_{32} = |r_{3C} - \frac{m_1}{m_{12}} r_{21}| \).

Equations (4.3) describe the problem as two coupled second order differential equations: one for the motion of the primaries relative to each other, and one for the motion of the third particle relative to the center of mass of the primaries’ subsystem. From \( \ddot{r}_{CM} = 0 \), which is due to the conservation of linear momentum, we can move the origin of the coordinate system to the center of mass.

The planar circular restricted three-body problem

Let us now assume that the third particle \( P_3 \) is a test particle. By setting \( m_3 = 0 \) in Eqs. (4.3), we have

\[
\ddot{r}_{21} = - \frac{m_{12}G}{r_{21}^3} r_{21},
\]

\[
\ddot{r}_{3C} = - \frac{m_1m_2G}{m_{12}} \left( \frac{1}{r_{31}^3} - \frac{1}{r_{32}^3} \right) r_{21} - G \frac{m_1}{r_{31}^3} + \frac{m_2}{r_{32}^3} \right) r_{3C}.
\]

The first equation in (4.4) is the standard differential equation for the two-body problem, that describes the motion of the particle \( P_2 \) around \( P_1 \), and can be analytically solved. We are interested in the second equation, which describes the motion of \( P_3 \) under the gravitational field generated by the other two particles.

We will rewrite the equation for \( \ddot{r}_{3C} \) using two different coordinate systems. One is called sideral system, denoted by the variables \((\xi, \eta)\), and the other is called synodic system and is going to be denoted by the variables \((x, y)\), as shown in Fig. 4.2. The former is an inertial reference system while the latter is a rotational reference system that follows the primaries’ motion [58].

We assume here that the primaries describe circular orbits around their common center of mass. To render the problem dimensionless, we scale the length unit and the mass unit so that \( r_{21} = 1 \) and \( m_{12}G = 1 \), respectively. It then follows from Kepler’s third law that the common mean motion of the primaries is \( \omega = 1 \) and that their period of revolution corresponds to \( 2\pi \) units of time. Lastly, we define the mass parameter

\[
\mu = \frac{m_2}{m_1 + m_2},
\]

where \( m_1 > m_2 \). For the Earth-Moon system, \( m_1 \) stands for the Earth’s mass, while \( m_2 \) for the Moon’s mass, and we have \( \mu = 1.2150 \times 10^{-2} \).
Since we are dealing with a negligible third particle’s mass, the center of mass of the subsystem formed by the primaries is the origin of the coordinate system and, therefore, $r_{3C} = r_3$. Furthermore, we have $r_{21}(t) = (\cos t, \sin t)$, $r_1(t) = -\mu r_{21}(t)$, and $r_2(t) = (1 - \mu)r_{21}(t)$. Due to our scalings, we also have $m_1G = 1 - \mu$ and $m_2G = \mu$.

The last assumption that we make is that the motion of the third particle is restricted to the plane that contains the primaries. This is an useful restriction given that the geometrical structures we investigate in this work are naturally represented in a two-dimensional surface of section.

With these considerations, we can finally write down the dimensionless equations of motion of the PCRTBP for the sideral coordinate system as

$$\ddot{\xi} = \frac{\partial \Psi}{\partial \xi},$$
$$\ddot{\eta} = \frac{\partial \Psi}{\partial \eta},$$

where the potential $\Psi$ is given by

$$\Psi = \frac{1 - \mu}{r_{31}} + \frac{\mu}{r_{32}},$$

with

$$r_{31} = \sqrt{(\xi + \mu \cos t)^2 + (\eta + \mu \sin t)^2},$$
$$r_{32} = \sqrt{(\xi - (1 - \mu) \cos t)^2 + (\eta - (1 - \mu) \sin t)^2}.$$
\[ (x, y) = R(t) \begin{pmatrix} \xi \\ \eta \end{pmatrix}, \quad (\xi, \eta) = R^{-1}(t) \begin{pmatrix} x \\ y \end{pmatrix}, \]  
\tag{4.9}

where

\[ R(t) = \begin{pmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{pmatrix} \quad \text{and} \quad R^{-1}(t) = \begin{pmatrix} \cos t & -\sin t \\ \sin t & \cos t \end{pmatrix}. \]

The equations of motion of the PCRTBP for the synodic coordinate system are then determined by applying the transformation (4.9) to Eqs. (4.6) and are given by

\[ \ddot{x} - 2\dot{y} = \frac{\partial \Omega}{\partial x}, \]
\[ \ddot{y} + 2\dot{x} = \frac{\partial \Omega}{\partial y}, \]  
\tag{4.10}

where the pseudo-potential \( \Omega \) and the distance between the third mass and the primaries are, respectively,

\[ \Omega = \frac{1}{2}(x^2 + y^2) + \frac{1 - \mu}{r_{31}} + \frac{\mu}{r_{32}}, \]  
\tag{4.11}

and

\[ r_{31} = \sqrt{(x + \mu)^2 + y^2}, \]
\[ r_{32} = \sqrt{(x - (1 - \mu))^2 + y^2}. \]  
\tag{4.12}

On the one hand, the rotating coordinate system induces two new terms in the equations of motion: one that corresponds to the Coriolis force (proportional to \( \dot{x} \) and \( \dot{y} \)), and another that represents the inertial force (proportional to \( x \) and \( y \)) and is incorporated in the definition of \( \Omega \). On the other hand, Eqs. (4.10) are a set of autonomous equations, while Eqs. (4.6) explicitly depend on time. In this work, we will always consider the PCRTBP in the synodic coordinate system.

Equations (4.10) are a set of second-order differential equations. In order to numerically integrate these, we write them as a four-dimensional first-order differential equation:

\[ \frac{d}{dt} (x, y, \dot{x}, \dot{y}) = \left( \dot{x}, \dot{y}, \frac{\partial \Omega}{\partial x} + 2\dot{y}, \frac{\partial \Omega}{\partial y} - 2\dot{x} \right), \]  
\tag{4.13}

which has the same format of Eq. (2.1).

The PCRTBP can also be transformed to a Hamiltonian form (see App. A.1). For small \( \mu \), this model is a near-integrable Hamiltonian system. For \( \mu = 0 \), the system is reduced to the integrable case of a massless particle moving under the gravitational field generated by \( P_1 \).
Lagrangian equilibrium points

There are five equilibrium points in the PCRTBP, which correspond to the critical points of the pseudo-potential \( \Omega \) in Eqs. (4.10). We call these the Lagrangian points and denote them by \( L_i \), with \( i = 1, \ldots, 5 \). Figure 4.3 shows a schematic location of these points along with the primaries.

\[ y \quad L_4 \]
\[ L_3 \quad P_1 \quad L_1 \quad P_2 \quad L_2 \quad L_5 \]

**Figure 4.3:** Location of the Lagrangian equilibrium points. The collinear points \( L_1, L_2, \) and \( L_3 \) are unstable, while the triangular points \( L_4 \) and \( L_5 \) are stable for the Earth-Moon system.

The Lagrangian points are divided in two groups. The first group is formed by the three points that are collinear to the primaries, and are called collinear equilibrium points. The first one, \( L_1 \), is situated between the primaries; the second one, \( L_2 \), is right of \( P_2 \); and the third one, \( L_3 \), is left of \( P_1 \). The second group is composed by the two points that form an equilateral triangle with the primaries, called the triangular equilibrium points. The leading point, with \( y > 0 \), is denoted by \( L_4 \), while the trailing point, with \( y < 0 \), is denoted by \( L_5 \). It is important to note that the rotational system moves in the counterclockwise direction.

The location of the Lagrangian points depend only on the mass parameter. Furthermore, by carrying out a linear approximation analysis, we can show that the collinear equilibrium points are unstable, i.e., typical orbits in the vicinity of these points will move away from them, while the triangular equilibrium points are stable under certain conditions, which are satisfied for the Earth-Moon system. A detailed calculation of the Lagrangian points location and of their stability properties is presented in App. A.2.

**Hill stability**

The PCRTBP has one constant of motion, named Jacobi constant, which is given by

\[ C = 2\Omega(x, y) - \dot{x}^2 - \dot{y}^2. \] (4.14)

Thus, even though the PCRTBP is a four-dimensional system, the solutions of Eqs. (4.10) lie on a three-dimensional surface defined by \( C \). A derivation of the Jacobi constant is given in App. A.3.
There is a special set of level curves of Eq. (4.14) called the zero-velocity curves (ZVCs), which are defined by $\dot{x}^2 + \dot{y}^2 = 0$. In Fig. 4.4, we present the ZVCs for four different values of $C$ in the Earth-Moon system. We use the notation $C_i = C(L_i)$ for the Jacobi constant calculated at the $i$-th Lagrangian point, where $C_1 > C_2 > C_3 > C_4 = C_5$.

The ZVCs are important because they delimit the area on the coordinate space $x$-$y$ that is accessible to the third body for a given $C$, which is called the Hill region $\mathcal{H}$. Since $\dot{x}^2 + \dot{y}^2 \geq 0$ in Eq. (4.14), we have

$$\mathcal{H} = \{(x, y) \in \mathbb{R}^2 \mid 2\Omega - C \geq 0\}. \quad (4.15)$$

Conversely, the interior of a ZVC defines the forbidden region, where the motion of the third body is not permitted.

From Fig. 4.4, we can see that the topological properties of the Hill region depend on the Jacobi constant. In this work, we are interested in the situation where $\mathcal{H}$ is composed by two disconnected areas: an inner one $\mathcal{H}_I$, which includes the primaries, and an outer one $\mathcal{H}_O$. This is achieved by choosing a Jacobi constant between $C_1$ and $C_2$, i.e., $C_1 > C > C_2$.

In Fig. 4.5, we show the Hill region (in white), and the forbidden region (in gray), for the Earth-Moon system considering $C \lesssim C_1$ and $C \gtrsim C_2$, where $C_1 \approx 3.1883$ and $C_2 \approx 3.1722$. The inner region is formed by the Earth’s realm, to the left of $L_1$, along with the Moon’s realm, to the right of $L_1$. We can observe that, for our chosen range of $C$, orbits that start in the vicinity of any primary can transit between the Earth and the Moon’s realms but cannot leave and are, therefore, bounded within the system. We call this phenomenon Hill stability.
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Figure 4.5: The bounded Earth-Moon system. For $C_1 > C > C_2$, the Hill region (white) is composed of two disconnected areas $\mathcal{H}_I$ and $\mathcal{H}_O$. Due to the forbidden region (gray), if the third body starts its motion inside the inner area, it will always be confined to it.

Family of Lyapunov orbits

The last aspect of the PCRTBP that we are going to mention is the existence of an uniparametric family of unstable periodic orbits around each of the collinear Lagrangian points. These are called Lyapunov orbits and they are going to be important when we investigate the geometrical properties of the system.

The only family of Lyapunov orbits that exists for our chosen range of Jacobi constant is the one around $L_1$, since this is the only Lagrangian point inside the Hill region. In Fig. 4.6, we present some members of such family from $C = 3.188$ to $C = 3.173$. The first members are small ellipses formed in the linear region of $L_1$ (note the difference in scale in the figure’s axes). By lowering the value of $C$, the members become larger in length, while the neck region between the Moon and the Earth’s realms also becomes larger, as shown in Fig. 4.5.

Figure 4.6: Family of Lyapunov orbits around $L_1$ in the coordinate space $x$-$y$ for selected $C$ in our chosen range. These orbits are situated in the neck region between the Moon’s and the Earth’s realm.

The numerical computation of a Lyapunov orbit for a given $C$ involves using a method for calculating UPOs in the system, along with the determination of a suitable initial con-
dition in the linear region, and a continuation procedure that uses previously computed members of the family as reference for tracing new members. These techniques are described in the next section.

The full picture

Figure 4.7 shows an example of an orbit in the Earth-Moon system for \( C = 3.183 \). The initial condition is given by \((x_0, y_0, \dot{x}_0, \dot{y}_0) = (1.08, 0.00, 0.08, 0.22)\), and the trajectory is integrated for \( t = 50 \) units of time. The gray area corresponds to the forbidden region and the Lyapunov orbit for this Jacobi constant is shown in black. It is interesting to note here that, in order for the trajectory to move from the Moon’s to the Earth’s realm, it has to go through the Lyapunov orbit.

![Figure 4.7: Example of an orbit in the Earth-Moon system for \( C = 3.183 \). The initial condition is given inside the Moon’s realm and the trajectory eventually transfers to the Earth’s realm through the neck region.](image)

4.2 Periodic orbits and regularization

In this section, we explain the numerical method that we use for determining periodic orbits in the planar circular restricted three-body problem, and how to find a suitable initial condition for tracing a member of the Lyapunov family. We also present the Levi-Civita transformation and derive the regularized equations of motion, which are necessary to preserve the integration’s precision near the primaries.

Determination of periodic orbits

It can be shown that the PCRTBP has the following symmetry \([42]\): if \( \varphi(x_0, t) \) is a solution of Eqs. (4.10) with initial condition \( x_0 = (x_0, y_0, \dot{x}_0, \dot{y}_0) \) and \( 0 \leq t \leq \tilde{T} \), then \( \varphi(Ax, \tilde{T}, t) = A \varphi(x, \tilde{T}, -t) \) is also a solution of the system for \( 0 \leq t \leq \tilde{T} \) and \( x = \varphi(x_0, \tilde{T}) \). The symmetry matrix \( A \) is given by
Now, suppose that we take an initial condition \( \mathbf{x}_0 = (x_0, 0, 0, \dot{y}_0) \) with \( \dot{y}_0 > 0 \) and, after integrating the system for \( \tilde{T} \) units of time, it reaches the configuration \( \mathbf{x}_{\tilde{T}} = (x_{\tilde{T}}, 0, 0, \dot{y}_{\tilde{T}}) \), where \( \dot{y}_{\tilde{T}} < 0 \). By applying the above mentioned symmetry, we find that, in the coordinate space \( x-y \), the curve formed by \( \varphi(Ax_{\tilde{T}}, t) \) is a reflection over the \( x \)-axis of the curve formed by \( \varphi(\mathbf{x}_0, t) \) for \( 0 \leq t \leq \tilde{T} \). Given that \( Ax_{\tilde{T}} = x_{\tilde{T}} \), we have that \( \varphi(\mathbf{x}_0, t) \) is actually a periodic orbit with period \( T = 2\tilde{T} \).

Therefore, the problem of finding periodic orbits in the PCRTBP that are perpendicular to the line \( y = 0 \), which is the case for the Lyapunov orbits, is reduced to the problem of determining an initial condition \( \mathbf{x}_0 = (x_0, 0, 0, \dot{y}_0 > 0) \), and a half-period \( \tilde{T} \), so that \( \varphi(\mathbf{x}_0, \tilde{T}) = (x_{\tilde{T}}, 0, 0, \dot{y}_{\tilde{T}} < 0) \) for a suitable initial guess. This can be done iteratively by using Newton’s method in the following manner.

First, we choose an initial guess for the initial condition, \( \mathbf{x}_0^{(0)} = (x_0, 0, 0, \dot{y}_0^{(0)}) \), and one for the half-period, \( \tilde{T}^{(0)} \). We then fix the \( x_0 \) coordinate and we look for \( \dot{y}_0 \) and \( \tilde{T} \) so that \( x(\tilde{T}) = y(\tilde{T}) = 0 \). In order to do that, we define the function \( h(\dot{y}_0, \tilde{T}) = (\varphi_3(\dot{y}_0, \tilde{T}), \varphi_2(\dot{y}_0, \tilde{T})) \), where \( \varphi_2 \) and \( \varphi_3 \) are components of the solution \( \varphi = (\varphi_1, \varphi_2, \varphi_3, \varphi_4) \), and we calculate its root using Newton’s method:

\[
\begin{bmatrix}
\dot{y}_0^{(n+1)} \\
\tilde{T}^{(n+1)}
\end{bmatrix} = \begin{bmatrix}
\dot{y}_0^{(n)} \\
\tilde{T}^{(n)}
\end{bmatrix} - [Dh(\dot{y}_0^{(n)}, \tilde{T}^{(n)})]^{-1} \begin{bmatrix}
\varphi_3^{(n)}(\dot{y}_0^{(n)}, \tilde{T}^{(n)}) \\
\varphi_2^{(n)}(\dot{y}_0^{(n)}, \tilde{T}^{(n)})
\end{bmatrix},
\]

with \( Dh(\dot{y}, t) \) given by

\[
Dh(\dot{y}, t) = \begin{bmatrix}
\frac{\partial \varphi_3}{\partial \dot{y}} & \frac{\partial \varphi_3}{\partial t} \\
\frac{\partial \varphi_2}{\partial \dot{y}} & \frac{\partial \varphi_2}{\partial t}
\end{bmatrix} = \begin{bmatrix}
\Phi_{3,4} & f_3 \\
\Phi_{2,4} & f_2
\end{bmatrix},
\]

where terms \( \Phi_{3,4} \) and \( \Phi_{2,4} \) belong to the state transition matrix, while \( f_3 \) and \( f_2 \) are components of the vector field \( \mathbf{F} = (f_1, f_2, f_3, f_4) \).

Hence, instead of looking for a periodic orbit in the five-dimensional extended space \( (x, y, \dot{x}, \dot{y}, t) \), we just have to solve the two-dimensional Newton’s method, where the matrix \( Dh \) can be analytically inverted before performing the method. The fact that we can use the system’s symmetry and look for the half-period of the orbit, rather than the full period, makes it easier for the method to converge, especially regarding unstable periodic orbits where the sensibility of the initial guess is higher.
In practice, we iterate Eq. (4.17) a fixed, but sufficient, number of times or until a predetermined precision for the periodic orbit is reached. Due to the low-dimensionality of the method, errors below $10^{-10}$ can easily be attained. It is important to note, however, that this procedure does not impose any kind of conservation for constants of motion and, even though it is very robust, the precision of the Jacobi constant must be checked at all times.

Tracing Lyapunov orbits

In order to trace the Lyapunov orbit for a given Jacobi constant, we need to determine an adequate initial guess and use the aforementioned method to calculate the correct initial condition and period of the orbit. This is achieved in two steps: first, we find the periodic solutions of the linearized system centered at the Lagrangian point; and, second, we use a continuation procedure to extend these solutions closer to the predefined value of the Jacobi constant $C^*$. We will focus here in the Lyapunov family around the Lagrangian point $L_1$.

Let us use the following transformation in our system and move the origin of the reference frame to $L_1$

$$\tilde{x} = \frac{x - x_{L_1}}{\gamma} = \frac{x - (1 - \mu) + \gamma}{\gamma},$$
$$\tilde{y} = \frac{y - y_{L_1}}{\gamma} = \frac{y}{\gamma},$$

where $\gamma$ is the distance between the Moon and $L_1$, and the new normalization for the length unit.

Using the new set of variables defined by Eqs. (4.18) to rewrite the equations of motion, Eqs. (4.10), and also expanding the pseudo-potential $\Omega$, which is given by Eq. (4.11), we arrive at [17]

$$\ddot{x} - 2\dot{y} - (1 + 2c_2)x = \frac{\partial}{\partial \tilde{x}} \sum_{n=3}^{\infty} c_n \tilde{r}^n P_n \left( \frac{\tilde{x}}{\tilde{r}} \right),$$
$$\ddot{y} + 2\dot{x} + (c_2 - 1)y = \frac{\partial}{\partial \tilde{y}} \sum_{n=3}^{\infty} c_n \tilde{r}^n P_n \left( \frac{\tilde{x}}{\tilde{r}} \right),$$

where $P_n$ are the Legendre polynomials of order $n$, $\tilde{r}^2 = \tilde{x}^2 + \tilde{y}^2$, and $c_n$ are defined as

$$c_n = \frac{1}{\gamma^3} \left[ \mu + (-1)^n (1 - \mu) \left( \frac{\gamma}{1 - \gamma} \right)^{n+1} \right].$$

If we remove the terms for $n \geq 2$ from the right-hand side of Eqs. (4.19) and also restrict the analysis to the central subspace, the solution of the system is given by
\[
\begin{align*}
\ddot{x} &= \alpha \cos(\omega t), \\
\ddot{y} &= -k \alpha \sin(\omega t),
\end{align*}
\] (4.20)

where \( k = (\omega^2 + 2c_2 + 1)/(2\omega) \), \( \omega = ((2 - c_2 + (9c_2^2 - 8c_2)^{1/2})/2)^{1/2} \), and \( \alpha \) is an arbitrary amplitude that can be calculated from Eq. (4.14).

The continuation procedure for finding a Lyapunov orbit with a predefined Jacobi constant \( C^* \) is as follows. First, we use Eqs. (4.20) as an educated guess to find two members of the Lyapunov family in the linear region, which are separated by a value \( \delta << 1 \) in the \( x \)-axis. The calculated initial condition for these orbits are \( x_0^1 = (x_0, 0, 0, \dot{y}_0^1) \) and \( x_0^2 = (x_0 + \delta, 0, 0, \dot{y}_0^2) \), with half-periods given by \( \tilde{T}_1 \) and \( \tilde{T}_2 \). We then use the difference between these solutions, \( \Delta_1^2 = x_0^2 - x_0^1 \), and the difference between their half-periods, \( \Delta \tilde{T}_1^2 = \tilde{T}_2 - \tilde{T}_1 \), as a reference for a new initial guess, \( x_0^{\text{(0)}} = x_0^1 + \Delta_1^2 \) and \( \tilde{T}_1^{\text{(0)}} = \tilde{T}_2 + \Delta \tilde{T}_1^2 \), which will return the initial condition of a third Lyapunov orbit after using Newton’s method. Next, we define a precision \( \varepsilon \), and carry out the procedure explained above until we have \( |C(x_{0n}^n) - C^*| < \varepsilon \), where \( x_{0n}^n = x_{0n}^{n-1} + \Delta_{n-1}^n \). Lastly, we use a bisection procedure around this solution in order to arbitrarily increase our precision.

**Levi-Civita transformation**

The singularities in Eqs. (4.13), which are due to the primaries, introduce a technical issue in our analysis. In order to ensure our desired precision, the time step of the numerical integration must decrease when the orbit passes near the Earth or the Moon, which is not always possible since both the field and the velocity goes to infinity at these locations. We deal with this problem by carrying out a regularization procedure, which means using a coordinate transformation to reallocate the poles of the system.

There are different methods for regularizing the PCRTBP. Here, we choose the Levi-Civita transformation [1], which is done locally and, therefore, needs to be performed for each primary separately. The regularized set of variables are named \( (u, v, u', v') \), where the prime notation stands for the derivative with respect to the new time variable \( \tau \). Using a complex notation, we can define \( z = x + iy \) and \( \omega = u + iv \). For regularization on the Earth’s location, the Levi-Civita transformation is given by \( z = \omega^2 - \mu \), whereas for the Moon’s location \( z = \omega^2 - \mu + 1 \). Regarding the time variables, we have \( dt = 4(u^2 + v^2)d\tau \) in both cases.

The regularized equations of motion then becomes

\[
\begin{align*}
u'' - 8(u^2 + v^2)v' &= \frac{\partial V_{E,M}}{\partial u}, \\
v'' + 8(u^2 + v^2)u' &= \frac{\partial V_{E,M}}{\partial v},
\end{align*}
\] (4.21)

where the new pseudo-potential for the regularization on the Earth’s location, \( V_E \), and
on the Moon’s location, $V_M$, are given by

$$V_E = 4(1 - \mu) + 2(u^2 + v^2) \left\{ (u^2 + v^2)^2 - 2\mu(u^2 - v^2) + (\mu - C) + \frac{2\mu}{\sqrt{1 + (u^2 + v^2)^2 - 2(u^2 - v^2)}} \right\}, \quad (4.22)$$

and

$$V_M = 4\mu + 2(u^2 + v^2) \left\{ (u^2 + v^2)^2 + 2(1 - \mu)(u^2 - v^2) + (1 - \mu - C) + \frac{2(1 - \mu)}{\sqrt{1 + (u^2 + v^2)^2 + 2(u^2 - v^2)}} \right\}. \quad (4.23)$$

As was done with Eqs. (4.10), we can rewrite the regularized equations of motion as a four-dimensional first-order differential equation:

$$\frac{d}{d\tau} (u, v, u', v') = \left( u', v', \frac{\partial V_{E,M}}{\partial u} + 8(u^2 + v^2)v', \frac{\partial V_{E,M}}{\partial v} - 8(u^2 + v^2)u' \right), \quad (4.24)$$

which has the same format of Eq. (2.1).

In both transformations, about the Earth and the Moon, the origin of the reference frame is moved to the corresponding primary. By setting $\mathbf{(u, v)} = (0, 0)$ in Eqs. (4.22) and (4.23), we can verify that $V$ is finite in these locations and, therefore, the pole is eliminated in both cases.

In practice, we define a radius around the Earth $\delta_E$, and a radius around the Moon $\delta_M$, and switch between Eqs. (4.13) and (4.24) every time an orbit enters or exits one of these regions. For comparison, we have $\delta_E = 3.67 \times 10^{-2}$ and $\delta_M = 1.00 \times 10^{-2}$, and the physical mean radii of the primaries are $r_E = 1.66 \times 10^{-2}$ and $r_M = 4.52 \times 10^{-3}$ in our dimensionless unit system [60]. We also have to account for the time variable transformation in order to correctly trace an orbit in phase space. Since each time step $\Delta\tau$ in the regularized system is small, no higher than $10^{-3}$, we can use the trapezoidal rule [34] to find the correct elapsed time $\Delta t$ in the original system,

$$\Delta t = \int_0^{\tau} 4 \left[ u^2(\tilde{\tau}) + v^2(\tilde{\tau}) \right] d\tilde{\tau} \approx 2\Delta\tau \left[ u^2(\tau) + v^2(\tau) + u^2(0) + v^2(0) \right], \quad (4.25)$$

with an error which is proportional to $\Delta\tau^3$.

As a final remark on the regularization procedure, we can keep track of the numerical
integration precision by calculating the integral of motion in the regularized variables, given by

\[ u'^2 + v'^2 = 2V_{E,M}(u, v), \] (4.26)

when the orbit is moving inside one of the regularization regions. It is worth noting, however, that we have to be careful with the errors introduced by the transformation itself since our investigation is performed in the non-regularized space.

4.3 Phase space description

With all the main features of the PCRTBP presented, we are now going to study the dynamical properties in the vicinity of the Moon. In order to do so, we define the following surface of section

\[ \Sigma = \{(x, y, \dot{x}, \dot{y}) \in \mathbb{R}^4 \mid x_M < x < x_{L_2}, \ y = 0, \ \dot{y} > 0\}, \] (4.27)

that is situated between the Moon and \( L_2 \) in the coordinate space \( x-y \). We depict \( \Sigma \) for \( C \lesssim C_1 \) and \( C \gtrsim C_2 \) in Fig. 4.8. The location in the \( x \)-axis of the Moon, \( L_1 \) and \( L_2 \) are given by \( x_M = 1 - \mu = 0.98785 \), \( x_{L_1} \approx 0.8369 \) and \( x_{L_2} \approx 1.1556 \), respectively.

![Figure 4.8](image)

**Figure 4.8:** Vicinity of the Moon for \( C = 3.188 \lesssim C_1 \) and \( C = 3.173 \gtrsim C_2 \). The surface of section \( \Sigma \) is situated between the Moon and the Lagrangian point \( L_2 \), and it can be used to study the prograde orbits in the system, since it is defined for \( \dot{y} > 0 \).

The equations of motion are numerically integrated with the explicit embedded Runge-Kutta Prince-Dormand 8(9) method [39], as mentioned in Sec. 2.1. The errors associated with all the numerical procedures are controlled and kept below \( 10^{-10} \), and the Jacobi constant is verified to be preserved to, at least, the same order of magnitude.

The system’s phase space \( x-\dot{x} \) is presented in Fig. 4.9. The initial conditions are given by a \( 36 \times 36 \) grid in \( \Sigma \), and the orbits are integrated for \( t = 5 \times 10^3 \) units of time both forward and backward. The first aspect we observe is the presence of three scenarios
Figure 4.9: Phase space $x$-$\dot{x}$ of the Earth-Moon system in the surface of section $\Sigma$ for different values of the Jacobi constant $C$. The system starts at a mixed scenario, goes through a global chaos scenario, and then back to a mixed scenario but with different stickiness properties. The black dots and crosses represent the main stable and unstable periodic orbits, respectively.
when we vary the Jacobi constant from $C = 3.188$ to $C = 3.173$. Scenario I. ($C = 3.188$, $3.187$ and $3.185$) The system presents a mixed phase space and, as the Jacobi constant is lowered, the regular region starts to shrink. Scenario II. ($C = 3.184$ and $3.183$) The invariant tori were destroyed and the chaotic sea dominates the phase space. Scenario III. ($C = 3.181$, $3.176$ and $3.173$) The system becomes mixed again as a new stability region is created at another area of the phase space.

To determine for which Jacobi constant the transitions between the scenarios take place, and also to better understand what happens with the regular solutions, we study the stability of the main periodic orbits in each mixed case. The intersection of these orbits with $\Sigma$ is marked in Fig. 4.9, with dots for stable, and crosses for unstable, trajectories.

![Bifurcation analysis](image)

**Figure 4.10:** Bifurcation analysis for the direct periodic orbits around the Moon. The real part of the two monodromy matrix eigenvalues that are related to stability is given as a function of the Jacobi constant for (a) Scenario I, and (b) Scenario III, showing two different types of bifurcation. In (c), both stable and unstable orbits of Scenario III are shown to collide if we increase $C$, as their location in the $x$-axis approach the same value.

In Scenario I, we have a periodic orbit of period 1, or fixed point, at the center of the regular region, as depicted in Fig. 4.9. The real part of the relevant monodromy matrix eigenvalues is shown as a function of $C$ in Fig. 4.10a. We can observe that, as we lower the Jacobi constant, the orbit goes from stable to unstable at approximately $C_{bif}^{1} = 3.18451$, ...
marking the transition between Scenarios I and II. Such bifurcation is called direct or inverse, depending on the stability of another periodic orbit formed outside of \( \Sigma \) [44].

In Scenario III, there is an additional pair of period-1 orbits, one at the center of the regular region and one to the left of it, as depicted in Fig. 4.9. We present the same analysis as before in Fig. 4.10b for both orbits. Initially, for \( C = 3.180 \), we have one stable and one unstable orbit. As we increase the value of \( C \), all eigenvalues tend to the same value and the orbits eventually disappear at \( C_{bif}^2 = 3.18266 \). In Fig. 4.10c, we plot the \( x \)-axis position of both orbits and we observe that they indeed collide. We have, here, a saddle-node bifurcation [44].

All periodic orbits that are studied in Fig. 4.10 belong to the class of direct periodic orbits around the Moon, also referred to as the \( g \) class [1]. In Fig. 4.11, we trace these orbits for \( C = 3.187 \) and \( C = 3.176 \). Both the periodic orbit in Scenario I (purple) and the stable periodic orbit in Scenario III (green) are called Low Prograde Orbits, while the unstable periodic orbit in Scenario III (blue) is called Distant Prograde Orbit [24].

The second aspect we observe from Fig. 4.9 is the different properties of stickiness between the mixed phase space scenarios. In Scenario III (e.g., \( C = 3.176 \)), the stickiness effect is highly concentrated around the regular region, as is commonly the case. However, in Scenario I (e.g., \( C = 3.187 \)), such effect also extends deep into the chaotic sea. This is an indication that the stickiness is probably being caused by invariant manifolds [15], which are associated with UPOs located around the stable portion of the phase space. We will address this further in the next section.

An overview of the three different dynamical scenarios that are present in the system is given in Tab. 4.1. The type “Order” is used to indicate the presence of regular solutions in the phase space. It is important to note that, as discussed before, the topology of the
Hill region remains the same for all these Scenarios.

### Table 4.1: Description of the dynamical scenarios that arise in the Earth-Moon system for $C_1 > C > C_2$.

| Scenario | Range          | Type | Stickiness |
|----------|----------------|------|-------------|
| I        | $C_1 > C > C_1^{\text{bif}}$ | Order | Non-localized |
| II       | $C_1^{\text{bif}} > C > C_2^{\text{bif}}$ | Chaos | Absent      |
| III      | $C_2^{\text{bif}} > C > C_2$ | Order | Localized   |

### 4.4 Geometrical structures

As we discussed before, $L_1$ is the only Lagrangian point inside the Hill region for our chosen range of Jacobi constant values. Furthermore, this point, and consequently the family of Lyapunov orbits around it, are localized between the primaries, separating the Earth’s and the Moon’s realms.

In Fig. 4.12, we show the invariant manifolds associated with the Lyapunov orbit for $C = 3.188$ projected onto the coordinate space $x$-$y$. These structures were calculated following the method presented in Sec. 3.2. In the left panel, we can observe the cylindrical shape of the manifolds close to the Lyapunov orbit. In the right panel, we note the perpendicular crossings of the right branch of these invariant manifolds with our surface of section as it evolves inside the lunar realm.

**Figure 4.12:** A part of the stable (blue) and unstable (red) manifolds associated with the Lyapunov orbit for $C = 3.188$ projected onto the coordinate space $x$-$y$. It is interesting to note that each branch starts inside one of the realms.

Let us name $\Gamma(L)$ the crossings between the invariant manifolds associated with a Lyapunov orbit and $\Sigma$. In Fig. 4.13, we show the phase space $x$-$\dot{x}$ on our surface of section for the same selected $C$ as in Fig. 4.9, along with the first few components of...
Figure 4.13: Phase space $x$-$\dot{x}$ of the Earth-Moon system along with the first few crossings of the Lyapunov orbit manifolds with our surface of section. The geometrical structures and the dynamical configuration evolve together as the Jacobi constant goes from $C = 3.188$ to $C = 3.173$. 
The first aspect we observe is that, as $C$ is lowered, the area of the phase space that is covered by the invariant manifolds increases, which is a reflection of the Lyapunov orbit increasing in length.

The fine relationship between the invariant manifolds associated with the Lyapunov orbit and the configuration of the phase space is the most notable result shown by Fig. 4.13. Initially, the crossings happen far from the regular region. As $C$ gets lower, $\Gamma(L)$ starts to invade the stability region, which gets smaller accordingly. Eventually, all KAM curves are destroyed and the system is dominated by chaotic orbits. Finally, a new regular region is created in an area of the phase space that is not covered by the invariant manifolds. At the end of the chosen range, the new stability region starts to shrink as the manifolds oscillate around it.

Another interesting aspect observable from Fig. 4.13 is that the stickiness effect is somewhat restricted by $\Gamma(L)$. In Scenario I, the manifolds do not occupy a large area of the phase space and stickiness extends deep into the chaotic sea. In Scenario III, there is a small portion of the phase space available and we can see such dynamical effect confined close to the regular region.

The stickiness phenomenon is likely caused by invariant manifolds associated with UPOs that are located around the regular regions. In order to verify this, we choose a Jacobi constant in each mixed phase space scenario and we calculate the UPO formed by the destruction of the last KAM curve. We then trace the invariant manifolds associated with such orbits and compare their spatial disposition to the stickiness effect.

In Fig. 4.14, we present both aforementioned unstable periodic orbits in coordinate space $x-y$. For Scenario I, we choose $C = 3.187$ and we calculate an orbit of period 7 around the stability region. For Scenario III, we have $C = 3.176$ and the UPO has period 8. We call these orbits $P^7_I$ and $P^8_{III}$, respectively, and we show the crossings of their invariant manifolds with our surface of section in Fig. 4.15.

$\Gamma(P^7_I)$ are presented in Fig. 4.15a, alongside the chaotic portion of the phase space, and in Fig. 4.15b as a close-up. We observe that these structures closely follow the pattern of the stickiness effect, extending deep into the chaotic sea. The same happens with $\Gamma(P^8_{III})$, shown in Fig. 4.15c. In this case, the manifolds stay close to the regular region, as we would expect. Hence, the stickiness phenomenon here can be interpreted as a consequence of the dynamics induced by these groups of manifolds.

In Fig. 4.15d, we choose $C = 3.181$ and we trace the invariant manifolds associated with the saddle that was formed from the second bifurcation at $C^2_{bif}$, which we call $P^1_{III}$. We can see that $\Gamma(P^1_{III})$ is less complex than the aforementioned groups of manifolds, with just a small oscillation near the saddle. However, it is interesting to note that there exists a ghost effect in the phase space, right before the second bifurcation takes place, where orbits start to accumulate by following the same pattern as given by these manifolds. This phenomenon can be seen in Fig. 4.9 for $C = 3.183$. 
Figure 4.14: Unstable periodic orbits around the Moon, which were formed from the destruction of the last invariant torus in the regular region, as seen from the coordinate space $x$-$y$. The UPO in Scenario I, $C = 3.187$, crosses our surface of section seven times before closing in on itself. For Scenario III, $C = 3.173$, we have an UPO of period 8.

Figure 4.15: Selected unstable periodic orbits and their respective invariant manifolds in the phase space $x$-$\dot{x}$. In (a) and (b) we present $\Gamma(P_7^I)$, in (c) we trace $\Gamma(P_8^{III})$, and in (d) we have $\Gamma(P_1^{III})$. The periodic orbits are marked with black points.
Differently from $\Gamma(L)$, the invariant manifolds depicted in Fig. 4.15 do not cross the surface $\Sigma$ transversally and, therefore, these structures resemble the manifolds traced in two-dimensional maps. In Fig. 4.16, we give an overview of the main invariant manifolds that are present in the phase space $x-\dot{x}$ for $C = 3.187$ and $C = 3.176$. All these groups of geometrical structures are clearly closely related to the different dynamical properties of the system.

![Figure 4.16](image)

**Figure 4.16**: Overview of the main geometrical structures in the phase space for $C = 3.187$ (Scenario I) and $C = 3.176$ (Scenario III). There is a close relationship between dynamics and geometry in the system.

### 4.5 Transport properties

One more aspect we observe in the system’s phase space, Fig. 4.9, is the presence of areas with a low density of orbits, specially visible for $C = 3.188$. By comparing Fig. 4.9 to Fig. 4.13, we can see that these regions coincide with the areas enclosed by $\Gamma(L)$. This is a consequence of the fact that the invariant manifolds associated with a Lyapunov orbit are responsible for the transport between the realms [23]. The trajectories that are inside the first components of $\Gamma^*(L)$ leave the Moon’s realm faster, thus making these areas less populated than other regions of the phase space.

Let $t_f$ and $t_b$ be the time it takes for an orbit that starts in $\Sigma$ to exit the Moon’s realm forward and backward in time, respectively, as shown in Fig. 4.17. In order to investigate the influence of the different groups of manifolds studied so far in the transport properties of the system, we introduce the *multiplicative transit time*, which is defined as the absolute value of the product of $t_f$ and $t_b$. By defining a transit time in this manner, we ensure that the orbits which stay the longest, or the shortest, amount of time inside the lunar realm are highlighted.

In Fig. 4.18, we plot the profile of the multiplicative transit time in a logarithmic scale for the same values of Jacobi constant as before and assessed in the phase space $x-\dot{x}$. For
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Figure 4.17: Trajectory that starts in $x \in \Sigma$ exiting the lunar realm (a) forward and (b) backward in time, which happens at a time $t = t_f$ and $t = t_b$, respectively. The multiplicative transit time is then given by $|t_f t_b|$, where $t_f > 0$ and $t_b < 0$.

this analysis, we chose a grid of $512 \times 1024$ initial conditions in $\Sigma$, integrated each of them for a maximum of $t = 5 \times 10^3$ both forward and backward in time, and considered only the orbits that did exit the lunar realm.

By comparison to Figs. 4.13 and 4.15, it is clear that the orbits with the lowest multiplicative transit time are the ones enclosed by $\Gamma(L)$, specially the orbits inside of the intersection between $\Gamma^s(L)$ and $\Gamma^u(L)$, for these are the ones that most rapidly enter and exit the lunar realm. It is also clear that, for $C = 3.187$ and $C = 3.176$, the orbits with the highest multiplicative transit time are the ones close to $\Gamma(P_7^I)$ and $\Gamma(P_8^III)$.

What we observe, then, is a fine interplay between the roles of the different groups of invariant manifolds in the transport properties of the system. On the one hand, the manifolds associated with the Lyapunov orbit control the transfer of orbits from and to the lunar realm. On the other hand, the manifolds associated with higher-order UPOs dynamically trap the orbits inside the lunar realm.

One important aspect seen from the multiplicative transit time profiles is that all the orbits in the chaotic sea, except for a set of measure zero, do eventually exit the lunar realm. Given that the invariant manifolds associated with a Lyapunov orbit are responsible for the transport between the realms, this implies that $W(L)$ densely fills the chaotic portion of the phase space. It is important, then, to understand how these structures evolve over time.

The first few components of $\Gamma(L)$ are homeomorphic to circles, however, this property is eventually lost [31]. Let us focus on the right branch of the unstable invariant manifold. After there is an intersection between a component of $\Gamma^u(L)$ and a component of $\Gamma^s(L)$, the manifold eventually breaks as the next components of $\Gamma^u(L)$ are divided into pieces. We name such process intersect and break, and we exemplify it in Fig. 4.19.

In Fig. 4.19a, we analyze the invariant manifolds as seen in the phase space $x-\dot{x}$ for
Figure 4.18: Profile of the multiplicative transit time in logarithmic scale assessed in the phase space $x$-$\dot{x}$. All orbits are chosen in $\Sigma$ and only the ones that exit the lunar realm are considered for analysis.
Figure 4.19: Intersect and break process on the Lyapunov orbit manifolds seen (a) in the phase space $x$-$\dot{x}$ for $C = 3.188$ and (b) in the coordinate space $x$-$y$ for $C = 3.175$.

$C = 3.188$. In this case, the first component of the unstable manifold $\Gamma_1^u$ intersects the seventh component of the stable manifold $\Gamma_7^s$. The part of $\Gamma_1^u$ that is enclosed by $\Gamma_7^s$ follows the system’s dynamics and transfers to the Earth’s realm after mapping $\Sigma$ six more times. The other part of $\Gamma_1^u$ remains in the Moon’s realm, but divided in two pieces. Then, what we see is that $\Gamma_8^s$ is formed by two segments that are not closed, but rather asymptotically approach $\Gamma_1^u$. This structure can be seen in Fig. 4.18 for the same Jacobi constant.

The parts of $\Gamma^u$ that got disconnected also intersect $\Gamma^s$ and eventually break again. This process happens indefinitely, as the invariant manifolds densely fill the phase space. As a consequence, we can see the auto-similar structures formed in Fig. 4.18, specially visible for $C = 3.187$.

In Fig. 4.19b, we look at the intersect and break process, but now from the coordinate space $x$-$y$, and for $C = 3.175$. In this case, the process can already be seen after the first crossing of the unstable manifold $W^u$ with the surface of section. After this happens, a part of the manifold goes through the Lyapunov orbit and into the Earth’s realm, while another part revolves around the Moon and crosses $\Sigma$ again.

It is important to emphasize here that the invariant manifolds $W$ are always continuous in the phase space, and it is their representation on the Poincaré map $\Gamma$ that breaks as $W$ form lobes that extend into the other realm.

When an intersection between two invariant manifolds happens, there are also the orbits that belong to both sets at the same time. In Fig. 4.20, we show one of these orbits from the intersection between $\Gamma_3^s$ and $\Gamma_4^u$ in Fig. 4.19a. Since both manifolds are associated with the same UPO, such orbit is homoclinic. On the left panel, we can observe the traced orbit moving from and back to the Lyapunov orbit. On the right panel, we overlap the homoclinic orbit with a part of the respective invariant manifolds.

A somewhat similar process happens between the Lyapunov orbit manifolds and $\Gamma(P_7^T)$ or $\Gamma(P_{III}^T)$. Even though $\Gamma(L)$ seems to restrict the other manifolds in Fig. 4.16, they are
allowed to and they do intersect. This is the mechanism which removes orbits trapped inside the lunar realm and transfers them to the Earth’s realm, or the other way around. In this case, we have heteroclinic orbits, since it involves two different UPOs.

The intersect and break process that was described here is a consequence of the fact that these invariant manifolds are two-dimensional surfaces. For one-dimensional manifolds, the intersection scheme is much simpler. In both cases, however, the homoclinic and heteroclinic orbits are of special importance since they represent natural connections within the system.

One last feature we examine is the role of invariant manifolds on the system’s transport properties when collision with the primaries is considered. In Fig. 4.19b, for example, we can observe that part of the unstable manifold passes very close to the Moon, implying that these structures influence the manner in which collision happens in the system. In order to account for this effect, we define a radius around the Moon given by \( r_M = 4.52 \times 10^{-3} \), which corresponds to the satellite’s physical mean radius converted to our dimensionless units [60], and we stop the numerical integration if the orbit reaches this region.

In Fig. 4.21, we present the multiplicative transit time profiles considering collision. In practice, we cannot associate a multiplicative transit time to a Moon-collisional orbit, since it ends before leaving the lunar realm, a phenomenon also known as leaking [61]. Therefore, the set of collisional orbits appear in white in the profiles. By comparing Fig. 4.21 to Fig. 4.18, we can divide this set in two groups.

The first group forms a riddled structure all over the chaotic sea. As the Jacobi constant gets smaller, this structure almost disappears along with the regular region. Later, it grows back again, but it is mostly localized around the new regular region. Such scheme suggests a close relationship between this group of collisional orbits and the invariant manifolds associated with higher-order UPOs. The second group is composed of collisional areas that grow larger as we decrease the Jacobi constant. By comparing the location of such areas to the spatial disposition of the invariant manifolds associated
with the Lyapunov orbits, we find these to be closely related as well.

**Figure 4.21:** Multiplicative transit time profiles assessed in the phase space $x$-$\dot{x}$ on a logarithmic scale and considering collision. As before, all orbits are chosen in $\Sigma$ and only the ones that exit the lunar realm are considered for analysis.
4.6 Escape behavior

For orbits that begin in the vicinity of the Moon, transferring to the Earth’s realm may be interpreted as an escape from the lunar realm. In this sense, we can consider our system to be open and, consequently, consider the dynamics of the escape orbits prior to exiting the system to be a transient motion. We are now going to investigate how the dynamical phenomena studied so far, such as stickiness and transport, are experienced by particular ensembles of orbits. In other words, we will investigate how the transient dynamics in the lunar realm is affected by the choice of initial conditions.

To help with this investigation, we develop a method that follows the path of the escape orbits in the phase space. Let \( \varphi(x, t) \) be a solution of our dynamical system with escape time \( T_e \), and let us cover our phase space with a grid composed of \( N \) two-dimensional boxes. We define the escape measure on a box \( B_i \) as

\[
\mu_i^e = \frac{\eta(B_i, \varphi(x, t), T_e)}{T_e},
\]

(4.28)

where \( \eta(B_i, \varphi(x, t), T_e) \) is the time spent by the solution \( \varphi(x, t) \) inside \( B_i \) during the time interval \( 0 \leq t < T_e \). By considering the whole grid, we have \( \sum_{i=1}^{N} \mu_i^e = 1 \).

The escape measure is a finite-time version of the natural measure [7], and it shows what parts of the phase space are most or least visited by an escape orbit, therefore highlighting the aforementioned dynamical effects. It is probable, though, that a given escape orbit will visit only a small portion of the phase space before exiting the system. Hence, instead of looking at the motion of an individual trajectory, we are going to consider an ensemble \( U \) composed of \( M \) initial conditions that are very close together. With this, we define the mean escape measure

\[
\nu_i = \langle \mu_i^e \rangle_U = \frac{1}{M} \sum_{j=1}^{M} \mu_{i,j}^e,
\]

(4.29)

where \( \mu_{i,j}^e = \eta(B_i, \varphi(x_j, t), T_j^e)/T_j^e \) is the escape measure on box \( B_i \) for the initial condition \( x_j \in U \), and \( T_j^e \) is the escape time of solution \( \varphi(x_j, t) \). Again, we have that \( \sum_{i=1}^{N} \nu_i = 1 \).

In Fig. 4.22, we present the profile of the mean escape measure on a logarithmic scale for \( C = 3.187 \), calculated on a grid of \( 512 \times 512 \) boxes for four different ensembles of initial conditions, which are represented by white squares. Each ensemble has size \( 5 \times 10^{-4} \) by \( 4 \times 10^{-3} \) in the phase space \( x-\dot{x} \), and is composed of \( M = 10^4 \) points uniformly distributed in a grid. All orbits are chosen in the chaotic sea and are integrated for at most \( T_{\text{max}} = 5 \times 10^3 \) units of time. We choose \( T_{\text{max}} \) as to make sure that, at least, 85% of the orbits from each ensemble escape the system. For the ones that do not, we consider \( T_e = T_{\text{max}} \) in Eq. (4.29).

The first ensemble is located next to the regular region, and we can observe a high visitation frequency around this area. Ensembles 2 and 3, on the other hand, generate
CHAPTER 4. THE EARTH-MOON SYSTEM

Figure 4.22: Profile of the mean escape measure on a logarithmic scale, assessed in the phase space $x-\dot{x}$ for $C = 3.187$. The white squares mark the location of the ensembles of initial conditions.

orbits that prefer the mid-section of the phase space. Finally, the orbits that begin in Ensemble 4 seem to concentrate more on the outer parts of the phase space, with a low visitation frequency on the area close to the stability region. Hence, what we observe is the existence of three very different types of transient motion, with the stickiness effect being experienced only by the orbits that start in the first ensemble. Such ensemble was actually chosen on top of the period-7 UPO on Scenario I, $P_7^1$, and we can also observe that the mean escape measure profile delineates the unstable manifolds associated with this orbit.

One more feature we observe in Fig. 4.22 is the presence of “black lakes”, areas on the phase space that are not visited and that do not correspond to a regular or a forbidden region. If we compare this figure to Fig. 4.13 for $C = 3.187$, it is clear that these lakes correspond to the areas enclosed by the unstable manifolds associated with the Lyapunov orbit. Fig. 4.23 presents the mean escape measure profile for two ensembles which were chosen inside one of these regions.

All the orbits that begin in Ensemble S1 move closely together and leave the system after crossing $\Sigma$ three times, as is shown in the left panel. Conversely, the orbits that begin in Ensemble S2 visit the whole phase space before exiting the lunar realm, as is
Figure 4.23: Mean escape measure profile on a logarithmic scale, assessed in the phase space $x$-$\dot{x}$ for Ensembles S1 and S2. These sets of initial conditions were chosen inside the “black lakes” and demonstrate the presence of escape channels in the system.

shown in the right panel. Such distinct transient behaviors happen due to the fact that Ensemble S1 is actually located inside the intersection between $\Gamma_4^s$ and $\Gamma_4^u$ (see Fig. 4.13 and also the left panel of Fig. 4.19 for reference). Therefore, the orbits that begin in S1 rapidly follow the stable manifold through the Lyapunov orbit and onto the Earth’s realm. On the other hand, Ensemble S2 is solely inside the unstable manifold, which leads the orbits around the lunar realm.

Figures 4.22 and 4.23 have shown that the transient behavior of the system is strongly dependent on the choice of initial conditions and that the dynamical effects, such as stickiness and transport, may vary from case to case. By defining suitable quantities, it is possible for us to quantify such behaviors and attribute a degree of complexity to the transient motion [62].
Chapter 5

Conclusion and perspectives

In this manuscript, we investigated the relationship between dynamical properties and geometrical structures in a near-integrable Hamiltonian system, the Earth-Moon system, which was modeled by the planar circular restricted three-body problem.

As we varied the Jacobi constant, the system underwent three dynamical scenarios with very different phase space structures, without changing the topology of the Hill region. Scenarios I and III presented mixed phase spaces with distinct stickiness behavior, while Scenario II was dominated by global chaos. By carrying out a linear stability analysis, we showed that the transitions between these scenarios were due to specific bifurcations that occurred with the direct periodic orbits around the Moon.

We illustrated how the invariant manifolds of the main unstable periodic orbits in the system related to the aforementioned dynamical scenarios. The invariant manifolds associated with the members of the Lyapunov orbit family determined the shape and size of the regular regions, while the manifolds of the resonant unstable periodic orbits determined the behavior of the stickiness effect in the mixed phase space scenarios. Even though these two groups of manifolds were two-dimensional structures, they crossed our surface of section in different manners, hence displaying different geometrical properties in the Poincaré map.

By defining and calculating the multiplicative transit time, we were able to depict the influence of the invariant manifolds on the transport properties of the system. What was observed was a fine interplay between the Lyapunov orbit manifolds, which controlled the transition of orbits between the Earth and the Moon’s realms, and the manifolds of the resonant unstable periodic orbits, responsible for temporarily trapping the transit orbits. We also observed a close relationship between these geometrical structures and the sets of collisional orbits when we considered a collision radius around the Moon.

Lastly, we analyzed the behavior of orbits that originated from different ensembles of initial conditions in the phase space, before leaving the lunar realm. Their motion was quantified by the mean escape measure, that determined which regions of the phase space were more or less visited by these trajectories. We found that dynamical effects such as
stickiness were differently experienced by the ensembles, and that these trajectories could be influenced by the fast escape routes in the system that were formed by the Lyapunov orbit manifolds.

As a final remark, by studying the dynamical influence of invariant manifolds in the area-preserving Hénon map, and comparing it to the Earth-Moon system, we were able to observe similarities between the one-dimensional and two-dimensional cases. In both situations, we had the destruction of invariant tori with the advancement of manifolds in the phase space, and also concluded that these structures may have different roles in the transport phenomena. However, the intersection between higher-dimensional manifolds was shown to involve a more complex scenario, with these structures eventually breaking in the Poincaré map representation as a result of intersecting each other. Furthermore, the fast escape route seen from the mean escape measure profile for Ensemble S1 is only possible because the Lyapunov orbit manifold disconnects from the surface of section and reintersects it transversally.

In short, our work provided an extensive view on the bounded planar Earth-Moon system, and reinforced the necessity of understanding both the dynamical and geometrical aspects of a Hamiltonian system.

There are a number of different ways for us to continue our research. For example, we can increase the range of the Jacobi constant as to incorporate heteroclinic intersections between different families of Lyapunov orbits. We can also consider different Hamiltonian systems or different versions of the three-body problem. In special, we intend to include small dissipative terms, which would reproduce physical effects seen in asteroid dynamics [63, 64]. With this, it is possible to study the robustness of invariant manifolds and of their influence in the system’s dynamics.
Chapter 6

Intellectual Production

In this chapter, we lay out the intellectual production resulted from our research.

6.1 Scientific papers

In total, we wrote three preprints, all of which were uploaded to the arXiv online repository (https://arxiv.org/). From these preprints, two were published and one is currently under review in a peer-reviewed scientific journal.

The first article was published in The European Physical Journal Special Topics, and was named “Dynamical trapping in the area-preserving Hénon map” [56]. In this paper, we carry out the investigation presented in Sec. 3.1 where we have shown how the one-dimensional invariant manifolds are related to dynamical trapping in an area-preserving version of the Hénon map. We also analyzed how the distribution of homoclinic and heteroclinic intersections varies as the system goes from presenting stickiness to the total absence of this phenomenon.

The second article was published in Celestial Mechanics and Dynamical Astronomy, entitled “Order-chaos-order and invariant manifolds in the bounded planar Earth-Moon system” [65]. This paper exposes the main results presented in Ch. 4 regarding the relationship between dynamical properties and geometrical structures in the bounded version of the Earth-Moon system, as modeled by the planar circular restricted three-body problem.

The third preprint was entitled “Measure, dimension, and complexity of escape in open Hamiltonian systems” [62]. In this work, we developed the concepts defined in Sec. 4.6, and investigated the statistical properties of the mean escape measure profile in the Earth-Moon system, and also in a two-dimensional map used for modeling the dynamics of the magnetic field lines of a plasma which is confined to a single-null divertor tokamak. Furthermore, we defined and calculated two quantities capable of quantifying the distinct transient behaviors that emerge in these systems.
6.2 Open source code

The computer program that we developed for our numerical simulations was written in C/C++ programming language [34], with the numerical integrator and linear algebra package being implemented from the GNU Scientific Library [39]. Its code is fully available at the Oscillations Control Group Wiki page (http://yorke.if.usp.br/OsciControlWiki/index.php/Main_Page) and also at Github (https://github.com/vitor-de-oliveira/PCRTBP-explorer).
Appendix A

Further information

In this Appendix, we provide more information regarding the basic concepts of the planar circular restricted three-body problem, which were addressed in Sec. 4.1.

A.1 PCRTBP in Hamiltonian form

In order to write the planar circular restricted three-body problem in a Hamiltonian form, we use the following transformation from the rotational coordinate system

\[ q_1 = x, \]
\[ q_2 = y, \]
\[ p_1 = \dot{x} - y, \]
\[ p_2 = \dot{y} + x, \]

(A.1)

where the Hamiltonian function is

\[ H(p_1, p_2, q_1, q_2) = -C(x, y, \dot{x}, \dot{y})/2, \]

which is given by

\[ H(p_1, p_2, q_1, q_2) = \frac{(p_1 + q_2)^2}{2} + \frac{(p_2 - q_1)^2}{2} - \Omega(q_1, q_2). \]

(A.2)

The equations of motion for the problem in the new variables \((q_1, q_2, p_1, p_2)\) are then given by the Hamilton equations

\[ \dot{q}_k = \frac{\partial H}{\partial p_k}, \]
\[ \dot{p}_k = -\frac{\partial H}{\partial q_k}. \]

(A.3)

The PCRTBP can also be written in a more standardized form for near-integrable Hamiltonian systems by use of the Delauney variables. In this case, the Hamiltonian function is given by a non-perturbed term, which corresponds to the energy of the two-body system, and a perturbed term that is proportional to the mass parameter [66, 67].
A.2 Lagrangian points location and stability

The Lagrangian equilibrium points can be found by setting $\dot{x} = \ddot{x} = \dot{y} = \ddot{y} = 0$ in Eqs. (4.10), which is the same as to calculate the critical points of the pseudo-potential $\Omega$:

$$\frac{\partial \Omega}{\partial x} = \frac{\partial \Omega}{\partial y} = 0.$$  \hfill (A.4)

From Eq. (4.11), we have

$$\frac{\partial \Omega}{\partial x} = x \left[ 1 - \frac{1 - \mu}{r_{31}^3} - \frac{\mu}{r_{32}^3} \right] - \mu(1 - \mu) \left[ \frac{1}{r_{31}^3} - \frac{1}{r_{32}^3} \right],$$  \hfill (A.5)

and

$$\frac{\partial \Omega}{\partial y} = y \left[ 1 - \frac{1 - \mu}{r_{31}^3} - \frac{\mu}{r_{32}^3} \right].$$  \hfill (A.6)

Let us first consider the case $y \neq 0$. By combining Eqs. (A.4) and (A.6), we have

$$1 - \frac{1 - \mu}{r_{31}^3} - \frac{\mu}{r_{32}^3} = 0.$$  \hfill (A.7)

Substituting the condition (A.7) in Eq. (A.5) and equating to zero gives

$$\mu(1 - \mu) \left[ \frac{1}{r_{31}^3} - \frac{1}{r_{32}^3} \right] = 0 \Rightarrow r_{31} = r_{32} = r,$$  \hfill (A.8)

which means that the distance from the test particle is the same for both primaries.

Putting (A.8) back into Eq. (A.7) gives $r = 1$. Since the units of measurement are normalized, this result indicates that the distance between the third particle and the primaries are equal to the distance between the primaries, which is only possible if the particles are located at the vertices of an equilateral triangle.

Finally, using the expressions for $r_{31}$ and $r_{32}$ given in Eqs. (4.12), we have the following location, in the coordinate space $x$-$y$, for the two triangular equilibrium points:

$$L_4 = \left( \frac{1}{2} - \mu, \frac{\sqrt{3}}{2} \right) \text{ and } L_5 = \left( \frac{1}{2} - \mu, -\frac{\sqrt{3}}{2} \right).$$  \hfill (A.9)

Since we are able to analytically calculate the position of the equilibrium points for $y \neq 0$, we know that there are exactly two points that satisfy this criterion. We proceed to show that there are exactly three equilibrium points that satisfy $y = 0$.

Let us consider the function [68]

$$\Omega|_{y=0} = \frac{x^2}{2} + \frac{1 - \mu}{|x + \mu|} + \frac{\mu}{|x - (1 - \mu)|},$$  \hfill (A.10)

which has second derivative, with respect to $x$, given by
According to Eq. (A.10), $\Omega|_{y=0} > 0$ for all interval and diverges for $x \to \pm \infty$, $x \to -\mu$, and $x \to 1 - \mu$. Given that Eq. (A.11) is also positive for the entire real line, there exists exactly three minima of the function (A.10), which correspond to three *collinear equilibrium points* in the $x$-axis, each belonging to one of the following intervals: $(-\infty, -\mu)$, $(-\mu, 1 - \mu)$, and $(1 - \mu, \infty)$.

There is no analytical solution for the exact location of the collinear Lagrangian points. One possible way to obtain an approximate solution is by use of a series expansion along with Lagrange’s inversion method [58]. However, with little computational effort, we can numerically calculate an approximate solution in the following manner.

Let us consider $x \in (-\mu, 1 - \mu)$, and use condition (A.4) to rewrite Eq. (A.5) as

\[(x + \mu)^2(1 - \mu - x)^2x - (1 - \mu)(1 - \mu - x)^2 + \mu(x + \mu)^2 = 0.\]  
(A.12)

By rearranging the terms in Eq. (A.12), we end up with a fifth-order polynomial equation in $x$. We then calculate the location of $L_1$ in the $x$-axis by using Newton’s method starting at $x_0 = (1 - \mu) - (\mu/3)^{1/3}$. The same can be done for the other two collinear points [1].

The stability of the Lagrangian points is given by a linear analysis around them [58]. From Eqs. (4.10), we have that the *Jacobian matrix* of the system in the basis $(x, y, \dot{x}, \dot{y})$ is given by

\[
DJ = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ \frac{\partial^2 \Omega}{\partial x^2} & \frac{\partial^2 \Omega}{\partial xy} & 0 & 2 \\ \frac{\partial^2 \Omega}{\partial y^2} & \frac{\partial^2 \Omega}{\partial yx} & -2 & 0 \end{pmatrix},
\]  
(A.13)

with

\[
\frac{\partial^2 \Omega}{\partial x^2} = 1 - \frac{1 - \mu}{r_{31}^2} \left[ 1 - 3(x + \mu)^2 \right] - \frac{\mu}{r_{32}^2} \left[ 1 - 3(x - (1 - \mu))^2 \right],
\]  
(A.14)

\[
\frac{\partial^2 \Omega}{\partial y^2} = 1 - \frac{1 - \mu}{r_{31}^2} \left[ 1 - 3y^2 \right] - \frac{\mu}{r_{32}^2} \left[ 1 - 3y^2 \right],
\]  
(A.15)

and

\[
\frac{\partial^2 \Omega}{\partial xy} = \frac{\partial^2 \Omega}{\partial yx} = 3y \left[ \frac{(1 - \mu)(x + \mu)}{r_{31}^2} + \frac{\mu(x - (1 - \mu))}{r_{32}^2} \right].
\]  
(A.16)
Equation (A.13) has four eigenvalues, which are given by

\[ \lambda_{1,2} = \pm \frac{\sqrt{2}}{2} \left\{ \omega_{xx} + \omega_{yy} - 4 - \left[ (4 - \omega_{xx} - \omega_{yy})^2 - 4(\omega_{xx}\omega_{yy} - \omega_{xy}^2) \right]^{\frac{1}{2}} \right\}^{\frac{1}{2}}, \quad (A.17) \]

and

\[ \lambda_{3,4} = \pm \frac{\sqrt{2}}{2} \left\{ \omega_{xx} + \omega_{yy} - 4 + \left[ (4 - \omega_{xx} - \omega_{yy})^2 - 4(\omega_{xx}\omega_{yy} - \omega_{xy}^2) \right]^{\frac{1}{2}} \right\}^{\frac{1}{2}}. \quad (A.18) \]

For the collinear equilibrium points, we have [1]

\[ \frac{\partial^2 \omega}{\partial x^2} > 0, \quad \frac{\partial^2 \omega}{\partial y^2} < 0, \quad \text{and} \quad \frac{\partial^2 \omega}{\partial xy} = 0. \quad (A.19) \]

Putting conditions (A.19) into Eqs. (A.17) and (A.18), we find that the eigenvalues \( \lambda_{1,2} \) are purely imaginary, whilst \( \lambda_{3,4} \) are real. Hence, the collinear equilibrium points are unstable.

For the triangular equilibrium points, Eq. (A.9), we have

\[ \frac{\partial^2 \omega}{\partial x^2} = \frac{3}{4}, \quad \frac{\partial^2 \omega}{\partial y^2} = \frac{9}{4}, \quad \text{and} \quad \frac{\partial^2 \omega}{\partial xy} = \pm \frac{3\sqrt{3}}{4} (1 - \mu). \quad (A.20) \]

Substituting (A.20) into Eqs. (A.17) and (A.18), we arrive at the condition that all the eigenvalues are purely imaginary if, and only if,

\[ 1 - 27(1 - \mu) \mu \geq 0 \Rightarrow \mu \leq 0.0385. \quad (A.21) \]

Hence, if (A.21) is satisfied, which is the case for the Earth-Moon system, \( L_4 \) and \( L_5 \) are stable.

### A.3 Derivation of the Jacobi constant

The Jacobi constant can be derived in the following manner. First, we multiply the top expression in Eqs. (4.10) by \( \dot{x} \), and the bottom one by \( \dot{y} \):

\[ \dot{x} \ddot{x} - 2\dot{x} \dot{y} = \dot{x} \frac{\partial \omega}{\partial x}, \]

\[ \dot{y} \ddot{y} + 2\dot{y} \dot{x} = \dot{y} \frac{\partial \omega}{\partial y}. \quad (A.22) \]

We then add both expressions in Eqs. (A.22), which gives

\[ \dot{x} \ddot{x} + \dot{y} \ddot{y} = \dot{x} \frac{\partial \omega}{\partial x} + \dot{y} \frac{\partial \omega}{\partial y} = \frac{d\omega}{dt}. \quad (A.23) \]
Next, we integrate Eq. (A.23) with respect to time. Integrating by parts the left-hand side gives

\[
\int (\dot{x}\ddot{x} + \dot{y}\ddot{y}) \, dt = \dot{x}^2 - \int \dot{x}\ddot{x} \, dt + \dot{y}^2 - \int \dot{y}\ddot{y} \, dt \Rightarrow \int (\dot{x}\ddot{x} + \dot{y}\ddot{y}) \, dt = \frac{\dot{x}^2}{2} + \frac{\dot{y}^2}{2},
\]

while directly integrating the right-hand side gives \( \Omega + K \), with \( K \) constant.

Finally, we choose \( K = -C/2 \), and we end up with

\[
\frac{\dot{x}^2}{2} + \frac{\dot{y}^2}{2} = \Omega + \frac{-C}{2} \quad \Rightarrow \quad C = 2\Omega(x, y) - \dot{x}^2 - \dot{y}^2. \tag{A.24}
\]

The Jacobi constant can also be written in the inertial reference frame by applying the transformation (4.9) to Eq. (A.24). If we proceed with this transformation, but choose \( K = C \), instead of \( K = -C/2 \), we have [59]

\[
C = \frac{1}{2}(\dot{\xi}^2 + \dot{\eta}^2) - \Psi(\xi, \eta, t) - (\xi\dot{\eta} - \eta\dot{\xi}). \tag{A.25}
\]

The first three terms in Eq. (A.25) represent the total energy of the third particle, while the last two terms compose the massless angular momentum of \( P_3 \) [69]. Therefore, even though these quantities are not conserved for \( \mu \neq 0 \), the Jacobi constant can be seen as a combination of the two.
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