Removal of Ocular Artifacts in EEG Using Deep Learning
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Abstract—EEG signals are complex and low-frequency signals. Therefore, they are easily influenced by external factors. EEG artifact removal is crucial in neuroscience because artifacts have a significant impact on the results of EEG analysis. The removal of ocular artifacts is the most challenging among these artifacts. In this study, a novel ocular artifact removal method is presented by developing bidirectional long-short term memory (BiLSTM)-based deep learning (DL) models. We created a benchmarking dataset to train and test proposed DL models by combining the EEGdenoiseNet and DEAP datasets. We also augmented the data by contaminating ground-truth clean EEG signals with EOG at various SNR levels. The BiLSTM network is then fed to features extracted from augmented signals using highly-localized time-frequency (TF) coefficients obtained by wavelet synchrosqueezed transform (WSST). We also compare the WSST-based DL model results with traditional TF analysis (TFA) methods namely short-time Fourier transformation (STFT) and continuous wavelet transform (CWT) as well as augmented raw signals. The best average MSE value of 0.3066 was obtained by the first time-proposed BiLSTM-based WSST-Net model. Our results demonstrated the WSST-Net model significantly improves artifact removal performance compared to traditional TF and raw signal methods. Also, the proposed EOG removal approach reveals that it outperforms many conventional and DL-based ocular artifact removal methods in the literature.

Index Terms—EEG, ocular artifacts, deep learning, LSTM, BiLSTM, WSST, STFT, CWT.

I. INTRODUCTION

Electroencephalography (EEG) is a beneficial approach for identifying brain signals corresponding to various conditions on the scalp surface. It is a valuable neuroimaging tool for measuring evoked potentials (EPs), which are voltage fluctuations caused by evoked neuronal activity, or for use in applications like brain-computer interfaces (BCI). Due to the low frequency of brain signals, various undesirable signals may interfere with accurate measurements [1]. Due to the multilayered skull, EEG recordings are contaminated with noise from numerous sources such as eye movements, instrumental interferences, muscle activity, and cardiac activity during measurement. In event-related potential (ERP) analysis, it is especially difficult to distinguish. This incident leads to misinterpretations and inconsistencies. Therefore, EEG signals should contain only brain activity [2].

Artifact removal is fundamental in clinical and practical research and it is essential to have knowledge of the general properties and types of these artifacts. Non-physiological artifacts can be minimized with proper setup. Nonetheless, physiological artifact removal necessitates the use of an appropriate complex algorithm [3]. Ocular artifacts are the most common artifacts that may observe frequently in the EEG signal. Eye blinks are limited to the frontal region. It occurs as a result of a potential difference between the cornea and retina. The amplitude range is 50-200 mV [4]. The peaks of ocular waves are sharper than those of cerebral activities. Repetitive eye blinking, eyelid movements, side gaze, slow eye movement, and wandering eye movements are all common eye-related artifacts [5]. Especially horizontal and vertical eye movements greatly affect EEG signals. Therefore the removal of these artifacts essential impact on brain-related neuroscience studies [6].

Several techniques are proposed to remove ocular artifacts in the contaminated EEG signal. The conventional techniques used in general for the removal of ocular artifacts include filtering, regression, the wavelet transform method, and Blind Source Separation (BSS). Independent component analysis (ICA) is one of the most common artifact removal algorithms and does not need a reference channel, unlike other methods [7]. In particular, these methods may be compared on the basis of the reference channel, process automation, and adaptive capacity in the online environment. Although there are hybrid methods that combine several methods to reduce these drawbacks, there is no standard conventional method for the removal of ocular artifacts.

Apart from conventional methods, with the widespread usage of machine learning (ML), various studies in the field of removing EEG artifacts have been reported. Support Vector Machines (SVM) and Neural Networks (NN) are the most commonly used techniques for processing EEG artifacts [8]. ICA and SVM were used together in many studies. Lawhern et al. developed a MATLAB Toolbox that uses SVM classification of EEG signals. This toolbox extracts and characterizes features from EEG signals using an autoregressive model which successfully distinguishes synthetic data [9]. Besides, there are many ML studies such as fuzzy inference system [10], Bayesian model [11], and genetic programming [12].
Although ICA is a frequently used method, it requires expert observation for artifact identification. In this respect, ML methods may be considered more successful than conventional methods in the manner of time consumption and performance. However, the feature vector must be manually extracted before constructing an ML model. These procedures time consuming and require a specialist’s opinion. As a consequence, without pre-processing and professional assistance, these techniques cannot process raw data. Deep Learning (DL) has made significant progress in resolving the long-standing problems in ML research. DL methods obtain the relevant information using the representations that have been created in different layers while processing the data.

Admitting DL has limited work in the field of EEG noise removal, there are significant DL models that have demonstrated successful results. Nguyen et al. [13], performed a Deep Neural Network (DNN) based study using a wavelet neural network (WNN). It was reported to be more efficient and useful than ICA because it enables a fully automated online algorithm. Yang et al. [14], conducted a DL-based study to eliminate the reference channel disadvantages by proposing a two-stage method. This study, which used the stacked sparse autoencoder (SSAE) as a DL architecture, achieved significant success compared to various conventional algorithms. Sun et al. [15], proposed a raw waveform-based one-dimensional Residual Convolutional Neural Networks (1D-ResCNN) model. The end-to-end method was used to match noisy signals to clean signals. This method has been shown to perform well compared to ICA. U-net model, a DL method commonly used for image segmentation, was used for ocular artifact removal by Mashhadi et al. [16]. In another study, a method based on deep convolutional neural networks (DCNN) was developed to remove artifacts quickly and automatically [17]. Zhang et al. [18], utilized 4 different neural networks and compare the results with conventional methods. As a result, they demonstrated that DL models outperform conventional methods and presented a benchmark EEG dataset that may be used for DL algorithms. As a result, when DL models are investigated in the literature, there are studies that may compete with ICA, which is a common approach due to its single-channel artifact removal performance. Furthermore, there are studies that demonstrate successful results in multi-channel signals. These studies are significant, especially in terms of time savings. However, they require complex pre-processing methods and their success are limited.

In this study, an extended dataset is trained using a DL model based on a novel BiLSTM-regression architecture to remove ocular artifacts in EEG. A wavelet synchrosqueezed transform (WSST)-based method is presented for extracting distinct features from contaminated EEG signals, for the first time. Also, the presented method’s performance is benchmarked with traditional TF analysis (TFA) methods namely short-time Fourier transform (STFT) and continuous wavelet transform (CWT) as well as a raw signal-based approach.

## II. MATERIALS AND METHODS

### A. Dataset

Two distinct datasets, EEGdenoiseNet [18] and DEAP [19], were used in this study. EEGdenoiseNet is a dataset composed of 4514 clean EEG segments, 3400 ocular artifact segments, and 5598 muscle artifact segments derived from publicly available data sources for use in DL models. Increasing the amount of data is one method suggested for improving the performance of DL models [20]. The DEAP dataset is adopted to improve the model’s performance by increasing the amount of data. DEAP consists of 32 subjects’ EEG recordings collected while they watching 40 music videos. 1650 clean EEG segments and 1600 EOG segments were extracted and contributed to the EEGdenoiseNet using 2-second arbitrary selections from the DEAP dataset. In the study, a total of 6164 clean EEG segments and 5000 EOG segments were utilized. All signal segments have a sampling rate of 256 Hz.

### B. Pre-processing

The data in EEGdenoiseNet has already been pre-processed. In the DEAP dataset, raw data was segmented into 2 s-parts and processed following closely the pre-processing procedures in EEGdenoiseNet [18]. The DEAP data was analyzed using EEGLAB toolbox [21]. For generating ground-truth clean EEG segments, a 1-80 Hz band-pass filter and the CleanLine function at 50 Hz were utilized. The signals were then resampled to 256 Hz and ICA was applied. Only high-quality brain-labeled ICA components were selected and as a result, a total of 1650 clean EEG segments with 2 s-long sizes were generated. For EOG segments, horizontal and vertical EOG measurements were considered. Then, a band-pass filter with a frequency range of 0.3 to 10 Hz and a 50 Hz notch filter was performed to filter the EOG segments. Similarly, EOG segments were resampled to 256 Hz. Eventually, sharply amplified waves from these recordings were adopted to separate a total of 1600 EOG segments with 2 s-long sizes.

### C. Semi-synthetic data augmentation

The signal-to-noise ratio (SNR) is a measurement that compares the actual signal information with the noised signal. In this study, noisy EEG segments were generated at different SNR levels (-10 to 4 dB). Contaminated signals were generated by linearly combining clean EEG segments with EOG artifact segments using equation (1). This function combines ground-truth EEG and EOG signals to create noisy EEG segments with varying SNR values. The \( \lambda \) parameter may be changed to control the artifact strength and obtain a specific SNR value.

\[
noisyEEG = EEG + \lambda \cdot EOG
\]  

The SNR levels of the contaminated EEG segment can be determined by changing the \( \lambda \) by using equation (2).

\[
SNR = 10 \cdot \log \frac{RMS(EEG)}{RMS(\lambda \cdot EOG)}
\]
The root mean square (RMS) value equation is expressed in [18]. The lower $\lambda$ value represents a higher SNR value and presents a low noisy EEG signal. Likewise, a lower SNR value and higher $\lambda$ value represents a high noise. As previously reported, the SNR value of EEG contaminated with ocular artifacts ranges from -7dB to 2dB [22]. In this study, the SNR range of -10dB to 4dB was extended to examine the ocular artifact removal performance over a wider range of SNR levels. As a result, 75,000 semi-synthetic EEG segments were generated at different SNRs. Fig. 1 illustrates an example of ground truth clean EEG segment and generated semi-synthetic contaminated EEG segments.

![An example of ground truth EEG segment and the corresponding contaminated EEG segment generated at -10 dB SNR.](image)

**D. Feature extraction**

The ability to use original raw signals in DL models is a significant advantage. In this context, raw EEG segments were fed to an BiLSTM-based DL architecture called RAW-Net. On the other hand, using distinct features extracted from raw data is a common approach for improving the performance of DL models. Thus, the architecture may learn more distinct characteristics of the data. With this regard, the TF characteristic of raw EEG data was extracted by utilizing STFT, CWT, and WSST, separately. STFT is a popular signal processing technique for analyzing non-stationary signals. The signal is divided into smaller segments that assumed stationary using a windowing function [23]. To improve model performance STFT features are utilized to feed the same BiLSTM structure adapted to RAW-Net architecture called STFT-Net. Similarly, CWT coefficients of the raw signals were utilized to feed the same architecture called CWT-Net. CWT is a TF method for analyzing and displaying signal characteristics that vary with time and scale [24]. CWT adjusts the length of the main wavelet to achieve TF localization differs from STFT. CWT precisely analyzes low frequencies with long wavelets and provides high-time localization with short wavelets [25]. However, it provides limited information about frequency content. The use of a fixed-time window results in spectral smearing and leakage. Hence, TF coefficients may suffer some artifacts [26]. Although STFT and CWT are the most popular TFA methods, they have a disadvantage that limits TF resolu-

**E. BiLSTM architecture**

Long short-term memory (LSTM) architectures subtypes of recurrent neural networks (RNN) and effectively solves long-term dependency problems in sequence prediction. Unlike a unidirectional LSTM, BiLSTM learns bidirectional dependencies in sequence data. Hence, the given input data is processed in both directions and one works in a reverse direction of input data. This additional LSTM layer is capable to learn the reversed sequences and eventually joins other LSTM output sequences. BiLSTM is an effective architecture for training the sequential dependencies between input signal segments in both directions of time series [28].

Considering the ability to learn distinct features of time series, a novel and effective seven-layer BiLSTM-based DL architecture is presented to remove ocular artifacts from contaminated EEG signals, for the first time. The proposed BiLSTM architecture consists of an input sequence layer, the first BiLSTM layer, a dropout layer, the second BiLSTM layer, the final dropout layer, a fully connected layer, and a regression layer, respectively. While the first BiLSTM layer works on given sequences, the second layer learns from reversed data. Two different dropout layers were added to prevent overfitting with dropout rates of 30% and 20%, respectively. ReLu activation function was adapted with a fully connected layer. Lastly, a regression layer was composed of outputs of given signals based on the mean squared error (MSE) loss function. Finally, created BiLSTM layers are fed with input feature sequences and named according to input features such RAW-Net, STFT-Net, CWT-Net, and WSST-Net.

**F. Model evaluation**

To evaluate the trained models’ performance, EEG and EOG segments were randomly chosen and grouped in training, validation, and test sets with ratios of 80%, 10%, and 10%, respectively. A total of 75,000 ground truth clean EEG segments and 75,000 semi-synthetic contaminated EEG segments which were generated at 15 different SNR levels were divided
into three groups. As a result, 120,000 EEG segments were reserved for training, and 15,000 for both validation and test. There are several performance metrics are utilized to evaluate the regression performance of DL models. The most used two qualitative metrics, namely MSE and root mean square error (RMSE) were calculated to analyze models’ robustness. MSE is a measure of the prediction capability of a model. The RMSE is used to assess the error of predictions. Both can be calculated as in equation (3):

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (EEG_i - \text{denoised EEG}_i)^2}
\]

III. RESULTS AND DISCUSSION

The structured BiLSTM-based four different DL models were trained with generated semi-synthetic data by using an NVIDIA 3080 Ti GPU in the MATLAB Deep Learning Toolbox environment. For all architecture, while both input sequence layer and fully connected layer output feature count was set to 1 and both forward and backward LSTM layers' hidden units parameter was set to 150, input features counts are variable due to the TFA methods specialty (see Table I). Therefore the trainable parameters and elapsed times (ET) for the training of the BiLSTM networks are also variable. Also, the initial learning rate, epoch, and batch size were adjusted as 0.001, 10, and 150, respectively. Adam optimizer was also utilized in the training of architectures.

The BiLSTM model was first trained using the raw EEG segments without any feature extraction in order to determine a comparable base for TF-based feature extraction methods. Also, the average MSE value of all EEG segments was calculated as 1.0244 to evaluate the denoising performances. Each trained raw segment contains 1x512 data due to each segment was 2 s-long sizes and the sampling rate was 256. For training the RAW-Net, validation RMSE was found as 69.242 with a training time of nearly 29 min. In Table I, average MSE values were calculated by using all test data with different SNR levels at -10dB to +4dB. The RAW-Net’s final score was 0.5575. In the STFT-Net model, STFT was computed with a 128-point size regular rectangular window and the overlap size was set to 127 in order to yield the best TF resolution. As mentioned before, only the real part of TF coefficients was considered by stacking the real component on top of the imaginary component for the training of TF-based BiLSTM models due to the LSTM layers cannot deal with complex inputs. As a result, a total of 130x385 real features are extracted from each EEG segment for STFT-Net. Also, the inverse transform of STFT (ISTFT) was also calculated for all predicted outputs provided from the regression layer. Because, when the BiLSTM architecture’s inputs are TF coefficients, the output regression layer provides predicted TF coefficients and the main goal is to reach the predicted time-series signal. Hence, the inverse transform of all TF-based methods was also calculated for predicted outputs. The STFT-Net has yielded a 6.268 RMSE value which is nearly 11 times better than RAW-Net. In the CWT-Net, TF feature extraction was performed by using the “Bump Wavelet”. After computation 94x512 real feature matrix was obtained for each segment. Similarly, the inverse CWT (ICWT) was computed for the performance calculation. As a result, CWT-Net significantly improves the denoising performance with a 0.7148 validation RMSE. Finally, the WSST-Net was trained with real parts of WSST coefficients by using the “Amor Wavelet”. A total of 512x512 TF coefficient was calculated for each segment and validation RMSE reached 0.1218 which was computed by using the inverse WSST (IWSST). Although the WSST-Net increased the ET for training, it also significantly improve the regression performance.

![Fig. 2. Ocular artifact denoising performances of BiLSTM-based proposed models at different SNR levels.](image)

Fig. 2 shows a comparison of the average MSE values obtained in the test phases of proposed models at different SNR levels. At SNR values, a total of 1000 segments that contain equal clean and contaminated EEG segment distribution were predicted with the proposed models. Thus, each point at the SNR levels indicates the average MSE result of those segments. Also, the average MSE of un-denoised segments were provided for benchmarking the proposed models. When obtained results at higher SNR values around 4dB are examined, almost all outperformed. Contrary, at the lowest SNRs, the performance distinction stands out. Also, when the lower performance of the Raw-Net model is considered, TF-based feature extraction methods significantly improve the prediction performance. Moreover, WSST-Net outperformed at all SNRs than other models. Additionally, all models have lower success at the lowest SNRs than at higher SNRs. All models had smooth MSE decreasing proportionally to SNR increasing.

| Model Name | Feature Shape | Val. RMSE | Avg. MSE | ET (min) |
|------------|---------------|-----------|----------|----------|
| No Denoising | N/A | N/A | 1.0244 | N/A |
| RAW-Net | 1x512 | 69.242 | 0.5575 | ~109 |
| STFT-Net | 130x385 | 6.268 | 0.4510 | ~148 |
| CWT-Net | 94x512 | 0.7148 | 0.4243 | ~148 |
| WSST-Net | 512x512 | 0.1218 | 0.3066 | ~308 |
Fig. 3 illustrates four examples of prediction outputs for 2 s-long segments at two different SNR values. Ground truth clean EEG and contaminated EEG segments were also provided. All models’ outcomes revealed that the contaminated EEG was nearly denoised. Considering the performance of the Raw-Net and STFT-Net models at the lowest SNR value of -10 dB for the same segment, the STFT-Net outcome creates a denoised EEG segment significantly similar to the ground truth. Furthermore, at 4dB SNRs that are more easily cleanable contaminated segments, this performance distinction was not significant for both CWT-Net and WSST-Net. However, both superiorly provided predictive segments which were similar to the ground truth EEG segment.

The obtained results of this study were also compared to state-of-the-art studies recently reported in the literature given in Table II. Almost all are focused on different datasets, segment sizes, and lengths, as well as feature extraction methods and DL-based architectures. Their main goal was to reach as lowest as possible RMSE values. Our proposed models demonstrated that their performance has a significant impact according to RMSE values. Also, we proposed a novel feature extraction method based on WSST for ocular artifact removal, and a comprehensive comparison is performed to reveal the enhancement. According to Table II, the proposed model outperformed most of the others. Among them had significant complex approaches as well as higher computa-
tional costs. Additionally, the most utilized approach, semi-synthetic noisy EEG data generation was limited a narrow SNR bands. Contrary, we evaluate 15 different SNR levels for different BiLSTM-based models. Also, we evaluate the model performances by combining different datasets to provide an end-to-end DL model for generalization. Moreover, our results provided the utilization of TFA methods for generating time-series frequency components by easy adaptation of the real part of TF coefficients. Hence, a low-cost approach that only depends on TFA complexity and DL network was proposed and the adaptability of TFA methods for ocular artifact removal was demonstrated. Finally, a novel BiLSTM-based DL architecture that contains a few layers was proposed to effectively remove EOG in contaminated EEG signals. Our proposed method emphasized a low-cost approach compared to existing studies in the literature, the superior success of the LSTM-regression architecture, and the adaptability of TFA methods in the prediction of time-series biological signals such as EEG with LSTM architectures.

IV. CONCLUSION

This study presents an effective and novel ocular artifact removal approach from EEG signals developed on novel BiLSTM-regression architecture and the WSST method. For ocular artifact removal, the highly localized and high-resolution WSST coefficients are utilized to feed the BiLSTM network, for the first time. The semi-synthetic data was generated at wide SNR levels to evaluate the performance of trained models. The experimental results demonstrated that the proposed WSST-based BiLSTM method yielded superior performance compared to both traditional methods, STFT-Net and CWT-Net, and similar approaches in the literature. Furthermore, the WSST-Net model is encouraging success at lower SNR levels which is almost as well as at higher SNR levels. Obtained results highlighted the comparability to ICA and encouraged the possibility of automated removal of ocular artifacts by a DL framework. Finally, the proposed approach can easily be adapted to the EEGLAB toolbox and could be expanded to remove other artifacts, such as muscle artifacts.
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