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Abstract—Generative Adversarial Networks (GANs) have been widely adopted in various fields. However, existing GANs generally are not able to preserve the manifold of data space, mainly due to the simple representation of discriminator for the real/generated data. To address such open challenges, this paper proposes Manifold-preserved GANs (MaF-GANs), which generalize Wasserstein GANs into high-dimensional form. Specifically, to improve the representation of data, the discriminator in MaF-GANs is designed to map data into a high-dimensional manifold. Furthermore, to stabilize the training of MaF-GANs, an operation with precise and universal solution for any \( K \)-Lipschitz continuity, called Topological Consistency is proposed. The effectiveness of the proposed method is justified by both theoretical analysis and empirical results. When adopting DCGAN as the backbone on CelebA (256 \( \times \) 256), the proposed method achieved 12.43 FID, which outperforms the state-of-the-art model like Realness GAN (23.51 FID) by a large margin. Code will be made publicly available.
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1 INTRODUCTION

Generative Adversarial Networks (GANs) have been widely applied in various tasks [1–6]. As a density estimation tool, a generator and a discriminator are used to estimate the underlying distribution of the given data. The generator models the data distribution by mapping prior distribution to a generated data distribution, while the discriminator learns to judge whether the input data is from the generated or real data distribution. Taking a min-max game as the objective, the discriminator leans to distinguish generated samples from real data distribution by maximizing distance between two distributions, and the target of generator is to spoof discriminator by minimizing the distance.

As GANs are trained in an unsupervised mode where the optimization of the generator only depends on the state of the discriminator, the properties of discriminator are of vital importance for the generative performance of the GANs. Based on such observation, an ideal solution to facilitate GANs is to employ a discriminator with strong representation and continuous weights. For the optimization of the generator, progressive gradients can be contributed by discriminative representation that lands on the proper direction, and the continuity of the discriminator which provides a stable training process. The solid evidences of this point are Wasserstein GAN (WGAN) [7] and WGAN-GP [8]. WGAN introduces wasserstein distance into the framework of the GANs, and thus improves the representation of the discriminator by transferring the classification-like objective to the regression-like objective. In terms of continuity, an operation, called weight clipping, is adopted in WGAN to ensure the 1-Lipschitz continuity. However, extensive empirical studies [8,10] show that, due to the sensitivity to the clipping value, the weight clipping is not a reasonable way to provide stable and progressive gradients. To tackle this kind of problems, WGAN-GP is proposed to adopt gradient penalty as the regularization for stable training. As a well-known and useful solution, WGAN-GP is widely used in different GANs, and gradually becomes a common loss for GANs [11,13].

Despite of the tremendous success of WGAN-GP, there remains unsolved problems and unexplained phenomenons for the properties of the discriminator. When it comes to the discriminative representation, the discriminator in the family of WGANs generally maps data to a single scalar, which could be viewed as an abstraction of the generated and real data distribution. However, the samples are high dimensional data with multiple attributes, which can not be represented comprehensively through low dimensional space. As a result, generator could easily get stacked in local optima, resulting in issues such as mode-collapse and gradient exploding. Hence, generalizing the representation to an appropriate embedding space is crucially important for the family of WGANs. On the other side, in the terms of continuity, the weights of WGAN is constrained by a pre-defined bound to lie within a compact space, while WGAN-GP penalizes the norm of gradient of the discriminator with respect to its input. Although the general idea of both methods is identical, i.e. limiting the parameter space of discriminator, quite different generative results are achieved by WGAN and WGAN-GP. It seems that, limited parameter space is not an ideal constraint for the continuity, and the fundamental reason for the advance of WGAN-GP is still unclear.

To address the mentioned open problems, this paper firstly redefines the family of WGANs as Manifold-preserved GANs (MaF-GANs), and generalizes the traditional wasserstein loss to high dimensional forms. Based on the high dimensional representation, the strategy to ensure 1-Lipschitz continuity is revised carefully. Unlike other approximation, the proposed method gives a pre-
cise bound, denoted as Topological Consistency, for the Lipschitz constraint with theoretical proof. By adopting Topological Consistency to analyze the continuity, this paper demonstrates that the continuity of weight-clipping fluctuates in a large region, while that of WGAN-GP is stable. Such result demonstrates the radical differences among existing continuity constraints and further proves that limited parameter space is insufficient for the continuity.

To sum up, our contribution can be concluded as follows:

- This paper proposes Manifold-preserved GANs, where the discriminator can better represent any given data, and provide more precise optimization direction by mapping data into high dimensional embedding space.
- Without any approximations, the precise solution of Lipschitz continuity, namely Topological Consistency, is derived and proved mathematically.
- The rational for the advance of WGAN-GP over WGAN is clearly given in this paper, which further demonstrates the superiority of Topological Consistency.
- Experimental results show that, based on a rather simple DCGAN architecture, the proposed MafGANs can achieve 12.43 Fréchet Inception Distance (FID), which is much lower than that of realness GAN (23.51).

## 2 Background

### 2.1 The Learning Objectives for GANs

In GANs, a generator \( G(\cdot) \) and a discriminator \( D(\cdot) \) learn in an adversarial manner. \( G(\cdot) \) maps a vector \( z \) from the prior \( p_z \) to a generated data \( x_g \) obeying to distribution \( p_g \). On the other hand, \( D(\cdot) \) distinguishes \( x_g \) from real data \( x_r \). As a competitive game, the distance between \( x_g \) and \( x_r \) is maximized and minimized respectively to train \( D(\cdot) \) and \( G(\cdot) \). Formally, such game can be defined as

\[
\min_{D} \max_{G} \mathbb{E}_{z \sim p_z} [f(D(x))] - \mathbb{E}_{z \sim p_z} [f(D(G(z)))]
\]

where \( p_z \) is the data distribution, \( f(\cdot) \) refers to a mapping function \( f: \mathbb{R}^n \rightarrow \mathbb{R}^m \) and \( L \) is a metric. Note that, the output of \( D(\cdot) \) is regarded as a discriminative embedding code (vector) \( V_x \), rather than a single scalar. Standard GAN (Std-GAN) \[14\] is drawn as a subset of the mentioned objective when

\[
\mathbb{E}_{z \sim p_z} [f(D(x))] - \mathbb{E}_{z \sim p_z} [f(D(G(z)))]
\]

where \( L(\cdot, \cdot) \) is defined as cross entropy and \( f \) is implemented as a fully-connected layer with sigmoid.

### 2.2 Lipschitz Continuity based Wasserstein GANs

When training GANs by Eq. [2], the target of \( D(\cdot) \) is transformed to minimize the Jensen-Shannon (JS) divergence between \( p_r \) and \( p_g \). As JS divergence discretely evaluates the differences, the progressive gradient of \( G(\cdot) \) is hard to be derived from \( D(\cdot) \). To circumvent this difficulty, many studies \[7\][8][15][16] use the different metrics to quantify the distance between \( p_r \) and \( p_g \). Based on the reported results, one of the most practical solutions is WGAN, which guides \( G(\cdot) \) to spoof \( D(\cdot) \) in a continuous way.

In WGAN, wasserstein (also called Earth-Mover) distance is used as metric, which is formally defined as the minimum cost of transporting mass in order to transform one distribution to another. Under mild assumptions, wasserstein loss is continuous and differentiable everywhere. By applying the Kantorovich-Rubinstein duality \[17\], WGAN can be expressed as:

\[
\min_{G} \max_{D \in D} \mathbb{E}_{x \sim p_r} [f_1(D(x))] - \mathbb{E}_{z \sim p_z} [f_1(D(G(z)))]
\]

where \( D \) is the set of 1-Lipschitz functions and \( f_1 : \mathbb{R}^n \rightarrow \mathbb{R}^1 \), refers to a fully-connected layer without any activators. Unlike other GANs trained by classification-like objective, WGAN regards the generative task as a regression-like problem, making optimization of the generator easier. However, such transformation introduces a strong constraint for \( D(\cdot) \), i.e. Lipschitz continuity, several studies thus propose some approximations to meet the requirement. Arjovsky et al. \[7\] clip the weight of \( D(\cdot) \) within a compact space \([-c,c]\]. Gulrajani et al. \[8\] penalize the norm of gradient of \( D(\cdot) \) with respect to the given samples.

### 2.3 Mode collapse and gradient exploding

As summarized from the aforementioned studies, whether regression-like or classification-like objectives, the applied \( f(\cdot) \) is similar, i.e. maps \( x \) to a single scalar. However, considering the complexity of \( p_g \) and \( p_r \), the capacity of the scalar in representing \( x \) is very limited, which might lead to some undesired behaviors. In order to demonstrate some of the issues caused by poor representation, some phenomenons observed in a toy example are carefully discussed, which further motivate the proposed method.

In this toy example, we train different GAN models, using 50k points generated from 9 mixed Gaussian distributions. In these models, \( G(\cdot) \) consists of 4 fully-connected hidden layers and \( D(\cdot) \) is composed of three fully-connected
Each Direction: Mode Collapse. To understand such phenomenon, we visualize the distribution, which is a typical example of mode collapse. To guarantee the fairness, hyper-parameters are identical for different learning objectives. As shown in Fig. 1(a), the samples generated by Std-GAN only rest on partial of the distribution, which is a typical example of mode collapse. To understand such phenomenon, we visualize \( f(D(\cdot)) \) with respect to each point in the generative space and denote it as confidence map. The higher value confidence map shows, the more confident and denote it as confidence map. The higher value indicates that the discriminator classifies the point into real data distribution with stronger confidence. (c) The points sampled from real data distribution.

Fig. 1. A toy example, where training set is composed of the 2D points from 9 mixed Gaussian distributions. (a) From left to right: the samples generated by Std-GAN, WGAN and MaF-GAN (Ours). (b) The corresponding confidence maps of the discriminator: the point with higher value indicates that the discriminator classifies the point into real data distribution with stronger confidence. (c) The points sampled from real data distribution.

The current GANs usually embed the generated samples into a scalar to indicate how real the samples are, which actually can not well preserve the topological structures of \( p_g \) and \( p_r \). As shown in Fig. 2(b), when the generated samples are discretely distributed, i.e. some are close to \( p_g \) and others are far away from \( p_r \), mode collapse occurs. When the generated samples are continuously distributed
and the gradients are isotropic i.e. no dominant direction for optimization is available, gradient exploding occurs. On both cases, $D(\cdot)$ cannot provide appropriate feedback required by $G(\cdot)$ to improve the quality of generated samples.

As topological structure is the crucial factor to tackle the aforementioned problems, this paper proposes two measurements to preserve the manifold of $p_g$ and $p_r$. Firstly, the proposed method maps $p_g$ and $p_r$ to a high-dimensional latent space rather than a single scalar. Since more dimensions are adopted for representation against information loss, more comprehensive description of $p_g$ and $p_r$ are preserved in the embedding space. To measure the difference between $p_g$ and $p_r$ in such an embedding space, the expectation, pivot and cosine similarity based metrics are discussed carefully in this paper. Secondly, a Topological Consistency is proposed to preserve the topological structure between $p_g$ and $p_r$. Based on the consistency, $D(\cdot)$ is explicitly required to preserve the operational identity in both image space and embedding space. More theoretically, this paper gives a formal proof for the effectiveness of Topological Consistency: such consistency is the precise bound for Lipschitz constraint. Meanwhile, by taking Topological Consistency as an analysis tool, the relationship between the manifold and the generated result can be observed explicitly, which further explains the effect of Lipschitz continuity on GANs.

3 MANIFOLD-PRESERVED DISCRIMINATOR

Unlike existing methods, the proposed method, denoted as MaF-GAN, is quite different from the conventional GANs. As shown in Fig. 2(b), previous GANs generally embed the generated and real distribution into a single scalar, which might easily lead to unstable training and then result in serious mode collapse and gradient exploding. To address such problems, MaF-GAN (see Fig 2(c)) maps the given samples into high-dimensional embedding space and design a strong constraint, denoted as Topological Consistency, to preserve the topological structure. In the following subsections, we will give the detailed presentation of the proposed method.

3.1 The Zoo of MaF-GANs

The discriminator of GANs usually processes the input in two stages: Firstly, $D(\cdot)$ embeds input $x$ into a vector $V_x$, and secondly, applies a mapping function $f(\cdot)$ to process $V_x$. Existing GANs generally employ a series of fully-connected layers as $f(\cdot)$ to compress $V_x$ into a scalar, however such over-compression may lead to poor representation for $x$, resulting in some unexpected modes, such as mode-collapse and gradient exploding.

To tackle the problem, MaF-GAN modifies $f^m(\cdot): \mathbb{R}^n \rightarrow \mathbb{R}^m$ as a space mapper, which directly transforms the $n$-dimensional space (supporting for $p_g$ and $p_r$) into the embedding space spanned by $V_x$ with $m$ dimensions. Among $V_x$, each element refers to an independent metric to evaluate the distance between $p_g$ and $p_r$. Through $V_x$, more comprehensive differences between $p_g$ and $p_r$ can be observed. Since $V_x$ is quite different from a single scalar, we consider three potential solutions, including MaF-CGANs, MaF-DGANs and MaF-EGANs, to analyze $V_x$.

3.1.1 MaF-CGANS: Cosine Similarity based MaF-GANs

In cosine similarity based MaF-CGANs (namely MaF-CGANS), we introduce an auxiliary parameter $W \in \mathbb{R}^m$ as a pivot to estimate the representative embedding of $x_r$. By minimizing and maximizing the similarity between $V_x$ and $W$ respectively, $G(\cdot)$ and $D(\cdot)$ can be trained in a high-dimensional latent space. Specifically, cosine similarity $L_C(V_x, W)$ is defined to evaluate the difference between $V_x$ and $W$, where $i$ is the $i$th element for $V_x$ or $W$.

$$ L_C(V_x, W) = \frac{V_x \cdot W}{||V_x||_2 ||W||_2} = \frac{\sum_i^n V_{x_i} W_i}{\sqrt{\sum_i^n V_{x_i}^2} \sqrt{\sum_i^n W_i^2}} $$

where $i$ is the $i$th element for $V_x$ or $W$. Given the real data $x_r$ as input, the representative embedding of $x_r$ can be obtained by maximizing $L_C(V_x, W)$. The goal of $G(\cdot)$ is to generate samples surrounding $W$, while $D(\cdot)$ aims to discriminate $x_g$ from $W$. Considering $W$ as a trainable parameter, the learning objective of MaF-CGANs can be concluded as,

$$ \min_{G} \max_{D} \mathbb{E}_{x \sim p_r} [L_C(f(D(x))), W] - \mathbb{E}_{z \sim p_g} [L_C(f(D(G(z))), W)] $$

(5)

3.1.2 MaF-DGANs: Prior Distribution based MaF-GANs

Defining a high-dimensional distribution $Q$ as a prior of $p_r$, the probability of $V_x$ obeying to $p_r$ can be measured by the probability density $Q(V_x)$. $D(\cdot)$ tries to discriminate $p_r$ and $p_g$ using $Q(V_x)$, while the target of $G(\cdot)$ is contrary to that of $D(\cdot)$. In such manner, the metric $L_D(V_x)$ is expressed as,

$$ L_D(V_x) = Q^*(V_x) $$

s.t. $Q^* = \arg \max_{Q} \mathbb{E}_{x \sim p_r} [\log(Q(V_x))]$ (6)

where $Q^*$ is the optimal prior distribution for $p_r$, which can be optimized by maximizing likelihood. Based on $Q^*$, $G(\cdot)$ and $D(\cdot)$ are alternatively trained by minimizing and maximizing $L_D$, respectively. The learning objective can be concluded as,

$$ \min_{G} \max_{D} \mathbb{E}_{x \sim p_r} [L_D(f(D(x)))] - \mathbb{E}_{z \sim p_g} [L_D(f(D(G(z)))] $$

(7)

Various options can be selected as a prior distribution. In our case, standard Gaussian distribution is adopted as $Q$.

3.1.3 MaF-EGANs: Expectation based MaF-GANs

In MaF-EGANs, $V_x$ is regarded as a joint distribution, hence the critic value of $p_r$ and $p_g$ can be directly calculated by estimating the expectation of $V_x$. In particular, the metrics $L$ of MaF-EGANs combines a norm term and an entropy term to enforce each element in $V_x$ to be an independent critic value:

$$ L_E(V_x) = \frac{||V_x||_1}{m} - \mathbb{E} \log V_x $$

(8)

where $\|\cdot\|_1$ represent L-1 norm. The key idea behind MaF-EGANs is to simulate multiple $f^1$ discriminators for each element of $V_x$. However, simply applying element-wise mean operation over $V_x$ would lead to a trivial solution, where each element of $V_x$ has the same value, i.e. $f^m(\cdot)$ degenerates into $f^1(\cdot)$. To address this, an entropy term is
added to force each element of $V_x$ to learn more comprehensive representation. Similarly to MaF-CGANs and MaF-DGANs, the learning objective can be presented as:

$$\min_{G} \max_{D} \mathbb{E}_{x \sim p_r} \left[ \mathbb{E}_{z \sim p_z} \left[ \log D(G(z)) \right] - \mathbb{E}_{x \sim p_{2x}} \left[ \log (1 - D(x)) \right] \right]$$

### 3.2 Training MaF-GANs with Topological Consistency

For the first time, MaF-GANs generalize Wasserstein distance into high dimensional embedding space to train GANs. As the dimension scales up, the representation capability of data $x$ expands enormously over WGANs, which also brings new challenges such as trivial solution and unstable training. In MaF-GANs, trivial solution maps data points into the same $V_x$, i.e. $D(\cdot): \mathcal{C} \rightarrow 1$. Such manner severely destructs the topological structure among images and suppresses the diversity of representation, which might further leads to hard training.

To mitigate this problem, this paper proposes a strong constraint $\mathbb{D}_{TC}$, denoted as Topological Consistency, for $V_x$. The premise of the consistency is that when mapping $x_r$ and $x_g$ into a compact space, topological structure between samples should be preserved. Specifically, two samples $x_r$ and $x_g$ are mixed up through an operator $\Delta(\cdot, \cdot)$

$$\Delta(x_r, x_g) \sim \mathbb{U}(0, 1) = cx_r + (1 - \epsilon)x_g$$

where $\mathbb{U}(0, 1)$ refers to the uniform distribution between $[0, 1]$ and $\epsilon$ is a scalar sampled from $\mathbb{U}(0, 1)$. Based on $\Delta(\cdot, \cdot)$, Topological Consistency for $p_g$ and $p_r$ can be formally defined as

$$\mathbb{D}_{TC} = \mathbb{E}_{x_r \sim p_r, x_g \sim p_{2x}} [d(D(x_r), D(x_g) + \delta)]$$

where $d(\cdot, \cdot)$ is a metric to evaluate the difference between $V_{x_r}$ and $\Delta(V_{x_r}, V_{x_g})$ and $\delta$ is a random perturbation to ensure the progressive gradient and stable training. In this paper, mean square error is adopted as $d$ and $\delta$ is sampled from a Gaussian distribution with $0$ mean and $0.05$ standard deviation. Following $\mathbb{D}_{TC}$, $D(\cdot)$ is required to preserve identical Topological Consistency through data space and embedding space. The final learning objective is defined as

$$\min_{G} \max_{D} \mathbb{E}_{x \sim p_r} \left[ \mathbb{E}_{z \sim p_z} \left[ \log (D(x)) \right] - \mathbb{E}_{x \sim p_{2x}} \left[ \log (1 - D(G(z))) \right] \right]$$

where $D$ is the set of $D(\cdot)$ satisfying $\mathbb{D}_{TC}$. Since $\mathbb{D}_{TC}$ is a constraint for the embedding space spanned by $V_x$, $G(\cdot)$ is not trained through $\mathbb{D}_{TC}$. For clarity, the proposed method is summarized as Alg.1

### Algorithm 1 Manifold GAN with Topological Consistency

**Input:**
- Generator $G_{\theta_{r}}(\cdot)$;
- Discriminator $D_{\gamma_{r}}(\cdot)$;
- Manifold Operation $f(\cdot)$;
- The number of critic iterations per generator iteration $n_{\text{critic}}$

**Output:**
- Trained Parameters $\theta$;
- $x_r \sim p_r$, latent variable $z \sim P_z$;
- $x_g \sim G_{\theta}(z)$;
- $\hat{x} \leftarrow \Delta(x_r, x_g)$;
- $\ell \leftarrow \mathbb{L}(f(D_{\gamma_{r}}(\hat{x}))) - \mathbb{L}(f(D_{\gamma_{r}}(x_r)))$;
- $D_{TC} = d(D_{\gamma_{r}}(\hat{x}), \Delta(D_{\gamma_{r}}(x_r), D_{\gamma_{r}}(\hat{x})))$;
- $\gamma_t \leftarrow \text{Adam}(\nabla_{\gamma_{r}} D_{TC})$;
- $\gamma_t$;
- Sample latent variable $z \sim P_z$;
- $\ell \leftarrow \mathbb{L}(f(D_{G_{\theta}(z)}))$;
- $\theta \leftarrow \text{Adam}(\nabla_{\theta_{r}} D_{TC})$;

4. **Theoretical Analysis: The Equivalence between Lipschitz Continuity and Topological Consistency**

To further investigate the effectiveness of the proposed method, we theoretically analyze Topological Consistency and show the equivalence between Lipschitz continuity and the proposed consistency.

**Lipschitz Continuity in GANs:** Given two metric spaces $(\mathcal{N}, d_n)$ and $(\mathcal{M}, d_m)$, where $d_n$ denotes the metric on the set $\mathcal{N}$, and $d_m$ is the metric on set $\mathcal{M}$. A function $f(D(\cdot))$: $\mathcal{N} \rightarrow \mathcal{M}$ is called Lipschitz continuity if there exits a real constant $K$ such that, for all $x_r \sim p_r$ and $x_g \sim p_g$ in $\mathcal{N}$,

$$d_n(D(x_r), D(x_g)) \leq K d_m(x_r, x_g), \forall x_r, x_g \in \mathcal{N}$$

where $d_n(\cdot, \cdot) \geq 0$.

**Proposition 1.** Based on Kantorovich-Rubinstein duality [17], K-Lipschitz function set $D$ is the optimal solution of $\max_{D \in \mathcal{D}} \mathbb{K}L(V_{x_r}, V_{x_g})$. Since $K$ is an absolute term for the objective of $D(\cdot)$, the optimal result of $D(\cdot)$ is identical among any given $K$.

**Corollary 1.** As $\mathbb{K}L(V_{x_r}, V_{x_g})$ is different among different tasks and data distributions, $D$ should be the set of universal solutions for any K-Lipschitz constraints to stabilize the training of $D(\cdot)$. Existing methods, such as gradient penalty and weight clipping can not meet such requirement.

**Theorem 1.** K-Lipschitz Continuity of $D(\cdot)$ can be ensured by the optimal result of Topological Consistency.

**Hypothesis** $d_n(\cdot, \cdot)$ and $d_m(\cdot, \cdot)$ are the linear metrics,

$$\alpha d_m(x_1, x_2) + \beta d_m(x_3, x_4) = d_m(\alpha x_1 + \beta x_3, \alpha x_2 + \beta x_4)$$

$$\alpha d_n(D(x_1), D(x_2)) + \beta d_n(D(x_3), D(x_4)) = d_n(\alpha D(x_1) + \beta D(x_3), \alpha D(x_2) + \beta D(x_4))$$

where the set $\{x_i| i = 1, 2, 3, 4\}$ is randomly sampled from $\mathcal{N}$.

**Proof.** Given $x \sim p_r$ and $G(z)$ with $z \sim P_z$ as input, three linear combinations, $C_1, C_2, C_3 \in \mathcal{N}$, are defined as,

$$C_1 = \mathbb{E}_{x \sim p_r}[x] + \mathbb{E}_{z \sim p_z}[(1 - \epsilon)G(z)]$$

$$C_2 = \mathbb{E}_{x \sim p_r}[x]$$

$$C_3 = \mathbb{E}_{z \sim p_z}[(1 - \epsilon)G(z)]$$

where $\epsilon$ is a random parameter to mix up two samples, which is introduced in Topological Consistency. Since $C_1, C_2, C_3 \in \mathcal{N}$, the linear combinations, $C_1$ and $C_2 + C_3$ should
also keep within the Lipschitz bound. Through Eq. \((15)\),

Lipschitz continuity can be represented as,

\[
d_n(D(C_1), D(C_2) + D(C_3)) = d_n(D(C_1), D(C_2)) + d_n(D(C_1), D(C_3)) - d_n(D(C_1), O)
\]

\[
\leq K d_m(C_1, C_2) + K d_m(C_1, C_3) - K d_m(C_2, C_3) = K \cdot 0 = 0
\]

where \(O\) means the origin of \(N\) or \(M\). Since \(d_n(\cdot, \cdot) \geq 0\), the unique solution is

\[
d_n(D(C_1), D(C_2) + D(C_3)) = 0
\]

which is identical with the optimal result of Topological Consistency \(\mathbb{D}_{TC}\) when \(d_n(\cdot, \cdot)\) is adopted as \(d(\cdot, \cdot)\) in MaF-GANs. Such equivalence theoretically proves that without any approximations, Topological Consistency is the supremum of Lipschitz continuity for any given \(K\). Note that, since \(\mathbb{D}_{TC}\) is the universal solution for all \(K \in \mathbf{R}^1\), \(\mathbb{D}_{TC}\) is more robust to different hyper-parameters and various data distribution. Meanwhile, \(\mathbb{D}_{TC}\) can reflect the continuity of \(D(\cdot), \mathbb{D}_{TC}\) is also a precise metric to evaluate the degree of Lipschitz constraint.

Special Case To simplify the proof, \(d_n\) and \(d_m\) is assumed as two linear metrics. However, other famous nonlinear metrics can also meet the requirement. In this paper, we take mean square error as a special case to further prove the flexibility of the proposed method. Specifically, \(d_n(\cdot, \cdot)\) is Mean Square Error (Non-Linear Metric) and \(d_m(\cdot, \cdot)\) is the linear metric,

\[
\alpha d_m(x_1, x_2) + \beta d_m(x_3, x_4) = d_m(\alpha x_1 + \beta x_3, \alpha x_2 + \beta x_4)
\]

\[
d_n(D(x_1), D(x_2)) = D^2(x_1) - 2D(x_1)D(x_2) + D^2(x_2)
\]

The Lipschitz continuity can be explained as,

\[
d_n(D(C_1), D(C_2) + D(C_3)) = d_n(D(C_1), D(C_2)) + d_n(D(C_1), D(C_3)) -
\]

\[
d_n(D(C_2), D(C_3)) - d_n(D(C_1), 0) +
\]

\[
d_n(D(C_2), 0) + d_n(D(C_3), 0)
\]

\[
\leq K d_m(C_1, C_2) + K d_m(C_1, C_3) - K d_m(C_2, C_3) -
\]

\[
K d_m(C_1, 0) + K d_m(C_2, 0) + K d_m(C_3, 0)
\]

\[
= K \cdot 0 = 0
\]

where the result is identical with the case that \(d_n(\cdot, \cdot)\) is linear metric.

5 EXPERIMENTAL RESULTS AND ANALYSIS

To evaluate the performance of the proposed method, extensive experiments are carried on different generative datasets with different resolutions, including a synthetic dataset \((2^1)\), CIFAR10 \((32^232)\) \cite{18} and CelebA\((256^2256)\) \cite{19}. In this section, we firstly introduce the data sets and implementation details. Then, the effectiveness of the proposed method is proved by discussing the contribution of each component. Subsequently, by adopting Topological Consistency as an analysis tool to evaluate the continuity of \(D(\cdot)\), we carefully investigate the differences among the Wasserstein distance based GANs with different implementations for K-Lipschitz constraint. Finally, the improvement of the proposed methods are justified by comparing with the state-of-the-art learning objectives.

5.1 Datasets and Implementation Details

We evaluate the proposed method on three datasets, including a synthetic dataset \((2^1)\), CIFAR10 \((32^232)\) \cite{18} and CelebA\((256^2256)\) \cite{19}.

**Synthetic Dataset** consists of data from two different distributions, including mixed Gaussian distribution \([20]\) and mixed circle lines \([21]\). As shown in Fig. \([23]\) 50k points are sampled from the distribution and each point is represented as a vector containing abscissa and ordinate values. \(G(\cdot)\) consists of 4 fully-connected hidden layers and \(D(\cdot)\) is composed of three fully-connected layers. ReLU activation and batch normalization are used in \(G(\cdot)\), while LinearMaxout without any batch normalization is adopted in \(D(\cdot)\). The input code \(z\) is a 32-dimensional vector sampled from a standard normal distribution. All models are trained by Adam \([22]\) for 500 epochs.

**CIFAR10** consists of 60,000 images with 10 classes (6000 images per class). In this case, DCGAN \([23]\) is selected as the architecture to test the performance of different learning objectives. The model is trained by Adam with \(\beta_1=0.0\) and \(\beta_2=0.999\). The learning rate is 0.0001 with a decay rate 0.9 for every 50 epochs. Batch size for training is 64. A 64-dimensional Gaussian distribution is adopted as the input for \(G(\cdot)\), while the output of \(f(D(\cdot))\) is set as a 16-dimensional embedding code. By following the most recent protocol \([24]\), batch normalization \([25]\) is used in \(G(\cdot)\), while spectral normalization \([26]\) is used in \(D(\cdot)\). \(D(\cdot)\) is updated for 3 times per \(G(\cdot)\)’s update.

To quantify the generation performance of the different methods, Fréchet Inception Distance (FID) \([27]\) is adopted as the metric. FID computes the Wasserstein-2 distance between \(p_g\) and \(p_r\), which is a comprehensive and solid metric. FID with lower value refers to better generative results. In all experiments, 50,000 images are randomly sampled to calculate FID. The implementation of FID in this work is based on the code available at [https://github.com/mseitzer/pytorch-fid](https://github.com/mseitzer/pytorch-fid).

**CelebA** consists of 202,599 face images labeled with 40 facial attributes. The images are cropped, aligned and resized to \(256 \times 256\). The learning rate is 0.0001 with a decay rate 0.9 per 2 epochs. A 128-dimensional Gaussian distribution is adopted as the input for \(G(\cdot)\), and the output of \(f(D(\cdot))\) is set as a 32-dimensional embedding code. \(D(\cdot)\) and \(G(\cdot)\) are updated step by step. Remaining settings including architecture, optimizer and evaluation metric, are identical with the setting for CIFAR10.

**Competing Methods.** Since only learning objective is redesigned in the proposed method, we mainly compare the proposed method to other popular objectives for GANs, including standard GAN(Std-GAN) \([14]\), WGAN \([7]\), WGAN\-GP \([8]\), HingeGAN \([16]\), LSGAN \([19]\) and Realness GAN \([24]\). Note that Realness GAN is the most recent study mapping \(g_p\) and \(g_r\) into high-dimensional latent space.
However this method does not pay attention to the preservation of topological structure. Hence, realness GAN is an ideal baseline for MaF-GANs to further prove the effectiveness of Topological Consistency. Meanwhile, the proposed method is based on Wasserstein distance, therefore WGAN is another crucial baseline, which can help to clarify the contribution of better representation provided by $D(\cdot)$. The public platform PyTorch [28] is used for implementation of the experiments on a workstation with CPU of 2.8GHz, RAM of 512GB and GPUs of NVIDIA Tesla V100.

### 5.2 Effectiveness Analysis of the Proposed Method

**Ablation study.** To quantify the contribution of each component in MaF-GANs, we test the discriminative performance of the variants with or without the components. Table 2 shows the FID scores of different methods trained with different epochs on CIFAR10. Since the proposed method is based on Wasserstein distance, the baseline of MaF-GANs is set to WGAN. As the results listed on Table 2, the proposed method is based on Wasserstein distance, the baseline of MaF-GANs is set to WGAN. As the results listed on Table 2, the proposed methods, including MaF-CGAN, MaF-DGAN and MaF-𝔼-GAN, outperform the baselines significantly among all cases. When Topological Consistency is not adopted, the proposed MaF-GAN achieves 46.66 FID, which outperforms WGAN (55.96) by a large margin. Such improvement indicates that embedding data $x$ into a high-dimensional discriminative embedding space can boost the performance of $D(\cdot)$ effectively.

To further investigate the effectiveness of Topological Consistency, we conduct experiments to record the intermediate FID results of baseline and MaF-GAN with or without Topological Consistency on CIFAR10. By observing the training curves shown in Fig. 3, one can learn that great improvements ($\sim$30% FID decrease) are achieved by adopting Topological Consistency.

As MaF-GAN achieves the best FID score shown in Table 2, we adopt MaF-GAN as a representation of the zoo of MaF-GAN for the following experiments unless noted otherwise.

**Discussion on metrics for Topological Consistency**

In this section, we discuss the performance of different metrics applied for Topological Consistency. Based on the theoretical analysis in Section 4, several metrics can be used for Topological Consistency. To determine a more reasonable metric, three metrics, including L1 distance, Cosine Similarity and Mean Square Error, are considered in this paper. As the results listed on Table 3, when Mean Square Error is used, MaF-GAN achieves 30.85 FID, which is the best results among different metrics. Therefore, mean square error is selected as the metric for Topological Consistency and adopted for the other experiments.

**The robustness against hyper-parameters**

In this section, we discuss the robustness of the proposed method against various hyper-parameters on CIFAR10. We first evaluate the performance of MaF-GANs on FID with different $V_\epsilon \in \mathbb{R}^n$, including $n = 8, 16, 32$ and 64. And then we conduct experiments on constant $K$ of Lipschitz constraint to further prove Theorem 1 experimentally, including $K = 1, 5$ and 10.

We now discuss the experimental results of different $n$. As shown in Table 4 the experimental results show that the FID scores gradually converge to similar values. Most importantly, the standard deviation of the FID scores is 0.75 at Epoch-150, which indicates that different length of
Table 3: The FID scores of the proposed MaF-GAN with different metrics on Topological Consistency on CIFAR10.

| Metric on T.C.         | Epoch-100 | Epoch-400 | Epoch-800 | Mean ± S.d. | Min |
|------------------------|-----------|-----------|-----------|-------------|-----|
| L1 Distance            | 65.74     | 42.48     | 35.43     | 47.88 ± 12.95 | 34.73 |
| Cosine Similarity      | 50.61     | 37.17     | 33.28     | 40.35 ± 7.42 | 32.81 |
| Mean Square Error      | 65.74     | 35.83     | 32.30     | 35.92 ± 7.85 | 30.85 |

Table 4: The FID scores of the proposed MaF-GAN with different lengths of \( V_x \) on CIFAR10.

| The length of \( V_x \) | Epoch-1 | Epoch-50 | Epoch-100 | Epoch-150 | Mean ± S.d. | Min |
|-------------------------|---------|----------|-----------|-----------|-------------|-----|
| 32                      | 5.98    | 23.99    | 31.89     | 36.96     | 37.58 ± 0.71 | 36.33 |
| 16                      | 5.02    | 30.00    | 43.93     | 45.65     | 34.73 ± 0.71 | 32.45 |
| 32                      | 41.43   | 75.84    | 50.30     | 44.06     | 38.00 ± 0.71 | 35.28 |
| 64                      | 384.48  | 84.09    | 52.56     | 45.77     | 38.00 ± 0.71 | 35.28 |

Table 5: The FID scores of the proposed MaF-GAN with different Lipschitz continuity on CIFAR10.

| K for Lipschitz continuity | Epoch-50 | Epoch-150 | Epoch-250 | Epoch-350 | Mean ± S.d. | Min |
|----------------------------|---------|-----------|-----------|-----------|-------------|-----|
| 1                         | 80.00   | 43.93     | 39.25     | 36.33     | 36.33 ± 0.71 | 35.28 |
| 5                         | 77.64   | 46.58     | 41.28     | 37.58     | 37.58 ± 0.71 | 36.33 |
| 10                        | 82.21   | 45.21     | 41.31     | 38.00     | 38.00 ± 0.71 | 36.33 |

\( V_x \) would not make huge difference to the performance of generator. Though larger \( n \) introduces more redundancy, the proposed MaF-GAN remains a great level of robustness.

We now evaluate the performance of MaF-GANs under different constant \( K \) of Lipschitz constraint. Based on the Proposition 1, \( K \) is an absolute term for the objective of \( D(\cdot) \), hence we can analyze the robustness of the proposed method against \( K \) by changing the weights of \( L \) and \( D_{TC} \). As proven in this paper, the proposed Topological Consistency is an universal solution for all real constant \( K \) of Lipschitz constraint. To prove such superiority of the proposed method, we train several MaF-GANs with different \( K \)s and observe the generated results. As listed in Table 5, with the training of MaF-GAN, the FID scores eventually become very similar. In particular, for the Epoch-50 case, the variance of FID is 12.58, but for the Epoch-350, the variance decreases to 0.71, which further justifies the theory.

5.3 Effect of Lipschitz continuity on the GANs based on Wasserstein Distance

As an ideal metric for GANs, Wasserstein distance is widely used in some famous learning objectives, such as WGAN, WGAN-GP and MaF-GAN. However, the similar metric leads to the quite different generated results. In order to investigate the radical rational for such phenomenon, Topological Consistency is drawn as an analysis tool to observe the continuity of \( D(\cdot) \) during training. As shown in Fig. 4, we visualize the FID, Topological Consistency and the weight distribution separately. By observing the FID scores, MaF-GAN is the winner in the speed of convergence and the realness of generated images. Compared with Topological Consistency, WGAN-GP can achieve similar speed but lower realness. For WGAN, a wide margin can be seen in Fig. 4(a), which indicates that the realness of WGAN is quite lower than other methods. Such experimental results can be clearly explained by the variance of Topological Consistency. As shown in Fig. 4(b), the output of the second last fully-connected layer in \( D(\cdot) \) is adopted to calculate Topological Consistency. WGAN performs a significant fluctuation in Topological Consistency, but the trend of steadiness can be observed in WGAN-GP and MaF-GAN. Weight clipping seems not to be a reasonable way for Lipschitz continuity, as it leads to a large variances in the terms of continuity. Such property of weight clipping is the radical result for the hard training of WGAN. On the other side, Topological Consistency of WGAN-GP is a solid evidence to prove the effectiveness of the proposed method. Without taking Topological Consistency as learning objective, WGAN-GP also reaches a very competitive results in Fig. 4(b). This indicates that Topological Consistency can estimate the smooth of \( D(\cdot) \) precisely and the degree of continuity is the key factor for the generated results. Note that, existing methods pay more attention to limiting the parameter space, however, the results shown in Fig. 4(c) illustrate that MaF-GAN provides
Fig. 5. The experimental results carried on the synthetic data set, (a) 2D points from the mixture of 9 Gaussian distributions. From left to right: the samples generated by Std-GAN, WGAN and MaF-GAN. The first row refers to the generated results and the second row is the corresponding confidence map. (b) three circle lines.

Fig. 6. The experimental results carried on the real data set with DCGAN architecture. (a) refers to the case of CIFAR10 and (b) is the case of CelebA.

5.4 Comparing with Existing Methods

To further verify the effectiveness of the proposed method, we compare it with widely-used learning objectives, i.e. Std-GAN, WGAN, HingeGAN, LSGAN, DCGAN, WGAN-GP and Realness GAN. In particular, a synthetic dataset and two real dataset, including CIFAR10 and CelebA, are considered.

As shown in Fig. 5, the proposed method shows strong superiority in estimating the complex two-dimensional distribution in each case. To show the advance of MaF-GAN over Std-GAN and WGAN, we visualize the confidence map of discriminator. In the confidence map, higher value indicates that discriminator more confidently judges the selected point as real sample. Through the confidence map, it can be seen that Std-GAN maps the real data sample into an imbalance mode, where some real lines or points are associated with very low confidence and others are lied on pretty high values. The real points or lines with strong confidence are hard for generator to search and learn, resulting in the mode collapse. When comes to WGAN, over-continuous confidence map is provided by discriminator, which will contribute some confusing directions for generator, leading to gradient exploding. The confidence map of discriminator is crucial for GANs. To draw the precise and gradual variance in the map, the proposed method embeds the data into a high-dimensional latent space with Topological Consistency.

When comes to the cost of training time, Topological Consistency also outperforms gradient penalty. As the time cost listed in Table 6, By adopting Topological Consistency as the Lipschitz constraint, only 31.53s is required to train GAN, which exceeds WGAN-GP by 35.28% absolutely. This empirically indicates that the proposed method not only achieves better results but also works in a more efficient way.

### Table 6

| Learning Objective | CIFAR-10 | CelebA |
|--------------------|---------|--------|
| WGAN               | 55.96   | -      |
| HingeGAN           | 42.40   | 25.57  |
| LSGAN              | 42.01   | 30.76  |
| DCGAN              | 38.56   | 27.02  |
| WGAN-GP            | 41.86   | 70.28  |
| WGAN-GP reported in this paper | 38.63 | 70.16 |
| Realness GAN-Obj.1 | 36.73   | -      |
| Realness GAN-Obj.2 | 34.59   | 23.51  |
| Realness GAN-Obj.3 | 36.21   | -      |
| Ours: CwGAN-T.C.   | 39.24   | -      |
| Ours: DwGAN-T.C.   | 33.73   | -      |
| Ours: EwGAN-T.C.   | 30.85   | 12.43  |

The time cost (s) to train the proposed method and WGAN-GP on CIFAR10

The time cost (s) to train the proposed method and WGAN-GP on CIFAR10.
Consistency. With more capacity to evaluate the realness, the proposed method can derive a more reasonable confidence map, which finally boosts the generation performance.

To further show the superiority of the proposed method, we compare the performance of the proposed method with the state-of-the-art methods on CIFAR10 and CelebA. As the results shown in Table 7, the proposed method outperforms other methods in both datasets by a wide margin. Compared with the most recent method, Realness GAN, a 10.81% improvement in FID is achieved by the proposed method on CIFAR10. Similarly, in the case of CelebA, the FIDs of Realness GAN and the proposed method are 23.51 and 12.43, respectively, which convincingly shows the advantage of MaF-GAN. Note that the results reported on Table 7 are all based on the same architecture, i.e. DCGAN.

6 Conclusion

In this paper, we propose Manifold-preserved GANs, denoted as MaF-GANs, to mitigate mode collapse and gradient exploding for the training of GANs. Unlike existing learning objectives, MaF-GANs first map the real/generated data into a high-dimensional embedding space, and judge the realness of the samples from a manifold-based view. To leverage more progressive gradient, Topological Consistency, which lands on the manifold, is then proposed to preserve the topological structure via embedding. Finally, the diversity and realness of generated data is facilitated by the stronger representation and flatter embedding space. We theoretically prove the advantage of the proposed method by analyzing the equivalence between Lipschitz continuity and Topological Consistency. Meanwhile, extensive experiments on various datasets with different sizes, i.e., a synthetic dataset (2*1), CIFAR10 (32*32) and CelebA (256*256) are carried out to further validate the effectiveness of the proposed method. In the future, we will further investigate the application of the proposed method in other open-set problems, such as open-set classification and self-supervised learning.
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