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**Abstract**

In this article, we have studied the statistical properties of the instantaneous channel capacity\(^a\) of spatially correlated Nakagami-\(m\) channels for two different diversity combining methods, namely maximal ratio combining (MRC) and equal gain combining (EGC). Specifically, using the statistical properties of the instantaneous signal-to-noise ratio, we have derived the analytical expressions for the probability density function (PDF), cumulative distribution function (CDF), level-crossing rate (LCR), and average duration of fades (ADF) of the instantaneous channel capacity. The obtained results are studied for different values of the number of diversity branches and for different values of the receiver antennas separation controlling the spatial correlation in the diversity branches. It is observed that an increase in the spatial correlation in the diversity branches of an MRC system increases the variance as well as the LCR of the instantaneous channel capacity, while the ADF of the channel capacity decreases. On the other hand, when EGC is employed, an increase in the spatial correlation decreases the mean channel capacity, while the ADF of the instantaneous channel capacity increases. The presented results are very helpful to optimize the design of the receiver of wireless communication systems that employ spatial diversity combining techniques. Moreover, provided that the feedback channel is available, the transmitter can make use of the information regarding the statistics of the instantaneous channel capacity by choosing the right modulation, coding, transmission rate, and power to achieve the capacity of the wireless channel\(^b\).

**1 Introduction**

The performance of mobile communication systems is greatly affected by the multipath fading phenomenon. In order to mitigate the effects of fading, spatial diversity combining is widely accepted to be an effective method [1,2]. In spatial diversity combining, such as MRC and EGC, the received signals in different diversity branches are combined in such a way that results in an increased overall received SNR [1]. Hence, the system throughput increases, and therefore, the performance of the mobile communication system improves. It is commonly assumed that the received signals in diversity branches are uncorrelated. This assumption is acceptable if the receiver antennas separation is far more than the carrier wavelength of the received signal [3]. However, due to the scarcity of space on small mobile devices, this requirement cannot always be fulfilled. Thus, due to the spatial geometry of the receiver antenna array, the receiver antennas are spatially correlated. It is widely reported in the literature that the spatial correlation has a significant influence on the performance of mobile communication systems employing diversity combining techniques (see, e.g., [4-6], and the references therein).

There exists a large number of statistical models for describing the statistics of the received radio signal. Among these channel models, the Rayleigh [7], Rice [8] and lognormal [9,10] models are of prime importance due to which they have been thoroughly investigated in the literature. Numerous papers have been published so far dealing with the performance and the capacity analysis of wireless communication systems employing diversity combining techniques in Rayleigh and Rice channels (e.g., [6,11,12]). However, in recent years the Nakagami-\(m\) channel model [13] has gained considerable attention due to its good fitness to experimental data and mathematically tractable form [14,15]. Moreover, the
Nakagami-$m$ channel model can be used to study scenarios where the fading is more (or less) severe than the Rayleigh fading. The generality of this model can also be observed from the fact that it inherently incorporates the Rayleigh and one-sided Gaussian models as special cases. For Nakagami-$m$ channels, results pertaining to the statistical analysis of the signal envelope at the combiner output in a diversity combining system, assuming spatially uncorrelated diversity branches, can be found in [16]. For such systems, statistical analysis of the instantaneous channel capacity has also been presented in [17]. Moreover, when using EGC, the system performance analysis is reported in [18]. In addition, a large number of articles can also be found in the literature that study Nakagami-$m$ channels in systems with spatially correlated diversity branches [5,19-24]. Furthermore, the instantaneous capacity of spatially correlated Nakagami-$m$ multiple-input multiple-output (MIMO) channels has also been investigated in [25]. However, to the best of the authors’ knowledge, there is still a gap of information regarding the statistical analysis of the instantaneous capacity of spatially correlated Nakagami-$m$ channels with MRC and EGC. Specifically, second-order statistical properties, such as the LCR and the ADF, of the instantaneous capacity of spatially correlated Nakagami-$m$ channels with MRC or EGC have not been investigated in the literature. The aim of this paper is to fill this gap in information.

This paper presents the derivation and analysis of the PDF, CDF, LCR, and ADF of the instantaneous channel capacity of spatially correlated Nakagami-$m$ channels, for both MRC and EGC. The PDF of the channel capacity is helpful to study the mean channel capacity (or the ergodic capacity) [26], while the CDF of the channel capacity is useful for the derivation and analysis of the outage capacity [26]. The mean channel capacity and the outage capacity are very widely explored by the researchers due to their importance for the system design and performance analysis. The ergodic capacity provides the information regarding the average data rate offered by a wireless link (where the average is taken over all the realizations of the channel capacity) [27,28]. On the other hand, the outage capacity quantifies the capacity (or the data rate) that is guaranteed with a certain level of reliability [27,28]. However, these two aforementioned statistical measures do not provide insight into the temporal behavior of the channel capacity. For example, the outage capacity is a measure of the probability of a specific percentage of capacity outage, but it does not give any information regarding the spread of the outage intervals or the rate at which these outage durations occur over the time scale. Whereas, the information regarding the temporal behavior of the channel capacity is very useful for the improvement of the system performance [29].

The temporal behavior of the channel capacity can be investigated with the help of the LCR and ADF of the channel capacity. The LCR of the channel capacity is a measure of the expected number of up-crossings (or down-crossings) of the channel capacity through a certain threshold level in a time interval of one second. While, the ADF of the channel capacity describes the average duration of the time over which the channel capacity is below a given level [30,31]. A decrease in the channel capacity below a certain desired level results in a capacity outage, which in turn causes burst errors. In the past, the level-crossing and outage duration analysis have been carried out merely for the received signal envelope to study handoff algorithms in cellular networks as well as to design channel coding schemes to minimize burst errors [32,33]. However, for systems employing multiple antennas, the authors in [29] have proposed to choose the channel capacity as a more pragmatic performance merit than the received signal envelope. Therein, the significance of studies pertaining to the analysis of the LCR of the channel capacity can easily be witnessed for the cross-layer optimization of overall network performance. In a similar fashion, for multi-antenna systems, the importance of investigating the ADF of the channel capacity for the burst error analysis can be argued. It is here noteworthy that the LCR and ADF of the channel capacity are the important statistical quantities that describe the dynamic nature of the channel capacity. Hence, studies pertaining to unveil the dynamics of the channel capacity are cardinal to meet the data rate requirements of future mobile communication systems.

We have analyzed the statistical properties of the channel capacity for different values of the number of diversity branches $L$ and for different values of the receiver antennas separation $\delta$ controlling the spatial correlation in diversity branches. For comparison purposes, we have also included the results for the mean and variance of the capacity of spatially correlated Rayleigh channels with MRC and EGC (which arise for the case when the Nakagami parameter $m = 1$). It is observed that for both MRC and EGC, an increase in the number of diversity branches $L$ increases the mean channel capacity, while the variance and the ADF of the channel capacity decrease. Moreover, an increase in the severity of fading results in a decrease in the mean channel capacity; however, the variance and ADF of the channel capacity increase. It is also observed that at lower levels, the LCR is higher for channels with smaller values of the number of diversity branches $L$ or higher severity levels of fading than for channels with larger values of $L$ or lower severity levels of fading. We have also studied the influence of spatial correlation in the diversity branches on the statistical properties of the channel...
capacity. Results show that an increase in the spatial correlation in diversity branches of an MRC system increases the variance as well as the LCR of the channel capacity, while the ADF of the channel capacity decreases. On the other hand, for the case of EGC, an increase in the spatial correlation decreases the mean channel capacity, whereas the ADF of the channel capacity increases. Moreover, this effect increases the LCR of the channel capacity at lower levels. We have confirmed the correctness of the theoretical results by simulations, whereby a very good fitting is observed.

The rest of the paper is organized as follows. Section 2 gives a brief overview of the MRC and EGC schemes in Nakagami-\(m\) channels with spatially correlated diversity branches. In Section 3, we present the statistical properties of the capacity of Nakagami-\(m\) channels with MRC and EGC. Section 4 deals with the analysis and illustration of the theoretical as well as the simulation results. Finally, the conclusions are drawn in Section 5.

2 Spatial diversity combining in correlated Nakagami-\(m\) channels

We consider the \(L\)-branch spatial diversity combining system shown in Figure 1, in which it is assumed that the received signals \(\mathbf{x}(t)\) \((l = 1, 2, ..., L)\) at the combiner input experience flat fading in all branches. The transmitted signal is represented by \(s(t)\), while the total transmitted power per symbol is denoted by \(P_s\). The complex random channel gain of the \(lth\) diversity branch is denoted by \(\hat{h}_l(t)\) and \(n_l(t)\) designates the corresponding additive white Gaussian noise (AWGN) component with variance \(N_0\). The relationship between the transmitted signal \(s(t)\) and the received signals \(\mathbf{x}(t)\) at the combiner input can be expressed as

\[
\mathbf{x}(t) = \mathbf{\hat{h}}(t)s(t) + \mathbf{n}(t)
\]

where \(\mathbf{x}(t)\), \(\mathbf{\hat{h}}(t)\), and \(\mathbf{n}(t)\) are \(L \times 1\) vectors with entries corresponding to the \(lth\) \((l = 1, 2, ..., L)\) diversity branch denoted by \(x_l(t)\), \(\hat{h}_l(t)\), and \(n_l(t)\), respectively. The spatial correlation between the diversity branches arises due to the spatial correlation between closely located receiver antennas in the antenna array. The correlation matrix \(\mathbf{R}\), describing the correlation between diversity branches, is given by \(\mathbf{R} = E[\mathbf{\hat{h}}(t)\mathbf{\hat{h}}(t)^H]\), where \((\cdot)^H\) represents the Hermitian operator. Using the Kronecker model, the channel vector \(\mathbf{\hat{h}}(t)\) can be expressed as \(\mathbf{\hat{h}}(t) = \mathbf{R}^{1/2}\mathbf{\hat{h}}(t)\) [34]. Here, the entries of the \(L \times 1\) vector \(\mathbf{\hat{h}}(t)\) are mutually uncorrelated with amplitudes and phases given by \(|h_l(t)|\) and \(\varphi_l\), respectively. We have assumed that the phases \(\varphi_l\) \((l = 1, 2, ..., L)\) are uniformly distributed over \((0, 2\pi]\), while the envelopes \(\zeta_l(t) = |h_l(t)|\) \((l = 1, 2, ..., L)\) follow the Nakagami-\(m\) distribution \(p_\z(t)\) given by [13]

\[
p_\z(t) = \frac{2m_l^2\zeta_l^{2m_l-1}e^{-\frac{m_l\zeta_l^2}{\Omega_l}}}{\Gamma(m_l)\Omega_l^{m_l}}, \quad \zeta \geq 0
\]

where \(\Omega_l = E[\zeta_l^2(t)]\), \(m_l = \Omega_l^2/\text{Var}[\zeta_l^2(t)]\), and \(\Gamma(\cdot)\) represents the gamma function [35]. Here, \(E[\cdot]\) and \(\text{Var}[\cdot]\) denote the mean (or the statistical expectation) and variance operators, respectively. The parameter \(m_l\) controls the severity of the fading. Increasing the value of \(m_l\) decreases the severity of fading associated with the \(lth\) branch and vice versa.

The eigenvalue decomposition of the correlation matrix \(\mathbf{R}\) can be expressed as \(\mathbf{R} = \mathbf{U}\mathbf{\Lambda}\mathbf{U}^H\). Here, \(\mathbf{U}\) consists of the eigenbasis vectors at the receiver and the diagonal matrix \(\mathbf{\Lambda}\) comprise the eigenvalues \(\lambda_l\) \((l = 1, 2, ..., L)\) of the correlation matrix \(\mathbf{R}\). The receiver antenna correlations \(\rho_{p,q}\) \((p, q = 1, 2, ..., L)\) under isotropic scattering conditions can be expressed as \(\rho_{p,q} = J_0(b_{pq})\) [36], where \(J_0(\cdot)\) is the Bessel function of the first kind of order zero [35] and \(b_{pq} = 2\delta_{pq}/\lambda\). Here, \(\lambda\) is the wavelength of the transmitted signal, whereas \(\delta_{pq}\) represents the spacing between the \(p\)th and \(q\)th receiver antennas. In this article, we have considered a uniform linear array with adjacent receiver antennas separation represented by \(\delta_R\). Increasing the value of \(\delta_R\) decreases the spatial correlation between the diversity branches and vice versa. It is worth mentioning here that the analysis

![Figure 1 The block diagram representation of a diversity combining system](image-url)
presented in this article is not restricted to any specific receiver antenna correlation model, such as given by \( I_0(\cdot) \), for the description of the correlation matrix \( R \). Therefore, any receiver antenna correlation model can be used as long as the resulting correlation matrix \( R \) has the eigenvalues \( \lambda_l (l = 1, 2, \ldots, L) \).

### 2.1 Spatially correlated Nakagami-\( m \) channels with MRC

In MRC, the combiner computes \( y(t) = h^H(t)x(t) \), and hence, the instantaneous SNR \( \gamma(t) \) at the combiner output in an MRC diversity system with correlated diversity branches can be expressed as [1,22]

\[
\gamma(t) = \frac{P_t}{N_0} \hat{h}^H(t) \hat{h}(t) = \frac{P_t}{N_0} \sum_{l=1}^{L} \lambda_l \gamma_l^2(t) = \gamma \Xi(t) \quad (3)
\]

where \( \gamma_l = \frac{P_t}{N_0} \) can be termed as the average SNR of each branch, \( \Xi(t) = \sum_{l=1}^{L} \gamma_l^2(t) \), and \( \gamma_l^2(t) = \sqrt{\lambda_l \xi_l(t)} \). It is worth mentioning that although we have employed the Kronecker model, the study in [22] reports that (3) holds for any arbitrary correlation model, as long as the correlation matrix \( R \) is non-negative definite. It is also shown in [22] that despite the diversity branches are spatially correlated, the instantaneous SNR \( \gamma(t) \) at the combiner output of an MRC system can be expressed as a sum of weighted statistically independent gamma variates \( \xi_l^2(t) \), as given in (3). The PDF \( p_{\xi_l}(z) \) of processes \( \xi_l^2(t) \) follows the gamma distribution with parameters \( \alpha_l = m_l \) and \( \beta_l = \lambda_l \Omega_l/m_l \), as given in [37], Equation 1. Therefore, the process \( \Xi(t) \) can be considered as a sum of weighted independent gamma variates. As a result, the PDF \( p_{\Xi}(z) \) of the process \( \Xi(t) \) can be expressed using [37], Equation 2 as

\[
p_{\Xi}(z) = \prod_{l=1}^{L} \left( \frac{\hat{\beta}_l}{\beta_l} \right)^{\alpha_l} \sum_{k=0}^{\infty} \frac{\epsilon_{k+1}}{\beta_l^{\alpha_l+1}} e^{-z/\beta_l} \sum_{i=1}^{L} \alpha_i \gamma_i \Gamma \left( \sum_{i=1}^{L} \alpha_i^{-1} + k \right), \quad z \geq 0
\]

(4)

where

\[
\epsilon_{k+1} = \frac{1}{k+1} \left[ \sum_{i=1}^{L} \left( 1 - \frac{\hat{\beta}_l}{\beta_l} \right) \right]^{k}, \quad k = 0, 1, 2, \ldots
\]

(5)

When using MRC, if the diversity branches are uncorrelated having identical Nakagami-\( m \) parameters (i.e., when in (3) \( \lambda_l = 1 \) \( l = 1, 2, \ldots, L \), \( \alpha_1 = \alpha_2 = \ldots = \alpha_L = \alpha \), and \( \beta_1 = \beta_2 = \ldots = \beta_L = \beta \)), it is shown in [16] that the joint PDF \( p_{\Xi}(z) \) of \( \Xi(t) \) and its time derivative \( \dot{\Xi}(t) \) at the same time \( t \), under the assumption of isotropic scattering, can be written with the help of the result reported in [[16], Equation 35] as

\[
p_{\Xi}(\dot{z}, \ddot{z}) = p_{\Xi}(z) \frac{1}{\sqrt{2\pi \sigma_{\ddot{z}}^2}} \text{e}^{-\frac{z^2}{2\sigma_{\ddot{z}}^2}}, \quad z \geq 0, \text{ } |\dot{z}| < \infty
\]

(6)

where \( \sigma_{\ddot{z}}^2 = 4\beta z f(\pi f_{\max})^2 \), \( f_{\max} \) is the maximum Doppler frequency, and \( \beta \) can be expressed as a ratio of the variance and the mean of the sum process \( \Xi(t) \), i.e., \( \beta = \text{Var} \{\Xi(t)\}/E\{\Xi(t)\} \). Therefore, for uncorrelated diversity branches with identical parameters \( \{\alpha = m, \beta = \Omega/m\} \), \( \beta = \beta \). On the other hand, when the diversity branches are spatially correlated, \( \lambda_l \neq 1 \) \( l = 1, 2, \ldots, L \) as well as the eigenvalues are distinct. Moreover, we have also considered that the parameters \( \{m_l, \Omega_l\} \) (and therefore \( \{\alpha_l, \beta_l\} \)) are non-identical. However, as given by (3), even when the diversity branches are spatially correlated and have non-identical parameters, the process \( \Xi(t) \) is still expressed using a sum of statistically independent gamma variates, similar to the uncorrelated scenario considered in [16] to obtain (6). Hence, in our case, we follow a similar approach as in [16], i.e., by assuming that (6) is also valid for the process \( \Xi(t) = \sum_{l=1}^{L} \xi_l^2(t) \) with processes \( \{\alpha_l, \beta_l\} \) and finding appropriate value of \( \sigma_{\ddot{z}}^2 \). The results show that (6) holds for the process \( \Xi(t) \) if the parameter \( \beta \) in \( \sigma_{\ddot{z}}^2 \) is chosen according to \( \beta = \sum_{l=1}^{L} \alpha_l \beta_l^2 / \sum_{l=1}^{L} \alpha_l \beta_l). \) In Section 3, we will use the results presented in (4) and (6) to obtain the statistical properties of the capacity of Nakagami-\( m \) channels with MRC.

### 2.2 Spatially correlated Nakagami-\( m \) channels with EGC

In EGC, the combiner computes \( y(t) = \varphi^T \hat{x}(t) \), where \( \varphi = [\varphi_1, \varphi_2, \ldots, \varphi_L]^T \) and \( ^T \) denotes the vector transpose operator. Therefore, the instantaneous SNR \( \gamma(t) \) at the combiner output in an \( L \)-branch EGC diversity system with correlated diversity branches can be expressed as [1,4,38]

\[
\gamma(t) = \frac{P_t}{LN_0} \left( \sum_{l=1}^{L} \sqrt{\lambda_l \xi_l(t)} \right)^2 = \frac{\gamma}{L} \Psi(t)
\]

(7)

where \( \Psi(t) = \left( \sum_{l=1}^{L} \xi_l(t) \right)^2 \), while here the processes \( \dot{\xi}_l(t) \) follow the Nakagami-\( m \) distribution with parameters \( m_l \) and \( \Omega_l = \lambda_l \Omega \). Again we proceed by first finding the PDF \( p_{\Psi}(z) \) of the process \( \Psi(t) \) as well as the joint PGF \( p_{\Psi}(z, \dot{z}) \) of the process \( \Psi(t) \) and its time derivative \( \Psi(t) \). However, the exact solution for the PDF of a
sum of Nakagami-\(m\) processes \(\sum_{i=1}^{L} \zeta_i(t)\) cannot be obtained. One of the solutions to this problem is to use an appropriate approximation to the sum \(\sum_{i=1}^{L} \zeta_i(t)\) to find the PDF \(p_{\zeta}(z)\) (see, e.g., [13] and [39]). In this article, we have approximated the sum of Nakagami-\(m\) processes \(\sum_{i=1}^{L} \zeta_i(t)\) by another Nakagami-\(m\) process \(S(t)\) with parameters \(m_S\) and \(\Omega_S\), as suggested in [39]. Hence, the PDF \(p_{\zeta}(z)\) of \(S(t)\) can be obtained by replacing \(m_i\) and \(\Omega_i\) in (2) by \(m_S\) and \(\Omega_S\), respectively, where \(\Omega_S = E[S^2(t)]\) and \(m_S = \Omega_S^2/E[S^4(t)] - \Omega_S^2\). The \(n\)-th order moment \(E[S^n(t)]\) can be calculated using [39]

\[
E[S^n(t)] = 
\frac{\Gamma(m_i + n/2)}{\Gamma(m_i)} \left(\frac{\Omega_i}{m_i}\right)^{nj} n/2, \quad I = 1, 2, \ldots, L. \tag{9}
\]

By using this approximation for the PDF of a sum \(\sum_{i=1}^{L} \zeta_i(t)\) of Nakagami-\(m\) processes and applying the concept of transformation of random variables [[40], Equations 7-8], the PDF \(p_{\Psi}(z)\) of the squared sum of Nakagami-\(m\) processes \(\Psi(t)\) can be expressed using \(p_{\Psi}(z) = 1/(2\sqrt{z})\) as

\[
p_{\Psi}(z) \approx m_S^{m_S} \Omega_{m_S}^{m_S - 1} e^{-m_S z} / 2\pi \sigma_{\Psi}^2, \quad z \geq 0. \tag{10}
\]

The joint PDF \(p_{\Psi}(z, \hat{z})\) can now be expressed with the help of [16], Equation 19), (10) and by using the concept of transformation of random variables [[40], Equations 7-8] as

\[
p_{\Psi}(z, \hat{z}) \approx e^{-z^2 / (2\sigma_{\Psi}^2)} p_{\Psi}(z), \quad z \geq 0, \quad |\hat{z}| < \infty \tag{11}
\]

where \(\sigma_{\Psi}^2 = 4z(\pi f_{\text{max}})^2 \sum_{i=1}^{L} (\Omega_i/m_i)\). Using (10) and (11), the statistical properties of the capacity of Nakagami-\(m\) channels with EGC will be obtained in the next section.

### 3 Statistical properties of the capacity of spatially correlated Nakagami-\(m\) channels with diversity combining

The instantaneous channel capacity \(C(t)\) for the case when diversity combining is employed at the receiver can be expressed as [41]

\[
C(t) = \log_2 (1 + \gamma(t)) \quad \text{(bits/s/Hz)} \tag{12}
\]

where \(\gamma(t)\) represents the instantaneous SNR given by (3) and (7) for MRC and EGC, respectively. It is important to note that the instantaneous channel capacity \(C(t)\) defined in (12) cannot always be reached by any proper coding schemes, since the design of coding schemes is based on the mean channel capacity (or the ergodic capacity). Nevertheless, it has been demonstrated in [29] that a study of the temporal behavior of the channel capacity can be useful in designing a system that can adapt the transmission rate according to the capacity evolving process in order to improve the overall system performance. The channel capacity \(C(t)\) is a time-varying process and evolves in time as a random process. The expression in (12) can be considered as a mapping of the random process \(\gamma(t)\) to another random process \(C(t)\). Hence, the statistical properties of the instantaneous SNR \(\gamma(t)\) can be used to find the statistical properties of the channel capacity.

#### 3.1 Statistical properties of the capacity of spatially correlated Nakagami-\(m\) channels with MRC

The PDF \(p_{\gamma}(z)\) of the instantaneous SNR \(\gamma(t)\) can be found with the help of (4) and by employing the relation \(p_{\gamma}(z) = (1/\gamma) p_{\Omega} (z/\gamma)\). Thereafter, applying the concept of transformation of random variables, the PDF \(p_{C(r)}(r)\) of the channel capacity \(C(t)\) is obtained using \(p_{C(r)} = 2^r \ln (2) p_{\gamma}(2^r - 1)\) as follows

\[
p_{C(r)} = \sum_{k=0}^{\infty} 2^r \ln(2) e^{-r} (2^r - 1)^{(\sum_{i=1}^{L} \alpha_i + k - 1)} e^{-\frac{\gamma_{\alpha_{\gamma}}} {\beta_{\alpha_{\gamma}}}} \prod_{i=1}^{L} \left(\frac{\beta_i}{\beta_i}\right)^{\alpha_i}, \quad r \geq 0. \tag{13}
\]

The CDF \(F_C(r)\) of the channel capacity \(C(t)\) can be found using the relationship \(F_C(r) = \int_{0}^{r} p_{C(x)}(x) \, dx\) [40]. After solving the integral, the CDF \(F_C(r)\) of \(C(t)\) can be expressed as

\[
F_C(r) = 1 - \prod_{i=1}^{L} \left(\frac{\beta_i}{\beta_i}\right)^{\alpha_i} \sum_{k=0}^{\infty} \frac{\Gamma(\sum_{i=1}^{L} \alpha_i + k, \frac{(2^r - 1)}{\beta_{\alpha_{\gamma}}})}{\Gamma(\sum_{i=1}^{L} \alpha_i + k)} \tag{14}
\]

for \(r \geq 0\), where \(\Gamma(\cdot, \cdot)\) represents the incomplete gamma function [[35], Equation 8.350-2].

In order to find the LCR \(N_C(r)\) of the channel capacity \(C(t)\), we first need to find the joint PDF \(p_{CC}(z, \hat{z})\) of the channel capacity \(C(t)\) and its time derivative \(\dot{C}(t)\). The joint PDF \(p_{CC}(z, \hat{z})\) can be obtained using
\[ p_{r,z}(z, \bar{z}) = \left(1/\gamma_z^2\right)p_{zz}(z/\gamma_z, \bar{z}/\gamma_z), \]

where

\[ p_{r,z}(z, \bar{z}) = \left(1/\gamma_z^2\right)p_{zz}(z/\gamma_z, \bar{z}/\gamma_z). \]

The expression for the joint PDF \( p_{CC}(z, \bar{z}) \) can be written as

\[
p_{CC}(z, \bar{z}) = \frac{2^2 \ln(2)/(r_{\text{max}})}{\left(2^2 - 1\right) \pi^3 \bar{p}_{\gamma_j}} \frac{\left(2^2 \ln(2)\bar{z}^2\right)}{\gamma(\bar{z}/\gamma_j)} \cdot \frac{\gamma_j}{\gamma_j^2} \cdot p_C(z) \quad (15)
\]

for \( z \geq 0 \) and \( |\bar{z}| < \infty \). The LCR \( N_C(r) \) can now be obtained by solving the integral in \( N_C(r) = \int_0^\infty \bar{p}_{CC}(r, \bar{z}) d\bar{z} \). After some algebraic manipulations, the LCR \( N_C(r) \) can finally be expressed in closed form as

\[
N_C(r) = \frac{2 \pi \hat{\gamma}_j (2^2 - 1)}{2^{2r}(\ln(2)/f_{\text{max}})^2} p_C(r), \quad r \geq 0. \quad (16)
\]

The ADF \( T_C(r) \) of the channel capacity \( C(t) \) can be obtained using \( T_C(r) = F_C(r)/N_C(r) \) [31], where \( F_C(r) \) and \( N_C(r) \) are given by (14) and (16), respectively.

### 3.2 Statistical Properties of the Capacity of Spatially Correlated Nakagami-\( m \) Channels with EGC

For the case of EGC, the PDF \( p_r(z) \) of the instantaneous SNR \( \gamma(t) \) can be obtained by substituting (10) in \( p_r(z) = \left(1/\gamma_z\right)p_z(z/\gamma_z) \), where \( \gamma_z = \gamma_z/L \). Thereafter, the PDF \( p_C(r) \) is obtained by applying the concept of transformation of random variables on (7) as

\[
p_C(r) = 2^2 \ln(2)p_r(2^2 - 1) \approx \frac{2^2 \ln(2)(2^2 - 1)^{m-1}}{\Gamma(m_i)\gamma^2}\left(2^2 - 1\right)^{m_i} e^{-\gamma^2/2\sigma_i^2}, \quad r \geq 0. \quad (17)
\]

By integrating the PDF \( p_C(r) \), the CDF \( F_C(r) \) of the channel capacity \( C(t) \) can be obtained using

\[
F_C(r) = \int_0^r p_C(x) dx \approx 1 - \frac{1}{\Gamma(m_i)\gamma^2}\left(2^2 - 1\right)^{m_i} e^{-\gamma^2/2\sigma_i^2}, \quad r \geq 0(18)
\]

The joint PDF \( p_{CC}(z, \bar{z}) \), for the case of EGC, can be obtained using

\[
p_{CC}(z, \bar{z}) = \left(2^2 \ln(2)\right)^2 p_{r,\gamma}(2^2 - 1, 2^2 \ln(2)) \quad \text{and}
\]

\[
p_{r,\gamma}(z, \bar{z}) = \left(1/\gamma_z\right)^2 p_{\gamma}(z/\gamma_z, \bar{z}/\gamma_z) \quad \text{as}
\]

\[
p_{CC}(z, \bar{z}) \approx \frac{\left(2^2 \ln(2)(\ln(2)/f_{\text{max}})^2\right)^2}{\gamma_j(2^2 - 1)^{\gamma_j} \Omega_i/m_i} 2^2 \ln(2)/f_{\text{max}} p_C(z) \quad (19)
\]

for \( z \geq 0 \) and \( |\bar{z}| < \infty \). Now by employing the formula \( N_C(r) = \int_0^\infty \bar{z} p_{CC}(r, \bar{z}) d\bar{z} \), the LCR \( N_C(r) \) of the channel capacity \( C(t) \) can be approximated in closed form as

\[
N_C(r) \approx \sqrt{\frac{2 \pi \left(\sum_{i=1}^{\infty} \hat{\Omega}_i/m_i\right) \gamma_j (2^2 - 1)}{2^{2r}(\ln(2)/f_{\text{max}})^2} p_C(r) \quad (20)
\]

for \( r \geq 0 \). By using \( T_C(r) = F_C(r)/N_C(r) \), the ADF \( T_C(r) \) of the channel capacity \( C(t) \) can be obtained, while \( F_C(r) \) and \( N_C(r) \) are given by (18) and (20), respectively. It is noteworthy that although (17)-(20) represent approximate solutions, the numerical illustrations in the next section show no obvious deviation between these highly accurate approximations and the exact simulation results.

### 4 Numerical results

This section aims to analyze and to illustrate the analytical findings of the previous sections. The correctness of the analytical results will be confirmed with the help of exact simulations. For comparison purposes, we have shown the results for the mean channel capacity and the variance of the capacity of spatially correlated Rayleigh channels with MRC and EGC (obtained when \( m_i = 1, \forall i = 1, 2, ..., L \)). Moreover, we have also presented the results for classical Nakagami-\( m \) channels, which arise when \( L = 1 \). In order to generate Nakagami-\( m \) processes \( \xi(t) \), we have used the following relation [15]

\[
\xi(t) = \sqrt{\sum_{i=1}^{2m_i} \mu_i^2(t)}
\]

where \( \mu_i(t) (i = 1, 2, ..., 2m_i) \) are the underlying independent and identically distributed (i.i.d.) Gaussian processes, and \( m_i \) is the parameter of the Nakagami-\( m \) distribution associated with the \( l \)th diversity branch. The Gaussian processes \( \mu_i(t) \), each with zero mean and variances \( \sigma_i^2 \), were generated using the sum-of-sinusoids method [42]. The model parameters were calculated using the generalized method of exact Doppler spread (GMEDS) [43]. The number of sinusoids for the generation of the Gaussian processes \( \mu_i(t) \) was chosen to be \( N = 20 \). The SNR \( \gamma \) was set to 15 dB, the parameter \( \Omega_i \) was assumed to be equal to \( 2m_i \sigma_i^2 \), the maximum Doppler frequency \( f_{\text{max}} \) was 91 Hz, and the parameter \( \sigma_i^2 \) was equal to unity. Finally, using (21), (3), (7), and (12), the simulation results for the statistical properties of the capacity \( C(t) \) of Nakagami-\( m \) channels with MRC and EGC were obtained.

Figures 2 and 3 present the PDF \( p_C(r) \) of the capacity of correlated Nakagami-\( m \) channels with MRC and EGC, respectively, for different values of the number of diversity branches \( L \) and receiver antennas separation \( \delta_R \). It is observed that in both MRC and EGC, an
increase in the number of diversity branches $L$ increases the mean channel capacity. However, the variance of the channel capacity decreases. This fact is specifically highlighted in Figures 4 and 5, where the mean channel capacity and the variance of the capacity, respectively, of correlated Nakagami-$m$ channels is studied for different values of the number of diversity branches $L$ and receiver antennas separation $\delta_R$. The exact closed-form expressions for the mean $E[C(t)]$ and variance $\text{Var}[C(t)]$ of the channel capacity cannot be obtained. Therefore, the results in Figures 4 and 5 are obtained numerically, using (17) and (13). It can be observed that the mean channel capacity and the variance of the capacity of Nakagami-$m$ channels are quite different from those of Rayleigh channels. Specifically, for both MRC and EGC, if the branches are less severely faded ($m_l = 2, \forall l = 1, 2, ..., L$) as compared to Rayleigh fading ($m_l = 1, \forall l = 1, 2, ..., L$), then the mean channel capacity increases, while the variance of the channel capacity decreases.

The influence of spatial correlation on the PDF of the channel capacity is also studied in Figures 2 and 3. The results show that for Nakagami-$m$ channels with MRC, an increase in the spatial correlation in the diversity branches increases the variance of the channel capacity, while the mean channel capacity is almost unaffected. However, for the case of EGC, an increase in the spatial correlation decreases the mean channel capacity and has a minor influence on the variance of the channel capacity. Figures 4 and 5 also illustrate the effect of spatial correlation on the mean channel capacity and variance of the channel capacity, respectively, of Nakagami-$m$ channels with MRC and EGC. For the sake of completeness, we have also presented the results for the CDF of the capacity of correlated Nakagami-$m$ channels with
MRC and EGC in Figures 6 and 7, respectively. Figures 6 and 7 can be studied to draw similar conclusions regarding the influence of the number of diversity branches \( L \) as well as the spatial correlation on the mean channel capacity and the variance of the channel capacity as from Figures 2 and 3.

The LCR \( N_C(r) \) of the capacity of Nakagami-\( m \) channels with MRC and EGC is shown in Figures 8 and 9 for different values of the number of diversity branches \( L \) and receiver antennas separation \( \delta_R \). It can be seen in these two figures that at lower levels \( r \), the LCR \( N_C(r) \) of the capacity of Nakagami-\( m \) channels with smaller values of the number of diversity branches \( L \) is higher as compared to that of the channels with larger values of \( L \). However, the converse statement is true for higher levels \( r \). Moreover, an increase in the spatial correlation increases the LCR of the capacity of Nakagami-\( m \) channels with MRC. On the other hand, when EGC is employed, an increase in the spatial correlation increases the LCR of the capacity of Nakagami-\( m \) channels at only lower levels \( r \), while the LCR decreases at the higher levels \( r \).

The ADF \( T_C(r) \) of the capacity of Nakagami-\( m \) channels with MRC and EGC is studied in Figures 10 and 11, respectively. The results show that the ADF of the capacity of Nakagami-\( m \) channels with MRC decreases with an increase in the spatial correlation in the diversity branches. However, this effect is more prominent at higher levels \( r \). On the other hand, when EGC is used, an increase in the spatial correlation increases the ADF of the channel capacity. Moreover for both MRC and EGC, an increase in the number of diversity branches decreases the ADF of the channel capacity. The analytical expressions are verified using simulations, whereby a very good fitting is found.
Figure 6 The CDF $F_C(r)$ of the capacity of correlated Nakagami-$m$ channels with MRC.

Figure 7 The CDF $F_C(r)$ of the capacity of correlated Nakagami-$m$ channels with EGC.

Figure 8 The normalized LCR $N_C(r)/f_{\text{max}}$ of the capacity of correlated Nakagami-$m$ channels with MRC.
Figure 9 The normalized LCR $N_C(r)/f_{max}$ of the capacity of correlated Nakagami-$m$ channels with EGC.

Figure 10 The normalized ADF $T_C(r)/f_{max}$ of the capacity of correlated Nakagami-$m$ channels with MRC.

Figure 11 The normalized ADF $T_C(r)/f_{max}$ of the capacity of correlated Nakagami-$m$ channels with EGC.
5 Conclusion
This article studies the statistical properties of the capacity of spatially correlated Nakagami-$m$ channels with MRC and EGC. We have derived analytical expressions for the PDF, CDF, LCR, and ADF of the capacity of Nakagami-$m$ channels with MRC and EGC. The results are studied for different values of the number of diversity branches $L$ and receiver antennas separation $\delta_R$. It is observed that for MRC, an increase in the spatial correlation increases the variance as well as the LCR of the channel capacity; however, the ADF of the channel capacity decreases. On the other hand, when using EGC, an increase in the spatial correlation decreases the mean channel capacity, whereas the ADF of the channel capacity increases. Moreover, an increase in the spatial correlation increases the LCR of the channel capacity at only lower levels $r$. It is also observed that for both MRC and EGC, an increase in the number of diversity branches increases the mean channel capacity, while the variance and ADF of the channel capacity decrease. The results also show that at lower levels, the LCR is higher for channels with smaller values of the number of diversity branches $L$ than for channels with larger values of $L$. The analytical findings are verified using simulations, where a very good agreement between the theoretical and simulation results was observed.

Endnotes
aBy instantaneous channel capacity we mean the time-variant channel capacity [44,45]. In the literature, it is also known as the maximum mutual information [46-48].

bThe scope of this paper is limited only to the derivation and analysis of the statistical properties of the instantaneous channel capacity. However, a detailed discussion on this topic can be found in, e.g., [29,49,50] and the references therein.

cHenceforth, for ease of notation, we will call the instantaneous channel capacity as simply the channel capacity (similar notation is also used in [34,41,51]).
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