ON THE BIHARMONIC AND HARMONIC INDICES OF THE HOPF MAP
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Abstract. Biharmonic maps are the critical points of the bienergy functional and, from this point of view, generalise harmonic maps. We consider the Hopf map \( \psi : S^3 \to S^2 \) and modify it into a nonharmonic biharmonic map \( \phi : S^3 \to S^3 \). We show \( \phi \) to be unstable and estimate its biharmonic index and nullity. Resolving the spectrum of the vertical Laplacian associated to the Hopf map, we recover Urakawa’s determination of its harmonic index and nullity.

1. Introduction

In order to analyse the space of smooth maps between manifolds, Eells and Sampson introduced in [7] the family of functionals:

\[
E^k(\phi) = \frac{1}{2} \int_M |(d + d^*)^k \phi|^2 v_g, \quad k \in \mathbb{N}^*
\]

for maps \( \phi : (M, g) \to (N, h) \).

They quickly specialised their study to \( k = 1 \) and called the critical points of the energy \( E^1 \) harmonic maps, the corresponding Euler-Lagrange equation being the vanishing of the tension field \( \tau(\phi) = \text{trace} \nabla^g d\phi \). Here \( \nabla^g \) denotes the connection in the pull-back bundle \( \phi^{-1}TN \).

Recently, the case of the bienergy \( E^2 \) has been the subject of some scrutiny. Its critical points are called biharmonic maps and Jiang, in [11], obtained the first and second variation formulas, showing, in particular, that a map is biharmonic if and only if \( \tau^2(\phi) = 0 \), where \( \tau^2(\phi) = -J^\phi(\tau(\phi)) \) and \( J^\phi \) is the Jacobi operator of the second variation for the energy. As \( J^\phi \) is linear, any harmonic map is biharmonic, so we are interested in nonharmonic biharmonic maps.

Naturally, biharmonic submanifolds have been the first centre of attention. On surfaces of revolution, Caddeo, Montaldo and Piu obtained the parametric equation of all nongeodesic biharmonic curves on the torus and Delaunay surfaces [3], nonminimal biharmonic submanifolds of \( S^3 \) are classified in [14], while constructions of such submanifolds on \( S^n \) (\( n \geq 4 \)) are presented in [5].

In the presence of nonconstant sectional curvature, a parametric description of all nongeodesic biharmonic curves of the Heisenberg group is given in [6], whereas Inoguchi classified, in [10], the biharmonic Legendre curves and Hopf cylinders on a 3-dimensional Sasakian space form and Sasahara gives in [18] the explicit representation of nonminimal biharmonic Legendre surfaces in a 5-dimensional Sasakian space.

While this results demonstrate the existence of nontrivial biharmonic maps, though...
not in abundance, they carry little or no indication as to their global behaviour. To this effect, some effort has been directed towards the stability of biharmonic maps. As an example, the identity map $\mathbb{S}^n \to \mathbb{S}^n$ and the totally geodesic inclusion map $\mathbb{S}^m \to \mathbb{S}^n$ are biharmonic stable and their nullities were computed in [15]. In [19], the author proved that the nonminimal biharmonic Legendre surfaces in a 5-dimensional Sasakian space are unstable.

The index of the inclusion $\mathbb{S}^n(\frac{1}{\sqrt{2}}) \to \mathbb{S}^{n+1}$ was computed in [13], and it is exactly one. Then, were investigated the indices of biharmonic maps in the unit Euclidean sphere $\mathbb{S}^{n+1}$ obtained from minimal Riemannian immersions in $\mathbb{S}^n(\frac{1}{\sqrt{2}})$. In particular, the authors showed that the index of the nonminimal biharmonic map $\mathbb{S}^m(\sqrt{\frac{m+1}{m+2}}) \to \mathbb{S}^{m+1}$ derived from the generalised Veronese map, is at least $2m+3$.

The present article pursues the same line of research for submersions, by modifying a harmonic Riemannian submersion $\psi : M \to \mathbb{S}^n(\frac{1}{\sqrt{2}})$ into a nonharmonic biharmonic submersion $\phi : M \to \mathbb{S}^{n+1}$ which we prove to be unstable. Concentrating on the Hopf map $\psi : \mathbb{S}^3(\sqrt{2}) \to \mathbb{S}^2(\frac{1}{\sqrt{2}})$, we first establish the spectrum of the vertical Laplacian of $\psi$ which allows us to determine the harmonic index and nullity of $\psi$, hence recovering Urakawa’s result (cf. [21]). We also give a geometric characterization of $\text{ker } J^\psi$, and obtain an estimate of the biharmonic index and nullity of $\phi : \mathbb{S}^3(\sqrt{2}) \to \mathbb{S}^3$; the index is at least 11 and the nullity is greater than 8.

Throughout the paper, manifolds, metrics, maps are assumed to be smooth, and $(M,g)$ denotes a connected Riemannian manifold without boundary. We denote by $\nabla$ the Levi-Civita connection of $(M,g)$, and for the curvature tensor field $R$ we use the sign convention $R(X,Y) = [\nabla_X, \nabla_Y] - \nabla_{[X,Y]}$, while the Laplacian on sections of $\phi^{-1}TN$ is $\Delta \phi = -\text{trace}(\nabla \phi)^2$.

Let $\mathbb{S}^n(\frac{1}{\sqrt{2}}) = \mathbb{S}^n(\frac{1}{\sqrt{2}}) \times \{p = (x_1, \ldots, x_n, \frac{1}{\sqrt{2}}) | (x_1)^2 + \cdots + (x_n)^2 = \frac{1}{4}\}$ be a hypersphere of $\mathbb{S}^{n+1}(r)$, as proved in [1], $\mathbb{S}^n(\frac{1}{\sqrt{2}})$ is a nonminimal biharmonic submanifold of $\mathbb{S}^{n+1}(r)$. Indeed, let $\eta = \frac{1}{2}(x_1, \ldots, x_n, -\frac{1}{\sqrt{2}})$ be a unit section of the normal bundle of $\mathbb{S}^n(\frac{1}{\sqrt{2}})$ in $\mathbb{S}^{n+1}(r)$. Then, the second fundamental form of $\mathbb{S}^n(\frac{1}{\sqrt{2}})$ is $B(X,Y) = \nabla d\eta(X,Y) = -\frac{1}{2}(X,Y)\eta$ and the tension field of the inclusion map $i : \mathbb{S}^n(\frac{1}{\sqrt{2}}) \to \mathbb{S}^{n+1}(r)$ is $\tau(i) = -\frac{2}{r}\eta$. Besides, by direct computation, $\tau^2(i) = 0$.

**Theorem 1.1.** Let $M$ be a compact manifold and $\psi : M \to \mathbb{S}^n(\frac{1}{\sqrt{2}})$ a nonconstant map. The map $\phi = i \circ \psi : M \to \mathbb{S}^{n+1}(r)$ is nonharmonic biharmonic if and only if $\psi$ is harmonic and $e(\psi)$ is constant.

**Proof.** The composition law gives

$$\tau(\phi) = \tau(\psi) - \frac{2}{r}e(\psi)\eta.$$ 

By straightforward calculations:

$$\Delta^\phi \tau(\phi) = \Delta^\psi \tau(\psi) + \frac{2}{r^2}e(\psi)\tau(\psi) + \frac{1}{r^2}d\phi(\theta^2 + 4\text{grad }e(\psi))$$

$$-\frac{1}{r}(\frac{4}{r^2}(e(\psi))^2 + 2\Delta e(\psi) - 2\text{ div }\theta^2 + |\tau(\psi)|^2)\eta,$$

and

$$\text{trace } R^{\mathbb{S}^{n+1}(r)}(d\phi, \tau(\phi))d\phi = \frac{1}{r^2}d\phi(\theta^2) - \frac{2}{r^2}e(\psi)\tau(\psi) + \frac{4}{r^2}(e(\psi))^2\eta.$$
where \( \theta \) is a 1-form on \( M \) given by \( \theta(X) = \langle d\psi(X), \tau(\psi) \rangle \), and \( \theta^2 \in C(TM) \) is defined by \( \langle \theta^2, X \rangle = \theta(X), \ X \in C(TM) \).

Replacing in the biharmonic equation we obtain:

\[
\tau^2(\phi) = -\Delta^\psi \tau(\psi) - \frac{2}{r^2} d\phi(\theta^\phi + 2 \text{grad} \ e(\psi)) + \frac{1}{r} (2\Delta e(\psi) - 2 \text{div} \ \theta^\phi + |\tau(\psi)|^2) \eta.
\]

Assume that \( \phi \) is biharmonic. As the \( \eta \)-part of \( \tau^2(\phi) \) vanishes:

\[
2\Delta e(\psi) - 2 \text{div} \ \theta^\phi + |\tau(\psi)|^2 = 0.
\]

By Stokes, we deduce that \( \tau(\psi) = 0 \) which implies \( \Delta e(\psi) = 0 \), i.e. \( e(\psi) \) is constant.

The converse is immediate. \( \square \)

**Corollary 1.2** \([5][10]\). If \( \psi \) is a harmonic Riemannian immersion or submersion, then \( \phi \) is nonharmonic biharmonic.

We close this section with the second variation formula for biharmonic maps in \( S^n(r) \).

**Theorem 1.3** \([15]\). Let \( \phi : (M, g) \to S^n(r) \) be a biharmonic map. The Hessian of the bienergy \( E^2 \) at \( \phi \) is:

\[
H(E^2)_{\phi}(V, W) = \int_M \langle I^\phi(V), W \rangle \ v_g,
\]

with

\[
r^2 I^\phi(V) = r^2 \Delta^\phi(\Delta^\phi V) + \Delta^\phi \left( \text{trace}(V, d\phi \cdot) d\phi - |d\phi|^2 V \right) + 2 \langle d\tau(\phi), d\phi \rangle V + |\tau(\phi)|^2 V - 2 \text{trace}(V, d\tau(\phi) \cdot) d\phi - 2 \text{trace}(V, d\tau(\phi) \cdot) d\phi \cdot
\]

\[\tag{1.1}
- \langle \tau(\phi), V \rangle \tau(\phi) + \text{trace}(d\phi, \Delta^\phi V) d\phi + \frac{1}{r^2} \text{trace}(d\phi, \text{trace}(V, d\phi \cdot) d\phi \cdot) d\phi - \frac{2}{r^2} |d\phi|^2 \text{trace}(d\phi, V) d\phi + 2 \langle dV, d\phi \rangle \tau(\phi) - |d\phi|^2 \Delta^\phi V + \frac{1}{r^2} |d\phi|^4 V,
\]

and \( V, W \in C(\phi^{-1}T S^n(r)) \).

2. Some General Properties of the Hopf Map \( \psi \)

Let \( \psi : (M, g) \to (N, h) \) be a submersion. For \( p \in M \), call \( V_p = \text{ker} \ d\psi \) the vertical space and \( H_p \), its orthogonal complement, the horizontal space. Any \( X \in T_p M \) splits into \( X^V + X^H \), where \( X^V \in V_p \) and \( X^H \in H_p \), and a vector field \( X \) is basic if horizontal, i.e. \( X = X^H \), and \( \psi \)-related to \( Y \in C(TN) \), i.e. \( d\psi_p(X(p)) = Y(\psi(p)) \), \( \forall p \in M \).

The map \( \psi \) is a Riemannian submersion if:

\[
h(d\psi(X), d\psi(Y)) = g(X, Y), \quad \forall X, Y \in H_p.
\]

Let \( \psi : S^3(\sqrt{2}) \to S^2(\frac{1}{\sqrt{2}}) \) be the Hopf map given by:

\[
\psi(z, w) = \frac{1}{2\sqrt{2}}(2z\overline{w}, |z|^2 - |w|^2),
\]

or

\[
\psi(x^1, x^2, x^3, x^4) = \frac{1}{2\sqrt{2}}(2x^1 x^3 + 2x^2 x^4, 2x^2 x^3 - 2x^1 x^4, (x^1)^2 + (x^2)^2 - (x^3)^2 - (x^4)^2),
\]

where \( z = x^1 + ix^2 \) and \( w = x^3 + ix^4 \). The map \( \psi \) is a harmonic Riemannian submersion and its fibres are totally geodesic submanifolds of \( S^3(\sqrt{2}) \). More precisely,
\( \psi^{-1}(\psi(z, w)) \) is the great circle passing through \((z, w)\) and \(i(z, w) = (iz, iw)\). Remark that \( \psi^1, \psi^2 \) and \( \psi^3 \) are harmonic homogeneous polynomials of degree 2 on \(\mathbb{R}^4\).

Let \( x \in S^3(\sqrt{2}) \), \( y \in S^2(\frac{1}{\sqrt{2}}) \) and define the vector fields:

\[
X_1(x) = \frac{1}{\sqrt{2}}(-x^2, x^1, -x^4, x^3), \quad X_2(x) = \frac{1}{\sqrt{2}}(-x^2, x^4, x^1, -x^3),
\]

\[
X_3(x) = \frac{1}{\sqrt{2}}(-x^4, -x^3, x^2, x^1), \quad X_4(x) = \frac{1}{\sqrt{2}}(-x^2, x^1, x^4, -x^3),
\]

\[
X_5(x) = \frac{1}{\sqrt{2}}(-x^3, -x^4, x^1, x^2), \quad X_6(x) = \frac{1}{\sqrt{2}}(-x^4, x^3, -x^2, x^1),
\]

\[
Y_1(y) = \sqrt{2}(y^2, y^1, 0), \quad Y_2(y) = \sqrt{2}(y^3, 0, -y^1), \quad Y_3(y) = \sqrt{2}(0, -y^3, y^2).
\]

Then:

- \( \{X_1, \ldots, X_6\} \) is a basis of Killing vector fields on \(S^3(\sqrt{2})\),
- \( \{Y_1, Y_2, Y_3\} \) is a basis of Killing vector fields on \(S^2(\frac{1}{\sqrt{2}})\),
- \( X_4 \) is \( \psi \)-related to \( Y_1 \), \( X_5 \) is \( \psi \)-related to \( Y_2 \), and \( X_6 \) is \( \psi \)-related to \( Y_3 \),
- \( \{X_1, X_2, X_3\} \) is a global orthonormal frame on \(S^3(\sqrt{2})\),
- \( X_1 = X_1^V \) and \( \mathcal{V}S^3(\sqrt{2}) = \text{span}\{X_1\} \),
- \( X_2 = X_2^H \), \( X_3 = X_3^H \) and \( \mathcal{H}S^3(\sqrt{2}) = \text{span}\{X_2, X_3\} \),
- \( d\psi_x(X_2) \) and \( d\psi_x(X_3) \) form an orthonormal basis of \(T_{\psi(x)}S^2(\frac{1}{\sqrt{2}})\).

A straightforward computation yields:

**Proposition 2.1.** The Levi-Civita connection on \(S^3(\sqrt{2})\) is given by:

\[
\begin{aligned}
\nabla_{X_1}X_1 &= 0, & \nabla_{X_1}X_2 &= -\frac{1}{\sqrt{2}}X_3, & \nabla_{X_1}X_3 &= \frac{1}{\sqrt{2}}X_2, \\
\nabla_{X_2}X_1 &= \frac{1}{\sqrt{2}}X_3, & \nabla_{X_2}X_2 &= 0, & \nabla_{X_2}X_3 &= -\frac{1}{\sqrt{2}}X_1, \\
\nabla_{X_3}X_1 &= -\frac{1}{\sqrt{2}}X_2, & \nabla_{X_3}X_2 &= \frac{1}{\sqrt{2}}X_1, & \nabla_{X_3}X_3 &= 0,
\end{aligned}
\]

and

\[
[X_1, X_2] = -\sqrt{2}X_3, \quad [X_2, X_3] = -\sqrt{2}X_1, \quad [X_3, X_1] = -\sqrt{2}X_2.
\]

Recall two general properties of Killing vector fields which will be used throughout the paper:

i) Let \( X \) be a Killing vector field on a compact Riemannian manifold \((M, g)\). Denote by \( \{\varphi_t\}_{t \in \mathbb{R}} \) its flow, and consider \( f \in C^\infty(M) \), then, as \( \varphi_t \) is an isometry:

\[
\int_M f v_g = \int_M (f \circ \varphi_t) v_g, \quad \forall t \in \mathbb{R},
\]

and deriving by \( t \) produces:

\[
0 = \frac{d}{dt}igg|_{t=0} \int_M (f \circ \varphi_t) v_g = \int_M (Xf) v_g.
\]

Alternatively, if \( X \) is Killing, then \( Xf = \text{div}(fX) \) and, by Stokes, \( \int_M (Xf) v_g = 0 \).

In particular:

\[
\int_M (Xf_1)f_2 v_g = -\int_M f_1(Xf_2) v_g \quad \text{and} \quad \int_M (Xf)f v_g = 0.
\]

ii) Having an isometry in \( \varphi_t \), implies \( \Delta(f \circ \varphi_t) = (\Delta f) \circ \varphi_t \), for any \( t \), and, again, deriving by \( t \), means that:

\[
\Delta(Xf) = X(\Delta f),
\]
so, if $\Delta f = \lambda f$, $\Delta (Xf) = \lambda (Xf)$, i.e. $X$ preserves the eigenspaces of the Laplacian.

More specific to the Hopf map is:

**Lemma 2.2.**

$$\dim \{ f \in C^\infty(S^3(\sqrt{2})) | X_1 f = 0, \Delta f = \lambda_{2k} f \} = \dim \{ \tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}})) | \Delta \tilde{f} = \mu_k \tilde{f} \},$$

where $\lambda_k = \frac{k(k+2)}{2}$ and $\mu_l = 2l(l+1)$, $k,l \in \mathbb{N}$, are the eigenvalues of the Laplacians of $S^3(\sqrt{2})$ and $S^2(\frac{1}{\sqrt{2}})$.

**Proof.** As $\psi$ is a Riemannian submersion and its fibres are totally geodesic (hence minimal) submanifolds of $S^3(\sqrt{2})$ (see [4]):

$$\Delta (\tilde{f} \circ \psi) = (\Delta \tilde{f}) \circ \psi, \quad \forall \tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}})).$$

Therefore

$$T : \{ \tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}})) | \Delta \tilde{f} = \mu_k \tilde{f} \} \to \{ f \in C^\infty(S^3(\sqrt{2})) | X_1 f = 0, \Delta f = \lambda_{2k} f \}$$

defined by $T(\tilde{f}) = \tilde{f} \circ \psi$ is an isomorphism and the lemma follows. \qed

Like any Riemannian submersion, $\psi : S^3(\sqrt{2}) \to S^2(\frac{1}{\sqrt{2}})$ satisfies the coarea formula (cf. [3]):

$$\int_{S^3(\sqrt{2})} (\tilde{f} \circ \psi) v_g = 2\sqrt{2\pi} \int_{S^2(\frac{1}{\sqrt{2}})} \tilde{f} v_g, \quad \forall \tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}})).$$

### 3. The vertical Laplacian

To a Riemannian submersion $\psi : (M, g) \to (N, h)$ one associates a second-order operator by restricting functions to a fibre and, viewing it as a submanifold, consider its induced Laplacian.

**Definition 3.1 ([1]).** The **vertical Laplacian** $\Delta^V$ is the differential operator defined on $(M, g)$ by:

$$(\Delta^V f)(p) = (\Delta^F_{\psi}(f|_{F_p}))(p), \quad f \in C^\infty(M),$$

where $\Delta^F_{\psi}$ is the Laplace operator of the fibre $F_p = \psi^{-1}(\psi(p))$.

The fibres being isometric, the spectrum of $\Delta^V$ is discrete.

Berard Bergery and Bourguignon proved in [1] that, when the fibres are totally geodesic, the Laplacian $\Delta$ on $M$ and the vertical Laplacian commute, implying:

**Theorem 3.2 ([1]).** The Hilbert space $L^2(M)$ admits a Hilbert basis consisting of simultaneous eigenfunctions for $\Delta$ and $\Delta^V$.

Denote by $\{c_i\}_{i \in \mathbb{N}}$ the eigenvalues of $\Delta^V$ (shared with the Laplacian $\Delta^F$ of a generic fibre $F$), then $c_0 = 0$, $c_i > 0$ for any $i > 0$, and $c_i \to \infty$ when $i \to \infty$. Note that the multiplicities are not necessarily finite.

For the Hopf map, the corresponding vertical Laplacian is $\Delta^V f = -X_1 X_1 f$. As $X_1$, and by consequence $\Delta^V$, preserves the eigenspaces of $\Delta$, to establish the spectrum of the vertical Laplacian we restrict $\Delta^V$ to the eigenspaces of $\Delta$, and consider the following problem:

$$\begin{cases} 
\Delta f = \lambda_k f \\
\Delta^V f = c_l f. 
\end{cases}$$

(3.1)

We prove that $c_l = \frac{(k-2l)^2}{2}$, $l \in \{0, \ldots, k\}$ with multiplicity $2(k + 1)$, with the exception of $c_{k/2} = 0$, when $k$ is even, which has multiplicity $k + 1$: 
Denote by $H^k$ the set of harmonic homogeneous polynomials of degree $k$ on $\mathbb{C}^2$ and recall that $\dim_{\mathbb{C}} H^k = (k+1)^2$. We work in the algebra of differential operators on polynomials $R = \mathbb{C}[z, \bar{z}, w, \bar{w}]$ and introduce the linear operators:

$$\Delta = -4(\partial_z \partial_{\bar{z}} + \partial_w \partial_{\bar{w}}), \quad h = \bar{z} \partial_z - z \partial_{\bar{z}} + \bar{w} \partial_w - w \partial_w.$$ 

Note that $\Delta$ is the usual Laplacian on $\mathbb{C}^2$ and:

$$[\Delta, h] = 0,$$

therefore $H^k$ is stable under the action of $h$. Since $h = i\sqrt{2}X_1$, we determine the spectrum of $h$ restricted to $H^k$ to solve (3.1). The strategy is to include $h$ in a Lie algebra isomorphic to $\mathfrak{sl}(2, \mathbb{C})$ acting on $H^k$ and use representation theory to deduce its spectrum.

Let:

$$e = i(\bar{w} \partial_z - \bar{z} \partial_w), \quad f = i(w \partial_z - z \partial_w).$$

One can easily check that:

$$[e, f] = h, \quad [h, e] = 2e, \quad [h, f] = -2f,$$

making $g = \mathbb{C}e + \mathbb{C}f + \mathbb{C}h$ a Lie subalgebra of $\text{End}_{\mathbb{C}} R$ isomorphic to $\mathfrak{sl}(2, \mathbb{C})$. Moreover:

$$[\Delta, e] = [\Delta, f] = [\Delta, h] = 0,$$

so $H^k$ is stable under the action of $g$ and we can decompose it as a $g$-module.

Recall (cf. [9]) that there exists, up to isomorphisms, a unique $g$-module of dimension $d + 1$:

$$E(d) = \bigoplus_{l=0}^{d} \mathbb{C}f^l(v),$$

where $v \in E(d)$ is determined, up to a non-zero scalar, by:

$$e(v) = 0, \quad h(v) = dv.$$ 

This space $E(d)$ is called the simple $g$-module of highest weight $d$ and $v$ a highest weight vector. Besides, each $\mathbb{C}f^l(v)$ is the eigenspace of $h$ associated to the eigenvalue $d - 2l$ ($l \in \{0, \ldots, d\}$), i.e.

$$h(f^l(v)) = (d - 2l)f^l(v).$$

For $n \in \{0, \ldots, k\}$, let $f_n = z^n w^{k-n}$, then:

$$\Delta(f_n) = 0, \quad e(f_n) = 0, \quad h(f_n) = kf_n,$$

so $f_n \in H^k$ spans a simple $g$-submodule of highest weight $k$, denoted by $V(n)$, that is $V(n) \simeq E(k)$ as $g$-modules. We deduce that $W = \sum_{n=0}^{k} V(n)$ is a $g$-submodule of $H^k$. To show that this sum is direct, and infer from $\dim V(n) = k + 1$ that $H^k = \bigoplus_{n=0}^{k} V(n)$, we consider the operator:

$$\Lambda = (z \partial_z - \bar{z} \partial_{\bar{z}}) - (w \partial_w - \bar{w} \partial_{\bar{w}}).$$

Observe that:

$$[\Lambda, f] = 0, \quad \Lambda(f_n) = (k - 2n)f_n, \quad \Lambda(f^l(f_n)) = f^l(\Lambda(f_n)) = (k - 2n)f^l(f_n).$$

Therefore $V(n)$ is the eigenspace of $\Lambda$ associated to the eigenvalue $(k - 2n)$, and $H^k$ is the direct sum of the $V(n)$’s. This shows that the eigenvalues of $h$ are $k - 2l$, $l \in \{0, \ldots, k\}$ with multiplicity $k + 1$ and eigenspaces $\bigoplus_{n=0}^{k} \mathbb{C}f^l(f_n)$.

In conclusion, the spectrum of the vertical Laplacian $\Delta^V = -X_1 X_1 = \frac{1}{2}h^2$ is
Proposition 4.3. The subspace 
\[ \left\{ \frac{(k-2l)^2}{2} : l \in \{1, \ldots, k\} \right\} \]
with multiplicity \(2(k+1)\), with, when \(k\) is even, 0 of multiplicity \((k+1)\).

4. The harmonic index and nullity of \(\psi\)

The second variation of a harmonic map \(\psi : (M, g) \to (N, h)\) is given by the Jacobi operator \(J^\psi\) (cf. [14, 20]):

\[ H(E^1) \psi(V, W) = \int_M \langle J^\psi(V), W \rangle v_g, \]

where \(V, W \in C(\psi^{-1}TN)\) and \(J^\psi = \Delta^\psi + \text{trace}\, R^N(d\psi, \cdot)d\psi\). In the case of the Hopf map, the Jacobi operator \(J^\psi : C(\psi^{-1}TS^2(\frac{1}{\sqrt{2}})) \to C(\psi^{-1}TS^2(\frac{1}{\sqrt{2}}))\) is:

\[ J^\psi(V) = \Delta^\psi V + \text{trace}\, R^{S^2(\frac{1}{\sqrt{2}})}(d\psi, V)d\psi \]
\[ = \Delta^\psi V - \text{Ricci}^{S^2(\frac{1}{\sqrt{2}})}(V) \]
\[ = \Delta^\psi V - 2V. \]

As \(\{X_2(x), X_3(x)\}\) is a basis of \(\mathcal{H}_x, \forall x \in S^3(\sqrt{2})\), any section \(V\) can be written \(f_2d\psi(X_2) + f_3d\psi(X_3)\), where \(f_2, f_3 \in C^\infty(S^3(\sqrt{2}))\), hence \(C(\psi^{-1}TS^2(\frac{1}{\sqrt{2}})) = \{f_2d\psi(X_2)\mid f_2 \in C^\infty(S^3(\sqrt{2}))\} \oplus \{f_3d\psi(X_3)\mid f_3 \in C^\infty(S^3(\sqrt{2}))\}\).

This sum is orthogonal with respect to the usual scalar product on \(C(\psi^{-1}TS^2(\frac{1}{\sqrt{2}}))\).

A simple computation results in:

**Lemma 4.1.** If \(X \in C(TS^3(\sqrt{2}))\), then:

\[ \Delta^\psi(d\psi(X)) = d\psi(X - \nabla^2X) - 2\text{trace}\, \nabla^2d\psi(\cdot, \nabla X). \]

Using Proposition 2.1, Lemma 4.1, the features of Killing vector fields and the properties of the second fundamental form of a Riemannian submersion, we have:

**Lemma 4.2.** The action of \(J^\psi\) on \(C(\psi^{-1}TS^2(\frac{1}{\sqrt{2}}))\) is specified by:

\[ J^\psi(f_2d\psi(X_2)) = (\Delta f_2)d\psi(X_2) + 2\sqrt{2}(X_1f_2)d\psi(X_3) \]

and

\[ J^\psi(f_3d\psi(X_3)) = (\Delta f_3)d\psi(X_3) - 2\sqrt{2}(X_1f_3)d\psi(X_2) \]

By Lemma 4.2 if \(\Delta f_2 = \lambda_k f_2\) and \(\Delta f_3 = \lambda_k f_3\), then:

\[ J^\psi(f_2d\psi(X_2)) = \lambda_k f_2d\psi(X_2) + 2\sqrt{2}(X_1f_2)d\psi(X_3), \]
\[ J^\psi(f_3d\psi(X_3)) = \lambda_k f_3d\psi(X_3) - 2\sqrt{2}(X_1f_3)d\psi(X_2). \]

Moreover, since \(X_1\) preserves the eigenspaces of the Laplacian, \(J^\psi\) leaves invariant the subspace

\[ S^\psi_{X_k} = \{f_2d\psi(X_2)\mid \Delta f_2 = \lambda_k f_2\} \oplus \{f_3d\psi(X_3)\mid \Delta f_3 = \lambda_k f_3\}, \]

for any \(k \in \mathbb{N}\). If \(k_1 \neq k_2\), \(S^\psi_{X_{k_1}}\) and \(S^\psi_{X_{k_2}}\) are orthogonal one to the other.

**Proposition 4.3.** The eigenvalues of \(J^\psi\) restricted to \(S^\psi_{X_k}\) are \(\lambda_k \pm 2\sqrt{2c}\), where \(c\) is an eigenvalue of \(\Delta^V\) restricted to \(\{f \in C^\infty(S^3(\sqrt{2}))\mid \Delta f = \lambda_k f\}\), and the eigensections are:

- if \(c = 0\) and \(X_1f_2 = X_1f_3 = 0\), then
  \[ J^\psi(f_2d\psi(X_2) + f_3d\psi(X_3)) = \lambda_k(f_2d\psi(X_2) + f_3d\psi(X_3)), \]
• if $c > 0$ and $\Delta V f = cf$, then

$$J^\psi(f d\psi(X_2) + \frac{1}{\sqrt{c}}(X_1 f) d\psi(X_3)) = (\lambda_k + 2\sqrt{2c})(f d\psi(X_2) + \frac{1}{\sqrt{c}}(X_1 f) d\psi(X_3))$$

and

$$J^\psi(f d\psi(X_2) - \frac{1}{\sqrt{c}}(X_1 f) d\psi(X_3)) = (\lambda_k - 2\sqrt{2c})(f d\psi(X_2) - \frac{1}{\sqrt{c}}(X_1 f) d\psi(X_3)).$$

The multiplicity of each eigenvalue of $J^\psi$ restricted to $S^\psi_{\lambda_k}$ is $2(k + 1)$.

The spectrum of the vertical Laplacian (consult Section 3) means that:

If $k = 0$, then $\lambda_0 = 0$, $c = 0$ and $\lambda_k \pm 2\sqrt{2c} = 0$.

If $k = 1$, then $\lambda_1 = \frac{3}{2}$, $c = \frac{1}{2}$ (with multiplicity 4) thus $\lambda_k \pm 2\sqrt{2c} \in \{-\frac{1}{2}, \frac{7}{2}\}$.

If $k = 2$, then $\lambda_2 = 4$, $c = 0$ or $c = 2$ and $\lambda_k \pm 2\sqrt{2c} \in \{0, 4, 8\}$. The multiplicity of $c = 0$ is 3 and the multiplicity of $c = 2$ is 6.

Notice that $c = \frac{(k-2)c^2}{2} \leq \frac{k^2}{4}$ so, if $k > 2$, $\lambda_k > 2\sqrt{2c}$, for any $c$, and the eigenvalues of $J^\psi$ are positive.

Homothetic transformations do not change the spectrum of the operator $J^\psi$ thus, from the above analysis, we recover Urakawa’s result:

**Theorem 4.4 (21).** The Hopf map $\psi : S^3 \to S^2$ is harmonic of index 4 and nullity 8.

An alternative proof of Theorem 4.4 is via a direct method:

As $J^\psi$ preserves $S^\psi_{\lambda_0}$, we find an $L^2$-orthonormal basis of $S^\psi_{\lambda_0}$, $k = 0, 1$ or 2, and compute the matrix of $J^\psi$ in this basis. Then, for $k > 2$, we show that $J^\psi$ restricted to $S^\psi_{\lambda_k}$ is positive definite. The index and nullity of the Hopf map will be given by the matrices of the operator $J^\psi$ restricted to $S^\psi_{\lambda_k}$:

i) $k = 0$. In this case $f_2$ and $f_3$ are constants, and an $L^2$-orthonormal basis of $S^\psi_{\lambda_0}$ is

$$B^\psi_{\lambda_0} = \left\{ \frac{1}{c}d\psi(X_2), \frac{1}{c}d\psi(X_3) \right\},$$

where $c^2 = \text{Vol}(S^3(\sqrt{2}))$. We have $J^\psi(d\psi(X_2)) = J^\psi(d\psi(X_3)) = 0$, so $J^\psi$, in the basis $B^\psi_{\lambda_0}$, is the zero matrix.

ii) $k = 1$. A basis of the first eigenfunctions of the Laplacian on $S^3(\sqrt{2})$ is $\{f^1(x) = \frac{x_i}{a}\}_{i=1}^4$, where $2a^2 = \text{Vol}(S^3(\sqrt{2}))$, making

$$B^\psi_{\lambda_1} = \{f^1_i d\psi(X_2)\}_{i=1}^4 \cup \{f^1_j d\psi(X_3)\}_{j=1}^4$$

an $L^2$-orthonormal basis for $S^\psi_{\lambda_1}$. The matrix of $J^\psi$ restricted to $S^\psi_{\lambda_1}$ is conditioned by the action of $X_1, X_2$ and $X_3$ on $B^\psi_{\lambda_1}$:

$$X_1 f^1_i = -\frac{f^1_i}{\sqrt{2}}, \quad X_1 f^2_1 = \frac{f^1_1}{\sqrt{2}}, \quad X_1 f^3_1 = -\frac{f^1_1}{\sqrt{2}}, \quad X_1 f^4_1 = \frac{f^1_1}{\sqrt{2}},$$

$$X_2 f^1_i = -\frac{f^1_i}{\sqrt{2}}, \quad X_2 f^2_1 = \frac{f^1_1}{\sqrt{2}}, \quad X_2 f^3_1 = -\frac{f^1_1}{\sqrt{2}}, \quad X_2 f^4_1 = \frac{f^1_1}{\sqrt{2}},$$

$$X_3 f^1_i = -\frac{f^1_i}{\sqrt{2}}, \quad X_3 f^2_1 = \frac{f^1_1}{\sqrt{2}}, \quad X_3 f^3_1 = -\frac{f^1_1}{\sqrt{2}}, \quad X_3 f^4_1 = \frac{f^1_1}{\sqrt{2}}.$$
Calculating $J^\psi(f_1^j d\psi(X_2))$ and $J^\psi(f_1^j d\psi(X_3))$ yields the matrix:

$$
\begin{pmatrix}
\frac{3}{2} & 0 & 0 & 0 & 0 & -2 & 0 & 0 \\
0 & \frac{3}{2} & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & \frac{3}{2} & 0 & 0 & 0 & 0 & -2 \\
0 & 0 & 0 & \frac{3}{2} & 0 & 0 & 2 & 0 \\
0 & 2 & 0 & 0 & \frac{3}{2} & 0 & 0 & 0 \\
-2 & 0 & 0 & 0 & \frac{3}{2} & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & \frac{3}{2} & 0 & 0 \\
0 & 0 & -2 & 0 & 0 & 0 & \frac{3}{2} & \frac{3}{2}
\end{pmatrix}
$$

Its eigenvalues are $-\frac{1}{2}$ and $\frac{7}{2}$, both of multiplicity 4.

**iii)** $k = 2$. Set:

$$
\begin{align*}
f_1^2 &= \frac{1}{b}(x^1 x^2 + x^3 x^4), \\
f_2^2 &= \frac{1}{b}(x^1 x^2 - x^3 x^4), \\
f_3^2 &= \frac{1}{b}(x^1 x^3 + x^2 x^4), \\
f_4^2 &= \frac{1}{b}(x^1 x^3 - x^2 x^4), \\
f_5^2 &= \frac{1}{b}(x^1 x^4 + x^2 x^3), \\
f_6^2 &= \frac{1}{b}(x^1 x^4 - x^2 x^3), \\
f_7^2 &= \frac{1}{2b}((x^1)^2 + (x^2)^2 - (x^3)^2 - (x^4)^2), \\
f_8^2 &= \frac{1}{2b}((x^1)^2 - (x^2)^2 + (x^3)^2 - (x^4)^2), \\
f_9^2 &= \frac{1}{2b}((x^1)^2 - (x^2)^2 - (x^3)^2 + (x^4)^2),
\end{align*}
$$

where $3b^2 = \text{Vol}(S^3(\sqrt{2}))$, then $\{f_i^2\}_{i=1}^9$ is an $L^2$-orthonormal basis of \( f \in C^\infty(S^3(\sqrt{2})), \Delta f = \lambda_2 f \), and

$$
B_{X_2}^\psi = \{f_i^2 d\psi(X_2)\}_{i=1}^9 \cup \{f_j^2 d\psi(X_3)\}_{j=1}^9
$$

an $L^2$-orthonormal basis for $S_{X_2}^\psi$. The vector fields $X_1, X_2, X_3$ act upon $B_{X_2}^\psi$ by:

$$
\begin{align*}
X_1 f_1^2 &= \sqrt{2} f_8^2, \\
X_1 f_2^2 &= \sqrt{2} f_9^2, \\
X_1 f_3^2 &= 0, \\
X_1 f_4^2 &= -\sqrt{2} f_5^2, \\
X_1 f_5^2 &= \sqrt{2} f_1^2, \\
X_1 f_6^2 &= 0, \\
X_1 f_7^2 &= 0, \\
X_1 f_8^2 &= -\sqrt{2} f_2^2, \\
X_1 f_9^2 &= \sqrt{2} f_3^2,
\end{align*}
$$

$$
\begin{align*}
X_2 f_1^2 &= \sqrt{2} f_6^2, \\
X_2 f_2^2 &= 0, \\
X_2 f_3^2 &= \sqrt{2} f_8^2, \\
X_2 f_4^2 &= \sqrt{2} f_5^2, \\
X_2 f_5^2 &= 0, \\
X_2 f_6^2 &= -\sqrt{2} f_1^2, \\
X_2 f_7^2 &= -\sqrt{2} f_4^2, \\
X_2 f_8^2 &= 0, \\
X_2 f_9^2 &= -\sqrt{2} f_3^2,
\end{align*}
$$

$$
\begin{align*}
X_3 f_1^2 &= 0, \\
X_3 f_2^2 &= -\sqrt{2} f_5^2, \\
X_3 f_3^2 &= \sqrt{2} f_7^2, \\
X_3 f_4^2 &= 0, \\
X_3 f_5^2 &= \sqrt{2} f_1^2, \\
X_3 f_6^2 &= \sqrt{2} f_8^2, \\
X_3 f_7^2 &= -\sqrt{2} f_2^2, \\
X_3 f_8^2 &= \sqrt{2} f_3^2, \\
X_3 f_9^2 &= 0.
\end{align*}
$$

From these relations, $J^\psi$ clearly preserves the subspaces generated by:

$$
\begin{align*}
B_1 &= \{f_1^2 d\psi(X_2), f_2^2 d\psi(X_2), f_3^2 d\psi(X_2)\} \cup \{f_1^2 d\psi(X_3), f_5^2 d\psi(X_3), f_8^2 d\psi(X_3)\}, \\
B_2 &= \{-f_5^2 d\psi(X_2), f_2^2 d\psi(X_2), f_7^2 d\psi(X_2)\} \cup \{-f_5^2 d\psi(X_3), f_8^2 d\psi(X_3), f_1^2 d\psi(X_3)\},
\end{align*}
$$

and

$$
\begin{align*}
B_3 &= \{f_1^2 d\psi(X_2), f_2^2 d\psi(X_2), -f_3^2 d\psi(X_2)\} \cup \{f_1^2 d\psi(X_3), f_5^2 d\psi(X_3), -f_8^2 d\psi(X_3)\},
\end{align*}
$$
and is represented by the same matrix in any of these three bases:

\[
\begin{pmatrix}
4 & 0 & 0 & 0 & 0 & 4 \\
0 & 4 & 0 & 0 & 0 & 0 \\
0 & 0 & 4 & -4 & 0 & 0 \\
0 & 0 & -4 & 4 & 0 & 0 \\
0 & 0 & 0 & 0 & 4 & 0 \\
4 & 0 & 0 & 0 & 0 & 4 \\
\end{pmatrix}
\]

of eigenvalues 0, 4 and 8, all of multiplicity 2.

(iv) For \( k > 2 \), \( J^\psi \) restricted to \( S_{\lambda_k}^\psi \) is positive definite. Indeed, the equality:

\[
(J^\psi(f_2d\psi(X_2)+f_3d\psi(X_3)), f_2d\psi(X_2)+f_3d\psi(X_3)) = \int_{S^3(\sqrt{2})} (\lambda_k((f_2)^2+(f_3)^2)-4\sqrt{2}(X_1f_3)f_2)\, v_g,
\]
calls for an upper bound of \( \int_{S^3(\sqrt{2})} (X_1f_3)f_2\, v_g \):

By Theorem 3.2 consider an \( L^2 \)-orthonormal basis \( \{ f_1^k, \ldots, f_{m_{\lambda_k}}^k \} \) of \( \{ f \in C^\infty(S^3(\sqrt{2})): \Delta f = \lambda_k f \} \) such that \( \Delta^V f_i^k = c_i f_i^k \), for any \( i \in \{ 1, \ldots, m_{\lambda_k} \} \), \( m_{\lambda_k} \) being the multiplicity of \( \lambda_k \). We have:

\[
\Delta^V f_3 = \Delta^V \left( \sum_{i=1}^{m_{\lambda_k}} a^i f_i^k \right) = \sum_{i=1}^{m_{\lambda_k}} a^i c_i f_i^k, \quad a^i \in \mathbb{R},
\]

and

\[
\int_{S^3(\sqrt{2})} (X_1f_3)^2\, v_g = \int_{S^3(\sqrt{2})} (\Delta^V f_3)f_3\, v_g
\]

\[
= \sum_{i,j=1}^{m_{\lambda_k}} \int_{S^3(\sqrt{2})} a^i c_i a^j f_i^k f_j^k v_g = \sum_{i,j=1}^{m_{\lambda_k}} a^i c_i a^j \delta_{ij} = \sum_{i=1}^{m_{\lambda_k}} (a^i)^2 c_i
\]

\[
\leq c \sum_{i=1}^{m_{\lambda_k}} (a^i)^2 = c \int_{S^3(\sqrt{2})} (f_3)^2\, v_g,
\]

where \( c = \max\{ c_1, \ldots, c_{m_{\lambda_k}} \} \). Plugging in the Cauchy inequality

\[
\left| \int_{S^3(\sqrt{2})} (X_1f_3)f_2\, v_g \right| \leq \left( \int_{S^3(\sqrt{2})} (X_1f_3)^2\, v_g \right)^{1/2} \left( \int_{S^3(\sqrt{2})} (f_2)^2\, v_g \right)^{1/2},
\]

yields:

\[
\left| \int_{S^3(\sqrt{2})} (X_1f_3)f_2\, v_g \right| \leq \sqrt{c} \left( \int_{S^3(\sqrt{2})} (f_3)^2\, v_g \right)^{1/2} \left( \int_{S^3(\sqrt{2})} (f_2)^2\, v_g \right)^{1/2} \leq \frac{\sqrt{c}}{2} \int_{S^3(\sqrt{2})} (f_2)^2+(f_3)^2\, v_g,
\]

and

\[
(J^\psi(f_2d\psi(X_2)+f_3d\psi(X_3)), f_2d\psi(X_2)+f_3d\psi(X_3)) \geq (\lambda-2\sqrt{2c}) \int_{S^3(\sqrt{2})} (f_2)^2+(f_3)^2\, v_g,
\]

hence \( J^\psi \) is positive definite.

Finally, from the eigenvalues of the above matrices, we reobtain that \( \psi \) has index 4 and nullity 8.
4.1. Description of \( \ker J^\psi \).

**Theorem 4.5.** The Hopf map \( \psi : \mathbb{S}^3(\sqrt{2}) \to \mathbb{S}^3(\frac{1}{\sqrt{2}}) \) is a harmonic map whose Jacobi operator \( J^\psi \) is negative definite on \( \{d\psi(\text{grad } f_1)\mid \Delta f_1 = \lambda_1 f_1 \} \subset C(\psi^{-1}T\mathbb{S}^3(\frac{1}{\sqrt{2}})) \).

**Proof.** Recall that \( J^\psi \) is negative definite on

\[
\{fd\psi(X_2) - \frac{\sqrt{2}}{}(X_1f)d\psi(X_3)\mid \Delta f = \lambda_1 f \},
\]

so \( f(x) = \langle u, x \rangle \), \( u \in \mathbb{R}^4 \), and \( f_1(x) = \langle v, x \rangle \), where \( v = \sqrt{2}(-u^3, u^4, u^1, -u^2) \), satisfies:

\[
fd\psi(X_2) - \frac{\sqrt{2}}{}(X_1f)d\psi(X_3) = (X_2f_1)d\psi(X_2) + (X_3f_1)d\psi(X_3) = d\psi(\text{grad } f_1).
\]

\( \square \)

**Proposition 4.6.** Let \( X = f_2X_2 + f_3X_3 \) be a horizontal vector field, where \( f_2, f_3 \in C^\infty(\mathbb{S}^3(\sqrt{2})) \). Then \( X \) is basic if and only if

\[
\Delta^V f_2 = 2f_2 \quad \text{and} \quad f_3 = -\frac{1}{\sqrt{2}}(X_1f_2).
\]

**Proof.** As \( d\psi(X_2) = b(f_2^2, f_1^2, -f_3^2) \) and \( d\psi(X_3) = b(f_2^2, -f_3^2, -f_3^2) \):

\[
d\psi(f_2X_2 + f_3X_3) = b(f_2^2 + f_3^2, f_2f_1^2 - f_3f_3^2, f_2f_3^2 - f_3f_3^2, -f_2f_3^2 - f_3f_3^2),
\]

and \( X = f_2X_2 + f_3X_3 \) is basic if and only if:

\[
\begin{cases}
X_1(f_2^2 + f_3^2) = 0 \\
X_1(f_2f_1^2 - f_3f_3^2) = 0 \\
X_1(f_2f_3^2 + f_3f_3^2) = 0.
\end{cases}
\]

\[
\Leftrightarrow \begin{cases}
(X_1f_2) + \sqrt{2}f_3 = 0 \\
(X_1f_3) - \sqrt{2}f_2 = 0.
\end{cases}
\]

and this system is equivalent to \( \Delta^V f_2 = 2f_2 \) and \( f_3 = -\frac{1}{\sqrt{2}}(X_1f_2) \). \( \square \)

This enables a characterization of \( \ker J^\psi \).

**Proposition 4.7.** Let \( X = f_2X_2 + f_3X_3 \), \( \Delta f_2 = \lambda_k f_2 \) and \( \Delta f_3 = \lambda_k f_3 \). Then \( d\psi(X) \in \ker J^\psi \) if and only if \( k = 0 \) or \( k = 2 \) and \( X \) is basic.

**Proof.** We saw that, if \( d\psi(X) \in \ker J^\psi \), \( k \) must be 0 or 2.

If \( k = 0 \), \( f_2 \) and \( f_3 \) are constants, and if \( k = 2 \), \( \ker J^\psi_{\mathbb{S}^3(\sqrt{2})} = \{fd\psi(X_2) - \frac{\sqrt{2}}{}(X_1f)d\psi(X_3)\mid \Delta^V f = 2f \}. \)

But \( X = fX_2 - \frac{1}{\sqrt{2}}(X_1f)X_3 \), where \( \Delta^V f = 2f \), is a basic vector field. \( \square \)

An even more precise description is:

**Theorem 4.8.** The kernel of the Jacobi operator \( J^\psi \) of the Hopf map is:

\[
\{d\psi(X)|X \in C(T\mathbb{S}^3(\sqrt{2})), X \text{ is Killing}\} \oplus \{(\text{grad } \tilde{f})\circ \psi|\tilde{f} \in C^\infty(\mathbb{S}^3(\frac{1}{\sqrt{2}})), \Delta \tilde{f} = \mu_1 \tilde{f}\}.
\]

**Proof.** First note that:

\[
\{Y \circ \psi|Y \in C(T\mathbb{S}^2(\frac{1}{\sqrt{2}})), Y \text{ is Killing}\} = \text{span}\{d\psi(X_4), d\psi(X_5), d\psi(X_6)\} \subset S^\psi_{\mathbb{S}^3(\sqrt{2})},
\]
and, as for any $\tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}}))$ we have $(\text{grad} \; \tilde{f}) \circ \psi = d\psi(\text{grad}(\tilde{f} \circ \psi)),$

$$\{(\text{grad} \; \tilde{f}) \circ \psi, \tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}})), \Delta \tilde{f} = \mu_1 \tilde{f}\} = \{d\psi(\text{grad}(\tilde{f} \circ \psi))\} \subset S^\psi_{\lambda_2}.$$ 

As $X_4^H, X_5^H, X_6^H$ and $\text{grad}(\tilde{f} \circ \psi)$ are basic, by Proposition 1.7,

$$\{Y \circ \psi \mid Y \in C(TS^2(\frac{1}{\sqrt{2}})), Y \text{ is Killing}\} \subset \ker J^\psi$$

and

$$\{(\text{grad} \; \tilde{f}) \circ \psi, \tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}})), \Delta \tilde{f} = \mu_1 \tilde{f}\} \subset \ker J^\psi.$$ 

Since both $\{Y \circ \psi \mid Y \in C(TS^2(\frac{1}{\sqrt{2}})), Y \text{ Killing}\}$ and $\{(\text{grad} \; \tilde{f}) \circ \psi, \tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}})), \Delta \tilde{f} = \mu_1 \tilde{f}\}$ have dimension 3 and $\psi$ has nullity 8:

$$\ker J^\psi = \text{span}\{d\psi(X_2), d\psi(X_3)\}$$

$$\oplus\{Y \circ \psi \mid Y \in C(TS^2(\frac{1}{\sqrt{2}})), Y \text{ Killing}\}$$

$$\oplus\{(\text{grad} \; \tilde{f}) \circ \psi, \tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}})), \Delta \tilde{f} = \mu_1 \tilde{f}\}.$$ 

As

$$\{d\psi(X) \mid X \in C(TS^2(\sqrt{2})), X \text{ Killing}\} = \text{span}\{d\psi(X_2), d\psi(X_3)\}$$

$$\oplus\{Y \circ \psi \mid Y \in C(TS^2(\frac{1}{\sqrt{2}})), Y \text{ Killing}\},$$

the theorem follows. \qed

Remark 4.9. Theorem 4.8 can be proven differently:

If $X$ is Killing, then $\Delta^\psi(\psi(X)) = 2d\psi(X)$ and so $J^\psi(d\psi(X)) = 0.$

Furthermore, if $Y \in C(TS^2(\frac{1}{\sqrt{2}})),$ one computes that:

$$J^\psi(Y \circ \psi) = J^1(Y) \circ \psi = (\Delta_H(Y) - 4Y) \circ \psi,$$

where $\textbf{1} : S^2(\frac{1}{\sqrt{2}}) \to S^2(\frac{1}{\sqrt{2}})$ is the identity map. As the eigenvalues of $\Delta_H$ on $S^2(\frac{1}{\sqrt{2}})$ are $\{2(k + 1)(k + 2) \mid k \in \mathbb{N}\}, J^\psi(Y \circ \psi) = 0$ if and only if $Y$ is Killing or $Y = \text{grad} \; \tilde{f}$ where $\tilde{f} \in C^\infty(S^2(\frac{1}{\sqrt{2}}))$ and $\Delta \tilde{f} = \mu_1 \tilde{f}.$ Now, a simple dimension count implies Theorem 4.8.

5. The biharmonic index and nullity of $\psi$

By definition, any harmonic map is a minimum of the bienergy, thus biharmonic stable. To ascertain the (biharmonic) nullity of the Hopf map $\psi : S^3(\sqrt{2}) \to S^2(\frac{1}{\sqrt{2}}),$ we need:

$$\text{trace}(\langle \cdot, d\psi^* \cdot \rangle) d\psi^* = V, \quad |d\psi|^2 = 2,$$

$$\text{trace}(d\psi^*, \Delta^\psi V) d\psi^* = \Delta^\psi V, \quad \text{trace}(d\psi^*, \text{trace}(d\psi^*, V) d\psi^*) d\psi^* = V,$$

and, replacing in (1.1), we obtain:

$$I^\psi(V) = \Delta^\psi \Delta^\psi(V) - 4\Delta^\psi V + 4V = J^\psi(J^\psi(V)).$$

Again, since homothetic transformations do not alter the spectrum of the operator $I^\psi,$ we attain:

Theorem 5.1. The Hopf map $\psi : S^3 \to S^2$ is biharmonic stable and its biharmonic and harmonic nullities coincide, i.e. equal 8.
6. ON THE BIHARMONIC AND HARMONIC INDICES OF THE HOPF MAP

Recall that, if \( \psi : M \rightarrow S^{n}(\mathbb{R}) \) is a nonconstant harmonic map of constant energy density, then \( \phi = i \circ \psi : M \rightarrow S^{n+1} \) is nonharmonic biharmonic. As to its stability we have:

**Theorem 6.1.** Let \( M \) be a compact manifold and \( \psi : (M, g) \rightarrow S^{n}(\mathbb{R}) \) a nonconstant harmonic map of constant energy density. The map \( \phi = i \circ \psi : M \rightarrow S^{n+1} \) is biharmonic unstable.

**Proof.** Simple considerations furnish:

\[
\text{trace}(\eta, d\phi \cdot d\phi) = 0, \quad |d\phi|^{2} = 2e(\psi), \quad \langle d\tau(\phi), d\phi \rangle = -4(e(\psi))^{2} \eta, \\
|\tau(\phi)|^{2} = 4(e(\psi))^{2}, \quad \text{trace}(\eta, d\tau(\phi) \cdot d\phi) = 0, \quad \text{trace}(\tau(\phi), d\eta \cdot d\phi) = 0, \\
\langle \tau(\phi), \eta \rangle \tau(\phi) = 4(e(\psi))^{2} \eta, \quad \text{trace}(d\phi \cdot, \Delta \phi \eta) d\phi = (\Delta \phi \eta)^{\top}, \quad \langle d\eta, d\phi \rangle \tau(\phi) = -4(e(\psi))^{2} \eta,
\]

and, by \((1.1)\):

\[
(I^{\phi}(\eta), \eta) = \int_{M} (|\Delta \phi \eta|^{2} - 4(e(\psi)) \langle \Delta \phi \eta, \eta \rangle - 12(e(\psi))^{2}) v_{g}.
\]

Since \( \Delta \phi \eta = 2e(\psi) \eta, (I^{\phi}(\eta), \eta) \) is strictly negative, i.e. \( \phi \) is biharmonic unstable. \( \square \)

For the Hopf map, we set \( V = d\phi(X) \), where \( X \in C(TS^{3}(\sqrt{2})) \) and, to find \( I^{\phi}(V) \), evaluate the terms:

\[
\text{trace}(V, d\phi \cdot d\phi) = V, \quad |d\phi|^{2} = 2, \quad \langle d\tau(\phi), d\phi \rangle V = -4V, \quad |\tau(\phi)|^{2} V = 4V, \\
\text{trace}(V, d\tau(\phi) \cdot d\phi) = -2V, \quad \text{trace}(\tau(\phi), dV \cdot d\phi) = 2V, \quad \langle \tau(\phi), V \rangle \tau(\phi) = 0, \\
\text{trace}(d\phi \cdot, \Delta \phi V) d\phi = (\Delta \phi V)^{\top}, \quad \langle dV, d\phi \rangle \tau(\phi) = \text{trace}(\nabla^{\psi} d\phi^{\psi}(X), d\psi) \tau(\phi).
\]

Replacing in \((1.1)\), we reach:

\[
I^{\phi}(V) = \Delta \phi \Delta \phi V - 3 \Delta V + (\Delta \phi V)^{\top} - 3V + 2 \text{trace}(\nabla^{\psi} d\phi^{\psi}(X), d\psi) \tau(\phi).
\]

Now, \( \Delta \phi V \) can be written

\[
\Delta \phi V = \Delta \psi V + 2 \text{trace}(\nabla^{\psi} d\phi^{\psi}(X), d\psi) \eta + V,
\]

thus, if \( f_{2}, f_{3} \in C^{\infty}(S^{2}(\sqrt{2})) \) with \( \Delta f_{2} = \lambda_{k} f_{2} \) and \( \Delta f_{3} = \lambda_{k} f_{3} \),

\[
\Delta \psi (d\phi f_{2} X_{2}) = (\lambda_{k} + 2)(\lambda k f_{2} \phi(X_{2}) + 2 \sqrt{2}(X_{1} f_{2} \phi(X_{3}) = (\lambda_{k} + 2)(\lambda k f_{3} \phi(X_{3}) - 2 \sqrt{2}(X_{1} f_{3} \phi(X_{2}), \\
\text{trace}(\nabla^{\psi} d\phi f_{2} X_{2}) \eta = (X_{2} f_{2}) \eta, \quad \text{trace}(\nabla^{\psi} d\phi f_{3} X_{3}) \eta = (X_{3} f_{3}) \eta,
\]

therefore

\[
I^{\phi}(f_{2} d\phi(X_{2})) = (\lambda k)^{2} f_{2} - 8(X_{1} f_{2}) - 4(X_{2} f_{2}) \phi(X_{2}) + 4 \sqrt{2}(\lambda_{k} + 2)(X_{1} f_{2} \phi(X_{3}) = (\lambda_{k} + 2)(\lambda k f_{3} \phi(X_{3}) - 4 \sqrt{2}(X_{3} f_{2} \phi(X_{2})) \eta, \\
I^{\phi}(f_{3} d\phi(X_{3})) = (-4 \sqrt{2}(\lambda_{k} + 2)(X_{1} f_{3} - 4(X_{2} f_{3}) \phi(X_{2}) + (\lambda_{k} + 2)(\lambda k f_{3} \phi(X_{3}) - 4 \sqrt{2}(X_{3} f_{3} \phi(X_{2})) \eta.
\]

Set \( W = f \eta \), where \( f \in C^{\infty}(S^{3}(\sqrt{2})) \), accordingly:

\[
I^{\phi}(W) = \Delta \phi \Delta \phi W - 4 \Delta \phi W + (\Delta \phi W)^{\top} - 12 W + 4 d\phi(\text{grad } f)
\]
and

$$\Delta^\phi W = (\Delta f + 2f)\eta - 2(X_2 f)d\phi(X_2) - 2(X_3 f)d\phi(X_3).$$

If \( f \in C^\infty(S^2(\sqrt{2})) \) with \( \Delta f = \lambda_k f):$

$$I^\phi(f\eta) = (-4\lambda_k(X_2 f) + 4\sqrt{2}(X_1 X_3 f))d\phi(X_2) + (-4\lambda_k(X_3 f) - 4\sqrt{2}(X_1 X_2 f))d\phi(X_3) + \left( (\lambda_k)^2 - 16 \right) f - 4(X_2 X_2 f) - 4(X_3 X_3 f) \right) \eta.$$

As \( X_1, X_2 \) and \( X_3 \) preserve the eigenspaces of the Laplacian, \( I^\phi \) preserves the subspace

$$S^\phi_{k} = \{ f_1 d\phi(X_2) | \Delta f_2 = \lambda_k f_2 \} \oplus \{ f_3 d\phi(X_3) | \Delta f_3 = \lambda_k f_3 \} \oplus \{ f\eta | \Delta f = \lambda_k f \},$$

for any \( k \in \mathbb{N} \).

In order to determine the index of \( I^\phi \) we follow the same approach as for \( J^\psi \).

1. \( k = 0 \). In this case

$$B^\phi_{\lambda_0} = \left\{ \frac{1}{\sqrt{c}}d\phi(X_2), \frac{1}{\sqrt{c}}d\phi(X_3), \frac{1}{\sqrt{c}}\eta \right\}$$

is an \( L^2 \)-orthonormal basis for \( S^\phi_{\lambda_0} \), where \( c^2 = \text{Vol}(S^3(\sqrt{2})) \). As \( I^\phi(d\phi(X_2)) = I^\phi(d\phi(X_3)) = 0 \) and \( I^\phi(\eta) = -16\eta \), the matrix of \( I^\phi \) in \( B^\phi_{\lambda_0} \) is

$$
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -16
\end{pmatrix}.
$$

2. \( k = 1 \). An \( L^2 \)-orthonormal basis for \( S^\phi_{\lambda_1} \) is

$$B^\phi_{\lambda_1} = \{ f_1^1 d\phi(X_2) \}_{i=1}^4 \cup \{ f_2^1 d\phi(X_3) \}_{j=1}^4 \cup \{ f_4 \eta \}_{k=1}^4.$$

Computing \( I^\phi(f_1^i d\phi(X_2)), I^\phi(f_2^j d\phi(X_2)) \) and \( I^\phi(f_1^i d\phi(X_2)), i, j, k \in \{1, \ldots, 4\} \) supplies the matrix

$$
\begin{pmatrix}
\frac{57}{4} & 0 & 0 & 0 & 0 & -12 & 0 & 0 & 0 & 0 & -\sqrt{2} & 0 \\
0 & \frac{57}{4} & 0 & 0 & 12 & 0 & 0 & 0 & 0 & 0 & \sqrt{2} & 0 \\
0 & 0 & \frac{57}{4} & 0 & 0 & 0 & 0 & -12 & \sqrt{2} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{57}{4} & 0 & 0 & 12 & 0 & 0 & -\sqrt{2} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{57}{4} & 0 & 0 & 0 & 0 & \sqrt{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{57}{4} & 0 & 0 & 0 & 0 & \sqrt{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{57}{4} & 0 & 0 & 0 & \sqrt{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{57}{4} & 0 & 0 & \sqrt{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{57}{4} & 0 & 0 & \sqrt{2} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{57}{4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{57}{4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{57}{4}
\end{pmatrix}
$$

of eigenvalues \(-\frac{15}{4} + 2\sqrt{10}, -\frac{15}{4} - 2\sqrt{10} \) and \( \frac{105}{4} \), all three of multiplicity 4.

3. \( k = 2 \). \( B^\phi_{\lambda_2} = \{ f_1^2 d\phi(X_2) \}_{i=1}^8 \cup \{ f_2^2 d\phi(X_3) \}_{j=1}^8 \cup \{ f_4 \eta \}_{k=1}^8 \) is an \( L^2 \)-orthonormal basis of \( S^\phi_{\lambda_2} \). As in the harmonic case, it is enough to compute the matrix of \( I^\phi \) in

$$\{ f_1^2 d\phi(X_2) \}_{i \in \{1,6,8\}} \cup \{ f_2^2 d\phi(X_3) \}_{j \in \{1,6,8\}} \cup \{ f_4 \eta \}_{k \in \{1,6,8\}}.$$
This matrix is
\[
\begin{pmatrix}
56 & 0 & 0 & 0 & 0 & 40 & 0 & 8\sqrt{2} & 0 \\
0 & 40 & 0 & 0 & 0 & 0 & -16\sqrt{2} & 0 & 0 \\
0 & 0 & 48 & -48 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -48 & 48 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 40 & 0 & 0 & 0 & 16\sqrt{2} \\
40 & 0 & 0 & 0 & 0 & 56 & 0 & -8\sqrt{2} & 0 \\
0 & -16\sqrt{2} & 0 & 0 & 0 & 0 & 8 & 0 & 0 \\
8\sqrt{2} & 0 & 0 & 0 & 0 & -8\sqrt{2} & 0 & 16 & 0 \\
0 & 0 & 0 & 0 & 16\sqrt{2} & 0 & 0 & 0 & 8 \\
\end{pmatrix}
\]
and its eigenvalues are 0, 96, 24 + 16\sqrt{3}, 24 − 16\sqrt{3}, of multiplicity two, and 32 of multiplicity one.

\textit{iv)} \( k > 2 \). Let \( V = f_2d\phi(X_2) + f_3d\phi(X_3) + f\eta \), where \( \Delta f_2 = \lambda_k f_2 \), \( \Delta f_3 = \lambda_k f_3 \), \( \Delta f = \lambda_k f \). By a straightforward computation:
\[
(I^\phi(V), V) = \int_{S^1(\sqrt{2})} \left( (\lambda_k)^2 + 4\lambda_k \right) (f_2)^2 + (\lambda_k)^2 + 4\lambda_k)(f_3)^2 + ((\lambda_k)^2 - 16) f^2 \\
+4(X_2 f_2 + X_3 f_3)^2 + (2\sqrt{2}(X_1 f_2) - 2(X_3 f))^2 + (2\sqrt{2}(X_1 f_3) + 2(X_2 f))^2 \\
-8\sqrt{2}(\lambda_k + 2)(X_1 f_2) f_2 - 8\lambda_k(X_2 f) f_2 - 8\lambda_k(X_3 f) f_3 \right) v_g \\
\geq \int_{S^1(\sqrt{2})} \left( ((\lambda_k)^2 + 4\lambda_k)(f_2)^2 + ((\lambda_k)^2 + 4\lambda_k)(f_3)^2 + ((\lambda_k)^2 - 16) f^2 \\
-8\sqrt{2}(\lambda_k + 2)(X_1 f_2) f_2 - 8\lambda_k(X_2 f) f_2 - 8\lambda_k(X_3 f) f_3 \right) v_g.
\]

As
\[
\left| \int_{S^3(\sqrt{2})} (X_i f_2) f_3 v_g \right| \leq \frac{\sqrt{c}}{2} \int_{S^1(\sqrt{2})} (f_2)^2 + (f_3)^2 v_g,
\]
we obtain
\[
(I^\phi(V), V) \geq \int_{S^1(\sqrt{2})} \left( (\lambda_k)^2 + 4\lambda_k - 4\sqrt{2}c(\lambda_k + 2) - 4\lambda_k\sqrt{c} \right) ((f_2)^2 + (f_3)^2) \\
+ ((\lambda_k)^2 - 8\lambda_k\sqrt{c} - 16) f^2 \right) v_g.
\]

Let \( A = (\lambda_k)^2 + 4\lambda_k - 4\sqrt{2}c(\lambda_k + 2) - 4\lambda_k\sqrt{c} \) and \( B = (\lambda_k)^2 - 8\lambda_k\sqrt{c} - 16 \), then
\[
A \geq \frac{k^2(k + 2)^2}{4} + 2k(k + 2) - 2k(k + 2)^4 - \sqrt{2}k^2(k + 2) > 0, \quad \forall k \geq 12
\]
and
\[
B \geq \frac{k^2(k + 2)^2}{4} - 2\sqrt{2}k^2(k + 2) - 16 > 0, \quad \forall k \geq 10.
\]

Therefore, \( I^\phi \) restricted to \( S^3_{\lambda_k} \) is positive definite for any \( k \geq 12 \).

From this analysis we conclude:

\textbf{Theorem 6.2.} The index of the biharmonic map \( \phi : S^3 \to S^3 \) is at least 11 while its nullity is bounded from below by 8.
6.1. The basic biharmonic index and nullity of $\phi$. Let $S$ be the subspace of $C(\phi^{-1}TS^3)$ defined by:
\[ S = \{ X \circ \psi | X \in C(TS^2(\frac{\nu}{\phi})) \} \oplus \{ (\tilde{f} \circ \psi)\eta | \tilde{f} \in C^\infty(S^2(\frac{\nu}{\phi})) \}. \]

Set $V = X \circ \psi$ and $W = f\eta$, where $f = \tilde{f} \circ \psi$. We have:
\[
I^\phi(V) = \Delta^\phi \Delta^\phi V - 3\Delta^\phi V + (\Delta^\phi V)^\top - 3V - 4((\operatorname{div} X) \circ \psi)\eta,
\]
\[
I^\phi(W) = \Delta^\phi \Delta^\phi W - 4\Delta^\phi W + (\Delta^\phi W)^\top - 12W + 4(\operatorname{grad} \tilde{f}) \circ \psi,
\]
\[
\Delta^\phi V = (X - \operatorname{trace} \nabla^2 X) \circ \psi + 2((\operatorname{div} X) \circ \psi)\eta = (\Delta^1 X) \circ \psi,
\]
\[
\Delta^\phi(f\eta) = ((\Delta \tilde{f} + 2\tilde{f}) \circ \psi)\eta - 2(\operatorname{grad} \tilde{f}) \circ \psi = (\Delta^1(\tilde{f}\eta)) \circ \psi,
\]
where $i : S^2(\frac{\nu}{\phi}) \rightarrow S^3$ is the canonical inclusion. From these relations we deduce that $I^\phi(V) = (I^1(X)) \circ \psi$ and $I^\phi(W) = (I^1(\tilde{f}\eta)) \circ \psi$, so $I^\phi$ preserves the subspace $S$ and the restriction of $I^\phi$ to $S$, $I^\phi_S$, has the same spectrum as $I^1$. Thus, using Propositions 5.1. and 5.2. in [13], we conclude:

**Theorem 6.3.** The index of $I^\phi_S$ is 1 and its nullity is 6. Moreover, the subspace which gives the index of $I^\phi_S$ is $\{ c\eta | c \in \mathbb{R} \}$ and the subspace which gives the nullity is $\{ X \circ \psi | X \text{ is Killing} \} \oplus \{ 2(\tilde{f} \circ \psi)\eta + (\operatorname{grad} \tilde{f}) \circ \psi|\Delta \tilde{f} = \mu_1 \tilde{f} \}$. 
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