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Abstract

We study the efficient approximation of highly oscillatory integrals using Filon methods. A crucial step in the implementation of these methods is the accurate and fast computation of the Filon quadrature moments. In this work we demonstrate how recurrences can be constructed for a wide class of oscillatory kernel functions, based on the observation that many physically relevant kernel functions are in the null space of a linear differential operator whose action on the Filon interpolation basis is represented by a banded (infinite) matrix. We discuss in further detail the application to two classes of particular interest, integrals with algebraic singularities and stationary points and integrals involving a Hankel function. We provide rigorous stability results for the moment computation for the first of these classes and demonstrate how the corresponding Filon method results in an accurate approximation at truly frequency-independent cost. For the Hankel kernel, we derive error estimates which describe the convergence behaviour of the method in terms of frequency and number of Filon quadrature points. Finally, we show how Filon methods with recursive moment computation can be applied to compute efficiently integrals arising in hybrid numerical-asymptotic collocation methods for high-frequency wave scattering on a screen.
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1 Introduction

The efficient numerical approximation of highly oscillatory integrals is an essential step in the simulation of many physical systems involving high-frequency phenomena. Although efficient methods for the computation of certain highly oscillatory integrals had been discovered as early as the first half of the twentieth century by Louis Napoleon George [10], and thorough research over the past decades has lead to an immense increase in efficiency and applicability of such methods [5], many open problems remain. Amongst them is the computation of Filon quadrature moments, the so-called ‘moment-problem’, which can be given in simple explicit form only
for isolated instances of interpolation bases and oscillators. This hinders the direct application of Filon methods to several important classes of integrals which involve complicated oscillatory kernel functions, including integrals arising in hybrid numerical-asymptotic boundary integral methods for high-frequency wave scattering where oscillatory basis functions need to be integrated against a singular, oscillatory Green’s function [3].

In the present work we address this problem by providing a method for the construction of recursive relations satisfied by the Filon quadrature moments, which leads to a very efficient strategy for finding the moments in a range of settings. This is a continuation of extensive work on Filon methods over the past two decades which was started by [21, 22] and [23] who were the first to provide a detailed asymptotic error analysis and an extension of the ideas presented by [10] specifically describing the favourable asymptotic properties of Filon methods in the high-frequency regime. Improvements to the Filon method by reducing the asymptotic error were introduced by [24] through including information about the derivative values of the amplitude function \( f \) and resulted in the development of the extended Filon method which was studied in greater detail by [11, 12]. With the goal to understand the quadrature error uniformly also for small frequencies, it was shown by [32] that the error analysis of Filon methods for non-stationary oscillators can essentially be reduced to the study of the interpolation error of the amplitude function at the relevant quadrature points. Both [32] (based on analyticity properties in a neighbourhood of the domain of integration) and [9] (based on the regularity of the amplitude in certain periodic Sobolev spaces) use this observation to provide error estimates that are explicit in the frequency of oscillations as well as the number of interior quadrature points in the non-stationary case.

The interest in extending these Filon methods from simple linear oscillators to more general kernels has led to work by [34, 35] who described a moment-free version of the Filon method that is applicable to algebraic singularities and stationary points. A different type of approach involves recursive moment computation, which has been successfully applied to a number of individual cases in the context of Clenshaw–Curtis interior points: for integrals involving Bessel functions of linear arguments by [37], for exponential oscillators with linear phase functions by [9] and for exponential oscillators with linear phase and a logarithmic amplitude singularity by [7]. Our present work can be seen as a generalisation of these previous recursive approaches. In a related context of computing indefinite integrals over oscillatory and singular functions using a Levin-type method, [26, 27] described a method for the recursive computation of Chebyshev coefficients for functions that satisfy a linear differential equation with polynomial coefficients. This is based on earlier work by [30] on the recursive computation of Jacobi coefficients of special functions satisfying similar differential equations. The ideas underpinning these final three studies, namely that the null space of certain differential operators can be related to expansions in a Hilbert basis whose coefficients satisfy recurrences, are closely related to Thm. 1 in our present work.

In recent years, high-frequency wave scattering has provided strong motivation for further advances in the development of highly oscillatory quadrature. [8] constructed a composite (graded) version of the Filon method that can be applied to arbitrary algebraic and logarithmic singularities, and which has been successfully applied to hybrid numerical-asymptotic methods in wave scattering by [3, 28] and [36]. While this method is already significantly better than traditional quadrature, the flexibility of this graded method comes at the price of losing some of the favourable asymptotic properties of Filon methods, and we will see in the present work how this may be overcome in certain cases by the construction of a direct Filon method for the corresponding integrals. An alternative approach to computing highly oscillatory integrals is numerical steepest descent which was introduced by [20]. Numerical steepest descent has recently been applied by [17] to wave scattering problems on multiple screens in the case where the screens are aligned (see [15, 16]). These results serve as a reference for the application of our
methods to a collocation method in high-frequency wave scattering in §5.5.

The structure and main results of this manuscript are as follows: We begin with a general description of the extended Filon method as introduced by [11, 12] in §2. This is setting the scene for the ‘moment-problem’ in Filon methods, and specifically for our first main result, Thm. 1 which we prove in §3. The theorem provides a set of sufficient conditions for Filon moments to satisfy recurrences, and is based on the observation that many relevant interpolation bases are in fact a (scaled) Hilbert basis of a weighted $L^2$-space and that several relevant oscillators satisfy certain differential equations. Following two instructive examples, we focus on applying this methodology to Filon–Clenshaw–Curtis methods in §4 & §5.

Specifically, in §4 we construct a direct Filon–Clenshaw–Curtis method for integrals with either a stationary point or an algebraic singularity. In this section our main results are the rigorous stability analysis for the corresponding moment recurrences in theorems 2 & 3. Although we focus our attention to the initial stability regime (which is most relevant for practical computations) we also indicate how one may use Oliver’s algorithm [33] for the stable computation of the tail (which is mostly of theoretical interest since in practice the computational advantage of Filon methods over classical quadrature exists only when the number of required moments is smaller than the frequency of the oscillator $N \lesssim \omega$). Numerical examples are included in §4.4 demonstrating the advantage of this direct application of the Filon method over composite versions.

The second major application of our methodology is described in §5, where we consider the direct construction of Filon methods for hybrid numerical-asymptotic collocation methods for high-frequency wave scattering on a screen. The first step in this construction is the proof of a Filon paradigm in Prop. 1 which is a simple, but non-trivial result describing the asymptotic behaviour of the integral over the combination of a linear exponential oscillator and a Hankel function, the latter of which has a frequency dependent singularity in the domain of integration. This facilitates the study of error estimates that are explicit in both frequency and number of interior points in Corollary 2. Although the stability for the relevant moment recurrences is non-tractable for analytic study, these recurrences provide an extremely efficient way to compute the Filon moments in practice when combined with the expressions for initial moments found in Lemma 3. We evaluate the practical performance of the method based on an example of a hybrid numerical-asymptotic method describing the scattering of a Gaussian beam by a finite plate in §5.5.

Our results are summarised and an outlook towards future research directions is provided in the concluding remarks in §6.

2 The extended Filon method

We begin with a review of the extended Filon method as introduced by [24] and [11, 12] based on the following generic form of a one-dimensional oscillatory integral:

$$I_\omega[f] = \int_a^b f(x) h_\omega(x) dx, \quad -\infty < a < b < \infty.$$  

Here the kernel function $h_\omega(x)$ is an $\omega$-oscillatory function, by which we broadly mean a function whose oscillations depend on $\omega$. One may think of the example $h_\omega(x) = \exp(i\omega g(x))$ with a suitable choice of $g$, although in §5 we will also study the possibility when $h_\omega(x)$ is expressed in terms of certain special functions. Filon quadrature methods are designed to approximate $I_\omega[f]$ with good accuracy and at uniform cost when $\omega \gg 1$. [24] observed that for $h_\omega(x) = \exp(i\omega g(x))$ with $g'(x) \neq 0, x \in (a, b)$, the asymptotic expansion of $I_\omega[f]$ for large $\omega$ depends only on the values
$S = \{ f^{(j)}(a), f^{(j)}(b) \mid j = 0, 1, \ldots \}$ and thus proposed to construct a Filon quadrature method by computing $Q_{\nu, s}^{[\nu, s]}[f] := I_{\nu}[p]$, where $p$ is an interpolating polynomial of degree $2s + \nu + 1$ satisfying the Hermite-type interpolation conditions

$$p^{(j)}(a) = f^{(j)}(a), \quad p^{(j)}(b) = f^{(j)}(b), \quad j = 0, \ldots, s \quad \text{and} \quad p(c_l) = f(c_l), \quad l = 1, \ldots, \nu, \quad (1)$$

for some specified interior interpolation points $a = c_0 < c_1 < \cdots < c_\nu < c_{\nu+1} = b$. Since the asymptotic behaviour of $I_{\nu}[f]$ is determined by the values $S$, one can show that the asymptotic error of this quadrature method is

$$\left| Q_{\nu, s}^{[\nu, s]}[f] - I_{\nu}[f] \right| = O(\omega^{-s-2}), \quad \omega \to \infty,$$

i.e. it can be made to decay at an arbitrary algebraic rate in $\omega$ so long as $f$ possesses a sufficient number of derivatives on $[a, b]$ (cf. [13] and Prop. [1]). This idea extends more generally also to oscillators with stationary points and to higher dimensions: as long as the derivative values of $f$ up to certain order on a specified set of points, the asymptotic error of the Filon quadrature method constructed analogously to above decays in $\omega$. For integrals of the form $\int_{\Omega} f(x) \exp(\omega g(x)) \, dx$ where $\Omega \subset \mathbb{R}^n$ is a polytope and $f, g$ are sufficiently differentiable, this set of points is known to consist of vertices of the polytope, stationary points (points $x \in \partial \Omega$ where $\nabla g(x) = 0$) and hidden stationary points (points $x \in \partial \Omega$ where $\nabla g(x)$ is orthogonal to $\partial \Omega$). For more details we refer the reader to [5 §2.4 & §4].

2.1 The Achilles’ heel of Filon methods: Moment computation

In practice the interpolation problem (1) is solved by finding the coefficients of $p$ with respect to a given set of interpolation basis functions $\{ \phi_n \}_{n=0}^{\nu+2s+1}$. These are typically polynomials on finite intervals, but we shall see an example below where $\phi_n$ can be taken to be Fourier modes (see example [1]). Although formally there is no difference in the particular choice of finite degree polynomial basis, the conditioning and (as explained in [2, 2]) the speed of the interpolation algorithm are affected and, depending on the choice of interior nodes $c_l, l = 1, \ldots, \nu$, in several cases it is advantageous to express the interpolating polynomial in terms of its coefficients with respect to a specific basis of orthogonal polynomials. Following the solution of the interpolation problem (1) the polynomial $p$ is thus expressed in the form

$$p(x) = \sum_{n=0}^{\nu+2s+1} p_n \phi_n(x)$$

and we compute the Filon quadrature as $Q_{\nu, s}^{[\nu, s]}[f] = \sum_{n=0}^{\nu+2s+1} p_n I_{\nu}[\phi_n]$. Hence an important step in the Filon method is to evaluate the Filon quadrature moments $\{ I_{\nu}[\phi_n] \}_{n=0}^{\nu+2s+1}$. For a general oscillator $h_\omega(x)$ this task is extremely tricky, mainly because explicit expressions for the moments are only rarely available or given in terms of special functions that are computationally expensive to evaluate. Thus it is fair to say that the computation of moments is the Achilles’ heel of Filon methods.

2.2 Fast interpolation at Filon–Clenshaw–Curtis points

Before embarking on a more thorough study of recursive moment computation, let us consider the choice of interior interpolation points in greater detail. A good choice of interior points $c_n$ is determined by a number of competing goals: accuracy for $\omega \gg 1$, uniform accuracy, simplicity.
of coefficients, and, for large values of \( \nu \), minimization of computation cost for the interpolation problem. This aspect was studied in \([5, \S 4.2]\), and it was first shown by \([9]\) that for finite intervals \([a, b]\) a particularly interesting choice of intermediate interpolation points are shifted Clenshaw–Curtis points: Suppose without loss of generality \( a = -1, b = 1 \), then the Clenshaw–Curtis points are given by

\[
c_l = \cos\left(\frac{l\pi}{\nu + 1}\right), \quad l = 0, \ldots, \nu + 1.
\]  

(2)

It is well-known that for \( s = 0 \) the solution of the interpolation problem \([1]\) can be expressed as a finite linear combination of Chebyshev polynomials \( T_n \) using a single application of a Discrete Cosine Transform, DCT-I, bringing the cost of the interpolation part of the Filon method to just \( O(\nu \log \nu) \) operations (cf. \([10]\) and references therein). The work by \([9]\) is particularly close to the present manuscript as it proposed a recursive approach for computing the Chebyshev moments \( I_{\nu}[T_n] \) for a linear exponential oscillator \( \exp(i\omega x) \). Our present work can be seen as a generalisation of this recursive approach. The advantageous interpolation properties of interior Chebyshev points carry over to non-zero values of \( s \) as was shown by \([11]\): the interpolation problem \([1]\) for \( p \) in a basis of Chebyshev polynomials can be solved very efficiently by a single application of DCT-I, and the solution of a small auxiliary linear system of size \( 2s \times 2s \), bringing the overall cost of interpolation to \( O(\nu \log \nu + \nu s + s^3) \). For full details on this procedure we refer the reader to the original work \([11]\).

It is possible, however, for the asymptotic behaviour of the integral \( I_\omega[f] \) to also depend on interior values of \( f \), for instance in the presence of a stationary point of \( h_\omega \). Subject to a few minor modifications, which we describe in Appendix A, the aforementioned procedure can also be used to solve efficiently the following interpolation problem: Compute \( q \), the unique polynomial of degree \( 3s + \nu + 1 \) such that

\[
q^{(j)}(0) = f^{(j)}(0), \quad j = 1, \ldots, s,
\]

\[
q^{(j)}(\pm 1) = f^{(j)}(\pm 1), \quad j = 0, \ldots, s,
\]

and

\[
q(c_l) = f(c_l), \quad l = 1, \ldots, \nu,
\]

(3)

where \( c_l \) are as in \([2]\) and this time we take \( \nu \) to be odd, to ensure that \( 0 = c_{(\nu-1)/2} \) is amongst the interior points. Indeed, as was the case for \([1]\), the Chebyshev coefficients of \( q \) can again be found in \( O(\nu \log \nu + \nu s + s^3) \) operations. We will use this result when considering integrals with stationary points and algebraic singularities at the origin in \( \S 4 \).

3 Recursive moment computation in Filon methods

As remarked above a crucial step in the Filon method is the accurate and efficient computation of the quadrature moments \( I_\omega[\phi_n] \). In this section we present a constructive result that can be used to find recurrences for these quadrature moments in a range of settings, by regarding them as the coefficients in a Hilbert basis formed by the (appropriately scaled) interpolation basis. This generally yields a highly efficient way for computing Filon moments, provided initial conditions for the recurrence can be found.

We note that a related result for the recursive computation of Chebyshev coefficients of functions satisfying linear ODEs with polynomial coefficients is given in Lemma 2.4 by \([27]\) and we also highlight similar work by \([30]\) for the recursive computation of Jacobi coefficients of functions satisfying linear ODEs with polynomial coefficients. The general constructive result is given in Thm. \([4]\) but we shall relax some of the assumptions in the sequel. We provide a rigorous stability analysis of some of these types of recurrences for Filon–Clenshaw–Curtis methods in \( \S 4 \).
In the following we will, for some measurable weight function \( W : [a, b] \to [0, \infty) \) such that \( W(x)dx \) is a non-trivial Borel measure, denote by \( L^2([a, b], W) \) the usual space of functions which are square integrable against the weight function \( W \), together with the inner product

\[
(f, g)_{L^2([a, b], W)} = \int_a^b f(x)g(x)W(x)dx.
\]

In the statement of the central theorem it will be helpful to refer to the following spaces of functions:

**Definition 1.** Given an orthonormal set of basis functions \( \{\phi_n\}_{n \in \mathcal{I}} \) (\( \mathcal{I} = \mathbb{N} \) or \( \mathbb{Z} \)) of \( L^2([a, b], W) \), we denote by \( H^s([a, b], W) \) for any \( s \geq 0 \) the space

\[
H^s([a, b], W) := \left\{ f \in L^2([a, b], W) \mid \|f\|_{H^s([a, b], W)} < \infty \right\},
\]

where we introduced the notation

\[
\|f\|_{H^s([a, b], W)} := \left( \sum_{m \in \mathcal{I}} |m|^{2s} \left| (f, \phi_m)_{L^2([a, b], W)} \right|^2 \right)^{\frac{1}{2}}, \quad [m] = \begin{cases} 1, & m = 0, \\ \frac{1}{|m|}, & m \neq 0. \end{cases}
\]

Analogous to the theory of Sobolev spaces on periodic domains it is straightforward to check that \( H^s([a, b], W) \) together with \( \cdot \| \cdot \) is a Hilbert space, that for any \( s > t \geq 0 \), \( H^s([a, b], W) \subset H^t([a, b], W) \), and that \( H^0([a, b], W) = L^2([a, b], W) \). Let us denote, for \( s > 0 \), by \( H^{-s}([a, b], W) \) the continuous dual space of \( H^s([a, b], W) \). Since the dual space of \( L^2([a, b], W) \) is represented by \( L^2([a, b], W) \), we have a natural embedding \( L^2([a, b], W) \subset H^{-s}([a, b], W) \) for any \( s > 0 \). Similar to Sobolev spaces on periodic domains we then have a natural expression for the norm of \( f \in L^2([a, b], W) \subset H^{-s}([a, b], W) \)

\[
\|f\|_{H^{-s}([a, b], W)} := \sup_{g \in H^{s}([a, b], W) \cap L^2([a, b], W)} |\langle g, f \rangle_{s \times -s}| = \left( \sum_{m \in \mathcal{I}} |m|^{-2s} \left| (f, \phi_m)_{L^2([a, b], W)} \right|^2 \right)^{\frac{1}{2}}
\]

where in the above we denoted by \( \langle \cdot, \cdot \rangle_{s \times -s} : H^s([a, b], W) \times H^{-s}([a, b], W) \to \mathbb{C} \) the natural duality pairing. Note that for \( f \in H^s([a, b], W) \cap L^2([a, b], W), g \in H^{-s}([a, b], W) \cap L^2([a, b], W) \) we have

\[
\langle f, g \rangle_{s \times -s} = (f, g)_{L^2([a, b], W)}.
\]

A simple argument then shows that \( H^{-s}([a, b], W) \) is the completion of \( L^2([a, b], W) \) with respect to the norm \( \| \cdot \|_{H^{-s}([a, b], W)} \) i.e. that \( L^2([a, b], W) \) is a dense subspace. These arguments are analogous to the theory of standard Sobolev spaces on periodic domains which can be found for instance in [33]. With these tools we are now able to provide a sufficient condition that ensures existence of recurrences for the moments of the Filon method.

**Theorem 1.** Let \( \{\phi_n\}_{n \in \mathcal{I}} \) (\( \mathcal{I} = \mathbb{N} \) or \( \mathbb{Z} \)) be a a complete orthonormal set of basis functions of \( L^2([a, b], W) \) where \( -\infty < a < b < \infty \) and \( W : [a, b] \to [0, \infty) \) is a measurable weight function such that \( W(x)dx \) is a non-trivial Borel measure. Consider the moments expressed in the form

\[
\sigma_n = \int_a^b \phi_n(x)h_\omega(x)W(x)dx.
\]
We assume the existence of a linear differential operator \( L_\omega \) of order \( s \in \mathbb{N} \) such that \( L_\omega : H^{s+\epsilon}([a, b], W) \to H^s([a, b], W) \) is bounded for some \( t \geq 0 \), that \( h_\omega \in H^{s+\epsilon}([a, b], W) \) and \( L_\omega h_\omega = 0 \). Suppose further that the action of \( L_\omega \) on the conjugate of the basis functions is given by a banded (infinite) matrix \( B_{mn} \) with bandwidth \( k \), such that

\[
L_\omega \bar{\phi}_m = \sum_{m \in I} B_{mn} \bar{\phi}_n.
\]

Then the moments satisfy a \( k+1 \)-term recurrence relation, \( \sum_{n \in I} B_{mn}^T \sigma_n = 0 \), which together with \( k \) initial or boundary conditions uniquely determines all moments.

**Proof.** Let us consider the adjoint map \( L_\omega^* : H^{-s-\epsilon}([a, b], W) \to H^{-s-\epsilon}([a, b], W) \). Clearly, the set of complex conjugates \( \{ \bar{\phi}_n \}_{n \in I} \) is also a Hilbert basis for \( L^2([a, b], W) \). As noted above, \( L^2([a, b], W) \) is dense in \( H^{-s-\epsilon}([a, b], W) \), meaning in particular that

\[
\text{cl}_{H^{-s-\epsilon}([a, b], W)} \left[ \text{span} \{ \bar{\phi}_n \}_{n \in I} \right] = H^{-s-\epsilon}([a, b], W).
\]

Thus we can write \( L_\omega^* \bar{\phi}_n = \lim_{N \to \infty} \sum_{|m| \leq N} a_{nm} \bar{\phi}_m \) for some \( a_{nm} \in \mathbb{C} \) and since \( \langle L_\omega^* \bar{\phi}_n, \bar{\phi}_n \rangle_{L^2([a, b], W)} = \langle \bar{\phi}_n, L_\omega \bar{\phi}_n \rangle_{L^2([a, b], W)} \), we have \( a_{nm} = B_{mn} \), i.e. \( L_\omega \bar{\phi}_n = \sum_{m \in I} B_{mn} \bar{\phi}_m \). Hence the action of the adjoint \( L_\omega^* \) on \( \bar{\phi}_n \) is given in terms of the banded infinite matrix \( B^T \). We conclude the proof by noting that the moments are the coefficients of \( h_\omega \) with respect to the basis \( \{ \bar{\phi}_n \}_{n \in I} \). Therefore, for all \( n \in I \),

\[
\sum_{n \in I} B_{mn}^T \sigma_n = \sum_{n \in I} B_{mn}^T \langle h_\omega, \phi_n \rangle_{L^2([a, b], W)} = \langle h_\omega, \sum_{n \in I} B_{mn} \bar{\phi}_n \rangle_{L^2([a, b], W)} = \langle L_\omega h_\omega, \bar{\phi}_n \rangle = 0,
\]

where we used \([\mathbb{I}]\) and the fact that \( B_{mn} \) is banded, so that all the sums are over a finite number of non-zero terms. \( \square \)

**Remark 1.** The central step in the above proof is to see that the formal operator which is represented by the matrix \( B^T \) corresponds to the continuous adjoint of the differential operator \( L_\omega \) with respect to the appropriate spaces as defined above. With this in mind we may, in essence, regard the final step in the proof

\[
\langle h_\omega, L_\omega^* \bar{\phi}_n \rangle_{L^2([a, b], W)} = \langle L_\omega h_\omega, \bar{\phi}_n \rangle_{L^2([a, b], W)}
\]

as an integration-by-parts argument. In general, integration-by-parts would introduce a contribution from the boundary of the domain at \( x = a, b \), and these terms are implicitly accounted for in \( L_\omega^* \). However, due to the representation of this operator by \( B^T \) these boundary terms do not affect the banded matrix representation. If our basis \( \{ \phi_n \}_{n \in I} \) includes the constant function, i.e. without loss of generality if \( \phi_0(x) = \int_a^b W(y)dy^{-1} \) then the boundary terms (which are constants) would introduce a column of infinitely many non-zero constants in \( B^T \), i.e. \( B_{0m}^T \neq 0 \) for infinitely many \( m \in I \). Thus the matrix would no longer be banded. Therefore, whenever our basis includes a constant function (which is the case for all examples considered in this manuscript) the banded representation of \( L_\omega \) means that \( L_\omega \) is constructed such that all boundary terms in the above integration-by-parts step vanish.

**Remark 2.** In Def. \([\mathbb{I}]\) and the statement and proof of Thm \([\mathbb{I}]\) the only properties we required about the domain \([a, b]\) were the existence of a topology and the notion of a derivative (\( L_\omega \) is

---
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a differential operator). Therefore, the above holds equally if we replaced \([a, b]\) by an arbitrary closed subset of a topological vector space. In particular, Thm. 1 can be proved analogously if we replace \([a, b]\) by the entire real line \((-\infty, \infty)\), a periodic interval \([0, 2\pi]\) or a general closed subset \(D \subset \mathbb{R}^n\).

Note in several important cases it is possible to find initial conditions in terms of special functions, or, alternatively, in terms of simple integrals that can be approximated efficiently (for instance exponentially decaying integrals as in Lemma 3). Moreover, the choice of \(L_\omega\) is not unique, but in practice it is often possible to spot a simple choice by inspection, leading to a low-order recurrence. Let us begin by illustrating the result with a simple example where recurrences for moments are already well-known:

**Example 1.** Consider \(f \in L^2([0, 2\pi]) \cap C_{\text{per}}([0, 2\pi])\) and the oscillatory integral

\[
I_\omega[f] := \int_0^{2\pi} e^{i\omega \cos x} f(x) \, dx.
\]

In this case a natural interpolation basis is the Fourier basis \(\{\frac{1}{\sqrt{2\pi}} e^{inx}\}_{n \in \mathbb{Z}}\), which has good interpolation properties on equispaced points, and which is also a Hilbert basis for \(L^2([0, 2\pi])\). The oscillator in the weighted space is \(h_\omega(x) = \sqrt{2\pi} e^{i\omega \cos x}\), satisfying

\[
L_\omega h_\omega = 0, \quad L_\omega = \frac{d}{dx} + i\omega \sin x.
\]

Let us check carefully that the conditions of Thm. 1 are satisfied. To begin with, we note that in the present setting the spaces \(H^s([0, 2\pi]), 1)\) mentioned above restrict to the standard Sobolev spaces on the periodic domain \([0, 2\pi]\). By the Sobolev embedding theorem, \(H^2([0, 2\pi]), 1) \subset C_{\text{per}}([0, 2\pi]),\) i.e. any function in \(H^2\) is at least once continuously differentiable (this is true in fact for \(f \in H^s\) any \(s > 3/2\), but for us the weaker observation suffices). Moreover, one can easily check that \(L_\omega : H^2([0, 2\pi]), 1) \rightarrow H^1([0, 2\pi]), 1)\) is bounded, and that \(h_\omega \in C^\infty_{\text{per}}([0, 2\pi]) \subset H^2([0, 2\pi]), 1)\).

Moreover, \(L_\omega \phi_n = \left(\frac{d}{dx} + i\omega \sin x\right) \frac{1}{\sqrt{2\pi}} e^{-inx} = \frac{\omega}{2} \phi_{n-1} - i\omega \phi_n - \frac{\omega}{2} \phi_{n+1}\).

Thus by Thm. 1 we deduce that the Filon moments, \(\sigma_n = L_\omega[\phi_n]\) must satisfy the following recurrence

\[
-\frac{\omega}{2} \sigma_{n-1} - i\sigma_n + \frac{\omega}{2} \sigma_{n+1} = 0.
\]

This recurrence provides a highly efficient way of computing the moments, and we have actually recovered a well-known relation: In the present case the moments can be expressed in terms of Bessel functions of the first kind, \(J_n\) (cf. the integral expression [2, Eq. 9.1.21])

\[
\sigma_n = \sqrt{2\pi} e^{i\omega n} J_n(\omega)
\]

and the recurrence [5] is equivalent to the Bessel recurrence satisfied by \(J_n\) [2, Eq. 9.1.27].

The next example concerns a case where, to the best of our knowledge, recurrences are not yet readily available in the literature:
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Example 2. For our second example, we consider an integral over $[-1,1]$ with a quadratic oscillator,

$$I_\omega[f] := \int_{-1}^{1} e^{i\omega x^2} f(x) dx.$$  

One possible choice of interpolation basis is the use of Legendre polynomials (when $s=0$ in (5)). This choice is guided by the idea that interpolating $f$ at Legendre points optimizes the order of the method when $\omega = 0$, as described by [5, §4.2.1]. Thus, we choose $\phi_n = \hat{P}_n := \sqrt{n+\frac{1}{2}} P_n$, $n = 0, 1, \ldots$, where $P_n$ are Legendre polynomials with the standard normalisation $P_n(1) = 1$ and $\hat{P}_n$ are scaled such that they form a Hilbert basis for $L^2([-1,1])$. The oscillator $h_\omega(x) = e^{i\omega x^2}$ satisfies

$$\mathcal{L}_\omega h_\omega = 0, \quad \mathcal{L}_\omega = (x^2 - 1) \frac{d}{dx} - 2xi\omega(x^2 - 1).$$

Let us confirm that $\mathcal{L}_\omega$ and $h_\omega$ satisfy the assumptions of Thm. [4]. We have chosen $\mathcal{L}_\omega$ specifically with the following two identities in mind [1, Eqs. 22.8.5 & 22.7.10]:

$$\frac{x^2 - 1}{n} \frac{d}{dx} P_n(x) = \frac{n+1}{2n+1} P_{n+1}(x) - \frac{n+1}{2n+1} P_{n-1}(x), \quad n \geq 1, \text{ and } (x^2 - 1) \frac{d}{dx} P_0(x) = 0, \quad (6)$$

$$nP_n(x) = \frac{n+1}{2n+1} P_{n+1}(x) + \frac{n}{2n+1} P_{n-1}(x), \quad n \geq 1, \text{ and } xP_0(x) = P_1(x). \quad (7)$$

The identities (6) and (7) ensure that the action of $\mathcal{L}_\omega$ on the basis $\{\hat{P}_n\}_{n=0}^\infty$ can indeed be represented by a banded infinite matrix. In fact, one may use (6) and (7) in an analogous way to find a suitable differential operator for any oscillators of the form $exp(i\omega q(x))$ when $q(x)$ is a polynomial. To understand the continuity properties of $\mathcal{L}_\omega$, we observe that for any function $f \in H^4([-1,1],1)$ we know there is a constant $C_f > 0$ such that

$$\left| \left( f, \hat{P}_n \right)_{L^2([-1,1])} \right| \leq C_f n^{-4}.$$  

Since $\sup_{x \in [-1,1]} |\hat{P}_n| \leq \sqrt{n + 1/2}$ we therefore find that the sum

$$\sum_{n=0}^{\infty} \left( f, \hat{P}_n \right)_{L^2([-1,1]), 1} \hat{P}_n(x)$$

converges absolutely uniformly. Moreover, we have the following identity for $w$, by boundedness of $P_n$ that converges uniformly absolutely. From (6) & (7) combined we have

$$\frac{d}{dx} P_{n+1}(x) = (n+1)P_n(x) + x\frac{d}{dx} P_n(x), \quad \frac{d}{dx} P_0(x) = 0,$$

whence it follows by induction $\sup_{x \in [-1,1]} |\hat{P}_n| \leq \sqrt{n + 1/2} n(n+1)/2$. This means also

$$\sum_{n=0}^{\infty} \left( f, \hat{P}_n \right)_{L^2([-1,1], 1)} \frac{d}{dx} \hat{P}_n(x)$$
converges absolutely uniformly and we thus have for any element \( f \in H^4([-1,1],1) \):

\[
\mathcal{L}_\omega f(x) = \sum_{n=0}^{\infty} \left( f, \tilde{P}_n \right)_{L^2([-1,1],1)} \mathcal{L}_\omega \tilde{P}_n(x).
\]

From (6) \& (7) we thus conclude that \( \mathcal{L}_\omega : H^4([-1,1],1) \to H^4([-1,1],1) \) is bounded. Since \( h_\omega \in C^\infty([-1,1]) \) its Legendre coefficients decay faster than any polynomial and it immediately follows that \( h_\omega \in H^s([-1,1],1) \) for all \( s \geq 0 \). Therefore the assumptions of Thm. 4 are satisfied and the result allows us to construct (after a few steps of algebra) the following recurrence,

\[
- \frac{2i(n - 2)(n - 1)\omega}{2n - 5(2n - 3)(2n - 1)\sqrt{2n + 1}} \sigma_{n-3} + \frac{n(2\omega(n^2 - 3) + (2n - 3)(2n + 3)(n - 1))}{(2n - 3)\sqrt{2n - 1}\sqrt{2n + 1}(2n + 3)} \sigma_{n-1}
\]

\[
+ \frac{(n + 1)(2\omega(n^2 + 2n - 1) - (2n - 1)(n + 2)(2n + 5))}{(2n - 1)\sqrt{2n + 1}\sqrt{2n + 3}(2n + 5)} \sigma_{n+1} - \frac{2i(n + 1)(n + 2)(n + 3)\omega}{\sqrt{2n + 1}(2n + 3)(2n + 5)\sqrt{2n + 1}} \sigma_{n+3} = 0
\]

valid for \( n \geq 3 \), where the moments are \( \sigma_n = \mathcal{L}_\omega[\tilde{P}_n], n \geq 0 \). Additionally, the first column of the matrix representation \( B_{nm} \) of \( \mathcal{L}_\omega \) gives rise to the extra condition

\[
\sigma_4 = \frac{\sqrt{5}5(2i + 2\omega)}{3} \sigma_2 + \frac{1}{3} \frac{7}{12} \sigma_0,
\]

which means that the moments \( \sigma_{2n}, n \geq 0 \), can be computed from just two initial conditions for which we have the following expressions:

\[
\sigma_0 = \frac{e^{i\frac{\pi}{2}}}{\sqrt{2\omega}} \left( \gamma \left( \frac{1}{2}, -i\omega \right) \right), \quad \sigma_2 = \sqrt{5} \left[ \frac{3}{4} \frac{e^{i\omega}}{\sqrt{\omega}} - \frac{1}{2} \right] \left[ e^{i\frac{\pi}{2}} \left( \gamma \left( \frac{1}{2}, -i\omega \right) \right) \right],
\]

where \( \gamma(\cdot, \cdot) \) is the lower incomplete Gamma function [4, Eq. 6.5.2]. Of course, for all moments of odd order, \( \sigma_{2n+1} = 0, n \geq 0 \), since \( \exp(\omega x^2) \) is an even function. We note that many efficient methods exist for computing the incomplete Gamma function [4, [12]], so the above expressions constitute a suitable way of initiating the recurrence.

In a similar spirit to Example 2 one may choose other orthogonal polynomials as interpolation bases (and their zeros as corresponding interior nodes) in an attempt to maximize the classical order of the quadrature when \( \omega = 0 \) with the goal to ensure that the resulting Filon method has good convergence properties for all \( \omega \geq 0 \) (cf. [3] §4.2.1 and [12]). In many cases one can use a similar approach to the above and exploit the three-term recurrence of orthogonal polynomials to extract recurrences for the moments in this manner.

### 3.1 Recursive moment computation for Filon–Clenshaw–Curtis methods

In the remainder of this paper we shall focus our attention to Filon–Clenshaw–Curtis methods, motivated by fast interpolation properties as described in 2.2 We have seen in the previous section how one may find a recursion for the Filon quadrature moments when considering an integral of the form

\[
I_\omega[f] = \int_{-1}^{1} f(x) h_\omega(x) \frac{dx}{\sqrt{1 - x^2}}.
\]
Lemma 1

Using an interpolation basis of normalised Chebyshev polynomials $\phi_n(x) = \sqrt{s_n} T_n(x)$, where $s_0 = 1/\pi$, $s_n = 2/\pi$, $n \geq 1$, are chosen such that $\{\sqrt{s_n} T_n\}_{n=0}^\infty$ forms a Hilbert basis for $L^2([-1, 1], (1 - x^2)^{-1/2})$. In Thm. 1 we made the assumption that $h_\omega \in H^s([a, b], (1 - x^2)^{-1/2})$ where $s \in \mathbb{N}$ is the order of the linear differential operator which maps $h_\omega$ to zero. It turns out that it can be desirable to relax this assumption. To see why, let us consider an integral of the form

$$\tilde{I}_\omega[f] = \int_{-1}^{1} f(x) \tilde{h}_\omega(x) \, dx,$$

where to begin with we take $\tilde{h}_\omega(x) \in C^4([-1, 1])$. The enormous speed up achieved by the use of Clenshaw–Curtis points in the Filon method makes those an excellent choice for interior interpolation points even when the weight function does not match (in a spirit similar to classical quadrature where Clenshaw–Curtis points can be preferable to optimal Legendre points as noted by [40]). This means we need to compute the moments

$$\tilde{I}_\omega[\phi_n] = \sqrt{s_n} \int_{-1}^{1} T_n(x) \tilde{h}_\omega(x) \, dx.$$

To ensure the interpolation basis is a Hilbert basis such that we can apply a methodology similar to Thm. 1 it is thus appropriate to write $\tilde{I}_\omega[f]$ in the form

$$\tilde{I}_\omega[f] = \int_{-1}^{1} f(x) h_\omega(x) \frac{dx}{\sqrt{1 - x^2}},$$

where $h_\omega(x) = \sqrt{1 - x^2} \tilde{h}_\omega(x)$. Clearly, the extra factor $\sqrt{1 - x^2}$ weakens the regularity of $h_\omega(x)$, and we no longer expect $h_\omega(x) \in C^1([-1, 1])$. This regularity was used in the proof of Thm. 1 at the point where we showed that the formal adjoint defined component-wise by $L_\omega^* \phi_n = \sum_{m \in I} D_{mn} \phi_m$ satisfied

$$\langle h_\omega, L_\omega^* \phi_n \rangle_{t+x-s-t} = \langle L_\omega h_\omega, \phi_n \rangle_{t-x-t}.$$

We can overcome this by constructing $L_\omega$ in a suitable way: Let us follow the convention $T_n(x) = T_n(x)$, then one can show using standard trigonometric identities:

**Lemma 1 (II, Eqs. 22.7.4 & 22.8.3).** For all $n \geq Z$:

$$x T_n(x) = \frac{1}{2} T_{n-1}(x) + \frac{1}{2} T_{n+1}(x), \text{ and } (1 - x^2) T_n'(x) = \frac{n}{2} T_{n-1}(x) - \frac{n}{2} T_{n+1}(x).$$

In particular, the actions of $x, (1 - x^2) d/dx$ on $\{\sqrt{s_n} T_n\}_{n=0}^\infty$ are both banded, with bandwidth 3.

These operators ensure [9] holds even in cases when $\sqrt{1 - x^2} h_\omega(x)$ is not sufficiently regular to satisfy the assumptions of Thm. 1. Indeed, consider the operator $L = (1 - x^2) d/dx$ and suppose $h_\omega$ is $C^1([a, b])$. Then by simple integration by parts we have:

$$\int_{-1}^{1} T_n(x) L \left( \sqrt{1 - x^2} h_\omega(x) \right) \frac{dx}{\sqrt{1 - x^2}} = \lim_{\epsilon \to 0^+} \int_{-1}^{1} T_n(x) (1 - x^2) \frac{d}{dx} \left( \sqrt{1 - x^2} h_\omega(x) \right) \frac{dx}{\sqrt{1 - x^2}}$$

$$= \lim_{\epsilon \to 0^+} \left[ T_n(x) (1 - x^2) h_\omega(x) \right]_{-1}^{1} - \lim_{\epsilon \to 0^+} \int_{-1}^{1} \frac{d}{dx} \left( \sqrt{1 - x^2} T_n(x) \right) \left( \sqrt{1 - x^2} h_\omega(x) \right) \frac{dx}{\sqrt{1 - x^2}}$$

$$= - \int_{-1}^{1} \frac{d}{dx} \left( \sqrt{1 - x^2} T_n(x) \right) \left( \sqrt{1 - x^2} h_\omega(x) \right) \frac{dx}{\sqrt{1 - x^2}} = \int_{-1}^{1} L^* T_n(x) \left( \sqrt{1 - x^2} h_\omega(x) \right) \frac{dx}{\sqrt{1 - x^2}},$$

(10)
meaning any operator formed as a combination of polynomial multiplication and $\mathcal{L}$ will still satisfy $[9]$. In fact the same integration by parts argument can be applied if $h_\omega$ satisfies an ordinary differential equation with polynomial coefficients that has a simple singularity in the interior of the domain. This construction of $\mathcal{L}_\omega$ such that the boundary terms in integration-by-parts vanish reflects our observations from Remark 1. We shall demonstrate the principle on two interior of the domain. This construction of $\mathcal{L}_\omega$ such that the boundary terms in integration-by-parts vanish reflects our observations from Remark 1. We shall demonstrate the principle on two

4 Application to integrals with algebraic singularities and stationary points

Consider the case of algebraic singularities or stationary points at $x = 0$, i.e. integrals of the form

$$I_{\omega}^{(1)}[f] = \int_{-1}^{1} f(x)e^{i\omega x} dx, \quad r \in \mathbb{N}, r \geq 2, \quad \text{and} \quad I_{\omega}^{(2)}[f] = \int_{-1}^{1} \text{sgn}(x)|x|^\alpha e^{i\omega x} f(x) dx, \quad \alpha \in (-1, 1).$$

By using the simple change of variable $y = x^r$ the integral $I_{\omega}^{(1)}[f]$ can be brought into the form $I_{\omega}^{(2)}[f]$. In fact, by the inverse function theorem, an integral with a general oscillator $h_\omega(x) = \exp(\omega g(x))$ with $g(r+1)(0) = 0, g(r+1)(0) \neq 0, \forall x \neq 0$, can also be brought into the above forms, by substituting $g(x) = y^r$, or, equivalently, as noted by [35], by choosing an interpolation basis that is in the span of $\{\text{sgn}(x)g'(x)|g(x)|^{(n+1-r)/\nu}x^{\nu+2r+1}\}$. These types of integrals were considered in the Filon context by [35] and [8]. To illustrate the main ideas we focus on the integral $I_{\omega}^{(2)}[f]$. Here the natural basis described by [34, 35] essentially reduces to a monomial interpolation basis, $x^n$, and the central observation is that its moments can be expressed explicitly in terms of the lower incomplete gamma function $\gamma$:

$$I_{\omega}^{(2)}[x^n] = (-i\omega)^{-1-n-\alpha}(\gamma(1+n+\alpha,-i\omega)) + (i\omega)^{-1-n-\alpha}(\gamma(1+n+\alpha,i\omega)), \quad n \geq 0. \quad (11)$$

This approach is particularly suitable when only a small number $\nu$ of interior interpolation points and hence moments are required. However, if we choose $\nu$ at moderate or large size relative to $s$ the cost of interpolating with standard polynomials increases rapidly. Yet resolving to fast interpolation at Clenshaw–Curtis points is seemingly prevented by the well-known exponential instability of computing $I_{\omega}^{(2)}[T_N]$ through directly expanding $T_n$ in terms of $x^n$. [8] approached the problem from a slightly different perspective, which also applies to integrals of the form $I_{\omega}^{(2)}[f]$, choosing a mesh $-1 = x_{-M} < \cdots < x_{-1} < 0 < x_1 < \cdots < x_M = 1$ that is graded towards the algebraic singularity/stationary point at $x = 0$. The method then evaluates the integrals using the classical non-singular Filon method on each subinterval $[x_l, x_{l+1}], -M \leq l \leq -2, 1 \leq l \leq M - 1$ and sets the approximation of the integral on $[x_{l-1}, x_l]$ equal to zero, when $-1 < \alpha < 0$. While this approach is quite flexible, as it avoids having to know the exact type of singularity at $x = 0$, this flexibility comes at the price of asymptotic sub-optimality, because we know from the method of stationary phase, for any $-1 < \alpha < 0$, and $\epsilon > 0$ fixed:

$$\int_{-\epsilon}^{\epsilon} \text{sgn}(x)|x|^\alpha e^{i\omega x} f(x) dx \sim I_{\omega}^{(2)}[f], \quad \text{as} \quad \omega \to \infty, \quad (12)$$

i.e. we have asymptotic concentration near the singularity. Thus the method proposed by [8] leads, as $\omega$ increases, to an absolute error that is of the same size as the original integral (this is demonstrated in practical examples in [4, 4]). One can mitigate this effect by modifying the
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grading as $\omega$ increases, leading to so-called ‘adaptive Filon methods’ which have been explored by \cite{13}. However, as demonstrated in \cite{13} (see also the discussion in \cite{5} §4.4) this approach can be challenging because the grading needs to be carefully designed to accommodate the specific type of singularity at hand (\cite{13} have so far only studied the case when $\alpha = 0$ and $\alpha = -0.5$). Moreover, if the interior points are allowed to depend on $\omega$, the computational advantages of fast interpolation at special points (e.g. at Clenshaw–Curtis points) are entirely lost.

A resolution of these approaches can be found based on the methodology from Thm. \cite{1}. We can apply a direct version of the Filon method to integrals of the form $I^{(2)}[f]$ and still interpolate at Clenshaw–Curtis points as in \cite{3}, by computing the Chebyshev moments $I^{(2)}[T_n]$ accurately and efficiently using a recurrence initialised with exact expressions in \cite{11}. Indeed, one can easily check using Watson’s lemma \cite[pp. 263–265]{2} that if $q$ satisfies the interpolation conditions \cite{3}, and $f \in C^{n+2}([-1,1])$ then the direct Filon quadrature $Q^{[\nu,s]}[f] := I^{(2)}[q]$ satisfies

$$\left| I^{(2)}[f] - Q^{[\nu,s]}[f] \right| = O\left( \omega^{-(s+2)-\min\{0,\alpha\}} \right), \quad \omega \to \infty. \tag{13}$$

We note that an explicit derivation of (13) shows that there is $C_{\alpha,s} > 0$, dependent on $\alpha, s$, such that

$$\left| I^{(2)}[f] - Q^{[\nu,s]}[f] \right| \leq C_{\alpha,s} \min_{0 \leq j \leq s} \omega^{-j-2} \left( \omega^{-\alpha} \| f^{(j)} - q^{(j)} \|_{L^\infty([-1,1])} + \| f^{(j+1)} - q^{(j+1)} \|_{L^\infty([-1,1])} \right) \tag{14}$$

thus allowing us to account for the dependency on $\nu$ by studying the quality of interpolation of $f$ by $q$. This principle is the same as for a non-stationary oscillator as described by \cite{32} §1.1. In the interest of brevity we omit the details of this derivation here, and instead refer to an analogous argument for a Hankel oscillator which we provide in Prop. \cite{1} and Cor. \cite{2}. Having understood that the direct application of a Filon method truly matches the asymptotic behaviour of the integral it remains to compute the moments $\sigma_n = I^{(2)}[\phi_n] = I^{(2)}[\sqrt{\sigma_n} T_n]$. In line with \cite{8} we write $h_\omega(x) = \sqrt{1-x^2} \text{sgn}(x) |x|^\alpha \exp(\imath \omega x)$. We can now follow the recipe of Thm. \cite{1}. A suitable differential operator is given by

$$L_\omega = x(1-x^2) \frac{d}{dx} + x^2 - \alpha(1-x^2) - \imath \omega x(1-x^2),$$

which is such that $L_\omega h_\omega(x) = 0$ pointwise for all $x \neq 0$ (and including $x = 0$ when $\alpha \geq 0$). Moreover, in the same way as in \cite{10} we can use integration by parts (this time also excluding a small neighbourhood of $x = 0$) to take the adjoint of $L_\omega$, thus ensuring that (9), and hence the conclusion of Thm. \cite{1} hold. After a few steps of algebra this results in the following recurrence, where for ease of notation we introduced $\tilde{\sigma}_n := \sigma_n/\sqrt{\sigma_n}$ and follow the convention $\sigma_{-n} = \sigma_n$:

$$\tilde{\sigma}_{n-3} + \frac{2(-(n-3) + \alpha)}{\imath \omega} \tilde{\sigma}_{n-2} - \tilde{\sigma}_{n-1} + \frac{4 - 4\alpha}{\imath \omega} \tilde{\sigma}_n - \tilde{\sigma}_{n+1} + \frac{2(n+3 + \alpha)}{\imath \omega} \tilde{\sigma}_{n+2} + \tilde{\sigma}_{n+3} = 0, \quad \forall n \in \mathbb{Z}. \tag{15}$$

This means in particular that the initial values $\tilde{\sigma}_0, \tilde{\sigma}_1 = \tilde{\sigma}_{-1}, \tilde{\sigma}_2 = \tilde{\sigma}_{-2}$ are sufficient in order to compute the moments using \cite{15}. For those we have the explicit expressions in terms of the lower incomplete gamma function based on \cite{11}:

$$\tilde{\sigma}_0 = I^{(2)}[1], \quad \tilde{\sigma}_1 = I^{(2)}[x], \quad \tilde{\sigma}_1 = 2I^{(2)}[x^2] - I^{(2)}[1].$$
4.1 Stability analysis of the recurrences

In this section we seek to understand the stability of moment recurrences for the integrals $L_w^{(1)}, L_w^{(2)}$. Similar to work by [37] and [9] we find there is a balance between $N$, the number of required moments, and $\omega$ which results in two regions of different behaviour:

- **The initial regime, when $N \ll \omega$:** Here the recurrences lead at worst to algebraic instabilities, which are moderate relative to the decay of the interpolation coefficients for sufficiently smooth $f$. We provide rigorous results for two cases of interest in §4.2 below.

- **The tail of the recurrences, when $N \gg \omega$:** This is mostly of theoretical interest, since in practice, if we require $N \sim \omega$ moments, Gaussian quadrature applied to the full integral will be of comparable cost and error to the Filon method thus there is no necessity to resort to Filon methods any longer. Nevertheless, in §4.3 we provide an indication of the behaviour of the recurrences in this regime which can be used in practice to compute them stably using Oliver’s algorithm [33]. In order to apply Oliver’s algorithm typically an approximation of moments for large indices is required, i.e. approximate values for $\sigma_{N+1}, \ldots, \sigma_{N+M}$ for some $N > \omega, M \in \mathbb{N}$. These can be approximated using the asymptotic expansion of $\tilde{\sigma}_N$ as $N \to \infty$ for fixed $\omega$ which is obtained from the method of stationary phase [2]. This was done elegantly in the case of an exponential oscillator without stationary point by [9].

4.2 Stability results for the initial regime

We note, firstly, that for a linear oscillator, i.e. integrals of the form $\int_{-1}^{1} f(x)e^{i\omega x}dx$, it was shown by [9] that an equivalent recurrence to the one found through the application of Thm. 1 is algebraically stable for $n < \omega$. Our first stability result shows that a very similar analysis can be applied to the case of a simple stationary point at $x = 0$, i.e. integrals of the form $L_w[f] = \int_{-1}^{1} f(x)e^{i\omega x^2}dx$. Although this case is covered by the recurrence [15] we can find a simpler version by noting that $\mathcal{L}_w h_\omega = 0$ where

$$h_\omega(x) = \sqrt{1 - x^2}e^{i\omega x^2}, \quad \mathcal{L}_\omega = (1 - x^2) \frac{d}{dx} - i\omega 2x(1 - x^2) + x.$$

The resulting recurrence satisfied by the moments is (again writing $\tilde{\sigma}_n = \sigma_n/\sqrt{s_n}$ and $\tilde{\sigma}_n = \tilde{\sigma}_n$):

$$\tilde{\sigma}_{n-3} + \left( -1 - \frac{2(n-2)}{i\omega} \right) \tilde{\sigma}_{n-1} + \left( -1 + \frac{2(n+2)}{i\omega} \right) \tilde{\sigma}_{n+1} + \tilde{\sigma}_{n+3} = 0, \quad n \in \mathbb{Z} \quad (16)$$

and we see like in example [2] by the symmetry of the kernel, $\tilde{\sigma}_{2n+1} = 0$, $n \geq 0$. We also have the following initial conditions in terms of the lower incomplete Gamma function:

$$\tilde{\sigma}_0 = \frac{\Gamma\left(\frac{1}{2}, -i\omega\right)}{\sqrt{\omega}}, \quad \tilde{\sigma}_2 = 2\frac{\Gamma\left(\frac{1}{2}, i\omega\right)}{i\omega} \left(1 + \frac{1}{\omega}\right) \sqrt{\frac{\pi}{\omega}} \left(\gamma\left(\frac{1}{2}, -i\omega\right)\right).$$

**Theorem 2.** Suppose the moments $\tilde{\sigma}_n$ are computed using (16) with slightly perturbed initial conditions: $\tilde{\sigma}_0 = \tilde{\sigma}_0 + \varepsilon_0$, $\tilde{\sigma}_2 = \tilde{\sigma}_2 + \varepsilon_2$, for some $|\varepsilon_0|, |\varepsilon_2| < \varepsilon$. Then, for any $n$ with $2n+1 < \omega,$

$$|\tilde{\sigma}_{2n} - \tilde{\sigma}_{2n}| < \frac{8n\omega^{\frac{1}{4}}}{3(\omega^2 - (2n+1)^2)^{\frac{1}{4}}} \left(2 + \frac{1}{\omega}\right) \varepsilon.$$

**Proof.** The proof of this result is similar to [9 Thm. 5.1] and can be found in Appendix B. \Box
This result tells us that we can reliably compute the first $N$ moments from two initial conditions using (15), and, as long as $N < C\omega$ for some constant $C < 1$, any error in initial conditions grows no faster than linearly in $N$.

We now consider the recurrence (15) for a general value of $n$, for which the stability of the recurrences with respect to perturbations at the slightly narrower regime $N < \min \{ C\sqrt{\omega}, \omega \}$ for some constant $C > 0$.

**Theorem 3.** Suppose the moments $\tilde{\sigma}_n$ are computed using (15) with the perturbed initial conditions $\tilde{\sigma}_0 = \tilde{\sigma} + \epsilon_0$, $\tilde{\sigma}_1 = \tilde{\sigma}_{-1} = \tilde{\sigma}_1 + \epsilon_1$, $\tilde{\sigma}_2 = \tilde{\sigma}_{-2} = \tilde{\sigma}_2 + \epsilon_2$, $|\epsilon_j| < \epsilon$ for some $\epsilon > 0$, and assume $\tilde{\sigma}_3 = \tilde{\sigma}_{-3}$. Then, whenever $n + 1 < \min \{ C\sqrt{\omega}, \omega \}$ for a given $C > 0$, we have

$$|\tilde{\sigma}_n - \sigma_n| \leq \frac{K_0 + nK_1}{2} \epsilon \left( \frac{K_2\sqrt{\omega}}{K_2\omega + 1} \exp \left( \frac{C}{K_2 - \omega - 1} \right) + 1 \right),$$

where the constants $K_0, K_1, K_2$ are independent of $n$ and are given by

$$K_0 = \frac{2\sqrt{\omega}}{\sqrt{\omega - C^2}}, \quad K_1 = \frac{\omega + 2 + |\alpha|}{\sqrt{\omega^2 - C^2}}, \quad K_2 = \frac{(\omega - C^2)^{1/2}}{\omega^2 \sqrt{2|\alpha| + 2}}.$$

**Proof.** The proof of this result is given in Appendix C.

Note that the above constants have simple limits as $\omega \to \infty$ which means that for $\omega$ sufficiently large we can simplify the upper bound:

**Corollary 1.** For any $\delta > 0$, $C > 0$, there is $\omega_0 > 0$ such that whenever the assumptions of Thm. 3 are satisfied, and $\omega \geq \omega_0$, the error is bounded above by

$$|\tilde{\sigma}_n - \sigma_n| \leq \frac{((2 + \delta) + (1 + \delta)n)}{2} \epsilon \left( \exp \left( \frac{C\sqrt{2|\alpha| + 2}(1 + \delta)}{2|\alpha| + 2} \right) + 1 \right).$$

**Remark 3.** The stability results in Thms. 2 & 3 assume that the additions and multiplications used to compute the moments recursively from the homogeneous equations (15) & (16) are done exactly. This means the results describe the stability of the recurrences with respect to perturbations in the initial conditions, i.e. an error in the approximation of the initial moments. This analysis can be modified to additionally account for errors in floating point arithmetic that may occur in the additions and multiplications performed at each recursive step, by using a discrete variation of constants argument analogous to (32) in the proof of Thm. 2. A similar argument was employed by [12] to study the stability of an inhomogeneous recurrence for moments in the Filon–Clenshaw–Curtis method.

### 4.3 Change of behaviour of homogeneous solutions and Oliver’s algorithm

The above results suggest that, as $n$ increases, there will be change in the behaviour of homogeneous solutions to (15) and (16) and that, for sufficiently large $n$, some of the solutions will exhibit super-algebraic growth. Understanding when exactly this transition occurs for general recurrences with non-constant coefficients is an open problem, however, based on numerical experiments, we find that the following heuristic argument provides a reasonably accurate practical indication of the location of this change of behaviour: Our Ansatz is that the change from algebraic to super-algebraic regime occurs when $n \approx \omega$. Thus we let $n = C_n \omega$ in (15), set $\lambda = \sigma_{n+1}/\sigma_n$ and we assume that for $-3 \leq j \leq 3$:

$$\sigma_{n+j}/\sigma_n \sim \lambda^j \quad \text{as } n \to \infty.$$
Plugging into (16) and matching the leading order terms in $n$ yields the condition
\[
\lambda^{-3} + (-1 + 2i C_n, \omega \lambda^{-1} + (-1 - 2i C_n, \omega) \lambda + \lambda^3 = 0,
\]
which has solutions $\lambda = \pm 1, \pm \sqrt{i C_n, \omega} \pm \sqrt{1 - C_n^2, \omega}$. Thus these solutions for $\lambda$ are in modulus no larger than one if and only if $n/\omega = C_n, \omega < 1$. This prediction matches our rigorous result in Thm. 2 which showed no larger than linear growth in that regime. For $n/\omega = C_n, \omega > 1$ two of those values of $\lambda$ are in modulus greater than one, thus indicating that there may be two out of six linearly independent solutions to (16) that exhibit super-algebraic growth in this regime.

A similar heuristic argument can be applied to (15), which reduces, after matching the leading order terms in $n$, to the condition
\[
\lambda^{-3} + 2i C_\omega, n \lambda^{-2} - \lambda - 2i C_\omega, n \lambda^2 + \lambda^3 = 0.
\]
(17)
The solutions are now $\lambda = i^j, j = 1, \ldots, 4$, and $\lambda = i C_n, \omega \pm \sqrt{1 - C_n^2, \omega}$. This means we expect algebraic behaviour in the regime $n/\omega = C_n, \omega < 1$, which suggests that the results in Thm. 3 might extend to larger values of $n$ than we are currently able to prove. This near-linear growth until $n \approx \omega$ is indeed observed in practice as we show in Fig. 1. Finally, when $n/\omega = C_n, \omega > 1$ one of the solutions for $\lambda$ is in modulus greater than one, which indicates that we might expect to have one out of six linearly independent solutions exhibiting super-algebraic growth in this regime. Of course, the moments $\sigma_n$ decay algebraically as $n \to \infty$ for any fixed $\omega$. This suggests that the tail (i.e. moments with $n > \omega$) can be computed stably using Oliver’s algorithm \cite{33} with five initial and one endpoint value, the latter of which can be approximated by an asymptotic expression for $\sigma_n$ as $n \to \infty$ (as was done for a linear oscillator by \cite{9}). Numerical experiments support this observation, but in the interest of brevity those are omitted from the present work. Instead we shall provide numerical evidence that supports the above argument of algebraic stability for (15) when $n < C\omega$ for some $C < 1$.

4.4 Numerical examples and comparison to previous work

One way to verify this numerically is by expressing the recurrence (15) in the equivalent form
\[
\mathbf{x}_{N+1} = A_N \mathbf{x}_N = A_N A_{N-1} \cdots A_0 \mathbf{x}_0 =: \prod_{n=1}^{N} A_n \mathbf{x}_1, \quad \forall N \in \mathbb{Z},
\]
(18)
where $\mathbf{x}_n = (x_{n+2}, \ldots, x_{n-3})^T$ and $A_n, n \geq 0$, are $6 \times 6$ matrices given by
\[
A_n = \begin{pmatrix}
-2(n+3+\alpha) & 1 & \frac{4\alpha-4}{I_5} & 1 & \frac{2(n-3)-\alpha}{I_5} & -1 \\
\frac{2n+3-\alpha}{I_5} & 0 & 1 & 0 & 1 & 0 \\
\end{pmatrix},
\]
(19)
where $I_5$ is the $5 \times 5$ identity matrix. The growth of an arbitrary homogeneous solution to (15) with given initial conditions $x_{-2}, \ldots, x_3$ is then bounded above by the norm $\left\| \prod_{n=1}^{N} A_n \right\| \mathbf{x}_1$. In Figure 1 we plot this quantity for various values of $\omega$ and $\alpha$. As guaranteed by Thm. 3 the initial regime exhibits only linear growth, which changes to super-algebraic growth near $n \approx \omega$ as has been predicted by the heuristic argument (17).
In our second numerical example we evaluate the practical performance of the direct Filon method with recursive moment computation for $I_{\nu}^{(2)}$. In this example we let $\alpha = -0.25$ and $f(x) = x/(1 + x^2) + 1/(1 + x^4)$, i.e. we approximate the integral

$$I_{\nu}^{(2)}[f] = \int_{-1}^{1} \text{sgn}(x)|x|^{-0.25}e^{i\omega x} \left( \frac{x}{1 + x^2} + \frac{1}{1 + x^4} \right) dx.$$  

We begin by considering the absolute error of the direct Filon method

$$E_{s,\nu}[f] = |I_{\nu}^{(2)}[f] - Q_{\nu}^{(s)}[f]|,$$

where $Q_{\nu}^{(s)}[f] = I_{\nu}^{(2)}[q]$, and $q$ satisfies (3).

Figure 2a shows this absolute error for the range $\omega \in [16, 400]$ with fixed values of $\nu = 5, s = 0, 1, 2$. The black dash-dotted curves correspond to the asymptotic orders $O((\omega - k - 2 + 0.25))$ and confirm (13).

In Fig. 2b we compare the efficiency of the direct method (for $s = 0$) with the composite Filon method described by [8] and with a simple graded Clenshaw–Curtis approach. Both of the latter methods define a mesh that is graded towards the singularity at $x = 0$ with $x_j = \text{sgn}(j)|j/M|^r$ for $j = -M, \ldots, M$, and on each of the intervals $[x_j, x_{j+1}]$, $j = -M, \ldots, -2, 1, \ldots, M$, the integral is approximated by the classical Filon method as in [9] for the composite Filon method, and by Clenshaw–Curtis quadrature in the graded Clenshaw–Curtis case. These ‘sub-methods’ on each $[x_j, x_{j+1}]$ come with an additional parameter $\nu$, where $\nu + 2$ is the number of quadrature points on $[x_j, x_{j+1}]$ analogously to (1) with $s = 0$. For both methods the integral on $[x-1, x_1]$ is approximated by zero and the contributions are summed to provide an overall approximation to $I_{\nu}^{(2)}[f]$.

In the figure we compare the minimum CPU time each of the methods required in order to compute the integral to a fixed relative error of $10^{-7}$. According to [8] if we choose $r > (\nu + 2)/(1 + \alpha)$ the composite Filon method converges as $M \to \infty$. Thus we fix $\nu = 4, r = 8.1$ and proceed by increasing $M$ from $M = 10$ until we reach the desired relative error with a certain choice $M_0(\omega)$. The CPU time plotted in Fig. 2b is the time the method took to evaluate the integral with the fixed setting $M = M_0(\omega)$. We repeat the process for each frequency $\omega$ and proceed similarly for the graded Clenshaw–Curtis method. According to (14) the direct
Filon–Clenshaw–Curtis method converges as \( \nu \to \infty \) and so for this case we start with \( \nu = 3 \) and proceed by increasing \( \nu \) until we achieve the desired relative error with some \( \nu_0(\omega) \) before plotting the CPU time it took to evaluate the method with \( \nu = \nu_0(\omega) \) and repeating the process for each frequency.

Figure 2: Comparison of our direct Filon method with recursive moment computation, with the literature. On the left we show the absolute error for our present method, and on the right a comparison of the minimum CPU time necessary to achieve a fixed relative accuracy using our present work in comparison to the composite Filon method \[9\] and a graded Clenshaw–Curtis method.

While this example is certainly no complete parametric study of the convergence properties of all three methods, and especially the absolute value of the timings depends significantly on the specific implementation and CPU used (all experiments here were performed on a single core of an Intel Core i5-8500 CPU), the point to take away is the overall clear trend in the cost as \( \omega \) increases: As expected the classical graded Clenshaw–Curtis method requires the fastest, linear, increase in cost. While the composite Filon method performs better, it is, by construction as explained in (12), still required to increase the cost with frequency, since it does not fully match the asymptotic behaviour of the integral near the singularity. The behaviour of this method could be improved if we were to change the grading as \( \omega \) increases, but this has to be done in a very specific manner depending on the value of \( \alpha \) and at present the available literature considers only the cases \( \alpha = 0, -0.5 \) [13]. We refer the reader to [5, §4.4] for a detailed discussion on the advantages and disadvantages of adaptive Filon methods. Finally, the direct application of the Filon method with recursive moment computation achieves the approximation, as expected, at completely frequency-independent cost and indeed computes the approximation essentially at cost \( O(\nu \log \nu) \) independently of \( \omega \).

In all of the above numerical examples the reference solution for the true integral was computed with a graded Clenshaw–Curtis method with \( M = 3000, \nu = 10, r = 40 \).
5 Application to high-frequency wave scattering

As a final application of our method for recursive moment computation we consider integrals arising in hybrid numerical-asymptotic methods for high-frequency wave-scattering on a screen in two dimensions. For an introduction of the relevant formulation of these types of wave scattering problems we refer the reader to [3], [19], [17], and [31]. As will be explained in more detail in §5.5 the integrals of relevance in this context are of the form

$$I_{\omega,\beta}^{(3)}[f] = 2\int_{0}^{1} f(2x-1)H_{0}^{(1)}(\omega x)e^{i\beta x}dx - \int_{-1}^{1} f(x)H_{0}^{(1)}\left(\frac{x+1}{2}\right)e^{i\beta(x+1)/2}dx,$$

(20)

where $\beta \in \mathbb{R}$, $\beta \neq -1$, and $H_{0}^{(1)}$ is the Hankel function of first kind and order zero [1, Eq. 9.1.3].

As a first step in constructing a suitable direct Filon method we aim to understand the asymptotic properties of the integral $I_{\omega,\beta}^{(3)}$. In order to do so we recall the following property of $H_{0}^{(1)}$:

**Lemma 2** (Phase extraction of $H_{0}^{(1)}$, see Lemma 4.6 in [3]). Let $h_{0}(z) := \exp(-iz)H_{0}^{(1)}(z)$, then for each $n \geq 0$ there is a constant $C_{n}$ such that

$$|\frac{d^{n}}{dz^{n}}h_{0}(z)| \leq C_{n}\begin{cases} \max\{1 + \log(1/z), z^{-n}\}, & z \in (0, 1] \\ z^{-(n+1/2)}, & z \in [1, \infty). \end{cases}$$

With this control on the oscillations in $h_{0}(\omega x)$ we can proceed to show:

**Proposition 1** (Filon paradigm for $I_{\omega,\beta}^{(3)}$). For any $k \in \mathbb{N}$ there is a constant $C_{k} > 0$ such that for all $\beta \in \mathbb{R}$, $\beta \neq -1$, $\omega \geq 1$ and any function $\tilde{f} \in C^{k+2}[0, 1]$ with $\tilde{f}^{(j)}(1) = 0$ for $j = 0, \ldots, k$:

$$\left|I_{\omega,\beta}^{(3)}[\tilde{f}]\right| \leq C_{k}\left(\omega^{-(k+2)}\|\tilde{f}^{(k+1)}\|_{\infty} + \frac{|\beta + 1|^{k+3} - 1}{|\beta + 1| - 1} + \omega^{-(k+2)}\log\omega\|\tilde{f}^{(k+2)}\|_{\infty}|\beta + 1|^{-(k+2)}\right).$$

**Proof.** The proof is given in Appendix E. \hfill \square

This means that the FCC rule $Q_{\omega}^{[s,\nu]}[f] := I_{\omega,\beta}^{(3)}[\tilde{f}]$ with $p$ satisfying (1) has the asymptotic error

$$\left|I_{\omega,\beta}^{(3)}[f] - Q_{\omega}^{[s,\nu]}[f]\right| = \mathcal{O}(\omega^{-(k+2)}\log\omega), \quad \omega \to \infty.$$

Moreover Prop. 1 allows us to understand the $\nu$-dependency of the quadrature error through the quality of approximation of $f$ by the interpolating polynomial $p$. There are a number of ways to estimate $\|f^{(j)} - p^{(j)}\|_{\infty}$: one possibility is via the Hermite interpolation formula as was done in the Filon context for non-stationary oscillators by [32], another is to relate the error to the regularity of $f$ in periodic Sobolev norms on $[0, 2\pi]$ via the change of variable $x = \cos\theta$, this approach was taken for linear oscillators by [9]. Finally, in our opinion, a very elegant way is via optimal error bounds using the Peano kernel theorem, in particular we can use the following result due to [39]: Define the nodal polynomial for the interpolation problem (1) as $\tilde{r}(x) = (x^{2} - 1)^{s}\prod_{j=1}^{s}(x - c_{j})$ then we have the following bounds (where the constants are optimal over $f \in C^{(\nu+2s+1)}([-1, 1])):

$$\|f^{(j)} - p^{(j)}\|_{\infty} \leq \frac{\|\tilde{r}^{(j)}\|_{\infty}}{(\nu + 2s + 1)!}\|f^{(\nu+2s+1)}\|_{\infty}.$$

(21)
We can combine (21) with Prop. 1 and the trivial estimate
\[ |f_{ω,β}^{(3)}[f] - Q_ω^{[s,ν]}[f]| \leq ω^{-1}||H_0^{(1)}||_{L^1([0,ω])} ||f - p||_∞, \]
to find:

**Corollary 2.** For any \( s \in \mathbb{N} \) there is \( C_s > 0 \) such that for all \( f \in C^∞([-1, 1]), ν \in \mathbb{N}, β \neq 0, ω ≥ 1:\n\[ |f_{ω,β}^{(3)}[f] - Q_ω^{[s,ν]}[f]| \leq \min \left\{ ω^{-1}||H_0^{(1)}||_{L^1([0,ω])} ||f||_∞, C_ω^{-1}(s + 2) \left[ ||r^{(s+1)}||_∞ ||β + 1||^{s+2} \frac{1}{β + 1} - 1 \right. \right. \]
\[ \left. \left. + \log ω ||r^{(s+2)}||_∞ ||β + 1||^{-(s+2)} \right\} \frac{||f||_∞ ||β + 1||^{(s+2)}||_∞}{(ν + 2s + 1)!}. \]

### 5.1 Recursive moment computation

The results in Prop. 1 and Cor. 2 guarantee convergence of the direct Filon method \( Q_ω^{[s,ν]}[f] = f_{ω,β}^{(3)}[p] \), where \( p \) satisfies (1). Thus it remains to compute the corresponding quadrature moments \( σ_n := \sqrt{σ_n} f_{ω,β}^{(3)}[T_n] \). The oscillatory kernel of \( f_{ω,β}^{(3)} \) with respect to the Chebyshev weight is
\[ h_ω(x) = \sqrt{1 - x^2} H_0^{(1)} \left( \frac{x + 1}{2} \right) e^{iω(x+1)/2}. \]

The Hankel function satisfies Bessel’s equation \( (x^2 (d^2/dx^2) + x d/dx + x^2) H_0^{(1)}(x) = 0 \) [1] Eq. 9.1.1]. Thus a change of variable and multiplication by \( (1 - x) \) (to ensure the equation involves a combination of operators from Lemma 1) shows \( L_ω f_ω = 0 \) for
\[ L_ω = \left( 1 - x^2 \right) \frac{d^2}{dx^2} + i \left( βω (x^2 - 1) - i(3x + 1) \right) \left( 1 - x^2 \right) \frac{d}{dx} \]
\[ - \frac{1}{4} \left( (β^2 - 1)ω^2 (x^2 - 1)^2 - 2iβω(x - 1)(x + 1)^2 - 4(x^2 + x + 1) \right). \]

By Lemma 3 the action of \( L_ω \) on the basis \( φ_ω = \sqrt{σ_n} T_n \) has a banded matrix representation. Although \( h_ω \notin H^2([−1, 1], (1 - x^2)^{-1/2}) \) we can use the same integration by parts argument as in [10] to ensure (9) holds and we find after a few steps of algebra the following recursive relation satisfied by the moments valid for all \( n \in \mathbb{Z} \), where we again use the notation \( σ_n = σ_n/√σ_n \) and \( σ_{n+1} = σ_n \):
\[
\begin{align*}
(1 - β^2)σ_{n-4} &- \frac{4iβ(2n - 7)}{ω} σ_{n-3} + \frac{16(n - 3)^2 + 8iβω - 4(1 - β^2)ω^2}{ω^2} σ_{n-2} \\
&+ \frac{32(n - 2) + 4iβ(6n - 7)}{ω^2} σ_{n-1} + \frac{32(3 - n)^2 - 16iβω + 6(1 - β^2)ω^2}{ω^2} σ_n \\
&+ \frac{32(n + 2) - 4iβ(6n + 7)}{ω^2} σ_{n+1} + \frac{16(n + 3)^2 + 8iβω - 4(1 - β^2)ω^2}{ω^2} σ_{n+2} \\
&+ \frac{4iβ(2n + 7)}{ω} σ_{n+3} + (1 - β^2)σ_{n+4} = 0
\end{align*}
\]

### 5.2 Initial conditions

Since the recurrence (22) holds also when \( n = 0, 1, 2, 3 \) already four initial conditions \( σ_0, \ldots, σ_4 \) are sufficient to start the moment computation (and just three initial conditions suffice when
\(\beta = 1\). We begin by proving an expression that allows for efficient and accurate computation of \(\sigma_0\):

**Lemma 3.** For \(\omega > 0, \beta \neq -1\):

\[
\tilde{\sigma}_0 = -\frac{2i}{\pi} \omega^{-1} e^{i(\beta+1)\omega} \int_0^1 \frac{1}{\sqrt{t}} \sqrt{2i - t(1 + \beta + it)} \, dt + 2 \frac{2}{\pi} \omega^{-1} \left\{ \begin{array}{ll}
\frac{2}{\sqrt{1-\beta^2}} \arctan \sqrt{\frac{1-\beta}{1+\beta}}, & |\beta| < 1, \\
\frac{2}{\sqrt{\beta^2-1}} \arctanh \sqrt{\frac{\beta+1}{\beta-1}}, & |\beta| > 1,
\end{array} \right. \\
\beta = 1.
\tag{23}
\]

**Proof.** We have the following integral expression [18 Eq. 10.9.10]

\[
H_0^{(1)}(z) = -\frac{2i}{\pi} \int_0^\infty e^{iz \cosh t} dt, \quad \forall 0 < \arg z < \pi.
\]

Thus we have:

\[
\omega \sigma_0 = \lim_{\epsilon \to 0^+} \int_0^\omega H_0^{(1)}(x + i\epsilon)e^{i\beta x} \, dx = -\frac{2i}{\pi} \lim_{\epsilon \to 0^+} \int_0^\omega \int_0^\infty e^{i(x-\epsilon) \cosh t} \cosh t \cosh x \, dt \, dx \\
= -\frac{2}{\pi} \lim_{\epsilon \to 0^+} \int_0^\infty e^{-\epsilon \cosh t} \frac{e^{i\omega \cosh t + \beta} - 1}{\cosh t + \beta} \, dt \\
= -\frac{2}{\pi} \int_1^\infty \frac{e^{i\omega (y+\beta)}}{y+\beta} \frac{dy}{\sqrt{y^2-1}} + \frac{2}{\pi} \int_0^\infty \frac{1}{\cosh t + \beta} \, dt,
\]

where in the final line we used the change of variable \(y = \cosh t\). The second integral can be evaluated explicitly [18 Eq. 3.513.2] when \(\beta \neq \pm 1\) and by taking an appropriate limit as \(\beta \to 1^+\), justified by the dominated convergence theorem, we can also deduce its value for \(\beta = 1\). For the first integral the decay of the integrand is sufficient so that we can deform the contour of integration to \(y = 1 + it\) (noting that the square root singularity at \(y = 1\) can be dealt with by excluding a small neighbourhood of the origin during the change of contour). Combining those yields precisely the expression (23).

If we set \(g_\beta(t) = (\sqrt{2i - t(1 + \beta + it)})^{-1}\) we can write the remaining integral in (23) in the form

\[
-\frac{2i}{\pi} \omega^{-1} \int_0^\infty \frac{e^{i(\beta+1)\omega}}{\sqrt{t}} \cosh t \cosh x \, dt = -\frac{2i}{\pi} \omega^{-1} e^{i(\beta+1)\omega} \int_0^\infty g_\beta(t) \frac{1}{\sqrt{t}} e^{-t} dt.
\]

Differentiation with respect to \(\beta\) (justified by the dominated convergence theorem) allows us to find similar expressions for the remaining initial conditions \(\sigma_j, j = 1, 2, 3\). For completeness these are provided in Appendix D. Thus we found expressions for the initial moments in terms of simple functions and integrals of the form

\[
\int_0^\infty f\left(\frac{t}{\omega}\right) \frac{1}{\sqrt{t}} e^{-t} dt = \sqrt{\omega} \int_{-\infty}^{\infty} f(z^2) e^{-\omega z^2} dz,
\]

which have an exponentially decaying integrand (with faster exponential decay in \(z\) as \(\omega\) increases) and can be evaluated efficiently using either adaptive quadrature or Gauss–Hermite quadrature.
We shall not provide a detailed study of the evaluation, but note that we can write

\[
g_{\beta} \left( \frac{t^2}{\omega} \right) = \omega^3 \frac{1}{\sqrt{2\omega - t^2}} \frac{1}{(1 + \beta)\omega + it^2}
\]

which means the integrand becomes nearly singular when \(\omega, (1 + \beta)\omega \ll 1\). Thus for practical purposes we restrict the use of (23) to the case when \(\omega, (1 + \beta)\omega \geq 1\). Of course, the kernel of \(I^{(3)}_{\omega, \beta}[f]\) takes the form \(h_0(\omega x) \exp(i\omega(1 + \beta)x)\) (cf. Lemma 2) which means it is only highly oscillatory when \(\omega(1 + \beta) \gg 1\), and so in the case when (23) is near singular we do not need to use Filon methods for the approximation of \(I^{(3)}_{\omega, \beta}[f]\) to begin with. The same holds true for the analogous expressions for \(\tilde{\sigma}_j, j = 1, 2, 3\), as given in Appendix D.

### 5.3 Behaviour of homogeneous solutions and initial stability

Note that we can write the recurrence (22) in the form

\[
(1 - \beta^2)(\tilde{\sigma}_{n-4} - 4\tilde{\sigma}_{n-2} + 6\tilde{\sigma}_n - 4\tilde{\sigma}_{n+2} + \tilde{\sigma}_{n+4}) = \frac{n^2}{\omega^2} \left(-16(\tilde{\sigma}_{n-2} - 2\tilde{\sigma}_n + \tilde{\sigma}_{n+2})
\right.
\]

\[
+ \frac{n}{\omega} \left[8i\beta(\tilde{\sigma}_{n-3} - 3\tilde{\sigma}_{n-1} + 3\tilde{\sigma}_{n+1} - \tilde{\sigma}_{n+3})
\right.
\]

\[
+ \frac{n}{\omega^2} \left[32(-3\tilde{\sigma}_{n-2} + \tilde{\sigma}_{n-1} - \tilde{\sigma}_{n+1} - 3\tilde{\sigma}_{n+2})
\right.
\]

\[
+ \frac{1}{\omega} \left[4i\beta(-7\tilde{\sigma}_{n-3} - 2\tilde{\sigma}_{n-2} + 7\tilde{\sigma}_{n-1} + 4\tilde{\sigma}_n + 7\tilde{\sigma}_{n+1} - 2\tilde{\sigma}_{n+2} - 7\tilde{\sigma}_{n+3})
\right.
\]

\[
+ \frac{1}{\omega^2} \left(-32(2\tilde{\sigma}_n - 2\tilde{\sigma}_{n-1} + 2\tilde{\sigma}_{n+1} + 3\tilde{\sigma}_{n+2})
\right.
\]

\[
+(1 - \beta^2)\left(\tilde{\sigma}_{n-3} - 2\tilde{\sigma}_{n-2} + (6n - 7)\tilde{\sigma}_n - 2\tilde{\sigma}_{n+2} + \tilde{\sigma}_{n+3}\right) = -\frac{8n + 28 + 4(n - 2)(n - 1)}{\omega} \tilde{\sigma}_{n-2} - \frac{-8n + 16}{\omega} \tilde{\sigma}_{n-1} - \frac{-8n^2 + 24}{\omega} \tilde{\sigma}_n
\]

\[
- \frac{8n + 16}{\omega^2} \tilde{\sigma}_{n+1} - \frac{12n + 28 + 4(n + 1)(n + 2)}{\omega} \tilde{\sigma}_{n+2}.
\]

A similar argument to the proof of Thm. 3 shows that, whenever \(\beta \neq 1\), if \(\omega\) is sufficiently large compared to \(n\), the solutions to (24) grow no faster than algebraically with \(n\). For the case \(\beta = 1\) the recurrence reduces to seven terms and takes the form

\[
(-2n + 7)\tilde{\sigma}_{n-3} + 2\tilde{\sigma}_{n-2} + (6n - 7)\tilde{\sigma}_n - 2\tilde{\sigma}_{n+2} + \tilde{\sigma}_{n+3} = -\frac{8n + 28 + 4(n - 2)(n - 1)}{\omega} \tilde{\sigma}_{n-2} - \frac{-8n + 16}{\omega} \tilde{\sigma}_{n-1} - \frac{-8n^2 + 24}{\omega} \tilde{\sigma}_n
\]

\[
- \frac{8n + 16}{\omega^2} \tilde{\sigma}_{n+1} - \frac{12n + 28 + 4(n + 1)(n + 2)}{\omega} \tilde{\sigma}_{n+2}.
\]

Here we can understand the behaviour of the recurrence operator on the left hand side by substituting \(\gamma_n = (2n + 3)\tilde{\sigma}_{n+2} + \tilde{\sigma}_n - (2n + 1)\tilde{\sigma}_{n-2}\), which yields

\[
(-2n + 7)\tilde{\sigma}_{n-3} + 2\tilde{\sigma}_{n-2} + (6n - 7)\tilde{\sigma}_n - 2\tilde{\sigma}_{n+2} + \tilde{\sigma}_{n+3} = \gamma_n - 2\gamma_{n-2} + \gamma_{n+2},
\]

and shows, by a simple discrete variation of constants argument, that if \(\omega\) is sufficiently large compared to \(n\) then the solutions to (25) grow at most linearly in \(n\). In both cases \(\beta \neq 1\) and \(\beta = 1\) the solutions to (22) thus have algebraic behaviour in the initial regime. We find from numerical experiments that this behaviour changes as \(n\) increases for fixed \(\omega\), and that some of the solutions exhibit super-algebraic growth for \(n\) sufficiently large, thus leading to instability in (22). To understand where this transition occurs we follow the procedure described in §4.3.
We suspect the change of behaviour occurs when \( n \propto \omega \). Thus we let \( n = C_{n,\omega} \omega \) and make the Ansatz \( \tilde{\sigma}_{n+\beta}/\tilde{\sigma}_n = \lambda^j \), \(-4 \leq j \leq 4\), which when plugged into (22) results in the following condition at leading order in \( \omega \):

\[
(1 - \beta^2)\lambda^{-4} - 8i\beta C_{n,\omega} \lambda^{-3} + (16C_{n,\omega}^2 - 4(1 - \beta^2)) \lambda^{-2} + (24i\beta C_{n,\omega}) \lambda^{-1}
\]

\[
+ (-32C_{n,\omega}^2 + 6(1 - \beta^2)) + (-24i\beta C_{n,\omega}) \lambda + (16C_{n,\omega}^2 - 4(1 - \beta^2)) \lambda^2 + 8i\beta C_{n,\omega} \lambda^3 + (1 - \beta^2)\lambda^4 = 0.
\]

When \( \beta \neq 1 \) the condition has eight solutions for \( \lambda \):

\[
\lambda = \pm 1, \pm 1, \frac{-2iC_{n,\omega} \pm \sqrt{(1 - \beta^2)^2 - 4C_{n,\omega}^2}}{1 - \beta}, \frac{2iC_{n,\omega} \pm \sqrt{(1 + \beta)^2 - 4C_{n,\omega}^2}}{1 - \beta}.
\]

All of those values are in modulus equal to 1 if and only if \( n/\omega \leq C_{n,\omega} \leq \min\{[1 + \beta]/2, [1 - \beta]/2\} \), so we expect algebraic behaviour in this regime and the onset of super-algebraic growth to occur when \( n \approx \omega \min\{[1 + \beta]/2, [1 - \beta]/2\} \). This behaviour is confirmed in Fig. 3b. When \( n/\omega = C_{n,\omega} \geq \min\{[1 + \beta]/2, [1 - \beta]/2\} \) at most two of the values for \( \lambda \) have modulus greater than 1 and we thus expect Oliver’s algorithm with five initial and two endpoint values to provide a way of computing the remainder of the moments. These two endpoint values (i.e. values of \( \tilde{\sigma}_N, \tilde{\sigma}_{N+1} \) for some \( N \gg \omega \)) can be approximated using the asymptotic expansion of \( \tilde{\sigma}_N \) as \( N \to \infty \) for fixed \( \omega \) which is obtained from the method of stationary phase (cf. also [9] §4). As we explained in [1, 1] in practical applications of Filon methods it is less important to compute moments when \( n \gtrsim \omega \) since at that point classical quadrature is no more expensive than the Filon method. In the interest of brevity we therefore omit a discussion of the application of Oliver’s algorithm, but note that we performed initial numerical experiments which suggest that this provides indeed a satisfactory way for computing the remaining quadrature moments.

When \( \beta = 1 \) (26) has six solutions, \( \lambda = \pm 1, \pm 1, iC_{n,\omega} \pm \sqrt{1 - C_{n,\omega}^2} \). These solutions are in modulus equal to 1 whenever \( n/\omega = C_{n,\omega} \leq 1 \) which suggests the onset of super-algebraic growth lies around \( n \approx \omega \). This is confirmed in Fig. 3a. Moreover, when \( n/\omega > 1 \) one of the solutions for \( \lambda \) is in modulus greater than 1, which indicates that Oliver’s algorithm with five initial and one endpoint value can be used to compute the remaining moments in a stable way. Again the endpoint value (i.e. \( \tilde{\sigma}_N \) for some \( N \gg \omega \)) can be approximated using the method of stationary phase for \( N \to \infty \).

### 5.4 Numerical evidence of stable forward propagation

Similar to (18) we can write the recurrence (22) in the form

\[
x^{(j)}_{N+1} = \prod_{n=1}^{N} B^{(j)}_{n} x^{(j)}_{n}, \quad \forall N \in \mathbb{Z},
\]

where \( j = 1 \) corresponds to the case \( \beta = 1 \) and \( j = 2 \) covers the case \( \beta \neq 1 \). Here \( x^{(1)}_n = (x_{n+2}, \ldots, x_{n-3})^T \), \( x^{(2)}_n = (x_{n+3}, \ldots, x_{n-4})^T \), and \( B^{(j)}_n, n \geq 0, j = 1, 2 \), are \( 6 \times 6 \), and \( 8 \times 8 \) matrices respectively whose entries are, analogously to (19), given by the coefficients of the recurrence (22) in the top row and the bottom left \( 5 \times 5 \) and \( 7 \times 7 \) entries are given by the identity matrix of respective size \( I_5, I_7 \). This means that the matrices are of the shape

\[
B^{(1)}_n = \begin{pmatrix} * & * \\ I_5 & 0 \end{pmatrix}, \quad B^{(2)}_n = \begin{pmatrix} * & * \\ I_7 & 0 \end{pmatrix},
\]
where \( \ast \) is a placeholder for the non-zero entries given by the coefficients of the recurrence (22) which are not repeated in the interest of brevity. Similar to \( \S 4.4 \) we have the upper bound
\[
\| x_N^j \| \leq \left\| \prod_{n=1}^N B_n^{(j)} \right\| \| x_1^j \|, 
\]
thus we can look at the norm of the matrix product to find an upper bound on the growth of solutions to the recurrence (22). In Fig. 3 we plot these norms and we see initial algebraic growth which transitions to super-algebraic roughly at the points predicted in \( \S 5.3 \) when \( n \approx \omega \) in Fig. 3a and when \( n \approx 0.4 \omega \) in Fig. 3b.

![Figure 3: The growth of solutions to (15) as measured by \( \left\| \prod_{n=1}^N B_n^{(j)} \right\| \), j = 1, 2. The initial algebraic transitions to super-algebraic growth roughly at the points predicted heuristically in \( \S 5.3 \)](image)

5.5 Wave scattering on a screen

Integrals of the form (20) appear in hybrid numerical-asymptotic collocation methods for high-frequency wave scattering on screens in two dimensions (see for instance [19] and [36]). Recently, [17] constructed a very efficient numerical steepest descent (NSD) method that can be used to assemble the matrix and right hand side in the corresponding collocation system at frequency-independent cost. In this example we demonstrate that our direct Filon method with recursive moment computation can be applied to achieve the same goal. As a conceptual difference we highlight that our method relies on evaluations of the integrand strictly in the domain of integration (contrary to NSD where a complex extension of the integrand is evaluated along steepest descent paths). This can be of advantage when the functional form of the incident field is unknown (for instance in a geometric theory of diffraction approximation to multiple scattering) or when a complex extension is not readily available or difficult to evaluate due to the presence of branch cuts in the complex plane. The latter is the case in the example that we consider, although we note that this can be overcome by choosing the steepest descent path in NSD carefully. Let us consider a simple example exhibiting the main features of the direct Filon method when applied in this setting: the scattering of a two-dimensional highly oscillatory Gaussian beam by a finite plate \( \Gamma \) extending from \((-1, 0)\) to \((1, 0)\) in \( \mathbb{R}^2 \). We follow [20, Eq. (55)] and [25]...
Eq. (17)] and assume an incident field of the form
\[ \psi_\text{i}(x, y) = \left(1 + \frac{it \gamma}{\omega a^2}\right)^{-\frac{1}{4}} \exp \left(\frac{i \omega \gamma - \frac{x^2}{2a^2} \left(1 + \frac{it \gamma}{\omega a^2}\right)^{-\frac{1}{2}}\right) \]

where \( \tilde{x} = x \sin \theta - y \cos \theta, \tilde{y} = x \cos \theta + y \sin \theta \). This describes a Gaussian beam focussed at \((x, y) = (0, 0)\), which propagates in the direction \((\cos \theta, \sin \theta)\) at frequency \(\omega\) and has width \(a\) in the plane \(\{\tilde{y} = x \cos \theta + y \sin \theta = 0\}\). The scattering problem on a perfectly conducting plate (i.e. with Dirichlet boundary conditions) can be written in the form [17, Eq. (7)]
\[ \psi_s(x, y) = S(\partial_n \psi)(s_x) := \frac{i}{4} \int_{-1}^{1} H_0^{(1)}(\omega|s_x - s_y|) \partial_n \psi(s_y) ds_y, \quad s_x \in [-1, 1], \]

where \(\psi\) is the unknown scattered field and \(s_x, s_y\) are coordinates in arclength along the plate. We follow the hybrid Ansatz described by [19] where the unknown \(\partial_n \psi\) is expanded in the form
\[ \partial_n \psi(s_y) = V_0(s_y; \omega) + \sum_{l=1}^{L} V_l^+(s_y) e^{i \omega s_y} + V_l^-(s_y) e^{-i \omega s_y} \]

where \(V_0(s_y; \omega) = 2 \partial_n \psi_i(s_y)/\partial n\) is the geometrical optics approximation and \(V_l^\pm\) are piecewise polynomials of low degree defined on a mesh graded towards the endpoints of the plate. Thus the collocation system for the free parameters in \(V_l^\pm\) takes the form
\[ \sum_{l=1}^{N} S(V_l^+ \cdot e^{i \omega \cdot} + V_l^- \cdot e^{-i \omega \cdot}) (s_m) = \psi_i(s_m) - 2S(\partial_n \psi_i)(s_m), \]

for some collocation points \(s_m \in [-1, 1], m = 1, \ldots, M\). In the present example we shall focus on the evaluation of the geometrical optics contribution, but we note that the integrals over the basis terms \(V_l^\pm(s_y) \exp(\pm i \omega s_y)\) can also be approximated efficiently using expressions of the form [23]. On the blade the incident Gaussian beam takes the form
\[ \partial_n \psi_i(s_y, 0) = \frac{-8 a^2 \omega s_y \cos \theta + 3 s_y^2 \cos(2 \theta) + 5 s_y^2}{8 a^4 \omega^2} \left(1 + \frac{i s_y \cos \theta}{a^2 \omega}\right)^{-2} - \frac{1}{2a^2 \omega^2} \left(1 + \frac{i s_y \cos \theta}{a^2 \omega}\right)^{-\frac{3}{2}} \]
\[ + \left(1 + \frac{i s_y \cos \theta}{a^2 \omega}\right)^{-\frac{1}{2}} i \omega \sin \theta \exp \left(i \omega s_y \cos \theta - \frac{s_y^2 \sin^2 \theta}{2 a^2 \omega} \left(1 + \frac{i s_y \cos \theta}{a^2 \omega}\right)^{-\frac{1}{2}}\right) \]
\[ =: A(s_y; \omega) \exp(i \omega s_y \cos \theta) \]

where we have extracted the amplitude of \(\partial_n \psi_i\) in \(A\). Note the only \(\omega\) dependency of \(A\) is via a constant multiplication out front and via the function \(f(x) = (1 + i x \cos \theta/a^2)^{-1/2}\) in the form \(f(x/\omega)\). Since
\[ \frac{d^j}{dx^j} f(x) = \frac{(2j - 1)!!}{2^j} \frac{i x \cos \theta}{\omega a^2} \left(1 + \frac{i x \cos \theta}{\omega a^2}\right)^{-\frac{1}{2} - j} \leq C_j x^{-\frac{1}{2} - j}, \quad \forall j \geq 0, \]

where \((2j - 1)!! = (2j - 1)(2j - 3) \cdots 1\), the tangential derivatives of \(A(s_y; \omega)\) do not grow in \(\omega\), i.e. this is a smooth non-oscillatory function that can be well approximated by polynomials.
on $[-1, 1]$ uniformly in $\omega \geq 1$ in the sense of (21). The geometrical optics approximation thus requires us to compute the following terms for all collocation points $s_m \in [-1, 1]$: 

$$
2 \int_{-1}^{1} H_0^{(1)}(\omega|s - s_m|) \partial_n \psi_1(s, 0) \, ds = 
$$

$$
= 2 \int_{-1}^{s_0} H_0^{(1)}(\omega|s - s_m|) A(s) e^{iws \cos \theta} \, ds + 2 \int_{s_0}^{1} H_0^{(1)}(\omega|s - s_m|) A(s) e^{iws \cos \theta} \, ds 
$$

$$
= 2(1 + s_m) e^{iws \cos \theta} \int_{0}^{1} H_0^{(1)}(\omega(1 + s_m) t) A(s_m - (1 + s_m) t) e^{-i\omega(1 + s_m) t \cos \theta} \, dt 
$$

$$
+ 2e^{iws \cos \theta} \int_{0}^{s_m} H_0^{(1)}(\omega t) A(t + s_m) e^{i\omega t \cos \theta} \, dt 
$$

$$
= e^{i\omega s_m \cos \theta} \left( (1 + s_m) I_{(3)}^{(3)}(\omega(s_m - 1), -\cos \theta, [A_1]) + (1 - s_m) I_{(3)}^{(3)}(\omega(1 - s_m), -\cos \theta, [A_2]) \right), 
$$

(27)

where we took $A_1(x) = A((s_0 - 1)/2 - x(s_0 + 1)/2)$, $A_2(x) = A((s_0 + 1)/2 + x(1 - s_0)/2)$. Thus we can consider the approximation of (27) using the direct Filon method with recursive moment computation as described in [5,1].

The performance of this method is demonstrated by the results in Fig. 4. Here we choose $a = 0.25$, $\theta = \pi/4$, $s_m = 0$. In Fig. 4a we see the behaviour of the relative error of the direct Filon method as a function of $\omega$ with $\nu = 6$ fixed. We recall from Prop. 1 that the direct Filon method has asymptotic error $O(\omega^{-s+2} \log \omega)$ and a similar argument shows that $2S(\partial_n \psi_1)(s_m)$ has asymptotic behaviour $O(\omega^{-1} \log \omega)$. Thus we expect the relative error to behave like $O(\omega^{-s+1})$ which is confirmed in Fig. 4a. This means that the direct Filon method can approximate the integral to a fixed relative error at uniform cost in $\omega$.

(a) Relative error as function of $\omega$ for fixed $\nu = 6$. (b) Relative error as function of $\nu$ for fixed $\omega = 100$.

Figure 4: Relative error of the direct Filon method for evaluating $S(\partial_n \psi_1)(s_m)$ with $a = 0.25$, $\theta = \pi/4$, $s_m = 0$.

In Fig. 4b we consider the convergence properties of the method for a fixed $\omega = 100$ as $\nu$ increases. Since $A_1, A_2$ are smooth we expect, by Corollary 2 to find spectral convergence in $\nu$ for any fixed value of $\omega$. This is indeed confirmed in Fig. 4b. In both numerical examples the reference solution for the true integral was computed with a graded Clenshaw–Curtis method (as described in [4,14] with $M = 6000$, $\nu = 10$, $r = 40$.)
6 Concluding remarks

In this work we sought to address the ‘moment-problem’ for Filon methods by providing a general framework for constructing recurrences satisfied by the Filon quadrature moments. This framework is based on the observation that many physically relevant oscillatory kernels are in the null space of certain differential operators whose action on the interpolation basis is represented by a banded matrix. The recursive moment computation allowed us to construct direct Filon methods for several examples of interest, two of which we studied in further detail: integrals with algebraic singularities and stationary points and integrals involving a Hankel function. For the former we proved rigorous stability results guaranteeing that the initial moments can be computed with at worst linear error growth. We also demonstrated the advantageous properties of the direct Filon method which perfectly matches the asymptotic behaviour of the integral. The second type of integrals are relevant in evaluating the geometrical optics approximation in high-frequency wave scattering. Based on numerical evidence we found that the recurrences incur only weak (algebraic) error growth as long as $N \lessapprox \omega$, meaning the recurrences are a suitable means for computing the quadrature moments for most practical purposes. We provided rigorous convergence results that allow the understanding of both $\nu$- and $\omega$-dependency of the quadrature error and showed an application to high-frequency wave scattering of a Gaussian beam on a finite plate in two dimensions.

In the application to wave scattering problems we found that even when initial moments cannot be expressed explicitly in terms of simple functions, one may still be able to provide an expression that is easy to evaluate numerically (for instance an exponentially decaying integral). This is closely related to the ideas of numerical steepest descent (NSD), where oscillatory integrals are written in terms of exponentially decaying integrals by moving to the complex plane. However, NSD requires analyticity of the integrand at least in a neighbourhood of the domain of integration, which is in contrast to Filon methods that only require the weaker condition that amplitude is well-approximable by polynomials. Therefore we believe future research could focus on combining the two approaches – by providing a polynomial approximation to an amplitude of limited analyticity followed by the use of NSD to help evaluate the oscillatory integral over the polynomial which is an entire function.
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A Fast interpolation at Clenshaw–Curtis points, mid- and endpoint derivatives

Here we provide a some more detail on how the interpolation problem (3) can be solved at cost $O(\nu \log \nu + s\nu + s^3)$ as described in $\S$2.2. Recall that we wish to solve the following interpolation problem:

$q(j)(0) = f(j)(0), q(j)(\pm 1) = f(c_n), n = 1, \ldots, \nu,$

using an expansion in Chebyshev polynomials $q(x) = \sum_{n=0}^{\nu+3s+1} q_n T_n(x)$. Let us adopt the notation used by [11] and define

$\hat{q}_0 = 2q_0, \quad \hat{q}_k = q_k, \quad k = 1, \ldots, \nu, \quad \hat{q}_{\nu+1} = 2q_{\nu+1},$

$h_j = f_j - \sum_{m=\nu+2}^{\nu+3s} q_m \cos \left( \frac{j m \pi}{\nu + 1} \right), \quad f_j = f \left( \cos \frac{j \pi}{\nu + 1} \right), \quad j = 0, \ldots, \nu + 1.$

Then the interpolation conditions $q(c_n) = f(c_n), n = 0, \ldots, \nu + 1$, are equivalent to saying that $C_{\nu+1} \hat{q} = h$, where $C_{\nu+1}$ is the discrete cosine transform DCT-I. The inverse is

$\hat{q}_m = (C_{\nu+1}^{-1} h)_m = \frac{2}{\nu + 1} \sum_{j=0}^{\nu + 1} h_j \cos \left( \frac{j m \pi}{\nu + 1} \right) \quad \text{for} \quad m = 0, \ldots, \nu + 1,$

(28)

where $\sum_{j=0}^{\nu+1}$ means that for $j = 0$ and $j = \nu + 1$ the terms are halved. We can simplify the expressions for $h_j$ as follows:

$h_j = f_j - \sum_{m=\nu+2}^{\nu+3s+1} \cos \left( \frac{j m \pi}{\nu + 1} \right) q_m = f_j - \sum_{m=1}^{3s} (-1)^j \cos \left( \frac{j m \pi}{\nu + 1} \right) q_{\nu+1+m}, \quad j = 0, \ldots, \nu + 1.$

(29)
Using \((29)\) in \((28)\) we find for \(m = 0, \ldots, \nu + 1\) (and with \(\hat{q} = C_{\nu+1}^{-1} f\)):

\[
\hat{q}_m = \hat{q}_m - \frac{2}{\nu + 1} \sum_{n=1}^{3s} q_{\nu + 1 + n} \left[ \sum_{j=0}^{\nu + 1} (-1)^j \cos \left( \frac{j \nu \pi}{\nu + 1} \right) \cos \left( \frac{j (n + m) \pi}{\nu + 1} \right) \right]
\]

\[= \hat{q}_m - \frac{1}{\nu + 1} \sum_{n=1}^{3s} q_{\nu + 1 + n} \left[ \sum_{j=0}^{\nu + 1} (-1)^j \cos \left( \frac{j (n + m) \pi}{\nu + 1} \right) + \sum_{j=0}^{\nu + 1} (-1)^j \cos \left( \frac{j (n - m) \pi}{\nu + 1} \right) \right].
\]

Now because \(\nu\) is odd, one can quickly check using standard trigonometric identities that

\[
\sum_{j=0}^{\nu + 1} (-1)^j \cos \left( \frac{j (n + m) \pi}{\nu + 1} \right) = 0, \quad n + m \neq \nu + 1
\]

\[= \nu + 1, \quad n + m = \nu + 1.
\]

Thus we find \(\hat{q}_m = \hat{q}_m - \sum_{n=1}^{3s} q_{\nu + 1 + n} (\delta_{n + m, \nu + 1} + \delta_{n - m, \nu + 1})\) which implies

\(q_n = \frac{1}{2} q_n, \quad n = 0, \nu + 1, \quad q_n = 0, \quad n = 1, \ldots, \nu - 3s, \quad q_n = \tilde{q}_n - q_{2\nu + n - 2}, \quad n = \nu - 3s + 1, \ldots, \nu.

The remaining interpolation conditions \(q^{(j)}(0) = f^{(j)}(0), q^{(j)}(\pm 1) = f^{(j)}(\pm 1), j = 1, \ldots, s,\) are equivalent to the following \(3s \times 3s\) system allowing us to find \(q_{\nu + 2}, \ldots, q_{\nu + 3s + 1}:\n
\[
\sum_{n=1}^{3s} q_{\nu + 1 + n} \left[ T_{\nu + 1 + n}^{(j)}(-1) - T_{\nu + 1 - n}^{(j)}(-1) \right] = f^{(j)}(-1) - \sum_{n=0}^{\nu + 1} \tilde{q}_n T_n^{(j)}(-1)
\]

\[
\sum_{n=1}^{3s} q_{\nu + 1 + n} \left[ T_{\nu + 1 + n}^{(j)}(0) - T_{\nu + 1 - n}^{(j)}(0) \right] = f^{(j)}(0) - \sum_{n=0}^{\nu + 1} \tilde{q}_n T_n^{(j)}(0)
\]

\[
\sum_{n=1}^{3s} q_{\nu + 1 + n} \left[ T_{\nu + 1 + n}^{(j)}(1) - T_{\nu + 1 - n}^{(j)}(1) \right] = f^{(j)}(1) - \sum_{n=0}^{\nu + 1} \tilde{q}_n T_n^{(j)}(1).
\]

Note that the coefficients in this linear system can be found explicitly:

\[
T_n^{(j)}(-1) = (\pm 1)^{n-j} \frac{2j! n(n+j-1)!}{(2j)!(n-j)!}, \quad \text{for } 0 \leq j \leq n \text{ and } n + j \geq 1,
\]

\[
T_n^{(j)}(0) = \begin{cases} (-1)^{n-r} \frac{n-r-1)! 2 r^{-1}}, & r = (n-j)/2 \in \mathbb{N} \cup \{0\} \\ 0, & \text{otherwise} \end{cases}
\]

where the former expression is proved in \([11]\) Eq. (2.3)] and the latter follows from the expansion of \(T_n\) in the usual monomial basis \([11]\) Eq. 22.3.6].

### B Proof of Thm. 2

We recall the statement of Thm. \(2\)

**Theorem 4.** Suppose the moments \(\bar{\sigma}_n\) are computed using \([16]\) with slightly perturbed initial conditions: \(\tilde{\sigma}_0 = \sigma_0 + \epsilon_0, \tilde{\sigma}_2 = \sigma_2 + \epsilon_2, \) for some \(|\epsilon_0|, |\epsilon_2| < \epsilon.\) Then, for any \(n\) with \(2n + 1 < \omega,\)

\[
|\bar{\sigma}_{2n} - \tilde{\sigma}_{2n}| < \frac{8n \omega^2}{3 (\omega^2 - (2n + 1)^2)^{3/2}} \left( 2 + \frac{1}{\omega} \right) \epsilon.
\]
Proof. Let \( x_n = \tilde{\delta}_n - \tilde{\sigma}_n \). By linearity it suffices to solve the recurrence (16) for \( x_n \) with initial conditions \( x_0 = \epsilon_0, x_2 = \epsilon_2, \) and \( x_{2n+1} = 0 \). Substitute \( x_n = \rho_{n+1} - \rho_{n-1}, n \geq 0 \), with \( \rho_{-1} := -\epsilon_0/2 \) and let \( \gamma_n = \rho_{n+2} + 2n \rho_n - \rho_{n-2} \) for \( n \geq 1 \). We also note that \( x_{2n+1} = 0 \) so we may, without loss of generality, choose \( \rho_{2n} = 0, n \geq 0 \). Then the recurrence (16) is equivalent to solving

\[
\gamma_{n+2} - 2\gamma_n + \gamma_{n-2} = 0, \quad n \geq 3,
\]

with the initial conditions \( \gamma_1 = \gamma_3 = \rho_3 + \frac{2}{i} \rho_1 - \rho_{-1} = \epsilon_2 + \epsilon_0 (1 + \frac{1}{\epsilon_0}) \). Here equality of \( \gamma_1 = \gamma_3 \) was achieved by setting \( \rho_{-1} = -\epsilon_0/2 \) and using (16) for \( n = 1 \). Hence we have \( \gamma_{2n+1} = \gamma_1, \forall n \geq 1 \).

Therefore, the problem of finding \( x_{2n} \) from given initial conditions is equivalent to

\[
\rho_{n+2} + \frac{2n}{i\omega} \rho_n - \rho_{n-2} = \gamma_1, \quad n \geq 1, \text{ subject to } \rho_1 = \epsilon_0/2, \rho_3 = \epsilon_2 + \epsilon_0/2 \text{ and } \rho_{2n} = 0,
\]

where \( \gamma_1 = x_2 + x_0 (1 + \frac{1}{\epsilon_0}) \). To solve this let us consider the homogeneous recurrence

\[
a_{2n+3} + \frac{2(2n+1)}{i\omega} a_{2n+1} - a_{2n-1} = 0.
\]

This has two linearly independent solutions that can be expressed in terms of spherical Bessel functions \( j_n, y_n \) (see [1] §10.1) namely

\[
a_{2n+1} = A i^n j_n \left( \frac{i\omega}{2} \right) + B i^n y_n \left( \frac{i\omega}{2} \right),
\]

for \( A, B \in \mathbb{C} \). Let us write \( \tilde{j}_n(z) := i^n j_n(z) \) and \( \tilde{y}_n(z) := i^n y_n(z) \), then the solution to (31) with initial conditions \( a_1, a_3 \) is given by

\[
\begin{pmatrix}
  a_{2n+3} \\
  a_{2n+1}
\end{pmatrix} =
\begin{pmatrix}
  j_{n+1}(\omega/2) & y_{n+1}(\omega/2) \\
  j_n(\omega/2) & y_n(\omega/2)
\end{pmatrix}
\begin{pmatrix}
  \tilde{j}_1(\omega/2) & \tilde{y}_1(\omega/2) \\
  \tilde{j}_0(\omega/2) & \tilde{y}_0(\omega/2)
\end{pmatrix}^{-1}
\begin{pmatrix}
  a_3 \\
  a_1
\end{pmatrix}, \quad n \geq 1
\]

Now we have the following useful identity [1] Eq. 10.1.31:

\[
\tilde{j}_n(z)\tilde{y}_{n-1}(z) - \tilde{j}_{n-1}(z)\tilde{y}_n(z) = (-1)^{n+1} z^{-2}, \quad n \geq 1.
\]

Hence we have

\[
\text{det}
\begin{pmatrix}
  j_{n+1}(\omega/2) & y_{n+1}(\omega/2) \\
  j_n(\omega/2) & y_n(\omega/2)
\end{pmatrix}
= (-1)^{n+1} \left( \frac{2}{\omega} \right)^2.
\]

Thus we can write the solution to (30), by discrete variation of constants, as

\[
\begin{pmatrix}
  \rho_{2n+3} \\
  \rho_{2n+1}
\end{pmatrix} =
\left( \frac{\omega}{2} \right)^2
\begin{pmatrix}
  \tilde{j}_{n+1}(\omega/2) & \tilde{y}_{n+1}(\omega/2) \\
  \tilde{j}_n(\omega/2) & \tilde{y}_n(\omega/2)
\end{pmatrix}
\left[ \sum_{k=1}^{n} (-1)^{k+1}
\begin{pmatrix}
  \tilde{y}_k(\omega/2) & -\tilde{y}_{k+1}(\omega/2) \\
  -\tilde{j}_k(\omega/2) & \tilde{j}_{k+1}(\omega/2)
\end{pmatrix}
\begin{pmatrix}
  \gamma_1 \\
  0
\end{pmatrix}
+ (-1)^n
\begin{pmatrix}
  \tilde{y}_0(\omega/2) & -\tilde{y}_1(\omega/2) \\
  -\tilde{j}_0(\omega/2) & \tilde{j}_1(\omega/2)
\end{pmatrix}
\begin{pmatrix}
  \rho_3 \\
  \rho_1
\end{pmatrix}\right]
\]

Now we note according to [11] Eq. (1) §13.74] for \( z \geq \nu + 1/2 \geq 1 \)

\[
|j_\nu(z)|^2 + |y_\nu(z)|^2 < \frac{1}{|z|\sqrt{z^2 - (\nu + 1/2)^2}}.
\]
Thus we can apply Cauchy–Schwarz to (32) and find

\[
|\rho_{2n+3}| \leq \left( \frac{\omega}{2} \right)^{\frac{1}{2}} \left( \frac{1}{|\frac{\pi}{2}| \sqrt{\left( \frac{\omega}{2} \right)^2 - (n + 3/2)^2}} \right)^{\frac{1}{2}} \left[ \sum_{k=1}^{n} \left( \frac{1}{|\frac{\pi}{2}| \sqrt{\left( \frac{\omega}{2} \right)^2 - (k + 1/2)^2}} \right)^{\frac{1}{2}} |\gamma_1| + \left( \frac{1}{|\frac{\pi}{2}| \sqrt{\left( \frac{\omega}{2} \right)^2 - (1/2)^2}} \right)^{\frac{1}{2}} |\rho_1| \right]
\]

\[
+ \left( \frac{1}{|\frac{\pi}{2}| \sqrt{\left( \frac{\omega}{2} \right)^2 - (3/2)^2}} \right)^{\frac{1}{2}} |\rho_1| + \left( \frac{1}{|\frac{\pi}{2}| \sqrt{\left( \frac{\omega}{2} \right)^2 - (1/2)^2}} \right)^{\frac{1}{2}} |\rho_3| \right]
\]

\[
\leq \frac{\omega}{(\omega^2 - (2n + 3)^2)^{\frac{1}{2}}} \sum_{k=1}^{n} \left( \frac{1}{(\omega^2 - (2k + 1)^2)^{\frac{1}{2}}} \right)^{\frac{1}{2}} |\gamma_1| + \left( \frac{1}{(\omega^2 - 3^2)^{\frac{1}{2}}} \right)^{\frac{1}{2}} |\rho_1| + \left( \frac{1}{(\omega^2 - 1)^{\frac{1}{2}}} \right)^{\frac{1}{2}} |\rho_3|
\]

Finally, we notice by the integral test for $2n + 1 < \omega$:

\[
\sum_{k=1}^{n} \left( \frac{1}{(\omega^2 - (2k + 1)^2)^{\frac{1}{2}}} \right)^{\frac{1}{2}} \leq \frac{1}{(\omega - 2x + 1)^{\frac{1}{2}}} \int_{0}^{n} \frac{dx}{(\omega - 2x - 1)^{\frac{1}{2}}} \leq \omega^{-\frac{1}{2}} \int_{0}^{n} \frac{dx}{(\omega - 2x - 1)^{\frac{1}{2}}}
\]

\[
= \frac{2}{3} \omega^{-\frac{1}{2}} \left( (\omega - 1)^{\frac{1}{2}} - (\omega - 2n - 1)^{\frac{1}{2}} \right)
\]

\[
\leq \frac{2}{3} \omega^{-\frac{1}{2}} (\omega - (2n + 1)) = \omega^{-\frac{1}{2}} \frac{2(2n + 1)}{3}
\]

Thus we have overall

\[
|\rho_{2n+3}| \leq \frac{\omega^{\frac{1}{2}}}{(\omega^2 - (2n + 3)^2)^{\frac{1}{2}}} \left[ \frac{2(2n + 1)}{3} \left( \frac{1}{2} + \frac{1}{\omega} \right) + \frac{1}{2 \left( 1 - \frac{\alpha}{\omega} \right)^{\frac{1}{2}}} + \frac{3}{2 \left( 1 - \frac{1}{\omega} \right)^{\frac{1}{2}}} \right] \epsilon
\]

and a similar estimate holds for $\rho_{2n+1}$ and hence the result follows, since $x_{2n+2} = \rho_{2n+3} - \rho_{2n+1}$.

**C Proof of Thm. 3**

We recall the statement of Thm. 3

**Theorem 5.** Suppose the moments $\hat{\sigma}_n$ are computed using (15) with the perturbed initial conditions $\hat{\sigma}_0 = \hat{\sigma} + \epsilon_0, \hat{\sigma}_1 = \hat{\sigma} + \epsilon_1, \hat{\sigma}_2 = \hat{\sigma} + \epsilon_2, |\epsilon_j| < \epsilon$ for some $\epsilon > 0$, and assume $\hat{\sigma}_3 = \hat{\sigma} - \epsilon$. Then, whenever $n + 1 < \min\{C\sqrt{\omega}, \omega\}$ for a given $C > 0$, we have

\[
|\hat{\sigma}_n - \hat{\sigma}_n| \leq \frac{(K_0 + nK_1)}{2} \epsilon \left( \frac{K_2 \omega^{\frac{1}{2}}}{K_2 \omega^{\frac{1}{2}} - 1} \exp \left( \frac{C}{K_2 \omega^{\frac{1}{2}}} \right) + 1 \right)
\]

where the constants $K_0, K_1, K_2$ are independent of $n$ and are given by

\[
K_0 = \frac{2 \sqrt{\omega}}{\sqrt{\omega^2 - C^2}}, \quad K_1 = \frac{\omega + 2 + |\alpha|}{\sqrt{\omega^2 - C^2}}, \quad K_2 = \frac{(\omega - C^2)^{\frac{1}{2}}}{\omega \sqrt{2|\alpha| + 2}}.
\]

**Proof.** Define $x_n := \hat{\sigma}_n - \hat{\sigma}_n$ then, by linearity it suffices to solve for $x_n$ which satisfies (15) subject to $x_0 = \epsilon_0, x_1 = x_{-1} = \epsilon_1, x_2 = x_{-2} = \epsilon_2, x_3 = x_{-3}$. We can formulate the recurrence
equivalently in the form
\[
  x_{n-3} - \frac{2(n-2)}{k_ω} x_{n-2} - x_{n-1} + \frac{4}{k_ω} x_n - x_{n+1} + \frac{2(n+2)}{k_ω} x_{n+2} + x_{n+3} = 0
\]
for \( n \geq 0 \). We can solve the homogeneous difference equation corresponding to the left hand side exactly, and we view the right hand side as a perturbation of the recurrence in the following sense: Let
\[
x_n = \sum_{j=0}^{n-2} \omega^{-j} x_n^{(j)}, \quad n \geq 2.
\]
Then \( x_n \) is the unique solution of the recurrence \([33]\) with the specified initial conditions if we define
\[
x_n^{(0)} = \frac{2(n-2)}{k_ω} x_{n-2} - x_{n-1} - x_n^{(0)} + \frac{2(n+2)}{k_ω} x_{n+2} + \gamma_{n+2} = 0, \quad n \geq 0,
\]
with the initial conditions \( x_0^{(0)} = \epsilon_0, x_{-1}^{(0)} = x_{1}^{(0)} = \epsilon_1, x_{-2}^{(0)} = x_{2}^{(0)} = \epsilon_2, \) and
\[
x_{-3}^{(0)} = x_3^{(0)} = \frac{2α - 2}{k_ω} \epsilon_0 + \epsilon_1 - \frac{2(3+α)}{k_ω} \epsilon_2,
\]
and if we further choose
\[
x_n^{(j+1)} - \frac{2(n-2)}{k_ω} x_{n-2} - x_{n-1} - x_n^{(j+1)} + \frac{2(n+2)}{k_ω} x_{n+2} + \gamma_{n+2} = 0, \quad n \geq 0
\]
for \( j \geq 0 \) and \( n \geq j \), under the extra symmetry condition \( x_n^{(j)} = x_{-n}^{(j)} \) and with the initial conditions \( x_{j+1}^{(j)}, x_{j+1}^{(j+1)}, x_{j+1}^{(j+1)} = 0 \).

Let us firstly solve \([33]\): We let \( γ_n^{(0)} = x_{n+1}^{(0)} + \frac{2n}{k_ω} x_n^{(0)} - x_{n-1}^{(0)}, \quad n \geq -2 \), which ensures that \( [33] \) is equivalent to
\[
γ_{n+2}^{(j+1)} - γ_{n-2}^{(j+1)} = 0, \quad n \geq 0
\]
for \( j \geq 0 \) and \( n \geq j \), under the extra symmetry condition \( x_n^{(j)} = x_{-n}^{(j)} \) and with the initial conditions \( x_{j+1}^{(j)}, x_{j+1}^{(j+1)}, x_{j+1}^{(j+1)} = 0 \).

Thus \( γ_{4n+j}^{(0)} = γ_j^{(0)} \) for \( j = -2, \ldots, 1 \) and \( n \geq 0 \). Hence, it remains to solve
\[
x_n^{(0)} = \frac{2n}{k_ω} x_n^{(0)} - x_{n-1}^{(0)} = γ_n^{(0)}, \quad n \geq 1,
\]
with initial conditions \( x_0^{(0)} = \epsilon_0, x_1^{(0)} = \epsilon_1 \). As described by \([9]\) the homogeneous solutions of this recurrence can be expressed in terms of Bessel functions, where it will be convenient to express the solutions in terms of the functions \( J_n(ω) := i^n J_n(ω), \ Y_n(ω) := i^n Y_n(ω) \), where \( J_n(ω), \ Y_n(ω) \)
are the standard Bessel functions of the first and second kind, as defined for instance in [1]. The solution to (35) can be written using discrete variation of constants as

\[
\begin{pmatrix}
  x_n^{(0)} \\
  x_n^{(1)} 
\end{pmatrix}
= \frac{i\pi}{2}
\begin{pmatrix}
  \tilde{J}_{n+1}(\omega) & \tilde{Y}_{n+1}(\omega) \\
  \tilde{J}_{n}(\omega) & \tilde{Y}_{n}(\omega) 
\end{pmatrix}
\sum_{k=1}^{n} (-1)^{k+1}
\begin{pmatrix}
  \tilde{Y}_k(\omega) & -\tilde{Y}_{k+1}(\omega) \\
  -\tilde{J}_k(\omega) & \tilde{J}_{k+1}(\omega) 
\end{pmatrix}
\begin{pmatrix}
  \gamma_k^{(0)} \\
  \gamma_{k+1}^{(0)} 
\end{pmatrix}
+ (-1)^n
\begin{pmatrix}
  \tilde{Y}_0(\omega) & -\tilde{Y}_1(\omega) \\
  -\tilde{J}_0(\omega) & \tilde{J}_1(\omega) 
\end{pmatrix}
\begin{pmatrix}
  \epsilon_0 \\
  \epsilon_1 
\end{pmatrix},
\]

(36)

for \( n \geq 1 \). Here, analogously to [9], we used the identity [1, Eq. (9.1.16)]

\[
\text{def}
\begin{pmatrix}
  \tilde{J}_{n+1}(\omega) \\
  \tilde{J}_n(\omega) 
\end{pmatrix}
\tilde{Y}_{n+1}(\omega) 
\end{pmatrix}
= (-1)^{n+2} \frac{2i}{\pi \omega}
\]

We can now perform a similar estimate to [9, p. 1271] on (36): Note the upper bound given by [11 §13.74]

\[
|J_n(\omega)|^2 + |Y_n(\omega)|^2 \leq \frac{2}{\pi \sqrt{\omega^2 - n^2}} \quad \text{for } \omega > n > 1/2.
\]

(37)

Combining this with Cauchy–Schwarz on (36) yields, for \( n \geq 2 \),

\[
|x_n^{(0)}| \leq \frac{\omega}{(\omega^2 - n^2)^{\frac{1}{2}}}
\sum_{k=1}^{n-1}
\frac{1}{(\omega^2 - k^2)^{\frac{1}{2}}}
|\gamma_k^{(0)}| + \epsilon \sum_{j=0}^{1}
\frac{1}{(\omega^2 - j^2)^{\frac{1}{2}}}
\]

Thus, summing these contributions, we obtain the following estimate when \( n < \min\{C \sqrt{\omega}, \omega\} \):

\[
|x_n^{(0)}| \leq \frac{\epsilon}{\sqrt{1 - \frac{C^2}{\omega}}}
\left(n \left(1 + 2 + \frac{|\alpha|}{\omega}\right) + 2\right).
\]

(38)

We now consider the perturbed recurrence (34) order by order. To do so let us write

\[
f_n^{(j)} = 2i(1 + \alpha)
\left(x_n^{(j)} + x_{n+2}^{(j)}\right) + 2i(1 - \alpha)x_n^{(j)}, \quad n \geq j.
\]

Thus, for \( j \geq 0 \), we need to solve the recurrence

\[
x_n^{(j+1)} = \frac{2(n+2)}{\omega}x_n^{(j)} + \frac{2(n-2)}{\omega}x_n^{(j+1)}, \quad x_{n-1}^{(j+1)} = 0
\]

subject to the initial conditions \( x_{j+1}^{(j)} = x_j^{(j)} = x_{j+1}^{(j)} = x_{j-1}^{(j)} = 0 \). We again substitute \( \gamma_n^{(j)} = x_n^{(j)} + \frac{2n}{\omega}x_n^{(j)}, n \geq j - 2 \), which ensures that this recurrence is equivalent to

\[
\gamma_{n+2}^{(j+1)} - \gamma_n^{(j+1)} = f_n^{(j)}, \quad n \geq j - 2,
\]

\[
\gamma_{j-2}^{(j+1)}, \gamma_{j-1}^{(j+1)}, \gamma_j^{(j+1)}, \gamma_{j+1}^{(j+1)} = 0
\]

Therefore we easily find

\[
\gamma_{4n+j}^{(j+1)} = \sum_{m=0}^{n-1} f_{4m+j+2}^{(j)} + \frac{n}{2} f_{4m+j+3}^{(j)} - \sum_{m=0}^{n-1} f_{4m+j}^{(j)}, \quad n \geq j - 2,
\]

\[
\gamma_{4n+j+1}^{(j+1)} = \sum_{m=0}^{n-1} f_{4m+j+3}^{(j)} + \frac{n}{2} f_{4m+j+4}^{(j)} - \sum_{m=0}^{n-1} f_{4m+j+2}^{(j)}, \quad n \geq j - 2.
\]
Now it remains to solve
\[
\gamma_n^{(j)} = x_{n+1}^{(j)} + \frac{2n}{\omega} x_{n+1}^{(j)} - x_n^{(j)}, \quad n \geq j + 2
\]
with the initial conditions \(x_{j+1}^{(j+1)}, x_{j+1}^{(j+1)} = 0\). Similarly to the case for \(x_n^{(0)}\) we can write the solution in terms of \(\tilde{\Psi}_n(\omega), \tilde{\Psi}_n(\omega)\), which yields
\[
\left(\begin{array}{c} x_{n+1}^{(j+1)} \\ x_n^{(j+1)} \end{array}\right) = \frac{i\pi\omega}{2} \left( \begin{array}{cc} \tilde{\Psi}_{n+1}(\omega) & -\tilde{\Psi}_{n+1}(\omega) \\ \tilde{\Psi}_n(\omega) & \tilde{\Psi}_n(\omega) \end{array}\right) \sum_{k=j+2}^{n} (-1)^{k+1} \left( \begin{array}{cc} \tilde{\Psi}_k(\omega) & -\tilde{\Psi}_k(\omega) \\ 0 & 0 \end{array}\right) \left(\begin{array}{c} \gamma_k^{(j+1)} \\ 0 \end{array}\right).
\]
Therefore, we can use Cauchy–Schwarz and (37) similarly to above to estimate
\[
|x_n^{(j+1)}| \leq \frac{\pi\omega^2}{2} \left( \begin{array}{cc} \omega^2 & \omega^2 \\ \omega^2 & \omega^2 \end{array}\right)^{-1} \sum_{k=j+2}^{n} \frac{1}{\omega^2 - k^2} |\gamma_k^{(j+1)}|.
\]
(39)
Now we recall \(f_n^{(j)} = 2\alpha(x_n^{(j)} - 2x_n^{(j)} + x_n^{(j+1)}) + 2i(x_n^{(j)} + 2x_n^{(j)} + x_n^{(j+2)})\) which means that
\[
\gamma_n^{(j+1)} = \sum_{m=0}^{n-1} f_m^{(j)} m^{j+2} = 2\alpha \left( x_{4n+j+2}^{(j)} + 2 \sum_{l=1}^{n-1} (-1)^l x_{j+2l}^{(j)} \right) + 2i \left( x_{4n+j+2}^{(j)} + 2 \sum_{l=1}^{n-1} x_{j+2l}^{(j)} \right),
\]
\[
|\gamma_n^{(j+1)}| \leq (2\alpha + 2) \left( |x_{4n+j+2}^{(j)}| + 2 \sum_{l=1}^{n-1} |x_{j+2l}^{(j)}| \right)
\]
Analogously we find for \(k = -2, -1, 1\):
\[
|\gamma_n^{(j+1)}| \leq (2\alpha + 2) \left( |x_{4n+k+j+2}^{(j)}| + 2 \sum_{l=1}^{n-1} |x_{j+k+2l}^{(j)}| \right),
\]
where, of course, \(x_j^{(j)}, x_j^{(j+1)} = 0\). To complete a total estimate on the size of \(x_n^{(j+1)}\) we proceed as follows:

**Claim 1.** If \(|x_n^{(j)}| \leq n^b\), for \(b \geq 0\) and all \(n + j + 1 < C\sqrt{\omega}\), then
\[
|x_n^{(j+1)}| \leq \frac{2 + 2|\alpha|}{\sqrt{1 - C^2}} \left( \frac{n^{b+2}}{(b+2)(b+1)} + 2n^{b+1} + b^b \right).
\]

**Proof of Claim.**
\[
|\gamma_n^{(j+1)}| \leq (2|\alpha| + 2) \left( |x_{4n+j}^{(j)}| + 2 \sum_{l=1}^{n-1} |x_{j+2l}^{(j)}| \right) \leq C(2|\alpha| + 2) \left( (4n)^b + 2 \sum_{l=1}^{n-1} (2l)^b \right) \leq C(2|\alpha| + 2) \left( (4n)^b + 2 \int_0^{2n} (2x)^b \, dx \right) = C(2|\alpha| + 2) \left( (4n)^b + \frac{1}{b+1} (4n)^{b+1} \right),
\]
where in the final step we used the integral test to find an upper bound. Analogously, we find in general
\[
|\gamma_n^{(j+1)}| \leq C(2|\alpha| + 2) \left( \frac{1}{b+1} k^{b+1} + k^b \right), \quad k \geq 2.
\]
Thus we have, based on (39),

\[
|x^{(j+1)}_{n+j+1}| \leq \frac{\omega}{(\omega^2 - (n + j + 1)^2)^2} \sum_{k=j+2}^{n+j} \frac{1}{(\omega^2 - k^2)^2} |\gamma_k^{(j+1)}| \\
\leq \frac{C(2|\alpha| + 2)\omega}{(\omega^2 - (n + j + 1)^2)^2} \sum_{k=2}^{n} \frac{1}{(\omega^2 - (j + k)^2)^2} \left( \frac{1}{b+1} k^{b+1} + k^b \right).
\]

Thus, if \( n + 1 + j < C\sqrt{\omega} \), we can simplify the above estimate to complete the proof of the claim:

\[
|x^{(j+1)}_{n+j+1}| \leq \frac{C(2|\alpha| + 2)\omega}{\sqrt{1 - \frac{C^2}{\omega}}} \sum_{k=2}^{n} \frac{1}{b+1} k^{b+1} + k^b \leq \frac{C(2|\alpha| + 2)}{\sqrt{1 - \frac{C^2}{\omega}}} \left[ \frac{n^{b+2}}{(b+2)(b+1)} + 2 \frac{n^{b+1}}{(b+1)} + n^b \right].
\]

Now we have shown in (38) that

\[
|x^{(0)}_{n}| \leq n\epsilon \frac{\left( 1 + \frac{2+|\alpha|}{\omega} \right)}{\sqrt{1 - \frac{C^2}{\omega}}} + \epsilon \frac{2}{\sqrt{1 - \frac{C^2}{\omega}}},
\]

Thus we have by linearity for \( n \geq 2 \)

\[
|x_n| \leq \sum_{j=0}^{n-2} \omega^{-j} |x^{(j)}_{n-j}| \leq \sum_{j=0}^{n-2} \left( \frac{2|\alpha| + 2}{\omega \sqrt{1 - \frac{C^2}{\omega}}} \right)^j \left[ \sum_{l=0}^{2j} \frac{(2j)!}{l!} \right] \left( L_{2j}(-n+j) \right)
\]

\[
\leq (K_0 + nK_1)\epsilon \sum_{j=0}^{n-2} \left( \frac{2|\alpha| + 2}{\omega \sqrt{1 - \frac{C^2}{\omega}}} \right)^j L_{2j}(-n+j)
\]

(40)

where \( L_{2j} \) are Laguerre polynomials and the final line follows from the explicit expansion of \( L_{2j} \) in the usual monomial basis [1, Eq. 22.3.9]. Thus we seek to find an upper bound for the function \( f(z, n) = \sum_{j=0}^{n-2} z^{-j} L_{2j}(-n+j) \). Note to begin with that Laguerre polynomials are strictly monotonically decreasing for negative arguments, i.e. for \( x < y < 0 \) we have for any \( n \geq 1 \)

\( L_n(x) > L_n(y) > L_n(0) = 1 \), and \( L_0 \equiv 1 \).

This follows by induction from the identity [1, Eqns. 22.5.17 & 22.7.30]

\[
\frac{d}{dx} L_{n+1} = \frac{d}{dx} L_n - L_n, \quad n \geq 0,
\]

since we have \( L_n(x) > 0 \) for any \( x < 0, n \geq 0 \) (because the zeros of the Laguerre polynomials are located in \([0, \infty)\) and \( L_n(0) = 1\)). Thus we may estimate

\[
f(z, n) \leq \sum_{j=0}^{n-2} \left( z^{\frac{1}{2}} \right)^{-2j} L_{2j}(-n) \leq \frac{1}{2} \sum_{j=0}^{n-2} \left( z^{\frac{1}{2}} \right)^{-2j} L_{2j}(-n) + \frac{1}{2} \sum_{j=0}^{n-2} \left(-z^{\frac{1}{2}} \right)^{-2j} L_{2j}(-n)
\]
Let us define the standard moments by
\[ L_n(x) = L_n(x) - \frac{x}{n+1} L_n + \frac{n}{n+1} (L_n(x) - L_{n-1}(x)), \]
and by induction we have \( L_n(x) > L_n(x) \) for any \( x < 0, n \geq 0 \). Therefore
\[ f(z, n) = f(z, n) + z^{-\frac{1}{2}} f(z, n) - z^{-\frac{1}{2}} f(z, n) \leq \frac{1}{2} \sum_{j=0}^{\infty} z^{-\frac{1}{2}} L_j(-n) + \frac{1}{2} \sum_{j=0}^{\infty} (z^{\frac{1}{2}})^j L_j(-n). \] (41)

The generating function of the Laguerre polynomials [\ref{1}, Eq. 22.9.15] is
\[ \sum_{j=0}^{\infty} a^j L_j(x) = \frac{1}{1 - a e^{-x}}, \quad \forall x \in \mathbb{R}, |a| < 1, \]
which allows us to simplify the estimate \([\ref{1}]\) to
\[ f(z, n) \leq \frac{1}{2} \frac{z^{\frac{1}{2}}}{z^{\frac{1}{2}} - 1} \exp \left( \frac{n}{z^{\frac{1}{2}} - 1} \right) + \frac{1}{2} \frac{1}{1 + z^{\frac{1}{2}}} \exp \left( -\frac{n}{z^{\frac{1}{2}} + 1} \right) \]
and therefore we conclude by \([\ref{1}]\):
\[ |x_n| \leq \frac{(K_0 + nK_1)}{2} \left( \frac{K_2}{K_2 - 1} \exp \left( \frac{n}{K_2 - 1} \right) + \frac{1}{K_2 + 1} \exp \left( -\frac{n}{K_2 + 1} \right) \right) \]
with \( K_2 = (2|\alpha| + 2)^{-1/2}(1 - C^2/\omega)^{1/4} \) and the result follows.

**D Expression for initial moments in \[\ref{5.2}\]**

Let us define the standard moments by \( \rho_n := f^{(3)}(x^n) \), then we have the expressions
\[ \bar{\sigma}_0 = \rho_0, \quad \bar{\sigma}_1 = 2\rho_1 - \rho_0, \quad \bar{\sigma}_2 = 8\rho_2 - 8\rho_1 + \rho_0, \quad \bar{\sigma}_3 = 32\rho_3 - 48\rho_2 + 18\rho_1 - \rho_0. \]
Differentiating \([\ref{23}]\) with respect to \( \beta \) yields:
\[ i\omega \rho_1 = \frac{-2i}{\pi} \omega^{-\frac{3}{2}} e^{i(\beta+1)\omega} \int_0^{\infty} \left[ \omega g_{\beta} \left( \frac{t}{\omega} \right) + \left( \partial_{\beta} g_{\beta} \left( \frac{t}{\omega} \right) \right) \right] \frac{1}{\sqrt{t}} e^{-t} dt + \begin{cases} \frac{1}{\sqrt{\beta}} + \frac{2\beta \tanh^{-1} \left( \frac{\sqrt{\beta}}{\sqrt{\omega}} \right)}{\beta^{3/2}}, & \beta > -1, \beta \neq 1, \\ \frac{1}{\sqrt{\beta}} + \frac{2\beta \tanh^{-1} \left( \frac{\sqrt{\beta}}{\sqrt{\omega}} \right)}{\beta^{3/2}}, & \beta = 1, \end{cases} \]
\[ -\omega^2 \rho_2 = \frac{-2i}{\pi} \omega^{-\frac{3}{2}} \int_0^{\infty} \left[ -\omega^2 g_{\beta} \left( \frac{t}{\omega} \right) + 2i\omega \left( \partial_{\beta} g_{\beta} \left( \frac{t}{\omega} \right) \right) + \left( \partial^2_{\beta} g_{\beta} \left( \frac{t}{\omega} \right) \right) \right] \frac{1}{\sqrt{t}} e^{-t} dt + \begin{cases} \frac{\beta}{\beta^{3/2}} + \frac{(4\beta^2 + 2) \tanh^{-1} \left( \frac{\sqrt{\beta}}{\sqrt{\omega}} \right)}{\beta^{3/2}}, & \beta < -1, \beta \neq 1, \\ \frac{\beta}{\beta^{3/2}} + \frac{(4\beta^2 + 2) \tanh^{-1} \left( \frac{\sqrt{\beta}}{\sqrt{\omega}} \right)}{\beta^{3/2}}, & \beta = 1, \end{cases} \]
\[ -\omega^2 \rho_3 = \frac{-2i}{\pi} \omega^{-\frac{3}{2}} \int_0^{\infty} \left[ -\omega^2 g_{\beta} \left( \frac{t}{\omega} \right) + 2i\omega \left( \partial_{\beta} g_{\beta} \left( \frac{t}{\omega} \right) \right) + \left( \partial^2_{\beta} g_{\beta} \left( \frac{t}{\omega} \right) \right) \right] \frac{1}{\sqrt{t}} e^{-t} dt + \begin{cases} \frac{3\beta}{\beta^{3/2}} - \frac{(4\beta^2 + 2) \tanh^{-1} \left( \frac{\sqrt{\beta}}{\sqrt{\omega}} \right)}{\beta^{3/2}}, & \beta < -1, \beta \neq 1, \\ \frac{3\beta}{\beta^{3/2}} + \frac{(4\beta^2 + 2) \tanh^{-1} \left( \frac{\sqrt{\beta}}{\sqrt{\omega}} \right)}{\beta^{3/2}}, & \beta = 1, \end{cases} \]
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and, when $\beta \neq 1$, we find additionally:

$$
-\omega^3 \rho_3 = -\frac{2i}{\pi} \omega^{-\frac{3}{2}} e^{i(\beta+1)\omega} \int_0^\infty \left[ -\omega^3 g_\beta \left( \frac{t}{\omega} \right) - 3\omega^2 \left( \partial_\beta g_\beta \left( \frac{t}{\omega} \right) \right) 
+ 3i\omega \left( \partial_\beta^2 g_\beta \left( \frac{t}{\omega} \right) \right) + \left( \partial_\beta^3 g_\beta \left( \frac{t}{\omega} \right) \right) \right] \frac{1}{\sqrt{t}} e^{-t} dt 
+ \frac{2}{\pi} \omega^{-1} \begin{cases} 
11\omega^2 + 4 \frac{1}{(\beta^2 - 1)^2} - 6\beta(2\beta^2 + 3) \tan^{-1} \left( \frac{\sqrt{\beta - 1}}{\sqrt{\beta + 1}} \right), & \beta > -1, \beta \neq 1, \\
11\omega^2 + 4 \frac{1}{(\beta^2 - 1)^2} + 6\beta(2\beta^2 + 3) \tan^{-1} \left( \frac{\sqrt{\beta - 1}}{\sqrt{\beta + 1}} \right), & \beta < -1.
\end{cases}
$$

**E Proof of Prop. [1]**

We recall the statement of Prop. [1]

**Proposition 2** (Filon paradigm for $I^{(3)}_{\omega,\beta}$). For any $k \in \mathbb{N}$ there is a constant $C_k > 0$ such that for all $\beta \in \mathbb{R}, \beta \neq 1, \omega \geq 1$ and any function $\tilde{f} \in C^{k+2}[0,1]$ with $\tilde{f}^{(j)}(1) = 0$ for $j = 0, \ldots, k$:

$$
\left| I^{(3)}_{\omega,\beta}[\tilde{f}] \right| \leq C_k \left( \omega^{-(k+2)} \| \tilde{f}^{(k+1)} \|_\infty \right) \| \beta + 1 \|^{k+3} \| \beta + 1 \|^{-1} + \omega^{-(k+2)} \log \omega \| \tilde{f}^{(k+2)} \|_\infty \| \beta + 1 \|^{-(k+2)}. 
$$

**Proof.** We write

$$
I^{(3)}_{\omega,\beta}[\tilde{f}] = \int_0^{\omega^{-1}} H_{\omega}^{(1)}(\omega x) \tilde{f}(2x - 1)e^{i\omega x} dx + \int_{\omega^{-1}}^1 H_{\omega}^{(1)}(\omega x) \tilde{f}(2x - 1)e^{i\omega x} dx. 
$$

(42)

By Taylor’s theorem we have $|\tilde{f}^{(j)}(2x - 1)| \leq \tilde{C}_k x^{k+1-j} \| \tilde{f}^{(k+1)} \|_\infty, j = 0, \ldots, k + 1$, for all $x \in [-1,1]$ and for some constant $\tilde{C}_k > 0$ independent of $x$. To bound the first integral note by Lemma [2] for $n = 0$ that

$$
\left| H_{\omega}^{(1)}(\omega x) \right| \leq 2C_0(\omega x)^{-1/2}, \quad \forall x > 0.
$$

since $1 + \log(1/z) \leq 2z^{-1/2}, |h_0(z)| \leq 2C_0 z^{-1/2}$ when $z \leq 1$. Thus we have

$$
\left| \int_0^{\omega^{-1}} H_{\omega}^{(1)}(\omega x) \tilde{f}(2x - 1)e^{i\omega x} dx \right| \leq 2C_0 \tilde{C}_k \omega^{-1/2} \| \tilde{f}^{(k+1)} \|_\infty \int_0^{\omega^{-1}} x^{k+1/2} dx \lesssim \omega^{-k-2} \| \tilde{f}^{(k+1)} \|_\infty, 
$$

(43)

where $A(\omega) \lesssim B(\omega)$ means $A(\omega) \leq KB(\omega)$ for a constant $K > 0$ independent of $\omega$. Moreover, by integration by parts, we have (noting that $h_0$ is non-singular on $[0,1]$, and $\tilde{f}^{(j)}(1) = 0, j = 0, \ldots, k$)

$$
\int_{\omega^{-1}}^1 H_{\omega}^{(1)}(\omega x) \tilde{f}(2x - 1) e^{i\omega x} dx = \int_{\omega^{-1}}^1 h_0(\omega x) \tilde{f}(2x - 1) e^{i\omega x} dx 
= \sum_{j=0}^{k+1} \left( -\frac{1}{\omega(\beta + 1)} \right)^{j+1} \left[ e^{i\omega x} \frac{d^j}{dx^j} \left( h_0(\omega x) \tilde{f}(2x - 1) \right) \right]_{x=\omega^{-1}} 
- \left( -\frac{1}{\omega(\beta + 1)} \right)^{k+2} \int_{\omega^{-1}}^1 e^{i\omega x} \frac{d^{k+1}}{dx^{k+1}} \left( h_0(\omega x) \tilde{f}(2x - 1) \right) dx 
- \left( -\frac{1}{\omega(\beta + 1)} \right)^{k+2} \int_{\omega^{-1}}^1 e^{i\omega x} \frac{d^{k+2}}{dx^{k+2}} \left( h_0(\omega x) \tilde{f}(2x - 1) \right) dx.
$$

(44)
We bound each term in turn using the Leibniz rule for the derivatives of a product:

\[
\left| \frac{d^j}{dx^j} \left( h_0(\omega x) \tilde{f}(2x - 1) \right) \right|_{x=\omega^{-1}} \lesssim \sum_{l=0}^{j} \omega^l \left| \frac{d^l h_0}{dx^l} \right|_{x=1} \left| \tilde{f}^{(j-l)}(2\omega^{-1} - 1) \right| \lesssim \omega^{-k-1+j} \|\tilde{f}(k+1)\|_\infty, \tag{45}
\]

where we used \[\tilde{f}^{(l)}(-1 + 2\omega^{-1}) \leq \tilde{C}_k \omega^{k+1-1} \|\tilde{f}(k+1)\|_{k+1}, \ l = 0, \ldots , k+1.\] Similarly we find

\[
\left| \frac{d^{k+1}}{dx^{k+1}} \left( h_0(\omega x) \tilde{f}(2x - 1) \right) \right|_{x=1} = 2^{k+1} \left| \left( h_0(\omega) \tilde{f}(k+1)(1) \right) \right| \lesssim \omega^{-1/2} \|\tilde{f}(k+1)\|_\infty, \tag{46}
\]

where the first equality holds because \[\tilde{f}^{(j)}(1) = 0, j = 0, \ldots , k.\] Finally, we have

\[
\left| \frac{d^{k+2}}{dx^{k+2}} \left( h_0(\omega x) \tilde{f}(2x - 1) \right) \right| \leq \sum_{l=0}^{k+2} \left( \begin{array}{c} k+2 \\ l \end{array} \right) \left| \frac{d^{l}}{dx^{l}} h_0(\omega x) \right| \left| 2^{k+2-l} \tilde{f}^{(k+2-l)}(2x - 1) \right|
\]

\[
\lesssim \omega^{-1/2} x^{-1/2} \left| \tilde{f}^{(k+2)}(2x - 1) \right| + \sum_{l=1}^{k+2} \omega^{-1/2} x^{-l/2} \left| \tilde{f}^{(k+2-l)}(2x - 1) \right|
\]

\[
\lesssim \omega^{-1/2} x^{-1/2} \|\tilde{f}^{(k+2)}\|_\infty + \sum_{l=1}^{k+2} \omega^{-1/2} x^{-l/2} \|\tilde{f}^{(k+2-l)}\|_\infty \lesssim x^{-1} \|\tilde{f}^{(k+2)}\|_\infty,
\]

where the final estimate holds uniformly in \(\omega^{-1} \leq x \leq 1\), since in that region \(\omega^{-1/2} x^{-1/2} \leq 1\).

Therefore,

\[
\left| \int_{\omega^{-1}}^{1} e^{i\omega(\beta+1)x} \frac{d^{k+2}}{dx^{k+2}} \left( h_0(\omega x) \tilde{f}(2x - 1) \right) dx \right| \lesssim \|\tilde{f}^{(k+2)}\|_\infty \int_{\omega^{-1}}^{1} x^{-1} dx \lesssim \|\tilde{f}^{(k+2)}\|_\infty \log \omega. \tag{47}
\]

Thus, combining (42) – (47) yields the estimate

\[
|I_{\omega,\beta}[\tilde{f}]| \lesssim \omega^{-(k+2)} \|\tilde{f}(k+1)\|_\infty \sum_{j=0}^{k+2} |\beta + 1|^{-j} + \omega^{-(k+2)} \log \omega |\beta + 1|^{-(k+2)} \|\tilde{f}(k+2)\|_\infty,
\]

which completes the proof.