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The materials selection can affect the design component radically, with effect on the manufacturing systems efficiency, environmental impact issues, and customer satisfaction. There are different methods employed for materials selection; however, two steps are usual for most of these methods: screening and ranking. The ranking step identifies among materials candidates those that can perform the function the best as possible. Multi-criteria methods have been widely employed to materials selection, especially in the ranking step. Most of these methods take advantage of fuzzy numbers and linguistic variables to process qualitative information and information with uncertainties. One of the approaches that have been developed to solve issues related to make decisions in multi-criteria methods using linguistic information is the 2-tuple linguistic computational model. The main advantage of this approach is taking the “loss of information” away, which provides a higher precision on results. This paper aims to present a multi-criteria method for materials selection ranking step based on 2-tuple linguistic variables. The steps and several equations needed to apply the proposed method are described. Two case studies are presented and compare results with other methods to demonstrate the proposed method potential.
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1. Introduction

The materials selection is an essential part of new products development process and shows interdependence either shape design or manufacturing process. Therefore, the selection of the material can radically affect the component’s design, also affecting the manufacturing systems efficiency, the environmental impacts, and customer satisfaction.

There are different methods employed for materials selection; however, two steps are usual for most of these methods: screening and ranking. Multi-criteria methods have been widely applied to materials selection, especially in the ranking step. Several of these methods take advantage of quantitative data in a while, others make use of qualitative data presented as fuzzy numbers or linguistic variables. Moreover, some methods allow qualitative and quantitative data processing simultaneously.

Using linguistic variables on materials selection enables obtaining materials performance experts opinions from materials performance experts and provide a direct way of managing uncertainties and modeling qualitative assessments. One of the approaches that have been developed to solve issues related to make decisions in multi-criteria methods using linguistic information is the 2-tuple linguistic computational method, the main advantage of this approach is taking the “loss of information” away, which provides a higher precision on results.

This paper aims to present a multi-criteria method to materials selection ranking step based on 2-tuple linguistic variables. The main contribution from the approach proposed is the possibility of processing quantitative information as linguistic variables, with different linguistic variable scales, which allows realizing the desired goals to materials selection and to perform the preferences of decisions makers by criteria weights and carry out the processing by 2-tuple linguistic variables.

The paper was divided into three main sections. In section 2 are described the main fundaments of the 2-tuple linguistic method, which are needed to the proposed method application and its steps are presented in section 3. In section 4, two materials selection case studies are performed to validate and exemplify the proposed method.

2. The 2-tuple Linguistic Model

A 2-tuple linguistic variable is represented as \((s_i, \alpha)\), where \(s_i\) is a linguistic variable and \(\alpha\) is a numeric value been a symbolic conversion of this term. Be \(S = \{s_1, \ldots, s_n\}\) the linguistic terms set and \(e \tilde{S} = S \times [-0.5, 0.5]\) the 2-tuple terms set associated. The function \(\Delta\) is defined by Herrera and Martinez:

\[
\Delta: [0, g] \rightarrow \tilde{S},
\]

\[
\Delta(\beta) = \begin{cases} 
S_i, & i = \text{round}(\beta) \\
\alpha = \beta - i, & \alpha \in [-0.5, 0.5], 
\end{cases}
\]
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For exemplify, the function $\Delta$ follow the example suggested by Xu\textsuperscript{18}.

Example 1: For $S = \{s_1, s_2, s_3, s_4, s_5\}$ and $\beta = 5.5$ be the value of simbolic aggregation. Then: $\Delta(\beta) = \Delta(5.5) = (s_5 - 0.5)$

For the linguistic assessment scale $S$, and the 2-tuple $(s, \alpha)$ there is always a function $\Delta^{-1}$, such that, from the 2-tuple $(s, \alpha)$, it returns its equivalent numeric value $\beta \in [0, g]$:

$$\Delta^{-1}: S \rightarrow [0, g],$$

$$\Delta^{-1}(S, \alpha) = i + \alpha. \quad (2)$$

For exemplify, the function $\Delta^{-1}$ follows other example suggested by Xu\textsuperscript{18}.

Example 2: For $S = \{s_1, s_2, s_3, s_4, s_5\}$ and the 2-tuple $(s, \alpha) = (s_4, 0.3)$. Then: $(s, \alpha) = \Delta^{-1}(s_4, 0.3) = 4 + 0.3 = 4.3$

The linguistic terms computational processing is carried out using the operator based on $\Delta$ and $\Delta^{-1}$ functions, these operations include unification of information, and ranking, which are the steps of the proposed model at section 3.

3. Materials Selection Method with 2-tuple Linguistic Variables

The proposed method in this paper is a compensatory multi-criteria method. In this type of method, the changes in one criterion can be compensated for different variations in any other criteria\textsuperscript{19}. The proposed method selects the alternative that represents the highest score, comparing the materials candidates taking in an account the established targets for each criterion (Step 4) and criteria relevance (weights) appointed by the decisions makers involved in the materials selection process.

In the evaluation, the alternatives are arranged in $i$ rows, and the evaluated criteria are allocated in $j$ columns.

In the developed proposed method are needed the following steps:

**Step 1: Unification and Conversion.** This step has the aim of gathering all data in the same linguistic set; for this reason, the appropriate form of unification and conversion is presented.

1.1 Unification: Herrera and Martínez\textsuperscript{21,22} suggested in the case with will the focus in the use of linguistic information for modeling performance evaluations, we have to choose the appropriate linguistic descriptors for the term set and their semantics. To accomplish this objective, an important aspect to analyze is the granularity ($g$) of information, i.e., the cardinality of the term set.

It is usual to find out different linguistic assessment sets in the literature, by issues of preference or needs; thus, the result from information that the decisions makers provide can be from different granularity, i.e., linguistic sets with a different number of linguistic variables. The adopted method for these cases is called scale unification and follows the methodology used by Herrera, Herrera-Viedma, and Martínez; and Martínez and Herrera;\textsuperscript{21,22} where the transformation functions are applied to conduct linguistics information to numeric and again as usual linguistic format, unified. For more details, consult Martínez, Liu, Yang J-B, et al.\textsuperscript{23} between this transformation function was recursively generalized to transform linguistic terms between any linguistic level in the linguistic hierarchy.

As Martínez, Liu, Yang J-B, et al.\textsuperscript{23} we assume that levels containing linguistic terms are triangular shaped, symmetrical, and uniformly distributed. In addition, the linguistic term sets have an odd number of linguistic terms being the middle one the value of indifference.

To choose a basic set of linguistic terms, $R = \{r_0, r_1, \ldots, r_k\}$ to, $S = \{s_0, s_1, \ldots, s_n\}$, one must find the maximum number of terms starting to keep the uncertainty degree associated with each expert, as well as the discrimination capacity to express the preferred values. The remaining process resolution to unification is carried out applying the following equation:

$$TF^t(s_0, \alpha^t) = \Delta \left(\frac{\Delta^{-1}(R_i, \alpha^t)}{t} \right) \cdot g$$

where $g$ is the highest index term of the linguistic set (linguistic hierarchy) of unification.

$t = \text{highest index term of the current linguistic set (linguistic hierarchy)}$

Note: Transformation must occur always from data set with lower quantity to that with a higher quantity of terms, so there is not loss of information.

Example 3: For $R_i = \{r_0, r_1, \ldots, r_6\}$ and the 2-tuple $(s, \alpha) = (r_3, 0.4)$. Unification this evaluation to $S_i = \{s_0, s_1, \ldots, s_6\}$ is possible applying equation (3).

$$TF^t(s_1, \alpha^t) = \Delta \left(\frac{\Delta^{-1}(r_3, 0.4)}{6} \times 8 \right) = \Delta(5.87) = (s_6, -0.13).$$

1.2 Conversion: The conversion is necessary for situations which one combine linguistic information with some quantitative criteria. In these situations one uses the equation 4 to convert the quantitative values into linguistic variables, the equation 4 is applied when it comes to benefit criteria, i.e., as higher as the material property value concerning this criteria, better. The conversion of quantitative values for costs criteria, which are those that the smaller is the property value, the better it is carried out based on equation 5.

$$s_i = \Delta \left(\frac{x_i}{\text{Max}x_i} \right) \cdot g \quad (4)$$

$$s_i = \Delta \left(\frac{\text{Min}x_i}{x_i} \right) \cdot g \quad (5)$$
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Step 3: Decision makers’ preferences (Weights of Criteria).
The decision-makers determine the relevance of each criterion, i.e., the criteria weights by linguistic variable sets. A unique linguistic vector is obtained by assessments aggregation by equation 3 and a criteria weight vector, as a real number, is obtained by equation 6 and 7:

\[
(w_j, \alpha_j) = \Delta \left( \frac{1}{k} \sum_{i=1}^{k} \Delta^{-1} (w_{ij}, \alpha_{ij}) \right) \quad (6)
\]

\[
w_j = \frac{\Delta^{-1} (w_j, \alpha_j)}{\sum_{j=1}^{n} \Delta^{-1} (w_j, \alpha_j)} \quad (7)
\]

Step 4: Materials Information (Materials performance related to criteria). The decision-makers evaluate the candidate materials performance relating to each one of the criteria by a linguistic variables set. Either qualitative or quantitative information can be applied but must be processed by the first step equations - the single matrix of materials in the rows and criteria in the columns is obtained by equation 8. Each matrix element represents the material performance (row) relating to criteria (column).

\[
(S_{ij}, \alpha_{ij}) = \Delta \left( \frac{1}{k} \sum_{i=1}^{k} \Delta^{-1} (S_{ij}, \alpha_{ij}) \right) \quad (8)
\]

Step 5: Target (Goals). Determining the proposed solution (targets), to each criterion, express by a linguistic variable, the target must be the better performance alternative for each criterion or the material desired value.

Step 6: Ranking. Each candidate material performance is obtained by equation 9, 10, and 11. It is a target-based normalization adaptation of Jahan et al.\textsuperscript{24}. The equation in this step provides the linguistic ranking, and the more suitable material to the intended application is selected.

For that, one can find the maximum value from the alternatives for each criterion, obtained by equation 9:

\[
L_i = \text{Max} \left\{ \Delta^{-1} (S_{ij}, \alpha_{ij}) \right\} \quad (9)
\]

Moreover, one can find the minimum value from the alternatives for each criterion, obtained by equation 10:

\[
P_i = \text{Min} \left\{ \Delta^{-1} (S_{ij}, \alpha_{ij}) \right\} \quad (10)
\]

The distance from each alternative to the target can be obtained from these values, and to affect the weight relative to the criterion, considering the sum of these values of each alternative respective to each criterion (from the rows) will provide the indicator that will allow ranking them. For this purpose the equation 11 is used:

\[
(m_i, \alpha_i) = \Delta \left( g \left( \sum_{j=1}^{n} (w_j, \alpha_j) - \Delta^{-1} (T_i, \alpha_i) \right) \right) \quad (11)
\]

4. Proposed Method Applications
Two case studies are presented to demonstrate the materials selection proposed method. The case study 1 adapted from Jeya Girubha and Vinodh\textsuperscript{12} that involves the materials selection of an automotive component (panel) was used to demonstrate and validate the proposed method application. In this case study, four types of polymers SMA, PC, PP, and ABS are alternatives to materials selection. The assessment criteria are as follow: Maximum temperature (C1); Recyclability (C2); Elongation (C3); Weight reduction (C4); Thermal conductivity (C5); Tensile Strength (C6); Cost (C7); Toxicity level (C8).

The linguistic variables set used during the assessment, i.e., material performance was: \( S = \{ S_1 = \text{Very Low} \}; S_2 = \text{Low} \}; S_3 = \text{Medium} \}; S_4 = \text{High} \}; S_5 = \text{Very High} \} \).

Decision-making was based on three main sustainable pillars, thereby the material been economical, ecological, and beneficial to society.

On case study 1 development, the method’s step 1 was not necessary, because all information was presented at the same linguistic scale and without quantitative values.

Table 1 shows the linguistic weight values calculated by equation 6 and 7 that comprehends the step 2 of the proposed method.

Example 4: Considering 5 decision-makers evaluations regarding the C3 criterion relevance being: Good; Good; Medium Good; Medium Good; Good; being their respective 2-tuple:applying the equation (5):

\[
(w_j, \alpha_j) = \Delta \left( \frac{1}{k} \sum_{i=1}^{k} \Delta^{-1} (w_{ij}, \alpha_{ij}) \right) \Rightarrow
\]

\[
\Rightarrow (w_{s}, \alpha_{s}) = \Delta \left( \frac{1}{5} \times (5 + 5 + 4 + 4 + 5) \right) \Rightarrow
\]

\[
\Rightarrow (w_{s}, \alpha_{s}) = \Delta (4.6) \Rightarrow (w_{s}, \alpha_{s}) = (s_5, 0.4)
\]

Table 1. 2-tuple linguistic criteria weights and real numbers criteria weights – Case study 1 – Polymers selection

| Weights | C1       | C2       | C3       | C4       | C5       | C6       | C7       | C8       |
|--------|---------|---------|---------|---------|---------|---------|---------|---------|
| Equation (6) | \((S_0, 0.00)\) | \((S_0, 0.00)\) | \((S_0, -0.40)\) | \((S_0, 0.00)\) | \((S_0, 0.40)\) | \((S_0, 0.40)\) | \((S_0, 0.20)\) | \((S_0, 0.40)\) |
| Equation (7) | 0.128   | 0.128   | 0.118   | 0.128   | 0.138   | 0.113   | 0.133   | 0.113   |
**Example 5:** Taking the unified data from Table 1 to obtain the normalized weight relative to C5, using the equation (6):

\[ w_i = \frac{\Delta^i(u_1, \ldots, u_n)}{\sum_j \Delta^j(u_1, \ldots, u_n)} \]

\[ \Delta^i(u_1, \ldots, u_n) = \Delta^i(5.4) = (5.4 + 5.4 + 5.4 + 5.4 + 5.4 + 5.4) \]

The assessments provided by experts after aggregation by equation 8, Step 3, are presented at Table 2.

**Example 6:** Considering 5 decision-makers evaluations concerning to Alternative ABS performance on C2 criterion as: Very High, Very High, Very High, Very High; being it’s respective 2-tuple: \((s_v, 0); (s_v, 0); (s_v, 0); (s_v, 0); (s_v, 0)\), the equation (8) is used:

\[ (S_{ij}, \alpha_j) = \Delta \left( \frac{1}{5} \sum_j \Delta^{-1}(S_{ij}, \alpha_j) \right) \Rightarrow \]

\[ (S_{ABSC2}, \alpha_{ABSC2}) = \Delta \left( \frac{1}{5} \times (6 + 5 + 6 + 5 + 6) \right) \Rightarrow \]

\[ (S_{ABSC2}, \alpha_{ABSC2}) = \Delta (5.6) \Rightarrow (S_{ABSC2}, \alpha_{ABSC2}) = (s_v, 0.6) \]

In the step 4 is determined the intended targets for each criterion, in case study 1 was used the alternative with better performance compared to each criteria as target to achieve. The target set to eight criteria is the follow: \(M = \{(s_p, 0.25); (s_p, 0.00); (s_p, 0.00); (s_p, 0.50); (s_p, 0.00); (s_p, 0.00)\}.

Step 5 is performing by equations 9, 10, and 11 is presented in Table 3.

**Example 7:** Taking the performance of the alternatives from column C3 on table 2, considering the decision-makers desired goal related to C3 criterion performance, being its respective 2-tuple as; the alternative PC score relative to C3 criterion can be obtained from the equations (9, 10 e 11):

\[ L_i = \text{Max} \{ \Delta^{-1}(S_i, \alpha_j) \} \Rightarrow \]

\[ = \text{Max} \{ \Delta^{-1}(s_i, 0.4) \} \Rightarrow L_i = (s_i, 0.4) \]

\[ P_i = \text{Min} \{ \Delta^{-1}(S_i, \alpha_j) \} \Rightarrow \]

\[ = \text{Min} \{ \Delta^{-1}(s_i, 0.2) \} \Rightarrow P_i = (s_i, 0.2) \]

Following to:

\[ (m_i, \alpha_i) = \Delta \left( g \left( \sum_j (w_j) \cdot \left[ 1 - \frac{\Delta^{-1}(S_{ij}, \alpha_j) - \Delta^{-1}(T_i, \alpha_i)}{L_i - P_i} \right] \right) \right) \]

The sum of these operations will gathering in the final equation as following described:

\[ (m_i, \alpha_i) = \Delta \left( 6 \cdot \left[ 1 - \frac{\Delta^{-1}(S_{ij}, \alpha_j) - \Delta^{-1}(T_i, \alpha_i)}{L_i - P_i} \right] \right) \]

The derivate rankings using the proposed method are the same that one produced by Jeya Girubha and Vinodh and by Liu et al. Thus, based on case study 1 results, the actual method is validated.

---

**Table 2.** Decision matrix – Case study 1 – Polymers selection.

| Materials | C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 |
|-----------|----|----|----|----|----|----|----|----|
| SMA       | \(s_v, 0.20\) | \(s_v, -0.20\) | \(s_v, 0.20\) | \(s_v, 0.40\) | \(s_v, 0.20\) | \(s_v, -0.40\) | \(s_v, 0.20\) | \(s_v, 0.20\) |
| PC        | \(s_v, 0.00\) | \(s_v, -0.20\) | \(s_v, 0.40\) | \(s_v, 0.20\) | \(s_v, 0.40\) | \(s_v, 0.00\) | \(s_v, -0.40\) | \(s_v, 0.20\) |
| PP        | \(s_v, -0.40\) | \(s_v, -0.40\) | \(s_v, 0.40\) | \(s_v, 0.40\) | \(s_v, -0.40\) | \(s_v, 0.40\) | \(s_v, 0.20\) | \(s_v, 0.20\) |
| ABS       | \(s_v, 0.00\) | \(s_v, -0.40\) | \(s_v, 0.40\) | \(s_v, 0.00\) | \(s_v, 0.40\) | \(s_v, 0.40\) | \(s_v, -0.40\) | \(s_v, 0.00\) |

*Adapted from Girubha and Vinodh.

**Table 3.** Results from obtained example by the proposed method (equations 9, 10 and 11) compared to earlier works.

| Materials | Proposed Method | Proposed Method | Jeya Girubha and Vinodh | Liu et al. |
|-----------|----------------|----------------|-------------------------|-----------|
| SMA       | \(s_v, 0.34\) | 3°             | 3°                     | 3°        |
| PC        | \(s_v, 0.26\) | 4°             | 4°                     | 4°        |
| PP        | \(s_v, -0.18\) | 1°             | 1°                     | 1°        |
| ABS       | \(s_v, 0.27\) | 2°             | 2°                     | 2°        |
Case study 2 was adapted from Wang and Chang. The adaptation consisted only in using linguistic data, which the authors develop the tool steel materials selection. In this case study, five types of AISI Tool Steel (W1, A2, D2, S1, and T1) are alternatives to materials selection. The assessment criteria are as follow: Nondeforming properties (C1); Safety in hardening (C2); Toughness (C3); Resistance to softening the effect of heat (C4); Wear resistance (C5); Machinability (C6); Material cost (C7).

The linguistic variables set used in the assessment of weight criteria, i.e., the relevance of each criteria was $S = \{S_0 = \text{Very Low (VL); } S_1 = \text{Low (L); } S_2 = \text{Medium (M); } S_3 = \text{High (H); } S_4 = \text{Very High (VH)}\}$.

The linguistic variables set used in the materials assessment, i.e., material performance was: $S = \{S_0 = \text{Worst (W); } S_1 = \text{Poor (P); } S_2 = \text{Fair (F); } S_3 = \text{Good (G); } S_4 = \text{Best (B)}\}$. The materials assessment was obtained from technical datasheets by qualitative assessments.

Table 4 shows the decision-makers assessments to weight criteria and the results of equation 6 and 7 applications, which comprehend the step 2 of the proposed method.

The assessments provided by three experts are presented in Table 5.

On development of case study 2, the step 1 method was necessary to Criteria 7 – Cost qualitative values conversion. The relative cost data that were converted $(1.6; 2.0; 1.0; 1.4; 3.0)$ by equation 5, the cost criteria resulted in follow linguistic variables set: $(S_0, -0.50); (S_1, 0.00); (S_2, 0.33); (S_3, -0.14); (S_4, 0.33)$. The materials qualitative data are presented at Table 5.

In step 4, one determines the intended goal to each criterion, in example 2 was used the alternative with better performance comparing to each criterion as well as the goal to be achieved. The goals set to seven criteria are as follow: $M = \{(S_0, 0.00); (S_1, 0.00); (S_2, 0.00); (S_3, 0.00); (S_4, 0.00); (S_5, 0.00); (S_6, 0.00); (S_7, 0.00)\}$. Table 6 presents the ranking results obtained by the proposed method.

### Table 4. Linguistic assessments of criteria weights*, 2-tuple linguistic criteria weights and real numbers criteria weighs – Case study 2 – Tool steel selection.

| Weights | Criteria |
|---------|----------|
|         | C1 | C2 | C3 | C4 | C5 | C6 | C7 |
| Decision-maker 1* | H | M | VH | H | M | H | VH |
| Decision-maker 2 | H | H | VH | H | M | VH | VH |
| Decision-maker 3 | VH | M | H | M | VH | VH |
| Equation (6) | (S_0, 0.33) | (S_0, 0.33) | (S_0, -0.33) | (S_0, 0.00) | (S_0, 0.33) | (S_0, 0.00) |
| Equation (7) | 0.156 | 0.109 | 0.172 | 0.125 | 0.094 | 0.156 | 0.188 |

*Information adapted from Wang and Chang. *Decision-maker is the designer, engineer or technician responsible for material selection.

### Table 5. Decision Matrix – Case study 2 – Tool Steel Selection

| Materials | C1 | C2 | C3 | C4 | C5 | C6 | C7 |
|-----------|----|----|----|----|----|----|----|
| W1        | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, -0.50) |
| A2        | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) |
| D2        | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) |
| S1        | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) |
| T1        | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.00) | (S_0, 0.33) |

*Adapted from Wang and Chang. *Converted numeric to linguistic scale by equation (5).

### Table 6. Case study 2 results obtained by the proposed method, Equations 9, 10 and 11 application compared to earlier work.

| Material | Proposed Method | Proposed Method | Wang and Chang |
|----------|----------------|----------------|----------------|
| W1       | (S_0, 0.36)    | 5°             | 5°             |
| A2       | (S_0, 0.00)    | 2°             | 1°             |
| D2       | (S_0, 0.35)    | 1°             | 2°             |
| S1       | (S_0, -0.08)   | 3°             | 4°             |
| T1       | (S_0, -0.28)   | 4°             | 3°             |
According to Table 6, the derivate ranking using the proposed method differs from the obtained by Wang and Chang. According to Rao and Patel do not matter if different methods provide different rankings, once the first place material is consistent, which occurs in case study 2 since the D2 steel is tool steel widely used in the fabrication of cold-work dies.

5. Conclusions

The proposed material selection method allows process quantitative and qualitative information as linguistics variables, as well as in different linguistic variable scales, enables the identification of the intended goal to materials selection in the ranking step.

The results obtained from proposed method application in materials selection issues showed agreement to results obtained by earlier researchers with linguistics data processed by fuzzy and 2-tuple, case study 1 and solution consistency, despite material selected difference, case study 2.

The proposed method is computationally simple and allows processing of materials selection issues with uncertainty in information modeled by linguistic variables.
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