A prospective study of dengue infection in Malaysia: A structural equation modeling approach
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Abstract

Background: Dengue fever has been a major health threat to Malaysia over one century since 1902. This situation is getting worse every year so that the government has taken an affirmative action to tackle this particular issue. The purpose of this study was to investigate the effect of government support, climate changes, public attitude, population growth, and environment on dengue infection. Also, this study considered the environment as a mediator construct as the past literature revealed its role in dengue infection model.

Methods: In order to identify the relationship between exogenous and endogenous constructs, structural equation modeling (SEM) was used. Also, in order to identify the factors affecting dengue infection, measurement and structural model evaluation were applied. Using stratified sampling method, 670 questionnaires were distributed among prospective respondents from eastern region, but in turn, only 505 cases could be used after data cleaning process.

Results: Considering environment factor as a mediator, the results show that public attitude and population growth have a significant impact on the environment, while government support, public attitude, and environment factors have a significant impact on dengue infection. Population growth was the most important factor affecting dengue fever.

Conclusion: According to the results, dengue fever that emanating from four exogenous and one mediator constructs are adequate to discuss on respondent perception of dengue fever in Malaysia.
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Introduction

Dengue fever has been a major health threat to Malaysia over one century since 1902 so that the government has taken a serious action to tackle this particular issue (1). According to a study by Heilman et al (2), dengue infection also known as breakbone fever has been primarily occurred in the equatorial regions of Africa, the Americas, Southeast Asia, and the Western Pacific region. The incidence of dengue fever has increased dramatically from 50 million to 528 million since the 1960s. The number of patients with dengue fever is not only increasing in Malaysia but also in other countries, either developed or developing countries. The World Health Organization (WHO) has proposed several strategies to control dengue infection. Therefore, this study was conducted to identify the most important factors affecting the public health in term of dengue infection. In the present study, the second-generation statistical method, namely structural equation modeling (SEM) with AMOS 21.0 was used to achieve the study goals and evaluate its capability to estimate the causal effects in a complex model.

Recently, Malaysia has faced with problems of dengue infection that has been spread in every state since 2014. According to the Ministry of Health report, Selangor is the first place that has the highest number of dengue cases (3,4). In order to determine the most important factors affecting the spread of dengue fever, SEM analysis was performed. In this stage, four exogenous constructs including government support, climate changes, public attitude, and population growth, and one mediator construct including environment that will be imposed on dengue fever as an outcome of this study, were selected. The growing number of research papers using SEM in research fields regarding its strengths and their robustness...
call for a critical assessment of the way the method is applied in the dengue infection research. Reflecting critically on the use of SEM is crucial, as this could provide insight for the applied researchers to develop and complete their research project, as well as helping them to perform more comprehensive research on the diversity of variables.

Thus, there are three objectives that will be undertaken using the same application due to the robustness of maximum likelihood estimator (MLE). A consistent estimator will help us to generate proper results that can be used for managerial decision. The present study was conducted to identify whether the study discussed is appropriate for testing the hypothesis, to determine the causal effects of government support, climate changes, public attitude, population growth, and environment on dengue fever, and to examine the most important factor affecting dengue fever and the environment through parameter estimation and hypotheses testing.

**Government support and public attitude**

Gubler stated that government and public health officials can take necessary measures to control dengue epidemic using a highly visible method (5), which is confirmed by Focks et al and Iqbal and Islam. They stated that the control of the epidemic can be fulfilled by the central government without the need to public cooperation (6,7). On the contrary, we believe that every individual and community should have cooperation with central government to solve this particular problem in a short period, which is confirmed by Kyle and Harris who stated that the public should not over rely on the government solely (8). Indeed, government is one of the important factors for providing funds for public health services but also can be a generator to push the global health community to move towards horizontal programs, which integrate education and community participation. Parks et al and Hossain et al also stated that public and government should cooperate with each other to prevent the spread of dengue infection (9,10). Therefore, the research hypotheses of government support and public attitude was proposed as follows:

\[ H_1: \text{Government support has a significant impact on dengue fever} \]

\[ H_2: \text{Public attitude has a significant impact on dengue fever} \]

**Climate changes**

Patz et al identified climate changes as an effective predictor for the incidence of dengue fever in Taiwan. They also identified this factor as a significant indicator for the increasing incidence of dengue fever. They also reported that climate changes influence the spread of dengue fever (11). Thus, the present study was conducted to find whether this factor as an exogenous construct affects the incidence of dengue fever in Malaysia. Therefore, the research hypothesis of climate changes and dengue fever was proposed as follows:

\[ H_3: \text{Climate changes has a significant impact on dengue fever} \]

**Population growth**

According to Gubler and Meltzer, demographic and social changes such as population growth, urbanization, and modern transportation contributed greatly to the increased incidence of dengue activity. The population growth basically occurs in urban areas (12). Additionally, it was proposed that the emergence of dengue fever in the waning years of the 20th century has been closely tied to the population growth, urbanization, and air travel (5,12). Thus, it cannot be denied that population growth is not relevant to dengue fever. Previous studies also reported an association between population growth and dengue fever (13-16), which is consistent with the results of this study. Therefore, the research hypothesis of population growth and dengue fever was proposed as follows:

\[ H_4: \text{Population growth has a significant effect on dengue fever} \]

**Environment**

Some studies have intended to relate the environment as the main cause of incidence of dengue fever. Nakhapakorn and Tripathi reported a relationship between dengue fever and environment using GIS application (17). They claimed that environment has a positive relationship with dengue fever, which is consistent with the results of other studies (18,19). All of them introduced the environment as the main cause of dengue fever. Thus, in this study, environment was applied as a mediator construct since it is perceived that it can be effected by other exogenous constructs such as government support, public attitude, climate changes, and population growth, and at the same time, this construct has a positive relationship with dengue fever as an outcome of the study. Since the environment is considered as a mediator construct, it was attempted to impose these exogenous constructs on the environment as well. In sum, the research hypotheses proposed for the environment construct are as following:

\[ H_5: \text{Environment has a significant impact on dengue fever} \]

\[ H_6: \text{Government support has a significant impact on the environment} \]

\[ H_7: \text{Climate change has a significant impact on the environment} \]

\[ H_8: \text{Public attitude has a significant impact on the environment} \]

\[ H_9: \text{Population growth has a significant impact on the environment} \]

**Materials and Methods**

In this study, stratified sampling technique which is one of the probability techniques was adapted. The minimum
sample size required for this study was 450 samples. The calculation of sample size was suggested (20), in which the total sample size should be 10 times of the number of indicators. In this case, 45 items with Likert scale were constructed.

Thus, the minimum sample size was calculated as 45 × 10 = 450. Thus, 900 questionnaires were printed and distributed. However, data were collected from eastern regions such as Kelantan, Terengganu, and Pahang using almost 670 questionnaires but still accepted because the collected data were higher than the minimum sample size. After data collection, data cleaning was performed to remove the outlier so that the obtained data achieved the assumption of normal distribution. After data cleaning, only 505 datasets could be used for the inferential statistics. Beforehand, the questionnaire was distributed by developing strata with the same proportion of gender that applied to three states.

Results
In this study, SEM was applied to validate the measurement model and analyze the causal effects of each constructs involved in the study. SEM is adopted in the areas of marketing (21), management (22,23), entrepreneurship (24), tourism (25-27), and business research (28-30). Specifically, this model is composed of two models: measurement and structural models. Measurement model was developed according to the theoretical framework of this study.

For this purpose, in the initial phase (designing questionnaire), the researchers were advised to use a proper psychometric development (Likert scale) so that the intention of respondents can be measured accurately (20). They also suggested that the larger scale of measurement lead to the production of accurate results than the smaller scale of measurement. Therefore, this research applied 10 point of measurement scale from 1 (strongly disagree) to 10 (strongly agree). In designing the questionnaire levels, 21 questions were composed in section B, which involves 6 constructs. Specifically, the government support construct consisted 5 items; climate changes, public attitude, environment, and population growth has 3 items, respectively; and dengue infection has 4 items. These items in the questionnaire were designed based on the previous research and were enhanced based on the suitability of the current research with the help of an expert in the field of dengue research in the stage of questionnaire development.

These particular questionnaires have two sections, namely section A (demographic profile) and section B (dengue infection). During implementation of the exploratory study, exploratory factor analysis (EFA) was used to minimize the number of item in the questionnaire and identify the relevant items under each component yielded. This particular method has been implemented across discipline such as psychological research (31,32), personality assessment (33), entrepreneurship (34), etc. Then, confirmatory factor analysis (CFA) was performed as exhibited in Figure 1, in which the requirements of fitness index and exploratory phase (removal items) were achieved.

Confirmatory factor analysis
During EFA approach with principle component analysis and Varimax rotation, five constructs were discovered and some of the items were composed in the same set of components. Items in the same components carried the same connotation. In order to confirm the research theory, CFA was used to confirm whether the items are worth to be retained for the subsequent analysis. At this stage, CFA was taken seriously by following the procedure strictly so that the items retained were really appropriate to conduct structural model.

The global criterion or fitness index were performed to identify whether the model constructed achieved the requirements. In covariance-based structural equation modeling (CBSEM), there is an abundance of fitness index to validate the measurement model in the evaluation phase. Fitness index is an important factor in academic research to convince researchers how well-defined the model is so that the researchers can claim that their model is valid enough for the final stage (estimation and hypothesis testing). Additionally, there are three categories for fitness index including absolute fit (RMSEA and AGFI), parsimonious fit (chi-square/df), incremental fit (TLI, CFI, NFI, GFI, and ILLI), in which all of the categories should meet the minimum requirements. According to a study by Holmes-Smith et al, researchers should report their findings by choosing at least one fitness index from each categories (35).

The results obtained from CFA method are shown in Figure 1. As shown in this figure, the values for each fitness index are satisfying and meet all the threshold values. To do so, some critical assessments have been implemented by removing poor loadings. According to a study by Nasir et al, the outer loading of 0.60 is considered as a threshold for the CFA approach (36). Thus, any items that do not meet the threshold requirement will be eliminated directly from the model so that only the remaining item (outer loading above 0.60) in each construct can be handled. However, the proper procedure is needed to be addressed during the multidimensional procedure whereby deleting item should be implemented once at a time. This is because the simultaneous removal of many items can affect the quality of measurement model due to the deep changes in the calculation of covariance algorithm. In this case, only 18 items were retained after removing 3 items from the model due to poor loading. The model met the requirements for each category as parsimonious fit (chi-square/df = 2.754<3.0), absolute fit (RMSEA = 0.074<0.08), and incremental fit (CFI = 0.951>0.95, NFI = 0.935>0.90, TLI = 0.938>0.90).
In particular, the strength of fitness is strongly influenced by the strength of factor loadings. Consequently, the measurement model can be reported admissible once the fitness index meets the requirement. It means that the fitness index is the primary observed indicator in statistical modeling followed by an important variable (high factor loading). In addition, high factor loadings would provide a high variation in the measurement model (average variance extracted, AVE), and enhance the total variation of structural model (squared multiple correlation, \( R^2 \)).

The process of construct validation was conducted as shown in Table 1. Construct validation is comprised of AVE, MSV, ASV, and discriminant validity. This step is a major part in the validation process which determines to what extent the measurement model is well-defined, reliable, and accurate. If fitness is conducted to test the fit model, the validation phase should be performed to approve the measurement model. During the evaluation process (fitness index and multidimensional procedure), this step can be known as exploratory modeling to determine the characteristics and behavior of the measurement model. Thus, validation step is suggested as an important phase in confirmatory model. If the validation test meets the requirements, then, all the measurement model that undergoes CFA can be successfully measured for the estimation and hypothesis testing. Most of the research articles, review papers, commentary papers, and proceeding usually have investigated AVE for validation process. In fact, there are other validation approaches such as average shared variance (ASV) and maximum shared variance (MSV) that can be calculated manually. Fornell and Larcker (1981) reported that AVE should be higher than 0.50 or 50% for each exogenous constructs in measurement model (37). This scale seems to be essential to verify the strength of measurement model, in particular, 50% of the total variation in measurement model has been captured by measuring manifest variable to show the impact of this model. If the model captures a variation below 50%, the model will be inadmissible for validation step.

Afterwards, MSV and ASV were calculated using a formula proposed by Fornell and Larcker (37). To give more information about calculation of MSV and ASV to the reviewer and readers of this study, government support construct was first outlined. For government support construct, this model consisted five correlations with respect to climate changes (0.75), public attitude (0.51), environment (0.58), population growth (0.63), and dengue fever (0.63). MSV formula showed the highest correlation which indicates the maximum total variation. In contrast with all these correlations, the correlation between government support and climate changes was higher than that of government support with public attitude, environment, population growth, and dengue fever (0.75 vs 0.51 vs 0.58 vs 0.63 vs 0.63). It means that the calculation for MSV is \( 0.75^2 = 0.564 \) and is suggested valid when this value is lower than AVE as reported in Table 1. To calculate ASV, the formula \( (0.75^2 + 0.51^2 + 0.58^2 + 0.63^2 + 0.63^2)/5 = 0.390 \) was used, and it was repeated to calculate ASV for other constructs.

Analysis of the results of ASV and MSV shows that the measurement model is completely valid. The composite reliability (CR) highlighted in this model enable us to identify to what extent is the model reliable once performing CFA approach. Cronbach alpha has been usually used in empirical research to determine the reliability of the model (38). However, a study by Nunnally and Bernstein reported that Cronbach alpha is inappropriate to determine the reliability of the model.

| Construct            | CR  | AVE  | MSV  | ASV  |
|----------------------|-----|------|------|------|
| Population Growth    | 0.905 | 0.826 | 0.701 | 0.461 |
| Government Support   | 0.895 | 0.632 | 0.564 | 0.390 |
| Climate Changes      | 0.870 | 0.773 | 0.564 | 0.236 |
| Public Attitude      | 0.863 | 0.683 | 0.570 | 0.349 |
| Environment          | 0.934 | 0.876 | 0.701 | 0.428 |
| Dengue Fever         | 0.856 | 0.601 | 0.496 | 0.374 |

**Table 1. Reliability and construct validity**
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in SEM application (39). This is because the traditional Cronbach alpha assume all eigenvalue of each items included in the model as 1 without considering the factor loadings provided by SEM.

Thus, CR has been proposed to determine factor loading and error variance solely in heterogeneous modeling (38,39). In addition, measurement of factor loadings or outer loadings is appropriate to be emphasized since meet SEM assumptions in terms of efficiency and sufficiency estimator rather than Cronbach alpha. In this case, CR was reported as one of the reliability test for each measurement model. CR can also be well-known as Jöreskog’s rhô that focuses on factor loadings and error variance. Discriminant validity was performed as shown in Table 2. Discriminant validity can be perceived at two angles in determining validity such as bivariate correlation and variation in measurement model. Bivariate correlation should be below 0.85 (25,34,36) to consider the constructs involved in a research model are free from the detrimental effects of multicollinearity problem.

Moreover, the bold values in Table 2 show the square root of AVE and bivariate correlation. Every square root of AVE should be higher than all construct correlations whether in rows or columns provided. AVE with a higher scale that exceeds the scale of bivariate correlation shows that the variation in measurement model is absolutely high compared to the correlation of measurement model. Overall, it was found that the measurement model suggested in this study meet the total requirements in terms of fitness index, multidimensional procedure, factor loadings, reliability and validity test, and therefore, is suitable for the structural model.

**Structural Model**

Then, structural model was implemented based on the theoretical framework suggested. For this purpose, 9 research hypotheses were provided and tested using SEM and the CFA approach as aforementioned. After implementation of CFA approach, the structural model was conducted to test the hypotheses. At this stage, parameter estimation and hypothesis testing (probability value) were performed for each research hypothesis. Figure 2 shows the structural model and Table 3 shows the results of each hypotheses.

| Table 2. Discriminant validity |
|--------------------------------|
| **Population Growth**       | **Government Support** | **Climate Changes** | **Public Attitude** | **Environment** | **Dengue Fever** |
| Population Growth           | 0.909                 | 0.635               | 0.391               | 0.755           | 0.797            | 0.691            |
| Government Support          | 0.635                 | 0.795               | 0.751               | 0.506           | 0.577            | 0.629            |
| Climate Changes             | 0.391                 | 0.751               | 0.879               | 0.369           | 0.392            | 0.417            |
| Public Attitude             | 0.755                 | 0.506               | 0.369               | 0.826           | 0.675            | 0.574            |
| Environment                 | 0.797                 | 0.577               | 0.392               | 0.675           | 0.936            | 0.704            |
| Dengue Fever                | 0.691                 | 0.629               | 0.417               | 0.574           | 0.704            | 0.775            |

| Table 3. Hypothesis testing |
|----------------------------|
| **Research Hypothesis**    | **Estimate** | **P value** | **Significant (α = 0.05)** |
| H1: Government support has a significant impact on the environment | 0.039 | 0.579 | No |
| H2: Climate changes have a significant impact on the environment | 0.044 | 0.375 | No |
| H3: Public attitude has a significant impact on the environment | 0.196 | 0.005 | Yes |
| H4: Population growth has a significant impact on the environment | 0.736 | *** | Yes |
| H5: Government support has a significant impact on dengue fever | 0.305 | *** | Yes |
| H6: Public attitude has a significant impact on dengue fever | 0.116 | 0.045 | Yes |
| H7: Population growth has a significant impact on dengue fever | 0.091 | 0.285 | No |
| H8: Climate changes have a significant impact on dengue fever | -0.058 | 0.214 | No |
| H9: Environment has a significant impact on dengue fever | 0.280 | *** | Yes |

| Exogenous Constructs | Standardized Total Effect on Dengue Fever |
|----------------------|------------------------------------------|
| Government support   | 0.371                                    |
| Climate changes      | -0.590                                   |
| Public attitude      | 0.168                                    |
| Population growth    | 0.347                                    |
| Environment          | 0.360                                    |

| Exogenous Constructs | Standardized Total Effect on Environment |
|----------------------|------------------------------------------|
| Government support   | 0.035                                    |
| Climate changes      | 0.045                                    |
| Public attitude      | 0.160                                    |
| Population growth    | 0.670                                    |
Discussion

Direct effect (→) can be known as the causal effect that is imposed by exogenous construct to endogenous construct. In this stage, four exogenous constructs including government support, climate changes, public attitude, and population growth were suggested to affect mediator construct (environment) and endogenous construct (dengue fever). The correlational path (↔) is indicated as covariance path in unstandardized estimate to determine the covariance path for each exogenous construct. Nevertheless, the aim of this research was to test the research hypotheses mentioned previously. Figure 2 shows the structural model of dengue fever for obtaining parameter estimate and hypothesis testing (probability value). It was found that this study is adequate since the model achieved 0.590 or 59% of dengue infection, which is higher than half of the total variation. It means that 59% of the total variation of dengue fever came from these exogenous. Thus, 100% - 59% = 41% of the total variation came from other constructs that may have the potential to associate with dengue fever. In terms of environment as one of the mediator construct, SEM application reveals that 71.5% of the total variation came from four exogenous constructs as shown in Figure 2. Therefore, 28.5% of the total variation may come from other constructs that can be related to the mediator construct.

Overall, three exogenous constructs including government support, public attitude, and environment have significant impacts on dengue fever. In other words, it was confirmed that these exogenous constructs have a positive impact on dengue fever, which is one of the main public health issues in Malaysia. In addition, two constructs, namely public attitude and population growth have a significant positive impact on the environment. According to this result, it is confirmed that public attitude and population growth should be emphasized since these constructs have a significant effect on dengue fever. In order to identify the most important construct affecting dengue fever and environment, standardized total effect was used as a tool in this study.

As shown in Table 3, government support is the most important construct that has a significant effect on dengue fever. However, the results of measurement of mediator construct show that population growth is the most important construct that has a high effect on the environment. The finding is based on the Likert scale, through which the attitude of respondent towards the issue presented was measured.

Conclusion

Using SEM itself, it was revealed that the results of this study on dengue fever that emanating from four exogenous and one mediator constructs are adequate to discuss on respondent perception of dengue fever in Malaysia as illustrated by $R^2=0.59$ or 59%. So, it is claimed that this research is absolutely adequate to measure the respondent perception of dengue fever. As shown in Table 3, the respondents confirm that public attitude and population growth factors have a causal effect on the environment. In reality, most of our citizens do not pay attention to the environment issues even our government promotes various campaigns so that we will undertake this responsibility as a good citizen. They are not aware of the environmental sustainability that should be maintained for the next generation. For instance, the amount of waste is increasing every year that is reaching almost 3 million tons per year.

In addition, the population growth was also addressed by respondent perception. They opined that population growth can influence the performance of the environment. As we can see today, the human capital that coming from Nepal, Myanmar, Bangladesh, Indonesia, and India are increasing every year to penetrate the labor market especially through physical infrastructure improvement.
A high-skilled nation infrastructure is required in line with our goal to achieve a developed nation by 2020 as suggested by the fourth Prime Minister of Malaysia, Datuk Seri Mahathir Mohamad. Therefore, the growing population growth primarily would cause a wide range of side effects on our environment. This is because majority of foreign workers are usually ignoring the cleanliness, and subsequently, cause the local people getting mad and uncomfortable. Although population growth has a significant effect on environment but this factor has no effect on the occurrence of dengue fever. It means that the respondents confirmed that the environment can be affected by the population growth, but it cannot be a determinant of dengue fever.

A study by Hales et al showed that climate changes have a potential effect on the spread of dengue fever (40), which is inconsistent with the results of the present study, indicating climate changes have no significant effect on the environment and dengue fever. In fact, this infection is not a new phenomenon in Malaysia and it was reported for the first time in 1902. Thus, the situation in this country is not the same as other countries.

It was also found that three exogenous constructs including public attitude, government support, and environment are associated with each other and have a significant impact on dengue fever in Malaysia. For instance, good public attitudes with government support would contribute to a high-performance environment to overcome the spreading of dengue fever. Therefore, these factors should be highlighted to solve this particular issue using a good strategy and planning. In order to restrict the spreading of dengue fever, the most important factors were government support (0.371), environment (0.360), population growth (0.347), public attitude (0.167), and climate changes (-0.590), respectively. Therefore, government should take an affirmative action to tackle this particular issue. Besides raising awareness of people about dangerous dengue fever, they can provide better facilities to the patients. For this purpose, the government can provide an adequate number of beds, physicians, and space for the patient so that the medical treatment can be handled very well. Besides, clinics should be extended to the rural areas since these areas are significantly affected by dengue fever. In addition, the fogging program should not be supposedly active in the presence of dengue fever, instead, it can be practically implemented once every three months. This program would be definitely retarded the growth of Aedes, the yellow fever mosquito, especially in the stagnant areas.

In terms of environment factor, population growth is perceived as the most important factor which affects the environment. This factor has been discussed in recent decades since developing and less-developed countries have to face many challenges to compete with other countries, which is consistent with the results reported by Ehrlich and Holdren, indicating that population growth would have a negative effect on the environment (41). Some studies also showed that there is a positive relationship between population growth and the environment (41,42), which is consistent with the results of this study. However, future studies are suggested to replace insignificant factors with other factors such as high-tech medicine that can be associated with dengue fever. Additionally, the potential of moderating effect or multi-group analysis can be applied using the same particular method, SEM. Using this technique, other moderator factor that may affect the relationship of exogenous constructs with dengue fever, can be identified. Moreover, the sampling should be extended to other areas so that the estimates obtained can be really representative to explain the whole perception of respondents towards dengue fever.
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