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ABSTRACT
Active speaker detection (ASD) systems are important modules for analyzing multi-talker conversations. They aim to detect which speakers or none are talking in a visual scene at any given time. Existing research on ASD does not agree on the definition of active speakers. We clarify the definition in this work and require synchronization between the audio and visual speaking activities. This clarification of definition is motivated by our extensive experiments, through which we discover that existing ASD methods fail in modeling the audio-visual synchronization and often classify unsynchronized videos as active speaking. To address this problem, we propose a cross-modal contrastive learning strategy and apply positional encoding in attention modules for supervised ASD models to leverage the synchronization cue. Experimental results suggest that our model can successfully detect unsynchronized speaking as not speaking, addressing the limitation of current models.

Index Terms— Active speaker detection, audio-visual synchronization, cross-modal contrastive learning

1. INTRODUCTION
Active speaker detection (ASD) is to determine which person or none is speaking in a video at each time instant. ASD can serve as a fundamental frontend for a variety of downstream tasks including speaker recognition [1], speaker diarization [2], and speech separation [3]. Besides, ASD can also be applied in human-computer interaction [4] by providing information of when and where the user is speaking.

The definition of active speakers, however, is not very consistent in the literature. Some works require synchronized speaking signals from the same person on both the audio and visual modalities [5], while others allow non-synchronized speaking signals from different but related persons (e.g., dubbed movies) [6]. In both cases, speaking activities are required to appear in both audio and visual modalities.

In this paper, we consider audio-visual synchronization as an essential requirement for ASD, similar to the definition in the Active Speakers in the Wild (ASW) dataset [5]. We argue that requiring audio-visual synchronization is more reasonable than not requiring it in practice. This is because it can be ambiguous to define the relevance between visual speaking activities and audio speaking activities. Example scenarios include movie dubbing in translated movies, translation voice-over in news video interviews, and narration voice-over in documentaries. Which person should be considered speaking in the video, the person shown in the visual scene, the unseen narrator, or both? What degree of relevance should be used in the definition of active speakers? In contrast, it is clear whether audio and visual speaking signals are synchronized or not.

Following this definition, it is important to investigate the
synchronization issue between audio and visual speaking activities. The investigation of ASD typically starts by tracking faces in the video [6]. A face track is defined as a consecutive sequence of faces of a person. For each face track, the audio signal within the onset and offset of the face track is defined as the audio track. If both the face track and the corresponding audio track contain some speaking activities, we can investigate if such signals are synchronized, as illustrated in Figure 1. If not synchronized, there are generally two cases: (1) Mismatch, the audio and the face track do not correspond to the same speaking content; (2) Misalignment, the content and identity are the same for audio and face tracks, but one modality is delayed. Perceptual studies found that such delay becomes detectable by ordinary people if it is greater than 125 ms for audio delay and 45 ms for visual delay [7].

As reviewed in Section 2, existing ASD models do leverage both the audio and visual modalities, however, they do not explicitly model the synchronization between them. It is, therefore, possible that these methods do not consider the audio-visual synchronization cue in ASD. If this is the case, then they would fail on unsynchronized videos, and using such models might be harmful to downstream tasks.

In this work, we clarify the definition of active speakers, based on which we conduct a case study in Section 3. We demonstrate that existing supervised ASD models tend to make false-positive predictions on unsynchronized videos. We believe that such failures are primarily due to two reasons: One is that these models do not explicitly model the synchronization cue. The other is the lack of unsynchronized data in training. To address these problems, we propose to use cross-modal contrastive learning which is compatible with any supervised ASD method. We also apply positional encoding in an attention module when fusing audio and visual embeddings, which makes it possible for ASD models to temporally align the two modalities. Experimental results show that our proposed method performs better than existing supervised and self-supervised models on synthesized unsynchronized videos along with natural videos.

2. RELATED WORK

Active Speaker Detection. Researchers have been investigating the task of detecting a talking person in [4, 8] by taking advantage of audio-visual correlation. With a recent large-scale benchmark dataset proposed in [6] accompanying the atomic visual action (AVA) challenges, more attention has been paid to this task. Most work is based on a multimodal baseline framework that first extracts the audio and visual embeddings from single modalities and then classifies speaking or not speaking segments based on the fused information. Some works focus on improving the modality encoding method [9], some focus on the fusion method [10, 11], and some leverage the context information [12, 13]. All of the abovementioned methods do not explicitly model audio-visual synchronization. Our work aims to investigate the limitation of such methods by constructing unsynchronization test cases that may fail the current models and then propose methods to address this challenge.

Audio-Visual Synchronization. The audio-visual synchronization in speaking activities has been studied in various contexts. Owens and Efros [14] proposed to learn audio and visual representations using audio-visual synchronization cues in a self-supervised way. Chung and Zisserman [15] proposed SyncNet to detect the synchronization between lip movement and speech. There is extensive research based on SyncNet. Kim et al. [5] proposed self-supervised learning with SyncNet for ASD and achieved promising performance. Ding et al. [16] introduced dynamic triplet loss and multinomial loss for self-supervised audio-visual synchronization learning. Chen et al. [17] studied synchronization in an in-the-wild setting. Cross-modal synchronization modeling has also been studied in audio-visual speech separation [18], speech-driven talking face generation [19], and lip to speech synthesis [20]. Our work systematically studies the synchronization modeling in the context of audio-visual ASD.

3. CASE STUDY

We aim to answer two research questions by studying the performance of current supervised ASD models on unsynchronized audio-visual data. 1) Can current models correctly label unsynchronized videos as “Not Speaking”? 2) What do current models really learn?

To the best of our knowledge, current supervised ASD methods do not explicitly model audio-visual synchronization. Also, there are few unsynchronized videos that are correctly labeled in ASD datasets. Therefore, we suspect
Table 1. The audio silence and visual masking experiment on the AVA dataset. The mean average precision (mAP) is displayed.

|                      | RothNet | TalkNet |
|----------------------|---------|---------|
| AVA                  | 79.29%  | 92.28%  |
| Audio silence        | 33.61%  | 27.50%  |
| Visual masking       | 39.87%  | 55.20%  |

that current models may not be able to detect unsynchronized videos as “Not Speaking”. With our definition for unsynchronization in Section 1, we augment public benchmarks by synthesizing the audio-visual mismatched and misaligned videos from the original videos to test the existing models.

We use “RothNet” to refer to the multimodal framework proposed in [6] as it is a good representative of predominant methods. As a common ASD framework, RothNet takes 11 consecutive face frames and their corresponding audio as input, extracts audio and visual features respectively, and concatenates them for further classification. We also choose the TalkNet model [11] as it achieves the SoTA performance.

AVA-ActiveSpeaker (AVA) [6]. The AVA dataset is derived from 188 movies around the world. Each movie is annotated from 15 minutes to 30 minutes with face bounding boxes, entities, and speaking labels. And they are human-annotated with ASD labels at the frame level. There are some dubbed movies in the dataset, and speakers that were active in the original videos are also labeled as active in the dubbed versions. However, according to our definition, they should be considered inactive speakers in the videos, given the unsynchronization between the audio and visual modalities.

Active Speakers in the Wild (ASW) [5]. The ASW dataset consists of 30.9 hours of face tracks from 212 YouTube videos, including debates, press conferences, talk shows, etc. The length of face tracks ranges from 0.2 to 233.0 seconds. There is no dubbed video in the ASW dataset.

3.1. Unsynchronization test by augmentation

We propose a mechanism to create unsynchronized video segments (mismatched and misaligned) from original test videos. We then sample from both the unsynchronized videos and the original ones to create augmented test sets where unsynchronized videos take different proportions. These test sets have the same total number of videos. We apply such augmentation to both the AVA validation set and the ASW test set.

Specifically, mismatched video segments are created by randomly swapping the audio of speaking segments of the original videos. For each face track, we replace the audio of each speaking segment with another random speaking segment from different videos. These mismatched speaking segments show lip movements in the video and speaking voices in the audio, but these activities do not match. Their ASD labels are set as negatives. For the not-speaking segments in the original videos, they stay the same.

Misaligned video segments are created by shifting the original audio of speaking segments in time. Specifically, we randomly shift the speaking segment’s original audio to the left or the right by a time shift greater than 125 ms, which is the human detectable threshold of any delay. Besides, the shift is circular, i.e., the audio signals shifted beyond one end boundaries are circulated back to the other end. In this way, the activities within the video segment are preserved, and only the synchronization is destroyed.

The performances of RothNet and TalkNet on the augmented sets with five different proportions of unsynchronized videos are displayed in Fig. 2. As the curves show, the mAPs of the two models degrade rapidly when the amount of unsynchronized data increases. This shows that both ASD models do not properly model audio-visual synchronization. We hypothesize that they rely on each individual modality’s features and some basic audio-visual correlations to classify videos, but ignore the synchronization cue.

3.2. Understanding what existing ASD models learn

To verify that every single modality contributes to the predictions, we remove key information from audio and visual tracks. We silence the audio tracks or mask the bottom 30% of visual frames of each face track with zero to cover the lips in the AVA test set. As shown in Table 1, both models deteriorate dramatically in both cases. This shows that both models do use voice activity and lip movement information for ASD.

Then, we train a voice activity detection (VAD) model and a lip movement detection model modified from the audio and visual frontends of TalkNet. The probability of speaking is calculated as the product of the probabilities predicted by the two models. The mAP of such a combined model in the AVA test set is 90.72%, which is close to that of TalkNet, indicating that using only a VAD and a lip movement detection model is able to perform comparably with the SoTA ASD models.

4. METHOD

As discussed in Section 3, current supervised ASD models fail in unsynchronized cases. To address the issue, we propose cross-modal contrastive learning, which is compatible with any supervised ASD models. We apply our method to the SoTA model TalkNet [11] and the predominant baseline model RothNet [6] as two examples. Apart from cross-modal contrastive learning, we also apply positional encoding in the attention module when fusing audio and visual embeddings.

We elaborate on the architecture and training of Sync-TalkNet and Sync-RothNet in this section, but we believe that our proposed method can be used for any supervised models to encourage synchronization modeling. The TalkNet and RothNet combined with our method are named as Sync-TalkNet and Sync-RothNet.
In the unsynchronized contrastive samples, the visual face embeddings from \( \gamma \Gamma(p) \) (samples are other positive samples and an additional negative sample by randomly exchanging the audio embeddings of another face track with audio embeddings of an-\( \gamma \phi \phi \) (\( y \)) of face track \( t \) as input, where \( H_C \) and \( W_v \) are the height and width of the face frames, respectively. Then the visual embeddings \( V_i \) are computed through a 3D convolutional layer, a ResNet block, and a temporal convolutional block. The audio frontend ingests the Mel-frequency cepstral coefficient (MFCC) vectors \( \alpha_i \) computed from the corresponding audio signals of face track \( i \). The audio frame rate is 4 times the 25 FPS video frame rate, and \( H_a \) is the dimension of the MFCC vectors. The audio embeddings \( A_i \) computed by ResNet34 are differ-\( \gamma \phi \phi \) (\( y \)) and \( \phi(\gamma) \) is different from \( \gamma \). Mathematically, the additional contrastive samples are \( (V_\gamma, A_{\phi(\gamma)}, y_\gamma) \), where \( \gamma, \phi(\gamma) \in \Gamma \) and \( \phi(\gamma) \neq \gamma \). In the unsynchronized contrastive samples, the visual face track \( \gamma \) is hardly synchronized with the audio from face track \( \phi(\gamma) \). The loss of the training is composed of binary cross-entropy (BCE) loss from the original samples and the loss from contrastive samples, \( L = \text{BCELoss}(f_b(V_i, A_i), y_i) + \beta \cdot \text{BCELoss}(f_b(V_\gamma, A_{\phi(\gamma)}), 0) \), where \( \beta \) controls the balance between the two losses and is set to 1 in our experiments. The number of frames in a mini-batch is set as 2500, while the number of face tracks varies as in [11].

Although the augmented training set only contains mismatched videos as negative samples, as demonstrated in Section 5.1, such trained models are able to handle not only mismatched videos but also misaligned videos during inference.

4.1. Cross-modal contrastive learning

To alleviate the lack of unsynchronized data in the training dataset, we augment the features in the embedding space to enforce contrastive learning. Given a batch of embeddings \((V_i, A_i)\) extracted from the frontends and their corresponding ASD labels \(y_i\), where \(y_i \in R^T\) and \(y_i^t \in \{0, 1\}\), we define \(y_i^t = 1\) if the speaker is actively speaking at the given time \(t\), otherwise \(y_i^t = 0\). For contrastive learning as illustrated in Fig. 3, we augment a mini-batch of original samples \((V_i, A_i, y_i)\). We define positive samples as the ASD label \(y_i\) contains at least one \(y_i^t = 1\), and we define such positive samples set as \(\Gamma\). Among the positive samples, we create additional negative sample by randomly exchanging the audio embeddings \(A_\gamma\) of a face tracks with audio embeddings of another positive sample \(A_{\phi(\gamma)}\), where \(\gamma \) and \(\phi(\gamma)\) are indexes of two randomly selected face tracks from \(\Gamma\), and \(\phi(\gamma)\) is different from \(\gamma\). Mathematically, the additional contrastive samples are \((V_\gamma, A_{\phi(\gamma)}, y_\gamma)\), where \(\gamma, \phi(\gamma) \in \Gamma \) and \(\phi(\gamma) \neq \gamma\).

4.2. Model architecture: Sync-TalkNet

The frontend of TalkNet consists of two streams. The visual frontend takes the \(T\) RGB face frames \(v_i \in R^{T \times 3 \times H_v \times W_v}\) of face track \(i\) as input, where \(H_v\) and \(W_v\) are the height and width of the face frames, respectively. Then the visual embeddings \(V_i \in R^{T \times d}\) are computed through a 3D convolutional layer, a ResNet block, and a temporal convolutional block. The audio frontend ingests the Mel-frequency cepstral coefficient (MFCC) vectors \(\alpha_i \in R^{T \times H_a}\) computed from the corresponding audio signals of face track \(i\). The audio frame rate is 4 times the 25 FPS video frame rate, and \(H_a\) is the dimension of the MFCC vectors. The audio embeddings \(A_i \in R^{T \times d}\) are computed by ResNet34.

The backend makes predictions of speaking probability in every video frame from the visual and audio embeddings through several attention modules \(p_i = f_b(V_i, A_i) \in R^T\). We denote the attention module as Attention:

\[
\text{Attention}(X, Y) = \text{softmax}(\frac{\text{Query}(Y) \text{Key}(X)^T}{\sqrt{d}}) \text{Value}(X),
\]

where \(\hat{X} = X + PE\), \(\hat{Y} = Y + PE\). (1)

\(X\) and \(Y\) are encodings from modalities, either audio, visual, or audio-visual. \(Query, Key, \) and \(Value\) are linear layers. The \(PE\) is the positional encoding. Firstly, cross-modal features are computed with cross-attention module, where \(F_i^{\text{av}} = \text{Attention}(A_i, V_i) \) and \(F_i^{\text{va}} = \text{Attention}(V_i, A_i)\). Then the \(F_i^{\text{av}}\) and \(F_i^{\text{va}}\) are concatenated and passed through the self-attention layer \(F_i^{\text{av}} = \text{Attention}(F_i^{\text{av}} \otimes F_i^{\text{va}}, F_i^{\text{av}} \otimes F_i^{\text{va}})\). Lastly, the binary classifier obtains the output from the \(F_i^{\text{av}}\).

**Positional Encoding (PE).** Without the positional encoding, the cross-attention layer is permutation-invariant for the inputs, which makes it difficult for the model to learn the synchronization between visual and audio. Therefore, we add the sinusoidal positional encoding [22] \(PE \in R^{T \times d}\) to the inputs of the cross-attention and self-attention layer.

Besides TalkNet, we also apply our method to RothNet [6], as described in Section 3. RothNet makes predictions for one central frame at each time. We apply cross-modal contrastive learning to train Sync-RothNet.
5. EXPERIMENTS

5.1. Performance of the proposed method

Unsynchronization test. To evaluate the performance of the models in unsynchronized cases, we utilize the augmented test sets as described in Section 3.1. Using 50% synthesized data (either mismatched or misaligned) and 50% original data, we curate AVA-mismatch, AVA-misalign, ASW-mismatch, ASW-misalign sets. We test Sync-TalkNet and Sync-RothNet on the augmented and original test sets. Table 2 displays the results. Sync-TalkNet and Sync-RothNet significantly outperform the two supervised baseline models RothNet and TalkNet in the augmented test sets. In particular, Sync-TalkNet achieves better results than the SoTA model TalkNet on an original dataset: the ASW test set. The mAP of Sync-TalkNet is slightly lower than TalkNet on the AVA val set. It is reasonable because the AVA dataset contains dubbed movies in both the training and the validation sets; the unsynchronized speaking segments are labeled as positive in this dataset, damaging the performance of Sync-TalkNet, which leverages synchronization cues. Cross-modal contrastive learning loss is similar to the augmentation of mismatched data, while Sync-TalkNet and Sync-RothNet also work well on misaligned data. This verifies the ability of synchronization modeling in our proposed method.

Sync-TalkNet and Sync-RothNet are trained in a supervised manner. The self-supervised ASD models such as SyncNet [15] is trained by distinguishing matched and mismatched audio-visual pairs. Thus SyncNet is also able to detect audiovisual synchronization as shown in Table 2, achieving comparable results to our model in the unsynchronized mismatched test sets. However, our proposed models as supervised models perform better than SyncNet on the original datasets and unsynchronized misaligned test sets. Generally speaking, supervised models gain better capacity for usual ASD, while self-supervised models better leverage the synchronization cue, since self-supervised models are trained through synchronization classification. Our proposed method is able to leverage both advantages, achieving excellent performance on both the original datasets and unsynchronization augmented datasets.

Narrated videos detection. According to our definition, any face track in dubbed movies should not be regarded as speaking. However, there are some dubbed movies in the AVA dataset and they are labeled as speaking which misleads the training and evaluation of ASD models with synchronization cues. We use Sync-TalkNet trained on the ASW dataset to filter out the dubbed movies in the AVA validation set. We calculate the true positive rate (TPR), the ratio of the positively predicted frames to the positively labeled frames. Lower TPR indicates the more likely the video is from a dubbed movie. In the dubbed movies of the AVA val set, the positively labeled frames are from the unsynchronized speaking segments. Out of the 33 videos, we respectively display the videos with the three highest TPR and the three lowest TPR in Table 3. Through manual checking, we verified that the three videos with the lowest TPR are dubbed movies, and the three with the highest TPR are not dubbed movies. Although the samples are limited, this result does suggest that Sync-TalkNet might be able to be used to detect unsynchronization in narrated videos.

5.2. Ablation study

To model synchronization, we apply positional encoding and cross-modal contrastive learning. We conduct an ablation study of Sync-TalkNet for these two modules as shown in Table 4. According to the results, cross-modal contrastive learning plays an important role in learning synchronization. Removing the positional encoding, the performance degrades but does not degrade catastrophically. We believe that with the guidance of contrastive learning, the model learns the
weak timeline information through the zero-padding of convolutional layers in the frontend [23]. However, our model with the positional encoding still performs better.

As introduced in Section 4.2, there are cross-attention and self-attention modules in the model architecture. SyncTalkNet applies positional encoding on both the attention modules. We study the effect of disposing of one of the two positional encodings. As the results in Table 4, applying positional encoding on both the attention module helps Sync-TalkNet better perceive the timeline information.

6. CONCLUSION

In this paper, we argued that audio-visual synchronization is an important cue for active speaker detection (ASD), and clarified the definition of active speakers to explicitly require audio-visual synchronization. This was motivated by our experiments which showed that state-of-the-art supervised ASD models neglect this synchronization in their decision-making. Not modeling synchronization would make them unreliable for many downstream tasks and real-life applications. We then proposed to apply cross-modal contrastive learning and positional encoding in the attention modules to supervised ASD models. Our method outperforms supervised and self-supervised models in artificially unsynchronized cases and regular benchmarks. For future work, we plan to broaden the definition of active speakers to speaking activities shown in either modality; This would include the audio-visual synchronized cases in this paper, as well as speaking activities that are invisible or inaudible.
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