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ABSTRACT. We give a necessary and sufficient condition for a one-dimensional regular and Hausdorff topological space definable in a definably complete uniformly locally o-minimal structure of the second kind having definable bounded multiplication being affine.

1. INTRODUCTION

Metric spaces with metrics definable in o-minimal structures and topological spaces with topologies definable in o-minimal structures have been investigated in [9, 11, 12, 13]. Y. Peterzil and A. Rosel gave a necessary and sufficient condition for a one-dimensional topological space with a topology definable in an o-minimal structure being affine in [9] when the definable set in consideration is bounded. We tackle the same problem in a different setting.

Definable cell decomposition theorem [1, Chapter 3, Theorem 2.11] is a very useful tool in tackling problems on o-minimal structures. A locally o-minimal structure [10] which is defined by simply localizing the definition of o-minimal structures does not admit local definable cell decomposition. The first author proposed a uniformly locally o-minimal structure of the second kind in [3], which admits local definable cell decomposition when it is definably complete [3, Theorem 4.2]. A definably complete uniformly locally o-minimal expansion of an ordered abelian group of the second kind is simply called a DCULOAS structure. We consider it in place of an o-minimal structure in this paper.

The proof of the implication $(4) \Rightarrow (1)$ in [9, Theorem 4.1] uses the assumption that arbitrary two closed intervals are definably homeomorphic to each other unless this assumption is not made in the statement. It is true when the structure is an expansion of an ordered field. The authors proposed the notion of definable bounded multiplication in [6]. We demonstrated that several assertions which are valid in an o-minimal expansion of an ordered field also hold true in a definably complete locally o-minimal structure having definable bounded multiplication with the extra assumption that the relevant spaces are definably compact in [6]. In this paper, we also employ the additional assumption that the structure has definable bounded multiplication in order to obtain definable homeomorphism between given two closed intervals.

In summary, we consider a topological space with topology definable in a DCULOAS structure having definable bounded multiplication, and find a necessary and sufficient condition for it to be affine.
sufficient condition for a one-dimensional definable topological space being affine under the assumption that the definable set is bounded.

We next review basic definitions.

**Definition 1.1.** A densely linearly ordered structure $\mathcal{M} = (\mathcal{M}, <, \ldots)$ is **definably complete** if every definable subset of $\mathcal{M}$ has both a supremum and an infimum in $\mathcal{M} \cup \{\pm \infty\}$.

A densely linearly ordered structure $\mathcal{M} = (\mathcal{M}, <, \ldots)$ is **locally o-minimal** if, for every definable subset $X$ of $\mathcal{M}$ and for every point $a \in \mathcal{M}$, there exists an open interval $I$ containing the point $a$ such that $X \cap I$ is a finite union of points and open intervals.

A locally o-minimal structure $\mathcal{M} = (\mathcal{M}, <, \ldots)$ is a **uniformly locally o-minimal structure of the second kind** if, for any positive integer $n$, any definable set $X \subset \mathcal{M}^{n+1}$, $a \in \mathcal{M}$ and $b \in \mathcal{M}^n$, there exist an open interval $I$ containing the point $a$ and an open box $B$ containing $b$ such that the definable sets $X_y \cap I$ are finite unions of points and open intervals for all $y \in B$.

**Definition 1.2.** An expansion $\mathcal{M} = (\mathcal{M}, <, 0, +, \ldots)$ of a densely linearly ordered abelian group has **definable bounded multiplication compatible to** $+$ if there exist an element $1 \in \mathcal{M}$ and a map $\cdot : \mathcal{M} \times \mathcal{M} \to \mathcal{M}$ such that

1. the tuple $(\mathcal{M}, <, 0, 1, +, \cdot)$ is an ordered field;
2. for any bounded open interval, the restriction $\cdot|_{I \times I}$ of the product $\cdot$ to $I \times I$ is definable in $\mathcal{M}$.

We simply say that $\mathcal{M}$ has **definable bounded multiplication** when the addition in consideration is clear from the context. The ordered field $(\mathcal{M}, <, 0, 1, +, \cdot)$ is an ordered real closed field by [6, Proposition 3.3].

Here is the definition of definable topology.

**Definition 1.3.** Consider an expansion of a dense linear order and a definable set $X$. A topology $\tau$ on $X$ is **definable** when $\tau$ has a basis of the form $\{B_y \subseteq X\}_{y \in Y}$, where $\bigcup_{y \in Y}\{y\} \times B_y$ is definable. We call the family $\{B_y\}_{y \in Y}$ a **definable basis** of $\tau$. The pair $(X, \tau)$ of a definable set and a definable topology on it is called a **definable topological space**.

Since $X$ is a subset of a Cartesian product $\mathcal{M}^n$, $X$ has the topology induced from the product topology of $\mathcal{M}^n$. It is definable and called the **affine topology**. The notation $\tau^\M$ denotes the affine topology.

We are now ready to introduce our main result. Our target in this paper is to demonstrate the following theorem:

**Theorem 1.4.** Consider a DCULOAS structure $\mathcal{M} = (\mathcal{M}; <, +, 0, \ldots)$ having definable bounded multiplication. Let $X$ be a definable bounded subset of $\mathcal{M}^n$ of dimension one. Let $\tau$ be a definable topology on $X$ which is Hausdorff and regular.

The following are equivalent:

1. The definable topological space $(X, \tau)$ is definably homeomorphic to a definable subset of $\mathcal{M}^k$ with its affine topology for some $k$.
2. There is a definable $\tau$-closed and $\tau$-discrete subset $G$ of $X$ at most of dimension zero satisfying the following conditions:
   (i) The restriction of $\tau$ to $X \setminus G$ coincides with the affine topology on $X \setminus G$;
(ii) There exists a positive integer \( K \) such that, for any \( x \in G \) and a definable \( \tau \)-open neighborhood \( U \) of \( x \), we can find a definable \( \tau \)-open neighborhood \( V \) of \( x \) contained in \( U \) such that \( V \setminus \{x\} \) has at most \( K \) \( \tau \)-definably connected components.

Section 2 is a preliminary section. We prepare several lemmas necessary for the proof of our main theorem. Section 3 is the main body of the paper and devoted to the proof of Theorem 1.4. Section 4 is an appendix. Peterzil and Rosel’s result Main Theorem assumes that the definable set \( X \) is bounded. We extend their result to the non-bounded case in this section.

In the last of this section, we summarize the notations and terms used in this paper. The term ‘definable’ means ‘definable in the given structure with parameters’ in this paper. For a linearly ordered structure \( \mathcal{M} = (M, <, +, \ldots) \), an open interval is a definable set of the form \( \{x \in M \mid a < x < b\} \) for some \( a, b \in M \). It is denoted by \((a, b)\) in this paper. We define a closed interval similarly. It is denoted by \([a, b]\). An open box in \( M^n \) is the direct product of \( n \) open intervals. Let \( A \) be a subset of a topological space. We call that \( A \) is \( \tau \)-open if it is open under the topology \( \tau \). We also define \( \tau \)-closed and \( \tau \)-frontier etc. in the same manner. The notations \( \text{cl}(A) \) and \( \partial A \) denote the closure and the frontier of the set \( A \), respectively. We denote \( \text{cl}^\tau(A) \) and \( \partial^\tau A \) when we emphasize the topology \( \tau \).

2. Preliminary

We prove three lemmas in this section. We crucially use the local definable cell decomposition theorem in proving the second lemma.

**Lemma 2.1.** Consider a \( \text{DCULOAS} \) structure \( \mathcal{M} = (M; <, +, 0, \ldots) \). Let \( \gamma : (0, u] \to M^n \) be a definable continuous map having the bounded image. There exists a unique point \( x \in M^n \) such that, for any open box containing the point \( x \), the intersection \( \gamma((0, u]) \cap B \) is not empty. We denote this point by \( \lim_{t \to u} \gamma(t) \).

In particular, if \( C \) is a bounded definable cell of dimension one, the frontier of \( C \) consists of two points.

**Proof.** The image \( D = \gamma((0, u]) \) is not closed because \( \gamma \) is continuous and \((0, u] \) is not closed. The frontier \( \partial D \) of \( D \) is not empty. We have only to demonstrate that \( \partial D \) is a singleton. Since \( \gamma([t, u]) \) is closed by Proposition 1.10, for any \( 0 < t < u \), we have \((*) : \partial D \subseteq \bigcap_{0 < t < u} \text{cl}(\gamma((0, t])).\) Assume for contradiction that \( \partial D \) contains two points, say \( x \) and \( y \). Take \( \varepsilon > 0 \) so that \( 2\varepsilon < \max\{|x_i - y_i| \mid 1 \leq i \leq n\} \), where \( x_i \) and \( y_i \) are the \( i \)-th coordinates of \( x \) and \( y \), respectively. Let \( B_x \) and \( B_y \) be the open boxes whose length are \( 2\varepsilon \) centered at \( x \) and \( y \), respectively. There exists \( \delta_x > 0 \) such that either \( (0, \delta_x) \subseteq \gamma^{-1}(B_x) \) or \( (0, \delta_x) \cap \gamma^{-1}(B_x) = \emptyset \) by local o-minimality. The latter equality contradicts the inclusion \((*)\). We have \( (0, \delta_x) \subseteq \gamma^{-1}(B_x) \). We can also take \( \delta_y > 0 \) so that \( (0, \delta_y) \subseteq \gamma^{-1}(B_y) \). Set \( \delta = \min\{\delta_x, \delta_y\} \). The open interval \((0, \delta)\) is contained in \( \gamma^{-1}(B_x \cap B_y) \), which contradicts the fact that \( B_x \cap B_y = \emptyset \).

When \( C \) is a bounded definable cell of dimension one, it is the image of a bounded open interval \((a, b)\) under a definable continuous map \( \gamma : (a, b) \to M^n \) having the bounded image. Therefore, the frontier of \( C \) consists of two points \( \lim_{t \to a} \gamma(t) \) and \( \lim_{t \to b} \gamma(t) \).

**Notation 2.2.** When \( \mathcal{M} = (M; +, 0, \ldots) \) is an expansion of an abelian group, \( M^n \) is naturally an abelian group. For any definable subset \( C \) of \( M^n \) and a point \( a \in M^n \), the notation \( a + C \) denotes the set \( \{x \in M^n \mid x - a \in C\} \).
Lemma 2.3. Consider a DCULOAS structure $\mathcal{M} = (M; <, +, 0, \ldots)$. Let $X$ and $Z$ be definable subsets of $M^n$ with $\dim X = 1$ and $\dim Z = 0$. Let $R$ be a positive element in $M$. There exist finitely many bounded definable subsets $C_1, \ldots, C_N$ of $M^n$ of dimension one satisfying the following conditions:

(a) For any $z \in Z$ and $1 \leq i \leq N$, the intersection $X \cap (z + C_i)$ either coincides with $z + C_i$ or is an empty set;

(b) There exist $0 < u < R$ and definable continuous injective maps $\gamma_i : (0, u) \to M^n$ such that

- the limits $\lim_{t \to 0^+} \gamma_i(t)$ are the origin,
- the limits $z + \lim_{t \to 0^+} \gamma_i(t)$ are not in $Z$ for all $z \in Z$ and
- the images $\gamma_i((0, u))$ coincide with $C_i$ for all $1 \leq i \leq N$;

(c) The closure of $X \setminus \left( \{z\} \cup \bigcup_{i=1}^N (z + C_i) \right)$ intersects with $z + \text{cl}(C_i)$ only at the point $z + \lim_{t \to 0^+} \gamma_i(t)$ for any $z \in Z$.

Proof. We first construct a bounded open box $B$ with $Z \cap \text{cl}(z + B) = \{z\}$. Let $p_i : M^n \to M$ be the projection onto the $i$-th coordinate for every $1 \leq i \leq n$. The image $p_i(Z)$ is closed and discrete by [4, Theorem 1.1] and [3, Lemma 2.3]. We assume that $p_i(Z)$ has at least three points for every $1 \leq i \leq n$. We can construct $B$ in the same manner in the other cases. Define the definable functions $g_i : p_i(Z) \setminus \sup p_i(Z) \to M$ and $h_i : p_i(Z) \setminus \inf p_i(Z) \to M$ by

\[ g_i(z) = \inf \{x \in Z \mid x > z\} - z \quad \text{and} \quad h_i(z) = z - \sup \{x \in Z \mid x < z\}. \]

The images of $g_i$ and $h_i$ are of dimension zero by [4, Theorem 1.1]. They are discrete and closed by [5, Lemma 2.3]. We can take a positive $d_i \in M$ such that $d_i < \inf g_i(p_i(Z) \setminus \sup p_i(Z))$ and $d_i < \inf h_i(p_i(Z) \setminus \inf p_i(Z))$. Set $B = \prod_{i=1}^N (-d_i, d_i)$. We obviously have $Z \cap \text{cl}(z + B) = \{z\}$ for any $z \in Z$.

Consider the definable set $Y = \bigcup_{z \in Z} \{z\} \times ((-z) + X)$. It is of dimension one by [3, Proposition 2.12, Theorem 3.14]. Let $\pi : M^{2n} \to M^n$ be the coordinate projection forgetting the first $n$ coordinates. We have $\dim \pi(Y) = 1$ by [3, Lemma 5.1] and [4, Theorem 1.1] because $\pi(Y)$ contains the one-dimensional definable set $(-z) + X$.

Shrink the open box $B$ if necessary. Then, there exists a definable cell decomposition $D = \{D_i\}_{i=1}^L$ of $B$ partitioning the singleton consisting of the origin and $\pi(Y) \cap B$ by [3, Theorem 4.2]. Let $\mathcal{E}$ be the family of the cells in $D$ of dimension one contained in $\pi(Y)$ whose closure contains the origin. Let $E_1, \ldots, E_N$ be the enumeration of the elements in $\mathcal{E}$. For all $1 \leq i \leq N$, we can take definable homeomorphisms $\gamma_i : I_i \to E_i$, where $I_i$ is bounded open intervals, for all $1 \leq i \leq N$ by the definition of cells. We may assume that $I_i = (0, r_i)$ for some positive $r_i$ and the limit $\lim_{t \to 0^+} \gamma_i(t)$ is the origin without loss of generality. The number of cells are finite and there are only finitely many points contained in the frontier of 1-dimensional cell by Lemma 2.1. Taking smaller $r_i$ if necessary, we may assume that $\text{cl}(D) \cap \gamma_i((0, r_i)) = \emptyset$ for any cell $D \in D$ of dimension one with $D \neq E_i$. Furthermore, we may assume that $r_1 < R$.

Fix $1 \leq i \leq N$. Set $Z_i = \{z \in Z \mid X \cap (z + C_i) \neq \emptyset\}$. It is a definable set of dimension zero. For any $z \in Z_i$, one of the following condition is satisfied because of local o-minimality.

- There exists a positive $r < r_i$ such that $z + \gamma_i(t) \in X$ for all $0 < t < r$;
There exists a positive $r < r_i$ such that $z + \gamma_i(t) \not\in X$ for all $0 < t < r$.

Let $Z_{i1}$ be the set of points in $Z_i$ satisfying the former condition. The set of points in $Z_i$ satisfying the latter condition is denoted by $Z_{i2}$. They are obviously definable subsets of $Z_i$ at most of dimension zero. In this proof, we construct $C_i$ only when both $Z_{i1}$ and $Z_{i2}$ are not empty. We can construct $C_i$ similarly in the other cases.

We define definable maps $f_{i1} : Z_{i1} \to M$ and $f_{i2} : Z_{i2} \to M$ by

$$f_{i1}(z) = \sup\{t \in M \mid 0 < t < r_i \text{ and } z + \gamma_i(s) \in X \text{ for all } 0 < s < t\}$$

$$f_{i2}(z) = \sup\{t \in M \mid 0 < t < r_i \text{ and } z + \gamma_i(s) \not\in X \text{ for all } 0 < s < t\}.$$ 

The images $f_{ij}(Z_{ij})$ are of dimension zero by [4] Theorem 1.1 for $j = 1, 2$. They are closed and discrete by [5] Lemma 2.3. The infimums of $f_{ij}(Z_{ij})$ are elements in $f_{ij}(Z_{ij})$, and they are positive. Set $u = \min\{\inf f_{ij}(Z_{ij}) \mid 1 \leq i \leq N, 1 \leq j \leq 2\}$. We put $C_i = \gamma_i((0, u))$. Three conditions (a) through (c) in the lemma are obviously satisfied.

\[\square\]

**Lemma 2.4.** Let $\mathcal{M} = (M, <, 0, +, \ldots)$ be an expansion of a densely linearly ordered group having definable bounded multiplication compatible to $+$. For any $0 < u < v$, there exist $0 < u' < u < v < v'$ and a definable increasing $\tau^{af}$-homeomorphism between $[0, u']$ and $[0, v']$.

**Proof.** Obvious. We omit the proof. \[\square\]

## 3. Proof of main theorem

We begin to demonstrate the main theorem. Consider a DCULOAS structure $\mathcal{M} = (M; <, +, 0, \ldots)$. Let $X$ be a definable subset of $M^n$. For any definable subset $U$ of $X$, the notation $\text{cl}^{af}(U)$ means the closure of $U$ in $M^n$ under the affine topology. Consider a definable topology $\tau$ on $X$. The notation $\mathcal{B}_a$ denotes the definable basis of neighborhoods of $a \in X$.

**Definition 3.1.** We define the set of shadows of a point $a \in X$ to be

$$\mathbf{S}_\tau(a) := \bigcap_{U \in \mathcal{B}_a} \text{cl}^{af}(U).$$

The set $\mathbf{S}_\tau(a)$ is a definable closed subset of $M^n$. We call a point in $\mathbf{S}_\tau(a)$ a shadow of $a$. We simply write $\mathbf{S}(a)$ when the definable topology $\tau$ is clear from the context.

**Proof of Theorem 1.4.** We first demonstrate that the condition (1) implies the condition (2). Let $f : (X, \tau) \to (Y, \tau_Y)$ be a definable homeomorphism, where $Y$ is a definable subset of $M^n$. Here, the notation $\tau_Y^{af}$ denotes the affine topology on $Y$. Consider the affine topology $\tau_X^{af}$ on $X$. Let $f' : X \to Y$ be a definable map defined by $f'(x) = f(x)$. Let $G$ be the set of points at which $f'$ is discontinuous with respect to $\tau_X^{af}$. We have $\dim G < \dim X = 1$ by [4] Corollary 1.2. We get $\dim f(G) \leq 0$ by [4] Theorem 1.1. The set $f(G)$ is $\tau^{af}$-closed and $\tau^{af}$-discrete by [5] Lemma 2.3. The set $G$ is $\tau$-closed and $\tau$-discrete because $f$ is a homeomorphism.

The restriction $f'|_{X \setminus G}$ of $f'$ to $X \setminus G$ induces a homeomorphism between $(X \setminus G, \tau_X^{af})$ and $(Y \setminus f(G), \tau_Y^{af}|_{f(G)})$. We call it $g$. The composition $h = g^{-1} \circ f|_{X \setminus G} : (X \setminus G, \tau|_{X \setminus G}) \to (X \setminus G, \tau|_{X \setminus G})$ is a definable homeomorphism given by $h(x) = x$. Here, the notation $\tau|_{X \setminus G}$ denotes the topology on $X \setminus G$ induced from $\tau$. In particular, it implies the condition (2)(i).
Apply Lemma 2.3 to $Y$ and $f(G)$. There are finitely many definable subsets $D_1, \ldots, D_K$ of $M^n$ such that the conditions (a) through (c) in Lemma 2.3 are satisfied. Let $\gamma_i : (0, u') \to M^n$ be the definable continuous maps given in the condition (b) for all $1 \leq i \leq K$. Take $x \in G$. Set $z = f(x)$. Permuting the sequence $D_1, \ldots, D_K$ if necessary, we may assume that $Y \cap (z + D_i) = z + D_i$ for $1 \leq i \leq L$ and $Y \cap (z + D_i) = \emptyset$ for $L < i \leq K$ by the condition (a). For any definable $\tau$-open neighborhood $U$ of $x$, the image $U' = f(U)$ is a $\tau_{af}$-open neighborhood of $z$. We can take a $\tau_{af}$-open neighborhood $V'$ of $z$ contained in $U'$ such that $V'$ does not intersect with $Y \setminus \bigcup_{i=1}^K z + D_i$ and $\eta_i^{-1}(V')$ is of the form $(0, r)$, where $r$ is a sufficiently small positive integer. The inverse image $V = f^{-1}(V')$ is a $\tau$-open neighborhood of $x$. The $\tau_{af}$-definably connected components of $V' \setminus \{z\}$ are of the form $\eta_i((0, r))$. Their inverse images $f^{-1}(\eta_i((0, r)))$ are also $\tau_{af}$-definably connected by the condition (2)(i). Therefore, $V \setminus \{x\}$ has at most $K$ $\tau_{af}$-definably connected components. We have demonstrated that the condition (2)(ii) is satisfied.

We next prove the opposite implication. There is nothing to prove when $G$ is an empty set. So, we assume that $G$ is not empty. The frontier of $\partial X$ is at most of dimension zero by [3] Theorem 5.6 and it is discrete and closed by [5] Proposition 2.13, Proposition 3.2. Set $Z = \partial X \cup G$. Note that $Z$ is discrete and closed in the affine topology. We demonstrate two claims.

Claim 1. $S(x) \subseteq Z$ for all $x \in G$.

Take a point $y \notin Z$. Since $\tau$ is Hausdorff, we take a $\tau$-open definable subset $U$ of $X$ such that $x \in U$ and $y \notin U$. Since $\tau$ is regular, we get a $\tau$-open definable subset $V$ of $X$ such that $x \in V \subseteq \text{cl}^\tau(V) \subseteq U$. In particular, we have $y \notin \text{cl}^\tau(V)$. By the assumption, we get $\text{cl}^\tau(V) \cap (X \setminus G) = \text{cl}_{af}(V) \cap (X \setminus G)$. In particular, $y \notin \text{cl}_{af}(V)$. It implies that $y \notin S(x)$. The proof of Claim 1 has finished.

Claim 2. Let $A$ be a bounded definable subset such that $\text{cl}_{af}(A) \subseteq X \setminus G$. We have $\text{cl}_{af}(A) = \text{cl}^\tau(A)$.

The condition (2)(i) implies the inclusion $\text{cl}_{af}(A) \subseteq \text{cl}^\tau(A) \subseteq \text{cl}_{af}(A) \cup G$. We have only to demonstrate that $\text{cl}^\tau(A) \cap G$ is an empty set. Assume for contradiction that we can take a point $x \in \text{cl}^\tau(A) \cap G$. Consider the definable family $\{\text{cl}_{af}(A) \cap \text{cl}^\tau(U)\}_{U \in \mathcal{B}_\tau}$ of nonempty definable $\tau_{af}$-closed sets. This family is obviously a definable filtered collection, which is defined in [6] Definition 5.5. Since $\text{cl}_{af}(A)$ is definably compact by [4] Remark 5.6, the intersection $\bigcap_{U \in \mathcal{B}_\tau} (\text{cl}_{af}(A) \cap \text{cl}^\tau(U))$ is not an empty set. We take a point $y$ in this intersection. The relation $y \in S(x)$ immediately follows from the definition of the set of shadow points. It contradicts Claim 1 because $y \in \text{cl}_{af}(A) \subseteq X \setminus G$. We have demonstrated Claim 2.

We have dim $Z = 0$ by [3] Corollary 5.4(ii), Theorem 5.6. Let $M^n$ be the ambient space of $X$. Shifting $X$ if necessary, we may assume that $\text{cl}_{af}(X)$ is contained in $(0, R)^n$ for some $R > 0$. Applying Lemma 2.3 to $X$ and $Z$, we obtain an open box $B$ in $M^n$ containing the origin and finitely many bounded definable subsets $C_1, \ldots, C_N$ of $B$ of dimension one satisfying the following conditions:

(a) For any $z \in Z$ and $1 \leq i \leq N$, the intersection $X \cap (z + C_i)$ either coincides with $z + C_i$ or is an empty set;

(b) There exist $0 < u < R$ and definable continuous injective maps $\gamma_i : (0, u) \to M^n$ such that
the limits $\lim_{t \to 0} \gamma_i(t)$ are the origin,

- the limits $z + \lim_{t \to u} \gamma_i(t)$ are not in $Z$ for all $z \in Z$ and

- the images $\gamma_i((0, u))$ coincide with $C_i$ for all $1 \leq i \leq N$;

(c) The closure of $X \setminus \left(\{z\} \cup \bigcup_{i=1}^{N} (z + C_i)\right)$ intersects with $z + \operatorname{cl}^{\text{af}}(C_i)$ only at the point $z + \lim_{t \to u} \gamma_i(t)$ for any $z \in Z$.

By Lemma 2.4, we may assume that there exists a definable increasing $\tau^{\text{af}}$-homeomorphism $\Phi : [0, u] \to [0, 3nR]$ taking a smaller $u$ and a larger $R$ if necessary.

The notation $C_{i,z}$ denotes the set $z + C_i$ for every $1 \leq i \leq N$ and $z \in Z$. We say that $C_{i,z}$ is inclusive if $X \cap C_{i,z} = C_{i,z}$, and we call it exclusive if $X \cap C_{i,z} = \emptyset$.

The definable set $C_{i,z}$ is either inclusive or exclusive by the condition (a). By the condition (b) and Lemma 2.1, the frontier $\partial C_{i,z}$ of $C_{i,z}$ under the affine topology consists of two points. One is the point $z$. Another point is called the non-trivial endpoint of $C_{i,z}$.

The map $p_i : Z \to M^n$ is the definable map so that $p_i(z)$ is the non-trivial endpoint of $C_{i,z}$ for all $1 \leq i \leq N$.

Note that the map $p_i$ is injective. By the condition (b), the non-trivial endpoint of inclusive $C_{i,z}$ lies in $X \setminus G$.

Consider an inclusive $C_{i,z}$. The notation $\partial^\tau C_{i,z}$ denotes the $\tau$-frontier $\operatorname{cl}^\tau(C_{i,z}) \setminus C_{i,z}$. We investigate the $\tau$-frontier $\partial^\tau C_{i,z}$ of $C_{i,z}$.

Claim 3. The intersection $(\partial^\tau C_{i,z}) \cap G$ has at most one point.

Consider the case in which $(\partial^\tau C_{i,z}) \cap G$ is not empty. Take a point $x$ in this set. We have only to demonstrate that $y \notin \operatorname{cl}^\tau C_{i,z}$ for $y \in G$ with $y \neq x$. Since $\tau$ is Hausdorff, we can take a $\tau$-open definable subset $U$ of $X$ with $x \in U$ and $y \notin U$. Since $\tau$ is regular, we can take a $\tau$-open definable subset $V$ of $X$ such that $x \in V \subseteq \operatorname{cl}^\tau(V) \subseteq U$.

By local o-minimality, we have either $z + \gamma_i((0, r)) \subseteq V$ or $(z + \gamma_i((0, r))) \cap V = \emptyset$ for any sufficiently small $r > 0$. If the latter holds true, we have $x \in \operatorname{cl}^\tau(z + \gamma_i((r, u)))$. On the other hand, we get $\operatorname{cl}^\tau(z + \gamma_i((r, u))) = \operatorname{cl}^{\text{af}}(z + \gamma_i((r, u)))$ by Claim 2. It implies $x \in \operatorname{cl}^{\text{af}}(z + \gamma_i((r, u)))$, which is a contradiction to the condition (b).

Take $r > 0$ so that $z + \gamma_i((0, r)) \subseteq V$. We finally get $\operatorname{cl}^\tau(C_{i,z}) = \operatorname{cl}^\tau(z + \gamma_i((0, r))) \cup \operatorname{cl}^\tau(z + \gamma_i((r, u))) \subseteq \operatorname{cl}^\tau(V) \cup \operatorname{cl}^{\text{af}}(z + \gamma_i((r, u)))$ using Claim 2 again. It implies that $y \notin \operatorname{cl}^\tau C_{i,z}$ because $y \in G$ and $G \cap \operatorname{cl}^{\text{af}}(z + \gamma_i((r, u))) = \emptyset$. The proof of Claim 3 has been completed.

Thanks to Claim 3, $(\partial^\tau C_{i,z}) \cap G$ has a unique point when it is not empty. This unique point is called the $\tau$-connection point of $C_{i,z}$. We set

$Z_{\text{no},i} = \{z \in Z \mid C_{i,z} \text{ is inclusive and does not have its } \tau\text{-connection point}\},$

$Z_{\text{self},i} = \{z \in Z \mid C_{i,z} \text{ is inclusive, and it has its } \tau\text{-connection point and its } \tau\text{-connection point} = z\}$

$Z_i = \{z \in Z \mid C_{i,z} \text{ is inclusive, and it has its } \tau\text{-connection point and its } \tau\text{-connection point} \neq z\}$

for $1 \leq i \leq N$. The sets $Z_{\text{no},i}$, $Z_{\text{self},i}$ and $Z_i$ are definable. We also define the definable maps

$\zeta_i : Z_i \cup Z_{\text{self},i} \to G$
so that $\zeta_i(z)$ is the $\tau$-connection point of $C_{i,z}$.

Fix $1 \leq i \leq N$ and $z \in \mathcal{Z}_i$. Let $\overline{\tau}_{i,z} : [0, u] \to M^n$ be the $\tau_{af}$-continuous extension of the definable $\tau_{af}$-continuous curve $t \mapsto z + \gamma_i(t)$ for all $1 \leq i \leq N$ and $z \in \mathcal{Z}_i$. Such extension exists by Lemma 2.1. On the other hand, for any two points $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$, we set

$$d(x, y) = \sum_{i=1}^{n} |x_i - y_i|.$$ 

We set $d'_{i,z}(t) = d(\zeta_i(z), \overline{\tau}_{i,z}(t)) + 2d(\overline{u}_n, \overline{\tau}_{i,z}(t))$ for simplicity, where $\overline{u}_n$ denotes the origin of $M^n$. The function $d'_{i,z}$ is definable and $\tau_{af}$-continuous. We get $\Phi(0) = 0 < d'_{i,z}(0) = d(\zeta_i(z), z) + 2d(\overline{u}_n, z) > 0 = \Phi(0)$ and $\Phi(u) = 3nR > d(\zeta_i(z), p_i(z)) + 2d(\overline{u}_n, p_i(z)) = d'_{i,z}(u)$. By the intermediate value theorem, we obtain $\Phi(v) = d'_{i,z}(v)$ for some $0 < v < u$. Therefore, the map $v_i : \mathcal{Z}_i \to (0, u)$ given by

$$v_i(z) = \inf \{0 < t < u \mid \Phi(t) = d'_{i,z}(t)\}$$

is a well-defined definable function. The definable map $q_i : \mathcal{Z}_i \to \bigcup_{z \in \mathcal{Z}_i} C_{i,z}$ is given by $q_i(z) = z + \gamma_i(v_i(z))$. We get $q_i(z) \in C_{i,z}$ and

$$d(\zeta_i(z), q_i(z)) + 2d(\overline{u}_n, q_i(z)) = \Phi(v_i(z)).$$

We put

$$C'_{i,z} = z + \gamma((0, v_i(z))).$$

We also need the following claim.

**Claim 4.** The inverse images $\zeta_i^{-1}(x)$ have at most $K$ points for all $1 \leq i \leq N$ and $x \in G$.

Assume for contradiction that $\zeta_i^{-1}(x)$ has $K + 1$ points $z_1, \ldots, z_{K+1}$. Consider the definable $\tau_{af}$-closed subsets $z_j + \gamma_i([u/3, 2u/3])$ for $1 \leq j \leq K + 1$. It is also $\tau$-closed by Claim 2. There exists a definable $\tau$-open neighborhood $U$ of $x$ in $X$ such that $U \cap (z_j + \gamma_i([u/3, 2u/3])) = \emptyset$ for all $0 \leq j \leq K + 1$ and $U \setminus \{x\}$ has at most $K$ $\tau_{af}$-definably connected components by the condition (2)(ii). On the other hand, the set $z_j + \gamma_i(\{0, r_j\})$ is a $\tau_{af}$-definably connected component of $U \setminus \{x\}$ for some sufficiently small $r_j$ for any $1 \leq j \leq K + 1$ because of the definition of $\tau$-connection points. Contradiction. We have proved Claim 4.

The inverse image $\zeta_i^{-1}(x)$ consists of at most $K$ points by Claim 4. We set

$$\mathcal{Z}_{i,k} = \{z \in \mathcal{Z}_i \mid z \text{ is the } k\text{-th smallest element in } \zeta_i^{-1}(\zeta_i(z)) \text{ in the lexicographic order}\}$$

for $1 \leq i \leq N$ and $1 \leq k \leq K$. It is also definable. We have $\mathcal{Z}_i = \bigcup_{k=1}^{K} \mathcal{Z}_{i,k}$. We also put

$$C_{no,i} = \bigcup_{z \in \mathcal{Z}_{no,i}} C_{i,z}, \quad C_{self,i} = \bigcup_{z \in \mathcal{Z}_{self,i}} C_{i,z}, \quad C'_{i,k} = \bigcup_{z \in \mathcal{Z}_{i,k}} C'_{i,z} \quad \text{and}$$

$$C_i = C_{no,i} \cup \bigcup_{k=1}^{K} C'_{i,k}.$$ 

We can define the definable map $\rho_i : C_i \to Z$ so that $\rho_i(x) = z$ if and only if $x \in C_{i,z}$. 

8. M. FUJITA AND T. KAWAKAMI
We need an extra preparation. For given points \( p, q \in M^n \), the standard connection between \( p \) and \( q \) is the union of \( n \) segments connecting the \( n + 1 \) points \( p = v_0, v_1, \ldots, v_n = q \) in the given order, where \( v_j \) is the point whose last \( j \) coordinates equal the last \( j \) coordinates of \( q \) and whose first \( n - j \) coordinates are the first \( n - j \) coordinates of \( p \). We denote it by \( \text{Std}(p, q) \). We can easily construct a definable map \( \Psi : \{(t, p, q) \in M \times M^n \times M^n \mid 0 \leq t \leq d(p, q)\} \to M^n \) such that, for fixed \( p, q \in M^n \), the restriction \( \Psi(\cdot, p, q) : [0, d(p, q)] \to M^n \) has the image \( \text{Std}(p, q) \) and this restriction is a \( \tau_{ad} \)-homeomorphism onto its image.

We have now finished long preparation. We construct a definable subset \( Y \) of \( M^{n(1+KN)} \) and a definable homeomorphism \( f : (X, \tau) \to (Y, \tau_{ad}) \). The notation \( \overline{Y}_m \) denotes the origin of \( M^m \) for any positive integer \( m \).

We define that \( Y \) is the union of the following subsets of \( M^{n(1+KN)} \):

- \( (X \setminus \bigcup_{i=1}^N C_i) \times \{ \overline{Y}_{nK} \} \);
- For any \( 1 \leq i \leq N \) and \( z \in \mathbb{Z} \) such that \( C_{i, z} \) is inclusive,
  - \( \{ p_i(z) \} \times \{ \overline{Y}_{(1-i)nK} \} \times \{ 0, u \} \times \{ \overline{Y}_{nK(N-i+1)+n-1} \} \) for \( z \in \mathbb{Z}_{no_i}; \)
  - when \( z \in \mathbb{Z}_{i,k} \), the union of the following three definable sets:
    - \( \{ \zeta_i(z) \} \times \{ \overline{Y}_{m_1} \} \times \text{Std}(\overline{Y}_{n}, q_i(z)) \times \{ \overline{Y}_{m_2} \} \);
    - \( \text{Std}(\zeta_i(z), q_i(z)) \times \{ \overline{Y}_{m_1} \} \times \{ q_i(z) \} \times \{ \overline{Y}_{m_2} \} \) and
    - \( \{ q_i(z) \} \times \{ \overline{Y}_{m_1} \} \times \text{Std}(q_i(z), \overline{Y}_{n}) \times \{ \overline{Y}_{m_2} \} \),

where \( m_1 = n((i - 1)K + (k - 1)) \) and \( m_2 = n(KN - iK + K - k) \).

Roughly speaking, when \( z \in \mathbb{Z}_i \), we connect the non-trivial endpoint \( p_i(z) \) and the \( \tau \)-connection point \( \zeta_i(z) \) with a curve for any \( 1 \leq i \leq N \) and \( z \in \mathbb{Z} \). Since at most \( KN \) curves whose \( \tau_{ad} \)-closures do not contain the point \( z \) gather at any point \( z \) in \( G \) under the topology \( \tau \), we can connect them so that two curves do not intersect each other. We can construct a first order formula defining the set \( Y \) using \( p_i, \zeta_i \) and \( C_i \). It implies that \( Y \) is definable.

We next construct the definable homeomorphism \( f : (X, \tau) \to (Y, \tau_{ad}) \). We define \( f(x) \) as follows:

- \( f(x) = (x, \overline{Y}_{nK}) \) when \( x \) is in \( X \setminus \bigcup_{i=1}^N C_i \);
- When \( x \) is contained in \( C_i \), we define as follows:
  - When \( x \in C_{i, m_i} \), we set \( f(x) = (p_i(\rho_i(x)), \overline{Y}_{m_1}, u - \gamma_i^{-1}(x-\rho_i(x)), \overline{Y}_{m_2}) \),
    where \( m_1 = (i - 1)nK \) and \( m_2 = nK(N - i + 1) + n - 1 \).
  - We consider the case in which \( x \in C_{i, k} \), set \( z = \rho_i(x), t = \gamma_i^{-1}(x-z), q = \rho_i(z), \zeta = \zeta_i(z) \).

The map \( f \) defined above is a definable map. It is not difficult to prove that \( f \) is a bijection. The proof is left to the readers. The remaining task is to show that \( f \) is a homeomorphism. Note that the restriction of \( f \) to \( X \setminus G \) induces a definable homeomorphism between \( (X \setminus G, \tau_{ad}) \) and \( (Y \setminus f(G), \tau_{ad}) \).

We prove that \( f \) is an open map. Take a \( \tau \)-open definable set \( U \) of \( X \). Set \( V = f(U) \). Take a point \( y \in V \) and set \( x = f^{-1}(y) \). We construct a definable open neighborhood \( W \) of \( y \) contained in \( V \). The case in which \( x \notin G \) is easy. The set
$U \setminus G$ is $\tau^\af$-open by the assumption. Take a $\tau^\af$-open neighborhood $U_1$ of $x$ in $X$ contained in $U \setminus G$. It is also $\tau$-open because $G$ is $\tau$-closed. Since the restriction of $f$ to $X \setminus G$ induces a definable homeomorphism, the image $W = f(U_1)$ is an $\tau^\af$-open neighborhood of $y$.

When $x \in G$, take all $C_{i,z}$ whose $\tau$-connection point is $x$. We can take finitely many such sets by Claim 4. Set $D(x) = \{(i, z) \in \mathbb{Z} \times \mathbb{Z} \mid 1 \leq i \leq N, z \in \mathcal{Z}_i \cup \mathcal{Z}_{\text{self},i}, \zeta_i(z) = x\}$. For any $(i, z) \in D(x)$, there exists $u_{i,z} > 0$ such that $z + \gamma_i((0,u_{i,z}))$ is contained in $U$ by the definition of $\tau$-connection points. We can choose $u_{i,z}$ so that the map $z \mapsto u_{i,z}$ is definable. By the definition of $Y$ and $f$,

$$W = \{y\} \cup \bigcup_{(i,z) \in D(x)} f(\gamma_i((0,u_{i,z})))$$

is a definable $\tau^\af$-open subset of $V$ containing the point $y$.

We next prove that the inverse $f^{-1}$ of $f$ is an open map. Take a $\tau^\af$-open definable set $V$ of $Y$. Set $U = f^{-1}(V)$. We construct a definable open neighborhood $U_1$ of $x$ contained in $U$. The case in which $x \notin G$ is easy. We omit the proof.

We consider the case in which $x \in G$. Since $G$ is $\tau$-closed and $\tau$-discrete, the set $G \setminus \{x\}$ is $\tau$-closed. We can take disjoint definable $\tau$-open subsets $U_1$ and $U_2$ of $X$ such that $x \in U_1$ and $G \setminus \{x\} \subseteq U_2$ because $\tau$ is regular. We show that $(z + \gamma_i((0,t))) \cap U_1 = \emptyset$ for all sufficiently small $t > 0$ when $1 \leq i \leq N, z \in \mathcal{Z}_i$ and $\zeta_i(z) \neq x$. Assume the contrary. There exists $1 \leq i \leq N$ and $z \in \mathcal{Z}_i$ such that $\zeta_i(z) \neq x$ and $z + \gamma_i((0,t)) \subseteq U_1$ for some $t > 0$ by local o-minimality. The set $z + \gamma_i((0,t))$ has a nonempty intersection with any $\tau$-neighborhood of $\zeta_i(z)$ by the definition of a $\tau$-connection point. In particular, we have $U_1 \cap U_2 \neq \emptyset$, which is a contradiction.

We next consider the intersection of $U_1$ with $C_{i,z}$ for $z \in \mathcal{Z}_{\text{no},i}$. Shrinking $U_1$ if necessary, we may assume that $U_1$ has at most $K$ $\tau^\af$-definably connected components by the condition (2)(ii). In particular, we have only finitely many $z \in \mathcal{Z}_{\text{no},i}$ such that $U_1$ contains $z + \gamma_i((0,t))$ for some $t > 0$. Since $z + \gamma_i((0,t/2))$ is $\tau$-closed by Claim 3, we may assume that, for any $z \in \mathcal{Z}_{\text{no},i}$, $(z + \gamma_i((0,s))) \cap U_1 = \emptyset$ for all sufficiently small $s > 0$ by removing $z + \gamma_i((0,t/2))$ from $U_1$ if necessary.

We set $\mathcal{Z}_{\text{in},i}(x) = \{z \in \mathcal{Z}_i \cup \mathcal{Z}_{\text{self},i} \mid \zeta_i(z) = x\}$ and $\mathcal{Z}_{\text{out},i}(x) = \mathcal{Z}_{\text{no},i} \cup \{z \in \mathcal{Z}_i \cup \mathcal{Z}_{\text{self},i} \mid \zeta_i(z) \neq x\}$. We also consider the definable map $\xi_i : \mathcal{Z}_{\text{out},i}(x) \rightarrow M$ given by

$$\xi_i(z) = \sup\{0 < t < u \mid (z + \gamma_i((0,t))) \cap U = \emptyset\}.$$

Consider the definable set

$$\Pi = X \setminus \left( D \cup \bigcup_{i=1}^N \left( \mathcal{Z}_{\text{out},i}(x) \cup \mathcal{Z}_{\text{in},i}(x) \cup \{z \in \mathcal{Z}_{\text{in},i}(x) \mid \xi_i(z) \neq \infty\} \cup \bigcup_{z \in \mathcal{Z}_{\text{in},i}(x)} C_{i,z} \right) \right).$$

It is a definable $\tau^\af$-closed subset of $X \setminus D$. It is also $\tau$-closed by Claim 2. Removing $\Pi$ from $U_1$, we may assume that $U_1$ is contained in $D \cup \bigcup_{i=1}^N \bigcup_{z \in \mathcal{Z}_{\text{in},i}(x)} C_{i,z}$. As we demonstrated previously, $D \setminus \{x\}$ is $\tau$-closed. Removing it from $U_1$, we may assume that $U_1$ is contained in $\{x\} \cup \bigcup_{i=1}^N \bigcup_{z \in \mathcal{Z}_{\text{in},i}(x)} C_{i,z}$.

Take a sufficiently small $r > 0$ so that $z + \gamma_i((0,r)) \subseteq U$ for any $1 \leq i \leq N$ and $z \in \mathcal{Z}_{\text{in},i}(x)$. The definable set $\bigcup_{i=1}^N \bigcup_{z \in \mathcal{Z}_{\text{in},i}(x)} (z + \gamma((r,u)) \cup p_i(z))$ is $\tau^\af$-closed. It is also $\tau$-closed by Claim 2. Removing this set from $U_1$, we may assume that $U_1$
is contained in $U$. We have finally constructed a definable $\tau$-open neighborhood $U_1$ of $x$ contained in $U$.

\[ \square \]

**Remark 3.2.** We employ the assumption that $\mathcal{M}$ has definable bounded multiplication in the theorem so as to construct a definable homeomorphism given in Lemma 2.4. Therefore, when we can construct this homeomorphism for some other reason, we do not need this assumption.

**Remark 3.3.** Consider the following condition:

- There exists a positive integer $K$ such that $|\{y \in X \mid x \in S(y)\}| \leq K$ for all $x \in G$.

The condition (2)(ii) implies this condition as demonstrated in Claim 4, but the converse is not true at least when $X$ is not bounded. Consider the locally o-minimal structure $\mathcal{M}$ given in [7, Example 20]. Consider the definable topology $\tau$ on $\mathbb{R}$ whose open basis $\mathcal{B}$ is given below: For any $x \neq 0$, we set $\mathcal{B}_x = \{(x-r, x+r) \mid 0 < r \in \mathbb{R}\}$. We also set $\mathcal{B}_0 = \{(-r, r) \cup (\mathbb{Z}_{\geq n}) \mid 0 < r \in \mathbb{R}, n \in \mathbb{Z}\}$, where $\mathbb{Z}_{\geq n} := \{x \in \mathbb{Z} \mid x > n\}$. We have $S(x) = \{x\}$ for all $x \in \mathbb{R}$, and the above condition is satisfied. However, the condition (2)(ii) fails when $x = 0$ because any definable $\tau$-open neighborhood of the origin has infinitely many $\tau_{af}$-definably connected components of the form $\{m\}$ with $m \in \mathbb{Z}_{\geq n}$ for some $n \in \mathbb{Z}$.

4. **Appendix: Extension of Peterzil and Rosel’s Result to Non-Bounded Case**

Y. Peterzil and A. Rosel gave a necessary and sufficient condition for a one-dimensional topological space with a topology definable in an o-minimal structure being affine in [9] when the definable set in consideration is bounded. We extend this result to the non-bounded case in this appendix. We first review their main theorem.

**Theorem 4.1** ([9, Main theorem]). Let $\mathcal{M} = (\mathcal{M}; <, +, 0, \mathbb{Z})$ be an o-minimal expansion of an ordered group. Assume that arbitrary two closed intervals are definably homeomorphic. Let $X \subseteq \mathcal{M}$ be a definable bounded set with $\dim X = 1$, and let $\tau$ be a definable Hausdorff topology on $X$. Then the following are equivalent:

1. $(X, \tau)$ is definably homeomorphic to a definable subset of $\mathcal{M}^k$ for some $k$, with its affine topology.
2. There is a finite set $G \subseteq X$ such that every $\tau$-open subset of $X \setminus G$ is open with respect to the affine topology on $X \setminus G$.
3. Every definable subset of $X$ has finitely many definably connected components, with respect to $\tau$.
4. $\tau$ is regular and $X$ has finitely many definably connected components with respect to $\tau$.

The assumption that $X$ is bounded could be omitted when there exists a definable bijection between a bounded interval and an unbounded interval. The structure not satisfying the above condition is investigated in [2]. It is called a semi-bounded o-minimal structure. Theorem 4.1 is not true if we omit the assumption that $X$ is bounded as in the example in [9, Section 4.3]. In the non-bounded case, we get the following proposition:
Proposition 4.2. Let $\mathcal{M} = (M; <, 0, +, \ldots)$ be a semi-bounded o-minimal expansion of an ordered group. Assume that arbitrary two closed intervals are definably homeomorphic. Let $X \subseteq M^n$ be a definable set with $\dim X = 1$, and let $\tau$ be a definable Hausdorff topology on $X$. Then the following are equivalent:

1. $(X, \tau)$ is definably homeomorphic to a definable subset of $M^k$ for some $k$, with its affine topology.
2. There is a finite set $G \subseteq X$ such that the restriction of $\tau$ to $X \setminus G$ coincides with the affine topology on $X \setminus G$.

Proof. When $X$ is bounded, the proposition follows from Theorem 4.1. Therefore, we only treat the case in which $X$ is not bounded.

We first demonstrate that the condition (1) implies the condition (2). Let $f : (X, \tau) \to (Y, \tau_Y^{df})$ be a definable homeomorphism, where $Y$ is a definable subset of $M^k$. Here, the notation $\tau_Y^{df}$ denotes the affine topology on $Y$. Consider the affine topology $\tau_X^{af}$ on $X$. Let $f' : X \to Y$ be a definable map defined by $f(x) = f'(x)$. Let $G$ be the set of points at which $f'$ is discontinuous with respect to $\tau_X^{af}$. It is well-known that $\dim G < \dim X = 1$, so $G$ is a finite set. The restriction $f'|_{X \setminus G}$ of $f'$ to $X \setminus G$ induces a homeomorphism between $(X \setminus G, \tau_X^{af})$ and $(Y \setminus f(G), \tau_Y^{df}(f(G)))$. We call it $g$. The composition $h = g^{-1} \circ f|_{X \setminus G} : (X \setminus G, \tau|_{X \setminus G}) \to (X \setminus G, \tau_X^{af})$ is a definable homeomorphism given by $h(x) = x$. Here, the notation $\tau|_{X \setminus G}$ denotes the topology on $X \setminus G$ induced from $\tau$. In particular, it implies the condition (2).

We next prove the opposite implication. Since $G$ is finite, there exists a bounded open box $B$ in $M^n$ containing the set $G$. We get a stratification of $cl(X)$ partitioning $X$, $G$ and $X \cap B$ by [1], Chapter 4, Proposition 1.13. Let $X'$ be the union of bounded cells in the stratification contained in $X$. It is a bounded definable set. There exist a definable subset $Y'$ of $M^l$ for some $l$ and a definable homeomorphism $f' : (X', \tau|_{X'}) \to (Y', \tau_Y^{df})$ by Theorem 4.1.

Let $C_1, \ldots, C_N$ be the unbounded cells of the stratification contained in $X$. Note that the topology on $C_i$ induced from $\tau$ coincides with the affine topology by the definition of the stratification. The cells $C_i$ are the graphs of definable continuous maps $\varphi_i : I_i \to M^n$, where $I_i$ are open intervals, and the frontier $\partial C_i$ is either a finite set or an empty set for all $1 \leq i \leq N$. We may assume that either $I_i = (0, \infty)$ or $I_i = M$ without loss of generality. Since $C_i$ is unbounded $X \cap \partial C_i$ is at most one point. We may assume that $X \cap \partial C_i \neq \emptyset$ for all $1 \leq i \leq L$ and $X \cap \partial C_i = \emptyset$ for all $L < i \leq N$. Let $x_i$ be the unique points in $X \cap \partial C_i$ for all $1 \leq i \leq L$. For $L < i \leq N$, take distinct points $x_j$ in $M^l$ out of $cl(B)$.

Set $k = l + 1$. We construct a definable subset $Y$ of $M^k$ and a definable homeomorphism $f : (X, \tau) \to (Y, \tau_Y^{df})$. We set

$$Y = (Y' \times \{0\}) \cup \bigcup_{i=1}^{N} \{x_i\} \times I_i.$$  

The map $f : X \to Y$ is defined as follows. We set $f(x) = (f'(x), 0)$ when $x \in X'$. We set $f(x) = (x_i, \varphi_i^{-1}(x))$ when $x \in C_i$ for some $1 \leq i \leq N$. It is a routine to demonstrate that $f$ is a homeomorphism.
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