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Abstract—Cross-domain text classification aims at building a classifier for a target domain which leverages data from both source and target domain. One promising idea is to minimize the feature distribution differences of the two domains. Most existing studies explicitly minimize such differences by an exact alignment mechanism (aligning features by one-to-one feature alignment, projection matrix etc.). Such exact alignment, however, will restrict models’ learning ability and will further impair models’ performance on classification tasks when the semantic distributions of different domains are very different. To address this problem, we propose a novel group alignment which aligns the semantics at group level. In addition, to help the model learn better semantic groups and semantics within these groups, we also propose a partial supervision for model’s learning in source domain. To this end, we embed the group alignment and a partial supervision into a cross-domain topic model, and propose a Cross-Domain Labeled LDA (CDL-LDA). On the standard 20Newsgroup and Reuters dataset, extensive quantitative (classification, perplexity etc.) and qualitative (topic detection) experiments are conducted to show the effectiveness of the proposed group alignment and partial supervision.
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I. INTRODUCTION

Cross-domain text classification considers the setting that data distributions in source domain and target domain are different but related. In such a scenario, the performance of traditional classification algorithms, which are built on the assumption that the source and target datasets are drawn from the same distribution [22], will be deteriorated [1], [8], [19]. Therefore, many cross-domain learning methods are proposed, such as instance-based methods [15], [16], [20], co-training [6], [28], kernel methods [9], [30] and representation learning [1], [2], [7], [10], [11], [13], [17], [19], [23], [27], [29], [31], [32], [34], [37].

Most existing representation learning models try to align features of the two domains through an exact alignment, which aligns features of the two domains by a shared feature space [7], [10], [13], [17], [27], [29], [31], one-to-one topic alignment [1], [23], [32], or a projection matrix [19]. Generally, this exact alignment mechanism assumes that the semantics of the target domain can be directly decomposed by the semantics of the target domain. However, such assumption is not always promised to be true in the real-world data because the numbers and contents of semantics in two domains are always very different. For example, the source domain might be comprised of two topics (graphics and hockey), and the target domain might consist of three topics (software, commands, and baseball).

The topics in the above example can be clustered into two groups: computers (graphics, software, commands) and recreation (hockey, baseball). It is much more intuitive to align topics through topic groups (computers and recreation) rather than directly align them at topic level. Motivated by this intuition, we propose a novel group alignment mechanism. Topic groups can be defined in many ways: cluster of topics, document labels etc. For simplicity, we define groups through document labels. The group alignment has two major advantages: 1) Topic groups are guaranteed to exist in both source and target domains if they are predefined by document labels, thus aligning topics by such groups are always feasible. 2) The numbers of topics within different topic groups are allowed to be different, and thus model’s representation flexibility for different domains might be improved.

Additionally, partial supervision for the learning in source domain has been proven to help the learning in target domain [1]. Therefore, to help the model learn better topic groups and topics within each group, we propose a partial supervision for topic learning in source domain.

To this end, we propose a Cross-Domain Labeled LDA (CDL-LDA) model for cross-domain text classification which is equipped with a novel group alignment and a partial supervision. The experiment results on the standard 20News-group and Reuters datasets show that CDL-LDA can achieve higher classification accuracies and lower perplexities than the state-of-the-art models. Besides, CDL-LDA can also detect meaningful topic groups and topics. Additionally, parameter analysis is also conducted to show further characteristics of the model.
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2 Corresponding author.
II. RELATED WORK

A. Cross-Domain Learning

Cross-domain classification or transductive classification has attracted much attention in recent years. Generally, there are four types of methods: instance re-weighting methods [13, 16, 20], co-training methods [6, 28], kernel methods [9, 30], and feature representation based methods [1, 2, 4, 7]. A comprehensive survey on transfer learning and transductive classification can be found in reference [22]. In this paper, we mainly focus on methods based on high-level semantic features [1, 7, 10, 11, 13, 17, 23, 27, 29, 31, 34].

Most popular methods for extracting high-level semantic features include matrix factorization, distance metric learning, deep learning methods, and topic modeling methods. For example, Gupta et al. [15] propose a shared nonnegative matrix factorization (JNSMF) to jointly extract domain-independent and domain-dependent bases. Cross-Domain Metric Learning (CDML) [29] transfers knowledge by finding a shared Mahalanobis distance across domains.

As for deep learning methods, one set of models are based on auto-encoders. Glorot et al. [11] employ a Stacked Denoising Auto-encoder (SDA) to learn the high-level features across different domains in an unsupervised fashion. Chen et al. [7] modify SDA by using linear denoisers and propose marginalized SDA (mSDA). Jiang et al. [17] and Wei et al. [31] modify mSDA by using $\ell_2,1$ norm for objective function and introducing maximum mean discrepancy into mSDA. Zhou et al. [35] propose a Bi-Transferring Deep Neural Networks (BTDNNs) in which different domains have different decoders. Another set of models are based on domain-adversarial neural networks. Ganin et al. [10] propose a Domain-Adversarial Neural Network (DANN) which builds a label predictor and a domain classifier on a feedforward neural network. Recently, Shen et al. [27] replace domain discriminator of DANN by Wasserstein distance [26] and propose Adversarial Representation for Domain Adaptation (ARDA). Generally, all these methods project different domains into different regions of a shared feature space, and directly minimize the distance between these regions. However, when the semantics of two domains are very different, such direct minimization might hurt models’ representation flexibility.

B. Cross-Domain Topic Models

One idea of cross-domain topic modeling methods is to divide topics into common topics and specific topics to capture shared semantics and domain specific semantics respectively [1, 19, 23, 34, 38]. To perform text classification, one can choose to use either common topic features or both common and specific topic features. However, common topic features alone might not provide enough information for classification, thus different topic alignment methods are proposed. For example, Cross-collection mixture model (CCMix) [34] and Cross-Collection Latent Dirichlet Allocation (CCLDA) [23] extends Probabilistic Latent Semantic Analysis (PLSA) [14] and Latent Dirichlet Allocation (LDA) [3] into cross-collection topic models respectively, and they align specific topics by an one-to-one alignment. Partially supervised CCLDA (PSCCLDA) [1] extends CCLDA into a partially supervised model by incorporating a logistic regression in the source domain at the training process. Topic Correlation Analysis (TCA) [19] assumes that the specific topics of the target domain can be decomposed by the specific topics of the source domain, and thus aligns specific topics across different domains by a projection matrix. Recently, Zuo et al. [38] propose a fine-grained Cross-collection Auto-labeled MaxEnt-LDA (CAMEL), which further divides topics into opinions and aspects while it still employs an one-to-one topic alignment to align specific topics.

III. PROPOSED MODEL

A. Problem Definition

Given a target domain dataset $D^t = \{x_i^t, \ldots, x_{N_t}^t\}$ containing $N_t$ unlabeled documents, and a source domain dataset $D^s = \{(x_i^s, y_i^s), \ldots, (x_{N_s}^s, y_{N_s}^s)\}$ containing $N_s$ labeled documents. Here $x_i^s$ and $y_i^s$ are the feature vector and the label of the $i$-th example in the source domain $D^s$ respectively, and $x_i^t$ is the feature vector of the $i$-th example in the target domain $D^t$. Let $Y$ be the predefined set of document labels, then our task is to train a classifier for the target domain: $f^t : D^t \rightarrow Y$.

B. Overview of Cross-Domain Labeled LDA

Cross-domain Labeled LDA (CDL-LDA) is a cross-domain topic model which divides topics into common topics and specific topics to model shared semantics across domains and domain dependent semantics respectively. To perform text classification, it is necessary to align specific topics across domains. However, different from exact alignment (one-to-one topic alignment, projection matrix etc.) adopted by previous studies [1, 19, 23, 34, 38], which directly performs topic alignment at topic level, we propose a novel group alignment which performs topic alignment at topic group level. To be more specific, common topics and specific topics are firstly divided into different groups. Then within each domain, common topics and specific topics of the same group are aligned. Finally, across domains, specific topics of the same topic group are aligned through common topics in this topic group. We will elaborate group alignment in section III-D.

In addition to group alignment, we also propose a partial supervision to explicitly incorporate ground truth topic group information in the source domain, which can help the model learn better topic features for classification. To do so, instead of sampling topic group labels for words in source domain, the model directly assign ground truth topic group labels of the words at training time. We will discuss more about the partial supervision in section III-E.

Additionally, there are several basic assumptions in CDL-LDA. Firstly, each document has a multinomial distribution over topic group labels $\pi$ which is drawn from symmetric Dirichlet prior $\text{Dir}(\eta)$. Secondly, given topic group label $l$
sampled from \( \pi \), topic type (common/specif) switcher \( r \) is modeled by a Bernoulli distribution \( \sigma_l \) which is drawn from symmetric beta prior \( \text{Beta}(\gamma) \). Then, given label \( l \) and topic type \( r \), topic \( z \) is modeled by a multinomial distribution \( \theta_{l,z}^C \) (\( r = 0 \)) or \( \theta_{l,z}^S \) (\( r = 1 \)), which is drawn from \( \text{Dir}(\alpha) \). Finally, each topic is modeled by a multinomial distribution \( \phi \), which has the size of \( V \). \( \phi \) can be further divided into common topics \( \phi^C \) and specific topics \( \phi^S \). For simplicity, we assume \( \phi^C \) and \( \phi^S \) are drawn from same symmetric Dirichlet prior \( \text{Dir}(\beta) \).

C. Generative Process of Cross-Domain Labeled LDA

1. For each label and common topic pair \((l, c)\):
   a) Choose \( \phi_{l,c}^C \sim \text{Dir}(\beta) \)

2. For each collection \( m \) (source or target):
   a) For each label and specific topic pair \((l, s)\):
      Choose \( \phi_{m,l,s}^S \sim \text{Dir}(\beta) \)

3. For each document \( d \):
   a) Choose a domain indicator \( m \)
      (not shown in the graph)
   b) Choose label distribution \( \pi_d \sim \text{Dir}(\eta) \)
   c) Choose topic distributions:
      common topic distribution \( \theta_{d,l}^C \sim \text{Dir}(\alpha) \)
      specific topic distribution \( \theta_{d,l}^S \sim \text{Dir}(\alpha) \)
   d) Choose topic type distribution \( \sigma_{d,l} \sim \text{Beta}(\gamma) \) for each label \( l \)
   e) For each word \( w \) in \( d \):
      i) Choose label \( l \sim \text{Mult}(\pi_d) \)
      ii) Choose topic type switcher \( r_{d,w} \sim \text{Bern}(\sigma_{d,l}) \)
      iii) If \( r_{d,w} = 0 \), choose \( z_{d,w} \sim \text{Mult}(\theta_{d,l}^C) \)
          If \( r_{d,w} = 1 \), choose \( z_{d,w} \sim \text{Mult}(\theta_{d,l}^S) \)

D. Group Alignment

Most of previous works adopt exact alignment to align specific topics across different domains since they assume that the specific topics in the target domain can be decomposed by one \([1, 23, 34]\) or several specific topics \([19]\) in the source domain. However, such assumption might be too strict, since the semantic structures of different domains are always different (e.g. the numbers and contents of topics may vary for different domains), and a topic in the target domain may not have strong correlated topics in the source domain. However, similar or even same topic groups usually exist in both of the source and the target domains, especially when the two domains share the same set of document labels (an example has been provided in section[1]). Motivated by this observation, we propose a novel group alignment to relax the assumption of exact alignment.

Topic groups can be defined in many ways (e.g. semantic similarity, keywords similarity). In this paper, for simplicity, we define topic groups through document labels. In cross-domain binary classification task, each document must be assigned with a positive or negative label. Therefore, it is intuitive to assume that the topics can be clustered into positive and negative groups. Similarly, for cross-domain multi-class classification tasks, topics can be clustered into \( L \) groups, where \( L \) is the number of document classes.

---

**Table I**

| Notation | Description |
|----------|-------------|
| \( M \)  | Number of domains |
| \( D \)  | Number of documents |
| \( D \)  | Number of words for a document |
| \( N \)  | Number of labels |
| \( T^C \) | Number of common topics |
| \( T^S \) | Number of specific topics |
| \( m \)  | Domain indicator |
| \( c \)  | Common topic index |
| \( s \)  | Specific topic index |
| \( w \)  | An observed word |
| \( z \)  | Topic assigned for a word |
| \( r \)  | Topic type (common/specif) switcher |
| \( l \)  | Label (group) assigned for a document \( d \) |
| \( \phi^C \) | Common topic distribution |
| \( \phi^S \) | Specific topic distribution |
| \( \theta^C \) | Common topic mixture of \( d \) |
| \( \theta^S \) | Specific topic mixture of \( d \) |
| \( \sigma \) | Distribution for topic type (common/specif) switcher \( r \) |
| \( \pi \) | Topic group distribution |
| \( \beta \) | Dirichlet prior for topic type (common/specif) switcher \( r \) |
| \( \alpha \) | Dirichlet prior for \( \phi^C \) or \( \phi^S \) |
| \( \gamma \) | Dirichlet prior for \( \phi^C \) or \( \phi^S \) |
| \( \eta \) | Dirichlet prior for group distribution \( \pi \) |
| \( \text{Bern}(\cdot) \) | Bernoulli distribution with parameter(\( \cdot \)) |
| \( \text{Beta}(\cdot) \) | Beta distribution with parameter(\( \cdot \)) |
| \( \text{Mult}(\cdot) \) | Multinomial distribution with parameter(\( \cdot \)) |
| \( \text{Dir}(\cdot) \) | Dirichlet distribution with parameter(\( \cdot \)) |

---

**Fig. 1**

Graphical representation of CDL-LDA.
There are two advantages of such group alignment: 1) the groups are guaranteed to exist in both of the source and the target domains, thus aligning topics by groups are always feasible. 2) the numbers of topics within different groups are allowed to be different, and thus the model will have more flexibility for modeling topics in different domains.

The group alignment is embedded in the generative process of CDL-LDA by assuming that topic \( z \) and common/specific topic switcher \( r \) are generated after label \( l \) has been chosen. To be more concrete, within each domain, the model explicitly clusters common and specific topics into different topic groups by choosing topic type switcher \( r \) and topic \( z \) after label \( l \) is determined. Note that common topics of different domains are naturally aligned since common topics are shared by all domains. As a result, across different domains, specific topics belonging to the same topic group are aligned through common topics within this topic group.

E. Supervision

Unsupervised models usually ignore the valuable information provided by the labels of training data. For classification tasks, supervision can help model to learn better features for classification. As for cross-domain classification tasks, previous work [1] has shown that supervising the generative process in the source domain can help model learn better topic features for the target domain.

Following the idea of Labeled-LDA [25], our model directly assigns ground truth topic group labels for words in the source domain. While different from Labeled-LDA which performs supervision at document level (places label node \( l \) at document level), we place supervision at document level (places label node \( l \) after label \( l \) is determined). In addition, another difference of supervision used by CDL-LDA and Labeled-LDA is that Labeled-LDA performs topic level supervision while our model perform topic group level supervision.

Finally, for simplicity, we define the topic group label of a word \( w \) in document \( d \) of source domain as the document label of \( d \).

F. Inference

The joint distribution can be decomposed as the following equation:

\[
P(\mathbf{l}, \mathbf{r}, \mathbf{z}, \mathbf{w}|D) = P(\mathbf{w}|D) \cdot P(\mathbf{r}|\mathbf{l}, D) \cdot P(\mathbf{z}|\mathbf{r}, \mathbf{l}, D) \cdot P(\mathbf{w}|\mathbf{z}, \mathbf{r}, \mathbf{l}, D) \\
= \prod_{d} B(\eta + n_{d}^{z}) \cdot \prod_{d,l} B(\gamma + n_{d,l}^{z}) \cdot \prod_{d,l,r} B(\alpha + n_{d,l,r}^{z}) \cdot \prod_{d,l,r,m} B(\beta + n_{d,l,r,m}^{z})
\]

where \( B(\cdot) \) is the gamma function, \( n_{d}^{z} \) is a \( L \) dimension vector, and its \( i \)-th element is the number of times \( i \)-th label is seen in document \( d \). Similarly, \( n_{d,l}^{z} \) is a 2 dimensional vector, and its \( i,j \)-th element is the number of times \( i,j \)-th type topic (common/specify) is seen in document \( d \) and label \( l \). \( n_{d,l,r,m}^{z} \) is a \( TC \) dimensional vector, and its \( i \)-th element is the number of times topic \( i \) is assigned to common topic and label \( l \) in \( d \). \( n_{d,r,m}^{z} \) is a \( TS \) dimensional vector, and its \( i \)-th element is the number of times topic \( i \) is assigned to specific topic and label \( l \) in \( d \), where \( d \) is from domain \( m \). Both \( n_{d,r,m}^{z} \) and \( n_{d,r,m}^{z} \) are \( V \) dimensional vectors. The \( i \)-th element of \( n_{d,r,m}^{z} \) is the number of times word \( i \) is assigned to common topic \( z \) and label \( l \). The \( i \)-th element of \( n_{d,r,m}^{z} \) is the number of times that word \( i \) is assigned to specific topic \( z \) and label \( l \) in the domain \( m \).

Exact inference for a complex Bayesian network is often intractable, and thus approximation methods are usually employed for inference. Blei et al [3] developed a variational EM algorithm for inference, Griffiths et al [12] showed how to use collapsed Gibbs sampling for approximation, which is not only simple to derive, but also can approximate to a global maximum. In this paper, we adopt collapsed Gibbs sampling to approximate the joint distribution of \( l_t, r_t \), and \( z_t \). Therefore, we have:

\[
P(z_t = z, r_t = r, l_t = l|\mathbf{z}_{-t}, \mathbf{r}_{-t}, \mathbf{L}_{-t}, \mathbf{w}, \alpha, \beta, \gamma, \eta) \\
\propto \{N_{w,z,r,l} - \eta + \beta\} \times \{N_{z,r,l} - \alpha + \eta\} \\
\times \{N_{r,l,d} - \gamma\} \times \{N_{l,d} - \eta\}
\]

where \( N_{x} \) denotes the number of times that \( x \) is observed in the corpus, and \(-t\) denotes a quantity that excludes data from \( t \)-th position. For specific meaning of each notation in the equation [2] please refer to Table [1]

IV. Experiments

A. Datasets

20Newsgroups\(^2\) This dataset has been widely used for evaluating the performance of cross-domain text classification models [1], [19], [21]. It contains approximately 20,000 newsgroup documents which are organized into 20 different categories. Each category has nearly 1,000 documents. The 20 different categories can be partitioned into 7 top-categories, among which comp, sci, rec and talk have multiple sub-categories. To fairly compare with other models, we use the six cross-domain dataset (Comp vs. Rec, Comp vs. Sci, Comp vs. Talk, Rec vs. Sci, Rec vs. Talk, Sci vs. Talk) provided by the authors of TCA [19]. Please refer to paper of TCA [19] for more details.

\(^1\)Due to space limitation, the derivatives are ignored.

\(^2\)http://qwone.com/\texttt{jason/20Newsgroups/}
TABLE II
4-class Datasets generated from 20NewsGroups

| Dataset              | Source Domain D^s | Target Domain D^t |
|----------------------|-------------------|------------------|
| Comp vs. Rec + Sci vs. Talk | comp.graphics comp.sys.ibm.pc.hardware rec.autos rec.sport.baseball sci.crypt sci.med talk.politics.misce talk.politics.mideast | comp.os.ms-windows.misc comp.sys.mac.hardware rec.autos rec.sport.hockey sci.electronics sci.space talk.politics.guns talk.politics.mideast |
| Comp vs. Sci + Rev vs. Talk | comp.os.ms-windows.misc comp.sys.ibm.pc.hardware rec.autos rec.sport.baseball sci.electronics sci.space talk.politics.mideast talk.politics.mideast | comp.graphics comp.sys.mac.hardware rec.motorcycles rec.sport.hockey sci.crypt sci.med talk.politics.guns talk.politics.mideast |
| Comp vs. Talk + Rec vs. Sci | comp.os.ms-windows.misc comp.sys.mac.hardware rec.autos rec.sport.baseball sci.crypt sci.med talk.politics.mideast talk.politics.mideast | comp.graphics comp.sys.mac.hardware rec.motorcycles rec.sport.hockey sci.electronics sci.space talk.politics.guns talk.politics.mideast |

Reuter-21578\(^{[7]}\) This dataset is another popular dataset for evaluating the performance of cross-domain text classification algorithms. Dai et al.\(^{[8]}\) build three datasets (Orgs vs. People, Orgs vs. Places, People vs. Places) from Reuters-21578. For more details about the dataset, please refer to their paper\(^{[8]}\).

4-class 20NewsGroups To test the performance of our model for multi-class cross-domain classification tasks, we generate three 4-class cross-domain datasets from the six cross-domain datasets provided by\(^{[19]}\). Each of the 4-class datasets is a combination of two non-overlapping datasets from the six datasets. For example, dataset Comp vs. Rec + Sci vs. Talk is generated from dataset Comp vs. Rec and Sci vs. Talk. The source and the target domains of each 4-class dataset contains 8 sub-classes, respectively. We only use top-level classes as the labels of documents. Table\(^{[1]}\) summarizes the 4-class cross-domain datasets.

B. Baselines

To evaluate the performances of our model on classification tasks, we compare it with two conventional classification models: Support Vector Machine (SVM) and Logistic Regression (LR); five state-of-the-art cross-domain text classification models: Spectral Feature Alignment (SFA)\(^{[21]}\), Topic-bridge PLSA (TPLSA)\(^{[32]}\), Collaborative Dual-PLSA (CDPLSA)\(^{[37]}\), Partially Supervised Cross-Collection LDA topic model (PSCCLDA)\(^{[1]}\). For binary classification tasks, the classification accuracies of these baselines reported in Table\(^{[1]}\) are reprinted from\(^{[1]}\),\(^{[19]}\). For 4-class classification tasks, the code of TCA is provided by its authors, PSCCLDA\(^{[1]}\) is re-implemented by ourself, and code of SVM is from LIBSVM\(^{[5]}\).

To directly show the effectiveness of the proposed partial supervision, we also implement an unsupervised version of CDL-LDA: CDL-LDA\(^{un}\). Since CDL-LDA\(^{un}\) is an unsupervised model, we train a LG classifier on the source domain, and then use it to classify documents in the target domain.

In addition, to directly show the differences of proposed group alignment and exact alignment, we also re-implement Cross-Collection LDA (CCLDA)\(^{[23]}\). The only difference between CCLDA and CDL-LDA\(^{un}\) is that CCLDA adopts exact alignment (one-to-one alignment) while CDL-LDA\(^{un}\) adopts group alignment. When performing classifications, we also adopt LG for CCLDA.

C. Implementation Details

For CDL-LDA, following TCA\(^{[19]}\), we set the total number of topics \(T^C + T^S\) to 12, 20 for the experiments on 20Newsgroups and Reuters-21578 respectively. For experiments on 4-class dataset, we set \(T^C + T^S\) to be 24 since 4-class dataset is a combination of two non-overlapping datasets of 20Newsgroups. Following TCA\(^{[19]}\) and PSCCLDA\(^{[1]}\), we fix the ratio of the number of common topics as 0.5 \((T^C = T^S)\). The number of iterations is 50. The hyper-parameters in all experiments are set according to a grid search from dataset Comp vs. Rec: \(\alpha = 10, \beta = 0.1, \gamma = 1, \eta = 0.01\).

For CDL-LDA\(^{un}\) and CCLDA\(^{[23]}\), we adopt the same parameter setting as CDL-LDA. As for other models in binary classification tasks, we report the their results presented in previous papers\(^{[1]}\),\(^{[19]}\). For models in 4-class classification tasks, we use the same hyper-parameter settings as reported in the original papers\(^{[1]}\),\(^{[19]}\). However, for comparison fairness, we also double the number of topics for these models.

D. Cross-Domain Classification

We conduct two sets of cross-domain classification experiments: binary classification (Table\(^{[1]}\)) and 4-class classification (Table\(^{[1]}\)).

In the binary classification tasks, we compare CDL-LDA with several state-of-the-art models: SFA\(^{[21]}\), TPLSA\(^{[32]}\), CDPLSA\(^{[37]}\), TCA\(^{[19]}\) and PSCCLDA\(^{[1]}\). Table\(^{[1]}\) shows that except for dataset People vs. Places, CDL-LDA outperforms all of these state-of-the-art methods on the rest of tasks and improves the classification accuracies by \([1.7\%, 5.7\%]\). On average, CDL-LDA improves the accuracy from 88.0\% (PSCCLDA) to 90.5\%.

In the 4-class classification tasks, we compare CDL-LDA with state-of-the-art cross-collection topic models TCA\(^{[19]}\) and PSCCLDA\(^{[1]}\). From Table\(^{[1]}\) we can observe improvements of \([7.2\%, 14.6\%]\) on different tasks, and an average improvement of 11.4\%. These improvements indicate the effectiveness of proposed group alignment and partial supervision. We believe the main reason is that supervision can help model to learn correct label distribution of source domain, and through group alignment CDL-LDA can leverage the learned label distributions of the source domain to better help the learning process of the label distributions in the target domain than exact alignment.
The following comparisons will directly show the effectiveness of the proposed group alignment and partial supervision.

**Group alignment.** To directly show the effectiveness of the proposed group alignment, we implement an unsupervised version of CDL-LDA: CDL-LDA un, and re-implement CCLDA [23]. The only difference of CDL-LDA un and CCLDA is that CCLDA adopts exact alignment while CDL-LDA un adopts group alignment. As shown in Table III and Table IV CDL-LDA un outperforms CCLDA on all of the tasks, and improves classification accuracies by [2.2%, 16.9%] for binary classification tasks and [13.1%, 25.1%] for 4-class classification tasks. Besides, CDL-LDA un improves averaged accuracies from 75.0% to 82.2% and from 51.0% to 71.1% on binary and 4-class classification tasks respectively.

**Partial Supervision.** To show the effectiveness of the proposed partial supervision method, we compare CDL-LDA with CDL-LDA un. The only difference between these two models is that CDL-LDA employs the proposed partial supervision while CDL-LDA un employs LG for classification after the unsupervised learning. From Table III and Table IV we can observe significant increases of classification accuracies made by the proposed partial supervision. We can also observe improvements of [2.2%, 16.3%] on different binary classification tasks, and improvements of [13.1%, 25.1%] on 4-class classification tasks. On average, CDL-LDA improves classification accuracies over CDL-LDA un by 8.3% and 18.0% on on binary and 4-class classification dataset respectively.

**Perplexity.**

Perplexity is a popular evaluation metric for topic models [8], and a lower perplexity indicates a better representation or generalization ability of the model. In this paper, we adopt perplexity to evaluate models’ generalization ability on the target domain.

Perplexity is calculated through the following equation:

\[
P(D|D^\text{src}) = e^{\exp(-\sum_{d=1}^{\|D^\text{src}\|} \log p(D^\text{tgt}|D^\text{src})/N_d)}
\]

where \(D^\text{src}\) and \(D^\text{tgt}\) are documents from the source domain and the target domain respectively; \(\|D^\text{src}\|\) and \(\|D^\text{tgt}\|\) are the number of documents in the source and the target domains; \(N_d\) denotes the number of words in document \(d\).

Table V shows the perplexities of different models. To better show the improvement made by group alignment and the proposed partial supervision, we also conduct t-test (one tail, paired) [33] (as shown in Table VI). The results of t-test show that both CDL-LDA and CDL-LDA un can consistently achieve lower perplexities than PSCCLDA and CCLDA. P-value between CDL-LDA un and CCLDA (\(<0.0001\)) indicates that group alignment helps model to better generalize documents in the target domain than one-to-one exact alignment.
As for TCA, it has two steps: unsupervised feature learning without alignment, and feature projection from the target domain into the source domain. However, perplexity scores cannot be calculated after the projection. Therefore, the perplexities of TCA presented in Table VI represent the generalization ability of a cross-domain topic model which do not adopt any alignment. In fact, we could interpret the perplexities of TCA as lower bounds of perplexities for unsupervised cross-domain topic models. This is because models without any alignment should be more flexible and can learn better representations for the target domain than the models with topic alignments. Table VI shows that the p-value between CDL-LDA and TCA is 0.0011 (<0.005), which indicates that the mean perplexity of TCA is systematically lower than the mean perplexity of CDL-LDA. This result tells us that there is still some room for improvement. It is also interesting to find that CDL-LDA achieves lower perplexities than TCA, which indicates that the proposed partial supervision can improve the flexibility and generalization ability of the model.

Finally, the p-value between CCL-LDA and CDL-LDA is less than 0.0001, which provides another strong evidence that the proposed partial supervision can significantly help model to learn a better generalization on target domain.

F. Different Numbers of Specific Topics

To better model the different semantics of different domains and improve the model’s representation flexibility, CDL-LDA allows the numbers of topics to be different for different domains. For each dataset (20Newsgroup, Reuters, generated 4-class dataset), we randomly select one task (shown in Table VII) to show that selecting different numbers of topics for different domains can help model to learn better representations and obtain higher classification accuracies.

In this experiment, we fix all of the parameters as shown in section V.C except for the numbers of specific topics in the source and the target domains. In Table VII, $T^C_{src}$, $T^S_{src}$, and $T^S_{tgt}$ denote the number of common topics, the number of specific topics in the source domain, the number of specific topics in the target domain, respectively. The first rows of each task are the performances of CDL-LDA when the numbers of specific topics in the target domain are the same. The second rows are the performances of CDL-LDA when the numbers of specific topics in the target domain, respectively. The first rows of each task are the performances of CDL-LDA when the numbers of specific topics in the target domain are the same. The second rows are the performances of CDL-LDA when the numbers of specific topics in the target domain, respectively.

The number and the ratio of topics. Besides the above four hyper-parameters, the total number of topics and the ratio of common topics are two other important parameters.

### G. Parameter Analysis

This section presents experiments aimed at testing the influences of different parameters in CDL-LDA. We have four hyper-parameters in CDL-LDA, including $\alpha$, $\beta$, $\gamma$, and $\eta$, and two parameters about the number of topics: total number of topics $T^C + T^S$ and the ratio of common topics $T^C$. We evaluate the influence of these parameters on the 20Newsgroups dataset.

Hyper-parameters. To evaluate the individual influence of each hyper-parameter, when varying one hyper-parameter, the rest of parameters are fixed as shown in section V.C.

$\eta$: From Fig. 2(a), we can observe that the classification accuracies remain high and stable when $\eta \in [10^{-4}, 10]$. In theory, smaller $\eta$ encodes stronger belief that the distribution of topic groups for each document is not uniform. This result meets the fact that different documents have different labels and different topic groups.

$\gamma$: Fig. 2(b) shows that when $\gamma \in [10^2, 10^4]$, the classification accuracies keep high and stable, which indicates that the distribution of topic types (common/specific) is close to uniform distribution.

$\alpha$: Fig. 2(c) shows that a larger $\alpha$ helps model to obtain higher classification accuracies. In theory, a larger $\alpha$ implies that each document is comprised of more topics.

$\beta$: Fig. 2(d) shows that as $\beta \in [10^{-4}, 1]$, accuracies keep stable and high, which indicates that words in the same topic are less likely to co-occur in the same document.

| Task          | $T^C_{src}$ | $T^S_{src}$ | $T^S_{tgt}$ | Accuracy (%) | Perplexity |
|---------------|-------------|-------------|-------------|--------------|------------|
| Comp vs. Rec  | 6           | 6           | 6           | 97.7         | 923        |
| People vs. Places | 10         | 10          | 10          | 67.7         | 264        |
| Comp vs. Rec + Sci vs. Talk | 12         | 12          | 7           | 75.1         | 225        |

From Fig. 2(e) we can observe that the ratio of the number of common topics doesn’t have significant influence for classification accuracies either. Similar to previous observations, in fact, as long as the model can assign the topics of the words to correct topic groups, the model can correctly predict the labels of documents.
Fig. 2. Parameter Analysis
H. Topic Detection

In this section, we qualitatively evaluate group alignment and the proposed partial supervision adopted by CDL-LDA through topic detection experiment. In this experiment, we show four topics (indexed 1 to 4) detected by CDL-LDA in Comp vs Rec task. In Table VIII “Comp”, “Src” and “Tgt” refers to common topic, specific topic (source domain) and specific topic (target domain) respectively. The numbers (1 to 4) after “Comp”, “Src” and “Tgt” are topic indices.

As shown in Table VIII for topics share the same index, the concentrations of common topics, specific topics from the source and specific topics from the target domains are different. For example, for topic 3, Com 3 is about “auto” which includes many common words such as “car” and “drive”. While Src 3 focuses on a more specific topic “moto” (e.g. “bike” and “motorcycle”), and Tgt 3 concentrates on “game” (e.g. “goal” and “game”). The concentration of Tgt 3 is very different from Src 3, while both of them belong to a more general topic group “Rec”. Such behavior characterizes the group alignment: it only align topics at topic group level instead of topic level.

I. Further Comparison with Deep Learning Models

In recent years, deep learning [18] has attracted a lot of attention, and many deep learning approaches have been proposed for cross-domain learning [7], [10], [11], [17], [27], [51], [36]. In this section, we compare our model with several state-of-the-art deep learning methods on a dataset used by deep learning models: marginalized Stacked Denoising AutoEncoder (mSDA) [7] and ℓ_{2,1}-norm Stacked Robust AutoEncoder (ℓ_{2,1}-SRA) [17]; 2) Domain Adversarial Neural Network based models: Domain-Adversarial Neural Network (DANN) [10] and Adversarial Representation Learning for Domain Adaptation (ARDA) [27]. In addition, PSCCLDA [1], TCA [19], CCLDA [23], LG and SVM are also adopted as baselines.

From Table IX we can observe that the proposed CDL-LDA not only outperforms state-of-the-art cross-collection topic models with exact alignment, but also the sate-of-the-art deep learning models which also adopt exact alignment, which demonstrates the effectiveness of the proposed group alignment and the proposed partial supervision. (Note that the classification accuracies of deep learning models in Table IX are reprinted from their papers [17], [27].)

V. Conclusion

In this paper, we propose a novel Cross-Domain Labeled LDA (CDL-LDA) for cross-domain text classification, along with a novel group alignment and a partial supervision. Different from traditional exact alignment which directly aligns specific topics at topic level, the group alignment aligns specific topics across domains at topic group level. Such group alignment is guaranteed to exist and can improve model’s representation flexibility. Besides, the partial supervision directly incorporate topic group information of source domain in the training process to guide the model’s learning for topic groups, which can not only reduce empirical training error on the source domain but also help the topic learning in the target domain. Extensive quantitative experiments show that the group alignment and the partial supervision can help model learn better features for both classification and generalization. Qualitative experiment shows that the proposed model is able to not only detect meaningful topics, but also successfully align topics at topic group level.
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