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Abstract—Although dynamic games provide a rich paradigm for modeling agents’ interactions, solving these games for real-world applications is often challenging. Many real-world interactive settings involve general nonlinear state and input constraints that couple agents’ decisions with one another. In this work, we develop an efficient and fast planner for interactive trajectory optimization in constrained setups using a constrained game-theoretical framework. Our key insight is to leverage the special structure of agents’ objective and constraint functions that are common in multi-agent interactions for fast and reliable planning. More precisely, we identify the structure of agents’ cost and constraint functions under which the resulting dynamic game is an instance of a constrained dynamic potential game. Constrained dynamic potential games are a class of games for which instead of solving a set of coupled constrained optimal control problems, a constrained Nash equilibrium, i.e. a Generalized Nash equilibrium, can be found by solving a single constrained optimal control problem. This simplifies constrained interactive trajectory optimization significantly. We compare the performance of our method in a navigation setup involving four planar agents and show that our method is on average 20 times faster than the state-of-the-art. We further provide experimental validation of our proposed method in a navigation setup involving two quadrotors carrying a rigid object while avoiding collisions with two humans.

I. INTRODUCTION

Many robotic applications such as autonomous driving, crowd-robot navigation, and delivery robots involve multi-agent interactions where a robot must interact with either humans or other robots in the environment. In these applications, each agent may need to satisfy some constraints such as collision avoidance and goal constraints. Trajectory planning in such settings is a challenging task as agents’ decisions are normally coupled through their objectives and constraints. However, finding equilibria of dynamic games is challenging as it normally involves solving a set of nonlinear coupled optimal control problems subject to nonlinear state and action constraints. As a result, solving for equilibria of such games is computationally demanding.

In this work, we identify a structure under which constrained multi-agent interactive planning reduces to solving a single constrained optimal control problem. This reduction simplifies the planning problem significantly and results in remarkably faster and more efficient solution methods. More precisely, we identify the structure of agents’ cost and constraint functions under which, the resulting dynamic game is an instance of a constrained dynamic potential game. Potential games are a well-studied class of games for which a Nash equilibrium always exists, and an equilibrium can be found by solving a single optimization problem [2]. In this work, we show that constrained dynamic potential games provide a simple and efficient method for planning in constrained interactive domains.

We introduce the single constrained optimal control problem whose solutions will be constrained Nash equilibria – a.k.a Generalized Nash equilibria – of multi-agent interactions. The resulting constrained optimal control problem can be solved by any generic solver. In this work, we show that one can use off-the-shelf standard solvers such as ALTRO [3] and do-mpc [4], for efficient multi-agent trajectory planning with nonlinear state and action constraints. Our main contributions are the following:

- We identify the structure under which constrained interactive trajectory planning is an instance of a constrained dynamic potential game.
- We develop an efficient algorithm for seeking Generalized Nash equilibria in constrained interactive settings.
- We showcase the capabilities of our method in a four-agent planner navigation setting and compare the performance of our algorithm with the state-of-the-art.

We also validate our method in an experiment setting where two drones carry an object while moving around humans.

II. RELATED WORK

A. Game-Theoretic Planning

Various methods have been proposed for tractable game-theoretic planning. Initially, a Stackelberg equilibrium was considered in two-player games for modeling the mutual coupling between two agents [5], [6], [7]. In the context of autonomous driving, a Markovian Stackelberg strategy was developed using hierarchical planning in [8]. However, the proposed dynamic programming approach suffers from the curse of dimensionality. Moreover, it was shown that Stackelberg equilibria may not be expressive enough for capturing the mutual couplings among the agents and may fail even in simple settings [9].
Game-theoretic methods that seek Nash equilibria were later developed to relax the asymmetry of Stackelberg equilibria and enable planning with more than two agents. Iterative best-response methods were developed in [10], [11] for autonomous racing. However, iterative best-response methods may require a large number of iterations, and; thus, may be computationally prohibitive. Sequential linear-quadratic methods were applied to two-player zero-sum differential games in [12], [13]. Methods similar to differential dynamic programming were developed for game-theoretic planning. These methods are fast enough to be run in real-time and scale to more than two agents [14], [15]. Similar methods were proposed in [16], [17] for finding equilibria of stochastic dynamic games where planning was considered in the presence of uncertainties. However, these methods cannot handle state and input constraints. In such methods, task constraints can only be included as soft constraints in the objective functions of the agents.

B. Generalized Nash Equilibria

When agents are subject to state and input constraints that couple their decisions, Generalized Nash equilibria must be sought. For static problems, various methods have been proposed for seeking generalized Nash equilibria ranging from penalty methods to Newton-style methods [18], [19]. For dynamic games, in [20], open-loop Nash equilibria of constrained dynamic games were found using a quasi-Newton root-finding algorithm while enforcing constraints using an augmented Lagrangian formulation. An algorithm for approximating Generalized feedback Nash trajectories was presented in [21] using a Newton-style method.

C. Potential Games

Potential games are a well-studied class of games. In [22], [2], static potential games with pure Nash equilibria were studied. Potential games appear in many engineering applications. Their simplicity and tractability have warranted their implementation across various applications such as resource allocation, cooperative control, power networks, and communication networks [23], [24], [25], [26], [27]. Recently, potential games were used in [28], [29], [30] for interactive planning. However, no constraints were considered in [28], [30]. In this paper, we generalize these works and demonstrate how potential games can facilitate fast and efficient constrained interactive trajectory planning in multi-agent domains.

III. Problem Formulation

Let $\mathcal{N} := \{1, \ldots, N\}$ denote the set of the agents’ indices. Let $X^i \subseteq \mathbb{R}^{n_i}$ be the set of states for each agent $i \in \mathcal{N}$, where $n_i$ is the dimension of the state space of agent $i$. The overall state space of the game is denoted as $X := X^1 \times \cdots \times X^N \subseteq \mathbb{R}^n$ where $n = \sum_{i \in \mathcal{N}} n_i$ is the state dimension of the game. We assume that the game is played over $T$ time steps. The size of each time step is denoted by $h$. The state-vector of the game at time step $k, 0 \leq k \leq T$ is denoted by $x_k := (x^1_k, \ldots, x^N_k) \in X$, where $x^i_k \in X^i$ denotes the state-vector of agent $i$ at time step $k$. Note that the state vector of the system contains the state of all the agents. For each agent $i \in \mathcal{N}$, the action set is denoted by $U^i \subseteq \mathbb{R}^{m_i}$ where $m_i$ is the dimension of the action space of

Fig. 1: Visualizations and the corresponding snapshots of the hardware experiment. The two quadrotors and two humans need to reach their designated goal positions while avoiding collision with others. The two quadrotors are carrying a rod. In this case, each quadrotor needs to account for the motions of humans as well as the other quadrotor as they share the constraint imposed by the rod. As shown in the figure, with our algorithm, the two quadrotors are able to avoid nearby humans by changing their orientations elegantly while carrying the rod.
agent \( i \). The set of actions of the game is denoted by \( \mathcal{U} = \mathcal{U}^1 \times \cdots \times \mathcal{U}^N \subseteq \mathbb{R}^m \) where \( m = \sum_{i \in \mathcal{N}} m_i \) is the control dimension of the game. The action or action vector of the game at time step \( k \) is denoted by \( u_k := (u_k^1, \ldots, u_k^N) \in \mathcal{U} \) where \( u_k^i \in \mathcal{U}^i \) is the action vector of agent \( i \) at time step \( k \). For every agent \( i \) in \( \text{mathcal{N}} \), let \( \mathcal{U}^{-i} := \Pi_{j \neq i} \mathcal{U}^j \) be the set of actions for all agents except agent \( i \). We also define \( u_k^{-i} := (u_k^1, \ldots, u_k^i, \ldots, u_k^N) \in \mathcal{U}^{-i} \) as the vector of all agents’ actions except agent \( i \) at time step \( k \). By a slight abuse of notation, we can write \( u_k = (u_k^i, u_k^{-i}) \). The discrete-time system dynamics are defined by \( f : \mathcal{X} \times \mathcal{U} \times \{0, 1, \ldots, T - 1\} \rightarrow \mathcal{X} \):

\[
x_{k+1} = f(x_k, u_k, k).
\]

(1)

In order to account for constraints, we assume that there is an inequality constraint function \( g : \mathcal{X} \times \mathcal{U} \times \{0, 1, \ldots, T - 1\} \rightarrow \mathbb{R}^c \) where \( c \) is the number of constraints. The inequality constraints are defined as

\[
g(x_k, u_k, k) \leq 0,
\]

(2)

where the inequality is interpreted elementwise. For the terminal time-step, the inequality constrained is only a function of the terminal state, \( g(x_T, T) \leq 0 \). It is to be noted that any equality constraint can also be included as a combination of two inequality constraints. Also, we assume that constraints that capture coupling between agents are shared among the agents. Let \( C_k \) at each time step \( k \) be the set of all the feasible states \( x_k \) and actions \( u_k \). We can define \( C_k \equiv \mathcal{X} \times \mathcal{U} \cap \{(x_0, u_0) : g(x_0, u_0) \leq 0\} \) and \( C_k = \{(x_k \in \mathcal{X} \cap \{x_k = f(x_{k-1}, u_{k-1}, k-1)\}) \cap \mathcal{U} \cap \{(x_k, u_k) : g(x_k, u_k) \leq 0\} : \text{for } k \in \{1, \ldots, T - 1\}\). Furthermore, at the terminal time step \( T \), no action is being taken, and, hence, the constraint function will only be a function of states, and the corresponding constraint set will be \( C_T = \mathcal{X} \cap \{x_T : g(x_T, T) \leq 0\} \).

We denote the strategy space for agent \( i \) as \( \Gamma^i \). Let the strategy \( \gamma^i \in \Gamma^i \) of agent \( i \) be given by \( \gamma^i : \mathcal{X} \times \{0, 1, \ldots, T\} \rightarrow \mathcal{U}^i \) which determines the actions of the agent at all time instants. We consider open-loop strategies that are only a function of the system’s initial state and time. Therefore, we have the following relation, \( \gamma^i(x_0, k) := u_k^i \).

We would like to point out that in this paper, we focus on finding open-loop equilibria of the dynamic game, which implies that at equilibrium, the entire trajectory of each agent is the best response to the trajectories of all the other agents for a given initial state of the system, i.e., the control action of every agent is only a function of time step \( k \) and the initial state. We will solve for open-loop Nash equilibria repeatedly in a receding-horizon fashion to adapt to new information that is obtained over time and mimic a feedback policy. We acknowledge that for general dynamic games, due to the difference between the information structure of open-loop and feedback Nash equilibria, the two concepts may result in different behaviors. However, for many trajectory planning purposes, a receding-horizon implementation of open-loop equilibria results in reasonable approximations.

We denote the combined strategy of all the agents by \( \gamma := (\gamma^1, \ldots, \gamma^N) \in \Gamma \) where \( \Gamma := \Gamma^1 \times \cdots \times \Gamma^N \) is the strategy space of the whole system. We also denote \( \gamma^{-i} = (\gamma^1, \ldots, \gamma^{i-1}, \gamma^{i+1}, \ldots, \gamma^N) \) is the tuple containing strategies of all agents except for agent \( i \). Note that a given strategy \( \gamma \) identifies a unique set of actions for all time instants, \( \{u_k\}_{k \in \{0, 1, \ldots, T - 1\}} \), and, therefore, there is an equivalence between the two \( (\gamma \equiv \{u_k\}_{k \in \{0, 1, \ldots, T - 1\}}) \). Hence, for simplicity, we use strategies and actions interchangeably from now on. Furthermore, in the case of open-loop strategies, actions at all time steps can be determined by the initial state of the system, and a given strategy will in turn determine the states of the system at each time step. Therefore, the state \( x_k \) can be written as a function of strategies, initial states, and the time step, i.e. \( x_k \equiv x_k(\gamma, x_0) \). We omit denoting this dependence when it is obvious from the context but denote explicitly when required.

We assume that every agent has a cost function \( J^i : \mathcal{X} \times \Gamma \rightarrow \mathbb{R} \) that depends on the initial state and the strategies of all agents via

\[
J^i(x_0, \gamma^i) = S^i(x_T^i, T) + \sum_{k=0}^{T-1} L^i(x_k^i, \gamma(x_0, k), k),
\]

(3)

where \( L^i \) and \( S^i \) are the running and terminal costs of agent \( i \) respectively. Note that we assume that every agent’s cost depends on its own state and the actions of all agents. The agents’ couplings are captured through the shared task constraints. The goal of each agent is to choose a strategy \( \gamma^i \) that minimizes its cost function while satisfying the constraints. However, since generally, it is not possible for all agents to optimize their costs simultaneously, we model the outcome of the interactions between the agents as equilibria of the underlying dynamic game. We represent the constrained dynamic game in a compact form as \( G := (\mathcal{N}, \{\Gamma_i\}_{i \in \mathcal{N}}, \{J_i\}_{i \in \mathcal{N}}, \{C_k\}_{k \in \{0, \ldots, T\}}, f) \). In particular, we model the outcome of interaction among the agents by open-loop generalized Nash equilibria of the underlying dynamic game. The open-loop generalized Nash equilibria of the game are defined as:

**Definition 1:** An open-loop generalized Nash equilibrium of a game \( G := (\mathcal{N}, \{\Gamma_i\}_{i \in \mathcal{N}}, \{J_i\}_{i \in \mathcal{N}}, \{C_k\}_{k \in \{0, \ldots, T\}}, f) \) is a feasible strategy \( \gamma^* = (\gamma^1, \ldots, \gamma^N) \) for which the following holds for each agent \( i \in \mathcal{N} \):

\[
J^i(x_0, \gamma^i) \leq J^i(x_0, \gamma^i, \gamma^{-i})
\]

\[
(x_k, \gamma^i(x_0, k), \gamma^{-i}(x_0, k)) \in C_k, k \in \{0, \ldots, T - 1\},
\]

\[
x_{T} \in C_T.
\]

(4)

Intuitively, at equilibrium, no agent can decrease their cost function by unilaterally changing their strategies to any other feasible strategy. In generalized Nash equilibria, the strategies of the agents are further coupled due to the joint constraints of the agents. Note that solving (4) requires solving a set of \( N \) coupled constrained optimal control problems which are normally hard to solve tractably for robotic systems with general nonlinear dynamics, cost, and constraint functions.

**IV. CONSTRAINED DYNAMIC POTENTIAL GAMES**

There is a class of dynamic games called dynamic potential games for which we can associate a single mul-
tivariate optimal control problem whose solutions are the Nash Equilibria of the original game. Our key insight is that multi-agent constrained trajectory optimization can be cast as a dynamic potential game. We focus our analysis on a generalized version of dynamic potential games where the states and inputs are coupled through task constraints. In the following, we define constrained dynamic potential games from [24]:

**Definition 2:** A noncooperative constrained dynamic game \( \mathcal{G} \) is a constrained dynamic potential game if there exist functions \( P : \mathcal{X} \times \Gamma \times \{0, 1, \ldots, T-1\} \to \mathbb{R} \) and \( R : \mathcal{X} \times \{T\} \to \mathbb{R} \) such that for every agent \( i \in \mathcal{N} \), any pair of strategies \( \gamma^i \) and \( \nu^i \), and any strategy vector \( \gamma^{-i} \in \Gamma^{-i} \) such that \( (x_k, u_k, k) \in \mathcal{C}_k \) for all \( k \in \{0, 1, \ldots, T-1\} \) and \( x_T \in \mathcal{C}_T \), we have the following for any initial condition \( x_0 \):

\[
J^i(x_0, \gamma^i, \gamma^{-i}) - J^i(x_0, \nu^i, \gamma^{-i}) = J(x_0, \gamma^i, \gamma^{-i}) - J(x_0, \nu^i, \gamma^{-i}),
\]

where \( J(x_0, \gamma^i) := R(x_T, T) + \sum_{k=0}^{T-1} P(x_k, \gamma(x_0, k), k) \) subject to \( x_{k+1} = f(x_k, u_k, k), x_0 \) given \( g(x_k, u_k, k) \leq 0 \). (5)

Intuitively, condition (5) implies that a game is a potential game if the change in the running and terminal costs of each agent can be captured by the two functions \( R \) and \( P \) which are common among all agents. In other words, there exist two functions \( P \) and \( R \) that can capture the rate of change in each agent’s cost when the strategies of all the other agents are fixed.

The following equivalent lemmas from [24] give conditions under which a game \( \mathcal{G} \) is a constrained dynamic potential game.

**Lemma 1:** A noncooperative constrained dynamic game \( \mathcal{G} \) is a constrained dynamic potential game if there exist functions \( P : \mathcal{X} \times \Gamma \times \{0, 1, \ldots, T-1\} \to \mathbb{R} \) and \( R : \mathcal{X} \times \{T\} \to \mathbb{R} \) such that the following holds for every agent \( i \in \mathcal{N} \) and every time step \( k = 0, 1, \ldots, T-1 \):

\[
\frac{\partial L^i(x_k, u_k, k)}{\partial x_k} = \frac{\partial P(x_k, u_k, k)}{\partial x_k},
\]

\[
\frac{\partial L^i(x_k, u_k, k)}{\partial u_k} = \frac{\partial P(x_k, u_k, k)}{\partial u_k},
\]

and

\[
\frac{\partial S^i(x_T, T)}{\partial x_T} = \frac{\partial R(x_T, T)}{\partial x_T}.
\]

**Lemma 2:** A game \( \mathcal{G} \) is a constrained dynamic potential game if the running costs and terminal costs function of every agent \( i \in \mathcal{N} \) can be expressed as the sum of a term that is common to all players plus another term that depends neither on its own action nor on its own state-components:

\[
L^i(x_k, u_k, k) = P(x_k, u_k, k) + \Theta^i(x_k, u_k, k)
\]

\[
S^i(x_T, T) = R(x_T, T) + \Phi^i(x_T, T).
\]

We now rewrite Theorem 1 from [24] to discuss equilibria of dynamic potential games. We make the following assumptions:

**Assumption 1:** Agents’ running and terminal costs \( L^i \) and \( S^i \) are continuously differentiable on \( \mathcal{X} \times \Gamma \) and \( \mathcal{X} \).

**Assumption 2:** The systems dynamics \( f \) and constraints \( g \) are continuously differentiable in \( \mathcal{X} \times \mathcal{U} \) and satisfy some regularity conditions (such as Slater’s, the linear independence of gradients, or the Mangasarian-Fromovitz constraint qualification).

Under these assumptions, we have the following result:

**Theorem 1:** Suppose that \( \mathcal{G} \) is a constrained dynamic potential game, and in addition, Assumptions 1-2 hold. Then, a solution to the following multivariate optimal control problem:

\[
\begin{align*}
\text{minimize} & \quad R(x_T, T) + \sum_{k=0}^{T-1} P(x_k, \gamma(x_0, k), k) \\
\text{subject to} & \quad x_{k+1} = f(x_k, u_k, k), x_0 \text{ given} \\
& \quad g(x_k, u_k, k) \leq 0,
\end{align*}
\]

is a Generalized Nash equilibrium for \( \mathcal{G} \).

**Proof:** Refer to the appendix.

It should be noted that conditions in Lemma 1 and Lemma 2 do not require any conditions on agents’ constraints because of our assumption that coupling constraints are shared between agents and agents also have knowledge of the individual constraints of the others.

V. CONSTRAINED INTERACTIVE TRAJECTORY OPTIMIZATION

In this section, we identify the special structure of agents’ cost functions under which the constrained equilibria of the underlying dynamic game can be found by solving a single constrained optimal control problem. Agents’ decisions are often constrained through state constraints such as avoiding collision with some stationary or moving obstacle in the environment and avoiding collision with other agents. On the other hand, each agent has an individual goal and task which has to be completed within the given time horizon, i.e. there is also a goal constraint which normally depends only on the states and actions of the agent itself. In such problems, we show that interactions are constrained potential games. We provide the following theorem which characterizes the cost and constraint structures under which the game is a constrained dynamic potential game.

**Theorem 2:** If each agent’s cost function depends only on its own states and control inputs, i.e. if \( J^i(\cdot) \) is of the form,

\[
J^i(x_0, \gamma) = S^i(x_T, T) + \sum_{k=0}^{T-1} L^i(x_k, u_k, k),
\]

with system dynamics (1) and constraints (2), the game \( \mathcal{G} = (\mathcal{N}, \mathcal{T}, \mathcal{I}_1 \in \mathcal{N}, \mathcal{J}_1 \in \mathcal{N}, \mathcal{C}_k \in \{0, \ldots, T-1\}, \mathcal{F} \) is a constrained dynamic potential game with potential functions

\[
P(x_k, u_k, k) = \sum_{i \in \mathcal{N}} L^i(x_k, u_k, k), k \in \{0, 1, \ldots, T-1\}
\]

\[
R(x_T, T) = \sum_{i \in \mathcal{N}} S^i(x_T, T),
\]

and a generalized Nash equilibrium of the game can be computed by solving the following:

\[
\begin{align*}
\text{minimize} & \quad R(x_T, T) + \sum_{k=0}^{T-1} P(x_k, \gamma(x_0, k), k) \\
\text{subject to} & \quad x_{k+1} = f(x_k, u_k, k), x_0 \text{ given} \\
& \quad g(x_k, u_k, k) \leq 0.
\end{align*}
\]
Each agent wants to reach its goal position while avoiding collisions with others. We consider the following hold, applying

\begin{equation}
I(x^i, u^i, k) = \sum_{i \in \mathcal{N}} L^i(x^i_k, u^i_k, k) - \sum_{j \neq i, j \in \mathcal{N}} L^j(x^j_k, u^j_k, k)
= P(x_k, u_k, k) + \Theta(x^{-i}_k, u^{-i}_k, k),
\end{equation}

where \( P(x_k, u_k, k) \) is the term common to all the agents and \( \Theta(x^{-i}_k, u^{-i}_k, k) = \sum_{j \neq i, j \in \mathcal{N}} L^j(x^j_k, u^j_k, k) \) is the term that does not depend on the action, nor states of agent \( i \). Similarly, for the terminal costs, we can write

\begin{equation}
S^i(x^i_T, T) = \sum_{i \in \mathcal{N}} S^i(x^i_T, T) - \sum_{j \neq i, j \in \mathcal{N}} S^j(x^j_T, T) = R(x^i_T, T) + \Phi(x^{-i}_T, T),
\end{equation}

where \( R(x_T, T) \) is the term common to all the agents and \( \Phi(x^{-i}_T, T) = \sum_{j \neq i, j \in \mathcal{N}} S^j(x^j_T, T) \) is the term that does not depend on the state components of agent \( i \). Therefore, using Lemma 2, it is easy to see that the game \( \mathcal{G} \) is a constrained dynamic potential game with the potential function (10). Furthermore, assuming that Assumptions 1-2 hold, applying Theorem 1, it can be concluded that a generalized Nash equilibrium of the game \( \mathcal{G} \) can be computed by solving constrained optimal control problem (11).

Note that (9) captures all scenarios where agents have individual costs such as tracking costs, goal-reaching costs, and energy consumption costs subject to both joint and individual constraints. For example, an agent may have individual constraints such as bounds on control inputs while sharing a set of coupled constraints with all other agents such as pairwise collision avoidance with other agents. We believe that such a structure captures a wide range of interactions.

If a game \( \mathcal{G} = (\mathcal{N}, \{\Gamma_i\}_{i \in \mathcal{N}}, \{J_i\}_{i \in \mathcal{N}}, \{C_k\}_{k \in \{0, \ldots, T\}}, f) \) satisfies (9), then using Theorem 2, to find generalized Nash equilibria, it suffices to solve (11), which is a single-agent constrained optimal control problem. In general, any trajectory planner capable of maintaining constraints can be used for solving (11). In this paper, we use the Augmented Lagrangian Trajectory Optimization (ALTRO) algorithm [3] for solving (11). ALTRO combines iterative-LQR (iLQR) [31] with an augmented Lagrangian method to handle general state and input constraints and an active-set projection method for final “solution polishing” to achieve fast and robust convergence.

ALTRO computes an augmented Lagrangian \( \mathcal{L}(X, \gamma, \lambda, \mu) \) that consists of the Lagrangian of the optimal control problem with extra penalties added for constraint violation. Let \( X \) be the concatenated vector of \( \{x_k\}_{k \in \{0, \ldots, T\}} \), \( \lambda \) be the vector containing the Lagrange multipliers and \( \mu \) be the penalties for constraints. ALTRO minimizes the augmented Lagrangian using iLQR. Then, the outer loop updates the values of Lagrange multipliers and penalty variables. This is repeated until the maximum constraint violation goes below the tolerance values. Then, ALTRO uses an active set projection method to project previously obtained coarse solutions onto the manifold associated with the active constraints. A brief description of ALTRO is presented in Algorithm 1.

### Algorithm 1 ALTRO

**procedure**

Initialize \( x_0, \gamma, \) tolerances
Compute \( X := \{x_k\}_{k \in \{0, \ldots, T\}} \) from \( x_0 \) and \( \gamma \)
Initialize \( \lambda, \mu, \phi \)

while max(constraint violation) > tolerance do

Minimize the augmented Lagrangian \( \mathcal{L}(X, \gamma, \lambda, \mu) \)
use iLQR and compute updated \( X, \gamma \)
Update the \( \lambda \) and \( \mu \).

end while

Use active-set projection to obtain updated \( (X, \gamma) \)

return \( (X, \gamma) \)

**end procedure**

### VI. NUMERICAL SIMULATION

In this section, we consider a planar navigation setting and compare the performance of our method with the state-of-the-art game solvers. We consider four agents sitting on the corners of a square of length 3m such that their goal positions are the opposite diagonal ends of the square (see Fig. 2). Each agent wants to reach its goal position while avoiding collisions with others. We consider the following
discrete-time unicycle dynamics to model each agent $i$:

$$
\begin{align*}
    p_{i,k+1} &= p_{i,k} + v_i^k \cos \theta_i^k, \\
    q_{i,k+1} &= q_{i,k} + v_i^k \sin \theta_i^k, \\
    \theta_{i,k+1} &= \theta_{i,k} + \omega_i^k,
\end{align*}
$$

where $p_i$ and $q_i$ are the $x$ and $y$ coordinates of the positions in the 2D plane, $\theta_i$ is the heading angle from positive $x$-axis, $v_i^k$ is the forward velocity, and $\omega_i^k$ is the angular velocity of the agent $i$ at time step $k$. For each agent $i$, we let the state vector $x_i^k$ be $[p_i^k, q_i^k, \theta_i^k]$, and the action vector $u_i^k$ be $[v_i^k, \omega_i^k]$. Suppose the desired position of each agent $i$ is $x_f^i$. We consider the cost of deviation from the reference position and control costs respectively. The matrix $Q_i^j$ determines the cost of deviating from the desired position at the final time instance. To enforce collision avoidance among the agents, we consider a minimum separation distance between the agents. We require the distance between any pair of agents to be greater than or equal to some threshold distance $d_{collision}$. Therefore, we impose collision avoidance constraints of the following form between any pair of agents

$$
\begin{align*}
g_{ij}(x_i^k, x_j^k, k) := -d(x_i^k, x_j^k) + d_{collision} \leq 0,
\end{align*}
$$

where $d(x_i^k, x_j^k)$ is the distance between agents $i$ and $j$ at time step $k$. We consider the value of $d_{collision}$ to be $0.3m$. Furthermore, we consider additional constraints for bounding the actions of every each agent:

$$
\begin{align*}
g_i(u_i^k, k) := |u_i^k| - u_{bound} \leq 0,
\end{align*}
$$

where $u_{bound}$ is the bound on actions. We consider the bound $u_{bound}$ to be $3$ m/s for the linear velocity and $3$ rad/s for the angular velocity. All these constraints can be concatenated to obtain the constraint vector $g(x_k, u_k, k)$. We now apply the results from Theorem 2 to obtain optimal trajectories. The simulation of the resulting trajectories is demonstrated in Fig. 2 where the agents manage to successfully avoid collisions with one another while reaching their designated goal locations. They exhibit intuitive trajectories where they yield and coordinate their motions to avoid collisions. Similar trajectories can be generated for various initial conditions. We further compare the solve time of our algorithm with the state-of-the-art constrained game solver Algames [20]. We generate 200 random sets of initial conditions for the four agents, and for each set of initial conditions, we run both our algorithm and Algames. We measure the solve time of both methods. The histograms of the solve time for the two methods are plotted in Fig. 3. The solve time of our method is on average $26.15 \pm 34.30$ ms while the average solve time of Algames was $577.35 \pm 27.70$ ms. As Fig. 3 shows, our method is significantly faster than Algames, and for most of the initial conditions provides a solution in $20$ ms while for

![Histograms for the comparison of the solve time of Constrained Potential Games with Algames.](image)

**Fig. 3**: Histograms for the comparison of the solve time of Constrained Potential Games with Algames. Constrained Potential Games has an average solve time of $26.15$ ms in contrast to Algames which has an average solve time of $577.35$ ms. Our approach is approximately 20 times faster than Algames.

Algames, the solve time is always greater than $500$ ms. Our method is on average 20 times faster than Algames.

**VII. EXPERIMENTS**

To demonstrate the performance of our proposed approach, we considered a hardware experiment where two Crazyflie quadrotors are navigating in a room shared with two humans. To enforce complicated task constraints, we require the quadrotors to transport a rigid rod with length $0.5m$. This implies that the quadrotors are required to maintain a fixed given distance from each other at all time steps, i.e. they must satisfy an equality constraint at all times. We further assume that agents are subject to collision avoidance constraints. This implies that quadrotors need to satisfy both equality and inequality constraints at each time step. The humans and quadrotors have designated initial and goal positions. The humans are asked to walk to their destinations, and the quadrotors have designated initial and goal positions. The simulation of the resulting trajectories is demonstrated in Fig. 2 where the agents manage to successfully avoid collisions with one another while reaching their designated goal locations. They exhibit intuitive trajectories where they yield and coordinate their motions to avoid collisions. Similar trajectories can be generated for various initial conditions. We further compare the solve time of our algorithm with the state-of-the-art constrained game solver Algames [20]. We generate 200 random sets of initial conditions for the four agents, and for each set of initial conditions, we run both our algorithm and Algames. We measure the solve time of both methods. The histograms of the solve time for the two methods are plotted in Fig. 3. The solve time of our method is on average $26.15 \pm 34.30$ ms while the average solve time of Algames was $577.35 \pm 27.70$ ms. As Fig. 3 shows, our method is significantly faster than Algames, and for most of the initial conditions provides a solution in $20$ ms while for
where \( p_{x,k}^i, p_{y,k}^i \) denote the \( x, y \) coordinates of human \( i \) and \( \theta_k^i \) denote the orientation of human \( i \) (yaw), all at time step \( k \). We assume the \( z \)-coordinate of the human is located midway from the ground, i.e., \( r^i = 1 \). Our assumption is that humans are rational and while planning their motion in the environment, they also yield to each other and drones by satisfying constraints. We consider the collision avoidance constraint between the two humans to be the same as (16). For the collision avoidance constraint between each quadrotor and each human, we assume that each human occupies a cylinder of height 2m with radius \( \sqrt{0.4} \text{m} \), centered at \( (p_{x,k}^i, p_{y,k}^i, r^i) \). The maximum linear velocity for the quadrotors is 1.2m/s, and we assume that humans have a maximum linear velocity of 1.5m/s.

We run the algorithm in a receding horizon fashion. We set the time horizon to be 0.5s with a step size of 0.1s. We solve the underlying optimization problem with do-mpc [4], which models the problem symbolically with CasADi [33] and solves them with IPOPT [34].

The resulting trajectories of our experiment are plotted in Fig 1. As shown in the figure, when the two quadrotors are relatively far from the two humans, they move straight toward their designated positions. When there are humans nearby, the quadrotors are able to simultaneously change their orientations and the orientation of the rod to avoid collisions with humans while carrying the rod and maintaining the equality constraints.

**VIII. Conclusion and Future Work**

In this work, we developed an efficient and reliable algorithm for planning constrained multi-agent interactive trajectories. We identified the cost structures under which game-theoretic interactions become an instance of a constrained dynamic potential game which are games in which a generalized Nash equilibrium can be found by solving a single constrained optimal control problem. We showed that this simplification provides a simple and efficient method for interactive trajectory planning. We demonstrated that in a navigation setup involving four planar agents, our method is on average 20 times faster than the state-of-the-art. We further verified our method in an experiment involving two quadrotors carrying a rigid object around two humans.

In this work, we considered open-loop Nash equilibria and ran open-loop equilibrium strategies in a receding horizon fashion to approximate feedback policies. For our future work, we aim to examine generalized feedback Nash equilibria. We would like to investigate whether dynamic potential games can be used for efficiently generating generalized feedback Nash strategies.

**APPENDIX**

**Proof:** This theorem was proven in [24] for the infinite horizon case when \( T = \infty \). Here, we state the proof for the finite horizon case. The Lagrangian for each agent \( i \in N \) can be written as

\[
L(x_k, u_k, \lambda_k^T, \mu_k^T) = \mathcal{S}^i(x_T, T) + \mu_k^T \mathcal{g}(x_T, T)
\]

\[
+ \sum_{k=0}^{T-1} \left( L^i(x_k^i, u_k^i, k) + \lambda_k^T (f(x_k, u_k, k) - x_{k+1}) \right).
\]

where \( \lambda_k^i := (\lambda_k^{i,0})^n_{j=0} \) is the corresponding vector of Lagrange multipliers with \( n \) being the state dimension of the game, and \( \mu_k^i := (\mu_k^{i,0})^c_{i=0} \) with \( c \) being number of constraints. In order to obtain the generalized Nash equilibria of the game, the KKT conditions can be written as the following for every agent \( i \in N \):

\[
\frac{\partial L^i(x_k^i, u_k^i, k)}{\partial x_k^i} + \lambda_k^i \frac{\partial f(x_k, u_k, k)}{\partial x_k^i} = 0,
\]

\[
\frac{\partial L^i(x_k^i, u_k^i, k)}{\partial u_k^i} + \mu_k^i \frac{\partial g(x_k, u_k, k)}{\partial u_k^i} = 0,
\]

\[
x_{k+1} = f(x_k, u_k, k), \quad g(x_k, u_k, k) \leq 0, \quad \forall 0 \leq k \leq T - 1,
\]

\[
\frac{\partial \mathcal{S}^i(x_T, T)}{\partial x_T^i} + \mu_k^T \frac{\partial g(x_T, T)}{\partial x_T^i} = 0,
\]

\[
g(x_T, T) \leq 0,
\]

\[
\mu_k^i \leq 0, \quad \mu_k^T \geq 0, \quad \forall 0 \leq k \leq T.
\]

The Lagrangian for the multivariate constrained optimal control problem (8) is

\[
L^P(x_k, u_k, \xi_k, \delta_k) = R(x_T, T) + \delta_k^T g(x_T, T)
\]

\[
+ \sum_{k=0}^{T-1} P(x_k, u_k, k) + \xi_k^T (f(x_k, u_k, k) - x_{k+1})
\]

\[
+ \delta_k^T g(x_k, u_k, k),
\]

where \( \xi_k := (\xi_k^i)^n_{i=0} \) and \( \delta_k := (\delta_k^i)^i_{i=0} \) are the corresponding vectors of multipliers. Therefore, the KKT conditions of (8) are

\[
\frac{\partial P(x_k, u_k, k)}{\partial x_k} + \xi_k \frac{\partial f(x_k, u_k, k)}{\partial x_k} + \delta_k \frac{\partial g(x_k, u_k, k)}{\partial x_k} - \xi_{k-1} = 0,
\]

\[
\frac{\partial P(x_k, u_k, k)}{\partial u_k} + \xi_k \frac{\partial f(x_k, u_k, k)}{\partial u_k} + \delta_k \frac{\partial g(x_k, u_k, k)}{\partial u_k} = 0,
\]

\[
x_{k+1} = f(x_k, u_k, k), \quad g(x_k, u_k, k) \leq 0, \quad \forall 0 \leq k \leq T - 1,
\]

\[
\frac{\partial R(x_T, T)}{\partial x_T} + \delta_k^T \frac{\partial g(x_T, T)}{\partial x_T} = 0,
\]

\[
g(x_T, T) \leq 0,
\]

\[
\xi_k \leq 0, \quad \delta_k \geq 0, \quad \forall 0 \leq k \leq T.
\]
Thus, in order for multivariate optimal control problem (8) and game $G = (\mathcal{N}, \{\mathcal{I}_i\}_{i \in \mathcal{N}}, \{\mathcal{J}_i\}_{i \in \mathcal{N}}, \{\mathcal{C}_k\}_{k \in \{0,\ldots,T\}}, f)$ to have similar optimality conditions, the following must hold:

$$\frac{\partial L^i(x_k^i, u_k^i, k)}{\partial x_k^i} = \frac{\partial P(x_k^i, u_k^i, k)}{\partial x_k^i},$$

$$\frac{\partial L^i(x_k^i, u_k^i, k)}{\partial u_k^i} = \frac{\partial P(x_k^i, u_k^i, k)}{\partial u_k^i},$$

$$\forall i \in \mathcal{N}, k = 0, \ldots, T - 1; \text{ and}$$

$$\frac{\partial S^i(x_T^i, T)}{\partial x_T^i} = \frac{\partial R(x_T, T)}{\partial x_T},$$

$$\lambda_k^i = \xi_k, \mu_k^i = \delta_k, \forall i \in \mathcal{N}.$$

When conditions (30)-(32) are satisfied, Lemma 1 states that $G$ is a constrained dynamic potential game. Furthermore, since Lemma 1 is also a necessary condition for constrained potential dynamic games, we have proven that KKT conditions for solving constrained Nash equilibria are equivalent to the dynamic potential game. Therefore, a solution to the (8) will be a generalized Nash equilibrium of $G$ for a constrained potential dynamic game. Readers are referred to proof of Theorem 1 in [24] for further details.
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