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Highlights

- Numerical homogenization analysis for effective elastic properties of concrete specimen
- Comprehensive sampling of the Size-Resolution-Discretization (SRD) parameter space
- Transition from apparent to effective properties invariant to RVE boundary conditions
- Quality of error estimation transferable from 2d to 3d and from small to large volumes
- Considerable efficiency gain in SRD parameter space at controlled errors

Abstract

Micro- and mesostructures of multiphase materials obtained from tomography and image acquisition are an ever more important database for simulation analyses. Huge data sets for reconstructed 3d volumes typically as voxel grids call for criteria and measures to find an affordable balance of accuracy and efficiency. The present work shows for a 3d mesostructure of concrete in the elastic deformation range, how the computational complexity in analyses of numerical homogenization can be reduced at controlled errors. Reduction is systematically applied to specimen size S, resolution R, and discretization D, which span the newly introduced SRD parameter space. Key indicators for accuracy are (i) the phase fractions, (ii) the homogenized elasticity tensor, (iii) its invariance with respect to the applied boundary conditions and (iv) the total error as well as spatial error distributions, which are computed and estimated. Pre-analyses in the 2d SRD parameter sub-space explore the transferability to the 3d case. Beyond the concrete specimen undergoing elastic deformations in the present work, the proposed concept enables accuracy-efficiency balances for various classes of heterogeneous materials in different deformation regimes and thus contributes to build comprehensive digital twins of materials with validated attributes.
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1 Introduction

Concrete is a multiphase material consisting of a mortar phase and an aggregate phase, frequently accompanied by distributed pores. For the modeling and simulation of real lab-experiments such as e.g. a Brazilian-type compression test Huang et al. [28] there
is no ambiguity about model dimensions and boundary conditions (BC); the simulation model must coincide with the experiment. For simulations on larger length scales in the context of computational homogenization, the appropriate size is closely related to the definition of a representative volume element (RVE), see Hill [25], Drugan and Willis [8], Kanit et al. [30], Ostoj-Starzewski [41], Gitman et al. [21], and for a discussion with further references see Geers and Kouznetsova [20] and Schröder [48].

The criteria for an RVE can directly refer to the statistical representativeness in the composition of a microdomain, for concrete in terms of the mortar-aggregate-pore phase fractions, aggregate shapes and orientations if present, the interface morphologies etc., which then result in a corresponding size of the microdomain. Another perspective points to the observation in simulations that if the considered microdomain is not sufficiently large, its overall response at large will depend on the applied BCs; periodic (PBC), kinematical uniform (KUBC) or stress uniform (SUBC) which all fulfill Hill’s condition of micro-macro equivalence of energy densities. Following Huet [29] the corresponding homogenized properties are referred to as ”apparent”, which converge into ”effective” ones, if the microdomain is large enough. In that case the influence of the applied BCs vanishes, the corresponding microdomain achieves the attribute ”representative” and turns into an RVE, see also Ostoj-Starzewski [41], Kanit et al. [30].

The vast majority of concrete homogenization analyses so far was carried out rather for apparent properties without testing the required size to achieve invariance with respect to the applied BCs in the above mentioned sense; for elastic properties in Das et al. [7], Wimmer et al. [56], Youssef et al. [60] and Luo et al. [35]; for mechanical, diffusive, and chemo-expansive properties in Bosco et al. [5]; and similarly, in homogenization investigations for effective thermal conductivity in El Moumen et al. [16] and in Wei et al. [55], as well as in homogenization with a hydro-thermo-chemo-mechanical coupling in Wu et al. [57].

Highly resolved FIB-Tomography and X-ray Computed Tomography Technique (XCT) in Pennycoock and Nellist [42], Holzer and Cantoni [27], and in Ketcham and Carlson [31] have become standard in the characterization of multiphase composites not only for concrete but also for a great variety of materials.

The obtained ordered stack of pixelized images is used for the reconstruction of 3d micro- and mesostructures. Resultant voxel-grids can directly be used as 3d finite element discretizations as shown in Keyak et al. [32], Hollister et al. [26], Mishnaevsky [37], Young et al. [59], with applications to an open-cell foam in Michailidis et al. [36], to reinforced composites in Sencu et al. [49], to concrete and asphalt construction materials in the review of Du Plessis and Boshoff [9] and to cement-based materials in the overview work of Chung et al. [6] to name but a few. For an overview of various techniques for the (re)construction of microstructures and RVEs see Bargmann et al. [3].

The impact of pixel and voxel resolution on simulation results was studied in Nguyen et al. [38] for foamed concrete, in Shah et al. [50] for conductivity in porous media and for applications in digital rock physics see Berg et al. [4]. Huang et al. [28] carried out a resolution compression by factor 4 in each direction of space and monitored the phase fraction ratios, which were virtually constant.
Adaptive mesh coarsening of an initially uniform pixel- or voxel-grid employing quadtree- and octree-type coarsening is instrumental to reduce the computational complexity, interfaces preserve their high resolution for accuracy and phase interiors are subject to coarsening for efficiency, Legrain et al. [33], Huang et al. [28], Ren et al. [43], Saputra et al. [45], Gravenkamp and Duczek [24], Saputra et al. [46]. Only very recently the adaptive coarsening was carried out along with an accompanying error control [19, 13].

The present work is based on data for a concrete specimen obtained by Huang et al. in [28]. The cubic specimen exhibits $371^3$ voxels which implies more than 150 million unknown degrees of freedom (udof). The number of unknowns is prohibitive for two-scale simulations using FE$^2$/FE-HMM, where to each quadrature point of the macroscopic finite element an RVE of that problem size is attached. Even more important, high resolution and full specimen size can turn out to be wasteful in view of sub-volumes and/or reduced resolutions which are enough to serve as an RVE.

In either case, and beyond the particular example of investigation in this work, there is a strong need for methods to tame an excess of data and thereby reduce the computational complexity while preserving sufficient accuracy and overall reliability of simulations. Three of these methods spanning the newly-introduced ”SRD parameter space” of size S, resolution R and discretization D are shown in Fig. 1.

**Figure 1: The SRD parameter space of the digital twin of a concrete specimen.** The computational complexity can be reduced by the reduction of size S, by coarse-graining of resolution R or of discretization D, or a combination thereof. But how about the corresponding losses in accuracy?

In the workflow of Fig. 2 only size S exists in physical space, whereas resolution R is
added by image acquisition in tomography, and discretization D is added in the cyber space of simulation which completes the SRD parameter space. Data transfer exhibits a hierarchy in that the cyber space of tomography and imaging generates data in the physical space of the specimen and transfers them to the cyber agency of simulation and data analysis where it is processed. As a consequence, losses in data generation and transfer with respect to size and resolution can hardly be compensated by the recipient. This circumstance inherently favors image acquisition in size and resolution tending to the edges of feasibility which may turn out luxuriant for particular simulation purposes and therefore calls for adequate reductions.

For the exploration of the SRD space as illustrated in Fig. 1 the following questions arise:

1. **Size S**: Which specimen size is sufficiently large to serve as an RVE?

2. **Resolution R**: Which image-, hence pixel- and voxel-resolution provides the best balance between accuracy and efficiency?

3. **Discretization D**: What can adaptive mesh coarsening contribute to reduce the computational efforts of a discretization which coincides with full resolution? How do resolution errors compare to discretization errors?

4. **Accuracy**: The complexity reduction in the SRD parameter space must be accompanied by error control. How accurate is error estimation as validated by the computation of actual errors in terms of global errors as well as error-distributions?

5. **Transfer from 2d to 3d**: To which extent is a transfer from the 2d SRD parameter subspace to the 3d space possible? How can 3d simulations profit from 2d pre-analyses?

As the above introduction outlines, considerable progress already has been achieved with respect to the points 1.-3., but separately, whereas a panoramic view combining all three dimensions of the SRD parameter space, most notably with a rigorous error control, is lacking and therefore the topic of this work.

Conclusions from 2d to 3d addressed in point 4. are of general interest, for elastic properties it was considered in Saxena and Mavko [47]; moreover it has revealed a dimensional effect in stiffness, see Glüge et al. [22] and references therein. Here, we test the transferability of specimen size by monitoring “convergence” of homogenized elastic properties in the 2d and 3d SRD parameter space and the transferability of the quality of error estimation. Transferability in this respect would enable cheap 2d pre-analyses and thus have positive consequences for all of the above mentioned aspects 1.–4., since e.g. the accuracy of error estimation had not to be validated by expensive ”overkill” solutions in 3d, which is for large specimen sizes hardly accessible.
For addressing the above questions we restrict here our attention to elastic analyses being aware that spatial variations in the microstructure of composites may have a minor influence on the elastic properties but a strong impact on the overall inelastic behavior [20].

**Notation.** The starting point in this work is the case of full specimen size $S$ in full resolution, where voxel size $h_{\Box}$ coincides with finite element size $h$. Within certain bounds however (e.g. $h \leq h_{\Box}$) almost arbitrary combinations in the SRD parameter space are possible; for instance $S256$-$RD128$-$adap2$ for specimen size $S256$ (edge length $256 \times 0.1$ mm, i.e. length unit is 0.1mm), resolution $R128$ (voxels per edge, hence after one step of resolution coarsening) and discretization $D128$ (elements per edge) with two consecutive adaptive mesh coarsening steps.

## 2 Microstructure

![3d microstructure](image1) ![2d slice microstructure](image2)

**Figure 3:** Concrete microstructure. (a) Original 3d specimen of reference [28], (b) exemplary 2d slice. Three phases, grey for aggregate, white for mortar, and green for pore.

|                | Aggregate | Mortar | Pore |
|----------------|-----------|--------|------|
| 3d phase fractions | 0.5580    | 0.4312 | 0.0109 |
| 2d phase fractions | 0.5629    | 0.4357 | 0.0014 |
| $E$ (GPa)       | 50        | 20     | –    |
| $\nu$           | 0.3       | 0.3    | –    |

**Table 1:** Phases. Phase fractions and elastic properties of the constituents.

The starting point of the present analysis is a cubic specimen of concrete with a side length of 37.1 mm. The mesoscale multiphase composition referred to as microstructure in the following is displayed in Fig. 3 (a). It exhibits a resolution of $371^3$ voxels and is the outcome of reconstruction from in-situ X-ray Computed Tomography (XCT) images provided in Huang et al. [28]. The specimen consists of three phases; beyond the aggregate and the mortar of a relatively small pore phase. The solid phases each exhibit isotropic,
linear elastic material behavior described by \( \sigma_{ij} = C_{ijkl} \varepsilon_{kl} \), with the Cauchy-stress tensor \( \sigma_{ij} \), the fourth order elasticity tensor \( C_{ijkl} \), and the infinitesimal strain tensor \( \varepsilon_{kl} \). For convenience we use Voigt notation in the following. The volume fractions of the phases and the isotropic elasticity parameters of the solid phases are given in Tab. 1. The aggregate-mortar stiffness contrast is 2.5. The chosen area element in Fig. 3 (b) is a slice in the \( XZ \)-plane. It is considered as representative for its good match of the phase fractions with the 3d specimen.

### 3 Computational Homogenization with Adaptivity

The methods used in the present work are briefly described with links to further references.

#### 3.1 Numerical homogenization

The mechanical analysis of the concrete specimen is conducted in the framework of a two-scale finite element method for computational homogenization, the Finite Element Heterogeneous Multiscale Method FE-HMM or \( \text{FE}^2 \) based on the equivalence of macro and micro energy densities \( \overline{\sigma} : \overline{\varepsilon} = \overline{\sigma} : \overline{\varepsilon} \) with volume averages over the microdomain \( B_\varepsilon \) defined as \( \overline{\sigma} := \frac{1}{|B_\varepsilon|} \int_{B_\varepsilon} \sigma \cdot dV \). The application of energetically consistent boundary conditions of KUBC, PBC and SUBC to the microproblem is realized by the method of Lagrange multipliers [18], and the computation of the homogenized elasticity tensor\(^1\) \( C \) is done according to Abdulle [1] along with a modification for efficient computation [11].

\(^1\text{Here we distinguish between the elasticity tensors for single phases } C^r \text{ and the homogenized elasticity tensor } C, \text{ for the latter frequently the symbol } \overline{C} \text{ is used.}\)
Details of FE-HMM for linear elastic solids along with error and convergence analyses can be found in [10, 11], and extensions to geometrical and material nonlinearity in [12, 14].

3.2 Resolution coarsening

In resolution coarsening all voxels of the initial, finely resolved microstructure image undergo a uniform coarsening, in the phases and at interfaces. At interfaces rules must be introduced which define on how a cube of $2^3$ fine voxels having different Young’s moduli (represented by different color codes of images) merge into one coarser voxel. Since the finite element discretization follows this uniform coarsening, voxels represent hexahedral finite elements with shape functions of polynomial order $q = 1$ and pass their properties onto them. The same applies to pixel-coarsening in 2d.

In the following, two different variants of voxel coarsening are applied. The first version obeys a rule of mixtures; the newly created voxel exhibits properties of the volume average of the voxels merging in that coarser voxel, which amounts to taking the arithmetic mean for the same voxel size. For a sketch see the transformation of (a) into (b) in Fig. 5. The newly introduced phases with mixed properties at interfaces are an artefact for the case of distinguished phases with sharp boundaries. As a result, the sharp contrast e.g. in stiffness at interfaces is abraded which similarly reduces the corresponding stress jumps as the material response. The volume average of Young’s moduli over the entire microdomain is preserved by the very definition of the mixture rule. This coarsening rule creates microstructures which resemble or even coincide with the outcome of tomography image acquisition in that they are typically raster-graphics showing mixed colors for pixels at interfaces. In a novel approach characterizing digital microstructures by the Minkowski-based quadratic normal tensor proposed by Ernesti et al. [17], blurred interfaces are a feature inherent in the method.

The second variant overcomes the drawbacks of a coarsening that introduces new phases. For coarsened voxels at interfaces the quantity and properties of the initial phases are preserved following the rule, ”the-majority-wins”. In case of an equal count the newly created coarser voxel is endowed with those phase properties that shift the global phase ratio closer to the original one, compare the turn from (a) to (c) in Fig. 5. This version

![Figure 5: Coarsening methods](image)
corresponds to image segmentation which restores the number of real phases along with their sharp boundaries. Both variants are compared in [13].

### 3.3 Adaptive mesh coarsening

Adaptive mesh coarsening of the initially high resolution serves the purpose to reduce computational costs of discretizations following the highly resolved pixel/voxel grid. Therein, fine discretizations are preserved at interfaces for accuracy, and mesh coarsening is performed in the phase interiors for efficiency as visualized in Fig. 5, from (d) to (e) for the 2d case. In the transition from fine to coarse the gradient of element size should not be too steep in order to avoid a stiffening of the transition region due to the multitude of kinematical constraints applied to the hanging nodes on the transition elements [19]. The attribute adaptive applies since the mesh coarsening in a preprocessing step anticipates the qualitative outcome of the simulation instead of following an a posteriori error distribution by mesh adaption. A thorough error analysis of quadtree-based mesh coarsening can be found in [19], [13] in the context of homogenization. Quadtree-/octree-based finite element mesh generation was introduced in [58] by Yerry and Shephard and an early overview can be found in Samet [44]. Methods like the Scaled Boundary FEM (SBFEM) and the Finite Cell Method (FCM) heavily rely on quadtree- and octree-meshing methods.

### 3.4 Error estimation and error computation

Error computation based on reference solutions for very fine discretizations controls the discretization error, but can become prohibitive. For this reason error estimation is required, which must be validated by comparison with actual errors. In this work a modified version of the reconstruction-based error indicator of Zienkiewicz and Zhu [62, 63, 64] is employed and measured by the energy norm. The energy norm of the solution $\mathbf{u}^h$ for a micro domain $\mathcal{B}_e$ is given by (1).

$$
\| \mathbf{u}^h \|_{A(\mathcal{B}_e)}^2 = \int_{\mathcal{B}_e} \mathbf{C} : \varepsilon(\mathbf{u}^h) : \varepsilon(\mathbf{u}^h) \, dV
$$

(1)

$$
\varepsilon_{\text{mic}}^2 := \| \varepsilon \|_{A(\mathcal{B}_e)}^2 = \int_{\mathcal{B}_e} (\sigma^{\text{ref}} - \sigma^h) : (\varepsilon^{\text{ref}} - \varepsilon^h) \, dV
$$

(2)

$$
\bar{\varepsilon}_{\text{mic}}^2 := \| \bar{\varepsilon} \|_{A(\mathcal{B}_e)}^2 = \int_{\mathcal{B}_e} (\sigma^* - \sigma^h) : (\varepsilon^* - \varepsilon^h) \, dV
$$

(3)

$$
\Theta = \| \varepsilon \|_{A(\mathcal{B}_e)} / \| \varepsilon \|_{A(\mathcal{B}_e)}
$$

(4)

The actual discretization error $\| \varepsilon \|_{A(\mathcal{B}_e)}$ in terms of actual stresses $\sigma^{\text{ref}}$ and strains $\varepsilon^{\text{ref}}$ according to (2) is obtained for a reference discretization, nominally with $h \to 0$, in practice for considerably finer discretizations than the mesh in use.

Since the computation of the true error can become very expensive for large 3d problems, the estimation of errors obtained for the discretization in use is the method of choice.
In the reconstruction-type error estimation of Zienkiewicz and Zhu according to (3) the accuracy critically depends on the improved nodal stresses $\sigma^*$ and strains $\varepsilon^*$. The method for their computation is described in Sec. 3.5 with a particular account of interfaces.

The effectivity index $\Theta$ in (4) as the ratio of the estimated error to the actual error is a measure for the accuracy of error estimation. For $h \to 0$ it must hold $\Theta \to 1$ for consistency.

3.5 Calculation of accurate/improved stresses

Stress computation is of cardinal importance in the context of multiphase materials, in particular for error estimation. In the reconstruction-based error estimation, improved stresses $\sigma^*$ have direct impact on the quality of the error estimate as described in Sec. 3.4. For nodes in the phase interior they are calculated simply by averaging the values extrapolated from quadrature points of adjacent elements to that node. More sophisticated techniques exploiting superconvergence as proposed in Zienkiewicz and Zhu [63, 64] have not shown a superior error estimate such that their computational overhead does not pay off in the present context. Stress averaging for a node at the discrete interface of different phases would ignore the stiffness mismatch and the corresponding stress jumps. For this reason, a phase distinction assigning multiple sets of stresses to a node avoids the falsifying effects of averaging. Moreover, the phase distinction in stress computation results in more accurate error estimates compared to a standard stress averaging that ignores interfaces [19, 13].

4 Preliminary Analysis for 2D

The overall aim of this section is to explore, to which extent the 2d simulation results are transferable to the 3d case with respect to size, resolution, and discretization, but also with regard to the quality of error estimation.

The corresponding macro problem is chosen to be a square plate of edge length $l=1000$ mm, with a discretization of $20 \times 20$ quadrilateral elements with linear shape functions $p = 1$. Dirichlet boundary conditions are applied to the left side of the cantilever plate, Neumann boundary conditions with a load $g = [0, -100]^T$ N/mm$^2$ are applied to the opposite edge. The square micro domain is a slice of the 3d specimen with side length $S$ (in 0.1mm) and subjected to plane strain conditions in the simulations and, if not otherwise stated, to PBC. The microdomain is located at [960.57, 960.57] (mm) in the upper right corner of the plate. Figure 3(b) shows the 2d slice taken from the original 3d concrete specimen.

4.1 Quadtree-based adaptive mesh coarsening

Adaptive mesh coarsening is applied to the initially uniform discretization. It is based on a quadtree-type discretization as described in [19]; the rule is that at interfaces the fine
resolution is maintained for accuracy, while in the interior of phases the mesh-coarsening is carried out for efficiency.

![Specimen slice SRD320. Adaptively coarsened meshes.](image)

**Figure 6:** Specimen slice SRD320. Adaptively coarsened meshes.

|                     | Adaptive mesh coarsening |
|---------------------|--------------------------|
|                     | 0 | 1     | 2     | 3     |
| ndof                | 205852 | 108228 | 95628 | 94938 |
| Factor              | 1.0000 | 0.5258 | 0.4645 | 0.4612 |
| Deactivated ndof    | 0 | 6581  | 8208  | 8367  |

**Table 2:** Specimen slice SRD320. Number of degrees of freedom (ndof) of the original, uniform mesh (0) and the adaptively coarsened meshes (1–3), the corresponding reduction factor and the deactivated ndof for hanging nodes.

Table 2 provides the number of unknowns of the original mesh and the meshes resulting from the coarsening steps. After three coarsening steps the ndof is reduced to 46% compared with the initial mesh.

Here and in the following the ndof in the tables equals the ndof of the micro mesh minus the deactivated ndof of the hanging nodes.

4.2 Validation of error estimation by comparison with actual errors

Table 3 shows the errors in the energy norm for the original, uniform mesh and the meshes from the three coarsening steps based on reference solutions for different discretizations. Even though the ndof is decreased by up to 54%, the increase of the actual error remains below 10%. The estimated errors are smaller than the calculated errors. The values of the effectivity index are close to 0.8 and indicate a good agreement of the estimated and the true errors for both uniform and adaptively coarsened meshes. A reference solution obtained by $h^{\text{ref}} = h/4$ (here at D1280) with $h$ being the current element size is enough to obtain a sufficiently accurate solution for the computation of the actual error.

For the investigation of the error distributions on the micro domain the relative element-wise micro discretization error is analyzed. This relative error is the ratio of the computed or estimated error of an element to the element’s energy norm. By doing so the influence of the element size is eliminated which is especially important for the non-uniform meshes.
Table 3: Specimen slice SRD320. Actual errors $e_{\text{mic}}$ and estimated errors $\bar{e}_{\text{mic}}$ for the uniform mesh (0) and the adaptively coarsened discretizations (1–3). Actual errors for various reference discretizations, SR320 $D \in \{640, 1280, 1920, 2560\}$. Effectivity index $\Theta$ for D2560. Errors in $10^{-4}$ (Nmm).

| $D$    | $e_{\text{mic}}$ | $\bar{e}_{\text{mic}}$ | $\varepsilon_{xx}$ |
|-------|------------------|------------------------|-------------------|
| D640  | 6.2297           | 6.5747                 | 6.8850            |
|       | 1.000            | 1.0554                 | 1.1052            |
| D1280 | 7.2830           | 7.5803                 | 7.8509            |
|       | 1.0000           | 1.0408                 | 1.0780            |
| D1920 | 7.5137           | 7.8021                 | 8.0652            |
|       | 1.0000           | 1.0384                 | 1.0734            |
| D2560 | 7.6051           | 7.8902                 | 8.1505            |
|       | 1.0000           | 1.0374                 | 1.0717            |

$\theta(D2560)$ = 0.7631, 0.7756, 0.7826, 0.7816

Figure 7: Specimen slice SR320. For uniform and adaptively coarsened meshes, the distributions of the actual relative errors $||e||_{A(B_e)}/||u||_{A(B_e)}$ in (a) and (d), and estimated relative errors $||\bar{e}||_{A(B_e)}/||u||_{A(B_e)}$ in (b) and (e), and of the strain component $\varepsilon_{xx}$ in (c) and (f).
The results in Fig. 7 indicate that (i) the error is largest at the aggregate-mortar interfaces, (ii) it is comparatively small in the interior of the two solid phases, which (iii) justifies the adaptive mesh-coarsening preserving fine resolution at interfaces and coarsening in the phase interior. Moreover it can be seen that (iv) the estimated errors are qualitatively and quantitatively in good agreement with the true errors, see the distributions and their maxima in Fig. 7.

4.3 Dependence of the 2d homogenized elastic constants on various parameters

4.3.1 Dependence on slice size Figure 8 displays the coefficients of the homogenized elasticity tensor for different slice sizes, each with PBC. In the right of Fig. 8 some of them are shown. As a result, the magnitude of the coefficients directly depends on the phase fraction of the aggregate as the stiffest phase having discrete peaks at S64 and S240. Since the finite element size coincides with the pixel size, the results for smaller samples exhibit larger discretization errors.

![Figure 8: Homogenized 2d elasticity tensor for PBC. $C_{ij}$ for different slice sizes. Explicit numbers are given in the Supplement. Selected specimen sizes are $S_{2n}$, $n = 4, 5, 6, 7, 8$.](image)

Figure 9 displays the percentage deviation in $C_{ij}$ for KUBC, SUBC and PBC, where PBC(S371) is taken as the reference. The convergence characteristics, for SUBC from

![Figure 9: From apparent to effective properties in 2d. Percentage deviations of $C_{ij}$ for KUBC, PBC and SUBC with different slice sizes from $C_{ij}(PBC, S371)$.](image)
below, for KUBC from above, for PBC in between, indicate the transition from apparent to effective properties for sufficiently large S following the terminology used since Huet [29]. The well-known order\(^2\) \(C(\text{KUBC}) \geq C(\text{PBC}) \geq C(\text{SUBC})\) is observed for all sizes in all components. The characteristics are not monotonic and the deviations do not decrease in a monotonic way, but show rapid convergence, with an outlier for S240; for size S200 and above the deviations stay below 2%.

A setup, where a sample size automatically implies a size-dependent resolution and finite element discretization with corresponding errors, is not satisfactory and not necessary. In contrast, the finite element discretization \(h\) can be chosen smaller than the pixel size \(h\Box\) in either case, the resolution in image acquisition nowadays can be chosen almost at an arbitrary quality. For this reason Sec. 4.3.2 separately analyzes the influence of resolution, and Sec. 4.3.3 the influence of discretization.

### 4.3.2 Dependence on resolution

Figure 10 shows the sample size S320 in different resolutions, where two types of resolution coarsening according to Sec. 3.2 are carried out. The first type applies a mixture rule as shown in Fig. 10(b). The second type follows the rule the-majority-wins, for the outcome see Fig. 10(c).

![Image](a) S320-RD160 (0.2mm) ![Image](b) S320-RD40 (0.8mm) ![Image](c) S320-RD40 (0.8mm)

**Figure 10: Slice of S320 in different resolutions.** For specimen SR320 three coarsening steps of resolution R (pixels per edge) are done, in (b) for phase averaging, in (c) for phase preserving coarsening. Pixel size in brackets.

Image coarsening introduces a resolution error and, if the finite element discretization follows the pixel grid, additionally an increase in the discretization error will be induced. For a novel concept that decomposes micro errors into a resolution part and a standard discretization part we refer to [13]. Here, however, the discretization \(D320\) is kept constant during the coarsening procedure which has the advantage of keeping the discretization error constant and thereby isolates the effect of resolution coarsening.

Figure 11 displays the corresponding results for the homogenized elasticity tensor. In Fig. 11(a) for the case of averaging phase properties it is obvious that although the volume average of the Young’s modulus \(\langle E \rangle\) remains constant (here in terms of the aggregate phase fraction ”on average”) in coarsening, the homogenized elastic constants show larger changes compared to the phase-preserving case of Fig. 11(b). In the latter

\(^2\)Inequalities between positive fourth-order tensors are understood in terms of quadratic forms, here in terms of energy densities, i.e. \(\mathbf{C} \geq \mathbf{C}' \iff \varepsilon : \mathbf{C} \varepsilon \geq \varepsilon : \mathbf{C}' \varepsilon \forall \varepsilon\).
case, the components of the homogenized elasticity tensor follow quantitatively the stiffest phase fraction. Helpful in the preservation of the phase fractions is that in case of an equal count of pixels of different properties being merged, the attributed property to the novel voxel shifts the global phase fraction closer to the original one.

4.3.3 Dependence on discretization Figure 12 displays for the same sample size the influence of discretization by subdividing each pixel into $2^2$, $4^2$, $6^2$ square sub-elements. Explicit numbers for that case are listed in the Supplement. The influence is rather minor, most notably in comparison with the influence of the image resolution shown in Fig. 11.
4.4 Check of isotropy-2D

The specimen size S320 is selected to measure the deviation from isotropy. The isotropic elasticity law in terms of the compliance matrix for plane strain conditions reads

\[
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
2\varepsilon_{12}
\end{bmatrix} = \begin{pmatrix}
\frac{1-\nu^2}{E} & -\frac{\nu(1+\nu)}{E} & 0 \\
\frac{1-\nu^2}{E} & \frac{1-\nu^2}{E} & 0 \\
\text{sym.} & \frac{2(1+\nu)}{E} & \text{sym.}
\end{pmatrix}
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix}.
\]

(5)

The parameters \( E \) and \( \nu \) – and therefore the shear modulus \( G = E/(2(1+\nu)) \) – are identified by the homogenized elastic coefficients \( S_{11} \) and \( S_{12} \). The remaining coefficients are used to validate the hypothesis of isotropy. Equation (5) implies (i) \( S_{11} = S_{22} \), (ii) \( S_{33} = 1/G \), (iii) \( S_{13} = 0 \), (iv) \( S_{23} = 0 \) or in terms of the stiffness matrix (i) \( C_{11} = C_{22} \), (ii) \( C_{33} = G \), (iii) \( C_{13} = 0 \), (iv) \( C_{23} = 0 \). Conditions (i)-(iv) are used to check the homogenized elasticity tensor with respect to isotropy, [15].

| Identification | Check of isotropy |
|----------------|-------------------|
| \( E \) (MPa)  | \( \nu \)          | \( \frac{C_{11} - C_{22}}{C_{11}} \) | \( \frac{|C_{33} - G|}{G} \) | \( \frac{|C_{13}|}{C_{11}} \) | \( \frac{|C_{23}|}{C_{11}} \) |
| 32111.77       | 0.203             | 0.43 %                              | 0.30 %                          | 0.02 %                          | 0.11 %                          |

Table 4: Identification. Elastic constants for S320 assuming isotropy and deviation [%] of the remaining coefficients from isotropy.

Since the maximal deviation of the elastic coefficients from the isotropic ones is less than 0.5% and \( C_{13} \) and \( C_{23} \) virtually vanish, the elasticity law of the specimen S320 can be reasonably regarded as isotropic.

5 Analysis for 3D

For the 3d simulations with up to \( 371^3 \) voxels (more than 150 million unknowns) iterative solvers along with preconditioners of the PETSc library are used based on MPI-parallelization employing up to 200 compute nodes, each with 256 GB RAM and 64 cores.

The macro problem is a 3d cantilever beam of length \( L = 5000 \) mm, height \( B = 1000 \) mm and width \( D = 100 \) mm, see Fig. 4. It is loaded at \( x = L \) by a line-load of \( q_{0y} = -40.0 \) N/mm. The considered volume of the microstructure is centered at the point with \( x = y = z = 2.1 \) mm, where the computation of stress, strain, and discretization errors are carried out.

For the 3d concrete specimen various subvolumes of cubic shape are considered for different resolutions \( R \) and discretizations \( D \).
5.1 Specimen size and adaptive mesh-coarsening

Table 5 shows the outcome of the octree-based adaptive mesh-coarsening applied to the slightly reduced specimen size S368. The number of unknowns of initially more than 150 millions is considerably reduced in three steps to less than 55% which is the end in the adaptive D-dimension of the SRD space. The remaining problem size however is still quite large and shall be lowered by reductions in size S in the following.

| SRD368  | Adaptive mesh coarsening |
|---------|--------------------------|
| ndof    | 150 730 227              |
| Factor  | 1.0000                   |
| Deactivated ndof | 0 | 24 357 456 |
|         | 26 241 495               |
|         | 26 250 483               |

Table 5: Specimen SRD368. Values of ndof of the uniform mesh and the coarsened meshes, the corresponding reduction factor and the deactivated ndof for hanging nodes.

The diagrams in Fig. 13 indicate a direct dependence of $C_{ij}$ on the phase fraction of the stiffest phase. Their larger values for small sample sizes is of course accidental since they depend on the selection in the domain of S371. Apart from that, the phase fraction ratio is almost "converged" at S64.

Figure 14 displays the percentage deviation of different coefficients $C_{ij}$ for KUBC, SUBC and PBC, where the case of PBC(S371) serves as the reference. The type of convergence, for SUBC from below, for KUBC from above, indicate the transition from apparent to effective properties. The order $C(KUBC) \geq C(PBC) \geq C(SUBC)$ is observed for all sizes. The characteristics show rapid convergence and are monotonic for small S, where S200 is an outlier already visible in Fig. 13.
Since the concrete specimen is not periodic, its true deformation in the bulk of a structural element is unknown. For this reason the invariance of the calculated elasticity tensor to different BCs is of practical relevance in building materials and beyond, and similar transitions are observed in coupled problems, for e.g. in magneto-mechanics see Zabihyan et al. [61].

5.2 Validation of error estimation

Two key questions are investigated now. Firstly, how does the estimated error match the actual one? Secondly, can the error estimation be validated by using smaller sample sizes where a reference solution is readily available?

The results shown in Fig. 15 and listed in Tab. 6 indicate the following error characteristics.

- **Global micro errors**: The error estimation for the full microdomain is close to the actual error as indicated by effectivity indices $\Theta$ close to 0.8 at uniform meshes of sizes S32 and S64, for adaptively coarsened meshes it is throughout above 0.65. The fact that $\Theta$ is almost invariant for the two different samples, most notably at uniform discretization, suggests that the accuracy of error estimation can be transferred to larger sample sizes. In that case, the expensive computation of actual errors becomes dispensable.

- **Local micro error distributions**: The error distributions in the contour plots of Fig. 15 indicate (i) the confinement of larger errors to interfaces and low errors in phase interiors. This behavior (ii) justifies the adaptive mesh-coarsening which preserves high resolution at interfaces but carries out coarse-graining coarsening in the phase interior. In these characteristics, (iii) the error estimation agrees well with the error computation. The (iv) true errors are more confined to interfaces, less blurred and exhibit higher values. The reason is simply that the true errors are obtained with a much finer discretization, which localizes the stress and error concentrations to the interface.
Table 6: Specimen sizes SRD32, 64. Number of unknowns (ndof), actual errors \( \epsilon_{\text{mic}} \), estimated errors \( \bar{\epsilon}_{\text{mic}} \), effectivity index \( \Theta \) for the uniform mesh (referred to as 0) and the adaptively coarsened discretizations (1–3). The discretization for the reference solution in the error computation is \( h_{\text{ref}} = h/4 \). Errors in (Nmm).

Figure 15: Error distributions for SRD64. Estimated (a)–(d) versus actual (e)–(h) relative errors. Reference solutions for actual errors on SR64-D256.
5.3 Uniform coarsening of resolution

The diagrams in Fig. 16 display the changes in the homogenized elasticity tensor for both variants of the uniform resolution coarsening. For phase-preserving coarsening as shown in Fig. 16(b) the homogenized elastic constants follow the fraction of the stiffest phase during coarsening, which increase following the drop from RD256 to RD128. For the resolution coarsening taking the arithmetic mean of the elastic constants as shown in Fig. 16(a) the homogenized elastic constants continuously increase with the coarsening step3. In this behavior both variants are in good agreement with the 2d case.

The dashed lines in Fig. 16 refer to the case where resolution and discretization coincide, hence R=D, while the solid lines stand for the case where the discretization is kept constantly fine at D256. The comparison quantifies the influence of the discretization, which turns out to be relatively small compared to the impact of the resolution, for the phase preserving case somewhat stronger (see Fig. 16(b)) than for the case with new phases (see Fig. 16(a)).

The data for the ndof and the absolute and relative energy errors in Tab. 7 complement the information in Fig. 16. By resolution coarsening the ndof can be drastically reduced, while the relative energy errors remain small, even for S32 they are hardly above 11%. Here and for error calculation in the components of the homogenized elasticity tensor, SRD256 is chosen as the reference. As an alternative route to consecutive resolution coarsening, two adaptive mesh coarsening steps are carried out for the resolution RD128, hence S256-RD128adap1/2 which further realizes an ndof reduction at very small error increase, for corresponding numbers see the second and third block of Tab. 7. In the same table the results for S256RD64/32 are displayed; in these two cases only one adaptive mesh coarsening step can be carried out. Generally, the ndof-reduction by adaptive mesh-coarsening is very limited for resolutions R128 and below.

Figures 17(a)–(d) show the outcome of the consecutive RD coarsening, the images (e) and

\[ \text{Figure 16: Resolution-dependent 3d elasticity. Components } C_{ij} \text{ of size S256 at different resolutions R. Dashed lines for the case that R and D coincide, hence S256-RD } i, \text{ solid lines for the case of throughout constant D256. Corresponding numbers in the Supplement.} \]

\[ \text{the volume average of the Young’s modulus } < E > \text{ remains constant.} \]
Uniform resolution coarsening →

| RD | 256 | 128 | 64  | 32  |
|----|-----|-----|-----|-----|
| S256 | ndof | 50,923,779 | 6,440,067 | 823,875 | 107,811 |
| Factor | 1.000 | 0.1265 | 0.0162 | 0.0021 |
| $\bar{\epsilon}_{\text{mic}}$ | 80.935 | 110.536 | 151.250 | 191.304 |
| $\bar{\epsilon}_{\text{mic}}/||u||_{A(B_{\varepsilon})}$ | 4.67% | 6.38% | 8.73% | 11.04% |
| err$[C_{11}]$ | 0% | 0.72% | 2.06% | 7.33% |
| err$[C_{12}]$ | 0% | 0.82% | 1.71% | 6.78% |
| err$[C_{44}]$ | 0% | 0.96% | 1.29% | 5.32% |

| adap 1 | ndof | 5,261,679 | 803,556 | 107,778 |
| Factor | 0.1033 | 0.0158 | 0.0021 |
| $\bar{\epsilon}_{\text{mic}}$ | 113.835 | 152.063 | 191.308 |
| $\bar{\epsilon}_{\text{mic}}/||u||_{A(B_{\varepsilon})}$ | 6.57% | 8.78% | 11.04% |

| adap 2 | ndof | 5,259,459 | – | – |
| Factor | 0.1032 | – | – |
| $\bar{\epsilon}_{\text{mic}}$ | 113.922 | – | – |
| $\bar{\epsilon}_{\text{mic}}/||u||_{A(B_{\varepsilon})}$ | 6.58% | – | – |

Table 7: Resolution and mesh coarsening of SRD256. Numbers of ndof reduction and increase of (relative) estimated errors for SRD256 its derived variants for phase-preserving resolution coarsening and adaptive mesh coarsening. Energies in (Nm/m). SRD256 is the reference for $||u||_{A(B_{\varepsilon})}$ and for err$[C_{ij}]$.

(f) display the adaptive discretizations based on S256-RD128.

### 5.4 Check of isotropy

The lack of pronounced material directions in the two-phase composite suggests an isotropy. The specimen size S256 is chosen to measure its deviation from elastic isotropy, since it is sufficiently large and exhibits "converged" elastic properties. In the 3d case, the linear elastic constitutive law is given by

$$
\left[
\begin{array}{c}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
2\varepsilon_{12} \\
2\varepsilon_{23} \\
2\varepsilon_{13}
\end{array}
\right] = \left[
\begin{array}{cccccc}
\frac{1}{E} & -\nu & -\nu & 0 & 0 & 0 \\
-\nu & \frac{1}{E} & -\nu & 0 & 0 & 0 \\
-\nu & -\nu & \frac{1}{E} & 0 & 0 & 0 \\
\frac{2(1+\nu)}{E} & 0 & 0 & \frac{2(1+\nu)}{E} & 0 & 0 \\
\frac{2(1+\nu)}{E} & 0 & 0 & 0 & \frac{2(1+\nu)}{E} \\
\frac{2(1+\nu)}{E} & 0 & 0 & 0 & 0 & \frac{2(1+\nu)}{E}
\end{array}
\right]
\left[
\begin{array}{c}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{13}
\end{array}
\right]
$$

(6)

Elastic compliance matrix $S$

for isotropy

Isotropic elasticity is characterized by two independent material parameters $E$ and $\nu$ which are identified by the homogenized coefficients $S_{11}$ and $S_{12}$, the shear modulus follows through $G = E/(2(1+\nu))$. The remaining coefficients are used to validate the hypothesis
Figure 17: Coarsening 3d. Resolution and discretization coarsening with coinciding RD for the phase-preserving case in (a)–(d). In (e), (f) two consecutive adaptive mesh coarsening steps are displayed starting from the phase-preserving, uniform case S256-RD128.

| Identification | Check of isotropy |
|----------------|------------------|
| $E$ (MPa) | $\nu$ | $C_{11} - C_{22}$ | $C_{11} - C_{33}$ | $C_{11} - G$ | $C_{55} - G$ | $C_{66} - G$ | $C_{14}$ | $C_{24}$ | $C_{34}$ |
| 32374.7 | 0.29 | 1.56% | 1.86% | 1.26% | 0.11% | 0.02% | 0.00% | 0.03% | 0.02% |

Table 8: Specimen SRD256. Identified isotropic material parameters and the deviation [%] of the remaining elastic coefficients from those of isotropy.
of isotropy, which turns out to be justified by the slight deviations throughout below 2 % in Tab. 8.

6 Results and Discussion

On the search for an error-controlled reduction of the computational costs of the microstructure sample having $371^3$ voxels, the present analysis has introduced and explored the SRD parameter space with the following results:

1. **Size S.** For the identification of a necessary specimen size for an RVE we have used three criteria, (i) phase fraction ratio, (ii) homogenized components of the elasticity tensor, (iii) invariance of the elastic response with respect to the applied BCs. The results for the homogenized components of the elasticity tensor in Fig. 13 indicate that the homogenized elastic constants correlate approximately with the phase fraction of the stiffest phase, the aggregate phase. From the sample size $S_{64}$ the phase fractions and therefore the elasticities remain almost unaltered up to the size $S_{371}$. This suggests that already the considered $S_{64}$ can provide a representative volume size for characterizing the homogenized elastic behavior. The same is true with respect to criterion (iii) where we see in 3d that at the size $S_{128}$ (with an outlier for $S_{200}$) and above the maximal deviations between the different BCs are lower than 3%. For deviations below 1% it requires a $S_{256}$ specimen. For the case of $S_{256}$ in 3d and $S_{320}$ in 2d we can show that the effective elasticity law is virtually isotropic.

2. **Resolution coarsening R.** It enables a considerable efficiency gain at controlled accuracy. The reduction of SRD256 to $S_{256}$RD32 reduces the ndof from almost 51 millions to less than 0.11 million, while the relative error in the energy norm increases from 4.7% to 11.1% as shown in Tab. 7, and in the main components of the homogenized elasticity tensor less than 7.5 % throughout, compare data in Fig. 16.

3. **Discretization adapted to microstructure D.** For adaptive mesh coarsening of the samples $S_{64}$ to $S_{256}$, it is mainly the first step which realizes the best efficiency-accuracy trade-off, since it results in the strongest ndof-reduction of 53%–57% at rather moderate error increases.

   The comparison of the corresponding error distributions in Fig. 15 reveals that the discretization errors are confined to aggregate-mortar interfaces but remain small in the interior of the phases, which justifies the microstructure-guided coarsening strategy. In the error distributions, the estimation is in its qualitative picture similar to actual errors, although local maximal values are underestimated. Combinations of the RD coarsening fully unfolds the potential of the ndof reduction.

4. **Quality of error estimation? Best practice of assessment?** The accuracy of error estimation is assessed for the sample sizes of 32 and 64 voxels per edge. The reference solutions are obtained on the corresponding meshes with $h^{ref} = h/4$. 
The effectivity index in the range of 0.7 to 0.8 indicates a sufficient and almost size-independent accuracy of the reconstruction-based error estimate as shown in Tab. 6. The results suggest that the validation of error estimation at smaller subvolumes is transferable to larger sample sizes, if the phase fractions and interface structure are approximately representative for the smaller sample sizes.

5. **Transfers from 2d analyses to 3d valid?** Since a single 2d slice can not be statistically representative for the full 3d specimen, conclusions from 2d to 3d with respect to the sample size, the required resolution and discretization are generally questionable. A new finding and very useful for applications is that the accuracy of error estimation for 2d samples is very close to that for the 3d case, and the corresponding effectivity indices are in the range of 0.7 to 0.8. Hence, the transferability from 2d error analysis to 3d is possible, which implies a drastic reduction of the computational costs in 3d, since the true error computation based on very fine discretizations can be replaced.

6. **Relevance in practice.** Real concrete volumes in the bulk of structural elements are hardly periodic and therefore do hardly deform according to PBC which is equally the case for direct numerical simulations (DNS). Hence, the particular BCs (KUBC, PBC, SUBC) replace in homogenization analyses, what is truly unknown by an idealized, artificial setup. For this reason the demonstrated invariance of the effective elastic response of an RVE to the applied BCs is of considerable relevance in practice; it brings the results back from the cyber into the physical world.

7 **Conclusions and Outlook**

The present work proposes a concept for error-controlled reduction of the computational complexity for the numerical homogenization analysis of image-based multiphase composite microstructures. Reduction is achieved in the so-called SRD parameter space of size, resolution and discretization, and combinations thereof. This concept is applied to the highly resolved voxel-representation of a concrete specimen. Key criteria for reductions in the elastic analysis of homogenization are the (i) phase fraction ratio, (ii) homogenized elasticity tensor components, (iii) invariance of the elastic response with respect to the applied BCs, and (iv) total errors as well as error distributions in the energy norm.

For the elastic analyses of the concrete sample the best practice turns out to be a combination of coarsening the voxel resolution along with an additional adaptive coarsening of the finite element mesh. For the latter, adaptivity preserves the high resolution at mortar-aggregate interfaces and carries out mesh coarsening only in the interior of both phases. The achieved computational savings are considerable and monitored by validated error estimation.

The present work considers the elastic properties of the analyzed microstructure not only at a few spots but rather for a broad range in the SRD parameter space. Therefore it is a first, with respect to elastic properties, a comprehensive step towards a digital twin of a representative concrete specimen in homogenization analysis.

In databases currently under construction or rapidly increasing in numbers and volume,
digital twins obtain their properties typically from both physical and cyber worlds. Which properties are relevant and reliable? Largest errors and deviations among different choices of R and D are observed not in the homogenized quantities, but locally in the energy errors at interfaces (see e.g. Fig.15). Energy/stress concentrations are typically the sources of inelastic mechanisms up to failure. Hence R and D are important for discretization methods and therefore shall be incorporated as object properties of a material’s digital twin in databases. Corresponding ontologies\(^4\), which bring a structure in databases and enable a fast finding, should equally account for that.

Future work shall analyze how the coarsening in voxel resolution and finite element discretization does influence the material response taking into account the inelastic behavior. Then it will become clear, whether and to which extent the presented elastic pre-analyses are guiding for the inelastic case. Since for concrete the weakest link occurs at the mortar-aggregate interfaces, the nucleation and propagation of cracks is expected in these regions. For this case the high resolution preserved at interfaces through the present adaptive mesh-coarsening is a valuable feature for the sake of accuracy.

Notwithstanding, and it is also a limitation of the present work, that the spatial variations in the microstructure of composites may have a minor influence on the elastic properties but a strong impact on the overall inelastic behavior [20]. Modeling the inelastic behavior of concrete must account for effects of combined damage-plasticity, cracking, phase separation and decohesion, scatter in properties, see e.g. Unger and Eckardt [53], Snozzi et al. [51], Nguyen et al. [39], Grassl et al. [23], Huang et al. [28], Wang et al. [54], Oliver et al. [40], Liu et al. [34], Thilakarathna et al. [52], Aldakheel [2] to name but a few of many previous relevant works.

Beyond the particular material system of concrete considered here, the present work describes a generally applicable concept for the systematic and error-controlled reduction of the computational complexity of numerical homogenization analysis of image-based, multiphase composite microstructures.
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