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Abstract. Given a smooth, symmetric, homogeneous of degree one function \( f(\lambda_1, \cdots, \lambda_n) \) satisfying \( \partial_i f > 0 \) for all \( i = 1, \cdots, n \), and a rotationally symmetric cone \( \mathcal{C} \) in \( \mathbb{R}^{n+1} \), we show that there is a \( f \) self-shrinker (i.e. a hypersurface \( \Sigma \) in \( \mathbb{R}^{n+1} \) which satisfies \( f(\kappa_1, \cdots, \kappa_n) + \frac{1}{2} X \cdot N = 0 \), where \( X \) is the position vector, \( N \) is the unit normal vector, and \( \kappa_1, \cdots, \kappa_n \) are principal curvatures of \( \Sigma \)) that is asymptotic to \( \mathcal{C} \) at infinity.

1. Introduction

Let \( \mathcal{C} \) be a rotationally symmetric cone in \( \mathbb{R}^{n+1} \), say

\[
\mathcal{C} = \{ (\sigma s \nu, s) \mid \nu \in S^{n-1}, s \in \mathbb{R}_+ \}
\]

where \( \sigma > 0 \) is a constant. Let \( \Sigma \) be a properly embedded hypersurface in \( \mathbb{R}^{n+1} \). Then \( \Sigma \) is called a self-shrinker to the mean curvature flow (MCF: motions of hypersurfaces whose normal velocity are given by the mean curvature vector) which is \( C^k \) asymptotic to the cone \( \mathcal{C} \) at infinity provided that

\[
H + \frac{1}{2} X \cdot N = 0
\]

\[\varrho \Sigma \stackrel{C^k}{\rightarrow} \mathcal{C} \quad \text{as} \quad \varrho \rightarrow 0\]

where \( X \) is the position vector, \( N \) is the unit normal vector and \( H \) is the mean curvature of \( \Sigma \). Note that the rescaled family of hypersurfaces \( \{ \Sigma_t = \sqrt{-t} \Sigma \}_{-1 \leq t < 0} \) forms a MCF starting from \( \Sigma \) (when \( t = -1 \)) and converging locally \( C^k \) to \( \mathcal{C} \) as \( t \nearrow 0 \).

In the case when \( \Sigma \) is rotationally symmetric, one can parametrize it by

\[
X(\nu, s) = (x(s) \nu, s) \quad \text{for} \quad \nu \in S^{n-1}, s \in (c_1, c_2)
\]

for some constants \( 0 \leq c_1 < c_2 \leq \infty \). We may orient it by the unit-normal

\[
N = \frac{(-\nu, \partial_s x)}{\sqrt{1 + (\partial_s x)^2}}
\]

At each point \( X \in \Sigma \), choose an orthonormal basis \( \{e_1, \cdots, e_n\} \) for \( T_X \Sigma \) so that

\[
e_n = \frac{\partial_s X}{|\partial_s X|} = \frac{(\partial_s x \nu, 1)}{\sqrt{1 + (\partial_s x)^2}}
\]

then \( \{e_1, \cdots, e_n\} \) forms a set of principal vectors of \( \Sigma \) at \( X \) with principal curvatures

\[
\kappa_1 = \cdots = \kappa_{n-1} = \frac{1}{x \sqrt{1 + (\partial_s x)^2}}, \quad \kappa_n = \frac{-\partial_x^2 x}{(1 + (\partial_s x)^2)^{3/2}}
\]
As a result, $\Sigma$ is a rotationally symmetric self-shrinker to the MCF if and only if

\[(1.3) \quad \left(\frac{n-1}{r} - \frac{\partial_s^2 r}{1 + |\partial_s r|^2}\right) + \frac{1}{2} (s \partial_s r - r) = 0\]

Kleene and Moller showed in [KM] that there exists a unique rotationally symmetric self-shrinker

$\Sigma: X(\nu, s) = (r(s)\nu, s), \quad \nu \in S^{n-1}, s \in [R, \infty)$

where the radius function $r(s)$ satisfies (1.3) and

$$s |r(s) - \sigma s| \leq \frac{2(n-1)}{\sigma}, \quad s^2 |\partial_s r - \sigma| \leq \frac{2(n-1)}{\sigma}$$

The key step is to analyze the following representation formula for (1.3):

$$r(s) = \sigma s + s \int_s^\infty \frac{1}{x^2} \left\{ \int_x^\xi \frac{1}{\tau} \left[ 1 + (\partial_s r(\tau))^2 \right] d\tau \right\} \frac{n-1}{r(\xi)} \left[ 1 + (\partial_s r(\xi))^2 \right] d\xi \right\} dx$$

On the other hand, let $f(\lambda_1, \cdots, \lambda_n)$ be a symmetric and homogeneous of degree-one function which satisfies

$$\partial_i f > 0 \quad \forall \: i = 1, \cdots, n$$

Note that by the properties of $f$, we may assume that its domain of definition $\Omega$ is closed under permutation and homothety, i.e.

$$(\lambda_{\sigma(1)}, \cdots, \lambda_{\sigma(n)}), (\varrho \lambda_1, \cdots, \varrho \lambda_n) \in \Omega \quad \forall \: \sigma \in S_n, \varrho > 0$$

whenever $(\lambda_1, \cdots, \lambda_n) \in \Omega$, where $S_n$ is the symmetric group. Andrews in [A] considered the following evolution of hypersurfaces in $\mathbb{R}^{n+1}$:

$$\partial_t X^\perp_t = f(\kappa_1, \cdots, \kappa_n) N$$

where $\kappa_1, \cdots, \kappa_n$ are the principal curvatures of the evolving hypersurface. In particular, if we take the curvature function to be $f(\lambda_1, \cdots, \lambda_n) = \lambda_1 + \cdots + \lambda_n$, then it reduces to the MCF. We call a hypersurface $\Sigma$ in $\mathbb{R}^{n+1}$ to be a "$f$ self-shrinker" provided that

$$f(\kappa_1, \cdots, \kappa_n) + \frac{1}{2} X \cdot N = 0$$

Just like the MCF, the rescaled family of a $f$ self-shrinkers is a self-similar solution to the "$f$ curvature flow". More precisely, the family of hypersurfaces $\{ \Sigma_t = \sqrt{-t} \Sigma \}_{t \leq 0}$ defines a $f$ curvature flow. Moreover, if $\Sigma$ is $C^k$ asymptotic to the cone $C$ at infinity, the flow $\{ \Sigma_t \}_{t \leq 0}$ converges locally $C^k$ to $C$ as $t \nearrow 0$.

This paper is an extension of the existence result in [KM] to the class of $f$ self-shrinkers with a tangent cone at infinity. In fact, the motivation of this paper comes from [G], in which we generalized the uniqueness result of self-shrinkers with a conical end for the MCF in [W] to the $f$ curvature flow. Below is our main result.
Theorem 1.1. Assume that $f$ is $C^{k+1}$ in a bounded neighborhood $K$ of $(\vec{1}, 0) \equiv (1, \cdots, 1, 0) \in \mathbb{R}^n$ with $k \geq 3$. Then there exist $R = R(n, k, C, K, \| f \|_{C^{k+1}(K)}) \geq 1$ and $\hat{u} \in C_0^{k}[R, \infty)$ so that

$$
\Sigma \equiv \left\{ \left( \sigma s + \frac{f(\vec{1}, 0)}{\sigma s} + \hat{u}(s), s \right) \bigg| \nu \in S^{n-1}, s \in [R, \infty) \right\}
$$

is a rotationally symmetric $f$ self-shrinker which is $C^k$ asymptotic to $C$ at infinity. In addition, the corresponding self-similar solution to the $f$ curvature flow is given by

$$
\Sigma_t = \sqrt{-t} \Sigma = \left\{ \left( \sigma s - t \frac{f(\vec{1}, 0)}{\sigma s} + \hat{u}_t(s), s \right) \bigg| \nu \in S^{n-1}, s \in [\sqrt{-t}R, \infty) \right\}
$$

for $t \in [-1, 0)$, where $\hat{u}_t(s) \equiv \sqrt{-t} \hat{u}\left(\frac{s}{\sqrt{-t}}\right)$ satisfies

$$
\| s^3 \hat{u}_t \|_{L^\infty[\sqrt{-t}R, \infty)} + \| s^4 \partial_s \hat{u}_t \|_{L^\infty[\sqrt{-t}R, \infty)} + \cdots + \| s^{k+2} \partial_s^{k-1} \hat{u}_t \|_{L^\infty[\sqrt{-t}R, \infty)} \leq C(n, k, C, \| f \|_{C^k(K)}) (-t)^2
$$

$$
\| s^{k+1} \partial_s^k \hat{u}_t \|_{L^\infty[\sqrt{-t}R, \infty)} \leq C(n, k, C, \| f \|_{C^k(K)}) (-t)
$$

for all $t \in [-1, 0)$.

Note that in view of the principal curvatures of $C$:

$$
\kappa_1^C = \cdots = \kappa_{n-1}^C = \frac{1}{\sigma s \sqrt{1 + s^2}}, \quad \kappa_n^C = 0
$$

(see (1.2)) and the homogeneity of the $f$, the condition that $f$ is $C^{k+1}$ in a bounded neighborhood $K$ of $(\vec{1}, 0) = (1, \cdots, 1, 0) \in \mathbb{R}^n$ yields that $f$ is $C^{k+1}$ in an open set containing all the the principal curvature vectors $(\kappa_1^C, \cdots, \kappa_n^C)$ of $C$.

In the next section, we would use a similar representation formula as in [KM] (see (2.2a)) to study the ODE corresponding to the $f$ self-shrinker equation (see (2.1)). We then use that, together with Banach fixed point theorem, to prove the existence of $f$ self-shrinkers.
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2. Proof of the main theorem

For a hypersurface of revolution $\Sigma$ in $\mathbb{R}^{n+1}$, we may parametrize it by

$$X(\nu, s) = (r(s) \nu, s) \quad \text{for} \; \nu \in S^{n-1}, s \in (c_1, c_2)$$
By Taylor’s theorem, (2.3), (2.7), (2.8), (2.9) and the homogeneity of
0 = (2.10)
where \( \overrightarrow{1} = (1, \cdots, 1) \in \mathbb{R}^{n-1} \). By the homogeneity of \( f \), (2.11) is equivalent to
(2.2)
\[ \mathcal{G} (\partial^2_s r, \partial_s r, s) = 0 \]
where
(2.3)
\[ \mathcal{G} (q, p, z; s) = f \left( \frac{1 - \overrightarrow{q}}{z}, \frac{-q}{1 + p^2} \right) + \frac{1}{2} (sp - z) \]
On the other hand, \( \Sigma \) is \( C^k \) asymptotic to \( C \) at infinity if and only if
(2.4)
\[ \varrho r \left( \frac{u}{\theta} \right) - \sigma \frac{\partial}{\partial s} \left. \varrho \right|_{\theta = 0} = 0 \] as \( \varrho \searrow 0 \)
Let
(2.5)
\[ u (s) = r (s) - \sigma s \]
be the difference between the solution \( r (s) \) and the radius function of the cone. Then (2.5) is translated into
(2.6)
\[ \varrho u \left( \frac{u}{\theta} \right) \left. \frac{\partial}{\partial s} \right|_{\theta = 0} = 0 \] as \( \varrho \searrow 0 \)
which is equivalent to
\[ u (s) = o (s), \ \partial_s u = o (1), \cdots, \ \partial_s^k u = o (s^{1-k}) \] as \( s \nearrow \infty \)
Now we would like to derive an equation for \( u \) by plugging \( r (s) = \sigma s + u (s) \) into (2.12) and using Taylor’s theorem to expand. For ease of notation, let
(2.7)
\[ z (u (s); \theta) = \sigma s + \theta u (s) \]
(2.8)
\[ p (u (s); \theta) = \partial_s (\sigma s + \theta u (s)) = \sigma + \theta \partial_s u \]
(2.9)
\[ q (u (s); \theta) = \partial^2_s (\sigma s + \theta u (s)) = \theta \partial^2_s u \]
Note that \( \theta = 0 \) and \( \theta = 1 \) correspond to the radius function of the cone and the solution \( r (s) \), respectively. Then (2.2) can be written as
\[ \mathcal{G} (q (u (s); 1), p (u (s); 1), z (u (s); 1); s) = 0 \]
By Taylor’s theorem, (2.13), (2.7), (2.8), (2.9) and the homogeneity of \( f \) (noting that \( f \) has degree 1, \( \partial f \) has degree 0 and \( \partial^2 f \) has degree \(-1\)), there holds
(2.10)
\[ = \mathcal{G} (q (u; 0), p (u; 0), z (u; 0); s) + \partial_s \{ \mathcal{G} (q (u; \theta), p (u; \theta), z (u; \theta); s) \} \Big|_{\theta = 0} \]
\[ + \int_0^1 \partial^2_\theta \{ \mathcal{G} (q (u; \theta), p (u; \theta), z (u; \theta); s) \} (1 - \theta) d\theta \]
\[ = f \left( \frac{1}{\sigma s} \overrightarrow{1}, 0 \right) \frac{\partial f \left( \frac{1}{\sigma s} \overrightarrow{1}, 0 \right)}{1 + \sigma^2} \partial^2_s u - \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{1}{\sigma^2 s^2} \overrightarrow{1}, 0 \right)}{\sigma^2 s^2} u \]
\[ + \frac{1}{2} (s \partial_s u - u) + \mathcal{Q} u \]
where
\[ \frac{\partial u}{\partial z} = \frac{f \left( \frac{1}{z}, 0 \right)}{\sigma s} - \frac{\partial f \left( \frac{1}{z}, 0 \right)}{1 + \sigma z^2} - \sum_{i=1}^{n-1} \frac{\partial f \left( \frac{1}{z}, 0 \right)}{\sigma^2 s^2} u + \frac{1}{2} (s \partial_z u - u) + Qu \]

where
\[ Qu = \int_0^1 \partial^2 \left\{ \mathcal{G}(\theta(u; \theta), p(u; \theta), z(u; \theta); s) \right\} (1 - \theta) d\theta \]

Let
\[ \omega = \omega(u(s); \theta) = \sigma f \left( \frac{1}{z(u(s); \theta)}, \frac{-q(u(s); \theta)}{1 + p(u(s); \theta)^2} \right) \]

\[ = \left( \frac{1}{\frac{1 + \theta u}{\sigma s}} \right)^{\frac{1}{2}} \mathbf{1}, \frac{-2\theta s \partial^2 u}{1 + (\sigma + \theta \partial_z u)^2} \]

By some simple calculations and the homogeneity of \( f \), one get
\[ Qu(s) = \left\{ \left( \int_0^1 \sigma f \partial^2_2 f \circ \omega \frac{1}{1 + p^2} (1 - \theta) d\theta \right) (\partial_z u)^2 \right\} \]
\[ + \left( \int_0^1 \left( \sigma f \partial^2_1 f \circ \omega \frac{4q^2 p^2}{(1 + p^2)^3} + \partial f \circ \omega \frac{2q(1 - 3p^2)}{(1 + p^2)^3} \right) (1 - \theta) d\theta \right) (\partial_z u)^2 \]
\[ + \left( \int_0^1 \left( \sum_{i=1}^{n-1} \sigma f \partial^2_{n} f \circ \omega \frac{z^2}{s} + \partial f \circ \omega \frac{2p}{(1 + p^2)^2} \right) (1 - \theta) d\theta \right) u^2 \]
\[ + 2 \left( \int_0^1 \left( \sigma f \partial^2_{n} f \circ \omega \frac{z^2}{s} + \partial f \circ \omega \frac{2p}{(1 + p^2)^2} \right) (1 - \theta) d\theta \right) \partial_z^2 u \partial_z u \]
\[ + 2 \left( \int_0^1 \left( \sum_{i=1}^{n-1} \sigma f \partial^2_{n} f \circ \omega \frac{z^2}{s} + \partial f \circ \omega \frac{2p}{(1 + p^2)^2} \right) (1 - \theta) d\theta \right) u \partial_z u \]

where \( z = z(u(s); \theta), p = p(u(s); \theta), q = q(u(s); \theta) \).

Now reorganize (2.10) to get an equation of \( u \) as follows:
\[ \mathcal{L}u = \frac{1 + \sigma^2}{\sigma s} \left( \frac{1}{z}, 0 \right) - \sum_{i=1}^{n-1} \frac{\partial f \left( \frac{1}{z}, 0 \right)}{\sigma^2 s^2} u + Qu \]

where \( \mathcal{L} \) is a linear differential operator defined by
\[ \mathcal{L}u = \partial^2_2 u - \frac{1}{2} \sigma^2 \left( \frac{1}{z}, 0 \right) (s \partial_z u - u) \]

To summarize, in order to find a rotationally symmetric \( f \) self-shrinker \( \Sigma \) which is \( C^k \) asymptotic to \( C \) at infinity, it suffices to solve the ODE (2.2) satisfying the condition (2.4). By (2.5), that amounts to solving the problem (2.13) satisfying the condition (2.6). We do this by regarding (2.13) as a fixed point problem of a nonlinear map in a Banach space where (2.6) is satisfied and the nonlinear map is a contraction. The existence of solutions is then assured by Banach fixed point theorem.

To this end, we would first study the corresponding linear problem and get estimates of solutions, which are crucial to solving the nonlinear problem. Below are two lemmas to achieve that.
In the first lemma, we analyze the linear differential operator $\mathcal{L}$ in (2.14). We derive a representation formula for the associated Cauchy problem as in [KM] (see (2.21)). Then we use that to estimate solutions.

**Lemma 2.1.** Fix $R > 0$, then for any function $\eta \in C_0[R, \infty)$ (i.e. $\eta \in C[R, \infty)$ and $\eta \to 0$ as $s \not\to \infty$), there is a unique $C^2[R, \infty)$ solution $w$ to the following problem:

$$\mathcal{L}w = \eta \quad \text{on } [R, \infty)$$

(2.15)

$$\frac{w}{s} \to 0, \ (s \partial_s w - w) \to 0 \quad \text{as } s \not\to \infty$$

(2.16)

where $\mathcal{L}$ is defined in (2.14). Moreover, $w$ satisfies the following estimates. For any $\gamma \geq 0$, there hold

$$\max \{ ||s^\gamma w||_{L^\infty[R, \infty)}, \ ||s^{\gamma+1} \partial_s w||_{L^\infty[R, \infty)} \} \leq 4 \frac{\partial_n f \left( \frac{\eta}{\gamma}, 0 \right)}{1 + \sigma^2} ||s^\gamma \eta||_{L^\infty[R, \infty)}$$

(2.17)

$$||s^\gamma \partial_s^2 w||_{L^\infty[R, \infty)} \leq 4 ||s^\gamma \eta||_{L^\infty[R, \infty)}$$

(2.18)

In addition, $w \in C^{m+2}[R, \infty)$ whenever $\eta \in C_m[R, \infty)$ for some $m \in \mathbb{N}$.

**Proof:** Firstly, suppose that $w \in C^2[R, \infty)$ is a solution to the linear problem (2.15) and (2.16), it must satisfy the following. Given a sequence $\{ R_j \in (R, \infty) \}_{j \in \mathbb{N}}$ so that $R_j \not\to \infty$ as $j \not\to \infty$, then from (2.14), (2.15) and (2.16), we get

$$\partial_s^2 \left( \frac{w}{s} \right) + \left( \frac{2}{s} - \frac{s}{2} \frac{1 + \sigma^2}{\partial_n f \left( \frac{\eta}{\gamma}, 0 \right)} \right) \partial_s \left( \frac{w}{s} \right) = \frac{\eta}{s} \quad \text{for } s \in [R, R_j)$$

(2.19)

$$\frac{w(R_j)}{R_j} \to 0, \ (R_j \partial_s w(R_j) - w(R_j)) \to 0 \quad \text{as } j \not\to \infty$$

(2.20)

From (2.19), which is a first order linear ODE in $\partial_s \left( \frac{w}{s} \right)$, we get

$$w(s) = s \left\{ \frac{w(R_j)}{R_j} - (R_j \partial_s w(R_j) - w(R_j)) \int_s^{R_j} x^{-2} \exp \left( -\frac{1}{2} \int_x^{R_j} \frac{1 + \sigma^2}{\partial_n f \left( \frac{\eta}{\gamma}, 0 \right)} d\tau \right) dx + \right.$$

$$s \int_s^{R_j} \frac{1}{x^2} \left( \int_x^{R_j} \xi \exp \left( -\frac{1}{2} \int_x^{\xi} \frac{1 + \sigma^2}{\partial_n f \left( \frac{\eta}{\gamma}, 0 \right)} d\tau \right) \eta(\xi) d\xi \right) dx \right\}$$

$$= s \left\{ \frac{w(R_j)}{R_j} - (R_j \partial_s w(R_j) - w(R_j)) \int_s^{R_j} x^{-2} \exp \left( -\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left( \frac{\eta}{\gamma}, 0 \right)} (R_j^2 - x^2) \right) dx + \right.$$

$$s \int_s^{R_j} \frac{1}{x^2} \left( \int_x^{R_j} \xi \exp \left( -\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left( \frac{\eta}{\gamma}, 0 \right)} (\xi^2 - x^2) \right) \eta(\xi) d\xi \right) dx \right\}$$
Note that in the last two terms of (2.21), there hold
\[
\left(2.22\right) \quad \int_s^{R_j} x^{-2} \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(R_j^2 - x^2\right)\right) \, dx \leq \int_s^{\infty} x^{-2} \, dx = \frac{1}{s}
\]
and
\[
\left(2.23\right) \quad \int_x^{R_j} \xi \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(\xi^2 - x^2\right)\right) \, d\xi
\]
\[
\leq \int_x^{\infty} \xi \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(\xi^2 - x^2\right)\right) \, d\xi = \frac{\partial_n f \left(\overrightarrow{1}, 0\right)}{1 + \sigma^2}
\]
Fix $s \in [R, \infty)$, by (2.21), (2.22), and (2.23), one could take a limit (as $j \to \infty$) in (2.21) to get
\[
\left(2.24\right) \quad w(s) = s \int_s^{\infty} \frac{1}{x^2} \left(\int_x^{\infty} \xi \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(\xi^2 - x^2\right)\right) \eta(\xi) \, d\xi\right) \, dx
\]
Conversely, if we define a function $w$ by (2.24), then $w \in C^2[R, \infty)$ and it satisfies
\[
\left(2.25\right) \quad \partial_s w = s \int_s^{\infty} \frac{1}{x^2} \left(\int_x^{\infty} \xi \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(\xi^2 - x^2\right)\right) \eta(\xi) \, d\xi\right) \, dx - \frac{1}{s} \int_s^{\infty} \xi \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(\xi^2 - s^2\right)\right) \eta(\xi) \, d\xi
\]
\[
\left(2.26\right) \quad \partial_s^2 w = \eta(s) - \frac{1}{2} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \int_s^{\infty} \xi \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(\xi^2 - s^2\right)\right) \eta(\xi) \, d\xi
\]
From (2.14), (2.24), (2.25) and (2.26), we immediately get (2.15). To verify (2.16), we use (2.23) and that $\eta$ vanishes at infinity:
\[
\frac{w}{s} = \int_s^{\infty} \frac{1}{x^2} \left(\int_x^{\infty} \xi \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(\xi^2 - x^2\right)\right) \eta(\xi) \, d\xi\right) \, dx
\]
\[
\leq \frac{\partial_n f \left(\overrightarrow{1}, 0\right)}{1 + \sigma^2} \left(\sup_{\xi > s} |\eta(\xi)|\right) \int_s^{\infty} \frac{dx}{x^2} \to 0 \quad \text{as } s \nearrow \infty
\]
\[
|s \partial_s w - w| \leq \int_s^{\infty} \xi \exp \left(-\frac{1}{4} \frac{1 + \sigma^2}{\partial_n f \left(\overrightarrow{1}, 0\right)} \left(\xi^2 - s^2\right)\right) |\eta(\xi)| \, d\xi
\]
\[
\leq \frac{\partial_n f \left(\overrightarrow{1}, 0\right)}{1 + \sigma^2} \left(\sup_{\xi > s} |\eta(\xi)|\right) \to 0 \quad \text{as } s \nearrow \infty
\]
Thus, (2.24) is the unique solution to the linear problem (2.15) and (2.16).
Now given $\gamma \geq 0$, we would like to verify (2.17). Note that we may assume $\| s^\gamma \eta \|_{L^\infty[0, \infty)} < \infty$; otherwise there is nothing to check. For each $s \in [R, \infty)$, by (2.21), (2.25) and (2.23), we have

$$s^\gamma |w(s)| \leq s \int_s^\infty \frac{1}{x^2} \left( \int_x^\infty \xi \exp \left( -\frac{1}{4} \frac{1 + \sigma^2}{\sqrt{1 + \sigma^2}} (\xi^2 - s^2) \right) \xi^\gamma |\eta(\xi)| d\xi \right) dx$$

$$\leq s \int_s^\infty \frac{2}{x^2} \frac{\partial_n f \left( \frac{1}{\sqrt{1 + \sigma^2}}, 0 \right)}{1 + \sigma^2} \left( \sup_{\xi \geq s} (\xi^\gamma |\eta(\xi)|) \right) dx$$

$$= 2 \frac{\partial_n f \left( \frac{1}{\sqrt{1 + \sigma^2}}, 0 \right)}{1 + \sigma^2} \sup_{\xi \geq R} (\xi^\gamma |\eta(\xi)|)$$

and

$$s^{\gamma + 1} |\partial_s w(s)| \leq \left\{ s \int_s^\infty \frac{1}{x^2} \left( \int_x^\infty \xi \exp \left( -\frac{1}{4} \frac{1 + \sigma^2}{\sqrt{1 + \sigma^2}} (\xi^2 - s^2) \right) \xi^\gamma |\eta(\xi)| d\xi \right) dx \right.$$

$$\left. + \int_s^\infty \xi \exp \left( -\frac{1}{4} \frac{1 + \sigma^2}{\sqrt{1 + \sigma^2}} (\xi^2 - s^2) \right) \xi^\gamma |\eta(\xi)| d\xi \right\}$$

(2.28)

$$\leq 4 \frac{\partial_n f \left( \frac{1}{\sqrt{1 + \sigma^2}}, 0 \right)}{1 + \sigma^2} \sup_{\xi \geq R} (\xi^\gamma |\eta(\xi)|)$$

As for (2.18), we use the equation (2.17) and (2.27), (2.28) to get

$$s^\gamma |\partial_s^2 w(s)| = s^\gamma \left| \frac{1}{2} \frac{1 + \sigma^2}{\sqrt{1 + \sigma^2}} (s \partial_s w(s) - w(s)) + \eta(s) \right|$$

$$\leq \frac{1}{2} \frac{1 + \sigma^2}{\sqrt{1 + \sigma^2}} \left( s^{\gamma + 1} |\partial_s w(s)| + s^\gamma |w(s)| \right) + s^\gamma |\eta(s)|$$

$$\leq 4 \sup_{\xi \geq R} (\xi^\gamma |\eta(\xi)|)$$

Lastly, one could see from (2.20) that $w \in C^m_0[R, \infty)$ as long as $\eta \in C^m_0[R, \infty)$ for $m \in \mathbb{N}$.

Next, let’s consider the following normed space which we are going to work with. Fix $R > 0$, define

$$\| v \|_\Omega = \max \left\{ \| v \|_{L^\infty[0, \infty)}, \| s^2 \partial_s v \|_{L^\infty[0, \infty)}, \cdots, \| s^{k-1} \partial_s^{k-1} v \|_{L^\infty[0, \infty)} \right\}$$

(2.29)

and a vector space

$$\Omega = \left\{ v \in C^m_0[R, \infty) \left| \| v \|_\Omega < \infty \right\} \right.$$
Note that the norm for the kth order derivative has a weight sk instead of s^{k+1} as expected, and that v ∈ Σ if and only if v ∈ C^k_0(R, ∞) which decays at infinity at the following rate:

\[ v = O(s^{-1}), \partial_s v = O(s^{-2}), \ldots, \partial_s^{k-1} v = O(s^{-k}), \partial_s^k v = O(s^{-k}) \quad \text{as } s \nearrow \infty \]

For instance, s^{-1} ∈ Σ. Also, Σ with the norm ∥·∥_Σ is a Banach space.

In the following lemma, we estimate Qv in (2.12) for v ∈ Σ, which is then used to bound the RHS of (2.13).

**Lemma 2.2.** Given M > 0, there is R = R(k, C, K, M) ≥ 1 so that for any v ∈ Σ with ∥v∥_Σ ≤ M, we have

\[ \omega(v; \theta) ∈ K \quad \forall \theta ∈ [0, 1] \]

where \( \omega(v; \theta) \) is defined by (2.14) and K is a bounded neighborhood of \((\sqrt{1}, 0)\) in \( \mathbb{R}^n \) stated in the main theorem. Moreover, \( Qv \) (defined in (2.13)) belongs to \( C^{k-2}_0(R, ∞) \) and satisfies

\[ \max \left\{ \|s^{k+2}\partial_s^{k-2}Qv\|_{L^∞(R, ∞)}, \|s^{k+2}\partial_s^{k-3}Qv\|_{L^∞(R, ∞)} \right\} \leq C(n, k, C, f \|f\|_{C^∞(K)}, M) \]

(2.32)

In addition, given a function \( \tilde{v} ∈ Σ \) with \( ||\tilde{v}||_Σ ≤ M \), there holds

\[ \max \left\{ \|s^k(Qv - Q\tilde{v})\|_{L^∞(R, ∞)}, \|s^k(\partial_s v - \partial_s \tilde{v})\|_{L^∞(R, ∞)}, \ldots, \|s^{k+2}(\partial_s^{k-3}Qv - \partial_s^{k-3}Q\tilde{v})\|_{L^∞(R, ∞)} \right\} \]

\[ \leq C(n, k, C, f \|f\|_{C^{k+1}(K)}, M) \|v - \tilde{v}\|_Σ \]

(2.33)

**Proof.** In order to prove the decay, we would rescale the variables in such a way that the normalized variables are bounded by a constant depending only on n, k, C, \( \|f\|_{C^{k+1}(K)} \) and M.

Let \( R ≥ 1 \) be a constant to be determined. For each \( A ≥ 2R \), consider the following change of variables:

\[ s = A\xi \]

(2.34)

\[ \tilde{v}(\xi) = A v(A\xi) \]

(2.35)

for \( \xi ∈ \left[\frac{1}{A}, 1\right] \).

From (2.29), the condition \( ||v||_Σ ≤ M \) implies that

\[ \|\tilde{v}\|\infty[\frac{1}{A}, 1] = \max \left\{ \|\tilde{v}\|\infty[\frac{1}{A}, 1], \ldots, \|\partial_\xi^{k-1}\tilde{v}\|\infty[\frac{1}{A}, 1] \right\} ≤ 2^k M \]

(2.36)

\[ \|\partial_\xi^{k+2}\tilde{v}\|\infty[\frac{1}{A}, 1] ≤ 2^k MA \]

Note that the bound for \( \partial_\xi^{k+2}\tilde{v} \) depends on the scale A because the kth order derivative decays like \( s^{-k} \) instead of \( s^{-k-1} \) (see (2.29)). And (2.11) is translated into

\[ \omega(v(s); \theta) = \left( \frac{1}{1 + A^{-2}\theta \frac{d\theta}{ds}} \right)^{-1}, \frac{-2A^{-2}\theta \sigma \xi \partial_\xi^2 \tilde{v}}{1 + (\sigma + A^{-2}\theta \partial_\xi \tilde{v})^2} \]
which we denote by

\[
\hat{\omega} \left( \hat{v} (\xi); \theta \right) = \left( \frac{1}{1 + A^{-2} \theta} \frac{\hat{v}^2}{\sigma \xi} + \frac{-2A^{-2} \theta \sigma \xi \partial_{\xi}^2 \hat{v}}{1 + \left( \sigma + A^{-2} \theta \partial_{\xi} \hat{v} \right)^2} \right)
\]

Thus, by (2.37) and (2.36), (2.31) holds if \( R \) is chosen sufficiently large (depending on \( k, C, K, M \)).

Next, we rescale (2.7), (2.8), (2.9) and (2.12) in the following way:

\[
\hat{z} (\hat{v} (\xi), \theta) \equiv A^{-1} z \left( v \left( s \right), \theta \right) = \sigma \xi + A^{-2} \theta \partial_{\xi} \hat{v}
\]

By (2.36), it satisfies

\[
\hat{q} (\hat{v} (\xi), \theta) \equiv q \left( v \left( s \right), \theta \right) = \theta \partial_{\xi}^2 \hat{v}
\]

Expand (2.41) by the formula (2.12) and write it in terms of (2.37), (2.38), (2.39) and (2.40):

\[
\hat{Q} (\hat{v} (\xi)) = A \hat{Q} (\xi)
\]

Then one could see that

\[
\hat{Q} (\hat{v} (\xi)) \in C^{k-2} \left[ \frac{1}{2}, 1 \right]
\]

By (2.36), it satisfies

\[
\| \hat{Q} v \|_{C^{k-2} \left[ \frac{1}{2}, 1 \right]} \leq C \left( n, k, C, \| f \|_{C^{k-1} (K)}, M \right)
\]

\[
\| \partial_{\xi}^{k-2} \hat{Q} v \|_{L^\infty \left[ \frac{1}{2}, 1 \right]} \leq C \left( n, k, C, \| f \|_{C^{k} (K)}, M \right) A
\]
Remark 2.4.

We have used the fact that \( k \geq 3 \) and \( \partial^k_\xi \tilde{Q} \) is linear in \( \partial^k_\xi \tilde{v} \).

Similarly, given a function \( \tilde{v} \in \mathfrak{H} \) with \( \| \tilde{v} \|_\mathfrak{H} \leq M \), we define \( \tilde{v}(\xi) \) and \( \tilde{Q}(\xi) \) in the same way as in (2.35) and (2.41). By doing subtraction of (2.42), we get

\[
\| \tilde{Q}v - \tilde{Q}\tilde{v} \|_{C^{k+3}[\frac{1}{s}, 1]} \leq C(n, k, \mathcal{C}, \| f \|_{C^0(\mathcal{K})}, M) \| \tilde{v} - \tilde{v} \|_{C^{k+3}[\frac{1}{s}, 1]}
\]

(2.45)

\[
\| \partial^k_\xi \tilde{Q}v - \partial^k_\xi \tilde{Q}\tilde{v} \|_{L^\infty[\frac{1}{s}, 1]} \leq C(n, k, \mathcal{C}, \| f \|_{C^{k+1}(\mathcal{K})}, M) \left( \| \partial^k_\xi \tilde{v} - \partial^k_\xi \tilde{v} \|_{L^\infty[\frac{1}{s}, 1]} + A \| \tilde{v} - \tilde{v} \|_{C^{k+1}[\frac{1}{s}, 1]} \right)
\]

(2.46)

The conclusion follows immediately by undoing the change of variables for (2.43), (2.44), (2.45) and (2.46).

Now we are ready to show the existence of the problem (2.13) and (2.6), which then yields the solution to (2.12) and (2.2) via (2.23).

**Theorem 2.3.** There exists \( R = R(n, k, \mathcal{C}, \mathcal{K}, \| f \|_{C^{k+1}(\mathcal{K})}) \geq 1 \) and \( u \in \mathfrak{H} \) such that

\[
Lu = \frac{1 + \sigma^2}{\partial_n f \left( \frac{1}{r}, 0 \right)} \left( f \left( \frac{1}{r}, 0 \right) \sigma s - \sum_{i=1}^{n-1} \partial_i f \left( \frac{1}{r}, 0 \right) u + Qu \right) \text{ on } [R, \infty)
\]

where \( \mathfrak{H} \) is a subspace of \( C^0_0[1, R \to \infty) \) defined in (2.30), \( L \) is the linear differential operator defined in (2.12) and \( Q \) is a nonlinear operator defined in (2.14). Moreover, we have the following asymptotic formula:

\[
u(s) = f \left( \frac{1}{r}, 0 \right) \sigma s + u(s)
\]

where the error term \( \tilde{u}(s) \in C^0_0[1, R \to \infty) \) satisfies

\[
\| s^k\tilde{u}(s) \|_{L^\infty[1, R \to \infty]} + \| s^k\partial_s \tilde{u}(s) \|_{L^\infty[1, R \to \infty]} + \cdots + \| s^{k+1}\partial_s^{k+1} \tilde{u}(s) \|_{L^\infty[1, R \to \infty]} \leq C(n, k, \mathcal{C}, \| f \|_{C^0(\mathcal{K})})
\]

Note that \( r(s) = \sigma s + u(s) \) solves

\[
f \left( \frac{1}{r}, 0 \right) \left\{ \frac{-\partial^2 r}{1 + \left( \partial_r r \right)^2} \right\} + \frac{1}{2} (s \partial_s r - r) = 0 \text{ on } [R, \infty)
\]

\[
\mathfrak{g} r \left( \frac{s}{\mathfrak{g}} \right) - \sigma s \mathcal{C}^{\mathfrak{g}}_{\mathfrak{g}} \to 0 \text{ as } \mathfrak{g} \searrow 0
\]

Remark 2.4. We find the asymptotic formula:

\[
r(s) \approx \sigma s + \frac{f \left( \frac{1}{r}, 0 \right)}{\sigma s}
\]

by solving the following. Let \( r_0(s) = \sigma s \) and define \( r_1(s) \) to be the solution to

\[
f \left( \frac{1}{r_0}, 0 \right) \left\{ \frac{-\partial^2 r_0}{1 + \left( \partial_r r_0 \right)^2} \right\} + \frac{1}{2} (s \partial_s r_0 - r_1) = 0
\]

\[
\mathfrak{g} r_1 \left( \frac{s}{\mathfrak{g}} \right) - \sigma s \mathcal{C}^{\mathfrak{g}}_{\mathfrak{g}} \to 0 \text{ as } \mathfrak{g} \searrow 0
\]
Then
\[ r_1(s) = \sigma s + \frac{f \left( \frac{1}{s}, 0 \right)}{\sigma s} \]

It would be proved rigorously below that this formula really gives the asymptotic to our solution as \( s \rightarrow \infty \).

**Proof.** Let \( M > 0 \) and \( R \geq 1 \) be constants to be chosen, and take \( R \) sufficiently large (depending on \( k, C, K, M \)) so that Lemma 2.2 holds. Let
\[ B = \left\{ v \in \Im \left| \| v \|_{\Im} \leq M \right. \right\} \]

be the closed ball of radius \( M \) in the Banach space \( (\Im, \| \cdot \|_{\Im}) \) defined in (2.29) and (2.30). By Lemma 2.1, we can define a nonlinear map \( F \) so that for each \( v \in B \), \( Fv \) is the unique solution to the following Cauchy problem:

(2.47)
\[ \mathcal{L}(Fv) = \frac{1 + \sigma^2}{\partial_n f \left( \frac{1}{s}, 0 \right)} \left( \frac{f \left( \frac{1}{s}, 0 \right)}{\sigma s} - \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{1}{s}, 0 \right)}{\sigma^2 s^2} v + Qv \right) \quad \text{on} \ [R, \infty) \]

\[ -\frac{Fv(s)}{s} \rightarrow 0, \ (s \partial_s Fv - Fv) \rightarrow 0 \quad \text{as} \ s \rightarrow \infty \]

Since \( Qv \in C_0^{k-2}[R, \infty) \), \( F \) maps \( B \) into \( C_0^k[R, \infty) \) by Lemma 2.1. In fact, we would show that \( Fv \in B \) and \( F \) is a contraction on \( B \) if we choose \( M \) and \( R \) appropriately.

To start with, let

(2.48)
\[ \tilde{v}(s) = Fv(s) - \frac{f \left( \frac{1}{s}, 0 \right)}{\sigma s} \]

Then we have \( \tilde{v} \in C_0^k[R, \infty) \) since both \( Fv \) and \( s^{-1} \) belong to \( C_0^k[R, \infty) \). Also, by plugging (2.48) into (2.47), we get

(2.49)
\[ \mathcal{L}\tilde{v} = -\frac{f \left( \frac{1}{s}, 0 \right)}{\sigma s^3} + \frac{1 + \sigma^2}{\partial_n f \left( \frac{1}{s}, 0 \right)} \left( \frac{1}{\sigma^2} - \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{1}{s}, 0 \right)}{\sigma^2} \right) v + Qv \]

\[ \frac{s}{s} \rightarrow 0, \ (s \partial_s \tilde{v} - \tilde{v}) \rightarrow 0, \quad \text{as} \ s \rightarrow \infty \]

Note that the RHS of (2.49) has a stronger decay than that of (2.47), which is an indication that it’s better to study the equation of \( \tilde{v} \) instead of the equation of \( Fv \). Then apply Lemma 2.1 (with \( \gamma = 3 \)) and Lemma 2.2 to (2.49) to get

(2.50)
\[ \max \left\{ \| s^3 \tilde{v} \|_{L^\infty(R, \infty)}, \| s^4 \partial_s \tilde{v} \|_{L^\infty(R, \infty)} \right\} \leq C (n, k, C, \| f \|_{C^k(K)}, M) \]

\[ \| s^3 \partial^2_s \tilde{v} \|_{L^\infty(R, \infty)} \leq C (n, k, C, \| f \|_{C^k(K)}, M) \]
Similarly, given a function \( \tilde{v} \in \mathcal{B} \), let \( \tilde{v} = F\tilde{v} - f(\overline{\sigma}, 0) \) as in (2.48). Then we still have

\[
\mathcal{L}_{\tilde{v}} = -2 \frac{f(\overline{\sigma}, 0)}{\sigma s^3} + \frac{1 + \sigma^2}{\partial_n f(\overline{\sigma}, 0)} \left( -\sum_{i=1}^{n-1} \frac{\partial_i f(\overline{\sigma}, 0)}{\sigma^2} \tilde{v} + \mathcal{Q} \right)
\]

\[
\tilde{v} \to 0, \quad s \partial_s \tilde{v} \to 0 \quad \text{as } s \to \infty
\]

Subtracting (2.52) from (2.49) to get

\[
\mathcal{L} \left( \tilde{v} - \mathcal{Q} \right) = \frac{1 + \sigma^2}{\partial_n f(\overline{\sigma}, 0)} \left( -\sum_{i=1}^{n-1} \frac{\partial_i f(\overline{\sigma}, 0)}{\sigma^2} (v - \tilde{v}) + (\mathcal{Q}v - \mathcal{Q}\tilde{v}) \right)
\]

\[
\tilde{v} - \mathcal{Q} \to 0, \quad \left( s \partial_s \left( v - \mathcal{Q} \right) - (v - \mathcal{Q}) \right) \to 0 \quad \text{as } s \to \infty
\]

which, by Lemma 2.1 (with \( \gamma = 3 \)) and Lemma 2.2, yields that

\[
\max \left\{ \| s^3 \left( \tilde{v} - \mathcal{Q} \right) \|_{L^\infty([R, \infty)}, \| s^4 \left( \partial_s \tilde{v} - \partial_s \mathcal{Q} \tilde{v} \right) \|_{L^\infty([R, \infty)} \right\}
\]

\[
\leq 4 \sum_{i=1}^{n-1} \frac{\partial_i f(\overline{\sigma}, 0)}{\sigma^2} \| s (v - \tilde{v}) \|_{L^\infty([R, \infty)} + 4 \frac{s^5 (\mathcal{Q}v - \mathcal{Q}\tilde{v}) \|_{L^\infty([R, \infty)}}{R^2}
\]

\[
\leq C (n, k, \mathcal{C}, \| f \|_{C^{k+1}(\mathcal{K})}, M) \| v - \tilde{v} \|_3
\]

(2.55)

\[
\| s^3 \left( \partial^2_s \tilde{v} - \partial^2_s \mathcal{Q} \tilde{v} \right) \|_{L^\infty([R, \infty)} \leq C (n, k, \mathcal{C}, \| f \|_{C^{k+1}(\mathcal{K})}, M) \| v - \tilde{v} \|_3
\]

Next, differentiate (2.49), (2.52) and use the commutator:

\[
\partial_s \mathcal{L} - \mathcal{L} \partial_s = -\frac{1}{2} \frac{1 + \sigma^2}{\partial_n f(\overline{\sigma}, 0)} \partial_s
\]

and also (2.50), (2.51), (2.54), (2.55) to get

\[
\mathcal{L} \left( \partial_s \tilde{v} \right) = \frac{f(\overline{\sigma}, 0)}{\sigma s^4} + \frac{1 + \sigma^2}{\partial_n f(\overline{\sigma}, 0)} \left( \frac{1}{2} \partial_s \tilde{v} - \sum_{i=1}^{n-1} \frac{\partial_i f(\overline{\sigma}, 0)}{\sigma^2} \partial_s \left( \frac{v}{\sigma^2} + \partial_s \mathcal{Q}v \right) \right)
\]

\[
\tilde{v} \to 0, \quad s \partial_s \tilde{v} \to 0 \quad \text{as } s \to \infty
\]

(2.58)

\[
\mathcal{L} \left( \partial_s \tilde{v} - \partial_s \mathcal{Q} \tilde{v} \right) = \frac{1 + \sigma^2}{\partial_n f(\overline{\sigma}, 0)} \left( \frac{1}{2} \left( \partial_s \tilde{v} - \partial_s \mathcal{Q} \tilde{v} \right) - \sum_{i=1}^{n-1} \frac{\partial_i f(\overline{\sigma}, 0)}{\sigma^2} \partial_s \left( \frac{v}{\sigma^2} + \partial_s \mathcal{Q}v \right) \right)
\]
Now apply the gradient estimates in Lemma 2.1 (with \( \gamma \)) and (2.62) to (2.59) and (2.55) to get

\[
\frac{\partial_s \tilde{\nu} - \partial_s \tilde{\nu}}{s} \to 0, \quad s \left( \partial_s^2 \tilde{\nu} - \partial_s^2 \tilde{\nu} \right) - \left( \partial_s \tilde{\nu} - \partial_s \tilde{\nu} \right) \to 0 \quad \text{as} \quad s \to \infty
\]

Now apply the gradient estimates in Lemma 2.1 (with \( \gamma = 4 \)), Lemma 2.2 (and also (2.60), (2.62)) to (2.59), (2.55) to get

\[
\| s^4 \partial_s^2 \tilde{\nu} \|_{L^\infty(R, \infty)} \leq \left\{ 2 \| s^4 \left( \partial_s \tilde{\nu} - \partial_s \tilde{\nu} \right) \|_{L^\infty(R, \infty)} + 4 \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{\tilde{r}}{\tilde{r}} \right)}{\sigma^2} \| s \partial_s v \|_{L^\infty(R, \infty)} + 8 \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{\tilde{r}}{\tilde{r}} \right)}{\sigma^2} \| s v \|_{L^\infty(R, \infty)} + 4 \frac{s^6 \partial_s Q v \|_{L^\infty(R, \infty)}}{R^2} \right\}
\]

\[
\leq C \left( n, k, C, \| f \|_{C^\infty(K), M} \right)
\]

(2.60)

\[
\| s^4 \partial_s^2 \tilde{\nu} \|_{L^\infty(R, \infty)} \leq C \left( n, k, C, \| f \|_{C^\infty(K), M} \right)
\]

(2.61)

\[
\| s^4 \left( \partial_s^2 \tilde{\nu} - \partial_s^2 \tilde{\nu} \right) \|_{L^\infty(R, \infty)} \leq \left\{ 2 \| s^4 \left( \partial_s \tilde{\nu} - \partial_s \tilde{\nu} \right) \|_{L^\infty(R, \infty)} + 4 \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{\tilde{r}}{\tilde{r}} \right)}{\sigma^2} \| s \partial_s v \|_{L^\infty(R, \infty)} + 8 \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{\tilde{r}}{\tilde{r}} \right)}{\sigma^2} \| s v \|_{L^\infty(R, \infty)} + 4 \frac{s^6 \partial_s Q v \|_{L^\infty(R, \infty)}}{R^2} \right\}
\]

\[
\leq C \left( n, k, C, \| f \|_{C^{n+1}(K), M} \right) \| v - \tilde{v} \|_3
\]

(2.62)

\[
\| s^4 \left( \partial_s^2 \tilde{\nu} - \partial_s^2 \tilde{\nu} \right) \|_{L^\infty(R, \infty)} \leq C \left( n, k, C, \| f \|_{C^{n+1}(K), M} \right) \| v - \tilde{v} \|_3
\]

Note that by taking derivatives of the equation, (2.59) and (2.61) improve (2.51) and (2.55).
\[
\frac{\partial^2 - \partial^2}{s} \to 0, \quad \left\{ s \left( \partial^2 - \partial^2 \right) - \left( \partial^2 - \partial^2 \right) \right\} \to 0 \quad \text{as} \quad s \to \infty
\]

By induction, we have for \( j = 0, \ldots, k - 2 \),
\[
\| s^{j+3} \partial^2 \|_{L^\infty(R, \infty)} \leq C(n, k, C, \| f \|_{C^0(K), M})
\]
\[
\| s^{j+3} \left( \partial^2 - \partial^2 \right) \|_{L^\infty(R, \infty)} \leq C(n, k, C, \| f \|_{C^{k+1}(K), M}) \| \nabla \bar{v} \|_\infty
\]

Again, apply Lemma 2.1 (with \( \gamma = k + 1 \)), Lemma 2.2 (and also (2.65), (2.66)) to get (2.67)
\[
\| s^{k+2} \partial^2 \|_{L^\infty(R, \infty)} \leq \left\{ \frac{\partial f \left( \frac{1}{\sigma}, 0 \right)}{1 + \sigma^2} \| s^{k+1} \partial^2 \left( \frac{1}{\sigma} \right) \|_{L^\infty(R, \infty)} \right\}
\]
\[
+ 2(k - 2) \| s^{k+2} \partial^2 \|_{L^\infty(R, \infty)} + 4 \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{1}{\sigma}, 0 \right)}{\sigma^2} \| s^{k+1} \partial^2 \left( \frac{\nabla}{\sigma^2} \right) \|_{L^\infty(R, \infty)}
\]
\[
+ 4 \| s^{k+2} \partial^2 \|_{L^\infty(R, \infty)} \right\}
\]
\[
\leq C(n, k, C, \| f \|_{C^0(K), M}) \| \nabla \bar{v} \|_\infty
\]

(2.68)
\[
\| s^{k+1} \partial^2 \|_{L^\infty(R, \infty)} \leq C(n, k, C, \| f \|_{C^0(K), M})
\]

(2.69)
\[
\| s^{k+2} \left( \partial^2 - \partial^2 \right) \|_{L^\infty(R, \infty)} \leq \left\{ 2(k - 2) \| s^{k+1} \left( \partial^2 - \partial^2 \right) \|_{L^\infty(R, \infty)} \right\}
\]
\[
+ 4 \sum_{i=1}^{n-1} \frac{\partial_i f \left( \frac{1}{\sigma}, 0 \right)}{\sigma^2} \| s^{k+1} \partial^2 \left( \frac{\nabla}{\sigma^2} \right) \|_{L^\infty(R, \infty)} + 4 \| s^{k+2} \partial^2 \|_{L^\infty(R, \infty)} \right\}
\]
\[
\leq C(n, k, C, \| f \|_{C^{k+1}(K), M}) \| \nabla \bar{v} \|_\infty
\]

(2.70)
\[
\| s^{k+1} \left( \partial^2 - \partial^2 \right) \|_{L^\infty(R, \infty)} \leq C(n, k, C, \| f \|_{C^{k+1}(K), M}) \| \nabla \bar{v} \|_\infty
\]

From (2.65), (2.67) and (2.68), we get
\[
F \nabla(s) = \frac{f \left( \frac{1}{\sigma}, 0 \right)}{s} + \bar{v}(s) \in \Sigma
\]

and
\[
\| F \nabla \|_\Sigma \leq \| \frac{f \left( \frac{1}{\sigma}, 0 \right)}{s} \|_\Sigma + \| \bar{v} \|_\Sigma
\]
Theorem 2.5. There exist \( R = R(n, k, \mathcal{C}, \| f \|_{C^{\alpha}(\mathcal{K})}) \geq 1 \) and \( \tilde{u} \in C^k_0[R, \infty) \) such that

\[
\Sigma = \left\{ \left( \frac{\tilde{u}(s)}{s} + \frac{f}{\sigma s} \right) \nu, s \right\} \bigg| \nu \in S^{n-1}, s \in [R, \infty) \right. 
\]
is a rotationally symmetric $f$ self-shrinker which is $C^k$ asymptotic to $C$ at infinity. In addition, the corresponding self-similar solution to the $f$ curvature flow is given by

$$\Sigma_t = \sqrt{-t} \Sigma = \left\{ \left( \sigma s - t \frac{f(\sqrt{-t})}{\sigma s} + \circ \hat{u}_t(s), \nu, s \right) \middle| \nu \in S^{n-1}, s \in [\sqrt{-t}R, \infty) \right\}$$

for $t \in [-1, 0)$, where $\circ \hat{u}_t(s) = \sqrt{-t} \hat{u}_t\left(\frac{s}{\sqrt{-t}}\right)$ satisfies

$$\| s^3 \hat{u}_t \|_{L^{\infty}[\sqrt{-t}R, \infty]} + \| s^4 \partial_s \hat{u}_t \|_{L^{\infty}[\sqrt{-t}R, \infty]} + \cdots + \| s^{k+2} \partial_s^{k-1} \hat{u}_t \|_{L^{\infty}[\sqrt{-t}R, \infty]} \leq C(n, k, C, \|f\|_{C^k(K)}) (-t)^2$$

$$\| s^{k+1} \partial_s^k \hat{u}_t \|_{L^{\infty}[\sqrt{-t}R, \infty]} \leq C(n, k, C, \|f\|_{C^k(K)}) (-t)$$

for all $t \in [-1, 0)$.
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