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Abstract

Scene flow in 3D point clouds plays an important role in understanding dynamic environments. Although significant advances have been made by deep neural networks, the performance is far from satisfactory as only per-point translational motion is considered, neglecting the constraints of the rigid motion in local regions. To address the issue, we propose to introduce the motion consistency to force the smoothness among neighboring points. In addition, constraints on the rigidity of the local transformation are also added by sharing unique rigid motion parameters for all points within each local region. To this end, a high-order CRFs based relation module (Con-HCRFs) is deployed to explore both point-wise smoothness and region-wise rigidity. To empower the CRFs to have a discriminative unary term, we also introduce a position-aware flow estimation module to be incorporated into the Con-HCRFs. Comprehensive experiments on FlyingThings3D and KITTI show that our proposed framework (HCRF-Flow) achieves state-of-the-art performance and significantly outperforms previous approaches substantially.

1. Introduction

Scene flow estimation \cite{37} aims to provide dense or semi-dense 3D vectors, representing the per-point 3D motion in two consecutive frames. The information provided has proven invaluable in analyzing dynamic scenes. Although significant advances have been made in the 2D optical flow, the counterpart in 3D point cloud is far more challenging. This is partly due to the irregularity and sparsity of the data, but also due to the diversity of the scene.

As pointed out in \cite{17}, most of the structures in the visual world are rigid or at least nearly so. Many previous top-performing approaches \cite{13, 5, 45, 26} simplify this task as a regression problem by estimating a point-wise translational motion. Although promising results have been achieved, the performance is far from satisfactory as the potential rigid motion constraints existing in the local region are ignored. As shown in Fig. 1(a), the results generated by the FlowNet3D \cite{13} are deformed and fail to maintain the local geometric smoothness. A straightforward remedy is to utilize pair-wise regularization to smooth the flow prediction. However, ignoring the potential rigid transformations

![Figure 1. The warped point cloud at the next frame based on different scene flow. Green points represent the point cloud at frame $t$. Red points are the warped results at frame $t + 1$ by adding scene flow back to corresponding green points. (a) scene flow produced by FlowNet3D \cite{13}; (b) scene flow produced by FlowNet3D and refined by a conventional CRF; (c) scene flow produced by FlowNet3D and refined by our continuous high order CRFs; (d) ground truth scene flow. The local structure of the warped point cloud is distorted in Flownet3d and the conventional CRF but preserved in our method.](image-url)
makes it hard to maintain the underlying spatial structure, as presented in Fig. 1(b).

To address this issue, we propose a novel framework termed HCRF-Flow, which consists of two components: a position-agnostic flow estimation module (PAFE) for per-point translational motion regression and a continuous high-order CRFs module (Con-HCRFs) for the refinement of the per-point predictions by considering both spatial smoothness and rigid transformation constraints. Specifically, in Con-HCRFs, a pairwise term is designed to encourage neighboring points with similar local structure to have similar motions. In addition, a novel high order term is designed to encourage each point in a local region to take a motion obeying the shared rigid motion parameters, i.e., translation and rotation parameters, in this region.

In point cloud scene flow estimation, it is challenging to aggregate the matching costs, which are calculated by comparing one point with its softly corresponding points. To encode this knowledge into the embedding features, we propose a position-aware flow embedding layer in the PAFE module. In the aggregation step, we introduce a pseudo matching pair that is applied to calculate the difference of the matching cost. For each softly corresponding pair, both its position information and the matching cost difference will be considered to output weights for aggregation.

Our main contributions can be summarized as follows:

- We propose a novel scene flow estimation framework HCRF-Flow by combining the strengths of DNNs and CRFs to perform a per-point translational motion regression and a refinement with both pairwise and region-level regularization;

- Formulating the rigid motion constraints as a high order term, we propose continuous high-order CRFs (Con-HCRFs) to model the interaction of points by imposing point-level and region-level consistency constraints.

- We present a novel position-aware flow estimation layer to build reliable matching costs and aggregate them based on both position information and matching cost differences.

- Our proposed HCRF-Flow significantly outperforms the state-of-the-art on both FlyingThings3D and KITTI Scene Flow 2015 datasets. In particular, we achieve Acc3DR scores of 95.07% and 94.44% on FlyingThings3D and KITTI, respectively.

1.1. Related work

Scene flow from RGB or RGB-D images  Scene flow is first proposed in [37] to represent the three-dimensional motion field of points in a scene. Many works [8, 25, 32, 36, 38, 39, 40, 20, 16, 29, 6] try to recover scene flow from stereo RGB images or monocular RGB-D images. The local rigidity assumption has been applied in scene flow estimation from images. [39, 40, 20, 16] directly predict the rigidity parameter of each local region to produce scene flow estimates. [38, 29, 6] add a rigidity term into the energy function to constrain the scene flow estimation. Compared with them, our method is different in the following aspects: 1) our method formulates the rigidity constraint as a high order term in Con-HCRFs. It encourages the region-level rigidity of point-wise scene flow rather than directly computing rigidity parameters. Thus, our Con-HCRFs can be easily added to other point cloud scene flow estimation methods as a plug-in module to improve the rigidity of their predictions; 2) our method targets irregular and unordered point cloud data instead of well organized 2D images.

Deep scene flow from point clouds Some approaches [4, 35] estimate scene from point cloud via traditional techniques. Recently, inspired by the success of deep learning for point clouds, more works [5, 1, 13, 45, 26, 14, 42] have employed DNNs in this field. [13] estimates scene flow based on PointNet++ [28]. [5] proposes a sparse convolution architecture for scene flow learning, [45] designs a coarse-to-fine scene flow estimation framework, and [26] estimates the point translation by point matching. Despite achieving impressive performance, these methods neglect the rigidity constraints and estimate each point’s motion independently. Although the rigid motion for each point is computed in [1], the per-point rigid parameter is independently regressed by a DNN without fully considering its geometry constraints. Unlike previous methods, we design a novel Con-HCRFs to explicitly model both spatial smoothness and rigid motion constraints.

Deep learning on 3D point clouds Many works [27, 28, 34, 18, 44, 15, 41, 7] focus on learning directly on raw point clouds. PointNet [27] and PointNet++ [28] are the pioneering works which use shared Multi-Layer-Perception (MLP) to extract features and a max pooling to aggregate them. [7, 41] use the attention mechanism to produce aggregation weights. [7, 15] encode shape features from local geometry clues to improve the feature extraction. Inspired by these works, we propose a position-aware flow embedding layer to dynamically aggregate matching costs based on both position representations and matching cost differences for better matching cost aggregation.

Conditional random fields (CRFs) CRFs are a type of probabilistic graphical models, which are widely used to model the effects of interactions among examples in numerous vision tasks [10, 12, 2, 48, 46]. In point cloud processing, previous works [47, 33, 3] apply CRFs to discrete labeling tasks for spatial smoothness. In contrast to the CRFs in these works, the variables of Con-HCRFs are defined in a continuous domain, and two different relations are modeled by Con-HCRFs at the point level and the region level.
2. HCRF-Flow

2.1. Overview

In the task of point cloud scene flow estimation, the inputs are two point clouds at two consecutive frames: \( P^t = \{ p^t_i \}_{i=1}^{n_t} \) at frame \( t \) and \( P^{t+1} = \{ p^{t+1}_j \}_{j=1}^{n_{t+1}} \) at frame \( t + 1 \), where \( p^t_i, p^{t+1}_j \in \mathbb{R}^3 \) are 3D coordinates of individual points. Our goal is to predict the 3D displacement for each point \( i \) in \( P^t \), which describes the motion of each point \( i \) from frame \( t \) to frame \( t + 1 \). Unless otherwise stated, we use boldfaced uppercase and lowercase letters to denote matrices and column vectors, respectively.

As shown in Fig. 2, the HCRF-Flow consists of two components: a PAFE module for per-point initial scene flow and a Con-HCRFs module to refine the initial scene flow. Our proposed position-aware flow embedding layer is employed in the PAFE module to encode motion information. We build two different architectures of the PAFE module: one is designed by considering only single-scale feature (similar to FlowNet3D [27]). The other one introduces a pyramid architecture (similar to PointPWC-Net [45]).

2.2. Position-aware flow embedding layer

As shown in Fig. 3, the position-aware flow embedding layer aims to produce flow embedding \( e_i \) for each point \( p_i \) in \( P^t \). For each point \( p_i \), we first find neighbouring points \( N_{c}(i) \) around \( p_i \) in \( t+1 \) frame \( P^{t+1} \). Then, following [13], the matching cost between point \( p_i \) and a softly corresponding point \( p_j^{t+1} \) in \( N_{c}(i) \) are addressed as:

\[
\begin{align*}
  h_{ij} &= h(f_i, f_{j}^{t+1}, p_i - p_j) \\
  &\quad = h\left(f_i, f_{j}^{t+1}, p_i^{t+1} - p_i\right),
\end{align*}
\]

(1)

where \( f_i \) and \( f_j^{t+1} \) are the features for \( p_i \) and \( p_j^{t+1} \), respectively. \( h \) is a concatenation of its inputs followed by a MLP. After obtaining the matching costs for point \( p_i \), two sub-branches are followed: position encoding unit and pseudo-pairing unit, to produce weights for aggregation, as shown in Fig. 3.

**Pseudo-pairing unit** When aggregating the matching costs, this unit is designed to automatically select prominent ones by assigning them more weights. To this end, we compare each matching pair with a pseudo stationary pair and use the difference as a clue to measure the importance of this matching pair. The pseudo stationary pair represents the situation when this point does not move, i.e. the softly corresponding point is itself. Based on Eq. 1, the matching cost of the pseudo stationary pair for each point \( p_i \) can be defined as:

\[
\begin{align*}
  \bar{h}_i &= h(f_i, f_i, p_i - p_i) \\
  &\quad = h\left(f_i, f_i, p_i^{t+1} - p_i\right).
\end{align*}
\]

(2)

The matching cost difference between each matching pair and this pseudo pair can be expressed as:

\[
\begin{align*}
  u_{ij} &= h_{ij} - \bar{h}_i.
\end{align*}
\]

(3)

In subsequent aggregation procedure, the matching cost difference \( u_{ij} \) will be treated as a feature to produce aggregation weights for each matching cost.

**Position encoding unit** Further, to improve the ability of our aggregation, we incorporate the position representations into the aggregation procedure as a significant factor in producing soft weights. Specifically, inspired by [31] and [7],
for each matching pair $p_i^t$ and $p_i^{t+1}$, we utilize 3D Euclidean distance, the absolute and relative coordinates as position information to encode the position representation $s_{ij}$, which can be expressed as:
\[
s_{ij} = M_s(p_i^t \oplus p_i^{t+1} \oplus (p_i^t - p_i^{t+1}) \oplus \|p_i^t - p_i^{t+1}\|),
\]
where $M_s(\cdot)$ is a MLP to map the position information into the position representation, $\oplus$ is the concatenation operation, and $\|\cdot\|$ computes the Euclidean distance between the two points.

Given the matching cost difference and the position representation, we design a shared function $M_a(\cdot)$ to produce a unique weight vector for each matching cost for aggregation. Specifically, the function $M_a(\cdot)$ is composed of a MLP followed by a softmax operation to normalize the weights across all matching costs in a set. The normalized weight for each matching cost $h_{ij}$ can be written as:
\[
w_{ij} = M_a(u_{ij} \oplus s_{ij}).
\]

Therefore, for each point $p_i$, according to the learned aggregation weights, the final flow embedding for point $p_i^t$ can be expressed as:
\[
e_i = \sum_{j \in N_c(i)} w_{ij} \otimes h_{ij},
\]
where $\otimes$ is the element-wise multiplication and $N_c(i)$ is the set of softly corresponding points for point $p_i^t$ in next frame.

3. Continuous High-Order CRFs

In this section, we introduce the details of our continuous high order CRFs. We first formulate the problem of scene flow refinement. Then, we describe the details of three kinds of potential functions involved in the Con-HCRFs. Lastly, we discuss how to utilize mean field theory to approximate the Con-HCRFs distribution and obtain the final iterative inference algorithm.

3.1. Overview

Take a point cloud $P$ with $n$ points, indexed $1, 2, ..., n$. In the scene flow refinement, we attempt to assign every point a refined 3D displacement based on the initial scene flow produced by the PAFE module. Let $Y = [y_1, y_2, ..., y_n]$ be a matrix of 3D displacements corresponding to all $n$ points in point cloud $P$, where each $y_i \in \mathbb{R}^3$. Following [12, 30], we model the conditional probability distribution with the following density function $Pr(Y|P) = \frac{1}{Z(P)} \exp(-E(Y|P))$. Here $E$ is the energy function and $Z$ is the partition function defined as: $Z(P) = \int \exp(-E(Y|P))dY$.

Different from conventional CRFs, the Con-HCRFs proposed in this paper contains a novel high order potential that performs rigid motion constraints in each local region. Specifically, the energy function is defined as:

\[
E(Y|P) = \sum_i \psi^U(y_i, P) + \sum_{i,j \in N(i)} \psi^B(y_i, y_j, P) + \sum_{V \in V_{\text{set}}} \sum_{y \in V} \psi^{SV}(y, Y_{V-i}, P),
\]

where $N(i)$ represents the set of neighboring points of center point $i$; $V_{\text{set}}$ represents the set of rigid regions in the whole point cloud and $Y_{V-i}$ is a matrix composed by the scene flow of points belonging to the region $V$ with the point $i$ excluded. And the point set without the point $i$ is denoted as $V - i$. The unary term $\psi^U$ encourages the refined scene flow to be consistent with the initial scene flow. The pairwise term $\psi^B$ encourages neighboring points with similar local structure to take similar displacements. The high order term $\psi^{SV}$ encourages points belonging to the same rigid region to share the same rigid motion parameters. In this paper, we use over-segmentation method to segment the entire point cloud into a series of supervoxels and treat each supervoxel as the rigid region in the high order term. An illustration is shown in Fig. 4. We drop the conditioning on $P$ in the rest of this paper for convenience.

3.2. Potential functions

Unary potential The unary potential is constructed from the initial scene flow by considering $L^2$ norm:
\[
\psi^U(y_i) = \|y_i - z_i\|_2^2,
\]
where $z_i$ represents the initial 3D displacement at point $i$ produced by PAFE module; $\|\cdot\|_2$ denotes the $L^2$ norm of a vector.

Pairwise potential The pairwise potential is constructed from $C$ types of similarity observations to describe the relation between pairs of hidden variables $y_i$ and $y_j$:
\[
\psi^B(y_i, y_j) = \sum_{c=1}^C \alpha_c K^{(c)}_{ij} \|y_i - y_j\|_2^2,
\]
where $K_{ij}^{(c)}$ is a weight to specify the relation between the points $i$ and $j$; $\alpha_c$ denotes the coefficient for each similarity measure. Specifically, we set weight $K_{ij}^{(c)}$ depending on a Gaussian kernel $K_{ij}^{(c)} = \exp(-\|k_i^c - k_j^c\|_2^2 / 2\sigma^2)$, where $k_i^c$ and $k_j^c$ indicate the features of neighboring points $i$ and $j$ associating with similarity measure $c$; $\theta$ is the kernel’s bandwidth parameter. In this paper, we use point position and surface normal as the observations to construct two Gaussian kernels.

**High order potential**  For the high order potential term, we want to explore the effects of interactions among points in a supervoxel. According to the rigid motion constraint, the high order potential term in CRF can be defined as:

$$\psi^{SV}(y_i, Y_{V-i}) = \beta \| y_i - g(p_i, Y_{V-i}) \|_2^2,$$  \hspace{1cm} (10)

where $g(p_i, Y_{V-i})$ is a displacement produced by a function $g(\cdot, \cdot)$, where shared rigid motion parameters will be computed by $Y_{V-i}$ and the displacement for point $i$ obeying the shared parameters can be obtained by applying the shared parameters back to the original position $p_i$. $\beta$ is a coefficient. In the following, we will give details about the computation of $g(p_i, Y_{V-i})$.

In a rigid region $V$, given point $i$, we denote the points in region $V$ not containing the point $i$ as $P_{V-i} = \{p_j \in P | j \in V-i \}$ and the corresponding 3D displacements as $Y_{V-i} = \{y_j \in Y | j \in V-i \}$. The warped positions in the next frame can be obtained by frame back to the corresponding positions in frame $t^*$:

$$D_{V-i} = \{d_j(y_j) = p_j + y_j | j \in V-i \}.$$  \hspace{1cm} (11)

The possible rigid transformation from $P_{V-i}$ to $D_{V-i}$ can be defined as $[R, t]$ where $R \in SO(3)$ and $t \in \mathbb{R}^3$. Inspired by the work [43] in point cloud registration, we can minimize the mean-squared error $E^{rigid}(R, t; Y_{V-i})$ to find the most suitable rigid motion parameters $[R^*(Y_{V-i}), t^*(Y_{V-i})]$ to describe the motion $Y_{V-i}$:

$$E^{rigid}(R, t; Y_{V-i}) = \frac{1}{N_{V-i}} \sum_{j=1}^{N_{V-i}} \| R p_j + t - d_j(y_j) \|_2^2,$$  \hspace{1cm} (12)

$$[R^*(Y_{V-i}), t^*(Y_{V-i})] = \arg \min_{R,t} E^{rigid}(R, t; Y_{V-i}),$$  \hspace{1cm} (13)

where $N_{V-i}$ is the number of points in region $V$ with the point $i$ excluded.

Define centers of $P_{V-i}$ and $D_{V-i}$ as $\bar{p}_{V-i} = \frac{1}{N_{V-i}} \sum_{j=1}^{N_{V-i}} p_j$ and $\bar{d}_{V-i} = \frac{1}{N_{V-i}} \sum_{j=1}^{N_{V-i}} d_j$, respectively. Then the cross-covariance matrix $H_{V-i}$ can be written as: $H_{V-i} = \sum_{j=1}^{N_{V-i}} (p_j - \bar{p}_{V-i})(d_j - \bar{d}_{V-i})^T$. Using the the singular value decomposition (SVD) to decompose $H_{V-i} = U_{V-i} S_{V-i} V_{V-i}^T$, we can get the closed-form solutions of $E^{rigid}(\cdot, \cdot)$, written as:

$$R^*(Y_{V-i}) = V_{V-i} U_{V-i}^T$$

$$t^*(Y_{V-i}) = -R^*(Y_{V-i}) \bar{p}_{V-i} + \bar{d}_{V-i}.$$  \hspace{1cm} (14)

When treating the most suitable parameters $[R^*(Y_{V-i}), t^*(Y_{V-i})]$ as the shared rigid motion parameters by all points in region $V$, the displacement that satisfies the rigid motion constraints for point $i$ is given by:

$$g(p_i, Y_{V-i}) = R^*(Y_{V-i}) p_i + t^*(Y_{V-i}) - p_i.$$  \hspace{1cm} (15)

### 3.3. Inference

In order to produce the most probable scene flow, we should solve the MAP inference problem for $Pr(Y)$. Following [30], we approximate the original conditional distribution $Pr(Y)$ by mean field theory [9]. Thus, the distribution $Pr(Y)$ is approximated by a product of independent marginals, i.e., $Q(Y) = \prod_{i=1}^{n} Q_i(y_i)$. By minimizing the KL-divergence between $Pr$ and $Q$, the solution for $Q$ can be written as: $\log(Q_i(y_i)) = E_{j \neq i}[Pr(Y)] + const$, where $E_{j \neq i}$ represents an expectation under $Q$ distributions over all variable $y_j$ for $j \neq i$.

Following [30], we represent each $\log(Q_i(y_i))$ as a multivariate normal distribution, the mean field update for mean $\hat{\mu}_i$ and normalization parameter $\sigma_i$ can be written as:

$$\sigma_i = \frac{1}{2(1 + 2 \sum_{c=1}^{C} \sum_{j \in N(i)} \alpha_c K_{ij}^{(c)} + \beta)},$$  \hspace{1cm} (16)

$$\hat{\mu}_i = 2\sigma_i(s_i + 2 \sum_{c=1}^{C} \sum_{j \in N(i)} \alpha_c K_{ij}^{(c)} \mu_j + \gamma(g(p_i, M_{V-i}))),$$  \hspace{1cm} (17)

where $M_{V-i}$ is a set of mean $\mu_j$ for all $j \in V-i$; $\sigma_i$ is the diagonal element of covariance $\Sigma_i$. The detailed derivation of the inference algorithm can be found in supplementary. We observe that there usually exist hundreds of points in a supervoxel, which makes the rigid parameters computed on all points in the supervoxel excluding the point $i$ vary close to the rigid parameters computed on all points in the supervoxel, i.e., $[R^*(M_{V-i}), t^*(M_{V-i})]$ is vary close to $[R^*(M_V), t^*(M_{V})]$. Thus, in practice, we approximate $g(p_i, M_{V-i})$ in Eq. 17 with $g(p_i, M_{V})$, and the approximated mean $\mu_i$ is:

$$\mu_i = 2\sigma_i(s_i + 2 \sum_{c=1}^{C} \sum_{j \in N(i)} \alpha_c K_{ij}^{(c)} \mu_j + \gamma(g(p_i, M_{V}))).$$  \hspace{1cm} (18)

After this approximation, we only need to calculate a set of rigid motion parameters for each supervoxel rather than for each point, which greatly reduces the time complexity.

In the MAP inference, since we approximate $Pr$ with $Q$, an estimate of each $y_i$ can be obtained by computing the expected value $\mu_i$ of the Gaussian distribution $Q_i$:

$$y'_i = \arg \max_{y_i} Q_i(y_i) = \mu_i.$$  \hspace{1cm} (19)

The inference procedure of our Con-HCRFs can be clearly sketched in Algorithm 1.
Moreover, thanks to the differentiable SVD function provided by PyTorch [24], the mean field update operation is differentiable in our inference procedure. Therefore, following [49, 46], our mean field algorithm can be fully integrated with deep learning models, which ensures the end-to-end training of the whole framework.

4. Experiments

In this section, we first train and evaluate our method on the synthetic FlyingThings3D dataset in Sec. 4.1, and then in Sec. 4.2 we test the generalization ability of our method on real-world KITTI dataset without fine-tuning. In Sec. 4.3, we validate the generality of our Con-HCRFs on other networks. Finally, we conduct ablation studies to analyze the contribution of each component in Sec. 4.4.

In Sec. 4.3, we validate the generality of our Con-HCRFs on real-world KITTI dataset without fine-tuning. We train our models on one quarter of the training set (4,910 pairs) and evaluate on the whole test set (3,824 pairs).

Referring to PointPWC-Net [45], we build a pyramid PAFE module, PAFE, and corresponding HCRF-Flow framework, HCRF-Flow. Note that, compared with original architecture in [45], there are three adjustments in our PAFE: 1) we replace the MLPs in level 0 with a set conv [13]; 2) we replace all PointConvs [44] with set convs [13]; 3) we replace cost volume layers [45] with our position-aware flow embedding layers. In Con-HCRFs, we utilize the algorithm proposed in [11] for supervoxel segmentation. During training, we first train our PAFE with a multi-scale loss function used in [45]. Then we add the Con-HCRFs to PAFE for fine-tuning. More implementation details are in supplementary.

The quantitative evaluation results on the FlyingThings3D are shown in Table 1. We compare our method with four baseline models: FlowNet3D [13], HPLFlowNet [5], PointPWC-Net [45], and FLTO [26]. As shown in Table 1, our PAFE module outperforms the above four methods. Further, adding Con-HCRFs and fine-tuning on FlyingThings3D, the final method, HCRF-Flow, achieves the best performance on all metrics. Qualitative results are shown in Fig. 5.

4.1. Results on FlyingThings3D

FlyingThings3D [19] is a large-scale synthetic dataset. We follow [5] to build the training set and the test set. Our method takes \( n = 8,192 \) points in each point cloud as input. We train our models on one quarter of the training set (4,910 pairs) and evaluate on the whole test set (3,824 pairs).

In this section, we study the generalization ability of Con-HCRFs by applying it to the other scene flow estimation models as a post-processing module. We evaluate the performance of our proposed Con-HCRFs with

\[
\text{Algorithm 1 Mean field in Con-HCRFs}
\]

Input: Coarse scene flow \( Z; \) Coordinates of point cloud \( P; \)

Output: Refined scene flow \( Y^*; \)

Procedure:

1. \( \mu_i \leftarrow z_i \) for all \( i; \)

2. while not converged do

3. Compute \( [R^*(M_Y), t^*(M_Y)] \) for supervoxel \( Y; \)

4. \( \hat{\mu}_i \leftarrow R^*(M_Y)p_i + t^*(M_Y) - p_i; \)

5. \( \hat{\mu}_i \leftarrow \sum_{j \in N(i)} K_{ij}(c) \mu_j; \)

6. \( \hat{\sigma}_i \leftarrow \sum_{j \in N(i)} K_{ij}(c); \)

7. \( \bar{\mu}_i \leftarrow z_i + 2 \sum_{c} \alpha_c \hat{\mu}_i(c) + \beta \hat{\mu}_i; \)

8. \( \bar{\sigma}_i \leftarrow 1 + 2 \sum_{c} \alpha_c \hat{\sigma}_i(c) + \beta; \)

9. \( \mu_i \leftarrow \frac{1}{\bar{\sigma}_i} \bar{\mu}_i; \)

10. end while

11. \( y_i^* \leftarrow \mu_i \) for all \( i. \)
Table 1. Evaluation results on FlyingThings3D and KITTI Scene Flow 2015. Our model outperforms all baselines on all evaluation metrics. Especially, the good performance on KITTI shows the generalization ability of our method.

| Dataset   | Method                  | EPE3D↓ | Acc3DS↑ | Acc3DR↑ | Outliers3D↓ | EPE2D↓ | Acc2D↑ |
|-----------|-------------------------|--------|---------|---------|------------|--------|-------|
| FlyingThings3D | FlowNet3D [13]             | 0.0886 | 41.63   | 81.61   | 58.62      | 4.7142 | 60.10 |
|            | HPLFlowNet [5]           | 0.0804 | 61.44   | 85.55   | 42.87      | 4.6723 | 67.64 |
|            | PointPWC-Net [45]       | 0.0588 | 73.79   | 92.76   | 34.24      | 3.2390 | 79.94 |
|            | FLOT [26]               | 0.0520 | 73.20   | 92.70   | 35.70      | - -    | - -   |
|            | Ours (PAFE module)      | 0.0535 | 78.90   | 94.93   | 30.51      | 2.8253 | 83.46 |
|            | Ours (HCRF-Flow)        | 0.0488 | 83.37   | 95.07   | 26.14      | 2.5652 | 87.04 |

| KITTI     | FlowNet3D [13]             | 0.1069 | 42.77   | 79.78   | 41.38      | 4.3424 | 57.51 |
|            | HPLFlowNet [5]           | 0.1169 | 47.83   | 77.76   | 41.03      | 4.8055 | 59.38 |
|            | PointPWC-Net [45]       | 0.0694 | 72.81   | 88.84   | 26.48      | 3.0062 | 76.73 |
|            | FLOT [26]               | 0.0560 | 75.50   | 90.80   | 24.20      | - -    | - -   |
|            | Ours (PAFE module)      | 0.0646 | 80.29   | 93.47   | 20.24      | 2.4829 | 80.80 |
|            | Ours (HCRF-Flow)        | 0.0531 | 86.31   | 94.44   | 17.97      | 2.0700 | 86.56 |

Figure 5. Qualitative results on FlyingThings3D (top) and KITTI (bottom). Blue points are point cloud at frame t. Green points are the warped results at frame t + 1 for the points, whose predicted displacements are measured as correct by Acc3DR. For the incorrect predictions, we use the ground-truth scene flow to replace them. And the ground truth warped results are shown as red points.

Table 2. Generalization results of Con-HCRFs on FlowNet3D and FLOT models. ∆ denotes the difference in metrics with respect to each original model. Although built upon strong baselines, our proposed Con-HCRFs boost the performance of each baseline by a large margin on the two datasets.

| Dataset   | Method                  | Acc3DS↑ | ∆Acc3DS |
|-----------|-------------------------|---------|---------|
| FlyingThings3D | FlowNet3D [13]             | 41.63   | 0.0     |
|            | + Con-HCRFs             | 47.01   | + 5.38  |
|            | FLOT [26]               | 73.20   | 0.0     |
|            | + Con-HCRFs             | 78.63   | + 5.43  |
| KITTI     | FlowNet3D [13]             | 42.77   | 0.0     |
|            | + Con-HCRFs             | 46.90   | + 4.13  |
|            | FLOT [26]               | 75.50   | 0.0     |
|            | + Con-HCRFs             | 85.44   | + 9.94  |

FlowNet3D [13] and FLOT [26], which have shown strong capability on both challenging synthetic data from FlyingThings3D and real Lidar scans from KITTI. The results are presented in Table 2. Although built upon strong baselines, our proposed Con-HCRFs boost the performance of each baseline by a large margin on both datasets, demonstrating the strong robustness and generalization.

4.4. Ablation studies

In this section, we provide a detailed analysis of every component in our method. All experiments are conducted in the FlyingThings3D dataset. Besides the pyramid models, PAFE and HCRF-Flow, for comprehensive analysis, we also evaluate the performance of each component when used in single-scale models, PAFE-S and HCRF-Flow-S. These models are designed referring to FlowNet3D [13].

Ablation for position-aware flow embedding layer. We explore the effect of the aggregation strategy on our position-aware flow embedding layer. This strategy is introduced to dynamically aggregate the matching costs considering position information and matching cost differences. As shown in Table 3, for the two baselines, when applying both the pseudo-pairing unit and the position encoding unit to the flow embedding layer, the performance in Acc3DS can be improved by around 8. Moreover, to verify the effectiveness of the pseudo pair, we design a naive dynamic aggregation unit, denoted as NDA, which directly produces weights from matching costs rather than the matching cost difference between each matching pair and this pseudo pair. As shown in Table 3, after replacing PP with NDA, the improvement in Acc3DS decreases from 6.79 to 2.62. Thus, the pseudo-pairing unit is a better choice for this task.

Ablation for Con-HCRFs. To ensure the spatial smoothness and the local rigidity of the final predictions, we propose continuous CRFs with a novel high order term. The ablation results for Con-HCRFs are presented in Table 4.
Table 3. Ablation study for position-aware flow embedding layer.

| Method                    | PP | PE | NDA | Acc3DS† | ∆Acc3DS |
|---------------------------|----|----|-----|---------|---------|
| Single-scale baseline     | ✓  | ✓  | ✓   | 41.63   | 0.00    |
| +NDA                      | ✓  | ✓  | ✓   | 44.25   | +2.62   |
| +PP                       | ✓  | ✓  | ✓   | 48.42   | +6.79   |
| +PP+PE (PAFE-S module)    | ✓  | ✓  | ✓   | 50.08   | +8.45   |
| Pyramid baseline          | ✓  | ✓  | ✓   | 69.94   | 0.0     |
| +PP+PE (PAFE module)      | ✓  | ✓  | ✓   | 78.90   | +8.96   |

Table 4. Ablation study for Con-HCRFs. **Unary**: unary term. **Pair**: pairwise term. **High-order**: our proposed high order term. **naive Region**: a naive regional term designed as a reference to verify the effectiveness of our high order term. ∆ denotes the difference in metrics with respect to PAFE or PAFE-S module, whose details are introduced in Table 3. † means jointly optimizing Con-HCRFs and PAFE modules.

| Method                                    | Acc3DS† | ∆Acc3DS |
|-------------------------------------------|---------|---------|
| PAFE-S module                             | 50.08   | 0.00    |
| + (Unary+Pair)                            | 50.24   | +0.16   |
| + (Unary+Pair+naive Region)               | 48.10   | -1.98   |
| + (Unary+Pair+High-order) Con-HCRFs†      | 54.51   | +4.43   |
| + (Unary+Pair+High-order) Con-HCRFs       | 56.29   | +6.21   |
| PAFE module                               | 78.90   | 0.00    |
| + (Unary+Pair+High-order) Con-HCRFs†      | 81.39   | +2.49   |
| + (Unary+Pair+High-order) Con-HCRFs       | 83.37   | +4.47   |

With the help of a pairwise term, denoted as (Unary+Pair), the performance gains a slight improvement due to the fact that this pairwise term aims at spatial smoothness but ignores the potential rigid motion constraints. Our proposed Con-HCRFs module, which formulates the rigid motion constraints as its high order term, boosts the performance by a large margin for PAFE-S and PAFE modules. After jointly optimizing Con-HCRFs and PAFE modules, we observe further improvement.

**Can we replace the rigid motion constraints by a region-level smoothness in a supervoxel?**

We want to explore whether the rigid motion constraint is a good approach to model the relations among points in a supervoxel. Instead of sharing unique rigid motion parameters, a straightforward approach is to encourage the points among a rigid region to share the same motion, i.e., encourage region-level smoothness in a supervoxel. To this end, we design a naive regional term as:

\[ \psi_{\text{naive}}(y_i, Y_V) = \beta \| y_i - g_{\text{naive}}(p_i, Y_V) \|^2 \]

where \( g_{\text{naive}}(p_i, Y_V) \) is an average of \( Y_V \) over all points in \( V \). The results are shown in Table 4, denoted as (Unary+Pair+naive Region). As it only enforces spatial smoothness in a region and fails to model suitable dependencies among points in this rigid region, this kind of CRFs is ineffective and even worsens the performance. In contrast, when applying our proposed Con-HCRFs, the final scene flow shows significant improvements.

**Speed analysis of Con-HCRFs**

Table 5 reports the average runtime of each component of Con-HCRFs tested on a single 1080ti GPU. As shown in Table 5, the Con-HCRFs takes 0.2s to process a scene with 8192 points. The speed of Con-HCRFs is similar to DenseCRF [10], which also takes about 0.2s to process a 320x213 image. Additionally, due to the approximate computation that we apply in the high order term, this term only takes 0.1s for a scene. In contrast, the time for the term will dramatically increase from 0.1s to 14s, if the rigid motion parameters are calculated for each point instead of supervoxel. The large gap of runtime shows that the approximation discussed in Sec. 3.3 can significantly boost the efficiency of our Con-HCRFs.

**Impact of supervoxel sizes.** To illustrate the sensitivity to supervoxel sizes, we test our method when facing supervoxels with different point numbers. As shown in Table 6, the method achieves the best performance when the desired point number of each supervoxel is set to a range of 140 to 200.

**5. Conclusions**

In this paper, we have proposed a novel point cloud scene flow estimation method, termed HCRF-Flow, by incorporating the strengths of DNNs and CRFs to perform translational motion regression on each point and operate refinement with both pairwise and region-level regularization. Formulating the rigid motion constraints as a high order term, we propose a novel high-order CRF based relation module (Con-HCRFs) considering both point-level and region-level consistency. In addition, we design a position-aware flow estimation layer for better matching cost aggregation. Experimental results on FlyingThings3D and KITTI datasets show that our proposed method performs favorably against comparison methods. We have also shown the generality of our Con-HCRFs on other point cloud scene flow estimation methods.
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