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Abstract

This paper presents an adaptive haptic shared control framework wherein a driver and an automation system are physically connected through a motorized steering wheel. The automation system is modeled as an intelligent agent that is not only capable of making decisions but also monitoring the human’s behavior and adjusting its behavior accordingly. To enable the automation system to smoothly exchange the control authority with the human partner, this paper introduces a novel self-regulating impedance controller for the automation system. To determine an optimal modulation policy, a cost function is defined. The terms of the cost function are assigned to minimize the performance error and reduce the disagreement between the human and automation system. To solve the optimal control problem, we employed a nonlinear model predictive approach and used the continuation generalized minimum residual method to solve the nonlinear cost function. To demonstrate the effectiveness of the proposed approach, simulation studies consider a scenario where the human and the automation system both detect an obstacle and negotiate on controlling the steering wheel so that the obstacle can be avoided safely. The simulations involve four interaction modes addressing the cooperation status (cooperative and uncooperative) and the desired direction of the control transfer (active safety and autopilot). The results of the numerical studies show that when the au-
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When the human’s control command is insufficient, by modulating and adopting larger values for the impedance controller parameters, the automation system gains the control authority and ensures the safety of the obstacle avoidance task.
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1. Introduction

Haptic shared control paradigms have a wide range of applications from transformative technologies in which a fully autonomous system is not yet accessible/feasible (e.g., service robots, semi-autonomous vehicles, smart manufacturing) to applications where human-robot interactions are inevitable, or even desirable (e.g., rehabilitative devices, care robots, and educational robots) [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. In a haptic shared control paradigm, both humans and co-robots can simultaneously exert their control inputs, and by virtue of haptic feedback continuously, monitors each other’s actions. Traditionally, haptic shared control paradigms consist of interactive robots that were designed to act mainly as reactive followers where the robot (with some level of autonomy) followed the human’s commands [12, 13, 14]. However, this type of master-servant arrangement does not capture the sense of partnership [15, 16, 17] that we mean when we speak of two humans cooperatively moving a piece of furniture. Nowadays, with recent advancements in robotics and artificial intelligence, a co-robot as a pro-active partner can be designed to monitor human actions, communicate its behavior, and even communicate and exchange roles with a human partner [18, 19].

To enable co-robots to comprehend how human behaviors change during the interaction, a wide range of research has been devoted to human-human interaction...
tion to learn from the behavioral mechanisms that humans utilize. For instance, Reed and Peshkin studied human-human interaction and recognize different humans select different patterns for interaction [18]. Stefanov et al. defined two roles of conductor and executor in the execution of a haptic task [20]. Orguz et al. proposed a haptic negotiation framework to address the role exchange in a dynamic task [21] [22]. In these preceding studies, it was shown that the role arbitration could dynamically change between the human and co-robot during task execution. Specifically, the role exchanges aim to either increase the robots autonomy level at the expense of the humans authority; we call this interaction mode the active safety mode; or, conversely, increase the humans control over the shared activity at the expense of the robots autonomy; we call this interaction mode the autopilot mode. However, it is vital for an intuitive role arbitration that the co-robot smoothly transfer the control authority [23] [24]. To support smooth transfers of authority and harness the complementary features of human and automatic control, many of the efforts in this area has been devoted to the development of standard impedance control [25], force control [26], or hybrid interaction controllers [27] [28] for the co-robot. The quasi-static performance of these controllers is highly dependent on the choice of parameters, i.e., stiffness and damping [29]. In most cases, such parameters are preset, which limits the adaptation capability of co-robots to varying interaction modes. To improve the customizability feature of co-robots and enable them to naturally interact with different humans through a haptic interface and personalize their interactions based on recognizing the human’s preference in real-time, this paper introduces a novel self-regulating impedance controller.

To this end, we present the co-robot with a similar structure to the human partner. In particular, we consider the co-robot as a two-level hierarchical control structure. While the higher-level controller generates the co-robot desired reference (intent), the lower level is an impedance controller which its output is the co-robots control force/torque. We define a cost function to determine how co-robot impedance controller gains should be dynamically modulated so that a smooth transition of control authority can occur. The cost function maximizes
task performance while minimizing the disagreement between the human and co-
robot within different interaction modes. To solve the optimal control problem,
we utilize a nonlinear model-predictive control approach. Specifically, we em-
ployed the continuation generalized minimum residual (C/GMRES) solver that
provides an iterative algorithm to solve the nonlinear model predictive controller
\[30, 31, 32, 33\]. In this method, first, the optimal control problem is discretized
over the horizon. A differential equation is then obtained through the use of
the continuation method to update the sequence of control inputs \[33\]. Since
the differential equation involves a large linear equation, the GMRES method
\[34\] is employed to solve the linear equation. It is shown that the C/GMRES
requires much less computational expenses than other iterative methods such as
Newtons method. Moreover, C/GMRES involves no line search, which is also a
significant difference from standard optimization methods \[35\].

While the fundamental approaches and models proposed in this research can
be applied to a wide range of physical human robot systems, we select steering
control of semi-automated vehicles as a setup for exploring the proposed study.
We consider a scenario where the human and the automation system detect an
obstacle and negotiate on controlling the steering wheel so that the obstacle
can be avoided safely. To this end, the simulations involve four interaction
modes addressing the cooperation status (cooperative and uncooperative) and
the desired direction of the control transfer (active safety and autopilot).

The outline of this paper is as follows. In section \[2\] we model the adaptive
haptic shared control paradigm, and the equations of motions are derived. In
section \[3\] the problem of modulation of control authority is presented as an
optimal control problem. Specifically, we describe how the C/GMRES method
is used to determine an optimal modulation policy that allows a smooth tran-
sition of control authority. To demonstrate the effectiveness of the proposed
approach, a set of numerical simulations are illustrated in Section 4. Specifi-
cally, based on the cooperation status (cooperative and uncooperative) and the
desired direction of the control transfer (to automation or human), four inter-
action scenarios are defined. The numerical results compare the performance
of the proposed adaptive haptic shared control paradigm with a non-adaptive haptic shared control paradigm in the steering control task. Section 5 consists of the conclusions and the future directions for this research.

2. Adaptive Haptic Shared Control Framework

Figure 1 shows a schematic of an adaptive haptic shared control paradigm. Three entities each impose a torque on the steering wheel: a driver through his hands, an automation system through a motor, and the road through the steering linkage.

In this paper, we model the human and automation system with a similar structure. In particular, we model the driver as a hierarchical two-level controller. The upper-level control represents the cognitive controller, and its output, $\theta_H$, represents the driver’s intent. The lower-level represents the human’s biomechanics, $Z_H$, and is considered back-drivable [4]. To indicate that driver’s biomechanic parameters vary with changes in grip on the steering wheel, use of one hand or two, muscle co-contraction, or posture changes, we have drawn an arrow through human $Z_H$.

Similarly, the automation system is modeled as a higher-level controller (AI) coupled with a lower-level impedance controller. The automation system is also considered to be back-drivable, and the gains of the impedance controller, $Z_A$, are designed to be modest rather than infinite. In other words, the automation is not intended to behave as an ideal torque source; instead, the automation imposes its command torque $\tau_A$ through an impedance $Z_A$ that is approximately matched to the human impedance $Z_H$.

Furthermore, the reference signals $R_H$ and $R_A$ represent the goals of the driver and the automation system, respectively. It should be noted that these goals may not necessarily be the same, which is when the negotiation of control authority becomes essential. To generate algorithms that support the negotiation and dynamic transfer of the control authority between the human and co-robot, the robot can adjust its behavior at a higher level (changing intent) as
Fig. 1: A general model of control sharing between driver and automation.

well as in the lower level (changing $Z_A$). Specifically, from the model presented in Figure 1 it follows that the steering angle $\theta_S$ is not only a function of the humans intent $\theta_H$, automations intent $\theta_A$, and the road feedback torque $\tau_V$, but also its a function of human arm’s biomechanics $Z_H$ as well as the gains of the impedance controller $Z_A$ [36]. The crux of this paper lies in the design of a back-drivable impedance $Z_A$ such that it enhances the negotiation and transfer of control authority between the human and automation system. To this end, we present the equations of motion of the lower-level of the adaptive haptic shared control framework shown in Figure 2.

2.1. Equations of Motion

Figure 2-A shows a free body diagram of an adaptive haptic shared control paradigm consisting of a driver, a steering wheel, a steering shaft, and an automation system. Figure 2-A demonstrates a simplified model of a driver arms’ biomechanics in the form of a mass-spring-damper system connected to a massless cart representing the driver’s intent, $\theta_H$. The steering wheel is modeled as
a disk with a rotational inertia of $J_{SW}$. A differential torque sensor is modeled as a rotational spring with stiffness $K_T$ and connected to the steering wheel and steering shaft. The steering shaft is also considered as a rotational bar with the inertia of $J_S$ that is connected to the steering wheel on the left side, to the rack and pinion on the right side and the automation system through a timing belt with a mechanical advantage of $r_S/r_M$. The block diagram of the lower-level of the adaptive haptic shared control is also shown in Figure 2-B. In this block diagram, three signals of $\theta_H, \theta_A$, and $\tau_V$ are considered as exogenous signals; and two signals of differential torque $\tau_T$ and the steering shaft angle $\theta_S$ are measured. Figure 2-C shows an apparatus of a haptic steering wheel that can be used for implementing the proposed shared control scheme. To ensure the back-drivability of the automation system, a motor with a low-inertia and a pulley with a low mechanical advantage should be selected. The steering wheel is equipped with a torque transducer to measure the differential torque between the human and robot, and an encoder for measuring the steering column position and velocity.

It follows from Figure 2 that the equations of motion for the steering wheel, steering column and the motor can be expressed as

$$J_{SW} \ddot{\theta}_{SW} = \tau_H - \tau_T$$  
$$J_S \ddot{\theta}_S = \tau_T + \tau_V + \tau_{SM}$$  
$$J_M \ddot{\theta}_M = \tau_A - \tau_{MS}$$

where $\tau_{SM}$ and $\tau_{MS}$ represent the internal torque imposed by the timing belt. It should be noted that the kinematic and kinetic constraints imposed by the timing belt are $r_M \theta_M = r_S \theta_S$ and $r_M \tau_{SM} = r_S \tau_{MS}$.

Modeling the driver as a spring-mass-damper with a proximal motion source $\theta_H(t)$, the torque applied by the human is

$$\tau_H = -J_H \ddot{\theta}_{SW} + B_H (\dot{\theta}_H - \dot{\theta}_{SW}) + K_H (\theta_H - \theta_{SW})$$

where $J_H$, $B_H$, and $K_H$ are the inertia, damping and stiffness of the driver’s arm. Similarly, considering an impedance controller in the lower-level of the
Fig. 2: (A) Torque/intent block diagram for the general model of the shared driving control, (B) A block diagram is laid out to highlight the interaction ports between subsystems, (C) Experimental Platform
automation system, the torque generated by the motor can be presented as

$$\tau_A = B_A (\theta_A - \dot{\theta}_M) + K_A (\theta_A - \theta_M)$$

$$= B_A (\theta_A - \frac{r_S}{r_M} \dot{\theta}_s) + K_A (\theta_A - \frac{r_S}{r_M} \dot{\theta}_S) \quad (5)$$

where $K_A, B_A$ represent the gains of the impedance controller. Furthermore, it follows from Figure 2 that the torque measured by the torque sensor can be expressed as

$$\tau_T = K_T (\theta_{SW} - \theta_S) \quad (6)$$

It follows from Eq. (4) that human’s torque is not only a function of human’s intent $\theta_H$ but also the biomechanic parameters $Z_H$. By modulating these parameters, the human can either yield or retain the control authority. Similarly, algorithms can be developed to give the automation the ability to either yield authority or retain authority as a function of driver behavior and sensed threats to safety. To present how human’s bio-mechanics and the automation’s impedance controller parameters may evolve in time, we introduce the following simple but generic dynamic models as

$$\dot{Z}_H(t) = \alpha_H Z_H(t) + \beta_H \Gamma_H(t) \quad (7)$$

$$\dot{Z}_A(t) = \alpha_A Z_A(t) + \beta_A \Gamma_A(t) \quad (8)$$

where $Z_H = [B_H \ K_H]^T, Z_A = [B_A \ K_A]^T$, and $\Gamma_H = [\Gamma_{bH}(t) \ \Gamma_{kH}(t)]^T$ is the human’s control action for modulating his impedance $Z_H$ and $\Gamma_A = [\Gamma_{bA}(t) \ \Gamma_{kA}(t)]^T$ is the automation’s control input for modulating its impedance $Z_A$. Additionally,

$$\alpha_H = \begin{bmatrix} \alpha_{bH} & 0 \\ 0 & \alpha_{kH} \end{bmatrix}, \quad \beta_H = \begin{bmatrix} \beta_{bH} & 0 \\ 0 & \beta_{kH} \end{bmatrix}$$

$$\alpha_A = \begin{bmatrix} \alpha_{bA} & 0 \\ 0 & \alpha_{kA} \end{bmatrix}, \quad \beta_A = \begin{bmatrix} \beta_{bA} & 0 \\ 0 & \beta_{kA} \end{bmatrix}$$

where $\{\alpha_{bH}, \alpha_{kH}, \alpha_{bA}, \alpha_{kA}, \beta_{bH}, \beta_{kH}, \beta_{bA}, \beta_{kA}\}$ are constant parameters.

Ideally, to determine an optimal behavior for the automation system, optimization should be performed over all control signals of the automation system,
including (i.e., \( \theta_A, \Gamma_A \)). However, the focus of this paper is to determine \( \Gamma_A \) as a means for allocating the level of authority between the driver and the automation system.

By combining Eqs. (1-8), the dynamics interaction between human and automation system in the lower-level of the adaptive haptic shared control framework can be expressed as

\[
\dot{x}(t) = f(x(t), w(t)) + Bu(t),
\]

\[
y(t) = h(x(t))
\]  

where \( x = [\theta_{SW} \dot{\theta}_{SW} \theta_S \dot{\theta}_S B_H K_H B_A K_A]^T \), are the state of the system; \( u = [\Gamma_{BA}(t) \Gamma_{KA}(t)]^T \) are the control commands, and \( w = [\Gamma_{bH}(t) \Gamma_{kH}(t) \theta_H \theta_A \tau_V]^T \) are the exogenous signals, \( y = [\theta_S \tau_T K_H B_H K_A B_A]^T \) are measured variables, and

\[
f(x, w) = \begin{bmatrix}
\frac{\dot{\theta}_{SW}}{J_{SW} + J_H} \\
\frac{\dot{\theta}_S}{J_S + \left( \frac{\tau_T}{J_M} \right)^2 J_H} \\
\frac{\alpha_{bH} B_H + \beta_{bH} \Gamma_{bH}}{J_S + \left( \frac{\tau_T}{J_M} \right)^2 J_H} \\
\frac{\alpha_{kH} K_H + \beta_{kH} \Gamma_{kH}}{J_S + \left( \frac{\tau_T}{J_M} \right)^2 J_H} \\
\alpha_{bA} B_A \\
\alpha_{kA} K_A
\end{bmatrix}, B = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & \beta_{kA} \end{bmatrix}
\]  

3. Impedance Modulation Controller Design

In this section, we present a predictive controller that is used to modulate the automation’s impedance controller parameters to enhance the assistive behavior of the automation system. For the steering control problem, we define a nonlinear cost function \( J(t) \) in the form of

\[
\min_{\Gamma_A} J(t) = \int_t^{t+T} \{ \| \theta_H(t) - \theta_S(t) \|_w_1 + \| \theta_A(t) - \theta_S(t) \|_w_2 + \| \tau_T(t) \|_w_3 \} dt
\]
where $t_h$ is the defined horizon for the model predictive controller, $w_1$, $w_2$ and $w_3$ are weights matrices. The first term of the cost function aims to minimize the error between the human’s intent and the steering angle. Similarly, the second term of the cost function is defined to minimize the tracking error between the automation’s desired angle (automation’s intent) and the steering angle. Since the human’s and automation’s intent may not necessarily be the same, which is when the negotiation of control authority becomes important, the third term of the cost function is defined to minimize the disagreement between a driver and the automation system.

We define two sets of constraints for the nonlinear cost function $J$ to ensure the non-negative values for the gains of the impedance controller. In particular,

$$C_1(t) : \left\{ s_1^2 - B_A(t) = 0, B_A(t) \geq 0 \right\} \quad (13)$$

$$C_2(t) : \left\{ s_2^2 - K_A(t) = 0, K_A(t) \geq 0 \right\} \quad (14)$$

where $s_1$ and $s_2$ are slack variables. By using the non-negative slack variables in Eqs. (13) and (14), the inequality constraints will be transformed to the equality constraints.

To solve the nonlinear cost function described in Eq. (12) we discretize the equation of the dynamics system using the forward Euler method. Specifically,

$$x^{(k+1)} = x^{(k)} + T_s f \left( x^{(k)}, w^{(k)} \right) + T_s B u^{(k)} \quad (15)$$

where $T_s$ is the size of the time-step, $k$ is the number of time-step (considered as the current time-step), $x^{(k)}$, $w^{(k)}$ and $u^{(k)}$ are equal to $x(t = T_s k)$, $w(t = T_s k)$ and $u(t = T_s k)$, respectively. It should be noted that that higher order discretizations can be employed at the expense of the computational complexity. Furthermore, the cost function $J$ and the constraints $C_1$ and $C_2$ can be dis-
We also define a projection matrix $P$ as

$$
P_0 = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 & 0
\end{bmatrix}_{2 \times 12N_p}.
$$

Next, Let $H$ denote the Hamiltonian defined by

$$
H(x^{(k)}, w^{(k)}, u^{(k)}, \lambda^{(k)}, \mu^{(k)}) = T_s \left( \|\theta_H^{(k)} - \theta_S^{(k)}\|_{w_1} + \|\theta_A^{(k)} - \theta_S^{(k)}\|_{w_2} + \|T^{(k)}\|_{w_3} \right)
$$

subjected to:

$$
\begin{align*}
C_1^{(k)} &: \{ s_2^{(k)} - B_A^{(k)} = 0, \quad B_A^{(k)} \geq 0 \} \\
C_2^{(k)} &: \{ s_2^{(k)} - K_A^{(k)} = 0, \quad K_A^{(k)} \geq 0 \}
\end{align*}
$$

Next, we construct the discrete Lagrangian function as

$$
\mathcal{L}(X, U) = \sum_{j=1}^{N_p} H \left( x^{(k+j)}, w^{(k+j)}, u^{(k+j)}, \lambda^{(k+j)}, \mu^{(k+j)} \right)
$$

where $\lambda$ and $\mu$ are costate vector and Lagrange multiplier vector respectively.
It should be mentioned that by employing forward recursion the state variables \(x^{(k+j)}, j = 1, \ldots, N_p\) can be defined using the system dynamics. Furthermore, the co-states \(\lambda^{(k+j)}\) and Lagrange multipliers \(\mu^{(k+j)}\) can be determined employing back recursion from the final condition to the present time-step \((j = N_p, N_p - 1, \ldots, 1)\).

By applying the Karush-Kuhn-Tucker (KKT) first order necessary condition, the solution of nonlinear equations \(\frac{\partial H}{\partial \lambda} = 0, \frac{\partial H}{\partial u} = 0\) and \(\frac{\partial H}{\partial \mu} = 0\) construct the candidate optimal points. Therefore, to determine the optimal parameters of the impedance controller, the first order KKT vector \(F(X, U, t)\) for \(N_p\) horizon can be defined as

\[
F(X, U, t) = 0 \quad (22)
\]

3.1. Continuation method

To solve \(F(X, U, t) = 0\) with respect to the unknown vector \(U\), for each time-step, the C/GMRES method is employed [35]. In C/GMRES method,
instead of solving $F(X, U, t) = 0$, we select the proper initial value $U(0)$ and take the time derivative of Eq. (22) into account. Specifically, we define

$$\dot{F}(X, U, t) = A_s F(X, U, t)$$

where $A_s$ is a stable matrix (i.e. with negative eigenvalues). Differentiating the left side of Eq. (23) yields

$$F_U(X, U, T) \dot{U} = A_s F(X, U, t) - F_X(X, U, T) \dot{X} - \dot{F}(X, U, T)$$

If $F_U$ is non singular, we can obtain the differential equation for $\dot{U}$ as

$$\dot{U} = F_U^{-1} \left( A_s F(X, U, t) - F_X(X, U, T) \dot{X} - \dot{F}(X, U, T) \right)$$

3.2. Forward difference GMRES method

The calculation of Jacobians $F_x$, $F_U$ and $\dot{F}$ is computationally expensive. Instead to solve Eq. (25), we employed the forward-difference approximation to eliminate the calculation of the Jacobians. To this end, using the concept of forward difference, we approximate the products of Jacobians and some $L \in \mathbb{R}^{11 \times N_p}$, $M \in \mathbb{R}^{12 \times N_p}$, and $\omega \in \mathbb{R}$ and replaced it to Eq. (25) which results in:

$$D_h F \left( X, U, t : 0, \dot{U}, 0 \right) = b \left( X, \dot{X}, U, t \right)$$

where

$$b \left( X, \dot{X}, U, t \right) = A_s F(X, U, t) - D_h F \left( X, U, t : \dot{X}, 0, 1 \right)$$

$$D_h F \left( X, U, t : L, M, \omega \right) = \frac{F(X + hL, U + hM, t + h\omega) - F(X, U, t)}{h}$$

where $h$ is a positive real number, $D_h F \left( X, U, t : L, M, \omega \right)$ stands for the concept of forward difference for $F$. It should be noted that there is main difference between forward-difference approximation and finite-difference approximation with regards to computational expenses. The forward difference approximation of the products of the Jacobians and vectors can be calculated with only an additional evaluation of the function, which requires notably less computational burden than approximation of the Jacobians themselves. Since Eq. (26) is a
linear equation with respect to $\dot{U}$, we applied the forward difference GMRES method to solve it [34]. The details of this method is described in Algorithm ??.

### 3.3. Combination of continuation and GMRES

$\dot{U}$ is the output of the forward-difference GMRES algorithm, and integration of this value results in $U$ for the current time step. For a sampling time $\Delta t$ and integer value $\ell$, the continuation/GMRES method for nonlinear model predictive control is summarized as follow:

**Algorithm 1: Continuation/GMRES [35]**

1. $t := 0, \ell := 0$;
2. Select small value $\delta > 0$;
3. Find $U(0)$ for satisfying $\|F(X(0), U(0), 0)\| \leq \delta$;
4. In $t' \in [t, t + \Delta t)$ set $u(t') := P_0 U(\ell \Delta t)$;

At time $t + \Delta t$ by considering measured states $x(t + \Delta t)$ set

$$\Delta x_{\ell} = x_{\ell}(t + \Delta t) - x_{\ell}(t);$$

5. $U_{\text{int}} = U_{t_0}, U_{\text{int}} = \dot{U}((\ell - 1) \Delta t)$;
6. $\dot{U}((\ell + 1) \Delta t) := \text{FDGMRES}(X, \Delta x_{\ell}/\Delta t, U, U_{\text{int}}, h, I_{\max})$;
7. Set $U ((\ell + 1) \Delta t) = U ((\ell \Delta t) + \Delta t) \dot{U}((\ell \Delta t)$
8. Set $t := t + \Delta t, \ell := \ell + 1$ and go back to line (4)

It should be noted that the C/GMRES is an iterative method that solves Eq.(22) with respect to $\dot{U}$ only once at each sampling time and therefore, requires much less computational expenses than other iterative methods such as Newtons method. Moreover, C/GMRES involves no line search, which is also a significant difference from standard optimization methods [35].

Figure 3 shows the control architecture of the closed loop. The higher-level control consists of four main sections: interaction mode determination that defines the appropriate form of the cost function as well as the appropriate weights of each term in the cost function, human’s biomechanics identification that identifies the current state of $Z_H$, human’s intent detection that determines $\theta_H$ and
automation system’s motion planning that determine $\theta_A$. The outputs of the higher-level controller are fed to the automation’s lower-level control to determine the optimal $Z_A$. By modulating the automation’s impedance controller gains, the control authority dynamically exchanges between the human and automation, and subsequently $\theta_S$ follows the intents of humans or automation.

![Diagram](image)  

**Fig. 3:** The detailed block diagram of the adaptive haptic shared control paradigm including the higher level controller, the automation’s lower-level controller and Laplace block diagram of the haptic interface.

### 4. Simulation Studies and Discussions

In this section, we present a series of simulation studies demonstrating the effectiveness of the proposed controller in transferring the control authority between the driver and the automation system. The following simulations consider a scenario where the human and the automation system detect an obstacle and negotiate on controlling the steering wheel so that the obstacle can be avoided.
safely. To this end, the simulations involve two conditions when the control authority shifts from the human to the automation system (active safety mode), as well as when the control authority shifts from the automation system to human (auto-pilot mode). Also, we included two other conditions where the human and automation are in cooperative and uncooperative mode. In cooperative mode, the human and automation intents detect the obstacle and decide to avoid the obstacle by maneuvering in the same direction (same intent signs \( \text{sgn}(\theta_H) = \text{sgn}(\theta_A) \)). In uncooperative mode, humans and automation’s detect the obstacle but their intents have opposite signs (\( \text{sgn}(\theta_H) = -\text{sgn}(\theta_A) \)). Additionally, we assume no feedback from the road and consider \( \tau_V = 0 \) in the following examples. The numerical values for the parameters in the simulation are demonstrated in table (1).

Figure 4 demonstrates the steering angle and the measured torque \( \tau_T \) for a case when there is no automation system, and the driver acts alone. The driver’s intent is expressed by the following curve

\[
\theta_H = \begin{cases} 
0 & t < T_1 \\
\frac{W}{2} \cos\left(\frac{\pi}{T_2} t - \frac{T_1 + T_2 - T_3}{T_2} \pi\right) + \frac{W}{2} & T_1 < t < T_1 + T_2 \\
W & T_1 + T_2 < t < T_1 + T_2 + T_3 \\
\frac{W}{2} \cos\left(\frac{\pi}{T_2} t - \frac{T_1 + T_2 + T_3}{T_2} \pi\right) + \frac{W}{2} & T_1 + T_2 + T_3 < t < T_1 + 2T_2 + T_3 \\
0 & T_1 + 2T_2 + T_3 < t
\end{cases}
\]  

(29)

where \( T_1 = 1 \text{ sec}, T_2 = 5 \text{ sec}, T_3 = 2 \text{ sec} \) and \( W = 1 \text{ rad} \) are selected for the following examples. Note that in the following examples to illustrate the results clearly, we select \( |\theta_A| = 0.9|\theta_H| \).

It follows from Figure 4 that as the driver increases its stiffness and damping, the steering performance also increases. In particular, for three cases demonstrated in Figure 4, the mean \( \mu_e \) and the stand deviation \( \sigma_e \) of the performance error \( e = |\theta_H - \theta_S| \) are shown in table 2.

In the following simulations, we select the human arms’ bio-mechanics as
| Parameters                              | Variables | Interaction Modes | Units       |
|----------------------------------------|-----------|-------------------|-------------|
|                                        |           | Active safety     | Autopilot   |
| Activation coefficient of $k_A$        | $\beta_{k_A}$ | 1                 | 0.1         | -           |
| Activation coefficient of $b_A$        | $\beta_{b_A}$ | 1                 | 0.1         | -           |
| Memory coefficient of $k_A$            | $\alpha_{k_A}$ | -1                |             | -           |
| Memory coefficient of $b_A$            | $\alpha_{b_A}$ | -1                |             | -           |
| Driver arm’s stiffness                 | $K_H$    | 0.1               | 1           | N.m/rad     |
| Driver arm’s damping                   | $B_H$    | 0.1               | 0.5         | N.m.s/rad   |
| Driver arm’s inertia                   | $J_H$    | $1 \times 10^{-3}$ |             | kg.m$^2$    |
| Steering wheel inertia                 | $J_{SW}$ | $1 \times 10^{-2}$ |             | kg.m$^2$    |
| Steering column inertia                | $J_S$    | $1 \times 10^{-2}$ |             | kg.m$^2$    |
| Motor’s inertia                        | $J_M$    | $1 \times 10^{-3}$ |             | kg.m$^2$    |
| Torque sensor stiffness                | $K_T$    | 1000              |             | N.m/rad     |
| Timing belt mechanical advantage       | $r_S/r_M$ | 1                 |             | -           |
| Prediction horizon                     | $N_p$    | 10                |             | -           |
| Control horizon                        | $N_c$    | 10                |             | -           |
| The sample time                        | $T_S$    | $1 \times 10^{-2}$ |             | sec         |
| Maximum index                          | $I_{\text{max}}$ | 12                |             | -           |
| KKT vector norm range                  | $\delta$ | $5 \times 10^{-2}$ |             | -           |

Table 1: Numerical values for the system parameters in the simulation

| $Z_H$                                | $\mu_e$ | $\sigma_e$ |
|--------------------------------------|---------|------------|
| $[0.1 \ 0.1]^T$                      | 0.2327  | 0.1949     |
| $[0.3 \ 0.5]^T$                      | 0.0777  | 0.0651     |
| $[0.5 \ 1]^T$                        | 0.0426  | 0.0358     |

Table 2: The mean and standard deviation of the driver’s steering performance error for different values of $Z_H$
either $Z_H = [0.5 \ 1]^T$ representing a case when the human control command is sufficient or $Z_H = [0.1 \ 0.1]^T$ describing a situation when the driver’s control command is insufficient. When the human’s control command is sufficient (high $Z_H$), the automation system is designed to yield the control authority to the human operator. Specifically, we select the weights of the cost function to be $w_1 = 0.2\hat{I}_3$, $w_2 = 0_{3\times3}$ and $w_3 = 0.8\hat{I}_3$ where $\hat{I}$ is the identity matrix. With selecting these weights for the cost function, the automation system acts in an auto-pilot mode \cite{10}. On the other hand, when the human’s control command is insufficient (low $Z_H$), the automation system is designed to ensure the safety of the task by avoiding the obstacle. In particular, we select the weights of the cost function to be $w_1 = 0_{3\times3}$, $w_2 = 0.8\hat{I}_3$ and $w_3 = 0.2\hat{I}_3$. With choosing these weights for the cost function, the automation system acts in the active safety mode \cite{10}.

Figure 5 demonstrates the problem of control authority negotiation in uncooperative mode. Specifically, the interaction between the human and automation system in the adaptive haptic shared control paradigm is compared with the interaction in non-adaptive haptic shared control wherein the parameters
of the automation’s impedance controller are invariant. The first row shows the human’s intent $\theta_H$, the automation’s intent $\theta_A$, and the steering angle $\theta_S$. The second row shows the human’s torque $\tau_H$, the automation system’s torque $\tau_A$, and the torque measured by the torque sensor $\tau_T$. The third and fourth row shows the parameters of the damping and stiffness of the human arm and automation’s impedance controller, respectively. In this example, we select the human’s biomechanics to be $Z_H = [0.5 1]^T$. It follows from Figure 4 that with $Z_H = [0.5 1]^T$, the human’s control command is sufficient to maneuver the steering angle safely. Therefore, we select the weights of the cost function such that the automation acts in an auto-pilot mode [10] (i.e., $w_1 = 0.2I_3, w_2 = 0_{3x3}$ and $w_3 = 0.8I_3$). In this example, we assumed the automation system has an estimation of the human’s biomechanics and since the human adopted a high impedance, the automation yields the control authority to the human driver.

In a non-adaptive haptic shared control paradigm, the automation’s impedance controller parameters are selected to be the same as the driver ($Z_H = Z_A$). It follows from Figure 5-A and 5-B that in the non-adaptive haptic shared control paradigm when humans and automation are in the uncooperative mode, their control commands are opposite and cancel out each other ($\tau_A \approx -\tau_H$); and therefore, the steering angle is almost zero ($\theta_S \approx 0$). On the other hand, it follows from the Figures 5-C and 5-D that in the adaptive haptic shared control paradigm, the automation’s impedance controller parameters $Z_A$ are reduced to minimize the disagreement $\tau_T$. It follows from Figure 5-B that the disagreement between humans and automation is effectively smaller than the non-adaptive haptic shared control paradigm. Furthermore, since the human’s adopted impedance is sufficient, the steering angle $\theta_S$ command follows the human’s intent $\theta_H$.

Figure 6 also demonstrates the interaction between the driver and the automation system in the uncooperative mode in non-adaptive and adaptive haptic shared control paradigms. In this example, we selected the human’s biomechanics to be $Z_H = [0.1 0.1]^T$. It follows from Figure 4 that with $Z_H = [0.1 0.1]^T$, the human’s control command is insufficient to maneuver the steering angle
Fig. 5: The outputs of the driver and automation system interaction within non-adaptive and adaptive haptic shared control paradigms are compared. (A) driver intent (red), autonomous system intent (blue) and steering column angle (black) (B) Measured torque (black), human torque (red) and automation torque (blue) (C) Damping coefficients of the agents (D) Stiffness coefficients of the agents. The automation system act as autopilot in an uncooperative mode in the adaptive haptic shared control paradigm. By reducing the automation’s impedance controller gains, the automation system reduces the disagreement between the human and automation system.
safely. Therefore, we select the weights of the cost function such that the automation acts in an active safety mode \[10\] (i.e., \( w_1 = 0_{3 \times 3}, w_2 = 0.8I_3 \) and \( w_3 = 0.2I_3 \)). Similar to the previous example, we assumed the automation system has an estimation of the human’s biomechanics and since the human adopted a lower impedance, the automation re-gain the control authority from the human driver. Also, similar to the previous example, in the non-adaptive paradigm, the automation’s impedance controller parameters are selected to be the same as the driver, and therefore, the control commands of the human \( \tau_H \) and automation system \( \tau_A \) are opposite and cancel out each other (see Figure 6-A).

On the other hand, it follows from the Figures 6-C and 6-D that in the adaptive haptic shared control paradigm, the automation system’s impedance controller parameters \( Z_A \) is increased to ensure the desired performance (e.g., avoiding an obstacle in the middle of the road). Since the automation’s impedance control parameters are increased, the disagreement \( \tau_T \) between the two agents is also increased (See Figure 6-B). Furthermore, since \( Z_A \) is bigger than \( Z_H \), the steering angle \( \theta_S \) is closer to the automation’s intent \( \theta_A \) (see Figure 6-A).

Figure 7 demonstrates the interaction between the driver and the automation system in the cooperative mode. In this example, we select the human’s biomechanics to be \( Z_H = [0.5 \ 1]^T \). Since the human’s control command is sufficient to maneuver the steering wheel safely, we select the weights of the cost function as \( w_1 = 0.2I_3, w_2 = 0_{3 \times 3} \) and \( w_3 = 0.8I_3 \). With choosing these weights for the cost function, the automation system acts in an auto-pilot mode \[10\].

In a non-adaptive haptic shared control paradigm, the automation’s impedance controller parameters are selected to be the same as the driver \((Z_A = Z_H)\). Although the torques of the driver \( \tau_H \) and the automation system \( \tau_A \) in cooperative mode are much smaller than torques in the uncooperative mode, it follows from the Figures 7-B that by modulating the automation’ impedance controller parameters \( Z_A \) the disagreement \( \tau_T \) even decreased more.

Figure 8 also demonstrates the interaction between the driver and the automation system in non-adaptive and adaptive haptic shared control paradigms in the cooperative mode. In this example, we select the human’s biomechanics
Fig. 6: The outputs of the driver and automation system interaction within non-adaptive and adaptive haptic shared control paradigms are compared. (A) driver intent (red), autonomous system intent (blue) and steering column angle (black) (B) Measured torque (black), human torque (red) and automation torque (blue) (C) Damping coefficients of the agents (D) Stiffness coefficients of the agents. The automation system act as autopilot in an uncooperative mode in the adaptive haptic shared control paradigm. The automation system provides enough control input for obstacle avoidance by increasing the automation’s impedance controller gains.
Fig. 7: The outputs of the driver and automation system interaction within non-adaptive and adaptive haptic shared control paradigms are compared. (A) driver intent (red), autonomous system intent (blue) and steering column angle (black) (B) Measured torque (black), human torque (red) and automation torque (blue) (C) Damping coefficients of the agents (D) Stiffness coefficients of the agents. The automation system act as autopilot in a cooperative mode in the adaptive haptic shared control paradigm. By reducing the automation’s impedance controller gains, the automation system reduces the disagreement between the human and automation system.
to be $Z_H = [0.1 \ 0.1]^T$. Since the human’s control command is insufficient to maneuver the steering wheel safely, we select the weights of the cost function to be $w_1 = 0_{3 \times 3}, w_2 = 0.8 I_3$ and $w_3 = 0.2 I_3$. With choosing these weights for the cost function, the automation system acts in the active safety mode [10]. It follows from the Figures 8C and 8D that in the adaptive haptic shared control paradigm, the automation’ impedance controller parameters $Z_A$ are increased to ensure the desired performance (e.g., providing the required control inputs).

Figure 9 shows a scenario wherein all the four interaction modes are integrated into one unified framework. The sequence of these interaction modes is cooperative-active safety, uncooperative autopilot, uncooperative-active safety, and cooperative-auto pilot mode. It follows from Figure 9 that initially, the human and automation system are in cooperative mode; however, the human’s torque input is insufficient (low $Z_H$). The automation system increases its impedance to provide the required control command. In the next mode, the human and robot are in the uncooperative mode; however, the human’s torque input is sufficient (high $Z_H$). The automation system reduces its impedance to minimize the disagreement with the driver. In the third mode, the human and robot are in the uncooperative mode; however, the human’s torque input is insufficient (low $Z_H$). The automation system again increases its impedance to ensure safety at the expense of fighting with the driver (high $\tau_T$). Finally, the human and robot are again in the cooperative mode in the fourth mode; however, the human’s torque input is sufficient (high $Z_H$). The automation system reduces its impedance and yields the control authority to the driver. It follows from Figure 9 that in the proposed adaptive haptic shared paradigm, by recognizing the interaction mode, the appropriate set of weights for the cost function can be determined and automation can continuously adjust its impedance controller parameters such that not only the safety is ensured, but also the customizability feature of the automation system is improved.
Fig. 8: the outputs of the driver and automation system interaction within non-adaptive and adaptive haptic shared control paradigms are compared. (A) driver intent (red), autonomous system intent (blue) and steering column angle (black) (B) Measured torque (black), human torque (red) and automation torque (blue) (C) Damping coefficients of the agents (D) Stiffness coefficients of the agents. The automation system act as active safety in a cooperative mode in the adaptive haptic shared control paradigm. By increasing the automation's impedance controller gains, the automation system provides enough control input for the obstacle avoidance.
Fig. 9: The human and automation's interaction in the four interaction modes. The sequence of these interaction modes is cooperative-active safety (shaded blue), uncooperative autopilot (shaded orange), uncooperative-active safety (shaded yellow), and cooperative-auto pilot mode (shaded green). The outputs of the driver and automation system interaction within non-adaptive and adaptive haptic shared control paradigms are compared. (A) driver intent (red), autonomous system intent (blue) and steering column angle (black) (B) Measured torque (black), human torque (red) and automation torque (blue) (C) Damping coefficients of the agents (D) Stiffness coefficients of the agents. In the proposed adaptive haptic shared paradigm, by recognizing the interaction mode, the appropriate set of weights for the cost function can be determined, and automation can continuously adjust its impedance controller parameters such that not only the safety is ensured, but also the customizability feature of the automation system is improved.
5. Conclusions and Future Studies

In this paper, an adaptive haptic shared control paradigm is modeled wherein the human and automation system each is modeled as an agent with a two-level hierarchical control approach. To allow the co-robot to dynamically and continuously negotiate the control authority with the driver, we developed an optimal control approach. Specifically, we employed a nonlinear model predictive control to determine the optimal values of the automation’s impedance controller. To solve the nonlinear control approach, we used the Continuation-GMRES method. A series of numerical simulations are conducted to demonstrate the effectiveness of the adaptive haptic shared control paradigm in negotiating the control authority. Our simulations involved two conditions when the control authority shifts from the human to the automation system (active safety mode), as well as when the control authority shifts from the automation system to human (auto-pilot mode). Also, we included two scenarios where the human and automation are in cooperative and uncooperative mode.

A set of challenges needs to be addressed prior to implementing the proposed shared control paradigm in real-world applications. These challenges are the subjects of our future studies. It follows from Figure 3 that the current state of the human partner’s bio-mechanics is assumed to be known. Therefore, it is essential to develop an approach to estimate the parameters of human biomechanics and track them in real-time as they vary. Furthermore, it is crucial to create a method that allows recognizing the current interaction mode in real-time using the data acquired by on-board sensors. By knowing the interaction mode, an appropriate cost function can be defined, and the automation system can adjust its behavior based on this cost function. Additionally, the proposed nonlinear model predictive control method should be expanded to consider uncertainty in the model parameters and the driver’s behavior. Also, while the main focus of this paper has been to develop a control method for modulating the impedance controller parameters, knowing how and when to attempt transitions, is another challenge. In this paper, we arbitrarily set the parameters of
$\alpha_A$ and $\beta_A$. However, it is essential to test various transition schemes, including discrete and slow or fast continuous transitions, to determine an optimal speed for exchanging the control authority\textsuperscript{[39]}. Moreover, while this paper is focused on modulating impedance control parameters to allow a co-robot to communicate with a human partner, it is also essential to develop a model that can capture the interaction between the human and the automation system at a higher-level (intent level). Finally, the developed models shall be tested and refined in a hardware-in-the-loop test-bed.
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