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Data representativity is crucial when drawing inference from data through machine learning models. Scholars have increased focus on unraveling the bias and fairness in models, also in relation to inherent biases in the input data. However, limited work exists on the representativity of samples (datasets) for appropriate inference in AI systems. This paper reviews definitions and notions of a representative sample and surveys their use in scientific AI literature. We introduce three measurable concepts to help focus the notions and evaluate different data samples. Furthermore, we demonstrate that the contrast between a representative sample in the sense of coverage of the input space, versus a representative sample mimicking the distribution of the target population is of particular relevance when building AI systems. Through empirical demonstrations on US Census data, we evaluate the opposing inherent qualities of these concepts. Finally, we propose a framework of questions for creating and documenting data with data representativity in mind, as an addition to existing dataset documentation templates.
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1 INTRODUCTION

Machine learning and AI systems are increasingly governing important decisions affecting individuals at all levels of society. These automated decision frameworks have demonstrated various unwanted consequences as a result of biased data [11, 66–68, 84, 86, 109]. Oftentimes these systems are trained on samples (datasets) from a larger population. Biased results can arise if the sample does not accurately represent the target population, or if there is a lack of sufficient representation for subgroups within the data. While the literature of data bias in machine Learning and artificial intelligence (AI) systems is rich [99], there exists only limited work on the connections between data representativity and AI systems. Terms like representative sample are used ubiquitously in the literature, often without further specification on the details or effects of this representativity. This paper analyzes and surveys data representativity in scientific literature relating to machine learning and AI systems by investigating how different notions of representativity are used and what effects adhering to different notions of data representativity has in relation to appropriate inference.

The term representative sample is an overloaded term and a generally accepted definition of what constitutes a representative sample (subset of observations) is hard to find in the literature. A few examples demonstrate that at least a couple of definitions of representative sample exist. The most general definition we found is from D’Excelle (2014) and states “Representative sampling is a type of statistical sampling that allows us to use data from a sample to make conclusions that are representative for the population from which the sample is taken.” [25]. However, this definition leaves us with the important question of what we mean by representative. The following two examples of definitions clarify this point. 1) Meriam Websters’ online dictionary says: "Sampling in which the relative sizes of sub-population samples are chosen equal to the relative sizes of the sub-populations." [74]. 2) An online portal disseminating elementary statistics to graduate students writes "A representative sample is where your sample matches some characteristic of your population, usually the characteristic you’re targeting with your research." [98]. These examples illustrate that as we unfold the
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meaning of representative, questions arise, like what the target population is and which attributes/characteristics/sub-populations are relevant as well as how to measure a match between a sample and a population. OECD (Economic Co-operation and Development)’s definition of a representative sample acknowledges that several notions exist: "In the widest sense, a sample which is representative of a population. Some confusion arises according to whether "representative" is regarded as meaning "selected by some process which gives all samples an equal chance of appearing to represent the population"; or, alternatively, whether it means "typical in respect of certain characteristics, however chosen"." [77]. Some of these ambiguities are linked: The definition of representative is linked to the target of the system/research/analysis and dictates which attributes, sub populations, and representative measures are of relevance. In this paper, we review various interpretations and notions of the term representative sample and link these to mathematical measures. Subsequently, we measure the match between the notions and the target of the analysis by looking at performance, diversity, and fairness metrics.

In 1979-1980 Kruskal and Mosteller wrote four papers on the term representative sampling with the motivation to unravel its ambiguities and imprecision [52–55]. In addition, they called for caution as well as more specific expressions when referring to a representative sample. As they noted: ‘The reason for so much effort on one term is that the idea of representativeness is closely related to basic notions of statistical inference’. In this paper, we take a closer look at data representativity for recent machine learning and artificial intelligence (AI) systems and before advancing, we will dwell on the nature of studies in AI and what this means for inference. AI systems are built both on observational data and on data from experiments gathered with the purpose of training the AI. Whereas randomized controlled experiments/trials are truly random samples, observational studies need to be carefully designed to tackle their inherent haphazardness [91]. In observational studies, matching is performed to make treatment and control groups comparable, but unlike for experimentation, there is no basis for assuming that this extends to unmeasured factors [76, 91]. Experimental studies are often used to make causal inferences, a basis which dates back to R.A. Fisher (1935) [26]. However, causal relations can also be established through observational studies, like for example the link between smoking and lung cancer [18]. We will therefore not further distinguish between the nature of the data or the AI systems.

As we draw conclusions from data or make predictions in artificial intelligence (AI) systems trained on data, it is important to understand what these data represent, and which inferences we can make. AI systems or machine learning (ML) models for decision making are widely used in industry and research, but care is not always put to the origin of the data, on which the systems are trained. This is for example seen in big data, where more data are considered better, and data often originate from a historical collection performed for e.g., control purposes or from scraping available internet sources rather than having been collected for the purpose, which it is later used for [7, 10, 38, 56]. Other examples are more general for ML/AI and include representation bias stemming from the way we define and sample from a population, evaluation bias stemming from benchmark datasets with inherent biases, population bias when the distribution of attributes differ between dataset and target population, and sampling bias stemming from non-random sampling of subgroups [73, 78, 100].

Amongst other, Kruskal and Mosteller found that representative sample was used as an assertive to underline a point without any scientific reasoning. Historically, the ImageNet competition has had a kind of implicit assertive, where scientists believed good results on the ImageNet dataset would mean good results for other image recognition tasks as well [23, 73]. Torralba and Efros empirically illustrated in their paper ‘Unbiased Look at Dataset Bias’ (2011) that generalizations supporting this assertive were not necessarily a given, and described their findings as "if we add training data that does not match the biases of the test data this will result in a less effective classifier" [103].
Recently, focus has been put on the lack of transparency around dataset design and collection procedures as well as efforts to unbias existing datasets like e.g., the ImageNet [73, 106]. We will investigate these initiatives as well as the notions of a representative sample within the AI community. We have found sampling theories from the disciplines of analysis of physical material, design of experiments, as well as surveys in social sciences useful in terms of analyzing current practices and relating these to the ongoing work within ML and AI, where the historical emphasis on data representativity has been smaller.

To summarize, our contributions in this paper are:

- We provide an overview of the interdisciplinary topic of data representativity, organise the various notions of representativity, link mathematical measures to the notions when possible, and propose the use of three measurable concepts.
- We describe and discuss relevant notions of representativity in literature and review their use in papers introducing datasets from the NeurIPS 2021 Track on Datasets and Benchmarks and ICCV 2021.
- We demonstrate contrasting perspectives on data representativity by empirically comparing two measurable concepts with opposing notions of representativity.
- We propose a framework of questions for creating and documenting data with representativity in mind.
- We provide new research directions on data representativity in ML and AI.

The rest of the paper is organized as follows. First, through literature about representative sampling, we will outline the general notions of a 'representative sample' (Section 2), give examples of their use in recent ML and AI literature, add mathematical measures for each notion, when possible, and propose to use three measurable concepts in their place. In Section 3 we review the notions of representative sample used in the papers from the datasets and benchmarks track at NeurIPS 2021 and new benchmark datasets from ICCV 2021. Throughout these investigations, we find opposing opinions of sampling for coverage of the input space vs. probability sampling mimicking population distributions, which correspond to two of the measurable concepts. Consequently, we make empirical investigations demonstrating the qualities these opposing notions/concepts hold in Section 5. Finally, we suggest a framework for addressing data representativity in datasheets in Section 6 and round off with a discussion in Section 7.

2 NOTIONS OF A 'REPRESENTATIVE SAMPLE'

Since there is no specific, mathematical definition of a representative sample, and initial investigations identified at least a couple of different notions of what a representative sample is, we will review differing notions here.

Kruskal and Mosteller identified six notions/usages of a 'representative sample' in their first surveys from 1979 [52, 53]: An assertive acclaim, absence of selective forces, a miniature of the population, an observation 'typical' or 'ideal' of the (sub)population, coverage of a population by the sample, and a reference to a sampling method later on specified in details. The sixth is a special notion in scientific writing, whereas the first five were found in both non-scientific as well as scientific writing. We will use this framing here, and link more recent literature to these and add examples of their use in literature. We add existing mathematical or formal definitions belonging to the notions in the subsequent section.

Finally, we also add two novel notions we found in AI literature. We call them the copycat and no notion. Copycat refers to the creation of synthetic data representative of a target population. No notion refers to vague or no mentioning of representativity and likewise also no mentioning of non-representativity or limitations of the data representativity.
The latter may seem harmless when presenting new datasets, but as the data is re-used, this can become harmful and an implicit notion of an assertive claim can grow in its place.

2.1 The assertive claim (the Emperor’s new clothes)

The assertive claim, as described in the introduction, is used as an assertive to underline a point without any scientific reasoning and is dangerous both as a conscious acclaim and a subconscious notion when it comes without specification. It is recommended to avoid unjustified and unspecified use. We mentioned ImageNet as a historical example of an assertive claim of a representative sample [23, 73]. Despite the broad acknowledgment of the ImageNet case as a cautionary tale on data representativity, the assertive notion continues to appear even in recent literature from acknowledged publication venues. One example is from the datasheet of a publication from the NeurIPS 2021 Track on Datasets and Benchmarks regarding time-sensitive questions [17]: ‘It’s sampled from large Wikipedia passages, it’s representative of all the possible temporal-sensitive information.’

2.2 The miniature (the model train set)

The miniature is best captured by Meriam-Webster’s definition: ‘the relative sizes of sub-population samples are chosen equal to the relative sizes of the sub-populations’ [74]. This is a sample of the target population perfectly mimicking every (relevant) aspect (characteristic/distribution) of the population.

The miniature population has strong ties to the theory of sampling of physical material also related to chemical or biological analysis [34, 83]. One of the guiding principles in the theory of sampling is to have as homogeneous a population (lot) as possible in order for a sample anywhere in the lot to mimic the lot best possible, which in turn minimizes sampling errors.

In other fields, it is common to subdivide the space into smaller groups, until each group exhibits homogeneity, and then randomly sample a miniature or a sample representative of that group with probability equal to the proportion of that group in the population [9]. This is also referred to as strata sampling (simple random sampling within mutually exclusive groups of the target population/strata) or cluster sampling (random sampling of clusters/strata in the population and inclusion of all samples for the selected clusters) in fields like survey analysis [36]. Ghojogh et al. show that strata sampling always has lower variance than that of simple random sampling, in particular when strata have very different characteristics [29]. However, defining homogeneity in terms of subgroups may be delicate and constructing meaningful groups/strata is difficult if the population values/distributions are unknown.

Sampling from distributions is another way to construct miniature samples [69, 96]. Sampling from distributions, and not least joint distributions, gives the possibility of matching distributions between sample and population rather than matching simpler characteristics, like e.g. averages. In high dimensions, these methods do suffer computationally, however. As a non-parametric alternative it is possible to sample from densities [47, 90].

It is also possible to make a sample mimic certain characteristics of the population by sampling enough random samples to obtain a convergence in the measure of interest [8].

Recently, Yang et al (2020) [106] proposed a framework to balance the demographics of ImageNet, but they also stated that this is only possible for one attribute at a time, as sub-categories will have too few samples if balancing across multiple attributes (e.g. race and gender). In consequence, the miniature analogy in itself breaks down, as we cannot account for all factors in the miniature, in particular not as the miniature decrease in sample size.

A concrete use of the miniature notion is seen in [22] where Machado et al predict suicide attempts in what they refer to as a representative sample of the US population. They write: "a representative sample of the adult population of
the United States, oversampling black people, Hispanic individuals, and young adults aged 18–24 years. ... Weighted data were adjusted to be representative of the civilian population ... data were weighted to reflect design characteristics of the NESARC and account for oversampling.’ The miniature notion is apparent in terms of reweighing characteristics to match the distribution of the population of interest. A certain notion of coverage and absence of selective forces can also be seen in terms of age and race, for which specific sampling strategies (oversampling) have been taken. This example illustrates that several notions are often used together, something we also note in our survey in Section 3.

In ‘Understanding the Demographics of Twitter Users’ by Mislove et al (2011) they conclude that Twitter users are not representative of the US population based on argumentation of non-matching demographic distributions for geography, gender, and race/ethnicity [75]. This notion is related to that of a miniature, and we note that a dismissal of the representativity is in essence easier than proving it holds. However, even a dismissal of a sample as representative is limited to our understanding of the population. An understanding which for example is limited as explained by Taleb’s Black Swan theory [101, 102] about human’s rationalization of rare and unpredictable events. Ruths and Pfeffer later on proposed eight steps to reduce biases and flaws in social media data [93], parts of these relate to the data collection and its documentation (similar to datasheets for datasets [28]), and another part relates to correction for biases by population matching (miniature notion) or robustness testing across time and different samples.

2.3 Absence or presence of selective forces (justice balancing the scales)

Absence or presence of selective forces means that the sample is random as no forces are in play to select or de-select any specific types of observations in the target population; implying the purpose is to make inference about the target population, not the sample.

This notion ties to experimental modeling and coverage as follows. In the design of experiments literature, controllable factors and uncontrollable factors are distinguished [76]. The controllable ones are indeed controlled to design as small an experiment as possible, yet with a suitable amount of observations and an appropriate coverage of the input space in order to make inference and optimize the response/output as a function of the controllable factors. Too many controlled factors make it hard to access all cross populations, and in addition there is no way of exhausting all possibilities.

Selective factors can also be uncontrollable or in the worst case go unnoticed. Examples of these are time-drifts in a production or non-response in surveys. These can pose problems to the statistical inference drawn from data. If observable, we can manage through our sampling design or sometimes even through post processing of data. However, unobserved or even unnoticed factors impose serious risks of bias and confounding.

In surveys, non-response is considered a substantial source of error caused by selection, one that is not directly related with the sampling. Selective forces can also influence survey responders through e.g., an interviewer effect. Errors stemming from such selective forces can lead to potential biases, and several corrective efforts are usually applied to adjust for these [30].

Selective sampling can also be performed on purpose, in survey sampling such examples are: quota sampling, purposive sampling, and referral sampling. These sampling designs are non-random and generalizations are therefore challenged, but sometimes samples of interest are so few, or participation recruitment so difficult, that convenience sampling designs can come in handy [30].

In Kelly et al’s 2019 opinion paper ‘Key challenges for delivering clinical impact with artificial intelligence’ [45], they mention representative sample as follows: “The curation of independent local test sets by each healthcare provider could be used to fairly compare the performance of the various available algorithms in a representative sample of their population.” This notion of a representative sample speaks to some absence of selective forces in that it is believed each
healthcare provider is best off providing its own sample, representative for their population, thus arguing for local models specific for a geographic area with specific demographics. Furthermore, distribution shifts are mentioned as a challenge for the AI models in healthcare, not only across healthcare providers, but also across time. This methodological discussion of whether a population should be seen as fixed or whether it itself is taken from an underlying stochastic process has ties all the way back to discussions from the 1903 ISI Berlin meeting (World Statistical Congress) [55].

2.4 Typical/ideal (Superman/Superwoman or the average man/woman)

Typical/ideal refers to typical or ideal exemplars which represent a population or subgroups of a population. This is not necessarily in a statistical sense, but may mean close to the average. An example is that in [60], where cluster centers from Gaussian mixture models are sampled as representative observations of a larger dataset. In addition, a ML method like archetypal analysis [19] carries some of this notion: Archetypes in the data are identified as linear combinations of the observations which describes a convex hull off the observations.

Another example of the notion of typical observations is from NeurIPS 2021, where typical names are sampled for construction of a dataset: “For each race and gender, we chose the top ten first names based on their overall frequency and representation within each group, excluding unisex names and names that differed by only one character.” [65]. As the authors state: “The names we selected were derived using real-world data on demographic representations of first names, however demographic representation does not necessarily correlate with implicit stereotypical associations”.

We also found a use of a representative sample, meaning a sample representative of a specific target. In online tracking, this is used to help overcome occlusions when following a target in a video [80]. This meaning is most related to that of typical exemplars, here typical of a specific target of interest.

2.5 Coverage (Noah’s Ark)

Coverage seeks to include the heterogeneity of the population in the sample. A strong requirement for coverage would be that the sample should contain at least one observation from each relevant partition of the population. In contrast to the miniature, coverage does not require proportions within partitions to match those of the population. Harry V. Roberts suggested in 1971 sampling following the coverage notion in order to select a committee and avoid conscious and unconscious biases from appointing authorities [87]. For the committee purpose, there is certain overlap with the typical/ideal notion. Along these lines, coverage is more about producing representativeness than about obtaining a likeness with the original population.

Density-based sampling approaches have proven useful under the coverage notion of representative sampling, where density estimates can be used to assess population imbalances and use this information for sampling to cover the heterogeneity of the population in the sample [47, 90], or to reduce noise and improve performance in imbalanced classification settings [37].

An example where we meet the notion of coverage is in one of the recent proposals to address the lack of transparency around dataset collection and design in ML/AI, namely in datasheets for datasets by Gebru et al (2021) [28]. One of the questions they propose concerns data representativity, and says: ‘Does the dataset contain all possible instances or is it a sample (not necessarily random) of instances from a larger set? If the dataset is a sample, then what is the larger set? Is the sample representative of the larger set (e.g., geographic coverage)? If so, please describe how this representativeness was validated/verified. If it is not representative of the larger set, please describe why not (e.g., to cover a more diverse range of instances, because instances were withheld or unavailable).’ Apart from a clear notion of coverage, the description concerns some of the historical issues noted by the earliest endeavors of Anders Kjær (Director
of Statistics Norway during 1877-1913) to go from full census to a representative sample, namely, how do we measure the representativeness? [55]. Coverage may or may not be what we go for, but if we go for it, how do we measure coverage, in particular considering joint distributions from several attributes? For example if mean values or min/max of each attribute match between sample and population, this does not imply that the distributions of each attribute match between sample and target population. This only becomes more complex if we consider the joint distributions of the attributes. Second, we should note that if we strictly go for coverage, then distributions between sample and population most likely do not match, and e.g., variance or mean estimates based on the sample will differ. On the other hand, coverage has an intuitive attraction when it comes to inclusion and equality. We will demonstrate these aspects empirically in Section 5.

In a benchmark data publication with focus on real-world images [62], we additionally see a notion of coverage: “objectives for underwater image collection: ... a diversity of underwater scenes, different characteristics of quality degradation, and a broad range of image content should be covered.”

Sampling with a notion of coverage in mind often means combining non-random and random sampling methods, whereas sampling with a miniature in mind often means using random probability sampling, for example strata sampling.

Coverage is also usually constructed purposefully to not mimic the underlying population, but rather to include the heterogeneity in the population, and this is often a preferred notion when fairness is part of the purpose of the modeling. In literature, some of the closest mathematical measures of coverage are those of diversity [13].

2.6 Reference to sampling, later on specified

With this notion, the term ‘representative sample’ in itself becomes a ‘vague term’, and the exact meaning is specified in the context. Kruskal and Mosteller recommended this use of the term representative sample, bearing in mind that it needs always a specification. In their mind, the specification refers to the method of sampling, i.e., a description of how the data have been obtained. Apart from the sampling method/procedure we recommend also specifying the original population, the purpose of the sampling, and herein the notion (later refined to measurable concept) under which the sample is taken.

Another question Gebru et al propose to answer in a datasheet refers to the method of sampling [28]: “If the dataset is a sample from a larger set, what was the sampling strategy (e.g., deterministic, probabilistic with specific sampling probabilities)?” Underlining the historical recommendations for a specification of sampling method when referring to a ‘representative sample’. We will add, that any dataset is a sample of a larger set or population. In fact, this question may also give some of the answers to the question of how the data is representative or not, as these answers heavily depend on the sampling strategy. Hopefully, answers are also well aligned with the first question in the motivation part of Gebru et al’s datasheet, namely “For what purpose was the dataset created?” For some purposes, small sets of data, not generally representative of the entire population in question, can be good enough. Subsets of data may show that some characteristic thought to be absent or rare is in fact more frequent, or vice versa, that something thought of as universal is in fact missing to at least some degree. These subsets may be representative of only a part of the underlying population and thus form basis to dismiss one of the mentioned hypotheses, but not to draw any further inference about the entire population, see also [54] for examples. With open source datasets, we should be careful, as the purpose or the hypothesis means we have collected specific data to enlighten us, and this data may not be useful to draw inference for other hypotheses or purposes.
As the method of sampling is specified, the notion of representativeness should be made clear and the reproducibility of the data/study possible. However, it is the notion and the purpose of the study that makes way for mathematical measures of the representativeness.

### 2.7 The copycat (synthetically generated)

This notion is used when real-world data (or parts of it) are copied or mimicked through synthetic data generation methods. In these settings the synthetic data are often claimed to represent the real-world data for instance by matching distributions. Alternatively, the synthetic data can be used to specifically target underrepresented regions of the original population distribution and thus be claimed more representative of uncommon instances than the original real-world data. Thus, synthetic data generation frameworks allow great flexibility and provide excellent test-beds for the study of data representativity. A recent example can be found in a paper publishing a novel text dataset [108]: "We took advantage of the synthesis pipeline to showcase how datasets can be constructed with properties that deliberately differ from real world distributions. Notably, we include samples of individuals with common (e.g., scientist) as well as uncommon occupations (e.g., spy)... and designed SynthBio to be more balanced with respect to gender and nationality compared to the original WikiBio dataset. ... Our paper takes the stance that in addition to evaluating on the world as it is, researchers benefit from having the option to evaluate their models on a more uniform distribution of the population. Synthesizing novel datasets is one technique that serves this goal. ... In addition, undesirable bias in real-world data, especially with respect to underrepresented groups, can be controlled in synthetic data, enabling evaluation of model performance on comparatively rare language phenomena". We note that there are also notions of both a miniature and coverage in this example.

### 2.8 No notion

This notion, or rather lack thereof, indicates that it is simply not mentioned how or what the data may be representative of, or that it has no notion by not mentioning the limitations of the dataset. A newer benchmark dataset (from ICCV 2019) gives us an example of no notion of representativity [104]. They describe one of their contributions as: "A new object dataset from meshes of scanned real-world scene for training and testing point cloud classification". They indicate that the real-world scans of objects are more representative of problems expected to occur in vision tasks than computer generated object scans. This is undoubtedly true, but when it comes to the dataset as a benchmark of real-world scenes, the data representativity is more unclear. The real world examples consist of 15 categories of indoor objects; "we manually filter and select objects for 15 common categories". It is unclear how the categories were chosen or what they are representative of in terms of a larger population of common indoor objects. We recommend more explicit descriptions of data representativity, sampling and its purpose, see also [28]. In some circumstances outlining the limitations of the data representativity may be more sensible than outlining the target population.

### 2.9 Measurable concepts

The notions do not provide clear definitions and sometimes several notions share the same underlying concept. Additionally, mathematical measures are not necessarily applicable to all notions. In this section we relate the notions to overarching concepts and connect these to mathematical measures that can be used to assess the concepts. In addition, we provide mathematical measures which can be used to assess the impact of data representativity on fairness.

We define three operational concepts for data representativity, see Table 1. 1) A sample as a reflection of the target population - mimicking the population distribution. The representativity can be measured by comparing the distributions
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of sample and target or by comparing specific measures (like averages) of interest. 2) A sample providing coverage of the population. The coverage of the sample can be measured through existing diversity measures of the sample (like geometric diversity or entropy). 3) Samples as representatives of subgroups in the population, where the representativity e.g., can be measured through cluster metrics like the average distance to the representative within the subgroup.

The miniature and coverage notions naturally fit into the reflection and coverage concepts, respectively. Synthetic data (copycat) are often devised according to a reflection concept, but can in also be devised according to a coverage concept. The notion of selective forces likewise fits into either the reflection or coverage concept depending on the aim. The reference to sampling notion is also context dependent conditional on the specified sampling procedure. This notion can adhere to any of the three concepts depending on the specified sampling methodology and aim of the study.

Table 1. Overview of notions, concepts and related mathematical measures.

| Concept       | Notion          | Description                                                                 | Examples of existing mathematical measures                                      |
|---------------|-----------------|----------------------------------------------------------------------------|---------------------------------------------------------------------------------|
| Reflection    | Assertive claim | Claiming representativeness without justification                          | None - Avoid                                                                    |
| -             | No notion       | No indication of data representativity                                     | None - Avoid                                                                    |
| -             | Reference to sampling | Special notion specified in context of sampling method                  | Context dependent                                                               |
| Reflection    | Miniature       | Sample mimics population distribution                                      | Averages and average predictions as well as distributional comparisons between sample and population |
|               | Selective forces| Truly random sample in observational studies like e.g. surveys            |                                                                                  |
|               | Copycat         | Synthetic data created to mimic real-world data distribution              |                                                                                  |
| Coverage      | Coverage        | Sample provides coverage by broadly representing the heterogeneity/diversity of the population | Diversity measures of the sample e.g. geometric coverage                         |
|               | Selective forces| Truly random samples in experimental studies                              |                                                                                  |
|               | Copycat         | Synthetic data created for balanced coverage of real-world dataspace     |                                                                                  |
| Representatives| Typical/ideal   | Single observations are representatives of a group in the population     | The representatives are e.g. approximated by the mean, median or mode of the group |

The notion of a representative sample as an assertive claim, whether explicit or implicit should be avoided as it is not measurable. Not having a notion is likewise not recommended as it is not measurable and may lead to an implicit assertive use of the dataset. While Kruskal and Mosteller preferred to use a notion of a 'representative sample' as a vague term with the sampling procedure specified later, we recommend clearly stating a motivation for data representativity and to subsequently thoroughly document the sampling procedure and methods. We argue that a more explicit use of one of the measurable concepts of representativity will make the aim clearer; giving the sampling documentation a context in which it can be evaluated.
The reflection and coverage concepts often work from contrasting perspectives on data representativity and carry different inherent advantages and disadvantages. We will demonstrate these in Section 5.

2.9.1 Reflection. This concept may be assessed in various ways. As a first approach, statistical tests on averages and average predictions can give an indication of generalization between sample and population. Additional central tendency measures like median and mode and statistical dispersion measures like variance and interquartile range may also be analyzed. Furthermore, the notion may be examined by analyzing the distributions, for instance measuring the distributional departure of the sample from the population. This departure can be measured through the \( \ell_\infty \) norm equivalent to the Kolmogorov-Smirnov (KS) statistic [61]. Most distributional measures operate in one dimension, but some can be extended to compare multivariate distributions. For instance the generalization of the KS two sample statistic for 2D and 3D distributions due to Peacock [82]. Other tests, like the maximum mean discrepancy (MMD) [33] are designed for comparing multidimensional distributions. Generally, the tests for comparing multidimensional distributions are computationally expensive for large, high-dimensional samples. Another popular distributional distance measure is the general Wasserstein distance [43, 105] given by:

\[
W_p(\mu,\nu) = \left( \inf_{\pi \in \Pi(\mu,\nu)} \int_{M \times M} d(x, y)^p \, d\pi(x, y) \right)^{1/p},
\]

where \( p \geq 1 \) and \( W_p \) is the \( p \)-th Wasserstein distance, \( \Pi(\mu,\nu) \) denote all joint distributions \( \pi \) that have marginals \( \mu \) and \( \nu \), \( d \) is a metric (distance function) between points \( x \) and \( y \) that are being matched and \( M \) is a given metric space. When \( p = 1 \) the distance is also known as the Earth Mover Distance and carries a nice intuitive interpretation of visualizing the two distributions as piles of earth (soil). The distributional departure is then measured by the work required to turn one pile into the other through an optimal transport problem.

2.9.2 Coverage. Coverage may be quantified through diversity measures. We bring attention to measures evaluating either combinatorial information, called combinatorial diversity, \( C(\cdot) \) or geometric coverage, called geometric diversity, \( G(\cdot) \). To define these metrics consider a set of observations \( X \) and a discrete categorical feature with \( k \) categories. This gives rise to a partition of the dataspace into \( k \) parts \( X = X_1 \cup X_2 \cup \ldots \cup X_k \), leading to a combinatorial measure of diversity. The combinatorial diversity of a subset \( S \subseteq X \) is defined as the Shannon entropy of the distribution [13]:

\[
C(S) = -\sum_{i=1}^k s_i \log s_i,
\]

where the combinatorial diversity measure \( C(S) \) is the Shannon entropy, \( s_i = \frac{|S \cap X_i|}{|S|} \) is the probability of event \( i \) and \( \Sigma \) is the sum over the possible outcomes. Thus combinatorial diversity (also known as diversity index [97]) has roots in information theory and measures the degree of diversity through the Shannon entropy of the distribution. High entropy corresponds to high diversity. The combinatorial diversity measure is useful to quantify diversity in features with a set of discrete human-interpretable values [13] such as race.

On the other hand, geometric diversity is motivated from a volumetric perspective [13]. Each datapoint \( x \in X \) is represented by a feature vector \( \omega_x \). The geometric diversity of a subset \( S \subseteq X \) is the \( n \)-volume of the parallelotope spanned by the \( n \) feature vectors \( \{\omega_x : x \in S\} \), where \( n = |S| \) is the size of the subset. Denoting the data matrix of the subset \( S \) as \( D \in \mathbb{R}^{p \times n} \), the (squared) \( n \)-volume of the \( n \)-parallelotope embedded in a \( p \)-dimensional space (where \( p > n \)) can be computed by means of the determinant of the Gramian matrix \( G = D^T D \) (with feature vectors as columns in \( D \)). Thus the geometric diversity can be measured by:
where \( G(S) \) is the geometric diversity of subset \( S \), \( Det(\cdot) \) denotes the determinant and \( D \) is the data matrix of the subset \( S \). Geometric diversity is motivated from a perspective of diverse feature vectors. Intuitively, diverse vectors can be interpreted as divergent and thus pointing in different directions. The diversity of these can be measured by the volume of the parallelotope spanned by the vectors. Thus, the larger the volume, the higher the geometric coverage. Geometric diversity is closely related to a type of probability distribution known as determinantal point process (DPP) [58], which can be used to draw samples proportional to their geometric diversity.

While geometric diversity can be a good measure of the coverage for a sample, or between different samples of the same size from the same population, it does not directly relate to the degree of coverage in the original population space. As the metric evaluates \( n \)-dimensional volumes, comparing geometric diversity between sample and population equates to comparing different dimensional volumes. On the other hand, comparing between different sized samples through combinatorial diversity is straightforward, as this measure operates intrinsically on normalized probabilities.

2.9.3 Representatives. A typical or ideal observation may be estimated as the mean, centroid or mode of the group it represents, and the representativeness may be measured by the variance in the group. Furthermore, in settings where representativeness of an underlying population is sought through data reconstruction from a combination of archetypes (ideal exemplars), the representativeness of these archetypes can be measured through a reconstruction loss between original and reconstructed data.

2.9.4 Fairness measures. Analogous to how the notions of representativity may be measured mathematically, various measures also exist to quantify the adverse effects of insufficient representation, known as representation bias. Representation bias occurs when parts of the input space are underrepresented [94, 99], for instance a sampled population which underrepresents and fails to generalize well for parts of the population, which can manifest as disparate predictive accuracy for these groups [4, 15, 40]. Common cases include models trained on ImageNet [20, 95] and commercial facial analysis algorithms [12]. While these models are not intrinsically unfair, they may capture and increase biases present in the training data. This inherited bias can be measured through algorithmic fairness metrics.

Algorithmic fairness is often formulated in terms of independence relations between model predictions \( \hat{Y} \) and a protected attribute \( A \) (typically a binary feature \( A \in \{0, 1\} \)) denoting group membership under a protected category such as race or sex. A common notion of algorithmic fairness, known as demographic parity (or statistical parity), is defined to require independence between model predictions and a protected attribute:

\[
\hat{Y} \perp \perp A
\]  

(4)

In regression settings \( \hat{Y} \) is a real-valued random variable characterized by its cumulative distribution function (CDF). The departure of the CDF of \( \hat{Y} \) from the CDF of \( \hat{Y} \) conditional on the protected attribute \( A \) can be used as a measure of demographic parity [1, 92]. For a binary decision problem \( \hat{Y} \in \{0, 1\} \) with a binary protected attribute \( A \in \{0, 1\} \) the demographic parity constraint can be expressed by \( P(\hat{Y} = 1|A = 0) = P(\hat{Y} = 1|A = 1) \) [35], thus requiring equality of positive rates for subsets of the protected attribute.

The demographic parity criterion has been critiqued on various accounts [24, 35], which has lead to an alternative formulation of algorithmic fairness known as equalized odds. Equalized odds formulates the following conditional
independence:

\[ \hat{Y} \perp A \mid Y, \quad (5) \]

The equalized odds constraint applies to targets and protected attributes in any space [35]. For binary classification with a binary protected attribute, the constraint can be formulated as

\[ P(\hat{Y} = 1 \mid A = 0, Y = y) = P(\hat{Y} = 1 \mid A = 1, Y = y), \quad y \in 0, 1, \]

where \( y \) is the outcome. In this setting \( Y = 1 \) is often considered the advantaged outcome, which leads to a popular relaxation of the equalized odds measure known as equal opportunity [35]. This measure prohibits discrimination only within the advantaged outcome group and can be formulated as

\[ P(\hat{Y} = 1 \mid A = 0, Y = 1) = P(\hat{Y} = 1 \mid A = 1, Y = 1). \]

Equal opportunity thus requires equality of true positive rates.

3 SURVEY OF USE IN AI LITERATURE

To provide insight into the use of data representativity in current literature, we conduct a survey of papers from two typical and highly recognized AI conferences; The Conference on Neural Information Processing Systems (NeurIPS) and The International Conference on Computer Vision (ICCV). We restrict our survey to papers contributing novel datasets at either the NeurIPS 2021 Track on Datasets and Benchmarks or at the main conference at ICCV. The NeurIPS track has 174 accepted papers contributing either high-quality datasets, new benchmarks or discussions on data related work; 108 of them contribute novel datasets. These papers are required by NeurIPS guidelines to provide dataset documentation and intended uses. The organizers recommended using documentation such as datasheets for datasets, which encourages the authors to consider and document how their work relates to data representativity. The main conference at ICCV 2021 has 1612 accepted papers, of which we identify 32 contributing novel datasets. We conduct the survey by reviewing which notions each paper uses to describe the representativity of their dataset. A summary of the survey results can be found in Table 2.

| Notion               | NeurIPS 2021 | ICCV 2021 |
|----------------------|--------------|-----------|
|                      | Number of papers | Percent | Number of papers | Percent |
| No notion            | 2            | 1.9 %     | 1          | 3.2 %    |
| Assertive            | 10           | 9.3 %     | 2          | 6.3 %    |
| Miniature            | 15           | 13.9 %    | 10         | 31.3 %   |
| Selective Forces     | 41           | 38.0 %    | 7          | 21.9 %   |
| Typical / Ideal      | 14           | 13.0 %    | 4          | 12.5 %   |
| Coverage             | 66           | 61.1 %    | 27         | 84.4 %   |
| Reference to sampling| 108          | 100.0 %   | 30         | 94 %     |
| Copycat              | 18           | 16.7 %    | 5          | 15.6 %   |

3.1 Examples

We find that the various notions appear in a wide array of settings and range from implicit to explicit use. Here we provide noteworthy examples demonstrating how the authors use the notions to express the representativity of their datasets.
3.1.1 Assertive claim. The assertive claim appears in about 9% of surveyed NeurIPS publications and 6% of the surveyed ICCV papers. An example of the notion can be found in the datasheet of a publication regarding time-sensitive questions [17]: "It's sampled from large Wikipedia passages, it’s representative of all the possible temporal-sensitive information." Further examples include [71]: "We select 16k most representative scenes and exhaustively annotate all the 3D bounding boxes of 5 categories..." and [70] "This data contains examples of slang, acronyms, lack of punctuation, poor orthography, concatenations, profanity, and poor grammar, among other forms of atypical language usage. This data is representative of the types of inputs that machine translation services find challenging."

3.1.2 Miniature. The miniature notion appears in roughly 14% of the surveyed NeurIPS papers and 31% of the surveyed ICCV papers. It emerges in various settings including demographic population representativity of people [39]: "Tab. 1b shows a statistical summary of the eligible cohort. This cohort broadly reflects the Tufts student population in terms of age, racial and gender makeup." Likewise the notion is used in relation to population distribution of animals in a paper regarding animal pose estimation [107]: "... the number of images in each family of AP-10K has a long-tail distribution, which reflects the true distribution of animals in the wild due to the commonness or rarity of the animals in some extent."

The notion also appears in more restricted forms, for instance claiming a miniature in terms of a specific geographic region [49]: "The class imbalance provides a challenge for machine learning algorithms but it is representative of the geographic region and an imbalance is generally common in real-world crop type mapping tasks." Furthermore, the notion also appears under the disguise of 'representative coverage' [85]: "By restricting a dataset to only those tweets matching a pre-defined vocabulary, a higher percentage of hateful content can be found. However, this sacrifices representative coverage for cost-savings, yielding a biased dataset whose distribution diverges from the real world we seek to model and to apply these models to in practice."

Finally, some publications state that their data are not representative in terms of the miniature notion [5]: "Two thirds of the dataset concentrate on as few as four countries: Germany, France, the UK, and Spain. This distribution is not representative of the actual distribution of church buildings across Europe but most likely correlated with the size and level of activity of the local Wikipedia communities and their propensity to enter information in Wikidata."

3.1.3 Selective forces. The selective forces notion appears in 38% of the surveyed NeurIPS papers and 22% of the surveyed ICCV papers. The notion is mostly used to claim non-representativeness due to the presence of selective forces in the sampling process. Examples include: [39]: "First, our dataset is limited in whom it represents. Because we draw from a convenience sample at our university, ages are skewed toward typical college students and the racial makeup reflects that our campus community is largely white and Asian." Another example is [31] "Because our dataset comprises only named and published chaotic systems, it does not comprise a representative sample of the larger space of all low-dimensional chaotic systems." Yet another example includes a discussion on the difficulty of dealing with multiple selective forces [2]: "... sampling images randomly from an uncurated large collection removes specific biases such as search engine selection but not others, for example the geographic bias. Furthermore, we added one significant bias: there are no people in these pictures, despite the fact that a large fraction of all images in existence contain people."

On the other hand the absence of selective forces is used as an indication that no sampling biases exist, and hence that the data is representative of the population [3]: "To avoid introducing biases, all comments of the RP have been considered without further topical filtering. Furthermore, using a broad crowd to annotate the data should minimize the inclusion of personality-specific biases."
3.1.4 Typical / Ideal. This notion is used in 13% of the surveyed papers and also appears in relation to synthetic data generation, where representativity of the underlying population is sought modelled through variation on ideal / archetypical patterns or shapes. For example [50]: "The first part of the template specification describes a base sewing pattern that would then be parametrized and varied to produce new designs. "The training group of 12 templates aims to cover design spaces of typical simple garments, including skirts, dresses, tops, pants, jackets, hoodies, and jumpsuits, and reflect some topological variations among them."

The notion is also used to express representativity of a population through typical systems or methods [79]: "We propose four representative physical systems, as well as a collection of both widely used classical time integrators and representative data-driven methods (kernel-based, MLP, CNN, nearest neighbors)."

3.1.5 Coverage. The coverage notion is popular appearing in 61% of the surveyed NeurIPS papers and 84% of the surveyed ICCV papers. The notion can be found in a wealth of settings and often appears as a claim of diversity in the data, for example [50]: "... the motivation was to resemble the variety of designs that exist within a garment type while covering this diversity uniformly." Another example is [46] "A diverse quantity of wild and lab culture mosquitoes is included in the database to capture the biodiversity of naturally occurring species." The notion is also use in terms of language coverage in [72]: "The dataset is our best effort to extract and represent as much diversity (in terms of various different languages) from Common Voice as possible." Additionally, the notion is commonly used in ICCV papers to support that the published image data is representative of the real world in terms of visual diversity [88]: "...we wanted scenes that are as photorealistic and visually diverse as possible."

3.1.6 Copycat. The copycat notion can be found in about 16% of the surveyed papers and appears mostly in relation to synthetic data generators constructed to copy or mimic the distribution of real-world data. For instance [64]: "The synthetic datasets we release offer a wide variety of parameters that can be configured to simulate real-world data." Another example is [81]: "Note that this data captures the behavior of real workers in the target domain modulo potential differences induced by the use of a synthetic speech generator."

The notion is however also used in tandem with the notion of selective forces to deliberately synthesize data that diverges from the real-world distribution. [108]: "We took advantage of the synthesis pipeline to showcase how datasets can be constructed with properties that deliberately differ from real world distributions. Notably, we include samples of individuals with common (e.g., scientist) as well as uncommon occupations (e.g., spy) (Table 3) and designed SynthBio to be more balanced with respect to gender and nationality compared to the original WikiBio dataset."

4 SURVEY DISCUSSION

We find that the various notions of representative samples are still highly pertinent. Over 95% of the surveyed papers use at least one notion and all notions appear in a wide range of settings. Overall, we observe similar occurrence rates for the notions across the two conferences, with the largest differences apparent in the use of miniature, selective forces, and coverage notions. For both conferences the coverage notion is especially prominent appearing in 61% of the surveyed NeurIPS paper and 84% of the surveyed ICCV papers. This might partially be attributed to the backdrop of the cautionary tale on lack of coverage in ImageNet, but also partly due to questions in datasheets for datasets using a clear notion of coverage (e.g. geographic coverage) when inquiring about the representativity of the dataset. We also bring attention to the the assertive notion, which is rarely used but still has a somewhat high occurrence rate considering the recognition of the two conferences.
To demonstrate contrasting perspectives on representativity, we empirically evaluate performance, fairness and diversity for samples created with either with the concept of coverage or reflection in mind. The samples are created from a US census data collection [21] through stratified random sampling to obtain a miniature and through either density based or determinantal point process (DPP) based sampling to achieve coverage.

The US Census data exhibit significant population skew between minority and majority groups of protected attributes as well as significant interstate geographical variation. For this reason the data provides a suitable testing ground to study the effects of data representativity in relation to representation bias. Models trained on biased data can result in learned mappings from input to output that are uncertain for underrepresented regions [99], which may lead to disparate predictive accuracy for different groups [4, 15, 40], but can also cause adverse effects on overall performance under distributional shifts between training and target data.

For instance if models trained on specific states are applied to other states [21]. Representation bias can be mitigated by identifying and populating underrepresented parts of the data distribution [40, 99]. Such mitigation efforts could be performed by obtaining additional data, by targeted data augmentation (eg. SMOTE [14]) or by probabilistic oversampling of underrepresented data regions [47]. Representation bias can occur in real-world ML applications, where a systemic bias in the geographical distribution of US cohorts used to train models for clinical applications has been uncovered [44]. This investigation found that 71% of the analyzed studies used cohorts from at least 1 of 3 states, namely California, Massachusetts or New York, while 34 states did not contribute to any cohorts. California cohorts appeared in 39% of all analyzed studies. With this in mind, we also investigate the role of data representativity for drawing inference under distributional shifts, by comparing performance on in-distribution and out-of-distribution data for the different sampling strategies.

5.1 Data

The UCI Adult dataset from the 1994 Current Population Survey is organized by the US Census Bureau [48] and is a popular dataset in the machine learning community. This data has been used in hundreds of research papers, but its external validity has been questioned, and a collection of new datasets from US Census Bureau data have been proposed [21]. More specifically, these datasets are extracted from the American Community Survey Public Use Microdata Sample (ACS PUMS). They contain data on attributes like age, income, education, sex, ancestry and employment. The responses to the survey are controlled by privacy rules seeking to prevent re-identification of responders. Detailed documentation on the records can be found on the US Census Bureau websites. One of the proposed datasets is a replacement for the original UCI Adult dataset containing an income prediction task for a feature subset of the 2018 ACS PUMS data spanning all US states in addition to Puerto Rico.

To generate the dataset the ACS PUMS data are filtered to only include individuals over the age of 16 with at least one working hour per week and an income of at least 100 USD in the past year. This leaves a total of 1,664,500 individuals. Like the original UCI Adult dataset, this new dataset has a predefined income threshold of 50,000 USD used to binarize the targets into a classification setting. Fairness intervention tasks have been shown to be sensitive to the specific threshold value [21]. For this reason we create a modified version of the income dataset and omit the income threshold to form a regression task with the continuous income as target. We transform the income target using the natural logarithm to obtain homoscedasticity for the residuals in our regression model. An overview of the dataset can be seen in Table 3.
Table 3. Overview of the features in the modified US Census income data (n=1,664,500). Features COW, SCHL, MAR, POBP and RELP are modified from the original ACS PUMS data by binarizing into respectively government / non-government worker (COW), Bachelor’s degree / no Bachelor’s degree (SCHL), married / not married (MAR), US-born / non-US-born (POBP) and reference person / non-reference person (RELP). See the ACS PUMS dictionary documentation for full feature descriptions including original category codes.

| Feature Type | Feature Name | Description                  | Data Type  | Categories | Min/Max |
|--------------|--------------|------------------------------|------------|------------|---------|
| Input        | AGEP         | Age                          | Continuous | -          | 17 - 96 |
| Input        | COW          | Class of worker              | Binary     | 2          | -       |
| Input        | SCHL         | Educational attainment       | Binary     | 2          | -       |
| Input        | MAR          | Marital status               | Binary     | 2          | -       |
| Input        | POBP         | Place of birth               | Binary     | 2          | -       |
| Input        | RELP         | Relationship                 | Binary     | 2          | -       |
| Input        | WKHP         | Hours worked per week        | Continuous | -          | 1 - 99  |
| Input        | SEX          | Sex                          | Binary     | 2          | -       |
| Input        | RAC1P        | Race                         | Categorical| 9          | -       |
| Target       | PINCP        | Total income                 | Continuous | -          | 104 - 1,423,000 |

5.2 Methodology

We compare linear regression models fitted to the log transformed income using all features in Table 3 for the state of California (n=195,665). We evaluate model performances using 5-fold cross validation where for each iteration 20% (n=39,133) of the California data are used for testing and the remaining 80% (n=156,532) are used for training.

We compare a model trained using the full training data (which we denote full census model) to models trained on samples of the training data following either the reflection or coverage concepts of representativity. For each iteration a miniature and coverage sample is drawn from the training data. The sample sizes are 20% (n=31,306) of the full census training data. We evaluate the concepts of representativity by comparing performances on a range of metrics including overall performance using the mean squared errors (MSE) as well as performance in terms of fairness and diversity criteria. We also evaluate performance on in-distribution and out-of-distribution data by comparing interstate and intrastate performance. For completeness we show additional results from logistic regression classification models on the original binarized income (50,000 USD threshold) in Appendix A.

5.2.1 Generating Samples. We generate miniature samples using a population based probability sampling scheme known as proportional stratified random sampling. Based on various demographic features the data are subdivided into smaller groups (strata) that exhibit homogeneity. Subsequently random samples are drawn from these strata. To ensure such sampling constitutes a true miniature of the underlying population requires either a relatively homogeneous population or an increasingly large sample the more sociodemographic features are considered. This is particularly the case with sociodemographic data containing minority groups, where strata can become too finely grained and be represented by statistically insufficient sample sizes [9]. To sample rare ethnic groups disproportionate sampling (for instance oversampling of minority groups) can be used [16, 41, 42], but this can lead to adverse affects on overall population estimates. To avoid too finely grained strata we generate miniature samples by cross stratifying on three important protected sociodemographic features, namely age, sex and race. The sex feature contains 2 categories, while the race feature contains 9 categories. We bin the age feature into three bins containing age groups of [0-33],[33-66],[66-99]. This combines to a total of 54 strata. In section 5.3 we empirically demonstrate that our stratified random sampling mimics the population and that results on the miniature samples generalize to the population.
We generate coverage samples using two approaches. Firstly, a density based coverage approach using density weighted sampling proposed in [47]. The density around observations is measured by the mean distance to the nearest neighbors and the density measures are then used as sampling probabilities in a weighted random sampling scheme. This approach causes observations in low-density regions to be sampled with high probability and conversely observations from high-density regions to be sampled with low probability. In doing so, the density sampling equally covers the input space regardless of the demographic proportions in the population.

Secondly, we generate a diverse coverage sample using a determinantal point process (DPP) probability distribution [58]. DPPs have been used to create diverse sets in a number of ML applications ranging from documents, sensors, videos, images and recommendations systems. [32, 51, 58, 63, 110]. The DPP is a distribution over subsets $S$ such that the probability of a subset is proportional to the determinant of a positive semidefinite kernel matrix known as the L-ensemble $P(S) \propto \text{Det}(L)$. The L-ensemble may be constructed as the Gramian of the data. Since inference through DPPs rely on inversion and eigendecomposition of the L-ensemble, this procedure is inefficient with large $N$, where typically the dual representation is used for efficient inference over large sets [58]. DPPs model not only the content of the subsets, but also the size. To draw samples of a specific size $k$-DPPs, a conditional DPP modeling only subsets of cardinality $k$, was proposed [57]. We generate our DPP samples with the DPPy library [27] using $k$-DPPs through the dual representation.

5.2.2 Out-of-distribution performance. To investigate the role of data representativity for drawing inference under distributional shifts, we compare performance on in-distribution (the California test data) and out-of-distribution data (the remaining 49 US states and Puerto Rico) for the different sampling strategies.

5.2.3 Fairness metrics. We measure group level fairness between the overrepresented group of White individuals (accounting for 62.2% of the California data) and the underrepresented group of Native American individuals (accounting for 0.9% of the California data). In the ACS PUMS data Native Americans include both American Indian and Alaska Native individuals. We measure fairness based on demographic parity and equalized odds defined in Equations 4 and 5. We quantify demographic parity for our regression models by measuring the departure of the CDF of model predictions to the CDF of model predictions conditional on the protected attribute. We denote this departure the regression demographic disparity (RDD) and measure it using the $\ell_\infty$ norm. We measure the equalized odds disparity using an approach based on resampling of protected attributes [89]. Here a synthetic resampled version of $A$ is constructed, called fair dummies $\tilde{A}$, such that the triple $(\hat{Y}, \tilde{A}, Y)$ obeys equalized odds. The distribution of the fair triple $(\hat{Y}, \tilde{A}, Y)$ is then compared to that of the observed test data $(\hat{Y}, A, Y)$. We again measure the distributional departure using the $\ell_\infty$ norm and denote this the regression equalized odds disparity (REOD). For our classification models we measure fairness in terms of demographic parity and equal opportunity by the difference in positive rates and the difference in true positive rates between White and Native American individuals. We denote these measures the classification demographic disparity (CDD) and classification equal opportunity disparity (CEOD).

5.2.4 Coverage Metrics. We compare samples on combinatorial diversity $C(\cdot)$ and geometric coverage $G(\cdot)$ defined in Eqs. 2 and 3. Typically geometric coverage is computed from the determinant of the L-ensemble (Gramian), but for the US Census data $p < n$, which leads to a determinant and volume of zero. This necessitates an alternative formulation. We instead compute the diversity from the dual representation of the L kernel, which carries information about several important properties of the L-ensemble [59].
5.2.5 Reflection Metrics. We evaluate the reflection concept of representativity for the samples both through statistical tests on average predictions between sample and population, as well as a measure of distance between overall sample and population distributions. For the distributional measure we report the first Wasserstein distance between samples and population for two features.

5.3 Results

The MSE on the in-distribution California test data can be seen in Table 4. The model trained on the full census training data has the lowest MSE followed by the miniature and DPP model, while the density model has the highest MSE. Table 4 also illustrates how the models score on fairness criteria for demographic parity and equalized odds between White and Native American individuals. The density model has the best performance in terms of demographic parity and equalized odds while the miniature and full census model have the worst performances. P-values from paired t-tests on sample results can be found in Appendix A in Table 9. Equivalent results for the classification setting can be found in Appendix A in Tables 7 and 8.

Table 4. Regression performance metrics evaluated with 5-fold cross validation on the California data. For each iteration 80% (n=156,532) of the California data is used for training a full census model and the remaining 20% (n=39,133) is used for testing. For each iteration a miniature and coverage sample is drawn from the full census training data and tested on the test data. The sample sizes are 20% (n=31,306) of the full census training data. The overall MSE across the 5 folds is shown in addition to regression demographic disparity (RDD) and equalized odds disparity (REOD) for White / Native American individuals.

| Training Data   | MSE   | Parity (RDD) | Equality (REOD) | MSE SD | Parity SD | Equality SD |
|-----------------|-------|--------------|------------------|--------|-----------|-------------|
| Full Census     | 0.7912| 0.2286       | 0.0016           | 0.0103 | 0.0167    | 0.0002      |
| Miniature Sample| 0.7915| 0.2401       | 0.0017           | 0.0102 | 0.0103    | 0.0002      |
| Density Sample  | 0.8321| 0.1637       | **0.0010**       | 0.0092 | 0.0097    | 0.0003      |
| DPP Sample      | 0.7989| 0.2144       | 0.0015           | 0.0085 | 0.0135    | 0.0001      |

We report sample scores in terms of their combinatorial (Eq. 2) and geometric (Eq. 3) diversity in Table 5.

Table 5. Mean combinatorial diversity $C(\cdot)$ on the race feature and geometric diversity $G(\cdot)$ on all features for the five samples of each sample type. Standard deviations (SD) are also shown.

| Sample Type | $C(\cdot)$ | $G(\cdot)$ | $C(\cdot)$ SD | $G(\cdot)$ SD |
|-------------|------------|------------|---------------|---------------|
| Miniature   | 1.184      | 0.014 · 10^{27} | 0.001         | 0.001 · 10^{27} |
| Density     | 1.820      | 3.584 · 10^{27} | 0.004         | 0.203 · 10^{27} |
| DPP         | **1.939**  | **26.100 · 10^{27}** | 0.001         | 0.383 · 10^{27} |

Table 6 reports distributional distances to assess the reflection concept of representativity for the different samples.

5.3.1 Out-of-distribution results. We demonstrate out-of-distribution performance by applying models trained on California to the remaining 49 states and Puerto Rico. Figure 1 compares MSE performance of miniature and density coverage models on two states similar and two states dissimilar to the California training data in terms of demographic distribution. See Fig. 2 in Appendix A for an out-of-distribution performance breakdown on the remaining states. MSE performance on in-distribution data is best for the model trained on miniature samples of the California training data, while MSE performance on out-of-distribution data is best for the model trained on coverage samples of the.
Table 6. Distributional comparisons to evaluate the reflection concept of representativity. Comparisons are reported as mean 1D Earth Mover Distances (EMD) between full census and the respective samples of each type. Standard deviations (SD) are also shown. EMD between population and sample is reported for the race and hours worked feature. The miniature samples were created by stratifying on the race feature, but not on the hours worked feature. Lower distance equates to higher evidence toward the reflection concept of representativity.

| Sample Type | EMD Race | EMD Hours Worked | Race SD | Hours Worked SD |
|-------------|----------|------------------|---------|-----------------|
| Miniature   | 0.000    | 0.066            | 0.000   | 0.007           |
| Density     | 1.318    | 3.709            | 0.016   | 0.035           |
| DPP         | 0.817    | 1.151            | 0.007   | 0.049           |

California training data. Overall, the model trained on density coverage samples is on average better on 41 of the 50 states and Puerto Rico with an average performance increase of 4% across all states. Similar results can be found for the classification case in Appendix A, where the coverage model is better than the miniature model on 43 of the 50 states and Puerto Rico with an average accuracy increase of 1.5%. Fig. 3 in Appendix B shows results of models trained on a state with a different demographic distribution than California. Here we use Massachusetts as training data and again find a model trained on miniature samples to achieve better predictive performance on in-distribution data, but worse performance on out-of-distribution data.
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(a) MSE on states dissimilar to the training data (California). (b) MSE on states similar to the training data (California).

Fig. 1. MSE performance when applying models trained on the California data to states either demographically dissimilar (a) or similar (b) to the training data in terms of Pearson product-moment correlation between all features. The miniature model is trained on stratified random samples, while the coverage model is trained on density samples.

5.4 Summing up experiments on data

While the coverage sampling has merits such as robustness to distributional shifts and less disparate predictive performance between under- and overrepresented parts of the input space, the coverage sampling fails to accurately represent the distribution of the underlying population, and consequently incurs a loss in predictive power on the majority of said population, measured by the MSE. On the contrary, the miniature sampling accurately represents the underlying demographic distribution of the population allowing a similar interpretation of relations between sample and population. Consequently, the miniature sampling is particularly appropriate for historical or in-distribution inference.
on the majority. This is evident for model performances on in-distribution data, where the miniature sampling achieves better predictive performance than the coverage sample.

While we demonstrate improved race representation for our coverage sampling and consequently less disparate predictive accuracy between these groups, it should be noted that coverage procedures cannot be blindly applied to any dataset with the expectation of improved representation for marginalized groups. For instance [13] shows that sampling for diverse image summaries with the notion of geometric coverage (DPP sampling) does not necessarily result in the desired improvement in gender representation in the generated summaries. This happens when instances of overrepresented and marginalized groups are not geometrically distinct (for instance with visually similar images of individuals of different race and gender). Likewise, the density based sampling approach relies on marginalized groups being positioned in low-density regions of the input space in order to achieve sufficient coverage of these. This underlines a point that achieving a representative sample under the concept of coverage should be seen in the context of the dataset and task at hand. Improved techniques for identifying and achieving optimal coverage of marginalized groups or regions in datasets provides an important future research direction.

6 FRAMEWORK FOR DATA REPRESENTATIVITY

This section presents our proposed framework of questions for assessing data representativity when creating and documenting data. The framework naturally fits into both datasheets for datasets [28] as well as shorter, more general data descriptions, and our aim here is to make it as concise and manageable as possible. With this in mind, and based on our literature study, proposed concepts, and empirical investigations, we propose answering and adhering to the following questions and guidelines:

6.1 Purpose:
What is the purpose of collecting/creating the data, and what/who is the target population? In addition, when building AI systems; what is the intended aim of the AI system along side its intended use?

6.2 Sampling methodology:
Which data representativity concept have you used to create your sample (reflection/coverage/representatives)? What is the sampling method and procedure used to create the data? The methodology should be specified to a degree that makes it reproducible. If a code base is used to create the data, we recommend making it open source.

6.3 Evaluation:
Are the collected data representative of the target population or ‘good enough’ for the aim? We recommend making this evaluation in accordance with the purpose and measurable data representativity concept, and not as a general statement of representativity. In addition, known limitations of the representativity, in terms of coverage as well as distributional match to target population, are always desirable to document for datasets to assess possible limitations, and not least because open source datasets may be used for purposes not originally anticipated. Finally, add measures of representativity in accordance with the sampling concept and to the extend possible.

7 DISCUSSION
We found that the notions of what constitutes a ‘representative sample’ from the 1979 reviews by Mosteller and Kruskal are still pertinent. When building machine learning models and AI systems, particularly two contrasting views of
representativity are of relevance: The concept of coverage vs. that of a reflection. We find that the two are useful for different purposes. Coverage is useful for robustness towards distribution shifts as well as mitigation of disparate predictive accuracy between overrepresented and marginalized groups.

The reflection concept is useful to mimic the target population allowing a similar interpretation of relations between sample and population as well as to obtain minimum average errors on the target population. However, we should keep in mind that average errors indicate that predictions are best for the majority, and not necessarily equal for population subgroups.

The notion of a ‘representative sample’ as an assertive acclaim without specification was mainly used in AI related literature as an implicit acclaim, without explicit mentioning of representativity, but with an indication of an inference link (generalization from data) matching that of representativity. We call for attention on such implicit use, and recommend avoiding it, thus always specifying the sampling methodology as well as the purpose and target population of the collected data along with an evaluation of representativity and limits of same for the given sample. Such specification and evaluation is critical on the path towards fully transparent and trustworthy AI systems.

Through our investigations we found that we cannot talk about general representativeness of a sample, but need to consider data collection and representativeness in coherence with our purpose (and data analysis) whether this is a research hypothesis or an aim for our AI system.

As we reach limitations from our understanding of the target distributions and/or from a large number of attributes (and their interactions), it is practically impossible to make guarantees of representativeness. As a consequence, evaluations based on several datasets as well as ‘in use’ data (for deployed ML models or AI systems) are encouraged. Furthermore, accounting for all possible distribution shifts that may happen in the future (where our AI system will be in production), is also practically impossible. As an alternative, or rather addition, we suggest to perform continuous monitoring of AI systems and their performance while they are in production. An AI system may also at first be deployed in shadow mode if risks are too high to use predictions without further (live) testing.

Finally, we propose that further research into measurable concepts of data representativity is necessary. There is a need for measures that are computationally feasible for large high dimensional data and which can model joint distributions (parametric and non-parametric) as well as a need for further analysis into existing measures and their limitations.
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A ADDITIONAL RESULTS FOR CALIFORNIA

We show 5 fold cross validation (CV) results from applying models trained on California data to all other states. We show regression results from linear regression models using the continuous income target and classification results for logistic regression models using the binarized income (50,000 USD threshold). We compare miniature samples generated with stratified random sampling to coverage samples produced through density sampling.

![Graph showing comparison between coverage and miniature samples for California regression and classification.](image)

Fig. 2. (a) Regression performance improvement on MSE when using coverage samples created with density sampling compared to using miniature samples created with proportional stratified sampling of the California training data. Error bars indicate the standard deviation. Positive values express that the MSE of the model trained on the coverage samples is improved over the MSE of the model trained on miniature samples. Negative values indicate that the coverage sampling deteriorates the performance compared to the miniature sampling. The mean MSE improvement across all states is 3.95%. False Discovery Rate (FDR) adjusted paired t-tests have been performed on all interstate differences. Grey results (Illinois and Utah) indicate states where model differences are not significant to an $\alpha = 0.05$ level. (b) Same as above for classification accuracy improvement on the binarized target value. The mean accuracy improvement across all states is 1.54%. All performance differences except for Alaska and New York are significant to an $\alpha = 0.05$ level when using a FDR adjusted paired sample t-test.

Table 7 shows in-distribution results for classification models trained using the binarized income with 50,000 USD threshold. Table 8 shows the associated p-values while Table 9 shows the p-values for the regression results in Table 4.
Table 7. Classification performance metrics evaluated with 5-fold cross validation of logistic regression models trained on the California data using the original binarized income (50,000 USD threshold) as target. The results are generated with the same procedure as in table 4. Accuracy is shown in addition to classification demographic disparity (CDD) and equal opportunity disparity (CEOD) for White / Native American individuals.

| Training Data     | Accuracy | Parity (CDD) | Equality (CEOD) | Accuracy SD | Parity SD | Equality SD |
|-------------------|----------|--------------|------------------|-------------|-----------|-------------|
| Full Census       | 0.7674   | 0.2510       | 0.2968           | 0.0027      | 0.0184    | 0.0700      |
| Miniature Sample  | 0.7673   | 0.2666       | 0.3160           | 0.0028      | 0.0290    | 0.0793      |
| Density Sample    | 0.7560   | **0.2096**   | **0.2497**       | 0.0025      | 0.0182    | 0.0548      |
| DPP Sample        | 0.7634   | 0.2447       | 0.2938           | 0.0028      | 0.0220    | 0.0596      |

Table 8. Paired sample t-test on classification model results shown in Table 7. P-values are adjusted for multiple testing by controlling the FDR using the Benjamini-Hochberg procedure [6].

| Sample Comparison     | Accuracy p-value | CDD p-value | CEOD p-value |
|-----------------------|------------------|-------------|--------------|
| Full Census vs. Miniature | 0.7200          | 0.3198      | 0.3715       |
| Density vs. Miniature | 0.0007          | 0.0096      | 0.0249       |
| DPP vs. Miniature    | 0.0023          | 0.2622      | 0.3605       |
| DPP vs. Density      | 0.0031          | 0.0249      | 0.0755       |

Table 9. Paired sample t-test on regression model results shown in Table 4. P-values are adjusted for multiple testing by controlling the False Discovery Rate (FDR) using the Benjamini-Hochberg procedure [6].

| Sample Comparison     | MSE p-value | RDD p-value | REOD p-value |
|-----------------------|-------------|-------------|--------------|
| Full Census vs. Miniature | 0.0624        | 0.2962      | 0.1970       |
| Density vs. Miniature | 0.0002       | 0.0010      | 0.0102       |
| DPP vs. Miniature    | 0.0192       | 0.0617      | 0.0102       |
| DPP vs. Density      | 0.0010       | 0.0044      | 0.0332       |

B RESULTS FOR MASSACHUSETTS

We show 5 fold CV results from models trained on the Massachusetts data (n=40,114) applied to all other states. The Massachusetts data is significantly different from the California data both in terms of overall data size (n=40,114 vs. n=195,665), proportion of individuals with Bachelor’s degree (49.1% vs. 38.7%) and in terms of proportion of White individuals (82.3% vs. 61.8%), but is similar on several other parameters like average weekly hours worked (37.4 vs. 37.9), proportion of government workers (12.5% vs. 14.9%), proportion of individuals aged 10-33 (33.3% vs. 32.4%) and proportion of married individuals (51.6% vs. 52.4%). Results compare performances for models trained on miniature samples of the training data to models trained on coverage samples created with the density sampling approach. Both sample types have size 20% of the training data. We find similar results as with the California data, where for both regression and classification using coverage samples over miniature samples deteriorates performance in terms of MSE and accuracy on in-distribution states similar to the Massachusetts training state (most notably on states CA, CT, MD, MA and NJ). However, model performance on states dissimilar to Massachusetts (out-of-distribution) is improved with an average performance increase across all states (including the training state) of 3.27% for regression and 1.54% for classification.
Fig. 3. (a) Regression performance improvement on MSE when using coverage samples compared to miniature samples of the Massachusetts training data. Mean MSE performance improvement across all states is 3.27%. (b) Same as above for classification. The mean accuracy improvement across all states is 1.54%. FDR adjusted paired t-tests have been performed on all interstate differences. Grey results indicate states where model differences are not significant to an $\alpha = 0.05$ level.