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Abstract—In today's society, location-based services are widely used which collect a huge amount of human trajectories. Analyzing semantic meanings of these trajectories can benefit numerous real-world applications, such as product advertisement, friend recommendation, and social behavior analysis. However, existing works on semantic trajectories are mostly centralized approaches that are not able to keep up with the rapidly growing trajectory collections. In this paper, we propose a novel large-scale semantic trajectory analysis algorithm in Apache Spark. We design a new hash function along with efficient distributed algorithms that can quickly compute semantic trajectory similarities and identify communities of people with similar behavior across the world. The experimental results show that our approach is more than 30 times faster than centralized approaches without sacrificing any accuracy like other parallel approaches.

1 INTRODUCTION

Today, mobile devices with the Internet and positioning technology are extremely common, and almost all users of these devices utilize some forms of location-based services, such as using Google Maps to find nearby restaurants, getting directions from current locations, and checking in on Yelp or other social network sites. As a result, a huge amount of trajectories has been collected by service providers.

Given the collected trajectories, people have looked into their space similarities and semantic similarities. Identifying geometrically similar trajectories is beneficial for applications such as traffic flow analysis and urban planning, while analyzing semantic meanings of visited places may lead to even more interesting findings regarding humans' daily activity patterns and preferences. For example, as shown in Fig. 1, Alice's and Cindy's trajectories in Sydney are overlapping, i.e., geometrically similar. However, we will find that they might have quite different interests after considering the semantic meanings of their trajectories. Specifically, Alice is visiting a high school and a grocery store while along the same path Cindy stops by a company and a cinema which demonstrates a different social behavior compared to Alice. In contrast, Alice's and Bob's trajectories have nothing in common in terms of spatial similarity as they live in different cities, whereas the semantic meanings of their trajectories reveal that they are both related with schools and share common daily activity patterns since they visited places of similar types. Similarly, Carol and Dave demonstrate activity patterns of being frequent flyers although their trajectories are located in different cities and different countries.

The above examples illustrate the potential benefits of identifying semantically similar trajectories, such as for targeted and precise product and service recommendations, and online community formations. Especially with the emerging of the future metaverse—a social networking cyberspace where users have “second” life through virtual reality and augmented reality technology, the boundaries between the physical world and cyber world are diminishing. Communities can be formed beyond those who are only spatially closed. Semantically similar trajectories in the real world could become a good indicator for friend exploration and recommendation in the metaverse. However, it is indeed a very challenging task to analyze today's enormous volume of trajectories in a timely manner. The most representative and sophisticated techniques provide only centralized algorithms for calculating semantic similarity among trajectories [1], [2]. It could take days and months for a centralized algorithm to analyze tens of billions of collected trajectories considering Facebook already has 2.4 billion active users. Moreover, unlike calculating the spatial similarity of trajectories which can be easily scaled up by parallelly processing trajectory datasets in different regions (e.g., cities) [3], semantically similar trajectories are no longer confined by regions as they may be located in different countries as shown in the example. Thus, it is not a trivial task to design a divide-and-conquer strategy for semantic trajectory similarity calculation.

In order to address the aforementioned challenges, in this paper, we propose an efficient distributed computing algorithm on the Apache Spark platform [4] for analyzing large-scale semantic trajectories. Our algorithm is named AnotherMe with the goal of finding people with similar social behavior across the world, who may share common interests and new insights. Specifically, we design a novel hash function, namely Sequence-Sensitive Hashing (SSH), to effectively produce initial partitions of trajectories that are likely to be semantically similar. Then, we calculate
trajectory similarity scores at different granularity levels in each partition in parallel. It is worth noting that our similarity function is more sophisticated than those in the previous works. Specifically, we take into account the recurrence of the same places in a trajectory (e.g., company → cafe → company) which is commonly seen in the real world scenarios, whereas existing works simply consider distinct places in a trajectory and ignore their repetitive patterns.

Our proposed work has made the following contributions:

- Unlike most existing works on trajectory analysis [3], [5], [6] which mainly calculate the spatial similarity of trajectories, our work not only analyzes the more challenging type of similarity – semantic similarity – in a large scale setting, but also provides a new way of identifying communities of common interests based on dynamic trajectory information rather than users’ static profiles.
- We design a novel hash function, the Sequence-Sensitive Hashing (SSH) which captures the characteristics of semantic similarity among trajectories much better than the original hashing function in the Apache Spark. Specifically, the trajectory analysis results obtained from our distributed algorithm have achieved 100% accuracy compared to the ground truth obtained from a centralized approach, whereas the Spark’s original hash function yields very low accuracy.
- We have an important finding regarding the implementation of distributed algorithms in Apache Spark. We found that although the common approach for implementing custom data analysis functions using Apache Spark’s user-defined function feature is convenient, such an approach does not fully unleash Apache Spark’s parallel computing capabilities. Significantly better performance is achieved after we strategically decompose and convert the tasks in the trajectory analysis process into atomic tasks that can be carried out directly by Apache Spark’s built-in functions.
- We conduct extensive experiments on both real trajectory datasets and large-scale synthetic trajectory datasets. The results prove that both the time and memory consumption of our method are orders of magnitude less than the centralized version. Specifically, our Spark-version is more than 30 times faster than the centralized approach.

The remainder of the paper is organized as follows. Section 2 provides a brief overview of the background knowledge about Apache Spark. Section 3 reviews the related work. Section 4 presents our distributed trajectory analysis algorithms. Section 5 reports the experimental results. Finally, Section 6 concludes the paper.

2 BACKGROUND OF APACHE SPARK

We first briefly introduce the key features of Apache Spark [4] as our algorithms are run on this environment. Spark is an open-source tool designed for large-scale data processing. It aims to address the performance limitations in an earlier popular large-scale data processing paradigm – MapReduce by leveraging in-memory caching and processing. The fundamental data structure in Spark is the resilient distributed dataset (RDD) which helps parallelize distributed data processing.
over a cluster of machines. Spark also has an important component called Spark SQL that supports parallel SQL operations which are used in our work. Spark SQL utilizes a data abstraction called DataFrames which can store structured and semi-structured data. Spark SQL can perform efficient SQL functions such as "group by" and "join". Moreover, Spark also provides several built-in hash functions for general uses, such as Bucketed Random Projection and MinHash. Overall, Apache Spark is the leading platform for the large-scale data analytics.

3 RELATED WORK

In this section, we review related works on trajectory analysis. We will first quickly discuss early efforts that developed centralized approaches for trajectory analysis. Then, we will analyze a few recent distributed approaches for large-scale trajectory datasets that are more related to our work.

Trajectory analysis is typically based on two kinds of similarities: coordinate-based similarity and semantic-based similarity. The coordinate-based similarity measures include euclidean distance [7], Hausdorff and Frechet distance, Angular metric or shape similarity [8], [9], [10] and edit distance on movement pattern strings[11]. The most commonly used coordinate-based similarity metric is euclidean distance which aggregates the euclidean distances of nearest pairs of positions in the two trajectories. The semantics-based trajectory similarity is commonly measured using longest common subsequence or longest common sequence [12], [13]. The longer the common subsequence, the less semantic distance between the two trajectories, which means the more similar the two trajectories will be. The following is a simple example of the calculation of the coordinate-based similarity and the semantic-based similarity of two trajectories. Assume Alice and Bob live in two different cities and their trajectories are represented as the place names and the coordinates as follows. Without loss of generality, we use integer coordinates for the ease of illustration.

\[
T_{Alice} = [\text{highschool}(3,4) \rightarrow \text{shoppingmall}(5,8) \rightarrow \text{dinner}(10,7) \rightarrow \text{home}(10,8)].
\]

\[
T_{Bob} = [\text{university}(100,100) \rightarrow \text{grocerystore}(105,110) \rightarrow \text{cafe}(110,120) \rightarrow \text{home}(120,125)].
\]

The coordinate-based similarity between these two trajectories can be simply calculated by finding the average distance between each closet pair of locations, which is 

\[
D = \frac{1}{4} \left[ \sqrt{(100-3)^2 + (100-4)^2} + \sqrt{(105-5)^2 + (110-8)^2} + \sqrt{(110-10)^2 + (120-7)^2} + \sqrt{(120-10)^2 + (125-8)^2} \right] = 148
\]

This coordinate-based distance is very large due to the fact that the two people live in different cities. However, if we look at the semantic-based similarity between these two trajectories, we will notice that the places that Alice and Bob have visited belong to the same type and in the same sequence. Therefore, its semantic-based distance is close to 0. From here, we can observe that coordinate-based similarity is good at describing the spatial similarity of two trajectories while the semantic-based similarity is good at describing the social meaning of two trajectories.

Various centralized approaches have been proposed to identify similar trajectories based on coordinate-based distance [5], [6], [14], [15], [16]. Most of the early works focus on trajectory clustering [17] using euclidean distances between coordinates of locations in trajectories. Later, Zheng et al. [18], [19], [20] started examining trajectory similarity in terms of semantic meanings of places visited. Zhang et al. [21] also propose an approach namely SPLITTER to detect sequential patterns in semantic trajectories. The SPLITTER groups similar places together to mine coarse patterns, and then progressively refine them using weighted snippet shifting to obtain fine-grained patterns. Choi et al. [22] devise a mining algorithm, called RegMiner, to find the local frequent movement patterns. Celik and Dokuz [23] further consider the temporal context of locations and only frequently visited or socially important locations when determining the similarity of trajectories. Wan et al. [24] take into account both coordinate-based distance and semantic-based distance, and introduce a new concept of semantic-geographic similar trajectories. Gao et al. [25] use clustering approaches to identify regions of interests and then represent trajectories in multi-resolutions. This multi-resolution idea is similar to our proposed hierarchical trajectory representation whereas we leverage the semantic hierarchy instead of the regions of interests. Most recently, semantic trajectory analysis has fostered a series of new applications, such as recommender systems in cultural spaces proposed by Angelis et al. [26], the itinerary recommender system by Cai et al. [27], similar pattern group identification by Cao et al. [28], and social-space keyword query by [29]. All of these works are centralized approaches and would not scale up when the huge amount of trajectories across the world need to be compared as that in our problem setting.

There have been some works on distributed trajectory analysis [3], [22], [30]. However, most of them [3], [31], [32], [33] use coordinate-based distance for trajectory comparison, which eases the development of the parallel computation since trajectories can be easily divided into subsets based on regions they are located. Among these coordinate-based trajectory analyses works, many [34], [35], [36] utilize MapReduce; very few [32], [33] takes advantage of Apache Spark which has been shown to be much more efficient than MapReduce. A representative work using Apache Spark is TrajSpark [32] which can answer k-nearest neighbor queries among trajectories based on the distance between coordinates of locations in the trajectories. Alvares et al. [37], [38] append the semantic information to trajectories as a post-processing of the coordinate-based trajectory classification. The most recent work on distributed semantic trajectory analysis is by Chen et al. [30]. Their approach first groups trajectories based on semantic meanings and then further partitions the trajectories based on spatial proximity. Unlike their work which leverages spatial partitioning to obtain a smaller dataset to process in parallel, the problem addressed in this paper aims to identify trajectories across the globe with similar semantic meanings which is much more challenging since we cannot employ spatial partitioning to reduce the number of trajectories that need an in-depth comparison.

To sum up, to the best of our knowledge, there has not been any distributed Spark-based algorithm for identifying semantic similarity among large-scale trajectories without spatial constraints.
In addition, it is worth noting that another line of research on spatial keyword search [39] also look into the semantic meanings of locations, but it is not sufficient to conduct semantic trajectory analysis because the spatial keyword search is still constrained by geographic regions and the keyword search does not consider the visiting order of places.

4. The AnotherMe Algorithm

We propose a distributed computing algorithm, called AnotherMe, which analyzes a set of semantic trajectories and returns a set of communities of interest. The set of semantic trajectories belongs to people who may be in different regions of the world. The communities of interest are formed by people who share common activity patterns as illustrated in the examples shown in Fig. 1. The similarity between people’s activity patterns is measured based on the similarity between their semantic trajectories. The formal definitions of these notions will be given in the following subsections.

Fig. 2 presents an overview of our algorithm which consists of four main phases: (i) Semantic encoding which converts the original semantic trajectory into an encoding of place types at different levels of semantic meanings; (ii) Sequence-Sensitive Hashing (SSH) which creates initial partitions of trajectories based on semantic similarities; (iii) Semantic trajectory similarity computation which calculates semantic trajectory similarity in each partition in parallel; and (iv) Output communities of common interests, i.e., trajectories with same hash values and their pair-wise trajectory similarity. In what follows, we elaborate the detailed algorithm in each phase.

4.1 Semantic Encoding

The goal of this phase is to be able to generate an encoding for each trajectory so that we can easily compare semantic trajectories (defined in Definition 1) that do not share any geographic overlap.

Definition 1. (Semantic Trajectory) A semantic trajectory of a user $u$ is in the form of $T_u = \{\text{place}_1 \rightarrow \text{place}_2 \rightarrow \cdots \rightarrow \text{place}_n\}$, where $\text{place}_i$ (1 $\leq i \leq n$) denotes the name of the place where user $u$ stayed for more than $t$ time (a time parameter used to distinguish passing points from stay points), and the arrows indicate the visiting order.

The definition of the semantic trajectory considers mainly stay points, which helps the subsequent trajectory comparison to focus on meaningful places that a person has visited rather than just passed by briefly. Our representation captures the information of the length of stay by including the same place $n$ times if the duration of the stay at the place is $n$ times of the time interval $\tau$. This trajectory representation integrates spatial and temporal information that makes our proposed hash function more effective. By extending the examples in Fig. 1, the semantic trajectories of Carol and Dave can be represented as follows:

$\text{T}_{\text{Carol}} = \{\text{Maris Apartment} \rightarrow \text{Sydney Airport} \rightarrow \text{O’Hare Airport} \rightarrow \text{Tokyo Airport} \rightarrow \text{Facebook Japan} \rightarrow \text{KFC} \rightarrow \text{Tokyo Airport} \rightarrow \text{Sydney Airport} \rightarrow \text{Maris Apartment}\}$.

$\text{T}_{\text{Dave}} = \{\text{Windy Apartment} \rightarrow \text{O’Hare Airport} \rightarrow \text{Paris-Charles De Gaulle} \rightarrow \text{Microsoft France} \rightarrow \text{Restaurant Goude} \rightarrow \text{Paris Convention Center} \rightarrow \text{Paris-Charles De Gaulle} \rightarrow \text{O’Hare Airport} \rightarrow \text{Windy Apartment}\}$.

From the above example, we can observe that Carol and Dave have a similar travel pattern between hotels and airports. However, such similarity cannot be identified
As a result, a single trajectory will have total three levels of representations: the original trajectory, the trajectory representation at “class” level and the trajectory representation at “type” level. The semantic similarity between a pair of trajectories is then defined as the integration of the similarity among three levels as shown in Definition 2.

Definition 2. (Semantic Trajectory Similarity) Given a pair of semantic trajectories \( T_{u_1} \) and \( T_{u_2} \), the semantic trajectory similarity between them is calculated as follows:

\[
SS(T_{u_1}, T_{u_2}) = \sum_{i=1}^{n}[w_i \cdot S(T_{u_1}^i, T_{u_2}^i)],
\]

where \( T_{u_1}^i \) and \( T_{u_2}^i \) represents the trajectory mapping at level \( i \) among \( n \) levels in the semantic forest, \( w_i \) is the corresponding weight and \( \sum_{i=1}^{n} w_i = 1 \), and \( S(T_{u_1}^i, T_{u_2}^i) \) denote the similarity of trajectories at level \( i \).

The above definition is generic that applies to any number of levels that a semantic forest may have. The weight \( w_i \) is a tunable parameter. By default, we set all the weights equal. If an application has special background knowledge or preference on fine or coarse grain of semantic levels, the weights can be adjusted to reflect the varied importance of different levels. In our discussion, we will use 3 levels for ease of illustration. The definitions of the similarity among each level will be elaborated in Section 4.3.

Next, we propose a novel approach to consolidate the three-level representation of a trajectory to make the subsequent trajectory comparison highly efficient. Specifically, we map each place to an encoding in the form of “E_{type}.E_{class}.E_{name}”. For example, “Tokyo station” is encoded as “1.1.1”, “Sydney station” is encoded as “1.1.2”, and Sydney airport is encoded as “1.2.1”. When looking at the entire encodings of the above three places, we can see that they are different since the place names are different. However, when only the first two components of the encodings are considered, we can observe the similarity between “Tokyo station” and “Sydney station” as their encodings of the first two components are the same, i.e., “1.1.x”. Finally, since all the three places have the same first component “1.x.x” in their encodings, we also know that they belong to the same type. With the aid of the encoding, we will not need to store multiple representations for each trajectory. We only need to map the original trajectory to place encodings, and then the trajectory comparison at different levels can be conducted between the extracted corresponding level of encodings as shown in the above example. Note that this encoding strategy can be easily extended to \( n \)-level representations of a trajectory in the form of “E_{1}.E_{2} \ldots E_{n}”.

### 4.2 Sequence-Sensitive Hashing (SSH)

Given a large amount of trajectory data, comparing each pair of trajectories to identify their similarity will be extremely time-consuming. For example, if there are 1 million \((10^6)\) trajectories, there will be 1 trillion \((10^{12})\) pair-wise comparisons. To obtain a reasonable processing time, a natural idea is to adopt the divide-and-conquer method. This is easy when looking for the geometric similarity between trajectories whereby a large trajectory dataset can be split according to their regions (e.g., city or state), and then...
comparisons can be done within much smaller subsets of trajectories in parallel. As for semantic trajectories, spatial partitioning will not work since semantically similar trajectories could locate in different areas. The MinHashLSH function provided by Apache Spark does not work well either since MinHashLSH does not consider the frequency of the same type of places being visited. Thus, the partitioning of the semantic trajectories calls for a new strategy.

To conquer the aforementioned challenge, we propose a new hashing method, referred to as Sequence-Sensitive Hashing (SSH), which captures the semantic similarity among trajectories to help divide trajectories into semantic groups through only one scan of the trajectory dataset. Each semantic group contains trajectories that have similar types of places and are likely to have high similarity scores. Unlike geometric partitioning which does not have overlaps among partitions, our proposed semantic groups allow a trajectory to be classified as more than one semantic group. Such overlapping conforms with the real-world situation that a person’s trajectory may demonstrate multiple characteristics, e.g., frequent flyer and businessman as shown in the previous example. Formally, our SSH method is built upon a new notion called K-sequential Shingles as defined in Definition 3.

**Definition 3. (K-sequential Shingling)** Given a trajectory $T = \{place_1 \rightarrow place_2 \rightarrow \cdots \rightarrow place_m\}$, its k-sequential Shingling is a set of m distinct shingles $G = \{g_1, g_2, \ldots, g_m\}$, where each shingle is formed by the types of k contiguous or non-contiguous places in $T$ in the same order as they occur in the trajectory, i.e., $g_i = type_{i_1} \rightarrow type_{i_2} \rightarrow \ldots \rightarrow type_{i_k}$, and $1 \leq i \leq m$, $m \leq \binom{N}{k}$.

Fig. 4 illustrates an example of 3-sequential shingles. The first two rows in the figure are the encoded trajectories of Carol and Dave, and the bottom two rows are their corresponding shingles formed by the types of places they have visited. Specifically, the types of places (i.e., the first encoding of a place) visited by Carol include: 2 $\rightarrow$ 1 $\rightarrow$ 2 $\rightarrow$ 1 $\rightarrow$ 2 $\rightarrow$ 1 $\rightarrow$ 2 $\rightarrow$ 1 $\rightarrow$ 2 $\rightarrow$ 1, as highlighted using different colors in $T_{Carol}$. The corresponding 3-shingles for the types of places are generated by selecting three place types from the trajectory while preserving their visiting sequence. For example, by selecting the 1st, 2nd and 3rd place types from the trajectory, we obtain the first 3-shingle “2 1 1” as denoted by orange and green colors, respectively; by selecting the 1st, 2nd and 5th place types, we obtain another 3-shingle “2 1 6”. After collecting all the unique 3-shingles, we will obtain $S_{Carol}$ as shown in Fig. 4.

Observing the shingles in Fig. 4, we can easily spot the similarities between the trajectories. In order to capture such similarities, we calculate the k-sequential shingles for each trajectory and then cluster the trajectories which contain at least one identical shingle into the same partition (semantic group). Note that, if two trajectories have not even a single common k-sequential shingle, that means the two trajectories did not visit more than k same types of places in the same order, and hence they are not very similar and it is not necessary to further calculate their similarity score.

We proceed to present how to implement the Sequence-Sensitive Hashing (SSH) in Apache Spark. A straightforward method is to implement SSH as a user-defined function (UDF) in Apache Spark. However, we found that the use of UDF does not fully take advantage of Apache Spark’s parallel computing capabilities due to the limitation of Apache Spark’s abilities to understand arbitrary UDF codes. Also, it is hard for UDF to benefit from the Apache Spark query optimizer called Catalyst which keeps improving Apache Spark’s built-in functions with each new version release. As such, we design the following algorithm that leverages Apache Spark’s built-in SQL query functions to conduct the proposed trajectory partitioning task.

Fig. 5 shows an example of hashing process. The original trajectories are stored in a data frame (denoted as $D_1$) along with its unique trajectory ID. For each trajectory, its semantic encoding is appended as a new column in $D_2$. Based on the semantic encoding, we calculate the k-sequential shingles for each trajectory and store the results in the data frame $D_3$. In $D_3$, each trajectory may contain various numbers of shingles. We further expand $D_3$ into a new data frame $D_4$ by listing each trajectory shingle as a separate row. Then, we can leverage the Apache Spark join function to join the $D_4$ with itself to identify trajectories containing identical shingles. The join results are stored in another data frame ($D_5$). Each row of $D_5$ contains a pair of trajectories that are likely to be similar to each other. After that, we will use $D_6$, $D_7$, and $D_8$ to calculate the final similarity scores which will be elaborated in the next subsection.

**Algorithm 1. 3-Sequential Shingling**

**Input:** A trajectory containing a sequence of location: $T = x_1, x_2, x_3, \ldots, x_t$

**Output:** A set of shingles: $S = \{s_1, s_2, \ldots, s_s\}$

1: for $i = 1; i \leq t; i++$ do
2: for $j = i + 1; j \leq t; j++$ do
3: for $k = j + 1; k \leq t; k++$ do
4: $s = \text{concat}(x_i.name||x_j.name||x_k.name); S.insert(s);$
5: return $S$

We now take a deep look at the SSH. Given Algorithm 1, let $N$ be the number of trajectories and $L$ be the average number of locations in a trajectory. The computational complexity of Sequential-Sensitive Hashing is $O(N \ast L^2)$. Since the total number of trajectories is much larger than the average number of locations in a trajectory, i.e., $N >> L$, the actual computational complexity of SSH is $O(N)$ which is linear to the data size.
Next, we examine the collision rate of the SSH. In our problem, the SSH is used to help group similar trajectories. Therefore, we do not want the collision rate to be too small. For example, if the collision rate is 0, it means each trajectory is in its own group and we will not be able to find any similar trajectories. Assume there are Q items in total in the type level of semantic forest. We will obtain at most $Q^K$ different hash values by applying K-sequential Shingling for all. Each trajectory will have $(\binom{k}{K})$ shingles. On average, the collision rate is $(\binom{k}{K})/Q^K$.

**Algorithm 2. Sequence Sensitive Hashing**

**Input**: A Dataframe containing all semantic trajectories: $D_1 = \{T_1, T_2, \ldots , T_N\}$

**Output**: A Dataframe containing all pairs of candidate similar trajectories: $D_h$

1. Encode the place names of each trajectory in $D_1$ into corresponding place types in semantic trees, get Dataframe $D_2$;
2. Use 3-Sequential Shingling function to calculate a set of shingles of each trajectory in Dataframe $D_2$ and add a new column named “shingles” to store it, get Dataframe $D_3$;
3. Extend the Dataframe $D_3$ into a new Dataframe $D_4$ by separating the elements of shingles set of every trajectory into different rows;
4. Join Dataframe $D_1$ with itself on condition: left $D_1$.id != right $D_4$.id and left $D_4$.shingles = right $D_4$.shingles, get Dataframe $D_5$;
5. return $D_5$;

**Definition 4. (Multi-Level Semantic Trajectory Similarity)** Let $ET_u = \{E^{h_1}_{u_1}, E^{h_2}_{u_2}, \ldots , E^{h_{n_u}}_{u_{n_u}}\}$, $ET_v = \{E^{h_1}_{v_1}, E^{h_2}_{v_2}, \ldots , E^{h_{n_v}}_{v_{n_v}}\}$, denote the semantic encodings of user $u$’s and $v$’s trajectories where $k$ and $m$ refer to the number of places visited by each user, respectively. The multi-level semantic trajectory similarity (MSS) is defined as:

$$MSS(ET_u, ET_v) = \sum_{h=1}^{n} \beta_h \cdot |M_h|$$

where $M_h$ contains the maximum matching encoding sequence in two trajectories at level $h$, $\beta_h$ denotes the importance of the similarity at level $h$, and $\sum_{h=1}^{n} \beta_h = 1$.

Considering the three-level semantic hierarchy, two points that match at type level do not necessarily match at class or place level. However, two points matching at class level must match at type level and two points matching at place level must match at class level and type level. Therefore, $|M_{typ}| \geq |M_{cls}| \geq |M_p|$. In addition, $\beta_{typ} + \beta_{cls} + \beta_p = 1$, so given a similarity threshold $n \leq \rho < n + 1$, where $n$ is a positive integer denoting the lower bound of $\rho$. Trajectories with a similarity score $MSS > \rho$ has $|M_{typ}|$ matching points at type level, and $n \leq MSS \leq |M_{typ}|$. In this way, our Sequential Sensitive Hashing applying k-sequential shingle function at type level with a $k \leq n + 1$ is able to cluster all the possible similar pairs of trajectories satisfying the condition above into partitions, and it performs most efficiently when $k = n + 1$.

**Definition 5. (Maximum Matching Encoding Sequence)** Let $ET_u^{h_i} = \{h_{u_{i1}}, h_{u_{i2}}, \ldots , h_{u_{i,m}}\}$, $ET_v^{h_j} = \{h_{v_{j1}}, h_{v_{j2}}, \ldots , h_{v_{j,m}}\}$ denote the semantic encodings of user $u$’s and $v$’s trajectories at level $h$. Let $M_h(ET_u^{h_i}, ET_v^{h_j})$ represents the longest common subsequence of prefixes till $h_{i,j}$ in the two trajectories, where $0 \leq i \leq k, 0 \leq j \leq m$, and $k$ and $m$ refer to the number of places visited by the two users. The maximum matching encoding sequence is defined in Equation (1), whereby “$\oplus$” denotes symmetric difference of two sets.
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Fig. 6 shows an example of the multi-level semantic trajectory similarity calculation. For convenience, place names, classes, and types are represented using their abbreviations. In this example, the number of matching points increases as the semantic meaning becomes more general. Specifically, there is only one matching place in Carol’s and Dave’s trajectories, but three places with matching classes, and seven places with matching types. Thus, if given the importance of the similarity at different level as \( \beta_{typ} = 0.2 \), \( \beta_{cls} = 0.3 \), and \( \beta_{typ} = 0.5 \), the similarity score \( MSS(ET_{\text{Carol}}, ET_{\text{Dave}}) = \beta_{typ} \cdot 7 + \beta_{cls} \cdot 3 + \beta_{typ} \cdot 1 = 0.2 \times 7 + 0.3 \times 3 + 0.5 \times 1 = 2.8 \). Here, the weight values \( \beta \) are chosen in a descending order of their importance whereby the highest weight value is given to the lowest semantic level, i.e., the place level.

It is worth noting that our algorithm is capable of capturing the repetition of visits to the same places. However, existing definitions of semantic trajectory similarity will consider the same place only once [1], [40] which will not be able to distinguish frequent visits from occasional visits, such as frequent flyers versus occasional travelers, customers to a shopping mall versus sale persons in a shopping mall.

As shown in Fig. 5, the calculation of the similarity score is realized as follows in the Spark. We create a new data frame \( D_b \) that has one column named “level”, and three rows with values: 1, 2, and 3 which represent the “type”, “class”, and “name” level in the semantic forest respectively. We then multiple \( D_b \) with \( D_b \) to obtain a new data frame \( D_7 \). In \( D_7 \), each row is a concatenation of two trajectories and the semantic level ID (e.g., 1, 2, or 3) at which we want to calculate the similarity score for these two trajectories. This multiplication helps separate the similarity calculation at different semantic levels, so the parallel computing capability of Spark can be better utilized when we calculate the semantic similarity score for each row in \( D_7 \). We append a new column “score” to \( D_7 \) and obtain a new data frame \( D_s \). The last step is to apply the Apache Spark’s aggregation function to sum the scores for each pair of \( id_1 \) and \( id_2 \), which yields the final trajectory similarity score.

In addition, the same pairs of trajectories may occur in multiple partitions. For example, Carol’s and Dave’s trajectories may appear together in two partitions: one is for frequent flyers and the other is for businessmen. In this case, our approach will ensure that the similarity between the same pair of trajectories will be calculated only once. Specifically, each pair of the trajectories will be loaded to the main memory only once no matter how many partitions they belong to. This is achieved by joining two candidate trajectories that share any identical shingles, but no matter how many shingles they share. Our approach can save a lot of redundant calculations on duplicate pairs.

4.4 Algorithm Outline
We now summarize the AnotherMe algorithm. Given a set of semantic trajectories, our algorithm starts from converting each trajectory into its corresponding semantic encoding. Based on the semantic encoding, we further calculate the k-sequential shingles for each trajectory. Then, we group trajectories which have at least one identical shingle into the same partition. Up to this point, we obtain multiple data partitions, and these partitions may contain overlapping trajectories since one person may belong to multiple social groups. Finally, inside each partition, we leverage the Spark built-in functions to calculate the similarity scores of each pair of

\[
M_b(ET^{h}_{u_i}, ET^{h}_{v_j}) = \begin{cases} 
0, & \text{if } i = 0 \text{ or } j = 0; \\
M_b(ET^{h}_{u_{i-1}}, ET^{h}_{v_{j-1}}) \bigoplus h_{u_i}, & \text{if } h_{u_i} = h_{v_j}; \\
\max\{M_b(ET^{h}_{u_{i-1}}, ET^{h}_{v_{j}}), M_b(ET^{h}_{u_i}, ET^{h}_{v_{j-1}})\}, & \text{others.}
\end{cases}
\]
trajectories. The obtained similarity scores can be further used to identify communities of interests, each of which contains a group of trajectories that are similar to one another.

5 Experimental Studies

In this section, we first introduce experimental settings and then report the comparison results of our approach against centralized approaches and the default hashing function in Apache Spark.

5.1 Experimental Settings

We have implemented our AnotherMe algorithm in Spark. The testing environment consists of 1 master node and 1 to 20 worker nodes. Each node has 8 CPUs with Intel Xeon Cascade Lake 8255C (2.5 GHz), 32G of memory and 1T disk space available. The number of executor in Spark is the same as the number of worker nodes.

We compare our proposed AnotherMe algorithm with the following four algorithms.

- Centralized: This is a centralized approach that performs the calculation on the entire dataset. It calculates the semantic similarity of each pair of trajectories.
- MinHash: This is a distributed approach that employs the MinHashLSH function provided by Apache Spark to generate hash values for each trajectory and group trajectories with similar hash values for further similarity calculation using the function defined in Definition 4. Specifically, it first builds a vocabulary of place types and then encodes each trajectory at the type level into a single binary vector. In the binary vector, non-zero values are used to represent the presence of place type in the corresponding trajectory. The MinHashLSH is applied to the trajectory encodings to obtain hash values.
- BRP: This is also a distributed approach that employs another hash function, namely Bucketed Random Projection (BRP), provided by Apache Spark.
- User-defined: We implemented another version of our algorithm by enclosing all the tasks as a stand-alone user-defined function in Apache Spark. This algorithm has the same logic (i.e., the same four phases) as AnotherMe with the only difference in implementation. Recall that AnotherMe breaks down the tasks into subtasks that can leverage the built-in functions such as group-by in Apache Spark.

We test the performance of different approaches using both synthetic and real datasets. The synthetic dataset contains up to 1 million trajectories. The length of each trajectory is defined as the number of semantic locations visited, which varies from 5 to 10 to mimic the average person’s daily travel patterns. Each location on the trajectories is randomly selected from 10,000 places. The number of synthetic place type is 30 and the number of classes in each type is 10. We set the importance of the similarity at different level as \( \beta_{typ} = \beta_{dis} = \beta_{p} = 1/3 \). Besides synthetic datasets, there are not any real datasets of semantic trajectories. The largest real trajectory dataset we can find is GeoLife [19], [41], [42], which contains 17,621 trajectories collected from 182 users by GPS devices. The trajectories in GeoLife are a sequence of GPS locations. In order to carry out semantic queries, we first detect stay points in the given GPS trajectories [1], [40] and then map the stay points to semantic names. Finally, we assign each converted semantic trajectory a user ID.

By default, we apply 3-Sequential Shingling in our SSH algorithm which means that trajectories with less than three matching locations will not be considered for further analysis. The reason to use at least 3-sequential shingling is due to the consideration that most of the trajectories already contain at least two common types of places, i.e., home and workplace. Two similar trajectories are expected to visit at least one more additional type of place. In terms of the final query result, we only report to the query issuer those trajectories with a similarity score greater than threshold 2.

The performance is evaluated using two major criteria: (i) CPU time; (ii) correctness. The correctness is defined by comparing the query output obtained from the distributed approaches with that obtained from the centralized approach. The centralized approach calculates the similarity scores among all pairs of trajectories, based on which it constructs maximal cliques that connect users whose trajectories’ similarity scores are above a threshold to form communities of interests. The communities of interests identified by the centralized approach is used as the ground truth to evaluate the correctness of the results produced by distributed approaches. The distributed approaches will split the dataset into subsets and then calculate the similarity among trajectories in each subset. If the splitting strategy is not well designed, it is likely that some similar trajectories are classified into different subsets and missed in the query result. Formally, the query correctness is evaluated using \( QA_1, QA_2, QP_1, QP_2 \) as follows:

\[
QA_1 = \frac{|N_{dis} \cap N_{cen}|}{|N_{cen}|}
\]

In the equation, \( QA_1 \) is defined as the number of matching communities of common interests obtained from the distributed and centralized approach divided by the number of communities of common interests found by the centralized approach (\( N_{cen} \)). The use of \( QA_1 \) aims to match how the real-world applications could use the semantically similar trajectories for friends or social circle recommendations. Besides this \( QA_1 \) metric, we also adopt another direct metric \( QA_2 \) that simply compares the total number of similar trajectory pairs identified by the centralized approach and distributed approaches. Equation (3) provides the formal definition of \( QA_2 \), whereby \( ST_{dis} \) and \( ST_{cen} \) denote the number of similar trajectory pairs output by the distributed and centralized approaches, respectively.

\[
QA_2 = \frac{|ST_{dis} \cap ST_{cen}|}{|ST_{cen}|}
\]

\( QA_1 \) and \( QA_2 \) aim to check the percentage of answers found by the centralized algorithm that can also be identified by the distributed algorithm. In other words, this aims to evaluate whether the distributed algorithm would miss answers. In addition to this, we introduce two more metrics \( QP_1 \) and \( QP_2 \) that aim to check whether the distributed algorithm introduces additional wrong answers that are not included in the results generated by the centralized algorithm. These four
metrics together provide a full examination of the correctness of answers produced by distributed algorithms.

\[
QP_1 = \frac{|N_{\text{dis}} \cap N_{\text{cen}}|}{|N_{\text{dis}}|} \quad (4)
\]

\[
QP_2 = \frac{|ST_{\text{dis}} \cap ST_{\text{cen}}|}{|ST_{\text{dis}}|} \quad (5)
\]

### 5.2 Comparison With the Centralized Approach

In the first round of experiments, we compare the four approaches by varying the number of trajectories from 10,000 to 60,000. Note that 60,000 is the maximum number of trajectories that the centralized approach can be tested in a single computing node without encountering the problem of memory explosion and requiring hours for a single run.

Fig. 7 shows the overall processing time of the five algorithms in a single node: Centralized, MinHash, BRP, User-defined, and AnotherMe. The processing time taken by Centralized and User-defined approaches increases exponentially with the data size. They are extremely slower than MinHash, BRP, and AnotherMe. It is not surprising to see that the centralized approach requires extensive time to calculate the similarity scores between each pair of trajectories in the dataset whereas other approaches only need to compare smaller sets of candidate trajectories that are likely to be similar. At a closer look at these approaches, Fig. 8 shows the actual number of trajectories being compared by each approach, and Fig. 9 shows the portion of time taken by hash functions in each distributed approach. We can observe that the AnotherMe approach is slightly slower than MinHash and BRP when the dataset size increases. This is not because the computation efficiency of AnotherMe decreases. This is because MinHash and BRP calculate smaller number of similar trajectories since these two hash functions cannot accurately find out all similar trajectory pairs, and hence seem to be faster.

An interesting phenomenon in this experiment is that the User-defined approach in Apache Spark becomes even slower than the centralized approach when the dataset size increases. Note that each test dataset fits in the main memory during the comparison, which rules out the potential cause of the performance degradation of the User-defined approach due to the delay of data being swapped between memory and disk. We may have expected that a distributed approach would be generally faster than a centralized approach. However, our new finding is that Apache Spark simply treats user-defined functions as a black box and is not able to optimize and fully parallelize the processes in the user-defined functions. Also, due to the extra environmental setting overhead in Spark, the user-defined function approach becomes less efficient than the lightweight centralized approach.

From the experiments, we also observe that our proposed AnotherMe approach is not only very fast but also preserves the correctness of the answers. As shown in Figs. 10 and 11, the AnotherMe approach identifies exactly same number of...
communities of interests measured by $QA_1$ and $QP_1$, and exactly same number of similar trajectories measured by $QA_2$ and $QP_2$ when compared to the centralized algorithm. The results demonstrate that the distributed algorithm—Anoth-
erMe—does not sacrifice any data quality while achieving high efficiency and scalability. Such performance is attrib-
uted to the novel design of AnotherMe’s hash function which does not split similar trajectories into different data parti-
tions. Also, our shingles cover all possible cases during the hashing. The user-defined approach also has high correctness as it is simply another implementation of the same logic as AnotherMe. The results clearly indicate that our proposed Sequence-Sensitive Hashing (SSH) very well captures the similarity among trajectories. In contrast, the percentage of correct answers produced by the default Spark hash func-
tions (MinHash and BRP) decreases dramatically with the number of trajectories increases. This is mainly because that the default Spark hash functions are not tailored for the pro-
posed trajectory similarity comparison. The default hash functions do not capture the visiting order of different places, and hence it is very likely that the default hash functions gen-
erate similar hash values for trajectories which are indeed dif-
ferent because of the order of places visited. As a result, the

Next, we examine the correctness of answers produced by all the approaches. Using the results generated by the central-
ized algorithm as the ground truth, we adopt the metrics
$QA_1, QA_2$ to check if a distributed approach misses any cor-
rect answers (Fig. 13), and adopt the metrics $QP_1$ and $QP_2$ to check if a distributed approach added wrong answers (Fig. 14). From the figures, we can observe that our Anoth-
erMe algorithm and its variant implementation that uses the
user-defined function again achieve 100% correctness in all metrics. However, the default Apache Spark hash functions, the MinHash and BRP, not only missed a large percentage of correct answers as indicated by low $QA_1$ and $QA_2$ values in Fig. 13, but also added a large number of wrong answers as indicated by low $QP_1$ and $QP_2$ values in Fig. 14. That means these generic hash functions provided by Spark are not a good fit for the semantic trajectory analysis.

5.3 Evaluating Real Dataset

In this round of experiments, we examine the performance in the real dataset, the GeoLife as described in the experimental settings. We compare all the approaches except the BRP which is not able to correctly detect most of the communities of interests. Fig. 12 shows the overall processing time. As we can see from the figure, our proposed AnotherMe approach is the most efficient, faster than MinHash, and 10 times faster than the centralized approach. This indicates the practicality of our approach in the real world. In addition, we also observe that the user-defined approach is faster than the centralized

![Fig. 11. $QP_1$ and $QP_2$ when varying the number of trajectories.](image1)

![Fig. 12. Overall processing time of different approaches in real datasets.](image2)

![Fig. 13. $QA_1$ and $QA_2$ of different approaches in real datasets.](image3)
5.4 Evaluating Scalability

In this round of experiments, we aim to examine the scalability of the distributed approaches. We only compare the MinHash and our proposed AnotherMe approaches, since the centralized approach and user-defined function approach are no longer able to process large-scale datasets within hours, and the BRP approach has extremely low accuracy. The number of trajectories being tested has been increased up to 1 million and the number of different place types is set to 300.

Fig. 15 reports the overall processing time of the MinHash and our AnotherMe algorithm when 4 worker nodes are used. We can clearly see that our approach is orders of magnitude faster than MinHash. The performance gain achieved by our AnotherMe approach should be attributed to the essential design spirit of AnotherMe which carefully maps the subtasks to highly-optimized Apache Spark’s built-in operations on data frames. Moreover, since the number of place types is larger than that tested in smaller dataset, the benefits of our hashing algorithm in terms of capturing similar trajectory pairs and balancing the workload among nodes become more prominent.

In Fig. 16, we vary the number of worker nodes from 1 to 20 and test the dataset of 1 million trajectories. Both approaches speed up with the increase of the number of worker nodes at first and then the performance does not further improve much. This is because of the effect of two factors. The more worker nodes, the fewer number of calculations to be conducted in individual nodes. However, more worker nodes also introduce more communication overhead such as data shuffling among nodes, which in turn introduces additional processing time. In our experiments, MinHash reaches its best performance when 4 worker nodes are employed, while AnotherMe reaches its best performance when 12 worker nodes are employed.
5.5 Evaluating Effect of Semantic Levels

In the previous experiments, we have adopted the 3-level semantic hierarchy. In this last round of experiments, we are interested in investigating the generality of our algorithm in future applications which may use different numbers of semantic levels. The experiments are conducted on the real trajectory dataset (GeoLife), whereby we adopt semantic hierarchy with levels ranging from 2 to 6. The accuracy is measured by comparing the number of communities and the number of similar trajectory pairs found by our algorithm with the centralized approach. Fig. 17 shows the overall performance of our approach in terms of both correctness and time efficiency. As we can see that our algorithm performs consistently regardless the number of semantic levels. Specifically, when similarity measures are defined over different number of semantic levels, our algorithm still identifies the same similar trajectory pairs and communities as the centralized algorithm. This indicates certain robustness and generality of our algorithm. In addition, we also evaluate the processing time of our algorithm under these different settings. It is not surprising to see an increase of the time when the number of semantic levels grows. This is because our hashing needs to be performed at each level of the semantic hierarchy, and hence more levels will need more time to process.

6 Conclusion

In this paper, we propose an efficient large-scale semantic trajectory analysis algorithm (dubbed AnotherMe) on the Apache Spark platform. Specifically, we design a novel hash function to effectively produce initial partitions of trajectories that are likely to be semantically similar. Then, we calculate trajectory similarity scores at different semantic granularity levels in each partition in parallel, which significantly improves the comparison speed. The experimental results show that our approach is orders of magnitude faster than centralized approaches while preserving the same accuracy. The obtained similarity scores between trajectories are beneficial for identifying communities of common interests across the physical boundaries. In addition, our proposed multi-level similarity metric and sequence-sensitive hashing technique may also be useful for other applications that need sequence analysis. For example, our approach may be leveraged to analyze the multiple steps that malware is taking to perform infection and identify similar malware behavior. The potential of the proposed technique is worth exploring in various application domains.
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