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ABSTRACT

The purpose of this study is to discuss the design and implementation of autonomous surface vehicle (ASV) systems. There’s a lot riding on the advancement and improvement of ASV applications, especially given the benefits they provide over other biometric approaches. Modern speaker recognition systems rely on statistical models like hidden Markov model (HMM), support vector machine (SVM), artificial neural networks (ANN), generalized method of moments (GMM), and combined models to identify speakers. Using a French dataset, this study investigates the effectiveness of prompted text speaker verification. At a context-free, single mixed mono phony level, this study has been constructing a continuous speech system based on HMM. After that, suitable voice data is used to build the client and world models. In order to verify speakers, the text-dependent speaker verification system uses sentence HMM that have been concatenated for the key text. Normalized log-likelihood is determined from client model forced by Viterbi algorithm and world model, in the verification step as the difference between the log-likelihood. At long last, a method for figuring out the verification results is revealed.
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1. INTRODUCTION

In today’s world, there are numerous uses for methods for automatically recognizing individuals with security, enterprise-safe electronic banking and financial activities; law enforcement, health, counter-terrorism, retail sales, and social services are examples of physiological or behavioral features found in the field of homeland security. Technology based on biometrics [1] are already being used by the majority of these organizations. Probability distributions of random variables, states, which can take on values from a set, can be predicted using the Markov chain model [2], [3]. Words, tags, and symbols, such as those used to depict the weather, can all be included in these collections. A Markov chain assumes that if we wish to forecast the future, the current state is the most important factor. Prior to the existing situation, no one can predict what would happen in the future. An authentication system that uses biometrics must compare a previously registered biometric sample with a newly acquired biometric sample [4], [5]. A biometric sample is collected, analyzed, and saved for comparison later on during registration. A person’s claimed identity may be verified or authenticated using recognition in either identification or identification mode (the system determines the best match from the full enrolled population) are examples of this [6], [7]. Since the 1970s, techniques of speaker recognition have been deemed “classic” in the field of biometrics [8], [9]. The acoustic characteristics of each speaker are extracted by speaker identification systems from the spoken stream [10]-
The following characteristics are reflected in: i) Anatomy: the geometrical and size forms of the voice lips, velum, lungs, teeth, tongue and lips cords [13]; ii) learned behavioral patterns: the manner in which one speaks [14]; Learning: the manner in which one speaks [9].

Speech signal processing include both verification and identification in speaker recognition. An individual is verified as the person they claim to be by using speaker verification. A speaker identification system determines whether or not a speaker belongs to a given individual or group [15]-[17]. In speaker verification, a claim of identification is made by a person . If the phrase is recognized using text dependent recognition, the system will recognize it regardless of its phonetic content, whereas using text independent recognition, the phrase must be recognized regardless of whether it is prompted visually or vocally [18], [19].

This article makes advantage of a previously developed continuous speech recognizer to construct an autonomous surface vehicle (ASV) system that relies on text dependence, high quality speech and cooperative speakers. To verify a speaker’s identity, the process usually involves a few simple steps: the claimant speaks a phrase into a microphone, which is picked up by the system, which decides whether to reject or accept or wither to report a lack of confidence or reject the claim and ask for more speech before making a decision [7], [20].

2. PROPOSED METHOD IN ASV SYSTEM DEPENDENT ON TEXT

This study focuses on the text-dependent system constructed on top of the prior continuous speech recognition (CSR) system. Next section describe depth on the french CSR data set. It utilizes context-free, single-mixture hidden Markov model (HMM) at the level of monophone to generate the final product [8], [21]. In order to develop an automatic speech verification system for a certain speaker (client), there are five stages to take:

a. Firstly training a speaker independent automatic speech recognizer (SIASR), all of the database’s accessible phrases (training set) are employed; client sentences are omitted from the training pool. Training the global model.

b. To train a speaker dependent automatic speech recognizer (SDASR), all the sentences acquired from the client are employed. This enrolling operation is carried out for each new client.

c. Test phrases are all aligned using the Viterbi forced alignment process, and two acoustics scores are produced for each phrase (observation):
   - SD-ASR logP (O|λSD) Log-likelihood calculated.
   - SI-ASR logP (O|λSI ) Log-likelihood calculated.

   where O is the observation sequence of the sentence, we get λSI and λSD which are speaker-specific HMMs.

d. Normalization of the acoustic score-the normalized score is calculated as shown in for the robustness of recognition:

\[
L(O) = \log P(O|\lambda_{SD}) - \log P(O|\lambda_{SI})
\]

(1)

e. Test phrase set performance assessment includes determining the false rejection rate (FRR) and false acceptance rate (FAR) for a specified threshold T range.

The Figure 1. represent the system of automatic speech verification has been used in this analysis. Assume that \(p_A(z|H_0)\) is the conditional density function of the other speakers’ score \(z(H_0\text{hypothesis})\) and that \(p_A(z|H_1)\) is the conditional density function of the claimed speaker’s score \(z(H_1\text{hypothesis})\). The Bayes test with identical misclassification costs for speaker \(A\) is based on the likelihood ratio if both conditional density functions are known \(\lambda_A(z)\) [22].

\[
\lambda_A(z) = \frac{p_A(z|H_0)}{p_A(z|H_1)}
\]

(2)

![Figure 1. The architecture of the ASV system](image-url)
By comparing the overlapping areas of the two cumulative distribution function (CDF), the error probability is reduced to its bare minimum (CDF). The ASV system’s chance of inaccuracy decreases with decreasing surface area. Experimentation may be used to estimate the unknown density functions (for the client speaker and the other speakers):

a. Given the client speaker A, the conditional pdf \( p_A(z|H_1) \) is calculated using the client speaker’s acoustic scores, using its own model;

b. Other speakers’ scores are calculated using the speaker A’s model, and this is the condition pdf supplied to impostors \( p_A(z|H_0) \).

So, we can now calculate the speaker’s likelihood ratio \( \lambda_A(z) \). When the threshold \( T \) is selected, classification returns to determining the classification, and the decision rule is changed to;

\[
\lambda_A(z) = \begin{cases} 
T & \text{choose } h_0 \\
\leq T & \text{choose } h_1
\end{cases}
\]

the criterion used to define threshold \( T \) is as;

c. Aiming for a minimal error performance by setting \( T \) to the user’s a priori probability of being an imposter vs the actual speaker.

d. selecting \( T \) in order to meet a certain FA or face recognition (FR) requirement;

e. adjusting \( T \) until the required FR/FA ratio is achieved.

Threshold \( T \) may be customized for each individual customer in a database, or it can be dynamically adjusted based on a variety of factors. FR and FA mistakes each have a range of possible values. In other words, as the threshold rises, so do the number of bogus acceptances and denials. FA and FR mistakes are typically balanced based on a threshold value [23].

3. WORD RECOGNITION FOR THE LONG TERM

Based on an earlier French language speech recognition system, the ASV system uses a continuous speech recognizer. Thesaurus for the English language, in this study have been made use of a database that was created in an office setting. More than ten hours of read speech by 11 different speakers are included in this set (8 males and 5 females). A total of 4100 phrases and over 3000 popular terms from different disciplines such as education, athletics, politics, and so on are included in the texts. There are two sets for each speaker: training and testing purposes.

Extrapolation of characteristics. Using a cardio id desktop microphone (32 Hz 8 kHz) and a standard 32-bit PC sound card with 8 kHz/8-bit sampling, SNR=31 dB was used to record the waveforms. The waveform was pre-emphasized with a coefficient of 0.91 before being parameterized using cepstral algorithm on a 25 ms (HM) Hamming window to get the final outcome (overlapping 41 percent). The first and second derivatives of 13 fundamental Mel-frequency cepstral coefficients (MFCCs) have been extracted and added (a total of 37 parameters) [24], [25].

Models based on the sound waves. Using a single mixed Gaussian continuous distribution, a three-state HMM was used to describe each French phoneme. The covariance matrices are diagonal to save on computing resources while calculating the output probability. All models are created identically to begin with, and then the Baum-Welch process is used, which is also known as embedded training. We calculate the global speech mean and covariance (across all training utterances), and we utilize these values to initialize the whole collection of HMMs, all of which are identical. Embedded training is also utilized to distinguish between models. A composite model is created for each training phrase by concatenating distinct models based on phrase labels and a phonetic dictionary.

The following are the major stages in the context-free models’ training procedure:

a. Initialization of all HMMs is the same.

b. Re-estimating the Baum-Welch parameter takes 4 to 6 iterations for composite models (with a convergence criterion of 0.01 in log-likelihood).

c. When numerous pronunciations are present in the training lexicon, Viterbi forced alignment is used to choose the candidate with the highest alignment score.

d. Re-estimation of the Baum-Welch parameter takes 4 to 6 iterations to complete.

4. RESULT AND DISCUSSION

A random speaker from the pool of speakers was selected to be the subject of the studies. A speaker dependent continuous speech recognizer was used to create a client model for this speaker (SD-CSR3). Next, a world model was created for the database’s other speakers, using a speaker-independent continuous speech
recognition system (CSR-SI). A client model and a world model both have a similar set of structural and acoustic properties; only the training data distinguishes between the two models.

The phrase being tested is aligned using a Viterbi forced alignment process in the verification step, and the normalized score is calculated for both systems in (1). Figure 1 shows the ASV architecture. Then, using the difference between the normalized score and threshold, a judgment is made. Take a look at some of the results in Table 1 for the test phrase “S0001,” which was said by the customer (client) and an imposter (speaker #1) who were identically dressed (male). There is a difference between the normalized scores for the client and imposter phrases, with the client scoring more than zero and the impostor scoring lower.

To evaluate the ASV system’s capabilities, a normalized score is generated for each of the test phrases. When determining the grade, the average word score for a certain test phrase is used. The normalized score from the test sentences may be shown in Figure 2. Each set of 300 speaker phrases consists of phrases from all of the speakers in the group. Speaking of speaker #3 (client), the phrase indices vary from 601 to 900 for example. The fact that client phrases score higher than those of other speakers means we can use it as a criterion for accepting or rejecting a proposal.

Table 1. For the same sentences, impostor and client bought acoustic degree resultantly

| Phrase | SD score | SI score | Norm score | SD score | ST score | N score |
|--------|----------|----------|------------|----------|----------|---------|
| ARI    | −59.61   | −73.27   | −12.65     | −64.22   | −63.11   | 1.09    |
| ODA    | −60.64   | −63.87   | −2.25      | −66.22   | −60.22   | 5.15    |
| SAR    | −62.26   | −65.66   | −2.39      | −68.81   | −64.01   | 3.79    |
| VELM   | −59.58   | −66.79   | −6.52      | −61.31   | −58.20   | 2.10    |
| DA     | −55.58   | −56.46   | −0.77      | −64.35   | −60.24   | 3.10    |
| RDCI   | −64.12   | −66.96   | −1.84      | −69.20   | −61.42   | 6.77    |

The following actions are used to assess system performance:

a. Analyze ASV system results for speaker #3 for similar speaker phrases to estimate probability function $P_3(z\lambda H_2)$.

b. Speaker #3’s score on the other speaker phrases was used to estimate probability function $P_3(z\lambda H_0)$. With this information, we can now compute the probability function distributions (pdf) for speaker $P_3(z\lambda H_2)$, as well as speaker $P_3(z\lambda H_1)$.

c. Using $T$ as a judgment threshold, determine the false rejection rate (FRR).

\[
FRR = \frac{NC(T)}{NTC} \quad (3)
\]

ASV rejects client phrases if $T$ is more than or equal to $NC(T)$, where $NTC$ is the total number of client phrases.
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d. Using $T$ as a judgment threshold, calculate the false acceptance rate (FAR):

$$\text{FAR}(T) = \frac{N_1(T)}{N_{Tr}}$$  \hspace{1cm} (4)

where $T$ is the threshold at which the ASV system accepts the imposter phrases $N_1(T)$, and $N_{Tr}$ is the total amount of impostor phrases $N_{Tr}$;

e. Calculate the values of both FAR ($T$) and FRR ($T$) (Figure 3). The lowest and highest score achieved across the whole phrase test set restrict the variation range of the threshold $T$.

![Figure 3. both the FAR and the FRR](image)

f. Calculate $T$ based on either FAR or FRR criteria, or a combination of the two. In Table 2, numerous criteria are presented together with their respective error rates and thresholds. It’s possible to see that a higher threshold ($T = 1.75$) is required to achieve a $0$ false acceptance rate, resulting in a large percentage of false rejections (FRR percent=1). It’s possible that this is the case for access applications since the system shouldn’t let phonies through. The number of tries might be raised in order to reduce the FRR. Each speaker model was put to the test against the phrases of the other speakers in order to get a sense of how well it performed. It was decided not to integrate the client’s terms in the global model.

| Criterion       | Threshold | FRR [%] | FAR [%] |
|-----------------|-----------|---------|---------|
| Minimum FRR     | 0.51      | 1.45    | 0.0     |
| Minimum FRR x FAR | 0.76     | 0.5     | 0.80    |
| Minimum FAR     | 1.75      | 0.0     | 42      |

5. CONCLUSION

This study proposes a continuous speech recognizer-based automated speech verification system. Two recognizes are learned in the training stage: one for the client model is reliant on the speaker, while the other is not dependent on the speaker for the world model. Each of the two recognizes uses the same set of parameters and has the same structure. A forced alignment Viterbi algorithm is used at the input phrase verification step. You’ll need to compare the normalized acoustic score to an acceptance threshold to see whether it meets the requirements.

This method’s experimental findings show that it can achieve error rates of less than 1%. Using a forced alignment approach reduces recognition time and hence computing cost since the search space limitation is taken into consideration. The experiments used a 1.5 GHz CPU, with a mean processing time of less than 1 second. Even though the verification device is inexpensive to deploy, significant resources are required during the enrollment phase to build up the client’s speaker-dependent recognizer from scratch. This problem may be overcome by using standard adaptation methods such as MAP or MLLR to modify world model parameters to the new speaker.
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