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Abstract
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1 Preliminaries

1.1 Dioid theory

A dioid (or idempotent semiring) $(\mathcal{D}, \oplus, \otimes)$ is a set $\mathcal{D}$ equipped with two binary operations, $\oplus$ and $\otimes$, called respectively addition and multiplication, having the following properties. Addition is commutative, associative, idempotent (i.e., $a \oplus a = a \forall a \in \mathcal{D}$), and admits neutral (or zero) element $\varepsilon$: multiplication is associative, distributes over addition, admits neutral (or unit) element $e$, and $\varepsilon$ is absorbing for multiplication (i.e., $a \otimes \varepsilon = \varepsilon \otimes a = \varepsilon \forall a \in \mathcal{D}$). As in standard algebra, the multiplication symbol “$\otimes$” will be often omitted. Operation $\oplus$ induces an order relation $\preceq$, defined by $a \preceq b \iff a \oplus b = b$.

A dioid is complete if it is closed for infinite sums and if multiplication distributes over infinite sums, i.e., $a \otimes (\bigoplus_{x \in \mathcal{X}} x) = (\bigoplus_{x \in \mathcal{X}} a \otimes x)$, and $(\bigoplus_{x \in \mathcal{X}} x) \otimes a = (\bigoplus_{x \in \mathcal{X}} x \otimes a)$ for all $a \in \mathcal{D}, \mathcal{X} \subseteq \mathcal{D}$. Let $(\mathcal{D}, \oplus, \otimes)$ be a complete dioid. Its top element is defined by $\top = \bigoplus_{x \in \mathcal{D}} x$. The greatest lower bound $\wedge$ is defined, for all $a, b \in \mathcal{D}$, by $a \wedge b = \bigoplus_{D_{ab}} x$, where $D_{ab} = \{x \in \mathcal{D} | x \preceq a, x \preceq b\}$. Operation $\wedge$ is commutative, associative, idempotent, and admits $\top$ as neutral element. Moreover, in a complete dioid $(\mathcal{D}, \oplus, \otimes)$, the Kleene star operator $\ast$ applied to $a \in \mathcal{D}$ yields $a^\ast = \bigoplus_{k \in \mathbb{Z}, k \geq 0} a^k$, where $a^0 = e$, and $a^{k+1} = a \otimes a^k$ for all $k \geq 0$.

Remark 1. The following equivalence holds: $\forall a, b, c \in \mathcal{D}, a \succeq b$ and $a \succeq c \iff a \succeq b \oplus c$. Indeed, $(\iff)$ comes from $b \oplus c \succeq b, b \oplus c \succeq c, (\iff)$ comes from: $a \succeq b \iff a \oplus b = a, a \succeq c \iff a \oplus c = a$; therefore, $a \oplus (b \oplus c) = (a \oplus b) \oplus c = a \oplus c = a$, which is equivalent to $a \succeq b \oplus c$. Analogously, it is possible to show that: $a \preceq b$ and $a \preceq c \iff a \preceq b \wedge c$.

As in standard algebra, operations $\oplus$ and $\otimes$ can be extended to matrices as follows: for all $A, B \in \mathcal{D}^{m \times n}$ and $C \in \mathcal{D}^{n \times p}$, $A \oplus B \in \mathcal{D}^{m \times n}$ and $A \otimes C \in \mathcal{D}^{m \times p}$ are defined by

$$(A \oplus B)_{ij} = A_{ij} \oplus B_{ij}, \quad (A \otimes C)_{ij} = \bigoplus_{k=1}^{n} A_{ik} \otimes C_{kj}.$$ 

If $(\mathcal{D}, \oplus, \otimes)$ is a complete dioid, then $(\mathcal{D}^{n \times n}, \oplus, \otimes)$, where $\oplus$ and $\otimes$ are extended as above, is also a complete dioid. Its zero (resp. top) element is the $n \times n$-matrix with all entries equal to $\varepsilon$ (resp. $\top$), and its unit element is the $n \times n$-matrix with $e$'s on the main diagonal and $\varepsilon$'s elsewhere.

Example 1.1. An example of complete dioid is the set $\mathbb{Z} = \mathbb{Z} \cup \{-\infty, +\infty\}$, with the standard minimum operation as $\oplus$ and standard addition as $\otimes$. With this notation, the complete dioid $\mathbb{Z}_{\text{min}} := (\mathbb{Z}, \oplus, \otimes)$ is called the min-plus algebra. In $\mathbb{Z}_{\text{min}}$, $\varepsilon = +\infty$, $e = 0$, $\top = -\infty$, $\wedge$ corresponds to the standard maximum operation, and $\preceq$ corresponds to the standard $\geq$; this means that the order $\preceq$ is reversed with respect to the conventional one (e.g., $5 \preceq 2$). The dual dioid of $\mathbb{Z}_{\text{min}}$, denoted $\mathbb{Z}_{\text{max}}$, corresponds to the set $\mathbb{Z}$ with the standard maximum operation as $\oplus$ and standard addition as $\otimes$; observe that the order in $\mathbb{Z}_{\text{max}}$
coincides with the standard one. Due to the absorbing property of $\varepsilon$, the result of $-\infty \otimes +\infty = +\infty \otimes -\infty$ is different in $\mathbb{Z}_{\min}$ and $\mathbb{Z}_{\max}$.

A mapping $\Pi : \mathcal{D} \to \mathcal{C}$, where $(\mathcal{D}, \oplus, \otimes)$ and $(\mathcal{C}, \oplus, \otimes)$ are two dioids, is isotone or non-decreasing (resp. antitone or non-increasing) if $\forall a, b \in \mathcal{D}$, $a \preceq b \Rightarrow \Pi(a) \preceq \Pi(b)$ (resp. $\Pi(a) \succeq \Pi(b)$).

**Example 1.2.** Another example of a complete dioid is the algebra of counters. Let $s : \mathbb{Z}_{\max} \to \mathbb{Z}_{\min}$, $t \mapsto s(t)$, be an antitone mapping such that\(^1\) $s(-\infty) = -\infty$ and $s(+\infty) = +\infty$. (Note that, due to the reversed order of $\mathbb{Z}_{\min}$, such mappings are non-decreasing in the standard sense.) This kind of mappings can be used to represent the cumulative number $s(t)$ of firings of a transition in a TEG up to and including time $t$. The $\delta$-transform of $s$, called counter, is the non-increasing formal power series in $\delta$ with coefficients $s(t)$ in $\mathbb{Z}_{\min}$ and exponents $t$ in $\mathbb{Z}_{\max}$, defined by

$$s = \bigoplus_{t \in \mathbb{Z}} s(t)\delta^t.$$

As no ambiguity will occur, we indicate both the mapping and its $\delta$-transform by the same symbol. Since counters are non-increasing and such that $s(-\infty) = -\infty$, $s(+\infty) = +\infty$, we can represent them compactly by omitting terms $-\infty\delta^{-\infty}$, $+\infty\delta^{+\infty}$, and all terms $s(t)\delta^t$ such that $s(t) = s(t + 1)$. For instance,

$$-\infty\delta^{-\infty} \oplus \bigoplus_{-\infty < t \leq 1} -2\delta^t \oplus \bigoplus_{2 \leq t \leq 5} 3\delta^t \oplus \bigoplus_{t \geq 6} +\infty\delta^t$$

will be simply denoted $-2\delta^1 \oplus 3\delta^5$. Thus, we will often avoid mentioning the coefficients of counters for $\delta$-exponents equal to $\pm \infty$, implicitly assuming that the end-point conditions hold. The set of counters, denoted $\Sigma$, equipped with operations $\oplus$ and $\otimes$ defined, $\forall t \in \mathbb{Z}$, by

$$(s \oplus s')(t) = s(t) \oplus s'(t), \quad (s \otimes s')(t) = \bigoplus_{\tau \in \mathbb{Z}} s(\tau) \otimes s'(t - \tau)$$

is a complete dioid, where the zero, unit, and top element are, respectively, $s_\varepsilon = \bigoplus_{t \in \mathbb{Z}} +\infty\delta^t$, $s_\varepsilon = e\delta^0$, and $s_T = \bigoplus_{t \in \mathbb{Z}} -\infty\delta^t$. Note that, given two counters $s, s' \in \Sigma$, $s \preceq s' \Leftrightarrow s(t) \preceq s'(t)$ for all $t \in \mathbb{Z}$, and their greatest lower bound is given, $\forall t \in \mathbb{Z}$, by $(s \land s')(t) = s(t) \land s'(t)$.

For algorithmic reasons, it is convenient to distinguish three increasingly larger classes of counters: monomials, of the form $n\delta^i$, polynomials, of the form $\bigoplus_{i=1}^{m} n_i\delta^{i_i}$ with $m > 0$ (and the convention that $n_{i+1} > n_i$, $i_{i+1} > i_i$), and ultimately periodic series. Series of the third kind are all those that can be written as $s = p \oplus qr^*$, where $p = \bigoplus_{i=1}^{m} n_i\delta^{i_i}$ is the transient part of $s$ and $q = \bigoplus_{i=1}^{N_i} \delta^{T_i}$ is the periodic pattern of $s$, whose periodicity is described by the monomial $r = v\delta^v$. For the sake of brevity, we will often write “periodic series” in place of “ultimately periodic series”. In general, the following proposition holds for periodic series.

\(^1\)The importance of the end-point conditions on $s$ is explained in [1, Chapter 5].
Proposition 1.1. A formal power series \( s \) (which is not necessarily a counter) is said to be periodic if there exist \( T_1 \in \mathbb{Z} \) (the beginning of the periodic regime), \( \nu \in \mathbb{Z} \) (the number of units that \( s \) gains after each period), and \( \tau \geq 0 \) (the period) such that, for all \( t \geq T_1 \), \( k \geq 0 \),

\[ s(t + k\tau) = k\nu + s(t). \]

If \( s \) is a periodic counter, then it can be written as \( s = p \otimes qr^* \), where \( T_1 \) is the \( \delta \)-exponent of the first monomial of \( q \), and \( r = \nu \delta^\tau \).

When \( s \) represents the cumulative firings of a transition in a TEG, the sequence of firings specified by \( q \) repeats every \( \tau \) time units and after \( \nu \) firings of the corresponding transition. The ratio \( \nu/\tau \) is called throughput, and it represents the average number of firings of the transition per unit of time during the periodic regime. The representation of ultimately periodic series in the form \( p \otimes qr^* \) is not unique; however, every ultimately periodic series admits a unique canonical form, in which \( m \) (i.e., the number of monomials in the transient part \( p \)) is minimal. For example, the canonical form of series \( 0\delta^1 \oplus 1\delta^3 \oplus (2\delta^5)^* \), graphically represented in Figure 1, is \( (0\delta^1 \oplus 1\delta^3)(2\delta^5)^* \).

1.2 Residuation theory

To solve control problems, it is often necessary to compute the inverse of a certain mapping. When the mapping is not invertible, sometimes it is possible to find the best under- and over-approximation of its inverse, called respectively its residual and dual residual.

Let \((\mathcal{D}, \oplus, \otimes)\) and \((\mathcal{C}, \oplus, \otimes)\) be two complete dioids, and \( \Pi : \mathcal{D} \to \mathcal{C} \) an isotone mapping. The mapping \( \Pi \) is residuated (resp. dually residuated) if, for all \( y \in \mathcal{C} \), set \( \{x \in \mathcal{D} \mid f(x) \leq y\} \) admits maximum (resp. \( \{x \in \mathcal{D} \mid f(x) \geq y\} \) admits minimum). In this case, the mapping \( f^\sharp : \mathcal{C} \to \mathcal{D}, y \mapsto \bigoplus \{x \in \mathcal{D} \mid f(x) \leq y\} \) (resp. \( f^\flat : \mathcal{C} \to \mathcal{D}, y \mapsto \bigwedge \{x \in \mathcal{D} \mid f(x) \geq y\} \) is called the residual (resp. dual residual) of \( f \).

Remark 2. If \( \Pi \) is residuated (resp. dually residuated), its residual (resp. dual residual) is isotone,

\[ \Pi \circ \Pi^\sharp \leq \text{Id}_\mathcal{C}, \quad \text{and} \quad \Pi^\flat \circ \Pi \geq \text{Id}_\mathcal{D} \]
(resp. $\Pi \circ \Pi^\flat \succeq \text{Id}_C$, and $\Pi^\flat \circ \Pi \preceq \text{Id}_D$),
where $\text{Id}_D$ and $\text{Id}_C$ indicate the identity mappings in $D$ and $C$, respectively.
From these observations we can derive the following properties:

$$
\Pi(x) \preceq y \iff x \preceq \Pi^\flat(y),
$$

$$
\Pi(x) \succeq y \iff x \succeq \Pi^\flat(y).
$$

We prove only the former, since the proof of the latter is analogous.

“$\Leftarrow$”: since $\Pi$ is isotone, $x \preceq \Pi^\flat(y)$ implies $\Pi(x) \preceq \Pi(\Pi^\flat(y))$, and since $\Pi \circ \Pi^\flat \preceq \text{Id}_C$, $\Pi(\Pi^\flat(y)) \preceq y$.

“$\Rightarrow$”: since $\Pi^\flat$ is isotone, $\Pi(x) \preceq y$ implies $\Pi^\flat(\Pi(x)) \preceq \Pi^\flat(y)$, and since $\text{Id}_D \preceq \Pi^\flat \circ \Pi$, $x \preceq \Pi^\flat(\Pi(x))$.

2 The Hadamard product of counters: definition and residuals

In this section, we define the Hadamard product and its residuals; these operations are useful for solving optimal-control problems for some interesting classes of discrete event systems, as will be discussed in the next section.

The Hadamard product of two counters $s_1, s_2 \in \Sigma$, denoted by $s_1 \odot s_2$, is defined by

$$(s_1 \odot s_2)(t) = s_1(t) \odot s_2(t) \quad \forall t \in \mathbb{Z}.$$ 

In standard algebra, it corresponds to the element-wise addition of the coefficients of the corresponding series. We recall from [4] that $\odot$ is commutative and distributes over finite $\land$.

Remark 3. Note that, given two counters $x, a \in \Sigma$, the series $\Pi_a(x) = a \odot x$ is always a counter. On the other hand, given $y, a \in \Sigma$, the same is not always true for the series $\tilde{x}$ defined by $\tilde{x}(t) = y(t) - a(t) \forall t \in \mathbb{Z}$, $\tilde{x}(-\infty) = -\infty$, $\tilde{x}(+\infty) = +\infty$. As the following discussion will reveal, $\Pi_a$ is both residuated and, under certain conditions, dually residuated. Hence, the greatest counter less than or equal to $\tilde{x}$ (in the sense of the order in $\Sigma$) is given by the residual of $\Pi_a$, $\Pi_a^\flat(y) = y \odot^\flat a$, and the least counter greater than or equal to $\tilde{x}$, when defined, is given by the dual residual of $\Pi_a$, $\Pi_a^{\flat^*}(y) = y \odot^\flat a$. The difference between series $\tilde{x}, y \odot^\flat a$, and $y \odot^\flat a$ is shown through an example in Figure 2.

Let us now formally characterize the operations $\odot^\flat$ and $\odot^{\flat^*}$.

The following result, proven in [4], shows that the Hadamard product is residuated.

Proposition 2.1. The mapping $\Pi_a : \Sigma \to \Sigma$, $x \mapsto a \odot x$ is residuated for any $a \in \Sigma$. Its residual is denoted by $\Pi_a^\flat(y) = y \odot^\flat a$, and corresponds to the greatest counter $x \in \Sigma$ that satisfies $a \odot x \preceq y$.

In general, however, the mapping $\Pi_a$ is not dually residuated. Indeed, if for a certain $t \in \mathbb{Z}$ $a(t) = +\infty$ and $y(t) \neq +\infty$, the least solution $x$ of $a \odot x \succeq y$ is not.
Figure 2: Series $\bar{x}$, $y \odot^a a$, and $y \odot^b a$, indicated, respectively, by $\bigcirc$’s, ♯’s, and ♭’s, when $y = 1\delta^1 \odot 3\delta^4 \odot 5\delta^+\infty$ and $a = 0\delta^0 \odot 2\delta^2 \odot 3\delta^6 \oplus \infty$. Note that $\bar{x}$ is not a counter.

defined, as inequality $a(t) \otimes x(t) \succeq y(t)$ (in standard algebra, $+\infty + x(t) \leq y(t)$) does not admit solutions. Another situation in which $\Pi_a$ is not dually residuated is when there exists $t \in \mathbb{Z}$ such that $a(t) = -\infty$ and $y(t) \neq +\infty$; in this case, inequality $a(t) \otimes x(t) \succeq y(t)$ (in standard algebra, $-\infty + x(t) \leq y(t)$) admits infinitely many solutions, but the infimum of the solution set, $+\infty$, does not belong to it. The following proposition, proven in [7], shows that these two are the only cases in which the dual residual of $\Pi_a$ is not defined.

**Proposition 2.2.** For $a \in \Sigma$, let $D_a = \{x \in \Sigma \mid x = s, \text{ if } \exists t \in \mathbb{Z} \text{ with } a(t) = -\infty\}$, and $C_a = \{y \in \Sigma \mid y(t) = +\infty \forall t \in \mathbb{Z} \text{ such that } a(t) \in \{-\infty, +\infty\}\}$. The mapping $\Pi_a : D_a \rightarrow C_a$, $x \mapsto a \otimes x$ is dually residuated for any $a \in \Sigma$. Its dual residual is denoted by $\Pi^\flat_a(y) = y \odot^b a$, and corresponds to the least counter $x \in \Sigma$ that satisfies $a \odot x \succeq y$. ■

Note that, for $y \odot^b a$ to be defined for any $y \in \Sigma$, it suffices that $a(t) \neq \pm\infty$ for all $t \in \mathbb{Z}$. This condition is not restrictive for application purposes, as $a(t)$ will typically denote the (finite) accumulated number of firings of a transition up to and including time $t$. Hence, Propositions 2.2 and 2.2 guarantee the existence of the residual and dual residual of the Hadamard product for any case of practical interest. In the next subsection, we see how to compute the results of these operations.

3 Algorithms for the Hadamard product and its residuals

In the following subsections, the algorithms for computing the Hadamard product, its residual, and its dual residual are described, and their correctness proven. In order to implement operations on non-increasing formal power series, it is convenient to consider separately monomials, polynomials, and ultimately periodic series. We will always use the following notation:

$$r = \nu \delta^r, \quad r' = \nu' \delta^{r'}$$
computing
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pattern of reported in the table are only upper bounds of the starting time of the periodic computationally expensive.

belong to \( p, q \) to \( p' \), \( q' \). The result of \( p \odot q \) is then another ultimately periodic series \( s'' \), with throughput \( \nu'' \) and periodic behavior starting at the latest at time \( t''_p \) (the values of \( \nu'' \), \( \tau'' \), and \( t''_p \) being reported in the table). Consequently, to compute the result of operation \( \circ \in \{ \odot, \odot^2, \odot^3 \} \) between \( s, s' \), we can adopt the following procedure: obtain the polynomials, say \( \bar{p} \) and \( \bar{p}' \), composed by the first terms of series \( s \) and \( s' \) up to and including time \( t''_p + \tau'' - 1 \); compute \( \bar{p}'' = \bar{p} \circ \bar{p}' \); define polynomials \( p'' \) and \( q'' \) such that elements of \( \bar{p}'' \) with a \( \delta \)-exponent less than \( t''_p \) belong to \( p'' \), and those with a \( \delta \)-exponent between \( t''_p \) and \( t''_p + \tau'' - 1 \) belong to \( q'' \); the result of \( s \circ s' \) is then \( s'' = p'' + q''(\nu'' \delta^{\tau'''^*})^* \). Note that values of \( t''_p \) reported in the table are only upper bounds of the starting time of the periodic pattern of \( s'' \); a formula for the exact starting time is indeed not necessary for computing \( s'' \). The only inconvenience is that series \( p'' \odot q''(\nu'' \delta^{\tau'''^*})^* \) obtained in this way may be not in canonical form, resulting in a transient part longer than necessary; nevertheless, rewriting a given series in canonical form is not computationally expensive.

The procedure described above, of complexity \( \mathcal{O}(m'n'm') \) where \( \hat{p} = \bigoplus_{l=1}^{n} \hat{n}_l \delta^{i_l} \) and \( \hat{p}' = \bigoplus_{j=1}^{n'} \hat{n}'_j \delta^{i'_j} \), can be applied successfully for each operation. A simple formula for \( t''_p \) is unknown to the authors for the residual of the Hadamard product, but an upper bound for the beginning of the periodic pattern of \( s'' = s \odot^2 s' \) can be computed on the basis of the analysis of series \( \bar{s} \), defined by \( \bar{s}(t) = s(t) - s'(t) \) for all \( t \in \mathbb{Z} \); we recall that series \( s'' \) is then the greatest counter less than or equal to \( \bar{s} \) (see Remark 3). It turns out that we can take

\[
p = \bigoplus_{i=1}^{m} n_i \delta^{i}, \quad p' = \bigoplus_{j=1}^{m'} n'_j \delta^{i'},
\]
\[
q = \bigoplus_{i=1}^{l} N_i \delta^{T_i}, \quad q' = \bigoplus_{j=1}^{l'} N'_j \delta^{T'_j},
\]
\[
s = p \oplus qr^*, \quad s' = p' \oplus q' r'^*,
\]

where \( s, s' \) are in canonical form, and the monomials composing polynomials \( p, p', q, q' \) are such that their coefficients and \( \delta \)-exponents are written in increasing order (with respect to the order in standard algebra). Before going into the details of the different algorithms for monomials, polynomials, and ultimately periodic series, it is useful to summarize them. The rules for computing these operations are reported in Table 1, whose interpretation is explained in the following. The formulas show the rules to compute \( \odot, \odot^2, \odot^3 \) between monomials \( r, r' \), polynomials \( p, p' \), and ultimately periodic series \( s, s' \). Column “Convention +∞ − ∞” explains how to interpret the standard additions and subtractions contained in column “Monomials”, when \( \nu \) or \( \nu' \) are +∞ and −∞.

The computation of the Hadamard product, its residual, and its dual residual on monomials and polynomials is straightforward and, for polynomials, the result can be obtained in time complexity \( \mathcal{O}(mm') \); the situation is less trivial when considering ultimately periodic series. An important observation is that applying the Hadamard product and its residuals on two ultimately periodic series \( s \) and \( s' \) yields another ultimately periodic series \( s'' \), with throughput \( \nu'' / \tau'' \) and periodic behavior starting at the latest at time \( t''_p \) (the values of \( \nu'' \), \( \tau'' \), and \( t''_p \) being reported in the table). Consequently, to compute the result of operation \( \circ \in \{ \odot, \odot^2, \odot^3 \} \) between \( s \) and \( s' \), we can adopt the following procedure: obtain the polynomials, say \( \bar{p} \) and \( \bar{p}' \), composed by the first terms of series \( s \) and \( s' \) up to and including time \( t''_p + \tau'' - 1 \); compute \( \bar{p}'' = \bar{p} \circ \bar{p}' \); define polynomials \( p'' \) and \( q'' \) such that elements of \( \bar{p}'' \) with a \( \delta \)-exponent less than \( t''_p \) belong to \( p'' \), and those with a \( \delta \)-exponent between \( t''_p \) and \( t''_p + \tau'' - 1 \) belong to \( q'' \); the result of \( s \circ s' \) is then \( s'' = p'' + q''(\nu'' \delta^{\tau'''^*})^* \). Note that values of \( t''_p \) reported in the table are only upper bounds of the starting time of the periodic pattern of \( s'' \); a formula for the exact starting time is indeed not necessary for computing \( s'' \). The only inconvenience is that series \( p'' \odot q''(\nu'' \delta^{\tau'''^*})^* \) obtained in this way may be not in canonical form, resulting in a transient part longer than necessary; nevertheless, rewriting a given series in canonical form is not computationally expensive.

The procedure described above, of complexity \( \mathcal{O}(m'n'm') \) where \( \hat{p} = \bigoplus_{l=1}^{n} \hat{n}_l \delta^{i_l} \) and \( \hat{p}' = \bigoplus_{j=1}^{n'} \hat{n}'_j \delta^{i'_j} \), can be applied successfully for each operation. A simple formula for \( t''_p \) is unknown to the authors for the residual of the Hadamard product, but an upper bound for the beginning of the periodic pattern of \( s'' = s \odot^2 s' \) can be computed on the basis of the analysis of series \( \bar{s} \), defined by \( \bar{s}(t) = s(t) - s'(t) \) for all \( t \in \mathbb{Z} \); we recall that series \( s'' \) is then the greatest counter less than or equal to \( \bar{s} \) (see Remark 3). It turns out that we can take

\[
p = \bigoplus_{i=1}^{m} n_i \delta^{i}, \quad p' = \bigoplus_{j=1}^{m'} n'_j \delta^{i'},
\]
\[
q = \bigoplus_{i=1}^{l} N_i \delta^{T_i}, \quad q' = \bigoplus_{j=1}^{l'} N'_j \delta^{T'_j},
\]
\[
s = p \oplus qr^*, \quad s' = p' \oplus q' r'^*,
\]
\( t_p'' = \bar{t}_p + \kappa \tau'', \) with \( \bar{t}_p = \max(T_1, T_1'), \)

\[
\kappa = 1 + \max \left( 0, \left\lfloor \frac{\max_{i=\bar{t}_1} \bar{s}(i) - \max_{j=\bar{t}_p} \bar{s}(j)}{\nu''} \right\rfloor \right),
\]

and \( \bar{t}_1 = \min(t_1, t_1'). \)
Table 1: Rules for computing $\circ$, $\circ^\#$, and $\circ^\flat$ between monomials $r = \nu \delta^\tau$ and $r' = \nu' \delta^\tau'$, polynomials $p = \bigoplus_{i=1}^m n_i \delta^{t_i}$ and $p' = \bigoplus_{j=1}^{m'} n'_j \delta^{t'_j}$, and ultimately periodic series $s = p \oplus q r^*$ and $s' = p' \oplus q' r'^*$, where $q = \bigoplus_{i=1}^l N_i \delta^{T_i}$ and $q' = \bigoplus_{j=1}^{l'} N'_j \delta^{T'_j}$.

| Convention $+\infty - \infty$ | Monomials | Polynomials | Ultimately periodic series |
|-------------------------------|-----------|-------------|--------------------------|
| $\circ$ $+\infty$             | $(\nu + \nu') \delta^{\min(\tau, \tau')}$ | $\bigoplus_{i=1}^m \bigoplus_{j=1}^{m'} (n_i \delta^{t_i} \circ n'_j \delta^{t'_j})$ | lcm$(\tau, \tau')$ $\tau'' \left(\frac{\nu}{\tau} + \frac{\nu'}{\tau'}\right)$ max$(T_1, T'_1)$ |
| $\circ^\#$ $-\infty$          | $(\nu - \nu') \delta^\tau$ if $\tau < \tau'$, $(\nu - \nu') \delta^{+\infty}$ otherwise | $\bigwedge_{j=1}^{m'} \bigoplus_{i=1}^m (n_i \delta^{t_i} \circ^\# n'_j \delta^{t'_j})$ | lcm$(\tau, \tau')$ $\tau'' \left(\frac{\nu}{\tau} - \frac{\nu'}{\tau'}\right)$ see text |
| $\circ^\flat$ $+\infty$       | $(\nu - \nu') \delta^\tau$ if $\tau \leq \tau'$, undefined otherwise | $\begin{cases} \bigoplus_{i=1}^m \bigwedge_{j=1}^{m'} (n_i \delta^{t_i} \circ^\flat n'_j \delta^{t'_j}) & \text{if } t_m \leq t'_m, \\ \text{undefined} & \text{otherwise} \end{cases}$ | lcm$(\tau, \tau')$ $\tau'' \left(\frac{\nu}{\tau} - \frac{\nu'}{\tau'}\right)$ max$(T_1, T'_1)$ |

Ignoring undefined results on monomials.
3.1 The Hadamard product

3.1.1 The Hadamard product for monomials

Proposition 3.1 ($\odot$ for monomials). The following rule holds:

$$r \odot r' = (\nu + \nu')\delta^{\min(\tau, \tau')}$$

with the convention that $+\infty - \infty = +\infty$.

Proof. As follows, we only consider $\nu, \nu', \tau, \tau' \in \mathbb{Z}$; the cases in which $\nu, \nu', \tau, \tau' \in \{-\infty, +\infty\}$ have to be considered separately, but can be easily checked by inspection. The monomials $r$ and $r'$ correspond to the mappings

$$r(\tau) = \begin{cases} \nu & \text{if } t \leq \tau, \\ +\infty & \text{otherwise} \end{cases} \quad \text{and} \quad r'(\tau) = \begin{cases} \nu' & \text{if } t \leq \tau', \\ +\infty & \text{otherwise} \end{cases}.$$ 

Therefore,

$$(r \odot r')(\tau) = \begin{cases} \nu + \nu' & \text{if } t \leq \min(\tau, \tau'), \\ +\infty & \text{otherwise} \end{cases},$$

which can be compactly represented by the monomial $(\nu + \nu')\delta^{\min(\tau, \tau')}$. □

3.1.2 The Hadamard product for polynomials

Proposition 3.2 ($\odot$ for polynomials). The following rule holds:

$$p \odot p' = \bigoplus_{i=1}^{m} \bigoplus_{j=1}^{m'} n_i \delta^{t_i} \odot n'_j \delta^{t'_j}.$$ 

Proof. The proof comes directly from the distributivity property of $\odot$ over $\oplus$. □

The computation of $p \odot p'$ can be simplified in some cases. If a pair of monomials with $t_i \leq t'_j$ is encountered, then for the next term we can advance in the computation with $i + 1$ and the current $j$ value (without setting it back to 1). The remaining terms for the current $i$ value would not contribute to the result, as all their exponents would equal $t_i$ and their coefficients would be increasing in the standard sense. Another possible way to increase the efficiency of this computation is in case $\min(t_i, t'_j) = t'_m$. After calculating the Hadamard product of the monomials with this property, the computation can be terminated, as the remaining terms will again not contribute to the end result.

Example 3.1. The usefulness of the above mentioned simplification rules is evident from the following example:

$$(2\delta^2 \oplus 3\delta^5 \oplus 7\delta^8) \odot (4\delta^3 \oplus 6\delta^4) = (6\delta^2 \oplus 8\delta^2) \oplus (7\delta^3 \oplus 9\delta^4) \oplus (11\delta^5 \oplus 13\delta^5) = 6\delta^2 \oplus 7\delta^3 \oplus 9\delta^4.$$ 

In this case, the simplification rules essentially halve the amount of operations required. □
3.1.3 The Hadamard product for periodic series

**Proposition 3.3** (⊙ for periodic series). Series \( s'' = s \odot s' \) is periodic, with periodic pattern described by

\[
\tau'' = \text{lcm}(\tau, \tau'), \quad \nu'' = \tau'' \left( \frac{\nu}{\tau} + \frac{\nu'}{\tau'} \right), \quad t''_p = \text{max}(T_1, T'_1).
\]

**Proof.** Let \( \tau'' = \text{lcm}(\tau, \tau') = \alpha \tau = \alpha' \tau' \). Then, since counters \( s \) and \( s' \) are periodic, for all \( t \geq \text{max}(T_1, T'_1) = t''_p, k \geq 0, \)

\[
s''(t + k\tau'') = s(t + k\tau'') + s'(t + k\tau'') = s(t + k\alpha \tau) + s'(t + k\alpha' \tau') = k\alpha \nu + s(t) + k\alpha' \nu' + s'(t) = k(\alpha \nu + \alpha' \nu') + s''(t).
\]

Therefore, according to Proposition 1.1, series \( s'' \) is periodic with \( \tau'', \nu'', \) and \( t''_p \) as claimed in the statement of the proposition. \( \square \)

**Example 3.2.** Let \( s = e\delta^1 \oplus (2\delta^3)(3\delta^5)^* \) and \( s' = (1\delta^2 \oplus 4\delta^5)(4\delta^6)^* \). To compute \( s'' = s \odot s' \), we first determine the following values: \( \tau'' = \text{lcm}(3, 6) = 6, \nu'' = 6 \left( \frac{2}{3} + \frac{4}{5} \right) = 10, t''_p = \text{max}(3, 2) = 3. \) Both series are therefore expanded until \( t''_p + \tau'' - 1 = 8, \) resulting in

\[
\bar{p} = e\delta^1 \oplus 2\delta^3 \oplus 5\delta^6 \oplus 8\delta^8 \quad \text{and} \quad \bar{p}' = 1\delta^2 \oplus 4\delta^5 \oplus 5\delta^8.
\]

From this, \( \bar{p}'' = \bar{p} \odot \bar{p}' = 1\delta^1 \oplus 3\delta^2 \oplus 6\delta^3 \oplus 9\delta^5 \oplus 10\delta^6 \oplus 13\delta^8 \) follows. Distributing the monomials among \( p'' \) and \( q'' \), we find

\[
s'' = p'' \oplus q'' (\nu'' \delta''^*)^* = 1\delta^1 \oplus 3\delta^2 \oplus 6\delta^3 \oplus 9\delta^5 \oplus 10\delta^6 \oplus 13\delta^8)(10\delta^6)^*.
\]

One may notice that this is equivalent to \( s'' = 1\delta^1 \oplus (3\delta^2 \oplus 6\delta^3 \oplus 9\delta^5 \oplus 10\delta^6)^*(10\delta^6)^* \), which is the canonical form of this series. \( \diamond \)

The above algorithm, with slight modifications, can also be applied in the special case when one of the operands is represented by a polynomial and not as a periodic series. Consider the Hadamard product of a periodic series \( s = p \oplus q(\nu'\delta')^* \) and a polynomial \( p' \neq s_z \). We need to distinguish between two cases:

- The \( \delta \)-exponent of the last monomial of \( p' \) is \( +\infty \), i.e., \( t_{m'} = +\infty \). In this case, the polynomial \( p' \) can also be written as
  \[
  p' = \left( \bigoplus_{j=1}^{m'-1} n'_j \delta'_j \right) \oplus n_{m'} \delta^{1+t_{m'-1}} (0\delta^1)^*,
  \]
  for instance, \( 1\delta^3 \oplus 5\delta^{+\infty} = 1\delta^3 \oplus 5\delta^4 (0\delta^1)^* \). This leads to \( \tau'' = \text{lcm}(\tau, 1) = \tau \) and \( \nu'' = \tau \left( \frac{\nu}{\tau} + \frac{\nu'}{\tau'} \right) = \nu \). Furthermore, the periodic behavior of the result starts at the latest at time \( t''_p = \text{max}(T_1, 1 + t_{m'-1}) \). With these values, we can expand the series \( s \) until \( t''_p + \tau'' - 1 \), and the rest of the algorithm works as described above.
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• In the opposite case, with \( t_{m'} \neq +\infty \), we have \( p'(t) = +\infty \) for all \( t > t_{m'} \), i.e., the last (implicit) term of polynomial \( p' \) is \( +\infty \delta^{+\infty} \) (which is omitted in the representation, cf. Example 1.2). This is therefore true for the result as well (as \( +\infty \) is absorbing for \( \circ \)). In the end, this means that \( s \circ p' \) can also be represented by a polynomial. Here, since all values of the result will be \( +\infty \) after time \( t_{m'} \), the series \( s \) only has to be expanded up to \( t_{m'} \). The final result can then be obtained by \( s'' = s \circ p' = \hat{p} \circ p' \).

Example 3.3. Let \( s = 1\delta^2 \oplus (3\delta^4)(2\delta^5)^+ \) and \( p' = 3\delta^4 \oplus 4\delta^{+\infty} \). As \( p' \) can also be written as \( p' = 3\delta^4 \oplus (4\delta^5)(0\delta^1)^+ \), the periodic behavior of the result starts at \( t''_p = \max(4, 5) = 5 \) at the latest. With \( \nu'' = \nu = 2 \) and \( \tau'' = \tau = 5 \), the series \( s \) is expanded until \( t''_s + \nu'' - 1 = 9 \), resulting in \( \hat{p} = 13\delta^2 \oplus 3\delta^4 \oplus 5\delta^9 \). The operation \( \hat{p} \circ p' \) yields \( 4\delta^2 \oplus 6\delta^4 \oplus 9\delta^9 \), so that the final result is equal to
\[
s'' = s \circ p' = 4\delta^2 \oplus 6\delta^4 \oplus (9\delta^9)(2\delta^5)^+.
\]

Now consider the Hadamard product of \( s \) with \( p' = 3\delta^4 \oplus 4\delta^8 \). The series \( s \) now only has to be expanded until \( t_{m'} = 8 \), and the final result is given by
\[
s'' = s \circ p' = 4\delta^2 \oplus 6\delta^4 \oplus 9\delta^8.
\]

\[\Box\]

3.2 The residual of the Hadamard product

3.2.1 The residual of the Hadamard product for monomials

Proposition 3.4 (\( \circ^4 \) for monomials). The following rule holds:

\[
r \circ^4 r' = \begin{cases} 
(\nu - \nu')\delta^\tau & \text{if } \tau < \tau' \\
(\nu - \nu')\delta^{+\infty} & \text{otherwise}
\end{cases}
\]

with the convention that \(+\infty - \infty = -\infty\).

Proof. As follows, we only consider \( \nu, \nu', \tau, \tau' \in \mathbb{Z} \); the cases in which \( \nu, \nu', \tau, \tau' \in \{-\infty, +\infty\} \) have to be considered separately, but can be easily checked by inspection. Counter \( r \circ^4 r' \) is the greatest solution of \( r' \circ x \leq r \); we distinguish two cases.

Case 1: \( \tau < \tau' \). Equivalently, \( r \circ^4 r' \) is the counter that solves the following multi-objective optimization problem (written in standard algebra for simplicity; consider always \(+\infty - \infty = +\infty)^2;\):

\[
\begin{align*}
\min_{\nu \in \mathbb{Z}, \nu' \in \mathbb{Z}} & \quad x(t) \\
\text{s.t.} & \quad \nu' + x(t) \geq \nu \quad \forall t \in \mathbb{Z}, \\
& \quad \nu' + x(t) \geq +\infty \quad \forall \tau < t \leq \tau', \\
& \quad +\infty + x(t) \geq +\infty \quad \forall \tau' < t, \\
& \quad x(t) \leq x(t + 1) \quad \forall t \in \mathbb{Z}.
\end{align*}
\]

Note that the existence and uniqueness of the solution to this and the following multi-objective optimization problems is guaranteed by the fact that \( \Pi_a : \Sigma \to \Sigma, x \mapsto a \circ x \) is residuated for all \( a \in \Sigma \).
It is then clear that the greatest counter that satisfies \( r' \odot x \preceq r \) has coefficients

\[
x(t) = \begin{cases} 
\nu - \nu' & \text{if } t \leq \tau, \\
+\infty & \text{otherwise},
\end{cases}
\]

which corresponds to monomial \((\nu - \nu')\delta^\tau\).

**Case 2:** \( \tau \geq \tau' \). Equivalently, \( r \odot \sharp r' \) is the counter that solves the following multi-objective optimization problem (written in standard algebra for simplicity; consider always \(+\infty - \infty = +\infty\)):

\[
\begin{align*}
\min & \quad x(t) \\
\text{s.t.} & \quad \nu' + x(t) \geq \nu \quad \forall t \leq \tau', \\
& \quad +\infty + x(t) \geq \nu \quad \forall \tau' < t \leq \tau, \\
& \quad +\infty + x(t) \geq +\infty \quad \forall \tau < t, \\
& \quad x(t) \leq x(t + 1) \quad \forall t \in \mathbb{Z}.
\end{align*}
\]

It is then clear that the greatest counter that satisfies \( r' \odot x \preceq r \) has coefficients

\[
x(t) = \nu - \nu' \quad \text{for all } t,
\]

which corresponds to monomial \((\nu - \nu')\delta^{+\infty}\). \( \square \)

### 3.2.2 The residual of the Hadamard product for polynomials

Before giving the rule for computing \( \odot^\sharp \) on polynomials, we need to consider the special case in which the left operand is a polynomial and the right operand a monomial.

**Lemma 3.5** \((\odot^\sharp\text{ between a polynomial and a monomial})\). *The following rule holds:*

\[
p \odot^\sharp r = \left( \bigoplus_{i=1}^{m} n_i \delta^{t_i} \right) \odot^\sharp \nu \delta^\tau = \bigoplus_{i=1}^{m} (n_i \delta^{t_i} \odot^\sharp \nu \delta^\tau).
\]

*Proof.* Let \( j \in \{0, 1, \ldots, m\} \) be the greatest index for which \( t_j \leq \tau \), where \( t_0 = -\infty \). The case in which \( j = m \) will not be discussed for the sake of brevity, as it needs to be considered separately. Then,

\[
\bigoplus_{i=1}^{m} (n_i \delta^{t_i} \odot^\sharp \nu \delta^\tau) = \left( \bigoplus_{i=1}^{j} (n_i - \nu) \delta^{t_i} \right) \oplus (n_{j+1} - \nu) \delta^{+\infty}. \tag{1}
\]

We need to prove that \( p \odot^\sharp r \) leads to the same expression.

From the definition of residual,

\[
p \odot^\sharp r = \bigoplus \{ x \in \Sigma \mid r \odot x \preceq r \}.
\]
Equivalently, \( p \odot^\# r \) is the counter that solves the following multi-objective optimization problem (written in standard algebra for simplicity; consider always \( +\infty - \infty = +\infty \)):

\[
\begin{align*}
\min & \quad x(t) \quad \forall t \in \mathbb{Z}, \\
\text{s.t.} & \quad \nu + x(t) \geq n_i \quad \forall i \in \{1, \ldots, j\}, \; t_{i-1} < t \leq t_i, \\
& \quad \nu + x(t) \geq n_{j+1} \quad \forall t_j < t \leq \tau, \\
& \quad +\infty + x(t) \geq n_{j+1} \quad \forall \tau < t \leq t_{j+1}, \\
& \quad +\infty + x(t) \geq n_i \quad \forall i \in \{j+2, \ldots, m\}, \; t_{i-1} < t \leq t_i, \\
& \quad +\infty + x(t) \geq +\infty \quad \forall t_m < t, \\
& \quad x(t) \leq x(t+1) \quad \forall t \in \mathbb{Z}.
\end{align*}
\]

Clearly, the optimization problem can be rewritten as

\[
\begin{align*}
\min & \quad x(t) \quad \forall t \in \mathbb{Z}, \\
\text{s.t.} & \quad x(t) \geq n_i - \nu \quad \forall i \in \{1, \ldots, j\}, \; t_{i-1} < t \leq t_i, \\
& \quad x(t) \geq n_{j+1} - \nu \quad \forall t_j < t \leq \tau, \\
& \quad x(t) \geq -\infty \quad \forall \tau < t, \\
& \quad x(t) \leq x(t+1) \quad \forall t \in \mathbb{Z},
\end{align*}
\]

whose solution is

\[
x(t) = \begin{cases} 
n_i - \nu & \forall i \in \{1, \ldots, j\}, \; t_{i-1} < t \leq t_i, \\
n_{j+1} - \nu & \forall t_j < t;
\end{cases}
\]

written using the \( \delta \)-transform, the above expression coincides with (1). \(\square\)

**Proposition 3.6** (\( \odot^\# \) for polynomials). The following rule holds:

\[
p \odot^\# p' = \bigwedge_{j=1}^{m'} \bigoplus_{i=1}^{m} n_i \delta^{t_i} \odot^\# n'_j \delta^{t'_j}.
\]

**Proof.** Let \( s'' = p \odot^\# p' \) be the greatest counter satisfying

\[
p' \odot s'' \preceq p, \quad \text{i.e.,} \quad \left( \bigoplus_{j=1}^{m'} n'_j \delta^{t'_j} \right) \odot s'' \preceq p;
\]

according to the distributivity of \( \odot \) over \( \oplus \), the latter inequality is equivalent to

\[
\bigoplus_{j=1}^{m'} (n'_j \delta^{t'_j} \odot s'') \preceq p.
\]

From Remark 1, the inequality can be rewritten as the system

\[
\begin{align*}
& n'_1 \delta^{t'_1} \odot s'' \preceq p, \\
& n'_2 \delta^{t'_2} \odot s'' \preceq p, \\
& \vdots \\
& n'_{m'} \delta^{t'_{m'}} \odot s'' \preceq p,
\end{align*}
\]
which, from Remark 2, is equivalent to

\[
\begin{align*}
& s'' \preceq p \odot^\sharp n_1' \delta'^i \\
& s'' \preceq p \odot^\sharp n_2' \delta'^j \\
& \ldots \\
& s'' \preceq p \odot^\sharp n_m' \delta'^m
\end{align*}
\]

Using again Remark 1, we get

\[
s'' \preceq \bigwedge_{j=1}^{m'} \left( p \odot^\sharp n_j' \delta'^j \right) = \bigwedge_{j=1}^{m'} \left( \bigoplus_{i=1}^m n_i \delta^i \right) \odot^\sharp n_j' \delta'^j)
\]

finally, thanks to Lemma 3.5, this last expression can be rewritten as the formula in the statement of the proposition, since from the definition of residual we can substitute relation “\(\preceq\)” with “\(=\)”. \(\square\)

As shown in the next example, because of the non-increasing property of counters, the computation \(p \odot^\sharp p'\) can occasionally be simplified. If \(t_i \geq t_j'\) for a pair of monomials, then we can continue with \(j+1\) and setting \(i\) back to 1. The rest of the terms would namely all have \(+\infty\) as their \(\delta\)-exponent, with (in the standard meaning) increasing coefficients.

**Example 3.4.** The residual \(p \odot^\sharp p'\) with \(p = 2\delta^1 \oplus 3\delta^5 \oplus 5\delta^7\), \(p' = 0\delta^2 \oplus 2\delta^5 \oplus 4\delta^+\infty\) can be determined by

\[
p \odot^\sharp p' = (2\delta^1 \oplus 3\delta^{+\infty} \oplus 5\delta^{+\infty}) \land (0\delta^1 \oplus 1\delta^{+\infty} \oplus 3\delta^{+\infty}) \\
\land (-2\delta^1 \oplus -1\delta^5 \oplus 1\delta^7) \\
= 2\delta^1 \oplus 3\delta^7.
\]

\(\diamondsuit\)

### 3.2.3 The residual of the Hadamard product for periodic series

Before considering operation \(\odot^\sharp\) between two periodic series, it is convenient to prove the following lemma, which concerns the series whose coefficients are computed by subtracting (in the standard sense) element-wise coefficients of two counters. We remark that the resulting series is not necessarily a counter.

**Proposition 3.7** (Difference series). Let \(s, s' \in \Sigma\) be periodic series such that there is no \(t \in \mathbb{Z}\) for which \(s(t) = s'(t) \in \{-\infty, +\infty\}\). The series \(\bar{s}\) defined by \(\bar{s}(t) = s(t) - s'(t)\) for all \(t \in \mathbb{Z}\) is periodic, with periodic pattern starting at time \(\bar{t}_p\) and throughput \(\bar{\nu}\), where

\[
\bar{t} = \text{lcm}(\tau, \tau'), \quad \bar{\nu} = \bar{t} \left( \frac{\nu}{\tau} - \frac{\nu'}{\tau'} \right), \quad \bar{t}_p = \max(T_1, T_1').
\]
Proof. Let \( \bar{\tau} = \text{lcm}(\tau, \tau') = \alpha \tau = \alpha' \tau' \). Then, since counters \( s \) and \( s' \) are periodic, for all \( t \geq \max(T_1, T'_1) = \bar{t}_p, k \geq 0, \)
\[
\bar{s}(t + k\bar{\tau}) = s(t + k\bar{\tau}) = s'(t + k\bar{\tau}) = s(t + \alpha k\tau) - s'(t + k\alpha' \tau') \n= \alpha k\tau + s(t) - k\alpha' \nu' - s'(t) = k(\alpha \nu - \alpha' \nu') + \bar{s}(t).
\]
Therefore, according to Proposition 1.1, series \( \bar{s} \) is periodic with \( \tau, \nu, \) and \( \bar{t}_p \) as in the statement of the proposition.

Proposition 3.8 (\( \odot^\sharp \) for periodic series). Let \( \bar{s} \) be the difference series defined as in Proposition 3.7, and let \( \bar{\nu} > 0 \). Series \( s'' = s \odot^\sharp s' \) is periodic, with periodic pattern starting at the latest at time \( \bar{t}_p'' = \bar{t}_p + \kappa \tau'' \) and throughput \( \frac{\bar{\nu}}{\tau''} \), where
\[
\kappa = 1 + \max \left( 0, \left\lfloor \frac{\bar{t}_p - 1}{\max_{i=1}^{\bar{t}_p} \bar{s}(i)} \right\rfloor \right)
\]
\[
\bar{t}_1 = \min(t_1, t'_1), \quad \tau'' = \text{lcm}(\tau, \tau'), \quad \text{and} \quad \nu'' = \tau'' \left( \frac{\nu}{\tau} - \frac{\nu'}{\tau'} \right).
\]

Proof. Series \( s'' \) is the greatest counter which is less than or equal to \( \bar{s} \). In other words, \( s'' \) is the greatest series that satisfies the following two specifications:
\[
s'' \preceq \bar{s}, \quad \text{and} \quad s''(t) \leq \bigwedge_{i \leq t} s''(i) \quad \forall t \in \mathbb{Z}.
\]
Combining the two properties, we get that \( s'' \) is the greatest series satisfying
\[
s''(t) \leq \bigwedge_{i \leq t} \bar{s}(i) \quad \forall t \in \mathbb{Z};
\]
equivalently, we can define \( s'' \) as the series such that
\[
s''(t) = \bigwedge_{i \leq t} \bar{s}(i) = \bigwedge_{i \leq t} s(i) - s'(i) \quad \forall t \in \mathbb{Z}.
\]
Let \( \bar{t}_1 = \min(t_1, t'_1) \); since \( s \) and \( s' \) are constant for all \( t \leq \bar{t}_1 \), we have
\[
s''(t) = \bigwedge_{i=\bar{t}_1}^{t} \bar{s}(i) \quad \forall t \in \mathbb{Z}.
\]
To show that \( s'' \) is periodic, we now look for the time at which the periodic pattern of \( s'' \) starts. Let us start by considering a time \( t = \bar{t}_p + k\bar{\tau} - 1 \), where \( k > 0 \); then,
\[
s''(t) = \bigwedge_{i=\bar{t}_1}^{\bar{t}_p} \bar{s}(i) \wedge \bigwedge_{i=\bar{t}_p + \bar{\tau}}^{\bar{t}_p + \bar{\tau} - 1} \bar{s}(i) \wedge \bigwedge_{i=\bar{t}_p + 2\bar{\tau}}^{\bar{t}_p + 2\bar{\tau} - 1} \bar{s}(i) \wedge \cdots \wedge \bigwedge_{i=\bar{t}_p + (k-1)\bar{\tau}}^{\bar{t}_p + k\bar{\tau} - 1} \bar{s}(i).
\]
Due to the periodicity of \( \bar{s} \), the distributivity of \( \otimes \) over finite \( \land \) in \( \mathbb{Z}_{\min} \) when none of the operands is \( \pm \infty \), and the fact that \( \nu > 0 \), the latter expression can be rewritten as

\[
P''(t) = \bigwedge_{i=t_0}^{t_0-1} \bar{s}(i) \land \bigwedge_{i=t_0}^{t_0+\bar{\tau}-1} \bar{s}(i) \land \nu \bigwedge_{i=t_0}^{t_0+\bar{\tau}-1} \bar{s}(i) \land \cdots \land \nu^{k-1} \bigwedge_{i=t_0}^{t_0+\bar{\tau}-1} \bar{s}(i)
\]

\[
= \bigwedge_{i=t_0}^{t_0-1} \bar{s}(i) \land \nu^{k-1} \bigwedge_{i=t_0}^{t_0+\bar{\tau}-1} \bar{s}(i).
\]

Since \( \nu > 0 \), the second term dominates the first one for \( k \) large enough. In case the least integer \( k \) for which the second term in (2) dominates the first one is non-positive, the formula above may produce a wrong result, as it has been derived under the assumption that \( k > 0 \). In any case, taking \( k \) equal to the maximum between (3) and 1 guarantees that the second term in (2) dominates the first one. Let us define \( \kappa \) as such value of \( k \); in standard algebra, we get

\[
\kappa = 1 + \max \left( 0, \left[ \frac{\max_{i=t_0}^{t_0-1} \bar{s}(i) - \max_{j=t_0}^{t_0+\bar{\tau}-1} \bar{s}(j)}{\nu} \right] \right).
\]

We now have everything needed to show that \( s'' \) is periodic. Take a time \( t \) such that \( t_0 + \kappa \bar{\tau} \leq t < t_0 + (\kappa + 1) \bar{\tau} \), say \( t = t_0 + \kappa \bar{\tau} + h \) with \( h \in \{0, \ldots, \bar{\tau} - 1\} \); using (2) and \( k = \kappa \) with \( \kappa \) as defined above, we get

\[
P''(t) = \nu^{k-1} \bigwedge_{i=t_0}^{t_0+\bar{\tau}-1} \bar{s}(i).
\]

and, for all \( k' \geq 0 \),

\[
P''(t + k' \bar{\tau}) = \nu^{k+k'-1} \bigwedge_{i=t_0}^{t_0+\bar{\tau}-1} \bar{s}(i) \land \nu^{k+k'} \bigwedge_{i=t_0}^{t_0+\bar{\tau}-1} \bar{s}(i) = \nu^{k'} P''(t),
\]

which, in standard algebra, reads \( s''(t + k' \bar{\tau}) = k' \nu + s''(t) \). This proves that \( s'' \) is periodic, with periodic pattern starting at the latest at time \( t_0 + \kappa \bar{\tau} \) and throughput \( \frac{\nu''}{\nu} \), where \( \nu'' = \nu \). \( \square \)
Example 3.5. Consider \( s = -1 δ^5 \oplus (5δ^3)(2δ^1)^* \) and \( s' = -1δ^5 \oplus (3δ^5)(1δ^2)^* \) from \( \Sigma \). We determine \( t_p = 2 \), \( τ = τ' = 2 \) and \( ν = ν'' = 3 \). To compute \( κ \), the series are expanded up to \( t_p + τ - 1 = 3 \) first, yielding \(-1δ^5 \oplus 5δ^2 \oplus 7δ^3 \) and \(-1δ^5 \oplus 3δ^5 \oplus 4δ^2 \oplus 5δ^3 \), respectively. With \( t_1 = -5 \) and \( t_p + τ - 1 = 3 \), this leads to \( κ = 1 + \frac{1}{3} = 1 \). The periodic pattern of \( s'' \) therefore starts at \( t_p'' = \bar{t}_p + κτ'' = 4 \) at the latest. The final result is \( s'' = s \otimes s' = 0δ^5 \odot (1δ^2 \odot 2δ^3)(3δ^2)^* \). In this case, the periodic behavior of \( s'' \) in fact starts at time \( 2 < t_p'' \).

If \( \bar{ν} < 0 \), then the coefficients of \( s' \) will, on average, increase faster than those of \( s \) (in the standard sense), from time \( t_p \). Being the least counter greater than or equal to \( s \), \( s'' = s \otimes \bar{s}' \) will therefore remain constant after time \( t_p + τ - 1 \). This means that the information contained in \( s - s' \) up to \( t_p + τ - 1 \) is sufficient to determine \( s'' \). Consequently, it suffices to expand \( s \) and \( s' \) up to \( t_p + τ - 1 \), compute the Hadamard residual of the obtained polynomials, and set the last \( δ \)-exponent of the result to \( +∞ \). The same approach can be taken for \( \bar{ν} = 0 \), since the coefficients of \( s \) in this case will, on average, change by the same amount as those of \( s' \).

Special cases of this operation between a polynomial and a periodic series again have to be examined. Considering \( s \otimes \bar{s}' \) if \( t'_m = +∞ \), then \( p' \) can be written as \( p' = (\bigoplus_{j=1}^{m'-1} n_j δ^{i'_j}) \oplus n_{m'} \delta^{i_{m-1}} (0δ^1)^* \), similarly to the case for the Hadamard product between a series and a polynomial. The rest of the algorithm can then be applied as previously described. In the computation of \( p \otimes \bar{s}' s' \), if the case \( t_m = +∞ \) occurs, then the result can also be described by a polynomial. The series \( s' \) is expanded up to \( 1 + t_{m-1} \), since \( p \otimes \bar{s}' \) will be constant from this time on. The operation \( \otimes \bar{s}' \) is then performed, and the last \( δ \)-exponent of the result can be set to \( +∞ \), without having to determine the value of \( κ \) (this approach is analogous to that in case \( \bar{ν} < 0 \)).

For \( p \otimes \bar{s}' \) (resp. \( s \otimes \bar{s}' p' \)) if \( t_m \neq +∞ \) (resp. \( t'_m \neq +∞ \)), the value of \( κ \) does not have to be determined, either, since the result can also be given as a polynomial (where the last \( δ \)-exponent is \( +∞ \) for \( s \otimes \bar{s}' p' \)). Expanding \( s' \) (resp. \( s \)) up to \( t_m + 1 \) (resp. \( t'_m \)) to obtain \( p' \) (resp. \( \bar{p} \)) is sufficient, and the result can then be obtained by \( p \otimes \bar{s'} p' \) (resp. \( \bar{p} \otimes \bar{s'} p' \)). Note that \( s' \) needs to be expanded up to \( t_m + 1 \) and not only to \( t_m \), otherwise the \( δ \)-exponent of the last monomial of the result would be \( +∞ \) instead of \( t_m \) (see the formula of \( \otimes \bar{s}' \) for monomials when \( τ = τ' \)).

3.3 The dual residual of the Hadamard product

3.3.1 The dual residual of the Hadamard product for monomials

Proposition 3.9 (\( \otimes \bar{s'} \) for monomials). The following rule holds:

\[
τ \otimes \bar{s'} τ' = \begin{cases} 
(\nu - ν')δ^τ & \text{if } τ \leq τ' \\
\text{undefined} & \text{otherwise}
\end{cases}
\]

with the convention that \(+∞ - ∞ = +∞\).
Proof. As follows, we only consider \( \nu, \nu', \tau, \tau' \in \mathbb{Z} \); the cases in which \( \nu, \nu', \tau, \tau' \in \{-\infty, +\infty\} \) have to be considered separately, but can be easily checked by inspection. Counter \( r \odot^b r' \) is the least solution of \( r' \odot x \succeq r \); we distinguish two cases.

**Case 1:** \( \tau \leq \tau' \). Equivalently, \( r \odot^b r' \) is the counter that solves the following multi-objective optimization problem (written in standard algebra for simplicity; consider always \( +\infty - \infty = +\infty \)):

\[
\begin{align*}
\text{max} & \quad x(t) \\
\text{s.t.} & \quad \nu' + x(t) \leq \nu \quad \forall t \leq \tau, \\
& \quad \nu' + x(t) \leq +\infty \quad \forall \tau < t \leq \tau', \\
& \quad +\infty + x(t) \leq +\infty \quad \forall \tau < t \leq \tau', \\
& \quad x(t) \leq x(t + 1) \quad \forall t \in \mathbb{Z}.
\end{align*}
\]

It is then clear that the least counter that satisfies \( r' \odot x \succeq r \) has coefficients

\[
x(t) = \begin{cases} 
\nu - \nu' & \text{if } t \leq \tau, \\
+\infty & \text{otherwise},
\end{cases}
\]

which corresponds to monomial \( (\nu - \nu')\delta^\tau \).

**Case 2:** \( \tau > \tau' \). Note that, for all \( \tau' \leq t < \tau \), \( r'(t) = +\infty \) and \( r(t) \in \mathbb{Z} \). Thus, from Proposition 2.2, \( \Pi_a : D_a \to C_a \), \( x \mapsto a \odot x \) is dually residuated for all \( a \in A \), cf. Proposition 2.2.

### 3.3.2 The dual residual of the Hadamard product for polynomials

Before giving the rule for computing \( \odot^b \) on polynomials, we need to consider the special case in which the left operand is a monomial and the right operand a polynomial.

**Lemma 3.10** (\( \odot^b \) between a monomial and a polynomial). The following rule holds:

\[
r \odot^b p = \nu \delta^\tau \odot^b \left( \bigoplus_{i=1}^{m} n_i \delta^{t_i} \right) = \begin{cases} 
\bigwedge_{i=1}^{m} \left( \nu \delta^\tau \odot^b n_i \delta^{t_i} \right) & \text{if } \tau \leq t_m \\
\text{undefined} & \text{otherwise},
\end{cases}
\]

where undefined intermediate computations are to be ignored. \[\blacksquare\]

**Proof.** Let \( j \in \{1, \ldots, m, m + 1\} \) be the smallest index for which \( t_j \geq \tau \), where \( t_{m+1} = +\infty \). We will assume that \( \tau \leq t_m \); otherwise, the operation is clearly not defined – the case in which \( j = m + 1 \) will thus be ignored. We also define

\[\blacksquare\]
\( t_0 = -\infty \) for convenience. Ignoring the intermediate computations that would lead to undefined results, i.e., \( \nu \delta^\tau \odot^b n_i \delta^t \) for all \( i < j \), we get
\[
\bigwedge_{i=1}^m \left( \nu \delta^\tau \odot^b n_i \delta^t \right) = \bigwedge_{i=j}^m \left( \nu \delta^\tau \odot^b n_i \delta^t \right) = \bigwedge_{i=j}^m (\nu - n_i) \delta^\tau = (\nu - n_j) \delta^\tau. \tag{4}
\]

We need to prove that \( r \odot^b p \) leads to the same expression.

From the definition of dual residual,
\[
r \odot^b p = \bigwedge \{ x \in \Sigma \mid p \odot x \succeq r \}.
\]

Equivalently, \( r \odot^b p \) is the counter that solves the following multi-objective optimization problem (written in standard algebra for simplicity; consider always \(+\infty - \infty = +\infty\):
\[
\begin{align*}
\text{max} & \quad x(t) & \quad \forall t \in \mathbb{Z}, \\
\text{s.t.} & \quad n_i + x(t) \leq \nu & \quad \forall i \in \{1, \ldots, j-1\}, \quad t_{i-1} < t \leq t_i, \\
& \quad n_j + x(t) \leq \nu & \quad \forall t_{j-1} < t \leq t_j, \\
& \quad n_j + x(t) \leq +\infty & \quad \forall \tau < t \leq t_j, \\
& \quad n_i + x(t) \leq +\infty & \quad \forall i \in \{j+1, \ldots, m\}, \quad t_{i-1} < t \leq t_i, \\
& \quad +\infty + x(t) \leq +\infty & \quad \forall t_m < t, \\
& \quad x(t) \leq x(t+1) & \quad \forall t \in \mathbb{Z}.
\end{align*}
\]

Clearly, the optimization problem can be rewritten as
\[
\begin{align*}
\text{max} & \quad x(t) & \quad \forall t \in \mathbb{Z}, \\
\text{s.t.} & \quad x(t) \leq \nu - n_i & \quad \forall i \in \{1, \ldots, j-1\}, \quad t_{i-1} < t \leq t_i, \\
& \quad x(t) \leq \nu - n_j & \quad \forall t_{j-1} < t \leq t_j, \\
& \quad x(t) \leq +\infty & \quad \forall \tau < t, \\
& \quad x(t) \leq x(t+1) & \quad \forall t \in \mathbb{Z},
\end{align*}
\]

whose solution is, as \( \nu - n_i < \nu - n_{i+1} \) for all \( i \),
\[
x(t) = \begin{cases} 
\nu - n_j & \forall t \leq \tau, \\
+\infty & \forall \tau < t;
\end{cases}
\]

written using the \( \delta \)-transform, the above expression coincides with (4). \( \square \)

**Proposition 3.11** (\( \odot^b \) for polynomials). The following rule holds:
\[
p \odot^b p' = \begin{cases} 
\bigoplus_{i=1}^m \bigwedge_{j=1}^{m'} n_i \delta^{t_i} \odot^b n_j' \delta^{t_j'} & \text{if } t_m \leq t_m', \\
\text{undefined} & \text{otherwise},
\end{cases}
\]

where undefined intermediate computations are to be ignored. \( \square \)
Proof. We skip the case \( t_m > t'_m \), as it obviously leads to an undefined result. Let \( s'' = p \odot^b p' \) be the least counter satisfying

\[
p' \odot s'' \succeq p, \quad i.e., \quad p' \odot s'' \succeq \bigoplus_{i=1}^{m} n_i \delta^i,
\]

From Remark 1, the inequality can be rewritten as the system

\[
\begin{aligned}
p' \odot s'' &\succeq n_1 \delta^1 \\
p' \odot s'' &\succeq n_2 \delta^2 \\
&\quad \vdots \\
p' \odot s'' &\succeq n_m \delta^m
\end{aligned}
\]

which, from Remark 2, is equivalent to

\[
\begin{aligned}
s'' &\succeq n_1 \delta^1 \odot^b p' \\
s'' &\succeq n_2 \delta^2 \odot^b p' \\
&\quad \vdots \\
s'' &\succeq n_m \delta^m \odot^b p'
\end{aligned}
\]

Using again Remark 1, we get

\[
s'' \succeq \bigoplus_{i=1}^{m} \left( n_i \delta^i \odot^b p' \right) = \bigoplus_{i=1}^{m} \left( n_i \delta^i \odot^b \left( \bigoplus_{j=1}^{m'} n'_j \delta'^j \right) \right);
\]

finally, thanks to Lemma 3.10, this last expression can be rewritten as the formula in the statement of the proposition, since from the definition of dual residual we can substitute relation “\( \succeq \)” with “\( \equiv \)”.

Observe that, when performing \( \odot^b \) on polynomials, if for a pair \( i, j \) the computation \( n_i \delta^i \odot^b n'_j \delta'^j \) is defined, we can proceed with \( i+1 \) and \( j = 1 \) for the next term. Indeed, when \( j \) is increased, the difference \( n_i - n'_j \) will be decreasing (in the standard sense) as \( p' \) is a counter and \( i \) does not change. Because of this, the remaining terms will not influence the result of the greatest lower bound, and can therefore be neglected.

Example 3.6. Let \( p = -3\delta^{-1} \oplus -1\delta^2 \oplus 3\delta^4 \) and \( p' = -1\delta^1 \oplus e\delta^3 \oplus 2\delta^4 \). Then,

\[
p \odot^b p' = \left( -2\delta^{-1} \land -3\delta^{-1} \land -5\delta^{-1} \right) \oplus \left( -1\delta^2 \land -3\delta^2 \right) \oplus (1\delta^1)
\]

\[
= -2\delta^{-1} \oplus -1\delta^2 \oplus 1\delta^4.
\]

It can also be seen from this example that in each iteration of the greatest lower bound, there is no need to consider terms after we find a term which is defined, since the first term will always be the least one in the current iteration. \( \Diamond \)
3.3.3 The dual residual of the Hadamard product for periodic series

**Proposition 3.12** ($\odot$ for periodic series). Let $\bar{s}$ be the difference series defined as in Proposition 3.7, and let $\nu > 0$. Series $s'' = s \odot \nu s'$ is periodic, with periodic pattern described by

$$
\tau'' = \text{lcm}(\tau, \tau'), \quad \nu'' = \tau'' \left( \frac{\nu}{\tau} - \frac{\nu'}{\tau'} \right), \quad t''_p = \max(T_1, T'_1).
$$

**Proof.** Series $s''$ is the least counter which is greater than or equal to $\bar{s}$. In other words, $s''$ is the least series that satisfies the following two specifications:

$$
s \geq \bar{s}, \quad \text{and} \quad s(t) \geq \bigoplus_{i \geq t} s(i) \quad \forall t \in \mathbb{Z}.
$$

Combining the two properties, we get that $s''$ is the least series satisfying

$$
s''(t) \geq \bigoplus_{i \geq t} \bar{s}(i) \quad \forall t \in \mathbb{Z};
$$

equivalently, we can define $s''$ as the series such that

$$
s''(t) = \bigoplus_{i \geq t} \bar{s}(i) = \bigoplus_{i \geq t} s(i) - s'(i) \quad \forall t \in \mathbb{Z}.
$$

Due to the periodicity of $\bar{s}$ and the fact that $\nu > 0$, for all $t \geq \bar{t}_p$ we can write

$$
s''(t) = \bigoplus_{i = t}^{t+\bar{\tau}-1} \bar{s}(i) \oplus \bigoplus_{i = t+\bar{\tau}}^{t+2\bar{\tau}-1} \bar{s}(i) \oplus \bigoplus_{i = t+2\bar{\tau}}^{t+3\bar{\tau}-1} \bar{s}(i) \oplus \ldots
$$

$$
= \bigoplus_{i = t}^{t+\bar{\tau}-1} \bar{s}(i) \oplus \nu \left( \bigoplus_{i = t}^{t+\bar{\tau}-1} \bar{s}(i) \right) \oplus \nu^2 \left( \bigoplus_{i = t}^{t+\bar{\tau}-1} \bar{s}(i) \right) \oplus \ldots
$$

$$
= \bigoplus_{i = t}^{t+\bar{\tau}-1} \bar{s}(i).
$$

Moreover, taking again $t \geq \bar{t}_p$ and any integer $k \geq 0$, we also get

$$
s''(t + k \bar{\tau}) = \bigoplus_{i = t+k\bar{\tau}}^{t+(k+1)\bar{\tau}-1} \bar{s}(i) = \nu^k \left( \bigoplus_{i = t}^{t+\bar{\tau}-1} \bar{s}(i) \right) = \nu^k s''(t),
$$

which, in standard algebra, reads $s''(t + k \bar{\tau}) = k \nu + s''(t)$. This proves that $s''$ is periodic, with periodic pattern starting at the latest at time $t''_p = \bar{t}_p$ and throughput $\frac{\tau''}{\nu''}$, where $\tau'' = \bar{\tau}$ and $\nu'' = \bar{\nu}$. 

\[\square\]
As with the residual of the Hadamard product, the case $\nu < 0$ can occur when computing the dual residual as well. Since in this case the values of $s$ keep decreasing (in standard algebra) with each period, the only counter which is greater than or equal to $s$ is $s_{\tau}$. If $\nu = 0$, then the result will be a polynomial whose last $\delta$-exponent is $+\infty$.

**Example 3.7.** Let $s = 2\delta^2 \oplus 6\delta^3 (6\delta^8)^*$ and $s' = 1\delta^1 \oplus 5\delta^4 (3\delta^4)^*$. With $t''_p = \max(3, 4) = 4$, $\tau'' = \text{lcm}(8, 4) = 8$ and $\nu'' = 0$, expanding up to $t''_p + \tau'' - 1 = 11$ yields

$$\tilde{p} = 2\delta^2 \oplus 6\delta^3 \oplus 12\delta^{11}, \quad \tilde{p}' = 1\delta^1 \oplus 5\delta^4 \oplus 8\delta^8 \oplus 11\delta^{11}.$$

We obtain $\tilde{p} \circ p \tilde{p}' = -3\delta^2 \oplus 1\delta^3 \oplus 1\delta^{11} = -3\delta^2 \oplus 1\delta^{11}$, so that the final result equals $s \circ p s' = -3\delta^2 \oplus 1\delta^{11} (0\delta^8)^* = -3\delta^2 \oplus 1\delta^{+\infty}$.

The special case where one of the operands is a polynomial and the other is a periodic series needs to be examined as well. First of all, $p \circ p s'$ results in $s_{\tau}$ if $t_m = +\infty$, since $p$ in this case can also be represented as a periodic series with $\nu = 0$, which leads to $\nu'' < 0$. This case has been discussed above. If $t_m \neq +\infty$, then the result can also be represented by a polynomial, i.e., $\nu'' = 0$ will hold. This result is given by $p \circ p \tilde{p}'$, where $\tilde{p}'$ is a polynomial obtained from expanding $s'$ up to $t_m$.

In the alternative case of $s \circ p s'$, if $t''_m \neq +\infty$, the operation will be undefined, since there will be $+\infty$-coefficients in $p'$, of which the corresponding coefficients in $s$ are not $+\infty$ (unless $s = s_{\tau}$ holds). If $t_m = +\infty$, then (similarly to the corresponding case for the Hadamard product), the series $s$ can be expanded up to $t''_p + \tau'' - 1$, with $t''_p = \max(T, 1 + t'_{m-1})$. The result can then be determined in the same way as previously described, and its periodicity will be given by the monomial $r'' = \nu \delta^{\tau}$.  

### 4 Software implementation tutorial

In this section, we show how to call the C++ functions for computing the Hadamard product and its residuals using the library ETVO.

#### 4.1 Operations with monomials

Consider monomials $r_1 = 5\delta^2$ and $r_2 = 3\delta^2$. The following code produces the result of

$r_1 \odot r_2 = 8\delta^2, \quad r_1 \circ p r_2 = 2\delta^{+\infty}, \quad \text{and} \quad r_1 \circ p r_2 = 2\delta^2$.

**Listing 1: Operations for monomials**

```c
void main()
{
    // initialize monomials
    gd r_1, r_2, res_odot, res_odot_sharp, res_odot_flat;

    // code to compute monomial operations
}
```
4.2 Operations with polynomials

Consider polynomials $p_1 = -3\delta^{-1} + -1\delta^2 + 3\delta^4$ and $p_2 = -1\delta^1 + 0\delta^3 + 2\delta^4$. The following code produces the result of

\[
\begin{align*}
    p_1 \odot p_2 &= -4\delta^{-1} + -2\delta^1 + -1\delta^2 + 3\delta^3 + 5\delta^4 \\
    p_1 \odot^2 p_2 &= -2\delta^{-1} + 0\delta^2 + 3\delta^{\infty}, \quad \text{and} \quad p_1 \odot^b p_2 &= -2\delta^{-1} + -1\delta^2 + 1\delta^4.
\end{align*}
\]

Listing 2: Operations for polynomials
4.3 Operations with periodic series

Consider series \( s_1 = -\delta^0 \ominus (5\delta^2)(2\delta^1)^* \) and \( s_2 = -\delta^{-5} \oplus (3\delta^0)(1\delta^2)^* \). The following code produces the result of

\[
\begin{align*}
\quad & s_1 \ominus s_2 = -2\delta^{-5} \ominus 2\delta^0 \oplus (9\delta^2 \oplus 12\delta^3)(5\delta^2)^* \\
\quad & s_1 \ominus^t s_2 = 0\delta^0 \ominus (1\delta^2 \oplus 2\delta^3)(3\delta^2)^*, \quad \text{and} \quad s_1 \ominus^\flat s_2 = -4\delta^0 \oplus (1\delta^2 \oplus 2\delta^3)(3\delta^2)^*.
\end{align*}
\]
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