Operational significance of nonclassicality in nonequilibrium Gaussian quantum thermometry
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Abstract

We provide new operational significance of nonclassicality in nonequilibrium temperature estimation of bosonic baths with Gaussian probe states and Gaussian dynamics. We find a bound on the thermometry performance using classical probe states. Then we show that by using nonclassical probe states, single-mode and two-mode squeezed vacuum states, one can profoundly improve the classical limit. Interestingly, we observe that this improvement can also be achieved by using Gaussian measurements. Hence, we propose a fully Gaussian protocol for enhanced thermometry, which can simply be realized and used in quantum optics platforms.

1. Introduction

Temperature estimation is essential in characterizing and engineering quantum systems for any technological applications. Given finite experimental resources, quantum thermometry designs probes with maximum information gain [1, 2]. Along with the number of probes, time is an important resource. Without any time restriction, it is often best to let a temperature probe thermalise with the system before reading it out. In this procedure, known as equilibrium thermometry, the initial state of the probe does not play a role, and therefore the potential of quantum resources in the state preparation is not used. Nonetheless, the impact of initial probe states in a nonequilibrium (dynamical) scenario can be important and has been the subject of previous studies [3–18].

Continuous-variable systems in Gaussian states are the relevant model in many physical platforms for thermometry, such as quantum optics, quantum gases, Josephson junctions, and mechanical resonators [19]. In this context, a framework for using Gaussian measurements was recently proposed with some preliminary results at thermal equilibrium [20]. On the other hand, in a recent paper [18], the limits of nonequilibrium thermometry in Markovian environments were established. The results of [18] are based on bounds in terms of operator norm that are only applicable to probe systems with a finite-dimensional Hilbert space. Therefore, of particular interest is to understand the limits and advantages of continuous-variable probe systems with infinite-dimensional Hilbert spaces—that are readily available in the laboratory in Gaussian states—in nonequilibrium thermometry.

In this paper, we propose a fully Gaussian setup with simple physical realizations that exploits the power of nonclassicality for nonequilibrium thermometry. Specifically, in our setup, the interaction between a continuous-variable probe system and a thermal bath is described by a class of Gaussian dynamics that can be described as a Brownian motion [5, 15, 21]. We first formalize the limit of classical probes for thermometry and show that this limit can be profoundly improved with the use of nonclassical Gaussian states and
measurements. Our formalism provides a new insight into the operational significance of nonclassical states in nonequilibrium thermometry and can readily be employed, e.g., in quantum optical platforms.

The structure of the paper is as follows. In section 2 we formalise the problem, the setup, and the figure of merit. In section 3, we review the Gaussian formalism, including the Gaussian dynamics. We then proceed with our main results in section 4. Finally, in section 5, we close the paper with some remarks. Derivations and details of some results, as well as more simulations, are presented in the appendices in order to keep the paper’s main part coherent.

2. The setup

As shown in figure 1, the probe mode, which can be in an entangled state with an auxiliary mode, interacts with a bath at temperature $T$. After some interaction time $t$, the probe system is measured to infer the temperature of the bath. We assume that the total time of running the experiment is fixed to $\tau$. During this time, one can reset and repeat the whole process $M = \tau/t$ times. In what follows we assume that the time required for preparation and measurement protocols is not relevant compared to the time required for the parametrisation (the probe’s dynamics). Given that the density matrix of the system right after parametrisation reads $\hat{E}_t(\rho)$, one performs a POVM measurement II with elements $\{\Pi_k\}$. After $M$ rounds, we can collect the outcomes to the dataset $x = \{x_1, \ldots, x_M\}$. An estimator function $\hat{T}(x)$ maps the dataset into an estimate of the true parameter. From the Cramér-Rao bound we know that the mean square error of any unbiased estimator is bounded from below [22, 23]

$$\text{MSE} (\hat{T}; \rho; \Pi; t) := \left( \langle \hat{T}(x) - T_0 \rangle_x^2 \right) \geq \frac{t}{\tau F_C (\rho; \Pi; t)},$$

where the bound is saturable by choosing the maximum likelihood estimator. Here, $T_0$ is the mean value of the estimator over all measurement outcomes due to unbiasedness is $T_0 = \langle \hat{T}(x) \rangle_x$, $F_C (\rho; \Pi; t)$ is the classical Fisher information (CFI) associated with the measurement $\{\Pi\}$ and the initial state $\rho$. The CFI is upper bounded by the quantum Fisher information (QFI) defined as $F_Q (\rho; t) := \text{max}_{\{\Pi\}} F_C (\rho; \Pi; t)$ [24–28]. Motivated by (1) and following [5, 18, 29, 30] we set the rate of CFI, $\hat{F}_C (\rho; \Pi; t) := F_C (\rho; \Pi; t)/t$, and the rate of QFI, $\hat{F}_Q (\rho; t) := F_Q (\rho; t)/t$, as our figures of merit. There are three main variables to optimize over: the initial state $\rho$, the interrogation time $t$, and the measurement II.

Our main aims are twofold: (I) to implement the understanding of Gaussian, nonclassical probe states and (II) to study the performance of Gaussian measurements. These are motivated by experimental feasibility; in quantum optics, preparation of Gaussian states is always possible via single-mode displacement and squeezing operations together with linear-optical networks, and Gaussian measurements are readily available via homodyne detection and a linear-optical network as well. We show that nonclassicality in Gaussian states, namely single-mode squeezing and two-mode squeezing, can significantly improve the classical bound on thermometry precision. Moreover, Gaussian measurements often perform as well as the optimal measurement especially in short time scales.

3. Gaussian formalism

We assume that probes are initially prepared in Gaussian states, and their marginal states remain Gaussian through the interaction. Let us denote the vector of canonical operators by $R = (x_1, p_1, \ldots, x_m, p_m)^T$, which also defines the matrix elements of the symplectic form $[R_i, R_k] := i\hbar \Omega_{ik}$. A Gaussian state is fully described by the vector of the mean values $d := \text{Tr}[\rho R]$ and the covariance matrix $(\hbar = 1)$

$$\sigma := \text{Tr}[\rho R \circ R^T] - 2dd^T,$$

where we use the notation $R \circ R^T \equiv RR^T + (RR^T)^T$ with $RR^T$ being a matrix of operators that is not symmetric.

In the most general case, a Lindbladian Gaussian dynamics $\hat{E}_t$ evolves any probe state as [31–34]

$$d_t = X_d d, \quad \sigma_t = X_d \sigma X_d^T + Y_t.$$

Thus, the double $(X_t, Y_t \in \mathbb{R}^{2m} \times \mathbb{R}^{2m}, Y_t \in \mathbb{R}^{2m} \times \mathbb{R}^{2m})$ fully characterize the dynamics. They satisfy $Y_t^T = Y_t$ and $Y + i\Omega - iX_t \Omega X_t^T \succeq 0$ to guarantee complete positivity of the dynamics.

For the standard Brownian motion the temperature information enters the dynamics only through the noise matrix $Y_t$ while the drift matrix $X_t$ is independent of temperature. This is the case in some situations such as the damped harmonic oscillator or loss of an optical cavity and has been previously used to study various problems in quantum thermometry [5, 15, 21]. In appendix A, we provide a microscopic derivation
of this master equation where we prove the term \( X_t \) is indeed temperature-independent. More specifically, such Gaussian dynamical evolution can be described by \( X_t = \exp(-\gamma t/2) O_t \), and \( Y_t = (1 - \exp(-\gamma t)) \sigma_T \), where \( O_t \) is an orthogonal matrix and \( \sigma_T = \coth(\omega/2T) I_2 \) is the covariance matrix of a bosonic mode with frequency \( \omega \) at thermal equilibrium with temperature \( T \). Here, \( I_2 \) is the 2 \( \times \) 2 identity matrix. The parameter \( \gamma = J(\omega) \) is related to the spectral density of the environment \( J(\omega) \) and generally depends on the system's bare frequency \( \omega \); however, it is independent of the environment temperature. Also, in our model, the orthogonal transformation \( O_t \) corresponds to the coherent dynamics of the probe system that is independent of temperature. Hence, we can always work in the interaction picture with \( O_t = I_2 \) and incorporate the phase rotation in time into the measurement. This also implies that, without loss of generality, we can assume that the initial covariance matrix is diagonal, as \( \mathcal{E}(U(\theta) \rho U^\dagger(\theta)) = U(\theta) \mathcal{E}(\rho) U^\dagger(\theta) \) and the phase rotation \( U(\theta) \) can further be absorbed into the measurement. In this case, the covariance matrix \( \sigma_T \) remains diagonal and is given by

\[
\sigma_T = e^{-\gamma t} \sigma + \left(1 - e^{-\gamma t}\right) \nu I_2
\]

where \( \nu = \coth(\omega/2T) \).

Having the Gaussian state of the probe at the interrogation time \( t \), one can calculate the QFI [35–38]

\[
\mathcal{F}_Q(\sigma; d; t) = 2 \partial_T d^\dagger \sigma_T^{-1} \partial_T d + \frac{1}{2} \langle \partial_T \sigma_T \rangle (\sigma_T \otimes \sigma_T - \Omega \otimes \Omega)^{-1} \partial_T \sigma_T,
\]

where \( \partial_T \) denotes the partial derivative with respect to temperature, and we used the vectorization notation \( |\partial T \sigma| := ([\partial T \sigma^{(1)}]_{11}, \ldots, [\partial T \sigma^{(1)}]_{1m}, \ldots, [\partial T \sigma^{(m)}]_{1m}, \ldots, [\partial T \sigma^{(m)}]_{mm})\). Furthermore, if we perform a Gaussian measurement described by the covariance matrix \( \sigma^M \), then the corresponding CFI reads [20, 35, 39]

\[
\mathcal{F}_C(\sigma; d; \sigma^M; t) = 2 \partial_T d^\dagger \left( \sigma_T + \sigma^M \right)^{-1} \partial_T d + \frac{1}{2} Tr \left[ \left( (\sigma_T + \sigma^M)^{-1} \partial_T \sigma_T \right)^2 \right].
\]

However, as \( X_t \) is temperature-independent, no information about the temperature is imprinted on \( d_t \); see figure 2. Therefore, the first term in the above expressions for QFI and CFI vanishes.

4. Main results

Our main results are as follows. (i) The precision of using classical probe states is upper bounded by that of using the vacuum probe state. (ii) This bound can be overcome by using nonclassical states, namely single
and two mode-squeezed states. In particular, we prove that single-mode squeezed states perform significantly better than the vacuum state, which previously was thought to be the best reparation [5]. Moreover, entanglement between the probe and an auxiliary mode (two-mode squeezed states) further improves the thermometry precision. (iii) We prove the (extent of) optimality of Gaussian measurements, specifically homodyne detection for non-equilibrium thermometry.

4.1. Result (i): an upper bound for classical states

To begin with, we characterize the performance of classical states. A quantum state is classical if and only if its Glauber–Sudarshan P-function is a probability density distribution, and the state can be written as a mixture of coherent states, ρcl := ∫ dα P(α) |α⟩⟨α| [40, 41]. As discussed, in our model, no information about the temperature is imprinted on the first-order moments of the probe state. Therefore, the estimation precision of using all coherent probe states (including the vacuum probe state), which have the same covariance matrix σcl = I2, are the same. Also, as the Fisher information is convex—i.e. statistical mixture reduces the Fisher information—we conclude that the performance of all classical probe states is upper bounded by that of the vacuum probe state, that is,

\[ \mathcal{F}^Q (\rho^{cl}; t) \leq \mathcal{F}^Q (|α⟩⟨α|; t) = \mathcal{F}^Q (|0⟩⟨0|; t) . \quad \forall t. \]

Note that this result holds for nonGaussian classical states as well.

4.2. Result (ii): beating the classical bound with nonclassical states

As the first-order moments and a phase rotation do not matter, we consider the squeezed-vacuum state with the covariance matrix \( σ_r = \text{diag}(r, 1/r) \), where the squeezing parameter is between \( r = 0 \) for infinitely x-quadrature squeezed state and \( r = 1 \) for the vacuum state, as potentially optimal pure single-mode Gaussian probe state. Note that p-quadrature squeezed states can be obtained by a phase rotation from the x-quadrature squeezed states, so without loss of generality we assume \( 0 \leq r \leq 1 \). By using equations (4) and (5), we can find an analytical expression for the QFI rate

\[ \mathcal{F}^Q (σ_r; t) = \frac{(1 - e^{-γt})^2 (∂tν)^2 \left[ (σ_{11}^2 + [σ_{22}^2 + 2] \right]}{2t \left[ [σ_{11}^2 [σ_{22}^2 - 1] \right]}. \]

In figure 3 we depict the (rate of the) QFI against time for the vacuum state and for a squeezed state. It appears that the QFI rate is optimal when we perform the measurement as quickly as possible i.e. \( t → 0 \). Note that, however, the interaction time between the probe and bath cannot be zero, otherwise no information about the temperature would be imprinted on the state of the probe. In particular, the Lindbladian master equation that we use is only valid for timescales that are above the bath correlation time scale \( τ_B \) due to the Markov approximation—see also appendix A. Therefore, it is implicit that small times in our analysis are large compared to \( τ_B \) throughout our work.

In the limit of short times and high squeezing \( (r \ll 1) \) and by keeping the most relevant terms in \( t \) and \( r \), we have

\[ \mathcal{F}^Q (σ_{r \ll 1}; γt \ll 1) = \frac{γ (∂tν)^2}{2(γν^2 + 2νr)}, \]

It is clear from this expression that the optimal measurement time should be as small as possible. Also, note that the rate can get arbitrarily large if we choose \( γt \) and \( r \) sufficiently small. This implies that nonclassicality in terms of squeezing can significantly enhance precision. While the behavior of figure 3 depends on the temperature and the frequency (in particular the ratio \( ω/T \) is determinant through the parameter \( ν = \text{coth}(ω/2T) \) our numerics in appendix B show that that nonclassicality in the form of squeezing improves the QFI rate for other temperatures as well.

Let us now explore the role of entanglement. To this end, we assume possession of a secondary mode that does not undergo the dissipative dynamics but is rather initially entangled with the probe system (see figure 1). The dynamics can be simply extended to include the second mode by taking \( X_t → X_t ⊕ I_2 \), and \( Y_t → Y_t ⊕ 0_2 \), where \( 0_2 \) is the 2 × 2 null matrix. Equation (4) is generalized as

\[ σ_t = \begin{pmatrix} e^{-γt}A + (1 - e^{-γt})νI_2 & e^{-γt}C^T \\ e^{-γt}C & B \end{pmatrix}, \]

(10)
Figure 3. (a) The quantum Fisher information and (b) its rate are depicted in solid. The probe is initially prepared in the vacuum or the squeezed state. The rate of the classical Fisher information of optimal Gaussian measurements also plotted in dashed. All classical probe states have a precision (or rate) that lies within the shaded green area, whose border is determined by the vacuum state. One can see that squeezed states can overcome this classical bound at short times. Interestingly, this improvement can still be attained by using Gaussian measurements, which are readily available in the laboratory. The optimal measurement should be performed as quickly as possible—but longer than the bath correlation time scale \( \tau_B \) under which the master equation is invalid. As for the optimal Gaussian measurement, however, one may wait until the rate reaches its maximum, before measuring the system—better seen from figure 4 that depicts short-time behavior. Here we set \( T = 1, \omega = 1, \gamma = 0.2, r = 10^{-3} \).

where \( A, B \) and \( C \) are \( 2 \times 2 \) matrices making up the initial covariance matrix at \( t = 0 \). As we can see, at long times the correlations vanish. However, one can harness the correlations for enhanced thermometry at short evolution times. As the initial input, we choose the two-mode squeezed vacuum state given by

\[
\sigma_{2,r} := \begin{pmatrix}
    r^{-1}I & \sqrt{r^{-2}-1}Z \\
    \sqrt{r^{-2}-1}Z & r^{-1}I
\end{pmatrix},
\]  

with \( 0 < r \leq 1 \) being the squeezing parameter and \( Z = \text{diag}(1,-1) \). This covariance matrix represents a pure entangled state iff \( r < 1 \). Notice that this scenario is at least as good as the one with a single mode squeezed state with the same squeezing parameter \( \sigma_r \). If one performs a local Gaussian measurement described by \( \sigma^M \) on the auxiliary mode of (11), the probe state collapses into Gaussian states with the covariance matrix \( \sigma_{PS} = r^{-1}I - (r^{-2} - 1)Z(r^{-1}I + \sigma^M)^{-1}Z \). Setting \( \sigma^M = \lim_{s \to 0} \text{diag}(s,1/s) \) (homodyne), the covariance matrix of the probe states becomes \( \sigma_{PS} = \sigma_r \), that is a single-mode squeezed state. However, by performing joint measurements more information may be extracted.

By using equation (5), the QFI rate for the two-mode probe can be calculated and compared with the result of the single-mode probe. Our simulations depicted in figure 4 confirm that indeed at short times the QFI rate can gain up to a two-fold improvement over the single mode squeezed state. Note, however, that this improvement requires joint measurements, which may not be practical in general. In the following, we show that by restricting to Gaussian measurements, which are readily available, one can still exploit the nonclassicality of probe states for thermometry precision.

4.3. Result (iii): optimality of Gaussian measurements

We now restrict to a fully Gaussian scenario where the measurements are Gaussian as well. In appendix C, we analytically find the optimal Gaussian measurement for single-mode Gaussian probe states, extending some of the results of [20] to dynamical scenarios. We prove that the optimal Gaussian measurement has a diagonal covariance matrix \( \sigma^M = \text{diag}(L,1/L) \), which becomes homodyne for short times. By using equations (4) and (6) for the single-mode squeezed vacuum probe state with \( \sigma_r \) and homodyne measurement on the x-quadrature (\( L = 0 \)), the CFI rate is given by

\[
\mathcal{F}_C(\sigma_r;\sigma^M_r; t) = \frac{(1 - e^{-\gamma t})^2}{2t}(e^{-\gamma t} + (1 - e^{-\gamma t})\nu)^{-2}.
\]

We can check that \( \mathcal{F}_C(\sigma_r;\sigma^M_r; t) \approx \gamma^2 t(\partial_t \nu)^2 / [2(t + \gamma t \nu)^2] \). By comparing this with (9) and for \( r \to 0 \) one sees that \( \mathcal{F}_C(\sigma_r;\sigma^0_r; t) \approx (\partial_t \nu)^2 / (2t \nu^2) \) which suggests that homodyne measurement is the optimal measurement in the regime of large squeezing and at short times. For a finite squeezing parameter, unlike the QFI rate, the best interrogation time is not zero and roughly satisfies
Let us now discuss the role of entanglement in two-mode squeezed vacuum states using joint Gaussian measurements. In general, joint Gaussian measurements can be modeled in terms of two local phase rotation operations, a beamsplitter and two single-mode Gaussian measurements \([42]\). However, instead of optimizing over all joint Gaussian measurements, we consider a measurement that boosts the performance with respect to the single-mode scenario. Specifically, we take \(\sigma_{2;0}^M := S_{BS} \sigma_{xp} S_{BS}^2\) where the probe mode after the interaction overlaps with the auxiliary mode on a balanced beamsplitter with the symplectic transformation \(S_{BS}\). Then at the output two homodyne measurements, one on \(x\)-quadrature and one on \(p\)-quadrature with the CM \(\sigma_{xp} = \lim_{t \to 0} \text{diag}(L, 1/L, 1/L, L)\), are performed. In this case, the CFI rate reads (see appendix \(D\) for details)

\[
\tilde{\mathcal{F}}^C(\sigma_r^M; \sigma_{2;0}^M; t) = \frac{(\partial_2 \lambda)^2}{4\lambda^2},
\]

where \(\lambda := (1 + e^{-\gamma t}) r^{-1} + \nu (1 - e^{-\gamma t}) - 2 e^{-\gamma t} \sqrt{r^2 - 1}\). As depicted in figure 4 this fully Gaussian setting can exploit entanglement to overperform the best (nonclassical) single mode setting, including nonGaussian measurements. At short times and for small values of \(r\), we have

\[
\tilde{\mathcal{F}}^C(\sigma_r^M; \sigma_{2;0}^M; t \ll 1) \approx \frac{16 r^2 \gamma^2 t (\partial_2 \nu)^2}{(\gamma t)^2 + 4r^2 + 4\gamma r \nu},
\]

which shows the optimal time is \(t^* \approx r/(\gamma \nu)\). We then have \(\tilde{\mathcal{F}}^C(\sigma_r^M; \sigma_{2;0}^M; t^*) \approx 16 \gamma^2 (\partial_2 t)^2 / (r(1 + 8 \nu^2)^2)\), which roughly shows two times improvement in the CFI rate compared to the single-mode squeezed probe state and homodyne measurement.

Finally, let us now discuss the interesting behavior observed for the initial squeezed states in figure 3(a) where the QFI and the CFI remain almost constant over a wide range of \(\gamma t\), while the vacuum preparation improves and overtakes the squeezed state. By looking at equation (1), one sees that the variance of the \(x\)-quadrature evolves as \(\sigma_{2;11} = \exp(-\gamma t) r + (1 - \exp(-\gamma t)) \nu\), while for \(p\)-quadrature we have \(\sigma_{2;22} = \exp(-\gamma t) / r + (1 - \exp(-\gamma t)) \nu\). Let us focus on homodyne detection of the \(x\)-quadrature, which is the more sensitive quadrature to the temperature. For this quadrature, after some initial time, one can safely ignore the term proportional to \(r\) and thus \(\sigma_{2;11} \approx (1 - \exp(-\gamma t)) \nu\)—note that we take \(r \ll 1\). Then the CFI reads \(\tilde{\mathcal{F}}^C(\sigma_r^M; \sigma_{2;0}^M; t) \approx (\partial_2 \sigma_{2;11}^M / \sigma_{2;11})^2 = (\partial_2 t / \nu)^2\) and is thus independent of time. This is shown by dashed blue curve in figure 3(a). On the other hand, for the QFI, the \(p\)-quadrature should also be considered. However, at the intermediate times, since the term \(\exp(-\gamma t) / r\) can be very large—which does not contain temperature information—it does not contribute to thermometry precision. Hence, in this time scale, the

\[
t^* = r/(\gamma \nu),
\]

which decreases by increasing the squeezing and the dissipation rate \(\gamma\). We have

\[
\tilde{\mathcal{F}}^C(\sigma_r^M; \sigma_{2;0}^M; t^*) = \gamma (\partial_2 \nu)^2 / (8 \gamma \nu).
\]

Let us focus on homodyne detection of the \(x\)-quadrature we have

\[
\tilde{\mathcal{F}}^C(\sigma_r^M; \sigma_{2;0}^M; t^*) \approx 16 \gamma^2 (\partial_2 t)^2 / (r(1 + 8 \nu^2)^2),
\]

which roughly shows two times improvement in the CFI rate compared to the single-mode squeezed probe state and homodyne measurement.

Finally, let us now discuss the interesting behavior observed for the initial squeezed states in figure 3(a) where the QFI and the CFI remain almost constant over a wide range of \(\gamma t\), while the vacuum preparation improves and overtakes the squeezed state. By looking at equation (1), one sees that the variance of the \(x\)-quadrature evolves as \(\sigma_{2;11} = \exp(-\gamma t) r + (1 - \exp(-\gamma t)) \nu\), while for \(p\)-quadrature we have \(\sigma_{2;22} = \exp(-\gamma t) / r + (1 - \exp(-\gamma t)) \nu\). Let us focus on homodyne detection of the \(x\)-quadrature, which is the more sensitive quadrature to the temperature. For this quadrature, after some initial time, one can safely ignore the term proportional to \(r\) and thus \(\sigma_{2;11} \approx (1 - \exp(-\gamma t)) \nu\)—note that we take \(r \ll 1\). Then the CFI reads \(\tilde{\mathcal{F}}^C(\sigma_r^M; \sigma_{2;0}^M; t) \approx (\partial_2 \sigma_{2;11}^M / \sigma_{2;11})^2 = (\partial_2 t / \nu)^2\) and is thus independent of time. This is shown by dashed blue curve in figure 3(a). On the other hand, for the QFI, the \(p\)-quadrature should also be considered. However, at the intermediate times, since the term \(\exp(-\gamma t) / r\) can be very large—which does not contain temperature information—it does not contribute to thermometry precision. Hence, in this time scale, the
CFI associated with the homodyne measurement is almost equal to the QFI and both remain almost constant as shown in figure 3(a). Note that at larger times, eventually \( \exp(-\gamma t)/r \) becomes small and the term \( (1 - \exp(-\gamma t))/r \) becomes dominant, which further improves the QFI compared to the CFI with position quadrature measurement.

5. Discussion

Our formalism for nonequilibrium thermometry of bosonic baths by means of continuous-variable systems can be used to describe many platforms such as impurities in cold gases, mechanical resonators, Josephson junctions, and quantum-optical systems. We set a bound on the thermometric performance of all classical states (i.e. those with non-negative P-function), based on showing that all coherent states are equally useful. We then showed that nonclassical squeezed-vacuum states can beat this bound. Prior to our work, squeezing was known to be a resource for other kinds of parametrisation namely in phase-estimation [43], displacement estimation [44], and gravitational wave-detection [45, 46], and non-unitary estimation of loss at zero temperature by using full statistics photon counting measurement [47]. Our results extend this to thermometry problem and in particular highlights the importance of squeezing compared to displacement. Particularly, for a system with the displacement vector \( d = [d_1, d_2] \) and covariance matrix \( \sigma = \text{diag}(r, 1/r) \), the average energy is \( < H > = (r + 1/r)/2 + d_1^2 + d_2^2)/2 \). An interesting lesson is that, for a fixed average energy of the probe \( < H > \) increasing the displacement in phase space is not beneficial for thermometry. But rather the energy should be put into increasing the degree of squeezing \( r \). We have shown, in particular, that fully Gaussian scenarios, which can simply be implemented in the laboratory in terms of single-mode and two-mode squeezed vacuum probe states and homodyne measurements, are extremely useful in boosting thermometry precision when time is a resource. It would be an interesting open question to investigate what kind of quantum correlations are actually responsible for the precision enhancement in the two-mode scenario, as computable bounds are available for arbitrary Gaussian states [48, 49].

Our results also complement recent developments in nonequilibrium thermometry [18], which describes a fully non-restricted scenario. There are three major differences between the two scenarios. (1) In [18], the probe system has a finite dimensional-Hilbert space and the optimal preparation is always the eigenstate of the Hamiltonian with the maximum energy. Extending this to the infinite-dimensional Hilbert space with unbounded operators would be non-trivial. However, in our method, we consider the Gaussian states of a continuous-variable probe system with an infinite-dimensional Hilbert space. Gaussian states can be easily prepared using linear optics, and we find the optimal probe state within the Gaussian family. An interesting future direction is to generalize the upper bound of [18] to continuous variable probes by considering a constraint on the average energy of the probe states. (2) When there is no restriction on the measurement, it is best to perform the measurement as fast as possible—not faster than the bath correlation time scale \( T_B \). However, when restricting to the Gaussian measurements, there exists an optimal measurement time—which as we have shown scales with the initial squeezing in the state of the probe. This is because while the QFI for the optimal input state grows linearly with time, the CFI of Gaussian measurements grows quadratically with time (except in the unphysical case where the probe is initially infinitely squeezed and the CFI scales linearly with time). (iii) Unlike the findings of [18], there is no Lamb-shift effect in our model since the Lamb-shift is temperature-independent—See appendix A. We expect that our formalism finds applications in estimating the temperature in quantum optical platforms or within cold bosonic gases where state-of-the-art techniques allow for the implementation of Gaussian measurements such as homodyne/heterodyne measurements or time-of-flight measurements.
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Appendix A. Case study: The quantum Brownian motion

Consider a Harmonic oscillator—playing the role of a Brownian particle, namely an impurity atoms or a light mode—that is embedded inside a bosonic bath—representing, e.g. cold bosonic gases or radiation fields. The Brownian particle is used as our probe to take the temperature of the bath. The total Hamiltonian reads

$$H = H_p + H_B + H_I.$$ (A1)

Here, $H_p$ is the free Hamiltonian of the oscillator

$$H_p = \omega_0 a^\dagger a,$$ (A2)

with $a$ and $a^\dagger$ being the bosonic creation and annihilation operators and $\omega_0$ is the bare frequency of the probe. Moreover, $H_B$ is the Hamiltonian of the bath given by

$$H_B = \sum_\mu \omega_\mu b^\dagger_\mu b_\mu,$$ (A3)

with $a_\mu$, $b^\dagger_\mu$, and $\omega_\mu$ being the creation, annihilation, and the bare frequency of the $\mu$th oscillator in the bath. Note that the creation and annihilation operators satisfy the commutation relation $[a, a^\dagger] = 1$, $[b_\mu, b^\dagger_\nu] = \delta_{\mu,\nu}$. Finally, $H_I$ is the linear interaction between the probe and the bath that we assume to read

$$H_I = a^\dagger \otimes \sum_\mu g_\mu b_\mu + \text{h.c.},$$ (A4)

where $g_\mu$ is the coupling strength and h.c. refers to Hermitian conjugate. Note that by defining the quadrature operators in the usual way, one can rewrite the interaction Hamiltonian in terms of Hermitian canonical operators

$$H_I = \sum_{k=1}^2 A_k \otimes B_k$$ (A5)

where

$$A_1 = \frac{1}{\sqrt{2}} (a^\dagger + a) = x, \quad B_1 = \frac{1}{\sqrt{2}} \sum_\mu g_\mu (b^\dagger_\mu + b_\mu) = \sum_\mu g_\mu x_\mu,$$

$$A_2 = \frac{i}{\sqrt{2}} (a^\dagger - a) = p, \quad B_2 = \frac{i}{\sqrt{2}} \sum_\mu g_\mu (b^\dagger_\mu - b_\mu) = \sum_\mu g_\mu p_\mu.$$

In the limit of continuous bath modes, we will use the following general description for the spectral density

$$J(\omega) = 2\pi \sum_k g^2_k \delta (\omega - \omega_k).$$ (A6)

For now, we do not assume any specific shape for the spectral density and keep the analysis as general as possible. As we prove below, the Gorini-Kossakowski-Sudarshan-Lindblad (GKLS) master equation for $\rho_p$ the state of probe mode reads

$$\frac{d\rho_p}{dt} = -i [H_p + \Delta H_p, \rho_p] + \Gamma_{\text{out}} \left( a^\dagger \rho_p a^\dagger a - \frac{1}{2} \{a^\dagger a, \rho_p\} \right) + \Gamma_{\text{in}} \left( a^\dagger \rho_p a - \frac{1}{2} \{aa^\dagger, \rho_p\} \right),$$ (A7)

with $\Gamma_{\text{out}} := (N(\omega_0, T) + 1)$, $\Gamma_{\text{in}} := \int N(\omega_0, T)$, and $N(\omega_0, T) = \exp(\omega_0/T) - 1^{-1}$. The term $\Delta H_p$ represents a [Lamb] shift, which as we show below is temperature-independent and thus the coherent part has no impact on the thermometry performance. In the following subsection, we derive the master equation governing the damped harmonic oscillator dynamics in two ways, and particularly prove that the shift term is independent of temperature.
A.1. Derivation of the GKLS master equation (A7)
In the first approach, one can start from the von-Neumann equation [50, 51]. We start by writing the evolution of the total system in the interaction picture

$$\frac{d\rho(t)}{dt} = -i [H_i(t), \rho(t)],$$  \hspace{1cm} (A8)

where we use boldface letters for the operators in the interaction picture

$$\rho(t) = U_p^d(t, 0) \otimes U_B^d(t, 0) \rho(0) U_p(t, 0) \otimes U_B(t, 0),$$  \hspace{1cm} (A9)

$$H_i(t) = U_p^d(t, 0) \otimes U_B^d(t, 0) H_i U_p(t, 0) \otimes U_B(t, 0).$$  \hspace{1cm} (A10)

with $U_p(t, 0) = e^{-iH_p t}$ and $U_B(t, 0) = e^{-iH_B t}$, and $\rho(t)$ is the joint state of the probe and bath systems. By integrating equation (A8) we obtain

$$\rho(t) = \rho(0) - i \int_0^t ds [H_i(s), \rho(s)],$$  \hspace{1cm} (A11)

which by recursive replacement reads

$$\rho(t) = \rho(0) - i \int_0^t ds [H_i(s), \rho(0)] - \int_0^t ds \int_0^s \rho_0 [H_i(r), \rho(r)].$$  \hspace{1cm} (A12)

If we differentiate again, we have

$$\frac{d\rho(t)}{dt} = -i [H_i(t), \rho(0)] - \int_0^t ds \mathcal{Tr}_B [H_i(t), [H_i(s), \rho(s)]].$$  \hspace{1cm} (A13)

Now, by taking partial trace over the degrees of freedom of bath we have

$$\frac{d\rho_p(t)}{dt} = -i \mathcal{Tr}_B [H_i(t), \rho(0)] - \int_0^t ds \mathcal{Tr}_B [H_i(t), [H_i(s), \rho(s)]].$$  \hspace{1cm} (A14)

Considering that the initial state of the total system is a product state $\rho(0) = \rho_p(0) \otimes \rho_B$, and that the bath is initially in a state which commutes with $H_B$ such as the thermal state, i.e. $\rho_B = e^{-H_B / T} / \mathcal{Tr}_B(e^{-H_B / T})$, the first term of equation (A14) vanishes [51]. In this step, we employ the Born approximation, where the coupling between the probe and the bath is considered weak such that the effect of the system on the bath can be neglected; this implies that for the sufficiently large bath one can assume the bath state is time-independent and the probe-bath remain uncorrelated at all times, $\rho(s) \approx \rho_p(s) \otimes \rho_B$ [51, 52]. Thus, equation (A14) becomes

$$\frac{d\rho_p(t)}{dt} = -i \int_0^t ds \mathcal{Tr}_B [H_i(t), [H_i(s), \rho_p(s) \otimes \rho_B]].$$  

$$= -i \int_0^t ds \mathcal{Tr}_B [H_i(t) H_i(t-s) \rho_p(t-s) \otimes \rho_B - H_i(t-s) \rho_p(t-s) \otimes \rho_B H_i(t) + \text{h.c.}]$$

$$= - \sum_{k,k'} \int_0^t ds \left( A_k(t) A_{k'}(t-s) \rho_p(t-s) - A_{k'}(t-s) \rho_p(t-s) A_k(t) \right) \mathcal{Tr}_B [B_k(t) B_{k'}(t-s) \rho_B + \text{h.c.}],$$

$$= - \sum_{k,k'} \int_0^t ds \left( A_k(t) A_{k'}(t-s) \rho_p(t-s) - A_{k'}(t-s) \rho_p(t-s) A_k(t) \right) \mathcal{Tr}_B [B_k(t) B_{k'}(t-s) \rho_B + \text{h.c.}],$$  \hspace{1cm} (A15)

where we have applied $s \rightarrow t-s$ in the second line; in the third line we used the general form of the interaction Hamiltonian in the Schrödinger picture as $H_i = \sum_k A_k \otimes B_k$, with $A_k$ and $B_k$ defined in equation (A5), and thus $A_k(t)$ and $B_k(t)$ are corresponding operators in the interaction picture

$$A_1(t) = \frac{1}{\sqrt{2}} \left( e^{i\omega_1 t} a_1^\dagger + e^{-i\omega_1 t} a_1 \right), \quad B_1(t) = \frac{1}{\sqrt{2}} \sum_\mu g_\mu \left( e^{i\omega_1 t} b_\mu^\dagger + e^{-i\omega_1 t} b_\mu \right),$$

$$A_2(t) = \frac{i}{\sqrt{2}} \left( e^{i\omega_2 t} a_1^\dagger - e^{-i\omega_2 t} a_1 \right), \quad B_2(t) = \frac{i}{\sqrt{2}} \sum_\mu g_\mu \left( e^{i\omega_2 t} b_\mu^\dagger - e^{-i\omega_2 t} b_\mu \right);$$  \hspace{1cm} (A16)

finally, in the last line, we use the Markov approximation by replacing $\rho_p(t-s) \rightarrow \rho_p(t)$. 

To proceed further, we assume that $t \gg \tau_B$, where the bath correlation time scale $\tau_B$ is defined as the timescale beyond which the bath two-time correlation functions $\text{Tr}_B[B_k(t-s)B_k(t)\rho_B]$ decay rapidly [52, 53]. As a result, we can take the upper limit of the integral to infinity. We have

$$\frac{d\rho_p(t)}{dt} = \sum_{k} \int_{0}^{\infty} ds \left( A_{k'}(t-s)\rho_p(t)A_k(t) - A_k(t)A_{k'}(t-s)\rho_p(t) \right) \text{Tr}_B[B_k(t)B_{k'}(t-s)\rho_B] + \text{h.c.} \quad (A17)$$

By using the bosonic relations

$$\langle b^\dagger_kb^\dagger_l \rangle \equiv \text{Tr}_B \left[ \rho_B b^\dagger_kb^\dagger_l \right] = \delta_{kl} N(\omega_k, T), \quad (A18)$$

$$\langle b_kb^\dagger_l \rangle = \delta_{kl} (N(\omega_k, T) + 1), \quad (A19)$$

$$\langle b^\dagger_kb^\dagger_l \rangle = \langle b_kb_l \rangle = 0, \quad (A20)$$

where, $N(\omega_k, T)$ is the average number of the $k$-th mode, we put together equations (A16) and (A17) and obtain

$$\frac{d\rho_p(t)}{dt} = \sum_k g_k^2 \int_{0}^{\infty} ds \left( a^\dagger\rho_p(t)aN(\omega_k, T)e^{-i(\omega_k-s\omega_k)} + a\rho_p(t)a^\dagger(N(\omega_k, T) + 1)e^{i(\omega_k-s\omega_k)} \right)$$

$$- a^\dagger a\rho_p(t)(N(\omega_k, T) + 1)e^{i(\omega_k-s\omega_k)} - aa^\dagger a\rho_p(t)N(\omega_k, T)e^{-i(\omega_k-s\omega_k)} \right) + \text{h.c.} \quad (A21)$$

Now by using the following formula

$$\int_{0}^{\infty} ds e^{-i(\omega_0-s\omega_k)} = \pi \delta(\omega_0 - \omega_k) - \frac{1}{i\omega_0 - \omega_k}, \quad (A22)$$

where $\Im$ denotes the Cauchy principal value, and also using the spectral density function (A6), equation (A21) simplifies to

$$\frac{d\rho_p(t)}{dt} = \frac{1}{2}a^\dagger a\rho_p(t) \left( J(\omega_0)N(\omega_0, T) - \frac{1}{i\omega_0 - \omega} \int_{-\infty}^{\infty} d\omega' \frac{J(\omega')N(\omega', T)}{\omega_0 - \omega} \right)$$

$$+ \frac{1}{2}a\rho_p(t)a^\dagger \left( J(\omega_0)[N(\omega_0, T) + 1] + \frac{1}{i\omega_0 - \omega} \int_{-\infty}^{\infty} d\omega' \frac{J(\omega')[N(\omega', T) + 1]}{\omega_0 - \omega} \right)$$

$$- \frac{1}{2}a^\dagger a\rho_p(t) \left( J(\omega_0)[N(\omega_0, T) + 1] + \frac{1}{i\omega_0 - \omega} \int_{-\infty}^{\infty} d\omega' \frac{J(\omega)[N(\omega', T) + 1]}{\omega_0 - \omega} \right)$$

$$- \frac{1}{2}aa^\dagger a\rho_p(t) \left( J(\omega_0)N(\omega_0, T) - \frac{1}{i\omega_0 - \omega} \int_{-\infty}^{\infty} d\omega' \frac{J(\omega')N(\omega', T)}{\omega_0 - \omega} \right) + \text{h.c.} \quad (A23)$$

Finally, the dynamics of the damped harmonic oscillator in the interaction picture reads

$$\frac{d\rho_p(t)}{dt} = -i\Delta_1 \left[ a^\dagger a, \rho_p(t) \right] + i\Delta_2 \left[ aa^\dagger, \rho_p(t) \right] + J(\omega_0)N(\omega_0, T) + 1 \left( a\rho_p(t)a^\dagger - \frac{1}{2} \{a^\dagger a, \rho_p(t)\} \right)$$

$$+ J(\omega_0)N(\omega_0, T) \left( a^\dagger \rho_p(t)a - \frac{1}{2} \{aa^\dagger, \rho_p(t)\} \right). \quad (A24)$$

where

$$\Delta_1 = \frac{1}{2}\Im \int_{-\infty}^{\infty} d\omega' \frac{J(\omega)[N(\omega, T) + 1]}{\omega_0 - \omega}, \quad (A25)$$

$$\Delta_2 = \frac{1}{2}\Im \int_{-\infty}^{\infty} d\omega' \frac{J(\omega')N(\omega, T)}{\omega_0 - \omega}. \quad (A26)$$

Since $[a, a^\dagger] = 1$, then:

$$\frac{d\rho_p(t)}{dt} = -i \left[ (\Delta_1 - \Delta_2) a^\dagger a, \rho_p(t) \right] + J(\omega_0)N(\omega_0, T) + 1 \left( a\rho_p(t)a^\dagger - \frac{1}{2} \{a^\dagger a, \rho_p(t)\} \right)$$

$$+ J(\omega_0)N(\omega_0, T) \left( a^\dagger \rho_p(t)a - \frac{1}{2} \{aa^\dagger, \rho_p(t)\} \right). \quad (A27)$$
By using equation (A9) the master equation in the Schrödinger picture can also be obtained

\[
\frac{d\rho_p(t)}{dt} = -i \left[ H_{LS} + \omega_0 a^+ a, \rho_p(t) \right] + \mathcal{D} \left[ \rho_p(t) \right],
\]  
(A28)

where

\[
\mathcal{D} \left[ \rho_p(t) \right] = J(\omega_0) N(\omega_0, T) \left( \{a^+ a, \rho_p(t)\} - \frac{1}{2} \{a^+ a, \rho_p(t)\} \right) + J(\omega_0) N(\omega_0, T) \left( \{a^+ a, \rho_p(t)\} - \frac{1}{2} \{a^+ a, \rho_p(t)\} \right),
\]  
(A29)

is the dissipator of the master equation, and

\[
H_{LS} = (\Delta_1 - \Delta_2) a^+ a,
\]  
(A30)

is the Lamb-shift Hamiltonian which leads to a renormalization of bare particle Hamiltonian due to the particle-bath interaction. In general, it has been shown that the Lamb-shift terms have a significant impact on the dynamics [54], and even on thermometry [18]. However, in our case, since

\[
\Delta_1 - \Delta_2 = \mathbb{P} \int_{-\infty}^{\infty} d\omega \frac{J(\omega)}{\omega_0 - \omega},
\]  
(A31)

it is clear that the Lamb-shift term is independent of \(N(\omega_0, T)\) and therefore independent of the bath temperature. Thus, the presence of the Lamb shift does not affect the thermometry performance, in particular, the first term in equations (3) and (6) disappear and our no-go result holds.

Note that a similar result is expected if the interaction Hamiltonian is considered to be of\( H_I = (a + a^+) \sum_\mu g_\mu (b + b^\dagger) \), which can be effectively reduced to our model by means of the secular approximation. See also [55] for a thorough discussion on Lamb-shift and its impact on the dynamics for the same model with an Ohmic spectral density with Lorentz–Drude cutoff.

In the second approach for deriving the master equation (A7), one can use the standard closed form of the Lindblad equation to describe the time evolution of the damped harmonic oscillator [51, 52]. For this purpose, we start from the following equation in the Schrödinger picture

\[
\frac{d\rho_p(t)}{dt} = -i \left[ H_p, \rho_p(t) \right] + \sum_\omega \sum_{k,k'} \Gamma_{kk'}(\omega) \left( A_{k'}(\omega) \rho_p(t) A_k^\dagger(\omega) - A_k^\dagger(\omega) A_{k'}(\omega) \rho_p(t) \right) + \text{h.c.,}
\]  
(A32)

where we assumed the interaction Hamiltonian (A5) and define the coefficients \( \Gamma_{kk'}(\omega) \) and operators \( A_k(\omega) \) in the following. In the above equation, we introduce the one-sided Fourier transformation of the bath correlation functions as

\[
\Gamma_{kk'}(\omega) = \int_0^{\infty} ds e^{i\omega s} \langle B_k(s) B_{k'}(0) \rangle,
\]  
(A33)

where \( \langle B_k(s) B_{k'}(0) \rangle = \text{Tr}_B[B_k(s) B_{k'}(0) \rho_B] \) with \( B_k(t) \) being the bath operators in the interaction picture (A16). Substituting \( B_k(t) \) and \( B_{k'}(t) \) into equation (A33) and using equations (A18)–(A20) we find

\[
\Gamma_{11}(\omega) = \Gamma_{22}(\omega) = \sum_k \frac{g_k^2}{2} \left( N(\omega_k, T) \int_0^{\infty} ds e^{i(\omega + \omega_k)s} + \int N(\omega_k, T + 1) \int_0^{\infty} ds e^{i(\omega - \omega_k)s} \right),
\]  
(A34)

\[
\Gamma_{12}(\omega) = -\Gamma_{21}(\omega) = \sum_k \frac{-ig_k^2}{2} \left( N(\omega_k, T) \int_0^{\infty} ds e^{i(\omega + \omega_k)s} - \int N(\omega_k, T + 1) \int_0^{\infty} ds e^{i(\omega - \omega_k)s} \right).
\]  
(A35)

By considering a continuous spectrum for the bath and using spectral density function (A6) and equation (A22), we get

\[
\Gamma_{11}(\omega) = \Gamma_{22}(\omega) = \frac{1}{4} \left( N(\omega, T) + 1 \right) (J(\omega) - J(-\omega)) + \frac{i}{4\pi} \int_{-\infty}^{\infty} d\omega' J(\omega') \left( \frac{N(\omega', T)}{\omega' + \omega} + \frac{N(\omega, T) + 1}{\omega' - \omega} \right),
\]  
(A36)

\[
\Gamma_{12}(\omega) = -\Gamma_{21}(\omega) = \frac{i}{4} \left( N(\omega, T) + 1 \right) (J(\omega) + J(-\omega)) + \frac{i}{4\pi} \int_{-\infty}^{\infty} d\omega' J(\omega') \left( \frac{N(\omega', T)}{\omega' + \omega} - \frac{N(\omega, T) + 1}{\omega' - \omega} \right).
\]  
(A37)
By using the eigenvectors and eigenvalues of the probe Hamiltonian, \( H_p |n \rangle = \left( n + \frac{1}{2} \right) \omega_0 |n \rangle \), the operators \( A_k(\omega) \) in (A32) are also defined as
\[
A_k(\omega) := \sum_{(n'-n)\omega_0 = \omega} |n\rangle \langle n| A_k |n'\rangle \langle n'|. \tag{A38}
\]
For \( A_1 = (a^\dagger + a) / \sqrt{2} \), we have
\[
A_1(\omega) = \frac{1}{\sqrt{2}} \sum_{n}(\langle a^\dagger + a | n\rangle \langle n| A_1 |n\rangle \langle n'| = \frac{1}{\sqrt{2}} \sum_{n} \sqrt{n + 1} |n\rangle \langle n' | A_1 |n'\rangle \langle n'| - \sqrt{n + 1} |n\rangle \langle n' | A_1 |n'\rangle \langle n'|, \tag{A39}
\]

which leads to two Lindblad operators with corresponding frequencies \( +\omega_0 \) and \(-\omega_0 \) as
\[
A_1(\omega_0) = \frac{1}{\sqrt{2}} \sum_{n}(\sqrt{n} |n\rangle \langle n| = \frac{1}{\sqrt{2}} a, \tag{A40}
\]
\[
A_1(-\omega_0) = \frac{1}{\sqrt{2}} \sum_{n}(\sqrt{n + 1} |n\rangle \langle n| = \frac{1}{\sqrt{2}} a^\dagger. \tag{A41}
\]

Similarly, for \( A_2 = i(a^\dagger - a) / \sqrt{2} \), we get other Lindblad operators
\[
A_2(\omega_0) = -i \sum_{n}(\sqrt{n} |n\rangle \langle n| = -i a, \tag{A42}
\]
\[
A_2(-\omega_0) = i \sum_{n}(\sqrt{n + 1} |n\rangle \langle n| = i a^\dagger. \tag{A43}
\]

It is clear that for the damped harmonic oscillator we have \( k, k' \in \{1, 2\} \) and \( \omega \in \{\omega_0, -\omega_0\} \), thus equation (A32) becomes
\[
\frac{d\rho_p(t)}{dt} = -i \left( [H_p, \rho_p(t)] + \Gamma_{11}(\omega_0) \left( A_1(\omega_0) \rho_p(t) A_1^\dagger(\omega_0) - A_1^\dagger(\omega_0) A_1(\omega_0) \rho_p(t) \right) + \Gamma_{12}(\omega_0) \left( A_2(\omega_0) \rho_p(t) A_2^\dagger(\omega_0) - A_2^\dagger(\omega_0) A_2(\omega_0) \rho_p(t) \right) + \Gamma_{21}(\omega_0) \left( A_1(\omega_0) \rho_p(t) A_2^\dagger(\omega_0) - A_2^\dagger(\omega_0) A_1(\omega_0) \rho_p(t) \right) + \Gamma_{22}(\omega_0) \left( A_2(\omega_0) \rho_p(t) A_1^\dagger(\omega_0) - A_1^\dagger(\omega_0) A_2(\omega_0) \rho_p(t) \right) + \Gamma_{11}(-\omega_0) \left( A_1(-\omega_0) \rho_p(t) A_1^\dagger(-\omega_0) - A_1^\dagger(-\omega_0) A_1(-\omega_0) \rho_p(t) \right) + \Gamma_{12}(-\omega_0) \left( A_2(-\omega_0) \rho_p(t) A_2^\dagger(-\omega_0) - A_2^\dagger(-\omega_0) A_2(-\omega_0) \rho_p(t) \right) + \Gamma_{21}(-\omega_0) \left( A_1(-\omega_0) \rho_p(t) A_2^\dagger(-\omega_0) - A_2^\dagger(-\omega_0) A_1(-\omega_0) \rho_p(t) \right) + \Gamma_{22}(-\omega_0) \left( A_2(-\omega_0) \rho_p(t) A_1^\dagger(-\omega_0) - A_1^\dagger(-\omega_0) A_2(-\omega_0) \rho_p(t) \right) \right) + \text{h.c.} \tag{A44}
\]

By substituting Lindblad operators and considering \( \Gamma_{kk'}(\omega) = \gamma_{kk'}(\omega) + i S_{kk'}(\omega) \), equation (A44) becomes
\[
\frac{d\rho_p(t)}{dt} = -i [H_p, \rho_p(t)] + \frac{1}{2} \left( \gamma_{11}(\omega_0) + i S_{11}(\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t) + \frac{1}{2} \left( \gamma_{11}(-\omega_0) - i S_{11}(-\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)] + \frac{1}{2} \left( \gamma_{12}(\omega_0) + i S_{12}(\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)] + \frac{1}{2} \left( \gamma_{12}(-\omega_0) + i S_{12}(-\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)] + \frac{1}{2} \left( \gamma_{11}(\omega_0) + i S_{11}(\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)] + \frac{1}{2} \left( \gamma_{12}(\omega_0) + i S_{12}(\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)] + \frac{1}{2} \left( \gamma_{11}(-\omega_0) - i S_{11}(-\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)] + \frac{1}{2} \left( \gamma_{12}(-\omega_0) + i S_{12}(-\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)] + \frac{1}{2} \left( \gamma_{11}(\omega_0) + i S_{11}(\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)] + \frac{1}{2} \left( \gamma_{12}(\omega_0) + i S_{12}(\omega_0) \right) (a^\dagger \rho_p(t) a - aa^\dagger \rho_p(t)]
\begin{align*}
+ \frac{1}{2}(\gamma_{11}(-\omega_0) + iS_{11}(-\omega_0))(a^\dagger \rho_p(t)a - aa^\dagger \rho_p(t)) - \frac{1}{2}(\gamma_{12}(-\omega_0) - iS_{12}(-\omega_0))(a^\dagger \rho_p(t)a - \rho_p(t)aa^\dagger) \\
+ \frac{1}{2}(\gamma_{11}(-\omega_0) + iS_{11}(-\omega_0))(a^\dagger \rho_p(t)a - aa^\dagger \rho_p(t)) + \frac{1}{2}(\gamma_{11}(-\omega_0) - iS_{11}(-\omega_0))(a^\dagger \rho_p(t)a - \rho_p(t)aa^\dagger).
\end{align*}

(A45)

The above equation then simplifies to
\begin{align*}
\frac{d\rho_p(t)}{dt} &= -i[H_p, \rho_p(t)] \\
+ 2(\gamma_{11}(-\omega_0) + S_{12}(-\omega_0)) \left( a\rho_p(t)a^\dagger - \frac{1}{2}\{a^\dagger a, \rho_p(t)\} \right) - i(S_{11}(-\omega_0) - \gamma_{12}(-\omega_0)) \left[ a^\dagger a, \rho_p(t) \right] \\
+ 2(\gamma_{11}(-\omega_0) - S_{12}(-\omega_0)) \left( a^\dagger \rho_p(t)a - \frac{1}{2}\{aa^\dagger, \rho_p(t)\} \right) - i(S_{11}(-\omega_0) + \gamma_{12}(-\omega_0)) \left[ aa^\dagger, \rho_p(t) \right].
\end{align*}

(A46)

The coefficients in the above equation are easily calculated to be
\begin{align*}
\gamma_{11}(-\omega_0) + S_{12}(-\omega_0) &= \frac{1}{2}J(\omega_0)(N(\omega_0, T) + 1), \\
S_{11}(-\omega_0) - \gamma_{12}(-\omega_0) &= \Delta_1, \\
\gamma_{11}(-\omega_0) - S_{12}(-\omega_0) &= -\frac{1}{2}J(\omega_0)N(-\omega_0, T) + 1 = \frac{1}{2}J(\omega_0)N(\omega_0, T), \\
S_{11}(-\omega_0) + \gamma_{12}(-\omega_0) &= -\Delta_2,
\end{align*}

(A47) (A48) (A49) (A50)

where we have used $N(-\omega_0, T) = -N(\omega_0, T) - 1$. Finally by using $[a, a^\dagger] = 1$, the quantum master equation for the damped harmonic oscillator in the Schrödinger picture is obtained:
\begin{align*}
\frac{d\rho_p(t)}{dt} &= -i \left[ (\Delta_1 - \Delta_2 + \omega_0)a^\dagger a, \rho_p(t) \right] + J(\omega_0)(N(\omega_0, T) + 1) \left( a\rho_p(t)a^\dagger - \frac{1}{2}\{a^\dagger a, \rho_p(t)\} \right) \\
&\quad + J(\omega_0)N(\omega_0, T) \left( a^\dagger \rho_p(t)a - \frac{1}{2}\{aa^\dagger, \rho_p(t)\} \right),
\end{align*}

(A51)

which has the same form as in equation (A28).

A.1.1. The master equation for the moments

To write down the master equation for the first and the second moments we need to bring the master equation in the standard form [56]. We can define new jump operators to absorb the decay rates, i.e.
\begin{align*}
L^+ &= \sqrt{\Gamma_{in}}a = \sqrt{\frac{\Gamma_{in}}{2}}(1, i)R = : (c^+)^T R, \\
L^- &= \sqrt{\Gamma_{out}^+}a^\dagger = \sqrt{\frac{\Gamma_{out}}{2}}(1, -i)R = : (c^-)^T R,
\end{align*}

(A52) (A53)

where the decay rates are defined as $\Gamma_{in} := J(\omega_0)N(\omega_0, T)$, and $\Gamma_{out} := J(\omega_0)[N(\omega_0, T) + 1]$, and $R = (x, p)^T$ is the vector of the canonical operators. Then, the Lindbladian master equation (A7) can be equivalently written for the displacement vector and covariance matrix:
\begin{align*}
\frac{d}{dt}d &= Ad, \\
\frac{d}{dt}\sigma &= A\sigma + \sigma A^T + D,
\end{align*}

(A54)

with $A = \Omega [G - \text{Im}(CC^\dagger)], D = -2\Omega \text{Re}(CC^\dagger)\Omega$, and $C = (c^+, c^-)$. Substituting for $C$, we find that
\begin{align*}
\text{Re } CC^\dagger &= \frac{J(\omega_0)}{2}(2N(\omega_0, T) + 1) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \frac{J(\omega_0)}{2}\coth(\frac{\omega_0}{2T})I_2, \\
\text{Im } CC^\dagger &= \frac{J(\omega_0)}{2} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\end{align*}

(A55) (A56)

Putting everything together, we have
\begin{align*}
D &= J(\omega_0)\coth(\frac{\omega_0}{2T})I_2,
\end{align*}

(A57)
The QFI rate for various temperatures, (a) $T = 0.2\omega$ corresponding to the low temperature regime, and (b) $T = 5\omega$ corresponding to the high temperature regime. Similar to the main text, we observe an improvement in using squeezed probe states. Although, for smaller $T/\omega$ one observes the enhancement at smaller times. Here, we set the rest of the parameters to $\omega = 1, \gamma = 0.1$, and $r = 10^{-3}$.

and

$$A = \begin{pmatrix} -\frac{\omega_0}{2} & \frac{\omega_0}{2} \\ -\omega_0 & -\frac{\omega_0}{2} \end{pmatrix}.$$ (A58)

The time dependent solution to the ‘Lyapunov differential equation’ (A54) is given by

$$d(t) = e^{At}d,$$
$$\sigma(t) = e^{At}\sigma(0)e^{AT} + \int_{0}^{t} ds e^{(t-s)A}Dse^{(t-s)AT}.$$ (A59)

Note that since the real part of the eigenvalues of $A$ are always negative, we will have a steady state. One can find the exponential of $A$, e.g. by using its Jordan form. It reads

$$e^{At} = e^{-\frac{\omega_0}{2}t} \begin{pmatrix} \cos(\omega_0 t) & \sin(\omega_0 t) \\ -\sin(\omega_0 t) & \cos(\omega_0 t) \end{pmatrix} =: e^{-\frac{\omega_0}{2}t}O_t,$$ (A60)

and thus

$$d(t) = e^{-\frac{\omega_0}{2}t}O_td,$$
$$\sigma(t) = e^{-\frac{\omega_0}{2}t}O_t\sigma O_t^T + \left(1 - e^{-\frac{\omega_0}{2}t}\right)\nu I_2.$$ (A61)

with $\nu = \coth(\omega_0/2T)$. Again, note that the rotation $O_t$ is temperature-independent and has no thermometric value; thus we work in the interaction picture. The steady state moments can be easily found to be the thermal ones, i.e. $d(\infty) = 0$, and $\sigma(\infty) = \sigma_T = \coth(\omega_0/2T)I_2$. One sees that the speed of converging to the thermal state is given by $J(\omega_0)$. That is, the spectral density at the frequency of the oscillator plays the role of the decay rate $\gamma$ in equation (4).

Appendix B. More simulations for the QFI rate

As shown in figure (3), the nonclassicality of the initial probe state, in the form of squeezing, improves the QFI rate for $T = \omega$. However, this improvement is not restricted to this specific temperature. In figure 5, we observe a similar behavior at different values of $T/\omega$. Moreover, as we see in figure 6, the two-mode squeezed vacuum states can also improve the precision at different temperatures. In particular, at lower temperatures the improvement is even more significant. Nonetheless, our ansatz Gaussian measurement does not fully exploit this improvement.
Appendix C. The optimal classical Fisher information for single-mode squeezed probe states

C.1. The covariance matrix of the optimal Gaussian measurement is always diagonal

As discussed in the main text, by working in the interaction picture $O_t = I_2$, the covariance matrix of the probe state, equation (4), becomes

$$\sigma_t = e^{-\gamma t} \sigma_r + \left(1 - e^{-\gamma t}\right) \nu I_2.$$  \hfill (C1)

Here, $\sigma_r = \text{diag}(r, 1/r)$, as proven in the main text, is the optimal form of the initial preparation of the probe state. Thus, the covariance matrix $\sigma_t = \text{diag}[\sigma_{11}, \sigma_{22}]$ remains diagonal. Note that, since we have symmetry in $x$- and $p$-quadrature, without loss of generality, we can assume that $0 < r \leq 1$, which implies $[\sigma_{11}]_t \leq [\sigma_{22}]_t$.

To obtain the optimal single-mode Gaussian measurements, we only need to consider rank-1 measurements whose covariance matrix, in general, is described by

$$\sigma^M = \begin{pmatrix} \cos \theta & \sin \theta & \cos \theta & -\sin \theta \\ -\sin \theta & \cos \theta & \sin \theta & -\cos \theta \end{pmatrix} \begin{pmatrix} L & 0 & 0 & -L^{-1} \end{pmatrix} \begin{pmatrix} \cos \theta & -\sin \theta & \cos \theta & \sin \theta \end{pmatrix} = \begin{pmatrix} a & c \\ c & b \end{pmatrix}$$  \hfill (C2)

where $0 < L \leq 1$ and $0 \leq \theta < \pi$. Thus, two parameters $\theta$ and $r$ characterize all rank-1 Gaussian measurements. In particular, homodyne measurement on $x$ ($p$) quadrature is characterized by $L \to 0$ and $\theta = 0$ ($L \to 0$ and $\theta = \pi/2$). Heterodyne, the measurement in coherent state basis, is identified with $L = 1$.

The CFI for a single-mode Gaussian probe state and Gaussian measurement, by using equations (C1) and (C2), is given by

$$F^C(\sigma; \sigma^M; t) = \partial_t d_t^{\sigma} \sigma^{-1} \partial_t d_t + \frac{1}{2} \text{Tr} \left[ \left( \sigma_t + \sigma^M \right)^{-1} \partial_t \sigma_t \right]^2$$  \hfill (C3)

$$= \frac{1}{2} \left(1 - e^{-\gamma t}\right)^2 (\partial_t \nu)^2 \text{Tr} \left[ \left( \frac{[\sigma_{11}]_t + c}{c} \frac{[\sigma_{22}]_t + b}{[\sigma_{22}]_t + b} + \right)^{-2} \right].$$  \hfill (C4)

where we used $\partial_t d_t = 0$. By diagonalizing the argument,

$$\left( \frac{[\sigma_{11}]_t + a}{c} \frac{c}{[\sigma_{22}]_t + b} \right)^{-1} = U \begin{pmatrix} 1/\lambda_+ & 0 \\ 0 & 1/\lambda_- \end{pmatrix} U^\dagger,$$  \hfill (C5)

and using the eigenvalues

$$\lambda_{\pm} = \frac{1}{2} \left( [\sigma_{11}]_t + [\sigma_{22}]_t + a + b \pm \sqrt{4c^2 + ([\sigma_{11}]_t + [\sigma_{22}]_t + a - b)^2} \right).$$  \hfill (C6)
and equation (C2), we get the general form of the CFI as follows

\[ \mathcal{F}^C(\sigma_i; \sigma^M; t) = \frac{1}{2} \left( 1 - e^{-\gamma t} \right)^2 (\partial_\nu \nu)^2 \left( \lambda^2 + \lambda^2 \right) \]  

(C7)

\[ = 2 \left( 1 - e^{-\gamma t} \right)^2 (\partial_\nu \nu)^2 \times \frac{1 + L \left( \text{Tr}[\sigma_i] + L \left( L^2 + |\sigma_i|_{11}^2 + |\sigma_i|_{11}^2 + L \text{Tr}[\sigma_i] \right) - L \left( L^2 - 1 \right) \left( |\sigma_i|_{22} - |\sigma_i|_{11} \right) \cos(2\theta) \right)}{\left( \text{Tr}[\sigma_i] + L \left( L + 2 |\sigma_i|_{11} + L \text{Tr}[\sigma_i] \right) + \left( L^2 - 1 \right) \left( |\sigma_i|_{22} - |\sigma_i|_{11} \right) \cos(2\theta) \right)^2}. \]  

(C8)

There are two cases. First, for \( r = 1 \), when the initial probe state is vacuum or coherent state, by using equation (C1) we have \( |\sigma_i|_{11} = |\sigma_i|_{11} \). Hence, the CFI (C8) is independent of \( \theta \), and it can be set to zero to have a diagonal \( \sigma^M \) for the Gaussian measurement; in this case, equation (C8) becomes

\[ \mathcal{F}^C(\sigma_i; \sigma^M; t) = \frac{1}{2} \left( 1 - e^{-\gamma t} \right)^2 (\partial_\nu \nu)^2 \left( \frac{1}{(|\sigma_i|_{11} + L)^2} + \frac{1}{(|\sigma_i|_{22} + L^{-1})^2} \right). \]  

(C9)

Second, for \( 0 < r < 1 \), corresponding to squeezed-vacuum probe states, we have \( |\sigma_i|_{11} < |\sigma_i|_{22} \). In this case for any \( 0 < L \leq 1 \), the CFI (C8) is maximized when \( (L^2 - 1) \left( |\sigma_i|_{22} - |\sigma_i|_{11} \right) \cos(2\theta) < 0 \) and \( |(L^2 - 1) \left( |\sigma_i|_{22} - |\sigma_i|_{11} \right) \cos(2\theta)| \) is maximum. Hence, the optimal value is \( \theta = 0 \), and again the covariance matrix \( \sigma^M \) is diagonal; in this case, equation (C8) becomes

\[ \mathcal{F}^C(\sigma_i; \sigma^M; t) = \frac{1}{2} \left( 1 - e^{-\gamma t} \right)^2 (\partial_\nu \nu)^2 \left( \frac{1}{(|\sigma_i|_{11} + L)^2} + \frac{1}{(|\sigma_i|_{22} + L^{-1})^2} \right). \]  

(C10)

Therefore, in both cases, if the covariance matrix of the initial state is diagonal, the optimal rank-1 Gaussian measurement has a diagonal covariance matrix as well.

### C.2. The optimal Gaussian measurement at short times is homodyne detection

We start by using the CFI—equation (C10)—for the state given by equation (C1), and a Gaussian measurement with diagonal covariance matrix \( \sigma^M_L = \text{diag}(L, 1/L) \). The CFI reads

\[ \mathcal{F}^C_{\text{diag}}(\sigma_i; \sigma^M_L; t) = \mathcal{F}^C(\sigma_i; \sigma^M_L; t) \]

\[ = \frac{1}{2} \left( 1 - e^{-\gamma t} \right)^2 (\partial_\nu \nu)^2 \left( e^{2\gamma t} (r - \nu + Le^{\gamma t} + \nu e^{-\gamma t})^2 + \frac{L^2 r e^{\gamma t}}{(L + re^{\gamma t} - L\nu r + L\nu e^{-\gamma t})^2} \right) \]

\[ = \frac{1}{2} \left( 1 - e^{-\gamma t} \right)^2 (\partial_\nu \nu)^2 \left( e^{2\gamma t} (L + r e^{\gamma t} - L\nu r + L\nu e^{-\gamma t})^2 + \frac{L^2 r e^{\gamma t}}{(r - \nu + Le^{\gamma t} + \nu e^{-\gamma t})^2} \right). \]  

(C11)

We can now expand both the numerator and the denominator for short times, and keep the leading order terms in \( \gamma t \). Note that in doing so we are not allowed to ignore \( \gamma t \) compared to \( L \) or \( r \), since they can be equally small. However, we can ignore terms like \( r \gamma t \) compared to \( r \), or ignore \( L \gamma t \) compared to \( L \). We have

\[ \mathcal{F}^C(\sigma_i; \sigma^M_L; t \ll 1) \approx \frac{\left( \gamma t \partial_\nu \nu \right)^2 \left( L + r + r(1 + L\nu) \right)^2 + L^2 r^2 \left( r + L + (r + L) \nu \gamma t \right)^2}{\left( r + L + (L + \nu) \gamma t \right)^2 \left( L + r + r(1 + L\nu) \gamma t \right)^2} \]

\[ \approx \frac{\left( \gamma t \partial_\nu \nu \right)^2 (L + r)^2 + L^2 r^2 (r + L + \nu \gamma t)^2}{\left( r + L + \nu \gamma t \right)^2 (L + r)^2}. \]  

(C12)

To proceed further, we consider two specific cases. (i) If \( \mathcal{O}(L + r) \ll \mathcal{O}(\nu \gamma t) \) then the second term in the numerator is irrelevant compared to the first term and therefore we have

\[ \mathcal{F}^C(\sigma_i; \sigma^M_L; t \ll 1) \approx \frac{\left( \gamma t \partial_\nu \nu \right)^2}{2 \left( r + L + \nu \gamma t \right)^2}. \]  

(C13)

which clearly reaches its maximum if we chose \( L = 0 \). For this choice, the Fisher information is maximised at \( t^* \propto \nu / (\gamma \nu) \). (ii) If \( \mathcal{O}(L + r) > \mathcal{O}(\nu \gamma t) \), then we can ignore the \( \nu \gamma t \) terms in the parenthesis to get

\[ \mathcal{F}^C(\sigma_i; \sigma^M_L; t \ll 1) \approx \frac{\left( \gamma t \partial_\nu \nu \right)^2 \left( 1 + L^2 r^2 \right)}{2 \left( r + L \right)^2}. \]  

(C14)

By taking derivative of this expression with respect to \( L \), we find no solutions, i.e. the function is monotonic. A simple comparison then shows that \( \mathcal{F}^C(\sigma_i; \sigma^M_L; t \ll 1) > \mathcal{F}^C(\sigma_i; \sigma^M_0; t \ll 1) \), that is, homodyne detection is
the best Gaussian measurement in this case too. For this measurement, the Fisher information is zero initially and grows quadratically with time—until \( O(r) \lesssim O(\nu \gamma t) \) when we have to use the expression (C13). Finally, note that when \( L = 0 \), one can use equation (C13) which covers both cases

\[
\mathcal{F}^\text{approx}_{\sigma_2; \sigma_0^M} : t \ll 1 \equiv \frac{(\gamma t \partial^2 \nu)^2}{2(r + \nu \gamma t)^2}.
\]

As depicted in figure 7, this approximation is in a very good agreement with the exact value of the CFI given by equation (C11).

**Appendix D. Two-mode squeezed states and a feasible joint Gaussian measurement**

We describe a fully Gaussian setup that can exploit entanglement for enhanced precision in temperature estimation—see figure 8. The joint system of probe and an auxiliary bosonic mode is prepared in a two-mode squeezed vacuum state, which is an entangled state. Such state can be generated by a spontaneous parametric down-conversion source or equivalently, as shown in figure 8, by overlapping two single-mode squeezed vacuum states, which are orthogonally squeezed, on a 50:50 beamsplitter. By using the symplectic transformation describing the 50:50 beamsplitter which reads

\[
S_{\text{BS}} = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{pmatrix},
\]

the covariance matrix of two-mode squeezed vacuum states can be obtained as

\[
\sigma_2, r = \frac{1}{2} S_{\text{BS}} \begin{pmatrix}
u & 0 & 0 & 0 \\
0 & \nu^{-1} & 0 & 0 \\
0 & 0 & \nu^{-1} & 0 \\
0 & 0 & 0 & \nu
\end{pmatrix} S_{\text{BS}}^T = \begin{pmatrix}
r^{-1}I_2 & \sqrt{r^{-2} - 1}Z \\
\sqrt{r^{-2} - 1}Z & r^{-1}I_2
\end{pmatrix},
\]

where \( Z = \text{diag}(1, -1) \) and we defined \( r := 2(u + 1/u)^{-1} \). After preparing the probe and the auxiliary systems in an entangled state, the probe mode interacts with the bath and, as discussed in the main text, this transforms the state into a two-mode Gaussian state that is described by the covariance matrix

\[
\sigma_t = \begin{pmatrix}
(1 - e^{-\gamma t}) & e^{-\gamma t/2} \sqrt{r^{-2} - 1}Z \\
e^{-\gamma t/2} \sqrt{r^{-2} - 1}Z & r^{-1}I_2
\end{pmatrix}.
\]

Now, to exploit the power of entanglement, a joint measurement is required. Our joint measurement consists of a 50:50 beamsplitter followed by two homodyne measurements, as shown in figure 8, and has been previously shown to be optimal for displacement estimation problems [44]. Although, in our problem this is not necessarily optimal, it can be still an advantageous measurement, as we saw in the main text.
Figure 8. The schematic of a fully Gaussian setup that uses an auxiliary mode in an entangled state with probe mode and a joint measurement for further improving the thermometry precision. The dashed blue box on the left describes the preparation procedure: A two-mode squeezed vacuum state is prepared by injecting two orthogonally squeezed-vacuum states into a 50:50 beamsplitter. The probe (upper) mode interacts with the bath and then both modes are jointly measured. The joint measurement (the dashed red box) consists of a 50:50 beamsplitter and two homodyne measurements, one on the $x$-quadrature and the other on the $p$-quadrature.

However, to obtain the Fisher information, we apply the beamsplitter on the state, which gives the covariance matrix $S_{BS}\sigma_{BS} = \sigma'_t$ with the following elements,

\[ [\sigma'_t]_{11} = [\sigma'_t]_{44} = \frac{1 - e^{-\gamma t}}{2} \nu + \frac{1 + e^{-\gamma t}}{2} r^{-1} - e^{-\gamma t/2} \sqrt{r^2 - 1}, \]
\[ [\sigma'_t]_{13} = [\sigma'_t]_{34} = e^{-\gamma t/2} \sqrt{r^2 - 1}, \]
\[ [\sigma'_t]_{22} = [\sigma'_t]_{33} = \frac{1 - e^{-\gamma t}}{2} \nu + \frac{1 + e^{-\gamma t}}{2} r^{-1} + e^{-\gamma t/2} \sqrt{r^2 - 1}, \]
\[ [\sigma'_t]_{31} = [\sigma'_t]_{42} = \frac{1 - e^{-\gamma t}}{2} \left( \nu - r^{-1} \right) \sqrt{r^2 - 1}, \]
\[ jk = 0, \text{ otherwise}. \] (D4)

Then, using two homodyne measurements, we measure the $x$-quadrature of the first output mode and the $p$-quadrature of the second output mode. Note that by performing this joint measurement (50:50 beamsplitter followed by two homodyne measurements), we effectively sample from a two-dimensional Gaussian probability distribution with the covariance matrix $\tilde{\sigma} = \text{diag}([\sigma'_t]_{11}, [\sigma'_t]_{44}) = [\sigma'_t]_{11}I_2$. Therefore, the CFI is given by

\[ \mathcal{F}_C(\sigma_2, \sigma_2^M; t) = \frac{1}{2} \text{Tr} \left( \left( \tilde{\sigma}^{-1} \partial_T \tilde{\sigma} \right)^2 \right) = \frac{(1 - e^{-\gamma t})^2 (\partial_T \nu)^2}{4 [\sigma'_t]_{11}}, \] (D6)

which is equation (13) of the main text.
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