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1 INTRODUCTION

Large-scale galaxy redshift surveys such as the Sloan Digital Sky Survey (SDSS-III DR12; Alam et al. 2015) use the distribution of galaxies in the universe to constrain cosmological parameters in a manner complementary to other cosmological probes, including measurements of the cosmic microwave background (e.g., Ade et al. 2015) and supernovae (e.g., Suzuki et al. 2012). Within the scope of galaxy redshift surveys, major projects like SDSS-III’s Baryon Oscillation Spectroscopic Survey (BOSS; Dawson et al. 2013) as well as future experiments like the Dark Energy Spectroscopic Instrument (DESI) (Levi et al. 2013) target specific types of galaxies: luminous red galaxies (LRGs), and LRGs and emission line galaxies (ELGs), respectively. Accordingly, a key source of systematic uncertainty in these surveys is the knowledge of the extent to which the subset of galaxies observed probes the large-scale structure of the universe.

Local bias arguments for a minimal level of stochasticity on large scales (Coles 1993; Scherrer & Weinberg 1998) and investigations of halo clustering suggest that halos of different masses do roughly trace the same large-scale structure (e.g., Seljak & Warren 2004; Hamana et al. 2010). Accordingly, we may expect galaxies to be roughly non-stochastic (e.g., Tegmark & Bromley 1999). An informative test of these predictions can be obtained by measuring whether red and blue galaxies using a simple colour cut, we measure the clustering of both subsamples and construct the correlation coefficient, \( r \), using two statistics. The correlation coefficient quantifies the stochasticity between the two subsamples, which we examine over intermediate scales (\( 20 \lesssim R \lesssim 100 \ h^{-1}\text{Mpc} \)). We find that on these intermediate scales, the correlation coefficient is consistent with 1; in particular, we find \( r > 0.95 \) taking into account both statistics and \( r > 0.974 \) using the favored statistic.

\begin{equation}
\delta(x) = \frac{\rho(x)}{\bar{\rho}} - 1.
\end{equation}

In the simplest scenario, we can relate the distribution of red and blue galaxies to this underlying matter distribution via linear, deterministic bias parameters as:

\begin{equation}
\delta_b(x) = b_b \delta(x), \quad \delta_r(x) = b_r \delta(x),
\end{equation}

from which it is possible to compute the correlation function as \( \xi(R) = \langle \delta(x) \delta(x+R) \rangle \). Combined with Equation (2), this yields the relations:

\begin{equation}
\xi_{bb}(R) = b_b^2 \xi(R),
\end{equation}
\begin{equation}
\xi_{rr}(R) = b_r^2 \xi(R),
\end{equation}
\begin{equation}
\xi_{br}(R) = b_b b_r \xi(R).
\end{equation}

Taking the square root of the ratios of the autocorrelations yields estimates of the relative bias \( b_{rel} \) between red and blue galaxies (e.g., Croton et al. 2007; Coil et al. 2008; Guo et al. 2013; Skibba et al. 2014). Constructing the correlation coefficient, \( r_c \), we find:

\begin{equation}
r_c \equiv \frac{\mathbf{\xi}_{br}}{\sqrt{\mathbf{\xi}_{br} \mathbf{\xi}_{rr}}} = 1.
\end{equation}

However, the formalism of Equation (2) has several obvious failures, one of which is that it permits values of \( \delta_b, \delta_r < -1 \) if \( b_b, b_r > 1 \), and so must be superseded by a more realistic model. To this end, we follow Dekel & Lahav (1999) in defining, for \( g = b, r \),

\begin{equation}
\epsilon_g(x) \equiv \delta_g(x) - b_g \delta(x),
\end{equation}

a random bias field that introduces stochasticity into the relations between the two galaxy samples. In this case, if we calculate the correlation coefficient, we see that \( r_c \neq 1 \).

The key to discerning the presence of stochasticity, then, is the measurement of the correlation coefficient. We use pair counting to calculate both the traditional correlation function statistics as well as the more recent \( \omega \) statistic of Xu et al. (2010) using the BOSS CMASS sample of galaxies from SDSS-III DR12; we then calculate a correlation coefficient for each statistic. Our focus is on intermediate scales, roughly \( 20 \lesssim r \lesssim 100 \ h^{-1}\text{Mpc} \), which can
be compared to the results of previous analyses at smaller scales using similar statistical methods (e.g., Zehavi et al. 2005). Our approach also provides an alternative to analyses of colour-dependent clustering using the complementary counts-in-cells method (e.g., Wild et al. 2005; Swanson et al. 2005). Throughout we assume a flat $\Lambda$CDM cosmology with $\Omega_m = 0.274$, which is consistent with Anderson et al. (2012).

2 DATA

The SDSS-III DR12 contains spectra of over 1.3 million galaxies and ugriz imaging of 14555 sq. degrees of sky obtained using a 2.5 m telescope at Apache Point Observatory (York et al. 2000; Gunn et al. 2006; Alam et al. 2015). A series of publications outlines the technical details of SDSS instrumentation (Fukugita et al. 1996; Smith et al. 2002; Doi et al. 2010; Smeke et al. 2013) and the data processing pipelines (Lupton et al. 2001; Pier et al. 2003; Padmanabhan et al. 2008; Bolton et al. 2012; Weaver et al. 2015). We perform our analysis on the CMASS sample of BOSS galaxies, which is defined via colour and magnitude cuts as in Eisenstein et al. (2011), Dawson et al. (2013), and Reid et al. (2015). We further narrow our attention to the redshift range $0.55 < z < 0.65$. To divide the sample into red and blue galaxies, we use the criterion of Masters et al. (2011), which selects red galaxies using the simple colour cut $g - i > 2.35$. These cuts yield 232,759 red galaxies and 61,301 blue galaxies. In addition to the data, we select two subsamples of random galaxies to correspond to the red and blue galaxies, which is defined via colour and magnitude cuts as in Eisenstein et al. (2011), Dawson et al. (2013), and Reid et al. (2015), which selects red galaxies using the simple colour cut $g - i > 2.35$. These cuts yield 232,759 red galaxies and 61,301 blue galaxies. In addition to the data, we select two subsamples of random galaxies to correspond to the red and blue galaxies, which is defined via colour and magnitude cuts as in Eisenstein et al. (2011), Dawson et al. (2013), and Reid et al. (2015).

Since this colour cut yields roughly four times more red galaxies than blue, we use the redshift distribution of galaxies, shown in Fig. 1, to generate weights $w_{\text{colours}}$ for the blue galaxies that match their distribution to the red galaxies, which we will use in addition to the standard data weights. The final weighting that we use is then:

$$w_{\text{total}} = w_{\text{colours}}w_{\text{sys}}(w_{\text{sf}} + w_{\text{sp}} - 1),$$

where $w_{\text{colours}} = 1$ for red galaxies and $w_{\text{colour}} > 1$ for blue galaxies, $w_{\text{sys}}$ is a systematic weight that accounts for observational conditions, and $w_{\text{sf}}$ and $w_{\text{sp}}$ account for redshift failures and close pairs, respectively (c.f. Anderson et al. 2012; Ross et al. 2014). We additionally match the redshift distribution of the randoms to that of the data.

It is worth noting that the simple colour cut of Masters et al. (2011) is not the only choice for dividing the galaxy sample into red and blue subsets; other works have employed different cuts, such as the luminosity dependent colour cut of Zehavi et al. (2011) and Guo et al. (2013). However, for the purposes of this work, the exact choice of the colour cut is not significant, since we make the randoms trace the galaxy redshift distributions. In essence, all we require is a simple criterion by which to divide the sample into two categories, which we compare via two statistics.

3 PROCEDURE

3.1 Statistics

One of the standard methods of calculating the galaxy correlation function is the Landy-Szalay estimator (Landy & Szalay 1993):

$$\xi(r) = \frac{DD(r) - 2DR(r) + RR(r)}{RR(r)},$$

where the terms $DD$, $DR$, and $RR$ denote normalised data-data, data-random, and random-random pair counts. In analyzing red and blue galaxy clustering, we may thus define the auto-correlations of blue galaxies and red galaxies as:

$$\xi_{bb}(r) = \frac{D_bD_b(r) - 2D_bR_r(r) + R_bR_b(r)}{R_bR_b(r)},$$

$$\xi_{rr}(r) = \frac{D_rD_r(r) - 2D_rR_r(r) + R_rR_r(r)}{R_rR_r(r)},$$

and the cross-correlation (blue-red) as:

$$\xi_{br}(r) = \frac{D_bD_r(r) - D_rR_b(r) - D_bR_r(r) + R_bR_r(r)}{R_bR_r(r)}.$$

From these functions we can then compute the cross-correlation coefficient,

$$r_\xi = \frac{\xi_{br}}{\sqrt{\xi_{bb}\xi_{rr}}}$$

which provides a measure of the stochasticity.

However, while correlation functions provide a useful measurement of the stochasticity parameter, it is possible to extend this analysis by using a statistic that is both more computationally efficient and less susceptible to poorly constrained or measured fluctuations from both small and large scales. Such a statistic is provided by Xu et al. (2010), who define an $\omega_0$ statistic whose monopole term is:

$$\omega_0(r_s) = 4\pi \int W(r, r_s)\xi(r)r^2dr,$$

where $W$ is a smooth, compensated filter, chosen by Xu et al. (2010) (see also Padmanabhan et al. 2007) to be:

$$W(x) = (2x)^2(1 - x)^2\left(\frac{1}{2} - x\right)\frac{1}{r_s^3},$$

where

$$x = \left(\frac{r}{r_s}\right)^3.$$

The smoothness of the filter function $W$ means that $\omega_0$ is largely insensitive to small-scale power, while the fact that $W$ integrates to zero removes the sensitivity to large-scale power and reduces the risk of including large-scale systematic errors.

Now, following Xu et al. (2010), if we define a simple pair-count estimator of the correlation function as:

$$\xi(r) = \frac{DD(r)}{RR(r)} - 1,$$

then by substituting into Equation (14), we obtain:

$$\omega_0(r_s) = 4\pi \int W(r, r_s)\frac{DD(r)}{RR(r)}r^2dr,$$

with the integral of the $-1$ term in Equation (17) vanishing since we have selected a compensated filter. The DD term
has a simple mathematical interpretation: $DD$ is simply a weighted count over pairs at a given separation. That is, $DD$ can be written as a sum of Dirac delta functions:

$$DD(r) = \sum_j \eta_j \delta_D(r-r_j).$$  \hspace{1cm} (19)

where $\eta_j$ is the product of the $w_{\text{int}}$ of the two galaxies in the pair. The $RR$ term, on the other hand, is a description of the survey region, and may be written as:

$$RR(r) = N_D^2 \Phi(r) \frac{4\pi r^2 dr}{V}.$$  \hspace{1cm} (20)

Here, $N_D$ is the weighted number of (data) galaxies, and $V$ is the total survey volume. $\Phi(r)$ is a function that takes into account the survey boundaries; that is, it measures the fraction of pairs that are lost because the central galaxy around which the pair counts are being computed is close to the boundaries. $\Phi(r)$ can be approximated by counting up $RR$ pairs and then fitting a polynomial to the formula defined in Equation (20). With $\Phi$ thus calculated, rearranging this equation yields:

$$\frac{V}{N_D^2} \frac{1}{\Phi(r)} = 4\pi r^2 dr \frac{RR(r)}{V}.$$  \hspace{1cm} (21)

Returning to Equation (18), we find:

$$\omega_0(r_s) = \int W(r, r_s) \sum_j \eta_j \delta_D(r-r_j) \frac{4\pi r^2}{\Phi(r)} dr.$$  \hspace{1cm} (22)

The $\delta_D$ function then collapses the integral so that, upon substituting Equation (21) and absorbing $\eta_j$ into $W$, we obtain the following summation:

$$\omega_0(r_s) = \frac{V}{N_D^2} \sum_j W(r_j, r_s) \frac{4\pi r^2}{\Phi(r_j)}.$$  \hspace{1cm} (23)

Accordingly, we see that the $\omega_0$ statistic reduces to a discrete sum over pairs. So defined, $\omega_0$ reveals several additional advantages over the traditional $\xi$ statistic (Padmanabhan et al. 2007; Xu et al. 2010). First, when computing $\xi$, we initially bin the data to compute the pair counts at a discrete set of points. When computing $\omega_0$, on the other hand, we sum over each pair individually, which eliminates binning concerns. Additionally, doing a count over just data pairs is more computationally efficient than performing three sets of counts — $DD$, $DR$, and $RR$ — particularly since the number of randoms is typically chosen to be about 50 times the number of data points for computing $\xi$; while $RR$ still needs to be computed in order to obtain $\Phi$, one can use far fewer points to get an estimate of the geometry of the survey.

Now, we can define $\omega$ analogues to all the correlation function statistics. The correlation functions themselves are translated into:

$$\omega_{bb}(r_s) = \frac{V}{N_b^2} \sum_{j \in D_s D_b} W(r_j, r_s) \frac{\Phi(r_j)}{\Phi(r)}.$$  \hspace{1cm} (24)

$$\omega_{rr}(r_s) = \frac{V}{N_r^2} \sum_{j \in D_r D_r} W(r_j, r_s) \frac{\Phi(r_j)}{\Phi(r)}.$$  \hspace{1cm} (25)

$$\omega_{br}(r_s) = \frac{V}{N_b N_r} \sum_{j \in D_b D_r} W(r_j, r_s) \frac{\Phi(r_j)}{\Phi(r)}.$$  \hspace{1cm} (26)

From these, we construct an $\omega$ coefficient analogous to $r_\xi$ as:

$$r_\omega = \frac{\omega_{bb}}{\sqrt{\omega_{bb} \omega_{rr}}},$$  \hspace{1cm} (27)

which will provide a measurement of the stochasticity. In order to reduce the amount of subscripts in certain contexts, we note that we will use $\omega$ and $\omega_0$ for the Xu et al. (2010) statistic interchangeably throughout the remainder of this work. We calculate the $\xi$ and $\omega$ statistics for three selections of random galaxies, and average the results for $r$ for our final result.
3.2 Error Analysis

We employ the jackknife method of error estimation to derive error bars for our measurements of $\xi$ and $\omega$. In the jackknife method, we first sub divide our survey into $N$ roughly commensurate regions, then compute the statistics $N$ times, each time leaving out one of the previously defined regions. Then, the jackknife mean of the measurements may be written:

$$\zeta_{J,i} = \sum_{j \neq i} \frac{\zeta_j}{N - 1} - \frac{N \zeta - \bar{\zeta}}{N - 1}. \quad (28)$$

From this, we may derive the errors as:

$$\sigma^2_{J,\zeta} = \frac{N - 1}{N} \sum_{i=1}^{N} (\zeta_{J,i} - \bar{\zeta})^2. \quad (29)$$

The remaining issue is the definition of these regions. We use the method of Voronoi tessellation, in which we select a set of $N$ central points within the survey volume, and then for each of these points compute the locus of points that are closer to that central point than any other. In practice, we choose a random sample of 150 galaxies to serve as the central points. Then, to obtain regions that are similar in size (although not exactly the same; in the final analysis, the smallest and largest region differ by $\lesssim 50\%$), we iterate over this selection, splitting the largest region by selecting two new central points from within that region and merging the smallest region into its neighbors by removing its central point and recomputing the regions. The result of this process is shown in Fig. 2, which shows the final set of regions for one of the three runs that contributes to our final averaged value for $r$. Each of the final Voronoi regions spans an area of roughly $14555/150 \approx 100$ sq. degrees, or roughly 10 degrees on each side, which amounts to a transverse comoving distance of roughly $1.6 h^{-1}$Gpc at $z = 0.6$, the midpoint of our redshift range.

4 RESULTS

We compute both the $\xi$ and $\omega$ statistics for the CMASS sample of galaxies in three iterations, each with a different selection of randoms and of Voronoi regions. For the correlation function, we choose a binning of $\Delta R = 5 h^{-1}$Mpc, while for $\omega$, we select 9 values of $R_{\rm{c}}$ for which to calculate the statistic, each spaced by $10 h^{-1}$Mpc. The correlation functions — the blue and red auto-correlations, and the blue-red cross-correlation — and the corresponding $\omega$ statistics are computed in Fig. 3 for one of the runs.

From the three correlation functions, we obtain the correlation coefficient $r_{\xi}$, shown in the left-hand panel of Fig. 4 for one of the iterations, and fit to it a horizontal line. Although we compute the correlation functions themselves out to large scales, for the calculation of the correlation coefficient, we use the range $20 < R < 80 h^{-1}$Mpc. We also fit the analogous coefficient $r_{\omega}$ (albeit in the slightly extended range $20 < R_{\rm{c}} < 100 h^{-1}$Mpc), the results of which can be seen in the righthand panel of Fig. 4 for one of the runs. The reduced covariance matrices used in that iteration are furnished in Fig. 5. It is worth noting that the $\xi$ covariance matrix is highly diagonal; this is likely due to shot noise in the blue subsample of galaxies. The $\omega$ covariance matrix, on the other hand, does demonstrate some covariance due to integrating $\xi$ over overlapping kernels.

We average the stochasticity parameters $r$ that we measure this way from the three iterations; the resulting values are:

$$\langle r_{\xi} \rangle = 0.978 \pm 0.014, \quad (30)$$
$$\langle r_{\omega} \rangle = 0.969 \pm 0.011. \quad (31)$$

Although $r_{\xi}$ is lower than $r_{\omega}$, the results of both suggest low stochasticity on intermediate scales. The difference in these values is possibly influenced by the substantial scatter for $R \gtrsim 45 h^{-1}$Mpc in $r_{\xi}$, to which the $\omega$ statistic is less susceptible.

However, our results averaging over scales are driven primarily by the smaller scale values, as these are better measured in $\xi$ and $\omega$. Accordingly, we test our results by varying the minimum radius and refitting $r_{\xi}$ and $r_{\omega}$ for the same run as depicted in Fig. 4. The resulting values of $r_{\xi}$ and $r_{\omega}$ are plotted as a function of $R_{\rm{min}}$ in Fig. 6. From this, we see that $r_{\xi}$ has a much stronger dependence on the minimum radius of the fit than $r_{\omega}$, and shows a steep decline as $R_{\rm{min}}$ increases, which may be due to a systematic at large scales, while $r_{\omega}$ remains roughly constant. This suggests that $\omega$, which demonstrates less variation, is a promising statistic for this type of analysis.

For both statistics, using a minimum fitting radius that is $< 20 h^{-1}$Mpc shows results that deviate from what would be obtained using a slightly larger minimum radius. For $\xi$, $r_{\xi}$ is larger, while for $\omega$, $r_{\omega}$ is smaller when $R_{\rm{min}} < 20 h^{-1}$Mpc. Accordingly, to avoid results that are driven by these small scales, we recommend using a fitting range $R \gtrsim 20 h^{-1}$Mpc, and the results that we quote use that range.

5 DISCUSSION

Our results align well with previous studies using correlation function analyses. With data from SDSS DR7, Zehavi et al. (2011) found that $r_{\xi}$ is consistent with 1 on the largest of scales that they consider (roughly $10 < R < 40 h^{-1}$Mpc). This agrees with the results of Wang et al. (2007), whose analysis of SDSS DR4 established similar results for $R \sim$
$10\ h^{-1}\text{Mpc}$. Our measured value of $r_\omega$ aligns well with these results.

A complementary approach was pursued by Wild et al. (2005) and Swanson et al. (2008) in the form of the counts-in-cells method. Wild et al. (2005) used data from the 2dF Galaxy Redshift Survey to investigate $r_\xi$ on scales of $7 < R < 32\ h^{-1}\text{Mpc}$. Their value of $r_\xi$ increases from roughly $r_\xi \approx 0.87$ at $R = 7\ h^{-1}\text{Mpc}$ to $r_\xi = 0.97$ at $R \approx 30\ h^{-1}\text{Mpc}$. Swanson et al. (2008) relied on SDSS DR5 to obtain similar values for $R \gtrsim 25\ h^{-1}\text{Mpc}$, concluding that $r_\xi \approx 0.97$ as well on such large scales. These results are in good agreement with our values for $r_\xi$, but are somewhat lower than what we measure for $r_\omega$. Additionally, Blanton (2000) used this method to find that $r_\xi \sim 0.87 - 0.95$ for samples of early and late-type galaxies in the Las Campanas Redshift Survey on $15\ h^{-1}\text{Mpc}$ scales, which is consistent with our lower bound from the $\xi$ statistic.

It is worth noting that in these works as well as our own the correlation coefficient is compared to $r_\xi = 1$ to determine the level of stochasticity, but in a few bins, our values of $r_\xi$ exceed 1. To examine why this is so, we recall the Dekel & Lahav (1999) formalism of Equation (7), which describes the red and blue galaxy distributions as:

$$\frac{\delta_r}{b_r} = \delta + c_\alpha = \bar{\alpha}, \quad (32)$$

$$\frac{\delta_b}{b_b} = \delta + c_\beta = \bar{\beta} + \bar{\beta}. \quad (33)$$

Defining a correlation matrix $M$, we may then compute the correlation coefficient as:

$$r_\xi^2 = \frac{\langle \alpha^T M(\bar{\alpha} + \bar{\beta}) \rangle^2}{\langle \alpha^T M\bar{\alpha} \rangle \langle (\bar{\alpha} + \bar{\beta})^T M(\bar{\alpha} + \bar{\beta}) \rangle}, \quad (34)$$

$$r_\omega^2 = \frac{\langle \alpha^T M\bar{\alpha} \rangle^2}{\langle \alpha^T M\bar{\alpha} \rangle \langle (\bar{\alpha} + \bar{\beta})^T M\bar{\alpha} \rangle}, \quad (35)$$

where the cross terms have gone to zero upon taking the expectation value. This means that:

$$r_\xi = \sqrt{\langle \alpha^T M\bar{\alpha} \rangle / \langle (\bar{\alpha} + \bar{\beta})^T M\bar{\alpha} \rangle} \equiv \sqrt{\frac{\xi_{\omega}}{\xi_{\alpha} + \xi_{\beta}}}. \quad (36)$$

Accordingly, we have expressed $r_\xi$ in terms of the autocorrelation function of $\beta = \bar{c} - c_\omega$. If $\xi_{\beta} = 0$, then $r_\xi = 1$, as expected. However, if $\xi_{\beta} > 0$, then $r_\xi < 1$, but if $\xi_{\beta}$ is negative, then $r_\xi$ will in fact exceed 1.
Figure 4. The correlation coefficient, $r_\xi$ (left) and the analogous coefficient $r_\omega$ (right) given by the best fit line (solid) from one run. A dashed line is drawn at $r = 1$ for comparison. Our results using the $\omega$ statistic indicate less stochasticity on intermediate scales than the noisier analysis using correlation functions.

Figure 5. The reduced covariance matrices for the correlation coefficient, $r_\xi$ (left), and the analogous coefficient, $r_\omega$ (right), calculated for $R < 80 \, h^{-1}\text{Mpc}$ and $R_s < 100 \, h^{-1}\text{Mpc}$ from the run whose results are shown in Fig. 4. These matrices are used to calculate the $\chi^2$ for fitting $r$.

6 COMPARISON WITH SIMULATIONS

To provide some context for our results, we apply these methods to a catalog produced from a cosmological N-body simulation run with the Abacus code (Ferrer et al. in prep; Metchnik & Pinto in prep.), which used 4096$^3$ particles in a $3.5 \, h^{-1}\text{Gpc}$ box, yielding particle masses of $5 \times 10^{10} \, h^{-1}\text{M}_{\odot}$ with a Plummer softening of $105 \, h^{-1}\text{kpc}$. Halos at a given redshift were found by the friends-of-friends algorithm (Davis et al. 1985) with a linking length parameter $b = 0.2$. We select a full-sky survey of halos, over which we define 145 Voronoi regions, in an annulus corresponding to the range $0.55 < z < 0.65$. We extract the real-space centre-of-mass positions of halos that fall into one of two well-separated mass bins, $(0.5 - 1.0) \times 10^{13} \, h^{-1}\text{M}_{\odot}$ and $(0.5 - 1.0) \times 10^{14} \, h^{-1}\text{M}_{\odot}$. These mass ranges do not correspond to the masses of the CMASS galaxies; rather, the lower mass bin is selected so as to have at least 100 particles in the halo, while the other is chosen to be significantly more...
massive. This split yields 2,183,762 low mass and 113,740 high mass halos.

We then follow the same procedure as outlined in Section 3 to measure the coefficient \( r_\omega \), although we only use one run for the simulated catalog, and only \( 10 \times \) randoms. Fig. 7 shows the variation of \( r_\omega \) as a function of \( R_s \), as well as the best fit horizontal line to the points, and Fig. 8 shows the reduced covariance matrix used for the fitting. We find a best fit value of \( r_\omega = 0.984 \pm 0.006 \). This measured value is slightly lower than what we found in the data using this same statistic, although the ranges of values are consistent with each other, and with the value of \( r_\xi \) that was calculated for DR12. However, as noted above, the samples that we use here are not directly comparable to the red/blue split used in the data as these halos are more massive than the CMASS galaxies. Instead, what the simulation results indicate is that a halo model does involve some stochasticity,

![Figure 6](image1)

**Figure 6.** The fitted values of \( r_\xi \) and \( r_\omega \) as a function of \( R_{\text{min}} \), the minimum radius used in the fit, for one run. The results using the \( \xi \) statistic are more strongly dependent on the fitting range than those using \( \omega \).

![Figure 7](image2)

**Figure 7.** The coefficient \( r_\omega \) for the simulated catalog from the best fit line (solid) shown. A dashed line is drawn at \( r = 1 \) for comparison.

![Figure 8](image3)

**Figure 8.** The reduced covariance matrix for the correlation coefficient coefficient, \( r_\omega \), measured from the simulated catalogs, which is used for calculating the \( \chi^2 \) for the fit shown in Fig. 7.
and provide a lower bound on $r$, which would likely be higher for halo masses more closely attuned to CMASS.

7 SUMMARY AND CONCLUSIONS

Using the CMASS sample of galaxies from SDSS DR12, we have measured the clustering of red and blue galaxies using correlation functions and the $\omega$ statistic of Xu et al. (2010). From these functions, we constructed the stochasticity parameter $\tau$ and analysed its value over intermediate scales, which we take as roughly $20 \leq R \leq 100$ h$^{-1}$ Mpc. Based on our results primarily on the $\omega$ statistic, we found that $\tau > 0.974$, indicating low levels of stochasticity on these scales. Taking into account the results using the standard correlation function statistics, this bound decreases slightly to about $\tau > 0.95$.

Our results are in good agreement with the results of previous correlation function studies, including those of Wang et al. (2007) and Zehavi et al. (2011). We also compared these values to the value of $r_c$ obtained from a simulated halo catalog. We found that the simulated catalog prefers a slightly lower value of $r_c$ than does the data; nevertheless, the values are consistent with each other as well as with the results of using the $\tau$ statistic on the data. However, due to the high mass ranges of the simulated halos, the value of $r$ from this simulation may be lower than what we would obtain from halos with masses more closely corresponding to those of CMASS galaxies.

We have additionally established the utility of the $\omega$ statistic in analyzing the stochasticity. As the results of Section 4 indicate, the traditional correlation function statistics yield noisy estimates of $r$ on large scales. In addition to being more computationally efficient, the $\omega$ statistic is less susceptible to these fluctuations, making it a promising tool for future investigations, possibly at larger scales.
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