Transforming Collections of Pauli Operators into Equivalent Collections of Pauli Operators over Minimal Registers
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Transformations which convert between Fermionic modes and qubit operations have become a ubiquitous tool in quantum algorithms for simulating systems. Similarly, collections of Pauli operators might be obtained from solutions of non-local games and satisfiability problems. Drawing on ideas from entanglement-assisted quantum error-correcting codes and quantum convolutional codes, we prove the obtainable lower-bound for the number of qubits needed to represent such Pauli operations which are equivalent and provide a procedure for determining such a set of minimal register Pauli operations.

I. BACKGROUND DEFINITIONS

Formally, quantum computers operate by performing unitary operators. The rudimentary operations for qubits are the Pauli operators, which act as follows on the computational basis states \{\ket{0}, \ket{1}\}:

\[
X|j\rangle = |j \oplus 1\rangle, \quad Z|j\rangle = (-1)^j|j\rangle, \quad j \in \{0, 1\}. \tag{1}
\]

There is one final non-trivial operator, \(Y\), which we take as the product of \(X\) and \(Z\) [10]. The \(n\)-fold tensor product of Pauli operators is indicated by \(\mathbb{P}^n\).

Although the Pauli operators form a basis, working with these non-commuting operators is rather cumbersome and so we utilize the symplectic representation for the Pauli operators to transform the tool kit from those of non-commuting operator theory to those of linear algebra over \(\mathbb{Z}_2\) [11, 12].

Definition 1. The binary symplectic representation of a Pauli operator is the homomorphic map, \(\phi\), which maps \(\mathbb{P}^n \rightarrow \mathbb{Z}_2^n\). It takes the \(i\)-th register in the Pauli and sets the \(i\)-th position in the binary vector to the power of the \(X\) operator at that position and the \(i + n\)-th position to the power of the \(Z\) operator. In short, this performs:

\[
\phi\left( \bigotimes_{t=1}^n X_{a_t} Z_{b_t} \right) = \bigoplus_{t=1}^n \sum_{t=1}^n \left( \bigoplus_{t=1}^n b_t \right). \tag{2}
\]

This mapping observes:

\[
\phi(s_i \circ s_j) = \phi(s_i) \oplus \phi(s_j) \tag{3}
\]

where \(s_i\) and \(s_j\) are two Paulis in \(\mathbb{P}^n\) and \(\oplus\) is componentwise vector addition mod two.

Definition 2. The commutator between two Pauli operators \(\phi(p_1) = (\tilde{a}_1|\tilde{b}_1)\) and \(\phi(p_2) = (\tilde{a}_2|\tilde{b}_2)\) is computed as:

\[
\phi(p_1) \circ \phi(p_2) = \tilde{a}_1 \cdot \tilde{b}_2 - \tilde{b}_1 \cdot \tilde{a}_2 \mod 2 \tag{4}
\]

This is 0 if \(p_1\) and \(p_2\) commute, and 1 if not (they anticommute).
Definition 3. For a collection of Pauli operators \( \mathcal{P} \) we denote by \( \text{rank}_\phi(\mathcal{P}) \) the number of compositionally independent generators for \( \mathcal{P} \), we call this the \( \phi \)-rank of \( \mathcal{P} \).

The \( \phi \)-rank of \( \mathcal{P} \) is simply the rank of the symplectic representation of \( \mathcal{P} \). Since there will be a second rank of importance in this work, we have made this separate distinction.

II. AUXILIARY RESULTS

In this section we begin by providing an example illustrating the result of this work, then state the main result, following it by proving smaller results in this section before showing the main result in the next.

Example 4. Consider the following pair of operators \( \{XX, IZ\} \) as a motivating example. These two operators anti-commute and the rank of their symplectic form is 2, however, a shorter set of Pauli operators which also obey these relations is \( X, Z \). So the number of physical registers needed can be reduced for these operators from 2 to just 1. This work considers this problem and shows the optimal reduction in the number of registers for collections of Pauli operators so that the same commutation relations are preserved.

Definition 5. Supplementary Pauli operators are a collection of Pauli operators, \( \mathcal{P}^\cup \), associated with each Pauli in \( \mathcal{P} \) such that \( \mathcal{P}^\cup \otimes_r \mathcal{P} \) has all operators commuting, where \( \otimes_r \) is the tensor product of element \( i \) from \( \mathcal{P}^\cup \) with element \( i \) from \( \mathcal{P} \).

Example 6. Consider again the prior example, then we have \( \mathcal{P} = \{XX, IZ\} \) and \( \mathcal{P}^\cup = \{X, Z\} \) with \( \mathcal{P}^\cup \otimes_r \mathcal{P} = \{XXX, ZIZ\} \).

Remark 7. Note that \( \phi(P_i) \otimes \phi(P_j) = \phi(P_i^\cup) \otimes \phi(P_j^\cup) \) since we are working in the qubit, binary, case. Generally \( \phi(P_i) \otimes \phi(P_j) + \phi(P_i^\cup) \otimes \phi(P_j^\cup) = 0 \), with \( \phi \) being standard addition mod the local-dimension value [12].

Given this, we will focus on finding a set of \( \mathcal{P}^\cup \) that has a minimal number of registers. This problem is exactly that which entanglement-assisted quantum error-correcting codes needed to solve–finding a set of supplementary Paulis to act on pre-shared entanglement to resolve non-commuting generators for the codes [13–14].

This same problem also appears in determining the number of registers that must be carried over between frames in quantum convolutional codes [14]. Fortunately, this problem has been studied and been solved, although such solutions do not provide a method for determining these supplementary Paulis [16–17]. For these works the primary concern was generating Pauli operators that with their supplementary Pauli operators pairwise commuted, whereas here we focus on ensuring these collections have the same commutation relationships. The universality of this result from EAQECC and quantum convolutional codes is brought forth in this work, showing that the utility of this method extends beyond error-correction but can also play a central role in improving some simulation based quantum algorithms and any place where stabilizers are a powerful tool. Additionally, as it provides a tight lower-bound for the Paulis obtained from a fermionic to qubit transformation, it shows that further reduction is not possible, so other avenues must be considered, such as clique formation [18–22] or randomized Trotterization [24–26] or some other method which maps the Hamiltonian to Pauli operators.

Our primary result is then the following Theorem, which we will prove following auxiliary Lemmas and associated Definitions for these Lemmas.

Theorem 8. Given a collection of Pauli operators with associated weights on \( n \) registers, equivalent Pauli operators with the same \( \phi \)-rank can be efficiently determined which obtain the minimal number of registers needed.

In order to reduce this problem, we may consider just a basis subset from the collection of Pauli operators \( \mathcal{P} \):

Lemma 9. It suffices to find generators for the smallest subgroup that contains all of the given Pauli operators, \( \mathcal{P} \).

Proof. Let \( \mathcal{P} \subseteq S \) and \( s \) be a set of generators for \( S \) such that \( s \subseteq \mathcal{P} \). Since the homomorphism \( \phi \) carries composition as addition and the symplectic product is linear in the \( \phi \) representations for Pauli operators, the elements of \( \mathcal{P} \) that are not in \( s \) can be generated from composition combinations of elements in \( s \). Thus to fully specify \( \mathcal{P} \), \( s \) suffices—the weights associated with each operator must be tracked separately; however, these determine the full set of commutation relations that the collection of Pauli operators must satisfy.

Remark 10. This result holds for a collection of supplementary Pauli operators, \( \mathcal{P}^\cup \).

Note that since we wish to also satisfy the commutation relations also for compositions of the generators, we require \( \text{rank}_\phi(\mathcal{P}) = \text{rank}_\phi(\mathcal{P}^\cup) \).

Definition 11. The commutation matrix for a collection of Pauli operators \( \mathcal{P} \), \( M(\mathcal{P}) \), has entries \( [M(\mathcal{P})]_{ij} = \phi(P_i) \otimes \phi(P_j) \) for basis members of \( \mathcal{P} \).

From Remark 7 we know that \( M(\mathcal{P}) = M(\mathcal{P}^\cup) \).

Lemma 12. The commutator matrix’s rank for a collection of Paulis \( \mathcal{P} \), \( \text{rank}(M(\mathcal{P})) \), is invariant under the choice of basis elements.

Proof. Let us take some note on how composing generators alters the commutator matrix \( M \). The composition of generator \( i \) onto generator \( j \), written as \( i \circ j \), results in the simultaneous addition of row \( i \) in \( M \) to row \( j \), as well as the addition of column \( i \) to column \( j \) in \( M \). This is evident from the homomorphism rule of composition.
being equivalent to addition of vectors as well as addition in the commutators.

Generally, the simultaneous addition row and column \( i \) to \( j \) is equal to the row addition, then the column addition, then the addition of \( [M]_{ij} \) to \( [M]_{ji} \). These commutativity matrices are anti-symmetric (including the qudit case) and have diagonals that are all zero, as each operator trivially commutes with itself, which ensures that the recipient diagonal entry is left as zero. Then for these matrices the simultaneous addition of rows and columns is equal to row addition followed by column addition. These are elementary matrix operations so they will preserve the rank.

\[ \square \]

III. DETERMINING A VALID SET OF MINIMAL REGISTER OPERATORS

As the commutation relations between a collection of Pauli operators determines how the members of this weighted collection interact with each other, finding any collection of Pauli operators which satisfy the same commutation relations will perform the same operations as the original collection. This means that by processing the collection of Paulis before running the experiment we may reduce the number of registers needed in the experiment, then upon completing said experiment covert the results back in terms of the original operators and in turn the original Hamiltonian. Alternatively, it states that one can use whichever method one desires to determine a collection of Pauli operators which satisfy the commutativity requirements then apply this method to compress those operators into ones which utilize the fewest qubits.

In a prior work it was found that the size of the minimal-memory encoder for a quantum convolutional code \( S \) was given by \( \text{dim}(M(S)) - \frac{1}{2} \text{rank}(M(S)) \) [26, 16], which is equivalent to the number of registers needed in our supplementary Paulis. This formula can be derived by breaking the commutation matrix into its isotropic portion (similar to a null space) and symplectic portions (a direct sum of rank 2 matrices). While this formula provided the number of qubits needed, it did not provide any method for obtaining the memory operators themselves. Algorithm 1 from [16] provides a procedure for shortening the size of the memory operators, effectively removing any additional memory operators needed that may have been included due to composition of delayed generators, however that is not relevant in this work. While a useful tool, these results do not provide a methodology for generating a set of valid memory operators. The following Lemma provides such a constructive method, which is of particular use here. We will use this Lemma in the proof of Theorem 8.

**Lemma 13.** There is a deterministic, efficient procedure for determining a valid set of supplementary Pauli operators \( P^1 \) using the minimal number of registers for a given collection of Pauli operators \( P \) with commutation matrix \( M \).

**Proof.** Let \( \text{dim}(M) = d \). From Lemma 12 the composition of generators is equivalent to conjugation by elementary row additions. Upon composing generators we also retain the anti-symmetric nature of \( M \). Begin with the first nonzero column in \( M \) and add rows such that this column is given by \( 0100 \ldots \). The first row will also be in this form. Repeat this procedure now with the second column, which will have a nonzero first entry. Continue in this way, performing Gaussian elimination, until the matrix is, up to permutations, given by:

\[
\tilde{D} := \left( \sum_{i=0}^{\text{dim}(M) - \text{rank}(M)} [0] \right) \oplus \left( \sum_{i=0}^{\lfloor \frac{1}{2} \text{rank}(M) \rfloor} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \right).
\]

(5)

Let \( L^{-1} \) be the set of elementary operations performed to transform \( M \) to \( \tilde{D} \) so that \( M = L\tilde{D}L^T \). A set of Pauli operators with commutativity matrix \( \tilde{D} \) is given by \( \{Z_i\}_{i=1}^{\text{dim}(M) - \frac{1}{2} \text{rank}(M)} \) and \( \{X_i, Z_i\}_{i=\text{dim}(M) - \frac{1}{2} \text{rank}(M)+1} \). To recover a set of Paulis satisfying \( M \) with the minimal number of registers, \( P^{1} \), we may simply compose these aforementioned generators' \( \phi \) representations with \( L \).

Putting together the auxiliary results from the prior section and Lemma 13 we have proven Theorem 8.

**Corollary 14.** This result holds for qudits as well.

Note that this Lemma in essence re-proves the result from [13, 17] in a modified language, circumventing the need to appeal to symplectic vector spaces and the Symplectic Graham-Schmidt Orthogonalization Procedure (SGSOP), instead working with nearly standard Gaussian elimination. This also means that this is likely the computationally fastest routine that can exist for determining the \( P^{1} \) as well as the equivalent problems of finding the priory shared entanglement in EAQECC and the memory operators in quantum convolutional codes. Additionally this proof provides a methodology for determining a satisfying set of Pauli operators, a piece that was lacking in prior works, as the reduction occurs through repeated row additions (compositions of the generators to be found) but does not require any Clifford operations.

To close this section we provide an example illustrating this result:

**Example 15.** We will take:

\[
P = \{ZYZZXZXYXI, IXYYZIYYY, IYXIIXYZZY, YZZIXZZXYI, ZZZIYXYYZ, XZZIXIIXIZ, XXIYYIIYIX, IXIXIYYIYI\}.
\]

(6)

There are 8 operators on 10 qubits. From the \( \phi \) representation, we know that we will need between 4 and 8 registers (inclusive) since those are the minimal rank while using both the \( X \) and \( Z \) components of the representation.
and the maximal rank when only needing one component (all operators commute). For these Paulis the commutator matrix is given by:

\[
M(P) = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0
\end{bmatrix}
\] (7)

This matrix has (binary) rank 6, which from our formula says that we should need exactly 5 registers to represent this set of commutation relations.

We perform the following operations to put the matrix into our pseudodiagonal form: add 5 to 4, then add 4 to 7, then add 7 to 6, then add 5 to 6, then add 8 to 2, then add 6 to 1, then add 6 to 2:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\] (8)

This matrix is now in the reduced form and can be satisfied by \(\{Z_1, Z_2, X_3, Z_3, X_4, Z_4, X_5, Z_5\}\). Then matrix \(L\) which we conjugated by to obtain this form is given by the inverse of the product of these elementary row additions, providing:

\[
L = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\] (9)

This satisfies \(M(P) = LDL^T\), so then a minimal register collection of Pauli operators can be given by:

\[
P_{\text{opt}} = \{Z_1Z_4, Z_2Z_4Z_5, X_3, Z_3X_4, X_4Y_5, Z_3X_5, Z_5\}
\] (10)

These Pauli operators on 5 registers, with weight at most 3, satisfy the same commutation matrix \(M\) for \(P\), so these form a minimal register set of equivalent Pauli operators.

IV. CONCLUSION

Pauli operators form the most fundamental building blocks in quantum computations, error-correction, and algorithms. In this work we have couched the discussion of the possible uses of this result in terms of near-term algorithms, however, it can be of rather general use, since knowing the minimal number of registers to represent a collection of commutation relations could be useful for a variety of settings. This work poses the question of what the minimal number of registers needed to represent a particular commutation relation is, then proceeds to solve this problem. This work proves an optimal register compression algorithm for a given set of commutation relations. In particular, this work imports a central idea from entanglement-assisted quantum error-correction and quantum convolutional codes into the broader framework of Pauli operators for any purpose. From the subset of examples considered thus far on small molecules, it seems that the Bravyi-Kitaev transformation achieves this optimal register usage [27][6]. Is this always true and if so, can this be proven? Another future direction to carry this work would be to see whether this method, with appropriate extra considerations, can be used to prove lower-bounds on the weights of Pauli operators needed in order to obtain a collection of commutation relations, and how close a deterministic procedure can get to this minimal weight. Another important avenue to consider would be how the results are impacted by connectivity constraints of a physical device.
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