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Abstract
The seven-equation model is a compressible multiphase formulation that allows for phasic velocity and pressure disequilibrium. These equations are solved using a diffused interface method that models resolved multiphase flows. Novel extensions are proposed for including the effects of surface tension, viscosity, multi-species, and reactions. The allowed non-equilibrium of pressure in the seven-equation model provides numerical stability in strong shocks and allows for arbitrary and independent equations of states. A discrete equations method (DEM) models the fluxes. We show that even though stiff pressure- and velocity-relaxation solvers have been used, they are not needed for the DEM because the non-conservative fluxes are accurately modeled. An interface compression scheme controls the numerical diffusion of the interface, and its effects on the solution are discussed. Test cases are used to validate the computational method and demonstrate its applicability. They include multiphase shock tubes, shock propagation through a material interface, a surface-tension-driven oscillating droplet, an accelerating droplet in a viscous medium, and shock–detonation interacting with a deforming droplet. Simulation results are compared against exact solutions and experiments when possible.

1. Introduction
Multiphase flows are characterized by more than one phase, each with its own material properties. Such flows are encountered in many situations, including liquid fuel-powered devices \cite{1,2}, solid explosives \cite{3}, pharmaceutical sprays \cite{4}, and more. The design and engineering of these applications require computational modeling. From this perspective, there are two sets of methods: resolved approaches where the multiphase entities (MPE) are fully-resolved on the computational grid \cite{5,6}, and dispersed approaches where the MPEs are unresolved on the grid and instead treated as point particles \cite{7–10}.

This work focuses on resolved multiphase flow modeling, which can be further segmented into sharp- or diffused-interface methods (SIM or DIM). The SIM naturally represents materials as infinitely sharp \cite{11,12}. Specialized techniques are used to advect the interface, including the level-set method (LS) \cite{11}, the volume of fluid approach (VOF) \cite{13}, and the coupled LS–VOF method (CLSVOF) \cite{14}. Example methods for handling jumps at the interface
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are continuum surface forces (CSF) [15] and ghost fluid methods (GFM) [16]. SIM are particularly attractive for their ease in specifying jump conditions and efficient interface tracking. However, they have historically been limited by low-speed flows, low density–viscosity ratios [17], and mass-conservation errors [11]. We note that some of these drawbacks are changing via bespoke methods [18–20].

Diffused interface methods (DIM) are hallmarked by the Baer–Nunziato (BN) “seven-equation” formulation of a compressible and mixture conservative flow [6, 21]. The equations follow from an averaging procedure to the phasic governing flow equations. The derived partial differential equation (PDE) solves for phasic volume fractions and phase-averaged quantities. This formulation evolves the conserved quantities on the grid, usually via numerical methods that allow for sharp gradients [22, 23]. As a result, the interface naturally diffuses across multiple grid cells due to numerical diffusion [6]. Besides their conservation properties, DIMs also allow for the creation or destruction of interfaces, common during supercavitation and flashing [24–27].

The first numerical method for a single-component inviscid seven-equation model was developed by Saurel and Abgrall [28]. They used a two-step approach, where the two-phase equations were first solved using a hyperbolic solver, followed by a relaxation step to handle phase disequilibrium. After this initial effort, reduced forms of the Baer–Nunziato equations were developed to relieve the otherwise stiff pressure- and velocity-relaxation procedures. These methods are broadly used today. For example, Kapila et al. [29] developed a reduced five-equation model with single velocity and pressure, and its use has been widespread [30–34]. This is partly due to the simplicity of including additional physical phenomena like surface tension [35], mass-transfer [27], viscous effects [36], flashing [37], multiple components [38], and cavitation [39].

The drawback to the five-equation approach is that a single-pressure requires establishing a mixture EOS with a non-monotonic sound speed [40]. This results in numerical instability near strong shocks, difficulty maintaining volume fraction-positivity, and inaccurate wave transmission through the interface [41]. The five-equation model by Allaire et al. [30] is relatively robust, but it cannot model the creation and destruction of the interface due to the absence of a volume fraction source term. A six-equation model was developed to resolve this, which used a single velocity but phase-independent pressures [41]. Extensions of this work include phase-change effects [42–45], viscous effects [46], and arbitrary numbers of components [38, 47].

Herein, we use the more extensive seven-equation model. The seven-equation model maintains phase-independent pressures so that it can represent with strong shocks and large density ratios: \( \rho^{(2)}/\rho^{(1)}, p^{(2)}/p^{(1)} \gg 1 \). There is no need to formulate a mixture EOS, so one can use phase-independent, arbitrary EOSs. It also retains phase-independent velocities, which allows representation of dispersed unresolved MPEs [8]. Considering this, the various features of SIM and DIM variants are summarized in Table 1.

After the initial development of the seven-equation model by Saurel and Abgrall [28], there have been relatively limited extensions and application use-cases [42, 48, 51]. This appears to be due to the complexity of formulating an efficient numerical method. In this work, we take a step towards addressing this problem. We start with the baseline numerical approach of Abgrall and Saurel [48] and provide novel extensions to develop a robust computational method for the seven-equation model that can handle strong shocks, arbitrary EOS, viscous effects, surface tension, multiple
species, and reactions [52].

Novel contributions of this work:

- Various numerical methods have been developed for solving the BN PDE [28, 48–51]. Still, the discrete equations method (DEM) [48] accurately models non-conservative terms at the interface. For 1D Riemann problems, DEM relieves the need to use a stiff pressure–velocity relaxation solver for pure fluid interfaces [48]. This effect is further studied in this work for more complex problems.

- Surface tension is required for modeling droplet breakup and deformation. Past works included it in the five-equation model [35] and a path-conservative framework for the seven-equation model [51] via source terms. We include it within the DEM approach via appropriate modifications to the Riemann solver.

- Viscous effects are necessary for applications such as drag computation of a deforming droplet or droplets interacting with turbulence. These have been previously considered in the DEM framework [36] for the five-equation model. This work extends it to the seven-equation model.

- The developed computational framework can deal with arbitrary and phase-independent EOS due to the pressure non-equilibrium, and this is demonstrated by using calorically perfect gas (CPG), thermally perfect gas (TPG), stiffened gas (SG), and Mie–Grüneisen (MG) EOS.

- Being able to handle multi-species mixtures for reactive flows, e.g., droplets in a detonation wave [53]. Each phase in this model includes an arbitrary number of species and reactions.

- The DIM interface can numerically diffuse across multiple cells. Considering this, an interface compression scheme, initially developed for the five-equation model [54] is modified to be used with the seven-equation model.

Herein, Section 2 describes the seven-equation mathematical model, Section 3 formulates the numerical method, and Section 4 shows verification and validation cases.

2. Mathematical Formulation

2.1. Fine-grained description

We start from a fine-grained description of a multiphase flow before BN averaging. An indicator function for phase \( \kappa = 1, 2 \) is defined as \( I(\kappa, t) \), which is 1 if the location \( x_i \) is in phase \( \kappa \) at time \( t \), and 0 otherwise. An evolution equation for \( I^\kappa \) is

\[
\frac{\partial I^\kappa}{\partial t} + u'_i \frac{\partial I^\kappa}{\partial x_i} = 0 \quad (i = 1, 2, 3),
\]

where \( u'_i \) is the interface velocity. The single-phase Navier–Stokes equations accompany these for each phase as

\[
\frac{\partial U}{\partial t} + \frac{\partial F_{\text{inv}}}{\partial x_i} + \frac{\partial F_{\text{visc}}}{\partial x_i} = S_{\kappa} \quad (i = 1, 2, 3),
\]
where,

\[
U = \begin{pmatrix}
1, \\
\rho, \\
\rho u_i, \\
\rho E, \\
\rho Y_m
\end{pmatrix}, \quad F_{i,\text{inv}} = \begin{pmatrix}
0, \\
0, \\
0, \\
0, \\
\rho Y_m u_i
\end{pmatrix}, \quad F_{i,\text{visc}} = \begin{pmatrix}
0, \\
0, \\
0, \\
0, \\
\rho Y_m v_{im}
\end{pmatrix}.
\] (2.3)

where \(U, F_{i,\text{inv}}, \) and \(F_{i,\text{visc}}\) are solution variables, inviscid fluxes and viscous fluxes, respectively. The total flux is \(F_i = F_{i,\text{inv}} + F_{i,\text{visc}}\), and \(\rho, u_i, (j = 1, 2, 3), p, \) and \(Y_{m}, (m = 1, \ldots, N_{s,s})\) represent density, velocity, pressure, and mass-fractions for \(m^{th}\) species, respectively. Note that \(U(0) = 1\) is redundant but corresponds to a volume fraction evolution equation after the averaging operation. We will show this later. The number of species that are tracked, \(N_s\), can be different for different phases.

The total energy \(E\) is related to the internal energy \(e = h_{0,\text{mix}} + C_{v,\text{mix}} T\) as \(E = e + 1/2 \ u_i u_i\), where \(C_{v,\text{mix}}\) is the mixture constant volume heat capacity and \(h_{0,\text{mix}}\) is the mixture enthalpy of formation per mass. Pressure \(p\) is computed as \(P^e(\rho, e, Y_m)\) via an EOS. (EOS) The mixture formation enthalpy per mass is computed as \(h_{0,\text{mix}} = \sum_{m=1}^{N_s} h_{0,m}^e Y_m\) with \(h_{0,m}^e\) being the formation enthalpy per mass of \(m^{th}\) species. The mixture heat capacities are computed as

\[
C_{v,\text{mix}} = \sum_{m=1}^{N_s} C_{v,m}^e Y_m \quad \text{and} \quad C_{p,\text{mix}} = \sum_{m=1}^{N_s} C_{p,m}^e Y_m.
\] (2.4)

The mixture specific enthalpy is \(h_{\text{mix}} = h_{0,\text{mix}} + C_{p,\text{mix}} T\). The species-specific heat capacities are \(C_{p,m}\) and \(C_{v,m}\), and they can be curve-fits of the local temperature if needed. Both phases have independent EOS that determine \(P^e\) and thermodynamic properties \(h_{0,m}^e, C_{p,m}^e, C_{v,m}^e\).
The viscous stress term $\tau_{ij}$ is computed from the shear stress tensor

$$
\mathbf{T}^\kappa(u_i) = \mu^\kappa \frac{\partial u_i}{\partial x_j} - \frac{2}{3} \mu^\kappa \delta_{ij} \frac{\partial u_k}{\partial x_k}.
$$

(2.5)

The heat flux is modeled as

$$
q_i = \lambda^\kappa \frac{\partial T}{\partial x_i} + \sum_{m=1}^{N_s} h_m^\kappa Y_m v_{im}
$$

(2.6)

where $v_{im}$ are species diffusive velocities, and $\mu^\kappa$ and $\lambda^\kappa$ are viscosity and thermal conductivity. Similar to the thermodynamic properties, the transport properties $T^\kappa$, $\mu^\kappa$, $\lambda^\kappa$, and species diffusivities are independent of the phases. The same form of the shear stress tensor $T^\kappa$ is used for both the phases (corresponding to a Newtonian fluid). However, a different form can also be used, for example, to model a solid material.

The source terms $S$ are $\begin{pmatrix} 0, 0, g_i, g_iu_i, \dot{\omega}_m \end{pmatrix}$, where $g_i$ represents gravity and $\dot{\omega}_m$ are the chemical reaction rates. We do not consider gravity hereon but include it for completeness. In the presence of chemical reactions, we also have the relations

$$
\sum_m \dot{\omega}_m = 0 \quad \text{and} \quad \sum_m Y_m v_{mi} = 0.
$$

(2.7)

The kinetics that models the reaction rates $\dot{\omega}_m$ are also different and independent between the phases.

These equations are complemented by the jump conditions across the phases as

$$
\begin{pmatrix} F_i - u_i U \end{pmatrix} = J^U_i \quad (i = 1, 2, 3),
$$

(2.8)

where

$$
J^U_i = \begin{pmatrix} 0, & 0, & \sigma \beta n_i n_j, & \sigma \beta u_i, & 0 \end{pmatrix},
$$

(2.9)

and $[f]$ is the jump across the interface for any arbitrary field variable $f$, e.g., $f^{(2)} - f^{(1)}$. Here, since surface tension is considered, $n_i$ is the interface surface normal pointing from the liquid ($\kappa = 2$) to the gas ($\kappa = 1$) phase, and $\sigma$ and $\beta = \partial n_i / \partial x_i$ are the surface tension and the interface curvature, respectively. These jump conditions provide boundary conditions at the phase interfaces.

In the absence of any mass transfer across the phase interface and the presence of a thermal equilibrium due to heat transfer, these jump conditions transition into

$$
[u_i] = 0, \quad [p] = \sigma \beta - [\tau_{ij} n_i n_j], \quad [T] = 0.
$$

(2.10)
One would also maintain a Gibbs free energy equilibrium across the interface if mass transfer across the phase interface had been considered \[42, 44, 58\]. In the absence of mass-transfer the interface velocity \(u_i^I\) is \(u_i\) because \([u_i] = 0\).

### 2.2. Averaged equations

To derive the coarse-grained Baer–Nunziato formulation from the fine-grained description, an averaging operator \(\langle \cdot \rangle\) is applied. The coarse-grained quantities are defined as \(\bar{\alpha}^k = \langle \alpha^k \rangle\) (volume fraction) and \(\bar{f}^k = \langle f^k \rangle\) (phase-averaged quantities). Here the operator \(\cdot\) is spatial filtering as a result of the phase-averaging. However, since both the flow features and the interface are considered resolved in this work, \(\bar{f}^k\) is represented as \(f^e\) from here onward. The generalized seven-equation formulation is derived from Eq. (2.1) and Eq. (2.2), by applying \(\langle \cdot \rangle\) as

\[
\frac{\partial \bar{\alpha}^k u^k}{\partial t} + \frac{\partial \bar{\alpha}^k F^k_{\text{inv}}}{\partial x_i} + \frac{\partial \bar{\alpha}^k F^k_{\text{visc}}}{\partial x_i} = \left( F^k_{\text{inv}} - u_i^k u^k \right) \frac{\partial \bar{f}^k}{\partial x_i} \tag{2.11}
\]

Here, term I is the time-derivative of flow-field variables, terms II and III are conservative fluxes, terms IV and V are non-conservative terms that are active only at the multiphase interfaces, and they are responsible for interphase exchanges. Term VI is mass transfer across the phase boundary, and they are neglected here but will be a part of future work. Term VII are source terms.

Regardless of whether the size of the MPE is larger or smaller than the filter-size of the averaging operator \(\langle \cdot \rangle\) (implicitly same as the finite-volume grid), the same Eq. (2.11) can be used for modeling either dispersed or resolved multiphase flows. Numerical modeling of terms I, II, III, and VII is straightforward and they remain the same for either resolved or dispersed flows. IV and V are unclosed, and their modeling requires a specific focus. In the absence of mass transfer, these are typically modeled for the seven-equation model as \[28, 36, 42, 51\]

\[
(IV + V)^{(1)} = I^{(1)} + R_p^{(1)} + R_u^{(1)} + R_T^{(1)},
\]

\[
I^{(1)} = \begin{pmatrix}
-u_i^I \frac{\partial \bar{\alpha}^{(1)}}{\partial x_i}, \\
0, \\
((p^I - \sigma \beta \delta^{(1)}) \delta_{ij} + \tau_{ij}^{(1)} \frac{\partial \bar{\alpha}^{(1)}}{\partial x_i}), \\
((p^I - \sigma \beta \delta^{(1)}) u_i^I + \tau_{ij}^{(1)} u_i^I + q_i^{(1)} \frac{\partial \bar{\alpha}^{(1)}}{\partial x_i}), \\
0
\end{pmatrix},
\]

\[
R_p^{(1)} = \begin{pmatrix}
\theta^p \Delta p, \\
0, \\
0, \\
(p^I - \sigma \beta \delta^{(1)}) \theta^p \Delta p, \\
0
\end{pmatrix}, R_u^{(1)} = \begin{pmatrix}
0, \\
0, \\
\theta^u \Delta u_i, \\
0, \\
\theta^u \Delta u_i
\end{pmatrix}, R_T^{(1)} = \begin{pmatrix}
\frac{1}{\gamma} \theta^T \Delta T, \\
0, \\
0, \\
0, \\
\theta^T \Delta T
\end{pmatrix}
\]
where $\Delta p = p^{(1)} - p^{(2)} + \sigma \beta$, $\Delta u_i = u_i^{(1)} - u_i^{(2)}$, and $\Delta T = T^{(1)} - T^{(2)}$ are differences of pressure, velocity, and temperature between the phases. Furthermore, $p', u_i'$ (modeling discussed in [28]), $\tau_{ij}'$, $q_i'$ (modeling discussed in [36]), and $k'$ (modeling discussed in [42]) are interface-averaged terms within the filter $\langle \cdot \rangle$, and since they are unknown, they typically have to be modeled as listed in the references listed. For instance, $p', u_i'$ have been modeled in the past as $p^{(1)}$ and $u^{(2)}$ (with $\kappa = 1$ being the gas phase and $\kappa = 2$ as the liquid phase) for gas-liquid flows. In this work, however, the discrete equations method (DEM) is used [48], and its use circumvents the need for this modeling by solving Riemann problems at each discrete interface instead. A similar form as in Eq. (2.12) is also used for the phase (2), and it is not repeated here for brevity. As noted before, assuming that the phase (1) is a gas-phase the phase (2) is a liquid-phase, the surface tension force $\sigma \beta$ acts from the gas-phase towards the liquid-phase, and as a result, in Eq. (2.12), $\delta^{(1)} = 1$ for the gas-phase, whereas $\delta^{(2)} = 0$ for the liquid-phase [51].

The terms containing $\theta^p$, $\theta^u$, and $\theta^T$ are referred to as the relaxation terms for pressure, velocity, and temperature, respectively. The pressure relaxation results in volume exchange between the phases, the velocity relaxation results in interphase momentum exchanges, e.g., drag, and the temperature relaxation results in heat exchange between the phases. For resolved interfaces, these are typically modeled as $\theta^p, \theta^u, \theta^T, \theta^f \to \infty$, whereas, for dispersed phases, they are modeled using finite-time processes such as drag and heat transfer [28]. Enforcing this condition analytically would have resulted in a reduced five-/six-equation model [29, 41]. Past works [28, 42] had to use a stiff relaxation solver with the seven-equation model to enforce $\theta^p, \theta^u \to \infty$. However, the use of DEM circumvented this as it was shown for 1D canonical cases in [48]. This is further confirmed for more complex test cases in this work (Section 4 for more details).

### 2.3. Material properties

The governing equations are accompanied by an equation of state ($P^\kappa$) and material properties for each phase. For demonstration, stiffened gas (SG, includes parameters $p^{(0)}_\kappa$ and $\gamma^{(0)}$) [28], calorically perfect gas (CPG, has parameter $\gamma^\kappa$), thermally perfect gas (TPG, requires property curve-fits for individual species), and Mie–Grüneisen (MG, requires properties for individual species) [62] EOS are used in this work. These and the corresponding parameters are well-described in the available literature, and their forms are not repeated here for brevity. The corresponding parameters for various materials are described separately for each test as required in Section 4.

A Sutherland transport model is used for the gas-phase viscosity ($\mu^{(1)}$). The liquid- viscosity ($\mu^{(2)}$) and surface tension $\sigma$ are assumed to be constants, although it is possible to use curve-fits for those as well. The thermal conductivity $\lambda^\kappa$ is computed from the viscosity $\mu^\kappa$ using a constant Prandtl number ($Pr = 0.739$) as $\lambda^\kappa = C^\kappa_{p,m}^\kappa \mu^\kappa / Pr$. The species diffusion is modeled using a unity Lewis number ($Le$) assumption, with $Le^\kappa_m = \lambda^\kappa / \left( \mu^\kappa D_m^\kappa C^\kappa_{p,m} \right) = 1$. For the reactive simulations shown in this work, following previous work on hydrogen-air detonations [63], a 7-step, 6-species chemical mechanism [64] is used to model finite-rate kinetics.

### 3. Numerical Method

A three-dimensional finite-volume computational framework is used to solve Eq. (2.11). The equations are implemented in LESLIE, a parallel multi-physics solver, which has been used extensively in the past for multiphase reacting
flow simulations [8, 65, 66]. The numerical approach here primarily follows published literature [28, 36, 48, 51, 54], and every detail is not repeated for brevity. However, the following novel contributions are made, and details about them are provided in the following sections.

- Implementation of the DEM [48] for multi-block structured curvilinear grids.
- Modification in HLLC [67] Riemann solver within the DEM to include surface tension.
- Extension of viscous effects within the DEM [36] for multiple dimensions.
- Improved robustness of the stiff relaxation solver [28] for dealing with arbitrary EOS.
- Application of an interface compression scheme [54] for the seven-equation model.

3.1. Baseline approach

A multi-block structured grid is used, wherein \( C_{ijk} \) is a computational cell with \( i, j, \) and \( k \) as the indices in the three curvilinear directions. The corresponding cell volume is denoted as \( V_{ijk} \), and \( S_{i,j,k} \) is used to indicate the cell faces. Note that these \( i, j, \) and \( k \) are different from the \( i, j, k \) that we used in Section 2 for the Einstein notation. Let \( (\xi, \eta, \zeta) \) are the computational directions of increasing \( i, j \) and \( k \), and \( \partial \xi / \partial x_i, \partial \eta / \partial x_j, \partial \zeta / \partial x_k \) are the corresponding grid metrics. Quantities computed at the face-centers are denoted with sub-scripts \( i \).

A volume-integrated form of Eq. (2.11) is numerically solved on this grid. The cell-centered quantity to be updated \( dQ \) or \( d(\alpha^e U^e) \) has contributions due to various terms in Eq. (2.11) and they are denoted using subscripts as \( dQ_{ii}, dQ_{i,ii}, \) etc.

The computation is advanced in time using an explicit two-stage MacCormack approach. The time-step \( \Delta t \) is dynamically computed considering convective, acoustic, and diffusive propagation speeds of both the phases as

\[
\Delta t = \min \min \left( \Delta t_{i,j,k}^{(1)}, \Delta t_{i,j,k}^{(2)} \right)
\]

where, \( S_{i,j,k} \) are face area and \( v_{i,j,k}^e = \sum_{l=1}^3 u_{i,j,k}^e n_{i,j,k} \) is the normal velocity on the \( l \)th face of the cell \( C_{ijk} \). The averaged face area for cell \( C_{ijk} \) is given by \( \bar{S}_{i,j,k} = \frac{1}{6} \sum_{l=1}^6 S_{i,j,k} \), and \( \gamma^e, v^e = \mu^e / \rho^e \), and \( Pr^e \) are the heat capacity, the kinematic viscosity and the Prandtl number, respectively. The \( CFL \) is chosen as 0.5 for stability.

3.2. Inviscid fluxes

In the finite-volume scheme, the inviscid increments due to the terms \( II \) and \( IV \) in Eq. (2.11) are provided as

\[
d(\alpha^e U^e)_{ij,k,II/IV} = d(\alpha^e U^e)^i_{ij,k,II/IV} + d(\alpha^e U^e)^j_{ij,k,II/IV} + d(\alpha^e U^e)^k_{ij,k,II/IV},
\]
where the superscripts $i, j, k$ denote contributions from each direction. The fluxes in each direction are then computed using the DEM. Their computation is illustrated here only for the $i$-direction, but the same forms are used in the other directions as well.

### 3.2.1. Discrete equations method (DEM)

Instead of directly solving for the conservative and the non-conservative terms, DEM divides the problem into three Riemann problems at each cell-face. A schematic for this is shown in Fig. 1(a), where the three Riemann problems at each face are shown corresponding to three possibilities of the two-phase boundaries, i.e., (1)–(1) (R1), (1)–(2) (R2) and (2)–(2) (R3). Note that piece-wise constant fields are shown in each cell here for illustration. However, we go up to second-order accuracy with piece-wise linear fields for the numerical method implemented. On each face, left- and right-interpolations are handled using a first/second-order MUSCL approach [23], and the interpolated values are denoted with subscripts $i + 1/2, l, i + 1/2, r$, etc.

### 3.2.2. Riemann solution

Solutions to the Riemann sub-problems (1)–(1), (1)–(2), and (2)–(2) are now needed. An HLLC approximate Riemann solver [67] has been used traditionally [28, 48]. However, modifications to it are required, including the surface tension. Note that for a (1)–(2) Riemann problem, a discontinuity in pressure would be maintained across the contact surface such as $p^{(2)} - p^{(1)} = p^\sigma$, whereas, the solution should stay unaffected for (1)–(1) or (2)–(2) problems. A typical 1D Riemann problem is depicted in Fig. 1(b) which could be either of the three sub-problems R1, R2, or R3.
Riemann solver \[67\], and these waves travel with the speeds \( c^L \) and \( c^R \), respectively. These are the acoustic propagation speeds corresponding to the state vectors \( \mathbf{U}^L \) and \( \mathbf{U}^R \), respectively. Considering this, we have the following relations across these jumps.

\[
\mathcal{F}^K - \mathcal{F} = c^K(\mathbf{U}^K - \mathbf{U}^L), \quad K \in \{L, R\}, \\
\mathcal{F}^R - \mathcal{F}^L + \mathcal{F}^\sigma = c^*(\mathbf{U}^R - \mathbf{U}^L).
\]  

(3.3)

where \( \mathcal{F} = (0, \rho v_n, \rho u_i v_n + p n_i, \rho E v_n + p v_n, \rho Y_m v_n) \) is the flux vector, and that is defined for each state in the Riemann problem. As noted before, \( v_n = \sum_{i=1}^3 u_i n_i \) is the velocity normal to the corresponding cell-face. The term \( \mathcal{F}^\sigma = (0, 0, p^\sigma n_i, p^\sigma c^*, 0) \) is the flux due to the surface tension at the interface boundary (at the contact wave in this case).

The pressures and the normal velocities across the interface (contact wave) are related as \( p^L = p^R + p^\sigma \), \( v^L_n = v^R_n \), where, \( p^\sigma = n^{LR} \sigma \beta \) is the pressure jump across the interface due to the surface tension. The normal vector \( n^{LR} \) is 1 if the left phase is the liquid phase and the right phase is the gas phase, i.e., (2)–(1), \(-1\) if the left phase is the gas phase and the right phase is the liquid-phase, i.e., (1)–(2), and 0 if the phases on both the side of the interface are the same, i.e., (1)–(1) or (2)–(2). Combining these equations and following the derivation in Toro \[67\] with these additional modifications due to the surface tension force, the speed of the contact wave and the intermediate states are given as

\[
c^*(\mathbf{U}^L, \mathbf{U}^R) = \frac{p^R - p^L + p^\sigma + p^L v_n^L (c^L - v_n^L) - p^R v_n^R (c^R - v_n^R)}{\rho^L (c^L - v_n^L) - \rho^R (c^R - v_n^R)}, \quad \mathcal{F}^* = \rho^K \left( c^K - v_n^K \right) - \rho^K \left( c^K - c^* \right)
\]  

(3.4)

\[
\mathbf{U}^K^* (\mathbf{U}^L, \mathbf{U}^R) = \begin{cases} 
1, \\
\mathcal{F}^*, \\
\mathcal{F}^* \left( u^K + (c^* - v_n^K) n_i \right), \\
\mathcal{F}^* E^K + \mathcal{F}^* \left( c^* - v_n^K \right) \left( c^* + \frac{p^K}{\rho^K (c^* - v_n^K)} \right), \\
\mathcal{F}^* Y_m^K
\end{cases}
\]

(3.5)
Once the intermediate states are known, the conservative Riemann flux at the cell face is computed as

\[
F_{\text{inv}}^{\text{cons}}(U^L, U^R) = \begin{cases} 
F(U^L) & \text{if } 0 \leq c^L \\
F(U^C) & \text{if } c^L \leq 0 \leq c^* \\
F(U^R) & \text{if } c^* \leq 0 \leq c^R \\
F(U^R) & \text{if } c^R \leq 0
\end{cases}
\] (3.6)

Note that the conventional single-phase Riemann solution is recovered by letting \( p^* = 0 \).

### 3.2.3. Inviscid conservative flux (Terms II)

Based on the Riemann solutions that are constructed for the sub-problems (1)–(1), (1)–(2), and (2)–(2), we can now compute the inviscid conservative fluxes. To illustrate this process with DEM, a schematic is shown in Fig. 1(b). For this example, during the Riemann problem evolution, the interface that was initially at \( i + 1/2 \) has now moved within the cell on the right based on the speed of the contact wave \( c^* \). \( F_{\text{inv}}^{\text{cons}} \) are the conservative fluxes for the Riemann problems (1)–(1), (1)–(2), and (2)–(2) that act at the \( i + 1/2 \) cell-face.

Considering the solutions from the three Riemann problems, the averaged \( i \)-directional conservative inviscid flux (term II in Eq. (2.11)) at face \( i + 1/2 \) for phase (1) are given using the DEM as

\[
\left\langle f^{(1)}(F_{\text{inv}}^{(1)}) \right\rangle_{i+1/2} = \min \left( a_{i+1/2,j}^{(1)}, a_{i+1/2,j}'^{(1)} \right) F_{\text{inv}}^{\text{cons}} \left( U_{i+1/2}^{(1)} \right)^{\text{U}} \left( U_{i+1/2}^{(1)} \right)^{\text{U}} \\
+ \max \left( a_{i+1/2,j}^{(1)} - a_{i+1/2,j}'^{(1)}, 0 \right) \left( g_{i+1/2}^{(1,2)} \right)^{\text{F}} F_{\text{inv}}^{\text{cons}} \left( U_{i+1/2}^{(1)} \right)^{\text{L}} \left( U_{i+1/2}^{(2)} \right)^{\text{L}} \\
+ \max \left( a_{i+1/2,j}^{(2)} - a_{i+1/2,j}'^{(2)}, 0 \right) \left( -g_{i+1/2}^{(1,2)} \right)^{\text{F}} F_{\text{inv}}^{\text{cons}} \left( U_{i+1/2}^{(2)} \right)^{\text{R}} \left( U_{i+1/2}^{(1)} \right)^{\text{R}},
\] (3.7)

where \( F_{\text{inv}}^{\text{cons}} \) are the fluxes based on the Riemann solutions as discussed earlier, and their coefficients are the probabilities of encountering a gas-gas, a liquid-liquid, a gas-liquid, or a liquid-gas interface on a fine-grained discrete level. Further details and justifications are provided in the original DEM work [48], and they are not repeated here for brevity. Coefficients \( g_{i+1/2}^{(p,q)} \) are computed as sign \( \left( c^* \left( U_{i+1/2}^{p} U_{i+1/2}^{q} \right) \right) \), and \( (\beta)^+ = \max (\beta, 0) \).

After computing the fluxes, the increment \( d(\alpha^* U^*) \) due to the \( i \)-directional conservative inviscid flux (term II in Eq. (2.11)) is computed as

\[
Vd(\alpha^* U^*)_{i,j,k} = S_{i+1/2,j} \left\langle F_{\text{inv}} \left( F_{\text{inv}}^{\text{cons}} \right) \right\rangle_{i+1/2,j} - S_{i+1/2,j} \left\langle F_{\text{inv}} \left( F_{\text{inv}}^{\text{cons}} \right) \right\rangle_{i-1/2,j}. \quad (3.8)
\]

### 3.2.4. Inviscid non-conservative flux (Terms IV)

The non-conservative fluxes are referred to as the ones that act at a \( (1)-(2) \) interface (contact) but within a finite-volume cell once the multiphase interface has moved into it, e.g., the flux \( F_{i,j,k}^{\text{lag}} \) acting on the interface that has moved into the cell \( i + 1 \) in Fig. (1(b)). The subscripts \( L/R \) correspond to whether the flux is acting on the material on the left or right side of the interface. Following [48], second-order \( i \)-directional update for phase (1) due to the inviscid
non-conservative flux (term IV in Eq. (2.11)) is given as

\[ V d \left( a^{(1)} U^{(1)} \right)_{i,j,k} = \max \left( a_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(1)} - a_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(1)}, 0 \right) \left( -\beta^{(2,1)}_{i+\frac{1}{2}} \right) + F_{\text{Lag}}^{\text{inv}}(U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(1)}, U_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(1)}) S_{i+\frac{1}{2}} 
- \max \left( a_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(2)} - a_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(2)}, 0 \right) \left( -\beta^{(2,1)}_{i+\frac{1}{2}} \right) + F_{\text{Lag}}^{\text{inv}}(U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(2)}, U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(1)}) S_{i+\frac{1}{2}} 
+ \max \left( a_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(1)} - a_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(1)}, 0 \right) \left( \beta^{(1,2)}_{i-\frac{1}{2}} \right) + F_{\text{Lag}}^{\text{inv}}(U_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(1)}, U_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(2)}) S_{i-\frac{1}{2}} 
- \max \left( a_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(2)} - a_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(2)}, 0 \right) \left( \beta^{(1,2)}_{i-\frac{1}{2}} \right) + F_{\text{Lag}}^{\text{inv}}(U_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(2)}, U_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(1)}) S_{i-\frac{1}{2}} 
+ \max \left( a_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(1)} - a_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(1)}, 0 \right) \left( \beta^{(1,2)}_{i+\frac{1}{2}} \right) + F_{\text{Lag}}^{\text{inv}}(U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(1)}, U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(2)}) S_{i+\frac{1}{2}} 
+ \max \left( a_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(2)} - a_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(2)}, 0 \right) \left( \beta^{(1,2)}_{i-\frac{1}{2}} \right) + F_{\text{Lag}}^{\text{inv}}(U_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(2)}, U_{i-\frac{1}{2},j-\frac{1}{2},k-\frac{1}{2}}^{(1)}) S_{i-\frac{1}{2}} \right) \right) 
+ \left( N_{\text{int}} \right) \left( F_{\text{Lag}}^{\text{inv}}(U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(2)}, U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(1)}) - F_{\text{Lag}}^{\text{inv}}(U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(1)}, U_{i+\frac{1}{2},j+\frac{1}{2},k+\frac{1}{2}}^{(2)}) \right) \left( \frac{1}{2} \right) \left( S_{i+\frac{1}{2}} + S_{i-\frac{1}{2}} \right) . \tag{3.9} \]

where \( F_{\text{Lag}}^{\text{inv}}(U^{L}, U^{R}) \) are fluxes between the phases at the interface, and they are computed as part of the previously defined (1)-(2) Riemann solution as

\[ F_{\text{Lag}}^{\text{inv}}(U^{L}, U^{R}) = F(U^{L}) - c^{\alpha} \left( U^{L}, U^{R} \right) U^{L}, \quad F_{\text{R}}^{\text{lag}}(U^{L}, U^{R}) = F(U^{R}) - c^{\alpha} \left( U^{L}, U^{R} \right) U^{R}. \tag{3.10} \]

Note that based on the approximate Riemann solution derived earlier, we have \( F_{\text{Lag}}^{\text{lag}} - F_{\text{R}}^{\text{lag}} = F^{\sigma} \) for flows with surface tension.

The first two terms in Eq. (3.9) correspond to the non-conservative fluxes that act within the cell \( i \) as a result of a multiphase interface that would have entered through the cell-face \( i + 1/2 \). The following two terms correspond to an interface that would have entered through the cell-face \( i - 1/2 \). The subsequent two terms are for second-order accuracy when piecewise linear interpolations are used within a cell. In the last term, \( \langle N_{\text{int}} \rangle \) is the average number of internal interfaces within the cell, and this term was related to the relaxation processes within a cell, which would lead to local equilibrium. For resolved interfaces, this could be modeled via the stiff relaxation solvers as described later in Section 3.5. The reader can find more details about the DEM elsewhere [48], and they are not repeated here for brevity.

3.3. Viscous fluxes

Terms III and V in Eq. (2.11) are the viscous conservative and non-conservative updates. Abgrall and Rodio [36] extended the original DEM framework [48] for viscous fluxes. However, they only did this for 1D flows, and here it is also used for 2D/3D. The viscous updates \( d (\alpha U^{\kappa})_{jk,III} \) and \( d (\alpha U^{\kappa})_{jk,V} \) follow the same formula as Eq. (3.2) for their directional contributions from \( i/j/k \). The flux computations are described here only for the \( i \)-direction, but the other directions use a similar form.

3.3.1. Single-phase viscous fluxes

A Riemann problem is inherently defined for 1D inviscid flows, and therefore, it is not possible to completely replicate the inviscid computations shown earlier for the viscous terms. The computation of single-phase viscous fluxes
$F_{\kappa,\text{visc}}^\kappa$ is discussed first in this section, and their compilation into the two-phase conservative and non-conservative terms is described in the following sections.

Centered differencing and centered averaging are used for computing the terms $\partial_x f_{i+1/2,jk}$, $f_{i+1/2,jk}$, etc. The physical derivatives $\partial_x f_i$, e.g., $\partial_x u_i$, $\partial_x T$, etc., are obtained from the computational derivatives as

$$
\frac{\partial f}{\partial x} = \frac{\partial f}{\partial \zeta} \frac{\partial \zeta}{\partial x} + \frac{\partial f}{\partial \eta} \frac{\partial \eta}{\partial x} + \frac{\partial f}{\partial \xi} \frac{\partial \xi}{\partial x},
$$

where $\partial_x f_i$ are computed from the flow-variables as

$$
\frac{\partial f}{\partial \zeta} \bigg|_{i+\frac{1}{2},jk} = f_{i+1,jk} - f_{i,jk},
\frac{\partial f}{\partial \eta} \bigg|_{i+\frac{1}{2},jk} = \frac{1}{2} (f_{i+1,j+1,k} - f_{i+\frac{1}{2},j-\frac{1}{2},k}),
\frac{\partial f}{\partial \xi} \bigg|_{i+\frac{1}{2},jk} = \frac{1}{2} (f_{i+\frac{1}{2},j,k+1} - f_{i+\frac{1}{2},j,k-1}).
$$

In addition, any face-averaged quantities, e.g., $\alpha^\kappa$, $\mu^\kappa$, etc., are computed as

$$
f_{i+\frac{1}{2},jk} = \frac{1}{2} (f_{i+1,jk} + f_{i,jk}).
$$

With these, the $i$-directional single-phase viscous fluxes are computed as

$$
F_{\kappa,\text{visc},i+\frac{1}{2},jk} = F_{\kappa,\text{visc}}^\kappa \left( \frac{\partial u_i^\kappa}{\partial x} \bigg|_{i+\frac{1}{2},jk} \cdots \frac{\partial u_i^\kappa}{\partial x} \bigg|_{i+\frac{1}{2},jk} \right) \cdot n_{i+\frac{1}{2},jk}.
$$

### 3.3.2. Viscous conservative flux (Terms III)

For the DEM computation of the viscous conservative fluxes, similar forms as Eq. (3.7) and Eq. (3.8) are used. However, instead of using the $F_{\kappa,\text{visc}}$ from the Riemann solutions as before, the terms $F_{\kappa,\text{visc}}$ at the cell-faces (e.g., $i+1/2, j, k$) are now computed using Eq. (3.14). The DEM viscous fluxes are then given as

$$
\left( f^{(1)}(F_{\text{visc}}^{(1)}) \right)_{i+\frac{1}{2}} = \min \left( \alpha_{i+\frac{1}{2},j}^{(1)}, \alpha_{i+\frac{1}{2},j}^{(2)} \right) F_{\text{visc}}^{(1)} + \max \left( \alpha_{i+\frac{1}{2},j}^{(1)} - \alpha_{i+\frac{1}{2},j}^{(1)}, 0 \right) (\beta_{i+\frac{1}{2},j}^{(1,2)})^+ F_{\text{visc}}^{(1)}
$$

and a similar form is used for $\kappa = 2$ as well.

### 3.3.3. Viscous non-conservative (Terms V)

The non-conservative viscous terms follow the same form as Eq. (3.9), however, instead of $F_{L/R,\text{visc}}^{\text{lag}}$ coming from the 1D inviscid Riemann problems, $F_{L/R,\text{visc}}^{\text{lag}}$ are modeled as a function of the single-phase viscous terms $F_{\kappa,\text{visc}}$ computed at
cell-faces \((i + 1/2, j, k)\) as

\[
F_{\text{Lvisc}}^{\text{lag}}(U_{i+\frac{1}{2},1}^{(1)}, U_{i+\frac{1}{2},1}^{(2)}) = F_{R_{\text{visc}}}^{\text{lag}}(U_{i+\frac{1}{2},1}^{(2)}, U_{i+\frac{1}{2},1}^{(1)}) = F_{\text{visc},i+\frac{1}{2}}^{(1)},
\]

\[
F_{\text{Lvisc}}^{\text{lag}}(U_{i}^{(1)}, U_{j}^{(2)}) = F_{R_{\text{visc}}}^{\text{lag}}(U_{i}^{(2)}, U_{i}^{(1)}) = \frac{S_{i+\frac{1}{2}} F_{\text{visc},i+\frac{1}{2}}^{(1)} + S_{i-\frac{1}{2}} F_{\text{visc},i-\frac{1}{2}}^{(1)}}{S_{i+\frac{1}{2}} + S_{i-\frac{1}{2}}}. \tag{3.16}
\]

where \(\kappa = 1\) is assumed as the gas-phase, and therefore, it is assumed that \(F_{\text{visc}}^{f} = F_{\text{visc}}^{(1)}\). This is similar to the previous viscous DEM approach of Abgrall and Rodio [35].

### 3.4. Curvature computation

The interface curvature \(\beta\) is required to compute \(\rho^* = \sigma\beta\) at the cell-centers \((i, j, k)\). Once the curvature is computed at the cell centers, it is then interpolated at the cell faces using the MUSCL approach in the same way as the other field quantities for flux computation. The curvature for a field \(f\) is defined as

\[
\beta = \frac{\partial}{\partial x_i} \left( \frac{\partial f}{\partial x_i} \frac{\partial f}{\partial x_j} \right). \tag{3.17}
\]

A previous approach for curvature computation is followed that used a vertex-based staggering [35, 51], which is illustrated in 2D. The gradient of \(f\) at a grid vertex is first computed as

\[
\begin{align*}
\frac{\partial f}{\partial x_{i+\frac{1}{2},j+\frac{1}{2}}} &= \frac{1}{2} \left( \frac{f_{i+1,j+1} - f_{i,j+1}}{\Delta x} + \frac{f_{i+1,j} - f_{i,j}}{\Delta x} \right), \\
\frac{\partial f}{\partial x_{i+\frac{1}{2},j+\frac{1}{2}}} &= \frac{1}{2} \left( \frac{f_{i,j+1} - f_{i+1,j}}{\Delta y} + \frac{f_{i+1,j} - f_{i,j}}{\Delta y} \right). \tag{3.18}
\end{align*}
\]

where \(\Delta x\) and \(\Delta y\) are the grid sizes in the \(i\) and the \(j\) directions. Based on this gradient, a unit vector normal to the interface is computed as

\[
n_{i+\frac{1}{2},j+\frac{1}{2}} = \begin{cases} 
\frac{\partial f}{\partial x_{i+\frac{1}{2},j+\frac{1}{2}}}, & \text{if } \left\| \frac{\partial f}{\partial x_{i+\frac{1}{2},j+\frac{1}{2}}} \right\| > 0, \\
0, & \text{otherwise,} \tag{3.19}
\end{cases}
\]

where, \(\| \cdot \|\) is the magnitude of the vector. The normal vector is then interpolated at the cell-faces as

\[
n_{i+\frac{1}{2},j} = \frac{1}{2} \left( n_{i+\frac{1}{2},j+\frac{1}{2}} + n_{i+\frac{1}{2},j-\frac{1}{2}} \right), \tag{3.20}
\]

and finally, the curvature is computed at the cell-centers as

\[
\kappa_{ij} = \frac{n_{i+\frac{1}{2},j} - n_{i-\frac{1}{2},j}}{\Delta x} + \frac{n_{i+\frac{1}{2},j} - n_{i,j-\frac{1}{2}}}{\Delta y}. \tag{3.21}
\]

The previous approach [51] used \(f = a^{(1)}\) in Eq. (3.17) as that would result in the interface curvature at the droplet surface. However, \(a^{(1)}\) varies sharply from 0 to 1 across an interface, and this can result in numerical errors. To address
this, in this work, \( f = \phi \) is used, which is defined as

\[
\phi = \frac{(\alpha^{(2)})^m}{(\alpha^{(2)})^m + (1 - \alpha^{(2)})^m} \quad \text{for } m < 1.
\] (3.22)

Shukla et al. [54] used this form of \( \phi \) for their interface compression scheme, and it is used for the curvature computation in this work. The field \( \phi \) is smoother as compared to \( \alpha^{(2)} \), and \( m \) is a parameter that decides its smoothness. Note that \( m = 1 \) would result in \( \phi = \alpha^{(2)} \). Finally, one would compute the curvature everywhere in the flow-field using Eq. (3.21). However, to reduce any numerical noise, it is only used in the regions where 0.99 > \( \alpha^{(1)} \) > 0.01, and it is set to zero otherwise.

To verify the curvature computation, a circular drop with diameter \( d_0 = 9.6 \text{ mm} \) is placed at the center (\( x_0 = 0, y_0 = 0 \)) of a square domain of size \( [6d_0, 6d_0] \). The computational domain is uniformly divided into 240 \( \times \) 240 cells. The volume fraction for the droplet is initialized via

\[
f = \sqrt{\left(\frac{x - x_0}{d_0/2}\right)^2 + \left(\frac{y - y_0}{d_0/2}\right)^2}, \quad \text{and} \quad \alpha^{(2)} = \frac{1}{2} \tanh\left(\frac{(f - 1)d_0}{\delta 2\Delta x}\right) + \frac{1}{2}.
\] (3.23)

where \( \delta \) is the thickness over which the numerical interface is diffused initially. The corresponding volume fraction fields for \( \delta = 0.5 \) and \( \delta = 2.5 \), as well as the numerically computed curvature are shown in Fig. 3 along the center-line. The exact curvature for a droplet with diameter \( d_0 \) would be \( 2/d_0 \) (shown by the solid horizontal line in Fig. 3). However, since the interface is diffused, if we were to compute the curvature using Eq. (3.17) and Eq. (3.23), then it would be \( 2/(d_0f) \) along the radius of the droplet (shown via dashed line in Fig. 3).

A comparison of the curvature computed using Eq. (3.21) and Eq. (3.22) at \( m \) in Fig. 3 shows that for \( \delta = 2.5 \), when the interface is diffused across 8-10 cells, \( m = 0.1, 0.5, 1 \), provide a good match against \( 2/d_0f \). The surface tension only acts at the sharp interface where the curvature is \( 2/d_0 \) (horizontal line). Indeed, a numerically diffused volume fraction could result in further errors. Therefore, the curvature computation must work for sharp interfaces and should compute the curvature as \( 2/d_0 \). For \( \delta = 0.5 \), the interface is diffused over 2-3 cells. For this case, choosing \( m = 1 \) (i.e., \( f = \alpha^{(2)} \), which was used in earlier works [51]) results in about 50% errors, but with \( m = 0.5 \), the errors are < 5%.

Choosing \( m = 0.1 \) leads to slightly lower errors as compared to \( m = 0.5 \). However, the test considered here is an ideal scenario where the volume fraction is defined using Eq. (3.23), and as a result, \( f \) is monotonic. In reality, there could be numerical oscillations in the \( \alpha^{(2)} \) field, and those, when coupled with the high gradients of \( \partial f / \partial \alpha \) near \( \alpha = 0, 1 \), could result in a non-monotonic behavior of \( f \) for a lower \( m \) such as 0.1. This could lead to further errors in the computation, and considering this, \( m = 0.5 \) is chosen as a balance between the two effects in this work.

3.5. Relaxation process

The quantities \( R_n^e, R_p^e \) and \( R_r^e \) in Eq. (2.12) are relaxation terms. Physically, they represent the interface jump conditions of Eq. (2.9) and Eq. (2.10) for a resolved interface. Since \( \theta_\rho, \theta_\phi, \theta_T \rightarrow \infty \) for the seven-equation model, the relaxation processes are stiff, and they are applied separately from the inviscid and the viscous updates through a Strang splitting [28]. Correspondingly, the flow solution is updated as \( Q^{n+1} = R \mathcal{L} Q^{n}(Q^n) \), where \( R \) represents
Figure 3: The curvature and the volume fraction are shown for a circular drop along the centerline initialized as Eq. (3.23). The computed curvature using Eq. (3.21) and Eq. (3.22) is shown for \( m = 0.1 \), \( m = 0.5 \) and \( m = 1.0 \). The exact curvature along the droplet radius is shown as \( 2/d_0 f \), and the exact droplet curvature at the interface is shown as \( 2/d_0 \).

the stiff relaxation operator, \( L^p \) and \( L^c \) correspond to the predictor and the corrector steps of the time-update, and the superscript \( n \) is used to represent the temporal iteration number. The pressure, velocity and the temperature relaxation operators are represented as \( R_p \), \( R_u \), and \( R_T \), respectively, and \( R = R_T R_u R_p \).

In terms of the numerical modeling of the interphase exchanges through the DEM, the terms with \( \langle N_{\text{int}} \rangle \) in Eq. (3.9) correspond to the relaxation terms as shown by Abgrall and Saurel [48]. Here, \( \langle N_{\text{int}} \rangle \) represents the number of unresolved interfaces within a finite-volume cell, and this would typically be finite for dispersed flows where the droplets are unresolved. Still, it is supposed to be negligible for the resolved interfaces such as those considered here. As a result of this, while using the DEM, there should be no need to use a separate stiff relaxation solver for resolved interfaces, and this is further confirmed in this work (see Section 4).

Interestingly, a recent work [68] showed that it is not necessary to model the non-conservative terms \( I^e \) in Eq. (2.12) if the relaxation terms \( R^e \) are modeled consistently. This suggests that both the non-conservative terms \( I^e \) and the relaxation terms \( R^e \) model the same interphase exchange effects but differently. While Schmidmayer et al. [68] were able to model the interphase exchanges only via \( R^e \), our results here show that it is possible to model them only via the non-conservative terms \( I^e \) with the use of the DEM.

However, to provide a consistent comparison against the previous works that did use a relaxation solver [28], and because the seven-equation model would asymptote to the widely used five-equation model in the stiff pressure and velocity relaxation limit, the operators \( R_p \) and \( R_u \) are implemented in the current computational framework. The stiff temperature relaxation operator \( R_T \) is not included in this work, so the thermal exchanges through the interface are only via the resolved interphase exchange terms \( I^e \) in Eq. (3.9) via the DEM.

The stiff velocity relaxation operator \( R_u \) modifies the phase-averaged momentum and energy \( (\rho^i \alpha^i u^i, \rho^i \alpha^i E^i) \) while keeping the mixture momentum and energy conserved. The algorithm for this is described elsewhere [28] and it is not repeated here. The stiff pressure relaxation \( R_p \) results in local expansion/compression of the phases via a change in the volume fraction \( \alpha^i \), and corresponding pressure work terms are included in the energy \( \rho^i \alpha^i E^i \) (see Eq. (3.9)). The algorithm matches that of [28], but with the following improvements:
The viscous and the surface tension forces are included in the pressure jump condition as shown in Eq. (2.10). As identified earlier \[36\], \(\tau_{ij}^{(1)n} n_i n_j = \tau_{ij}^{(2)n} n_i n_j\) is maintained by the viscous DEM, and therefore, the pressure jump that would have to be applied at the interface via the relaxation process is \(p^{(2)} - p^{(1)} = \sigma\beta\). We can combine the volume fraction and the energy equations, resulting in

\[
\frac{\partial \alpha^{(1)} \rho^{(1)} E^{(1)}}{\partial t} = -\left(p^{(1)} - \sigma\beta\right) \frac{\partial \alpha^{(1)}}{\partial t} \quad \text{and} \quad \frac{\partial \alpha^{(2)} \rho^{(2)} E^{(2)}}{\partial t} = p^{(1)} \frac{\partial \alpha^{(1)}}{\partial t}.
\] (3.24)

An iterative method similar to \[28\] is used to solve these equations and compute an updated volume fraction \(\alpha^{(1)}\) and energies \(E^\kappa\) to obtain \(p^{(2)} - p^{(1)} = \sigma\beta\). Unlike previous works without the surface tension, the energy exchange terms do not sum to zero, and the difference between the two, \(\sigma\beta\theta\Delta p\), is a source/sink due to the interfacial surface tension energy.

Gradient descent is used as an iterative scheme. However, an adaptive stepping makes the algorithm robust for the various EOSs considered in this work and for a wide range of pressures. Specifically, it is used for the gradient descent that would reduce the step size if either the pressures computed via the EOS (either \(\kappa = 1, 2\)) become negative during the iterations or the updated volume fraction goes beyond \([\epsilon, 1 - \epsilon]\) with \(\epsilon = 10^{-10}\).

### 3.6. Interface compression

The interface numerically diffuses across multiple cells as the simulation evolves. Several techniques have been proposed to alleviate this. Modifications to the MUSCL face-reconstruction \[69\] or the limiter \[61\] and applications of higher-order schemes \[47, 70\] have been useful for DIM. However, the DEM used in this work is a specialized technique, and we cannot directly apply it. Considering this, an interface compression scheme is borrowed here \[54\] which works independently of the other parts of the solver. Jain et al. \[71\] recently conducted a one-to-one comparison of various interface compression techniques and concluded that the choice would often depend on the modeling problem of interest. Their coupling with the seven-equation model can be considered in the future, but it is not addressed here.

The employed iterative technique for interface compression requires solving the following PDE in a pseudo-time \(\tau\):

\[
\frac{\partial \alpha^{(1)}}{\partial \tau} = n_i \frac{\partial}{\partial x_i} \left( \epsilon_h \frac{\partial \alpha^{(1)}}{\partial x_i} - \alpha^{(1)}(1 - \alpha^{(1)}) \right) = n_i \frac{\partial f_{\text{comp}}}{\partial x_i}.
\] (3.25)

The right-hand side of this equation contains compression and diffusion terms and the interface normal, which balance each other when a steady-state is reached in the pseudo-time. This would result in a consistent thickness across the diffused interface, which would be a function of \(\epsilon_h\). Shukla et al. \[54\] used this approach for a five-equation DIM, where they had to use an additional correction for the mixture density. This approach is not required for the seven-equation model as the densities for the phases are computed separately.

In curvilinear coordinates Eq. (3.25) is written as

\[
\frac{\partial \alpha^{(1)}}{\partial \tau} = \left( n_i \frac{\partial \xi}{\partial x_i} \frac{\partial f_{\text{comp}}}{\partial \xi} + n_i \frac{\partial \eta}{\partial x_i} \frac{\partial f_{\text{comp}}}{\partial \eta} + n_i \frac{\partial \zeta}{\partial x_i} \frac{\partial f_{\text{comp}}}{\partial \zeta} \right).
\] (3.26)
where, $\alpha^{(1)}$ is defined at the cell-centers and updates to it in the pseudo-time are denoted as $d\alpha^{(1)}_{ijk}$. First, $f_{comp}$ in Eq. (3.25) is computed at the cell-faces. To compute $f_{comp,i+\frac{1}{2}jk}$ at the cell-faces, a centered averaging is used for $\alpha^{(1)}$ following Eq. (3.13), and the derivatives $\partial \alpha^{(1)}/\partial x_i$ are computed using Eq. (3.11) and Eq. (3.12). Instead of computing the derivatives $\partial \alpha^{(1)}/\partial x_i$ directly with $\alpha^{(1)}$, for numerical stability, they are computed as $\partial \phi/\partial x_i$ with the smooth field $\phi$ defined as previously in Eq. (3.22) \[54\].

As the next step, $\partial f_{comp}/\partial \xi$, etc., are obtained at the cell-centers via a centered differencing such as

\[ \frac{\partial f_{comp}}{\partial \xi} |_{ijk} = f_{comp,i+\frac{1}{2}jk} - f_{comp,i-\frac{1}{2}jk}, \]

(3.27)

Similar forms are used for the $j$ and the $k$-directions. Last, for the updates $d\alpha^{(1)}_{ijk}$ in Eq. (3.26), the interface normal

\[ n_i = \frac{\partial \phi/\partial x_i}{|\partial \phi/\partial x_i|} \]

(3.28)

is computed at the cell-centers via Eq. (3.11), and the corresponding cell-centered derivatives are computed as $\partial \phi/\partial \xi |_{i+\frac{1}{2}jk} = 1/2 (\phi_{i+1,jk} - \phi_{i-1,jk})$ (shown here representatively in the $i$-direction).

While applying the interface compression, the solution is evolved in the pseudo-time using explicit Euler until a steady-state solution is reached. The pseudo-time-step $d\tau$ is taken to be 0.2 for numerical stability \[54\]. The compression parameter $\epsilon_h$ is taken as $V^{1/3}_{ijk}/2$, which would result in the interface diffusing across 2–3 cells.

Eq. (3.25) is not in a strictly conservative form. As a result, it was observed that when these pseudo-iterations are conducted for a very long time, the solution initially converges to a steady-state, but later it diverges. This is shown in Fig. 4 for example. For this test, a circular drop with diameter $d_0 = 9.6$ mm is placed at the center ($x_0 = 0, y_0 = 0$) of a square domain of size $[2d_0, 2d_0]$. The computational domain is uniformly divided into $30 \times 30$ cells. The volume fraction for the droplet is initialized using Eq. (3.23) with $\delta = 0.2$ and $\delta = 2.5$. The convergence is measured using an $L_2$ norm of $\alpha^{(1)}$ between the current and the previous iteration. For both the cases, initially, the iterations converge (in $\approx$10-30 steps), and a steady-state solution is reached. However, after running this for a longer time, i.e. > 10\(^3\) iterations, the solution diverges. The intermediate steady-state solution shows the interface diffused across 2–3 cells.

The solution to this problem in a standalone computation of the interface compression technique is straightforward. We could use an absolute or a relative tolerance limit to stop the iterations. However, while the compression scheme is being used as part of the DIM simulations, this is not possible. In addition to the interface compression, the flow fields are also being updated every time step, and even if the interface compression update was to be applied only once after every certain number (called $n^{comp}$) of simulation time-steps, the multiphase simulations can go on for an arbitrarily long number of iterations that could eventually cause this divergence. As a solution to this, after every $n^{comp}$ simulation time-steps, the interface compression scheme is iterated for at least 3 pseudo-time-steps, and the volume fraction field is updated only if the $L_2$ norms during this monotonically decrease. If not, the solution is reverted to its original state without any interface compression updates. The numerical results show that the interface compression did not cause any divergence by using this approach even when we ran the simulations for an arbitrarily long time (up to $10^7$ flow-field iterations). The interface compression was still active but acted only when necessary, and it maintained the
3.7. Boundary Conditions

Seven different treatments are used in this work at the computational domain boundaries: slip walls, no-slip walls, subsonic inflow, subsonic outflow, supersonic inflow, supersonic outflow, periodic. For the no-slip walls, the wall-normal and the tangential velocities of both the phases are set to zero at the boundary face. Only the wall-normal component is set to zero for the slip walls, whereas a zero gradient Neumann condition is applied for the tangential component. All the other quantities, i.e., the temperature, the species mass-fractions, and the volume fraction, are set using a zero gradient Neumann condition at the walls.

The eigenvalues of the seven-equation system being solved here are \( \{u^{(1)} - c^{(1)}, u^{(1)}, u^{(1)} + c^{(1)}, u^{(2)} - c^{(2)}, u^{(2)}, u^{(2)} + c^{(2)}, u^{(1)}\} \) \[28\]. Correspondingly, seven waves are propagating in this hyperbolic system of equations. The inflow/outflow treatment is dependent on the wave-propagation directions at the boundaries. For supersonic flows, i.e., \( u^{(1)}, u^{(2)} > c^{(1)} \) and \( u^{(1)}, u^{(2)} > c^{(2)} \), all the waves propagate in the same direction. Therefore, a supersonic inflow, where all the waves enter the domain, is set using a Dirichlet condition. A supersonic outflow, where all the waves leave the domain, is set using a zero-gradient Neumann condition.

For subsonic inflow/outflows, where certain waves are entering the domain and certain that are leaving the domain, characteristic-based boundary conditions \[72\] are used. These were initially developed for multi-species single-phase flows, but the same form is used here for the two-phase flows. Since the wave-propagation speeds considered within this single-phase framework only correspond to the gas-phase wave speeds \( \{u^{(1)} - c^{(1)}, u^{(1)}, u^{(1)} + c^{(1)}\} \), it is implicitly assumed that the other phase properties, as well as the volume fraction, are propagating at speed \( u^{(1)} \) as if they are passive scalars. This is not a valid approach in general. Still, it is retained here, considering that only a single phase (typically the gas) is present at the inflow/outflow boundaries for the configurations studied. The development of a characteristic-based boundary condition for fully compressible two-phase flows is the subject of future work.
Table 2: List of verification and validation test cases for the seven-equation DIM.

| Feature                        | Test-case and approach                           |
|--------------------------------|--------------------------------------------------|
| Baseline solver               | Periodic pulse convection                        |
|                                | - Order of scheme                                |
|                                | - Non-disturbing condition [28, 48]              |
|                                | $p^{(2)}/p^{(1)}, p^{(2)}/p^{(1)} >> 1$        |
|                                | Multiphase shock tube                            |
|                                | - Comparison against exact solution [48]         |
| Arbitrary EOS & shocks        | Shock transmission through                       |
|                                | - Air-Aluminum (CPG/SG) [73]                    |
|                                | - Air-HMX (CPG/MIEG) interface                  |
|                                | - Comparison against an exact solution           |
| Surface tension               | $\Delta p$ in a circular drop [35, 51]          |
|                                | - Comparison against exact jump                  |
|                                | - Analysis of parasitic currents                |
|                                | Oscillating elliptical droplet                  |
|                                | - Compared against exact frequency [35, 51]      |
| Viscous effects               | Two-phase lid-driven cavity                      |
|                                | - Comparison against exact solution [74]         |
|                                | Cylindrical and deforming droplet drag           |
|                                | - Comparison against $C_d$ correlations [75]     |
| Droplet deformation            | Shock-droplet interaction                        |
|                                | - Comparison against experiments [31, 76, 77]    |
| Reactive flows                | Detonation-droplet interaction demonstration     |

4. Results

Various features of the seven-equation DIM framework are evaluated in this section. Table 2 lists the tests that are considered in this work and the features that they validate. For the seven-equation model, the phase-averaged flow fields for both the phases (i.e., $\rho^e, p^e, \ldots$) are defined everywhere in the computational domain. For instance, even in a region where only the phase (1) is present, $\rho^{(2)}, p^{(2)}$ etc. are still mathematically defined. The corresponding volume fraction of the phase (2) would be very small, i.e., $\alpha^{(2)} = \epsilon$, and this would result $f^{mix} = \sum_{\kappa=1}^2 \alpha^{(\kappa)} f^{(\kappa)} \approx f^{(1)}$, so the phase (2) values, i.e., $\rho^{(2)}, p^{(2)}$, etc., aren’t expected to affect the mixture flow-fields with $\epsilon \to 0$, but they still have to be defined and initialized. To avoid a division by zero and to make sure that the numerical solution does not get corrupted, the corresponding $\epsilon$ has to be larger than the machine precision (double precision used here, $10^{-15}$), and in this work it is chosen as $10^{-6}$ unless explicitly mentioned otherwise.

4.1. Convection

A 1D periodic computational domain of length $L = 1$ m is used for this test. The volume fraction $\alpha^{(1)}$ is initialized (at $t = t_0$) as a sine function varying between 0 to 1 as $\alpha^{(1)}(x) = (1/4) \sin (x/(2\pi L)) + 1/2$. It is capped between $\epsilon$ and $1 - \epsilon$ to prevent any division by zero in the code. Volume fraction for the other phase is set as $\alpha^{(2)} = 1 - \alpha^{(1)}$. Uniform pressure and velocity are specified as $p^{(1)} = p^{(2)} = 10^5$ Pa and $u^{(1)} = u^{(2)} = 100$ m/s. The densities are set as $\rho^{(1)} = 1.0$ kg/m$^3$ and $\rho^{(2)} = 10^3$ kg/m$^3$. The EOS for phase (1) is specified as CPG, with $\gamma^{(1)} = 1.4$, and for phase (2) it is specified as SG with $\gamma^{(2)} = 4.4$ and $p^{(2)}_0 = 6 \times 10^8$. The surface tension, the viscous terms, and the interface compression are
absent for this test, and a single specie is used for both the phases. Four different grids are tested with the number of cells varying as \( N_x = 20, 50, 100, 200 \) as well as the first- and the second-order accurate schemes. Simulations are conducted both with and without stiff relaxation.

The volume fraction pulse is allowed to convect in the periodic domain for one flow-through time \( (t = t_f) \). The solution at the end is compared against the initial solution \( (t = t_0) \), which serves as a ‘truth’ solution for this case. The ‘truth’ solutions are denoted with a superscript ‘truth’. The \( L_2 \) error norms for any field-variable \( f \) are computed as

\[
\|f\|_2^2 = \frac{1}{N_x} \sum_{i_x=1}^{N_x} (f(i_x, t = t_f) - f^{\text{truth}}(i_x)).
\]  

(4.1)

As noted in earlier studies [48], a “non-disturbing” condition for this case means that regardless of the volume fraction in the domain, since the simulation starts with a uniform pressure/velocity, one should maintain a uniform pressure/velocity at all times with machine accuracy. Both the pressure and the velocity maintain uniform values with \( \|p\|_2/p^{(1)} < 10^{-15} \) and \( \|u\|_2/u^{(1)} < 10^{-15} \). The volume fraction \( L_2 \) error norms are plotted in Fig. 5. The volume fraction suffers numerical diffusion. However, the scheme order of accuracy is maintained as expected. The differences in the reference and the numerical order of accuracy slopes are less than 5% suggesting a reasonable match. The results shown here are without using the stiff relaxation solver. Since the uniform pressure/velocity condition is maintained between both the phases anyway, using the stiff relaxation solver did not make any difference. Those results are not shown here for brevity.

4.2. Multiphase shock tube

The objective of this test is to evaluate the method’s ability to deal with sharp jumps across a material interface [48]. A 1D computational domain of length \( L = 1 \) m is used. A phase interface is initialized at \( x/L = 0.8 \). The flow variables at the initial time \( (t_0) \) are set as \( \alpha^{(1)} = \epsilon, p^{(2)} = p^{(1)} = 2 \times 10^8 \) for \( x/L < 0.8 \), and \( \alpha^{(2)} = \epsilon, p^{(2)} = p^{(1)} = 10^5 \) for \( x/L \geq 0.8 \). The initial velocities are \( u^{(1)} = u^{(2)} = 0 \) everywhere. The initial densities are set as \( \rho^{(1)} = 50 \) and \( \rho^{(2)} = 1000 \) everywhere. Based on this, the pressure and the velocity equilibrium are already maintained at \( t_0 \). The phase (1) is modeled as CPG with \( \gamma^{(1)} = 1.4 \) to mimic compressed air, whereas the phase (2) is modeled as SG with \( \gamma^{(2)} = 4.4, p_0^{(2)} = 6 \times 10^8 \) to mimic liquid water. Supersonic outflows are used at both ends of the tube to let the waves...
pass without reflection. Surface tension, viscous terms, and interface compression are absent for this test. Four different grids with the number of cells $N_x = 200, 500, 1000, 2000$ are tested with both the first- and the second-order-accurate schemes.

The simulation is conducted for 0.2 ms, and the final solution is compared against an analytical ‘truth’ solution computed via an exact Riemann solver as shown in Fig. 6. A shock propagates on the right side of the interface (in air), and a rarefaction travels towards the left (in water). The contact wave, and therefore, the interface, also moves slightly towards the right. Note that the flow variables for both phases ($\kappa = 1, 2$) are evolved for the seven-equation model. However, for the resolved interface simulations that are considered here, only the mixture properties computed as $f^{mix}$ are of relevance, and only those are compared. The simulation results match the exact solution with increasing accuracy with an increase in the grid resolution and the order of the scheme (see Fig. 6). For instance, the normalized $L_2$ error norm of the pressure ($\|p^{mix}(2)/p^{(2)}_{x/L<0.8}\|$) reduces from 0.07 to 0.03 going from $N_x = 200$ to $N_x = 1000$ for the first order scheme, and almost a similar improvement in the accuracy is obtained for $N_x = 200$ by going from the first to the second order scheme.

Results with and without the stiff relaxation (SR) solver match each other closely at all grid resolutions and scheme orders. For example, the normalized $L_2$ norm of the difference in $p^{mix}$ with and without the SR for $N_x = 200$ and the second-order-accurate scheme is 0.002. This shows that the use of the DEM relieves the need to use a separate stiff relaxation solver. The DEM accurately models the interphase exchanges. The pressure and the velocity equality between the phases are obtained within the numerically diffused interface ([48] for further details) even without enforcing it. When a stiff pressure relaxation is applied the pressure and the velocity equality are enforced everywhere, and therefore, $p^{mix} = p^1 = p^2$, $u^{mix} = u^1 = u^2$. However, without it, $p^1$, $p^2$ and $u^1$, $u^2$ can be different away from the numerically diffused interface, but $f^{mix} \approx f^\kappa$ is still maintained in the pure fluid regions as $\alpha^\kappa \approx 1$.

4.3. Shock interaction with material interface

The passage of a shock through a material interface is simulated in this test. A 1D computational domain of length $L = 1$ m is used. The region $x/L < 0.5$ is filled with air ($\alpha^{(2)} = \epsilon$, CPG, $\gamma^{(1)} = 1.4$), whereas, $x/L > 0.5$ is Aluminum ($\alpha^{(1)} = \epsilon$, SG, $p_0^{(2)} = 21.13 \times 10^9$, $\gamma^{(2)} = 3.8$). A shock of strength Mach 2 is initialized in the air at $x/L = 0.3$ to propagate towards the material interface. The pre-shock conditions are set to $p^{(1)} = p^{(2)} = 10^5$ Pa, $u^{(1)} = u^{(2)} = 0$ m/s, and $\rho^{(1)} = 1.2$ kg/m$^3$, $\rho^{(2)} = 2784$ kg/m$^3$. The post-shock conditions for $x/L < 0.3$ are computed using the Rankine-Hugoniot relations for air as $p^{(1)} = 4.56 \times 10^5$ Pa, $u^{(1)} = 429.0$ m/s, and $\rho^{(1)} = 3.211$ kg/m$^3$.

Only pure air is present for $x/L < 0.3$ in reality. However, we also need to specify the flow fields for phase (2) for the seven-equation numerical modeling. The different initial conditions (IC) attempt to understand their effects on the final solution.

IC-1 : $\epsilon = 10^{-3}$, $p^{(2)} = p^{(1)}$ and $u^{(2)} = u^{(1)}$ for $x/L < 0.3$

IC-2 : $\epsilon = 10^{-6}$, $p^{(2)} = p^{(1)}$ and $u^{(2)} = u^{(1)}$ for $x/L < 0.3$

IC-3 : $\epsilon = 10^{-9}$, $p^{(2)} = p^{(1)}$ and $u^{(2)} = u^{(1)}$ for $x/L < 0.3$
IC-4 : $\epsilon = 10^{-3}$, $p^{(2)} = 10^5$Pa and $u^{(2)} = 0$ for $x/L < 0.3$.

For the first three IC, the pressure and the velocity equilibria are already attained between the phases at $t_0$. However, this can be a potential problem since the pre/post-shock conditions that are specified correspond to a Mach 2 shock in the air, and they are not for the liquid, which still has a volume fraction of $\epsilon$ in this region. This would create a Riemann problem for the liquid resulting in artificial waves even before the shock hits the material interface. IC-4 aims at solving this problem by initializing phase (2) with uniform pressure/velocity even though phase (1) is initialized as a shock. This means that the SR cannot be enforced for this, but there would not be any artificial waves at the start.

The results at $t = 0.3$ ms, after the shock has imparted the material interface, are analyzed and compared against an analytical solution [73] in Fig. 7. Depending on the impedance of the materials and the shock strength, the imparted shock would reflect/transmit as either a shock or a rarefaction. In this case, both the reflected and the transmitted waves are shocks. Due to the shock impact, the material interface also moves, although for this case, its velocity is only 0.095 m/s, and it is not noticeable from these plots.

In terms of the effect of the IC, due to the inconsistent pre/post-shock conditions as discussed before and a higher $\epsilon$, as expected, IC-1 shows significant errors resulting from the artificial waves created in the phase (2) near the initial shock location ($x/L = 0.3$). The errors are already present at $t=0.04$ ms, well before the shock hits the interface, and therefore, the results at later times are also corrupted (not shown here). Both IC-2 and IC-3 show a significant improvement over IC-1. Since $\epsilon$ is smaller for them, even though the artificial waves are created in phase (2) initially, their effects on the mixture quantities, i.e., $p^{mix}$, $u^{mix}$ seem to be minimal. IC-4 also seems to be a valid initialization approach for the seven-equation model and captures the shock transmission/reflection through the material interface, even with $\epsilon = 10^{-3}$ as there are no artificial waves due to the initialization anymore. However, as noted before, this IC
cannot be used with an SR solver since it is not enforced at the $t_0$.

The results shown here are only for the second-order scheme. They improve accuracy with grid refinement while comparing against the reference exact solution (except for IC-1). Like the multiphase shock tube test earlier, the results with and without a stiff relaxation (SR) show a similar trend and reasonably match. Another test, where a shock initiated in the Aluminum enters the air, was also simulated. For this, the transmitted wave is a shock, whereas the reflected wave is a rarefaction due to the lower impedance of the air. These results are not shown here for brevity.

Next, to demonstrate the ability of this method to handle arbitrary EOS, the Al that was previously modeled using SG is now replaced with HMX, which is modeled using an MG EOS with the same parameters as used in an earlier work [62]. Unfortunately, an analytical solution to compare is not available here, but the obtained results are shown in Fig. 8. The results look qualitatively similar to the Al/air test, where the imparted shock resulted in a transmitted and a reflected shock at the interface. These results are obtained with the IC-2 approach, and they prove the robustness of this method to handle arbitrary EOS and large pressure and density ratios.

### 4.4. Surface tension effects

Several tests are conducted for validating the surface tension modeling following Nguyen and Dumbser [51]. A 2D square computational domain of width $L = 1$ m is filled with air for the first test. A circular liquid droplet of radius $r_0 = 0.1549$ m is placed at its center. Slip walls are used as boundary conditions. As a result of the droplet curvature,
Figure 8: The $p^{\text{mix}}$ is shown for the 1D shock interacting with Air/HMX material interface. The results are at $t = 0.38$ ms. The vertical dashed line shows the location of the material interface. The results shown here are with the second-order scheme.

higher pressure should be maintained within the droplet. The objective of the first test is to evaluate the ability of the DEM surface tension modifications to handle and maintain this pressure jump. Instead of computing the curvature from the volume fraction field, it is set to $\beta = 1/r_0$ everywhere. The volume fractions inside and outside the droplet are initialized as $\alpha^{(1)} = \epsilon$ and $\alpha^{(2)} = \epsilon$. The velocities are initialized as zero everywhere. The pressures are set as $p^{(1)} = 10^3$ Pa and $p^{(2)} = p^{(1)} + \sigma\beta$ everywhere, and this would result in a jump in $p^{\text{mix}}$ at the droplet interface. In terms of the DEM flux computation, this is appropriate since this means that the pressure jump is only present at a phase (1)–(2) interface, where we included modifications for the surface tension. Whereas the pressure is uniform across the (1)–(1) and the (2)–(2) interfaces. The gas and the liquid phases are modeled using CPG and SG, respectively, with $\gamma^{(1)} = 1.4$, $\gamma^{(2)} = 4.4$, $p_0^{(2)} = 6 \times 10^8$. The surface tension is set to $\sigma = 342$ N/m. The gas-phase and the liquid-phase densities are $\rho^{(1)} = 1.0$ kg/s and $\rho^{(2)} = 100$ kg/s, respectively. This test is conducted both with and without the stiff relaxation solver. However, the pressure difference $p^{(2)} - p^{(1)}$ is already maintained to $p_x = \sigma\beta$ from the start, which would mean that the relaxation solver does not have to act.

Three different grids, $200 \times 200$, $400 \times 400$, and $800 \times 800$ and both first and the second-order schemes are tested. The simulations evolve until a physical time of 0.085 s, and at the end of it, the $L_2$ error norms for $p^{\text{mix}}$, $u^{\text{mix}}$ and $\alpha^{(2)}$ are computed considering the initial conditions as the truth. For all the grids, for all the orders of the scheme, with or without the stiff relaxation solver, and with or without the interface compression, the normalized errors are maintained to machine accuracy ($< 10^{-15}$), suggesting that the DEM modifications for the surface tension can handle the surface jump condition exactly.

For the second test, the same setup is used. However, the curvature is computed from the volume fraction field as described in Section 3.4 instead of setting it as a constant. The pressure within the domain is initially set as $p^{(1)} = p^{(2)} = 10^3$ Pa, and as a result of the surface tension force, it is expected to rise within the droplet (ideally to $\sigma\beta = 2207$ Pa). The simulations are run for 0.034 s (~40,000 steps for the $800 \times 800$ grid), and the pressure jump within the droplet at the end of it is measured by integrating over the entire computational domain $\Omega$ as

$$\Delta p = \int_{\Omega} p^{(2)}\alpha^{(2)} - \int_{\Omega} p^{(1)}\alpha^{(1)} + \frac{1}{2} \int_{\Omega} \alpha^{(1)}.$$  \hspace{1cm} (4.2)
less than 2% for all the grids for this case, and the parasitic velocities are observed for the case without the SR but with the interface compression. The errors in the computed pressure jump are however, the results with the first-order scheme are also consistent with the conclusions here. The lowest errors are jumps at the (1)–(1) and the (2)–(2) interfaces within the DEM, possibly causing these larger errors. Values of both the ∆p_{eff} and the KE_{mix} are reported in Table 3 for various grids and with/without the stiff relaxation (SR) and with/without the interface compression (comp.). Only the second-order scheme results are shown here. However, the results with the first-order scheme are also consistent with the conclusions here. The lowest errors are observed for the case without the SR but with the interface compression. The errors in the computed pressure jump are less than 2% for all the grids for this case, and the parasitic velocities are < 0.2 m/s. The parasitic currents and the p_{mix} within the droplet for this case are shown in Fig. 9 for reference.

Regardless of the interface compression, the errors with the SR are at least an order of magnitude higher than those without the SR. Further insights into this are provided below. The errors do not necessarily reduce with the grid, and this could be due to the contrasting effects, as we would compute the curvature more accurately for the finer grids. However, the coarser grids would help the parasitic currents to diffuse numerically. The errors with the interface compression are also significantly lower than those without it since the droplet interface becomes irregular due to the parasitic currents. Still, the interface compression helps keep it regular, resulting in a more accurate curvature computation.

To understand the reasons for the large errors with the SR, p^e, p^s, and α^{(2)} are plotted along the centerline for the 800×800 test with and without the SR in Fig. 10. As noted before, the DEM modifications in the surface tension are designed so that a pressure jump is handled across the (1)–(2) interface, whereas the (1)–(1) and the (2)–(2) interfaces should behave as before. As expected, the case with the SR maintains pressure equality away from the interface and enforces a pressure jump between p^{(1)} and p^{(2)} within the numerically diffused interface. However, because of this, pressure jumps are present in both p^{(1)} and p^{(2)} near the boundaries of the diffused interface. They result in pressure jumps at the (1)–(1) and the (2)–(2) interfaces within the DEM, possibly causing these larger errors.

On the other hand, for the case without the SR, p^{(1)} stays constant, and only the p^{(2)} changes within the numerically diffused interface. The liquid pressure p^{(2)} reduces almost to the same value as p^{(1)} right before the interface (x/d_0 >
Figure 9: Velocity vectors and $p^{\text{mix}}$ contours are shown for the 800×800 cylindrical droplet case without the stiff relaxation and interface compression at $t=0.085$ s. The droplet interface $\alpha^{(2)} = 0.5$ is shown via a dashed line.

0.5) and then increases back due to the surface tension terms at the interface. The initial reduction in it is still in the gas phase (i.e., $\alpha^{(2)}$ is small), and therefore, it does not adversely affect the overall mixture ($\text{mix}$) flow fields. The surface tension is accurately captured without the SR within the numerically diffused interface due to the DEM modifications in the (1)–(2) Riemann problem. The errors mentioned above due to the SR are also apparent in the density fields, as $\rho^{(1)}$ in the presence of the SR increases by almost 100% within the droplet. In contrast, the oscillations in both $\rho^{(1)}$ and $\rho^{(2)}$ are < 0.5% for the case without the SR.

For the third test, instead of starting from a circular droplet, an elliptical drop is used with the following shape \[ \frac{(x-x_0)^2}{0.2^2} + \frac{(y-y_0)^2}{0.12^2} = 1. \] (4.4)

The ellipsoidal droplet starts converting into a circular shape because of the initial higher/lower curvature on the horizontal/vertical ends of the droplet. The potential energy stored in the droplet’s surface tension converts into kinetic energy. The droplet oscillates from an initial ellipse into an intermediate circular shape and back to an ellipse. The kinetic energy oscillates during this process, and we can compute its frequency against an analytical value based on the Rayleigh formula \[ \omega = \frac{\rho^3 - \rho}{(\rho^{(1)} + \rho^{(2)})r_0^3}, \] (4.5)

where $\rho$ is the oscillation mode. Corresponding to $\rho = 2$ and $r_0 = 0.1549$ m, an oscillation frequency is determined as $t_{\text{osc}} = 2\pi/\omega = 0.085$ s.

Based on the conclusions from the previous test, this test is simulated without the SR. The evolution of the droplet shape at various times is shown in Fig. 11 and corresponding $KE^{\text{mix}}$ is shown in Fig. 12. Similar to the previous test, interface compression is necessary for accurate curvature and surface tension computation. As expected, the initial elliptical droplet converts to a circular droplet by $t/t_{\text{osc}} = 0.3$. This is accompanied by an increase in the $KE^{\text{mix}}$. The droplet regains an elliptical shape by $t/t_{\text{osc}} = 0.5$ and $KE^{\text{mix}}$ shows reduces to zero. Ideally, this process should continue in the absence of any viscous effects. However, because of the numerical diffusion here, the peaks of $KE^{\text{mix}}$ reduce with time. The 400×400 grid only captures two peaks of $KE^{\text{mix}}$, whereas the finer grids can capture more. The
computed oscillation frequency matches the exact value with <15% accuracy.

4.5. Viscous effects

To verify the implementation of the viscous terms, a lid-driven cavity with a Reynolds number (Re) of 100 is simulated first. Initially, the fluid is at rest in a square domain of size $L$. The top wall is accelerated to a velocity $u^\infty$ at $t = 0$, and all the other walls stay at rest. The flow within the domain starts moving and rotating due to the no-slip walls and the viscous effects. The simulations are run until a steady-state solution is achieved. Single-phase simulations for this case have been established before, and the results match with an exact solution. Two-phase results are obtained here with the DIM, where both the phases are set as CPG and with the same properties. The volume fraction $\alpha^{(2)}$ is initialized corresponding to a circular droplet within the domain using Eq. (3.23). Both the single-phase and the two-phase simulation results match with and without the SR match the exact solution as shown in Fig. 13, verifying the implementation of the viscous terms. These results are with the second-order scheme.

Next, to validate the viscous effects in two-phase flows, the drag of a droplet in a viscous medium is computed. A 2D domain of length $L_x = 15r_0$ and width $L_y = 10r_0$ is used, where $r_0 = 0.5$ mm is the radius of an initially...
Figure 12: $KE^{\text{mix}}$ [kg m$^2$/s$^2$] for an oscillating ellipsoidal droplet. The dashed vertical lines correspond to the exact oscillation period.

Figure 13: Steady-state velocities are compared against an exact solution for the lid-driven cavity test.
are initialized as zero. The dynamic viscosity for the gas phase is set as \( \mu = \) correlation \( \text{Re} \) it is \( \mu \) where \( U \)

circular droplet initially placed at \((x, y) = (4r_0, 5r_0)\). The gas and the liquid phases are modeled using CPG and SG, respectively, with \( \gamma^{(1)} = 1.4, \gamma^{(2)} = 4.4, \) \( \rho_0^{(2)} = 6 \times 10^8 \). The velocity field surrounding the droplet is initiated using a potential flow solution, using a stream function

\[
\psi = U_0 r \sin(\theta) \left[ 1 - \frac{r^2}{\Omega^2} \right], \quad u_1^{(1)} = u_1^{(2)} = -\frac{\partial \psi}{\partial y}, \quad u_2^{(1)} = u_2^{(2)} = \frac{\partial \psi}{\partial x}, \tag{4.6}
\]

where \( U_0 \) is the free-stream velocity, and \( \theta = 10^\circ \) is used to trigger vortex shedding. The velocities inside the droplet are initialized as zero. The dynamic viscosity for the gas phase is set as \( \mu^{(1)} = 1.8 \times 10^{-5} \text{ kg/(m-s)}, \) and for the liquid it is \( \mu^{(1)} = 1.14 \times 10^{-3} \text{ kg/(m-s)}. \) The surface tension is specified as \( \sigma = 0.0728 \text{ N/m}. \) The Reynolds number \( (Re) \) is defined as \( Re = 2 \rho^{(1)} r_0 U_0 / \mu_0, \) and the Weber number \( (We) \) is defined as \( We = 2 \rho^{(1)} r_0 U_0^2 / \sigma. \)

Two conditions are simulated following a previous work using the five-equation model \[80\]. One with \( U_0 = 5 \) m/s, that corresponds to \( Re = 81.3 \) and \( We = 0.1, \) and another with \( U_0 = 50 \) m/s, that corresponds to \( Re = 813 \) and \( We = 10. \) A time-scale for normalization is defined as \( t_0 = r_0 / U_0. \) Three grids are used with the number of cells across the droplet diameter \( N_c = 20, 50, 100. \) The simulations are conducted with and without the SR and with and without the interface compression. The interface diffuses irregularly without interface compression, similar to the previous surface tension test. The boundary and shear layers that are supposed to grow surrounding the sharp gas-liquid interface are wrongly predicted. Therefore, only the results with the interface compression are discussed further in this section.

The flow fields for the two simulated conditions are shown in Fig. \[14\]. The droplet at \( We = 0.1 \) maintains a circular shape, but it deforms for \( We = 10. \) The low \( Re \) case develops a separation bubble behind the droplet, and the flow field remains relatively steady. On the other hand, the high \( Re \) case demonstrates a vortex shedding process. The positive and negative velocities surrounding the droplet are due to the viscous effects. For further processing, the droplet velocity and a drag coefficient \( C_D \) are computed as

\[
U_c = \int_{\Omega} \alpha^{(2)} u_1^{(2)} \int_{\Omega} \alpha^{(2)} , \quad C_D = \frac{\rho^{(2)} dU_c}{\rho^{(1)}} = \frac{\pi r_0}{(U_0 - U_c)^2} \tag{4.7}
\]

The computed \( C_D \) is compared against a steady-state drag correlation for a rigid cylinder \( C_{D,5}(Re) \) \[75\] for \( We = 0.1 \) in Fig. \[15\]. The droplet with \( We = 10 \) starts deforming, and therefore, a comparison against the correlation is not possible for that. These results show that establishing the viscous flow surrounding the droplet takes approximately \( 5t_0, \) and \( C_D \) reaches a steady value after that. The \( C_D \) is overpredicted for the coarser grids. However, a better match against the correlation \( C_{D,5}(Re) \) is achieved with grid-refinement. The \( C_D \) for the finest grid is also \( \approx 10\% \) higher than the correlation \( C_{D,5}(Re) \), but this could be attributed to the relative acceleration effect \[81\] that is not included in the correlation \( C_{D,5}(Re) \), but are present in the current simulations since the relative velocity \( U_r = U_c - U_0 \) decreases with time. These results also show that even though the \( C_D \) with and without the SR do not match exactly, they are very similar, and this further indicates the efficacy of the viscous DEM in accurately modeling the non-conservative interface terms such that there is no need to use the SR with the seven-equation model.
Figure 14: Streamlines and vorticity contours are shown surrounding a droplet for the viscous computations. These results are without the SR with the interface compression and for the grid with $N_x = 100$.

Figure 15: Computed drag coefficient $C_D$ and its evolution with time is shown for $Re = 81.3$, $We = 0.1$. 
4.6. Shock-droplet interaction

This test simulates the early-stage deformation of a cylindrical water droplet when hit by a shock wave. The setup follows the experiments by Igra et al. [76] and other numerical works that used a five-equation DIM [31, 77]. A circular droplet of diameter \( d_0 = 4.8 \text{ mm} \) is placed in a 2D computational domain of size \( 23d_0 \times 12d_0 \). The background gas phase is initialized with a shock of strength \( M = 1.47 \) that is located at a distance \( d_0 \) ahead of the droplet center. The pre-shock (background) pressure and velocity are \( p^{(1)} = p^{(2)} = 101325 \text{ Pa} \) and \( u^{(1)} = u^{(2)} = 0 \text{ m/s} \), respectively. The corresponding post-shock conditions are subsonic, and they are set as \( p^{(1)} = p^{(2)} = 238558 \text{ Pa} \) and \( u^{(1)} = u^{(2)} = u_0 = 226 \text{ m/s} \). The water density is set as \( \rho^{(2)} = 1000 \text{ m/s} \). The pre- and the post-shock gas-phase densities are \( \rho^{(1)} = 1.204 \text{ kg/m}^3 \) and \( \rho^{(1)} = 2.18 \text{ kg/m}^3 \), respectively. Note that these initial conditions are equivalent to the IC-2 as described earlier in Section 4.3. The liquid water is modeled with a SG EOS with \( \gamma^{(2)} = 6.12 \) and \( p_0^{(2)} = 343.44 \times 10^6 \text{ Pa} \). The gas phase is modeled with a CPG EOS with \( \gamma^{(1)} = 1.4 \). The volume fraction is initialized using Eq. (3.23) with \( \delta = 0.5 \).

The computational domain is discretized using a uniform grid \( N_x = 17, 42, 83, 170, 255, 340 \) cells across the droplet diameter. The top and the bottom boundaries are set as slip walls. The left boundary behind the shock is set as a non-reflective subsonic inflow at the post-shock velocity \( u_0 \). The right boundary, ahead of the shock, is set as a supersonic outflow to let the incoming shock wave pass through without any reflections. The Reynolds number (\( Re \)) and Weber number (\( We \)) corresponding to this condition are \( Re = 4860 \) and \( We = 72320 \), respectively. Under these conditions, the droplet deformation is primarily driven by inertia during the early stages. Therefore, the surface tension and viscous effects can be neglected, as confirmed in the earlier numerical studies [31, 77]. Note that these effects would still be relevant near the final stages of the breakup and at much smaller length scales that are not resolved here. The simulations are conducted and compared with and without the surface tension and with and without the interface compression.

A non-dimensional time is defined as \( \tau = t/\left( u_0/d_0 \sqrt{\rho^{(1)}/\rho^{(2)}} \right) \), where the denominator characterizes time for breakup via Rayleigh–Taylor or Kelvin–Helmholtz instabilities [82]. The simulation results at various times are shown in Fig. [16] for the case with \( N_x = 83 \). These are with the interface compression and with/without the stiff relaxation. Pressure contours and Numerical Schliren \( \left( |\partial \rho^{(1)}/\partial x_i| \right) \) are used to identify the shock structure. The droplet is using an \( \alpha^{(2)} = 0.5 \) contour. As the initial shock hits the droplet, there are transmitted and reflected waves. Unlike the previous 1D case, the shock structures are no longer planar because of the circular droplet. The waves that propagate inside the cylinder transmit and reflect through the material interface. The droplet remains circular during the earlier stages (up to \( \tau \approx 0.17 \)). However, it starts to deform due to the vortical structures created around it later. These features are qualitatively similar to the experimental observations [76] and previous numerical results [31, 77]. The results with and without the SR match closely, reconfirming the ability of the DEM to alleviate the need to use an SR.

The experiments measured the droplet motion and the droplet deformation in four geometrical parameters. 1) Leading edge drift \( (x_L) \), that is, the x-location of the droplet leading edge measured with respect to its initial location, 2) droplet centerline width \( (w) \), which measures the width of the cylinder along the x-axis, 3) droplet spanwise diameter \( (d) \), that is the width of the droplet in the y-direction, and 4) droplet area \( (A) \). All these are computed from the simulation flow-fields using a threshold volume fraction \( \alpha_T^{(2)} \), considering that \( \alpha_T^{(2)} > \alpha_T^{(2)} \) is the droplet shape whose geometrical
parameters have to be determined.

Because of the uncertainty in the experimental measurements, it is unclear what value $\alpha_T^{(2)}$ should take to best match the data. Even though the gas-liquid interface is supposed to remain sharp in reality, this region may appear diffused depending on the measurement technique because of the small droplets strip surrounding the parent droplet surface. In addition to this, the interface also numerically diffuses for the simulations. The results are analyzed for $\alpha_T^{(2)} = 0.1, 0.5, 0.9$, but only those with $\alpha_T^{(2)} = 0.9$ are shown here. Sensitivity of five-equation DIM results in the choice of $\alpha_T^{(2)}$ can be found elsewhere [31] and our observations are similar for the cases without the interface compression. The simulation results with the interface compression do not show a sensitivity to $\alpha_T^{(2)}$ since a regular interface thickness is maintained. However, those results are considered erroneous for this test, and further details are discussed later.

The simulations with the SR and the interface compression take longer to run, e.g., the simulations are $1.6 \times$ slower with the interface compression and 5.6-times slower with the SR. Because of the cost of these simulations, the finer grids are not simulated until completion with the SR and the interface compression. As discussed next, the results are still considered sufficient to draw valuable conclusions.

The droplet leading edge ($x_L/d_0$) evolution is shown in Fig. 17. All grid resolutions show a similar trend, but a grid convergence is achieved for $N_x \geq 170$. Stiff relaxation or interface compression does not result in a noticeable difference in leading-edge predictions. The results match the experimental data for $\tau < 0.7$, however, the difference eventually grows to almost 100% by $\tau = 1.3$. This difference could be due to the subsonic inflow boundary conditions used on the left boundary for the simulations to maintain the post-shock velocity. The experiments were conducted within a longer shock tube where we did not need this.

The droplet leading edge ($x_L/d_0$) evolution is shown in Fig. 17. All grid resolutions show a similar trend, but a grid convergence is achieved for $N_x \geq 170$. Stiff relaxation or interface compression does not result in a noticeable difference in leading-edge predictions. The results match the experimental data for $\tau < 0.7$, however, the difference eventually grows to almost 100% by $\tau = 1.3$. This difference could be due to the subsonic inflow boundary conditions used on the left boundary for the simulations to maintain the post-shock velocity. The experiments were conducted within a longer shock tube where we did not need this.

The centerline droplet width ($w$) decreases with time due to the droplet compression, and the spanwise droplet diameter ($d$) increases as the droplet gets elongated. These are plotted in Fig. 18 and Fig. 19 respectively. Without the SR and the interface compression, the predicted droplet width $w$ matches well against the data ($<5\%$ error) for all grid resolutions. On the other hand, the droplet height $d$ is grossly underpredicted at coarser resolutions, and a grid convergence is obtained only for $N_x \geq 255$. The fine grid results capture the same trend as the experimental measurements [76]. However, they show about 30-40% overprediction. Similar errors have also been observed in earlier numerical studies using the five-equation DIM, but the reasons are unclear. The droplet area is expected to reduce with time for the experiments due to the stripping of small-sized droplets. The simulations capture this without the SR and the interface compression as shown in Fig. 20. The coarsest grid shows up to 25% underprediction. However, a grid convergence is obtained for $N_x \geq 170$, and the finer grids’ results match the measurements with $\pm5\%$ error.

Regarding the stiff relaxation solver usage, similar to the leading-edge droplet predictions, the predictions for all three geometrical features ($d, w, A$) are similar with/without the SR. The most significant differences are observed later in $d$ and $A$ predictions, which are still $<10$-15%. This further confirms the efficacy of the DEM in alleviating the need to use a separate SR solver, which, as demonstrated for this case, could be as much as 5.6-times as costly.

The effect of the interface compression on the prediction is widely apparent on $w, d, A$. In reality, the droplet area would reduce with time due to the stripping of small-sized droplets. One could estimate the size of these stripped
droplets as $\sim 6 \mu m$ based on $We \sim 1$. It is not possible to resolve these small droplets with our computational grid, and in the DIM simulations considered here, they would be represented as intermediate volume fractions ($\epsilon < a^{(2)} < 1 - \epsilon$). The interface compression approach that is used here can only work with the resolved fluids, and it wrongly interprets the regions with $\epsilon < a^{(2)} < 1 - \epsilon$ as numerically diffused regions, applying the compression there. As a result of this, the results with the interface compression are insensitive to the threshold volume fraction $a^{(2)}_T$, but they do not match the data. Transition to a dispersed phase Eulerian–Eulerian and Eulerian–Lagrangian modeling approaches such as [8] to model these regions with $\epsilon < a^{(2)} < 1 - \epsilon$, however, that is not the focus of this work, and it would be considered in the future.

4.7. Detonation-droplet interaction

One could encounter a detonation-droplet interaction in practical applications such as a liquid-fueled or liquid-assisted rotating detonation engine (RDE) [83, 84] or an energetic material packed with metal particles [85]. Some recent efforts have focused on studying this phenomenon experimentally [53]. However, the simulations here serve as a qualitative demonstration without detailed measurements for quantitative validation.

A 2D computational domain of size (1500, 100) mm is used. A liquid droplet ($\kappa = 2$) of diameter $d_0$ mm is initialized at ($x, y$) = (750, 50) mm. A uniform grid with $N_x = 100$ cells across the droplet diameter is used. The left and the right boundaries are set as supersonic outflows to let the internal waves pass through without reflection. The top and the bottom boundaries are set as slip walls. The entire domain is at rest initially ($u^{(1)} = u^{(2)} = 0$) and the pressure are set as $p^{(1)} = p^{(2)} = 10^5$ Pa. The densities are $\rho^{(1)} = 1.204$ kg/m$^3$, and $\rho^{(2)} = 1000$ kg/m$^3$. The gas-phase ($\kappa = 1$) contains gaseous H$_2$ and air at stoichiometry to mimic conditions in a typical rotating detonation engine [63].

In order to initiate a 2D detonation wave, $x < 10$ mm is initially filled with detonation products at $T^{(1)} = 3500$ K and $p^{(1)} = 5 \times 10^6$ Pa. A circular disturbance of radius 1 mm is asymmetrically added in the domain to trigger the transverse detonation waves [86]. The droplet volume fraction $a^{(2)}$ is initialized using Eq. (3.23) with $\delta = 0.5$. The droplet diameter $d_0 = 40$ mm is relatively large compared to real applications. However, it is chosen here considering the cost and the grid requirements for resolving a droplet.

The simulation results at various time instances are shown in Fig. 21. The results shown here are with the interface compression scheme and the SR. However, simulations without them have also been conducted. As a result of the initiation, a 2D detonation wave propagates in the gas phase before reaching the droplet. The structure of this detonation wave is confirmed by a pressure spike (of 2.55 MPa), an increase in the temperature (to 3078 K) due to coupled shock, and burning at the front. The detonation speed before reaching the droplet is measured as 1968 m/s, which is extremely
Figure 16: Pressure contours (bottom) and numerical Schlieren (top) image are shown for the 2D shock-droplet interaction with $N_x = 83$, with interface compression, and with/without the stiff relaxations. The droplet is identified using a $\alpha^{(2)} = 0.5$ contour (thick red line).
Figure 17: Time-evolution of the droplet leading edge ($x_L$) compared against the experimental measurements [76].

Figure 18: Time-evolution of the droplet width ($d$) compared against the experimental measurements [76].
Figure 19: Time-evolution of the droplet height \( d \) compared against the experimental measurements [76].

Figure 20: Time-evolution of the droplet area \( A \) compared against the experimental measurements [76].
Figure 21: Pressure contours (first row), temperature contours (second row), numerical Schlieren (third row), and flow-field quantities along the centerline are shown for the 2D shock droplet interaction test. The droplet is identified using a $\alpha = 0.5$ contour (thick red line) close to the Chapman—Jouguet velocity of 1964 m/s computed using a Chemical Equilibrium Applications (CEA) code at the same conditions.

Similar to the shock-droplet interaction, as the detonation wave hits the droplet, it results in the transmission and reflection of non-planar waves. A circular reflected shock is observed propagating back into the detonation products. As the wave propagates after crossing the droplet, it eventually regains its reactive detonation structure. The droplet remains circular at initial times. However, it deforms and elongates, as was also the case with the shock-droplet interaction.

5. Conclusions

A seven-equation diffused interface method (DIM) framework is developed in this work. Unlike the commonly used reduced DIM models, the seven-equation model does not enforce a velocity/pressure equilibrium. Alleviating a strict pressure relaxation allows this method for arbitrarily high pressure/density ratio and arbitrary EOS of the phases, and alleviating the strict velocity equilibrium would enable it to be used in a dispersed phase regime where the MPE are unresolved. The seven-equation model has been used for simplistic 1D tests [28, 48]. However, it is extended to be used in 2D/3D with arbitrary EOS, surface tension, viscous effects, and multi-species reacting flows. Various tests, i.e., multiphase shock tube, shock-material interaction, oscillating droplet, drag in a viscous medium, shock-droplet interaction, and detonation-droplet interaction, are conducted to validate different parts of the method. Following are some novel contributions and conclusions of this work.
• A discrete equations method (DEM) [48] is used in this work to compute the non-conservative interphase exchange terms accurately. It is demonstrated via 1D and 2D tests that this relieves the need to use a stiff relaxation solver, which is otherwise required to maintain pressure–velocity equilibrium between the phases [28] and could make the simulations as much as 5× slower. For the cases where the initial conditions are phase-specific, e.g., a shock-material interaction problem with the shock initialized in one of the phases, the use of the pressure/velocities equilibrium at the start results in errors due to mismatching pre-/post-shock conditions between the phases.

• A stiff relaxation solver is still consistent with the previous works that used a seven-equation model, but certain modifications have been made. Adaptive-step gradient descent is used for pressure relaxation to make the scheme robust and useful for arbitrary EOS. The developed seven-equation framework is robust for arbitrarily high density/pressure ratios ($\rho^{(2)}/\rho^{(1)} \sim 1 - 10^3$, $\rho^{(2)}/\rho^{(1)} \sim 1 - 10^5$), and arbitrary EOS (SG, CPG, TPG, MG).

• To include surface tension, a modification is proposed in the inviscid fluxes of DEM and the corresponding HLLC Riemann solver. This proposed method can handle a surface-tension-related pressure jump across a material interface in an exact numerical manner. The pressure jump within a circular droplet is captured with < 2% error with numerically computed curvature. An oscillating droplet where the surface potential energy converts back and forth into the kinetic energy is simulated, and the oscillation period matches the exact value with a < 15% error. The subsequent peaks of kinetic energy reduce due to numerical diffusion. However, the results improve with grid refinement.

• Modifications for modeling 2D and 3D viscous effects within the DEM framework have been included. Droplet evolution in a viscous medium is simulated. The computed drag coefficient $C_D$ matches a steady-state drag correlation for a low Weber number case where the droplet does not deform. Vortex shedding is observed for a higher $Re$ case, but the droplet also deforms due to the higher $We$.

• An interface compression scheme initially used for the five-equation model is modified for the seven-equation model. The interface compression was necessary for the surface tension tests and the viscous drag computation. Otherwise, the droplet interface gets irregular, leading to difficulties in curvature computation and boundary and shear layer predictions surrounding the droplet surface.

• A shock-droplet interaction case is simulated at experimental conditions, and the computed droplet deformation parameters are shown to match against available data. This would create many small droplets due to the atomization process at such high $Re$ and $We$ in reality. However, since the grid does not resolve these, they manifest as regions of intermediate volume fractions ($\epsilon > a^{(2)} > 1 - \epsilon$) with DIM. As a result, the interface compression scheme was detrimental for this case since it would treat these regions as numerically diffused regions and apply compression. We can consider modeling these regions using a dispersed-phase approach in the future.

• Finally, the scheme has been demonstrated to work for multi-species, reacting flows via a detonation-droplet interaction problem. This test is a qualitative demonstration without any validation/verification data.
This work does not consider heat and mass transfer at the droplet interface, which is an obvious extension of this work. Infinite [42, 43] or finite-rate [87] thermochemical relaxation solvers can be used. A key benefit of the seven-equation model is its possible extension to dispersed-phase regions where an equilibrium between the velocities is not maintained. It is shown in this work that with the use of DEM, there is no need to enforce a stiff relaxation for resolved multiphase simulations, and the next step could be to use drag and heat and mass transfer laws for interphase exchange in the regions where there are unresolved droplets. Such coupling of the seven-equation DIM with the dense-to-dilute dispersed model [8] will be considered in the future.
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