Image-Based 3D Face Modeling System
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This paper describes an automatic system for 3D face modeling using frontal and profile images taken by an ordinary digital camera. The system consists of four subsystems including frontal feature detection, profile feature detection, shape deformation, and texture generation modules. The frontal and profile feature detection modules automatically extract the facial parts such as the eye, nose, mouth, and ear. The shape deformation module utilizes the detected features to deform the generic head mesh model such that the deformed model coincides with the detected features. A texture is created by combining the facial textures augmented from the input images and the synthesized texture and mapped onto the deformed generic head model. This paper provides a practical system for 3D face modeling, which is highly automated by aggregating, customizing, and optimizing a bunch of individual computer vision algorithms. The experimental results show a highly automated process of modeling, which is sufficiently robust to various imaging conditions. The whole model creation including all the optional manual corrections takes only 2~3 minutes.
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1. INTRODUCTION

The automatic generation of a realistic 3D human head model has been a challenging task in computer vision and computer graphics for many years. Various applications such as virtual reality, computer games, video conferencing, and 3D animation could benefit from convincing human face models. Although there are hardware devices such as laser range scanners and structured-light range finders that can capture accurate 3D shapes of complex objects, they are very expensive and difficult to use. The aim of this paper is to make a convincing human head modeling system that is easy to use by a common PC user. In order to achieve this, it is necessary to use affordable devices such as a digital camera for data acquisition to maximize the possible level of automation along with the controls over the creation process and to develop robust algorithms that generates plausible results even in the case of imperfect input data.

In this paper, we develop a practical automatic system for generating a 3D convincing facial model from frontal and profile images, without imposing strict picture-taking conditions such as illumination, view angle, and camera calibration. The proposed model deformation procedure works well even in the case of imperfect imaging, where the frontal and profile images are not strictly orthogonal. The novelty of the proposed system lies in the development of robust facial feature detection algorithms, which are highly customized and optimized for face modeling purposes. In addition, the system achieves a visually accurate modeling of the ears, which affects the appearance dramatically but has not received a great deal of attention. The overall block diagram of the proposed system is shown in Figure 1.

1.1. Previous works

The existing systems for automatic face model reconstruction can be categorized by the source of 3D facial shape
data they employ. A few researchers have developed techniques to acquire a 3D face directly from a laser scanner or a structured-light range finder [1, 2]. However, it is very expensive and difficult to operate to the extent that the common end-users cannot use it. On the other hand, several studies have been devoted to the creation of face models from two or three views [3, 4, 5]. The views need to be strictly orthogonal, which is difficult to achieve when using a common handheld camera without special mounter setup. A few systems [6] rely on user-specified feature points in several images, which is laborious. Among the other approaches, the methods that utilize optical flow and stereo methods appear to be the farthest step towards the full automatic reconstruction process [7, 8, 9]. However, due to the inherent problems associated with stereo matching, the resulting models are often quite noisy and exhibit unnatural deformations of the facial surface. A few researchers attempted to build a model from just one frontal facial image by using depth estimation from 2D facial feature points [10]. However, the resulting model is yet far from convincing because it lacks both shape and texture information. The statistical model of the human head [11] has been used to introduce additional constraints for face modeling. However, the linear simplified representation is doubtful, and the determination of the coefficients is very difficult to make efficient, robust, accurate, and automatic [12]. A system that makes it possible to combine several head shape data sources (stereo, 2D feature points, silhouette edges) is described in [13]. However, the result was not a complete head and the algorithm is computationally complex.

1.2. Overview of the proposed system

The proposed system focuses on creating a highly automated procedure for a high-quality facial model generation from the frontal and profile images without imposing strict conditions on the picture-taking conditions. Special attention is paid to creating fast and robust facial feature extraction algorithms, which are customized and optimized to face modeling purposes. In addition, considering the limitations of computer vision techniques, this work allows optional user interaction for the manual corrections on top of the automatic reconstruction process. It should be noted that the proposed system does not require any camera calibration, which is in contrast to [13, 14]. In addition, unlike [3, 4, 5], the frontal and profile views do not need to be strictly orthogonal. Note that the input images for this system could be obtained using an ordinary digital camera, which makes the system easy to use and inexpensive.

As shown in Figure 1, the proposed system takes two (frontal and profile) photographs of a person and a generic head model as the inputs to produce a textured VRML model of the person's head. Two types of data are carefully combined: the frontal and profile facial features. The recognition part of the system extracts the facial features robustly. A few algorithms have been developed to detect the individual facial parts including the eye, nose, mouth, ear, chin, and cheek. The generic head model is deformed to coincide with the detected facial features by employing radial-basis functions (RBF) interpolation. The model texture is created by blending the frontal and profile face photos after a color adjustment to give the images a consistent color scale. In addition, a synthetic skin texture is used to fill the model parts, where no texture information can be extracted from the profile and frontal images.

The proposed system is highly modular, allowing developers to replace a particular subsystem with their own algorithm. Different generic head models can be used in the described system without difficulty. The user needs to create a semantics file only in which the correspondences between the facial feature curves and the model vertices are described. Note that it is possible to create a face model from a frontal image only.

1.3. Organization of the paper

The paper is organized as follows. In Sections 2 and 3, the algorithms for the frontal and profile feature detection are described, respectively. Sections 4 and 5 are devoted to the shape deformation and texture generation algorithms, respectively. The experimental results are described in Section 6. Finally, Section 7 provides the conclusive remarks.

2. Frontal Facial Feature Extraction

The frontal feature extraction is comprised of three steps: face region detection, feature position detection, and feature contours (eyes, brows, nose, lips, cheek, and chin) estimation. Each step assumes that the previous ones have been successfully completed and requires a reasonable accuracy of the features detected previously. For this end, user intervention to correct feature detection inaccuracies is possible (but not required) after each step.
2.1. Face region detection

Many face detection algorithms exploiting different heuristic and appearance-based strategies have been proposed (a comprehensive review is presented in [15]). Among those, color-based face region detection has gained increasing popularity, because it enables the fast localization of potential facial regions and is highly robust to geometric variation of face patterns and illumination conditions (except colored lighting). The success of color-based face detection depends heavily on the accuracy of the skin-color model. In our approach, the Bayes skin probability map (SPM) [16] is employed in the normalized R/G chrominance color space, which has shown a good performance for skin-color modeling. Typical skin detection results are presented in Figure 2.

Skin color alone is usually not enough to detect the potential face regions reliably due to possible inaccuracies of camera color reproduction and the presence of nonface skin-colored objects in the background. Popular methods for skin-colored face region localization are based on connected components analysis [17] and integral projection [18]. Unfortunately, these simple techniques fail to segment the facial skin-colored region reliably when the face is not well separated from the background. Popular methods for skin-colored object detection results are presented in Figure 2.

In order to cope with these problems, a deformable elliptic model is developed, as shown in Figure 3a. The model is initialized near the expected face position. For example, the mass center of the largest skin-colored connected region would be a good choice, as shown in Figure 3b. Subsequently, a number (12 in the current implementation) of rectangular probes with an area \( S_{\text{probe}} \) on the ellipse border deform the model to extract an elliptic region of skin-colored pixels, as shown in Figures 3c and 3d. Let \( N_{\text{in}} \) and \( N_{\text{out}} \) be the numbers of skin-colored probe pixels inside and outside the face ellipse, respectively. The density of skin-colored probe pixels inside and outside the face ellipse then control the probe displacement vector \( \vec{v}_i \):

\[
\vec{v}_i = \begin{cases} 
0 & \text{otherwise}, \\
\frac{N_{\text{in}}}{S_{\text{probe}}} \cdot \vec{n}_i & \text{if } \frac{N_{\text{in}}}{S_{\text{probe}}} < T_1, \\
\frac{N_{\text{out}}}{S_{\text{probe}}} \cdot \vec{n}_i & \text{if } \frac{N_{\text{out}}}{S_{\text{probe}}} > T_2, \\
\end{cases}
\]

where \( i \) is the probe index, \( \vec{n}_i \) is the probe expansion direction (normal to the current ellipse border and pointing outside), and \( T_1 \) and \( T_2 \) are the threshold values. Nonnegative coefficients \( k_{\text{in}} \) and \( k_{\text{out}} \) control the model deformation speed.

After the displacement vectors for all probes are calculated, an ellipse is fitted to the centers of the repositioned probes. Taking advantage of the elliptical shape of the skin-colored region makes the method more robust, compared with the existing method for skin-pixel cluster detection as reported in [19].

2.2. Eye position detection

Accurate eye detection is quite important in the subsequent feature extraction, because the eyes provide the baseline information about the expected location of the other facial features in the proposed system. Most eye detection methods exploit the observation that the eye regions usually exhibit sharp changes in both the luminance and chrominance, which is in contrast to the surrounding skin. Researchers have used integral projection [20], morphological filters [18], edge-map analysis [21], and non-skin-color area detection [17, 22] to identify the potential eye locations in the facial image. This leads to severe distortion errors when using a nonskin color and low pixel intensities as the eye region characteristics. Luminance edge analysis requires a good facial edge map, which is difficult to obtain when the image is noisy or has a low contrast. However, the detection of sharp changes in the red channel image provides a more stable result, because the iris usually exhibits low red channel values (for both dark and light eyes), compared with the surrounding pixels in the eye white and skin. The proposed method effectively detects the eye-shaped variations of the red channel, which is also easily implemented.

In order to more easily detect a change in intensity, the red channel image intensity is stretched to the maximum range and a variation image is then calculated. Let \( I \) be the original red channel image; the pixel value of the variation image at \((x, y)\) can then be defined as

\[
V_{n,a}(x, y) = \alpha \frac{1}{|R_{n,a}(x,y)|} \sum_{r \in R_{n,a}} \left\{ I(r) - \frac{1}{|P_{n,r}|} \sum_{p \in P_{n,r}} I(p) \right\}^2.
\]
Here, $R_{n,x,y}$ denotes an ($n \times 7$)-sized rectangle centered at $(x, y)$, while $P_{n,r}$ is an ($n \times n/3$)-sized ellipse centered at $r$. The control parameters are the scaling coefficient, $\alpha$, and the expected size of the eye features, $n$.

The meaning of the variation image $V_{n,\alpha}(x, y)$ can be described as a dilatation of the high-frequency patterns in the red channel facial image. The variation image is calculated for several $(n, \alpha)$ pairs in order to cope with the high variance of the eye appearance, as shown in Figure 4. This results in a stable and correct behavior for the images with different lighting and quality. The connected components of the pixels with high variation values are then tested to satisfy the shape, size, and symmetry restriction in order to obtain the best-matching eye position for each variation image independently. Finally, different $(n, \alpha)$ configurations are sorted so that the later ones generate a stronger response. Their results are combined in this order so that later results can either provide an output if no response is generated previously, or refine the previous results otherwise.

2.3. Eye contours detection

The eye contour model consists of an upper lid curve in a cubic polynomial, a lower lid curve in a quadratic polynomial, and an iris circle. The iris center and radius are estimated by the algorithm developed by Ahlberg [23]. This is based on the assumptions that the iris is approximately circular and dark against the background, that is, the eye white. Conventional approaches of eyelid contour detection use deformable contour models attracted as a result of the high values of the luminance edge gradient [24]. Deformable models require the careful formulation of the energy term and good initialization, otherwise an unexpected contour extraction result may be acquired. Moreover, it is undesirable to use luminance edges for contour detection, because eye area may have many outlier edges.

This paper proposes a novel technique that achieves both stability and accuracy. Taking the luminance values along a single horizontal row of an eye image as a scalar function $L_y(x)$, it can be seen that the significant local minima correspond to the eye boundary points, as shown in Figure 5. This observation is valid for many images taken under very different lighting conditions and qualities. The detected candidate pixels of the eye boundary are filtered to remove the outliers before fitting a curve to the upper eyelid points. On the other hand, the lower lid is detected by fitting the eye corners and the lower point of the iris circle with a quadratic curve.

The eyebrows can be detected simply by fitting parabolas to the dark pixels after binarizing the luminance image in the areas above the eye bounding boxes.

2.4. Lip contour detection

In most cases, the lip color differs significantly from that of the skin. Iteratively refined skin and lip color models are used to discriminate the lip pixels from the surrounding skin. The pixels classified as skin at the face detection stage and located inside the face ellipse are used to build a person-specific skin-color histogram. The pixels with low values of a
Figure 4: Red channel variation images at different scales. (a) Input image with low quality and contrast. (b) $n = \text{FaceWidth}/30$, $\alpha = 1.4$. (c) $n = \text{FaceWidth}/25$, $\alpha = 0.6$. (d) $n = \text{FaceWidth}/30$, $\alpha = 0.6$.

Figure 5: Eye contour detection. (a) Source image. (b) Detected eyelid points and fitted curve. (c) Detected contour. (d) Pseudo 3D luminance graph of the eye area. Candidate points for eye border are marked with dark circles.

Person-specific skin-color histogram, located at the lower face part, are used to estimate the mouth rectangle. The skin and lip color classes are then modeled using 2D Gaussian probability density functions in ($R/G$, $B/G$) color space. It is observed empirically that this color space shows excellence in discriminating lip from skin. The difference between the lip and skin probability for each pixel is used to construct a so-called “lip function image,” which is shown in Figures 6b and 6c.

The initial mouth contour is approximated by an ellipse based on the pixel values of the lip function image. The contour points move radially outwards or inwards, depending on the lip function values of the pixels they encounter. Three forces control the displacement of the $i$th contour point, as given by

$$F_i = F_i^{\text{data}} + F_i^{\text{form}} + F_i^{\text{sm}},$$  \hspace{1cm} (3)$$

where

$$F_i^{\text{data}} = \begin{cases} -k_{\text{out}}\nu_c, & f(p_i) \geq T, \\ k_{\text{in}}\nu_c, & f(p_i) < T, \end{cases}$$

$$F_i^{\text{form}} = k_{\text{form}} \frac{(\nu_p + \nu_n) \cdot \nu_c}{|\nu_p + \nu_n|} \nu_c,$$

$$F_i^{\text{sm}} = 2k_{\text{sm}}(1 + \nu_p \cdot \nu_n) \text{sgn}((p_{i+1} - p_{i-1}) \cdot (\nu_p^\top)) \nu_c,$$

where $k_{\text{in}}, k_{\text{out}}, k_{\text{form}},$ and $k_{\text{sm}}$ are positive coefficients that control the contour deformation speed; $f(p_i)$ is the value of the lip function at $p_i$ on the lip contour; $T$ a threshold; $\nu_n, \nu_p,$ and $\nu_c$ are the unit vectors pointing to the next contour point, the previous contour points, and the ellipse center, from $p_i$, respectively; $-\nu_p^\top$ is a unit vector which is rotated $\pi/2$ clockwise from $\nu_p$. The layout of the vectors involved is illustrated in Figure 6a.
In (3) and (4), $F_{\text{form}}^i$ is the data force that controls the growth and contraction of the contour. $F_{\text{form}}^i$ maintains the contour shape to be close to an ellipse. $\nu_n$ and $\nu_p$ are taken as average of several neighbor points in order to make this force affect the global contour form. $F_{\text{sm}}^i$ controls the smoothness of the contour, whilst preventing each point from going outside. The force direction is set to be parallel to the ellipse radii $-\nu_c$, which results in a more stable behavior during convergence. The mouth contour points are moved until their displacements become less than a given threshold. Note that 30 iterations are sufficient in most cases.

In order to match the lip corners exactly, the smoothing force $F_{\text{sm}}^i$ is weakened for the points expected to become the lip corners by lowering $k_{\text{sm}}$ for the corner neighbor points. The lower part of the mouth contour should be smoother than the upper part, which is also considered in assigning $k_{\text{sm}}$. The intermediate process of contour fitting is illustrated in Figures 6b and 6c.

2.5. Nose contour detection

The representative shape of the nose side has already been exploited in order to increase the robustness, and its matching to the edge and dark pixels has been reported to be successful [24, 25]. However, in cases of a blurry picture or ambient face illumination, it becomes increasingly difficult to utilize the weak edge and brightness information. In our approach, a step further from the naive template methods is made. The proposed approach utilizes the full information of the gradient vector from the edge detector. The nose-side template represents the typical nose-side shape in a fixed scale. In order to compensate for the fixed scale of the template, the nose image (face part between the eye-centers, vertically from the eye bottom to the top of mouth box) is cropped and scaled to a fixed size. Median filtering is applied before template matching in order to alleviate the noise, whilst preserving the edge information. Luminance gradient vector field is calculated using Prewitt edge mask, which shows less blurring artifacts than Sobel mask when calculating the luminance derivatives. The result of the luminance gradient vector field is shown in Figure 7a. The figure of merit (FoM) at a pixel location $q$ is defined by the following formula:

$$\text{FoM}(q) = \sum_{p \in S(q)} \text{Fit}(p),$$

where

$$\text{Fit}(p) = \begin{cases} 1 & \text{if } \exists r \in \Omega(p) \text{ s.t. } |\nabla I(r) \cdot a(p)| \geq 0.9 \\
\text{and } |\nabla I(r)| > T_1, & 0 \text{ otherwise.} \end{cases}$$

In (6), $p$, $q$, and $r$ denote pixel locations; $S(q)$ is the set of template points; $\Omega(p)$ is a $5 \times 5$ neighborhood of $p$; $\nabla I(r)$ is the image spatial luminance gradient vector at $r$; and $a(p)$ is the normal vector at $p$ on the template curve. $T_1$ sets the minimum gradient magnitude value to exclude the weak edges. FoM$(q)$ is the counter function that yields the number of pixels in $S(q)$, which exhibit a significant gradient magnitude with a gradient direction close to the template curve normal. Approximately 13% of the maximum figure-of-merit template positions form a set of nose-side candidates, as shown in Figure 7b. A pair of candidates, located with the close vertical coordinates on an approximately even distance from the face central line, is chosen as the most probable nose position, which is also shown in Figure 7b.
2.6. Chin and cheek contour detection

Deformable models [26] have proven to be efficient tools for detecting the chin and cheek contour [27]. However, in several cases, the edge map, which is the main information source for a face boundary estimation, results in very noisy and incomplete face contour information. A subtle model deformation rule derived from the general knowledge on the human facial structure must be applied for accurate detection [27]. This paper proposes a simpler but robust method that relies on a deformable model, which consists of two fourth-degree polynomial curves linked at the bottom point, as shown in Figure 8a. The model deformation process is designed in such a way that permits the detection of the precise facial boundary in the case of noisy or incomplete face contour. The gradient magnitude and the gradient direction are utilized simultaneously.

The model’s initial position is estimated from the already detected facial features, as shown in Figure 8b. After the initialization, the model begins expanding towards the face boundaries, until it encounters strong luminance edges, which are collinear with the model curves. The model curves are divided into several sections. It expands until a sufficient number of pixels occupied by a curve section have an edge magnitude greater than a given threshold and an edge direction collinear with a model curve. The model curves are fitted to the repositioned section points by least-square fitting after evaluating each section’s displacement. This is repeated until the model achieves a stable convergence. Figures 8b, 8c, and 8d illustrate this process, showing the convergence to the actual chin and cheek boundary. The lower chin area may exhibit weak edges or no edges at all. In this case, the lower-part sections stop movement when they reach the significant luminance valleys. In order to prevent the excessive downward expansion, the model is not allowed to move lower than the horizontal line, which is derived from the human face proportions.

Figure 8: Chin and cheek contour detection. (a) Deformable contour model. (b), (c), and (d) The results of contour initialization and fitting.

3. PROFILE FACIAL FEATURE EXTRACTION

The profile feature extraction consists of two steps: profile fiducial points detection and ear boundary detection.

3.1. Profile fiducial points detection

The algorithm can be roughly divided into two stages that include profile curve detection and fiducial points detection. The robustness is achieved by a feedback strategy: the later steps will examine the results from previous steps. When erroneous intermediate results are detected, the algorithm will automatically go back to previous steps and fix the errors with additional information.

3.1.1. Profile curve detection

Profile facial curve is detected as the boundary of the face region, which is the largest skin-colored connected component, or another near the image center when the two largest components have a comparable size. Note that the same skin-color classification algorithm for the frontal image is employed.

However, the color-based algorithm gives incorrect results in many cases, as shown in Figure 9. For example, the detected face region will not include the nose when a strong shadow separates the nose from the face, as shown in Figure 9b. This failure case can be recognized by searching for the nose candidate, which is the skin-colored connected component near the face region in the horizontal direction. The nose tip is detected as an extreme point along the horizontal direction (it is the right-most point in this implementation) in the currently detected face region (or the nose region when the nose is separated from the face). In addition, the nose bridge is estimated by fitting a line segment to the local edge points, beginning from the nose tip. The next stage is to check if there is another failure condition, that is, the incomplete nose area due to strong illumination, as shown in Figure 9e. This can be carried out by calculating the distance from the nose bridge to the face region boundary points. After the failure cases of skin-color segmentation are recognized, a pyramid-based area segmentation algorithm [28] in the Intel Open Source Computer Vision Library (http://www.intel.com/research/mrl/research/opencv)
is used to detect the profile curve, as shown in Figures 9c, 9f, and 9i.

3.1.2. Fiducial points detection

The profile fiducial points are detected after extracting the profile curve. They are defined as a few characteristic points positioned on the profile curve. First, a “profile function,” $x = x(y)$ is constructed, where $y$ varies along the vertical direction, and $x$ denotes the rightmost $x$ coordinate. It is also smoothed with 1D Gaussian filter to eliminate noise. Figure 10 shows a typical profile function, where a few fiducial points to be detected are also marked. The “nose tip” (A in Figure 10) is the global maximum position. The “nose bridge top” (B in Figure 10) is the ending point of a line segment representing the nose bridge. A search area for detecting the “under-nose point” is then defined (C in Figure 10) based on the length of the nose bridge, and the position where the curvature is maximized in this area is believed to be the detection result. Afterwards the profile curve below the “under-nose point” is approximated as a polyline with an adaptive polyline fitting algorithm. The “chin point” (D in Figure 10) is the first polyline vertex whose successive line segment direction is close to the horizontal direction; the “neck top point” (E in Figure 10) is the first polyline vertex after the chin point whose successive line segment direction is close to the vertical direction. Finally, the
lip points are positioned as the interpolation results of the under-nose point and the neck top point with predetermined coefficients. The distance from the nose tip to the chin point is then calculated. If it is too short, the third failure condition of the skin-color segmentation is recognized, as shown in Figure 9b. This is due to the insufficient illumination. For this case, the algorithm will return to the previous stage in order to redetect the profile curve with the area segmentation algorithm.

3.2. Ear boundary detection

Since the local low-level clues are usually weak and erroneous in the area around the ear, a curved template, which represents the priori knowledge about the human ear, is utilized to detect the ear boundary. The complete ear detection consists of three steps: (1) profile image normalization to compensate for the different scale and orientation, (2) ear initialization to match the template with the image ear and to translate it to an initial position, and (3) ear refinement to deform the template in order to match the accurate ear boundary.

3.2.1. Profile image normalization

Two profile fiducial points, the nose bridge top and the chin point, are selected as the calibration points for normalization. The original image is rotated to make the segment connecting them vertical, which is then scaled to make the distance between them a predefined value. These two points are selected because they could be detected robustly, and they are distant enough so that the normalization is less sensitive to their detection errors. In this stage, a rectangle is also defined as the search area for the ear by statistical analysis on the relative positions between the ears and the calibration points in our test images.

3.2.2. Ear initialization

As described previously, a curve template is utilized for the ear initialization and refinement. In this implementation, the template is a five-degree polynomial, as shown in Figure 11 (the thick white curve). The “skin-color boundary” (the boundary of the face region detected with the skin-color classification) is used for ear initialization because it coincides with the ear boundary at some partial segment in most cases, as shown in Figure 11. The problem is then to identify the corresponding partial segment between the template and the skin-color boundary inside the search area. After the scale and orientation normalization, it can be solved with a simple curve-matching algorithm based on the similarity of the curve tangent.

In more detail, the two curves are preprocessed to be 4-connected, thereby avoiding local duplication. The resultant point sets are denoted as \( \{q_i \in \mathbb{R}^2\} \mid 1 \leq i \leq N \) for the template, and \( \{p_j \in \mathbb{R}^2\} \mid 1 \leq j \leq M \) for the skin-color boundary, respectively. Next, two displacement arrays are constructed as \( \{VQ_i = q_{a(i+1)} - q_{ai}\} \) and \( \{VP_i = p_{a(i+1)} - p_{ai}\} \), where \( a \) is a coefficient for the sampling step. \( l(s, t) \) is evaluated as the maximum integer \( l \) that satisfies

\[
\sum_{m=1}^{l} ||VQ_{i+m} - VP_{t+m}|| \leq \delta,
\]

where \( \delta \) is a threshold to measure the similarity in the tangential direction at \( q_{ai} \) and \( p_{ai} \). The position \( (s_m, t_m) \), where \( l(s, t) \) is a maximum, gives a match result as \( \{q_i\} \mid q_{ai} \leq \delta \leq q_{ai+1}\) and \( \{p_j\} \mid p_{aj} \leq \delta \leq p_{aj+1}\). Finally, the template is translated based on the partial segment match. The proposed initialization method works very well in experiments, as shown in Figure 11.

However, the skin-color boundary has no coincidence with the ear boundary when hair is too short or the illumination is too strong, as shown in Figure 12. Such cases can be automatically detected during the previous match process by selecting a threshold for \( l(s, t) \). In this case, an attempt is made to initialize the ear by employing edge information. A Anevati-Babu edge detector [29] is selected in our implementation for its simplicity and good performance. The edges are thinned and linked together to generate long segments. The previous curve-matching algorithm is then utilized again between the template and the edge segments in order to obtain the matched partial segments and a translation vector for the template. In order to determine the “best” edge segment, the following factors are considered.

(i) The length of the matched partial segment for each edge segment: longer is better.

(ii) The translated template position: it should be inside the search area.

The result of ear initialization is shown in Figure 12.

3.2.3. Ear refinement

Based on the initialized ear template and the matched segment on the ear boundary image, a contour-following method is developed to deform the template to match with the whole ear boundary.

In more detail, the template with line segments is approximated using an adaptive polyline fitting algorithm. The first line segment that has its vertex on the ear boundary is selected as the starting position of contour following. This vertex is denoted as \( \text{Cont}_{in} \), and the next vertex along the polyline...
is denoted as $Cont_{n+1}$. The segment is rotated to a new position that gives the best match evaluation, which will be defined in the next paragraph. All the connected segments after $Cont_n$ are rotated together, as illustrated in Figure 13. Finally, letting $n = next$, this operation is performed iteratively to deform the whole template. This procedure is employed twice for both directions of the polyline.

The match evaluation between a particular segment and the image is defined by combining two factors. One is the local edge strength, which is evaluated as the sum of the edge gradient magnitudes along the segment. The pixels inside the ear are required to be brighter than the neighboring skin pixels. The other is the segment similarity, that is, the sum of the intensity values of all the segment pixels in a line segment.
should not be too different from the value computed for its precedent. If any of these two requirements is not satisfied, the contour following terminates with a failure alarm. The initialized ear template is used for the failure cases. Note that this occurs mainly when the hair occludes ear.

For the ear bottom direction, the template length may be not adequate for matching with the ear boundary. Therefore, the “tail” of the template is replaced with a long line segment. The real bottom position of the ear is found by examining the edge strength along the deformed template.

4. SHAPE DEFORMATION

In the proposed system, new models are created by deforming the generic head model. The generic model is created by averaging a few laser-scanned faces and is simplified to approximately 20,000 triangles. The generic model is deformed to fit the extracted facial features using the radial-basis functions (RBFs). Two algorithms are developed in order to cope with the conflicting facial features in the frontal and profile images. One is the preprocessing of the detected profile facial features; the other is the new deformation algorithm.

4.1. RBF interpolation

Suppose there are two corresponding data sets, \{u_i \subset \mathbb{R}^3\} and \{u_i' \subset \mathbb{R}^3\}, representing N pairs of vertices, that is, the key points, before and after the data interpolation. The following \( f(p) \) can be determined as the deformation function of the whole 3D space [30]:

\[
f(p) = c_0 + [c_1, c_2, c_3] p + \sum_{i=1}^{N} A_i \varphi_i(|p - u_i|),
\]

(8)

where \( p \) is any 3D position and \( \varphi_i \) is the RBF for \( u_i \). In this implementation, \( \varphi_i(r) = e^{-r/K_i} \), where \( K_i \) is a predetermined coefficient that defines the influencing range of \( u_i \), \( c_0 \), \( c_1 \), \( c_2 \), \( c_3 \), and \( A_i \) are all vector coefficients, which are determined by solving the following constraints:

\[
f(u_i) = u_i' \bigg|_{i=1}^N,
\]

(9)

\[
\sum_{i=1}^{N} A_i = 0,
\]

(10)

\[
\sum_{i=1}^{N} u_i A_i = 0 \big|_{j=x,y,z}.
\]

(11)

Based on the RBF-based deformation framework and the 3D correspondences at the given key points between the features in the generic model and the input image, the generic model is deformed in order to generate a complete individual model by feeding all the vertices in the generic model into (8). The key points are defined as the fiducial facial features, as shown in Figure 14.

4.2. 2D/3D key points generation

The key points represent perceptually important facial feature points, by which most of the geometric characteristics of individual humans can be determined. In this approach, 160 fiducial points are sampled from the detected facial features. The key points are sampled along each contour such that it has the same sampling rate in the relative contour length as that of the key points on the corresponding contour of the 3D generic model. Note that the key points in the 3D generic model are predefined.

4.3. Preprocessing of the profile key points

Before performing the model deformation, the detected profile key points are preprocessed in order to cope with the incoherent frontal and profile facial features due to the nonorthogonal picture-taking condition. Two steps, a global transformation and a local one, are followed in order to complete this task.

During the global transformation, all the key profile points are scaled and rotated to match the frontal image. Scaling is necessary to compensate for the different focal length and viewing distance. The scale coefficient is determined, based on the vertical distance of the two fiducial points, that is, the nose bridge top (NBT) and the chin point (CP). Rotation is also needed because the camera may be slightly rotated around the optical axis, or the pitch angle of the specific head is changed whilst taking the picture. However, it is difficult to determine the rotation angle because of the lack of available information. In this system, the angle between the vertical axis and the line connecting the NBT and the CP is assumed to be uniform for individuals and an attempt is made to rotate the profile key points such that the angle between the line and the vertical axis is equal to the angle observed in the 3D generic model.

During the local transformation, the profile line is partitioned into different segments based on a few key points such as the nose, mouth, and chin points. Each segment is scaled separately in the vertical direction to coincide with the frontal features, as shown in Figure 15.

4.4. Model deformation

A three-step deformation procedure is developed in order to deform the generic model and generate a specific 3D face model, which is described as follows. First, RBF interpolation is applied with the frontal key points. Assume that the generic model faces the Z direction, while the horizontal and vertical directions of the frontal face are aligned to the X and Y coordinates, respectively. The X and Y coordinates of the displaced key points (\( u_i' \) in (9)) are set to their corresponding
Figure 14: The key points marked in the generic model. (a) Frontal key points. (b) Profile key points.

Figure 15: Local transformation on profile feature points.

image positions under the frontal view, and the $Z$ coordinate remains the same as in the generic model. After RBF interpolation, the accurate match between the model and the frontal feature is achieved. The deformation result of this step is denoted as M1.

Next, the profile key points are used to perform the RBF interpolation. The $Y$ and $Z$ coordinates of the displaced key points ($u'_i$ in (9)) are set to their corresponding profile image positions, and the $X$ coordinates remain the same as in the generic model. During this step, the $Z$ values are determined for all model vertices. The deformation result of this step is denoted as M2.

Finally, all the key points are used to determine the resulting head shape. In this step, the profile key points retain their positions in M2. Regarding the frontal key points, their $Z$ coordinates are set according to M2, and the $X$ and $Y$ coordinates are set according to M1. The final shape matches the detected 2D facial features in both view angles. Figure 16 shows a few created head shapes.

5. TEXTURE GENERATION

Being mapped onto the deformed 3D wireframe model, the texture provides the major contribution to the visual appearance and the perception of the model. This section describes the texture generation method, including the frontal and profile facial color adjustment, texture mapping to a public plane, and blending the frontal and profile textures.

5.1. Color adjustment

The color scale of the skin pixels in the frontal and profile images may be different due to the difference in the lighting condition or the camera color balance. This produces undesirable artifacts in the blended texture. In order to avoid this, color transfer between frontal and profile images is performed in the $l$-$a$-$b$ color space [31]. Note that the $l$-$a$-$b$ color space is known to have a low correlation between the color channels whilst having a closeness to the channel meanings in the human color perception. The results of the color adjustment are shown in Figure 17, in which source image, target image prior to adjustment, and the target image after adjustment are shown in each row, respectively.

5.2. Texture mapping to a public plane

In order to combine the texture from different view angles, a public UV plane containing the texture coordinates of the model vertices is created. This is a 2D plane where the points are matched with the vertex positions of the generic model. The plane has normalized coordinate space, that is, $M = \{(u,v) \mid u, v \in [0, 1]\}$. Such a public coordinate space
also makes it easy to combine the texture from a real photo with a synthetic texture.

Because the human head is similar to a sphere-like shape, spherical texture mapping is used to ensure the even distribution of the model vertices across the texture coordinate space. The directly generated space is further repaired manually in order to solve the overlap problem, (i.e., in ear areas) on the UV plane. Note that this procedure requires no user interaction, because the UV plane is created with the generic model and remains constant when the individual models are created.

In order to create a textured model, the color-adjusted photos are mapped onto a UV plane. Since the model key points have been fitted to the image feature points, the correspondence between the model vertices and the image feature positions are already known. The mapping is used twice for the frontal and profile photos, resulting in two individual texture images.

5.3. Texture blending

The frontal and profile textures should be blended together to generate a final texture on a UV plane, which is then mapped to the created 3D model during rendering. For each point $p \in \{(x, y) \mid x, y \in [0, 1]\}$ in the UV plane, the color of the blended texture is obtained by the interpolation as follows:

$$C(p) = k_f(p)C_f(p) + k_s(p)C_s(p),$$

where $C_f, C_s$ are the colors at point $p$ for the frontal and profile textures; $k_f, k_s$ are the normalized weights for the different textures, yielding $k_f(p) + k_s(p) = 1$ for every $p$.

The weights of the texture blending are generated by a multiresolution spline algorithm [32]. Based on a Gaussian pyramid decomposition, this image blending algorithm can achieve a smooth transition between images without blurring or degrading the finer image details. This also benefits
the utilization of the blending boundary with an arbitrary shape.

In this approach, a couple of additional techniques are used to improve the texture quality. One is the utilization of the synthetic texture to improve the texture around the ear area, where a synthetic texture is assigned to the occluded area. The improved ear texture is shown in Figure 18. The other is to use some artificial pixels for the neck area, where a strong shadow and self-occlusion are often observed.

The artificial pixel colors are randomly generated according to the individual skin-color statistics. Figure 19 shows a typical resulting texture after these three steps.

6. EXPERIMENTAL RESULTS

Figures 20a and 20b shows two screen shots of the proposed face modeling system, where the detected features and the textured 3D models are shown, respectively. The system is
developed on a Wintel platform using Microsoft Visual.Net and Visual C++ 6.0.

In order to evaluate the performance of the proposed modeling system, intensive experiments are carried out on many test samples. A total of 35 people of various genders and races are tested. In addition, the imaging condition is not calibrated. All the photos were taken under normal illumination conditions in a normal office. The intermediate results in feature detection are shown throughout the paper. In this section, the final results of the frontal feature extraction, profile feature extraction, and the final model generation are described.

The final detection results of the frontal and profile features are shown in Figures 21 and 22, respectively. It is shown that almost all the particular features are detected quite accurately and automatically, illustrating the robustness of the proposed algorithms. One exception is the ear inside the feature shown in Figure 14b, which is specified manually. Note that the profile features on the top and back head cannot be detected automatically due to the hair, and are manually adjusted by the user with a simple interaction. The 3D models created are presented in Figures 23, 24, and 25, where the test samples are grouped according to the race and gender. It is also shown that the system produces satisfactory results under a variety of genders, races, and imaging conditions. The generated models are quite convincing and have been proven subjectively that they are quite similar to the real test people. Note that the generic ear shape is used for several models, because the shape deformation algorithm performs poorly for this part. An obvious defect in the created models is the uniform hair shape. Currently we are working on a hair-modeling tool to generate more realistic hair.

The computational complexity is quite tolerable. The whole model creation takes 2~3 minutes on a Pentium IV 2.5 GHz PC, including all the optional manual corrections.

7. CONCLUSION AND FUTURE WORK

This paper describes an image-based 3D face modeling system, which produces a convincing head model. The system takes the frontal and profile images as the input and generates a 3D head model by customizing the generic model. The system was developed to be used by an ordinary user with inexpensive equipment, and it was highly automatic and robust in different picture-taking conditions.

The key to the proposed system is the robust feature detection module, which is highly customized and optimized for face modeling purposes. The detected facial features were fed into the shape deformation module, in which the generic model was deformed to have facial features identical to the ones in the image.

Future research will include an extension of the current system to have facial animation functionality such as emotional expressions and talking. For example, expression cloning [33] or ratio images [34] can be used to upgrade a static head to an animated one. Moreover, a variety of
Figure 22: The results of profile curves, profile fiducial points, and ear detection.

Figure 23: Final face models (Oriental men) generated by the proposed system.
Figure 24: Final face models (Western men) generated by the proposed system.

Figure 25: Final face models (Oriental women) generated by the proposed system.
possible applications in the field of computer games, virtual reality, video conference, and 3D character animation can benefit from the proposed face modeling system.
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