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Abstract. The article proposes a neural network technique for the operational selection of optimal industrial activities. This technique is a sequential process, most of which is a separate algorithm (training of a neural network) or several algorithms (preliminary data processing). The difference between the methods described in this article is that, firstly, the use of hybrid neural network analysis technology, which uses in the simultaneous application, firstly, a multitude of neural trained neural networks with a threshold activation function in order to simultaneously offer several options solutions (this situation is typical only for the oilfield, when several types of problems arise simultaneously at the facility or there are two or more options for recommended measures for clustering, secondly, in the application of an untrained neural network for better selection. The developed methods are focused on processing oilfield data rather than any other data and, in fact, their implementation is dictated by the specifics of the information being analyzed, as well as the need for its speed processing.

Introduction

As the world practice of operating oil fields at all stages of development, starting with the process of industrial drilling of wells, putting wells on operating parameters, according to the planned production of production, then - the process of mechanized extraction of hydrocarbons and the use of methods aimed at increasing oil recovery [1–5] the main production process requires making adequate management decisions in real time [6]. Otherwise, the situation in the oil industry can lead to economic losses, as well as environmental disasters [7–9]. In this regard, the entire "information shaft" data on the processes occurring in the oil field, it is necessary to process quickly, namely in a time adequate to the adoption of a decisive control action. In this connection, modern approaches and methods of organizing information management systems are widely used [10–15]. At the same time, the oil industry has a certain specificity [16], therefore it is necessary to ensure:

- to process data arrays in real time due to the built-in parallelism of neural networks (one comparison operation occurs as opposed to production decision-making models, where there may be hundreds of similar operations (processing “if-then” type)) (method of simultaneous use of several neural networks);
- process database arrays containing empty fields, as well as noisy data (the method of neuro projects);
- pre-additionally cluster input data, as well as extract rules in the process of work (neural networks with a threshold activation function).

Scheme of the Functional Structure of the Neural Network

Artificial neural networks are widely used in decision support systems of oil producing enterprises [17,18]. In this article, the model of an artificial neural network acts as a classifier of type of events, as well as a tool to search for "similar" wells. The classifier has several inputs to which data are submitted for analysis, and several outputs, each of which corresponds to a specific class of recognizable objects [19]. Initially, the input vector is formed, consisting of the values of
parameters characterizing the state of the object. Then it is transmitted to the input of the neural network classifier and the recognition process is launched. As a result, each neuroelement of the output layer forms the output signal of the corresponding level. The highest level of output signals indicates the class to which the recognized input vector belongs.

As elements of a neural network, a static model of neuron is used, which has the following form:

\[ P_{j,m}^r \sum_{i=1}^{n} X_{i,m}^{r-1} \gamma_{i,j,m}^{r} \]

\[ X_{j,m}^{r} = \sigma(P_{j,m}^r), \]

Where \( X_{i,m}^{r-1} \) are the input actions coming from the outputs \( i \) of the neurons of the previous \( r-1 \) layer to the \( i \) inputs of the \( j \)-th neuron of this \( r \)-th layer at the moment of time \( m \);

\( \gamma_{i,j,m}^{r} \) is the synaptic weight \( i \) of input \( j \) of neuron \( r \) layer at time \( m \);

\( X_{j,m}^{r} \), \( m \) is the output \( j \) of the neuron \( r \) layer at time \( m \).

**Algorithm of Functioning of a Neural Network**

In order for a neural network to correctly classify states, it must be trained. For this, it is presented with a certain set of input vectors and the associated set of output vectors. Under the conditions of our task, the input vector is a sequence of parameters characterizing the state of the well at a certain point in time with an indication of the type of event. The output vector is a list of neural network outputs and the desired values on them.

In the process of learning, the selection of such values of the synaptic weights of the neuron, which minimizes the error function, i.e. obtaining the desired vector of output signals for a given input vector. However, this does not guarantee a violation of the minimization function calculated for any previous vector. Therefore, it is necessary to use the total error function, which should be minimized over the entire packet of input vectors \( M \).

The alternation of the procedures of direct and reverse propagation of signals upon presentation of each input vector \( \overline{X}_n \) and the desired output vector \( \overline{R}_d \) is the essence of the training of the neural network by the method of back propagation of error. The synaptic weights of the trained neurons of the output and hidden layers are modified after the presentation of each pair of vectors \( \overline{X}_n, \overline{R}_d \), or in the batch learning mode, after the presentation of the entire package of vectors \( \overline{X}_n, \overline{R}_d \), \( (m = 1, ..., M) \), and up to this point, the resulting increments of synaptic weights accumulate each separately. To learn a particular packet of input vectors, a certain number of iterations are required, i.e. the series of presentation of this package, which allows you to achieve a global minimum of the total error and the neural network will be trained in the required function.

Disadvantages of classic neural network methods and approaches in the context of solving the problem of online diagnostics of oilfield facilities. However, the application of classical methods of neural network analysis of information for the selection of optimal measures raises a number of difficulties.

The main ones are:

- the problem of high learning time of the neural network;
- high noise of the retrospective data used for training the neural network, due to frequent telemetry failures, errors that occurred during data transmission via communication channels or during long-term storage in data warehouses (data aging with loss of relevance);
- inconsistency of the input data (often slightly different or identical readings for the analyzed parameters correspond to different modes of operation of the wells).

In this regard, new neural network methods and approaches are proposed for solving the indicated problems. The greatest interest in the framework of this study is the construction and implementation of neural network systems that provide a given probability of recognizing the state
of an object with fixed hardware-time constraints, as well as the formation of partitions of the set of object states $X$ to ensure high-quality and timely methods of enhanced oil recovery.

**The Method of Neural Network Interpretation of Rigid Rules**

To overcome the problem of high noise and inconsistency of retrospective data and reduce the time spent on training the neural network, a method of neural network interpretation of rigid rules based on the use of the method of disjunctive normal forms (DNF) is proposed.

The problem of implementing the calculation of a logical expression is solved using a neural network generated in an automated mode that analyzes input parameters $A_{i0}, i_0=1...k_0$, where $k_0$ is the number of input parameters.

In Figure 1, various architectures of neural networks are presented, depending on the complexity of the tasks assigned to partition a given set into classes.

As an activation function, the bipolar threshold is selected, which allows to reduce the dimension of the network and precisely delimit the required areas. To divide data into classes, neurons of the first hidden layer $B_{i1}$ (delimiting planes) of the form $B_{i1}=A_{i0}^T Z_{i1}$, $i_1=1..k_1$ are used, where $k_1$ is the number of required delimiting planes. In order to use nonconvex regions, neurons of the second hidden layer $C_{i2}$ are used, $i_2=1..k_2$, where $k_2$ is the number of disjuncts required to implement the rules. In the last layer of the neural network are neurons $D_{i3}$, $i_3=1..k_3$, where $k_3$ is the number of outputs of the neural network.

Denote:
- $W_{kj}, i_k, j_k$ is the weight of the neural network, meaning the weight from $j$ of the neuron in the $k-1$ layer to $i$ of the neuron in the $k$ layer;
- $F_a(x)$ is the threshold activation function, where $F_a(x) = 1$ for $x>0$, and $F_a(x) = -1$ for $x \leq 0$.

$$D_{i_k} = F_a \left( \sum_{j=1}^{k_1} W_{i_k j} * F_a \left( \sum_{i=1}^{k_0} W_{i j} * A_{i0} \right) \right) * F_a \left( \sum_{i=1}^{k_2} W_{i_k i} * A_{i2} \right), \quad i_3 = 1..k_3. \quad (2)$$

![Figure 1. Application of neural networks with different configurations.](image)

Logical expressions are defined for each in the form of a disjunctive normal form (DNF). DNF is as follows:
The value of $B_{il}$ is represented as

$$B_{il} = \sum_{k} A_{k} * W_{i_{k}h} - Z_{i}.$$ (5)

Sets the offset in all layers. The first layer:

$$W_{i_{k}h} = 1 - 2 * Z_{i} / (\text{max}_{y_{i}} - \text{min}_{y_{i}}),$$ (6)

where $i_{i} = k \sum_{j=1}^{k_{0}} j * W_{i_{j},i,j} \text{max}_{i_{0}}$ is the maximum value of the parameter $A_{i_{0}}, \text{min}_{i_{0}}$ is the minimum value of the parameter $A_{i_{0}}$.

Second layer:

$$W_{2,i_{k}h} = -\sum_{j=1}^{k_{2}} W_{2,i_{j},i_{j}} + 0.5, \quad i_{2} = 1...k_{2}.$$ (7)

Third layer:

$$W_{3,i_{k}h} = \sum_{j=1}^{k_{3}} W_{3,i_{j},i_{j}} - 0.5, \quad i_{3} = 1...k_{3}.$$ (8)

The method of data processing in the neural network module using parallel neuroprojects. To reduce the learning time of the neural network and improve the quality of neural network classification, a method for processing data in a neural network module using parallel neuroprojects has been proposed. A neuroproject should be understood as a set of configuration data about a neural network trained to recognize any particular trait. It is shown that an effective and justifiable organization of the training procedure and information recognition by the neural network module, built in the form of a finite set of neuroprojects. Thus, in the operating mode, the neural network module, built using the proposed method, can determine several types of simultaneously recommended measures at once, which is real during the exploitation of fields.

The Method of Simultaneous Use of Trained and Untrained Neural Networks

To improve the quality of the recommended solution, a method for the simultaneous use of trained and non-learning neural networks has been proposed [20–23]. The basis of this method is the organization of a neural network module designed to analyze real-time data in real time using neural networks of the above types. Such an organization is an effective tool for processing data in a tight time frame:

- untrained neural network with a threshold activation function is an effective classifier of states according to the existing rules, characterized by high speed due to the neural network parallel nature of data processing (determines the type of event with a high degree of probability);
- the trained neural network (neural network projects) classify the state based on a priori data (determine the degree of similarity).
Figure 2 displays the main idea of the proposed data processing method using parallel neuroprojects.
Figure 3 shows the main idea of the proposed data processing method using simultaneous use of trained and untrained neural networks.

**The Method of Neural Network Interpretation of Rigid Rules**

Figure 4 shows a generalized sequence of operations performed within the framework of the developed methodology according to the following algorithm.
1. Statement of the problem, analysis of input data. The analysis of the subject area, the specifics of the task of classifying the state of the object of analysis.
2. Extract new rules. The new rules are extracted using the method described earlier.
3. Configuring input and output parameters. The nomenclature of parameters for the analysis, the general list of measures is determined. The parameters are given, according to the testimony of which it is recommended to hold an event.
4. Preliminary data processing. The accumulated retrospective data on successfully conducted EORs is processed, namely, clustering using the method of neural network interpretation of a priori rules described earlier, also clustering by the classical methods k-means and forel.
5. Formation of samples of training examples. As a result of the procedures of clause 4, a priori data is broken down according to the required classification, thereby forming an array of samples of training examples. Half of the data that have passed the procedure of clause 4 are selected for the test sample.
6. Training of the neural network using the ORO method. The neural network is trained in each neural network project using the ODP method, as long as the total error exceeds 0.2.
7. Control the quality of education. If the required level of learning quality is not achieved (more than 98% of correctly recognized records in the test sample), go to step 5, otherwise go to step 8.
8. Classification in real time. Recognition of new data in real time using the method of simultaneous use of trained and untrained neural networks. At the same stage, the procedure for extracting the rules of paragraph 2.
9. Recognition quality control. Adjustment of solutions offered to the user by the neural network. If the decision maker (expert) does not satisfy the quality of recognition, then go to step 50, otherwise go to step 10.
10. Record results in the database. The data is recorded in the database and further used to retrain neural network projects.

![Diagram 2](image1.png)  
**Figure 2.** The main idea of the proposed method parallel neuroprojects.

![Diagram 3](image2.png)  
**Figure 3.** The main idea of the proposed method of parallel neural networks of different organizational structures.
Conclusions

The most effective approach to solving the problem of prompt selection of optimal EOR is the application of the ideology technology of an automated system with an intelligent "core" of information processing.

Based on the characteristics of the task set to provide the user with a quality solution in difficult to formalize the field operation conditions in real time with limited computing resources, the most preferable is the use of artificial neural network (NS) technology - one of the most powerful and dynamically developing Data Mining tools \[24,25\] as an information processing method.

Artificial neural networks that implement the basic principles of functioning of processes occurring in the human central nervous system are an effective tool for classifying states in difficult to formalize, fuzzy conditions, in general, and specifically in the conditions of the oil and gas industry, in particular.

As a result of the analysis of all the major known paradigms, it was concluded that to solve the problem with identifying the optimal oil recovery method, it is advisable to use the paradigm in the form of a multilayer neural network that is trained by the method of back propagation of error.
However, the use of classical neural network methods and algorithms in pure form to solve the classification problem is complicated by a number of factors characterizing the functioning of oil wells, the main ones among which are the following: the problem of high neural network training time, high noise of historical data used for neural network training, inconsistency of input data. To solve these problems, new methods of neural network information processing have been proposed.
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