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ABSTRACT
A major cause of human vision loss worldwide is Diabetic retinopathy (DR). The disease requires early screening for slowing down the progress. However, in low-resource settings where few ophthalmologists are available to care for all patients with diabetes, the clinical diagnosis of DR will be a considerable challenge. This paper, review the most recent studies on the detection of DR by using one of the efficient algorithms of deep learning, which is Convolutional Neural Networks (CNN), which highly used to detect DR features from retinal images. CNNs approach to DR detection saves time and expense, and is more efficient and accurate than manual diagnostics. Therefore, CNN is essential and beneficial for DR detection.
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1. INTRODUCTION
Diabetic retinopathy is considered the major reason that causes blindness among working-age individuals in developing countries. According to the World Health Organization (WHO), 347 million people are suffering from diabetes over the world and this number will be...
increased to 552 million people in 2030. The person who has diabetes is at high risk of eye disease; include DR diabetic retinopathy, Diabetic Macular Edema (DME) glaucoma and cataract [1-4]. To process this information, the brain needs to light signal to penetrate the eyes through the shape on the retina and lenses. This process can be disturbed easily by different diseases which prevent the correct explication of a visual signal, and this disorder is DR diabetic retinopathy which is an accompanying disorder of diabetes disease [5,6]. According to early detection of DR diabetic retinopathy, the process of eyes injury might be slow down and even stopped surgically, while without any treatments it will be caused irreversible damage and blindness in advanced stages [6,7]. Therewith, the process of retinal detection is difficult manually and spend time-consuming, so the system that can be analyzed the retina automatically and observe the development of disease will highly help both patients and ophthalmologists [8].

Recently, deep learning has been enhanced to the purpose of computer vision in diagnostic and classification of images and is the key device has been used to automate a task in people life [9]. The Convolution Neural Networks CNN consistently have been developed to detect the objects, segmentation and classification [10,11]. CNN is a class of artificial neural networks that are proven to be highly effective in cases like image classification and recognition [12,13]. CNN has been successful used in analyzing visual imagery, identifying persons and objects [14]. Furthermore, CNN has been used effectively to solving various medical image problem [15,16]. CNN is one of the important methods to fix an automatic analysis of retinal images. The CNNs is used to classified retinal injury to an appropriate degree and also to extract features of retinal damage. Many studies are focusing on the anomalies ordinarily known as (Exudates) or light lesions [17-20]. Another way to assess entire retinal images is labelled then as a suitable degree of diabetic retinopathy [21-25]. For this process, they use different image pre-processing ways to extract several important features and classified to their particular classes. And can by implementing CNNs to detect the five degrees of retinal damage DR. At last, use the specificity, accuracy, sensitivity, (ROC) Receiver Operating Characteristic and (AUC) Area Under Curve for performance evaluation the proposed models [26-28]. In addition, can get the best publicly available datasets of images to train for its models.

This paper aims to review the most important recent studies about using CNN to detect DR, as well as to present the importance of this algorithm and how to use this technique for DR detection efficiently.

This paper is organized as follows. The DR is explained in section 2, the dataset of the RD is presented in section 3, In section 4 the CNNs types are presented, And the performance metrics explained in details in section 5, Section 6 is reviewed many studies and research on DR detection used CNN followed by the section 7 with a discussion. The conclusion of this paper is presented in section 8.

2. DIABETIC RETINOPATHY

Based on an international clinical diabetic retinopathy disease severity scale, the presence of DR can be graded into 5 divisions (None, Mild, Moderate, Extreme, Proliferative). Examples of the Mild DR [29], distinguished by the existence of micro-anurysms, are seen in (Fig. 1). Micro-anurysms typically have a diameter of (10μm - 100μm), which is less than the main veins’ diameter in the eyes. Several eye retina objects are close to the shape and size of micro-anurysms, which often makes it difficult to diagnose them appropriately [30].

![Fig. 1. Microaneurysms](image)

The intermediate stage between severe and mild retinopathy is a moderate DR [31]. Certain symptoms that cause the eyes to be classified in this category cannot be described by an international clinical DR disease severity scale. The loss of description detailed of this class can cause significant difficulty to CNN in its classification.

If one of these symptoms occurs, diabetic retinopathy is considered a strong DR [32]:
a. Comprehensive intra-retinal bleeding in each of the four quadrants of the retina.
b. Special expansion of the retina veins that like a string of pearls, or at least in two-quarters of the eyes it is known as venous beading.
c. Outstanding Intraretinal microvascular abnormalities (IRMA).

Fig. 2 shows the important example about venous beading is, the area of this symptom is marked with the black arrow [33].

While Fig. 3 shows IRMA jointly with venous beading, and these abnormalities characterized by retinal degeneration and petechiae and are more difficult to differentiate from neovascularization [34].

The defective blood vessels have been produced in the absence of treatment and fibrous tissue is growing in the retina. Proliferative DR, the last stage of a disease characterized by neovascularization is the process through which new blood vessels form. Other symptoms of proliferative DR are often vitreous haemorrhages that haemorrhage into the vitreous body of the skin, and the vitreous body is translucent like a gel material stuffing the space between the eyes and the retina of the lens and the eyes form retina preservation [35]. Vitreous haemorrhage and neovascularization have been seen in each symptom Fig. 4.

Another form of haemorrhage that sometimes occurs in proliferative DR is the pre retinal haemorrhage and the shape of the boat-like pre retinal haemorrhage, as shown in Fig. 5 in both forms of haemorrhage that can occur in proliferative DR [36].

The key symptoms of the DR Stage have been seen, although other indications of DR are shown, such as cotton wool spots, which are seen in Fig. 6.
disease. It’s recommended to control blood pressure and glucose in all potentially endangered DR, therefore, a moderate DR patient must be consulted by an ophthalmologist, and recommended laser therapy for individuals who have serious DR, in particular, if retinopathy is identified as proliferative the laser treatment is strongly recommended. While in the state of neovascularization or vitreous haemorrhage in the head of the optic nerve, the therapy must be performed immediately [13].

3. RETINA DATASETS

In general, there are several publicly available retina datasets for DR detection and vessels, typically used to test systems, verify trains, and compare the performance of systems with other systems. The important types of retinal imaging are fundus colour images and Optical Coherence Tomography (OCT). The image OCT is a 2 and 3-dimensional of the retina datasets has been taken with low cohesion light and provides a lot of information about the thickness and structure of the retina, but the images of the fundus are 2 dimensional of the retina and taken with reflected light [37,38]. There are several datasets of fundus images that are commonly used and available publicly, they are as follows:

- Kaggle: It contains 88,702 high-resolution images with a various resolution, ranging from 433 X 298 pixels to 5184 X 3456 pixels. It is collected from different cameras [39,40]. All images are classified into five DR stages. Only training images ground truths are publicly available. Kaggle contains many images with poor quality and incorrect labelling [36,41].
- DIARETDB1: it contains 89 publicly available retina fundus images with size 1500 X 1152 pixels obtained in the 50-degree FOV field of view, and including 84 DR images and 5 normal images annotated with 4 medicinal experts [38].
- DDR: this type of dataset contains 13,673 fundus images obtained in the 45-degree FOV annotated to 5 DR stages, and 757 images from the dataset annotated to DR lesions [36].
- E-ophtha: it includes E-ophtha M and E-ophtha EX, the E-ophtha MA contains 148 images with MA and 233 normal images, while the E-ophtha EX contains 47 images with EX and 35 normal images [42].
- DRIVE: this type of dataset used for the segmentation of blood vessel, and containing 40 images obtained at 45 degrees FOV, the images with the size 565 X 584 pixels, 7 of them are mild DR image are presented, and the remaining includes the images of the normal retina [43].
- Messidor-1: this dataset contains 1200 fundus color images obtained at degree FOV annotated at 4 stages DR [44].
- Messidor-2: this dataset contains 1748 images obtained at 45-degree FOV [45].
- HRF: this type is also supplied to blood vessel segmentation and includes 45 images with size 3504 X 2336 pixels, there are 15 DR images, 15 glaucomatous images and 15 healthy images [46].
- STARE: this dataset is used for the segmentation of blood and includes 20 images obtained at 35-degree FOV, the images with the size 700 X 605 pixels, and there are 10 normal images among them [47].
- ROC: this type of dataset contains 100 retina images obtained at 45-degree FOV, with size ranging from 768 X576 to 1389 X1383 pixels, the images annotated for detecting MA, and only training ground truths are available [48].
- CHASE DB1: this type of dataset is provided with the segmentation of blood vessel, and contains 28 images with size 1280X960 pixels, obtained at 30-degree FOV [49,50].
- Indian DR image dataset (IDRiD): this dataset contains 516 fundus images obtained at 50-degree FOV, annotated to 5 DR stages [50].
- DR2: this dataset contains 435 retina images with size 857X569 pixels, providing referral annotation for images, and 98 images have been classified as referral [51].

In addition, many studies have been used types of publicly available fundus images datasets such as: the study [52] was used DIARETDB1 dataset for detecting DR lesions, the study [49,53] (E-ophtha) and (DIARETDB1) were used for the detection of the red lesion, while the study [50,54] was used these datasets for detecting (MA). Furthermore, the study [2] was used (DIARETDB1) to detect (EX), the studies [52] [18,55-58] were used (Kaggle dataset) to classify (DR) stages, while the study [59] were used (DRIVE, HRF, STARE and CHASE DB1) to detect segment the blood vessels.
4. CONVOLUTIONAL NEURAL NETWORKS (CNN)

CNN is a type of deep neural networks that are specifically created to interpret image information directly from its pixels. It is possible to describe CNN layers as dark and light, positions, forms, colors, margins, and artefacts [59]. There are many drawbacks of utilizing CNN, such as the process need for further training database, the active learning is a lengthy and complicated neural hyper-parameter network method [22,60,61].

The first layer of CNN architecture is the input layer that emerged as seen in Fig. 7 for encoding and interpreting image pixels, and then the data are interpreted by the coevolutionary layer series reflecting lineaments of image filters. The first layer of CNN senses simpler picture characteristics such as borders and shifts in brightness, but subsequent layers may be identified as a dynamic function and part of the artefacts [62-64].

Clustering methods are used to decrease the size of the function diagram, thereby reducing the parameters and computational complexity. Pooling layers operate on any stage separately [65,66].

During the process, these pooling layers are divided into planes having edges and their outputs become function maps that are centred on the previously sorted frames [67].

The final classification was done by fully joined layers classifying the inputs, and the output layer supplying the results of the classification is the final component of this chain.

---

4.1 Types Deep CNN Architectures

4.1.1 AlexNet

It was first included in the competition for ImageNet [61,68], which ignited the attention of the computer vision community to work on improving the CNN design framework for image recognition challenges. There are 5 convolution layers in this architecture, two of which are binding layers and three are pooling layers. AlexNet has influenced and used many of CNN's architectures through transfer learning. As seen in (Fig. 8), AlexNet's simple architecture.

4.1.2 GoogLeNet/ Inception

This model was first used in [69], this network architecture is totally deep and dynamic, and a new layer known as Its emerged (Inception). Each layer of Inception consisted of 6 convolutions and only one lake. GoogLeNet has recently gained attention because of its network Infrastructure and the application of data analytics in many problems. Some implementations of GoogLeNet are available and can be used for image classification.

4.1.3 VGGNet

The neural network was ranked first in the ImageNet competition in 2014 [70]. VGG is designated for the visual geometry community, and the structure was created to decide how the depth of a network influences its accuracy. This network can be used for classification tasks and localization of images. The basic architecture of ResNet -50. is as seen in Fig. 9.

4.1.4 ResNet-50

To achieve a meaningful result in the ImageNet database classification, Residual Network- 50 is a deep convolutionary neural network [71]. ResNet-50 consist of many sizes of convolutional filters to decrease. The basic architecture of ResNet is the time of preparation and management of the degradation case due to the deep structure.

---

![Fig. 7. Architecture of CNN](image-url)
The overall system for detecting DR is seen in (Fig. 10). It consists of three critical components: the classification network, the preprocessing step and the post prediction. In addition, the preprocessing stage can be divided into the ROI identification of the interest area and the enhancement of the image. The identification of ROI filters out useless material, while the enhancement of the image emphasizes characteristics such as haemorrhage and microaneurysms related to DR signs. The classification network aims to classify the DR scales of severity. Finally, the post forecast deals with the issue of multiple DR structures being graded [1].

4.2 Performance Metrics

The fundus images captured submit an additional step known as preprocessing for detecting DR. Many of the preprocessing steps such as median filtering, contrast enhancement and histogram equalization. In the medical state applications, the data divided considerably into 2 types; healthy and unhealthy, and the same case applied to detecting DR. Usually deep learning model used for the analysis of classification problems, and there are only a few standard metrics to assess the classifiers. The algorithms correctness has been reviewed through analysis of the following Metrics [65,72]:

- True positive TP= total number of the correct identification as unhealthy.
- True negative TN= total number of the correct identification as healthy.
- False-positive FP= total number of incorrect identifications is unhealthy.
- False-negative FN= total number of incorrect identifications as healthy.

In paper [73] and [74] the algorithms that reviewed the use of performance metrics such as (SP or FPR) Specificity or false positive rate [75].
(SE or TPR) sensitivity or true positive rate, (Acc) Accuracy [76], and (AUC) Area under curve characteristic. Also, a few algorithms prefer the usage (F1) F1-score as a performance metrics on the others. As seen in the Table 1, the classification problems used as the diversion matrix to explain the efficiency of the classifiers are the combination of TP, FP, FN and TN [77]. Values such as Acc, AUC, SE and SP may easily be acquired [78,79]. The formation of the uncertainty matrix is a simplified way of performance evaluation.

For each metric used in the detecting algorithms, the formulas are as follows:

\[
\text{Acc} = \frac{TP + TN}{TP + FP + TN + FN}
\]

(1)

\[
\text{SE} = \frac{TP}{TP + FN}
\]

(2)

\[
\text{SP} = \frac{TN}{TN + FP}
\]

(3)

![Confusion Matrix](image)

Fig. 11. Example of the confusion matrix

5. RELATED WORKS

The most important studies related to deep learning CNN method for detection of (DR) were conducted by many researchers and have been presented automatically retinal images analysis tools include.

Kadam et al. [31] suggested the CNN algorithm of machine learning has been used to detecting (DR) by using thermal images and pre-processed the images by converting from (RGB) to (GRAY) depended on the required features that extracted.

Pao et al. [80] proposed the entropy image computed using the green portion of the fundus images and the image enhancement by (UM) un-sharp masking was applied to the preprocessing before the entropy images were calculated, and the bi-channel CNN was suggested to apply (UM) and grey level entropy images to the features of each green component preprocess to improve the detection efficiency of (DR) by deep learning.

Manta et al. [11] proposed a color fundus photograph focused on transfer learning CNN architecture that performs comparatively well on far smaller datasets for warped groups of (418) validation images and (3060) training images to identify (DR) classes from blood vessels, texture and rough exudates.

Chen et al. [81] suggested the approach to retinal image classification is focused on the application of multi-scale shallow CNNs. Experiments indicate that the proposed approach can increase the classification accuracy by 3% on public data sets, on limited datasets, relative to current representative applied CNN learning methods, the proposed approach will boost the accuracy of the classification by 3% to 9%. Compared with other representative methods, such as conventional LCNN, CNN and VGG16noFC, on a broader dataset.

Saranya and Prabakaran [82] used a convolution neural network to automate detection and grading of non-proliferative Diabetic Retinopathy (DR) from retinal fundus images and tested this model on 2 public datasets includes (IDRiD) and (MESSIDOR).

Mateen et al. [2] pre-trained architecture based on CNN was proposed for the detection of exudates. Furthermore, the position of the interest region ROI used to locate exudate characteristics and then transfer learning is carried out to retrained CNN models for extraction of features (Visual Geometry Group Network-19, Residual Network-50 and Inception-V3 ) they used 2 good-known publicly accessible databases as (E-Ophtha and DIARETDB1), the output of the proposed system was evaluated. Experimental results show that the proposed CNN-based pre-trained system outperforms the current exudate detection techniques.

Xu et al. [83] explored the use of deep convolutional neural network technic for the automatic classification of diabetic retinopathy detection using color fundus image, and 94.5% precision was obtained on their dataset, surpassing the findings obtained using classical approaches.

Chen et al. [1] suggested a recognition pipeline based on the deep CNN they and they designed lightweight networks called SI2DRNet-v1 along
with six methods to further boost the detection performance in their pipeline. Based on the DCNN for detecting DR they presented a framework, and for the RDR and DR states on the Messidor dataset, the proposed framework achieves 0.965 AUC.

Gulshan et al. [84] have been used certain deep learning ways for automated (DR) detection and used CNN ways for image classification and trained its algorithm with Inception-v3 architecture with about (128175) image using Eye-PACS and Messidor-2 dataset. In addition, they have been mentioned the type of (DR) problem like (DME) referable Diabetic Macular Edema, (rDR) referable Diabetic Retinopathy and (vDR) vision-threatening Diabetic Retinopathy and based on their results, they suggested that the CNN network gives the best result when the network trained with (60,000) image in terms of specificity and sensitivity.

Pratt et al. [18] proposed a CNN technique to diagnose DR from digital fundus images and reliably characterize its severity. They trained this network on the publicly accessible Kaggle dataset using a high-end graphics processing unit (GPU) and showed amazing outcomes, particularly for a high-level classification mission. On a data set of 80,000 images used, the proposed CNN achieves a sensitivity of 95% and a precision of 75% on 5,000 validation images.

Abramoff et al. [56] have been developed an Iowa detection program for detection of (rDR) and used their own (DR) databases and overtly available (Messidor-2) dataset for the training and testing respectively, and based on results on (Mesidor-2) dataset, they have achieved 87.0% specificity and 96.8% sensitivity for detection of (rDR).

Gargeya et al. [85] they have used a specific CNN technique for detecting (DR), and trained this system with (75127) images from the dataset and examined with (Messidor-2) and (E-Optha) datasets, then they classified these images into 2 categories; one with healthy eyes and other with worse (DR) stage, in result they obtained 98% specificity and 94% sensitivity and 98% specifically from their dataset.

Kajan et al. [23] the automated identification and classification of DR symptoms with pre-trained CNN has been suggested, and they acquired datasets in the EyePace DR database of retinal images. The proposed images used as data for testing and training. The accuracy of the classification of three various pre-trained neural networks was compared and chosen as the most effective.

Carson et al. [41] for detecting (DR) inserted CNN base deep-learning technique and used different classification models such as (2-ary, 3-ary, and 4-ary), and Pre-trained (AlexNet) and (GoogLeNet) model have been inspected and transfer learning approach was applied by using (KaggleEyePACS) and (Messidor-1) dataset, then they proposed using image treating technique for increasing effectiveness accuracy for detecting of mild (DR) includes contrast adjustments and image normalization by using histogram equalization. Also, they increased the retina image for increasing the number of the images in the training set and preventing overfitting, in result have received 94% sensitivity in the validation group and accuracy in the testing group was 75.5%, 69.7%, and 51.25% for (2-ary, 3-ary, and 4-ary) models respectively.

Graham. [86] preprocessed the retina image to reduce illumination differences and he used Sparse-ConvNet, CNN and random forest to classifying by raising the retina image to increase the number of images in the training group. In particular, with increased computing power and developments in deep learning algorithms (CNNs).

Rajalakshmi et al. [87] compared conventional fundus devices and proposed to use (FOP) Remidia Fundus Phone devices to capture high-quality retina pictures.

Pires et al. [88] suggested the solution to detecting (rDR) by using data-driven approaches and have been used transfer learning technique to be implemented in CNN, and they have applied on training stages to data increasing, multi-resolution, per-patient analysis, feature extraction and examining their solution with cross dataset logic by using (Kaggle EyePACS) as the training, and by (Messidor-2) dataset for testing, in result, they acquired 98.3% (ROC) Receiver operating characteristic for prediction (rDR).

M. hamzah abed et al. [90] built a classification model based on CNN to classify the retina images from three datasets DiaretDB0, DiaretDB1 and DrimDB to healthy and unhealth state. The accuracy is used as a evaluation metric. The model achieved 100% for DiaretDB0,
99.495% for DiaretDB1 and 97.55% for DrimDB dataset.

Y. Sun [91] speed up and enhanced classification accuracy using CNN-based method combining with the BN layer to one-dimensional unrelated datasets. The proposed work solved the problem of convolution one-dimensional irrelevant data. The model training accuracy was 99.85% and a testing accuracy was 97.56%.

6. COMPARISON AND DISCUSSION
In this section, we discussed the comparison between 14 important recent studies on convolutional neural networks for DR detection, as shown in Table 1.

Table 1. Summary of literature review papers

| Authors                  | Year | Methods                                                                 | Datasets               | Results                                                                 |
|--------------------------|------|-------------------------------------------------------------------------|------------------------|------------------------------------------------------------------------|
| Quellec et al [4]        | 2017 | CNN on Image-level with pixel-level visualization, an ensemble of CNNs. | Kaggle & DIARETDB1     | AUC = 0.954 Need for referral on Kaggle test-set                       |
| Wan et al [26]           | 2018 | convolutional neural networks, adopt by AlexNet, VggNet, GoogleNet, ResNet | Kaggle                 | AlexNet AUC = 0.7968 ACC = 73.04% VggNet AUC = 0.7938 ACC 82.17% GoogleNet AUC = 0.7756 ACC = 86.35% ResNet AUC = 0.8266 CC = 0.7868% |
| Chen et al [1]           | 2018 | A pipeline of recognition based on CNN, and lightweight networks called SI2DRNet-v11 have been designed. | Messidor               | AUC = 0.959 ACC = 0.905 For SI2DRNet-v1                               |
| Orlando et al [53]       | 2018 | Selection of classical candidate, patch-based CNN followed by random forest with added manually designed features | Messidor & DIARETDB1 & E-Ophtha | Screening DR on Messidor AUC = 0.893% SE = 0.9109% need for referral on Messidor |
| Hajabdollahi et al [89]  | 2019 | A hierarchical pruning method for addressing the problem of reducing CNN’s structural complexity | Messidor               | AUC = 0.973 Accuracy = 0.938                                          |
| Y. Sun [91]              | 2020 | apply the CNN method to one-dimensional unrelated data sets              | 3500 fundus images from 301 hospitalized patients                   | Training accuracy of 99.85% Testing accuracy of 97.56%                |
| Mateen et al [2]         | 2020 | Pretrained CNN-based framework                                          | e-Ophtha & DIARETDB1 Database                                    | Accuracy 98.43% Accuracy 98.91%                                     |
| Kajan et al [23]         | 2020 | CNN Using Transfer Learning                                             | 25 790 Various retinal                                            | The Inception-v3 network achieved the average best performance, achieving |
| Authors                  | Year | Methods                                                                 | Datasets                                                                 | Results                                                                 |
|-------------------------|------|--------------------------------------------------------------------------|--------------------------------------------------------------------------|--------------------------------------------------------------------------|
| Saranya&Prabakaran      | 2020 | CNN layers                                                               | images from the EyePacs Database for DR                                   | 90.97% training and 70.29 testing accuracy                                |
| Kadam et al [31]        | 2020 | CNN algorithm—using the thermal images                                   | images thermal                                                           | These images are pre-processed by converting them from RGB to GRAY based on which the required features are extracted. To detect the diabetic retinopathy |
| Chen et al [83]         | 2020 | Approach classification of retinal images based on the inclusion of multi-scale shallow CNNs | 3000, 3500,35000 images of platform Kaggle | Accuracy of 35000 =0.92%, Accuracy of 3500 = 0.86%, Accuracy of 3000 = 0.85% |
| Nazir et al [82].        | 2020 | Fast Region-based CNN (FRCNN) algorithm with fuzzy k-means (FKM) clustering | ORIGA, DR-HAGIS, MESSIDOR, HRF                                            | SP= 0.965% SE= 0.961% ACC= 0.95% AUC=0.967%                               |
| Samanta et al [11]      | 2020 | Transfer learning based on CNN on a small dataset                       | 419 fundus images                                                         | Accuracy=84.10%                                                          |
| M. hamzah abed et al. [90]| 2020| Visual enhancement at pre-processing phase, classification images to the healthy and unhealthy cases | DiaretDB0, DiaretDB1 and DrimDB                                            | DiaretDB0 is 100%, DiaretDB1 is 99.495%, DrimDB is 97.55%                |

The above table shows that each research used CNN for DR detection in different methods and datasets. Most of them used public datasets such as (ORIGA, DR-HAGIS, MESSIDOR, HRF, Kaggle, EyePacs ), and others used various methods and architecture of CNN as (AlexNet, VggNet, GoogleNet, ResNet, Si2DRNet-v1, FRCNN). As shown in those studies the classification performance was different when using different CNN architectures. The [51] showed the accuracy difference in each architecture and performance of overall classification is low. In [11] the results of the accuracy shows 98.43% and 98.91% in both datasets for the retinal exudates detection. As well as, the proposed pretrained CNN based framework technique was better than the current individual methods. In paper [17] the overall performance assessment of the proposed method the images from the MESSIDOR dataset obtained 90.89% accuracy, 96.3% precision, 88.75% sensitivity and 0.48 only a loss. An accuracy of 90.29% and 96.89% specificity, 88.75% sensitivity and 0.475 loss were obtained on the (IDRiD) images. As indicated in the table, some of the studies used a few numbers of the dataset, while others used many datasets, so in the result, the accuracy percentage can be different according to the set of images used, and based on the analyses and experimental results, the using of few numbers of datasets gives accurate results and enhances the speed of operation.
7. CONCLUSION

Convolution Neural Networks has been shown that have high potential and accurate results to be training for detection of the features of DR in the fundus images and to the automated retinal images analysis. The CNN technic for detection DR is saving time and cost at the same time, and it is more efficient and accurate than the manual diagnosis, and also CNN very important and useful for DR clinicians.
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