FURTHER IMPROVEMENTS OF CFA 3.0 BY COMBINING INPAINTING AND PANSHARPENING TECHNIQUES

Chiman Kwan and Jude Larkin

Applied Research, LLC, Rockville, Maryland, USA

ABSTRACT

Color Filter Array (CFA) has been widely used in digital cameras. There are many variants of CFAs in the literature. Recently, a new CFA known as CFA 3.0 was proposed by us and has been shown to yield reasonable performance as compared to some standard ones. In this paper, we investigate the use of inpainting algorithms to further improve the demosaicing performance of CFA 3.0. Six conventional and deep learning based inpainting algorithms were compared. Extensive experiments demonstrated that one algorithm improved over other approaches.
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1. INTRODUCTION

Bayer pattern [1] was invented in the early 1980’s and is still a very popular color filter array (CFA) for digital cameras. The Bayer pattern as shown in Figure 1(a) is also known as CFA 1.0 in the literature. Even for planetary explorations, NASA has adopted the Bayer pattern in the Mastcam imagers onboard the Mars rover Curiosity [2]-[5].

Aiming to improve the Bayer pattern in low lighting conditions, Kodak researchers [6,7] invented a red-green-blue-white (RGBW) CFA pattern, which is also known as CFA 2.0, which is shown in Figure 1(b). Half of the pixels in CFA 2.0 are white and the remaining pixels share the R, G, and B colors. Due to the presence of white pixels, the camera sensitivity is increased and hence the performance of CFA 2.0 in low lighting conditions should be better than CFA 1.0. Extensive experiments in [8] showed that CFA 2.0 is in indeed better than CFA 1.0 in low lighting conditions, where Poisson noise is dominant. Some additional studies were also carried out for CFA 2.0 [9].

In a recent paper by us [12], a new CFA pattern known as CFA 3.0 was proposed. In CFA 3.0 as shown in Figure 1(c), even more white pixels are introduced, hoping that the demosaicing performance will be further improved in low lighting conditions. Unfortunately, having more white pixels means that fewer color pixels will be present in the color filter array. Consequently, the overall performance of CFA 3.0 for low lighting images is slightly inferior to CFA 2.0 but still better than CFA 1.0 [10][11].
In [12], we used an interpolation method known as local directional interpolation and nonlocal adaptive thresholding (LDI-NAT) [13] to create the luminance or panchromatic (pan) band. After that, the full resolution luminance band is then fused with the low resolution color image via pansharpening techniques to create the full resolution color image. The whole process is summarized in Figure 2. The luminance image is also termed the panchromatic image and we use them interchangeably in this paper.

From Figure 2, it is natural to ask several research questions. First, are there any methods that can further enhance the performance of the luminance image? As we will see in the experiments, the demosaicing performance can be improved quite a lot if the ground truth panchromatic image is used. This means that if one can apply a high performing interpolation method to fill in the missing pixels in the panchromatic band, then the overall demosaicing performance will be increased. Second, if there does exist a good interpolation/inpainting algorithm, how much performance gain can we achieve?

In this paper, we will focus on answering the two aforementioned questions. In particular, we propose to investigate various inpainting methods to create the panchromatic band. In addition to the LDI-NAT method, we also applied five other methods, including conventional and deep learning algorithms. After the inpainting is done, we then apply various pansharpening algorithms to generate the final demosaiced images. We extensively evaluate the different combinations using the Kodak benchmark images.

There are three major contributions in this paper:
We are the first ones to apply various inpainting methods to generate the pan band for demosaicing CFA 3.0.

We are also the first team to investigate the combination of inpainting and pansharpening in demosaicing CFA 3.0.

The combination of inpainting and pansharpening results are better than before, but there is still room for further improvement.

The rest of our paper is organized as follows. Section 2 summarizes the methods, data, and performance metrics. Section 3 presents all the experimental results. Finally, some concluding remarks and future directions will be given.

2. METHODS, DATA, AND PERFORMANCE METRICS

2.1. Architecture of Demosaicing CFA 3.0 with Inpainting and Pansharpening

In our earlier paper [12], we presented a standard approach to demosaicing CFA 3.0. For completeness, that architecture is depicted in Figure 3. The R, G, and B pixels in the CFA 3.0 are extracted to form a reduced resolution CFA image. A demosaicing algorithm (LDI-NAT) is used to demosaic it and generate a reduced resolution color image. Parallel to this activity, the white/panchromatic pixels in the CFA 3.0 are also interpolated to form the luminance image using the same LDI-NAT algorithm. The luminance image is then downsampled by two times via averaging and the reduced resolution luminance image is subtracted from the reduced resolution color image to generate the chrominance-luminance image. A simple upsampling via bicubic interpolation is then performed to generate the full resolution chrominance-luminance image. Finally, the luminance image and the chrominance-luminance image are added together to form the final demosaicing image. This simple architecture is very simple to understand and implement. Although there are many algorithms in the literature that could be used in the interpolation and demosaicing steps, we chose LDI-NAT in [12] simply because it has reasonable performance.

In this paper, we propose the architecture shown in Figure 4, which is essentially the same as the architecture shown in Figure 2 except the interpolation step. In Figure 4, we emphasize on the use
of inpainting algorithms for generating the luminance image and the other parts are exactly the same as Figure 2. The difference between interpolation and inpainting is very subtle. Normally, interpolation is used to fill in missing pixels in images that have regular missing patterns. On the other hand, inpainting is referring to missing pixels with free form patterns. That is, the missing patterns can have arbitrary shapes. As can be seen from Figure 4, the pansharpening step is to utilize the high resolution luminance image to sharpen the reduced resolution color image and the final pansharpened image will be the demosaiced image.
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Figure 4. Proposed architecture for the combined inpainting and pansharpening demosaicing approach.

### 2.2. Inpainting Methods

In recent years, there are many new developments in inpainting. In this paper, we have evaluated the following six techniques:

- **Linear Directional Interpolation and Nonlocal Adaptive Thresholding (LDI-NAT):** This algorithm is a demosaicing algorithm. However, it can be used for both demosaicing as well as interpolation [13]. It has good performance in our earlier studies [8]. We used LDI-NAT in our earlier paper [12] and this will be the baseline for our inpainting investigations.
- **Laplacian:** This method [14] fills in each missing pixel using the Laplacian interpolation formula by finding the mean of the surrounding known values.
- **Bilinear:** This method simply uses the average of neighboring pixels to fill in the missing pixels. Bilinear and Laplacian have similar performance.
- **Inpaint_nans:** We denote this as “inpaint” in our later experiments. This method was developed by D’Errico[15]. This is a very simple method that only uses the neighboring pixels to estimate the missing pixels which will be referred as NaNs (not a number).
- **FOE:** The Field of Experts method (FOE) was developed by Roth [16]. This method uses pre-trained models that are used to filter out noise and obstructions in images.
- **Generative Inpainting (GenIn)[17]:** A new inpainting method, Generative Inpainting (GenIn), which is a deep learning-based method [17], was considered in our research. It was developed at the University of Illinois that aims to outperform typical deep learning methods that use convolutional neural network (CNN) models. GenIn builds on CNN and Generative Adversarial Networks (GAN) in an effort to encourage cohesion between created and existing pixels. GenIn ranked the first in one Github page (https://github.com/1900zyh/Awesome-Image-Inpainting), which contains many conventional and deep learning based algorithms. This is the reason we chose GenIn in this paper.
2.3. Pansharpening Methods

In the paper [18] written by us, we proposed a pansharpening approach to demosaicing CFA 2.0. This approach is illustrated in Figure 4. The missing pixels in the panchromatic band are interpolated. At the same time, the reduced resolution CFA is demosaiced. We then apply pansharpening to generate the full resolution color image. There are many pansharpening algorithms that can be used. Principal Component Analysis (PCA) [19], Smoothing Filter-based Intensity Modulation (SFIM) [20], Modulation Transfer Function Generalized Laplacian Pyramid (GLP) [21], MTF-GLP with High Pass Modulation (HPM) [22], Gram Schmidt (GS) [23], GS Adaptive (GSA) [24], Guided Filter PCA (GFPCA) [25], PRACS [26] and hybrid color mapping (HCM) [27]-[31] have been used in our experiments. The list is a representative, if not exhaustive, set of competitive pansharpening algorithms.

2.4. Data

We downloaded a benchmark data set (Kodak) from a website (http://r0k.us/graphics/kodak/) and selected 12 images, which are shown in Figure 5. It should be noted that this dataset is well-known and has been used by many authors in the demosaicing community such as [32]-[36]. These clean images will be used as reference images for objective performance metrics generation. Moreover, they will be used for generating noisy images that emulate low lighting conditions.
2.5. Metrics

Five performance metrics were used in our experiments to compare the different methods and CFAs. These metrics are well-known in the literature.

- Peak Signal-to-Noise Ratio (PSNR) [37]

Separate PSNRs in dBs are computed for each band. A combined PSNR is the average of the PSNRs of the individual bands. Higher PSNR values imply higher image quality.

- Structural SIMilarity (SSIM)
  In [38], SSIM was defined to measure the closeness between two images. An SSIM value of 1 means that the two images are the same.

- Human Visual System (HVS) metric
  Details of HVS metric in dB can be found in [39]. Higher values imply better results.

- HVSm (HVS with masking) [40]
  Similar to HVS, HVS incorporates the visual masking effects in computing the metrics. Higher values imply better results.

- CIELAB

We also used CIELAB [41] for assessing demosaicing and denoising performance in our experiments. Smaller values mean good results.

It should be noted that the HVS and HVSm have better correlation with human perceptions than the other three metrics [42][43].

3. EXPERIMENTAL RESULTS

In this section, we will first compare the performance of different inpainting algorithms on the generation of panchromatic bands. This step is critical for the overall performance of the demosaicing process. We will then focus on several case studies based on the performance of the inpainting results. In particular, we will generate the demosaicing results using the best inpainting method, the previous interpolation method of LDI-NAT in our earlier paper [12], and the ideal case of using the ground truth panchromatic band for inpainting.

3.1. Comparing Different Inpainting methods for Pan Band Generation

Here, we will focus on comparing the six different inpainting methods on each image from the KODAK dataset using the CFA3 pattern. For ease of exposition, we only used PSNR. The PSNR is calculated by comparing each inpainted result with the Ground Truth (Reference) pan image, which is generated by taking the average of the RGB bands in the original Kodak image. Table 1 summarizes the PSNR metrics of six inpainting algorithms using the 12 Kodak images. The missing pattern is the CFA 3.0 where 25% of the pixels in the panchromatic bands are missing. Figure 6 shows the averaged PSNR metrics of the five inpainting algorithms. We have the following observations:

- The method of LDI (LDI-NAT), which was used in our earlier paper [12], did not yield the best performance. It is 0.92 dB lower than the best performance algorithm (FOE).

- The deep learning method (GenIn) has a mediocre performance, which may be a little surprising because we had high expectation for it. We think that GenIn may be more...
suitable for free-form missing clusters where big chunks of missing blocks with irregular shapes are present in images.

- FOE yielded the best performance, which is somewhat surprising because it was developed long time ago.

Table 1. Bilinear is the same as Laplacian. Inpainting results for 12 panchromatic images using five algorithms.

|        | Inpaint | FOE   | Laplace | LDI   | Bilinear | Generative |
|--------|---------|-------|---------|-------|----------|------------|
| Img1   | 47.93   | 48.00 | 46.64   | 45.54 | 46.64    | 45.19      |
| Img2   | 41.06   | 42.09 | 39.75   | 40.61 | 39.75    | 41.34      |
| Img3   | 46.01   | 46.50 | 44.45   | 44.50 | 44.45    | 43.85      |
| Img4   | 39.16   | 40.47 | 37.83   | 39.56 | 37.83    | 39.27      |
| Img5   | 45.44   | 46.23 | 43.74   | 44.20 | 43.74    | 45.92      |
| Img6   | 42.53   | 43.08 | 41.35   | 41.87 | 41.35    | 41.19      |
| Img7   | 43.72   | 44.76 | 42.15   | 42.62 | 42.15    | 42.01      |
| Img8   | 41.78   | 42.76 | 40.56   | 41.79 | 40.57    | 41.43      |
| Img9   | 44.10   | 44.45 | 43.29   | 43.32 | 43.29    | 42.44      |
| Img10  | 41.62   | 41.68 | 40.88   | 41.13 | 40.88    | 41.21      |
| Img11  | 42.85   | 42.83 | 42.05   | 42.08 | 42.05    | 42.04      |
| Img12  | 41.10   | 40.88 | 40.32   | 40.70 | 40.33    | 40.16      |
| Average| 43.11   | 43.25 | 41.92   | 42.33 | 41.92    | 42.17      |

Figure 6. Averaged PSNR of five inpainting algorithms.

3.2. Pansharpening Results using Different Inpainting methods

In this section, we will summarize three representative case studies. First, we will summarize the demosaicing results of an earlier approach in which applied LDI-NAT for interpolation the pan band. This will form the baseline for comparisons. Second, we will summarize the demosaicing results using the best inpainting method (FOE) based on results in Section 3.1. Third, we will summarize the ideal demosaicing results where the ground truth pan images are used in the demosaicing process.

3.2.1. LDI-NAT + Pansharpening

Here, the pan images were generated using LDI-NAT. After that, 11 pansharpening algorithms were applied to demosaic the 12 Kodak images. Table 2 summarizes all the performance metrics
of those 12 images. For easier interpretation of those numbers in Table 2, Figure 7 shows the bar charts of the averaged performance metrics. In terms of PSNR, the best performing method is the GSA method. However, GFPCA achieved the highest performance in CIELAB, HVS, and HVSm. In particular, GFPCA is 3 dBs better than all the other methods in terms HVS and HVSm; this is remarkable. The “standard” method has the best score in terms of SSIM. However, the difference is very small between the “standard” method and others.

As mentioned earlier in Section 2, the PSNR and SSIM metrics do not necessarily match well with human perception. This turns out to be indeed the case. From those images in Figure 8, one can easily conclude that the GFPCA results have less artifacts and look closer to the ground truth images. The HVS and HVSm metrics corroborate the above subjective evaluations results.

Table 2. Demosaicing results of Kodak images. LDI-NAT was used to generate the pan images.
| b   | SSIM  | HVS  | Img8 | Img9 | Img10 | Averag |
|-----|-------|------|------|------|-------|--------|
|     | 0.731 | 27.968 | 9 | 30.41 | 30.25 | 30.56 | 30.39 |
|     | 0.904 | 28.40 | 28.49 | 7 | 29.17 | 29.47 | 30.17 |
|     | 0.903 | 28.32 | 28.32 | 1 | 28.15 | 28.41 |
|     | 0.894 | 28.19 | 28.15 | 1 | 28.41 |
|     | 0.897 | 25.807 | 9 | 30.17 | 30.25 |
|     | 0.893 | 32.017 | 9 | 30.17 | 30.25 |
|     | 0.894 | 32.017 | 9 | 30.17 | 30.25 |
|     | 0.891 | 32.017 | 9 | 30.17 | 30.25 |
|     | 0.897 | 32.017 | 9 | 30.17 | 30.25 |
|     | 0.892 | 32.017 | 9 | 30.17 | 30.25 |
|     | 0.904 | 32.017 | 9 | 30.17 | 30.25 |

|Ciela| 4.697 | 25.845 | 28.41 | 7 | 30.948 | 30.948 |
|     | 3.707 | 28.41 | 30.948 | 6 | 30.948 | 30.948 |
|     | 3.566 | 30.948 | 30.948 | 9 | 30.948 | 30.948 |
|     | 3.707 | 30.948 | 30.948 | 30.948 | 30.948 |
|     | 3.707 | 30.948 | 30.948 | 30.948 | 30.948 |
|     | 3.707 | 30.948 | 30.948 | 30.948 | 30.948 |
|     | 3.707 | 30.948 | 30.948 | 30.948 | 30.948 |
|     | 3.707 | 30.948 | 30.948 | 30.948 | 30.948 |
|     | 3.707 | 30.948 | 30.948 | 30.948 | 30.948 |
|     | 3.707 | 30.948 | 30.948 | 30.948 | 30.948 |
|     | 3.707 | 30.948 | 30.948 | 30.948 | 30.948 |

|PSN  | 26.939 | 30.748 | 31.07 | 8 | 31.07 | 31.07 |
|     | R     | 9     | 30.748 | 30.748 | 30.748 | 30.748 |
|     |       | 3     | 30.748 | 30.748 | 30.748 | 30.748 |
|     |       | 2     | 30.748 | 30.748 | 30.748 | 30.748 |
|     |       | 1     | 30.748 | 30.748 | 30.748 | 30.748 |
|     |       | 0     | 30.748 | 30.748 | 30.748 | 30.748 |
|     |       | 3     | 31.07 | 31.07 | 31.07 | 31.07 |
|     |       | 2     | 31.07 | 31.07 | 31.07 | 31.07 |
|     |       | 1     | 31.07 | 31.07 | 31.07 | 31.07 |
|     |       | 0     | 31.07 | 31.07 | 31.07 | 31.07 |
|     |       | 3     | 30.748 | 30.748 | 30.748 | 30.748 |
|     |       | 2     | 30.748 | 30.748 | 30.748 | 30.748 |
|     |       | 1     | 30.748 | 30.748 | 30.748 | 30.748 |
|     |       | 0     | 30.748 | 30.748 | 30.748 | 30.748 |
3.2.2. FOE + Pansharpening

In Section 3.1, we observed that the FOE algorithm yielded the best inpainting performance. Here, we show the demosaicing results of the 12 Kodak images by a combination of FOE and various pansharpening algorithms. Table 3 summarizes all the performance metrics of those 12 images. Figure 7 shows the bar charts of the averaged performance metrics. It can be seen that GFPCA achieved the highest performance in PSNR, CIELAB, HVS, and HVSm. Similar to the LDI-NAT case, GFPCA is 3 dBs better than all the other methods in terms HVS and HVSm. From those images in Figure 10, one can easily conclude that the GFPCA results have less artifacts and look closer to the ground truth images.
Table 3. Demosaicing results of Kodak images. FOE was used to generate the pan images.

| Image  | Baseline | PSNR (m) | SSIM (b) | HVS (s) | Mea (m) | PRAC (S) | Best Score |
|--------|----------|----------|----------|---------|---------|----------|------------|
| Img1   |          |          |          |         |         |          |            |
|        | PSNR     |          |          |         |         |          |            |
|      | 29.80    | 26.08    | 29.69    | 28.14   | 32.00   | 33.59    | 33.29       |
| Ciel b | 2.65     | 2.34     | 2.37     | 2.46    | 3.24    | 4.32     | 5.29        |
|        | 2.40     | 2.70     | 2.42     | 2.76    | 2.40    | 2.72     | 3.21        |
|        | 2.82     | 3.03     | 2.98     | 3.04    | 3.15    | 3.21     | 3.21        |
|        |          |          |          |         |         |          |            |
| Img2   |          |          |          |         |         |          |            |
|        | PSNR     |          |          |         |         |          |            |
|      | 28.14    | 27.28    | 29.69    | 29.44   | 30.26   | 30.56    | 30.90       |
| Ciel b | 4.83     | 3.66     | 3.79     | 3.71    | 3.15    | 3.84     | 3.77        |
|        | 2.65     | 2.34     | 2.46     | 2.70    | 2.40    | 2.72     | 3.21        |
|        | 2.82     | 3.03     | 2.98     | 3.04    | 3.15    | 3.21     | 3.21        |
|        |          |          |          |         |         |          |            |
| Img3   |          |          |          |         |         |          |            |
|        | PSNR     |          |          |         |         |          |            |
|      | 30.86    | 33.07    | 32.98    | 32.14   | 33.11   | 34.30    | 34.35       |
| Ciel b | 3.74     | 3.32     | 3.16     | 3.49    | 3.24    | 3.90     | 3.91        |
|        | 2.65     | 2.34     | 2.46     | 2.70    | 2.40    | 2.72     | 3.21        |
|        | 2.82     | 3.03     | 2.98     | 3.04    | 3.15    | 3.21     | 3.21        |
|        |          |          |          |         |         |          |            |
| Img4   |          |          |          |         |         |          |            |
|        | PSNR     |          |          |         |         |          |            |
|      | 28.28    | 28.07    | 32.89    | 32.14   | 33.11   | 34.30    | 34.35       |
| Ciel b | 7.45     | 5.32     | 5.24     | 5.04    | 5.16    | 5.52     | 4.810       |
|        | 2.65     | 2.34     | 2.46     | 2.70    | 2.40    | 2.72     | 3.21        |
|        | 2.82     | 3.03     | 2.98     | 3.04    | 3.15    | 3.21     | 3.21        |
|        |          |          |          |         |         |          |            |
| Img5   |          |          |          |         |         |          |            |
|        | PSNR     |          |          |         |         |          |            |
|      | 30.85    | 33.21    | 33.82    | 33.78   | 33.58   | 33.98    | 34.73       |
| Ciel b | 2.55     | 2.07     | 2.24     | 2.02    | 2.10    | 2.13     | 1.892       |
|        | 2.65     | 2.34     | 2.46     | 2.70    | 2.40    | 2.72     | 3.21        |
|        | 2.82     | 3.03     | 2.98     | 3.04    | 3.15    | 3.21     | 3.21        |
|        |          |          |          |         |         |          |            |
| Img6   |          |          |          |         |         |          |            |
|        | PSNR     |          |          |         |         |          |            |
|      | 27.73    | 30.19    | 31.04    | 30.40   | 30.34   | 31.09    | 31.42       |
| Ciel b | 5.32     | 4.54     | 4.81     | 4.48    | 4.44    | 4.50    | 3.772       |
|        | 2.65     | 2.34     | 2.46     | 2.70    | 2.40    | 2.72     | 3.21        |
|        | 2.82     | 3.03     | 2.98     | 3.04    | 3.15    | 3.21     | 3.21        |
|        |          |          |          |         |         |          |            |
| Img7   |          |          |          |         |         |          |            |
|        | PSNR     |          |          |         |         |          |            |
|      | 30.51    | 34.92    | 34.82    | 34.37   | 33.90   | 34.78    | 34.04       |
| Ciel b | 3.61     | 2.65     | 2.68     | 2.70    | 2.68    | 2.66     | 2.454       |
|        | 2.65     | 2.34     | 2.46     | 2.70    | 2.40    | 2.72     | 3.21        |
|        | 2.82     | 3.03     | 2.98     | 3.04    | 3.15    | 3.21     | 3.21        |
|        |          |          |          |         |         |          |            |
| Img8   |          |          |          |         |         |          |            |
|        | PSNR     |          |          |         |         |          |            |
|      | 26.97    | 30.84    | 31.21    | 30.49   | 30.30   | 30.79    | 30.47       |
| Ciel b | 4.65     | 3.69     | 3.75     | 3.68    | 3.61    | 3.79    | 3.724       |
|        | 2.65     | 2.34     | 2.46     | 2.70    | 2.40    | 2.72     | 3.21        |
|        | 2.82     | 3.03     | 2.98     | 3.04    | 3.15    | 3.21     | 3.21        |
Figure 9. Averaged performance metrics of all the demosaicing results for the FOE inpainting case.
3.2.3. REF + Pansharpening

It will be important to show the best achievable demosaicing performance of those 12 Kodak images using CFA 3.0. The gap between this ideal case and what we have so far will indicate the room for further improvement. To generate the ideal demosaicing results, we used the ground truth pan images, which are generated by taking the average of the RGB bands in the original clean Kodak images. Table 4 summarizes the performance metrics for all the demosaicing results. Figure 11 plots the averaged metrics. The GFPCA has the best metrics in CIELAB, HVS, and HVSm. GSA has the best performance in terms of PSNR and the Standard method achieved the best in SSIM. From Figure 12, it is quite obvious that GFPCA has the least artifacts.

Table 4. Demosaicing results of Kodak images. Ground truth pan images were used in the pansharpening process.

| Image | Baseline | Standard | GSA | HCM | SFI | PCA | GFPCA | GLP | HPM | GS | PRAC | Best Score |
|-------|----------|----------|-----|-----|-----|-----|--------|-----|-----|----|------|-------------|
| Img1  | PSNR     |          |     |     |     |     |        |     |     |    |      |             |
|       | 32.056   | 34.252   | 34.53| 9   | 33.87| 9   | 33.38  | 5   | 34.27| 1  | 33.60| 8          |
|       | Cielab   |          |     |     |     |     |        |     |     |    |      |             |
|       | 2.635    | 2.261    | 2.311| 2.382| 2.635| 2.333| 2.688  | 2.340| 2.673| 7  | 2.236| 2.236       |
|       | SSIM     |          |     |     |     |     |        |     |     |    |      |             |
|       | 0.746    | 0.896    | 0.888| 0.866| 0.873| 0.885| 0.837  | 0.891| 0.869| 0.896| 0.848| 0.896       |
| Img2  | PSNR     |          |     |     |     |     |        |     |     |    |      |             |
|       | 26.887   | 31.613   | 31.55| 1   | 31.05| 3   | 30.66  | 9   | 31.43| 2  | 30.835| 4          |
|       | Cielab   |          |     |     |     |     |        |     |     |    |      |             |
|       | 4.810    | 3.436    | 3.499| 3.548| 3.608| 3.568| 3.040  | 3.691| 3.684| 3.501| 3.594| 3.040       |
|       | SSIM     |          |     |     |     |     |        |     |     |    |      |             |
|       | 0.695    | 0.906    | 0.906| 0.893| 0.892| 0.881| 0.851  | 0.890| 0.886| 0.886| 0.890| 0.890       |
| Img3  | PSNR     |          |     |     |     |     |        |     |     |    |      |             |
|       | 30.887   | 33.356   | 33.25| 5   | 32.33| 3   | 32.62  | 1   | 34.886| 1 | 32.98| 3          |
|       | Cielab   |          |     |     |     |     |        |     |     |    |      |             |
|       | 3.734    | 3.248    | 3.236| 3.412| 3.341| 3.161| 2.819  | 3.217| 3.384| 3.141| 3.308| 2.819       |
|       | SSIM     |          |     |     |     |     |        |     |     |    |      |             |
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| Img4  | PSNR     |          |     |     |     |     |        |     |     |    |      |             |
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Figure 10. The ground truth image and three selected demosaiced images using the FOE inpainting method for pan band.
| Img5 | PSNR | SSIM | Ciela | HVS | m |
|------|------|------|-------|-----|---|
|      |      |      |       |     |   |
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| HVS | 20.336 | 20.427 | 21.25 | 21.61 | 21.30 | 21.13 | 21.23 | 21.20 | 21.20 | 21.01 | 21.08 | 24.531 |
| m | 22.007 | 21.670 | 22.55 | 22.60 | 22.70 | 22.41 | 22.60 | 22.53 | 22.53 | 22.43 | 22.41 | 26.453 |
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Figure 11. Averaged performance metrics of all the demosaicing results for the ground truth pan case.

|        | 4   | 5   | 2   | 7   | 7   | 6   |
|--------|-----|-----|-----|-----|-----|-----|
| Average PSNR | 31.81 | 31.59 | 32.28 | 32.398 | 31.76 | 31.55 |
| Ciela b | 3.283 | 3.278 | 3.260 | 3.332 | 3.303 | 2.949 |
| SSIM   | 0.715 | 0.905 | 0.889 | 0.902 | 0.883 | 0.882 |
| HVS    | 25.72 | 25.77 | 25.92 | 25.80 | 25.71 | 25.84 |
| HVS m  | 4.283 | 3.268 | 3.278 | 3.332 | 3.303 | 2.949 |

Figure 12. The ground truth image and three selected demosaiced images using the ground truth pan case.
3.3. Discussions and Comparisons

We summarize the key results in Tables 2 to 4 and put them into Table 5 and Figure 13. We have the following observations:

- In terms of PSNR, the combination of FOE and GFPCA improved over the combination of LDI-NAT and GSA by 0.11 dB. There is still a somewhat big gap of 0.635 dB between FOE/GFPCA and GT/GSA.
- In terms of CIELAB, the difference between the FOE/GFPCA and LDI-NAT/GSA is 0.033 whereas the difference between GT/GFPCA and FOE/GFPCA is 0.119. Relatively speaking, there is still a gap for further improvement.
- In terms of SSIM, the difference between FOE/Standard and LDI-NAT/Standard is 0.003 and the difference between GT/Standard and FOE/Standard is 0.035.
- In terms of HVS, the difference between FOE/GFPCA and LDI-NAT/GFPCA is 0.117 dB and the difference between GT/GFPCA and FOE/GFPCA is 0.351 dB.
- In terms of HVSm, the difference between FOE/GFPCA and LDI-NAT/GFPCA is 0.002 dB and the difference between GT/GFPCA and FOE/GFPCA is 0.175 dB.

The above observations also answer the two questions raised in Section 1. First, after some extensive experiments, it was found that there do exist better algorithms (FOE and inpaint-nans) than the LDI-NAT method. Second, we also quantify the performance gain of the better algorithms. In short, it appears that the best inpainting algorithm (FOE) closes the gap between the FOE and the ideal case. However, even the demosaicing results with GT pan may still have room for improvement, which will be a future topic to pursue.

Table 5. Demosaicing results

| Metrics     | LDI-NAT for Pan | FOE for Pan | Reference (GT) Pan |
|-------------|----------------|-------------|--------------------|
| PSNR (dB)   | 31.692/GSA     | 31.802/GFPCA| 32.437/GSA         |
| CIELAB      | 3.101/GFPCA    | 3.068/GFPCA | 2.949/GFPCA        |
| SSIM        | 0.867/Standard | 0.870/Standard| 0.905/Standard     |
| HVS (dB)    | 28.618/GFPCA   | 28.735/GFPCA| 29.086/GFPCA       |
| HVSm (dB)   | 30.465/GFPCA   | 30.463/GFPCA| 30.638/GFPCA       |
4. CONCLUSIONS

In this paper, we focus on further improving the demosaicing performance of CFA 3.0. Our idea is to see if newer inpainting algorithms can help improve the overall demosaicing performance. Six conventional and deep learning based methods were compared and the FOE method yielded slight better performance than others. One key observation is that there is still room for improvement because, when we used the ground truth pan band, the overall demosaicing performance is much better than what we have right now. Hence, one future direction is to seek better inpainting methods. Another direction is to develop an end-to-end deep learning approach to demosaicing CFA 3.0.
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