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Abstract. It is well-known that physical laws for large chaotic dynamical systems are revealed statistically. The main concern of this manuscript is numerical methods for dissipative chaotic infinite dimensional dynamical systems that are able to capture the stationary statistical properties of the underlying dynamical systems. We first survey results on temporal and spatial approximations that enjoy the desired properties. We then present a new result on fully discretized approximations of infinite dimensional dissipative chaotic dynamical systems that are able to capture asymptotically the stationary statistical properties. The main ingredients in ensuring the convergence of the long time statistical properties of the numerical schemes are: (1) uniform dissipativity of the scheme in the sense that the union of the global attractors of the numerical approximations is pre-compact in the phase space; (2) convergence of the solutions of the numerical scheme to the solution of the continuous system on the unit time interval $[0,1]$ modulo an initial layer, uniformly with respect to initial data from the union of the global attractors. The two conditions are reminiscent of the Lax equivalence theorem where stability and consistency are needed for the convergence of a numerical scheme. Applications to the complex Ginzburg-Landau equation and the two-dimensional Navier-Stokes equations in a periodic box are discussed.

1. Introduction. The long-time dynamics of many infinite-dimensional dynamical systems are very complex with abundant chaotic/turbulent behaviors. The observed complex behaviors are not necessarily related to the possible loss of regularity of the solution (say the three dimensional Navier-Stokes equations). Even the simple logistic map, the Lorenz 63 and the Lorenz 96 models possess intrinsic chaotic behavior which renders long-time approximation of a generic single trajectory extremely difficult. On the other hand, it is well-known that statistical properties of these kind of systems are much more important, physically relevant and stable than single trajectories [11, 19, 21, 27, 28, 43]. Indeed, much of the classical turbulence theories, such as the famous Kolmogorov $\frac{1}{4}$ scaling law of the energy dissipation
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rate per unit mass as well as the Kolmogorov $k^{-5/3}$ energy spectrum in the inertial range in three dimensional homogeneous isotropic turbulence, are presented in the statistical forms [28, 11]. Therefore, for complex physical processes, due to the intrinsic stochasticity, it is necessary to consider statistical properties (averaged quantities) of the system instead of properties of individual orbit (see for instance [28, 11, 43, 27, 21]).

For a given abstract autonomous continuous in time dynamical system determined by a semi-group $\{S(t), t \geq 0\}$ on a separable Banach space $H$, we recall that if the system reaches a statistical equilibrium in the sense that the statistics are time independent (stationary statistical properties), the probability measure $\mu$ on $H$ that describes the stationary statistical properties can be characterized via either the strong (pull-back) or weak (push-forward) formulation [11, 21, 27, 43, 44].

**Definition 1.1 (Invariant Measure (Stationary Statistical Solution)).** Let $\{S(t), t \geq 0\}$ be a continuous semi-group on a Banach space $H$ which generates a dynamical system on $H$. A Borel probability measure $\mu$ on $H$ is called an Invariant Measure (Stationary Statistical Solution) of the dynamical system if

$$\mu(E) = \mu(S^{-1}(t)(E)), \forall t \geq 0, \forall E \in \mathcal{B}(H)$$

(1)

where $\mathcal{B}(H)$ represents the $\sigma$-algebra of all Borel sets on $H$. Equivalently, the invariant measure $\mu$ can be characterized through the following push-forward weak invariance formulation

$$\int_H \Phi(u) d\mu(u) = \int_H \Phi(S(t)u) d\mu(u), \forall t \geq 0$$

(2)

for all bounded continuous test functionals $\Phi$.

Invariant measure (stationary statistical solution) for a discrete dynamical system generated by a map $S_{\text{discrete}}$ on a Banach space $H$ is defined in a similar fashion with the continuous time $t$ replaced by discrete time $n = 0, 1, 2, \ldots$.

A closely related object associated with the long-time behavior of a dynamical system is the global attractor which we recall for convenience [11, 14, 38].

**Definition 1.2 (Global Attractor and Dissipative System).** Let $\{S(t), t \geq 0\}$ be a continuous semi-group on a Banach space $H$ which generates a continuous dynamical system on $H$. A set $\mathcal{A} \subset H$ is called the global attractor of the dynamical system if the following three conditions are satisfied.

1. $\mathcal{A}$ is compact in $H$.
2. $\mathcal{A}$ is invariant under the flow, i.e.

$$S(t)\mathcal{A} = \mathcal{A}, \text{for all } t \geq 0.$$  

(3)

3. $\mathcal{A}$ attracts all bounded sets in $H$, i.e., for every bounded set $B$ in $H$,

$$\lim_{t \to \infty} dist_H(S(t)B, \mathcal{A}) = 0.$$  

(4)

Here, $dist_H$ denotes the Hausdorff semi-distance in $H$ between two subsets which is defined as

$$dist_H(A, B) = \sup_{a \in A} \inf_{b \in B} \|a - b\|_H$$  

(5)

where $\| \cdot \|_H = \| \cdot \|$ denotes the norm on $H$.

The global attractor for a discrete dynamical system induced by a map $S_{\text{discrete}}$ on a Banach space $H$ is defined in a similar fashion with the continuous time $t$ replaced by discrete time $n = 0, 1, 2, \ldots$. 
A dynamical system is called **dissipative** if it possesses a global attractor. It is easy to see, thanks to the invariance and the attracting property, that the global attractor, when it exists, is unique [14, 38]. The reader is cautioned that our definition of dissipativity may be slightly different (weaker) from the traditional notation [14, 38].

Notice that the global attractor is a set in the phase space. Knowledge of the global attractor only usually provides very little information on the dynamics. On the other hand, knowledge of an invariant measure would allow us to calculate various statistical quantities such as the moments.

We are usually interested in \( \int_H \Phi(u) \, d\mu(u) \) (statistical average) for various test functionals \( \Phi \). These test functionals are also called observables in physics literature. One approach to estimate these observables is to estimate the invariant measure \( \mu \) directly. This is the so-called **directly approach** [33]. In the finite dimensional case, one can try to approximate the probability density function (pdf) \( p \) associated with the invariant measure by solving the Liouville equation [21]

\[
\frac{\partial}{\partial t} p(u, t) + \nabla \cdot (F(u)p(u, t)) = 0 \tag{6}
\]

where the forcing term \( F(u) \) defines the dynamical system in the sense that \( \frac{D}{Dt} S(t)u = F(S(t)u) \). However, computing the invariant measure (or the associated pdf in the finite dimensional case) is usually very difficult and costly if the spatial dimension is high. One of the commonly used alternative methods in calculating the statistical quantity is to substitute spatial average by long time average under Boltzmann’s assumption of ergodicity ([11, 21, 27, 44])

\[
\int_H \Phi(u) \, d\mu(u) = \lim_{t \to \infty} \frac{1}{t} \int_0^t \Phi(S(s)u) \, ds.
\]

This is usually termed **indirect method**. Although the above relationship is true for each ergodic invariant measure \( \mu \) and almost all initial data with respect to \( \mu \), the relationship is in general false for non-ergodic invariant measure since the long time average which exists for almost all initial data (with respect to the given invariant measure) may depend on the initial data and hence may not be a constant (the spatial average) ([21, 44]). One way to circumvent this difficulty is to replace the long time limit by Banach (generalized) limits ([11], [22], section 4.2) which are bounded linear functionals on the space of bounded functions that agree with the usual long time limit on those functions whenever the long time limit exists. One may show via the so-called Bogliubov-Krylov argument that these generalized long time averages over trajectory lead to invariant measures (may depend on the chosen Banach limit and initial datum \( u \)) of the system for appropriate dissipative dynamical systems, and the spatial and temporal averages are equivalent (see for instance [11] section 4.3, or [47] Theorem 2).

It is usually impossible to derive analytical formula for long-time statistical properties for most of the physically interesting systems. Therefore, we need to resort to numerical methods in generic situations. Even under the ergodicity assumption, it is not at all clear that classical numerical schemes which provide accurate approximation on finite time intervals will remain meaningful for stationary statistical properties (long time properties) since small error will be amplified and may accumulate over long time. (A noticeable exception is when the underlying dynamics is asymptotically stable where statistical approach is not necessary since there is no chaos. See for instance [12, 15, 20].) Indeed, let \( S_k \) be the solution operator of a
one-step scheme with time step $k = \Delta t$, and assume that the scheme is of order $m$ so that the following type of error estimate holds $\|S(nk)u - S^n_k u\|_H \leq C \exp(\alpha nk)k^m$ where $C > 0, \alpha$ are constants. We then have on a time interval $[0, T]$, an a priori error bound on the long time average of the order of $k^m \frac{\exp(\alpha_T) - \exp(\alpha_T)}{\exp(\alpha_T)}$ which diverges as $T$ approaches infinity for a positive $\alpha$. The positivity of $\alpha$ follows from the existence of a positive Lyapunov exponent (the existence of chaotic behavior). Even if the long time averages of the scheme converge, the limit is not necessarily that of the original dynamical system under approximation since the two limits where $T \to \infty$ and the time-step approaches zero are not commutable in general. Extra work is needed to verify the limit is the desired one.

Therefore, it is of great importance and a challenge to design and analyze numerical methods that are able to capture stationary statistical properties of infinite dimensional complex dynamical system. We will focus on dissipative systems for simplicity. Addressing issues like this is of great importance in the numerical study of climate change since the climate is customary estimated via long time integration of the system.

We will demonstrate below that the central idea in the design of numerical algorithms that are capable of capturing the long-time statistical properties is the faithfulness to the underlying (dissipative) dynamical system. More specifically, we will illustrate below that the key ingredient in algorithms that are able to capture the long-time statistical properties is the uniform dissipativity and the uniform convergence on the unit time interval (modulo an initial layer) for initial data coming out of a compact subset of the phase space. It is easy to see that the assumptions are natural. Since the underlying dynamical system is dissipative, it is natural to require that the numerical scheme inherit the dissipativity of the continuous in time system so that the scheme is uniformly dissipative (for small time steps). The uniform convergence of the numerical scheme for initial data from the global attractor on the unit time interval is also expected for most reasonable numerical schemes. Another ingredient in the theory, satisfied by almost all well behaved continuous in time dissipative systems, is the strong continuity of the underlying dynamical system on the unit time interval uniformly with respect to initial data from the union of the global attractors. Once the desired natural conditions are discovered, the proof of the main result is relatively straightforward.

In practice, the design of numerical schemes that are efficient and uniformly dissipative is the primary challenge. The verification of uniform convergence on the unit time interval, although tedious in many cases, is quite standard in the sense that it is usually a refinement of the standard convergence analysis of the numerical scheme under investigation. These points will be illustrated via two examples later.

These two requirements are reminiscent of the conditions in the Lax-Richtmyer equivalence theorem [23, 22]. Here the uniform dissipativity plays the role of stability. The uniform convergence on the unit time interval for appropriate initial data can be interpreted as consistency. This is because a point in the phase space for statistical solutions is analogous to a point in the physical space for standard solutions. A statistical solution that emanates from a single point in the phase space is a solution to the underlying dynamical system (generated by PDEs for instance) in the usual sense. And the unit time interval (or any finite time interval) for long-time behavior plays the role of a single time step in classical numerical scheme.

There are abundant works on how to approximate the global attractors or some other invariant structures for various dissipative systems. See for instance [31, 32,
16, 17, 24, 25, 29, 34, 51] among many others. There has been a lot of work on temporal approximation of dissipative dynamical systems such as the two dimensional incompressible Navier-Stokes system and the one-dimensional Kuramoto-Sivashinsky equation (see [12, 16, 18, 31, 32, 41, 9, 10] among others) that preserves the dissipative property in some sense. Despite the importance of long-time statistical properties, there are relatively few results on numerical schemes designed to capture these features (see [30, 33, 42] for the case of Hamiltonian ODEs and related topics, and [3, 4, 13, 39, 40, 48, 49, 50] for various case studies for dissipative PDEs and for general theory on temporal and spatial discretization that captures the long time statistical properties asymptotically). The primary new contribution of this manuscript is a new set of criteria on fully discretized one-step schemes that guarantees the convergence of the long time statistical properties of the algorithms under investigation. As a by-product, we also present an abstract result on criteria that ensure the convergence of the global attractors of the numerical schemes.

The rest of the manuscript is organized in the follows. In section 2, we present our abstract theory on numerical algorithms that are able to reproduce the long time statistical behavior of the underlying dynamical system asymptotically. Old results on temporal and spatial approximations, as well as a new result on fully discretized approximation will be presented. We illustrate the application of the abstract results on complex Ginzburg-Landau equation and the two-dimensional Navier-Stokes equation in a periodic box in section 3. Concluding remarks will be presented in the last section.

2. Abstract results. The purpose of this section is to present a few abstract results on different types of approximation (temporal, spatial or fully discretized) of a continuous in time dissipative dynamical system on an infinite dimensional phase space, which capture the long-time statistical properties asymptotically. The overriding theme is to be faithful to the original system in the sense that the approximations must be uniformly dissipative and uniformly convergent on the unit time interval (modulo an initial layer).

We first consider temporal discretization since long time approximation seems to be one of the key issues involved. The following abstract result on time discretizations that guarantees the convergence of long-time statistical property can be found in [49].

**Theorem 1** (Temporal discretization). Let \( \{S(t), t \geq 0\} \) be a continuous semigroup on a separable Hilbert space \( H \) which generates a continuous dissipative dynamical system (in the sense of possessing a compact global attractor \( A \)) on \( H \). Let \( \{S_k, 0 < k \leq k_0\} \) be a family of continuous maps on \( H \) which generates a family of discrete dissipative dynamical system (with global attractor \( A_k \)) on \( H \). Suppose that the following two conditions are satisfied.

**TH1:** [Uniform dissipativity] There exists a \( k_1 \in (0, k_0) \) such that \( \{S_k, 0 < k \leq k_1\} \) is uniformly dissipative in the sense that \( K = \bigcup_{0 < k \leq k_1} A_k \) is pre-compact in \( H \).

**TH2:** [Uniform convergence on the unit time interval] \( S_k \) uniformly converges to \( S \) on the unit time interval (modulo an initial layer) and uniformly for initial
data from the global attractor of $S_k$ in the sense that for any $t_0 \in (0, 1)$
\[
\lim_{k \to 0} \sup_{u \in A_k, nk \in [0, 1]} \|S_k^{nk}u - S(nk)u\| = 0. \tag{8}
\]
Moreover, we assume that $S(t)$ is uniformly continuous on $K$ over the unit time interval in the sense that for any $T^* \in [0, 1]$
\[
\lim_{t \to T^*} \sup_{u \in K} \|S(t)u - S(T^*)u\| = 0. \tag{9}
\]
Then, the invariant measures of the discrete dynamical system $\{S_k, 0 < k \leq k_0\}$ converge to invariant measures of the continuous dynamical system $S$. More precisely, let $\mu_k \in \mathcal{IM}_k$ where $\mathcal{IM}_k$ denotes the set of all invariant measures of $S_k$. There must exist a subsequence, still denoted $\{\mu_k\}$, and $\mu \in \mathcal{IM}$ (an invariant measure of $S(t)$), such that $\mu_k$ weakly converges to $\mu$, i.e.,
\[
\mu_k \rightharpoonup \mu, \text{ as } k \to 0. \tag{10}
\]
Moreover, extremal statistics converge in an upper-semi-continuous fashion in the sense that for any bounded continuous functional $\Phi$ on the phase space $H$,
\[
\sup_{u_0 \in H} \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(S_k^n(u_0)) = \int_H \Phi(u) d\mu_k(u)
\]
\[
\sup_{u_0 \in H} \limsup_{T^* \to \infty} \frac{1}{T^*} \int_0^{T^*} \Phi(S(t)u_0) dt = \int_H \Phi(u) d\mu_k(u)
\]
\[
\limsup_{k \to 0} \sup_{u_0 \in H} \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(S_k^n(u_0)) \leq \sup_{u_0 \in H} \limsup_{T^* \to \infty} \frac{1}{T^*} \int_0^{T^*} \Phi(S(t)u_0) dt. \tag{13}
\]
\textbf{Remark.} The separable Hilbert space can be replaced by a ball in the same space. Such a set-up may be useful in certain applications [13].

Next, we consider spatial discretization. The following abstract result on spatial discretization that ensures convergence of long-time statistical properties can be found in [48].

\textbf{Theorem 2 (Spatial discretization).} Let $\{S(t), t \geq 0\}$ be a dissipative dynamical system on a Hilbert space $H$ with global attractor $A$. Let $\{S_N(t), t \geq 0\}$ be a family of dissipative dynamical systems on Hilbert spaces $H_N$ with global attractors $A_N \subset H_N$. Assume there is a continuous embedding of $E_N : H_N \hookrightarrow H$. Suppose that the following two assumptions are satisfied:

\textbf{SH1 [Uniform dissipativity]} \hfill
\[
K = \bigcup_{\infty > N \geq N_0} E_N(A_N)
\]
is pre-compact in $H$. 
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SH2 [Finite time uniform convergence] For any $t \in (0, 1]$ we have
\[
\lim_{N \to \infty} \sup_{u \in A_N} \| E_N(S_N(t)u) - S(t)(E_Nu) \| \to 0.
\]

Then for any sequence of invariant measures $\mu_N \in \mathcal{IM}_N$ of the dynamical system $S_N$, there must exists a subsequence, still denoted $\{\mu_N\}$, and an invariant measure $\mu \in \mathcal{IM}$ of $S(t)$ such that
\[
E_N^*\mu_N \rightharpoonup \mu,
\]
where $E_N^*$ is the lift operator induced by the continuous embedding $E_N$ in the sense that for any bounded continuous test functional $\varphi$ on $H$
\[
\int_H \varphi(u) d(E_N^*\mu_N)(u) = \int_{H_N} \varphi(E_Nu) d\mu_N(u).
\]

Practical implementation of the schemes requires both temporal and spatial discretization. Our next goal here is to extend our criterion on semi-discrete in time or space schemes (discrete in time but continuous in space, or discrete in space but continuous in time dynamical systems) with convergent stationary statistical properties to the case of fully discrete schemes (finite dimensional in space and discrete in time dynamical systems, or maps on finite dimensional spaces). We anticipate that the guiding principle in selecting schemes that are able to capture stationary statistical properties, i.e., be faithful to the underlying dynamical system, remain essentially the same within the dynamical system approach. In particular, we can show that the main ingredient remains to preserve the stability (in the sense of uniform dissipativity) and consistency (in the sense of pathwise convergence on the unit time interval), reminiscent of the Lax-Richtmyer equivalence theorem. Just as in the semi-discrete in space case, we need a continuous linear map (embedding operator) $E_h$ that maps the finite dimensional space into the underlying infinite dimensional phase space.

**Theorem 3** (Fully discretized approximation). Let $\{S(t), t \geq 0\}$ be a dissipative dynamical system on a Hilbert space $H$ with global attractor $A$. Let $\{S_{h,k}, 0 < h \leq h_0, 0 < k \leq k_0\}$ be a family of dissipative dynamical systems on Hilbert spaces $H_h$ with global attractors $A_{h,k} \subset H_h$. Suppose there exists a linear continuous map $E_h : H_h \mapsto H$ that maps $H_h$ into $H$. Moreover, assume that the following two assumptions are satisfied by the discrete dynamical system $\{S_{h,k}\}$:

**H1** [Uniform dissipativity] There exists $h_1 > 0, k_1 > 0$ such that
\[
K = \bigcup_{h \leq h_1, k \leq k_1} E_h(A_{h,k})
\]
is pre-compact in $H$.

**H2** [Uniform convergence on the unit time interval] For any $t_0 \in (0, 1]$ we have
\[
\lim_{h,k \to 0} \sup_{u \in A_{h,k}, nk \in [t_0, 1]} \| E_h S_{h,k}^n u - S(nk)E_h u \| = 0.
\]

Moreover, we assume that $S(t)$ is uniformly continuous on $K$ over the unit time interval in the sense that for any $t \in [0, 1]$
\[
\lim_{\tau \to t} \sup_{u \in K} \| S(\tau)u - S(t)u \| = 0.
\]

Then for any sequence of invariant measures $\rho_{h,k} \in \mathcal{IM}_{h,k}$, the set of all invariant measures of $S_{h,k}$, of the fully discrete dynamical system $S_{h,k}$, there must exists
a subsequence, still denoted \( \{ \mu_{h,k} \} \), and an invariant measure \( \mu \in IM \) of \( S(t) \) such that

\[
E^*_h \mu_{h,k} \rightharpoonup \mu, 
\]

where \( E^*_h \) is the lift operator induced by the continuous embedding \( E_h \) in the sense that for any bounded continuous test functional \( \phi \) on \( H \)

\[
\int_H \phi(u) d(E^*_h \mu_{h,k})(u) := \int_{H_h} \phi(E_h(u)) d\mu_{h,k}(u). 
\]  

Moreover, extremal statistics converge in an upper-semi-continuous fashion in the sense that for any bounded continuous functional \( \Phi \) on the phase space \( H \), there exist ergodic invariant measures \( \mu_{h,k} \in IM_{h,k} \) and an ergodic invariant measure \( \mu \in IM \), such that

\[
\sup_{u_0 \in H_h} \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(E_h S_{h,k}^n(u_0)) = \int_{H_h} \Phi(E_h u) d\mu_{h,k}(u) 
\]

\[
= \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(E_h S_{h,k}^n(v_0)), \text{ a.s. w.r.t. } \mu_{h,k}, \quad (18) 
\]

\[
\sup_{u_0 \in H} \limsup_{T^* \to \infty} \frac{1}{T^*} \int_0^{T^*} \Phi(S(t)u_0) dt = \int_{H} \Phi(u) d\mu(u) 
\]

\[
= \lim_{T^* \to \infty} \frac{1}{T^*} \int_0^{T^*} \Phi(S(t)v_0) dt, \text{ a.s. w.r.t. } \mu, \quad (19) 
\]

\[
\limsup_{h,k \to 0} \sup_{u_0 \in H_h} \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(E_h S_{h,k}^n(u_0)) \leq \sup_{u_0 \in H} \limsup_{T^* \to \infty} \frac{1}{T^*} \int_0^{T^*} \Phi(S(t)u_0) dt. 
\]  

**Proof.** Thanks to the definition of the lift of invariant measures of \( S_{h,k} \) (17), the continuity of the embedding operator \( E_h \), and the Kakutani-Riesz representation theorem [22], we see that \( \{ E^*_h \mu_{h,k} \} \) must be a family of Borel probability measures on \( H \). Moreover, since \( K = \bigcup_{0 < k \leq k, 0 < h \leq h_1} E_h A_{h,k} \) is pre-compact in \( H \) by (H1), and since all invariant measures are supported on the global attractor \([11, 47]\) and \( \mu_{h,k} \in IM_{h,k} \), we see that \( \{ E^*_h \mu_{h,k} \} \) is tight in the space of all Borel probability measures on \( H \) thanks to Prokhorov’s theorem \([1, 22, 11]\). Hence, it must have a convergent subsequence, still denoted \( \{ E^*_h \mu_{h,k} \} \), and a Borel probability measure \( \mu \) on \( H \) so that

\[
E^*_h \mu_{h,k} \rightharpoonup \mu, 
\]

i.e.,

\[
\int_{H_h} \phi(E_h u) d\mu_{h,k}(u) \to \int_{H} \phi(u) d\mu(u), \text{ as } h, k \to 0 
\]

for all bounded and continuous functionals \( \phi \) on \( H \).

Our goal is to show that \( \mu \) is invariant under \( S(t) \), i.e., \( \mu \in IM \).

Now we fix a \( t \in (0, 1] \) and let \( n_k = \lfloor \frac{t}{k} \rfloor \) be the floor of \( \frac{t}{k} \) (the largest integer dominated by \( \frac{t}{k} \)), and let \( \varphi \) be any smooth (\( C^1 \)) test functional with compact
support. We have
\[
\int_H \varphi(S(t)u) \, d\mu(u) = \lim_{h,k \to 0} \int_{H_{h,k}} \varphi(S(t)E_hu) \, d\mu_{h,k}(u)
\]
\[
= \lim_{h,k \to 0} \int_{H_{h,k}} \varphi(S(n_k E_hu)) \, d\mu_{h,k}(u) + R_1
\]
\[
= \lim_{h,k \to 0} \int_{H_{h,k}} \varphi(En_{h,k}^n u) \, d\mu_{h,k}(u) + R_1 + R_2
\]
where we have used the weak convergence of \(E_h\mu_{h,k}\) to \(\mu\), the boundedness and continuity of \(\varphi\), \(\varphi \circ S(t)\), \(\varphi \circ E_h\), the invariance of \(\mu_{h,k}\) under \(S_{h,k}\), and the notation
\[
R_1 = \lim_{h,k \to 0} \int_{H_{h,k}} (\varphi(S(t)E_hu) - \varphi(S(n_k E_hu)) \, d\mu_{h,k}(u),
\]
\[
R_2 = \lim_{h,k \to 0} \int_{H_{h,k}} (\varphi(S(n_k E_hu)) - \varphi(En_{h,k}^n u)) \, d\mu_{h,k}(u).
\]
Thanks to the uniform continuity of \(S(t)\) (with \(\tau = n_k\) in (16)), the assumption that \(\varphi \in C^1\) with compact support, the mean value theorem, and the fact that the support of \(\mu_{h,k}\) is contained in the global attractor \(A_{h,k}\) [48], and the pre-compactness of \(K\), we have
\[
|R_1| \leq \sup_{u \in H} \|\varphi'(u)\| \sup_{u \in A_{h,k}} \|S(t)E_hu - S(n_k E_hu)\|
\]
\[
\leq \sup_{u \in H} \|\varphi'(u)\| \sup_{u \in K} \|S(t)u - S(n_k u)\|
\]
\[
\to 0 \text{ as } k \to 0.
\]
Likewise, thanks to the mean value theorem, the assumption that \(\varphi \in C^1\) with compact support, and the uniform convergence of \(S_{h,k}\) (with \(t_0 = t/2\) in (15), and \(k \leq t/3\) over the unit time interval (modulo an initial layer), we have
\[
|R_2| \leq \sup_{u \in H} \|\varphi'(u)\| \sup_{u \in A_{h,k}} \|S(n_k E_hu) - En_{h,k}^n u\|
\]
\[
\to 0 \text{ as } h,k \to 0.
\]
Therefore,
\[
\int_H \varphi(S(t)u) \, d\mu(u) = \int_H \varphi(u) \, d\mu(u)
\]
which is exactly the weak invariance (2) for the smooth \((C^1)\) test functional with compact support and \(t \in (0,1]\).

For a general bounded continuous test functional \(\varphi\), we can first approximate it by a finite dimensional test functional of the form \(\varphi \circ P_m\) where \(P_m\) is the orthogonal projection onto the \(m\)-dimensional subspace spanned by the first \(m\) elements of a given (fixed) orthonormal basis of \(H\) [11]. (This is where the assumption that \(H\) is a separable Hilbert space is used.) We can then approximate \(\varphi \circ P_m\) by smooth test functionals with compact support using mollifiers and truncation [22] since only the value of \(\varphi \circ P_m\) on the compact global attractor is relevant for the statistics. This
proves short time weak invariance (2) for any bounded continuous test functional \( \varphi \) and \( t \in (0, 1] \).

Now for a general \( t > 1 \), there exists a unique positive integer \( n \) and \( t^* \in (0, 1] \) such that \( t = n + t^* \). Hence

\[
\int_H \varphi(S(t)u) \, d\mu(u) = \int_H \varphi(S^n(1)S(t^*)u) \, d\mu(u) = \int_H \varphi(S(t^*)u) \, d\mu(u) = \int_H \varphi(u) \, d\mu(u)
\]

where we have used the semi-group property of \( S(t) \), the strong continuity of \( S(t) \), the short time weak invariance that we proved above with \( t = n \) times, and \( t = t^* \) one time.

This ends the proof of the convergence of the invariant measures.

The first half of the results on the extremal statistics is a consequence of the fact that extremal statistics are saturated by ergodic invariant measures (see for instance [44], or [47] Theorem 5). We sketch the proof for convenience.

Recall that for any fixed bounded continuous test functional \( \Phi \) and initial data \( u_0 \), it is possible to choose a special Banach limit \( \text{LIM} \) which agrees with the lim sup on the orbit [22, 47] and hence there exists invariant measures \( \mu_{u_0} \in IM \) such that

\[
\text{LIM}_{T^* \to \infty} \frac{1}{T^*} \int_0^{T^*} \Phi(S(t)u_0) \, dt = \limsup_{T^* \to \infty} \frac{1}{T^*} \int_0^{T^*} \Phi(S(t)u_0) \, dt = \int_H \Phi(u) \, d\mu_{u_0}(u).
\]

Likewise, since \( \Phi \circ E_h \) is a bounded continuous test functional on \( H_h \), there exists a \( \mu_{h,k,u_0} \in IM_{h,k} \) such that

\[
\text{LIM}_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(E_h S^n_{h,k}(u_0)) = \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(E_h S^n_{h,k}(u_0)) = \int_{H_h} \Phi(E_h u) \, d\mu_{h,k,u_0}(u).
\]

On the other hand, extremal points of the set of invariant measures are ergodic ([44] or [47] Theorem 3). Hence, there exist ergodic invariant measures \( \mu_{h,k} \in IM_{h,k} \), \( \mu \in IM \) such that

\[
\sup_{\nu_{h,k} \in IM_{h,k}} \int_{H_h} \Phi(E_h u) \, d\nu_{h,k}(u) = \int_{H_h} \Phi(E_h u) \, d\mu_{h,k}(u) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(E_h S^n_{h,k}(u_0)), \text{ a.s. w.r.t.} \mu_{h,k},
\]

\[
\sup_{\nu \in IM} \int_{H} \Phi(u) \, d\nu(u) = \int_{H} \Phi(u) \, d\mu(u) = \lim_{T^* \to \infty} \frac{1}{T^*} \int_0^{T^*} \Phi(S(t)u_0) \, dt, \text{ a.s. w.r.t.} \mu.
\]

Combining the above two sets of equations together with the tightness of \( IM_k, IM \), we arrive at (18, 19).
As for the upper semi-convergence of the extremal statistics stated in (20), we have, thanks to the uniform dissipativity and Prokhorov’s theorem, there exists a subsequence (still denoted \( \{\mu_{h,k}\} \)) and \( \nu \in I\mathcal{M} \) such that
\[
E_{h}\mu_{h,k} \rightharpoonup \nu, \text{ as } h,k \to 0,
\]
and
\[
\sup_{u \in H} \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(E_{h}S_{h,k}^{n}(u_{0})) = \int_{H} \Phi(E_{h}u) d\mu_{h,k}(u).
\]

Since \( I\mathcal{M} \) is tight in the space of Borel probability measures on \( H \), there exists an ergodic invariant measure \( \nu_{\max} \in I\mathcal{M} \) such that \( \sup_{\tilde{\mu} \in I\mathcal{M}} \int_{H} \Phi(u) d\tilde{\mu} = \int_{H} \Phi(u) d\nu_{\max} \) [47]. Therefore,
\[
\limsup_{h,k \to 0} \sup_{u_{0} \in H} \limsup_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \Phi(E_{h}S_{h,k}^{n}(u_{0})) = \limsup_{h,k \to 0} \int_{H} \Phi(u) d\mu_{h,k}(u)
\]
\[
\leq \sup_{\tilde{\mu} \in I\mathcal{M}} \int_{H} \Phi(u) d\tilde{\mu}(u)
\]
\[
= \int_{H} \Phi(u) d\nu_{\max}(u)
\]
\[
= \lim_{T^{\ast} \to \infty} \frac{1}{T^{\ast}} \int_{0}^{T^{\ast}} \Phi(S(t)u_{0}) dt \quad a.s. \ w.r.t. \ \nu_{\max}
\]
\[
\leq \sup_{u_{0} \in H} \limsup_{T^{\ast} \to \infty} \frac{1}{T^{\ast}} \int_{0}^{T^{\ast}} \Phi(S(t)u_{0}) dt.
\]

This completes the proof of the theorem. \( \square \)

**Remark 1.** The results remain the same if the separable Hilbert space \( H \) is replaced by a ball within the same space as long as the global attractors are contained in this ball, and the ball is invariant under the dynamics.

In application, the discrete dynamical systems \( \{S_{h,k}\} \) are usually generated by numerical schemes, with finite dimensional phase space \( H_{h} \) of the original infinite dimensional dynamical system (generated by a time-dependent PDE). In another word, \( S_{h,k}^{n}(u) \) is the solution to the numerical scheme. For the case of conformal spatial discretisation, the embedding operator can be taken as the natural inclusion operator. However, the case with non-conformal spatial discretization such as finite difference discretisation is more challenging. Appropriate interpolation operators can be used in the finite difference case (see the next section). The uniform dissipativity of the numerical scheme can be established via the existence of a uniform (in mesh size) absorbing ball in discrete form in another separable Hilbert space \( V \) which is compactly imbedded in \( H \) in the case of strongly dissipative system (see the next section for two examples). The finite time uniform convergence comes with classical numerical analysis for reasonable schemes and the smoothing property of the underlying dissipative system.
A by-product of the convergence analysis of the invariant measures presented here is the convergence of the global attractors of the scheme to that of the underlying system. This is also within expectation since the global attractors carry the support of the invariant measures [48]. The convergence of the global attractors under discretization has been discussed for the two dimensional Navier-Stokes system, reaction-diffusion equation, and for finite-dimensional dynamical systems (see [31, 34, 16, 24, 51, 25] among others). Therefore our result on the convergence of global attractors may be viewed as a generalization and abstraction of these results. However, we would like to point out that the convergence of the global attractors is established under much weaker assumption: one only needs the uniform boundedness of the union of the global attractors \( K \), instead of the pre-compactness (plus finite time uniform convergence for data from \( K \)). Because of this important distinction, it is possible to have schemes that are able to capture the global attractor asymptotically but not necessarily the stationary statistical properties (invariant measures). There are also interesting works on persistence under approximation of various invariant sets (such as steady state, time periodic orbit, inertial manifold etc) both for PDEs and ODEs under appropriate assumptions (such as spectral gap condition that is usually associated with inertial manifold theory, see [34, 17, 37, 38] and the references therein). We also notice that the convergence of invariant sets and the convergence of stationary statistical properties are two related but very different issues associated with the long-time behavior. It is easy to construct two dynamical systems with exactly the same global attractor or inertial manifolds as sets, but with totally different dynamics or stationary statistical properties.

Next, we show the convergence of the global attractors under weaker assumptions, namely the uniform boundedness of \( K \) (the union of the global attractors), and uniform convergence on finite time interval (modulo an arbitrary initial layer).

**Theorem 4 (Convergence of Global Attractors).** Let \( \{S(t), t \geq 0\} \) be a continuous semi-group on a Banach space \( H \) which generates a dissipative dynamical system (in the sense of possessing a compact global attractor \( A \)) on \( H \). Let \( \{S_{h,k}, 0 < k \leq k_0, 0 < h \leq h_0\} \) be a family of continuous maps on \( H_h \) which generates a family of discrete dissipative dynamical system (with global attractor \( A_{h,k} \)) on \( H_h \). Assume that there is a continuous embedding operator \( E_h \) that maps \( H_h \) into \( H \). Suppose that the following two conditions are satisfied.

\[
H3: \text{[Uniform boundedness]} \quad \text{There exist } k_1 \in (0, k_0], h_1 \in (0, h_0] \text{ such that } \{S_{h,k}, 0 < k \leq k_1, 0 < h \leq h_1\} \text{ is uniformly bounded in the sense that}
\]

\[
K = \bigcup_{0 < k \leq k_1, 0 < h \leq h_1} E_h(A_{h,k})
\]

is bounded in \( H \).

\[
H4: \text{[Finite time uniform convergence]} \quad S_{h,k} \text{ uniformly converges to } S \text{ on any finite time interval (modulo an initial layer) and uniformly for initial data from the global attractor of the scheme in the sense that there exists } t_0 > 0 \text{ such that for any } t > t_0 > 0
\]

\[
\lim_{h,k \to 0} \sup_{u \in A_{h,k}, nk \in [t_0, t]} \|E_h S_{h,k}^n u - S(nk)E_h u\| = 0.
\]

Then the global attractors converge in the sense of Hausdorff semi-distance, i.e.

\[
\lim_{h,k \to 0} \text{dist}_H(E_h A_{h,k}, A) = 0.
\]
Proof. Since $K$ is bounded, for any given $\epsilon > 0$, there exists a $T_\epsilon > t_0 > 0$ such that
\[
\text{dist}_H(S(t)K, A) < \frac{\epsilon}{2}, \forall t \geq T_\epsilon
\]
because the global attractor $A$ attracts all bounded set, in particular $K$.

Now for an arbitrary element $u_{h,k} \in A_{h,k}$ in the global attractor of $S_{h,k}$, we have that there exists a $v_{h,k} \in A_{h,k}$ such that $u_{h,k} = S_{h,k}^{n_k}v_{h,k}$ where $n_k = \lfloor \frac{T_\epsilon + 1}{k} \rfloor$, since the global attractor $A_{h,k}$ is invariant under $S_{h,k}$.

Thanks to the uniform convergence on $[T_\epsilon, T_\epsilon + 1]$ and the fact that $v_{h,k} \in A_{h,k}$, we have, there exist $k_\epsilon > 0, h_\epsilon > 0$ such that
\[
\|E_h u_{h,k} - S(n_k E_h) v_{h,k}\| = \|E_h S_{h,k}^{n_k} v_{h,k} - S(n_k) E_h v_{h,k}\| < \frac{\epsilon}{2}, \forall k \leq k_\epsilon, h \leq h_\epsilon.
\]
This implies that
\[
\text{dist}_H(E_h A_{h,k}, A) = \sup_{u_{h,k} \in A_{h,k}} \text{dist}(E_h u_{h,k}, A) \\
\leq \sup_{u_{h,k} \in A_{h,k}} (\|E_h u_{h,k} - S(n_k E_h) v_{h,k}\| + \text{dist}(S(n_k) E_h v_{h,k}, A)) \\
\leq \epsilon, \ k \leq k_\epsilon, h \leq h_\epsilon.
\]
This completes the proof for the convergence of the global attractors.

We would like to reiterate the point that the uniform boundedness assumption H3 is much weaker than the uniform dissipativity assumption H1 for infinite dimensional systems although they are equivalent for finite dimensional systems. This is an important difference and hence it is theoretically possible to have schemes that are able to capture the global attractor asymptotically but not the invariant measures necessarily for infinite dimensional systems. Conditions H4 and H2 are almost the same. H2 is slightly stronger than H4 in some sense since H2 requires the uniform convergence of the scheme on $[t_0, 1], \forall t_0 \in (0, 1)$ while H4 only requires the uniform convergence of the scheme on $[t_0, t]$ $(t \geq 1)$ with one $t_0 \in (0, 1)$. On the other hand, H4 is slightly stronger than H2 in some other sense since only $t = 1$ is needed in H2. They are usually valid for the same type of reasonable numerical schemes and hence normally makes no difference. Therefore convergence of the global attractors is usually easier to establish than the convergence of the invariant measures (stationary statistical properties). Related results on convergence of global attractors can be found in [14, 34, 29] among others.

Remark 2. We also point out that the semi-discretization in time results derived in [49] are special cases of the fully discretized results presented here. In order to recover the semi-discretization in time case, we simply set $H_h = H$ and $E_h = I$ (the identity operator) in our fully discretized results above. Likewise, the semi-discretization in space case presented in [48] is a special case of the fully discretized results proved above. In order to recover the semi-discretization in space case, we simply set $S_{h,k} = S_h = S_N, E_h = E_N, A_{h,k} = A_h = A_N$.

3. Examples. Here we offer two applications of the abstract results presented above. The examples that we have here are the one-dimensional Ginzburg-Landau equation and the two-dimensional Navier-Stokes equation in a periodic box. The choice of these examples is both for their physical significance and for their mathematical simplicity. The mathematical difficulty usually lies in the verification of the uniform dissipativity of the schemes. The uniform convergence (15) on the unit
time interval (modulo an initial layer) is usually straightforward although it could be tedious. Most of the standard convergence analysis imply this uniform convergence result as long as the global attractor is sufficiently smooth. The uniform continuity of the underlying dynamical systems for the examples chosen here is well-known [38].

3.1. Complex Ginzburg-Landau equation. The complex Ginzburg-Landau equation is a very important equation which emerges naturally as the amplitude equation at the onset of instability, in transition to turbulence in chemical mediums and in phase transition among others. This equation has been extensively studied as a model equation for chaotic infinite dimensional dynamical system (see [38] and references therein). Numerical analysis and simulations on the model are also available (see for instance [24, 25] for some of the numerical analysis works among many others). The model takes the form

\[
\frac{\partial u}{\partial t} = Ru + (1 + i\nu) \frac{\partial^2}{\partial x^2} u - (1 + i\mu)|u|^2 u, \quad u(0) = u_0,
\]

(24)

together with periodic boundary condition on the interval \( \Omega = [0, 1] \). Here \( R > 0, \nu, \mu \) are real parameters.

The equation generates a continuous dissipative infinite dimensional dynamical system on \( H = L^2_{per}(\Omega) \) [38]. There is a natural orthonormal basis \( \{ \Psi_l = e^{2\pi i l x}, l = 0, \pm 1, \pm 2, \ldots \} \) which are the eigenfunctions of the principal linear operator \( \frac{\partial^2}{\partial x^2} \) with the associated periodic boundary condition.

For simplicity, we consider backward Euler in time and centered difference in space for discretization. More specifically, let \( k \) be the time-step size, \( h = 1/J \) be the grid size. Let \( u^n_j \) be our approximation to \( u(jh, nk) \) with periodicity in \( j \) of period \( J \). Introducing the standard forward (right) difference operator \( D^+ \), the backward (left) difference operator \( D^- \), and the centered difference operator \( D^2 = D^+ D^- \), so that \( (D^2 u^n)_j = \frac{1}{h^2}(u^n_{j+1} - 2u^n_j + u^n_{j-1}) \), the scheme that we consider then takes the form

\[
\frac{u^{n+1}_j - u^n_j}{k} = Ru^n_j + (1 + i\nu)(D^2 u^{n+1})_j - (1 + i\mu)|u^{n+1}_j|^2 u^{n+1}_j, \quad u^n_0(0) \in \mathbb{C}.
\]

(25)

Here the unknown at each time step is \( u^n = (u^n_0, \cdots, u^n_{J-1}) \) together with periodic extension when the index goes beyond 0 or \( J - 1 \). Therefore, the phase space for the fully discrete numerical algorithm is

\[ H_h = C^J_{per} \]

where the subscript \( per \) denotes periodicity in \( j \) with period \( J \). The space is equipped with the discrete \( L^2 \) norm

\[ ||u||^2_{H_h} = \sum_{j=0}^{J-1} h|u_j|^2. \]

\( H_h \) has a natural orthonormal basis

\[ \psi_l = (1, e^{2\pi i l \cdot h}, \ldots, e^{2\pi i l(J-1) h}), l = \left[-\frac{J}{2}\right], \ldots, 0, \ldots, \left[\frac{J}{2}\right] \]

that consists of the eigenvectors of \( D^2 \). A discrete \( H^1 \) space, denoted \( H^1_h \), can then be defined via the following discrete \( H^1 \) norm

\[ ||u||^2_{H^1_h} = ||u||^2_{H_h} + u^T D^2 \hat{u}, \quad u \in H_h. \]
It is known that the numerical scheme (25) is uniquely solvable and dissipative under appropriate time-step restriction \([24]\).

A natural embedding operator from \(H_h\) to \(H\) is given by the following interpolation operator
\[
E_h u = \sum_{l = \lfloor \frac{h}{2} \rfloor}^{l = \lfloor \frac{h}{2} \rfloor} a_l \Psi_l, \text{ if } u = \sum_{l = \lfloor \frac{h}{2} \rfloor}^{l = \lfloor \frac{h}{2} \rfloor} a_l \psi_l.
\]
(Notice that our extension operator \(E_h\) is denoted \(\Theta^{-1}\) in \([24]\).) It is easy to see that \(E_h\) is an isometry. Furthermore, thanks to Lemma 2.3 \([24]\), the discrete and continuous \(H^1\) norms are equivalent in the sense that
\[
\frac{2}{\pi} \|E_h u\|_{H^1} \leq \|u\|_{H^1_h} \leq \|E_h u\|_{H^1}.
\]

This \(H^1\) norm equivalence together with Theorem 3.4 of \([24]\) implies that the scheme generates a dissipative dynamical system with uniform dissipativity since \(K = \bigcup_{h \leq k_1, k \leq k_1} E_h(A_{h,k})\) is bounded in \(H^1_{\text{per}}\) and hence pre-compact in \(H\).

The uniform convergence of the scheme over the unit time interval for initial data from \(K\), i.e., the verification of (15), is a standard albeit tedious (see Lemma 2.5 \([24]\) for a related result in the semi-discrete case). The uniform continuity of the solution semigroup associated with the complex Ginzburg-Landau equation (24) is straightforward. We leave the details to the interested reader.

Therefore, the conditions in the main theorem can be verified, and hence the results are valid. In particular, long time statistical properties of the numerical scheme (25) converge to those of the equation (24).

### 3.2. Two-dimensional Navier-Stokes equations.

Here we consider the application of the main abstract result to the well-known two-dimensional Navier-Stokes system in a periodic box \(\Omega\) in stream-function - vorticity formulation \([26, 6, 37]\).

\[
\frac{\partial \omega}{\partial t} + \nabla^\perp \psi \cdot \nabla \omega = \nu \Delta \omega + f,
\]
(26)

\[
-\Delta \psi = \omega,
\]
(27)

where \(\omega\) is the vorticity, \(\psi\) is the stream function, \(\nu\) is the viscosity, and \(f\) is the (time-independent) external body force.

We first recall a few notations and facts from a recent work \([13]\) (section 4) for convenience.

Consider a 2D periodic box \(\Omega = (0, 1) \times (0, 1)\). For a given positive integer \(n\), we define \(N = N_x = N_y = 2n + 1\), we set \(h_x = 1/N_x = 1/N_y = h_y = h\). All variables are evaluated at the regular numerical grid \((x_i, y_j)\), with \(x_i = i h, y_j = j h, 0 \leq i, j \leq N\).

Let \(H_h = \{\text{all periodic function over the given 2D numerical grid with grid size } h\}\).

For \(f \in H_h\), assume its discrete Fourier expansion is given by
\[
f_{i,j} = \sum_{k_1, l_1=-[N/2]}^{[N/2]} (\mathcal{f}^N_{c})_{k_1,l_1} e^{2\pi i (k_1 x_i + l_1 y_j)}.
\]
(28)

The collocation interpolation operator \(E_h\) is then defined as
\[
E_h f(x) = \sum_{k_1, l_1=-n}^{n} (\mathcal{f}^N_{c})_{k_1,l_1} e^{2\pi i (k_1 x + l_1 y)}.
\]
(29)
\( E_h \) maps \( H_h \) into \( H = L^2_{\text{per}}(\Omega) \). As a result, its collocation Fourier spectral approximations to first and second order partial derivatives (in \( x \) direction) are given by

\[
(D_{Nx}f)_{i,j} = \sum_{k_1,l_1=-n}^{n} (2k_1\pi i) (\hat{f}_c^{N})_{k_1,l_1} e^{2\pi i(k_1x_i + l_1y_j)},
\]

(30)

\[
(D^2_{Nx}f)_{i,j} = \sum_{k_1,l_1=-[N/2]}^{[N/2]} (-4\pi^2 k_1^2) \hat{f}_{k_1,l_1} e^{2\pi i(k_1x_i + l_1y_j)}.
\]

(31)

The corresponding collocation spectral differentiations in \( y \) directions can be defined in the same way. In turn, the discrete Laplacian, gradient and divergence operators can be defined as

\[
\Delta_N f = (D^2_{Nx} + D^2_{Ny}) f, \nabla_N f = \left( \frac{D_{Nx} f}{D_{Ny} f} \right), \nabla_N \cdot \left( \begin{array}{c} f_1 \\ f_2 \end{array} \right) = D_{Nx} f_1 + D_{Ny} f_2,
\]

(32)

at the point-wise level.

Moreover, given any periodic grid functions \( f \) and \( g \) (over the 2-D numerical grid), the discrete \( L^2 \) norm and inner product are introduced as

\[
\|f\|_2 = \|f\|_{H^0_h} = \sqrt{\langle f, f \rangle}, \quad \text{with} \quad \langle f, g \rangle = h^2 \sum_{i,j=0}^{2n} f_{i,j} g_{i,j}.
\]

(33)

Meanwhile, such a discrete \( L^2 \) inner product can also be viewed in the Fourier space, with the help of Parseval identity:

\[
\langle f, g \rangle = \sum_{k_1,l_1=-n}^{n} (\hat{f}_c^{N})_{k_1,l_1} (\hat{g}_c^{N})_{k_1,l_1} = \sum_{k_1,l_1=-n}^{n} (\hat{f}_c^{N})_{k_1,l_1} (\hat{g}_c^{N})_{k_1,l_1},
\]

(34)

in which \( (\hat{f}_c^{N})_{k_1,l_1}, (\hat{g}_c^{N})_{k_1,l_1} \) are the Fourier interpolation coefficients of the grid functions \( f \) and \( g \) in the expansion as in (28). Furthermore, a detailed calculation shows that the following formulas of summation by parts are also valid at the discrete level:

\[
\left\langle f, \nabla_N \cdot \left( \begin{array}{c} g_1 \\ g_2 \end{array} \right) \right\rangle = - \left\langle \nabla_N f, \left( \begin{array}{c} g_1 \\ g_2 \end{array} \right) \right\rangle, \quad \langle f, \Delta_N g \rangle = - \langle \nabla_N f, \nabla_N g \rangle.
\]

(35)

This allows us to define the discrete \( H^1 \) norm as

\[
\|f\|^2_{H^1_h} = \|f\|^2_{H^0_h} + \langle f, -\Delta_N f \rangle.
\]

It is known that the embedding operator defined in (29) has the following desired continuity property (Lemma 4.1 [13] for instance).

\[
\|E_h \varphi\|_{H^k} \leq C \|\varphi\|_{H^k_h}, \forall \varphi \in H_h, k = 0, 1,
\]

(36)

where \( C \) is a constant independent of \( \varphi \). A simple interpolation argument implies that the above inequality remains valid for fractional order Sobolev spaces \( H^\delta \), \( \delta \in (0, 1) \) as well.

Next, we introduce our fully discrete algorithm where we treat the nonlinear convection term explicitly for the sake of numerical convenience, and the diffusion
term implicitly to preserve the $L^2$ stability.

$$\frac{\omega^{n+1} - \omega^n}{\Delta t} + \frac{1}{2} (\mathbf{u}^n \cdot \nabla_N \omega^n + \nabla_N \cdot (\mathbf{u}^n \omega^n)) = \nu \Delta_N \omega^{n+1} + f^n, \quad (37)$$

$$-\Delta_N \psi^{n+1} = \omega^{n+1}, \quad (38)$$

$$\mathbf{u}^{n+1} = \nabla_N^\perp \psi^{n+1} = (\mathcal{D}_{Ny} \psi^{n+1}, \mathcal{D}_{Nx} \psi^{n+1}), \quad (39)$$

where we have utilized a now standard technique in ensuring the skew-symmetry of the nonlinear term [36].

It is observed that the numerical velocity $\mathbf{u}^{n+1} = \nabla_N^\perp \psi^{n+1}$ is automatically divergence-free:

$$\nabla_N \cdot \mathbf{u} = \mathcal{D}_{Nx} u + \mathcal{D}_{Ny} v = -\mathcal{D}_{Nx}(\mathcal{D}_{Ny} \psi) + \mathcal{D}_{Ny}(\mathcal{D}_{Nx} \psi) = 0, \quad (40)$$

at any time step. Meanwhile, note that the nonlinear term is a spectral approximation to $\frac{1}{2} \mathbf{u}^n \cdot \nabla \omega$ and $\frac{1}{2} \nabla \cdot (\mathbf{u} \omega)$ at time step $t^n$. Furthermore, a careful application of summation by parts formula (35) gives

$$\langle \omega, \mathbf{u} \cdot \nabla_N \omega + \nabla_N \cdot (\mathbf{u} \omega) \rangle = \langle \omega, \mathbf{u} \cdot \nabla_N \omega \rangle - \langle \nabla_N \omega, \mathbf{u} \omega \rangle = 0. \quad (41)$$

In other words, the nonlinear convection term appearing in the numerical scheme (37), so-called skew symmetric form, makes the nonlinear term orthogonal to the vorticity field in the $L^2$ space, without considering the temporal discretization. This property is crucial in the stability analysis for the Fourier collocation spectral scheme (37)-(39) as presented in section 4 in [13].

We now recall that sections 4.3, 4.4 and 4.5 in [13] imply that a sufficiently large ball in $H^1_\delta$, denoted $B_\delta(\tilde{C}_1)$, is invariant under the discrete dynamics determined by the scheme (37) with a mild time-step restriction that is independent of $N$. Moreover, the scheme generates a dissipative dynamical system on $B_\delta(\tilde{C}_1)$ for sufficiently small time-step size $k$. Furthermore, the attractors $A_{k,\delta}$ of the scheme are uniformly bounded in $H^1_{\text{per}}$, independent of $h$ and $k$ as long as these parameters are sufficiently small. This, together with the continuity of the embedding operator $E_h$, implies the uniform dissipativity of the scheme.

The uniform continuity of the solution semigroup to the 2D Navier-Stokes equation in a periodic box with data from a ball in $H^1_{\text{per}}$ is well-known [7]. The uniform convergence over the unit time interval for initial data from a ball in $H^1_{\text{per}}$ is straightforward although tedious. We leave the details to the interested reader.

Combining the above we see that the abstract result with $H^1_\delta(= H^2_0)$ replaced by the ball $B_\delta(\tilde{C}_1) \subset H_h$ is applicable to the efficient scheme (37) for the 2D Navier-Stokes equation in a periodic box. Therefore, the long-time statistical properties of the scheme (37) converge to those of the 2D NSE.

The result above can be easily generalized to the barotropic quasi-geostrophic equation with dissipation and external forcing [27].

$$\frac{\partial q}{\partial t} + \nabla^\perp \psi \cdot \nabla q = \mathcal{D} \psi + f, \quad (42)$$

$$q = -\Delta \psi + F \psi + \beta y, \quad F \geq 0, \beta > 0, \quad (43)$$

$$\mathcal{D} = -\sum_{j=1}^k d_j (-\Delta)^j, d_j \geq 0 \quad \forall j, \sum_{j=2}^k d_j > 0. \quad (44)$$

Here $\psi(x, y; t)$ represents the stream-function of the barotropic flow, $q$ denotes the potential vorticity, $F > 0$ is the F-plane constant related to the stratification of the fluid, $\beta > 0$ is the beta-plane constant, $d_1$ is the Ekman damping coefficient, $d_2$
is the eddy/Newtonian viscosity coefficient, $d_j, j \geq 3$ are the coefficients of various hyper-viscosity, and $f$ represents external forcing. The convergence of long-time statistical properties for the Fourier spectral discretization of this equation was discussed in [48].

4. Conclusions and remarks. We have presented several general/abstract results on the convergence of stationary statistical properties of various approximations of infinite dimensional dissipative dynamical systems. Temporal, spatial as well as combined temporal-spatial discretizations are all considered. The two natural conditions that are crucial to the convergence of the stationary statistical properties are uniform dissipativity of the scheme; and some kind of uniform convergence of the scheme on $[0,1]$ modulo an initial layer. The conditions are natural and reminiscent of those in the Lax equivalence theory. It is easy to understand the necessity of the uniform dissipativity, at least heuristically, since the invariant measures on supported on the global attractors. It is also hard to image any scheme to be able to capture the long-time statistics without being able to approximate the short time behavior well, i.e., violating the short-time convergence result. Hence, these conditions are also heuristically necessary.

Applications to the complex Ginzburg-Landau equation and the two-dimensional Navier-Stokes equation in a periodic box are sketched. One of the immediate goals is to implement the numerical scheme for the 2D NSE for the study of 2D turbulence. We will report our numerical results elsewhere.

There are many questions that merit further investigation. For instance, the convergence presented here is weak convergence without any rate. It would be very desirable to have algorithms with a rate of convergence, at least for a few physically important observables, similar to the case of stochastic differential equations [35, 8]. It would also be desirable to consider higher order in time schemes so that we could take relatively large time-step in order to reach statistical equilibrium quickly. Some special cases are considered in [40, 50] but a general theory is still missing.

We hope that this work will stimulate further work on numerical schemes that are able to capture stationary statistical properties of infinite dimensional dissipative systems.
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REFERENCES

[1] P. Billingsley, Weak Convergence of Measures: Applications in Probability, SIAM, Philadelphia, 1971.
[2] E. Cancs, E. Legoll and G. Stoltz, Theoretical and numerical comparison of some sampling methods for molecular dynamics, ESAIM: Mathematical Modelling and Numerical Analysis, 41 (2007), 351–389.
[3] W. Cheng and X. Wang, A uniformly dissipative scheme for stationary statistical properties of the infinite Prandtl number model, Applied Mathematics Letters, 21 (2008), 1281–1285.
[4] W. Cheng and X. Wang, A semi-implicit scheme for stationary statistical properties of the infinite Prandtl number model, SIAM J. Num. Anal., 47 (2008), 250–270.
[5] C. Chiu, Q. Du and T. Y. Li, Error estimates of the Markov finite approximation of the Frobenius-Perron operator, Nonlinear Anal., 19 (1992), 291–308.
[6] A. Chorin, Vorticity and Turbulence, Springer-Verlag, New York, 1994.
[7] P. Constantin and C. Foias, Navier–Stokes Equations, The University of Chicago Press, Chicago, 1988.
[8] W. E and D. Li, The Andersen thermostat in molecular dynamics, Comm. Pure Appl. Math., 61 (2008), 96–136.
[9] C. Foias, M. Jolly, I. G. Kevrekidis and E. S. Titi, Dissipativity of numerical schemes, *Nonlinearity*, 4 (1991), 591–613.
[10] C. Foias, M. Jolly, I. G. Kevrekidis and E. S. Titi, On some dissipative fully discrete nonlinear Galerkin schemes for the Kuramoto-Sivashinsky equation, Phys. Lett. A, 186 (1994), 87–96.
[11] C. Foias, O. Manley, R. Rosa and R. Temam, *Navier-Stokes Equations and Turbulence*, Encyclopedia of Mathematics and its Applications, 83. Cambridge University Press, Cambridge, 2001.
[12] T. Geveci, On the convergence of a time discretization scheme for the Navier–Stokes equations, Math. Comp., 53 (1989), 43–53.
[13] S. Gottlieb, F. Tone, C. Wang, X. Wang and D. Wirosoetisno, Long time stability of a classical efficient scheme for two dimensional Navier–Stokes equations, *SIAM J. Numer. Anal.*, 50 (2012), 126–150.
[14] J. K. Hale, *Asymptotic Behavior of Dissipative Systems*, Providence, R.I.: American Mathematical Society, 1988.
[15] J. G. Heywood and R. Rannacher, Finite element approximation of the nonstationary Navier-Stokes problem. II. Stability of solutions and error estimates uniform in time, *SIAM J. Numer. Anal.*, 23 (1986), 750–777.
[16] A. T. Hill and E. Suli, Approximation of the global attractor for the incompressible Navier-Stokes equation, *IMA J. Numer. Anal.*, 20 (2000), 663–667.
[17] D. A. Jones, A. M. Stuart and E. S. Titi, Persistence of invariant sets for dissipative evolution equations, *J. Math. Anal. Appl.*, 219 (1998), 479–502.
[18] N. Ju, On the global stability of a temporal discretization scheme for the Navier-Stokes equations, *IMA J. Numer. Anal.*, 22 (2002), 577–597.
[19] L. P. Kadanoff, Turbulent heat flow: Structures and scaling, *Physics Today*, 54 (2001), 34–39.
[20] S. Larsson, The long-time behavior of finite-element approximations of solutions to semilinear parabolic problems, *SIAM J. Numer. Anal.*, 26 (1989), 348–365.
[21] A. Lasota and M. C. Mackey, *Chaos, Fractals, and Noise, Stochastic Aspects of Dynamics*, 2nd ed. New York, Springer-Verlag, 1994.
[22] P. D. Lax, *Functional Analysis*, New York: Wiley, 2002.
[23] P. D. Lax and R. D. Richtmyer, Survey of the stability of linear finite difference equations, *Comm. Pure Appl. Math.*, 9 (1956), 267–293.
[24] G. J. Lord, Attractors and inertial manifolds for finite-difference approximation of the complex Ginzburg-Landau equation, *SIAM J. Numer. Anal.*, 34 (1997), 1483–1512.
[25] G. J. Lord and A. M. Stuart, Discrete Gevrey regularity, attractors and upper-semicontinuity for a finite-difference approximation to the Ginzburg-Landau equation, *Numer. Funct. Anal. Optim.*, 16 (1995), 1003–1047.
[26] A. J. Majda and A. Bertozzi, *Vorticity and Incompressible Flow*, Cambridge University Press, Cambridge, England, 2002.
[27] A. J. Majda and X. Wang, *Nonlinear Dynamics and Statistical Theory for Basic Geophysical Flows*, Cambridge University Press, Cambridge, England, 2006.
[28] A. S. Monin and A. M. Yaglom, *Statistical Fluid Mechanics; Mechanics of Turbulence*, English ed. updated, augmented and rev. by the authors. MIT Press, Cambridge, Mass., 1975.
[29] G. Raugel, Global attractors in partial differential equations, in *Handbook of dynamical systems*, North-Holland, Amsterdam, 2 (2002), 885–982.
[30] S. Reich, Backward error analysis for numerical integrators, *SIAM J. Numer. Anal.*, 36 (1999), 1549–1570.
[31] J. Shen, Convergence of approximate attractors for a fully discrete system for reaction-diffusion equations, *Numer. Funct. Anal. and Optimiz.*, 10 (1989), 1213–1234.
[32] J. Shen, Long time stabilities and convergences for the fully discrete nonlinear Galerkin methods, *Appl. Anal.*, 38 (1990), 201–229.
[33] H. Sigurgeirsson and A. M. Stuart, Statistics from computations, in *Foundations of Computational Mathematics*, Edited by R. Devore, A. Iserles and E. Suli, Cambridge University Press, 284 (2001), 323–344.
[34] A. M. Stuart and A. R. Humphries, *Dynamical Systems and Numerical Analysis*, Cambridge University Press, 1996.
[35] D. Talay, *Simulation of stochastic differential systems*, in *Probabilistic Methods in Applied Physics*, P. Kree and W. Wedig (Eds), Lecture Notes in Physics, Springer-Verlag, 451 (1995), 54–96.

[36] R. M. Temam, Sur l’approximation des solutions des équations de Navier–Stokes, *C.R. Acad. Sci.*, Paris, Serie A, 262 (1966), 219–221.

[37] R. M. Temam, *Navier-Stokes Equations and Nonlinear Functional Analysis*, 2nd edition, CBMS-SIAM, SIAM, 1995.

[38] R. M. Temam, *Infinite Dimensional Dynamical Systems in Mechanics and Physics*, 2nd ed. Springer-Verlag, New York, 1997.

[39] F. Tone and X. Wang, Approximation of the stationary statistical properties of the dynamical systems generated by the two-dimensional Rayleigh-Benard convection problem, *Analysis and Applications*, 9 (2011), 421–446.

[40] F. Tone, X. Wang and D. Wirosoetisno, Long-time dynamics of 2d double-diffusive convection: Analysis and/of numerics, *Numer. Math.*, 130 (2015), 541–566.

[41] F. Tone and D. Wirosoetisno, On the long-time stability of the implicit Euler scheme for the two-dimensional Navier-Stokes equations, *SIAM J. Num. Anal.*, 44 (2006), 29–40.

[42] P. F. Tupper, Ergodicity and the numerical simulation of Hamiltonian systems, *SIAM J. Applied Dynamical Systems*, 4 (2005), 563–587.

[43] M. I. Vishik and A. V. Fursikov, *Mathematical Problems of Statistical Hydromechanics*, Kluwer Acad. Publishers, Dordrecht/Boston/London, 1988.

[44] P. Walters, *An introduction to ergodic theory*, Springer-Verlag, New York, 1982.

[45] X. Wang, Infinite Prandtl number limit of Rayleigh-Bénard convection, *Comm. Pure and Appl. Math.*, 57 (2004), 1265–1282.

[46] X. Wang, Stationary statistical properties of Rayleigh-Bénard convection at large Prandtl number, *Comm. Pure and Appl. Math.*, 61 (2008), 789–815.

[47] X. Wang, Upper Semi-Continuity of Stationary Statistical Properties of Dissipative Systems, Dedicated to Prof. Li Ta-Tsien on the occasion of his 70th birthday, *Discrete and Continuous Dynamical Systems, A*, 23 (2009), 521–540.

[48] X. Wang, Approximating stationary statistical properties, *Chinese Ann. Math. Series B*, (an invited article in a special issue dedicated to Andy Majda), 30 (2009), 831–844.

[49] X. Wang, Approximation of stationary statistical properties of dissipative dynamical systems: Time discretization, *Math. Comp.*, 79 (2010), 259–280.

[50] X. Wang, An efficient second order in time scheme for approximating long time statistical properties of the two dimensional Navier-Stokes equations, *Numer. Math.*, 121 (2012), 753–779.

[51] Y. Yan, Attractors and error estimates for discretizations of incompressible Navier-Stokes equations, *SIAM J. Numer. Anal.*, 33 (1996), 1451–1472.

Received May 2015; revised February 2016.

E-mail address: wxm@math.fsu.edu