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Abstract—The limited size of existing query-focused summarization datasets renders training data-driven summarization models challenging. Meanwhile, the manual construction of a query-focused summarization corpus is costly and time-consuming. In this paper, we use Wikipedia to automatically collect a large query-focused summarization dataset (named WikiREF) of more than 280,000 examples, which can serve as a means of data augmentation. We also develop a BERT-based query-focused summarization model (Q-BERT) to extract sentences from the documents as summaries. To better adapt a huge model containing millions of parameters to tiny benchmarks, we identify and fine-tune only a sparse subnetwork, which corresponds to a small fraction of the whole model parameters. Experimental results on three DUC benchmarks show that the model pre-trained on WikiREF has already achieved reasonable performance. After fine-tuning on the specific benchmark datasets, the model with data augmentation outperforms strong comparison systems. Moreover, both our proposed Q-BERT model and subnetwork fine-tuning further improve the model performance. The dataset is publicly available at [https://aka.ms/wikiRef].

I. INTRODUCTION

Query-focused summarization aims to create a brief, well-organized and informative summary for a document with specifications described in the query. Various unsupervised methods [1]–[7] and supervised methods [8]–[14] have been proposed for the purpose. DUC [15] 2005 - 2007 are high-quality query-focused summarization benchmarks constructed by humans. But the limited size renders training neural query-focused summarization models challenging, especially for the data-driven methods. Meanwhile, the manual construction of a large-scale query-focused summarization dataset is costly and time-consuming.

To advance neural query-focused summarization with limited data, we propose to transform Wikipedia into a large-scale query-focused summarization dataset (named WikiREF) as a means of data augmentation. To automatically construct query-focused summarization examples using Wikipedia, we use the citations of the statements in Wikipedia articles as pivots to align the queries and documents. Figure 1 shows an example that is constructed by the proposed method. We first take the highlighted statement as the summary. Its supporting citation is expected to provide an adequate context to derive the statement, thus can serve as the source document. On the other hand, the section titles give a hint about which aspect of the document is the summary’s focus. Therefore, we use the article title and the section titles (i.e., “Marina Beach, Incidents”) to form a query, and the statement is the summary.
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Fig. 1. Example of automatic query-focused summarization dataset construction. Given a statement in Wikipedia article “Marina Beach”, we take the body text of citation as the document, use the article title along with section titles (i.e., “Marina Beach, Incidents”) to form a query, and the statement is the summary.
e.g., BERT [16], exhibit strong text understanding ability. In this paper, we develop a BERT-based model (Q-BERT) to score sentences. The model takes the concatenation of the query and the document as input. The token-level interactions between the query and the document and their internal interactions are all carried out through multi-head self-attention mechanism [22] in the BERT encoder. We then apply a query-focused pooling layer on top of the contextual token encodings to get the vector representations of the sentences. At last, we use a simple linear layer to get the score of each sentence extracted into the summary. Given sentence scores, we follow the common practice of previous works to select top-ranked sentences with minimal redundancy constraints as the final summary.

Given the proposed extractive model and the large-scale WikiRef dataset as augmentation data, we first pre-train the model on the WikiRef. Then we fine-tune the pre-trained model on the benchmark datasets. The tiny benchmarks only have no more than 100 examples that can be used to fine-tune the BERT-base model, which contains at least hundreds of millions parameters, e.g., size of BERT-base is 110M. Even during fine-tuning, the mismatch between the tiny size of benchmarks and the massive number of parameters poses great challenges to the model optimization. Therefore, we only fine-tune a small fraction of the whole pre-trained model parameters, which correspond to a sparse subnetwork within the original model.

Experimental results on three DUC benchmarks show that the model achieves competitive performance by fine-tuning, and using WikiRef as a means of data augmentation outperforms strong comparison extractive summarization systems. The proposed Q-BERT model with pooling layer and the sparse subnetwork fine-tuning (ST) strategy both further improve the model performance. More importantly, Q-BERT shows that the lack of large-scale datasets hinders developing more effective data-driven models. The WikiRef is shown to help reveal the effectiveness of these models and is also shown to be an eligible large-scale dataset to advance query-focused summarization research. Further analysis on augmentation data shows that the data quality is more important than the scale. Explorations on model structure find that the pooling methods are important to get effective sentence representations. And the choice of sparse subnetworks for fine-tuning is also critical to the performance besides using fewer parameters.

II. WikiRef: Transforming Wikipedia into Query-Focused Summarization Dataset

We automatically construct a query-focused summarization dataset (named as WikiRef) using Wikipedia and corresponding reference web pages. In the following sections, we will first elaborate on the creation process. Then we will analyze the queries, documents and summaries quantitatively and qualitatively.

A. Data Creation

We follow two steps to collect and process the data: (1) we crawl and parse English Wikipedia articles and their references to form raw examples; (2) we process and filter the raw examples through a set of fine-grained rules.

1) Raw Data Collection: In the first step, we parse the English Wikipedia database dump into plain text and save statements with citations. To maintain the highest standards possible, most statements in Wikipedia are attributed to reliable, published sources that can be accessed through hyperlinks. If a statement is attributed to multiple citations, only the first citation is used. We do not extend it to multi-document summarization. We limit the sources of the citations to four types, namely web pages, newspaper articles, press and press releases.

A query-focused summarization example consists of a summary, a document and a query. We find that the statement can be seen as a summary of the supporting citations from a certain aspect. Therefore, we can take the title and the body of the citation as the document and treat the statement as the summary. We also find section titles are rough indicators of what aspects the statements focus on. So we stack the article title and the section titles to form the query. It is worth noticing that the queries are keywords, instead of natural language text as in other query-focused summarization datasets. Now we have all the constituents a query-focused summarization example needs.

We illustrate the raw data collection process in Figure 2. The associated query, summary and the document are highlighted in colors in the diagram. Eventually, we have collected more than 2,000,000 examples through the raw data collection step.

2) Data Curation: To make sure the statement is a plausible summary of the cited document, we process and filter the examples through a set of fine-grained rules. The texts are tokenized and lemmatized using Spacy.

First, we calculate the unigram recall of the summary with reference to the document, where only the non-stop words are

---

1 Citation types including book, journal, AV media, Wikidata, album notes, comic, conference, court, act, encyclopedia, episode, mailing list, map, news group, patent, thesis and video game are skipped.
2 pypi.org/project/newspaper is used for downloading and parsing.
3 spacy.io
considered. We throw out the example whose score is lower than the threshold. Here we set the threshold to 0.5 empirically, which means at least more than half of the summary tokens should be in the document. It controls the quality of the dataset rather than restricts the summaries to be strictly extractive.

Next, we filter the examples under multiple length and sentence number constraints. To set reasonable thresholds, we get the statistics of the examples survived in the previous step. The 5th and the 95th percentiles are used as low and high thresholds of each constraint.

Finally, to make sure generating the summary with the given document is feasible, we filter the examples by extractive oracle score. The extractive oracle is obtained through a document is feasible, we filter the examples by extractive thresholds of each constraint.

The extractive oracle is obtained through an oracle score higher than 0.5 empirically, which means at least more than half of the summary tokens are kept.

After running through the above curation steps, we have the WikiRef dataset with 280,724 examples. We randomly split the data into training, development and test sets, and ensure no overlapping documents across splits.

### B. Data Statistics

| TABLE I | Statistics of training set, development set and test set of the WikiRef dataset. |
|---------|---------------------------------------------------------------------------------|
|         | Train | Dev | Test |
| Total Examples | 256,724 | 12,000 | 12,000 |
| Wiki Articles | 160,223 | 11,457 | 11,476 |
| Document Tokens | 397.7 | 395.4 | 398.7 |
| Document Sents | 18.8 | 18.7 | 18.8 |
| Summary Tokens | 36.1 | 35.9 | 36.2 |
| Summary Sents | 1.4 | 1.4 | 1.4 |
| Query Depth | 2.5 | 2.5 | 2.5 |
| Query Tokens | 6.7 | 6.8 | 6.7 |

| TABLE II | Percentiles for different aspects of the whole WikiRef dataset. |
|----------|------------------------------------------------------------------|
|          | 5 | 20 | 40 | 50 | 60 | 80 | 95 |
| Document Tokens | 208 | 267 | 346 | 387 | 431 | 530 | 618 |
| Document Sents | 9 | 12 | 16 | 18 | 20 | 25 | 33 |
| Summary Tokens | 14 | 20 | 27 | 31 | 36 | 50 | 75 |
| Summary Sents | 1 | 1 | 1 | 1 | 1 | 2 | 3 |
| Query Depth | 2 | 2 | 2 | 2 | 3 | 3 | 4 |
| Query Tokens | 3 | 4 | 5 | 6 | 7 | 9 | 13 |

Table I and Table II show statistics of the WikiRef dataset. The development set and the test set contains 12,000 examples each. Statistics across splits are evenly distributed. The numerous Wikipedia articles cover a wide range of topics. The average depth of the query is 2.5 with article titles are considered. Since the queries are keywords in WikiRef, it is relatively shorter than the natural language queries with an average length of 6.7 tokens. Most summaries are composed of one or two sentences. The document contains 18.8 sentences on average.

### C. Human Evaluation

We also conduct a human evaluation on 60 WikiRef samples to examine the quality of the automatically constructed data. We partition the examples into four bins according to the oracle scores and then sample 15 examples from each bin. Each example is scored by three volunteers in two criteria: (1) “Relatedness” examines to what extent the summary is a good response to the query and (2) “Salience” examines to what extent the summary conveys salient document content given the query. Three participants are asked to score each example from 1 to 3.

Table III shows the evaluation results. We can see that the summaries are good responses to the queries across bins. Since we take section titles as the query and the statement under the section as the summary, the high evaluation score can be attributed to high-quality Wikipedia pages. When the oracle scores are getting higher, the summaries continue to better convey the salient document content specified by the query. On the other hand, we notice that sometimes the summaries only contain a proportion of salient document content. But it is acceptable to use for data augmentation purposes.

### III. Methodology

Figure [3] gives an overview of our method based on data augmentation. We first pre-train the model on the automatically constructed augmentation data, and then fine-tune model parameters on the human annotated benchmarks. To train large models more efficiently on small benchmarks, we apply a subnetwork fine-tuning strategy (ST), which identifies sparse subnetworks in the model and only update the corresponding fraction of the parameters. In the following, we will first describe our BERT-based query-focused summarization model (Q-BERT). Then we introduce the sparse subnetwork fine-tuning strategy.

#### A. Input Representation

The query \( Q = (q_1, q_2, ..., q_m) \) of \( m \) tokens sequence and the document \( D = (s_1, s_2, ..., s_n) \) containing \( n \) sentences are flattened and packed as a token sequence as input. Following the standard practice of BERT, the input representation of each token is constructed by summing the corresponding token, segmentation and position embeddings. Token embeddings projects the one-hot input tokens into dense vector representations. Two segment embeddings \( E_Q \) and \( E_D \) are used to indicate query and document tokens respectively.
Position embeddings indicate the absolute position of each token in the input sequence. To embody the hierarchical structure of the query in the sequential input, we insert a [CLS] token before the #th query token sequence. We also insert a [SEP] token at the beginning and a [SEP] token at the end.

**B. BERT Encoding Layer**

In the encoding layer, we use BERT [16], a deep Transformer [22] consisting of stacked self-attention layers, as the encoder to aggregate query, intra-sentence and inter-sentence information into token-level encodings. Given the packed input embeddings $H^0 = [x_1, \ldots, x_{n}]$, we apply an $L$-layer Transformer to encode the input:

$$H^l = \text{Transformer}_l(H^{l-1})$$

where $l \in [1, L]$. The embedding of the $i$-th input token is $h^L_i$.

**C. Query-Focused Pooling Layer**

To get the query-focused sentence-level representation of each document sentence, we pool the token-level BERT encodings. We first have the vector representation of the query via mean pooling:

$$h_Q = \text{MeanPool}(h^L_1, \ldots, h^L_{n})$$

Then for the token encodings $H^L_j \in \mathbb{R}^{d \times |s_j|}$ of the $j$-th sentence, we apply the weighted mean pooling to get its vector representation:

$$v_j = \text{softmax}(h_Q \cdot W_q \cdot H^L_j) H^L_j$$

where $W_q$ is a trainable parameter matrix. The weight of each token in the sentence is determined according to the query.

**D. Output Layer**

The output layer is used to score sentences for extractive query-focused summarization. Given $v_j \in \mathbb{R}^d$ is the vector representation for the $j$-th sentence. When the model is supervised by sentence classification, the output layer is a linear layer followed by a sigmoid function $\sigma$:

$$P(s_j | Q, D) = \sigma(W_c v_j + b_c)$$

where $W_c$ and $b_c$ are trainable parameters. The output is the probability of including the $i$-th sentence in the summary.

When it comes to sentence regression, a linear layer without activation function is used to estimate the score of a sentence:

$$r(s_j | Q, D) = W_r v_j + b_r$$

where $W_r$ and $b_r$ are trainable parameters.

**E. Model Training and Inference**

The training objective of sentence classification is to minimize the binary cross-entropy loss:

$$\mathcal{L} = -\sum_i^n y_i \log P(s_i | Q, D) + (1 - y_i) \log (1 - P(s_i | Q, D))$$

where $y_i \in \{0, 1\}$ is the oracle label of the $i$-th sentence.

Training sentence regression model is to minimize the mean square error between the estimated score and the oracle score:

$$\mathcal{L} = \frac{1}{n} \sum_i^n (r(s_i | Q, D) - g(s_i | S_{ref}))^2$$

where $S_{ref}$ is the reference summary and $g(s_i | S_{ref})$ is the oracle score of the $i$-th sentence.

During inference, a query-specific subset of $D$ is extracted as the output summary $\hat{S}$, subject to a length constraint $l_c$:

$$\hat{S} = \arg \max_{\mathcal{S} \subseteq D} \sum_{s_i \in \mathcal{S}} \mathcal{M}(s_i | Q, D; \theta)$$

s.t. $\sum_{s_i \in \mathcal{S}} |s_i| \leq l_c$

where $\mathcal{M}$ is a sentence scoring model and $\theta$ are the parameters.

**F. Sparse Subnetwork Fine-tuning (ST)**

Our Q-BERT model contains tremendous number of parameters, first pre-trained on the augmentation data, and then fine-tuned on the small benchmarks. The mismatch between the small data size and the massive number of parameters renders updating all parameters challenging. Thus, we exploit a small fraction of parameters that deliberately selected for query-focused summarization by identifying sparse subnetworks in the pre-trained model.
B. Evaluation Metrics

We use ROUGE-1.5.5 as our automatic evaluation metric. ROUGE-1.5.5 is the official metric of the DUC benchmarks and widely used for summarization evaluation. ROUGE-N measures the summary quality by counting overlapping N-grams with respect to the reference summary. ROUGE-L measures the longest common subsequence. ROUGE-SU considers skip-gram with unigrams concurrence.

C. Settings

Training extractive summarization models to requires ground-truth labels for document sentences. However, we can not find the sentences that exactly match the reference summary for most examples. In order to solve the problem, we use a greedy algorithm similar to [27] to find an oracle summary with document sentences that maximizes the ROUGE-2 F1 score with respect to the reference summary. Given a document of \( n \) sentences, we greedily enumerate the combination of sentences. For documents that contain numerous sentences, searching for a global optimal combination of sentences is computationally expensive. Meanwhile, it is unnecessary since the reference summaries contain no more than four sentences. So we stop searching when no combination with \( i \) sentences scores higher than the best combination with \( i-1 \) sentences. When training models with sentence regression supervision, the oracle score is its ROUGE-2 F1 score.

During inference, we rank sentences according to their predicted scores. Then we append the sentence one by one to form the summary if it scores higher than a threshold and is not redundant. We skip the redundant sentences that contain no more than four sentences. So we stop searching when no combination with \( i \) sentences scores higher than the best combination with \( i-1 \) sentences. When training models with sentence regression supervision, the oracle score is its ROUGE-2 F1 score.

D. Baselines

We compare the proposed model with the following baselines.

a) ALL: outputs all sentences of the document as a summary.

b) LEAD: selects the leading sentences. We take the first two sentences for that the ground-truth summary contains 1.4 sentences on average.

TABLE IV
ROUGE SCORES OF BASELINES AND THE PROPOSED MODEL ON WikiRef DATASET.

| Systems       | Dev      | Test      |
|---------------|----------|-----------|
|               | ROUGE-1  | ROUGE-2   | ROUGE-L   | ROUGE-1  | ROUGE-2   | ROUGE-L   |
| ALL           | 14.05    | 7.84      | 12.97     | 14.09    | 7.88      | 13.01     |
| LEAD          | 26.55    | 10.66     | 21.99     | 26.32    | 10.48     | 21.81     |
| Regression Supervision |         |           |           |         |           |           |
| BERT          | 34.52    | 17.96     | 29.29     | 34.42    | 17.88     | 29.17     |
| Q-BERT        | 34.83    | 18.18     | 29.51     | 34.58    | 17.92     | 29.27     |
| ORACLE        | 31.34    | 35.30     | 45.62     | 31.41    | 35.89     | 45.68     |
| Classification Supervision |         |           |           |         |           |           |
| TRANSFORMER   | 28.18    | 12.92     | 23.92     | 28.07    | 12.80     | 23.79     |
| BERT          | 35.40    | 18.49     | 30.30     | 35.08    | 18.15     | 29.99     |
| BERT w/o Query | 32.91   | 16.05     | 27.97     | 32.52    | 15.83     | 27.65     |
| Q-BERT        | 35.85    | 18.91     | 30.59     | 35.50    | 18.45     | 30.37     |
| ORACLE        | 34.34    | 37.39     | 48.34     | 34.46    | 37.32     | 48.31     |
E. Results

We report ROUGE-1, ROUGE-2 and ROUGE-L score\(^6\) as shown in Table V. Q-BERT with query-focused pooling layer outperforms all baselines and the strong BERT model. The improvements are more pronounced when training with sentence classification supervision. On average, the output summary consists of 1.8 sentences. LEAD is a strong unsupervised baseline that achieves comparable results with the supervised neural baseline Transformer. Even though WikiREF is a large-scale dataset, training models with parameters initialized from BERT still significantly outperform Transformer. The model trained using sentence regression performs worse than the one supervised by sentence classification. It is in accordance with oracle labels and scores as expected. We observe a performance drop when generating summaries without queries (see “w/o Query”). It proves that the summaries in WikiREF are indeed query-focused.

V. EXPERIMENTS ON DUC BENCHMARKS

A. Dataset

The documents of DUC are from the news domain and grouped into clusters according to their topics. The summary is required to be no longer than 250 tokens. Table V shows statistics of the DUC datasets. Each document cluster has several reference summaries generated by humans and a query that specifies the focused aspects and desired information. We show an example query from the DUC 2006 dataset below:

EgyptAir Flight 990?
What caused the crash of EgyptAir Flight 990?
Include evidence, theories and speculation.

The first narrative is usually a title and followed by several natural language questions or narratives.

B. Settings

We follow the standard practice to alternately train our model on two years of data and test on the third. The oracle scores used in model training are ROUGE-2 recall of sentences. In this paper, we score a sentence by only considering the query and its document. Then we rank sentences according to its TF-IDF cosine similarity to the query.

The improvements are more pronounced when training with sentence classification supervision. On average, the output summary consists of 1.8 sentences. LEAD is a strong unsupervised baseline that achieves comparable results with the supervised neural baseline Transformer. Even though WikiREF is a large-scale dataset, training models with parameters initialized from BERT still significantly outperform Transformer. The model trained using sentence regression performs worse than the one supervised by sentence classification. It is in accordance with oracle labels and scores as expected. We observe a performance drop when generating summaries without queries (see “w/o Query”). It proves that the summaries in WikiREF are indeed query-focused.

C. Baselines

The WikiREF dataset is used as augmentation data for DUC datasets in two steps. We first pre-train a summarization model on the WikiREF dataset. Subsequently, we use the DUC datasets to further fine-tune parameters of the best pre-trained model. We use 10% parameters for sparse subnetwork fine-tuning due to its optimal performance.

D. Results

The WikiREF dataset is used as augmentation data for DUC datasets in two steps. We first pre-train a summarization model on the WikiREF dataset. Subsequently, we use the DUC datasets to further fine-tune parameters of the best pre-trained model. We use 10% parameters for sparse subnetwork fine-tuning due to its optimal performance.

### Table V

| Statistics of DUC benchmarks. | 2005 | 2006 | 2007 |
|-------------------------------|------|------|------|
| Clusters                      | 50   | 50   | 45   |
| Documents                     | 1,593| 1,250| 1,125|
| Sentences                     | 46,033| 34,585| 24,176|

\(^5\)n 2 -m -c 95 -r 1000
\(^6\)n 2 -x -m -2 4 -u -c 95 -r 1000 -f A -p 0.5 -t 0 -l 250
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TABLE VI
ROUGE SCORES ON THE DUC 2005, 2006 AND 2007 BENCHMARKS. “DA” IS SHORT FOR DATA AUGMENTATION USING THE WIKIREF DATASET. “DA PRE-TRAINED” DENOTES APPLYING THE MODEL PRE-TRAINED ON AUGMENTATION DATA TO DUC WITHOUT FINE-TUNING. “ST” IS SHORT FOR SUBNETWORK FINE-TUNING.

| Systems                  | DUC 2005 | DUC 2006 | DUC 2007 |
|--------------------------|----------|----------|----------|
|                          | ROUGE-1  | ROUGE-2  | ROUGE-1  | ROUGE-2  | ROUGE-1  | ROUGE-2  |
| Without Data Augmentation|          |          |          |          |          |          |
| LEAD [12]                | 29.71    | 4.69     | 32.61    | 5.71     | 36.14    | 8.12     |
| QUERY-SIM [12]           | 32.95    | 5.91     | 35.52    | 7.10     | 36.32    | 7.94     |
| SVR [9]                  | 36.91    | 7.04     | 39.24    | 8.87     | 43.42    | 11.10    |
| CKSUM [12]               | 36.96    | 7.01     | 39.51    | 9.19     | 41.20    | 11.17    |
| ATTSUM [11]              | 37.01    | 6.99     | 40.90    | 9.40     | 43.92    | 11.55    |
| QUERYSUM [14]            |          |          | 41.60    | 9.50     | 43.30    | 11.60    |
| BERT                     |          |          | 40.88    | 9.54     | 42.84    | 11.24    |
| Q-BERT                   | 37.82    | 7.88     | 41.35    | 9.60     | 43.55    | 11.39    |
| Classification Pre-training|        |          |          |          |          |          |
| PQSUM [13]               | 37.55    | 7.84     | 40.41    | 9.22     | 42.41    | 11.08    |
| DA PRE-TRAINED           | 36.19    | 7.00     | 38.67    | 7.88     | 40.08    | 9.19     |
| BERT + DA                | 38.77    | 8.31     | 41.65    | 10.04    | 44.31    | 11.85    |
| Regression Pre-training  |          |          |          |          |          |          |
| DA PRE-TRAINED           | 36.52    | 7.02     | 38.81    | 8.37     | 41.09    | 10.29    |
| BERT + DA                | 38.44    | 8.33     | 41.64    | 9.98     | 44.14    | 12.12    |
| Q-BERT + DA              | 38.68    | 8.51     | 41.81    | 10.17    | 44.72    | 12.43    |
| Q-BERT + DA + ST         | 39.21    | 8.62     | 41.96    | 10.29    | 45.06    | 12.55    |
| ORACLE                   | 43.77    | 13.77    | 48.02    | 17.22    | 49.80    | 19.19    |

TABLE VII
HUMAN EVALUATION RESULTS ON THE DUC 2007 BENCHMARK. TWO METRICS ARE SCORED FROM 1 TO 3, THE HIGHER THE BETTER.

| RELATEDNESS | REDUNDANCY |
|-------------|------------|
| BERT        | 2.20       | 2.75       |
| BERT + DA   | 2.48       | 2.78       |

benchmarks. However, by pre-training on the augmentation data, the advantages of Q-BERT are revealed and better results are achieved. It shows that the small size of DUC benchmarks renders training data-driven neural models difficult and hinders the development of more effective architectures for query-focused summarization.

E. Human Evaluation

We conduct a human evaluation of the output summaries before and after applying data augmentation. We sample 30 examples from the DUC 2007 dataset for analysis. Three volunteers are asked to score the outputs on a 1-3 scale. The results are shown in Table VII. We can see that the model augmented by the WIKIREF dataset produces more query-related summaries. We attribute this to the improved coverage and query-focused extraction brought by the large-scale augmentation data. As to the redundancy, the WIKIREF dataset yields no significant effect to produce less redundant summaries.

VI. ANALYSES AND DISCUSSION

A. The Effectiveness of Data Augmentation

To further analysis the effectiveness of our data augmentation method, we vary the number of human annotated examples for fine-tuning BERT or model pre-trained on WIKIREF. Here we take DUC 2007 for evaluation, and the joint of DUC 2005 and 2006 for training. As shown in Figure 4, we can see that our data augmentation method obtains consistent improvement over the BERT fine-tuning with various number of data. Using either DUC 2005 alone or DUC 2006 alone yields inferior performance than using both. In addition, the red horizontal dashed line shows that the pre-trained model performs as well as fine-tuning BERT using approximately 30% of the data. The blue horizontal dashed line shows that using the same amount of the data with our data augmentation outperforms full data BERT fine-tuning.

Three characteristics of the WIKIREF make it an effective augmentation data for the DUC benchmarks. At first, their
documents share the same domain. The DUC documents are news articles. We also crawl newspaper webpages as one source of the WikiRef documents. Secondly, queries in the WikiRef dataset are in nature hierarchical that specify the focused aspects gradually. This intrinsic is in line with the DUC queries composed of several narratives to specify the desired information. It makes the model transfer to the DUC datasets more easily. At last, we construct the WikiRef dataset to be a large-scale query-focused summarization dataset that contains more than 280,000 examples, which is in sharp contrast to the DUC datasets containing only 145 clusters with around 10,000 documents in total. The large size improves the coverage. Query relevance and sentence context can be better modeled using data-driven neural methods with WikiRef. The above characteristics together contribute to the effective augmented data for query-focused summarization.

B. Impact of Augmentation Data Size and Quality

Firstly, we investigate the impact of data size on the effectiveness of data augmentation methods. Figure 5 shows that increasing the data size improves the performance on WikiRef. However, the improvements on DUC 2007 seem to be saturated when using more than half of the augmentation data. It could be partly due to that increasing the data size also introduces more noise.

Next, we analysis the impact of data quality. The oracle ROUGE-2 score is used as an proxy for sample quality. Specifically, we sort all the samples in ascending order and take half of the data with a step of 10%. In this way, we have six overlapped slices of data of increasing data quality, namely Poor, Fair, Average, Good, Very Good, Excellent. As shown in Figure 6, higher data quality always yield better performance on both WikiRef and DUC 2007. Furthermore, the highest quality slice with only half the data size outperforms the full augmentation data. It shows that data quality is more important than data size and reducing the noise in the augmentation data can lead to further improvement.

C. Effect of Pooling Methods

In Section III-C, we apply query-focused pooling (Equation 2 to 3) to token-level encodings to get sentence vector. We have tried several other alternatives to the query-focused pooling. A special token is appended to each sentence and the token-level representation is instead used for prediction in BERT. Attention pooling [30] is similar to the proposed query-focused pooling, except it uses a trainable vector independent of the input query to assign the weight of sentence tokens in Equation 3. As shown in Table VIII, max pooling encodes the least information and performs the worst. Mean pooling and attention pooling are comparable to BERT. At last, our model with query-focused pooling that weighs sentence tokens adaptively according to the input query works best.

D. Subnetwork Identification Methods

In Section III-F, we identify the subnetwork in one step by keeping the largest magnitude parameters of the model pre-trained on augmentation data. We have explored an iterative method [31] to identify subnetworks in models initialized by
BERT or pre-trained on augmentation data. This iterative method gradually reduces the size of subnetwork during training with augmentation data. In Table IX, we show the results of fine-tuning the identified subnetworks on DUC 2007 benchmark. Fine-tuning subnetworks generated by the iterative method performs worse than that of the full model under the two initializations. The one-step method applied to the pre-trained model can yield subnetworks specific to the query-focused summarization task works best in our work. Note that we do not apply one-step method to BERT because it generates the same general subnetwork for all tasks [32]–[34], which is not our focus.

VII. RELATED WORK

A wide range of unsupervised approaches has been proposed for extractive summarization. Surface features, such as n-gram overlapping, term frequency, document frequency, sentence positions [12], sentence length [11], and TF-IDF cosine similarity [4]. Maximum Marginal Relevance (MMR) [1] greedily selects sentences and considered the trade-off between saliency and redundancy. McDonald [3] treat sentence selection as an optimization problem and solve it using Integer Linear Programming (ILP). Lin and Bilmes [35] propose using submodular functions to maximize an objective function that considers the trade-off between coverage and redundancy terms.

Graph-based models make use of various inter-sentence and query-sentence relationships are also widely applied in the extractive summarization area. LexRank [2] scores sentences in a graph of sentence similarities. Wan and Xiao [4] apply manifold ranking to make use of the sentence-to-sentence and sentence-to-document relationships and the sentence-to-query relationships. We also model the above mentioned relationships, except for the cross-document relationships, like a graph at token level, which are aggregated into distributed representations of sentences.

Supervised methods with machine learning techniques [8]–[10] are also used to better estimate sentence importance. In recent years, few deep neural networks based approaches have been used for extractive document summarization. Cao et al. [11] propose an attention-base model that jointly handles sentence salience ranking and query relevance ranking. It automatically generates distributed representations for sentences as well as the document. To leverage contextual relations for sentence modeling, Ren et al. [12] propose CRSum that learns sentence representations and context representations jointly with a two-level attention mechanism. Xu and Lapata [13] propose a coarse-to-fine framework that progressively estimates sentence relevance. Kulkarni et al. [36] propose SIBERT that extends HIBERT [37] to query-focused multi-document summarization by introducing a cross-document infusion layer and incorporating queries as additional contexts. The small data size is the main obstacle to develop neural models for query-focused summarization.

Wikipedia Wikipedia provides rich resources for exploring various natural language processing tasks. For text summarization, Liu et al. [38] build WikiSum, a multi-document summarization dataset that uses both Wikipedia references and web search results to generate long Wikipedia article abstract. Base on WikiSum, Hayashi et al. [39] propose WikiAsp for aspect-based summarization, a subset of section titles is selected as the set of aspects for each domain. Question answering datasets [40] are also explored to mine query-based multi-document summarization examples, the ComSum dataset [36], or train evidence estimator to improve the relatedness between the summary and the query [14]. We use Wikipedia to automatically construct a large dataset for single document query-focused summarization. It can be used as a standard dataset or as a means of data augmentation for small benchmarks.

VIII. CONCLUSIONS

In this paper, we propose to use Wikipedia articles and the corresponding references to automatically construct a large-scale query-focused summarization dataset named WikiREF. The statements, supporting citations and article title along with section titles are used as summaries, documents and queries respectively. The WikiREF dataset serves as a means of data augmentation for DUC benchmarks. It is also shown to be an eligible query-focused summarization benchmark. Moreover, we develop a BERT-based extractive query-focused summarization model and a sparse subnetwork fine-tuning method to improve the performance on tiny benchmarks. The results on DUC benchmarks show that our augmentation data facilitate query-focused summarization and helps to develop more efficient data-driven models. Quantitatively and qualitatively analysis shows that improving the augmentation data quality is more important than expanding the scale, which is promising in future work.
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