Pattern Formation on the Edge of Chaos: CO Oxidation on Pt(110) under Global Delayed Feedback
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Experiments with catalytic CO oxidation on Pt(110) show that chemical turbulence in this system can be suppressed by application of appropriate global delayed feedbacks. Different spatiotemporal patterns, seen near a transition from turbulence to uniform oscillations, are investigated. Using a method based on the Hilbert transform, spatial distributions of local phase and amplitude in such patterns are reconstructed from the experimental data. The observed phenomena are reproduced in simulations using a theoretical model of the reaction.

82.40.Np, 82.40.Bj, 05.45.Gg

Control of chaos is one of the central problems in nonlinear dynamics. In contrast to existing exact methods, a heuristic approach based on the introduction of delayed feedbacks does not require extensive real-time computations. For extended systems, where spatially resolved access is difficult, global delayed feedbacks can be employed. In such methods, information continuously gathered from all elements is summed up and used to generate a signal which is applied back to control a common system parameter. Global feedbacks can be employed to stabilize otherwise unstable trajectories, but also as a tool to produce new spatiotemporal patterns. Action of global feedbacks on chaotic extended systems has been experimentally and theoretically investigated for lasers, gas discharges, semiconductors, populations of electrochemical oscillators, and surface chemical reactions; it was also discussed in a general context of the complex Ginzburg-Landau equation. Furthermore, various forms of global feedback have been successfully applied to control pattern formation in nonchaotic excitable and oscillatory chemical systems.

Nonequilibrium systems on the edge of chaos are capable to generate a broad variety of complex patterns. To bring a system to a boundary between deterministic and chaotic dynamics, its parameters may be appropriately chosen or external forcing may be introduced. However, a practical implementation of such a predefined control meets serious difficulties because a system at the edge of chaos is sensitive even to small parameter variations. An alternative is provided by using a global delayed feedback. The advantage of this method is that an acting force is generated by the system itself and therefore automatically adjusts to the variations of experimental conditions.

In this Letter, we apply a global delayed feedback to investigate spatiotemporal pattern formation near a transition to chaos in an oscillatory surface chemical reaction of catalytic CO oxidation on Pt(110). Chemical turbulence in this reaction has previously been observed. Theoretical analysis has shown the possibility for its existence both under excitable and oscillatory conditions. Experiments on suppression of chaos by global delayed feedbacks in catalytic CO oxidation have recently been reported. In the present study, the attention is focused on the characterization of complex spatiotemporal patterns resulting from the application of such global feedbacks. A variety of spatiotemporal structures exhibited upon variation of the feedback intensity and delay time is investigated.

The catalytic oxidation of carbon monoxide on a platinum(110) single crystal surface follows a relatively simple mechanism. Molecules of CO and oxygen from the gas phase adsorb on the catalytic surface before the reaction. Adsorbed CO molecules diffuse and react with immobile adsorbed oxygen atoms to produce carbon dioxide that immediately leaves the surface. Temporal oscillations of the reaction rate are due to an adsorbate-driven surface reconstruction in the top substrate layer. The interplay between reaction and diffusion leads to the development of spatiotemporal patterns including rotating spiral waves, target patterns, and turbulence.

For the visualization of such patterns, photoemission electron microscopy (PEEM) is used. This method displays the local work function across a surface area of about 500 μm in diameter. In our experiments, PEEM images were recorded at a rate of 25 per second. The pressure gauges for O₂ and CO allowed controlled dosing of reactants into the reaction chamber. Global delayed feedback was introduced by making the instantaneous dosing rate of CO molecules dependent on the properties of imaged concentration patterns. To generate the control signal I(t), the local PEEM intensity was averaged over the entire observation window. The dosing rate of CO was varied according to this signal with a delay τ. The variation of the CO partial pressure pCO in the chamber followed the temporal modulation of the dosing rate with an additional delay determined by the residence time of gases in the pumped chamber. Thus, a controlled feedback was introduced, such that pCO(t) = p₀ + μ [I(t − τ) − I₀], where τ is the effec-
tive time delay, the parameter \( \mu \) specifies the feedback intensity, and \( p_h \) and \( I_c \) are the partial CO pressure and the mean base level of the integral PEEM intensity in absence of feedback. Gas-phase coupling also leads to intrinsic variations of partial pressures \([24]\), but these were significantly smaller than the artificially introduced variation and could be neglected here.

In the beginning of each experiment, temperature and partial pressures were chosen in such a way that the reaction was oscillatory and, furthermore, the unforced pattern represented a state of turbulence where fragments of rotating spiral waves spontaneously developed and died out at different locations. After some time the feedback was switched on and its parameters could be varied. In experiments with a systematic variation of the parameters \( \mu \) and \( \tau \), we have observed that such turbulence could be suppressed and replaced by stable uniform oscillations for any delay time (delays up to \( \tau = 10 \) s were probed) if the feedback intensity \( \mu \) was sufficiently high (up to \( 5 \times 10^{-5} \) mbar, corresponding to CO partial pressure variations of about 20%). Usually, the synchronization threshold was significantly lower (about 5% variations in \( p_{CO} \)). The period of uniform oscillations was affected by the feedback and varied approximately between 3 s and 10 s, increasing for longer delays and decreasing for stronger feedbacks.

By fixing the feedback intensity below the transition to uniform oscillations, various spatiotemporal patterns could be observed. PEEM images of several typical patterns are displayed in the top row in Fig. 1. Dark (blue) areas are predominantly O covered; bright (red) regions are mainly CO covered. In absence of feedback, spiral-wave turbulence is observed [Fig. 1(a)]. As \( \mu \) is increased, the feedback becomes effective and global oscillations set on. Turbulent spiral waves are then replaced by the states of intermittent turbulence characterized by localized ring-shaped structures or localized spiral-wave fragments on a uniformly oscillating background [Figs. 1(b) and 1(c)]. Such objects repeatedly reproduce until many of them are found, and again annihilate such that only a few survive. Intermittent turbulence is found independent of the delay time. In addition, for delays in the interval \( 0.5 \) s < \( \tau \) < 1.0 s, two-phase clusters [Fig. 1(d)], irregular arrays of cells [Fig. 1(e)], or oscillatory standing waves [Fig. 1(f)] may develop close to the transition to uniform oscillations.

To characterize the observed patterns, we have employed a variant of the analytic signal approach \([25,26]\). This method has allowed us to transform sequences of typically 250 experimental PEEM images into the time-dependent spatial distribution of phase and amplitude variables. For the local PEEM intensity \( s(x,t) \) at an observation point \( x \), its Hilbert transform \( \tilde{s}(x,t) = \pi^{-1} \int_{-\infty}^{\infty} (t-t')^{-1} s(x,t')dt' \) was computed (this could be easily realized by determining the Fourier transform of \( s \), shifting it by \( \pi/2 \), and performing the reverse Fourier transform). This was repeatedly done for all pixel points \( x \) in an 100 \( \times \) 100 array covering the respective pattern. Using \( s(x,t) \) and its Hilbert transform \( \tilde{s}(x,t) \), a complex variable \( \zeta(x,t) = s(x,t) + i \tilde{s}(x,t) \) was defined. The local oscillation phase \( \phi(x,t) \) and amplitude \( R(x,t) \) were computed as \( \phi = \text{arg} \zeta \) and \( R = \rho/\rho_{ref}(\phi) \) where \( \rho = |\zeta| \) and the normalization to \( \rho_{ref}(\phi) \) was introduced to approximately compensate for deviations from harmony in the observed oscillations. To obtain \( \rho_{ref}(\phi) \) the statistical distribution of \( \zeta \) for all 100 \( \times \) 100 pixels and at all 250 time moments was plotted into the complex plane, as illustrated in Fig. 1(g) for a set of spatiotemporal data representing a pattern of spiral-wave turbulence. We determined \( \rho_{ref}(\phi) \) as a statistical average of \( \rho = |\zeta| \) inside each of 200 equidistant narrow intervals of the polar angle \( \phi \). Note that the closed curve \( \rho = \rho_{ref}(\phi) \) in the complex plane can be viewed as representing a reference orbit of the system deduced from the experimental data.

By applying this transformation separately to each of the PEEM patterns shown in Fig. 1, spatial distributions of the phase \( \phi \) and amplitude \( R \) in each pattern were constructed. Additionally, Fig. 1 shows a phase portrait of each pattern, obtained by displaying the amplitudes and phases for all resolving pixels in polar coordinates. The phase \( \phi \) of a point is represented by the polar angle and the amplitude \( R \) is the distance to the coordinate origin.

In spiral-wave turbulence [Fig. 1(a)], the fluctuations of amplitude and phase are strong, as indicated by the broad-band structure in the phase portrait, and the amplitude drops down in the spiral cores. For intermittent turbulence [Figs. 1(b) and 1(c)], the amplitude and the phase are almost constant in the main part of the medium where uniform oscillations take place. The amplitude is significantly decreased in the ring-shaped objects [Fig. 1(b)] and small localized spirals [Fig. 1(c)], so that they represent extended amplitude defects. The phase portraits of the intermittent turbulence show a spot corresponding to the uniform state of the medium and a tail corresponding to the amplitude defects. In a cluster pattern [Fig. 1(d)] the medium breaks into two phase states seen as two spots in the phase portrait. The amplitudes in the two clusters differ because local oscillations exhibit period-doubling \([27]\). The “bridge” in the phase portrait connecting the two spots corresponds to the interfaces between the cluster domains; note that the phase varies smoothly and the amplitude is not significantly reduced at the interface for such cluster patterns. In cellular structures [Fig. 1(e)], small phase modulations are observed, while the amplitude remains approximately constant. In standing waves [Fig. 1(f)], both the phase and the amplitude are periodically modulated.

The effects of global delayed feedback on chemical turbulence have been theoretically investigated using a model \([27,24]\) of the catalytic CO oxidation on Pt(110):
Here, the variables \( u, v, \) and \( w \) represent the CO and oxygen surface coverage and the local fraction of the surface area in the nonreconstructed state. To account for global delayed feedback, we assume that the CO partial pressure \( p_{\text{CO}} \) in \( E \) is not constant but varies as \( p_{\text{CO}}(t) = p_0 - \mu [u_{\text{av}}(t - \tau) - u_{\text{ref}}] \), where \( u_{\text{av}}(t) \) is the spatial average of the CO coverage \( u(x, t) \) at time \( t \), the parameter \( \mu \) specifies the feedback intensity, \( \tau \) is the delay time, \( p_0 \) is the base level of the partial CO pressure, and \( u_{\text{ref}} \) is the CO coverage in the unstable steady state in absence of feedback. The parameters of the model are chosen in such a way that uniform oscillations are unstable and amplitude turbulence spontaneously develops without feedback. No-flux boundary conditions were imposed. Numerical integration of the model equations yields time-dependent concentration patterns which were further processed to reconstruct oscillation amplitudes and phases. Because the simulations already provide two variables, the Hilbert transformation is not necessary here and a simpler procedure described in Ref. \([16]\) was instead used.

Figure 2 displays examples of different typical two-dimensional patterns. The unforced turbulence [Fig. 2(a)] is characterized by strong amplitude and phase fluctuations. Stabilization of uniform oscillations by sufficiently strong feedbacks is found in the model for the delays \( \tau > 0.1 \) s. The intermittent turbulence [Fig. 2(b)] is characterized by irregular cascades of "bubbles" developing into ring-shaped structures on the background of uniform oscillations. The amplitude is strongly decreased inside such localized objects. Stationary two-phase clusters [Fig. 2(c)] are observed under further increase of the feedback intensity in narrow intervals of the delay time \( \tau \). The total area occupied by each of the two cluster domains is equal. Local oscillations are period-doubled inside the cluster domains. At their interface, the oscillation amplitude does not vanish, but local oscillations are not period-doubled in the middle of the interface. When \( \tau \) is chosen outside of the cluster intervals (and \( \tau > 0.1 \) s), intermittent turbulence is directly replaced by uniform oscillations upon an increase of \( \mu \). A hysteresis effect is found in the model: when the feedback intensity \( \mu \) is gradually decreased starting from uniform oscillations, turbulence may set on only at significantly lower values of \( \mu \). Patterns representing regular and irregular oscillatory arrays of cells [Figs. 2(d) and 2(e)] are then observed in certain intervals of the delay time. These states are stable with respect to small perturbations, but transform into amplitude turbulence if stronger perturbations are applied. Both the phase and the amplitude are modulated in such structures, though the amplitude variations are weak.

Thus, our simulations using a realistic model of the CO oxidation reaction successfully reproduce the principal kinds of patterns seen in the experiments. Remarkably, the results of our investigations agree with previous studies \([14] \) of global feedbacks in oscillatory turbulent systems in the framework of the complex Ginzburg-Landau equation where clusters, oscillatory cellular arrays, and intermittent turbulence characterized by cascades of ring-shaped amplitude defects were also found. This indicates that the observed effects of pattern formation near the edge of chaos may be typical for a broad class of reaction-diffusion systems. To characterize the patterns, we have processed the data to approximately reconstruct amplitude and phase variables. This representation allows to directly compare the properties of patterns in systems of different origins and provides a link to the general studies of turbulence in oscillatory reaction-diffusion systems \([25,26]\).
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FIG. 1 (color). (a-f) PEEM images (top), distributions of phase (second row), amplitude (third row), and phase portraits (bottom) for several typical patterns observed in CO oxidation experiments. The values of temperature (K), oxygen partial pressure ($10^{-5}$ mbar), base CO pressure $p_0$ ($10^{-5}$ mbar), feedback intensity $\mu$ ($10^{-5}$ mbar) and delay time $\tau$ (s) are, respectively: (a) 548, 40.0, 12.3, 0, 0; (b) 540, 40.0, 13.1, 1.7, 0.7; (c) 537, 40.0, 11.4, 3.0, 0.7; (d) 500, 10.0, 3.1, 0.6, 0.8; (e) 535, 40.0, 12.2, 4.0, 0.6; and (f) 505, 10.0, 3.3, 1.6, 0.8. The side length of images is (a,b) 360 $\mu$m, (c,d) 330 $\mu$m, (e) 210 $\mu$m, and (f) 270 $\mu$m. (g) Illustration of the transformation to the amplitude $R = \rho/\rho_{\text{ref}}(\phi)$ and phase $\phi = \text{arg} \, \zeta$ of local oscillations; the reference orbit is indicated.
FIG. 2. Distributions of phase (top), amplitude (middle row), and phase portraits (bottom) for several typical simulated patterns. In the phase portraits (b) and (c), bold dots have been added to indicate the uniform states. The model parameters are $k_1 = 3.14 \times 10^5 \text{s}^{-1} \text{mbar}^{-1}$, $k_2 = 10.21 \text{s}^{-1}$, $k_3 = 283.8 \text{s}^{-1}$, $k_4 = 5.86 \text{s}^{-1} \text{mbar}^{-1}$, $k_5 = 1.61 \text{s}^{-1}$, $s_{\text{CO}} = 1.0$, $s_{O,1\times1} = 0.6$, $s_{O,1\times2} = 0.4$, $u_0 = 0.35$, $\delta u = 0.05$, $D = 40 \mu\text{m}^2 \text{s}^{-1}$, $p_{O_2} = 13.0 \times 10^{-5} \text{mbar}$, $p_b = 4.81 \times 10^{-5} \text{mbar}$, $u_{\text{ref}} = 0.3358$. The values of $\mu$ ($10^{-5} \text{mbar}$) and $\tau$ (s) are: (a) 0, 0; (b) 0.27, 0.8; (c) 0.40, 0.4; (d) 0.09, 0.3; and (e) 0.06, 0.3. The side length is (a, c-e) 400 $\mu\text{m}$ and (b) 600 $\mu\text{m}$. 