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Abstract

Although end-to-end automatic speech recognition (e2e ASR) models are widely deployed in many applications, there have been very few studies to understand models’ robustness against adversarial perturbations. In this paper, we explore whether a targeted universal perturbation vector exists for e2e ASR models. Our goal is to find perturbations that can mislead the models to predict the target sequence of the ground truth. We study two different attacks, namely additive and prepending perturbations, and their performances on the state-of-the-art LAS, CTC and RNN-T models. We find that LAS is the most vulnerable to perturbations among the three models. RNN-T is more robust against additive perturbations, especially on long utterances. And CTC is robust against both additive and prepending perturbations. To attack RNN-T, we find prepending perturbation is more effective than the additive perturbation, and can mislead the models to predict the same short target on utterances of arbitrary length.

Index Terms: end-to-end ASR, adversarial examples, model robustness

1. Introduction

Adversarial example [1, 2, 3] is a carefully crafted input that fools the network into making incorrect predictions. In audio domain, [7, 8, 9] studies adversarial examples for sound/speech classification and speaker identification problems, where the output is a single class instead of a label sequence.

Adversarial example for automatic speech recognition (ASR) models [10, 11, 12, 13, 14, 15] is substantially different from those in the image domain [15], due to the sequential nature of audio data. For example, an untargeted adversarial example can easily yield high word error rate (WER) to ASR by introducing spelling errors [14], or by inserting random words to the transcript, while preserving much of the ground truth’s text or semantics. This is very different from the attack to image classification models, where a high error rate guarantees that users can not relate the mis-classification with the ground truth. To address this, we study targeted attack in this work. In addition to high WER, the ASR model should predict a specific transcription target. Targeted attack is more challenging [13, 16] than untargeted attack.

A large portion of previous works focus on input-dependent perturbations [13, 14], where for each utterance we solve a separate optimization to compute the perturbation. On the other hand, a universal (audio-agnostic) perturbation is one perturbation vector, learnt from training set, which can generalize and cause any audio to be mis-transcribed with high probability. Universal perturbation can attack unseen utterances in real-time without any new optimization. As it is more efficient and practical, we focus on universal perturbations. Figure 1 illustrates targeted universal perturbation: for any utterance, a universal perturbation can fool the state-of-the-art ASR model to output the same transcript, e.g. “thank you”, for any utterance. The input utterance can be of different lengths and arbitrary content. We study both prepending and additive perturbations.

Figure 1: System overview: We apply a universal perturbation to the utterance, which causes the ASR model to output the same transcript, e.g. “thank you”, for any utterance. The input utterance can be of different lengths and arbitrary content. We study both prepending and additive perturbations.

This paper aims to conduct a comprehensive study on the targeted universal adversarial perturbations against different ASR models. There are two main discoveries from our research. Firstly, we show that universal perturbation exists for e2e ASR models on some given targets. The learnt universal perturbation can fool the state-of-the-art ASR models to generate the same mis-transcription target on Librispeech [21] test sets. On short sentences composed of frequent words, the success rate of the perturbation can be over 99%. For long targets, the success rate will be much lower. Secondly, we find different e2e models behave differently against the perturbations. We compared two perturbations, additive perturbation, studied in [14, 22], and prepending perturbation, a new type of perturbation for speech data. We find LAS model is vulnerable to both...
additive and prepending perturbations, while RNN-T is more robust against additive perturbation but becomes vulnerable to prepending perturbations. For a state-of-the-art RNN-T model trained from Librispeech, we can append a 4 seconds long audio clip to utterances of arbitrary lengths, and the ASR model would always generate the same wrong predictions. Lastly, CTC is robust against both perturbations. Note that our work is not concerned about the imperceptibility of the perturbation, as motivated in [23].

This paper is organized as follows: § 2 introduces the learning framework of the target universal perturbation. In § 3 we describe the data as well as the evaluation metrics of the experimental study. Extensive experiments on different e2e models are discussed in § 4, and § 5 concludes the paper.

## 2. Method

We formally define the targeted universal perturbation problem in § 2.1, and discuss the perturbation function in § 2.2. Lastly we provide the architecture details of the e2e models used in the empirical study in § 2.3.

### 2.1. Targeted universal adversarial perturbation

ASR is a model the predicts a text sequence given an input utterance. Define $x = [x_1, \ldots, x_T]$ as the input sequence, and $\delta = [\delta_1, \ldots, \delta_S]$ as the perturbation sequence, where $S$ and $T$ are the sequence lengths. We denote the perturbed input as $T(\delta, x)$, which applies perturbation $\delta$ to $x$ through operation $T$. We will discuss the form of $T(\delta, x)$ in next section. The text sequence is denoted as $y$. For an input-output pair $(x, y)$, we denote the loss of the ASR model as $\ell(x, y)$. Here we ignore the dependency on model parameters for brevity since the parameters are fixed in the attack problem. Note $\ell$ is different for different models: cross-entropy for attention model, RNN-T loss for RNN-T model, and CTC loss for CTC model.

For targeted perturbation, we specify a mis-transcription $y'$.

Our goal is to find a universal perturbation $\delta$ that can attack the ASR system to output $y'$ for any utterance $x$, drawn from some distribution or dataset $D$. Mathematically a sufficient condition is that $\ell(T(\delta, x), y')$ is small across all samples $\forall x \in D$. Therefore the targeted audio-agnostic adversarial attack can be formulated as the following optimization problem

$$\min_{\delta} \sum_{x \in D} \ell(T(\delta, x), y'), \quad \text{s.t. } \|\delta\|_{\infty} < \epsilon, \quad (1)$$

where $\epsilon$ is the maximum allowed $L_\infty$ norm of the perturbation, following [14, 13, 22]. Since we are not concerned about imperceptibility in this work, we choose $\epsilon$ to be $2^{15}$, the signal range for a 16-bit PCM format audio, for most of the experiments. While more sophisticated loss functions specific to architectures are possible, like the one discussed in [13], we try to keep a simple and unified framework that works for all models in this study. We solve the minimization problem by stochastic gradient descent.

### 2.2. Perturbation $T(\delta, x)$

While perturbation on the frequency domain is possible, we focus on generating adversarial perturbations in the audio-domain.

#### Additive perturbation

This is the perturbation studied in previous works [7, 13, 14]. It is a direct adaptation of image perturbation [4] to audio domain. $\delta$ is truncated or padded with 0 to the same length of $x$ and then added to $x$. Formally,

$$T(\delta, x) = [x_1 + \delta_1, x_2 + \delta_2, \ldots, x_T + \delta_T], \quad (2)$$

where $\delta_t = \delta_S$ when $t \leq S$, and 0 otherwise.

#### Preparing perturbation

We propose a new adversarial perturbation, observing that speech is of sequential nature and that the input is of variable length. Prepending perturbation is defined as

$$T(\delta, x) = [\delta_1, \ldots, \delta_S, x_1, \ldots, x_T]. \quad (3)$$

where $\delta$ is concatenated before $x$. Note that prepending does not contaminate the utterance at all except that the model runs for a few steps with $\delta$ as input before seeing $x$. This perturbation attacks e2e models’ causal stability, while additive perturbation measures the networks’ additive stability [1].

### 2.3. Models

We focus on the e2e ASR models, and study three most popular architectures: RNN-T [19], attention model [18], and CTC [17]. For RNN-T model, we use the state-of-the-art Conformer (small) model introduced in [20]. It has an encoder of 16 layers conformer blocks of 144 dimensions, and a single LSTM layer decoder with 1024 hidden units and a 640 units projection layer. The joint network has 640 units. For attention model, we use the same encoder and decoder as in the RNN-T model, and with a multi-head attention of 4 heads and hidden size 288. For CTC model, the encoder is the same as RNN-T, but the decoder is a simple projection layer of dimension 1024. For all three models, we extracted 80-channel filterbanks features computed from a 25ms window with a stride of 10ms. The tokenizer is a 1k word-piece model built from LibriSpeech960h. We use SpecAugment [24] during training. Please refer to [20] for more details about the training hyper-parameters. All models and the attack are implemented and trained with Librispeech test-clean and test-other sets are given in Table 1. To provide a baseline for the prepending perturbation, we report the WER of the test sets with 4 seconds of silence (numerical 0) prepended to each utterance in the last column.

## 3. Experimental Setup

### 3.1. Dataset

LibriSpeech960h dataset [21] is used to train the perturbations as well as the e2e ASR models (see § 2.3) in our experiments. It is a corpus of 16KHz English speech from audiobooks. The training set has 281,241 utterances. We report the attack results on Librispeech test-clean and test-other sets, which contain 2620 and 2939 utterances respectively.

Throughout our experiments, the perturbation is of 4 seconds long, for both additive and prepending types. For the at-
Table 2: Attack results of 4 seconds additive perturbation on different models. LAS model can be attacked with almost 100% accuracy. RNN-T and CTC models are more robust.

| target y' | model | dB ↓ | success (%) ↑ |
|-----------|-------|------|--------------|
| ∅         | LAS   | -7.69 / -6.82 | 99.35 / 99.66 |
|           | RNN-T | 6.00 / 6.87   | 14.66 / 19.02  |
|           | CTC   | 6.00 / 6.87   | 3.28 / 4.80    |
| “thank you” | LAS   | -0.55 / 0.32  | 98.74 / 99.52  |
|           | RNN-T | 6.00 / 6.87   | 1.85 / 2.75    |
|           | CTC   | 6.00 / 6.87   | 0.00 / 0.00    |

3.2. Evaluation metrics

To evaluate the performance of the targeted attack, following existing works [13, 14] we report, (1) Success rate (sentence-level accuracy): $N_y/N$, where $N_y$ is the number of audios that are transcribed as $y'$, and $N$ is the total number of audios in the test set; (2) Distortion: We quantify the relative loudness of the perturbation $\delta$ with respect to the original audio $x$ in decibels (dB): $D(\delta, x) = \text{dB}(\delta) - \text{dB}(x)$ where $\text{dB}(x) = 20 \log_{10}(\text{max}(x))$. The success rate is the higher the better, while the distortion is the lower the better.

4. Experimental Results

There are three variables that determine a targeted attack: the perturbation (see § 2.2), the model architecture (see § 2.3), and the mis-transcription target $y'$. In the experiment study, we try to answer the following questions: (a) which ASR model is vulnerable to targeted attacks; (b) what perturbation $T$ is effective to attack ASR models; (c) what mis-transcription $y'$ is more likely to be attacked. To answer (a), we attack three models under additive perturbation and prepending perturbation in § 4.1 and § 4.2 respectively. Contrasting results in § 4.1 and § 4.2 answers question (b). We vary different transcripts in § 4.3 for question (c). Lastly we experiment with different max-nrom constraints in § 4.4 and discuss baselines in § 4.5.

4.1. Attack with additive perturbation

Table 2 shows the attack results of 4 second additive perturbation across three models. For both targets empty string (∅) and “thank you”, LAS model achieves almost 100% success with relatively small perturbation. The failure of LAS comes from that the attention is fooled to only focus on the beginning of the speech where the perturbation is applied and ignores the rest of the speech, thus generates the wrong target transcript. See Fig. 2 for an illustration.

However, when the decoder is time-synchronous, i.e. RNN-T and CTC, the attack is less successful. Despite a very large perturbation magnitude, the success rate of RNN-T is less than 20% for empty target ∅, and less than 3% for “thank you” tar-

We did not encounter small gradient issue after properly tuning the batch size, thus the vanilla SGD is preferred over the Fast Gradient Sign Method [2] variant for simplicity.

Figure 2: Heatmap of the attention probability of a perturbed input example on LAS. The x-axis is the encoder frame, and the y-axis is the output token. The attention only focuses on the beginning of the utterance. It quickly emits the target y and EOS, and skips the rest of the frames. The attention is the culprit for LAS vulnerability under adversarial perturbations.

Figure 3: Attack success rate across different length of utterances. The model is RNN-T and the target is $y' = ∅$. The perturbations are 4 seconds long. For additive perturbation, the success rate drops significantly when the length of the utterance is longer than the perturbation. For prepending perturbation, the success rate is relatively uniform across different lengths.

get. The success rate of CTC is less than 6% for ∅, and 0% for “thank you”. The reason is that it is challenging to attack arbitrary length utterance by adding a fixed length perturbation. When the utterance is longer than the added perturbation, it is hard to alter the output of those clean speech frames for RNN-T and CTC decoders. To verify this, we plot the attack success rate across different utterance lengths for RNN-T model in Fig. 3 (a). The target is ∅. We can see that the success rate drops significantly when $x$ is longer than 4 seconds, which is the length of the perturbation.

4.2. Attack with prepending perturbation

Before we present the attack results, please see the last column of Table 1 for the WER of a simple baseline, which pads 4 seconds of silence (numerical 0) before the utterance. We can see that CTC model is stable with respect to the silence padding. There are some WER degradation on RNN-T and LAS, but silence padding does not fail the ASR for most of the time.

In Table 4, we show the attack results of prepending perturbation. Again for both targets ∅ and “thank you”, LAS model achieves almost 100% success. The perturbation magnitude of prepending perturbation is smaller than that of additive perturbation, when we compare the first row of Table 4 and Table 2.

On RNN-T model, prepending perturbation achieves higher success rate with smaller perturbation magnitude, compared to additive perturbation in Table 2. And if we plot out the attack success rate across different utterance lengths, it is almost uniform across different lengths as seen in Fig. 3 (b). We hypothesize that prepending perturbation leverages a different failure mode than the additive instability in RNN-T model. By prepending the perturbation, we let the decoder runs into bad RNN states and fail the alignment in RNN-T. It makes the attack agnostic to the length of the utterance.
In this work, we study the problem of targeted universal adversarial perturbations. We compare the performance of both additive and prepping perturbations, while [14, 22] are limited to additive perturbations. However, it would be intuitive to compare different attacks and discuss why their method cannot solve the universal targeted perturbation problem.

**Targeted per-utterance perturbation.** [14] solves \( \min \ell (T(\delta, x), y') \) s.t. \( \|\delta\|_\infty < \epsilon \), for a \((x, y')\) utterance-text pair. We randomly pick 5 utterances from the Librispeech100h clean training set to learn 5 additive perturbations on LAS, which is the same length as its corresponding training utterance. The target is empty string. However, for the perturbation trained from a single utterance, the success rates on test-clean is 0.7% ± 0.7% and test-other 2.7% ± 3.7%, averaging over 5 perturbations. It shows that the perturbation optimized for one utterance can hardly generalize to other unseen utterances.

**Untargeted universal perturbation.** [22] studies universal perturbation for untargeted attack. The loss is \( \max \sum_{\epsilon \in \mathbb{D}} \ell (T(\epsilon, x), y) \) s.t. \( \|\epsilon\|_\infty < \epsilon \), where \( y \) is the ground-truth transcription. The goal is to find a perturbation that maximally deviates the predictions from the ground-truth, but the error is not specified. We implement their universal attack on Librispeech960h. The WERs in percentage (%) on test-clean/test-other for 3 models are: LAS 76.0/100.5, RNN-T 87.5/100.6, and CTC 106.1/121.2. Table 3 shows an example of such attack. Despite high WER, the predictions on the untargeted perturbation are significantly different from the ground-truth, and hence is more surprising from the optimization perspective.

## 5. Conclusion

In this work, we study the problem of targeted universal adversarial perturbations. We compare the performance of both additive and prepping perturbations against three state-of-the-art e2e ASR models, and suggest that targeted universal attacks exist for both LAS and RNN-T, but not for CTC models. Our future work is to develop more robust e2e models based on the lessons learnt from this study.

---

1. For simplicity, here we omit the irrelevant optimization over the imperceptibility and robustness of the perturbation.
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