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Abstract
This paper investigates the rigidity of bordered polyhedral surfaces. Using the variational principle, we show that bordered polyhedral surfaces are determined by boundary value and discrete curvatures on the interior edges. As a corollary, we reprove the classical result that two Euclidean cyclic polygons (or hyperbolic cyclic polygons) are congruent if the lengths of their sides are equal.
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1 Introduction

1.1 Background

A Euclidean (or spherical or hyperbolic) polyhedral surface is a triangulated surface $(S, T)$ with a metric, called a polyhedral metric, so that each triangle in the triangulation is isometric to a Euclidean (or spherical or hyperbolic) triangle. Let $E$, $V$ be the set of edges and vertices of $(S, T)$, the polyhedral metric can be identified as a function $d : E \to \mathbb{R}^+$ satisfying the triangle inequality. The rigidity problem asks which geometric data on $(S, T)$ can determine $d$ up to isometry. Over the past decades, there are many results related to this topic. See e.g. [12–17, 21, 22, 32, 34]. Let $\mathbb{E}^2$, $\mathbb{H}^2$, $\mathbb{S}^2$ be the Euclidean, the hyperbolic, and the spherical 2-dimensional geometries, respectively. Luo [21, 22] introduced the following two families of discrete curvatures.

Definition 1.1 Let $(S, T)$ be a closed triangulated surface. Given a $K^2$ polyhedral metric $d$ on $(S, T)$ where $K^2 = \mathbb{E}^2$, or $\mathbb{H}^2$, or $\mathbb{S}^2$, for any $h \in \mathbb{R}$, the $\phi_h$-curvature of $d$ is defined by
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Fig. 1 Edge-angle relation in Definition 1.1

A function $\phi_h : E \to \mathbb{R}$ sending an edge $e$ to

$$\phi_h(e) = \int_a^{\pi/2} \sin^h t \, dt + \int_{a'}^{\pi/2} \sin^h t \, dt.$$ 

The $\psi_h$-curvature of $d$ is defined by a function $\psi_h : E \to \mathbb{R}$ sending an edge $e$ to

$$\psi_h(e) = \int_0^{(b+c-a)/2} \cos^h t \, dt + \int_0^{(b'+c'-a')/2} \cos^h t \, dt,$$

where $a, a'$ are the angles facing the edge $e$ and $b, c, b', c'$ are inner angles adjacent to the edge $e$. See Fig. 1 for an example.

Note that some choices for the parameter $h$ are interesting. For example, when $h = 0$, one reads

$$\phi_0(e) = \pi - a - a' \quad \text{and} \quad \psi_0(e) = \frac{1}{2} (b + b' + c + c' - a - a').$$

The geometric meaning of them is related to the dihedral angle along edges of a hyperbolic polyhedron associated to the polyhedral surface. In addition, the curvature

$$\phi_{-2}(e) = \cot a + \cot a'$$

is closely related to the discrete (cotangent) Laplacian operator on a polyhedral surface in Euclidean background geometry. See [5, 25, 35] for more information. Moreover, a Euclidean or hyperbolic polyhedral surface is Delaunay if and only if $\psi_h(e) \geq 0$ for all $e \in E$.

**Theorem 1.2** [21, Theorem 1.2] Let $(S, T)$ be a closed triangulated surface. For any $h \in \mathbb{R}$, the following statements hold:

(a) A Euclidean polyhedral metric on $(S, T)$ is determined up to scaling by its $\phi_h$-curvature or $\psi_h$-curvature.

(b) A hyperbolic polyhedral metric on $(S, T)$ is determined by its $\psi_h$-curvature.

(c) A spherical polyhedral metric on $(S, T)$ is determined by its $\phi_h$-curvature.

**Remark 1.3** Rivin [26] and Leibon [19] proved Theorems 1.2(a), 1.2(b) for $h = 0$, respectively. In Euclidean geometry, it is easy to see $a + b + c = \pi, a' + b' + c' = \pi$, which implies $\phi_h(e) = \psi_h(e)$.

A circle packing metric on $(S, T)$ is a polyhedral metric $d : E \to \mathbb{R}_+$ so that there is a map $r : V \to \mathbb{R}_+$ satisfying $d(uv) = r(u) + r(v)$ whenever the edge $uv$ has end vertices $u$ and $v$. The $k_h$-curvature of the circle packing metric was introduced by Luo [20, 22].
Definition 1.4 Let \((S, T)\) be a closed triangulated surface. Given a circle packing metric \(r\) on \((S, T)\), for any \(h \in \mathbb{R}\), the \(k_h\)-curvature of \(r\) is defined by the function \(k_h : V \to \mathbb{R}\) sending a vertex \(v\) to

\[
  k_h(v) = (2 - \frac{m}{2})\pi - \sum_{i=1}^{m} \int_{\pi/2}^{\theta_i} \tan^h(t/2)dt,
\]

where \(\theta_1, \ldots, \theta_m\) are all inner angles at \(v\).

Notice that \(k_0(v) = 2\pi - \sum_{i=1}^{m} \theta_i\) is the classical discrete curvature. If \(e\) is an edge having \(v\) as a vertex, we denote it by \(v \prec e\). It is easy to show \(\sum_{v \prec e} \psi_0(e) = 2\pi - k_0(v)\) in Euclidean, hyperbolic and spherical background geometry.

Theorem 1.5 [22, Theorem 1.7] Let \((S, T)\) be a closed triangulated surface. For any \(h \in \mathbb{R}\), the following statements hold:

(a) A Euclidean circle packing metric on \((S, T)\) is determined up to scaling by its \(k_h\)-curvature.
(b) A hyperbolic circle packing metric on \((S, T)\) is determined by its \(k_h\)-curvature.

Remark 1.6 Theorem 1.5 (a) for \(h = 0\) was proved by Andreev [1] and Thurston [31]. Theorem 1.5 (b) for \(h = 0\) was proved by Thurston [31].

1.2 Main results

The polyhedral surfaces in above works are required to be closed. One may ask whether analogous results still hold for bordered polyhedral surfaces. Actually, there are two questions. The first one is paralleling to this for closed case: Whether a polyhedral metric is determined by its discrete curvature. This was answered by the work of Ba-Zhou [2], which shows a similar result to Theorem 1.2. The second question asks whether a polyhedral metric is determined by its discrete curvature on interior edges together with its boundary value. We mention that this problem plays a significant role in exploring rigidity of cyclic polygons. See Corollary 1.8 for details.

For an edge \(e\) of a bordered polyhedral surface \((S, T)\), we call \(e\) a boundary edge if \(e\) belongs to the boundary of \(S\). Otherwise, we call \(e\) an interior edge. Similarly, we can define boundary vertices and interior vertices. For a polyhedral metric \(d : E \to \mathbb{R}_+\) on \((S, T)\), the boundary value of \(d\) is the restriction of \(d\) to \(E_\partial\), where \(E_\partial\) is the set of boundary edges. In this paper we prove the following result.

Theorem 1.7 Let \((S, T)\) be a bordered triangulated surface. For any \(h \in \mathbb{R}\), the following statements hold:

(a) A Euclidean polyhedral metric on \((S, T)\) is determined up to isometry by its boundary value and \(\phi_h\)-curvature (or \(\psi_h\)-curvature) on interior edges.
(b) A hyperbolic polyhedral metric on \((S, T)\) is determined up to isometry by its boundary value and \(\psi_h\)-curvature on interior edges.
(c) A spherical polyhedral metric on \((S, T)\) is determined up to isometry by its boundary value and \(\phi_h\)-curvature on interior edges.

A Euclidean (or spherical) polygon is said to be cyclic if it can be inscribed into a Euclidean (or spherical) circle. A hyperbolic polygon is cyclic if it can be inscribed into a hyperbolic circle, or a hypercycle, or a horocycle. Let \(P\) be a cyclic polygon. Then \(P\) can be realized
as a bordered polyhedral surface by adding edges between appropriate pairs of vertices of $P$. We denote it by $(P, T)$. See Fig. 2 for an example. Notice that the boundary value of $(P, T)$ is the side lengths of $P$. Lemma 5.2 indicates that $\psi_0$-curvature on each interior edge of $(P, T)$ equals to zero. As a corollary of Theorem 1.7, we immediately obtain the rigidity of Euclidean and hyperbolic cyclic polygon. Refer e.g. [18, 23, 24, 28] for other proofs. The rigidity of spherical cyclic polygon is the straightforward corollary of the rigidity of Euclidean cyclic polygon. See [18] for details.

**Corollary 1.8** A Euclidean (or hyperbolic) cyclic polygon is determined by its lengths of sides.

In [21, 22], Luo asked whether $\phi_h$-curvature determines a hyperbolic polyhedral metric. In the following we give a partial answer to this question. We say a triangulated surface $(S, T)$ is stripped if every triangle of $T$ has at least one boundary edge. For example, the left (resp. right) in Fig. 3 is a stripped (resp. non-stripped) triangulated surface.

**Theorem 1.9** Let $(S, T)$ be a stripped triangulated surface. For any $h \in \mathbb{R}$, a hyperbolic polyhedral metric on $(S, T)$ is determined up to isometry by its boundary value and $\phi_h$-curvature of interior edges.

For a circle packing metric $r : V \to \mathbb{R}_+$, the boundary value is the restriction of $r$ to $V_\partial$, where $V_\partial$ is the set of boundary vertices.

**Theorem 1.10** Let $(S, T)$ be a bordered triangulated surface. For any $h \in \mathbb{R}$, the following statements hold:

- (a) A Euclidean circle packing metric on $(S, T)$ is determined by its boundary values and $k_h$-curvature on interior vertices.
- (b) A hyperbolic circle packing metric on $(S, T)$ is determined by its boundary values and $k_h$-curvature on interior vertices.

Theorem 1.10 can be applied to study the rigidity of planar circle packing. A planar circle packing is a connected collection of circles on Euclidean plane whose interiors are disjoint. The contact graph of a circle packing is the graph having a vertex for each circle, and an edge for every pair of circles that are tangent. See Fig. 4 for an example. If there exists a bordered triangulated surface whose nerve is isomorphic to the contact graph of the circle packing, the circle packing is called a triangle-type circle packing. Suppose $P$ is a triangle-type circle packing. If a circle is corresponding to a boundary vertex of the bordered triangulated surface under the isomorphism, the circle is called a boundary circle in $P$. As a corollary Theorem 1.10, we obtain the following well-known result regarding the rigidity of planar circle packing. See [8, 30] for more discussions.
Corollary 1.11 A triangle-type planar circle packing on the plane is determined up to isometry by the size of boundary circles in the sense of keeping the contact graph unchanged.

The variational principle is applied to proofs of the above theorems. The use of variational principle in the study of triangulated surfaces first appeared in the work of Colin de Verdière [7] to give a new proof Koebe–Andreev–Thurston’s circle packing theorem. Similar methods have been used by Rivin [26, 27], Leibon [19], Bobenko and Springborn [4] in other situations. We are also highly influenced by the works of Luo [20–22], Luo-Dai-Gu [9], Guo-Luo [17], Guo [16], Zhou [36, 37], Xu [32, 33], Ge-Hua-Zhou [10, 11] and others.

The present paper is built up as follows: In Sect. 2, we establish some preliminary results. In Sects. 3 and 4, we construct several convex energy functionals on polyhedral surfaces. In Sect. 5, applying variational principle, we derive Theorems 1.7, 1.9, 1.10, Corollary 1.8. The last two sections contain appendixes regarding to some results about trigonometry and differential forms. Throughout this paper, we always assume the polyhedral surface is connected unless otherwise stated.

2 Preliminaries

2.1 Basic results about cosine law

We first introduce some basic results regarding to the cosine law function. Given a geometric triangle, the cosine law expresses the inner angles in terms of three edge lengths. See Appendix 1 for details. So we regard the inner angles of the geometric triangle as the function of three edge lengths, called cosine law function. The following three lemmas establish some basic properties of cosine law function. Please refer to [6, 9–11, 36] for more information.

Lemma 2.1 Let $l_s$, $\theta_s$ ($s = 1, 2, 3$) be the edge length and opposite inner angle of a geometric triangle such that $\theta_s$ facing $l_s$. Set $\{i, j, k\} = \{1, 2, 3\}$. Then

$$\frac{\partial \theta_i}{\partial l_i} = \frac{m_i}{\sin \theta_i m_j m_k}, \quad \frac{\partial \theta_i}{\partial l_j} = -\cos \theta_k \frac{\partial \theta_i}{\partial l_i},$$

where $m_i = l_i$ (resp. $m_i = \sinh l_i$, $m_i = \sin l_i$) in Euclidean (resp. hyperbolic, spherical) background geometry.

Lemma 2.2 [6, Lemma 2.3] Let $l_s$, $\theta_s$ ($s = 1, 2, 3$) be the edge length and opposite inner angle of a geometric triangle such that $\theta_s$ facing $l_s$. Set $\{i, j, k\} = \{1, 2, 3\}$ and $r_i = \frac{1}{2}(l_j + l_k - l_i)$. Then

$$\frac{1}{s_i} \frac{\partial \theta_i}{\partial r_j} = \frac{1}{s_j} \frac{\partial \theta_j}{\partial r_i},$$

where $s_j = r_j$ (resp. $s_j = \sinh r_j$) in Euclidean (resp. hyperbolic) background geometry.
Lemma 2.3 [6, Lemma 2.2] Let \( l_s, \theta_s \) (\( s = 1, 2, 3 \)) be the edge length and opposite inner angle of a geometric triangle such that \( \theta_s \) facing \( l_s \). Set \( \{i, j, k\} = \{1, 2, 3\} \) and \( r_i = \frac{1}{2}(l_j + l_k - l_i) \). Then

\[
\frac{\partial (\theta_1 + \theta_2 + \theta_3)}{\partial r_i} < 0
\]

in hyperbolic background geometry.

Based on Lemma 2.1, we further have the following result.

Lemma 2.4 Let \( l_s, \theta_s \) (\( s = 1, 2, 3 \)) be the edge length and opposite inner angle of a hyperbolic triangle such that \( \theta_s \) facing \( l_s \). Set \( \{i, j, k\} = \{1, 2, 3\} \). Then

\[
\begin{align*}
\frac{\partial (\theta_i - \theta_j - \theta_k)}{\partial l_i} &= \frac{\tanh l_i/2}{\sin \theta_i \sinh l_j \sinh l_k} (\cosh l_1 + \cosh l_2 + \cosh l_3 + 1), \\
\frac{\partial (\theta_i - \theta_j - \theta_k)}{\partial l_j} &= \frac{\coth l_j/2}{\sin \theta_i \sinh l_j \sinh l_k} (-\cosh l_i - \cosh l_j + \cosh l_k + 1).
\end{align*}
\]

Proof By the sine law, we know that

\[
c_{ijk} = \sin \theta_i \sinh l_j \sinh l_k
\]

is independent of indices. From Lemma 2.1, we derive

\[
\frac{\partial (\theta_i - \theta_j - \theta_k)}{\partial l_i} = \frac{1}{c} \left( \sinh l_i + \cos \theta_k \sinh l_j + \cos \theta_j \sinh l_k \right),
\]

where \( c = \sin \theta_i \sinh l_j \sinh l_k \). Substituting the expression of \( \cos \theta_j, \cos \theta_k \) to (2.3), we have

\[
\begin{align*}
\frac{\partial (\theta_i - \theta_j - \theta_k)}{\partial l_i} &= \frac{1}{c \sinh l_i} \left( -\cosh l_k + \cosh l_i \cosh l_j - \cosh l_i + \cosh l_i \cosh l_k + \cosh^2 l_i - 1 \right) \\
&= \frac{1}{c \sinh l_i} \left( (\cosh l_i - 1)(\cosh l_j + \cosh l_k) + (\cosh l_i - 1)(\cosh l_i + 1) \right) \\
&= \frac{\tanh \frac{l_i}{2}}{c} (\cosh l_i + \cosh l_j + \cosh l_k + 1).
\end{align*}
\]

This proves (2.1). Similar computation yields (2.2) as well. \( \square \)

The following two lemmas play a crucial role in the proof of the convexity of energy functionals constructed in Sect. 3.

Lemma 2.5 Let \( l_1, l_2, l_3 \) be the edge lengths of a hyperbolic triangle. Set \( \{i, j, k\} = \{1, 2, 3\} \). Define \( P = [p_{st}] \), where

\[
p_{ii} = \tanh^2 \frac{l_i}{2} (\cosh l_1 + \cosh l_2 + \cosh l_3 + 1), \quad p_{ij} = -\cosh l_i - \cosh l_j + \cosh l_k + 1.
\]

Then \( P \) is positive definite.
Proof For the simplicity of the proof, some substitutions to $P$ are needed. By some basic
trigonometry identities and Proposition A.1, we have

$$
tanh^2 \frac{l_i}{2} = \frac{\cosh l_i - 1}{\cosh l_i + 1}
$$

$$
= \frac{\cos \theta_i + \cos \theta_j \cos \theta_k - \sin \theta_j \sin \theta_k}{\cos \theta_i + \cos \theta_j \cos \theta_k + \sin \theta_j \sin \theta_k}
$$

$$
= \frac{\cos(\theta_j + \theta_k) + \cos \theta_i}{\cos(\theta_j - \theta_k) + \cos \theta_i}
$$

$$
= \frac{\cos \left( \frac{\theta_i + \theta_j + \theta_k}{2} \right) \cos \left( \frac{\theta_j + \theta_k - \theta_i}{2} \right)}{\cos \left( \frac{\theta_i + \theta_j - \theta_k}{2} \right) \cos \left( \frac{\theta_i + \theta_k - \theta_j}{2} \right)}.
$$

where $\theta_i$ is the inner angle facing $l_i$. Set $\zeta = -\frac{1}{2} (\theta_1 + \theta_2 + \theta_3)$ and $\alpha_i = \frac{1}{2} (\theta_i - \theta_j - \theta_k)$. It follows that

$$
tanh^2 \frac{l_i}{2} = \frac{\cos \zeta \cos \alpha_i}{\cos \alpha_j \cos \alpha_k}. \quad (2.4)
$$

By Proposition A.1, we also derive

$$
\cosh l_1 + \cosh l_2 + \cosh l_3 + 1 = \frac{(\sin(\theta_2 + \theta_3) + \sin \theta_1)(\cos(\theta_2 - \theta_3) + \cos \theta_1)}{\sin \theta_1 \sin \theta_2 \sin \theta_3}
$$

$$
= \frac{-4 \sin \zeta \cos \alpha_1 \cos \alpha_2 \cos \alpha_3}{\sin \theta_1 \sin \theta_2 \sin \theta_3}. \quad (2.5)
$$

Combining (2.4) and (2.5), we derive

$$
tanh^2 \frac{l_i}{2} (\cosh l_1 + \cosh l_2 + \cosh l_3 + 1) = \frac{-4 \cos \zeta \sin \zeta \cos^2 \alpha_i}{\sin \theta_1 \sin \theta_2 \sin \theta_3}. \quad (2.6)
$$

Similar computation to (2.5) yields

$$
- \cosh l_i - \cosh l_j + \cosh l_k + 1 = \frac{4 \cos \zeta \cos \alpha_i \cos \alpha_j \sin \alpha_k}{\sin \theta_1 \sin \theta_2 \sin \theta_3}. \quad (2.7)
$$

Set $D = [d_{ij}]$, where $d_{ii} = \cos \alpha_i$, $d_{ij} = 0$ and $Q = [q_{ij}]$, where $q_{ii} = - \sin \zeta$, $q_{ij} = \sin \alpha_k$. Combining (2.6) and (2.7), we have

$$
P = \frac{4 \cos \zeta \sin \theta_1 \sin \theta_2 \sin \theta_3}{\sin \theta_1 \sin \theta_2 \sin \theta_3} \text{DQD}.
$$

Now it remains to prove the positive-definiteness of $Q$. We will prove it by showing that
determinant of sequential principal minor of $Q$ is positive. Obviously, we have $- \sin \zeta > 0$.
The determinant of 2-principal minor of $Q$ equals to

$$
(sin \zeta + \sin \alpha_3)(\sin \zeta - \sin \alpha_3)
$$

$$
= 4 \sin \frac{\zeta + \alpha_3}{2} \cos \frac{\alpha_1 + \alpha_2}{2} \cos \frac{\zeta + \alpha_3}{2} \sin \frac{\alpha_1 + \alpha_2}{2}
$$

$$
= \sin(\zeta + \alpha_3) \sin(\alpha_1 + \alpha_2)
$$

$$
= \sin(\theta_1 + \theta_2) \sin \theta_3 > 0.
$$
Some tedious computation yields
\[
\det Q = \sin \zeta \cos^2 \zeta - \frac{1}{2} \cos \zeta \sum_{i=1}^{3} \sin 2\alpha_i \\
= \frac{1}{2} \cos \zeta \left( \sin 2\zeta - \sum_{i=1}^{3} \sin 2\alpha_i \right) \\
= \cos \zeta \left( \cos(\theta_1 - \theta_2) - \cos(\theta_1 + \theta_2) \right) \sin \theta_3 \\
= 4 \cos \left( \frac{\theta_1 + \theta_2 + \theta_3}{2} \right) \sin \theta_1 \sin \theta_2 \sin \theta_3 > 0.
\]

We thus finish the proof. \(\square\)

**Lemma 2.6** Let \(\theta_1, \theta_2, \theta_3\) be inner angles of a geometric triangle. Set \(\{i, j, k\} = \{1, 2, 3\}\). Set 
\(\Omega^E_3 = \Omega^H_3 = \{(l_1, l_2, l_3) \in \mathbb{R}^3_+ \mid l_i + l_j > l_k, \{i, j, k\} = \{1, 2, 3\}\}, \)
\(\Omega^S_3 = \{(l_1, l_2, l_3) \in (0, \pi)^3 \mid l_i + l_j > l_k, l_1 + l_2 + l_3 < 2\pi\},\)
in Euclidean, hyperbolic, and spherical geometry, respectively. If we restrict the length of one edge, such as \(l_3\) is a positive constant, then the moduli space of the triangle is a subset of \(\mathbb{R}^2_+\), denote as \(\Omega^E_2, \Omega^H_2\) and \(\Omega^S_2\), respectively. Similarly, if \(l_2, l_3\) are constants, we write the moduli space as \(\Omega^E_1, \Omega^H_1\) and \(\Omega^S_1\), respectively. Specifically, if the polyhedral metric is a circle packing metric, the moduli space of triangles can be regard as the admissible space of the radius assignment, which is \(\mathbb{R}^3_+\). The moduli space of triangles which fix the radius assignments of one, (resp. two) vertices is \(\mathbb{R}^2_+\) (resp. \(\mathbb{R}_+\)). Set
\[
\omega^E_{\phi, s} := \sum_{i=1}^{s} \int_{\pi/2}^{\theta_i} \sin^h t dt \frac{\sin^h}{l_i+1} dl_i, \quad \omega^H_{\phi, s} := \sum_{i=1}^{s} \int_{\alpha_i}^{\pi/2} \cos^h t dt \tan^{h+1} l_i/2 dl_i, \quad \omega^S_{\phi, s} := \sum_{i=1}^{s} \int_{\pi/2}^{\theta_i} \sin^h t dt \sin^{h+1} l_i dl_i, \\
\omega^H_{\phi, s} := \sum_{i=1}^{s} \int_{\pi/2}^{\theta_i} \sin^h t dt \sin^{h+1} l_i dl_i, \quad \eta^E_s := \sum_{i=1}^{s} \int_{\pi/2}^{\theta_i} \tan^h l_i/2 dt \frac{\sin^h}{l_i} dr_i, \quad \eta^H_s := \sum_{i=1}^{s} \int_{\pi/2}^{\theta_i} \tan^h l_i/2 dt \sin^{h+1} l_i dr_i,
\]
(2.8)
where \(\alpha_i = \frac{1}{2}(\theta_i - \theta_j - \theta_k)\) and \(r_i = \frac{1}{2}(l_i + l_k - l_j)\). The first four differential forms are defined on the moduli space of triangles for polyhedral metric. The last two differential forms are defined on the moduli space of triangles for circle packing metric. Using Lemmas 2.1, 2.2, 2.4 and proposition A.2, the following result can be verified easily.

**Lemma 2.8** The differential forms defined by (2.8) are closed.
Remark 2.9 When $s = 3$, the differential forms $\omega_{\phi,s}, \omega_{H,s}, \omega_{H,s}$ and $\eta_{s}$ first appeared in the work of Luo [20], which also proved the closeness of these differential forms. For the need to prove our main results, we consider above differential forms when $s = 1, 2$ and define $\omega_{H,s}$.

### 3 Energy functionals on the moduli spaces of polyhedral metrics

#### 3.1 Energy functionals on the moduli spaces of triangles

We start from the energy functional defined on the moduli spaces of triangles. According to the number of interior edges of the triangle of polyhedral surface, we divide the triangles into three types. We begin by introducing a continuous map defined on the moduli space of triangles. Let $\tau$ be a Euclidean (or hyperbolic or spherical) triangle in a bordered triangulated surface and let $l = (l_1, l_2, l_3) \in \mathbb{R}_+^3$ represent the edge length of $\tau$. Then the continuous map $\xi$ is defined as

$$\xi(l) = (\xi_h(l_1), \xi_h(l_2), \xi_h(l_3)), \quad (3.1)$$

where

$$\xi_h(t) = \begin{cases} \frac{-t^{-h}}{h}, & h \neq 0, \quad \tau \text{ is a Euclidean triangle}, \\ \ln t, & h = 0, \quad \tau \text{ is a Euclidean triangle}, \\ \int_1^t \tanh^{-h-1} \frac{x}{2} \text{d}x, & \tau \text{ is a hyperbolic triangle}, \\ \int_1^t \sin^{-h-1} x \text{d}x, & \tau \text{ is a spherical triangle}. \end{cases}$$

When $\tau$ is a hyperbolic triangle, another continuous map $\gamma$ is defined as

$$\gamma(l) = (\gamma_h(l_1), \gamma_h(l_2), \gamma_h(l_3)), \quad (3.2)$$

where

$$\gamma_h(t) = \int_1^t \sinh^{-h-1} x \text{d}x.$$

If we consider the moduli space of triangles with one or two interior edges, similar map can be defined on $\Omega_{s}^E, \Omega_{s}^H, \Omega_{s}^S$ when $s = 1, 2$. We still denote them by $\xi$ and $\gamma$. Then the following result is straightforward because of the monotonicity of $\xi_h(t), \gamma_h(t)$.

**Lemma 3.1** The continuous maps $\xi, \gamma$ defined in (3.1), (3.2) are homeomorphic to its image.

Now we introduce several energy functionals on the moduli space of triangles. For $s = 1, 2, 3$, we define line integral function

$$F_{s}^E(u) := \int_{-h}^{u} \omega_{\phi,s}, \quad F_{s}^H(u) := \int_{0}^{u} \omega_{H,s},$$

$$F_{s}^S(u) := \int_{0}^{u} \omega_{H,s}, \quad G_{s}^H(u) := \int_{0}^{u} \omega_{H,s}.$$

(3.3)

By Poincaré’s Lemma and Lemma 2.8, above functions are well-defined.
Remark 3.2 Function $F^E_s(u)$, $F^H_s(u)$ and $F^S_s(u)$ were first introduced in [20] when $s = 3$.

Lemma 3.3 Let $F^E_s$, $F^H_s$, $F^S_s$, $G^H_s$ be defined in (3.3). The following statements hold:

(a) The integral $F^E_s$ is locally convex when $s = 3$ and locally strictly convex when $s = 1, 2$.
(b) The integral $F^S_s$ is locally strictly convex for $s = 1, 2, 3$.
(c) The integral $G^H_s$ is locally strictly convex when $s = 1, 2$.
(d) The integral $F^H_s$ is locally strictly convex for $s = 1, 2, 3$.

Proof Some computations indicate that the function defined in (3.3) is smooth. It suffices to verify the convexity by computing the Hessian matrix. Let us first consider the Hessian matrix of $F^E_3(u)$. Observe that

$$
\omega^E_{\phi,3} = \sum_{i=1}^{3} \int_{\pi/2}^{\theta_i} \sin^h t dt = \sum_{i=1}^{3} \int_{\pi/2}^{\theta_i} \sin^h t dt du_i.
$$

(3.4)

It follows that

$$
\frac{\partial F^E_s(u)}{\partial u_i} = \int_{\pi/2}^{\theta_i} \sin^h t dt.
$$

(3.5)

Then we obtain

$$
\frac{\partial^2 F^E_s(u)}{\partial u_i \partial u_j} = \sin^h \theta_i \frac{\partial \theta_i}{\partial u_i} = \sin^h \theta_i \frac{\partial \theta_i}{\partial l_j} \xi^H_k(l_j).
$$

(3.6)

By Lemma 2.1, we deduce

$$
\frac{\partial^2 F^E_3(u)}{\partial u_i^2} = c t^{2h+2}, \quad \frac{\partial^2 F^E_3(u)}{\partial u_i \partial u_j} = c t^{h+1} l_j l_{k} \cos \theta_k.
$$

(3.7)

where

$$
c = \frac{\sin^{h-1} \theta_i}{l_j l_{k}}.
$$

is independent of the index. Set $D_1 = [a_{st}]$, where $a_{ij} = 0, a_{ii} = l_i^{h+1}$. Recall that $M = [m_{st}]$, where $p_{ii} = 1$, $p_{ij} = -\cos \theta_k$. Then the Hessian matrix of $F^E_3(u)$ can be represented as $c D_1 M D_1$. We use $A'$ to represent the submatrix of $A$, obtained by removing the last row and the last column of matrix $A$. When $s = 2$, similar reasoning yields that the Hessian matrix of $F^E_3(u)$ can be represented as $c D_1 M D'_1$. Now the positive-definiteness of Hessian matrix of $F^E_3(u)$, $F^E_2(u)$ is equivalent to the positive-definiteness of $M$ and $M'$, which is proved by Lemma 2.6. When $s = 1$, the strictly convexity of $F^E_1(u)$ is the direct result of (3.7). Thus (a) is proved. By Lemma 2.1 and sine law, some computations show that the second partial derivative of $F^S_3(u)$ and $G^H_s(u)$ have the same form as (3.7). Lemma 2.6 indicates $M$ is strictly positive-definite in spherical background geometry. Thus (b) is proved. Similar analysis yields (c) easily.

Next we compute the Hessian matrix of $F^H_3(u)$. Remember that $\alpha_i = \frac{1}{2}(\theta_i - \theta_j - \theta_k)$. Similar computation to (3.4)–(3.6) yields that

$$
\frac{\partial^2 F^H_3(u)}{\partial u_i \partial u_j} = \cos^h \alpha_i \frac{\partial \alpha_i}{\partial u_j} = \cos^h \alpha_i \frac{\partial \alpha_i}{\gamma^H_k(l_j)} \frac{\partial l_j}{\partial l_j}.
$$
By Lemma 2.4 we obtain
\[
\frac{\partial^2 F_3^H(u)}{\partial u_i^2} = m_2 \tanh^{2h+2} \frac{l_i}{2} (\cosh l_1 + \cosh l_2 + \cosh l_3 + 1),
\]
\[
\frac{\partial^2 F_3^H(u)}{\partial u_i \partial u_j} = m_2 \tanh^h \frac{l_i}{2} \tanh^h \frac{l_j}{2} (- \cosh l_i - \cosh l_j + \cosh l_k + 1),
\]
where
\[
m_2 = \frac{\cosh \alpha_i}{\tanh \frac{l_i}{2} \sin \theta_i \sinh l_j \sinh l_k}.
\]
Lemma A.2 and sine law yield that \(m_2\) is independent of the indices. Set \(D_2 = [b_{ij}]\), where \(b_{ij} = 0, b_{ii} = \tan \frac{l_i}{2}\). Then the Hessian matrix of \(F_3^H(u)\) can be represented as \(cD_2PD_2\), where \(P\) is the matrix defined in Lemma 2.5 and \(c\) is a positive number. Thus (d) is the result of Lemma 2.5.

\[\square\]

### 3.2 Extension of locally convex functionals

We establish some simple facts on extending locally convex energy functionals to convex functionals in this subsection. Suppose \(A\) is a subspace of a topological space \(X\) and \(f : A \rightarrow Y\) is continuous. If there exists a continuous function \(F : X \rightarrow Y\) such that \(F|_A = f\) and \(F\) is a constant function on each connected component of \(X - A\), then we say \(f\) can be extended continuously by constant functions to \(X\). In this subsection, we define \(J = \mathbb{R}_+\) in Euclidean and hyperbolic geometry and \(J = (0, \pi)\) in spherical geometry.

**Lemma 3.4** [21, Lemma 2.2] Let \(l_i, \theta_i\) \((i = 1, 2, 3)\) be the edge length and opposite inner angle of a geometric triangle such that \(\theta_i\) facing \(l_i\). The cosine law function \(\theta_i(l_1, l_2, l_3)\) can be extended continuously by constant functions to be a function \(\tilde{\theta}_i(l)\) on \(J^3\).

Inspired by Lemma 3.4, we have the following observation. The proof is analogous to the proof of Lemma 3.4, we omit it here.

**Lemma 3.5** Let \(l_i, \theta_i\) \((i = 1, 2, 3)\) be the edge length and opposite inner angle of a geometric triangle such that \(\theta_i\) facing \(l_i\). The following statements hold:

(a) Suppose \(l_3\) is a positive constant. The cosine law function \(\theta_i(l_1, l_2)\) can be extended continuously by constant functions to be \(\tilde{\theta}_i(l_1, l_2)\) on \(J^2\).

(b) Suppose \(l_2, l_3\) are positive constants. The cosine law function \(\theta_i(l_1)\) can be extended continuously by constant functions to be \(\tilde{\theta}_i(l_1)\) on \(J^1\).

Replacing \(\theta_i\) in \(\omega_\phi^E, \omega_\phi^H, \omega_\psi^S, \omega_\psi^H\) with \(\tilde{\theta}_i\), we obtain four new differential forms \(\tilde{\omega}_\phi^E, \tilde{\omega}_\psi^E, \tilde{\omega}_\phi^S, \tilde{\omega}_\psi^S\). with \(\tilde{\theta}_i\), we obtain four new differential forms \(\tilde{\omega}_\phi^E, \tilde{\omega}_\psi^E, \tilde{\omega}_\phi^S, \tilde{\omega}_\psi^S\). and \(\tilde{\omega}_\psi^H\) are closed on \(J^s\).

**Proof** First, we want to show that \(\tilde{\omega}_\phi^E\) is closed. By Proposition B.1, we need to verify the following three propositions.

(i) Differential form \(\tilde{\omega}_\phi^E\) is continuous on \(J^s\) and closed on \(\Omega_E^s\).

(ii) Differential form \(\tilde{\omega}_\phi^E\) is closed on each connected component of \(J^s\setminus\Omega_E^s\).

(iii) The boundary of \(\Omega_E^s\) is a \((s - 1)\)-dimensional smooth submanifold in \(J^s\).
By Lemmas 3.4, 3.5, (i) is proved. Proposition (iii) follows from the construction of $\Omega^E_s$. Proposition (ii) is trivial because $\widetilde{\theta}_i$ is constant on each connected component of $J^s \setminus \Omega^E_s$. The proof of closeness of $\widetilde{\omega}^E_{\phi,s}$, $\widetilde{\omega}^S_{\phi,s}$ and $\widetilde{\omega}^H_{\phi,s}$ is quite similar to the proof of the closeness of $\widetilde{\omega}^E_{\phi,s}$. 

Similarly, replacing $\omega_{\phi,s}$, $\omega^H_{\phi,s}$, $\omega^S_{\phi,s}$ and $\omega^H_{\phi,s}$ in $F^E_s$, $F^H_s$, $F^S_s$ and $G^H_s$ with $\widetilde{\omega}^E_{\phi,s}$, $\widetilde{\omega}^H_{\phi,s}$, $\widetilde{\omega}^S_{\phi,s}$ and $\widetilde{\omega}^H_{\phi,s}$, we obtain four new energy functionals $\widetilde{F}^E_s$, $\widetilde{F}^H_s$, $\widetilde{F}^S_s$ and $\widetilde{G}^H_s$. By Lemma 3.6, these four energy functionals are well-defined on $\xi(J^s)$ and $\gamma(J^s)$. Now we want to prove the convexity of these four energy functionals.

**Lemma 3.7** The energy functionals $\widetilde{F}^E_s$, $\widetilde{F}^H_s$, $\widetilde{F}^S_s$, and $\widetilde{G}^H_s$ are convex on $\xi(J^s)$ when $s = 1, 2, 3$ and the energy functional $\widetilde{G}^H_s$ is convex on $\gamma(J^s)$ when $s = 1, 2$.

**Proof** First, we want to show that $\widetilde{F}^E_s$ is convex on $\xi(J^s)$. Owing to Proposition B.2, we need to check the following three propositions.

(i) Differential form $\widetilde{\omega}^E_{h,s}$ is continuous on $J^s$.

(ii) The boundary of $\xi(\Omega^E_s)$ is a real analytic codimension-1 submanifold in $\xi(J^s)$.

(iii) Function $\widetilde{F}^E_s$ is locally convex on $\xi(\Omega^E_s)$ and each connected component of $\xi(J^s) \setminus \xi(\Omega^E_s)$.

By Lemmas 3.4, 3.5, (i) is proved. Combining the definition of $\Omega^E_s$ and Lemma 3.1, (ii) is established. Lemma 3.3 yields the locally convexity of $\widetilde{F}^E_s$ on $\xi(\Omega^E_s)$ directly. It is easy to see

$$\xi(J^s) \setminus \xi(\Omega^E_s) = \text{int} \xi(\Omega_{12}) \cup \text{int} \xi(\Omega_{23}) \cup \text{int} \xi(\Omega_{13}).$$

From

$$\frac{\partial \widetilde{F}^E_s}{\partial u_i} = \int_{\pi/2}^{\theta_i} \sin h \, t \, dt,$$

we know that $\widetilde{F}^E_s$ is a linear function on int $\xi(\Omega_{ij})$. Thus (iii) is proved. Similar deduction gives the convexity of $\widetilde{F}^H_s$, $\widetilde{F}^S_s$ and $\widetilde{G}^{H}_s$.

**4 Energy functionals on the moduli spaces of circle packing metrics**

Following the idea of the previous section, we will construct the convex functionals on the moduli space of triangles for circle packing metric. We still begin by introducing a continuous map defined on the moduli space of triangles. Let $\tau$ be a triangle in a bordered triangulated surface. If all vertices of $\tau$ are interior vertices, denote $r = (r_1, r_2, r_3) \in \mathbb{R}^3_+$ as the circle packing metric on $\tau$. Then the continuous map $\gamma$ is defined as

$$g(r) = (g_h(r_1), g_h(r_2), g_h(r_3)).$$

where

$$g_h(t) = \begin{cases} 
  \frac{t^h}{h}, & h \neq 0, \\
  \ln t, & h = 0, \\
  \int_1^t \sinh^{h-1} x \, dx, & \tau \text{ is a hyperbolic triangle}
\end{cases}$$

$\tau$ is a Euclidean triangle,
Similarly, the continuous map $g$ can be defined on the moduli space of the triangles which have one or two interior vertices. Because $g_h(t)$ is monotonic, the continuous map $g$ is homeomorphic to its image.

Now it is ready to introduce convex functionals defined on the moduli space of triangles. Define line integral function

$$C_s^E(u) : = - \int^u \eta^E_s , u \in g(\mathbb{R}^3_+) , \quad C_s^H(u) : = - \int^u \eta^H_s , u \in g(\mathbb{R}^3_+). \tag{4.2}$$

By Poincaré Lemma and Lemma 2.8, above functions are well-defined.

**Lemma 4.1** Let $C_s^E(u)$, $C_s^H(u)$ be defined in (4.2). The following statements hold:

(a) The integral $C_3^E(u)$ is convex, $C_s^E(u)$ is strictly convex when $s = 1, 2$.
(b) The integral $C_s^H(u)$ is strictly convex for $s = 1, 2, 3$.

**Proof** Some computations yield that $C_s^E(u)$, $C_s^H(u)$ is smooth. It suffices to verify the positive-definiteness of the Hessian matrix of $C_s^E(u)$, $C_s^H(u)$. First we prove (a). By (4.1), we have

$$\eta^E_3 = \sum_{i=1}^3 \int^{\theta_i}_{\pi/2} \frac{\tan^h \frac{t}{2} dt}{r_i - h + 1} dr_i = \sum_{i=1}^3 \int^{\theta_i}_{\pi/2} \frac{\tan^h \frac{t}{2} dt}{r_i}. \tag{4.3}$$

A regular computation gives that

$$\frac{\partial^2 C_3^E}{\partial u_i \partial u_j} = - \tan^h \frac{\theta_i}{2} \frac{\partial \theta_i}{\partial u_j}$$

$$= - \tan^h \frac{\theta_i}{2} \frac{\partial \theta_i / \partial r_j}{g'_h(r_j)}$$

$$= - (\tan \frac{\theta_i}{2} r_j)^h (r_i r_j)^{-h} r_j \frac{\partial \theta_i}{\partial r_j}. \tag{4.4}$$

By Proposition A.2, $\tan^h \frac{\theta_i}{2} r_j$ is a positive number independent of the indices. Hence the Hessian matrix of $C_3^E(u)$ is congruent to $[a_{ij}]$ where

$$a_{ij} = - r_j \frac{\partial \theta_i}{\partial r_j}. \tag{4.5}$$

From Lemma 2.1, we know

$$a_{ii} = - r_i \left( \frac{\partial \theta_i}{\partial l_j} + \frac{\partial \theta_i}{\partial l_k} \right) = r_i \frac{\partial \theta_i}{\partial l_i} (\cos \theta_k + \cos \theta_j) > 0. \tag{4.3}$$

Similarly,

$$a_{ij} = - r_j \left( \frac{\partial \theta_i}{\partial l_j} + \frac{\partial \theta_i}{\partial l_k} \right) = r_j \frac{\partial \theta_i}{\partial l_i} (\cos \theta_j - 1) < 0. \tag{4.4}$$

Hence,

$$|a_{ii}| - |a_{ji}| - |a_{ki}| = a_{ii} + a_{ji} + a_{ki}$$

$$= - r_i \frac{\partial (\theta_i + \theta_j + \theta_k)}{\partial r_i} = 0. \tag{4.5}$$
Thus the matrix \([a_{ni}]\) is positive semi-definite due to the diagonal dominate property. Thus the Hessian matrix of \(C^E_3(u)\) is positive semi-definite, which yields that \(C^E_3(u)\) is convex. From (4.5) we also derive that

\[ \lvert a_{ii} \rvert - \lvert a_{ji} \rvert > 0, \]

which yields that the Hessian matrix of \(C^E_2(u)\) is positive definite. Thus \(C^E_2(u)\) is strictly convex. From (4.3) we know

\[ \frac{d^2 C^E_1(u)}{du^2} > 0, \]

which yields that \(C^E_1(u)\) is strictly convex.

Next we prove (b). An analogous analysis derives that the Hessian matrix of \(C^H_3(u)\) are congruent to \([b_{si}]\) where

\[ b_{ij} = - \sinh r_j \frac{\partial \theta_i}{\partial r_j}, \quad (4.6) \]

Similar deduction to (4.3), (4.4) gives \(b_{ii} > 0, b_{ij} < 0\). Combining (4.6) and Lemma 2.3, we obtain

\[ \lvert b_{ii} \rvert - \lvert b_{ji} \rvert - \lvert b_{ki} \rvert = b_{ii} + b_{ji} + b_{ki} \]
\[ = - \sinh r_i \frac{\partial (\theta_i + \theta_j + \theta_k)}{\partial r_i} > 0 \]

which yields the strict convexity of \(C^H_3(u)\). A similar deduction to the proof of (a) gives the strict convexity of \(C^H_1(u), C^H_2(u)\).

\[ \square \]

5 Proof of main results

Let us prove our main results via variational principle in this section. We begin by introducing some notations that will be used in the proofs. For any polyhedral metric \(d\) on \((S, T)\), denote

\[ l_d = (d(e_1), \cdots, d(e_n)) \]

as the coordinate of \(d\), where \(\{e_i\}_{i=1}^n\) are all interior edges of \((S, T)\). Denote \(u_d = \xi(l_d)\) as the \(u\)-coordinate of \(d\), where \(\xi\) is defined by (3.1). Suppose that \(\tau\) is a triangle in \(T\). We write the coordinate of interior edges of \(\tau\) in \(d\) as \(l^\prime_d\), and set \(u^\prime_d = \xi(l^\prime_d)\). For \(s = 1, 2, 3\), denote

\[ T_s = \{ \tau \in T \mid \#s \text{ edges in } \tau \text{ are interior edges} \}. \]

Next, we construct some functions to be used in the proofs. They are constructed under the assumption \(\bigcup_{s=1}^3 T_s \neq \emptyset\). Define a function \(W^E : \xi_h(\mathbb{R}^+)^n \rightarrow \mathbb{R}\) by

\[ W^E(u_d) = \sum_{s=1}^3 \sum_{\tau \in T_s} \tilde{F}_s^E(u^\prime_d). \]
For each interior edge $e_i$, there exist two triangles $\tau_1^i, \tau_2^i \in \cup_{s=1}^3 T_s$ such that $\tau_1^i \cap \tau_2^i = e_i$. Hence we have
\[
\frac{\partial W^E}{\partial u_i} \Big|_{u_d} = \frac{\partial \widetilde{F}^E(u_d)}{\partial u_i} + \frac{\partial \widetilde{F}^E(u_d)}{\partial u_i} = \int_0^t \frac{\partial \theta_1^i}{\partial \theta} \sin h \ t dt + \int_0^t \frac{\partial \theta_2^i}{\partial \theta} \sin h \ t dt,
\]
where $\theta_1^i, \theta_2^i$ are angles facing $e_i$ in $\tau_1^i, \tau_2^i$, respectively. Note that
\[
\frac{\partial W^E}{\partial u_i} \Big|_{u_d} = \phi_h(e_i).
\]
It follows that
\[
\nabla W^E(u_d) = (\phi_h(e_1), \ldots, \phi_h(e_n)).
\]
Suppose that $u_{d_1}$ and $u_{d_2}$ are $u$-coordinates of two distinct polyhedral metrics. Set
\[
f^E(t) = W^E (tu_{d_1} + (1 - t)u_{d_2}).
\]

**Lemma 5.1** Suppose $d_1, d_2$ are two distinct polyhedral metrics on $(S, T)$. Then $f^E(t)$ is strictly convex for $t$ near 0, 1.

**Proof** For each $\tau \in T_s$, we would like to consider
\[
f^s_\tau(t) = \widetilde{F}^E (tu_{d_1}^\tau + (1 - t)u_{d_2}^\tau).
\]
It follows that
\[
f^E(t) = \sum_{s=1}^3 \sum_{\tau \in T_s} f^s_\tau(t).
\]
For each $\tau \in T$, if $tu_{d_1}^\tau + (1 - t)u_{d_2}^\tau \in \xi(\Omega^E_s)$, we have
\[
f^{s\tau}_\tau''(t) = \begin{cases}
(u_{d_1} - u_{d_2})^T \text{Hess } \widetilde{F}^E (tu_{d_1} + (1 - t)u_{d_2}) (u_{d_1} - u_{d_2})^2, & s = 2, 3, \\
(u_{d_1} - u_{d_2})^2 \text{Hess } \widetilde{F}^E (tu_{d_1} + (1 - t)u_{d_2}), & s = 1.
\end{cases}
\]
By Lemma 3.3, we have $f^{s\tau}_\tau''(t) \geq 0$ if $tu_{d_1}^\tau + (1 - t)u_{d_2}^\tau \in \xi(\Omega^E_s)$. Recall that $\xi$ is a homomorphic map from the moduli space of triangles to its image. So $u_{d_1}^\tau, u_{d_2}^\tau$ are interior points for each $\tau \in T$. Hence, for each $\tau \in T$, there exists $\epsilon_\tau > 0$ such that $tu_{d_1}^\tau + (1 - t)u_{d_2}^\tau$ is $u$-coordinate of a Euclidean metric for any $t \in (0, \epsilon_\tau) \cup (1 - \epsilon_\tau, 1)$. Set $\epsilon_0 = \min \{\epsilon_\tau \mid \tau \in T\}$. Hence, we have
\[
f^E''(t) = \sum_{s=1}^3 \sum_{\tau \in T_s} f^{s\tau}_\tau''(t) \geq 0
\]
for $t \in (0, \epsilon_0) \cup (1 - \epsilon_0, 1)$. According to (5.1) and the Hessian matrix of $F^E_s(u)$, we derive the following three claims.

(i) For $\tau \in T_1$, $f^1_{1\tau''}(t) = 0$ for $t \in (0, \epsilon_\tau) \cup (1 - \epsilon_\tau, 1)$ if and only if $u_{d_1}^\tau = u_{d_2}^\tau$.  

\[\square\] Springer
(ii) For $\tau \in T_2$, $f_2^{\tau''}(t) = 0$ for $t \in (0, \varepsilon_\tau) \cup (1 - \varepsilon_\tau, 1)$ if and only if $u_{d_1}^\tau = u_{d_2}^\tau$.

(iii) For $\tau \in T_3$, $f_3^{\tau''}(t) = 0$ for $t \in (0, \varepsilon_\tau) \cup (1 - \varepsilon_\tau, 1)$ if and only if $u_{d_1}^\tau = cu_{d_2}^\tau (c \neq 0)$.

Note that polyhedral surface is connected. That means any two distinct polyhedral metrics $d_1$, $d_2$ cannot satisfy both $u_{d_1}^\tau = cu_{d_2}^\tau$ for $\tau \in T_3$ and $u_{d_1}^\tau = u_{d_2}^\tau$ for $\tau \in T_1 \cup T_2$, which yields $f_1^{\tau''}(t) > 0$ for any $t \in (0, \varepsilon_0) \cup (1 - \varepsilon_0, 1)$. Then $f_1^E(t)$ is strictly convex on $(0, \varepsilon_0) \cup (1 - \varepsilon_0, 1)$. □

**Proof of Theorem 1.7** We only prove Theorem 1.7(a). Theorem 1.7(b),(c) can be obtained by a similar analysis. If $\bigcup_{i=s}^j T_s = \emptyset$, Theorem 1.7(a) holds obviously. So we suppose $\bigcup_{i=s}^j T_s \neq \emptyset$. First we prove (a). Let $d_1$, $d_2$ be two Euclidean polyhedral metrics that share equal boundary value and $\phi_h$-curvature on the interior edges. It suffices to show that $d_1 = d_2$.

Let $a \in \mathbb{R}^n$ be the $\phi_h$-curvature of $d_1$, $d_2$ on interior edges, where each vector component of $a$ represents the $\phi_h$-curvature of an interior edge. Then

$$\tilde{W}^E(u) = W^E(u) - a \cdot u$$

is convex and $u_{d_1}$, $u_{d_2}$ are critical points of $\tilde{W}^E(u)$. Hence

$$\tilde{W}^E(tu_{d_1} + (1-t)u_{d_2}) = W^E(tu_{d_1} + (1-t)u_{d_2}) - a \cdot (tu_{d_1} + (1-t)u_{d_2})$$

is a constant. It follows that

$$f^E(t) = W^E(tu_{d_1} + (1-t)u_{d_2})$$

is a linear function if $u_{d_1} \neq u_{d_2}$. Combining with Lemma 5.1, we know that $u_{d_1} = u_{d_2}$. Recall that $f_1$ is a homeomorphic map to its image. Thus $l_{d_1} = l_{d_2}$. That means $d_1$ and $d_2$ are identical on the interior edges of $(S, T)$. Then we complete the proof. □

The following lemma is a classical result for cyclic polygons, which was first proved by Stanko [29].

**Lemma 5.2** Let $Q$ be a Euclidean, or hyperbolic, or spherical quadrilateral. Then $Q$ is cyclic if and only if the sum of opposite inner angles of $Q$ are equal.

**Proof of Corollary 1.8** Let $P$ be a Euclidean or hyperbolic cyclic polygon. By adding edges between appropriate pairs of vertices of $P$, it can be realized as a bordered triangulated surface, denoted as $(P, T)$, (see Fig. 2 for an example). Lemma 5.2 yields that $\psi_0(e) = 0$ for each interior edge $e$ of $(P, T)$. By Theorem 1.7 (a), (b), the result holds immediately. □

**Proof of Theorem 1.9** If $\bigcup_{i=1}^3 T_s = \emptyset$, Theorem 1.9 holds obviously. So we suppose that $\bigcup_{i=1}^3 T_s \neq \emptyset$. Let $d_1$ and $d_2$ be two hyperbolic polyhedral metrics that have the equal boundary value and $\phi_h$-curvature on the interior edges. It suffices to show that $d_1 = d_2$. Here we set $u_d = \gamma(l_d)$, where $\gamma$ is defined by (3.1). Denote the number of interior edges by $n$. Then we define a function $V^E : \gamma_h(\mathbb{R})^n \rightarrow \mathbb{R}$ by

$$V^E(u_d) = \sum_{s=1}^2 \sum_{\tau \in T_s} \tilde{G}_s^E(u_d).$$

Note that $(S, T)$ is stripped, which means $T_3 = \emptyset$. Hence, we obtain

$$\nabla V^E(u_d) = (\phi_h(e_1), \cdots, \phi_h(e_n)).$$
We denote \( b \in \mathbb{R}^n \) as the \( \phi_h \)-curvature of \( d_1, d_2 \) on interior edges. Then

\[
\nabla^E(u) = V^E(u) - b \cdot u
\]
is convex and \( u_{d_1}, u_{d_2} \) are critical points of \( V^E(u) \). By similar analysis as the proof of Theorem 1.7 we conclude that \( d_1 = d_2 \).

Let us introduce some similar notions before we prove Theorem 1.10. For each circle packing metric \( r \) on \( (S, T) \), denote \( p_r = (r(v_1), \ldots, r(v_n)) \) as the coordinate of \( r \) on all interior vertices \( \{v_j\}_{j=1}^n \) of \( (S, T) \). Suppose that \( \tau \) is a triangle in \( T \). We write the coordinate of radius assignment of interior vertices of \( \tau \) as \( q^\tau_r \), and set \( q^\tau_r = g(p^\tau_r) \). One can recall Sect. 4 for the definition of homeomorphism \( g \). For \( s = 1, 2, 3 \), we denote

\[
T_s = \{ \tau \in T \mid \text{#s vertices in } \tau \text{ are interior vertices} \}.
\]

Define a function \( U^E : g_h(\mathbb{R}^n)^{|\Omega|} \to \mathbb{R} \) by

\[
U^E(q_r) = \sum_{s=1}^3 \sum_{\tau \in T_s} C_s^E(q^\tau_r).
\]

Similarly, we can define \( U^H(q_r) \). Note that the triangulated surface is bordered. Hence \( T_1 \cup T_2 \neq \emptyset \). By Lemma 4.1, the following result is straightforward.

**Lemma 5.3** Function \( U^E(q_r), U^H(q_r) \) are strictly convex on \( g_h(\mathbb{R}^n)^{|\Omega|} \).

**Proof of Theorem 1.10** If all vertices are boundary vertices, Theorem 1.10 holds obviously. So we assume that \( \bigcup_{s=1}^3 T_s \neq \emptyset \). By the construction of \( U^E \) we obtain

\[
\nabla U^E(q_r) = \left( -\sum_{i=1}^{m_1} \int_{\pi/2} \tan^h(t/2) dt, \ldots, -\sum_{i=1}^{m_n} \int_{\pi/2} \tan^h(t/2) dt \right),
\]

where \( \theta^h_1, \ldots, \theta^h_m \) are all interior angles at vertex \( v_j \). Combining Lemmas 5.3 and 5.4, we obtain a homeomorphic map from the coordinate of \( r \) to its \( k_h \)-curvature. This map is injective, obviously. Therefore, if two Euclidean circle packing metrics have the equal \( k_h \)-curvature on the interior vertices, then there are equal on the interior vertices. This proves (a). The proof of (b) can be completed by using the same analysis to \( U^H(q_r) \).

The following lemma is an elementary result from analysis. We omit the proof here.

**Lemma 5.4** If \( \Omega \) is open convex in \( \mathbb{R}^n \) and \( W : \Omega \to \mathbb{R} \) is a smooth strictly convex function with positive definite Hessian matrix, then \( \nabla W : \Omega \to \mathbb{R}^n \) is a smooth embedding.

**Proof of Corollary 1.11** Let \( P \) be a triangle-type circle packing. There is a natural way to build the bordered triangulated surface \( (S, T)_P \) that isomorphic to the contact graph of \( P \). The vertex set of \( (S, T)_P \) is the set of centers of circles in \( P \), denote as \( V_P \). The edge set of \( (S, T)_P \) is the set of edges joining the centers of each pair of mutually tangent circles in \( P \). For any radius assignment \( R : V \to \mathbb{R}_+ \) of \( P \), one can induce a circle packing metric on \( (S, T)_P \) by \( r_R(v) = R(v) \) for \( v \in V_P \). Suppose \( R_1, R_2 \) are two radius assignments of \( P \) (keeping the contact graph of \( P \) unchanged) that equal on each boundary circle. Then \( r_{R_1}, r_{R_2} \) are two circle packing metrics on \( (S, T)_P \) having equal boundary value. Because \( P \) is a planar circle packing, \( (S, T)_P \) is a bordered triangulated surface on Euclidean plane. Recall that \( k_0(v) = 2\pi - \sum_{i=1}^m \theta_i \), where \( \theta_1, \ldots, \theta_i \) are inner angles at \( v \). Hence \( k_0 \)-curvature of \( r_{R_1}, r_{R_2} \) for each interior vertex of \( (S, T)_P \) equals to zero. By Theorem 1.10, we obtain \( r_{R_1} = r_{R_2} \). Thus \( R_1 = R_2 \). This completes the proof.
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Appendix A Some formulas in Trigonometry

This section is devoted to some results from trigonometry.

Proposition A.1 (Cosine law) Let $l_1$, $l_2$, $l_3$ be the edge lengths of a geometric triangle and $\theta_1$, $\theta_2$, $\theta_3$ be the opposite inner angles. Set $\{i, j, k\} = \{1, 2, 3\}$.

(a) In Euclidean geometry, we have

$$\cos \theta_i = \frac{-l_j^2 + l_i^2 + l_k^2}{2l_i l_k}, \quad 1 = \frac{\cos \theta_i + \cos \theta_j \cos \theta_k}{\cos \theta_j \cos \theta_k}.$$  

(b) In hyperbolic geometry, we have

$$\cosh l_i = \frac{-\cosh l_j + \cosh l_j \cosh l_k}{\sinh l_j \sinh l_k}, \quad \cosh l_i = \frac{\cos \theta_i + \cos \theta_j \cos \theta_k}{\sin \theta_j \sin \theta_k}.$$  

(c) In spherical geometry, we have

$$\cos \theta_i = \frac{\cos l_j - \cos l_j \cos l_k}{\sin l_j \sin l_k}, \quad \cos l_i = \frac{\cos \theta_i + \cos \theta_j \cos \theta_k}{\sin \theta_j \sin \theta_k}.$$  

Proposition A.2 (Tangent law) Let $l_1$, $l_2$, $l_3$ be three edges of a triangle and $\theta_1$, $\theta_2$, $\theta_3$ are the corresponding inner angles. Set

$$h_i = \cos \alpha_i \coth \frac{l_i}{2}, \quad h'_i = r_i \tan \frac{\theta_i}{2}, \quad s_i = \cos \alpha_i \cot \frac{l_i}{2}, \quad s'_i = \sinh r_i \tan \frac{\theta_i}{2},$$

where $i \in \{1, 2, 3\}$ and $\alpha_i = \frac{1}{2}(\theta_i - \theta_j - \theta_k)$, $r_i = \frac{1}{2}(l_j + l_k - l_i)$. Then $h_i$, $h'_i$ (resp. $s_i$, $s'_i$) are positive numbers independent of indices in hyperbolic (resp. spherical) geometry.

Appendix B Basic results about closed forms

In this section, we give a simple introduction to some results on differential forms and convex functions constructed by differential forms. One refers to [3, 21] for more background.

A differential 1-form $\omega = \sum_{i=1}^n f_i(x)dx_i$ is said to be continuous in an open set $U \subset \mathbb{R}^n$ if each $f_i(x)$ is continuous on $U$. A continuous 1-form is called closed if $\int_{\partial \gamma} \omega = 0$ for each piecewise $C^1$-smooth null homologous loop $\gamma$ in $U$.

Proposition B.1 Suppose $X$ is an open set in $\mathbb{R}^n$ and $A \subset X$ is an open subset bounded by a smooth $(n-1)$-dimensional submanifold in $X$. If $\omega = \sum_{i=1}^n f_i(x)dx_i$ is a continuous 1-form on $X$ such that $\omega|_A$ and $\omega|_{X-A}$ are closed where $A$ is the closure of $A$ in $X$, then $\omega$ is closed in $X$.

Proposition B.2 Suppose $X \subset \mathbb{R}^n$ is an open convex set and $A \subset X$ is an open subset of $X$ bounded by a codimension-1 real analytic submanifold in $X$. If $\omega = \sum_{i=1}^n f_i(x)dx_i$ is a continuous closed 1-form on $X$ such that $F(x) = \int_A^X \omega$ is locally convex in $A$ and in $X-A$, then $F(x)$ is convex in $X$.
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