Mitigating the effects of instrumental artifacts on source localizations
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Instrumental artifacts in gravitational-wave strain data can overlap with gravitational-wave detections and significantly impair the accuracy of the measured source localizations. These biases can prevent the detection of any electromagnetic counterparts to the detected gravitational wave. We present a method to mitigate the effect of instrumental artifacts on the measured source localization. This method uses inpainting techniques to remove data containing the instrumental artifact and then correcting for the data removal in the subsequent analysis of the data. We present a series of simulations using this method using a variety of signal classes and inpainting parameters which test the effectiveness of this method and identify potential limitations. We show that in the vast majority of scenarios, this method can robustly localize gravitational-wave signals even after removing portions of the data. We also demonstrate how an instrumental artifact can bias the measured source location and how this method can be used to mitigate this bias.

I. INTRODUCTION

Modern gravitational-wave (GW) detectors including Advanced LIGO [1], Advanced Virgo [2], and KAGRA [3] are increasingly sensitive to compact-binary coalescences (CBCs) [4–7]. Binary neutron star (BNS) and neutron star-black hole (NSBH) mergers are of particular interest [8–10] as they are known to produce a variety of transient electromagnetic (EM) signals across multiple wavebands. Relativistic jets from BNS mergers can be progenitors to short gamma-ray bursts (GRBs) [11, 12] which in turn cause afterglow radiation in X-ray, optical, and radio bands lasting from hours to years [13–17]. Ejected material from BNS mergers also produces kilonovae observable in the optical and near-infrared band for days to weeks [18–20]. EM followup campaigns are crucial for advancing the field of multi-messenger astrophysics [21]. These events have allowed us to test general relativity [22], characterize the nuclear equation of state [23] and the black hole population [24], and discover objects that challenge existing models for stellar evolution [25, 26].

In order for telescopes to observe EM radiation from BNS mergers, the GW detector network must triangulate and localize the GW source to produce a skymap [27, 28]. These skymaps tend to cover a large portion of the sky compared to most telescopes’ field of view [29]. This can make sources difficult to rapidly localize and make EM followup challenging to optimize[30–34]. Generating rapid and accurate skymaps is important for the success of EM followup campaigns and helps reveal useful astrophysical information about a GW event.

Skymap accuracy and other estimates of GW source parameters can be impaired by the presence of noise from instrumental artifacts in GW detectors [35–38]. One main class of instrumental artifact is “glitches,” which manifest as bursts of excess power [39–41]. Often, what causes these glitches is difficult to determine. They can be the result of either external environmental or internal instrumental interactions that alter the actual GW strain [42–45]. Glitches are particularly troublesome for multi-messenger observations, as they are more likely to overlap with GW events with a longer duration, such as BNS and NSBH mergers. This has already occurred seen in all previously-detected confident BNS and NSBH mergers [8–10]. As detection of GW events from CBC mergers becomes increasingly frequent, we expect to see more instances of glitches overlapping with GW signals.

There are multiple approaches one can use to address a glitch which overlaps a GW signal. In the case of GW170817, the effects of a glitch overlapping the signal were mitigated by applying a window function to remove the data containing the glitch [46, 47]. The glitch waveform was then later reconstructed using wavelets [48–50] that could be subtracted from the data [8]. Although modelling glitches has been successfully used in previous GW analyses [5–8], this method can be slow and ad hoc in nature, as we cannot always get an accurate glitch model. Different approaches are necessary to find a generalized solution that works rapidly for various types of glitches. There have already been efforts to address this issue using machine learning techniques [51, 52]. However, these algorithms must be tuned to specific waveforms and have only been tested for very short glitch durations.

When editing the recorded strain data to mitigate a glitch, care must be taken to minimize the potential biases the mitigation procedure introduces. Window functions such as the one used for GW170817 add a taper to the edges of the removed data to avoid introducing discontinuities. However, they can introduce excess power leakage from the spectral lines in the power spectral density (PSD) of the detector. An alternative to window functions is inpainting [56], where the effects of discontinuities are calculated and subtracted. The end result is a gate that only masks bad seconds of data and should have no effect on the data surrounding the inpainted hole.

Inpainting, however, is not without its limitations. When we inpaint a hole in GW data we lose informa-
tion about the amplitude and phase of a signal. This in turn biases the sky localization, although it is less noticeable when the inpainted duration is significantly less than the total signal. For larger inpainting widths, this can add a significant bias and make skymaps less useful for localizing sources. To ensure a skymap that is accurate and precise, we must correct for the effect of gating a portion of the signal.

To effectively mitigate glitches and reduce bias in our skymaps, we developed an algorithm to inpaint, reweight, and normalize the signal-to-noise ratio (SNR) time series of the signal. In this paper we explain the functionality of this new glitch mitigation method, the setup of our Python package, Python-based Skymap Localization with Inpainted Data Editor (pySLIDE), and the metrics we used to show how well it performs. Our work combines techniques to manage glitches into a simple and computationally efficient package, and rigorously tests how our methods perform. The goal is to recover the correct error and accuracy so that the skymap includes the signal and guides EM telescopes in the right direction. We determine that our method was able to recover a more accurate skymaps both in the case of simulated signals with and without a glitch for a variety of GW source parameters. Additionally, the package is computationally efficient and has a deterministic underlying formula with flexible input parameters.

In Section II A, we explain the relevant components of BAYESTAR sky localization. In II B, we go into the processes for calculating the SNR time series and obtaining results. In II C, we discuss the reweighting and normalizing technique we developed for this method. In II D, we touch on the setup of pySLIDE. In III A, we describe our tests of the method. In Sections IIIB and IIIC, we present our results and in Section IV we discuss important takeaways from this research.

II. SKYMAP COMPUTATION

A. BAYESTAR

We used the BAYESTAR [57] algorithm and the PyCBC search pipeline [58, 59] to create our sky localizations. BAYESTAR localizes GW sources using Bayesian inference instead of Markov chain Monte Carlo (MCMC) methods. It takes a likelihood function and a well-defined parameter space to rapidly infer the location of GW signals. Specifically, BAYESTAR requires information about the amplitude, the phase, and the relative time of arrival of the signal in all detectors.

The BAYESTAR likelihood for each point in the sky is marginalized over additional extrinsic parameters; coalescence phase, absolute time of arrival, distance, inclination angle, and polarization [57]:

\[
f(\text{RA, Dec}) \propto \int \cdots \int L_{BS} r^3 d\phi_c \, dr \, dt \, d\cos i \, d\psi
\]

The BAYESTAR likelihood can be further segmented into a term based only on the SNR of the signal in each detector and a term based on the relative time of arrival (TOA) in each detector [57],

\[
L_{BS} \propto L_{\text{SNR}} \times L_{\text{TOA}}
\]

\[
\propto \exp \left[ -\frac{1}{2} \sum_i \rho_i^2 + \sum_i \rho_i \Re \{ e^{-i\theta_i} z_i^*(\tau_i) \} \right]
\]
where $\rho_i$ is the SNR, $\theta_i$ is the phase, and $z_i(\tau_i)$ is the SNR time series of the maximum likelihood template for a given detector, $i$. The values for $\rho_i$ and $\theta_i$ are extracted from the SNR time series at the time of maximum SNR in each detector, $\tau_{i,max}$, by

$$
\rho_i = |z_i(\tau_{i,max})|
\theta_i = \arg \{ z_i(\tau_{i,max}) \}
$$

(3)

An additional normalization term is also included the likelihood, which is dependent on the PSD of each detector. The BAYESTAR likelihood, and hence the sky localization posterior, is entirely dependent on the provided SNR time series and the PSD. It is therefore these two products that we wish to modify as part of our glitch mitigation method.

**B. Signal parameters**

To evaluate these parameters for a gravitational-wave signal, we first use GWpy [60] to generate a PSD and get a matched filter from PyCBC [58] to run the waveform through the noisy data and calculate the SNR. The matched filter function for SNR time series $z(t)$ is given by a weighted inner product of the detector data $s$ and template $h(t)$. The SNR time series, $z(t)$, is written as [61]

$$
z(t) = \frac{(s|h)}{(h|h)^{1/2}}.
$$

(4)

The inner product $(s|h)$ is given by

$$
(s|h)(t) = 4 \int_{f_{low}}^{f_{high}} \tilde{s}(f)\tilde{h}^*(f) e^{2\pi if t} df
$$

(5)

with $S_n(f)$ as the PSD. This is similar to convolving the template against the overwhitened data. The real part of this SNR time series corresponds to a template that is lined up along the data and the imaginary part corresponding to a template that is 90 degrees out of phase. The amplitude of the phase of the SNR time series can be then extracted from he amplitude and phase of the corresponding complex SNR.

As described in the previous section, the amplitude of the SNR time series given by the matched filtering process is a key input into a sky localization for a GW signal. The other two parameters needed for a skymap are the time delay between each detector and the phase of the signal. We do not expect the presence of a glitch to bias the time delay measurements or the phase, so PySLIDE focuses on correcting the amplitude of the SNR time series.

Once the localization parameters are input into BAYESTAR, we can extract important information from the skymap it returns. Here we measure the credible regions and searched area to evaluate the performance of BAYESTAR. The credible region represents the cumulative sum of pixels in a given region. We are particularly interested in the 90 percent credible region, which contains 90 percent of pixels in the skymap. The smaller the area of this region, the more precise our skymap is. We also measure the total searched area, which is the smallest credible region containing the location of the source. A smaller total searched area corresponds to better accuracy.

**C. Inpainting and reweighting**

If a glitch is present in the data, the SNR time series described in the previous section may deviate from the expected in Gaussian noise. In order to correct for this potential bias, we remove the data containing a glitch using a technique called inpainting [56] and recalculate the SNR time series. The inpainting filter is designed such that the overwhitened, inpainted data is zeroed inside a time window of interest. An example of how inpainting affects both whitened and overwhitened data is shown in Figure 2. The removal of data ensures that any data quality issues present in the data do not bias the SNR time series. However, this data removal introduces its own bias. The benefit of inpainting lies in the fact that this bias is well known and can be corrected for in our analysis.

To correct for the bias of inpainting, we first calculate the expected loss in SNR from the inpainting procedure. The fraction of the SNR remaining after inpainting is given by [56]

$$
\lambda_{hole}(t_0, h) \approx \frac{|h_w|^2 \odot 1_{\text{valid}}(t_0)}{\sum t |h_w(t)|^2},
$$

(6)

where $t_0$ is the merger time, $h_w$ is the whitened waveform, and $1_{\text{valid}}$ returns zero for a data point in the inpainted hole and one otherwise. The equation convolves $h_w$ with $1_{\text{valid}}$, which we compute with a fast Fourier transform (FFT) as allowed by the convolution theorem. When we use Eq. (6) to calculate the normalization at each time, we can find the peak in the renormalized SNR time series $t_0$ by calculating the time of the maximum renormalized SNR.

After we inpaint and apply Equation 6, we multiply a normalization factor to the PSD and SNR time series using

$$
\tilde{z}(t) = z(t) \frac{\lambda(\tau_{i,max})}{\lambda(t)}
$$

(7)

$$
\tilde{S}_n(f) = S_n(f) \frac{\lambda(\tau_{i,max})}{\lambda(t)}.
$$

(8)

These new values are then used in BAYESTAR to recompute the skymap and obtain the credible region and searched areas for the renormalized time series.
When a portion of a signal is inpainted, we effectively decrease the sensitivity of our measurement. Renormalizing the PSD corrects the error for our BAYESTAR localization, and as a result we can avoid overestimating how much we know about the signal. If we inpaint a hole, we are losing information and the error should increase to account for that if we want the true source location to be included in the credible region of the skymap. This is different than restoring the SNR to where it was before removing data, which would bias our results in the other direction.

There are multiple advantages of using the reweighting method to renormalize the PSD. The algorithm can be used regardless of how much time is removed with inpainting and which waveform template we use, and it allows the user to configure these settings as inputs. Reweighting is also deterministic - the calculation is the same for any variation of the input parameters. It is also efficient to compute, typically taking less than a second. These benefits render this method conducive to rapid and accurate sky localization of GW events in real time, even in the presence of glitches.

D. PySLIDE Workflow

PySLIDE can apply and test the reweighting method to any number of signal injections, though there are diminishing returns when you get to about 500 injection runs. It creates a PyCondor [63] workflow that separates each task into jobs, which are then collected into a “Dag” [63] object to submit to a computing cluster.

There are several components of the package that create results and plot them. The first script applies the reweighting method to the SNR time series using injected signal parameters and a PSD. It creates a time series with the original data, inpaints a hole for a specified segment, and these results are plotted.
and corrects for the remaining SNR. The script outputs the SNR time series as an XML file to be fed into the BAYESTAR algorithm.

BAYESTAR returns a localization as a FITS file. Using this file, we run scripts to calculate the credible region of the true source location, the total searched area, the area of the 90 percent credible region, and the overlap of the reweighted and inpainted skymaps with the original skymap [64]. PySLIDE combines the results from all injection runs into one file and then that file is used for four different plotting scripts to visualize the final results. This process is computationally efficient and takes less time to run than similar methods. BAYESTAR localization contributed to the majority of the computation time.

The python package we developed can also be used to evaluate sky localization of candidates that are identified in real-time processing of gravitational wave data. Either automated tools or visual inspection of the data can quickly be used to identify any glitches that overlap identified signals. These glitches can then be mitigated with the inpainting methods discussed in this work and the skymap can be recomputed using the same waveform template that was used to identify the signal. If the new skymap is different from the skymap produced before any glitches were mitigated, this could indicate a bias in the original skymap.

III. TESTS WITH SIMULATED SIGNALS

A. Description of tests

To assess the performance of our reweighting algorithm, we simulated various CBC signals for testing. For the waveform template, we selected SEOB-NRv4-ROM [65] and filtered our simulated parameter list to include what we would expect to detect by applying an SNR threshold of 8. We varied the duration and offset of the gate from the merger time. We also ran our tests over different component masses corresponding to BNS, NSBH, and binary black hole (BBH) mergers. Table I lists the combinations of mass, inpainting window, and offset we tested in this work. Throughout the rest of this work, we refer to a specific combination of inpainting window and offset as “(inpainting window in seconds, offset in seconds).”

To run our tests, we inject the simulated signals into Gaussian noise colored to representative PSDs from the LIGO Hanford (H1) and Livingston (L1) detectors and get the original SNR time series. We then calculate the SNR time series when using the inpainting function alone, then when inpainting and reweighting. We create an XML file which is put into BAYESTAR to localize all three cases. To see how the method performs, we calculate the credible regions, searched area, the area of the 90 percent credible region, and the overlap for all injected signals.

| Masses $(M_0)$ | Mass 1 = 1.4 Mass 1 = 30 Mass 1 = 30 Mass 2 = 1.4 Mass 2 = 1.4 Mass 2 = 30 |
|----------------|-------------------------------------------------|
| Duration (s)   | 0.5, 1, 4 0.125, 0.5, 1 0.0625, 0.125, 0.5 |
| Offset (s)     | 0, -1, -32 0, -1, -4 0, -0.1, -0.25 |

TABLE I. Summary of the tests we ran for various GW signals. We tried combinations of three different durations and offsets specific to each set of component masses. This corresponds to 9 total combinations per class of signal.

B. Validation test results

To understand if the previously described method is accurately and precisely recovering the sky location of our injected signal, we focus on three metrics: the fraction of signals recovered within each credible region, the searched area, and the 90 percent credible area. Descriptions and results for each metric are explained later in this section. In this section, we focus on three example configurations of inpainting window, offset, and signal class. The complete results for all tested configuration combinations are presented in Appendix A.

The first metric we investigate is whether the expected fraction of injections are recovered within a specific credible region. This metric is often referred to as a “probability-probability” (P-P) plot, and shows the credible region of the true source location vs. the fraction of total simulated signals that fall there (Figure 3). These should match up, i.e. 90 percent of the signals we create end up in the 90 percent credible region of the skymap. On a P-P plot, this distribution is linear with a slope of one. Due to some complications including an internal fudge factor in BAYESTAR, our original data without the glitch lies above the diagonal when we use PyCBC. Additionally, whether the P-P plot lies on the one-to-one line depends on the component masses of our signal. We are accounting for these complications by normalizing the P-P plots by the original data for the simulated signals without a glitch. We are only comparing our results to the original data and the ideal credible region will be a one-to-one plot. Credible regions that lie above the line are overestimating error in the skymap, and regions under the line are underestimating error.

From Figure 3, we see that inpainting a hole in the data will bias the skymap and report an incorrect error. When we reweight the SNR time series, correctly sized credible regions are recovered and the skymap is more likely to return a localization that contains the source. How well reweighting corrects inpainting bias depends on the duration, offset, and signal type. For the BBH signals, Figure 3 shows an extreme case where the inpainted hole was centered on the merger and was a large portion of the signal length. This indicates that when we lose almost all information about the signal, the error increases accordingly to reflect that there is limited information we can extract about the signal. For the BNS case, when the inpainted hole is offset from the merger reweighting is able to get the credible regions closer to the original data.
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FIG. 3. P-P plot for three sets of simulations showing the distribution of the credible region returned by BAYESTAR of each injection’s true source location. Shown is the distribution when the data is only inpainted (orange) and when the data is both inpainted and reweighted (green). The distributions are normalized by the measured distribution when no mitigation is used. The dotted line and the shaded regions show the expected distribution and the 1-, 2-, and 3-σ uncertainties in the expected distribution. The (window size, offset from merger) for each test are shown in the upper left while the signal type is shown on the bottom right. For the leftmost panel with BBH distribution, we can see that inpainting significantly biases the P-P plot. After reweighting we see that the error improves. For the BNS distribution in the middle, inpainting similarly biases the results but it is not as large of an effect. The NSBH distribution on the right does not show as drastic of a change, but gets an accurate error recovery.

To check if the skymap shows an accurate credible region, we create a histogram of the total searched area, as shown in Figure 4. The searched area is the area of the smallest credible region containing the true source location. Ideally, the cumulative fraction drops off faster as the searched area increases. This demonstrates that the resulting skymap predicts the source location to be in a lower credible region. For each signal and gate type, the amount of accuracy recovered after reweighting varies. Figure 4 shows that for these various signals and gates, the searched area is closer to the original and accuracy does improve after reweighting. Although we would ideally recover the original searched area distribution after both inpainting and reweighting, it is expected that we would still have larger searched area due to the loss of information that inpainting introduces. This information loss naturally leads to less accurate sky maps. However, the inpainting and reweighted maps are more accurate than when only inpainting.

To evaluate the precision of the sky maps produced with each method, we consider the area of the 90 percent credible region, as shown in Figure 5. The 90 percent credible region is the area of the smallest credible region containing 90 percent of the posterior probability. It is common for this credible region to be used to set the maximum area that is surveyed in electromagnetic follow up studies (see e.g., [66] and references therein), making this a particularly important quantity. For the cases plotted in Figure 5, the reweighting process generally causes the 90 percent area to increase. For the BBH signals, the 90 percent area blows up and indicates that we cannot recover a precise location when so much information is lost about the signal. For the BNS signals, the 90 percent area increases but not a significant amount. For NSBH signals, the 90 percent area remains the same after the reweighting process. The increase in the 90 per-
cent area can be understood as accounting for the loss of information due to inpainting and is therefore expected.

C. Data with a glitch

In the previous section, all tests were conducted using colored Gaussian noise. Data that is consistent with Gaussian noise would not benefit from the application of this method, meaning that these tests also show less accurate and less precise results after inpainting and reweighting. In order to demonstrate how this method can lead to improved estimates of the sky localization of signals, we introduce a simulated glitch on top of our signals and repeat the same studies for one choice of inpainting configuration. We simulate a BBH merger with 10 $M_\odot$ component masses and add a sine-Gaussian burst with a frequency of 80 Hz on top of the injected signal. We then excise the glitch using the same inpainting and reweighting methods. We also calculate the same statistics when no glitch is included for comparison purposes. The results of this test are shown in Figure 6.

When including a glitch, we find that inpainting and reweighting is both more precise and accurate than inpainting alone and leads to greatly improved sky localizations compared to no mitigation at all. For the P-P panel (left) in Figure 6, we see that the glitch significant biases the error estimate in BAYESTAR. Inpainting corrects for some of the error, and reweighting leads to an even more accurate estimate than inpainting. The searched area panel (center) displays a similar behavior. We see that a glitch biases the accuracy of the skymap in the original data, and it is recovered best by reweighting. After inpainting and reweighting, the searched area distribution is consistent with the result for no glitch and no mitigation. The area of the 90 percent credible region (right) shows the inpainted and reweighted histograms are quite close, but larger than the original data with or without the glitch included. As previously mentioned, this behavior is expected due to the information loss from inpainting.

IV. CONCLUSIONS

As the presence of noise transients may bias parameter estimation for GW signals, robust mitigation methods are needed to address any identified data quality issues.
FIG. 5. Histogram showing the area of the 90 percent credible region on the skymap, which we use to roughly estimate the precision of our measurement. The (window size, offset from merger) for each test are shown in the upper left while the signal type is shown on the bottom right. We can see that the distribution of the 90 percent areas includes significantly larger values, particularly in the BBH signal where we have removed a large portion of the data and know less about our signal. For the BNS merger in the middle, the 90 percent credible region only increases slightly, and is roughly the same in the right panel with the NSBH merger.

This is particularly important for low latency applications, where trustworthy information is needed as quick as possible. In this work we have presented a solution to this challenge for localizing the source of an identified gravitational-wave signal. Although it is difficult to know if a specific glitch leads to a bias in the localization of a signal, we have shown that our method can quickly produce sky maps that are known to unbiased in a variety of scenarios.

The reweighting method discussed in this work is shown to be particularly helpful when significant portions of the signal need to be inpainted due to a glitch as removing data via the inpainting process (or other similar methods) contributes its own bias. This was a noticeable effect even with a gate of 64 ms (less than a tenth of a second) that we used on the tests shown previously. Other tests we conducted show the same bias for larger gate widths that could be necessary for certain types of observed glitches such as slow-scattering [67]. We therefore expect PySLIDE to lead to significant improvements in the sky localization in these scenarios as compared to previously utilized methods.

Although useful in a wide variety of situations, we did identify a number of limitations of this method. In cases where the excised data includes the time of merger, we find that the produced sky maps are biased, likely due to some of the assumptions made about the relationship between the SNR and the sky localization accuracy. This may be possible to mitigate by accounting for the change in signal bandwidth after inpainting; we reserve this investigation for future works. We also note that in cases where large portions of the signal are removed by inpainting, there are less benefits of using this method as opposed to simply excluding the impacted detector from the analysis entirely. While this method is still applicable, excluding a detector is both more straightforward and guaranteed to not introduce biases in the sky localization.

In further observing runs we expect the sensitivity of the detectors to increase and to detect more events. If the data quality in these runs is similar to past runs, this means that it is more likely there will be instances of glitches overlapping signals from BNS mergers. The method presented here can easily handle these types of noise transients, and is particularly useful compared to other methods when long gates are necessary. Future
work will involve packaging this method into a tool that can be used in low latency, and exploring how we can investigate the source of the previously outlined limitations of the reweighting method.

For upcoming observing runs, it is imperative that we have a way to mitigate instrumental artifacts in the detector instantaneously. Quick and reliable sky localization of GW signals will help facilitate additional multimessenger detections. Our method provides a way to maximize the efficiency of these complex searches and strive towards reliable and useful information even in the presence of noise artifacts.

ACKNOWLEDGEMENTS

The authors thank the other participants and mentors in the LIGO Caltech REU program for productive discussions and support. We thank Ronaldas Macas for their comments during internal review of this manuscript. This work is supported by National Science Foundation grant PHY-1852081 as part of the LIGO Caltech REU program.

This material is based upon work supported by NSF’s LIGO Laboratory which is a major facility fully funded by the National Science Foundation. LIGO was constructed by the California Institute of Technology and Massachusetts Institute of Technology with funding from the National Science Foundation, and operates under cooperative agreement PHY-1764464. Advanced LIGO was built under award PHY-0823459. The authors are grateful for computational resources provided by the LIGO Laboratory and supported by National Science Foundation Grants PHY-0757058 and PHY-0823459. This work carries LIGO document number P2200195.

Appendix A: Complete results

For each choices of masses, we completed 9 sets of 200 injections with varying inpainting window sizes and offsets from the time of merger. In this appendix, we...
present results for all of these analyses and discuss the effectiveness of limitations of this method. The specific masses, windows, and offsets for these analyses are listed in Table I.

The cumulative fraction of events identified at each credible interval for all tests is shown in Figure 7. As is done in the body of this paper, we normalize the plotted distribution based on the value with no mitigation to account for any biases inherent to BAYESTAR. The majority of configurations have results consistent with the expected one-to-one line. However, there are both specific configurations that depart from this line, as well as general trends for each signal class. The cases with the largest departures are when the inpainting window directly overlaps the signal’s time of merger. These differences are especially larger in the NSBH case. The BNS results also show a systematic overestimation of the error in cases when the inpainting has a non-trivial impact on the result. However, these differences are small compared to the “merger overlap” scenario.

Our results for how the 90 percent credible region is affected by this method are shown in Figure 9. We find that, in general, we are able to recover the same level of accuracy with our inpainted and reweighted results as the original analysis. However, there are notable exceptions for all three signal classes. Similar to the previous Figure, these exceptions correspond to cases when large amounts of data are inpainted directly overlapping the signal’s time of merger. Our results for how the 90 percent credible region is affected by this method are shown in Figure 8. For this statistic, the results show a continuum from almost perfect agreement with the original analysis to order of magnitude increases in the 90 percent credible area. This behavior is expected from this method; when the data is inpainted, the loss of information should increase the error region. This increase in area of the 90 percent region is, in general, correctly representing the amount of information loss. This figure should be cross-referenced with Figure 7 to understand if the reported errors are logically consistent.

Overall, we find that in cases when the inpainting window does not directly overlap the signal’s time of merger, the method presented in this work generates skymaps that are bias free. Cases where the inpainting window overlaps the time of merger do show some biases. This is likely due to this method assuming that the information contained in each data segment relevant for sky localization is proportional to the SNR of the signal in that time window. However, the bandwidth of the signal also plays a subdominant role. This assumption is less valid for time periods overlapping the time of merger, where the signal rapidly increases in frequency. Despite this limitation, this method may still be beneficial in these cases, as is also known that the presence of a glitch at this time introduces the largest potential biases in the sky localization and other parameters [35, 36].

An additional consideration is if the data is informative after inpainting. Although we show that the skymaps produced by this method are logically consistent after removing large portions of the signal, this scenario is similar to simply excluding the effected detector from the analysis. Excluding a detector is simpler than this method and should not introduce biases. We therefore recommend that this approach be used in cases when the majority of the signal SNR would be removed by inpainting.
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