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ABSTRACT

Existing deep active learning algorithms achieve impressive sampling efficiency on natural language processing tasks. However, they exhibit several weaknesses in practice, including (a) inability to use uncertainty sampling with black-box models, (b) lack of robustness to noise in labeling, (c) lack of transparency. In response, we propose a transparent batch active sampling framework by estimating the error decay curves of multiple feature-defined subsets of the data.

Experiments on four named entity recognition (NER) tasks demonstrate that the proposed methods significantly outperform diversification-based methods for black-box NER taggers and can make the sampling process more robust to labeling noise when combined with uncertainty-based methods. Furthermore, the analysis of experimental results sheds light on the weaknesses of different active sampling strategies, and when traditional uncertainty-based or diversification-based methods can be expected to work well.
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1 Introduction

Deep neural networks achieve state-of-the-art results on many tasks, especially when a large amount of training data is available. Their success highlights the challenges of reducing the cost of label collection on a large scale.

Active learning can be used to select data samples that will most benefit a predictor’s training, reducing the amount of labeled data needed without hurting the predictor’s accuracy. The effectiveness of uncertainty and disagreement-based active learning methods have been demonstrated on several datasets for simpler predictors [1, 2], and more recently also for deep learning predictors [3, 4, 5].

Nevertheless, random sampling is still the most popular method to build new datasets in many domains, e.g., natural language processing [6]. This is due to many practical issues on the deployment of uncertainty-based active sampling [7, 8], including its limited applicability, robustness, and transparency.

Applicability: Uncertainty sampling selects the samples with the lowest prediction confidence of a predictor and collects their labels. However, the prediction uncertainty might be hard to estimate for some complicated models. For example, a relation extraction system is often a pipeline including named entity extraction, entity linking, and sentence classification. Combining the uncertainty of different components is difficult and usually relies on ad-hoc approaches [9]. Another common case is that state-of-the-art commercial software packages or online services might only provide final predictions (i.e., a black-box predictor) [10]. Our first research question is whether a general active learning method can be based only on the prediction from such black-box predictors.

1In this work, we view disagreement scores as a kind of uncertainty estimation to simplify our discussion.
Robustness: Uncertainty sampling assumes the labels of uncertain examples are the most informative training data. However, the strategy might keep selecting outliers or ambiguous examples for annotators due to their low confidence scores. This selection bias often introduces substantial labeling noise into the dataset. In fact, outlier detection methods often improve the prediction performance by adopting the exactly opposite sample selection strategy compared with uncertainty sampling. It is usually hard to distinguish an informative training data from a misleading outlier, and adopting uncertainty sampling blindly might yield much worse performance than random sampling in practice. Our second research question is whether a general active learning method can be robust to labeling noise without relying on prior knowledge.

Transparency: Active sampling introduces a sampling bias, but we often know little about its effects on the performance in different aspects. This lack of transparency causes many practical issues. Not understanding why an active learning method works well in a dataset, we have few insights about whether the sampling method will work for another similar dataset well enough to compensate the effort of trying active learning, whether the deep predictors will perform worse in some crucial aspects/classes, whether the selection will emphasize undesirable biases (e.g., on a person’s race), and whether the sampling efficiency improvement will vanish in a long run or after switching our deep predictor for uncertainty estimation.

Furthermore, practitioners need to choose a sampling method for a new task and a given deep predictor before collecting labels (e.g., use random, uncertainty, diversification sampling, or combination of the above). Existing deep active learning studies usually focus on prediction performance improvement without exploring why and how much the gain depends on the predictor’s specific ways of modeling feature interaction. The lack of such insights makes the choice extremely difficult. Thus, our third research question is whether we can have a general analysis tool to provide insights into when and why each active sampling works and forecast the potential benefits in different aspects based on a small number of existing labels.

To answer the research questions, we first illustrate 3 kinds of samples in Figure 1. The blue triangle nodes are easy samples, which means their prediction errors are low and stay almost identical if we collect more such labels. The pink square nodes represent the samples with noisy labels, which means their prediction errors or uncertainties are high but reduced slowly as more labels are seen. To select the informative samples like orange diamond nodes, we propose a batch active learning framework that maximizes the error reduction of each sample batch.

In this framework, we propose 3 sampling methods. When we cannot access the uncertainty of the deep predictor but labels of a validation dataset are available, we cluster the samples and predict the validation error reduction on each cluster as shown in Figure 2. The first method is called error decay on groups (EDG). Without a validation dataset, the second method approximates the error decay using prediction changes on groups. Finally, if uncertainty is available, we model the uncertainty reduction of each sample. In the method section, we will describe the first method in details and view the second and third methods as its extensions and denote them as EDG_ext1 and EDG_ext2, respectively.

Analyzing error decay on clusters results in many practical benefits. For example, we can model the error decay using only model prediction, the noisy samples will not be selected due to its low error decay, the strategy of our active
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Figure 2: The uncertainty sampling for a black-box predictor is hard to interpret. Our proposed framework predicts the reduction of error/uncertainty on clusters of samples, optionally with the help of validation data. The resulting strategies provide a more direct explanation of the choices made by batch active learning.
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Table 1: Comparison between different sampling approaches. We compare the transparency (i.e., interpretable strategy), robustness to labeling noise, the required output from the predictor, whether the validation data is required, and the cost reduction of collecting clean labels. US means uncertainty sampling (including disagreement-based sampling), Rnd means random sampling, and Div means diversification-based sampling. Med, pred, and prob means medium, predictor prediction, and prediction probability, respectively. In black-box models, only predictions of the predictor are available. The ideal properties are highlighted in the table.

| Interpretability | EDG _ext1 _ext2 | Classic US (+ Div) | Rnd/Div |
|-----------------|-----------------|-------------------|---------|
| Interpretable   | Yes             | Yes               | No      | Yes    |
| Robustness to Noise | High           | Med               | Med     | Low    |
| Output Required | Pred            | Pred              | Prob    | None   |
| Validation Required | Yes             | No                | No      | No     |
| Label Cost Reduction | Med             | Med               | High    | High   |

Figure 2: The uncertainty sampling for a black-box predictor is hard to interpret. Our proposed framework predicts the reduction of error/uncertainty on clusters of samples, optionally with the help of validation data. The resulting strategies provide a more direct explanation of the choices made by batch active learning.
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The proposed framework is generally applicable to any classification and sequential tagging problems. In the experiments, we focus on named entity recognition (NER) problems where our independence assumption is famously violated to comprehensively evaluate the pros and cons of the proposed methods. We summarize our results in Table 1 which indicate that our framework provides novel ways to trading partial sampling efficiency gain for better applicability, robustness, and transparency.

1.1 Summary of Main Contributions

1. We propose a novel active learning method, EDG, which models validation error decay curves on clusters of samples. We extend the method by replacing validation error decay with prediction difference decay or uncertainty decay to avoid the reliance of validation data. This demonstrates the flexibility of EDG framework.
2. In one synthetic and three real-world NER datasets, we show that EDG significantly outperforms the diversification baseline for the black-box model with or without the help of validation data. This demonstrates the effectiveness and applicability of EDG framework.
3. Modeling the error decay on clusters can be used as an analysis tool for arbitrary active learning methods. The experimental results show that no single method always wins and the proposed analysis tool provides intuitions of why and guidelines of when to select which method. This demonstrates the transparency of EDG framework.
4. We propose a new evaluation method based on pseudo labels. The method allows us to test active learning methods on a large sampling pool and test their robustness to systematic labeling noise.
5. In the experiments on pseudo labels and synthetic dataset, we show that combining EDG with state-of-the-art uncertainty sampling methods (i.e., choosing the samples with the highest uncertainty decay rather than uncertainty) improves the sampling efficiency in the appearance of systematic labeling noise, random labeling noise, and model change. This demonstrates the robustness of EDG framework.
2 Related Work

Several studies aim at making active learning more practical [7]. For example, Phillips, Chang, and Friedler [13] extend the techniques of interpreting a classifier’s prediction to explain the active sampling process, but still rely on the uncertainty estimation of classic machine learning models. Bloodgood and Vijay-Shanker [14] survey and propose stopping criteria based on overall error decay. Instead, we propose novel active sampling by modeling error decay on groups of samples.

Recently, active learning on black-box models has attracted research attention due to practical needs. Wang, Chiticariu, and Li [10] focus on improving a black-box semantic role labeling model using another neural network with low transparency. Rubens et al. [15] propose estimating the variance of prediction of a black-box regressor, which is computationally prohibitive unless applied to simple models such as a linear regressor.

Some approaches, such as Dasgupta [16], cluster input features and diversify samples by choosing them from different clusters, without considering information from the predictors being trained, and often showing only limited improvements in sampling efficiency. Recent approaches [1,17,18,19] have combined uncertainty and diversification (e.g., by multiplying the informativeness score and representativeness score together). By directly modeling the error reduction, our proposed approaches naturally balance the two criteria without relying model uncertainty estimation, which makes our methods robust to labeling noise and applicable to black-box models.

Another direction for deep active learning is to learn an error reduction predictor or a sample selector. However, the selection model is either only applicable to a simple model like naïve Bayes [20,21], or requires a large amount of data to train a complicated predictor or selector. The training data for the non-transparent selection model usually needs to come from a similar task. For instance, they could be images with different labels for image classification, other users for recommendation, or another language for NER [22,23,19]. Although transferring the error reduction predictor between different types of datasets is possible [24], it is unclear on which dataset pairs such a transfer could work.

3 Method

The main goal of batch active learning is to reduce the error $E(C, D_U)$ of a classifier or tagger $C$ on an unseen testing dataset $D_U$ after labeling a fixed number of samples. To simplify the explanation, we first assume that testing error could be well-approximated by validation error and the methods without requiring validation data will be described later as its extensions.

Based on external datasets, previous work maximizes the error reduction by modeling interactions between various types of features such as uncertainty estimation, input features, and the state of the sampling process [24,22,23,19]. In order not to rely on a large external dataset, we first cluster samples based on each feature $f$ into multiple groups, and assume that the validation error of the samples in each group only depends on the number of annotated samples in the same group. Then, estimating the error reduction is decomposed into simple one-dimensional regression problems which can be done by observing only a few pairs of validation errors and its corresponding number of samples.

Specifically, the testing error $E(C, D_U)$ could be partitioned using the sample groups as:

$$E(C, D_U) = \sum_{s_i \in D_U} \sum_{j=1}^{J_f} P(g_j^f | s_i) \sum_{l=1}^{|s_i|} \mathbb{1}(y_{il} \neq \hat{y}_{il}^C),$$

where $C$ is the current predictor, $s_i$ is a sample in the testing data $D_U$, $J_f$ is the number of groups discovered using feature $f$, $P(g_j^f | s_i)$ is the probability that the sample $s_i$ belongs to the $j$th group $g_j^f$, and $P(g_j^f | s_i)$ could be an indicator function $\mathbb{1}(s_i \in g_j^f)$ if a hard clustering method is used. $\sum_{l=1}^{|s_i|} \mathbb{1}(y_{il} \neq \hat{y}_{il}^C)$ is the error of sample $s_i$ using predictor $C$. If every sample is a sentence, $|s_i|$ is the length of the sentence, $y_{il}$ is the ground-truth tag for the $l$th token in the sentence $s_i$, $\hat{y}_{il}^C$ is the tag predicted by the predictor $C$.

By assuming that the error of sample $s_i$ could be approximated by the estimated average error of its groups $\hat{E}(g_j^f, C)$ (i.e., $\sum_{l=1}^{|s_i|} \mathbb{1}(y_{il} \neq \hat{y}_{il}^C) \approx \hat{E}(g_j^f, C)|s_i|$), we estimate the overall error as:

$$\hat{E}(C, D_U) = \sum_{j=1}^{J_f} \hat{E}(g_j^f, C)m(g_j^f, D_U),$$

where $m(g_j^f, D_U) = \sum_{s_i \in D_U} P(g_j^f | s_i)|s_i|$ could be viewed as the number of times group $g_j^f$ appears in $D_U$. 
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3.1 Error Decay Modeling

Since it is undesirable to retrain neural networks many times to get the training data for building a complicated and uninterpretable model, we assume that the error of predictor $C_T$, on $j$th group $E(g_j^T, C_T)$ is a one-dimensional function $e(n)$, where $n = m(g_j^T, T_i)$ is the number of times group $g_j^T$ appears in the training data $T_i$ after $t$th batch is collected, and further constrain the class of decay functions $e(n)$ using prior knowledge of the tasks.

The error decay rate of many tasks has been shown theoretically and empirically to be $1/n^k$ \cite{25} and $k$ is typically between 0.5 and 2 \cite{26}, so we model the error decay $\hat{E}(g_j^T, C_T) = e(m(g_j^T, T_i))$ for NER by a fractional polynomial (see the discussion in supplementary material D):

$$e(n) = a_0, n^{0.5} + \frac{a_k}{(a_0 \cdot n)^k}, \quad (3)$$

where $a_{0,5}, a_{0,3}, b_j$, and $c_j$ are parameters to be optimized and we constrain these parameters to be non-negative.

The parameters $a_{0,5}, a_{0,3}, b_j$, and $c_j$ are estimated by solving

$$\arg \min_{\{a_{0,3}, a_{0,5}, b_j, c_j\} \in \mathbb{R}_{\geq 0}^4} \sum_{j=1}^{J^f} w_j \sum_{t=1}^{t_m} v_{tj} \left(\frac{E_j^f(C_T, D_V)}{m(g_j^T, D_V)} - \frac{E_j^f(C_T, D_V)}{m(g_j^T, D_V)}\right)^2, \quad (4)$$

where $t_m$ is the number of annotated batches, $E_j^f(C_T, D_V) = \sum_{s_i \in D_V} P(g_j^T | s_i) \sum_{t} \mathbb{I}(y_{it} \neq y^C_T)$ is the average error of $j$th group in validation dataset $D_V$, $w_j$ and $v_{tj}$ are constant weights (see supplementary material G for details of setting the weights), and $M = 2J^f + 5$ is the number of parameters.

For all the NER datasets we tested, we found that it is reasonable to assume that the ratios between terms are shared across all the groups. Due to the small number of parameters, error decay curves could be modeled by retraining deep neural networks only a few times ($t_m = 5$ when selecting the first batch in our experiments).

3.2 Query Batch Selection

Modeling the error decay on each cluster based on different features could be used as an analysis tool to increase the transparency of existing active learning methods. Such an analysis reveals the weaknesses (i.e., the groups of samples with high validation error) of the current tagger and allows us to estimate the number of samples that need to be collected to reach a desirable error rate.

We propose a novel active learning method to actively address the fixable weaknesses of the tagger discovered by the analysis tool. When a single feature $f$ is used, we select the next batch $B$ by maximizing

$$H^f(B \cup T) = -\sum_{j} e\left(m(g_j^T, B \cup T)\right) m(g_j^T, D_A), \quad (5)$$

where $T$ is the collected training data, and $D_A$ is the union of the pool of candidate sample, training data $T$, and validation data $D_V$, which are used to approximate group occurrence statistics in the testing data $D_U$. Notice that we use $e(m(g_j^T, B \cup T))$ to approximate $\hat{E}(g_j^T, C_B, T)$, so we prevent retraining the predictor $C$ within each batch selection.

**Proposition 1.** Suppose that $\hat{E}(g_j^T, C_T)$ is a twice differentiable, non-increasing, and convex function with respect to $m(g_j^T, T_i)$ for all $j$, then $H^f(T)$ is non-decreasing and submodular.

The convexity of $\hat{E}(g_j^T, C_T)$ is a reasonable assumption because the error usually decays at a slower rate as more samples are collected. Since selecting more samples only decreases the value of adding other samples, $H^f(T)$ is submodular (See supplementary material E for a rigorous proof).

Finding the optimal $B$ in (5) is NP-complete because the set cover problem can be reduced to this optimization problem \cite{27}, but the submodularity implies that a greedy algorithm could achieve $1 - 1/e$ approximation, which is the best possible approximation for a polynomial time algorithm (up to a constant factor) \cite{28, 29}.

When performing multiple clustering based on different features $f$, we select the next sample in the batch as:
\[
\arg\max_{s_i} \left( \frac{\prod_{j=1}^{F} \left( H^f_i (s_i \cup T) - H^f_i (T) \right)}{|s_i|} + \epsilon \right)^{\frac{1}{2}},
\]

where \( \epsilon \) is a small smoothness term. We normalize the error reduction \( H^f_i (s_i \cup T) - H^f_i (T) \) by the sentence length to avoid the bias of selecting longer sentences as done in previous work [1,4]. After annotators label the whole batch, we retrain the tagger model and update the error decay prediction by solving (4) before selecting the next batch.

Notice that (6) naturally balances the informativeness and representativeness. From the informativeness perspective, the sample without error decay won’t be selected. From the representativeness and diversification perspective, we will decrease the value of choosing a sample in a batch after the samples in the same clusters are selected.

### 4 Method Extensions

For some applications, a validation set is not large enough to be used to model the error decay curves, and our independent assumption might be too strong. To address this concern, we also test two extensions of our method.

#### 4.1 Prediction Difference Decay

We replace the ground truth labels in (4) with the prediction \( \hat{y}_{i,C_{T_{1:m}}} \) based on the current training data. That is, our sampling method computes the difference between the current prediction and the previous predictions \( C_{T_1}, ..., C_{T_{m-1}} \) in each group and models the decay of the difference to maximize convergence rate of predictions. We denote the method as EDG_ext1 in our experiment.

#### 4.2 Uncertainty or Disagreement Decay

When the uncertainty or disagreement information is available, we can model their decay and choose the sentences with highest uncertainty decay rather than highest uncertainty. To avoid making the independence assumption, we skip the clustering step and assume that future uncertainty decay is proportional to previous uncertainty decay, and set the score of \( i \)th sentence to be

\[
\min(\max(u_{i,m} - u_{i,m}^p, 0), u_{i,m}^p),
\]

where \( u_{i,m}^p \) is the current uncertainty of \( i \)th sentence, and \( u_{i,m} \) is its previous uncertainty. Notice that we take the minimum between the difference and \( u_{i,m}^p \) to ensure that the predicted future uncertainty is always non-negative. The method is denoted as EDG_ext2 in our experiment.

### 5 Experimental Setup

Named entity recognition (NER) problems are often used as a benchmark to evaluate (deep) active learning methods [1, 4, 5] because they are the foundation for many information extraction tasks, and acquiring tags for each token requires a large amount of human effort.

Unless otherwise stated, we use a four-layer convolutional neural network (CNN) as our tagger [29]. We use the published hyper-parameters for real-world datasets, and simplify the tagger in the synthetic data to decrease the standard deviation of the micro-F1 scores.

#### 5.1 Sampling Strategies

We compare the following sampling methods:

- **Random (RND):** We select sentences randomly with uniform probability.
- **Error Decay on Groups (EDG):** This is our method where we optimize Equation (6) using validation data.
- **EDG_ext1 (w/o Val):** As described in the previous section, we replace the validation error in EDG with the prediction difference.
- **Maximum Normalized Log-Probability (US):** We use the least confidence sampling [30]. This variant of uncertainty sampling has been shown to be very effective in NER tasks [4].

\(^2\)We choose to test the methods on CNN because Strubell et al. [29] showed that CNN can achieve performance which is close to the state of the art while being much more efficient than BiLSTM-CRF.
• Maximum Normalized Log-Probability with Diversification (US + Div): We diversify uncertain samples based on sentence embeddings (i.e., the average embedding of its words) [17, 4].
• Diversification (Div): We use the same algorithm as US + Div, except that all samples are equally uncertain.
• US + Div + EDG_ext2: The same algorithm as US + Div except uncertainty scores are replaced with their difference in Equation (7).
• Bayesian Active Learning by Disagreement (BALD): Disagreement between forward passes with different dropout [3].
• BALD + EDG_ext2: Disagreement scores are replaced with their difference in Equation (7).

5.2 Simulation on Gold Labels

This is one of the most widely used setups to evaluate active learning methods. We compare the performances of the NER tagger that are trained on different training data subsets chosen by different methods. In the supplementary material C, we also compare the performances of applying different active learning methods to BiLSTM-CRF models.

5.2.1 Synthetic dataset

We synthesize a dataset with 100 words; each word could be tagged as one of four entity types or none (not an entity). There are three categories of words. The first category consists of half of the words which are always tagged as none. This setup reflects the fact that a substantial amount of words such as verbs are almost always tagged as none in NER tasks. One-fourth of the words belong to the second category where every word mention has the equal probability of being tagged as one of the entity types or none. In real-word NER tasks, the noisy label assignment might be caused by inherently ambiguous or difficult words. The remaining 25 words are in the third category where the labels are predictable and depend on the other context words (See supplementary material H.1 for more details). In this dataset, each word is a group in our method.

5.2.2 Real-world datasets

We test the active sampling methods on CoNLL 2003 English NER [31], NCBI disease [32], and MedMentions [33] datasets. For MedMentions, we remove highly generic types and only consider the remaining 19 important types as Greenberg et al. [34] did and call this subset MedMentions ST19.

In all the three datasets, the first 30,000 tokens are from randomly sampled sentences. To model error decay, we start from 10,000 tokens and retrain the tagger whenever 5,000 new tokens are added. When evaluating the sampling methods, we start from 30,000 tokens, using a batch size of 10,000. The details on how to cluster samples are provided in the supplementary material F.

5.3 Simulation on Pseudo Labels

In practice, we often observe systematic noise from annotators. The noise could come from some inherently difficult/ambiguous cases in the task or from incapable workers in the crowdsourcing platforms. Thus, we propose a novel evaluation method to test the robustness of different sampling methods in the presence of such noise.

As shown in Figure 3, we first train a high-quality tagger using all the training data and use it to tag a large sampling pool. Then, different active learning methods are used to optimize the tagger trained on these pseudo labels. The micro-F1 is measured by comparing the tagger’s prediction with pseudo labels or gold labels on unseen sentences. The evaluation method also allows us to perform sampling on a much larger sampling pool which is usually used in the actual deployment of active learning methods.

We also evaluate sampling methods on two practical variations of the above setting. When collecting gold labels for biomedical NER, annotators often tag the whole abstract at a time, which can only be tested using a large sampling pool. In addition, we use the data collected for optimizing a CNN to train BiLSTM-CRF models, which can be used to test the robustness of active learning methods after switching tagger models [8].

6 Results and Analysis

In Figure 4, we present the predicted error decay curves, which fit the empirical values well especially considering the randomness in the initialization of CNNs. The results of the simulation on gold labels and pseudo labels are shown in Figure 5 and Table 2 respectively.

3Running sampling methods on a large pool is time-consuming, so we only compare the methods after the first batch is collected, i.e., when the size of the training dataset reaches 40,000.
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Figure 3: Simulation on pseudo labels compares active learning methods on a large pool with noisy labels. In addition to the original validation and testing set, we also use a testing set with pseudo labels for evaluation.

Figure 4: Error decay on groups that are modeled after the first batch is collected by EDG. The points in each curve come from the taggers trained by 10,000, 15,000, 20,000, 25,000, 30,000, and 40,000 words. The x markers on the curves are the real error and • means prediction from the fitting curve. The groups shown in the figure for NCBI disease and MedMentions ST19 are formed by clustering word and sentence embeddings, respectively.

Figure 5: Comparison of different sampling methods on the four NER tasks. The validation (first row) and testing scores (second row) are averaged from the micro-F1 (%) of three CNNs trained with different random initialization. The performance of methods which cannot be applied to black-box taggers is plotted using dotted curves.

6.1 Active Sampling vs Random Sampling

In Figure 4 the error decay curves of both CoNLL 2003 and NCBI disease dataset indicate that there are many uninformative words in these datasets. For example, the lowercase words in CoNLL 2003 are almost never tagged as names of people, organizations, or locations. This explains the findings of Shen et al. [4] that in certain datasets, we can train a neural tagger that reaches a similar performances using only a selected small portion of the training set compared with using all data.

6.2 EDG vs Div and RND

Among the methods we compared against, only random (RND) and diversification (Div) can be applied to black-box taggers. Our method (EDG) significantly outperforms Div and Div outperforms RND in synthetic, CoNLL 2003, and
NCBI disease datasets, which demonstrates the effectiveness of EDG. This also justifies our assumptions and indicates that the error decay curves are modeled well enough for the active sampling purpose.

### 6.3 US vs US+Div

Shen et al. [4] found that diversification is surprisingly not helpful in batch active learning. However, our results suggest that this finding might be valid only when the sampling pool size is small and/or some groups of frequent words/sentences are clearly not helpful. When the pool is sufficiently large and the task is to jointly extract many different types of entities like MedMentions ST19, sampling almost all kinds of sentences can be helpful to the task as all sentence clusters have the similar decay on the far right of Figure 4. Then, the diversification approach (Div) can be as effective as US and EDG, while US+Div(+EDG_ext2) provides the best result.

### 6.4 EDG vs Uncertainty-based Methods

As shown in Wang, Chiticariu, and Li [10], it is difficult to perform better in terms of sampling efficiency when comparing a black-box active learning method with uncertainty sampling (US). In real-world datasets, EDG achieves part of the performance gain from US that is easily explainable (e.g., coming from ignoring those easy words), controllable by humans, and does not involve the specifics of the tagger to model the interaction between each word and its context.

Furthermore, US is not robust to labeling noise or ambiguous samples [11], which have high errors but low error decay. For instance, US almost always selects difficult words with high irreducible errors in the synthetic data. In real-world datasets, we could also observe the ambiguous or difficult words. For example, insulin is a chemical, but insulin resistance could be a disease or a symptom in NCBI disease dataset. Furthermore, our analysis tool shows that US selects many of such words with incorrect pseudo labels in the supplementary material [C.3]. The vulnerability makes EDG outperform US in synthetic data and Table 2 on average.

US+Div and BALD are more robust to labeling noise than US, but still suffer from a similar problem. Thus, the sampling strategies that choose more samples with reducible uncertainty (i.e., US+Div+EDG_ext2 and BALD+EDG_ext2) could significantly improve the accuracy of taggers in noisy datasets like our synthetic data and NCBI disease dataset with pseudo labels, while having comparable performance on the other clean datasets with gold labels.

### 6.5 EDG_ext1 (w/o Val) vs EDG

In all datasets, modeling the error decay using pseudo labels (EDG_ext1) achieves similar performance compared with using gold validation data (EDG) and also outperforms Div.

---

Table 2: Simulation on pseudo labels for NCBI disease dataset. After selecting the first batch using different sampling methods, the micro-F1 (%) is computed by averaging across five neural networks trained using different random initialization. Whole abstract and sentence mean we sample one abstract and sentence at a time, respectively. CNN for BiLSTM-CRF means that we report the F1 of BiLSTM-CRF that is trained on the data selected for optimizing CNN. The highest score for black-box and uncertainty-based models are highlighted, and the last column shows the unweighted average of all values in each row. The average F1 difference of EDG_ext1 vs Div, US+Div+EDG_ext2 vs US+Div, BALD+EDG_ext2 vs BALD are significant ($p < 0.01$) according to two-sample t-test. † indicates the method uses ground truth labels in the validation set to collect samples in the training set.

|                | Whole abstract |           | Sentence |           |           |         |
|----------------|----------------|-----------|----------|-----------|-----------|---------|
|                |                | CNN for CNN |          | CNN for BiLSTM-CRF |           | CNN for CNN |          | CNN for BiLSTM-CRF |           | Avg     |
|                | Val | Test | Pseudo | Val | Test | Pseudo | Val | Test | Pseudo | Val | Test | Pseudo |
| EDG†           | 61.0 | 59.2 | 54.9   | 66.5 | 66.8 | 58.7   | 60.1 | 58.2 | 54.7   | 68.2 | 66.5 | 59.1   | 61.2 |
| EDG_ext1 (w/o Val) | 59.6 | 58.5 | 54.9   | 65.7 | 65.5 | 57.7   | 60.2 | 58.4 | 52.5   | 67.7 | 67.8 | 58.5   | 60.6 |
| RND            | 56.0 | 56.3 | 50.4   | 62.6 | 62.6 | 55.0   | 57.7 | 56.1 | 52.9   | 63.9 | 64.1 | 56.2   | 57.8 |
| Div            | 55.2 | 55.6 | 52.8   | 63.2 | 63.9 | 56.1   | 57.7 | 56.2 | 52.5   | 63.9 | 64.2 | 56.6   | 58.2 |
| US             | 59.7 | 59.9 | 54.1   | 67.2 | 67.4 | 57.8   | 58.3 | 57.7 | 53.1   | 68.3 | 68.0 | 58.1   | 60.7 |
| US+Div         | 60.1 | 59.8 | 56.0   | 64.1 | 65.7 | 57.9   | 60.1 | 56.8 | 54.5   | 68.7 | 67.4 | 58.5   | 60.8 |
| US+Div+EDG_ext2| 61.2 | 58.6 | 56.0   | 69.5 | 65.4 | 58.7   | 62.2 | 59.4 | 55.9   | 69.8 | 66.6 | 58.5   | 61.8 |
| BALD           | 59.8 | 59.4 | 55.5   | 67.4 | 67.7 | 58.3   | 59.9 | 58.8 | 54.9   | 69.7 | 67.3 | 59.5   | 61.5 |
| BALD+EDG_ext2  | 60.7 | 58.2 | 56.0   | 68.4 | 65.8 | 58.9   | 63.7 | 60.0 | 54.9   | 71.7 | 67.6 | 59.2   | 62.1 |

[4] In the supplementary material [C.4], we show that EDG can be easily modified for situations where each label class has a different penalty.
In addition, the micro-F1 scores of EDG on validation and testing data roughly show the similar trend, which suggests that our method does not overfit the validation data even though it has access to its gold labels during sampling.

7 Conclusions

We propose a general active learning framework which is based only on the prediction from black-box predictors, is robust to labeling noise without relying on prior knowledge, and forecasts the potential error reduction in different aspects based on a small number of existing labels.

Our experimental results suggest that no single batch active learning method wins in all the cases which means every method has its own weaknesses. We recommend practitioners to analyze the error decay on groups in order to choose a proper sampling algorithm.

If the sampling pool is small and the above analysis shows that many samples could be easily tagged, then uncertainty sampling methods could be expected to perform well. Otherwise, diversification should be considered or combined with uncertainty sampling. Finally, error decay on groups (EDG) or its extensions should be adopted if we encounter practical deployment challenges such as the issues of applicability (e.g., only a black-box predictor is available), robustness (e.g., labels are inherently noisy), or transparency (e.g., an interpretable sampling process or an error reduction estimation is desired).
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A Structure of Supplementary Material

We first compare our work with more related work in Section B and provide more experimental results in Section C. Then, we describe more technical details of our methods and evaluation, including the discussion of the function choice we used for modeling error decay in Section D, proof of proposition 1 (submodular property) in Section E, the clustering methods used in the experiments in Section F, some other implementation details in Section G, and the details of experiment setups in Section H. Finally, we discuss some potential future work in Section I.

B Additional Related Work

The proposed framework is flexible and involves various practical issues of active learning, so in our main paper, we cannot cover all the previous studies which address each issue or share methodology similarity in some aspects. To alleviate this concern, we discuss more related work here.

B.1 Robust Active Learning

Popular active learning methods such as uncertainty sampling are not robust to noise [11], so a body of research in active learning is to address this issue. However, the main focus of the previous studies is to identify and post-process the noisy labels given some prior knowledge of the noise-to-signal ratio. Instead, we propose active learning methods which are inherently robust to noise by avoiding the selection of difficult samples for annotators in the first place.

The methods of identify noisy labels are the same or similar to measuring the uncertainty of each samples [35, 12], which could be based on disagreement between workers [35, 36], disagreement between manually created labels and automatically generated predictions [37, 38], model uncertainty [35, 39, 12], or estimation of workers’ quality [40, 38].

After the noisy labels are identified, different methods adopt by different strategies such as relabeling [35, 37], excluding/down-weighting the noisy labels [38], or both [36, 40, 12], or acquiring high-quality label using higher costs [39].

B.2 Related Methodology

A challenge related to active learning is to discover blind spots of the predictor (also called unknown unknowns). Lakkaraju et al. [41] view this problem as a multi-armed bandit problem: They first cluster the samples in a pool, and select the samples from a group more often when more unknown unknowns are discovered from the group. However, it is not clear whether the strategy yields better sampling efficiency in terms of the performance of the predictors.

Chen, Johansson, and Sontag [42] define the unfairness as the difference of classification accuracy between two groups and suggest additional data collection as one of the remedies for such unfairness. However, they do not study an active sampling method to efficiently reduce the classification error or the unfairness.

In the extensions we described in the main paper, we maximize the prediction change (i.e., EDG_ext1 in our experiments). The method is related to a type of active learning strategies based on maximizing model change [43]. However, these methods do not address the practical challenges such as transparency, black-box models, and robustness to labeling noise.

C Additional Experimental Results

C.1 CNN for BiLSTM-CRF using Gold Labels

Baldridge and Osborne [44] and Lowell, Lipton, and Wallace [8] demonstrate that the samples collected to optimize one model might not be helpful to another model. To test the robustness of different active learning methods against such model switch, we train BiLSTM-CRF models using the batches collected based on CNN (i.e., CNN for BiLSTM-CRF in Table 2).

The results are presented in Figure 6. Nearly all the observations from Figure 5 also hold in Figure 6. One difference is that EDG and its extensions perform slightly better. For example, in Figure 5 (CNN for CNN setting), BALD+EDG_ext2 sometimes performs slightly worse compared with BALD (e.g., in the testing data of CoNLL 2003 and NCBI disease). However, BALD+EDG_ext2 seems to always perform similar or better (e.g., in MedMentions ST19 and testing data of NCBI disease) than BALD after we switch the tagger model.
Figure 6: The performance of BiLSTM-CRF models trained on training sets in Figure 5 (i.e., CNN for BiLSTM-CRF setting). The performance metrics are the average micro-F1 (%) of three BiLSTM-CRF trained with different random initialization.

Figure 7: Comparison of applying different sampling methods to BiLSTM-CRF models. The performance metrics are the average micro-F1 (%) of three BiLSTM-CRF trained with different random initialization.

Another difference is that the performance gain between active sampling and random sampling is smaller in MedMentions ST19 than the gap in Figure 5 while we do not observe the similar reduction in CoNLL 2003 and NCBI disease. We hypothesize that active learning methods will skip the groups of unhelpful words in CoNLL 2003 (like lowercase words) and NCBI disease, and those words are usually also unhelpful to other models. Thus, the performance gains in such datasets are more transferable and less depends on the model choice in the first place.

C.2 BiLSTM-CRF for BiLSTM-CRF using Gold Labels

Following Shen et al. [4], we set the uncertainty of each sentence as the negative log likelihood of the predicted label sequence. The results are presented in Figure 7. Most of the observations from Figure 5 also hold in Figure 7. For examples, EDG and its extensions significantly improve the performances in our synthetic dataset, and are significantly better than diversification methods in CoNLL 2003 and NCBI disease datasets. Nevertheless, there are some minor differences. For instances, the performance gap between EDG and uncertainty-based methods is larger in CoNLL 2003, which implies that much sampling efficiency improvement of uncertainty-based methods comes from the specific way
Figure 8: The error decay curves of the taggers trained by pseudo labels in NCBI disease dataset. The six points in each curve come from the taggers trained by 10,000, 15,000, 20,000, 25,000, 30,000, and 40,000 words. The first 30,000 words are selected randomly and uncertainty sampling (US) selects 30,000 – 40,000 words. As in Figure 4, the x markers on the curves are the real error and • means prediction from the fitting curve. The groups are formed by clustering their word embeddings, and the index of each group is presented.

Table 3: The experiment setup is the same as Table 2 except that the performances are the maximal micro-F1 (%) of 5 neural networks rather than their average.

C.3 Error Decay of Uncertainty Sampling

The error curve modeling could be used not only to select the next batch but also to analyze the existing sampling strategy. For instance, Figure 8 shows that the last points in the word group 3, 8, and 9 is farther away from the fifth points in x-axis compared with the corresponding distances in other groups. This implies that uncertainty sampling tends to select the samples with the high errors when it chooses the 30,000th to 40,000th tokens as we illustrate in Figure 1. However, the high errors do not necessarily lead to high error reduction in this dataset, which explains that US only achieves 58.3 validation micro-F1 in Table 2 which is significantly worse than other methods like EDG or US+Div.

C.4 Weighted Class Evaluation

To test the controllability of our methods, we set up a variation of MedMentions ST19 where we give different penalties on different classes. Specifically, we focus on 4 related types: research activity, health care activity, population group, and spatial concept, and assign 0.9 weights to these classes. Other 15 classes are assigned 0.1 weights. That is, when we compute micro-F1, we weight the total number of correct predictions, the total number of predictions, and the total number of entities according to the importance of classes.
To incorporate the preference into our method, we modify the $E'_j (C_{Tr}, D_V)$ in Equation (4) as

$$E'_j (C_{Tr}, D_V) = \sum_{s_i \in D_V} P(g'_j | s_i) \sum_{i} \left( g(q(y_{il}) + q(y_{il}^{C_{Tr}})) \right) \mathbb{I}(y_{il} \neq y_{il}^{C_{Tr}}),$$

(8)

where $q(y_{il})$ and $q(y_{il}^{C_{Tr}})$ are the weights of the ground truth class and the predicted class.

After this simple modification, our method boosts the weighted micro-F1 in the testing data from 34.3 (using same $q(y)$ for all the classes) to 35.5 (using different $q(y)$ in (4) and (8)) after collecting the first batch in MedMentions ST19 where the score of random sampling is 31.9. The scores come from averaging over the results of 5 random initialization of the CNN.

C.5 Results Statistics

The results do not have high variances in Figure 5. The average standard error in the validation set across all rounds and all the methods are 0.15 for synthetic data, 0.06 for CoNLL 2003, 0.28 for NCBI disease, 0.16 for MedMentions ST19. The average standard error in the testing set are 0.18 for synthetic data, 0.14 for CoNLL 2003, 0.49 for NCBI disease, 0.17 for MedMentions ST19.

In Table 2, we show the average micro-F1 of 5 CNNs with different initialization. Sometimes, we care more about the maximal performance, so we also report the highest F1 score out of 5 runs in Table 3 and the results show a similar trend. When apply two-sample t-test to the comparison of average performance in Table 2, we assume that every micro-F1 score is a true hidden value plus a Gaussian noise, and the variance of the noises are the same given a sampling method. Based on the assumption, the one-tailed two-sample t-test gives us $p < 0.00003$ for the difference between BALD+EDG_ext2 and BALD, between US+Div+EDG_ext2 and US+Div, and between EDG_ext1 and Div.

D Discussion of Functions for Modeling Error Decay Rate

The rate of decay depends on the task [26, 25] and the importance of the context. We discuss the form of error decay rate in several important tasks empirically follow exponential function. Recently, Hestness et al. [25] empirically verify that the error decay rate in several important tasks empirically follow $1/\sqrt{n}$ in the long run according to Chernoff bound or central limit theory.

Case 1 (Context does not Matter): Assuming we are classifying each token in a sentence into two classes and its label does not depend on context (like predicting a coin toss), we only make reducible errors when we observe the less likely label more times than the other label. Applying Chernoff bound here yields the error decay rate faster than an exponential function.

Without losing the generality, we assume the probability $p$ of observing positive class (i.e., head) in the $i$th token is smaller than 0.5. Let the number of toss be $n$ and whether the coin is head to be random variable $X^i_j = 1$ (if head), $X^i_j = 0$ (if tail). In order to classify the testing tokens optimally (i.e., predict tail whenever seeing a head), we would like to observe $X^i = \sum_{j=1}^{n} X^i_j < \frac{n}{2}$. Therefore, the error rate is $P(X^i \geq \frac{n}{2})(1 - p) + p(1 - P(X^i \geq \frac{n}{2})) = P(X^i \geq \frac{n}{2})(1 - 2p) + p$.

Since all $X^i_j$ are assumed to be independent, we can use Chernoff bounds to model the decay of $P(X^i \geq \frac{n}{2}) = P(X^i \geq (1 + \delta)\mu)$ as $n$ increases, where $\mu = p \cdot n$, and $\delta = \frac{0.5 - \mu}{p}.$ Chernoff bounds tell us that $P(X^i \geq \frac{n}{2}) \leq \exp\left(-n \cdot g(p)\right)$, where $g(p)$ is an error decay speed function depend on $p$. Different versions of Chernoff bounds lead to different $g(.)$, but all $g(.)$ increase as $p$ decreases. That is, when coins are more biased, error rate decay faster.

Case 2 (Context Matters): On the other hand, if we are using naïve Bayes to perform sentiment classification on paragraphs where each word is a group, the error decay function is likely to be as slow as $1/\sqrt{n}$ because determining the label of a paragraph requires the probability of each token indicating the positive class and the error of the probability estimation decay with rate $1/\sqrt{n}$ in the long run according to Chernoff bound or central limit theory.

Recently, Hestness et al. [25] empirically verify that the error decay rate in several important tasks empirically follow $1/n^k$ but $k$ is usually smaller than 0.5. In our experiments on real-world datasets, the error decay rate usually follows the function $1/\sqrt{n}$ when $n$ is large for most of the groups regardless of the feature being used. For example, $\delta_{0.5}$ in Figure 4 is at least two times larger than the $\delta_1 + \delta_2 + \delta_3$ in CoNLL 2003, NCBI disease, and MedMentions ST19.
E Proof of Proposition 1

We would like to prove $H^f(T) = - \sum_j \tilde{E}(g_j^f, C_T)m(g_j^f, D_A)$ is submodular and non-decreasing by assuming
\[ \frac{d \tilde{E}(g_j^f, C_T)}{d m(g_j^f, T)} \leq 0 \quad \text{and} \quad \frac{d^2 \tilde{E}(g_j^f, C_T)}{d^2 m(g_j^f, T)} \geq 0 \]
for every group $g_j^f$ based on feature $f$.

First, we prove $-\tilde{E}(g_j^f, C_T)$ is submodular and non-decreasing. Assuming we have two subsets $X, Z$, and one sample $s_i$ such that $X \subseteq Z \subseteq D_A$ and $s_i \in D_A \setminus Z$. Based on the assumption, we can get $m(g_j^f, X) \leq m(g_j^f, Z)$ and $m(g_j^f, X \cup \{s_i\}) \leq m(g_j^f, Z \cup \{s_i\})$ for all $g_j^f$. Since $\frac{d \tilde{E}(g_j^f, C_T)}{d m(g_j^f, T)} \leq 0$, $-\tilde{E}(g_j^f, C_T)$ is non-decreasing. In order to consider the case that $m(g_j^f, X \cup \{s_i\}) \geq m(g_j^f, Z)$, we first decompose
\[
(-\tilde{E}(g_j^f, C_{X \cup \{s_i\}})) - (-\tilde{E}(g_j^f, C_X))
\]
\[= (-\tilde{E}(g_j^f, C_{X \cup \{s_i\}})) - (-\max(\tilde{E}(g_j^f, C_{X \cup \{s_i\}}), \tilde{E}(g_j^f, C_Z)))
\]
\[\quad + (-\max(\tilde{E}(g_j^f, C_{X \cup \{s_i\}}), \tilde{E}(g_j^f, C_Z))) - (-\tilde{E}(g_j^f, C_X)), \quad (9)
\]
and
\[
(-\tilde{E}(g_j^f, C_{Z \cup \{s_i\}})) - (-\tilde{E}(g_j^f, C_Z))
\]
\[= (-\tilde{E}(g_j^f, C_{Z \cup \{s_i\}})) - (-\min(\tilde{E}(g_j^f, C_{Z \cup \{s_i\}}), \tilde{E}(g_j^f, C_Z)))
\]
\[\quad + (-\min(\tilde{E}(g_j^f, C_{Z \cup \{s_i\}}), \tilde{E}(g_j^f, C_Z))) - (-\tilde{E}(g_j^f, C_Z)). \quad (10)
\]
Based on mean value theorem and
\[
(-\tilde{E}(g_j^f, C_{X \cup \{s_i\}})) - (-\max(\tilde{E}(g_j^f, C_{X \cup \{s_i\}}), \tilde{E}(g_j^f, C_Z)))
\]
\[= (-\min(\tilde{E}(g_j^f, C_{X \cup \{s_i\}}), \tilde{E}(g_j^f, C_Z))) - (-\tilde{E}(g_j^f, C_Z)), \quad (11)
\]
we get
\[
(-\tilde{E}(g_j^f, C_{X \cup \{s_i\}})) - (-\tilde{E}(g_j^f, C_X)) - (-\tilde{E}(g_j^f, C_{Z \cup \{s_i\}})) + (-\tilde{E}(g_j^f, C_Z))
\]
\[= (-\max(\tilde{E}(g_j^f, C_{X \cup \{s_i\}}), \tilde{E}(g_j^f, C_Z)))
\]
\[\quad - (-\tilde{E}(g_j^f, C_X)) - (-\tilde{E}(g_j^f, C_{Z \cup \{s_i\}}))
\]
\[\quad + (-\min(\tilde{E}(g_j^f, C_{X \cup \{s_i\}}), \tilde{E}(g_j^f, C_Z)))
\]
\[= (-\frac{d \tilde{E}(g_j^f, C_X)}{d m(g_j^f, X)}|_{m(g_j^f, X)=x_1} + \frac{d \tilde{E}(g_j^f, C_X)}{d m(g_j^f, X)}|_{m(g_j^f, X)=x_2}), \quad (12)
\]
where $m(g_j^f, X) < x_1 < \min(m(g_j^f, X \cup \{s_i\}), m(g_j^f, Z))$ and $\max(m(g_j^f, X \cup \{s_i\}), m(g_j^f, Z)) < x_2 < m(g_j^f, Z \cup \{s_i\})$.

Since $x_2 > x_1$ and $\frac{d^2 \tilde{E}(g_j^f, C_X)}{d^2 m(g_j^f, X)} \geq 0$, we know $\frac{d \tilde{E}(g_j^f, C_X)}{d m(g_j^f, X)}|_{m(g_j^f, X)=x_1} \leq \frac{d \tilde{E}(g_j^f, C_X)}{d m(g_j^f, X)}|_{m(g_j^f, X)=x_2}$, which leads to
\[
(-\tilde{E}(g_j^f, C_{X \cup \{s_i\}})) - (-\tilde{E}(g_j^f, C_X)) \geq (-\tilde{E}(g_j^f, C_{Z \cup \{s_i\}})) - (-\tilde{E}(g_j^f, C_Z)),
\]
so $-\tilde{E}(g_j^f, C_T)$ is submodular and non-decreasing.

Finally, $H^f(T) = - \sum_j \tilde{E}(g_j^f, C_T)m(g_j^f, D_A)$ is submodular and non-decreasing because $m(g_j^f, D_A)$ does not change over $X$, and the linear combination of submodular and non-decreasing functions with non-negative weights is still submodular and non-decreasing.

F Clustering Features for NER

To simplify the description in Section 3, we assume that the groups are formed by clustering sentences. Nevertheless, the method could also be used to cluster words in sentences. Then, the error in Equation (6) will collapse to $1(y_i \neq g_i^C)$. We need to select a sentence at a time in NER tasks, so in Equation (7), we approximate the error reduction based on the bag of words in each sentence.
Table 4: Performance sensitivity to the number of clusters (J). Notice that the number of total clusters for the word and word + sentence feature is $J^2$ (e.g., 225 for J=15). The micro-F1 scores (%) are the average over all the training set sizes in Figure 5. The range of training set sizes are 40,000–200,000, 40,000–130,000, 40,000–250,000 for CoNLL 2003, NCBI disease, and MedMentions ST19, respectively. The highest F1 scores using different numbers of clusters for each sampling method are highlighted.

| Clustering Method         | CoNLL 2003       | NCBI disease    | MedMentions ST19 |
|---------------------------|------------------|----------------|------------------|
|                           | Val  | Test | Val  | Test | Val  | Test |
| EDG (J=5)                 | 93.0 | 88.6 | 79.7 | 78.5 | 45.4 | 44.9 |
| EDG (J=10)                | 93.1 | 88.7 | 80.1 | 78.4 | 46.0 | 45.7 |
| EDG (J=15)                | 93.1 | 88.6 | 79.8 | 78.3 | 46.0 | 45.7 |
| EDG_ext1 (w/o Val) (J=5)  | 93.0 | 88.5 | 79.7 | 78.5 | 45.3 | 44.7 |
| EDG_ext1 (w/o Val) (J=10)| 93.1 | 88.6 | 80.0 | 78.1 | 46.0 | 45.7 |
| EDG_ext1 (w/o Val) (J=15)| 93.0 | 88.6 | 79.7 | 78.7 | 45.9 | 45.7 |

F.1 Clustering Method

For efficiency, all the clustering is done by mini-batch kmeans \[45\] in $D_A$, the union of training data, sampling pool, and validation data. We build the 4 sets of groups using different features $f$.

- Sentence: We compute the sentence embeddings by averaging the word embeddings, and cluster all the sentence embeddings into 10 groups. Next, the cosine similarities between sentence embeddings and the cluster centers are passed through a softmax layer with temperature 0.1 to compute $P(g^f_j | s_i)$.
- Word: We perform a simple top-down hierarchical clustering on word embeddings, which first clusters the word into 10 groups and further partitions each group into 10 clusters. The step results in 100 clusters for words in total.
- Word + Shape: Instead of performing clustering on the lower layer of hierarchical, we partition the words in each group using 4 different word shapes: uppercase letters, lowercase letters, first uppercase letters and rest lowercase letters, other shapes. The same word shape features are also used in our tagger \[29\].
- Word + Sentence: Similarly, we partition each of the 10 word groups in the lower layer of hierarchy. For each token, we find the sentence $s_i$ the token belongs to, and rely on the sentence group $g^f_j$ with highest $P(g^f_j | s_i)$ to perform partition.

To simplify the method and better control experiment settings, we use the same way to form groups based on the tagger’s input features for all three datasets and use the same groups when selecting all batches in a dataset. Nevertheless, we should note that the framework allows us to model error decay on more fine-grain clusters as more training data are collected, or use other external features (e.g., the journal where the sentence is published) that might not be easily incorporated into the tagger or uncertainty sampling.

F.2 Sensitivity to Number of Clusters

We choose our clustering approach and all other hyper-parameters according to the validation performance after collecting the first batch in CoNLL 2003 and MedMentions ST19, and we find the performance is not sensitive to the choices unless some crucial information is missing (e.g., not considering the word shape in CoNLL 2003). Thus, we fix the number of clusters in each layer to be 10.

In order to verify the claim formally, we report the performances which use different numbers of clusters in each layer in Table 4. We could see that the micro-F1 scores are very close to each other except in the testing set in NCBI disease dataset. We suspect the score variation in NCBI disease mainly comes from the randomness in training process of neural networks because we only conduct one trial of experiments when filling Table 4. The results suggest that cluster number is a trade-off in EDG. Increase the number of clusters decreases the bias but increases the variance in the error decay estimation.

G Implementation Details

In Equation 7, the difference between the current training data size $t_m$ and previous training data size $t_p$ is always 20,000 words for real-world datasets and 2,000 words for the synthetic dataset in our experiments. When choosing samples using Equation 7, we need to be careful about the starvation problem. That is, some types of samples are not selected in the recent history, the samples would have low uncertainty changes which further prevents them from being selected in the future. To mitigate the issue, we alternatively use scores in Equation 7 and the current uncertainty $u^{t_m}$.
to choose the next batch. For example, when plotting the performance of BALD+EDG_ext2 in Figure 5, we select the first batch using BALD+EDG_ext2 (i.e., Equation (7)) and the second batch using only BALD (i.e., $u_{i}^{m}$), the third batch using BALD+EDG_ext2, and so on. The same strategy is applied to US+Div+EDG_ext2 as well.

In Equation (4), we find that $w_{j}$ and $v_{tj}$ could be set as 1 in most of the cases. However, we observe some predicted error decay curves collapse into a flat line (i.e., $b_{j} = 0$ in Equation (3) ) due to the unstable performance in validation set. To increase the robustness, we set $w_{j} = \min(100, m(g_{j}, D_{V}))$ and $v_{tj} = 3$ if $t = \arg \min_{x} E_{j}^{t}(C_{T_{j}}, D_{V})$ (i.e., lowest error for $j$th group across $t$) and $v_{tj} = 1$ otherwise in our experiment, and optimize the Equation (4) using Newton Conjugate-Gradient [46].

In Equation (6), we use geometric mean to combine multiple features because we usually want a sample that has large error reduction on all the groups it belongs to and our preliminary experiments indicate that using geometric mean is better than arithmetic mean. The smoothness constant $\epsilon$ in Equation (6) should proportional to the size of the dataset $D_{A}$ because larger error reduction could be made in a larger dataset. In the experiment, we set $\epsilon$ to be 0.01 for MedMentions ST19 and 0.001 for NCBI disease and CoNLL 2003 dataset.

### H Experiment Setting Details

#### H.1 Synthetic Data

The likelihood of words in the third category being tagged to one of the four entity types is sampled from a Dirichlet distribution with $\alpha_{1} - 4 = 1$, while the likelihood of being none is zero. Whenever one of these words $w$ appear in the sentence, we check two of its preceding and succeeding words that are also in the third category, average their likelihoods of entity types, and assign the type with the highest likelihood to the word $w$.

When generating a sentence, the first word is randomly picked. The transition probability within each category is 0.9. Inside the 1st and 2nd categories, the transition probability is uniformly distributed, while the probability of transition to each $w$ inside the 3rd category is proportional to a predetermined random number between $[0.1, 1]$. The sentence length is between $[5, 50]$ and there is 0.1 probability of ending the sentence after generating a word within the range.

The $i$th word has a word embedding vector $[1 (k = i)]_{k=1}^{100}$. When modeling error decay, we start from 1,000 tokens and use a batch size of 500. When evaluating the sampling methods, we start with 3,000, using a batch size of 1,000. That is, after the first batch is selected, we will update the error decay curves based on the prediction of the taggers trained on 1,000, 1,500, 2,000, 2,500, 3,000 and 4,000 tokens.

#### H.2 Dataset Preparation and Statistics

CoNLL 2003 datasets have four entity types: people name (PER), organization name (ORG), location name (LOC), and other entities (MISC). In NCBI disease dataset, we only have one type (disease name). The 19 concept types in MedMentions ST19 include virus, bacterium, anatomical structure, body substance, injury or poisoning, biologic function, health care activity, research activity, medical device, spatial concept, biomedical occupation or discipline, organization, professional or occupational group, population group, chemical, food, intellectual product, clinical attribute, and Eukaryote. The 19 semantic types are level 3 or 4 (higher means more specific) at UMLS [47]. Any concept mapping to more abstract semantic types is removed as Greenberg et al. [34] did. The size of each dataset is presented in Table 5.
When preparing the simulation experiments on pseudo labels of NCBI disease dataset, we randomly select 100,000 abstracts from PubMed as our new sampling pool, which is around 180 times larger than the pool we used in the simulation on gold labels. Precisely, the sampling pool consists of 24,572,575 words and 921,327 sentences. The testing data with pseudo labels have 2,447,607 tokens and 91,591 sentences.

As shown in Table 2, the scores on the gold validation set, the gold testing set, and the testing set using pseudo labels show a similar trend and most active learning methods do better than random regardless of which test set is used. The observation indicates that the taggers do not overfit the label noise in the training data severely.

H.3 Evaluation Metrics

We follow Strubell et al. [29], who compare all the NER performances using phrase-level micro-F1. Namely, precision and recall are computed by counting the exact boundary and type matching between all predicted phrases and ground truth phrases.

H.4 Tagger Model

The word embeddings for CoNLL 2003 are vectors with 50 dimensions from SENNA [48] and the word embeddings for NCBI disease and MedMentions ST19 are word2vec [49] with 50 dimensions trained on 10% of all PubMed text. Before performing clustering, we normalize all the word embedding vectors such that the L2 distance between two words is equal to 2 times of their cosine distance.

In all the experiments, the number of epochs is chosen using validation data. When training BiLSTM-CRF, we also use the implementation and its default hyper-parameters from Strubell et al. [29] except that we increase the max epochs from 250 to 1000 in the synthetic dataset. In the synthetic dataset, we reduce the number of layers of CNN to 2 because the label only depends on the left 2 words and right 2 words. Furthermore, we change the learning rate from $5 \cdot 10^{-4}$ to $10^{-4}$, batch size from 128 to 32, and max epochs from 250 to 1000 to make the performance more stable.

H.5 Batch Selection

Selecting only part of a sentence is not reasonable in NER, so each chosen batch might be slightly larger than the desired batch size. The difference is smaller than the length of the last chosen sentence. Since the desired batch size is set to be large (10,000 words in real-world datasets), the batch size difference between sampling methods is negligible.

In BALD, the sentence disagreement is the average of tokens’ disagreement. The prediction disagreement of $i$th token in $i$th sentence is computed by $\frac{1}{K} \sum_{k=1}^{K} \mathbb{1}(y_{kil} \neq \text{mode}_{k}^{'}(y_{kil}^{'}))$. The number of forward passes $K$ is set to 10 in our experiments. We use the default values for the hyperparameters of dropout [29].

When applying maximum normalized log-probability (US) to the CNN model, we select the sentences via $\arg \min_{s_{i}} \frac{1}{|s_{i}|} \sum_{l=1}^{N} \max_{y_{il}} \log P(y_{il})$. We implement the US + Div, also called filtered active submodular selection (FASS), described in Shen et al. [4]. We use cosine similarity to measure the similarity between sentence embeddings. The number of candidate sentences is the batch size times $t = 100$. The $\epsilon$ is set to be 0.05.

In the simulation on pseudo labels, we greedily select the abstract with the highest sampling score. For all sampling methods, the sampling score of an abstract is the average of the sampling scores of the sentences in the abstract weighted by the sentence length. That is, the selection criteria view an abstract as a bag of sentences just like that a sentence is considered as a bag of words when clustering is performed on words.

I Future Work

In the experiments, we demonstrate that the proposed methods are more transparent and more robust to labeling noise. Nevertheless, we have not yet applied the method to the tasks other than NER to highlight its wide applicability to arbitrary black-box models. For example, when we annotate a corpus for relation extraction, we usually want to select a document which is informative for the named entity recognizer, entity linker, and sentence classifier. This challenge is also called multi-task active learning [9, 7]. Compared with heuristically combine uncertainty of different models [9], our methods provide more flexibility because it allows us to assign weights on the error reduction of each task and select the next batch by considering all tasks jointly.

In addition to the above pipeline system, question answer (QA) is another example where uncertainty is hard to be estimated. Many reading comprehension models such as pointer networks predict the start position and end position of
the answer in a paragraph [50]. However, higher uncertainty on the position prediction does not necessarily mean the model is uncertain about the answer. It is possible that the correct answer appears in many places in the paragraph and the network points to all the right places with similarly low probability.

We have not compared EDG with the active learning methods that are designed for a specific task to solve a specific practical issue. For example, the active sampling methods proposed in Wang, Chiticariu, and Li [10] are designed for semantic role labeling and focus on the applicability issue (i.e., black-box setting). Due to the difficult of adapting their methods to NER and making the comparison fair, we leave such comparison as our future work.

Finally, getting the uncertainty from a black-box model is sometimes very expensive. Human students are one of these models [51]. It might not be feasible to ask each student to tell us his/her uncertainty on each exercise before selecting the next exercise for him/her. Our method could potentially be extended to this situation so that we could model the student’s improvement speed in each topic only relying on his/her prediction in exams and recommend the exercise in the topics where the student could learn most (i.e., have the largest error decay).