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Abstract. The first genuine human-rated similarity set for the Romanian language aligned with an English similarity dataset is presented. Two computational models automatically learn the similarity scores for the word pairs in the similarity set. The first model learns the similarity scores from language corpora. The second one assigns a similarity score based on the taxonomic structure of a semantic network. We studied what model captures human similarity scores best, the language influence on the perception of similarity, and the impact of parts of speech on similarity.
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1 Introduction

The similarity relation is considered the basis of organization of objects into categories (Wertheimer, 1938). Three main theories of similarity are studied in Cognitive Psychology. In mental distance theories, such as Latent Semantic Analysis (Landauer and Dumais, 1997), the concepts are mapped onto vector spaces, and the similarity is computed as a distance in that vector space. The featural theories of similarity (Tversky, 1977) assume that the concepts can be described by their properties (called features), and the similarity is measured based on the common and distinct features. The structural theories (Gentner and Markman, 1997) improved on the featural theories, adding the constraint that the common and the distinct features are dependent. Although the study of similarity is prominent in Psychology, other disciplines are equally interested in
studying it: Artificial Intelligence, Computational Linguistics, Semantic Web, to name just a few.

A research line in these disciplines consists of collecting human-annotated sets and testing the computational theories of similarity against them. The most popular sets, at least in Computational Linguistics, are WordSim(WS)-353 (Finkelstein et al., 2001) and MEN (Bruni et al., 2012). Unfortunately, these sets do not distinguish between the relations of similarity and association. The association between two concepts is defined as the propensity of a subject to activate the second concept when the first concept is presented. In contrast, similarity has to do with the proximity of the mental representations of the concepts. Consider the concepts cup and tea: they are associated, but not similar: there is no perceptual principle to group together an object like a cup and a liquid like tea. Whereas the objects denoted by the concepts apple and pear are perceptually similar. To remedy this problem pervasive in the constructed similarity sets, the gold standard human similarity set called SimLex-999 containing genuine similarity scores was proposed (Hill et al., 2015).

Although similarity is a universal problem, most of the research is performed on the English language. This fact makes the similarity research partial. It is highly desirable that genuine similarity sets should be constructed for languages other than English. This way, essential questions regarding the relationship between a language and similarity judgment can be answered. Another desirable characteristic of the research is the cross-language comparison of results by building aligned similarity sets.

The Romanian language does not have a genuine similarity set. Although some computational models have been trained for this language, the evaluation was conducted with the WS-353 set (Hassan and Mihalcea, 2009). In this paper, the first genuine Romanian similarity set aligned with an English similarity set is presented.

The research questions addressed in this paper are:

(Q₁) What class of models better correlates with the human scores for the Romanian similarity set? Are these results in line with those obtained for other languages?
(Q₂) Is there a language effect when computing the correlations between the human scores and the computational models’ score? We expect the models trained on Romanian resources to correlate better with the Romanian raters’ scores than with the scores given by the English raters.
(Q₃) How does the variable part of speech (i.e., the fact that a word pair belongs to a specific part of speech) influence the correlation coefficient’s strength?

According to our knowledge the SimLex-999 set was translated into German, Italian and Russian (Leviant and Reichart, 2015), as well as into Estonian (Kittask and Barbu, 2019).

The rest of the paper is organized as follows. The next section introduces the Romanian similarity set and shows how it is different from the original English set. Section 3 presents the distributional and the semantic network similarity models used to assign scores to the word pairs in the two similarity sets. Section 4 presents and discusses the results. The paper ends with the conclusions. The Data Availability Statement shows how one can access the Romanian similarity set and reproduce the experiments reported in this paper.
2 RoSimLex-999 similarity set

The Romanian dataset RoSimLex-999 is the translation of the SimLex-999 set (Hill et al., 2015). The latter contains 999 word pairs (666 noun pairs, 222 verb pairs, 111 adjective pairs) with associated human scores indicating the degree of similarity between the words in each pair. They are content words that have been shown to display various degrees of easiness of learning by children (Gentner, 2006) and are differently conceptualized by the human mind (Gentner, 1978).

We translated the set discussing and resolving the difficult cases. All adjective and verb pairs were translated, but 2 noun pairs could not be translated: finger – toe and taxi – cab. For the former pair, Romanian lacks specialized words. It uses two phrases made up of the hypernym deget (En. digit) followed by a modifier indicating the respective body part: deget de la mână (En. digit from hand) and deget de la picior (En. digit from foot), respectively. For the latter pair of words, the Romanian language has only one word to express the concept, and this is taxi. Hence, the RoSimLex-999 set contains 997 word pairs with the following distribution: 664 noun pairs, 222 verb pairs, and 111 adjective pairs.

The RoSimLex-999 set was presented to human raters for assigning similarity scores for each pair. The instructions for assigning scores were the same as for the original SimLex-999 set. The raters are adult native Romanian speakers. There were (N=53) subjects: 49 were sophomore students in philology at that moment, majoring in the Romanian language, and 4 are experienced linguists having Ph.D. degrees in linguistics and working as linguists in research institutions. The number of raters for RoSimLex-999 is slightly higher than the number of people who annotated the original SimLex-999 dataset (N=50).

The word pairs were uploaded in 53 spreadsheets, equal to the number of raters through the Google Spreadsheet web application. Each spreadsheet contained the instructions for assigning similarity scores and the word pairs to be rated. The Romanian pairs were grouped according to their part of speech and displayed starting with the adjectives and finishing with the verbs. All raters completed the task in one week. The scores assigned range from 0 to 6, with 0 representing the lack of similarity and 6 the highest similarity between words (e.g. synonymy). A quality assurance checking procedure was implemented as a Python script to ensure that the raters added a score for each word pair and that the score was in the interval [0,6]. The few pairs that lacked the score were sent back to raters to score.

The Spearman correlation coefficient between the human scores for SimLex-999 and RoSimLex-999 is 0.85. The correlation between the two languages’ human scores is high, with the best correlation coefficient for the adjectives 0.88, 0.84 for nouns, and 0.83 for verbs.

3 Computational models of similarity

This section gives the theoretical underpinnings of two computational models of similarity and shows how we have trained the models. The first class of models is distri-
butional and close to the idea of Latent Semantic Analysis. Large text corpora are used to assign vectors to words. The similarity is computed as the distance between these vectors. The second class of models makes use of semantic networks to calculate the similarity between two concepts.

3.1 Word embeddings

The word embeddings are the latest incarnation of the distributional hypothesis. The hypothesis was formulated in the ’50s by the linguists Harris (1954) and Firth (1957). In Firth’s formulation, it is stated as “a word is characterized by the company it keeps”. Therefore, the distributional hypothesis says its linguistic contexts modulate the meaning of a word. For what concerns the modeling of the similarity, if two words appear in roughly the same context, then they should be very similar.

The word vectors known as word embeddings encode a word’s meaning as a vector of numbers. A measure, usually the cosine similarity, is defined on the vector space such that when two words are close in meaning, the measure applied to the word’s vectors will return a higher number than when the two words are dissimilar. Word2Vec is a distributional model (Mikolov et al., 2013) implemented as a two-layer neural network. When two words appear in similar contexts in a corpus, the network will output embedding vectors close in the embedding space. Word2Vec implements two architectures called Skip Gram and Continuous Bag of Words (CBOW). In the Skip Gram architecture, a neural network with a hidden layer is trained to output probabilities for all vocabulary words. The probabilities encode how likely it is to find each vocabulary word in a window size centered in the input word. For example, suppose the network receives the word railway. In that case, the output probabilities are going to be much higher for related terms like station and ticket than for unrelated words like apple or dinosaurs. The CBOW architecture predicts the word’s probability in the middle of the sentence when the other words are known. Each architecture has its advantages. Skip Gram performs better when the training set is small and creates better embeddings for rare words, while CBOW is better at capturing the syntactic relations and representing the frequent words. During training, the network adjusts the neuron weights to learn to predict correctly based on positive examples. For an accurate prediction, negatives samples are also generated. The Word2Vec models discussed above learn continuous word representations that ignore the morphology of each word. An improvement of these models represents each word as a bag of n-characters (Bojanowski et al., 2017). Vectors are associated with each character. The word vectors are computed as the sum of the vectors assigned to each word’s character.

3.2 Semantic Networks based models

The semantic similarity is also captured by the taxonomic structure of semantic networks. In particular, the meaning of the IS-A relation, the backbone of a taxonomy, involves inheritance of properties. Unlike distributional models, the semantic network structure spells why two concepts are similar. Nowadays, the most used semantic network in computational linguistics is the Princeton WordNet (PWN) (Miller et al., 1990;
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Fellbaum, 1998). Its development started in 1985 under the coordination of the cognitive psychologist George Miller. PWN is organized around the notion of synset, which is a set of synonymous words having a definition (called gloss) associated (and sometimes also examples of usage). A word occurs in a number of synsets equal to the number of its senses. Semantic relations connect the synsets for each part of speech. Various similarity measures are defined on the taxonomic noun and verb hierarchies of PWN, but the most used ones are the following three:

1. Path Similarity (PS). Path-based similarity measures compute the shortest path between two concepts in a hierarchical semantic network. A shorter path between two concepts means that they are more similar. The equation for path-based similarity is given in 1, where \( \text{dist}(c_1, c_2) \) represents the taxonomic distance between the concepts \( c_1 \) and \( c_2 \).

\[
sim_{\text{path}}(c_1, c_2) = \frac{1}{\text{dist}(c_1, c_2) + 1}
\]  

2. Leacock & Chodorow similarity (LC) (Leacock and Chodorow, 1998). It introduces non-uniform edge weighting measure, that uses logarithmic transformation to normalize the path length with the depth of the graph:

\[
sim_{\text{LC}}(c_1, c_2) = -\log\left(\frac{l(c_1, c_2)}{2 \times \text{depth}}\right)
\]

where depth is the length of the longest path from the root node to a leaf node. The length \( l(c_1, c_2) \) is measured in nodes attached to the concepts in the graph (Zesch and Gurevych, 2010).

3. Wu & Palmer similarity (WuP). The intuition behind this measure (Wu and Palmer, 1994) is that the concepts that are on the lower levels in the taxonomy are more similar than the concepts in the higher taxonomic levels even if the distance between them is the same (Jurafsky and Martin, 2009). WuP uses the lowest common subsumer (lcs) of two concepts defined as the first shared concept on the paths from the concepts to the root concept. WuP can be computed as in 3.

\[
sim_{\text{WuP}}(c_1, c_2) = \frac{2 \times \text{lcs depth}}{l(c_1, \text{lcs}) + l(c_2, \text{lcs}) + 2 \times \text{lcs depth}}
\]

3.3 Trained models

The Romanian language distributional models were trained on the CoRoLa corpus, Romanian Wikipedia, and the part of Common Crawl corpus\(^4\) containing Romanian text. CoRoLa is the reference corpus for contemporary Romanian (Tufis et al., 2019), containing 1.2 billion tokens. The semantic network used is the Romanian Wordnet (RoWN) (Tufis et al., 2013). This is aligned with PWN at synset level.

The English distributional models were trained on Wikipedia and on the Common Crawl corpus containing English text. The semantic network similarity models are computed on PWN.

\(^4\) Common Crawl is a corpus crawled from the web by the Common Crawl Foundation.
Because the wordnets record multiple senses for the words in the human similarity sets, we have used an automatic procedure to choose the most likely sense. The Cartesian product between the word senses in the semantic network corresponding to the words in the human similarity sets is generated. Subsequently, similarity scores are computed for each word sense pair in this set. The word sense pair that maximizes the similarity score is chosen.

We made a manual analysis of a randomly chosen set of pairs for each part of speech in order to evaluate the results of this semantic disambiguation task. Table 1 shows that the same number of noun and verb pairs was chosen for both languages. It can be noticed that for Romanian, the precision for nouns is higher than that for verbs, while for English, the opposite holds true. The difference in precision for the two parts of speech is smaller for English, which means the algorithm gave better results for this language.

Table 1. The precision of the automatic semantic disambiguation of the words in the similarity pairs.

|       | Nouns | Verbs |
|-------|-------|-------|
|       | No. of pairs | % valid | No. of pairs | % valid |
| Ro    | 30 | 75 | 20 | 60 |
| En    | 30 | 70 | 20 | 75 |

Each computational model of similarity assigns a similarity score to the word pairs in the human similarity sets. For the semantic network models the similarity scores are given by the three similarity metrics reported above. For the distributional models, this score is the cosine similarity between the vectors corresponding to the pair’s words. The word embeddings we worked with are:

1. **CoRoLa 300 20** These word embeddings are created from the CoRoLa corpus: the vectors have 300 dimensions, and the minimum frequency of words is set to 20. It is the recommended embedding configuration by the corpus creators.
2. **CoRoLa 400 5** These are the word embeddings (Păis and Tufis, 2018) created also from CoRoLa. They contain vectors with 400 dimensions and with the minimum frequency of words set at 5 occurrences. This configuration obtained the same results when the Spearman correlation coefficient is calculated with the WS-353 set (Finkelstein et al., 2001) as the recommended embedding model above.
3. **CoNLL 2017** The embeddings are trained in the CoNLL 2017 Shared Task. A Word2Vec Continuous Skip Gram model is trained on datasets automatically selected with the aid of a language identifier from Common Crawl and Wikipedia. The model is trained with a vector size of 100 dimensions and a window size of 10.
4. **fastText**. These are the pre-trained word embeddings for English and Romanian performed by Facebook team. They are trained on Wikipedia and Common Crawl

http://corolaws.racai.ro/word_embeddings/

http://universaldependencies.org/conll17/data.html
using CBOW with position weights. The vectors have 300 dimensions. They were trained with character n-grams with a length of 5, a window of size 5, and 10 negatives.

4 Results

This section reports the Spearman correlation coefficient between the human estimated similarity and the computational models’ similarity. Because not all the words in the human-rated set are found in the corpora or wordnets, we split this section into three subsections. Subsection 4.1 shows the results for all word pairs mapped in each computational model (the maximal set). In subsection 4.2 the common set is constructed. It includes those word pairs mapped in all computational models. In the last subsection we discuss the results.

4.1 Results for the maximal sets

Table 2 gives the Spearman correlation coefficient between the human similarity scores and the distributional similarity models. In all tables, “RO” stays for the scores assigned by the Romanian raters in the RoSimLex-999 set, and “EN” stays for the English raters’ scores in the original SimLex-999 set. For example, in the CoRoLa_400_5 model, 966 word pairs were mapped (“Gb” stays for global). 111 of these are adjectives (A), 635 nouns (N), and 220 verbs (V). The best results are marked bold. The best overall correlation results and the best correlation results for nouns and adjectives are obtained for the fastText model and RoSimLex-999 set, whereas the CoNLL-2017 model gets the best results for verbs.

Table 2. The correlations between the human scores and distributional models for the maximal sets.

| Model      | CoRoLa_400_5 | CoRoLa_300_20 |
|------------|---------------|---------------|
| #pairs     | 966 635 111 220 | 966 635 110 219 |
| RO         | .28 25 .39 23 .24 22 .32 .21 |
| EN         | .25 27 .36 13 .22 24 .31 .13 |
| Model      | fastText      | CoNLL-2017    |
| #pairs     | 967 636 111 220 | 966 635 111 220 |
| RO         | .37 .42 .46 | .24 .26 .24 .36 .25 |
| EN         | .34 .40 .41 15 .26 25 .34 .22 |

Only nouns and verbs are organized hierarchically in wordnets; therefore, we report the similarity measures only for these parts of speech in Table 3, which shows the Spearman correlation coefficient between the RoSimLex-999 scores and SimLex-999 scores and the semantic network models trained on RoWN and PWN, respectively. The WuP model obtains the best overall results and the best results for noun pairs when the
correlation is computed with RoWN. The best results for verb pairs are achieved by the PS model. When the correlation is computed with PWN, the best noun results and the best verb results are obtained with two models: PS and LC. The latter model achieves the best overall results.

**Table 3.** The correlations between the human scores and semantic network models for the maximal sets.

|          | RoWN | RO  | EN  | PWN | RO  | EN  |
|----------|------|-----|-----|-----|-----|-----|
| **Global** |      |     |     |     |     |     |
| Nouns    | $.48 | $.49| $.44| $.52|     |     |
| Verbs    | $.42 | $.38| $.34| $.38|     |     |
| **Global** |      |     |     |     |     |     |
| Nouns    | $.47 | $.48| $.48| $.55|     |     |
| Verbs    | $.40 | $.37| $.34| $.38|     |     |
| **Global** |      |     |     |     |     |     |
| Nouns    | $.51 | $.50| $.45| $.48|     |     |
| Verbs    | $.38 | $.36| $.36| $.37|     |     |

### 4.2 Results for the common set

The common set is the set of word pairs that map in all models. It contains 788 word pairs, 595 being noun pairs and 193 verb pairs. Table 4 gives the Spearman correlation coefficient between the human similarity scores and the distributional similarity models. The best overall results and the best results for nouns are obtained for the fastText model and RoSimLex-999 set, whereas the best results for verbs are obtained both for the fastText and the CoNLL-2017 models.

**Table 4.** The correlations between the human scores and distributional models for the common set.

|          | Gb  | N   | V   | Gb  | N   | V   |
|----------|-----|-----|-----|-----|-----|-----|
| **Model** | CoRoLa_{400'} | CoRoLa_{300'20} | CoRoLa_{400'5'} | CoRoLa_{300'20} | CoRoLa_{400'5'} | CoRoLa_{300'20} |
| #pairs   | 788 | 595 | 193 | 788 | 595 | 193 |
| RO       | 26  | 25  | 23  | 23  | 21  | 20  |
| EN       | 25  | 28  | 12  | 22  | 25  | 12  |
| **Model** | fastText | CoNLL-2017 | fastText | CoNLL-2017 | fastText | CoNLL-2017 |
| #pairs   | 788 | 595 | 193 | 788 | 595 | 193 |
| RO       | .36 | .42 | .25 | .24 | .23 | .25 |
| EN       | .34 | .41 | .17 | .25 | .25 | .22 |

Table 5 shows the Spearman correlation coefficient between the RoSimLex-999 scores (RO) and SimLex-999 scores (EN) and the semantic network models using
RoWN and PWN, respectively. The WuP model obtains the best overall results and the best results for verb pairs when the correlation is computed with the RoSimLex-999 set. The best results for noun pairs are achieved by the WuP model and SimLex-999 human scores. When the correlation is computed with the models trained on PWN, the best noun results are obtained with PS and LC models. The PS model also achieves the best overall results. WuP model gets the best results for verb pairs.

|        | RoWN | RO | EN | PWN | RO | EN |
|--------|------|----|----|-----|----|----|
| Global | .48  | .49| .45| .52 | .45| .52|
| Nouns  | 52   | .53| PS | 53  | .58|
| Verbs  | .42  | .38| .34| .41 |    |    |
| Global | .47  | .48| .50| .55 | .50| .55|
| Nouns  | 52   | .53| LC | 53  | .58|
| Verbs  | .40  | .37| .34| .41 |    |    |
| Global | .51  | .50| .48| .51 | .48| .51|
| Nouns  | 53   | .54| WuP| 49  | .55|
| Verbs  | .38  | .36| .38| .42 |    |    |

4.3 Discussion

The correlation coefficients between the similarity scores assigned by the distributional computational models trained on Romanian corpora and the human scores of RoSimLex-999 are better than the same correlation coefficients and the human scores in SimLex-999. The difference ranges from 2 to 5 correlation points. It means that there is a slight language effect on the perception of similarity. The same effect has been observed in (Kittask and Barbu, 2019) for Estonian language, however an opposite effect has been observed in (Leviant and Reichart, 2015). More research is needed for a reasoned answer about the language effect on similarity.

RoWN was built by translating the English synsets, and the semantic relations were imported from PWN. Therefore the differences between the respective correlation coefficients cannot be attributed to a language effect. The effect could be the result of the fact that not all English synsets could be translated into Romanian; thus, there are gaps in the noun taxonomy that are reflected in the computed similarity scores.

Regarding the magnitude of the Spearman correlation coefficient for the Romanian set, the fastText distributional model shows a moderate strength\(^7\) of correlation with the RoSimLex-999 scores. The other distributional models show only a weak correlation with the RoSimLex-999 scores. Therefore, fastText distributional models do capture some of the similarities between the words. We think that the superior performance of this model can be explained by its being trained on Wikipedia, which contains the kind of knowledge one associates with semantic networks. Table 2 shows that the best

\(^7\) In the literature, the strength is moderate if the coefficient is in the range .4-.59.
results are obtained for adjectives, irrespective of the model used. Unlike nouns and verbs whose semantics allow us to organize their meanings in hierarchies, adjectives are considered to occupy a multidimensional hyperspace, to have higher similarity in meaning with other adjectives (to such an extent that they can even share the same antonym) (Fellbaum et al., 1998). They can easily adjust their meanings to the context, i.e. to the modified nouns, which is suggestive of their possibility of collocating with nouns of more or less different meanings. The lowest performance of the models in the case of verbs may be correlated with their high polysemy: in PWN, verbs are the part of speech with the highest polysemy.

For the semantic network models, the best global Spearman correlation coefficient is obtained with PWN (55). This coefficient is higher than the best correlation coefficient for the fastText model, but still in the moderate range. Therefore, the best predictor of human similarity is derived from a manually built resource containing clearly defined semantic relations. The correlation coefficient is higher for nouns than for verbs. This fact is explained by the higher density of the noun semantic network.

Regarding the common set, the results are only slightly different from the maximal sets. The best performing distributional model is still fastText, though the results are somewhat lower than for the maximal set. It is also true that the semantic network trained models show better performance than the distributional models.

5 Conclusions

In this paper, we have presented the first genuine similarity set for the Romanian language. RoSimLex-999 is the translation of SimLex-999, thus allowing cross-lingual comparison. Each word pair in RoSimLex-999 has been rated by 53 people. Unlike other sets in the literature for which the annotators were recruited through Mechanical Turk or other services, our raters are students in linguistics or professional linguists. The Romanian similarity scores correlate very well with the English similarity scores. In the Introduction section, we have asked three research questions. At the end of this study, we can answer them. The first question regards the class of models that best correlate with the human scores and the consistency of other languages’ results. The models trained on the semantic networks have a higher correlation with the human scores. Among the distributional models, the fastText models have the best results. We have conjectured that this is the case because it is trained on Wikipedia, an encyclopedia containing the kind of knowledge one finds in the semantic networks. In any case, the Spearman correlation coefficient for semantic networks is still in the medium range, meaning that these models do not fully capture the human notion of similarity. The distributional models encode syntactic features in addition to semantic ones. These results are in line with the findings of (Kittas and Barbu, 2019) for the Estonian language, where the semantic networks models also came first. The second question inquired if there is a language effect on similarity. The scores given by the Romanian raters correlate better with the those given by the distributional models trained on Romanian corpora. However more research is needed understand if the higher correlation scores

---

8 https://wordnet.princeton.edu/documentation/wnstats7wn
can be attributed to language. In the semantic network’s case, this comparison is not conclusive given that the RoWN translates PWN and imports its structure. An identical result for the distributional models and semantic network models have been obtained for the Estonian language. Unlike RoWN, the Estonian Wordnet has been developed without reference to PWN. The third question asked if the part of speech affects the correlation. The answer is positive. The best correlation for the distributional models is obtained for adjectives, then for nouns, and last for verbs. The original English study got the same result. In the Estonian research, the order induced by the correlation coefficient is different: nouns, verbs, and adjectives.

6 Data Availability

The results in this paper could be reproduced following the instructions in the GitHub repository https://github.com/SoimulPatriei/RoSimLex-999. In the repository it is shown:

- how to access the RoSimLex-999 data in spreadsheet and text format;
- how to reproduce the tables in the Results section in the paper;
- how to compute the similarities based on the corpora trained embeddings and semantic networks.
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