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ABSTRACT
In this work, we present HIDACT, a novel network architecture for adaptive computation for efficiently recognizing acoustic events. We evaluate the model on a sound event detection task where we train it to adaptively process frequency bands. The model learns to adapt to the input without requesting all frequency sub-bands provided. It can make confident predictions within fewer processing steps, hence reducing the amount of computation. Experimental results show that HIDACT has comparable performance to baseline models with more parameters and higher computational complexity. Furthermore, the model can adjust the amount of computation based on the data and computational budget.
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1. INTRODUCTION

Deep neural networks have achieved significant progress for a variety of audio processing tasks. Large models with millions of parameters have delivered new state of the art results in sound event detection [1], scene classification [2], audio captioning [3], and more [4]. The convolutional recurrent neural network (CRNN) [11], composed of a series of convolutional and recurrent layers, has become a dominant architecture in event detection competitions [5]. The success of the CRNN architecture can be attributed to its ability to combine local information with convolutional layers and temporal information with recurrent layers. Several promising lines of work are based on improving these structures [6] [7] [8]. However, the deployment of these deep neural networks is complex as different devices have different computational, storage, or bandwidth limits.

To address this issue, multiple concurrent lines of work have proposed techniques to reduce the complexity of the model for audio processing tasks. These techniques include sparsity-based approaches [9] [10] [11] [12], and quantization based approaches [13] [14] [15]. In addition, a variety of weight-sharing approaches have demonstrated strong results. Sub-band processing, an approach that shares parameters across bands of an input, has successfully decreased computational costs while maintaining strong performance in sound event detection [16], acoustic scene classification [2], speech recognition [17] [18], speech enhancement [19] and source separation tasks [20] [21]. However, these methods typically assume that models have access to a fixed number of bands or inputs.

In scenarios where the number of input channels or bands is time-varying, systems must scale to large or small numbers of inputs. The multi-view network (MVN) provides a way to train a model on a fixed number of input channels and test on a varying number of inputs [22] [23]. Often, the number of inputs is determined by the computational budget. Therefore, adaptive computation models have been proposed to minimize computation in a time-varying fashion. These models also incorporate computational expense into their training objectives. Adaptive computation time (ACT), originally proposed by [24], achieves this by constructing weighted sums of hidden states and penalizing excessive hidden state usage. The ACT framework has been successfully applied to a variety of other tasks including early exiting of convolutional neural network (CNN) layers [25] [26], adaptive depth Transformers [27], microphone selection [28], and in visual question answering through the differentiable adaptive computation time (DACT) mechanism [29].

In this work, we propose a technique to train models with a fixed computational budget and deploy them with an intelligently adaptive budget. We demonstrate this technique in a monophonic sound event detection task where the proposed models vary the number of frequency-bins requested across time. We compare these models to a suite of baselines, including full-band models and sub-band models observing all frequency sub-bands. To verify that the proposed models are compatible with the aforementioned advanced neural network architectures for event detection, we integrate the network design and learning objectives of the adaptive computation with the CRNN architecture in [1] [7] [8], as it is the most popular architecture in recent DCASE challenges [5]. We evaluate the classification performance with frame-wise macro F1. We also evaluate the computational cost of all techniques with the multiply-accumulate (MAC) operations [30]. Empirical results show that these adaptive models can gracefully scale their computational budgets effectively, allowing a single model to be trained and then deployed on devices with a varying computational budget.

2. SYSTEM DESCRIPTIONS

2.1. Dynamic Processing with Multi-View Networks

MVNs are initially proposed for multi-channel speech enhancement [22] and voice activity detection tasks [23] with a potentially variable number of channels across time. In this work, we focus on single-channel audio input where each feature corresponds to a frequency sub-band. Unrolling across both feature and temporal dimensions, MVNs can process a time-varying number of steps.

For each frame, the network observes all information before making a prediction. Then, the hidden state of the last step of the current frame is passed to the processing of the first feature of the next frame, allowing the propagation of temporal information. The number of features at one frame is potentially different from another, and the network is capable of dynamically changing the number of processing steps over time. For a given time step $t$ and feature...
unrolling step \( k \), the recurrence relation of the MVN can be written as

\[
s_t^k = \begin{cases} f_s(s_t^{k-1}, x_t^k), & \text{if } k > 1, \\ f_s(s_t, x_t^k), & \text{if } k = 1, \end{cases}
\]  

(1)

where \( f_s \) is the recurrent network and \( x_t^k \in \mathbb{R}^d \) is the \( k \)-th input feature at time \( t \). \( s_t^k \) refers to the hidden representation at frame \( t \) and step \( k \), while \( s_t \) is the aggregate hidden state of frame \( t \) and is chosen to be the output of the last feature \( s_t^K \) in \([22,23]\), where \( K \) is the total number of features at this frame. The output at this frame is \( y_t = f_s(s_t) \) where \( f_s \) is usually a linear transformation.

### 2.2. Adaptive Computation

MVNs are dynamic but not adaptive: the number of processing steps changes over time, but MVNs always make use of all available features (sub-bands) at each frame regardless of the input. To further reduce the amount of computation, it is desirable to have an adaptive system which intelligently selects the number of frequency sub-bands for each frame instead of processing all sub-bands. The model starts from the lowest frequency sub-bands and absorbs one sub-band at a time. It intelligently stops and begins the processing of the next frame when the implicit confidence model predicts that there is no significant gain for including more sub-bands.

#### 2.2.1. Adaptive Computation Time

ACT [24] is first proposed to train a recurrent network that can adjust the amount of computation for each step. With the hidden state \( s_t^k \), it learns a computational cost \( h_t^k = \sigma(f_s(s_t^k)) \in [0,1] \), where \( \sigma \) denotes the element-wise sigmoid function and \( f_s \) is a learned linear transformation. ACT halts the computation at time \( t \) for \( N(t) \) steps once it exceeds the computational budget, as shown in next:

\[
N(t) = \min\{N : \sum_{k=1}^{N} h_t^k \geq 1 - \epsilon\},
\]  

(2)

where \( \epsilon \) is a small constant (i.e., 0.01), and the remainder is defined as

\[
R(t) = 1 - \sum_{k=1}^{N(t)-1} h_t^k.
\]  

(3)

In addition to the task loss, the network is optimized with the ponder cost

\[
\mathcal{L}_{act} = \sum_t N(t) + R(t),
\]  

(4)

where minimizing the term \( R(t) \) encourages the network to produce larger values of computational cost \( h_t^k \) and hence to reduce the number of computational steps.

The aggregate hidden state \( s_t \) and output \( y_t \) at frame \( t \) are given by the weighted sum of the output of individual steps as follows:

\[
s_t = \sum_{k=1}^{N(t)} w_t^k s_t^k, \quad y_t = \sum_{k=1}^{N(t)} w_t^k y_t^k,
\]  

(5)

where the weights \( w_t^k \) follow

\[
w_t^k = \begin{cases} h_t^k, & \text{if } k < N(t), \\ R(t), & \text{if } k = N(t). \end{cases}
\]  

(6)

\( s_t \) is passed to the processing of frame \( t + 1 \).

#### 2.2.2. Differentiable Adaptive Computation Time

ACT suffers from instability in the number of processing steps and requires extensive hyperparameter tuning for good performance [28,29]. This issue is attributed to the fact that the ACT pipeline is not fully differentiable. As described in \([1,6]\), ACT imposes the constraint that the intermediate weights \( w_t^k \) should sum to one. If the sum is greater than one, then the weight of the final step is clipped, making the final output non-differentiable.

To overcome this issue, Differentiable Adaptive Computation Time (DACT) [29] is proposed as an end-to-end differentiable pipeline based upon ACT. It applies to halt only at test time while always processing all information during training. This is achieved by constructing the uncertainty \( g_t^k = f_s(s_t^k) \in [0, 1] \) at each step \( k \), where \( f_s \) is the network. The probability that a subsequent processing step \( k' > k \) may change the model’s prediction is defined to be the product \( p_t^k = \prod_{t=1}^{K} g_t^k \in [0, 1] \). The ponder cost is defined as

\[
\mathcal{L}_{dact} = \sum_t \sum_k p_t^k,
\]  

(7)

where \( K \) is the maximum number of processing steps. It encourages the model to be confident about its prediction at earlier steps.

The accumulated output \( \alpha_t^k \) is a linear combination of the stepwise output \( y_t^k \) from all previous processing steps \( i \leq k \):

\[
\alpha_t^k = \begin{cases} 0, & \text{if } k = 0, \\ y_t^k + \alpha_t^{k-1}(1 - p_t^{k-1}), & \text{if } k > 0. \end{cases}
\]  

(8)

Notice that if \( g_t^k \to 0 \) at step \( k \) then \( p_t^{k'} \to 0 \) for all subsequent steps \( k' > k \); the model’s prediction \( \alpha_t^k \) is hence unlikely to change. This property allows us to define an early stopping condition with a lower bound of \( l_k^c \) for the class \( c \) with the highest probability and an upper bound \( u_k^c \) for the runner-up class \( c' \) (details in Algorithm [1]). During inference, we reach the halting condition once \( l_k^c \to u_k^c \) or \( l_k^c \to l_k^c' \). A theoretical proof of the bounds and the fact that the class label is guaranteed not to change by subsequent processing steps is presented in [29].

DACT is initially proposed for processing non-temporal information and is not concerned with passing hidden states between temporal steps. Hence, it does not perform interpolation in the hidden space. When unrolling across both spectral and temporal dimensions, the hidden state at the last step of each frame feeds into the processing of the next frame. Preliminary experiments show that this formulation leads to significant degradation in test performance. One possible explanation is that the model always processes the maximum number of steps \( K \) during training, but the termination condition might be reached earlier during inference with a hidden state distinct from processing all \( K \) steps.

We overcome this problem with the proposed Hidden-state Interpolated DACT (HIDACT) by interpolating between the hidden states similar to the interpolation of the aggregate output in [6]. We describe the process of constructing the aggregate hidden state \( q_t \) and output \( \alpha_t \) at each step in Algorithm [1]. With this interpolation, we impose a constraint on the accumulated hidden state such that it cannot change significantly once the uncertainty \( p_t^k \) becomes small and the halt criterion is met, significantly improving the performance and stability during test time.
3. EXPERIMENTAL SETUP

3.1. Dataset

We synthesize a dataset for monophonic sound event detection due to the limited availability of annotated data without overlapping events. Our data is synthesized from the dataset of DCASE 2016 Task 2 [31]. The training split of the DCASE dataset consists of 20 isolated segments for each one of the 11 event classes. We randomly select 16 segments from each class to synthesize our training set and 4 segments for the test set. These segments are downsampled to 16k Hz and mixed with Gaussian noise with the signal-to-noise ratio (SNR) at 0 dB. Each one of the synthesized recordings is 10 seconds long, and the training set contains 1000 recordings while the test set contains 200 recordings. We compute the log mel-spectrogram with 128 features with a window size of 1024 and a hop size of 256.

3.2. Model Configuration

We partition the spectral frames into 8 non-overlapping sub-bands so that each sub-band contains 16 contiguous frequency bins. Similar to the architecture in [7] [8], our sub-band network contains four convolutional blocks with 16, 32, 64, and 128 channels, respectively, followed by a 128-dimensional unidirectional GRU with softmax output heads. We fix the kernel size to be $1 \times 1$ to reduce the computation cost, and we perform convolution within each frequency sub-band.

We compare the proposed method with several sub-band and full-band baseline models. The sub-band baseline model (SB) has the same model configuration as the proposed system with the exception that the baseline is trained with only the cross-entropy loss $L_{ce}$. We also propose a variant of this baseline by masking out a uniformly random number (between 0 and 7) of contiguous frequency sub-bands during training (SBR).

The full-band model (FB1) has the same configuration as the sub-band model except that the GRU contains 2 layers, each with 512 hidden units, to handle the larger input dimension. We also experiment with a version of the full-band model using $3 \times 3$ convolutional kernels (FB3). The full-band models are also trained with the cross-entropy loss only.

| Name | # Params | # Training bands | # Test bands | Loss type |
|------|----------|------------------|--------------|-----------|
| FB1  | 2,633    | 8                | 8            | $L_{ce}$  |
| FB3  | 2,893    | 8                | 8            | $L_{ce}$  |
| SB   | 133      | 8                | random       | $L_{ce}$  |
| SBR  |          |                  | adaptive     | $L_{ce} + \lambda L_{act}$ |
| ACT  |          |                  | adaptive     | $L_{ce} + \lambda L_{act}$ |

Table 1: Overview of the proposed and baseline systems.

Table 1 shows the comparison between the proposed and each of the baseline models, including the model size, the number of sub-bands processed during training and inference, and the loss type. All sub-band systems have roughly the same number of parameters, and they only differ in the processing of intermediate hidden state and output. The sub-band models have significantly fewer parameters compared to the full-band models. All the baseline models except SBR process a fixed number of frequency sub-bands during both training and test time, while SBR is designed to process a random number of sub-bands during training but also makes a fixed amount of computation at test time. ACT is adaptive to the input during both training and test, while HIDACT always processes all sub-bands during training and adaptively selects the number of sub-bands during inference. All baseline models are trained only with the cross-entropy loss $L_{ce}$, while the adaptive systems have an additional pondering cost. $\lambda$ is a hyperparameter controlling the weights of the ponder term and is chosen as 0.001 for ACT and 0.01 for HIDACT in our experiments.

3.3. Training and Evaluation Details

During training, we randomly select a 2-second window (128 frames) from the entire input to speed up processing. All models are trained with a batch size of 16 and optimized with Adam [32] using an initial learning rate of $1e^{-4}$. We train the networks for a maximum of 100,000 iterations (roughly 1500 epochs).

We evaluate the model’s performance on the 200 test recordings using the frame-wise macro F1 score of the 12-way classification, including the background class. The macro F1 score is defined as the mean of the class-wise F1 score. We use the amount of MAC operations [30] as a metric for computational complexity.
4. RESULTS AND DISCUSSIONS

4.1. Comparison with Baselines

We first compare the frame-wise macro F1 score of the test data of the proposed adaptive frequency selection methods (HIDACT and ACT) to the baseline systems in Figure 1. For each model, we make eight different test runs. In each run, we limit the maximum number of frequency sub-bands the model can observe during test time, from 1 to 8, to simulate an environment with a different budget on data and computation. We start with the lowest frequency sub-band and incorporate one contiguous sub-band at a time.

Figure 1 (left) shows the curve of F1 versus the maximum number of input sub-bands the model takes as input. Notice that the F1 scores for the baseline models (SB, SBR, FB1, and FB3) always lie on an integer value of the x-axis, since these methods always process all available sub-bands. Among all the sub-band models, the HIDACT model on average processes the fewest frequency sub-bands (less than 6) while having the highest test F1. Both HIDACT and ACT achieve roughly 70% F1 within an average of 5 computational steps per frame. The performance of the baseline sub-band model SB degrades significantly when not observing all 8 sub-bands. SBR, the baseline observing a random number of sub-bands during training, has a less significant performance drop for fewer steps, but the performance with all 8 sub-bands is significantly worse than the other systems. It is possible that SBR overfits an intermediate number of sub-bands and hence the performance stops improving as more input is available.

Figure 1 (right) displays the test performance with MACs. Despite the overhead in estimating the uncertainty and the computational cost, these adaptive methods can reach better performance in fewer operations compared to the baseline sub-band SB and the baseline full-band FB1. The performance is comparable to the full-band model FB3 with $3 \times 3$ kernels but with much fewer parameters and only one-third of MACs.

4.2. Visualization of Adaptive Frequency Selection

We further analyze the behavior of our proposed adaptive computational method HIDACT with respect to the input. Figure 2 shows the frame-wise number of frequency sub-bands processed by the HIDACT model, overlayed on the log mel-spectrogram with 128 features with 8 sub-bands of a test recording. Notice the lags of a few frames between the onset of the events and the change in the processing steps. When observing a new event, the network needs to process a few frames to leverage sufficient temporal information. On average, the model requires 6 sub-bands to assign a background label to the frames with no active events; for event classes coughing, knock, and laughter where the low-frequency components contain strong cues of the event types, the model processes 4-5 frequency sub-bands to make a confident prediction; in contrast, for the phone class, most of the rich content and useful information is found at higher frequency bins, and hence the model takes up to 7 processing steps. This diagram indicates that HIDACT not only requires less input and computation but also adaptively adjusts the computation cost based on the input signal.

5. CONCLUSION

We have proposed a method to efficiently detect non-overlapping sound event classes with adaptive frequency selection and sub-band processing. The model is trained once and can adjust its computational cost according to the available computational budget during inference. It adapts to the input signal and learns to make confident predictions without processing all frequency sub-bands. Empirical results show that the proposed framework achieves comparable performance to full-band or sub-band models with higher computational complexity. In the future, we aim to extend the system to more complicated tasks including polyphonic event detection as well as more efficient architecture design.
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