COMPARATIVE ANALYSIS OF RRT-BASED METHODS FOR PATHFINDING IN UNDERGROUND ENVIRONMENT

Abstract. The importance of finding a path for autonomous moving robots is indispensable, because the successful achievement of the target location depends on the solution of this problem. There are a large number of different methods of finding the way, which differ in the accuracy of work, speed, the need for additional equipment. Underground environments, such as mines and tunnels, differ from other structures and open space, and therefore, require different approach when performing pathfinding, as narrow, curved passages and heterogeneous structure could render some of the pathfinding methods ineffective. However, methods based on rapidly exploring random trees (RRT) maintain their effectiveness because they are unaffected by the complexity of the environment. In this article presented a comparison of the three RRT-based methods: RRT, RRT-connect and RRT*.
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Introduction

Performing tasks in underground spaces always carries certain risks for the workers and engineers on site. The use of robots for performing remote work helps to reduce, prevent or mitigate these risks. To successfully perform assigned tasks, robot must be able to reach the designated location by solving the pathfinding problem. There are many methods for pathfinding, however, due to complexity and heterogeneity of environment usage of sampling methods carries more advantages over the others. Sampling methods are unique in that planning is done by randomly sampling the configuration space. Sampling methods do not guarantee finding a solution, if any exists, that is, they do not provide completeness. Instead, they provide a lesser idea of completeness - probabilistic completeness. The solution will be given, if any, with sufficient algorithm execution time (infinite runtime in some cases). That’s could cause problems in some cases, however it grants independence from the complexity of the surrounding obstacles.

In our previous work [1] we noted how RRT-based search algorithms differ from others in their simplicity and compactness. They could provide solution fast and without the usage of a lot of computing power. Usability of RRT-based solutions for long-term autonomy problems in complex environments is shown in [2]. In [3] authors used RRT* for local path planning during mine exploration. Those examples show the practicality of the RRT-based algorithms. However, those algorithms differ in speed and complexity, and some of them are more situational than the others.

The purpose of the work is to analyze speed and efficiency of the RRT-Based algorithms (RRT, RRT-Connect, RRT*).

Rapidly-Exploring Random Trees

RRT is an efficient data structure and sampling scheme for quick, large-scale space searches. Developed by LaValle [4], this approach had the key of shifting the search toward unexplored areas of space. For the first configuration qinit tree with K vertices build in K-1 steps, on each of which random configuration qrand is selected. After selection of qrand, the algorithm looks for the vertex closest to it qnear, and creates an edge between these two vertices, then the next one is selected qrand. RRT algorithm is shown on Fig. 1.

![Fig. 1. The RRT algorithm](image-url)

The RRT-Connect planner is designed specifically for path planning problems that involve no differential constraints [5]. In this case, the need for incremental motions is less important. It differentiates from basic RRT by usage of two trees instead of one, and swaps between them until they are connected. RRT-Connect uses CONNECT heuristic instead of the EXTEND function from basic RRT. Instead of attempting to extend a RRT by a single step, the CONNECT heuristic iterates the EXTEND step until a path is reached. RRT-Connect algorithm is shown on Fig. 2.

The RRT* [6] algorithm differs from the basic RRT only in the way that it handles the EXTEND procedure. However, it connects the new vertex, qnew, to the vertex that incurs the minimum accumulated cost up until qnew and lies within the set qnear of vertices returned by the NEAREST_NEIGHBOR procedure. This way it can return the shortest solution out of possibly achievable with the current number of maximum nodes. RRT-Connect algorithm is shown on Fig. 3.
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CONNECT \((T,q)\)

1. repeat
2. \(S\leftarrow EXTEND(T,q)\);
3. until not \((S = \text{Advanced})\)
4. Return \(S\);

RRT_CONNECT_PLANNER\((q_{\text{init}}, q_{\text{goal}})\)

1. \(T_a.\text{init}(q_{\text{init}}); T_b.\text{init}(q_{\text{goal}})\);
2. for \(k = 1\) to \(K\) do
3. \(q_{\text{rand}} \leftarrow \text{RANDOM\_CONFIG}()\);
4. if not \((\text{EXTEND}(T_a,q_{\text{rand}}) = \text{Trapped})\) then
5. if \((\text{CONNECT}(T_b,q_{\text{new}}) = \text{Reached})\) then
6. Return \(\text{PATH}(T_a,T_b)\);
7. \(SWAP(T_a,T_b)\);
8. Return \(\text{Failure}\);

RRT_STAR_PLANNER\((q_{\text{init}}, q_{\text{goal}})\)

1. \(T.\text{init}(q_{\text{init}}, q_{\text{goal}})\);
2. for \(k = 1\) to \(K\) do
3. \(q_{\text{rand}} \leftarrow \text{RANDOM\_CONFIG}()\);
4. \(\text{COST}(q_{\text{rand}}) \leftarrow \text{DIST}(q_{\text{rand}}, q_{\text{near}})\);
5. \(q_{\text{best}}, q_{\text{neighbors}} \leftarrow \text{FIND\_NEIGHBORS}(T, q_{\text{rand}})\);
6. for \(q' \in q_{\text{neighbors}}\) do
7. if \(\text{COST}(q_{\text{rand}}) + \text{DISTANCE}(q_{\text{rand}}, q') < \text{COST}(q')\) then
8. \(\text{COST}(q') = \text{COST}(q_{\text{rand}}) + \text{DISTANCE}(q_{\text{rand}}, q')\);
9. \(\text{EXTEND}(T,q')\);
10. Return \(T\);

Fig. 2. The RRT-connect algorithm

Fig. 3. The RRT* algorithm

Fig. 5. Behavior of RRT-Based algorithms, from left to right: RRT, RRT-Connect, RRT*

Experiments

For the experiments was used map of the Ivsilikat mine, located in Republic of Tatarstan, Russia. The map is shown on Fig. 4.

Fig. 4. Ivsilikat mine map

This map offers a vast, heterogeneous structure with a lot of small openings and long passages, so it optimal for the purpose testing performance of path-finding algorithms.

Due to random and somewhat unpredictable behaviors of RRT-based algorithms, number of iteration for each part of the experiments was set to 1000. Six experiments were conducted in total, with different amounts of maximum nodes (1024 and 2048) for each algorithm. Behavior of different algorithms is shown on the Fig. 5. As can be observed, their behavior varies differently from each other.

Results of simulation (time/shortest path) with maximum number of nodes set to 1024 for the RRT, RRT-Connect, RRT* are shown on Fig. 6, 7 and 8 respectively. For the RRT with 1024 nodes, average time in which path was found is, 2.3 seconds, with average length of the path 776.3. Shortest path, achieved in 2.996 seconds is 694.8, shortest time, for the path 768.9, is 0.973 seconds. Algorithm failed to find the path 253 times (25.3% of total number).

For the RRT-Connect with 1024 nodes, average time in which path was found is, 3.3 seconds, with average length of the path 709.3. Shortest path, achieved in 3.06 seconds is 668, shortest time, for the path 702, is 2.561 seconds. Algorithm failed to find the path 901 times (90.1% of total number).

For the RRT* with 1024 nodes, average time in which path was found is, 29.3 seconds, with average length of the path 693.3. Shortest path, achieved in 59.724 seconds is 616.7, shortest time, for the path 726, is 7.137 seconds. Algorithm failed to find the path 241 times (24.1% of total number).

Results of simulation (time/shortest path) with maximum number of nodes set to 2048 for the RRT, RRT-Connect, RRT* are shown on Fig. 9, 10 and 11 respectively. For the RRT with 2048 nodes, average time in which path was found is, 3.3 seconds, with average length of the path 780.3. Shortest path, achieved in 1.503 seconds is 688.6, shortest time, for the path 778, is 0.878 seconds. Algorithm failed to find the path 120 times (12.0% of total number).
For the RRT-Connect with 2048 nodes, average time in which path was found is 4.3 seconds, with average length of the path 749.3. Shortest path, achieved in 2.908 seconds is 658, shortest time, for the path 676, is 2.632 seconds. Algorithm failed to find the path 50 times (5.0% of total number). For the RRT* with 2048 nodes, average time in which path was found is 37.3 seconds, with average length of the path 687.3. Shortest path, achieved in 47.972 seconds is 613.8, shortest time, for the path 721.5, is 8.321 seconds. Algorithm failed to find the path 132 times (13.2% of total number).

Average time and path for the RRT with 2048 nodes increased compared to the one with 1048, in a trade for decrease of failure rate.

Conclusions

Due to basic RRT algorithm being first of it’s kind, the average results of RRT 1024 experiment are used as example to compare the results of other experiments. Comparison table for all six experiments is shown on Fig. 12. As seen in the 1024 experiment, RRT-Connect showed better average time and average path that RRT, however it’s success rate is tremendously low. As can be seen from the Fig. 12, the it is most dependable on the number of nodes. While other methods deceased failure rate in about a half, failure rate for RRT-Connect with 1024 nodes is 86.1% higher than the RRT-Connect with 2048 nodes. RRT*, on the other hand, has higher success.
rate and shorter path than RRT, but takes 12.3 times more seconds to complete. As seen in the 2048 experiment, RRT-Connect has increased time and path compared to 1024 nodes experiment due to increased number of nodes on each tree, however it trades it for the best success rate in this series of experiments. RRT*, on the other hand, has the shortest path out of all the methods, but it’s time further increased.

In conclusion, the choice of the pathfinding method should be made based on the computing power and time available for the task. For the getting optimal path, RRT* offer the best solution. For fast and simple pathfinding RRT-Connect seems like a better choice.

**Fig. 12. Algorithm effectiveness comparison table**

| Name            | Max. Nodes | Average time, s | Average path | Failure rate, % |
|-----------------|------------|-----------------|--------------|-----------------|
| RRT             | 1024       | 2.3             | 776.3        | 25.3            |
| RRT-Connect     | 1024       | 3.3             | 709.3        | 90.1            |
| RRT*            | 1024       | 29.3            | 693.3        | 24.1            |
| RRT             | 2048       | 3.3             | 780.3        | 12              |
| RRT-Connect     | 2048       | 4.3             | 749.3        | 5               |
| RRT*            | 2048       | 37.3            | 687.3        | 13.2            |
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Порівняльний аналіз методів, що базуються на RRT для пошуку шляху у підземних структурах

А. А. Проценко, В. Г. Іванов

Аnotation. Важливість пошуку шляху для автономних роботів неизменна, але від вирішення цієї проблеми залежить успішне досягнення цільового розташування. В такому контексті та в залежності від того, які методи використовуються для пошуку шляху, можна визначити, які з них є ефективними.

**Ключові слова:** робот; пошук маршрутів; автономія; RRT.

Співставницький аналіз методів, основаних на RRT для пошуку шляху у підземних структурах

А. А. Проценко, В. Г. Іванов

Анотація. Важливість пошуку по дорігах і підземних шляхах для автономних роботів незмінна. В цьому контексті важливо встановити ефективність роботів з різними методами пошуку шляху.