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Abstract
We investigate the maximum-entropy model $B_{n,m,p}$ for random $n$-vertex, $m$-edge multi-hypergraphs with expected edge size $pn$. We show that the expected number of inclusion-wise minimal edges of $B_{n,m,p}$ undergoes a phase transition with respect to $m$. If $m \leq 1/(1-p)^{(1-p)n}$, the expectation is of order $O(m)$, while for $m \geq 1/(1-p)^{(1-p)n}$, it is $O(2^H(\alpha + (1-\alpha)\log p)n)$. Here, $H$ denotes the binary entropy function and $\alpha = -(\log_{1-p} m)/n$. This implies that the maximum expected number of minimal edges over all $m$ is $O((1 + p)n)$. All asymptotics are with respect to $n$, for all upper bounds we have (almost) matching lower bounds.

As a technical contribution, we establish the fact that the probability of a set of cardinality $i$ being minimal after $m$ i.i.d. maximum-entropy trials exhibits a sharp threshold behavior at $i^* = n + \log_{1-p} m$, which is of independent interest.

Our structural findings have algorithmic implications, for example, for computing the minimal hitting sets of a hypergraph as well as the profiling of relational databases.
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1 Introduction
A plethora of work has been dedicated to the analysis of random graphs. Random hypergraphs, however, received much less attention. For many types of data, hypergraphs provide a more natural model. This is especially true if the data has a hierarchical structure or reflects interactions between groups of entities. In non-uniform hypergraphs, where edges can have different numbers of vertices, a phenomenon occurs that is unknown to graphs: one edge may be contained in another, even forming chains of inclusion. Often, we are only interested in the endpoints of those chains, namely, the collections of inclusion-wise minimal or maximal edges, respectively. This is the minimization or maximization of the hypergraph.

We investigate the maximum-entropy model $B_{n,m,p}$ for random multi-hypergraphs with $n$ vertices and $m$ edges. The sole constraint is that the expected cardinality of an edge is

---

The notation $B_{n,m,p}$ is mnemonic of the binomial distribution emerging in the sampling process.
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We pinpoint the transition at when looking at the average-case complexity, we get a run time of \( O((1 + p)^n) \). These results draw from another, more hidden, threshold behavior. We show that the probability of a set to be minimal for \( B_{n, m, p} \) depends only on its cardinality \( i \) and falls sharply from almost 1 to almost 0 at \( i^* = n + \log_{1-p} m \).

Our structural findings have some algorithmic implications for the computation of the minimization \( \min(H) \). This is a standard preprocessing routine, e.g., when solving Hitting Set problems, but it is also an interesting computational problem in itself. There are reasons to believe that no \( m^{2-\varepsilon}\cdot\text{poly}(n) \)-algorithm exists for any \( \varepsilon > 0 \). Namely, such a procedure would falsify the orthogonal vectors conjecture\(^2\) and in turn the exponential time hypothesis.

Partitioning the edges by the number of vertices and processing them in order of increasing cardinality gives a run time of \( O(mn\lfloor \min(H) \rfloor) \), which is \( O(m^2n) \) in the worst case. However, when looking at the average-case complexity, we get a run time of \( O(mn E[\min(B_{n, m, p})]) \).

Our results thus show that the algorithm is subquadratic for all \( m \) beyond the phase transition, i.e., \( m > 1/(1 - p)^{(1-p)n} \), and is even linear in the input size for \( m \) larger than \( 1/(1 - p)^n \).

There is also a connection to the profiling of relational databases. Data scientist regularly need to compile a comprehensive list of all minimal unique column combinations or functional dependencies of a database. These dependencies are the hitting sets of the hypergraph of difference sets, that is, the collections of columns in which any pair of rows of the database disagree. When computing the difference sets one by one, this generates an incoming stream of seemingly random subsets. Filtering the inclusion-wise minimal ones from this stream does not affect the solutions but greatly reduces the number of sets to store as well as the complexity of the resulting instance. One can thus see the size of the minimization as the smallest amount of data any dependency enumeration algorithm needs to hold in memory.

Related Work. Erdős–Rényi graphs \( G_{n,m} \)\(^{17}\) and Gilbert graphs \( G_{n,p} \)\(^{20}\) are arguably the most discussed random graph models in the literature. We refer the reader to the monograph by Bollobás \(^8\) for an overview. A majority of the work on these models concentrates on various phase transitions with respect to the number of edges \( m \) and the sample probability \( p \), respectively. This intensive treatment is fueled by the appealing property that Erdős–Rényi graphs are “maximally random” and does not assume anything but the number of vertices and edges. More formally, among all probability distributions on graphs with \( n \) vertices and \( m \) edges, \( G_{n, m} \) is the unique distribution of maximum entropy. The same holds for \( G_{n, p} \) under the constraint that the expected number of edges is \( p(n) \), see \(^2\).

Shannon entropy is the central concept in information theory \(^{14, 38}\). If a stochastic system is described by the distribution \( \{p_i\}_i \), its entropy is \( H(\{p_i\}) = -\sum_i p_i \log p_i \). Since the self-information of a single state with probability \( p \) is \( \log(1/p) \), entropy is the expected information of a system. It is a measure of surprisal or how “spread out” the distribution is. Originally stemming from thermodynamics \(^{30}\), the versatility of this definition is the key

---

\(^2\) Precisely, we mean the orthogonal vectors conjecture for moderate dimensions. The reduction from the OV-complete Sperner Family problem is immediate, cp. \(^{10, 15}\).
to the successful application of information theory to fields as diverse as cryptography [11], machine learning [21], quantum computing [34], and of course network analysis [33], to name only a few topics close to computer science.

The principle of maximum entropy states that out of an ensemble of probability distribution that all describe the phenomena in question equally well, the one of maximum entropy is to be preferred in order to minimize bias. The principle is usually attributed to Jaynes [24, 25, 29]. In the context of random graphs, it is mainly used to define null models [39]. One fixes certain graph statistics to mimic those of an observed network and then chooses the maximum-entropy distribution that meets these constraints. By comparing the original network with a “typical graph” drawn from the null model, one can infer whether other observed properties are caused by the constraints. This method was made rigorous by Park and Newman [35] building on earlier work in general statistics. Prescribing the exact, respectively expected, number of edges leads to the $G_{n,m}$ and $G_{n,p}$ distributions, the exact degree sequence is fixed in the configuration model [37], and in the soft configuration model the degrees at least hold in expectation [6, 19].

Many early attempts to transfer the concept of null models to hypergraphs were only indirect in that they studied hypergraphs via their clique-expansion [32] or as bipartite graphs [36]. This is unsatisfactory since these projections alter relevant observables, like node degrees or the number of triangles. Just recently, Chodrow generalized the configuration model directly to multi-hypergraphs [12]. Also, the literature on hypergraph models that happen to be maximum-entropy without being designed as such is limited. A notable early exception is the work by Schmidt-Pruzan and Shamir [37]. They fixed the exact/expected edge sequence and showed a “double jump” phase transition in the size of the largest connected component, provided that the largest edge has cardinality $O(\log n)$. Most of the literature, however, concentrates on $k$-uniform hypergraphs where every edge has exactly $k$ vertices [4, 5, 26] or, equivalently, on random binary matrices with $k$ 1s per row [13]. In our model, we do not prescribe the exact cardinalities of the edges and neither do we bound their maximum size, instead we only require that the expected edge size is $pn$.

Probably closest to our work is a string of articles by Demetrovics et al. [15] as well as Katona [27, 28]. They investigated random databases and connected the Rényi entropy of order 2 of the logarithm of the number of rows with the probability that a certain unique column combination or functional dependency holds. These dependencies are the hitting sets of the difference sets and vice versa [1, 7]. Furthermore, it is known that the Shannon entropy equals the Rényi entropy of order 1 [14]. In this sense, we complement their result by connecting the order-1 entropy of the logarithm of the number of pairs of rows with the expected number of minimal difference sets.

Outline. Next, we introduce our hypergraph model and state the results in full detail. In Section 3, we review some notation and general concepts. Section 4 contains our technical contributions. This includes the sharp threshold behavior of the probability that a set of a certain size is minimal. The main theorem and the maximum number of minimal edges are then proven in Section 5. Section 6 concludes the paper.

2 Model and Main Theorem

Fix a probability $0 \leq p \leq 1$ and positive integers $n, m$. We define the random multi-hypergraph $B_{n,m,p}$ by independently sampling $m$ (not necessarily distinct) subsets of $[n]$. Each set is generated by including any vertex $v \in [n]$ with probability $p$ independently of all others.

We quickly argue that this is the maximum-entropy model. The three constraints are
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(a) Our bound as a function of \( m \) for \( n = 10 \) and \( p = 0.6 \) in the information-theoretic regime. The vertical line at \( m = \frac{1}{1 - p} \) indicates the maximum (Theorem 2). For \( m > \frac{1}{1 - p} \), the size goes to 1. The linear bound for \( m \leq \frac{1}{1 - p} \) is not shown as it is too close to 0.

(b) Our bound as a function of \( \alpha \) for \( p = 0.6 \) (the plot is independent of \( n \)). The vertical line at \( \alpha = \frac{1}{1 + p} \) indicates the maximum (Theorem 2). For \( \alpha \leq 1 - p \), the linear bound holds; for larger \( \alpha \), we get the information-theoretic bound. They are continued as dashed lines into the other regime.

**Figure 1** Illustration of Theorem 1 showing the expected size of the minimization of a random hypergraph depending on the number of edges \( m \) and on \( \alpha \). As \( \alpha \) grows logarithmically in \( m \), shows the same plot as (a) but with both axes being logarithmic.

The independence bound on entropy reads as follows [13]. Let \( X_1 \) to \( X_m \) be random variables with joint distribution \( P_{X_1,\ldots,X_m} \) and marginal distributions \( P_{X_j} \). Then, their entropies satisfy

\[
H(P_{X_1,\ldots,X_m}) \leq \sum_{j=1}^m H(P_{X_j}),
\]

with equality if and only if the \( X_j \) are independent. This suggests that we should choose the edges independently if we want to maximize the entropy. The same holds for the vertices inside an edge. Finally, the fact that setting the sampling probabilities per vertex to be all equal indeed maximizes the entropy under a given mean set size was proven by Harremoës [22].

We are interested in the expected number of inclusion-wise minimal sets in \( B_{n,m,p} \), denoted by \( E[|\min(B_{n,m,p})|] \). We describe the asymptotic behavior of this expectation with respect to \( n \). In more detail, we view \( m = n(n) \) as a function of \( n \) taking integer values and bound the univariate asymptotics of \( E[|\min(B_{n,m,p})|] \) in \( n \) for any choice of \( m \). The probability \( p \), however, is considered to be a constant.

To state our result in full detail, we let \( H(x) = H(|x,1-x|) \) denote the binary entropy function. Further, we define

\[
\alpha = \log \frac{1}{1-p} m = \frac{\log_{1-p} m}{n}.
\]

The quantity \( \alpha \) is a non-negative function of \( p \), \( n \), and \( m \); it exists for all \( 0 < p < 1 \) and \( n, m \geq 1 \). Asymptotically in \( n \), it is of order \( \Theta((\log m)/n) \). If \( p \) and \( n \) are fixed, choosing a value for \( \alpha \) determines \( m \) since we can rewrite \( m \) as \( \frac{1}{(1-p)^n} \).

**Theorem 1.** Let \( p \) be a probability, and \( n, m \) be two positive integers. If \( p = 0 \) or \( p = 1 \), then \( |\min(B_{n,m,p})| = 1 \). For \( 0 < p < 1 \), the following statements hold.

1. For all \( m \leq \frac{1}{1-p} \), we have \( E[|\min(B_{n,m,p})|] = \Theta(m) \).
2. For any \( \varepsilon > 0 \) and all \( m \) such that \( 1/(1-p)^{(1-p)n} \leq m \leq \frac{1}{1-p} \),

\[
E[|\min(B_{n,m,p})|] = O \left( \frac{2^{\log(\alpha + (1-\alpha)\log p)}}{\alpha^{\alpha}} \right) = O \left( \left( \frac{1-\alpha}{\alpha^{\alpha-1}} p^{1-\alpha} \right)^n \right);
\]
The maximum is attained for the information-theoretic regime, where
\[ \delta \]
the exponential upper and lower bounds in the information-theoretic regime are at least
\[ H(x) = -x \log_a x - (1 - x) \log_a (1 - x). \]

On the open unit interval, \( H(x) \) describes the Shannon entropy or, equivalently, the Rényi entropy of order \( 1 \), of the Bernoulli distribution with parameter \( x \). In the notation of the previous sections, we have \( H(x) = H_y(x) \). Evidently, the entropy function is symmetric with \( H(x) = H(1 - x) \).

On the open unit interval, \( H(x) \) is positive and differentiable with derivative
\[ \frac{dH(x)}{dx} = \log \left( \frac{1 - x}{x} \right). \]
H is strictly concave and has a single maximum at position $x^* = 1/2$ with value $H(x^*) = 1$.

We utilize the entropy function to estimate binomial coefficients. The bounds are well-known in the literature and can be found, e.g., in the textbook by Cover and Thomas [14].

Lemma 3. Let $n$ be a positive integer and $0 < x < 1$, then

$$\frac{2H(x)^n}{\sqrt{8n}x(1-x)} \leq \binom{n}{xn} \leq \frac{2H(x)^n}{\sqrt{\pi}nx(1-x)}.$$

We utilize the entropy function to estimate binomial coefficients. The bounds are well-known in the literature and can be found, e.g., in the textbook by Cover and Thomas [14].

Lemma 3. Let $n$ be a positive integer and $0 < x < 1$, then

$$\frac{2H(x)^n}{\sqrt{8n}x(1-x)} \leq \binom{n}{xn} \leq \frac{2H(x)^n}{\sqrt{\pi}nx(1-x)}.$$

Let $\{p_i\}$ and $\{q_i\}$ be two distributions on the same state space such that $q_i = 0$ implies $p_i = 0$ for any $i$. The (binary) Kullback–Leibler divergence\(^3\) between the two is given by

$$D(\{p_i\} \parallel \{q_i\}) = - \sum_i p_i \log \left( \frac{q_i}{p_i} \right).$$

It is the expected information loss when assuming that the distribution is $\{q_i\}$ while the system in fact follows $\{p_i\}$. The divergence is a premetric in that it is non-negative and 0 iff the distributions are the same. However, it is neither symmetric nor does it observe the triangle inequality. We mainly use the following derived function. For any two reals $x$ and $y$ in the unit interval, the divergence between two Bernoulli distributions with parameters $x$ and $y$, respectively, is

$$D(x \parallel y) = -x \log \left( \frac{y}{x} \right) - (1 - x) \log \left( \frac{1 - y}{1 - x} \right).$$

It is not hard to show that $D(x \parallel y)^n = D(\text{Bin}(n,x) \parallel \text{Bin}(n,y))$ is the divergence between binomial distributions. The Chernoff–Hoeffding theorem uses this to bound the probability that a binomial random variable deviates additively from its mean.

Lemma 4 (Chernoff–Hoeffding theorem [16, 23]). Let $n$ be a non-negative integer, $p$ a probability, and $\varepsilon$ a real number such that $0 \leq \varepsilon \leq p$. Further, let $Y \sim \text{Bin}(n,p)$ be a binomially distributed random variable with parameters $n$ and $p$. Then,

$$P[Y \leq (p - \varepsilon)n] \leq 2^{-D(p-\varepsilon \parallel p)^n} = \left( \left( \frac{p}{p - \varepsilon} \right)^{p-\varepsilon} \left( \frac{1 - p}{1 - p + \varepsilon} \right)^{1-p+\varepsilon} \right)^n.$$

Polynomials of Probabilities. We regularly need to estimate expressions of the form $(1 - x)^n$ where $x$ is a probability. The first inequality we use for this task is taken from the textbook by Motwani and Raghavan [31].

Lemma 5. Let $n$ be a positive integer and $x$ a real number such that $|x| \leq n$, then

$$e^x \left( 1 - \frac{x^2}{n} \right) \leq \left( 1 + \frac{x}{n} \right)^n.$$

We reach rather tight bounds on $(1 - x)^n$ by substituting $x$ for $-nx$ above, and combining this with the simple fact that $(1 + x) \leq e^x$ holds for all $x$.

Corollary 6. Let $n$ be a positive integer and $0 \leq x \leq 1$, then

$$e^{-nx} \left( 1 - nx^2 \right) \leq (1 - x)^n \leq e^{-nx}.$$ 

The next set of inequalities was given by Badkobeh, Lehre, and Sudholt [3].

\(^3\) The divergence is sometimes also called relative entropy, we avoid this term due to ambiguities, cf. [14].
Lemma 7 (Lemma 10 in [3]). Let \( n \) be a non-negative integer and \( 0 \leq x \leq 1 \), then
\[
\frac{nx}{1 + nx} \leq 1 - (1 - x)^n \leq nx.
\]

Finally, we prepare the following lemma for later use.

Lemma 8. Consider a random experiment with outcomes \( A, B \), and \((\neg A \land \neg B)\), where \( P[B] > 0 \). In a series of \( m \) i.i.d. trials, let \( A_j \) denote the event that the outcome of the \( j \)-th trial is \( A \), same with \( B \). Then, we have \( P[\forall j \leq m: \neg A_j \land \exists k \leq m: B_k] \leq P[\forall j \leq m: \neg A_j \land B_m] \).

Proof. First, we prove that the claim is equivalent to
\[
P[\forall j \leq m: \neg A_j \land \exists k < m: B_k] \leq P[\forall j \leq m: \neg A_j \land B_m].
\]
To this end, observe that for any four reals \( x, y, z, w \) such that \( y, w \) are all non-zero, we have \( \frac{x}{y} < \frac{z}{w} \) if and only if \( \frac{x}{y} + \frac{z}{w} < \frac{x}{y} \), which can be seen by elementary means.

The event \([\exists k \leq m: B_k]\) can be partitioned into \([B_m]\) and \([\neg B_m \land \exists k < m: B_k]\). Thus,
\[
P[\forall j \leq m: \neg A_j \land \exists k \leq m: B_k] = \frac{P[\forall j \leq m: \neg A_j \land \exists k \leq m: B_k]}{P[\exists k \leq m: B_k]} = \frac{P[\forall j \leq m: \neg A_j \land \exists k \leq m: B_k]}{P[\exists k \leq m: B_k]}.
\]

Applying the observation to the real numbers \( x = P[\forall j \leq m: \neg A_j \land \exists k < m: B_k] \), \( y = P[\neg B_m \land \exists k < m: B_k] \), \( z = P[\forall j \leq m: \neg A_j \land B_m] \) and \( w = P[B_m] \) gives the equivalence.

Now we prove the actual lemma by induction over the \( m \) trials. The case \( m = 1 \) is trivial since there both sides of the claimed inequality simplify to \( P[\neg A_1 \land B_1] \). In the following, suppose \( P[\forall j < m: \neg A_j \land \exists k < m: B_k] \leq P[\forall j < m: \neg A_j \land B_{m-1}] \) holds. It is sufficient to conclude \( P[\forall j \leq m: \neg A_j \land \exists k < m: B_k] \leq P[\forall j \leq m: \neg A_j \land B_m] \) from that. As the trials are independent, we get
\[
P[\forall j \leq m: \neg A_j \land \exists k < m: B_k] = \frac{P[\forall j \leq m: \neg A_j \land \exists k < m: B_k]}{P[\neg B_m \land \exists k < m: B_k]}
\]
\[
= \frac{P[\neg A_m \land \neg B_m] \cdot P[\forall j < m: \neg A_j \land \exists k < m: B_k]}{P[\neg B_m] \cdot P[\exists k < m: B_k]}
\]
\[
= P[\neg A_m \land \neg B_m] \cdot P[\forall j < m: \neg A_j \land \exists k < m: B_k].
\]

By induction, the latter is at most \( P[\neg A_m \land \neg B_m] \cdot P[\forall j < m: \neg A_j \land B_{m-1}] \). The probabilities of the outcomes do not change over the trials; also, event \( B_m \) implies \( \neg A_m \). Therefore,
\[
P[\neg A_m \land \neg B_m] \cdot P[\forall j < m: \neg A_j \land B_{m-1}] = \frac{1 - P[A_m] - P[B_m] \cdot (1 - P[A_m])^{m-2}}{1 - P[B_m]} \cdot \frac{P[B_{m-1}]}{P[B_{m-1}]^{m-1}}
\]
\[
= 1 - \frac{P[A_m]}{1 - P[B_m]} \cdot (1 - P[A_m])^{m-2} \leq \left(1 - P[A_m]\right)^{m-1} = P[\forall j \leq m: \neg A_j \land B_m]
\]

4 Distinct Sets and Minimality

As a first step towards the proof of Theorem 1, we give preliminary bounds on the expected number of minimal edges in \( B_{n,m,p} \). The bounds have the form of binomial sums of products of probabilities, depending on which factors we choose we get an upper or a lower bound. They are tight up to a constant factor and will serve as the basis for the further analysis.
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The cases in which the probability to include a vertex is either \( p = 0 \) or \( p = 1 \) are trivial. \( \mathcal{B}_{n,m,p} \) then deterministically consists of \( m \) copies of the empty set or the whole universe \( [n] \), respectively. Either way, the minimization \( \min(\mathcal{B}_{n,m,p}) \) contains only a single edge. We therefore assume \( 0 < p < 1 \) in the remainder of this work unless explicitly stated otherwise. Every subset of \( [n] \) then has a non-vanishing chance to occur. Such a set is minimal for \( \mathcal{B}_{n,m,p} \) if and only if it is sampled in one of the trials and no proper subset is ever generated.

Both aspects influence the minimality but their impact varies depending on the cardinality of the set in question. The number of vertices per edge is heavily concentrated around \( pm \), and edges with more vertices are less likely to be minimal. Consequently, almost no sets with very low cardinality are generated, but if such a set is sampled, it is often minimal. Many edges with a medium number of vertices are sampled and there is a good chance they are included in \( \min(\mathcal{B}_{n,m,p}) \). Very high cardinalities rarely occur, and even if so, those sets are usually dominated by smaller ones. This disparity is exacerbated by a large number of trials. Boosting \( m \) increases the probability that also sets of cardinality a bit further away from \( pn \) are sampled, at the same time the process generates more duplicates of sets that occurred before. More importantly though, the likelihood of a larger set being minimal is even smaller with many trials. We will see that for large \( m \) the last effect outweighs all others, creating situations in which only very small sets have a chance to be minimal.

Let \( \Delta_{n,p} \) denote the maximum-entropy distribution on the power set \( \mathcal{P}([n]) \) under the constraint that \( E_X \sim \Delta_{n,p}. |X| = pn \). That is to say, every vertex is included independently and identically distributed with probability \( p \).

Lemma 9. Let \( 0 < p < 1 \) be a probability, \( n, m \) positive integers, and let \( X_j \sim \Delta_{n,p} \) denote the outcome of the \( j \)-th trial. For any integer \( i \) such that \( 0 \leq i \leq n \), define

\[
 w_{n,p}(i, m) = P[\forall j \leq m: \neg(X_j \subseteq [i])].
\]

Then, we have \( w_{n,p}(i, m) = \left(1 - (1 - p)^{n-i}(1 - p')\right)^m \). It further holds that

1. \( E[|\min(\mathcal{B}_{n,m,p})|] \geq \sum_{i=0}^{n} \binom{n}{i} (1 - (1 - p')(1 - p)^{n-i})^m \cdot w_{n,p}(i, m) \);
2. \( E[|\min(\mathcal{B}_{n,m,p})|] \leq \sum_{i=0}^{n} \binom{n}{i} (1 - (1 - p')(1 - p)^{n-i})^m \cdot w_{n,p}(i, m - 1) \);
3. \( E[|\min(\mathcal{B}_{n,m,p})|] \leq 1 + \frac{1}{m} \sum_{i=0}^{n} \binom{n}{i} (1 - (1 - p')(1 - p)^{n-i})^m \cdot w_{n,p}(i, m) \).

Proof. First, we show that indeed we have

\[
 w_{n,p}(i, m) = \left(1 - (1 - p)^{n-i}(1 - p')\right)^m.
\]

The random set \( X_j \sim \Delta_{n,p} \) is a subset of \([i]\) if it does not contain an element of \([n]\setminus[i] \), which happens with probability \((1 - p)^{n-i}\). Conditioned on being any subset, \( X_j \) is a proper subset if it is missing at least one element of \([i]\), having conditional probability \(1 - p'\). Therefore, the probability \( P[\forall j \leq m: \neg(X_j \subseteq [i])] \) is as desired.

We now turn to the main statements. A set \( S \subseteq [n] \) is in \( \min(\mathcal{B}_{n,m,p}) \) iff it is sampled in one of the \( m \) trials and no proper subset is sampled. The probability for both events depends only on the cardinality \(|S|\) as all sets with the same number of elements are equally likely.

\[
 E[|\min(\mathcal{B}_{n,m,p})|] = \sum_{S \subseteq [n]} P[\exists k \leq m: X_k = S \land \forall j \leq m: \neg(X_j \subseteq S)]
 = \sum_{i=0}^{n} \binom{n}{i} P[\exists k \leq m: X_k = [i]] \cdot P[\forall j \leq m: \neg(X_j \subseteq [i]) | \exists k \leq m: X_k = [i]].
\]
Generating any other set than \([i]\) in a single trial has probability \(1 - p^i(1 - p)^{n-i}\). This probability does not change over the independent trials, giving an expected value of

\[
\sum_{i=0}^{n} \binom{n}{i} \left(1 - (1 - p^i(1 - p)^{n-i})^m\right) \cdot \mathbb{P}[\forall j \leq m: \neg(X_j \subseteq [i]) \mid \exists k \leq m: X_k = [i]].
\]

The last factor describes the likelihood that a set with \(i\) elements is minimal, conditioned on it being sampled at all. The stated bounds differ only in the way this factor is estimated. We claim that it is at least as large as \(\mathbb{P}[\forall j \leq m: \neg(X_j \subseteq [i])]\) (i.e., without the condition) while at the same time being at most \(\mathbb{P}[\forall j < m: \neg(X_j \subseteq [i])]\) (with one fewer trial). The first inequality is obvious because conditioning on at least one trial producing the set \([i]\) itself only increases the chances of never sampling a proper subset. For the second one, we apply Lemma 8 to the events \(A_j = [X_j \subseteq [i]]\) and \(B_j = [X_j = [i]]\), showing that

\[
\mathbb{P}[\forall j \leq m: \neg(X_j \subseteq [i]) \mid \exists k \leq m: X_k = [i]] \leq \mathbb{P}[\forall j \leq m: \neg(X_j \subseteq [i]) \mid X_m = [i]].
\]

The proof of the claim is completed by observing that \(\mathbb{P}[\forall j \leq m: \neg(X_j \subseteq [i]) \mid X_m = [i]]\) is the same as \(\mathbb{P}[\forall j < m: \neg(X_j \subseteq [i])]\), which holds due to the independence of the trials. This proves the Statements 1 and 2.

The relative difference between \(w_{n,p}(i, m-1)\) and \(w_{n,p}(i, m)\) is \(1/(1 - (1 - p)^{n-i}(1 - p^i))\), a quantity independent of \(m\) and non-decreasing in the cardinality \(i\). Thus, for \(i < n\), the ratio is upper bounded by \(1/(1 - (1 - p)(1 - p^{n-i})) \leq 1/p\). If \(i = n\), the difference is super-constant, namely, \(1/p^n\). Notwithstanding, Statement 3 follows from the fact that the contribution of the last term to the whole sum is at most 1.

Recall that we use \(|\mathcal{H}|\) to denote the number of distinct sets in a multi-hypergraph. The part that all three bounds above have in common describes the expected number of distinct sets in \(\mathcal{B}_{n,m,p}\). That is to say that

\[
\mathbb{E}[|\mathcal{B}_{n,m,p}|] = \sum_{i=0}^{n} \binom{n}{i} \left(1 - (1 - p^i(1 - p)^{n-i})^m\right).
\]

To reach the bounds the terms of sum are weighted by \(w_{n,p}(i, m)\) and \(w_{n,p}(i, m-1)\), respectively. We analyze the two parts separately, starting with the \(w_{n,p}\).

These factors are of interest beyond their application to random multi-hypergraphs. For the maximum-entropy distribution \(\Delta_{n,p}\) on subsets of \([n]\) with expected set size \(pn\), the weighting factor \(w_{n,p}(i, m)\) is, by definition, the probability that any fixed subset of cardinality \(i\) is minimal after \(m\) i.i.d. trials according to \(\Delta_{n,p}\). Equivalently, \(1 - w_{n,p}(i, m)\) is the probability of any proper subset being sampled.

It is easy to see that \(w_{n,p}(i, m) = (1 - (1 - p)^{n-i} + p^i(1 - p)^{n-i})^m\) is non-increasing in both \(i\) and \(m\). We prove next that the weighting factors are in fact threshold functions falling abruptly from almost 1 to almost 0 as \(i\) increases from 0 to \(n\), the position of the transition depends on \(n\), \(m\), and \(p\). Recall that \(\alpha\) abbreviates \(-(\log_{1-p} m)/n\). In full detail, Lemma 10 below establishes a sharp threshold behavior at

\[
i^* = n + \log_{1-p} m = (1 - \alpha)n.
\]

Note that \(i^*\) is always at most \(n\) since \(\log_{1-p} m \leq 0\). Moreover, for increasing \(m\), the threshold gets smaller relative to \(n\). Once \(m\) grows beyond \(1/(1 - p)^{n}\), i.e., \(\alpha > 1\), the quantity \(i^*\) can no longer be interpreted as a cardinality since it becomes negative. Later, in Lemma 15 we will see that \(m\) being this large is in fact irrelevant for the analysis of \(\mathbb{E}[\min(|\mathcal{B}_{n,m,p}|)]\).
Lemma 10. Let $0 < p < 1$ be a probability, and $n$, $m$ positive integers. Let $i = i(n)$ be a function of $n$ taking integer values between 0 and $n$, including.

1. We have $w_{n,p}(0,m) = 1$, and $w_{n,p}(n,m) = p^m$.

Suppose $0 < i < n$ for the remainder.

2. If $i = n + \log_{1-p} m + \omega(1)$, then $\lim_{n \to \infty} w_{n,p}(i,m) = 0$.

3. If $i = n + \log_{1-p} m - \omega(1)$, then $\lim_{n \to \infty} w_{n,p}(i,m) = 1$.

4. If $i = n + \log_{1-p} m \pm \Theta(1)$, then $w_{n,p}(i,m) = \Omega(1)$.

Proof. The corner cases in Statement 1 are elementary. Suppose $0 < i < n$. We mainly use Corollary 6 to estimate $w_{n,p}(i,m)$. For the upper bound, we have

$$w_{n,p}(i,m) = (1 - (1 - p)^{n-i})^m \leq (1 - (1 - p)^{n-i}(1-p))^m \leq \exp\left(-m (1-p)^{n-i} \cdot (1-p)\right).$$

Since $1 - p$ is constant, the limit behavior is determined entirely by the product $m (1-p)^{n-i}$.

If $i = n + \log_{1-p} m + \omega(1)$, then $m (1-p)^{n-i} = m (1-p)^{n-n/(\log_{1-p} m) - \omega(1)} = (1-p)^{-\omega(1)}$ diverges and thus the weighting factor $w_{n,p}(i,m)$ tends to 0.

Conversely, as $1 - p$ is at most 1, we get

$$w_{n,p}(i,m) \geq (1 - (1 - p)^{n-i})^m \geq \exp\left(-m (1-p)^{n-i}ight) \cdot (1-m(1-p)^{(2n-i)}).$$

If $i = n + \log_{1-p} m - \omega(1)$, both $m (1-p)^{n-i} = (1-p)^{\omega(1)}$ and $m (1-p)^{2(n-i)} = (1-p)^{\omega(1)}/m$ converge to 0. These two facts together imply $\lim_{n \to \infty} w_{n,p}(i,m) = 1$.

Finally, if the cardinality $i$ is around the threshold, the limit may not exist. Let the constant $C$ be such that $|i^* - i| \leq C$; in particular, it holds that $-\log_{1-p} m - C \leq n - i \leq -\log_{1-p} m + C$. We use Lemma 7 to cover this case,

$$w_{n,p}(i,m) \geq (1 - (1 - p)^{n-i})^m \geq \frac{m (1-p)^{n-i}}{1 + m(1-p)^{n-i}} \geq \frac{(1-p)^C}{1 + (1-p)^C} = \Omega(1).$$

We restate the precise bounds of Statement 2 and 4 for later use.

Corollary 11. If $0 < p < 1$ and $0 < i < n$, then $w_{n,p}(i,m) \leq \exp\left(-m (1-p)^{n+i+1}\right)$. If additionally there is a $C \geq 0$ such that $|i^* - i| \leq C$, then $w_{n,p}(i,m) \geq (1-p)^C/(1+(1-p)^C)$.

After showing the existence of a threshold for the weighting factors, we turn to the number of distinct sets in $\mathcal{B}_{n,m,p}$. This is a natural upper bound for the size of the minimization, $|\min(\mathcal{B}_{n,m,p})| \leq |\mathcal{B}_{n,m,p}| \leq |\mathcal{B}_{n,m,p}| = m$. When starting the sampling, many different sets are generated and $|\mathcal{B}_{n,m,p}|$ is close to $m$. As the number of trials increases though, duplicates occur in the sample and the two quantities grow apart.

To discuss this behavior in more detail, we introduce some notation. For a pair of integers $\ell$, $u$ with $0 \leq \ell \leq u \leq n$, let $|\mathcal{B}_{n,m,p}(\ell,u)|$ denote the number of distinct sampled sets whose cardinality is between $\ell$ and $u$, including. This is at most as large the total number of samples in that range. It thus makes sense to expect an upper bound in terms of the binomial distribution. We prove that there is also a lower bound of the same flavor.

Lemma 12. Let $0 < p < 1$ be a probability, $n$, $m$ positive integers, and $Y \sim \text{Bin}(n,p)$ a binomially distributed random variable with parameters $n$ and $p$. Further, let $\ell$, $u$ be integers
such that $0 \leq \ell \leq u \leq n$ and define $p = \max_{i \leq u} \{ p^i(1-p)^{n-i} \}$. Then, we have

$$p = \begin{cases} 
p^\ell(1-p)^{n-\ell}, & \text{if } p < 1/2; \\
1/2^n, & \text{if } p = 1/2; \\
p^u(1-p)^{n-u}, & \text{otherwise.} \end{cases}$$

and the expected number of distinct sets in $B_{n,m,p}$ with cardinality between $\ell$ and $u$ is

$$\frac{m}{1+mp} \cdot P[\ell \leq Y \leq u] \leq E[\|B_{n,m,p}(\ell,u)\|] \leq m \cdot P[\ell \leq Y \leq u].$$

**Proof.** The closed form for $p$ can be seen from the equality $p^i(1-p)^{n-i} = (p/(1-p))^i(1-p)^n$ and the fact that the odds $p/(1-p)$ are smaller than 1 iff $p \leq 1/2$. Lemma 9 implies for the number of distinct sets in $B_{n,m,p}(\ell,u)$ that

$$E[\|B_{n,m,p}(\ell,u)\|] = \sum_{i=\ell}^{u} \binom{n}{i} (1-(1-p^i(1-p)^{n-i})^m) \leq m \cdot \sum_{i=\ell}^{u} \binom{n}{i} p^i(1-p)^{n-i}.$$

Conversely, we have

$$E[\|B_{n,m,p}(\ell,u)\|] \geq \sum_{i=\ell}^{u} \frac{m p^i(1-p)^{n-i}}{1+mp} \geq \frac{m}{1+mp} \cdot \sum_{i=\ell}^{u} \binom{n}{i} p^i(1-p)^{n-i}.$$

The sum in both bounds equals the probability that $Y \sim \text{Bin}(n,p)$ is between $\ell$ and $u$. ◀

# 5 Proof of the Main Theorem

In this section, we prove the main result with the tools above. A key observation is that the minimization is dominated by the sets with cardinalities around the threshold of the weighting factors.

## 5.1 The Lower Bound

For a small number of trials, many different sets are created. Namely, we show that the distinct edges make up at least a constant fraction of $B_{n,m,p}$ as long as $m$ is at most $1/(1-p)^{(1-p)n}$. In turn, since the cardinalities of the sets are concentrated around $pn$ a constant fraction of them are indeed minimal. For a larger number of trials this no longer holds true. We show that once $m$ is so large that the threshold $i^* = n + \log_{1-p} m$ falls below $pn$, the number of minimal edges also decreases significantly.

**Lemma 13 (Theorem 11).** For all $m \leq 1/(1-p)^{(1-p)n}$, we have $E[\|\text{min}(B_{n,m,p})\|] = \Theta(m)$.

**Proof.** The upper bound is trivial as $\text{min}(B_{n,m,p})$ has at most $m$ edges. To get a lower bound on $E[\|\text{min}(B_{n,m,p})\|]$, we truncate the sum given in Lemma 9 at index $i = pn$ and use that the weighting factors $w_{n,p}(i,m)$ are non-increasing in $i$. Let $Y \sim \text{Bin}(n,p)$ be a random variable and set $p = \max_{0 \leq i \leq pn} \{ p^i(1-p)^{n-i} \}$. Lemma 12 yields

$$E[\|\text{min}(B_{n,m,p})\|] \geq \sum_{i=0}^{pn} \binom{n}{i} \left( 1 - (1-p^i(1-p)^{n-i}) \right)^m \cdot w_{n,p}(i,m) \geq \sum_{i=0}^{pn} \binom{n}{i} \left( 1 - (1-p^{pn}(1-p)^{n-pn}) \right)^m \cdot w_{n,p}(pn,m) \geq E[\|B_{n,m,p}(0,pn)\|] \cdot w_{n,p}(pn,m) \geq m \cdot \frac{P[Y \leq pn]}{1+mp} \cdot w_{n,p}(pn,m).$$
We are done if the last two coefficients are bounded below by positive constants. The upper limit of the summation is the median of the binomial distribution Bin(n,p), giving 
\[ P[Y \leq pn] \geq 1/2. \]
Next we bound the product \( mp \) from above by
\[
mp \leq (1 - p)^{(p-1)n} p = \begin{cases} 
(1 - p)^{pn}, & \text{if } p < 1/2; \\
1/\sqrt{2n}, & \text{if } p = 1/2; \\
p^{\alpha n}, & \text{otherwise.}
\end{cases}
\]
Either way, \( mp \) is at most 1. (In fact, since \( p = 0 \) and \( p = 1 \) are excluded, \( mp \) goes to 0.) The threshold of the weighting factors is at \( i^* = n + \log_{1-p} m \geq n + \log_{1-p}((1 - p)^{(p-1)n}) = pn \).
Hence, \( pn \) is below the threshold \( i^* \) and applying Statement 3 or 4 of Lemma 10 shows that there exists a constant \( \delta > 0 \) such that \( w_n(pn, m) \geq \delta \). Combining the three bounds finally proves
\[ E[\min(B_{n,m,p})] \geq m \cdot \delta/4 = \Omega(m). \]

For large sample sizes, the linear growth of the number of minimal sets cannot be maintained. Instead, \( \min(B_{n,m,p}) \) enters a regime governed by the entropy of \( \alpha = -(\log_{1-p} m)/n \).
We first show the lower bound, which is a bit simpler. It holds for all \( \alpha \) in the unit interval. However, we will see that it is only meaningful in in the information-theoretic regime, i.e., for \( k \geq 1/(1 - p)^{(1-p)n} \). Again, \( H \) is the entropy function.

**Lemma 14 (Theorem 13).** For all \( m \leq 1/(1 - p)^n \), i.e., \( 0 \leq \alpha \leq 1 \), it holds that
\[ E[\min(B_{n,m,p})] = \Omega \left( 2^{(H(\alpha) + (1-\alpha)\log p)n}/\sqrt{n} \right). \]

**Proof.** The sought expectation is at least as large as the number of distinct sets of cardinality \( i \) that are minimal after \( m \) trials, for arbitrary values of \( i \). As an ansatz, we chose the cardinality to be directly at the threshold \( i^* = n + \log_{1-p} m \).
Let again \( Y \sim \text{Bin}(n,p) \) be a random variable. Lemmas 9 and 12 together imply that
\[
E[\min(B_{n,m,p})] \geq \frac{\min(B_{n,m,p}(i^*, i^*))}{m} \cdot w_n(i^*, m)
\]
\[ \geq \frac{1}{1 + mp^*(1 - p)^{n - \alpha p}} \cdot P[Y = i^*] \cdot w_n(i^*, m). \]
Corollary 11 gives that the weighting factor at the threshold \( i^* \) is bounded from below by a constant, namely \( 1/2 \), uniformly for all \( m \). We now apply the writeouts \( m = 1/(1 - p)^{\alpha n} \) and \( i^* = (1 - \alpha)n \). For \( \alpha = 0 \) or \( \alpha = 1 \), the claimed bound degenerates to \( \Omega(p^n/\sqrt{n}) \) or \( \Omega(1/\sqrt{n}) \), respectively. We can thus assume \( 0 < \alpha < 1 \) and arrive at
\[
E[\min(B_{n,m,p})] \geq \frac{1}{2} \cdot \frac{(1 - p)^{-\alpha n}}{1 + (1 - p)^{-\alpha n} p^{(1-\alpha)n}(1 - p)^{\alpha n}} \cdot P[Y = (1 - \alpha)n]
\]
\[ = \frac{1}{2} \cdot \frac{(1 - p)^{-\alpha n}}{1 + (1 - p)^{-\alpha n} p^{(1-\alpha)n}(1 - p)^{\alpha n}} \cdot \left( (1 - \alpha)n \right)^{p^{(1-\alpha)n}(1 - p)^{\alpha n}}
\]
\[ = \frac{1}{2} \cdot \frac{1}{1 + p^{(1-\alpha)n}} \left( (1 - \alpha)n \right)^{p^{(1-\alpha)n}}. \]

The fraction \( 1/(1 + p^{(1-\alpha)n}) \) is never smaller than \( 1/2 \). Hence, the lower bound is asymptotically dominated by \( \left( (1 - \alpha)n \right)^{p^{(1-\alpha)n}} \). Lemma 3 provides information-theoretic estimates of the binomial coefficient. Note that \( H(1 - \alpha) \) and \( H(\alpha) \) are equal.
\[
\left( \frac{n}{(1 - \alpha)n} \right)^{p^{(1-\alpha)n}} \geq \frac{2^{H(\alpha)n}}{\sqrt{8n(1 - \alpha)\alpha}} \cdot \frac{1}{\sqrt{8n(1 - \alpha)\alpha}} \cdot \frac{1}{\sqrt{8n(1 - \alpha)\alpha}} \cdot \frac{1}{\sqrt{8n(1 - \alpha)\alpha}} \cdot 2^{(H(\alpha) + (1-\alpha)\log p)n}. \]
The proof is completed by the observation that \( 1/\sqrt{8(1 - \alpha)\alpha} \geq 1/\sqrt{2} \) for \( 0 < \alpha < 1 \).
We have seen bounds on the expected size of the minimization for two different ranges of \( m \). The tight one given in Lemma 13 holds only if \( m \leq 1/(1 - p)^{(1-\epsilon)n} \). There, the threshold \( i^* \) is not smaller than the expected edge size \( pn \). The analysis in that case includes the full sample size. The information-theoretic bound (Lemma 14) focuses on the edges with cardinality at the threshold. It holds for all \( m \leq 1/(1 - p)^n \), but is rather slack for \( m \) much below \( 1/(1 - p)^{(1-\epsilon)n} \). If the number of trials is close to \( 1/(1 - p)^{(1-\epsilon)n} \) the two bounds coincide (up to polynomial factors). For large \( m \) the information-theoretic lower bound is even decreasing. One could suspect that this is only an artifact of the particular techniques we used in its proof. We show next that this is not the case by giving a corresponding upper bound, implying a phase transition of the behavior of \( E[\min(B_{n,m,p})] \) around \( m = 1/(1 - p)^{(p-1)n} \).

5.2 The Upper Bound

The upper bound draws from the same core observations as the previous section, namely, the position of the threshold of the weighting factors as well as the ratio of distinct sets in the sample. First, we show that once \( m \) is more than a polynomial larger than \( 1/(1 - p)^n \), the minimization essentially consists of a single edge, namely, the empty set. We then prove in Lemma 15 our claim that for intermediate values of \( m \) between the phase transition and \( 1/(1 - p)^n \), \( E[\min(B_{n,m,p})] \) follows closely the lower bound shown in Lemma 14.

For the next result, note that \( \min(B_{n,m,p}) \) always contains at least a single edge.

\begin{lemma}[Theorem 14] If \( m = 1/(1 - p)^{n+\omega(\log n)} \), then \( E[\min(B_{n,m,p})] = 1 + o(1) \).
\end{lemma}

\textbf{Proof.} Suppose \( m = 1/(1 - p)^{n+f(n)} \) for some function \( f = \omega(\log n) \). As soon as the empty set is sampled in one of the \( m \) trials, the minimization of \( B_{n,m,p} \) contains only a single set; otherwise, we fall back to the trivial estimate \( \min(B_{n,m,p}) \leq m \). Let \( A \) abbreviate the event \( \{0 \in B_{n,m,p}\} \). The law of total expectation together with Corollary 6 thus implies that

\[
E[\min(B_{n,m,p})] = E[\min(B_{n,m,p}) | A] \cdot P[A] + E[\min(B_{n,m,p}) | \neg A] \cdot P[\neg A] \\
\leq P[A] + m \cdot (1 - (1 - p)^n) m \leq 1 + \exp(\ln m - m(1 - p)^n) \\
= 1 + \exp(\ln m - (1 - p)^{-f(n)}) .
\]

By the assumption on \( m \), the logarithm \( \ln m \) is of order \( O(n + f(n)) \). As \( 1/(1 - p) \) is strictly larger than 1 and \( f = \omega(\log n) \), \( \ln m \) is negligible compared to \( 1/(1 - p)^f(n) \). Therefore, the exponential expression converges to 0.

We prove next the last remaining statement of the main theorem, which is the upper bound in the information-theoretic regime.

\begin{lemma}[Theorem 12] Fix an \( \epsilon > 0 \) and suppose \( m \) is between \( 1/(1 - p)^{(1-\epsilon)n} \) and \( 1/(1 - p)^{(1-\epsilon)\alpha n} \), that is, \( 1 - p \leq \alpha \leq 1 - \epsilon \). Then, we have

\[
E[\min(B_{n,m,p})] = O\left(2^{(H(\alpha)+(1-\alpha)\log p)n}\right).
\]

\end{lemma}

\textbf{Proof.} Lemma 13 states \( E[\min(B_{n,m,p})] \leq \sum_{i=0}^{\alpha n}\binom{n}{i}(1 - (1 - p)(1 - p)^{n-i})^m w_{n,p}(i, m-1). \) The main idea of this proof is to split this sum at the threshold \( i^* \) and handle the two parts separately. A constant fraction of the distinct sets with cardinality below the threshold are minimal, cp. Lemma 10. Let \( Y \sim \text{Bin}(n, p) \) be a binomial variable. Lemma 12 implies that the first part of the sum is bounded above by

\[
\sum_{i=0}^{i^*}\binom{n}{i}(1 - (1 - p)(1 - p)^{n-i})^m w_{n,p}(i, m-1) \leq E[\|B_{n,m,p}(0, i^*)\|] \leq m \cdot P[Y \leq i^*].
\]
Recall that we denote the Kullback–Leibler divergence between Bernoulli random variables by $D$, the entropy function by $H$, and that we let $\alpha$ abbreviate $-(\log_{1-p} m)/n$. From the assumption $m \geq (1-p)^{(1-\alpha)n}$, we get $i^* = (1-\alpha)n \leq pn = E[Y]$. The Chernoff–Hoeffding theorem (Lemma 4) thus yields

$$m \cdot P[Y \leq (1-\alpha)n] \leq m \cdot 2^{-D(1-\alpha \| p)} = \frac{1}{(1-p)^{\alpha m}} \cdot \left( \frac{p}{1-\alpha} \right)^{1-\alpha} \left( \frac{1-p}{\alpha} \right)^{\alpha n}$$

which already has the same form as the claimed bound.

We now turn to the sets with cardinalities beyond $i^*$. We claim that the whole second part of the sum is at most a constant factor larger than $\binom{n}{i^*}^*$. Let $\ell \leq n^* - i^*$ be a positive integer. By Lemma 7, the relative difference of the term of the sum at position $i^* + \ell$ is

$$\frac{\binom{n}{i^* + \ell} (1 - (1-p)^{i^* + \ell}(1-p)^{n-i^* - \ell}m)}{\binom{n}{i^*}^* m(1-p)^{n-i^* - \ell} p^{i^* + \ell} \cdot w_{n,p}(i^* + \ell, m-1)}$$

$$\leq (\frac{\binom{n}{i^* + \ell}}{\binom{n}{i^*}}) \cdot \frac{(1-p)^{i^* + \ell} \cdot w_{n,p}(i^* + \ell, m-1)}{\binom{n}{i^*}^*} = (\frac{n}{i^*})^\ell \cdot \frac{1-p}{1-p} = \frac{1-p}{1-p} w_{n,p}(i^* + \ell, m-1).$$

In the following, we estimate the first and last factor in this product using that $m$ is at most $1/(1-p)^{(1-\alpha)n}$, i.e., that $\alpha \leq 1 - \varepsilon$ is bounded away from 1.

$$\frac{\binom{n}{i^* + \ell}}{\binom{n}{i^*}} = \prod_{j=1}^{\ell} \frac{n - i^* - j}{i^* + j} \leq \left( \frac{n - i^*}{i^*} \right)^\ell = \left( \frac{\alpha}{1-\alpha} \right)^\ell \leq \left( \frac{1}{\varepsilon} - 1 \right)^\ell.$$ 

We apply Corollary 11 to the weighting factor and get

$$w_{n,p}(i^* + \ell, m-1) \leq \frac{1}{p} \exp(-m(1-p)^{n-i^* - \ell+1}) = \frac{1}{p} \exp(-(1-p)^{-\ell + 1}).$$

Set the constants $a = (\frac{1}{\varepsilon}) - 1 \cdot p/(1-p)$ and $b = 1/(1-p)$. So far, we have established a bound of $s(\ell) = a^\ell/(p \cdot \exp(b^{\ell-1}))$ on the ratio between the term at $i^* + \ell$ and $\binom{n}{i^*}^*$. Observe that $s$ lacks any dependence on $n$, $m$, or $\alpha$. However, we claimed that $\sum_{\ell=1}^{\infty} s(\ell)$ is a constant. To complete the proof of the claim, we show the even stronger assertion that the series $s(\ell)$ is summable. To this end, we prove that there exists an $\ell_0$ such that for all $\ell \geq \ell_0$, $s(\ell) \leq 2^{-\ell}$ holds. Consider the sequence $t(\ell) = s(\ell) \cdot 2^\ell$. Both $a > 0$ and $b > 1$ hold and therefore $\ln(t(\ell)) = \ell \ln(2a) - \ln p - b^{\ell-1}$ diverges to $-\infty$ as $\ell$ increases. This in turn implies $t(\ell) \to 0$, in particular, there is an $\ell_0$ such that $t(\ell) \leq 1$ for all $\ell \geq \ell_0$.

$$\sum_{\ell=1}^{\infty} s(\ell) = \sum_{\ell=1}^{\infty} \frac{a^\ell}{p \cdot \exp(b^{\ell-1})} \leq \sum_{\ell=1}^{\ell_0} \frac{a^\ell}{p \cdot \exp(b^{\ell-1})} + \sum_{\ell=\ell_0+1}^{\infty} \frac{1}{2^\ell} \leq \sum_{\ell=1}^{\ell_0} \frac{a^\ell}{b \cdot \exp(b^{\ell-1})} + 2 = O(1).$$

Let $C = \sum_{\ell=1}^{\infty} s(\ell)$ denote the constant factor. With the help of Lemma 3 and the
symmetry of the entropy function \( H \), we finally arrive at an estimate for the second part.

\[
\sum_{i=i^*+1}^{n} \binom{n}{i} (1 - (1 - p^\prime (1 - p)^{n-i})^m) \cdot w_{n,p}(i,m) \leq C \binom{n}{i^*} p^{i^*} = C \binom{n}{(1 - \alpha)n} p^{(1 - \alpha)n} \\
\leq C \frac{2^{H(\alpha)n}}{\sqrt{\pi n(1 - \alpha)}} p^{(1 - \alpha)n} = C \frac{1}{\sqrt{n}} \cdot 2^{(H(\alpha) + (1 - \alpha) \log p)n}.
\]

Since \( \alpha \) is bounded away from both 0 and 1, the coefficient is a constant not larger than \( C/\sqrt{\pi \varepsilon(1 - p)} \). In summary, we have established an \( O(2^{(H(\alpha) + (1 - \alpha) \log p)n}) \) bound on both parts of the sum, which completes the proof. \hfill \□

After putting the corresponding upper bound in place, we can discuss the phase transition in full generality. For \( m \leq 1/(1 - p)n \), the expected size of the minimization is linear in \( m \). However, the trivial upper bound \( |\min(B_{n,m,p})| \leq m \) holds also for higher \( m \). Conversely, if the total number of edges is above this while still being smaller than \( 1/(1 - p)n \), the minimization follows \( 2^{H(\alpha)\log(1 - \alpha) + (1 - \alpha) \log p)n} \), where \( \alpha = -\log_{1-p} m/n \). That means, in the information-theoretic regime the size of the minimization continues to grow at first but now sublinearly w.r.t. \( m \). After peaking at its maximum, it is even falling as the number of trials further increases. Still, the lower bound shown in Lemma 14 is also valid for small \( m \), although not tight. This overlap is indicated in Figure 12 by dashed lines.

The differences of the bounds stem from their respective focus. The linear upper bound is for the whole sample, where the dominant edge size is \( np \). The information-theoretic one instead employs the number of edges at the threshold as an estimate for \( |\min(B_{n,m,p})| \). That is to say, the dominant edge size is assumed to be \( i^* = (1 - \alpha)n \). By contrasting the sample size and the expected number of edges with \( i^* \) vertices, we can quantify their multiplicative difference in terms of the Kullback–Leibler divergence \( D(x \parallel y) = -x \log \left( \frac{x}{y} \right) - (1 - x) \log \left( \frac{1 - y}{1 - x} \right) \).

For \( m = 1/(1 - p)\alpha n \), this difference is

\[
\frac{m}{2^{H(\alpha) + (1 - \alpha) \log p}n} = \left( \frac{\alpha}{1 - p} \right)^{\alpha} \left( \frac{1 - \alpha}{p} \right)^{1 - \alpha} \right)^n = 2^{D(1 - \alpha \parallel p)n},
\]

as we have seen before in the proof of Lemma 16. Recall that \( D(1 - \alpha \parallel p)n \) is the divergence between two order-\( n \) binomial distributions with parameters \( 1 - \alpha \) and \( p \). Above equality is not fully surprising since the divergence marks, by definition, the information loss when assuming that the dominant edge size is \( (1 - \alpha)n \), while in reality it is \( np \).

Nevertheless, this observation has some interesting consequences. \( D(1 - \alpha \parallel p) \) as a function of \( \alpha \) is convex with the sole minimum at \( \alpha = 1 - p \). The multiplicative gap is exponential in \( n \) for small \( m \), namely, for \( m = 1, (\alpha = 0) \), it grows up to \( 1/p^n \). But as \( m \) approaches \( 1/(1 - p)(1 - p)^n \), i.e., \( 1 - \alpha \) close to \( p \), the gap vanishes. For larger \( m \), the difference increases again. The threshold \( i^* \) is below \( pm \) if and only if \( m > 1/(1 - p)(1 - p)^n \).

The corresponding upper and lower bounds for the information-theoretic regime show that assuming a dominant edge size of \( i^* \) in fact gives the better estimate there.

### 5.3 The Maximum Number of Minimal Sets

The size of the minimization grows linearly with \( m \), around \( 1/(1 - p)(1 - p)^n \) this trend slows down, but \( |\min(B_{n,m,p})| \) continues to increase. For even larger \( m \), the threshold \( i^* \) gets close to 0, and the amount of minimal sets goes down with it. Finally, when the number of trials crosses \( 1/(1 - p)n \), the minimization collapses under the sheer likelihood that the empty set
is sampled. This suggests that there is a sweet spot for which the size of the minimization is maximum. We apply the main theorem to calculate the maximum of $E[|\min(B_{n,m,p})|]$ over any number of trials. In more detail, we want to show a bound of $(1+p)^n$.

First, observe that $(1-p)^{p-1} < 1+p$ holds for all probabilities $p > 0$. This can be seen, for example, from the fact that $(1-p)^{p-1}$ is strictly concave on the open unit interval and $1+p$ is its tangent at position $p=0$. By the first statement of Theorem 1, $m$ in the linear regime are too small to lead to a proof of the bound. Conversely, $2^{H(1-\varepsilon)+\varepsilon ld p}$ as a function of $\alpha$ converges to 1 from above as $\alpha \to 1$, regardless of $p$. We can thus choose an $\varepsilon > 0$ small enough such that $2^{H(1-\varepsilon)+\varepsilon ld p} < 1+p$, doing so may only increase the leading constant of the bound. The sought maximum then occurs for an $m \leq 1/(1-p)^{(1-\varepsilon)n}$. That is to say, we only need to look at the information-theoretic regime.

\textbf{Lemma 17 (Theorem 2).} For any $0 \leq p < 1$, it holds that

1. $\max_{m \geq 1} E[|\min(B_{n,m,p})|] = O((1+p)^n)$ and
2. $\max_{m \geq 1} E[|\min(B_{n,m,p})|] = \Omega((1+p)^n/\sqrt{n})$.

The maximum is attained for $m = 1/(1-p)^{\frac{1}{\sqrt{n}}}$. 

\textbf{Proof.} There is nothing to show for $p = 0$. If $p \neq 0$, we use the rewrite $m = 1/(1-p)^{\alpha n}$. Fix an $\varepsilon$ with $0 < \varepsilon < p$ such that $H(1-\varepsilon) + \varepsilon ld p < ld(1+p)$. Theorem 1 shows that there exist positive constants $C_1, C_2 > 0$, possibly depending on $p$ and $\varepsilon$, such that

$$\frac{C_1}{\sqrt{n}} \cdot 2^{(H(\alpha)+(1-\alpha) ld p)n} \leq E[|\min(B_{n,m,p})|] \leq C_2 \cdot 2^{(H(\alpha)+(1-\alpha) ld p)n}.$$

for all $\alpha$ such that $1-p \leq \alpha \leq 1-\varepsilon$ and all $n$ sufficiently large.

Hence, we only need to determine the extremum of the exponential part. Let $g(\alpha,p) = H(\alpha)+(1-\alpha) \cdot ld p = -\alpha \cdot ld \alpha - (1-\alpha) \cdot ld(1-\alpha) + (1-\alpha) \cdot ld p$ be the exponent of $2^n$ above. As a sum of positive concave functions, $g$ is positive and concave as well. Its partial derivative

$$\frac{\partial g(\alpha,p)}{\partial \alpha} = \frac{1}{\alpha} - \frac{1}{1+p} \cdot ld \left(\frac{1}{1+p}\right) - \frac{p}{1+p} \cdot ld \left(\frac{p}{1+p}\right) + \frac{p}{1+p} \cdot ld p = ld(1+p).$$

has a single zero in the open interval $(1-p, 1-\varepsilon)$ at $\alpha^* = 1/(1+p)$, resulting in an exponent

$$g(\alpha^*,p) = -\frac{1}{1+p} \cdot ld \left(\frac{1}{1+p}\right) - \frac{p}{1+p} \cdot ld \left(\frac{p}{1+p}\right) + \frac{p}{1+p} \cdot ld p = ld(1+p).$$

This corresponds to an upper and lower bound on the maximum expected size of $\min(B_{n,m,p})$ of $C_2 (1+p)^n$ and $C_1 (1+p)^n/\sqrt{n}$, respectively. The number of trials for which the maximum is attained is $m = 1/(1-p)^{\frac{1}{\sqrt{n}}} = 1/(1-p)^{\frac{1}{\sqrt{n}}}$. \hfill ▶

\section{Conclusion}

We investigated the minimization of random hypergraphs. If the number of edges $m$ is at most $1/(1-p)^{(1-p)n}$, the size of the minimization is linear. When increasing the number of edges beyond that point, the minimization continues to grow sublinearly until $m$ passes $1/(1-p)^{\frac{1}{\sqrt{n}}}$. From there on, the size of the minimization drops quickly. Increasing $m$ significantly above $1/(1-p)n$ leads to the degenerated minimization consisting of only the empty set. An immediate extension of our work is to close the $\sqrt{n}$-gap between the information-theoretic bounds. In fact, we conjecture the lower bound to be tight. The only
place in the proofs where we lose more than a constant factor is when upper bounding the number of minimal sets with cardinality below the threshold in Lemma 16. Another interesting question in light of the application to random databases would be to incorporate different sample probabilities per vertex and dependencies between the elements. To fit the maximum-entropy setting, this would have to be modeled as additional constraints.
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