CoReD: Generalizing Fake Media Detection with Continual Representation using Distillation
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Figure 1: Illustration of our CoReD using continual representation learning to effectively detect different fake media datasets.

ABSTRACT
Over the last few decades, artificial intelligence research has made tremendous strides, but it still heavily relies on fixed datasets in stationary environments. Continual learning is a growing field of research that examines how AI systems can learn sequentially from a continuous stream of linked data in the same way that biological systems do. Simultaneously, fake media such as deepfakes and synthetic face images have emerged as significant to current multimedia technologies. Recently, numerous method has been proposed which can detect deepfakes with high accuracy. However, they suffer significantly due to their reliance on fixed datasets in limited evaluation settings. Therefore, in this work, we apply continuous learning to neural networks’ learning dynamics, emphasizing its potential to increase data efficiency significantly. We propose Continual Representation using Distillation (CoReD) method that employs the concept of Continual Learning (CL), Representation Learning (RL), and Knowledge Distillation (KD). We design CoReD to perform sequential domain adaptation tasks on new deepfake and GAN-generated synthetic face datasets, while effectively minimizing the catastrophic forgetting in a teacher-student model setting. Our extensive experimental results demonstrate that our method is efficient at domain adaptation to detect low-quality deepfakes videos and GAN-generated images from several datasets, outperforming the-state-of-art baseline methods.
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1 INTRODUCTION
The ability to mimic human learning is desirable and it is a popular criterion for artificial intelligence (AI) performance. We measure people’s ability to identify pictures, play games, and drive a car and then create machine learning models that can match or exceed the
training data provided. While these machine learning models emphasize the final result over the learning process, often they ignore a key feature of human learning such as its robustness and adaptability towards evolving tasks and sequential learning. On the other hand, this robustness stands in sharp contrast to the most efficient state-of-the-art deep learning models, which generally tend to excel, when carefully supplied with a large amount of shuffled, balanced, and homogeneous data. These models not only underperform when faced with slightly different data distributions, but also they fail or experience sharp performance degradation on previously learned tasks, a phenomenon known as catastrophic forgetting [35]. One area where we can clearly observe this phenomenon is fake multimedia detection, especially for deepfake video and GAN-generated image detection, as numerous methods have been researched to generate those [9, 11, 19, 20, 30, 32, 33, 40, 61, 70].

Recently, these types of synthetic multimedia from the advanced AI systems are becoming more widespread in social media and online forums [13, 16, 18, 31] for creating fake news and information. The recent progress made in deep learning technologies have greatly assisted in generating synthetic images and videos that look strikingly similar to real-world images and videos. Moreover, a large number of fake image generation tools, such as FaceApp [20], FakeApp [14] and ZAO [55], are also available, which aggravates the situation. It is no secret that deepfakes can severely harm multimedia technologies. However, interested readers can refer to this report on the impact of deepfakes on commercial face recognition APIs [64]. The fake multimedia is generally present in two forms on the Internet: (1) deepfake videos [45, 59, 80] and (2) GAN-generated synthetic images [9, 32, 33] (From now on, we will refer to them as deepfake videos and GAN images for brevity).

On the other hand, there are many fake media detection methods proposed in recent years, achieving state-of-the-art performance [1, 28, 29, 36, 43, 59, 65–67]. However, as shown by Tariq et al. [68], they suffer from the same robustness and generalization issues when evaluated with a different data distribution than the training set.

More specifically, catastrophic forgetting (knowledge forgetting) problem [35, 39, 72, 74] from domain shifting predominantly occurs in such cases. Specifically, catastrophic forgetting is the phenomenon in which deep learning models tend to entirely, partially, or abruptly forget previously learned knowledge upon learning a new task. For example, a classifier’s performance trained with one deepfake dataset generally suffers when tested with a different unseen deepfake dataset. Therefore, catastrophic forgetting should be minimized, while transferring information or learning new tasks.

On the other hand, in order to maintain the knowledge during transferring knowledge, Marra et al. [51] and Rebuffi et al. [58] proposed approaches to mitigate the data distribution shifting of models by reusing the source data. By using a feature classifier based on a nearest-neighbor scheme, distribution shift problem can be alleviated. However, due to store the source data to transferring knowledge, they suffer from the limitation of memory resources.

Furthermore, to overcome catastrophic forgetting, Tariq et al. [68] use a few data samples from the source domain during transfer learning. However, in practice, for most pre-trained models, either the source domain data is not available or retaining source domain data may raise privacy concerns. Therefore, to encourage maximum applicability in real-world scenarios, we only use the target domain’s data and apply knowledge distillation to learn from the pre-trained model (teacher).

Lately, knowledge distillation (KD) [22] has shown great success for continual and lifelong learning scenarios [23, 53]. Motivated by this, we propose, CoReD, a continual learning (CL) based approach using representation learning (RL) and knowledge distillation. In particular, we significantly improve catastrophic forgetting by performing continual learning combined with representation learning and knowledge distillation. We use our CoReD method to continuously learn new tasks. Specifically, we use the student loss, distillation loss and representation loss to minimize catastrophic forgetting in the learned task and effectively learn new tasks in a sequential manner to detect a variety of deepfakes at once. Figure 1 provides an overview of our problem settings. A step-by-step illustration of the whole continual learning process is provided in Figure 2. We evaluate our method by running experiments on standard GAN image datasets such as ProGAN, StarGAN, and StyleGAN, as well as deepfake video datasets from FaceForensics++ (i.e., DeepFakes, FaceSwap, Face2Face, and NeuralTextures). We demonstrate that CoReD can outperform baseline on low, high, and mixed compression qualities. We find that the teacher-student network and representation loss in our proposed method makes continual learning more effective for deepfake detection. The novel contributions of our work are summarized as follows:

- **Continual Representation using Distillation (CoReD).** We propose a novel continual learning framework to detect deepfakes, where we leverage representation learning (RL) and knowledge distillation (KD) with continual learning (CL).

- **Extensive Empirical analysis.** We conducted an extensive evaluation with 7 different datasets, including popular GAN-based and deepfake benchmark datasets, using 7 different detection methods and 3 different incremental learning schemes.

- **Generalization Performance.** Our approach outperforms other deepfake classification baselines, learning much better on new tasks via continual learning and effectively preventing catastrophic forgetting.

Our code is available here.

2 RELATED WORKS

In this section, we present the related works on fake multimedia but we mainly focus on visual approaches such as videos and images. Fake speech or text generation is not the main focus of current work. We also overview the relevant research in continual and representation learning as well as knowledge distillation.

2.1 Fake Image and Video Multimedia

2.1.1 GAN Image Generation. Researchers in the computer vision community have recently been striving to achieve photorealism for computer-generated face images. Lu et al. [50] provide an overview of these methods. In particular GAN-based methods are also used to alter skin color [49], generate new viewpoints [24], and change the age of the face [4]. Also, Fader [41] Networks and
Deep Feature Interpolation [73] show promising results on manipulating facial features such as smile, age, and mustache. Moreover, Generative Adversarial Networks (GAN) based methods such as StyleGAN [33], ProGAN [32], and StarGAN [9] are the most famous for generating synthetic faces from scratch.

However, most of the GAN-based methods have shown to be suffered from low image resolution fidelity; however, Karras et al. [32] have improved the image quality using the Progressive growth of GANs (ProGAN). In addition, StyleGAN [33] is an extension of ProGAN architecture to control the style properties of the images. Furthermore, StarGAN [9] was proposed to use a single model to perform image-to-image translations for multiple facial properties. Recently, Variational AutoEncoder (VAE) based methods also suffered from low image fidelity; however, Razavi et al. [57] have proposed a method to generate high-fidelity images using a Vector Quantized Variational AutoEncoder. In this work, we use the more popular ProGAN, StyleGAN, and StarGAN datasets for evaluation and benchmarking different approaches.

2.1.2 Deepfake Video Generation. Deepfake video generation techniques have recently gained widespread popularity, and unfortunately, they have been frequently misused to create pornographic videos, fabricated images, and fake news. In particular, in the online communities, recently, there has been a flood of deepfakes or AI-generated synthetic videos [13, 16, 18, 31, 52]. In fact, various methods to generate deepfake videos have been proposed. The most viral ones are fabricated using deep learning-based tools such asFakeApp [14], FaceApp [20], and ZAO [55]. Also, Rössler et al. [59] released the FaceForensics++ (FF++) dataset to advance the research in deepfake detection. The FF++ dataset includes Face2Face (F2F) [71] and FaceSwap (FS) [40], DeepFakes (DF) [19], and NeuralTextures (NT) [70]. In this work, we will use the aforementioned four datasets in FaceForensics++ to evaluate our continual learning framework and compare ours with other approaches on learning new deepfake detection tasks.

2.1.3 Fake Image and Video Multimedia Detection. Even for human eyes, determining whether images or videos are produced from GAN-based approaches is becoming a more challenging task because of the significant advancements in such generation methods. In recent years, a plethora of classification methods has been designed to detect deepfake videos [1–3, 5, 6, 26, 36, 38, 42, 44, 59, 59, 62, 64, 68, 75, 78, 79] and GAN images [27, 43, 65, 66]. In particular, Mirsky and Lee [54] provide a detailed survey on categorizing different types of detection methods. However, very few of them consider the problem generalizable detectors. Tariq et al. [68] demonstrate that many state-of-the-art detectors would fail, when 1) new or unseen deepfakes are tested or 2) training and testing deepfake data are different. They all clearly exhibit catastrophic forgetting. Moreover, continual learning for detecting deepfake videos and GAN images has not been thoroughly explored in the past, which is the main focus of our paper.

Furthermore, we focus on detecting low and mixed-compression quality images that can more frequently occur in real-world social media platforms, whereas much research has focused on detecting high resolution deepfakes [65, 66, 68]. In this work, we formulate detecting different types of deepfakes and GAN-based images as learning a new task via continual learning to improve the catastrophic forgetting, enhancing the fundamental generalizability of model and robustness.

2.2 Continual Representation Learning

Continual Learning (CL) [15, 56], also known as life-long learning, is based on the concept of learning continuously and adaptively. In particular, Continual Learning is a kind of general online learning framework that learn from a infinite stream of data. Especially, several CL methods [8, 69] have been introduced to solve the problem of catastrophic forgetting and adjust to dynamically changing tasks. Moreover, CL systems have shown the capability to adapt to and perform well on the entire datasets without revisiting all previous data at each training stage. Such advantages of CL can tackle key limitations that are prevalent in deep learning and machine learning for generalization and a new task learning. For example, over time, the trained model generally suffers from covariates and knowledge shifts due to vastly and gradually increased size of new datasets, which is also known as catastrophic forgetting. Kirkpatrick et al. [39] proposed a constraint-based approach called elastic weight consolidation (EWC) to alleviate catastrophic forgetting in neural networks by selectively restraining the plasticity of weights depending on the importance of weights to previous tasks. However, their approach shows a lack of scalability because the network size scales quadratically in respect to the number of tasks. In this work, we propose a method that prevents forgetting of knowledge by referring the features of the target data without constraints and the source data.

On the other hand, representation learning (RL) is an approach of learning underlying representations of input data, through transforming or extracting features from data, in order to render machine learning tasks easier to perform. Recent research by Long et al. [48] explored transferable representation learning with deep adaptation networks to improve the feature transferability in domain adaptation tasks. Their approach embeds the deep features of all task-specific layers into kernel Hilbert spaces (RKHSs), matching optimum domain distributions forming minimax game. However, their approach has not been designed for continual learning setup, which we focus on. In addition, representation learning has been applied to facial expression recognition (FER) task, where Kim et al. [37] proposed the new spatio-temporal feature representation learning, which is robust to expression intensity variations. However, their approach only considered two different datasets, which may not be sufficient to assess generalization performance.

2.2.1 Continual Learning using Knowledge Distillation. A pioneering Knowledge distillation (KD) was first proposed by Hinton et al. [22] in order to compress and transfer knowledge of a large (teacher) model to a small (student) model. The essence of KD training process is for a student model to effectively mimic the capability of a teacher model. From the continual learning task, Li and Hoiem [46] proposed Learning without Forgetting framework to improve catastrophic forgetting by leveraging the knowledge distillation (KD) during transfer learning. In addition, to address catastrophic forgetting in class-incremental learning, rehearsal [7] principle as well as KD loss were proposed by Rebuffi et al. [58]. Their work stores the exemplars in the source task to prevent the
complete forgetting of a source task. But, for complex inputs, this approach typically requires a very large memory storage to store the features of the source domain. To mitigate such a large space requirement, our proposed CoReD based on continual and representation learning leveraging KD is designed such that it does not require storing or using source exemplars during a new task learning.

Recently, Hou et al. [23] proposed a novel approach for the multi-task lifelong learning by seeking a better balance between preservation and adaptation via "Distillation and Retrospection." Their proposed CNN-based approach not only helps the learning on the new task, but also preserves the performance on old tasks. In particular, Retrospection [23] is proposed to cache a small subset of data for old tasks, which proves to be greatly helpful for the performance preservation, especially in long sequences of tasks drawn from different distributions. We take the similar approach as theirs. However, our approach focuses on continual representation, which was not extensively explored in this work.

3 OUR APPROACH

As many new deepfake videos (or GAN images) generation methods are introduced, detecting all of them is becoming more challenging and time-consuming. Therefore, a continual learning-based solution can be beneficial, especially when the data distribution contains an overlap between different generation methods, as in the case of deepfake videos (or GAN images). Consequently, we propose CoReD to effectively detect fake media from various generation methods by using continual learning in a teacher-student model setting. Figure 2 summarizes the overall workflow of CoReD.

3.1 CoReD for Fake Multimedia Detection

Given a deepfake video (X_f) or GAN image (X_g) from any generation method, our goal is to classify it as real or fake. The overall pipeline of our proposed approach is presented in Figure 2 from Step 1 to Step 11. However, we only describe the first 6 steps from Step 1 to 6, shown in yellow, since the follow-up processes are just repetition of these steps. Therefore, we describe the first 6 steps as follows:

(1) We first fully train a teacher model T_1 using Task 1 dataset.
(2) We copy the weights from the teacher trained on task i into the student model (S_i).
(3) Now, we change the student into the teacher for Task 2 (T_2) and set T_2 as non-trainable.
(4) Next, we create a new student model (S_2) by copying the weight from Task 2 teacher T_2, setting S_2 as trainable.
(5) Now, we supply T_2 and S_2 with the data from Task 2. The student learns from the data in the following three ways: (a) directly from the data using a cross-entropy loss (student loss L_S), (b) using a representation loss calculated between T_2 and S_2 by comparing the feature representation memory (representation loss L_R), and (c) using knowledge distillation loss calculated using the T_2 and S_2 (distillation loss L_D), where we describe the details of each loss in next section.

Note: Since T_2 is set as non-trainable, its feature representation memory and knowledge remain the same. However, for S_2, they will gradually change over the training epochs (see Section 3.2 for details on the objective function).
(6) Once the student (S_2) is fully trained, we go back to Step (3) and use it as the teacher (i.e., T_3) for the next task, and we repeat this process until we finish Task N (i.e., Step 11 in Figure 2).

We provide a detailed step-by-step overview of this process in Figure 2.

3.2 Objective Function

We calculate three loss functions for CoReD, as shown in Figure 2. The details are presented as follows:

Student Loss. As we mentioned earlier, when we train the student model (S), as shown in steps 5, 8, and 11 in Figure 2, we use the cross-entropy loss to learn directly from the Task's dataset as follows:

$$\sigma(s) = \frac{e^{s_i}}{\sum_{j} e^{s_j}}$$

$$L_S = -\sum_{i=1}^{C} t_i \log(\sigma(S(x_i, y_i)))_i$$

$$= -t_i \log(\sigma(S(x_i, y_i)))_i - (1 - t_i) \log(1 - \sigma(S(x_i, y_i)))_i,$$

where $\sigma$ is the softmax function, C_1 and C_2 are the real and fake classes: t_1[0,1] and $\sigma(\cdot)$ are the ground truth and the score for C_1, and t_2 = 1 - t_1 and $\sigma(\cdot)$ are the ground truth and the score for C_2. Moreover, $y_i$ is the output label (i.e., hard label $y$), and $\hat{y}_i$ is the output of $S$ (i.e., hard prediction).

Distillation Loss. During the student model training at Step 5, 8, and 11 in Figure 2, we also calculate the distillation loss using the student from the teacher model as follows:

$$\sigma_d(s, T_i) = \frac{e^{(\hat{y}/T_i)}}{\sum_{j} e^{(\hat{y}/T_i)}},$$

$$L_D = \sum_{x_i \in X} L(T(x_i), S(x_i))$$

$$= \sum_{x_i \in X} \sigma_d(T(x_i, y_i); T = r) \log \sigma_d(S(x_i, \hat{y}_i); T = r),$$

where $\sigma_d$ is the softmax function with temperature T initialized as r during distillation. And, $y_i$ is the output label of $T$ (i.e., soft label $y$), and $\hat{y}_i$ is the output of $S$ (i.e., soft prediction). By softening the probability distribution over the classes, the temperature aids $S$ in imitating $T$. By increasing T, the probability distribution of the softmax function softens, revealing which classes $T$ is more similar to the predicted class.

Representation Loss. We believe that similar or common underlying characteristics must exist among different types of fake multimedia (deepfake video or GAN images) generated from various generation methods. Therefore, the teacher ($T$) trained on Task i can help the student ($S$) learn Task i + 1 using fewer samples. Therefore, during the training of the student model, we store the feature representations of $T$ and $S$ for the training data in a representation memory ($R_{mem}$). Rather than storing all Task i + 1 data features, we only store distinct features selectively to minimize the memory footprints, unlike storing a large number of samples from prior research [58].
To accomplish this, we apply softmax to the output of $\mathcal{T}$ and $\mathcal{S}$, which we use to make representation memory $\mathcal{R}_{\text{mem.}}^T$ and $\mathcal{R}_{\text{mem.}}^S$. We partition this representation memory into small blocks $b$ each of size $v$ starting from $m$ as follows: $\mathcal{R}_{\text{mem.}} = \{(m, m + v), (m + v, m + 2v), \ldots, (m + (b - 1)v, m + bv)\}$. Dividing the memory helps reduce context shifting during the learning process. Since the distribution of real and fake data are different, we perform this operation separately on both real and fake data. Finally, we calculate the difference between $\mathcal{R}_{\text{mem.}}^T$ and $\mathcal{R}_{\text{mem.}}^S$, as follows:

$$L_R = \sum_b \left\| \mathcal{R}_{\text{mem.}(b)}^S - \mathcal{R}_{\text{mem.}(b)}^T \right\|_2^2,$$

where for binary classification, we divide the feature storage into $b = 5$, each of size $v = 0.1$ start from $m = 0.5$, e.g., $\mathcal{R}_{\text{mem.}(1)}^S$ is the first block of student’s representation memory.

**Final CoReD Loss**. We take the sum of all three losses from Equation (1), (2), and (3) to form our final CoReD loss function, as follows:

$$L_{\text{CoReD}} = \alpha L_S + \beta L_D + \gamma L_R,$$

where $\alpha$, $\beta$, and $\gamma$ are coefficients to control the three loss terms.

### 4 EXPERIMENT

#### 4.1 Dataset

To evaluate the performance of our approach, we used ProGAN [32], StyleGAN [33], and StarGAN [9] as GAN image datasets as well as DeepFake (DF), Face2Face (FS), FaceSwap (FS), and NeuralTextures (NT) datasets from FaceForensics++ [59] as deepfake video dataset (see supplementary material for CelebDF results). We use pristine videos from FaceForensics++ as real videos and images from the CelebA [47] database as real images. We provide the dataset details in Table 1. We use 60,000 images from 750 videos for Training the teacher on Task 1 for deepfake detection. Then, for every next continual learning task, we use 800 images from using just ten videos. The intuition behind using such a small number of samples for continual learning is that obtaining an extensively large dataset for a new type of forgery method is challenging in a real-world environment. Therefore, achieving high detection performance while using a minimum amount of data is crucial, and it is highly desirable. Similarly, we use 18,000 ProGAN images (or 13,800 StyleGAN images or 30,520 StarGAN images) for training the teacher in Task 1, and for every next continual learning task, we use 2,000 images. Also, we use 20,000 images from 125 deepfake videos. For GAN images, we use 20,000 for ProGAN images, 60,000 for StyleGAN images, and 100,000 for StarGAN, respectively for testing all detection methods. In addition, we perform our evaluation using high, low, and mixed compression qualities and report the results in Section 5.

---

We develop the mixed quality dataset by combining low- and high-quality deepfake datasets. For the training and testing of mixed quality: half of the samples are high-quality, and half are of low-quality.

### Table 1: Dataset Description. The details of the total number of images used for training and testing.

| Datasets          | Total Images | Task 1 Images | Continual Learning Images | Testing Images |
|-------------------|--------------|---------------|---------------------------|----------------|
| Pristine (Real)   | 80,000       | 60,000        | 800                       | 20,000         |
| DeepFake (DF)     | 80,000       | 60,000        | 800                       | 20,000         |
| Face2Face (F2F)   | 80,000       | 60,000        | 800                       | 20,000         |
| FaceSwap (FS)     | 80,000       | 60,000        | 800                       | 20,000         |
| NeuralTextures (NT)| 80,000      | 60,000        | 800                       | 20,000         |
| ProGAN            | 60,000       | 18,000        | 2,000                     | 20,000         |
| StyleGAN          | 65,838       | 13,800        | 2,000                     | 60,000         |
| StarGAN           | 274,478      | 30,520        | 2,000                     | 100,000        |
| CelebA-HQ         | 49,000       | 30,000        | 2,000                     | 10,000         |
4.2 Experimental Settings

We train each method for 100 iterations using early stopping with a patience value of 5. We employ the stochastic gradient descent (SGD) with a momentum of 0.1 and a learning rate of 0.05. We set the value of hyper-parameter values as follows: \( \tau = 20, \alpha = 1.0, \beta = 1.0, \) and \( \gamma = 1.0. \) The representation memory is of this form \( R_{mem} = \{(0.5, 0.6), (0.6, 0.7), \ldots, (0.9, 1.0)\}. \) Our tests are carried out on Intel Core i7-9700 CPU with 32 GB of RAM and Nvidia RTX 3090 GPU. We use F1-score metric for evaluation. We extract 80 samples from each video. We use the MTCNN [77] algorithm for facial landmark detection on real and deepfake videos. Using this information, crop a \( 128 \times 128 \) square with the face at its center, thereby preserving the aspect ratio of the image. For GAN and CelebA images, the faces are already at the center of the images. Therefore, we only resize them to \( 128 \times 128 \) resolution. We apply the following normalization settings using PyTorch Transform: \([0.5,0.5,0.5]\). We use CutMix [76] for our data augmentation.

**Task Description.** We perform Task 1 to 4 for Deepfake video detection and Task 1 to 3 for GAN image detection. In Task 1, we fully train the backbone model on a single deepfake (or GAN image) dataset. From Task 2 to Task N, we perform continual learning to new deepfake (or GAN image) datasets, as shown in Figure 2.

4.3 Baselines

We use the following baselines for evaluation on Task 1. Note: we use the best performer among these baselines for Task 2, 3, and 4.

- **MesoNet.** Afchar et al. [1] proposed MesoNet, which is a CNN-based state-of-the-art deepfake detection method.
- **ShallowNet.** ShallowNet proposed by Tariq et al. [66] also has shown to be effective for distinguishing real and fake images.
- **ForensicTransfer.** Cozzolino et al. [12] proposed ForensicTransfer, a weakly supervised method used for transfer learning to different domains.
- **DBiRNN:** Sabir et al. [60] a bidirectional RNN with DenseNet and demonstrated high performance on FaceForensics++ dataset.
- **Xception.** Xception [10] is considered as the state-of-the-art method for the ImageNet classification task. Also, Rössler et al. [59] showed that Xception is one of the competitive performers on the FaceForensics++ dataset.
- **CNN+LSTM.** Güera et al. [21] proposed a CNN concatenated with LSTM network to detect deepfake.
- **EfficientNet.** Tan et al. [63] proposed EfficientNet and it is considered as the state-of-the-art at several classification tasks. We use EfficientNet-B0 for our evaluation.

We use CNN+LSTM, DBiRNN, ShallowNet, MesoNet, and Xception for deepfake video detection. Since the code for CNN+LSTM and DBiRNN is not publicly accessible, we implemented them and did our best to fit the experimental settings in the original article. We use MesoNet, ForensicTransfer, Xception, and EfficientNet-B0 for GAN image detection.

To evaluate our continual learning framework (Task 2 to N), we compare CoReD method with three incremental learning methods. We use the best performer on Task 1 and use it with these methods for the following Task 2, 3, and 4.

5 RESULTS

This section discusses the deepfake as well as GAN image detection performance for Task 1 to 4 and provides an ablation study.

5.1 Performance on Task 1

In this section, we present the Task 1 performance of the baseline method for GAN image and deepfake video detection. From Table 2, we can observe that all baseline methods perform exceptionally well at detecting GAN images, where EfficientNet-B0 is the best performer on average. Therefore, we use EfficientNet-B0 for the continual learning process (i.e., Task 2 to 3) of GAN images. On the other hand, Xception is the best performer for deepfake video detection with an average F1-score of 99.25%, as shown in Table 3. Therefore, we use Xception for the following continual learning process (i.e., Task 2 to 4) of deepfake videos.

**Zero-shot Performance.** We demonstrate that it is essential to perform continual learning for deepfake videos and GAN image detection. We evaluate the best performers of Task 1 for GAN image detection (i.e., EfficientNet-B0) with different GAN image datasets. For example, if ProGAN is used as Task 1 dataset, we evaluate the performance of EfficientNet-B0 using StyleGAN and StarGAN (i.e., Zero-shot performance). As shown in Table 4, EfficientNet-B0 fails to detect everything outside its training data distribution, showing
Table 4: Zero-shot performance of Task 1's best performer (EfficientNet-B0) on GAN image dataset. Based on these results, it is evident that a continual or incremental learning solution is necessary for the GAN image dataset.

| Method       | ProGAN | StyleGAN | StarGAN |
|--------------|--------|----------|---------|
| EfficientNet-B0 ProGAN | 99.91  | 49.47    | 56.81   |
| EfficientNet-B0 StyleGAN | 49.80  | 99.96    | 50.04   |
| EfficientNet-B0 StarGAN | 66.47  | 52.01    | 99.88   |

Table 5: Zero-shot performance of Task 1's best performer (Xception) on deepfake video dataset. Similar to the zero-shot results on GAN images, the result on deepfake videos also supports the argument that a continual or incremental learning solution is required.

| Method       | Dataset | DF | F2F | FS  | NT |
|--------------|---------|----|-----|-----|----|
| Xception     | DF      | 99.41 | 56.05 | 49.93 | 66.32 |
| Xception     | F2F     | 68.55 | 98.64 | 50.55 | 54.81 |
| Xception     | FS      | 49.89 | 54.15 | 98.36 | 50.74 |
| Xception     | NT      | 50.05 | 57.49 | 50.01 | 99.88 |

Table 6: Task 2 results for deepfake video and GAN image detection. The best performer is highlighted in boldface. All methods perform relatively well. However, CoReD shows the best performance.

| Method       | Deepfake Videos | GAN Images | Average |
|--------------|-----------------|------------|---------|
| TranLearn    | HQ: 95.02       | 85.35      | 91.40   |
| TranGAN      | LQ: 87.55       | 74.17      | 80.80   |
| DistilLoss   | Mixed: 74.04    | 85.32      | 80.57   |
| CoReD (Ours) | Mixed: 95.15    | 86.97      | 90.62   |

Table 7: Task 3 results for deepfake video and GAN image detection. TF and TG suffer from catastrophic forgetting, whereas DL and CoReD demonstrate good performance. The best performer is highlighted in boldface.

| Method       | Deepfake Videos | GAN Images | Average |
|--------------|-----------------|------------|---------|
| TranLearn    | HQ: 75.81       | 67.69      | 74.90   |
| TranGAN      | TG: 85.88       | 64.61      | 70.93   |
| DistilLoss   | DL: 93.03       | 86.09      | 87.13   |
| CoReD (Ours) | Ours: 94.09     | 87.79      | 90.45   |

Table 8: Task 4 results for deepfake video detection. All baseline (i.e., TF, TG, and DL) suffers from catastrophic forgetting, whereas CoReD demonstrates stable and consistent performance. The best performer is highlighted in boldface.

Table 8: Task 4 results for deepfake video detection. All baseline (i.e., TF, TG, and DL) suffers from catastrophic forgetting, whereas CoReD demonstrates stable and consistent performance. The best performer is highlighted in boldface.

| Method       | Deepfake Videos | Average |
|--------------|-----------------|---------|
| TranLearn    | HQ: 55.97       | 68.53   |
| TranGAN      | TG: 85.46       | 60.45   |
| DistilLoss   | DL: 90.63       | 67.21   |
| CoReD (Ours) | Ours: 91.77     | 80.55   |

5.2 Continual Learning Results (Task 2–4)

In this section, we provide the performance results of continual learning (i.e., from Task 2 to N). We use Xception for deepfake video detection and EfficientNet-B0 for GAN image detection as the backbone model throughout this section. Further, we use CoReD and the three continual learning methods with these backbone methods (i.e., TF, TG, and DL) to evaluate continuous learning.

Performance on Task 2. Now, we examine the performance of Task 2 for deepfake videos and GAN image detection from Table 5. We can observe that CoReD is the best performer (89.99% on average) for deepfake videos and GAN images. It is also interesting to note that there is no clear winner among the TF, TG, and DL. However, TF demonstrates the most stable performance (88.29%) among the three continual learning baselines, showing that regular transfer learning works well for the first level of incremental learning. Nevertheless, every method performs relatively well on Task 2. It shows that all four methods (i.e., TF, TG, KD, and CoReD) used for evaluation are well equipped to learn new tasks. Therefore, making the comparison more competitive for the follow-up tasks.

Performance on Task 3. In this section, we discuss the results of Task 3 from Table 7. Now, the performance difference between the baselines and CoReD is distinctly clear. CoReD achieves nearly 10% better detection performance than TF and TG. And only DL (84.54%) performs close to CoReD (86.43%). Also, we observe that the performance on the mixed dataset is relatively lower than the other, exhibiting that they are harder to detect. Overall, we can witness the effect of catastrophic forgetting on the TF and TG as their detection performance drops nearly 15% from the previous task (see Table 6). Since there is only a small performance drop of less than 5% on average for CoReD and DL, this confirms that the teacher-student architecture clearly helps resist catastrophic forgetting.

Performance on Task 4. Finally, in this section, we present the results of Task 4 from Table 8. The performance of all baselines (i.e., TF, TG, and DL) significantly drops on Task 4. The detection performance of TF and TG is below 70%, exhibiting a significant impact of catastrophic forgetting. In contrast, the detection performance of our CoReD is more than 20% higher than the best baseline method (i.e., DL) in some scenarios. It demonstrates that in the long run, CoReD is a more stable and consistent performer. The DL method, which was relatively competitive with CoReD and showed resistance to catastrophic forgetting until Task 3. This demonstrates inconsistent detection performance, i.e., DL (HQ: 90.63% and LQ: 67.21%) vs. CoReD (HQ: 91.77% and LQ: 80.55%). We believe that the collective contribution of the loss functions of CoReD (i.e., $L_S$, $L_D$, and $L_R$) assist in providing robustness against catastrophic forgetting.

5.3 Ablation Study

In this section, we perform an ablation study on the following aspects of the proposed CoReD: Q1. What is the impact of the...
Table 9: Ablation study on block size ($b$) of representation memory ($R_{\text{mem.}}$). We observe a drop in performance by removing the memory block and using a single memory storage ($b = 1$).

| Method               | Deepfake Videos |
|----------------------|-----------------|
|                      | LQ  | HQ  | Average |
| CoReD ($b = 1$)      | 75.30 | 83.34 | 79.32 |
| CoReD ($b = 5$)      | 78.56 | 89.42 | 83.99 |

Table 10: Ablation study on continual learning to two tasks simultaneously. We observe a slight increase in performance when learning simultaneously.

| Method | Deepfake Videos (HQ) |
|--------|-----------------------|
|        | Task 1→2&3 | Task 1→2→3 | Average |
| DL     | 94.17         | 93.03       | 93.60   |
| CoReD  | 94.18         | 94.09       | 94.13   |

Block size of the representation memory on detection performance?

Q2. What is the impact of removing Representation memory and student loss on CoReD? and Q3. What is the impact of performing continual learning to two tasks at the same time?

Q1. Block Size of Representation Memory. We change the representation memory ($R_{\text{mem.}}$) into one single memory block ($b = 1$). We compare it with CoReD using a standard setting (i.e., $b = 5$) and present the results in Table 9. The detection performance for both low and high-quality deepfakes decreases up to 6% by setting $b = 1$. Using five memory blocks ($b = 5$) for CoReD can increase the detection performance by 4% on average; hence its use is well justified.

Q2. Without Representation and Student Loss. For this ablation study, we consider the scenarios, where we do not use our proposed representation loss ($L_{\text{R}}$) and student loss ($L_{\text{S}}$) with CoReD. The results for this setting are summarized in Table 6–8 as the DL method. As we discussed earlier, CoReD outperforms DL in most scenarios, demonstrating the use of representation and student loss in our objective function.

Q3. Simultaneous Continual Learning to Two Tasks. Lastly, we compare the learning performance on simultaneous two tasks using continual learning with the typical scenarios of continual task-by-task learning. As shown in Table 10, simultaneous continual learning results in a slightly higher detection performance than the task-by-task approach, i.e., 94.18% vs. 94.09%. However, the difference is not very significant. Moreover, CoReD outperforms DL (the best baseline method) in both scenarios. These results also suggest that both scenarios are practically applicable.

6 DISCUSSION

New Data Augmentation Methods. In this work, we have not explored many of the recent data augmentation techniques, which have proven to be very successful against deepfake detection, as shown in the deepfake detection challenge [17]. However, the focus of our current work is more towards the continual learning component. And adding any state-of-the-art data augmentation technique or detection model or preprocessing method in our pipeline will likely increase our overall detection performance. We believe that if CoReD can demonstrate promising detection performance on general classification methods such as Xception and EfficientNet-B0, it will also provide higher detection performance on those classifiers.

Mixed Quality Detection. As we know, training dataset with high-quality deepfakes does not perform well against detecting deepfakes of low quality. Accordingly, it is interesting to note that unless we apply the same compression to high-quality deepfakes for converting them into low-quality, the model trained on low-quality deepfakes will also suffer from them. Therefore, to further explore this, we mixed the low and high-quality samples from deepfake datasets named it mixed quality. As shown in Table 7, the performance on mixed quality can sometimes be even lower than low-quality deepfakes. Therefore, more research is needed to improve the detector’s performance on mixed quality deepfakes.

Limitations and Future Work. In this work, we only evaluate four types of deepfake datasets and three types of GAN image datasets. Recently, several more advanced deepfake datasets (DFDC [17], CelebDF [45], CelebFOM [64], and WildDeepfake [80]) as well as GAN image datasets (CelebBlend [64], GANformer [25], and StyleGAN2 [34]) are released. We plan to include them in our evaluation for future work. Moreover, our work is focused on detecting deepfake and GAN images of humans. Therefore, we have not considered other types of GAN images in this work. Also, we plan to extend our method to detecting full-body deepfakes in the future.

7 CONCLUSION

Simultaneously detecting a wide range of deepfakes videos and GAN images from different generation methods is a challenging problem. We find that models trained on one type of deepfake (or GAN image) dataset do not perform well on deepfakes (or GAN images) from other generation methods. Therefore, in this work, we formulate and proposed a continual learning approach to learn these new data distributions (or generation method) as new tasks using a small number of data samples in a teacher-student architecture. We also propose three types of loss functions in our objective functions and demonstrate that our CoReD method can effectively mitigate catastrophic forgetting, outperforming other approaches.
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#### Task 2

| Datasets          | TF   | TG   | DL   | CoReD |
|-------------------|------|------|------|-------|
| Deepfake (HQ)     | 0.879| 0.941| 0.822| 0.963 |
| Deepfake (LQ)     | 0.905| 0.996| 0.898| 0.926 |
| Deepfake (Mixed)  | 0.961| 0.919| 0.890| 0.937 |
| GAN Images        | 0.900| 0.934| 0.937| 0.934 |
| Average           | 0.898| 0.947| 0.965| 0.917 |

![Figure 3](image.png)

Figure 3: Task 2 results (AUROC) for deepfake video and GAN image detection. All methods perform relatively well. However, CoReD shows the best performance (outlined in black and boldfaced).

#### Task 3

| Datasets          | TF   | TG   | DL   | CoReD |
|-------------------|------|------|------|-------|
| Deepfake (HQ)     | 0.866| 0.931| 0.832| 0.933 |
| Deepfake (LQ)     | 0.732| 0.926| 0.750| 0.929 |
| Deepfake (Mixed)  | 0.841| 0.983| 0.777| 0.951 |
| GAN Images        | 0.887| 0.832| 0.769| 0.933 |
| Average           | 0.832| 0.922| 0.782| 0.933 |

![Figure 4](image.png)

Figure 4: Task 3 results (AUROC) for deepfake video and GAN image detection. TF and TG suffer from catastrophic forgetting, whereas DL and CoReD demonstrate good performance. The best performer is outlined in black and boldfaced.

#### Task 4

| Datasets          | TF   | TG   | DL   | CoReD |
|-------------------|------|------|------|-------|
| Deepfake (HQ)     | 0.568| 0.992| 0.632| 0.977 |
| Deepfake (LQ)     | 0.922| 0.949| 0.777| 0.951 |
| Deepfake (Mixed)  | 0.977| 0.977| 0.782| 0.956 |
| Average           | 0.835| 0.835| 0.835| 0.835 |

![Figure 5](image.png)

Figure 5: Task 4 results (AUROC) for deepfake video detection. All baseline (i.e., TF, TG, and DL) suffers from catastrophic forgetting, whereas CoReD demonstrates stable and consistent performance (outlined in black and boldfaced).
Deepfake Task 2 (FF++ → CelebDF)

Figure 6: Task 2 results for deepfake video detection using FF++ and CelebDF datasets. In this case, we use FF++ for Task 1 and CelebDF dataset for Task 2. All the methods perform relatively well. These results are similar to the results for FF++ only Task 2 (see Fig. 3). On Average, CoReD outperforms other baselines but with a very small margin (outlined in black; the rightmost bar chart).

Table 11: We compare the adaptability of CoReD with the DL method by applying continual learning to two mixed datasets. After continual learning to two mixed target datasets (HQ), we can observe that CoReD consistently performs better than DL for mixed target datasets. The best performer is highlighted with boldface.

| Dataset | DF → F2F&FS | DF → (NT & FS) | NT → (DF & F2F) | FS → (DF & F2F) | F2F → (DF & F2F) | F2F → (NT & FS) |
|---------|--------------|----------------|-----------------|-----------------|------------------|-----------------|
| Domain  | DL CoReD     | DL CoReD       | DL CoReD       | DL CoReD       | DL CoReD         | DL CoReD       |
| Source  | 82.25 95.03  | 90.27 97.40    | 84.75 92.69    | 80.85 91.97    | 95.08 93.89      | 91.60 94.78    |
| Target1 | 73.23 79.68  | 84.20 87.97    | 78.55 84.82    | 84.28 85.16    | 89.81 91.79      | 89.20 92.93    |
| Target2 | 63.21 70.74  | 57.74 70.68    | 75.40 79.36    | 73.42 80.93    | 85.83 89.01      | 78.57 82.28    |
| Average | 72.90 81.82  | 77.40 85.35    | 79.57 85.62    | 79.52 86.02    | 90.24 91.56      | 86.46 90.00    |

Table 12: The results of ablation study comparing single memory storage block ($b = 1$) with regular CoReD ($b = 5$) for low-quality deepfake videos. The best performer is highlighted with boldface.

| Method  | DF → F2F | DF → NT | F2F → FS | F2F → NT | FS → DF | FS → F2F |
|---------|----------|---------|----------|----------|---------|----------|
| Domain  | CoReD (One Block) | CoReD (One Block) | CoReD (One Block) | CoReD (One Block) | CoReD (One Block) | CoReD (One Block) |
| Source  | 91.20     | 82.14   | 80.63    | 83.87    | 85.93   | 81.78    |
| Target  | 62.09     | 66.64   | 68.79    | 69.87    | 65.78   | 64.45    |
| Average | 76.65     | 74.39   | 76.97    | 75.41    | 75.86   | 73.12    |

Table 13: The results of ablation study comparing single storage ($b = 1$) with regular CoReD ($b = 5$) for high-quality deepfake videos. The best performer is highlighted with boldface.

| Method  | DF → F2F | DF → FS | F2F → NT | F2F → FS | FS → DF | FS → F2F |
|---------|----------|---------|----------|----------|---------|----------|
| Domain  | CoReD (One Block) | CoReD (One Block) | CoReD (One Block) | CoReD (One Block) | CoReD (One Block) | CoReD (One Block) |
| Source  | 95.58     | 84.56   | 98.60    | 98.09    | 93.36   | 92.30    |
| Target  | 84.24     | 81.01   | 76.23    | 88.90    | 80.63   | 86.45    |
| Average | 89.91     | 82.79   | 82.42    | 93.50    | 87.00   | 89.38    |
Figure 7: Ablation study different values of distillation weight for CoReD. We evaluated five different alpha values for Knowledge Distillation inside CoReD. As we can see, distillation weight’s value does not significantly impact the overall model performance, demonstrating that our CoReD model is significantly stable. Furthermore, distillation weight = 0.3 gives the best performance on average. Therefore, we used it for the rest of our experiments (i.e., Task 3, . . . , Task N).