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Abstract
In this paper, we establish the constructions of conformal scattering theories for the tensorial wave equation such as the tensorial Fackerell-Ipser and the spin $\pm 1$ Teukolsky equations on Schwarzschild spacetime. In our strategy, we construct the conformal scattering for the tensorial Fackerell-Ipser equations which are obtained from the Maxwell equation and spin $\pm 1$ Teukolsky equations. Our method combines Penrose’s conformal compactification and the energy decay results of the tensorial fields satisfying the tensorial Fackerell-Ipser equation to prove the energy equality of the fields through the conformal boundary $\mathcal{H}^+ \cup \mathcal{I}^+$ (resp. $\mathcal{H}^- \cup \mathcal{I}^-$) and the initial Cauchy hypersurface $\Sigma_0 = \{ t = 0 \}$. We will prove the well-posedness of the Goursat problem by using a generalization of Hörmander’s results for the tensorial wave equations. By using the results for the tensorial Fackerell-Ipser equations we will establish the construction of conformal scattering for the spin $\pm 1$ Teukolsky equations.
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1. Introduction

Analytic scattering theories of field equations outside black hole spacetimes in general relativity have been studied since 1985. The first work of Dimock [20] established the scattering theory for scalar wave equation on the Schwarzschild spacetime by using Cook’s method. Then, the series of works of Dimock and Kay provided the scattering theory for massive Klein–Gordon equations [21] and classical and quantum scattering theory for linear scalar fields on the Schwarzschild spacetime [22, 23]. The works of Dimock and Kay have been developed by Bachelot to study the scattering theory for the Maxwell equation on the Schwarzschild spacetime [6]. In this work, Bachelot has also provided the connection between the Characteristic Cauchy problem (i.e. the Goursat problem) in the Penrose conformal spacetime and the existence of wave operators. After that, Bachelot studied the asymptotic completeness and scattering theory for massive Klein–Gordon equations on the Schwarzschild spacetime in [7] by using the invariance principle for long range potentials, and constructed the scattering operator by Dollar-modified wave operators. Concerning the scattering of Dirac fields outside a Schwarzschild black hole, Nicolas [55] provided a scattering theory for classical massless Dirac fields by using Cook’s method; Jin [40] constructed wave operators, classical at the event horizon and Dollard-modified at infinity and obtained the scattering for the massive Dirac fields. Moreover, Melnik [52] gave a complete scattering theory for massive charged Dirac fields on the Reissner-Nordström spacetime.

A complete scattering theory for the wave equations, on stationary, asymptotically flat spacetimes (which consists of Kerr spacetimes) has been established by Häfner [35] by using Mourre’s theory. Then, the work [35] has been extended by Häfner and Nicolas [36] to construct the scattering theory for massless Dirac fields outside a Kerr black hole. By using Mourre’s theory again, Daudé [19] proved the existence and asymptotic completeness of wave operators, classical at the event horizon and Dollard-modified at infinity, for classical massive Dirac particles on the Kerr-Newman spacetime; Idelon-Riton [70] studied the scattering for massive Dirac equations on the Schwarzschild-Anti-de Sitter spacetime. On the other hand, Batic [11] has provided another approach from [36] to construct the scattering theory for massive Dirac particles outside the event horizon of a nonextreme Kerr black hole spacetime. The method in [11] is based on an integral representation of the Dirac propagator in the exterior region of the Kerr spacetime.
Conformal scattering theory is a geometric approach to construct the scattering for field equations on spacetimes in general relativity that is based on a conformal technique and vector field methods. The idea of the conformal compactification structure of spacetimes was posed initially by Penrose [61] in the 1960’s. Since then, this structure plays an important role in the study of peeling and conformal scattering, the two aspects of conformal asymptotic analysis. In particular, the conformal scattering theory (i.e. the geometric scattering theory) has been studied extensively from the early works by Friedlander [25–29], Baez et al [8], Hörmander [37] to recent ones by Mason and Nicolas [49], Joudioux [41, 42], Nicolas [59], Mokdad [53, 54], Taujanskas [72] and Pham [63, 65].

The works of Mason and Nicolas [49] and Nicolas [59] pushed further a program of conformal scattering theories for the Dirac, Maxwell and scalar wave equations on the asymptotic simple or flat spacetimes. In particular, a conformal scattering theory on the exterior domains of the black hole spacetimes such as Schwarzschild and Kerr ones consists of three following steps: first, we prove the well-posedness of Cauchy problem of the rescaled equations on the rescaled spacetime, then we define and extend the trace operators $\mathcal{T}^\pm$ from the finite energy space of initial data on $\Sigma_0 = \{ t = 0 \}$ to the scattering data spaces on conformal boundaries. Second, we show that the extension of the trace operator is injective by proving the energy identity up to the future timelike infinity $i^+$. Third, we prove the well-posedness of Goursat problem with the initial data on conformal boundaries (which is the scattering data); then as a consequence, we obtain that the extensions of the trace operators $\mathcal{T}^\pm$ are surjective. Therefore, the extended trace operator $\mathcal{T}^+$ (resp. $\mathcal{T}^-$) is an isometry between the space of the initial data on $\Sigma_0$ and the space of the future (resp. past) scattering data on conformal boundaries. As a consequence, we define the conformal scattering operator $S := \mathcal{T}^+ \circ (\mathcal{T}^-)^{-1}$ that is an isometry that maps the past scattering data to the future scattering data.

Continuing this program, Mokdad [53, 54] constructed explicitly the conformal scattering theories for the Maxwell and Dirac equations on the static exterior and dynamic interior of Reissner-Nordström de Sitter spacetimes, respectively. On the other hand, Pham [63] constructed conformal scattering theories for the scalar Reeger-Wheeler and Zerelli equations arising from the linearized gravity fields and the spin $\pm 2$ Teukolsky equations. This is the first step to obtain the conformal scattering theory for the linearized gravity fields on the Schwarzschild spacetime which is spherical symmetric. The extension of the conformal scattering theory on Kerr spacetime (which is non-static and non-spherical symmetric) has been established recently by Pham [65] for the massless Dirac equations. In the works on the exterior domains of black hole spacetimes [53, 63, 65], the authors used the results about the uniformly bounded energy, Morawetz estimate and pointwise decay of the fields to establish the energy identity up to the future (resp. past) timelike infinity $i^+$ (resp. $i^-$) in the second step of the conformal scattering theory’s construction. In order to prove the well-posedness of the Goursat problem, the authors used the generalization of Hörmander’s results (see [37, 57]) in the third step of the construction.

There are some related works that also use the uniformly bounded energy and pointwise decay results to construct the scattering theory. We refer the readers to the works about the scattering theories for the scalar wave equation on the interior of Reissner-Nordström de Sitter by Kehle and Shlapentokh-Rothman [45]; on the extremal Reissner-Nordström spacetime by Angelopoulos et al [5]; on the exterior of slowly Kerr spacetime by Dafermos et al [17]; and on Oppenheimer–Snyder spacetime by Alford [1]. The uniformly bounded energy, Morawetz’s estimate, energy and pointwise decays are obtained in the program to prove linear and nonlinear stability of black hole spacetimes and the related problems (see [4, 16–18, 32–34, 39, 42–44, 68]). The method of $r^\nu$-theory of Dafermos and Rodnianski [15] is an essential tool of the proof in a lot of later works.
The spin ±1 Teukolsky equations are derived from the extreme components of the Maxwell fields (see section 2.2 and more details in [10, 67]). There are two ways to establish the tensorial Fackerell-Ipser equations. The first one is obtained by commuting the spin ±1 Teukolsky equations with the projected covariant derivatives \( \nabla_L \) and \( \nabla_L^\perp \) on the 2-sphere \( S^2_{(t,r)} \) at \((t, r)\), where \( L \) and \( L^\perp \) are outgoing and incoming principal null directions, respectively. The second one is obtained by commuting the scalar Fackerell-Ipser equation with the angular derivatives \( r^j \nabla_{\theta_j} \). The potentials (which are of zero order in the term of derivatives) in the tensorial Fackerell-Ipser and Teukolsky equations decay as \( r^{-2} \), whence the ones in the scalar Regge-Wheeler and Zerelli equations (see [63]) and also the scalar (real or complex) Fackerell-Ipser equations (see [2, 9]) decay as \( r^{-3} \).

The spin ±1 Teukolsky equations are studied in some recent works by Pasqualotto [67], Giorgi [31] and Ma [48]. In particular, the authors used \( \rho^\# \)-method (see [15]) to establish the boundedness of energy and study time decays of the associated solutions of Teukolsky equations on Schwarzschild, Reissner-Nordström and Kerr spacetimes in [31, 48, 67], respectively. On the other hand, the peeling for spin ±1 Teukolsky equations on Schwarzschild spacetime has been studied by Pham in a recent work [66].

In this paper, we explore the method in [53, 59, 63] to establish conformal scattering theories for the tensorial Fackerell-Ipser and spin ±1 Teukolsky equations on Schwarzschild spacetime. First, we construct the conformal scattering theories for the tensorial Fackerell-Ipser equations in sections 3 and 4. In section 3.1, we establish the conservation law (25) for the tensorial Fackerell-Ipser equations by using the energy momentum tensor for tensorial wave equations and the Killing vector field \( T = \partial_t \). Integrating this conservation law, we obtain the energy equality between the energy flux of solution through the initial hypersurface \( \Sigma_0 = \{t = 0\} \) and energy fluxes through the following null hypersurfaces: \( \mathcal{H}_k^+ = \mathcal{H}^+ \cap \{v \leq V_k\} \), \( \mathcal{H}_k^- = \{u = U_k, v \geq V_k\} \) and \( \mathcal{I}_k^+ = \{v = v_k, u \geq U_k\} \). In section 3.2, we define the finite energy spaces \( \mathcal{H}(L^1(S^2)_{\Sigma}) (t \geq 0) \) of tensorial fields, then we establish the well-posedness of Cauchy problem for tensorial Fackerell-Ipser equations by extending the method in the previous work of Saka [71]. The well-posedness of Cauchy problem allows us to define the trace operator \( T^+ \) (resp. \( T^- \)) for the smooth solution of tensorial Fackerell-Ipser equation which maps the initial data (with smooth and compact support) to the restrictions of the smooth solution on the conformal boundary \( \mathcal{H}^+ \cup \mathcal{I}^\pm \) (resp. \( \mathcal{H}^- \cup \mathcal{I}^\pm \)).

In order to prove the energy identity up to the timelike infinity \( i^+ \) (and also to \( i^- \)), we need to use the energy decay results obtained previously in the literature. The decays of the solution of the tensorial Fackerell-Ipser equations can be established from the ones of the scalar Fackerell-Ipser equations. There are some works on the decay of solutions of scalar Fackerell-Ipser equations in Schwarzschild spacetime such as [9, 30, 51]. However, in this work, we will use the energy decay results which have been obtained in a recent work of Pasqualotto [67]. This energy decay helps us to prove that the energy fluxes through null hypersurfaces \( \mathcal{H}_k^+ = \{u = U_k, v \geq V_k\} \) and \( \mathcal{I}_k^+ = \{v = v_k, u \geq U_k\} \) tend to zero as \( U_k \) and \( V_k \) tend to infinity. This together with the energy equality obtained in section 3.1 lead to the energy identity up to \( i^+ \), i.e. the energy flux of tensorial Fackerell-Ipser solution through the initial hypersurface \( \mathcal{S}_0 = \{t = 0\} \) is equal to the sum of energy fluxes of solution through the future hoziront \( \mathcal{H}^+ \) (resp. the past horizon \( \mathcal{H}^- \)) and the future infinity \( \mathcal{I}^+ \) (resp. the past infinity \( \mathcal{I}^- \)) (see theorem 3).

Therefore, we can extend the future trace operator to an injective operator: \( T^+: \mathcal{H} \to \mathcal{H}^+ \) between the finite energy space on \( \Sigma_0 = \{t = 0\} \) and the scattering data spaces on \( \mathcal{S}^+ \cup \mathcal{I}^+ \) (see theorem 4). Similarly, the extended past trace operator \( T^-: \mathcal{H} \to \mathcal{H}^- \) is also injective. Here, the spaces \( \mathcal{H}^+ \) (resp. \( \mathcal{H}^- \)) is the scattering data space which is completion of smooth and compact support tensorial fields on \( \mathcal{H}^+ \cup \mathcal{I}^+ \) (resp. \( \mathcal{H}^- \cup \mathcal{I}^- \)) under energy norm (see definition 4).
In section 4 we prove that the trace operator is surjective. For this purpose, we establish the well-posedness of the Goursat problem with the smoothly supported compact initial data on the conformal boundary $\mathcal{J}^+ \cup \mathcal{J}^-$ (resp. $\mathcal{J}^- \cup \mathcal{J}^-$). This work is done by developing Hörmander’s work [37], for the tensorial wave equations on Schwarzschild spacetime. We project the tensorial Fackerell-Ipser equations on the basic frame of the unit 2-sphere $S^2$, we get a symmetrical hyperbolic system which consists of two scalar wave equations with potentials at the first order of derivatives. The well-posedness of the Goursat problem consists of two parts: in the first one, we extend the results in [37] to solve the Goursat problem of the symmetrical hyperbolic system in the future of a spacelike hypersurface $\mathcal{S}$ which intersects with the horizon at the crossing sphere and crosses $\mathcal{J}^+$ strictly in the past of the support of the data (in details see lemma 2, corollary 1 and appendix A.2); in the second one, we extend the solution obtained in the first part down to $\Sigma_0$, where the method is developed from [59] (see theorem 5). The well-posedness of the Goursat problem shows that the extended trace operator $\mathcal{T}^+$ (resp. $\mathcal{T}^-$) is surjective, hence an isometry. Therefore, we can define the conformal scattering operator $S : \mathcal{H}^2 \rightarrow \mathcal{H}^2$ for the tensorial Fackerell-Ipser equations that maps the past scattering data to the future scattering data by

$$S := \mathcal{T}^+ \circ (\mathcal{T}^-)^{-1}.$$

Finally, in section 5, we will construct the conformal scattering theories for spin ±1 Teukolsky equations by using the results obtained in sections 3 and 4. Our method is developed from a recent work of Masaood (see [47]) for the scattering theories of the spin ±2 Teukolsky equations. In section 5.1, we prove that we can define a $\mathcal{H}^1$-norm of tensorial fields on the spacelike hypersurface $\Sigma_r = \{ t = \tau \}$ which satisfies the spin +1 Teukolsky equation via the norm of corresponding tensorial Fackerell-Ipser field (see proposition 3). Then, we prove the well-posedness of the Cauchy problem of the spin ±1 Teukolsky equations for the initial data in $\mathcal{H}^1(\Lambda^1(S^2)|_{\Sigma_0})$ (see theorem 6) by extending the method in [71]. We define the trace operator $\mathcal{T}^+$ (resp. $\mathcal{T}^-$) in definition 6 and the energy space $\mathcal{H}^2$ (resp. $\mathcal{H}^2_-$) on the conformal boundary $\mathcal{J}^+ \cup \mathcal{J}^+$ (resp. $\mathcal{J}^- \cup \mathcal{J}^-$) in definition 7. By using the equality energy obtained for tensorial Fackerell-Ipser equation and the $\mathcal{H}^1$-norm defined on the solution of spin +1 Teukolsky equation, we prove that the extended trace operator $\mathcal{T}^+ : \mathcal{H}^1 \rightarrow \mathcal{H}^2$ under $\mathcal{H}^1$-energy norm is injective (see theorem 7).

In section 5.2, we use the well-posedness of Goursat problem of tensorial Fackerell-Ipser equations to prove the one for the Teukolsky equations (see theorems 8 and 9). The well-posedness of Goursat problem shows that the extended trace operator $\mathcal{T}^+ : \mathcal{H}^1 \rightarrow \mathcal{H}^2$ (resp. $\mathcal{T}^- : \mathcal{H}^1 \rightarrow \mathcal{H}^2_-$) is surjective, hence $\mathcal{T}^+$ is an isometric operator. The conformal scattering operator $\mathcal{S} : \mathcal{H}^2 \rightarrow \mathcal{H}^{2,+}$ for spin +1 Teukolsky equation that maps the past scattering data to the future scattering data are given by

$$\mathcal{S} := \mathcal{T}^+ \circ (\mathcal{T}^-)^{-1}.$$

**Notation**

Through this paper, we follow the notations which were used in [67, 68] (see also [14, 18]) on the round metric and projected covariant derivatives on the 2-sphere $S^2_{(t,r)}$.

- We denote the bundle tangent to each 2-sphere $S^2_{(t,r)}$ at $(t, r)$ by $B$ and the vector space of all smooth sections of $B$ by $\Gamma(B)$. We denote local coordinates for $S^2_{(t,r)}$ by $(x^r, x^a)$ and the associated vector fields to $x^r, x^a$ by $\partial_r, \partial_a$, respectively. The space of all 1-forms on $S^2_{(t,r)}$ is denoted by $\Lambda^1(B)$.
We denote the metric on 2-sphere $S^2_{(t,r)}$ by $g$. Note that $g$ is a round metric and $g = r^2 g_{S^2}$, where $g_{S^2}$ is the metric on the unit 2-sphere $S^2$.

Let $V, W \in \Gamma(B)$. We define a connection on $B$ by

$$\nabla V W = (\nabla V) W^\perp,$$

where $(\cdot)^\perp : TM \to B$ is the orthogonal projection on the 2-sphere $S^2(t, r)$ for a given $(t, r)$. Here, $M$ denotes the region outside the Schwarzschild black-hole equipped with the metric $g$ (see section 2.1). This connection coincides with the Levi-Civita connection associated with the metric $g$.

For $V \in \Gamma(B)$, there are two other covariant operators (projected covariant derivatives) which are defined by

$$\nabla_1 V = (\nabla_1 V)^\perp, \quad \nabla_2 V = (\nabla_2 V)^\perp,$$

where $\nabla$ is the Levi-Civita connection on $(M, g)$ and $L, L'$ are outgoing and incoming principal null directions (see section 2.1).

We denote local coordinates for the unit 2-sphere $S^2$ by $(\theta^a, \theta^b)$ and the associated vector fields to $\theta^a, \theta^b$ by $\partial_a$ and $\partial_b$, respectively. Normally, we have $(\theta^a, \theta^b) = (\theta, \varphi)$.

The space of 1-forms on the unit 2-sphere is denoted by $\Lambda^1(S^2)$. The basic frame of $\Lambda^1(S^2)$ is denoted by $(\nabla_{\partial_a}, \nabla_{\partial_b})$, where $\nabla_{\partial_a}$ is the Levi-Civita connection associated with the metric $g_{S^2}$, follows the vector field $\partial_a$. On the 2-sphere $S^2_{(t,r)}$, we have the relation $r \nabla_{\partial_a} = \nabla_{\partial_a}$.

We denote the covariant Laplacian operator associated with the round metric $g$ on $S^2_{(t,r)}$ by $\Delta$ and the one associated with the metric $g_{S^2}$ on unit sphere $S^2$ by $\Delta_{S^2}$. We use the definition $\Delta = g^{ab} \nabla_{\partial_a} \nabla_{\partial_b}$ through this paper. Follows this definition, we have $\Delta_{S^2} = r^2 \Delta$.

Beside, we denote the space of smooth compactly supported scalar functions on $M$ (a smooth manifold without boundary) by $C_c^\infty(M)$ and the space of distributions on $M$ by $D'(M)$. The space of smooth compactly supported 1-forms in $\Lambda^1(S^2)$ on $M$ is denoted by $C_c^\infty(\Lambda^1(S^2)|_M)$.

Let $f(x)$ and $g(x)$ be two real functions. We write $f \lesssim g$ if there exists a constant $D \in (0, +\infty)$ which does not depend on $f$, $g$ and $x$, such that $f(x) \leq D g(x)$ for all $x$, and write $f \simeq g$ if both $f \lesssim g$ and $g \lesssim f$ are valid.

2. Geometrical and analytical setting

2.1. Schwarzschild metric and Penrose’s conformal compactification

We consider the region outside the Schwarzschild black hole $(M = \mathbb{R}_+ \times [2M, +\infty], \times S^2, g)$, equipped with the Lorentzian metric $g$ given by

$$g = F dr^2 - F^{-1} dr^2 - r^2 dS^2, \quad F = F(r) = 1 - \mu, \quad \mu = \frac{2M}{r},$$

where $dS^2$ is the euclidean metric on the unit 2-sphere $S^2$, and $M > 0$ is the mass of the black hole.

We recall that the Regge–Wheeler coordinate $r_+ = r + 2M \log(r - 2M)$ which satisfies $dr = Fdr_+$. In the coordinates $(t, r_+, \theta^a, \theta^b)$, the Schwarzschild metric takes the form

$$g = F \left( dr^2 - dr_+^2 \right) - r^2 dS^2.$$
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Figure 1. Penrose’s conformal compactification of $\mathcal{M}$.

The retarded and advanced Eddington–Finkelstein coordinates $u$ and $v$ are defined by

$$u = t - r_*, v = t + r_*.$$  

The outgoing and incoming principal null directions are

$$L = \partial_v = \partial_t + \partial_r, \quad L = \partial_u = \partial_t - \partial_r,$$

respectively.

Putting $\Omega = 1/r$ and $\hat{g} = \Omega^2 g$. We obtain a conformal compactification of the exterior domain in the retarded variables $(u, R = 1/r, \theta^a, \theta^b)$ that is $(\mathbb{R}_a \times [0, \frac{1}{2M}] \times \mathbb{S}^2, \hat{g})$ with the rescaled metric

$$\hat{g} = R^2 F du^2 - 2dudR - d\mathbb{S}^2.$$  

The future null infinity $\mathcal{I}^+$ and the past horizon $\mathcal{H}^-$ are null hypersurfaces of the rescaled spacetime

$$\mathcal{I}^+ = \mathbb{R}_a \times \{0\}_R \times \mathbb{S}^2, \quad \mathcal{H}^- = \mathbb{R}_a \times \{1/2M\}_R \times \mathbb{S}^2.$$  

If we use the advanced variables $(v, R = 1/r, \theta^a, \theta^b)$, the rescaled metric $\hat{g}$ takes the form

$$\hat{g} = R^2 Fdv^2 + 2dvdR - d\mathbb{S}^2.$$  

The past null infinity $\mathcal{I}^-$ and the future horizon $\mathcal{H}^+$ are described as the null hypersurfaces

$$\mathcal{I}^- = \mathbb{R}_v \times \{0\}_R \times \mathbb{S}^2, \quad \mathcal{H}^+ = \mathbb{R}_v \times \{1/2M\}_R \times \mathbb{S}^2.$$  

Penrose’s conformal compactification of $\mathcal{M}$ is (see figure 1):

$$\mathcal{M} = \mathcal{M} \cup \mathcal{I}^+ \cup \mathcal{H}^+ \cup \mathcal{I}^- \cup \mathcal{H}^- \cup \mathbb{S}_c^2,$$

where $\mathbb{S}_c^2$ is the crossing sphere which is an intersection of $\mathcal{H}^+$ and $\mathcal{H}^-$. The construction of $\mathbb{S}_c^2$ can be done by using Kruskal–Szekeres coordinates (see [38, 73]).
Note that, the compactified spacetime $\bar{\mathcal{M}}$ is not compact. There are three 'points' missing to the boundary: $i^+$, or future timelike infinity, defined as the limit point of uniformly time-like curves as $t \to +\infty$; $i^-$, past timelike infinity, symmetric of $i^+$ in the distant past, and $i_0$, spacelike infinity, the limit point of uniformly spacelike curves as $r \to +\infty$. These 'points' are singularities of the rescaled metric $\hat{g}$.

In the retarded coordinates $(u, R, \theta^a, \theta^b)$, we have the following relations

$$\partial_R = -\frac{r^2}{F} (\partial_t + \partial_r) = -\frac{r^2}{F} L, \eqno(3)$$

and

$$\hat{L} = r^2 L, \hat{\mathcal{L}} = L, \partial_\nu = r \partial_\nu, \partial_\rho = r \partial_\rho. \eqno(4)$$

In the advanced coordinates $(v, R, \theta^a, \theta^b)$, we have the following relations

$$\partial_R = -\frac{r^2}{F} (\partial_t - \partial_r) = -\frac{r^2}{F} L, \eqno(5)$$

and

$$\hat{L} = L, \hat{\mathcal{L}} = r^2 L, \partial_\nu = r \partial_\nu, \partial_\rho = r \partial_\rho, \eqno(6)$$

where $(x^a, x^b)$ denote local coordinates for the 2-sphere $S^2_{(t, r)}$ at $(t, r)$.

The scalar curvature of the rescaled metric $\hat{g}$ is

$$\text{Scal}_{\hat{g}} = 12 M R.$$

The volume forms associated with the Schwarzschild metric $g$ and the rescaled metric $\hat{g}$ are

$$d\text{Vol}_g = r^2 F dt \wedge dr \wedge dS^2$$

and

$$d\text{Vol}_{\hat{g}} = R^2 F dt \wedge dr \wedge dS^2 = \frac{R^2 F}{2} du \wedge dv \wedge dS^2,$$

respectively, where $dS^2$ is the euclidean area element on unit 2-sphere $S^2$.

2.2. The Maxwell and tensorial wave equations

Let $F$ be an antisymmetric 2-form on the exterior domain of Schwarzschild black hole $\mathcal{M}$. The Maxwell equations take the form

$$dF = 0, \quad d \star F = 0,$$

where $\star$ denotes the Hodge dual operator of 2-form, i.e.,

$$(\star F)_{\mu \nu} = \frac{1}{2} \varepsilon_{\mu \nu \gamma \delta} F^{\gamma \delta}.$$

The system can be reformulated as follows

$$\nabla_{[\mu} F_{\nu \lambda]} = 0, \quad \nabla^\mu F_{\mu \nu} = 0,$$

where the square brackets denote antisymmetrization of indices.

The Maxwell field $F$ can be decomposed into 1-forms $\alpha_\mu$, $\Omega_\mu \in \Lambda^1 (\mathcal{B})$ and $\rho, \sigma \in C^\infty (\mathcal{M})$ which are defined as follows
\( \alpha(V) := F(V, L), \alpha(V) := F(V, L) \) for all \( V \in \Gamma(B) \),

\( \rho := \frac{1}{2} \left( 1 - \frac{2M}{r} \right)^{-1} F(L, L), \sigma := \frac{1}{2} e^{cd}_{ed} \text{,} \)

where \( e_{cd} \in \Lambda^2(B) \) is the volume form of 2-sphere \( S^2_{(t, r)} \) at \((t, r)\).

Let \( F \) be in \( \Lambda^2(M) \) such that \( F \) satisfies the Maxwell equation on \( M \). Then, we have the following formulas (see [67, proposition 3.6]):

\[
\frac{1}{r} \nabla_L (r\alpha_a) = -(1 - \mu) \left( \nabla_a \rho - e_{ab} \nabla^b \sigma \right)
\]

and

\[
\frac{1}{r} \nabla_L (\rho a) = (1 - \mu) \left( \nabla^a \rho + e_{ab} \nabla^b \sigma \right).
\]

From this, we can define the 1-forms in \( \Lambda^1(B) \):

\( \phi_a := r^2 F^{-1} \nabla_L (r\alpha_a), \phi_a := r^2 F^{-1} \nabla_L (\rho a) \).

Moreover, the extreme components \( \alpha_a \) and \( \alpha_a \) satisfy the spin \( \pm 1 \) Teukolsky equations, respectively (see original proof in [10] and recent [67, proposition 3.6]):

\[
\nabla_L \nabla_L (r\alpha_a) + \frac{2}{r} \left( 1 - \frac{3M}{r} \right) \nabla_L (r\alpha_a) - F \Delta (r\alpha_a) + \frac{F}{r^2} r\alpha_a = 0, \tag{8}
\]

\[
\nabla_L \nabla_L (\rho a) + \frac{2}{r} \left( 1 - \frac{3M}{r} \right) \nabla_L (\rho a) - F \Delta (\rho a) + \frac{F}{r^2} r\alpha_a = 0, \tag{9}
\]

where \( F = 1 - 2Mr \) and \( \Delta \) is the covariant Laplacian operator associated with the round metric \( g \) on the 2-sphere \( S^2_{(t, r)} \).

The tensorial Fackerell-Ipser equations are established from the spin \( \pm 1 \) Teukolsky equations by the following proposition (see also [67, proposition 3.7]).

**Proposition 1.** Suppose that \( (\alpha_a, \alpha_a, \rho, \sigma) \) satisfy the Maxwell equation, then the 1-forms \( \phi_a \) and \( \phi_a \) satisfy the following tensorial Fackerell-Ipser equations

\[
\square_g (\phi_a) + \phi_a = 0, \tag{10}
\]

\[
\square_g (\phi_a) + \phi_a = 0, \tag{11}
\]

where we denote the tensorial wave operator (also called the tensorial Fackerell-Ipser operator) by

\[
\square_g = r^2 \square_g = r^2 \nabla^L \nabla_L - \Delta_{S^2},
\]

with \( \Delta_{S^2} \) is the covariant Laplacian operator associated with the metric \( g_{S^2} \) on the unit sphere \( S^2 \).

**Proof.** We treat the equation for \( \phi_a \), the one for \( \phi_a \) is obtained similarly. A straightforward calculation gives

\[
L \left( \frac{r^2}{F} \right) = -\frac{r^2}{F} \frac{2}{r} \left( 1 - \frac{3M}{r} \right).
\]
Hence, the Teukolsky equation (9) is equivalent to

$$\frac{F}{r^2} \nabla_L \left( \frac{r^2}{F} \nabla_L (r^2 \alpha) \right) - F \Delta (r^2 \alpha) + \frac{F}{r^2} r^2 \alpha = 0.$$  

Therefore,

$$\nabla_L \left( \frac{r^2}{F} \nabla_L (r^2 \alpha) \right) - r^2 \Delta (r^2 \alpha) + r^2 \alpha = 0.$$  

By applying $\nabla_L$ to the above equation with noting that $[\nabla_L, r^2 \Delta] = 0$ and $[\nabla_L, \nabla_L] = 0$, we get

$$\nabla_L \nabla_L \left( \phi \right) - F \Delta \left( \phi \right) + \frac{F}{r^2} \phi = 0.$$  

This equation is equivalent to (11) because $r^2 \Delta = \Delta_{\text{S2}}$. \hfill \square

**Remark 1.** We have the following expressions of tensorial Fackerell-Ipser equations (10) and (11) in the retarded coordinates and advanced coordinates in $(\mathcal{M}, \mathring{g})$:

In the retarded coordinates $(u, R, \theta^a, \theta^b)$: by using relations (3) and (4), the tensorial Fackerell-Ipser (10) has the following form

$$\nabla_L \phi + \phi = \frac{r^2}{F} \nabla_L \nabla_L \phi - \Delta_{\text{S2}} \phi + \phi$$

$$= \frac{1}{F} \nabla_L \nabla_L \phi - \Delta_{\text{S2}} \phi + \phi$$

$$= -2 \nabla_u \nabla_R \phi + \nabla_R \nabla^2 (1 - 2MR) \nabla_R \phi - \Delta_{\text{S2}} \phi + \phi = 0 \quad (12)$$

and the tensorial Fackerell-Ipser (11) has the following form

$$\nabla_L \phi + \phi = \frac{r^2}{F} \nabla_L \nabla_L \phi - \Delta_{\text{S2}} \phi + \phi$$

$$= \frac{1}{F} \nabla_L \nabla_L \phi - \Delta_{\text{S2}} \phi + \phi$$

$$= -2 \nabla_u \nabla_R \phi - \nabla_R \nabla^2 (1 - 2MR) \nabla_R \phi - \Delta_{\text{S2}} \phi + \phi = 0. \quad (13)$$

In the advanced coordinates $(v, R, \theta^a, \theta^b)$: by using relations (5) and (6), the tensorial Fackerell-Ipser equation (10) has the following form

$$\nabla_L \phi + \phi = \frac{r^2}{F} \nabla_L \nabla_L \phi - \Delta_{\text{S2}} \phi + \phi$$

$$= \frac{1}{F} \nabla_L \nabla_L \phi - \Delta_{\text{S2}} \phi + \phi$$

$$= -2 \nabla_v \nabla_R \phi + \nabla_R \nabla^2 (1 - 2MR) \nabla_R \phi - \Delta_{\text{S2}} \phi + \phi = 0 \quad (14)$$

and the tensorial Fackerell-Ipser equation (11) has the following form

$$\nabla_L \phi + \phi = \frac{r^2}{F} \nabla_L \nabla_L \phi - \Delta_{\text{S2}} \phi + \phi$$

$$= \frac{1}{F} \nabla_L \nabla_L \phi - \Delta_{\text{S2}} \phi + \phi$$

$$= -2 \nabla_v \nabla_R \phi - \nabla_R \nabla^2 (1 - 2MR) \nabla_R \phi - \Delta_{\text{S2}} \phi + \phi = 0. \quad (15)$$
Another way to obtain the tensorial Fackerell-Ipser equations (10) and (11) is to use the scalar Fackerell-Ipser equation. In particular, since \( L = \partial_t + \partial_r \), \( L = \partial_t - \partial_r \), and \( \Delta = \frac{1}{r^2} \Delta_{\text{S}^2} \), the scalar wave equation on Schwarzschild spacetime can be expressed as
\[
\Box \psi = \frac{1}{F} \left( \frac{\partial^2}{r^2} - \frac{1}{r^2} \partial_r \right) \psi - \frac{1}{r^2} \Delta_{\text{S}^2} \psi
\]
\[
= \frac{1}{F} LL \psi - \frac{2}{r} \partial_r \psi - \frac{1}{r^2} \Delta_{\text{S}^2} \psi
\]
\[
= \frac{1}{F} LL \psi - \frac{2}{r} \partial_r \psi - \Delta \psi.
\]
Hence
\[
\Box \psi + \frac{2}{r} \partial_r \psi = \frac{1}{F} LL \psi - \Delta \psi.
\]
The right-hand side is the scalar Fackerell-Ipser operator which has the same form as the rescaled scalar wave operator by multiplying the factor \( r^2 \) due to
\[
\Box = \frac{r^2}{F} LL \psi - \Delta_{\text{S}^2} \psi.
\]
Moreover, we have the following relations
\[
\phi_a = r^3 \left( \nabla_{\partial_a} \rho + e_{ab} \nabla^b \sigma \right), \quad \phi_a = r^3 \left( -\nabla_{\partial_a} \rho + e_{ab} \nabla^b \sigma \right),
\]
where \( e_{ab} \) is the induced volume form on the sphere \( S^2_{(t)} \) and the scalar functions \( r^2 \rho \), \( r^2 \sigma \) satisfy the scalar Fackerell-Ipser equation (see [67, remark 2.10] or [68, appendix D.1]):
\[
\Box \psi + \frac{2}{r} \partial_r \psi = \frac{1}{F} LL \psi - \Delta \psi = 0.
\]
We have the following commutators on scalar fields (see the proof in appendix A.1):
\[
[r \nabla_{\partial_x}, \nabla_{\partial_y}] = [r \nabla_{\partial_x}, \nabla_{\partial_y}] = 0, \quad [r \nabla_{\partial_x}, \Delta] = \frac{1}{r^2} \left( r \nabla_{\partial_x} \right).
\]
Commuting the covariant angular derivative \( r \nabla_{\partial_x} \) and its Hodge dual \( r (e_{ab} \nabla^b \sigma) \) to the scalar wave equation (16) with \( \psi = \pm r^2 \rho \) and \( \psi = r^2 \sigma \), respectively; then by using the commutators (17), we get the tensorial Fackerell-Ipser equations (10) and (11) (see also [67, remark 2.10] and [18, remark 7.1]).

Since \( r^2 \rho \) and \( r^2 \sigma \) satisfy equation (16), we have that \( r \rho \) and \( r \sigma \) satisfy the scalar wave equation \( \Box \psi = \frac{2M}{r^2} \psi = 0 \). Applying the projected covariant angular derivative \( r \nabla \) to this equation, we get
\[
\nabla_{\partial_x} \phi_a = - \frac{2}{r} \nabla_{\partial_x} \phi_a + \frac{1 - 2M}{r^2} \phi_a
\]
\[
= \frac{1}{F} \nabla_{\partial_x} \nabla_{\partial_y} \phi_a - \frac{2}{r} \nabla_{\partial_x} \phi_a + \frac{1 - 2M}{r^2} \phi_a
\]
\[
= \frac{1}{F} \nabla_{\partial_x} \nabla_{\partial_y} \phi_a - \frac{1}{r} \left( \nabla_{\partial_x} - \nabla_{\partial_y} \right) \phi_a + \frac{1 - 2M}{r^2} \phi_a = 0,
\]
where
\[
\phi_a = r \left[ \nabla_a (r \rho) + e_{ab} \nabla^b (r \sigma) \right] = r^2 \left[ \nabla_a \rho + e_{ab} \nabla^b \sigma \right].
\]
Similarly,
\[ \frac{1}{F} \nabla_i \nabla_j \tilde{\phi} - \Delta \tilde{\phi} - \frac{1}{r^2} \left( \nabla_i - \nabla_j \right) \tilde{\phi} + \frac{1}{r^2} \frac{2M}{\rho} \tilde{\phi} = 0, \]
(19)
where
\[ \tilde{\phi} = r \left[ -\nabla_a (r \rho) + e_{ab} \nabla^b (r \sigma) \right] = r^2 \left[ -\nabla_a \rho + e_{ab} \nabla^b \sigma \right]. \]

The conformal rescaled equation of (18) (resp. (19)) is the tensorial Fackerell-Ipser equation (10) (resp. (11)). Therefore, equation (10) (resp. (11)) can be considered as a conformal equation in the compactification domain \((\mathcal{M}, \tilde{g})\).

In the rest of this paper, we will construct the conformal scattering theory for the tensorial Fackerell-Ipser equation (10) (resp. (11)). Then, using the scattering for the tensorial Fackerell-Ipser equations we will establish the scattering for the Teukolsky equations (8) and (9).

**Remark 2.** We can see that, the potentials of the scalar Regge–Wheeler and Zerilli equations (see [63]) decay as \(r^{-3}\), whence the ones of the tensorial wave equations (18) and (19) decay as \(r^{-2}\).

### 3. Energies of the tensorial Fackerell-Ipser field

#### 3.1. Energy conservation law and energy fluxes

For a 1-form \(\xi_a \in \Lambda^1(\mathcal{E})\) on the 2-sphere \(S^2_{(t,r)}\), we define
\[ \xi^a = \xi_b g^{ab}_{S^2}, \quad \tilde{\nabla}_L \xi^a = \tilde{\nabla}_L (\xi_b g^{ab}_{S^2}) \text{ and } \nabla_L \xi^a = \nabla_L (\xi_b g^{ab}_{S^2}). \]
We define also the pointwise norms for 1-form \(\xi_a\) and 2-tensor \(\xi_{ab}\) on \(S^2_{(t,r)}\) by
\[ |\xi_a|^2 = g^{ab}_{S^2} \xi_b \xi_a, \quad |\xi_{ab}|^2 = g^{ab}_{S^2} g_{cd} \xi_{ab} \xi_{cd}, \]
(20)
where \(g^{ab}_{S^2}\) is the inverse of metric \(g_{ab}\) on the unit sphere \(S^2\).

Similar to the energy momentum tensors for wave equations on scalar functions (see [59, 63]) and for wave equations on tensor fields (see [71]), we define the one for the tensorial Fackerell-Ipser equation (10): \(\tilde{\nabla}_c \phi_a + \phi_a = 0\) (we use also the forms (12) and (14) of (10) to calculate) as follows
\[ T_{cd} (\phi_a) = \tilde{T}_{cd} (\phi_a) = \tilde{\nabla}_c \phi_a \tilde{\nabla}_d \phi_a - \frac{1}{2} \tilde{g}_{cd} \tilde{g}_{ef} \tilde{\nabla}_e \phi_a \tilde{\nabla}_f \phi_a + \frac{1}{2} |\phi_a|^2 \tilde{g}_{cd}, \]
(21)
where \(\tilde{\nabla}_a\) denotes the projection of rescaled covariant derivative \(\tilde{\nabla}_a\) (which is associated with the rescaled metric \(\tilde{g} = \frac{1}{r^2} g\)) on the unit sphere \(S^2\). Since \(\tilde{g} = \frac{1}{r^2} g = g_{ab}\), and the relations (4), (6), we have
\[ \tilde{\nabla}_L = \nabla_L, \quad \tilde{\nabla}_L = \nabla_L, \quad \tilde{\nabla}_{\partial r} = \nabla_{\partial r}. \]
(22)
In order to obtain the conservation law for (10), we use timelike Killing vector \(T = T^r \partial_t = \partial_t\), which satisfies \(\tilde{\nabla}_c (T_d) = 0\). For a solution \(\phi_a\) of the tensorial Fackerell-Ipser equation (10), we have
\[ \tilde{\nabla}^c T_{cd} (\phi_a) = (\tilde{\nabla}^c T)_d (\phi_a) \tilde{\nabla}_d \phi_a = 0, \]
(23)
\[ \frac{\partial}{\partial t} \nabla_{\Omega} - \Delta_{\Omega}. \]

Setting
\[ J_{c}(\phi_{a}) := T_{c}^{\alpha d}(\phi_{a}). \]  

From (23) and \( \nabla_{(c} T_{d)} = 0 \), the nonlinear energy current \( J_{c}(\phi_{a}) \) satisfies the following conservation law
\[ \hat{\nabla} J_{c}(\phi_{a}) = \nabla_{(c} T_{d)} T_{\alpha d}(\phi_{a}) = 0. \]  

Now we define the energy currents for tensorial Fackerell-Ipser equations (10) through oriented (null or spacelike) hypersurfaces by the same way in [59, 63]. We follow the convention used by Penrose and Rindler [69] about the Hodge dual of a 1-form \( \beta_{a} \) on a spacetime \((\mathcal{M}, g)\) (i.e. a 4-dimensional Lorentzian manifold that is oriented and time-oriented):
\[ (\ast \beta)^{abcd}_{abcd} = e^{abcd}_{abcd} \beta_{d}, \]

where \( e^{abcd} \) is the volume form on \((\mathcal{M}, g)\), denoted simply by \( d\text{Vol}_{g} \). We shall use the following differential operator of the Hodge star
\[ d \ast \beta = \frac{1}{4} (\nabla_{a} \beta^{a}) d\text{Vol}^{4}_{g}. \]

If \( S \) is the boundary of a bounded open set \( \Omega \) in \( \mathcal{M} \), and has outgoing orientation, then by using Stokes theorem, we have
\[ -4 \int_{S} \ast \beta = \int_{\Omega} (\nabla_{a} \beta^{a}) d\text{Vol}^{4}_{g}. \]  

Now, let \( \phi_{a} \) be a solution of (10) with smooth and compactly supported initial data on the rescaled spacetime \((\mathcal{M}, \hat{g})\). By using (26) and (24), we define the rescaled energy fluxes of \( \phi_{a} \) associated with the Killing vector field \( T = \partial_{t} \), through an oriented (null or spacelike) hypersurface \( S \) in \( \mathcal{M} \) as follows (see the same formula in equation (2.6), p 184 in [71] and also [59, 63] for similar formulas for scalar wave equations):
\[ E_{T}^{S}(\phi_{a}) = -4 \int_{S} \ast J_{c}(\phi_{a}) d\text{Vol}^{4}_{g} = \int_{S} J_{c}(\phi_{a}) N_{a}^{\alpha} L_{a} d\text{Vol}_{g}, \]  

where \( L_{a} \) is a transverse vector to \( S \) and \( N_{a} \) is the normal vector field to \( S \) such that \( \hat{g}^{ab} L_{a} N_{b} = 1 \).

We consider a domain \( \Omega \subset \mathcal{M} \) (the colored domain in figure 2 below) which has the boundary obtained by five hypersurfaces as follows
\[ \Sigma_{0} = \{ t = 0 \}, \quad \mathcal{H}_{K} = \{ u = U_{K}, v \geq V_{K} \}, \quad \mathcal{I}_{K} = \{ v = V_{K}, u \geq U_{K} \}, \quad \mathcal{S}_{K}^{\pm} = \mathcal{H}^{\pm} \cap \{ v \leq V_{K} \}, \quad \mathcal{S}_{K}^{\pm} = \mathcal{I}^{\pm} \cap \{ u \leq U_{K} \}. \]

**Proposition 2.** Consider the smooth and compactly supported initial data on \( \Sigma_{0} \), we can define the energy fluxes of the solution \( \phi_{a} \) of equation (10), through the null conformal boundary \( \mathcal{H}^{\pm} \cup \mathcal{S}^{\pm} \) by
\[ E_{T}^{\mathcal{H}^{\pm}}(\phi_{a}) + E_{T}^{\mathcal{S}^{\pm}}(\phi_{a}) := \lim_{U_{K}, V_{K} \rightarrow +\infty} \left( E_{T}^{\mathcal{H}_{K}^{\pm}}(\phi_{a}) + E_{T}^{\mathcal{S}_{K}^{\pm}}(\phi_{a}) \right). \]
Moreover, we have
\[ E^T_{\mathcal{S}^+}(\phi_u) + E^T_{\mathcal{I}^+}(\phi_u) \leq E^T_{\Sigma_0}(\phi_u), \]
where the equality holds if and only if
\[ \lim_{U_k, V_k \to +\infty} \left( E^T_{\mathcal{H}^+_k}(\phi_u) + E^T_{\mathcal{I}^+_k}(\phi_u) \right) = 0. \]

**Proof.** The proof of this proposition is similar to the one for the scalar wave equations (see [63, proposition 1] or [59, section 3.2]). Intergrating the conservation law (25) on \( \Omega \) and by using the Stokes’s formula (26), we get an exact energy identity between the hypersurfaces \( \Sigma_0, \mathcal{H}^+_k, \mathcal{I}^+_k \) and \( \mathcal{J}^+_k \) as follows
\[ E^T_{\Sigma_0}(\phi_u) = E^T_{\mathcal{H}^+_k}(\phi_u) + E^T_{\mathcal{I}^+_k}(\phi_u) + E^T_{\mathcal{J}^+_k}(\phi_u). \]

On \( \Sigma_0 \), we take
\[ \mathcal{L}_{\Sigma_0} = \frac{r^2}{F} \partial_t, \mathcal{N}_{\Sigma_0} = \partial_t. \]

On \( \mathcal{J}^+_k \), take \( \mathcal{L}_{\mathcal{J}^+_k} = -\partial_R \) in the \((u, R, \omega)\) coordinates
\[ \mathcal{L}_{\mathcal{J}^+_k} = \frac{r^2 F^{-1}}{2} l_{\mathcal{J}^+_k}. \]

On \( \mathcal{H}^+_k \), take \( \mathcal{L}_{\mathcal{H}^+_k} = \partial_R \) in the \((v, R, \omega)\) coordinates
\[ \mathcal{L}_{\mathcal{H}^+_k} = \frac{r^2 F^{-1}}{2} n_{\mathcal{H}^+_k}. \]

Hence, we have \( \mathcal{N} = \partial_t \) on both \( \mathcal{H}^+_k \) and \( \mathcal{J}^+_k \). This corresponds to \( \mathcal{N} = \partial_t \) on \( \mathcal{H}^+_k \) and \( \mathcal{N} = \partial_v \) on \( \mathcal{J}^+_k \). The transversal and normal vectors of the hypersurface \( \mathcal{I}^+_k \) (resp. \( \mathcal{H}^+_k \)) can be chosen exactly as the ones of \( \mathcal{J}^+_k \) (resp. \( \mathcal{H}^+_k \)). From this, it follows that the energy identity given in (28) becomes
\[
\int_{\delta_K^-} J_c(\phi_a)(\partial_t)^C \mathcal{L}_{\delta_K^-} J \, dVol_\delta + \int_{\mathcal{H}_K^+} J_c(\phi_a)(\partial_t)^C \mathcal{L}_{\mathcal{H}_K^+} J \, dVol_\delta \\
+ \int_{\mathcal{I}_K^+} J_c(\phi_a)(\partial_t)^C \mathcal{L}_{\mathcal{I}_K^+} J \, dVol_\delta + \int_{\mathcal{H}_K^-} J_c(\phi_a)(\partial_t)^C \mathcal{L}_{\mathcal{H}_K^-} J \, dVol_\delta \\
= \int_{\Sigma_0} J_c(\phi_a)(\partial_t)^a r^2 F^{-1} \partial_t J \, dVol_\delta.
\]

Using relations (4), (6), (22) and formulas (21), (24), we can calculate the energy fluxes through $\Sigma_0$, $\mathcal{I}_K^+$, $\mathcal{H}_K^+$, $\mathcal{I}_K^-$ and $\mathcal{H}_K^-$ as follows (see the same calculations for scalar wave equations in [59, 63]):

\[
\mathcal{E}_{\Sigma_0}^T(\phi_a) = \frac{1}{2} \int_{\Sigma_0} (|\nabla_\alpha \phi_a|^2 + |\nabla_{\alpha} \phi_a|^2 + R^2 F|\nabla_{\beta} \phi_a|^2 + R^2 F|\phi_a|^2) \, dr_\alpha dS^2,
\]

\[
\mathcal{E}_{\mathcal{I}_K^+}^T(\phi_a) = \int_{\mathcal{I}_K^+} (|\nabla_\alpha \phi_a|^2 + R^2 F|\nabla_{\beta} \phi_a|^2 + R^2 F|\phi_a|^2) \, duduS^2,
\]

\[
\mathcal{E}_{\mathcal{H}_K^+}^T(\phi_a) = \int_{\mathcal{H}_K^+} (|\nabla_\alpha \phi_a|^2 + R^2 F|\nabla_{\beta} \phi_a|^2 + R^2 F|\phi_a|^2) \, dvds^2,
\]

where $|\nabla_{\beta} \phi_a|^2 = |\nabla_{\beta} \phi_a|^2 + \frac{1}{4 \sin \theta} |\nabla_{\alpha} \phi_a|^2$, and

\[
\mathcal{E}_{\mathcal{I}_K^-}^T(\phi_a) = \int_{\mathcal{I}_K^-} (|\nabla_\alpha \phi_a|^2 + R^2 F|\nabla_{\beta} \phi_a|^2 + R^2 F|\phi_a|^2) \, duduS^2,
\]

\[
\mathcal{E}_{\mathcal{H}_K^-}^T(\phi_a) = \int_{\mathcal{H}_K^-} (|\nabla_\alpha \phi_a|^2 + R^2 F|\nabla_{\beta} \phi_a|^2 + R^2 F|\phi_a|^2) \, dvds^2.
\]

We observe that the energy fluxes across $\mathcal{I}_K^+$ and $\mathcal{H}_K^-$ are non-negative increasing functions of $U_K$, $V_K$ and their sum is bounded by $\mathcal{E}_{\Sigma_0}^T(\phi_a)$ by the energy identity (28). This can be deduced from the energy identity (28) and the positivity of $\mathcal{E}_{\mathcal{I}_K^+}^T(\phi_a) + \mathcal{E}_{\mathcal{H}_K^-}^T(\phi_a)$. Therefore, the limit of $\mathcal{E}_{\mathcal{I}_K^+}^T(\phi_a) + \mathcal{E}_{\mathcal{H}_K^-}^T(\phi_a)$ exists and the following sum is well defined

\[
\mathcal{E}_{\mathcal{I}_K^+}^T(\phi_a) + \mathcal{E}_{\mathcal{H}_K^-}^T(\phi_a) = \lim_{U_K,V_K \to \infty} \left( \mathcal{E}_{\mathcal{I}_K^+}^T(\phi_a) + \mathcal{E}_{\mathcal{H}_K^-}^T(\phi_a) \right) \\
= \mathcal{E}_{\Sigma_0}^T(\phi_a) - \lim_{U_K,V_K \to \infty} \left( \mathcal{E}_{\mathcal{I}_K^+}^T(\phi_a) + \mathcal{E}_{\mathcal{H}_K^-}^T(\phi_a) \right).
\]

The proposition now holds from the above identity. □

3.2. Tensorial field space of initial data and Cauchy problem

We define the finite energy space of tensorial fields on the spacelike hypersurface $\Sigma_\tau = \{ t = \tau \}$ as follows

**Definition 1.** We define $\mathcal{H}(\Lambda^1(S^2)|\Sigma_\tau)$ which is the completion of $C_0^\infty(\Lambda^1(S^2)|\Sigma_\tau) \times C_0^\infty(\Lambda^1(S^2)|\Sigma_\tau)$ in the norm

\[
\| (\xi_a, \zeta_a) \|_{\mathcal{H}(\Lambda^1(S^2)|\Sigma_\tau)} = \frac{1}{\sqrt{2}} \left( \int_{\Sigma_\tau} (|\xi_a|^2 + |\nabla_\alpha \xi_a|^2 + R^2 F|\nabla_{\beta} \xi_a|^2 + R^2 F|\xi_a|^2) \, dr_\alpha dS^2 \right)^{1/2}.
\]

(35)
In order to state and prove the well-posedness of Cauchy problem, we need the following definition of the Sobolev spaces for tensorial fields that are defined on open sets (see [59, definition 2] for the original definition of scalar fields):

**Definition 2.** Let \( s \in [0, +\infty) \), a tensorial field \( u_a \) on \( \Lambda^1(\mathbb{S}^2)|_M \) is said to belong to \( H^s_{loc}(\Lambda^1(\mathbb{S}^2)|_M) \) if for any local chart \((\Omega, \zeta)\), such that \( \Omega \subset M \) is an open set with smooth compact boundary in \( M \) (note that this excludes neighborhoods of either \( i^b \) or \( \overline{i}^b \) but allows open sets whose boundary contains parts of the conformal boundary) and \( \zeta \) is a smooth diffeomorphism from \( \Omega \) onto a bounded open set \( U \subset \mathbb{R}^4 \) with smooth compact boundary, we have \( u_a \circ \zeta^{-1} \in H^s(\Lambda^1(\mathbb{S}^2)|(\overline{U})) \).

To define the trace operator in section 3.3, we need to prove the well-posedness of Cauchy problem for equation (10) in the conformal rescaled spacetime \((\mathcal{M}, \hat{g})\):

**Theorem 1 (Cauchy problem of equation (10) in \((\mathcal{M}, \hat{g})\)).** The Cauchy problem of equation (10) is well-posed in \( C(\mathbb{R}, \mathcal{H}) \), where \( \mathcal{H} = \cup_{t \in \mathbb{R}} \mathcal{H}(\Lambda^1(\mathbb{S}^2)|_{\Sigma_t}) \). This means that for any \((\xi_a, \zeta_a) \in \mathcal{H}(\Lambda^1(\mathbb{S}^2)|_{\Sigma_0})\), there exists a unique solution \( \phi_a \in \mathcal{D}'(\Lambda^1(\mathbb{S}^2)|_{\Sigma_t}) \) of equation (10) such that

\[
(\phi_a, \nabla_a \phi_a) \in C(\mathbb{R}; \mathcal{H}) : \phi_a|_{\Sigma_t} = \xi_a; \nabla_a \phi_a|_{\Sigma_t} = \zeta_a.
\]

Moreover, \( \phi_a \) belongs to \( H^s_{loc}(\Lambda^1(\mathbb{S}^2)|_{\Sigma_t}) \). The same assertion holds for equation (11).

**Proof.** We prove the well-posedness in the future domain \( \mathcal{I}^+(\Sigma_0) = \{ t \geq 0 \} \) of \( \mathcal{M} \), the well-posedness in the past domain \( \mathcal{I}^-(\Sigma_0) = \{ t \leq 0 \} \) is done similarly. The proof is done by using the same methods in [71] (see also [12]) which are based on Leray’s theorem energy estimates for symmetrical hyperbolic system in smooth globally hyperbolic spacetime. In fact, the work of Saka (see theorem 2 in [71]) established the well-posedness in finite energy spaces for tensorial wave equations on smooth globally hyperbolic spacetimes. In the rest of this proof, we show how the method in [71] can be extended to prove theorem 1.

First, by projecting the tensorial Fackerell-Ipser equation (10) on the basic frame \((\nabla_{\partial_i}, \nabla_{\overline{\partial}_i})\) of \( \Lambda^1(\mathbb{S}^2) \), we get

\[
P_g \Phi + L_1 \Phi = 0,
\]

with

\[
P_g = \begin{pmatrix} \mathcal{L}^g & 0 \\ 0 & \mathcal{L}^g \end{pmatrix} \quad \text{(here } \mathcal{L}^g = \frac{r^2}{F} L - \Delta_{g^2} \text{)}
\]

is a diagonal matrix,

\[
\Phi = \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix},
\]

where \( \phi_i (i = 1, 2) \) are the scalar components of \( \phi_a \) decomposed on the basic frame \((\nabla_{\partial_i}, \nabla_{\overline{\partial}_i})\) of \( \Lambda^1(\mathbb{S}^2) \) and

\[
L_1 = \begin{pmatrix} L^1_{11} & L^1_{12} \\ L^1_{21} & L^1_{22} \end{pmatrix}
\]

is a \( 2 \times 2 \)-matrix, where \( L^1_{11} = L^2_{21}, L^1_{12} = L^2_{12} \) and \( L^g_i \) are first order differential operators with smooth coefficients

\[
L^g_i = b^g_i \partial_i + b^g_j \partial_j + c^g.
\]
To avoid the singularities, we cut off $\mathcal{I}^+(\Sigma_0)$ by $O$ which is a union of far enough neighborhoods of $i^+$ and $i_0$ (see [66, theorem 1] and also [58, section 4.2]). Note that, we can do this and do not change the domain of the well-posedness of Cauchy problem because $\mathcal{H}(\Lambda^1(S^3)|\Sigma_0)$ is the completion of tensorial fields which have smooth and compact supports and the energy fluxes of smooth solutions (if the existence holds) through the cut-off null hypersurfaces $\mathcal{H}^+_{\infty}, \mathcal{H}^-_{\infty}$ will tend to 0 as $U_k, V_k$ tend to infinity (see theorem 3 below).

In order to use the method in [71], we extend $(\mathcal{I}^+(\Sigma_0) - O, \hat{g})$ onto a cylindrical globally hyperbolic spacetime $(\mathbb{R}_t \times S^3, g)$, where $g = dt^2 - h(t)$ is a Riemannian metric on $S^3$ smoothly with respect to $t$. For each $t \geq 0$, the hypersurface $\Sigma_t - O$ is extended inside $(\mathbb{R}_t \times S^3, g)$ as a spacelike hypersurface $\mathcal{C}_t$ and we obtain a spacelike foliation $\mathcal{C}_t$. The conformal boundary $(\mathcal{S}^+ \cup \mathcal{I}^+) - O$ is extended inside $(\mathbb{R}_t \times S^3, g)$ as a null hypersurface $\mathcal{C}_t$, that is the graph of a Lipschitz function over $S^3$ and the initial data by zero on the rest of the extended hypersurface $\mathcal{C}_t - (\mathcal{S}^+ \cup \mathcal{I}^+)$ (see figure 3). The initial data $(\xi_0, \zeta_0)$ is extended to $(\tilde{\xi}_0, \tilde{\zeta}_0)$ which vanishes on $\Sigma_0 - U_0$. In the extending spacetime $(\mathbb{R}_t \times S^3, g)$, equation (37) becomes

$$P_0(\Phi) + L(\Phi) = 0,$$

where

$$P_0 = \begin{pmatrix} \Box & 0 \\ 0 & \Box \end{pmatrix}, \quad \Box = \partial_t^2 - \Delta h.$$

Equation (38) is equivalent to a symmetrical hyperbolic system which consists (85) and (86) in appendix A.2.

The well-posedness of Cauchy problem in theorem 1 is extended to the one for equation (38) which consists equations (85) and (86) with the initial data in $\mathcal{H}(U_0)$. Decomposing on the basic frame of $\Lambda^1(U_0)$, we get the scalar form of $\tilde{\zeta}_0$ as $\tilde{\xi} = (\tilde{\xi}_1, \tilde{\xi}_2)$ and of $\tilde{\zeta}_0$ as $\tilde{\zeta} = (\tilde{\zeta}_1, \tilde{\zeta}_2)$. By using Leray’s theorem, for smooth initial data on $(\tilde{\xi}_0, \tilde{\zeta}_0) \in C^\infty(U_0) \times C^\infty(U_0)$, equations (85) and (86) have a unique smooth solution $\tilde{\Phi} = (\tilde{\phi}_1, \tilde{\phi}_2)$ in smooth globally hyperbolic spacetime $(\mathbb{R}_t \times S^3, g)$. For the initial data $(\tilde{\xi}_0, \tilde{\zeta}_0)$ (in $H^1(U_0)$), there exists the $C^\infty_0(U_0)$ sequences $\{\tilde{\xi}_0^n\}_{n \in \mathbb{N}}, \{\tilde{\zeta}_0^n\}_{n \in \mathbb{N}}$ which converge to $\tilde{\xi}_0$ and $\tilde{\zeta}_0$ under $H^1$-norm and $L^2$-norm, respectively (see the definition of $H^1$-norm and $L^2$-norm in appendix A.2). For each smooth initial data $(\tilde{\xi}_0^n, \tilde{\zeta}_0^n)$ (in $H^1(U_0)$, there is a unique
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\caption{The extension of $\mathcal{I}^+(\Sigma_0) - O$ onto a global hyperbolic cylinder.}
\end{figure}
smooth solution \( \tilde{\Phi} = (\tilde{\phi}_1^i, \tilde{\phi}_2^i) \) of Cauchy problem for equations (85) and (86). By using energy estimate (94) in appendix A.2, we can show that \( \{ (\tilde{\Phi}^n, \partial_t \tilde{\Phi}^n) \}_{n \in \mathbb{N}} \) is a Cauchy sequence in \( C([0,T], \mathbb{R} \cup \mathbb{R}^+ \mathcal{H}(\mathcal{U}_t)) \), hence \( (\tilde{\Phi}, \partial_t \tilde{\Phi}) \) converges to \( (\Phi, \partial_t \Phi) \in C([0,T], \mathbb{R} \cup \mathbb{R}^+ \mathcal{H}(\mathcal{U}_t)) \) (in details, see the proof of [71, theorem 2]). Clearly, \( \Phi \) is the local solution of Cauchy problem of equations (85) and (86) with \( \tilde{\phi}_1\big|_{t=0} = \tilde{\zeta}_i; \partial_t \tilde{\phi}_1\big|_{t=0} = \tilde{\zeta}_i \) for \( i = 1, 2 \). Using the local well-posedness result and energy estimate (94), we can establish the global well-posedness of Cauchy problem of equation (38) in \( C(\mathbb{R}_r \cup \mathbb{R}_t \mathcal{H}(\mathcal{U}_t)) \) by the same methods in [13, theorem 2] and [24, theorem 1]. Therefore, we obtain the global tensorial field solution \( \phi_a \) of the extended equation of (10) in \( C(\mathbb{R}_r \cup \mathbb{R}_t \mathcal{H}(\Lambda^1(\mathbb{S}^2))_{\mathcal{U}_t})) \).

By local uniqueness and causality, using in particular the fact that as a consequence of the finite propagation speed, the global solution \( \phi_a \) of Cauchy problem of equation (10) is the restriction of \( \phi_a \) on \( \mathcal{I}^+(\Sigma_0) - \mathcal{O} \) and it satisfies equation (36).

3.3. Energy identity up to \( i^+ \) and trace operator

In this section, we will show that
\[
\lim_{\{U_k\} \to +\infty} \left( \mathcal{E}_{S_\phi}^T (\phi_a) + \mathcal{E}_{S_\phi}^T (\phi_a) \right) = 0
\]
and then we can obtain the energy equality
\[
\mathcal{E}_{S_\phi}^T (\phi_a) = \mathcal{E}_{S_\phi}^T (\phi_a) + \mathcal{E}_{S_\phi}^T (\phi_a).
\]

We recall the following energy decay of the tensorial field \( \phi_a \) which satisfies equation (10) (see [67, lemma 5.8]):

**Lemma 1.** There exists a positive number \( R_\mu \) such that the following holds: let \( \phi_a \) be a smooth solution to the tensorial Fackerell–Ipser equation (10) on \( \{ u \geq u_0 \} \cap \{ v \geq v_0 \} \). Let \( U_K \geq u_0 \) and let \( P(U_K) \) be \( (U_K, R_\mu, U_K) \). We have the decay of the flux
\[
\mathcal{F}^\infty [\phi_a] (P(U_K)) \leq C U_K^{-2},
\]
where \( C \) is a positive constant depending on \( \phi_a \) and \( u = u_0, v = v_0 \) and
\[
\mathcal{F}^\infty [\phi_a] (P(U_K)) = \mathcal{F}^T_{\mu} [\phi_a] (R_\mu + U_K, +\infty) + \mathcal{F}^N_{R_\mu + U_K} [\phi_a] (U_K, +\infty),
\]
with
\[
\mathcal{F}^T_{U_K} [\phi_a] (R_\mu + U_K, +\infty) = \int_{R_\mu, U_K} \int_{\mathbb{S}^2} \left( |\tilde{\nabla}_L \phi_a|^2 + F|\tilde{\nabla}_L \phi_a|^2 + R^2 F|\phi_a|^2 \right) \, dv \, dS^2, \tag{39}
\]
\[
\mathcal{F}^N_{R_\mu + U_K} [\phi_a] (U_K, +\infty) = \int_{U_K} \int_{\mathbb{S}^2} \left( F^{-1}|\tilde{\nabla}_L \phi_a|^2 + F|\tilde{\nabla}_L \phi_a|^2 + R^2 F|\phi_a|^2 \right) \, dv \, dS^2, \tag{40}
\]
where the pointwise norms \( |\cdot| \) in (39) and (40) are given as in (20).

The above lemma helps us to obtain the energy decay for solution of the Fackerell-Ipser equation (10) through null hypersurfaces \( \mathcal{H}^+_K \) and \( \mathcal{I}^+_K \).

**Theorem 2 (energy decay).** Let \( \phi_a \) be a smooth tensorial solution of the tensorial Fackerell-Ipser equation (10) on \( \{ u \geq u_0 \} \cap \{ v \geq v_0 \} \). There exist a positive number \( R_\mu \) and a positive

\footnote{in [67], the energy fluxes (39) and (40) use the notation \( 1 - \mu \) for \( F \) and \( V \) for \( R^2 F \).}
constant $C$ depending on the value of $\phi_u$ on $\{u = u_0\} \cap \{v = v_0\}$ such that: we have the following decay energy for the original field $\phi_u$ on $\mathcal{H}^K \cup \mathcal{I}^K$ with $U_K \geq u_0$ and $V_K = U_K + 2R_*:

$$\mathcal{E}^T_{\mathcal{H}^K}(\phi_u) + \mathcal{E}^T_{\mathcal{I}^K}(\phi_u) \leq CU_K^{-2}.$$  \hspace{1cm} (41)

**Proof.** Since $r\mathcal{V}_{\phi_u} = \mathcal{V}_{\phi_u}$, we have $|\mathcal{V}_{\phi_u}|^2 = R^2|\mathcal{V}_{\phi_u}|^2$. Therefore, we obtain

$$\mathcal{F}^T_{U_K}[\phi_u](R_+ + U_K, +\infty) = \int_{U_K}^{+\infty} \int_{\mathcal{T}^2} \left( |\mathcal{V}_{\phi_u}|^2 + F|\mathcal{V}_{\phi_u}|^2 + R^2F|\phi_u|^2 \right) d\mathcal{S}^2$$

and

$$\mathcal{F}^N_{R_+ + U_K}[\phi_u](U_K, +\infty) = \int_{U_K}^{+\infty} \int_{\mathcal{T}^2} \left( (1 - 2MR)^{-1} |\mathcal{V}_{\phi_u}|^2 + R^2F|\mathcal{V}_{\phi_u}|^2 + R^2F|\phi_u|^2 \right) d\mathcal{S}^2$$

Combining these inequalities with lemma 1, we obtain

$$\mathcal{E}^T_{\mathcal{H}^K}(\phi_u) + \mathcal{E}^T_{\mathcal{I}^K}(\phi_u) \leq \mathcal{F}^T_{U_K}[\phi_u](R_+ + U_K, +\infty) + \mathcal{F}^N_{R_+ + U_K}[\phi_u](U_K, +\infty) \leq CU_K^{-2}.$$  \hspace{1cm} \Box

Now, we state and prove the energy equality between the energy fluxes of $\phi_u$ through the Cauchy hypersurface $\Sigma_0$ and the one through conformal boundary $\Sigma^+ \cup \mathcal{I}^+$ in the following theorem.

**Theorem 3.** Let $\phi_u$ be a smooth tensorial solution of the rescaled tensorial Fackerell-Ipser equation (10) on $\{u \geq u_0\} \cap \{v \geq v_0\}$. The energies of $\phi_u$ through the null hypersurfaces $\mathcal{H}_K$ and $\mathcal{I}_K$ tend to zero as $U_K, V_K$ tend to infinity, i.e.

$$\lim_{U_K, V_K \to +\infty} \left( \mathcal{E}^T_{\mathcal{H}^K}(\phi_u) + \mathcal{E}^T_{\mathcal{I}^K}(\phi_u) \right) = 0.$$  \hspace{1cm} (42)

As a consequence, we have the energy equality between the energy flux of $\phi_u$ (resp. $\phi_v$) through $\Sigma_0$ and the ones through the conformal boundary $\Sigma^+ \cup \mathcal{I}^+$, i.e. the energy identity up to $i^+$, as follows

$$\mathcal{E}^T_{\Sigma_0}(\phi_u) = \mathcal{E}^T_{\Sigma^+}(\phi_u) + \mathcal{E}^T_{\mathcal{I}^+}(\phi_u).$$  \hspace{1cm} (43)

The same energy identity up to $i^-$ holds.

**Proof.** Note that for a fixed $R_+$, we have $V_K = R_+ + U_K$ tends to $+\infty$ as $U_K$ tends to $+\infty$. The convergence (42) is valid by the energy decay (41) obtained in theorem 2. Combining this convergence and proposition 2, we obtain the energy identity up to $i^+$ such as equality (43).  \hspace{1cm} \Box
The well-posedness of Cauchy problem obtained in theorem 1 allows us to define the trace operator on the conformal boundary (note that, in the proof of theorem 1, we obtained the well-posedness of Cauchy problem for both the smooth initial data and the initial data in the finite energy space on $\Sigma_0$).

**Definition 3 (Trace operator for tensorial Fackerell-Ipser equation).** Let $(\xi_\alpha, \zeta_\alpha) \in C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0})$. Consider the solution of equation (10), and let $\phi_u \in C^\infty(\Lambda^1(S^2)|_{\Sigma \M})$ such that

$$\phi_u|_{\Sigma_0} = \xi_\alpha, \nabla_\gamma \phi_u|_{\Sigma_0} = \zeta_\alpha.$$ We define the trace operator $T^+$ from $C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0})$ to $C^\infty(\Lambda^1(S^2)|_{\Sigma^+}) \times C_{\text{even}}^\infty(\Lambda^1(S^2)|_{\Sigma^+})$ by

$$T^+ (\xi_\alpha, \zeta_\alpha) = (\phi_u|_{\Sigma^+}, \phi_u|_{\Sigma^+}).$$

The trace operator for solution $\phi_u$ of equation (11) is defined by the same way.

We can extend the tensorial field space for scattering data of equation (10) by density as in the following definition:

**Definition 4.** The tensorial field space for scattering data $\mathcal{H}^+$ is the completion of $C_0^\infty(\Lambda^1(S^2)|_{\Sigma^+}) \times C_{\text{even}}^\infty(\Lambda^1(S^2)|_{\Sigma^+})$ in the norm

$$\| (\xi_\alpha, \zeta_\alpha) \|_{\mathcal{H}^+} = \frac{1}{\sqrt{2}} \left( \int_{\Sigma^+} |\nabla_{\Sigma^+} \xi_\alpha|^2 dS^2 + \int_{\Sigma^+} |\nabla_{\Sigma^+} \zeta_\alpha|^2 dS^2 \right)^{1/2}.$$

This means that

$$\mathcal{H}^+ \simeq \mathcal{H}^+(\mathbb{R}^3; \mathbb{L}^2(\Lambda^1(S^2)|_{\Sigma^+})) \times \mathcal{H}^+(\mathbb{R}^3; \mathbb{L}^2(\Lambda^1(S^2)|_{\Sigma^+})).$$

As a direct consequence of the energy equality (43) and the well-posedness of Cauchy problem in the finite energy space in theorem 1, we have the following theorem.

**Theorem 4.** The trace operator of solution $\phi_u$ of equation (10) extends uniquely as a bounded linear map from $\mathcal{H}$ to $\mathcal{H}^+$. The extended operator is a partial isometry, i.e. an injective operator. This means that for any $(\xi_\alpha, \zeta_\alpha) \in \mathcal{H}(\Lambda^1(S^2)|_{\Sigma_0})$,

$$\| T^+ (\xi_\alpha, \zeta_\alpha) \|_{\mathcal{H}^+} = \| (\xi_\alpha, \zeta_\alpha) \|_{\mathcal{H}(\Lambda^1(S^2)|_{\Sigma_0})}.$$ The same assertion holds for the trace operator of solution $\phi_u$ of equation (11).

4. Conformal scattering for the tensorial Fackerell-Ipser equations

4.1. Generalization of L Hörmander’s result for tensorial wave equations

To construct the conformal scattering operator, we need to show that the trace operator is surjective. This corresponds to prove the well-posedness of the Goursat problem for the rescaled equation (10) with the initial data on the conformal boundaries $\tilde{\Sigma}^+ \cup \tilde{\mathscr{I}}^+$ (resp. $\tilde{\Sigma}^- \cup \tilde{\mathscr{I}}^-$) in Penrose’s conformal compactification $\tilde{\mathcal{M}}$.

Hörmander [37] proved the well-posedness of the Goursat problem for the second-order scalar wave equations with regular first-order potentials in the spatially compact spacetime.
Nicolas [57] extended the results of Hörmander with very slightly regular metric and potential, precisely a $C^1$-metric and potential with continuous coefficients of the first-order terms and locally $L^\infty$ coefficients for the terms of order 0. Here, we will prove the well-posedness of the Goursat problem for the tensorial wave equations with regular first-order tensorial potentials. More precisely, we will show how we can apply the results of Hörmander for the tensorial wave equation (10) (or (11)) with the smooth compactly supported initial data on the conformal boundary, i.e., $(\xi_0, \zeta_0) \in C^\infty_0(\Lambda^1(S^2)|_\mathcal{I}^+ \times C^\infty_0(\Lambda^1(S^2)|_\mathcal{I}^+)$ in Schwarzschild background.

To avoid the singularities at $i^+$ and $i_0$, we use the same method as in appendix B in [59, 63, 65]. In particular, we take $\mathcal{S}$ which is a spacelike hypersurface on $\mathcal{M}$ whose intersection with the horizon is the crossing sphere and which crosses $\mathcal{I}^+$ strictly in the past of the support of the data. We cut $\mathcal{I}^+(\mathcal{S})$ by a neighbourhood $\mathcal{V}$ of a point in $\mathcal{M}$ lying in the future of the support of the Goursat data and get a spacetime denoted by $\mathfrak{M}$. Then, we extend $\mathfrak{M}$ as a cylindrical globally hyperbolic spacetime $(\mathbb{R}_t \times S^3, \mathfrak{g})$, where $\mathfrak{g} = dt^2 - h$ with $h(t)$ is a Riemannian metric on $S^3$ smoothly varying with $t$. The conformal boundary $\mathcal{H}^+ \cup \mathcal{I}^+$ is extended inside $\mathfrak{M}$ as a null hypersurface $\mathcal{C}$, that is the graph of a Lipschitz function over $S^3$ and the initial data by zero on the rest of the extended hypersurface $\mathcal{C} - (\mathcal{H}^+ \cup \mathcal{I}^+)$ (see figure 4). Here, we still use the notation of extending metric as in the proof of theorem 1.

Similar to the proof of theorem 1, we project the tensorial Fackerell-Ipser equation (10) on the basis frame $(\nabla_{\partial\theta}, \nabla_{\partial\phi})$ of $\Lambda^1(S^2)$ and get

$$P_g \Phi + L_1 \Phi = 0,$$

with

$$P_g = \begin{pmatrix} \Box_g & 0 \\ 0 & \Box_g \end{pmatrix} \quad \text{(here } \Box_g = \frac{r^2}{F}L_L - \Delta_{S^2})$$

is a diagonal matrix, $\Phi = (\partial_1 \phi_1)$ and $L_1 = (L^2_1)_{2 \times 2}$ is a $2 \times 2$-matrix with $L^1_{11} = L^{22}, L^1_{12} = L^{21}$ and $L^2_1$ are first order differential operators with smooth coefficients $L^2_1 = b_0^1 \partial_t + b_1^1 \partial_x + c^y$. 

**Figure 4.** The extension of $\mathfrak{M} = \mathcal{I}^+(\mathcal{S}) - \mathcal{V}$ onto a global hyperbolic cylinder.
In the extending spacetime \((\mathbb{R} \times S^3, \mathfrak{g})\), equation (44) becomes
\[
P_\varrho(\Phi) + L_\varpi(\Phi) = 0,
\]
where
\[
P_\varrho = \begin{pmatrix} \Box \varrho & 0 \\ 0 & \Box \varrho \end{pmatrix}, \Box \varrho = \varrho^2 - \Delta_h.
\]

The following lemma is extended from results in [37]:

**Lemma 2 (Goursat problem for equation (45) in \((\mathbb{R} \times S^3, \mathfrak{g})\)).** For any foliation \(\{\hat{S}_\tau\}_{\tau \in \mathbb{R}}\) of \((\mathbb{R} \times S^3, \mathfrak{g})\), where \(\hat{S}_0 = \{0\} \times S^3\) and \(\hat{S}_\tau\) is a \(g\)-spacelike hypersurface which is topological 3-sphere endowed with the Riemannian metric \(-\mathfrak{g}|_{\hat{S}_\tau}\), for all \(\tau\). For the initial data \((\tilde{\xi}, \tilde{\zeta}) \in C_0^\infty(C)(i = 1, 2)\), equation (45) has a unique smooth solution \(\tilde{\Phi} = (\tilde{\phi}_1, \tilde{\phi}_2)\) satisfying
\[
\tilde{\phi}_i \in C^\infty(\mathbb{R}_\tau; \cup_{\tau \in \mathbb{R}} H^1(\hat{S}_\tau)), \partial_\tau \tilde{\phi}_i \in C^\infty(\mathbb{R}_\tau; \cup_{\tau \in \mathbb{R}} L^2(\hat{S}_\tau))
\]
for all \(i = 1, 2\).

**Proof.** The proof is given in appendix A.2.

Using lemma 2, we obtain the well-posedness of the Goursat problem of (44), hence (10) in \(\mathcal{I}^+(S)\) in the following corollary.

**Corollary 1 (Goursat problem for equation (44) in \(\mathcal{I}^+(S)\)).** For any foliation \(\{S_\tau\}_{\tau \geq 0}\) of \(\mathcal{I}^+(S)\), where \(S_\tau\) is a \(g\)-spacelike hypersurface and \(S_0 = S\) and the initial data \((\xi_i, \zeta_i) \in C_0^\infty(S^+ \times \mathcal{I}^+)\), where \(i = 1, 2\), equation (44) or the tensorial Fackerell-Ipser equation (10) has a unique smooth solution \(\Phi = (\phi_1, \phi_2)\) in \(\mathcal{I}^+(S)\) satisfying
\[
\phi_i \in C^\infty(\mathbb{R}_\tau; \cup_{\tau \geq 0} H^1(S_\tau)), \partial_\tau \phi_i \in C^\infty(\mathbb{R}_\tau; \cup_{\tau \geq 0} L^2(S_\tau))
\]
for all \(i = 1, 2\).

**Proof.** In the beginning of this section, we have extended \(\mathfrak{M} = \mathcal{I}^+(S) - \mathcal{V}\) onto a global hyperbolic spacetime \((\mathbb{R} \times S^3, \mathfrak{g})\). In this spacetime, equation (44) has the form (45). Now, we extend the \(g\)-spacelike \(S_\tau\) to a \(g\)-spacelike hypersurface \(\hat{S}_\tau\) in \((\mathbb{R} \times S^3, \mathfrak{g})\) for each \(\tau\). The hypersurface \(\hat{S}_\tau\) is topological 3-spheres endowed with the Riemannian metric \(-\mathfrak{g}|_{\hat{S}_\tau}\).

By using lemma 2, the Goursat problem of equation (45) has a unique smooth solution \(\Phi\) in \((\mathbb{R} \times S^3, \mathfrak{g})\) that satisfies (46). By local uniqueness and causality, using in particular the fact that as a consequence of the finite propagation speed, the solution \(\tilde{\Phi}\) of (45) obtained in lemma 2 vanishes in \(\mathcal{V}\). Therefore, the Goursat problem of equation (44) has a unique smooth solution \(\Phi = (\phi_1, \phi_2)\) in \(\mathcal{I}^+(S)\), that is the restriction of \(\tilde{\Phi} = (\tilde{\phi}_1, \tilde{\phi}_2)\) to \(\mathfrak{M}\). Since \(\tilde{\Phi}\) satisfies (46), we obtain that the solution \(\Phi\) satisfies (47). Our proof is completed.

4.2. Goursat problem and conformal scattering operator

In the previous section, we proved that the Goursat problem for the tensorial Fackerell-Ipser equation (10) is well-posed in the future \(\mathcal{I}^+(S)\). In order to establish the full solution of the Goursat problem, we need to extend the solution (which is obtained in the previous section) down to \(\Sigma_0\), i.e. we prove the well-posedness of the Goursat problem in the past \(\mathcal{I}^-(S)\). The solution of the Goursat problem is a union of the two solutions in \(\mathcal{I}^+(S)\) and \(\mathcal{I}^-(S)\).
Theorem 5 (Goursat problem of equation (10) in \( \mathcal{I}^+(\Sigma_0) \)). The Goursat problem of the tensorial Fackerell-Ipser equation (10) is well-posed in \( \mathcal{I}^+(\Sigma_0) \). This means that for the initial data \((\zeta_0, \zeta) \in C_0^\infty(\Lambda^1(S^2)|_{S^2}) \times C_0^\infty(\Lambda^1(S^2)|_{S^2})\), there exists a unique solution of equation (10) satisfying

\[
(\phi_0, \nabla_\mathcal{F} \phi_0) \in C(\mathbb{R}; \cup_{t \geq 0} \mathcal{H}(\Lambda^1(S^2)|_{\Sigma})) \quad \text{and} \quad T^+(\phi_0|_{\Sigma_0}, \nabla_\mathcal{F} \phi_0|_{\Sigma_0}) = (\zeta_0, \zeta).
\]

The same assertion holds for equation (15).

Proof. Following corollary 1, there exists a unique solution \( \phi_0 \) of the Goursat problem of equation (10) which satisfies the following properties.

- \( \phi_0 \in H^1(\Lambda^1(S^2)|_{\mathcal{I}^+(S)}) \), where \( \mathcal{I}^+(S) \) is the causal future of \( S \) in \( \mathcal{M} \). Since the support of the initial data is compact, the solution vanishes in the neighbourhood \( \mathcal{V} \) of \( i^+ \) (where, the neighbourhood \( \mathcal{V} \) is chosen as in section 4.1, and the solution \( \phi_0 \) vanishes in \( \mathcal{V} \) as a consequence of the finite propagation speed (see the proof of corollary 1)). Then, we do not need to distinguish between \( H^1(\Lambda^1(S^2)|_{\mathcal{I}^+(S)}) \) and \( H^1(\Lambda^1(S^2)|_{\mathcal{I}^+(S)}) \).
- For any foliation \( \{S_r\}_{r \geq 0} \) of \( \mathcal{I}^+(S) \), where \( S_0 = S \), we have \( \phi_0(\tau) \in H^1(\Lambda^1(S^2)|_{S_r}) \) and \( \partial_r \phi_0 \in L^2(\Lambda^1(S^2)|_{S_r}) \) for all \( \tau \geq 0 \).
- \( \phi_0|_{\mathcal{I}^+} = \zeta_0, \phi_0|_{\mathcal{I}^+} = \zeta_0 \).

We need to extend the solution down to \( \Sigma_0 \) in a manner that avoids the singularity at \( i_0 \). Since the hypersurface \( S \) intersects the horizon at the crossing sphere and intersects \( \mathcal{I}^+ \) strictly in the past of the support of the data (see figure 5), we have that the restriction of \( \phi_0 \) to \( S \) is in \( H^1(\Lambda^1(S^2)|_{S}) \) and its trace on \( S \cap \mathcal{J}^+ \) is also the trace of \( \zeta_0 \) on \( S \cap \mathcal{J}^+ \), hence this trace is zero. Therefore, \( \zeta_0|_{\Lambda^1(S^2)|_S} \) can be approximated by a sequence \( \{\phi_0^n|_{\Lambda^1(S^2)|_S}\}_{n \in \mathbb{N}} \) of the smooth tensorial fields on \( \Lambda^1(S^2)|_S \) supported away from \( \mathcal{J}^+ \) that converges towards \( \phi_0|_{\Lambda^1(S^2)|_S} \) in \( H^1(\Lambda^1(S^2)|_{S}) \). Moreover, \( \nabla_{\mathcal{F}} \phi_0|_{\Lambda^1(S^2)|_S} \) can be approached by a sequence \( \{\nabla_{\mathcal{F}} \phi_0^n|_{\Lambda^1(S^2)|_S}\}_{n \in \mathbb{N}} \) of the smooth tensorial fields on \( \Lambda^1(S^2)|_S \) supported away from \( \mathcal{J}^+ \) that converges towards \( \nabla_{\mathcal{F}} \phi_0|_{\Lambda^1(S^2)|_S} \) in \( L^2(\Lambda^1(S^2)|_{S}) \). For the initial data \( (\phi_0^n|_{\Lambda^1(S^2)|_S}, \nabla_{\mathcal{F}} \phi_0^n|_{\Lambda^1(S^2)|_S}) \), we let \( \psi^n \) be the smooth tensorial solution of Cauchy problem of equation (10) on \( \Lambda^1(S^2)|_{\mathcal{M}} \) (the existence by theorem 1). This tensorial solution vanishes in
the neighbourhood of $i_0$ and we can establish energy estimates for $\psi_u^a$ between $S$ and $\Sigma_0$ by using the conservation law (25) as follows

$$E^T_S(\psi_u^a) = E^T_{\Sigma_0}(\psi_u^a).$$

(48)

By the same way, we have energy identities between $S$ and the hypersurfaces $\Sigma_t$ for $t > 0$. Therefore, the sequence $(\psi_u^a, \nabla_\alpha \psi_u^a)$ converges towards $(\psi_u^a, \nabla_\alpha \psi_u^a)$ in $C(\mathbb{R}_+, \cup_{t \in \mathbb{R}} H(\Sigma_t))$, where $\psi_u^a$ is a solution of (10). By local uniqueness $\psi_u^a$ coincides with $\phi_u$ in the future of $S$. Therefore, we have

$$(\phi_u|_{\Sigma_0}, \nabla_\alpha \phi_u|_{\Sigma_0}) \in H(\Lambda^1(S^2)|_{\Sigma_0})$$

and

$$T^+ (\phi_u|_{\Sigma_0}, \nabla_\alpha \phi_u|_{\Sigma_0}) = (\xi_u, \zeta_u).$$

Therefore, the range of $T^+$ contains $C^8_0(\Lambda^1(S^2)|_{\Sigma^+}) \times C^8_0(\Lambda^1(S^2)|_{\Sigma^+})$. □

Theorem 5 shows that the trace operator $T^+: H(\Sigma_0) \to \mathcal{H}^+$ is surjective. Combining with theorem 4, we obtain that the trace operator $T^+: H(\Sigma_0) \to \mathcal{H}^+$ is an isometric operator. Similarly, we can construct the space $\mathcal{H}^-$ of past scattering data on the past horizon and the past null infinity and the past trace operator $T^-: H(\Sigma_0) \to \mathcal{H}^-$ which is an isometric operator. Therefore, we can define the conformal scattering operator for the tensorial Fackerell-Ipser equation (10) (resp. (11)) as follows

**Definition 5.** The conformal scattering operator $S: \mathcal{H}^\pm \to \mathcal{H}^\pm$ of the tensorial Fackerell-Ipser equation (10) (resp. (11)) is an isometry which maps the past scattering data to the future scattering data, i.e.

$$S := T^+ \circ (T^-)^{-1}.$$

**5. Conformal scattering for the spin $\pm 1$ Teukolsky equations**

In this section, we will use the results obtained in section 4 to establish the conformal scattering operator for the spin $\pm 1$ Teukolsky equations (8). The construction for the spin $-1$ Teukolsky equation (9) is done by the same way. Our method is developed from the recent work [47].

**5.1. The tensorial field and scattering data spaces**

First, we define the finite energy space for the spin $\pm 1$ Teukolsky equation (8) by the following proposition.

**Proposition 3.** If we put

$$\| (\phi_u|_{\Sigma_0}, \nabla_\alpha \phi_u|_{\Sigma_0}) \| := \| (\phi_u|_{\Sigma_0}, \nabla_\alpha \phi_u|_{\Sigma_0}) \|_{H(\Sigma_0)},$$

(49)

then (49) determines a norm for $\alpha_u$ on $\Sigma_0$ and we define by $H(\Sigma_0)$ the completion of $C^8_0(\Lambda^1(S^2)|_{\Sigma_0}) \times C^8_0(\Lambda^1(S^2)|_{\Sigma_0})$ in the norm (49). Here, $\phi_u = \nabla_\alpha (r \alpha_u), \alpha_u = \nabla_\alpha (r \alpha_u)$ and the space $H(\Sigma_0)$ is defined by definition 1. Similarly, we have the definition of space $H^1(\Sigma_0)$ for $\tau > 0$. 
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Proof. We need to prove that if \( \| (\alpha_\nu, \alpha_\nu') \|_{H^1(\Sigma_0)} = 0 \), for a smooth, compactly supported tensors \( \alpha_\nu \) and \( \alpha_\nu' \), then \( \alpha_\nu|_{\Sigma_0} = \alpha_\nu'|_{\Sigma_0} = 0 \). Indeed, the equality \( \| (\alpha_\nu, \alpha_\nu') \|_{H^1(\Sigma_0)} = 0 \) and the definition (49) lead to

\[
\| (\phi_\nu|_{\Sigma_0}, \nabla_\partial \phi_\nu|_{\Sigma_0}) \|_{H(\Sigma_0)} = 0.
\]

By using (35), the above equality is equivalent to

\[
\frac{1}{\sqrt{2}} \left( \int_{\Sigma_0} (|\nabla_\partial \phi_\nu|^2 + |\nabla_\partial, \phi_\nu|^2 + \sqrt{F} |\nabla_{L^2} \phi_\nu|^2 + \sqrt{F} |\phi_\nu|^2) \, dr_dS \right)^{1/2} = 0.
\]

Therefore,

\[
\phi_\nu|_{\Sigma_0} = \nabla_\partial \phi_\nu|_{\Sigma_0} = 0.
\]

Since equation (7) and the Teukolsky equation (8), we have

\[
\nabla_L \phi_\nu = \nabla_L \left( \frac{r^2}{F} \nabla_L (r \alpha_\nu) \right)
\]

\[
= \nabla_L \left( \frac{r^2}{F} \right) \nabla_L (r \alpha_\nu) + \frac{r^2}{F} \nabla_L \nabla_L (r \alpha_\nu)
\]

\[
= \frac{2r}{F} \left( 1 - \frac{3M}{r} \right) \nabla_L (r \alpha_\nu) + \frac{r^2}{F} \nabla_L \nabla_L (r \alpha_\nu)
\]

\[
= \frac{2r}{F} \left( 1 - \frac{3M}{r} \right) \nabla_L (r \alpha_\nu) + \frac{2r}{F} \nabla_L \nabla_L (r \alpha_\nu)
\]

\[
= \Delta_{\Sigma} (r \alpha_\nu) - r \alpha_\nu.
\]

Since \( \partial_\nu \) is a Killing vector field, we obtain also that

\[
\nabla_L (\nabla_\partial \phi_\nu) = \Delta_{\Sigma} (r \nabla_\partial \alpha_\nu) - r \nabla_\partial \alpha_\nu.
\]

Combining these equalities with \( \phi_\nu|_{\Sigma_0} = \nabla_\partial \phi_\nu|_{\Sigma_0} = 0 \), we get

\[
\Delta_{\Sigma} (r \alpha_\nu|_{\Sigma_0}) - r \alpha_\nu|_{\Sigma_0} = \Delta_{\Sigma} (r \nabla_\partial \alpha_\nu) - r \nabla_\partial \alpha_\nu = 0.
\]

Since the operator \( \Delta_{\Sigma} - \text{Id} \) (where \( \text{Id} \) is identity operator) is uniformly elliptic on the set of symmetric, traceless 2-tensor field on \( \Sigma^2 \), we have that \( \alpha_\nu|_{\Sigma_0} = \alpha_\nu'|_{\Sigma_0} = 0 \). Our proof is completed. \( \Box \)

Similar to theorem 1, we obtain the well-posedness of Cauchy problem for the Teukolsky equation (8) in the conformal rescaled spacetime \((\bar{M}, \bar{g})\). The well-posedness of Cauchy problem allows us to define the trace operator on conformal boundary \( \Sigma^0 \cup \mathcal{I}^+ \).

Theorem 6 (Cauchy problem for equation (8) in \((\bar{M}, \bar{g})\)). For the initial data \( (\beta_\alpha, \beta_\alpha') \in H^1(\Lambda^1(\Sigma^2)|_{\Sigma_0}) \), the Cauchy problem for (8) on \( \Lambda^1(\Sigma^2)|_{\Sigma_0} \) is well-posed in \( \cup_{\nu \in \mathbb{R}} H^1(\Lambda^1(\Sigma^2)|_{\Sigma_0}) \). In other words, there exists a unique solution \( \alpha_\nu \in D'(\Lambda^1(\Sigma^2)|_{\Sigma_0}) \) of (8) such that

\[
(\alpha_\nu, \nabla_\partial \alpha_\nu) \in C(\mathbb{R}; \cup_{\nu \in \mathbb{R}} H^1(\Lambda^1(\Sigma^2)|_{\Sigma_0})): \alpha_\nu|_{\Sigma_0} = \beta_\alpha; \nabla_\partial \alpha_\nu|_{\Sigma_0} = \beta_\alpha'.
\]

Moreover, \( \alpha_\nu \) belongs to \( H^1_{loc}(\Lambda^1(\Sigma^2)|_{\Sigma_0}) \).
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We prove the well-posedness in the future domain \( I^+(\Sigma_0) = \{ t \geq 0 \} \) of \( \mathcal{M} \), the well-posedness in the past domain \( I^-(\Sigma) = \{ t \leq 0 \} \) is done similarly. Multiplying the spin +1 Teukolsky equation (8) by the factor \( r^2 F \), we get

\[
\frac{r^2}{F} \nabla^i \nabla_i (r \alpha_a) + \frac{2r}{F} \left( 1 - \frac{3M}{r} \right) \nabla_i (r \alpha_a) - \Delta_{S^2} (r \alpha_a) + r \alpha_a = 0. \tag{51}
\]

Projecting equation (51) on the basic frame \((\nabla_{\xi_i}, \nabla_{\xi_k})\) of \( \Lambda^1(S^2) \), we get the matrix equation which is similar to (44):

\[
P_{\xi} \Psi + \tilde{L}_1 \Psi = 0 \tag{52}
\]

but with the first order differential operator \( \tilde{L}_1 = (\tilde{L}_{1j})_{2 \times 2} \) still satisfies \( \tilde{L}_{11} = \tilde{L}_{22} = \tilde{L}_{12} = \tilde{L}_{21} \) and the unknown vector

\[
\Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix},
\]

where \( \psi_i = r \alpha_i \) and \( \alpha_i (i = 1, 2) \) are the scalar components of \( \alpha_a \) decomposed on the basic frame \((\nabla_{\xi_i}, \nabla_{\xi_k})\) of \( \Lambda^1(S^2) \).

Similar to the proof of theorem 1, we cut off \( I^+(\Sigma_0) \) by \( \mathcal{O} \) which is a union of far enough neighbourhoods of \( i^+ \) and \( i_0 \). Then, we extend \((I^+(\Sigma_0) - \mathcal{O}, \bar{g})\) onto a cylindrical globally hyperbolic spacetime \((\mathbb{R} \times S^3, g)\) where \( g = dr^2 - h \) with \( h(t) \) is a Riemannian metric on \( S^3 \) smoothly with respect to \( t \). For each \( t \geq 0 \), the hypersurface \( \Sigma_t - \mathcal{O} \) is extended inside \((\mathbb{R} \times S^3, g)\) as a spacelike hypersurface \( \mathcal{U}_t \). The conformal boundary \((\mathcal{S}^+ \cup \mathcal{I}^+) - \mathcal{O} \) is extended inside \((\mathbb{R} \times S^3, g)\) as a null hypersurface \( \mathcal{H} \). Equation (52) is extended to the following equation (which is similar to (45)):

\[
P_{\xi} \Psi + \tilde{L}_1 \Psi = 0. \tag{53}
\]

Therefore, equation (53) is equivalent to a symmetrical hyperbolic system which consists two following equations (which are similar to (85) and (86), respectively):

\[
(\partial_t^2 \psi_1 - \Delta_h \psi_1) + \left( \tilde{L}_{11} \psi_1 + \tilde{L}_{12} \psi_2 \right) = 0 \tag{54}
\]

and

\[
(\partial_t^2 \psi_2 - \Delta_h \psi_2) + \left( \tilde{L}_{21} \psi_1 + \tilde{L}_{22} \psi_2 \right) = 0. \tag{55}
\]

By using Leray’s theorem, for smooth initial data on \( \mathcal{U}_0 \), equations (54) and (55) have a unique smooth solution \( \bar{\Psi} = (\bar{\psi}_1, \bar{\psi}_2) \) with \( \bar{\psi}_i = r \bar{\alpha}_i (i = 1, 2) \) in smooth globally hyperbolic spacetime \((\mathbb{R} \times S^3, g)\). This corresponds to smooth solution \( \bar{\alpha}_a \) of equation (51) in \((\mathbb{R} \times S^3, g)\). By extending (49) on \( \mathcal{U}_t \), we have

\[
\left\| (\bar{\alpha}_a|_{\mathcal{U}_t}, \nabla_{\bar{\alpha}_a|_{\mathcal{U}_t}}) \right\|_{H^1(\mathcal{U}_t)} = \left\| (\bar{\phi}_a, \nabla_{\bar{\phi}_a}) \right\|_{H^1(\mathcal{U}_t)} = \sqrt{E(\bar{\Phi}(\tau))},
\]

where \( \bar{\phi}_a \) is smooth solution of equation (10) in \((\mathbb{R} \times S^3, g)\) and \( \sqrt{E(\bar{\Phi})(\tau)} \) is given by (89). Setting \( \bar{\mathcal{E}}(\bar{\Psi})(\tau) = ||(\bar{\alpha}_a|_{\mathcal{U}_t}, \nabla_{\bar{\alpha}_a|_{\mathcal{U}_t}})||^2_{H^1(\mathcal{U}_t)} \), we have

\[
\bar{\mathcal{E}}(\bar{\Psi})(\tau) = \mathcal{E}(\bar{\Phi})(\tau).
\]
By energy estimate as (94), we obtain the similar estimate that
\[
\mathcal{E}\left(\hat{\Psi}(t)\right) \leq \mathcal{E}\left(\hat{\Psi}(s)\right) e^{D|t-s|} \tag{56}
\]
Using the existence of smooth solutions and energy estimate (56), we can obtain the global well-posedness of Cauchy problem for (54) and (55) for the initial data on $\mathcal{H}^1(U_0)$ and we obtain the global solution $(\hat{\Psi}, \partial_t \hat{\Psi})$ in $C(\mathbb{R}_t, \cup_{t \geq 0} \mathcal{H}^1(U_t))$ (the process is similar to the one for solution $\hat{\Phi}$ obtained in the proof of theorem 1 but for the energy norm $\sqrt{\mathcal{E}(\hat{\Psi})(t)}$). By local uniqueness and causality, using in particular the fact that as a consequence of the finite propagation speed, the solution $\Psi$ of Cauchy problem of equation (52) is the restriction of $\hat{\Psi}$ on $\mathcal{I}^+(\Sigma_0) - \mathcal{O}$. Our proof is completed. \hfill \square

In order to define the trace operators and tensorial field spaces of scattering data, we find the restrictions of $\mathcal{Y}_L\phi_a$ on $\mathcal{I}_+^-$ and $\mathcal{I}_+^+$ and the ones of $\mathcal{Y}_L\phi_a$ on $\mathcal{I}_-^-$ and $\mathcal{I}_+^+$. In the proof of proposition 3, we proved that
\[
\mathcal{Y}_L \phi_a = \Delta_{2;}(\partial_a \phi_a) = (\partial_a \phi_a) \tag{57}
\]
Equality (57) leads to the following restrictions of $\mathcal{Y}_L \phi_a$ on $\mathcal{I}_-^-$ and $\mathcal{I}_+^+$:
\[
\mathcal{Y}_L \phi_a |_{\mathcal{I}_-} = \Delta_{2;}(\partial_a \phi_a) |_{\mathcal{I}_-} \quad \text{and} \quad \mathcal{Y}_L \phi_a |_{\mathcal{I}_+} = \Delta_{2;}(\partial_a \phi_a) |_{\mathcal{I}_+} \tag{58}
\]
and
\[
\mathcal{Y}_L \phi_a |_{\mathcal{I}_-^+} = 2M\Delta_{2; \alpha_a} |_{\mathcal{I}_-^+} \quad \text{and} \quad \mathcal{Y}_L \phi_a |_{\mathcal{I}_+^+} = 2M\alpha_a |_{\mathcal{I}_+^+} \quad \text{(because $\partial_a |_{\mathcal{I}_+^+} = \partial_a |_{\mathcal{I}_-^+} = 2M$)} \tag{59}
\]
respectively.

By the same way as in the proof of proposition 3, we can establish that
\[
\mathcal{Y}_L \phi_a = \mathcal{Y}_L \left( \frac{r^2}{F} \mathcal{Y}_L (\partial_a \phi_a) \right) = \mathcal{Y}_L \left( \frac{r^3}{F} \alpha_a \right) - \mathcal{Y}_L \left( \frac{r^2}{F} \alpha_a \right) = \mathcal{Y}_L \left( \frac{r^3}{F} \alpha_a \right) + \mathcal{Y}_L \left( \frac{2r^2}{F} \alpha_a \right) \left( 1 - \frac{3M}{r} \right) \tag{60}
\]
Equality (60) leads to the restriction of $\mathcal{Y}_L \phi_a$ on $\mathcal{I}_+^+$ as
\[
\mathcal{Y}_L \phi_a |_{\mathcal{I}_+^+} = \lim_{r \to \infty} \mathcal{Y}_L \left( \frac{r}{F} \right) \left( \frac{r^3}{F} \alpha_a \right) + \lim_{r \to \infty} \mathcal{Y}_L \left( \frac{2r^2}{F} \alpha_a \right) \left( 1 - \frac{3M}{r} \right)
\]
(because $F = 1 - \frac{2M}{r} \to 1$ and $1 - \frac{3M}{r} \to 1$ as $r \to \infty$)
\[
= \mathcal{Y}_L \left( \frac{r^3}{F} \alpha_a \right) |_{\mathcal{I}_+^+}, \tag{61}
\]
if we consider that the tensorial field $r^3 \alpha_a$ is regular on $\mathcal{I}_+^+$, hence $(r^3 \alpha_a) |_{\mathcal{I}_+^+} = \lim_{r \to \infty} \frac{1}{r} (r^3 \alpha_a) = 0$. And by (60), the restriction of $\mathcal{Y}_L \phi_a$ on $\mathcal{I}_-^-$ is
\[
\mathcal{Y}_L \phi_a |_{\mathcal{I}_-^-} = 8M^2 \mathcal{Y}_L \left( \frac{\alpha_a}{F} \right) |_{\mathcal{I}_-^-} + 2(2M)^2 \left( 1 - \frac{3M}{2M} \right) \mathcal{Y}_L \left( \frac{\alpha_a}{F} \right) |_{\mathcal{I}_-^-} \quad \text{(because $r |_{\mathcal{I}_-^-} = 2M$)}
\]
\[
= 8M^2 \mathcal{Y}_L \left( \frac{\alpha_a}{F} \right) |_{\mathcal{I}_-^-} - 4M^2 \mathcal{Y}_L \left( \frac{\alpha_a}{F} \right) |_{\mathcal{I}_+^-} \tag{62}
\]
Combining (59) and (61) (resp. (58) and (62)) with the well-posedness of Cauchy problem in theorem 6, we can define the future (resp. past) trace operator for equation (8) on the conformal boundary $\Sigma^+ \cup \mathcal{J}^+$ (resp. $\Sigma^- \cup \mathcal{J}^-$) in the following definition.

**Definition 6 (Trace operator for the spin +1 Teukolsky equation).** Let $(\beta, \beta') \in C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}).$ Consider the smooth solution $\alpha_a$ of equation (8) such that

$$\alpha_a|_{\Sigma_0} = \beta_a, \quad \nabla\alpha_a|_{\Sigma_0} = \beta'_a.$$  

The future trace operator $T^+$ from $C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0})$ to $C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0})$ is defined by

$$T^+(\beta, \beta') = (\alpha_a|_{\Sigma_0}, \{\alpha_a|_{\Sigma_0}\})_{\mathcal{J}^+}.$$  

The past trace operator $T^-$ from $C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0})$ to $C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0})$ is defined by

$$T^-(\beta, \beta') = (\{F^{-1}\alpha_a|_{\Sigma_0}\}, \{r\alpha_a|_{\Sigma_0}\})_{\mathcal{J}^-}.$$ 

We define also the tensorial field space for scattering data of the spin +1 Teukolsky equation (8) by density as follows:

**Definition 7.** The tensorial field space for scattering data $H^{2+}$ is the completion of $C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0})$ under the norm

$$\| (\xi_a, \zeta_a) \|_{H^{2+}} = \frac{1}{\sqrt{2}} \left( \int_{\mathcal{J}^+} |2M \Delta g^{\infty}_\Sigma \xi_a - 2M \xi_a|^2 d\Sigma^2 + \int_{\mathcal{J}^+} |\nabla g^{\infty}_\Sigma \zeta_a|^2 d\Sigma^2 \right)^{1/2},$$

which means

$$H^{2+} \simeq \tilde{H}^2 \left( \mathbb{R}^\infty; L^2 (\Lambda^1(S^2)|_{\Sigma_0}) \right) \times \tilde{H}^2 \left( \mathbb{R}^\infty; L^2 (\Lambda^1(S^2)|_{\Sigma_0}) \right).$$

On the other hand, the tensor space for scattering data $H^{2-}$ is the completion of $C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0}) \times C_0^\infty(\Lambda^1(S^2)|_{\Sigma_0})$ in the norm

$$\| (\xi_a, \zeta_a) \|_{H^{2-}} = \frac{1}{\sqrt{2}} \left( \int_{\mathcal{J}^-} |8M^3 \nabla g^{\infty}_\Sigma \xi_a - 4M \nabla g^{\infty}_\Sigma \xi_a|^2 d\Sigma^2 + \int_{\mathcal{J}^-} |\Delta g^{\infty}_\Sigma \zeta_a - \zeta_a|^2 d\Sigma^2 \right)^{1/2},$$

which means

$$H^{2-} \simeq \tilde{H}^2 \left( \mathbb{R}^\infty; L^2 (\Lambda^1(S^2)|_{\Sigma_0}) \right) \times \tilde{H}^2 \left( \mathbb{R}^\infty; L^2 (\Lambda^1(S^2)|_{\Sigma_0}) \right).$$

As another consequence of the equality energy (43), we have the following theorem:

**Theorem 7.** The trace operator $T^+$ extends uniquely as a bounded linear map from $H^1(\Lambda^1(S^2)|_{\Sigma_0})$ to $H^{1+}$. The extended operator is a partial isometry, i.e. for any initial data $(\beta_a, \beta'_a) \in H^1(\Lambda^1(S^2)|_{\Sigma_0}),$ we have

$$\| T^+(\beta_a, \beta'_a) \|_{H^{1+}} = \| (\beta_a, \beta'_a) \|_{H^1(\Lambda^1(S^2)|_{\Sigma_0})}. $$

The same property holds for the past trace operator $T^-$. 
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T X Pham
Proof. For \((\beta_a, \beta'_a)\) in \(H^1(\Sigma_0)\), by (49), we have that \((\xi_a, \zeta_a) = (r^2 \nabla F(\delta_{0a}), r^2 \nabla F(\sigma_{0a}))\) belongs to \(H(\Sigma_0)\). For this initial data \((\xi_a, \zeta_a)\), the Fackerell-Ipser equation (10) has a unique solution \((\phi_a, \nabla I \phi_a) \in C(\mathbb{R}_+, \cup_{C \in \mathbb{R}} H(\Lambda^1(S^2))_{\Sigma_0})\) by theorem 1. Since the energy equality (43), we have
\[
\mathcal{E}_\Sigma^{T} (\phi_a) = \mathcal{E}_\Sigma^{T} (\phi_a) + \mathcal{E}_\Sigma^{T} (\phi_a) .
\]
By proposition 3 and energy fluxes (32), (33) of \(\phi_a\) through \(\mathcal{J}^+, \mathcal{J}^+\), the equality (65) leads to
\[
\| (\beta_a, \beta'_a) \|_{H^1(\Lambda^1(S^2)|\Sigma_0)}^2 = \int_{\mathcal{J}^+} |(\nabla L \phi_a) |_{\mathcal{J}^+}^2 \, dv \, dt + \int_{\mathcal{J}^+} |(\nabla L \phi_a) |_{\mathcal{J}^+}^2 \, dv \, ds .
\]
Combining this inequality with (59), (61) and (63), we obtain
\[
\| (\beta_a, \beta'_a) \|_{H^1(\Lambda^1(S^2)|\Sigma_0)} = \| (\alpha_a)_{\mathcal{J}^+} , (r^3 \alpha_a)_{\mathcal{J}^+} \|_{H^1(\Lambda^1(S^2)|\Sigma_0)} .
\]
Using definition 6, the above equality leads to
\[
\| (\beta_a, \beta'_a) \|_{H^1(\Lambda^1(S^2)|\Sigma_0)} = \| \mathcal{T}^+ (\beta_a, \beta'_a) \|_{H^1(\Lambda^1(S^2)|\Sigma_0)} .
\]
This completes our proof. \(\square\)

Remark 3. In fact, theorem 7 is a direct consequence of the energy equality (43) of the tensorial Fackerell-Ipser equation (10), because we use the energy norm of solution \(\phi_a\) of (10) in proposition 3 and definition 7 to define the tensorial field spaces \(H^1(\Lambda^1(S^2)|\Sigma_0)\) (Cauchy data on \(\Sigma_0\)) and \(H^2(\mathcal{J}^+ \cup \mathcal{J}^+)\) (Goursat data (scattering data) on \(\mathcal{J}^+ \cup \mathcal{J}^+)\) for spin + 1 Teukolsky equation (8).

5.2. Goursat problem and conformal scattering operator

In this subsection, we will use the results in section 4.2 to prove the well-posedness of the Goursat problem of the spin + 1 Teukolsky equation (8). In particular, the tensorial Fackerell-Ipser equation (10) is a consequence equation from (8) by commuting with the operator \(\nabla L\).

Using this fact and the relation \(\phi_a = r^2 \nabla L(\delta_{0a})\) we will prove the following theorem.

Theorem 8 (Goursat problem of the spin + 1 Teukolsky equation (8) in \(\mathcal{I}^+(\Sigma_0)\)). The Goursat problem of the spin + 1 Teukolsky equation (8) is well-posed in \(\mathcal{I}^+(\Sigma_0)\). This means that for the initial data \((\xi_a, \zeta_a) \in C^4(\Lambda^1(S^2)|_{\mathcal{J}^+}) \times C^4(\Lambda^1(S^2)|_{\mathcal{J}^+})\), there exists a unique solution of (8) satisfying
\[
(\alpha_a, \nabla I \alpha_a) = \mathcal{C}(\mathbb{R}_+ \cup \mathbb{R} \geq 0 H^1(\Lambda^1(S^2)|_{\Sigma})) \quad \text{and} \quad \mathcal{T}^+ (\alpha_a|_{\Sigma_0}, \nabla I \alpha_a|_{\Sigma_0}) = (\xi_a, \zeta_a) .
\]

Proof. Since equations (59), (61) and definition 6, we consider the following equations
\[
\nabla L \phi_a|_{\mathcal{J}^+} = 2M \Delta \Sigma^2 \xi_a - 2M \xi_a, \quad \nabla L \phi_a|_{\mathcal{J}^+} = \nabla L \zeta_a .
\]
We find that the following tensor fields satisfy the above equations
\[
\phi_a|_{\mathcal{J}^+} (v_0) = \int_{v_0}^{+\infty} (2M \Delta \Sigma^2 \xi_a - 2M \xi_a) \, dv \quad \text{for all} \quad v_0 \in \mathbb{R} , \quad \phi_a|_{\mathcal{J}^+} = \nabla L \zeta_a .
\]
By theorem 5, for the initial data (67), the Goursat problem of the Fackerell-Ipser equation (10) has a unique solution \((\phi_a, \nabla I \phi_a) \in \mathcal{C}(\mathbb{R}_+ \cup \mathbb{R} \geq 0 H(\Sigma_t))\).
Now, if we define
\[ r\alpha_a(u_0) = 2M\xi_a - \int_{u_0}^{\infty} \frac{F}{r}\phi_a du \text{ (for all } u_0 \in \mathbb{R}), \] (68)
then \( \phi_a \) and \( \alpha_a \) satisfy the relation (7), i.e. \( \phi_a = \frac{r^2}{F} \nabla^L (r\alpha_a) \). Since \( \phi_a \) satisfies the Fackerell-Ipser equation (10) and the proof of proposition 1, we have
\[ \nabla^L \left( \nabla^L \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) - r^2 \Delta (r\alpha_a) + r\alpha_a \right) = 0. \]
This corresponds to
\[ \nabla^L \left( \frac{r^2}{F} T (r\alpha_a) \right) = 0, \] (69)
where \( T \) is Teukolsky operator
\[ T (r\alpha_a) = \nabla^L \nabla^L (r\alpha_a) + \frac{2}{r} \left( 1 - \frac{3M}{r} \right) \nabla^L (r\alpha_a) - F\Delta (r\alpha_a) + \frac{F}{r^2} (r\alpha_a). \] (70)
Since (68), we have
\[ (r\alpha_a) |_{\beta^+} = \left( 2M\xi_a - \int_{u_0}^{\infty} \frac{F}{r}\phi_a du \right) |_{\beta^+}. \]
This leads to
\[ 2M\alpha_a |_{\beta^+} = 2M\xi_a - \lim_{u_0 \to +\infty} \int_{u_0}^{\infty} \frac{F}{r}\phi_a du = 2M\xi_a. \]
Therefore, we get
\[ \alpha_a |_{\beta^+} = \xi_a. \] (71)

Now, we calculate
\[
\left( \frac{r^2}{F} T (r\alpha_a) \right) |_{\beta^+} = \left( \frac{r^2}{F} \nabla^L \nabla^L (r\alpha_a) \right) |_{\beta^+} - \frac{1}{2M} \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - \Delta |_{\beta^+} (r\alpha_a) |_{\beta^+} + (r\alpha_a) |_{\beta^-} \text{ (because } r |_{\beta^+} = 2M) \\
= \nabla^L \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - \nabla^L \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - \frac{1}{2M} \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - 2M\Delta |_{\beta^+} (r\alpha_a) |_{\beta^+} + 2M\alpha_a |_{\beta^+} \\
= \nabla^L \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - \frac{2}{r} \left( 1 - \frac{3M}{r} \right) \nabla^L (r\alpha_a) |_{\beta^+} - \frac{1}{2M} \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - 2M\Delta |_{\beta^+} (r\alpha_a) |_{\beta^+} + 2M\alpha_a |_{\beta^+} \\
= \nabla^L \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} + \frac{1}{2M} \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - \frac{1}{2M} \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - 2M\Delta |_{\beta^+} (r\alpha_a) |_{\beta^+} + 2M\alpha_a |_{\beta^+} \\
= \nabla^L \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - \frac{1}{2M} \left( \frac{r^2}{F} \nabla^L (r\alpha_a) \right) |_{\beta^+} - 2M\Delta |_{\beta^+} (r\alpha_a) |_{\beta^+} + 2M\alpha_a |_{\beta^+}.
\]
\[ \nabla^2 F \left( \frac{r^2}{F} \nabla_L (ra) \right) |_{\beta^+} - 2M \Delta_{\beta^+} a |_{\beta^+} + 2M a |_{\beta^+} = 0 \]

Therefore, integrating equation (69) follows \( u \) (recall that \( \partial_u = L \)) and using (72), we get

\[ \frac{r^2}{F} T (ra) = \left( \frac{r^2}{F} T (ra) \right) |_{\beta^+} = 0, \]

which means \( \alpha_a \) given by (68) and using (72), we get

\[ \mathcal{I}^+ (\alpha_a |_{\Sigma_0}, \nabla_a \alpha_a |_{\Sigma_0}) = (\xi_a, \zeta_a). \]

Indeed, by definition 6, we have

\[ \mathcal{I}^+ (\alpha_a |_{\Sigma_0}, \nabla_a \alpha_a |_{\Sigma_0}) = (\alpha_a |_{\beta^+}, (r^2 \alpha_a) |_{\beta^+}). \]

Therefore, we need to prove that \( \alpha_a |_{\beta^+} = \xi_a \) and \( (r^2 \alpha_a) |_{\beta^+} = \zeta_a \). The first restriction holds by (71). For the second restriction, by (67), we have

\[ \nabla_L \xi_a = \phi_a |_{\beta^+} \]

\[ = \left( \frac{r^2}{F} \nabla_L (ra) \right) |_{\beta^+} \]

\[ = \nabla_L \left( \frac{r^2}{F} \alpha_a \right) |_{\beta^+} + \frac{r^2}{F} \frac{2}{r} \left( 1 - \frac{3M}{r} \right) (ra) |_{\beta^+} \]

\[ = \nabla_L \left( \frac{r^3}{F} \alpha_a \right) |_{\beta^+} + \lim_{r \to \infty} 2F \left( 1 - \frac{3M}{r} \right) (r^2 \alpha_a) |_{\beta^+} \]

\[ = \nabla_L (r^2 \alpha_a) |_{\beta^+}, \quad (73) \]

Here \( F = 1 - \frac{3M}{r} \to 1; \frac{1 - \frac{3M}{r}}{r} \to 1 \) as \( r \to \infty \) and we considered that \( r^2 \alpha_a \) is regular on \( \mathcal{S}^+ \), hence \( r^2 \alpha_a \) vanishes on \( \mathcal{S}^+ \). Integrating (73) follows \( u \) and using the fact that \( \zeta_a \) has compact support, we obtain that \( (r^2 \alpha_a) |_{\beta^+} = \zeta_a \).

This means that \( \alpha_a \) (given by (68)) is a solution of the Goursat problem for the Teukolsky equation (8) with initial data \( (\xi_a, \zeta_a) \). If \( \gamma_a \) is another solution of the Goursat problem with the same initial data \( (\xi_a, \zeta_a) \), then we obtain that \( \zeta_a - \gamma_a \) is a solution of the Goursat problem of equation (8) with initial data \( (0, 0) \) on \( \mathcal{S}^+ \). This shows that \( \phi_a = \frac{\xi}{r} \nabla_L (\alpha_a - \gamma_a) \) is a solution of the Goursat problem of (10) with initial data \( (0, 0) \). By the uniqueness we have \( \phi_a = 0 \), hence \( \frac{\xi}{r} \nabla_L (\alpha_a - \gamma_a) = 0 \). Integrating this equation and note that \( (\alpha_a - \gamma_a) |_{\beta^+} = 0 \), we get \( \alpha_a = \gamma_a \) and the uniqueness of the Goursat problem for spin +1 Teukolsky equation (8) holds.

By the same way as the proof of theorem 8, we establish the well-posedness of the Goursat problem for equation (8) in \( \mathcal{I}^- (\Sigma_0) \) in the following theorem.

**Theorem 9 (Goursat problem of the spin +1 Teukolsky equation (8) in \( \mathcal{I}^- (\Sigma_0) \)).** The Goursat problem of the spin +1 Teukolsky equation (8) is well-posed in \( \mathcal{I}^- (\Sigma_0) \). This means
that for the initial data \((\xi_{a}, \zeta_{a}) \in C^{\infty}_{0}(\Lambda^{1}(\mathbb{S}^{2})|_{\mathcal{Y}^{-}}) \times C^{\infty}_{0}(\Lambda^{1}(\mathbb{S}^{2})|_{\mathcal{Y}^{-}})\), there exists a unique solution of (8) satisfying
\[
(\alpha_{a}, \nabla_{L} \alpha_{a}) \in C\left(\mathbb{R}; \cup_{t \geq 0} H^{1}\left(\Lambda^{1}(\mathbb{S}^{2})|_{\Sigma}\right)\right) \text{ and } \mathcal{F}^{-} (\alpha_{a}|_{\Sigma}, \nabla_{L} \alpha_{a}|_{\Sigma}) = (\xi_{a}, \zeta_{a}).
\]

**Proof.** The proof is done by the same way of the one of theorem 8. However, since the past trace is different from the future trace (see their formulas in definition 6), we give here the detailed calculations.

Since equations (58), (62) and definition 6, we consider \(\phi_{a}\) the following equations
\[
\nabla_{L} \phi_{a}|_{\mathcal{Y}^{-}} = \Delta_{\mathcal{Y}^{-}} \zeta_{a} - \zeta_{a}, \quad \nabla_{L} \phi_{a}|_{\mathcal{Y}^{+}} = 8M^{2} \mathcal{F}_{L} \xi_{a} - 4M^{2} \mathcal{F}_{L} \zeta_{a}.
\]

We find that the following tensor fields satisfy the above relation
\[
\phi_{a}|_{\mathcal{Y}^{-}}(v_{0}) = \int_{v_{0}}^{+\infty} \left(\Delta_{\mathcal{Y}^{-}} \zeta_{a} - \zeta_{a}\right) dv \quad \text{(for all } v_{0} \in \mathbb{R}); \quad \phi_{a}|_{\mathcal{Y}^{+}} = 8M^{2} \mathcal{F}_{L} \xi_{a} - 4M^{2} \mathcal{F}_{L} \zeta_{a}.
\]

By the well-posedness of Goursat problem for the tensorial Fackerell-Ipsen equation (10), for the initial data (75), the Goursat problem of (10) has a unique solution \((\phi_{a}, \nabla_{L} \phi_{a}) \in C(\mathbb{R}; \cup_{t \geq 0} H^{1}(\Sigma))\).

We define
\[
\alpha_{a}(u_{0}) = \zeta_{a} + \int_{-\infty}^{u_{0}} \frac{F}{r^{2}} \phi_{a} du \quad \text{(for all } u_{0} \in \mathbb{R}),
\]
then \(\phi_{a}\) and \(\alpha_{a}\) satisfy the relation (7), i.e. \(\phi_{a} = r^{2} F \nabla_{L} (\alpha_{a})\). Since supports of \(\xi_{a}\) and \(\zeta_{a}\) are compact, we obtain that the supports of \(\phi_{a}\) and \(\alpha_{a}\) on \(\mathcal{Y}^{+} \cup \mathcal{Y}^{-}\) are also compact.

By the same way in the proof of theorem 8, we have
\[
\nabla_{L} \left(\frac{r^{2}}{F} \mathcal{T}(\alpha_{a})\right) = 0,
\]
where \(\mathcal{T}\) is Teukolsky operator (70).

By (76), we obtain the following restriction on \(\mathcal{Y}^{-}\):
\[
(\alpha_{a})|_{\mathcal{Y}^{-}} = \left(\zeta_{a} + \int_{-\infty}^{u_{0}} \frac{F}{r^{2}} \phi_{a} du\right)|_{\mathcal{Y}^{-}} = \zeta_{a} + \lim_{a_{0} \to -\infty} \int_{-\infty}^{u_{0}} \frac{F}{r^{2}} \phi_{a} du = \zeta_{a}.
\]

On the other hand
\[
\left(\frac{r^{2}}{F} \mathcal{T}(\alpha_{a})\right)|_{\mathcal{Y}^{-}} = \left(\frac{r^{2}}{F} \nabla_{L} \nabla_{L} (\alpha_{a})\right)|_{\mathcal{Y}^{-}} + \left(\frac{2r}{F} \left(1 - \frac{3M}{r}\right) \nabla_{L} (\alpha_{a})\right)|_{\mathcal{Y}^{-}} - \Delta_{\mathcal{Y}^{-}} (\alpha_{a})|_{\mathcal{Y}^{-}} + (\alpha_{a})|_{\mathcal{Y}^{-}}
\]
\[
= \nabla_{L} \left(\frac{r^{2}}{F} \nabla_{L} (\alpha_{a})\right)|_{\mathcal{Y}^{-}} - \left(\nabla_{L} \left(\frac{r^{2}}{F} \right) \nabla_{L} (\alpha_{a})\right)|_{\mathcal{Y}^{-}} + \left(\frac{2r}{F} \nabla_{L} (\alpha_{a})\right)|_{\mathcal{Y}^{-}} - \Delta_{\mathcal{Y}^{-}} (\alpha_{a})|_{\mathcal{Y}^{-}} + (\alpha_{a})|_{\mathcal{Y}^{-}}
\]
\[
= \nabla_{L} \phi_{a}|_{\mathcal{Y}^{-}} - \left(\frac{2r}{F} \left(1 - \frac{3M}{r}\right) \nabla_{L} (\alpha_{a})\right)|_{\mathcal{Y}^{-}}
\]
\[ + \left( \frac{2r}{F} \nabla_L (r \alpha_a) \right) |_{S} - \Delta_{S \alpha} (r \alpha_a) |_{S} + (r \alpha_a) |_{S} \]

\[ = \nabla_L \phi_a |_{S} - (2r \nabla^2_L (r \alpha_a)) |_{S} + (2r \nabla^2_L (r \alpha_a)) |_{S} \]

\[ - \Delta_{S \alpha} (r \alpha_a) |_{S} + (r \alpha_a) |_{S} \]

(because on \( S^- : F = 1 - \frac{2M}{r} \to 1; 1 - \frac{3M}{r} \to 1 \) as \( r \to -\infty \))

\[ = \nabla_L \phi_a |_{S} - \Delta_{S \alpha} (r \alpha_a) |_{S} - (r \alpha_a) |_{S} \]

\[ = \nabla_L \phi_a |_{S} - \Delta_{S \alpha} \zeta_a + \zeta_a \]

\[ = 0 \quad \text{(due to equations (74) and (78)).} \] (79)

Therefore, integrating equation (77) follows \( u \) (recall that \( \partial_a = L \)) and using (79), we get

\[ \frac{r^2}{F} T (r \alpha_a) = \left( \frac{r^2}{F} T (r \alpha_a) |_{S} \right) = 0. \]

This means that \( \alpha_a \) given by (76) satisfies the spin +1 Teukosky equation (8).

Now, using (75) and (76), we prove

\[ T^- (\alpha_a |_{S}, \nabla_o \alpha_a |_{S}) = (\xi_a, \zeta_a). \]

Indeed, by definition 6, we have

\[ T^- (\alpha_a |_{S}, \nabla_o \alpha_a |_{S}) = ((F^{-1} \alpha_a) |_{S}^-, (r \alpha_a) |_{S}^-). \]

Therefore, we need to prove that \((F^{-1} \alpha_a) |_{S}^- = \xi_a \) and \((r \alpha_a) |_{S}^- = \zeta_a \). The second restriction holds by (78). For the first restriction, by using (75), we have

\[ \nabla_L (r \alpha_a) |_{S}^- = \left( \frac{F}{r^2} \phi_a \right) |_{S}^- \]

\[ = \left( \frac{F}{r^2} (8M^2 \nabla L \xi_a - 4M^2 \xi_a) \right) |_{S}^- \]

\[ = \left( \frac{F}{r^2} (r^2 \nabla L \xi_a - r^2 \xi_a) \right) |_{S}^- \]

\[ = \left( \frac{F}{r^2} \left( r^2 \nabla_L \xi_a - \left( F + \frac{2M}{r} \right) r \xi_a \right) \right) |_{S}^- \]

\[ = \left( rF \nabla L \xi_a - \left( F + \frac{2M}{r} \right) F \xi_a \right) |_{S}^- \]

\[ = \nabla_L (rF \xi_a) |_{S}^- \] (80)

Here, we used the fact that \( r |_{S}^- = 2M \) and \( F |_{S}^- = (1 - \frac{2M}{r}) |_{S}^- = 0 \). Equality (80) is equivalent to

\[ \nabla_L (r \alpha_a - rF \xi_a) |_{S}^- = 0. \]

Integrating this equality follows \( u \) (recall that \( \partial_a = L \)), we get that \((r \alpha_a - rF \xi_a) |_{S}^- \) is a constant. Since the supports of \( \alpha_a \) and \( \xi_a \) are compact on \( S^- \), we have \( \alpha_a (P) - \xi_a (P) = 0 \) at a point \( P \) which does not belong to the union of supports of \( \alpha_a |_{S}^- \) and \( \xi_a \). Therefore, we obtain \( \alpha_a |_{S}^- - (F \xi_a) |_{S}^- = 0 \). This is equivalent to \((F^{-1} \alpha_a) |_{S}^- = \xi_a |_{S}^- \).
We proved that $\alpha_a$ (given by (76)) is a solution of the Goursat problem for the Teukolsky equation (8) with initial data $(\xi_a, \zeta_a)$ on $\mathcal{I}^- \cup \mathcal{I}^-$. The uniqueness is done by the same way as in the proof of theorem 8. Our proof is completed.

As a direct consequence of the well-posedness of the Goursat problem in theorem 8 we have that the future trace operator $\Sigma^+: \mathcal{H}^1(\Lambda^1(S^2)|\Sigma_0^+) \to \mathcal{H}^2$ is surjective. Combining this with theorem 7, we obtain that the operator $\Sigma^+$ is an isometric operator. Similarly, the past trace operator $\Sigma^- : \mathcal{H}^1(\Lambda^1(S^2)|\Sigma_0^-) \to \mathcal{H}^2$ is isometric. Therefore, we can define the conformal scattering operator for the spin $+1$ Teukolsky equation (8) as follows:

**Definition 8.** The conformal scattering operator $S : \mathcal{H}^2^- \to \mathcal{H}^2^+$ of the spin $+1$ Teukolsky equation (8) is an isometric operator that maps the past scattering data to the future scattering data, i.e.

$$S := \Sigma^+ \circ (\Sigma^-)^{-1}.$$ 

**Remark 4.**

- By the same way as above, we can construct the conformal scattering operator for the spin $−1$ Teukolsky equation (9).
- This work can be extended to construct conformal scattering theories for the tensorial Fackerell-Ipser and spin $±1$ Teukolsky equations on the other symmetric spherical spacetimes such as Reissner-Nordström-de Sitter back hole. First, we extend the work [67] to obtain the energy decays (where the results of Giorgi [31, 32] can be useful) and then use these decays to establish the construction of the theory, where it remains useful to use the timelike Killing vector field $\partial_t$ to establish the energies of the fields on the Cauchy hypersurface $\Sigma_T = \{ t = T \}$.
- The extension of the conformal scattering theory for the scalar wave or tensorial wave equations (such as tensorial Fackerell-Ipser and spin $±1, \pm 2$ Teukolsky equations) on the non-static and non-symmetric spherical spacetimes such as Kerr spacetimes is more complicated. In Kerr spacetimes, we have the energy and pointwise decay results obtained by Dafermos et al [16]. However, the existence of the orbiting null geodesics and the fact that the vector field $\partial_t$ is no longer global timelike in the exterior domains. This fact leads to an issue that the energy on $\Sigma_T$ can be not defined by using $\partial_t$ as in Schwarzschild and Reissner-Nordström-de Sitter spacetimes. We need to choose another global timelike vector field on the exterior domain to define the energies on $\Sigma_T$ and we will not obtain conserved currents for the equations. This fact leads to the complication of the case of Kerr spacetime. In a recent work [65], we have established the conformal scattering theory for the massless Dirac equation on Kerr spacetime, where it remains to have a conserved current for the equation. This work can be useful for the construction of conformal scattering theories on Kerr spacetime for the scalar wave, tensorial wave and Maxwell equations.
- The peeling properties of the tensorial wave equations (18) and (19) (where their rescaled forms are the tensorial Fackerell-Ipser equations (10) and (11), respectively) on Schwarzschild spacetime can be established by the same method as in the previous work [50] (see recent work [66]). However, the peeling problems for the spin $±1$ Teukolsky equations (8) and (9) (or spin $±2$ Teukolsky equations) on Kerr spacetimes remain open and put an interesting question, where the method can be developed from [60, 62].
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Appendix

A.1. The commutators

We give the proof of following commutators which were used in section 2.2:

\[
[r\nabla_{\partial_{(e)},}, \nabla_{(e)}] = [r\nabla_{\partial_{(e)},}, \nabla_{L}] = [\nabla_{L}, \nabla_{(e)}] = 0, [r\nabla_{\partial_{(e)},}, \Delta] = \frac{1}{r^2} (r\nabla_{\partial_{(e)})}.
\]

The three first commutators are valid on both scalar functions and tensor fields and the last commutator is valid on scalar functions. By using the commutation formulas for projected covariant derivatives (which valid on both tensor fields and scalar fields) in the Schwarzschild spacetime obtained in section 4.3.2 in [18], we have

\[
\nabla_{(e)} (\nabla_{\partial_{(e)},} \psi) - \nabla_{\partial_{(e)},} (\nabla_{(e)} \psi) = -\frac{1}{2} \text{tr} \nabla_{\partial_{(e)},} \psi,
\]

where \( e_3 = \frac{1}{\sqrt{F}} (\partial_t - \partial_r), \chi = -\frac{\sqrt{T}}{r^2} g_{33} = -\frac{\sqrt{T}}{r^2} \) and \( \psi \) is a scalar function or tensor field.

Since \( e_3 = \frac{1}{\sqrt{F}} L \partial_r, \partial_r (\frac{1}{\sqrt{F}}) = 0 \) and \( \text{Tr}(\chi) = -\frac{\sqrt{T}}{r^2} \text{Tr} g = -2\frac{\sqrt{T}}{r^2} \) with respect to local coordinates \((x^a, \lambda^\nu)\), Equality (81) leads to

\[
\frac{1}{\sqrt{F}} \nabla_{L} (\nabla_{\partial_{(e)},} \psi) - \frac{1}{\sqrt{F}} \nabla_{\partial_{(e)},} (\nabla_{L} \psi) = \frac{\sqrt{F}}{r} \nabla_{\partial_{(e)},} \psi.
\]

This is equivalent to

\[
\nabla_{L} (\nabla_{\partial_{(e)},} \psi) - \nabla_{\partial_{(e)},} (\nabla_{L} \psi) = \frac{F}{r} \nabla_{\partial_{(e)},} \psi.
\]
Therefore, we obtain that
\[
[r\nabla_{\partial_x}, \nabla_L] \psi = r\nabla_{\partial_x} (\nabla_L \psi) - \nabla_L (r\nabla_{\partial_x} \psi)
\]
\[
= r\nabla_{\partial_x} (\nabla_L \psi) - (\nabla_L r)(\nabla_{\partial_x} \psi) - r\nabla_L (\nabla_{\partial_x} \psi)
\]
\[
= -r F (\nabla_{\partial_x} \psi) + F \nabla_{\partial_x} \psi
\]
\[
= 0.
\]
(82)
Hence, \([r\nabla_{\partial_x}, \nabla_L] = 0\). Similarly, we can prove that \([r\nabla_{\partial_x}, \nabla_L] = 0\). As consequences of the two first commutators, we can obtain that
\[
[r^2 \Delta, \nabla_L] = [r^2 \Delta, \nabla_L] = 0,
\]
which were used in the proof of proposition 1.

To prove the third commutator, we have (see section 4.3.2 in [18]):
\[
\nabla_{e_1} (\nabla_{e_2} \psi) - \nabla_{e_2} (\nabla_{e_1} \psi) = \tilde{\omega} \nabla_{e_1} \psi - \tilde{\omega} \nabla_{e_2} \psi,
\]
(83)
where \(e_3 = \frac{1}{r^2}(\partial_t - \partial_r)\), \(e_4 = \frac{1}{r^2}(\partial_t + \partial_r)\), \(\hat{\omega} = \frac{M}{r^2} \hat{\omega}\) and \(\omega\) is a scalar function or tensor field.

We can calculate that \(L(\frac{1}{r^2}) = \frac{M}{r^2} \hat{\omega}\) and \(L(\frac{1}{r^2}) = -\frac{M}{r^2} \hat{\omega}\). Therefore, equality (83) is equivalent to
\[
\frac{1}{\sqrt{F}} \nabla_L (\nabla_L \psi) + \frac{M}{r^2F} (\nabla_L \psi) - \left( \frac{1}{\sqrt{F}} \nabla_L (\nabla_L \psi) - \frac{M}{r^2F} \nabla_L \psi \right) = \frac{M}{r^2F} \nabla_L \psi + \frac{M}{r^2F} \nabla_L \psi.
\]
This leads to
\[
\nabla_L (\nabla_L \psi) - \nabla_L (\nabla_L \psi) = 0
\]
and we obtain the third commutator.

We prove the last commutator \([r\nabla_{\partial_x}, \hat{\Delta}] \psi = \frac{1}{r^2} (r\nabla_{\partial_x}) \psi\), for all scalar function \(\psi\). For simplicity, we denote \(\nabla_{\partial_x} = \nabla_a\). Using the Ricci identity and the symmetries of the Riemannian curvature tensor, we have
\[
\hat{\Delta} \nabla_a \psi = g^{cd} \nabla_c \nabla_d \nabla_a \psi = \nabla_c \nabla_d \psi = \nabla_a \nabla_a \psi
\]
\[
= -Rm^{cd}_{ab} \nabla_d \psi + \nabla_c \nabla_a \psi
\]
\[
= \tilde{g}^{cd} \text{Ric}_{ac} \nabla_d \psi + \nabla_a \hat{\Delta} \psi,
\]
where \(Rm\) and \(\text{Ric}\) are Riemannian and Ricci curvature tensors associated with the rough metric \(\tilde{g}\). It is known that \(\text{Ric} = g_{\tilde{g}} = \frac{\hat{\omega}}{2} \tilde{g}\). Therefore, we obtain that
\[
\hat{\Delta} \nabla_a \psi = \frac{1}{r^2} \nabla_a \psi + \nabla_a \hat{\Delta} \psi.
\]
This leads to \([r\nabla_{\partial_x}, \hat{\Delta}] \psi = \frac{1}{r^2} (r\nabla_{\partial_x}) \psi\). The last commutator holds.

A.2. The Goursat problem for tensorial wave equations

In this appendix we give a brief proof of lemma 2 that is a modification of Hörmander’s work [37] (see theorem 2 and its proof) for the wave equations on vector fields (45). For convenience to follow the proof we use the same notations in [37]. Without loss of generality, we
can replace $S^3$ by $X$ which is a compact Riemannian manifold without boundary of dimension $n$ equipped with metric $h(t) = \sum h_{jk}(t, x) \, dx^j \, dx^k$. In local coordinates, we have $dv = \gamma \, dx$, where $\gamma = \sqrt{\det h(t, x)}$ and $dv$ is a fixed smooth density on $X$. On $(\mathcal{X}, g)$, where $g = dr^2 - \Delta$, we consider the wave equation on vector fields. In particular, equation (45) is equivalent to a symmetrical hyperbolic system which consists of the first order differential operators on vector fields. 

The main difference between equation (45) and the wave equations on scalar functions in [37] is the term $L_1(\Phi)$ which consists of the first order differential operators on vector fields. In particular, equation (45) is equivalent to a symmetrical hyperbolic system which consists two wave equations on scalar functions with the first order differential operators on both $\phi_1$ and $\phi_2$ in each equation

$$
(\partial_t^2 \phi_1 - \Delta h \phi_1) + (L_1^{11} \phi_1 + L_1^{12} \phi_2) = 0
$$

and

$$
(\partial_t^2 \phi_2 - \Delta h \phi_2) + (L_1^{21} \phi_1 + L_1^{22} \phi_2) = 0,
$$

where $L_1^{11} = L_1^{22}, L_1^{12} = L_1^{21}$ with $L_1^{ij} = b_0^j \partial_t \partial_j + b_1^j \partial_t \partial_t + e^j$, and $\Delta_h$ is the Laplace-Beltrami operator associated with metric $h$ on $X$:

$$
\Delta_h = \sum_{j,k} \gamma^{-1} \partial_j \left( \gamma h^{jk} \partial_k \right) \phi, \quad \partial_k = \frac{\partial}{\partial x_k},
$$

with $(h^{jk}) = (h_{jk})^{-1}$.

Assume that $\Phi = (\phi_1, \phi_2)$ is a smooth solution of the couple equations (85) and (86). Similar to [37] (see equation (4), page 272), equation (85) leads to

$$
0 = 2 \partial_t \phi_1 \left( \partial_t^2 \phi_1 - \Delta_h \phi_1 \right) + \left( \partial_t \phi_1 \right) \left( L_1^{11} \phi_1 + L_1^{12} \phi_2 \right) + \left( \partial_t \phi_2 \right) \left( L_1^{12} \phi_2 \right) = \partial_t \left( \partial_t \phi_1 \right)^2 + \sum_{j,k} h^{jk} \partial_j \partial_k \phi_1 \phi_1 + \left( \phi_1 \right)^2
$$

$$
- 2 \gamma^{-1} \sum_{j,k} \partial_j \left( \gamma h^{jk} \partial_k \phi_1 \right) - \sum_{j,k} \left( \partial_t h^{jk} \right) \partial_t \phi_1 \partial_k \phi_1
$$

$$
+ 2 \left( \partial_t \phi_1 \right) \left( L_1^{11} - 1 \right) \phi_1 + 2 \left( \partial_t \phi_1 \right) \left( L_1^{12} \phi_2 \right),
$$

$$
(87)
$$
Similarly, equation (86) leads to

\[ 0 = 2\partial_i\phi_i \left( \partial^2\phi_2 - \Delta_k\phi_2 \right) + \left( \partial_i\phi_1 \right) \left( L_2^1\phi_2 \right) + \left( \partial_i\phi_2 \right) \left( L_2^2\phi_2 \right) \]

\[ = \partial_i \left( (\partial_i\phi_2)^2 + \sum_{j,k} h^j_\alpha \partial_j\phi_2 \partial_k\phi_2 + (\phi_2)^2 \right) \]

\[ - 2\gamma^{-1} \sum_{j,k} \partial_j \left( \gamma h^j_\alpha \partial_k\phi_2 \phi_2 \right) - \sum_{j,k} \left( \partial_\alpha h^j_\beta \right) \partial_j\phi_2 \partial_k\phi_2 \]

\[ + 2 \left( \partial_i\phi_2 \right) \left( L_2^1\phi_1 \right) + 2 \left( \partial_i\phi_2 \right) \left( L_2^2 - 1 \right) \phi_2 \right]. \quad (88) \]

The equations (87) and (88) have the mixed terms \( I_1 \) and \( I_2 \) of scalar functions \( \phi_1 \) and \( \phi_2 \). In order to control these terms, we define the pointwise norm of the vector \( \Phi = (\phi_1, \phi_2) \) by

\[ \| \Phi \| = \sqrt{|\phi_1|^2 + |\phi_2|^2} \]

and we introduce the energy on the vector field \( \Phi = (\phi_1, \phi_2) \) by

\[ E(\Phi)(t) = \int_X \left( \| \partial_i \Phi \|^2 + \sum_{j,k} h^j_\alpha \partial_j\phi \partial_k\phi + \| \Phi \|^2 \right) d\nu(x), \quad (89) \]

where \( \partial_i\Phi = \left( \frac{\partial \phi_1}{\partial x^i} \right) \) and \( \partial_j\phi \partial_k\phi = \partial_j\phi_1 \partial_k\phi_1 + \partial_j\phi_2 \partial_k\phi_2 \). We can see that \( E(\Phi)(t) = E(\phi_1)(t) + E(\phi_2)(t) \), where

\[ E(\phi_i)(t) = \int_X \left( \| \partial_i \phi_i \|^2 + \sum_{j,k} h^j_\alpha \partial_j\phi \partial_k\phi_i + \| \phi_i \|^2 \right) d\nu(x) \quad (i = 1, 2), \quad (90) \]

which is energy of scalar fields defined in [37] (and also [57]). Moreover, we have

\[ E(\Phi)(t) = \| \Phi(t) \|^2_{\mathcal{H}(X)} + \| \partial_t \Phi(t) \|^2_{\mathcal{L}(X)}, \]

where

\[ \| \Phi(t) \|^2_{\mathcal{H}(X)} = \int_X \left( \sum_{j,k} h^j_\alpha \partial_j\phi \partial_k\phi_i + \| \phi_i \|^2 \right) d\nu(x), \]

\[ \| \partial_t \Phi(t) \|^2_{\mathcal{L}(X)} = \int_X \| \partial_t \phi_i \|^2 d\nu(x). \]

**Remark 5.** If we use the energy momentum tensor for equation (45) and the Killing vector field \( T = \partial_t \), we can also obtain the energy \( E^T(\Phi)(X) \) on spacelike hypersurface \( X \) which is equivalent to \( E(\Phi)(t) \) (see section 3.1 or more details in [71, p 184]). Moreover, the restriction of energy norm \( \sqrt{E(\Phi)(t)} \) of \( \Phi \) on \( \Sigma_t \) is also equivalent to energy of tensorial field \( \phi_a \) on \( \Sigma_t \) given by (35) in section 3.2.
Observe that, the term $I_1$ in (87) can be controlled as

$$I_1 = 2 \left( \partial_t \overline{\phi}_1 \right) \left( (L_{11}^1 - 1) \phi_1 \right) + 2 \left( \partial_t \overline{\phi}_1 \right) \left( L_{12}^1 \phi_2 \right) \leq 2 |\partial_t \phi_1| \left( (L_{11}^1 - 1) \phi_1 \right) + 2 |\partial_t \phi_1| |L_{12}^1 \phi_2| \leq 2 \left( \| \partial_t \phi \| \left( \| \partial_t \phi \| + \| \partial_t \phi \| \right) \right) \leq C \left( \| \partial_t \phi \|^2 + \| \partial_t \phi \|^2 + \| \phi \|^2 \right)$$

(92)

By the same way, we have

$$I_2 \leq C \left( \| \partial_t \phi \|^2 + \sum_{j,k} h^k \partial_j \phi \partial_k \phi + \| \phi \|^2 \right).$$

(93)

Therefore, integrating (87) and (88) on $\{t \leq \tau \leq s\} \times X$, we obtain the energy estimate

$$\mathcal{E}(\Phi)(t) \leq \mathcal{E}(\Phi)(s) e^{D(t-s)}.$$  

(94)

For any foliation $\{X_{\tau}\}_{\tau \in \mathbb{R}}$, where $X_{\tau}$ is Cauchy hypersurface and $X_0 = X$. We can see that $X_{\tau}$ is topological $X$ endowed with the Riemannian metric $-g|\Sigma$. By using Leray’s theorem for symmetrical hyperbolic systems on smooth globally hyperbolic spacetimes (see [46]), we obtain the existence of smooth solution $\Phi$ of Cauchy problem for equation (45) with the smooth initial data $(\Phi|_{x, \partial_t \Phi|_{x}}) \in C^{\infty}(X) \times C^{\infty}(X)$. Using energy norm $\mathcal{E}(\Phi)(\tau)$ (where $\mathcal{E}(\Phi)(\tau)$ given by (89)) and energy estimate (94), we can prove the local well-posedness in $C^0([0, T]; \cup_{0 \leq \tau \leq t} H^1(X_{\tau})) \cap C^1([0, T]; \cup_{0 \leq \tau \leq t} L^2(X_{\tau}))$ of Cauchy problem of equation (45) with the initial data satisfying $(\Phi|_{x, \partial_t \Phi|_{x}}) \in H^1(X) \times L^2(X)$ by the same method in [71, theorem 2] (see also [12]). Using the local well-posedness result and energy estimate (94), we can establish the global well-posedness of Cauchy problem of equation (45) in $C^0(\mathbb{R}_\tau; \cup_{\tau \geq 0} H^1(X_{\tau})) \cap C^1(\mathbb{R}_\tau; \cup_{\tau \geq 0} L^2(X_{\tau}))$ under the energy norm $\sup_{\tau \in \mathbb{R}} \mathcal{E}(\Phi)(\tau)$. The space $\mathcal{E}$ is called finite energy space.

Let $\Sigma = \{ (\varphi(x), x), x \in X \}$ be a weakly spacelike hypersurface. We define on hypersurface $\Sigma$ the density measure

$$d\nu_{\Sigma} = \left( 1 - \sum_{j,k} h^k \partial_j \varphi \partial_k \varphi \right) d\nu_{\Sigma}.$$  

This density measure is positive if $\Sigma$ is spacelike and vanishes if $\Sigma$ is null. Using this we define the norm of $\partial_t \phi$ in $L^2(\Sigma; d\nu_{\Sigma})$ by

$$\| \partial_t \phi \|^2_{L^2(\Sigma; d\nu_{\Sigma})} = \int_{\Sigma} ||\partial_t \phi||^2 d\nu_{\Sigma} = \int_{\Sigma} ||\partial_t \phi||^2 \left( 1 - \sum_{j,k} h^k \partial_j \varphi \partial_k \varphi \right) d\nu_{\Sigma}.$$  

(95)
Integrating (87) and (88) over \( \{ (t, x) : T \leq t < \varphi \} \) (where \( T \) is chosen such that \( T \leq \min \varphi \)) and using (95) and estimates (92), (93) for \( 2\partial \Phi L_t(\Phi) \), we can establish the same estimate as (7) in [37]:

\[
\int_{\Sigma} \| \partial \Psi \|^2 \, d\nu_{\Sigma} + \int_{\Sigma} \left( \sum_{j,k} \hat{H}^k (\partial_j \Phi + \partial_j \varphi \partial_k \Phi) (\partial_k \Phi + \partial_k \varphi \partial_j \Phi) + \| \Phi \|^2 \right) \, d\nu_{\Sigma} \\
= \int_{\Sigma} \| \partial \Phi \|^2 \, d\nu_{\Sigma} + \int_{\Sigma} \left( \sum_{j,k} \hat{H}^k (\partial_j \Phi|_{\Sigma}) (\partial_k \Phi|_{\Sigma}) + \| \Phi \|^2 \right) \, d\nu_{\Sigma} \\
= \| \partial \Phi \|_{L^2(\Sigma; d\nu_{\Sigma})}^2 + \| \Phi \|_{H^1(\Sigma)}^2 \\
\leq C \| \Phi \|_{\cal E}^2 ,
\]

(96)

where we used \( \partial_j (\Phi(\varphi(x), x)) = (\partial_j \varphi \partial_k \Phi + \partial_j \Phi|_{\Sigma}) \).

Similar to the proof of theorem 2 in [37] (see p 274), we can establish an opposite estimate of (96). Indeed, we define

\[
\cal E_{\varphi}(\Phi)(t) = \int_{\varphi(x) \leq t} \left( \| \partial \Phi \|^2 + \sum_{j,k} \partial_j \Phi \partial_k \Phi + \| \Phi \|^2 \right) \, d\nu(x) .
\]

Integrating (87) and (88) over \( \{ (s, x) : \varphi(x) \leq s \leq t \} \) and using estimates (92), (93), we get

\[
\cal E_{\varphi}(\Phi)(t) \leq C \int_T^t \cal E_{\varphi}(\Phi)(s) + \int_{\Sigma} \| \partial \Phi \|^2 \, d\nu_{\Sigma} + \int_{\Sigma} \left( \sum_{j,k} \hat{H}^k (\partial_j \Phi|_{\Sigma}) (\partial_k \Phi|_{\Sigma}) + \| \Phi \|^2 \right) \, d\nu_{\Sigma} \\
\leq C \int_T^t \cal E_{\varphi}(\Phi)(s) + \left( \| \partial \Phi \|_{L^2(\Sigma; d\nu_{\Sigma})}^2 + \| \Phi \|_{H^1(\Sigma)}^2 \right) ,
\]

(97)

where \( T \leq \min \varphi \), so that \( \cal E_{\varphi}(T) = 0 \). By using Gronwall’s lemma for (97), we get

\[
\cal E_{\varphi}(\Phi)(t) \leq e^{C(t-T)} \left( \| \partial \Phi \|_{L^2(\Sigma; d\nu_{\Sigma})}^2 + \| \Phi \|_{H^1(\Sigma)}^2 \right) .
\]

Hence, for \( t \geq \max \varphi \), we obtain the opposite estimates of (96) as

\[
\| \Phi \|_{\cal E} \leq \tilde{C} \left( \| \partial \Phi \|_{L^2(\Sigma; d\nu_{\Sigma})}^2 + \| \Phi \|_{H^1(\Sigma)}^2 \right) ,
\]

(98)

where \( \tilde{C} \) is a positive constant.

By using the energy on vector fields (89) and energy estimates (94), (96), (98), we can continue the process to get the proof of theorem 2 in [37] for wave equation on vector fields (45) and get the same results that: for every weak spacelike hypersurface \( \Sigma \), the map

\[
\Gamma : C^\infty(\mathbb{R}, \cup_{\tau \in \mathbb{R}} \mathcal{H}^1(X_{\tau})) \cap C^\infty(\mathbb{R}, \cup_{\tau \in \mathbb{R}} \mathcal{L}^2(X_{\tau})) \to \mathcal{H}^1(\Sigma) \oplus \mathcal{L}^2(\Sigma; d\nu_{\Sigma}) \\
\Phi \mapsto (\Phi|_{\Sigma}, \partial_\nu \Phi|_{\Sigma})
\]

(99)

is well defined for smooth solutions. Moreover, we can extend this map as an isometry on the finite energy space \( \cal E \) as

\[
\Gamma : \cal E \to \mathcal{H}^1(\Sigma) \oplus \mathcal{L}^2(\Sigma; d\nu_{\Sigma}) \\
\Phi \mapsto (\Phi|_{\Sigma}, \partial_\nu \Phi|_{\Sigma}) ,
\]

(100)
Since $\Gamma$ is surjective, the Goursat problem of (45) is well-posedness in $(\tilde{X}, g)$ for the smooth initial data on null hypersurface $\Sigma$.

Therefore, we obtain the well-posedness of the Goursat problem of equation (45) in $(\mathbb{R}_+ \times \Sigma^3, g)$ in lemma 2 as an applications of the above result with $X = \{0\} \times \mathbb{S}^3$, $\Sigma = \mathcal{C}$ is a null hypersurface (which is extension of $\mathcal{C}^+ \cup \mathcal{C}^+$ in $(\mathbb{R}_+ \times \mathbb{S}^3, g)$) and the foliation $\{X_r\}_{r \geq 0}$, where $X_r = \tilde{S}_r$ is a spacelike hypersurface (which is an extension of $\mathcal{S}_r$ in $(\mathbb{R}_+ \times \mathbb{S}^3, g)$). In particular, for the initial data $(\tilde{\xi}, \tilde{\zeta}) \in C^\infty(\mathcal{C}) \times C^\infty(\mathcal{C})$ $(i = 1, 2)$, equation (45) has a unique smooth solution $\tilde{\Phi} = (\tilde{\phi}_1, \tilde{\phi}_2)$ satisfying

$$
\tilde{\Phi} \in C^\infty(\mathbb{R}_+; \cup_{r \geq 0} H^1(\tilde{S}_r)), \partial_r \tilde{\Phi} \in C^\infty(\mathbb{R}_+; \cup_{r \geq 0} L^2(\tilde{S}_r)).
$$

This means that

$$
\tilde{\phi}_i \in C^\infty(\mathbb{R}_+; \cup_{r \geq 0} H^1(\tilde{S}_r)), \partial_r \tilde{\phi}_i \in C^\infty(\mathbb{R}_+; \cup_{r \geq 0} L^2(\tilde{S}_r))
$$

for $i = 1, 2$.

**Remark 6.** The Goursat problems for wave equations on spinor fields were also established in some other works [53, 54, 64, 65].
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