A Low Critical Path Delay Structure for Composite Field AES S-Box Based on Constant Matrices Multiplication Merging
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Abstract In this paper, a low critical path delay (CPD) circuit structure is proposed for composite field S-box circuit. In the low CPD structure, multiplicative inverse over $GF(2^4)$ and multiplicative over $GF(2^8)$ are constructed by AND-XOR-networks. The XOR-networks in the last two multiplications over $GF(2^8)$ are further merged with the following constant matrix multiplication operation to shorten the CPD. Finally, hardware complexities of our designs are compared with previous works. The comparisons indicate that our proposed method is effective. Our design of S-box/InvS-box based on the proposed method has lower CPD.
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1. Introduction

The Advanced Encryption Standard (AES) is the latest block cipher standard published by the National Institute of Standards and Technology (NIST) in 2001 [1], and it is widely used in the various systems of information security now. AES encryption process consists of four key operations, namely the SubBytes, ShiftRows, MixColumns and AddRoundKey. And AES decryption process consists of four inverse operations. Among the four operations, the SubBytes transformation, commonly known as the S-box, is the only nonlinear operation in AES. So it consumes the most resources and power in the AES implementations and it is the major bottleneck in both small area applications and high speed applications [2-4]. Over the years, different hardware implementations of AES S-box have been proposed. Among these implementations, the ones based on composite field arithmetic (CFA) technologies have the smallest size [5, 6]. Furthermore, the CFA-based S-box can further improve the running speed through pipeline division technology [7], and further reduce the power consumption through path balancing technology [8-11]. Therefore, hardware implementations of AES S-box based on CFA have caught more attentions in current studies.

Different construction schemes of composite fields have been proposed for AES S-box in previous works [12-23]. Most of these works mainly focus on reducing area cost. However, efficiency of the hardware implementations is not only measured by area cost but also by delay [16, 24]. In this paper, a low critical path delay (CPD) structure is proposed for CFA-based AES S-box. Firstly, in the proposed low CPD structure, multiplication over $GF(2^4)$ and MI over $GF(2^8)$ are constructed by low delay AND-XOR-networks. Secondly, the XOR-networks of last two multiplications over $GF(2^4)$ in multiplicative inverse (MI) over $GF(2^8)$ are further merged with the following constant matrix multiplication (CMM) operation. By the merging, the CPD of CFA-based AES S-box is further shortened. In the last, inverse S-box (InvS-box) are also constructed by the same way, and our best designs of S-box/InvS-box are compared with previous works, the comparisons indicate our designs based on the proposed structure have lower CPD.

2. Low CPD Structure for MI over $GF((2^4)^3)$

2.1 S-Box Base on CFA Technologies

The AES S-box is defined as a MI over Galois field $GF(2^8)$ followed by an affine transformation [1]. The MI over $GF(2^8)$ is a complicated and resource consuming task. To reduce the computational complexities, the MI over $GF(2^8)$ are often mapped into composite field by CFA technologies [3, 4]. The structure of CFA-based S-box is shown in Fig. 1.

An isomorphic mapping matrix $\delta$ is used to map the input vector from finite field $GF(2^8)$ to the composite
field and its inverse matrix $\delta^{-1}$ is used to revert the computing results back to field $GF(2^4)$. Usually, the inverse isomorphic mapping matrix $\delta^{-1}$ is merged with affine matrix $M$ to reduce hardware resource. As shown in Fig. 1(a), the CFA-based S-box is consisted of CMM operation $\delta \times$, MI over composite field $(\alpha)^{-1}$, CMM operation $M \times$, add constant vector operation $+C$, where $M = M \cdot \delta^{-1}$, and operation $M \times$ and operation $+C$ perform affine transform operation together [1].

A specific Galois field is dependent on the selected irreducible polynomial and the basis. Standard basis and normal basis are the two most commonly used bases in Galois field. The hardware structure of MI over $GF((2^4)^2)$ based on the standard basis is shown in Fig.1(b) [13]. The dashed line denotes the critical path of the MI over $GF((2^4)^2)$.

$$\begin{align*}
\delta \times & \quad (a) S-box \ structure; \ (b) \ MI \ over \ GF((2^4)^2) \ structure
\end{align*}$$

All operations in MI over $GF((2^4)^2)$ are implemented over $GF(2^4)$, these operations include multiplication $\Theta$, addition $\Phi$, constant coefficients multiplication (CCM) $\times_B$, MI $(\alpha)^{-1}$, and square $(\gamma)^2$.

Among these operations, addition, CCM, and square are linear operations, which include only XOR operations. And as square and CCM are adjacent to each other, they are often merged into one linear operation to reduce the area cost and CPD in hardware implementations [2]. Multiplication and MI are non-linear operations, which include not only XOR operations but also AND operations.

Only XOR gates and AND gates are used in AES S-box. Therefore, area cost of S-box can be measured by XOR gate counts and AND gate counts, and CPD can also be measured by XOR gate counts and AND gate counts on critical path [24].

In this paper, we use $A_{XOR}$ and $A_{AND}$ to denote area cost of a XOR gate and area cost of a AND gate, respectively. Normally, A XOR gate requires 12 transistors and a AND gate requires 6 transistors [25], therefore, $A_{XOR}$ is about double $A_{AND}$. We use $T_{XOR}$ and $T_{AND}$ to denote delay of a XOR gate and a AND gate, respectively. Normally the $T_{AND}$ is little smaller than $T_{XOR}$. By simulation, we can get $T_{AND}=3/4T_{XOR}$ in SMIC 0.18$\mu$m technologies.

Note that add constant vector operation $+C$ in Fig. 1(a) can also be implemented by logic NOT gates, and a logic NOT gates with a logic XOR gate in the preceding operation can be further replaced by logic XNOR gates. As the area cost and delay of a XNOR gate are the same as the ones of a XOR gate, the area cost and delay of the operation $+C$ can be ignored in hardware implementations.

2.2 Low CPD Structures for Multiplication over $GF(2^4)$

As mentioned before, a specific $GF(2^4)$ is depended on the selected irreducible polynomial and the selected basis for $GF(2^4)$. There are three irreducible polynomials for $GF(2^4)$. They are listed as follows.

$$GF (2^4): \begin{cases} f_1 (x) = x^4 + x^3 + x^0 \ f_2 (x) = x^4 + x^0 \ f_3 (x) = x^4 + x^3 + x^2 + x^1 + x^0 \end{cases} (1)$$

We take the a specific $GF(2^4)$ generated by irreducible polynomial $f_i(x)$ with standard basis to illustrate the design method of low CPD structure. The multiplication over this specific $GF(2^4)$ can be expressed as the following.

$$\gamma = \alpha \beta (\text{mod} \ f_i(x))$$

$$\begin{align*}
\gamma_1 &= \alpha_3 \beta_3 + \alpha_2 \beta_2 + \alpha_1 \beta_1 + \alpha_0 \beta_0 + \alpha_2 \beta_1 + \alpha_3 \beta_3 + \alpha_0 \beta_3 + \alpha_1 \beta_0 \\
\gamma_2 &= \alpha_2 \beta_2 + \alpha_0 \beta_0 + \alpha_3 \beta_3 \\
\gamma_3 &= \alpha_3 \beta_3 + \alpha_1 \beta_1 + \alpha_0 \beta_0 + \alpha_2 \beta_2 \\
\gamma_4 &= \alpha_2 \beta_2 + \alpha_1 \beta_1 + \alpha_0 \beta_0 + \alpha_3 \beta_3
\end{align*} \quad (2)$$

where $\{a, b, \gamma\} \in GF(2^4)$, $\{\alpha_0, \alpha_1, \beta_0, \beta_1, \beta_2, \beta_3, \gamma_0, \gamma_1, \gamma_2, \gamma_3\} \in GF(2)$. According to Eq. (2), the area cost of the multiplication is $22A_{XOR}+26A_{AND}$ in the direct implementation. The structure of the multiplication over $GF(2^4)$ based on $AND-XOR-networks$ is shown in Fig. 2.

As shown in Fig. 2, the circuit is divided into two parts. Part I is consisted of AND gates only and Part II is consisted of XOR gates only. The expressions of Part I and Part II are expressed as following, respectively.
To achieve the shortest CPD, Part I and Part II are constructed by Delay-Driven-Binary-Tree (DDBT) structure, respectively, which was proven that it has the shortest critical path for two-input logical gates networks [26]. According to Eq. (3) and Eq. (4), we can get that the hardware complexities of the structure in Fig. 2 are 22\text{A}$XOR+16\text{A}$AND+4\text{T}\text{XOR}+17\text{T}\text{AND}$. We suppose input delays of multiplication over $GF(2^4)$ can be ignored, Part I and Part II are also constructed by Fastest-Binary-Tree (FBT) structure [27, 28], which is a special case of the DDBT structure and it is only suitable for the same input delays of single gate networks [29, 30].

It is easy to construct Part I, as there is only one layer AND operation in Part I. The delays of all outputs of Part I are the same, and the delays are all $1\text{T}\text{AND}$. The XOR gate counts of Part II can be further reduced by sharing common subexpressions in Eq. (4). But it has been proven that sharing common subexpressions may increase the CPD in hardware implementations [29]. To keep CPD unchanged after sharing common subexpressions, delay-aware common subexpressions elimination (DACSE) algorithm propose in [30], which can search the common subexpressions under delay constrains, is used in this paper. As the delay constrain is set with $4\text{T}\text{XOR}+17\text{T}\text{AND}$ for the XOR-networks, so we can keep CPD unchanged after sharing the common subexpressions. The structure is also constructed by DDBT structure after sharing common subexpressions. And the hardware complexities after sharing common subexpressions are $15\text{A}$XOR+$16\text{A}$AND+$47\text{XOR}+17\text{T}\text{AND}$. Total 7 XOR gates are reduced by DACSE. About 31.82\% XOR gates are reduced.

2.3 Low CPD Structures for MI over $GF(2^4)$

The multiplication over the specific $GF(2^4)$ can be expressed as the following.

$$\alpha^{-1} = \{\alpha_3^{-1}, \alpha_2^{-1}, \alpha_1^{-1}, \alpha_0^{-1}\}$$

where $\alpha^{-1} \in GF(2^4)$, and \{\alpha^{-1}_3, \alpha^{-1}_2, \alpha^{-1}_1, \alpha^{-1}_0\} is $GF(2)$.

According to Eq. (5), the MI over $GF(2^4)$ requires the area cost of 26$A$XOR+32$A$AND in the direct implementation. Eq. (5) can also be divided into two part as following.

$$\alpha^{-1} = \{\alpha_3^{-1}, \alpha_2^{-1}, \alpha_1^{-1}, \alpha_0^{-1}\}$$

The structure of the MI over $GF(2^4)$ based on AND-XOR-networks is the same as multiplication over $GF(2^4)$, except that the delays of AND-networks are different, they varies from $0\text{T}\text{AND}$ to $2\text{T}\text{AND}$. The XOR-networks and AND-networks in MI over $GF(2^4)$ area also constructed by DDBT structure. The hardware complexities for MI over $GF(2^4)$ based on AND-XOR-networks are $(26\text{A}$XOR+$14\text{A}$AND)$@$(3\text{T}\text{XOR}+2\text{T}\text{AND})$. The gates counts in AND-networks and XOR-networks also can be reduced by DACSE algorithm. We set the delay constrains with $2\text{T}\text{AND}$ for AND-networks and $3\text{T}\text{XOR}+2\text{T}\text{AND}$ for XOR-networks. The hardware complexities of MI over $GF(2^4)$ are $(20\text{A}$XOR+$10\text{A}$AND)$@$(3\text{T}\text{XOR}+2\text{T}\text{AND})$ after optimized by DACSE algorithm. Total 6 XOR gates and 4 AND gates are reduced by DACSE. About 23.08\% XOR gates and 28.57\% AND gates are reduced.

2.4 Hardware Complexities Analyses

Except for multiplication over $GF(2^4)$ and MI over $GF(2^4)$, other operations in S-box are linear operations. These operations are also constructed by DDBT and optimized by DACSE algorithm. The hardware complexities of MI over $GF(2^4)$ and the whole S-box are analyzed on Table I. As shown on Table I, the hardware complexities of whole MI over $GF(2^4)$ are $(75\text{A}$XOR+$58\text{A}$AND)$@$(19\text{T}\text{XOR}+4\text{T}\text{AND})$. The hardware complexities of whole S-box are $(100\text{A}$XOR+$58\text{A}$AND)$@$(19\text{T}\text{XOR}+4\text{T}\text{AND})$. 

| Blocks | counts | Area | Path |
|--------|--------|------|------|
| Multiplier | 3 | 13 | 16 | 4 | 1 |
| MI over | \(GF(2^4)\) | \(\text{M}_{\text{MI}}\) | 1 | 20 | 10 | 3 | 2 |
| Adder | 2 | 4 | 4 | 1 | 1 |
| Sum of MI | 75 | 58 | 13 | 4 |
| \(\text{M}_{\text{M}}\) | 1 | 12 | 3 | 3 |
| Sum of S-box | 100 | 58 | 19 | 4 |
3. Further Shortening CPD by Matrices Merging

As shown in Fig. 1, the last operations of MI over $GF(2^4)$ are two multiplications over $GF(2^4)$. The XOR-networks of last two multiplications over $GF(2^4)$ can be further merged with the following CMM operation, as they are also the linear operations. The merged method is presented in the following.

The expressions of XOR-networks in Eq. (4) can be further expressed as a CMM operation as follows.

$$\gamma = M_{\gamma} \Phi$$ (8)

where

$$\gamma = \begin{bmatrix} \gamma_1 \\ \vdots \\ \gamma_4 \end{bmatrix}, \quad \Phi = \begin{bmatrix} \Phi_{15} \\ \vdots \\ \Phi_0 \end{bmatrix},$$

$$M_{\gamma} = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 \end{bmatrix},$$

where $M_{\gamma}$ is a 4×16 bits constant matrix. There are two multiplication over $GF(2^4)$ in the last operations of MI over $GF(2^4)$. As shown in Fig. 3, the CMM operations of last two multiplications over $GF(2^4)$ can be combined into one CMM operation. The combined CMM operation can be expressed as follows.

$$\left[ \begin{array}{c} \gamma_h \\ \gamma_l \end{array} \right] = \left[ \begin{array}{c} M_s \\ 0 \end{array} \right] \left[ \begin{array}{c} \Phi_h \\ 0 \end{array} \right] \Rightarrow \gamma_w = M_{\gamma} \Phi_w$$ (9)

where $\gamma_h$ and $\gamma_l$ are input vectors of multiplication $A_h^{-1}$ and multiplication $A_l^{-1}$, respectively, $\Phi_h$ and $\Phi_l$ are output vectors of multiplication $A_h^{-1}$ and multiplication $A_l^{-1}$, respectively, $M_{\gamma}$ is 8×16 bits combined matrix.

After merging, only AND-networks are left in the last two multiplications over $GF(2^4)$. The hardware complexities of MI over $GF(2^4)$ and whole S-box are optimized by DACSE to optimize the block under constrain with $T_{XOR}$. After optimized by DACSE, the hardware complexities turn into $A_{XOR}$. About 60.09% gates counts are reduced by DACSE.

![Fig. 4 The merging process of CMM operations](image)

As shown in Fig. 4, $M_{\gamma} \times$ operation is followed by $M_{\delta} \times$ operation. As $M_{\delta} \times$ operation is 8×8 bits constant, $M_{\gamma} \times$ operation can be merged with $M_{\delta} \times$ operation as follows.

$$\eta = M_{\eta} \gamma_w = M_{\gamma} M_{\delta} \Phi_w = M_{\delta} \Phi_w$$ (9)

where $M_{\gamma} \times M_{\delta} \times$ is a merged matrix, and it is an 8×16 bits matrix. After merging, we can get the hardware complexities of $M_{\delta} \times$ block are $115 A_{XOR}$ at $5 T_{XOR}$. And the gate counts of $M_{\delta} \times$ block can be further reduced by CSE algorithms. To keep CPD unchanged, we use DACSE to optimize the block under constrain with $T_{XOR}$. After optimized by DACSE, the hardware complexities turn into $A_{XOR}$. About 60.09% gates counts are reduced by DACSE.

![Fig. 3 The combined process of CMM operations](image)

| Blocks | Area | Path |
|--------|------|------|
| Multiplier | 15 | 15 | 4 |
| MI over $GF(2^4)$ | 20 | 10 | 3 |
| Adder | 2 | 4 | 1 |
| AND-Nets | 16 | 16 | 1 |
| Sum of MI | 45 | 58 | 9 |
| $\delta \times$ | 1 | 12 | 3 |
| $M_{\gamma} \times$ | 45 | 58 | 9 |
| Sum of S-box | 102 | 58 | 17 |

4. Best Designs and Comparisons

The low CPD structures of S-box on other specific $GF(2^4)$ are designed in the same way. Total 2 basis for $GF(2^4)$ ×(irreducible polynomial for $GF(2^4)$) ×2(basis for $GF(2^4)$) ×3(irreducible polynomial for $GF(2^4)$) ×8(isomorphic mapping matrices) = 768 structures are check to find the best one, which has the shortest CPD with the minimal area. The specifications of best S-box are list on table III. As shown on Table III, the CPD of best S-box is only (147XOR+47AND).
Low CPD structures of InvS-box are constructed in the same way, and the specifications of best InvS-box are also listed on Table III. And the CPD of best InvS-box is also (14XOR+4AND). The hardware complexities of S-box and InvS-box proposed in this paper are compared with previous works on Table IV.

Note that only standard basis and normal basis are discussed in this paper. The CPD also can be shortened by taking special CFA technologies in [22, 23]. In [22], redundantly represented basis are mixed with standard basis and normal basis. And polynomial ring representation are further added to construct composite basis with low CPD structure to further study the design methods of low CPD structures of AES S-box.

### 5. Conclusions

In this paper, low CPD structure of AES S-box is proposed. The low CPD structure is constructed by low-delay AND-XOR-networks structure. And the delay is further shortened by CMM merging. The comparisons indicate that our designs base on the proposed structure has lower CPD. The low CPD structure of AES S-box proposed in this paper only take structural aspect into consideration. The CPD also can be shortened by take mixed basis [22, 23]. In the future works, we will combine our low CPD structure with low CPD basis to further study the design methods of low CPD structures of AES S-box.
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