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Abstract
Automated problem solving in combination with declarative specifications of search-problems have shown to substantially improve the implementation and maintenance costs as well as the man-machine interaction of deployed industrial applications. The knowledge representation and reasoning (KRR) framework of answer set programming (ASP) offers a rich representation language and high performance solvers. Therefore, ASP has become very attractive for the representation and solving of search-problems both for academia and industry. This article focuses on the latest industrial applications of ASP. We do not only present successful applications of ASP but also describe the development process and the design of ASP programs in an industrial context. Finally, we discuss current approaches to tackle the most significant application challenges such as grounding and runtime improvements by heuristics.
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1 Introduction
One of the most successful areas of artificial intelligence (AI) is the automatic generation of solutions for declaratively specified search-problems. Informally, given a search-problem, a programmer specifies the search space and the required properties such that for every problem instance (i.e. the inputs of a problem solver) the required properties are fulfilled by the solutions (i.e. the outputs of a problem solver).

As an example, consider the problem of configuring a safety installation. A programmer describes all technically feasible assemblies and the customer requirements an assembled system must satisfy. Ideally, it is not necessary to specify an algorithm to compute a solution. The automated problem solver generates the solutions just by exploiting the specification of the solution space and the required properties of the solutions. In addition, solutions may be ranked according to an optimization criterion.

The automatic generation of solutions to declaratively specified search-problems is extremely interesting for industry because it allows a substantial reduction of implementation and maintenance costs as well as the enhancement of user interactions, e.g. by the generation of explanations of inconsistent requirements. In [30], a reduction of the maintenance costs by more than 80% was reported.

In order to support a compact representation of search-problems, Answer Set Programming (ASP) offers many important language constructs such as recursive definition of predicates, default negation for dealing with the absence of information, disjunction, aggregation, weak constraints, and optimisation statements. All of them are employed in solving problems from classical areas of AI such as configuration, design, planning, scheduling, and diagnosis. Consequently, ASP has a very broad application range in research and practice.

In order to support the dissemination of ASP in practice it is important to present successful showcases as well as current engineering challenges. Regarding successful showcases, excellent reports have already been published, i.e. [11, 26, 45, 46, 51]. These reports are complemented by an
extensive listing of references of ASP applications and their areas. \(^1\) The goal of this paper is to provide the latest status of industrial ASP applications and to present and discuss current engineering challenges and their solutions based on our long-standing experience in implementing solutions for industrial problems. First, we will give an overview of well-known industrial showcases of ASP and round this up by recent developments in Sect. 2. For ASP applications we describe the development process in Sect. 3 and the design in Sect. 4. Current challenges arising in applications are the grounding of large problem instances and, as many problems addressed by ASP are NP-hard, their efficient solving. We discuss state-of-the-art methods to meet these challenges in Sect. 5, which deals with grounding, and in Sect. 6, which is dedicated to heuristics.

## 2 General Overview of ASP Applications

Reports on ASP applications can be roughly divided into those where real-world data is employed by researchers to test the feasibility of applying ASP-based problem solving without commercial intention and those where companies or organisations are applying ASP to solve business cases. Subsequently we mainly concentrate on the latter, i.e. applications of ASP where companies are investing resources.

In the following, we will structure the description of applications along the classical application areas of AI, i.e. configuration, diagnosis and repair, planning, and classification. Afterwards, we will report on recent industrial applications of Datalog, which in its original form is a subset of ASP, and on further emerging industrial applications of ASP.

Configuration One of the most successful application areas of ASP is the configuration of systems. To our knowledge, \([71]\) represents the first time that the benefits of ASP for solving configuration problems were discussed. Based on these results, configuration solutions were offered by Variantum Oy. Later, ASP was successfully applied to the configuration of Linux packages \([39]\). By means of this work the power of ASP was demonstrated in the Mancoosi solver competition of 2012 where the ASP-based configurator won all tracks. \(^2\)

After promising tests of various ASP solvers for model-based diagnosis and repair of failed workflow instances \([34]\) ASP was evaluated by Siemens within the RECONCILE\(^3\) project. Thus, ASP was successfully applied to configure parts of a railway safety system of Siemens where specialised configurators failed to generate solutions for some hard real-world instances. This configuration problem became well known as the Partner Units Problem \([74]\) since it is both a highly relevant real-world configuration problem and particularly hard to solve for general problem solvers \([3]\). A recent application of ASP in the area of configuration and design is the synthesis of optimal-sized concentrators \([15]\).

If we regard a configuration task as the selection of entities such that constraints are satisfied and preferences are maximised then the application regarding automatic allotment of tourist packages (described in \([51]\)) belongs to this class of tasks. In this application employed by the tour operator Top Class s.r.l., a set of tour packages and their prebooked quantities are selected such that costs are minimised.

A further application where the output is a selection of entities is the assignment of employees to tasks such that these tasks can be accomplished and labour regulations are obeyed. In particular, ASP is applied to support team-building at the seaport of Gioia Tauro \([66]\).

Repacking can be regarded as a classical reconfiguration task. ASP was successfully applied within a portfolio solver which solves the station repacking problem of reallocating the frequency bands of television broadcasters. By this technique a combination of a SAT solver and \textsc{clasp} was able to significantly improve runtime and the number of solved instances \([33]\).

Diagnosis and Repair In the area of diagnosis, an ASP-based system was employed to analyse failures of the automatic whitelisting systems of Google’s Dynamic Remarketing Ads \([12]\). Diagnostic reasoning in form of a decision tree was implemented by ASP to diagnose whitelisting failures of advertisers, e.g. the reasons why an advertiser does not qualify for whitelisting. The ASP-based diagnosis system was implemented by a hybrid ASP system, which supports the integration of external procedures such as calls to a database.

Manually feeding tumor registries with data leads to different schemas for representing data as well as incomplete and erroneous information. With the help of an ASP-based system developed in cooperation with Pentaho Kettle, erroneous tuples are identified and corrected. In \([51]\), it is reported that only 2% of the input tuples were detected as wrong and not repairable after cleaning. The input table was composed of 1,000,000 tuples collecting records from 155 municipalities. The dictionary stored 15,000 tuples.

Planning In the area of planning an ASP-based system was introduced, which validates and generates plans for setting up the space shuttle for manoeuvres \([62]\). Usually such plans are prepared for standard situations. However, it was not possible to preplan all eventualities in case of failures. Consequently, an ASP-based system was implemented, which generates such plans to aid the human controllers. This work is based on the language P-log \([11]\), which extends ASP by probabilistic arguments. Indeed, ASP serves as an excellent framework for realizing knowledge-based
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\(^1\) \url{http://dropbox.com/s/pe261e4q16bcyh/aspAppTable/}

\(^2\) \url{http://www.mancoosi.org/misc-2012/results/}

\(^3\) \url{http://isbi.aau.at/reconcile/}
planning including conformant (e.g., [24]) and conditional planners (e.g., [77, 80]). Because of its rich representation capabilities, ASP is applied in many applications of planning in robotics (e.g., [63]) and the combination of monitoring, diagnosis, and replanning (e.g., [28]). Furthermore, concepts of ASP are applied to implement a planner, which generates an executable workflow for producing desired outputs. In [61], a web service composition framework is described, which is employed for extracting and reusing phylogenetic trees. This framework comprises a planning module, a workflow configuration module, and an execution & monitoring module.

Classification Many recommender systems provide a classification of items, which best fit the customers’ needs. Following this approach a tourist advisor was implemented in ASP and integrated in an e-tourism portal [49, 51]. In particular, given the preferences of customers, the properties of holiday packages, and background knowledge (e.g. beach holidays are not recommended in winter) the system selects those holiday packages which best fit the customers’ needs.

A classification system for incoming calls to a contact centre of Telecom Italia is implemented by Exeura.4 The purpose of the classification is to assign customers to a category and to exploit this category to route calling customers to the most appropriate service. The classification uses various background data related to customers in order to anticipate their needs. Since categories may be adapted frequently, the system allows the maintenance of the classification knowledge by call center operators. Operators are enabled to define categories by a decision graph, which is eventually translated to ASP rules.

Current question answering (QA) systems usually retrieve predefined answers which closely match the questions. Obvious problems are the completeness and the lack of explaining the reasons for an answer. [78] shows how ASP can be applied to improve QA for customers who intend to buy products for do-it-yourself projects. The basic question the system answers is ‘Can I use an alternative tool/material instead of the suggested one under a certain circumstance?’ Consequently, the main problem solving task is to classify new tools/materials as possible alternatives to tools/materials designated for a specific project a customer pursues. The basic solution idea is to specify the project-independent properties of tools/materials in a domain knowledge base and to describe project-specific properties of tools or materials in a project knowledge base. Recommendations for replacements are generated by exploiting the knowledge bases, the project rules, and the project constraints to identify the best matches. In addition, the system also addresses the knowledge acquisition problem by extracting parts of the domain knowledge base from documents using ASP.

Datalog Industrial success stories of Datalog are worth mentioning as well because of Datalog’s close relation to ASP. In DIADEM [35], Datalog is employed to identify and extract information from web sites with high accuracy. This approach is commercially exploited by the spin-out Wrapidity, which was acquired by Meltwater. Furthermore, Datalog is successfully applied by LogicBlox [47] to implement enterprise software such as consumer demand prediction and supply chain optimisation.

Emerging Industrial Applications Beside the applications described above, where a business case exists and companies and organisations are investing in order to use ASP for their businesses, numerous applications were implemented showing the utility of ASP in real-world instances. In the following, we give examples for various application areas.

Bioinformatics In [58], ASP is applied to support hypotheses formulation in the context of signalling networks by an action language and abduction. In [36], ASP is employed to detect, explain, and repair errors in large-scale biological networks and datasets. Applications of ASP to phylogenetic systematics are described in [13]. In [22], the abstraction of the protein structure prediction problem is studied. [17] explores the use of ASP in genomics studies, such as haplotype inference and phylogenetic inference, in structural studies, such as RNA secondary structure prediction and protein structure prediction, as well as in systems biology. Similarly, haplotype inference by ASP is investigated in [29]. Moreover, [65] employs ASP for searching time-dependent relationships in the genomic and epigenomic analysis of cancer. [27] shows how ASP is used for generating explanations for complex biomedical queries related to drug discovery.

Scheduling The optimisation capabilities and the rich set of KR constructs allow a simple representation of scheduling problems, e.g. nurse scheduling [21].

Timetabling In [8] the successful application of ASP to the curriculum-based timetabling problem was demonstrated. The implementation based on clingo is able to compete with state-of-the-art special purpose solvers. This is underlined by discovering new bounds for many problem instances used in timetabling competitions. Moreover, the ASP approach allows for extensible and flexible problem formulations because of a first-order encoding.

Robotics ASP offers elegant solutions for representing actions and the associated representation problems such as the frame, ramification, and qualification problem. Consequently, there are numerous applications in the robotics domain, e.g. coordinating multiple robots tidying up a house as in [25].

Dynamic reconfiguration As described in [10], ASP is applied to configure caching strategies of routers in
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4 http://exeura.eu/en/solution/customer-profiling.
content-centric networking such that the overall network performance is optimised.

Information integration In [1], a classical application of ASP in the area of detecting inconsistent information is reported, which allows for the identification of inconsistent news information, e.g. whether or not different sources are talking about the same event. More generally, query answering in case of inconsistent data is an important application area of ASP [54].

Software engineering In software engineering ASP is successfully applied for the generation of test suites [7], in particular for constrained combinatorial testing. It turned out that the high-level implementation using ASP matched the performance of or even outperformed specialised tools.

Design of embedded systems The design of embedded systems is supported by systems synthesis where a task-level behavioural description is transformed into a structural representation. In order to accomplish this task ASP is combined with special problem solvers for background theories developed in the area of embedded systems. This allows the description, synthesis, and optimization of more sophisticated and complex systems [59, 60].

These applications show the broad and successful employment of ASP. ASP is of particular value for declaratively specified search-problems where an encoding of the problem specification by relations is most appropriate for programmers and domain experts. In the next sections we will describe important engineering topics for a successful application of ASP in practice.

3 Development Process of ASP Applications

Answer-set programs are often encoded according to a guess-and-check methodology, where part of the program encodes nondeterministic generation of solution candidates and another part rules out invalid ones by use of constraints.

Complementarily to that, preliminary work on so-called ‘achievement-based’ answer set programming is presented in [53]. Under this approach, a programmer constructs an answer-set program by appending rules in an order such that after every rule, the programmer can declare that a certain mathematical property ‘has been achieved’, which then holds until the program is completed. By accumulating rules and corresponding achievements, an answer-set program and a skeleton of a proof of its correctness grow hand in hand. This approach, however, may not be useful for programs with defaults. Also, to the best of our knowledge, it has so far only been applied to small example problems and tool support for automatic proofs does not yet exist.

Compared to academia, industrial applications show two main aspects: the domain of interest is typically a complex system of numerous interacting and interdependent components with a rich history, and there is a changing variety of regulations and methodologies which must be obeyed. For example, development must comply with project management (PM) standards such as ISO 21500:2012 or systems development approaches such as SDLC (Systems Development Life Cycle) [67] and must cover all the phases involved: initiation, system concept development, planning, requirements analysis, design, development, integration and testing, implementation, operations and maintenance, as well as disposal. For the last few decades, object-oriented (OO) analysis, design, and programming have become the main paradigm for software (SW) development [68]. In addition, over the last years, agile processes [32] have gained wide acceptance in industry due to their advantages: concentration on customer value, continuous deployment of working software, high responsiveness to changing requirements.

Taking all this into account, we propose the following steps to introduce ASP into industry:

Identify the needs Watch out for problems which are not (satisfactorily) solved with conventional methods and where the strengths of ASP can help. Define and document the application requirements properly, especially which parts of the whole application are relevant.

Design a valid specification of the problem Implement an ASP specification of the core problem. Validate this specification by ‘small’ test instances. The correct formulation of a problem is a time-consuming and error-prone task. ASP allows interactive problem refinement and tuning with stakeholders, thus reducing design costs [51].

Performance engineering Evaluate scalability to ‘real-world’ size. Try alternative ASP program implementations and evaluate their performance. See Sects. 5 and 6 for details on important performance aspects such as main memory consumption and runtime performance.

Integrate into the existing environment Design interfaces and implement a complete and efficient transformation from legacy input data to ASP and back for returning the solutions. Choose the best ASP program variant from the feasibility study and implement a clean ASP program which processes the transformed data. See Sect. 4 for an exemplary best-practice approach to this design phase. Define the necessary reasoning services, e.g. model checking, model finding, optimisation. If the usage scheme is highly interactive (in contrast to batch mode), consider possibilities for incremental solving. For many use cases, post-processing of the solutions (answer sets) will be necessary, e.g. extracting a Pareto front from all solutions, generating explanations, or giving recommendations to the user.

Testing and debugging Provide automated regression tests in order to ensure high quality. Debugging of ASP programs is difficult, especially if the program unexpectedly returns unsatisfiability for some input data. Knowledge-based diagnosis methods such as [70] are of great support.
**Maintenance**

Structure the program well and use understandable wording, because industrial applications are long-lived and will be regularly changed and extended. The modularity of ASP fosters later adoptions.

In this development process, we regard knowledge base design and performance engineering as the steps most important and most different from conventional software engineering. Consequently, we elaborate on them in more detail in the next sections.

### 4 Design of ASP Applications

As an object-oriented (OO) approach is used to design software systems in many industrial domains, we suggest the OOASP approach which allows to analyse OO software models and their instances by means of ASP [31]. In particular, we consider models which can be described by a modelling language corresponding to a UML class diagram [68]. Such a language allows a software developer to specify an object model and additional constraints a valid instantiation must satisfy. OOASP has been implemented as a potential extension to any OO modelling environment and its practicability has been evaluated together with CSL (Configuration Specification Language) [19], which is a Siemens-internal tool for the design of product configurators based on the methodology of generative constraint satisfaction problems (GCSPs) [72].

An OOASP program comprises facts encoding the OO classes, attributes, associations and constraints. Integrity constraints encode model requirements to relations between objects of an instantiation and are derived from the given model automatically. Domain-specific constraints ensure satisfaction of requirements to a model instantiation. They could be derived from definitions given in a specification language, such as the Object Constraint Language (OCL). [5]

The OOASP framework supports the following reasoning tasks:

- **Validation** (model checking) Verifies whether all integrity and domain-specific constraints hold in a given (complete or partial) instantiation.

- **Completion** (model finding) Finds an extension of a given partial instantiation which satisfies all constraints or shows that such an extension does not exist (an empty instantiation can be seen as a special case).

- **Reconciliation** (model repair) Finds a (preferred) set of changes required to transform a legacy instantiation of an outdated OO model to a valid instantiation of the new up-to-date model.

A typical workflow of the integration of (OO)ASP into an OO industrial application is depicted in Fig. 1. The development starts with the creation or adaption of the OO model. For existing (legacy) applications, the relevant part of the model is selected and automatically transformed to an OOASP program comprising the data structure (model) and integrity constraints. The definition of domain-specific constraints is done in (OO)ASP and requires ASP knowledge (either by engaging a specialized developer or by training the available OO developer).

For example, the following domain-specific OOASP rule leads to the derivation of an ooasp_cv atom if the constraint that two modules of type `ModuleA` must not be placed next to each other in a hardware configuration problem is violated (for details refer to [31]):

```
ooasp_cv(IID,moduleANextToA(M1,M2,P1,P2)) :-
  ooasp_asssociated(IID,"Frame_modules",F,M1),
  ooasp_asssassociated(IID,"Frame_modules",F,M2),
  ooasp_isa(IID,"ModuleA",M1),
  ooasp_isa(IID,"ModuleA",M2),
  ooasp_attribute_value(IID,"position",M1,P1),
  ooasp_attribute_value(IID,"position",M2,P2),
  M1!=M2, P2=P1+1.
```

This domain-specific constraint is defined using domain-independent predicates of the OOASP framework. For instance, `ooasp_associated` defines associations between objects, whereas `ooasp_isa` describes class membership.

During operations (or similarly during testing), the user inputs data via the (graphical) user interface (GUI) to achieve some desired results. In the corresponding OO program this leads to the creation or changing of instances, e.g. in a configurator some decision parameters are set. Implicitly, the application transforms those inputs to (OO)ASP, solves the corresponding ASP program, and transforms the solutions (answer sets) back to OO instances, e.g. derived
settings or recommendations for further decisions. If there are multiple alternatives (answer sets) then the user needs to select one in order to actually change the existing OO instances accordingly and start with the next interaction cycle.

After developing a valid specification of the problem in a design phase, it must be ensured in a feasibility evaluation and implementation phase that the answer-set program can handle real-world problem instances and finish such an interaction cycle in reasonable time. The next two sections describe important challenges and current solutions for the performance engineering of ASP applications.

5 Tackling the Grounding Challenge

Most ASP systems follow the so-called ground-and-solve paradigm and split the solving process into two steps: First, a grounder transforms the input program containing variables into a propositional encoding. Then, solutions for the resulting variable-free program are generated by a solver. However, grounding may increase the size of the input program substantially. Consequently, ASP programs must be implemented by considering this grounding step especially for large problem instances. A valid ASP program could serve as a basis for rewriting in order to reduce the size of the grounded program. However, it can be the case that no suitable ASP program is available for required sizes of problem instances such that the ground-and-solve paradigm is applicable. This leads to the so-called grounding bottleneck.

One example to demonstrate this is incremental scheduling with problem instances from the ASP competition [14]. For the instances incorporating 60 job operations the size of the grounding is more than 5 GB whereas 120 job operations require more than 50 GB. In industrial scheduling domains, the sizes of problem instances can be significantly higher. Scheduling instances of semiconductor manufacturers like Infineon incorporate >10,000 job operations for a weekly workload performed on >100 machines in the back-end (i.e., where chips are cut and packaged) and >100,000 jobs for a weekly workload performed on >1000 machines in the front-end (i.e., where the chips are actually produced). Thus, such instances are clearly out of reach for current ground-and-solve approaches. In particular, a superlinear increase of memory consumption in the size of the problem instances is a challenge for some application cases. Hence, various ASP-based approaches to tackle the grounding issue have emerged, which are described in the remainder of this section.

Constraint ASP Constraint answer set programming (CASP) [56] is a hybrid approach extending ASP by constraint programming (CP) features. Conceptually, it is very close to satisfiability modulo theory (SMT) approaches, which integrate first-order formulas with additional background theories such as real numbers or integers [69].

There are basically two approaches to combining ASP and CP. First, solvers like Clingcon [64] are based on the extension of the ASP input language in order to support the formulation of constraints. A different approach is followed by the solvers Ezcsp [4] and ASCASS [75] where ASP and CP are not integrated into one language. ASP rather acts as a specification language for constraint satisfaction problems (CSPs). The main idea is that answer sets constitute CSP encodings, which are used as input for a constraint solver. Thus, CSPs are expressed by means of special predicates for CSP variable definitions and different types of constraints.

A key success factor for CASP systems are global constraints provided by constraint solvers. The usage of appropriate global constraints can significantly reduce the size of a CSP representation. For certain classes of problems like industrial-size scheduling CASP has already been applied successfully [5]. Especially search problems with large variable domains often profit from the CASP representation due to the alleviation of the grounding bottleneck [52].

Multi-shot solving Multi-shot answer set solving [38] enables continuously changing logic programs, which can expand the domain of discourse step-by-step until a solution is found. Such a domain usually exists in configuration or planning problems, i.e., the maximum number of objects or steps. In contrast to the ground-and-solve approach, which requires definition of the maximum domain size beforehand, multi-shot solving allows for finding the domain size while searching for a solution. This results in ground programs that are as small as required to find a solution. Of course, if the minimal domain size is too large, multi-shot solving cannot help to overcome the grounding bottleneck.

Lazy grounding The main problem of CASP and multi-shot approaches is that they require custom encodings which mix standard ASP with other declarative and/or procedural languages. In turn, lazy grounding and solving approaches can be applied to arbitrary programs in standard ASP and avoid the grounding bottleneck by interleaving grounding and search. Known approaches to lazy grounding for ASP include ASPeRiX [50], GASP [16], OMIGA [18], and, most recently, ALPHΩ [79].

While lazy-grounding systems are able to limit their memory usage, their time consumption is not yet comparable to that of state-of-the-art solvers. One reason for this is that most of these systems do not exploit conflict-driven nogood learning (CDNL), which is a key success factor of
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6 Find instances, encodings and grounders/solvers at www.mat.unicaLit/aspc2014. Our tests were done with gringo 4 and the 2014 version of the encoding.
state-of-the-art ASP solvers. Alpha is the first lazy-grounding system to employ CDNL [79]. It consists of a grounder and a solver which, however, do not work in sequence (as in ground-and-solve), but interact cyclically.

6 Tackling the Heuristics Challenge

Solving real-world instances of industrial problems is hard, since a large number of these problems are intractable and no efficient algorithms are known. Nevertheless, recent breakthroughs in solving and optimization algorithms used in modern ASP solvers have allowed for their successful application to various industrial problems. For example, evaluation results for a configuration problem presented in [3] show that ASP was able to solve many test instances including real-world problems outperforming constraint and mixed integer programming. However, this study also shows that solving large industrial instances is not possible with any of the reasoning techniques applied. As the analysis indicates, the negative results are mostly due to a large number of indistinguishable alternative choices, i.e. non-deterministic decisions. Hence, the ability of a solver to make good decisions is crucial for its success.

One of the possibilities to improve the performance is, of course, to write better encodings of problems. Using the standard programming techniques ASP users can write simple, succinct and general encodings of various real-world problems in a short period of time. However, such encodings are often not optimal from the solver’s point of view as they allow for symmetric solutions, lead to many unnecessary non-deterministic choices, provide no hint on preferred orders in which those choices have to be made, etc. For recent ASP competitions, such as [14, 42], highly sophisticated encodings have been developed by the best ASP programmers. Such encodings result in a significant improvement of solvers’ performance in many situations, but they (a) require a highly experienced and competent ASP programmer to write such an encoding, and (b) are often efficient for subclasses of the problem only. Moreover, in the case of industrial problems, including the Combined Configuration Problem (CCP) [43] or Incremental Scheduling, timeouts were observed for a majority of considered instances although the best encodings available were used.

The next possibility for improving the performance is to tune the solver configuration. Modern solving algorithms, such as used in wasp [2] or clasp [41], are highly parameterizable and provide numerous possibilities to influence the underlying search procedure. For instance, a user can select a domain-independent heuristic, which is used to make decisions each time a non-deterministic choice must be effected. Most of the modern solvers use look-back heuristics, such as vsids [57] or BerkMin [44]. These heuristics analyse the conflicts, i.e. non-solutions of a given problem instance found during the search, and make decisions allowing the solver to concentrate on a conflict until it is completely learned. This new information helps the solver to make better decisions and avoid non-solutions in the future. In addition, by using a specific restart strategy a solver can reinitialize the search and use previously found conflicts to make better decisions from the start. Since the number of found conflicts can be large, a conflict deletion strategy can influence the solver’s memory consumption. Also, a configuration might define how a solver should handle different types of rules, backtracking modes in case of a conflict, optimization strategies, etc. Given such a large number of possible configurations it is hard for an ASP user to select the best one. Portfolio solvers like me-asp [55] or claspfolio [48] aim to solve this problem by employing machine learning techniques to train a classifier that returns the best solver configuration for a given problem instance. Applications of portfolio solvers have enabled further improvement of performance, as demonstrated in ASP competitions [14, 42]. For instance, me-asp was an overall winner of the sixth competition. However, this improvement also did not result in the solution of large industrial cases. For instance, only the three smallest CCP instances were solved by me-asp.

Therefore, recent research efforts have focused on developing methods allowing for integration of domain-specific heuristics into ASP solvers. There are two approaches to introduce such heuristics: machine learning and manual encoding. An example of the first approach is given in [6], where the general idea is to learn heuristics from experience the solver obtains while searching for solutions of small instances. This method assumes that both small and large instances of the given problem are not random but contain some repetitive structures and the difference is only in the number of such structures. As a consequence, heuristics learned on the small instances can also be efficiently used for larger ones.

The manual definition of domain-specific heuristics can be either performed in a declarative or in a procedural way. The declarative approach allows a programmer to specify heuristics directly in the ASP program using specific extensions of the language. A representative declarative approach presented in [40] introduces the _heuristic predicate. Atoms over this predicate are treated by the solver hclasp in a special way resulting in modification of values stored in vsids heuristic. Thus, a user can define initial weights, importance factors, decision levels and sign selection for atoms involved in non-deterministic decisions. hclasp was successfully applied in [43] to find solutions for the CCP instances. The authors created two simple algorithms computing good initial heuristic weights for a given instance, encoded them using _heuristic predicate, and added them to the instance. This approach allowed to find solutions for 15 instances out
of 32, which is 12 instances more than ME-ASP. The heuristic predicate has been integrated into CLASP and subsequently replaced by the #heuristic directive [37].

Another approach to declarative specification of heuristics is based on the application of hybrid reasoning techniques in ASP, e.g. heuristic constraint answer set programming (HCASP) [75]. This has been investigated in our research project HINT, resulting in the ASCASS solver already mentioned in Sect. 5. Since CP languages provide versatile possibilities for declaration of domain-specific heuristics, they can also be used in HCASP approaches. For instance, in Ezcsp [4] or in ASCASS [75] it is possible to define an order on CP variables in which a CP solver should assign values to them. In addition, in HCASP systems one can use global constraints, like alldifferent or knapsack, allowing for application of heuristic propagation algorithms that might result in significant performance improvements. Finally, some HCASP systems provide expressive languages for definition of complex domain-specific heuristics. One of the examples is the ASCASS implementation of the QuickPup heuristic [76]. This implementation scales well and can be applied to solve large PUP instances [73].

ASP solvers can also be extended with procedural definitions of domain-specific heuristics which are integrated in a way similar to the native ASP heuristics such as vsids. For instance, the clingo solver allows for definitions of custom propagators that are invoked just before the invocation of a native heuristic [37]. The propagator is an algorithm implemented in a procedural language, e.g. C++, that has access to various solver-internal structures. Given the current state of the solver an algorithm can output conflicts, i.e. partial assignments that are not in any solution. If new conflicts are saved, the native heuristic is not invoked and the solver tries to use the new information to find a solution. In this way a user can influence the search by resolving non-deterministic choices by means of conflicts. Another approach, implemented in hwasp [20], allows a user to define procedures replacing the native heuristics with custom ones. Using a specific data exchange interface the heuristic communicates with the solver and is invoked instead of the standard one if a non-deterministic choice has to be made. Experiments with such heuristics indicate that they allow ASP solvers to significantly improve their performance and to find solutions for very large instances of industrial problems. For instance, hwasp solver equipped with simple procedural domain-specific heuristics presented in [23, 43, 76] was able to find solutions for all instances of CCP and PUP problems. In case of CCP, hwasp required less than 200 seconds to return all solutions, including the ones of the largest 17 instances, which were previously unsolved.

7 http://isbi.aau.at/hint/.

7 Conclusions

Declarative KRR frameworks have shown their great utility in practice, especially for search-problems such as design, configuration, planning, classification, and diagnosis.

ASP is one of the most attractive KRR frameworks because of its rich representation language. Therefore, ASP is used in academia and in industry for the encoding and solving of problems.

In this paper, we gave an overview of the best-known industrial showcases of ASP and described latest applications. This report was rounded up with additional emerging industrial applications of ASP and structured along the classical application areas of AI. This impressively shows the broad applicability of ASP.

Based on our industrial background, we outlined the development process and the latest engineering methods for successfully implementing ASP applications such as object-oriented design of ASP knowledge-bases and approaches to tackle memory and runtime challenges.

Although powerful solvers already allow many successful applications, we must be aware that ASP was designed for, and consequently is applied to, NP-hard problems. Therefore, further research in pushing the applicability frontier of ASP is most appreciable for expanding the usage of knowledge representation and reasoning in industry.
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