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ABSTRACT This paper proposes a novel and efficient real time network architecture, named RT-TelSurg, for one of the most appealing tactile Internet applications, i.e., Telesurgery. In telesurgery, the patient’s vital signs and status and the required robotic commands during the surgery should be received on time. Otherwise, the life of the patient or the safety of the operation is endangered. Hence, transmitted packets should meet their respective relative deadlines. Software-defined networking is a relatively new architecture for computer and telecommunications networks in which the network control plane is separated from the data plane. One way to achieve real time telesurgery is to employ cloud and fog networks using SDN as infrastructure. By using a real time cloud controller in the SDN as the core and a fog controller on the edge of the network on the master (physician) side, one may satisfy the acceptable level of the timing constraints of the telesurgery. Accordingly, based on the presented architecture, we develop the statistical performance model of our proposed approach, RT-TelSurg. This statistical queuing theory model is designed for critical and non-critical states of the network. Based on these states, network resources are allocated to telesurgery data in both modes, and a computational bottleneck is detected. RT-TelSurg is evaluated according to real time and surgery efficiency parameters. The results show that the average deadline hit ratio is 98.2% in different conditions, which is quite acceptable for telesurgery applications.

INDEX TERMS Real time, telesurgery, SDN, cloud, fog, statistical modeling, timing scheduling algorithm.

I. INTRODUCTION
Telesurgery (also known as remote surgery) is a technique for performing surgery online on a patient by a physician through an electronic channel without being physically present at his/her location. It can revolutionize traditional healthcare by allowing the use of expertise and practice of specialized physicians worldwide at any time [1]–[3].

The high prevalence of coronavirus (Covid-19) is a clear example of the importance of telemedicine/remote surgery. As health protocols force people to keep a minimum distance to prevent infection, which is very difficult in a small, enclosed operating room, telesurgery can protect surgeons, anesthesiologists, and other operating room staff from being in direct contact with affected patients.

Software defined network (SDN) is a novel network structure in which the control unit of the communication network is separated from the packet forwarding unit. Traditional network algorithms cannot adapt quickly to changing network conditions and are therefore not suitable for meeting real time requirements. SDN provides a way to implement this flexibility. Because these network controllers have a centralized view of the network, they can respond faster and adapt to changing network conditions. They also make network management and monitoring easier [4].

In packet switching networks, a packet flow (or network flow) is a sequence of packets sent from a source to a destination. In real time (RT) networks, time-sensitive flows that miss their deadlines are either considered useless (as in “firm” RT systems) or less important or “gracefully degraded” (as in “soft” RT systems). Packet flows that should reach their destinations at a given deadline are called RT flows as opposed to non-RT flows. In ordinary Internet networks, “meeting the deadline” (also called deadline hit) does not matter and is not considered. However, there are applications in which the commitment to perform an action or send a message before a deadline is essential. In our study, we divide network applications into three categories:

1- Those related to telesurgery and requiring high deadline hit ratio, 2- Those not related to telesurgery but requiring the
B. INNOVATION

In the present research, the most important innovation is to provide a new effective packet forwarding solution so that RT packets in telesurgery applications meet their RT requirements using some techniques such as exploiting the reserved bandwidth based on network status and the proposed novel scheduling algorithm, LE2EDF. Also, a statistical model for SDN packet forwarding specific to the proposed infrastructure is presented. Based on our gap analysis, this research is one of the few studies that have explicitly addressed the deadline hit ratio (See Table 2). On the other hand, the proposed scheduling algorithm has been customized to meet RT requirements in the SDN because the traditional algorithms for SDN are not appropriate, effective, and applicable.

We show that the RT-TelSurg has provided an acceptable end-to-end delay and deadline hit ratio because in the implementation phase (V. implementation and analysis of result), we have compared two of the studies that are close to our proposed solution with RT-TelSurg and the results are proof of this claim. In addition, in the mathematical model presented in this paper, the average number of packets in each queue is calculated. This allows system designers to estimate the hardware requirements for the queue. As Internet applications have different RT requirements, we have a tradeoff solution that allocates as many resources as needed to each application while maintaining the average deadline hit ratio acceptable.

Using objective (scoring-based surgical simulator) and subjective (scoring-based surgeons who participated in the test) evaluation of the telesurgery network infrastructure, another innovation of this research is that RT-TelSurg is measured by comparing several RT parameters and the effectiveness of surgery. Finally, implementation results show the suitability of RT-TelSurg for the mentioned properties.

A. OBJECTIVE

This paper aims to present and investigate an efficient solution to meet RT traffic requirements, particularly improving deadline hit ratio in telesurgery applications based on fiber-optic infrastructure by using SDN, cloud, and fog technologies in different network conditions. It is evaluated in terms of several criteria, with some physicians and surgeon medical students’ consultation and cooperation. One of the main objectives of this research is that RT-TelSurg is presented in a way that considers a high priority for RT telesurgery flows and is also fair to avoid the starvation of lower priority RT and non-RT flows.
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C. CONTRIBUTION

This study’s main contribution is the ability to deal with the short acceptable end-to-end delay and sufficient deadline hit ratio in telesurgery. The other contributions of the paper can be summarized as follows:

- This study presents a scheduling algorithm that works effectively for the telesurgery system.
- The proposed method can be used in public Internet infrastructure, and not using a dedicated network will be affordable.
- According to Table 2, a small number of previous studies have explicitly addressed the deadline hit ratio issue. This study has expressed the importance of this basic parameter in real time application.
- We have used a feedback queue model that is fully compatible with the telesurgery system. So far, similar statistical modeling in telesurgery applications has not been observed in previous studies. Most of the previous research, such as [6], [7], and [8], has used optimization methods for analytical modeling. However, since the implementation of these algorithms is generally time-consuming, we have tried to use more appropriate methods for analytical modeling in this study.
- The presented analytical model is general and flexible that can be customized according to the network’s characteristics.
- The utilization of statistical modeling to determine the network status and the usage of the reserved routes and a new scheduling algorithm for a well-known combination of SDN, Cloud, and Fog infrastructure for telesurgery application are among the contributions of this study.

The remainder of the paper is organized as follows. In Section II, the methodology is described, while in Section III, the related concepts and prior studies are presented. Section IV outlines the proposed strategy called RT-TelSurg. The emulation results are provided and analyzed in Section V. Finally, Section VI concludes the paper and suggests possible future research.

II. METHODOLOGY

- For the telesurgery application, our proposed architecture has used the latest and well-known infrastructures as SDN, Cloud, and Fog like [1], [3], [8], [9], and [10].
- Real time applications have several design requirements. In this study, and generally in computer networks, relative deadlines are of interest. The guarantee of on-time delivery in a communication system for sporadic messages incurs a high resource utilization cost. Moreover, such a guarantee may not be required for the bulk of real time traffic. Therefore, algorithms and protocols for real time communications are typically designed to tolerate some deadline misses, provided that the miss ratio is less than an acceptable threshold. Real time networks should not be confused with fast networks. To explain their relationship, we can point out that if the end-to-end delay is longer than the relative deadline, the packet has not met its deadline and maybe useless. Hence, in this study, the average deadline hit ratio is defined as the ratio of the “number of received packets in the slave with the relative deadline less than end-to-end delay” to the “total number of sent packets by the master unit.” Scheduling is one of the most important and key issues in the design of real time networks. It can ensure the quality of service or experience. Except for some hard real time networks that use pre-determined tasks with offline scheduling, most real time networks that transfer the flow of Internet traffic, as discussed in this paper, use scheduling algorithms in the form of online and priority-driven scheduling [11]–[14]. To summarize, Table 1 presents a categorization of time-sensitive network protocols and their properties.

Our proposed approach is introduced at the network layer. To determine the critical and non-critical status, the average sojourn time of telesurgery packets, which is the result of queue theory analysis, has been used.

In the meantime, other techniques have also been implemented in networks for giving priority to fast or time-dependent flows. For instance, the Differentiated Services (DiffServ) protocol is a class-based mechanism for managing traffic composed of several predefined classes. Network flows are mapped to these classes. This mechanism is based on the classification and marking of each class of flows or packets. Intermediate network devices route and forward packets differently, according to their respective classes. Our proposed solution is very similar to the Diff-serv mechanism. Still, the latter is well suited for traditional distributed network structure and step-by-step routing. It is not for SDN network architecture, which is centralized and has a global view of network conditions. On the other hand, the DiffServ mechanism only provides the quality of service for each traffic group in a domain and not for end-to-end communications [15]. This research aims to improve the deadline hit ratio, end-to-end delay, and end-to-end jitter of telesurgery flows in SDN centralized platform, and other existing approaches do not guarantee such time constraints. Hence, we use a different paradigm to deal with this issue.

- We choose Touch Surgery simulator [16] to implement and evaluate the proposed approach since it is one of the most widely used simulators in academic research studies [17]–[20]. It has a free trial version, covers a diverse range of surgery types with various difficulty levels, lets the physicians give a user assessment score, and is also accepted by the medical community. An adequate number of medical students (forty participants) have participated in this evaluation, and the results are validated accordingly and compared to previous research.

III. BASIC CONCEPTS AND RELATED WORK

A. TELESURGERY SYSTEM

Telesurgery works as a master-slave system. The following describes each component of the system.

1) MASTER SITE

At the master site, a surgeon can pass the input commands to the controlled robot at the slave site, such as impedance of
TABLE 1. Time-sensitive network protocols and their specifications.

| Layer          | Time-sensitive Network Protocols                                                                 |
|----------------|-----------------------------------------------------------------------------------------------|
| **Data Link**  | - Categorized often as hard real time                                                        |
|                | - Consider absolute deadline                                                                 |
|                | - Provide deadline guarantee                                                                  |
|                | - Consider the worst response time                                                            |
| **Network**    | - Tasks are assumed to be either periodic, non-periodic, or sporadic in scheduling algorithms  |
| **Applications**| - Some important protocols are GOOSE, Sampled Values (SV), TSN, NTP, and Precision Time Protocol |
|                |                                                                                               |
| **Transport**  | - Categorized often as firm/soft real time                                                   |
|                | - Consider relative deadline                                                                 |
|                | - Consider average response time                                                               |
|                | - Tolerate some deadline misses which is below the acceptable threshold                        |
|                | - Do not guarantee the deadline for all transmissions                                          |
|                | - One of the important protocols is DiffServ that is destined mainly for communication networks for Internet applications. |
|                | - The transmission of packets on the Internet has almost all type of flows and patterns, so one must use a hybrid scheduling algorithm for improving deadline hit ratio |
| **Application**| - Some important protocols are RSVP (reserving resources for a real time flow), SCTP (handle multiple simultaneous streams and multiplexed streams), and DCCP (serve a general congestion-control mechanism for time-sensitive applications) |
|                | - Generally used for transmitting multimedia (e.g., streaming video)                           |
|                | - Use codecs to encode the payload data                                                        |
|                | - Tolerate some packet loss                                                                    |
|                | - Some important protocols are: Real-time Transport Protocol (RTP), Real-time Transport Control Protocol (RTCP), Reliable Data Transfer (RDT), Real-time Streaming Protocol (RTSP), Secure Real-time Transport (SRTP), Secure Real-time Messaging Protocol (SRMP), Zimmermann Real-time Transport Protocol (ZRTTP), and Simple Network Time Protocol (SNTP) |

the robotic arm, velocity, task description, force, and position. The capability to perform sensitive procedures relies exceedingly on feedbacks. In robotic surgery, surgeons require to be mighty to comprehend the value of strength being applied without intermediaries touching the surgical gadgets. This organization is well known for force-feedback. The master site receives feedback data like medical evaluation images, video, audio, tactile sensing, proprioceptive data, text, and the commands it is executing from the slave site [3], [21], [22].

2) SLAVE SITE
It is composed of teleoperators like haptic devices, surgical robots, 3D cameras, actuators, and sensors that utilize the edict of a human operator. The haptic data is sent and received to/from the master site as feedback.

3) NETWORK COMPONENT
Using an exclusive communication network media for implementing telesurgery is very expensive. The Internet can be considered as the first alternative to set up telesurgery as a generally valuable and feasible solution. However, using the Internet has its problems and challenges including the level of QoS (Quality of Service)/QoE (Quality of Experience) and the guarantee to meet packet deadlines. Like any RT application, telesurgery is strongly affected by end-to-end network delay, jitter, and packet loss. Though telesurgery is an RT application, it should tolerate some packet loss to accomplish its goal. Suppose the average deadline hit ratio, end-to-end delay, and jitter are greater than the standard desired ones. In that case, various malfunctions could happen like poor quality audio/video, delayed response, oscillations, and instability. Hence, telesurgery requires a very high deadline hit ratio, availability, reliability, security, and extreme constraints for end-to-end delay, throughput, and safety.

The best physical layer infrastructure to meet these needs is fiber optics, and the mentioned expectations are entirely consistent with the features of the SDN infrastructure. Effectual network handling is essential to provide good qualified communication for telesurgery applications. Network administrators can readily manipulate the whole of the switches through the central SDN controller. So, it is no longer challenging to configure various vendor’s devices, and there are no worries about meeting our expectations for the network’s flexibility and scalability. Recently, many research studies have discussed SDN capabilities for use in emerging technologies, such as [23]–[28]. Such studies have examined various network factors. Among all these features, the deadline hit ratio and end-to-end delay are the important issues that this paper addresses. In [29], providing real time requirements in SDN networks (especially hitting the deadlines) is not addressed at all, while the main challenge of our research is to present a solution to provide real time SDN-based networks for the use of telesurgery application. In [30], the authors propose a method based on spectral clustering for SDN traffic classification. They design the flow table representation and extraction procedure. The combination of machine learning methods and SDN is presented in [31]. Some machine learning methods are used for traffic classification based...
on the applications in a network with SDN architecture. IHSF [32] has used three approaches, an algorithm to place SDN switches and legacy ones together, a regression-based algorithm for predicting the reliability of legacy links, and a deep deterministic policy gradient optimization algorithm that determines forwarding routes for time-sensitive IoT flows. This study uses deep learning techniques to predict link reliability, which in turn increases network response time. The authors do not address the concept of hitting the deadline, and their solution does not especially consider the telesurgery requirements.

The common point seen in most previous research studies is that they all point to solving the real time problem, but they try to speed up tasks and not meet the deadline.

In [30] and [31], practical methods for classifying data streams are presented, but their analytical techniques are time-consuming, which makes the application of these methods impossible for timely applications such as telesurgery. Instead, our proposed method for flow separation is straightforward and, of course, fast, which makes it ideal for use in telesurgery applications with strict real time constraints.

Generally, a large amount of data is sent to the cloud zone platform through the network to be further processed, stored, integrated, and available at any location or routed. In this research, the cloud’s mission has been the last case. It can be customized to the requirement of applications [26]. Considering that the cloud zone requires a long time to handle a massive amount of data, it is essential to select useful real time routing [25].

Fog/edge computing is a new technology considered as a platform at the edge of the network, providing computing, storage, and networking services between smart objects and traditional cloud computing data centers with salient characteristics of low delay, real time interaction, and many others [1]. It moves the computing and storage resources to the edge of the network, close geographically to the user where data is generated. Using fog beside the cloud is a well-known and effective solution. This approach can decrease the amount of data sent to the cloud and reduce the end-to-end delay. In addition to all of this, fog computing integrated with SDN can significantly improve the user quality of experience.

B. PREVIOUS RESEARCH ON TELESURGERY

Initially, telesurgery was performed between France (Strasbourg) and the United States (New York City) in 2001 using a dedicated fiber optic infrastructure. The surveys [3], [21], [22], [33], and [34] provide a comprehensive overview of telesurgery with essential details and their changes over time. In the following, several important papers in this field are introduced.

Some studies have examined the feasibility of telesurgery. For example, in [2], the authors have examined the feasibility of telesurgery through a public network according to QoS requirements by a simulator. In [3], the authors have presented an architecture for telesurgery using a traditional network and the 5th generation mobile network (5G). They have performed a remote heart surgery using the proposed infrastructure and, in this way, they have made their proposed solution feasible.

Several papers have addressed the issue of increasing the telesurgery QoS. Some of them have tried to reduce the delay, and some have tried to use a flow control mechanism. For example, the authors of [35] have performed an experimental adjustment with various simulated transmission delays to investigate the effect of video transmission delay and surgical performance. In [36], the authors address some time-sensitive issues, such as activating a high-frequency surgical device to propagate force. They use the time-sensitive standard (IEEE 802.1). A combination of Service-oriented Device Connectivity (SDC) and Time-sensitive Networking (TSN) based standards enables semantic collaboration and real time communication. They propose a new way to automatically configure the TSN network using the self-description of SDC-based medical devices. It should be noted that these types of research are limited to devices and equipment within an operating room and have not been used in Internet network environment.

Two studies that address the congestion control issue of telesurgery networks are explained. Network Adaptive Flow Control Algorithm for Haptic data (NAFCAH) [37] is a network-compatible flow control algorithm for tactile data. It aims to control network congestion to improve the quality of telehaptic data, such as telesurgery. In the case of network congestion, it gradually reduces the transmission speed. However, NAFCAH uses RTT (Round Trip Time) to monitor congestion, which is not accurate for measuring estimates. Another application layer that operates over the congestion control mechanism for telehaptic applications is DPM (Dynamic Packetization Module) [38]. The proposed approach monitors network status to measure the end-to-end delay of telehaptic packets. The DPM then adjusts the amount of telehaptic data based on network status feedback. The authors have performed some simulations, and their results show that DPM meets the QoS requirements of telehaptic applications even in very dense network traffic. Although DPM complies with QoS requirements, it must modify end-user applications, and all hosts must be synchronized using the Network Time Protocol (NTP).

In the following, some recent papers relevant to our research (especially those who have used the SDN architecture), are presented. In these papers, techniques similar to our ideas in this research have been used. Such as SDN, fog, scheduling algorithm, allocating segregated resources.

In [1], the physician and the master control terminal were placed on one side, and on the other side, the patient and his controllable desk were present at the edge of the network. The fog computing node provided a slice of the network based on communication needs for 5G users using SDN and Network functions virtualization (NFV) technologies. They also used AI techniques to predict the physician’s following behavior unique to her/him. In [8], using SDN and 5G, the network was configured as if each stream was sent through a dedicated...
fiber, and this configuration was done quickly to support most dynamic applications. Finally, the researcher evaluated the proposed solution for telesurgery.

The authors of [6] have designed a hierarchical framework based on the priority of network flows. Then Some scheduling algorithms are presented according to different preferences with various characteristics. They have also developed a smooth scheduling strategy based on user experience.

In [7], the authors have proposed a mechanism for optimizing the network resources, which dynamically creates network slices for users based on tactile cyber-physical systems. Their solution consists of two main components. One is the clustering algorithm to determine the sections and their specifications to support the Transmission Control Protocol (TCP) stream, and the second is the use of programmable switches P4 (Programming Protocol-independent Packet Processors) [39]. SDN can provide and change these switches. They also use the SDN controller to pre-calculate the path of the specified sections.

The authors of [10] have isolated users' haptic data from other data and provided diverse, resources. Such a separation scheme provides resource availability for applications and allows resource personalization for them. In [40], the haptic Internet system based on the three-layer MEC (Multi-access Edge Computing), SDN, and NFV has been proposed relative to the structure of 5G. The proposed design includes a user device, RAN (Radio Access Network), cloud units, access switches, OpenFlow switches, Middleboxes, and SDN controllers. Finally, the proposed solution is compared to the evolved traditional mobile network [41]. In [42], the authors have minimized end-to-end delay for telesurgical applications using the Constraint satisfaction problem (CSP) and Ant Colony Optimization (ACO) models. They have used SDN as an infrastructure that is aware of all the network links and resources.

The combination of Type-2 Fuzzy System (T2FS) and Enhanced Cuckoo Optimization Algorithm (E-COA) [43] is an SDN-based communication model proposed to achieve optimal and reliable paths for telesurgery applications. In this paper, the delay has been considered a limitation of the CSP problem, which should be solved by finding minimum cost routes. To provide reliability, two separate paths with no common link were considered simultaneously. In this way, the first optimal path is set as the default path. It is a path destined to compensate for any possible failure. In [44], the authors have proposed SDN-based network architecture for shared internet for telesurgery, used optimization algorithms for traffic management, and simulated and evaluated their solution. Their research used TCP protocol to transmit surgical instructions and force feedback data and the User Datagram Protocol (UDP) protocol to send audio/video data.

In [9], the authors have proposed integrating network coding and SDN to meet the need for very low haptic internet delay. The authors claim that the widespread use of a flexible network encoding mechanism such as random linear network coding (RLNC) across the network can improve delay performance and reduce the required packet retransmission frequency. Finally, the authors have implemented a software router with network coding capability.

In Table 2, the studies, as mentioned above, are compared in terms of their respective distinguishing features. These studies are compared based on the techniques used in this area. In Table 2, the expression “Optimization algorithms” refers to whether different optimization techniques are used in the mentioned articles.

### TABLE 2. Comparison of previous studies and RT-TelSurg.

| Research | SDN-based infrastructure | Cloud-based infrastructure | Fog-based infrastructure | Priority-based approach | Optimization Techniques | Mathematical Modeling | Scheduling Algorithm | Reducing Delay | Reducing end-to-end Jitter | Consider the concept of a deadline |
|----------|--------------------------|---------------------------|-------------------------|------------------------|------------------------|-----------------------|----------------------|--------------|---------------------------|-------------------------------|
| [7]      | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [35]     | x                        | x                         | x                       | x                      | x                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [37]     | x                        | x                         | x                       | x                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [38]     | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [36]     | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [3]      | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [9]      | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [40]     | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [44]     | x                        | x                         | x                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [10]     | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [42]     | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| [43]     | ✓                        | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                         | ✓                             |
| RT-TelSurg | ✓             | ✓                         | ✓                       | ✓                      | ✓                      | ✓                     | ✓                    | ✓            | ✓                          | ✓                             |

### IV. THE PROPOSED APPROACH- RT-TelSurg

This section explains how to send data in the proposed architecture, RT-TelSurg.

Packets are routed from the sender to the exterior of the local network via fiber optics are divided into two general categories: telesurgery packets and non-telesurgery ones. The proposed network structure treats these two categories differently.

A brief overview of SDN orchestration, cloud, and fog architecture is presented in the following. Then a statistical model is given.

### A. PROPOSED RT-TELSURG ARCHITECTURE

In Fig. 1, a general schema of the proposed architecture based on SDN, cloud, and fog is presented.

In [9], the authors have proposed integrating network coding and SDN to meet the need for very low haptic internet delay. The authors claim that the widespread use of a flexible network encoding mechanism such as random linear network coding (RLNC) across the network can improve delay performance and reduce the required packet retransmission frequency. Finally, the authors have implemented a software router with network coding capability.

In Table 2, the studies, as mentioned above, are compared in terms of their respective distinguishing features. These studies are compared based on the techniques used in this area. In Table 2, the expression “Optimization algorithms” refers to whether different optimization techniques are used in the mentioned articles.
compared to other physical layer communication channels in the Open Systems Interconnection (OSI) model, a very satisfactory level of security, as well as the highest transmission speed (i.e., the speed of light) are some of the advantages of fiber optics compared to other communication media. Due to these valuable features, the 5G network also uses fiber optics in its lowest level infrastructure, including its inter Base Transceiver Station (BTS) communications.

In this research, two efficient commercial surgery products named, Sina (Sina Robotics & Medical Innovators Co. [45], [46], and [47]) and Parsiss (Parsiss Surgical Navigation Co. [48], [49], and [50]), have been used. These products include some recommender systems (such as removing unwanted vibrations or accidental movements of the surgeon’s hand, providing a 3D map of the surgical site) that the surgeon can choose during surgery, and each of them can be helpful. They are placed in the master side fog zone. These units only help surgeons make better decisions and improve their performance, especially when tired due to work pressure, lack of concentration, or critical operation room environment. Hence, they are not a substitute for surgeons. The different parts of the proposed structure are shown in Fig. 1, which and the function of each part is described below.

RT-TelSurg behaves differently with the telesurgery packets and the other ones. The telesurgery packets will be sent to the cloud zone for routing, as described in Section IV.D. RT-TelSurg in fog zone (as described in Section IV.c) can be divided into RT-TelSurg two parts. The first one, which is performed in the fog controller/switch, uses our proposed LE2EDF scheduling algorithm that determines which packet from the queue has to be selected for routing/forwarding. The second part is about deciding under which conditions and how long the reserved bandwidth can be used (as described in Section IV.C.2). The specified reservation paths are part of the bandwidth of all links used to forward extremely urgent real time telesurgery packets before their relative deadlines in critical mode. The rest of the communication links’ bandwidth is to be used for forwarding packets under all remaining conditions is called common bandwidth. Statistical modeling has been used for this decision (as described in Section IV.B).

The outline of RT-TelSurg is illustrated in Fig. 2. In the following subsection, we explain how queuing theory, especially networks of queues, can model and analyze the proposed architecture to determine the critical and non-critical states.

B. STATISTICAL MODELING OF RT-TELSURG IN THE FOG ZONE

Queueing theory is the primary statistical method and natural choice for analyzing network performance and estimating the delay, close to real value. The results of queuing theory to understand network behavior are very noteworthy. Researchers shall usually be eager to approximate some parameters like the average number of packets in the system, the average sojourn time (that is, the time a packet spends in the queue, and service for forwarding) per packet.

These parameters are calculated based on the average arrival rate and the average service rate. The following packets forwarding in the fog zone is modeled based on queue theory. In this way, Little’s theorem coupled with Jackson’s networks helps us a lot for analysis.

The architecture of the master fog zone is depicted in Fig. 3. The statistical modeling performed to identify the critical state of the network is based on this schema.
Another feature of the proposed approach is to specify a recommender system that is recognized as a bottleneck. One of the crucial concepts in the design of an RT system is identifying the bottleneck component queue. During the component workload growth, over time, the queues will be continually bustling and saturated.

According to the queuing theory, when the component queue is saturated, the queue length, packet waiting time, and dropped packet ratio sharply increase with the arrival of newer packets to the system unlimitedly. Therefore, the rate of packets meeting their deadlines decreases dramatically. So, identifying the bottleneck is very important to deal with the congestion problem. From a statistical point of view, a bottleneck component is characterized by $\rho$, the queue’s efficiency, where $\rho$ is very close to 1.

1) **RT-TELSURG STATISTICAL MODELING ASSUMPTIONS**

In this section, the following two assumptions are considered for the model:

- The number of recommender systems in the fog is unknown, but there is always a fog controller.
- The number of input flows per fog controller is unknown.

2) **RT-TELSURG STATISTICAL MODELING**

Queuing networks that let input elements (packets) enter from outside the system and eventually leave it, and some packets that return to the system, are named open queues. Jackson open queue network is a numerable sequence of queues in which each input element visits each queue respectively. This queuing model is easy to evaluate and has been applying in many applications, mostly with accurate results. The symbols used in our statistical model are introduced in Table 3.

### TABLE 3. The symbols used in statistical modeling.

| Symbol  | Description                                                                 |
|---------|------------------------------------------------------------------------------|
| $K$     | Number of queue nodes                                                        |
| $N_i$   | The number of packets in queue node $i$                                      |
| $N$     | The average number of packets in queue node $i$                             |
| $\lambda_i$ | The average packet arrival rate of queue node $i$                      |
| $\lambda$ | Average packet arrival rate into the system                               |
| $\mu_i$ | Average service rate in node $i$                                            |
| $P_{i,d}$ | The possibility that packet in queue node $i$ leaves the network           |
| $T_i$   | The sojourn time of packet in node queue $i$                                |
| $\bar{T}_i$ | The average sojourn time of packet in node queue $i$                      |
| $\bar{F}$ | The average sojourn time of packet in the system (fog zone)                |
| $\rho_i = \lambda / \mu_i$ | The efficiency of queue node $i$ (average ratio of time when the processor queue is busy). If $\rho < 1$, the queue is stable |
| $B$     | The index of the bottleneck queue node                                     |
| $CT$    | The threshold for the critical state of the telesurgery flows               |

Necessary conditions for an open Jackson network consisting of $K$ nodes (the total number of nodes includes the fog controller and all recommender systems) are as follows:

1- Each node contains a FIFO queue that is infinite. Hence, the efficiency of all queues (i.e., throughput, utilization) is less than one.

2- Any arrival at a node follows a Poisson process with a rate equal to $\lambda$ [51]–[53]. Therefore, the packet inter-arrival time follows the exponential distribution.

3- All service times in the queue of each node $i$ are exponentially distributed with a service rate $\mu_i$. The service time of each queue is independent of the other ones, and their service rates are different.

4- Upon leaving the queue from node $i$ (fog controller), the packets enter the queue node $j$ randomly with probability $p_{i,j}$ or departs the network with probability $p_{i,d}$.

To define the threshold for the critical state of the telesurgery flows, we use the two concepts of average and variance of the sojourn time of packet in the system. One of the most important advantages of the variance is that it has the UMVUE (Uniformly Minimum Variance Estimator).
Unbiased Estimator) feature. The term bias refers to several statistical issues that could be classified as measurement, sampling, and estimation bias. In measurement or sampling situations, bias is “the difference between a population mean of the measurements.” Since the estimator for each random sample will have a different parameter value, it is expected that by repeated sampling, the estimator’s average value will be approximately equal to the actual community parameter. Such an estimator is called an unbiased one. In fact, the existence of such a property separates parameter estimators into two classes of biased and unbiased estimators. Uniform means that this estimator has the least variance in the class of unbiased estimators for all points of the parametric space. This UMVUE estimator is unique [54].

\[ N = N_1 + N_2 + \ldots + N_K. \]

\[ \bar{N} = \bar{N}_1 + \bar{N}_2 + \ldots + \bar{N}_K = \frac{\sum_{i=1}^{K} N_i}{K}. \]

\[ \lambda = \sum_{i=1}^{K} \lambda_i \rho_i d_i. \]  

Equation (2) and (3) are driven, because of a geometric distribution [55] in this system;

\[ \bar{N}_i = \frac{\rho_i}{1 - \rho_i}. \]  

And

\[ Var (N_i) = \frac{\rho_i}{(1 - \rho_i)^2}. \]  

\[ T_i = \frac{N_i}{\lambda_i}. \]  

Using equation (2) and (3), we have:

\[
\bar{T}_i = \bar{N}_i \frac{\rho_i}{\lambda_i} = \frac{\rho_i}{\lambda_i(1 - \rho_i)} = \frac{1}{\rho_i \mu_j} = \frac{1}{\mu_i - \lambda_i}. 
\]  

Because \( N_i \) is independent of the other one, we have:

\[ E (\bar{N}) = E (\bar{N}_1) + \ldots + E (\bar{N}_K) = \sum_{i=1}^{K} \frac{\rho_i}{1 - \rho_i}. \]

\[ Var (\bar{N}) = Var (\bar{N}_1) + \ldots + Var (\bar{N}_K) = \sum_{i=1}^{K} Var (\bar{N}_i) = \sum_{i=1}^{K} \frac{\rho_i}{(1 - \rho_i)^2}. \]

Using equation (3):

\[ Var (T_i) = Var (\frac{\bar{N}_i}{\lambda_i}) = \frac{Var(N_i)}{\lambda_i^2} = \frac{\rho_i}{\lambda_i^2(1 - \rho_i)^2}. \]

For modeling, a powerful and important, and still simple queuing theory formula, called Little’s law [56], is used. Its importance is mainly due to its generality. It holds for roughly all queueing systems. According to Little’s law, we have:

\[ \bar{T} = \frac{\bar{N}}{\lambda} = \frac{1}{\lambda} \sum_{i=1}^{K} \frac{\lambda_i}{\mu_i - \lambda_i}. \]

Using equation (9), we have:

\[ Var (\bar{T}) = Var (\frac{\bar{N}}{\lambda}) = \frac{Var(N)}{\lambda^2} = \frac{1}{\lambda^2} \left( \sum_{i=1}^{K} \frac{\rho_i}{(1 - \rho_i)^2} \right). \]  

\[ CT = \bar{T} + \sqrt{Var (\bar{T})}. \]

Using queuing theory, an efficient analysis is provided for finding bottleneck queues. So, the bottleneck queue node is b, where

\[ 0.9 \leq \rho_i \leq 1. \]

In this way, if the statistical properties of the recommender system(s) accord with the inequality (propositions 12), then the use of this unit is disabled in the master device as long as this condition is met.

C. ROUTING AND FORWARDING METHODS IN THE MASTER FOG ZONE

1) LARGEST END-TO-END DELAY FIRST (LE2EDF) SCHEDULING ALGORITHM

The proposed scheduling algorithm only applies to telesurgery packets. It is used in fog switch to select a packet from the queue for forwarding. By analyzing the traffic generated by the Touch Surgery simulator, it was found that the packets produced by this simulator at the transmission layer are either TCP or UDP packets. TCP packets transmit motion instruction (command) and feedback data, and UDP protocol packets transmit audio and video data. (It should be noted that some previous research studies like [40], had also used this classification).

One of the purposes of the proposed scheduling algorithm is to reduce end-to-end jitter. If the command packets reach the master sooner than the audio and video ones, the master must use complicated buffering techniques to reduce end-to-end jitter.

The fog switch maintains the latest end-to-end delays of the TCP and UDP protocol packets and, based on the latest information, decides which of the two categories has a higher priority to be selected from the fog switch queue for forwarding. In the fog switch, the slave system is continuously pinged. According to the last amount of the delay, which results from continuous ping, the priority is assigned to the category of the packet, i.e., TCP or UDP. In this way, an attempt has been made to reduce the end-to-end jitter.

2) PACKET FORWARDING STRATEGY

We change the packet forwarding strategy based on the network status. In the network, two types of conditions are foreseen for sending real time telesurgery flows: critical and non-critical.

Equation (11) is used as a threshold value to determine the telesurgery flows’ critical state. Suppose the minimum end-to-end delay of the telesurgery flow is more than the threshold value given by Equation (11). In that case, the conditions of
the telesurgery flows are considered to be in a critical state. In this study, this assumption is made only as an example, and it can be modified or tuned according to real situations. This is intended to assure that the network functionality is satisfactory in different network conditions, and is tolerable in a predictable manner, even for undesirable deadline hit ratio. By default, all packets in all flows, whether RT or non-RT, consume the common network bandwidth. Nevertheless, only real time packets of telesurgery flow in critical states are forwarded via specifically reserved paths. When a critical telesurgery flow is detected, all its packets are forwarded by using the reserved bandwidth. This reservation lasts until the state of the packets becomes non-critical again.

It should be noted that the fog controller periodically and separately checks the status of each flow based on information received from recommender systems. To increase the flexibility of the network in a critical state and to react on time to the latest network status, the critical state checking period has been chosen in this paper equal to half of CT to determine the critical state in the mid-time of the chosen threshold. However, the period value is arbitrary and can be selected according to network conditions or the operation criticality.

D. ROUTING AND FORWARDING METHOD IN THE MASTER CLOUD ZONE

Non-telesurgery packets are forwarded to the cloud zone. Depending on the type of transport protocol, they are placed in priority queues as shown in Fig. 4. The Weighted Fair Queuing, WFQ, algorithm [57] is used to rotate between the controller/switch cloud queues, and each controller/switch queue applies the FIFO algorithm.

The WFQ method is used to handle prioritized queues, whereas the Round Robin (RR) method [58] assumes equal priorities, which are not suitable for RT services. As in the WFQ method, the number of packets extracted from each queue is proportional to its weight. Hence, assigning higher weights to higher priority queues allows RT packets to exit queues sooner. In the model proposed in this section, the priority of each queue is determined in such a way that packets enter priority queues according to their respective priorities. In this algorithm, $W_1$, $W_2$, ..., $W_N$ are weights assigned to each $N$ ingress flow. Thus, each packet flow is served proportionally to its weight, and the data rate of each priority queue, $R_i$, is obtained from formula 13. $R$ represents the maximum total data rate for the channel.

$$R_i = \frac{RW_i}{W_1 + W_2 + \ldots + W_N}$$

As shown in Table 1, RT applications are divided into four categories in terms of the OSI model. Data Link layer protocols only operate within the Local Area Network (LAN), and packets of these protocols do not access the Internet. In this study, non-telesurgery RT packets based on protocol layers are prioritized so that network-layer protocols, transport layer, and application layer are given greater priority, respectively. Other packets in the network that are not part of the mentioned protocols are considered non-RT packets and have the lowest priority.

The reason for this prioritization is explained below:
- Network layer protocol functionalities are point-to-point oriented, while the transport and application protocols operate end-to-end [59]. Therefore, network layer protocols naturally have a less relative deadline to perform their tasks than the others.
- Packets related to control protocols such as ICMP (Internet Control Message Protocol) and ECN (Explicit Congestion Notification) have a very high priority because they provide the communication path for sending the RT data. Actually, the forwarding path for RT packets is not determined until these packets are received by the destination after being sent.

V. IMPLEMENTATION AND ANALYSIS OF RESULTS

A. IMPLEMENTATION ENVIRONMENT

The conditions of the test environment are described in Table 4. It is necessary to mention:
- The Touch Surgery simulator is used to implement and test the proposed solution. It is configured to insert a delay in visual and command data packets between the master and slave sites. For the device (tablet) running the Touch Surgery simulator, a fixed IP is assigned whose traffic is routed to the fog zone, and other local network traffic is routed to the cloud zone.
- The PCAP Remote tool [60] is used to record the traffic of the Touch Surgery simulator, and after applying the changes related to the proposed solution described in Section IV-C, the Tcpreplay tool [61] is used to replay the traffic.
- Two groups of 20 medical students (40 students in total), one general medicine group and the other group comprised of some specialists, have participated voluntarily in this test.
- Some telesurgery exercises are provided in Touch Surgery simulator. Surgeons were initially allowed to select surgeries at three levels: simple, medium, and difficult, and they perform these simulated telesurgeries first with the default network settings (to get acquainted with the simulator) and then with the network changes according to what was described in Section IV. Finally, the effect of delay on surgeons’ performance was measured. These people score “0” in their worst telesurgery experience after making changes to the network.
TABLE 4. Implementation environment conditions.

| Feature name                                      | Value/Models                                      |
|---------------------------------------------------|---------------------------------------------------|
| Cloud and Fog controller server at Master Site    | HP ProLiant DL380 Gen10 Server                    |
| Switch                                            | HP FlexFabric 12900E                               |
| Tablet                                            | iPad Pro 2020 12.9                                 |
| Cloud and Fog Controller at Master Site           | OpenDayLight Helium SR1.1                         |
| Routing Algorithm in cloud/fog controller         | OSPF                                              |
| Communication protocol                           | OpenFlow1.3                                       |
| Link data rate                                    | 32 Gbps                                           |
| Reserved bandwidth                                | 25% of the bandwidth of each link                 |
| Average process time in A18 and A19              | 2-12 microsec.                                    |
| Weights related to the WFQ algorithm { W0, W1, W2, W3 } | {1,2,3,4}                                         |
| Number of iteration for each independent experiment | Ten times                                         |

- The priority of the non-tele-surgery data in the test is as follows:
  
  **Priority 1:** Diffserv, ICMP, and ECN protocols of non-tele-surgery RT
  
  **Priority 2:** RSVP, SCTP, and DCCP protocols of non-tele-surgery RT

The quality of surgery was measured by several factors reported by Touch Surgery simulator. To evaluate the quality of the telesurgery, two methods have been used. First, the parameters were displayed by the program after the surgery completion (percentage of correct answer and completion time of surgery). Second, and the parameters that the surgeons themselves were asked to score about the quality of surgery. In this study, we transmit a sequence of medical tool images from the master side to the slave part. Each image has 2560 × 1600 pixels, each pixel being 64 bits. There are 90 screen images per second to transmit, so the required bandwidth is almost 24 Gbps. As shown in Table 4, we consider the bandwidth of the links greater than the required one. So, there will be no problem in transferring high-quality images and other data, including the location used by medical navigation systems and the other required data.

- Every second, each recommender system announces its ρ value to the master device. A recommender system whose condition is true in the inequality (propositions 12) is deactivated as long as it is in this condition.

- The master part is considered at the Information and Communication Technologies (ICT) site of Jahrom University of Medical Sciences. Throughout the test, physicians and all staff were present at the university, using the Internet to perform their daily and routine tasks. Therefore, the traffic of non-tele-surgical data has been continuously changing during the test period. Nevertheless, we can be sure that the tested scenario is consistent with the reality of Internet traffic.

- At intervals equal to one-tenth of the smallest relative deadline, the alternative examinations listed in different modeling parts are redone.

- The priority of the non-tele-surgery data in the test is as follows:
  
  **Priority 1:** Diffserv, ICMP, and ECN protocols of non-tele-surgery RT
  
  **Priority 2:** RSVP, SCTP, and DCCP protocols of non-tele-surgery RT

- In this study, we transmit a sequence of medical tool images from the master side to the slave part. Each image has 2560 × 1600 pixels, each pixel being 64 bits. There are 90 screen images per second to transmit, so the required bandwidth is almost 24 Gbps. As shown in Table 4, we consider the bandwidth of the links greater than the required one. So, there will be no problem in transferring high-quality images and other data, including the location used by medical navigation systems and the other required data.)
- Every second, each recommender system announces its ρ value to the master device. A recommender system whose condition is true in the inequality (propositions 12) is deactivated as long as it is in this condition.
- The master part is considered at the Information and Communication Technologies (ICT) site of Jahrom University of Medical Sciences. Throughout the test, physicians and all staff were present at the university, using the Internet to perform their daily and routine tasks. Therefore, the traffic of non-tele-surgical data has been continuously changing during the test period. Nevertheless, we can be sure that the tested scenario is consistent with the reality of Internet traffic.
- At intervals equal to one-tenth of the smallest relative deadline, the alternative examinations listed in different modeling parts are redone.
- The priority of the non-tele-surgery data in the test is as follows:
  
  **Priority 1:** Diffserv, ICMP, and ECN protocols of non-tele-surgery RT
  
  **Priority 2:** RSVP, SCTP, and DCCP protocols of non-tele-surgery RT

- In this study, we transmit a sequence of medical tool images from the master side to the slave part. Each image has 2560 × 1600 pixels, each pixel being 64 bits. There are 90 screen images per second to transmit, so the required bandwidth is almost 24 Gbps. As shown in Table 4, we consider the bandwidth of the links greater than the required one. So, there will be no problem in transferring high-quality images and other data, including the location used by medical navigation systems and the other required data.)

- Every second, each recommender system announces its ρ value to the master device. A recommender system whose condition is true in the inequality (propositions 12) is deactivated as long as it is in this condition.

- The master part is considered at the Information and Communication Technologies (ICT) site of Jahrom University of Medical Sciences. Throughout the test, physicians and all staff were present at the university, using the Internet to perform their daily and routine tasks. Therefore, the traffic of non-tele-surgical data has been continuously changing during the test period. Nevertheless, we can be sure that the tested scenario is consistent with the reality of Internet traffic.

- At intervals equal to one-tenth of the smallest relative deadline, the alternative examinations listed in different modeling parts are redone.

- The priority of the non-tele-surgery data in the test is as follows:
  
  **Priority 1:** Diffserv, ICMP, and ECN protocols of non-tele-surgery RT
  
  **Priority 2:** RSVP, SCTP, and DCCP protocols of non-tele-surgery RT

As shown in Fig. 5, and as expected, a lower packet rate in sending hosts leads to a better (i.e., greater) deadline hit ratio due to less congestion in the network. As can be seen, at different data rates, RT-TelSurg transmission performs better than other methods because of the proposed scheduling algorithm and the resource management technique used in critical network situations.

![Average Deadline Hit Ratio for Different Data Rate](image-url)

It can be seen in Fig. 6 that RT-TelSurg can establish a good balance between the number of RT and N-RT packets that are discarded, and this shows the fairness applied to both types of flows. As shown in this graph, the packet drop ratio increases linearly initially but increases exponentially later as the queues approach the saturation point. RT-TelSurg could deliver a higher percentage of packets on time to the recipient, without discarding many N-RT packets. Note that in Fig. 6, the vertical scales for RT and N-RT flows are different, and their drop ratios reach a maximum of 0.16% and 3%, respectively. Hence, the average RT packet drop ratio obtained here is acceptable for telesurgery applications, as can be confirmed by [62], [21], [34], and [44].

As plotted in Fig. 7, the higher packet arrival rate to the switches leads to higher end-to-end delays. Due to the congestion, the waiting time for the packets in the switch and the response time to the inquiries of the switches from the fog/cloud controller increase. The advantage of the
forwarding method used in RT-TelSurg is to manage the network resources according to its requirements. As a result, the congestion of the switch and the waiting time in the queue, and the end-to-end delay are reduced. As this diagram shows, RT-TelSurg gives better results than other methods. It should be noted that the telesurgery end-to-end delay obtained by the proposed method is acceptable since it is less than 1ms.

In Fig. 8, only telesurgery video flows are considered. As can be seen, RT-TelSurg has the least average end-to-end jitter value compared to other methods.

In the following, an examination is considered that evaluates the performance of the RT-TelSurg in the worst-case. In our opinion, the worst-case scenario for packets meeting their deadlines occurs when the links are all saturated. This means that the sending data rate in hosts is so high that all the link bandwidth is used. To get the worst-case scenario, two tools, SolarWinds WAN Killer Network [63] and Osti-nato [64], are used simultaneously to generate traffic; both are among the best network traffic generator and simulator stress test gadgets. In the intended experiment, we have evaluated the average deadline hit ratio, based on the bandwidth usage percentage. As can be seen in Fig. 9, the RT-TelSurg has acceptable performance, even in the worst-case, and can handle this difficult situation gracefully, due to the use of the reserved bandwidth for telesurgery data in critical network situations occurred following the congestion of the links.

To estimate the impact of deadline hit ratio, end-to-end delay, initial delay, end-to-end jitter, and packet loss ratio on the telesurgery efficiency, each criterion has been chosen in Table 5, according to the desired values mentioned in previous research works, such as [21], [33], [34], [44], [62], [65], and [6].

As shown in Table 5, the most important factors influencing the quality of telesurgery include deadline hit ratio, end-to-end jitter, end-to-end delay, packet loss ratio, and initial delay, respectively. To obtain the evaluation results shown in Table 5, we have considered the effect of each factor alone. This means that, for example, we change the network conditions described in Section IV in such a way that the “Deadline hit ratio” factor fluctuates in the range around its desired value, and in this case, the participants scoring the
TABLE 5. The impact of improving the quality of network communication on the efficiency of surgeons in telesurgery.

| Factor                        | The average score of surgeons given by Touch Surgery Simulator (%) | Surgeons’ evaluation score of network quality for telesurgery (0-5) |
|-------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|
| Deadline hit ratio            | 44                                                           | 1                                                             |
| End-to-end delay              | 81                                                           | 3                                                             |
| Initial delay                 | 92                                                           | 4                                                             |
| End-to-end jitter             | 46                                                           | 2                                                             |
| Packet loss ratio             | 84                                                           | 3                                                             |

QoE of their telesurgeries. This process is repeated for other factors as well.

VI. CONCLUSION

Using dedicated communication media is very costly. Hence, we should look for means to overcome this issue and meet the real time requirements of telesurgery over the shared Internet. In this study, a method, named RT-TelSurg, has been proposed for RT forwarding of time-sensitive telesurgery data. It has been tailored to such requirements, using cloud and fog technologies and SDN for orchestrating them. In this study, statistical modeling has been presented and used to determine the critical and non-critical states of real time routing and the use of reserved routes, and the utilization of two efficient commercial surgery products named, Sina and Parsiss. Another important constituent of RT-TelSurg is the proposed scheduling algorithm, LE2EDF.

Using a surgical simulator and with the participation of some medical students, RT-TelSurg has been evaluated and it has proven to meet conveniently the real time requirements. It was shown the network factors that mainly affect the efficiency of telesurgery are the deadline hit ratio and end-to-end jitter. For further research, the design of reliable and fault-tolerant telesurgery networks, and distributed controller-based SDN could be considered.
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