Structure-preserving and helicity-conserving finite element approximations and preconditioning for the Hall MHD equations

Fabian Laakmann*, Kaibo Hu, Patrick E. Farrell
Mathematical Institute, University of Oxford, Oxford, UK

Abstract
We develop structure-preserving finite element methods for the incompressible, resistive Hall magnetohydrodynamics (MHD) equations. These equations incorporate the Hall current term in Ohm’s law and provide a more appropriate description of fully ionized plasmas than the standard MHD equations on length scales close to or smaller than the ion skin depth. We introduce a stationary discrete variational formulation of Hall MHD that enforces the magnetic Gauss’s law exactly (up to solver tolerances) and prove the well-posedness and convergence of a Picard linearization. For the transient problem, we present time discretizations that preserve the energy and magnetic and hybrid helicity precisely in the ideal limit for two types of boundary conditions. Additionally, we present an augmented Lagrangian preconditioning technique for both the stationary and transient cases. We confirm our findings with several numerical experiments.
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1. Introduction

We consider finite element methods for the solution of the incompressible, resistive Hall magnetohydrodynamics (MHD) equations. The stationary formulation on a bounded polyhedral Lipschitz domain $\Omega \subset \mathbb{R}^3$ is given by

\begin{align}
-\text{Re}^{-1}\Delta u + (u \cdot \nabla) u - S j \times B + \nabla p &= f, \quad (1.1a) \\
j - \nabla \times B &= 0, \quad (1.1b) \\
\nabla \times E &= 0, \quad (1.1c) \\
\nabla \cdot B &= 0, \quad (1.1d) \\
\nabla \cdot u &= 0, \quad (1.1e) \\
\n\text{Re}_m^{-1} j - (E + u \times B - R_H j \times B) &= 0. \quad (1.1f)
\end{align}

Here, $u$ is the fluid velocity, $p$ the fluid pressure, $j$ the current density, $E$ the electric field and $B$ the magnetic field. $\text{Re}$ denotes the fluid Reynolds number, $\text{Re}_m$ the magnetic Reynolds number, $S$ the coupling number, $R_H$ the Hall coefficient, and $f : \Omega \to \mathbb{R}^3$ a source term. When the Hall current term $R_H j \times B$ vanishes, one obtains the well-known resistive MHD system [1]. For time-dependent problems,
the time derivatives \( \frac{d}{dt} \mathbf{u} \) and \( \frac{d}{dt} \mathbf{B} \) are added to the left-hand sides of (1.1a) and (1.1c) respectively. We mainly consider the boundary conditions

\[
\mathbf{u} = 0, \quad \mathbf{B} \cdot \mathbf{n} = 0, \quad \mathbf{E} \times \mathbf{n} = 0, \quad \mathbf{j} \times \mathbf{n} = 0, \quad \text{on } \partial \Omega, \tag{1.2}
\]

where \( \mathbf{n} \) is the unit normal vector of \( \partial \Omega \). However, a treatment of the alternative boundary conditions (c.f., [2])

\[
\mathbf{u} = 0, \quad \mathbf{B} \times \mathbf{n} = 0, \quad \mathbf{E} \cdot \mathbf{n} = 0, \quad \mathbf{j} \times \mathbf{n} = 0, \quad \text{on } \partial \Omega \tag{1.3}
\]

is also possible.

The inclusion of the Hall effect provides a more appropriate description of fully ionized plasmas than standard MHD models on length scales close to or smaller than the ion skin depth [3]. On these length scales the Hall MHD equations take into account the different motions of ions and electrons in a two-fluid approach. While the electron motion is frozen to the magnetic field in this regime, it remains to solve for the ion fluid velocity \( \mathbf{u} \) [4]. The Hall MHD equations can be used to describe many important plasma phenomena, such as magnetic reconnection processes [5, 6], the expansion of sub-Alfvénic plasma [7] and the dynamics of Hall drift waves and Whistler waves [4].

The essence of the Hall effect is described by adding the Hall-term \( \mathbf{j} \times \mathbf{B} \) in the generalized Ohm’s law \[3, \text{Section 2.2.2}\]

\[
\eta \mathbf{j} = \mathbf{E} + \mathbf{u} \times \mathbf{B} - \frac{1}{ne} \mathbf{j} \times \mathbf{B}, \tag{1.4}
\]

where \( \eta \) denotes the magnetic resistivity, \( n \) the charge density and \( e \) the electron charge. The non-dimensionalized form of the generalized Ohm’s law corresponds to (1.1f) where the Hall parameter \( \mathbf{R}_H \) is defined as

\[
\mathbf{R}_H = \frac{1}{\mu_0 ne L U} \tag{1.5}
\]

for a characteristic length \( L \), magnetic field strength \( \mathbf{B} \) and speed \( U \) of the fluid, and the vacuum permeability \( \mu_0 \). We refer to the case \( \mathbf{R}_H = 0 \) as the standard MHD equations.

Several analytical results for the continuous Hall MHD problem [8, 9] and computational results of physical simulations [10, 11, 12] are available in the literature. However, little attention has been paid to provide well-posedness and convergence results for the numerical approximation of these equations. We aim to contribute to this field by introducing a variational formulation and structure-preserving discretization for the stationary and time-dependent Hall MHD equations and proving a well-posedness and convergence result for a Picard linearization of this formulation. We next construct numerical schemes that preserve the energy, magnetic helicity and hybrid helicity precisely in the ideal limit of \( \mathbf{Re} = \mathbf{Re}_m = \infty \). Finally, we investigate parameter-robust preconditioners for the efficient solution of the arising linear systems.

Although (1.1) only differs by one term from the standard MHD equations, the extension of existing theory and algorithms to the Hall case is non-trivial. Most formulations of the standard MHD equations use Ohm’s law (1.1f) to eliminate \( \mathbf{j} \) as an unknown; with \( \mathbf{R}_H \neq 0 \) this is no longer possible. Therefore our proposed variational formulation for the stationary problem includes as unknowns both the current density \( \mathbf{j} \) and the electric field \( \mathbf{E} \). In the time-dependent case, the various conservation properties of the MHD system in the ideal limit are based upon the symmetries of the system; the introduction of the Hall term changes these symmetries, thus making it substantially more difficult to construct numerical methods that preserve several quantities simultaneously. Finally, the development of preconditioning techniques becomes more difficult as an additional non-symmetric term with a non-trivial kernel enters the system.

Most variational formulations of the standard MHD system either look for the magnetic field \( \mathbf{B} \) in an \( \mathbf{H}(\text{curl}; \Omega) \)- or \( \mathbf{H}(\text{div}; \Omega) \)-conforming space. \( \mathbf{H}(\text{curl}; \Omega) \)-conforming formulations have the advantage that they usually include the fewest unknown variables, typically \( \mathbf{u}, p, \mathbf{B} \) and a Lagrange multiplier for the enforcement of the magnetic Gauss’s law. However, such formulations only enforce the magnetic
Gauss’s law weakly, which can cause problems for numerical approximations [13]. Therefore, in recent years much interest has been paid to structure-preserving \( H(\text{div}; \Omega) \)-conforming approximations that enforce \( \nabla \cdot \mathbf{B} = 0 \) precisely on the discrete level [14, 15]. These formulations either eliminate \( \mathbf{E} \) or \( \mathbf{j} \) with help of (1.1f) or (1.1b). Here, the augmented Lagrangian formulation in [16] seems a natural approach, as it only includes \( \mathbf{u}, p, \mathbf{B} \) and \( \mathbf{E} \) as unknowns and enforces \( \nabla \cdot \mathbf{B} = 0 \) without the need for a Lagrange multiplier. Our proposed formulation with both \( \mathbf{j} \) and \( \mathbf{E} \) as unknowns tries to use the fewest number of unknown variables for the Hall system while still enforcing the magnetic Gauss’s law precisely.

Another way of enforcing \( \nabla \cdot \mathbf{B} = 0 \) for the incompressible MHD system is to use formulations based on the vector potential \( \mathbf{A} \) where \( \mathbf{B} = \nabla \times \mathbf{A} \) (see, e.g., [17, 18, 19]). The Hall term is \( \mathbf{j} \times \mathbf{B} = (\nabla \times \mathbf{B}) \times \mathbf{B} = (\nabla \times \nabla \times \mathbf{A}) \times (\nabla \times \mathbf{A}) \), which is a high order term in \( \mathbf{A} \). It seems difficult to deal with this term with the magnetic potential and we will not pursue potential-based formulations in this work.

The ideal limit in Hall MHD describes the case of vanishing magnetic resistivity \( \eta \). We also include the case of vanishing fluid viscosity \( \nu \) in this notion and hence the ideal limit formally corresponds to \( \text{Re} = \text{Re}_m = \infty \). It is well-known that in this case the energy, magnetic helicity and cross helicity are conserved properties of the standard MHD system [3]. For the ideal Hall MHD system, the cross helicity is not conserved any more; instead the so-called hybrid helicity [20] is conserved, which is a suitable combination of magnetic, cross and fluid helicity. In [21] and [22], the authors propose numerical algorithms that preserve the conservative properties of the standard MHD equations precisely on the discrete level. We extend their work for the additional Hall term and propose algorithms that also preserve the hybrid helicity precisely.

Helicity characterises the linkage of field lines (the vortex lines for the fluid helicity, the magnetic lines for the magnetic helicity etc.), and is thus fundamentally important for the flow kinematics [23]. The importance of the magnetic and cross helicity can be found in, e.g., [24, 25, 26] and the references therein. Even in the non-ideal case, i.e., for non-vanishing resistivity, the total helicity is approximately preserved if the magnetic fields undergoes small-scale turbulence [27, Remark 7.19]. Hence, algorithms that preserve the helicity and other quantities precisely (or nearly in the non-ideal case) at the discrete level are important and can lead to more physical solutions for the same resolution.

The development of preconditioning strategies for the standard MHD equations is a field of active research. Common approaches are either based on block preconditioners [28, 29, 30] or fully-coupled multigrid methods [31, 32]. The solver proposed in [28] achieves good robustness with respect to the Reynolds and coupling numbers. Their approach is based on a Schur complement approximation of the resulting block system and the use of parameter-robust multigrid methods for the electromagnetic and hydrodynamic blocks. We extend this approach to the Hall MHD system. The range of the Hall parameters is typically between 0 and 1 and there exists many numerical simulations in the literature that consider the effect of different values of the Hall parameters in this range [33, 6, 34].

The remainder of this work is outlined as follows. In Section 2, we derive a variational formulation of the stationary Hall MHD system and prove the well-posedness of a Picard linearization. In Section 3, we derive time discretizations for the transient problem that preserve the energy, magnetic and hybrid helicity precisely in the ideal limit. An augmented Lagrangian preconditioner for the Hall MHD system is derived in Section 4. Finally, we present numerical results in Section 5, which include iterations numbers for a lid-driven cavity problem, the simulation of magnetic reconnection for an island coalescence problem and a numerical verification of the conservation properties for our algorithms in the ideal limit.

2. Stationary variational formulation, linearization and discretization

2.1. Preliminaries and notation

We assume that \( \Omega \) is a bounded Lipschitz polyhedron. For the ease of exposition, we further assume that \( \Omega \) is contractible. We use \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) to denote the \( L^2(\Omega) \) inner product and norm. The dual
pairing between an $H^{-1}$ (with norm $\| \cdot \|_{-1}$) and $H^1$ (with norm $\| \cdot \|_1$) function is denoted as $\langle \cdot, \cdot \rangle$.

We define the function spaces

$$
H^1_0(\Omega) := \left\{ v \in H^1(\Omega) : v = 0 \text{ on } \partial \Omega \right\},
$$
$$
H_0(\text{curl}, \Omega) := \{ v \in H(\text{curl}, \Omega), v \times n = 0 \text{ on } \partial \Omega \},
$$
$$
H_0(\text{div}, \Omega) := \{ w \in H(\text{div}, \Omega), w \cdot n = 0 \text{ on } \partial \Omega \},
$$

and

$$
L^2_0(\Omega) := \left\{ v \in L^2(\Omega) : \int_{\Omega} v = 0 \right\}.
$$

We may drop the domain $\Omega$ in the notation of the function spaces if it is obvious which domain we consider. We use the finite element de Rham sequence

$$
0 \longrightarrow H^h_0(\text{grad}) \xrightarrow{\text{grad}} H^h_0(\text{curl}) \xrightarrow{\text{curl}} H^h_0(\text{div}) \xrightarrow{\text{div}} L^2_0 \longrightarrow 0, \quad (2.1)
$$

to discretize the variables, where $H^h_0(D) \subset H_0(D)$, $D = \text{grad}, \text{curl}, \text{div}$ are conforming finite element spaces, see e.g. Arnold, Falk, Winther [35, 36], Hiptmair [37], Bossavit [38] for more detailed discussions on discrete differential forms. There are families of finite element de Rham complexes (2.1) with any degree. In the schemes presented below, we require that $E_h, j_h, k_h \in H^h_0(\text{curl})$ and $B_h \in H^h_0(\text{div})$, i.e. that they are drawn from the same sequence. We define $\nabla_h \times : [L^2(\Omega)]^3 \rightarrow H^h_0(\text{curl})$ by

$$
(\nabla_h \times B_h, k_h) = (B_h, \nabla \times k_h), \quad \forall k_h \in H^h_0(\text{curl}).
$$

We denote the finite element spaces used for the velocity $u_h$ and pressure $p_h$ by $V_h$ and $Q_h$ respectively, and assume that the choice is inf-sup stable [39].

We regularly use the generalised Gaffney inequality

$$
\|B_h\|_{L^{2+\delta}} \leq \|\nabla \times B_h\| + \|\nabla \cdot B_h\| \quad \forall B_h \in H^h_0(\text{div}, \Omega) \quad (2.2)
$$

for $0 \leq \delta \leq 3$, where $\delta$ depends on the regularity of $\Omega$. For a proof, we refer to [40, Theorem 1] and references therein.

The vorticity is often denoted as $\omega = \nabla \times u$.

2.2. Nonlinear scheme

We propose the following variational form for the stationary problem (1.1) with boundary conditions (1.2). Define $X_h := V_h \times Q_h \times H^h_0(\text{curl}) \times H^h_0(\text{div}) \times H^h_0(\text{curl})$.

**Problem 1.** Find $(u_h, p_h, E_h, B_h, j_h) \in X_h$, such that for any $(v_h, q_h, F_h, C_h, k_h) \in X_h$,

$$
\text{Re}^{-1}(\nabla u_h, \nabla v_h) + ((u_h \cdot \nabla) u_h, v_h) - S(j_h \times B_h, v_h) - (p_h, \nabla \cdot v_h) = \langle f, v_h \rangle, \quad (2.3a)
$$
$$
(j_h, F_h) - (B_h, \nabla \times F_h) = 0, \quad (2.3b)
$$
$$
(\nabla \times E_h, C_h) + (\nabla \cdot B_h, \nabla \cdot C_h) = 0, \quad (2.3c)
$$

$$
\text{Re}^{-1}(j_h, k_h) - (E_h + u_h \times B_h - R_H j_h \times B_h, k_h) = 0, \quad (2.3d)
$$
$$
- (\nabla \cdot u_h, q_h) = 0. \quad (2.3e)
$$

The above formulation includes the weak form of the augmented Lagrangian term $-\nabla \cdot B_h$ in (2.3c), which is used to enforce the magnetic Gauss’s law $\nabla \cdot B_h = 0$ precisely. We summarize some properties of the variational formulation in the next theorem.

**Theorem 1.** Any solution for Problem 1 satisfies

1. magnetic Gauss’s law:

$$
\nabla \cdot B_h = 0,
$$

4
2. stationary Faraday’s law:
\[ \nabla \times \mathbf{E}_h = 0, \]

3. energy estimates:
\[
\begin{align*}
\text{Re}^{-1} \| \nabla \mathbf{u}_h \|^2 + \text{Re}_m^{-1} S | \mathbf{j}_h \|^2 &= \langle \mathbf{f}, \mathbf{u}_h \rangle, \\
\frac{1}{2} \text{Re}^{-1} \| \nabla \mathbf{u}_h \|^2 + \text{Re}_m^{-1} S | \mathbf{j}_h \|^2 &\leq \frac{\text{Re}}{2} \| \mathbf{f} \|^2. 
\end{align*}
\]

**Proof.** As in [16], the stationary Faraday’s law \( \nabla \times \mathbf{E}_h = 0 \) follows from testing (2.3c) with \( \mathbf{C}_h = \nabla \times \mathbf{E}_h \), and the magnetic Gauss’ law \( \nabla \cdot \mathbf{B}_h = 0 \) then follows from testing (2.3c) with \( \mathbf{C}_h = \mathbf{B}_h \). The proof of the energy law follows from testing (2.3d) with \( \mathbf{j}_h \). Since the additional Hall term \( \text{R}_H (\mathbf{j}_h \times \mathbf{B}_h, \mathbf{k}_h) \) vanishes for \( \mathbf{k}_h = \mathbf{j}_h \), the proof coincides with the one in [16] for the standard MHD system. \( \square \)

### 2.3. Picard iteration

In the following, we propose a Picard-type iteration for Problem 1. For MHD models, Picard-type iterations have the advantage that they allow rigorous well-posedness proofs, c.f. [16]. In this section, we extend these proofs for the additional Hall term. The well-posedness of the full Newton linearization is much more difficult to achieve or even unknown for certain MHD formulations. However, they often show better nonlinear convergence in practice, especially in the regime of high magnetic Reynolds numbers, see [28]. In Section 5, we report numerical results for both linearization types.

**Algorithm 1** (Picard step). *Given \((\mathbf{u}_h^{n-1}, \mathbf{B}_h^{n-1})\), find \((\mathbf{u}_h^n, p_h^n, \mathbf{E}_h^n, \mathbf{B}_h^n, \mathbf{j}_h^n) \in \mathbf{X}_h\), such that for any \((\mathbf{v}_h, q_h, \mathbf{F}_h, \mathbf{C}_h, \mathbf{k}_h) \in \mathbf{X}_h\),

\[
\begin{align*}
\text{Re}^{-1} (\nabla \mathbf{u}_h^n, \nabla \mathbf{v}_h) + ((\mathbf{u}_h^{n-1}, \cdot, \mathbf{v}_h^n) - S(\mathbf{j}_h^{n-1} \times \mathbf{B}_h^{n-1}, \mathbf{v}_h^n) - (p_h^n, \nabla \cdot \mathbf{v}_h^n) = &\langle \mathbf{f}, \mathbf{v}_h^n \rangle, \\
\langle \mathbf{j}_h^n, \mathbf{F}_h \rangle - (\mathbf{B}_h^n, \nabla \cdot \mathbf{F}_h) = &0, \\
\langle \nabla \cdot \mathbf{E}_h^n, \mathbf{C}_h \rangle + (\nabla \cdot \mathbf{B}_h^n, \nabla \cdot \mathbf{C}_h) = &0, \\
\text{Re}_m^{-1} (\mathbf{j}_h^n, \mathbf{k}_h) - \langle \mathbf{E}_h^n, \mathbf{u}_h^n \times \mathbf{B}_h^{n-1} \rangle - \text{R}_H (\mathbf{j}_h^{n-1} \times \mathbf{B}_h^{n-1}, \mathbf{k}_h) = &0. 
\end{align*}
\]

**Algorithm 2** (Newton iteration). *The Newton iteration includes the additional terms \((\mathbf{u}_h^{n-1}, \cdot, \mathbf{v}_h^n) + S(\mathbf{j}_h^{n-1} \times \mathbf{B}_h^{n-1}, \mathbf{v}_h^n)\) on the left-hand side of (2.6a), and \(\langle \mathbf{u}_h^{n-1} \times \mathbf{B}_h^{n-1}, \mathbf{k}_h \rangle + \text{R}_H (\mathbf{j}_h^{n-1} \times \mathbf{B}_h^{n-1}, \mathbf{k}_h)\) on the left-hand side of (2.6d).*

**Remark 1.** *By construction, any solution \((\mathbf{u}_h^n, p_h^n, \mathbf{E}_h^n, \mathbf{B}_h^n, \mathbf{j}_h^n)\) of Algorithm 1 also fulfils (1), (2), and (3) from Theorem 1 precisely.*

We will use the Brezzi theory [41] to prove the well-posedness of the Picard iteration. We recast Algorithm 1 as follows. We first formally eliminate the variables \(\mathbf{j}_h^n\) and \(\mathbf{E}_h^n\) from the system by

\[
\mathbf{j}_h^n = \nabla_h \times \mathbf{B}_h^n, \quad \mathbf{E}_h^n = \text{Re}_m^{-1} \nabla_h \times \mathbf{B}_h^n - \mathbf{Q}_c (\mathbf{u}_h^n \times \mathbf{B}_h^{n-1}) - \text{R}_H (\mathbf{Q}_c ((\nabla_h \times \mathbf{B}_h^n) \times \mathbf{B}_h^{n-1})), \quad (2.7)
\]

where \(\mathbf{Q}_c\) is the \(L^2\) projection to \(H_0^1(\text{curl})\). Then (2.6a)-(2.6c) becomes

\[
\begin{align*}
\text{Re}^{-1} (\nabla \mathbf{u}_h^n, \nabla \mathbf{v}_h) + ((\mathbf{u}_h^{n-1}, \cdot, \mathbf{v}_h^n) - S(\nabla_h \times \mathbf{B}_h^n, \nabla_h \times \mathbf{B}_h^{n-1}) - (p_h^n, \nabla \cdot \mathbf{v}_h^n) = &\langle \mathbf{f}, \mathbf{v}_h^n \rangle, \\
\text{Re}_m^{-1} (\nabla_h \times \mathbf{B}_h^n, \nabla_h \times \mathbf{C}_h) - (\mathbf{u}_h^n \times \mathbf{B}_h^{n-1}, \nabla_h \times \mathbf{C}_h) + &\text{R}_H (\nabla_h \times \mathbf{B}_h^n, \nabla_h \times \mathbf{C}_h) + (\nabla \cdot \mathbf{B}_h^n, \nabla \cdot \mathbf{C}_h) = 0, \\
\langle \nabla \cdot \mathbf{u}_h^n, \mathbf{C}_h \rangle + &0. 
\end{align*}
\]

Define \(\mathbf{W}_h := \mathbf{V}_h \times H_0^1(\text{div})\). Given \((\mathbf{u}^-, \mathbf{B}^-) \in \mathbf{W}_h\), for \(x = (\mathbf{u}, \mathbf{B}), y = (\mathbf{v}, \mathbf{C}) \in \mathbf{W}_h\) and \(p, q \in \mathbf{Q}_h\), we define the bilinear forms

\[
\begin{align*}
a(x, y) := &\text{Re}^{-1} (\nabla \mathbf{u}, \nabla \mathbf{v}) + ((\mathbf{u} \cdot \nabla) \mathbf{u}, \mathbf{v}) - S(\nabla_h \times \mathbf{B}^-, \nabla_h \times \mathbf{C}) + (\nabla \cdot \mathbf{B}, \nabla \cdot \mathbf{C}) \\
&+ \text{Re}_m^{-1} (\nabla_h \times \mathbf{B}, \nabla_h \times \mathbf{C}) - (\mathbf{u} \times \mathbf{B}^-, \nabla_h \times \mathbf{C}) + \text{R}_H ((\nabla_h \times \mathbf{B}^-) \times \mathbf{B}^-, \nabla_h \times \mathbf{C}),
\end{align*}
\]
\( b(x, q) := (\nabla \cdot u, q) \).

The mixed form of the Picard step in Algorithm 1 can be written as: for \( h \in W_h^* \) and \( g \in Q_h^* \), find \((x, p) \in W_h \times Q_h \), such that for all \((y, q) \in W_h \times Q_h \),

\[
\begin{align*}
 a(x, y) + b(y, p) &= \langle h, y \rangle, \\
 b(x, q) &= \langle g, q \rangle. 
\end{align*}
\]

Remark 2. In the above proof, we have used that \( h \in W_h^* \) and \( g \in Q_h^* \), find \((x, p) \in W_h \times Q_h \), such that for all \((y, q) \in W_h \times Q_h \),

\[
\begin{align*}
 a(x, y) + b(y, p) &= \langle h, y \rangle, \\
 b(x, q) &= \langle g, q \rangle. 
\end{align*}
\]

Define the norms

\[
\|(u, B)\|_X^2 := \|\nabla u\|^2 + \|\nabla \cdot B\|^2 + \|\nabla_h \times B\|^2, \\
\|p\|_Q := \|p\|.
\]

Remark 3. Hence we have proved the well-posedness of the discrete problem on a fixed mesh.

Free, one can replace this term by \( \nabla \cdot B \), enforced exactly on the discrete level. If one wishes to use a Stokes pair that is not exactly divergence-free, one can replace this term by \( \nabla \cdot B \), cmp. [16].

Theorem 2. Assume that \( B^{-} \in L^{\infty}(\Omega) \). Then, problem \((2.10)\) is well-posed with the norms defined by \((2.11)\) and \((2.12)\).

Proof. To prove the well-posedness of \((2.10)\) based on the Brezzi theory, we need to verify the boundedness of each term, the inf-sup condition of \( b(\cdot, \cdot) \) and the coercivity of \( a(\cdot, \cdot) \) on the discrete kernel defined by

\[
W_h^0 := \{ x \in W_h : (\nabla \cdot u, q) = 0 \quad \forall q \in Q_h \}.
\]

The boundedness of both bilinear forms is obvious from the definition of the norms. In particular, the Hall term fulfills

\[
\|((\nabla_h \times B) \times B^{-}, \nabla_h \times C)\| \leq \|\nabla_h \times B\| \|B^{-}\|_{L^{\infty}} \|\nabla_h \times C\|.
\]

The inf-sup condition of \( b(\cdot, \cdot) \) follows by assumption. To prove coercivity on the kernel, we take \( v = u \) and \( C = SB \), yielding

\[
a((u, B), (v, C)) = Re^{-1}\|\nabla u\|^2 + S\|\nabla \cdot B\|^2 + SRe^{-1}\|\nabla_h \times B\|^2,
\]

and thus the coercivity of \( a(\cdot, \cdot) \). Combining the boundedness of the variational forms, the inf-sup condition of \( b(\cdot, \cdot) \) and the coercivity of \( a(\cdot, \cdot) \) on \( W_h^0 \), we complete the proof.

Remark 2. The assumption \( B^{-} \in L^{\infty}(\Omega) \) is due to the Hall term, since we do not have higher regularity for \( \nabla_h \times B \) and \( \nabla_h \times C \) than \( L^2(\Omega) \). The other nonlinear terms can be controlled by \( \|\cdot\|_X \) as, e.g.,

\[
\|(u \times B^-, \nabla_h \times C)\| \leq \|u\|_{L^6(\Omega)} \|B^{-}\|_{L^{\infty}} \|\nabla_h \times C\| \leq C \|\nabla u\| \|\nabla_h \times B^{-}\|^2 + \|\nabla \cdot B^{-}\|^2 \|\nabla_h \times C\|,
\]

where we used the Poincaré inequality, the Sobolev embedding, and the discrete Gaffney inequality for the last step. On the discrete level, we always have that the finite element function \( B^{-} \in L^{\infty}(\Omega) \) and hence we have proved the well-posedness of the discrete problem on a fixed mesh.

Remark 3. In the above proof, we have used that \( ((u^{-} \cdot \nabla) u, u) = 0 \) which holds if \( \nabla \cdot u = 0 \) is enforced exactly on the discrete level. If one wishes to use a Stokes pair that is not exactly divergence-free, one can replace this term by \( ((u^{-} \cdot \nabla) u, v) - ((u^{-} \cdot \nabla v, u) \). This approximation is equal to \( ((u^{-} \cdot \nabla) u, u) = 0 \) if \( \nabla \cdot u \) and a consistent approximation otherwise, cmp. [16].

Remark 4 (Boundary conditions). For the standard MHD equations with \( u = 0 \) and \( B \cdot n = 0 \) on \( \partial \Omega \), the boundary conditions \( E \times n = 0 \) and \( j \times n = 0 \) are equivalent due to Ohm’s law \( j = E + u \times B \).
However, for the Hall MHD equations $\mathbf{E} \times \mathbf{n} = 0$ and $\mathbf{j} \times \mathbf{n} = 0$ are independent. The generalized Ohm’s law then implies

$$\text{Re}_m^{-1} \mathbf{J} \times \mathbf{n} = \mathbf{E} \times \mathbf{n} + (\mathbf{u} \times \mathbf{B}) \times \mathbf{n} - R_H (\mathbf{j} \times \mathbf{B}) \times \mathbf{n}$$

(2.13)

$$\Leftrightarrow R_H (\mathbf{j} \times \mathbf{B}) \times \mathbf{n} = 0$$

(2.14)

$$\Leftrightarrow R_H [j \cdot \mathbf{n} \mathbf{B} - j \mathbf{B} \cdot \mathbf{n}] = 0$$

(2.15)

$$\Rightarrow j \cdot \mathbf{n} = 0.$$  

(2.16)

Hence, there exists an additional compatibility condition that $j \cdot \mathbf{n} = 0$.

In the following, we consider the convergence of the Picard iteration.

**Theorem 3.** For a fixed mesh drawn from a quasi-uniform sequence (so that the inverse estimates hold) and $f \in [H^{-1}]^3$, $\mathbf{u}_h^n$, $\mathbf{E}_h^n$, $\mathbf{j}_h^n$, $\mathbf{B}_h^n$ and $p_h^n$ from Algorithm 1 converge if $\text{Re}_m$ and $\text{Re}$ are small enough.

The proof is similar to [15, Theorem 7], and we only give a sketch of the proof focusing on the additional Hall term. The essence of the proof is to show that one gets a contraction in the errors $e_u^n := u_h^n - u_h^{n-1}$ and $e_j^n := \nabla h \times B_h^n - \nabla h \times B_h^{n-1}$, i.e.,

$$\frac{1}{2} (\text{Re}^{-1} \|\nabla e_u^n\|^2 + S \text{Re}_m^{-1} ||e_j^n||^2) \leq \frac{1}{4} (\text{Re}^{-1} ||\nabla e_u^{n-1}||^2 + S \text{Re}_m^{-1} ||e_j^{n-1}||^2)$$

(2.17)

if $\text{Re}$ and $\text{Re}_m$ are small enough. One gets an expression for these errors by subtracting the ($n-1$)-th step of (2.8a)-(2.8c) from the $n$-th step and using the test functions $\mathbf{v}_h = e_u^n$ and $\mathbf{C}_h = \mathbf{B}_h$. This gives

$$\text{Re}^{-1} \|\nabla e_u^n\|^2 + S \text{Re}_m^{-1} ||e_j^n||^2 = (u_h^n \times B_h^{n-1} - u_h^{n-1} \times B_h^{n-2}, e_j^n) + \cdots - R_H(j_h^n \times B_h^{n-1} - j_h^{n-1} \times B_h^{n-2}, e_j^n).$$

(2.18)

Here we have omitted other terms of the standard MHD system which are treated in detail in [15, Theorem 7]. The last term is the Hall term. The first term can be estimated by

$$||(u_h^n \times B_h^{n-1} - u_h^{n-1} \times B_h^{n-2}, e_j^n)|| = ||(u_h^n \times B_h^{n-1}, e_j^n) + (u_h^{n-1} \times B_h^{n-1}, e_j^n)||$$

$$\leq C(||e_u^n||_{L^2} ||B_h^{n-1}||_{L^4} ||e_j^n|| + ||u_h^{n-1}||_{L^2} ||e_B^{n-1}||_{L^4} ||e_j^n||)$$

$$\leq C(||\nabla e_u^n||^2 + ||e_j^n||^2 + ||e_j^{n-1}||^2),$$

where in the last step we have used the Sobolev embedding $||e_u^n||_{L^k} \leq C ||\nabla e_u^n||$, the generalised Gaffney inequality $||e_B^{n-1}||_{L^4} \leq C ||\nabla e_B^{n-1}|| = C ||e_j^{n-1}||$, and the energy bounds $||B_h^{n-1}||_{L^4} \leq C ||f||_{-1}$, $||u_h^{n-1}|| \leq C ||f||_{-1}$ (if $||f||_{-1}$ is assumed to be a given finite number). For $\text{Re}^{-1}$ and $\text{Re}_m^{-1}$ large enough, we can move $||\nabla e_u^n||^2$ and $||\nabla e_j^n||^2$ to the left hand side of (2.18).

The boundedness of the Hall term is more complicated. In fact, for some $0 \leq \delta \leq 3$ depending on the domain,

$$||(j_h^n \times B_h^{n-1} - j_h^{n-1} \times B_h^{n-2}, e_j^n)|| = ||(j_h^n \times B_h^{n-1}, e_j^n) + (j_h^{n-1} \times B_h^{n-1}, e_j^n)||$$

$$= ||(j_h^{n-1} \times B_h^{n-1}, e_j^n)|| \leq C ||j_h^{n-1}||_{L^{\delta+\delta}} ||e_B^{n-1}||_{L^{\delta+\delta}} ||e_j^n||$$

$$\leq C h^{-\frac{\delta}{\delta+1}} ||e_j^{n-1}|| ||e_j^n||$$

$$\leq C h^{-\frac{\delta}{\delta+1}} (||e_j^{n-1}||^2 + ||e_j^n||^2),$$

where we used the inverse estimate, the generalised Gaffney inequality and the energy bound $||j_h^{n-1}|| \leq C ||f||_{-1}$. Again, we move $||e_j^n||^2$ to the left hand side of (2.18) if $\text{Re}^{-1}$ and $\text{Re}_m^{-1}$ are large enough. The contraction (2.17) proves the convergence of $u_h^n$ and $j_h^n$. Note that the convergence of $j_h^n$ also implies the convergence of $B_h^n$ since $||e_B^n|| \leq C ||\nabla e_B^n|| = C ||e_j^n||$. 
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To show the convergence of \( p_h^n \), we note that from (2.8a),

\[
(p_h^n - p_h^{n-1}, \nabla \cdot v_h) = \text{Re}^{-1} (\nabla e^{n-1}_u, \nabla v_h) + ((e^{n-1}_u \cdot \nabla) u_h^n, v_h) + ((u_h^{n-2} \cdot \nabla) e^{n}_v, v_h)
- S(e^{n}_j \times B_h^{n-1}, v_h) - S(j_h^{n-1} \times e^{n-1}_B, v_h).
\]

From the inf-sup condition of the velocity-pressure pair, there exists \( v_h \) such that

\[
(p_h^n - p_h^{n-1}, \nabla \cdot v_h) \geq C\|p_h^n - p_h^{n-1}\|^2, \quad \text{and} \quad \|v_h\|_1 \leq \|p_h^n - p_h^{n-1}\|.
\]

Taking this \( v_h \) as the test function, we get

\[
C\|p_h^n - p_h^{n-1}\|^2 \leq \text{Re}^{-1}\|e^{n-1}_u\|_1 \|v_h\|_1 + \|e^{n-1}_v\|_1 \|u_h^n\|_1 \|v_h\|_1 + \|u_h^{n-2}\|_1 \|e^{n}_v\|_1 \|v_h\|_1 + S\|e^{n}_j\|_1 \|B_h^{n-1}\|_{L^2} \|v_h\|_1 + S\|j_h^{n-1}\|_1 \|e^{n-1}_B\|_{L^2} \|v_h\|_1.
\]

Since \( u_h^n \) converges in \( H^1(\Omega) \) and \( B_h^n \) converges in \( L^3(\Omega) \) (alternatively, \( j_h^n = \nabla \times B_h^n \) converges in \( L^2(\Omega) \)), we obtain the \( L^2 \)-convergence of \( p_h^n \) by the Cauchy-Schwarz inequality.

For the standard MHD equations, the convergence of the electric field

\[
E_h^n = \text{Re}^{-1}_m \nabla \times B_h^{n-1} - Q_c (u_h^n \times B_h^{n-1}) + R_H Q_c ((\nabla \times B_h^n) \times B_h^{n-1})
\]

follows from the strong convergence of \( B_h^n \) in \( H^3(\Omega) \cap L^6(\Omega) \) and \( u_h^n \) in \( H^1(\Omega) \to L^6(\Omega) \). For the convergence of the Hall-term, we can apply the inverse estimate as before.

**Remark 5.** For the standard MHD system, the condition on the size of \( \text{Re}^{-1} \) and \( \text{Re}_m^{-1} \) only depends on \( \|f\|_{-1} \). Due to the Hall term, this condition also involves a factor \( h^{-\frac{1}{2}} \) which might suggest that the convergence of the Picard iteration deteriorates on finer meshes. Theorem 3 proves the convergence of the Picard iteration on a fixed mesh.

### 2.4. 2.5D Hall MHD formulation

In this subsection, we introduce the 2.5-dimensional formulation of (1.1), which refers to the assumption that vector fields still have three components but derivatives in the z-direction vanish. That means we assume that a three-dimensional vector-field can be decomposed into a two-dimensional vector field and scalar field with the notation

\[
B(x, y, z) = \begin{pmatrix} \tilde{B}(x, y) \\ B_3(x, y) \end{pmatrix}.
\]

Recall that there exist two different curl operators in two dimensions, given by

\[
\text{curl} \tilde{B} = \partial_y B_2 - \partial_x B_1, \quad \text{curl} B_3 = \begin{pmatrix} \partial_y B_3 \\ -\partial_x B_3 \end{pmatrix}
\]

that correspond to the cross-products

\[
\hat{u} \times \tilde{B} = u_1 B_2 - u_2 B_1, \quad \tilde{B} \times E_3 = \begin{pmatrix} B_2 E_3 \\ -B_1 E_3 \end{pmatrix}.
\]

Hence, we can rewrite the three-dimensional cross-product and curl operator as

\[
\hat{j} \times B = \begin{pmatrix} \hat{j} \times B_3 - \tilde{B} \times j_3 \\ \hat{j} \times \tilde{B} \end{pmatrix} \quad \text{and} \quad \nabla \times B = \begin{pmatrix} \text{curl} B_3 \\ \text{curl} B \end{pmatrix}.
\]

With this notation we are able to rewrite (1.1) on a bounded polygonal Lipschitz domain \( \Omega \subset \mathbb{R}^2 \) as
-Re^{-1} \Delta \tilde{u} + (\tilde{u} \cdot \nabla) \tilde{u} - S \left( \tilde{j} \times B_3 - \tilde{B} \times j_3 \right) + \nabla p = \tilde{f}, \quad (2.23a)

-Re^{-1} \Delta u_3 + (\tilde{u} \cdot \nabla) u_3 - S \tilde{j} \times \tilde{B} = f_3, \quad (2.23b)

\tilde{j} - \text{curl} B_3 = 0, \quad (2.23c)

j_3 - \text{curl} \tilde{B} = 0, \quad (2.23d)

curl E_3 = 0, \quad (2.23e)

curl \tilde{E} = 0, \quad (2.23f)

\nabla \cdot \tilde{u} = 0, \quad (2.23g)

\nabla \cdot \tilde{u} = 0, \quad (2.23h)

Re_m^{-1} \tilde{j} - (\tilde{E} + \tilde{u} \times B_3 - \tilde{B} \times u_3 - R_{H} (\tilde{j} \times B_3 - \tilde{B} \times j_3)) = 0, \quad (2.23i)

Re_m^{-1} j_3 - (E_3 + \tilde{u} \times \tilde{B} - R_{H} j \times \tilde{B}) = 0, \quad (2.23j)

subject to the boundary conditions

\tilde{u} = 0, \quad u_3 = 0, \quad \tilde{B} \cdot \tilde{n} = 0, \quad B_3 = 0, \quad \tilde{j} \times \tilde{n} = 0, \quad j_3 = 0, \quad \tilde{E} \times \tilde{n} = 0, \quad E_3 = 0. \quad (2.24)

For a finite element discretization, as before we can look for $B_h$ in an $H^1_0(\text{div})$-conforming space and for $\tilde{j}_h$ and $\tilde{E}_h$ in an $H^1_0(\text{curl})$-conforming space. The other components $u_3, B_3, j_3$ and $E_3$ are approximated in an $H^1_0(\text{grad})$-conforming space.

3. Conservative discretizations for time-dependent problems

For time-dependent problems, we include the time derivatives in the formulation for the stationary problem, i.e., we add $\frac{d}{dt} u_h$ to (2.3a) and $\frac{d}{dt} B_h$ to (2.3c). This means we can remove the $(\nabla \cdot B_h, \nabla \cdot C_h)$ term, since the magnetic Gauss’s law will be automatically preserved in the evolution provided the initial condition is divergence-free [42].

3.1. Conserved quantities

In the ideal limit of $\text{Re} = \text{Re}_m = \infty$ it is well-known that the energy, magnetic helicity and cross helicity are conserved properties of the standard incompressible MHD system [3]. The energy is defined as

$$E := \int_{\Omega} |u|^2 + S|B|^2 \, dx, \quad (3.1)$$

the magnetic helicity is defined as

$$H_M := \int_{\Omega} A \cdot B \, dx \quad (3.2)$$

for a vector potential $A$ such that $\nabla \times A = B$, and the cross helicity is defined as

$$H_C := \int_{\Omega} u \cdot B \, dx. \quad (3.3)$$

For the ideal Hall MHD equations, the energy and magnetic helicity are still conserved, while the cross helicity is not. Here, hybrid helicity replaces the cross helicity as a conserved property and is defined as

$$H_H := \int_{\Omega} (A + \alpha u) \cdot (B + \beta \nabla \times u) \, dx \quad (3.4)$$

for $\alpha$ and $\beta$ satisfying the relation

$$2S\alpha\beta - R_H(\alpha + \beta) = 0. \quad (3.5)$$
We prove the conservation of hybrid helicity in the next theorem. Note, that the hybrid helicity is a combination of the magnetic, cross and fluid helicity, which is defined as

\[ H_F := \int_\Omega \mathbf{u} \cdot \nabla \times \mathbf{u} \, dx. \tag{3.6} \]

If \( R_H = 0 \), i.e., when the Hall term vanishes, the above equality (3.5) holds if \( \alpha = 0 \) or \( \beta = 0 \). For \( \alpha = \beta = 0 \), the hybrid helicity is just the magnetic helicity. If \( \alpha = 0 \) and \( \beta \neq 0 \) (alternatively, \( \alpha \neq 0 \) and \( \beta = 0 \)), the hybrid helicity becomes a combination of magnetic and cross helicity. Thus the conservation of hybrid helicity implies the conservation of both magnetic and cross helicity in standard MHD. In Hall MHD, \( \alpha = \beta = 0 \) still corresponds to the magnetic helicity. But in this case (3.5) does not allow the case \( \alpha = 0, \beta \neq 0 \), or \( \alpha \neq 0, \beta = 0 \). This means that the cross helicity is not conserved. There exist many non-trivial choices of \( \alpha \) and \( \beta \), for example, \( \alpha = \beta = S^{-1}R_H \).

**Theorem 4.** The generalized hybrid helicity \( H_H \) is conserved in the time-dependent Hall MHD system with \( f = 0 \) and formally \( \text{Re}^{-1} = \text{Re}_m^{-1} = 0 \) for any \( \alpha, \beta \) such that (3.5) holds.

**Proof.** We have

\[
\frac{d}{dt} H_H = \frac{d}{dt}(\mathbf{A}, \mathbf{B}) + \frac{d}{dt} [\alpha(\mathbf{u}, \mathbf{B}) + \beta(\mathbf{A}, \omega)] + \frac{d}{dt} \alpha \beta(\mathbf{u}, \omega)
= \frac{d}{dt}(\mathbf{A}, \mathbf{B}) + \frac{d}{dt}(\alpha + \beta)(\mathbf{u}, \mathbf{B}) + \frac{d}{dt} \alpha \beta(\mathbf{u}, \omega).
\]

First, the magnetic helicity is conserved, i.e.,

\[
\frac{d}{dt}(\mathbf{A}, \mathbf{B}) = 2(\mathbf{B}_t, \mathbf{A}) = 2(\nabla \times [\mathbf{u} \times \mathbf{B}], \mathbf{A}) - 2R_H(\mathbf{j} \times \mathbf{B}, \mathbf{A})
= 2(\mathbf{u} \times \mathbf{B}, \mathbf{B}) - 2R_H(\mathbf{j} \times \mathbf{B}, \mathbf{B}) = 0. \tag{3.7}
\]

It remains to check the other two terms. In fact, from (1.1a),

\[
(\mathbf{u}_t, \mathbf{B}) = (\mathbf{B}, \mathbf{u} \times \omega + S\mathbf{j} \times \mathbf{B} - \nabla p) = (\mathbf{B}, \mathbf{u} \times \omega).
\]

From (1.1c),

\[
(\mathbf{B}_t, \mathbf{u}) = -(\nabla \times \mathbf{E}, \mathbf{u}) = -(\mathbf{E}, \nabla \times \mathbf{u}) = (\mathbf{u} \times \mathbf{B} - R_H \mathbf{j} \times \mathbf{B}, \nabla \times \mathbf{u}) = (\mathbf{u} \times \mathbf{B}, \omega) - R_H(\mathbf{j} \times \mathbf{B}, \omega).
\]

Consequently,

\[
\frac{d}{dt}(\alpha + \beta)(\mathbf{u}, \mathbf{B}) = (\alpha + \beta)[(\mathbf{u}_t, \mathbf{B}) + (\mathbf{u}, \mathbf{B}_t)] = -R_H(\alpha + \beta)(\mathbf{j} \times \mathbf{B}, \omega).
\]

Moreover,

\[
\frac{d}{dt} \alpha \beta(\mathbf{u}, \omega) = 2\alpha \beta(\mathbf{u}_t, \omega) = 2\alpha \beta(\mathbf{u} \times \omega + S\mathbf{j} \times \mathbf{B} - \nabla p, \omega) = 2S\alpha \beta(\mathbf{j} \times \mathbf{B}, \omega).
\]

This implies that

\[
\frac{d}{dt} H_H = [2S\alpha \beta - R_H(\alpha + \beta)](\mathbf{j} \times \mathbf{B}, \omega)
\]

and proves the desired result. \( \square \)

Similar to the discussions in [27], we show that the hybrid helicity provides a lower bound for the energy when \( \alpha = \beta = S^{-1}R_H \). This bound, which was referred to as the Arnold inequality in the case of the magnetic helicity [43, Section 8], shows that non-zero hybrid helicity, as a measure of the knottedness, provides a topological barrier which prevents a hybrid energy defined by \( ||\mathbf{B} + S^{-1}R_H\omega||^2 \) from decaying below a certain value. The conclusion also holds for dissipative flows where the helicity is not conserved.
Theorem 5.
\[ \|B + S^{-1}R_H \omega\|_2 \geq C^{-1}|H_H|, \]
where C is the positive constant in the Poincaré inequality.

Proof.
\[ |H_H| = \left| \int (A + S^{-1}R_H u) \cdot (B + S^{-1}R_H \omega) \, dx \right| \leq \|A + S^{-1}R_H u\| \|B + S^{-1}R_H \omega\| \]
\[ \leq C \|B + S^{-1}R_H \omega\|^2. \]

Next, we present time discretizations that preserve the above quantities precisely on the discrete level. The MHD system has delicate differential structures reflected in its various conserved quantities, e.g., the energy, the magnetic Gauss law, and the magnetic and cross/hybrid helicity. In fact, in the proof of the energy conservation, the Lorentz force and the magnetic convection cancel each other, and the fluid convection cancels itself. For the cross helicity, the fluid and magnetic convection cancel each other, and the Lorentz force cancels itself. To construct conservative numerical methods, it is important to respect these symmetries on the discrete level. This in turn requires certain algebraic structures among the discrete spaces; for example, to preserve the magnetic Gauss law, we discretize unknowns on discrete de Rham sequences, as in (2.4). The magnetic helicity involves the magnetic field and its potential. Therefore it is largely independent of the fluid discretization. However, the energy law and the conservation of cross/hybrid helicity essentially derive from the symmetric coupling between fluids and electromagnetic fields. Thus it is not surprising that to preserve them on the discrete level, the finite element spaces for the velocity and pressure (Stokes pairs) have to interplay with the spaces for the electromagnetic fields (de Rham sequences).

Therefore, the imposition of the boundary condition \( u = 0 \) on \( \partial \Omega \) can cause difficulties in designing conservative methods, because the description of all components of \( u \) on the boundary does not fit to the electromagnetic boundary conditions. Hence, the literature distinguishes for the standard MHD system between the boundary conditions \( u \times n \) [22] and \( u \cdot n \) [21], where the velocity field \( u \) is discretized with \( H_0^0(\text{curl}) \)- and \( H_0^0(\text{div}) \)-conforming finite element spaces respectively. Both schemes conserve the energy, magnetic and cross helicity precisely on the discrete level. In the following, we also focus on these two cases and extend the proposed algorithms for the additional Hall-term and the hybrid helicity.

3.2. Helicity and energy preserving scheme for \( u \times n = 0 \)

In this section, we present a time discretization that preserves the energy and magnetic and hybrid helicity precisely for the boundary condition \( u \times n = 0 \) on \( \partial \Omega \). Since these quantities are only preserved for \( f = 0 \) and formally \( \text{Re}^{-1} = \text{Re}_m^{-1} = \infty \), we focus only on this case from now on for this section.

The following approach is mainly taken from [22], but adapted for the additional Hall-term. Let \( Q_c \) denote the projection to \( H_0^0(\text{curl}) \), \( Q_d \) the projection to \( H_0^0(\text{div}) \) and \( P_h := p_h + 1/2|u|^2 \) the total pressure.

We first consider a semi-discrete formulation, discretized in space. We formally eliminate the electric field \( E_h \) by the generalized Ohm’s law (1.1f). The problem is: find \( (u_h(t), P_h(t), B_h(t), j_h(t)) \in H_0^0(\text{curl}) \times H_1^0(\Omega) \times H_0^0(\text{div}) \times H_0^0(\text{curl}) \) such that (we drop the argument \( t \) in the following)

\[
\begin{align*}
((u_h)_t, v_h) + (Q_c[\nabla \times u_h] \times u_h, v_h) - S(j_h \times Q_cB_h, v_h) + (\nabla P_h, v_h) &= 0 \quad \forall v_h \in H_0^0(\text{curl}), \\
(u_h, \nabla Q_h) &= 0 \quad \forall Q_h \in H_1^0(\Omega), \\
((B_h)_t, C_h) - (\nabla \times Q_c[u_h \times Q_cB_h], C_h) + R_H(\nabla \times Q_c[j_h \times Q_cB_h], C_h) &= 0 \quad \forall C_h \in H_0^0(\text{div}), \\
(j_h, k_h) - (B_h, \nabla \times k_h) &= 0 \quad \forall k_h \in H_0^0(\text{curl}).
\end{align*}
\]
This formulation is useful for analysis but not yet amenable to computation, due to the presence of the projection operators.

**Theorem 6.** Any solution \((u_h, p_h, B_h, j_h)\) of (3.9) fulfills the magnetic Gauss’s law \(\nabla \cdot B_h = 0\) precisely if \(\nabla \cdot B_h = 0\).

**Proof.** Choosing

\[ C_h = (B_h)_t - \nabla \times Q_c[u_h \times Q_c B_h] + R_H[j_h \times Q_c B_h] \]  

(3.10)
in (3.9c) gives \((B_h)_t = \nabla \times Q_c[u_h \times Q_c B_h] + R_H[j_h \times Q_c B_h]\) and hence \(\nabla \cdot B_h = 0\) if \(\nabla \cdot B_h = 0\).

**Theorem 7.** Any solution \((u_h, p_h, B_h, j_h)\) of (3.9) satisfies the energy identity

\[ \frac{1}{2} \frac{d}{dt} \|u_h\|^2 + S\|B_h\|^2 = 0. \]

**Proof.** Testing (3.9a) with \(u_h\),

\[ \frac{1}{2} \frac{d}{dt} \|u_h\|^2 = S(j_h \times Q_c B_h, u_h). \]

Testing (3.9c) with \(B_h\),

\[ \frac{1}{2} \frac{d}{dt} \|B_h\|^2 = (\nabla \times Q_c[u_h \times Q_c B_h], B_h) - R_H(\nabla \times Q_c[j_h \times Q_c B_h], B_h) \]

\[ = (Q_c[u_h \times Q_c B_h], j_h) - R_H(Q_c[j_h \times Q_c B_h], j_h) \]

\[ = -(j_h \times Q_c B_h, u_h). \]

Here we have used the definition of \(j_h\) in (3.9d) and that \(j_h \in H_0^1(\text{curl})\). Consequently, the desired result holds by adding the above equalities.

On the discrete level we define the hybrid helicity as

\[ H_H := \int_\Omega (A_h + \alpha u_h) \cdot (B_h + \beta \omega_h) \, dx, \]

(3.11)

where \(\omega_h := Q_c \nabla \times u_h\) and \((\alpha, \beta)\) satisfies (3.5).

**Theorem 8.** The hybrid helicity of (3.9) is conserved if \(f = 0\) and formally \(\text{Re}^{-1} = \text{Re}_m^{-1} = 0\) for any \(\alpha, \beta\) such that (3.5) holds.

**Proof.** Similar to the continuous level, we have

\[ \frac{d}{dt} H_H = \frac{d}{dt}(A_h, B_h) + \frac{d}{dt}(\alpha + \beta)(u_h, B_h) + \frac{d}{dt}\alpha \beta(u_h, \omega_h). \]

Testing (3.9c) with \(Q_c A_h\), using that \(\nabla \times H_0^1(\text{curl}) \subseteq H_0^1(\text{div})\) and integrating by parts, we have

\[ \frac{d}{dt}(A_h, B_h) = 2((B_h)_t, A_h) = 2(\nabla \times Q_c[u_h \times Q_c B_h], A_h) - 2R_H(\nabla \times Q_c[j_h \times Q_c B_h], A_h) \]

\[ = 2(\nabla \times Q_c[j_h \times Q_c B_h], B_h) - 2R_H(\nabla \times Q_c[j_h \times Q_c B_h], B_h) \]

\[ = 2(\nabla \times Q_c[j_h \times Q_c B_h], Q_c B_h) - 2R_H(j_h \times Q_c B_h, Q_c B_h) \]

\[ = 0. \]

Testing (3.9a) with \(Q_c B_h\), we have

\[ ((u_h)_t, B_h) = -(Q_c(\nabla \times u_h) \times u_h, Q_c B_h) + S(j_h \times Q_c B_h, Q_c B_h) \]

\[ = -(Q_c(\nabla \times u_h) \times u_h, Q_c B_h). \]
Testing (3.9c) with $Q_d u_h$, using that $(B_h)_t, Q_d u_h) = ((B_h)_t, u_h)$, we have
\[
((B_h)_t, u_h) = (\nabla \times Q_c \nu u_h \times Q_c B_h), u_h) - R_H(\nabla \times Q_c \beta h \times Q_c B_h), u_h) \\
= (u_h \times Q_c B_h, Q_c \nabla \times u_h) - R_H(j_h \times Q_c B_h, Q_c \nabla \times u_h) \\
= (Q_c(\nabla \times u_h) \times u_h, Q_c B_h) - R_H(j_h \times Q_c B_h, Q_c(\nabla \times u_h)).
\]

Consequently,
\[
\frac{d}{dt}(\alpha + \beta)(u_h, B_h) = (\alpha + \beta)[((u_h)_t, B_h) + (u_h, (B_h)_t)] = -R_H(\alpha + \beta)(j_h \times Q_c B_h, Q_c(\nabla \times u_h)).
\]

Moreover, testing (3.9a) with $Q_c(\nabla \times u_h)$, we get
\[
\frac{d}{dt} \alpha \beta(\nabla \times u_h) = 2\alpha \beta((u_h)_t, \nabla \times u_h) \\
= -2\alpha \beta(Q_c(\nabla \times u_h) \times u_h, Q_c(\nabla \times u_h)) + 2\alpha \beta S(j_h \times Q_c B_h, Q_c(\nabla \times u_h)) \\
= 2\alpha \beta S(j_h \times Q_c B_h, Q_c(\nabla \times u_h)).
\]

This implies that
\[
\frac{d}{dt} H_H = [2S\alpha \beta - R_H(\alpha + \beta)](j_h \times Q_c B_h, Q_c(\nabla \times u_h)).
\]

Similar to Theorem 5 on the continuous level, we have the following. The proof is analogous, only using the discrete Poincaré inequality [35, Theorem 5.11].

**Theorem 9** (discrete Arnold inequality).

\[
\|B_h + S^{-1} R_H(\omega_h)\|^2 \geq C^{-1}|H_H|,
\]

where $C$ is a positive constant.

To render the semi-discrete problem (3.9) amenable to computation, we introduce auxiliary variables for the projection operators. The resulting problem is: find $(u_h(t), P_h(t), B_h(t), E_h(t), j_h(t), H_h(t), \omega_h(t)) \in H^h_0(\text{curl}) \times H^h_0(\text{div}) \times [H^h_0(\text{curl})]^4$, such that for any $(v_h, q_h, C_h, F_h, k_h, G_h, \mu_h)$ in the same space,

\[
((u_h)_t, v_h) - (u_h \times \omega_h, v_h) - S(j_h \times H_h, v_h) + R^{-1}(\nabla \times u_h, \nabla \times v_h) + (v_h, \nabla P_h) = 0, \quad (3.12a)
\]

\[
(u_h, \nabla Q_h) = 0, \quad (3.12b)
\]

\[
((B_h)_t, C_h) + (\nabla \times E_h, C_h) = 0, \quad (3.12c)
\]

\[
(j_h, F_h) - (B_h, \nabla \times F_h) = 0, \quad (3.12d)
\]

\[
(H_h, G_h) - (B_h, G_h) = 0, \quad (3.12e)
\]

\[
(\omega_h, \mu_h) - (\nabla \times u_h, \mu_h) = 0, \quad (3.12f)
\]

\[
-R^{-1}(j_h, k_h) + (E_h, k_h) - (R_H j_h - u_h) \times H_h, k_h = 0. \quad (3.12g)
\]

Now (3.12d) gives $j_h = \nabla \times B_h$, (3.12e) gives $H_h = Q_c B_h$; and (3.12f) gives $\omega_h = Q_c \nabla \times u_h$.

For the time-discretization, we replace the time-derivatives of $(u_h)_t$ and $(B_h)_t$ by the difference quotients

\[
D_t u_h = \frac{u_h^{k+1} - u_h^k}{\Delta t} \quad \text{and} \quad D_t B_h = \frac{B_h^{k+1} - B_h^k}{\Delta t}.
\]

We replace $u_h$ and $B_h$ with the average of two neighbouring time steps defined as $u_h^{k+\frac{1}{2}} := \frac{1}{2}(u_h^{k+1} + u_h^k)$ and $B_h^{k+\frac{1}{2}} := \frac{1}{2}(B_h^{k+1} + B_h^k)$. All the other auxiliary variables are only defined on the midpoints of
two time steps \( k + \frac{1}{2} \) (not an average) and denoted as \( E_{h}^{k+\frac{1}{2}}, E_{h}^{k+\frac{1}{2}}, J_{h}^{k+\frac{1}{2}}, H_{h}^{k+\frac{1}{2}} \) and \( \omega_{h}^{k+\frac{1}{2}} \). This way we only have to provide initial data \( u_{h}^{0} \) and \( B_{h}^{0} \) and then solve the time-discretized version of (3.12) for each \( k \geq 1 \); compare with [22, Algorithm 1].

**Theorem 10.** The time-discretized version of (3.12) preserves the energy, magnetic and hybrid helicity precisely and enforces \( \nabla \cdot B_{h} = 0 \) for all time steps; i.e., for all \( k \geq 0 \) there holds

\[
\int_{\Omega} u_{h}^{k+1} \cdot u_{h}^{k+1} + S B_{h}^{k+1} \cdot B_{h}^{k+1} dx = \int_{\Omega} u_{h}^{k} \cdot u_{h}^{k} + S B_{h}^{k} \cdot B_{h}^{k} dx, 
\]

\[
(3.14)
\]

\[
\int_{\Omega} A_{h}^{k+1} \cdot B_{h}^{k+1} dx = \int_{\Omega} A_{h}^{k} \cdot B_{h}^{k} dx,
\]

\[
(3.15)
\]

\[
\int_{\Omega} (A_{h}^{k+1} + \alpha u_{h}^{k+1}) \cdot (B_{h}^{k+1} + \beta \omega_{h}^{k+1/2}) dx = \int_{\Omega} (A_{h}^{k} + \alpha u_{h}^{k}) \cdot (B_{h}^{k} + \beta \omega_{h}^{k-1/2}) dx,
\]

\[
(3.16)
\]

\[
\text{div} B_{h}^{k} = 0.
\]

\[
(3.17)
\]

**Proof.** These results follow immediately from the proofs of the continuous results by replacing the continuous time-derivative \( \partial_{t} \) by \( D_{t} \). As an example, we prove the conservation of the magnetic helicity. It holds that

\[
\frac{1}{\Delta t} \int_{\Omega} A_{h}^{k+1} \cdot B_{h}^{k+1} - A_{h}^{k} \cdot B_{h}^{k} dx = (D_{t}B_{h}, A_{h}^{k+1/2}) + (D_{t}A_{h}, B_{h}^{k+1/2}).
\]

From the definition of the scheme, it follows that

\[
(D_{t}B_{h}, A_{h}^{k+1/2}) = - \left( \nabla \times E_{h}^{k+1/k} - A_{h}^{k+1/2}, A_{h}^{k} \right) = - \left( E_{h}^{k+1/2}, B_{h}^{k+1/2} \right) = - \left( (R_{H}J_{h}^{k+1/2} - u_{h}^{k+1/2}) \times H_{h}^{k+1/2}, H_{h}^{k+1/2} \right) = 0.
\]

The term \((D_{t}A_{h}, B_{h}^{k+1/2})\) vanishes with an analogous proof.

\[
(3.18a)
\]

3.3. Helicity and energy preserving scheme for \( u \cdot n = 0 \)

We now consider the boundary conditions \( u \cdot n = 0 \) on \( \partial \Omega \). The presented scheme preserves the energy and magnetic helicity precisely, and in contrast to the previous algorithm also enforces \( \nabla \cdot u_{h} = 0 \) precisely, but it does not preserve the hybrid helicity. Again, we only focus on \( f = 0 \) and formally \( \text{Re}^{-1} = \text{Re}_{m}^{-1} = \infty \).

The following algorithm is mainly taken from [21], but adapted for the additional Hall-term. The semi-discrete form of our algorithm is given by: find \( (u_{h}(t), p_{h}(t), B_{h}(t), j_{h}(t)) \in H_{0}^{h}(\text{div}) \times L_{0}^{2}(\Omega) \times H_{0}^{h}(\text{div}) \times H_{0}^{h}(\text{curl}) \) such that

\[
((u_{h}, v_{h}) + (Q_{c}[\nabla_{c} \times u_{h}] \times Q_{c} u_{h}], v_{h}) - S(Q_{c}[J_{h} \times Q_{c} B_{h}], v_{h}) - (p_{h}, \nabla \cdot v_{h}) = 0 \quad \forall v_{h} \in H_{0}^{h}(\text{div}),
\]

\[
(3.18a)
\]

\[
(\nabla \cdot u_{h}, q_{h}) = 0 \quad \forall q_{h} \in L_{0}^{2}(\Omega),
\]

\[
(3.18b)
\]

\[
((B_{h}, C_{h}) - (\nabla \times Q_{c}[Q_{c} u_{h} \times Q_{c} B_{h}], C_{h}) + R_{H}(\nabla \times Q_{c}[J_{h} \times Q_{c} B_{h}], C_{h}) = 0 \quad \forall C_{h} \in H_{0}^{h}(\text{div}),
\]

\[
(3.18c)
\]

\[
(j_{h}, k_{h}) - (B_{h}, \nabla \times k_{h}) = 0 \quad \forall k_{h} \in H_{0}^{h}(\text{curl}).
\]

(3.18d)

For the following theorems, we only show the part of the proof that involves the additional Hall-term. The remainders of the proofs then coincide with the ones in [21].
Remark 6. Similar to before, every solution satisfies $\nabla \cdot \mathbf{B}_h = 0$ if $\nabla \cdot \mathbf{B}_h^0 = 0$. Furthermore, the $H(\text{div}; \Omega) - L^2(\Omega)$ discretization allows the exact enforcement of $\nabla \cdot \mathbf{u}_h = 0$, e.g., for $\mathbf{V}_h = \text{BDM}_k$ or $\mathbf{V}_h = \text{RT}_k$ and $Q_h = \text{DG}_{k-1}$ since then $\nabla \cdot \mathbf{V}_h \subset Q_h$.

Theorem 11. Any solution $(\mathbf{u}_h, p_h, \mathbf{B}_h, \mathbf{j}_h)$ of (3.18) satisfies the energy identity

$$\frac{1}{2} \frac{d}{dt}(\|\mathbf{u}_h\|^2 + S\|\mathbf{B}_h\|^2) = 0.$$ 

Proof. For the energy identity, it is crucial that the additional Hall term vanishes when (3.18c) is tested with $\mathbf{B}_h$. Indeed, we have that

$$R_H(\nabla \times Q_c[j_h \times Q_c\mathbf{B}_h] , \mathbf{B}_h) = R_H(Q_c[j_h \times Q_c\mathbf{B}_h], j_h) = 0 \quad (3.19)$$

since $Q_c j_h = j_h$ for $j_h \in H_h^0(\text{curl})$.

Theorem 12. The magnetic helicity of (3.18) is conserved if $\mathbf{f} = 0$ and formally $\text{Re}^{-1} = \text{Re}_m^{-1} = 0$.

Proof. We have to show that the Hall-term vanishes when (3.18c) is tested with a vector-potential $\mathbf{A}_h$. Calculating,

$$R_H(\nabla \times Q_c[j_h \times Q_c\mathbf{B}_h] , \mathbf{A}_h) = R_H(Q_c[j_h \times Q_c\mathbf{B}_h], \mathbf{B}_h) = R_H(j_h \times Q_c\mathbf{B}_h, Q_c\mathbf{B}_h) = 0. \quad (3.20)$$

Remark 7. We discuss a scheme that conserves hybrid helicity is difficult to construct for the boundary conditions $\mathbf{u} \cdot \mathbf{n} = 0$. First, these boundary conditions naturally fit with $\mathbf{u}_h \in H_h^0(\text{div})$. Therefore, the definition of the discrete hybrid helicity is not straight-forward due to the term $\nabla \times \mathbf{u}$. Two possible choices could be

$$H_H := \int_{\Omega} (\mathbf{A}_h + \alpha \mathbf{u}_h) \cdot (\mathbf{B}_h + \beta \omega_h) \, dx, \quad (3.21)$$

with either $\omega_h = \nabla \times Q_c\mathbf{u}_h$ or $\omega_h = \nabla_h \times \mathbf{u}_h$. The evolution of the fluid helicity would coincide for both definitions since

$$\frac{d}{dt}(\mathbf{u}_h, \nabla \times Q_c\mathbf{u}_h) = ((\mathbf{u}_h)_t, \nabla \times Q_c\mathbf{u}_h) + (\mathbf{u}_h, \nabla \times Q_c(\mathbf{u}_h)_t) = ((\mathbf{u}_h)_t, \nabla_h \times \mathbf{u}_h + \nabla \times Q_c\mathbf{u}_h) \quad (3.22)$$

and

$$\frac{d}{dt}(\mathbf{u}_h, \nabla_h \times \mathbf{u}_h) = ((\mathbf{u}_h)_t, \nabla_h \times \mathbf{u}_h) + (\mathbf{u}_h, \nabla_h \times (\mathbf{u}_h)_t) = ((\mathbf{u}_h)_t, \nabla \times Q_c\mathbf{u}_h + \nabla_h \times \mathbf{u}_h). \quad (3.23)$$

The right-hand side can be modified to $\nabla \times Q_c\mathbf{u}_h + Q_d^0 \nabla_h \times \mathbf{u}_h$, where $Q_d^0$ denotes the projection to the divergence-free functions in $H_h^0(\text{div})$. This ensures that this term is a suitable test function in the velocity equation and that the term $(p_h, \nabla \cdot \mathbf{v}_h)$ vanishes.

An essential step in a proof for the hybrid helicity conservation on the continuous level is that the advection term from the Navier–Stokes equations vanishes when tested against $\omega$, i.e., $(\mathbf{u} \times \omega, \omega) = 0$. This already requires a complicated discretization of the advection term. A possible choice could be to approximate $u \times \omega$ by

$$\frac{1}{2} Q_d[u \times [\nabla \times Q_c\mathbf{u}_h + Q_d^0 \nabla_h \times \mathbf{u}_h]]. \quad (3.24)$$

However, the essence of the conservation proofs is the cancellation of corresponding terms that result from the symmetry in the discretization. That means also the Lorentz force, the Hall-term and magnetic advection terms have to be discretized in a similar complicated way. The authors were not able to find an elegant discretization that does not require the introduction of many additional terms and auxiliary variables.
Again, to render (3.18) computable we introduce auxiliary variables for the projections, yielding: find \((u_h(t), p_h(t), B_h(t), E_h(t), j_h(t), H_h(t), \omega_h(t), U_h(t), \alpha_h(t)) \in H_0^2(\text{div}) \times L_0^2(\Omega) \times H_0^1(\text{div}) \times [H_0^2(\text{curl})]^6\), such that for any \((v_h, q_h, C_h, F_h, k_h, G_h, \mu_h, V_h, \beta_h)\) in the same space,

\[
\begin{align*}
((u_h)_t, v_h) + (\alpha_h, v_h), v_h) + (\nabla \cdot v_h, p_h) = 0, \\
(\nabla \cdot u_h, q_h) = 0, \\
((B_h)_t, C_h) + (\nabla \times E_h, C_h) = 0, \\
(j_h, F_h) - (B_h, \nabla \times F_h) = 0, \\
(H_h, G_h) - (B_h, G_h) = 0, \\
(\omega_h, \mu_h) - (u_h, \nabla \times \mu_h) = 0, \\
(U_h, V_h) - (u_h, V_h) = 0, \\
(\alpha_h, \beta_h) + (\omega_h \times U_h, \beta_h) - (j_h \times H_h, \beta_h) = 0, \\
(E_h, k_h) - \left((R_H j_h - U_h) \times H_h, k_h\right) = 0. \\
\end{align*}
\]

Now (3.25d) gives \(j_h = \nabla \times B_h\), (3.25c) gives \(H_h = Q_hB_h\); (3.25f) gives \(\omega_h = \nabla \times u_h\), (3.25g) gives \(U_h = Q_hu_h\) and (3.25h) gives \(\alpha_h = Q_h\left((\nabla \times u_h) \times Q_hu_h\right) - S(\nabla \times Q_hu_h).\)

We use the same time discretization as in Section 3.2; compare also to [21, Section 6] for a detailed proof of the next theorem. The proofs for the Hall-term follow immediately from the continuous proofs of Theorem 11 and Theorem 12.

**Theorem 13.** The time-discretized version of (3.25) preserves the energy and magnetic helicity precisely and enforces \(\text{div} B_h = \text{div} u_h = 0\) for all time steps; i.e. for all \(k \geq 0\) there holds

\[
\begin{align*}
\int_\Omega u_h^{k+1} \cdot u_h^{k+1} + SB_h^{k+1} \cdot B_h^{k+1} dx &= \int_\Omega u_h^k \cdot u_h^k + SB_h^k \cdot B_h^k dx, \\
\int_\Omega A_h^{k+1} \cdot B_h^{k+1} dx &= \int_\Omega A_h^k \cdot B_h^k dx, \\
\text{div} u_h^k &= 0, \\
\text{div} B_h^k &= 0.
\end{align*}
\]

4. Augmented Lagrangian preconditioner

In this section, we derive block preconditioners for the stationary and time-dependent versions of the Picard and Newton linearizations from Algorithm 1 and Algorithm 2. In each nonlinear step, we have to solve a linear system of the form

\[
\begin{bmatrix}
F & B^T & 0 & \tilde{K} & \tilde{K} \\
B & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -A & M \\
0 & 0 & \mathcal{D} & \mathcal{C} & 0 \\
-\mathcal{G} & 0 & -\mathcal{P} & -\mathcal{G} + \mathcal{N} & \mathcal{L} + \mathcal{N}
\end{bmatrix}
\begin{bmatrix}
x_{u_h} \\
x_{p_h} \\
x_{E_h} \\
x_{B_h} \\
x_{j_h}
\end{bmatrix}
= \begin{bmatrix}
R_{u_h} \\
R_{p_h} \\
R_{E_h} \\
R_{B_h} \\
R_{j_h}
\end{bmatrix},
\]

where \(x_{u_h}, x_{p_h}, x_{E_h}, x_{B_h}\) and \(x_{j_h}\) are the coefficients of the discretized Newton corrections and \(R_{u_h}, R_{p_h}, R_{E_h}, R_{B_h}\) and \(R_{j_h}\) the corresponding nonlinear residuals. The correspondence between the discrete and continuous operators is illustrated in Table 1. We have chosen the notation that operators that include a tilde are omitted in the Picard linearization from Algorithm 1. In the time-dependent case, the terms \((\Delta t)^{-1} u_h^n\) and \((\Delta t)^{-1} B_h^n\) are added to \(F\) and \(C\), respectively.

The following preconditioning approach is similar to one developed in [28] for the standard incompressible resistive MHD equations. The main idea is to do a Schur complement approximation.
which separates the hydrodynamic and electromagnetic unknowns and then to apply parameter-robust multigrid methods to the different subproblems.

We start by simplifying the outer Schur complement that eliminates the \((u_h, p_h)\) block given by

\[
S^{(u_h, p_h)} = \begin{bmatrix}
0 & -A & \mathcal{M} \\
D & C & 0 \\
-P & -\tilde{G} + \tilde{N} + \mathcal{G}S_{1,1}^{-1}\tilde{K} & \mathcal{L} + \mathcal{N} + \mathcal{G}S_{1,1}^{-1}\mathcal{K}
\end{bmatrix}
\]

Applying the identity

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}^{-1} = \begin{bmatrix}
A^{-1} + A^{-1}B(D - CA^{-1}B)^{-1}CA^{-1} & -A^{-1}B(D - CA^{-1}B)^{-1} \\
-(D - CA^{-1}B)^{-1}CA^{-1} & (D - CA^{-1}B)^{-1}
\end{bmatrix}
\]

for non-singular matrices \(A\) and \((D - CA^{-1}B)\) to the \((u_h, p_h)\) block results in

\[
S^{(u_h, p_h)} = \begin{bmatrix}
0 & -A & \mathcal{M} \\
D & C & 0 \\
-P & -\tilde{G} + \tilde{N} + \mathcal{G}S_{1,1}^{-1}\tilde{K} & \mathcal{L} + \mathcal{N} + \mathcal{G}S_{1,1}^{-1}\mathcal{K}
\end{bmatrix}
\]

with

\[
S_{1,1}^{-1} = \mathcal{F}^{-1} - \mathcal{F}^{-1}\mathcal{B}^T(\mathcal{B}\mathcal{F}^{-1}\mathcal{B}^T)^{-1}\mathcal{B}\mathcal{F}^{-1}.
\]

Note that the magnitude of the matrices \(\mathcal{G}S_{1,1}^{-1}\tilde{K}\) and \(\mathcal{G}S_{1,1}^{-1}\mathcal{K}\) is approximately a factor of \(\mathcal{O}(h^2)\) smaller than of the other matrices at the corresponding entries. Therefore, a good approximation for a reasonably refined mesh and moderate coupling numbers \(S\) is given by

\[
S^{(u_h, p_h)}_{\text{approx}} = \begin{bmatrix}
0 & -A & \mathcal{M} \\
D & C & 0 \\
-P & -\tilde{G} + \tilde{N} & \mathcal{L} + \mathcal{N}
\end{bmatrix}
\]

The treatment of the hydrodynamic block

\[
\mathcal{M}_{NS} = \begin{bmatrix}
\mathcal{F} & \mathcal{B}^T \\
\mathcal{B} & 0
\end{bmatrix}
\]
with hydrodynamic block complement approximation \( \tilde{F} \) of (4.7). Moreover, we use an \( H(\text{div}; \Omega) \)-conforming discretization of \( \mathbf{u}_h \) [28, Section 2.3] to allow the use of parameter-robust multigrid methods that can deal with the non-trivial kernels of the occurring semi-definite terms; for more information about this topic we refer to [44].

We found that applying the same parameter-robust multigrid methods monolithically to the Schur complement approximation \( S(\mathbf{u}_h; \mathbf{p}_h) \) shows good results for the three dimensional lid-driven cavity problem as long as \( \text{Re}_m \), \( S \) and \( \mathbf{R}_H \) are not chosen too high at the same time.

For completeness, we also outline the block structure of the 2.5D formulation introduced in Section 2.4. We use \( \eta \in \{0, 1\} \) to distinguish between the stationary (\( \eta = 0 \)) and transient (\( \eta = 1 \)) cases. The hydrodynamic block
\[
\begin{bmatrix}
    \mathcal{F} & \mathcal{B}^T \\
    \mathcal{B} & 0
\end{bmatrix}
\]

arises now as the discretization of the forms
\[
\begin{bmatrix}
    A_1 & 0 & (p_h, \nabla \cdot \mathbf{v}_h) \\
    0 & A_2 & 0 \\
    (\nabla \cdot \tilde{\mathbf{u}}_h, q_h) & 0 & 0
\end{bmatrix}
\]

(4.8)

with
\[
A_1 = \frac{\eta}{\Delta t}(\tilde{\mathbf{u}}_h^n, \tilde{\mathbf{v}}_h) - \frac{1}{\text{Re}}(\nabla \tilde{\mathbf{u}}_h^n, \nabla \tilde{\mathbf{v}}_h) + ((\tilde{\mathbf{u}}_h^n \cdot \nabla)\tilde{\mathbf{u}}_h^{n-1}, \mathbf{v}_h) + ((\tilde{\mathbf{u}}_h^n \cdot \nabla)\tilde{\mathbf{u}}_h^n, \mathbf{v}_h) + \gamma(\nabla \cdot \tilde{\mathbf{u}}_h^n, \nabla \cdot \tilde{\mathbf{v}}_h),
\]

\[
A_2 = \frac{\eta}{\Delta t}(u_{3h}^n, v_{3h}) - \frac{1}{\text{Re}}(\nabla u_{3h}^n, \nabla v_{3h}) + ((\tilde{\mathbf{u}}_h^n \cdot \nabla)u_{3h}^{n-1}, v_{3h}) + ((\tilde{\mathbf{u}}_h^n \cdot \nabla)v_{3h}^n, v_{3h}).
\]

Furthermore,
\[
\begin{bmatrix}
  0 & \tilde{K} & \mathcal{K} \\
  0 & 0 & 0
\end{bmatrix}
\]

and
\[
\begin{bmatrix}
  0 & -A & \mathcal{M} \\
  \mathcal{D} & \mathcal{C} & 0 \\
  -\mathcal{G} & 0 & \mathcal{N}
\end{bmatrix}
\]

(4.9)

correspond to
\[
\begin{bmatrix}
  0 & 0 & S(\tilde{\mathbf{B}}_h^{n} \times j_{3h}^{n-1}, \tilde{\mathbf{v}}_h) & -S(\tilde{\mathbf{j}}_h^{n-1} \times \mathbf{B}_h^{n}, \tilde{\mathbf{v}}_h) & -S(\tilde{\mathbf{B}}_h^{n-1} \times j_{3h}^{n}, \tilde{\mathbf{v}}_h) & S(\tilde{\mathbf{B}}_h^{n} \times j_{3h}^{n}, \tilde{\mathbf{v}}_h) \\
  0 & 0 & -S(\tilde{\mathbf{j}}_h^{n-1} \times \mathbf{B}_h^{n}, v_{3h}) & 0 & -S(\tilde{\mathbf{j}}_h^{n-1} \times \mathbf{B}_h^{n}, v_{3h}) & 0 \\
  0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(4.10)

and
\[
\begin{bmatrix}
  0 & 0 & 0 & -((\tilde{\mathbf{u}}_h^n \times \mathbf{B}_h^{n-1}, \mathbf{k}_h) & (\tilde{\mathbf{B}}_h^{n} \times u_{3h}^{n-1}, k_h) & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(4.11)

and
\[
\begin{bmatrix}
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  \text{curl} \mathbf{E}_h^{3h}, \mathcal{C}_h \\
  \text{curl} \mathbf{E}_h^{3h}, \mathcal{C}_h \\
  -\mathbf{E}_h^{3h}, \mathcal{K}_h \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  \text{curl} \mathbf{E}_h^{3h}, \mathcal{C}_h \\
  \text{curl} \mathbf{E}_h^{3h}, \mathcal{C}_h \\
  -\mathbf{E}_h^{3h}, \mathcal{K}_h \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  \text{curl} \mathbf{E}_h^{3h}, \mathcal{C}_h \\
  \text{curl} \mathbf{E}_h^{3h}, \mathcal{C}_h \\
  -\mathbf{E}_h^{3h}, \mathcal{K}_h \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(4.12)
Our numerical experiments suggest that the same outer Schur complement approximation (now applied to the blocking $\tilde{u}_h, q_h, p_h$ and $(B_h, B_{3h}, \tilde{E}_h, E_{1h}, j_{1h}, j_{3h})$) still works well for the 2.5D case. However, we observe poor performance of the monolithic multigrid method applied to this block for an island coalescence and $R_{H} > 0.01$. Robust solvers for this inner problem require further investigation and we apply a direct solver to this block in the 2.5D numerical results in the next section.

5. Numerical Results

The following numerical results were implemented in Firedrake [45], which uses the solver package PETSc [46] and the implementation of parameter-robust multigrid methods from PCPATCH [47]. Moreover, we replaced the Laplace term $-\Delta u$ in our implementation by $-2\nabla \cdot \varepsilon(u)$, where $\varepsilon(u) := 1/2(\nabla u + \nabla u^\top)$ denotes the symmetric gradient. This allows us to also consider alternative boundary conditions

$$u = 0 \text{ on } \Gamma_D, \quad 2 \frac{\text{Re}(u) \cdot n}{\text{Re}} = pn \text{ on } \Gamma_N$$

with $\Gamma_D \cup \Gamma_N = \partial \Omega$. Note that both formulations are equivalent for the boundary conditions $u = 0$ on $\partial \Omega$ which we consider in this paper [48, Chap. 15].

5.1. Verification and convergence order

In the first example, we consider the method of manufactured solutions for a smooth given solution to verify the implementation of our solver and report convergence rates. We employ the Picard iteration for the stationary problem from Algorithm 1. The right-hand sides and boundary conditions are calculated corresponding to the analytical solution

$$u(x, y, z) = \begin{pmatrix} \cos(y) \\ \sin(z) \\ \exp(x) \end{pmatrix}, \quad p(x, y, z) = y \sin(x) \exp(z), \quad B(x, y, z) = \begin{pmatrix} \sin(z) \\ \sin(x) \\ \cos(y) \end{pmatrix},$$

$$E(x, y, z) = \begin{pmatrix} x \sin(x) \\ \exp(y) \\ z^3 \end{pmatrix}, \quad j(x, y, z) = \begin{pmatrix} \cos(yz) \\ \exp(xz) \\ \sinh(x) \end{pmatrix}.$$

We used second order $\mathbb{B}DM$-elements for $u_h$, second order $\mathbb{NED}1$-elements for $E_h$ and $j_h$, second order $RT$-elements for $B_h$ and first order $DG$-elements for $p_h$ on $\Omega = [0, 1]^3$. Based on the standard error estimates for these spaces, one would expect third order convergence in the $L^2$-norm for $u_h$ and second order convergence for $p_h, B_h, E_h$ and $j_h$. This is numerically verified by Table 2.

| $h$   | $\|u - u_h\|_0$ rate | $\|p - p_h\|_0$ rate | $\|B - B_h\|_0$ rate | $\|E - E_h\|_0$ rate | $\|j - j_h\|_0$ rate |
|-------|----------------------|----------------------|----------------------|----------------------|----------------------|
| 1/4   | 3.08E-04             | -                    | 2.44E-03             | 9.57E-03             | 6.77E-03             |
| 1/8   | 4.50E-05             | 2.78                 | 6.04E-04             | 2.50E-03             | 1.93                 | 1.79E-03             | 1.92 |
| 1/16  | 5.99E-06             | 2.91                 | 1.50E-04             | 6.32E-04             | 1.99                 | 4.53E-04             | 1.98 |
| 1/32  | 7.72E-07             | 2.96                 | 2.99E-04             | 1.58E-04             | 2.00                 | 1.14E-04             | 1.99 |

Table 2: $L^2$-error and convergence order

5.2. Lid-driven cavity problem

Next, we consider a lid-driven cavity problem for a background magnetic field $B_0 = (0, 0, 1)^T$ which determines the boundary conditions $B \cdot n = B_0 \cdot n$ on $\partial \Omega$ and set $f = 0$ for $\Omega = (-0.5, 0.5)^3$. The boundary condition $u = (1, 0, 0)^T$ is imposed at the boundary $y = 0.5$ and homogeneous boundary conditions elsewhere. The problem models the flow of a conducting fluid driven by the movement of the lid at the top of the cavity. The magnetic field imposed orthogonal to the lid creates a Lorentz force that perturbs the flow of the fluid.
Since we consider non-homogeneous boundary conditions in this problem the boundary conditions for $E$ and $j$ have to be chosen in a compatible way, which we derive in the following. From (1.1b) we can deduce the necessary condition that

$$
\text{Re}^{-1}_m j \times n = E \times n + (u \times B) \times n - R_H (j \times B) \times n
$$

(5.3)

has to hold on $\partial \Omega$.

On a face that does not correspond to $y = 0.5$, we have $u = (0, 0, 0)^T$. Then it is clear that (5.3) is fulfilled if we choose $E \times n = j \times n = 0$ on these faces.

On the face $y = 0.5$, we have that $n = (0, 1, 0)^T$ and hence (5.3) simplifies to

$$
\begin{align*}
\text{Re}^{-1}_m j_3 &= -E_3 - 1 + R_H j_1 \\
\text{Re}^{-1}_m j_2 &= E_2 \\
\text{Re}^{-1}_m j_1 &= E_1 + R_H j_3
\end{align*}
$$

(5.4)

If we choose $E \times n = 0$ it follows that

$$
\frac{1}{\text{Re}^{-1}_m + R_H} \begin{pmatrix} \text{Re}_m R_H \\ 0 \\ 1 \end{pmatrix} \times n.
$$

(5.5)

In Table 3, we present iteration numbers for the Picard and Newton linearizations for the stationary version of the lid-driven cavity problem. Here, we have used the same elements for $u_h, B_h, E_h$ and $j_h$ as in the previous example. Moreover, we have used a coarse mesh of $6 \times 6 \times 6$ cells and 3 levels of refinement for the multigrid method resulting in an $48 \times 48 \times 48$ mesh and 29.2 million degrees of freedom. One can observe good robustness in the reported ranges of $R_H$ for both linearizations. The Newton linearization shows slightly better non-linear convergence, while the linear iterations are slightly smaller in most cases for the Picard iteration.

Table 4 shows the corresponding results for the time-dependent version of the lid-driven cavity problem. Here, we have chosen a time step of $\Delta t = 0.01$ and iterated until the final time of $T = 0.1$. We iterated some of the cases until the final time of $T = 1.0$ to confirm that the reported iteration numbers remain representative for longer final times. We have chosen the L-stable BDF2 method for the time-discretization where the first time step was computed by Crank–Nicolson. We observe good robustness in both the nonlinear and linear iteration numbers for this problem.

| $R_H \backslash \text{Re}$ | Picard | Newton |
|------------------------|--------|--------|
|                       |        |        |
| 0.0                    | (4) 4.8 | (4) 5.5 | (4) 10.0 | (3) 6.0 | (4) 4.3 | (4) 8.8 |
| 0.1                    | (4) 5.0 | (4) 4.8 | (4) 10.0 | (3) 6.0 | (4) 4.3 | (4) 9.3 |
| 1.0                    | (4) 5.3 | (4) 4.5 | (5) 10.2 | (3) 5.0 | (4) 4.3 | (4) 12.0 |

Table 3: Iteration counts for the stationary lid-driven cavity problem. The entries of the table correspond to: (Number of nonlinear iterations) Average number of linear iterations per nonlinear step.

| $R_H \backslash \text{Re}$ | Picard | Newton |
|------------------------|--------|--------|
|                       |        |        |
| 0.0                    | (3.0) 5.6 | (3.1) 2.2 | (3.2) 2.0 | (2.1) 7.5 | (3.1) 2.2 | (3.2) 2.0 |
| 0.1                    | (3.0) 5.6 | (3.1) 2.2 | (3.2) 2.0 | (2.1) 7.5 | (3.1) 2.2 | (3.2) 2.0 |
| 1.0                    | (3.0) 5.8 | (3.1) 2.2 | (3.2) 2.0 | (2.2) 7.3 | (3.1) 2.2 | (3.2) 2.0 |

Table 4: Iteration counts for the time-dependent lid-driven cavity problem.
Figure 1: Streamlines of the magnetic field for the stationary lid-driven cavity problem for different values of $Re_m$ and $R_H$. 

| $Re_m$ | $R_H = 0.0$ | $R_H = 0.01$ | $R_H = 0.1$ | $R_H = 1.0$ |
|--------|-------------|--------------|-------------|-------------|
| 10     |             |              |             |             |
| 50     |             |              |             |             |
| 100    |             |              |             |             |
Figure 1 shows plots of the magnetic field for different values of \( \text{Re}_m \) and \( R_H \). For \( R_H = 0 \) one can nicely observe the physical phenomenon that for the standard MHD equations the magnetic fields lines tend to be advected by the fluid flow the higher \( \text{Re}_m \) is chosen. For increasing \( R_H \) one can see that this effect is damped until for \( R_H = 1 \), where the influence of the fluid flow is negligible and the magnetic field is close to the background magnetic field in the direction of \((0,1,0)^\top\).

5.3. Test of conservative scheme for \( \mathbf{u} \times \mathbf{n} = \mathbf{0} \)

In this section, we want to numerically verify our results from Section 3.2 for the boundary conditions \( \mathbf{u} \times \mathbf{n} = \mathbf{0} \). Here, we used \( \Omega = [0,1]^3 \) and a mesh of \( 12 \times 12 \times 12 \) cells. We chose the interpolant of the following functions as the initial conditions

\[
\mathbf{u}^0(x,y,z) = \begin{pmatrix} -\sin(\pi(x-0.5))\cos(\pi(y-0.5))z(z-1) \\ \cos(\pi(x-0.5))\sin(\pi(y-0.5))z(z-1) \\ 0 \end{pmatrix}, \quad \mathbf{B}^0(x,y,z) = \begin{pmatrix} -\sin(\pi x)\cos(\pi y) \\ \cos(\pi x)\sin(\pi y) \\ 0 \end{pmatrix},
\]

which satisfy the boundary conditions \( \mathbf{u}^0 \times \mathbf{n} = \mathbf{0} \), \( \mathbf{B}^0 \times \mathbf{n} = \mathbf{0} \) and the constraints \( \nabla \cdot \mathbf{u} = 0 \) and \( \nabla \cdot \mathbf{B} = 0 \). Note that the interpolant of divergence-free functions is still divergence-free for RT and BDM elements [49, Prop. 2.5.2]. We enforce this property in our implementation by using a sufficiently high quadrature degree in the evaluation of the degrees of freedom for the RT and BDM elements; see [28, Sec. 4.2] for more details. Here, we discretize \( \mathbf{u} \) with NED1-elements of first order and \( p \) with CG1-elements.

For the computation of the magnetic helicity we determine a discrete vector-potential such that \( \nabla \times \mathbf{A}_h = \mathbf{B}_h \) by the system

\[
(\nabla \times \mathbf{A}_h, \nabla \times \mathbf{k}_h) = (\mathbf{B}_h, \nabla \times \mathbf{k}_h) \quad \forall \mathbf{k}_h \in H^0_0(\text{curl}).
\]

We solve this singular system with GMRES preconditioned by ILU, which is known to be convergent if the problem is consistent [50].

Although, the scheme (3.12) contains multiple auxiliary variables, it can be solved efficiently with a fixed point iteration [22, Section 4]. For the time step from \( t_k \) to \( t_{k+1} \) we compute iterative solutions \((\mathbf{u}^{(k+1,j)}_h, \mathbf{r}^{(k+\frac{1}{2},j)}_h, \mathbf{B}^{(k+1,j)}_h, \mathbf{E}^{(k+\frac{1}{2},j)}_h, \mathbf{J}^{(k+\frac{1}{2},j)}_h, \mathbf{H}^{(k+\frac{1}{2},j)}_h, \omega^{(k+\frac{1}{2},j)}_h)\) until the stopping criterion

\[
\frac{||\mathbf{u}^{(k+1,j+1)}_h - \mathbf{u}^{(k+1,j)}_h||}{||\mathbf{u}^{(k+1,j)}_h||} + \frac{||\mathbf{B}^{(k+1,j+1)}_h - \mathbf{B}^{(k+1,j)}_h||}{||\mathbf{B}^{(k+1,j)}_h||} < \text{TOL}
\]

is satisfied for a given tolerance \( \text{TOL} \). We initialize the iteration with the values from time step \( k \) and first determine the updates \((\mathbf{E}^{(k+\frac{1}{2},j+1)}_h, \mathbf{J}^{(k+\frac{1}{2},j+1)}_h, \mathbf{H}^{(k+\frac{1}{2},j+1)}_h, \omega^{(k+\frac{1}{2},j+1)}_h)\) by solving (3.12d) - (3.12g) with right-hand sides of the level \( j \). Then, we update the velocity and pressure by

\[
\frac{1}{\Delta t} \left( \mathbf{u}^{(k+1,j+1)}_h, \mathbf{v}_h \right) + \left( \nabla \mathbf{p}^{(k+\frac{1}{2},j+1)}_h, \mathbf{v}_h \right) = (\mathbf{F}_h, \mathbf{v}_h) \quad \forall \mathbf{v}_h \in H^0_0(\text{div}),
\]

\[
\left( \nabla Q_h, \mathbf{u}^{(k+1,j+1)}_h \right) = 0 \quad \forall Q_h \in H^0_0(\Omega),
\]

with

\[
\mathbf{F}_h = \frac{1}{\Delta t} \mathbf{u}^k_h + S_h^{(k+\frac{1}{2},j+1)} \times \mathbf{H}^{(k+\frac{1}{2},j+1)}_h + \frac{1}{2} \left( \mathbf{u}^{(k+1,j)}_h + \mathbf{u}^k_h \right) \times \omega^{(k+\frac{1}{2},j+1)}_h.
\]

The magnetic field is updated by solving

\[
\frac{1}{\Delta t} \left( \mathbf{B}^{(k+1,j+1)}_h, \mathbf{C}_h \right) = \frac{1}{\Delta t} \left( \mathbf{B}^k_h, \mathbf{C}_h \right) - \left( \nabla \times \mathbf{E}^{(k+\frac{1}{2},j+1)}_h, \mathbf{C}_h \right) \quad \forall \mathbf{C}_h \in H^0_0(\text{div}).
\]
Figure 2 shows plots of the different conserved quantities for $Re = Re_m = \infty$ and $RH = 0.5$. One can clearly see that the energy and hybrid helicity remain constant over time, while the cross and fluid helicity are not conserved. These are the observations we expected from the theory in Section 3.2. Moreover, div($B_h$) and the magnetic helicity also show good preservation with small oscillations on the machine precision level.

In Figure 3, we show plots of the energy and hybrid helicity for $RH = 0.1$ and multiple finite values of $Re$ and $Re_m$. This test confirms that both quantities are indeed only conserved in the ideal limit of $Re = Re_m = \infty$.

Finally, Figure 4 compares the cross and hybrid helicity for different values of $RH$ in the ideal limit of $Re = Re_m = \infty$. One can observe that the cross helicity is indeed only conserved for $RH = 0$, which corresponds to the standard MHD equations. On the other hand, the hybrid helicity is conserved for all tested values of $RH$. Note that the hybrid helicity corresponds for $RH = 0$ to the magnetic helicity.

5.4. Test of conservative scheme for $u \cdot n = 0$

In this test, we verify our results from Section 3.3 for the boundary conditions $u \cdot n = 0$. Here, we use the same initial conditions for $B_0$ as before and

$$u^0 = \nabla \times v_{pot} \quad \text{with} \quad v_{pot}(x, y, z) = \frac{1}{\pi} \begin{pmatrix} \sin(\pi y) \sin(\pi z) \\ \sin(\pi x) \sin(\pi z) \\ \sin(\pi x) \sin(\pi y) \end{pmatrix}, \quad (5.13)$$

which satisfy the boundary condition $u^0 \cdot n = 0$ and $\nabla \cdot u^0 = 0$. We discretize $u$ with $RT_1$-elements and $p$ with $DG_0$-elements. We solve the system with a similar fixed point iteration to the one we described in the last subsection. The iteration coincides with that used in [21, Section 6].

In contrast to the case $u \times n = 0$, we now enforce $\nabla \cdot u_h = 0$ precisely over time. All conserved properties are plotted in Figure 5. Remember that the hybrid helicity is not conserved for this scheme.
Figure 3: Plots of the energy (left) and hybrid helicity (right) for different values of \( Re \) and \( Re_m \) for \( u \times n = 0 \).

Figure 4: Plots of the cross helicity (left) and hybrid helicity (right) for different values of \( R_H \) for \( u \times n = 0 \) in the ideal limit of \( Re = Re_m = \infty \).
and therefore not displayed here. Moreover, corresponding plots to Figure 3 and 4 show similar results and are therefore omitted here.

5.5. Island coalescence problem

Finally, we consider a 2.5-dimensional island coalescence problem to model a magnetic reconnection process in large aspect ratio tokamaks. For a strong magnetic field in the toroidal direction, the flow can be described in a two-dimensional setting by considering a cross-section of the tokamak. We consider a similar problem as in [31, Section 4.2]. The domain $\Omega = (-1,1)^2$ results from the unfolding of an annulus in the cross-sectional direction where the left and right edges are mapped periodically. The equilibrium solution for $k = 0.2$ is given by

$$
\begin{align*}
  u_{eq} &= 0, \\
  p_{eq}(x,y) &= \frac{1 - k^2}{2} \left( 1 + \frac{1}{(\cosh(2\pi y) + k \cos(2\pi x))^2} \right), \\
  B_{eq}(x,y) &= \frac{1}{\cosh(2\pi y) + k \cos(2\pi x)} \left( k \sinh(2\pi y) \right), \\
  u_{3,eq} &= B_{3,eq} = 0, \\
  j_{eq} &= 0, \\
  j_{3,eq} &= \text{curl} B_{eq},
\end{align*}
$$

which results in right-hand sides $f = 0$ and $g$ given by

$$
g = \frac{-8\pi^2(k^2 - 1)}{\text{Rem}(\cosh(2\pi y) + k \cos(2\pi x))^3} \left( \frac{\sinh(2\pi y)}{k \sin(2\pi x)} \right). \quad (5.14)
$$

The components $E_{eq}$ and $E_{3,eq}$ of the electric field are computed by the equations (2.23i) and (2.23j). The initial condition for $B_{eq}$ is given by perturbing it for $\varepsilon = 0.01$ with

$$
\Delta B = \frac{\varepsilon}{\pi} \left( -\cos(\pi x) \sin(\pi y/2) \right).
$$

Figure 5: Plot of conservative quantities for $u \cdot n = 0$ in the ideal limit.
The authors believe that the reported $\Delta \mathbf{B}$ in [31] includes a typo, as it is not divergence-free, and amended the second component appropriately. The reconnection rate can be computed as the difference between $\text{curl} \mathbf{B}$ evaluated at the origin $(0,0)$ at the current time and the initial time, divided by $\sqrt{\text{Re}_m}$.

In order to make sense of the point evaluation of $j_0$ at $(0,0)$, we project $j_0$ to the space $\mathbb{CG}_1$ as in [31]. For the additional variables, we set the equilibrium solution

$$u_{3,eq} = B_{3,eq} = 0, \quad \mathbf{j}_{eq} = 0, \quad \dot{j}_{3,eq} = \text{curl} \mathbf{B}_{eq}.$$  \hfill (5.16)

Since we use a direct solver for the solution of the Schur complement, we only considered a base mesh $20 \times 20$ cells and three levels of refinement resulting in an $160 \times 160$ mesh. We iterated until the final time $T = 12.0$ with a step size of $\Delta t = 0.025$.

Figure 6 shows the reconnection rate for different choices of $\text{RH}$ at $\text{Re}_m = \text{Re} = 100, 500, 1000, 1500$. All graphs have in common that the reconnection process happens faster for higher Hall parameters. This is consistent with the results of other numerical experiments [6, Section 4.3][4]. For $\text{Re}_m = \text{Re} = 100, 500$ one can observe that the heights of the peaks increases with growing Hall parameters. At $\text{Re}_m = \text{Re} = 1000$ this trend is broken and for $\text{Re}_m = \text{Re} = 1500$ the height of the peaks starts to decrease for higher Hall parameters. Furthermore, additional peaks occur for high Hall parameters and Reynolds numbers.

Figure 6: Reconnection rates for an island coalescence problem for different choices of $\text{RH}$. 
6. Conclusion and Outlook

We have presented a structure-preserving finite element discretization for the incompressible Hall MHD equations that enforces \( \nabla \cdot \mathbf{B} = 0 \) precisely and proved the well-posedness and convergence of a Picard-type linearization. Furthermore, we presented formulations that preserve the energy, magnetic and hybrid helicity precisely on the discrete level in the ideal limit for two types of boundary conditions. Finally, we investigated a block preconditioning strategy that works well as long as \( R_H \) and \( S \) or \( Re_m \) are not chosen too high at the same time.

In future work, we want to improve the robustness of our solver with respect to the Hall parameter, especially in the 2.5-dimensional case where we currently use a direct solver to solve the electromagnetic block. This would also enable us to consider the island coalescence problem on much finer grids. Furthermore, we are curious to investigate further if there exists a scheme that also preserves the hybrid helicity at the same time as the other quantities for the case \( \mathbf{u} \cdot \mathbf{n} = 0 \).

Code availability

The code that was used to generate the numerical results and all major Firedrake components have been archived on [51].
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