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Abstract—The classical support uncertainty principle states that the signal and its discrete Fourier transform (DFT) cannot be localized simultaneously in an arbitrary small area in the time and the frequency domain. The product of the number of nonzero samples in the time domain and the frequency domain is greater or equal to the total number of signal samples. The support uncertainty principle has been extended to the arbitrary orthogonal pairs of signal basis and the graph signals, stating that the product of supports in the vertex domain and the spectral domain is greater than the reciprocal squared maximum absolute value of the basis functions. This form is then used in compressive sensing and sparse signal processing to define the reconstruction conditions. In this paper, we will revisit the graph signal uncertainty principle within the graph Rihaczek distribution framework and derive an improved bound for the support uncertainty principle.

Index Terms—Graph signal processing, Time-frequency analysis, Vertex-frequency analysis, Energy distributions.

I. INTRODUCTION

The uncertainty principle is one of the signal processing keystones. The basic form of the uncertainty principle was originally established in quantum mechanics and is called the Robertson-Schrödinger inequality. This form was used in classical time-frequency analysis to establish the lower bound for the product of effective signal widths (variances) in the time and the frequency domain [1]–[3] and to show that an ideal localization in both time and frequency is not possible. Another form of this principle is the support uncertainty principle, defined as a bound for the product of the signal and its discrete Fourier transform (DFT) cannot be localized simultaneously in an arbitrary small area in the time and frequency domain. The product of the number of nonzero samples in the time domain and the frequency domain is greater or equal to the total number of signal samples. The support uncertainty principle has been extended to the arbitrary orthogonal pairs of signal basis and the graph signals, stating that the product of supports in the vertex domain and the spectral domain is greater than the reciprocal squared maximum absolute value of the basis functions. This form is then used in compressive sensing and sparse signal processing to define the reconstruction conditions. In this paper, we will revisit the graph signal uncertainty principle within the graph Rihaczek distribution framework and derive an improved bound for the support uncertainty principle. The theory is illustrated on examples.

In this paper we shall revisit the graph signal uncertainty principle within the graph Rihaczek distribution framework [12] and derive an improved bound for the support uncertainty principle. The theory is illustrated on examples.
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II. BASIC DEFINITIONS

A graph is defined by $N$ vertices, denoted here by $n \in \mathcal{V} = \{0, 1, \ldots, N-1\}$. The vertices are connected with edges whose weights are $W_{mn}$. For the vertices $m$ and $n$ that are not connected, $W_{mn} = 0$ holds. The edge weights $W_{mn}$ are written in a matrix form, using the weight matrix $W$. The graph is unweighted if all nonzero elements in the weight matrix are equal to unity. This specific form of the weight matrix is called the adjacency matrix and denoted by $A$. The graph Laplacian is defined by $L = D - W$, where $D$ is a diagonal degree matrix, whose elements $D_{nn}$ are equal to the sum of all edge weights connected to the considered vertex, $n$. The Laplacian of an undirected graph is symmetric, $L = L^T$.

Spectral analysis of graphs is most commonly based on the eigendecomposition of the graph Laplacian, $L$, or the adjacency matrix, $A$. By default, we will assume the decomposition of the graph Laplacian, if not stated otherwise. The eigenvectors, $u_k$, and the eigenvalues, $\lambda_k$, of the graph Laplacian are calculated based on the usual definition

$$Lu_k = \lambda_k u_k,$$

for $k = 0, 1, \ldots, N - 1$. Matrix form of this equation is

$$U^{-1}LU = \Lambda,$$

where $U$ is the transformation matrix with eigenvectors $u_k$, $k = 0, 1, \ldots, N - 1$, as its columns, $u_k(n)$ being its elements, and $\Lambda$ is a diagonal matrix with the elements $\lambda_k$.

A graph signal $x(n)$, $n = 0, 1, \ldots, N - 1$, is a set of data $x(n)$ associated with the vertices, as the signal domain. The graph Fourier transform (GFT) of a signal $x = [x(0), x(1), \ldots, x(N-1)]^T$ is defined by

$$X = U^{-1}x,$$

where $X = [X(0), X(1), \ldots, X(N-1)]^T$ is the GFT vector with elements $X(k)$. The inverse GFT is defined by

$$x = UX.$$

A special case of a graph is the circular directed and unweighted graph, when the sampling instants $n = 0, 1, \ldots, N - 1$ play the role of vertices. For this graph and the adjacency matrix, $A$, the eigendecomposition results in the standard DFT basis functions (eigenvectors)

$$u_k(n) = \frac{1}{\sqrt{N}} e^{2\pi nk/N},$$

$k = 0, 1, \ldots, N - 1$, and classical Fourier analysis follows as a special case of the GFT analysis.
III. GRAPH ENERGY DISTRIBUTION

The graph Rihaček distribution is defined by

$$E(n, k) = x(n)X(k)u_k(n). \quad (6)$$

Without loss of generality, assume the unit signal energy,

$$E_x = \sum_{n=0}^{N-1} |x(n)|^2 = \sum_{k=0}^{N-1} |X(k)|^2 = 1. \quad (7)$$

The graph Rihaček distribution satisfies the energy property,

$$\sum_{n=0}^{N-1} \sum_{k=0}^{N-1} E(n, k) = \sum_{n=0}^{N-1} \sum_{k=0}^{N-1} x(n)X(k)u_k(n)$$

$$= \sum_{n=0}^{N-1} |x(n)|^2 = \sum_{k=0}^{N-1} |X(k)|^2 = E_x = 1. \quad (8)$$

This distribution satisfies the marginal properties as well \[13\].

The classical Rihaček distribution is obtained within the DFT framework as

$$E(n, k) = x(n)X^*(k)u^*_k(n) = x(n)X^*(k) \frac{1}{\sqrt{N}} e^{-j2\pi nk/N}. \quad (9)$$

It satisfies classical condition for the unbiased signal energy.

IV. SUPPORT UNCERTAINTY PRINCIPLE DERIVATION

From the Rihaček distribution energy condition \[8\] follows

$$1 \leq \sum_{n=0}^{N-1} \sum_{k=0}^{N-1} |E(n, k)| = \sum_{n=0}^{N-1} \sum_{k=0}^{N-1} |x(n)| |X(k)| |u_k(n)|$$

$$\leq \max_{n,k} \{u_k(n)\} \sum_{n=0}^{N-1} \sum_{k=0}^{N-1} |x(n)| |X(k)|. \quad (10)$$

This relation means that the $L_1$-norm of the Rihaček distribution is lower or equal to the product of the $L_1$-norms of the signal and its GFT, $||x||_1||X||_1$, multiplied by the maximum absolute element, $\max_{n,k} \{u_k(n)\}$, of the transformation matrix, $U$.

Next, we will assume, as in \[8\], that the support $\mathbb{M}$ of the signal $x(n)$ is finite,

$$\mathbb{M} = \{n_1, n_2, \ldots, n_M\}, \quad (11)$$

meaning that $x(n) \neq 0$ for $n \in \mathbb{M}$ and $x(n) = 0$ for $n \notin \mathbb{M}$ and the support of the graph Fourier transform $X(k)$ is

$$\mathbb{K} = \{k_1, k_2, \ldots, k_K\}, \quad (12)$$

where $X(k) \neq 0$ for $k \in \mathbb{K}$ and $X(k) = 0$ for $k \notin \mathbb{K}$. By definition, we can write the relations

$$||x||_0 = \text{card}(\mathbb{M}) = M \quad \text{and} \quad ||X||_0 = \text{card}(\mathbb{K}) = K. \quad (13)$$

Applying the Schwartz inequality to \[10\] squared, we get

$$1 \leq \left( \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} E(n, k) \right)^2 \leq \left( \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} |x(n)| |X(k)| |u_k(n)| \right)^2$$

$$= \left( \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} \sqrt{|u_k(n)|} |x(n)| \sqrt{|u_k(n)|} |X(k)| \right)^2 \quad (14)$$

$$\leq \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} |u_k(n)||x(n)||2 \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} |u_k(n)||X(k)||^2 \quad (15)$$

$$\leq \max_{n,k} \{|u_k(n)|^2\} KM = \max_{n,k} \{|u_k(n)|^2\} ||x||_0 ||X||_0. \quad (16)$$

since the unit energy of the graph signal is assumed, that is, $\sum_{n \in \mathbb{M}} |x(n)|^2 = \sum_{k \in \mathbb{K}} |X(k)|^2 = 1$.

The inequality in \[16\] results in the support uncertainty principle \[9\]

$$||x||_0 ||X||_0 \geq \frac{1}{\max_{n,k} \{|u_k(n)|^2\}}. \quad (17)$$

From the classical Rihaček distribution \[9\], with $\max_{n,k} \{|u_k(n)|^2\} = 1/N$, the standard DFT support uncertainty principle follows

$$||x||_0 ||X||_0 \geq N. \quad (18)$$

V. IMPROVED LOWER BOUND

The lower bound of the support uncertainty principle is calculated using the maximal absolute value of the basis functions, $\max_{n,k} \{|u_k(n)|\}$, for all $n \in \mathbb{M}$ and $k \in \mathbb{K}$. The support uncertainty principle can be improved by using different grouping in the Schwarz inequality

$$1 \leq \left( \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} |x(n)| |X(k)| |u_k(n)| \right)^2$$

$$\leq \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} (|x(n)||X(k)|)^2 \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} |u_k(n)|^2 = \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} |u_k(n)|^2$$

$$= MK \left( \frac{1}{MK} \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} |u_k(n)|^2 \right) = ||x||_0 ||X||_0 Avg\{|u_k(n)|^2\}. \quad (19)$$

This means that, for any support sets $\mathbb{M}$ and $\mathbb{K}$, holds

$$||x||_0 ||X||_0 \geq \frac{1}{Avg\{|u_k(n)|^2\}} \quad (20)$$

$$= \frac{1}{||x||_0 ||X||_0} \sum_{n \in \mathbb{M}} \sum_{k \in \mathbb{K}} |u_k(n)|^2.$$ 

In general, the inequality in \[21\] is signal dependent. The sum of $|u_k(n)|$ in the last equation is always smaller or equal to the sum of $MK$ largest values of $|u_k(n)|$, denoted by $s(p)$. So, we can write

$$||x||_0 ||X||_0 \geq \frac{1}{||x||_0 ||X||_0} \sum_{p=1}^{s(p)} |u_k(n)|^2 \quad (21)$$

where

$$s(p) = \text{sort}_{n,k} \{|u_k(n)|\},$$

with $n, k = 0, 1, 2, \ldots, N - 1, \text{ and } p = 1, 2, \ldots, N^2$, are the sorted values of $|u_k(n)|$ into a nonincreasing order.

**Illustrative example.** We shall present a simple direct search solution to \[21\] using the sorted values of $|u_k(n)|$ from Example 2 in Section \[6\].

We start the calculation and check possible $||x||_0 ||X||_0 = 1$ bound. Replacing this value od $||x||_0 ||X||_0$ into \[21\] we get

$$1 \geq \frac{1}{0.5857} = 2.9156$$

which is obviously not true. Therefore, we cannot get the bound with the maximal value of $|u_k(n)| = s(1) = 0.5857$. 


Then, we try with the next possible smallest bound with two elements, $||x||_0|X||_0 = 2$, in (21), and get

$$2 \geq \frac{1}{2(0.5857^2 + 0.5285^2)} = 3.2137.$$ 

Obviously, the bound cannot be obtained with $||x||_0|X||_0 = 2$. Next, we continue with $||x||_0|X||_0 = 3$, and $||x||_0|X||_0 = 4$ and we conclude that the corresponding inequalities do not hold. For $||x||_0|X||_0 = 5$, we get

$$5 \geq \frac{1}{2(0.5857^2 + 0.5285^2 + \ldots + 0.3659^2)} = 4.8499.$$ 

This is the lowest value of $||x||_0|X||_0$ producing the inequality which is true, meaning that the uncertainty principle is

$$||x||_0|X||_0 \geq 4.8499.$$ 

**Solution existence.** This iterative procedure always has a solution within $1 \leq ||x||_0|X||_0 \leq N$, since the expression the right side of (21) starts with $1/\max_{n,k} \{|u_{k}(n)|^2\} \geq 1$ and ends with $N/\sum_{p=1}^{Q} s^2(p) \leq N$, having in mind that the sum of the $N$ largest $u_{k}^2(n)$ values is at least equal to the eigenvector column (unit) energy.

The computation complexity of this search can be reduced, using an algorithm that will be presented next. The basic idea for the algorithm comes from the fact that the uncertainty bound $Q = 1/\max_{n,k} \{|u_{k}(n)|^2\}$ for the product $||x||_0|X||_0$ means that the smallest possible value of $||x||_0|X||_0$ is the nearest, greater or equal, integer of $Q$, denoted by $\lceil Q \rceil$. This value is obtained as if all the terms $|u_{k}(n)|$ for $n \in \mathbb{M}$ and $k \in \mathbb{K}$ in (19) were equal to $\max_{n,k} \{|u_{k}(n)|^2\}$. However, the maximum possible value of the sum in (20) is equal to the average value of the $\lceil Q \rceil$ largest $|u_{k}(n)|^2$, meaning that the bound is larger than $Q$ and should be corrected according to the following Algorithm:

**Algorithm:**

**Step 0:** Sort the absolute values of the transformation matrix elements, $|u_{k}(n)|$, into a nonincreasing order

$$s(p) = \text{sort}_{n,k} \{|u_{k}(n)|\},$$

with $n, k = 0, 1, \ldots, N - 1$, and $p = 1, 2, \ldots, N^2$.

**Step 1:** Calculate the bound in (17), $Q = 1/\max_{n,k} \{|u_{k}(n)|^2\}$, and its nearest, greater or equal, integer (ceiling of $Q$)

$$\lceil Q \rceil = \left\lceil \frac{1}{\max_{n,k} \{|u_{k}(n)|^2\}} \right\rceil,$$

being the minimum possible candidate for $||x||_0|X||_0$ value.

**Step 2:** Since the smallest possible integer for $||x||_0|X||_0$ is $\lceil Q \rceil$, recalculate the bound with $\lceil Q \rceil$ largest absolute values $|u_{k}(n)|$, instead of $\max_{n,k} \{|u_{k}(n)|^2\}$, according to (21).

$$Q_N = \left\lceil \frac{1}{\lceil Q \rceil} \sum_{p=1}^{\lceil Q \rceil} s^2(p) \right\rceil.$$  

(22)

**Step 3:** If $\lceil Q \rceil \geq Q_N$ stop the algorithm, since inequality (21) holds, and the uncertainty principle bound is

$$||x||_0|X||_0 \geq Q_N.$$  

(23)

If $\lceil Q \rceil < Q_N$, the inequality in (21) does not hold. Set $Q = Q_N$ and go back to Step 2.

**Special case:** Consider the classical DFT analysis as a special case. The basis functions (eigenvectors with elements $u_{k}(n)$) are such that $|u_{k}(n)| = 1/\sqrt{N}$. The average value (20) is constant for any set of $n, k$ and the standard DFT support uncertainty principle in (17) follows. The presented algorithm is stopped in the first iteration since $Q = [Q_N] = N$.

**Comments on the algorithm.** Note that the average value in (20) is such that

$$||x||_0|X||_0 \geq \frac{1}{\text{Avg}\{|u_{k}(n)|^2\}} \geq \frac{1}{\frac{1}{\lceil Q \rceil} \sum_{p=1}^{\lceil Q \rceil} s^2(p)} \geq \frac{1}{\max_{n,k} \{|u_{k}(n)|^2\}},$$

meaning that the bound in (22) satisfies (20), but it could be tighter than (17). The proposed uncertainty principle bound in (20) is always greater or equal to the bound in (17).

If we used the equality condition in the Schwartz inequality, from (14) to (15), which reads $\sqrt{|u_{k}(n)||x(n)|} = c\sqrt{|u_{k}(n)||X(k)|}$, for all $n, k$, the unit energy signal and its GFT should be constant $|x(n)| = 1/\sqrt{M}$ and $|X(k)| = 1/\sqrt{K}$, as in (8). Then, relation (15) results in a tighter bound,

$$||x||_0|X||_0 \geq \frac{1}{\text{Avg}\{|u_{k}(n)|^2\}} \geq \frac{1}{\frac{1}{\lceil Q \rceil} \sum_{p=1}^{\lceil Q \rceil} s^2(p)}.$$

(24)

In this case, we can use the same presented algorithm for the bound calculation, with

$$||x||_0|X||_0 \geq \frac{1}{\frac{1}{||x||_0|X||_0} \sum_{p=1}^{Q} s(p)} \geq \frac{1}{\frac{1}{\lceil Q \rceil} \sum_{p=1}^{\lceil Q \rceil} s^2(p)}$$

and $[Q_N] = [1/\left(\frac{1}{\lceil Q \rceil} \sum_{p=1}^{\lceil Q \rceil} s^2(p)\right)^2] \in [\lceil Q \rceil]$.

Using the well-known relation between the arithmetic and the geometric mean, we can also write

$$||x||_0 + ||X||_0 \geq 2 \sqrt{||x||_0|X||_0} \geq 2 \sqrt{\frac{2}{\frac{1}{\lceil Q \rceil} \sum_{p=1}^{\lceil Q \rceil} s^2(p)}}.$$

This relation can be used to lower the reconstruction bounds in compressive sensing (4, 8).

**VI. NUMERICAL EXAMPLES**

**Example 1.** Consider the graph with $N = 12$ vertices, as in Fig. 1(top). Its graph Laplacian is calculated, along with the corresponding eigenvalues and eigenvectors, whose elements are $u_{k}(n)$, shown in Fig. 1(bottom).

The maximal value of the eigenvector elements is

$$\max_{n,k} \{|u_{k}(n)|^2\} = 0.2597,$$

meaning that the uncertainty principle relation (17) yields

$$||x||_0|X||_0 \geq 3.8510 = Q.$$

This relation states that the product of the numbers of nonzero elements in $x$ and $X$ cannot be lower than $[Q] = 4$. The Step 2 in the algorithm, with $[Q] = 4$, produces $[Q_N] = 4.6645 = 5$, meaning that the bound can be improved. In the next iteration, $[Q_N] = [4.7832] = 5$ is obtained, and the iteration process is stopped. The support uncertainty principle is now

$$||x||_0|X||_0 \geq 4.7832.$$
The improvement in the support uncertainty principle bound is from 3.8510 to 4.7832.

**Example 2.** Consider the graph with $N = 16$, shown in Fig. 2 (top). Its transformation matrix $U$ is given in Fig. 2 (bottom). The uncertainty principle (17) for this graph is quite low,

$$||x||_0||X||_0 \geq 2.9156,$$

slightly above the trivial bound equal to 1. Several the largest absolute values, $|u_k(n)|$, of the transformation matrix $U$ are

$$s = [0.5857, 0.5285, 0.3743, 0.3669, 0.3659, 0.3658, \ldots],$$

as shown in Fig. 2 (bottom). The largest squared absolute value is $\max_{n,k} \{|u_k(n)|^2\} = 0.3430$, producing

$$[Q] = \left\lceil \frac{1}{\max_{n,k} \{|u_k(n)|^2\}} \right\rceil = [2.9151] = 3.$$

Now the iterative procedure is started from Step 2 in the algorithm, with $[Q] = 3$. The presented iterative procedure produced $[Q_N] = [4.4590] = 5$ in the first iteration, then $[Q_N] = [4.8499] = 5$ in the second iteration, when the iteration process is stopped since the value of $[Q]$ was not changed. The final result of this iterative procedure is the improved support uncertainty principle bound,

$$||x||_0||X||_0 \geq 4.8499.$$

**Example 3.** An unweighted, undirected, large circular graph with $N = 5000$ vertices, is modified in such a way that the vertices $n = 2500$ and $m = 5000$ are connected with a unit weight, $W_{2500,5000} = 1$. For this graph, the bound in (17) is just slightly greater than 1, $1/\max_{n,k} \{|u_k(n)|^2\} = 2.8$, while the proposed method produces $||x||_0||X||_0 \geq 17.99$. By reducing the value of $W_{2500,5000}$ to 0.1, then to 0.01, and finally to 0.0001, the obtained respective bounds, 116.97, 689.99, and 2483, approach to the pure undirected circular graph bound, equal to $N/2 = 2500$.

**VII. Conclusion**

The uncertainty principle of graph signals is revisited using the graph Rihaczek distribution. This derivation is used as the basis to introduce an improved bound for the uncertainty principle. The improved bounds can be used in compressive sensing to lower the coherence index based reconstruction sparsity bound.
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