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Abstract—This brief paper proposes an uncertainty quantification method for the periodic steady-state (PSS) analysis with both Gaussian and non-Gaussian variations. Our stochastic testing formulation for the PSS problem provides superior efficiency over both Monte Carlo methods and existing spectral methods. The numerical implementation of a stochastic shooting Newton solver is presented for both forced and autonomous circuits. Simulation results on some analog/RF circuits are reported to show the effectiveness of our proposed algorithms.
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I. INTRODUCTION

DESIGNERS are interested in periodic steady-state (PSS) analysis when designing analog/RF circuits or power electronic systems. Such circuits include both forced (e.g., amplifiers, mixers, power converters) and autonomous cases (also called unforced circuits, e.g., oscillators). Popular PSS simulation algorithms include shooting Newton, finite difference, harmonic balance, and their variants [1]–[4].

As device sizes scale down, almost all performance metrics are influenced by manufacturing process variations. This work focuses on the uncertainty quantification (UQ) of PSS solutions under process variations. Previous perturbation techniques can be used for the sensitivity analysis of circuits with small variations [5]–[7]. However, none of them can capture the statistical information that is important for yield analysis. In order to obtain the underlying statistical information, existing mainstream circuit simulators employ Monte Carlo (MC) algorithms. MC must run a huge number of repeated simulations due to its slow convergence rate, leading to prohibitively expensive computational cost.

Exploiting the previous development of various basis functions [8]–[10], UQ can be accelerated by stochastic spectral methods in many applications. Due to the high convergence rate, spectral methods can be much faster over MC when the number of parameters is small or medium [10]. In [11], polynomial chaos (PC) and harmonic balance are used to analyze forced circuits with Gaussian parameters. Generalized polynomial chaos (gPC) and stochastic Galerkin (SG) are further applied to simulate oscillators with non-Gaussian parameters [12]. However, the resulting coupled equation causes substantial computational overhead.

This work proposes a simulator for the UQ of PSS solutions based on stochastic testing (ST) method. In [13], ST was proposed to simulate the DC and transient problems of transistor-level circuits. However, directly using the simulator in [13] for PSS analysis can cause long-term integration errors. This paper employs ST to directly construct the stochastic PSS equations. We further present an efficient implementation to solve the resulting UQ equations. With our formulation, the resulting coupled PSS equation can be solved in a decoupled manner to extract the underlying statistical information, leading to substantial computational savings. This work focuses on the shooting Newton method, but extending our ideas to other types of PSS solvers is straightforward.

II. BACKGROUND & RELATED WORK

A. Shooting Newton Method

Consider a general nonlinear circuit equation:

$$\frac{d\bar{y}(\bar{x}(t))}{dt} + \bar{f}(\bar{x}(t)) = B\bar{u}(t)$$

(1)

where \(\bar{u}(t)\) is the input signal, \(\bar{x} \in \mathbb{R}^n\) denotes nodal voltages and branch currents, \(\bar{q} \in \mathbb{R}^n\) and \(\bar{f} \in \mathbb{R}^n\) represent the charge/flux and current/voltage terms, respectively.

Under a periodic input \(\bar{u}(t)\), there exists a PSS solution \(\bar{x}(t) = \bar{x}(t+T)\), where the smallest scalar \(T > 0\) is the period known from the input. Shooting Newton method computes \(y = \bar{x}(0)\) by solving the Boundary Value Problem (BVP)

$$\bar{\psi}(y) = \bar{\phi}(y, 0, T) - y = 0.$$

(2)

Here \(\bar{\phi}(y, t_0, t)\) is the state transition function, which actually is the state vector \(\bar{x}(t+t_0)\) evolving from the initial condition \(\bar{x}(t_0) = y\). Obviously, \(\bar{\phi}(y, 0, T) = \bar{x}(T)\) when \(y = \bar{x}(0)\). To compute \(y\), Newton’s iterations can be applied.

For autonomous circuits, \(\bar{u}(t) = \bar{u}\) is constant and \(T\) is unknown, thus a phase condition must be added. For example, by fixing the \(j\)-th element of \(\bar{x}(0)\), one uses the BVP

$$\bar{\phi}(y, T) = \left[\bar{\psi}(y, T)\right]_{\chi(y)} = \left[\bar{\phi}(y, 0, T) - y_j - \lambda\right] = 0$$

(3)

to compute \(y = \bar{x}(0)\) and \(T\). Here \(y_j\) is the \(j\)-th element of \(y\), and \(\lambda\) is a properly selected scalar constant.

More details on shooting Newton can be found in [11]–[4].
B. Generalized Polynomial Chaos (gPC) Expansion

When uncertainties are involved, (1) is modified to
\[
\frac{d\tilde{q}(\tilde{x}(t, \tilde{\xi}), \tilde{\xi})}{dt} + \tilde{f}(\tilde{x}(t, \tilde{\xi}), \tilde{\xi}) = B\tilde{u}(t). \tag{4}
\]
Here $\tilde{\xi} \in \mathbb{R}^d$ denotes $d$ independent Gaussian and/or non-Gaussian parameters in the stochastic space $\Omega$. If $\tilde{x}(t, \tilde{\xi})$ is a second-order stochastic process, it can be approximated by a truncated gPC expansion:
\[
\tilde{x}(t, \tilde{\xi}) \approx \tilde{x}(t, \tilde{\xi}) = \sum_{k=1}^{K} \hat{x}^k(t)H_k(\tilde{\xi}), \tag{5}
\]
where $\hat{x}^k(t)$ is a coefficient vector, and $H_k(\tilde{\xi})$ is a multivariate gPC basis function satisfying
\[
\langle H_k(\tilde{\xi}), H_j(\tilde{\xi}) \rangle = \int_{\Omega} \rho(\tilde{\xi})H_k(\tilde{\xi})H_j(\tilde{\xi})d\tilde{\xi} = \delta_{k,j}. \tag{6}
\]
Here $\rho(\tilde{\xi})$ is the joint probability density function (PDF) of $\tilde{\xi}$. Details on gPC basis construction can be found in [9], [10]. If the highest total order of the gPC bases in (5) is $p$, then the total number of basis functions is
\[
K = \binom{p+d}{p} = \frac{(p+d)!}{p!d!}, \tag{7}
\]
where $d$ is the number of random parameters.

Several spectral methods can be applied to solve (4), including the stochastic collocation (SC), stochastic Galerkin (SG) and stochastic testing (ST) methods. ST uses a collocation testing scheme to set up a coupled equation with fewer nodes than the mainstream SC and then directly computes the gPC coefficients by an intrusive solver. It is called Stochastic Testing to distinguish it from the non-intrusive SC methods that compute the gPC coefficients indirectly. Detailed comparisons of ST, SC and SG can be found in [13].

Stochastic Galerkin (SG) was employed in [12] for the UQ of oscillators. The SG-based solver consists of three steps: 1) similar to [7], the time axis is scaled such that the scaled waveforms have a constant oscillation period; 2) the state vector and period are approximated by a truncated gPC expansion, and a coupled deterministic DAE is set up by Galerkin testing; 3) $K$ phase conditions are added, and the gPC coefficients are computed by Newton’s iterations. The shortcoming of [12] is the computational cost growing cubically w.r.t. the number of basis function $K$.

III. PROPOSED ST-BASED PSS SOLVER

Notation. Let $\mathcal{H} = \{H_1(\tilde{\xi}), \ldots, H_K(\tilde{\xi})\}$ represent the gPC basis functions, and $\hat{w} = [\hat{w}^1; \ldots; \hat{w}^K]$ denote the collection of gPC coefficients, we define an operator:
\[
\mathcal{M}(\mathcal{H}, \hat{w}, \tilde{\xi}) := \hat{w}(\tilde{\xi}) = \sum_{k=1}^{K} \hat{w}^kH_k(\tilde{\xi})
\]
which converts $\hat{w}$ to a gPC approximation $\hat{w}(\tilde{\xi})$. Given a set of testing nodes $S = \{\tilde{\xi}_1, \ldots, \tilde{\xi}_K\}$, $\mathcal{V} \in \mathbb{R}^{K \times K}$ denotes a Vandermonde-like matrix, the $(i,j)$ element of which is
\[
\mathcal{V}_{i,j} = H_j(\tilde{\xi}_i), \quad \text{for } 1 \leq i,j \leq K. \tag{8}
\]
Finally we denote $\mathcal{W}_n = \mathcal{V} \otimes \mathbb{I}_n$, where $\otimes$ is the Kronecker product operator and $\mathbb{I}_n$ is an identity matrix of size $n$.

A. Formulation for Forced Circuits

For a forced circuit, we directly perform UQ based on the following coupled DAE formed by ST
\[
\frac{dQ(\hat{x}(t))}{dt} + F(\hat{x}(t), \tilde{\xi}) = 0. \tag{9}
\]
Here $\hat{x}(t) = [\hat{x}^1(t); \ldots; \hat{x}^K(t)] \in \mathbb{R}^{nK}$ collects the gPC coefficients of $\tilde{x}(t, \tilde{\xi})$. Let $\hat{x}(t, \tilde{\xi}) := \mathcal{M}(\mathcal{H}, \hat{x}(t), \tilde{\xi})$ and
\[
\hat{q}_k(\hat{x}(t)) = \hat{q}(\hat{x}(t, \tilde{\xi}_k), \tilde{\xi}_k),
\]
\[
\hat{f}_k(\hat{x}(t), t) = \hat{f}(\tilde{x}(t, \tilde{\xi}_k), \tilde{\xi}_k) - B\hat{u}(t),
\]
then (9) is obtained by the following column stacking:
\[
\begin{bmatrix}
Q(\hat{x}(t)) \\
F(\hat{x}(t), t)
\end{bmatrix} =
\begin{bmatrix}
\hat{q}_1(\hat{x}(t)); \ldots; \hat{q}_K(\hat{x}(t)) \\
\hat{f}_1(\hat{x}(t), t); \ldots; \hat{f}_K(\hat{x}(t), t)
\end{bmatrix}. \tag{10}
\]
ST first generates a set of multivariate quadrature nodes, then only a small port of those nodes are selected as testing nodes such that $\mathcal{V}$ is invertible and well conditioned [13].

The state vector $\tilde{x}(t, \tilde{\xi})$ is periodic for any $\xi \in \Omega$ if and only if $\hat{x}(t)$ is periodic. Therefore, we have
\[
\Phi(\tilde{y}, 0, T) - \tilde{y} = 0. \tag{11}
\]
In this equation, $\tilde{y} = \hat{x}(0)$, and $\Phi(\tilde{y}, 0, T)$ is the state transition function of [9].

B. Formulation for Autonomous Circuits

For unforced cases, we cannot directly use [9] for PSS analysis since no PSS solution exists. Instead, we modify [9] by scaling the time axis as done in [7]. Let $T_0$ be the oscillation period for the nominal case, we write $T(\tilde{\xi})$ as
\[
T(\tilde{\xi}) = T_0a(\tilde{\xi}) \approx T_0\mathcal{M}(\mathcal{H}, \hat{a}, \tilde{\xi}),
\]
where $\hat{a} = [\hat{a}^1; \ldots; \hat{a}^K]$ collects the gPC coefficients of $a(\tilde{\xi})$. Define a new time variable $\tau$ such that
\[
t = a(\tilde{\xi})\tau \approx \mathcal{M}(\mathcal{H}, \hat{a}, \tilde{\xi}), \tag{12}
\]
then $\tilde{z}(\tau, \tilde{\xi}) = \tilde{x}(t, \tilde{\xi})$ solves the following DAE:
\[
\frac{d\tilde{z}(\tau, \tilde{\xi})}{d\tau} + a(\tilde{\xi})\hat{f}(\tilde{z}(\tau, \tilde{\xi}), \tilde{\xi}) = a(\tilde{\xi})B\hat{u}. \tag{11}
\]
Replacing $\tilde{z}(\tau, \tilde{\xi})$ and $a(\tilde{\xi})$ in (11) with their gPC approximations $\hat{z}(\tau, \tilde{\xi})$ and $\hat{a}(\tilde{\xi})$, respectively, and enforcing the resulting residual to zero for any $\xi_k \in S$, we get
\[
\frac{dQ(\hat{z}(\tau))}{d\tau} + F(\hat{z}(\tau), \hat{a}) = 0. \tag{12}
\]
Here $\hat{z}(\tau) = [\hat{z}^1(\tau); \ldots; \hat{z}^K(\tau)]$ denotes the gPC coefficients of $\tilde{z}(\tau, \tilde{\xi})$. The nonlinear functions are decided by
\[
Q(\hat{z}(\tau)) = [\hat{q}_1(\hat{z}(\tau)); \ldots; \hat{q}_K(\hat{z}(\tau))]
\]
\[
F(\hat{z}(\tau), \hat{a}) = \begin{bmatrix}
\hat{f}_1(\hat{z}(\tau)); \ldots; \hat{f}_K(\hat{z}(\tau))
\end{bmatrix},
\]
backward Euler. Taking derivatives on both sides of the above equation yields

\[
\frac{\partial \xi(x)}{\partial \xi^j} (\xi^0) = 0. \tag{13}
\]

Here the state transition function \( \Phi(\xi(0), 0, T, \hat{a}) \) depends on \( \hat{a} \), and the phase constraint \( \chi(\xi(0)) = 0 \in \mathbb{R}^p \) is

\[
\chi(\xi(0)) = \begin{bmatrix} \xi_j(0) - \lambda; \xi_{j+n}(0); \cdots; \xi_{j+(K-1)n}(0) \end{bmatrix} = 0.
\]

IV. NUMERICAL SOLVERS

A. Coupled Solver

To solve (10) and (13), we use Newton’s iteration

\[
\Delta \hat{y} = J^{-1}(\hat{y}; \hat{a}) g(\hat{y}; \hat{a}) \quad \text{until convergence, } \hat{y}(\hat{y}; \hat{a}) \text{ is a proper permutation matrix, then}
\]

\[
\left. \begin{array}{c}
\frac{\partial \xi(x)}{\partial \xi^j} (\xi^0) \\
\frac{\partial \xi(x)}{\partial \xi^j} (\xi^0)
\end{array} \right|_{\hat{a}} = 0
\]

(14)

For a forced case, the Jacobian of (10) is

\[
\begin{bmatrix} J_1 & \cdots & J_K \end{bmatrix} \quad \text{or} \quad \frac{\partial g_k}{\partial \hat{z}(\hat{a})} = \begin{bmatrix} g_1(\hat{y}(\hat{a})) \\
\vdots \\
g_K(\hat{y}(\hat{a})) \end{bmatrix}.
\]

(15)

B. Decoupled Matrix Solver

By properly choosing a transformation matrix \( P \), Equations (10) and (13) can be converted to

\[
\begin{bmatrix} J_1 & \cdots & J_K \end{bmatrix} \quad \text{or} \quad \frac{\partial g_k}{\partial \hat{z}(\hat{a})} = \begin{bmatrix} g_1(\hat{y}(\hat{a})) \\
\vdots \\
g_K(\hat{y}(\hat{a})) \end{bmatrix}.
\]

(16)

Consequently, the Jacobian in (13) can be rewritten as

\[
J(\hat{y}) = P^{-1} \begin{bmatrix} J_1 & \cdots & J_K \end{bmatrix} P, \quad \text{with } J_k = \frac{\partial g_k}{\partial \hat{y}(\hat{a})}. \tag{19}
\]

Forced Case. We set \( P = W_n \) and \( \hat{y}(\hat{a}^N) = \hat{x}(0, \hat{a}^N) \), then

\[
g_k \left( \hat{y}(\hat{a}^N) \right) = \hat{y} \left( \hat{x}(0, \hat{a}^N), 0, T \right) = \hat{x}(0, \hat{a}^N) \tag{21}
\]

is a shooting Newton equation for (4), with \( \hat{a} \) fixed at \( \hat{a}^N \). In (21), \( \hat{x}(0, \hat{a}^N) \in \mathbb{R}^n \) is unknown, \( \hat{x}(t, \hat{a}^N) = \Theta \left( \hat{x}^N, \hat{a}^N, 0, t \right) \) is the state transition function, and \( J_k \) can be formed using existing techniques [2].

Autonomous Case. Let \( \hat{y}(\hat{a}^N) = \hat{z}(0, \hat{a}^N) \), and \( P = W_{n+1} \Theta \) where \( \Theta \) is a proper permutation matrix, then

\[
g_k \left( \hat{y}(\hat{a}^N) \right) = \begin{bmatrix} \hat{y}(\hat{x}^N, 0, T) - \hat{x}(0, \hat{a}^N) \end{bmatrix} = 0
\]

(22)

is a shooting Newton equation for (11), with the parameter \( \hat{a} \) fixed at \( \hat{a}^N \). Here \( \hat{x}(0, \hat{a}^N) \) and \( \hat{a}(\hat{a}^N) \) are the unknowns, and \( \hat{z}(t, \hat{a}^N) = \Theta \left( \hat{x}(0, \hat{a}^N), 0, t \right) \) is a state transition function dependent on \( \hat{a}^N \). The small Jacobian \( J_k \) can also be formed by existing techniques [4, 7].

Intrusive Solver. We directly compute the gPC coefficients by solving (10) or (13), with decoupling inside the Newton’s iterations (14). Specifically, inside each iteration, Eq. (9) or (12) is first integrated for one period, and the state trajectories are converted to the gPC approximations [i.e., \( \hat{x}(t, \hat{a}) \)'s in forced circuits, or \( \hat{z}(t, \hat{a}) \)'s and \( \hat{a}(\hat{a}) \)'s in unforced circuits]. Then \( J_k \)’s are formed as done in existing deterministic PSS solvers [1–4]. Finally, based on (20) each small block is solved independently to update \( \hat{y} \). Doing so allows simulating (9) or (12) with flexible time stepping controls inside the intrusive transient solver (13), such that all components of \( \hat{x}(t) \) or \( \hat{z}(t) \) are located on the same adaptive time grid. This allows us to directly extract the statistical information of the time-domain waveforms and other performance metrics (e.g., statistical transient power).

Complexity. Since \( \Theta^{-1} = \Theta^T \), \( \Theta^{-1} = V^{-1} \Theta n \), and \( V^{-1} \) can be easily computed [13], the cost of decoupling in (20) is negligible. After decoupling, one can solve each small linear system equation as done in deterministic PSS solvers [1–4]. The total cost is \( O(K n^2) \) if a direct matrix solver is used. For large-scale circuits, one can use matrix-free iterative methods [3] at the cost of \( O(K n^3) \) where \( \beta \) is normally 1.5~2. This intrusive decoupled solver could be easily parallelized potentially leading to further speedup.
V. NUMERICAL RESULTS

Our algorithm was implemented in a Matlab circuit simulator. All experiments were run on a workstation with 3.3GHz 4-GB RAM.

A. Low-Noise Amplifier (LNA)

The LNA in Fig. 1 is used as an example of forced circuits. The ratios of the transistors are \( W_3/L_1=W_2/L_2=500/0.35 \) and \( W_3/L_3=50/0.35 \). The design parameters are: \( V_{dd}=1.5 \) V, \( R_1=50\Omega \), \( R_2=2 \) k\( \Omega \), \( C_1=10 \) pF, \( C_L=0.5 \) pF, \( L_1=20 \) nH and \( L_3=7 \) nH. We introduce four random parameters. Temperature \( T=300 + \mathcal{N}(0,1600) \) K is a Gaussian variable influencing transistor threshold voltage; \( R_3=1 + \mathcal{U}(-0.1,0.1) \) k\( \Omega \) and \( L_2=1.4 + \mathcal{U}(0.6,0.6) \) nH have uniform distributions; the threshold voltage under zero \( V_{bs} \) is \( V_T=0.4238 + \mathcal{N}(0,0.01) \) V. The input is \( V_{in} = 0.1\sin(4\pi \times 10^8 t) \) V.

In our ST-based PSS solver, an order-3 gPC expansion (with 35 basis functions) are used to represent the state variables. The computed gPC coefficients are then used to extract statistical information at a negligible cost. The means and standard deviations (s.t.d) of \( V_{out} \) and \( I(V_{dd}) \) (current from \( V_{dd} \)) are plotted in Fig. 2. Using standard MC, 8000 samples are required to achieve the similar level of accuracy (<1% relative errors for the mean and standard deviation). Fig. 3(A) plots the probability density functions (PDF) of the total harmonic distortion (THD) and power consumption from our proposed PSS solver and MC, respectively. The PDFs from both methods are graphically indistinguishable. The total cost of our decoupled ST solver is 3.4 seconds, which is 42\( \times \) faster over the coupled ST solver, 71\( \times \) faster over the SG-based PSS solver, and 220\( \times \) faster over MC.

B. BJT Colpitts Oscillator

The BJT Colpitts oscillator in Fig. 4 is a typical example of autonomous circuits. The design parameters of this circuit are \( R_1 = 2.2 \) k\( \Omega \), \( R_2 = R_3 = 10 \) k\( \Omega \), \( C_2 = 100 \) pF, \( C_3 = 0.1 \mu \)F, and \( \alpha = 0.992 \) for the BJT. The oscillation frequency is mainly determined by \( L_1, C_1 \) and \( C_2 \). We assume that \( L_1 = 150 + \mathcal{N}(0,9) \) nH and \( C_1 = 100 + \mathcal{U}(-10,10) \) pF are random variables with Gaussian and uniform distributions, respectively.

Setting the gPC order to 3, the results from our proposed solver and the SG-based solver \[12\] are indistinguishable. Fig. 5 shows some realizations of \( V_{out} \) obtained by our solver. The variation looks small on the scaled time axis, but it is significant on the original time axis due to the uncertainties of the oscillation frequency. The CPU time of our decoupled ST-based solver is 4.9 seconds, which is 2\( \times \) and 5\( \times \) faster over the coupled ST-based solver and the SG-based solver \[12\], respectively. Finally, our solver is compared with standard MC. The computed mean and standard deviation (both in nanosecond) of the oscillation period are shown in Table 1. To achieve the similar level of accuracy, MC must use 5000 samples, which is about 507\( \times \) slower than using our ST-based simulator. The distributions of the oscillation period from both methods are consistent, as shown in Fig. 6.

C. Accuracy and Efficiency

We increased the gPC order from 1 to 6, and treated the results from the 6th-order gPC expansion as the “exact” solutions. Fig. 7 plots the relative errors of \( \hat{y} \) and the speedup factors caused by decoupling. The errors rapidly reduce to below \( 10^{-4} \), and the convergence slows down when the errors approach \( 10^{-5} \), i.e., the threshold for the Newton’s iterations which dominates the accuracy. In Fig. 7(b), the speedup curve for the LNA has the same slope as \( K^2 \) on a logarithmic
scale, implying an $O(K^2)$ speedup caused by decoupling. The speedup for the Colpitts oscillator is however not significant, since device evaluations dominate the total cost for this small circuit. Generally, the $O(K^2)$ speedup is more obvious for large-scale circuits.

VI. Conclusion

This paper has proposed an intrusive periodic steady-state simulator for the uncertainty quantification of analog/RF circuits. The main advantage of our proposed method is that the Jacobian can be decoupled to accelerate numerical computations. Numerical results show that our approach obtains results consistent with Monte Carlo simulation, with 2~3 orders of magnitude speedup. Our method is significantly faster over existing SG-based PSS solver, and the speedup factor is expected to be more significant as the circuit size and the number of basis functions increase.

Fig. 5. Realizations of $V_{out}$ for the Colpitts oscillator. (a) on the scaled time axis, (b) on the original time axis.

| TABLE I |

| Simulation Results of the Oscillation Period by Our Proposed Method and Monte Carlo. |
|---------------------------------|----------|----------|----------|
| | Monte Carlo | Proposed |
| # samples | 500 | 2000 | 5000 | 10 |
| mean value (ns) | 17.194 | 17.203 | 17.203 | 17.205 |
| s.t.d value (ns) | 2.995 | 3.018 | 3.026 | 3.028 |
| CPU time (s) | 252 | 1013 | 2486 | 4.9 |

Fig. 6. Distributions of the oscillation period: (a) from our proposed method, (b) from MC (5000 samples).

Fig. 7. (a) Relative error of our solver. (b) Speedup factor caused by decoupling.

REFERENCES
[1] K. S. Kundert, “Introduction to RF simulation and its application,” IEEE J. Solid-State Circuits, vol. 34, no. 9, pp. 1298–1319, Sept. 1999.
[2] O. Nastov, R. Teliachevsky, K. Kundert, and J. White, “Fundamentals of fast simulation algorithms for RF circuits,” IEEE Proc., vol. 95, no. 3, pp. 600–621, March 2007.
[3] R. Teliachevsky, K. S. Kundert, and J. K. White, “Efficient steady-state analysis based on matrix-free Krylov-subspace methods,” in Proc. Design Auto. Conf. New York, NY, Jun 1995, pp. 480–484.
[4] T. Aprille and T. Trick, “A computer algorithm to determine the steady-state response of nonlinear oscillators,” IEEE Trans. Circuit Theory, vol. CT-19, no. 4, pp. 354–360, July 1972.
[5] P. Maffezzoni, “Efficient multi-parameter sensitivity computation of amplifier harmonic distortion,” IEEE Trans. Circuits Syst. II: Exp. Briefs, vol. 54, no. 3, pp. 257–261, Mar. 2007.
[6] A. K. Wilkins, B. Tidor, J. White, and P. I. Barton, “Sensitivity analysis for oscillating dynamical systems,” SIAM J. Sci. Comput., vol. 31, no. 4, pp. 2706–2732, April 2009.
[7] I. Vytvyaz, D. C. Lee, P. K. Hanumolu, U.-K. Moon, and K. Mayaram, “Sensitivity analysis for oscillators,” IEEE Trans. Computer-Aided Design Integr. Circuits Syst, vol. 27, no. 9, pp. 1521–1534, Sept. 2008.
[8] N. Wiener, “The homogeneous chaos,” Amer. J. Math., vol. 60, no. 4, pp. 897–936, Oct 1938.
[9] D. Xia and G. E. Karniadakis, “The Wiener-Askey polynomial chaos for stochastic differential equations,” SIAM J. Comput., vol. 24, no. 2, pp. 619–644, Feb 2002.
[10] O. Le Maitre and O. Knio, Spectral methods for uncertainty quantification: with application to computational fluid dynamics. Springer, 2010.
[11] J. Tao, X. Zeng, W. Cai, Y. Su, D. Zhou, and C. Chiang, “Stochastic sparse-grid collocation algorithm (SSCA) for periodic steady-state analysis of nonlinear system with process variations,” in Proc. Asia South Pacific Design Auto. Conf, 2007, pp. 474–479.
[12] R. Pulch, “Polynomial chaos expansions for analysing oscillators with uncertainties,” in Proc. MATHMOD, 2009.
[13] Z. Zhang, T. A. El-Mosehly, I. M. Eladelf, and L. Daniel, “Stochastic testing method for transistor-level uncertainty quantification based on generalized polynomial chaos,” IEEE Trans. Computer-Aided Design Integr. Circuits Syst, vol. 32, no. 10, Oct 2013.