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The assembly of ecological communities from a pool of species is central to ecology, but the effect of this process on properties of community interaction networks is still largely unknown. Here, we use a systematic analytical framework to describe how assembly from a species pool gives rise to community network properties that differ from those of the pool: Compared to the pool, the community shows a bias towards higher carrying capacities, weaker competitive interactions and stronger beneficial interactions. Moreover, even if interactions between all pool species are completely random, community networks are more structured, with correlations between interspecies interactions, and between interactions and carrying capacities. Nonetheless, we show that these properties are not sufficient to explain the coexistence of all community species, and that it is a simple relation between interactions and species abundances that is responsible for the diversity within a community.

Networks of species interactions and their structure are central objects of study in community ecology, both in terms of the organization of the links and the strength of the interactions. Network structure has been related to increase in maximal diversity and species abundance \[1, 11\] and to ecosystem functioning \[2, 3\]. Interaction patterns tell us about underlying mechanisms of interaction such as competition over resources, and about the evolutionary and assembly history of the community \[4\]. In addition, the network structure is shaped by the requirements of stability \[5, 7\] both internally and in the face of migration to and from a pool of available species \[8, 9\]. The resulting abundances must be positive, a requirement known as feasibility \[10, 12\]. Such constraints are especially important in conditions where interactions are a dominant factor \[9, 13\]. These constraints imply that viable communities are not arbitrary collections of species from the pool, but instead have special properties. This is expected to affect the network properties. For example, species that suffer from strong competition are less likely to persist, so weaker competitive interactions might be over-represented in the community, as was indeed observed in simulations \[14\]. Similarly, species with higher carrying capacities might have better chances to persist, biasing this distribution with respect to that of the entire pool. Beyond such considerations, a framework giving definite, quantitative predictions for these effects, and for the emergence of more complex patterns has thus far been lacking.

To shed light on this process we turn to community assembly models, where the interactions between all species in the pool – as would be measured in the local conditions – are modeled. Such models have provided insight into the influence of the assembly process and the existence of multiple equilibria \[15, 25\], the resulting species abundance \[26, 28, 30\], growth of resistance to invasion \[19, 21, 22\], the effects of noise and rates of relaxation following a change in the community \[13, 24, 27\], and ecosystem function \[31\]. Works within this framework have recognized that the properties of the community network are different from those of the entire pool. In simulations, the mean interaction strengths were found to be smaller in the community \[13\]; and certain combinations of productivities and interspecies interactions were found appear more commonly than others \[29, 30\]. No systematic account of such differences has been provided.

In this work we study how network properties are influenced by the constraints of community assembly from a given species pool, through a systematic framework giving analytical predictions. Our aim is two fold. First, to describe how the statistical properties of the network are altered when restricted to interactions inside viable communities, see Fig. 1(a,b). Even if interactions between all pool species are “maximally random”, comprised of a single trophic level with random uncorrelated interactions between species, the community networks are found to be structured. This is significant in light of the large body of work, following \[32\], that models communities using random interactions. The changes in statistical properties include correlations between interspecies interactions, and between them and the carrying capacities. In addition, carrying capacities are on average higher then in the pool, and interspecies interactions are less competitive or more beneficial.

Secondly, focusing on the assembled community we ask: how does its network allow all community species to coexist? After all, the persistence of the community species is somehow encoded in the network structure. It turns out that correlations between interactions play a crucial role in allowing for higher diversity. But finally, it is a simple relation between interspecies interactions and species abundances that fully accounts for the coexistence of all species in the community.

The model includes a pool of species, a subset of which forms the community, whose members are the persistent species (those whose abundance does not decay to zero). The community must be resistant to invasion by pool species outside it, so that an invader’s abundance decays if it is introduced in small abundance. This criterion accounts for the effect of migration, if migration acts on long enough time-scales which allow the community to relax between colonization attempts \[11, 17, 19, 20, 25\].
The assembly process generates community networks with properties different from in the pool. (a) The strength of interspecies interactions between all species in the pool, and their carrying capacities. A subset of species (marked by stars) forms the local community. (b) The reduced matrix of community inter-species interactions, and the reduced vector of carrying capacities. They have new statistical properties, including changes in the elements’ distributions, correlations between interactions, and between interactions and carrying capacities.

The dynamics of the abundances \( N_i \) of the \( S \) species in the pool, with \( i = 1..S \), are modeled by the generalized Lotka-Volterra equation

\[
\frac{dN_i}{dt} = \frac{r_i}{K_i} N_i \left( K_i - N_i - \sum_{j, (j \neq i)} \alpha_{ij} N_j \right) .
\]

\( r_i \) are the intrinsic growth-rates, \( K_i \) are the carrying capacities, and \( \alpha_{ij} \) for \( i \neq j \) encode interspecies interactions with positive values representing competition. The analytical techniques can be applied to a broad class of other models.

In order to proceed, the parameters \( r_i, K_i \) and \( \alpha_{ij} \) of the species in the pool – as would be measured in the local conditions – need to be specified. Assuming that detailed information on all these parameters is not available, we turn to a null model in which they are sampled independently. Results are presented for a normal distribution of \( K_i \) for which the analytical expressions are compact; The main conclusions remain unchanged for other distributions. By rescaling \( N_i \to N_i / \text{mean} (K_i) \) we set mean \( (K_i) = 1 \).

The analytical framework follows a long tradition in ecology, of adding a species and asking whether it can invade [32], but goes beyond this to analyze the probability for it to invade and its abundance if it succeeded. This is known as the cavity method in the physics literature [16, 23, 24, 30], which in ecological contexts has been used to calculate species abundance distributions and other quantities, such as whether multiple equilibria exist [16, 23, 28, 30]. Here, in order to study the community network, we note that its properties can be obtained by conditioning on the persistence of the species involved. For example, the probability distribution of a community interaction strength \( \alpha_{ij}^* \) is by definition given by \( \Pr (\alpha_{ij}^*) = \Pr (\alpha_{ij} N_i > 0, N_j > 0) \), where \( N_i, N_j \) are the abundances after a long time. This quantity is calculated by introducing two species and asking that they both persist. Joint distributions of multiple interactions and carrying capacities are similarly obtained by conditioning on the persistence of all the species involved. This provides systematic access to all moments and marginal probability distributions of the community network.

The analytical technique is controlled at large pool sizes \( S \) with individually weak interspecies interactions, i.e., keeping the asymmetry \( \gamma = \text{corr}(\alpha_{ij}, \alpha_{ji}) \) and the parameters \( \mu \equiv \text{mean}(\alpha_{ij}) \) and \( \sigma^2 \equiv \text{var}(\alpha_{ij}) \) constant. Good agreement with numerical simulations is found for modest number of species, see Fig. [34] for \( S = 15 \) and communities down to 6-7 species. Qualitative agreement – in particular, the sign of correlations – is found for all systems sizes, both for Gaussian and uniform distributions of \( \alpha_{ij} \), see Appendix C. This encompasses systems with purely competitive interactions \( (\alpha_{ij} \text{ all positive}) \), as well as ones that include mixtures of competitive and beneficial interactions.

I. RESULTS

The results section is organized as follows. First, properties of the interspecies interactions and carrying capacities are presented. Then the relation between network properties and species coexistence is addressed. The results are compared with numerical simulations, described in Appendix D. Derivations are given in Appendix A. Analytical expressions are quoted to lowest order in \( 1/S \).

Before turning to the community network, we briefly describe the dynamical behavior of the model. It exhibits three distinct regimes, or ‘phases’, depending on the model parameters \( (\mu, \sigma, \gamma \text{ and the distribution of } K_i) \), separated by sharp boundaries when \( S \) is large at fixed \( \mu, \sigma \), see Fig. [2]. Details are given in Appendix D. The analytical results are exact in the unique equilibrium phase, and qualitatively correct in the multiple attractors phase,
as seen by comparing with numerics. In a third phase the abundances grow without bound; here the description in terms of Lotka-Volterra equations probably breaks down and this regime will not be further discussed.

A. properties of the community network

This section describes properties of community networks. Throughout, \( \alpha^*, K^* \) and \( N^* \) will denote the network parameters and abundances restricted to the community species, and \( S^* \) the number of species in the community. The pair \( \alpha^*, K^* \), will have different properties from \( \alpha, K \) of the pool. We begin with properties of \( \alpha^* \). The distribution of an element \( \alpha_{ij}^* \) is a function both of its distribution over all interactions between species in the pool, and of the assembly process. The assembly enhances the distribution at more negative values, corresponding to weaker competition or stronger beneficial interactions. This enhancement is linear in interaction, \( \Pr(\alpha_{ij} = \alpha) / \Pr(\alpha_{ij} = \alpha) = 1 - c \cdot \alpha \), see Fig. 3(a,b). The prefactor \( c \) depends on the model parameters, and is given in Appendix A. This change shifts the overall mean, \( \langle \alpha_{ij} \rangle \), towards lower competition than in the pool, Fig. 3(b,c). A drop in the mean competition has been described \[13\], using simulations. The enhancement of weak competitive links is in line with arguments for the prevalence and importance of weak links \[7,11,35,37\]. Note however that beneficial interactions, if they exist in the pool, would be more enhanced when their strength \( |\alpha_{ij}^*| \) is larger.

In Fig. 3 as everywhere else, simulation data fits perfectly for large \( S \) in the unique equilibrium phase.

Pairs of community interaction elements \( \alpha_{ij}^*, \alpha_{kl}^* \) that share a species (i.e. belong to the same row or column of the matrix) are correlated, see Fig. 4. The sign of the correlation may depend on the role of the species in common. For example, in asymmetric systems \( \gamma = 0 \), one finds a positive correlation between \( \alpha_{ij}^* \) and \( \alpha_{kl}^* \), which corresponds the influence of one species \( j \) on two others, but negative correlations in the opposite scenario where
two species influence the same species. (Species $j$ influences $i$ with strength $\alpha_{ij}$ through the term $-\alpha_{ij}N_i$ in Eq. (4) for $dN_i/dt$.) Symmetric interactions ($\gamma = 1$) have only one distinct type of correlation, which changes sign as a function of model parameters, see Fig. (4(b)). Correlations between interaction strengths that do not share a common species are weaker (higher order in $1/S$) and are not discussed here. All these quantities are zero when measured over $\alpha$ of the entire species pool, demonstrating that the community interactions indeed have different statistical properties from the pool interactions, or from any model in which interaction strengths are sampled independently.

Moving on to the carrying capacities, when the carrying capacity $K_i$ varies from one species to another, its distribution in the community is altered as compared to that in the pool. This is because species with higher carrying capacities are more likely to be included in the community, see Fig. (5(a)). In the limiting case of identical interspecies interactions, the persistent species are simply those whose carrying capacity lies above some threshold. In the other extreme, of large variability of interactions strengths (high $\sigma$), the carrying capacities have a negligible effect on which species persist, and so their variance is unchanged. This ‘filtering’ increases the mean of the carrying capacities with respect to the pool, see Fig. (5(b)). The variance of the distribution may change in either direction. For a Gaussian distribution it is always reduced, see Fig. (5(b)); This is expected to happen in similarly-shaped distributions. In other cases the variance may increase, see Appendix A for an example. Smaller variance allows for greater maximal species diversity [11]; It is interesting that the community assembly can act to either reduce or increase the variance. Correlations between interspecies interactions and carrying capacities emerge in the community. Their sign depends on the influencing or influenced species is included, see Fig. (5(c), (and also Fig. 12 in Appendix A for $\gamma = 1$).

When different species have different carrying capacities, properties of that distribution are altered by the community assembly process. Feasibility restricts the possible combinations of $\alpha^*$ and $K^*$, since in equilibrium $\alpha^*N^* = K^*$ (with $\alpha_{ij}^* = 1$) and community abundances must be positive. This set of conditions is at the basis of many theoretical arguments [11 11 12]. However, for many purposes it is desirable to have more detailed relations between $\alpha^*$ and $K^*$ than this set of inequalities. The community assembly model used here has the advantage of producing explicit predictions for the distribution of carrying capacities and its correlations with elements of $\alpha^*$, as shown in Fig. 5.

B. Network structure and species coexistence

So far, the differences between assembled networks and those formed by arbitrary collections of species were described. By definition, all of the community species coexist in the community. We now ask what properties of the assembled networks, specifically the interspecies interactions, are responsible for this coexistence. To simplify the presentation we focus on communities with identical carrying capacities ($K_i = 1$), so that the community network is specified by the interactions $\alpha^*$.

To better understand the effect of network properties on diversity (number of persistent species), we generate matrices that are the same size as $\alpha^*$ but with different properties. If $\alpha^*$ is replaced by completely random interactions sampled as in the pool, only a fraction of the species persist, see Fig. (6(a,b)). Modifying the distribution of individual interactions to match that of the assembled community does little if anything to increase diversity. In fact it can be shown to have no effect on large communities. Next, including correlations between species increases the diversity, to a degree that depends on the model parameters. To go beyond these results and find a sufficient condition for the community species to persist, we turn to the properties of the community interactions $\alpha^*$ at a given species abundance $N^*$.

As was discussed above, interspecies interactions in the community are on average less competitive than those in the entire pool. When considered jointly with the species abundance this change in interaction strength is not

---

1 As was discussed above, at large $S$ the distribution of $\sigma_i^*$ has a different mean but the same variance as $\alpha_{ij}$. To leading order in $S$ the fraction of of persist species depends only on $\sigma$ (when all $K_i = 1$), and changes in the distribution that alter $\mu \rightarrow \mu_{eff}$ have a sub-leading effect on the fraction of persistent species.

2 In phase one (where the analytical theory is exact), the dynamics converge to stable equilibria, so that $N^*$ is a well-defined, time-independent quantity.
uniform, but depends the abundance of the species involved in the interaction. Specifically, the conditional distribution \( \text{Pr}(\alpha_{ij}|\vec{N}^*) \) has the same standard deviation as \( \alpha_{ij} \) of the pool. Its mean, \( \langle N_i^* \rangle(\alpha_{ij}^*) \), is shifted with respect to the pool mean, and depends on \( N_i^* \) and \( N_j^* \) in a remarkably simple way:

\[
\frac{\text{mean}(N_i^*, \alpha_{ij}^*)}{\text{mean}(\alpha_{ij})} - 1 = -A N_i^* N_j^* + B \left( \gamma N_i^* + N_j^* \right), \tag{2}
\]

with \( A = (1/\mu + \gamma B \langle N \rangle)/\langle N^2 \rangle \) and \( B = (1/\mu - \langle N \rangle)/\langle N^2 \rangle \), see Fig. 7. The correlation coefficient of \( \alpha_{ij}^*, \alpha_{ik}^* \) conditioned on a given \( \vec{N}^* \) is given by \( \text{corr}_{\vec{N}^*}(\alpha_{ij}^*, \alpha_{ik}^*) = -\frac{1}{\gamma^2 \langle N_j^* N_i^* \rangle} \). The other distinct correlations, \( \text{corr}_{\vec{N}^*}(\alpha_{ij}^*, \alpha_{ki}^*) \) and \( \text{corr}_{\vec{N}^*}(\alpha_{ij}^*, \alpha_{ki}^*) \) are given by the same expression, only multiplied by \( \gamma \) and \( \gamma^2 \) respectively. From Eq. (2) one finds that competition is always reduced when both abundances are large and \( N_i^* > N_j^* \). Depending on model parameters, competition may increase for small \( N_i^* \) or \( N_j^* \); this is visible in Fig. 7(c). Expressions for unequal carrying capacities are very similar, see Appendix A. We note in passing that following from these results, correlations between an interaction and the abundances of the species involved are always negative.

With these in mind, we generate communities by first sampling the species abundances (whose distribution is known exactly) and then sampling the matrix \( \alpha^* \) at a given species abundance obeying Eq. (2) and the correlations following it. This produces communities where almost all species persist, see Fig. 6(b,c). For large communities, this fraction will now be shown to go to one (at least in the unique equilibrium phase, where the theory is exact). The interactions \( \alpha^* \) sampled in this way also satisfy all the properties that were described in the first part of the Results, and in fact can be derived from them. These relations therefore combine all community properties while maintaining almost complete diversity.

To understand why the species persist when sampled this way, we show that once the abundances \( \vec{N}^* \) have been chosen and \( \alpha^* \) sampled on their basis, the dynamics will have a fixed point at \( \vec{N}^* \), see the example in Fig. 6(c). To show this, note that for \( \vec{N}^* \) to be an equilibrium of Eq. (1), the quantity \( I = 1 - N_i^* - \sum_{j \neq i} \alpha_{ij}^* N_j^* \) must vanish for all the persistent variables. Indeed, both the mean and variance of \( I \) at a given \( \vec{N}^* \) are zero: in the expectation value of \( I \), \( \alpha_{ij}^* \) is replaced by \( \langle N_i^* \rangle(\alpha_{ij}^*) \). Using Eq. (2) one obtains

\[
1 - \mu \langle N \rangle - \mu B \langle N^2 \rangle + (\mu A \langle N^2 \rangle - \mu B \langle N \rangle - 1) N_i^* = 0, \tag{3}
\]

which is zero, using the definitions of \( A, B \). A similar calculation using \( \text{corr}_{\vec{N}^*}(\alpha_{ij}^*, \alpha_{ik}^*) \) given after Eq. (2) shows that the variance of \( I \) is also zero. And since the sampled abundances \( \vec{N}^* \) are chosen to be positive, the network admits a feasible solution. It is also stable, at least were the theory is exact, see the Discussion section below. This completes the argument for species persistence.

Referring to the species abundances when discussing the network structure might seem redundant, since the

\[3\] Here population averages are replaced by moments, e.g. \( \langle N \rangle = S^{-1} \sum_i N_i \), justified since correlations between abundances \( N_i^* \) are negligible at large \( S \), see Appendix A. In addition terms of order \( 1/S \) have been dropped, as the expressions for \( A, B \) do not retain this level of accuracy.
abundances are given by solving $\alpha^* N^* = \vec{K}^*$ (with $\alpha_{ij}^* = 1$). But the joint distribution of $\alpha^*, N^*$ would translate to moments of all orders $\alpha^*$, if written directly in terms of $\alpha^*$ and $\vec{K}^*$. Diversity depends on these more complicated correlations, involving the inverse of the matrix $\alpha^*$. The bi-linear dependence of mean $\bar{N}_i$, $(\alpha_{ij}^*)^2$ on $N_i^*$ and $N_j^*$ resembles the Hebbian learning rule for Hopfield neural networks, where a pattern to be memorized is a vector of binary variables $\vec{\xi}$. It is memorized by adding to the interaction strength a term proportional to $\xi_i \xi_j$. This similarity is intriguing in light of the very different mechanisms shaping the interaction strengths: in neural networks the strength of the connections is changed in the learning process. In contrast, the reduced $\alpha^*$ matrix is formed by keeping only the persistent species, rather than by modifying specific matrix entries. The interpretations are also different, as species abundance is viewed as a consequence of the assembly process, rather than an external input to be memorized.

II. DISCUSSION

What generates these properties – How do these patterns emerge from the community assembly process? It is quite intuitive that competition is on average reduced (Fig. 3). Species that suffer from less competition are more likely to persist, along with the interactions that involve these species. To estimate the strength of this effect, note that different values of $\alpha_{ij}$ change the probability that species $i$ persists by an order of $\alpha_{ij}$ (more precisely by $\alpha_{ij} N_i \rho$, where $\rho$ is the probability density of $N_i$ at $N_i \to 0$). The shift in the mean interaction is roughly the typical size of $\alpha_{ij}$ weighted by the probability shifts, giving $\alpha_{ij}$ or more precisely $\text{var}(\alpha_{ij})$. The mean and shifts in the mean are comparable even for large systems with many weak interactions, in accordance with Eq. (2), since at large $S$ and fixed $\mu, \sigma$, this variance $\sigma^2/S$ is comparable to the mean $\mu/S$.

More elaborate arguments can help to understand the signs of the correlations in Fig. 4. For example, consider the positive correlations between interactions sharing the same influencing species, Fig. 4(b). This is because a pair of interactions is less likely to be found in the community when the effect of one species on two others has opposing trends, causing one of the species to suffer from stronger competition which reduces its probability to persist. These arguments are in essence Bayesian: from the probability that species persist given certain network patterns, one obtains the probability of finding these patterns given that the involved species persist.

Stability – Stability may be an important factor affecting the structure of communities [5][32]. The main results of this paper follow from feasibility and resistance to invasion, without invoking (linear) stability. Conversely, this means that the results do not follow from requiring that a fixed-point be stable. Linear stability requires that the matrix $M_{ij} = -\alpha_{ij}^* N_i^* / K_i^*$ be negative definite. This is generally the case in phase one (see Fig. 2), if $r^*$ is sampled independently from $\alpha^*$ and $\vec{K}^*$. This was tested for different distributions (including identical values, exponential, power-law and uniform distributions). Stability may play a role the second phase by selecting certain fixed-points over others.

Nestedness – The pattern of the mean of $\alpha^*$ at a given abundance $\bar{N}^*$, Eq. (4), has the following property: when the rows columns are sorted by increasing abundance, the strongest interactions concentrate in the upper left corner (close to the element $\alpha_{11}^*$), as is visually clear in Fig. 7(a,c). Such a ‘nested’ pattern is commonly discussed in the context of bipartite ecological networks with binary entries, such as mutualistic networks [33], but can be used to describe any network [39]. The element-to-element variations around the mean might make it difficult to visually observe this pattern, compare Fig. 1(b), and quantitative measures for nestedness should be used. The relation between this phenomena and nestedness in other systems is an interesting direction for future research.

The predictions of the theory could be tested against experiments, if interaction strengths can be measured. A community assembly experiment would be preferable, as it allows to directly compare between the pool and the community. In systems where the interactions are generated by a specific mechanism, the interactions in the pool might have different statistics, and the calculations presented here could be carried out for these scenarios. Indeed, at the core of the analytical technique are objects (the desired quantities conditioned on persistence) which can be evaluated in a wide range of models (such as the models in [30] [40][52]), including explicit resource competition, sparse or otherwise distributed interactions, and interactions involving three or more species.
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4 The closest analogy is to the symmetric Lotka-Volterra model, $\gamma = 1$. The dynamics in both models admit a Lyapunov function: $\frac{1}{2} \sum_i N_i (-\sum_j \alpha_{ij}^* N_j + 2)$ for the Lotka-Volterra model and $\frac{1}{2} \sum_{i,j} w_{ij} N_i N_j$ for the Hopfield model. And the patterns $\alpha_{ij}^* = \text{mean}_{N^*} (\alpha_{ij}^*)$ and $w_{ij} \propto \xi_i \xi_j$ generate maxima at $\bar{N}^*$ and $\bar{\xi}$ respectively of the corresponding Lyapunov functions.
Appendix A: Derivations

In this appendix all derivations of the results are given. First, the problem is set up and notation is defined. In the following section the species abundance is calculated, along with quantities that are used to study the network. This is followed by the distribution of carrying capacities, the distribution and correlations of community interspecies interactions, and correlations between carrying capacities and interactions.

1. Notation and model definition

Throughout, for random variable $f, g$, $P(f)$ is the probability distribution of $f$, $\langle f \rangle$ the mean, and $\text{var}(f)$ the variance. $\text{cov}(f,g)$ and $\text{corr}(f,g)$ are defined for pairs of random variables, and $\text{cov}(f,g)/\sqrt{\text{var}(f)\text{var}(g)}$ is the dimensionless form of $\text{cov}(f,g)$. $\text{corr}(f,g)$ is also dimensionless and is used in Eq. (A5). Similar notation, $g(x; \mu, \sigma^2)$, applies to multivariate distributions where $\mu$, $\Sigma$ are vectors and $\Sigma$ the covariance matrix.

The Lotka-Volterra equations with varying carrying capacities, Eq. (1), read

$$\frac{dN_i}{dt} = \frac{r_i}{K_i} N_i \left( K_i - N_i - \sum_{j,(j\neq i)} \alpha_{ij} N_j \right) ,$$

It will be convenient to work with variables $a_{ij}$ defined by

$$a_{ij} = \frac{\mu}{S} + \sigma a_{ij} ,$$

with $\langle a_{ij} \rangle = 0, \langle a_{ij}^2 \rangle = 1/S$ and $\langle a_{ij}a_{ji} \rangle = \gamma/S$, so the relations for $a_{ij}$ are satisfied. The carrying capacities $K_i$ are sampled independently of the $a_{ij}$. By rescaling $N_i \rightarrow N_i/(K_i)$, we set $\langle K_i \rangle = 1$. It will be convenient to take the $K_i$ to be Gaussian with unit mean and $\sigma_K^2 \equiv \text{var}(K_i)$. Since the $K_i$ must be positive, this is reasonable for $\sigma_K \lesssim 0.3$. The calculations can be carried out for other distributions of carrying capacities.

Fixed points $dN_i/dt = 0$ for all $i$ require $N_i \left( K_i - N_i - \sum_{j,(j\neq i)} a_{ij} N_j \right) = 0$. Using the definition of $a_{ij}$ and rearranging this becomes

$$0 = n_i \left( \lambda_i - u_n - \sum_{j,(j\neq i)} a_{ij} n_j + h \right) ,$$

where $n_i$ are the normalized abundances

$$n_i = N_i / \left( \frac{1}{S} \sum_{j=1}^S N_j \right)$$

so that $\frac{1}{S} \sum_{i=1}^S n_i = 1$, and

$$u = 1 - \frac{\mu/S}{\sigma} , \quad \lambda_i = \frac{K_i - 1}{\sigma \langle N \rangle} , \quad h = \frac{1}{\sigma} \frac{\mu}{\langle N \rangle} .$$

(A4)

From this equation it follows that $\langle \lambda_i \rangle = 0$ and $\sigma_{\lambda_i}^2 = \langle \lambda_i^2 \rangle = \sigma_K^2 / (\sigma \langle N \rangle)^2$. In this language the problem becomes: given $u$ and $\sigma^2$, find a value of $h$ such that Eq. (A3) holds for all species; $\sum_{i=1}^S n_i = S$; species for which $n_i = 0$ cannot invade ($dN_i/dt < 0$ for small $N_i$); and the persistent species ($n_i > 0$) are stable against small perturbations in $n_i$. At large $S$, $u \approx 1/\sigma$ to lowest order in $1/S$, which is used throughout the paper in comparisons with Lotka-Volterra simulations. The exact form $(1 - \mu/S)/\sigma$ can be used if one is interested in the behavior close to the Hubble point $[24] \mu/S = \text{mean}(\alpha_{ij}) = 1$.

The form used in Eq. (A3) has a number of advantages. First, it is more convenient to work with zero mean and standardized variance $a_{ij}$ variables. Secondly, a connection is made to works that study its properties, such as species abundance or the existence of multiple equilibria. Perhaps most importantly, as Eq. (A3) depends on the original parameters only through the combinations in Eq. (A4), new relations are revealed. For example, if all carrying capacities are identical ($K_i = 1$), then $\sigma_{\lambda_i}^2 = 0$ and the problem depends on all the original parameters through $u$, equal to $1/\sigma$ at large $S$. Therefore all properties of the normalized abundances $n_i$ do not depend on $\mu$, see Fig. 8(a,c). This applies to all properties of the reduced matrix, whose structure is determined by which $n_i$ are positive.

Summary of notation – The set of persistent variables, for which $n_i > 0$, are denoted by $N_i^*$, and similarly $K_i^*, n_i^*, \lambda_i^*$. $S^*$ will denote the size of the community (number of persistent variables). The community (or reduced) interaction matrix is $a^*$, containing all interactions $a_{ij}$ for which $N_i, N_j > 0$. The fraction of persistent variables and the second moment will be denoted by

$$\phi \equiv S^*/S ; \quad q \equiv \langle n_i^2 \rangle .$$

Note that the average in $q$ also includes species for which $n_i = 0$. The correlations between abundances $n_i$ for different species are weak (as shown below), and $S^*$ fluctuations will be of order $\sqrt{S^*}$, so at large $S$, $\phi$ can be replaced with its mean value. Similarly, $\sum_i n_i^k / S$ can be replaced with $\langle n_i^k \rangle$.

The mapping in Eq. (A3) only holds for the equilibrium properties. It is not the well-known mapping of the full dynamics [25, 43], which requires changing variables in a way that generates statistical dependencies between interactions, even if they don’t exist in the original Lotka-Volterra equations.
Because \( n_i = 0 \) for species outside the community, 
\[
\sum_v n_i^* = \sum_v n_i = S,
\]
therefore
\[
\langle n_i^* \rangle = \sum_j n_j^* / S^* = 1 / \phi,
\]
and similarly
\[
\langle (n_i^*)^2 \rangle = q / \phi.
\]

It will be useful to consider the change in a solution \( n_i \) to Eq. (A3) as the \( \lambda_i \) are varied,
\[
v \equiv \left. \frac{\partial n_i}{\partial \lambda_i} \right|_{\xi_i = 0}
\]
and use the shorthand notation
\[
\hat{u} \equiv u - \gamma v.
\]

## 2. Species abundance distribution

Here a variant of the cavity method is used. It is based on the dynamical cavity method, which does not require \( \alpha_{ij} \) to be symmetric, but replaces its generating functional formalism by a more elementary derivation, close in spirit to [34]. It proceeds by adding a new species along with newly sampled interactions with the existing system, and comparing the properties of the solution with \( S \) species to that with \( S + 1 \) species, requiring that the new species has the same properties as the rest.

Assume that the abundances \( n_{j \neq 0} \) of the species in the pool \( i = 1, ..S \) are known. Introduce a new species with interactions \( \{a_{0i}, a_{ij}\} \) and \( \lambda_0 \). For the purposes of the derivation, Eq. (A3) is extended to include an additional small perturbations \( \xi_i \) to the \( \lambda_i \) of each species, later set to zero:
\[
0 = n_1 \left( \lambda_i - u n_i - \sum_{j \neq i} a_{ij} n_j + h + \xi_i \right)
\]
(\( A5 \))
and the response to the perturbation is
\[
v_{ij} \equiv \left. \frac{\partial n_i}{\partial \xi_j} \right|_{\xi_i = 0}.
\]
(\( A6 \))

Once the new species is introduced, it might invade and its final abundance will be \( n_0 > 0 \), or else \( n_0 = 0 \). The effect it has on the species \( i \geq 1 \) is
\[
u n_i = \lambda_i - \sum_{j \neq i} a_{ij} n_j + h - a_{0i} n_0
\]
(\( \text{Eq. 6} \))

This is the same as Eq. (A5), with \( \xi_i = -a_{0i} n_0 \). For large \( S \) each \( a_{0i} n_0 \) is small (scales as \( 1/\sqrt{S} \)) so that linear response can be used, \( n_j = n_{j \neq 0} - \sum_k v_{jk} \xi_k \), giving
\[
n_j = n_{j \neq 0} - n_0 \sum_k v_{jk} a_{k0}.
\]
If \( n_0 > 0 \) we substitute this equation into 0 = \( \lambda_0 - u n_0 - \sum_j a_{0j} n_j + h + \xi_0 \) and rearrange to find that \( n_0 = n_0^+ \), where
\[
n_0^+ = \lambda_0 - \sum_j a_{0j} n_{j \neq 0} + h \xi_0
\]
(\( \text{Eq. A7} \))

The denominator of this equation will be a finite number with negligible fluctuations. To see this, note that \( v_{ij} = O \left( S^0 \right) \), while \( v_{ij} \) which is mediated by the \( a \) interactions is expected to be \( v_{ij} = O \left( S^{-1/2} \right) \) (as can be verified later). The sum over the \( j \neq k \) terms in \( \sum_{j,k} v_{jk} a_{0j} a_{k0} \) gives
\[
\langle \sum_{j,k} v_{jj} a_{0j} a_{0k} \rangle = \gamma / S \sum_{j,k} v_{jj}
\]
with \( O \left( S^{-1/2} \right) \) fluctuations, while the sum over the \( j \neq k \) terms is \( O \left( S^{-1/2} \right) \). Together, up to \( O \left( S^{-1/2} \right) \) fluctuations, the denominator is equal to \( u - \gamma v \) with \( v \equiv \langle v_{jj} \rangle \). All in all, the feedback of the existing species on the new species changes the denominator from \( u \) to \( u - \gamma v \).

Turning to the numerator of Eq. (A7), the term \( \lambda_0 - \sum_j a_{0j} n_{j \neq 0} + h \) has mean \( h \) and variance \( \sigma_h^2 + \sum_j \langle a_{0j}^2 \rangle \langle n^2 \rangle = \sigma_h^2 + q \) where \( q \equiv \langle n^2 \rangle \). This follows from the distributions of \( \lambda_0 \) and \( a_{0j} \) (all independent from each other by construction). As a sum of many weakly correlated terms \( - \sum_j a_{0j} n_{j \neq 0} \) is Gaussian (see e.g. [27]), and so the numerator is Gaussian, \( h + \xi_0 + \sqrt{q + \sigma_h^2} z \) with \( P(z) = g(z; 0, 1) \). Setting \( \xi_0 = 0 \), Eq. (A7) becomes
\[
n_0^+ = \frac{1}{u - \gamma v} \left( h + \sqrt{q + \sigma_h^2} z \right).
\]
(\( \text{Eq. A8} \))

From the Lotka-Volterra equations, Eq. (1), it follows that if \( n_0^+ > 0 \), the solution \( n_0 = 0 \) is not stable against invasion \( (dN_0/dt > 0 \text{ at } N_0 = 0^+) \), so \( n_0 = n_0^+ \). This is where the resistance to invasion enters. Together \( n_0 = \max \left( 0, n_0^+ \right) \) with \( n_0^+ \) given in Eq. (A8). But once species ‘0’ has been added to the system it is in no way different.

---

\(^7\) From the definition of \( v_{ij} \), Eq. (A6), the change \( \delta n_i \) in response to a perturbation vector \( \xi = \delta n_i \) is \( \delta n_i = \sum_j v_{ij} \xi_j \). If the elements of \( \xi \) are sampled independently then \( \langle (\delta n_j)^2 \rangle / \langle \xi_j \rangle = v^2 + (S - 1) \langle v_{ij}^2 \rangle \). As long as this is finite, as discussed in [6] \( v_{ij} \) scales as \( 1/\sqrt{S} \).
Figure 8. Properties of species abundance, for $\gamma = 0$, $\mu = 2, 4$ and $\sigma^2 \neq 0$. $\phi$ is the fraction of persistent species. Solid and dashed line are analytical predictions, exact in the unique equilibrium phase, left of the vertical dotted line.

from the other species, so we may drop the subscript ‘0’ to obtain the species abundance distribution of all species,

$$n = \max \left( 0, \frac{h + \sqrt{q + \sigma^2 h^2}}{u - \gamma v} \right).$$  \tag{A9}

The distribution of $n$ is therefore a truncated Gaussian. It remains to find the values of $q, v, h, \phi$. Using Eq. (A9) for $n$, the relations $1 = \langle n \rangle$, $q = \langle n^2 \rangle$, $\phi = \langle \Theta^+(n) \rangle$ can be used. $\phi = \langle \Theta^+(n) \rangle$ is the fraction of persistent species, and $\Theta^+(n) = 0$ if $n < 0$ and 1 otherwise. Denoting $w_k(\Delta) = \int_{-\Delta}^{\infty} \frac{1}{\sqrt{2\pi}e^{-z^2/2}} (z + \Delta)^k dz$, these relations read

$$v(u - \gamma v) = w_0(\Delta)$$

$$u - \gamma v = \sqrt{q + \sigma^2 h w_1(\Delta)}$$

$$(u - \gamma v)^2 = (1 + \frac{\sigma^2 h}{q}) w_2(\Delta)$$ \tag{A10}

where $\Delta \equiv \frac{h}{\sqrt{q + \sigma^2}}$. A fourth equation is obtained by differentiating Eq. (A7) with respect to $\xi_0$: if $n_0 > 0$ it gives $v_{00} = 1/(u - \gamma v)$ and otherwise $v_{00} = 0$. Together

$$v = \langle v_{00} \rangle = \phi \frac{1}{u - \gamma v}.$$ \tag{A11}

This completes the set of four coupled equations for the unknowns $q, v, h, \phi$. Using the identity $w_2(\Delta) = w_0(\Delta) + \Delta \cdot w_1(\Delta)$ and the definition of $\Delta$, we also have

$$h = q \left[ u - v \left( 1 + \gamma + \frac{\sigma^2 h}{q} \right) \right].$$ \tag{A12}

These equations were first derived, for $\sigma^2 = 0$, in the context of the Replicator Equations in [16, 27]. They can be solved numerically by evaluating $q = w_2/w_1$, $v = w_0/(w_1\sqrt{q + \sigma^2})$ and $u = \gamma v + \sqrt{q + \sigma^2} w_1$ as functions of $\Delta$ and $\sigma^2$, and then plotting the different quantities against each other.

Returning to the Lotka-Volterra variables $N_i = \langle N \rangle n_i$, one has $\langle N \rangle = \sigma h + \mu$. From Eq. (A4) and $\langle N^2 \rangle = q \langle N \rangle^2 = q (\sigma h + \mu)^2$. The species abundance of $N_i$ is a truncated Gaussian from Eq. (A9), fully characterized by $\langle N \rangle$ and $\langle N^2 \rangle$. Fig. 8 shows the fraction of persistent variables and the moments $\langle N \rangle$ and $\langle N^2 \rangle$ and the species abundance distribution, for $\gamma = 0$, $\sigma^2 = 0$ and $\mu = 2, 4$. Those are compared with numerical simulations at large $S$ (the simulations are described in Sec. [D]) Small $S$ values are discussed in Sec. [C]. The analytical results are exact phase one, where a unique equilibrium exists (left of the vertical dotted line), but serve as a good approximation beyond that. Note also that the quantities in Fig. 8a,c, which are properties of the normalized abundances $n_i$ alone, give the same result for both $\mu = 2$ and $4$, as was discussed in Sec. [A]. The correlations between abundances are weak and higher order in $1/S$, see Fig. 9. Their precise form will not be needed in the following.

3. Carrying capacity distribution of persistent community

As a first calculation of a property of the community network, the distribution of carrying capacity in persistent community is derived. It will turn out to have higher average values and lower variance in the community as compared the entire species pool, see Fig. 5 in the main text.

As in the previous section, see Eq. (A8), $n_0 = \max (0, n_0^+)$ with

$$n_0^+ = \frac{1}{\hat{u}} (\lambda_0 + \eta_0 + h).$$

Here $\eta_0 \equiv - \sum_j a_{ij} n_j$ and $\hat{u} \equiv u - \gamma v$. Recall that $P(\lambda_0) = g(\lambda_0; 0, \sigma^2)$, $P(\eta_0) = g(\eta_0; 0, q)$ and $P(\lambda_0, \eta_0) = P(\lambda_0) P(\eta_0)$. We now wish to obtain the joint probability of $\lambda_0, n_0^+$, restricted to $n_0^+ > 0$, see Fig. 10. First, changing variables $(\lambda_0, \eta_0) \rightarrow (\lambda_0^+, n_0^+)$,

$$P(\lambda_0, n_0^+) = \left| \frac{\partial \eta_0^+}{\partial n_0^+} \right| P(\lambda_0, \eta_0)$$

$$= \left| \hat{u} g(\lambda_0; 0, \sigma^2) \right| g(\hat{u} n_0^+ - \lambda_0; h, q).$$
where \( g(\ldots) \) is the normal distribution, see Eq. (A1). Rearranging we find

\[
P(\lambda_0, n_0^+) = \frac{|\bar{u}|}{2\pi\sigma_{\lambda}\sqrt{q}} e^{-\frac{1}{2} \left[ \frac{\lambda_0 - \lambda_i^*}{\sigma_{\lambda}} \right]^2}
\]

\[
= g \left( \lambda_0; \frac{\lambda_0 - \lambda_i^*}{\sigma_{\lambda}}, \frac{q}{1 + q/\sigma_{\lambda}^2}, \frac{q}{1 + q/\sigma_{\lambda}^2} \right) P(n_0^+)
\]

where recall from the previous section that \( P(n_0^+) = g \left( n_0^*; \frac{h}{\sigma}, \frac{q + \sigma^2}{\sigma} \right) \). Since \( P(\lambda_0, n_0^+) = P(\lambda_0|n_0^+) P(n_0^+) \), the first term in the second line is \( P(\lambda_0|n_0^+) \). Now, restricting the distribution to \( n_0 > 0 \), the distributions \( P_{n_0^+} > 0 (\lambda_0, n_0^+) \), \( P_{n_0^+} > 0 (n_0^+) \) change only their normalization, and \( P(\lambda_0|n_0^+) \) remains unchanged. Also, \( n_0 = n_0^* \) when restricted to \( n_0 > 0 \), and moreover this species is not different from any other in the community, so \( P(\lambda_i^*, n_i^+) = P_{n_i^+ > 0} (\lambda_0, n_i^+) \) for any persistent \( i \):

\[
P(\lambda_i^*, n_i^+) = g \left( \lambda_i^*; \frac{\hat{u} n_i^* - h}{1 + q/\sigma_{\lambda}^2}, \frac{q}{1 + q/\sigma_{\lambda}^2} \right) \tag{A13}
\]

The mean of \( \lambda_i^* \) shifts when conditioned to \( n_i^* \), and the variance of \( P(\lambda_i^*|n_i^+) \) is not affected by \( n_i^* \). An advantage of the conditional expression is that moments can be easily calculated. As \( \int_{-\infty}^{\infty} d\lambda_i^* P(\lambda_i^*|n_i^+) \lambda_i^* = \frac{\hat{u} n_i^* - h}{1 + q/\sigma_{\lambda}^2} \), integrating this over \( \int_0^{n_i^+} d\hat{n}_i^+ P(n_i^+) \) and using \( \langle n_i^* \rangle = 1/\phi \) (see Sec. A1 the average reads

\[
\langle \lambda_i^* \rangle = \frac{\hat{u}/\phi - h}{1 + q/\sigma_{\lambda}^2}, \tag{A14}
\]

and by \( \int_{-\infty}^{\infty} d\lambda_i^* P(\lambda_i^*|n_i^+) (\lambda_i^*)^2 = \left( \frac{\hat{u} n_i^* - h}{1 + q/\sigma_{\lambda}^2} \right)^2 + \frac{q}{1 + q/\sigma_{\lambda}^2} \),

\[
\langle (n_i^*)^2 \rangle = q/\phi \quad \text{and} \quad \langle n_i^* \rangle = 1/\phi,
\]

\[
\text{var} (\lambda_i^*) = \hat{u}^2 \frac{q/\phi - 1/\phi^2}{(1 + q/\sigma_{\lambda}^2)^2} + \frac{q}{1 + q/\sigma_{\lambda}^2} \tag{A15}
\]

Finally, note that the distribution \( P(\lambda_i^*) \) is precisely that of \( \lambda_0 \) when \( n_i^* > 0 \). Integrating Eq. (A13) over

\[
\eta_0
\]

where \( n_0^+ > 0 \) gives

\[
P(\lambda_i^*) = g (\lambda_i^*; 0, \sigma_{\lambda}^2) \left[ 1 + \text{sign}(\hat{u}) \text{erf} \left( \frac{\lambda_i^* + \hat{h}}{\sqrt{2q}} \right) \right]. \tag{A16}
\]

The expressions for the moments, Eqs. (A14, A15) could have been obtained by integrating \( P(\lambda_i^*) \) and relating the results to terms in Eq. (A10). It was more convenient to use the conditional probability since \( \langle (n_i^*)^2 \rangle \) and \( \langle n_i^* \rangle \) are given directly in terms of \( \phi, q \).

The distribution of the persistent carrying capacities, \( P(K_i^*) \) and its moments can be readily deduced from \( \lambda_i = \frac{K_i}{\sigma(K_i)} \), see Eq. (A4). Thus \( \langle K_i^* \rangle = 1 + \mu \langle N \rangle \langle \lambda_i^* \rangle \) and \( \text{var} (\lambda_i^*) = \frac{1}{\sigma^2(K_i^*)} \text{var} (K_i^*) \). Fig. 5 shows \( P(K_i^*) \) and the moments for one set of model parameters. The mean satisfies \( \langle K_i^* \rangle > \langle K_i \rangle = 1 \) always, since up to a normalization \( P(\lambda_i^*) \) is equal to \( P(\lambda_i) \) multiplied by an increasing function. For a Gaussian distribution of \( K_i \), \( \text{var} (K_i^*) < \text{var} (K_i) \) (this was verified by evaluating Eq. (A15) over a wide range of \( \mu, \sigma_K \), for \( -1 < \gamma \leq 1 \) and \( \sigma \) up to the unbounded growth phase). However this will not hold for any distribution. For example, if \( P(K_i) \) is bi-modal, where most of the probability is in a low and narrow part, and a smaller part is higher and wide. If \( P(K_i^*) \) contains mostly the top part, then it may have a larger variance than \( P(K_i) \).

4. Distribution of \( \alpha_i^* \)

In this section the distribution of a single element in \( \alpha_i^* \) is derived. Since by definition, \( P(\alpha_i^*) = P(\alpha_{ij}|n_i, n_j > 0) \), this conditional distribution is calculated. The derivation follows a path similar to the previous section, but now introducing two new species at once, denoted \( i = 1, 2 \) with abundance \( n_{1,2} \). Define

\[
\hat{h}_k \equiv \lambda_k - \sum_{j \notin \{1,2\}} a_{kj} n_j - h,
\]

It mean and variance are \( \langle \hat{h}_n \rangle = h \) and \( \langle \hat{h}_n^2 \rangle - \langle \hat{h}_n \rangle^2 = q + \sigma_{\lambda}^2 \). Following the same steps as in Sec. A2 one finds that if both \( n_1, n_2 > 0 \) then \( n_{1,2} = n_{1,2}^+ \) where

\[
\hat{u} n_{1,2}^+ = \tilde{h}_1 + a_{12} n_{2,1}^+ \quad \text{and} \quad \hat{u} n_{2,1}^+ = \tilde{h}_2 + a_{21} n_{1,2}^+ \tag{A17}
\]

Where \( a_{12}, a_{21} \) satisfy \( \langle a_{12}^2 \rangle = \langle a_{21}^2 \rangle = 1/S \) and \( \langle a_{12} a_{21} \rangle = \gamma/S \).

---

8 As a proof of existence, consider a pool with 7 species: five species with \( K = 0.05 \), one with \( K = 1 \) and one with \( K = 4 \). All \( a_{ij} = 0.2 \). Only the species with \( K = 1, 4 \) will persist, and the variance of the carrying capacities will be larger in the community.
Following similar steps to Sec. A3, $P \left( a_{12}, a_{21}, n_{1}^{+}, n_{2}^{+} \right)$ is first calculated. As

$$P \left( a_{12}, a_{21}, \hat{h}_{1}, \hat{h}_{2} \right) = P \left( a_{12}, a_{21} \right) P \left( \hat{h}_{1} \right) P \left( \hat{h}_{2} \right),$$

and $\hat{h}_{1}, \hat{h}_{2}$ are substituted by their values from Eq. (A17)

$$\hat{h}_{1} = \hat{u} n_{1}^{+} + a_{12} n_{2}^{+},$$

$$\hat{h}_{2} = \hat{u} n_{2}^{+} + a_{21} n_{1}^{+}.$$

$J$ is the Jacobian of the change of variables $(a_{12}, a_{21}, \hat{h}_{1}, \hat{h}_{2}) \rightarrow (a_{12}, a_{21}, n_{1}^{+}, n_{2}^{+})$,

$$J = \frac{1}{\hat{u}} \left[ 1 - \frac{a_{12}}{\hat{u}^{2}} n_{1}^{+} n_{2}^{+} \right].$$

We now expand $P \left( h_{1,2} \right)$ in the parameters $a_{12}, a_{21}$, since once the moments of the equation are taken below, higher powers of $a_{ij}$ will give higher powers in $1/S$. Expanding to first order, $P \left( \hat{h}_{1} \right) = g \left( \hat{u} n_{1}^{+} - a_{12} n_{2}^{+} ; h, \hat{q} \right)$ becomes

$$P \left( \hat{h}_{1} \right) = g \left( \hat{u} n_{1}^{+} ; h, q + \sigma_{\hat{q}}^{2} \right) - a_{12} n_{1}^{+} g' \left( \hat{u} n_{1}^{+} ; h, q + \sigma_{\hat{q}}^{2} \right)$$

where $P \left( n_{1}^{+} \right) = g \left( n_{1}^{+} ; h/\hat{u}, \left( q + \sigma_{\hat{q}}^{2} \right)/\hat{u} \right)$, see Eq. (A8).

Now $P \left( a_{12}, a_{21} | n_{1}^{+}, n_{2}^{+} \right) \propto P \left( a_{12}, a_{21}, n_{1}^{+}, n_{2}^{+} \right)$, where the proportionality includes all factors that are independent of $a_{12,21}$. Also, if both species are included in the community, $n_{1}, n_{2} > 0$, then $n_{1}^{+} = n_{1}^{*}$. To lowest order, from Eq. (A18)

$$P \left( a_{12}, a_{21} | n_{1}^{+}, n_{2}^{+} \right) = P \left( a_{12}, a_{21} \right) \left[ 1 - \hat{u} a_{12} + a_{21} \frac{n_{1}^{+} n_{2}^{+} + h a_{12} n_{1}^{+} + a_{21} n_{2}^{+}}{q + \sigma_{\hat{q}}^{2}} \right].$$

This distribution is normalized when integrated over $a_{12,21}$ since $\langle a_{12} \rangle = \langle a_{21} \rangle = 0$. Using $\langle a_{12}^{2} \rangle \sim 1/S$ and $\langle a_{12} a_{21} \rangle \sim \gamma/S$, the expectation value of $a_{12}$ reads

$$\text{mean}_{a_{12}} a_{12} = \frac{\left( 1 + \gamma \right) \hat{u} n_{1}^{+} n_{2}^{+} - h \left( \gamma n_{1}^{+} + n_{2}^{+} \right)}{S \left( q + \sigma_{\hat{q}}^{2} \right)}.$$ (A20)

and mean$_{n_{1,2}} a_{12}$ is similar, only with $1 \leftrightarrow 2$ indices switched. Corrections to this expression are $O \left( 1/S^{2} \right)$. The variance and correlation are unchanged by the conditioning: var$_{n_{1,2}} a_{12} = 1/S$, and corr$_{n_{1,2}} \left( a_{12}, a_{21} \right) = \gamma$.

Going back to $\alpha_{ij}$, using $\alpha_{ij}$ is $\mu/S + s_{aij}$ together with $n_{i} = N_{i}/\sum_{j=1}^{S} N_{j}$ and the definitions of $u, h, q$ in Eqs. (A4/A12) we find Eq. (2)

$$\frac{\text{mean}_{S, \alpha_{ij}} \left( \alpha_{ij}^{*} \right)}{\text{mean} \left( \alpha_{ij} \right)} - 1 = -A N_{i}^{*} N_{j}^{*} + B \left( \gamma N_{i}^{*} + N_{j}^{*} \right).$$

Figure 11. The functions $A$ and $B$ in Eq. (A21) as functions of $\sigma$, for $\gamma = -1, 0, 1$. Here all $K_{i} = 1$, and the function $\mu A$ and $\mu B$ are plotted, since in this case they do not depend on $\mu$.

with $A, B$ given by

$$A = \frac{1 + \gamma \left( 1/\mu + \gamma \langle N \rangle B \right)}{\langle N^{2} \rangle (1 + \gamma) + \sigma_{K}^{2}/\sigma^{2}}$$

$$B = \frac{1/\mu - \langle N \rangle}{\langle N^{2} \rangle + \sigma_{K}^{2}/\sigma^{2}}$$ (A21)

These reduce to the expressions for $A, B$ following Eq. (2) in the main text when $\sigma_{K, PC}^{2} = 0, K = 1$. $A, B$ are plotted for different $\gamma$ in Fig. 11. Note that $A$ must vanish for $\gamma = -1$, as indeed can be seen in the figure, since it creates is a shift of $\alpha_{ij}$ which is symmetric in $N_{i}^{*}, N_{j}^{*}$.

The mean of $\alpha_{ij}^{*}$, plotted in Fig. 3 is

$$\langle \alpha_{ij}^{*} \rangle = \int_{0}^{\infty} dN_{i}^{*} P \left( N_{i}^{*} \right) \Delta \alpha_{ij}^{*}$$

$$- \frac{1}{S} \left[ A \left( \langle N_{i}^{*} N_{j}^{*} \rangle - B \left( \gamma \langle N_{i}^{*} \rangle + \langle N_{j}^{*} \rangle \right) \right) \right]$$ (A22)

and $\langle N_{i}^{*} \rangle = \langle N_{i} \rangle / \phi$ and $\langle N_{i}^{*} N_{j}^{*} \rangle = \langle N_{i} \rangle^{2} + O \left( 1/S \right) = \langle N_{i}^{2} \rangle / \phi^{2}$ with $\langle N_{i} \rangle = \sigma h + \mu$ from Eq. (A4) can be used.

Finally, the distribution of a single element $a_{12}$ can be readily derived from Eq. (A19). Integrating over $a_{12}$ weighted by its distribution $P \left( a_{12} \right)$, and using $\langle a_{12} \rangle = 0$, and then over $n_{1,2}^{+} > 0$ and using $\langle n_{1}^{+} \rangle = 1/\phi$ one finds $\Pr \left( a_{12} = a \right) / \Pr \left( a_{12} = a \right) = 1 - c \cdot a$, with

$$c = \hat{u} / \phi - h \left( q + \sigma_{\hat{q}}^{2} \right) \phi.$$ (A23)

This equation also holds for $\alpha_{ij}, \alpha_{ij}^{*}$ since $\Pr \left( a_{12} = a \right) / \Pr \left( a_{12} = a \right) = \Pr \left( \alpha_{ij} = a \right) / \Pr \left( \alpha_{ij} = a \right)$ when $\alpha, a$ are related as usual by Eq. (A22).

5. Two-element distributions

In this section the joint distribution of two elements, $\alpha_{ij}^{*}$ and $\alpha_{kl}^{*}$ is calculated. The correlation of $\alpha_{ij}^{*}$ with $\alpha_{ij}^{*}$
The list of the 6 interactions appearing will be denoted by \( \{a_{ij}\} \), and the list \( \{n_i^+, n_i^+, n_i^+\} \) by \( \{n_i^+\} \). As before, the goal is to calculate the conditional \( P(\{a_{ij}\} \mid \{n_i\}) \), and the same path is followed: first, the joint distribution

\[
P(\{a_{ij}\}, \{n_i^+\}) = JP(\{a_{ij}\}) P(\hat{h}_1) P(\hat{h}_2) P(\hat{h}_3)
\]

is calculated, where the Jacobian is

\[J = \frac{1}{\hat{u}} - \frac{a_{12} a_{21} + a_{13} a_{31} + a_{23} a_{32}}{\hat{u}^3}\]

and \( \hat{h}_{1,2,3} \) are substituted by their values from Eq. (A23). Expanding \( P(\hat{h}_1) \) to second order in \( a_{ij} \),

\[
P(\hat{h}_1) = P(n_i^+) \left[ 1 - \frac{\hat{h} - \hat{u} n_i^+}{q + \sigma_\lambda^2} \omega_{123} + \frac{(\hat{h} - \hat{u} n_i^+)^2 - q - \sigma_\lambda^2}{2(q + \sigma_\lambda^2)^2} \right]
\]

where \( \omega_{123} = a_{12} n_i^+ + a_{13} n_i^+ \). Expanding \( P(\{a_{ij}\} \mid \{n_i^+\}) \propto P(\{a_{ij}\}, \{n_i^+\}) \) to \( O(a_{ij}^2) \),

\[
P(\{a_{ij}\} \mid \{n_i^+\}) \propto P(\{a_{ij}\} \mid 1 + (\ldots)) .
\]

where the terms (..) in the brackets are first and second powers of \( \{a_{ij}\} \). The different moments can now be calculated, remembering to divide by the normalization that is not trivial to \( O(a_{ij}^2) \). The cross-correlations are

\[
\text{corr}_{\alpha_{1,2,3}^+, \alpha_{1,2,3}^+} (a_{12}, a_{13}) = -\frac{n_i^+ n_i^+}{S^2(q + \sigma_\lambda^2)}
\]

\[
\text{corr}_{\alpha_{1,2,3}^+, \alpha_{1,2,3}^+} (a_{12}, a_{31}) = -\frac{\gamma n_i^+ n_i^+}{S^2(q + \sigma_\lambda^2)}
\]

\[
\text{corr}_{\alpha_{1,2,3}^+, \alpha_{1,2,3}^+} (a_{21}, a_{31}) = -\frac{\gamma^2 n_i^+ n_i^+}{S^2(q + \sigma_\lambda^2)}
\]

These results require that the third moments \( \mu_3 = \langle a_{ij}^3 \rangle \) decay faster than \( O(1/S) \), since they generate a correction of order \( \mu_3/S \). This is rather mild: if one rescales a given distribution, \( P(a_{ij}) = SF(Sa_{ij}) \), then \( \mu_3 = O(S^{-3/2}) \).

Going back to variables \( \alpha_{ij} \) and \( N_i, n_i^+ n_i^+ = N_i^2 N_i^2 / \langle N_i \rangle^2 \) and \( q + \sigma_\lambda^2 = \langle N_i^2 \rangle / \langle N_i \rangle^2 + \sigma_\lambda^2 / \sigma_i^2 \). For \( \sigma_K = 0 \) these become the relations in and following Eq. 2. The correlations over \( \alpha^* \) shown in Fig. 4 are obtained by integrating the above relations over \( n_{1,2,3} > 0 \). For example,

\[
\langle \alpha_{12}^* \alpha_{33}^* \rangle - \langle \alpha_{12}^* \rangle^2 = \sigma^2 \left( \langle \alpha_{12}^* \alpha_{33}^* \rangle - \langle \alpha_{12}^* \rangle^2 \right)
\]

\[
= -\frac{\sigma^2}{S^2(q + \sigma_\lambda^2)} (n_i^+ n_i^+ - \langle \alpha_{12}^* \rangle^2)
\]

where \( \langle \alpha_{12}^* \rangle \) is given in Eq. (A22), \( \langle n_i^+ \rangle = \langle n_i^\star \rangle = 1/\phi^2 \), and \( q + \sigma_\lambda^2 = \langle n_i^\star \rangle + \sigma_\lambda^2 / \sigma_i^2 \).

6. Correlations of interspecies interactions and carrying capacities

The interactions \( \alpha^* \) and the vector of carrying capacities of persistent \( K^* \) become correlated. The derivation of these correlations is very similar to the ones in Sec. A3-A5 above, and is only sketched.

Two additional species are introduced, with

\[
\hat{u} n_i^+ = \lambda_1 + \eta_1 - a_{12} n_2^+ + h
\]

\[
\hat{u} n_i^+ = \lambda_2 + \eta_2 - a_{21} n_1^+ + h
\]

where \( \eta_i = -\sum_j a_{ij} n_j \). The joint distribution \( P(\lambda_{1,2}, a_{1,2,1,1}, n_i^+) \) is given by

\[
JP(\lambda_{1,2}) \propto P(\eta_{1,2}) \propto \lambda_{1,2}, \lambda_{1,2}^2 \propto \lambda_{1,2} \propto \lambda_{1,2}^2
\]

where the Jacobian is \( J = |\partial \eta_{1,2} / \partial n_i^+| \), \( \eta_{1,2} \) are substituted from Eq. (A24), and \( P(\eta_{1,2}) = g(\eta_{1,2} ; \lambda_{1,2} + h, q) \) is expanded to first order in \( a_{1,2,2} \). The conditional distribution is \( P(\lambda_{1,2}, a_{1,2,2,1}, n_i^+) \propto CP(\lambda_{1,2} ; \lambda_{1,2}^2, a_{1,2,2,1}, n_i^+) \), where the prefactor \( C \) depends on \( n_i^2 \). The moments of \( P(\lambda_{1,2} ; a_{1,2,2,1}, n_i^+) \) can now be calculated. As in previous sections, when \( n_1, n_2 > 0 \), then \( n_i^+ = n_i^\star \). The new covariance elements read

\[
\Sigma_{a_{12}, \lambda_1} = \frac{n_i^2}{S(1 + q/\sigma_\lambda^2)}
\]

\[
\Sigma_{a_{12}, \lambda_2} = \frac{\gamma n_i^2}{S(1 + q/\sigma_\lambda^2)}
\]

Correlations between \( \lambda_{1,2} \) and \( a_{1,2,2} \) with no reference to the abundances, are obtained by integrating over \( n_i^2 \).

The moment \( \langle \lambda_{1,2}^* a_{12} \rangle = \langle \Sigma_{a_{12}, \lambda_1} \rangle + \langle \lambda_{1,2} \rangle \text{mean}_{a_{12}, \lambda_1} \rangle \), where \( \lambda_{1,2} \) is the mean of \( \lambda_{1,2} \) at given \( n_i^2 \), see Eq. (A13) and \( \text{mean}_{a_{12}, \lambda_1} \rangle \). The covariance \( \text{cov}(a_{12}, \lambda_{1,2}) \) reads

\[
\langle a_{12} \lambda_{1,2} \rangle - \langle \mu_{1,2} \rangle \langle \lambda_{1,2} \rangle = \frac{\hat{u}(1 + \gamma)}{S(1 + q/\sigma_\lambda^2)} h \text{var}(n_i^\star) \).
\]

And one may use \( \langle n_i^\star \rangle = 1/\phi^2 \) and \( \langle n_i^\star^2 \rangle = q/\phi \) to relate these to the model parameters. Similarly, \( \text{cov}(a_{12}^*, \lambda_{2,2}^*) \) is
Figure 12. Correlations of carrying capacities and interspecies interactions similar to Fig. 5(c), for $\gamma = 1$ (symmetric $\alpha$), $\mu = 8$ and $\sigma_k = 0.2$.

given by

$$\langle \lambda_2^* \alpha_{12}^* \rangle - \langle \lambda_2 \rangle \langle \mu_{12} \rangle = \frac{\sigma_k^2 \langle n_i^* \rangle}{S \sigma_k^2 (1 + q/\sigma_k)^2} \left[ \frac{\langle \sigma_k^2 + q \rangle \gamma \langle n_i^* \rangle - \bar{u} \hat{h} \text{var} \langle n_i^* \rangle}{-\gamma \bar{u} \hat{h} \langle \langle n_i^* \rangle^2 \rangle + q \phi \langle n_i^* \rangle^2} \right].$$

These are translated to $\text{cov}(\alpha_{12}^*, K_{12}^*)$ and $\text{cov}(\alpha_{12}^*, K_{22}^*)$ plotted in Fig. 5 by using Eqs. (A2,A4). Fig. 12 shows the covariance for $\gamma = 1$ (here $\alpha^*$ is symmetric so $\text{cov}(\alpha_{12}^*, K_{12}^*) = \text{cov}(\alpha_{12}^*, K_{22}^*)$). The analytical results predict that this correlation will be positive. In the second phase, the analytical predictions are approximate, and numerics show a transition to negative correlations.

Appendix B: Phase diagram

Depending on the parameters $\mu, \sigma, \sigma_K$ and $\gamma$, the model exhibits three distinctive phases, which at large $S$ are separated by sharp boundaries, see Figs. 13-14. In the first phase, a given system admits a unique equilibrium solution that is resistant to invasion. In the second phase multiple dynamical attractors generally exist, which may be stable equilibria or other attractors such as limit cycles, and the community composition depends upon the history. In this phase an invadaptable state might not be reached, and instead invasions trigger jumps between a number of possible communities. In the present model, we only find it in the second phase, and only for asymmetric models ($\gamma = 0$). This is further discussed in the context of the numerical simulations, Appendix C. The transition between the first and second phase is closely related to those found in various models [13-16, 27, 30, 40, 42], and is also similar to a transition described in [24]. Finally, in the third phase the abundances grow without bound. At smaller values of $S$ the transitions between different regimes is smooth. In particular, for small $S$ the first phase extends further, as smaller systems have a larger probability to have a unique equilibrium.

Figure 13. (a) Phase-diagram for $\sigma_K = 0$ and different $\gamma$. The $\gamma = 0$ lines correspond to Fig. 2 in the main text. Crosses mark transition to diverging solutions, found numerically. (b) Numerical check of the phase boundary between first and second phases. The fraction of systems ($\alpha^*$) for which there are multiple solutions, at $\mu = 4$ and $\gamma = 1$. At large $S$ this fraction jumps sharply at the phase-transition. The dashed line marks the analytically calculated transition point, $\sigma = 1/\sqrt{2}$.

The position of the transition to the unbounded growth phase can be calculated by asking where $\langle N \rangle$ diverges. Using the theoretical tools presented in Appendix A by Eq. (A4), $\langle N \rangle = 1/(\sigma h + \mu)$ so the boundary with the unbounded growth phase lies on the line $\sigma h + \mu = 0$. $h$ is a known function defined in Appendix A following Eq. (A11). The analytical expression for $h$ is exact in the first phase and approximate in the second, so the prediction for this phase boundary will accordingly be exact when it limits the first phase, and approximate when it limits the second.

The boundary between the first and second phases lies on the line $\phi = (u - \gamma v)^2$, where $\phi$ is the fraction of persistent species, and $v$ is a known function, see Appendix A. For $\sigma_K^2 = 0$ this line lies at $\sigma = \sqrt{2}/(1 + \gamma)$ for all $\mu > 0$. Along this line the linear response of a the abundances to a change in the carrying capacities diverges, indicating loss of stability of the unique equilibrium solution and the appearance of multiple attractors. More precisely, the change of the normalized abundances $\bar{u}$ in response to a perturbation $\xi$ defined in Eq. (A5) is $\langle (\delta u)^2 \rangle / \langle \xi^2 \rangle = \phi / [(u - \gamma v)^2 - \phi]$, when the $\xi_i$’s are sampled independently (the average includes $\delta n_i = 0$ for species outside the community). This transition line can be derived using known techniques similar to the arguments in Appendix A. This phase transition is only encountered when the average interaction is competitive, i.e. for $\mu > 0$ and therefore could not be seen in [26], where a Lotka-Volterra system was studied with $\mu = 0$.

Appendix C: Small $S$

Figs. 15,16 are identical to Fig. 3(a,b) and Fig. 4 with additional simulations for small pool sizes. As in the main text, the numerical results are plotted as a function of $\sigma = \sqrt{S \text{std} (\alpha_{ij})}$, and the analytical predictions are...
as a function of $1/u \approx \sigma$, see Eq. (A4). For normally distributed $\alpha_{ij}$, numerics for pools of size $S = 15, 25$ are shown in addition to the $S = 200$ results. For $S = 15$, $\alpha_{ij}$ is the mean of $0.27$ and the standard deviation up to $0.6$. Another comparison is with $\alpha_{ij}$ sampled from uniform distribution on $[0, 1]$, with $S = 15$ and community sizes of about 6-7 species. The results are in good agreement with numerics even for the $S = 15$ numerics, in the region where the analytics are exact (unique equilibrium phase, left of dotted vertical line).

Depending on the application, one might wish to study models where interactions are purely competitive, or a combination of competitive and beneficial interactions. In addition to the choice of the distribution, the combination of $S, \mu$ and $\sigma$ at a given (e.g., Gaussian) distribution allows for similar control. The fraction of beneficial interactions ($\alpha_{ij} < 0$) is given by the area of the negative tail of $P(\alpha_{ij})$. For $S = 15$ in Figs. 15(a, b) at $\sigma = 0.5$ only about 2% of the interactions will be beneficial, and only mildly so. Below $\sigma = 0.4$, typically only one or less of the interactions will be beneficial. At larger widths the $\alpha_{ij}$ combine competitive and beneficial interactions.

**Appendix D: Numerical simulations**

To numerically find persistent solutions, the network variables $\alpha_{ij}$ and $K_i$ are first sampled. $\alpha_{ij}$ are sampled from a normal distribution unless otherwise stated. A uniform distribution was checked to give identical results at large $S$. Results for small $S$ are given in Sec. C.

The Lotka-Volterra dynamics, Eq. (1), are then integrated using a Runge-Kutta 45 solver, from random initial conditions sampled uniformly on $[0, 1]$. All species that go below an abundance cut-off $N_i < 10^{-14}$ are removed from the community ($N_i$ set to zero). The solver is terminated when an equilibrium solution is found, in which for every $i$ either $dN_i/dt$ is small, or $N_i < 10^{-14}$. Solutions that do not terminate are stopped after a long time ($T = 10^7$) and all variables with $N_i > 10^{-14}$ are considered part of the community. The solution is checked against invasion of the pool species not present. As some species are removed during the dynamics due to the abundance cut-off, it is possible that they would be able to invade later. If any such species are found, the dynamics are run from the end point of the first simulation with additional small abundance ($N_i = 10^{-10}$) to the species that may invade. This process is repeated until an uninvadable solution is reached or after ten iterations. In phase one the resulting community is always found to be uninvadable, and usually reached on the first run of the dynamics. For a given system all initial conditions give the same final community. In phase two for asymmetric interactions (specifically $\gamma = 0$), this process did not always converge to an uninvadable solution after ten iterations and then was stopped. All numerical results shown in the paper show only minor differences when plotted after the first run, compared to iterations of the invasion process.

Results large $S$ were simulated with $S = 400$. An exception are the results for $\gamma = 0$ in Figs. 14 which were run with $S = 200$. This was chosen as balance finite-size effects while minimizing the number of species that can invade in phase two: The results for $S = 100$ and $S = 200$ are very similar, indicating good finite-size convergence, and both have a small fraction (less than 0.05, see Fig. 17). Other options are possible, and would represent ecological conditions with varying effects of the minimal allowed abundance.

To test for multiplicity of equilibria, as shown in Fig. 13(b), the same system (same $\alpha_{ij}$ and $K_i$) is run starting from different initial conditions.
Figure 17. Fraction of species that may invade. Data plotted with dashed lines show the results after multiple invasion attempts.