Field-Induced Switching of Ferro-Quadrupole Order Parameter in PrTi$_2$Al$_{20}$
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We report magnetic-field-induced first-order phase transitions in the ferro-quadrupole (FQ) ordered state of PrTi$_2$Al$_{20}$, in which non-Kramers Pr$^{3+}$ ions with two 4$f$ electrons have a non-magnetic $\Gamma_3$ doublet ground state in the cubic $T_d$ crystalline electric field. For magnetic fields along [111], $^{27}$Al-NMR and magnetization experiments reveal $Q_z \propto 3z^2 - r^2$ type FQ order below 2 K independent of field strength. Magnetic fields along [001] or [110], however, induce discontinuous switching of order parameters within the two dimensional space spanned by $Q_z$ and $Q_x \propto x^2 - y^2$ at small field values less than a few tesla. A symmetry-based theoretical analysis shows that the transitions can be caused by competition between the magnetic Zeeman interaction and anisotropy in the quadrupole-quadrupole interactions, if the latter dominates over the former in low fields and vice versa in high fields. Furthermore, striking violation of proportionality between NMR Knight shift and magnetic susceptibility is observed in the symmetry-broken FQ phases, indicating significant influence of FQ order on the hybridization between conduction and $f$ electrons, which in turn mediates the RKKY-type quadrupole interaction causing the FQ order. This feedback effect may be a specific feature of quadrupole orders not commonly observed in magnetic phase transitions and play a key role for inducing the discontinuous transitions.

1. Introduction

A wide range of quantum phenomena caused by spin-orbit coupling combined with strong electronic correlation is one of the central issues of current condensed matter physics.$^{1,2}$ In $f$-electron materials containing rare earth or actinide elements, strong spin-orbit coupling combined with a highly symmetric crystalline electric field (CEF) often leads to a degenerate ground state with multiple degrees of freedom. The concept of multipoles developed in classical electromagnetism has been used to classify such diverse electronic degrees of freedom according to the symmetry of angular distribution of the charge and magnetization densities.$^{3,4}$

In fact, in addition to conventional order of magnetic dipole, orders of electric quadrupole, magnetic octupole, and even higher-rank multipoles have been investigated in various $f$-electron materials.$^{3,5,6}$ Furthermore, hybridization between the conduction and $f$ states ($c$-$f$ hybridization) in such materials leads to multigap Kondo effects, which could induce non-Fermi liquid behavior and exotic superconductivity.$^{7-10}$ Unlike conventional magnetic orders, high-rank multipole orders are difficult to observe directly by microscopic experimental probes and often recognized only by thermodynamic anomalies. Nevertheless, progress in experimental methods and analysis such as resonant X-ray$^{11,12}$ and neutron$^{13,14}$ scattering and nuclear magnetic resonance (NMR)$^{15-21}$ have enabled identification of multipole orders in a number of materials.$^{3,5}$

A major fraction of research on heavy fermions has been devoted to materials containing Ce$^{3+}$ or Yb$^{5+}$, which have odd number of $f$-electrons and the ground states always have finite dipole moments due to the Kramers theorem. Symmetry breaking in most of these compounds occurs in magnetic dipole sectors and it is relatively rare that only high-rank multipoles are involved in ordering.$^{13,15,22-24}$ In contrast, situation is different for materials containing non-Kramers ions such as Pr$^{3+}$ or U$^{4+}$, for which the CEF ground state can be non-magnetic and high-rank multipoles play the primary role. The incommensurate quadrupole order in PrPb$_3$, the antiferro-order of highly symmetric electric multipole in Pr(Fe,Ru)$_2$P$_{20}$, and the long standing mystery of hidden order in URu$_2$Si$_2$ are notable examples.

In this respect, the series of Pr-based cage compounds PrTi$_2$X$_{20}$ ($T$ = Ir, Rh, $X$ = Zn; $T$ = V, Ti, $X$ = Al), abbreviated as Pr 1–2–20, provide an ideal playground to explore multipole physics. In these compounds, the Pr$^{3+}$ ions with $(4f)^2$ configuration form a diamond structure in the cubic crystal with the space group $Fd\bar{3}m$. Each Pr$^{3+}$ ion is surrounded by a Frank-Kasper cage consisting of 16 X atoms$^{31,32}$ providing a stage for $c$-$f$ hybridization and CEF with $T_d$ point group symmetry at Pr sites. The total angular momentum $J = 4$ multiplet of the Hund’s rule manifold ($L = 5$, $S = 1$) of the $(4f)^2$ configuration is split by the CEF into $\Gamma_1$ singlet, $\Gamma_3$ doublet, $\Gamma_4$ and $\Gamma_5$ triplets, of which the $\Gamma_3$ is the common ground state for this series of compounds.$^5$

The wave function of the $\Gamma_3$ doublet can be written by using the eigenstates $|m\rangle$ of the $z$-component of the total angular momentum $J_z$ ($m = -4, -3, \ldots, 4$) as

$$|{\Gamma}_3\rangle = \frac{\sqrt{21}}{6} |(+4)\rangle + |(-4)\rangle - \frac{\sqrt{15}}{6} |0\rangle,$$  

(1)
The $\Gamma_3$ doublet is non-magnetic, i.e. all matrix elements of the dipole $J$ are zero within the $\Gamma_3$ doublet,

$$J = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}. \quad (3)$$

On the other hand, the $\Gamma_3$ doublet has two active quadrupole moments

$$Q_x = \frac{1}{8} (3J_x^2 - J^2), \quad Q_z = \frac{1}{8} (J_z^2 - 3J_x^2), \quad (4)$$

which also form a basis of $\Gamma_3$ representation of $T_d$ point group, and one octupole moment

$$T_{xyz} = \frac{\sqrt{15}}{6} J_x J_y J_z, \quad (5)$$

transforming as $\Gamma_2$, where the overline represents the fully symmetrized product. The matrix elements of these multipole bases are given in the basis of $\{\Gamma_3^0, \Gamma_3^1\}$ as

$$Q_x = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad Q_z = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \quad (6)$$

$$T_{xyz} = \frac{18}{\sqrt{5}} \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}. \quad (7)$$

All members of the Pr(Ir, Rh, V, Ti)$_2$(Zn, Al)$_{20}$ family show a multipole order and superconductivity along with several features indicative of quadrupole Kondo effects.\(^6\) The Zn-based materials, PrIr$_2$Zn$_20$ and PrRh$_2$Zn$_20$ show antiferro-quadrupole (AFQ) order at very low temperatures, 0.11 K\(^{33}\) and 0.06 K\(^{34}\), respectively. Since the inter-site quadrupole exchange interactions in such intermetallic compounds are primarily mediated by conduction electrons through the Ruderman-Kittel-Kasuya-Yosida (RKKY) mechanism, the very low ordering temperatures indicate weak $c$-$f$ hybridization. Pr$_2$Al$_20$ shows intriguing double phase transitions at 0.75 K and 0.65 K\(^{35}\), which might be due to separate ordering of quadrupole and octupole moments,\(^{36-38}\) in addition to the superconducting transition at 0.05 K.\(^{35}\) It also exhibits heavy fermion behavior with highly enhanced effective mass and anomalous temperature dependence ($\sim T^{1/2}$) of the resistivity.\(^{35,39}\)

In this paper, we focus on PrTi$_2$Al$_{20}$, which is the only member of the Pr 1-2-20 family exhibiting ferro-quadrupole (FQ) order with the highest ordering temperature of 2 K.\(^{39-41}\) The energies of excited CEF levels are determined by inelastic neutron scattering experiments as $\Gamma_2(54 \text{ K})$, $\Gamma_3(108 \text{ K})$, $\Gamma_1(156 \text{ K})$.\(^{42}\) Since these energies are much larger than the energy scales of quadrupole interaction and magnetic fields in typical experiments, active degrees of freedom of $\Gamma_3$ doublet should be responsible for all phenomena at low temperatures. The resistivity show $-$ $T_2$ behavior at high temperatures with a peak near 50 K due to Kondo effects from the excited magnetic triplets. However, it follows $T^2$ Fermi liquid behavior below 20 K.\(^{39,43}\) Moderately strong $c$-$f$ hybridization in PrTi$_2$Al$_{20}$ can be inferred from the Kondo resonance peak observed in the photoemission spectroscopy\(^{44}\) and modest enhancements of physical quantities such as the Seebeck coefficient,\(^{45,46}\) the effective mass obtained from de Haas-van Alphen measurements,\(^{47}\) and the transferred hyperfine coupling constant obtained by Al-NMR.\(^{48,49}\) Evidence for the FQ order of $Q_z$ quadrupole moment is provided by the neutron\(^{42}\) and NMR\(^{50}\) experiments.

Applying high pressure to PrTi$_2$Al$_{20}$ causes profound change of behavior. The superconducting transition temperature, which is 0.2 K at ambient pressure,\(^{43}\) increases steeply under pressure above 7 GPa, reaching 1.1 K near 9 GPa.\(^{10,51}\) The enhanced superconductivity is correlated with suppression of the FQ order, enhanced effective mass and development of non-Fermi liquid behavior of resistivity, suggesting close relation between quadrupole fluctuations and superconductivity.

In the following, we present results of comprehensive NMR and magnetization measurements that determine the magnetic field vs. temperature phase diagram of the FQ order in PrTi$_2$Al$_{20}$. NMR is a powerful local probe that allows us to detect subtle breaking of local symmetry at specific sites by observing splitting of resonance lines. This method has been proven to be useful to identify the symmetry of multipole order parameters in a number of materials, for example, CeB$_6$,\(^{17-19}\) NpO$_2$,\(^{18,19}\) and PrFe$_2$P$_{20}$.\(^{20,21}\) In our previous NMR experiments on PrTi$_2$Al$_{20}$ with magnetic field along [111], the splitting of NMR lines from Al nuclei is attributed to the field-induced dipole moment perpendicular to [111] in the presence of FQ order of $Q_z$.\(^{50}\)

In this paper, we apply general symmetry arguments to analyze the NMR spectra for various field directions. Our main results are represented by the phase diagram in Fig. 1, the details of which are discussed in Sect.3.5. A FQ order of $Q_z$ quadrupole moments occurs for magnetic fields along the [111] direction. For the fields along [001] or [110], the FQ order parameter jumps discontinuously in the two dimensional space spanned by $Q_x$ and $Q_z$ at very low fields less than a few tesla. The results can be explained by the competition between magnetic Zeeman and anisotropic quadrupole interactions, provided that the latter is dominant at low fields but get suppressed at high fields. We also observed that proportionality between NMR Knight shift and magnetic susceptibility breaks down violently in the low-field FQ phases, indicating significant influence of FQ order on the $c$-$f$ hybridization. Since the FQ order is driven by the quadrupole exchange interactions, which are in turn mediated by the $c$-$f$ hybridization, our results suggest a feedback effect, which may play an important role in the discontinuous field-induced transitions.

The rest of the paper is organized as follows. Sample characteristics and experimental procedures are described in Sect. 2. In Sect. 3, results of magnetization and NMR measurements are presented and possible order parameters are determined for the magnetic field along [111], [001], and [110] on the basis of symmetry considerations of the NMR spectra and mean-field analysis of the magnetic susceptibility. In Sect. 4, we develop a Landau theory to reproduce the experimentally determined phase diagram and order parameters and present mean-field analysis of a phenomenological model, followed by concluding remarks in Sect. 5.

2. Experimental Procedures

Single crystals of PrTi$_2$Al$_{20}$ were synthesized by the Al flux method as described in Ref. 39. For NMR measurements, one crystal was shaped into a thin plate of the size $2.1 \times 1.1 \times 0.07$ mm$^3$ with the [111] direction normal to the plate. We chose a
thin plate geometry because it reduces distribution of the demagnetizing field, thereby resulting in narrower NMR lines, and gives a better signal-to-noise ratio since the rf-penetration depth is much smaller than the thickness of the crystal. The large value of the residual resistivity ratio (RRR ~ 170) ensures high quality of the crystal. The NMR spectra were obtained by summing the Fourier transform of spin-echo signal recorded at equally spaced rf-frequencies with a fixed magnetic field. The orientation of the crystal with respect to the magnetic field was precisely controlled by a double-axis goniometer, typically within 0.2°.

There are three crystallographically inequivalent Al sites, Al(1), Al(2), and Al(3), in the crystal structure of PrTi$_2$I$_5$. Fm$ar{3}$m, respectively. Each Pr ion is surrounded by four Al(1) and twelve Al(3) atoms. In this paper, we focus on the NMR results at Al(3) sites. The crystallographically equivalent twelve Al(3) atoms split into several inequivalent sites by external magnetic fields as we discuss below. Since $^{27}$Al nuclei have spin $I = 5/2$, the NMR spectrum for each site consists of five equally-spaced resonance lines at the frequencies

$$f_k = \gamma |B_{\text{ext}} + B_{\text{hf}}| + kv_q, \quad (k = -2, -1, 0, 1, 2),$$

where $\gamma = 11.09407$ MHz/T is the nuclear gyromagnetic ratio of $^{27}$Al, $B_{\text{ext}}$ the external magnetic field, $B_{\text{hf}}$ the magnetic hyperfine field produced by field-induced local magnetization from surrounding electrons, dominantly from 4$f$ electrons, $v_q$ the nuclear quadrupole splitting, which is proportional to the electric-field gradient (EFG) $\partial^2 V/\partial \xi^2$ at the nucleus ($V$ is the electrostatic potential and $\xi$ is the direction of the external field), and $k$ specifies the transition between nuclear spin levels, $|I_z = k + 1/2\rangle \leftrightarrow |I_z = k - 1/2\rangle$, for each of the five resonance lines. Complete site-assignment of all NMR lines in PrTi$_2$I$_5$ for high-symmetry field directions is reported in Ref. 49.

Note that both the frequency of the center line ($k = 0$) and the average frequencies of the first ($k = \pm 1$) and second ($k = \pm 2$) satellite lines are not affected by the quadrupole effects, allowing us to determine the Knight shift, which is defined by

$$|B_{\text{ext}} + B_{\text{hf}}| = (1 + K)B_{\text{ext}}.$$ (9)

Since $B_{\text{ext}} \equiv |B_{\text{ext}}| \gg |B_{\text{hf}}|$ in paramagnetic states, only the component of $B_{\text{hf}}$ parallel to $B_{\text{ext}}$ contributes to the Knight shift,

$$K = \frac{B_{\text{ext}} \cdot B_{\text{hf}}}{B_{\text{ext}}^2}.$$ (10)

The quadrupole splitting $v_q$ can be determined from the spacing between the satellite lines.

The magnetization ($M$) was measured on another single crystal with the weight of 1.40 mg. A Quantum Design SQUID magnetometer was used at high temperatures above 1.8 K. At low temperatures ($0.3 - 3$ K), we used a Faraday magnetometer with capacitive detection. In order to remove the torque contribution $M \times B_{\text{ext}}$, the difference of the signal with and without the field gradient ($dM/db = 5$ T/m) was taken.

### Table 1

| $B_{\text{ext}} \parallel [111]$ | $B_{\text{ext}} \parallel [001]$ | $B_{\text{ext}} \parallel [110]$ |
|---|---|---|
| $\Delta E$ | $\mu_g$ | $\Delta E$ | $\mu_g$ | $\Delta E$ | $\mu_g$ |
| 0.03 | 0.33 | 0.49 | 0.49 | 0.24 | 0.40 |

3. Experimental Results and Analysis

3.1 General behavior of magnetization

We first discuss general features of temperature dependence and anisotropy of the magnetic susceptibility. Figure 2 shows temperature dependence of the magnetic susceptibility $M/B$ for the magnetic field $B_{\text{ext}}$ of 4 T parallel to [111], [001], and [110]. At high temperatures, the susceptibility increases with decreasing temperature down to 20 K for all field directions and tends to saturate at a constant value at lower temperatures, which is consistent with the earlier report. The origin of the behavior above 20 K is the Curie-Weiss contribu-

---

**Fig. 1.** (Color online) The temperature vs. magnetic-field phase diagrams of the ferro-quadrupole order in PrTi$_2$I$_5$ for $B_{\text{ext}} \parallel [111]$, [001], and [110]. The order parameters are indicated by graphical symbols, each of which corresponds to a specific angle $\theta$ in the order-parameter space as indicated in the rightmost panel. The red dots indicate peak temperatures of $d(C/T)/dT$, $C$ being the specific heat, which are identified either as the transition temperature or crossover. The green squares show either onset of the splitting of NMR lines (for $B_{\text{ext}} \parallel [111]$) or a kink in the temperature dependence of the Knight shift (for $B_{\text{ext}} \parallel [001]$ and [110]). The dashed lines for $B_{\text{ext}} \parallel [001]$ and $B_{\text{ext}} \parallel [110]$ indicate the region of coexistence of high- and low-field phases. The blue triangles show the representative transition fields taken from the peak (for $B_{\text{ext}} \parallel [001]$) or the average field of the two kinks (for $B_{\text{ext}} \parallel [110]$) in $dM/db$. 

The energy splitting of the $\Gamma_3$ doublet ($\Delta E$ in unit of Kelvin) and the magnetic moments of the ground state ($\mu_g$ in unit of Bohr magneton) obtained by diagonalizing $\mathcal{H}_\text{CEF} + \mathcal{H}_\text{hf}$ for the magnetic field of 4 T along [111], [001], and [110].
from thermally excited magnetic states, $\Gamma_3$ and $\Gamma_4$, while the saturation at lower temperatures indicates the van Vleck paramagnetism of the nonmagnetic $\Gamma_5$ CEF ground state. In contrast to the nearly isotropic behavior above 10 K, striking anisotropy develops below 10 K. The $M/B$ increases rapidly for $B_{\text{ext}} \parallel [001]$ while changes only slightly for $B_{\text{ext}} \parallel [111]$. Such anisotropy can be partly attributed to the splitting of $\Gamma_3$ doublet by magnetic fields as explained below.

For quantitative understanding, we calculate the temperature dependence of $M/H$ in a mean-field approximation by diagonalizing the following Hamiltonian within the $J=4$ multiplet of Pr$^{3+}$,

$$\mathcal{H}_m = \mathcal{H}_{\text{CEF}} + \mathcal{H}_Z + \mathcal{H}_D.$$  \hfill (11)

$\mathcal{H}_{\text{CEF}}$ is the CEF potential with the $T_d$ point group symmetry,\(^{56}\)

$$\mathcal{H}_{\text{CEF}} = \epsilon_2 Q_2^2 - \epsilon_3 \left( Q_3^2 - 3Q_1^2 Q_2^2 \right).$$  \hfill (12)

where the bar represents a cyclic permutation of three operators: $3\bar{A}B^2 = AB^2 + BAB + B^3A$. Equation (12) is equivalent to the conventional representation of CEF Hamiltonian in terms of the Stevens operator.\(^{57}\) This expression is suitable for $\Gamma_3$ quadrupole systems since $Q_2$ and $Q_3$ are basis of the $\Gamma_3$ representation of the $T_d$ group and Eq. (12) explicitly shows the anisotropy in the order parameter space, which will be discussed in Sect. 4.\(^{56}\) $\mathcal{H}_Z$ is the Zeeman interaction

$$\mathcal{H}_Z = -g_J\mu_B J \cdot B_{\text{ext}},$$  \hfill (13)

and $\mathcal{H}_D$ is the mean-field Hamiltonian for the exchange between magnetic dipoles,

$$\mathcal{H}_D = -\lambda_D \langle J \rangle \cdot J,$$  \hfill (14)

where $\langle A \rangle$ indicates the thermal average of $A$. The CEF parameters are determined from the inelastic neutron scattering measurements as $\epsilon_2 = 23$ K and $\epsilon_3 = 8.0$ K.\(^{42,56}\) The Lande’s $g$-factor is given as $g_J = 4/5$ for Pr$^{3+}$ and $\lambda_D$ can be estimated from the Weiss temperature of the susceptibility $\Theta_m = -40$ K as $\lambda_D = 3g_J^2 \Theta_m / n_{\text{cell}} \mu_B^2 = -1.63$ K, where $z = 4$ is the number of nearest neighbors, and $n_{\text{cell}} \mu_B = 3.43 \mu_B$ is the effective magnetic moment.\(^{39}\)

The susceptibility $M/B \equiv N_{A} g \mu_B \langle J \rangle \cdot B_{\text{ext}} / B_{\text{ext}}^2$ is calculated self-consistently and shown in Fig. 2 by the dashed lines. The observed susceptibilities are reproduced reasonably well by the calculations above 20 K, indicating appropriate choice of the CEF parameters. However, small systematic deviation is present, which may be caused by Kondo effects, since interactions between $f$-electrons and conduction electrons are not explicitly considered in Eq. (11).

The pronounced anisotropy at lower temperature can be also captured qualitatively by the calculation. This is due to anisotropic mixing between the $\Gamma_3$ ground doublet and the $\Gamma_4$ and $\Gamma_5$ excited triplets by the Zeeman interaction Eq. (13), which splits the $\Gamma_3$ doublet. We show in Table I the energy splitting of the $\Gamma_3$ doublet ($\Delta E$) and the magnetic moments of the ground states ($\mu_g$). Both ($\Delta E$) and $\mu_g$ are largest for $B_{\text{ext}} \parallel [001]$ and smallest for $B_{\text{ext}} \parallel [111]$ in agreement with the anisotropy of $M/B$. The experimental results and the calculation, however, show quantitative discrepancy. The anisotropy of the observed susceptibility develops rapidly below 2 K in contrast to the gradual growth only below 1 K in the calculated results. To resolve this, we have to consider the quadrupole-quadrupole interaction and the effect of quadrupole order as we discuss below.

3.2 $FQ$ order for $B_{\text{ext}} \parallel [111]$  

3.2.1 Magnetization behavior for $B_{\text{ext}} \parallel [111]$  

We now consider effects of quadrupole order on the temperature and field dependences of magnetic susceptibility. Following Hattori and Tsunetsugu,\(^{56}\) we represent a quadrupole order parameter as a two dimensional vector in the space spanned by $Q_x$ and $Q_z$,

$$Q = (\langle Q_x \rangle, \langle Q_z \rangle) = Q (\cos \theta, \sin \theta).$$  \hfill (15)

Effects of quadrupole order can be taken into account by adding the quadrupole-quadrupole interaction in a mean-field approximation to the Hamiltonian of Eq. (11),

$$\mathcal{H}_{\text{tot}} = \mathcal{H}_{\text{CEF}} + \mathcal{H}_Z + \mathcal{H}_D + \mathcal{H}_Q,$$  \hfill (16)

$$\mathcal{H}_Q = -\lambda \langle Q_x \rangle Q_z - \lambda \langle Q_z \rangle Q_x,$$  \hfill (17)

Fig. 2. (Color online) Temperature dependence of the susceptibility $M/B$ for $B_{\text{ext}} = 4.000$ T (dots) along [111] (blue), [001] (red), and [110] (green) directions. The dashed lines show the calculated results without quadrupole interaction based on Eq. (11). The solid-black line indicates the calculated results assuming a ferro-quadrupole order of interaction based on Eq. (11). The solid-black line indicates the calculated for $B_{\text{ext}} \parallel [111]$. The $\Gamma_5$ indistinguishable in this plot.

Fig. 3. (Color online) Field dependence of (a) the magnetization and (b) the differential susceptibility for $B_{\text{ext}} \parallel [111]$. The plots in (b) are vertically shifted consecutively by 0.02 emu/mole.
Generally, the quadrupole coupling should be expressed as a 2x2 matrix in $Q$-space. However, it can be shown on the basis of the symmetry of diamond structure that the coupling is isotropic at zero field. This is because Eq. (17) is the only invariant combination obtained from the product of two $\Gamma_3$ representations. In magnetic fields, the quadrupole interaction can be anisotropic in $Q$ space as will be discussed in detail in Sect. 4.

The value of $\lambda$ is set to $\lambda = 0.96$ K to reproduce the transition temperature $T_0 = 2.2$ K at zero field. In the following, we consider the cases where either $Q_x$ or $Q_y$ is non-zero. Since the Hamiltonian is not symmetric with respect to the sign change of $Q_z$, due to the third-order term in Eq. (12), the cases for $Q_z > 0 (\theta = 0)$ and $Q_z < 0 (\theta = \pi)$ must be considered separately. The magnetic susceptibility in $Q$-order phase is calculated by diagonalizing $\mathcal{H}_{\text{tot}}$ [Eq. (16)] for various values of $\langle J \rangle \parallel B_{\text{ext}}$ and $Q$ with the constraint $\theta = 0$, $\pi/2$, or $\pi$ [Eq. (15)] to find a self-consistent solution. Strictly speaking, solutions for $\theta = \pi/2$ and $\pi$ are not stable against small changes in $\theta$. Here we try to capture overall feature of $M/B$ for a given value of $\theta$. The fully self-consistent results are discussed in Sect. 4.

The calculated susceptibility for $B_{\text{ext}} \parallel [111]$ with $Q$ orders is shown in Fig. 2 by the solid-black line. The cases for $Q_x$-order and $Q_y$-order are indistinguishable in this plot. In both cases, the susceptibility is nearly constant below 10 K without any anomaly at $T_0$. This behavior is qualitatively consistent with the experimental result. However, we should remark that the experimental susceptibility shows slight increase below 10 K and a small step at $T_0$, which are not reproduced by the calculation. This feature may be caused by modestly strong $c$-$f$ hybridization and beyond the applicability of models with purely localized $f$ electrons. Figures 3(a) and 3(b) show the field dependence of the magnetization and differential susceptibility ($dM/dB$) for $B_{\text{ext}} \parallel [111]$ at several temperatures. The magnetization is proportional to the magnetic field in a good approximation both below and above $T_0$ without any anomaly.

3.2.2 NMR line splitting for $B_{\text{ext}} \parallel [111]$  

Among three different Al sites, our NMR measurements focus on Al(3) sites, which have a mirror symmetry. Figure 4(a) shows a cage composed of twelve Al(3) sites surrounding a Pr ion. These sites are crystallographically equivalent. However, their NMR spectra can be different since application of a magnetic field generally reduces the symmetry. For a field along [111], Al(3) sites split into three groups of sites denoted by 3a, 3b, and 3c in Fig. 4(a) with the population ratio of 2:1:1. Those sites belonging to the same group can be interchanged either by $C_3$ rotation along [111] or (110) mirror, which leaves the field direction invariant. Therefore, they give the identical NMR spectra above $T_0$.

Figure 4(b) shows temperature dependence of the NMR spectrum of the center line [k = 0 in Eq. (8)] at Al(3) sites for $B_{\text{ext}} = 1.0062$ T along [111]. Each line from 3a, 3b, and 3c sites split into three, two, and two lines below $T_0 = 2.2$ K with the intensity ratio of approximately 1:1:1, 1:2, and 1:2, respectively. Since the three 3b sites and the three 3c sites on a single cage are interchanged by $C_3$ rotation, the line splitting provides the direct evidence for the loss of $C_3$ symmetry in the ordered phase as already discussed in Ref. 50.

Figures 5(a) and 5(b) show the pair of second satellite spectra ($k = \pm 2$) at 3c sites for $B_{\text{ext}} = 0.4993$ T along [111]. Both of them split into two lines below $T_0 = 2.2$ K. While the higher frequency peak of the split line is more intense for $k = -2$ [Fig. 5(a)], the lower frequency peak is stronger for $k = +2$ [Fig. 5(b)]. This indicates that the splitting is primarily caused by differentiation in EFG [\tilde{v}_q in Eq. (8)] rather than in magnetic hyperfine field $B_{\text{hf}}$ in Eq. (8)] among the three 3c sites. The spacing between the split peaks of the $k = -2$ line increases linearly with external field as shown in Fig. 5(c), where the data above 4 T are taken from Ref. 50. This behavior is due to increase of differentiation in $B_{\text{hf}}$ produced by the component of field-induced magnetic dipole perpendicular to $B_{\text{ext}}$, which becomes dominant at high fields. The splitting
extrapolates to a finite value ~ 27 kHz at zero field, where $B_{\text{hf}} = 0$. Thus, the differentiation in $\nu_S$ caused by quadrupole order gives dominant contribution to the splitting at low fields.

### 3.2.3 Order parameters for $B_{\text{ext}} || [111]$

Here, we show that our NMR results uniquely determine the order parameter for $B_{\text{ext}} || [111]$ based on general symmetry arguments. In the following, we consider possible breaking of local symmetry at Al(3) sites caused by either ferro- or antiferro-order of $Q_x$ or $Q_y$. We also consider orders of $T_{xyz}$ octupole, which is odd in time reversal, therefore, couples directly to nuclear spins and produces magnetic hyperfine fields.\(^{16}\) Symmetry of such coupling is analyzed in Appendix.

Let us first consider ferro-quadrupole (FQ) order of $Q_x$. As shown in Fig. 6(a), an order of $Q_x$ breaks $C_3$ symmetry along the external-field direction but preserves mirror symmetry with respect to the $[110]$ plane. Therefore, both $3b$ and $3c$ sites split into two groups with $2:1$ ratio, while $3a$ sites split into three groups with equal population. This splitting is displayed schematically in Fig. 6(a) by different filling patterns of the circles representing Al(3) sites. In the case of antiferro-quadrupole (AFQ) order of $Q_x$, Pr sites are divided into two sub-lattices (A and B) with different values of the quadrupole moments, $\langle Q_x \rangle_A \sim \langle Q_x \rangle_B$. Since no symmetry operation causes sign reversal of $\langle Q_x \rangle$, the number of inequivalent sites should be doubled from the case of FQ order.

We next consider FQ order of $Q_y$ [Fig. 6(b)]. In this case, not only $C_3$ but also mirror symmetry is broken, leaving no symmetry preserved. Therefore, all Al(3) sites become inequivalent. In the case of AFQ order of $Q_y$, by noting that the sign of $\langle Q_y \rangle = \langle J_x^2 - J_y^2 \rangle$ is reversed by mirror operation with respect to $[110]$, we conclude that the number of inequivalent sites does not change from the case of FQ order.

Finally, we consider order of $T_{xyz}$ octupole [Fig. 6(c)]. The magnetic hyperfine field produced by $T_{xyz}$ moments is discussed in Appendix. From the results in Tables A-1, we conclude none of NMR lines from $3a$, $3b$, and $3c$ sites split by ferro-octupole (FO) order of $T_{xyz}$. In the case of antiferro-octupole (AFO) order of $T_{xyz}$, since the direction of the hyperfine field is reversed for the two sub-lattices, the number of NMR lines should be doubled for all sites.

The number of NMR lines expected for various types of multipole orders is summarized in Table II. Only the case of FO order of $Q_z$ is compatible with the experimental observation of three, two, and two lines for $3a$, $3b$, and $3c$ sites. This is also supported by the behavior of the susceptibility. We therefore conclude that FO order of $Q_z$ occurs for $B_{\text{ext}} || [111]$. Because $C_3$ symmetry is preserved for this field direction, there should exist three domains of equivalent order parameters, $3J_x^2 - \mathbf{J}^2$, $3J_y^2 - \mathbf{J}^2$, and $3J_z^2 - \mathbf{J}^2$, which correspond to $\theta = 2\pi/3$, $-2\pi/3$, and $0$ in Eq. (15), respectively.

### Table II. Expected number of split NMR lines from 3a, 3b, and 3c sites in various multipole ordered phases for $B_{\text{ext}} || [111]$.

| Site | $Q_x$ AF | $Q_y$ AF | $Q_z$ AF |
|------|---------|---------|---------|
| 3a   | 3 6     | 6 6     | 1 2     |
| 3b   | 2 4     | 3 3     | 1 2     |
| 3c   | 2 4     | 3 3     | 1 2     |

Fig. 6. (Color online) Symmetry reduction of Al(3) cage due to order of (a) $Q_x$, (b) $Q_y$, and (c) $T_{xyz}$ for $B_{\text{ext}} || [111]$. In each panel, twelve Al(3) sites labeled as A-L are marked by different colors to distinguish $3a$ (red), $3b$ (green), and $3c$ (blue) sites. Further splitting of these sites due to multipole order is indicated by different filling patterns of the circle.

Fig. 7. (Color online) (a)(b): Temperature dependence of the magnetic susceptibility $\chi_B$ for the field of (a) $4$ T and (b) $1$ T along [001] (red dots). The blue lines show the results of calculation without quadrupole interaction based on Eq. (11). The solid- (dashed-) black line indicates the results assuming the FO order of $Q_x$ (FO order of $Q_y$ with $\langle Q_y \rangle > 0$, which is actually a crossover) in Eqs. (16) and (17). (c)(d): Field dependence of (c) the magnetization and (d) the differential susceptibility for $B_{\text{ext}} || [111]$. The plots in (d) are vertically shifted consecutively by 0.02 emu/mole.
3.3 FQ order and the field-induced transition for $B_{\text{ext}} \parallel [001]$

3.3.1 Magnetization behavior for $B_{\text{ext}} \parallel [001]$

Figure 7(a) shows temperature dependence of the magnetic susceptibility $M/B$ at $B_{\text{ext}} = 4$ T along [001] (red dots, also shown in Fig. 2). The dashed-black line shows the result of calculation assuming $Q_z$-type FQ order in Eqs. (16) and (17). This agrees with the experimental data much better than the calculation without quadrupole interaction [Eq. (11)] (the blue line, also shown in Fig. 2). Assumption of $Q_z$-type FQ order (solid-black line), on the other hand, fails to reproduce the rapid increase of $M/B$ below about 3 K. As mentioned in Sect. 3.1, the increase of $M/B$ at low temperatures for $B_{\text{ext}} \parallel [001]$ is attributed to the splitting of $\Gamma_3$ doublet by the Zeeman interaction [Eq. (13)]. A similar splitting is also caused by $Q_x$-type FQ order. This is understood by examining the matrix elements of $Q_z$ and $J_z$ within the $\Gamma_3$ doublet perturbed by the Zeeman interaction,

$$Q_z = \begin{pmatrix} 1.05 & 0 \\ 0 & -1.00 \end{pmatrix}, \quad J_z = \begin{pmatrix} 0.61 & 0 \\ 0 & 0.16 \end{pmatrix}, \quad (18)$$

where the eigenstates of $\mathcal{H}_{\text{CEF}} - J_z^2$ for $B_{\text{ext}} = 4$ T along [001] are taken as the basis. Thus, magnetic fields along [001] work cooperatively with $Q_z$ type FQ interaction. This is why $M/B$ increase rapidly below about 3 K, which is close to $T_Q$ at zero field. One may also say that $J_z$ dipole and $Q_z$ quadrupole have the same symmetry under magnetic fields along [001]. Let us emphasize that the rapid variation of $M/B$ is not a phase transition but a crossover, since a finite $\langle Q_z \rangle$ is induced by the field already above $T_Q$.

Surprisingly, the susceptibility shows completely different behavior at a lower field of 1 T as shown in Fig. 7(b). The susceptibility increases slightly below 10 K down to ~2 K, then decreases slowly below 1 K. This behavior is in contradiction to the case with finite $\langle Q_z \rangle > 0$ but agrees qualitatively with the calculation assuming FQ order of $Q_z$. Note that $Q_z$ has different symmetry from $J_z$, therefore, does not couple to the external fields along [001]. These results suggest a change of order parameter as the field varies between 1 and 4 T.

Indeed, the magnetization and the differential susceptibility $dM/db$ data provide clear evidence for a phase transition in magnetic fields. As shown in Figs. 7(c) and (d), $M$ is proportional to $B$ above 3 K with no anomaly in $dM/db$. However, a clear step in $M$ and the corresponding peak in $dM/db$ develop at $B_{\text{ext}} = 2$ T below 2.2 K, strongly indicating a field-induced phase transition below $T_Q$.

3.3.2 NMR evidence of the field-induced transition for $B_{\text{ext}} \parallel [001]$ and the Knight shift anomaly

While magnetic fields along [001] reduce the cubic symmetry by breaking $C_3$ symmetry, $S_z$ rotereflection along [001] and mirror with respect to (110) and (110) planes are preserved. The twelve Al(3) sites on a cage then split into two groups, four $3\alpha$ and eight $3\beta$ sites as shown in Fig. 8(a).\(^{29}\) Figure 8(b) shows field dependence of the NMR spectrum of the low-frequency second satellite line ($k = -2$) at 3$\alpha$ site at 1.5 K. While the spectrum consists of a single line at 1.0 T, a second line appears at a higher frequency above 1.15 T and grows with increasing field. At the same time, the first low-frequency line gradually disappears with increasing field. No discernible difference is observed between field-cooled and zero-field-cooled conditions. The relative intensities of the two lines are plotted against $B_{\text{ext}}$ in Fig. 8(c). These results establish a field-induced first order phase transition near 2 T for $B_{\text{ext}} \parallel [001]$ with a finite range of magnetic field where two phases coexist.

We now examine temperature dependence of the NMR spectra in the high- and low-field phases separately. In Fig. 9, we show temperature dependence of selected NMR lines of both $3\alpha$ (a) and $3\beta$ (b, c) sites in the high-field phase ($B_{\text{ext}} = 6.615$ T). In all cases, the peak frequency increases with decreasing temperature: first gradually from 10 K down to 6 K then rapidly at lower temperatures without any splitting. Since both the $k = -1$ and $k = +1$ lines of $3\beta$ site move in the same direction, this behavior is attributed to the changes in $B_{\text{q}}$ rather than in $\nu_q$ in Eq. (8). The low-field phase, however, shows opposite behavior as shown in Fig. 10. For $B_{\text{ext}} = 1.007$ T, all lines from $3\alpha$ (a, b) and $3\beta$ (c, d) sites move to lower frequencies below 2.2 K. Again the origin of this shift is the changes in $B_{\text{q}}$.

Figures 11(a) and 11(b) show temperature dependence of the Knight shift at $3\alpha$ and $3\beta$ sites, respectively, for various values of magnetic field along [001] obtained from the peak frequency of NMR lines via Eqs. (8) and (9). Also shown are the susceptibility data ($M/B$) measured at the same field values. The magnetic hyperfine field acting on nuclei can be generally expressed in terms of magnetic dipole, i.e. the magne-
the Coulomb energy between 4 electrons induce spin polarization of conduction electrons and the magnetic dipole of 4 electrons induce spin polarization of conduction electrons. Therefore, $K = \frac{A_{\xi} M}{B_{\text{ext}}}$, as already discussed in Sect. 3.3.1. This means that the temperature dependence of Knight shift below $T_Q$ is caused by the reduction of the hyperfine coupling, i.e. the $c$-$f$ hybridization, not of the magnetization.

Similar violation of the proportionality between Knight shift and susceptibility in the FQ ordered phase is observed also for $B_{\text{ext}} \parallel [111]$ as shown in Fig. 11(c). In this case, the Knight shift of 3c sites split into two values below $T_Q$ with the population ratio of 1:2 as discussed in Sect. 3.2.2. The weighted average of the split Knight shift then should follow the temperature dependence of the susceptibility if the hyperfine coupling is unchanged by the FQ order. However, this is not the case: while the susceptibility increases slightly below $T_Q$, the average Knight shift decreases at lower temperatures, indicating that the transferred hyperfine coupling is affected by the FQ order.

The remarkable divorce between the Knight shift and susceptibility can be seen also in the so-called $K$-$\chi$ plots displayed in Fig. 12. It is interesting to note that the proportionality of Eq.(20) holds in high fields above 4 T both for $B_{\text{ext}} \parallel [001]$ and $B_{\text{ext}} \parallel [110]$, where low temperature states are reached by crossover. (The NMR spectra for $B_{\text{ext}} \parallel [110]$ are discussed in Sect. 3.4.) On the other hand, at low fields, the proportionality breaks suddenly upon entering into symmetry breaking FQ ordered phases, corresponding to the cases for $B_{\text{ext}} \parallel [001]$ at 1 T and for $B_{\text{ext}} \parallel [110]$. From these results, we conclude that symmetry-breaking FQ orders in PrTi$_2$Al$_{20}$ strongly change the $c$-$f$ hybridization.

Breaking of the $K$-$\chi$ proportionality has been observed in a number of heavy fermion materials below a certain crossover.
temperature. Although the microscopic mechanism is not fully understood, the results are analyzed by a phenomenological two-fluid model composed of local moments of \( f \)-electrons and itinerant quasiparticles generated by the Kondo screening of local moments by conduction electrons. Compared with the complex phenomenology of magnetic Kondo lattices, our case of FQ order appears to be simpler. Since the spatial charge distribution of \( 4f \) electrons is modified by quadrupole order, it is physically quite natural that a quadrupole order affects the \( c-f \) hybridization. Nevertheless, to our knowledge this is the first observation of clear violation of \( K \)-\( \chi \) proportionality in the quadrupole ordered phase. The reason may be the relatively weak \( c-f \) hybridization in most of the materials showing quadrupole order studied so far compared with the Pr \( 1-2-20 \) system. Furthermore, a change in the \( c-f \) hybridization should influence the RKKY interaction, which causes the FQ order. Thus, our results strongly suggest a feedback mechanism between the quadrupole order and the RKKY interaction, which may either accelerate or destabilize the quadrupole order.

### 3.3.3 Order parameters for \( B_{\text{ext}} \parallel [001] \)

Following the analysis presented in Sect. 3.2.3, we consider possible reduction of the point symmetry at Al sites due to multipole order for magnetic fields along [001]. As already mentioned in Sect. 3.3.1, appearance of finite \( Q_3 \) causes no symmetry reduction [Fig. 13(a)]. Therefore, FQ order of \( Q_3 \), which is actually a crossover, does not cause splitting and AFQ order of \( Q_5 \) causes two-fold splitting for both \( 3\alpha \) and \( 3\beta \) sites.

In the case of FQ order of \( Q_5 \), mirror symmetry with respect to (110) and \( S_z \) rotation along [001] are broken but \( C_2 \) rotation along [001] is preserved. In addition, \( C_2 \) along [100] and [010] are also preserved, since reversal of the magnetic-field direction by \( C_2 \) does not change NMR spectra.

**Table III.** Expected number of split NMR lines from \( 3\alpha \) and \( 3\beta \) sites in various multipole ordered phases for \( B_{\text{ext}} \parallel [001] \).

| Site | \( Q_5 \) | \( T_{\text{cyc}} \) |
|------|--------|---------------|
| 3\( \alpha \) | 1 | 2 | 1 | 2 | 2 | AF |
| 3\( \beta \) | 1 | 2 | 2 | 2 | 2 | AF |
fore, while 3α sites do not split, 3β sites split into two groups: (C, D, H, K) and (E, F, I, L) as shown in Fig. 13(b). In the case of AFQ order of $Q_z$, since the sign reversal of $Q_z$ is equivalent to the mirror (see Sect. 3.2.3), which exchanges the two groups of 3β sites, the number of NMR lines remains the same as in the case of FO order.

Finally in the case of FO order of $T_{xyz}$, from the results in Table A-1 we conclude that both 3α and 3β sites should be doubled either for FO or AFO order of $T_{xyz}$.

The results of our analysis are summarized in Table III. At high fields, both the susceptibility and the NMR results indicate a crossover to $Q_z > 0$ states at low temperatures. For the low-field phase, however, conclusion is not straightforward.

Although absence of line splitting in NMR is only compatible with the FO state of $Q_z$, such a state is reached only by a crossover, therefore, the phase transition as a function of neither temperature nor magnetic field can be explained. Furthermore, the susceptibility data strongly suggests $Q_r$-type order. A possible solution may be the splitting of the NMR line at 3β sites by $Q_r$ order being too small to be resolved in the experimental spectra. In the case of $Q_z$ order, the line splitting is caused by field-induced octupole of $T_{BC}$ $= T_{BC}^2 - T_{BC}^3$, not by induced dipole.\(^6\) Since $T_{BC}$ is not an active multipole of $Γ_3$ doublet, the field-induced moment of $T_{BC}$ is generated only by hybridization with excited CEF states, which would be indeed very small. Therefore, the order parameter of the low-field phase for $B_{ext}$ $[100]$ is most likely FO order of $Q_z$.

3.4 $Q_z$ order and the field-induced transition for $B_{ext} \parallel [110]$

3.4.1 Magnetization behavior for $B_{ext} \parallel [110]$

Figure 14(a) shows the temperature dependence of the magnetic susceptibility $M/B$ at $B_{ext} = 4$ T along $[110]$ (red dots, also shown in Fig. 2). The dashed-black line shows the result of calculation assuming $Q_r$-type FO order in Eqs. (16) and (17), which agrees with the experimental result much better than the calculation without quadrupole interaction (the blue line, also shown in Fig. 2). However, unlike the case for $B_{ext} \parallel [001]$, we have to choose negative values of $Q_z$ to reproduce the experimental result. This is understood again by examining the matrix elements of $Q_z$ and $J_z$ within the Zeeman split $Γ_3$ doublet (eigenstates of $H_{CEF} + H_{Z}$ for $B_{ext} = 4$ T along $[110]$),

$$Q_z = \begin{pmatrix} -1.00 & 0 \\ 0 & 0.98 \end{pmatrix} \frac{J_z + J_r}{\sqrt{2}} = \begin{pmatrix} 0.50 & 0 \\ 0 & 0.27 \end{pmatrix}. \tag{21}$$

Thus, the magnetic fields along $[110]$ induce finite $⟨Q_z⟩ > 0$ and work cooperatively with FO interaction with negative values of $⟨Q_z⟩$. However, the CEF energy is higher for states with $⟨Q_z⟩ < 0$ than that with $⟨Q_z⟩ > 0$, owing to the third-order term in Eq. (12). Then, in order to minimize the CEF energy, the order parameter may contain small admixture of $Q_z$ component in addition to the major $Q_z$ component, unless the magnetic field is sufficiently strong. This point is discussed in detail in Sect. 4.2. If this occurs, since the CEF energy is independent of the sign of $⟨Q_z⟩$, the low temperature phase breaks an Ising-type symmetry. Therefore, there can be a phase transition unlike the crossover behavior for $B_{ext} \parallel [001]$. However, anomalies associated with such a transition could be too
weak to be detected experimentally as discussed in Sect. 4.2. The small $Q_1$ component should be suppressed in sufficiently strong fields, where a crossover behavior is expected.

Similarly to the case of $B_{\text{ext}} \parallel [001]$, the susceptibility shows completely different behavior at low magnetic fields as shown in Fig. 14(b). The susceptibility at 1 T decreases slightly below 2 K, which is incompatible with the case of negative $Q_1$ (dashed-black line). Ferro-quadrupole order of positive $Q_1$ (solid-black line) causes the susceptibility to decrease at low temperatures, however, the amount of reduction is much larger that in the experimental result. The FQ order of $Q_1$, on the other hand, causes almost no change of susceptibility. Since the NMR results that will be presented in Sect. 3.4.2 below indicate coexistence of two phases at $B_{\text{ext}} = 1$ T along [110], we consider the case of 1:1 mixture of two phases with $(Q_1) < 0$ and $(Q_1) > 0$. The result shown by the green line appears to reproduce the experimental features quite well.

Figure 14(c) and (d) show the field dependence of the magnetization $M$ and differential susceptibility $dM/dB$. While $M$ is proportional to $B$ with no anomaly in $dM/dB$ at 3 K, non-linear increase in $M$ and the corresponding two kinks in $dM/dB$ develop below 2 K. This behavior is similar to the case of $B_{\text{ext}} \parallel [001]$. However, anomaly in magnetization is substantially weaker and broader for $B_{\text{ext}} \parallel [110]$.

3.4.2 NMR evidence of the field-induced transition for $B_{\text{ext}} \parallel [110]$

While magnetic fields along [110] reduce the cubic symmetry, $C_2$ rotation along [001] and mirror with respect to (110) are preserved. The twelve Al(3) sites on a cage then split into four groups, two 3p (green), two 3q (blue), four 3r (purple) and four 3s (red) sites as shown in Fig. 15(a). Because of frequent overlap of NMR lines from a large number of inequivalent sites, we are able to follow complete temperature and field dependences of the spectra only for 3p and 3q sites.

Figures 15(b) and 15(d) show field dependence of NMR spectrum of the low-frequency second satellite line ($k = -2$) at (b) 3q and (d) 3p sites at 1.5 K. While the spectrum consists of a single line at 2.5 T, a second line appears at a lower frequency when the field is reduced below 2 T and grows in intensity with decreasing field. Intensity of the first high-frequency line gradually decreases with decreasing field but two lines still coexist at the lowest field of 0.6 T. Systematic difference is not observed between field-cooled and zero-field-cooled conditions. The relative intensities of the two lines are plotted against $B_{\text{ext}}$, in Fig. 15(c) for 3q sites and in Fig. 15(e) for 3p sites. By comparing with the results for $B_{\text{ext}} \parallel [001]$ in Fig. 8(c), we conclude that magnetic fields along [110] induce first-order phase transition with a wide range of field for the coexistence of two phases. While magnetic fields above 2.5 T suppress the low-field phase completely, the high-field phase survives down to the lowest field (0.6 T) of our NMR measurements.

We next examine temperature dependence of the NMR spectra. In Figs. 16(a) and 16(b), we show temperature dependence of the pair of second satellite NMR spectra ($k = \pm 2$) of 3q site in the high-field phase ($B_{\text{ext}} = 6.613$ T). The peak frequency of both lines increases with decreasing temperature without splitting, indicating increase of $B_Q$. Figures 16(c) and 16(d) show the pair of first satellite NMR spectra ($k = \pm 1$) of 3q sites for $B_{\text{ext}} = 0.9969$ T. Both lines split into two lines below $T_Q = 2.2$ K. This corresponds to separation into the high-field and low-field phases, consistent with the coexistence of two peaks at this field value at 1.5 K (see Fig. 15). In both spectra, the higher-frequency (lower-frequency) peak corresponds to the high-field (low-field) phase. Since the $k = -1$ and $k = +1$ lines move in the same direction in both phases, the temperature variation of the NMR frequency is attributed to the change in $B_{\text{hf}}$.

Temperature dependence of the Knight shifts at 3q sites obtained from these spectra are shown in Fig. 16(e) for different values of the field. For $B_{\text{ext}} = 0.6014$ and 0.9969 T, data from both high-field and low-field phases are presented. In the low-field phase, the Knight shift is independent of magnetic field and decreases suddenly below $T_Q = 2.2$ K, indicating a phase transition. In the high-field phase, on the other hand, the Knight shift depend on magnetic field and increases gradually with decreasing temperature, consistent with the crossover behavior. Since magnetic susceptibility from low-
F. susceptibility holds in the low-field phase for amine whether the proportionality between Knight shift and

Fig. 16. (Color online) (a) (b) Temperature dependence of the NMR spectra of 3q sites for $B_{\text{ext}} = 6.613 \, \mathrm{T}$ along [110]: (a) the low-frequency ($k = -2$) and (b) the high-frequency ($k = 2$) second satellite lines. In (a) NMR lines from Al(2) sites (red dashed line) and 3q sites (green dashed line) overlap at some temperatures. (c) (d) Temperature dependence of the NMR spectra of 3q sites for $B_{\text{ext}} = 0.9969 \, \mathrm{T}$ along [110]: (c) the low frequency ($k = -1$) and (d) the high-frequency ($k = 1$) satellite lines. (e) Temperature dependence of the Knight shift at 3q site for several values of magnetic field along [110].

Table IV. Expected number of split NMR lines from 3p, 3q, 3r, and 3s sites in various multipole ordered phases for $B_{\text{ext}} \parallel [110]$.

| site | F | AF | $Q_z$ | $T_{xyz}$ |
|------|---|----|-------|---------|
| 3p   | 1 | 2  | 1     | 1       |
| 3q   | 1 | 2  | 1     | 1       |
| 3r   | 1 | 2  | 2     | 2       |
| 3s   | 1 | 2  | 2     | 2       |

field phase alone cannot be obtained, we are not able to examine whether the proportionality between Knight shift and susceptibility holds in the in the low-field phase for $B_{\text{ext}} \parallel [110]$.

3.4.3 Order parameters for $B_{\text{ext}} \parallel [110]$

Here, we consider possible reduction of the point symmetry at Al(3) sites due to multipole order for magnetic fields along [110]. As already mentioned, states with a finite value of $Q_z$ cause no symmetry reduction. Therefore, FQ order of $Q_z$, which can be actually a crossover if $\langle Q_z \rangle < 0$, does not cause any splitting of NMR lines and AFQ order of $Q_z$ causes two-fold splitting for all sites [see Fig. 17(a)].

In the case of FQ order of $Q_z$, mirror symmetry with respect to (110) is broken while $C_2$ rotation along [001] is preserved. Then, while 3p and 3q sites do not split, each of 3r and 3s site splits into two groups as indicated in Fig. 17(b). In the case of AFQ order of $Q_z$, since sign reversal of $Q_z$ is equivalent to the mirror operation, which interchanges the two groups of 3r sites and also the two groups of 3s sites, the number of NMR lines remains the same as in the case of FQ order.

Finally, in the case of FO order of $T_{xyz}$, we conclude from Table A-1 that while no hyperfine field is produced at 3q sites, all other sites are divided into two groups with opposite sign of hyperfine fields. Therefore, the number of NMR lines should be doubled either for FO or AFO order of $T_{xyz}$ except for 3q sites.

The results of our analysis are summarized in Table IV. The NMR lines of both 3q and 3p sites show no splitting in either the low- or the high-field phase. From Table IV, the NMR results are compatible with FO orders of $Q_z$ and $Q_x$. For the high-field phase, the crossover behavior in magnetic susceptibility and Knight shift strongly indicate FQ orders of $Q_z$ with $\langle Q_z \rangle < 0$. For the low-field phase, weak temperature dependence of the susceptibility at $B_{\text{ext}} = 1 \, \mathrm{T}$ in the ordered phase [Fig. 14(b)] may appear to support the FQ order of $Q_z$. However, since the NMR results confirm coexistence of the two phases at 1 T, highly enhanced susceptibility of the high-field phase with negative $\langle Q_z \rangle$ at low temperatures must be compensated by strongly reduced susceptibility of the low-
field phase in order for the total susceptibility to be weakly temperature dependent. This is possible only if the low-field phase has FQ order of $Q_z$ with positive $\langle Q_z \rangle$.

3.5 Phase diagram

The complete magnetic field vs. temperature phase diagram of the ferro-quadrupole order in PrTi$_2$Al$_{20}$ is displayed in Fig. 1. The order parameters of individual phases are indicated by graphical symbols, representing either $Q_x$ or $Q_z$ type moment. These are defined by the polar angle $\theta$ in the $Q$-space as shown in the right end of Fig. 1. The $Q_z$ type moments correspond to $\theta = n\pi/3 \ (n = 0, 1, \ldots , 5)$ and the $Q_x$ type moments are associated with $\theta = (n + 1/2)\pi/3$. In the following, we summarize the preceding discussions on the phase diagram. Assignment of order parameters is based on the presence or absence of NMR line splitting and qualitative features of temperature dependence of the susceptibility. Considering finite line width of the NMR spectra and the qualitative aspects of our analysis of the susceptibility, our assignment is not always precise enough to determine the exact values of $\theta$ but in some cases only indicates approximate area of most probable order parameters.

When the magnetic field is applied along [111] direction, ferro-quadrupole (FQ) order of $Q \propto 3J_x^2 - J_z^2 \ (\theta = 0)$ moment is established below $T_Q = 2.2 \, K$. The transition temperature is determined from the onset of NMR line splitting, as well as the peak of $d(C/T)/dT$, where $C$ is the specific heat. Neither are nearly independent of magnetic field up to ~10 T. Because of the $C_3$ symmetry along [111], another two domains of FQ order, $-Q_x/2 + \sqrt{3}Q_z/2 \propto 3J_z^2 - J_x^2 \ (\theta = 2\pi/3)$ and $-Q_x/2 - \sqrt{3}Q_z/2 \propto 3J_z^2 - J_x^2 \ (\theta = -2\pi/3)$, are equally possible.

For the field along [001], symmetry breaking phase transition occurs at $T_Q = 2.2 \, K$ only for low fields below about 2 T. The FQ moment is primarily of $Q_x \propto J_x^2 - J_z^2 \ (\theta \approx \pm \pi/2)$. Since $\langle Q_z \rangle$ can take either sign, this should be a Ising-type phase transition. With increasing field, the FQ moment jumps to $\theta = 0 \ (\langle Q_z \rangle > 0)$ in $Q$-space. This discontinuous transition is accompanied by a stepwise increase of magnetization, leading to a peak in $dM/dB$ at 2 T. However, field dependence of the NMR spectra reveals that there is rather wide range of magnetic field (1-3 T) in which two phases coexist. Since finite $\langle Q_z \rangle > 0$ is induced by the fields along [001] even in the para state, the high-field state is reached by a crossover from high temperatures without symmetry breaking.

Similar phase diagram is obtained for the field along [110]. The low-field phase most likely has order of $Q_z$ with $\langle Q_z \rangle > 0$. A stepwise increase in magnetization and a peak in $dM/dB$ are also observed, but these features are much weaker and broader than the case for the fields along [001]. Indeed, NMR spectra show that two phases coexist in a very wide range of field below about 2.5 T down to at least 0.6 T, which is the lowest field of experiments. Actually, two phases may coexist even at zero field. The low-field phase is completely suppressed above 2.5 T. The FQ moment in the high field phase is primarily of $Q_x$ with $\langle Q_z \rangle < 0$. Since finite $\langle Q_z \rangle < 0$ is induced by the fields along [110] even in the para state, there should be no phase transition in temperature for sufficiently high magnetic fields.

4. Theory of Ferro Quadrupole Orders in PrTi$_2$Al$_{20}$

In this section, we will show that emergence of the low-field phases for $B \parallel [001]$ and [110] can be understood by introducing anisotropic quadrupole-quadrupole interactions induced by magnetic fields. For notational convenience, we will denote external field $B_{ext}$ simply as $B$ throughout this section. We will start by introducing a Landau theory for FQ orders under magnetic fields for qualitative understanding of the essential aspect of the present FQ states. Then, we will demonstrate that a microscopic CEF model including competition between the Zeeman and the anisotropic quadrupole interactions can indeed reproduce the experimental phase diagram, provided that their relative dominance is reversed by increasing magnetic field.

4.1 Landau theory

A Landau’s free energy for interacting $\Gamma_3$ quadrupole $Q = \langle Q_x, Q_z \rangle$ moments under cubic $T_d$ symmetry has been investigated in the early stage of the study about 1-2-20 compounds. Generalization including $\Gamma_7$ octupole $T_{2g}$ moment has been recently investigated for analyzing PrV$_2$Al$_{20}$.

Here, we focus on FQ orders and examine possible terms induced by magnetic fields. The Landau’s free energy is given as

$$ F = \frac{a}{2} Q_x^2 - \frac{b}{3} Q_x^3 - \frac{c}{4} Q_x^4 + F_2 + \cdots, \tag{22} $$

where we have omitted a trivial constant term and $a$, $b$, and $c$ are constants. As in the conventional parameterization, $a_0 = T^{-1/2}$, where $T_{1/2}$ is the “transition temperature” (which is not actual transition temperature owing to the presence of the third order $b$ term). The last term $F_2$ is the one proportional to $B^2$, which is the leading-order effect of the magnetic fields. Due to the cubic $T_d$ symmetry, the form of $F_2$ is restricted, and for the lower orders in $Q$ and $B$, one finds

$$ F_2 = F_{2x} + F_{1y}, $$

$$ F_{2x} = -\mu B_x Q_x + h_x Q_x, $$

$$ F_{1y} = \frac{\mu}{2} \bigg[ h_y(Q_x^2 - Q_z^2) - 2h_x Q_x Q_z \bigg]. \tag{25} $$

Here, $\mu \equiv (g, \mu_B)^2$, with $a = \{7/(3E_{2g}) - 1/E_{2g}\} > 0$ as represented by the CEF excited-state energy $\Gamma_4 \delta^{56}$ and $h_x = \sqrt{3}(B_x^2 - B_y^2)$.

$F_2$ is the Zeeman coupling for the quadrupole moments, which can be derived by the second-order perturbation of $H_Z$ in Eq. (13).$^{56}$

$F_I$ represents a symmetry-allowed anisotropic interaction induced by the fields, which is obtained as a cubic invariant constructed from the three $\Gamma_3$ quantities: ($h_z, h_x$) and the two $Q$’s, $F_I$ plays a key role in the following discussion, although its microscopic mechanism is not identified. Since a trivial constant term $\propto |B|^2$ and an isotropic interaction $\propto |B|^2Q^2$ are not important in the following analysis, we have omitted them in Eq. (23) for simplicity. If remembering the fact that the second-order coefficients in the Landau expansion are related to the susceptibility of the corresponding order parameters, one can easily realize that $F_I$ induces anisotropy of the transition temperature in the $Q$ space. Although there are in principle $O(B^2 Q^n)$ terms with $n \geq 3$, it is sufficient to include
contribution with \( n \leq 2 \) for the present purpose.

Before analyzing the effects of \( F_J \), we briefly explain the nature of FQ order for \( |B| = 0 \). Introducing \( Q = Q(\cos \theta, \sin \theta) \), one can rewrite Eq. (22) as follows.

\[
F = \frac{a}{2} Q^2 - \frac{b}{3} Q^3 \cos \theta + \frac{c}{4} Q^4. \tag{27}
\]

Here, we have ignored the higher-order terms, which are irrelevant for the present discussions. Minimizing Eq. (27) with respect to \( \theta \) and \( Q \), one obtains first-order FQ transitions for \( \theta = 0, \pm 2\pi/3 \) when \( a \approx a_0 = a_0(T_c - T_c^0) = 2b^2/9c \), with a discontinuous jump of the order parameter \( \Delta Q \):

\[
\Delta Q = \frac{b}{2c} \left( 1 + \sqrt{1 - \frac{4c}{b^2} a_c} \right) = \frac{2b}{3c} \frac{\eta T_c}{E_{\Gamma}}, \tag{28}
\]

where \( E_{\Gamma} \) is the energy of the \( \Gamma \) excited state and \( \eta \) is related to the matrix element of the quadrupole operators between the \( \Gamma \) and \( \Gamma \) as will be introduced in Eqs. (38) and (39). As will be discussed, \( \Delta Q \) is very small and typically 0.01 for PrTiAl20. This is indeed consistent with the experimental detection that does not include the signature of the first-order transition.\(^{39, 50}\) Note that the three choices of \( \theta \) correspond to the three points in the cubic symmetry.

Now, let us consider cases for finite fields. Equation (22) now leads to

\[
F = -\mu (h_c Q_c + h_h Q_h)
+ \frac{a + \lambda' h_c}{2} Q_c^2 + \frac{a - \lambda' h_c}{2} Q_c^2 - \lambda' h_c Q_c Q_h - Q_c^4
- \frac{b}{3} (Q_h^3 - Q_c Q_h^2) + \frac{c}{4} Q_c^4. \tag{29}
\]

When we concentrate on the cases for which \( B \) varies from [001] to [110] via [111], Eq. (29) reduces further to

\[
F = -\mu h_c Q_c + \frac{a + \lambda' h_c}{2} Q_c^2 + \frac{a - \lambda' h_c}{2} Q_c^2
- \frac{b}{3} (Q_c^3 - Q_c Q_h^2) + \frac{c}{4} Q_c^4. \tag{30}
\]

In the absence of the \( \lambda' \) term, FQ with \( \theta = 0 \) is chosen among the three domains for \( B \parallel [001] \). In this case, the first-order transition line ends at some field strength with the critical end point. There is only a crossover at higher fields, since a finite \( Q_c \) is induced even in the para state by the Zeeman term in Eq. (30). For \( B \parallel [110] \), the Zeeman term favors the two domains \( \theta = \pm 2\pi/3 \) with \( Q_c < 0 \), since \( h_c < 0 \) for this field direction. Thus, there are still (Ising-like) phase transition under the fields. Increasing \( B \) leads to gradual changes (or first-order transition) in \( Q \) to \( \theta = \pi \). When \( \theta \) reaches \( \pi \), the state is smoothly connected to the para state for \( B \parallel [001] \). Nevertheless, there are no reasons for \( \lambda' = 0 \) and this is the reason why FQ orders have not been paid attention in the early studies.\(^{50}\)

Now consider the cases for \( \lambda' > 0 \). It is clear that \( \lambda' \) term favors \( Q_c \), type FQ orders for \( B \parallel [001] \), while does \( Q_h \) type for \( B \parallel [110] \), since the second-order coefficient in Eq. (30) is shifted by \( \pm \lambda' h_c/2 \). Therefore, if \( \lambda' \) term overwhelms the Zeeman term, there is a chance to realize \( \theta \sim \pm 2\pi/3 \) type FQ order, which has a large weight of \( Q_c \) component, for an infinitesimal small field along [001] and \( \theta = 0 \) type FQ order for \( B \parallel [110] \). This is in principle possible, since the both terms are \( O(B^2) \). The fact that the both terms are proportional to \( B^2 \) is unique and crucial property for quadrupolar systems. This is a clear contrast to the cases for systems with only spin degrees of freedom, where the Zeeman term is proportional to \( B \), while the anisotropic interactions generated by the magnetic fields (even if exist) are \( O(B^3) \) because of the time-reversal symmetry. Thus, for spin systems, it never happens that the magnetic-field induced anisotropic interactions play important roles under small magnetic fields. There, the anisotropy is solely determined by the zero field parameters.

When one carries out an elementary analysis about the free energy (30) for small \( B \parallel [001] \) and at \( T = T_c \), one finds that the anisotropic interaction wins for

\[
\lambda' > \frac{3\mu}{2b}, \tag{31}
\]

when an infinitesimal magnetic field is applied. Thus, \( \theta \sim \pm 2/3\pi \) FQ orders are realized, which are close to \( Q \) type FQ orders. Increasing magnetic field should shift \( \theta \) even closer to \( \pm \pi/2 \). Note that these orders break the mirror symmetry \( x \leftrightarrow y \), therefore, the transition does not become a crossover under the fields. This can solve the puzzling experimental results for \( B \parallel [001] \). For \( B \parallel [110] \), when

\[
\lambda' > \frac{3\mu}{b}, \tag{32}
\]

the anisotropic interaction overwhelms the Zeeman term at \( T = T_c \) with an infinitesimal magnetic field and the \( \theta = 0 \) solution is realized. As will be demonstrated in Sect. 4.2, the observed susceptibility under the fields can be qualitatively explained when Eq. (32) is satisfied.

So far, we have seen that the low-field phases, \( \sim Q \), type FQ order for \( B \parallel [001] \) and positive \( Q \) type FQ orders for \( B \parallel [110] \), can be stabilized by the field-induced anisotropic interaction (the \( \lambda' \) term). As discussed in Sect. 3, the experimental results show that these phases undergo first-order phase transitions at around 1.2 T. The high field states are those favored by the Zeeman interaction, which smears out phase transitions into crossover. This means that the inequality in Eqs. (31) and (32) should be reversed above 1.2 T. To reproduce the field-induced phase transitions, it is necessary to introduce further field dependence in \( \lambda' \). Let us define this field-dependent factor as \( f(B) \), i.e., \( \lambda' \rightarrow \lambda' f \). For simplicity, we assume \( f = f(|B|^2) \) with \( f(0) = 1 \) and \( f \) is a monotonically decreasing function of \( |B|^2 \) at least for small fields we are interested in. As shown below, this simple form can qualitatively explain the experimentally observed phase diagram.

In reality, \( f \) may have discontinuity at the first-order transition, as a consequence of feedback from the changes in the order parameter as discussed in Sect. 3.3.2. In any case, \( f(|B|^2) \) should become smaller in the high-field phase. For rough estimate of the critical fields at the transition to conventional \( (\lambda' = 0) \) states, we ignore the field dependence of the order parameters and other variables. Then, from Eq. (31), the transition occurs for \( B \parallel [001] \) when

\[
f(|B|^2) \sim \frac{3\mu}{2b\lambda'} \equiv f_{[001]} \tag{33}
\]

and for \( B \parallel [110] \),

\[
f(|B|^2) \sim \frac{3\mu}{b\lambda'} \equiv f_{[110]} = 2f_{[001]} < 1, \tag{34}
\]

from Eq. (32). Note that, to obtain the positive \( Q_c \) type FQ
order, it is necessary that \( f_{[110]} < 1 \). Thus, since \( f(|B|^2) \) is monotonically decreasing function of \(|B|^2\), this simple argument explains why the critical field for \( B \parallel [001] \) is larger than that for \( B \parallel [110] \) as observed in the present experiments.

In the following, instead of analyzing the free energy Eq. (30) in details, we will discuss the CEF model in Sect. 4.2 to discuss the phase diagram for wider range of the magnetic fields.

### 4.2 CEF model

In this subsection, we numerically calculate the CEF model with the anisotropic interaction under finite fields. Let us first consider the field effect on quadrupole-quadrupole interaction as a possible origin for the anisotropic interaction \( F_I \) in Eq. (25) introduced in Sect. 4.1. Starting from a model of localized f-electrons in the 1-2-20 systems, the quadrupole-quadrupole interactions are mediated by conduction electrons, which is the RKKY interactions for the quadrupole sector. Existence of the small Fermi surface(s) would be helpful for enhancing the magnitude of the field dependence in the RKKY interactions, since the effective energy scale for the conduction electrons reduces. Actually, in the band-structure calculations of \( \text{LaTi}_2\text{Al}_{20} \), there are several small Fermi surfaces. This would be related to the generation of the anisotropic interactions we have been introduced in Sect. 4.1.

When concerning the interactions between the nearest-neighbor pairs with a term corresponding to \( F_I \) in Eq. (25), the mean-field parts read

\[
\mathcal{H}' = -\lambda \left( \langle Q_z^2 \rangle Q_z + \langle Q_x^2 \rangle Q_x \right) + \lambda' f(|B|^2) \left[ h_x \left( \langle Q_z^2 \rangle Q_z - \langle Q_x^2 \rangle Q_x \right) - h_y \left( \langle Q_z^2 \rangle Q_z + \langle Q_x^2 \rangle Q_x \right) \right].
\]

(35)

Here, we have set the coefficient 1/2 for \( \lambda' \) term so that the parameterization matches the previous expressions Eq. (25), and, for \( \lambda, \lambda' > 0 \) the interaction becomes ferroic one. This is suitable to the experimental results in finite fields. Taking into account the mean-field part [Eq. (35)], the Zeeman coupling [Eq. (13)], CEF potential [Eq. (12)], the dipole-dipole interactions [Eq. (14)], and a small \( T^\alpha \) octupole-octupole interaction \( \lambda_T \),

\[
\mathcal{H} = \mathcal{H}_{\text{CEF}} - \left( g_J \mu_B B + \lambda_d J \right) \cdot J - \lambda_T \langle T^\alpha \rangle \cdot T^\alpha - \left( 1 - \lambda' f(|B|^2) \right) \langle Q_z^2 \rangle Q_z - \left( 1 + \lambda' f(|B|^2) \right) \langle Q_x^2 \rangle Q_x,
\]

(36)

for \( B \) lying the plane including \([001]\) and \([110]\). The interaction between the octupoles \( T^\alpha \) with the same symmetry as the dipole, \( \lambda_T \), has been introduced in order to reproduce the low-temperature susceptibility in its magnitude, although the following discussion does not alter if \( \lambda_T \) is set to zero and tune \( \lambda_T \) instead. Since the CEF model does not include the many-body renormalization present in the f-electron system, the value of \( \lambda_T \) is in general different from that estimated experimentally for high temperatures. The factor \( f \) is assumed to be a phenomenological form that suppresses the magnitude as the field increases:

\[
f(|B|^2) = \frac{1}{1 + c_2|B|^2 + c_4|B|^4},
\]

(37)

where \( c_2 \) and \( c_4 \) are constants. In the following discussion, we fix \( \lambda = 2 \, \text{K}, \lambda_T = -0.8 \, \text{K}, \) and \( \lambda_F = 0.0004 \, \text{K} \) (note that the matrix elements of \( T^\alpha \) is much larger than those for \( J \) ), which, for \( |B| = 0 \), leads to a FQ transition at \( T = T_c = 2 \, \text{K} \). For simplicity, the phenomenological parameters \( c_2 \) and \( c_4 \) are set to \( c_2 = 0.8 \, \text{T}^{-2} \) and \( c_4 = 0.8 \, \text{T}^{-4} \), respectively, as representative values among parameters that qualitatively reproduce the experimental results. Note that although \( f > 0 \) for these parameters, the situation where \( f < 0 \) is in principle possible. The point here is that, to reproduce the experimental results, the magnitude of \( f \) should decrease as the field increases.

In order to take into account the interactions in higher order \( \Gamma_3 \) multipole sectors, the \( \Gamma_3 \) operators in Eq. (36) is parameterized as

\[
Q_{\gamma} = |\Gamma_\gamma u\rangle \langle \Gamma_\gamma u| - |\Gamma_\gamma v\rangle \langle \Gamma_\gamma v|
\]

+ \( \eta \frac{\sqrt{33}}{2} |(\Gamma_{3u}\rangle \langle \Gamma_{3u}| + \text{H.c.}) + \cdots \),

(38)

\[
Q_{\delta} = |\Gamma_{3v}\rangle \langle \Gamma_{3v}| + |\Gamma_{3u}\rangle \langle \Gamma_{3u}|
\]

+ \( \eta \frac{\sqrt{33}}{2} |(\Gamma_{3v}\rangle \langle \Gamma_{3v}| + \text{H.c.}) + \cdots \).

(39)

Here, \( \cdots \) in Eqs. (38) and (39) represents terms involving only excited \( \Gamma_3 \) and \( \Gamma_3 \) states in the original quadrupole operators. Thus, \( \eta \) is a parameter controlling the weight of excited states in the quadrupole operator, which influences the anisotropic parameter \( b \) in Eq. (22). This corresponds to taking account for the hybridization between the quadrupole moments and the higher-order \( \Gamma_3 \) multipole moments. In this paper, we set \( \eta \) to \( \eta = 0.33 \) as a typical value.

Figures 18 and 19 show \( B - T \) phase diagrams for \( \lambda' = 0 \) and \( \lambda' = 0.02 \, \text{K/T}^2 \), respectively. In Figs. 18(a)-(e), the temperature dependence of the quadrupole moments for \( \lambda' = 0 \) are also drawn for every 0.4 T from \( H = 0.1 \) to 6.1 T with the offset set to the value of the magnetic field. When \( \lambda' = 0 \), there is a crossover for \( B \parallel [001] \) as shown in Fig. 18(b),
while there is phase transitions for $B \parallel [110]$ and [111]. See Figs. 18(a), 18(d), and 18(e). For $B \parallel [111]$, there are three equivalent domains $3J_2^2 - J_2^2$, $3J_2^2 - J_2^2$, and $3J_2^2 - J_2^2$. In Fig. 18(a), the result for the domain $3J_2^2 - J_2^2 \propto Q_x$ is shown. When the field is parallel to [110], the two domains $3J_2^2 - J_2^2$ and $3J_2^2 - J_2^2$ are favored owing the the Zeeman coupling [Eq. (24)]. The results shown in Fig. 18(d) and 18(e) are those for $3J_2^2 - J_2^2 = \pm 0.2 K$. These results are essentially the same and can capture the experimental temperature dependence. Although there is a phase transition for $x' = 0.02 K^2/T^2$, there is no measurable discontinuities at high fields. Although it is possible to destabilize the intermediate-field phase with keeping the low-field phase present by tuning the phenomenological parameters such as $\eta$, $c_2$, and $c_4$, it seems that such parameter regime needs fine tuning of them. Since it is hard to detect small difference in the angle $\theta$ in the experiments, the presence/absence of the intermediate phase is not clear at this stage.

Figure 20 shows comparison of the magnetic susceptibility between the present theory and the experiment. The absence of the up turn as decreasing $T$ for the low-field phase $|B| = 1$ T is well reproduced for the results with $x' = 0.02 K$ in the theoretical calculations, while the data for $x' = 0$ fails to reproduce this. For $|B| = 4 T$, the two results for $x' = 0$ and $0.02 K^2/T^2$ are almost the same and can capture the experimental temperature dependence. Although there is a phase transition for $x' = 0.02 K^2/T^2$ at this field, the effects of the transition is not visible in $M/B$. This is because $|B| = 4 T$ is very close to the critical field.

In addition to the temperature dependence of the magnetic sensitivity, the field dependence is examined in Fig. 21 for $T = 0.32 K$. For $x' = 0$, the magnetization monotonically increases for both field directions $B \parallel [001]$ and [110] as shown in Fig. 21(a). For [110] direction, there is a small anomaly at the phase boundary $B \sim 4 T$ but not visible in this scale. In Fig. 21(b), the low-field suppression of $M$ for $x' = 0.02 K^2/T^2$ is well reproduced for $B \parallel [001]$, while there is no qualitative change for higher fields compared with the data for $x' = 0$. Since the direction of the order parameter suddenly changes at the phase boundary between the low- and intermediate-field phases for $B \parallel [110]$ for $x' = 0.02 K^2/T^2$, the phase transition there is first order. Reflecting this, the theoretical data in Fig. 21(b) show discontinuous jump around $|B| \sim 1 T$. In contrast, the experimental data show no discontinuity and the magnetization curves are smooth functions of the field. As shown in Fig. 8(c), this is owing to the phase coexistence of the low- and high-field phases. Thus, the calculated magnetization curve can capture the essential field dependence of the magnetization, i.e., the $|B|$ dependence becomes steeper as the field increases. Note that this behavior is never explained by the data for $x' = 0$. 

![Fig. 19. (Color online) B-T phase diagram for (a) $B \parallel [001]$, (b) [110], and (c) [111], where the arrows indicate the magnetic fields where the temperature dependence of the order parameters for $x' = 0.01 K^2/T^2$ are plotted in (d) for $B \parallel [001]$, (e) for [110], and (f) for [111]. The values of the magnetic fields are (i) 0.1 T, (ii) 0.9 T, (iii) 2.5 T, and (iv) 4.5 T. In (d)-(f), the origins for each curve are shown in the right side. The magnetic-field dependence of the order-parameter angle $\theta$ for $T = 0.32 K$ is essentially the same as the zero temperature limit are shown in (g) for $B \parallel [001]$ and (h) for [110]. The dotted lines represent $\theta = \pi/2$ and $2\pi/3$.](image-url)

low-field phases are induced by the anisotropic interactions $\lambda'$ under finite fields and the present results are consistent with the experimental identification of the FQ order parameters as schematically shown in Fig. 1. The actual temperature dependence of the order parameters are drawn in Figs. 19(d)-19(f) for several magnetic fields (i)-(iv) as indicated by arrows in Figs. 19(a)-19(c). The order parameter angle $\theta$ for $T = 0.32 K$ as a function of $|B|$ is also shown in Figs. 19(g) and 19(h) for $B \parallel [001]$ and [110], respectively, where values of $\theta$ for the two domains are plotted and they are essentially the same as those for $T = 0 K$.

For $B \parallel [110]$ above the low-field phase, there is a phase similar to that exists for $x' = 0$. Let us call this intermediate-field phase. The shape of the intermediate-field phase is similar to that for $x' = 0$ in Figs. 18(d) or 18(e) and the critical field $\sim 4 T$ is also very close to them. The magnetic-field dependence of $\theta$ for the intermediate-field phase is gradual and $\theta$ eventually reaches $\theta = \pm \pi$ at high fields. Although it is possible to destabilize the intermediate-field phase with keeping the low-field phase present by tuning the phenomenological parameters such as $\eta$, $c_2$, and $c_4$, it seems that such parameter regime needs fine tuning of them. Since it is hard to detect small difference in the angle $\theta$ in the experiments, the presence/absence of the intermediate phase is not clear at this stage.
5. Concluding Remarks

In this paper, we have thoroughly investigated ferro-quadrupole (FQ) order in PrTi$_2$Al$_{20}$ with the non-magnetic $\Gamma_3$ ground state by $^{27}$Al NMR and magnetization measurements and determined the magnetic field vs. temperature phase diagram for various directions of magnetic fields. The obtained phase diagram is highly anisotropic: while $Q_z \propto 3z^2 - r^2$ type FQ order develops below $T_Q = 2.2$ K for the field along [111] independent of the field strength, application of fields along [001] and [110] induces discontinuous switching of FQ order parameters at small field values less than a few tesla.

Such anisotropic phase transitions are quite surprising because $\Gamma_3$ doublet has no dipole moment, therefore, does not couple directly to magnetic fields. Furthermore, the very small transition fields in the $\Gamma_3$ system suggest an extremely small energy scale involved in the transition. In fact, coexistence of two phases in a wide range of field observed for $B_{\text{ext}}$ parallel to [001] and [110] indicates inhomogeneous distribution of the small energy difference between the two phases. Such inhomogeneity could be easily generated, for example, by a small amount of disorder.

In order to understand the anisotropic phase diagram, we have constructed a Landau free energy with two-component order parameters, $Q = (Q_x, Q_y) = Q (\cos \theta, \sin \theta)$. At zero field, the crystalline electric field (CEF) is the only source of anisotropy, which gives a potential in $Q$-space proportional to $-\cos 3\theta$ and selects the three stable orders of $Q_z$, type moments at $\theta = 0$ and $\pm 2\pi/3$.

Application of magnetic fields generates additional anisotropy in two distinct routes. The first route is the Zeeman coupling to the field-induced dipole moment. Since $\Gamma_3$ is non-magnetic, the leading-order effect is due to the van Vleck paramagnetism, $F_Z = -\mu (2B^2_x - B^2_y - B^2_z) Q_z$ with $\mu > 0$ [Eq. (24)], which can be also obtained by degenerate perturbation theory. (Here, we left only the term relevant to our experiments where the field is in the (100) plane.) The second route is the anisotropy in the quadrupole-quadrupole interaction induced by the field. By symmetry, the lowest order term is restricted to the form $F_I = \lambda' (2B^2_x - B^2_y - B^2_z) (\langle Q_x Q_y \rangle - \langle Q_y \rangle^2) / 2$ [Eq. (25)] in a mean-field approximation. It is important to note that the form of $F_I$ is based only on symmetry argument and we do not know its microscopic mechanism yet, in contrast to the fully understood Zeeman coupling.

Since both $F_Z$ and $F_I$ have the same field dependence, which is a remarkable property of the non-magnetic $\Gamma_3$ systems distinct form magnetic ones, the stable phase is selected by one of them with larger prefactor. Comparison between this phenomenological analysis and the experimentally determined phase diagram in Fig. 1 tells us that the interaction term $F_I$ with positive $\lambda'$ wins at low fields, selecting $Q_z$ order ($\theta = \pm \pi/2 \sim \pm 2\pi/3$) for $B_{\text{ext}}$ parallel to [001] and $Q_y$ order with positive $\langle Q_y \rangle$ ($\theta = 0$) for $B_{\text{ext}}$ parallel to [110]. On the other hand, the Zeeman term $F_Z$ wins at high fields, selecting $Q_z$ order with positive $\langle Q_z \rangle$ ($\theta = 0$) for $B_{\text{ext}}$ parallel to [001] and $Q_x$ order with negative $\langle Q_x \rangle$ ($\theta = -\pi \sim -2\pi/3$) for $B_{\text{ext}}$ parallel to [110]. For $B_{\text{ext}}$ parallel to [111], since both $F_Z$ and $F_I$ vanish, the order should be the same as zero field.

Having summarized the main conclusion of our work, important open questions for better understanding of the quadrupole physics in PrTi$_2$Al$_{20}$ are the following:

(1) What is the mechanism for the field induced anisotropic interaction $F_I$?

(2) Why does the anisotropic interaction get suppressed relative to the Zeeman interaction by a very weak field of the order of one tesla?

To answer the first question, we would have to calculate the quadrupole-quadrupole interaction, starting from the microscopic Hamiltonian of $c$-f hybridization and the band structure of PrTi$_2$Al$_{20}$, then examine how it depends on magnetic fields. Although theoretical investigations of microscopic multipole interactions have been reported in several materials,\cite{27,28,62,63} effects of magnetic fields have not been discussed. This is clearly beyond the scope of this paper, however, should be an important future issue.

The second question appears even more puzzling. The discontinuous jump of quadrupole order parameters must be
caused by a sudden change in the quadrupole-quadrupole interaction, which in turn requires either changes in the Fermi surfaces and conduction-band structure or changes in the $c$-$f$ hybridization. However, the energy scale associated with the conduction bands and $c$-$f$ hybridization are usually quite large and it is highly unlikely that a few tesla of fields can make significant change, even though the band-structure calculation of LaTi$_2$Al$_{13}$ shows presence of small Fermi surfaces.

A key observation to understand mechanism of the field induced transitions may be the remarkably different behavior of the NMR Knight shift and the susceptibility in the low-field FQ phase for $B_{\text{ext}} \parallel [001]$ as shown in Figs. 11 and 12. Since the susceptibility remains nearly unchanged by the FQ order, the rapid decrease of the Knight shift below $T_Q$ provides direct evidence that FQ order causes substantial reduction of the $c$-$f$ hybridization. The change in $c$-$f$ hybridization should then modify the quadrupole-quadrupole interaction, which in turn would influence the FQ order. Such a feedback effect may play an important role concerning stability of the FQ order.

Similar violation of K-$\chi$ proportionality has been observed in magnetic heavy fermion materials, which is likely to be associated with Kondo screening and formation of heavy quasi-particles.\textsuperscript{58, 59} It has also been proposed that magnetic RKKY interaction in heavy fermion materials is renormalized by Kondo screening and becomes temperature dependent.\textsuperscript{64} Compared with the subtle many body effects in magnetic Kondo lattice systems, our case of quadrupole order involves change degrees of freedom, which can make direct influence on the $c$-$f$ hybridization. Thus, the physical mechanism appears to be more straightforward.

Regarding the field-induced discontinuous transitions we observed, even if the direct effect of magnetic field on the conduction band structure is very weak, a small change in quadrupole moment may be amplified through the feedback effect, which eventually could lead to the switching of the order parameter. Since local charge distribution of the 4$f$ electrons is modified by FQ order, it is physically natural that such a modification of the charge density distribution results in a change in $c$-$f$ hybridization. This may be a new aspect of multipole physics of 4$f$ electron systems, which has not been recognized so far.
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Appendix: Hyperfine fields from $T_{xyz}$ octupole

Here we derive symmetry allowed interaction between $T_{xyz}$ octupole and nuclear spins at Al(3) sites by following the method developed in Ref. 16. We first consider the nuclear spin $I$ at J site in Fig. 6. Since both the nuclear spin and $T_{xyz}$ octupole are odd under time reversal, their interaction can be generally written as

$$\mathcal{H}_o = -\gamma_h \left(a_1 I_x + a_2 I_y + a_3 I_z\right) T_{xyz}, \quad (A-1)$$

where $n = (a_1, a_2, a_3)$ is the hyperfine coupling vector. Since both the Pr and Al(3)-J sites are located on the $(\overline{1}0\overline{1})$ mirror plane, this interaction must be invariant under reflection with respect to the $(\overline{1}0\overline{1})$ plane.

From the transformation properties of $I$ and $T_{xyz}$ under reflection,

$$I_x \to -I_y, \quad (A-2)$$

$$I_y \to -I_x, \quad (A-3)$$

$$I_z \to -I_z, \quad (A-4)$$

$$T_{xyz} \to T_{xyz}. \quad (A-5)$$

The transformed interaction $\mathcal{H}_o$ is given as,

$$\mathcal{H}_o = -\gamma h a_1 \left(I_x + I_y\right) T_{xyz} - \gamma h a_3 I_z T_{xyz}. \quad (A-6)$$

The invariance of the interaction requires $a_1 = a_2$ and we obtain

$$\mathcal{H}_o = -\gamma h a_1 \left(I_x + I_y\right) T_{xyz} - \gamma h a_3 I_z T_{xyz}. \quad (A-7)$$

The hyperfine field at J site is thus given as $B_{sd}^{(j)} = n T_{xyz}$, where $n = (a_1, a_2, a_3)$. Hyperfine fields at other sites can be obtained by appropriate coordinate transformation. The hyperfine coupling vector $n$ and its projection along the external field directions at all Al(3) sites are listed in Tables A-1.
Table A-1. The magnetic hyperfine coupling \( n \) at Al(3) sites describing the interaction between nuclear spins and \( T_{\text{ext}} \) octupole moments. The explicit values of its projection along the external field directions are also shown.

| site       | \( n \)  | \( B_{\text{ext}} \parallel [111] \) | \( n \cdot B_{\text{ext}} \parallel [001] \) | \( B_{\text{ext}} \parallel [110] \) |
|------------|---------|--------------------------------|--------------------------------|--------------------------------|
| A \((-a_1, -a_1, -a_3)\) | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| B \((-a_1, a_1, -a_3)\)  | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| C \((-a_1, -a_1, -a_3)\) | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| D \((-a_1, a_1, a_1)\)   | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| E \((-a_1, -a_3, a_1)\)  | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| F \((-a_1, a_3, -a_1)\)  | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| G \((-a_1, a_1, a_3)\)   | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| H \((-a_1, a_3, -a_1)\)  | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| I \((-a_3, a_1, a_1)\)   | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| J \((-a_3, -a_3, a_1)\)  | 3a      | \(-a_3/\sqrt{3}\)            | 3\( a \)                      | \(-a_3\)                        |
| K \((-a_3, a_1, a_1)\)   | 3c      | \(2a_1 + a_3)/\sqrt{3}\)     | 3\( a \)                      | \(\sqrt{2}a_1\)                |
| L \((-a_1, -a_3, a_1)\)  | 3c      | \(2a_1 + a_3)/\sqrt{3}\)     | 3\( a \)                      | \(\sqrt{2}a_1\)                |
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