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SUMMARY Software watermarking is a digital technique used to protect software by embedding some secret information as identification in order to discourage software piracy and unauthorized modification. Watermarking is still a relatively new field and has good potential in protecting software from privacy threats. However, there appears to be a security vulnerability in the watermark trigger behaviour, and has been frequently attacked. By tracing the watermark trigger behaviour, attackers can easily intrude into the software and locate and expose the watermark for modification. In order to address this problem, we propose an algorithm that obscures the watermark trigger behaviour by utilizing buffer overflow. The code of the watermark trigger behaviour is removed from the software product itself, making it more difficult for attackers to trace the software. Experiments show that the new algorithm has promising performance in terms of the imperceptibility of software watermark.
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1. Introduction

Software piracy can be defined as the unauthorized use of software, illegal duplication of copyrighted software or the installation of copyrighted software on computers other than those authorized, under terms of the software license agreement. According to the report published by Business Software Alliance (BSA), the rate of global software piracy was 42% in 2011 with a commercial value of $63.4 billion. Just in the last decade, more and more software is being distributed illegally creating a heterogeneous environment that calls for immediate actions to be taken on improving software authorization. Naturally, adequate security is required to protect the software ownership against reverse engineering, illegal tampering, program-based attacks, BORE (Break Once Run Everywhere) [1] and unauthorized use of software. Efforts on improving the mechanism on software authorization has been done using cryptographic techniques, intrusion detection systems (IDSs), intrusion prevention systems (IPSs), anti-virus programs, firewalls, etc [2].

One of the more commonly used methods to stop software piracy is software ownership authentication method through watermark embedding. Watermark embedding is a technique that embeds a secret message into the software hosts to determine ownership of code and helps in preventing tampering of source code. Some of the more recent works have developed techniques for embedding watermarks into various other medias, such as images [3]–[5], audio [6] or video files [7]. Other works include those by Collberg, Palsbery etc. [8]–[10] and patents [11]–[13] show how watermarks such as copyright notices, can be embedded into software programs.

Static software watermarks are stored in the application executable itself either by data or code and it can be detected without running the program. One of the earliest patent for software watermark algorithm was introduced by Davidson and Myhrvold [14], which embeds the watermark by reordering the basic blocks of a control flow graph. Based on this idea, first graph-based software watermarking algorithm through the insertion of a directed sub graph known as WS or GTW was proposed [15]. Collberg et al. [16] modified the implementation of GTW, known as GTWsm by encoding the watermark as a reducible permutation graph (RPG) [17], a reducible control flow graph [18], [19] with maximum out-degree of two, mimicking a real code. Although static representation is an inexpensive detection process, it is very susceptible for attack mainly due to the simplistic nature of it.

On the other hand, dynamic software watermarks [20], [21] are dynamically produced during software running, and it has better concealment characteristic. It has made a considerable progress and even became a popular technique for copyright protection of multimedia information [22]. The watermark content is concealed within the data structure of software running space, and the concealed content can also be developed with some dynamical diagram of topological structure from static value [15], [23]. Researches have proposed algorithm with robust data structure that can be used to encode watermark information, for example, Parent-Pointer Trees, Planted Planar Cubic Trees (PPCT) [24], List-type Graphs, Reducible Permutations Graphs (RPG), and so on. Purdue University has developed an experimental dynamic diagram watermark system which is called JavaWiz [10], and it is an embedded type of PPCT tree structure coded in Java source code.
Dynamic watermark technology actually adopts “user interactions” as the watermark trigger behaviour [25] to ensure concealment of content. However, once the watermark trigger behaviour is attacked, it is then very easy to gain access to the whole process by tracing the program executing code. Validation of the behaviour is shown in the code and through reversal engineering methodology, one can easily trace the process to understand the trigger behaviour and its producing process. The more commonly available user interactions are input devices such as keyboard and mouse. For example, in PhotoShop application, the watermark can be easily created by pressing “Ctrl” and “Alt” while clicking the “about PhotoShop ...” menu. But the question remains if such measures are sufficient to prevent software plagiarism and piracy? On the other hand, there are still inadequate research on the trigger behaviour and realizing the need for a higher protection against attacks.

In conventional watermarks, the generation, display and trigger behaviors of the watermark are contained in the software product itself. The watermark is triggered by the user interactions. The safety of watermarks strongly depends on the concealment of the watermark trigger behavior. Once the trigger behavior is revealed to the software attacker, the watermark is easily to be destroyed. Although in most cases, attackers cannot obtain such trigger behavior in a simple way, they are still able to locate the source code of triggering behaviors by using reverse engineering approaches. The reverse engineering is the process of analyzing a subject system to create representations of the system at a higher level of abstraction, and it is usually used to create unlicensed or unapproved duplicates. Even there is no source code available for the software, any efforts towards discovering one possible source code for the software are regarded as reverse engineering. Generally, it can be accomplished by either a disassembly using disassemblers or a decompilation using decompilers. The issues of how to implement the reverse engineering are out of the discussion of this work, interested readers can refer the Refs. [26], [27] for details. As a result, attackers are able to track and modify the watermark after locating the source code of trigger behavior based on reverse engineering approaches, even though the efforts of carrying out such approaches might be somewhat expensive. In an extreme case, if the watermark trigger behavior is exposed and divulged to attackers accidentally rather than programmed located, the watermark to protect software copyright will be easily modified, thus causing software plagiarism and piracy.

To address the above issues, the utilization of buffer overflow to conceal the watermark trigger behavior is proposed in this paper for the first time, because the concealment of watermark trigger behavior using user interactions with the software itself has potential risk of being destroyed. By making use of the bilayer technique of restoration to deal with system stack and the shellcode deployment to manipulate the predefined software behaviors, the generation and trigger of the watermark can be accomplished. As long as the shellcode’s address and the decryption key which are preserved by the software owner are kept secret from attackers, the proposed approach is able to delete the validation of trigger behaviour from software codes, thus protecting the software from privacy and other security risk. It is worth emphasizing that the only difference between the proposed buffer overflow based approach and the conventional static or dynamic approaches is the method of triggering the watermark, while the watermark itself is still embedded in the target program.

The rest of the paper is organized as follows. In the next section the main idea on how a software watermark trigger works is presented. The details of the proposed algorithm is discussed in Sect. 3, and the experimental results for the implementation of the proposed algorithm can be found in Sect. 4. We concluded the paper with a short summary of the proposed algorithm and its performance in the last section.

2. The Trigger Behaviour of Software Operation

To make the paper self-explanatory, the software execution process is briefly introduced to make readers a better understanding on the details of watermark trigger behaviour. Thereafter, the call function together with the buffer overflow are highlighted within the software execution framework, aiming to explain the effects of call function and the reasons of choosing buffer overflow as a watermarking trigger.

2.1 Software Execution Process

When a software runs, the code and data are firstly loaded into memory from files. In Win32 platform for example, the format of PE (PreInstallation Environment) file in disk file is similar with memory space. It can be conveniently mapped from file to virtual memory. PE file begins with offset address of zero and copies each block of file into memory space. Once the work initializer has been completed, the running software starts with entry point which is defined by PE file header and assigns the outset address to the instruction register EIP (Extended Instructions Pointer). When the program runs in the memory, the EIP instruction register will direct the outset address of next instruction. The software behaviour is actually controlled by EIP. Beginning with entry point of program, the next instruction address execution process are as shown in Fig. 1.

Based on the type of the current executing instruction, there are four cases in which the instruction register EIP achieves the next instruction address.

- Sequence execution: The EIP directs the address of instruction A, known as addr1. When it begins to execute instruction A, EIP automatically directs the address of the next instruction B, addr2. The address of instruction B equals the address of instruction A which includes the length of instruction A as well and it is automatically realized by accumulator.
### Table 1 The main operation on call function.

| Assembly instruction | Descriptions | Code position |
|-----------------------|--------------|---------------|
| PUSH arg2            | the parameters will be pushed into the stack according to the order from right to left. | father function |
| PUSH arg1            |                          |               |
| CALL Function1        | return address will be pushed into the stack, and go to the entry point of sub-function. |               |
| PUSH EBP             | save the pointer on the stack frame and the bottom stack of father function. | sub-function |
| MOV EBP, ESP         | set the pointer on the stack frame and the bottom stack of sub-function. |               |
| SUB ESP, XXX         | raise the top stack in order to open up space for stack frame of sub-function. |               |

### Table 2 The main operation on return function.

| Assembly instruction | Descriptions | Code position |
|-----------------------|--------------|---------------|
| ADD ESP, XXX          | recycle stack frame space of sub-function. | sub-function |
| POP EBP               | restore the pointer on stack frame and bottom stack of father function. |               |
| RET                   | return address pops up, and goes to return address function. |               |
| ADD ESP, 08           | recycle two parameters space in stack. | father function |

### Fig. 1 Four cases of EIP instruction address.

- **Goto instruction:** The EIP directs the address of instruction A, called addr3. The instruction A is a Goto instruction (conditional Goto or unconditional Goto), and the Goto address of the next instruction B is given in the operand of instruction A, called addr4. After instruction A has been executed, EIP would direct the Goto destination address, that is addr4.
- **Function call instruction:** The EIP directs the address of instruction A, called addr5. The instruction A is a function call instruction (CALL), and the function outset address is given in the operand of instruction A, called addr7. After instruction A has been executed, the address of the next instruction B (also known as return address), that is addr6, will be pushed into the stack. EIP will direct the address of the call function, addr7.
- **Function return instruction:** The EIP directs the address of instruction A, called addr9. Instruction A is a function of return instruction (RET). After instruction A has been executed, the return address, that is addr6, will pop up from the stack. EIP will then direct the function return address, addr6.

By comparing the four kinds of instruction, the address origin for the next instruction are respectively as follows:

- **Goto instruction:** The EIP directs the address of instruction A, called addr3. The instruction A is a Goto instruction (conditional Goto or unconditional Goto), and the Goto address of the next instruction B is given in the operand of instruction A, called addr4. After instruction A has been executed, EIP would direct the Goto destination address, that is addr4.
- **Function call instruction:** The EIP directs the address of instruction A, called addr5. The instruction A is a function call instruction (CALL), and the function outset address is given in the operand of instruction A, called addr7. After instruction A has been executed, the address of the next instruction B (also known as return address), that is addr6, will be pushed into the stack. EIP will direct the address of the call function, addr7.
- **Function return instruction:** The EIP directs the address of instruction A, called addr9. Instruction A is a function of return instruction (RET). After instruction A has been executed, the return address, that is addr6, will pop up from the stack. EIP will then direct the function return address, addr6.

By comparing the four kinds of instruction, the address origin for the next instruction are respectively as follows:

- **Goto instruction:** The EIP directs the address of instruction A, called addr3. The instruction A is a Goto instruction (conditional Goto or unconditional Goto), and the Goto address of the next instruction B is given in the operand of instruction A, called addr4. After instruction A has been executed, EIP would direct the Goto destination address, that is addr4.
- **Function call instruction:** The EIP directs the address of instruction A, called addr5. The instruction A is a function call instruction (CALL), and the function outset address is given in the operand of instruction A, called addr7. After instruction A has been executed, the address of the next instruction B (also known as return address), that is addr6, will be pushed into the stack. EIP will direct the address of the call function, addr7.
- **Function return instruction:** The EIP directs the address of instruction A, called addr9. Instruction A is a function of return instruction (RET). After instruction A has been executed, the return address, that is addr6, will pop up from the stack. EIP will then direct the function return address, addr6.

### Fig. 2 The stack frame operation on call and return function.

- **Software behaviour can be controlled by modifying the address of the return function instruction.** Theoretically, by modifying the address of return function, the program may go to any expected instruction address, and localize the code produced by software watermarking.

Function1 which includes parameters arg1 and arg2 are used to describe the main operation on call and return function by referring to Table 1, 2, and Fig. 2.

From Fig. 2, the stack frame of the current function is located between EBP (Extended Base Pointer) and ESP (Extended Stack Pointer). The position of local variable in stack frame is exactly at the nearby top of return address. If the local variable has buffers like array, the weakness of buffer...
Table 3  Embedding copyrights information in stack overflow.

| Machine code (hex) | Assemble instruction (mnemonic) | Notes                                                                 |
|-------------------|---------------------------------|----------------------------------------------------------------------|
| 33 DB             | XOR EBX, EBX                     | EBX zero clearing                                                    |
| 53                | PUSH EBX                         |                                                                      |
| 68 73 69 74 79    | PUSH 79746973                    |                                                                      |
| 68 69 76 65 72    | PUSH 72657869                    |                                                                      |
| 68 69 20 75 6E    | PUSH 66752069                    |                                                                      |
| 68 6F 6E 67 6A    | PUSH 6A676E6F                    |                                                                      |
| 68 63 63 20 74    | PUSH 74206363                    |                                                                      |
| 68 39 20 68 70    | PUSH 70682039                    |                                                                      |
| 68 29 32 30 30    | PUSH 30303229                    |                                                                      |
| 68 74 20 28 63    | PUSH 63282074                    |                                                                      |
| 68 72 69 67 68    | PUSH 68676972                    |                                                                      |
| 68 43 6F 70 79    | PUSH 79706F43                    |                                                                      |
| 8B C4             | MOV EAX, ESP                      | character string pointer is assigned to EAX.                        |
| 53                | PUSH EBX                         | Four parameters are pushed into system stack                         |
| 53                | PUSH EBX                         | with order from right to left, respectively.                        |
| 50                | PUSH EAX                         | (0, “Copyright (c) 2013 hpc tongji university”,0,0)                 |
| 53                | PUSH EBX                         |                                                                      |
| 8B 02 07 D5 77    | MOV EAX, 0x7D50702               | Call system function Message-BoxA to display character string.      |
| FF D0             | CALL EAX                         |                                                                      |

overflow can be adopted to the return address by the overflow data. It can then go to the address defined by user to execute the code when sub-function returns [28].

Buffer overflow is a most common type of leak for software [29], and it originates from the design flaws of the John Von Nouma’s architecture, which indeed has nothing to do with operating system or software environment itself. However, it is possible to conceal the watermark code well because the entry point of watermark code doesn’t operate in the program. Watermark attackers on the other hand, are unable to find the watermark by tracing the code. Software behaviour usually depends on users’ input since only the copyright owners know the address of watermark code, which they correctly input during the withdrawal.

Due to the defect of buffer overflow, users can input the specific content to localize and trigger the concealed watermark code in software products. Based on this understanding, we are attempted for the first time to utilize the triggering behaviour during the return of the function for the system stack overflow in our proposed algorithm.

3. The Proposed Algorithm

In this section, we firstly introduce the method of generation and display of watermark. The details of how we trigger the watermark are depicted in the following two subsections, where an attempt of utilizing buffer overflow to conceal the watermark trigger behaviour is made.

3.1 The Generation and Display of Watermark

In a computer program, both the code and data are stored in binary format, even though they are loaded into different segments once the software runs. Whether a content of a certain address is bound to either data or code, depends on function instruction and in fact it has nothing to do with address position. Figure 3 describes the relationship between the code and data as it is used in program.

As indicated in Fig. 3, the instruction will put the code content of “mov eax, address1” as data into EAX register although address1 actually stores code. Likewise, for the instruction “jmp address2”, although it stores data, the instruction will take data as code. It will then decode and execute. In most cases, the data segment content can’t be explained based on legal instruction which results in the lead program to collapse.

Using the buffer leak and the flaws that computers can’t differentiate code and data, code can be embedded into data segments of software’s executable file. Table 3 describes a section of Shellcode which displays the copyright information.

In Table 3, the message box for the copyright clarification is set as “Copyright (c) 2013 hpc tongji university” in the program, and it includes the owner information as well. During the watermark development stage, the section of Shellcode is stored in the software, and buffer overflow is used to trigger. As long as it replaces the return function address with the outset address of the Shellcode section, it can then directly localize the watermark code and complete the watermark process.
3.2 System Stack and Shellcode Deployment

As for the buffer overflow, there are three kinds of data which is filled into the stack frame function:

- Invalid Value: It can be any other value except 0x00. In general the value of 0x90 which responds with NOP (No Operation) instruction will be selected to fill in order to make sure that it doesn’t affect the program logic.

- Return Value: Return address is filled with 32 bits of new address, it can point to Shellcode’s outset position or the address of indirect Goto instruction like “JMP ESP”.

- Shellcode: This is the executable binary code that can be used to complete the predefined software behaviour, e.g. used for all kinds of initialization, Goto or decrypt instruction and so on.

There are two main kinds of Shellcode deployment in a function stack frame as presented in Fig. 4 (a), (b) [30]. Both methods are suitable in terms of buffer space. In the case of Shellcode being deployed after return address, operation the popping and pushing operation of the stack does not destroy the Shellcode because the stack’s top pointer location at the top. However, it could destroy the preceding stack frame at a wider range. Normally the indirect localization over ESP (as shown in Fig. 4 (c)) is selected due to the limitation of local variable buffer space which is sometimes unable to accommodate several hundreds byte sizes required for a practical Shellcode. In our current work, considering the limited capacity of Shellcode and also the no risk effect to the preceding stack frame, Fig. 4 (b) is used to deploy Shellcode.

3.3 System Stack Restoration

During the operational process of the Shellcode, the preceding EBP stack frame and data on the return address function are destroyed, resulting in the function not being able to return to normal condition. To overcome this, it tries to exit the program using the ExitProcess function but this affects the software operation. As an alternative method, it tries to restore the system stack by using a bilayer function stack frame as described in Fig. 5.

3.3.1 Bilayer Technique of Restoration

As shown in Fig. 5, the operation between inner and outer function is able to restore system stack. It goes to Shellcode outset position based on the return address of inner stack frame function and execute’s the users’ predefined code. The stack frame space of outer function can be used to hold Shellcode and at the same time, it can also protect the bottom pointer of the preceding EBP stack frame and the return address of outer function to return back to normal operation.

Figure 6 describes the three main steps involved in the system stack restoration based on bilayer function stack frame.

- Save EBP register: During execution, the EBP register points to 0x90909090 (which is filled by NOP instruction), the top stack of outer function of stack frame.
Because of the size of the stack frame which has been defined during compilation, executing “mov ebp, esp” and “add ebp, xx” instruction can make the EBP register to point to the bottom stack of the outer stack frame function.

• Restore ESP register: Upon the return of the function, ESP and EBP register both point to the bottom of the current frame stack function. Since the EBP register pointed to the bottom, by executing “mov esp, ebp” instruction, ESP pointer can move to the bottom position of the stack frame. If EBP and ESP register are correctly positioned to the bottom stack of stack frame, it could automatically restore the balance upon the return of the function.

• Restore EBP and EIP register: Since the preceding EBP stack frame and the return address is in good condition and not damaged as in the situation of buffer overflow, by executing “pop ebp” instruction, EBP points to the bottom stack of the call function. The execution of “ret” instruction results in the transmission of return address of EIP, in which Shellcode also correctly positions itself by the outer function.

3.3.2 Bottom Stack Pointer Restoration

As indicated in Fig. 6, the address difference between EBP and ESP as computed in the first step of “add ebp, xx” instruction is one of the biggest disadvantage. The codes shown in Fig. 7 are the operation for function stack frame when it enters into the outer function, Function1.

There are three main steps that are involved for the stack frame operation in the outer function, Function1 before the inner Function2 is called.

• Raise the top stack: VC compiler will by default raise 64 bits (0x40) for the top stack and clear up the stack space. The bottom stack is the area for the local variable function and the variable isn’t defined in Function1. Therefore the length of local variable area is zero.

• Register push: VC compiler will push EBX, ESI, ...
### Table 4  Watermark generation and display in data.

| Machine code (hex) | Assembly instruction (mnemonic) | Notes |
|--------------------|---------------------------------|-------|
| 90                 | NOP                             | Self-defined outset mark |
| 8B 8B              | MOV EBP,ESP                     | ESP+50 is assigned to EBP, points to the bottom stack of current stack frame function. |
| 83 C5 50           | ADD EBP,50                      | code in table 3 |
| ...                | ...                             |       |
| 8B E5              | MOV ESP,EBP                     | recover ESP register |
| 5D                 | POP EBP                         | withdraw Shellcode, turn to call function. |
| C3                 | RETN                            |       |

### Table 5  Data input in the buffer overflow.

| Original content of stack frame | Buffer overflow input | Descriptions                             |
|---------------------------------|-----------------------|------------------------------------------|
| Local variable array            | 90 90 90 90 ...      | filled with NOP                          |
| preceding stack frame EBP      | 90 90 90 90          |                                          |
| return address                  | 77 DC 27 40          | the address of “JMP ESP” instruction in program space. |
|                                 | B8 20 30 50 40       | EAX=00405030, the outset address of Shellcode in data segment. |
|                                 | C1 E8 08             | SHREAX,8                                 |
|                                 | 33 C9                | XOR ECX,ECX                              |
|                                 | B1 70                | MOV CL,70                                |
|                                 | B3 44                | MOV BL,44                                |
|                                 | 30 IC 08             | XOR BYTE PTR DS:[EAX+ECX], BL.           |
|                                 | E2 FB                | LOOPD SHORT 00401020                     |
|                                 | 50                   | PUSH EAX                                 |
|                                 | C3                   | RETN                                     |

$\text{0xCC}$ is filled in turn with parameters EDI, ESI, EBX and when the stack top is raised, and the total space is 80 bits.

4.1 Watermark Generation and Display

The buffer overflow based watermarking generally consists of three steps, i.e., software development, software release, and watermark validation. Software development is responsible for two main tasks, that is, the watermark generation including the exhibition of message box, and the restoration of compiled codes in data segments. It is worth pointing out that the return address is reserved in user guide rather than in the software, thus preventing attackers to track the watermark using reverse engineering. Software release distributes the user guide including watermark declaration to software users.

In the simulation, the codes presented in Table 3 are for the display of the copyright information and with a little more additional instructions, we are able to maintain the system stack as described in Table 4.

The XOR computing encryption technique using 0x44 as the encryption key is written into the software data segment. It inserts garbage code prior to the encrypted code in order to conceal data and improve code security (Table 4).

4.2 Watermark Trigger

Watermark validation is used to prove the copyright of the software owner. It generally uses three procedures: first, construct the buffer overflow for specific user input; then, relocate the return address of the watermark; and finally implement the watermark generation codes to show the software ownership. It should be noted that the implementation codes of latter two procedures in watermark validation are not contained in the software, but in the buffer overflow, thus difficult to be traced by attackers.

In the experiment, bilayer function technique involving Function1 and Function2 has been adopted to return to the normal operation of the buffer overflow. The buffer overflow is carried in the inner function, Function2 and in parallel with the decryption of the code which contains the watermark content.

Referring to Table 5, during the buffer overflow, the Shellcode’s address and the decryption key must be defined during the input of the buffer overflow process so that the copyright information can be displayed during the decryption and localization. Since the key address cannot be displayed in the software code, attacker will find it difficult to trace the watermark trigger behaviour. Implementation of this proposed technique can protect software from software privacy and other security risk.

Once the software watermark code has been triggered and executes successfully, it will then display a prompt dialogue box which contains the software’s copyright information, e.g. “Copyright (c) 2013 hpcc tongji university” as shown in Fig. 9.
4.3 Remarks

The distinct property of the proposed algorithm is the concealment of trigger behaviors using buffer overflow as illustrated in Table 6. The watermark generation and display are observable for both software owners and attackers. However, as the shellcode’s address and decryption key are contained in the user guide, unobservable for attackers, thus effectively preventing attackers to trace and modify the watermark.

To conclude, the proposed buffer overflow based algorithm enables the watermark to be better concealed by completely eradicating the direct relationship between watermark and its trigger behaviors. Furthermore, the watermark can also be concealed in any desired place, exhibiting good flexibility, and it is only located and implemented by trigger behaviors out of the software (i.e. through buffer overflow).

On the other hand, the proposed algorithm also has inherent security vulnerability if the leak of the buffer overflow is utilized by attackers. In addition, the development of the proposed algorithm is somewhat difficult, requiring the watermark developer be familiar with the reverse engineering technique.

5. Conclusion

In this paper, we proposed a new algorithm to conceal the software watermark trigger behaviour. To the best of our knowledge, this is the first work to utilize the buffer overflow to conceal the watermark trigger behaviour.

One of the advantages of this algorithm is the simplicity of its construction process. First, a short segment of assembly code which displays a character string of the copyright information such as “Copyright (c) 2013 hpcc tongji university” is constructed and concealed in the software product that is to be distributed. Then, a buffer overflow is generated in order to localize the watermark according to the Shellcode input by the user. Finally, the watermark will be executed and pop up message box will appear with the copyright information. This newly proposed algorithm scheme is invisible and does not reveal any information about the watermark or its location in the program. Since the zero-knowledge proof is independent of the encoding, it is would be difficult for the attacker to write a legal Shellcode to localize the watermark accurately or even to trace the trigger behaviour. The experimental results indicate the robustness of this technique especially in improvement of copyright protection and ownership identification.
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