Effective scalar fields in Yang-Mills theories
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Scalar fields play a crucial role in the Standard model. On the other hand, in the weak-coupling regime there is an unsolved problem of the quadratic divergence of scalar masses. Thus, it is natural to turn to composite, or effective scalar fields in the strong-coupling regime. Lattice simulations provide information on the “actually existing” scalar fields in Yang-Mills theories. On the continuum-theory side, dual models predict existence of various low-dimension vacuum defects, including probably scalar particles. We are looking for correspondence between the two frameworks, of lattice phenomenology and dual models, and discuss possible applications to the theory of the Yang-Mills plasma in the deconfining phase. It is not ruled out that the effective scalars play important role in the plasma dynamics.
1. Introduction

The title of the conference invites us to talk about various facets of QCD. One of the most interesting and, nevertheless, rarely covered aspects of QCD is the story about effective scalar, or Higgs-like particles. We are sure about the fundamental Lagrangian of QCD (which we actually reduce, for our purposes, to its pure gluonic part), and there are no fundamental scalar fields in this Lagrangian. Unlike the theory of weak interactions, where one does introduce Higgs fields. In the case of weak coupling, however, there is the problem of the quadratic divergence in the mass, or in the vacuum expectation value of the Higgs field,

\[ \langle |H|^2 \rangle \sim \Lambda_{UV}^2. \]

The authors of the talk belong to the theorists who consider this divergence a fatal failure of the theory. What we actually need to avoid in the hierarchy problem is

\[ \langle |H|^2 \rangle \sim \Lambda_{IR}^2 \tag{1.1} \]

where \( \Lambda_{IR} \) is the mass scale associated, probably, with new strong interactions, and the Higgs field would be then a composite particle.

In terms of QCD the question is then, whether there exist effective scalar degrees of freedom such that (1.1) is satisfied with \( \Lambda_{IR} = \Lambda_{QCD} \). The path to scalars is provided by considerations of the confinement mechanism in Yang-Mills theories. In Abelian cases [1] the confinement of electric charges is due to condensation of a magnetically charged scalar field. By analogy, one is tempted to assume that in the non-Abelian case the tension of the string connecting heavy quarks is also of the order

\[ \sigma_{Q\bar{Q}} \sim \langle \Phi_M \rangle^2 \sim \Lambda_{QCD}^2 \] (expectation) \tag{1.2}

where \( \Phi_M \) is a magnetically charged composite field. Although the guess (1.2) looks appealing, there are many questions left. What is the precise meaning of the magnetic degree of freedom, how is magnetic charge is defined, which symmetry is spontaneously broken by the vacuum expectation value \( \langle \Phi_M \rangle \neq 0 \), and so on.

Magnetic degrees of freedom responsible for the confinement have been searched for on the lattice, for review and further references see, e.g., [2], and there exists extensive lattice phenomenology. The interpretation of the lattice data, however, is not straightforward. First, particles and strings on the lattice are to be described in terms of the quantum geometry which deals with lines and surfaces fluctuating on the size of the lattice spacing \( a \), \( a \to 0 \) in the continuum limit, see, e.g., [3]. Moreover, there are also specific lattice-related constructions which have no direct analogy in the continuum limit. Finally, every lattice configuration is to be understood as a measurement of the Yang-Mills fields with resolution of the lattice spacing \( a \). While physical matrix elements are immune to the details of the measuring procedure, some other observations, like localization of a fermionic zero mode might depend on the measuring procedure [4], as is common in quantum mechanics. Thus, the translation from the lattice to the continuum-theory language is a long process and we refer the reader to [5] and references therein for further details.

Confinement is a non-perturbative phenomenon and infrared physics is involved. In the field theoretic language the only known non-perturbative configuration is the instanton. The dual formulations, completing the Y-M theories in the infrared, involve extra dimensions and are much richer in topologically stable excitations, for particular examples and references see [6, 7].
The talk is, essentially, in three parts. First, we review the lattice data on the scalars. Then, we discuss effective scalar fields within the dual models. Finally, we are looking for applications to the quark-gluon plasma, (for review of the plasma properties see, e.g., [8]).

2. Particles and strings on the lattice

2.1 Lattice monopoles, or scalars

Monopoles are identified as certain trajectories in the 4d volume of the lattice \(^1\). The properties of the trajectories can be related to field theoretic quantities within the polymer approach to field theory. One of the simplest things to measure is the total length of the monopole trajectories. It turns out that the total length is described by a two-term expression [9]:

\[
(L_{\text{tot}})_{\text{monopoles}} = \left( c_1 \Lambda_{QCD}^3 + c_2 \Lambda_{QCD}^2 a^{-1} \right) V_{\text{tot}} ,
\]

where \(V_{\text{tot}}\) is the total volume of the lattice and the origin of this factor is trivial, \(c_1, 2\) are fitting parameters, for details and further references see Ref. [9]. Note that the term proportional to \(a^{-1}\) dominates in the continuum limit. Nevertheless, we keep both terms and for a good reason. Namely, the two terms in (2.1) refer to two different types of trajectories. The first term refers to an infinite cluster, while the second term corresponds to finite, or short clusters. In field theoretic terms, an infinite cluster is a condensate and short clusters are quantum fluctuations. It is worth emphasizing that the emergence of the parameter \(\Lambda_{QCD}\) is a highly non-trivial observation since \(\Lambda_{QCD}\) is related to the lattice spacing by means of the two-loop \(\beta\)-function. The emergence of \(\Lambda_{QCD}\) in numerical simulations provides a strong support to the idea that lattice monopoles correspond indeed to physical objects.

2.2 Very dilute monopole condensate

Eq. (2.1) can be considered as the main message from the lattice to the continuum theory. Indeed, for an elementary scalar one would have

\[
L_{\text{elem}} \sim a^{-3} V_{\text{tot}}, \quad < |\Phi_{\text{elem}}|^2 > \sim a^{-2}
\]

and reproduce the standard quadratic divergence which plagues the elementary-scalar theories. In contrast to this, Eq. (2.1) implies for the vacuum expectation of the lattice scalar:

\[
< |\Phi_M|^2 > \sim \lim_{a \to 0} (a \cdot L_{\text{tot}}) \sim c_2 \Lambda_{QCD}^2 \Lambda_{QCD}^2 .
\]

This is an amusing result since (2.3) is exactly what we would like to have for a composite Higgs fields, compare (1.1). However, there are surprises left as we will immediately see.

Indeed, for the classical part of the field, or the monopole condensate application of quantum geometry brings an unexpected result [10]:

\[
< \Phi_M >^2 \sim (a \cdot \Lambda_{QCD}) \Lambda_{QCD}^2 ,
\]

\(^1\)The name of “monopoles” should not be taken too literally and is used mostly for the historic reasons.
so that the classical part vanishes in the continuum limit $a \to 0$. The lattice result (2.4) is in sharp contrast with the expectation (1.2). Thus, Eq. (2.4) suggests that confinement is ensured by a condensate which is vanishing in the continuum limit! Nevertheless, at any finite value of the lattice spacing $a$ the monopole models do explain the string tension $\sigma_{Q\bar{Q}}$ in terms of the monopole condensate. The price is that the models assume long-range forces, or massless exchange in the Yang-Mills vacuum. Anyhow, we have to look for a substitution for $\langle \Phi_M \rangle$ in Eq. (1.2). Probably, it is the string density which takes over $\langle \Phi_M \rangle^2$, see below.

2.3 Magnetic surfaces, or strings

Probably, the most unexpected observation concerning monopoles is that the monopole trajectories do not percolate in fact through the whole 4d volume $V_{tot}$ but rather lie on 2d surfaces which are defined independently. Two-dimensional surfaces correspond to strings and one can say, therefore, that the lattice monopoles live on strings. The absence of the ultraviolet divergence in Eq. (2.3) is just a manifestation of this alignment of the monopole trajectories with the vortices.

In more detail, the total area of the surfaces is empirically given by \[ (\text{Area})_{tot} \approx c_3 \Lambda_{QCD}^2 V_{tot} \equiv \rho_{\text{strings}} V_{tot}. \] (2.5)

The surfaces are closed in the vacuum. The monopoles, in turn, are closed trajectories lying on the surfaces. Small clusters of monopole trajectories cover the surfaces densely while the infinite cluster, still belonging to the surfaces, is dilute and occupies a vanishing part of the total area (2.5). In case of the surfaces one can also distinguish clusters, finite or an infinite. However, unlike the monopole case, the total area (2.5) is dominated by a single, percolating cluster of the vortices (or strings).

From the fact that the area (2.5) scales in physical units, see (2.5), one would conclude that the string tension is of order

\[ T_{\text{magnetic strings}} \sim \Lambda_{QCD}^2. \] (2.6)

In the continuum limit, the lattice strings are identified as magnetic strings [5, 6] since they are closed in the vacuum and can be open on an external 't Hooft line.

2.4 Deconfinement phase transition

At the deconfinement phase transition the monopole trajectories and magnetic surfaces become time oriented, for review and references see [2]. Namely, for the monopole trajectories one can introduce an asymmetry parameter

\[ \nu = \frac{L_\tau - 1/3L_{a+y+z}}{L_\tau + 1/3L_{a+y+z}}. \] (2.7)

where, for example, $L_\tau = N_\tau \cdot a$ and $N_\tau$ is the number of links belonging to the percolating monopole trajectories and looking in the (Euclidean) time direction. A similar parameter can be introduced for magnetic strings, in terms of the total areas occupied by plaquettes belonging to the surfaces and oriented in various ways.

At low temperatures the asymmetry $\nu = 0$. At temperatures close to the temperature of the phase transition $T_c$, there appears a non-zero $\nu$. And at about $T \sim 1.5 T_c$ the time-oriented links dominate.
3. Stringy models for Yang-Mills theories

3.1 Geometry of extra dimensions

A dual, or stringy description of Yang-Mills theories has not been yet constructed. However, there exists a model [12] which belongs to the same universality class as the large-$N_c$ Yang-Mills theories in the far infrared.

The corresponding geometry involves ten dimensions, where the number of ten is fixed by the requirement to have a consistent string theory at short distances. For our purposes, we concentrate on the standard four dimensions, fifth dimension, denoted here as $u$ and one extra compact coordinate, $x_4$. The fifth, mass scale-conjugated dimension is common to all dual models. The limit $u \to \infty$ means short distances in our world while finite values of $u$ correspond to poorer resolution in our world, or moving towards the infrared. The $x_4$ coordinate is specific for the universality class of the Yang-Mills theories [12]. At temperature $T = 0$ the metric is:

$$ds^2 = \left(\frac{u}{R}\right)^{3/2} (-dt^2 + \delta_{ij} dx^i dx^j + f(u) dx_4^2) + \left(\frac{u}{R}\right)^{3/2} \left(\frac{du^2}{f(u)} + u^2 d\Omega_4^2\right) \quad (3.1)$$

where $R$ is a constant related to the Y-M coupling constant. Note the existence of a horizon at $u = u_\Lambda$ which is crucial to ensure confinement. Moreover, the $x_4$ coordinate is related to the topological charge. Namely, if a defect is wrapped once over the $x_4$ circle, it has a unit topological charge. Wrapping in the opposite direction brings a minus sign for the topological charge. Extra compact dimensions, associated with the unit sphere $\Omega_4$ are relevant to baryons and do not concern us here.

At finite Euclidean temperatures, there are two compact coordinates, $x_4$ and the Euclidean time, $\tau$. The deconfinement phase transition is identified as the Hawking-Page transition which interchanges the geometries in the $(x_4, u)$ coordinates and in the $(\tau, u)$ coordinates [13]. Namely, at low temperatures the geometry in the $(u, x_4)$ coordinates is cigar-shaped since the radius of the $x_4$-coordinate tends to zero at the horizon:

$$R_\tau(u) = \frac{1}{2\pi T} , \quad R_{x_4}(u_\Lambda) = 0 \ : T < T_c . \quad (3.2)$$

On the other hand, the radius of the Euclidean time direction is independent of $u$.

At temperatures above the phase transition the geometry of the two compact coordinates is interchanged so that:

$$R_\tau(u_T) = 0 , \quad R_{x_4}(u) = \text{const} \ : T > T_c , \quad (3.3)$$

where $u_T$ is the position of the temperature-related horizon. The phase transition takes place at the temperature where the two radii, namely, $R_\tau \equiv 1/2\pi T$ and the value of $\beta_4/2\pi$, become equal to each other.

3.2 Low-dimensional defects

What kind of physics could the model (3.1) describe? At short distances, or at $u \to \infty$, the model has five dimensions, instead of four and is apparently not relevant. The model can be valid only at distances $x \gg \beta_4 \sim \Lambda_{QCD}^{-1}$, or at values of $u$ close to the horizon.
Thus, at $T > T_c$ we are left with hydrodynamics of the Yang-Mills plasma as potential application of the model (3.1). At temperature $T = 0$ one could apply the model to the vacuum which is - in our context - nothing else but the theory of low-dimensional defects, like monopoles and magnetic strings. Moreover, in all the cases, it is more appropriate to talk about the non-perturbative components (say, of the same plasma) since the perturbative contributions come from short distances and cannot be described within the model (3.1).

Concerning the notion of defects, the Polyakov line \[14\] can be considered as a prototype of such defects. It is defined in the Euclidean space as

$$L(x) \equiv \frac{1}{N_c} Tr P \exp \left( -i \int_0^{1/T} A_0(x, \tau) d\tau \right),$$

(3.4)

where $\tau$ is the Euclidean (periodic) time, $A_0$ is the gluon field. Note that the Polyakov line depends only on the spatial coordinates since one integrates over the time direction along the line. From the point of view of the 3d theory the Polyakov line (3.4) is a point-like defect. It was argued first in Ref. [14] that actually this defect might represent a dynamical degree of freedom at $T > T_c$ which is to be added to the Hamiltonian of the Yang-Mills theories by hand. Later, there appeared many models which try to make this picture more precise, see [15] and references therein.

In the models, like (3.1) there are many more defects. Indeed, according to the theory there exist D0, D2, D4 branes , for details and incomplete list see, in particular, [7]. According to the general rules, the probability to find such defects is exponentially small in the limit of large $N_c$,

$$S_{\text{defect}} \sim N_c \cdot T \cdot (\text{Volume})_{\text{defect}},$$

where $T$ is a generalized tension and $(\text{Volume})_{\text{defect}}$ is the volume occupied by the defect. Such defects are not significant dynamically. However, there are cases when the volume of the defect vanishes,

$$(\text{Volume})_{\text{defect}} = 0, \quad S_{\text{defect}} = 0 \quad (3.5)$$

in the classical approximation. Such defects can become dynamical and, in particular, might correspond to the percolating monopoles or magnetic strings.

### 3.3 Magnetic strings in dual models

Note that all the branes wrapped around the $x_4$ compact dimension at temperature $T = 0$ satisfy the condition (3.5) and can become dynamical in the infrared limit. In particular, consider D2 branes which are wrapped around the $x_4$ coordinates and extended in two other directions of the Euclidean 4d space. Then at zero temperature the action associated with such defects is vanishing in the infrared:

$$S_{\text{D2 branes}}(u) \sim R_{x_4}(u) \cdot (\text{Area})_{4d},$$

(3.6)

where $(\text{Area})_{4d}$ is the area swept by the brane in the Euclidean 4d. Because of (3.2) the brane action vanishes for the branes living on the horizon, $u \rightarrow u_H$.

Let us interpret this observation. First of all, “living on the horizon" means large distances, or the infrared limit. In field theoretic language, for example, instantons have action vanishing in the infrared. In other words, they are not suppressed by the action and populate the vacuum. Now, a similar picture holds for the 2D branes wrapped around the $x_4$ circle. Thus, in 4d these branes
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could look as percolating 2d surfaces. This picture fits the lattice magnetic strings described above [6].

Furthermore, the surfaces should be topologically charged since the D2 branes are wrapped around the $x_4$ direction. This prediction also fits the lattice data which indicate that the topological fermionic modes are indeed strongly correlated with the magnetic strings.

What happens at $T = T_c$ according to the dual model? As is mentioned above, see (3.3), the radius of the (Euclidean) $\tau$-circle is now vanishing at the horizon while the radius of the $x_4$ dimension does not depend on $u$. Thus, wrapping around the $x_4$ circle does not ensure a vanishing action any longer. However, the D2 branes can still be dynamical degrees of freedom if they are wrapped around the $\tau$-circle. In the geometric language wrapping around the time direction means that the defects become time oriented.

If a surface becomes parallel to the Euclidean time, then the time dependence is trivial and one can concentrate on a 3d time slice of the lattice. Moreover, the intersection of the surface with the time slice is a line. And in the language of the quantum geometry lines represent particles in any number of dimensions. The infinite percolating cluster of surfaces at $T > T_c$ is becoming an infinite percolating cluster of trajectories in 3d.

4. Towards applications

4.1 Massless modes, stringy $U(1)$ symmetries

Since we are discussing distances much larger than $\Lambda_{\text{QCD}}^{-1}$ we are in fact interested in gapless excitations. Moreover, 3d massless scalars are known to be a signature of superfluidity. Thus, if we find such a scalar in the realistic set up of the Yang-Mills theories, there are good chances that the quark-gluon plasma contains a superfluid component. What are the mechanisms of generating massless scalars? First, Goldstone bosons appear in case of spontaneous symmetry breaking, or non-vanishing vacuum expectation value of a complex field. Massless modes can also be related to defects with finite action, as zero modes. Both mechanisms could be relevant to the Yang-Mills plasma.

In this context, the central point is that there exist specific stringy $U(1)$ symmetries associated with compact dimensions. As an example, consider temperature $T = 0$ and the compact $x_4$ coordinate. Then the states of strings wrapped around this coordinate would have a $U(1)$ charge which is nothing else but the wrapping number

$$Q = n_{wr}.$$  

Moreover, since the $x_4$ direction is associated with the topological charge, the wrapping number $n_{wr}$ fixes also the topological charge of the corresponding state. Naively, the corresponding current would look like

$$J_{\mu} = q_{top} \Phi_1^* \partial_{\mu} \Phi_1 + 2q_{top} \Phi_2^* \partial_{\mu} \Phi_2 + ..., \quad (4.1)$$

where $\Phi_{1,2}$ are wave functions of the state with $n_{wr} = 1, 2$ and $q_{top}$ is a unit charge. Generically, all such states are heavy and cannot be consistently used in our model.

However, the cigar-shaped geometry in the coordinates $(u, x_4)$ suggests that the corresponding $U(1)$ symmetry can well be spontaneously broken. Then there appears a massless Goldstone, $\phi_\theta$, ...
and the effective Lagrangian for this field would be axion-like:

\[ L((\phi \theta) = \frac{1}{2}(\partial_\mu \phi \theta)^2 + f_\theta \partial_\mu \phi \theta K_\mu + \ldots , \quad (4.2) \]

where the dots involve states with masses of order \( \Lambda_{QCD} \) and should be neglected in our approximation and \( K_\mu \) is the topological Chern-Simons current. The current (4.1) becomes in the approximation of light states \( J_\mu \sim f_\theta^2 \theta K_\mu \).

Another \( U(1) \) symmetry, much more discussed in the literature \(^2\) is the topological symmetry associated with the wrapping around the compact Euclidean type. In the deconfining phase, \( T > T_c \), the cigar-shape geometry is in the coordinates \( (u, \tau) \) and this symmetry could well be spontaneously broken. Denote the corresponding Goldstone as \( \phi_{thermal} \). Then the corresponding \( U(1) \) current would look as

\[ J_i = f_\theta^2 \partial_i \phi_{thermal} + \ldots , i = 1, 2, 3 , \quad (4.3) \]

where we again do not specify the contribution of massive states. If Eq (4.3) is true then it signals superfluidity, for details and references see [18].

### 4.2 Massless states as vibration of branes

As we discussed above, the non-perturbative physics in the Euclidean space becomes static at \( T > T_c \). At large number of colors, the first-order phase transition can be considered as a change in the number of dimensions of non-perturbative physics [16]. At \( N_c = 3 \) the transition is somewhat smoother.

Thus, we can consider the non-perturbative defects as living on a 3d subspace, embedded into the 4d Euclidean space. Then the classical action associated with the 3d brane is

\[ S_{3d, classical} = - T \cdot \int d^3x . \quad (4.4) \]

Let us emphasize the unconventional minus sign in right-hand side. The common expression would of course be with the plus sign, and \( e^{-S_{classical}} \) would give the probability to excite the defect. However, in our case the nonperturbative defects lower the energy of the vacuum. They are always present in the 3d space. In other words, the cosmological constant associated with the nonperturbative effects corresponds to a negative energy, as is discussed first in connection with the gluon condensate in QCD [17]. More formally, non-perturbative contribution to the vacuum energy is to be understood as the difference between the energy of the true and perturbative vacuum. This difference is negative.

In the quasi-classical approximation the action becomes

\[ S_{3d, quasi-classical} = - T \cdot \int d^3x \sqrt{1 + (\partial_i \phi)^2} , \quad (4.5) \]

where \( \phi \) is a massless 3d state, the physical meaning of \( \phi \) being \( \phi = \tau \) where \( \tau \) is the Euclidean time. The massless particle describes vibrations of the 3d brane in the Euclidean time direction. Continuing (4.5) to the Minkowski space we change the overall sign and replace \( \tau \rightarrow i\tau \) to get:

\[ S_{3d, Minkowski} = + T \cdot \int d^3x \sqrt{1 - (\partial_i \phi)^2} . \quad (4.6) \]

Eq. (4.6) can serve as a starting point for applications.

\(^2\)for an incomplete list see [19].
4.3 Exotic liquid

Static physics is the same in the Euclidean and Minkowski spaces. Thus, we could apply (4.6) directly to Yang-Mills plasma. However, the applications become much richer if a relativistic generalization is known. One can argue that the exotic liquid found in [20] does provide us with such a generalization. Let us describe briefly the results of [20]. One considers the action of a 4d scalar field $\phi$

$$S = T \int d^4x \sqrt{-\gamma} (\partial \phi)^2,$$

(4.7)

where $\gamma$ is the determinant of the metric tensor $\gamma_{ab}(a,b = 0,1,2,3)$ defined as:

$$\gamma_{ab} dx^a dx^b = -r_c d\tau^2 + dx_i dx^i,$$

(4.8)

where $r_c$ is arbitrary at the moment. The central point is to identify normalized gradient of $\phi$ as the 4-velocity of an ideal liquid $u_a$:

$$u_a = \partial_a \phi / \sqrt{X} \text{, } X \equiv (\partial \phi)^2 \equiv (\partial_0 \phi)^2 - (\partial_i \phi)^2.$$

(4.9)

Another crucial point is that the equilibrium solution is

$$\phi_{\text{equilibrium}} = \tau.$$

Now, we are in position to establish a relation to our model (4.6). Indeed, considering static case $\phi = \phi_{\text{equilibrium}} + \delta \phi(r)$ we find that the action (4.7) for the 3d brane coincides with (4.6). However, the integration measure over the the time $\tau$ in (4.7) is far from being trivial and reflects certain dynamical assumptions, for the background see [21]. Namely, the liquid (4.7) is dual to Rindler space with one extra dimension. Note that near the horizon $r_c \rightarrow 0$ and the 4d space is becoming 3d space, as it should be on the horizon. From our perspective, the crucial point is that as far as the Rindler horizon approximates the (temperature) horizon of the model (3.1) we can use results of [20] to predict the properties of the non-perturbative component of the Yang-Mills plasma.

4.4 Properties of the Yang-Mills plasma

The most unusual property of the liquid (4.7) is that in equilibrium it has vanishing energy and non-vanishing pressure:

$$(T_{ab})_{\text{equilibrium}} = (0,p,p,p), \text{ } p = 1/\sqrt{r_c},$$

(4.10)

The physical picture behind this observation can be readily understood in terms of the defects we are considering. Indeed, say the D2 magnetic vortices percolate in 3d and in this way create pressure (which is a cosmological constant in the 3d language). Their time dependence, on the other hand, is trivial. Note that pressure $p \sim r_c^{-1/2}$ and blows up at the horizon. In reality, this behaviour should be tempered (because approximations may fail).

As is emphasized in [23] the property (4.10) echoes properties of the liquid living on the stretched horizon of a black hole. Also, there are properties of the liquid which are similar to a superfluid. In particular, in the ideal-liquid approximation the entropy $s = 0$ while after the inclusion of dissipation effects the ratio of the viscosity to the entropy takes [20] the lowest value
possible, \( \eta/s = 1/4\pi \). Also the 4-velocity of the liquid, see (4.9), is rotationless, the same as for a superfluid.

On the lattice, one can measure separately the contribution of magnetic strings into the equation of state of the plasma. In particular, the contribution of magnetic strings to the trace of energy momentum tensor

\[
T^\mu_\mu = \varepsilon - 3p
\]

was measured on the lattice [22]. It turned out that

\[
(T^\mu_\mu)_{\text{strings}} < 0
\]

and very large numerically. Qualitatively, this result is in very nice agreement with the properties of the non-perturbative component of the plasma we are discussing. We cannot rule out, of course, that the coincidence could be accidental.

5. Conclusions. From confinement to superfluidity?

We have argued that there is ample evidence on the lattice in favor of existence of scalar condensates both at temperature \( T = 0 \) where the non-perturbative physics is four-dimensional and at temperatures above the phase transition, \( T > T_c \) where non-perturbative physics becomes three-dimensional. The dual model (3.1) which is in the same universality class as the Yang-Mills theories in deep infrared region does suggest that there are stringy \( U(1) \) symmetries associated with wrapping around compact (Euclidean) coordinates. Moreover, the cigar shape geometry in the fifth dimension suggests spontaneous breaking of the corresponding \( U(1) \) symmetry, resulting in the formation of a scalar condensate.

In case of 3d physics, that is at \( T > T_c \), it turned out to be possible to predict properties of the Yang-Mills plasma which are both highly non-trivial and are in no contradiction with the lattice data. At this point we used the results of Ref. [20] where an exotic liquid was found (motivated by absolutely different considerations).

We have not discussed in any detail the low temperature physics. However, it looks probable that the vacuum expectation of the monopole field, observed on the lattice, signifies just the spontaneous breaking of the stringy \( U(1) \) associated with the topological charge (or extra \( x_4 \)-coordinate), discussed above. Moreover the vanishing of the residue for exchanges of the corresponding Goldstone particle might fit the vanishing of the monopole condensate in the limit \( a \to 0 \), discussed in Sect. 2.2.
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