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Abstract. Einmahl, de Haan and Zhou (2016, Journal of the Royal Statistical Society: Series B, 78(1), 31–51) recently introduced a stochastic model that allows for heteroscedasticity of extremes. The model is extended to the situation where the observations are serially dependent, which is crucial for many practical applications. We prove a local limit theorem for a kernel estimator for the scedasis function, and a functional limit theorem for an estimator for the integrated scedasis function. We further prove consistency of a bootstrap scheme that allows to test for the null hypothesis that the extremes are homoscedastic. Finally, we propose an estimator for the extremal index governing the dynamics of the extremes and prove its consistency. All results are illustrated by Monte Carlo simulations. An important intermediate result concerns the sequential tail empirical process under serial dependence.
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1. Introduction

Classical extreme value statistics is concerned with analyzing the extremal behavior of a series of independent and identically distributed (i.i.d.) random variables. However, in many practical applications, the latter assumption is not justifiable, since the data typically consist of observations collected on one or more variables over time. The observations may then both exhibit serial dependence and they may be drawn from a distribution that changes smoothly (or even abruptly) as time progresses. The latter is particularly the case in many applications from environmental statistics (e.g., due to climate change), while the former is also omnipresent in typical applications from finance.

While an abundance of methods has been proposed for tackling the resulting challenges concerning the bulk of the data (see, e.g., Brockwell and Davis, 1991 for a classical account on time series analysis; Dahlhaus, 2012 for an overview on locally stationary processes that allow for nonparametric smooth changes over time; or Aue and Horváth, 2013 for an overview on results for change point analysis involving abrupt changes), respective results concerning extreme value analysis are much less developed, in particular for the situation exhibiting both serial dependence and non-stationarity.

Theoretical results on extreme value analysis for stationary time series build on corresponding probabilistic theory summarized in Leadbetter et al. (1983), see also Chapter 10 in Beirlant et al. (2004) for an overview or Kulik and Soulier (2020) for a modern account in the heavy tailed case. Respective asymptotic results on a large class of estimators for the tail index can be found in Drees (2000), with some substantial extensions on important intermediate results in Drees and Rootzén (2010). Results regarding the time series dynamics for the heavy tailed case can be found in Kulik and Soulier (2020) and the references therein. Smooth non-stationarity has often been approached by parametric regression models, see, e.g., Davison and Smith (1990); Coles (2001), where, however, no asymptotic theory is provided. Nonparametric approaches that were supported by asymptotic results can be found in Hall and Tajvidi (2000); these authors also explicitly allow for serial dependence. de Haan et al. (2015) consider a situation in which the smooth non-stationarity was formulated in a parametric way on the level of the domain of attraction condition rather than the limit situation. A nonparametric version of that model was investigated in Einmahl et al. (2016) (see below for details). Under the assumption of serial independence, these authors also provide asymptotic theory, which was recently extended in de Haan and Zhou (2021) to trends in the tail index and in Einmahl et al. (2022) to multivariate, spatial applications. Finally, change point tests for the tail index and the extremal dependence (i.e., abrupt changes in the tail behavior) can be found in Kojadinovic and Naveau (2017); Bücher et al. (2017); Hoga (2017, 2018), with the latter two references explicitly allowing for serially dependent observations.

The above literature review reveals a crucial gap which motivates the present paper: the models initiated by Einmahl et al. (2016) (subsequently referred to as EdHZ) have never been investigated under the assumption that the observations are serially dependent. Throughout the paper, we therefore work under the following model adapted from EdHZ: for sample size $n$ and at time points $i \in \{1, \ldots, n\}$, we observe possibly dependent random variables $X^{(n)}_1, \ldots, X^{(n)}_n$ with continuous cumulative distribution functions (c.d.f.s) $F^{(n)}_1, \ldots, F^{(n)}_n$, i.e., $X^{(n)}_i \sim F^{(n)}_{n,i}$. We assume that all these distribution functions share a common right endpoint $x^* = \sup\{x \in \mathbb{R} : F^{(n)}_{n,i}(x) < 1\}$,
and that there exists some continuous reference c.d.f. $F$ with the same right end-point $x^*$ that is strictly increasing on its support and some positive function $c$ on $[0, 1]$ such that

$$\lim_{x \uparrow x^*} \frac{1 - F_{n,i}(x)}{1 - F(x)} = c(i/n).$$

As in EdHZ, we refer to $c$ as the scedasis function, which we additionally assume to be a bounded and continuous probability density function. The case where $c \equiv 1$ corresponds to homogeneous extremes, while the opposite is referred to as heteroscedastic extremes. The integrated scedasis function shall be denoted by

$$C(s) := \int_0^s c(x) \, dx, \quad s \in [0, 1].$$

We allow for serial dependence in the following sense: for each $n \in \mathbb{N}$, the unobservable sample $U^{(n)}_1, \ldots, U^{(n)}_n$ with $U^{(n)}_i = F_{n,i}(X^{(n)}_i)$ is assumed to be an excerpt from a strictly stationary time series $(U_t^{(n)})_{t \in \mathbb{Z}}$ whose distribution does not depend on $n$. The dynamics of the extremes of the latter series will later be captured by the concept of regular variation (Basrak and Segers, 2009), see Condition (B1) below for details, and by the extremal index $\theta$ (Leadbetter, 1983), see Condition (B8). Recall that the reciprocal of the extremal index may be interpreted as the mean cluster size of subsequent extreme observations.

Our contributions within the above model are as follows: first, we provide a (pointwise) central limit theorem on the kernel estimator for the scedasis function that was studied in EdHZ for the independent case. Notably, the serial dependence will only show up in the asymptotic estimation variance. Second, we study an empirical version of the integrated scedasis function from EdHZ and provide a respective functional central limit theorem; again, the asymptotic covariance functional will be different from that in the serially independent case. The latter is a major nuisance for testing the null hypothesis of homoscedastic extremes, i.e., $H_0 : c \equiv 1$, where standard approaches based on functionals of the law of the Brownian bridge as proposed in EdHZ do not work any more. As a circumvent, we develop a suitable multiplier bootstrap scheme and show its consistency; for this, we need to extent results from Drees (2015) and Section 12 in Kulik and Soulier (2020) to the non-stationary case. The bootstrap scheme is then used to define a classical bootstrap test as well as a test based on self-normalization, the latter being computationally much more efficient but slightly less powerful. Finally, we also propose an estimator for the extremal index $\theta$ of the underlying stationary time series that governs the dynamics of the extremes and show its consistency. For that purpose, we use a suitable modification of the block-maxima estimator from Northrop (2015); Berghaus and Böcher (2018) to the current non-stationary setting. On a theoretical level, a crucial tool for most of the aforementioned asymptotics is a functional central limit theorem for the sequential tail empirical process (STEP), which may also be of interest for other statistical problems not tackled in this paper.

The remaining parts of this paper are organized as follows: the assumptions needed to prove the asymptotic results are summarized and discussed in Section 2, where we also introduce a location-scale model meeting these assumptions. Section 3 is concerned with the estimation of the scedasis function and the integrated scedasis function. Section 4 is about testing for the null hypothesis that the extremes are homoscedastic. The assessment of the serial dependence is dealt with in Section 5, where we also extend the discussion on the location-scale model. A functional central limit theorem for the sequential tail empirical process under serial dependence is
presented in Section 6. The finite-sample behavior of the introduced methods is investigated in a Monte Carlo simulation study in Section 7. The proofs for Section 6 are given in Section 8, with some auxiliary lemmas collected in Section 9. Finally, all other proofs are deferred to a supplementary material.

Throughout, all convergences are for $n \to \infty$ if not mentioned otherwise. Weak convergence is denoted by $\Rightarrow$. The left-continuous generalized inverse of some increasing function $H$ is denoted by $H^{-1}(p) = \inf\{x \in \mathbb{R} : H(x) > p\}$. The sup-norm of some real-valued function $f$ defined on some domain $T$ is denoted by $\|f\|_\infty$.

2. Mathematical Preliminaries

Let $k = k_n$ be an increasing integer sequence satisfying $k \to \infty$ and $k = o(n)$ as $n \to \infty$; the STEP and our estimators for the scedasis function will be defined in terms of $k$, which essentially determines the threshold for declaring an observation as extreme. Let $L \in \mathbb{N}$ be some arbitrary but fixed constant (later determining, on which set the STEP will be defined; most often, we need $L = 1$ or $L = 2$). We impose the following set of assumptions:

(B0) Basic assumptions. The conditions on the model in Section 1 are met.

(B1) Multivariate regular variation. For each $n \in \mathbb{N}$, $U_1^{(n)}, \ldots, U_n^{(n)}$ is an excerpt from a strictly stationary time series $(U_t^{(n)})_{t \in \mathbb{Z}}$ whose marginal stationary distribution is necessarily standard uniform on $(0, 1)$. The processes $(U_t^{(n)})_{t \in \mathbb{Z}}$ are all equal in law; denote a generic version by $(U_t)_{t \in \mathbb{Z}}$. The process $Z_t = 1/(1 - U_t)$ (note that $Z_t$ is standard Pareto) is stationary and regularly varying, necessarily with index $\alpha = 1$ (Basrak and Segers, 2009).

(B2) Regularity of $c$. The function $c$ is Hölder-continuous of order $1/2$, that is, there exists $K_c > 0$ such that

$$\|c(s) - c(s')\|_{\infty} \leq K_c |s - s'|^{1/2}, \quad \forall s, s' \in [0, 1].$$

(B3) Blocking sequences and Beta-mixing. There exist integer sequences $1 < \ell_n < r = r_n < n$, both converging to infinity as $n \to \infty$ and satisfying $\ell_n = o(r), r = o(\sqrt{k} \vee \frac{n}{k})$, such that the beta-mixing coefficients of $(U_t)_{t \in \mathbb{Z}}$ satisfy $\beta(n) = o(1)$ and $\frac{n}{k} \beta(\ell_n) = o(1)$.

(B4) Moment bound on the number of extreme observations. Let $c_\infty = c_\infty(L) = 1 + L \|c\|_{\infty}$, where $\| \cdot \|_{\infty}$ denotes the sup norm of a real-valued function. There exists $\delta > 0$ such that

$$E \left[ \sum_{s=1}^{r} 1(U_s > 1 - \frac{k}{n} c_\infty(L)) \right]^{2+\delta} = O(r \frac{k}{n}).$$

(B5) Moment bound on extreme increments. There exists a non-decreasing, continuous function $h : [0, c_\infty(L)] \to [0, \infty)$, positive on $(0, c_\infty(L)]$ and with $h(0) = 0$, such that, for all sufficiently large $n$,

$$E \left[ \sum_{s=1}^{r} 1(1 - \frac{k}{n} x \geq U_s > 1 - \frac{k}{n} y) \right] \leq r \frac{k}{n} \times h(y - x)$$

for all $0 \leq x \leq y \leq c_\infty(L)$ with $c_\infty(L)$ from (B4).

(B6) Second order condition. There exists a positive, eventually decreasing function $A$ with $\lim_{t \to \infty} A(t) = 0$ such that, as $x \uparrow x^*$,

$$\sup_{n \in \mathbb{N}} \max_{1 \leq i \leq n} \left| \frac{1 - F_{n,i}(x)}{1 - F(x)} - c \left( \frac{i}{n} \right) \right| = O\left( A\left( \frac{1}{1 - F(x)} \right) \right).$$
Condition (B1) allows to control the serial dependence within the observed time series via tail processes (Basrak and Segers, 2009). More precisely, by Theorem 2.1 in Basrak and Segers (2009), regular variation of \((Z_t)_{t \in \mathbb{Z}}\) is equivalent to the fact that there exists a process \((Y_t)_{t \in \mathbb{N}_0}\) (the tail process) with \(Y_0\) standard Pareto such that, for every \(\ell \in \mathbb{N}\) and as \(x \to \infty\),
\[
P(x^{-1}(Z_0, \ldots, Z_\ell) \in \cdot \mid Z_0 > x) \sim P((Y_0, \ldots, Y_\ell) \in \cdot),
\]
where, necessarily, \(Y_j \geq 0\) for \(j \geq 1\). Further, by Theorem 2 and its subsequent discussion in Segers (2003), \(Y_j\) is absolutely continuous on \((0, \infty)\) and may have an atom at 0.

Condition (B2) has also been imposed in Einmahl et al. (2016). Since \(k = o(n)\), it implies that
\[
\lim_{n \to \infty} \sup_{s \in [0,1]} \sqrt{k} \left| \frac{1}{n} \sum_{i=1}^{\lfloor ns \rfloor} c\left(\frac{i}{n}\right) - C(s) \right| = 0,
\]
which will imply that there is no asymptotic bias in our main result below. The condition will however also be needed to prove (8.14) below.

The conditions in (B3), (B4), (B5) are essentially conditions imposed in Example 3.8 in Drees and Rootzén (2010) for deriving weak convergence of the standard non-sequential univariate tail empirical process under stationarity. Condition (B5) has mostly been shown with \(h(z) = Kz\), for some \(K > 0\), see, e.g., Drees (2000) for solutions of stochastic recurrence equations. Condition (B6) is a second-order condition on the speed of convergence in (1.1); it was also used in Einmahl et al. (2016). It is worth noting that Conditions (B4)-(B5) (and only these) depend on the constant \(L \in \mathbb{N}\). The sequence \(\ell_n\) in (B3) plays the role of a small-block length in a big-block-small-block technique, while \(r - \ell_n\) is the length of a corresponding big block.

Example 2.1. Let us consider the following location-scale model, for which the above conditions can be shown to hold. Let
\[
X^{(n)}_i = \sigma\left(\frac{i}{n}\right) W_i + \mu\left(\frac{i}{n}\right), \quad i = 1, \ldots, n,
\]
where \((W_t)_{t \in \mathbb{Z}}\) is a strictly stationary time series (see below for an explicit example) with c.d.f. \(F\) and where \(\sigma : [0,1] \to (0, \infty)\) and \(\mu : [0,1] \to \mathbb{R}\) are sufficiently smooth functions. Then, we obtain
\[
F_{n,i}(x) = F\left(\frac{x - \mu\left(\frac{i}{n}\right)}{\sigma\left(\frac{i}{n}\right)}\right), \quad x \in \mathbb{R},
\]
and \(U^{(n)}_i = F_{n,i}(X^{(n)}_i) = F(W_i), i = 1, \ldots, n\), such that \(U^{(n)}_1, \ldots, U^{(n)}_n\) is an excerpt from a strictly stationary time series, with marginal distribution given by the uniform distribution on \([0,1]\).

Next, as a special case, consider \((W_t)_{t \in \mathbb{Z}}\) to be a max-autoregressive process (AR-MAX), defined by the recursion
\[
W_t = \max\{\lambda W_{t-1}, (1 - \lambda)V_t\}, \quad t \in \mathbb{Z},
\]
where \(\lambda \in [0,1)\) and \((V_t)_{t \in \mathbb{Z}}\) is an i.i.d. sequence of Fréchet(1)-distributed random variables. A stationary solution of the above recursion is given by \(W_t = \max_{j \geq 0}(1 - \lambda)^j V_{t-j}\), such that the stationary solution is again Fréchet(1)-distributed, i.e.,
For $s$ we are also concerned with the estimation of $X$ results in the serial independent case. Throughout, let $c$ function
\[ rk/n \] that $rk$ fact that, $\delta = 1$, implying that it is regularly varying by Theorem 2.1 in Basrak and Segers (2009).
Then, $Z_t = 1/(1 - U_t) = 1/\{1 - F(W_t)\}$ is regularly varying with index $\alpha = 1$ according to Lemma 2.1 in Drees et al. (2015). By Berghaus and B"ucher (2018), page 2322, $(W_t)_{t \in \mathbb{Z}}$, and hence also $(U_t)_{t \in \mathbb{Z}}$, is geometrically $\beta$-mixing, whence Condition (B3) holds. In that reference it is further shown that their Condition 2.1(ii) holds for $\delta = 1$, implying that our Condition (B4) also holds for $\delta = 1$ in view of the fact that, $rk = o(n)$ by Condition (B3). This also yields that $E[\sum_{s=1}^r (1 - k/n U_s \geq U_{\beta} \geq 1 - \frac{1}{n}U_y)] < \int k(y - x)d\mu_\infty(L)$ for all $0 \leq x \leq y \leq c_\infty(L)$, for $n$ large enough (such that $rk/n \leq 1)$, which implies (B5). Finally, Condition (B6) can be seen to hold for $A(x) = x^{-1}$.

3. Estimation of the (integrated) scedasis function

In this section, we provide weak convergence results for estimators for the scedasis function $c$ and its integrated version $C$; see also Einmahl et al. (2016) for related results in the serial independent case. Throughout, let $X_{n,1} \leq \ldots \leq X_{n,n}$ denote the order statistic of $X_1^{(n)}, \ldots, X_n^{(n)}$.

First, for the estimation of the scedasis function, we apply a kernel density estimator. Let $K$ be a continuous and symmetric function on $[a, b]$ with $K(x) = 0$ for $|x| > 1$ and $\int_{-1}^1 K(x) dx = 1$. Let $h = h_n > 0$ denote a bandwidth parameter. Since we are also concerned with the estimation of $c$ near the boundaries of the interval $[0, 1]$, we make use of the boundary-corrected kernel $K_b$ of $K$ (see Jones, 1993): for $s \in [0, 1]$, set
\[
\hat{c}_n(s) = \frac{1}{kh} \sum_{i=1}^n 1(X_i^{(n)} > X_{n,n-k}) K_b\left(\frac{s-i/n}{h}\right),
\]
where $k = k_n$ is from Condition (B3) and where $K_b$ is defined as follows. First, for $p \in [0, 1]$, let
\[
a_j(p) = \int_{-1}^p x^j K(x) \, dx,
\] and for $s \geq 1 - h$, write $s = ph$ and let
\[
K_b(x, s) = \frac{a_2(p) - a_1(p)x}{a_0(p)a_2(p) - a_1^2(p)} K(x), \quad x \in [-1, 1],
\]
and for $s \geq 1 - h$, write $s = 1 - ph$ and let
\[
K_b(x, s) = \frac{b_2(p) - b_1(p)x}{b_0(p)b_2(p) - b_1^2(p)} K(x), \quad x \in [-1, 1],
\]
and for $s \in (h, 1 - h)$, let $K_b(x, s) = K(x)$ for $x \in [-1, 1]$. Note that $K_b$ is depending on $n$, which we have suppressed from the notation.

To obtain asymptotic normality of the introduced estimator we additionally impose the following condition.
(B7) **Bandwidth.** The bandwidth sequence \( h_n > 0 \) satisfies \( h \to 0 \) and \( kh \to \infty \). Further, \( k^{1/3} h \to \lambda \geq 0 \) and \( r = o(\sqrt{k}) \) and \( h \geq k^{-1/3} \).

The first three conditions in (B7) are standard bandwidth conditions that have also been imposed in Proposition 2 in Einmahl et al. (2016) to establish asymptotic normality of the scedasis estimator at point \( s = 1 \). The condition \( r = o(\sqrt{k}) \) is slightly stronger than \( r = o(\sqrt{k}) \) from Condition (B3), which is used in Theorem 3.2 below to derive asymptotic normality of the estimator for the integrated scedasis function, where the rate of convergence is \( \sqrt{k} \). Finally, the condition \( h \geq k^{-1/3} \) is required for technical reasons in the proof (together with \( r = o(n/k) \) from Condition (B3), it implies \( kr^2 = o(n^2h^3) \), which will be used throughout the proofs); note that it is satisfied for the standard MSE optimal bandwidth choice of the order \( k^{-1/5} \) (Tsybakov, 2009).

**Theorem 3.1.** Suppose that Conditions (B0)-(B7) hold for \( L = 2 \) and let \( c \in C^2([0,1]) \). Let the function \( K \) be Lipschitz-continuous and symmetric on \([-1,1]\) with \( K(x) = 0 \) for \(|x| > 1\) and \( f_{-1}^1 K(x) \, dx = 1 \). If \( k \) satisfies \( \sqrt{k}A(\frac{3}{2}) \to 0 \), then, for any \( s \in [0,1] \) and as \( n \to \infty \),

\[
\sqrt{k}h \{ \hat{c}_n(s) - c(s) \} \to N(\mu_s, \sigma_s^2),
\]

where

\[
\mu_s = \lambda^{5/2} c''(s) / 2 a(s), \quad \sigma_s^2 = c(s) \eta(s) \left\{ d_0(1,1) + 2 \sum_{h=1}^{\infty} d_h(1,1) \right\}
\]

and where, recalling the tail process \((Y_t)_{t \in \mathbb{N}_0}\) associated with \((Z_t)_{t \in \mathbb{Z}}\) from (2.1),

\[
d_h(x,x') = P \left( Y_0 > \frac{1}{x}, Y_h > \frac{1}{x'} \right)
\]

and \( a(0) = \int_{-1}^{0} K_0(x,0)x^2 \, dx, \eta(0) = \int_{0}^{1} K_0^2(x,0) \, dx, a(1) = \int_{0}^{1} K_0(x,1)x^2 \, dx, \eta(1) = \int_{0}^{1} K_0^2(x,1) \, dx \) and, for \( s \in (0,1) \),

\[
a(s) = \int_{-1}^{1} K(x)x^2 \, dx, \quad \eta(s) = \int_{-1}^{1} K^2(x) \, dx.
\]

It is part of the assertion that the series defining \( \sigma_s^2 \) is convergent. The result may further be extended to cover the cases \( s = s_n = ph \) and \( s = s_n = 1 - ph \) for some \( p \in (0,1] \); details are omitted for the sake of brevity.

Next, we analyze an estimator for the integrated scedasis function \( C(s) = \int_{0}^{s} c(x) \, dx \), that was also investigated in Einmahl et al. (2016). Define the estimator for \( C \) as

\[
\hat{C}_n(s) = \frac{1}{k} \sum_{i=1}^{[ns]} 1 \{ X_i(n) > X_{n,n-k} \}, \quad s \in [0,1].
\]

**Theorem 3.2.** Suppose that Conditions (B0)-(B6) hold for \( L = 1 \) and that \( k \) satisfies \( \sqrt{k}A(\frac{3}{2}) \to 0 \). Then, as \( n \to \infty \),

\[
\left\{ \sqrt{k} \{ \hat{C}_n(s) - C(s) \} \right\}_{s \in [0,1]} \to \{ \mathcal{S}(s,1) - C(s), \mathcal{S}(1,1) \}_{s \in [0,1]}
\]

in \( \mathcal{L}_2([0,1]) \), \( | \cdot | \infty \), where \( \mathcal{S} \) denotes a tight, centered Gaussian process on \([0,1] \) with covariance given by

\[
c((s,x),(s',x')) = C(s \wedge s') \left\{ d_0(x,x') + \sum_{h=1}^{\infty} (d_h(x,x') + d_h(x',x)) \right\}. \tag{3.2}
\]
where $d_h$ is defined in (3.1). It is part of the assertion that the above series is convergent.

4. **Testing for heteroscedastic extremes**

In the following we construct tests that allow to detect whether the time series exhibits heteroscedasticity of extremes. Here, the extremes are homoscedastic (i.e., not heteroscedastic) if the scedasis function satisfies $c \equiv 1$ or if, equivalently, the integrated scedasis function satisfies $C(s) = s$ for all $s \in [0, 1]$. Thus, we test

$$H_0 : C(s) = s \quad \text{for all } s \in [0, 1], \quad H_1 : C(s) \neq s \quad \text{for some } s \in [0, 1].$$

To this purpose, we pursue two approaches, where one is based on a bootstrap-procedure and the other uses a self-normalization technique. Let $C_n(s) = \sqrt{k}\{\hat{C}_n(s) - s\}$, $s \in [0, 1]$, such that, by Theorem 3.2, under $H_0$ and as $n \to \infty$,

$$\{C_n(s)\}_{s \in [0, 1]} \rightsquigarrow \{S(s, 1) - sS(1, 1)\}_{s \in [0, 1]}$$

in $(\ell_\infty([0, 1]), \| \cdot \|_\infty)$. Note that $S(\cdot, 1)$ is a tight, centered Gaussian process on $[0, 1]$ satisfying $\text{Cov}(S(s, 1), S(t, 1)) = (s \wedge t)\sigma^2$, $s, t \in [0, 1]$, where $\sigma^2 = d_0(1, 1) + 2\sum_{h=1}^{\infty} d_h(1, 1)$ and $d_h$ is defined in Theorem 3.2, which implies that under $H_0$, as $n \to \infty$,

$$C_n \rightsquigarrow \sigma \mathbb{B} \quad \text{in } (\ell_\infty([0, 1]), \| \cdot \|_\infty),$$  

(4.1)

where $\mathbb{B}$ denotes a Brownian Bridge on $[0, 1]$.

For both approaches take the block length parameter $r$ from Condition (B3) (which now becomes a hyperparameter of the statistical method; see Drees, 2015 and Kulik and Soulier, 2020 for a similar approach), set $m = \lfloor n/r \rfloor$ and let

$$I_j = \{(j-1)r+1, \ldots, jr\}, \quad j = 1, \ldots, m,$

be the $j$-th block of size $r$.

We start with the bootstrap, more precisely, we use a multiplier block bootstrap. Let $B \in \mathbb{N}$ denote the number of bootstrap repetitions and let $(\xi_j^{(b)}, \ldots, \xi_m^{(b)})_{b=1, \ldots, B}$ be i.i.d. and independent from $(X_i^{(n)})_i$, with $E[\xi_j^{(b)}] = 0, E[\xi_j^{(b)}]^2 = 1$ and $|\xi_j^{(b)}| \leq M$ for some constant $M > 0$ for all $j = 1, \ldots, m$ and $b = 1, \ldots, B$ (for instance, $\xi_j^{(b)}$ is Rademacher distributed). Set

$$C^{(b)}_{n, \xi}(s) = D^{(b)}_{n, \xi}(s) - \hat{C}_n(s)D^{(b)}_{n, \xi}(1),$$

where

$$D^{(b)}_{n, \xi}(s) = \frac{1}{\sqrt{k}} \sum_{j=1}^m (\xi_j^{(b)} - \bar{\xi}) \sum_{i \in I_j} 1(X_i^{(n)} > X_{n,n-k}) 1(\frac{i}{n} \leq s), \quad s \in [0, 1],$$

and $\bar{\xi} = m^{-1} \sum_{j=1}^m \xi_j^{(b)}$. Note that we may write

$$D^{(b)}_{n, \xi}(s) = \frac{1}{\sqrt{k}} \sum_{j=1}^m 1(Y_{n,j}(s) - \frac{1}{m} \sum_{\ell=1}^m Y_{n,\ell}(s))$$

with $Y_{n,j}(s) = \sum_{i \in I_j} 1(X_i^{(n)} > X_{n,n-k}) 1(\frac{i}{n} \leq s)$, which is akin to the process considered in Formula (2.3) in Drees (2015).
Theorem 4.1. Suppose that Conditions (B0)-(B6) hold for $L = 1$ and that $k$ satisfies $\sqrt{k}A(\frac{q}{k}) \to 0$. Then, as $n \to \infty$,

$$
\left( C_n, C_n^{(1)}, \ldots, C_n^{(B)} \right) \rightsquigarrow \left( \mathcal{C}, \mathcal{C}^{(1)}, \ldots, \mathcal{C}^{(B)} \right) \quad \text{in} \ (\ell^\infty([0,1]), \| \cdot \|_\infty)^{B+1},
$$

where $\mathcal{C}(s) = S(s, 1) - C(s)S(1, 1)$ and $\mathcal{C}^{(1)}, \ldots, \mathcal{C}^{(B)}$ are independent copies of $\mathcal{C}$.

The previous theorem may alternatively be formulated as a conditional limit theorem, see Section 3.6 in van der Vaart and Wellner (1996) or Section 10 in Kosorok (2008) for details on that mode of convergence when applied to non-measurable stochastic processes. More precisely, by Lemma 3.11 in Bücher and Kojadinovic (2019), the weak convergence relation in the previous theorem is equivalent to the fact that $\sup_{h \in BL_1(\ell^\infty([0,1]))} E \left[ h(\mathcal{C}_{n,\xi}) \mid X_{n,1}, \ldots, X_{n,n} \right] - E[h(\mathcal{C})] = o_p(1)$ and that $\mathcal{C}_{n,\xi}$ is asymptotically measurable, where $BL_1(\ell^\infty([0,1]))$ denotes the set of real valued Lipschitz functions on $\ell^\infty([0,1])$ with Lipschitz constant 1 that are bounded by 1. We prefer to work with the unconditional statement from Theorem 4.1, as it is more intuitive.

We propose to test for $H_0 : c \equiv 1$ based on the test statistics

$$
S_{n,1} = \| C_n \|_\infty, \quad T_{n,1} = \int_0^1 C_n(s)^2 \, ds.
$$

In view of Theorem 4.1, the corresponding bootstrap quantities are given by

$$
S_{n,1}^{(b)} = \| C_{n,\xi}^{(b)} \|_\infty, \quad T_{n,1}^{(b)} = \int_0^1 C_{n,\xi}^{(b)}(s)^2 \, ds, \quad b = 1, \ldots, B.
$$

For $\alpha \in (0, 1)$, let $q_{n,B,S}(1 - \alpha)$ and $q_{n,B,T}(1 - \alpha)$ denote the empirical $(1 - \alpha)$-quantile of $S_{n,1}, \ldots, S_{n,1}^{(b)}$ and $T_{n,1}, \ldots, T_{n,1}^{(b)}$, respectively. The test procedures are then defined as

$$
\varphi_{n,B,S}(\alpha) = 1 \left( S_{n,1} > q_{n,B,S}(1 - \alpha) \right), \quad \varphi_{n,B,T}(\alpha) = 1 \left( T_{n,1} > q_{n,B,T}(1 - \alpha) \right).
$$

Corollary 4.2. Suppose that Conditions (B0)-(B6) hold for $L = 1$ and that $k$ satisfies $\sqrt{k}A(\frac{q}{k}) \to 0$. Let $\alpha \in (0, 1)$. Then, if $H_0 : c \equiv 1$ is met,

$$
\lim_{n,B \to \infty} P(\varphi_{n,B,S}(\alpha) = 1) = \alpha, \quad \lim_{n,B \to \infty} P(\varphi_{n,B,T}(\alpha) = 1) = \alpha.
$$

Further, if $H_1 : c \not\equiv 1$ is met, then, for any $B \in \mathbb{N},$

$$
\lim_{n \to \infty} P(\varphi_{n,B,S}(\alpha) = 1) = 1, \quad \lim_{n \to \infty} P(\varphi_{n,B,T}(\alpha) = 1) = 1.
$$

Next, we introduce tests based on the concept of self-normalization. The basic idea is to consider the quotient of two statistics, such that the unknown variance factor $\sigma$ in (4.1) cancels out. To do this, we take two of the bootstrap-quantities from Theorem 4.1, and define

$$
S_{n,2} = \frac{\| C_n \|_\infty}{\| C_{n,\xi}^{(1)} - C_{n,\xi}^{(2)} \|_\infty}, \quad T_{n,2} = \frac{\int_0^1 C_n^2(s) \, ds}{\int_0^1 \left( C_{n,\xi}^{(1)}(s) - C_{n,\xi}^{(2)}(s) \right)^2 \, ds}.
$$

By Theorem 4.1 we know that under $H_0$, as $n \to \infty$,

$$
S_{n,2} \rightsquigarrow S_2 := \frac{\| B \|_\infty}{\| B^{(1)} - B^{(2)} \|_\infty}, \quad T_{n,2} \rightsquigarrow T_2 := \frac{\int_0^1 B(s)^2 \, ds}{\int_0^1 \left( B^{(1)}(s) - B^{(2)}(s) \right)^2 \, ds},
$$

where $B$ is a suitable bootstrap version of $B$. Then $S_{n,2}$ and $T_{n,2}$ can be used to construct tests for $H_0 : c \equiv 1$. We refer to the original paper for details on the construction of these tests.
where $B$, $B^{(1)}$ and $B^{(2)}$ are independent Brownian Bridges on [0, 1]. For $\alpha \in (0, 1)$, let $q_1(1-\alpha)$ and $q_T(1-\alpha)$ be the $(1-\alpha)$-quantile of $S_2$ and $T_2$, respectively. The corresponding test procedures are given by

$$
\varphi_n,S(\alpha) = 1\{S_{n,2} > q_S(1-\alpha)\}, \quad \varphi_n,T(\alpha) = 1\{T_{n,2} > q_T(1-\alpha)\}.
$$

**Corollary 4.3.** Suppose that Conditions (B0)-(B6) hold for $L = 1$ and that $k$ satisfies $\sqrt{k}A(n^2) \to 0$. Let $\alpha \in (0, 1)$. Then, if $H_0 : c \equiv 1$ is met,

$$
\lim_{n \to \infty} P(\varphi_n,S(\alpha) = 1) = \alpha, \quad \lim_{n \to \infty} P(\varphi_n,T(\alpha) = 1) = \alpha
$$

Further, if $H_1 : c \neq 1$ is met, then

$$
\lim_{n \to \infty} P_{H_1}(\varphi_n,S(\alpha) = 1) = 1, \quad \lim_{n \to \infty} P(\varphi_n,T(\alpha) = 1) = 1.
$$

5. Assessing the serial dependence

Within our basic model described in the introduction, the dynamics of the time series extremes are governed by the stationary time series $(Z_t)_{t \in \mathbb{Z}}$ from Condition (B1). There are many interesting statistical problems related to those dynamics which are worth to be investigated like, e.g., estimating the distribution of the tail process (see Davis et al., 2018 for stationary observations) or estimation of general cluster functionals (see Section 10 in Kulik and Soulier, 2020 for stationary observations). Throughout, we restrict attention to estimating the extremal index $\theta$, which may be regarded as the most traditional parameter associated with the serial dependence.

Recall that the extremal index $\theta \in (0, 1]$ of $(Z_t)_t$ exists iff the same is true for $(U_t)_t$ (in that case, the indices are equal), and that the latter requires that, for any $\tau > 0$, there exists a sequence $(u_n(\tau))_{n \in \mathbb{N}}$ such that $\lim_{n \to \infty} n\{1 - u_n(\tau)\} = \tau$ and

$$
\lim_{n \to \infty} P(\max_{1 \leq i \leq n} U_i \leq u_n(\tau)) = e^{-\theta \tau}.
$$

One can further show that, if the extremal index exists, then (5.1) holds for any sequence $(u_n(\tau))_n$ with $\lim_{n \to \infty} n\{1 - u_n(\tau)\} = \tau$. Subsequently, we choose $u_n(\tau) = 1 - \tau/n$.

For estimating $\theta$, we divide the finite stretch of observations $X_1^{(n)}, \ldots, X_n^{(n)}$ into non-overlapping successive blocks of size $q = q_n$, i.e., into blocks

$$
I_j' = \{(j-1)q + 1, \ldots, jq\}, \quad j = 1, \ldots, k',
$$

where $k' = \lceil n/q \rceil$. For $j = 1, \ldots, k'$, set

$$
Z_{n,j} = q\{1 - \max_{i \in I_j'} F(X_i^{(n)})\}, \quad \hat{Z}_{n,j} = q\{1 - \max_{i \in I_j'} \hat{F}_n(X_i^{(n)})\},
$$

where $\hat{F}_n(x) = n^{-1}\sum_{i=1}^n 1(X_i^{(n)} \leq x)$ denotes the empirical c.d.f. of $X_1^{(n)}, \ldots, X_n^{(n)}$. Note that, in view of (1.1), for sufficiently large $x \in \mathbb{R}$,

$$
E[1 - \hat{F}_n(x)] = \frac{1}{n} \sum_{i=1}^n \{1 - F_n,s(x)\} = \{1 - F(x)\} \frac{1}{n} \sum_{i=1}^n \{c(i/n) + o(1)\} \approx 1 - F(x)
$$

(ignoring the possible non-uniformity in (1.1) for the moment), whence $\hat{Z}_{n,j}$ can be regarded as an observable counterpart of $Z_{n,j}$.

In the following, we will show that $Z_{n,1+\lfloor \xi k' \rfloor}, \xi \in [0, 1)$, asymptotically follows an exponential distribution with parameter depending on $\theta$, this result being the basis for our estimation procedure for $\theta$, see Lemma 5.2. To prove this, we impose the subsequent conditions.

\[ \text{Further, if } H_1 : c \neq 1 \text{ is met, then} \]

$$
\lim_{n \to \infty} P_{H_1}(\varphi_n,S(\alpha) = 1) = 1, \quad \lim_{n \to \infty} P(\varphi_n,T(\alpha) = 1) = 1.
$$
(B8) **Extremal Index.** The stationary time series \((U_t)_{t \in \mathbb{Z}}\) from Condition (B1) is assumed to have an extremal index \(\theta \in (0, 1)\).

(B9) **Blocking sequences and mixing.** The blocksize \(q\) is chosen in such a way that it satisfies \(q = o(\sqrt{n})\) and \(n\beta(q) = o(q)\) as \(n \to \infty\).

(B10) **Uniform integrability.** For some \(\delta_1 > 0\),
\[
\limsup_{n \to \infty} \sup_{\xi \in (0, 1)} E \left[ \left| Z_{n,1+\lfloor \xi k^\prime \rfloor} \right|^{2+\delta_1} \right] < \infty.
\]

Condition (B10) is imposed to deduce uniform integrability of the \(Z_{n,1+\lfloor \xi k^\prime \rfloor}^2\); it will imply convergence of the corresponding first and second moments.

**Remark 5.1.** We exemplarily show that the above conditions hold for the location-scale model from Example 2.1 with \((W_t)_{t \in \mathbb{Z}}\) chosen as the max-autoregressive process defined in (2.2). First, the process \((W_t)_{t \in \mathbb{Z}}\) has an extremal index \(\theta\) given by \(\theta = 1 - \lambda\) (Beirlant et al., 2004, Chapter 10), such that \((U_t)_{t \in \mathbb{Z}}\) also has extremal index \(\theta\) and Condition (B8) holds. Further, by Berghaus and Bücher (2018), page 2322, \((W_t)_{t \in \mathbb{Z}}\) is geometrically \(\beta\)-mixing, whence Condition (B9) is fulfilled for appropriate choice of \(q\). Regarding Condition (B10), we have, for \(j \in \mathbb{N}\),
\[
Z_{n,j} = \bar{Z}_{n,j} \frac{1 - \max_{i \in I_j^\prime} F(X_i^{(n)})}{1 - \max_{i \in I_j^\prime} F_n,i(X_i^{(n)})} \leq \bar{Z}_{n,j} \frac{1 - \exp \left( - (c_{\min} \max_{i \in I_j^\prime} W_i + \inf_{x \in [0,1]} \mu(s))^{-1} \right)}{1 - \exp \left( - \left( \max_{i \in I_j^\prime} W_i \right)^{-1} \right)},
\]
where \(\bar{Z}_{n,j} = q \{1 - \max_{i \in I_j^\prime} U_i\}\). Note that the distribution of the right-hand side in the last display is independent of \(j \in \mathbb{N}\). By induction, \(P \left( \max_{i=1,\ldots,b} W_i \leq x \right) = F(x)^{1+\theta(b-1)} = \exp(-\{1 + \theta(b - 1)\}/x)\) for \(x > 0, b \in \mathbb{N}\), such that \(\max_{i=1,\ldots,q} W_i\) converges to \(\infty\) in probability. Therefore, any absolute moment of the second factor of the right-hand side in (5.3) converges. Further, it is shown in Example 6.1 in Berghaus and Bücher (2017), see the proof of their Condition 2.1(vi) holds, that \(\limsup_{n \to \infty} E \left[ Z_{n,1}^\delta \right] < \infty\) for any \(\delta' > 0\). Along with inequality (5.3), Hölder’s inequality implies that Condition (B10) holds.

**Lemma 5.2.** Fix \(\xi \in [0, 1)\). Suppose that Conditions (B0)-(B2), (B6) and (B8)-(B9) hold. Then, \(Z_{n,1+\lfloor \xi k^\prime \rfloor} \overset{\text{d}}{\to} \text{Exp}(\theta c(\xi))\) as \(n \to \infty\).

This result motivates estimators based on the method of moments, see Northrop (2015); Berghaus and Bücher (2018) for the stationary case. Consider the (unobservable) random variable
\[
T_n = \frac{1}{k'} \sum_{j=1}^{k'} Z_{n,j}.
\]
Then, for \(\varphi_n : [0, 1] \to \mathbb{R}, \varphi_n(\xi) = \sum_{j=1}^{k'} E \left[ Z_{n,j} \right] 1(\xi \in \left[ \frac{j-1}{k'}, \frac{j}{k'} \right))\), we obtain
\[
E[T_n] = \frac{1}{k'} \sum_{j=1}^{k'} E \left[ Z_{n,j} \right] = \int_0^1 \varphi_n(\xi) \, d\xi.
\]
By Condition (B10) and Lemma 5.2, for any fixed \(\xi \in [0, 1)\), we have \(\varphi_n(\xi) = E \left[ Z_{n,1+\lfloor \xi k^\prime \rfloor} \right] \to E[V_\xi], n \to \infty\), where \(V_\xi \sim \text{Exp}(\theta c(\xi))\). Since \(\sup_{n \in \mathbb{N}} \|\varphi_n\|_\infty < \infty\)
by Condition (B10), the dominated convergence theorem implies
\[
E \left[ T_n \right] = \int_0^1 \varphi_n(\xi) \, d\xi \to \int_0^1 E \left[ V_2 \right] \, d\xi = \frac{1}{\theta} \int_0^1 \frac{1}{c(\xi)} \, d\xi.
\]
Recall that the function \( c \) is positive and continuous on \([0, 1]\); thus there is a positive number \( c_{\min} \) such that \( c(s) > c_{\min} \) for all \( s \in [0, 1] \). Therefore, it is advisable to also truncate \( \tilde{c}_n \) from below, say by considering \( \hat{c}_n = \max(\tilde{c}_n, \kappa) \) with some small, positive constant \( \kappa > 0 \). Subsequently, we assume that \( 0 < \kappa < c_{\min} \). Now, let us estimate \( \tau = \int_0^1 c(\xi)^{-1} \, d\xi \) by \( \hat{\tau}_n = \int_0^1 \hat{c}_n(\xi)^{-1} \, d\xi \). Since \( E[T_n] \to \theta^{-1}\tau \), a sensible, observable method of moments estimator for \( \theta \) is given by
\[
\hat{\theta}_n = \hat{T}_n^{-1}\hat{\tau}_n, \quad \text{where} \quad \hat{T}_n = \frac{1}{K'} \sum_{j=1}^{K'} \hat{Z}_{n,j}.
\]
The subsequent theorem yields consistency of this estimator; its finite-sample properties are studied in Section 7.

**Theorem 5.3.** Suppose that Conditions (B0)-(B2) hold. Assume \( c \in C^2([0, 1]) \) and let the function \( K \) in the definition of \( \hat{c}_n \) be Lipschitz-continuous.

(a) If additionally Conditions (B3)-(B7) hold for \( L = 2 \) and if \( k \) satisfies \( \sqrt{k} A(\frac{1}{k}) \to 0 \), then \( \hat{\tau}_n = \tau + o_P(1) \) as \( n \to \infty \).

(b) If additionally Conditions (B3)-(B6) hold for \( k = k' \) and for all \( L \in \mathbb{N} \), and if \( k' \) satisfies \( \sqrt{k} A(\frac{1}{k'}) \to 0 \) for all \( L \in \mathbb{N} \), and if Conditions (B8)-(B10) hold, then \( \hat{T}_n = \theta^{-1}\tau + o_P(1) \) as \( n \to \infty \).

In particular, if all of the above conditions are met, then \( \hat{\theta}_n \xrightarrow{p} \theta \) as \( n \to \infty \).

6. **Weak convergence of the (simple) STEP**

Functional weak convergence of the subsequent processes will be essential for proving the asymptotic results in the previous sections. Precisely, we are interested in the simple sequential tail empirical process (simple STEP) \( S_n \) and the sequential tail empirical process (STEP) \( F_n \) defined as
\[
S_n(s, x) = \sqrt{k} \left\{ \frac{1}{k} \sum_{i=1}^{\lfloor nx \rfloor} \mathbf{1}\{ U_{i}^{(n)} > 1 - \frac{k}{n} c(\frac{x}{n}) x \} - xC(s) \right\}, \tag{6.1}
\]
\[
F_n(s, x) = \sqrt{k} \left\{ \frac{1}{k} \sum_{i=1}^{\lfloor nx \rfloor} \mathbf{1}\{ X_{i}^{(n)} > V(\frac{n}{kx}) \} - xC(s) \right\}, \tag{6.2}
\]
where \( (s, x) \in [0, 1] \times [0, \infty) \) and where \( V = (\frac{1}{1-P})^{-1} \).

**Proposition 6.1.** Suppose that Conditions (B0)–(B3) hold. Fix some constant \( L \in \mathbb{N} \) and suppose that Conditions (B4) and (B5) hold for \( L \). Then, as \( n \to \infty \),
\[
S_n \xrightarrow{\mathcal{D}} S \quad \text{in} \quad (\mathcal{F}_{\infty}([0, 1] \times [0, L]), \| \cdot \|_{\infty}),
\]
where \( S \) denotes a tight, centered Gaussian process on \([0, 1] \times [0, L] \) with covariance \( c((s, x), (s', x')) \) as defined in (3.2).

**Proposition 6.2.** Suppose that Conditions (B0)–(B3) and (B6) hold. Fix some constant \( L \in \mathbb{N} \) and suppose that Conditions (B4) and (B5) hold for \( L \). If \( k \) satisfies
$\sqrt{k}A(n/k) \to 0$ as $n \to \infty$, then

$$\sup_{(s,x) \in [0,1] \times [0,L]} |F_n(s,x) - S_n(s,x)| = o_p(1).$$

As a consequence, $F_n \Rightarrow S$ in $(\ell^\infty([0,1] \times [0,L]), \| \cdot \|_\infty)$.

7. Finite-Sample Results

A simulation study is carried out to analyze the finite-sample performance of the introduced methods. Results are presented for scaled versions of two common time series models. Define the following functions, later resulting in different scedasis functions.

1. \(c_{1,\beta}(s) = \beta + 2(1 - \beta)s\),
2. \(c_{2,\beta}(s) = (\beta + 4(1 - \beta)s)1(s \in [0,0.5]) + (4 - 3\beta - 4(1 - \beta)s)1(s \in (0.5,1])\).

Note that \(c_{1,\beta}\) is a straight line connecting the points \((0, \beta)\) and \((1,2 - \beta)\), while \(c_{2,\beta}\) is a polygonal chain with vertices \((0,\beta)\), \((1/2, 2 - \beta)\) and \((1,\beta)\).

We consider the following scale models.

- The ARMAX-model: Let \((W_t)\t\) be an ARMAX-process as specified in (2.2). We consider \(\lambda \in \{0,0.25\}\); note that \(\lambda = 0\) corresponds to the i.i.d. case. Denote the c.d.f. of \(W_t\) by \(F\), which is the c.d.f. of the standard Fréchet-distribution. For \(j \in \{1,2\}\) and \(i \in \{1,\ldots,n\}\), let

\[X_i^{(n)} = c_{j,\beta}(\frac{i}{n}) W_i\]

By Example 2.1, the scedasis function \(c\) is equal to \(c_{j,\beta}\). Further, for \(j \in \{1,2\}\), consider

\[X_i^{(n)} = \tilde{c}_{j,\beta}(\frac{i}{n}, W_i) W_i := \left\{1(W_i < p) + c_{j,\beta}(\frac{i}{n}) 1(W_i \geq p)\right\} W_i,\]

where \(p\) is the \(80\%-\text{quantile of } F\). In this model, the scale transformation introduced by \(c_{j,\beta}\) only effects the observations exceeding the large threshold \(p\). One can easily see that the scedasis function \(c\) is equal to \(c_{j,\beta}\).

- The ARCH-model: Let \((W_t)\t\) be an ARCH-process, i.e.,

\[W_t = (2 \times 10^{-5} + \lambda V_{t-1}^2)^{1/2} V_t, \quad t \in \mathbb{Z},\]

where \(\lambda \in (0,1)\) and \((V_t)_{t \in \mathbb{Z}}\) is an i.i.d. sequence of \(\mathcal{N}(0,1)\)-distributed random variables. We consider \(\lambda = 0.7\). By Theorem 1.1 in de Haan et al. (1989) the c.d.f. \(F\) of \(W_t\) satisfies \(1 - F(x) \sim dx^{-\kappa'}\) as \(x \to \infty\) for some constant \(d > 0\), with \(\kappa'\) (approximately) given by \(\kappa' = \kappa'(\lambda) = 1.586;\) see Table 3.2 in that reference. For \(j \in \{1,2\}\) and \(i \in \{1,\ldots,n\}\), let

\[X_i^{(n)} = c_{j,\beta}(\frac{i}{n})^{1/\kappa'} W_i,\]

The scedasis function \(c\) is equal to \(c_{j,\beta}\). Further, similar as for the ARMAX-model, consider

\[X_i^{(n)} = \tilde{c}_{j,\beta}(\frac{i}{n}, W_i) W_i := \left\{1(W_i < p) + c_{j,\beta}(\frac{i}{n})^{1/\kappa'} 1(W_i \geq p)\right\} W_i\]

for \(j \in \{1,2\}\), where \(p\) is the \(80\%-\text{quantile of } F\). A straightforward calculation shows that the scedasis function \(c\) is equal to \(c_{j,\beta}\) as well.

Note that the ARMAX model with \(\lambda = 0\) corresponds to the case that the observations are independent. We call this case simply the independent model.

In the subsequent simulation study, the parameter \(\beta\) of the scedasis functions, is set to \(\beta = 1,0.75,0.5,0.25\). In each case, the sample size is fixed to \(n = 2000\) and
the performance of the statistical methods is assessed based on $N = 1000$ simulation runs each if not mentioned otherwise.

7.1. Estimation of the scedasis function. We start by briefly considering the behavior of the kernel estimator for the scedasis function. For the sake of brevity, we restrict the presentation to the ARCH-model with scedasis function $c_{2,\beta}$ with $\beta = 0.5$; the behavior within the other models was found to be very similar. In Figure 1, we depict the estimator $\hat{c}_n$ for four exemplary time series, where we use the biweight kernel $K(x) = \frac{15}{16}(1-x^2)^2$, $x \in [-1,1]$, \(k = 400\) and consider bandwidths $h \in \{0.03, 0.11, 0.19, 0.27\}$. We observe typical over-fitting (under-smoothing) for small values of $h$ and under-fitting (over-smoothing) for large values of $h$. Note in particular that the estimator no longer captures the peak of $c_{2,\beta}(s)$ at $s = 0.5$ for $h = 0.27$. Visual inspection suggests that reasonably good choices for the bandwidth lie in the interval $[0.1, 0.2]$; an observation that was confirmed in simulations regarding the other models described in the previous section.

7.2. Testing for heteroscedastic extremes. We next study the performance of the introduced test procedures. Recall that both the tests based on the multiplier block bootstrap and the ones relying on the method of self-normalization depend on a multiplier sequence $(\xi_i)_i$, for which we choose an i.i.d. Rademacher sequence. The following results are based on $B = 300$ bootstrap replicates. We consider block sizes $q \in \{4, 8\}$ and number of exceedances $k \in \{100, 200\}$, which corresponds to 5% or 10% of the total observations, respectively. The test level is set to $\alpha = 0.05$.

Since the Cramér-von-Mises-type test statistics (i.e., $\phi_n,B,T$ and $\phi_n,T$) were found to be superior to the Kolmogorov-Smirnov-type test statistics (i.e., $\phi_n,B,S$ and $\phi_n,S$), we only present results for the former. Here, we refer to $\phi_n,B,T$ simply as the bootstrap, and to $\phi_n,T$ as the self-normalization. All rejection percentages are presented in Table 1.

We start by discussing the behavior of the tests under $H_0 : C(s) = s$ for all $s \in [0,1]$; note that $\beta = 1$ represents being under $H_0$ for all data generating processes under consideration. We also present results for the Cramér-von-Mises-type test from Einmahl et al. (2016), which was designed for the case of independent data and is here denoted by EdHZ. One can see that our tests hold their level and, as
expected, that the test from Einmahl et al. (2016) holds its level in the independent model, but fails to do so in the other dependent models.

Next, we consider the performance under the alternatives. One can see that the power of the tests increases with decreasing $\beta$, which is to be expected since a

Table 1. Empirical rejection percentage of the test procedures.

| Model  | $\beta$ | Bootstrap with $(k, r) = (100, 4)$ | Self-Normalization with $(k, r) = (100, 4)$ | EdHZ with $k = 100$ |
|--------|-------|---------------------------------|---------------------------------|-------------------|
|        |       | (100, 4)                         | (100, 4)                         | 100                |
|        |       | (100, 8)                         | (100, 8)                         |                   |
|        |       | (200, 4)                         | (200, 4)                         |                   |
|        |       | (200, 8)                         | (200, 8)                         |                   |
| Panel (A): Scale model $\beta_1, \beta$ | Indep. | 0.75 | 0.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |       | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.75 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.5  | 2.5 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
|        |        | 0.25 | 1.0 | 0.25 | 1.0 | 2.3 | 2.3 | 2.3 | 1.5 | 0.5 | 4.7 | 4.1 |
\( \beta = 1 \) \( \beta = 0.75 \) \( \beta = 0.5 \) \( \beta = 0.25 \)
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Figure 2. Mean squared error, multiplied by 10\(^3\), for the estimation of \( \theta \) in the ARCH-model with scedasis function \( c_{2,\beta} \) for \( \hat{\theta}_{n1} \) (orange lines) and \( \hat{\theta}_{n2} \) (green lines) with \( k = 400 \) (solid lines) and \( k = 300 \) (dotted lines).

decrease in \( \beta \) results in a stronger deviation of \( c_{j,\beta} \) from the null hypothesis that the scedasis function equals one. In general, the power of the bootstrap-test is uniformly higher than the power of the test based on self-normalization, but both exhibit high power for \( \beta = 0.25 \). Recall again that the self-normalization test only requires evaluation of \( C_{n,\xi}^{(b)} \) for \( b \in \{1, 2\} \), while the expression must be evaluated a large number of times for the bootstrap test (we choose \( B = 300 \)). With regard to the choice of \( k \) and \( r \) the highest power is usually attained for \( k = 200 \) and \( r = 4 \).

7.3. Estimation of the extremal index. We finally briefly evaluate the performance of the estimator for the extremal index. For comparison, we also introduce a second estimator for \( \theta \) based on the method of moments, which may also be motivated by Lemma 5.2: under the notation of Section 5, consider the (unobservable) random variable

\[
T_{n2} = \frac{1}{k'} \sum_{j=1}^{k'} Z_{n,j} c\left(\frac{j}{k'}\right).
\]

Note that \( \mathbb{E}\left[Z_{n,1+\lfloor k'\xi\rfloor}\right] c\left(\frac{1+\lfloor k'\xi\rfloor}{k'}\right) \to \mathbb{E}[V_{\xi}] c(\xi) = \frac{1}{\theta} \), where \( V_{\xi} \sim \text{Exp}(\theta c(\xi)) \), by continuity of \( c \), Condition (B10) and Lemma 5.2. Then, as in Section 5, it follows that

\[
\mathbb{E}[T_{n2}] = \frac{1}{k'} \sum_{j=1}^{k'} \mathbb{E}\left[Z_{n,j} c\left(\frac{j}{k'}\right)\right] \to \int_{0}^{1} \frac{1}{\theta} \, d\xi = \frac{1}{\theta}.
\]

Therefore, another sensible method of moments estimators for \( \theta \) is given by

\[
\hat{\theta}_{n2} = \left\{ \frac{1}{k'} \sum_{s=1}^{k'} \hat{Z}_{n,s} \hat{c}_{n}\left(\frac{s}{k'}\right) \right\}^{-1}.
\]

We only present results for the ARCH-model; the ARMAX- and independent model were found to yield very similar results. Note that for \( \lambda = 0.7 \) in the ARCH-model we have \( \theta = 0.721 \), see Table 3.2 in de Haan et al. (1989).

In what follows, the block size \( q \) is chosen from the set \( \{8, 16, 32, 64, 128, 256\} \) (recall that \( k' = \lfloor n/q \rfloor \)) and the number of exceedances \( k \in \{300, 400\} \) are considered. (Here, slightly larger values of \( k \) turned out to work better than in the context of testing for heteroscedastic extremes above.) Regarding the kernel density estimator, we set \( \kappa = 0.1 \), set the bandwidth to \( h = 0.2 \) and use the biweight kernel from (7.1).
In Figure 2, the mean squared error (MSE) of \( \hat{\theta}_{n1} \) and \( \hat{\theta}_{n2} \) is plotted as a function of the block size \( q \), where the true scedasis function is given by \( c_{2,\beta} \) for different values of \( \beta \). One can see that the MSE-curves are mostly U-shaped, and that a minimum value is reached at an intermediate blocksize of \( q \in \{32, 64\} \). Further, in most scenarios the alternative estimator \( \hat{\theta}_{n2} \) outperforms the estimator \( \hat{\theta}_{n1} \), and the larger number of exceedances \( k = 400 \) seems to work better than \( k = 300 \) in terms of minimal MSE-values. The same observations were found for the other scedasis functions \( c_{1,\beta}, \hat{c}_{1,\beta} \) and \( \hat{c}_{2,\beta} \).

8. Proofs

For space considerations, we only present the proofs for the theoretical results from Section 6, which are central to all other proofs. The remaining proofs for Sections 3-5 are collected in a supplementary material.

**Proof of Proposition 6.1.** Recall that \( c_\infty(L) = 1 + L\|c\|_\infty \). For \( i \in \{1, \ldots, n\} \) and \( n \in \mathbb{N} \), define

\[
X'_{n,i} = \left( U_{i}^{(n)} - \frac{1 - \frac{k}{n} c_\infty(L)}{k/n} \right)^+ = \max \left( U_{i}^{(n)} - \frac{1 - \frac{k}{n} c_\infty(L)}{k/n}, 0 \right)
\]  

(8.1)

and let \( v_n = \Pr(X'_{n,i} \neq 0) = \frac{k}{n} c_\infty(L) \). We may then write

\[
S_n(s, x) = \frac{1}{\sqrt{k}} \sum_{i=1}^{\lfloor sn \rfloor} \left\{ 1(X'_{n,i} > c_\infty(L) - c(\frac{x}{n})x) - \Pr(X'_{n,i} > c_\infty(L) - c(\frac{x}{n})x) \right\}
\]

\[
+ \sqrt{k} \left\{ \frac{1}{n} \sum_{i=1}^{\lfloor ns \rfloor} c(\frac{x}{n}) - C(s) \right\} x \equiv S_{n,1}(s, x) + S_{n,2}(s, x).
\]

As a consequence of (B2), the term \( S_{n,2} \) converges to zero, uniformly in \( s \) and \( x \), and we are left with investigating \( S_{n,1} \). We are going to identify that process with an empirical cluster process, see Drees and Rootzén (2010). In the following we set \( L = 1 \); the proof for arbitrary \( L \in \mathbb{N} \) follows analogously. We also write \( c_\infty = c_\infty(1) \).

Recall that \( 1 < r < n \) denotes an integer sequence converging to infinity such that \( r = o(n) \) as \( n \to \infty \). Let \( Y_{n,j} \) denote the \( j \)th block of consecutive values of \( X'_{n,1}, \ldots, X'_{n,n} \), i.e.,

\[
Y_{n,j} = (X'_{n,i})_{i \in I_j}, \quad I_j = \{(j-1)r + 1, \ldots, jr\}, \quad j = 1, \ldots, m = \lfloor n/r \rfloor.
\]

We may then write

\[
S_{n,1}(s, x) = c_{\infty}^{1/2} \left\{ \frac{1}{\sqrt{mn}} \sum_{i=1}^{rm} 1 \{ X'_{n,i} > c_\infty - c(\frac{x}{n})x, \frac{x}{n} \leq s \} \right.
\]

\[
- E 1 \{ X'_{n,i} > c_\infty - c(\frac{x}{n})x, \frac{x}{n} \leq s \} \right\} + o_P(1)
\]

\[
= c_{\infty}^{1/2} \left\{ \frac{1}{\sqrt{mn}} \sum_{j=1}^{m} \left\{ \tilde{f}_{j,n,s,x}(Y_{n,j}) - E[\tilde{f}_{j,n,s,x}(Y_{n,j})] \right\} \right\} + o_P(1)
\]
shown that

$$\tilde{f}_{j,n,s,x}(y_1, \ldots, y_\ell) = \sum_{i=1}^{\ell} 1(y_i > c_{\infty} - c((j-1)r+i+1)n) \leq s), \quad \ell \in \mathbb{N}. $$

Hence, we need to show functional weak convergence of \( \{\tilde{Z}_n(s, x)\}_{(s,x)} \), where

$$\tilde{Z}_n(s, x) = \frac{1}{\sqrt{nv_n}} \sum_{j=1}^{m} \{ \tilde{f}_{j,n,s,x}(Y_{n,j}) - E[\tilde{f}_{j,n,s,x}(Y_{n,j})] \}.$$  \((8.2)\)

Unfortunately, results from Drees and Rootzén (2010) are not directly applicable, as functions \( f \) depending on \( n \) (and, even more complicated, on \( j \)) are not allowed in their theory. Before proceeding, note that we may slightly redefine \( \tilde{f}_{j,n,s,x} \). Indeed, let \( Z_n \) be defined analogously to \( \tilde{Z}_n \), but in terms of

$$\tilde{f}_{j,n,s,x}(y_1, \ldots, y_\ell) = 1(j \leq [sm])g_{j,n,x}(y_1, \ldots, y_\ell) \quad (8.3)$$

where

$$g_{j,n,x}(y_1, \ldots, y_\ell) = \sum_{i=1}^{\ell} 1(y_i > c_{\infty} - c((j-1)r+i+1)n), \quad \ell \in \mathbb{N}. $$

Now, for all \( s, x \in [0, 1] \),

$$|Z_n(s, x) - \tilde{Z}_n(s, x)| \leq 2 \frac{1}{\sqrt{nv_n}} \sum_{j=1}^{m} \sum_{i=1}^{r} |1(\frac{j}{m} \leq s - 1) - 1((j-1)r+i+1)n \leq s)|$$

$$\leq 2 \frac{r}{\sqrt{nv_n}} \sum_{j=1}^{m} 1(\frac{j-1}{m} < s \leq \frac{i+1}{m}) \leq 4 \frac{r}{\sqrt{nv_n}}. \quad (8.4)$$

Recalling \( v_n = \frac{k}{n}c_{\infty} \), we have \( r = o(\sqrt{nv_n}) \) by (B3). As a consequence, we have shown that

$$S_n = c_{\infty}^{1/2}Z_n + o_P(1) \quad \text{in} \quad L^\infty([0, 1] \times [0, L]), \quad (8.5)$$

such that it is sufficient to show that the process \( Z_n \) converges to \( c_{\infty}^{1/2}S \).

Consider weak convergence of the fidis of \( Z_n \) first, and for that purpose let us first assume that the blocks \( Y_{n,1}, \ldots, Y_{n,m} \) are independent. The general case will be reduced to the independent case by the Bernstein blocking technique below. Under the assumption of independent blocks, we may apply the Cramér-Wold device and the classical Lindeberg CLT (Billingsley, 1995, Theorem 27.2). We need to show that

$$\lim_{n \to \infty} c_n((s, x), (s', x')) = c_{\infty}^{-1}c((s, x), (s', x')) \quad (8.6)$$

where \( c \) is defined in (3.2) and where

$$c_n((s, x), (s', x')) = \frac{1}{nv_n} \sum_{j=1}^{m} \text{Cov}(f_{j,n,s,x}(Y_{n,j}), f_{j,n,s',x'}(Y_{n,j})), \quad (8.7)$$

and that the Lindeberg condition is satisfied, that is, for any \((s, x) \in [0, 1]^2 \) and any \( \varepsilon > 0 \),

$$\lim_{n \to \infty} \frac{1}{nv_n} \sum_{j=1}^{m} E \left[ \left( f_{j,n,s,x}(Y_{n,j}) - E f_{j,n,s,x}(Y_{n,j}) \right)^2 \right]$$
1(\{|f_{j,n,s,x}(Y_{n,j}) - E f_{j,n,s,x}(Y_{n,j})| > \varepsilon \sqrt{nv_n}\} = 0.

Observing that \{|f_{j,n,s,x}| \leq r\), the Lindeberg condition is actually a simple consequence of the assumption \(r = o(\sqrt{nv_n})\) in (B3), see also Corollary 3.6 in Drees and Rootzén (2010) for a similar argumentation.

It remains to prove (8.6), and for that purpose, we follow arguments from the proof of Remark 3.7 and Corollary 4.2 in Drees and Rootzén (2010). First of all, since \(E|f_{j,n,s,x}(Y_{n,j})| \leq rP(X_{n,1} \neq 0) = rv_n\) for all \(j = 1,\ldots,m\) and \(s,x \in [0,1]\), we have that

\[
c_n((s, x), (s', x')) = \frac{1}{nv_n} \sum_{j=1}^{m} E[f_{j,n,s,x}(Y_{n,j})f_{j,n,s',x'}(Y_{n,j})] + O(rv_n)
\]

\[
= \frac{r}{n} \sum_{j=1}^{m} 1(j \leq [(s \land s')m])A_n(j) + O(rv_n) \quad (8.8)
\]

where

\[ A_n(j) = \frac{1}{rv_n} E \left[ g_{j,n,x}(Y_{n,j})g_{j,n,x'}(Y_{n,j}) \right] \]

and where the remainder is \(o(1)\) by (B3).

Let us next calculate \(A_n(j)\). For that purpose, recall the notion of the length of the core of a cluster \(y\), denoted by \(L(y)\), see Definition 2.1 in Drees and Rootzén (2010). Let \(K > 0\) be a constant and decompose

\[
A_n(j) = \frac{1}{rv_n} E \left[ g_{j,n,x}(Y_{n,j})g_{j,n,x'}(Y_{n,j})1(L(Y_{n,j}) \leq K) \right]
\]

\[
+ \frac{1}{rv_n} E \left[ g_{j,n,x}(Y_{n,j})g_{j,n,x'}(Y_{n,j})1(L(Y_{n,j}) > K) \right]
\]

\[ = S_{n,K}(j) + R_{n,K}(j). \]

By stationarity, we have

\[
R_{n,K}(j) \leq \frac{1}{rv_n} \sum_{i,i'=1}^{r} P \left( X'_{n,i} > 0, X'_{n,i'} > 0, L(Y_{n,1}) > K \right)
\]

\[
\leq \frac{1}{rv_n} E \left[ \left( \sum_{i=1}^{r} 1(X'_{n,i} > 0) \right)^2 1(L(Y_{n,1}) > K) \right]
\]

\[
\leq \left\{ \frac{1}{rv_n} E \left[ \left( \sum_{i=1}^{r} 1(X'_{n,i} > 0) \right)^{2+\delta} \right] \right\}^{2/(2+\delta)} \left\{ \frac{1}{rv_n} P(L(Y_{n,1}) > K) \right\}^{\delta/(2+\delta)}.
\]

Thus, as a consequence of (B4) and Lemma 5.2(vii) in Drees and Rootzén (2010), which is applicable by (B3), we obtain that

\[
\lim_{K \to \infty} \limsup_{n \to \infty} \sup_{j=1,\ldots,m} \{R_{n,K}(j) : j = 1,\ldots,m\} = 0. \quad (8.9)
\]

Further, for any \(j \in \{1,\ldots,m\},\)

\[
S_{n,K}(j) = \frac{1}{rv_n} \sum_{i,i' \in J_{n,j}} P \left( X'_{n,i} > c_{\infty} - c\left(\frac{j}{n}\right)x, X'_{n,i'} > c_{\infty} - c\left(\frac{j}{n}\right)x', L(Y_{n,j}) \leq K \right)
\]

\[
= \frac{1}{rv_n} \sum_{i,i' \in J_{n,j}} P \left( X'_{n,i} > c_{\infty} - c\left(\frac{j}{n}\right)x, X'_{n,i'} > c_{\infty} - c\left(\frac{j}{n}\right)x', L(Y_{n,j}) \leq K \right)
\]
Further, by similar calculations as in (8.9), we have that
\[ \lim_{K \to \infty} \limsup_{n \to \infty} \sup \{ R_{n,K}^r(j) : j = 1, \ldots, m \} = 0. \]  
(8.10)

Further, by Lemma 9.1 and uniform continuity of c,
\[ S_{n,K}^r(j) = \frac{1}{r \nu_n} \sum_{i,i' \in J_{n,j}, |i-i'| \leq K} P \left( X_{n,i} > c_\infty - c \left( \frac{1}{n} \right) x, X_{n,i'} > c_\infty - c \left( \frac{1}{n} \right) x', \mathcal{L}(Y_{n,i}) > K \right), \]
\[ R_{n,K}^r(j) = \frac{1}{r \nu_n} \sum_{i,i' \in J_{n,j}, |i-i'| \leq K} P \left( X_{n,i} > c_\infty - c \left( \frac{1}{n} \right) x, X_{n,i'} > c_\infty - c \left( \frac{1}{n} \right) x', \mathcal{L}(Y_{n,i}) > K \right). \]

By similar calculations as in (8.9), we have that
\[ \lim_{K \to \infty} \limsup_{n \to \infty} \sup \{ R_{n,K}^r(j) : j = 1, \ldots, m \} = 0. \]  
(8.10)

Assembling terms, we have
\[ A_n(j) = \frac{c \left( \frac{1}{m} \right)}{c_\infty} D_K(x,x') + R_{n,K}(j) + R_{n,K}^r(j) + o(1) \]
where the o(1) is uniform in \( j = 1, \ldots, m \) and \( x, x' \in [0,1] \).

As a consequence of the latter display and (8.8), we obtain that
\[ \varepsilon_n((s,x),(s',x')) = \varepsilon_{n,K}((s,x),(s',x')) + r_{n,K}((s,x),(s',x')) + o(1), \]
where
\[ \varepsilon_{n,K}((s,x),(s',x')) = c_\infty^{-1/r} \sum_{j=1}^{[s \wedge s']^m} \frac{c \left( \frac{1}{m} \right)}{c_\infty} D_K(x',x) \]
\[ r_{n,K}((s,x),(s',x')) = c_\infty^{-1/r} \sum_{j=1}^{[s \wedge s']^m} \{ R_{n,K}(j) + R_{n,K}^r(j) \} \]

By (8.9) and (8.10), we have
\[ \lim_{K \to \infty} \limsup_{n \to \infty} r_{n,K}((s,x),(s',x')) = 0. \]

Further,
\[ \lim_{n \to \infty} \varepsilon_{n,K}((s,x),(s',x')) = \frac{C(s \wedge s')}{c_\infty} D_K(x,x'). \]

We may finally apply Lemma 9.2 to conclude that (8.6) is met.
The next step consists of getting rid of the assumption of independence of blocks. Recall that \(1 < \ell_n < r\) denotes an integer sequence converging to infinity such that \(\ell_n = o(r)\). We may then write \(Z_n(s, x) = Z^+_n(s, x) + Z^-_n(s, x)\), where

\[
Z^+_n(s, x) = \frac{1}{\sqrt{nv_n}} \sum_{j=1}^{\lfloor \ell_n \rfloor} \sum_{i=j-r+1}^{r-\ell_n} 1(X'_{n,i} > c_\infty - c(\frac{s}{n})x) - \Pr(X'_{n,i} > c_\infty - c(\frac{s}{n})x)
\]

\[
Z^-_n(s, x) = \frac{1}{\sqrt{nv_n}} \sum_{j=1}^{\lfloor \ell_n \rfloor} \sum_{i=j-r+1}^{r-\ell_n} 1(X'_{n,i} > c_\infty - c(\frac{s}{n})x) - \Pr(X'_{n,i} > c_\infty - c(\frac{s}{n})x).
\]

Further, for \(n \in \mathbb{N}\), let \(Y^*_{n,1}, \ldots, Y^*_{n,m}\) denote an i.i.d. sequence, where \(Y^*_{n,1}\) is equal in distribution to \(Y_{n,1}\). Let \(Z^*_n, Z^+_{n,*}\) and \(Z^-_{n,*}\) be defined analogously to \(Z_n, Z^+_n\) and \(Z^-_n\), but in terms of \(Y^*_{n,1}, \ldots, Y^*_{n,m}\). We will show that:

(i) For any \(s, x \in [0, 1]\), we have \(Z^-_{n,*}(s, x) = o_P(1)\) and \(Z^+_{n,*}(s, x) = o_P(1)\).

(ii) The fidis of \(Z^+_n, Z^-_{n,*}\) converge weakly if and only if the fidis of \(Z^+_{n,*}\) converge weakly. In that case, the weak limits coincide.

As a consequence, the asymptotic distribution of the fidis of \(Z_n\) coincides with the asymptotic distribution of the fidis of \(Z^*_n\), and the latter has already been derived above.

**Proof of (i).** Let us first show that \(Z^-_{n,*}(s, x) = o_P(1)\), which follows if we show that \(\operatorname{Var}(Z^-_{n,*}(s, x)) = o(1)\). Now, by stationarity,

\[
\operatorname{E}\left\{\sum_{i=1}^{\ell_n} 1(X'_{n,i} \neq 0)\right\}^2 \geq \operatorname{E} \sum_{j=1}^{\lfloor r/\ell_n \rfloor} \left\{\sum_{i=j(r-1) + 1}^{r\ell_n} 1(X'_{n,i} \neq 0)\right\}^2
\]

\[
= \frac{r}{\ell_n} \operatorname{E} \left\{\sum_{i=1}^{\ell_n} 1(X'_{n,i} \neq 0)\right\}^2.
\]

As a consequence, by independence of blocks, stationarity and \((B4)\),

\[
\operatorname{Var}(Z^-_{n,*}(s, x)) \leq \frac{m}{nv_n} \operatorname{Var} \left(\sum_{i=1}^{\ell_n} 1(X'_{n,i} \neq 0)\right) = O(\ell_n/r),
\]

which converges to 0 by the assumption on \(\ell_n\).

Now, consider \(Z^-_{n,*}(s, x)\). Split the sum into two sums \(Z^-_{n,*}(s, x)\) and \(Z^-_{n,*}(s, x)\), according to whether \(j\) is even or odd. It suffices to show that each of these sums is \(o_P(1)\). We only consider the sum over the even blocks; the argumentation for the odd blocks is similar. Now, since the observations making up the even numbered blocks are separated by \(r\) observations, we may follow the argumentation in Eberlein (1984) to obtain that

\[
d_{\text{TV}}(P^{(Y_{n,j} \mid 1 \leq j \leq [m/2])}, P^{(Y_{n,j} \mid 1 \leq j \leq [m/2])}) \leq [m/2] \beta(r),
\]

where \(d_{\text{TV}}\) denotes the total variation distance between two probability laws. Since \(m \beta(\ell_n) = o(1)\) by \((B3)\), the latter display is \(o(1)\). As a consequence, \(Z^-_{n,*}(s, x) = Z^-_{n,*}(s, x) + o_P(1)\). Finally, \(Z^-_{n,*}(s, x) = o_P(1)\) by the same reasoning as for \(Z^-_{n,*}\).

**Proof of (ii).** Note that \(Z^+_n\) only depends on \((Y_{n,j}^{-(r-\ell_n)})_{1 \leq j \leq m}\), where \(Y_{n,j}^{-(r-\ell_n)}\) consists of the first \(r - \ell_n\) coordinates of \(Y_{n,j}\). A similar assertion holds for \(Z^-_{n,*}\), which is
defined in terms of \((Y_{n,j}^{(r-\ell_n)})_{1\leq j \leq m}\). The assertion in (ii) follows from the fact that
\[
d_{TV}(P(Y_{n,j}^{(r-\ell_n)})_{1\leq j \leq m}, P(Y_{n,j}^{(r-\ell_n)})_{1\leq j \leq m}) \leq m \beta(\ell_n) \to 0
\]
by assumption and since the respective shortened blocks are separated by \(\ell_n\) observations.

It remains to show asymptotic tightness. For that purpose, decompose \(Z_n = Z_n^{even} + Z_n^{odd}\) and likewise \(Z_n^* = Z_n^{even,*} + Z_n^{odd,*}\) into sums over even and odd numbered blocks. Clearly, asymptotic tightness of \(\{Z_n(s, x)\}_{(s, x) \in [0,1]^2}\) follows from asymptotic tightness of \(\{Z_n^{even}(s, x)\}_{(s, x) \in [0,1]^2}\) and \(\{Z_n^{odd}(s, x)\}_{(s, x) \in [0,1]^2}\). We only consider the even numbered blocks. In view of (8.12), it is further sufficient to show asymptotic tightness of \(\{Z_n^{even,*}(s, x)\}_{(s, x) \in [0,1]^2}\). To reduce the notational complexity, we instead prove asymptotic tightness of \(\{Z_n^*(s, x)\}_{(s, x) \in [0,1]^2}\). For that purpose, we apply Theorem 11.16 in Kosorok (2008), with \(i\) in that theorem replaced by \((s, x)\), and with
\[
f_{n,j}(\omega; (s, x)) = 1(\frac{1}{m} \leq s) \times \frac{1}{\sqrt{\text{TV}_n}} \sum_{i \in J_{n,j}} 1(X_{n,i}^*(\omega) > c_\infty - c(n^j_n)x),
\]
where \(\omega\) is an element of the underlying probability space on which the \(X_{n,i}^*\) are defined. We need to show that

1. \(\{f_{n,j} : j = 1, \ldots, m\}\) is almost measurable Suslin (AMS);
2. the \(\{f_{n,j}\}\) are manageable with envelopes \(\{F_{n,j}\}\) given through
\[
F_{n,j}(\omega) := \frac{1}{\sqrt{\text{TV}_n}} \sum_{i \in J_{n,j}} 1(X_{n,i}^*(\omega) \neq 0);
\]
3. \(\lim_{n \to \infty} E\{Z_n^*(s, x)Z_n^*(s', x')\}\) exists for all \((s, x), (s', x') \in [0,1]^2\);
4. \(\limsup_{n \to \infty} \sum_{j=1}^m E F_{n,j}^2 < \infty\);
5. \(\lim_{n \to \infty} \sum_{j=1}^m E F_{n,j}^2 1(F_{n,j} > \varepsilon) = 0\) for all \(\varepsilon > 0\);
6. \(\rho(s, x; s', x') = \lim_{n \to \infty} \rho_n(s, x; s', x')\) exists for every \((s, x), (s', x') \in [0,1]^2\),

where
\[
\rho_n(s, x; s', x') := \left\{ \sum_{j=1}^m E |f_{n,j}(\omega; s, x) - f_{n,j}(\omega; s', x')|^2 \right\}^{1/2}.
\]

In that case, \(\rho\) defines a semimetric on \([0,1]^2\). Moreover, \(\rho_n(s_n, x_n; s'_n, x'_n) \to 0\) for all sequences \((s_n, x_n) \in \mathbb{N}\), \((s'_n, x'_n) \in \mathbb{N}\) such that \(\rho(s_n, x_n; s'_n, x'_n) \to 0\).

**Proof of (1).** By Lemma 11.15 in Kosorok (2008), the triangular array \(\{f_{n,j}\}\) is AMS provided it is separable, that is, provided that, for every \(n \in \mathbb{N}\), there exists a countable subset \(S_n \subset [0,1]^2\) such that
\[
P^\star \left( \sup_{(s, x) \in [0,1]} \inf_{(s', x') \in S_n} \sum_{j=1}^m (f_{n,j}(\omega; s, x) - f_{n,j}(\omega; s', x'))^2 > 0 \right) = 0.
\]

Define \(S_n := (\mathbb{Q} \cap [0,1])^2\) for all \(n \in \mathbb{N}\). Then, for every element \(\omega\) of the underlying probability space and for every \((s, x) \in [0,1]^2\), there exists \((s', x') \in S_n\) such that
\[
\sum_{j=1}^m (f_{n,j}(\omega; s, x) - f_{n,j}(\omega; s', x'))^2 = 0.
\]
Lemma 9.2. Not imply uniform convergence, due to the pointwise nature of the main argument, as claimed in (6), it is sufficient to show that the convergence in the last display is for any fixed (with \( \rho \) denotes a continuous, non-negative, increasing function on \([0, 1] \)).

Proof of (2). By Theorem 11.17(iv) in Kosorok (2008), it suffices to prove that the triangular arrays \( \{ f_{n,j}(\omega) : x = \frac{1}{\sqrt{n}} \sum_{i \in J_{n,j}} 1(X^{i}_{n,m}(\omega) > c_{\infty} - c(\frac{i}{n})x) : x \in [0, 1] \}_{j=1,...,m} \) and \( \{ \bar{g}_{n,j}(\omega; s) = 1(j/m \leq s) : s \in [0, 1] \}_{j=1,...,m} \) are manageable with respective envelopes \( \{ F_{n,j}(\omega) \}_{j=1,...,m} \) and \( \{ \bar{G}_{n,j}(\omega) = 1 \}_{j=1,...,m} \). Following the discussion on Page 221 in Kosorok (2008), these two assertions are consequences of (B4). Moreover, the assumption \( r = o(\sqrt{n/m}) \) in (B3) implies (5).

Proof of (3), (4) and (5). Condition (3) is simply the calculation of \( \epsilon((s, x), (s', x')) \) above. Condition (4) is a consequence of (B4). Moreover, the assumption \( r = o(\sqrt{n/m}) \) in (B3) implies (5).

Proof of (6). Let
\[
\sigma^{2}(x, x') = d_{0}(x, x') + \sum_{h=1}^{\infty} (d_{h}(x, x') + d_{h}(x', x)).
\]
For \((s, x), (s', x') \in [0, 1]^{2}\), let \( \bar{x} = x \) if \( s \geq s' \) and \( \bar{x} = x' \) else. Then, by similar arguments that lead to (8.6), we have
\[
\rho^{2}_{s}(s, x; s', x') = \frac{1}{n_{v}} \left\{ \frac{[s/s']^{m}}{\sum_{j=1}^{[s/s']^{m}}} E \left\{ g_{j,n,x}(Y_{n,j}) - g_{j,n,x'}(Y_{n,j}) \right\}^{2} + \frac{[s/s']^{m}}{\sum_{j=1}^{[s/s']^{m}}+1} E \left\{ g_{j,n,x}(Y_{n,j}) \right\}^{2} \right\}
\]
\[
= c_{\infty}^{-1} \left\{ C(s \land s') \{ \sigma^{2}(x, x) - 2\sigma^{2}(x, x') + \sigma^{2}(x', x') \} + \{ C(s \lor s') - C(s \land s') \} \sigma^{2}(x, x) \right\} + o(1)
\]
\[
= \rho^{2}((s, x), (s', x')) + o(1),
\]
for any fixed \((s, x), (s', x') \in [0, 1]^{2}\). In order to show the convergence along sequences as claimed in (6), it is sufficient to show that the convergence in the last display is in fact uniform. Note that the argumentation used for pointwise convergence does not imply uniform convergence, due to the pointwise nature of the main argument, Lemma 9.2.

Let \( t_{j} = (s_{j}, x_{j}, s'_{j}, x'_{j}) \in [0, 1]^{4}, j = 1, 2. \) Suppose we have shown that
\[
|\rho^{2}_{n}(t_{1}) - \rho^{2}_{n}(t_{2})| \lesssim H_{n}(t_{1}, t_{2})
\]
(8.14)
with
\[
H_{n}(t_{1}, t_{2}) = h_{0}(|x_{1} - x_{2}| + q_{n}) + h_{0}(|x'_{1} - x'_{2}| + q_{n}) + |s_{1} - s_{2}| + |s'_{1} - s'_{2}| + q_{n},
\]
where \( q_{n} \) denotes a sequence converging to zero (independent of \( t_{1}, t_{2} \)), where \( h_{0} \) denotes a continuous, non-negative, increasing function on \([0, 1] \) with \( h_{0}(0) = 0 \) and where the symbol \( \lesssim \) means that the left-hand side is bounded by a constant multiple of the right-hand side, the constant being independent of \( n, t_{1}, t_{2} \). By pointwise convergence of \( \rho^{2}_{n} \), we then also have
\[
|\rho^{2}(t_{1}) - \rho^{2}(t_{2})| \lesssim H(t_{1}, t_{2}),
\]
(8.15)
where
\[
H(t_{1}, t_{2}) = h_{0}(|x_{1} - x_{2}|) + h_{0}(|x'_{1} - x'_{2}|) + |s_{1} - s_{2}| + |s'_{1} - s'_{2}|.
\]

Now, let \( \varepsilon > 0 \) be given. Then, by uniform continuity of \( h_{0} \), there exists \( \delta > 0 \) such that \( H_{n}(t_{1}, t_{2}) < \varepsilon \) and \( H(t_{1}, t_{2}) < \varepsilon \) for all \( \|t_{1} - t_{2}\|_{2} < \delta \) and for all \( n \) sufficiently
large. Choose a finite grid of points \( t^{(1)}, \ldots, t^{(p)} \) such that each point \( t \in [0,1]^4 \) lies in the open ball of radius \( \delta \) with center \( t^{(j)} \), for some \( j = 1, \ldots, p \). Then,
\[
|p_n^2(t) - \rho^2(t)| \leq |p_n^2(t) - \rho_n^2(t^{(j)})| + |\rho_n^2(t^{(j)}) - \rho^2(t^{(j)})| + |\rho^2(t^{(j)}) - \rho^2(t)|
\]
\[
\lesssim 2\varepsilon + \max_{j=1}^p |\rho_n^2(t^{(j)}) - \rho^2(t^{(j)})|.
\]
The upper bound does not depend on \( t \), and converges to \( 2\varepsilon \) for \( n \to \infty \) by pointwise convergence. Since \( \varepsilon > 0 \) was arbitrary, we obtain that \( \rho_n^2 \to \rho^2 \) uniformly.

It remains to show (8.14). Let \( s_j^1 = s_j \vee s_j^\vee \) and \( s_j^2 = s_j \wedge s_j^\wedge \). Up to symmetry, we need to distinguish three cases:
\[
s_j^2 \leq s_j^\wedge, \quad s_j^2 \leq s_j^1 \leq s_j^\vee, \quad s_j^2 \leq s_j^1 \leq s_j^\vee \leq s_j^\wedge.
\]
For brevity, we only consider the first case, and make the further assumption that \( s_2 < s_2^1 < s_1 < s_1^\wedge \). Introduce the notation \( G_j(x) = g_{n,j,x}(Y_{n,j}) \). We may then write
\[
\rho_n^2(t) - \rho_n^2(t_2) = a_{n1} + a_{n2} + a_{n3} + a_{n4},
\]
where
\[
\begin{align*}
a_{n1} & = \frac{1}{n^2} \sum_{j=1}^{[s_2m]} E \left[ \left( G_j(x_1) - G_j(x_1') \right)^2 - \left( G_j(x_2) - G_j(x_2') \right)^2 \right], \\
a_{n2} & = \frac{1}{n^2} \sum_{[s_2m]+1}^{[s_2m]} E \left[ \left( G_j(x_1) - G_j(x_1') \right)^2 - \left( G_j(x_2) - G_j(x_2') \right)^2 \right], \\
a_{n3} & = \frac{1}{n^2} \sum_{[s_1m]+1}^{[s_1m]} E \left[ \left( G_j(x_1) - G_j(x_1') \right)^2 \right], \\
a_{n4} & = \frac{1}{n^2} \sum_{[s_1m]+1}^{[s_1m]} E \left[ \left( G_j(x_2) - G_j(x_2') \right)^2 \right].
\end{align*}
\]
Note that \( E\{G_j(x)\}^2 \leq E\{\sum_{i \in J_{n,i}} 1(X'_{n,i} > 0)\}^2 = O(rv_n) \), uniformly in \( x \) and \( j = 1, \ldots, m \), by Condition (B4). Hence,
\[
|a_{n2}| \lesssim \frac{|s_2^1| - |s_2^2|}{m} \leq s_2^1 - s_2 + m^{-1} \leq |s_1 - s_2| + m^{-1}.
\]
Similarly, \( |a_{n3}| \) and \( |a_{n4}| \) are bounded by a constant multiple of \( |s_1 - s_2^1| + m^{-1} \). It remains to treat \( |a_{n1}| \). The triangular inequality and the Cauchy-Schwarz-inequality imply that each summand of \( |a_{n1}| \) can be bounded by
\[
E \left[ \left| G_j(x_1) - G_j(x_1') + G_j(x_2) - G_j(x_2') \right| \cdot \left| G_j(x_1) - G_j(x_1') - G_j(x_2) + G_j(x_2') \right| \right]
\]
\[
\leq \left\{ E \left| G_j(x_1) - G_j(x_1') + G_j(x_2) - G_j(x_2') \right|^2 \right\}^{1/2}
\]
\[
\times \left\{ E \left| G_j(x_1) - G_j(x_1') \right|^2 + E \left| G_j(x_1') - G_j(x_2') \right|^2 \right\}^{1/2}
\]
The first factor is of the order \( O((rvn)^{1/2}) \) by Condition (B4), uniformly in \( j = 1, \ldots, m \) and the \( x \)-arguments. Regarding the second factor note that, by Hölder-continuity of \( c \) as assumed in Condition (B2), we have
\[
0 < c(\frac{t}{n}) - K_c(\frac{t}{n})^{1/2} \leq c(\frac{t}{n}) \leq c(\frac{t}{n}) + K_c(\frac{t}{n})^{1/2}, \quad \forall t \in J_{n,j},
\]
for sufficiently large \( n \). Without loss of generality, let \( x_1 \leq x_2 \). Then, by monotonicity and Condition (B5),
\[
E \left| G_j(x_1) - G_j(x_2) \right|^2
\]
\[
= E \left\{ \sum_{i \in J_{n,j}} 1(c_\infty - c(\frac{1}{n})x_1 \geq X'_{n,i} > c_\infty - c(\frac{1}{n})x_2) \right\}^2
\]
\[
\begin{align*}
&\leq \mathbb{E}\left\{ \sum_{i=1}^{n} \mathbf{1}(c_{\infty} - \{c(\frac{t}{n}) - K_{c}(\frac{x}{n})^{1/2}\} x_{1} \geq X_{n,i} > c_{\infty} - \{c(\frac{t}{n}) + K_{c}(\frac{x}{n})^{1/2}\} x_{2}\right\}^{2} \\
&\leq h(c(\frac{t}{n}) + K_{c}(\frac{x}{n})^{1/2}(x_{1} + x_{2}))r_{n}n^{k}\left\{ c_{\infty}(x_{2} - x_{1}) + 2K_{c}m^{-1/2}\right\}rv_{n}
\end{align*}
\]  

(8.16)

As a consequence,

\[|a_{n}| \lesssim h^{1/2}(c_{\infty}|x_{1} - x_{2}| + 2K_{c}m^{-1/2}) + h^{1/2}(c_{\infty}|x_{1}' - x_{2}'| + 2K_{c}m^{-1/2})\]

which finally proves (8.14) with \(h_{0}(x) = h^{1/2}(c_{\infty}x)\) and \(q_{n} = 2K_{c}m^{-1/2}/c_{\infty}\). \(\square\)

**Proof of Proposition 6.2.** Let \((s,x) \in [0,1] \times [0,L]\). Set \(\varepsilon_{n}(x) = V(n/(kx)) = F^{-1}(1-kx/n)\) such that, almost surely,

\[F_{n}(s,x) = \sqrt{k}\left\{ \frac{1}{k} \sum_{i=1}^{n} \mathbf{1}\left( U_{i}^{(n)} > F_{n,i}\left(V\left(\frac{n}{kx}\right)\right)\right) 1(i/n \leq s - xC(s)) \right\} = \sqrt{k}\left\{ \frac{1}{k} \sum_{i=1}^{n} \mathbf{1}\left( U_{i}^{(n)} > 1 - \frac{kx}{n}F_{n,i}(\varepsilon_{n}(x))\right) 1(i/n \leq s - xC(s)) \right\}.
\]

According to Condition (B6), there exist \(y_{0} < x^{*}\) and \(\tau > 0\) such that, for all \(y > y_{0}, n \in \mathbb{N}, 1 \leq i \leq n\),

\[c(i/n)\left\{ 1 - \frac{\tau}{c_{\min}}A\left(\frac{1}{1 - F(y)}\right) \right\} \leq \frac{1 - F_{n,i}(y)}{1 - F(y)} \leq c(i/n)\left\{ 1 + \frac{\tau}{c_{\min}}A\left(\frac{1}{1 - F(y)}\right) \right\}.
\]

Since \(\varepsilon_{n}(x) \rightarrow x^{*}\), this implies, for \(n\) large enough,

\[\left\{ U_{i}^{(n)} > 1 - c(i/n)(1 - \delta_{n})\frac{kx}{n}\right\} \subseteq \left\{ U_{i}^{(n)} > 1 - \frac{1 - F_{n,i}(\varepsilon_{n}(x))}{1 - F(\varepsilon_{n}(x))}\frac{kx}{n}\right\} \subseteq \left\{ U_{i}^{(n)} > 1 - c(i/n)(1 + \delta_{n})\frac{kx}{n}\right\},\]  

(8.17)

where \(\delta_{n} = \sup_{x \in (0,L]} \frac{c_{\min}}{c_{\min}}A\left(\frac{n}{kx}\right) = \frac{c_{\min}}{c_{\min}}A\left(\frac{n}{kx}\right)\). As a consequence, by the definition of \(S_{n}\) in (6.1), almost surely

\[S_{n}(s,x(1 - \delta_{n}))) - \sqrt{k}\delta_{n}xC(s) \leq F_{n}(s,x) \leq S_{n}(s,x(1 + \delta_{n}))) + \sqrt{k}\delta_{n}xC(s).
\]

Therefore,

\[\sup_{(s,x) \in [0,1] \times [0,L]} |F_{n}(s,x) - S_{n}(s,x)| \leq 2w_{\delta_{n}}(S_{n}) + 2\sqrt{k}\delta_{n},\]

where, for \(\delta > 0\),

\[w_{\delta}(S_{n}) = \sup_{(s,y),(s,z) \in [0,1]^{2} : |y - z| < \delta} |S_{n}(s,y) - S_{n}(s,z)|.\]  

(8.18)

Now, since \(\sqrt{k}\delta_{n} \leq \sqrt{k}\frac{c}{c_{\min}}A\left(\frac{n}{kL}\right) = o(1)\) by Condition (B6), it suffices to show that, for any \(\varepsilon > 0\),

\[\lim_{n \rightarrow \infty} \sup_{\delta_n} P(w_{\delta_{n}}(S_{n}) > \varepsilon) = 0.\]  

(8.19)

For arbitrary \(\delta > 0\), we have

\[P(w_{\delta_{n}}(S_{n}) > \varepsilon) = P(w_{\delta_{n}}(S_{n}) > \varepsilon, \delta_{n} < \delta) + P(w_{\delta_{n}}(S_{n}) > \varepsilon, \delta_{n} \geq \delta) \leq P(w_{\delta_{n}}(S_{n}) > \varepsilon) + o(1).\]

In the following we set \(L = 1\) in order to be able to refer to the proof of Proposition 6.1 in an easier manner; the general case \(L \in \mathbb{N}\) can again be shown analogously.
Consider the semimetric $\rho$ on $[0,1]^2$ defined in the proof of Proposition 6.1, see (8.13). By Theorem 11.16 in Kosorok (2008), we know that $[0,1]^2$ is totally bounded under $\rho$. Further, by (8.15), $\rho((s,y),(s,z)) \leq h_0^2/2(|y-z|) \leq h_0^2/2(\delta)$ for all $s,y,z \in [0,1]$ with $|y-z| < \delta$, where $h_0$ is non-decreasing and continuous with $h_0(0) = 0$. Consequently,

$$\lim_{\delta \downarrow 0} \lim_{n \to \infty} \sup_{v \in [0,1]} P\left( w_0(S_n) > \varepsilon \right) \leq \lim_{\delta \downarrow 0} \lim_{n \to \infty} P\left( \sup_{(s,y),(s,z) \in [0,1]^2, \rho((s,y),(s,z)) < \delta} |S_n(s,y) - S_n(s,z)| > \varepsilon \right),$$

which equals $0$ by Theorem 7.19 and Theorem 11.16 in Kosorok (2008), the latter being applicable because of the proof of Proposition 6.1.

9. Auxiliary Results

**Lemma 9.1.** Under the assumptions of Proposition 6.1, for any fixed $h \geq 0$, we have that

$$\sup_{x,x' \in [0,L]} \sup_{i=1}^{n} \left| \frac{1}{v_n} P(X_{n,i} > c_\infty - c\left(\frac{i}{n}\right)x, X'_{n,i+h} > c_\infty - c\left(\frac{i+h}{n}\right)x' - c\left(\frac{i}{n}\right)dx, X'_{n,i+h} > c_\infty - c\left(\frac{i+h}{n}\right)x' \right|$$

converges to $0$ as $n \to \infty$, where $v_n = v_n(L) = k_n c_\infty$ with $c_\infty = c_\infty(L)$.

**Proof.** First note that, as a consequence of (2.1) and the continuous mapping theorem, for any $\ell \in \mathbb{N}$ and with $c_\ell = c_\infty k_n^{-\ell}$,

$$P((X'_{n,1}, \ldots, X'_{n,\ell}) \in dx \mid X'_{n,1} > 0) = P\left((c_\infty\{1 - (c_\ell Z_1)^{-1}\}, \ldots, c_\infty\{1 - (c_\ell Z_\ell)^{-1}\}) \in dx \mid Z_1 > c_\ell^{-1}\right)$$

$$\sim P(W_1, \ldots, W_\ell) \in dx,$$

where $W_j = c_\infty(1 - 1/Y_j^{-1})$. Note that $W_1$ is standard uniform on $(0,c_\infty)$ and that $W_j \geq 0$ may have an atom at zero and is absolutely continuous on $(0,c_\infty)$, for $j \geq 2$. A simple extension of Lemma 2.11 in van der Vaart (1998) implies that

$$\sup_{x_1, \ldots, x_\ell > 0} \left| P(X'_{n,1} > x_1, \ldots, X'_{n,\ell} > x_\ell \mid X'_{n,1} > 0) - P(W_1 > x_1, \ldots, W_\ell > x_\ell) \right| = o(1).$$

Thus, for $h \geq 0$ fixed, by uniform continuity of $c$ and $r = o(n)$,

$$\frac{1}{v_n} P\left( X_{n,i} > c_\infty - c\left(\frac{i}{n}\right)x, X'_{n,i+h} > c_\infty - c\left(\frac{i+h}{n}\right)x' \right)$$

$$= \frac{1}{v_n} \left[ c_\infty\{1 - (c_\ell Z_1)^{-1}\}, \ldots, c_\infty\{1 - (c_\ell Z_\ell)^{-1}\} \right] \in dx \mid X'_{n,1} > 0)$$

$$= P\left( W_1 > c_\infty - c\left(\frac{i}{n}\right)x, W_{h+1} > c_\infty - c\left(\frac{i+h}{n}\right)x' \right) + o(1)$$

$$= P\left( W_1 > c_\infty - c\left(\frac{i}{n}\right)x, W_{h+1} > c_\infty - c\left(\frac{i}{n}\right)x' \right) + o(1),$$

where the $o(1)$ is uniform in $i = 1, \ldots, n$ and $x, x' \in [0,L]$. Further, by the spectral decomposition of $(Y_t)_{t \in \mathbb{N}_0}$ (Theorem 3.1 in Basrak and Segers, 2009), that is $(Y_t)_{t \in \mathbb{N}_0} = (Y_0 \Theta_t)_{t \in \mathbb{N}_0}$ for some process $(\Theta_t)_{t \in \mathbb{N}_0}$ independent of $Y_0$ and with $\Theta_0 = 1$, we obtain, by a change of variable,

$$P\left( W_1 > c_\infty - c\left(\frac{i}{n}\right)x, W_{h+1} > c_\infty - c\left(\frac{i}{n}\right)x' \right)$$

$$= P\left( Y_0 > c_\infty \frac{c_\infty}{c\left(\frac{i}{n}\right)x}, Y_{h} > c_\infty \frac{c_\infty}{c\left(\frac{i}{n}\right)x'} \right)$$
\[
\int_{1}^{\infty} P\left( Y_0 > \frac{c_{\infty}}{c_{\frac{1}{n}} x}, Y_0 \Theta_h > \frac{c_{\infty}}{c_{\frac{1}{n}} x'} | Y_0 = y \right) y^{-2} \, dy
= \int_{\frac{c_{\infty}}{y c_{\frac{1}{n}} x'}}^{\infty} P\left( \Theta_h > \frac{c_{\infty}}{yc_{\frac{1}{n}} x'} \right) y^{-2} \, dy
= \frac{c_{\frac{1}{n}}}{c_{\infty}} \int_{1/x}^{\infty} P\left( \Theta_h > \frac{1}{xz'} \right) z^{-2} \, dz
= \frac{c_{\frac{1}{n}}}{c_{\infty}} P\left( Y_0 > \frac{1}{x}, Y_h > \frac{1}{x'} \right)
= \frac{c_{\frac{1}{n}}}{c_{\infty}} d_{\theta}(x, x'),
\]
which implies the assertion. \(\square\)

**Lemma 9.2.** Let \((a_n)_{n \in \mathbb{N}}, (c_k)_{k \in \mathbb{N}}\) and \((r_{n,k})_{(n,k) \in \mathbb{N}^2}\) be sequences satisfying
\[
a_n = c_k + r_{n,k} \quad \text{and} \quad \lim_{k \to \infty} \limsup_{n \to \infty} |r_{n,k}| = 0.
\]
Then \((c_k)_{k \in \mathbb{N}}\) and \((a_n)_{n \in \mathbb{N}}\) are converging, and the respective limits are equal.

**Proof.** Let \(R_k = \limsup_{n \to \infty} r_{n,k}\). Along a subsequence, we have \(\lim_{\ell \to \infty} r_{n,\ell,k} = R_k\). Hence, \(a = \lim_{\ell \to \infty} a_{n,\ell} = c_k + R_k\) exists, and therefore \(\lim_{k \to \infty} c_k = a\). Finally, \(\limsup_{n \to \infty} a_n \leq c_k + R_k \to a\) and \(\liminf_{n \to \infty} a_n \geq c_k - R_k \to a\) as \(k \to \infty\). \(\square\)

**Acknowledgements**

This work has been supported by the Collaborative Research Center “Statistical modeling of nonlinear dynamic processes” (SFB 823) of the German Research Foundation, which is gratefully acknowledged. Computational infrastructure and support were provided by the Centre for Information and Media Technology at Heinrich Heine University Düsseldorf. The authors are grateful to Chen Zhou for helpful discussions and suggestions.

**References**

Aue, A. and L. Horváth (2013). Structural breaks in time series. *J. Time Series Anal.* 34(1), 1–16.

Basrak, B. and J. Segers (2009). Regularly varying multivariate time series. *Stochastic Process. Appl.* 119(4), 1055–1080.

Beirlant, J., Y. Goegebeur, J. Segers, and J. Teugels (2004). *Statistics of extremes: Theory and Applications*. Wiley Series in Probability and Statistics. Chichester: John Wiley & Sons Ltd.

Berbee, H. C. P. (1979). *Random walks with stationary increments and renewal theory*, Volume 112 of *Mathematical Centre Tracts*. Amsterdam: Mathematisch Centrum.

Berghaus, B. and A. Bücher (2017). Goodness-of-fit tests for multivariate copula-based time series models. *Econometric Theory* 33(2), 292–330.

Berghaus, B. and A. Bücher (2018). Weak convergence of a pseudo maximum likelihood estimator for the extremal index. *Ann. Statist.* 46(5), 2307–2335.

Billingsley, P. (1968). *Convergence of Probability Measures*. Wiley, New York.

Billingsley, P. (1995). *Probability and measure* (Third ed.). Wiley Series in Probability and Mathematical Statistics. John Wiley & Sons, Inc., New York. A Wiley-Interscience Publication.

Brockwell, P. J. and R. A. Davis (1991). *Time series: theory and methods* (Second ed.). Springer Series in Statistics. Springer-Verlag, New York.
Bücher, A., P. Kinsvater, and I. Kojadinovic (2017). Detecting breaks in the dependence of multivariate extreme-value distributions. *Extremes* 20(1), 53–89.

Bücher, A. and I. Kojadinovic (2019). A note on conditional versus joint unconditional weak convergence in bootstrap consistency results. *Journal of Theoretical Probability* 32(3), 1145–1165.

Coles, S. (2001). *An introduction to statistical modeling of extreme values*. Springer Series in Statistics. Springer-Verlag London, Ltd., London.

Dahlhaus, R. (2012). Locally stationary processes. In T. Subba Rao, S. Subba Rao, and C. Rao (Eds.), *Time Series Analysis: Methods and Applications*, Volume 30 of *Handbook of Statistics*, pp. 351–413. Elsevier.

Davis, R. A., H. Drees, J. Segers, and M. Warchoł (2018). Inference on the tail process with application to financial time series modeling. *J. Econometrics* 205(2), 508–525.

Davison, A. C. and R. L. Smith (1990). Models for exceedances over high thresholds. *Journal of the Royal Statistical Society: Series B (Methodological)* 52(3), 393–425.

de Haan, L., S. I. Resnick, H. Rootzén, and C. G. de Vries (1989). Extremal behaviour of solutions to a stochastic difference equation with applications to ARCH processes. *Stochastic Process. Appl. 32*(2), 213–224.

de Haan, L., A. K. Tank, and C. Neves (2015). On tail trend detection: modeling relative risk. *Extremes* 18(2), 141–178.

de Haan, L. and C. Zhou (2021). Trends in extreme value indices. *Journal of the American Statistical Association* 116(535), 1265–1279.

Drees, H. (2000). Weighted approximations of tail processes for $\beta$-mixing random variables. *Ann. Appl. Probab.* 10(4), 1274–1301.

Drees, H. (2015). Bootstrapping empirical processes of cluster functionals with application to extremograms. *arXiv preprint arXiv:1511.00420*.

Drees, H. and H. Rootzén (2010). Limit theorems for empirical processes of cluster functionals. *Ann. Statist.* 38(4), 2145–2186.

Drees, H., J. Segers, and M. Warchoł (2015). Statistics for tail processes of markov chains. *Extremes* 18(3), 369–402.

Eberlein, E. (1984). Weak convergence of partial sums of absolutely regular sequences. *Statis. Probab. Lett.* 2(5), 291–293.

Einmahl, J. H. J., L. de Haan, and C. Zhou (2016). Statistics of heteroscedastic extremes. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)* 78(1), 31–51.

Einmahl, J. H. J., A. Ferreira, L. de Haan, C. Neves, and C. Zhou (2022). Spatial dependence and space–time trend in extreme events. *Ann. Statist.* 50(1), 30–52.

Hall, P. and N. Tajvidi (2000). Nonparametric analysis of temporal trend when fitting parametric models to extreme-value data. *Statist. Sci.* 15(2), 153–167.

Hoga, Y. (2017). Change point tests for the tail index of $\beta$-mixing random variables. *Econometric Theory* 33(4), 915–954.

Hoga, Y. (2018). A structural break test for extremal dependence in $\beta$-mixing random vectors. *Biometrika* 105(3), 627–643.

Jones, M. C. (1993). Simple boundary correction for kernel density estimation. *Statistics and computing* 3(3), 135–146.

Kley, T., S. Volgushev, H. Dette, and M. Hallin (2016). Quantile spectral processes: Asymptotic analysis and inference. *Bernoulli* 22(3), 1770–1807.

Kojadinovic, I. and P. Naveau (2017). Detecting distributional changes in samples of independent block maxima using probability weighted moments. *Extremes* 20(2),
Kosorok, M. R. (2008). *Introduction to empirical processes and semiparametric inference*. Springer Series in Statistics. New York: Springer.

Kulik, R. and P. Soulier (2020). *Heavy-Tailed Time Series*. Springer Series in Operations Research and Financial Engineering. Springer New York.

Leadbetter, M. R. (1983). Extremes and local dependence in stationary sequences. *Z. Wahrsch. Verw. Gebiete* 65(2), 291–306.

Leadbetter, M. R., G. Lindgren, and H. Rootzén (1983). *Extremes and related properties of random sequences and processes*. Springer Series in Statistics. Springer-Verlag, New York-Berlin.

Northrop, P. J. (2015). An efficient semiparametric maxima estimator of the extremal index. *Extremes* 18(4), 585–603.

Segers, J. (2003). Functionals of clusters of extremes. *Adv. in Appl. Probab.* 35(4), 1028–1045.

Tsybakov, A. B. (2009). *Introduction to nonparametric estimation*. Springer Series in Statistics. Springer, New York. Revised and extended from the 2004 French original, Translated by Vladimir Zaiats.

van der Vaart, A. W. (1998). *Asymptotic Statistics*, Volume 3 of *Cambridge Series in Statistical and Probabilistic Mathematics*. Cambridge: Cambridge University Press.

van der Vaart, A. W. and J. A. Wellner (1996). *Weak Convergence and Empirical Processes - Springer Series in Statistics*. New York: Springer.
SUPPLEMENTARY MATERIAL ON
“STATISTICS FOR HETEROSCEDASTIC TIME SERIES
EXTREMES”

AXEL BÜCHER AND TOBIAS JENNESSEN

ABSTRACT. This supplementary material contains the remaining proofs for the main paper. Proofs for Sections 3-5 are presented in Sections A-C, respectively. Some auxiliary results are collected in Section D.

APPENDIX A. PROOFS FOR SECTION 3

Proof of Theorem 3.1. Fix $s \in [0,1]$. By definition, $K_b(\cdot,0)$ and $K_b(\cdot,1)$ do not depend on $n$, and the same is true for $K_b(\cdot,s)$ with $s \in (0,1)$ and sufficiently large $n$; we then have $K_b(\cdot,s) = K$. Let

$$\Psi_n(x) = k^{-1} \sum_{i=1}^n 1\{X_i(n) > V\left(\frac{n}{kx}\right)\}$$

such that $F_n(1,x) = \sqrt{k}\{\Psi_n(x) - x\}$. By Proposition 6.2, $\{F_n(1,x)\}_{x \in [0,1]} \Rightarrow \{S(1,x)\}_{x \in [0,1]}$ in $(\ell^\infty([0,1]), \|\cdot\|_\infty)$. Note that $\Psi_n^{-1}(x) = nk^{-1}\{1 - F(X_{n,n-[kx]})\}$, such that

$$\frac{\sqrt{k}\left(nk^{-1}\{1 - F(X_{n,n-[kx]})\} - x\right) + F_n(1,x)}{x \in [0,1]} = o_P(1)$$

by the functional delta-method applied to the inverse map (see Theorem 3.9.4 in van der Vaart and Wellner, 1996). In particular, for $y_n = nk^{-1}\{1 - F(X_{n,n-k})\}$ we obtain

$$\sqrt{k}(y_n - 1) = -F_n(1,1) + o_P(1) \Rightarrow -S(1,1),$$

yielding

$$P\left(h^{1/4}k^{1/2}|y_n - 1| \leq 1\right) \rightarrow 1.$$  \hfill (A.2)

Let $K_b^+(\cdot,s)$ and $K_b^-(\cdot,s)$ denote the positive and negative part of $K_b(\cdot,s)$, respectively, and define, for $y > 0$,

$$c_n^\pm(y,s) = \frac{1}{kh} \sum_{i=1}^n 1\{X_i(n) > V\left(\frac{n}{kky}\right)\} K_b^{\pm}(s - i/n, y),$$

such that $\tilde{c}_n(s) = c_n^+(y_n, s) - c_n^-(y_n, s)$. Note that $c_n^\pm(\cdot,s)$ is monotonically increasing; therefore on the event $\{h^{1/4}k^{1/2}|y_n - 1| \leq 1\}$ in (A.2) we have

$$c_n^+(y^+, s) - c_n^+(y^-, s) \leq c_n^+(y_n, s) - c_n^-(y_n, s) \leq c_n^+(y^+, s) - c_n^-(y^-, s).$$

where $y^\pm = 1 \pm (k^{1/2}h^{1/4})^{-1}$.

The proof of the theorem is finished once we have shown

$$\sqrt{kh}\left\{c_n^+(y^+, s) - c_n^-(y^-, s) - c(s)\right\} \Rightarrow \mathcal{N}(\mu_s, \sigma_2^2),$$

$$\sqrt{kh}\left\{c_n^+(y^-, s) - c_n^-(y^+, s) - c(s)\right\} \Rightarrow \mathcal{N}(\mu_s, \sigma_2^2).$$
We restrict ourselves to proving (A.3), the assertion in (A.4) can be treated analogously. Set
\[d_n^+(y, s) = \frac{1}{kh} \sum_{i=1}^{n} \mathbf{1}(U_{i}^{(n)} > 1 - c(i/n)\frac{ky^+}{n}) K_b^+(\frac{s - i/n}{h}, s)\]
and let us first show that
\[\sqrt{kh}\{ c_n^+(y^+, s) - c_n^-(y^-, s) - d_n^+(y^+, s) + d_n^-(y^-, s) \} = o_P(1). \tag{A.5}\]
which is a consequence of
\[\sqrt{kh}\{ c_n^+(y^+, s) - d_n^+(y^+, s) \} = o_P(1), \quad \sqrt{kh}\{ c_n^-(y^-, s) - d_n^-(y^-, s) \} = o_P(1). \tag{A.6}\]

We only prove the first assertion in (A.6), the second one follows by similar arguments. By the same arguments that lead to (8.17), defining \( \varepsilon_n = F^{-1}(1 - ky^+/n) \), we have
\[\{ U_i^{(n)} > 1 - c(i/n)(1 - w_n)\frac{ky^+}{n} \} \subseteq \{ U_i^{(n)} > 1 - \frac{1 - F_{n,i}(\varepsilon_n)}{1 - F(\varepsilon_n)}\frac{ky^+}{n} \} \]
\[\subseteq \{ U_i^{(n)} > 1 - c(i/n)(1 + w_n)\frac{ky^+}{n} \},\]
where \( w_n = \frac{\tau}{\sigma_{\min}} A\left(\frac{1}{\tau F(\varepsilon_n)}\right) = \frac{\tau}{\sigma_{\min}} A\left(\frac{n}{ky^+}\right) \). Consequently, rewriting
\[c_n^+(y, s) = \frac{1}{kh} \sum_{i=1}^{n} \mathbf{1}(U_{i}^{(n)} > F(\varepsilon_n)) = \frac{1}{kh} \sum_{i=1}^{n} \mathbf{1}\left(U_{i}^{(n)} > 1 - \frac{1 - F_{n,i}(\varepsilon_n)ky^+}{n}\right),\]
(which is true a.s.), we have
\[d_{n,-}^+(y^+, s) \leq c_n^+(y^+, s) \leq d_{n,+}^+(y^+, s), \tag{A.7}\]
where
\[d_{n,\pm}^+(x, s) = \frac{1}{kh} \sum_{i=1}^{n} K_b^+(\frac{s - i/n}{h}, s) \mathbf{1}\left(U_{i}^{(n)} > 1 - c(i/n)(1 \pm w_n)\frac{ky^+}{n}\right).\]

As a consequence of (A.7), the proof of the first assertion in (A.6) is finished once we show that
\[\sqrt{kh}\{ d_{n,\pm}^+(y^+, s) - d_n^+(y^+, s) \} = o_P(1). \tag{A.8}\]

For that purpose, note that
\[
E \left[\sqrt{kh}|d_{n,\pm}^+(y^+, s) - d_n^+(y^+, s)|\right]
\leq \frac{1}{\sqrt{kh}} \sum_{i=1}^{n} K_b^+(\frac{s - i/n}{h}, s) E\left[\mathbf{1}\left(U_{i}^{(n)} > 1 - c(i/n)(1 \pm w_n)\frac{ky^+}{n}\right) - \mathbf{1}\left(U_{i}^{(n)} > 1 - c(i/n)\frac{ky^+}{n}\right)\right]
\leq 2w_n y^+ \sqrt{k} \frac{1}{nh} \sum_{i=1}^{n} K_b^+(\frac{s - i/n}{h}, s) c(i/n)
= \frac{2\tau}{\sigma_{\min}} y^+ \sqrt{k} A\left(\frac{n}{ky^+}\right) \frac{1}{nh} \sum_{i=1}^{n} K_b^+(\frac{s - i/n}{h}, s) c(i/n)
= \frac{2\tau}{\sigma_{\min}} y^+ \sqrt{k} A\left(\frac{n}{ky^+}\right) \left\{ c(s)\eta_1(s) - hc'(s)\eta_2(s) + \frac{h^2}{2} c''(s)\eta_3(s) + o(h^2) + O\left(\frac{1}{nh}\right) \right\}
\]
by Lemma A.1, where \( \eta_k \) is defined as in this lemma with \( K \) replaced by \( K^+_b(\cdot, s) \). The term in the last line of the above display converges to zero since \( \sqrt{kh}\tilde{A}(n/(ky^+)) \leq \sqrt{K}A(n/(2k)) \to 0 \) by assumption. This proves (A.8) and hence (A.5) as argued above.

In the next step, we enforce a block structure, later allowing us to apply mixing conditions and show asymptotic independence of blocks. Let \( r \) from Condition (B3) denote the length of a block, and for simplicity we assume \( m = n/r \in \mathbb{N} \) (otherwise, a potential remainder block of less than \( r \) observations can be shown to be asymptotically negligible). Set

\[
e^+_n(y, s) = \frac{1}{kh} \sum_{j=1}^{m} K^+_b \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j} 1 \left( U^{(n)}_t > 1 - c(\frac{\sqrt{h}}{n}) \right).
\]

Subsequently, we show

\[
\sqrt{kh} \{ d^+_n(y^+, s) - d^+_n(y^-, s) - e^+_n(y^+, s) + e^-_n(y^-, s) \} = o_P(1). \tag{A.9}
\]

Write

\[
E \left[ \sqrt{kh} \left[ d^+_n(y^+, s) - e^+_n(y^+, s) \right] \right] \\
\leq \frac{1}{\sqrt{kh}} \sum_{j=1}^{m} \sum_{t \in I_j} \mathbb{P} \left( U^{(n)}_t > 1 - c(\frac{\sqrt{h}}{n}) \right) K^+_b \left( \frac{s - t/n}{h}, s \right) - K^+_b \left( \frac{s - j/m}{h}, s \right)
\]

\[
= \sqrt{\frac{k}{h}} \sum_{j=1}^{m} \sum_{i=0}^{r-1} c \left( \frac{jr - i}{n} \right) K^+_b \left( \frac{s - ir - t}{h}, s \right) - K^+_b \left( \frac{s - ir}{h}, s \right).
\]

Since \( K^+_b(\cdot, s) \) does not depend on \( n \) for sufficiently large \( n \) and is Lipschitz-continuous, say with constant \( L' \), the above can be bounded by

\[
L'y^+ \sqrt{\frac{k}{h}} \sum_{j=1}^{m} \sum_{i=0}^{r-1} c \left( \frac{jr - i}{n} \right) = L'y^+ \frac{k^{1/2}r}{n^{2\sqrt{2}}} \sum_{j=1}^{m} c \left( \frac{\sqrt{h}}{n} \right)
\]

which converges to zero by Condition (B7). Analogously, \( E \left[ \sqrt{kh} \left[ d^-_n(y^-, s) - e^-_n(y^-, s) \right] \right] = o(1) \), implying that (A.9) holds. Together with (A.5), we have shown that

\[
\sqrt{kh} \{ c^+_n(y^+, s) - e^-_n(y^-, s) - c(s) \} = \sqrt{kh} \{ e^+_n(y^+, s) - e^-_n(y^-, s) - c(s) \} + o_P(1),
\]

whence the assertion in (A.3) is shown once we prove that

\[
H_n = \sqrt{kh} \{ e^+_n(y^+, s) - e^-_n(y^-, s) - c(s) \} \Rightarrow \mathcal{N}(\mu_s, \sigma^2_s). \tag{A.10}
\]

The assertion in (A.10) in turn is a consequence of

\[
\lim_{n \to \infty} E[H_n] = \mu_s, \quad H_n - E[H_n] \Rightarrow \mathcal{N}(0, \sigma^2_s). \tag{A.11}
\]

We start by proving the assertion regarding \( E[H_n] \) in (A.11). For that purpose, write

\[
E \left[ e^+_n(y^+, s) - c^+_n(y^-, s) \right]
= \frac{1}{kh} \sum_{j=1}^{m} K^+_b \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j} \mathbb{P} \left( U^{(n)}_t > 1 - c(\frac{\sqrt{h}}{n}) \right)
- K^+_b \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j} \mathbb{P} \left( U^{(n)}_t > 1 - c(\frac{\sqrt{h}}{n}) \right)
\]
 Altogether, these equalities and equation (A.12) yield \( \lim_{n \to \infty} E[H_n] = \frac{5}{2} c''(s) a(s) = \mu_s \) for any \( s \in [0,1] \), as asserted in (A.11), where we again used \( k^{1/5} h \to \lambda \) from (B7).
Next, consider the assertion on the right-hand side of (A.11). For that purpose, recall $c_\infty = c_\infty(2) = 1 + 2\|c\|_\infty$ and $X'_{n,t}$ from (8.1) with $L = 2$. We may then rewrite $e_\pm$ as

$$e_\pm(y^\pm, s) = \frac{1}{kh} \sum_{j=1}^{m} K_b^\pm \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j} 1(X'_{n,t} > c_\infty - c(\frac{t}{n})y^\pm).$$

We are going to apply a big-block-small-block technique. For that purpose, let

$$I_j^B = \{(j-1)r + 1, \ldots, jr - \ell_n \}, \quad I_j^S = \{jr - \ell_n + 1, \ldots, jr \},$$

where the sequence $\{\ell_n\}_n$ is from Condition (B3). Set

$$e_{n,B}^\pm(y, s) = \frac{1}{kh} \sum_{j=1}^{m} K_b^\pm \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j^B} 1(X'_{n,t} > c_\infty - c(\frac{t}{n})y^\pm) - \frac{1}{kh} \sum_{j=1}^{m} K_b^\pm \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j^S} 1(X'_{n,t} > c_\infty - c(\frac{t}{n})y^\pm),$$

$$e_{n,S}^\pm(y, s) = \frac{1}{kh} \sum_{j=1}^{m} K_b^\pm \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j^S} 1(X'_{n,t} > c_\infty - c(\frac{t}{n})y^\pm) - \frac{1}{kh} \sum_{j=1}^{m} K_b^\pm \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j^B} 1(X'_{n,t} > c_\infty - c(\frac{t}{n})y^\pm).$$

As a consequence, we may write

$$H_n - E[H_n] = \sqrt{kh} \{ e_{n,B}^+(y^+, s) - e_{n,B}^-(y^-, s) \} + \sqrt{kh} \{ e_{n,S}^+(y^+, s) - e_{n,S}^-(y^-, s) \},$$

whence the assertion on the right-hand side of (A.11) follows if we prove that

$$H_{n1} := \sqrt{kh} \{ e_{n,S}^+(y^+, s) - e_{n,S}^-(y^-, s) \} = o(1), \quad (A.13)$$

$$H_{n2} := \sqrt{kh} \{ e_{n,B}^+(y^+, s) - e_{n,B}^-(y^-, s) \} \sim \mathcal{N}(0, \sigma_s^2) \quad (A.14)$$

We start by proving (A.13), for which it suffices to show that $\text{Var} \left( \sqrt{kh} \{ e_{n,S}^+(y^+, s) - e_{n,S}^-(y^-, s) \} \right) = o(1)$. For $n \in \mathbb{N}$ and $j \in \{1, \ldots, m\}$, let $V_{n,j} = (X'_{n,t})_{t \in I_j^S}$, and note that $e_{n,S}^\pm$ is a function of $(V_{n,j})_{j=1,\ldots,m}$. Further, let $(V_{n,j}^\ast)_{j=1,\ldots,m}$ denote an i.i.d. sequence, where $V_{n,j}^\ast$ is equal in distribution to $V_{n,j}$. Finally, let $e_{n,S}^\ast$ be defined as $e_{n,S}^\pm$, but in terms of $(V_{n,j}^\ast)_{j=1,\ldots,m}$ instead of $(V_{n,j})_{j=1,\ldots,m}$. First, we show the assertion in (A.13) with $e_{n,S}^\ast$ replaced by $e_{n,S}^\pm$. By independence of blocks, we may write

$$\text{Var} \left( \sqrt{kh} \{ e_{n,S}^+(y^+, s) - e_{n,S}^-(y^-, s) \} \right) \leq \frac{1}{kh} \sum_{j=1}^{m} \mathbb{E} \left[ \left\{ K_b^+ \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j^S} 1(X'_{n,t} > c_\infty - c(\frac{t}{n})y^+) \right. \right.$$

$$\left. - K_b^- \left( \frac{s - j/m}{h}, s \right) \sum_{t \in I_j^S} 1(X'_{n,t} > c_\infty - c(\frac{t}{n})y^-) \right\}^2 \right]$$

$$\leq \frac{1}{kh} \sum_{j=1}^{m} \left\{ K_b^+ \left( \frac{s - j/m}{h}, s \right) \right. \right.$$

$$\left. \mathbb{E} \left[ \sum_{t \in I_j^S} 1(X'_{n,t} > c_\infty - c(\frac{t}{n})y^+) \right] \right\}^2 \right\}^2$$

$$+ K_b^- \left( \frac{s - j/m}{h}, s \right) \right.$$
\[
\leq \frac{1}{kh} E \left[ \sum_{t \in I^B_j} 1(X'_{n,t} \neq 0) \right]^2 \sum_{j=1}^m K_b^+ \left( \frac{s-j/m}{h}, s \right)^2 + K_b^- \left( \frac{s-j/m}{h}, s \right)^2,
\]

(A.15)

where the last step is due to stationarity. As in (8.11), we have

\[
E \left[ \sum_{t \in I^B_j} 1(X'_{n,t} \neq 0) \right]^2 \leq \frac{\ell_n}{r} E \left[ \left\{ \sum_{t=1}^r 1(X'_{n,t} \neq 0) \right\}^2 \right] = O \left( \frac{\ell_n k}{n} \right),
\]

where the last bound follows from Condition (B4). As a consequence, the expression in (A.15) can be bounded by

\[
O \left( \frac{\ell_n m}{n} \right) \frac{1}{mh} \sum_{j=1}^m K_b^+ \left( \frac{s-j/m}{h}, s \right)^2 + K_b^- \left( \frac{s-j/m}{h}, s \right)^2
\]

\[
= O \left( \frac{\ell_n}{r} \right) \left\{ \int_{-1}^{1/s} K_b^+(x,s)^2 + K_b^-(x,s)^2 \, dx + O \left( \frac{1}{mh} \right) \right\},
\]

(A.16)

which converges to zero due to \( \ell_n = o(r) \) and \( mh \to \infty \), since \( kh \to \infty \) and \( m \gg k \) by \( r = o(n/k) \) in Condition (B7) and (B3), respectively. Hence, \( \sqrt{kh} \{ e_{n,S}^{+} (y^+, s) - e_{n,S}^{-} (y^-, s) \} = o_p(1) \). The same argumentation that was used in the proof of Proposition 6.1 can be used to deduce (A.13).

It remains to prove (A.14). For that purpose, write

\[
H_{n2} = \sqrt{kh} \left\{ e_{n,B}^{+} (y^+, s) - e_{n,B}^{-} (y^-, s) \right\} = \frac{1}{\sqrt{kh}} \sum_{j=1}^m f_{j,n}(s),
\]

where, for \( j \in \{1, \ldots, m\} \),

\[
f_{j,n}(s) = K_b^+ \left( \frac{s-j/m}{h}, s \right) \sum_{t \in I^B_j} \left\{ 1(X'_{n,t} > c_\infty - c(\frac{1}{n})y^+) - P(X'_{n,t} > c_\infty - c(\frac{1}{n})y^+) \right\}
\]

\[
- K_b^- \left( \frac{s-j/m}{h}, s \right) \sum_{t \in I^B_j} \left\{ 1(X'_{n,t} > c_\infty - c(\frac{1}{n})y^-) - P(X'_{n,t} > c_\infty - c(\frac{1}{n})y^-) \right\}.
\]

Note that \( f_{j,n}(s) \) is centered and depends on the block \( I^B_j \) only, such that the observations making up \( f_{j,n}(s) \) and \( f_{i,n}(s) \) are separated by at least \( \ell_n \) observations for \( j \neq i \). By the same arguments given in the proof of Proposition 6.1 we can assume that \( f_{1,n}(s), \ldots, f_{m,n}(s) \) are independent. As a consequence, we may apply the classical Lindeberg Central Limit Theorem. The Lindeberg condition is satisfied, if for any \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} \frac{1}{kh} \sum_{j=1}^m E \left[ f_{j,n}(s)^2 1(|f_{j,n}(s)| > \varepsilon \sqrt{kh}) \right] = 0.
\]

Since \( |f_{j,n}(s)| \lesssim r - \ell_n \leq r \), the Lindeberg condition already follows from the assumption \( r = o(\sqrt{kh}) \) in (B7), see Corollary 3.6 in Drees and Rootzén (2010) for a similar argumentation.

It remains to prove that \( \lim_{n \to \infty} \text{Var}(H_{n2}) = \sigma_y^2 \). Let

\[
d_{n,j}(y) = \sum_{t \in I^B_j} 1(X'_{n,t} > c_\infty - c(\frac{1}{n})y),
\]

...
such that

$$\text{Var}(H_{n2}) = \frac{1}{kh} \sum_{j=1}^{m} \text{Var} \left( K_b^+ \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^+) - K_b^- \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^-) \right)$$

$$= \frac{1}{kh} \sum_{j=1}^{m} E \left[ \left\{ K_b^+ \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^+) - K_b^- \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^-) \right\}^2 \right]$$

$$- E \left[ K_b^+ \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^+) - K_b^- \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^-) \right]^2$$

$$= A_n - B_n.$$  

By stationarity,

$$|E[d_{n,j}(y^\pm)]| \leq \sum_{t \in I_j^B} P(X'_{n,t} \neq 0) = (r - \ell_n) \frac{k}{n} c_\infty(L),$$

implying

$$|B_n| \leq \frac{1}{kh} \sum_{j=1}^{m} \left\{ K_b^+ \left( \frac{s-j/m}{h}, s \right)^2 E[d_{n,j}(y^+)]^2 + K_b^- \left( \frac{s-j/m}{h}, s \right)^2 E[d_{n,j}(y^-)]^2 \right\}$$

$$\leq c_\infty(L)^2 \frac{k}{m m h} \sum_{j=1}^{m} K_b^+ \left( \frac{s-j/m}{h}, s \right)^2 + K_b^- \left( \frac{s-j/m}{h}, s \right)^2,$$

which converges to zero by the previous calculation in (A.16) and $k/m = o(1)$ by Condition (B3). As a consequence,

$$\text{Var}(H_{n2}) = A_n + o(1). \quad (A.17)$$

Next, write $A_n = m^{-1} \sum_{j=1}^{m} A_n(j)$, where

$$A_n(j) = \frac{m}{kh} E \left[ \left\{ K_b^+ \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^+) - K_b^- \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^-) \right\}^2 \right].$$

Recall the definition of the length of the core of a cluster $y$, denoted by $L(y)$, see Definition 2.1 in Drees and Rootzén (2010). For some constant $K > 0$, writing $Y_{n,j} = (X'_{n,t})_{t \in I_j^B}$ for $j \in \{1, \ldots, m\}$, we may then decompose $A_n(j) = S_{n,K}(j) + R_{n,K}(j)$, where

$$S_{n,K}(j) = \frac{m}{kh} E \left[ \left\{ K_b^+ \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^+) - K_b^- \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^-) \right\}^2 1(L(Y_{n,j}) \leq K) \right].$$

$$R_{n,K}(j) = \frac{m}{kh} E \left[ \left\{ K_b^+ \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^+) - K_b^- \left( \frac{s-j/m}{h}, s \right) d_{n,j}(y^-) \right\}^2 1(L(Y_{n,j}) > K) \right].$$

We have

$$R_{n,K}(j) \leq \frac{m}{kh} K_b^+ \left( \frac{s-j/m}{h}, s \right)^2 E \left[ d_{n,j}(y^+) 1(L(Y_{n,j}) > K) \right]$$

$$+ \frac{m}{kh} K_b^- \left( \frac{s-j/m}{h}, s \right)^2 E \left[ d_{n,j}(y^-) 1(L(Y_{n,j}) > K) \right].$$
The two summands on the right-hand side can be written as
\[
\frac{m}{kh} K_b^\pm \left( \frac{s-j/m}{h}, s \right)^2 \sum_{q,t \in I_j^B} P \left( X_{n,t}^r > c_\infty - c \left( \frac{r}{n} \right) y^\pm, X_{n,q}^r > c_\infty - c \left( \frac{q}{n} \right) y^\pm, L(Y_{n,j}) > K \right)
\]
\[
\leq \frac{m}{kh} K_b^\pm \left( \frac{s-j/m}{h}, s \right)^2 \sum_{q,t \in I_j^B} P \left( X_{n,t}^r > 0, X_{n,q}^r > 0, L(Y_{n,j}) > K \right)
\]
\[
= \frac{m}{kh} K_b^\pm \left( \frac{s-j/m}{h}, s \right)^2 \sum_{t=1}^{r} E \left[ \left\{ \sum_{q=1}^{m} \right\} 1 \left( X_{n,t}^r > 0 \right) \right] 2 \left( L(Y_{n,1}) > K \right)
\]
\[
\leq \frac{1}{h} K_b^\pm \left( \frac{s-j/m}{h}, s \right)^2 \left\{ \frac{m}{k} \sum_{t=1}^{r} 1 \left( X_{n,t}^r > 0 \right) \right\} \frac{2}{1+\delta} \left\{ \frac{m}{k} P \left( L(Y_{n,1}) > K \right) \right\}^{\frac{\delta}{1+\delta}}
\]
by Hölder’s inequality. Consequently, we obtain
\[
\frac{1}{m} \sum_{j=1}^{m} R_{n,K}(j) \leq \left\{ \frac{m}{k} \sum_{t=1}^{r} 1 \left( X_{n,t}^r > 0 \right) \right\} \frac{2}{1+\delta} \left\{ \frac{m}{k} P \left( L(Y_{n,1}) > K \right) \right\}^{\frac{\delta}{1+\delta}}
\]
\[
\times \frac{1}{mh} \sum_{j=1}^{m} K_b^+ \left( \frac{s-j/m}{h}, s \right)^2 + K_b^- \left( \frac{s-j/m}{h}, s \right)^2.
\]
By Condition (B4) and Lemma 5.2 (vii) in Drees and Rootzén (2010), which is applicable by Condition (B3) (note that their \( v_n = \Pr(X_{n,i}^r \neq 0) = \frac{k}{n} c_\infty(2) \) in our notation), we have
\[
\lim_{k \to \infty} \limsup_{n \to \infty} \frac{1}{m} \sum_{j=1}^{m} R_{n,K}(j) = 0.
\]

Next, consider the term \( S_{n,K}(j) \) with \( j \in \{1, \ldots, m\} \), which may be written as
\[
S_{n,K}(j)
\]
\[
= \frac{m}{kh} \left\{ K_b^+ \left( \frac{s-j/m}{h}, s \right)^2 E \left[ d_{n,j}^2(y^+) \right] 1 \left( L(Y_{n,j}) \leq K \right) \right\}
\]
\[
+ K_b^- \left( \frac{s-j/m}{h}, s \right)^2 E \left[ d_{n,j}^2(y^-) \right] 1 \left( L(Y_{n,j}) \leq K \right)
\]
\[
- 2K_b^+ \left( \frac{s-j/m}{h}, s \right) K_b^- \left( \frac{s-j/m}{h}, s \right) E \left[ d_{n,j}(y^+) d_{n,j}(y^-) \right] 1 \left( L(Y_{n,j}) \leq K \right)
\]
\[
= \frac{m}{kh} \left\{ K_b^+ \left( \frac{s-j/m}{h}, s \right)^2 \sum_{q,t \in I_j^B, |q-t| \leq K} P \left( X_{n,t}^r > c_\infty - c \left( \frac{r}{n} \right) y^+, X_{n,q}^r > c_\infty - c \left( \frac{q}{n} \right) y^+, L(Y_{n,j}) \leq K \right) \right\}
\]
\[
+ K_b^- \left( \frac{s-j/m}{h}, s \right)^2 \sum_{q,t \in I_j^B, |q-t| \leq K} P \left( X_{n,t}^r > c_\infty - c \left( \frac{r}{n} \right) y^-, X_{n,q}^r > c_\infty - c \left( \frac{q}{n} \right) y^-, L(Y_{n,j}) \leq K \right) \right\}
\]
\[
X_{n,q}^r > c_\infty - c \left( \frac{q}{n} \right) y^-, L(Y_{n,j}) \leq K
\]
\[-2K_b^+ \left( \frac{s - \frac{j}{m}}{h}, s \right) K_b^+ \left( \frac{s - \frac{j}{m}}{h}, s \right) \sum_{q \in I^m, |q| \leq K} P \left( X_{n,t}^\prime > c_\infty - c \left( \frac{q}{n} \right) y^+, X_{n,q}^\prime > c_\infty - c \left( \frac{q}{n} \right) y^- \right),\]

Let $S_{n,K}''(j)$ be defined exactly as the right-hand side of the previous display, but with the probability terms replaced by $P \left( X_{n,t}^\prime > c_\infty - c \left( \frac{q}{n} \right) y, X_{n,q}^\prime > c_\infty - c \left( \frac{q}{n} \right) y' \right)$.

Regarding the remaining terms $S_{n,K}'(j)$ we obtain, by uniform continuity of $c$ and Lemma 9.1,

$$S_{n,K}'(j) = S_{n,K}''(j) + R_{n,K}'(j) \circ o(1),$$

where the $o(1)$ is uniform in $j = 1, \ldots, m$, where

$$R_{n,K}'(j) = \frac{1}{h} K_b^+ \left( \frac{s - \frac{j}{m}}{h}, s \right)^2 + \frac{1}{h} K_b^- \left( \frac{s - \frac{j}{m}}{h}, s \right)^2 - \frac{2}{h} K_b^+ \left( \frac{s - \frac{j}{m}}{h}, s \right) K_b^- \left( \frac{s - \frac{j}{m}}{h}, s \right)$$

and where

$$S_{n,K}''(j) = \frac{1}{h} K_b^+ \left( \frac{s - \frac{j}{m}}{h}, s \right)^2 \sum_{r \in I^m} c \left( \frac{r}{n} \right) \left\{ d_0(y^+, y^+) + 2 \sum_{q=1}^{K \wedge (jr - t_n - t)} d_q(y^+, y^+) \right\}$$

$$+ \frac{1}{h} K_b^- \left( \frac{s - \frac{j}{m}}{h}, s \right)^2 \sum_{r \in I^m} c \left( \frac{r}{n} \right) \left\{ d_0(y^-, y^-) + 2 \sum_{q=1}^{K \wedge (jr - t_n - t)} d_q(y^-, y^-) \right\}$$

$$- \frac{2}{h} K_b^+ \left( \frac{s - \frac{j}{m}}{h}, s \right) K_b^- \left( \frac{s - \frac{j}{m}}{h}, s \right) \sum_{r \in I^m} c \left( \frac{r}{n} \right) \left\{ d_0(y^+, y^-) + \sum_{q=1}^{K \wedge (jr - t_n - t)} d_q(y^+, y^-) + d_q(y^-, y^+) \right\}.$$

By Lemma A.1 (and a straightforward extension of this lemma to the case of a product of kernels) we have $m^{-1} \sum_{j=1}^m R_{n,K}'(j) = O(1)$.

Moreover,

$$S_{n,K}''(j) = \frac{1}{h} K_b^+ \left( \frac{s - \frac{j}{m}}{h}, s \right)^2 c \left( \frac{r}{m} \right) D_K(y^+, y^+) + \frac{1}{h} K_b^- \left( \frac{s - \frac{j}{m}}{h}, s \right)^2 c \left( \frac{r}{m} \right) D_K(y^-, y^-)$$

$$- \frac{2}{h} K_b^+ \left( \frac{s - \frac{j}{m}}{h}, s \right) K_b^- \left( \frac{s - \frac{j}{m}}{h}, s \right) c \left( \frac{r}{m} \right) D_K(y^+, y^-) + o(1),$$

where the $o(1)$ is uniform in $j = 1, \ldots, m$ (and in $y^+, y^- \in [0, 2]$ as arbitrary inputs), and

$$D_K(x, x') = d_0(x, x') + \sum_{q=1}^K d_q(x, x') + d_q(x', x).$$
Therefore,
\[ 1 \sum_{j=1}^{m} S_{n,K}(j) \]
\[ = \frac{1}{nh} \sum_{j=1}^{m} c(\frac{s}{m}) \left\{ K_{b}^{+}\left(\frac{s-i/n}{h},s\right)^{2} D_{K}(y^{+},y^{+}) + K_{b}^{-}\left(\frac{s-i/n}{h},s\right)^{2} D_{K}(y^{-},y^{-}) \right\} - 2K_{b}^{+}\left(\frac{s-i/n}{h},s\right) K_{b}^{-}\left(\frac{s-i/n}{h},s\right) D_{K}(y^{+},y^{-}) + o(1), \]
which converges to \( c(s)\eta(s)D_{K}(1,1) \) by a straightforward extension of Lemma A.1 to the case of a product of kernels. Further, note that \( D_{K}(y,y') \) converges to \( D_{K}(1,1) \) for \( y, y' \in \{y^{+}, y^{-}\} \), since \( d_{q} \) is continuous in \( (1,1) \) by Theorem 2 and its subsequent discussion in Segers (2003). Finally, since
\[
A_{n} = \frac{1}{m} \sum_{j=1}^{m} A_{n}(j) = \frac{1}{m} \sum_{j=1}^{m} S'_{n,K}(j) - \frac{1}{m} \sum_{j=1}^{m} R'_{n,K}(j) + \frac{1}{m} \sum_{j=1}^{m} R_{n,K}(j)
\]
Lemma 9.2 and (A.18) and (A.19) imply \( \lim_{n \to \infty} \text{Var}(H_{n,2}) = \lim_{n \to \infty} A_{n} = \sigma_{x}^{2} \), where we used (A.17).

**Lemma A.1.** Assume \( c \in C^{2}([0,1]) \). Let \( K \) be a Lipschitz-continuous function on \([-1,1]\) with \( K(x) = 0 \) for \( |x| > 1 \). Further, let \( h = h_{n} > 0 \) satisfy \( h \to 0 \) and \( nh \to \infty \) for \( n \to \infty \). Then, for any \( s \in [0,1] \), as \( n \to \infty \),
\[
\frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{s-i/n}{h}\right) c(i/n) = c(s)\eta_{1}(s) - hc'(s)\eta_{2}(s) + \frac{h^{2}}{2} c''(s)\eta_{3}(s) + o(h^{2}) + O\left(\frac{1}{nh}\right),
\]
\[
\frac{1}{nh} \sum_{i=1}^{n} K^{2}\left(\frac{s-i/n}{h}\right) c(i/n) = c(s)\eta_{4}(s) + O(h) + O\left(\frac{1}{nh}\right).
\]
where
\[
\eta_{1}(s) = 1(s \leq h) \int_{-1}^{h} K(x)dx + 1(h < s < 1-h) \int_{-1}^{1} K(x)dx + 1(s \geq 1-h) \int_{1-h}^{1} K(x)dx,
\]
\[
\eta_{2}(s) = 1(s \leq h) \int_{-1}^{h} K(x)dx + 1(h < s < 1-h) \int_{-1}^{1} K(x)dx + 1(s \geq 1-h) \int_{1-h}^{1} K(x)dx,
\]
\[
\eta_{3}(s) = 1(s \leq h) \int_{-1}^{h} K(x)x^{2}dx + 1(h < s < 1-h) \int_{-1}^{1} K(x)x^{2}dx + 1(s \geq 1-h) \int_{1-h}^{1} K(x)x^{2}dx,
\]
\[
\eta_{4}(s) = 1(s \leq h) \int_{-1}^{h} K^{2}(x)dx + 1(h < s < 1-h) \int_{-1}^{1} K^{2}(x)dx + 1(s \geq 1-h) \int_{1-h}^{1} K^{2}(x)dx.
\]
**Proof.** A Riemann sum approximation implies
\[
\frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{s-i/n}{h}\right) c(i/n) = \int_{\frac{s-h}{h}}^{\frac{s}{h}} K(x)c(s-hx) dx + O\left(\frac{1}{nh}\right).
\]
Next, by Taylor’s theorem, there exists some \( \tau_{x} \in [0,1] \) such that
\[
\int_{\frac{s-h}{h}}^{\frac{s}{h}} K(x)c(s-hx) dx
\]
\[ c(s) \int_{s/h}^{s/h+1} K(x) \, dx - h c'(s) \int_{s/h}^{s/h+1} K(x) \, dx + \frac{h^2}{2} c''(s) \int_{s/h}^{s/h+1} K(x) x^2 \, dx \]
\[ + \frac{h^2}{2} \int_{s/h}^{s/h+1} K(x) x^2 \{ c''(s - x h) - c''(s) \} \, dx. \]

Since \( K \) has compact support and \( c'' \) is continuous, the dominated convergence theorem implies that the last integral is of the order \( o(h^2) \). If \( s < 1 - h \), we have \( \frac{s}{h} < -1 \), and for \( s > h \), we have \( \frac{s}{h} > 1 \). This allows to rewrite the boundaries of the integral accordingly in view of the fact that \( K \) has support \([-1, 1]\).

For the second assertion, write
\[ \frac{1}{nh} \sum_{i=1}^{n} K^2 \left( \frac{s - i/n}{h} \right) c(i/n) \]
\[ = \int_{s/h}^{s/h+1} K^2(x) c(s - h x) \, dx + O \left( \frac{1}{nh} \right) \]
\[ = c(s) \int_{s/h}^{s/h+1} K^2(x) \, dx + \int_{s/h}^{s/h+1} K^2(x) \left\{ c(s - h x) - c(s) \right\} \, dx + O \left( \frac{1}{nh} \right) \]
\[ = c(s) \int_{s/h}^{s/h+1} K^2(x) \, dx + O(h) + O \left( \frac{1}{nh} \right), \]
where the last step is again due to the dominated convergence theorem.

Proof of Theorem 3.2. As at the beginning of the proof of Theorem 3.1, let \( y_n = nk^{-1} \{ 1 - F(X_{n,n-k}) \} \). The definition of the STEP \( \mathbb{F}_n \) in (6.2) allows to write
\[ \sqrt{k} \{ \hat{C}_n(s) - C(s) \} = \mathbb{F}_n(s, y_n) + C(s) \sqrt{k} (y_n - 1) \]

By the proof of Theorem 3.1, see (A.1), we know that
\[ \sqrt{k} (y_n - 1) = -\mathbb{F}_n(1, 1) + \mathbb{O}(1). \]

Suppose we have shown that
\[ \sup_{s \in [0, 1]} | \mathbb{F}_n(s, y_n) - \mathbb{F}_n(s, 1) | = \mathbb{O}(1). \]  
(A.20)

Then, by the previous three displays, uniformly in \( s \),
\[ \sqrt{k} \{ \hat{C}_n(s) - C(s) \} = \mathbb{F}_n(s, 1) - C(s) \mathbb{F}_n(1, 1) + \mathbb{O}(1), \]  
(A.21)

which implies the assertion since \( \{ \mathbb{F}_n(s, 1) \}_{s \in [0, 1]} \sim \{ \mathbb{S}(s, 1) \}_{s \in [0, 1]} \) in \( (\ell^\infty([0, 1]), \| \cdot \|_\infty) \) by Proposition 6.2. It remains to prove (A.20). Note that
\[ \sup_{s \in [0, 1]} | \mathbb{F}_n(s, y_n) - \mathbb{F}_n(s, 1) | \leq \sup_{(s, y), (s, z) \in [0, 1]^2 : |y - z| < |y_n - 1|} | \mathbb{F}_n(s, y) - \mathbb{F}_n(s, z) |, \]

For any \( \varepsilon > 0 \) and \( \mu \in (0, 1/2) \), we have \( \mathbb{P}(k^\mu |y_n - 1| < \varepsilon) \rightarrow 1 \). Thus, on this event the above supremum can be bounded by
\[ \sup_{(s, y), (s, z) \in [0, 1]^2 : |y - z| < \delta_n} | \mathbb{F}_n(s, y) - \mathbb{F}_n(s, z) |, \]
where \( \delta_n := \varepsilon k^{-\mu} \downarrow 0 \). Analogously to showing (8.19) in the proof of Proposition 6.2, we obtain that the last expression is asymptotically negligible (note that the same seminorm used in the proof of Proposition 6.2 can be applied here by Theorem 7.19 in Kosorok (2008) and Proposition 6.2 and the proof of tightness in the proof
of Proposition 6.1, which made Theorem 11.16 in Kosorok (2008) applicable for $S_n$.

\section*{Appendix B. Proofs for Section 4}

For $b \in \mathbb{N}$ and $(s, x) \in [0, 1]^2$ let

$$
S_{n, \xi}(s, x) = \frac{1}{\sqrt{k}} \sum_{j=1}^{m} \xi_j \sum_{i \in I_j} 1 \left( U^{(n)}_i > 1 - \frac{kx}{n} c(\frac{j}{n}) \right) 1(\frac{j}{n} \leq s), \quad (B.1)
$$

$$
F_{n, \xi}(s, x) = \frac{1}{\sqrt{k}} \sum_{j=1}^{m} \xi_j \sum_{i \in I_j} 1 \left( X^{(n)}_i > V \left( \frac{n}{kx} \right) \right) 1(\frac{j}{n} \leq s)
$$

denote bootstrap-versions of the (simple) STEP defined in (6.1) and (6.2).

**Proposition B.1.** Suppose that Conditions (B0)-(B6) hold for $L = 1$. Then, for any $B \in \mathbb{N}$ and as $n \to \infty$,

$$
(S_n, S_{n, \xi}^{(1)}, \ldots, S_{n, \xi}^{(B)}) \to (S, S^{(1)}, \ldots, S^{(B)}) \quad \text{in} \quad (\ell^\infty([0, 1]^2), \| \cdot \|_\infty)^{B+1},
$$

where $S^{(1)}, \ldots, S^{(B)}$ are independent copies of $S$ from Proposition 6.1.

**Proposition B.2.** Suppose that Conditions (B0)-(B6) hold for $L = 1$. Then, for any $b \in \mathbb{N}$ and as $n \to \infty$,

$$
\sup_{(s, x) \in [0, 1]^2} |F_{n, \xi}(s, x) - S_{n, \xi}(s, x)| = o_P(1).
$$

As a consequence, by Proposition 6.2 and B.1, for any $B \in \mathbb{N}$ and as $n \to \infty$,

$$
(F_n, F_{n, \xi}^{(1)}, \ldots, F_{n, \xi}^{(B)}) \to (S, S^{(1)}, \ldots, S^{(B)}) \quad \text{in} \quad (\ell^\infty([0, 1]^2), \| \cdot \|_\infty)^{B+1},
$$

where $S^{(1)}, \ldots, S^{(B)}$ are independent copies of $S$ from Proposition 6.1.

**Proof of Theorem 4.1.** Define

$$
\hat{C}_{n, \xi}^{(b)}(s) = \hat{D}_{n, \xi}^{(b)}(s) - \hat{C}_n(s) \hat{D}_{n, \xi}^{(b)}(1),
$$

where

$$
\hat{D}_{n, \xi}^{(b)}(s) = \frac{1}{\sqrt{k}} \sum_{j=1}^{m} \xi_j \sum_{i \in I_j} 1 \left( X^{(n)}_i > X_{n,n-k} \right) 1(\frac{j}{n} \leq s), \quad s \in [0, 1].
$$

Recall that $y_n = nk^{-1}(1 - F(X_{n,n-k}))$ converges to 1 in probability by (A.1). For $b \in \mathbb{N}$ and $s \in [0, 1]$, we have

$$
\hat{C}_{n, \xi}^{(b)}(s) = F_{n, \xi}^{(b)}(s, y_n) - \hat{C}_n(s) F_{n, \xi}^{(b)}(1, y_n)
= F_{n, \xi}^{(b)}(s, 1) - C(s) F_{n, \xi}^{(b)}(1, 1)
= S_{n, \xi}^{(b)}(s, 1) - C(s) S_{n, \xi}^{(b)}(1, 1)
$$

where the third equality is a consequence of Proposition B.2 and where the second equality is a consequence of $\sup_{s \in [0, 1]} |\hat{C}_n(s) - C(s)| = o_P(1)$ by Theorem 3.2 and

$$
\sup_{s \in [0, 1]} |F_{n, \xi}^{(b)}(s, y_n) - F_{n, \xi}^{(b)}(s, 1)| = o_P(1),
$$
which can be seen to hold by the same argumentation as in the proof of Theorem 3.2 for showing (A.20), since \( \mathbb{F}^{(b)}_{n,\xi} \sim S \) in \( (\ell^\infty([0,1]^2), \| \cdot \|_\infty) \) by Proposition B.2. Hence, (A.21) and Proposition 6.2 imply the representation
\[
\left( \sqrt{k}(\hat{C}_n - C), \hat{C}_{n,\xi}^{(1)}, \ldots, \hat{C}_{n,\xi}^{(B)} \right) = \left( S_n(s,1) - C(s)S_n(1,1), \ldots, S_{n,\xi}(s,1) - C(s)S_{n,\xi}(1,1), \ldots, S_n(1,1) - C(s)S_n(1,1) \right) + o_p(1).
\]
By Proposition B.1 and the continuous mapping theorem, the previous expression weakly converges to
\[
\left( S(s,1) - C(s)S(1,1), S^{(1)}(s,1) - C(s)S^{(1)}(1,1), \ldots, S^{(B)}(s,1) - C(s)S^{(B)}(1,1) \right) = \left( C, C^{(1)}, \ldots, C^{(B)} \right)
\]
in \( (\ell^\infty([0,1]), \| \cdot \|_\infty)^{B+1} \). Finally, since
\[
\mathbb{D}^{(b)}_{n,\xi}(s) = \mathbb{D}^{(b)}_{n,\xi}(s) - \sqrt{k}\hat{C}_{n,\xi}(s)
\]
and \( \hat{C}_n(1) = 1 \), we have \( C^{(b)}_{n,\xi} = \hat{C}^{(b)}_{n,\xi} \), which proves the theorem. \( \square \)

**Proof of Corollary 4.2.** By Theorem 4.1 and the Continuous Mapping Theorem, we have that, under \( H_0 \), as \( n \to \infty \),
\[
\left( S_{n,1}, S^{(1)}_{n,1}, \ldots, S^{(B)}_{n,1} \right) \sim \left( \|C\|_\infty, \|C^{(1)}\|_\infty, \ldots, \|C^{(B)}\|_\infty \right),
\]
\[
\left( T_{n,1}, T^{(1)}_{n,1}, \ldots, T^{(B)}_{n,1} \right) \sim \left( \int_0^1 \left( C(s) \right)^2 \, ds, \int_0^1 C^{(1)}(s)^2 \, ds, \ldots, \int_0^1 C^{(B)}(s)^2 \, ds \right).
\]
Note that \( C = \sigma \xi \) in distribution by (4.1), where \( \xi \) is a Brownian Bridge on \([0,1]\], which implies that \( \|C\|_\infty \) and \( \int_0^1 C(s)^2 \, ds \) are continuous random variables. Further note that \( (\xi^{(b)}_1, \ldots, \xi^{(b)}_m)_{b=1,\ldots,B} \) are i.i.d. Overall, Lemma 4.2 in B"ucher and Kojadinovic (2019) is applicable, which proves the assertion under \( H_0 \). For the assertion under \( H_1 \) let us consider \( \varphi_{n,B,S} \); \( \varphi_{n,B,T} \) can be treated analogously. Note that under \( H_1 \),
\[
k^{-1/2}S_{n,1} = \sup_{s \in [0,1]} |\hat{C}_n(s) - s| \overset{p}{\longrightarrow} \sup_{s \in [0,1]} |C(s) - s| > 0
\]
and \( r^{-1/2}S^{(b)}_{n,1} = r^{-1/2}\|C^{(b)}_{n,\xi}\|_\infty = o_p(1) \), such that \( S^{(b)}_{n,1} = O_P(r^{1/2}) \) for any \( b \in \{1, \ldots, B\} \). The claim follows since \( r = o(k) \) by Condition (B3). \( \square \)

**Proof of Corollary 4.3.** The proof of the statement regarding the null hypothesis is an immediate consequence of Theorem 4.1. Under \( H_1 \), one can easily show that \( S_{n,2}, T_{n,2} \) converge to \( \infty \) in probability, which implies the respective assertion under \( H_1 \). \( \square \)

**Proof of Proposition B.1.** Fix \( b \in \{1, \ldots, B\} \). We only show weak convergence of \( (S_n, S^{(b)}_{n,\xi}) \); the joint weak convergence of all \( B + 1 \) components can be shown analogously. In the following, we omit the upper index \( b \) at all instances. Recall \( c_\infty(L) = 1 + L\|c\|_\infty \) and \( X'_{n,i} \) from (8.1) and \( v_n = \Pr(X'_{n,i} \neq 0) = 2\pi c_\infty(L) \). For \( (s, x) \in [0,1]^2 \), write
\[
S_{n,\xi}(s,x) = c_\infty(L)^{1/2}Z_{n,\xi}(s,x) + R_{n,\xi}(s,x), \tag{B.2}
\]
where
\[ \tilde{z}_{n,\xi}(s, x) = \frac{1}{\sqrt{n}v_{n_1}} \sum_{j=1}^{m} \xi_j \sum_{i \in I_j} 1(\frac{i}{n} \leq s) \left\{ 1(X'_{n,j} > c_{\infty}(L) - c(\frac{1}{n})x) - \Pr(X'_{n,j} > c_{\infty}(L) - c(\frac{1}{n})x) \right\}, \]
\[ R_{n,\xi}(s, x) = \frac{x\sqrt{k}}{n} \sum_{j=1}^{m} \xi_j \sum_{i \in I_j} 1(\frac{i}{n} \leq s) c(\frac{1}{n}). \]

First, we show that \( R_{n,\xi} = o_P(1) \). Due to Condition (B3) one can easily show that it suffices to prove \( \tilde{R}_{n,\xi} = o_P(1) \), where
\[ \tilde{R}_{n,\xi}(s) = \sum_{j=1}^{m} f_{n,j}(s), \quad f_{n,j}(s) = \frac{\sqrt{k}}{n} \xi_j 1(\frac{j}{m} \leq s) \sum_{i \in I_j} c(\frac{i}{n}), \quad s \in [0, 1]. \]

First, for \( s \in [0, 1] \), we have \( \E[\tilde{R}_{n,\xi}(s)] = 0 \) and
\[ \text{Var}(\tilde{R}_{n,\xi}(s)) = \frac{k}{m^2} \sum_{j=1}^{m} \left\{ 1(\frac{j}{m} \leq s) \sum_{i \in I_j} c(\frac{i}{n}) \right\}^2 \leq ||c||_\infty^2 \frac{k r^2 m}{n^2} = \frac{||c||_\infty^2 kr}{n} = o(1) \]
by Condition (B3), such that \( \tilde{R}_{n,\xi}(s) = o_P(1) \) for any fixed \( s \in [0, 1] \). It remains to show tightness of \( \tilde{R}_{n,\xi} \). To this, we will apply Lemma A.1 from Kley et al. (2016) with \( \psi(x) = x^2, \eta = 2/m, T = [0, 1] \) and \( d(s, t) = |s - t| \). Note that the Orlicz-norm with \( \psi(x) = x^2 \) coincides with the \( L_2 \)-norm \( || \cdot ||_2 \). First, for all \( |s - t| \geq \eta/2 = 1/m \), we have
\[ ||\tilde{R}_{n,\xi}(s) - \tilde{R}_{n,\xi}(t)||_2 \leq 2 ||c||_\infty \frac{kr}{n} |s - t| \leq |s - t| \]
for sufficiently large \( n \) by Condition (B3). By Lemma A.1 in Kley et al. (2016), for any \( \delta > 0, \eta \geq \eta \), there exists a random variable \( S' \) and a constant \( K' > \infty \), such that
\[ \Pr\left( \sup_{d(s, t) < \delta} |\tilde{R}_{n,\xi}(s) - \tilde{R}_{n,\xi}(t)| > 2\varepsilon \right) \leq \Pr(|S'| > \varepsilon) + \Pr\left( \sup_{d(s, t) \leq \eta} |\tilde{R}_{n,\xi}(s) - \tilde{R}_{n,\xi}(t)| > \varepsilon/2 \right), \]
(B.3)
for all \( \varepsilon > 0 \), where
\[ \Pr(|S'| > \varepsilon) \leq \left( \frac{8K'}{\varepsilon} \right)^2 \left( \int_{1/m}^{\eta} D(x, d)^{1/2} \, dx + (\delta + 4/m) D(\eta, d) \right)^2. \]
Here, \( D(\cdot, d) \) denotes the packing number on \([0, 1], d \) and satisfies \( D(x, d) \leq 4x^{-1} + 1, x > 0 \), see van der Vaart and Wellner (1996), page 98. Thus,
\[ \lim_{\delta \downarrow 0} \limsup_{n \to \infty} \Pr(|S'| > \varepsilon) \leq \left( \frac{8K'}{\varepsilon} \right)^2 \left( \int_{0}^{\eta} (4x^{-1} + 1)^{1/2} \, dx \right)^2. \]
(B.4)
Further, we have
\[ |\tilde{R}_{n,\xi}(s) - \tilde{R}_{n,\xi}(t)| \leq M ||c||_\infty \frac{\sqrt{k}}{m} \sum_{j=1}^{m} |1(j/m \leq s) - 1(j/m \leq t)|, \]
where \( |1(j/m \leq s) - 1(j/m \leq t)| = 1(s \wedge t < j/m \leq s \vee t) \) does not equal zero for at most two different \( j \in \{1, \ldots, m\} \), if \( d(s, t) = |s - t| \leq \eta = 2/m \). Consequently,
\[ \Pr\left( \sup_{d(s, t) \leq \eta} |\tilde{R}_{n,\xi}(s) - \tilde{R}_{n,\xi}(t)| > \varepsilon/2 \right) \leq 1\left( 2M ||c||_\infty \frac{\sqrt{k}}{m} > \varepsilon/2 \right), \]
which converges to zero as \( n \to \infty \) since \( rk = o(n) \) by Condition (B3). Altogether, by (B.3) and (B.4), we have shown, for all \( \epsilon > 0 \),
\[
\lim \limsup_{n \to \infty} P \left( \sup_{d(s,t) \leq \delta} |\bar{R}_{n,\xi}(s) - \bar{R}_{n,\xi}(t)| > 2\epsilon \right) \leq \left( \frac{8K'}{\epsilon} \right)^2 \left( \int_0^\infty (4x^{-1} + 1)^{1/2} dx \right),
\]
which can be made arbitrarily small by choosing \( \eta \) accordingly. This concludes the proof of \( R_n,\xi = o_P(1) \).

By equation (B.2) we obtain \( \mathbb{S}_{n,\xi} = c_\infty(L)^{1/2}Z_{n,\xi} + o_P(1) \). Since \( |\xi_j| \leq M \) the same calculation as in (8.4) in the proof of Proposition 6.1 (for treating \( Z_n \) and \( \tilde{Z}_n \)) yields \( \sup_{(s,x) \in [0,1]^2} |\tilde{Z}_{n,\xi}(s,x) - Z_{n,\xi}(s,x)| = o_P(1) \) with
\[
Z_{n,\xi}(s,x) = \frac{1}{\sqrt{nv_n}} \sum_{j=1}^m \xi_j 1\left( \frac{1}{m} \leq s \right) \sum_{s \in I_j} \left\{ 1(X'_{n,j} > c_\infty(L) - c(\frac{1}{n})x) - \mathbb{P}(X'_{n,j} > c_\infty(L) - c(\frac{1}{n})x) \right\},
\]
where \( Y_{n,j} = (X'_{n,j})_{i=1}, j = 1, \ldots, m, \) and \( f_{j,n,s,x} \) is defined as in (8.3). Further, by (8.5) we know that \( \mathbb{S}_n = c_\infty(L)^{1/2}Z_n + o_P(1) \), where
\[
Z_n(s,x) = \frac{1}{\sqrt{nv_n}} \sum_{j=1}^m \left\{ f_{j,n,s,x}(Y_{n,j}) - \mathbb{E}[f_{j,n,s,x}(Y_{n,j})] \right\},
\]
as defined after (8.2), the only difference to \( Z_{n,\xi} \) being the multipliers \( \xi_j \). It remains to show weak convergence of \( (Z_n, Z_{n,\xi}) \). We start with the corresponding weak convergence of the fidis. Since \( \xi_1, \ldots, \xi_m \) are independent with \( |\xi_j| \leq M \) and independent of \( Y_{n,1}, \ldots, Y_{n,m} \) the proof is analogous to the one of Proposition 6.1. Let us just calculate the covariance function for independent blocks \( Y_{n,1}, \ldots, Y_{n,m} \). Note that \( \mathbb{E}[\xi_j] = 0 \) and \( \mathbb{E}[\xi_j^2] = 1 \). For \( (s,x), (s',x') \in [0,1]^2 \), we obtain
\[
\frac{1}{nv_n} \sum_{j=1}^m \mathbb{Cov} \left( f_{j,n,s,x}(Y_{n,j}), \xi_j f_{j,n,s',x'}(Y_{n,j}) \right) = 0
\]
and
\[
\frac{1}{nv_n} \sum_{j=1}^m \mathbb{Cov} \left( \xi_j f_{j,n,s,x}(Y_{n,j}), \xi_j f_{j,n,s',x'}(Y_{n,j}) \right) = \frac{1}{nv_n} \sum_{j=1}^m \mathbb{E} \left[ f_{j,n,s,x}(Y_{n,j}) f_{j,n,s',x'}(Y_{n,j}) \right],
\]
which equals \( c_n((s,x),(s',x')) \) defined in (8.7) and converges to \( c((s,x),(s',x')) \) from Proposition 6.1 by the corresponding proof.

With regard to the asymptotic tightness, note that by Lemma 1.4.3 in van der Vaart and Wellner (1996) it suffices to show asymptotic tightness of \( Z_n \) and \( Z_{n,\xi} \) separately. Asymptotic tightness of \( Z_n \) has been shown in the proof of Proposition 6.1. Concerning the asymptotic tightness of \( Z_{n,\xi} \), the proof follows analogously. Here, the conditions (1)-(5) in the proof of Proposition 6.1 can immediately be seen to hold since \( |\xi_j| \leq M \), and condition (6) follows since the function \( \rho_n \) is the same as before due to \( \mathbb{E}[\xi_j^2] = 1 \).
Proof of Proposition B.2. Let $s, x \in [0, 1]$ and $b \in \{1, \ldots, B\}$. Set $\varepsilon_n(x) = V(n/(kx)) = F^{-1}(1 - kx/n)$ such that, almost surely,

$$\mathbb{P}^{(b)}_{n,\xi}(s, x) = \frac{1}{\sqrt{k}} \sum_{j=1}^{m} \xi_j^{(b)} \sum_{i \in I_j} 1\{U_i^{(n)} > 1 - \frac{kx}{n} F_{n,i}(\varepsilon_n(x))\} 1(\frac{i}{n} \leq s).$$

Note that $|\xi_j^{(b)}| \leq M$. Then, by relation (8.17) and the definition of $S_{n,\xi}^{(b)}$ and $S_n$ in (B.1) and (6.1), respectively, we obtain

$$\sup_{(s, x) \in [0, 1]^2} |\mathbb{P}^{(b)}_{n,\xi}(s, x) - S_{n,\xi}^{(b)}(s, x)| \leq M w_{2\delta_n}(S_n) + 2M \sqrt{k} \delta_n,$$

where $w_\delta(S_n)$ is defined in (8.18) in the proof of Proposition 6.2. There, it is further shown that $w_{2\delta_n}(S_n) = o_P(1)$ and $\sqrt{k} \delta_n = o(1)$ by Condition (B6), which implies the assertion. \qed

Appendix C. Proofs for Section 5

Proof of Lemma 5.2. For $x > 0$ write

$$P(Z_{n,1+\lfloor \xi k^* \rfloor} \geq x) = P\left( \max_{i \in I_{1+\lfloor \xi k^* \rfloor}} F(X_i^{(n)}) \leq 1 - x/q \right)$$

$$= P\left( X_i^{(n)} \leq F^{-1}(1 - x/q) \text{ for all } i \in I_{1+\lfloor \xi k^* \rfloor} \right)$$

$$= P\left( Z_i \leq \frac{1}{1 - F_{n,i}} (F^{-1}(1 - x/q)) \text{ for all } i \in I_{1+\lfloor \xi k^* \rfloor} \right).$$

By Corollary D.2 the last term equals

$$P\left( Z_i \leq \frac{q}{c(\xi)x} \text{ for all } i \in I_{1+\lfloor \xi k^* \rfloor} \right) + o(1) = P\left( \max_{i \in I_{1+\lfloor \xi k^* \rfloor}} U_i \leq 1 - \frac{c(\xi)x}{q} \right) + o(1),$$

which converges to $\exp(-\theta c(\xi)x)$ by (5.1). \qed

Proof of Theorem 5.3. We start with part (a). By Theorem 3.1 we know that $\hat{\gamma}_n(x) = c(x) + o_P(1)$ for any $x \in [0, 1]$, and the continuous mapping theorem implies that $\hat{\gamma}_n(x)^{-1} = \max(\hat{\gamma}_n(x), \kappa)^{-1} = c(x)^{-1} + o_P(1)$ for any $x \in [0, 1]$. Since $\hat{\gamma}_n \geq \kappa$, we obtain $E[|\hat{\gamma}_n(x)^{-1}|^p] \leq \kappa^{-p} < \infty$ for any $p > 0$ and $x \in [0, 1]$. By Example 2.21 in van der Vaart (1998), this implies $E[\hat{\gamma}_n(x)^{-1}] \rightarrow c(x)^{-1}$ for any $x \in [0, 1]$, such that

$$E[\hat{\gamma}_n] = \int_0^1 E[\hat{\gamma}_n(x)^{-1}] \, dx \rightarrow \int_0^1 c(x)^{-1} \, dx = \tau$$
by the dominated convergence theorem. Next, we show that $\text{Var}(\hat{\tau}_n) = o(1)$. Note that $\hat{c}_n(x)^{-1}\hat{c}_n(y)^{-1} = c(x)^{-1}c(y)^{-1} + o(1)$ for any $x, y \in [0, 1]$ and $E \left[ |\hat{c}_n(x)^{-1}\hat{c}_n(y)^{-1}| \right] \leq \kappa^{-2p}$ for any $p > 0$ and $x, y \in [0, 1]$, such that as above $E \left[ |\hat{c}_n(x)^{-1}\hat{c}_n(y)^{-1}| \right] = c(x)^{-1}c(y)^{-1} + o(1)$. Thus, by Fubini’s theorem

$$\text{Var}(\hat{\tau}_n) = \int_0^1 \int_0^1 E \left[ \hat{c}_n(x)^{-1}\hat{c}_n(y)^{-1} \right] \, dx \, dy - \left( \int_0^1 E \left[ \hat{c}_n(x)^{-1} \right] \, dx \right)^2$$

$$\to \int_0^1 \int_0^1 c(x)^{-1}c(y)^{-1} \, dx \, dy - \left( \int_0^1 c(x)^{-1} \, dx \right)^2 = 0.$$

The assertion in (a) follows from Markov’s inequality.

We continue with part (b). Write $T_n = S_{n1} + S_{n2} + S_{n3}$, where

$$S_{n1} = \frac{1}{k'} \sum_{j=1}^{k'} \hat{Z}_{n,j} - Z_{n,j}, \quad S_{n2} = \frac{1}{k'} \sum_{j=1}^{k'} Z_{n,j} - E[Z_{n,j}], \quad S_{n3} = \frac{1}{k'} \sum_{j=1}^{k'} E[Z_{n,j}].$$

First, we show $S_{n3} \to \tau/\theta$. Write $S_{n3} = \int_0^1 \varphi_n(\xi) \, d\xi$, where

$$\varphi_n(\xi) = E[Z_{n,1+[\xi k']} \to (\theta c(\xi))^{-1}$$

by Lemma 5.2 and uniform integrability, which follows from (B10). Hence, the dominated convergence theorem implies that $S_{n3} \to \int_0^1 (\theta c(\xi))^{-1} \, d\xi = \tau/\theta$; note sup$_{n \in \mathbb{N}} \|\varphi_n\|_\infty < \infty$ by Condition (B10).

In the following, we prove $S_{n1} = o_P(1)$ and $S_{n2} = o_P(1)$, and start with $S_{n2}$. Split $S_{n2}$ into $S_{n2}^{\text{even}}$ and $S_{n2}^{\text{odd}}$, which are defined as $S_{n2}$ but with $j$ only ranging over the even or odd numbers in $\{1, \ldots, k'\}$, respectively. It suffices to show that $S_{n2}^{\text{even}}$ and $S_{n2}^{\text{odd}}$ are asymptotically negligible. We only treat $S_{n2}^{\text{even}}$; the proof for $S_{n2}^{\text{odd}}$ is similar.

For $n \in \mathbb{N}$, let $(Z_{n,j})_{j=1}^{k'}$ denote an independent sequence with $Z_{n,j}$ being equal in distribution to $Z_{n,j}$ for $j = 1, \ldots, k'$. Since the observations making up the even numbered blocks are separated by at least $q$ observations, we may follow the argumentation in Eberlein (1984) to obtain

$$d_{TV}(P(Z_{n,j})_{1 \leq j \leq \lfloor k'/2 \rfloor}, P(Z_{n,j}^*)_{1 \leq j \leq \lfloor k'/2 \rfloor}) \leq |k'/2| \beta(q),$$

where $d_{TV}$ denotes the total variation distance between two probability laws. Since $k'\beta(q) = o(1)$ by (B9), the above expression converges to zero as well, and $S_{n2}^{\text{even}} = S_{n2}^{\text{even},*} + o_P(1)$, where $S_{n2}^{\text{even},*}$ is defined as $S_{n2}^{\text{even}}$ but in terms of $(Z_{n,j}^*)_{j}$. Finally, $E[S_{n2}^{\text{even},*}] = 0$ and

$$\text{Var}(S_{n2}^{\text{even},*}) = \frac{1}{(k')^2} \sum_{j=1}^{k'} \text{Var}(Z_{n,j}^*) \leq \frac{1}{(k')^2} \sum_{j=1}^{k'} \text{Var}(Z_{n,j}^*) = \frac{1}{k'} \int_0^1 g_n(\xi) \, d\xi,$$

where $g_n(\xi) = \text{Var}(Z_{n,1+[\xi k']} \to (\theta c(\xi))^{-2}$ by Lemma 5.2 and uniform integrability from (B10), which implies $\text{Var}(S_{n2}^{\text{even},*}) = o(1)$ and $S_{n2}^{\text{even},*} = o_P(1)$.

It remains to show $S_{n1} = o_P(1)$. Note that the STEP $F_n$ from (6.1) with $k = k'$ satisfies

$$F_n(1, q(1 - F(x))) = q\sqrt{k'} \{ F(x) - \hat{F}_n(x) \},$$
which yields $\hat{Z}_{n,j} - Z_{n,j} = \frac{1}{k'} F_n(1, Z_{n,j})$ for $j = 1, \ldots, k'$ by the definition of $Z_{n,j}$ and $\hat{Z}_{n,j}$ in (5.2). Therefore,

$$S_{n1} = \frac{1}{k'} \sum_{j=1}^{k'} \frac{1}{\sqrt{k'}} F_n(1, Z_{n,j}) = \int_0^\infty F_n(1, x) \, dH_n(x),$$

where $H_n(x) = (k')^{-3/2} \sum_{j=1}^{k'} 1(Z_{n,j} \leq x)$. Note that $\sup_{x \in [0,T]} |H_n(x)| \leq (k')^{-1/2} = o(1)$ for any $T \in \mathbb{N}$. Under the imposed conditions, Proposition 6.2 is applicable for $k = k'$, yielding $\{F_n(1, x)\}_{x \in [0,T]} \sim \{\mathbb{S}(1, x)\}_{x \in [0,T]}$ in $(\ell^\infty([0,T]), \| \cdot \|_\infty)$, such that

$$S_{n1}(T) := \int_0^T F_n(1, x) \, dH_n(x) = o_P(1), \quad T \in \mathbb{N},$$

by Lemma C.8 in Berghaus and Bührer (2017). By Theorem 4.2 in Billingsley (1968), the proof of $S_{n1} = o_P(1)$ is finished once we show that, for any $\delta > 0$,

$$\lim_{T \to \infty} \limsup_{n \to \infty} P(|S_{n1} - S_{n1}(T)| > \delta) = 0.$$

Set $f_n(x, z) = 1(x > V(q/z)) - z/q$, such that $S_{n1} = \frac{1}{(k')^2} \sum_{i=1}^{k'} \sum_{j=1}^{n} f_n(X_{s,i}^{(n)}, Z_{n,j})$.

Write $S_{n1} - S_{n1}(T) = A_{n,T} + B_{n,T} + C_{n,T}$, where

$$A_{n,T} = \frac{1}{(k')^2} \sum_{i=1}^{k'} \sum_{j \in \{i-1, i, i+1\}} \sum_{s \in I_j'} f_n(X_{s,i}^{(n)}, Z_{n,j}) 1(Z_{n,j} \geq T),$$

$$B_{n,T} = \frac{1}{(k')^2} \sum_{i=1}^{k'} \sum_{j=i+2}^{k'} \sum_{s \in I_j'} f_n(X_{s,i}^{(n)}, Z_{n,j}) 1(Z_{n,j} \geq T),$$

$$C_{n,T} = \frac{1}{(k')^2} \sum_{i=3}^{k'} \sum_{j=1}^{i-2} \sum_{s \in I_j'} f_n(X_{s,i}^{(n)}, Z_{n,j}) 1(Z_{n,j} \geq T).$$

First, $|A_{n,T}| \leq 3q/k' = o(1)$ by Condition (B9). It remains to show, for any $\delta > 0$,

$$\lim_{T \to \infty} \limsup_{n \to \infty} P(|B_{n,T}| > \delta) = 0, \quad \lim_{T \to \infty} \limsup_{n \to \infty} P(|C_{n,T}| > \delta) = 0.$$

We only consider $C_{n,T}$; $B_{n,T}$ can be treated similarly. Write

$$C_{n,T} = \frac{1}{k'} \sum_{i=3}^{k'} \varphi_{n,i-2}(Z_{n,i}) 1(Z_{n,i} \geq T)$$

with

$$\varphi_{n,i-2}(z) = \frac{1}{k'} \sum_{j=1}^{i-2} \sum_{s \in I_j'} f_n(X_{s,i}^{(n)}, z).$$

For fixed $i \in \{3, \ldots, k'\}$, consider the expectation $E \left[|\varphi_{n,i-2}(Z_{n,i})| 1(Z_{n,i} \geq T) \right]$. By Berbee’s coupling lemma (Berbee, 1979), we may construct a random variable $Z_{n,i}^*$ independent of $(X_{s,i}^{(n)} s \in I_j')_{j=1, \ldots, i-2}$ and equal in distribution to $Z_{n,i}$ with

$$P(Z_{n,i}^* \neq Z_{n,i}) = \beta(\sigma(Z_{n,i}), \sigma((X_{s,i}^{(n)} s \in I_j')_{j=1, \ldots, i-2})) \leq \beta(q).$$

Hence,

$$E \left[|\varphi_{n,i-2}(Z_{n,i})| 1(Z_{n,i} \geq T) \right] = E \left[|\varphi_{n,i-2}(Z_{n,i}^*)| 1(Z_{n,i}^* \geq T) \right].$$
+ E \left\{ |\varphi_{n,i-2}(Z_{n,i})|1(Z_{n,i} \geq T) - |\varphi_{n,i-2}(Z_{n,i}^*)|1(Z_{n,i}^* \geq T) \right\} 1(Z_{n,i} \neq Z_{n,i}^*).

Since \( |\varphi_{n,i-2}| \leq q \) the second summand can be bounded by 2qP(Z_{n,i} \neq Z_{n,i}^*) \leq 2q \beta(q) \leq 2k' \beta(q) = o(1) by Condition (B9), uniformly in \( i \). Now, consider the first summand in the above display, for which we first treat \( E[|\varphi_{n,i-2}(z)|] \) for \( T \leq z \leq q \) (note that \( Z_{n,i}^* \leq q \) a.s.). We have

\[
E[|\varphi_{n,i-2}(z)|] \leq \frac{1}{k'} \sum_{j=1}^{i-2} \sum_{s \in I'_j} E \left[ |f_n(X_s^{(n)}, z)| \right] \leq z + \frac{1}{k'} \sum_{j=1}^{i-2} \sum_{s \in I'_j} P(X_s^{(n)} > V(q/z)).
\]

Since \( P(X_s^{(n)} > V(q/z)) = 1 - F_{n,s}((1 - F)^{-1}(z/q)) \) and by Condition (B6), there exists some \( \tau > 0 \) such that, for all \( s \leq n \) and \( n \) large enough,

\[
P(X_s^{(n)} > V(q/z)) < \frac{z}{q} c \left( \frac{s}{n} \right) \left( 1 + \frac{\tau}{\min A \left( \frac{q}{z} \right)} \right).
\]

As a consequence, uniformly in \( i \),

\[
E[|\varphi_{n,i-2}(z)|] \leq z + z \|c\|_{\infty} \left\{ 1 + \frac{\tau}{\min A \left( \frac{q}{z} \right)} \right\}.
\]

Since \( A \) is eventually decreasing, the last expression can be bounded by

\[
z \left[ 1 + \|c\|_{\infty} \left\{ 1 + \frac{\tau}{\min A(1)} \right\} \right]
\]

for \( T \leq z \leq q \). After conditioning on \( Z_{n,i}^* \) we thus obtain with the Cauchy-Schwarz-inequality

\[
E \left[ |\varphi_{n,i-2}(Z_{n,i}^*)|1(Z_{n,i}^* \geq T) \right] \leq \left[ 1 + \|c\|_{\infty} \left\{ 1 + \frac{\tau}{\min A(1)} \right\} \right] E \left[ Z_{n,i}^* 1(Z_{n,i}^* \geq T) \right].
\]

Since \( Z_{n,i}^* \) has the same distribution as \( Z_{n,i} \) and by the Cauchy Schwarz inequality, we have thus found the bound

\[
E[|C_{n,T}|] \leq o(1) + \frac{1}{k'} \sum_{i=1}^{k'} \left[ 1 + \|c\|_{\infty} \left\{ 1 + \frac{\tau}{\min A(1)} \right\} \right] E \left[ Z_{n,i} 1(Z_{n,i} \geq T) \right]
\]

\[
< o(1) + \int_0^1 g_n(\xi) \ d\xi,
\]

where

\[
g_n(\xi) = E\left[Z_{n,1+i[\xi k']}^2 P(Z_{n,1+i[\xi k']} \geq T)^{1/2} \right] \text{ converges to } E[V_\xi^2]^{1/2} P(V_\xi \geq T)^{1/2} \text{ as } n \to \infty \text{ for } V_\xi \sim \text{Exp}(\theta c(\xi)) \text{ by Lemma 5.2 and Condition (B10). Altogether,}
\]

\[
\lim_{T \to \infty} \limsup_{n \to \infty} \int_0^1 E[V_\xi^2]^{1/2} P(V_\xi \geq T)^{1/2} \ d\xi = 0,
\]

which implies (b). \( \square \)

**Appendix D. Auxiliary Results**

**Lemma D.1.** Fix \( \xi \in [0,1) \) and \( x > 0 \). Under Conditions (B0)-(B2), (B6) and (B9), \( A_n = B_n + o_{P}(1) \) and \( B_n = C_n + o_{P}(1) \) as \( n \to \infty \), where

\[
A_n = \sum_{i \in I'_{1+\xi k'}} 1\left( Z_i > \frac{1}{1 - F_{n,i}^{-1}(1 - x/q)} \right),
\]

\[
B_n = \sum_{i \in I'_{1+\xi k'}} 1\left( Z_i > \frac{q}{c(i/n)x} \right),
\]

\[
C_n = \sum_{i \in I'_{1+\xi k'}} 1\left( Z_i > \frac{q}{c(\xi)x} \right).
\]
Proof. For the first part of the lemma, first note that since $c$ is a positive and continuous function on $[0, 1]$, there exist $v, w > 0$ such that $v < c(s) < w$ for all $s \in [0, 1]$. By Condition (B6) there are real numbers $y_0 < x^*$ and $\tau > 0$ such that for all $y > y_0$, $n \in \mathbb{N}$ and $1 \leq i \leq n$,

$$c(i/n)\left\{ 1 - \frac{\tau}{v} A\left( \frac{1}{1 - F(y)} \right) \right\} < 1 - F_n(y) < c(i/n)\left\{ 1 + \frac{\tau}{v} A\left( \frac{1}{1 - F(y)} \right) \right\}.$$ 

Set $y_n = F^{-1}(1 - x/n)$ and $w_n = c(i/n)A(x/(1 - F(y_n)))$. Thus, for $n$ large enough (such that $y_n > y_0$) we have for all $1 \leq i \leq n$,

$$\left\{ Z_i \geq \frac{q}{c(i/n)x}(1 - w_n)^{-1} \right\} \subseteq \left\{ Z_i \geq \frac{q}{x(1 - F_n(y_n))} \right\} \subseteq \left\{ Z_i \geq \frac{q}{c(i/n)x}(1 + w_n)^{-1} \right\}.$$ 

Since

$$A_n = \sum_{i \in I'_{1+[\xi'j]}} 1\left( Z_i > \frac{q}{c(i/n)x}(1 + w_n)^{-1} \right),$$

this implies $B_n^- \leq A_n \leq B_n^+$, where

$$B_n^\pm = \sum_{i \in I'_{1+[\xi'j]}} 1\left( Z_i > \frac{q}{c(i/n)x}(1 \pm w_n)^{-1} \right).$$

Next, we have

$$E[|B_n^- - B_n|] \leq \sum_{i \in I'_{1+[\xi'j]}} E \left[ \left| 1\left( Z_i > \frac{q}{c(i/n)x}(1 + w_n)^{-1} \right) - 1\left( Z_i > \frac{q}{c(i/n)x} \right) \right| \right]$$

$$\leq \sum_{i \in I'_{1+[\xi'j]}} \left\{ P\left( \frac{q}{c(i/n)x}(1 + w_n)^{-1} < Z_i \leq \frac{q}{c(i/n)x} \right) \right.$$  

$$\left. + P\left( \frac{q}{c(i/n)x} < Z_i \leq \frac{q}{c(i/n)x}(1 + w_n)^{-1} \right) \right\}.$$ 

Let us consider the case with the plus-sign. Note that $w_n > 0$. Recalling that $Z_i$ is Pareto-distributed the above expression reduces to

$$w_n \frac{x}{q} \sum_{i \in I'_{1+[\xi'j]}} c(i/n) \leq w_n x \|c\|_\infty,$$

which converges to 0 since $w_n \to 0$ by Condition (B6). The case with the minus-sign can be treated analogously. Hence, we have shown $B_n^- - B_n \to 0$ in $L_1(P)$ as $n \to \infty$. The assertion follows from $B_n^- \leq A_n \leq B_n^+$.

For the second part of the lemma write

$$E[|B_n - C_n|] \leq \sum_{i \in I'_{1+[\xi'j]}} E \left[ \left| 1\left( Z_i > \frac{q}{c(i/n)x} \right) - 1\left( Z_i > \frac{q}{c(\xi)x} \right) \right| \right]$$

$$\leq \sum_{i \in I'_{1+[\xi'j]}} \left\{ P\left( \frac{q}{c(i/n)x} < Z_i \leq \frac{q}{c(\xi)x} \right) + P\left( \frac{q}{c(\xi)x} < Z_i \leq \frac{q}{c(i/n)x} \right) \right\}$$

$$= \frac{x}{q} \sum_{i \in I'_{1+[\xi'j]}} |c(i/n) - c(\xi)|.$$
where the last equation is due to the fact that $Z_i$ is Pareto-distributed. Further, by Condition (B2), we have
\begin{align*}
\frac{1}{q} \sum_{i \in I_1+\lfloor \xi k' \rfloor} |c(i/n) - c(\xi)| &\leq \frac{K_c}{q} \sum_{i \in I_1+\lfloor \xi k' \rfloor} \left| \frac{i/n - \xi}{2} \right| \\
&= \frac{K_c}{q} \sum_{j=1}^q \left| \frac{\lfloor \xi k' \rfloor + j}{n} - \xi \right|^{1/2} \\
&= \frac{K_c}{qn^{1/2}} \sum_{j=1}^q \left| \left( \lfloor \xi k' \rfloor - \xi k' \right)q + j \right|^{1/2} \leq \sqrt{2} K_c(q)^{1/2} n^{1/2} = o(1)
\end{align*}
by Condition (B9). Therefore, $B_n - C_n \to 0$ in $L_1(P)$ as $n \to \infty$, which implies the second assertion. \hfill \Box

Corollary D.2. Fix $\xi \in [0,1)$ and $x > 0$. Under Condition (B0)-(B2), (B6) and (B9),

\begin{align*}
P\left(Z_i \leq \frac{q}{c(i/n)x} \text{ for all } i \in I_1+\lfloor \xi k' \rfloor\right) - P\left(Z_i \leq \frac{q}{c(\xi)x} \text{ for all } i \in I_1+\lfloor \xi k' \rfloor\right) = o(1),
\end{align*}

and

\begin{align*}
P\left(Z_i \leq \frac{1}{1 - F^{-1}_{n,i}(1 - x/q)} \text{ for all } i \in I_1+\lfloor \xi k' \rfloor\right) - P\left(Z_i \leq \frac{q}{c(i/n)x} \text{ for all } i \in I_1+\lfloor \xi k' \rfloor\right) = o(1), \quad n \to \infty.
\end{align*}

Proof. Note that
\begin{align*}
P\left(Z_i \leq \frac{1}{1 - F^{-1}_{n,i}(1 - x/q)} \text{ for all } i \in I_1+\lfloor \xi k' \rfloor\right) = P(A_n = 0),
\end{align*}
\begin{align*}
P\left(Z_i \leq \frac{q}{c(i/n)x} \text{ for all } i \in I_1+\lfloor \xi k' \rfloor\right) = P(B_n = 0),
\end{align*}
\begin{align*}
P\left(Z_i \leq \frac{q}{c(\xi)x} \text{ for all } i \in I_1+\lfloor \xi k' \rfloor\right) = P(C_n = 0).
\end{align*}

Therefore,
\begin{align*}
|P(A_n = 0) - P(B_n = 0)| = P(A_n = 0, B_n > 0) + P(A_n > 0, B_n = 0) \\
&\leq 2P(|A_n - B_n| > 1/2) = o(1)
\end{align*}
by Lemma D.1. And $|P(B_n = 0) - P(C_n = 0)| = o(1)$ can be shown analogously. \hfill \Box