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Abstract

One says that a pair of sets \((S, Q)\) in \(\mathbb{R}\) is 'annihilating' if no function can be concentrated on \(S\) while having its Fourier transform concentrated on \(Q\). One uses to distinguish between weak and strong annihilation types. It is well known that if both sets \(S\) and \(Q\) are of finite measure then they are strongly annihilating.

In this paper we prove that if \(S\) is a set of finite measure with periodic gaps, and \(Q\) is a set of density zero, then weak annihilation holds. On the other hand a counter-example is constructed, showing that strong annihilation, in general, does not.

1 Introduction

The following definition is inspired by the classical uncertainty principle (for an extensive account of this subject, see [HJ94]):

Definition 1. Let \(S, Q \subset \mathbb{R}\) be measurable sets.
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(i) Say \((S, Q)\) is weakly annihilating if
\[
\forall f \in L^2(\mathbb{R}), \text{supp}(f) \subset S \text{ and } \text{spec}(f) \subset Q \implies f = 0 \text{ identically.}
\]

(ii) Say \((S, Q)\) is strongly annihilating if
\[
\exists C = C(S, Q) > 0, \forall f \in L^2(\mathbb{R}), \|f\|_2^2 \leq C(\|f\|_{L^2(S^c)}^2 + \|\mathcal{F}f\|_{L^2(Q^c)}^2).
\]

We use the Fourier transform with the following normalization
\[
\mathcal{F}f(\xi) = \hat{f}(\xi) = \int_{\mathbb{R}} e^{-2\pi i x \xi} f(x) dx.
\]

The support and spectrum of a function on \(\mathbb{R}\) are defined respectively as
\[
\text{supp}(f) = \{x \in \mathbb{R} \mid f(x) \neq 0\}
\]
and \(\text{spec}(f) = \text{supp}(\hat{f})\). Also, throughout the paper \(|·|\) denotes the Lebesgue measure on \(\mathbb{R}\).

It is well known that that if both \(S\) and \(Q\) have finite Lebesgue measure then \((S, Q)\) is strongly annihilating ([Ben84], [AB77]).

In [SVW98] a class of sets was defined, so called '\(\epsilon\)-thin' sets, which may have infinite measure, but have small density. It was proved in that paper that the strong annihilation property for any pair of sets in this class holds.

In the present paper we consider a non-symmetric situation, when \(S\) is of finite measure and \(Q\) has density zero.

**Definition 2.** We say that a set \(Q\) is a set of density zero if
\[
|Q \cap (-r, r)| = o(r) \text{ as } r \to \infty.
\]

**Definition 3.** We say that a set \(S\) has periodic gaps if there is an interval \(I\) and a number \(T > 0\) such that
\[
I + kT \subset S^c, \forall k \in \mathbb{Z}.
\]
We remark that the role of periodic gaps in the uniqueness problem was recently clarified in [OU17].

We will prove the following theorems.

**Theorem 1.** Let $S$ be a set of finite measure with periodic gaps, and let $Q$ be a set of density zero. Then the pair $(S, Q)$ is weakly annihilating.

**Theorem 2.** There is a set $S$ of finite measure with periodic gaps and a set $Q$ of density zero, such that $(S, Q)$ is not strongly annihilating.

## 2 Payley-Wiener Spaces and Uniqueness Sets

The proof of Theorem 1 is based on an approach developed in [OU11]. This approach allows one to construct discrete uniqueness sets for Paley-Wiener spaces with (unbounded) spectrum of finite measure. Below we present the necessary material from [OU11] (see also [OU16], Lecture 10).

We let $S \subset \mathbb{R}$ be a set of finite measure, and $F \in L^2(S)$. Recall that the Paley-Wiener space associated to $S$, denoted by $PW_S$, is defined as the image of $L^2(S)$ under $F^{-1}$, i.e., functions with Fourier transform supported on $S$.

We make the following definition:

**Definition 4.** A set $\Lambda$ is a uniqueness set (US) for $PW_S$ if

$$f \in PW_S, f|_\Lambda = 0 \Rightarrow f = 0 \text{ identically.}$$

It is well known that if the spectrum $S$ is bounded, then any function in the Paley-Wiener space is a trace of an entire function of exponential type. Using this fact one can show that a uniformly discrete US for $PW_S$ in this case exists.

A set $\Lambda$ is called uniformly discrete (u.d.) if

$$\inf\{|\lambda - \lambda'| \mid \lambda \neq \lambda', \lambda, \lambda' \in \Lambda\} > 0.$$ 

For unbounded spectra of finite measure no analyticity, or even smoothness of $f$ holds (it is merely continuous). Nevertheless discrete uniqueness sets do exist.
Theorem A. [OU11] Let $S$ be a set of finite measure. Then there is a u.d. set $\Lambda$, which is a US for PWs.

Assume for simplicity $|S| < 1$.

Definition 5. Let $t \in [0,1]$ and assume that $\exists k \in \mathbb{Z}$ such that $t+k \in S$. The set $A$ of all such $t$ is called the projection of $S$ and is denoted $\text{proj}(S)$.

Introduce the multiplicity function as $w(t) : [0,1] \to \mathbb{N}, w(t) = \# \{k \text{ in the def. above} \}$.

Define the weighted space:

$$X = L^2(A; w) := \{F : \|F\|^2 := \int |F|^2 w dt < \infty \}.$$ 

It is easy to see that the dual space $X^*$ can be identified with $L^2(A, 1/w)$ and is embedded in the space $L^1(A)$.

The following lemma plays a crucial role in the proof of Theorem A.

Lemma 1. [OU11] Let $Z_j, j = 1,2,...$ be pairwise disjoint sets of integers. Assume that for each $j$ the set $Z_j$ is a uniqueness set for the space

$$\widehat{X}^* := \{g = \hat{G}, G \in X^* \}.$$ 

Then the set

$$\Lambda := \bigcup_{j=1}^{\infty} (Z_j + a_j),$$ 

is a US for $PW_S$, whenever $\{a_j\}$ is a sequence of numbers dense on $[0,1]$.

3 Proof of Theorem 1

It was noticed in [OU11] that the set $\Lambda$ in Theorem A can be chosen outside of a given set $Q$ of finite measure (This, in particular, implies the result of [Ben84], saying that $(S,Q)$ is a weakly annihilating pair). We want to do the same under the conditions of Theorem A.
**Theorem 1’.** Given $S$ and $Q$ satisfying the conditions of Theorem [I], one can construct a US set for $PW_S$, disjoint from $Q$.

Observe that in our situation $Q$ is, in general, a set of infinite measure, so we need an extra argument for the proof. It comes from the ‘periodic gaps’ condition, which allows us to involve the classic ‘Beurling-Malliavin’ theorem (see, for instance, [HJ94], Chapter 4). We need the following corollary of that result.

**Theorem B** (Beurling-Malliavin). For a given $\sigma > 0$, let $\Gamma$ be a set of integers such that for infinitely many dyadic blocks

$$B_k := [2^k, 2^{k+1}), \; k \in \mathbb{N}$$

the following condition holds:

$$\#(\Gamma \cap B_k) > (1 - \frac{\sigma}{2})|B_k|.$$ 

Then $\Gamma$ is a US for the space

$$Y_\sigma := \{f = \hat{F}, F \in L^1((\sigma, 1])\}.$$ 

Combining Lemma I with Theorem B, we will now proceed to the proof of Theorem [I]

Let $S$ and $Q$ be given. Consider the set $A := \text{proj}(S)$. It contains a gap which is a proper sub-interval in $[0, 1]$. We can assume it to be $[0, \sigma]$.

We first show:

**Lemma 2.** Given a number $\epsilon > 0$ there is $j_0 = j_0(\epsilon)$ such that for any $j > j_0$ there is a set $E_j \subset [0, 1], |E_j| > 1 - \epsilon$, such that for $\alpha \in E_j$,

$$\#([\mathbb{Z} + \alpha] \cap (B_j \setminus Q]) > (1 - \frac{\sigma}{2})|B_j|.$$ 

**Proof.** For a given $\alpha \in [0, 1], r > 0$ set

$$G(\alpha, r) = \frac{\#([\alpha + \mathbb{Z}] \cap Q^c \cap (0, r])}{r}$$
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For every $r > 0$, the function $G : \alpha \mapsto G(\alpha, r)$ is measurable and satisfies $0 \leq G \leq 1$. We also have

$$\int_0^1 G(\alpha, r) d\alpha = \frac{|Q^c \cap (0, r)|}{r}.$$ 

Since $Q$ is of density 0, we get

$$\lim_{r \to \infty} \int_0^1 G(\alpha, r) d\alpha = 1.$$ 

Now fix some $\epsilon > 0$. By the last limit, there must be some $r_0$ big enough, such that for every $r > r_0$,

$$\int_0^1 G(\alpha, r) d\alpha > 1 - \frac{\sigma}{4}\epsilon.$$ 

Let $r > r_0$. Denote

$$E_r = \{ \alpha \in [0, 1] \mid G(\alpha, r) > 1 - \frac{\sigma}{4}\}$$

Since $0 \leq G \leq 1$, we get

$$1 - \frac{\sigma}{4}\epsilon < \int_0^1 G(\alpha, r) d\alpha \leq |E_r| + (1 - |E_r|)(1 - \frac{\sigma}{4})$$

which gives

$$|E_r| > 1 - \epsilon.$$ 

In particular: for every $\epsilon$, $\exists j_0$ such that $\forall j > j_0$ there exists $E_j$ with $|E_j| > 1 - \epsilon$, such that for every $\alpha \in E_j$:

$$\#[(\mathbb{Z} + \alpha) \cap ((0, 2^{j+1})\setminus Q)] > (1 - \frac{\sigma}{4})2^{j+1}$$

but since clearly

$$\#[(\mathbb{Z} + \alpha) \cap ((0, 2^j)\setminus Q)] \leq 2^j$$
we get
\[
\#[(\mathbb{Z} + \alpha) \cap (B_j \setminus Q)] > (1 - \frac{\sigma}{4})2^{j+1} - 2^j = (1 - \frac{\sigma}{2})|B_j|.
\]

As an immediate corollary we have

**Lemma 3.** *Almost every* \( \alpha \in [0, 1] \) *satisfies the property: for infinitely many dyadic blocks* \( B_j \),
\[
\#\{k \mid k + \alpha \in B_j \setminus Q\} > (1 - \frac{\sigma}{2})|B_j|.
\]

Theorem B now implies: for a.e. \( \alpha \) the set
\[\Gamma_\alpha := (\mathbb{Z} + \alpha) \cap Q^c,\]

is a US for the space \( Y_\sigma \); So we can choose a sequence \( \alpha_j \) satisfying the last property and dense in \([0, 1]\). Remember that \( \hat{X}^* \subset Y_\sigma \), so Lemma 1 implies that the set
\[\Lambda := \bigcup_j (\Gamma_{\alpha_j} + \alpha_j)\]
is a US for \( PW_s \). Clearly, the above \( \Lambda \) is disjoint with \( Q \), so Theorem 1 is proved. Theorem 1 also follows.

4 Proof of Theorem 2

We begin with remarking that the construction below will give us a more refined structure of the set \( Q \), the so called \( \epsilon \)-thin condition; See remark 2 in the last section for an explanation.

We will use the following easy lemma:

**Lemma 4.** Let \( n > 0 \). Then, there exist \( d = O(n^3) \), and a 1-periodic trigonometric polynomial \( P : [0, 1] \rightarrow \mathbb{R} \) of degree \( d \), such that \( \|P\|_{L_2([0,1])} \approx d \), \( \|P\|_{L_\infty([0,1])} = O(d) \), and
\[
\max_{t \in I^c} |P(t)| \leq \frac{1}{n}
\]
Where $I = \left[ \frac{1}{2} - \frac{1}{n}, \frac{1}{2} + \frac{1}{n} \right]$

**Proof.** Take $P(t) = F_d(t + \frac{1}{2})$, where $F_d$ denotes the Féjer Kernel, and $d$ is large enough depending on $n$ as stated above. \hfill \Box

Let us now turn to the main part of the proof, where we shall construct the $n$-th portion of the sets $S, Q$, and a function $f_n$ which will live in $\text{PW}_S$, while having its $L^2$-norm localized on $Q_n$.

**Lemma 5.** For every $n \geq 1$ there exist a number $N$, sets $S_n, Q_n$ and a function $f_n$, such that:

- $S_n$ has a periodic gap:
  $S_n \cap [k + 0.4, k + 0.6] = \emptyset$ for all $k \in \mathbb{Z}$

  and
  $$|S_n| \leq \frac{1}{2n}.$$

- $Q_n \subset [-N, N]$, and it satisfies, for every interval $I$ of length $|I| > \frac{1}{N}$,
  $$|Q_n \cap I| \leq \frac{1}{n} |I|.$$

- $f \in \text{PW}_{S_n}$, and
  $$\int_{Q^n_c} |f|^2 \leq \frac{1}{n} \int |f|^2.$$

Assuming Lemma 5, let us prove the main theorem.

**Proof of Theorem**. For each $n \geq 1$ we have $N, f_n, S_n, Q_n$ as in the lemma. Set $S = \bigcup S_n$ and $Q = \bigcup (Q_n + 2N)$ (note that the translation of $Q_n$, does not affect the $L^2$ norm of $f_n$). Clearly, $Q$ is of density 0 (as the disjoint union of sets with density going to 0), $S$ has periodic gap and measure at most 1, and the series $\{f_n\}$ shows the pair $(S, Q)$ is not strongly annihilating. \hfill \Box

**Proof of Lemma**. We first describe the construction of the function.
• Given \(n\), use Lemma 4 to obtain a trigonometric polynomial \(P(t)\). Take some 'big' \(N = N(n)\) (to be determined later).

• Let \(P_N(t) = P(Nt)\). Denote \(\mu = \hat{P}_N\), then

\[
\mu = \sum_{|k| \leq d} \hat{P}_N(k) \delta(t - Nk).
\]

Here, \(\delta(\cdot)\) denotes the Dirac delta measure.

• Let \(\psi \in C^\infty(\mathbb{R})\), \(\text{Supp}(\psi) \subset [0, 1]\), with \(\|\psi\|_2 = 1\). Set

\[
\varphi(t) = \psi(2^n(2d + 1)t).
\]

• Set \(F = \mu * \varphi\), and let \(f = \hat{F}\); Then \(f(t) = P_N(t)\hat{\varphi}(t)\). The function \(F\) is clearly supported on the set

\[
S_n = \bigcup_{|j| \leq d} [jN, jN + \frac{1}{2^n(2d + 1)}],
\]

which is the union of \(2d + 1\) intervals, each of length \(\frac{1}{2^n(2d + 1)}\). Note that we have \(|S_n| = \frac{1}{2\pi}\). Moreover,

\[
S_n \cap [k + 0.4, k + 0.6] = \emptyset \text{ for all } k \in \mathbb{Z}.
\]

Let

\[
Q_n = \bigcup_{j = \frac{-N^2}{N^2 + 1}}^{N^2 - 1} \left[ \frac{j + \frac{1}{2} - \frac{1}{n}}{N}, \frac{j + \frac{1}{2} + \frac{1}{n}}{N} \right].
\]

Noting the following two facts, easily verifiable by a straightforward calculation:

• Inside \((Q_n)^c \cap [-N, N]\), the \(L^2\) norm of \(f\) will be small because of Lemma 4; the function \(f\) is concentrated on the intervals that are in \(Q_n\); Specifically, we use the bound (for some absolute \(c > 0\)):

\[
|P_N| \leq \frac{c}{n}
\]
and since the entire expression can be decomposed as

\[
\sum_{j}^{j+\frac{1}{N}} \int_{j}^{j+1} |P_N|^2 |\hat{\varphi}(t)|^2 dt
\]

and on each chunk $|P_N|$ is small, the entire integral is small as well.

- Outside $[-N, N]$, the $L^2$ norm of $f$ will be small because of the decay of $\varphi$, if $N$ is big enough (depending on $n$), while the size of $P_N$ can be bounded by $\mathbb{I}$. Specifically, we use the bounds (for some absolute $C_1, C_2 > 0$):

\[
|\hat{\psi}(t)| \leq \frac{C_1}{1 + t^2} \quad \text{and} \quad \|P\|_{L^\infty([0,1])} \leq C_2d.
\]

We get that: if $N = N(n)$ is chosen big enough, we have

\[
\int_{(Q_n)^c} |f|^2 \leq \frac{C}{n} \|f\|_2^2
\]

as required.

\[\square\]

5 Remarks

1. It seems interesting to compare Theorem with the result in [NO17], where a set $S$ is constructed, of finite measure, such that its indicator function $1_S$ has the (closed) spectrum $Q$ of density zero. Notice that the set $S$ there does not have gaps.

2. In the proof of Theorem 2 it is not difficult, given $\epsilon > 0$, to make the set $Q$ to be $\epsilon$-thin in the sense of [SVW98], which means, denoting $\rho(x) = \min(1, \frac{1}{|x|})$,

\[
|Q \cap [x - \rho(x), x + \rho(x)]| \leq 2\epsilon\rho(x) \quad \text{for every} \quad x \in \mathbb{R}.
\]
In the notations of the proof, it will be $\frac{C}{n}$-thin for some absolute constant $C$. So, in the construction we can control the size of the gaps, compared to their distance from the origin. In fact we can take care on all $\epsilon$ at once such that for any $\epsilon > 0$, there exists some $M = M(\epsilon)$ such that $Q \cap \{|x| > M\}$ is $\epsilon$-thin.

References

[AB77] W.O. Amrein and A.M. Berthier. On support properties of $L_p$ functions and their Fourier transforms. *Journal of Functional Analysis* 24, 106:258–267, 1977.

[Ben84] M. Benedicks. The support of functions and distributions with spectral gap. *Math. Scand.*, 55:285–309, 1984.

[HJ94] V. P. Havin and B. Joricke. *The Uncertainty Principle in Harmonic Analysis*, volume 1. Springer-Verlag, Berlin Heidelberg, 1994.

[NO17] F. Nazarov and A. Olevskii. A function with support of finite measure and ‘small’ spectrum. *Operator Theory: Analysis and Application*, 261:387–391, 2017. Available at: [https://arxiv.org/abs/1701.09114](https://arxiv.org/abs/1701.09114).

[OU11] A. Olevskii and A. Ulanovskii. A uniqueness sets for unbounded spectra. *C. R. Acad. Sci. Paris*, 349:679–681, 2011.

[OU16] A. M. Olevskii and A. Ulanovskii. *Functions with Disconnected Spectrum*, volume 65. American Math. Society, 2016.

[OU17] A. Olevskii and A. Ulanovskii. Discrete uniqueness sets for functions with spectral gaps. *Math. Sbornik*, 208:6, 2017. (in Russian). English transl. in Sbornik : Mathematics, 208:6, (2017) 863-877. Available at: [https://arxiv.org/abs/1609.04571](https://arxiv.org/abs/1609.04571).
[SVW98] C. Shubin, R. Vakilian, and T. Wolff. Some harmonic analysis questions suggested by Anderson-Bernoulli models. *GAFA Geometric and functional Analysis*, 8:932–964, 1998.