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Abstract. We consider a perturbed relativistic Kepler problem

\[
\frac{d}{dt} \left( \frac{m \dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = -\alpha \frac{x}{|x|^3} + \varepsilon \nabla x U(t, x), \quad x \in \mathbb{R}^2 \setminus \{0\},
\]

where \(m, \alpha > 0\), \(c\) is the speed of light and \(U(t, x)\) is a function \(T\)-periodic in the first variable. For \(\varepsilon > 0\) sufficiently small, we prove the existence of \(T\)-periodic solutions with prescribed winding number, bifurcating from invariant tori of the unperturbed problem.
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1. Introduction

The motion of a relativistic particle in a Kepler potential can be described by the equation

\[
\frac{d}{dt} \left( \frac{m \dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = -\alpha \frac{x}{|x|^3}, \quad x \in \mathbb{R}^2 \setminus \{0\},
\]

where the symbol \(|\cdot|\) stands for the Euclidean norm of a two-dimensional vector, \(m\) is the mass of the particle, \(c\) is the speed of light and \(\alpha\) is a constant \((m, \alpha > 0)\). Such an equation is well known in the physics community (see, for instance, [3, 8, 19] and the references therein); on the contrary, it has received much less attention by mathematicians working in the areas of Dynamical Systems and Nonlinear Analysis. In particular, the dynamics of time-dependent perturbations of (1.1) seems to be
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a quite unexplored topic and, to the best of our knowledge, only very few recent contributions can be quoted on this line of research \[16, 22, 23\].

In this paper, we deal with a time-periodic perturbation of the relativistic Kepler problem (1.1), precisely,
\[
\frac{d}{dt} \left( \frac{m \dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = -\alpha \frac{x}{|x|^3} + \varepsilon \nabla_x U(t, x), \quad x \in \mathbb{R}^2 \setminus \{0\},
\]
(1.2)
where $U : \mathbb{R} \times (\mathbb{R}^2 \setminus \{0\}) \to \mathbb{R}$ is a sufficiently regular function, $T$-periodic in the first variable for some $T > 0$, and $\varepsilon > 0$ is a small parameter. In this context, a natural issue is the existence of $T$-periodic solutions of problem (1.2), lying near the $T$-periodic solutions, if any, of the unperturbed problem ($\varepsilon = 0$). Nearly circular solutions of (1.2) were recently provided in \[16, \text{Corollary 9}\]. As for solutions with a more complicated behavior, in this paper we prove, as a corollary of the main result (Theorem 3.2), the following theorem.

**Theorem 1.1.** Let $U = U(t, x) : \mathbb{R} \times (\mathbb{R}^2 \setminus \{0\}) \to \mathbb{R}$ be a continuous function, continuously differentiable in the $x$-variable and $T$-periodic in the $t$-variable, for some
\[
T > \frac{2\pi \alpha}{mc^3}.
\]
(1.3)
Then, for every sufficiently large integer $k \geq 2$, equation (1.2) has at least three $T$-periodic solutions with winding number equal to $k$ and three $T$-periodic solutions with winding number equal to $-k$, whenever $\varepsilon$ is sufficiently small.

Notice that, as a consequence, equation (1.2) has as many $T$-periodic solutions as we wish, provided that $\varepsilon$ is small enough. On growing of the period $T$, even more $T$-periodic solutions could be obtained: we refer to the main result of the paper for the precise statement.

As it will be clear from the proof, (1.3) is a necessary and sufficient condition for the existence of non-circular $T$-periodic solutions of the unperturbed problem (1.1). Let us notice that, whenever one of such solutions - say $x^*(t)$ - is found, a whole (two-parameter) family of $T$-periodic solutions actually exists: indeed, the functions $e^{i\omega t} x^*(t + \tau)$, for $\omega \in [0, 2\pi)$ and $\tau \in [0, T)$, are also $T$-periodic solutions of (1.1). In other terms, equation (1.1) possesses an invariant two-dimensional torus filled by $T$-periodic solutions.

With this in mind, the strategy of the proof of Theorem 1.1 can be easily illustrated. First, we detect, for every positive real number $T$ satisfying (1.3), invariant tori filled by $T$-periodic solutions for the unperturbed equation: infinitely many of them exist, and they can be labelled by an integer $k$, giving the number of counter-clockwise rotations around the origin made in a period by the corresponding periodic solutions. Second, we establish a bifurcation-type result from each of these invariant tori, ensuring the survival of a finite number of $T$-periodic solutions of the perturbed problem (1.2), for $\varepsilon$ small enough. For this part of the proof, we rely on a recent result from [14], providing - via an higher dimensional version of the Poincaré–Birkhoff fixed point theorem established in [15] - periodic solutions for nearly integrable Hamiltonian systems, whenever a suitable non-degeneracy condition for the unperturbed problem is satisfied. After finding action-angle coordinates
for problem (1.1), we are thus led to check that such a non-degeneracy condition is satisfied, eventually concluding the proof of Theorem 1.1. We point out that, in general, the result is sharp: tori made by periodic solutions are typically destroyed by a perturbation, and no more than a finite number of periodic solutions can be found, for \( \varepsilon \neq 0 \). On the contrary, many quasi-periodic invariant tori will survive, by the methods of KAM theory (see [11] and Remark 3.2).

It is worth emphasizing that Theorem 1.1 is in strong contrast with the corresponding results dealing with the perturbed Kepler problem

\[
m\ddot{x} = -\alpha \frac{x}{|x|^3} + \varepsilon \nabla_x U(t, x),
\]

arising by taking the non-relativistic limit \( c \to +\infty \) in equation (1.2). Indeed, for the Kepler problem the set of non-circular \( T \)-periodic solutions (that is, the set of Keplerian ellipses with positive eccentricity and fixed major semi-axis) is not a union of distinct two-dimensional tori, but rather a non-compact three-dimensional manifold, whose boundary includes circular solutions as well as collision-solutions. This is a consequence of the super-integrable character of the Kepler problem and eventually prevents the use of perturbation results as the one in [14]. Periodic solutions to (1.4) are known to exist, for \( \varepsilon \neq 0 \), only in a generalized sense taking into account the possible occurrence of collisions [6, 7] or when the perturbation term has some special structure (see [1, 9, 12, 13, 21] and the references therein).

The plan of the paper is the following. In Section 2, we deal with the unperturbed problem (1.1), with the final goals of detecting its periodic solutions, with explicit formulas for their minimal period, and finding action-angle coordinates. In Section 3, we first recall the bifurcation result from [14] and we then state and prove our main result.

2. The unperturbed problem

In this section, we consider the unperturbed relativistic Kepler problem

\[
\frac{d}{dt} \left( \frac{m\dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = -\alpha \frac{x}{|x|^3}, \quad x \in \mathbb{R}^2 \setminus \{0\}.
\]

After writing it as a first order Hamiltonian system with two degrees of freedom (Section 2.1), we describe the set of its periodic solutions, providing an explicit formula for the minimal period (Section 2.2 and Section 2.3): in doing this, we partially follow and complete the analysis given in [8, 22]. Lastly, we construct action-angle coordinates associated with (2.1) (Section 2.4).

2.1. The Hamiltonian formulation

In principle, equation (2.1) appears as the Euler–Lagrange equation

\[
\frac{d}{dt} \frac{\partial E_0}{\partial \dot{x}} = \frac{\partial E_0}{\partial x}, \quad \text{where } E_0(x, \dot{x}) = -mc^2 \sqrt{1 - |\dot{x}|^2/c^2} + \frac{\alpha}{|x|}.
\]
For our purposes, however, it is more convenient to pass to a Hamiltonian formulation. This can be done (via Legendre transformation) defining the dual variable

\[ p = \frac{m\dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \]  

(2.2)

and the associated Hamiltonian

\[ H_0(x, p) = mc^2\sqrt{1 + \frac{|p|^2}{m^2c^2}} - \frac{\alpha}{|x|}. \]  

(2.3)

From now on, we thus consider the equivalent Hamiltonian system

\[ \dot{x} = \nabla_{\dot{p}} H_0(x, p), \quad \dot{p} = -\nabla_x H_0(x, p), \]

which explicitly reads as

\[
\begin{align*}
\dot{x} &= \frac{p}{m\sqrt{1 + |p|^2/m^2c^2}}, \\
\dot{p} &= -\alpha \frac{x}{|x|^3}.
\end{align*}
\]  

(2.4)

Of course, the Hamiltonian \( H_0 \) is a first integral for (2.4); moreover, it is plain to check that a second first integral is given by the angular momentum

\[ L_0(x, p) = \langle x, Jp \rangle, \quad \text{where } J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]

A first change of variables will be useful for investigating the dynamics of (2.4). Precisely, we define

\[ \Omega = (0, +\infty) \times T^1 \times \mathbb{R}^2 \]

and the diffeomorphism

\[ \Psi: \Omega \to (\mathbb{R}^2 \setminus \{0\}) \times \mathbb{R}^2, \quad (r, \vartheta, l, \Phi) \mapsto (x, p), \]  

(2.5)

given by

\[ x = re^{i\vartheta}, \quad p = le^{i\vartheta} + \frac{\Phi}{r}ie^{i\vartheta}. \]  

(2.6)

Notice that

\[ \langle x, Jp \rangle = \Phi, \]

showing that the variable \( \Phi \) is nothing but the angular momentum. On the other hand, since

\[ \langle \frac{x}{|x|}, p \rangle = l, \]

the variable \( l \) will be called linear momentum.

This change of variables will be the first step in the construction of action-angles variables for the original problem. By now, we just observe that it is a symplectic map, meaning that

\[ dx \wedge dp = dr \wedge dl + d\vartheta \wedge d\Phi. \]
As a consequence, system (2.4) is transformed into the Hamiltonian system

\[
\begin{align*}
\dot{r} &= \partial_t \mathcal{H}_0(r, \vartheta, l, \Phi) = \frac{l}{m} \frac{1}{\sqrt{1 + \frac{l^2 + \Phi^2/r^2}{m^2c^2}}}, \\
\dot{l} &= -\partial_r \mathcal{H}_0(r, \vartheta, l, \Phi) = \Phi^2 \frac{1}{mr^3} \frac{1}{\sqrt{1 + \frac{l^2 + \Phi^2/r^2}{m^2c^2}}} - \frac{\alpha}{r^2}, \\
\dot{\vartheta} &= \partial_{\vartheta} \mathcal{H}_0(r, \vartheta, l, \Phi) = \Phi \frac{1}{mr^2} \frac{1}{\sqrt{1 + \frac{l^2 + \Phi^2/r^2}{m^2c^2}}}, \\
\dot{\Phi} &= -\partial_{\Phi} \mathcal{H}_0(r, \vartheta, l, \Phi) = 0,
\end{align*}
\]

(2.7)
corresponding to the Hamiltonian

\[\mathcal{H}_0(r, \vartheta, l, \Phi) = mc^2 \sqrt{1 + \frac{l^2 + \Phi^2/r^2}{m^2c^2}} - \frac{\alpha}{r}.\]

as already seen, the angular momentum in the new variables writes as

\[L_0(r, \vartheta, l, \Phi) = \Phi.\]

Hence, every solution \((r, l, \vartheta, \Phi) = (r(t), l(t), \vartheta(t), \Phi(t))\) of (2.7) satisfies

\[mc^2 \sqrt{1 + \frac{l(t)^2 + L^2/(r(t))^2}{m^2c^2}} - \frac{\alpha}{r(t)} \equiv h,\]

(2.8)
for some \(h, L \in \mathbb{R}\).

2.2. Dynamics in the \((r, l)\)-plane

In this section, we study the dynamics of the solutions of (2.7) in the \((r, l)\)-plane, with the aim of detecting values of energy \(h\) and angular momentum \(L \neq 0\) giving rise to closed orbits in such a plane. Incidentally, let us notice that system (2.7) cannot have periodic solutions with zero angular momentum (since \(\dot{l} < 0\)).

As already observed, for fixed values of the energy \(h \in \mathbb{R}\) and of the angular momentum \(L \neq 0\), trajectories in the \((r, l)\)-plane satisfy (2.8). Hence, we can obtain

\[l^2 = \phi_{h, L}(r),\]

(2.9)
where

\[\phi_{h, L}(r) = \frac{1}{c^2} \left( \frac{\alpha^2 - L^2c^2}{r^2} + \frac{2\alpha h}{r} + h^2 - m^2c^4 \right), \quad r > 0.\]

(2.10)
The qualitative property of such a function of course changes on varying of the parameters \(h, L\). We are going to look for situations where \(\phi_{h, L}\) is positive between two consecutive zeros, both simple: clearly, this gives rise to a non-constant closed orbit in the \((r, l)\)-plane.
We first observe that
\[
\lim_{r \to 0^+} \phi_{h,L}(r) = \begin{cases} 
+\infty, & \text{if } \alpha^2 - L^2c^2 > 0, \text{ or if } \alpha^2 - L^2c^2 = 0, h > 0, \\
-\infty, & \text{if } \alpha^2 - L^2c^2 < 0, \text{ or if } \alpha^2 - L^2c^2 = 0, h < 0, \\
-m^2c^2, & \text{if } \alpha^2 - L^2c^2 = 0, h = 0,
\end{cases}
\tag{2.11}
\]
and that
\[
\lim_{r \to +\infty} \phi_{h,L}(r) = \frac{h^2 - m^2c^4}{c^2}.
\tag{2.12}
\]
Moreover, it holds that
\[
\phi'_{h,L}(r) = \frac{1}{c^2} \left( - \frac{2(\alpha^2 - L^2c^2)}{r^3} - \frac{2ah}{r^2} \right) = - \frac{2}{c^2r^3} (\alpha^2 - L^2c^2 + \alpha hr),
\tag{2.13}
\]
for every \( r > 0 \).

We now distinguish several cases.

Case 1: \( \alpha^2 - L^2c^2 > 0 \). We consider two subcases:

- \( h \geq 0 \): in this case, from (2.13) we immediately deduce that \( \phi'_{h,L}(r) < 0 \) for every \( r > 0 \), so that there are no closed orbits.
- \( h < 0 \): in this case, a simple computation shows that \( \phi'_{h,L}(r) < 0 \) if and only if \( r < r^* \), where
  \[
  r^* = \frac{\alpha^2 - L^2c^2}{-\alpha h} > 0.
  \tag{2.14}
  \]
  Hence, the function \( \phi_{h,L} \) has a unique global minimum at \( r = r^* \); as a consequence, also in this case there are no closed orbits.

Case 2: \( \alpha^2 - L^2c^2 = 0 \). In this situation (2.10) reduces to
\[
\phi_{h,L}(r) = \frac{1}{c^2} \left( \frac{2ah}{r} + h^2 - m^2c^4 \right),
\]
so that the conclusion are straightforward. Precisely, we have:

- \( h > 0 \): in this case, \( \phi_{h,L} \) is strictly decreasing and so there are no closed orbits.
- \( h = 0 \): in this case, \( \phi_{h,L} \) is a negative constant and no motion is possible.
- \( h < 0 \): in this case, \( \phi_{h,L} \) is strictly increasing and so there are no closed orbits.

Case 3: \( \alpha^2 - L^2c^2 < 0 \). We consider two subcases:

- \( h \leq 0 \): in this case, from (2.13) we immediately deduce that \( \phi'_{h,L}(r) > 0 \) for every \( r > 0 \), so that there are no closed orbits.
- \( h > 0 \): in this case, a simple computation shows that \( \phi'_{h,L}(r) > 0 \) if and only if \( r < r^* \) (with \( r^* \) defined in (2.14)), so that the function \( \phi_{h,L} \) has a unique global maximum at \( r = r^* \), with
\[
\phi_{h,L}(r^*) = \frac{1}{c^2(L^2c^2 - \alpha^2)} \left( \alpha^2h^2 + (h^2 - m^2c^4)(L^2c^2 - \alpha^2) \right).
\]
Recalling (2.11) and (2.12), we thus deduce that a first necessary condition for the existence of two simple zeros is that \( h^2 - m^2c^4 < 0 \). At this point, the second condition to be imposed is that \( \phi_{h,L}(r^*) > 0 \), giving rise to
\[
L^2 < \frac{\alpha^2m^2c^2}{m^2c^4 - h^2}.
\]
Summarizing the above discussion, the orbits in the \((r, l)\)-plane are closed and non-constant if and only if
\[
0 < h < mc^2, \quad \frac{\alpha^2}{c^2} < L^2 < \frac{\alpha^2m^2c^2}{m^2c^4 - h^2}.
\] (2.15)
(see Figure 1). This means that the corresponding solution \(x\) of (2.1) is such that its modulus \(r = |x|\) is a non-constant periodic function. We point out that this does not imply that \(x\) is a periodic solution: indeed, also the angular component \(\vartheta\) plays a role (see Section 2.3). For completeness, we also observe that the case
\[
0 < h < mc^2, \quad \frac{\alpha^2}{c^2} < L^2 = \frac{\alpha^2m^2c^2}{m^2c^4 - h^2},
\]
corresponds instead to the constant solution \((r^*, 0)\) (that is, \(x\) is a circular motion).

In the following result we give an explicit formula for the minimal period of \(r\).

**Proposition 2.1.** Let \(x\) be a solution of (2.1) with energy \(h\) and angular momentum \(L\). If (2.15) holds, then the function \(r = |x|\) is periodic, with minimal period given by
\[
T_h = \frac{2\pi \alpha m^2 c^3}{(m^2 c^4 - h^2)^{\frac{3}{2}}},
\] (2.16)

**Proof.** Let us fix \(h\) and \(L\) such that condition (2.15) is satisfied, let \(x\) be a solution of (2.1) with energy \(h\) and angular momentum \(L\), and let \(T_h\) be the period of \(r = |x|\). Without loss of generality we can assume that \(r(0) = r(T_h) = r_m\), where \(r_m\) is the minimum value of \(r\); by symmetry, we then have \(r(T_h/2) = r_M\), being \(r_M\) the maximum of \(r\), and it also holds that \(l(t) > 0\), for every \(t \in (0, T_h/2)\). Moreover, a simple computation proves that
\[
r_m = \frac{\alpha h - \sqrt{\Delta}}{m^2 c^4 - h^2}, \quad r_M = \frac{\alpha h + \sqrt{\Delta}}{m^2 c^4 - h^2},
\] (2.17)
where \( \Delta = \alpha^2 m^2 c^4 + L^2 c^2 (h^2 - m^2 c^4) \); notice that \( \Delta > 0 \) by condition (2.15).

Consider the equation of the trajectory given in (2.9). Recalling (2.10) we have
\[
\frac{l(t)}{\sqrt{\phi_{h,L}(r(t))}} = 1, \quad \text{for every } t \in (0, T_h/2).
\] (2.18)

From the first equation in (2.7) we have
\[
l = m \dot{r} \sqrt{1 + \frac{l^2 + L^2/r^2}{m^2 c^2}} = m \dot{r} \sqrt{1 + \frac{\phi_{h,L}(r) + L^2/r^2}{m^2 c^2}}.
\] (2.19)

By replacing (2.19) in (2.18) we deduce that
\[
m \dot{r}(t) \sqrt{1 + \frac{\phi_{h,L}(r(t)) + L^2/(r(t))^2}{m^2 c^2}} = 1, \quad \text{for every } t \in (0, T_h/2);
\]
by integrating we infer that
\[
T_h = 2m \int_0^{T_h/2} \dot{r}(t) \sqrt{1 + \frac{\phi_{h,L}(r(t)) + L^2/(r(t))^2}{m^2 c^2}} \, dt
\]
\[
= 2m \int_{r_m}^{r_M} \frac{\phi_{h,L}(u) + L^2/u^2}{m^2 c^2} \sqrt{\phi_{h,L}(u)} \, du.
\]
Recalling (2.10), by means of standard computations we obtain
\[
T_h = \frac{2\pi}{c} \int_{r_m}^{r_M} \frac{\alpha + hu}{\sqrt{(\alpha^2 - L^2 c^2) + 2ahu + (h^2 - m^2 c^4)u^2}} \, du;
\] (2.20)
a primitive of the integrand is given by
\[
\frac{-2}{\sqrt{m^2 c^4 - h^2}} \left[ \left( \alpha + \frac{1}{2} h(r_m + r_M) \right) \arctan \sqrt{\frac{r_M - u}{u - r_m} + \frac{1}{2} h \sqrt{(r_M - u)(u - r_m)}} \right]
\]
and hence from (2.20) we obtain
\[
T_h = \frac{2\pi}{c \sqrt{m^2 c^4 - h^2}} \left( \alpha + \frac{1}{2} h(r_m + r_M) \right).
\]
Taking into account (2.17), we can conclude.

2.3. Periodic and quasi-periodic solutions

Proposition 2.1 guarantees the periodicity of the modulus \( r \) of the solutions \( x \) of (2.1) under condition (2.15). To ensure that \( x \) is a periodic function, we further need some information on the angular part \( \vartheta \).

We first show that it is possible to write the trajectory of \( x \) in the polar form \( r = \rho(\vartheta) \), for some function \( \rho \). To this end, we first observe that if \( x = re^{i\vartheta} \) is a solution of (2.1) then
\[
\dot{x} = \dot{r} e^{i\vartheta} + r \dot{\vartheta} e^{i\vartheta}
\]
and so, by (2.2), \( p = p_r e^{i\vartheta} + p_\vartheta e^{i\vartheta} \), where

\[
p_r = \frac{m\dot{r}}{\sqrt{1 - |\dot{x}|^2/c^2}}, \quad p_\vartheta = \frac{mr\dot{\vartheta}}{\sqrt{1 - |\dot{x}|^2/c^2}}.
\]  

(2.21)

Comparing (2.2) with the second relation in (2.6), we deduce that

\[
\frac{mr\dot{\vartheta}}{\sqrt{1 - |\dot{x}|^2/c^2}} = \Phi r,
\]

(2.22)

so that, since \( \Phi \) is a constant of motion, we infer that \( \dot{\vartheta} \) has a constant sign along the motion. Therefore, \( \vartheta \) is invertible with respect to the time. Let \( t = t(\vartheta) \) be its inverse.

From (2.21) we deduce that

\[
\frac{p_r}{p_\vartheta} = \frac{\dot{r}}{r\dot{\vartheta}} = \frac{1}{\rho} \frac{d\rho}{d\vartheta},
\]

where we have set \( \rho(\vartheta) = r(t(\vartheta)) \). Using (2.6) together with (2.22), this implies that

\[
p_r = \frac{\Phi}{\rho^2} \frac{d\rho}{d\vartheta}
\]

and finally

\[
|p|^2 = \left( \frac{\Phi}{\rho^2} \frac{d\rho}{d\vartheta} \right)^2 + \frac{\Phi^2}{\rho^2}.
\]

As a consequence, recalling (2.3) and denoting again by \( h \) the energy of \( x \) and by \( L \) its angular momentum, we infer that

\[
mc^2 \sqrt{1 + \left( \frac{L}{\rho^2} \frac{d\rho}{d\vartheta} \right)^2} \rho^2 + \frac{L^2}{\rho^2} = \frac{\alpha}{\rho} + h.
\]

We then deduce that

\[
c^2L^2 \left( \frac{1}{\rho^2} \frac{d\rho}{d\vartheta} \right)^2 + \frac{c^2L^2 - \alpha^2}{\rho^2} - \frac{2\alpha h}{\rho} + m^2c^4 - h^2 = 0,
\]

so that, passing to the usual \( \rho \)-inverse variable \( s = 1/\rho \) (the so-called Clairaut’s change of variable), we obtain

\[
c^2L^2 \left( \frac{ds}{d\vartheta} \right)^2 + (c^2L^2 - \alpha^2)s^2 - 2\alpha hs + m^2c^4 - h^2 = 0.
\]  

(2.23)

Differentiating (2.23), we then deduce

\[
c^2L^2 \frac{d^2s}{d\vartheta^2} + (c^2L^2 - \alpha^2)s - \alpha h = 0,
\]

which can be solved to obtain

\[
s(\vartheta) = A \cos \left( \sqrt{1 - \frac{\alpha^2}{c^2L^2}} (\vartheta - \vartheta_0) \right) + \frac{\alpha h}{c^2L^2 - \alpha^2},
\]
where $A$ and $\vartheta_0$ are arbitrary real constants. However, in order for $s(\vartheta)$ to solve the original equation (2.23) we need to require

$$A = \sqrt{\frac{\alpha^2 m^2 c^4 + (h^2 - m^2 c^4) c^2 L^2}{c^2 L^2 - \alpha^2}};$$

notice that $m^2 c^4 + (h^2 - m^2 c^4) c^2 L^2 > 0$ by (2.15). Moreover,

$$A < \frac{\alpha h}{c^2 L^2 - \alpha^2},$$

again by condition (2.15). Then, $s(\vartheta) > 0$ for every $\vartheta \in \mathbb{R}$ and we conclude that

$$\rho(\vartheta) = \frac{1}{\sqrt{\alpha^2 m^2 c^4 + (h^2 - m^2 c^4) c^2 L^2}} \cos \left( \sqrt{1 - \frac{\alpha^2}{c^2 L^2}} (\vartheta - \vartheta_0) + \frac{\alpha h}{c^2 L^2 - \alpha^2} \right).$$

This provides the explicit polar equation for the trajectory of a solution $x$ of (2.1), when (2.15) is satisfied.

Wishing to investigate the periodicity of $x$, the crucial observation is that the function $\rho$ is periodic of minimal period

$$\Delta \vartheta = \frac{2\pi}{\sqrt{1 - \frac{\alpha^2}{c^2 L^2}}}. \quad (2.25)$$

As a consequence, the planar curve of polar equation $r = \rho(\vartheta)$ is closed if and only if $\Delta \vartheta$ is commensurable with $2\pi$, i.e. if and only if there exist $k, n \in \mathbb{N}$ such that

$$\sqrt{1 - \frac{\alpha^2}{c^2 L^2}} = \frac{n}{k}, \quad (2.26)$$

where $n$ and $k$ are relatively prime. Precisely, if (2.26) holds true, then the planar curve $\rho(\vartheta)e^{i\vartheta}$ is periodic with minimal period $2\pi k$, which is exactly $n$ times the period of the radial component $\rho(\vartheta)$. Then, the solution

$$x(t) = \rho(\vartheta(t)) e^{i\vartheta(t)} = r(t) e^{i\vartheta(t)}$$

has minimal period equal to $nT_h$, where $T_h$ is defined in (2.16); moreover, on the periodicity interval $[0, nT_h]$ the angular coordinate covers the angle

$$n\Delta \vartheta = 2\pi k,$$

so that the winding number of $x$ equals to $\pm k$, depending on the sign of the angular momentum (the name $\Delta \vartheta$ is indeed justified by the fact that this quantity is exactly the angular variation made by $\vartheta = \vartheta(t)$ in the time from $t = 0$ to $t = T_h$, that is $\Delta \vartheta = \vartheta(T_h) - \vartheta(0)$).

Recalling the definition of $r^*$ given in (2.14), we can thus state the following result.

**Proposition 2.2.** Let $x$ be a solution of (2.1) with energy $h$ and angular momentum $L$. If (2.15) holds true and (2.26) is satisfied for some coprime integers $n$ and $k$, ...
then \( x \) is periodic of minimal period

\[
T_h = \frac{2\alpha m^2 c^3 n}{(m^2 c^4 - h^2)^{3/2}}.
\]

Moreover, the following holds:

(i) \(|x|\) assumes the value \(r^*\) exactly \(2n\) times in the interval \([0, nT_h]\), always with non-zero derivative;

(ii) \(x\) has winding number equal to \(\text{sgn}(L) \cdot k\) in the interval \([0, nT_h]\).

In Figure 2 a qualitative picture of some trajectories in the \(x\)-plane is drawn.

Remark 2.1 (Quasi-periodic solutions). The case when

\[
\sqrt{1 - \frac{\alpha^2}{c^2 L^2}} \notin \mathbb{Q}
\]

(2.27)

gives rise to quasi-periodic solutions: indeed, assume that (2.27) holds true and let

\[
\omega = \frac{2\pi}{T_h \sqrt{1 - \frac{\alpha^2}{c^2 L^2}}}.
\]

Then, for every solution \(x\) with energy \(h\) and angular momentum \(L\), from the facts that \(r = |x|\) has minimal period \(T_h\) and that \(r = \rho(\vartheta)\), we deduce that the function \(t \mapsto \vartheta(t) - \omega t\) is \(T_h\)-periodic. As a consequence, we can write

\[
x(t) = r(t) e^{i\vartheta(t)} = r(t) e^{i(\vartheta(t) - \omega t)} e^{i\omega t} = \hat{x}(t) e^{i\omega t}, \quad \text{for every } t \in \mathbb{R},
\]

since \(\hat{x}\) is \(T_h\)-periodic and

\[
\frac{2\pi}{\omega} \frac{1}{T_h} = \sqrt{1 - \frac{\alpha^2}{c^2 L^2}} \notin \mathbb{Q},
\]

by (2.27), the conclusion follows.

2.4. Action-angle variables

In this section, we construct action-angle variables for the Hamiltonian system (2.4). Let us consider the open set

\[
\Lambda_0 = \left\{(x, p) \in (\mathbb{R}^2 \setminus \{0\}) \times \mathbb{R}^2 : \begin{array}{c}
0 < H_0(x, p) < mc^2 \\
L_0(x, p) > 0 \\
\frac{\alpha^2}{c^2} < L_0(x, p)^2 < \frac{\alpha^2 m^2 c^2}{m^2 c^4 - (H_0(x, p))^2}
\end{array} \right\}
\]

and set \(\Omega_0 = \Psi^{-1}(\Lambda_0)\), where \(\Psi\) is defined in (2.5) and (2.6). More explicitly,

\[
\Omega_0 = \left\{(r, \vartheta, l, \Phi) \in \Omega : \begin{array}{c}
0 < H_0(r, \vartheta, l, \Phi) < mc^2 \\
L_0(r, \vartheta, l, \Phi) > 0 \\
\frac{\alpha^2}{c^2} < L_0(r, \vartheta, l, \Phi)^2 < \frac{\alpha^2 m^2 c^2}{m^2 c^4 - (H_0(r, \vartheta, l, \Phi))^2}
\end{array} \right\}.
\]

As discussed in the previous section, every \((x^*, p^*) \in \Lambda_0\) (or, equivalently, every \((r^*, \vartheta^*, l^*, \Phi^*) \in \Omega_0\)) is the initial condition of a quasi-periodic solution of (2.4).
Figure 2. Dynamics of the solutions of (2.1) in the $x$-plane: the blue line represents the trajectory of $x$ in the polar form $r = \rho(\vartheta)$ given in (2.24) with $\alpha = m = c = 1$ and $h = 0.7$, the red dashed line represents the value $r^*$ given in (2.14). For some values of $(n, k)$ the figure shows that conditions (i) and (ii) of Proposition 2.2 are satisfied.
(equivalently, of (2.7)); such a solution is actually a periodic one whenever (2.26) is satisfied. In any case, the corresponding projection in the \((r, l)\)-plane is a (non-constant) closed orbit.

For every values \(h\) and \(L\), with \(L > 0\), satisfying (2.15), the (compact and connected) level set

\[
\Omega_0(h, L) = \{(r, \vartheta, l, \Phi) \in \Omega_0 : \mathcal{H}_0(r, \vartheta, l, \Phi) = h, \mathcal{L}_0(r, \vartheta, l, \Phi) = L\}
\]

is diffeomorphic to a torus \(T^2\): this follows from the Liouville–Arnold theorem (see [4, Chapter 10] or [18, Chapter 3.1]), since on this set the integrals \(\mathcal{H}_0\) and \(\mathcal{L}_0\) are linearly independent and in involution, as it is easy to check. Following the proof of this theorem, action-angle coordinates can be constructed in a standard way.

The precise definition of the angles \((\varphi_1, \varphi_2)\) is not needed for our purposes, and we refer again to [4, Chapter 10] for the details. On the other hand, the two action variables \(I_1, I_2\) are defined through the formulas

\[
I_i(h, L) = \frac{1}{2\pi} \oint_{\gamma_i} (l \, dr + L \, d\vartheta), \quad i = 1, 2,
\]

where \(\gamma_1, \gamma_2\) are two independent cycles on the torus \(\Omega_0(h, L)\).

The cycle \(\gamma_1\) can be obtained in this way: fixed a point \((r, \vartheta, l, L) \in \Omega_0(h, L)\) (for simplicity, we take \(\vartheta = 0\)), we first follow the evolution through the Hamiltonian flow for the period \(T_h\) defined in (2.16) (in such a way that the projection on the \((r, l)\)-plane completes a full turn) and later we move \(\vartheta\) with velocity equal to \(-1\) until we reach \(\vartheta = 2\pi\). That is

\[
\gamma_1(t) = \begin{cases} (r(t), \vartheta(t), l(t), \Phi(t)), & \text{if } 0 \leq t \leq T_h, \\ (r(T_h), -(t - T_h) + \Delta\vartheta, l(T_h), \Phi(T_h)), & \text{if } T_h \leq t \leq T_h + \beta, \end{cases}
\]

where \((r(t), \vartheta(t), l(t), \Phi(t))\) is the solution of (2.7) with \((r(0), \vartheta(0), l(0), \Phi(0)) = (r, 0, l, L) \in \Omega_0(h, L)\) (notice that \(\Phi(t) \equiv L\), \(\Delta\vartheta\) is as in (2.25) (recall that \(\Delta\vartheta = \vartheta(T_h)\)), and \(\beta = \Delta\vartheta - 2\pi\). A simple computation yields

\[
I_1(h, L) = \frac{A(h, L)}{2\pi} + L, \quad (2.28)
\]

where

\[
A(h, L) = \frac{2\pi}{c} \left( \frac{\alpha h}{\sqrt{m^2c^4 - \alpha^2}} - \sqrt{c^2L^2 - \alpha^2} \right)
\]

is the area of the region in the \((r, l)\)-plane enclosed by the curve \(\mathcal{H}_0(r, \vartheta, l, L) = h\).

The cycle \(\gamma_2\) is simply defined as \(\gamma_2(t) = (r, t, l, L)\) for \(t \in [0, 2\pi]\), where again \((r, 0, l, L) \in \Omega_0(h, L)\), so that

\[
I_2(h, L) = L. \quad (2.29)
\]

As is well known, the change of variables \((r, \vartheta, l, L) \mapsto (I_1, I_2, \varphi_1, \varphi_2)\) is symplectic, that is

\[
\text{dr} \wedge \text{dl} + \text{d}\vartheta \wedge \text{d}\Phi = \text{d}I_1 \wedge \text{d}\varphi_1 + \text{d}I_2 \wedge \text{d}\varphi_2,
\]
and in principle can be defined on a neighborhood of $\Omega_0(h, L)$ in $\Omega_0$. As a consequence of this construction, however, it turns out that this change of variables provides a global symplectic diffeomorphism

$$\Sigma: \Omega_0 \to D \times \mathbb{T}^2, \quad (r, \vartheta, l, L) \mapsto (I_1, I_2, \varphi_1, \varphi_2),$$

where $D$ is the open set of $\mathbb{R}^2$ in which $I_1, I_2$ are allowed to vary (we omit the explicit definition, which is complicated and useless for our purposes). In this domain, the Hamiltonian in action-angle coordinates can be obtained by inverting (2.28) (and recalling (2.29)); after some computations, we obtain

$$K_0(I_1, I_2, \varphi_1, \varphi_2) = K_0(I_1, I_2) = mc^2 I_1 - I_2 + \frac{1}{c} \sqrt{c^2 I_2^2 - \alpha^2}.$$  

(2.30)

**Remark 2.2 (Passing to the non-relativistic limit).** It can be interesting to observe that all the theory of the Kepler problem (see, for instance, [20, Chapter 1]) can be recovered by passing to the non-relativistic limit $c \to +\infty$. Indeed, writing

$$H_0 = E + mc^2,$$

where $H_0$ is the relativistic energy (that is, the Hamiltonian (2.3)) and $E$ is the energy difference from the particle rest energy, and denoting by

$$E_{nr} = \frac{1}{2} m |\dot{x}|^2 - \frac{\alpha}{|x|}$$

the usual non-relativistic energy, a simple computation shows that $E \to E_{nr}$ as $c \to +\infty$. Analogously, denoting by

$$L_{nr} = \langle Jx, m\dot{x} \rangle$$

the usual non-relativistic angular momentum, it holds that $L \to L_{nr}$ as $c \to +\infty$.

Using the above relationships, by passing to the limit in (2.15), it follows that the admissible values of $E_{nr}$ and $L_{nr}$ for the existence of (non-circular) closed orbits in the $(r, \dot{r})$-plane satisfy the well-known conditions

$$E_{nr} < 0 \quad \text{and} \quad 0 < L_{nr}^2 < \frac{\alpha^2 m}{-2E_{nr}}.$$

By taking the limit in (2.25) it follows that $\Delta \vartheta = 2\pi$, so that all these solutions are periodic also in the $x$-plane, with winding number $\pm 1$ in the period

$$T_{h, nr} = \frac{2\pi \alpha m^2}{(-2E_{nr})^{\frac{3}{2}}}.$$

This can be obtained by passing to the limit in (2.16), and is nothing but the third Kepler’s law; moreover, taking the limit in the polar equation (2.24) provides

$$\rho(\vartheta) = \frac{L_{nr}^2}{\sqrt{\alpha^2 m^2 + 2mE_{nr} L_{nr}^2 \cos(\vartheta - \vartheta_0) + \alpha m}},$$

which is the polar equation of a Keplerian ellipse.
Finally, writing in (2.30) $K_0 = \tilde{K}_0 + mc^2$, a simple computation shows that the non-relativistic limit of $\tilde{K}_0$ becomes

$$K_{0,nr}(I_{1,nr}) = -\frac{1}{2} \frac{\alpha^2 m}{I_{1,nr}^2},$$

which corresponds to the usual expression of the Kepler Hamiltonian in action-angle coordinates $I_{i,nr}$ and $\varphi_{i,nr}$ (the so-called Delaunay variables, see [15, Chapter 3.2]).

3. The perturbed problem

In this section, we deal with the perturbed problem (1.2). We first recall a recent existence result for $T$-periodic solutions of a perturbed Hamiltonian system (Section 3.1) which is subsequently exploited to prove our main result (Section 3.2).

3.1. Periodic perturbations of completely integrable Hamiltonian systems

In this section, we briefly describe a result from [14] (see also [2, 5, 10]), dealing with the existence of $T$-periodic solutions for the Hamiltonian system

$$\begin{cases}
\dot{I} = -\varepsilon \nabla_{\varphi} R(t, \varphi, I), \\
\dot{\varphi} = \nabla K(I) + \varepsilon \nabla_I R(t, \varphi, I),
\end{cases}$$

(3.1)

where $K: D \to \mathbb{R}$ is twice continuously differentiable, $R: \mathbb{R} \times D \times \mathbb{T}^N \to \mathbb{R}$ is continuous in all its variables, continuously differentiable in $(I, \varphi)$ and $T$-periodic in $t$, and $\varepsilon > 0$ is a (small) parameter. Throughout this section, it is convenient to mean $\mathbb{T}^N$ as the set $[0, 2\pi)^N$ with the standard torus topology; the natural covering projection $\mathbb{R}^N \ni \tilde{\varphi} \mapsto \varphi \in \mathbb{T}^N$ will be denoted by $\Pi$.

System (3.1) arises as a time-periodic perturbation of the completely integrable Hamiltonian system in action-angle coordinates

$$\begin{cases}
\dot{I} = 0, \\
\dot{\varphi} = \nabla K(I),
\end{cases}$$

(3.2)

The dynamics of the above system is well-known, consisting of periodic and quasi-periodic solutions lying on invariant tori.

In the following, we assume that, for some $\bar{I} \in D$,

$$T \nabla K(\bar{I}) \in 2\pi \mathbb{Z}^N$$

(3.3)

and that $T$ is the minimum positive real number satisfying the above property. This means that the invariant torus $\mathbb{T}^N \times \{\bar{I}\}$ is filled by periodic orbits with minimal period $T$.

The next result, which is a corollary of [14, Corollary 2.2], ensures the survival of $N + 1$ of the above $T$-periodic solutions when $\varepsilon$ is small enough, provided that a non-degeneracy condition is satisfied.

Theorem 3.1. Let us suppose that (3.3) holds true and that

$$\det \nabla^2 K(\bar{I}) \neq 0.$$
Then, for every $\sigma > 0$ there exists $\varepsilon^* > 0$ such that, for every $\varepsilon \in (0, \varepsilon^*)$, system (3.1) has at least $N + 1$ solutions with period $T$, satisfying

$$\max_{t \in [0,T]} |\tilde{\varphi}(t) - \tilde{\varphi}(0) - t\nabla K(\tilde{t})| + \max_{t \in [0,T]} |I(t) - \tilde{I}| \leq \sigma,$$

where $\tilde{\varphi}: [0,T] \to \mathbb{R}^N$ is a lifting of $\varphi$ with respect to the covering projection $\Pi$.

Condition (3.5) means that the function $(I(t), \hat{\varphi}(t))$, which is a solution of the lifting of system (3.1) to the covering space $\mathcal{D} \times \mathbb{R}^N$, remains arbitrarily close, in the $C^0$-norm, to the function $(\tilde{I}, \hat{\varphi}(0) + t\nabla K(\tilde{t}))$, solving the lifting of the unperturbed system (3.2). By considering the distance in $\mathbb{T}^N$ given by

$$d_{\mathbb{T}^N}(\varphi, \psi) = \min_{k \in \{-1, 0, 1\}^N} |\varphi - \psi + 2k\pi|,$$

it is easy to see that, whenever $\sigma < 2\pi$, (3.5) implies that

$$\max_{t \in [0,T]} d_{\mathbb{T}^N}(\varphi(t), \Pi(\hat{\varphi}(0) + t\nabla K(\tilde{t}))) + \max_{t \in [0,T]} |I(t) - \tilde{I}| \leq \sigma,$$

that is, $(I(t), \varphi(t))$ remains close, in the $C^0$-norm on $\mathbb{R}^2 \times \mathbb{T}^2$, to a solution of the unperturbed system (3.2). This remark will be crucial in the next section.

3.2. The main result: statement and proof

In this section, we state and prove our main result dealing with the existence of $T$-periodic solutions for the perturbed relativistic Kepler problem

$$\frac{d}{dt} \left( \frac{m\dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = -\alpha \frac{x}{|x|^3} + \varepsilon \nabla_x U(t, x), \quad x \in \mathbb{R}^2 \setminus \{0\},$$

where $m, c, \alpha$ are fixed positive constants and $\varepsilon > 0$ is a (small) parameter. As for the perturbation function $U = U(t, x)$, we assume that $U: \mathbb{R} \times (\mathbb{R}^2 \setminus \{0\}) \to \mathbb{R}$ is continuous in $(t, x)$, continuously differentiable in $x$ and $T$-periodic in $t$: henceforth, we denote this class of functions by $C_T^{0,1}(\mathbb{R} \times (\mathbb{R}^2 \setminus \{0\}))$.

To state our result, we further need to introduce some constants. As a first step, we define, for every integer $n \geq 1$, the value

$$T_n^* = \frac{2\pi n\alpha}{mc^2}.$$

Notice that $T_1^*$ is nothing but the number appearing in condition (1.3): it corresponds to the limit value of the function $T_h$ given in (2.16) when $h \to 0^+$.

Then, we fix $T > T_1^*$ and we define, for every integer $n \geq 1$ such that $T > T_n^*$, the integer $k_{T,n}^* \geq n$ as follows. Let $h_{T,n} \in (0, mc^2)$ be the unique value such that

$$nT_{h_{T,n}} = T,$$

notice that the existence and the uniqueness of $h_{T,n}$ follows from the facts that $T > T_n^*$ and that $T_h$ is a strictly increasing function (with respect to $h$) with $T_h \to +\infty$ for $h \to (mc^2)^-$. Then, we define $k_{T,n}^*$ as the smallest integer number such that

$$k_{T,n}^* > \frac{mc^2n}{h_{T,n}}.$$

Notice that $k_{T,n}^* > n$ so that, in particular, $k_{T,n}^* \geq 2$. 
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Finally, for $k \geq k^*_{T,n}$ we set
\[
r^*_{T,n,k} = \frac{\alpha n^2}{h_{T,n}k^2} \frac{1}{1 - \frac{n^2}{k^2}},
\]
(3.8)

With these preliminaries, the following result holds true.

**Theorem 3.2.** Let $T$ be such that $T > T^*_M$ for some integer $M \geq 1$. Then, for every integer $n$ with $1 \leq n \leq M$, for every integer $k \geq k^*_{T,n}$, with $n$ and $k$ relatively prime, and for every $U \in C^{0,1}_T(\mathbb{R} \times (\mathbb{R}^2 \setminus \{0\}))$, there exists $\varepsilon^* > 0$ such that, for every $\varepsilon \in (0,\varepsilon^*)$, equation (3.7) has at least six $T$-periodic solutions, denoted by $x^{(i)}_{n,k,+}$ and $x^{(i)}_{n,k,-}$ for $i = 1, 2, 3$, such that:

(i) $|x^{(i)}_{n,k,+}|$ and $|x^{(i)}_{n,k,-}|$ assume the value $r^*_{T,n,k}$ exactly $2n$ times in the interval $[0,T)$, for $i = 1, 2, 3$;

(ii) $x^{(i)}_{n,k,+}$ has winding number $k$ in the interval $[0,T)$ and $x^{(i)}_{n,k,-}$ has winding number $-k$ in the interval $[0,T)$, for $i = 1, 2, 3$.

Notice that Theorem 1.1 follows by taking $n = 1$ in the above statement.

**Proof.** Let us write the perturbed problem (3.7) using the Hamiltonian formalism; according to Section 2.1, this can be achieved by defining the perturbed Hamiltonian
\[
H_\varepsilon(x,p) = mc^2 \sqrt{1 + \left|\frac{p}{m^2c^2}\right| - \frac{\alpha}{|x|} - \varepsilon U(t,x)}.
\]

Then, we pass to action-angle coordinates, by performing the change of variables
\[
\Sigma \circ \Psi: \Lambda_0 \to \mathcal{D} \times T^2, \quad (x,p) \mapsto (I_1, I_2, \varphi_1, \varphi_2),
\]
described in Section 2.4. In the new variables, system (3.7) then takes the form (3.1), with $N = 2$, $I = (I_1, I_2)$, $\varphi = (\varphi_1, \varphi_2)$, $K(I) = K_0(I)$ as defined in (2.30) and
\[
\mathcal{R}(t, I, \varphi) = U(t, x(I, \varphi))
\]
where $x(I, \varphi)$ are the first two components of the four-dimensional vector $(\Sigma \circ \Psi)^{-1}(I, \varphi)$.

Our aim is to apply Theorem 3.1 we thus need to check that conditions (3.3) and (3.4) hold true, for a suitable $I \in \mathcal{D}$.

To this end, we first observe that, given $n$ and $k$ as in the statement of the theorem, the unperturbed problem (2.1) has periodic solutions with minimal period equal to $T$. Indeed, let
\[
L_{n,k} = \frac{\alpha}{c} \sqrt{\frac{1}{1 - \frac{n^2}{k^2}}},
\]

Then, we easily see that for $h = h_{T,n}$ and $L = L_{n,k}$ conditions (2.15) and (2.26) are satisfied, so that Proposition 2.2 applies. By writing the corresponding action $(\bar{I}_1, \bar{I}_2)$ as in (2.28) and (2.29), condition (3.3) plainly follows (recall that (3.3) means that the corresponding torus is made up by $T$-periodic solutions).
To check (3.4), we compute
\[\nabla^2 K_0(I) = \frac{\alpha^2}{c^2} \left(\begin{array}{cc}
-3S(I) & -3S(I) \frac{\partial S(I)}{\partial I_2} \\
\left(S(I)^2 + \frac{\alpha^2}{c^2}\right)^{\frac{3}{2}} & -3S(I) \left(\frac{\partial S(I)}{\partial I_2}\right)^2 + \left(S(I)^2 + \frac{\alpha^2}{c^2}\right) \frac{\partial^2 S(I)}{\partial I_2^2} \\
\end{array} \right),\]

where
\[S(I) = I_1 - I_2 + \frac{1}{c} \sqrt{c^2 I^2_2 - \alpha^2}.\]

Notice that, by (2.28) and (2.29), \(I_1 - I_2 > 0\) and then \(S(I) > 0\). As a consequence,
\[\det \nabla^2 K_0(I) = -\frac{\alpha^4}{c^4} \frac{3S(I) \frac{\partial^2 S(I)}{\partial I_2^2}}{\left(S(I)^2 + \frac{\alpha^2}{c^2}\right)^4} = \frac{\alpha^6}{c^6} \frac{3S(I)}{(S(I)^2 + \frac{\alpha^2}{c^2})^4 (c^2 I^2_2 - \alpha^2)^{\frac{3}{2}}} \neq 0,\]

thus (3.4) holds true.

Therefore, Theorem 3.1 applies so that, for every \(\sigma > 0\), three \(T\)-periodic solutions of (3.1) exist, for \(\varepsilon\) small enough. Going back to the original variables, we have thus found three \(T\)-periodic solutions of system (3.7). Other three \(T\)-periodic solutions can be obtained, by repeating the above arguments with \(L = -L_{n,k}\). Notice that, up to taking smaller values of \(\sigma\) (and thus of \(\varepsilon\)) all the six solutions remain distinct, since (3.6) ensures that they stay close to solutions on distinct tori of the unperturbed problem. To conclude the proof, we thus need to show that, again up to taking smaller values of \(\sigma\), conditions (i) and (ii) of the statement are satisfied.

As for (ii), we notice that from (3.6) it follows that
\[\max_{t \in [0,T]} |x(t) - x_0(t)| + \max_{t \in [0,T]} |p(t) - p_0(t)| \leq C(\sigma),\]

with \((x_0, p_0)\) a \(T\)-periodic solution of (2.11) with \(h = h_{T,n}\) and \(L = \pm L_{n,k}\), and \(C(\sigma)\) a suitable constant with \(C(\sigma) \to 0\) as \(\sigma \to 0^+\). Since, by Proposition 2.2, \(x_0\) has winding number \(\pm k\) on the interval \([0,T]\) according to \(L = \pm L_{n,k}\), and the winding number is continuous in the \(C^0\)-topology, condition (ii) follows.

To check that (i) holds as well, we first claim that \(x\) remains close to \(x_0\) also in the \(C^1\)-norm. To see this, we use (2.4) and its perturbed version to infer that
\[\dot{x}(t) - \dot{x}_0(t) = \frac{p(t)}{m \sqrt{1 + \frac{|p(t)|^2}{m^2 c^2}}} - \frac{p_0(t)}{m \sqrt{1 + \frac{|p_0(t)|^2}{m^2 c^2}}}, \quad \text{for every } t \in [0,T].\]

As for (i), we notice that from (3.6) it follows that
\[\max_{t \in [0,T]} |x(t) - x_0(t)| + \max_{t \in [0,T]} |p(t) - p_0(t)| \leq C(\sigma),\]

with \((x_0, p_0)\) a \(T\)-periodic solution of (2.11) with \(h = h_{T,n}\) and \(L = \pm L_{n,k}\), and \(C(\sigma)\) a suitable constant with \(C(\sigma) \to 0\) as \(\sigma \to 0^+\). Since, by Proposition 2.2, \(x_0\) has winding number \(\pm k\) on the interval \([0,T]\) according to \(L = \pm L_{n,k}\), and the winding number is continuous in the \(C^0\)-topology, condition (ii) follows.
An easy computation shows that the Jacobian matrix of the function
\[ \mathbb{R}^2 \ni p \mapsto \frac{p}{m\sqrt{1 + \frac{|p|^2}{m^2c^2}}} \]
is globally bounded; then, using the mean-value theorem, from (3.10) we infer that
\[ |\dot{x}(t) - \dot{x}_0(t)| \leq \Gamma |p(t) - p_0(t)|, \quad \text{for every } t \in [0, T], \]
for a suitable constant \( \Gamma > 0 \), and thus, by (3.9),
\[ \max_{t \in [0, T]} |\dot{x}(t) - \dot{x}_0(t)| \leq \Gamma C(\sigma). \]
Writing \( x = re^{i\theta} \) as in (2.6), we have
\[ \dot{r} = \frac{\langle x, \dot{x} \rangle}{r} \]
and we can thus deduce that \( r \) is close to \( r_0 \) in the \( C^1 \)-topology. Once this is known, we can conclude by showing that \( r_0 \) assumes exactly \( 2n \) times in the interval \([0, T] \) the value \( r^*_{T,n,k} \), always with non-zero derivative. This follows from (i) of Proposition 2.2 after checking that the definition of \( r^* \) in (2.14) for \( h = h_{T,n} \) and \( L = L_{n,k} \) coincides with the one of the value \( r^*_{T,n,k} \) given in (3.8).

\[ \square \]

**Remark 3.1 (Abundance of \( T \)-periodic solutions).** According to [14, Corollary 2.2], it would be possible to bifurcate also from tori filled by periodic solutions with minimal period \( T/\ell \), for some integer \( \ell \geq 2 \). As a consequence, on growing of the period \( T \), even more \( T \)-periodic solutions to equation (3.7) could be provided, leading to an improved version of Theorem 1.1. For briefness, we prefer not to go into the details of this.

**Remark 3.2 (Applying KAM theory).** Since the non-degeneracy condition (3.4) has been proved to hold for the unperturbed problem (2.1) when written in action-angle coordinates, a standard KAM theorem (see, for instance, [11, Chapter 4.5]) can be applied to ensure the survival of quasi-periodic invariant tori for a perturbed problem of the type
\[ \frac{d}{dt} \left( \frac{m\dot{x}}{\sqrt{1 - |\dot{x}|^2/c^2}} \right) = -\alpha \frac{x}{|x|^3} + \varepsilon \nabla U(x), \]
with \( U \) sufficiently regular and \( \varepsilon \) sufficiently small. We stress that here the perturbation term \( U \) is required to depend only on \( x \), and not on time \( t \). We are not aware of KAM theorems allowing to deal with a time-periodic perturbation of the relativistic Kepler problem, as in (3.7) (compare for instance with [17, Theorem 1], requiring however the Hessian of the Hamiltonian to be strictly convex, which is not the case in our setting).
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