I. INTRODUCTION

Cosmological inflation is recognized as the most promising scenario about the history in the early Universe [1–6]. Although the latest observational data of the large-scale anisotropies of the Cosmic Microwave Background (CMB) [7–10] strongly favour the simplest single-field and slow-roll inflation models, models of inflation driven by various mechanisms, e.g., multiple scalar fields, other field species such as vector and spinor fields, modified kinetic terms, nonminimal (derivative) couplings to the spacetime curvature, and self-derivative interactions have also been explored [11–20].

For a long time, the scalar-tensor theories with the higher-derivative interactions have been thought to be problematic, since the equations of motion for the metric and the scalar field would generically contain derivatives higher than second-order, indicating the appearance of the Ostrogradsky ghosts [21]. Ref. [22] argued that an invertible frame transformation with the derivatives of the scalar field maps a class of the conventional scalar-tensor theories to a new class without the Ostrogradsky ghosts, despite the apparent higher-derivative features of the theory. More explicit studies have revealed that the appearance of the Ostrogradsky ghosts can be avoided by imposing the certain degeneracy conditions amongst the equations of motion with the highest order time derivatives. The scalar-tensor theories under the imposition of the degeneracy conditions have been developed and are currently recognized as the degenerate higher-order scalar-tensor (DHOST) theories [23–26]. The DHOST theories correspond to the most general scalar-tensor theories with the single scalar field without the Ostrogradsky ghosts and include all the previously known classes of the scalar-tensor theories, especially, the Horndeski theories [15, 27, 28] and the beyond-Horndeski theories [29–31].

In order to compare the inflationary models with the observational data, we consider the linear perturbations about the Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime

\[ ds^2 = g_{\mu\nu} dx^\mu dx^\nu = -(1 + 2A(t, x^i)) dt^2 + 2a(t) \partial_i B(t, x^i) dt dx^i + a(t)^2 \left( \left( 1 - 2\psi(t, x^i) \right) \delta_{ij} + 2\partial_i \partial_j E(t, x^i) + h_{ij}(t, x^i) \right) dx^i dx^j, \]

(1)

where \( t \) and \( x^i(i = 1, 2, 3) \) are the physical time and comoving spatial coordinates, \( a(t) \) is the cosmic scale factor, \( A, B, \psi, \) and \( E \) are the scalar metric perturbation variables, and \( h_{ij} \) denotes the tensor metric perturbations obeying the transverse-traceless conditions \( \delta^{ij} h_{ij} = 0 \) and \( \partial^i h_{ij} = 0 \), respectively. We also consider the perturbation of the scalar field

\[ \phi = \phi_0(t) + \phi_1(t, x^i), \]

(2)

and neglect the vector metric perturbations. In order to see the dependence on the scales, from now on, we decompose any perturbation variable \( Q \) into the comoving Fourier modes

\[ Q = \int d^3k Q_k e^{i k \cdot x'}, \]

(3)

where \( k_i \) is the comoving momentum vector and \( k^2 := \delta^{ij} k_i k_j \), although we will not show the subscript “\( k \)” explicitly. After the Fourier transformation, the spatial derivative \( \partial_i \) and the Laplacian term \( \Delta := \delta^{ij} \partial_i \partial_j \) are replaced by \( (-i k_i) \) and \( (-k^2) \) in the perturbation equations, respectively. Since in this paper we focus on the regime of the linearized perturbations, there will be no coupling of the different \( k \) modes.

While the tensor perturbations \( h_{ij} \) are gauge-invariant, the scalar perturbations \( A, B, \psi, E, \) and \( \phi_1 \) are not.
Thus, in order to compare with the observational data, we have to construct the the gauge-invariant combinations of them [32–34]. The gauge-invariant perturbations relevant for the inflationary models in the scalar-tensor theories are given by the combinations of the metric and scalar field perturbations. The particularly important gauge-invariant quantity is the comoving curvature perturbation [35–38]

\[ \mathcal{R}_c := \psi + \frac{1}{\dot{a}} \dot{\phi}_1, \]  

where ‘dot’ denotes the derivative with respect to the time \( t \). The spectral features of the comoving curvature perturbation are directly related to the data of the large-scale CMB anisotropies.

In developing the new inflationary models in the more general scalar-tensor theories, frame invariance of the cosmological observables should be very useful, since it allows us to evaluate the observables in the frame which is technically the most convenient. The conformal transformation \( g_{\mu\nu} = C(\phi) g_{\mu\nu} \), where \( \phi \) denotes the scalar field, maps a class of the conventional scalar-tensor theories, with the potential \( V(\phi) \), the nonminimal coupling to the Ricci curvature \( \xi(\phi) R \), the kinetic function \( \omega(\phi) \), and the kinetic term of the scalar field

\[ \mathcal{X} := \dot{\phi}^2 \phi, \]  

where we have defined the shorthand notation for the covariant derivatives of the scalar field by \( \phi_{\mu\nu\cdots\alpha} := \nabla_\nu \cdots \nabla_\mu \phi \) and \( \phi^{\mu\nu\cdots\alpha} := \nabla^\gamma \cdots \nabla^\alpha \phi = g^{\rho\gamma} g^{\sigma\nu} \cdots g^{\beta\delta} \nabla_\rho \nabla_\sigma \phi \) represent the covariant derivatives of the scalar field associated with the metric \( g_{\mu\nu} \), to another class in which the structure of the Lagrangian density (5) is preserved with the redefined functions of \( \xi(\phi) \), \( \tilde{\omega}(\phi) \), and \( \bar{V}(\phi) \). Interestingly, it has been shown that the gauge-invariant comoving curvature perturbation (4) is invariant under the conformal transformation [39–41], which allows us to evaluate observables in the Einstein frame obtained after eliminating nonminimal couplings. Similarly, the tensor metric perturbations, \( h_{ij} \), are also manifestly conformally invariant.

Similarly, the disformal transformation [22, 42, 43]

\[ \tilde{g}_{\mu\nu} = C(\phi, \mathcal{X}) g_{\mu\nu} + D(\phi, \mathcal{X}) \phi_{\mu} \phi_{\nu}, \]  

where \( C \) and \( D \) are the free functions of the scale field \( \phi \) and the kinetic term \( \mathcal{X} \) (see Eq. (6)), is known as the most general frame transformation which is composed of the scalar field and its first-order derivatives. The transformation (7) maps a class of the Class-2N-I and Class-3N-I DHOST theories to another class [24–26]. The Horndeski theories [15, 27, 28] are framed by the subclass of the disformal transformation (7), \( C = C(\phi) \) and \( D = D(\phi) \) [43], and the beyond-Horndeski theories are done by the subclass of the disformal transformation (7) \( C = C(\phi) \) and \( D = D(\phi, \mathcal{X}) \) [29–31], respectively.

The invariance of the comoving curvature perturbation within the above class of the disformal transformation has been shown in Refs. [44–47]. The tensor perturbations are always shown to be disformally invariant. On the other hand, the invariance of the comoving curvature perturbation depends on the subclass of the disformal transformation. In the class of \( C = C(\phi) \) and \( D = D(\phi, \mathcal{X}) \), the disformal invariance of the comoving curvature perturbation always holds [44, 45]. In the most general class that \( C = C(\phi, \mathcal{X}) \) and \( D = D(\phi, \mathcal{X}) \), the invariance of the comoving curvature perturbation holds approximately on the superhorizon scales \( k/(aH) \ll 1 \) [46, 47], where \( H(t) := \dot{a}/a \) represents the Hubble expansion rate, whenever the gauge-invariant perturbation about the scalar field

\[ \Sigma := -\dot{\phi}_0 \dot{\phi}_0 \left( \frac{\delta \mathcal{X}}{X_0} - \frac{\dot{\phi}_1}{\dot{\phi}_0} \right) = A \dot{\phi}_0^2 + \phi_1 \dot{\phi}_0 - \dot{\phi}_0 \dot{\phi}_1, \]  

is suppressed on the superhorizon scales \( k/(aH) \ll 1 \), where \( X_0 \) and \( \delta \mathcal{X} \) represent the background and perturbation parts of \( \mathcal{X} \) given, respectively, by

\[ X_0 := -\dot{\phi}_0^2, \quad \delta \mathcal{X} := 2 \dot{\phi}_0 \left( A \dot{\phi}_0 - \dot{\phi}_1 \right). \]  

Following the definition in Eq. (8), \( \Sigma \) represents the relative perturbation between the scalar field and its kinetic term. In the inflation models with the canonical/ noncanonical kinetic terms, \( \Sigma \) is proportional to the intrinsic entropy perturbation of the scalar field

\[ \delta \Gamma(\phi) = \delta \rho(\phi) = \frac{p_0(\phi)(t)}{\rho_0(\phi)(t)} \delta \rho(\phi), \]  

where \( (p_0(\phi)(t), \rho_0(\phi)(t)) \) and \( (\delta \rho(\phi), \delta \rho(\phi)) \) represent the background and perturbation parts of the energy density and pressure of the scalar field, respectively [38, 48]. For this reason, we call \( \Sigma \) the intrinsic entropy perturbation of the scalar field. In the models in the Horndeski theories with the canonical or noncanonical kinetic terms, it has been shown that when the comoving curvature perturbation is conserved on the superhorizon scales,

\[ \dot{\mathcal{R}}_c \approx 0, \]  

(11)

where ‘\( \approx \)’ means that the equality holds only on the superhorizon scales, the perturbation \( \Sigma \) is suppressed on the superhorizon scales,

\[ \Sigma \approx 0, \]  

(12)

(see Refs. [38, 44, 46, 48]). The results in Ref. [46] suggest that also in the Class-2N-I and Class-3N-I DHOST theories, when \( \Sigma \) is suppressed on the superhorizon scales, which are related to the Horndeski theory, \( \mathcal{R}_c \) is conserved on the superhorizon scales via the disformal transformation (7) [24–26]. On the other hand, in the more general scalar-tensor theories with more than the third-order time derivatives, the correspondence between the conservation of \( \mathcal{R}_c \) and the suppression of \( \Sigma \) on the superhorizon scales has not been clarified yet. Since the
scalar-tensor theories with the third- order time derivatives mentioned below have not been formulated yet, for now we leave this subject for future work.

In this paper, we consider the generalized disformal transformation with the second-order covariant derivatives of the scalar field. First, we list the most fundamental scalar quantities constructed with the covariant derivatives of the scalar field with at most the quadratic order of the second-order derivatives. By “fundamental”, we mean that all the other scalar quantities constructed with the derivatives of the scalar field can be expressed as the products of them. For instance, only the fundamental scalar quantity constructed with the first-order derivatives of the scalar field is given by the kinetic term \( \Box \phi \). The other scalar quantities with the first-order derivatives can be expressed in terms of the non-linear combination of \( \Box \phi \), e.g., \( \phi^\mu \phi^\nu \) \( (\phi_{\mu \nu} \phi_{\rho \sigma}) = X^2 \). The quadratic order of the second-order covariant derivatives of the scalar field, there are also two fundamental scalar quantities composed of the covariant derivatives of the scalar field given by

\[
\begin{align*}
\Box \phi &:= g^{\mu \nu} \phi_{\mu \nu}, \\
\mathcal{Y} &:= 2g^{\rho \sigma} \phi^\rho \phi^\sigma = g^{\mu \nu} \phi_{\mu \nu} \mathcal{X}^\nu, \\
\end{align*}
\]

where we have introduced the shorthand notation for the covariant derivative of the kinetic term \( X^\mu := \nabla_\mu X^\lambda \).

At the quadratic order of the second-order covariant derivatives of the scalar field, there are also two fundamental scalar quantities composed of the covariant derivatives of the scalar field given by

\[
\begin{align*}
\mathcal{Z} &:= 4g^{\mu \nu} \phi^\rho \phi^\sigma \times (\phi_{\mu \rho} \phi_{\nu \sigma}) = g^{\mu \nu} \mathcal{X}^\mu \mathcal{X}^\nu, \\
\mathcal{W} &:= g^{\mu \sigma} \phi_{\rho \sigma} \times (\phi_{\rho \mu} \phi_{\sigma \nu}).
\end{align*}
\]

The other combinations of the covariant derivatives of the scalar field with the quadratic order of the second-order covariant derivatives can be expressed in terms of the fundamental quantities at the linear order (13)-(14), e.g.,

\[
\begin{align*}
\phi^\mu \phi^\nu \times (\phi_{\mu \rho} \phi_{\nu \sigma}) = \mathcal{Y}/4 \quad \text{and} \quad g^{\mu \nu} \phi^\rho \phi^\sigma \times (\phi_{\mu \rho} \phi_{\nu \sigma}) = (\Box \phi) \mathcal{Y}/2.
\end{align*}
\]

We assume that the free functions in the general disformal transformation are the functions of the fundamental elements (6), and (13)-(16), as well as the scalar field itself \( \phi \).

We also consider the tensors constructed with the covariant derivatives of the scalar field

\[
\begin{align*}
\phi_{\mu \rho} \phi_{\nu \sigma}, \quad \phi_{\mu \nu}, \quad \phi_{\mu \nu} \mathcal{X}^\nu, \quad \mathcal{X}^\mu \mathcal{X}^\nu, \quad \phi^\rho \phi_{\mu \nu},
\end{align*}
\]

and after the disformal transformation considered in this paper

\[
\begin{align*}
\bar{g}_{\mu \nu} &:= F_0 g_{\mu \nu} + F_1 \phi_{\mu \rho} \phi_{\nu \sigma} + F_2 \phi_{\rho \mu} + F_3 \phi_{\mu \nu} \mathcal{X}^\nu + F_4 \mathcal{X}^\mu \mathcal{X}^\nu + F_5 g^{\rho \sigma} \phi_{\rho \mu} \phi_{\sigma \nu},
\end{align*}
\]

where \( F_I := F_I [\phi, \mathcal{X}, \Box \phi, \mathcal{Y}, \mathcal{Z}, \mathcal{W}] \) \( (I = 0, 1, 2, 3, 4, 5) \). Eq. (18) manifestly includes all the classes of the disformal transformation constructed with the covariant derivatives of the scalar field with at most the first-order covariant derivatives (7). On the other hand, Ref. [49] considered the disformal transformation with the second-order covariant derivatives of the scalar field given by

\[
\begin{align*}
\bar{g}_{\mu \nu} &:= G_0 g_{\mu \nu} + (G_1 \phi_{\rho \mu} + G_2 X_{\rho \mu}) (\phi_{\sigma \nu} + G_3 X_{\sigma \nu}),
\end{align*}
\]

where \( G_J := G_J [\phi, \mathcal{X}, \Box \phi, \mathcal{Y}, \mathcal{Z}] \) \( (J = 0, 1, 2, 3) \). The correspondence between Eqs. (18) and (19) is given by \( F_0 = G_0, F_1 = G_2^3, F_2 = 0, F_3 = 2G_1G_2, F_4 = G_2^2, \) and \( F_5 = 0 \). Thus, the transformation (18) generalizes Eq. (19), in terms of the additional dependence on \( \Box \phi \) and \( \mathcal{W} \), and the additional nonconformal parts \( \phi_{\rho \sigma} \phi_{\mu \nu} \) and \( \phi^\rho \phi_{\mu \nu} \) in Eq. (17). As we will see in Sec. IV, these new terms result in the difference in the tensor perturbations between the frames, when the tensor perturbations are not conserved.

A crucial difference of the generalized disformal transformation with the second-order covariant derivatives of the scalar field from the disformal transformation only with the first-order derivatives (7) is that there will be infinite number of terms that constitute the transformation. For instance, we may add the more than the cubic order powers of the second-order covariant derivative of the scalar field, e.g., \( \phi_{\mu \rho} \phi^\rho \phi_{\mu \nu} \), \( \phi_{\mu \rho} \phi^\rho \phi_{\mu \nu} \phi_{\alpha \beta} \), and so on in Eq. (18). In order to scan the full space of the disformal transformation with the second-order covariant derivatives of the scalar field, a step-by-step analysis by adding a higher-order power of the second-order covariant derivatives of the scalar field would be necessary. On the other hand, higher-order derivative couplings to the matter and gravity sectors in the cosmological backgrounds would lead to anomalous behaviours, e.g., the partial breaking of the screening mechanism inside the stars [50–52] and the decay of gravitational waves [53, 54], which would severely constrain the theory from the observational viewpoints, although these constraints may not be applied to the models of inflation and early Universe. Thus, to what extent we should extend the framework of the disformal transformation is indeed the matter of interests. We would like to emphasize that the framework of the generalized disformal transformation (18) is self-contained, and sufficient to see the essential features of the disformal transformation with the second-order covariant derivatives of the scalar field.

After the generalized disformal transformation (18), the action of the scalar-tensor theory written in terms of the new frame metric \( g_{\mu \nu} \) and the scalar field \( \phi \) would contain the third-order covariant derivatives of the scalar field \( \nabla_\mu \nabla_\nu \nabla_\alpha \phi \), where \( \nabla_\mu \) denotes the covariant derivative associated with the new metric \( g_{\mu \nu} \), and after the Arnowitt-Deser-Misner (ADM) decomposition [55], the third-order time derivative terms such as \( \mathcal{H} (\phi, \phi^\rho, \phi^\sigma) \phi^\rho \), which would lead to the equations of motion with the sixth-order time derivatives, and hence the two Ostrogradsky ghosts. To our knowledge, the degenerate scalar-
tensor theories with the third- and higher order covariant derivative terms of the scalar field have not been constructed yet. Although the construction of these scalar-tensor theories is not our main purpose, we would like to mention the properties of the theory with the third-order time derivatives within analytical mechanics.

In Appendix A, we show a simple example of the degenerate theory with the third-order time derivative in analytical mechanics. Refs. [56, 57] discussed more general properties of analytical mechanics with the third- and higher-order time derivatives, and obtained the conditions to avoid the Ostrogradsky ghosts. In analytical mechanics with the second-order time derivatives, eliminating the linear momentum terms in the Hamiltonian by the secondary constraints that ensure the time evolution of the primary constraints arising from the degeneracy conditions is enough to remove all the Ostrogradsky ghosts [23, 58–60]. On the other hand, in analytical mechanics with more than the third-order time derivatives, eliminating all the linear momentum terms from the Hamiltonian is not enough and more secondary constraints are necessary to remove all the Ostrogradsky ghosts. The extension of analytical mechanics with more than the third-order time derivative terms to the scalar-tensor theories would also be the nontrivial issue from both the theoretical and technical aspects. In this paper, we will not focus on the construction of the scalar-tensor theories with more than the third-order time derivative terms without the Ostrogradsky ghosts, and simply assume that these scalar-tensor theories exist and the subclass of them is related via the generalized disformal transformation (18) as in the case of analytical mechanics.

In Sec. II, we will derive the generalized disformal transformation of the scalar perturbations. In Sec. III, we will derive the generalized disformal transformation (18) of the comoving curvature perturbation and the conditions under which the comoving curvature perturbations are disformally invariant on the superhorizon scales. In Sec. IV, we discuss the generalized disformal transformation (18) of the tensor perturbations. The last Sec. V will be devoted to giving a brief summary and conclusion.

II. THE SCALAR PERTURBATIONS

First, we consider the disformal transformation of scalar perturbations. Following the decomposition (1) and (2), the fundamental scalar quantities in the generalized disformal transformation (18) are decomposed into the background and perturbation parts as Eq. (9), and

\[ \nabla \phi = - \left( \phi''_0 + 3 \frac{\dot{a}}{a} \phi'_0 \right) + 2 \left( \phi''_0 + 3 \frac{a}{\dot{a}} \phi'_0 \right) A + \left( -\phi_1 - 3 \frac{\dot{a}}{a} \phi'_1 \right) + \dot{\phi}_0 A + 3 \dot{\phi}_0 \psi - k^2 \frac{1}{a^2} (\delta g \phi) \]  

For the background part of Eqs. (21) and (22), we define

\[ V = 2 \phi''_0 \phi_0 + 2 \phi_0 \left( -4 A \dot{\phi}_0 \phi_0 + \phi''_0 \tilde{A} + 2 \phi' \phi_1 + \phi_0 \phi'_1 \right) \]  

\[ Z = -4 \phi''_0 \phi'_0 + 8 \phi_0 \phi' \left( 3 A \phi_0 \phi_0 + \phi''_0 \tilde{A} - \phi'_0 \tilde{A} - \phi_0 \phi'_1 \right) \]  

For the perturbation part of Eqs. (21) and (22), we have introduced the gauge-invariant scalar field perturbation in the longitudinal gauge \( (B = E = 0) \),

\[ \delta_g \phi := \phi_1 - a^2 \phi'_0 \left( \tilde{E} - \frac{B}{a} \right), \]  

Accordingly, the functions in Eq. (18) can be written as

\[ F_1 = F_1(t) + \delta F_1(t, x^i), \]  

where \( F_1(t) = F_I[\phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0] \) with the index “0” representing the background part of Eqs. (2), (9), (20)-(23), and

\[ \delta F_1 := F_1, \phi \delta \phi + F_1, \lambda \delta \lambda + F_1, \varphi \delta \varphi \]  

with \( \delta \phi, \delta \lambda, \delta \varphi, \delta \psi, \delta \phi, \delta \lambda, \delta \varphi, \delta \psi, \) and \( \delta \psi \) being the perturbation parts of Eqs. (2), (9), and (20)-(23), and \( F_1, \phi := \partial_\phi F_1, F_1, \lambda := \partial_\lambda F_1, F_1, \varphi := \partial_\varphi F_1, F_1, \psi := \partial_\psi F_1, F_1, \phi := \partial_\phi F_1, F_1, \lambda := \partial_\lambda F_1, F_1, \varphi := \partial_\varphi F_1, F_1, \psi := \partial_\psi F_1 \) evaluated at the background \( [\phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0, \phi_0] \).

Under the generalized disformal transformation (18), the background part of Eq. (1) is mapped to the form of the FLRW metric

\[ ds^2_0 = g_{0, \mu \nu} dx^\mu dx^\nu = -d\tilde{t}^2 + \tilde{a}(\tilde{t})^2 \delta_{ij} dx^i dx^j, \]  

where we have defined

\[ d\tilde{t} := \sqrt{A(t)}dt, \quad \tilde{a}(\tilde{t}) := \sqrt{B(t)a(t)} \]  

with the requirements \( A(t) > 0 \) and \( B(t) > 0 \), respectively, with

\[ A(t) := F_0 - F_1 \phi_0^2 \]  

\[ B(t) := F_0 - \frac{\tilde{a}}{a} \phi_0^2 F_2 + \frac{a^2}{\tilde{a}} \phi_0^2 F_5, \]  

and the perturbed part of Eq. (1) is disformally transformed as

\[ \delta g_{\mu \nu} dx^\mu dx^\nu = \delta g_{tt} d\tilde{t}^2 + 2 \delta g_{ti} dx^i d\tilde{t} + \delta g_{ij} dx^i dx^j. \]
where

\[
\delta \gamma_{tt} := -\delta F_0 + \phi_0^2 \delta F_1 + \check{\phi}_0 \delta F_2 - 2 \phi_0^2 \ddot{\phi}_0 \delta F_3 \\
+ 4 \phi_0^2 \dddot{\phi}_0 \delta F_4 - \ddot{\phi}_0^2 \delta F_5 \\
- 2 A F_0 + 2 \phi_0 \dot{\phi}_1 + \left( -\dot{\phi}_0 \dot{\phi}_2 + \phi_1 \right) F_2 \\
+ 2 \phi_0 \left( 2 \phi_0 \phi_0 A + \phi_0^2 \dot{A} - 2 \phi_0 \dot{\phi}_1 - \phi_0 \ddot{\phi}_1 \right) F_3 \\
- 8 \phi_0 \ddot{\phi}_0 \left( 2 A \phi_0 \phi_0 + \phi_0^2 \dot{A} - \phi_0 \dot{\phi}_1 - \phi_0 \ddot{\phi}_1 \right) F_4 \\
+ 2 \phi_0 \left( \phi_0 A + \phi_0 \dot{\phi} - \phi_1 \right) F_5 ,
\]

(32)

and

\[
\delta \gamma_{ij} := a(t) \partial_i \left[ B F_0 + \frac{\partial_i}{a} \phi_1 F_1 \\
+ \left\{ -\phi_0 \left( \frac{A}{a} + \frac{\dot{a}}{a} B - \frac{\dot{\phi}_1}{a} \right) + \phi_1 \right\} F_2 \\
+ \phi_0 \left( \frac{\phi_0^2}{a} A - \phi_0 \dot{\phi}_1 - \phi_0 \ddot{\phi}_1 \right) F_3 \\
- 4 \phi_0^2 \phi_0 \left( \phi_0 A - \dot{\phi}_1 \right) F_4 \\
+ \frac{1}{a} \left( \frac{\ddot{\phi}_0}{a} \phi_0 - \frac{\ddot{\phi}_0}{a} \phi_0 \phi_0 A + \frac{\ddot{\phi}_0^2}{a^2} B + \frac{\ddot{\phi}_0^2}{a^2} \phi_1 \\
+ \frac{\ddot{\phi}_0}{a} \phi_1 - \frac{\ddot{\phi}_0}{a} \phi_0 - \phi_0 \ddot{\phi}_1 \right) F_5 \right] ,
\]

(33)

and ric perturbations in the new frame are given by

\[
\hat{A} := \frac{1}{A} \left[ \frac{1}{2} \delta F_0 - \frac{1}{2} \phi_0^2 \delta F_1 - \frac{1}{2} \phi_0 \delta F_2 + \phi_0^2 \phi_0 \delta F_3 \\
- 2 \phi_0^2 \ddot{\phi}_0 \delta F_4 + \frac{1}{2} \phi_0^2 \delta F_5 \\
+ A F_0 - \phi_0 \ddot{\phi}_1 F_1 - \frac{1}{2} \left( -\dot{\phi}_0 A + \phi_1 \right) F_2 \\
- \phi_0 \left( 2 \phi_0 \phi_0 A + \phi_0^2 \dot{A} - 2 \phi_0 \dot{\phi}_1 - \phi_0 \ddot{\phi}_1 \right) F_3 \\
+ 4 \phi_0 \ddot{\phi}_0 \left( 2 A \phi_0 \phi_0 + \phi_0^2 \dot{A} - \phi_0 \dot{\phi}_1 - \phi_0 \ddot{\phi}_1 \right) F_4 \\
- \phi_0 \left( \phi_0 A + \phi_0 \dot{\phi}_1 - \phi_1 \right) F_5 \right] ,
\]

(35)

and

\[
\hat{\psi} = \frac{1}{B} \left[ \frac{1}{2} \delta F_0 + \frac{\ddot{\phi}_0}{a} \delta F_2 - \frac{\ddot{\phi}_0^2}{a^2} \delta F_5 \\
+ \psi F_0 - \left( \frac{\dot{a}}{a} \phi_0 A + \frac{\dot{a}}{a} \phi_0 \psi - \frac{\ddot{\phi}_0}{a} \right) \phi_1 + \frac{1}{2} \phi_0 \psi \right) F_2 \\
- \left( -\frac{2 \ddot{\phi}_0^2}{a^2} A + \frac{\ddot{\phi}_0^2}{a^2} \phi_1 - \frac{\ddot{\phi}_0^2}{a} \phi_0 \phi_0 \psi \right) F_5 \right] .
\]

(36)

III. THE COMOVING CURVATURE PERTURBATIONS

We define the comoving curvature perturbation in the new frame, given by

\[
\hat{\mathcal{R}}_c = \psi + \frac{1}{\phi_0 \ddot{\phi}_0} \phi_1 ,
\]

(37)

which is shown to be gauge-invariant. A straightforward computation shows that the difference between the comoving curvature perturbations in the original and new frames, Eqs. (4) and (37), is given by the combination of the gauge-invariant perturbations in the original frame

\[
\hat{\mathcal{R}}_c - \mathcal{R}_c = \frac{1}{a^2 F_0 - a \phi_0 F_2 + \phi_0^2 F_5} \times \\
\left( Q_1(t) \hat{\mathcal{R}}_c + Q_2(t) \hat{\mathcal{S}} + Q_3(t) \hat{\mathcal{S}} - k^2 Q_4(t) \left( \delta g_{0} \right) \right) ,
\]

(38)

where the background-dependent functions $Q_1(t)$, $Q_2(t)$, $Q_3(t)$, and $Q_4(t)$ are, respectively, given in Eqs. (B1)-(B4) in Appendix B. Thus, in the case that

- (1) the adiabaticity holds on the superhorizon scales, $\Sigma \approx 0$ and $\dot{\Sigma} \approx 0$;
- (2) the comoving curvature perturbation in the original frame $\mathcal{R}_c$ is conserved on the superhorizon scales, $\mathcal{R}_c \approx 0$,

By changing the time coordinate from $t$ to $\tilde{t}$, $\delta \gamma_{tt} = \frac{1}{A} \delta \gamma_{tt}$ and $\delta \gamma_{tt} = \frac{1}{\sqrt{A}} \delta \gamma_{tt}$, we define the metric perturbations after the generalized disformal transformation (18) in the same manner as Eq. (1) by attaching ‘tilde’ to all the perturbation variables in the new frame. Thus, the met-
we find that the comoving curvature perturbations in both the frames coincide on the superhorizon scales $k/(aH) \ll 1$,

$$\tilde{\mathcal{R}}_c \approx \mathcal{R}_c,$$  \hspace{1cm} (39)

and the equivalence of the comoving curvature perturbations on the superhorizon scales. This is a direct extension of the results obtained in Ref. [49].

As mentioned in Sec. I, in the various single-field inflation models, the conditions (1) and (2) hold at the same time on the superhorizon scales [38, 44, 46, 48]. In these models, when $\Sigma \approx 0$ and $\tilde{\Sigma} \approx 0$, the decaying mode among the two independent solutions of $\mathcal{R}_c$ is negligible on the superhorizon scales and $\check{\mathcal{R}}_c \approx 0$. On the other hand, in the more general scalar-tensor models, e.g., in the DHOST models and beyond-Horndeski [24–26], we find that $\mathcal{Q}_1 = 0$ and $\mathcal{Q}_2 = 0$, and hence the relation

$$\mathcal{R}_c \approx \mathcal{R}_c,$$  \hspace{1cm} (40)

which confirms the results in Refs. [46, 47]. Thus, in the Class-2N-I and Class-3N-I DHOST theories, the equivalence between $\mathcal{R}_c$ and $\check{\mathcal{R}}_c$ holds when the intrinsic entropy perturbation $\Sigma$ is suppressed on the superhorizon scales.

Since $\mathcal{R}_c$, $\Sigma/(\delta \phi)^2$, and $\delta \phi/(-a \dot{\phi})$ are all the gauge-invariant versions of the metric perturbations $\psi$, $A$, and $\hat{E} - B/a$ constructed as the combinations with the scalar field perturbation $\phi$, we expect that the form of the relations between frames (38) and (40) would remain the same even for the more general disformal transformations than Eq. (18), although the background-dependent coefficients $\mathcal{Q}_1(t)$, $\mathcal{Q}_2(t)$, $\mathcal{Q}_3(t)$, $\mathcal{Q}_4(t)$, $\alpha_1(t)$, $\alpha_2(t)$, $\alpha_3(t)$, and $\alpha_4(t)$ are modified accordingly. Thus, whenever in the original frame on the superhorizon scales the conditions (1) and (2) are satisfied at the same time we expect that the comoving curvature perturbation is disformally invariant on the superhorizon scales, $\check{\mathcal{R}}_c \approx \mathcal{R}_c$ even for the more general disformal transformations.

IV. THE TENSOR PERTURBATIONS

We then consider the tensor perturbations about a FLRW spacetime (1). The functions $\mathcal{X}$, $\Box \phi$, $\mathcal{Y}$, $\mathcal{Z}$, $\mathcal{W}$, and hence $\Phi_I$ ($I = 0, 1, 2, 3, 4, 5$) in the generalized disformal transformation (18) remain the same as the background against the tensor perturbations.

Defining the tensor perturbations in the new frame $\hat{h}_{ij}$ as in the same manner of the scalar perturbations, $\delta \tilde{g}_{ij}dx^i dx^j = \hat{a}^2(\hat{t})\hat{h}_{ij}(\hat{t}, x^i)dx^i dx^j$, the difference between $h_{ij}$ and $\hat{h}_{ij}$ can be computed as

$$\hat{h}_{ij} - h_{ij} = - \frac{a\dot{\phi}_0}{2} \left( aF_2 - 2a\dot{\phi}_0F_3 \right) \hat{h}_{ij}, \hspace{1cm} (45)$$

where the nonzero difference arises from the disformal elements $\phi_{\mu \nu}$ and $g^{\alpha \beta} \phi_{\mu \nu} \phi_{\alpha \nu}$ in Eq. (17), which were not discussed in Ref. [49]. This is because for instance the $\phi_{ij}$ term in the spatial components of Eq. (18) gives rise to the nonzero contribution to the difference as $\sim \hat{h}_{ij} \dot{\phi}_0$. Eq. (45) also confirms that the tensor perturbations in the
new frame also obeys the transverse-traceless gauge conditions \( \delta h_{ij} = \partial^i \delta h_{ij} = 0 \).

Thus, the tensor perturbations are also disformally invariant, in the case that the tensor perturbations in the original frame \( h_{ij} \) are conserved with time, \( h_{ij} = 0 \). The exceptional case is that the background-dependent coefficient \( \alpha F_2 - 2 \phi \dot{\phi} F_3(t) = 0 \) or \( \phi_0 = 0 \), where the exact frame invariance \( \delta h_{ij} = h_{ij} \) is obtained even if \( h_{ij} \neq 0 \).

We expect that even for the more general disformal transformation than Eq. (18), the difference in the tensor perturbations between frames is proportional to \( \dot{\phi}_0 \) and \( \delta \Gamma_{ij}^\lambda \dot{\phi}_0 \), both of which are proportional to \( \dot{h}_{ij} \). Thus, even in the case of the more general disformal transformation than Eq. (18), whenever the tensor perturbations are conserved on the superhorizon scales, \( \dot{h}_{ij} \approx 0 \), the tensor perturbations remain invariant on the superhorizon scales, \( \delta h_{ij} \approx h_{ij} \).

V. CONCLUSIONS

We have investigated how the comoving curvature perturbation and tensor perturbations are transformed under the generalized disformal transformation with the second-order covariant derivatives of the scalar field. To construct the generalized disformal transformation, we considered the fundamental elements (6) and (13)-(16) constructed with the covariant derivatives of the scalar field with at most the quadratic order of the second-order covariant derivatives of the scalar field, and the covariant tensors whose contraction gives rise to the above fundamental elements. The resultant general form of the disformal transformation was given by Eq. (18), which included all the models with the disformal transformation (7) studied previously.

We then defined the gauge-invariant comoving curvature perturbations both in the original and new frames defined by Eqs. (4) and (37), and computed their difference. While reproducing the previous results on the disformal invariance in Refs. [44–47, 49], we have also shown that the difference between the comoving curvature perturbations in the original and new frames, \( \mathcal{R}_c \) and \( \mathcal{R}_e \), was given by the combination of the time derivative of the comoving curvature perturbation in the original frame \( \mathcal{R}_c \), the gauge-invariant perturbation \( \Sigma \) given by Eq. (8), which is related to the intrinsic entropy perturbation of the scalar field, and its time derivative. In the case that

1. the adiabaticity holds on the superhorizon scales, \( \Sigma \approx 0 \) and \( \dot{\Sigma} \approx 0 \),
2. the comoving curvature perturbation in the original frame \( \mathcal{R}_c \) is conserved on the superhorizon scales, \( \mathcal{R}_c \approx 0 \),

the equivalence of the comoving curvature perturbations under the generalized disformal transformation (18) holds on the superhorizon scales. While in the previously known scalar-tensor theories, whenever the condition (1) holds the condition (2) also holds in the more general scalar-tensor theories with the third-order time derivatives, which are related via the generalized disformal transformation (18) the relationship between the conditions (1) and (2) has not been clarified yet. Thus, in this paper, we raise the conditions (1) and (2) as the independent ones.

We have also shown that the difference between the tensor perturbations was proportional to the time derivative of the tensor perturbations in the original frame. Thus, the tensor perturbations were also disformally invariant, whenever the tensor perturbations in the original frame were conserved with time.

We should emphasize again that the disformal transformation Eq. (18) is not the most general one, in terms of the power of the second-order covariant derivatives and the order of the highest-order derivatives in the transformation. It would be interesting and important to extend the analysis in this paper to these more general disformal couplings. We hope to come back to these issues in our future work.
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Appendix A: A degenerate theory with third-order time derivatives in analytical mechanics

We consider the theory with the third-order time derivative in analytical mechanics

\[
L = \frac{a_1}{2} \dot{\phi}^2 + \frac{a_2}{2} \phi^2 + \frac{a_3}{2} \dot{\phi}^2 + \frac{b_1}{2} \dot{q}^2 + b_2 \phi \dot{q} - V(\phi, q),
\]  
(A1)

where \( a_1, a_2, a_3, b_1, \) and \( b_2 \) are constants, and the potential is given by the quadratic terms

\[
V(\phi, q) = \frac{g_1}{2} \phi^2 + g_2 \phi q + \frac{g_3}{2} q^2,
\]  
(A2)

with \( g_1, g_2, \) and \( g_3 \) being constants. The theory equivalent to Eq. (A1) can be obtained by introducing the two auxiliary fields \( R \) and \( Q \)

\[
L_2 = \frac{a_1}{2} Q^2 + \frac{a_2}{2} Q^2 + \frac{a_3}{2} R^2 + \frac{b_1}{2} \dot{q}^2 + b_2 \dot{Q} q - V(\phi, q) + \xi (\dot{\phi} - R) + \lambda \left( \dot{R} - \dot{Q} \right),
\]  
(A3)
It is straightforward to recover the theory (A3) after eliminating the auxiliary fields $R$ and $Q$ by varying the Lagrangian (A3) with respect to the Lagrange multipliers $\lambda$ and $\xi$.

We regard $\phi$, $R$, $Q$, and $q$ as the dynamical variables, and define the conjugate momenta by

$$
P_Q := \frac{\partial L_2}{\partial \dot{Q}} = a_1 \dot{Q} + b_2 \dot{q},
$$

$$
P_q := \frac{\partial L_2}{\partial \dot{q}} = b_1 \dot{q} + b_2 \dot{Q},
$$

$$
P_R := \frac{\partial L_2}{\partial \dot{R}} = \lambda,
$$

$$
P_\phi := \frac{\partial L_2}{\partial \dot{\phi}} = \xi.
$$

(A4) (A5) (A6) (A7)

First, we consider the nondegenerate case

$$
\frac{\partial^2 L_2}{\partial \dot{Q}^2} \frac{\partial^2 L_2}{\partial \dot{q}^2} \left( \frac{\partial^2 L_2}{\partial \dot{Q} \partial \dot{q}} \right)^2 = b_1 a_1 - b_2^2 \neq 0.
$$

(A8)

In this case, by rewriting $\dot{Q}$ and $\dot{q}$ in terms of $P_Q$ and $P_q$,

$$
\dot{q} = \frac{a_1 P_q - b_2 P_Q}{b_1 a_1 - b_2^2}, \quad \dot{Q} = \frac{-b_2 P_q + b_1 P_Q}{b_1 a_1 - b_2^2},
$$

(A9)

we obtain the Hamiltonian

$$
H := P_Q \dot{Q} + P_R \dot{R} + P_\phi \dot{\phi} + P_q \dot{q} - L_2
$$

$$
= \frac{1}{2(b_1 a_1 - b_2^2)} \left( a_1 P_q^2 - 2b_2 P_q P_Q + b_1 P_Q^2 \right)
$$

$$
+ P_R Q + P_\phi R - \frac{a_2}{2} Q^2 - \frac{a_3}{2} R^2 + V(\phi, q).
$$

(A10)

Thus, the Hamiltonian (A10) is not bounded from below, because of the linear dependence on the momenta $P_\phi$ and $P_R$. In other words, the theory (A1) contains the two Ostrogradsky ghosts.

Second, we consider the degenerate case

$$
\frac{\partial^2 L_2}{\partial \dot{Q}^2} \frac{\partial^2 L_2}{\partial \dot{q}^2} \left( \frac{\partial^2 L_2}{\partial \dot{Q} \partial \dot{q}} \right)^2 = b_1 a_1 - b_2^2 = 0,
$$

(A11)

under which $P_Q$ and $P_q$ satisfy

$$
P_q - \frac{b_2}{a_1} P_Q = 0.
$$

(A12)

Regarding

$$X_1 := P_q - \frac{b_2}{a_1} P_Q \approx 0,
$$

(A13)

as the primary constraint, the total Hamiltonian can be defined as

$$
\tilde{H} := H + \mu X_1 = \left( P_Q \dot{Q} + P_R \dot{R} + P_\phi \dot{\phi} + P_q \dot{q} - L_2 \right) + \mu X_1
$$

$$
= \frac{a_1}{2b_2^2} P_q^2 + P_R Q + P_\phi R - \frac{a_2}{2} Q^2 - \frac{a_3}{2} R^2 + V(\phi, q)
$$

$$
+ \mu X_1.
$$

(A14)

The time evolution of the primary constraint $X_1$ then generates the secondary constraint

$$
X_2 := \dot{X}_1 = \{X_1, \tilde{H}\}
$$

$$
= -g_2 \phi - g_3 q + \frac{b_2}{a_1} (P_R - a_2 Q) \approx 0,
$$

(A15)

where we define the Poisson bracket,

$$
\{U_1, U_2\} := 
$$

$$
= \left( \frac{\partial U_1}{\partial \phi} \frac{\partial U_2}{\partial \phi} - \frac{\partial U_1}{\partial \phi} \frac{\partial U_2}{\partial \phi} \right)
$$

$$
+ \left( \frac{\partial U_1}{\partial R} \frac{\partial U_2}{\partial R} - \frac{\partial U_1}{\partial R} \frac{\partial U_2}{\partial R} \right)
$$

$$
+ \left( \frac{\partial U_1}{\partial Q} \frac{\partial U_2}{\partial Q} - \frac{\partial U_1}{\partial Q} \frac{\partial U_2}{\partial Q} \right)
$$

$$
+ \left( \frac{\partial U_1}{\partial \dot{Q}} \frac{\partial U_2}{\partial \dot{Q}} - \frac{\partial U_1}{\partial \dot{Q}} \frac{\partial U_2}{\partial \dot{Q}} \right),
$$

(A16)

which relates $P_R$ to the other phase space variables and eliminates the term linear in $P_R$ in the total Hamiltonian (A14).

There is still the other term linear in $P_\phi$ in the total Hamiltonian (A14). We note that no further constraint is generated if $\{X_2, X_1\} \neq 0$, since the time evolution of $X_2$ fixes the Lagrange multiplier $\mu$. In order to obtain enough constraints, we have to impose

$$
\{X_1, X_2\} = g_3 - \frac{b_2}{a_1} P_\phi \approx 0.
$$

(A17)

The time evolution of the secondary constraint $X_2$ provides the tertiary constraint

$$
X_3 := \dot{X}_2 = \{X_2, \tilde{H}\}
$$

$$
= -g_2 R - \frac{a_2}{a_1} P_q - \frac{b_2}{a_1} (P_\phi - a_3 R) \approx 0,
$$

(A18)

which relates $P_\phi$ to the other phase space variables and eliminates the term linear in $P_\phi$ in the Hamiltonian (A14). Since $\{X_3, X_1\} = 0$, the time evolution of $X_3$ provides the quaternary condition

$$
X_4 := \dot{X}_3 = \{X_3, \tilde{H}\}
$$

$$
= \frac{g_2 b_2 q}{a_1} + \frac{a_2 b_2 q}{a_1^3} - g_2 Q
$$

$$
+ \frac{a_3 b_2 Q}{a_1} + \frac{a_2 g_2 \phi}{a_1} + \frac{g_1 b_2 \phi}{a_1} \approx 0.
$$

(A19)

Since $\{X_4, X_1\} \neq 0$, the time evolution of $X_4$, $\dot{X}_4 = \{X_4, \tilde{H}\} \approx 0$, fixes the Lagrange multiplier $\mu$ and no further constraint is generated.

We note that all the constraints $X_i \approx 0$ ($i = 1, 2, 3, 4$), (A13), (A15), (A18), (A19), are the second-class ones, since

$$
\{X_1, X_2\} = \{X_1, X_3\} = 0,
$$

$$
\{X_1, X_4\} = \{-X_2, X_3\} = \frac{b_2}{a_1} (-2a_2^2 g_2 - a_2^2 b_2 + a_1 a_3 b_2),
$$

$$
\{X_2, X_4\} = 0,
$$

$$
\{X_3, X_4\} = \frac{b_2}{a_1} \left( a_3^2 b_2 + a_1^2 (2a_2 g_2 + g_1 b_2) \right).
$$

(A20)
Starting from the 8-dimensional phase space \((\phi, R, Q, q, P_5, R_R, F_Q, P_q)\), the 4 second-class constraints leave \(4(=2 \times 2)\) independent variables in the phase space, namely, 2 degrees of freedom, and hence all the Ostrogradsky ghosts are removed.

Appendix B: The coefficients in Eqs. (38) and (40)

The coefficients in Eq. (38) are given by

\[
Q_1(t) := -\frac{a^2}{2} \dot{\phi}_0 F_2 - \frac{3a^2}{2} \phi_0 F_{0,\square\phi} + a\dot{\phi}_0^2 F_5 \\
+ 3a\dot{\phi}_0^2 F_{0,W} + \frac{3a^2}{2} \phi_0 \dot{F}_{2,\square\phi} - 3a^2 \dot{\phi}_0^2 F_{2,W} \\
- \frac{3a^2}{2} \dot{\phi}_0^2 F_{5,\square\phi} + \frac{3a^3}{a} \phi_0 F_{5,W}, \tag{B1}
\]

\[
Q_2(t) := -a^2 F_{0,\times} + 2a^2 F_5 + 6a^2 F_{0,W} + 3a^2 F_{2,\square\phi} \\
- \frac{a^2 F_2 - 3a \dot{\phi}_0 F_{0,\square\phi} + a \phi_0 F_{2,\times}}{\phi_0} \\
- \frac{6 \phi_0^2 \dot{\phi}_0 F_{2,W}}{a} - \frac{3a^3 \dot{\phi}_0^2 F_{5,\square\phi}}{a} \\
- \frac{\dot{\phi}_0^2 F_{5,\times}}{a} + \frac{6 \phi_0^2 \dot{\phi}_0 F_{5,W}}{a^2} + 2a^2 \phi_0 F_{0,Y} \\
- 2a \phi_0 \dot{\phi}_0^2 F_{2,Y} + 2a \phi_0 \dot{\phi}_0^2 F_{0,\times} - 4a^2 \dot{\phi}_0^2 F_{0,z} \\
+ 4a \dot{\phi}_0 \dot{\phi}_0^2 F_{2,z} - 4a^2 \dot{\phi}_0 \dot{\phi}_0^2 F_{5,z}, \tag{B2}
\]

The coefficients in Eq. (40) are given by

\[
\alpha_1(t) := F_0 + \frac{3a \dot{\phi}_0}{a} F_{0,\square\phi} + \frac{3a \dot{\phi}_0}{a} F_{0,\times} - \frac{6a \dot{\phi}_0^2}{a} F_{0,W} - \frac{3a \dot{\phi}_0^3}{a^2} F_{1,\square\phi} - \frac{4a \dot{\phi}_0^2}{a^2} F_{1,\times} + \frac{6a \dot{\phi}_0^3}{a^2} F_{1,\times} - \frac{3a \dot{\phi}_0^4}{a} F_{2,\square\phi} \\
- 2a \phi_0 \dot{\phi}_0^2 F_{0,\times} + 2a \dot{\phi}_0 \dot{\phi}_0^2 F_{2,\times} + \frac{6a \dot{\phi}_0^2 \phi_0 F_{2,W}}{a^2} + \frac{6a \dot{\phi}_0^2 \phi_0 F_{3,\square\phi}}{a^2} + 2a \phi_0 \dot{\phi}_0 F_{1,Y} + 2a \dot{\phi}_0 \dot{\phi}_0 F_{1,\times} \\
- \frac{12a^2 \dot{\phi}_0 \dot{\phi}_0^2 F_{3,W}}{a^2} + \frac{3a \dot{\phi}_0 \dot{\phi}_0^2 F_{3,\square\phi}}{a} + \frac{12a^2 \dot{\phi}_0 \dot{\phi}_0^2 F_{3,\times}}{a^2} + 4a \dot{\phi}_0 \dot{\phi}_0^2 F_{0,\times} + 2a \dot{\phi}_0 \dot{\phi}_0^2 F_{2,\times} + \phi_0 \dot{\phi}_0 \dot{\phi}_0^2 F_{5,\times} \\
- \frac{6a^2 \dot{\phi}_0 \dot{\phi}_0^2 \phi_0 F_{5,W}}{a^2} + \frac{12a \dot{\phi}_0 \dot{\phi}_0^2 \phi_0 F_{4,\square\phi}}{a^2} + 4a \dot{\phi}_0 \dot{\phi}_0^2 \phi_0 F_{1,Y} - 4a \dot{\phi}_0 \dot{\phi}_0^2 \phi_0 F_{3,\times} - 4a \dot{\phi}_0 \dot{\phi}_0^2 \phi_0 F_{4,\times} + \frac{2a^2 \dot{\phi}_0 \dot{\phi}_0^2 F_{5,W}}{a^2} \\
- 4a \phi_0 \dot{\phi}_0 \dot{\phi}_0^2 F_{2,z} - 2a \phi_0 \dot{\phi}_0 \dot{\phi}_0^2 F_{5,z} + 8a \phi_0 \dot{\phi}_0 \dot{\phi}_0^2 F_{3,z} + 8a \dot{\phi}_0 \dot{\phi}_0^2 F_{4,y} + 4a \phi_0 \dot{\phi}_0^2 F_{5,z} - 16a \phi_0 \dot{\phi}_0^2 F_{4,z}, \tag{B5}
\]

\[
\alpha_2(t) := \frac{\dot{F}_2 + \frac{3a \dot{\phi}_0}{a} F_{2,\square\phi} + \frac{3a \dot{\phi}_0}{a} F_{2,\times} - \frac{3a \dot{\phi}_0^2}{a^2} F_{1,\square\phi} - \frac{3a \dot{\phi}_0^2}{a^2} F_{1,\times} + \frac{3a \dot{\phi}_0^2}{a^2} F_{2,\times}}{a} \\
+ 4a \phi_0 \dot{\phi}_0 F_{4,\times} + 4a \phi_0 \dot{\phi}_0 F_{1,W} + 4a \phi_0 \dot{\phi}_0 F_{3,\square\phi} + 4a \phi_0 \dot{\phi}_0 F_{3,\times} + \phi_0 \dot{\phi}_0 \dot{\phi}_0 \dot{\phi}_0 F_{3,\times} \\
+ 4a \phi_0 \dot{\phi}_0 \dot{\phi}_0 F_{4,\times} - 4a \phi_0 \dot{\phi}_0 \dot{\phi}_0 F_{2,z} - \phi_0 \dot{\phi}_0 \dot{\phi}_0 F_{5,Y} + 8a \phi_0 \dot{\phi}_0 \dot{\phi}_0 F_{4,Y} + 4a \phi_0 \dot{\phi}_0 F_{5,W} \\
+ 4a \phi_0 \dot{\phi}_0 \dot{\phi}_0 F_{4,\times} + 4a \phi_0 \dot{\phi}_0 \dot{\phi}_0 F_{5,z} - 16a \phi_0 \dot{\phi}_0 \dot{\phi}_0 F_{4,z}, \tag{B6}
\]

\[
\alpha_3(t) := \frac{3a \dot{\phi}_0}{2} F_{0,\square\phi} - \frac{3a \dot{\phi}_0}{2} F_{0,\times} - \frac{3a \dot{\phi}_0}{2} F_{1,\square\phi} + \frac{3a \dot{\phi}_0}{a} F_{1,\times} - \frac{3a \dot{\phi}_0}{2} F_{2,\square\phi} + \frac{3a \dot{\phi}_0}{a} F_{2,\times} + 3a \phi_0 \dot{\phi}_0 \phi_0 F_{3,\square\phi} - \frac{6a \phi_0 \dot{\phi}_0 F_{3,\times}}{a} \\
+ \frac{3a \phi_0 \dot{\phi}_0}{a} F_{5,\times} - 6a \phi_0 \dot{\phi}_0 F_{4,\times} + \frac{12a \phi_0 \dot{\phi}_0}{a} F_{4,\times}, \tag{B7}
\]
\[ \alpha_4(t) := \frac{\dot{\phi}^2}{2a^2} F_{0, \phi \phi \phi} - \frac{\dot{\phi}^4}{a^3} F_{0, \phi \phi \phi} - \frac{\dot{\phi}^4}{2a^2} F_{1, \phi \phi \phi} + \frac{\dot{\phi}^2}{a^3} F_{1, \phi \phi} - \frac{\dot{\phi}^2}{a^3} F_{1, \phi \phi} - \frac{\dot{\phi}^2}{a^3} F_{2, \phi \phi \phi} + \frac{\dot{\phi}^4}{2a^2} F_{2, \phi \phi \phi} + \frac{\dot{\phi}^2}{a^3} F_{3, \phi \phi \phi} - \frac{2\dot{\phi}^2}{a^3} F_{3, \phi \phi} \] (B8)
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