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ABSTRACT

Conversational bilingual speech encompasses three types of utterances: two purely monolingual types and one intra-sententially code-switched type. In this work, we propose a general framework to jointly model the likelihoods of the monolingual and code-switch sub-tasks that comprise bilingual speech recognition. By defining the monolingual sub-tasks with label-to-frame synchronization, our joint modeling framework can be \textit{conditionally factorized} such that the final bilingual output, which may or may not be code-switched, is obtained given only monolingual information. We show that this conditionally factorized joint framework can be modeled by an end-to-end differentiable neural network. We demonstrate the efficacy of our proposed model on bilingual Mandarin-English speech recognition across both monolingual and code-switched corpora.

Index Terms— code-switched ASR, bilingual ASR, RNN-T

1. INTRODUCTION

Conversational spoken language defies monolithic form, but rather is highly adaptive to situational cues such as who you are speaking to or what you are speaking about \cite{1,2}. For instance, bilingual speakers often code-switch between different languages to facilitate communication \cite{3,4}. In fact, the act of bilingual code-switching itself may convey various aspects about the speaker such as a desire to spark an interpersonal connection \cite{5}, a level of subject-matter expertise \cite{6}, or an affinity to some socio-economic status \cite{7}.

In order to broadly cover bilingual speech, recognition systems need to recognize not only monolingual utterances from different languages, but also intra-sententially code-switched (CS) utterances where both languages are present \cite{8,9}. While recent advancements in the related field of multilingual speech recognition have significantly improved the language coverage of a single system by training on mixtures of monolingual utterances \cite{10,11}, these works typically do not account for intra-sentential CS. Prior works have adapted large-scale multilingual models to more flexibly identify language switch points \cite{12,13}, but performance is dependent on the cross-lingual dynamics of the selected languages \cite{14}.

Another approach is to directly optimize towards intra-sentential CS for a particular bilingual pair. A significant portion of recent works are ameliorating the linguistic differences between two unrelated languages by explicitly defining cross-lingual phone-merging rules \cite{15,16} or by implicitly learning latent language identity representations \cite{17,18}. The other significant portion of recent works are ameliorating the scarcity of paired CS speech data through data efficient methods that incorporate monolingual data into both acoustic \cite{19,20} and language modeling \cite{21,22} as well as through data augmentation techniques that generate synthetic CS data \cite{23,24,25}. However, works focusing narrowly on intra-sentential CS often ignore or sacrifice performance on monolingual scenarios \cite{26,27,28}.

We are interested conversational bilingual speech recognition systems (ASR) that can cover both monolingual and intra-sententially CS scenarios. In particular, we are interested in systems that can 1) indiscriminately recognize both monolingual and intra-sententially CS utterances, 2) efficiently leverage monolingual and CS ASR training data, and 3) be built in an end-to-end manner.

We first propose a formulation of the bilingual ASR problem as a \textit{conditionally factorized} joint model of monolingual and CS ASR where the final output is obtained given only monolingual label-to-frame synchronized information \cite{29,30}. We then apply an end-to-end differentiable neural network, which we call the Conditional RNN-Transducer (RNN-T), to model our conditional joint formulation \cite{31,32}. We show the efficacy of the Conditional RNN-T model in both monolingual and CS scenarios compared to several baselines \cite{33}. Next, we demonstrate the Language-Separation ability, an added benefit of our proposed model \cite{34}. Finally, we validate a key conditional independence assumption in our framework by showing experimentally that given monolingual label-to-frame information, no other information from the observation is required \cite{35}.

2. BACKGROUND AND MOTIVATION

In this section, we interpret the underlying probabilistic graphical models of prior works in bilingual ASR, as applied to Mandarin-English, to motivate our conditionally factorized framework in \S 3.

2.1. Direct Graphical Models

Bilingual ASR is a sequence mapping from a \(T\)-length speech feature sequence, \(X = \{x_t \in \mathbb{R}^{|D|} | t = 1,...,T\}\), to an \(N\)-length label sequence, \(Y = \{y_i \in (\mathcal{V}_M \cup \mathcal{V}_E) | i = 1,...,L\}\) consisting of Mandarin \(\mathcal{V}_M\) and English \(\mathcal{V}_E\). As shown in Figure 1(a), the simplest approach models the bilingual output \(Y\) as a random variable...
with a single dependency on the observation X. Both the Mandarin \(Y^M\) and English \(Y^E\) vocabularies are regarded as part of the same set of output units and no explicit distinctions are made between the languages. This unification of two languages from unrelated families complicates the ASR task via phonetic ambiguities, but hand-crafting phone-merging rules may alleviate this issue.

Alternatively, multi-tasking with language-identification can induce useful latent distinctions between Mandarin and English representations. Here, we introduce language ID \(I\) as another random variable with a single dependency on the observation X. Note that the bilingual output \(Y\) and the language-ID \(I\) do not interact with each other aside from being implicitly related as they both directly depend on \(X\). During training, this multi-tasking approach helps to resolve cross-lingual ambiguities within the shared bilingual latent representations \([16–21]\). During inference, the bilingual output is obtained directly from the observation similar to the single dependency approach. The main drawback of these direct approaches is the potentially high complexity of the \(X \rightarrow Y\) dependency due to conflicting linguistics of different two languages.

### 2.2. Divide-and-Conquer Graphical Models

Alternatively, the bilingual ASR task can be decomposed into its sub-component monolingual parts as in the divide-and-conquer approaches shown in Figure 1.c. The separational approach uses language ID \(I\) to segment the observation \(X\) into monolingual parts before passing those to monolingual recognizers which separately predict Mandarin \(Y^M = \{y^M_t \in \mathcal{V}^M|t = 1, ..., L\}\) and English \(Y^E = \{y^E_t \in \mathcal{V}^E|t = 1, ..., L\}\). Finally, the monolingual outputs \(Y^M\) and \(Y^E\) are stitched together accordingly to obtain the final bilingual output \(Y\). This approach successfully introduces simpler \(X \rightarrow Y^M\) and \(X \rightarrow Y^E\) dependencies, but does so at the cost of the additional dependencies associated with the language ID random variable \(I\): \(I \rightarrow Y^M, I \rightarrow Y^E,\) and \(I \rightarrow Y\). Therefore, performance becomes highly dependent on the ability to correctly predict the language identity at a segment level \([22, 24]\).

The mixture-based approach avoids this dependency on the language ID \(I\) by instead introducing another random variable \(G\), a gating mechanism. This approach first noisily models \(X \rightarrow Y^M\) and \(X \rightarrow Y^E\), but maintains latent representations of each so as to avoid early decisions. Then, it models the gating mechanism \(G\) as a function of these latent monolingual representations; we approximate this dependency in our graph as \((X, Y^M, Y^E) \rightarrow G\). Finally, the gating mechanism \(G\) is used to fuse the latent monolingual representations to ultimately obtain the bilingual output \(Y\). This is a promising approach that efficiently combines information from monolingual experts by operating entirely within the latent space \([23, 24]\). However, mixture-based approaches much like their separational cousins incur the cost of the additional dependencies associated with the gating random variable \(G\). Our motivation is to decompose the bilingual ASR problem into monolingual sub-tasks without incurring any additional random variables.

### 3. PROPOSED FRAMEWORK

In this section, we first propose a framework using label-to-frame synchronization to obtain bilingual outputs given only monolingual information. Then we show an end-to-end differentiable method to model our conditionally factorized framework.

#### 3.1. Conditionally Factorized Formulation of Bilingual ASR

Rather than treating CS ASR as a single sequence transduction task, we seek to decompose it into three portions: 1) recognizing Mandarin 2) recognizing English and 3) composing recognized monolingual segments into a bilingual sequence which may or may not be CS. However, given only monolingual portions of the output \(Y^M\) and \(Y^E\) we cannot form \(Y\) without the order in which they should be composed. Therefore, in order to satisfy our desired conditional probabilistic graph (shown in Figure 1.c), we need richer monolingual representations which contain ordering information.

Consider that for each output \(T\)-length observation sequence \(X\) and \(L\)-length bilingual label sequence \(Y\), there are a number of possible \(T\)-length label-to-frame sequences \(Z = \{z_t \in \mathcal{V}^M \cup \mathcal{V}^E \cup \{\emptyset\}|t = 1, ..., T\}\). Here, \(z_t\) is either a surface-level unit or a blank symbol denoting a null emission as in Connectionist Temporal Classification (CTC) \([40]\). The posterior of the bilingual label sequence \(p(Y|X)\) is then factorized as follows:

\[
p(Y|X) = \sum_{Z \in \mathcal{Z}(Y)} p(Z|X) \tag{1}
\]

Note that the summation is over all possible label-to-frame alignments \(Z \in \mathcal{Z}(Y)\) for a given observation \(X\) and label \(Y\) pair.\(^1\)

Next, we re-formulate any bilingual label-to-frame sequence in terms of its constituent monolingual label-to-frame sequences \(Z^M = \{z^M_t \in \mathcal{V}^M \cup \{\emptyset\}|t = 1, ..., T\}\) and \(Z^E = \{z^E_t \in \mathcal{V}^E \cup \{\emptyset\}|t = 1, ..., T\}\). Now, we can indeed obtain the bilingual \(Z\) given only conditional monolingual information \(Z^M\) and \(Z^E\):

\[
\begin{align*}
    z_t^M & = \begin{cases} z^M_t, & \text{if } z^M_t \in \mathcal{V}^M \text{ and } z^E_t = \emptyset \\ z^E_t, & \text{if } z^E_t \in \mathcal{V}^E \text{ and } z^M_t = \emptyset \\ \emptyset, & \text{if } z^M_t = \emptyset \text{ and } z^E_t = \emptyset \end{cases} \\
    z_t^E & = \begin{cases} \emptyset, & \text{if } z^M_t = \emptyset \text{ and } z^E_t \in \mathcal{V}^E \\ \emptyset, & \text{if } z^E_t = \emptyset \text{ and } z^M_t \in \mathcal{V}^M \\ \emptyset, & \text{if } z^M_t \in \mathcal{V}^M \text{ and } z^E_t \in \mathcal{V}^E \\ \emptyset, & \text{if } z^M_t = \emptyset \text{ and } z^E_t = \emptyset \end{cases}
\end{align*}
\]

Note that at position \(t\) only one of \(z^M_t\) or \(z^E_t\) may be a surface-level unit while the other must be the blank symbol by definition. It is possible that both \(z^M_t\) and \(z^E_t\) are blank symbols, but it is not possible that both are surface-level units.

Following this interpretation of the bilingual sequence \(Z\) in terms of its monolingual parts \(Z^M\) and \(Z^E\), we can re-formulate the posterior \(p(Z|X)\) as a joint likelihood \(p(Z, Z^M, Z^E|X)\):

\[
\begin{align*}
    p(Z|X) & = p(Z, Z^M, Z^E|X) \tag{3} \\
    & = p(Z|Z^M, Z^E, X)p(Z^M, Z^E|X) \tag{4} \\
    & \approx p(Z|Z^M, Z^E, X)p(Z^M|X)p(Z^E|X) \tag{5}
\end{align*}
\]

From Eq. (3) to Eq. (5), we make two key independence assumptions. The first is that given \(Z^M\) and \(Z^E\), no other information from the observation \(X\) is required to determine \(Z\) since the monolingual label-to-frame sequences already contain ordering information. We show that this assumption holds experimentally in Section 3.2. The second assumption is that \(p(Z^M|X)\) and \(p(Z^E|X)\) are independent, allowing for separate modeling of monolingual posteriors.

### 3.2. Conditional RNN Transducer

#### 3.2.1. Monolingual Modules

The monolingual label-to-frame posteriors \(p(Z^M|X)\) and \(p(Z^E|X)\) are further factorized with the chain-rule as follows:

\[
\begin{align*}
    p(Z^M|X) & \approx \prod_{t=1}^{T} p(z^M_t|X, z^M_{t-1}) \tag{6} \\
    p(Z^E|X) & \approx \prod_{t=1}^{T} p(z^E_t|X, z^E_{t-1}) \tag{7}
\end{align*}
\]

\(^1\) Z maps to \(Y\) deterministically via repeat and blank removal rules \([41]\).
Table 1. Results comparing the Conditional RNN-T models to Vanilla and Gating RNN-T baselines on intra-sententially code-switched (CS), monolingual Mandarin, and monolingual English test sets. The upper half shows results when using only CS data during fine-tuning while the bottom half shows results when using CS + monolingual data during fine-tuning. All models are pre-trained on monolingual data.

| Model Type          | Model Name          | Pre-trained Encoder(s) | Fine-tuning Data | Code-Switched | Mono-Man | Mono-Eng |
|---------------------|---------------------|------------------------|------------------|---------------|----------|----------|
|                     |                     |                        |                  | MER  | CER  | WER  | CER  | WER  |
| Direct              | Vanilla RNN-T       | ✓                      | CS               | 12.3 | 9.9  | 34.3 | 17.9 | 81.4 |
| Mixture             | Gating RNN-T        | ✓                      | CS               | 11.5 | 9.1  | 33.0 | 17.7 | 78.3 |
| Conditional         | Our Proposed Model  | ✓                      | CS               | 11.5 | 9.1  | 33.2 | 15.5 | 82.9 |
|                     | + Language-Separation (LS) | ✓                      | CS               | 11.1 | 8.7  | 32.7 | 15.3 | 82.7 |
| Direct              | Single RNN-T        | ✓                      | CS + M           | 11.3 | 9.3  | 30.8 | 6.5  | 17.8 |
| Mixture             | Gating RNN-T        | ✓                      | CS + M           | 11.2 | 8.8  | 34.7 | 5.7  | 34.6 |
| Conditional         | Our Proposed Model  | ✓                      | CS + M           | 10.3 | 8.2  | 29.5 | 5.4  | 16.5 |
|                     | + Language-Separation (LS) | ✓                      | CS + M           | 10.2 | 8.1  | 29.2 | 5.2  | 16.3 |

Note that we make the conditional independence assumption here as a modeling choice, mitigating label/exposure bias issues [42, 43].

Our proposed Conditional RNN-T models the posterior as follows. Given the observed speech feature sequence \(X\), a Mandarin-only \(h^M\) maps to a sequence of hidden representations \(h^M = \{h^M_t \in \mathbb{R}^D | t = 1, ..., T\}\) and an English-only \(h^E\) maps to a sequence of hidden representations \(h^E = \{h^E_t \in \mathbb{R}^D | t = 1, ..., T\}\). Separate linear projection layers followed by softmax activations, \(\text{SOFTMAXOUT}\), yield the posterior \(p(z^M | X)\) and \(p(z^E | X)\). We train these modules using CTC loss functions \(L_{M,CTC}\) and \(L_{E,CTC}\) [40].

3.2.2. Bilingual Module

The bilingual conditional likelihood \(p(Z|Z^M, Z^E)\) is further factored with the chain-rule as well:

\[
p(Z|Z^M, Z^E) = \prod_{i=1}^{T+L} p(z_i|Z^M, Z^E, z_{1:i-1}) \quad (8)
\]

The monolingual alignment information is passed to the bilingual model via the hidden representations \(h^M\) and \(h^E\). We therefore approximate \(p(z_i|Z^M, Z^E, z_{1:i-1})\) as follows:

\[
h_{i}^{\text{ENC}} = h_{i}^M + h_{i}^E \quad (9)
\]

\[
h_{i}^{\text{DEC}} = \text{DECODER}(z_{1:i-1}) \quad (10)
\]

\[
h_{i}^{\text{NT}} = \text{JOIN}(h_{i}^{\text{ENC}}, h_{i}^{\text{DEC}}) \quad (11)
\]

\[
p(z_i|h_{i}^M, h_{i}^E, z_{1:i-1}) = \text{SOFTMAXOUT}(h_{i}^{\text{NT}}) \quad (12)
\]

3.2.3. Full Network

With Equations (1) and (5), the posterior \(p(Y|X)\) finally becomes:

\[
p(Y|X) \approx \sum_{Z^M, Z^E} p(Z|Z^M, Z^E) \sum_{Z^M} p(Z^M|X) \sum_{Z^E} p(Z^E|X) \quad (13)
\]

where the monolingual CTC, \(p_{\text{ctc}}(Y^M|X)\) and \(p_{\text{ctc}}(Y^E|X)\), and bilingual RNN-T, \(p_{\text{rnnt}}(Y|Z^M, Z^E)\), objective functions are defined as summations over all possible frame-to-label sequences \(Z^M \in Z^M(Y^M), Z^E \in Z^E(Y^E)\), and \(Z \in Z(Y)\) respectively.

We train our Conditional RNN-T model using an initial monolingual pre-training step to maximize \(p_{\text{rnnt}}(Y|Z^M, Z^E)\), including both the bilingual and pre-trained monolingual modules, on a mixture of monolingual and CS data. Since this first regime only implicitly applies monolingual conditioning via pre-trained initialization, we propose an explicit alternative regime which we call the Conditional RNN-T + Language-Separation (LS). This variant of our proposed model uses a multi-tasked loss \(L_{LS}\) with tunable \(\lambda\):

\[
L_{LS} = \lambda L_{\text{RNNT}} + (1 - \lambda)(L_{M,CTC} + L_{E,CTC}) \quad (14)
\]

The monolingual ground truths \(Y^M\) and \(Y^E\) are obtained by applying a language-specific mask to the bilingual ground truth \(Y\).

4. DATA AND EXPERIMENTAL SETUP

Data: We use 200h of intra-sententially CS training data from the ASRU 2019 shared task where Mandarin is the matrix and English is the embedded language [45]. We use 500h of monolingual Mandarin data for pre-training and a 200h subset for fine-tuning [45]. We use 700h of accented monolingual English data for pre-training and a 200h subset for fine-tuning [46]. We use provided test CS data and generate our own splits for monolingual test sets.

Experimental Setup: All our models were trained using the ESPnet toolkit [47]. Our input features are global mean-variance normalized 83 log-mel filterbank and pitch features [48]. We apply the Switchboard Strong (SS) augmentation policy of SpecAugment [49]. We combine 5000 Mandarin characters with 5000 English BPE [50] units to form the output vocabulary. ENCODERS are conformers [51] with 12 blocks, kernel size of 15, 2048 feed-forward dim, 256 attention dim, and 4 heads. DECODERS are LSTMs [52] with 1 layer, 1024 embed dim, 512 unit dim, and 512 joint dim. The direct RNN-T baseline with only 1 encoder uses a doubled 512 attention dim, so all models have about 100M params. We use the Adam optimizer to train 80 epochs with an inverse square root decay schedule, a transformer-lr scale [47] of 1, 25k warmup steps, and an effective batchsize of 192. ENCODERS are pretrained using the hybrid CTC/Attention framework [53]. We use beam-size of 10 during inference. Ablation studies on CTC sub-nets use greedy decoding.

2Alternatively, logit or softmax normalized could be used here [44].
5. RESULTS

In Table 1 we compare the CS and monolingual performances of our Conditional RNN-T and Conditional RNN-T + LS models to direct and mixture-based baselines, which are our re-implementations of Vanilla RNN-T [21, 22] and Gating RNN-T [23, 24] described in prior works. The top and bottom portions of Table 1 compare results when using only CS data versus using both CS and monolingual data during fine-tuning. Not only did all models perform significantly better on monolingual sets when using monolingual fine-tuning data, they also improved on the CS set suggesting that the monolingual data is indeed supplementing the CS training data.

As shown in the bottom half of Table 1, the Gating RNN-T slightly outperforms the Vanilla RNN-T on CS and monolingual Mandarin but is degraded on monolingual English, suggesting that the gating mechanism overly focuses on outputting Mandarin due to the high skew of the CS training data towards Mandarin. Our proposed Conditional RNN-T model outperforms the baseline consistently across evaluation sets. On the monolingual sets, the Conditional RNN-T model performs similarly to monolingual-only models trained on the same data. Further, the Language-Separation loss incrementally improves across all sets suggesting a benefit to the explicit monolingual conditioning method described in Eq. (14). We examine this benefit further in the subsequent sub-section.

5.1. Language-Separation Ability of Monolingual Modules

Recall that in Eq. (2) we state that the bilingual $Z$ is specified in terms of its monolingual parts, $Z^M$ and $Z^E$, such that at any position $t$ only one of $Z^M_t$ or $Z^E_t$ may be non-blank. If our proposed Conditional RNN-T model is indeed modeling $p(Z^M | X)$ and $p(Z^E | X)$ with this property, it logically follows that each monolingual CTC sub-net would be capable of emitting labels for frames corresponding to their language while emitting blanks for frames in the other language; we refer to this diarization-like ability as Language-Separation. This Language-Separation is observable in Figure 2 which depicts the blank and non-blank posterior values of each monolingual CTC sub-net for a snippet of CS speech. Here, the Mandarin side emits characters while the English side emits blanks except for frames 30 to 40 where the opposite occurs.

As mentioned in §3.2.3 there are two ways to optimize the Conditional RNN-T model towards the conditionally factorized formulation in Eq. (13). Table 2 shows that the implicit way, which uses pre-training to condition the bilingual task $p(Z^M | Z^E, X)$, produces monolingual CTC sub-nets that reasonably able perform Language-Separation on CS data. However, the explicit way described in Eq. (14) is preferred since it provides a supervised Language-Separation signal. Thus, the resultant monolingual CTC sub-nets of this Conditional RNN-T + LS model have a greater Language-Separation ability as indicated by the reduced insertion errors for the same CS data.

5.2. Conditional Independence of $p(Z^M | Z^E, X)$ from $X$

Finally, we experimentally validate the conditional independence assumption in Eq. (5) that the final bilingual output $Z$ depends only on monolingual alignment information $Z^M$ and $Z^E$ and nothing else from the observation $X$. In this study, we augment the Conditional RNN-T + LS model with a third Encoder $A$ which maps the observation $X$ to hidden representations $h^A = \{h^A_t \in \mathbb{R}^F | t = 1, ..., T\}$. This $h^A$ is then added as a third term to the fusion in Eq. (9) thereby allowing the bilingual module to model $p(Z^M | Z^E, X)$ instead of $p(Z^M | Z^E)$. We call this modified model the 3-Encoder RNN-T + LS and train it in the same way as the Conditional RNN-T + LS model. As shown in Table 3 this 3-Encoder variant does not capture any additional useful information from the observation $X$ but rather performs slightly worse than our Conditional RNN-T + LS model.

6. CONCLUSION

We present an end-to-end framework for jointly modeling CS and monolingual ASR with conditional factorization such that the bilingual task is logically decomposed into simpler sub-components. We show improvements on both CS and monolingual ASR over prior works, suggesting that our general joint modeling approach is promising towards building robust bilingual systems. In future work, we seek to extend our approach with joint decoding [54], differentiable WFST representations of code-switching linguistics [55], and modular neural network methods [44].
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