Design of Automatic Lung Nodule Detection System Based on Multi-Scene Deep Learning Framework
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ABSTRACT Nowadays, the efficient identification of the lung nodule greatly leads to the chance of lung cancer risk assessment. Hence, the exact locations of lung nodules are a critical and complicated task. Researchers in this area have been working widely for almost two years. However, previous computer-aided detection (CAD) modules, such as transforming CT, segmenting the lung nodule and extracting the features are mostly complex and time-consuming, because more modules will require the creation of a complete image processing system. In addition, certain state-of-the-art deep learning systems are specified in the database standard. For this purpose, this paper suggests an efficient identification system for lung nodules based on Multi-Scene Deep Learning Framework (MSDLF) by the vesselness filter. A four-channel CNN model is designed to enhance the radiologist’s knowledge in the detection of four-stage nodules by integrating two image Scenes. This model can be applied in two different classes. The results show that the Multi-Scene Deep Learning Framework (MSDLF) is efficient for increasing the accuracy and significantly reducing false positives in an enormous amount of image data in the detection of lung nodules.

INDEX TERMS Multi-scene deep learning framework, vesselness filter, convolutional neural network (CNN), lung nodules.

I. INTRODUCTION
Lung cancer is one of the world’s most dangerous cancers. However, the early detection significantly increases the survival rate of lung cancer [1]. The cells in the lung have small growths of cancer (malignant) and non-cancerous (benign) lung nodules [2], [3]. For essential prognosis, the early diagnosis of malignant lung nodules is important. Cancer lung nodules in the early stage are very similar to non-cancer nodules and need to be differentially identified based on small morphological variations, positions, and medical biomarkers [4]. The difficult task is for the early lung nodules to calculate the risk of malignancy. A computer tomography scan (CT) (morphological evaluation), Positron Emissions Tomography (PET), and needle prick biopsy exam is used in many diagnostic procedures [5] in connection with early diagnosis of malignant lung nodules in clinical settings [6], [7]. Moreover, medical practitioners are primarily using invasive approaches such as biopsies or operations for differentiating benign from malignant lung nodules [8]. Invasive methods involve many risks and raise the anxiety of patients for such a delicate and sensitive organ [9].

Computing tomography (CT) imaging is the best approach for analyzing lung diseases [10]. In addition, the incidence of CT scans with false positive in cancer radiation results is substantially less than the normal CT dose, due to the low dosage of CT [11]. Results show no significant differences in detection sensitivities between low and normal CT images. In the majority of the population identified with low dose CT scans relative to the Chest X-rays the national lung screening tests (NLST) for deaths from cancer have significantly reduced [12]. Advanced clinical information (thinner slices) and advanced imaging techniques improve the identification sensitivity of lung nodules [13], [14]. Moreover, this significantly increases the datasets. In one scan up to 500 sections/slices are generated according to the thickness of the slice. It takes 2-3, 5 minutes for a trained radiologist to test a single slice [15]. A radiologist’s workload increases significantly in order to detect the potential presence of a nodule [16], [17].

Results show only a 68% accurate diagnosis of lung nodules when only a single X-ray specialist conducts the analysis.
and with both radiologists up to 82% of the time. Early detection of the lung nodule is cancer for radiologists is a very challenging, time-consuming and repetitive task. The radiologist requires a great deal of time to view a number of scans with precision, while the identification of small nodules is very error-prone.

The benign and malignant nodules have a significant overlap in their characteristics [18] and must be identified at an early stage of morphology (Figure 1). Normally, benign nodules are located on the periphery with smooth surfaces and triangular forms [19] whereas malignant nodules may show limits of speculation on lobular, vascular, cystitis, pleural and sub-solid morphological boundaries [20].

**FIGURE 1. Basic Structure of Malignant lung nodules detection [21].**

In addition, this study aimed to use 2D CT multi-scene images for the identification of nodules. Initially, a pitch analysis approach developed for this study resolved the distortions in lung contours induced by a juxta-pleurative nodule. Secondly, the vessel design in lung CT images has been removed with adjustable parameters. A new framework of deep learning, CNN, has been eventually developed to teach radiologists to know the two image scenes. Scene 1 consists of the original CT images, and scene 2 is made of binary images produced by complex scene 1. Throughout this way, several pairs of sub-images from an original image (Scene 1) can be compared with the binary image (Scene 2) and the sample image has been taken from https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3041807/. The sub-image pairs were only images that have been captured by the CNN model. This CAD system for the identification of lung nodule performs very outstanding and saves time and space for storage.

**II. SURVEY ABOUT PREVIOUS WORKS**

A label in a Lung CT image relates to a radiological result that suggests an abnormal disease. Analysis of CT signs helps to understand the clinical source of the lesion. A detailed study of the classification of lung nodules with various CT indications helps to make it simpler and more accurate for benign and malignant nodules. Towards this purpose, Zheng et al. [22] proposed a method of classification of pulmonary nodule diagnosis based on a finish-up module with various nodular signs. Initially, they create a CNN classifier that adopts and retrains the Inception modules on Image Net. The pre-trained classification system will be completed by 10 different pulmonary sampling signals and these 10 classifiers were combined with the immune system artificial algorithm. Overall sensitivity, precision, and accuracy were proposed by Inception Network Fusion (INF) algorithms significantly higher than alternative approaches of bagging and boosting.

Rodrigues et al. [23] suggested the approach of systematical co-occurrence matrix (SCM) classifying nodes as malignant nodules or benign nodules. The SCM technique was applied to eliminate nodular image characteristics and classify them as malignant or benign nodules and their malignancy. Data on nodule locations and malignancy rates are given in the computed tomography analysis of the pulmonary imaging and image database tools initiative. The SCM is implemented in four filters, in particular, medium, Laplace, Gaussian and Sobel, both grayscale and Hounsfield.

Xie et al. [24] proposed to use minimum Chest CT data, a multi-visual, collaborative, and Knowledge-based (MV-KBC) model to differentiate malignant from benign nodules. This design develops the characteristics of the 3-D pulmonary nodule through the decomposition into 9 fixed views. For each view, they established a knowledge-based collaborative sub-model (KBC) where three types of image patches are built for fine-tuning three pre-trained ResNet-50 networks, each with its overall design, voxel and shape heterogeneity. The penalty loss feature is used to reduce the false-negative rate better, which minimizes the efficiency of the MV-KBC model overall. They checked and compared their system on the LIDC-IDRI standard and the 5 most advanced approaches to classification.

Chung et al. [25] proposed a method of lung segmentation to reduce the problem of the juxta-pleural nodule, a popular challenge in the applications. Initially, they used Chan-Vese (CV) model for active contours and followed the Bayesian approach based on the results of a CV model that predicts lung image in an earlier frame or the neighboring image on the basis of the segmented lung contour. False positives were removed by the concave detection of points and Hough circle/ellipse was the resulting candidates. Eventually, the lung contour was changed by applying candidates from the final nodule to the results of the CV model. The high precision with the juxtapleural detection of the pulmonary nodule would support any computer-aided diagnosis system using lung segmentation as such an essential step [26]–[28].

In order to overcome the above surveys, this paper suggests an efficient identification system for lung nodules based on
Multi-Scene Deep Learning Framework (MSDLF) by the vesselness filter.

III. METHODOLOGY

A. PREPARATION OF DATA SET

The LIDC / IDRI are a public data set. A series of 1018 CT scans are gathered in this database from 1010 patients. Radiologists involved actively in the LIDC / IDRI database nodule classification. The findings of the first phase assessments are collectively implemented in the second phase by each radiologist independently. The specimens were examined again by each radiologist and the same observations were made again. Therefore, in every case of the LIDC / IDRI database, the annotations of these radiologists have an XML file. Such CT images are stored as one of the common medical standards in the DICOM format and can be checked by some image parameters for each lung CT image, with slices and pixels spacing. Once Lung CT images are obtained by various imaging devices in the LIDC / IDRI database, it normalized every pixel distance to identify 2D nodules actual dimensions. The uniform pixel length is set at 0.699 mm, which reflects the pixel length average value. Two nodules are classified as radiological records: Small nodules less than 3 mm in diameter and broad nodules greater than 3 mm in diameter. Since small nodules only have a central point label and are effectively corroded by picture filters, this conceptual model is not suitable for identifying small nodules. Consequently, the principal purpose of this analysis is to define large nodules (> 3 mm) which in subsequent parts are immediately proven.

This research used 1006 scans with XML annotation files. Since data in this XML file is not easily accessible, it has created a system for data storage for annotations of the radiologist. There are a variety of detection nodules and pathological features for each radiologist (IDs). The details of such a framework are given in Figure 2. Therefore, XML files were converted to a variety of patient data structures that can be quickly extracted and coded for experiments. Furthermore, the study took level 1, which identified a nodule noted by at least 1 X-radiologist, as a real nodule to identify the true nodules for the validity of the system as golden standards.

B. MENDING OF LUNG CONTOUR AND SEGMENTATION OF PARENCHYMA

Figure. 3(a) displays a circular area consisting of machine tools, arms, spine, pulmonary lobes, fabric, etc., although a non-imaging region is located outside the circle. An automated segmentation scheme suggested by the study is implemented in four steps in order to extract the perfect lung parenchyma. The lung parenchyma segmentation process is illustrated in Figure 4.

Histogram is used in threshold segmentation to obtain the probability distribution of different gray levels. This probability distribution is determined by equation (1).

\[
q(y) = \sum_{j=1}^{l} Q_j \cdot q_j(y) = \sum_{j=1}^{l} \frac{Q_j}{\sqrt{2\pi \rho_j}} \exp \left[ -\frac{(y - \bar{\rho}_j)^2}{2\rho_j^2} \right]
\]

\(l\) represents the total number of scan image categories. \(Q_j\) and \(q_j(y)\) are probability and probability distribution functions of category \(j\). \(N_j\) is a mean and \(\rho_j\) is a standard variation. The total probability error is minimized by equation 2 for both different categories. It is used for the optimal threshold calculation.

\[
e(W_j) = Q_j \int_{-\infty}^{W_j} q_j(y) dy + Q_{j+1} \int_{W_j}^{\infty} q_{j+1}(y) dy
\]

This error relates to the \(W_j\) threshold and it is determined as per Equation 3.

\[
E(W) = \sum_{j=1}^{l-1} e(W_j)
\]

A threshold image is now generated with that of the lung mask.

In the first level, the luminosity and extra thoracic area in the CT images are considerably darker than chest regions. The local maximum variation between clusters thus emphasizes thoracic shape. The second step in this work is the study of the related field (4 or 8 neighborhood) and the anatomical method, along with the technique to open and close the removal of lung noise, for example, The esophagus in combination with lung type and position typical sense. A padding operator is used at the same time to fill the bubble within the lungs and to improve its contours with the area substantially below the lung lobes. The third step of this study is to establish a fast method for lung-contour mending for juxta-pleural nodules near the thorax wall that are lung
tumors. Juxta-pleural nodules have been easily ignored and are considered likely to be areas outside of the lung compared with other nodule types. Regarding this issue, two sizes of patches are used for scanning the lung contour using a block of $32 \times 32$ pixels and a block of $16 \times 16$ pixels per row (Figure 3(b-d)). The main focus of this work was to correct the relatively smooth lung outline and the juxta-pleural nodules to the smooth lung outlines owing to the incidence of major cases. The change in the lung contour slope is measured using the difference method within each patch and determines whether the positions have to be addressed immediately. The boundary could be fixed automatically, depending on the position within the pulmonary, after a juxta-pleural nodule has been found. In the last step, the corrective contour of the lung parenchyma is segmented.

**C. THE REMOVAL OF THE VESSEL**

A large amount of tissue, polyps, veins or other contaminants is found in the lung parenchyma. Recently vascular morphology has been visible in the lung that it can affect the lung polyp identification. The images of lung CT show both cells and polyps in the similar dark pixels as luminous tissues. But the anatomy and composition of the vessels distinctly varied from the lung nodules. Tubular forms generally looked like tubes as ellipses, small circles, or cloth-like structures emerged lung nodules. The step seeks to replace the vein systems in the lung in a way that helps to examine the nodule structures. Throughout recent years, several sophisticated vessel algorithms, Different filters were suggested for Sato, Vessel Improving Diffusion (VED) and a Vessel filter. The primary use of these Vessel filters is retinal with decent performance.

One image $I(x, y)$ is shown in the field of a given point $p(x_0, y_0)$ as a Taylor series. The Taylor series’s second-order concept included the Hessian matrix of $I(x, y)$, which is defined as $H_{p,\sigma}.p(x_0, y_0)$ is indicated as p, and $\sigma$ is referred to as the Gaussian kernel $G(x, y)$ size, which is expressed as Eq (5). Thus (4) and (5), as shown at the bottom of the next page, will measure $H_{p,\sigma}.H_{p,\sigma}$ is a matrix composed of the $I(x, y)$ and the $G(x, y)$ derivative of the Second-order in addition to $x$ or $y$.

The frequency of $H_{p,\sigma}$ and the proper vector are both measured on the $\sigma$ scale, which is referred to as $\lambda_k$ and $\mu_k(k = 1, 2)$. Two specific values $(\lambda_1)$ and $(\lambda_2)$ represent different detection mechanisms for a two-dimensional (2D) image. The path along the vessel is $\mu_1$ and the path of orthogon $\mu_2$ is $\mu_1$. In discrimination against the local vascular preference, $\lambda_1$ and $\lambda_2$ plays an important role. In (6), both of the eigenvalues $(\lambda_1)$ and $(\lambda_2)$ indicate the vessel’s calculation structure.

$$V_p = \begin{cases} 0, & \text{if } \lambda_2 > 0 \\ \exp(-|\lambda_1/\lambda_2|^2/2\beta_1^2), & (1 - \exp(|\lambda_1, \lambda_2|^2/2\beta_2^2)) \\ \text{otherwise} & \end{cases} \quad (6)$$

Therefore the $\beta_1$ and $\beta_2$ parameters are dynamic limits that can change the sensitivity of filters to $|\lambda_1/\lambda_2|$ and 2-norm$|(\lambda_1, \lambda_2)|$. This research was aimed at removing the vessel connections, but not at improving the vessels in lung CT images. The vessel removal method was therefore developed in two steps. Firstly, through the vesselness filter, the image of the vessel design was created under the optimum scale $\sigma$. Second, from the original pulmonary file, the image of the vessel structure produced has removed and the vessel

**FIGURE 3.** Performance of the mending and segmentation of the lung contour. (a) CT raw lung images: the circle displays the blue dotted nodes (b) two mending patch sizes (c) the lungs contour scanning process; (d) the pulmonary contours repaired.

**FIGURE 4.** Lung parenchyma segmentation process.
E. DESIGN OF THE CNN DESIGN

Usually, the CNN architecture comprises a convolutional layer, a pooling layer, and a fully integrated layer. The unique benefit of ReLU is that the error rate is more efficient than other activation mechanisms. It is described as

\[ y_i = \max(0, \sum j k_{ji} * x_j + b_i) \]  

(7)

where the symbol \( x_j \) and \( b_i \) represent the input and output map respectively and the * symbol denotes the convolution operation. In addition, the \( f_i \)th input map and \( f_i \)th output map are the \( k_{ji} \) kernels, \( b_i \) is the distinctiveness of the output map \( f_i \). During the training process both \( k_{ji} \) and \( b_i \) parameters can be learned. The MC pool can be shown as

\[ y_i = MC_i(x), \quad i = \{0, 1\} \]  

(8)

\( f_i \)-th input map, \( f_i \)-th output map, convolution kernels-\( k_{ji} \), \( b_i \)-bias

\[ MC_i(x) = \begin{cases} MP(i) & i = 0 \\ CP_i(x) & i = 1, 2, \ldots \end{cases} \]  

(9)

where \( x \) is the map of input and \( y_i \) is the map of output. The size of \( x \) is \( L \times LMP \) implies the max-pooling process and the size of \( MP(i) \) is \( (L/2) \times (L/2) \). \( CP_i \) is the center pool, meaning that the middle area of the \( CP_i(x) \) is separated from \( x \) and the size of \( CP_i(x) \) is \( (L/2) \times (L/2) \). Similarly, \( CP_2(x) \) is the central area of \( CP_{i-1}(x) \) and therefore the size of \( CP_2(x) \) is \( (L/4) \times (L/4) \). Figure 8 will demonstrate the method of the MC pooling procedure.

\[ H_{p,\sigma} = \begin{bmatrix} I(x, y) \otimes \left( \frac{\partial}{\partial x} \right) G(x, y) & I(x, y) \otimes \left( \frac{\partial}{\partial y} \right) G(x, y) \\ I(x, y) \otimes \left( \frac{\partial}{\partial x} \right) G(x, y) & I(x, y) \otimes \left( \frac{\partial}{\partial y} \right) G(x, y) \end{bmatrix} \]  

(4)

\[ G(x, y) = \left( \frac{1}{2\pi \sigma^2} \right) \exp\left( -\frac{\| (x, y) \|^2}{2\sigma^2} \right) \]  

(5)
The role of softmax registration loss as shown by stochastic history downward gradient propagation as

\[ J = - \sum_{k=1}^{C} \log \left( \frac{e^{x_k}}{\sum_{i} e^{x_i}} \right) \]  

(10)

where \( x_i \) is the efficiency of the network, and \( C \) is the class value set to 2.

The four different patches split the nodular measurements into four different dimensions that can improve recognition precision by experimentation. Every input channel is the same location as the original image, taken from a couple of images. Further details have been demonstrated as an effective method for enhancing nodule detection.

**F. SEGMENTATION AND CLASSIFICATION**

Class 1 identified two classes of image data. Class 2 contained discrete images cut from the lung images removed from the vessel which has been given in figure 9. The size differences can affect detection precision, provided that the nodules varied from about 3 mm to 30 mm, which were measured by four X-rays. Every nodular stage has a patented patch identification window, a secondary image of the first pulmonary image. It helps us to split the related images and create them into classes 1 and 2. The scale of the subsidized (actual size and pixel dimension) is noted.

Moreover, various nodule amounts are shown in Figure 10. The a, b, c modules are graded respectively in grades 1, 2, 3 and 4. The first row was the lung image processing which included radiologists identified nodule locations. The second row of threshold segmentation for the first row. Due to a small pixel gap between background and object, the threshold of OTSU had little effect on object segmentation, in the particular nodule.

This study was therefore used to look for a preferred threshold value as described in the below equation (11)

\[ T = (1 - \lambda) \cdot \left[ \left( \frac{\sum_{i=1}^{N} P_i}{N} \right) + \lambda \cdot \max(P_i) \right], \quad 1/2 \leq \lambda \leq 2/3 \]  

(11)

In (11), the \( P_i \) reflects the pixel size of the lung parenchyma. \( N \) is the cumulative lung parenchyma image and \( \lambda \) is a parameter customizable. When \( \lambda \) was between 1/2 and 2/3, the segmentation performance was beneficial. Then it Disables vibration and visual objects and retains the nodules big structures that have been described in the following
The procedure is often observed because the chosen scale be voxels that fulfill all criteria as given below. Eventually, all SI and CV thresholds are designed for the final segmentation nodule. Thresholds were collected as it receives the improved structures in which the nodules are clearly identifiable and thus establish masks by attaching the final segmentation nodule. Thresholds were collected scientifically by measuring in training sets to create a mask.

\[
L(I, \sigma) = I(p) \ast G(p, \sigma)
\]

where \( L(I, \sigma) \) is the result of the inter-image convolution of \( I \) and \( \sigma \) and at a position \( p \).

The second series of image \( I \) at \( \sigma \) scale is determined by the voxel \( x \) which is given in equation (13).

\[
\frac{\partial^2 I_p}{\partial x^2} = I(x) \ast \frac{\partial^2 G(\sigma, x)}{\partial x^2}
\]

Since the chest CT scans contain nodules with a large variation, the response is specified across a number of \( \sigma \)'s, with each increasing the nodules of a specific size. The final result is determined as the sum of the results from the measures under consideration. This is the cumulative response for every voxel estimated as follows:

\[
V^{med}(p) = \max_{\sigma_1 \leq \sigma_j \leq \sigma_n} V_j(p)
\]

where \( j \) is a \( \sigma \) scale and \( n \) is an overall’s number. The final step is a simple threshold to pick voice with high response as it receives the improved structures in which the nodules are clearly identifiable and thus establish masks by attaching the final segmentation nodule. Thresholds were collected scientifically by measuring in training sets to create a mask which would include the area inhabited by the nodule as accurately as possible. Using the larger (\( \lambda_3 \)) and the smallest (\( \lambda_1 \)) own values of the Hessian equation, the formula emerges from the main curve of \( \sigma = 1 \) as follows:

\[
SI = \frac{2}{\pi} \arctan \left( \frac{\lambda_3 + \lambda_1}{\lambda_3 - \lambda_1} \right)
\]

\[
CV = \sqrt{\lambda_3^2 + \lambda_1^2}
\]

Eventually, all SI and CV thresholds are designed for the segmentation masks. The final segmentations are known to be voxels that fulfill all criteria as given below.

\[
V^{SI-CV} = SI \cup CV
\]

The procedure is often observed because the chosen scale cannot be adapted to the size of the nodule, especially for large nodules. After segmentation, the characteristics must be identified accurately for the diagnosis of cancer in the lung region. The texture is used for normal and abnormal pattern recognition. The texture is an image surface modification and fluctuation.

**G. NORMALIZED SPHERICAL SAMPLING**

The important step in our process is a sampling. It is often known that nodule forms are not only associated with distributions of nodule size but also with anatomical structures surrounding nodules. The sampling algorithm is shown in algorithm 1.

**Algorithm 1 Normalized Spherical Sampling**

**Input:**
1: \( V \), Volume of the nodule.
2: \( r \), Maximum radius of sampling.
3: \( N/M/K \), Listed parameters.
**Output:**
4: function SPHERE_SAMPLING
5: \( C \leftarrow generate N \) inner centers
6: \( r \leftarrow r/M \)
7: for \( m = 1 \rightarrow N, m = 1 \rightarrow M, k = 1 \rightarrow Kdo \)
8: \( r_{cur} \leftarrow r \times m \)
9: \( S_{nmk} \leftarrow linear\_interp(V, n, m, k) \)
10: end for
11: return \( S \)
12: end function

In the above algorithm (1), the scheme is defined as the normalized spherical sample. It considers projection quality as the number of abnormal variations on the projected image, i.e. variation modifications. While all opinions are taken on their significance, another important difference is made from the features of the imaging system for a common vision and scientific image analysis. While a great deal of effort was undertaken to identify and classify lung nodules, only a few studies focused on the detection of nodule types. However, comparing methods is a necessary and reasonable step in validating our method’s effectiveness. Based on the above process, the proposed work further evaluated as follows.

**IV. NUMERICAL RESULTS AND DISCUSSION**

Through the combination of Scene 1 and 2 referred to as Scene 1&2, we will certainly improve the performance of detection. This analysis has tested the effectiveness of Scene 1&2 and Scene 1 in demonstrating the effectiveness of Scene 1&2. Figure 11(a) to (d) shows the ROC curves after 10-fold cross-validations from the true positives (sensitivity) rating (specificity) to the false positive stage.

During this analysis, the nodules are not categorized based on their aspect in the application of the nodule detection strategy by other investigators. The analysis has shown that the separate detection of different nodular sizes (levels 1, 2, 3, 4) could be useful. The study is performed on the...
basis of existing annotations by radiologists on the sub-image distribution of 4 levels in 2D lung slices (Figure 12).

However, the number of non-nodule sub-images in the scene 1&2 is approximately 300,000. It can be seen that smaller nodule sizes have more than large nodule sizes. Although nodules can be classified according to their status in the lung into four different types, it can only hardly help the detection of a nodule, but it can help to classify a nodule. In this experiment, two ways of detecting nodules are tried and their performance has been compared.

One strategy, like other researchers, has been to identify nodules without classification (single level). In an additional way, four separate detections (multilevel detection) are combined under four different levels of nodules provided by this analysis. In order to determine the detection efficiency of methods, this analysis used the Free Response Receiver Characteristic (FROC). When nodules have been identified these have been verified correctly, according to the annotations of radiologists. It combines the detection results of four rates with 10-fold cross-validation. Figure 13 shows the FROC nodule detection curves under the levels 1, 2, 3, 4. Overall, the result has been the same. However, as the level increases, the less the false-positive scans show the different distributions of false-positive at the four levels of the FROC curves. It is therefore essential that it separate four different nodule levels to help throughout the identification.

**FIGURE 11.** ROC curves with 4 different grade nodule rates. Red lines reflect scene 1&2 ROC curves and blue lines represent scene 1 ROC curves.

(a) Level 1

(b) Level 2

(c) Level 3

(d) Level 4
of the nodule. In Figure 14, the final FROC curves and the unclassified Nodule detection can be shown, thus classifying nodule detection minimizing the false-positive results around the entire dataset.

As shown in Table 1, further comparative analysis is listed to demonstrate the improved efficiency of this methodology. The whole LIDC / IDRI have been used for this analysis. Thus, the lung nodules with less 3D information are abandoned. In addition, it agreed to Level 3 for the concept of a lung nodule, which means that at least 3 radiologists have to consider a lung nodule. In this study, lung nodules can be detected correctly. The proposed Multi-Scene Deep Learning Framework (MSDLF) by the vesselness filter has better efficiency when compared to other previous methods such as INF, SCM, MV-KBC, CV, MSDLF.

V. CONCLUSION
This study suggested an innovative and efficient automatic pulmonary detection system, which can reduce false positives extremely. Therefore, an automated lung wall mending mechanism is developed in this analysis to avoid missing a juxta-pleural nodule. Another significant preprocessing method in this work has been to remove the vascular disease which can illustrate nodules and weak vessels. To determine nodules accurately and quickly, four different types of CNN structures have been used and it is based on four nodule levels. In addition, the input of the CNN model is two classes of candidate nodules, containing pairs of images (Scene 1&2). Since the expertise of radiologists has been constantly increasing and improving, computer-aided systems must continue to learn from them. The automated nodule detection system for this study is used to help radiologists greatly improve detection accuracy when precious contextual relevance information from the large data is discovered.
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