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Abstract

We apply the renormalized singles with correlation (RSc) Green’s function in the $GW$ approximation to calculate accurate quasiparticle (QP) energies and orbitals. The RSc Green’s function includes all orders of singles contributions from the associated density functional approximation (DFA) and treats higher order contributions in a perturbative manner. The $G_{\text{RSc}}W_{\text{RSc}}$ method uses the RSc Green’s function as the new starting point and calculates the screened interaction with the RSc Green’s function. The $G_{\text{RSc}}W_0$ method fixes the screened interaction at the DFA level. For the calculations of ionization potentials in the GW100 set, $G_{\text{RSc}}W_{\text{RSc}}$ significantly reduces the dependence on the starting point of DFAs used and provides accurate results with the mean absolute error (MAE) of $0.34$ eV comparable to $e\nu GW$. For the calculations of core-level binding energies in the CORE65 set, $G_{\text{RSc}}W_{\text{RSc}}$ slightly overestimates the results because of underscreening, but $G_{\text{RSc}}W_0$ with GGA functionals provides the optimal accuracy of $0.40$ eV MAE comparable to $e\nu GW_0$. We also show that $G_{\text{RSc}}W_{\text{RSc}}$ predicts accurate dipole moments of small molecules. These two methods, $G_{\text{RSc}}W_{\text{RSc}}$ and $G_{\text{RSc}}W_0$, are computationally much favorable than any flavor of self-consistent $GW$ methods. Thus, the RSc approach is promising for making $GW$ and other Green’s function methods efficient and robust.
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Quasiparticle (QP) energy is one of the most important quantities for studying molecules and materials. It describes the charged excitation associated with the electron addition or removal, which can be directly measured by the photoemission and inverse photoemission spectroscopy. For example, the QP energies of valence states describe the ionization potentials (IPs) and the QP energies of core states describe the core-level binding energies (CLBEs). These quantities play a critical role in characterizing the chemical environment for a broad range of systems and guiding new applications in chemistry, biochemistry and material science. In past decades, much effort has been devoted to develop accurate and efficient theoretical methods to predict QP energies. The main workhorse in the electronic structure theory, Kohn-Sham density functional theory (KS-DFT), has been widely used in the quantum chemistry community to calculate total energies, electron densities and structures of both molecules and solids. Although the HOMO and LUMO energy in KS-DFT can be interpreted as the negative of the first IP and the first electron affinity (EA), the errors of using KS eigenvalues to predict IPs and EAs are around several electronvolts. The errors of KS-DFT with conventional density functional approximations (DFAs) for predicting CLBEs can even exceed 15 eV.

In past decades, the $GW$ formalism has gained increasing attention. The $GW$ approximation, derived from the Hedin’s equations in the Green’s function many-body perturbation theory, is a state-of-art formalism to compute QP energies and study spectral properties of charged excitations, where $G$ is the one-body Green’s function with poles at charged excitation energies and $W$ is the dynamical screened interaction. The screened interaction that is generally weaker than the bare Coulomb interaction provides a better description for real systems because the effective interaction between two charges are reduced by the rearrangements of all other charges. The $GW$ methods have been successfully implemented in modern quantum chemistry packages to study both valence and core properties of different systems ranging from molecules to solids. The success of $GW$ methods can be attributed to the clear physical interpretation for QP energies, the favorable computational
scaling with respect to the size of systems and the proper description of the interaction in real systems.

In practice, GW methods are implemented at different levels of the self-consistency. The commonly used one-shot $G_0W_0$ method has been shown to significantly outperform KS-DFT for predicting valence and core QP energies.\cite{11,12} However, $G_0W_0$ has a strong starting point dependence on the choice of the DFA because of its perturbative nature. The difference originated from using different DFAs can exceed 1.0 eV for IPs and EAs of molecules,\cite{17,22} and can be even larger than 5.0 eV for band gaps of solids.\cite{23}

The issue in $G_0W_0$ with conventional DFAs the systematic delocalization error.\cite{24,25} In comparison, Hartree-Fock (HF) approximation\cite{26,27} exhibits the localization error, opposite to the delocalization error. The delocalization error is manifested for small molecules as the convex deviation from the Perdew–Parr–Levy–Balduz (PPLB) condition\cite{25,28–30} that the total energy of a system as a function of the electron number should be piecewise linear between energies at integer points. However, for bulk systems and very large finite systems, the PPLB condition is satisfied for any DFA and the delocalization error is manifested as the incorrect slope of the straight lines of the total energy between integers.\cite{24,25}

It has been shown that $G_0W_0$ starting based on a PBE-based hybrid functional with 40% the HF exchange has the minimal deviation from the straight-line error\cite{31} (DSLE) and is optimal for valence state calculations.\cite{31,32} $G_0W_0$ based on range-separated functionals was also shown to provide improved accuracy for computing valence spectrum.\cite{33,34} For core state calculations, it has been shown that $G_0W_0$ with traditional DFAs gives multiple solutions to the QP equation of core states, because the spectral weight of the desired core state is erroneously transferred to the satellites.\cite{12,35,36} The proper redistribution of the spectral weight can be achieved by tuning the fraction of the HF exchange in the starting point. Similar to
the idea of DSLE, recent works show that the PBE-based hybrid function with 45% the HF exchange is the optimal starting point for predicting CLBEs of molecules and semiconductors.\textsuperscript{20,35,36} One path to improve the accuracy and eliminate the starting point dependence is introducing the self-consistency into GW calculations. For valence state calculations, fully self-consistent GW (scGW),\textsuperscript{19,37–43} quasiparticle-self-consistent GW (qsGW) and eigenvalue-self-consistent GW (evGW) methods have been shown to significantly outperform $G_0W_0$ with the minimal starting point dependence. For core states, evGW and qsGW slightly overestimate CLBEs of molecular systems because of underscreening.\textsuperscript{35,36,50} The underscreening error can be largely compensated in the evGW method by fixing the screened interaction at the DFT level\textsuperscript{35,36} because of the error compensation from the underestimated fundamental gap at the DFT level. However, these partial self-consistent GW methods also bring additional computational cost. Techniques including the contour deformation approach\textsuperscript{12,20} and the analytical continuation approach\textsuperscript{51} have been developed to reduce the computational cost of GW calculations. Recently the cubic scaling implementations\textsuperscript{52,53} of GW calculations have also gained increasing attentions. Our previous work has shown that a simplified version of evGW, the Hedin shift scheme,\textsuperscript{36} predicts accurate CLBEs with the comparable accuracy to evGW. The $G_{\Delta H}W_0$ method shifts all eigenvalues by a global Hedin shift determined by the difference between the self-energy and the exchange-correlation KS potential of the desired state.\textsuperscript{36} Another path to compensate the underscreening error is to generalize the two-point screened interaction in GW to a four-point effective interaction, which is the T-matrix approximation.\textsuperscript{14,54–56} The T-matrix methods have been shown to predict accurate IPs and CLBEs of molecular systems.\textsuperscript{54,55}

Recently the renormalized singles (RS) Green’s function\textsuperscript{57} was developed in our group to improve the accuracy and eliminate the starting point dependence in $G_0W_0$ with affordable computational cost. The RS Green’s function that uses the form of the HF self-energy to capture all singles contributions is a good starting point for GW calculations.\textsuperscript{36,57} The
RS Green’s function has been applied in two methods: $G_{\text{RS}}^0$ that uses the RS Green’s function as the starting point and formulates the screened interaction with the KS Green’s function and $G_{\text{RS}}^\text{RS}$ that uses the RS Green’s function as the starting point and formulates the screened interaction with the RS Green’s function. $G_{\text{RS}}^0$ outperforms $G^0$ for predicting IPs with a small starting point dependence but fails to provide the unique solution to the QP equation for core states. $G_{\text{RS}}^\text{RS}$ provides consistent improvements over $G^0$ and has been combined with Bethe-Salpeter equation to compute accurate excitation energies (unpublished results). The concept of RS has also been successfully applied in the multireference DFT approach to describe the static correlation in strongly correlated systems. The RS Green’s function shares similar thinking as the renormalized single-excitation (rSE) in the random phase approximation (RPA) calculation for accurate correlation energies.

In the present work, we go beyond the RS method to include the electron correlation in Green’s function for self-energy, aiming to further improve the accuracy and eliminate the starting point dependence of $G_{\text{RS}}^0$ and $G_{\text{RS}}^\text{RS}$. Although the RS Hamiltonian that constructs the HF Hamiltonian with KS orbitals completely captures all singles contributions, correlation contributions are not considered. The remaining starting point dependence in $G_{\text{RS}}^0$ and $G_{\text{RS}}^\text{RS}$ indicates that the correction for including higher order contributions is needed. As shown in Ref. $G_{\text{RS}}^\text{RS}$ overestimates CLBEs because the underscreening error. The fundamental gap obtained from RS eigenvalues is overestimated and leads to an underscreened interaction, which is similar to $G^0@\text{HF}$ and ev$GW$. Therefore, the correction to the RS Hamiltonian needs to properly reduce the fundamental gap. We introduce the renormalized singles with correlation (RSc) Green’s function. The RSc Green’s function is obtained in a two-shot manner. First, a $G_{\text{RS}}^\text{RS}$ calculation is performed to obtain the correlation self-energy. Then the correlation self-energy is added to the RS Hamiltonian as a perturbative correction. The RSc Green’s function is constructed with the eigenvalues...
from the RSc Hamiltonian and is used in the second-shot calculation. Similar to \( G_{RSW_0} \) and \( G_{RSW_{RS}} \), the RSc Green’s function can be applied in two methods: \( G_{RScW_0} \) and \( G_{RScW_{RSc}} \).

In the RSc Hamiltonian, exchange contributions are included completely and correlation contributions are treated in a perturbative manner. Compared with the self-consistent \( GW \) methods that solve the Hedin’s equations iteratively, the RSc scheme provides a simple path to eliminate the starting point dependence in \( GW \) formalism. The \( G_{RScW_0} \) and the \( G_{RScW_{RSc}} \) methods are analogous to ev\( GW_0 \) and ev\( GW \) but are computationally much more favorable, without the need for self consistency. The RSc Green’s function can also be applied in other Green’s function methods such as T-matrix methods.

As shown in our previous work\cite{36,55,57} and the Section 1 in the Supporting Information, the RS Green’s function is

\[
[G_{RS}]_{pq}(\omega) = \delta_{pq} \frac{1}{\omega - \epsilon_{RS}^p + i\eta \text{sgn}(\epsilon_{RS}^p - \mu)},
\]

where \( \eta \) is an infinitesimal positive number and \( \mu \) is the chemical potential. We use \( i, j \) for occupied orbitals, \( a, b \) for virtual orbitals, \( p, q \) for general orbitals.

In the \( G_{RSW_{RS}} \) method, \( G_{RS} \) is used as the starting point and in the calculation of the screened interaction. The exchange self-energy is the same as \( G_0W_0 \) because KS orbitals are used instead of RS orbitals for simplicity.\cite{36} The correlation self-energy has a similar form as \( G_0W_0 \)

\[
\Sigma^{c,G_{RSW_{RS}}}(\omega) = \sum_m \sum_r \frac{\langle \psi_0^p \psi_0^r | \rho_m^{RS} | \psi_0^q \psi_0^r \rangle \langle \psi_0^q \psi_0^r | \rho_m^{RS} \rangle}{\omega - \epsilon_{RS}^r - (\Omega_{m}^{RS} - i\eta) \text{sgn}(\epsilon_{RS}^r - \mu)},
\]

where \( \rho_m^{RS} \) and \( \Omega_m^{RS} \) are the transition densities and the corresponding excitation energies from RPA calculated with the RS Green’s function, \( m \) is the index of the RPA excitation.

To further improve the accuracy of \( G_{RSW_{RS}} \), the two-shot RSc scheme is introduced. In
the first shot, the $G_{RS}W_{RS}$ calculation is performed to obtained the correlation self-energy defined in Eq. 2. Then in the second shot, $\Sigma_c G_{RS}W_{RS}$ is used as the correction to the RS Hamiltonian.

In this work, we define the correlation self-energy from $G_{RS}W_{RS}$ as the RSc correction, which means $\Delta^c = \Sigma_c G_{RS}W_{RS}$. In principle, this RSc scheme can be applied in other Green’s function methods. For example, $\Delta^c$ can be obtained from the correlation part of the T-matrix self-energy for T-matrix methods. The $\Delta^c$ can be used to correct the RS Green’s function $G_{RS}$ in three schemes.

First, the full RS Hamiltonian is corrected, which means $H_{pq}^{RSc} = H_{pq}^{RS} + \Delta^c_{pq}$. The off-diagonal elements of $\Delta^c_{pq}$ are evaluated in the same manner as the Faleev’s approximation for the correlation self-energy in $qsGW$\cite{47,62}

$$\Delta^c_{pq} = \frac{1}{2}[\Sigma^c_{pq}(\epsilon_p) + \Sigma^c_{pq}(\epsilon_q)], \quad (3)$$

Second, only diagonal elements of the RS Hamiltonian are corrected, which means $\Sigma^c_{pq} = \delta_{pq}\Sigma^c_{pp}$. In these two schemes, the RSc eigenvalues are obtained by diagonalizing the RSc Hamiltonian. Third, the RS eigenvalues are shifted by the RSc correction to get the RSc eigenvalues

$$\epsilon^RSc_p = \epsilon^RS_p + \Delta^c_{pp}. \quad (4)$$

As shown in Section 5 in the Supporting Information, these three schemes provide similar results. In the present work, we use the third scheme considering the computational cost.

The RSc Green’s function $G_{RSc}$ is diagonal in the orbital space

$$[G_{RSc}]_{pq}(\omega) = \frac{1}{\delta_{pq}} \frac{1}{\omega - \epsilon^RSc_p + i\eta \text{sgn}(\epsilon^RSc_p - \mu)}. \quad (5)$$
\( G_{\text{RSc}} \) has the same form as the KS Green’s function, which means that it can be directly used in the \( G_0W_0 \) routine. In the second-shot calculation, we use KS orbitals for simplicity. As shown in Section 6 in the Supporting Information, using RSc orbitals gives similar results as using KS orbitals.

In the second shot, the RSc Green’s function defined in Eq.5 is used in the regular \( G_0W_0 \) routine, which is denoted as \( G_{\text{RSc}}W_{\text{RSc}} \). The QP energies are obtained by solving the QP equation

\[
\epsilon_p^{\text{QP}} = \langle \psi^0_p | H^H + \Sigma^x + \Sigma^{c,G_{\text{RSc}}W_{\text{RSc}}} (\epsilon^{\text{QP}}_p) | \psi^0_p \rangle, \tag{6}
\]

where \( H^H \) is the Hartree Hamiltonian. The \( G_{\text{RSc}}W_{\text{RSc}} \) self-energy has a similar form as \( G_0W_0 \)

\[
\Sigma^{\text{c,G}_{\text{RSc}}W_{\text{RSc}}} (\omega) = \sum_m \sum_r \frac{\langle \psi^0_p \psi^0_r | \rho^R_{m} \rangle \langle \psi^0_q \psi^0_r | \rho^R_{m} \rangle}{\omega - \epsilon^{\text{RSc}}_r - (\Omega^{RSc}_m - i\eta) \text{sgn}(\epsilon^{\text{RSc}}_r - \mu)}, \tag{7}
\]

where \( \rho^R_{m} \) and \( \Omega^{RSc}_m \) are the transition densities and the corresponding excitation energies from RPA calculated with the RSc Green’s function.

The \( G_{\text{RSc}}W_0 \) method can be obtained by fixing the screened interaction at the DFT level, which means the self-energy becomes

\[
\Sigma^{\text{c,G}_{\text{RSc}}W_0} (\omega) = \sum_m \sum_r \frac{\langle \psi^0_p \psi^0_r | \rho^0_{m} \rangle \langle \psi^0_q \psi^0_r | \rho^0_{m} \rangle}{\omega - \epsilon^{\text{RSc}}_r - (\Omega^{RSc}_m - i\eta) \text{sgn}(\epsilon^{\text{RSc}}_r - \mu)}, \tag{8}
\]

The QP orbitals from \( G_{\text{RSc}}W_0 \) and \( G_{\text{RSc}}W_{\text{RSc}} \) can be obtained from diagonalizing the \( GW \) Hamiltonian

\[
H^{GW} = H^H + \Sigma^x + \Sigma^c, \tag{9}
\]

where the last term \( \Sigma^c \) in Eq.9 is the correlation self-energy from the corresponding \( GW \) method.
We implemented $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ methods in the QM4D quantum chemistry package. We applied GW methods including $G_{RSc}W_0$, $G_{RSc}W_{RSc}$, $G_{RS}W_0$, $G_{RS}W_{RS}$, $G_0W_0$, ev$GW_0$ and ev$GW$ to calculate IPs for the GW100 set, CLBEs and $\Delta$CLBEs for the CORE65 set and dipole moments of molecular systems. For the GW100 set, the def2-TZVPP basis set was used. Reference values and geometries were taken from Ref. Systems containing Xe, Rb, I, Ag and Cu were excluded because of the convergence problem in our program. For the CORE65 set, the cc-pVTZ basis set was used. Reference values and geometries were taken from Ref. Geometries and reference values of LiH, HF, LiF and CO were taken from Ref. All the calculations were performed with QM4D. In QM4D, the GW self-energy integral is calculated with the fully analytical treatment. For the calculations for core states, the QP equation is solved iteratively. QM4D uses Cartesian basis sets and the resolution of identity (RI) technique to compute two-electron integrals. All basis sets were taken from the Basis Set Exchange.

We first examine the performance of $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ on predicting valence QP energies. The mean absolute errors (MAEs) and mean signed errors (MSEs) of calculated IPs of the GW100 set obtained from various GW methods including $G_0W_0$, $G_{RS}W_0$, $G_{RS}W_{RS}$, ev$GW_0$, ev$GW$, $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ based on HF, BLYP, PBE, B3LYP and PBE0 are tabulated in Table. It is well-known that the perturbative $G_0W_0$ method has the dependence on the choice of the DFA. This dependence can be attributed to the underscreening error and the overscreening error, consequence of the localization error and the delocalization error of DFAs. The HF starting point typically overestimates the fundamental gap that is inversely proportional to the response function. This leads to the underestimated screened interaction, which is known as the underscreening error. Similarly, commonly used DFAs underestimate the fundamental gap and lead to the overscreening error. Thus, $G_0W_0$ based on GGA or hybrid functionals underestimates IPs with MSEs around 0.3 eV.
Table 1: Mean absolute errors (MAEs) and mean signed errors (MSEs) of ionization potentials of the GW100 set obtained from $G_0W_0$, $G_{RS}W_0$, $G_{RS}W_{RS}$, ev$GW_0$, ev$GW$, $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ based on HF, BLYP, PBE, B3LYP and PBE0. Geometries and reference values were taken from Ref. 64. The def2-TZVPP basis set was used. All values in eV.

|       | HF    | BLYP   | PBE    | B3LYP   | PBE0   |
|-------|-------|--------|--------|---------|--------|
|       | MAE   | MSE    | MAE    | MSE     | MAE    | MSE    | MAE    | MSE    | MAE    | MSE    |
| $G_0W_0$ | 0.50  | 0.20   | 0.69   | -0.63   | 0.67   | -0.61  | 0.49   | -0.37  | 0.45   | -0.33  |
| ev$GW_0$ | 0.51  | 0.20   | 0.44   | -0.30   | 0.44   | -0.31  | 0.38   | -0.21  | 0.37   | -0.19  |
| ev$GW$   | 0.49  | 0.16   | 0.35   | 0.04    | 0.36   | 0.03   | 0.33   | 0.01   | 0.31   | 0.03   |
| $G_{RS}W_0$ | 0.50  | 0.20   | 0.37   | -0.19   | 0.38   | -0.20  | 0.35   | -0.15  | 0.35   | -0.14  |
| $G_{RS}W_{RS}$ | 0.50 | 0.20   | 0.38   | 0.11    | 0.39   | 0.10   | 0.36   | 0.07   | 0.37   | 0.06   |
| $G_{RSc}W_0$ | 0.51  | 0.20   | 0.38   | -0.22   | 0.38   | -0.22  | 0.35   | -0.16  | 0.34   | -0.15  |
| $G_{RSc}W_{RSc}$ | 0.49  | 0.17   | 0.35   | 0.08    | 0.37   | 0.07   | 0.34   | 0.04   | 0.34   | 0.03   |

to 0.7 eV and $G_0W_0$ based on HF overestimates IPs with a MSE around 0.2 eV. The under-screening error can be largely reduced by introducing the self-consistency in $GW$ calculations, because fundamental gaps from the QP energies at the $GW$ level are generally larger than those from KS eigenvalues. As shown in Table 1, ev$GW$ significantly outperforms $G_0W_0$ and greatly washes out the starting point dependence. ev$GW$ with commonly used DFAs only slightly overestimates IPs with MSEs around 0.03 eV. ev$GW$@HF has relatively larger errors than ev$GW$ based on other DFAs because HF orbitals lack the description for the dynamical correlation of the system. As expected, ev$GW_0$ has a larger starting point dependence than ev$GW$, owing to the non-self-consistent treatment for the screened interaction. Our results show that ev$GW_0$ with hybrid functionals predicts more accurate IPs of the GW100 set than ev$GW_0$ with GGA functionals, which is similar to the results for sc$GW_0$ reported in Ref. 32. However, this "best $W$" strategy depends on the systems and the properties of interest. As shown in Ref. 17 and Ref. 35, fixing the screened interaction at the PBE level is optimal for sc$GW_0$ to predict IPs of azabenzences and for ev$GW_0$ to predict CLBEs of the
CORE65 set. $G_{RSW_0}$ and $G_{RSW_{RS}}$ based on HF are equivalent to $G_0W_0@HF$ as expected. The starting point dependence in $G_{RSW_0}$ and $G_{RSW_{RS}}$ is largely reduced because the singles contributions are completely included. The MAEs of $G_{RSW_0}$ and $G_{RSW_{RS}}$ are similar. As shown in Table 1, $G_{RSW_{RS}}$ gives slightly larger MAEs and MSEs than evGW, because the screening interaction calculated with the RS Green’s function is underscreened. The fundamental gap is properly reduced by using the RSc Green’s function. $G_{RScW_{RSc}}$ provides very similar results as evGW and the starting point dependence is largely eliminated. The difference of using different DFAs in $G_{RScW_{RSc}}$ is smaller than 0.05 eV. We also found that $G_{RScW_0}$ and $G_{RScW_{RSc}}$ has similar accuracy to evGW$_0$ and evGW, respectively.

Figure 1: Graphical solutions of $O_{1s}$ excitation in the water molecule from evGW$_0$, evGW, $G_{RScW_0}$ and $G_{RScW_{RSc}}$ based on PBE. The graphical solutions are found at intersections between $\omega - \epsilon_{1s} + \Sigma_{1s}^{x} - \Sigma_{1s}^{x}$ (the dashed line) and the correlation part of $O_{1s}$ self-energy. The geometry was taken from Ref. 35. The cc-pVTZ basis set was used.
Table 2: Mean absolute errors (MAEs) and mean signed errors (MSEs) of core-level binding energies of the CORE65 set obtained from $G_0W_0$, $G_{RS}W_0$, $G_{RS}W_{RS}$, ev$GW_0$, ev$GW$, $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ based on HF, BLYP, PBE, B3LYP and PBE0. Geometries and reference values were taken from Ref. [35]. The cc-pVTZ basis set was used. All values in eV.

|         | HF   | BLYP | PBE   | B3LYP | PBE0  |
|---------|------|------|-------|-------|-------|
|         | MAE  | MSE  | MAE   | MSE   | MAE   | MSE   | MAE   | MSE   | MAE   | MSE   |
| $G_0W_0$ | 5.66 | 5.66 |       |       |       |       |       |       |       |       |
| ev$GW_0$ | 3.61 | 3.61 | 1.81  | -1.81 | 1.50  | -1.50 | 0.65  | -0.65 | 0.26  | -0.08 |
| ev$GW$  | 3.00 | 3.00 | 0.56  | 0.56  | 0.89  | 0.89  | 0.98  | 0.98  | 1.39  | 1.39  |
| $G_{RS}W_0$ | 5.66 | 5.66 |       |       |       |       |       |       |       |       |
| $G_{RS}W_{RS}$ | 5.66 | 5.66 | 3.52  | 3.52  | 3.81  | 3.81  | 3.87  | 3.87  | 4.21  | 4.21  |
| $G_{RSc}W_0$ | 4.02 | 4.02 | 0.40  | -0.04 | 0.58  | 0.33  | 0.62  | 0.62  | 1.13  | 1.13  |
| $G_{RSc}W_{RSc}$ | 3.63 | 3.63 | 1.21  | 1.21  | 1.53  | 1.53  | 1.63  | 1.63  | 2.02  | 2.02  |

Table 3: Mean absolute errors (MAEs) and mean signed errors (MSEs) of relative core-level binding energies ($\Delta$CLBEs) of the CORE65 set obtained from $G_0W_0$, $G_{RS}W_0$, $G_{RS}W_{RS}$, ev$GW_0$, ev$GW$, $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ based on HF, BLYP, PBE, B3LYP and PBE0. The $\Delta$CLBEs are the shifts with respect to a reference molecule, $\Delta$CLBE = CLBE - CLBE$_{ref\_mol}$. CH$_4$, NH$_3$, H$_2$O and CH$_3$F have been used as reference molecules for C1s, N1s, O1s and F1s respectively. Geometries and reference values were taken from Ref. [35]. The cc-pVTZ basis set was used. All values in eV.

|         | HF   | BLYP | PBE   | B3LYP | PBE0  |
|---------|------|------|-------|-------|-------|
|         | MAE  | MSE  | MAE   | MSE   | MAE   | MSE   | MAE   | MSE   | MAE   | MSE   |
| $G_0W_0$ | 0.67 | 0.65 |       |       |       |       |       |       |       |       |
| ev$GW_0$ | 0.51 | 0.40 | 0.49  | 0.04  | 0.66  | 0.25  | 0.21  | 0.08  | 0.22  | 0.01  |
| ev$GW$  | 0.30 | 0.27 | 0.19  | -0.09 | 0.20  | -0.07 | 0.16  | 0.06  | 0.17  | 0.08  |
| $G_{RS}W_0$ | 0.67 | 0.65 |       |       |       |       |       |       |       |       |
| $G_{RS}W_{RS}$ | 0.67 | 0.65 | 0.47  | 0.29  | 0.52  | 0.30  | 0.48  | 0.39  | 0.51  | 0.41  |
| $G_{RSc}W_0$ | 0.51 | 0.50 | 0.36  | 0.10  | 0.44  | 0.17  | 0.38  | 0.34  | 0.41  | 0.35  |
| $G_{RSc}W_{RSc}$ | 0.39 | 0.38 | 0.23  | 0.06  | 0.27  | 0.08  | 0.25  | 0.19  | 0.28  | 0.21  |
Figure 2: Mean absolute errors of calculated relative core-level binding energies for different species obtained from $G_{RS}W_{RS}@PBE$ and $G_{RSc}W_{RSc}@PBE$.

We then examine the performance of $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ on predicting core-level QP energies. As discussed in literature,\textsuperscript{12,35,73,74} the multi-solution issue is frequently encountered in $GW$ methods, especially for core-level state calculations. The solution behaviors of $G_0W_0$, $evGW_0$, $evGW$, $G_{RS}W_0$ and $G_{RS}W_{RS}$ were studied in previous works.\textsuperscript{12,35,36}

The solution behaviors of $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ are shown in Fig.\textsuperscript{1}. By checking the graphical solution, both $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ show a unique solution corresponding to the desired QP state. In $G_{RSc}W_0$, using the RSc eigenvalues in the Green's function shifts poles of satellites to the negative direction (away from the main peak). For $G_{RS}W_{RSc}$, RSc eigenvalues are also in the screened interaction, which leads to larger RPA excitation energies and a stronger shift. As shown in Fig.\textsuperscript{1}, the self-energy of $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ is analogous to $evGW_0$ and and $evGW$, respectively. $G_{RSc}W_{RSc}$ and $evGW$ provide stronger shifts than $G_{RSc}W_0$ and $evGW_0$.

The MAEs and MSEs of calculated CLBEs and $\Delta$CLBEs of the CORE65 set obtained from various $GW$ methods including $G_0W_0$, $G_{RS}W_0$, $G_{RS}W_{RS}$, $evGW_0$, $evGW$, $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ based on HF, BLYP, PBE, B3LYP and PBE0 are tabulated in Table.\textsuperscript{2} and Table.\textsuperscript{3} respectively. We start with the discussion for CLBEs. As shown in Table.\textsuperscript{2} and our
previous work, although $G_{RS}W_{RS}$ can provide a unique solution to the QP equation for core states, it overestimates CLBEs due to the underscreening error. The underscreening error is greatly reduced by adding the correlation correction to RS eigenvalues, which properly reduces the fundamental gap. $G_{RSc}W_{RSc}$ significantly outperforms $G_{RS}W_{RS}$ for predicting CLBEs with MAEs around 1.5 eV. Both evGW and $G_{RSc}W_{RSc}$ overestimate CLBEs, which agrees with the stronger shift in the self-energy as shown in Fig.1. The systematical overestimation in $G_{RSc}W_{RSc}$ stems from the underscreening error in the GW formalism, which needs to be compensated by the vertex correction. Similar to the "best W" strategy used in evGW, the underscreening error in $G_{RSc}W_{RSc}$ can be largely compensated by fixing the screened interaction at the DFT level. Because KS eigenvalues provide the underestimated fundamental gap that leads to an overscreened interaction, the error compensation in $G_{RSc}W_{0}$ leads to the improved accuracy. We found that $G_{RSc}W_{0}$ based on GGA functionals provides better accuracy with MAEs only around 0.5 eV. As shown in Table.2, evGW based on hybrid functionals provides better accuracy than evGW based on GGA functionals, which is different from the conclusion in Ref. and our previous work. The CLBEs in the present work were calculated with the cc-pVTZ basis set, which are slightly underestimated. Extrapolating the results to the complete basis set limit and adding the relativistic correction slightly increase calculated CLBEs by 0.3 eV, which improve the accuracy of evGW with GGA functionals. Because CLBEs obtained from $G_{RSc}W_{0}$ with GGA functionals are smaller than those obtained from $G_{RSc}W_{0}$ with hybrid functionals, we do not expect the extrapolation and the relativistic correction to change our conclusion that $G_{RSc}W_{0}$ with GGA functionals can predict accurate CLBEs.

We move to the discussion for $\Delta$CLBEs. In practice, the chemical shifts between CLBEs for the same specie in different chemical environments can be smaller than 0.5 eV. Thus, $G_{RSc}W_{RSc}$ that gives MAEs around 0.3 eV is promising for predicting $\Delta$CLBEs. The accuracy of $G_{RSc}W_{0}$ is comparable to evGW. $G_{RSc}W_{0}$ provides slightly larger MAEs around 0.4
eV. As shown in Ref. 36, $G_{RS}W_{RS}$ has a strong specie dependence for predicting $\Delta CLBEs$, which originates from the DFT calculations. This dependence is largely reduced in $G_{RSc}W_{RSc}$. The MAEs of calculated $\Delta CLBEs$ obtained from $G_{RS}W_{RS}@PBE$ and $G_{RSc}W_{RSc}@PBE$ for different species are plotted in Fig. 2. The MAEs of for $G_{RSc}W_{RSc}@PBE$ predicting $\Delta CLBEs$ of all species are largely reduced. The specie dependence is only around 0.15 eV.

Table 4: Mean absolute errors of calculated dipole moments of LiH, HF, LiF and CO obtained from DFT, $G_0W_0$, $G_{RS}W_0$, $G_{RS}W_{RS}$, $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ with HF, BLYP, PBE, B3LYP and PBE0. Geometries, reference values and qs$GW$ results were taken from Ref. 47. The def2-TZVPP basis set was used. All values in Debye.

|          | HF   | BLYP | PBE  | B3LYP | PBE0 |
|----------|------|------|------|-------|------|
| KS       | 0.36 | 0.22 | 0.19 | 0.18  | 0.16 |
| $G_0W_0$ | 0.15 | 0.28 | 0.25 | 0.16  | 0.06 |
| $G_{RS}W_0$ | 0.15 | 0.13 | 0.12 | 0.23  | 0.15 |
| $G_{RS}W_{RS}$ | 0.15 | 0.11 | 0.11 | 0.06  | 0.13 |
| $G_{RSc}W_0$ | 0.09 | 0.17 | 0.18 | 0.12  | 0.11 |
| $G_{RSc}W_{RSc}$ | 0.06 | 0.08 | 0.10 | 0.09  | 0.08 |
| qs$GW$   | 0.03 |      |      |       |      |

In addition to the improved accuracy for predicting QP energies, the orbital update from $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ can be obtained by constructing and diagonalizing the $GW$ Hamiltonian defined in Eq. 9. The orbital update from other $GW$ methods, for example $G_0W_0$, can be obtained in the same manner. We investigate the performance of $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ on updating QP orbitals by calculating dipole moments of four molecules LiH, HF, LiF and CO. The MAEs of calculated dipole moments obtained from DFT, $G_0W_0$, $G_{RS}W_0$, $G_{RS}W_{RS}$, $G_{RSc}W_0$ and $G_{RSc}W_{RSc}$ based on HF, BLYP, PBE, B3LYP and PBE0 are tabulated in Table 4. It can be seen that dipole moments predicted by DFT calculations depend on the choice of the DFA and the errors are relatively large. It has been shown in Ref. 76 that using localized orbitals provides improved accuracy for predicting dipole moments of small
molecules. As shown in Ref. [17] and Ref. [32], \( qsGW \) that also provides more localized orbitals outperforms DFAs for predicting dipole moments. The \( G_{\text{RSc}}W_{\text{RSc}} \) method provides a similar accuracy to \( qsGW \) with all tested DFAs, which means the starting point dependence in QP orbitals is largely eliminated in an efficient manner and the quality of \( G_{\text{RSc}}W_{\text{RSc}} \) orbitals is close to \( qsGW \).

We developed the RSc Green’s function in the \( GW \) formalism for predicting accurate QP energies and orbitals. The RSc Green’s function captures all exchange contributions from the associated DFA and treats correlation contributions in a perturbative manner. Two methods were introduced: \( G_{\text{RSc}}W_{\text{RSc}} \) that uses the RSc Green’s function as the starting point and formulates the screened interaction with the RSc Green’s function, \( G_{\text{RSc}}W_0 \) that uses the RSc Green’s function as the starting point and fixes the screened interaction at the DFA level. These two methods were first examined on valence states by calculating IPs of the GW100 set. \( G_{\text{RSc}}W_{\text{RSc}} \) largely reduces the starting point dependence and provides the similar accuracy to \( evGW \). Then we studied CLBEs in the CORE65 set. \( G_{\text{RSc}}W_{\text{RSc}} \) slightly overestimates the results because of the underscreening error, which is similar to \( evGW \). By applying the "best \( W \)" strategy used in \( evGW_0 \), \( G_{\text{RSc}}W_0 \) with GGA functionals predicts accurate CLBEs. We also studied the QP orbitals from \( G_{\text{RSc}}W_{\text{RSc}} \) and \( G_{\text{RSc}}W_0 \). The orbital update from these two methods is obtained from the one-time diagonalization of the \( GW \) Hamiltonian. We showed that \( G_{\text{RSc}}W_{\text{RSc}} \) predicts accurate dipole moments of small molecules. \( G_{\text{RSc}}W_{\text{RSc}} \) and \( G_{\text{RSc}}W_0 \) are twice the computation cost of \( G_0W_0 \), which is much more favorable than all other self-consistent \( GW \) methods. Thus, we demonstrate an efficient alternative to iterating Hedin’s equations for obtain accurate QP energies and orbitals. The RSc Green’s function can be applied to other Green’s function methods, which is promising for making the Green’s function approach more efficient and robust.
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