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Abstract: Even though the world is fighting epileptic seizure disease in unity and patients are getting treatment, it continued to be a serious health issue for parts of the world and a large number of patients are being registered every year. The main objective of this study was to identify associated risk factors affecting the progression of patients in Gondar Referral Hospital. In this longitudinal count data analysis, data was collected from 337 epileptic seizure patients registered for treatment from January 1, 2016 to April 30, 2018 in the Hospital and Poisson, Poisson-gamma, Poisson-Normal and Poisson-Gamma-Normal models were applied to the data. Poisson-Gamma-Normal model with random intercept was selected as a best model to fit the data based on different model selection criteria. The findings of the study revealed that time, brain injury, treatment, interaction of time with residence and interaction of time with brain injury were significant factors for epileptic seizure of the patients. Minimization of epileptic seizure of patients in response to treatment was observed, which means the patients were at decreased epileptic seizure when enrolled for treatment. Therefore, patients should be encouraged to stay on treatment.
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1. Introduction

Epilepsy affecting approximately 69 million people worldwide and the majority of whom 90% lives in resource-poor countries [1]. Epileptic seizures are manifested by an abnormal, excessive, and hyper synchronous electrical discharge of neurons in the brain. Seizure can cause changes in behavior, movements or feelings, and in levels of consciousness. Each distinct form of epilepsy has its own natural history and response to treatment. This diversity probably reflects the many different underlying causes of epilepsy and the variety of epilepsy syndromes in which the clinical and pathological characteristics are distinctive and suggest a specific underlying etiologic mechanism. There are many kinds of seizures, each with characteristic behavioral changes and electrophysiological disturbances that can usually be detected in scalp electroencephalographic (EEG) recordings. A person is considered to have epilepsy when two or more unprovoked seizures occur that can’t be explained by a medical condition such as fever or substance withdrawal. Seizures can be the result of a family tendency toward the disease, or they can occur after a brain injury, but the cause of epilepsy is largely unknown [2].

Patients with epilepsy have poor health outcomes, including greater psychological distress, depression, anxiety, employment restriction, more physical injuries such as fractures and burns, and increased mortality, besides epileptic seizures result in devastating social consequences which result in poor quality of life. When the number of seizure frequency increases, depression and perceived stigma also increase which further results in the devastating social consequences and complication of patients’ quality of life. Seizures can last from a few seconds to a few minutes. Patients and health care professionals do not always
recognize the signs or symptoms, which can include convulsions, a loss of consciousness, blank staring, lip smacking, or jerking movements of the arms and legs. A seizure has a clear beginning, middle, and end. A seizure is a transient epileptic event, indicating a disturbance in brain function. Having a single seizure does not necessarily mean that a person has epilepsy [3].

The prevalence of epilepsy in Africa ranges from 2.2 to 58 per 1000 population and it is the second or third most common reason for consultation and hospitalization. In Ethiopia, review of community-based epidemiological studies of neurological disorders showed that epilepsy is a prevalent neurological disorder and the prevalence of the disease in the country was reported to be 5.2/1000 inhabitants at risk with the annual incidence of 64 in 100,000 inhabitants. A Cross-sectional study in Gondar was done on 354 adult epileptic patients and a total of 79 adverse events were reported. The most frequently encountered adverse events were fatigue, gastrointestinal disturbance and sedation/depression [4].

Shortness of medical services, unavailability of antiepileptic medications, and lack of awareness of medical treatment and cultural-related factors are more common phenomena in developing countries including Ethiopia [5]. WHO, the International League Against Epilepsy (ILAE) and the International Bureau for Epilepsy (IBE) have led the Global Campaign Against Epilepsy to bring the disease “Out of the Shadows” to provide better information and raise awareness about epilepsy and to strengthen public and private efforts to improve care and reduce the disease’s impact [6].

Identifying the risk factors of epilepsy is essential to inform public health policies so as to design strategies that can improve care to epilepsy patients and reduce the impact of the disease to improve the patients’ health and quality of life. This study, therefore, has tried to fill the gaps in understanding the status of epilepsy patients by identifying determinant risk factors of epilepsy in Gondar Referral Hospital.

Generally, this study has attempted to answer the following basic research questions:

a) Which factors significantly affect the epileptic seizure of patients?
b) What is the progression of epileptic seizure of the patients over time?
c) What is the effect of the treatment given to the patients?
d) Which model is the most appropriate for analyzing the predictors of epileptic seizure of patients?

Objectives of the study

The main objective of this study was to investigate factors that affecting the epileptic seizure of patients in the case of Gondar Referral Hospital. More specifically:

a) To identify the significant factors that affect epileptic seizure of the patients.
b) To explore progression of epileptic seizure of the patients over time.
c) To identify the effect of treatment given to the patients.
d) To choose appropriate model that can fit epileptic seizure of the patients.

2. Methodology

2.1. Study Area Description

This study was conducted in Gondar in Gondar Referral Hospital. Gondar is a self-governing city administration along with those 22 woredas found in north Gondar administrative zone which is one of the eleven zones in the Amhara national regional state of Ethiopia. Gondar is located at a distance of 750 Km far from Addis Ababa, the capital of Ethiopia. In Gondar city, there are also many health institutions that are providing health service to the population of which the largest one is Gondar Referral Hospital. Apart from all other health service, the hospital is serving large number of epileptic seizure patients.

2.2. Data Source and Sample Size

For this study secondary data were used. The data were obtained from epileptic seizures patients’ documents at Gondar Referral Hospital from January 1, 2016 to April 30, 2018. A total of 337 epilepsy patients were included in the study. The data analysis was done using Rstudio and SAS (version 9.4).

2.3. Variables in the Study

2.3.1. Response Variable

The response variable of this study is epileptic seizure of patients.

2.3.2. Explanatory Variables

The explanatory variables which are supposed to influence the epileptic seizure patients are given in the Table 1 below.

| Variables            | Description                                | Categories (if any) |
|----------------------|--------------------------------------------|---------------------|
| Age                  | Age of the patients                        | Continuous          |
| Gender               | Sex of the patients                        | 0= “Female”, 1= “Male” |
| Residence            | Residence of the patients                  | 0= “rural”, 1= “urban” |
| Physical exercise    | Regular exercise of the patients           | 0= “No”, 1= “Yes” |
| Time                 | Time to visit of the patients              | 0= “first visit”, 1= “second visit”, 2= “third visit”, 3= “fourth visit” 4= “Fifth visit”, 5= “Sixth visit”, 6= “Seventh visit” |
| Baseline             | First visit of the patients                | 0= “first visit” |
| Treatment            | Treatment given for the patients           | 0= “Phenobarbital”, 1= “Phenytoin”, 2= “Others” |
| Family history       | Family history of the patients             | 0= “No”, 1= “Yes” |
| Brain injury         | Brain injury of the patients               | 0= “No”, 1= “Yes” |
| Educational level    | Educational status of the patients         | 0= “No formal education”, 1= “Primary”, 2= “Secondary”, 3= “Above” |

Table 1. Predictor variables with descriptions and codes.
2.4. Method of Data Analysis

2.4.1. Longitudinal Count Data Analysis

A longitudinal study is a prospective study where repeated measures are taken over time for each individual. Longitudinal data are universal in a wide range of fields: medicine, public health, education, business, economics, psychology, biology and more. Longitudinal data analysis is a statistical analysis method in which the variable of interest (the dependent variable) is measured repeatedly over time and the repeated measurements taken from a subject over time are correlated. The distribution of the response variable in longitudinal data analysis may be Gaussian or non-Gaussian. The Gaussian longitudinal data are often analyzed by linear mixed model [7] and generalized linear mixed model. In this study, a Poisson regression model with normal random effects was considered in line with [8] and [9, 10].

2.4.2. Data Exploration

Before directly modeling a given data, it is important to make exploratory analysis to observe the structure and pattern of the data. Data exploration gives some direction to select the appropriate statistical model for a given data. In this study, individual profile plot, mean profile plot and variance structure were considered as parts of data exploration.

2.4.3. Statistical Modeling

The data of this study is longitudinal count data. As a result, subject specific (Poisson-Normal and Poisson-Gamma-Normal) models which include subject specific random effects were employed in the study by starting from standard count data models (Poisson and Poisson-Gamma models).

Poisson-Normal-Model

The generalized linear mixed model is the most frequently used random-effects model for non-Gaussian repeated measurements. It is straightforward extension of the generalized linear model by addition of random effects in the model.

In generalized linear mixed models, conditionally on q-dimensional random effects bi, the outcomes Yi are assumed to be independent with exponential-family densities of the form:

\[ f(y_{ij}|b_i, \beta, \phi) = \exp \{ \phi - \eta(y_{ij}, \beta) + C(y_{ij}, \phi) \} \]

where, the random effects bi, often assumed to be drawn independently from the N (0, D).

D is the variance-covariance matrix of the random effects.

The variance-covariance matrix of the random effects.

\[ \Phi(.) \] and \[ C(.) \] are known functions.

\[ \eta(.) \] is the value of the outcome variable for \( i^{th} \) individual at \( j^{th} \) time point.

\[ \beta \] is a p-dimensional vector of unknown fixed regression coefficients.

\[ b_i \] is a q-dimensional vector of unknown random regression coefficients for the \( i^{th} \) individual.

\[ \phi \] is a scale parameter.

For \( i \), \( \mu_i = E(Y_{ij}|b_i) \) and known link function \( \eta(.) \), the generalized linear mixed model can be expressed as:

\[ \eta(\mu_i) = \eta[E(Y_{ij}|b_i)] = X_{ij}^T \beta + Z_{ij}^T b_i \]

Where, \( X_{ij} \) and \( Z_{ij} \) are p-dimensional and q-dimensional vectors of known covariate values, respectively [9].

For the case of epilepsy which is Poisson data (i.e. \( Y_{ij} \sim Poisson(\lambda_{ij}) \)), the generalized mixed Poisson model with normal random effects (Poisson-normal model) becomes

\[ \ln(\lambda_{ij}) = X_{ij}^T \beta + Z_{ij}^T b_i \]

This model is said to be Poisson-Normal model because it assumes Poisson distribution for the epilepsy data and normal distribution for the random effects bi.

Overdispersion

Overdispersion in Poisson models occurs when the response variance is greater than the mean. Overdispersion is caused by correlation between individual responses. Overdispersion also arises when there are violations in the distributional assumptions of the data, such as when the data are clustered and thereby violate the likelihood independence of observations assumption. A model may be over dispersed if the value of the Pearson \( \chi^2 \) statistic divided by the degrees of freedom is greater than 1.0 [11]. It is clear that the Poisson distribution forces equality between mean and variance. However, comparing the sample average with the sample variance might reveal that this assumption is not true for a particular set of data. Likelihood Ratio Test can also be used to test overdispersion in count data.

One way to account for overdispersion in count data is through a two-stage approach. A commonly encountered instance is by assuming that \( Y_i | \theta_i \sim Poisson(\lambda_i) \). Where \( \theta_i \) denote an independent and identically distributed (iid) sample of unit mean gamma random variables with shape parameter \( \alpha \) (8). Conditional on \( \theta_i \), the epileptic seizure of the \( i^{th} \) patient, \( Y_i \) has a Poisson distribution with mean \( \theta_i \lambda_i \).

The counts are then marginally independent negative binomial random variables \( Y_i \sim nb (\alpha, \lambda_i) \) with mean \( \lambda_i \) and variance \( \lambda_i + \lambda_i^2/\alpha \). Hence, the parameter \( \alpha \) quantifies the amount of over dispersion with \( \alpha = \infty \) corresponding to no overdispersion with respect to the Poisson distribution. The mass function of the negative binomial random variables is given by

\[ Pr(Y_i = y; \alpha, \lambda_i) = \frac{\Gamma(y+\alpha)}{\Gamma(\alpha)y!}(\lambda_i/\lambda_i + \alpha)^\alpha \frac{\lambda_i^y}{(\lambda_i + \alpha)^{y+\alpha}} \]

(4)
The negative binomial model is given by \( \log(\lambda_i) = X_i T \beta \).

**Poisson-Gamma-Normal Model**

A model combining the ideas from the Poisson Normal and overdispersion models for repeated Poisson data with overdispersion can be specified as follows \([9, 10]\).

\[
Y_{ij} \sim \text{pois}(\theta_i \lambda_{ij})
\]

\[
\lambda_{ij} = \exp(X_{ij} T \beta) + Z_{ij} b_i
\]

where \( \theta_i \) capture overdispersion and denote an independent and identically distributed (iid) sample of unit mean gamma random variables with shape parameter \( \alpha \) and scale parameter \( \beta = 1/\alpha \).

\( b_i \sim N(0, D) \) and \( \theta_i \sim \text{Gamma}(\alpha, \beta) \)

This model is called Poisson-Gamma-Normal (combined) model because it includes both normal \((b_i)\) and gamma \((\theta_i)\) random effects to account for correlation and overdispersion respectively.

**Random Intercept only Model**

For the data with repeated follow up time, the effect of differences among the subjects (patients in this case) is expected to have significant influence on the event under study. The random intercept here is considered to see the between subject variability among patients not considering the effect of time. In fitting the random effect, estimating random intercept is used to test the intra class correlation among patients. This is because determining coefficients for all random intercept of patients are quit tedious.

**Random Intercept and Slope Model**

The introduction of random effects has important ramifications for the interpretation of the fixed-effects regression parameters. The random slope is used to test the between patients variability over time in that to study the difference among subject change in progressive of follow up time.

### 2.4.4. Working Correlation Structures

In modeling longitudinal data, it is important to specify the structure of correlation between the repeated measures of a subject. The most commonly used correlation structures include independence, exchangeable (compound symmetry) and autoregressive \([11]\).

**Independence correlation structure (IND):** In this correlation structure observations are considered to be independent of one another. The structure assumes a zero correlation between subsequent measures of a subject within time points. This structure is useful if the size of panels is small and if there is evidently no time effect in the data. The scheme of this correlation structure can be shown as follows:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

**Exchangeable correlation structure (Exch):** The exchangeable correlation structure is the most commonly used structure. It is the default for several of the major commercial software implementations. The exchangeable correlation structure assumes that the correlations between measurements within time are the same, irrespective of any time interval. Any correlation value within the structure may be exchanged with any other hence the name exchangeable. The structure is as follows:

\[
\begin{bmatrix}
1 & \rho & \rho & \rho & \rho \\
\rho & 1 & \rho & \rho & \rho \\
\rho & \rho & 1 & \rho & \rho \\
\rho & \rho & \rho & 1 & \rho \\
\rho & \rho & \rho & \rho & 1
\end{bmatrix}
\]

**Autoregressive order one correlation structure (AR(1)):**

The autoregressive (AR(1)) correlation structure assumes that there is a marked decrease in correlation coefficient values with the corresponding increase in measurements within panel time intervals. Each off-diagonal from the main diagonal decreases by the square of the previous diagonal.

\[
\begin{bmatrix}
1 & C & C^2 & C^3 & C^4 & C^5 & C^6 \\
C & 1 & C & C^2 & C^3 & C^4 & C^5 \\
C^2 & C & 1 & C & C^2 & C^3 & C^4 \\
C^3 & C^2 & C & 1 & C & C^2 & C^3 \\
C^4 & C^3 & C^2 & C & 1 & C & C^2 \\
C^5 & C^4 & C^3 & C^2 & C & 1 & C \\
C^6 & C^5 & C^4 & C^3 & C^2 & C & 1
\end{bmatrix}
\]

### 2.4.5. Methods of Parameter Estimation

Generalized linear mixed models (GLMMs) are a natural outgrowth of both linear mixed models and generalized linear models. GLMM’s enable the accommodation of non-normally distributed responses and specification of a possibly nonlinear link between the mean of the response and the predictors, and they can model overdispersion and correlation by incorporating random effects. Although there were computational problems to numerically evaluate the high-dimensional integrals, maximum likelihood (ML) estimation will be used in this study.

Random-effects models can be fitted by maximization of the marginal likelihood, obtained by integrating out the random effects from conditional densities of the form:

\[
f_i(y_{ij}|\beta, \theta) = \exp\{\theta - [y_{ij} - \Psi(\theta)] + C(y_{ij}, \theta)\}
\]

Therefore, as Poisson distribution is a member of exponential families, the likelihood contribution of patient \( i \) for the Poisson-Normal model is:

\[
f_i(y_{ij}|\beta, D, \theta) = \Pi f(y_{ij}|\beta, \theta) f(b_i|D) db_i
\]

Where \( D \) is the variance-covariance matrix of the random effects. This implies that the likelihood function can be given as:

\[
L(\beta, D, \theta) = \Pi_f(y_{ij}|\beta, D, \theta) = \Pi f(y_{ij}|\beta, \theta) f(b_i|D) db_i
\]
For the Poisson-Gamma-Normal or combined model the likelihood contribution of patient \( i \) and the likelihood function can be given respectively as:

\[
f(y_i|\beta, D, a, \beta^*) = \prod f(y_i|\beta, D, a, \beta^*) = \prod \frac{\prod f(y_i|a, \beta^*)}{\mu_i}
\]

\[
L(\beta, D, a, \beta^*) = \prod f(y_i|\beta, D, a, \beta^*) = \prod \frac{\prod f(y_i|a, \beta^*)}{\mu_i}
\]

where \( \beta \) is a \( p \)-dimensional vector of unknown fixed regression coefficients and \( \beta^* \) is the scale parameter of the gamma distribution. The key problem in maximizing both likelihood functions in equation (7) and in equation (9) is the presence of \( n \) integrals over the random effects \( b_i \) and \( \theta_0 \). To overcome this problem, different approximation methods to maximize the likelihood function have been proposed. These include numerical integration and series expansion methods, including penalized quasilikelihood and marginal quasilikelihood, Laplace approximation, adaptive Gaussian quadrature approximation, etc.

### 2.4.6. Model and Variable Selection

For all models, to select the important variables, first the main effect, main effect by time interaction and main effect by main effect interactions were incorporated to the initial candidate models and, then the highly non-significant interaction effects were removed and the models were refitted again and so on. i.e. Unautomated back ward selection technique was employed to select significant factors to be included in the final model. The best model that can fit the data well.

### 3. Results and Discussion

#### 3.1. Descriptive Analysis

A total of 337 epileptic seizure patients who were enrolled for treatment between January 1, 2016 to April 30, 2018 at Gondar Referral Hospital were included in this study. Among the 337 patients, 171 (50.7%) were females and the remaining 166 (49.3%) were males.

**Table 2. Summary of epileptic seizure of patients at baseline and age.**

| Variables | Categories | Frequency | Percent |
|-----------|------------|-----------|---------|
| Residence | Rural      | 164       | 48.6    |
|           | Urban      | 173       | 51.4    |
| Brain injury | No         | 261       | 77.4    |
|           | Yes        | 76        | 22.6    |
| Physical exercise | No     | 253       | 75.1    |
|           | Yes        | 84        | 24.9    |
| Family history | No     | 248       | 73.6    |
|           | Yes        | 89        | 26.4    |
| Treatment | Phenytoin  | 51        | 16      |
|           | Others     | 3         | 1       |
|           | First visit| 337       | 100     |
|           | Second visit| 337     | 100     |
|           | Third visit| 337       | 100     |
|           | Fourth visit| 303     | 90.1    |
|           | Fifth visit| 156       | 46.8    |
|           | Sixth visit| 68        | 20.9    |
|           | Seventh visit| 8     | 2.4     |
| Educational level | No formal education | 45 | 13.4 |
|           | Primary    | 93        | 27.6    |
|           | Secondary  | 117       | 34.7    |
|           | Above      | 82        | 24.3    |

As presented in Table 3, among the 337 patients included in the study, 166 were males and 171 were females. Phenytoin has high number of patients (283 (83%)) as compared with the other treatments. Phenytoin takes the second place in number of patients (57 (16%)) and Others has the smallest number of patients (3 (1%)). This table also shows that the percentage of time visit of patients have been decreased over time which may reveals the curable of patients from their disease. The category of variables of epileptic seizure of patients like rural, patients with brain injury, who did physical exercise, with family history of epilepsy and patients with no formal education have lower count number as compared with their respective category.

**Exploratory Data Analysis**

**Exploring Individual Profiles**

Figure 1 depicts the individual profile plot of epileptic seizure of patients which sampled from the total population of this study. It is the plot of epileptic seizure of each patient over time. The plot provides some information on between patients epileptic seizure variability and illustrate that there is change in patients’ epileptic seizure over time. Some individuals have high epileptic seizure and others have a slowly decreasing epileptic seizure over time. As one could easily see from the graph, there is considerably large difference in the intercepts of individual trajectories. Similarly, some trajectories were steeper while others were almost horizontal, indicating the possible variability in the slope of epileptic seizure. Therefore, because of the
variability in the intercept and slope of trajectories, using a mixed model could fit the data very well.

Exploring Mean Profiles
The overall mean profile plot of epileptic seizure shows a decreasing pattern of epileptic seizure over time (Figure 2). The mean epileptic seizure decreases in a high rate from baseline till the second visit and then it starts to decrease slowly from this point of time to the last.

As can be seen from Figure 3, the mean epileptic seizure profile of Phenobarbital is lower than the other treatments. Although the plot shows decreasing pattern on treatment group over time, it can be observed that the mean epileptic seizure of phenobarbital decreases at some time points and show a mild increases at another time points.

Exploring variance structure
The variance structure for epileptic seizure of patients shows an irregular pattern over time (Figure 4). It decreases at some point and increases at another point suggesting a non-constant variance.

3.2. Statistical Analysis Results
This study included 337 epileptic seizures of patients who were under the treatment in Gondar Referral Hospital. The response variable of the study was epileptic seizure which is a count variable. Some of the candidate count data models were applied to fit epileptic seizure of patients and the final model was selected using different selection criteria. The candidate models employed to fit the epileptic seizure patients were Poisson, Negative Binomial, Poisson-Normal and Poisson-Gamma-Normal models.

Poisson and Poisson-Gamma Models
Generalized linear models are used for analyzing univariate non-Gaussian data. Poisson model is one of this.
models which is commonly used for the analysis of count data. Table 4 and Table 5 summarize the parameter estimates of fixed effects of Poisson and Poisson-gamma models employed on epileptic seizure.

It is clearly seen that there is an improvement in Poisson-gamma model with Akaike information criterion (AIC) value of 6251.61 as compared with the Poisson model of AIC 6369.89 displayed in Table 10.

A likelihood ratio (LR) test was used to test the null hypothesis that the restriction in the Poisson model is true. The test revealed that the null hypothesis is rejected with a chi-square test Statistic= 173.74 (p-value = <0.001). Table 5 displays the parameter estimates of the Poisson-gamma model along with standard errors.

### Table 4. Parameter estimate of Poisson model.

| Parameter | Categories(if any) | Estimate | Standard Error | Wald Chi-Square | Pr > ChiSq |
|-----------|-------------------|----------|----------------|----------------|------------|
| Intercept |                   | 2.239    | 0.087          | 658.07         | 0.000      |
| Gender    | Female            | -0.010   | 0.025          | 0.17           | 0.680      |
| Age       |                   | 0.001    | 0.001          | 0.19           | 0.659      |
| Residence | Rural             | -0.003   | 0.026          | 0.01           | 0.922      |
| Education | No_formal_education | -0.074 | 0.044          | 2.84           | 0.092      |
| Education | Primary           | -0.070   | 0.036          | 3.83           | 0.050      |
| Education | Secondary         | -0.046   | 0.033          | 1.93           | 0.165      |
| Physical  | No                | 0.065    | 0.029          | 4.83           | 0.028      |
| History   | No                | -0.017   | 0.028          | 0.38           | 0.538      |
| Brain     | No                | -0.106   | 0.029          | 12.98          | 0.000      |
| Treatment | Phenobarbital     | -0.241   | 0.061          | 15.44          | 0.000      |
| Treatment | Phenytoin         | -0.031   | 0.063          | 0.24           | 0.621      |
| Time      |                   | -1.355   | 0.010          | 17872.9        | 0.000      |

### Table 5. Parameter estimates of Poisson-gamma model.

| Parameter | Categories(if any) | Estimate | Standard Error | Wald Chi-Square | Pr > ChiSq |
|-----------|-------------------|----------|----------------|----------------|------------|
| Intercept |                   | 2.227    | 0.098          | 513.05         | 0.000      |
| Gender    | Female            | -0.013   | 0.028          | 0.20           | 0.651      |
| Age       |                   | 0.004    | 0.002          | 0.08           | 0.773      |
| Residence | Rural             | -0.006   | 0.029          | 0.04           | 0.849      |
| Education | No_formal_education | -0.069 | 0.049          | 1.97           | 0.161      |
| Education | Primary           | -0.068   | 0.041          | 2.83           | 0.093      |
| Education | Secondary         | -0.046   | 0.034          | 1.50           | 0.2212     |
| Physical  | No                | 0.057    | 0.033          | 3.00           | 0.083      |
| History   | No                | -0.018   | 0.032          | 0.31           | 0.576      |
| Brain     | No                | -0.098   | 0.034          | 8.54           | 0.004      |
| Treatment | Phenobarbital     | -0.235   | 0.068          | 11.85          | 0.001      |
| Treatment | Phenytoin         | -0.036   | 0.070          | 0.26           | 0.607      |
| Time      |                   | -0.345   | 0.011          | 973.64         | 0.000      |

**Poisson-Normal and Poisson-Gamma-Normal Models**

The Poisson-Normal model with only random intercept and both random intercept and slope were fitted using Laplace approximation method. Table 11 shows Poisson-Normal model with random intercept only was found to be the best fit as it has small information criteria values as compared with the one with both random intercept and slope. The parameter estimates of this model are displayed in Table 6 and Table 7. Depending on this model time, brain injury and treatment are found to be significant factors of epileptic seizure.

### Table 6. Poisson-normal model with random intercept.

| Effect    | Categories(if any) | Estimate | Standard Error | DF  | t Value | Pr > | t |
|-----------|-------------------|----------|----------------|-----|---------|------|---|
| Intercept |                   | 2.202    | 0.119          | 328 | 18.55   | 0.000|
| Gender    | Female            | -0.009   | 0.037          | 1205| -0.25   | 0.799|
| Age       |                   | 0.001    | 0.002          | 1205| 0.55    | 0.580|
| Residence | Rural             | -0.007   | 0.038          | 1205| -0.19   | 0.849|
| Education | No_formal_education | -0.060 | 0.064          | 1205| -0.93   | 0.354|
| Education | Primary           | -0.067   | 0.053          | 1205| -1.26   | 0.207|
| Education | Secondary         | -0.047   | 0.049          | 1205| -0.96   | 0.339|
| Physical  | No                | 0.054    | 0.043          | 1205| 1.26    | 0.208|
| History   | No                | -0.015   | 0.042          | 1205| -0.36   | 0.717|
| Brain     | No                | -0.099   | 0.044          | 1205| -2.23   | 0.026|
### 3.3. Model Comparison

**Table 10. Summary of information criteria of Poisson and Poisson-gamma models.**

| Models       | Criteria   | AIC         | BIC         |
|--------------|------------|-------------|-------------|
| Poisson      | 6369.89    | 6439.35     |
| Poisson-gamma| 6251.61    | 6326.42     |

Model selection was done based on AIC, BIC and -2log-likelihood. Poisson, Poisson-Gamma, Random intercept and slope Poisson-Normal, random intercept and slope Poisson-Gamma-Normal models were compared to select a best model that fits the data.

As it is seen from Table 10 Poisson-gamma model is the better model as compared with Poisson model.

As clearly shown in Table 11, the random intercept
Poisson-Gamma-Normal Model is best fit because it has the lowest AIC (6176.04), BIC (6233.34) and -2loglikelihood (6146.04) as compared with the other models. Therefore, the final model to fit the data is random intercept Poisson-Gamma-Normal model.

Table 11. Summary of information criteria of different models.

| Models                                      | Criteria                      |
|---------------------------------------------|-------------------------------|
|                                              | AIC (6176.04)                |
| Poisson-normal with random intercept        | 6198.25                      |
| Poisson-normal with random intercept and slope | 6367.78                      |
| Poisson-gamma-normal with random intercept  | 6176.04                      |
| Poisson-gamma-normal with random intercept and slope | 6253.58                      |

Table 12 compares different correlation structures and independent correlation structures found to be best correlation structure for this study.

Table 12. Summary of information criteria of correlation structures.

| Models | AIC | BIC | -2Loglikelihood |
|--------|-----|-----|-----------------|
| CS     | 6178.04 | 6239.16 | 6146.04 |
| IND    | 6176.04 | 6233.34 | 6146.04 |
| AR(1)  | 6178.04 | 6239.16 | 6146.04 |

For the final model, to select the important variables, all possible interactions were incorporated to the initial candidate model and, then the non-significant interaction effects were removed and the model was refitted again.

Table 13. Parameter estimates of Poisson-gamma-normal model with interaction.

| Effect                  | Categories(if any) | Estimate | Standard Error | DF | t Value | Pr > |t|  |
|-------------------------|--------------------|----------|----------------|----|---------|-------|-----|
| Intercept               |                    | 2.251    | 0.085          | 335| 26.35   | 0.000 |
| Brain_injury            | No                 | -0.152   | 0.053          | 1204| -2.89   | 0.004 |
| Treatment               | Phenobarbital      | -0.246   | 0.075          | 1204| -3.27   | 0.001 |
| Treatment               | Phenytoin          | -0.061   | 0.076          | 1204| -0.81   | 0.419 |
| Time                    |                    | -0.377   | 0.023          | 1204| -16.56  | 0.000 |
| Time*Residence          | Time*Rural         | -0.033   | 0.017          | 1204| -2.00   | 0.045 |
| Time*Brain_injury       | Time*No            | 0.054    | 0.024          | 1204| 2.22    | 0.027 |

Based on the results obtained from the Poisson-Gamma-Normal model, brain injury, treatment, time, interaction of time with residence and interaction of time with brain injury were found to be significant factors of epileptic seizure of a patient.

For a given patient, keeping the random intercept and other covariates constant, a one unit increase in time decreases epileptic seizure by a multiplicative factor of \( e^{-0.377} = 0.686 \). A patient without brain injured has epileptic seizure of \( e^{-0.152} = 0.859 \) times less of a patient with brain injured, holding other covariates and random intercept constant. Holding other covariates constant, a patient with Phenobarbital treatment has lower epileptic seizure with a multiplicative factor of \( e^{-0.246} = 0.783 \) as compared with a patient who took others treatment. Similarly, keeping other covariates constant, a patient with Phenytoin treatment has lower epileptic seizure with a multiplicative factor of \( e^{-0.061} = 0.941 \) as compared with a patient who took others treatment.

Keeping other covariates constant, a patient who live in rural has epileptic seizure of \( e^{-0.033} = 0.968 \) times less of a patient who live in urban based on time effect. Keeping other covariates constant, a patient without brain injured has higher epileptic seizure of \( e^{0.054} = 1.056 \) times that of a patient with brain injured based on time effect.

3.4. Discussion of Results

The effects of factors on the epileptic seizure of patients who have taken treatment in Gondar Referral Hospital were assessed using longitudinal count models as the response variable of interest epileptic seizure is a count variable. The results of the summary statistics displayed in Table 2 revealed that the variance at baseline time point is high which indicates that there was high variation at the start of the treatment among the patients’ of epileptic seizure. As summary statistics displayed in figure 3 the mean factors of epileptic seizure of patients seem to be minimized over time which indicates that the epileptic seizures of patients get decreases as time increase. As explained in the model selection part, different longitudinal count data models were applied to the data to determine the appropriate model to epileptic seizure and Poisson-Gamma-Normal model with a random intercept was found to be the best fit of the data. As it is displayed in Table 13 covariates time, brain injury, treatment, interaction of time with residence and interaction of time with brain injury were significant factors of epileptic seizure of patients.

This study revealed that a patient who has taken treatment Phenobarbital has lower epileptic seizure as compared with a
patient who has taken other treatments. This finding is in agreement with the studies done in United States of America [12] which revealed benefit of treatment on epileptic seizure of patients and starting treatment with phenobarbital is beneficial in recovering his or her epileptic seizure as compared with the one with other treatments.

This study revealed that patients with longer time on treatment have good recovery of epileptic seizure than that of patients with short duration on the treatment. The finding is in agreement with the finding of the study [13] which revealed that the decrease of epileptic seizure of the patients over time.

This study also revealed that patients with brain injury have high risk of epileptic seizure than those with no brain injury. This result is in agreement with the finding of the study [3] which revealed that brain injury increase epileptic seizure of patients.

The finding of this study is in agreement with the findings of the studies [14] and [15] which revealed that there were no significant associations of sex and residence with epileptic seizure of patients respectively. But, our finding is in disagreement with the finding of the study [16] which revealed association of age with epileptic seizure of patients.

### 4. Conclusions and Recommendations

#### 4.1. Conclusions

This study used data from epileptic seizure patients’ followed-up treatment in Gondar Referral Hospital from January 1, 2016 to April 30, 2018. The study was aimed to identify risk factors for the epileptic seizure of patients who have taken treatments and followed-up at Gondar Referral Hospital. Longitudinal count data models were used in the analysis and finally, Poisson gamma normal model was selected as a final model to fit the data based on different criteria.

The risk factors included in this study were gender, age, residence, educational level, physical exercise, family history, brain injury, treatment and time. Among these factors, duration on treatment (time), treatment, brain injury, interaction of time with brain injury and interaction of time with residence were found to be significant factors for epileptic seizure of the patients. The rest gender, age, residence, educational level, physical exercise, family history and all possible interactions were found to be insignificant on epileptic seizure of the patients.

Finally, minimization of epileptic seizure in response to treatment was observed, most of the patients were at decreased epileptic seizure when enrolled for treatment which might contribute to low epileptic seizure in patients.

#### 4.2. Recommendations

Based on the study findings, the following recommendations are made for policy makers, community and researchers.

1) Patients are strongly recommended not to be discouraged and stay on the treatment which affects epileptic seizure negatively.
2) Being free from brain injury contributes a lot to epileptic seizure reduction so patients should understand this and refrain themselves from such victim area.
3) Further studies should be conducted on interaction of time with residence and brain injury of epileptic seizure patients and identify other factors that are not included in this study.

### Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| AIC          | Akaike information criteria |
| AED          | Antiepileptic Drug |
| BIC          | Bayesian information criteria |
| CBD          | Cannabidiol |
| CI           | Confidence interval |
| CSA          | Central statistical agency |
| EEG          | Electroencephalographic |
| FBH          | Foundation for better health |
| GLMMs        | Generalized linear mixed models |
| IBE          | International bureau for epilepsy |
| ICES         | International classification of epileptic seizure |
| ILAE         | International league against epilepsy |
| ML           | Maximum likelihood |
| NINDS        | National institute of neurological disorder and stroke |
| OR           | Odds ratio |
| TBI          | Trauma brain injury |
| UN           | United Nations |
| WHO          | World health organization |
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