Query Complexity of $k$-NN based Mode Estimation
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Abstract—Motivated by the mode estimation problem of an unknown multivariate probability density function, we study the problem of identifying the point with the minimum $k$-th nearest neighbor distance for a given dataset of $n$ points. We study the case where the pairwise distances are apriori unknown, but we have access to an oracle which we can query to get noisy information about the distance between any pair of points. For two natural oracle models, we design a sequential learning algorithm, based on the idea of confidence intervals, which adaptively decides which queries to send to the oracle and is able to correctly solve the problem with high probability. We derive instance-dependent upper bounds on the query complexity of our proposed scheme and also demonstrate significant improvement over the performance of other baselines via extensive numerical evaluations.

I. INTRODUCTION

Several problems in machine learning and signal processing are based on computing and processing distances over large datasets, for example high-dimensional clustering and quantization. In several applications, the algorithm might only have access to noisy estimates of the underlying pairwise distances, for example due to the limitations of the measurement process. In this work, we study the problem where we consider a set of points $X = \{x_1, x_2, \ldots, x_n\} \subseteq \mathbb{R}^m$ and are interested in finding the point $x^* \in X$ which has the minimum $k$-nearest neighbor ($k$-NN) distance. This problem finds application in the classical problem of mode estimation of an underlying multivariate probability density function $f$ from independent samples [1], when using a mode estimator of the form $\arg\max_{x \in X} f_k(x)$, where $f_k$ is the $k$-NN density estimator. This estimator was studied in [2] where it was proven to have several nice properties including consistency and minimax-optimal rates of convergence.

If all the pairwise distances are available, then the problem of identifying $x^*$ can be solved by sorting them appropriately.

In this work, we assume that the algorithm does not know the distances apriori, but has access to an oracle which it can query to get partial/noisy information about the distance between any pair of points. Our goal is to design sequential learning algorithms which adaptively select oracle queries based on the history of responses, and aim to estimate $x^*$ reliably using as few queries as possible. In particular, we consider the following two query models: (i) each query to the oracle returns the distance between a pair of points along a particular dimension. This query model is motivated by recent work in [3] and [4] which studied random dimension sampling for reducing the computational complexity of problems including k-means and nearest neighbor identification; and (ii) when queried with a pair of points, the oracle returns the true pairwise distance corrupted by some additive noise. A similar oracle model was recently employed by [5] to study the sequential version of the nearest neighbor graph construction problem.

We make the following contributions towards understanding the query complexity of solving the mode estimation problem using a $k$-NN density estimator. (a) For both the query models, we design a sequential learning algorithm which at each timestep adaptively chooses node pairs to query based on previous oracle responses and upon stopping, returns the mode $x^*$ with large probability. Furthermore, we prove instance-dependent upper bounds on the query complexity of our proposed scheme which explicitly depend on the underlying dataset $X$. These bounds indicate that the number of oracle queries required depends on the “hardness” of the underlying instance and on certain easier instances our scheme can indeed provide significant savings over naive implementations. Our schemes are based on ideas of confidence intervals from online learning and use them to effectively decide the path of exploration across rounds. (b) a key sub-routine in our scheme is Findk-NN whose goal is to find the $k$-th NN of any point and for a restricted class of datasets and algorithms, we derive fundamental lower bounds on the query complexity of solving this sub-problem. We find that the expressions derived in the lower bound closely resemble those appearing in the query complexity upper bounds, which further validates the efficiency of our proposed scheme. (c) We demonstrate the superior performance of our proposed scheme over other baselines by conducting extensive numerical evaluations over the Tiny ImageNet dataset\footnote{Tiny ImageNet dataset can be downloaded from here.}.

A. Related work

The problem of mode estimation of an unknown probability density function has a rich history, see for example [1] and references therein, and has seen renewed interest recently due to applications in high-dimensional clustering and regression [6, 7]. However, the bulk of the literature has focused on the batch or the non-sequential setting, whereas the goal in this work is to design adaptive algorithms which are robust to noisy/partial information about the pairwise distances. The sequential mode estimation problem for discrete distributions was addressed recently in [8] under somewhat different
oracle models. Modern data science applications often involve intensive computations and there have been several recent works which have proposed the use of randomized adaptive algorithms for speeding up a variety of discrete optimization problems such as \(k\)-NN [4,5], \(k\)-means [3], and medoid computation [9]. Finally, adaptive decision making and efficient exploration is a central theme of the well-known multi-armed bandit problem [10]. Ideas such as confidence intervals and change of measure arguments for deriving lower bounds are widely used in the bandit literature, and find application in our work as well as several others mentioned above. Specifically, mapping each pair of points to an arm and treating their pairwise distance as the expected reward, our problem can be cast as a best arm identification problem but with a more complicated score structure instead of the max expected reward, as is standard in the pure exploration framework of multi-armed bandits.

II. Problem Formulation

Let \(\mathcal{X} = \{x_1, \ldots, x_n\} \subset \mathbb{R}^m\) denote a set of \(n\) points. The points in \(\mathcal{X}\) are normalized so that \(||x_i||_\infty \leq 1/2\) for all \(i\). For every node \(x_i\), we define a set of its neighbours as \(\mathcal{X}_i \triangleq \mathcal{X}\setminus x_i = \{x_1, \ldots, x_{i-1}\}\). Let \([x_i]_p\) be the value of \(x_i\) in the \(p\)th dimension, then the distance measure \(d_j\) is defined as:

\[
d_j = \frac{1}{m} \left\| x_i - x_j \right\|_2^2 = \frac{1}{m} \sum_{p=1}^{m} (|x_{i,p}| - |x_{j,p}|)^2.
\]

(1)

We arrange the elements of \(\mathcal{X}_i\), i.e., \(\{x_1, \ldots, x_{n-1}\}\) such that \(x_1\) is the \(j\)th nearest neighbour of \(x_i\). Therefore, by construction, we have \(d_1 \leq d_2 \leq \ldots \leq d_{n-1}\) and \(x_k\) as the \(k\)th nearest neighbour (\(k\)-NN) of \(x_i\).

We wish to find the point with the minimum \(k\)-NN distance, denoted by \(x_{m_k}\), which represents the mode of the dataset \(\mathcal{X}\). The work of [2] proved that \(x_{m_k}\) correctly estimates the mode of unimodal continuous distributions, for certain bounds on \(k\). Formally, the value of \(m_k\) is given by the following equation, where \(\{n\} = \{1, \ldots, n\}\):

\[
m_k = \arg\min_{i \in [n]} d_k^i
\]

(2)

We study this problem under the following sampling models:

**Sampling Model 1**: In this sampling model, we query an oracle with two points \(x_i\) and \(x_j\), and a dimension \(p\), and it returns the distance between the points along the chosen dimension. The oracle response on querying with \((x_i, x_j, p)\) is represented by \(\mathcal{O}(x_i, x_j, p)\) and is given as follows:

\[
\mathcal{O}(x_i, x_j, p) = \left| [x_i]_p - [x_j]_p \right|^2.
\]

The manner in which \(p, x_i\) and \(x_j\) are chosen defines the sampling strategy. In the schemes we design, we will employ a random sampling strategy which chooses \(p\) uniformly at random from \(\{1, \ldots, m\}\) to get a distance estimate between \(x_i\) and \(x_j\). It has been shown by [3] and [4] that for high-dimensional datasets, the random sampling strategy can achieve computational gains by reducing query complexity.

As \(\mathcal{X}\) has been normalized such that \(||x_i||_\infty \leq 1/2\), the outputs of the oracle are bounded in the interval \([0, 1]\). Therefore, the oracle outputs are sub-Gaussian random variables with scale parameter \(\sigma = \frac{1}{2}\).

**Sampling Model 2**: In this sampling model, upon querying an oracle with two points \(x_i\) and \(x_j\), it returns a noisy estimate of the distance between the points. The oracle response \(\mathcal{O}(x_i, x_j)\) is given by:

\[
\mathcal{O}(x_i, x_j) = d_j + \eta
\]

where \(d_j\) is as per (1) and \(\eta\) is a zero mean sub-Gaussian random variable with scale parameter \(\sigma = \frac{1}{2}\).

In this paper we aim to find a \(\delta\)-true sequential algorithm which correctly estimates the mode of \(\mathcal{X}\) as defined in (2), with probability at least \(1 - \delta\), while minimizing the number of oracle queries. The algorithms that we design and the subsequent theoretical analysis to find the query complexity are valid for both the sampling models. Therefore, all the results that we mention will hold for both the sampling models, unless mentioned otherwise. For sampling model 1, we only consider the random sampling strategy.

A. Preliminaries

Let \(d_j^t\) denote the sample returned by the oracle at iteration \(t\) on querying it with \((x_i, x_j)^2\). We define an unbiased estimator of \(d_j^t\) after \(T^i[j]\) samples as follows:

\[
\hat{d}^i[j] = \frac{1}{T^i[j]} \sum_{t=1}^{T^i[j]} d_j^t.
\]

To calculate the confidence bounds for \(\hat{d}^i[j]\), we use a non-asymptotic version of the law of the iterated logarithm [11], which is stated in the following lemma.

**Lemma 1.** ([4, Lemma 3]) The following event occurs with probability at least \(1 - \delta\) for \(\delta \in (0, 0.05)\):

\[
\mathcal{E}_\beta := \left\{ \left| \hat{d}^i[j] - d_j^i \right| \leq \beta \left( T^i[j] \right)^{0.5} \right\},
\]

\[
\forall i \in [n], \forall j \in [n-1], \forall T^i[j] \geq 1 \}
\]

(3)

where the value of \(\beta \left( T^i[j] \right)^{0.5} \) is given by \(\beta \left( T^i[j] \right)^{0.5} = \sqrt{\frac{\ln(1/\delta')}{{\alpha(u, \delta')}^2}} + 1.5 \log(1 + \log(u)) \). For convenience \(\beta \left( T^i[j] \right)^{0.5} \) is represented by \(\beta_j^i\).

It is important to note that Lemma 1 holds true when the expected value of \(\hat{d}^i[j]\) is \(d_j^i\) and it is the sum of \(T^i[j]\) independent sub-Gaussian random variables with scale parameter \(\sigma \leq \frac{1}{2}\). These conditions hold true for our scheme under both the sampling models.

For sampling model 1, \(p\) is chosen uniformly at random from \(\{1, \ldots, m\}\).
III. ALGORITHM

We propose a δ-true sequential mode-estimation algorithm called AdaptiveModeEstimation (Algorithm 1) which is inspired from the Upper Confidence Bound (UCB) algorithm [12] popular in the multi-armed bandit (MAB) literature [10]. We model a pair \((x_i, x_j^k)\) as an arm with the expected reward of the arm being \(\hat{d}_{ij}\), where \(x_j^k\) is the k-NN of \(x_i\) and \(d_{ik}\) is the distance between them. In this setting, we have \(n\) arms and we wish to find the arm with the least expected reward. This is similar to the best arm identification problem which is widely studied in the multi-armed bandit (MAB) literature and therefore the algorithms we design express this nature.

For sampling model 1, we can devise a naive algorithm where the distances between all the pairs are computed exactly and then the mode (as per (2)) is selected. This algorithm would require \(O(mn^2)\) queries. We aim to use fewer number of queries by using an adaptive algorithm which works on the principle that some points have much larger k-NN distance than the actual mode, and these points can be discarded with high confidence without computing the exact k-NN distance, thereby reducing the number of oracle queries.

A. AdaptiveModeEstimation

To estimate the mode \(m_k\) as per (2), we begin by finding the confidence intervals (CIs) for the k-NN distance of each point. Let \(U_k^l\) and \(L_k^l\) denote an Upper Confidence Bound (UCB) and a Lower Confidence Bound (LCB) respectively, on the k-NN distance of \(x_i\). We find \(U_k^l\) and \(L_k^l\) for all \(i \in \{1, \ldots, n\}\). At every round, the quantities \(l_1\) and \(l_2\) are calculated as follows:

\[
l_1 = \arg \min_{i \in \{1, \ldots, n\}} L_k^l, \quad l_2 = \arg \min_{i \in \{1, \ldots, n\} \setminus l_1} L_k^l. (4)
\]

Then we continuously find tighter CI on the k-NN distance, of the point with the minimum LCB on the k-NN distance, i.e., \(l_1^k\). This is done by either calling Findk-NN (when the k-NN has not yet been identified) or by calling Sample \((x_i, x_j^k)\) (once the k-NN \((x_i^k, x_j^k)\) has been identified). The subroutine Sample\((x_i, x_j^k)\) is detailed in Algorithm 3. Algorithm 1 terminates when \(U_k^l < L_k^l\), and outputs \(x_{l_1}\). A quick summary of the variables can be found in Table I.

B. Findk-NN

The sub-routine Findk-NN (Algorithm 2) finds tighter CI on the k-NN distance of the point \(x_i \in \mathcal{X}\), until the k-NN has been identified. The proposed algorithm is a variant of the method proposed by [4] in which they find a set of \(k + h\) points (from a dataset of \(n\) points) containing the \(k\) nearest neighbours of an input point, with high probability. Algorithm 2 works by adaptively estimating the distance \(\hat{d}_{ij}\) as defined in (1). The arrays \(\hat{d}^i\) and \(T^i\) are each of size \(n - 1\) which store the current estimated distance and number of samples for all the neighbours of \(x_i\), and are are provided as input to Algorithm 2. \(U^i\) and \(L^i\) are two arrays of size \(n - 1\), such that \(U^i[j] \leq L^i[j]\) are a UCB and an LCB on \(\hat{d}_{ij}\) respectively. Let \(\cdot\) be a permutation of \([n - 1]\) such that:

\[
\hat{d}_{(1)} \leq \hat{d}_{(2)} \leq \ldots \leq \hat{d}_{([n - 1])}. (5)
\]

At every call of Algorithm 2, at most three pairs \((x_i, x_{a_1}^i), (x_i, x_{a_2}^i)\) and \((x_i, x_{a_3}^i)\) are sampled, where \(a_1, a_2\) and \(b\) are given by the following equations:

\[
a_1 = \arg \max_{j \in \{(k + 1), \ldots, (n - 1)\}} U^i[j] \quad (6)
\]

\[
a_2 = \arg \min_{j \in \{(k + 1), \ldots, (n - 1)\}} L^i[j] \quad (7)
\]

\[
b = \hat{d}(k) \quad (8)
\]

The pair \((x_i, x_{a_3}^i)\) is sampled every time Algorithm 2 is called. The pair \((x_i, x_{a_1}^i)\) is sampled only if \(U^i[a_1] > L^i[b]\), because once \(U^i[a_1] < L^i[b]\), we can say with high confidence that the k-NN \(\notin \{1, \ldots, (k - 1)\}\). Similarly, the pair \((x_i, x_{a_2}^i)\) is sampled only if \(U^i[b] > L^i[a_2]\).

| Variable | Description |
|----------|-------------|
| \(X\) | Elements of \(X\) |
| \(\{x_1, \ldots, x_{n-1}\}\) | True distance between \(x_i\) and \(x_j^k\) |
| \(d_{ij}^k\) | Estimated k-NN of \(x_i\) |
| \(d_{ij}^k\) | Array of size \(n - 1\) |
| \(\hat{d}_{ij}\) | Current distance estimate between \(x_i\) and \(x_j^k\) |
| \(T_i^k\) | Array of size \(n - 1\) |
| \(U^i[j]\) | Number of samples corresponding to \(\hat{d}_{ij}\) |
| \(L^i[j]\) | UCB and LCB on the k-NN distance of \(x_i\) |
| \(\beta_L\) | \(\beta_L = \beta(U^i[j], \hat{d}_{ij})\) is defined in Lemma 1 |

**TABLE I: Summary of variables**

**Algorithm 1 AdaptiveModeEstimation**

**Input parameters:** \(k, \mathcal{X}\) and \(\delta\)

for \(i \in \{1, \ldots, n\}\) do

- Initialize \(d_{i}^k\) and \(T^i\) as zero vectors.
- Call Findk-NN\((d_{i}^k, T^i, x_i)\)
- Update \(d_{i}^k, T^i, L_k^l, b^l\) and \(\text{knnfound}^d\)

end for

Calculate \(l_1\) and \(l_2\) as per (4)

while \(U_k^l \geq L_k^l\) do

- if \(\text{knnfound}^d = 0\) then

  - Call Findk-NN\((d_{i}^k, T^i, x_i)\)
  - Update \(d_{i}^k, T^i, L_k^l, b^l\) and \(\text{knnfound}^d\)

- else

  - Call Sample \((x_i, x_{a_3}^i)\)

end if

Update \(l_1\) and \(l_2\)

end while

return \(x_{l_1}\)
Algorithm 2 Find $k$-NN

Input parameters: $\hat{d}^i$, $T^i$ and $x^i$

for $j$ in $\{1, \ldots, n-1\}$ do
  if $T^i[j] = 0$ : Call Sample $(x_i, x^i_j)$
end for

Calculate $a_1$, $a_2$ and $b$ as per (6), (7) and (8) respectively
Call Sample $(x_i, x^i_{a1})$ and set $knnfound \leftarrow 1$
if $U^i[a_1] \geq L^i[b]$ : Call Sample $(x_i, x^i_{a2})$, $knnfound \leftarrow 0$
if $U^i[b] \geq L^i[a_2]$ : Call Sample $(x_i, x^i_{a2})$, $knnfound \leftarrow 0$

Update $\hat{d}^i$, $T^i$, $U^i_k$, $L^i_k$, $b$, $knnfound$

return $\hat{d}^i$, $T^i$, $U^i_k$, $L^i_k$, $b$, $knnfound$

Algorithm 3 Sample

Input parameters: $x_i$ and $x^i_j$

A query is made to the oracle for the pair $x_i$ and $x^i_j$ which returns a sample denoted by $d^i_{x_i,x^i_j}$. For sampling model 1, $p$ is chosen uniformly at random from $\{1, \ldots, m\}$
$T^i[j] \leftarrow T^i[j] + 1$
$\hat{d}^i[j] \leftarrow \frac{T^i[j]}{T^i[j] + 1} \hat{d}^i[j] + \frac{1}{T^i[j]} d^i_{x_i,x^i_j}$
$\beta^i_j \leftarrow \beta (T^i[j])^6$
$U^i[j] \leftarrow \hat{d}^i[j] + \beta^i_j, L^i[j] \leftarrow \hat{d}^i[j] - \beta^i_j$

Let $\langle \cdot \rangle$ and $\{ \cdot \}$ \(^4\) be two permutations of $[n-1]$ such that:

\[ U^i[\{1\}] \leq U^i[\{2\}] \leq \ldots \leq U^i[\{n-1\}] \]  \hfill (9)
\[ L^i[\{1\}] \leq L^i[\{2\}] \leq \ldots \leq L^i[\{n-1\}] \]  \hfill (10)

Algorithm 2 calculates and returns a UCB and an LCB on the $k$-NN of $x_i$ as follows: \(^5\)

\[ U^i_k = U^i[\{k\}], L^i_k = L^i[\{k\}] \]  \hfill (11)

Once we have $U^i[a_1] < L^i[b] \cap L^i[a_2] > L^i[b]$, we set the $knnfound$ flag to 1 and return $x^i_{a_2}$ as the estimated $k$-NN of $x_i$. We show that the point returned by Algorithm 1 is the correct mode as defined in (2), with probability at least $1 - \delta$, in Appendix A.

**IV. QUERY COMPLEXITY OF ALGORITHM 1**

In this section we find an upper bound on the total number of oracle queries required by AdpativeModeEstimation (Algorithm 1) to identify the point $x_{m_k}$ as defined in (2). To do so, we define the quantity $\Delta^i_{m_k}$ as follows:

\[ \Delta^i_{m_k} = d^i_k - d^i_{m_k} \]  \hfill (12)

\(^4\)The permutations $\langle \cdot \rangle$, $\langle \cdot \rangle$ and $\{ \cdot \}$ are unique for each $x_i$. Note that all the three permutations do depend on the node $x_i$ under consideration. We suppress the dependence in the notation for convenience.

\(^5\)Correctness of these bounds are demonstrated in Appendix A.

\(^6\) $\beta(\cdot)$ is defined in Lemma 1.

**Theorem 1.** The number of queries taken by Algorithm 1 to identify the point $x_{m_k}$, as defined in (2), for the dataset $X$, with probability at least $1 - \delta$, is at most $N_{ME}(X)$.

\[ N_{ME}(X) = \sum_{i \in [n]} N_k(x_i, X) + N^*_k(x_{m_k}, X) \]  \hfill (13)

where $N_k(x_i, X)$ is an upper bound on the number of queries required by Find$k$-NN to find the $k$-NN of $x_i$, defined in (17), and $N^*_k(x_{m_k}, X)$ is defined by the following equation.

\[ N^*_k(x_{m_k}, X) = \tilde{O} \left( \sum_{i \in [n]} \left( \Delta^i_{m_k} \right)^{-2} \right) \]

where $\Delta^i_{m_k}$ is defined in (12). The logarithmic terms in $n$ and the double logarithmic terms in the gaps are absorbed in $\tilde{O}$.

**Proof.** The number of queries made by Algorithm 1 to estimate $x_{m_k}$ is at most the number of queries required to estimate the $k$-NN of every point and then finding the point with the smallest $k$-NN distance. This is because, for a point $x_i$, once its $k$-NN ($x^i_{a_k}$) is identified, only the pair $(x_i, x^i_{a_k})$ maybe sampled further by Algorithm 1. The number of queries required by Algorithm 1 to find the $k$-NN of all the points in $X$ is at most $\sum_{i \in [n]} N_k(x_i, X)$.

Once the $k$-NN of each $x_i \in X$ is identified, the problem boils down to finding the point with the lowest $k$-NN distance, which can be modelled as an MAB problem, where we need to find the arm with the least expected reward. As the sampling strategy in Algorithm 1 is similar to that of the UCB algorithm ([12]), the number of oracle queries required after finding the $k$-NN of all the points is at most $N^*_k(x_{m_k}, X)$ (shown in [12, Section 3.B]). Therefore, the number of queries required by Algorithm 1 is at most the summation of $\sum_{i \in [n]} N_k(x_i, X)$ and $N^*_k(x_{m_k}, X)$, as specified in (13).

\[ \Box \]

**V. BOUNDS ON ALGORITHM 2**

The Find$k$-NN (Algorithm 2) is called repeatedly until the stopping criteria (14) and (15) are met.

\[ L^i[b] > U^i[a_1] \]  \hfill (14)
\[ U^i[b] < L^i[a_2] \]  \hfill (15)

We begin by deriving an upper bound on the query complexity of Find$k$-NN (Algorithm 2). The following quantity for each $i \in [n]$ will be useful in characterizing our bounds on the query complexity.

\[ \Delta^i_j = \begin{cases} 
  d^i_k - d^i_j & j < k \\
  \min(d^i_k - d^i_{k-1}, d^i_{k+1} - d^i_k) & j = k \\
  d^i_{j+1} - d^i_k & j > k 
\end{cases} \]  \hfill (16)

**Theorem 2.** The number of queries taken by Algorithm 2 to identify the $k$-NN of a point $x_i$, from the dataset $X \backslash x_i$, with probability at least $1 - \delta$, is at most $N_k(x_i, X)$.

\[ N_k(x_i, X) = \tilde{O} \left( \sum_{j=1}^{n-1} \left( \Delta^i_j \right)^{-2} \right) \]  \hfill (17)
Lemma 2. Let \( x_i \), \( \mathcal{X}_i \overset{\triangle}{=} \mathcal{X} \setminus x_i \). The elements of \( \mathcal{X}_i \) are denoted by \( \{x_1^i, \ldots, x_{n-1}^i\} \) and \( d_1^i \leq d_2^i \leq \ldots \leq d_{n-1}^i \). Here, \( a_1, a_2 \) and \( b \) are defined as per (6), (7) and (8) respectively. Let us define \( \mu_1 \) and \( \mu_2 \) as follows:

\[
\mu_1 \triangleq \frac{d_{k-1}^i + d_k^i}{2}, \mu_2 \triangleq \frac{d_k^i + d_{k+1}^i}{2}.
\]

We define the event that a point \( x_j^i \) is bad as:

\[
\mathcal{E}_{\text{bad}}(j) = \begin{cases} 
\hat{d}^i[j] + 3\beta_j^i > \mu_1 & j < k \\
\hat{d}^i[j] - 3\beta_j^i < \mu_1 \text{ or } \hat{d}^i[j] + 3\beta_j^i > \mu_2 & j = k \\
\hat{d}^i[j] - 3\beta_j^i < \mu_2 & j > k
\end{cases}
\]

where \( \beta_j^i \) is defined in Lemma 1. Now we state two important lemmas (proved in Appendices B and C) which will help us with the proof.

Lemma 2. If \( \mathcal{E}_\beta \) (3) occurs and either of the stopping criteria (14) and (15) is not met, then either \( \mathcal{E}_{\text{bad}}(a_1) \) or \( \mathcal{E}_{\text{bad}}(a_2) \) or \( \mathcal{E}_{\text{bad}}(b) \) occurs.

Lemma 3. Let \( z_j^i \) be the smallest integer satisfying \( \beta(z_j^i) \leq \Delta_j^i/8 \). If the number of times that the pair \( (x_i, x_j^i) \) has been queried \( T^i[j] \) is at least \( z_j^i \), then \( \mathcal{E}_{\text{bad}}(j) \) does not occur. \( \Delta_j^i \) and \( \beta(\cdot) \) are defined in (16) and Lemma 1 respectively.

An upper bound on the number of queries is derived by counting all the iterations when the stopping criterion is not met. This corresponds to the iterations when either \( \mathcal{E}_{\text{bad}}(a_1) \) or \( \mathcal{E}_{\text{bad}}(a_2) \) or \( \mathcal{E}_{\text{bad}}(b) \) occurs (as per Lemma 2). This further corresponds to the iterations when \( T^i[j] \) does not exceed \( z_j^i \) for \( j \in \{a_1, a_2, b\} \) (as per Lemma 3). Let \( t \geq 1 \) be the \( \theta^t \)th iteration of Algorithm 2. In each iteration, as only \( (x_i, x_a^i), (x_i, x_{a2}^i) \) and \( (x_i, x_b^i) \) might be sampled, it follows from Lemma 2 that the total number of queries is bounded by the following quantity (with probability at least \( 1 - \delta \)).

\[
3 \sum_{t=1}^{\infty} \mathbb{1}(\mathcal{E}_{\text{bad}}(a_1) \cup \mathcal{E}_{\text{bad}}(a_2) \cup \mathcal{E}_{\text{bad}}(b)) \leq 3 \sum_{t=1}^{\infty} \sum_{j=1}^{n-1} \left( (j = a_1 \cup j = a_2 \cup j = b) \cap \mathcal{E}_{\text{bad}}(j) \right) \leq 3 \sum_{t=1}^{\infty} \sum_{j=1}^{n-1} \mathbb{1}(T^i[j] \leq z_j^i) \leq 3 \sum_{j=1}^{n-1} z_j^i
\]

where (i) follows from Lemma 3 and (ii) follows as \( T^i[j] \leq z_j^i \) can be true for at most \( z_j^i \) iterations. From (4, Fact 6), \( z_j^i \leq O\left((\Delta_j^i)^{-2}\right) \), thus proving the theorem.

We also derive a lower bound on the sample complexity of any algorithm that identifies the \( k \)-NN of a point, in Appendix D, which is of the same order as the upper bound found in Theorem 2.

VI. EXPERIMENTS

In this section we evaluate the performance of our proposed scheme on the Tiny ImageNet\(^1\) dataset, that contains images of dimensions \( 64 \times 64 \times 3 \) from 200 different classes. For each trial, we select the dataset by selecting \( n \) points at random (without replacement). For sampling model 1, we make a slight modification in our algorithm. We cap the number of queries for any given pair \( (x_i, x_j^i) \) to be \( m \) and once this limit is reached, evaluate \( d_j^i \) exactly by simply querying the dimensions one by one. This is similar to the procedure in [3] and [4], and ensures that the worst case query complexity is \( O(mn^2) \). In sampling model 2, the oracle response to a query is the true distance corrupted by Gaussian noise with \( \sigma = 0.1 \). We keep \( \delta = 0.001 \) for all the experiments.

To analyse the accuracy of our algorithm in estimating the mode for a fixed budget of queries, we run our algorithm till the budget is exhausted and then output the point with smallest \( k \)-NN distance estimate as the mode. We compare the performance of our algorithm with two baselines: \textit{Naive+} and \textit{Random Sampling}. For both the baselines, the query budget is divided equally among all the points. In \textit{Naive+}, for each point, \textit{Findk}-NN is called repeatedly until the individual query budget is met. In \textit{Random Sampling}, for each point, we repeatedly select one of its neighbours uniformly at random, sample the corresponding pair, and update the distance estimate, until the individual query budget is met. For both the baselines, we select the point with the smallest \( k \)-NN distance estimate as the estimated mode.

![Image of Accuracy vs Number of Queries curve](image.png)

**Fig. 1:** Accuracy vs Number of queries: Sampling model 1

Figure 1 plots the Accuracy vs. Number of Queries curve for our algorithm and the two baselines for sampling model 1. This experiment is performed for \( n = 100 \) and \( k = 10 \) for 200 random trials. As we can see from this figure, our algorithm comprehensively outperforms the two baselines. The results for sampling model 2 are similar and are provided in Appendix E along with the detailed experimental setup and other experimental results.
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Hence, we have:

Lemma 4.

Proof. We prove Lemma 4 by contradiction. Let us assume there exists a set of \( k \) such that:

\[
d_{\text{UCB}}^i < L_i^j, \forall j \in [k - 1 + l].
\]

Since \( \mathcal{E}_\beta \) occurs, it follows from (21) that \( L_i^j \leq d_\beta^j \).

Hence, we have:

\[
L_i^j \leq d_{\text{UCB}}^i < L_i^j, \forall j \in [k - 1 + l].
\]

This implies that at least \( k - 1 + l \) values of \( j \) exist such that \( L_i^j < L_i^j \). However, from the definition of the permutation \( \{ \} \) in (10), we know that exactly \( k - 1 \) such values of \( j \) exist. Since we assumed \( l \geq 1 \), we have a contradiction.

Using Lemma 4, we can easily prove the following theorem which shows that (11) is a correct CI for \( d_{\beta}^i \).

Theorem 3. If the event \( \mathcal{E}_\beta \) occurs, then the k-NN distance of \( x_i \), denoted by \( d_{\text{UCB}}^i \), is bounded as follows:

\[
L_i^j \leq d_{\text{UCB}}^i \leq U_i^j, \forall i \in [n], \forall k \in [n - 1]
\]

where the definitions of \( \langle \cdot \rangle \) and \( \{ \cdot \} \) are as per (9) and (10) respectively.

Proof. Lemma 4 immediately implies that \( L_i^j \leq d_{\text{UCB}}^i \). Using similar arguments, we can also show that \( d_{\text{UCB}}^i \leq U_i^j \), thus proving the theorem.

We now show that when the event \( \mathcal{E}_\beta \) occurs, the value returned by Algorithm 1, i.e., \( x_{\text{U}} \), is same as \( x_{\text{m}_k} \) defined in (2). When the algorithm terminates, we have the following:

\[
U_i^j = U_i^j < L_i^j = U_i^j \leq L_i^j \leq L_i^j \leq U_i^j
\]

where \( l_1 \) and \( l_2 \) are defined in (4). From Theorem 3, we have the following two equations:

\[
L_i^j \leq d_{\text{UCB}}^i, \forall i \in [n] \setminus l_1
\]

\[
d_{\text{UCB}}^i \leq U_i^j, \forall i \in [n - 1] \setminus l_1
\]

Therefore, when the event \( \mathcal{E}_\beta \) occurs, we have \( l_1 = m_k \). Hence, Algorithm 1 provides the correct result with probability at least \( 1 - \delta \).

APPENDIX B

Proof of Lemma 2

Let us define \( \mathcal{E}_{\text{good}}(j) \) as the complement of \( \mathcal{E}_{\text{bad}}(j) \) defined in (19).

Let \( \tilde{S}_{\text{near}} = \{(1), (2), \ldots, (k - 1)\} \) and \( \tilde{S}_{\text{far}} = \{(k + 1), (k + 2), \ldots, (n - 1)\} \), where \( \langle \cdot \rangle \) is a permutation of \([n - 1]\) as per (5).

We prove Lemma 2 by proving that occurrence of \( \mathcal{E}_{\text{good}}(j) \forall j \in \{a_1, a_2, b\} \) implies that both the stopping criteria (14) and (15) are met. Assuming \( \mathcal{E}_{\text{good}}(j) \) occurs \( \forall j \in \{a_1, a_2, b\} \), we first prove that, for all possible values of \( b \) and \( a_1 \), either the stopping criterion (14) is met or there is a contradiction. We assume that the event \( \mathcal{E}_\beta \), which occurs with probability at least \( 1 - \delta \), holds throughout our algorithm.

i. Case 1: \( a_1 \geq k, b \leq k - 1 \) OR \( a_1 \geq k + 1, b = k \)\): \( \mathcal{E}_{\text{good}}(a_1) \) and \( \mathcal{E}_{\text{good}}(b) \) implies that \( d_{\text{UCB}}^i [a_1] - 3\beta^i_{a_1} \geq d_{\text{BAD}}^i [b] + 3\beta^i_{a_1} \), which further implies that \( d_{\text{UCB}}^i [a_1] > d_{\text{BAD}}^i [b] \) (as \( \beta^i_{a_1} > 0 \) for all possible values of \( j \)). This is a contradiction as, by definition, \( a_1 \in \tilde{S}_{\text{near}} \) and \( b = (k) \), implying \( d_{\text{UCB}}^i [a_1] < d_{\text{BAD}}^i [b] \). Hence, this case is not valid by definition.
ii. **Case 2**: \( \{a_1 \leq k - 1, b = k\} \) OR \( \{a_1 \leq k, b \geq k + 1\} \):

\( \mathcal{E}_{\text{good}}(a_1) \) and \( \mathcal{E}_{\text{good}}(b) \) implies that \( \hat{d}^i[b] - 3\beta_{j^i}^b \geq \hat{d}^i[a_1] + 3\beta_{a_1}^i \), which further implies that \( \hat{d}^i[b] - \beta_{j^i}^b > \hat{d}^i[a_1] + \beta_{a_1}^i \). Therefore, \( L^i[b] > U^i[a_1] \) and the stopping criterion (14) is met.

iii. **Case 3**: \( \{a_1 \leq k - 1, b \leq k - 1\} \):

\( \mathcal{E}_{\text{good}}(a_1) \) implies that \( \hat{d}^i[a_1] + 3\beta_{j^i}^a \leq \mu_1 \), which further implies that \( \hat{d}^i[a_1] + \beta_{a_1}^i \leq \mu_1 \). Therefore, by definition of \( a_1 \) (point with the highest UCB in \( S_{\text{near}} \)) and \( \mathcal{E}_{\text{good}}(b) \), we have \( \hat{d}^i[j] + \beta_{j^i}^a < \mu_1 \) for all \( j \in S_{\text{near}} \cup \{b\} \). Since \( \mathcal{E}_\beta \) occurs, we have \( d_j^i < \hat{d}_j^i + \beta_{j^i}^a \). This, coupled with the fact that \( \mu_1 = \frac{d_{k-1}^i + d_k^i}{2} \leq d_k^i \) gives us \( d_j^i < d_k^i \) for all \( j \in S_{\text{near}} \cup \{b\} \). This is a contradiction as this implies \( d_j^i < d_k^i \) holds for \( k \) points, but by definition of \( d_k^i \), it can only hold true for \( k - 1 \) points. Hence, this case is not valid by definition.

iv. **Case 4**: \( \{a_1 \geq k + 1, b \geq k + 1\} \):

**Case 4(i):** \( a_2 \leq k \):

We can arrive at a contradiction using similar arguments as that of **Case 1**. Hence, this case is not valid by definition.

**Case 4(ii):** \( a_2 \geq k + 1 \):

We can arrive at a contradiction using similar arguments as that of **Case 3**. Hence, this case is not valid by definition.

Assuming \( \mathcal{E}_{\text{good}}(j) \) occurs \( \forall j \in \{a_1, a_2, b\} \), we can use similar arguments to prove that, for all possible values of \( b \) and \( a_2 \), either the stopping criterion (15) is met or there is a contradiction. Hence, for all possible values of \( b \), \( a_1 \) and \( a_2 \), either there is a contradiction, or both the stopping criteria (14) and (15) are met. Hence, the result is proved.

**APPENDIX C**

**PROOF OF LEMMA 3**

Let us take the case when \( j < k \). Given \( \beta_{j^1}^i \leq \Delta_j^i/2 \),

\[
\hat{d}^i[j] + 3\beta_{j^1}^i \leq d_j^i + 4\beta_{j^1}^i \\
\leq d_j^i + \frac{\Delta_j^i}{2} \\
\leq \frac{d_k^i + d_{k-1}^i}{2} \\
= \mu_1
\]

where inequality (i) follows from the assumption that \( \mathcal{E}_\beta \) occurs and inequality (ii) follows from the definition of \( \Delta_j^i \). Hence, \( \mathcal{E}_{\text{bad}}(j) \) does not occur for \( j < k \). For \( j > k \), the proof is similar.

For \( j = k \),

\[
\hat{d}^i[k] + 3\beta_{j^i}^i \leq d_k^i + 4\beta_j^i \\
\leq d_k^i + \frac{\Delta_k^i}{2} \\
\leq \frac{d_{k+1}^i + d_k^i}{2} \\
= \mu_2
\]

where inequalities (i) and (iii) follow from the assumption that \( \mathcal{E}_\beta \) occurs and inequalities (ii) and (iv) follow from the fact that \( \Delta_k^i = \min(d_k^i - d_{k-1}^i, d_{k+1}^i - d_k^i) \). Hence, \( \mathcal{E}_{\text{bad}}(j) \) does not occur for \( j = k \) either, thus proving the result.

**APPENDIX D**

**LOWER BOUND ON QUERY COMPLEXITY OF ALGORITHM 2**

In this section, we find a lower bound on the number of queries of all the active algorithms which estimate the \( k \)-NN distance of a point. We do this by mapping the problem to a multi-armed bandit (MAB) setting where, for a reference point \( \mathbf{x}_r \), we have \( n - 1 \) arms, one corresponding to each of the other points. The expected reward of an arm in this mapping is the distance between the reference point and the corresponding neighbour. In this setting, finding the \( k \)-NN corresponds to finding the arm with \( k^{th} \) smallest expected reward. This can be seen as a variant of the widely studied pure exploration problem in the MAB setting [12] where the goal is to identify the arm with the highest expected reward. We make the following assumptions on the dataset, the oracle and the algorithms which interact with it, to ensure that the lower bound is well defined.

- **Sampling Model 1**: Similar to lower bound argument in [4], for this sampling model we will restrict our attention to datasets where \( [x_{i}]_p \in \{-\frac{1}{2}, \frac{1}{2}\} \) \( \forall i \in [n] \) and \( \forall p \in [m] \), and algorithms which only interact with the dataset at any time by accessing the distance between a pair of points across a randomly chosen dimension. Thus, the oracle response for any pair \( (\mathbf{x}_r, \mathbf{x}_j^i) \) has a Bernoulli distribution with mean \( d_j^i \).

- **Sampling Model 2**: For this sampling model, we assume that oracle response for a pair \( (\mathbf{x}_r, \mathbf{x}_j^i) \) has a Gaussian distribution with mean \( d_j^i \) and variance \( \sigma^2 \).

Next, we introduce some notation from the bandit literature [10] to help us find the lower bound. Let \( \nu = (\nu_1, \ldots, \nu_{n-1}) \) be a set of \( n - 1 \) probability distributions which represents an MAB instance with \( \mathbb{E} [\nu_1] < \mathbb{E} [\nu_2] < \ldots < \mathbb{E} [\nu_{n-1}] \). Under our assumptions for sampling model 1, \( \nu_j \) has a Bernoulli
distribution with mean $d_j^a$, and for sampling model 2, $\nu_j$ has a Gaussian distribution with mean $d_j^a$ and variance $\sigma^2$ for all $j \in [n-1]$. Let $\mathcal{A}$ be an active algorithm\(^7\) which identifies the arm with the $k^{th}$ smallest reward ($\nu_k$), with probability at least $1 - \delta$. The algorithm selects an arm $i_t$ at time instant $t$ and gets the reward $X_t$ from the distribution $\nu_{i_t}$. The arm selected by the algorithm at a time instant $t$ is based only on past arm selections and rewards. Let $\mathcal{F}_\tau$ be the $\sigma$-algebra generated from $i_1, X_1, \ldots, i_\tau, X_\tau$. The algorithm terminates when some stopping rule $\xi$ is satisfied. Let $\tau$ denote the stopping time based on the stopping rule $\xi$. We assume that $P[\tau < \infty] = 1$.

**Theorem 4.** Let $\nu = (\nu_1, \ldots, \nu_{n-1})$ be an MAB instance such that $E[\nu_1] < E[\nu_2] < \ldots < E[\nu_{n-1}]$ and $\mathcal{A}$ be an algorithm\(^7\) that identifies the arm with the $k^{th}$ smallest expected reward ($\nu_k$), with probability at least $1 - \delta$. Let $\nu$ be an algorithm based on the stopping rule $\xi$. We assume that $\xi \in \mathcal{F}_\tau$. By definition, we know that $P_{\nu}[\xi] \geq 1 - \delta$ and $P_{\nu'}[\xi] \leq \delta$. This is because, as $\xi$ is the stopping criteria of $\mathcal{A}$ for $\nu$, it will succeed in it with probability at least $1 - \delta$, and fail with any other MAB instance with different optimal arm with probability at most $\delta$. Also, it is easy to show that $\text{KL}(P_{\nu}[\xi], P_{\nu'}[\xi]) = k(1,1) \geq \log(p_{\nu}[\xi])$, where the last inequality holds for $\delta \leq 0.15$. Plugging these values in Lemma 5, we get the following equation.

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') \leq \text{KL}(\nu^* \nu, \nu) + \alpha \text{ and } E[\nu'] > E[\nu_k] \text{ for } a < k.
$$

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') + \alpha \text{ and } E[\nu'] < E[\nu_k] \text{ for } a > k.
$$

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') + \alpha \text{ for } a = k, \text{ where } k^* = \arg \min |E[\nu_j] - E[\nu_k]| \text{ for } j \in \{k - 1, k + 1\}, \text{ and } E[\nu'] < E[\nu_{k-1}] \text{ if } k^* = k - 1, \text{ otherwise } E[\nu'] > E[\nu_{k+1}].
$$

This construction of $\nu'$ ensures that the arm with the $k^{th}$ smallest reward in $\nu$ and $\nu'$ are different.

We know that $\xi$ is the stopping criteria of algorithm $\mathcal{A}$ for the MAB instance $\nu$. As $\tau$ is the stopping time, we have $\xi \in \mathcal{F}_\tau$. By definition, we know that $P_{\nu}[\xi] \geq 1 - \delta$ and $P_{\nu'}[\xi] \leq \delta$. However, as $\xi$ is the stopping criteria of $\mathcal{A}$ for $\nu$, it will succeed in it with probability at least $1 - \delta$, and fail with any other MAB instance with different optimal arm with probability at most $\delta$. Also, it is easy to show that $\text{KL}(P_{\nu}[\xi], P_{\nu'}[\xi]) = k(1,1) \geq \log(p_{\nu}[\xi])$, where the last inequality holds for $\delta \leq 0.15$. Plugging these values in Lemma 5, we get the following equation.

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') \leq \text{KL}(\nu^* \nu, \nu) + \alpha \text{ and } E[\nu'] > E[\nu_k] \text{ for } a < k.
$$

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') + \alpha \text{ and } E[\nu'] < E[\nu_k] \text{ for } a > k.
$$

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') + \alpha \text{ for } a = k, \text{ where } k^* = \arg \min |E[\nu_j] - E[\nu_k]| \text{ for } j \in \{k - 1, k + 1\}, \text{ and } E[\nu'] < E[\nu_{k-1}] \text{ if } k^* = k - 1, \text{ otherwise } E[\nu'] > E[\nu_{k+1}].
$$

This construction of $\nu'$ ensures that the arm with the $k^{th}$ smallest reward in $\nu$ and $\nu'$ are different.

We know that $\xi$ is the stopping criteria of algorithm $\mathcal{A}$ for the MAB instance $\nu$. As $\tau$ is the stopping time, we have $\xi \in \mathcal{F}_\tau$. By definition, we know that $P_{\nu}[\xi] \geq 1 - \delta$ and $P_{\nu'}[\xi] \leq \delta$. This is because, as $\xi$ is the stopping criteria of $\mathcal{A}$ for $\nu$, it will succeed in it with probability at least $1 - \delta$, and fail with any other MAB instance with different optimal arm with probability at most $\delta$. Also, it is easy to show that $\text{KL}(P_{\nu}[\xi], P_{\nu'}[\xi]) = k(1,1) \geq \log(p_{\nu}[\xi])$, where the last inequality holds for $\delta \leq 0.15$. Plugging these values in Lemma 5, we get the following equation.

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') \leq \text{KL}(\nu^* \nu, \nu) + \alpha \text{ and } E[\nu'] > E[\nu_k] \text{ for } a < k.
$$

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') + \alpha \text{ and } E[\nu'] < E[\nu_k] \text{ for } a > k.
$$

$$
\text{KL}(\nu, \nu') \leq \text{KL}(\nu^* \nu, \nu') + \alpha \text{ for } a = k, \text{ where } k^* = \arg \min |E[\nu_j] - E[\nu_k]| \text{ for } j \in \{k - 1, k + 1\}, \text{ and } E[\nu'] < E[\nu_{k-1}] \text{ if } k^* = k - 1, \text{ otherwise } E[\nu'] > E[\nu_{k+1}].
$$

This construction of $\nu'$ ensures that the arm with the $k^{th}$ smallest reward in $\nu$ and $\nu'$ are different.

We know that $\xi$ is the stopping criteria of algorithm $\mathcal{A}$ for the MAB instance $\nu$. As $\tau$ is the stopping time, we have $\xi \in \mathcal{F}_\tau$. By definition, we know that $P_{\nu}[\xi] \geq 1 - \delta$ and $P_{\nu'}[\xi] \leq \delta$. This is because, as $\xi$ is the stopping criteria of $\mathcal{A}$ for $\nu$, it will succeed in it with probability at least $1 - \delta$, and fail with any other MAB instance with different optimal arm with probability at most $\delta$. Also, it is easy to show that $\text{KL}(P_{\nu}[\xi], P_{\nu'}[\xi]) = k(1,1) \geq \log(p_{\nu}[\xi])$, where the last inequality holds for $\delta \leq 0.15$. Plugging these values in Lemma 5, we get the following equation.
In sampling model 2, we have assumed that \( \nu_j \) has a Gaussian distribution with mean \( d_{ij} \) and variance \( \sigma^2 \). Therefore, from [13, Table 1], we have that:

\[
KL(\nu_a, \nu_k) = \frac{(d_{ia} - d_{ik})^2}{2\sigma^2} = \frac{(\Delta_{ia})^2}{2\sigma^2}.
\]

If we plug in (25) and (26) in the result of Theorem 4, we get that:

\[
E_{\nu}[r] \geq N_{\text{low}}(x_i, X), \quad \text{where} \quad N_{\text{low}}(x_i, X) \text{ is given by the following equation.}
\]

\[
N_{\text{low}}(x_i, X) = \tilde{O}\left(\sum_{j=1}^{n-1} (\Delta_{ij})^{-2}\right).
\]

This holds for both the sampling models, under our assumptions. As \( N_{\text{low}}(x_i, X) \) and \( N(x_i, X) \) are of the same order, we can say that Algorithm 2 is optimal.

**APPENDIX E**

**EXPERIMENTAL SETUP AND ADDITIONAL EXPERIMENTS**

In this section we provide additional details about the experimental setup. All the plots that we have reported have been passed through a Savitzky-Golay filter to make them smoother. For sampling model 1, as the naive method to find the mode requires \( mn^2 \) queries, we report the number of queries for this model after dividing them by \( mn^2 \), to understand the reduction in queries achieved. For uniformity, we normalize the number of queries for sampling model 2 by \( mn^2 \) as well.

The concentration bound used in the experiments is \( \beta(u) = \sqrt{(C_{\beta} \log(1 + (1 + \log(u))n/\delta))/u} \). This concentration bound is same as the one used in [4] during experiments. We choose the appropriate value of \( C_{\beta} \) by varying it and studying its affect on the accuracy and the the number of queries. For each value of \( C_{\beta} \), we perform 25 random trials and the average accuracy and the average number of queries are plotted. We perform this experiment for \( n = 100 \) and \( k = 10 \). The results are plotted in Figure 2 (Sampling model 1) and 3 (Sampling model 2). A higher \( C_{\beta} \) implies a larger confidence interval which results in better accuracy, but also leads to an increase in the query complexity. This plot helps us to choose the value of \( C_{\beta} \), for a given requirement on accuracy. From these figures, we have selected the value of \( C_{\beta} \) to be 0.03 for sampling model 1 and 0.01 for sampling model 2, so as to keep the average accuracy = 1 for all the subsequent experiments.

**A. Experiment 1: Accuracy vs Number of queries**

Similar to Figure 1, we also compare the performance of our algorithm, for a fixed budget of queries, with Random Sampling and Naive+, for sampling model 2. We perform 200 random trials and the average accuracy for different number of queries are plotted for \( n = 100 \) and \( k = 10 \).

Figure 4 contains the plot of Accuracy vs. Number of Queries for Algorithm 2 and the two baselines, for sampling model 2. Similar to sampling model 1, Algorithm 2 comprehensively outperforms the two baselines. It has better accuracy for any given number of queries, and it also requires fewer number of queries to achieve accuracy = 1.

**B. Experiment 2: Varying n**

Here, we study the effect of increasing \( n \) on the number of queries, for average accuracy = 1, for different values of \( k \). As our upper bound (13) has \( O(n^2) \) summation terms,
normalizing the number of queries by $mn^2$ helps to understand the effect of increasing $n$ better. For every value of $n$, we perform 20 random trials and the average number of queries are plotted. For a given value of $n$, we choose 3 different values of $k$, i.e., $k = \frac{n}{5}$, $k = \frac{n}{10}$ and $k = \frac{n}{20}$.

The results are plotted in Figure 5 (Sampling model 1) and 6 (Sampling model 2). From the plots, we can conclude that the rate of increase in the number of queries w.r.t $n$ is less than that of $n^2$. Hence, gain in terms of the number of queries is more significant for larger datasets. Also, we can see that for the Tiny Imagenet dataset, the number of queries increase as the value of $k$ increases. This is as expected since the task of estimating the $k$-NN distance becomes harder as more nodes from the dataset are included.

![Fig. 5: Varying n: Sampling model 1](image)

![Fig. 6: Varying n: Sampling model 2](image)