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Abstract. Renewed interest in mixed-precision algorithms has emerged due to growing data capacity and bandwidth concerns, as well as the advancement of GPU’s, which enable significant speedup for low precision arithmetic. In light of this, we propose a mixed-precision algorithm to generate a double-precision accurate matrix interpolative decomposition (ID) approximation under a given set of criteria. Though low precision arithmetic suffers from quicker accumulation of round-off error, for many data-rich applications we nevertheless attain viable approximation accuracies, as the error incurred using low precision arithmetic is dominated by the error inherent to low-rank approximation. To support this claim, we present deterministic error analysis to provide error estimates which help ensure accurate matrix approximations to the double precision solution. We then conduct several simulated numerical tests to demonstrate the efficacy of the algorithms and the corresponding error estimates. Finally, we present the application of our algorithms to a problem in model reduction for particle-laden turbulent flow.
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1. Background. Mixed precision algorithms have recently gained popularity for several reasons. In addition to the reduced memory footprint of lower precision formats, new hardware capabilities like GPUs, e.g., NVIDIA TensorCores \[16\], enable computers to complete arithmetic in low precision at a much faster rate. In particular, dense linear systems may be solved 2 to 4 times faster in half precision than in double precision arithmetic \[8, 9\], while dense matrix-matrix multiplication may be completed up to 10 times faster \[1\]. The data movement bottleneck problem, both on and off node, has increasingly become the dominating barrier to exascale computing; pairing the benefits of the new hardware capabilities with the benefit of the reduced data capacity and bandwidth ensures significant speed ups. However, as lower precisions are introduced into algorithms, concerns about floating-point round-off error must be addressed. Despite these concerns, lower precision arithmetic has been incorporated into many numerical linear algebra algorithms, among them iterative refinement \[2\] and QR factorization \[20\]. We propose that mixed precision can be used to compute low-rank pivoted QR factorizations; the errors accrued in lower precision will be dominated by low-rank approximation error; these decompositions can then be used to form the matrix interpolative decomposition (ID).

IEEE-754 floating point number systems constitute subsets of the reals \(F \subset \mathbb{R}\), representing numbers in terms of a base \(b \in \mathbb{N}\), precision \(t\), significand \(m \in \mathbb{N}\) with \(0 \leq m \leq b^t - 1\), and an exponent range \(e_{\text{min}} \leq e \leq e_{\text{max}}\). For every element \(y \in F\) we have

\[
y = \pm m \times b^{e-t}
\]

The bits used to encode \(e\) are referred to as exponent bits, the bits used to represent \(m\) the mantissa bits, with one bit reserved for encoding the sign of the element \(y \in F\).
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IEEE Standard | Exponent Bits | Mantissa Bits | Round-off Error
---|---|---|---
Half-precision | 5 | 10 | $4.9 \times 10^{-4}$
Single-precision | 8 | 23 | $6.0 \times 10^{-8}$
Double-precision | 11 | 52 | $1.1 \times 10^{-16}$

Table 1.1: Characteristics of three IEEE-754 float formats

In this work, mixed precision arithmetic constitutes combined use of the three IEEE-754 formats: 16 bit binary (half precision), 32 bit binary (single precision), and 64 bit binary (double precision). The number of exponent bits, mantissa bits, and unit round-off errors for these three formats are provided in Table 1.1.

By definition, any two distinct numbers represented in floating point format have some finite spacing between them; rounding will necessarily introduce round-off error to any binary arithmetic operation. We define $fl(\cdot)$ to be the rounding operation, which maps a real number to its closest IEEE-754 representation, and $u = \frac{1}{2}b^{1-t}$ to be the unit round-off error. In order to model round-off error, we follow [11]:

$$fl(x \ op y) = (x \ op y)(1 + \delta), \ |\delta| \leq u,$$

where $op$ represents addition, subtraction, multiplication, or division. We now extend this model to successive FLOPs with the following definition.

**Definition 1.1.** (Lemma 3.1 in [11].) Let $|\delta_i| < u$ and $\rho_i \in \{-1, +1\}$ for $i = 1, \ldots, k$ and $ku < 1$. Then,

$$\prod_{i=1}^{k} (1 + \delta_i)^{\rho_i} = 1 + \theta^{(k)}, \text{ where } |\theta^{(k)}| \leq \frac{ku}{1-u} =: \gamma_k.$$

The quantity $\theta^{(k)}$ represents accumulation of roundoff error in $k$ successive FLOPs, and is bounded above by $\gamma_k$ to provide notational convenience. All notations used in this work are provided in Table 1.2.

1.1. Column ID. Broadly, low-rank matrix approximations seek to identify factor matrices $B \in \mathbb{R}^{m \times k}$ and $C \in \mathbb{R}^{k \times n}$ with $k \ll m, n$ such that $\|A - BC\| < \epsilon$ for some $0 < \epsilon \ll 1$. This work focuses on one such approximation: the column interpolative decomposition (column ID). We approximate a matrix $A \in \mathbb{R}^{m \times n}$ via the column ID as a product of $k$ of its columns $A(:, I) \in \mathbb{R}^{m \times k}$, indexed by $I \subseteq \{1, \ldots, n\}$ with $|I| = k$, referred to as a column skeleton, and a coefficient matrix encoding an interpolation rule on its columns $a_i$, which we denote $P \in \mathbb{R}^{k \times n}$ [3]. In this case, our factor matrix $B$ is the column skeleton $A(:, I)$ and $C$ is the coefficient matrix $P$. Mathematically, the $k$-rank interpolative decomposition is then defined as

$$\begin{pmatrix} a_1 & a_2 & \ldots & a_n \end{pmatrix} \approx \begin{pmatrix} a_{i_1} & a_{i_2} & \ldots & a_{i_k} \end{pmatrix} P ;$$

where,

$$a_i = \sum_{j=1}^{k} a_{i_j} P_{ij} ; \ i_j \in I .$$

This manuscript is for review purposes only.
In order to construct an ID, we first take the input matrix $A$ and compute a column pivoted QR decomposition using a modified Gram-Schmidt scheme \cite{6, 3} so that

\begin{equation}
AZ = QR,
\end{equation}

where $Z$ is a permutation matrix. To obtain a $k$-rank approximation of $A$, we rewrite the QR decomposition in block format;

\begin{equation}
QR = \begin{bmatrix} Q_{11} & Q_{12} \end{bmatrix} \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix},
\end{equation}

where $Q_{11}$ is of dimension $m \times k$, $R_{11}$ is $k \times k$, and $R_{12}$ is $k \times (n - k)$. We then rearrange the sub-matrices;

\begin{equation}
A \approx Q_{11} R_{11} \begin{bmatrix} I & R_{11}^+ R_{12} \end{bmatrix} Z^T = A(:,I) \begin{bmatrix} I & R_{11}^+ R_{12} \end{bmatrix} Z^T = A(:,I) P.
\end{equation}

Hence, $P = \begin{bmatrix} I & R_{11}^+ R_{12} \end{bmatrix} Z^T$, where $+$ denotes the Moore-Penrose pseudo-inverse.

**Remark 1.1.** *In practice $R_{11}$ is frequently ill-conditioned \cite{3}, which can lead to accumulation of significant errors. Due to this ill-conditioning/rank-deficiency in $R_{11}$, we use the pseudo-inverse to construct the coefficient matrix in (1.8).*

Existing error estimates for the $k$-rank approximation generated by an ID provide us with a starting point for analyzing mixed precision algorithms. However, all theory of which we are aware assumes exact arithmetic. This is less useful to us in this particular work, as we are concerned not just with the error inherent to low-rank...
Algorithm 2.1 Double Precision Column ID $A \approx A(:, \mathcal{I})P$

1: procedure MPID($A \in \mathbb{R}^{m \times n}$)
2: $k \leftarrow$ target rank
3: $Q, R, \mathcal{I} \leftarrow MGSQR(A, k)$
4: $T \leftarrow (R(1 : k, 1 : k))^\top R(1 : k, (k + 1) : n)$
5: $P(:, \mathcal{I}) \leftarrow [I_k, T]$  
6: $\mathcal{I} \leftarrow \mathcal{I}(1 : k)$
7: return $\mathcal{I}, P$ set column skeleton to $A_D(:, \mathcal{I})$.
8: end procedure

Algorithm 2.2 Mixed/Low Precision Column ID $A \approx A(:, \mathcal{I})P$

1: procedure MPID($A \in \mathbb{R}^{m \times n}$)
2: $A_L \leftarrow$ reduced precision $fl(A)$
3: $k \leftarrow$ target rank
4: $Q, R, \mathcal{I} \leftarrow$ (Mixed/Low) $MGSQR_L(A_L, k)$
5: $T \leftarrow (R(1 : k, 1 : k))^\top R(1 : k, (k + 1) : n)$
6: $P(:, \mathcal{I}) \leftarrow [I_k, T]$  
7: $\mathcal{I} \leftarrow \mathcal{I}(1 : k)$
8: return $\mathcal{I}, P$ set column skeleton to $A_D(:, \mathcal{I})$ (Mixed) or $A_L(:, \mathcal{I})$ (Low).
9: end procedure

approximation, but also with the error due to round-off accumulated in single or half precision arithmetic. We therefore derive first-of-their-kind error estimates which address how a low-rank approximation generated in mixed precision deviates from a low-rank approximation computed in double precision, as well as the ground truth original double precision matrix.

We adopt deterministic round-off error analysis to estimate the accuracy of our algorithms. Deterministic round-off error analysis can be quite pessimistic; it assumes worst-case round-off accumulation and therefore tends to overestimate error. Despite this shortcoming, error estimates are of great utility; they tell us how the properties of a data matrix affect the accuracy of an approximation, guiding our decision making in the precision we use at each step of our algorithms, as well as the approximation rank we should select for a given matrix. In particular, the precision used in an algorithm is a rough lower bound on the achievable low-rank approximation error; the accuracy of a low-rank approximation cannot exceed an order of magnitude with respect to machine epsilon, which depends on the IEEE-754 format used in the algorithm. With error estimates, we can surmise the limitations of mixed precision interpolative decomposition methods. We now present our main contribution: a mixed precision algorithm for computing a low-rank column ID approximation and corresponding error analysis.

2. Mixed Precision ID. In order to obtain a mixed precision ID algorithm, we augment the column ID algorithm (Algorithm 2.1) so that our double precision input matrix $A_D$ is cast to single or half precision, which we denote $A_L$ (presented in Algorithm 2.2). Let $u_L$ be the low precision round-off error with respect to the real numbers. By definition, $A_D = A_L + E$, where $|E_{(i,j)}| \leq |A_{L_{(i,j)}}|u_L$. Then, the index set $\mathcal{I}$ and coefficient matrix $P$ are computed using our modified Gram-Schmidt procedure in low precision arithmetic ($MGSQR_L(\cdot)$ from Line 4 in Algorithm 2.2).
The indices and coefficient matrix generated in low precision are then used to construct an ID for the original double precision matrix. $MGSQR(\cdot)$ dominates the computational cost in column ID; low precision arithmetic in this step enables overall algorithm speedup if the implementation of the algorithm is either memory or bandwidth bound.

One of the outputs of $MGSQR(\cdot)$ is the index set $I$, corresponding to the selected columns $A(:, I)$. If the column selection step is affected in low precision, and the columns chosen by the mixed precision algorithm constitute a worse basis than those chosen in the double precision case, we may see degradation of the final approximation. However, the data we are concerned with representing is riddled with numerical approximation error. Therefore, our methods do not tell us what an optimal basis for explaining the underlying physical phenomenon in the first place. We assert that the error incurred in this step of the algorithm will not be the dominating error under suitable conditions.

As well as the column selection step in $MGSQR(\cdot)$, another source of error is the computation of the coefficient matrix $P$, which is computed from the $R$ matrix and pivot indices output by $MGSQR(\cdot)$ via a least-squares problem. In particular, the computation of $P$ typically entails solving an ill-conditioned linear system (due specifically to the conditioning of $R_{11}$ in Equation 1.8), and therefore may be susceptible to inaccurate solutions or accumulation of error (see Remark 1.1). To address this, we provide error estimates and numerical results which quantify round-off in the computation of $P$.

Despite concerns with round-off in lower precision arithmetic, in many relevant applications there is inherent error in a given simulation or set of measurements, e.g., structural uncertainty (due to simplifying assumptions in the model used for simulation), or experimental uncertainty (due to noisy measurements). Consequently, the round-off error incurred in low precision arithmetic may be much smaller than these other sources of error, and therefore acceptable. Moreover, if the speedup in mixed precision is significant, then many application areas would welcome this additional error, provided we can assure that the error due to our methods is small compared to that of the dominating error.

We begin with two lemmas to provide us with properties of the ID and round-off estimates that will be used in the main theorem of this work.

**Lemma 2.1.** (Lemma 1 from [15]) There exists a rank $k$ column ID $A = A(:, I)P$ such that, in exact arithmetic,

1. $\|P\|_2 \leq \sqrt{1 + k(n-k)}$,
2. $\|A - A(:, I)P\|_2 \leq \sqrt{1 + k(n-k)\sigma_{k+1}(A_D)}$,

where $n$ is the column dimension of $A$ and $\sigma_{k+1}(A_D)$ is the $(k+1)^{th}$ largest singular value of the double precision data matrix $A_D$.

As in Table 1.2, we denote our original, ground truth double precision matrix $A_D$. The double precision ID approximation to our original matrix generated in double precision is defined to be $\hat{A}_D = A_D(:, I_D)P_D$; the column skeleton and coefficient matrix are both computed entirely in double precision. The mixed precision ID approximation to our double precision matrix is defined to be $\hat{A}_M = A_D(:, I_L)P_L$, where $P_L$ is the coefficient matrix generated in low precision but we use the double precision columns of $A_D$ corresponding to the indices identified by the low precision QR. Finally, the low precision ID approximation to our original matrix is defined as $\hat{A}_L = A_L(:, I_L)P_L$. In the low precision ID approximation we use both the low precision coefficient matrix (as in mixed precision) and the low precision column skeleton.
to form our final ID approximation to $A_D$.

**Remark 2.1.** In this work, we are concerned with obtaining approximations to data matrices which are originally stored in double precision, and therefore assume the products $\hat{A}_D = A_D(:,I_D)P_D$, $\hat{A}_M = A_D(:,I_L)P_L$, and $\hat{A}_L = A_L(:,I_L)P_L$ are evaluated in double precision.

The round-off error in the column skeleton matrix and coefficient matrix will likely dominate any error accrued in evaluating these double precision matrix products; consequently, we assume that this error is zero. Moreover, we assume that the columns selected via pivoting do not change in low precision. Though this is not true in general, this assumption reflects our earlier assertion that the column selection step is not a dominating source of error in our algorithm. This assumption written as an equation is $I_D = I_L$. We now state the main lemma of this work, in which we bound the roundoff error in the coefficient matrix $P_L$ relative to the coefficient matrix computed in double precision, $P_D$.

**Lemma 2.2.** Assume that columns selected in the double precision modified Gram-Schmidt QR subroutine MGQR (hence the corresponding index vector $I_D$ and $I_L$) do not differ from those selected in the low precision modified Gram-Schmidt QR subroutine MGQR$R_L$; $I_D = I_L$. Then, for a double precision matrix $A_D \in \mathbb{R}^{m \times n}$, the coefficient matrix $P_L$ corresponding to its $k$-rank approximation generated in low precision, $P_D$ the coefficient matrix corresponding to its $k$-rank approximation generated in double precision, we have the following roundoff estimate.

\[
\begin{align*}
(2.1a) \quad & \| P_D - P_L \|_2 \leq \rho_L(k, n, u_L), \\
(2.1b) \quad & \rho_L(k, n, u_L) := \sigma_1(A_D)c(k, n)u_L + \sigma_1(A_L)(c(k, n)^2 + \gamma_c(k, n))u_L.
\end{align*}
\]

where $u_L$ is the unit roundoff in low precision, $c(k, n) = \sqrt{1 + k(n - k)/\sigma_k(A_D)}$, $\sigma_1(A_D)$ and $\sigma_1(A_L)$ are the matrix 2-norms of $A_D$ and $A_L$, respectively, and $\sigma_k(A_D)$ is the $k^{th}$ largest singular value of $A_L$.

**Proof.** Let $P_{(L,E)}$ be the product of the low precision sub-blocks of the $R$ matrix $R_{11,L}^+R_{12,L}$ evaluated in exact arithmetic. Then,

\[
\begin{align*}
(2.2a) \quad & \| P_D - P_{(L,E)} \|_2 = \| [I \ R_{11,D}^+R_{12,D}] Z^T - [I \ R_{11,L}^+R_{12,L}] Z^T \|_2, \\
(2.2b) \quad & = \| [I \ R_{11,D}^+R_{12,D}] - [I \ R_{11,L}^+R_{12,L}] \|_2, \\
(2.2c) \quad & = \| 0 \left( R_{11,D}^+R_{12,D} - R_{11,L}^+R_{12,L} \right) \|_2, \\
(2.2d) \quad & = \| R_{11,D}^+R_{12,D} - R_{11,L}^+R_{12,L} \|_2, \\
(2.2e) \quad & \leq \| R_{11,D}^+R_{12,D} - R_{11,L}^+R_{12,L} \|_2 + \| R_{11,D}^+R_{12,L} - R_{11,L}^+R_{12,L} \|_2, \\
(2.2f) \quad & \leq \| R_{11,D}^+ \|_2 \| R_{12,D} - R_{12,L} \|_2 + \| R_{12,L} \|_2 \| R_{11,D}^+ - R_{11,L}^+ \|_2.
\end{align*}
\]

We make use of the fact that $R_{12,L}$ is a sub-matrix of $R_L$, and therefore $\sigma_1(R_{12,L}) \leq \sigma_1(R_L) = \sigma_1(A_L)$ by the interlacing inequalities for singular values [17]. We use the same interlacing inequality in order to bound the matrix 2-norm of $R_{12,D}$ in terms of the matrix $R_D$.

\[
(2.3) \quad \| P_D - P_{(L,E)} \|_2 \leq \sigma_1(A_D)\| R_{11,D}^+ \|_2 u_L + \sigma_1(A_L)\| R_{11,D}^+ - R_{11,L}^+ \|_2.
\]
We now apply Theorem 1 from [3], based on a result originally from [7], which tells us that \( \|R_{11,D}^+\|_2 \leq c(k, n) = \sqrt{1+k(n-k)}/\sigma_k(\mathbf{A}_D). \)

\begin{align}
(2.4) \quad \|P_D - P_{(L,E)}\|_2 & \leq \sigma_1(\mathbf{A}_D)c(k, n)u_L + \sigma_1(\mathbf{A}_L)\|R_{11,D}^+ - R_{11,L}^+\|_2.
\end{align}

Under the assumption that \( R_{11,D} \) and \( R_{11,L} \) are both full rank, by Theorem 4.1 in [18],

\begin{align}
(2.5) \quad \|P_D - P_{(L,E)}\|_2 & \leq \sigma_1(\mathbf{A}_D)c(k, n)u_L + \sigma_1(\mathbf{A}_L)c(k, n)^2u_L.
\end{align}

Finally, accounting for the roundoff error in forming the low precision matrix-matrix product \( R_{11,L}^+ R_{12,L} \), we bound the error between the exact arithmetic low precision coefficient matrix \( P_{(L,E)} \) and the computed low precision coefficient matrix \( P_L \), given as the matrix \( E_L \).

\begin{align}
(2.6a) \quad \|P_{(L,E)} - P_L\|_2 & = \|R_{11,L}^+ R_{12,L} - R_{11,L}^+ R_{12,L} + E_L\|_2, \\
(2.6b) & = \|E_L\|_2, \\
(2.6c) & \leq \gamma_k\|R_{11,L}^+\|_2\|R_{12,L}\|_2, \quad (3.13 \text{ in [11]}) \\
(2.6d) & \leq \gamma_kc(k, n)\sigma_1(\mathbf{A}_L).
\end{align}

Combining this inequality with the inequality (2.5), we obtain

\begin{align}
(2.7) \quad \|P_D - P_L\|_2 & \leq \sigma_1(\mathbf{A}_D)c(k, n)u_L + \sigma_1(\mathbf{A}_L)c(k, n)^2 + \gamma_kc(k, n)u_L. \quad \Box
\end{align}

In assuming that the columns selected in MGSQR do not differ from those selected in MGSQR\(_L\) and that the column skeletons \( \mathbf{A}_D(:,\bar{\mathcal{I}}) \) and \( \mathbf{A}_L(:,\bar{\mathcal{I}}) \) are full rank, we imply that pivoting introduces no additional round-off error in obtaining a QR decomposition. Adversarial cases such as those due to Kahan [14] violate this assumption. However, round-off error due to pivoting in a modified gram-schmidt QR is often on the order of unit round-off [19]. We can easily generalize these estimates to the case in which the pivot indices differ, though doing so leads to overly pessimistic error estimates, and is not within the scope of this paper.

We now use Lemmas 2.1 and 2.2 to quantify how different the approximations generated in mixed-precision and low-precision are from those generated in double precision, given in the following theorem and corollary.

**Theorem 2.3.** Under the same assumptions as those in Lemma 2.2, for a double precision matrix \( \mathbf{A}_D \in \mathbb{R}^{m \times n} \), \( \mathbf{A}_M \), its k-rank ID approximation generated by mixed precision ID, and \( \mathbf{A}_D \), its k-rank ID approximation generated in double precision satisfies the estimate

\begin{align}
(2.8) \quad \|\hat{\mathbf{A}}_D - \hat{\mathbf{A}}_M\|_2 & \leq \sigma_1(\mathbf{A}_D(:,\bar{\mathcal{I}}))\rho_L(k, n, u_L).
\end{align}

**Proof.** We have \( \hat{\mathbf{A}}_D = \mathbf{A}_D(:,\bar{\mathcal{I}})P_D \) and \( \hat{\mathbf{A}}_M = \mathbf{A}_D(:,\bar{\mathcal{I}})P_L \). Thus,

\begin{align}
(2.9a) \quad \|\hat{\mathbf{A}}_D - \hat{\mathbf{A}}_M\|_2 & = \|\mathbf{A}_D(:,\bar{\mathcal{I}})P_D - \mathbf{A}_D(:,\bar{\mathcal{I}})P_L\|_2, \\
(2.9b) & \leq \|\mathbf{A}_D(:,\bar{\mathcal{I}})\|_2\|P_D - P_L\|_2, \\
(2.9c) & \leq \sigma_1(\mathbf{A}_D(:,\bar{\mathcal{I}}))\rho_L(k, n, u_L). \quad (2.2) \quad \Box
\end{align}

We now derive an analogous estimate for a k-rank ID approximation generated entirely in low precision.
we have 

\[ \hat{A} \]

generated using low-precision ID and our original double precision data matrix.

\[ \] 

where

\[ (2.12) \]

ID approximation 

\[ \hat{A} \]

mixed precision algorithm with an added term accounting for the error incurred using 

\[ P \]

that the exact arithmetic bound on the norm of 

\[ P \]
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\[ (2.13e) \]

We write

We now estimate the 2-norm of the difference between our low-rank approximation

In the second line of the proof of Theorem 2.5 we have used the inequality

\[ (2.1)(2.13d) \]

where \( u_L \) is the lower precision round-off error, \( \sigma_1(A_D) \) is the matrix 2-norm of \( A_D \), and \( \sigma_k(A_L) \) is the \((k+1)^{th}\) singular value of \( A_L \).

\[ (2.12) \]

Proof. We write \( A_D = A_L + E \), where \( E \) with \( |E_{(i,j)}| \leq |A_L(i,j)|u_L \) contains the errors in \( A_L \) resulting from round-off when casting \( A_D \) down to \( A_L \). Following the analysis of [10]

\[ (2.13a) \]

\[ (2.13b) \]

\[ (2.13c) \]

\[ (2.13d) \]

\[ (2.13e) \]

In the second line of the proof of Theorem 2.5 we have used the inequality

\[ \| \hat{A}_L - \hat{A}_M \| \leq \| P_L \| \| A_D - A_L \| . \] 

This follows from the fact that, assuming no round-off error in the following matrix-matrix products, \( \hat{A}_L = A_L(:,I)P_L \) and \( \hat{A}_M = A_D(:,I)P_L \), we have

\[ \| \hat{A}_L - \hat{A}_M \| \leq \| A_L(:,I)P_L - A_D(:,I)P_L \| \leq \| P_L \| \| A_L(:,I) - A_D(:,I) \| \leq \| P_L \| \| A_D - A_L \| , \] 

as \( A_L(:,I) \) and \( A_D(:,I) \) are sub-matrices of \( A_L \) and \( A_D \).

We now estimate the 2-norm of the difference between our low-rank approximation generated using low-precision ID and our original double precision data matrix.
For example, if we set the column dimension to \( k = 100 \), increasing the column dimension amounts to sampling more columns from each of the datasets in Table 3.1.

We select our low precisions to be 32 bit binary (IEEE-754 single precision) and 16 bit binary (IEEE-754 half precision). We implement our methods in Julia v1.1, and conducting arithmetic in single precision may lead to overly optimistic results, though this is precisely the manner in which operations are executed on, e.g., NVIDIA TensorCores [16]. Casting variables to low precision requires significant computation time, so we do not measure runtime in these experiments. We report relative accuracy in terms of the matrix 2-norm. In reporting the accuracy of our schemes, we test two important metrics of our algorithms’ performances: how similar of an approximation they generate to that of their double precision counterparts, as well as their approximation accuracy relative to the ground truth double precision matrix.

### 3.1. Comparison to double precision approximation

The value range of each matrix is bounded above by \( 5 \times 10^6 \) for all datasets. Therefore, all entries across all datasets can be represented exactly in single precision, in which unit round-off is \( 6 \times 10^{-8} \). In light of this, we expect accurate results using our mixed precision ID algorithm with our low precision set to single precision (referred to mixed single

**Corollary 2.6.** Under the assumption of Theorem 2.5, for a double precision matrix \( \mathbf{A}_D \in \mathbb{R}^{m \times n} \), its \( k \)-rank approximation generated entirely in low precision arithmetic \( \hat{\mathbf{A}}_L \), we have the error estimate

\[
\| \mathbf{A}_D - \hat{\mathbf{A}}_L \|_2 \leq \sigma_1(\mathbf{A}_D)u_L + \sqrt{1 + k(n-k)}\sigma_{k+1}(\mathbf{A}_L),
\]

where \( u_L \) is the lower precision round-off error, \( \sigma_1(\mathbf{A}_D) \) is the matrix 2-norm of \( \mathbf{A}_D \), and \( \sigma_{k+1}(\mathbf{A}_L) \) is the \((k + 1)^{th}\) singular value of \( \mathbf{A}_L \).

**Proof.** We write \( \mathbf{A}_D = \mathbf{A}_L + \mathbf{E} \), where \( \mathbf{E} \) with \( |\mathbf{E}_{(i,j)}| \leq |\mathbf{A}_{L(i,j)}|u_L \) contains the errors in \( \mathbf{A}_L \) resulting from round-off when casting \( \hat{\mathbf{A}}_D \) down to \( \hat{\mathbf{A}}_L \).

\[
(2.15a) \quad \| \mathbf{A}_D - \hat{\mathbf{A}}_L \|_2 \leq \| \mathbf{A}_D - \mathbf{A}_L \|_2 + \| \mathbf{A}_L - \hat{\mathbf{A}}_L \|_2,
\]

\[
(2.15b) \quad \leq \| \mathbf{E} \|_2 + \sqrt{1 + k(n-k)}\sigma_{k+1}(\mathbf{A}_L),
\]

\[
(2.15c) \quad \leq \sigma_1(\mathbf{A}_D)u_L + \sqrt{1 + k(n-k)}\sigma_{k+1}(\mathbf{A}_L). \quad \square
\]
### Table 3.1: Characteristics of three datasets to be used in the numerical experiments in this paper.

| Dataset | Dimensions | $\sigma_{50}/\sigma_1$ | $\sigma_n/\sigma_1$ | value range |
|---------|------------|------------------------|---------------------|--------------|
| Slow    | 1000 x 1000 | $2.0 \times 10^{-2}$  | $1 \times 10^{-3}$  | $5.0 \times 10^{6}$  |
| Medium  | 1000 x 1000 | $4.0 \times 10^{-4}$  | $1 \times 10^{-6}$  | $1.7 \times 10^{6}$  |
| Fast    | 1000 x 1000 | $1.6 \times 10^{-7}$  | $1 \times 10^{-12}$ | $4.2 \times 10^{6}$  |

Increasing the column dimension of our input, we should expect to observe that the relative error of our mixed precision approximation is not impacted. By adding columns to our test matrix, ID is given a larger set from which to construct a rank 20
basis to approximate the data, although the number of columns being approximated also increases. Therefore, the error accrued by increasing the size of the matrix should be offset by the error due to increased round-off. This is confirmed in the right panel of Figure 3.1, as we observe that our mixed single precision algorithm is robust with respect to increases in column dimension. For all three datasets, mixed single precision ID achieves error around $10^{-8}$.

When we execute mixed single precision ID, we are still using the columns from the double precision matrix in order to construct our column skeleton. On the other hand, in single precision ID, the columns come from the single precision matrix. Generally, we should expect this to introduce error into our approximation. However, our three test matrices have value ranges well within single precision round-off and therefore our single precision ID should still perform well in these tests. This is confirmed by the left panel of Figure 3.2, as our scheme matches the results generated by the double precision algorithm to within unit round-off for almost all target rank values for the medium and fast decay datasets. Again, the slow decay data matrix is more of a challenge for our scheme, though the relative errors, all of which are less than $10^{-6}$, are acceptable given that the low-rank approximation itself introduces far more significant error in all three cases.

Our single precision ID is robust with respect to increases in column dimension, as shown in the right panel of Figure 3.2. In these test cases, single precision ID is almost exactly as close to the double precision scheme as mixed single precision ID. Let us consider the case in which we approximate all 1000 columns of the matrix. In the slow decay test case, our optimal matrix 2-norm error for a rank-20 approximation is $\sigma_{21} = 1/21$ [5], so the discrepancies between the two methods are negligible compared to the low-rank approximation error. In the medium decay test case, the optimal error is given by $\sigma_{21} = 1/(21)^2 = 1/441$, and again the discrepancy is negligible. Finally, in the fast decay test case, the optimal approximation error is roughly $5 \times 10^{-6}$, indicating that single precision ID accumulates round-off error which is dominated by the low-rank approximation error in all three datasets.

We now conduct the same set of numerical experiments, but in simulated half precision, meaning that our data matrices are cast to half precision, but round-off error is accumulated in single precision. Because unit round-off in half precision
We observe a significant difference in performance between mixed half precision ID and double precision ID. In the left panel of Figure 3.3, we see that our scheme performs reasonably well on the medium decay and fast decay test cases for low target rank values. For higher target rank values, the method breaks in the fast decay case due to numerical underflow, while struggling on the slow decay test matrix. In the right panel of Figure 3.3 we observe that we are within 1-2 digits of accuracy of the double precision approximation in almost all cases, with the algorithm performing the best on the fast decay test matrix and worst in the medium decay case. Mixed half precision ID is able to generate reasonably accurate low-rank approximations for all three matrices, and is therefore useful in situations where computational bottlenecks may necessitate the use of half precision arithmetic.

Finally, we compare half precision ID to double precision ID. In this test case, we expect results similar to those between mixed half precision and double precision, which is verified by Figure 3.4. In the left panel of the figure, we see that our method struggles in the slow decay test cases, improves as rank is increased in the medium decay test case, and performs quite well in the fast decay test case for low target rank values before breaking, again due to numerical underflow. As we increase the column dimension of our matrix, the half precision algorithm maintains about 1 digit of accuracy for all three test matrices, performing best in the fast decay test case and far less consistently in the slow and medium decay test cases (right panel of Figure 3.4).

We now present numerical tests for our theoretical error estimates (Theorem 2.3 and Corollary 2.4) for mixed precision ID on the slow singular value decay dataset (see Table 3.1) to see if they effectively estimate the accuracy of our schemes. In Figure 3.5, we see that our estimates on the errors between mixed single and single precision ID and double precision ID overestimate the actual error significantly, becoming less effective as we increase target rank. Even for the lower target rank values which we tested, our estimate is still incredibly pessimistic. In Figure 3.6, we also overestimate
Fig. 3.4: Relative spectral error of half precision ID with respect to target rank (left) and column dimension (right). The algorithm breaks on the fast decay matrix for target ranks exceeding 21 due to numerical underflow.

Fig. 3.5: Relative spectral error of mixed (left) and low precision ID (right) in single precision compared to the double precision approximation and corresponding error estimates with respect to target rank for the slow decay test case.

the error, but to a lesser extent, nevertheless capturing the general trend of the error.

In the medium and fast decay test cases, our error estimate is less tight than the slow decay test case. We therefore omit results for these cases, and comment that due to the asymptotic dependence on \((1 + k(n - k))\sigma_k(A_D)^{-2}\), which arises from the fact that computing an ID requires solving a least-squares problem which tends to be ill-conditioned, as well as the large unit round-off in half precision, our error estimates can be expected to be pessimistic when our matrix has singular values which decay rapidly and we choose \(k\) to be too large. This implies a tradeoff between the low-rank structure of a matrix and the round-off error computing an approximation incurs; matrices with sharp singular value decay are ideal for low-rank approximation, but sharp singular value decay can introduce significant round-off, even numerical underflow, in low precision.
3.2. Comparison to ground truth. We now measure the performance of our single precision algorithms against the ground truth double precision matrix. In Figure 3.7, we observe that for all three test datasets, our algorithm achieves improvements in error as target rank is increased. We also evaluate the approximation error of single precision ID relative to the ground truth matrix. Because a single precision ID approximation is generated using a single precision column subset as well as a single precision coefficient matrix, we should expect some loss of accuracy. Comparing the two panels of Figure 3.7, we see that single precision ID performs almost exactly as well as mixed precision ID, demonstrating that at least for the three test matrices we have selected for our experiments, single precision ID is an effective tool for low rank matrix approximation.

We now conduct the same set of numerical experiments, but in simulated half precision. We observe the failure of our scheme to approximate the fast decay data.
matrix for any target rank exceeding 21 in Figure 3.8. We also see that mixed half precision ID performs about as well as single precision ID, though mixed half precision ID breaks on the fast decay data matrix for target ranks exceeding 21. We compare our entirely low half precision ID approximation to the ground truth double precision data matrix in the right panel. In this test, we expect significant errors due to the fact that we are approximating our original double precision matrix with an interpolative decomposition comprised of half precision columns, as well as a half precision coefficient matrix. We see that our algorithm struggles in the slow decay test case, performs reasonably well in the medium decay case, and gives good approximations to our fast decay matrix before breaking for too large of target rank values.

We now present our error estimates in four test cases, using the medium decay test data in this case, to verify that they effectively capture the accuracy of our schemes. In Figure 3.9, we see that our estimates of the errors between mixed single and low
Fig. 3.10: Relative spectral error of mixed half and half precision ID compared to the ground truth double precision matrix and corresponding error estimates with respect to target rank.

Fig. 3.11: Cross section of a particle-laden turbulent channel flow [4].

single precision ID and the ground truth overestimate the actual error by less than a factor of ten. In Figure 3.10, we see that our estimate of the error between mixed low half precision ID and the ground truth overestimates the actual error by less than a factor of ten in most cases, but that in the mixed half precision case our estimate becomes less and less effective as we increase the target rank. This is due to the fact that unit round-off in half precision ($4.9 \times 10^{-4}$) is much larger than unit round-off in single precision ($6.0 \times 10^{-8}$), which leads the first term in our estimate (see Theorem 2.5) to dominate and overestimate the actual error by a significant amount.

Both of our error estimates for the difference between the low precision ID low-rank approximation and the ground truth capture the decay of the error, and for almost all target rank values do not overestimate the error by more than a digit. This indicates that Theorem 2.5 and Corollary 2.6 are useful for estimating the effectiveness of our mixed and low precision interpolative decomposition algorithms.

4. Reduced order modeling for particle-laden turbulence. As a real-world dataset, we select stream-wise velocity data taken from particles suspended in a turbulent channel flow (see Figure 3.11) with Stokes number $St^+ = 1$ (see [13, 4] for background on the problem setup and corresponding dataset). We seek to use our mixed and low precision algorithms to (1) identify the ‘most important’ subset of particles in a large scale simulation and (2) use the information from these particles to compute statistics of the system of interest. In this application, our dataset will be the stream-wise velocities of 5000 particles measured over 10000 time steps in a
turbulent channel flow with periodic boundary conditions. We will use the mixed precision ID algorithms to select the most important subset of these particles, and then use this subset of particles to predict the time evolution of the entire system.

| Dimensions | \( \sigma_{50}/\sigma_1 \) | \( \sigma_n/\sigma_1 \) | value range |
|------------|----------------|----------------|-------------|
| 10000 \times 5000 | \( 5.0 \times 10^{-4} \) | \( 3.3 \times 10^{-9} \) | \( 4.1 \times 10^9 \) |

Table 4.1: Characteristics of particle stream-wise velocity data matrix.

We use all four variations of mixed and low precision ID, as well as a regular double precision ID, in order to construct our reduced order models. We use subsets of 10, 20, and 40 particles to predict the velocities of two particles (not originally chosen by our column selection) over the 10000 time steps for which they are tracked in our flow. The ground truth trajectories and the five approximate trajectories generated using double precision, single precision, half precision, mixed single precision, and mixed half precision ID are shown in Figure 4.1. We expect that as we increase our target rank, our predicted trajectories should become more accurate. This is supported by our results for both particles - as we increase the target rank (number of particles in our reduced order model) we see that in both cases all five algorithms converge to the ground truth. We also expect that the double and single precision methods will perform superior to half precision, which is reflected in the plots - the worst performing methods of the five are the half and mixed half precision IDs.

In order to further distinguish the performance of the five methods, we compute the mean squared approximation error over the 10000 time-steps for which we trace our two particles. We expect that the double precision method will perform the best of the five, while both single precision algorithms should perform almost as well. Finally, our half precision schemes are expected to incur the most error. This is confirmed by the mean squared errors for the two particles reported in Tables 4.2 and 4.3. The single precision algorithms both perform as well as the double precision for both particles and all three target rank values. The half precision method perform the worst and as poorly as one another. This demonstrates that even if we use the double precision columns from the ground truth matrix to construct our approximation, in some cases, the round-off error in the coefficient matrix \( P \) dominates the error when we compute an ID in half precision.

5. Conclusions. In this work we derive mixed and low precision algorithms for computing the matrix interpolative decomposition, as well as error estimates to provide guarantees on their performances. Experiments demonstrate that our schemes are effective in single precision. Low-rank approximation is not as well suited to half precision arithmetic, therefore, our methods do not perform as well in half precision, but nevertheless succeed in generating low-rank approximations in some test cases. Half precision appears to be most effective for matrices with sharp singular value decay and small target rank values. In single precision, our error estimates are pessimistic, while in half precision they are more representative of the actual error observed in numerical experiments. Deterministic error analysis tends to overestimate roundoff error, and in our case fails to capture how effective low-rank approximation schemes are for a variety of scenarios in single precision. We apply our algorithms to a reduced order modeling problem, using them to model entire systems of particles suspended in turbulent flow using only a fraction of the entire system. An immediate next step of this work is to derive tighter estimates using probabilistic error analysis [12], as well
as to incorporate other ideas from numerical linear algebra such as matrix sketching into our algorithms for increased speed. Moreover, blocked implementations of our algorithms will help mitigate roundoff accumulation, particularly in half precision, which will accommodate the latest developments in half precision hardware.
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