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Abstract
This paper presents a framework to solve the strategic bidding problem of participants in an electricity market cleared by employing the full AC Optimal Power Flow (ACOPF) problem formulation. Traditionally, the independent system operators (ISOs) leveraged DC Optimal Power Flow (DCOPF) problem formulation to settle the electricity market. The main quest of this work is to find what would be the challenges and opportunities if ISOs leverage the full ACOPF as the market-clearing Problem (MCP)? This paper presents tractable mathematical programming with equilibrium constraints for the convexified AC market-clearing problem. Market participants maximize their profit via strategic bidding while considering the reactive power dispatch of generation units. The equilibrium constraints are procured by presenting the dual form of the relaxed ACOPF problem. The strategic bidding problem with ACOPF-based MCP improves the exactness of the location marginal prices (LMPs) and profit of market participants compared to the one with DCOPF. It is shown that the strategic bidding problem with DCOPF-based MCP is unable to model the limitation of reactive power support. The presented results display cases where the proposed strategic bidding method renders 52.3% more profit for the Generation Company (GENCO) than the DCOPF-based MCP model. The proposed strategic bidding framework also addresses the challenges in coupling real and reactive power dispatch of generation constraints, ramping constraints, demand response implications with curtailable and time shiftable loads, and AC line flow constraints. Therefore, the presented method will help market participants leverage the more accurate ACOPF model in the strategic bidding problem.
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Nomenclature

**Variables**

\( C'_{u,t} \)  Bid of segment \( u \) of unit \( g \) at time \( t \)

\( C'_{l,t} \)  Bid of segment \( z \) of load \( l \) at time \( t \)

\( c, s \)  Lifting operator terms for SOCP relaxation

\( e^t_i, f^t_i \)  Real and imaginary parts of voltage phasor of bus \( i \) at time \( t \)

\( f^t_{g,u} \)  Binary variable representing the bidding of segment \( u \) of generation unit \( g \) at time \( t \)

\( P^t_g, Q^t_g \)  Real and reactive power dispatch of generation unit \( g \) at time \( t \)

\( P^z_d, Q^z_d \)  Dispatch to segment \( z \) of load \( d \) at time \( t \)

\( P^{u,t}, Q^{u,t} \)  Sending real and reactive power of line \( l \) at time \( t \)

\( P^{s,t}, Q^{s,t} \)  Receiving real/reactive power from line \( l \) at time \( t \)

\( \mu \)  Dual variable for inequality constraints

\( \lambda \)  Dual variable for equality constraints

**Parameters**

\( b_{l}^{sh} \)  The shunt susceptance of line \( l \)

\( g_l, b_l \)  The real and imaginary parts of admittance of line \( l \)

\( C_{P,u}^f \)  Generation cost of segment \( u \) of generation unit \( g \)

\( C_{Q}^q \)  Reactive power generation cost of generation unit \( g \)

\( P_{g}, P_{g}^{\bar{}} \)  Minimum and maximum capacity of real power of generation unit \( g \).

\( Q_{g}, Q_{g}^{\bar{}} \)  Minimum and maximum capacity of reactive power of generation unit \( g \)

\( P_{g}^{\bar{}} \)  Maximum generation capacity of segment \( u \) of generation unit \( g \)

\( R^u_g, R^d_g \)  Upper/lower bounds of ramping limits of unit \( g \)

\( p^t_d, q^t_d \)  Real and reactive demand \( d \) at time \( t \)

\( S_l \)  Maximum apparent power capacity of line \( l \)

\( W^z_d \)  Willingness to pay of segment \( z \) of demand \( d \) at time \( t \)

\( V_i, V_i^\bar{} \)  Maximum and minimum voltage magnitude at bus \( i \)

\( \alpha_c \)  The coefficient of bidding strategy

\( \alpha^\pm \)  The lower and upper limits of submitted bids

\( \rho_g^{+,-u} \)  Negative/positive slope of segment \( u \) of piece-wise linear model of the coupling of \( P_g \) and \( Q_g \)

\( \chi_d^z \)  The portion of segment \( z \) from load \( d \)
1. Introduction

Before deregulation, the electricity industry was regulated by the federal energy regulatory commission and state public utility commissions. After the deregulation, electricity is evolved into a distributed commodity. The electricity market derives its price to reduce the total cost of the network through the increase in competitiveness [1]. In this paradigm, each market participant (e.g., GENCOs) wants to maximize its profit by leveraging an optimal bidding strategy in a bilateral electricity market consisting of GENCOs and loads [2] or in a transmission-constrained network where GENCOs have incomplete information [3]. In electrical power systems, market participants submit their bids to the ISO. Then, the ISO will clear the market to determine the locational marginal pricing (LMP) and the awarded hourly generation dispatch of participants over 24 hours. The strategic bidding of GENCOs in electricity markets with the DC market-clearing problem (DC-MCP) is extensively studied in the literature. Each GENCO maximizes its profit given the DCOPF problem solved by ISO to clear the market. For instance, in [4], the authors proposed a procedure to derive strategic offers relies on a bi-level programming model whose upper-level problem represents the profit maximization of the strategic GENCOs. In contrast, the lower-level one represents the MCP and the corresponding price formation. The bi-level model is reduced to a mixed-integer linear programming problem using the strong duality theorem and the Karush–Kuhn–Tucker (KKT) optimality conditions. In [5], authors proposed a compact formulation to find all pure Nash equilibria with stochastic demands based on the Stackelberg game. In [6], the authors proposed a yearly stochastic self-scheduling model for a price-maker hydro producer. In [7], a model aimed at helping strategic producers in making informed decisions on generation capacity investment is proposed. In all these articles, the ISO minimizes the total cost of operation subjected to physical constraints of the power system. Thus, the strategic bidding problem is
formulated as a bi-level optimization problem that can be reformulated as a single Mathematical Program with Equilibrium Constraints (MPEC) with DC approximation power flow constraints [8].

With the recent advancement to find a polynomial-time solution for the full ACOPF problem, ISOs will soon consider clearing the market based on ACOPF problem formulation. This paper envisions a strategic bidding problem based on the assumption that ISOs will adopt ACOPF problem formulation for their market-clearing process. The AC power flow constraints and the network losses are not directly considered in the market-clearing based on the DCOPF problem. Thus, the MCP might not present a realistic representation of the system. There are two major approaches to model network losses in the DCOPF calculation. In marginal loss modeling, the loss of lines is presented as a linear function of nodal injections. In [9], the authors investigate some aspects of including a marginal line loss approximation in the DCOPF. The impact of the loss of lines on the LMP of buses is illustrated in [10]. A matrix loss distribution framework is developed in [11] to gain more design flexibility in the distribution of system losses. Each line is considered separately for loss distribution. Another approach is to model the loss of lines in the DCOPF problem as a piece-wise linear function of the line flow, as shown in [12]. In [13], authors examine the effect of non-physical losses on optimal power flow solutions and LMPs. Non-physical losses are created when segments of piece-wise linear functions used to approximate real power losses for a DCOPF problem are selected in the wrong order. A better curve fitting technique is presented in [14] that can improve the power flow accuracy of the piece-wise linear loss modeling in the DCOPF calculation. These methods approximate the loss of the network with a linear or piece-wise linear function. Therefore the solution procured by the lower-level problem may be different from the solution of the ACOPF problem.

Different relaxation methods including SOCP [15], Semi-Definite Programming (SDP) [16] and moment relaxation methods[17]. Quadratic Convex (QC) [18] presented a convex relaxed form of the full ACOPF problem with improved relaxation gap. Besides, the SOCP relaxation is strengthened with polyhedral envelopes [19], McCormick envelopes [20], mixed SOCP/SDP moment relaxations [21], and cycle constraints [22]. These developments motivated this research to utilize the ACOPF-based MCP for the strategic bidding problem by leveraging the dual form of the convexified ACOPF problem and procuring the MPEC problem with convexified AC constraints. Since the solution procured by the DCOPF problem formulation for the MCP may encounter inaccuracies, in this paper, the full ACOPF problem formulation is employed to increase the accuracy. Besides, the reactive power dispatch and flow in the electricity network cannot be considered in DCOPF-based MCP formulation. Thus, the literature did not consider the limitation of reactive power support of generation units, the impact of the reactive power flow on the voltage magnitude of buses, and the capacity of lines. This paper aims to fill this gap by introducing a new formulation for the strategic bidding problem that maximizes the profit of real and reactive power dispatch of market participants (e.g., GENCOs) subjected to the ACOPF-based MCP.

Leveraging the ACOPF problem formulation as the MCP of strategic bidding problem, instead of the DCOPF problem formulation, brings the following questions: Can we formulate strategic bidding problem once ISOs adopt ACOPF for their market-clearing prices, and if so, what are the challenges and opportunities? What would be market inefficiencies in rendering the LMPs under DC constraints once compared with a market-clearing process with AC constraints? What would be the impact of the limitation of reactive power support of generation units, demand-side management, coupling of real and reactive power dispatch of generation units, and ramping limits of generation units on the solution of the strategic bidding problem? What would be the impact of considering the reactive-LMP on the strategic bidding problem?
The main contributions of this paper are listed as follows.

- Propose a strategic bidding problem with ACOPF-based MCP for market participants to simultaneously consider real and reactive power dispatch.
- Procure the closed-form representation of the relaxed ACOPF-based MCP leveraging its dual formulation considering voltage limits as well as real and reactive power flow constraints.
- Illustrate the capability of ACOPF-based MCP to capture the reactive power dispatch of generation units as well as voltage limitations and demonstrate the limitations of DCOPF-based MCP to enforce those constraints.
- Investigate the market implications of employing ACOPF problem formulation for the MCP, including reactive power support of generation units, demand-side management, coupling of real and reactive power dispatch of generation units, and ramping limits of generation units.

The investigation procedure of this paper is presented in Fig. 1. The main goal of this procedure is to solve the strategic bidding problem with ACOPF-based MCP. As presented in Section 2, this problem is non-convex due to the non-convexity of ACOPF-based MCP, and non-linear due to the bi-linear terms multiplying LMPs with awarded dispatches in the objective. Therefore, the strategic bidding problem is formulated as a bi-level non-convex problem. The lower-level problem is the ACOPF-based MCP which passes the LMPs and awarded real and reactive power dispatches to the profit maximization problem. The SOCP relaxation method is deployed to relax the non-convexity of the ACOPF-based MCP in section 3.2. Once the dual form of the relaxed problem is procured in Section 3.3, the MCP is represented in a tractable mixed-integer conic closed-form with a set of primal, dual, the equality of primal and dual objectives constraints, and binary expansion in section 3.4. The upper-level problem aims to maximize the profit for market participants. Its bi-linear terms are replaced by the equivalent terms procured by leveraging the KKT condition of the relaxed ACOPF-based MCP as well as constraints in the dual form of AC-MCP as presented in Section 3.5. Thus, the non-convex bi-level problem is transformed into a tractable single-level problem that can be solved with the off-the-shelf mixed-integer conic solvers.
2. Problem Formulation

The strategic bidding problem for a GENCO, as one type of market participant, is formulated in (1), when ACOPF problem formulation is employed as the MCP. The presented problem is a bi-level optimization problem, where the upper-level problem is the profit maximization problem. The lower-level problem is the MCP. The objective of the upper-level problem is to maximize the profit of a GENCO, as shown in (1a). The revenue is procured both by the real and reactive power generation of the unit that belongs to the GENCO, where the power is multiplied by the associated LMP of the connected bus. Besides, the GENCO expenses are presented by the summation of dispatches multiplied by their generation cost. More reactive power dispatch of the generation units leads to more real power loss. Besides, reactive power causes undesirable mechanical stresses and vibrations to the torque of the generation unit and may cause excessive wear and tear, which will decrease the generation unit’s lifespan. Thus, the cost of dispatching reactive power of generation units is considered here. The upper bound and lower bound of the bid submitted by generation unit $g$ at time $t$ is presented in (1b). The MCP with full ACOPF formulation in rectangular form is presented in (1c)-(1u). Here, the indicated variables after each colon in (1d)-(1u) introduce the dual variables corresponding to each constraint in the primal form of the MCP. In the objective function of the MCP shown in (1c), the total cost of bidding and non-bidding generation units including cost of real and reactive power dispatch is minimized. At the same time, the served demand is maximized based on the willingness to pay (WTP) of consumers. The total real power dispatch of generation unit $g$ at time $t$ is equal to the summation of the dispatch of each segment of generation unit $g$ at time $t$, as shown in (1d). The ramping up and down constraints of power generation unit $g$ are presented in (1e) and (1f), respectively. The physical limits of real power generation of unit $g$ and real power generation of segment $u$ of unit $g$ at time $t$ are presented in (1h) and (1g), respectively. The capability curve of synchronous generation units defines the boundaries within which it can deliver reactive power continuously without overheating [23]. The approximated piece-wise linear constraint representing the capability curve of generation units is presented in (1i), where the upper bound and lower bound of the reactive power of unit $g$ at time $t$ is a function of the maximum/minimum reactive power dispatch of unit $g$, the slope of piece-wise linearized capability curve, and the real power generation dispatch of segment $u$ of unit $g$ at time $t$. It is assumed here that each generation unit only works in over-excitation or under-excitation modes over period $T$. Since $\rho^{-u}_g$ is negative, the upper bound of the reactive power of unit $g$ at time $t$ decreases when the real power of the generation unit increases. Since $\rho^{+u}_g$ is positive, the lower bound of the reactive power of unit $g$ at time $t$ increases when the real power of the generation unit increases. The upper bound of the delivered real power to segment $z$ of fixed load $d$ at time $t$ is presented in (1j). Note that the summation of all $\chi^z_d$ over all segments of the fixed load is one. Thus, the delivered real power to fixed load $d$ at time $t$ is less than or equal to the demand of load $d$ at time $t$.

The equality constraint given in (1k) represents the model of fixed load $d$ at time $t$ that should be served. The constraints modeling the shiftable and non-shiftable portions of curtailable loads are presented in (1l). The summation of served demand of segment $z$ of the shiftable curtailable load $d$ over 24 hours is equal to the $\chi^z_d$ multiplied by the summation of demand of shiftable curtailable load $d$ over 24 hours. This enables the ISO to serve the shiftable portion of the load during off-peak hours. Here, the curtailable load refers to a load that a portion of its demand can be curtailed at each hour, while the shiftable load is a load that the summation of its served demand over 24 hours is equal to the summation of its demand over 24 hours. The nodal balance equations for the real and reactive power at each bus are shown in (1m) and (1n), respectively. The dual variables
corresponding to constraints (1m) and (1n) are the LMPs for the real and reactive power at bus \( i \). The real and reactive power flow sending through line \( l \) are given in (1o) and (1q), respectively. The real and reactive power flow receiving from line \( l \) are given in (1p) and (1r), respectively. The upper limit and lower limit of voltage magnitude at each bus are given in (1s), where the voltage limits are presented in their square form. Equations (1t) and (1u) present the linearized formulation for thermal line limits, where \( \varepsilon_l \) is an auxiliary parameter, which is dependent on the power factor of load as calculated in [24]. Here, the absolute values of the real and reactive power flow of line \( l \) at time \( t \) are modeled. To procure the absolute values, constraints (1v)-(1y) are employed with a set of auxiliary variables.

\[
\begin{align*}
\text{max} & \quad \sum_{g \in G} \sum_{i \in I_g} \left( \sum_{t \in T} \left( \lambda_{P_{g,t}}^{i,t} P_{g,t}^t + \lambda_{Q_{g,t}}^{i,t} Q_{g,t}^t - C_g^{Q} Q_{g,t}^t - \sum_{u \in U_g} C_g^{P,u} P_{g,u}^t \right) \right) \\
\text{s.t.} & \quad 0 \leq P_{g,t} \leq P_{g}^{u,t} \quad \forall g \in G, \forall t \in T \\
\end{align*}
\]

(1a)

\[
\begin{align*}
\text{min} & \quad \sum_{g \in G} \sum_{i \in I_g} \left( \sum_{t \in T} \left( \lambda_{P_{g,t}}^{i,t} P_{g,t}^t + \sum_{g \in G - B} \sum_{u \in U_g} C_g^{P,u} P_{g,u}^t + \sum_{g \in G} C_g^{Q} Q_{g,t}^t - \sum_{d \in D} \sum_{z \in Z_d} W_d^{z,t} P_{d,z}^{z,t} \right) \right) \\
\text{s.t.} & \quad \sum_{u \in U_g} P_{g,u}^t = P_{g}^t \\
\end{align*}
\]

(1b)

\[
\begin{align*}
\sum_{g \in G} \sum_{i \in I_g} \left( \sum_{t \in T} \left( P_{g,t}^d - P_{g,t}^{d-1} \leq R_g^{d} \quad \forall t \in T \setminus \{1\} \\
R_g^{d} \leq P_{g,t}^d - P_{g,t}^{d-1} \leq R_g^{u} \quad \forall t = 1 \\
\right) \right) \\
0 \leq P_{g,u}^t \leq P_{g,\ell}^u \\
P_{g}^d \leq P_{g,t}^d \leq \bar{P}_g \\
Q_{g}^d + \sum_{u \in U_g} \rho_{g,u}^{d,u} P_{g,u}^t \leq Q_{g}^d + \sum_{u \in U_g} \rho_{g,u}^{d,u} P_{g,u}^t \\
0 \leq P_{d,z}^{z,t} \leq \lambda_{dP_{g,t}}^{d,z} \\
\sum_{d \in D \setminus \{d\}} \sum_{z \in Z_d} P_{d,z}^{z,t} = \lambda_{dP_{g,t}}^{d} \\
\sum_{g \in G} \sum_{t \in T} P_{g,t}^d = \sum_{t \in T} P_{g,t}^d \\
\sum_{g \in G} \sum_{t \in T} Q_{g,t}^d = \sum_{t \in T} Q_{g,t}^d + d_d^t \\
\sum_{g \in G} \sum_{i \in I_g} \left( \sum_{t \in T} \left( g_i(e_{i,t}^{e,2} + f_{i,t}^{f,2}) - g_i(e_{i,t}^{e,f} + f_{i,t}^{f}) - b_i(e_{i,t}^{e,f} - e_{i,t}^{e,f}) \right) \right) \\
\sum_{i \in I_g} \left( \sum_{t \in T} \left( -g_i(e_{i,t}^{e,2} + f_{i,t}^{f,2}) + g_i(e_{i,t}^{e,f} + f_{i,t}^{f}) + b_i(e_{i,t}^{e,f} - e_{i,t}^{e,f}) \right) \right) \\
\sum_{i \in I_g} \left( \sum_{t \in T} \left( -(b_i + \frac{b_i^{sh}}{2})(e_{i,t}^{e,2} + f_{i,t}^{f,2}) + b_i(e_{i,t}^{e,f} + f_{i,t}^{f}) - g_i(e_{i,t}^{e,f} - e_{i,t}^{e,f}) \right) \right)
\end{align*}
\]

(1c)

\[
\begin{align*}
(1d) & \quad \lambda_{P_{g,t}}^{1} \\
(1e) & \quad \mu_{P_{g,t}}^{1} \text{, } \bar{P}_{g,t}^{1} \\
(1f) & \quad \mu_{P_{g,t}}^{1} \text{, } \bar{P}_{g,t}^{1} \\
(1g) & \quad \mu_{P_{g,t}}^{1} \text{, } \bar{P}_{g,t}^{1} \\
(1h) & \quad \mu_{P_{g,t}}^{1} \text{, } \bar{P}_{g,t}^{1} \\
(1i) & \quad \mu_{P_{g,t}}^{1} \text{, } \bar{P}_{g,t}^{1} \\
(1j) & \quad \mu_{P_{g,t}}^{1} \text{, } \bar{P}_{g,t}^{1} \\
(1k) & \quad \mu_{P_{g,t}}^{1} \text{, } \bar{P}_{g,t}^{1} \\
(1l) & \quad \mu_{P_{g,t}}^{1} \text{, } \bar{P}_{g,t}^{1} \\
(1m) & \quad \lambda_{P_{g,t}}^{1} \\
(1n) & \quad \lambda_{Q_{g,t}}^{1} \\
(1o) & \quad \lambda_{P_{g,t}}^{1} \\
(1p) & \quad \lambda_{P_{g,t}}^{1} \\
(1q) & \quad \lambda_{Q_{g,t}}^{1} \\
\end{align*}
\]
\[
Q_{l,t}^r = \sum_{i \in \mathcal{F}_{l}, j \in \mathcal{T}_l} \left((b_l + \frac{b_l^\rho}{2})(e_j^l + f_j^l)^2 - b_l (e_j^l e_j^l + f_j^l f_j^l) + g_l (e_j^l f_j^l - e_j^l e_j^l)\right) : \lambda_{l,t}^r \quad (1r)
\]
\[
(V_i) \leq e_i^t + f_i^t \leq (V_i)^2 : \mu_i^t, \bar{P}_i^t \quad (1s)
\]
\[
(P_{l,+}^s + P_{l,-}^s + \varepsilon_l (Q_{l,+}^s + Q_{l,-}^s)) \leq S_l \quad : \bar{P}_i^t, \bar{P}_i^t \quad (1t)
\]
\[
(P_{l,+}^s + P_{l,-}^s + \varepsilon_l (Q_{l,+}^s + Q_{l,-}^s)) \leq S_l \quad : \bar{P}_i^t, \bar{P}_i^t \quad (1u)
\]
\[
(P_{l,+}^r - P_{l,-}^r) = P_{l}^r \quad : \lambda_{l}^{r,t} \quad (1v)
\]
\[
P_{l,+}^r - P_{l,-}^r = P_{l}^r \quad : \lambda_{l}^{r,t} \quad (1w)
\]
\[
Q_{l,+}^r - Q_{l,-}^r = Q_{l,t}^r \quad : \lambda_{Q_l}^{r,t} \quad (1x)
\]
\[
Q_{l,+}^s - Q_{l,-}^s = Q_{l,t}^s \quad : \lambda_{Q_l}^{r,t} \quad (1y)
\]

The problem formulation presented in (1) is a bi-level optimization problem. The lower-level problem is a non-convex quadratic optimization problem. The non-convexity of the lower-level problem is due to the bi-linear terms in the branch flow equality constraints given in (1o)-(1s).

To find a tractable solution to the presented bi-level optimization problem presented in this section, it should be converted to a single-level optimization problem which requires the MCP to be presentable in a closed-form. The current non-convex form cannot be presented in the closed-form. Thus, a solution method to present the dual formulation of the relaxed form of the non-convex problem in the lower-level is shown in the next section.

3. Solution Methodology

3.1. Overview

A convex relaxation scheme is first presented in this section to facilitate the formation of the closed-form representation for the MCP given in (1c)-(1u). The MCP is reformulated using the SOCP relaxation method. Then, the dual problem associated with the SOCP problem is introduced in (4). The duality gap for the SOCP problem is zero if the conic constraints are strictly feasible [25]. Next, the primal-dual pair constraints are employed to procure the closed-form of the MCP, as presented in (5). The procured closed-form enables the reformulation of the original strategic bidding problem in (1) into a single-level problem. However, several nonlinear terms will remain in the single-level optimization problem. The final step is to present valid constraints to reformulate the nonlinear terms into equivalent linear terms.

3.2. The SOCP Relaxation of the Market-Clearing Problem

A set of lifting variables is introduced in (2) to relax the nonlinear terms in the lower-level problem presented in (1c)-(1u).

\[
e_i^t := e_i^{t^2} + f_i^{t^2}; \quad c_i := e_i^t e_j^t + f_i^t f_j^t; \quad s_i := e_i^t f_j^t - f_i^t e_j^t \quad (2)
\]

The lifting terms (2) are employed to reformulate the original MCP to the form presented in (3). This relaxation is referred to as the SOCP relaxation of the ACOPF problem. Here, the objective function is the same as the one in the non-convex lower-level problem. The non-convex equality constraints presented in (1o)-(1r) are represented in the form given in (3b)-(3e) by leveraging the lifting variables introduced in (2). The voltage limits are presented in (3f) leveraging the lifting terms. Relationships between the lifting terms of each pair of buses are given in (3g). The second-order cone constraint (3h) presents the second-order cone relaxation of the relationship between
the lifting terms presented in (2). The rest of the constraints are the same as those in the original MCP.

\[
\begin{align*}
\min_{P_{g}^{u,t}, Q_{g}^{u,t}} & \sum_{t \in T} \left( \sum_{g \in G} \sum_{i \in F_{i,j} \in \mathcal{T}_{i}} (C_{g}^{u,t} P_{g}^{u,t} + \sum_{g \in G} \sum_{i \in F_{i,j} \in \mathcal{T}_{i}} (C_{g}^{P,u} P_{g}^{u,t} + \sum_{g \in G} C_{g}^{Q} Q_{g}^{t} - \sum_{d \in D} \sum_{z \in Z_{d}} W_{d}^{z,t} P_{d}^{z,t}) \right) \quad (3a) \\
\text{s.t.} & \quad P_{l}^{s,t} = \sum_{i \in F_{i,j} \in \mathcal{T}_{i}} \left( g_{l} c_{i j}^{t} - g_{l} c_{j i}^{t} - b_{l} s_{ij}^{t} \right) : \lambda_{l}^{P,t} \quad (3b) \\
& \quad P_{l}^{s,t} = \sum_{i \in F_{i,j} \in \mathcal{T}_{i}} \left( -g_{l} c_{j i}^{t} + g_{l} c_{i j}^{t} + b_{l} s_{ji}^{t} \right) : \lambda_{l}^{P,t} \quad (3c) \\
& \quad Q_{l}^{s,t} = \sum_{i \in F_{i,j} \in \mathcal{T}_{i}} \left( -(b_{i} + \frac{b_{ij}^{sh}}{2}) c_{i j}^{t} + b_{l} c_{j i}^{t} - g_{l} s_{ij}^{t} \right) : \lambda_{l}^{Q,t} \quad (3d) \\
& \quad Q_{l}^{s,t} = \sum_{i \in F_{i,j} \in \mathcal{T}_{i}} \left( (b_{i} + \frac{b_{ij}^{sh}}{2}) c_{i j}^{t} - b_{l} c_{j i}^{t} + g_{l} s_{ij}^{t} \right) : \lambda_{l}^{Q,t} \quad (3e) \\
& \quad (V_{i})^{2} \leq c_{i j}^{t} \leq (V_{i})^{2} \\
& \quad c_{i j}^{t} = c_{j i}^{t}, \quad s_{ij}^{t} = -s_{ji}^{t} \\
& \quad \left\| \begin{array}{c} 2c_{i j}^{t} \\
2s_{ij}^{t}
\end{array} \right\| \leq c_{i j}^{t} + c_{j i}^{t} \\
& \quad (1d) = (1n), (1v), (1u)
\end{align*}
\]

Note that dual variables associated with each constraint in the SOCP relaxation problem (3) are indicated at their related constraint following a colon. In the next subsection, the dual form of the SOCP relaxation problem given in (3) is presented.

3.3. The Dual Form of the Relaxed Market-Clearing Problem

The dual formulation of the MCP is presented in (4). Note that the strategic bidding variables $C_{g}^{u,t}$ are the summation of binary variables multiplied by various constants (i.e., $C_{g}^{u,t} = \sum_{c=1}^{N_{c}} \alpha_{c} C_{g}^{u,t} C_{g}^{P,u}$), and it is treated as a constant in procuring the dual form of the problem. The objective of the dual problem is presented in (4a), where it is procured by summation of the multiplying right-hand side constants of the constraints within the primal problem by associated dual variables. The dual constraints associated with real power dispatch of segment $u$ of generation unit $g$ at time $t$ are given in (4b) and (4c). The dual constraints corresponding with the real and reactive power dispatch of generation unit $g$ at time $t$ are presented in (4d)-(4f). The dual constraints associated with delivered power to the shiftable and non-shiftable portions of curtailable load $d$ at time $t$ are presented in (4g). The dual constraint associated with the portion $z$ of delivered power to fixed load $d$ at time $t$ is presented in (4h). The dual constraints corresponding with the real and reactive power sending to line $l$ at time $t$ are represented in (4i) and (4k), respectively. The dual constraints corresponding to the real and reactive power received from line $l$ at time $t$ are given in (4j) and (4l), respectively. The dual constraints associated with the non-negative variables representing the positive and negative part of real and reactive power flow receiving/sending from/to line $l$ at time $t$ are presented in (4m)-(4t). The dual constraints associated with the lifting terms $c_{i j}^{t}$, $c_{j i}^{t}$, $s_{ij}^{t}$, and $s_{ji}^{t}$ are given in (4u)-(4y), respectively. The dual conic constraint associated with second-order cone constraint (3m) is shown in (4z). The dual variables associated with the primal
inequality constraints and the right-hand side of the dual second-order cone are non-negative, as presented in (4z).

\[
\begin{align*}
\max & \sum_{t \in T} \left( \sum_{g \in G} -\mu_{P_g^t} R_g^d - \mu_{P_g^t} R_g^u - Q_g Q_g^t + Q_g \mu_{Q_g}^t + \mu_{P_g^t} P_g - \mu_{P_g^t} P_g - \right) \\
& \sum_{u \in \mathcal{U}_g} \mu_{P_u^t} + \sum_{i \in \mathcal{I}_g} (\mu_{P_i^t} + \mu_{Q_i}^t) S_i - \sum_{d \in \mathcal{D}_d} \sum_{z \in \mathcal{Z}_d} \mu_{P_d^t} + \sum_{d \in \mathcal{D}_d} \sum_{z \in \mathcal{Z}_d} \lambda_{P_d^t} z_d = 0 \\
& + \sum_{i \in \mathcal{I}_g} \lambda_{P_i^t} i^t = 0 \quad \forall t \in T \setminus |T|: P_g^t \\
& - \lambda_{P_g^t} + \mu_{P_g^t} - \mu_{P_g^t} + \mu_{P_g^t} + \mu_{P_g^t} - \mu_{P_g^t} \\
& + \sum_{i \in \mathcal{I}_g} \lambda_{P_i^t} = 0 \quad \forall t = |T|: P_g^t \\
& \mu_{Q_g^t} - \mu_{Q_g^t} + \sum_{i \in \mathcal{I}_g} \lambda_{Q_i}^t = C_g^Q \quad : Q_g^t \\
\left\{ \begin{array}{l}
\mu_{P_d^t} + \lambda_{P_d}^t - \sum_{i \in \mathcal{I}_d} \lambda_{P_i}^t = -W_{d}^z, \forall z \in \mathcal{Z}_d^h \\
\mu_{P_d^t} + \lambda_{P_d^t} - \sum_{i \in \mathcal{I}_d} \lambda_{P_i^t} = -W_{d}^z, \forall z \in \mathcal{Z}_d \setminus \mathcal{Z}_d^h, \forall d \in \mathcal{D}_d: P_d^t \\
\sum_{i \in \mathcal{I}_d} (-\lambda_{P_i^t}^t) + \lambda_{P_i^t}^t - \lambda_{P_i^t}^t = 0 \quad : P_t^s \\
\sum_{i \in \mathcal{I}_d} \lambda_{P_i^t}^t + \lambda_{P_i^t}^t - \lambda_{P_i^t}^t = 0 \quad : P_t^r \\
\sum_{i \in \mathcal{I}_d} (-\lambda_{Q_i}^t) + \lambda_{Q_i}^t - \lambda_{Q_i}^t = 0 \quad : Q_t^s \\
\sum_{i \in \mathcal{I}_d} \lambda_{Q_i}^t + \lambda_{Q_i}^t - \lambda_{Q_i}^t = 0 \quad : Q_t^r \\
\lambda_{P_t^t} - \mu_{P_t^t} \leq 0 \quad : P_{t,+}^t \\
- \lambda_{P_t^t} - \mu_{P_t^t} \leq 0 \quad : P_{t,-}^t \\
\lambda_{Q_t^t} - \epsilon \mu_{Q_t^t} \leq 0 \quad : Q_{t,+}^t \\
- \lambda_{Q_t^t} - \epsilon \mu_{Q_t^t} \leq 0 \quad : Q_{t,-}^t \\
\end{array} \right. 
\end{align*}
\]
\[
\lambda_{P_i^s,t} - \overline{\mu}_{i}^{s,t} \leq 0 \\
-\lambda_{P_i^s,t} - \underline{\mu}_{i}^{s,t} \leq 0 \\
\lambda_{Q_i^s,t} - \epsilon_{i}\overline{\mu}_{i}^{s,t} \leq 0 \\
-\lambda_{Q_i^s,t} - \epsilon_{i}\underline{\mu}_{i}^{s,t} \leq 0
\]

\[
\sum_{l \in L_i} (-g_i \lambda_{l}^{s,P,t} + (b_i + \frac{b_i^h}{2}) \lambda_{l}^{s,Q,t}) + \sum_{l \in L_i} (g_i \lambda_{l}^{r,P,t} - (b_i + \frac{b_i^h}{2}) \lambda_{l}^{r,Q,t}) + \mu_{v_i} - \overline{\mu}_{v_i} \\
+ \sum_{b \in B \cap T_i} (\mu_{b}^{c,t} + \lambda_{b}^{cone.t}) + \sum_{b \in B \cap T_i} (-\mu_{b}^{c,t} + \lambda_{b}^{cone.t}) = 0
\]

\[
\sum_{l \in B \cap P_i} (g_i \lambda_{l}^{s,P,t} - b_i \lambda_{l}^{s,Q,t}) + \lambda_{l}^{r,t} + 2 \mu_{l}^{c,t} = 0 \quad \forall \ i \in F_{bp}, \ j \in T_{bp} 
\]

\[
\sum_{l \in B \cap P_i} (-g_i \lambda_{l}^{r,P,t} + b_i \lambda_{l}^{r,Q,t}) - \lambda_{l}^{b,t} = 0 \quad \forall \ i \in F_{bp}, \ j \in T_{bp}
\]

\[
\sum_{l \in B \cap P_i} (b_i \lambda_{l}^{s,P,t} + g_i \lambda_{l}^{r,Q,t}) + \lambda_{l}^{b,t} + 2 \mu_{l}^{s,t} = 0 \quad \forall \ i \in F_{bp}, \ j \in T_{bp} 
\]

\[
\sum_{l \in L_i} - (b_i \lambda_{l}^{r,P,t} + g_i \lambda_{l}^{r,Q,t}) + \lambda_{l}^{b,t} = 0 \quad \forall \ i \in F_{bp}, \ j \in T_{bp} 
\]

\[
\begin{bmatrix}
\mu_{b}^{c,t} \\
\mu_{b}^{s,t} \\
\mu_{b}^{P,t} \\
\mu_{b}^{P_i} \\
\end{bmatrix}
\leq \lambda_{b}^{cone.t} \\
\overline{\lambda}_{b}^{c,t}, \mu_{b}^{c,t} \lambda_{b}^{cone.t} \geq 0
\]

3.4. The Closed-Form Representation of the Market-Clearing Problem with ACOPF Formulation

The problem presented in [3] is a convex optimization problem, and Slater’s condition is satisfied if primal or dual problems are strictly feasible. Therefore strong duality holds, i.e., carries zero duality gap [26]. Thus, by setting the primal objective function [3a] equal to the dual objective function [4a] as shown in [5a] and adding all primal and dual constraints, the closed-form representation of the MCP is obtained as in [5a].

\[
\sum_{i \in T} \sum_{g \in G} -\mu_{P_i^{u,t}} R_{g}^{d} - \overline{P}_{g}^{d} \overline{P}_{g}^{d} - \sum_{u \in U_{g}} \overline{P}_{g}^{d} - Q_{g}^{d} \mu_{Q_i^{u,t}} = 0
\]

\[
M_{g}^{d} = \sum_{i \in I} \overline{P}_{g}^{d} \overline{P}_{g}^{d} - \sum_{d \in D \cap C} \overline{P}_{g}^{d} - \sum_{d \in D \cap C} \lambda_{l}^{Q,d} - \mu_{v_i}^{c,t} \lambda_{l}^{c,t} + \overline{\mu}_{v_i}^{c,t} \lambda_{l}^{c,t}
\]

\[
W_{d}^{z} P_{d}^{z} - \sum_{u \in U_{g}} C_{g^{u},P}^{z,u} - \sum_{g \in G} C_{g^{u},Q}^{z,u} + \sum_{g \in G} C_{g^{u},Q}^{z,u} + \sum_{d \in D \cap C} \lambda_{l}^{Q,d} q_{l}^{d} + \mu_{v_i}^{c,t} V_{l}^{2} - \overline{\mu}_{v_i}^{c,t} V_{l}^{2}
\]

The binary-to-continuous variable multiplication in [5a] (i.e., \( C_{g,P}^{u,t} P_{u,t}^{d} \)) should be presented in an equivalent linear form as shown in [5a]-[5d]. It should be reminded that \( C_{g,P}^{u,t} = \sum_{c=1}^{N} \alpha_{c} I_{g}^{u,t} C_{g}^{P,a} \)
is a summation of binary variables multiplied by associated constants. Here, $\phi_{c,u,t}^{c,u,t}$ and $\psi_{c,u,t}^{c,u,t}$ are non-negative continuous variables introduced as auxiliary variables to facilitate linearization.

$$\phi_{c,u,t}^{c,u,t} = I_{c,u,t}^{g} P_{u,t}^{g}, \quad I_{c,u,t}^{g} \in \{0, 1\}$$  \hspace{1cm} (6a)

$$0 \leq \phi_{c,u,t}^{c,u,t} \leq P_{u,t}^{g} I_{c,u,t}^{g}$$  \hspace{1cm} (6b)

$$\phi_{c,u,t}^{c,u,t} = P_{u,t}^{g} - \psi_{c,u,t}^{c,u,t}$$  \hspace{1cm} (6c)

$$0 \leq \psi_{c,u,t}^{c,u,t} \leq P_{u,t}^{g} (1 - I_{c,u,t}^{g})$$  \hspace{1cm} (6d)

The first term on the LHS of (5a) is replaced in (7a) by applying the linearization presented in (6). Thus, the primal-dual closed-form of the MCP is reformulated, as shown in (7).

L.H.S of (5a) = $\sum_{t \in T} \sum_{g \in G} B \sum_{u \in U} \mu P_{u,t}^{g}$

the rest of R.H.S of (5a) (7a)

(1d) - (1n), (1v) - (1v), (3b) - (3b), (4b) - (4b), (6b) - (6d).

3.5. Tackling the Nonlinearity in Objective Function of the Upper-Level Problem of the Strategic Bidding Problem

The MCP presented in (1) is reformulated as a set of linear and SOC constraints over continuous and binary variables in (7). The procured set of constraints can be replaced with the MCP of the original strategic bidding problem given in (1). However, the obtained optimization problem is still non-linear and hard to solve with off-the-shelf mixed-integer conic solvers due to the bi-linear terms in the objective function of the strategic bidding problem (1a). To relax these bi-linear terms, the non-linear strategic bidding problem (1) is represented by an equivalent Mixed-Integer Second-Order Cone Program (MISOCP) problem, as shown in (8). The details of the process to procure the equivalent form are extensively discussed in the Appendix.

max $\sum_{i \in T} \sum_{g \in G} (\sum_{u \in U} \mu P_{u,t}^{g} \bar{P}_{g}^{u} + \mu P_{r,t}^{g} \bar{R}_{g}^{d} + \mu P_{r,t}^{g} \bar{R}_{g}^{d} - \mu P_{t}^{g} P_{g})$

s.t. $\bar{P}_{g}^{u} \bar{P}_{g} - \mu Q_{g}^{d} Q_{g} + \bar{P}_{g}^{d} Q_{g} + \sum_{c=1}^{N_{c}} \alpha_{c} \phi_{c,u,t}^{c,u,t} C_{g}^{P,u} - \sum_{u \in U_{g}} C_{g}^{P,u} P_{g}^{u,t}$  \hspace{1cm} (8a)

4. The Special Case of Demand Response Profit Maximization

The profit maximization problem (8) can be generated for the demand side as well. Load service entities with curtailable loads can leverage the proposed strategic bidding approach to maximize their profit or minimize their cost. The objective function for maximizing the profit from the curtailable loads is presented in (9). Here, the MCP remains the same as presented in (7). However, here, curtailable loads submit strategic bids for their WTP while generation units bid marginally.

max $\sum_{i \in T} \sum_{d \in D_{e}} \sum_{z \in Z_{d}} \sum_{i \in I_{d}} W_{d}^{P} P_{d}^{z} - \lambda_{i}^{T} P_{d}^{z} + \lambda_{i}^{Q} q_{d}^{z}$  \hspace{1cm} (9)
5. Case Study

In this section, the performance of the proposed strategic bidding model is evaluated under different scenarios. Here, CPLEX 12.10 [27] is employed as the off-the-shelf solver to solve MISOCP programming problems. The presented results are performed on a PC with a Core i7 CPU 4.70GHz processor and 48 GB memory. The base demand of all test cases is set according to the normalized hourly load of California ISO on August 18, 2020.

5.1. An Illustrative Example

The sample 3-bus test network includes two generation units connected to buses 1 and 2, one load connected to bus 3, and three transmission lines connecting all buses. Table 1 shows characteristics of generation units, and Table 2 shows characteristics of transmission lines.

| Market Participant | Min. Capacity (MW) | Max. Capacity (MW) | α ($/MWh^2) | β ($/MWh) | γ ($) |
|--------------------|--------------------|--------------------|--------------|-----------|-------|
| G1                 | 0                  | 200                | 2.2          | 7.5       | 4.07  |
| G2                 | 0                  | 250                | 1.16         | 6.7       | 6.02  |

Here, the 3-bus system is evaluated under different operational scenarios. The first scenario is the base case of the proposed strategic bidding model; while the ramping constraints of generation units are not enforced, the WTP of the load is much larger than the cost of generation, i.e., the demand is not curtableable. Also, there is no congestion in transmission lines. The proposed strategic bidding model captures the difference between the LMP of different buses in the transmission network because of the loss of transmission lines. Fig. 2 shows the LMP of buses over 24 hours. An interesting observation here is an increase in the difference between the LMP of the load bus and other buses at hours 19 – 22. This is due to the increase in demand, which also leads to an increase in the loss of lines in those hours.

Figure 2: The difference in LMPs of each bus procured by the proposed method

5.1.1. Comparing strategic bidding models with relaxed ACOPF-based and DCOPF-based market-clearing problem

The procured bidding strategies are plugged into the ACOPF-based MCP to illustrate the merit and feasibility of the proposed strategic bidding solution compared with the solution of the strategic bidding problem based on DC-MCP. In the following discussions, the solution procured by plugging the proposed strategic bidding solution into the MCP with the original ACOPF formulation is...
denoted as RlxAC-AC solution, while the plugged one based on DC-MCP is denoted as DC-AC solution. The clearing prices procured by the proposed strategic bidding problem are in very close proximity to RlxAC-AC prices. This illustrates the effectiveness of the proposed strategic bidding solution as revealed by comparing the third and fifth columns of Table 3. Conversely, the strategic bidding based on DC-MCP is different from the DC-AC solution, as revealed by comparing the last row of Table 3. Besides, the proposed bidding strategy is more profitable than the one procured by the strategic bidding based on DC-MCP with a 1.25% larger profit margin. The total daily profit of $26,286.2 for generation unit 1 procured by the proposed strategic bidding method is more than that $25,960 total daily profit procured by the strategic bidding based on DC-MCP.

5.1.2. Investigating the impact of transmission lines congestion

Here, the solution procured by the Non-Congested Scenario (Non-CS) is compared with the one procured by the Congested Scenario (CS). It is assumed that the congestion occurred in line 2 with a decrease in the thermal capacity. As a result of this congestion, generation unit 1 responds to net demand increase during peak hours. Thus, the LMP of buses increases during peak hours of 19 – 21. Figs. 3(a) and 3(b) present the LMP of the load bus and the real power sending from bus 2 to bus 3 through line 2, respectively. Due to the congestion in line 2 and the increase in the LMP of bus 1, the profit of generation unit 1 over 24 hours in the congested scenario is increased to $27,874.8 while the one procured by the non-congested model is $26,286.2.

It is interesting to observe the difference in reactive power LMP due to the congestion during peak hours, as shown in Fig. 3(a). Since the reactive power flow passing through line 2 increases during peak hours to maintain the voltage magnitude of the load bus, which is presented in Fig. 5 within its acceptable operating range as presented in Fig. 4(b), the real power flow passing through line 2 decreases during peak hours to hold the line limit constraint.
Figure 3: The impact of congestion on the real power flow and LMPs

Figure 4: The impact of congestion on the reactive power flow and reactive-LMPs

Figure 5: The impact of congestion on the voltage profile of bus 3
5.1.3. Investigating the impact of demand response of shiftable loads

Here, the objective function presented in (9) is employed to maximize the profit of shiftable loads. Leveraging shiftable loads enables the ISO to serve them during off-peak hours. Thus, increasing the shiftable percentage of the load will mitigate the variation in the LMP of the load bus during the day. Fig. 6(a) presents the LMP of the load bus over 24 hours when different percentages of the load are shiftable. The LMP of buses when 10% of the load is shiftable is more than when 20% of the load is shiftable for hours 19 – 21. Another notable point is that with the 20% shift possibility in the load as shown in Fig. 6(b), there is no variation in the LMP of the load bus, as shown in Fig. 6(a).

It is interesting to observe that the increase in the demand during off-peak hours as a result of load shifting will lead to a slight increase in the LMP of the load bus during off-peak hours. As shown in Fig. 6(b), the demand is shifted from hours 7 – 11, 17 – 23 to hours 1 – 6, 12 – 15 which leads to a decrease in the LMP of the load bus at hours 7 – 11, 17 – 23 as shown in Fig. 6(a). It is interesting to mention that increasing the shiftable percentage of the load also mitigates the variation in the voltage profile of the load bus.

![Figure 6: The impact of demand response on the LMPs](image_url)

5.1.4. Investigating the impact of ramping limits of generation units

Here, the impact of ramping constraints of generation units and shiftable loads on the LMP of various buses, real power dispatch of generation units, and the strategic bidding of generation units is discussed. Enforcing ramping limit of generation units may result in load curtailment when the network load is not shiftable; while shifting the load will avoid such an event. Fig. 7 represents a comparison between the solution procured by the proposed strategic bidding model under three scenarios: with Enforced Ramping Limits (ERL), with Enforced Ramping Limits and Shiftable Loads (ERLWSL), and with Non-Enforced Ramping Limits (Non-ERL). It is interesting to observe that the ramping limit will result in a negative LMP in an hour with low demand, which will increase during the subsequent hours. In other words, the LMP provides an incentive...
for shiftable demand. Besides, as units will reach their maximum capacity during the peak hours, the LMP of bus 1 during the peak hours reaches the WTP of curtailable loads as presented in Fig. 7(a). However, load shifting mitigated the impact of enforcing ramp limits on the LMP, as shown in Fig. 7(b).

Figure 7: The impact of enforcing ramping limits and load shifting

5.2. IEEE 14-Bus System

Here, the modified IEEE 14-bus system is employed when the GENCO, the owner of generation units 1 and 3, submits strategic bids. The system contains 5 generation units and 20 transmission lines. The proposed strategic bidding solution is compared with the one based on DC-MCP under two scenarios. There is no limitation in the reactive power dispatch of the generation units in the first scenario and the awarded dispatch of the MCP settled the reactive power demand. There is a Limited Reactive Power Support (LRPS) for each generation unit in the second scenario.

The strategic bidding model based on DC-MCP cannot correctly model the limitation of reactive power support to modify its bidding strategy accordingly. The limitation of reactive power support leads to a decrease in the voltage magnitude of buses during peak hours. The proposed strategic bidding problem can model the drop in the voltage profile of bus 6, as shown in Fig. 8(a). On the contrary, the strategic bidding model based on DC-MCP is unable to model such limitations. As shown in Fig. 8(b), there is a drop in the reactive power support from the generation unit connected to bus 6 in case of imposing generation limits.

Modeling the limitation of reactive power support and considering the reactive power flows result in a more efficient bidding strategy and an increase in the profit of the bidding GENCO. The limited reactive power support will cause an increase in the reactive-LMPs as well as the generation cost. In Table 4 the generation cost and total profit of the bidding GENCO procured by the proposed strategic bidding model and the strategic bidding model based on DC-MCP are presented. Besides, the increase in the total profit procured by the proposed strategic bidding model is 52.3% more than the increase in the total profit procured by the strategic bidding model using DC-MCP.
Figure 8: The impact of the limitation of reactive power support

Table 4: Comparing the RlxAC-AC and DC-AC Solutions for the 14-Bus System over 24 Hours

| Method          | DC      | RlxAC  | DC-LRPS | RlxAC-LRPS |
|-----------------|---------|--------|---------|------------|
| Total Profit    | 17,151.2| 24,153 | 17,452.3| 24,611.6   |
| Generation Cost | 65,259.6| 67,955.7| 68,249.6| 68,249.6   |

5.3. IEEE 118-Bus System

In this case, the modified IEEE 118-bus system is considered a test case, and the proposed strategic bidding model is employed to maximize the profit of the GENCO owning generation units 1 and 25. The IEEE 118-bus system consists of 54 generation units, 99 loads, and 186 transmission lines. The total profit of the GENCO who bids strategically and LMPs procured by the proposed strategic bidding model is in very close proximity to the total profit of the GENCO and LMPs procured by the RlxAC-AC process, and it is more efficient than the one with DC-MCP as manifested in Table 5. The strategic bidding model based on DC-MCP underestimates the profit of the bidding GENCO. In comparison, the proposed method has a much smaller gap. Besides, the profit for the RlxAC-AC model is higher than that of the DC-AC one. This illustrates the effectiveness of the proposed approach to procure a meritorious solution.

Table 5: Comparing the Solutions of the Strategic Bidding Models for the 118-Bus System at 7 p.m

| Method | DC      | RlxAC   | DC-AC   | RlxAC-AC  | RlxAC-IB |
|--------|---------|---------|---------|-----------|----------|
| \( p_1 \) [MW] | 66.7    | 33.3    | 66.7    | 33.3      | 33.3     |
| \( p_{25} \) [MW] | 85      | 85      | 85      | 85        | 85       |
| \( \lambda^1 \) | 20.4    | 21.7    | 19.2    | 21.5      | 21.6     |
| \( \lambda^{59} \) | 20.6    | 22.2    | 22.1    | 22        | 22       |
| Total Profit | 1,047   | 1,255   | 1,168   | 1,231     | 1,235    |
Another interesting observation is the impact of voltage limits on the profit of the GENCO based on AC-MCP. By relaxing the voltage limits from $[0.94-1.06]$ p.u. to $[0.9-1.1]$ p.u., the profit of GENCO is decreased 1.6% as presented in Table 5 where the relaxed voltage limits are denoted as RlxAC-IB.

6. Conclusions

The proposed framework solved the strategic bidding problem with ACOPF-based market-clearing problem. Employing the full ACOPF problem for the market-clearing process allows exploring more opportunities within the strategic bidding problem than the DCOPF-based market-clearing problem. This problem is a non-convex problem that is hard to solve. This paper proposed an approach to procure a tractable solution that is solvable via off-the-shelf mixed-integer conic solvers (e.g., CPLEX, Gurobi, etc.). To this end, the closed-form primal-dual representation of the relaxed ACOPF-based market-clearing problem is presented to reformulate the bi-level strategic bidding problem as an equivalent single-level mixed-integer cone program. The KKT conditions of the relaxed ACOPF problem and the dual form of the relaxed ACOPF-based market-clearing problem are leveraged to tackle the non-linearity in the objective of the reformulated strategic bidding problem. The presented ACOPF-based strategic bidding enables demand-side management capability with reactive power and ramping constraints of generation units when coupling real and reactive power of generation units. Also, the limitations of reactive power generation dispatch and curtailable loads are explored. The performance of the proposed strategic bidding framework is evaluated in the case studies under different scenarios. In the illustrative example, the performance of the proposed model is compared with the conventional strategic bidding with DCOPF-based market-clearing problem. Besides, the merit of the proposed strategic bidding problem, the impact of changing the limits of reactive power support and voltage of buses on the solution of the proposed strategic bidding model, and the profit of the bidding market participant are illustrated. Moreover, the performance of the proposed strategic bidding framework is investigated leveraging the IEEE 14-bus and IEEE 118-bus systems. It is demonstrated in the case studies that:

- The clearing prices procured by the proposed strategic bidding problem are in very close proximity to the prices procured by plugging the proposed strategic bidding solution into the market-clearing problems with the original ACOPF formulation.

- The proposed strategic bidding method procures the solution with more profit since it can model the limitations of reactive power support to update its bids accordingly. In contrast, the strategic bidding problem with DCOPF-based market-clearing problem fails to model such limitations.

- The voltage constraint impacts the profit of market participants. It is demonstrated in the IEEE 118-bus system case study that tighter voltage limits will increase the profit of market participants and vice versa.

The discussions of this paper are limited to leveraging the presented solution method for the strategic bidding problem with AC optimal power flow-based market-clearing problem. However, one can apply the proposed method to rendering a tractable solution for bi-level problems that involve a full ACOPF problem formulation in their lower-level problem. Thus, the proposed research paves the way to solve a class of problems on the electricity market and power system resilience.
Appendix

Here, our method to tackle the non-linearity of the objective function of the strategic bidding problem is illustrated. Since the strong duality holds for the optimization problem presented in [3], the KKT conditions are satisfied. Some of the complementary slackness constraints associated with the market-clearing optimization problem given in (3) are presented in (10).

\[ \sum_{g \in G} \sum_{u \in U_g} (P_{g,u}^t - P_g^t) \mu_{P_{g,u}^t} = 0 \quad (10a) \]
\[ \sum_{g \in G} \sum_{u \in U_g} (P_{g,u}^t - P_g^t) \mu_{P_g^t} = 0 \quad (10b) \]
\[ \sum_{g \in G} \sum_{u \in U_g} (P_{g,u}^t + P_{g,u}^{t+1}) \mu_{P_{g,u}^{t+1}} = 0 \quad (10c) \]
\[ \sum_{g \in G} \sum_{u \in U_g} \mu_{P_{g,u}^t} + \mu_{P_{g,u}^{t+1}} = 0 \quad (10d) \]
\[ \sum_{g \in G} \sum_{u \in U_g} \mu_{P_g^t} + \mu_{P_g^{t+1}} = 0 \quad (10e) \]
\[ \sum_{g \in G} \sum_{u \in U_g} (P_{g,u}^t + P_{g,u}^{t+1}) \mu_{P_{g,u}^{t+1}} = 0 \quad (10f) \]
\[ \sum_{g \in G} \sum_{u \in U_g} \mu_{P_g^t} = 0 \quad (10g) \]

In the next step, equations (11) are leveraged to form the equality presented in (11). Note that the equation (11) is procured for \( t \in T \setminus |T| \). The similar procedure applies for \( t = |T| \).

\[ \sum_{g \in G} \sum_{u \in U_g} \mu_{P_{g,u}^t} = 0 \quad (11) \]

Next, by multiplying both sides of equations (11) by \( P_{g,u}^t \) and summing up over all segments of generation units and time horizon, the equality given in (12) is procured. \( T \setminus |T| \).

\[ \sum_{t \in T} \sum_{i \in I_g} \lambda_i^t P_g = \sum_{t \in T} \sum_{u \in U_g} \left( \mu_{P_{g,u}^t} P_{g,u}^t + \mu_{P_{g,u}^{t+1}} P_{g,u}^{t+1} \right) \quad (12) \]

Multiplying the equation (4f) for all generation units in \( G_B \) by \( Q_g^t \) and summing both sides up over time horizon the equation (13) is procured.

\[ \sum_{t \in T} \sum_{i \in I_g} \lambda_i^t Q_g^t = \sum_{t \in T} \mu_{Q_g^t} + \mu_{Q_g^t} Q_g^t + C_{Q_g^t} Q_g^t \quad (13) \]

Adding both sides of equations (12) and (13) and summing both sides up generation units in \( G_B \) the equation (14) is procured.

\[ \sum_{t \in T} \sum_{g \in G_B} \sum_{i \in I_g} \lambda_i^t Q_g^t + \lambda_i^t P_g^t = \sum_{t \in T} \sum_{g \in G_B} \left( \mu_{Q_g^t} + C_{Q_g^t} Q_g^t + \mu_{P_{g,u}^t} P_{g,u}^t + \mu_{P_{g,u}^{t+1}} P_{g,u}^{t+1} \right) \quad (14) \]
\[ \rho_g P_{g,u,t} + u_g P_{g,u,t} + C_{g,P} P_{g,u,t} - \mu_{P_{g,t} + 1} P_{g,t} + \mu_{P_{g,t} + 1} P_{g,t} - \mu_{P_{g,t} + 1} P_{g,t} - \rho_g P_{g,u,t} + \mu_{P_{g,t} + 1} P_{g,t} + \mu_{P_{g,t} + 1} P_{g,t} \] (14)

Finally, by plugging in complementary slackness equations presented in (10) into equation (14), equation (15) is procured. Thus, the bilinear term in (1a) is substituted with their equivalent linear terms, as shown in (8a).

\[
\sum_{t \in T} \sum_{g \in G} \sum_{i \in I_g} \lambda_i Q_{g,t} + \lambda_i P_{g,t} = \sum_{t \in T} \sum_{g \in G} \left[ -\mu_{Q_{g,t}} Q_{g,t} + \mu_{Q_{g,t}} Q_{g,t} + C_{g,Q} Q_{g,t} + \sum_{u \in U_g} (\mu_{P_{g,t}} P_{g,t} + \mu_{P_{g,t}} P_{g,t}) \right] + \sum_{c=1}^{N_c} \alpha_c C_{g,P} C_{g,P} + \mu_{P_{g,t}} P_{g,t} + \mu_{P_{g,t}} P_{g,t} - \mu_{P_{g,t}} P_{g,t} - \mu_{P_{g,t}} P_{g,t} \] (15)
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