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ABSTRACT

We study a multi-agent reinforcement learning (MARL) problem where the agents interact over a given network. The goal of the agents is to cooperatively maximize the average of their entropy-regularized long-term rewards. To overcome the curse of dimensionality and to reduce communication, we propose a Localized Policy Iteration (LPI) algorithm that provably learns a near-globally-optimal policy using only local information. In particular, we show that, despite restricting each agent’s attention to only its k-hop neighborhood, the agents are able to learn a policy with an optimality gap that decays polynomially in k. In addition, we show the finite-sample convergence of LPI to the global optimal policy, which explicitly captures the trade-off between optimality and computational complexity in choosing k. Numerical simulations demonstrate the effectiveness of LPI. This extended abstract is an abridged version of [12].
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1 INTRODUCTION

Reinforcement learning (RL) has seen remarkable successes in recent years, many of which fall into the multi-agent setting, such as playing multi-agent games [5, 8], smart grid [1], queueing networks [10], etc. In this work, we focus on a form of networked Multi-Agent RL (MARL) where the agents interact according to a given network graph.

Compared to single-agent RL, MARL faces many additional challenges. First of all, the curse of dimensionality (which is already a major challenge in single-agent RL) becomes a more severe issue in MARL because the complexity of the problem in term of the size of state and action space scales exponentially with the number of agents. Moreover, since the agents are coupled by the global state, the training process requires extensive communication among the agents in the entire network.

To overcome the aforementioned challenges, the existing literature considers performing MARL with only local information. For example, it has been proposed that each agent’s policy depends only on the states of itself and, potentially, its neighboring agents. An example is the recent work of Lin et al. [4], Qu et al. [6, 7], which focuses on learning localized policies where each agent is allowed to choose its action based on its own and neighbors’ states. Beyond the localization in policy, it has also been proposed to approximate each agent’s value or Q functions in a way that they only depend on the local and nearby agents’ states and actions [3, 4, 6, 7, 11], as opposed to the full state. These approaches greatly relieve the computation and communication burden both empirically and theoretically.

Despite notable progress, there still exist significant limitations. As discussed above, many previous works, e.g., [2, 4, 6, 7, 9], have primarily focused on localized policies where each agent makes decisions only based on the local state of the agent and potentially, its neighbors, as opposed to the global state. This leads to a fundamental performance gap between the class of localized policies considered and the optimal centralized policy. Even when the best localized policy can be identified, there is a performance degradation compared to the best centralized policy, as the centralized policy class is a strict superset of the localized policy class. An important open question that remains is the following:

How large is the gap between localized policies and the optimal centralized policy?

How much information must be available to each local agent in order to achieve a near-optimal performance?

In this work, we provide the first bounds on the gap between localized and centralized policies under a MARL model in networked systems.

Another limitation of prior work studying MARL is that, while existing results have provided convergence bounds for local policies, the convergence of their methods is typically only to a suboptimal policy in the localized policy class. This is unsatisfying as converging to a stationary point does not even guarantee converging to the best localized policy. Therefore, another important and open question that remains is the following:

Is it possible to design a MARL algorithm that provably finds a near-globally-optimal policy using only local information?
This question has received increasing attention in single-agent settings but it is still open in the context of learning localized policies in MARL and in this work, we provide an affirmative answer to this question under an MARL model in networked systems.

1.1 Contributions
Motivated by the open questions above, our work proposes and analyzes a new class of localized policies for networked MARL and proposes a Localized Policy Iteration (LPI) algorithm that converges to a near-globally-optimal policy. Our main contributions are summarized in the following.

- Near-Globally-Optimal \(\kappa\)-Hop Localized Policies. We show that a class of \(\kappa\)-hop localized policies are nearly globally optimal, where a \(\kappa\)-hop localized policy means that each agent is allowed to choose its action based on the states of its \(\kappa\)-hop local neighborhood. More specifically, we show that there exists a \(\kappa\)-hop localized policy whose optimality gap is polynomially small in \(\kappa\), where the optimality gap is with respect to the best centralized policy that is allowed to depend on the global state. As a result, even with a small \(k\), the class of \(\kappa\)-hop localized policies is near optimal despite the fact that each agent only uses information from within a small \(\kappa\)-hop neighborhood to make its decision. This result justifies using localized policies in networked MARL.

- Localized Policy Iteration. Motivated by the result described above, we propose a localized MARL algorithm, a.k.a. LPI. At a high level, LPI iteratively performs policy improvement (and policy evaluation), but is restricted to \(\kappa\)-hop policies. While standard policy improvement requires using the information of global states and actions in order to conduct the policy improvement step, we develop a soft policy improvement that approximately performs policy improvement to \(\kappa\)-hop localized policies using only local information. Therefore, our proposed algorithm can be implemented in a truly localized manner.

- Finite-Sample Analysis of LPI. We provide a global convergence guarantee for LPI, which holds for any policy evaluation method used as a subroutine in the evaluation step of LPI (denoted as PolicyEvaluation) that satisfies a mild condition. Furthermore, we provide the finite-sample complexity for LPI when choosing a specific PolicyEvaluation method proposed by Lin et al. [4]. Specifically, we show that in order to achieve an \(\epsilon\) optimality (compared to the best centralized policy), one needs to use a \(\kappa\)-hop localized policy with \(\kappa = O(poly(\frac{1}{\epsilon})\)) in LPI, and the sample complexity in learning such a \(\kappa\)-hop localized policy with \(\epsilon\) optimality gap scales polynomially with the largest state-action space size of local neighborhoods, as opposed to the global network.

The key technical novelty in this paper is a policy closure argument, where we identify a class of policies that satisfy a form of spatial decaying properties and show that they are closed under the entropy regularized Bellman operator in MARL. This key observation implies that when starting from a policy in this class with spatial decaying properties, the policy improvement procedure will result in a new policy within this class, which further reveals that the optimal policy is also in the spatial decaying policy class. We then show that LPI is an inexact version of the above policy iteration given by the regularized Bellman operator, where the learned policies and Q-functions are truncated to only depend on a localized neighborhood of each agent, and the exact policy evaluation and improvement steps are approximated by finite-sample estimations. Therefore, combining the policy closure argument for the exact version of LPI and error bound analyses for the approximation made in LPI, we are able to show its convergence to a near global optimal policy, even though we only use localized information in LPI.

While the main contribution of this work is to theoretically show that LPI can converge to the global optimal policy using only localized information, we also verify its empirical performance on a simulated networked MARL problem. In particular, we design an example of a spreading process over a network where the optimal policy depends on the global states of each agent (not just the local information). We run LPI on this example and the results highlight that LPI can perform well even outside the region suggested by the theory.
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