Low-field topological threshold in Majorana double nanowires
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A hard proximity-induced superconducting gap has recently been observed in semiconductor nanowire systems at low magnetic fields. However, in the topological regime at high magnetic fields, a soft gap emerges and represents a fundamental obstacle to topologically protected quantum information processing with Majorana bound states. Here we show that in a setup of double Rashba nanowires that are coupled to an \textit{s}-wave superconductor and subjected to an external magnetic field along the wires, the topological threshold can be significantly reduced by the destructive interference of direct and crossed-Andreev pairing in this setup, precisely down to the magnetic field regime in which current experimental technology allows for a hard superconducting gap. We also show that the resulting Majorana bound states exhibit sufficiently short localization lengths, which makes them ideal candidates for future braiding experiments.
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I. INTRODUCTION

Majorana bound states (MBSs) form the building blocks of a topologically protected qubit. Over the last years, first-generation Majorana devices were fabricated based on an \textit{s}-wave superconductor (SC) proximity-coupled either to a nanowire (NW) with Rashba spin-orbit interaction (SOI) in the presence of a strong magnetic field \cite{1–6} or to a chain of magnetic atoms \cite{7–13}. These devices provided the first experimental signatures of MBSs in the form of zero-bias conductance peaks \cite{3–6,11–13}. Today, the most important open challenge is to perform manipulations on the MBSs which should ultimately allow for the confirmation of their non-Abelian braiding statistics. For this purpose, NW devices appear particularly promising, as they provide a simple means of moving MBSs by the use of local gates \cite{14}. Unfortunately, despite the plethora of experimental breakthroughs, a long-standing \cite{15,16} and still unresolved \cite{17,18} obstacle to NW-based braiding experiments is that the proximity-induced superconducting gap in the NW is well defined only for weak magnetic fields in the trivial regime (“hard gap”). For strong magnetic fields in the topological regime, a finite subgap conductance emerges (“soft gap”) which destroys the topological protection \cite{19–23}.

Here we show that in a double-NW setup the topological threshold can be reduced to the low magnetic field regime in which current experimental technology allows for a hard superconducting gap. More concretely, we consider two parallel Rashba NWs that are proximity-coupled to an \textit{s}-wave SC and subjected to a magnetic field along the NWs; see Fig. 1(a). The kinetic part of the Hamiltonian is given by

\[ H_0 = \sum_{\tau,\sigma} \int dx \left( \frac{\hbar^2 \partial_x^2}{2m} - \mu_{\tau} \right) \Psi_\tau^\dagger \Psi_{\tau\sigma}. \]

(1)

Here, \( \Psi_\sigma(x) \) denotes the annihilation operator of an electron with mass \( m \) and spin \( \sigma/2 = \pm 1/2 \) at position \( x \) in the \( \tau \)-wire and \( \mu_{\tau} \) is the chemical potential in the \( \tau \)-wire. The Rashba SOI field \( \alpha_{\tau} = \alpha_{\tau} z \) in the \( \tau \)-wire is of strength \( \alpha_{\tau} \), and points along the \( z \) direction.

\[ H_{so} = i \sum_{\tau,\sigma^\prime} \alpha_{\tau} \int dx \left( \Psi_\tau^\dagger (\sigma_z)_{\sigma^\prime\sigma} \partial_x \Psi_{\tau\sigma}, \right) \]

(2)

where \( \sigma_{z,\tau} \) are Pauli matrices acting in spin space. We assume that \( \alpha_{\tau} \gtrsim \alpha_{\tau} > 0 \). The chemical potentials in both NWs are tuned to the crossing point of the spin-polarized bands, \( \mu_{\tau} = 0 \). (We will address the important case when \( \mu_{\tau} \neq 0 \) below.) The electron bulk spectrum of \( H_0 + H_{so} \) is given by \( E_{so}(k) = \hbar^2 (k - \sigma k_{so,\tau})^2/2m - E_{so,\tau} \), where \( k_{so,\tau} = m\alpha_{\tau}/\hbar^2 \) is the SOI wave vector and \( E_{so,\tau} = \hbar^2 k_{so,\tau}^2/2m \) the SOI energy in the \( \tau \)-wire; see Fig. 1(b). Applying an external magnetic field \( B = B\hat{z} \) of magnitude \( B \) parallel to the NWs induces a Zeeman splitting described by

\[ H_Z = \sum_{\tau,\sigma^\prime} \Delta_{Z\tau} \int dx \left( \Psi_\tau^\dagger (\sigma_z)_{\sigma^\prime\sigma} \Psi_{\tau\sigma}, \right) \]

(3)
the crossed-Andreev pairing potential of opposite spins at momenta and spins belonging to the same NW (with strength and spin-down (green) bands in both NWs. The proximity-induced superconductivity in NW electron tunnels into each NW; this process is described by crossed-Andreev pairing, where a Cooper pair splits and one of a Cooper pair into the same NW is described by

\[ \langle 1 \tau \sigma | E_{\text{so}}(x) \rangle_{\tau \sigma} + H.c. \] with tunneling strength \( \Gamma > 0 \), by tuning the NW chemical potentials to an appropriate sweet spot; see the stability analysis below. Notably, interwire tunneling can be substantial compared to the strength of crossed-Andreev pairing, \( \langle \sigma \sigma \rangle = \text{tan}(d/\xi_{\text{sc}}) \text{cot}(k_{F,\text{sc}}d) \) with \( \xi_{\text{sc}} \) the coherence length and \( k_{F,\text{sc}} \) the Fermi momentum of the s-wave SC; see Appendix A. Without appropriately tuning the chemical potentials, interwire tunneling pushes the topological threshold to significantly higher magnetic fields, and not much is gained. For that reason, the low-field topological threshold did not emerge in previous studies [42].

III. TOPOLOGICAL PHASE DIAGRAM

First, we resolve the topological phase diagram of our model. We note that for \( \Delta_{Z} > 0 \) (\( \Delta_{Z} = 0 \)) the Hamiltonian \( H \) is placed in symmetry class BDI (DIII) with a \( Z_{2} \) topological invariant [43]. We begin by linearizing the Hamiltonian \( H_{0} + H_{a} \) around its Fermi points at \( k = 0 \) and \( k = \pm 2k_{F,\text{sc}} \) and consider the effects of magnetic field and superconductivity perturbatively; see Appendix B. When \( |E_{\text{so},1} - E_{\text{so},1}| \gg \Delta_{c} \), the crossed-Andreev pairing couples only the interior branches; see Fig. 1(b). We find that the spectrum is gapless at \( k = 0 \) provided

\[ \Delta_{c}^{2} = (\Delta_{a} \pm \Delta_{z})^{2}. \] (6)

There is no gap closing at finite-momentum for \( |E_{\text{so},1} - E_{\text{so},1}| \gg \Delta_{Z}, \Delta_{a}, \Delta_{c} \).

Based on Eq. (6), we are now in the position to determine the topological phases themselves; see Fig. 2. When \( \Delta_{Z} = 0 \) and \( \Delta_{c} > \Delta_{a} \) the system is a time-reversal symmetric topological superconductor and hosts a Kramers pair of MBSs at each end [27]. For \( \Delta_{Z} = 0 \) and all remaining values of \( \Delta_{c} \) it is a trivial superconductor. Since the number of MBSs is a topological invariant, it cannot change without closing the energy gap. Consequently, for \( \Delta_{c} > \Delta_{a} + \Delta_{c} \) the system must be in a topological phase with two MBSs at each end, while for \( \Delta_{a} - \Delta_{Z} > \Delta_{c} \) it must be in a trivial phase. Moreover, for \( \Delta_{a} = 0 \) and \( \Delta_{Z} > \Delta_{c} \) each NW independently hosts a pair of MBSs at its ends [1,2]. Thus, we conclude that the system must exhibit a topological phase with two MBSs at each end for \( \Delta_{Z} < \Delta_{a} \). Finally, from an explicit calculation of the MBS wave functions, we find that the system hosts one MBS on each end for \( \Delta_{a} + \Delta_{Z} > \Delta_{c} > |\Delta_{a} - \Delta_{Z}| \).

We now discuss this one-MBS phase in more detail. There are three remarkable aspects: (1) For any finite crossed-Andreev pairing strength \( \Delta_{c} \), the one-MBS phase occurs even for Zeeman splittings smaller than the direct pairing strength, \( \Delta_{Z} < \Delta_{a} \). Notably, for \( \Delta_{c} = \Delta_{a} \) an infinitesimal magnetic field can drive the system into the one-MBS phase. This behavior originates from the destructive interference of direct and crossed-Andreev pairing, which lowers the absence of strong electron-electron interactions [31]. For our discussions in the main part, we focus on the experimentally most relevant regime, \( |E_{\text{so},1} - E_{\text{so},1}| \gg \Delta_{Z}, \Delta_{a}, \Delta_{c} \gg |\Delta_{c} - \Delta_{c}|, |\Delta_{Z} - \Delta_{Z}| \), corresponding to the limit of strong and different SOI energies, with the differences in the proximity gaps and Zeeman energies being the smallest energy scales in the system. This allows us to replace \( \Delta_{a} - \Delta_{Z} \rightarrow \Delta_{a} - \Delta_{Z} \), and to compensate the effects of interwire tunneling, \( H_{T} = -\Gamma \sum_{\tau \sigma} \int d\xi \langle \Psi_{\tau \sigma}(\xi) \Psi_{\tau \sigma}^{\dagger}(\xi) + H.c. \rangle \) with tunneling strength \( \Gamma > 0 \), by tuning the NW chemical potentials to an appropriate sweet spot; see the stability analysis below. Notably, interwire tunneling can be substantial compared to the strength of crossed-Andreev pairing, \( \langle \sigma \sigma \rangle = \text{tan}(d/\xi_{\text{sc}}) \text{cot}(k_{F,\text{sc}}d) \) with \( \xi_{\text{sc}} \) the coherence length and \( k_{F,\text{sc}} \) the Fermi momentum of the s-wave SC; see Appendix A. Without appropriately tuning the chemical potentials, interwire tunneling pushes the topological threshold to significantly higher magnetic fields, and not much is gained. For that reason, the low-field topological threshold did not emerge in previous studies [42].

III. TOPOLOGICAL PHASE DIAGRAM

First, we resolve the topological phase diagram of our model. We note that for \( \Delta_{Z} > 0 \) (\( \Delta_{Z} = 0 \)) the Hamiltonian \( H \) is placed in symmetry class BDI (DIII) with a \( Z_{2} \) topological invariant [43]. We begin by linearizing the Hamiltonian \( H_{0} + H_{a} \) around its Fermi points at \( k = 0 \) and \( k = \pm 2k_{F,\text{sc}} \) and consider the effects of magnetic field and superconductivity perturbatively; see Appendix B. When \( |E_{\text{so},1} - E_{\text{so},1}| \gg \Delta_{c} \), the crossed-Andreev pairing couples only the interior branches; see Fig. 1(b). We find that the spectrum is gapless at \( k = 0 \) provided

\[ \Delta_{c}^{2} = (\Delta_{a} \pm \Delta_{Z})^{2}. \] (6)

There is no gap closing at finite-momentum for \( |E_{\text{so},1} - E_{\text{so},1}| \gg \Delta_{Z}, \Delta_{a}, \Delta_{c} \).

Based on Eq. (6), we are now in the position to determine the topological phases themselves; see Fig. 2. When \( \Delta_{Z} = 0 \) and \( \Delta_{c} > \Delta_{a} \) the system is a time-reversal symmetric topological superconductor and hosts a Kramers pair of MBSs at each end [27]. For \( \Delta_{Z} = 0 \) and all remaining values of \( \Delta_{c} \) it is a trivial superconductor. Since the number of MBSs is a topological invariant, it cannot change without closing the energy gap. Consequently, for \( \Delta_{c} > \Delta_{a} + \Delta_{c} \) the system must be in a topological phase with two MBSs at each end, while for \( \Delta_{a} - \Delta_{Z} > \Delta_{c} \) it must be in a trivial phase. Moreover, for \( \Delta_{a} = 0 \) and \( \Delta_{Z} > \Delta_{c} \) each NW independently hosts a pair of MBSs at its ends [1,2]. Thus, we conclude that the system must exhibit a topological phase with two MBSs at each end for \( \Delta_{Z} < \Delta_{a} \). Finally, from an explicit calculation of the MBS wave functions, we find that the system hosts one MBS on each end for \( \Delta_{a} + \Delta_{Z} > \Delta_{c} > |\Delta_{a} - \Delta_{Z}| \).

We now discuss this one-MBS phase in more detail. There are three remarkable aspects: (1) For any finite crossed-Andreev pairing strength \( \Delta_{c} \), the one-MBS phase occurs even for Zeeman splittings smaller than the direct pairing strength, \( \Delta_{Z} < \Delta_{a} \). Notably, for \( \Delta_{c} = \Delta_{a} \) an infinitesimal magnetic field can drive the system into the one-MBS phase. This behavior originates from the destructive interference of direct and crossed-Andreev pairing, which lowers the
of the spectrum is given by

$$\xi_i = 2\hbar v_F \left\{ (v_F + \mu)(\Delta_Z - \Delta_d) + \sqrt{((v_F - \mu)(\Delta_Z - \Delta_d))^2 + 4v_F^2\Delta_d^2} \right\}^{-1}. \quad (7)$$

The total localization length is given by $\xi = \max(\xi_e, \xi_i)$.

We now want to compare the MBS localization length in the double-NW setup to the one in the standard setup of a single Rashba NW coupled to an s-wave SC and subjected to a magnetic field along the NW axis [1,2]. Assuming that the NW chemical potential is tuned to the crossing point of the spin-polarized bands of the Rashba spectrum, this single-NW setup hosts a MBS at each end provided $\Delta_Z > \Delta_d$. The MBS localization length is $\xi = \max(\hbar v_F/(\Delta_Z - \Delta_d), \hbar v_F/\Delta_d)$, where $v_F$ is the Fermi velocity in the NW [49]. In general, we find that the MBS localization length of the double-NW setup is always shorter than that in the single-NW setup for a fixed Zeeman splitting, $\xi < \xi'$ when $\Delta_c > 0$. To give numerical estimates, we choose typical experimental values for semiconducting NWs, $\Delta_c = 0.1$ meV, $g = 2$, and $v_F = 1.5 \times 10^4$ m/s and $v_F = 2.5 \times 10^4$ m/s. Furthermore, we take $\Delta_c = 0.13$ meV for the Zeeman splitting which corresponds to a field strength of $\sim 2.2$ T. For the MBS localization length in the single-NW setup we find $\xi' \sim 330$ nm. In contrast, the double-NW setup with a strength of crossed-Andreev pairing $\Delta_c = 0.08$ meV yields a reduction of the MBS localization length to $\xi \sim 160$ nm. Inversely, a localization length of $\xi \sim 330$ nm which is comparable to the single-NW case is achieved already for a Zeeman splitting of $\Delta_Z = 0.27$ meV corresponding to a field strength of $\sim 1$ T. The double-NW setup thus allows for MBS localization lengths that are comparable to the single-NW setup despite a significant reduction of the magnetic field strength by $\sim 1.2$ T.

### V. STABILITY ANALYSIS

Next, we study the stability of the one-MBS phase with respect to interwire tunneling and rotations of the SOI vector away from the directions specified in Fig. 1. First, we show that the effects of interwire tunneling on the low-field topological threshold can be compensated by tuning the NW chemical potentials $\mu_t$ to an appropriate sweet spot and we estimate the precision of this tuning. For general $\mu_t$ and finite interwire tunneling, we find that the low-field topological threshold from the trivial to the one-MBS phase occurs at the critical Zeeman splitting

$$\Delta_Z,c = \left\{ 2(\Delta_d^2 + \Delta_c^2 + \Gamma^2) + \mu_1^2 + \mu_1^2 \right\}^{-1} \left\{ 4\Delta_d^2 \Delta_c^2 + (4\Delta_d^2 + (\mu_1 + \mu_1)^2)[(\mu_1 - \mu_1)^2 + 4\Gamma(\mu_1 + \mu_1)((4\Delta_d^2 + \Gamma(\mu_1 + \mu_1))^2)]/2 \right\}. \quad (8)$$

The critical Zeeman splitting is minimized to $\Delta_Z,c = \Delta_d - \Delta_c$ at the sweet spot $\mu_t = \Gamma$. For $|\mu_t| > \Gamma$, the critical Zeeman splitting decreases and approaches $\Delta_Z,c = \Delta_d^2 + \mu^2$ when $|\mu_t| \gg |\mu_t|$; see Fig. 3(a) and Fig. 4 in Appendix D. To tune the chemical potentials to the desired sweet spot, we fix $\mu_1$ and determine $\Delta_Z,c$ as a function of $\mu_1$ (e.g., by the emergence of a zero-bias conductance peak). This procedure is repeated for different values of $\mu_1$. The case $\mu_t = \Gamma$ is
by the width of $\Delta_{Z,c}$ as a function of $\mu_\tau$, which is on the scale of $\Delta_s$. Importantly, without this tuning the lowering of the topological threshold between the trivial and one-MBS phase does not occur [42] as the phase boundary separating the one- and two-MBS phases shifts to larger magnetic fields; see Fig. 3(b). In Appendix D we show that the compensation is still possible in the regime of low Zeeman splittings for $\Delta_c \sim |\Delta_1 - \Delta_s|$ but requires an asymmetric tuning of the chemical potentials.

Second, we address the case when the SOI vectors in the two NWs are not parallel but still orthogonal to the magnetic field vector. We replace $H \rightarrow H - \gamma \sum_{\tau,\sigma,\sigma'} \epsilon^{\tau}_\alpha \int dx \ \Psi^{\dagger}_{\tau\sigma}(x) \sigma_\alpha \partial_z \Psi_{\tau\sigma'}. \gamma$, and set $\alpha_\tau = \alpha, \alpha'_\tau = 0, \epsilon^{\tau}_\alpha = \alpha \cos \theta, \epsilon'^{\tau}_\alpha = \alpha \sin \theta. \gamma$ The new Hamiltonian is in symmetry class D with a $Z_2$ topological invariant [43] and a tight-binding diagonalization reveals a stable one-MBS phase and unstable two-MBS phases that turn trivial for $\sin \theta \neq 0$; see Fig. 3(c) and Appendix E.

Finally, we have verified by a numerical tight-binding diagonalization as above that the one-MBS phase is stable against Gaussian disorder with mean $(\mu_\tau) = 0$ and a standard deviation that is smaller than the gap.

VI. CONCLUSIONS

We have shown that in a double-NW setup the destructive interference of direct and crossed-Andreev pairing significantly reduces the topological threshold compared to the standard single-NW setups [1,2]. Moreover, we have demonstrated that the resulting MBs exhibit localization lengths that can be shorter than those of the standard single-NW setups. Consequently, they represent ideal candidates for future experiments on quantum information processing with MBs.
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a good approximation at weak magnetic fields if the Zeeman splitting of the superconductor is much smaller than its bulk gap. We also allow for electrons to tunnel locally between SC and NW, assuming that this process preserves both spin and momentum,

\[ H_t = -\sum_{\tau,\sigma} \int \frac{dk_x}{2\pi} t_\tau (1) [\psi_{\tau\sigma}^\dagger(k_x,z_\tau) \psi_{\tau\sigma}(k_x,z_\tau) + H.c.] , \quad (A3) \]

where \( t_\tau \) is a nanowire-dependent tunneling amplitude and \( z_\tau \) denotes the position of the \( \tau \)-wire. We choose a symmetric configuration \( z_1 = z_u \) and \( z_1 = d - z_u \) while assuming that the wires are located close to the edges of the superconductor, \( z_u \ll d \).

The total Hamiltonian can be diagonalized by introducing a Bogoliubov transformation. The resulting Bogoliubov–de Gennes (BdG) equations are given by

\[
\sum_{\sigma'} \left[ \left( -\frac{\partial^2}{2m_{sc}} + \frac{k^2}{2m_{sc}} - \mu_{sc} \right) u_{sc,\sigma'}(k_x,z) + i \Delta_{sc}(\sigma)_{\sigma'\sigma'} v_{sc,\sigma'}(-k_x,z) - t_\tau \delta(z - z_\tau) u_{\tau\sigma}(k_x) \right] \psi_{\tau\sigma}(k_x,z) = E u_{\tau\sigma}(k_x),
\]

\[
\sum_{\tau,\sigma'} \left[ \left( \frac{\partial^2}{2m_{sc}} + \frac{k^2}{2m_{sc}} + \mu_{sc} \right) v_{sc,\sigma'}(k_x,z) - i \Delta_{sc}(\sigma)_{\sigma'\sigma'} v_{sc,\sigma'}(-k_x,z) + t_\tau \delta(z - z_\tau) v_{\tau\sigma}(k_x) \right] \psi_{\tau\sigma}(k_x,z) = E v_{\tau\sigma}(k_x,z). \quad (A4)
\]

Here, \( u_{\tau|sc,\sigma}(v_{\tau|sc,\sigma}) \) is the wave function describing an electron (hole) of spin \( \sigma \) in the \( \tau \)-wire in the SC. Inside the SC (i.e., for \( 0 < z < d \)), we must solve the BdG equations for a conventional \( s \)-wave SC:

\[
\left[ \left( -\frac{\partial^2}{2m_{sc}} + \frac{k^2}{2m_{sc}} - \mu_{sc} \right) \eta_z - \Delta_{sc} \eta_z \sigma \right] \psi_{sc}(k_x,z) = E \psi_{sc}(k_x,z), \quad (A5)
\]

where \( \psi_{sc}(k_x,z) = [u_{sc,\uparrow}(k_x,z), u_{sc,\downarrow}(k_x,z), v_{sc,\uparrow}(-k_x,z), v_{sc,\downarrow}(-k_x,z)]^T \) is a spinor wave function. Solving independently in the left (\( z < z_u \)), middle (\( z_u < z < d - z_u \)), and right (\( z > z_u \)) regions, the wave function can be expressed as

\[
\psi_l(z < z_u) = c_1 \chi_{e,\uparrow} \sin(p_{z,l} z) + c_2 \chi_{e,\downarrow} \sin(p_{z,l} z) + c_3 \chi_{h,\uparrow} \sin(p_{z,l} z) + c_4 \chi_{h,\downarrow} \sin(p_{z,l} z),
\]

\[
\psi_m(z_u < z < d - z_u) = c_5 \chi_{e,\uparrow} e^{ip_{z,l} z} + c_6 \chi_{e,\downarrow} e^{-ip_{z,l} z} + c_7 \chi_{h,\uparrow} e^{-ip_{z,l} z} + c_8 \chi_{h,\downarrow} e^{ip_{z,l} z},
\]

\[
\psi_r(z > z_u) = c_{13} \chi_{e,\uparrow} \sin(p_{z,(d - z)} z) + c_{14} \chi_{e,\downarrow} \sin(p_{z,(d - z)} z) + c_{15} \chi_{h,\uparrow} \sin(p_{z,(d - z)} z) + c_{16} \chi_{h,\downarrow} \sin(p_{z,(d - z)} z),
\]

where \( p_{z,l}^2 = 2m_{sc}(\mu_{sc} \pm i\Omega) - k_x^2 \), with \( \Omega^2 = \Delta_{sc}^2 - E^2 \). The spinors are defined as \( \chi_{e,\sigma} = (u_0,0,0,v_0)^T, \chi_{e,\bar{\sigma}} = (0,u_0,-v_0,0)^T, \chi_{h,\sigma} = (v_0,0,0,u_0)^T, \chi_{h,\bar{\sigma}} = (0,v_0,u_0,0)^T \), where \( u_0 \) and \( v_0 \) are the BCS coherence factors,

\[
u_0(v_0) = \sqrt{\frac{1}{2} \left( 1 \pm \frac{i\Omega}{E} \right) }. \quad (A7)
\]

The nanowires enter only through the boundary conditions. These boundary conditions, which must be imposed at \( z = z_c \) (vanishing boundary conditions at \( z = 0 \) and \( z = d \) are accounted for already), are given by

\[
\partial_z \psi_l(z_1) = \psi_m(z_1),
\]

\[
\partial_z \psi_r(z_1) = \psi_m(z_1),
\]

\[
[\partial_z \psi_m(z_1) - \partial_z \psi_l(z_1)]/k_F = 2\gamma_{\eta\xi} G^R_{E,k_F}(E,k_F) \psi_l(z_1),
\]

\[
[\partial_z \psi_m(z_1) - \partial_z \psi_r(z_1)]/k_F = 2\gamma_{\eta\xi} G^R_{E,k_F}(E,k_F) \psi_r(z_1) , \quad (A8)
\]

where \( G^R_{E,k_F}(E,k_F) = (E - \xi_\eta \xi + \alpha, -\Delta_{Zt} \eta\xi \sigma_+ + i0^+)^{-1} \) is the retarded Green’s function of the \( \tau \)-wire in the absence of tunneling. The boundary conditions Eq. (A8) can be rearranged into the form \( M c = 0 \), where \( M \) is a \( 16 \times 16 \) matrix and \( c \) is a 16-component vector of unknown coefficients. The excitation spectrum of the junction is determined by solving the equation \( \det M = 0 \) for \( E(k_F) \).

We now map the exact BdG solution to the effective pairing model in the limit of weak coupling. We adopt the following approximations. First, we assume that the chemical potential of the SC is the largest energy scale of the problem \( (\mu_{sc} \gg E_{so}, \Delta_{Zt}, \Delta_{sc}, \mu_c) \). This allows us to approximate

\[
p_{\pm} = \sqrt{2m_{sc}(\mu_{sc} \pm i\Omega) - k_F^2} \approx k_{F,sc} \pm i\Omega/v_{F,sc} , \quad (A9)
\]

where \( k_{F,sc} = \sqrt{2m_{sc} E_{so}} \) and \( v_{F,sc} = k_{F,sc}/m_{sc} \) are the Fermi momentum and velocity of the SC, respectively. When differentiating the wave function [on the left-hand side of Eq. (A8)], we approximate \( p_{\pm} \approx k_{F,sc} \); however, in the exponentials [entering through \( \psi_{sc}(k_x,z_\tau) \)], we keep \( p_{\pm} = k_{F,sc} \pm i\Omega/v_{F,sc} \). (This gives the exponentially growing/decaying parts of the wave function). The weak-tunneling limit is assumed by
taking $\gamma_r \ll \Delta_{sc}$, where $\gamma_r$ is a nanowire-dependent tunneling energy scale given by $\gamma_r = \tau^2_F / v_{F,sc}$. In this limit, the relevant pairing energies are small ($E \ll \Delta_{sc}$) and we can expand the coherence factors as
\[
u_0(\nu_0) = \left(1 + i \frac{\gamma T}{2}\right) E. \tag{A10}\]
However, even with these simplifications, the matrix $M$ [defined below Eq. (A8)] is too complicated to be displayed explicitly here.

Also due to the complicated nature of the matrix $M$, we can only evaluate $\det M$ numerically; this means that the energy spectrum $E(k_x, \mu_1, \sigma_z, \Delta_{2z}, \gamma_r, d)$ must be effectively “guessed” to be mapped out over all of parameter space (i.e., it would be very computationally expensive to numerically map out the spectrum as function of all parameters of the problem). Luckily, it is actually quite straightforward to guess the correct spectrum.

The superconductor induces four effective terms in the Hamiltonian of the NWs. Induced pairing terms are of the direct type,
\[
\mathcal{H}_d = \sum_{\tau} \Delta_{\tau} \int \frac{dk_x}{2\pi} \left[ \bar{\Psi}_{\tau}^\dagger(k_x) \Psi_{\tau}^\dagger(-k_x) + \text{H.c.} \right], \tag{A11}
\]
where $\Phi = (\Psi_{\tau 1}, \Psi_{\tau 1}^\dagger, \Psi_{\tau 1}^{\tau 1}, \Psi_{\tau 1}^{\tau 1}, \Psi_{\tau 1}^{\tau 1}, \Psi_{\tau 1}^{\tau 1})^T$ and the effective Hamiltonian density $\mathcal{H}_{\text{eff}}$ is given by
\[
\mathcal{H}(k_x) = (\xi_1 - \delta \mu_1) \bar{\eta}_c + (\xi_2 - \delta \mu_1) \eta_c - \alpha_1 k_x \left(1 + \frac{\tau_z}{2}\right) \sigma_z - \alpha_1 k_x \left(1 - \frac{\tau_z}{2}\right) \sigma_z + \Delta_{Z1} \left(1 + \frac{\tau_z}{2}\right) \eta_c \sigma_z + \Delta_{Z1} \left(1 - \frac{\tau_z}{2}\right) \eta_c \sigma_z + \Delta_{Z1} \left(1 + \frac{\tau_z}{2}\right) \eta_c \sigma_z + \Delta_{Z1} \left(1 - \frac{\tau_z}{2}\right) \eta_c \sigma_z \tag{A16}
\]
with the Pauli matrices $\tau_{x,y,z}, \eta_{x,y,z}, \sigma_{x,y,z}$ acting in nanowire, particle-hole, and spin space, respectively. In the special case when $\Delta_{Z1} = 0$, the Hamiltonian obeys both time-reversal and particle-hole symmetry with operators $U_T = \sigma_y, U_P = \eta_z$, and transformations $U_T^\dagger \mathcal{H}^* U_T = \mathcal{H}(-k_x)$, $U_P^\dagger \mathcal{H}^* U_P = -\mathcal{H}(-k_x)$, respectively. Furthermore, $U_T^\dagger U_T = -1, U_P^\dagger U_P = 1$. Hence, for $\Delta_{Z1} = 0$ the Hamiltonian is placed in the DIII symmetry class with a $Z_2$ topological invariant [43].

In general, the Hamiltonian also exhibits an effective time-reversal symmetry described by $U_T^\dagger = \eta_c \sigma_z$ with $(U_T^\dagger)^2 = 1$. Therefore, for $\Delta_{Z1} \neq 0$ the Hamiltonian is placed in the symmetry class BDI with a $Z_2$ topological invariant [43]. However, we note that the effective time-reversal symmetry $U_T^\dagger$ is unstable when the SOI vectors are not parallel but still orthogonal to the magnetic field vector,
\[
k_x \alpha \left(1 + \frac{\tau_z}{2}\right) \sigma_z + k_x \alpha \left(1 - \frac{\tau_z}{2}\right) \sigma_z = \cos(\theta) \sigma_z + \sin(\theta) \eta_c \sigma_z, \tag{A17}
\]
where $\theta \in [0, 2\pi]$ is the relative angle between the SOI vectors. Moreover, the effective time-reversal symmetry $U_T^\dagger$ is also unstable if we allow for a magnetic field vector component and the crossed-Andreev type,
\[
H_c = \Delta_c \sum_{\tau} \int \frac{dk_x}{2\pi} \left[ \bar{\Psi}_{\tau}^\dagger(k_x) \Psi_{\tau}^\dagger(-k_x) + \text{H.c.} \right]. \tag{A12}
\]
In addition, the superconductor induces single-particle couplings, which can be of the intrawire type,
\[
H_{\delta \mu} = -\sum_{\tau, \sigma} \delta \mu_\tau \int \frac{dk_x}{2\pi} \left[ \bar{\Psi}_{\tau}^\dagger(k_x) \Psi_{\tau}^\dagger(k_x) + \text{H.c.} \right], \tag{A13}
\]
and of the interwire type,
\[
H_I = -\Gamma \sum_{\tau, \sigma} \int \frac{dk_x}{2\pi} \left[ \bar{\Psi}_{\tau}^\dagger(k_x) \Psi_{\tau}^\dagger(k_x) + \text{H.c.} \right]. \tag{A14}
\]
With these proximity-induced terms, we propose to describe the nanowires with an effective Hamiltonian of the form
\[
H = \frac{1}{2} \int \frac{dk_x}{2\pi} \Phi(k_x) \mathcal{H}_{\text{eff}}(k_x) \Phi(k_x), \tag{A15}
\]
that is aligned with one of the SOI vectors,
\[
\Delta_{Z1} \left(1 + \frac{\tau_z}{2}\right) \eta_c \sigma_z + \Delta_{Z1} \left(1 - \frac{\tau_z}{2}\right) \eta_c \sigma_z = \cos(\phi) \sigma_z + \sin(\phi) \sigma_z, \tag{A18}
\]
with $\phi \in [0, 2\pi]$. In the presence of either one of these perturbations with $\sin(\phi) \neq 0$ or $\sin(\phi) \neq 0$, the Hamiltonian is in the symmetry class D with a $Z_2$ topological invariant [43].

The effective parameters $\Delta_{s} = \Delta_{c}, \delta \mu_{s}, \text{ and } \Gamma$ were determined as functions of the tunneling strength $\gamma_r$ and wire separation $d$ in the absence of spin-orbit coupling and Zeeman splitting in a previous work [31]. In the simplified limit $\sin^2(k_F d) = 1$, they are given by $\left(\xi_{sc} = v_{F,sc}/\Delta_{sc}ight.$ is the superconducting coherence length)
\[
\Delta_{s} = \frac{2 \gamma_r \sinh(2d/\xi_{sc})}{\cosh(2d/\xi_{sc}) - \cos(2k_F d)},
\]
\[
\Delta_{c} = \frac{4 \gamma_r \gamma_1 \sinh(2d/\xi_{sc}) \cos(k_F d)}{\cosh(2d/\xi_{sc}) - \cos(2k_F d)},
\]
\[
\delta \mu_{s} = -\frac{2 \gamma_r \sin(2k_F d)}{\cosh(2d/\xi_{sc}) - \cos(2k_F d)},
\]
\[
\Gamma = -\frac{4 \gamma_r \gamma_1 \sinh(d/\xi_{sc}) \sin(k_F d)}{\cosh(2d/\xi_{sc}) - \cos(2k_F d)}. \tag{A19}
\]
Because the effective proximity-induced parameters should depend only on properties of the superconductor and the tunneling amplitude, let us make the ansatz that all four of the proximity-induced effective parameters given in Eq. (A19) remain unchanged when spin-orbit coupling and a Zeeman splitting are added to the nanowires. That is, we substitute Eq. (A19) to describe the effective parameters of Eq. (A16). We then find that if we substitute the energy eigenvalues \(E\) of Eq. (A16) into the boundary conditions Eq. (A8), these choices of \(E\) ensure that \(\det M = 0\); this means that the eigenvalues of the effective Hamiltonian (A16) correspond to the energy spectrum obtained by solving the BdG equations.

**APPENDIX B: ENERGY SPECTRUM IN THE STRONG-SOI REGIME**

In this appendix, we compute the bulk energy spectrum of the model \(H = H_0 + H_{\text{so}} + H_T + H_d + H_e\) proposed in the main text [27,42,52]. Additionally, we will determine the gapless points of the spectrum which potentially correspond to topological phase boundaries. We assume the regime of strong SOI, \(E_{\text{so,1}} \gg \Delta_Z, \Delta_d, \Delta_c\), and that the deviations in the proximity-induced gaps are the smallest energy scale [27,52], \(\Delta_r \gg |\Delta_1 - |\Delta_1|\) and \(\Delta_r \gg |\Delta_1Z| - |\Delta_1Z_1|\). This allows us to set \(\Delta_d = \Delta_r, \Delta_z = \Delta_{Z_1}, \Delta_c = \Delta_{Z_1}\), and to neglect the effects of interwire tunneling as they can always be compensated by an appropriate adjustment of the nanowire chemical potentials.

We find that the bulk energy spectrum is given by

\[
E_\pm^2 = (\hbar v_F k)^2 + \Delta_2^2,
\]

\[
E_{\pm \pm}^2 = \frac{1}{2} \left[ \hbar^2 (v_{F1}^2 + v_{F1}^2) k^2 + 2(\Delta_d \pm \Delta_Z)^2 + 2\Delta_c^2 \right] \pm \sqrt{4\Delta_c^2 (\hbar^2 [v_{F1}^2 - v_{F1}^2] k^2 + 4(\Delta_d \pm \Delta_Z^2)^2) + \hbar^2 (v_{F1}^2 - v_{F1}^2)^2 k^4},
\]

where the first (second) equation corresponds to exterior (interior) branch of the spectrum. We find that the spectrum is gapless at \(k = 0\) provided \(\Delta_c = |\Delta_d \pm \Delta_Z|\). There exist no gapless closing points for \(k \neq 0\).

2. Weakly detuned SOI energies

The second case corresponds to weakly detuned nanowire SOI energies, \(|E_{\text{so,1}} - E_{\text{so,1}}| \ll \Delta_Z, \Delta_d, \Delta_c\). In this limit, we neglect the difference in spin-orbit energies, \(v_F = v_{F1} = v_{F1}\). The crossed-Andreev pairing now couples the two nanowires both at \(k = 0\) and \(k = \pm k_F = \pm 2k_{so}\). The Hamiltonian density is given by

\[
\mathcal{H}(x) = \hbar v_F k \rho_e + \Delta_Z \eta_e (\sigma_x \rho_e + \sigma_y \rho_e)/2 - \Delta_c \tau_x \eta_s \sigma_x \rho_e + \Delta_c \eta_s \sigma_y \rho_e,
\]

and the bulk spectrum is modified to

\[
E_\pm^2 = (\hbar v_F k)^2 + (\Delta_d \pm \Delta_c)^2,
\]

\[
E_{\pm \pm}^2 = (\hbar v_F k)^2 + (\Delta_c \pm |\Delta_d \pm \Delta_Z|)^2,
\]

where the first (second) equation corresponds to exterior (interior) branch of the spectrum. Besides the gap closing at \(k = 0\) when \(\Delta_c = |\Delta_d \pm \Delta_Z|\), we find an additional gap closing at \(k = \pm k_F = 2k_{so}\) when \(\Delta_c = \Delta_d\). For \(\Delta_c > 0\) this gap closing does not correspond to a topological phase transition because the SOI interaction can be removed by a gauge transformation. For \(\Delta_c > 0\) we also find from a numerical tight-binding diagonalization that the number of MBSs is unchanged across the gap closing line \(\Delta_c = \Delta_d\); see also Fig. 6(b).

3. Intermediate regime

The last case corresponds to the intermediate regime, when \(|E_{\text{so,1}} - E_{\text{so,1}}| \sim \Delta_Z, \Delta_d, \Delta_c\). To determine the gapless points of the spectrum, we consider for this case the full quadratic Hamiltonian given by \(H = (1/2) \int dx \Phi^\dagger(x) \mathcal{H}(x) \Phi(x)\) with Hamiltonian density

\[
\mathcal{H}(x) = \hbar^2 k^2 \eta_e/2m - \alpha \hat{k}(1 + \tau_c) \sigma_z/2 - \alpha \hat{k}(1 - \tau_c) \sigma_z/2 + \Delta_Z \eta_e \sigma_x - \Delta_c \eta_s \sigma_y - \Delta_c \tau_x \eta_s \sigma_y.
\]
and basis $\Phi = (\Psi_{11}, \Psi_{1i}, \Psi_{1\dagger}, \Psi_{11}, \Psi_{11}, \Psi_{11})$. We focus on the gap closing points at finite momentum, because the zero momentum gap closing points are not affected by the SOI. Furthermore, because a finite magnetic field cannot open an energy gap at finite momentum in the regime of strong SOI, we can restrict ourselves to the case when $\Delta_Z = 0$. Our findings will be equally valid for the case when $\Delta_Z \neq 0$. First, we determine the bulk energy spectrum,

$$
E^2_{\pm \pm}(\Delta_Z = 0) = \left( \frac{\hbar^2 k^2}{2m} + k^2 (\sigma^2 + \alpha^2) \right) + \Delta_\gamma^2 + \Delta_\tau^2 \pm k(\alpha_1 + \alpha_1) \left( \frac{\hbar^2 k^2}{2m} \right) \\
\pm \sqrt{\left( k[\alpha_1 - \alpha_1] \left( \frac{k(\alpha_1 + \alpha_1)}{2} - \frac{\hbar^2 k^2}{2m} \right) \right)^2 + \Delta_\tau^2 (k^2[\alpha_1 - \alpha_1]^2 + 4\Delta_\tau^2)}. \quad (B6)
$$

Next, we find that the spectrum is gapless provided that

$$
\Delta_\epsilon^2 = \Delta_\tau^2 - \frac{\hbar^2 k^2}{2m} - k^2 \alpha_1 \alpha_1 + \left( \frac{\hbar^2 k^2}{2m} \right)(k\alpha_1 + \alpha_1) \\
\pm i \Delta_\tau \left[ \frac{\hbar^2 k^2}{2m} - k(\alpha_1 + \alpha_1) \right]. \quad (B7)
$$

The spectrum is also gapless for the same condition, but with $k \to -k$. Because $\Delta_\epsilon > 0$, we need to require that

$$
2 \left( \frac{\hbar^2 k^2}{2m} \right) - k(\alpha_1 + \alpha_1) = 0. \quad (B8)
$$

Solving this expression and (the corresponding one with $k \to -k$) for $k$ yields the two gap-closing points

$$
k^* = \pm \frac{2m}{\hbar^2} \left( \alpha_1 + \alpha_1 \right). \quad (B9)
$$

Inserting this result back into Eq. (B7), we find the gap-closing condition for $k \neq 0$,

$$
\Delta_\epsilon = \Delta_\tau^* \equiv \Delta_\tau \sqrt{1 + 4 \left( \frac{E_{so,1} - E_{so,1}}{\Delta_d} \right)^2}. \quad (B10)
$$

We note that $\Delta_\tau^* \geq \Delta_d$, so that the gap closing occurs for larger values of the strength of the crossed-Andreev pairing as compared to the regime when $|E_{so,1} - E_{so,1}| \ll \Delta_\tau, \Delta_d, \Delta_\epsilon$. Additionally, we emphasize once more that the result in Eq. (B10) is valid also for $\Delta_Z \neq 0$ in the limit of strong SOI. Finally, we point out that the topological phase diagram for the regime $|E_{so,1} - E_{so,1}| \sim \Delta_\tau, \Delta_d, \Delta_\epsilon$ is given in Fig. 5(b).

**APPENDIX C: MAJORANA BOUND STATE WAVE FUNCTIONS IN THE STRONG-SOI REGIME**

In this appendix, we compute the zero-energy MBS wave functions of the model $H = H_0 + H_{so} + H_\tau + H_d + h_c$. As in the last section and the main text, we assume the regime of strong SOI, $E_{so,\tau} \gg \Delta_\tau, \Delta_d, \Delta_\epsilon$, and that the fluctuations in the proximity-induced gaps are the smallest energy scale, $\Delta_\epsilon \gg |\Delta_1 - \Delta_1|$ and $\Delta_\tau \gg |\Delta_1 - \Delta_\tau|$. This allows us to once again set $\Delta_d = \Delta_\epsilon = \Delta_d = \Delta_\tau$, and to neglect the effects of interwire tunneling as they can always be compensated by an appropriate adjustment of the nanowire chemical potentials.

We begin by assuming that the nanowire length is much longer than the localization length of the MBSs. This means that the MBSs at opposite ends of the system do not overlap and can hence be treated independently. Next, we choose the origin of our coordinate system so that one of the boundaries of the system is located at $x = 0$ and focus on this boundary when computing the wave functions. We discuss two regimes:

### 1. Strongly detuned SOI energies

The first regime corresponds to strongly detuned nanowire SOI energies, $|E_{so,1} - E_{so,1}| \gg \Delta_\tau, \Delta_d, \Delta_\epsilon$. Without loss of generality, we choose $\alpha_1 > \alpha_1$. For $\Delta_d > \Delta_\tau > \Delta_\epsilon > |\Delta_d - \Delta_\tau|$, we find a single MBS given by

$$
\gamma = \sum_x \int dx \phi_c(x) \Phi_c(x), \text{ where } \Phi_c = (\Psi_{11}, \Psi_{1\tau}, \Psi_{1t}, \Psi_{1\dagger}) \text{ is the electron spinor and } \phi_c = (\phi_{c1}, \phi_{c1}, \phi_{c1}, \phi_{c1}^*) \text{ the wave function vector in the } \tau \text{-wire. The latter is (up to normalization) given by}
$$

$$
\phi_{c\tau}(x) = \left[ 1 + \frac{\tau}{2} + \left( 1 - \frac{\tau}{2} \right) \frac{4\Delta_\tau^2 \nu F_{1} \nu F_{1} + (\Delta_d - \Delta_\tau) \nu F_{1} \nu F_{1} + (\Delta_d - \Delta_\tau)(\nu F_{1} - \nu F_{1})}{2\Delta_\tau \nu F_{1}} \right] \\
\times e^{i \pi (1 - \sigma) / 4} e^{-x / \xi_i - i \sigma k_F x - e^{-x / \xi_i}}, \quad (C1)
$$

with the localization lengths corresponding to the interior $(i)$ and exterior $(e)$ branches of the spectrum given by

$$
\xi_i = \frac{2\hbar \nu F_{1} \nu F_{1}}{\sqrt{4\Delta_\tau^2 \nu F_{1} \nu F_{1} + (\Delta_d - \Delta_\tau)^2 \nu F_{1} \nu F_{1} + (\Delta_\tau - \Delta_d)(\nu F_{1} + \nu F_{1})}}. \quad (C2)
$$
For $\Delta_Z > \Delta_d$ and $\Delta_c < \Delta_Z - \Delta_d$, we find two MBSs given by $\gamma = \sum_{\tau} \int dx \phi_{\tau}(x) \Phi_{\tau}(x)$ and $\gamma' = \sum_{\tau} \int dx \phi'_{\tau}(x) \Phi_{\tau}(x)$, where the wave function vector $\phi_{\tau}(x) = (\phi_{\tau_1}^{(i)}, \phi_{\tau_1}^{(e)})^T$ is (up to normalization) given by

$$\phi_{\tau}(x) = \left[ \frac{\tau - 1}{2} + \frac{1 + \tau}{2} \right]^{\frac{1}{2}} \sqrt{\frac{4\Delta_2^2u_{F1}u_{F1} + (\Delta_d - \Delta_Z)^2(u_{F1} - u_{F1})^2 + (\Delta_Z - \Delta_d)(u_{F1} - u_{F1})}{2\Delta_c^2u_{F1}}} \times e^{i\pi(1-\sigma)/4(e^{-x/\xi_i} - e^{-x/\xi_e})},$$

(C3)

with the localization length

$$\xi_i' = \frac{2\hbar u_{F1}u_{F1}}{(\Delta_d - \Delta_d)(u_{F1} + u_{F1}) - \sqrt{4\Delta_c^2u_{F1}u_{F1} + (\Delta_d - \Delta_Z)^2(u_{F1} - u_{F1})^2}}.$$

(C4)

For $\Delta_c > \Delta_d + \Delta_Z$, we again find two MBSs. They are given by $\gamma = \sum_{\tau} \int dx \phi_{\tau}(x) \Phi_{\tau}(x)$ and $\gamma'' = \sum_{\tau} \int dx \phi''_{\tau}(x) \Phi_{\tau}(x)$, where the wave function vector $\phi''_{\tau}(x) = (\phi''_{\tau_1}^{(i)}, \phi''_{\tau_1}^{(e)})^T$ is (up to normalization) given by

$$\phi''_{\tau}(x) = \left[ \frac{1 - \tau}{2} + \frac{1 + \tau}{2} \right]^{\frac{1}{2}} \sqrt{\frac{4\Delta_2^2u_{F1}u_{F1} + (\Delta_d + \Delta_Z)^2(u_{F1} - u_{F1})^2 + (\Delta_d + \Delta_Z)(u_{F1} - u_{F1})}{2\Delta_c^2u_{F1}}} \times e^{i\pi(\sigma-1)/4(e^{-x/\xi_i} - e^{-x/\xi_e})},$$

(C5)

with the localization length

$$\xi''_i = \frac{2\hbar u_{F1}u_{F1}}{\sqrt{4\Delta_c^2u_{F1}u_{F1} + (\Delta_d + \Delta_Z)^2(u_{F1} - u_{F1})^2 - (\Delta_d + \Delta_Z)(u_{F1} + u_{F1})}}.$$

(C6)

We point out that the found MBSs are orthogonal to each other and correspond to independent solutions of the Hamiltonian, because $\sum_{\tau} \phi_{\tau}(x) \phi_{\tau}^*(x) = 0$ and $\sum_{\tau} \phi_{\tau}(x) \phi''_{\tau}^*(x) = 0$. We also note that the remaining parameter regimes which we did not discuss here correspond to topologically trivial phases.

2. Weakly detuned SOI energies

The second regime corresponds to weakly detuned nanowire SOI energies, $|E_{\text{so},1} - E_{\text{so},1}| \ll \Delta_Z, \Delta_d, \Delta_c$. For simplicity, we assume that $E_{\text{so},1} = E_{\text{so},1}$. For $\Delta_d + \Delta_Z > \Delta_c > |\Delta_d - \Delta_Z|$ and $\Delta_c \neq \Delta_d$, we find a single MBS given by $\gamma = \sum_{\tau} \int dx \phi_{\tau}(x) \Phi_{\tau}(x)$ with the wave function vector $\phi_{\tau} = (\phi_{\tau_1}, \phi_{\tau_1}, \phi_{\tau_1}, \phi_{\tau_1})^T$ in the $x$-wire given (up to normalization) by

$$\phi_{\tau}(x) = i e^{i\pi(1-\sigma)/4(e^{-x/\xi_i} - e^{-x/\xi_e})},$$

(C7)

and the localization lengths corresponding to the interior (i) and exterior (e) branches of the spectrum

$$\xi_i = \frac{\hbar v_F}{\Delta_d - (\Delta_c - \Delta_d)}$$

if $\Delta_c > \Delta_d$, and

$$\xi_e = \frac{\hbar v_F}{\Delta_c - (\Delta_c - \Delta_d)}$$

if $\Delta_c < \Delta_d$.

(C8)

For $\Delta_c < |\Delta_d - \Delta_Z|$, $\Delta_Z > \Delta_d$, and $\Delta_c \neq \Delta_d$ we find two MBSs given by $\gamma = \sum_{\tau} \int dx \phi_{\tau}(x) \Phi_{\tau}(x)$ and $\gamma' = \sum_{\tau} \int dx \phi'_{\tau}(x) \Phi_{\tau}(x)$, where the wave function vector $\phi'_{\tau}(x) = (\phi'_{\tau_1}, \phi'_{\tau_1}, \phi'_{\tau_1}, \phi'_{\tau_1})^T$ is (up to normalization) given by

$$\phi'_{\tau}(x) = i e^{i\pi(1-\sigma)/4(e^{-x/\xi_i} - e^{-x/\xi_e})},$$

(C9)

with the localization lengths

$$\xi_i' = \frac{\hbar v_F}{\Delta_d - \Delta_c}, \quad \xi_e' = \frac{2\hbar v_F}{\Delta_c + \Delta_d}.$$

(C10)

We point out that the solutions for the two-MBS phase are independent, because $\Phi_{\tau}(x) \phi_{\tau}^*(x) = 0$. The parameter regimes which were not discussed correspond to topologically trivial phases.

APPENDIX D: INTERWIRE TUNNELING

In this appendix, we study the effects of tunneling between NWs in the model which we presented in the main text. These interwire tunneling processes are described by

$$H_T = -\Gamma \sum_{\tau,\sigma} \int dx [\bar{\psi}_{\tau\sigma}(x) \psi_{\tau\sigma}(x) + \text{H.c.}],$$

(D1)

where $\Gamma > 0$ is a spin-independent tunneling amplitude. The full Hamiltonian of our system in then given by $H = H_0 + H_{so} + H_Z + H_d + H_c + H_T$. In this section, we will analytically show the following: (1) The effects of interwire tunneling on the topological phase transition between the trivial and the one-MBS phase can always be compensated by an appropriate adjustment of the nanowire chemical potentials when $\Delta_{Zr}, \Delta_c > |\Delta_1 - \Delta_1|, |\Delta_{Z1} - \Delta_{Z1}|$. For low Zeeman splittings, $\Delta_{Zr} \ll \Delta_c$, this compensation is possible even if $\Delta_{Zr} \sim |\Delta_{Z1} - \Delta_{Z1}|$ and $\Delta_c \sim |\Delta_1 - \Delta_1|$. (2) The latter adjustment of the nanowire chemical potentials expands the one-MBS phase by pushing the topological threshold from the one-MBS into the two-MBS phase to higher Zeeman splittings.

We first discuss the limit when $\Delta_{Zr}, \Delta_c \gg |\Delta_1 - \Delta_1|, |\Delta_{Z1} - \Delta_{Z1}|$. As a starting point, we set $\Delta_Z = \Delta_{Zr}$,
We will interpret $\lambda = \pm 1$ as an effective nanowire index that (together with the spin index) labels the energy bands of the system in the absence of superconductivity and magnetic fields, $\Delta_d = \Delta_0 = \Delta_Z = 0$. We choose $\mu = \Gamma$. In this new basis the Hamiltonian density can then be rewritten as $H = -\sum_\lambda \int d x \tilde{H}_\lambda(x) \tilde{\Psi}_\lambda(x)/2$ with

$$
\tilde{H}_\lambda(x) = \left(\frac{\hbar^2 k^2}{2m} - \mu \right) \eta_\lambda + \Delta_\lambda \eta_\lambda \sigma_z - \Delta_Z \eta_\lambda \sigma_x - \Delta_d \eta_1 \sigma_y - \Delta_f \eta_1 \sigma_y.
$$

(D2)

The Pauli matrices $\sigma_{x,y,z}$, $\tau_{x,y,z}$, and $\eta_{x,y,z}$ act in spin, nanowire, and electron-hole space, respectively. Because we are solely interested in the modification of the zero-momentum gap closing condition $\Delta_\lambda^2 = (\Delta_d - \Delta_c)^2$ for finite interwire tunneling, we have also set $\alpha = \alpha_1 = \alpha_2$. Our model can now be mapped onto a model of effectively two decoupled topological NWs. To see this, we introduce the basis

$$
\tilde{\Psi}_\lambda = (\Psi_{11}^\dagger + \lambda \Psi_{11}^\dagger, \Psi_{11}^\dagger + \lambda \Psi_{11}^\dagger, \Psi_{11}^\dagger + \lambda \Psi_{11}^\dagger)/\sqrt{2}.
$$

(D3)

We will interpret $\lambda = \pm 1$ as an effective nanowire index that (together with the spin index) labels the energy bands of the system in the absence of superconductivity and magnetic fields, $\Delta_d = \Delta_0 = \Delta_Z = 0$. We choose $\mu = \Gamma$. In this new basis the Hamiltonian density can then be rewritten as $H = -\sum_\lambda \int d x \tilde{H}_\lambda(x) \tilde{\Psi}_\lambda(x)/2$ with

$$
\tilde{H}_\lambda(x) = \left(\frac{\hbar^2 k^2}{2m} - \mu \right) \eta_\lambda - \lambda \Delta_f \eta_\lambda \sigma_z.
$$

(D4)

where we have introduced the effective chemical potentials $\mu_{\text{eff},1} = 0$ and $\mu_{\text{eff},1} = 2\Gamma$ as well as the effective pairing potentials $\Delta_{\text{eff},1} = \Delta_d - \Delta_c$ and $\Delta_{\text{eff},1} = \Delta_d + \Delta_c$. This is precisely the Hamiltonian of two decoupled topological NWs labeled by the effective nanowire index $\lambda$. Thus, the system hosts one MBS at each end for low magnetic fields when

$$
\Delta_0^2 > \Delta_{\text{eff},1}^2 + \mu_{\text{eff},1}^2 = (\Delta_d - \Delta_c)^2
$$

and two MBSs at each end for large magnetic fields when

$$
\Delta_0^2 > \Delta_{\text{eff},1}^2 + \mu_{\text{eff},1}^2 = (\Delta_d - \Delta_c)^2 + (2\Gamma)^2.
$$

(D5)

(D6)

Consequently, by an appropriate adjustment of the nanowire chemical potentials (for example by an external gate voltage), we still observe the proposed one-MBS phase for low magnetic fields. Moreover, without a proper tuning of the chemical potentials, $|\mu| \gg \Gamma$, the topological threshold is shifted to higher magnetic fields and not much is gained; see also Figs. 4(a) and 4(b).

Next, we comment on the case when $\Delta_d \sim |\Delta_1 - \Delta_0|$. In this case the choice

$$
\mu_1 = \Gamma \sqrt{\frac{\Delta_1}{\Delta_1}} \quad \text{and} \quad \mu_1 = \Gamma \sqrt{\frac{\Delta_1}{\Delta_0}}
$$

(D7)

ensures that the effects of interwire tunneling can still be compensated provided $\Delta_{Z,1} \ll \Delta$. However, we note that the topological phase transition from the trivial to the one-MBS phase at $\Delta_c = 0$ is renormalized to

$$
\Delta_{Z,1}^2 = \frac{1}{2} \left[ \Delta_1^2 + \Delta_0^2 + \Gamma^2 \left( 2 + \frac{\Delta_1}{\Delta_1} + \frac{\Delta_0}{\Delta_1} \right) - \sqrt{\frac{(\Delta_1 \Delta_1 [\Delta_0^2 + \Delta_1^2] + \Gamma^2 [\Delta_1 + \Delta_0]^2 - 4 \Delta_0^4 \Delta_1^2 (\Delta_1 \Delta_1 + 4 \Gamma^2)}{\Delta_1 \Delta_1}} \right] \geq 0.
$$

(D8)
two-MBS phases disappear for the topological phase diagram for the regime of weakly electron at site $\Delta_1c / \Delta_1d > 2$ and $\mu_1 = \mu_2 = 0$. The two-MBS phase which appeared for $\Delta_1c > \Delta_1d + \Delta_z$ when $|E_{so,1} - E_{so,1}| > \Delta_z, \Delta_1, \Delta_2$ turns into a trivial phase. All other topological phases remain unchanged. (b) Topological phase diagram as a function of $\Delta_z / \Delta_1$ for the regime of strongly detuned SOI energies, $|E_{so,1} - E_{so,1}| \gg \Delta_z, \Delta_1, \Delta_2$ for the one-MBS phase remains stable, while the two-MBS phases turn into trivial phases for $\sin(\Delta_1c / \Delta_1d) \epsilon [0, \pi]$, see Eq. (B10).

APPENDIX E: NUMERICAL RESULTS

In this final section, we study the tight-binding model which corresponds to the continuum model presented in the main text [46, 47, 50]. The tight-binding Hamiltonian is given by

$$H = \sum_{\tau} \left( \sum_{j=1}^{N} \tilde{\psi}_{\tau,j}^\dagger [-\mu_1 \eta_z + \Delta_1 \eta_x + \Delta_2 \sigma_z \eta_1 + \sum_{j=1}^{N-1} \tilde{\psi}_{\tau,j+1}^\dagger [-t + i \alpha_1 \sigma_z \eta_1 + \tilde{\psi}_{\tau,j} + \mathrm{H.c.}] + \sum_{j=1}^{N} \tilde{\psi}_{\tau,j}^\dagger (\Delta_1 \eta_1) \tilde{\psi}_{1,j} + \mathrm{H.c.} \right)$$

(E1)

where $N$ is the number of lattice sites per wire and $\tilde{\psi}_{\tau,j} = (\psi_{\tau,j}^\dagger, \psi_{\tau,j+1}^\dagger, \psi_{\tau,j-1}^\dagger, - \psi_{\tau,j}^\dagger)$ is the electron spinor at site $j$ in the $\tau$-wire with $\psi_{\tau,j}$ the annihilation operator of a spin $\sigma$ electron at site $j$ in the $\tau$-wire. Moreover, $\mu_1, \Delta_1, \alpha_1, \Delta_2$ are the chemical potentials, direct pairing strengths, SOI strengths, and Zeeman splittings in wire $\tau$, respectively. Finally, $\Delta c$ is the strength of the crossed-Andreev pairing, $t$ is the hopping amplitude, and the Pauli matrices $\sigma_{x,y,z}$ ($\eta_{x,y,z}$) act in spin (particle-hole) space.

1. Topological phase diagram

First, we perform a numerical diagonalization to obtain the topological phase diagram for the regime of weakly detuned SOI energies, $|E_{so,1} - E_{so,1}| \ll \Delta_2, \Delta_1, \Delta_2$, and for the intermediate regime, $|E_{so,1} - E_{so,1}| \sim \Delta_2, \Delta_1, \Delta_2$. The results are shown in Fig. 5. In the limit of weakly detuned SOI energies, we find that the two-MBS phase which for $|E_{so,1} - E_{so,1}| \gg \Delta_2, \Delta_1, \Delta_2$ with $\Delta d = \Delta_1, \Delta Z = \Delta_2$ appeared when $\Delta c > \Delta d + \Delta Z$, completely turns into a topologically trivial phase; see Fig. 5(a). Compared to that, in the intermediate regime, we find that the same two-MBS phase turns into a trivial phase once $\Delta c > \Delta c^*$ where $\Delta c^*$ was defined in Eq. (B10); see Fig. 5(b).

2. Stability analysis

Second, we analyze the stability of the one-MBS phase against different perturbations.

Misalignments of the magnetic fields. First, we discuss rotations of the magnetic field in the x-z plane for the regime of strongly detuned SOI energies, $|E_{so,1} - E_{so,1}| \gg \Delta_2, \Delta_1, \Delta_2$. We replace our tight-binding Hamiltonian according to

$$H \rightarrow H + \sum_{\tau} \sum_{j=1}^{N} \tilde{\psi}_{\tau,j}^\dagger (\Delta_1 \sigma_z \eta_1) \tilde{\psi}_{1,j} + \mathrm{H.c.}$$

(E2)

and set $\Delta Z_1 = 0, \Delta Z_1' = \Delta Z$ for the 1-wire and $\Delta Z_1 = \Delta Z \cos(\phi), \Delta Z_1' = \Delta Z \sin(\phi)$ for the 1-wire, where $\phi \in [0, 2\pi]$ is the angle of the magnetic field acting on the 1-wire with respect to the $x$ axis in the $x-z$ plane. For $\sin(\phi) \neq 0$, this places the setup in symmetry class D with a $Z_2$ topological invariant [43]. From a numerical tight-binding diagonalization, we find that the one-MBS phase remains stable, while the two-MBS phases turn into trivial phases for $\sin(\phi) \neq 0$; see Fig. 6(a). Additionally, we observe that the one-MBS phase expands to larger magnetic fields.

Misalignments of the SOI vectors. The case of misaligned SOI vectors in the two wires was discussed in the main text. To obtain the topological phase diagram shown in Fig. 3(c) in the main text, we modify our tight-binding Hamiltonian according to

$$H \rightarrow H + i \sum_{\tau} \sum_{j=1}^{N} \tilde{\psi}_{\tau,j+1}^\dagger \alpha^* \sigma_z \eta_1 \tilde{\psi}_{\tau,j}$$

(E3)
We have chosen $\phi = \theta = 0$, where time-reversal symmetry guarantees the presence of Kramers doublets [27,42,52,55–62]. If $\Delta_Z \neq 0$, the two MBSs localized at the same end are protected from hybridization by some additional symmetry. However, as noticed above such effective time-reversal symmetries are not stable against general perturbations [63–66], resulting in lifting of the degeneracy of two zero-energy bound states.

**Interwire tunneling.** Lastly, we provide additional information on our analysis for the case of finite interwire tunneling presented in the main text. In this case, the tight-binding Hamiltonian is modified according to

$$H \rightarrow H + \sum_{j=1}^{N} \tilde{\psi}_{j+}^{\dagger}(-\Gamma \eta_z)\tilde{\psi}_{1,j} + \text{H.c.}, \quad (E4)$$

where $\Gamma > 0$ is the spin-independent tunneling amplitude. As discussed in the previous section, we find that the effects of interwire tunneling on the topological phase transition separating the trivial and one-MBS phase can be completely compensated by setting $\mu_r = \Gamma$. Without this tuning the topological threshold separating the trivial and one-MBS phase is pushed to significantly larger magnetic fields; see see Fig. 6(b).

[1] R. M. Lutchyn, J. D. Sau, and S. Das Sarma, Phys. Rev. Lett. 105, 077001 (2010).
[2] Y. Oreg, G. Refael, and F. von Oppen, Phys. Rev. Lett. 105, 177002 (2010).
[3] V. Mourik, K. Zuo, S. M. Frolov, S. R. Plissard, E. Bakkers, and L. P. Kouwenhoven, Science 336, 1003 (2012).
[4] A. Das, Y. Ronen, Y. Most, Y. Oreg, M. Heiblum, and H. Shtrikman, Nat. Phys. 8, 887 (2012).
[5] L. P. Rokhsinsson, X. Liu, and J. K. Furdyna, Nat. Phys. 8, 795 (2012).
[6] H. O. H. Churchill, V. Fatemi, K. Grove-Rasmussen, M. T. Deng, P. Caroff, H. Q. Xu, and C. M. Marcus, Phys. Rev. B 87, 241401 (2013).
[7] J. Klinovaja, P. Stano, A. Yazdani, and D. Loss, Phys. Rev. Lett. 111, 186805 (2013).
[8] B. Braunecker and P. Simon, Phys. Rev. Lett. 111, 147202 (2013).
[9] F. Pientka, L. I. Glazman, and F. von Oppen, Phys. Rev. B 88, 155420 (2013).
[10] S. Nadj-Perge, I. K. Drozdov, B. A. Bernevig, and A. Yazdani, Phys. Rev. B 88, 020407(R) (2013).
[11] S. Nadj-Perge, I. K. Drozdov, J. Li, H. Chen, S. Jeon, J. Seo, A. H. MacDonald, B. A. Bernevig, and A. Yazdani, Science 346, 602 (2014).
[12] M. Ruby, F. Pientka, Y. Peng, F. von Oppen, B. W. Heinrich, and K. J. Franke, Phys. Rev. Lett. 115, 197204 (2015).
[13] R. Pawlak, M. Kisiel, J. Klinovaja, T. Meier, S. Kawai, T. Glatzel, D. Loss, and E. Meyer, npj Quantum Inf. 2, 16035 (2016).
[14] J. Alicea, Y. Oreg, G. Refael, F. von Oppen, and M. P. A. Fisher, Nat. Phys. 7, 412 (2011).
[15] S. Takei, B. M. Fregoso, H.-Y. Hui, A. M. Lobos, and S. Das Sarma, Phys. Rev. Lett. 110, 186803 (2013).
[16] T. D. Stanescu, R. M. Lutchyn, and S. Das Sarma, Phys. Rev. B 90, 085302 (2014).
