Nuclear magnetic resonance study of the magnetic-field-induced ordered phase in the NiCl$_2$-4SC(NH$_2$)$_2$ compound
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Quantum phase transitions, i.e., phase transitions that are driven by quantum, rather than thermal, fluctuations, are one of the topical subjects in condensed matter physics [1–4]. There are numerous experimental investigations of such transitions as a function of an external control parameter, such as magnetic field ($H$), pressure, or chemical composition. The NiCl$_2$-4SC(NH$_2$)$_2$ (DTN) quantum magnet has long been studied in this respect [5–11]. The system consists of weakly coupled chains of $S = 1$ spins, borne by Ni$^{2+}$ ions, subject to the Hamiltonian [8]

$$\mathcal{H} = \sum_{r} \left( \sum_{a,b,c} J_{ar} \hat{S}_{r}^{a} \cdot \hat{S}_{r+c}^{b} + D (\hat{S}_{r}^{z})^2 - g \mu_B H \hat{S}_{r}^{z} \right),$$  

(1)

where summations are performed over all lattice positions ($r$) and unit cell vectors ($v$). Equation (1) shows that the spins are subject to an easy-plane anisotropy [the $D (\hat{S}_{r}^{z})^2$ term], where $D/k_B = 8.9$ K and the nearest-neighbor Heisenberg interaction ($J_{ar}$, $\hat{S}_{r}^{a} \cdot \hat{S}_{r+c}^{b}$), preferentially along the chain ($c$-axis direction), $J_{ar}/k_B = 2.2$ K. Also, an interchain coupling $J_{ab}/k_B = 0.18$ K is present, which, because of the tetragonal symmetry, is equivalent for the $a$ and $b$ directions. As the antiferromagnetic (AF) couplings differ by an order of magnitude ($J_{ar}/J_{bc} \approx 12$), the system can be considered as quasi-one-dimensional (quasi-1D). Between critical fields $H_{c1} = 2.1$ T and $H_{c2} = 12.32$ T [6,7,9], and at low temperature ($T$) it displays a three-dimensional (3D) AF ordered phase that can be described as a Bose-Einstein condensation (BEC) of the spin degrees of freedom (belonging to the 3D $XY$ universality class) [12]. In the BEC phase a transverse AF magnetic moment develops, corresponding to the BEC order parameter [12–15]. Although the existence of such a state is intrinsically a 3D phenomenon, a pronounced 1D character is known to affect some of its properties in a nontrivial and interesting way [16,17]. The spin ladders CuBr$_2$(C$_5$H$_{12}$N)$_2$ (BPCB) [17,18] and (C$_7$H$_{10}$N$_2$)CuBr$_4$ [19–21], whose anisotropy of coupling constants (1D character) is ~10 times stronger than in DTN, were successfully described using the 1D Tomonaga-Luttinger liquid (TLL) framework [22], enhanced by considering the transverse couplings [16–18], which induce a long-range order at finite temperature. We recall here that both Hamiltonians of a spin-1 chain in the $D \gg J_{l}$ limit and a spin-1/2 ladder in the $J_{\text{rang}} \gg J_{\text{bg}}$ limit can be reduced, for low temperature, to the same basic $XXZ$ spin-1/2 chain model and are thus equivalent—as much as the strong $D$ and $J_{\text{rang}}$ limits are respected [9]. In a previous work, DTN and BPCB were indeed found to show equivalent spin dynamics in the quantum critical regime [seen through the nuclear magnetic resonance (NMR) $T_1$ relaxation time] [9]. However, the correctness of the TLL approach for a system which is less 1D than the above-mentioned two spin-ladder compounds has not been specifically addressed so far, and was only very recently discussed regarding NMR relaxation (dynamic) properties [23]. This question is here addressed by an NMR study of static properties of DTN, in the field close to $H_{c2}$ (the transition to the fully polarized phase), in which (1) we have accurately determined the absolute value of the order parameter (that is, the transverse, AF spin component $S_{\perp}$) in the BEC phase; (2) our low temperature (down to 40 mK) NMR data for the $T-H$ phase boundary are compatible with the theoretically expected behavior for the zero-$T$ limit, $T_c(H) \propto (H_{c2} - H)^{1/3}$, in contrast to previously published results [24];
and (3) we also determined the sample magnetization at $T_c$ and thus the critical boson density, complementing the already existing data close to $H_{c1}$ [25]. The complete set of experimental data is accurately reproduced by numerical quantum Monte Carlo (QMC) simulations for the standard 3D $S = 1$ model of Eq. (1). This method is computationally quite demanding, but provides a reliable basis to discuss the validity of simpler (approximate) analytical predictions, within either TLL theory or a mean-field Hartree-Fock-Popov (HFP) description [14]. Unlike in the previously studied spin ladders, where the 3D (interladder) couplings were taken as a free parameter, the local field takes only two possible values. This is seen in previous NMR studies [18,20]. The situation is somewhat more complex in DTN, which has a body-centered tetragonal (BCT) lattice, corresponding to two interpenetrating tetragonal subsystems shifted by half of the tetragonal unit cell [29].

Experiments were performed on a DTN single crystal of dimensions $\sim 2 \times 2 \times 3 \text{ mm}^3$, placed inside the mixing chamber of a dilution refrigerator, by NMR of proton $^1$H (nuclear spin $I = 1/2$) and nitrogen $^{14}$N ($I = 1$) nuclei. The local magnetization (spin polarization) of magnetic (Ni$^{2+}$) ions, polarized by the applied magnetic field $H$, is “seen” by NMR nuclei as an additional local field $\delta H$ and the corresponding NMR frequency $f = \gamma \mu_0 (H + \delta H)/(2\pi)$, where $\gamma$ is the gyromagnetic factor [26,27]. The observed asymmetric line shape of each individual line in the NMR spectrum (Fig. 1) is well explained by the inhomogeneity of the demagnetizing field over the sample volume [28]. $^{14}$N nuclei, in addition, experience the so-called quadrupolar coupling to the local electric field gradient (EFG) tensor [26,27] which strongly splits each NMR line in two (Fig. 1). This splitting has dramatic variations when the sample is rotated, thus allowing precise in situ determination of the complete EFG tensor and consequently of the sample orientation (for details, see Ref. [28]). The $c$ axis of the sample was here tilted by $\theta = 3.1^\circ$ from the field direction. In order to determine the (nearly) zero-temperature value of the order parameter in the BEC phase, nitrogen spectra were recorded at $T = 0.12 \text{ K}$, a temperature ten times lower than the maximum $T_c$, $T_{c\text{ max}} = 1.2 \text{ K}$, and at different magnetic fields $9 \text{ T} < H < H_{c2}$ (Fig. 2). Two different $^{14}$N signals are observed in the NMR spectrum, attributed to the two nitrogen crystallographic sites N(1) and N(2) [28–30]. On entering the BEC phase, one can observe that the relative intensity of the N(2) lines is decreasing, which is just an artifact of the measurement sequence (effect of the “$T_1$” relaxation) [31]. More importantly, a transverse spin component $S_\perp$ appears, corresponding to the BEC order parameter. Since $S_\perp$ is AF ordered, it creates a staggered local field at the nuclei, which results in a splitting of each NMR line. In canonical systems, AF order induces a doubling of the unit cell, which results in a splitting of each line into two, since the local field takes only two possible values. This is seen in previous NMR studies [18,20]. The situation is somewhat more complex in DTN, which has a body-centered tetragonal (BCT) lattice, corresponding to two interpenetrating tetragonal subsystems shifted by half of the tetragonal unit cell [29]. As a result, each NMR line splits into $2 \times 2 = 4$ lines when entering an AF ordered phase (see Supplemental Material (SM) [30]). This line splitting is very difficult to follow in the proton spectra (not shown), because they comprise many overlapping lines, but can be successfully tracked in $^{14}$N spectra. Indeed, as soon as $H$ is slightly misaligned from the $c$ axis of tetragonal symmetry, $^{14}$N NMR lines are well separated by the quadrupolar effects (Fig. 1), so that the overlap of lines remains tractable.

To convert the observed line splitting into an order parameter, the main issue is to infer hyperfine tensors $A$ relating the spin polarization $S_\perp$ to the observed $\delta H$. For a homogeneous...
order, the corresponding $A(q = 0)$ at zero wave vector is easily determined from the NMR line shift recorded above $H_\Omega$, where the system is completely polarized [28]. However, the order parameter $S_\perp$ corresponds to $A(q = q_{AF})$ at the AF wave vector, whose determination is highly nontrivial (see SM [30] for further details). As for the N(1) site further complications are brought by the strong isotropic component of the $A$ tensor, we decided to quantitatively analyze only the N(2) data, to finally obtain the absolute value of the order parameter amplitude. Figure 2 shows these results in comparison with different numerical and theoretical descriptions. The magnetic field dependence of $S_\perp$ observed by NMR is perfectly consistent with what was previously reported from neutron measurements (carried out up to 12 T) [10]. However, in these latter data there is apparently a problem with the determination of the absolute value of $S_\perp$, and we had to downscale them by $-25\%$ to make them consistent with the theoretical prediction and the $S_\perp$ values determined by NMR.

QMC simulations were performed for a simple tetragonal lattice, considering the two tetragonal subsystems of DTN as totally decoupled. In reality, the BCT crystal structure of DTN contains two interpenetrating tetragonal subsystems, connected to each other through an additional, geometrically frustrated coupling ($J_\perp$) [10] that cannot be treated by these simulations. However, corrections to this approximation are expected to be very small, much smaller than the experimentally determined coupling constant, $J_\perp = 80$ mK [10], because a perfectly frustrated coupling between the two subsystems should have no effect at all at the mean-field level. Indeed, despite the approximation, the QMC simulations (see SM [30] for more details) performed at $T = 0.12$ K agree remarkably well with the experiments.

For a quasi-1D system, a second, computationally less demanding approach to describe the order parameter at $T = 0$, is to take into account the interchain (3D) coupling within a mean-field (MF) approximation, neglecting spin fluctuations. This leads to a model of a single DTN chain in an effective magnetic field having a transverse staggered component due to AF transverse ordering and a longitudinal component due to the magnetization. This model can be exactly solved numerically, in a self-consistent way, using the matrix-product state formalism and density matrix renormalization group (DMRG) algorithm [17,32–34], to find the ground-state ($T = 0$) order parameter. The values obtained in this way, shown in Fig. 2, are very close to those from QMC (calculated at 12 K). Note that the apparent overestimate of $S_\perp$ by this DMRG+MF method, of about $3\%$, is partly due to the difference in the corresponding temperatures. Another possibility to solve this 1D effective model is to use analytical expressions based on an (approximate) TLL approach that includes most relevant bosonized MF terms in the Hamiltonian, leading to [16–18,22]

$$S_\perp = F(K)\sqrt{2A_x}\left(\frac{\pi Z J_{ab} A_x}{u}\right)^{1/(8K-2)},$$

where $K$ is the TLL exponent, $u$ is the velocity of the excitations, $A_x$ is the amplitude of the transverse correlation function [35], $Z = 4$ is the coordination number along the transverse $a,b$ directions, and $F(K)$ is

$$F(K) = \frac{8K^{2}}{(8K-1)\sin\left(\frac{\pi}{8K}\right)}\left[\Gamma\left(\frac{4K}{8K-1}\right)\Gamma\left(\frac{16K-3}{16K-2}\right)\right]^2$$

\begin{align}
&\left[\frac{\Gamma\left(\frac{1}{8K}\right)\Gamma\left(\frac{8K-1}{8K}\right)}{\Gamma\left(\frac{1}{16K}\right)\Gamma\left(\frac{15}{16K}\right)}\right]^{(8K-1)/(8K-2)}.
\end{align}

The parameters $K$, $u$, and $A_x$ were obtained as functions of the magnetization $S_z$ using DMRG on a single isolated chain by fitting the transverse correlation function (to get $K$ and $A_x$ [36]) and by deriving the magnetization curve to get the static susceptibility, $\chi = K/\pi u$, and thereby $u$ (these TLL parameters are shown in SM [30]). In Fig. 2 we see that the TLL $S_\perp(T = 0)$ values considerably deviate from the DMRG+MF results, especially close to $H_\Omega$, while the two results should be identical in the $J_{ab}/J_\perp \ll 1$ limit. Accordingly, as regards $S_\perp(T = 0)$, the value $J_{ab}/J_\perp \cong 1/12$ is not small enough to consider DTN as a system of weakly coupled spin chains and fully justify the TLL description, in particular when the total interchain coupling $Z J_{ab}$ becomes larger than the intrachain energy scale $u$ close to $H_\Omega$. This is to be compared with other, more 1D compounds, such as BPCB, where the analytical TLL description of $S_\perp$ [17,18] was remarkably accurate and fully consistent with the numerical (DMRG+MF treatment).
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for \( S_\perp \) in Fig. 2). \( T_c \) can also be described by the analytical TLL-based expression [17,18]

\[
T_c = \frac{\mu}{2\pi} \sin \left( \frac{\pi}{4K} \right) B^2 \left( \frac{1}{8K}, 1 - \frac{1}{4K} \right) kZ J_{pab} A \left( \frac{2K/(4K-1)}{1} \right),
\]

where \( B(X,Y) = \Gamma(X)\Gamma(Y)/\Gamma(X+Y) \), except very close to \( H_{\perp} \) where the TLL description fails [16]. Here we have explicitly included a renormalization parameter \( k \) to take into account the effects of spin fluctuations beyond the MF treatment of interchain interaction. This was first discussed analytically for the Heisenberg spin chain in zero field in Ref. [37] and then precisely verified numerically in Ref. [38], where \( k = 0.695 \) was obtained. A slightly different value, \( k = 0.74 \) was successfully applied in describing \( T_c(H) \) of the BPCB compound [17,39], while for our DTN data we find \( k = 0.67(2) \), pointing to a quite universal value of this correction.

Close to \( H_{\perp} \) one expects that the 3D description of the HFP model, describing the low boson density limit, is valid. Using the low-energy quadratic approximation for the magnon dispersion [14], this model provides the canonical shape of the phase boundary, \( T_c(H) \propto (H_{\perp} - H)^{1/2} \), which is well observed by our NMR data, in contrast to previous reports [24]. (From a nonlinear power-law fit the exponent value is \( 0.72 \pm 0.04 \).) To better access higher temperature, one can improve the model by taking the exact, numerically calculated dispersion of magnons (as in Ref. [40]), which indeed fits the data slightly better. In both cases, the interaction parameter \( U_{3D} = g_s \mu_B (H_{\perp} - H)/(2k_B n_c) \) was fitted to adapt the \( T_c(H) \) data points below 0.25 K. The obtained values, \( U_{3D} = 4.1 \) and 3.7 K, are perfectly consistent with the initial slope of the measured \( n_c(H) \) dependence shown in Fig. 3(b), confirming the validity of the HFP model. We remark that close to \( H_{\perp} \) a higher value, \( U_{3D} = 7.2 \) K, was reported [25], which should be attributed to the renormalization described in Ref. [41]. In Fig. 3(a) we also see that the HFP model in both variants clearly fails above 0.3 K, corresponding to \( n_c \approx 4\% \). We have verified that this cannot be compensated by taking the renormalized field-dependent \( U_{3D} \) value from the observed \( n_c(H) \) dependence, meaning that above \( n_c \approx 4\% \) the interactions modify the effective density of states as compared to its noninteracting value.

To conclude, by NMR we investigated static properties of the high-field part of the BEC phase in the quasi-1D quantum magnet DTN, and analyzed the data using several theoretical approaches. QMC numerical simulations for a standard spin-1 model provide excellent fit to the data, and we used them as a reference to discuss the applicability of other approximate techniques and their sensitivity to the strength of 3D coupling. For a moderately 1D system such as DTN (\( J_\perp/J_{ab} \approx 12 \)) we find that analytical TLL-based predictions are still very good for \( T_c \) (when the renormalization of MF interaction is taken into account) but insufficient for the order parameter \( S_\perp \). For \( S_\perp \), DMRG+MF turns out to be precise, and does not require any renormalization. The HFP description is found to be valid only very close to \( H_{\perp} \), for the critical boson densities below 4%.
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