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ABSTRACT

Efficient and accurate simulations of the reionization epoch are crucial to exploring the vast uncharted parameter space that will soon be constrained by measurements of the 21 cm power spectrum. One of these parameters, $R_{\text{max}}$, is meant to characterize the absorption of photons by residual neutral gas inside of ionized regions, but has historically been implemented in a very simplistic fashion acting only as a maximum distance that ionizing photons can travel. We leverage the correspondence between excursion set methods and the integrated flux from ionizing sources to define two physically-motivated prescriptions of the mean free path of ionizing photons that smoothly attenuate the contribution from distant sources. Implementation of these methods in semi-numerical reionization codes requires only modest additional computational effort due to the fact that spatial filtering is still performed on scales larger than the characteristic absorption distance. We find that our smoothly-defined mean free path prescriptions more effectively suppress large-scale structures in the ionization field in semi-numerical reionization simulations compared to the standard $R_{\text{max}}$ approach, and the magnitude of the mean free path modulates the power spectrum in a much smoother manner. We show that this suppression of large-scale power is significant enough to be relevant for upcoming 21 cm power spectrum observations. Finally, we show that in our model the mean free path plays a larger role in regulating the reionization history than in models using $R_{\text{max}}$.
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1 INTRODUCTION

Understanding the epoch of reionization, when the first stars and galaxies in the Universe ionized the hydrogen and helium in the intergalactic medium, is a key priority in observational cosmology today by virtue of its inherent connection between large-scale cosmological structure and early Universe astrophysics. The observable poised to provide the most detailed constraints on reionization is the power spectrum of the 21 cm hyper-fine structure line of neutral hydrogen (e.g. Madau et al. 1997; Furlanetto et al. 2006; Morales & Wyithe 2010), which radio interferometers such as the Hydrogen Epoch of Reionization Array (HERA; DeBoer et al. 2017), the Murchison Widefield Array (MWA; Tingay et al. 2013), and the LOw Frequency ARray (LOFAR; van Haarlem et al. 2013) are aiming to detect in the near future. Indeed, substantial progress has recently been made towards mitigating systematic uncertainties in the analysis, leading to progressively lower upper limits on the 21 cm power spectrum (e.g. Trott et al. 2020; Mertens et al. 2020). Interpretation of such measurements, however, requires a detailed theoretical understanding of the patchy reionization process (Furlanetto et al. 2004).

Modeling the evolving topology of reionization is an extremely challenging problem due to the large dynamic range required to probe all of the relevant physical scales. Features in the ionization field are evident up to scales of $\sim 100$ Mpc, while the dominant sources of ionizing photons are likely to be hosted by dark matter halos with virial radii $r_{\text{vir}} \lesssim 1$ kpc. While enormous progress has been made in high-resolution large-volume cosmological simulations of reionization (e.g. Iliev et al. 2014; Gnedin 2014; Dixon et al. 2016; Ocvirk et al. 2016, 2020; Doussot et al. 2019; Trebitsch et al. 2020; Garaldi et al. 2021), such undertakings are computationally expensive, and thus do not allow much freedom to explore variations in model parameters. So-called “semi-numerical” simulations (e.g. Mesinger & Furlanetto 2007; Thomas et al. 2009; Choudhury et al. 2009; Santos et al. 2010; Zahn et al. 2011; Mesinger et al. 2011; Majumdar et al. 2014; Hutter 2018), bypass the need for (hydro-)dynamical or radiative transfer calculations, instead relying on linear theory (often augmented by the Zel’dovich approximation; Zel’dovich 1970) and the excursion set formalism to construct reasonably accurate ionization fields with minimal computational expense. Such “cheap” simulations will allow for statistical parameter inference from future measurements of the reionization-epoch 21 cm power spectrum (e.g. Greig & Mesinger 2015, 2017, 2018; Greig et al. 2020).

One of the model parameters in the original 21cmFAST code (Mesinger et al. 2011) and some other semi-numerical reionization...
codes (e.g. Zahn et al. 2011; Alvarez & Abel 2012; Majumdar et al. 2014) is \( R_{\text{max}} \), an imposed upper limit to the excursion set filtering scale meant to characterize the attenuation of photons inside of reionized regions\(^1\) due to residual neutral hydrogen (Furlanetto & Oh 2005). But this only crudely describes absorption within ionized gas: while the attenuation along a given line of sight may be well-approximated by a step function at the location of an optically thick absorption system in the ionized gas, the attenuation when averaged over all lines of sight from a source will instead be exponential with distance, i.e. \( e^{-\lambda d} \), where \( \lambda \) is the mean free path (MFP) of ionizing photons. Thus the \( R_{\text{max}} \) prescription both underestimates the effect of absorption on scales smaller than \( \lambda \), and over-suppresses the photons’ ability to travel further than \( \lambda \). In recent works using the Markov chain Monte Carlo reionization parameter inference code 21CMMC (Greig & Mesinger 2015) (e.g. Park et al. 2019), the constant \( R_{\text{max}} \) parameter has been eschewed entirely in favor of the inhomogeneous recombination prescription from Sobacchi & Mesinger (2014). However, the underlying method by which the absorption is implemented is effectively a spatially variable \( R_{\text{max}} \). In addition, while the prescription from Sobacchi & Mesinger (2014) takes into account additional physics from the history and spatial variations in the recombination rate, it relies on a particular sub-grid model for density fluctuations (Miralda-Escudé et al. 2000) – indeed, the physics of the mean free path may be far more complicated due to the relaxation of clumpy gas following photoheating by ionization fronts (Park et al. 2016; D’Aloisio et al. 2020). Inhomogeneous recombinations also do not explicitly account for the distance between sources of ionizing photons and the regions being ionized. The mean free path offers the advantage of physical transparency over these more detailed approaches, matches more smoothly onto descriptions of the ionizing background after reionization, and it can be more easily included in the parameter inference process. The development of a robust and accurate mean free path scheme in semi-numerical simulations is therefore of crucial importance for interpreting the science from future observations.

In this work, we present two new methods for implementing the mean free path of ionizing photons in semi-numerical simulations of reionization topology. Our new methods are motivated by a direct correspondence between how the excursion set method is employed by 21cmFAST – i.e., via central pixel flagging – and an accounting of the number of ionizing photons that reach any given point from surrounding sources. The first method is a straightforward adjustment of the ionization criterion that can be applied to any semi-numerical model, while the second method uses a modified excursion set filter shape which is only suitable for semi-numerical models with discrete sources. To facilitate use of the latter method in halo-free simulations, we also introduce an ionization field prescription ("FFRT-P") that treats ionizing sources as discrete without explicitly forming or accounting for individual dark matter halos.

The rest of the paper is structured as follows. In Section 2, we describe how excursion set methods are connected to simple photon counting. In Section 3 we use this counting analogy to derive our smooth mean free path implementations and show how they affect the resulting structure of the ionization field. In Section 4 we show the implications for future observations of the 21 cm power spectrum. We then conclude in Section 5.

In this work we assume cosmological parameters from Planck with \( (h, \Omega_m, \Omega_b, \sigma_8, n_s) = (0.6736, 0.3153, 0.6847, 0.0493, 0.8111, 0.9649) \) (Planck Collaboration et al. 2020). Distance units are comoving unless specified otherwise.

### 2 PHOTON COUNTING IN SEMI-NUMERICAL SIMULATIONS

Semi-numerical simulations of reionization were inspired by a simple “photon-counting” argument originally presented by Furlanetto et al. (2004). If we assume that all of the ionizing photons generated in a region are absorbed within that region, then the condition for the region to be ionized is simply \( \zeta f_{\text{coll}} \geq 1 \), where \( \zeta \) is the number of ionizing photons emitted\(^2\) per collapsed mass (also known as the ionizing efficiency) and \( f_{\text{coll}} \) is the fraction of mass in collapsed objects above some minimum halo mass \( M_{\text{min}} \). The excursion set formalism can then be used to find the maximum scale for which the criterion is satisfied, which the analytic model then identifies as an ionized region. The condition on the collapsed fraction is often referred to as “photon counting” because it depends on the cumulative production of photons over cosmic history. Unfortunately, that approach makes it difficult to incorporate photons that are absorbed by neutral gas into the criterion (aside from in an average sense).

In the excursion set formalism, when a region reaches the critical threshold for collapse, the entirety of the mass (i.e., the region in Lagrangian space) is then contained in the collapsed structure (Bond et al. 1991). Mesinger & Furlanetto (2007) implemented this concept in a semi-numerical reionization code by ionizing entire spherical regions corresponding to the first filter size (starting from the size of the simulation box and going to smaller scales) at which they crossed the ionization threshold. However, naive methods of painting these spherical regions onto three dimensional grids become quite slow when the total ionized volume is large, i.e. after the midpoint of reionization. To compute ionization fields more efficiently, Zahn et al. (2011) instead chose to only ionize individual pixels of the filtered density (or halo mass) field which crossed the ionization threshold, the so-called “central pixel flagging” method (see also Mesinger et al. 2011). Such methods compare favorably to full radiative transfer simulations (e.g. Majumdar et al. 2014). As we show below, the central pixel flagging implementation is essentially identical to asking whether the time-integrated ionizing photon flux reaching the central pixel is enough to ionize the gas – a subtle but conceptually important shift from the standard photon-counting argument.

The fundamental idea of semi-numerical simulations is to count the number of ionizing photons produced in some volume, and if the number of ionizing photons exceeds the number of hydrogen atoms in the same volume, the region is then ionized. In the simplest case, we first consider the photons that reach a cell of volume \( \Delta V = \Delta r^3 \) from a neighboring region a comoving distance \( r \) away. Neglecting absorption, the ionizing flux reaching the cell is

\[
    f = \frac{N_{\text{ion}}}{4\pi r^2 p},
\]

\(^1\) Alternative prescriptions have also been employed which take into account integrated (e.g. Choudhury et al. 2009; Hutter 2018) or instantaneous (e.g. Hassan et al. 2016) recombination rates, or which employ an absorption-regulated ionizing background to clear out neutral islands at the end of reionization (Xu et al. 2017; Wu et al. 2021).

\(^2\) Note that we neglect the contribution of recombinations in our definition of \( \zeta \) to avoid double-counting them when accounting for absorption.
where \( r_p = r/(1 + z) \) is the proper distance, \( \dot{N}_{\text{ion}} = \epsilon \Delta V \) is the rate at which ionizing photons are produced in the neighboring region, and \( \epsilon \) is the emissivity of ionizing photons. The number of photons entering the cell from the neighboring region per unit time \( \dot{N}_1 \) is then the flux multiplied by the surface area of the shell \( \Delta r_p^2 \),

\[
\dot{N}_1 = \frac{\epsilon \Delta V \Delta r_p^2}{4\pi r_p^2} = \frac{\epsilon \Delta V}{4\pi} \frac{\Delta r^2}{r^2}.
\]

Now we sum the emissivity from all regions at a constant comoving distance \( r \) from the cell of interest, located in a shell of radius \( r \) and thickness \( \Delta r \). The shell’s comoving volume is \( 4\pi r^2 \Delta r \), so in equation (2) the total number of incident photons per unit time emitted from these sources is

\[
\dot{N}_{\text{sh}} = \epsilon \Delta r^3.
\]

If we now integrate this ionizing photon emission over the entire history of the Universe, we have

\[
\dot{N}_{\text{sh}} = \xi f_{\text{coll}} n_b^0 \Delta r^3,
\]

where \( \xi \) is the number of ionizing photons produced per baryon in dark matter halos, \( n_b^0 \) is the baryon density inside the shell, and \( f_{\text{coll}} \) is the fraction of baryons inside dark matter halos within the shell.\(^3\)

The total number of baryons within the cell under consideration is \( n_b^0 \Delta r^3 \), so the cell will be ionized if

\[
\xi f_{\text{coll}} > \frac{n_b^0}{n_b^0}.
\]

Furthermore, the steps leading to equation (4) show that the contribution to the ionizing photon budget from each radial shell is constant. We can therefore make the simple ansatz that, on average, spherical symmetry is a good approximation. Then we can replace the contribution from each shell with the average contribution over an entire spherical region. If we generalize our cell to be that entire region, so \( n_b^0 = n_b^0 \), we then recover the standard ionization criterion (Furlanetto et al. 2004).

\[
\xi f_{\text{coll}} > 1.
\]

This is identical to the standard photon-counting argument.

In summary, the standard central-pixel-flagging semi-numerical method for approximating reionization topology is more or less identical to simply integrating the ionizing flux from surrounding sources. In the next section, we show how this analogy allows us to implement the mean free path of ionizing photons in a novel way.

3 NEW SEMI-NUMERICAL IMPLEMENTATIONS OF THE MEAN FREE PATH

In the previous section, we neglected the absorption of ionizing photons by residual neutral hydrogen in the ionized medium as those photons travel through the ionized gas to the central cell. This absorption attenuates the ionizing flux by a factor of \( e^{-r/\lambda} \) on average, where \( \lambda \) is the mean free path of ionizing photons. Equation (4) then becomes

\[
\dot{N}_{\text{sh}} = \xi f_{\text{coll}} n_b^0 \Delta r^3 e^{-r/\lambda}.
\]

\(^3\) Note that, for simplicity, we have assumed here that the ionizing efficiency is time-independent.

Figure 1. Scale-dependent ionization thresholds (equation 9) for \( \lambda = 10, 20, 40, 80, \) and 160 Mpc from top to bottom (solid curves) compared to the standard threshold (dotted line). The required \( \xi f_{\text{coll}} \) increases roughly linearly with \( \lambda \) when \( \lambda > 1 \).

Unlike the original derivation, this criterion does depend on the shell’s distance from the central cell. Nevertheless, assuming that the counting argument described in the previous section holds, we can estimate the effect of attenuation by comparing the integrated number of ionizing photons from spherical shells of width \( dr \) that reaches the central cell with and without attenuation. If \( N_{\text{ion}} \) is the total number of ionizing photons reaching the central cell out to a distance \( R \) in the absence of absorption, while \( N_{\text{tot}}^\lambda \) is the total number with absorption, this comparison yields

\[
\frac{N_{\text{tot}}^\lambda}{N_{\text{tot}}} = \frac{\int_0^R \xi f_{\text{coll}} n_b^0 \Delta r^3 e^{-r/\lambda} dr}{\int_0^R \xi f_{\text{coll}} n_b^0 \Delta r^3 dr} = \frac{R}{\lambda \left[ 1 - e^{-R/\lambda} \right]}.
\]

This ratio shows the number of “excess” ionizing photons required in a spherical region to account for uniform absorption within that region. We note that while the derivation of equation (8) relies on rough approximations derived in the previous section, we have confirmed that the expression is accurate in simple 3D numerical experiments of uniform emissivity spheres with uniform opacity.

From the previous expression we can then define a scale-dependent ionization criterion that accounts for the absorption of ionizing photons inside the ionized bubble,

\[
\xi f_{\text{coll}} > \frac{R}{\lambda \left[ 1 - e^{-R/\lambda} \right]} \quad (\text{MFP-}\xi \text{ method})
\]

This equation provides a revised ionization threshold for semi-numerical schemes, with the key assumptions of uniform absorption, uniform emissivity, and a constant \( \lambda \). In particular, the derivation assumes that sources of ionizing photons are uniformly distributed inside of the radius \( R \), i.e. that the ionizing emissivity \( \epsilon \) (or equivalently, the halo mass density) averaged on spherical shells is independent of radius. As shown in Figure 1, when \( R \ll \lambda \) we recover the standard criterion, while for \( R \gg \lambda \) the cell becomes more and more difficult to ionize, as expected. In the following, we will refer to this implementation of the MFP as the “MFP-\( \xi \)” method.

In practice, however, the radial distribution of sources around a given cell will be non-uniform, and this inhomogeneity will affect how many ionizing photons are absorbed along the way. For example, if there is only one source of ionizing photons, the degree of
The integral for the general ionizing source distribution is equivalent to a convolution of the ionizing emissivity with a spherical top-hat filter by this modified version at each filter scale, in effect solving the following barrier,

$$\int_{0}^{\infty} \langle \xi f_{\text{coll}}(\Delta) \rangle r W(r; R, \lambda) 4\pi r^2 dr > \langle \Delta(< R) \rangle,$$  
\hspace{0.5cm} \text{(MFP-$\epsilon(r)$ method)}

where $\Delta \equiv \rho/\bar{\rho}$ is the matter overdensity, $\langle \xi f_{\text{coll}}(\Delta) \rangle$ represents the average product of the three quantities in all cells within a spherical shell at radius $r$, and $\langle \Delta(< R) \rangle$ is the mean overdensity of the entire spherical volume within the filter of radius $R$. In the following we will refer to this implementation as the “MFP-$\epsilon(r)$” method.

While this second method should in general capture the effect of ionizing photon absorption better than the first, it requires knowledge of the spatial distribution of sources inside the filter. The distribution of sources is not captured by the most efficient semi-numerical reionization method “FFRT” (Zahn et al. 2005, 2007, 2011), popularized by the public code 21cmFAST (Mesinger et al. 2011), which computes $f_{\text{coll}}$ directly from the filtered density field following a conditional Press-Schechter prescription (Lacey & Cole 1993). The MFP-$\epsilon(r)$ method should instead only be applied to methods that can produce the $f_{\text{coll}}$ field derived from discrete halos (e.g. DexM, Mesinger & Furlanetto 2007, see also Choudhury et al. 2009; Santos et al. 2010; Majumdar et al. 2014; Hutter 2018). However, these halo-based methods tend to have limited dynamic range due to the requirement that the initial conditions resolve the minimum halo mass (although arbitrarily low mass halos can in principle be “painted on” as in McQuinn et al. 2007). To partially overcome this limitation we have developed a method – which we dub “FFRT-P” – to bridge the gap between the techniques of 21cmFAST and DexM. The FFRT-P approach computes $f_{\text{coll}}$ in the same way as 21cmFAST, but only once, at the pixel scale of the evolved density field in the semi-numerical simulation. The resulting collapsed mass field is then filtered as in, e.g., DexM. The detailed implementation of FFRT-P, a direct comparison to FFRT and DexM, and some of its limitations are described in the Appendix.

### 3.1 21cmFAST implementation

We have implemented both of the mean free path methods described above by modifying the semi-numerical reionization code 21cmFAST (Mesinger et al. 2011). Here we present comparison tests from a simulation 256 Mpc on a side with 4096$^3$ initial conditions and 512$^3$ evolved fields (i.e. density, ionization, and 21 cm brightness temperature). We assume a minimum halo mass of $M_{\text{min}} = 10^9 M_\odot$ and tune the ionizing efficiency of each method to achieve volume-averaged neutral hydrogen fractions of $(x_{\text{HI}}) = 0.2, 0.5,$ and 0.8 at $z = 6.5, 7.0,$ and 7.5, respectively, following a reionization history consistent with the latest constraints from the CMB optical depth (Planck Collaboration et al. 2020) and other recent astrophysical constraints (e.g. Greig et al. 2017; Mason et al. 2018; Davies et al. 2018). As in Davies & Furlanetto (2016), we smooth the evolved density field by oversampling the initial conditions and interpolating the displacement field when computing the Zel’dovich approximation. This smoothing procedure substantially reduces the impact of shot noise close to the pixel scale of the evolved density field, as will be evident in the power spectra presented below, but it does not otherwise change any of our primary results. For each redshift we also constructed distributions of discrete dark matter halos down to $M_{\text{min}}$ from the initial conditions using the excursion set halo finder originally developed for the DexM code (Mesinger & Furlanetto 2007), and

![Figure 2](https://example.com/figure2.png)
updated their positions using the Zel’dovich approximation displacements (see Mesinger & Furlanetto 2007 for details). In the following we will refer to the ionization field method utilizing these halos as “DexM,” and we will refer to the default 21cmFAST ionization field method, derived directly from the density field, as “FFRT.”

In Figure 3 we show slices from the ionization fields employing the standard FFRT approach with $R_{\text{max}} = 20$ Mpc (top panels), FFRT with MFP-$\bar{\epsilon}$ (equation 9) and $\lambda = 20$ Mpc (middle panels), and the difference between the two (bottom panels). This mean free path is somewhat smaller than the extrapolation from observations of stacked quasar spectra$^4$ at $z \lesssim 5$ by Worseck et al. (2014), somewhat larger than the recent mean free path measurement at $z \approx 6$ by Becker et al. (2021), but consistent with the range of possible values for $z \approx 7$ from the high-resolution hydrodynamical simulations of D’Aloisio et al. (2020) (see also Cain et al. 2021). At high neutral fraction when the ionized bubbles are still small compared to $R_{\text{max}}$ or $\lambda$, the ionization fields are nearly identical, as expected. However, at lower neutral fractions, differences begin to arise, namely it is apparent that the sizes of large ionized regions are suppressed when the ionization threshold of the MFP-$\bar{\epsilon}$ method is employed. This may be a surprise given that the $R_{\text{max}}$ prescription more harshly decreases the impact of distant photons, but the smooth attenuation of photons at scales smaller than $\lambda$ appears to have a stronger effect on the resulting ionization field. The increased size of smaller ionized regions when

$^4$ We note that the mean free path along quasar sightlines at $z \sim 5$ could be biased high due to the proximity effect (D’Aloisio et al. 2018; Davies 2020), but this has not yet been detected by observations (see Becker et al. 2021).
applying the MFP-\(\epsilon\) method, shown by the red regions in the bottom panels of Figure 3, is then simply a consequence of the increased \(\zeta\) required to keep the global neutral fraction constant.

Recall that the application of the excursion set formalism in 21cmFAST involves convolutions of the density field with a series of filters, defining discrete spatial scales at which the ionization barrier is tested. In Figure 4, we show the sequential change in the volume-averaged neutral fraction – i.e., the number of ionizations – due to each excursion set filtering scale for the FFRT+\(R_{\text{max}}\) and FFRT+MFP-\(\epsilon\) approaches. Note that the excursion set method works from large to small scales, and hence the horizontal axis has been flipped such that the progression is from left to right. The hard cutoff scale of the standard method leads to a sharp excess in ionization at \(R_{\text{max}}\), whereas in our new method the effect is much smoother, as expected. The end result is that a wider range of scales provide substantial contributions to the ionization field.

Similar to Figure 3, in Figure 5 we compare ionization fields from the halo-based DexM-like simulations, this time showing the difference between the \(R_{\text{max}}\) prescription (top row) and the MFP-\(\epsilon\) (\(\rho\)) method (second row). The effect of the MFP-\(\epsilon\) method on the ionization field is qualitatively similar to MFP-\(\bar{\epsilon}\), i.e. the largest ionized regions shrink. The difference slices shown in the third row of Figure 5 demonstrate that the net impact is much stronger than the corresponding panels in Figure 3; this is mostly due to the more strongly clustered nature of the halo-based ionizing sources in DexM vs. FFRT. The additional small-scale clustering enhances the effect of both of our new smooth MFP prescriptions, although MFP-\(\epsilon\) suppresses large ionized regions somewhat more effectively than MFP-\(\bar{\epsilon}\).

In the bottom row of Figure 5 we show the corresponding slices using the MFP-\(\epsilon\) method applied to our FFRT-P approach, demonstrating that it appears nearly identical to the more computationally involved halo-based approach.

To quantify the differences in the sizes of ionized regions between these methods, in Figure 6 we show the ionized bubble size distri-

---

**Figure 5.** Similar to Figure 3 but now comparing the halo-based approaches with a maximum filter scale \(R_{\text{max}} = 20\) Mpc (top row) and the MFP-\(\epsilon\) (\(\rho\)) method with \(\lambda = 20\) Mpc (second row). The third row shows the difference between the two, similar to the bottom panel of Figure 3. The bottom row shows our new FFRT-P method with MFP-\(\epsilon\) (\(\rho\)) filtering (\(\lambda = 20\) Mpc). The slices shown are 0.5 Mpc thick and 256 Mpc on a side.
Figure 6. Ionized bubble sizes for \((x_{HI}) = 0.8, 0.5,\) and 0.2 at \(z = 7.5, 7.0,\) and 6.5, respectively, from left to right, assuming a mean free path of 20 Mpc (shown by the vertical line). Dotted curves show models which use \(R_{\text{max}}\) to approximate the effect of the mean free path, while dashed and solid curves use the MFP- \(\bar{\epsilon}\) and MFP- \(\epsilon(r)\) methods, respectively, introduced in this work. The top panels show the “halo-free” methods FFRT (black) and FFRT-P (blue), while the lower panels show methods with DexM halos (orange). The smooth mean free path methods tend to shift the distributions to smaller sizes.

Figure 7. Similar to Figure 6 but now showing the ionization field power spectra. The vertical line corresponds to the mean free path scale, \(k = 2\pi / \lambda\) where \(\lambda = 20\) Mpc. The new smooth mean free path methods tend to shift power from large to small scales at fixed \((x_{HI})\).

Note that this mean free path refers to the distance to the first intersection with large-scale patches of neutral gas, and not the absorption by residual neutral hydrogen in ionized regions that the mean free path refers to in the rest of the text.
Figure 8. Similar to Figures 6 and 7 but for the 21 cm power spectrum.

Figure 9. Simulated 21 cm power spectrum using FFRT as a function of $R_{\text{max}}$ (left panel) and as a function of $\lambda$ using the MFP-$\tilde{\epsilon}$ method (right panel). The vertical dotted lines show the corresponding $k$ values for the $\lambda$ scales shown. Note that the 40–160 Mpc curves almost entirely overlap in the left panel, demonstrating the relative lack of sensitivity to large values of $R_{\text{max}}$.

Figure 10. Similar to Figure 9 but instead comparing the DexM method with varying $R_{\text{max}}$ (left panel) to varying $\lambda$ using the MFP-$\tilde{\epsilon}(r)$ method (right panel).
and the difference is generally larger when the spatial distribution of sources (MFP-ε(𝐫)) is taken into account.

4 IMPLICATIONS FOR THE 21 CM POWER SPECTRUM

We compute the 21 cm brightness temperature assuming that the spin temperature of the gas is much higher than the CMB temperature (Furlanetto et al. 2006),

\[ \delta T_b \approx 27 x_{HI} (1 + \delta) \left( \frac{\Omega_b h^2}{0.023} \right) \left( 1 + z \right) \left( \frac{0.15}{10} \right) \left( \frac{H}{\Omega_m h^2} \right)^{1/2} \left( \frac{dv_{\parallel}}{dr_{\parallel}} + H \right) \text{mK}, \]

(13)

where \( \delta \) is the evolved (i.e. Zel’dovich approximation) density, \( H = H(z) \) is the Hubble parameter, and \( dv_{\parallel}/dr_{\parallel} \) is the velocity gradient along one axis of the simulation volume chosen to represent the line of sight. In Figure 8 we show the dimensionless 21 cm power spectrum \( \Delta^2(k) \) multiplied by \( \delta T_b^2 \), similar to Figure 7. The 21 cm power spectrum shows the same behavior as the ionization field, i.e. suppression of large-scale power by the new smooth mean free path prescriptions which increases towards smaller \( x_{HI} \) as the typical ionized regions grow in size. Perhaps more interestingly, in Figure 9 and Figure 10 we show how the 21 cm power spectrum changes with \( R_{max} \) or \( \lambda \) for FFRT with MFP-ε and DexM with MFP-ε(𝐫) methods, respectively. Whereas adjusting \( R_{max} \) below 40 Mpc causes an abrupt change in the power spectrum (e.g. Pober et al. 2014) with no variations at larger values, adjusting \( \lambda \) in both new methods deforms the power spectrum more continuously. While this may imply a possible mapping between \( R_{max} \) and \( \lambda \) to reproduce the same power spectra, the range of scales over which power is transferred is broader as well, resulting in a less prominent peak in the power spectrum for short \( \lambda \) values and reducing the degeneracy between the two models.

In Figure 11, we illustrate how the differences between our new mean free path methods (in blue) and the original \( R_{max} \) prescription (in black) compare to the sensitivity of future HERA observations. We compute the HERA power spectrum uncertainties using the 21cmSense code (Pober et al. 2013, 2014) with the default parameters (1080 hour survey, 8 MHz bandwidth, 82 channels), the “moderate” assumptions for foreground subtraction, and a calibration file designed to represent the HERA350 split core configuration (J. Pober, private communication). The top row in Figure 11 shows FFRT with and without MFP-ε, and the bottom row shows DexM with and without MFP-ε(𝐫). The transfer of large-scale power to smaller scales by our new MFP prescriptions appears to be large enough to be distinguishable by HERA given the assumed observing strategy, although we note that a better (but less physical) match may be possible with a smaller \( R_{max} \). This points to the importance of capturing the ionizing photon absorption process accurately in the interpretation of real data.

We note that the comparison between methods in Figure 11 is sensitive to our choice of model parameters. In our simulations, we have assumed \( M_{\text{gain}} = 10^9 M_\odot \), but sources down to the atomic cooling limit (\( \sim 10^5 M_\odot \)) may still contribute. With less biased sources, the effect of absorption would be diminished. However, we also assume that \( \zeta \) is independent of halo mass, which does not reflect the expectation from abundance matching of lower star formation efficiency in low mass halos due to feedback processes (e.g. Furlanetto et al. 2017), and act to increase the bias of sources. Finally, our fiducial mean free path of 20 Mpc may be too high (Becker et al. 2021), which would further increase the importance of absorption.

5 CONCLUSION

Reionization models rely on careful modeling of both sources and sinks of photons. While the former has received a great deal of recent focus (e.g. Mutch et al. 2016; Furlanetto et al. 2017; Park et al.
2019; Mirocha et al. 2020; Hutter et al. 2021), photon absorption has received much less attention (though see, e.g., Furlanetto & Oh 2005; Choudhury et al. 2009; Sobacchi & Mesinger 2014; Mao et al. 2020; Bianco et al. 2021; Wu et al. 2021). However, interpretation of future observations requires accurate, physically-meaningful models for photon absorption. In this work we demonstrated two new methods for implementing the mean free path of ionizing photons in semi-numerical simulations of patchy reionization. These two methods, which we call MFP- and MFP- (r), treat the mean free path as a smooth attenuation of ionizing photons, in contrast to the sharp barrier that is conventionally employed. Both methods are derived from an analogy between the excursion set reionization calculation and the integrated flux received by a point in space. While the MFP- method can be applied to any semi-numerical reionization treatment as a simple modification of the ionization threshold, the MFP- (r) method relies on filtering the source field directly (e.g., the collapsed mass in halos), and thus should not be applied to the standard FFRT treatment in 21cmFAST. However, we showed that a simple (but potentially “risky”) modification of FFRT which computes a collapsed mass field via conditional Press-Schechter at the pixel scale of the simulation, which we call FFRT-P, appears to be a computationally efficient compromise that can be used with the MFP- (r) method to produce similar ionization topology as methods with explicit sources.

We demonstrated that our approach has substantial impact on 21 cm statistics, showing the importance of careful modeling of the absorption process for physical inferences from 21 cm surveys. The smooth mean free path treatments have two primary consequences for the 21 cm power spectrum. First, they generically suppress large-scale (k \lesssim 0.2 \text{ Mpc}^{-1}) power more effectively than R_{\text{max}} at a similar scale. This additional suppression comes about due to the attenuation of ionizing photons on scales below \lambda, e.g. at a distance of 0.5\lambda one suffers from a factor of e^{-0.5} \approx 0.6 attenuation. Second, our new methods deform the power spectrum far more smoothly and consistently with \lambda compared to the sudden onset of R_{\text{max}} dependence once it is small enough (see, e.g., Figures 9 and 10). The recent general adoption of the inhomogeneous recombinations prescription from Sobacchi & Mesinger (2014) in the 21cmFAST and 21CMCC publicly available codes is in part due to the resulting redundancy of R_{\text{max}} in reionization parameter inference (see also Binnie & Pritchard 2019). In addition, we note that while we have used 21cmFAST in this work, the fundamental idea of the approach – incorporating uniform absorption when calculating the ionization field – can easily be applied to other codes, such as e.g. SimFast21 (Santos et al. 2010; Hassan et al. 2016) or SCRIPT (Choudhury & Paranjape 2018; Choudhury et al. 2021).

While we have focused in this work on the effect of the mean free path on the topology of reionization as measured by the 21 cm power spectrum, the progression of reionization should also be regulated by the same absorption. The real space top-hat filter employed here suffers from explicit non-conservation of photons, particularly late in the reionization epoch when ionized bubbles overlap (e.g. Zahn et al. 2007), but we can still assess this impact using the methods derived in this work. We ran a suite of additional 21cmFAST simulations from z = 12.5 assuming the same ζ = 31.5 as the FFRT-P+MFP- (r) λ = 20 Mpc model with \langle \xi_{\text{HI}} \rangle = 0.5 at z = 7.0. In Figure 12, we show the resulting reionization histories for the FFRT-P+R_{\text{max}} (top panel) and FFRT-P+MFP- (r) (bottom panel) methods adopting a series of \lambda values with the same colors as Figures 9 and 10. Bearing in mind the caveat regarding photon conservation, it is clear that the MFP- (r) method produces much more extended reionization histories at fixed mean free path scale, i.e. more ionized photons are required to ionize the Universe, and is generally more sensitive to the value of \lambda. The mean free path, however, is measured to strongly evolve with redshift at z \lesssim 5 (Worseck et al. 2014), and may evolve even faster during the reionization epoch (Park et al. 2016; D’Alonso et al. 2020), so the curves in Figure 12 should not necessarily be interpreted as model predictions for the true \langle \xi_{\text{HI}} \rangle (z).

Both of our new mean free path treatments require only modest additional computational time compared to the default R_{\text{max}} prescription in 21cmFAST. The most significant increase comes from the additional filter scales that must be computed between R_{\text{max}} and the size of the simulation box R_{\text{box}}.

\frac{\int \text{MFP}}{\lambda_{\text{Rmax}}} \approx \ln \frac{R_{\text{box}}}{\lambda_{\text{cell}}} - \ln \frac{\lambda_{\text{cell}}}{\lambda_{\text{Rmax}}} \quad (14)

where we assume that the minimum filter scale corresponds to the cell size of the simulation, R_{\text{cell}}. This factor, 1.1–2.1 for the semi-numerical simulations presented in this work, is small compared to the additional complexity of fully numerical radiative transfer approaches.

We note that the methods described in this work have assumed a spatially-uniform mean free path, but this may not be an accurate approximation in the late stages of reionization due to the interplay with the fluctuating ionizing background (McQuinn et al. 2011; Crociani et al. 2011; Davies & Furlanetto 2016) or variations in the degree of post-reionization dynamical relaxation depending on the local reionization redshift (D’Alonso et al. 2020; Cain et al. 2021). While the MFP- (r) method is not well suited to such fluctuations because the mean free path is built in to the excursion set filter, the MFP- (r) approach could in principle be employed in a manner similar to Sobacchi & Mesinger (2014) with varying \lambda depending on the local physical state (e.g., density and ionizing background intensity).

\footnote{The Fourier space filter in the MFP- (r) method requires a somewhat more involved calculation (equation 11) than the spherical top-hat, but this adds negligible computing time in practice.}

\footnote{As shown in Figure 4, the ionization contribution from scales larger than a few times the MFP drops off very rapidly. One could then truncate the filter scales well below the entire box size in most cases; thus equation (14) is a conservative overestimate to the required extra time.}
We will explore implementing a fluctuating mean free path into our new absorption prescriptions in future work.

Following the submission of this work, Becker et al. (2021) performed the first direct measurement of the opacity of the IGM to ionizing photons at \( z \sim 6 \) along the line of sight to luminous quasars. After correcting for the over-ionization of gas close to the quasars, they estimate a mean free path in the general IGM of \( \lambda = 0.75^{+0.65}_{-0.45} \) proper Mpc (although the lower bound may be somewhat higher, see Bosman 2021). This mean free path is much shorter than predicted by an extrapolation from measurements at lower redshift. Such a short mean free path implies that the reionization process was likely strongly regulated by absorption (Cain et al. 2021; Davies et al. 2021).

In the next decade, we expect that 21 cm experiments and other probes of the reionization era will begin to pin down the history and morphology of that process. Here we have shown that absorption should have a significant effect on the ionization field and presented efficient techniques to model it accurately. We hope that these and similar physical models will yield improved constraints from future observations.
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APPENDIX A: BRIDGING THE GAP BETWEEN FFRT AND DexM

Unlike the standard FFRT method, the MFP-$\epsilon(r)$ approach described in Section 3 can only be applied to fields of collapsed mass, e.g. from a halo catalog, but this is potentially computationally cumbersome. In this Appendix we describe a method that computes the collapsed mass field directly from the density field, and which retains the speed and simplicity of the FFRT algorithm while producing ionization fields more consistent with discrete source models.

The standard implementation of FFRT computes $f_{\text{coll}}$ at each filter scale from the smoothed density field following a conditional Press-Schechter scheme (Lacey & Cole 1993). However, as remarked in footnote 4 of Sobacchi & Mesinger (2014), it is theoretically possible to compute $f_{\text{coll}}$ at the pixel scale of the simulation and instead filter the collapsed mass field directly, similar to discrete source models, although at the risk of spurious resolution-dependent features. In 21cmFAST, $f_{\text{coll}}$ is already computed by applying a prescription meant for the linear density field to a quasi-non-linear density field computed via the Zel’dovich approximation, so the $f_{\text{coll}}$ on the smallest (i.e. most non-linear) scales may be quite dubious. In the following we explore this “risky” method, which we call “FFRT-P,” and find that (in certain regimes of spatial resolution) it can actually reproduce the ionization field morphology of discrete source models more accurately than FFRT.

To compare the simulation methods, we adopt the same semi-numerical simulation box as in the main text, with $4096^3$ initial conditions in a volume 256 Mpc on a side, and generate evolved density and ionization fields at $z = 7$ with $\langle n_{\text{HI}} \rangle = 0.5$ on grids of $128^3$, $256^3$, and $512^3$, corresponding to cell sizes of 2, 1, and 0.5 Mpc, respectively. For the purposes of this comparison we assume the standard $R_{\text{max}}$ prescription for absorption for simplicity, but note that the results are largely unchanged with the new MFP methods described in the main text. Figure A1 shows slices of the resulting ionization fields, and Figure A2 compares the ionization field power spectra. While FFRT-P overestimates the large-scale power relative to FFRT and DexM when cell sizes are large, for cell sizes below $\sim 1$ Mpc it appears to converge towards DexM. At cell size $L_{\text{cell}} = 0.5$ Mpc the agreement between FFRT-P and DexM is very good except for $k > 1$ Mpc$^{-1}$, where the small-scale power in FFRT-P is suppressed due to a lack of shot noise from discrete halos. Interestingly, while the FFRT and DexM ionization power spectra change considerably on large scales as a function of resolution (see also Choudhury & Paranjape 2018), the FFRT-P ionization power spectrum is much more stable. Indeed, the apparent excess in large-scale power of FFRT-P at low resolution is much more consistent with the other methods at higher resolution.

One potential limitation of FFRT-P is that, due to the application of the same collapse fraction prescription as FFRT, the simulation cells must be large enough that halos more massive than the minimum halo mass can form out of them, i.e. $M_{\text{cell}} > M_{\text{min}}$. In FFRT this is not necessary because the minimum filtering scale is a free parameter, although that limits the small-scale structure in the resulting ionization field.

We note that Trac et al. (2021) have more thoroughly tested similar pixel-scale excursion set methods which they dub “ESF-L” and “ESF-E,” where FFRT-P is most similar to their ESF-E method. In general, the ESF-L method appears to provide a substantially more accurate representation of the collapsed mass field than ESF-E (and thus, FFRT-P), at no additional computational expense. In future work, we will implement ESF-L in our semi-numerical simulations.
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Figure A1. Ionization field slices using FFRT (top row), DexM (middle row), and FFRT-P (bottom row) with varying spatial resolution. From left to right, the ionization fields were computed on grids of $128^3$, $256^3$, and $512^3$ cells, corresponding to cell sizes of $L_{\text{cell}} = 2.0$, 1.0, and 0.5 Mpc, respectively.

Figure A2. Power spectra of the ionization fields shown in Figure A1.