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The mechanical resistance of a locomotive is crucial for power consumption. It is desirable to maintain this resistance at a minimum value for energy efficiency under optimal operation conditions. The optimal conditions can be found by particle swarm optimization with constraints. The particle swarm optimization method is a highly preferred type of heuristic algorithm because of its advantages, such as fewer parameters, faster speed, and a simpler flow diagram. However, fast convergence can be misleading in finding the optimum solution in some cases. Pareto analysis is used in this proposed study to prevent missing the target. When the literature is searched, it is seen that there are various studies using this method. However, in all of these studies, the results of the particle swarm method have been interpreted as whether or not they complied with Pareto’s 80/20 rule. The validity of the Pareto analysis is taken as an assumption, and with the help of this assumption, the coefficients of a locomotive’s mathematical equation were changed, and finally the results were found by applying the particle herd optimization method. Finally, a novel hybrid method has been created by including the Pareto optimality condition to particle swarm optimization. The results are compared with this innovative hybrid method of Pareto and particle swarm and the results found using only the particle swarm method.

1. Introduction

Optimization is used in many fields of life. Firstly, the mathematical model of the system is introduced, then this model is solved with different optimization methods. Optimization methods are classified as classical methods and heuristic optimization methods. Classical methods depend on the analytical and derivation of the problem. There are two types of classical methods. They are Gradient and nongradient based methods. When the problem size increases, classical methods may be insufficient. A study [1] proves that classical methods are not sufficient in finding the optimum working points of the locomotive.

Heuristic optimization methods use reflecting of nature. There are many algorithms that have been produced that reflect the behavior of living beings in nature. These include the Ant System [2], the Max-Min Ant System [3], Particle Swarm Optimization [4], Artificial Bee Colony [5], the Fruit Fly Optimization Algorithm [6], Cuckoo optimization based on Levy Flight [7], the Krill Herd Optimization Algorithm [8], Bakeri Foraging Behavior [9], the Bat Algorithm [10], the Firefly Algorithm [11], the Lion Algorithm [12], the Gray Wolf Algorithm [13], the Dolphin Algorithm [14], the Bush Colony Algorithm [15], the Artificial Algae Algorithm [16], the Virus Colony Search Algorithm [17], the Shark Olfaction Optimization Algorithm [18], and the Social Spider Algorithm [19]. Among all these algorithms, particle swarm optimization is the most cited intuitive intelligence algorithm with the cited number being 5721 [20].

Particle Swarm Optimization (PSO) is a heuristic optimization method based on social information sharing, which, to summarize briefly, was developed jointly by a social psychologist and an electrical engineer [4]. This method is an algorithm designed by considering the behaviors that fish and birds exhibit in order to survive as a swarm. The algorithm of the PSO method is based on the communication between individuals in the swarm. The search is performed by the number of generations as in the
genetic algorithm. In fact, individuals are called particles, and the community of these particles is called the swarm.

The aim is that each particle tries to approach the particle with the best position in the swarm, based on the experience of its previous position. This approach speed is random, and the assumption is that the next step is better than the previous one. This approach continues until it reaches the target (best position). Although it is similar to the genetic algorithm (GA) method, it is easier to use and respond better in some studies than GA.

The original PSO algorithm was designed for unconstrained optimization problems. However, real-life problems generally need constraints on the input elements of the problem. According to this need, some constrained PSO approximations were applied in the literature. One of these studies is a dynamic particle swarm optimizer with escaping prey (DPSOEP), which was designed for constrained nonconvex and piecewise problems [21]. In another recent research, partially and fully constrained improved particle swarm optimization methods (PCHIPSO and FCHIPSO) were proposed for planning the optimal usage of a water reservoir [22]. A moth swarm algorithm with arithmetic crossover modification (MSA-AC) was also developed for solving constrained optimization problems and tested on most common benchmark functions [23]. In a different study, the inequalities for the determination of constraints were explained as a fuzzy set, and new constraint definitions for this fuzzy set were improved, which can be interpreted by the constrained PSO [24]. Constrained PSO was also used for optimal trajectory planning of a space robot in a recent research [25]. For hyperspectral images, the vertices of shapes, which are represented by highly mixed pixels, were found by Linear Mixture Model Constrained PSO (LMMCPSO) in another recent research [26]. In the most recent research for constrained PSO, a novel PSO method called CMPSOWV was developed by extracting velocity vector [27]. As seen in the literature, many optimization problems were handled by constrained PSO approximation. In this study, locomotive resistance is also handled as a constrained optimization problem.

The Pareto analysis was found by the Italian economist Vilfredo Federico Damaso Pareto (1848–1923); it is a bar diagram used to distinguish the important causes of a problem from the less important causes. This analysis started with Pareto observing that 80% of the land is owned by 20% of the population in Italy. This distribution has been tried in many different areas reaching the same findings. This statistical rate (80/20), which can also be applied to engineering, is called the “Pareto Law” especially in economic fields.

Hwang and Masud established the necessity of decision-making and classified the existing decision-making approaches to optimization into three categories: a priori, a posteriori, and progressive articulation of preferences [28]. A priori articulation of preferences involves the aggregation of objective functions using weights and, thereafter, determines the optimal solution. A posteriori articulation of preferences, in which decision-making is applied after an efficient set of solutions is obtained, is the selection of the best solution among the obtained solutions. A progressive articulation of preferences, which involves the process of decision-making along with the search process, is a guide for the search effort toward the regions of the Pareto front, where the probability of getting the compromise solution is the highest.

Normalization is performed using different related targets within a single purpose function. Another way is to find the Pareto optimal front that summarizes all Pareto optimal solutions. A Pareto optimal solution, by definition, is the best solution that can be achieved for the one target, while keeping at least one other target without a disadvantage [29]. In fact, normalization gives the same importance to all variables, whereas Pareto gives different levels of importance to all variables. Studies using Swarm and Pareto in the literature generally include a posteriori articulation as in the study of Ulungu and Teghem [29] and the study of Di Barba et al. [30]. Although there are many studies in the literature including both Pareto and Swarm, specific studies can be listed as follows.

In one of the studies, where Swarm and Pareto were used together, the PSO algorithm was applied to multiobjective optimization problems with two and more objectives [31]. The algorithm revealed an excellent performance concerning the number of solutions of the forward problem, completed with a very reliable representation of the Pareto optimal front. In another study, the Pareto dominant was adapted to evaluate particles found throughout the search process in the swarm; with this approach, the nondominant characters are stored in an external replenishment that constantly renews itself [32]. This paper [33] presents an approach in which Pareto dominance is incorporated into particle swarm optimization (PSO) in order to allow this heuristic to handle problems with several objective functions. In another study, a simple evolution scheme for multiobjective optimization problems was introduced, called the Pareto Archived Evolution Strategy (PAES). It was argued that PAES may represent the simplest possible nontrivial algorithm capable of generating diverse solutions in the Pareto optimal set [34]. The objective of another paper was to introduce a novel Pareto-frontier Differential Evolution (PDE) algorithm to solve multiobjective functions. The solutions provided by the proposed algorithm for two standard test problems outperform the Strength Pareto Evolutionary Algorithm, one of the state-of-the-art evolutionary algorithms for solving multiobjective functions [35]. In another research, particles of PSO were classified as nondominated, dominated, and Pareto-front particles for finding the optimal placement and sizing configuration of distributed generation in the radial distribution system [36]. A similar Pareto-front PSO approximation was applied for discrete time-cost trade-off problem [37]. A Pareto-glowworm swarm optimization method was developed for a quality of service problem in a wireless sensor network [38]. A Pareto improved artificial fish swarm algorithm (IAFSA) was improved for a disassembly line balancing problem [39]. In another research, the Pareto analysis was used to select the best solver in the particle swarm [40]. A virtual Pareto front (vPF) structure was included to improve the multiobjective PSO method in a recent research [41]. A novel Pareto-active learning method
was included to surrogate assisted-PSO for solving multi-objective optimization problems in one of the most recent researches [42].

In this study, the Pareto analysis was used for the determination of the places where the probability of the solution is maximum, that is, in which progressive articulation of preferences is made, and then the results were found by introducing additional limits to the particle swarm optimization of a locomotive’s mathematical equation. The advantages of this innovative method are as follows:

1. The improvement of the algorithm is simple to implement by including a Pareto Optimality Check process to the PSO structure
2. The improvement reduces the necessary number of iterations to reach the optimal solution
3. Although the iteration number is small, the hybrid system gives better results

In Methods section, firstly, reaching minimal locomotive motion resistance in the past is given in brief, then the mathematical expression of the original PSO and a general explanation of the Pareto Assumption are explained. The optimization problem for the locomotive resistance is explained in the YHT 65000 High-Speed Train section. Embedding the Pareto assumption in a constrained PSO algorithm is introduced in the Application of Pareto Assumption on Constrained PSO section. The optimization performances of pure constrained PSO and constrained PSO with the Pareto assumption are benchmarked in the Comparative Results section. Finally, the results are interpreted and the suggestions are presented in the Conclusions section.

2. Methods

Some studies generally depend on Davis’ polynomial to find minimal locomotive motion resistance in the literature [43, 44]. Another study uses the PSO to avoid highest locomotive motion resistance. However, not be obtained correctly with the PSO method, the method needs hybridizing with a different method [45]. In a study, the flow chart is presenting the logical steps that were followed in order to obtain optimal speed profiles regarding minimum energy consumption. The program takes about 10 seconds to run [46]. This study considers the theoretical analysis, modeling technique, and experimental verification of the effects of the gradient, running, and curve resistance on train performance [47].

In our study, a new hybrid method was created by combining the advantages of two different methods: one is a metaheuristic algorithm and the other is a statistical rule. Studies related to this have been performed before, and the main studies are given hereafter. However, in previous studies, different from this study, the results of constrained PSO have been evaluated as to whether or not constrained PSO is a good method for the study by looking at whether it complies with the 80/20 rule.

2.1. Mathematical Expression of PSO. In a PSO, a sequence of particles with random positions and velocities is initiated at size D. Dimension D is also equal to the unknown number in the conformity function. The goal here is to find the best value by updating its generations. At each iteration, each particle is updated according to the two “best” values. In fact, there are two aspects to the best value. The first is the best suitability value a particle has ever found. This value is stored in memory for use later and is referred to as “pbest,” the best value of the particle. The second best value is the best fitness value that any particle in the swarm has ever achieved. This value is the global best value for the swarm and is called “gbest.” The speeds and positions are changed according to these new assigned values. The swarm particle matrix is \( n \times D \) in size, where \( n \) is the number of particles:

\[
X = \begin{bmatrix} X_{11} & \cdots & X_{1D} \\ \vdots & \ddots & \vdots \\ X_{n1} & \cdots & X_{nD} \end{bmatrix},
\]

Particle updates velocity (amount of change of position in each size) and position according to (2) and (3):

\[
V_{i}^{k+1} = V_{i}^{k} + c1 \cdot \text{rand}_1(p_{\text{best}}^{i} - x_{i}^{k}) + c2 \cdot \text{rand}_2(g_{\text{best}}^{k} - x_{i}^{k}),
\]

(2)

\[
x_{i}^{k+1} = x_{i}^{k} + V_{i}^{k+1}.
\]

(3)

In order to better understand the situations described in Figures 1 and 2, they are shown as working principle and flow chart, respectively.

2.2. Pareto Assumption. The Pareto analysis can be generalized by three different approximations in the literature. These approximations belong to Burell [48], Egghe [49], and Chen et al. [50]. In this study, Egghe’s equation was chosen, which is explained by (4) and (5):

\[
X = X(n)^2,
\]

(4)

\[
Q = Q(n),
\]

(5)

where \( n \) is the number of examples, \( X \): 20% rate, \( Q \): 80% rate.

The Pareto analysis is explained in terms of the 80/20 rule, which was also mentioned in Introduction. The application of the 80/20 rule is demonstrated in Figure 3. In Figure 3, the distribution of the input parameters is given by a decreasing Probability Mass Function. The cumulative rate determines which parameters are critical and which parameters can be neglected.

From the information presented in Figure 3, it is seen that problems 1 and 2 intersect with the cumulative distribution curve. This curve explains that 80% of the problems will be solved by finding solutions to problems 1 and 2.

To obtain the results presented in Figure 3, the following preparations should be applied:

1. Define and list the parameters of the optimization problems
2. Sort the parameters in order of priority
3. Score the sorted parameters in descending order
3. YHT 65000 High-Speed Train

This train is a high-speed train model that is currently used in Turkey. It is a high-speed train set produced by the Spanish railway manufacturer Construcciones y Auxiliar de Ferrocarriles (CAF).

YHT 65000 trains are based on the trains that Red Nacional De Ferrocarriles Espanoles (RENFE) Class with 120 trains uses in Spain. A set consists of 6 cars as standard. In this study, it was thought that there were 6 cars. However, it has a modular structure, and 2 more cars can be added if desired. In addition, 2 sets can be combined to form a total of 12 cars. Figure 4 shows the YHT 65000 train in Turkey. Before this study, the technical information of the high-speed train used in the study is given in Table 1.

For to find the mathematical model of YHT 65000 High-Speed Train, four resistances, which prevent the movement of high-speed trains, are calculated (aerodynamic resistance is neglected). These are listed as combined resistance of cruise and locomotive, curve resistance, ramp resistance, and acceleration resistance. Since there is also a fifth resistance, which is wind resistance, and it has a probabilistic behavior due to the characteristics of environmental conditions, the effect of this fifth resistance is neglected in the constructed model. It should be noted that these resistors directly affect power consumption. In this case, it is possible to express the total resistance (RT) equation as follows (G is the total load carried in tons):

\[ R_T = (1.3953 + 0.0006 \cdot V)G. \]  

3.1. Combined Resistance of Cruise and Locomotive.

Since combined resistance of cruise and locomotive exists for a high-speed train set, it consists of a single resistance provided by the manufacturer, which is inseparable as car and locomotive resistance.

3.2. Curve Resistance.

\[ R_k = \left(\frac{650}{k - 55}\right)G. \]
I—his curve resistance formula is known as the Röcki formula and is used for 1435 mm line length. The $k$ value in the equation is the curvature radius of the line in m.

3.3. Ramp Resistance.

\[ R_r = rG, \]  

(8)

where $r$ is the ramp value in %. This value is taken as positive when climbing the ramp and negative when descending.

In order for the train set to move, it must overcome these resistances. A train can only move with “Steady” velocity after overcoming these resistances. At steady velocity, there is no acceleration (a) (it is equal to zero) according to Newton’s 1st Law. There is one more resistance that must be overcome when the train wants to change its velocity. This resistance is called acceleration resistance.

3.4. Acceleration Resistance.

\[ R_a = \left( \frac{4V^2}{S} \right) G. \]  

(9)

The acceleration resistance given above is the acceleration resistance of the train set. $S$ refers to the line.

While there is no acceleration in the first three resistance types, in the fourth one, there is a rise in acceleration resistance when the speed changes. The power consumption is determined by applying the PSO method to the total resistance formula:

\[ R = R_s + R_k + R_r + R_a. \]  

(10)

The equation in full is written as

\[ R = \left[ V^2 \left(0.0006 + \frac{4}{D} \right) - 0.0071V + 1.3953 + \frac{650}{k - 55} + r \right] G, \]  

\[ V = at, \]  

(11)

\[ R = \left[ a^2 t^2 \left(0.0006 + \frac{4}{D} \right) - 0.0071at + 1.3953 + \frac{650}{k - 55} + r \right] G. \]  

(12)

Constraints are

\[ -28 \leq a \leq 28 \text{ (m/s)}^2, \]  

(13)

\[ 1800 \leq t \leq 3600 \text{ (s)}, \]  

(14)

\[ -26 \leq r \leq 26 \text{ (‰)}, \]  

(15)

\[ 130 \leq k \leq 530 \text{ (m)}, \]  

(16)

\[ 0 \leq D \leq 300000 \text{ (m)}, \]  

(17)

\[ 287 \leq G \leq 328.425 \text{ (ton)}. \]  

(18)

4. Application of Pareto Assumption on Constrained PSO

The Pareto assumption of speed and load parameters was obtained by using $E = (1/2)mV^2$, the most general equation of the amount of energy used. While deriving these assumptions, the speed was progressively decreased from 240 km/h to 10 km/h by 10 km/h each time, and 24 levels of the speed were obtained. The load was also progressively decreased from 328.425 tons to empty weight of cruise, which is 287 tons, by 1.5 tons in each time, and 24 levels of load were obtained. The Pareto analysis of speed and load is demonstrated in Figures 5 and 6 respectively.

In Figure 5, it is seen that the share of the first 9 speed levels, including 160 km/h, in energy consumption is 60%. These 9 levels maximize the energy consumption. This curve explains that 60% of the energy consumption will be solved by finding solutions to problems from 1 to 9. They should be excluded from the search of PSO, which means that the speed must be lower than 160 km/h or 44.44 m/sec.

In Figure 6, it is seen that the share of the first 15 load levels, including 309.294 ton, in energy consumption is 63.73%. These 15 levels maximize the energy consumption. This curve explains that 63.73% of the energy consumption will be solved by finding solutions to problems from 1 to 15. They should be excluded from the search of PSO, which means that the load must be lower than 309.294 ton.

From the inference made according to Figures 5 and 6, it is seen that the correction to be made only for the speed is contribution to the energy consumed, because 15 levels of the load mean big limitation. This limitation is not so likely.
Although trains can go at low speed, they cannot go at low load in practice.

For this reason, the algorithm can be made hybrid by only changing the speed in the swarm algorithm used for the optimization of mathematical modeling. Algorithms 1–4 give the details of the application of the proposed model on the locomotive resistance minimization problem. Algorithm 3 gives the details of the improvement on PSO by Pareto analysis. Algorithm 4 shows how the algorithm is restricted by constraints.

The application of pareto optimality conditions to obtain the hybrid Pareto-PSO algorithm can also be expressed by the flow chart shown in Figure 7.

This flow chart is different from PSO flow chart because of the red process. This red process is coming from making constraints according to Pareto analysis.

5. Determination of PSO Parameters

In the PSO part of the proposed algorithm, there are two critical parameters that should be chosen, which are the number of necessary particles (N\textsubscript{particles}) and the number of necessary iterations (N\textsubscript{iterations}). The parameter c\textsubscript{training} is the counter parameter, which is used for iteration tracking, which is initialized as 0 at the beginning and incremented after each iteration unless it is reached N\textsubscript{iterations}. The particle update velocity vector \( \mathbf{V} \) is initialized and updated relatively randomly at each iteration, where the values of its elements are bounded by the difference vectors of optimum solution vector and solution vector of each particle from the previous iteration, as seen in Algorithm 1. \( \mathbf{V} \) is used to update solution vector \( \mathbf{X}^\text{swarm}(i) \) of each swarm. However, this update step is limited by Algorithm 3 for the Pareto optimality check. Algorithm 3 is only used when Pareto’s assumption is handled. In the pure PSO algorithm, this algorithm is not applied. Moreover, for the constraint optimization \( \mathbf{X}^\text{swarm}(i) \) is also limited by Algorithm 4.

The high number of particles up to value will accelerate to reach the optimum point. However, when the number of particles exceeds the upper limit, the complexity of the algorithm increases, and deviations in learning the extremum point occur. Therefore, the particles should be limited by the...
upper value to avoid this computational complexity, redundancy, and distortion in convergence steps.

For the purpose of finding optimum \((N_{\text{particles}}, N_{\text{iterations}})\) couple, the experiment was repeated by changing the number of particles from 1 to 20 and the number of iterations from 1 to 50 for PSO without and with Pareto assumption. Experiments were carried out on the R2020a version of the Matlab program on a computer with 2.8 GHz, Intel Core i7 processor, 16 Gb 1067 Mhz DDR3 RAM, and MacOS High Sierra operating system.

The minimum resistance and elapsed time for the calculation in seconds are obtained as in Figures 8 and 9 for PSO without Pareto assumption.

As can be seen from Figure 8, the best solution for the minimum resistance was obtained with the minimum \((N_{\text{particles}}, N_{\text{iterations}})\) configuration, when the number of particles was chosen as 20 and the number of iterations was chosen as 25 for pure PSO method.

As seen in Figure 9, 22.4 milliseconds was spent for the simplest \((N_{\text{particles}}, N_{\text{iterations}})\) configuration of pure PSO.

\[
\begin{align*}
\text{Parameter Initialization} \\
\text{Repeat,} \\
c_{\text{training}} &= c_{\text{training}} + 1 \\
R &= f_{\text{Resistance}}(X_{\text{swarm}}) \\
R_{\text{min}} &= \min(R) \\
X_{\text{swarm, opt}} &= X_{\text{swarm}}(\arg\min(R)) \\
V &= 2 \cdot \text{rand}(\{0,1\}) \cdot (X_{\text{swarm, opt}} - X_{\text{swarm}}) \\
X_{\text{swarm}} &= X_{\text{swarm}} + V \\
\text{Pareto Optimality Check} \\
\text{Constraints Check} \\
\text{Until } c_{\text{training}} = N_{\text{iterations}}.
\end{align*}
\]

\[
\text{Algorithm 1: Pareto-PSO algorithm for locomotive resistance minimization.}
\]

\[
\begin{align*}
\text{Initialize } N_{\text{particles}} \\
\text{Initialize } N_{\text{Iterations}} \\
\text{for } i = 1 \text{ to } N_{\text{particles}} \\
X_{\text{swarm}}(i,a) &= \text{rand}([-28, 28]) \\
X_{\text{swarm}}(i,t) &= \text{rand}(1800, 3600) \\
X_{\text{swarm}}(i,D) &= \text{rand}(0, 300000) \\
X_{\text{swarm}}(i,r) &= \text{rand}([-26, 26]) \\
X_{\text{swarm}}(i,k) &= \text{rand}(130, 530) \\
X_{\text{swarm}}(i,G) &= \text{rand}(287, 328.45) \\
\end{align*}
\]

\[
X_{\text{constraints}} = \begin{bmatrix}
-28 & 28 \\
1800 & 3600 \\
-26 & 26 \\
130 & 530 \\
0 & 300000 \\
287 & 328.425
\end{bmatrix}
\]

\[
\text{Algorithm 2: Parameter initialization.}
\]

\[
\begin{align*}
\text{for } i = 1 \text{ to } N_{\text{particles}} \\
\text{if } (X_{\text{swarm}}(i,a) \times (X_{\text{swarm}}(i,t)) > 50 \\
\text{else if } (X_{\text{swarm}}(i,a) \times (X_{\text{swarm}}(i,t)) < -50 \\
\text{end.}
\end{align*}
\]

\[
\text{Algorithm 3: Pareto optimality check.}
\]
solution. The maximum duration was 56.44 and 54.55 milliseconds when the number of particles was selected as 18, the number of iterations was 50 or the number of particles was 20, and the number of iterations was 50. However, when Figure 8 was examined again, it was seen that these maximum configurations did not provide the minimum resistance result. When Figure 9 was examined, it can be said that pure PSO shows a linear computational complexity in terms of both particle number and iteration number.

When the Pareto assumption was applied for the same experiments, the minimum resistances and elapsed computation time were obtained as in Figures 10 and 11.

It can be understood from Figure 10 that the best solution for the minimum resistance was obtained with the minimum \( N_{\text{particles}} \cdot N_{\text{iterations}} \) configuration, when the number of particles was chosen as 10 and the number of iterations was chosen as 12 for pure PSO method.

As seen in Figure 11, 9.2 milliseconds was spent for the simplest \( N_{\text{particles}} \cdot N_{\text{iterations}} \) configuration of PSO with Pareto assumption. The maximum duration was 69.9 and 56.02 milliseconds when the number of particles was selected as 14, the number of iterations was 49 or the number of particles was 20, and the number of iterations was 50. When Figure 10 was examined again, the minimum resistance can also be found when \((20, 50)\) was chosen instead of minimum configuration.

According to Figure 11, it can be said that PSO with Pareto assumption also shows a linear computational complexity in terms of both particle number and iteration number as similar to pure PSO method. The inclusion of Algorithm 3 ensures that the optimum result is achieved with fewer iterations and particles, although there is no significant burden on the computational complexity for the same number of particles and iterations. For optimum particle numbers obtained by experiments \((N_{\text{particles,PSO}} = 20, N_{\text{particles,Pareto-PSO}} = 10)\), the comparison of the pure PSO and the Pareto assumption method is presented in detail in the Comparative Results section.

### 6. Comparative Results

In Figure 12, the convergences for the optimal conditions that satisfy the minimum resistance are illustrated for each training iteration of pure constrained PSO with 20 particles, which is the simplest PSO structure that can find minimum resistance as presented in Figure 8. In addition, the values reached for minimum resistance and elapsed time for each iteration are also presented.

---

Algorithm 4: Constraints check.

```plaintext
for i = 1 to N_{\text{particles}}
  if (X_{\text{swarm}}(i).a < X_{\text{constraints}}(1, 1))
    X_{\text{swarm}}(i)_a = X_{\text{constraints}}(1, 1)
  else if (X_{\text{swarm}}(i).a > X_{\text{constraints}}(1, 2))
    X_{\text{swarm}}(i)_a = X_{\text{constraints}}(1, 2)
  end
  if (X_{\text{swarm}}(i).t < X_{\text{constraints}}(2, 1))
    X_{\text{swarm}}(i)_t = X_{\text{constraints}}(2, 1)
  else if (X_{\text{swarm}}(i).t > X_{\text{constraints}}(2, 2))
    X_{\text{swarm}}(i)_t = X_{\text{constraints}}(2, 2)
  end
  if (X_{\text{swarm}}(i).D < X_{\text{constraints}}(3, 1))
    X_{\text{swarm}}(i)_D = X_{\text{constraints}}(3, 1)
  else if (X_{\text{swarm}}(i).D > X_{\text{constraints}}(3, 2))
    X_{\text{swarm}}(i)_D = X_{\text{constraints}}(3, 2)
  end
  if (X_{\text{swarm}}(i).r < X_{\text{constraints}}(4, 1))
    X_{\text{swarm}}(i)_r = X_{\text{constraints}}(4, 1)
  else if (X_{\text{swarm}}(i).r > X_{\text{constraints}}(4, 2))
    X_{\text{swarm}}(i)_r = X_{\text{constraints}}(4, 2)
  end
  if (X_{\text{swarm}}(i).k < X_{\text{constraints}}(5, 1))
    X_{\text{swarm}}(i)_k = X_{\text{constraints}}(5, 1)
  else if (X_{\text{swarm}}(i).k > X_{\text{constraints}}(5, 2))
    X_{\text{swarm}}(i)_k = X_{\text{constraints}}(5, 2)
  end
  if (X_{\text{swarm}}(i).G < X_{\text{constraints}}(6, 1))
    X_{\text{swarm}}(i)_G = X_{\text{constraints}}(6, 1)
  else if (X_{\text{swarm}}(i).G > X_{\text{constraints}}(6, 2))
    X_{\text{swarm}}(i)_G = X_{\text{constraints}}(6, 2)
  end
end.
```
In Figure 12, the iterations are limited to 50. The best acceleration, ramp, distance, power, travel time, curve, load, and elapsed time values as found by the PSO are detailed. The optimum resistance was reached at the 25th iteration with 22.4-millisecond computation time. When the iterations were continued until the 50th

Figure 7: Pareto-PSO hybrid system flow chart.

Figure 8: Minimum resistances found by different \( (N_{\text{particles}}, N_{\text{iterations}}) \) Configurations of PSO.

Figure 9: Elapsed computation time by different \( (N_{\text{particles}}, N_{\text{iterations}}) \) Configurations of PSO.

Figure 10: Minimum Resistances Found by Different \( (N_{\text{particles}}, N_{\text{iterations}}) \) configuration of Pareto-PSO.

Figure 11: Elapsed computation time by different \( (N_{\text{particles}}, N_{\text{iterations}}) \) Configurations of Pareto-PSO.
Figure 12: Iteration numbers of PSO method for different variables.

Figure 13: Iteration numbers of Pareto-PSO hybrid method for different variables.
the computation time was reached to 54.6 milliseconds.

In Figure 13, the convergences for the optimal conditions that satisfy the minimum resistance are illustrated for each training iteration of the hybrid Pareto-PSO method. The values reached for the minimum resistance and elapsed time are also presented.

In Figure 13, the iterations are also limited to 50. The best acceleration, ramp, distance, power, travel time, curve, load, and elapsed time values as found by the Hybrid system are shown. The minimum resistance was reached at the 12th iteration with 9.2-millisecond computation time. When the iterations were continued until 50th iteration, the computation time was reached to 35.7 milliseconds. According to these results, it can be said that Pareto assumption on constrained PSO method reduced computation time to 41.07% of minimum configuration for the best solution of constrained PSO method. Moreover, the computation time was also reduced to 65.38% by Pareto assumption, when both constrained PSO and constrained Pareto-PSO methods were continued until to the 50th iteration.

Both constrained PSO and constrained Pareto-PSO methods could find the conditions that satisfy the minimum resistance as $-7638 \text{ kW}$ for their optimum ($N_{\text{particles}}$, $N_{\text{iterations}}$) configurations. This situation can be preserved by the constrained Pareto-PSO method when it is reached until the 50th iteration, but not by the constrained PSO method. At 50th iteration, the minimum resistance found by the constrained PSO increased from $-7638 \text{ kW}$ to $-6670 \text{ kW}$.

Acceleraion, distance, load, curve, ramp, and travel time values that can be seen for the increasing number of iterations of the pure constrained PSO are detailed in Table 2. If the values found by constrained PSO, which are listed in Table 2, are investigated, it can be said that distance, load, and ramp reached relatively stable states between 30th and 40th iterations. Travel time and curve diverged from their stability point. Acceleration could not reach a stable state until the 50th iteration.

Table 2: Values of $a$, $D$, $G$, $k$, $r$, and $t$ in Different Iteration Numbers for Constrained PSO.

| Iteration | $A$  | $D$  | $G$  | $k$  | $r$  | $t$  |
|-----------|------|------|------|------|------|------|
| 1.        | -0.0276 | 26983 | 287  | 130  | 1.1505 | 1800 |
| 2.        | -0.0927 | 90676 | 315.62 | 345.97 | 3.8663 | 2896 |
| 3.        | -0.0371 | 94909 | 316.69 | 354.10 | 1.5462 | 2937.2 |
| 4.        | -0.0463 | 35362 | 302.45 | 232.49 | 1.9330 | 2357.3 |
| 5.        | 0.0097  | 92365 | 296.45 | 277.32 | -6.7304 | 2581.8 |
| 10.       | 0.0373  | 47879 | 287  | 130  | -12.052 | 1800 |
| 20.       | 0.0027  | 300000 | 328.425 | 530  | -26  | 3600 |
| 30.       | 0.0058  | 88866 | 287.56 | 311.41 | -26  | 2464.5 |
| 50.       | -0.0047 | 29192 | 289  | 525.92 | -25.968 | 1876.7 |

Table 3: Values of $a$, $D$, $G$, $k$, $r$, and $t$ in Different Iteration Numbers for Constrained Pareto PSO.

| Iteration | $A$  | $D$  | $G$  | $k$  | $r$  | $t$  |
|-----------|------|------|------|------|------|------|
| 1.        | 0.0366 | 6263.7 | 287  | 130  | -25.378 | 1800 |
| 2.        | -0.0419 | 1993.6 | 328.425 | 130  | -26  | 1800 |
| 3.        | 0.0278  | 300000 | 328.425 | 222.45 | -26  | 1800 |
| 4.        | 0.0278  | 300000 | 328.425 | 530  | -26  | 1800 |
| 5.        | 0.0278  | 300000 | 328.425 | 530  | -26  | 1800 |
| 10.       | -0.0087 | 300000 | 328.425 | 530  | -26  | 1800 |
| 20.       | 0.0018  | 300000 | 328.425 | 530  | -26  | 1800 |
| 30.       | 0.0039  | 300000 | 328.425 | 530  | -26  | 1800 |
| 40.       | 0.0054  | 300000 | 328.425 | 530  | -26  | 1800 |
| 50.       | 0.0038  | 300000 | 328.425 | 530  | -26  | 1800 |

7. Conclusions

In this study, a novelty hybrid methodology was developed using the Pareto analyses and the PSO algorithm. Firstly, a mathematical model of a high-speed train in Turkey (YHT 65000) was used as an objective function for optimization. Next, the constrained PSO and this new hybrid system of Pareto and constrained PSO were compared by using the findings of the optimal values of acceleration, ramp, distance, power, travel time, curve, load, and elapsed time for reaching minimal motion resistance.

This new model has some advantages compared with constrained PSO. Firstly, it has a very simple algorithm that only adds one process to the PSO flow chart. Secondly, the number of iterations required is less than PSO. When the experiments were repeated 100 times for both constrained PSO method and proposed hybrid Pareto-PSO method for
their optimum number of particles ($N_{\text{particles}}$, PSO = 20, $N_{\text{particles}}$, Pareto-PSO = 10), PSO found an average value of −6035.7 kW for minimum resistance, with an average of 30.51 iterations and 29.4-millisecond computation time. On the other hand, the proposed hybrid method found an average value of −7483.5 kW for minimum resistance, with an average of 29.45 iterations and 16.3-millisecond calculation time for finding the optimum $a$ (acceleration), $D$ (distance), $G$ (load), $k$ (curve), $r$ (ramp), and $t$ (time) values. These performance results show that the proposed hybrid method reduces the calculation time of the original PSO to 55.44% on average, obtaining much more reliable values for minimum resistance.

This novel hybrid method can be used for the optimization of other mathematical equation easily. This system not only is simple to implement, but also gives good performance in terms of both result and iteration. The method can also be adapted to conventional locomotives by using their constraints on acceleration, load, duration, travel time, ramp, curve, and travel distance instead of constraints of the chosen high-speed locomotive in this study. This feature of the presented method not only makes the proposed study a special method for high-speed trains, but also gives a general approach applicable to all locomotives for motion resistance optimization.
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