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Abstract

Human action recognition has drawn considerable attention because of its wide variety of potential applications in the computer vision sector. The past few decades have witnessed rapid advancements in various approaches such as scene interpretation and human body recognition. These technologies have also been applied in several areas in the construction industry. This paper reviews the research regarding construction management by using information and communication technologies for human action recognition. The technologies, including vision- and non-vision-based approaches, which are used to capture and classify actions, are summarized, and the review also covers the three major application areas: ergonomics, personal safety, and productivity.
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Introduction

Human action recognition has gained considerable attention because of its wide variety of potential applications (e.g., entertainment, rehabilitation, robotics, and security) in the computer vision sector. During the last decades, rapid advances have been made, investigating various approaches such as scene interpretation, holistic body-based recognition, body part-based recognition, and action hierarchy-based recognition [1]. Recognizing the activities of workers enables measurement and control of safety, productivity, and quality at construction sites, and automated activity recognition can enhance the efficiency of the measurement system [2]. Novel information and communication technologies (ICTs) have undergone unprecedented advancements in the recent decades and are transforming lives as well as academic research.

This paper reviews the recent research developments and applications regarding action recognition in the construction industry. Because action recognition is employed in several research fields where different terminologies are used, in this paper, the term “action” is used in a broader sense and may refer to “activity,” “behavior or state,” and “posture,” which are all essential for the management of construction jobsites. First, the action of a construction worker may refer to a typical activity performed by a worker, such as formwork assembly or concrete pouring. Moreover, it may refer to more detailed operative steps or sub activities of an activity such as hammering nails and turning a wrench. In the context of productivity, activities may include not only production activity but also supportive activities such as moving or sorting tiles and idling activities such as chatting or smoking.

Second, the action of a construction worker may refer to behavior such as the adoption of a stance (e.g., squatting or bending to lift a load), a physical state (e.g., unsteady movement or sudden stamping), or a mind state (e.g., vigilance or inattention) that a worker intentionally or unintentionally exhibits. For example, in the context of monitoring worker safety at a jobsite, the action may concern whether a worker is taking a normal stance or making a hazardous action such as hammering nails and turning a wrench. In the context of productivity, activities may include not only production activity but also supportive activities such as moving or sorting tiles and idling activities such as chatting or smoking.
personal hazardous behaviors to prevent work-related injuries or musculoskeletal disorders (WMSDs), monitoring work activities to reduce non-value-added activity for improving productivity, and facilitation of visual communication (e.g., hand signals between an equipment operator and on-ground support crew).

Conventionally, the task of action recognitions visually performed by human inspectors or supervisors; moreover, it is a time-consuming and error-prone process because of the subjective nature of human visualization and human memory limitations. ICTs have gained considerable attention in recent years owing to their availability, affordability, diversity, and applicability. The ability to detect human actions is particularly crucial and has received great attention from both practitioners and researchers in several other fields such as ambient intelligence, surveillance, elderly care, human–machine interaction, smart manufacturing, sports training, and postural correction and rehabilitation, and entertainment games [3]. Compared with some environments such as the manufacturing industry where fabrication is mostly based on static stations and assembly processes, the dynamic nature of construction activities, workface, and site environments make the application of ICTs for action recognition more challenging due to problems such as occlusions, different viewpoints, multiple workers working simultaneously, and a large range of movement.

This paper reviews the recent development of human-action-recognition technologies and their applications in the construction industry. Some other technologies (e.g., ultra-wideband, radio-frequency identification, and global positioning systems) that monitor construction activities or workers without involving action recognition are beyond the scope of this review. For example, the research by Cheng et al. [4], which used commercial ultra-wideband technology to monitor resource allocations and productivity at a harsh construction site, is not covered by the scope of this review because the researchers derived information about on-going activities solely based on the locations and movements of each type of resource without actually monitoring individual actions.

This paper divides the development of an action recognition system into that of three basic modules: action capture action classification, and application modules, as shown in Figure 1. The structure of this review is based on these three modules. First, the section “Action Capture” reviews both vision-based and non-vision-based technologies that have been proposed in the literature. The section “Action Classification” reviews the methodologies used for both feature extraction and classification. Finally, the section “Application” reviews the three major applications: ergonomics, personal safety, and productivity.

Figure 1:

**Action Capture**

The first step in recognizing human action is to capture it, typically as raw data; these data are not understandable by a computer system or human without further analysis. In general, the technologies available for this purpose can be divided into two categories: vision-based and non-vision-based.

**Vision-based technologies**

Vision-based technologies enable conversion of raw video images of an observed target person into computerized data that can be understood by the system developed for the research purpose but not yet within the domain context. For example, the technologies may allow a system to identify that the target person is raising one hand at a certain angle; however, whether this action is detrimental to the person is unknown until further classification. Vision-based technologies normally involve capturing and processing video images and converting them into a three-dimensional (3D) human skeleton model. These technologies use two approaches: marker-based and markerless approaches. Sharma et al. [5] reviewed several motion capture methodologies, including both marker-based motion capture (e.g., acoustical, mechanical, magnetic, and optical systems) and markerless motion capture (such as video image recognition).

Marker-based motion capture approaches are typically expensive, require complex setups, and also interfere more with workers’ activities; however, they offer higher accuracy and avoid occlusion problems in some cases. By contrast, markerless motion capture approaches are typically cheaper, require simple setups, and cause less interference to workers. Optical motion capture systems are a popular marker-based approach in the construction industry. These systems use passive (e.g., retro reflective) or active
markers (e.g., light-emitting diodes) attached to a subject’s body parts, which is a common technique for collecting kinematic data in biomechanical studies [6]. Commercial systems such as ViconTM and Qualysis™ provide whole-body motion data with a positional accuracy of less than 1 mm [7]. Markerless approaches require multiple cameras or RGB-depth cameras to capture the motion of a target worker and extract 3D skeleton models of the worker for subsequent analysis.

Researchers previously relied on two-dimensional (2D) RGB video images recorded from multiple cameras to measure postural angles of the human body through visual estimation, mathematical calculations, or a flexible 3D mannequin [8]. Although these methods were cost-effective and noninvasive, they were time-consuming and resulted in large errors. Moreover, researchers often needed to create their own algorithms to identify the associated pose and construct the corresponding 3D skeleton model. For example, Han and Lee [9] used stereo cameras to collect motion data to construct a 3D skeleton model for identifying unsafe actions during a typical construction task on a ladder. Khosrowpour et al. [10] also used depth images for activity analysis of interior construction operations. Liu et al. [11] used two smartphones as stereo cameras to record motion data and developed their own algorithm for extracting 3D skeleton models from 2D images of target workers. Wireless video cameras and 3D range image cameras were also used by researchers to monitor and detect specific activities [9,12].

With the development of depth camera solutions that are usually equipped with a proprietary algorithm for extracting a 3D skeleton, the construction of a 3D skeleton model of a target worker has become considerably easier. Compared with an RGB image, a depth image contains data of the distance of pixels of 3D object surfaces from the camera. Tracking of the human skeleton is one important feature provided by depth camera solutions. In the vision-based approach, the use of depths cameras to construct a 3D skeleton model has proliferated in recent years, especially after Microsoft’s introduction of Kinect™ into the gaming market with an attractive and affordable price compared with other depth camera solutions. The Kinect™ was originally developed for the Xbox 360 video game console and Windows personal computers to support a natural user interface that allows users to communicate with the system or the game using gestures without wearing any attachments or holding any controllers.

Nevertheless, the limitations of Kinect™, such as assist lengthy computation periods, low accuracy, and interference from occlusions and high levels of illumination, mean that Kinect™ is more feasible in controlled indoor environments rather than outdoor construction jobsite environments [13,14]. Han et al. [1] used depth cameras to classify unsafe behaviors in four actions during ladder climbing (i.e., normal climbing, backward-facing climbing, holding an object when climbing, and reaching far to the side while on the ladder). Marker-based solutions and markerless solutions have their own advantages and disadvantages. Han et al. [1] compared the performance of the Kinect™ system, a markerless system, with that of the Vicon™ system, a more accurate marker-based model, and found that the mean difference of measured rotation angles was 15.9°, with the error increasing to 49.0° in the case of a right forearm.

In contrast to Vicon™, which tracked markers using six or eight cameras, Kinect™ used only one camera and suffered from errors caused by occlusions. The Kinect™ does not function correctly in certain lighting conditions (e.g., outdoor environments) and has a limited operating range (e.g., 0.8-4.0m) and tracking accuracy (e.g., compared with Vicon™, Kinect™ may not accurately track the locations of body parts when occluded). However, Kinect™ may be more suitable than marker-based technology for field settings because it does not require construction workers to wear any devices. In addition, whether human tracking requires only a qualitative assessment of posture category or a more precise set of quantitative parameters articulating body configuration is critical when selecting an appropriate approach.

Non-vision-based technologies

Non-vision-based technologies enable researchers to identify human actions without visual perception of the target person. Instead of using image sensors, inertial sensors such as accelerometers, gyroscopes, and pressure sensors are employed. The accelerometer, sometimes coupled with gyroscopes, is popular for tracking human actions in the construction industry. Most modern smartphones are equipped with a built-in accelerometer and gyroscope. An accelerometer is a sensor that measures values of acceleration along the x, y, or z-axis. Early studies focused on determining the relationship between accelerometer readings and metabolic activity. For example, Uiterwal et al. [15] reassigned injured workers to less physically demanding tasks to help their rehabilitation, with task suitability defined by the relationship between accelerometer values and metabolic activity. In the last decade, the main focus of researchers in the area of action recognition using accelerometers has been on the number of sensors, positions of sensor, and data analysis techniques used for action recognition.

Action recognition using accelerometers has been revealed to have promising applications in the last decade, especially in health care and sports [16-19]. In the construction industry, Joshua & Varghese [2] developed a methodology with which to evaluate classifiers for recognizing masonry activities based on features generated from the data collected by a single accelerometer attached to the waist of the mason. Their experiment, performed in instructed and uninstructed modes for classifying masonry activities based on the collected accelerometer data, revealed that the most effective classifier was a neural network classifier. Fang and Dzeng [20] developed a novice hierarchical algorithm to identify hazardous portents (i.e., heavy footsteps, sudden knee
movements, sudden swaying, abrupt body reflexes, imbalance, the catching of dropped tiles, and unsteady footsteps) that are likely to lead to a fall by classifying data from accelerometers attached to the waist, chest, arm, and hand of the target person performing tiling tasks.

**Action Classification**

In general, two steps—feature extraction and action classification—are required to classify an action of a 3D human skeleton model. In the vision-based approach, feature extraction converts raw data into a human skeleton and filters local parts (e.g., the right arm) or characteristics (e.g., the Euler angle between the vectors of the back and right arm) that are essential for classifying actions based on the research interest (e.g., safety, ergonomics). Because the non-vision-based approach does not visualize the human skeleton, feature extraction is reduced to the filtering of important features in raw data from sensors (e.g., y-axis acceleration value of an accelerometer). In the vision-based approach, several methods can be used to extract shapes and temporal motions from images and include classifier tools (e.g., support vector machines (SVMs)), temporal state-space models (e.g., hidden Markov models), conditional random fields, and detection-based methods (e.g., bag-of-words coding)[13]. Other pattern recognition methods or predefined rules and evaluation matrices may also be appropriate for use in classification.

Feature extraction involves subtracting the background of an image, identifying the human, and estimating the locations of the human's skeletal joints. Some researchers such as Ray and Teizer [21] have developed their own feature extraction algorithms. The software development kit provided by Microsoft for Kinect includes functions that may be directly used by a developer to obtain information about the human skeleton model. Dzeng et al. [14] used Kinect to identify the awkward postures of a worker during typical construction tasks such as the lifting and moving of materials and hammering of nails. Favorable identification accuracy was obtained if the camera had a front view of the observed human’s targeted body parts and the view was not obstructed; the extraction algorithm performed poorly when a side-view camera was used. Action classification is a pattern recognition process that converts the information of extracted features into an action category allocation for the desired aspect.

For example, Ray and Teizer [21] investigated the ergonomics of the tasks of “overhead work,” “squat or sit to lift a load,” “stoop or bend to lift a load,” and “crawl” and established computerized rules for determining if a particular posture is ergonomically correct. Instead of constructing in-house rules, Dzeng et al. [14] determined if a posture was awkward using the Ovako working posture analysis system [22], which is a postural observational method commonly used to identify postures that cause discomfort and are detrimental to workers’ health at worksites based on the local postures of major body parts (i.e., back, forearms, and legs) and the force exerted or load carried during work. Similarly, Han and Lee [9] used Vicon to monitor a worker on a ladder, created a 3D skeletal model of the worker, and identified unsafe actions such as reaching too far to the side of the ladder based on pattern recognition. Han et al. [1] employed a one-class SVM with Gaussian kernel to define a classifier based on similarity features for identifying unsafe actions in the context of the ladder-climbing task.

Akhavian and Behzadan[23] used several machine learning algorithms (i.e., a neural network, decision trees, K-nearest neighbor, logistic regression, and an SVM) to automatically categorize three types of construction tasks (sawing, hammering + turning a wrench, and loading + hauling + unloading + returning) performed by students based on the data collected from the built-in accelerometers and gyroscope sensors of arm-attached smartphones. Rather than using conventional physical skeletal approaches, Chen et al. [24] represented motion data as high-order tensors (i.e., a higher order generalization of vectors and matrices) based on rotation matrices and Euler angles. Without reconstructing 3D skeletons, the tensor translated different types of awkward postures as high-dimensional matrices to represent complicated temporal postures as simple tensors for improving data processing efficiency. The system further applied dimension reduction process based on canonical polyadic decomposition to extract features from raw motion sensors, and multidlass SVM classification was employed to increase the accuracy and decrease the computation power and memory required.

**Applications**

Recognizing the actions of individual construction workers may help to identify potentially risky actions in their daily work that may cause accumulative injuries such as WMSDs or accidental injuries such as falls. Automating the recognition and monitoring of worker’s actions may also help identify non-value-adding activities and improve productivity. This section reviews three major applications of human action recognition technologies.

**Ergonomics**

Ergonomic analysis in the construction industry has many aspects and may require monitoring of the physiological status (e.g., heart rate or body temperature), pose, posture, or motion of a worker. The applications may include tracking of workers’ ergonomic status at a jobsite or a system that improves workers’ posture through training in a mock-up environment. Seo et al. [8] focused on automating the conversion of motion data into available data in existing biomechanical analysis models to identify risks of WMSDs during lifting tasks. Dzeng et al. [14] used Kinect to video-record and monitor the individual postures of workers during several construction tasks and identify the postures that may lead to WMSDs.
Ray and Teizer [21] used Kinect™ cameras for real-time monitoring of a worker in motion and employed an OpenNI middleware to determine the variation in angles between the various segments of the human body and whether body posture is ergonomically correct based on a predefined set of rules. Valero et al. [25] constructed a system that detects the ergonomically hazardous postures of construction workers based on motion data acquired from wearable wireless inertial measurement sensors (i.e., accelerometer, gyroscope, and magnetometer) integrated in a body area network with components for wireless transmission, built-in storage, and power supply. The system targets the lower back and legs and counts ergonomically hazardous motions during the tasks of squatting and stooping.

**Personal Safety**

Workers’ safety is essential for the success of a construction project. Several factors affect jobsite safety, and some examples are safety education, safety management, the safety of the working environment, and the use of safety equipment such as nets, cables, and helmets to protect workers from injuries. In addition to the aspects already mentioned, monitoring of the behavior and physiological or mental status of a worker is useful for reducing work accident rates. To improve worker safety at jobsites, Han & Lee [9] used Vicon™ to visually monitor a worker on a ladder and create a 3D skeletal model of the worker; using this model, the system identified unsafe actions such as reaching too far to the side while on a ladder.

Fang and Dzeng [20] developed an algorithm to detect hazardous portents that might trigger falls based on accelerometer data collected from sensors attached to the safety vest of construction workers. Wang et al. [26] used a commercial wireless and wearable electroencephalography system, preinstalled in a helmet, to monitor workers’ attention and vigilance state to surrounding hazards while they performed certain construction activities. Yanet al. [27] employed a wearable inertial measurement unit attached to a subject’s ankle to collect kinematic gait data and discovered a strong correlation with the existence of installed fall hazards, such as obstacles and slippery surfaces, suggesting the usefulness of such devices and workers’ abnormal gait responses to reveal safety hazards in construction environments. Kurienet al. [28] envisions a future jobsite where robotic construction workers exist to perform hazardous jobs and developed a system that tracks both a worker’s body and hand motions to control a virtual robotic worker in a virtual reality world built using Unity 3D.

**Productivity**

Akhavian and Behzadan [29] automated activity-level productivity measurement within the construction engineering and management context based on accelerometer data collected from smartphones and processed using machine learning classification algorithms to recognize the idle or busy state of workers. They [30,31] also developed a machine-learning-based framework to extract the durations of activities performed by construction workers from wearable sensors (i.e., accelerometer and gyroscope) to increase the accuracy of activity duration estimation in a simulation model. Several classifiers were investigated: a feed-forward back-propagation artificial neural network, an SVM, K-nearest neighbors, logistic regression, and decision trees. Similarly, Cheng et al. [4] used a data fusion approach to integrate ultra-wideband and physiological status monitoring data for facilitating real-time productivity assessment.

Some other productivity-related studies involved recognition of project equipment and resource activity rather than human activity. For example, Gong & Caldas [32] developed a video interpretation model to automatically convert videos of construction operations into productivity information by tracking and recognizing project resource operations as well as work states for productivity management. Kim et al. [33] used both accelerometers and gyroscopes to classify daily activities into the basic classes of sitting, walking up and downstairs, biking, and being stationary to estimate energy expenditure in a building environment.

**Conclusion**

This review of the literature related to human action recognition has revealed its proliferation and fast advancement in the construction research community over the last decade. To overcome problems such as occlusions and strong outdoor lighting, which are caused by the dynamic and complex nature of the construction environment, non-vision-based approaches to recognizing human action have gained considerable attention. In addition to tracking human action, research has also been conducted into the tracking of construction resources for analyzing productivity or performing simulations. We believe that the technology will soon be applied to other areas such as material storage monitoring or improving site layout. Additionally, brain sensors have been used to explore the mental state of construction workers. As brain sensors continue to become cheaper and as better dry-type noncontact electroencephalography sensors are developed, the application of brain sensors in construction fields is becoming more feasible. We certainly expect more researchers to exploit this technology in the near future.
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