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Recently, the Planck collaboration has released the first cosmological papers providing the highest resolution, full sky, maps of the cosmic microwave background (CMB) temperature anisotropies. It is crucial to understand that whether the accelerating expansion of our universe at present is driven by an unknown energy component (Dark Energy) or a modification to general relativity (Modified Gravity). In this paper we study a phenomenological model which interpolates between the pure $\Lambda$CDM model and the Dvali-Gabadadze-Porrati (DGP) braneworld model with an additional parameter $\alpha$. Firstly, we calculate the “distance information” of Planck data which includes the “shift parameter” $R$, the “acoustic scale” $l_A$, and the photon decoupling epoch $z_*$ in different cosmological models and find that this information is almost independent on the input models we use. Then, we compare the constraints on the free parameter $\alpha$ of the DGP model from the “distance information” of Planck and WMAP data and find that the Planck data with high precision do not improve the constraint on $\alpha$, but give the higher median value and the better limit on the current matter density fraction $\Omega_m$. Then, combining the “distance information” of Planck measurement, baryon acoustic oscillations (BAO), type Ia supernovae (SNIa) and the prior on the current Hubble constant (HST), we obtain the tight constraint on $\alpha < 0$ in our calculations and interestingly obtain $\alpha = -0.29 \pm 0.20$ (68\% C.L.), which means the current data slightly favor the effective equation of state $w_{\text{eff}} < -1$. More importantly, the tension between constraints on $H_0$ from different observational data has been eased.

I. INTRODUCTION

Current cosmological observations, such as the cosmic microwave background (CMB) measurements of temperature anisotropies and polarization at high redshift $z \sim 1090$ and the redshift-distance measurements of SNIa at $z < 2$, have demonstrated that the universe is now undergoing an accelerated phase of expansion. The simplest explanation is that this behavior is driven by the cosmological constant or the dynamical dark energy models. On the other hand, the observed late-time acceleration of the expansion on the large scales could also be caused by some modifications to general relativity.

One of well-known examples is the Dvali-Gabadadze-Porrati (DGP) braneworld model [1], in which the gravity leaks off the four dimensional Minkowski brane into the five dimensional bulk Minkowski space-time. In the framework of flat DGP model, the Friedmann equation will be modified as [2]:

$$H^2 - \frac{H}{r_c} = \frac{8\pi G}{3} \rho_m,$$

(1)

where $r_c = (H_0(1 - \Omega_m))^{-1}$ is the crossover scale. This model realizes the so-called self-accelerating Universe that features a four-dimensional de Sitter phase. However, Recent studies have indicated that this self-accelerating branch of DGP model has been ruled out by the current observational data [4–18]. Furthermore, this self-accelerating solutions suffers the serious problem of ghost excitations [19–23]. Even at the classical level, this theory is pathological.

In this paper we investigate an interesting phenomenological model, first introduced in Ref.[3], which interpolates between the pure $\Lambda$CDM model and the DGP model with an additional parameter $\alpha$. Assuming the flatness of our universe, the Friedmann equation is modified as [3]:

$$H^2 - \frac{H^\alpha}{r_c^{2-\alpha}} = \frac{8\pi G}{3} \rho_m,$$

(2)

where the crossover scale becomes $r_c = H_0^{-1}/(1 - \Omega_m)^{\alpha-2}$. Thus, we can straightforwardly rewrite the above equation and obtain the expansion rate as following:

$$E^2(z) \equiv \frac{H^2}{H_0^2} = \Omega_m(1 + z)^3 + \frac{\delta H^2}{H_0^2},$$

(3)
where the last term denotes the modification to the Friedmann equation of general relativity:

$$\frac{\delta H^2}{H_0^2} = (1 - \Omega_m) \frac{H_0^2}{H_0^2} = (1 - \Omega_m) E^\alpha(z). \quad (4)$$

Here, $\alpha = 0$ and $\alpha = 1$ denote the pure $\Lambda$CDM model and the DGP model, respectively.

Since the Planck collaboration has released the first cosmological papers providing the highest resolution, full sky, CMB maps [24], it is important to study the DGP model and revisit the constraint on parameters from the latest cosmological probes. In this paper we investigate this phenomenological DGP model and present the tight constraints from the latest Planck and WMAP9 data, the baryon acoustic oscillations (BAO) measurements from several large scale structure (LSS) surveys, the “Union2.1” compilation which includes 580 supernovae and the gaussian prior on the Hubble constant $H_0$. Our paper is organized as follows: In Section II we describe the latest observational data used in the numerical analyses; Section III contains our main global constraints on the phenomenological DGP model from the current observations. The last Section IV is the conclusions.

II. OBSERVATIONAL DATA

In our analysis, we consider the following cosmological probes: i) distance information of CMB measurements; ii) the baryon acoustic oscillation in the galaxy power spectra; iii) measurement of the current Hubble constant; iv) luminosity distances of type Ia supernovae.

A. CMB Distance Information

CMB measurement is sensitive to the distance to the decoupling epoch via the locations of peaks and troughs of the acoustic oscillations. Here we use the “distance information”, following the WMAP group [25], which includes the “shift parameter” $R$, the “acoustic scale” $l_A$, and the photon decoupling epoch $z_s$. $R$ and $l_A$ correspond to the ratio of angular diameter distance to the decoupling era over the Hubble horizon and the sound horizon at decoupling, respectively, given by:

$$R = \frac{\sqrt{\Omega_m} H_0}{c} \chi(z_s), \quad l_A = \frac{\pi \chi(z_s)}{\chi_s(z_s)}, \quad (5)$$

where $\chi(z_s)$ and $\chi_s(z_s)$ denote the comoving distance to $z_s$ and the comoving sound horizon at $z_s$, respectively. The decoupling epoch $z_s$ is given by Ref.[26]:

$$z_s = 1048 \left[ 1 + 0.00124(\Omega_b h^2)^{-0.738} \right] \left[ 1 + g_1(\Omega_m h^2)^{g_2} \right], \quad (6)$$

where

$$g_1 = \frac{0.0783(\Omega_b h^2)^{-0.238}}{1 + 39.5(\Omega_b h^2)^{0.763}}, \quad g_2 = \frac{0.560}{1 + 21.1(\Omega_b h^2)^{1.81}}. \quad (7)$$

We calculate the likelihood of the CMB distance information as follows:

$$\chi^2 = (x_i^{\text{th}} - x_i^{\text{data}})(C^{-1})_{ij}(x_j^{\text{th}} - x_j^{\text{data}}), \quad (8)$$

where $x = (R, l_A, z_s)$ is the parameter vector and $(C^{-1})_{ij}$ is the inverse covariance matrix for the CMB distance information.

In table I we show the inverse covariance matrix for the distance information from the WMAP9 and Planck measurements in the pure $\Lambda$CDM framework. Ref. [27] has demonstrated that the distance information from the WMAP measurement is almost independent on the input dark energy models. Following the method described in Ref. [27], here we also check the distance information obtained from the Planck measurement in different input dark energy models, shown in figure 1. We find that, the distributions of the distance priors given by the Planck temperature power spectrum are almost the same in three different dark energy models: the standard $\Lambda$CDM, the dark energy models with a constant equation of state ($w$CDM) or a time-evolving equation of state ($w(a) = w_0 + w_a(1 - a)$) [28] ($w(z)$CDM). In table II we list constraints on $l_A$, $R$ and $z_s$ from the Planck data in different input dark energy models. Therefore, in our calculations we use the distance information of WMAP9 and Planck measurements obtained in the pure $\Lambda$CDM model to constrain the DGP model.
TABLE I: Inverse covariance matrix for the distance information $l_A$, $R$ and $z_*$ from WMAP9 and Planck data in the pure $\Lambda$CDM framework.

|          | WMAP9               | Planck              |
|----------|---------------------|---------------------|
|          | Best fit            | Best fit            |
| $l_A(z_*)$ | 302.40 3.182 18.253 | 301.77 44.077 −383.927 |
| $R(z_*)$  | 1.7246 11887.879 −193.808 | 1.7477 48976.330 −630.791 |
| $z_*$     | 1090.88 4.556       | 1090.25 12.592      |

TABLE II: Constraints on the distance information $l_A$, $R$ and $z_*$ from Planck data in different dark energy models.

|          | $l_A(z_*)$ | $R(z_*)$ | $z_*$  |
|----------|------------|----------|--------|
| $\Lambda$CDM | 301.77 ± 0.18 1.7477 ± 0.0091 1090.25 ± 0.55 |
| $w$CDM    | 301.76 ± 0.18 1.7470 ± 0.0090 1090.19 ± 0.52 |
| $w(z)$CDM | 301.74 ± 0.19 1.7448 ± 0.0090 1090.11 ± 0.54 |

B. Other Measurements

Baryon Acoustic Oscillations provides an efficient method for measuring the expansion history by using features in the clustering of galaxies within large scale surveys as a ruler with which to measure the distance-redshift relation. It provides a particularly robust quantity to measure [29]. It measures not only the angular diameter distance, $D_A(z)$, but also the expansion rate of the universe, $H(z)$, which is powerful for studying dark energy [30]. Since the current BAO data are not accurate enough for extracting the information of $D_A(z)$ and $H(z)$ separately [31], one can only determine an effective distance [32]:

$$D_V(z) = [(1 + z)^2 D_A^2(z) c^2 z / H(z)]^{1/3}.$$  \hspace{1cm} (9)

Following the Planck analysis [24], in this paper we use the BAO measurement from the 6dF Galaxy Redshift Survey (6dFGRS) at a low redshift ($r_s/D_V(z = 0.106) = 0.336 ± 0.015$) [33], and the measurement of the BAO scale based on a re-analysis of the Luminous Red Galaxies (LRG) sample from Sloan Digital Sky Survey (SDSS) Data Release 7 at the median redshift ($r_s/D_V(z = 0.35) = 0.1126 ± 0.0022$) [34], and the BAO signal from BOSS CMASS DR9 data at ($r_s/D_V(z = 0.57) = 0.0732 ± 0.0012$) [35].

In our analysis, we add a Gaussian prior on the current Hubble constant given by Ref.[36]: $H_0 = 73.8 ± 2.4$ km s$^{-1}$ Mpc$^{-1}$ (68% C.L.). The quoted error includes both statistical and systematic errors. This measurement of $H_0$ is obtained from the magnitude-redshift relation of 240 low-z Type Ia supernovae at $z < 0.1$ by the Near Infrared Camera and Multi-Object Spectrometer (NICMOS) Camera 2 of the Hubble Space Telescope (HST). This is a significant improvement over the previous prior, $H_0 = 72 ± 8$ km s$^{-1}$ Mpc$^{-1}$, which is from the Hubble Key project final result. In addition, we impose a weak top-hat prior on the Hubble parameter: $H_0 \in [40, 100]$ km s$^{-1}$ Mpc$^{-1}$.

Finally, we include data from Type Ia supernovae, which consists of luminosity distance measurements as a function of redshift. In this paper we use the latest SN data sets from the Supernova Cosmology Project, “Union Compilation 2.1”, which consists of 580 samples and spans the redshift range $0 \lesssim z \lesssim 1.55$ [37]. This data set also provides the covariance matrix of data with and without systematic errors. In order to be conservative, we use the covariance matrix with systematic errors. When calculating the likelihood from SN, we marginalize over the absolute magnitude M, which is a nuisance parameter, as done in Ref.[38].
FIG. 1: One-dimensional posterior distributions of $l_A$, $R$, and $z_*$ obtained from the latest Planck data in different dark energy models: ΛCDM (black solid lines), the model with a constant equation of state (blue dash-dotted lines) and the model with a time-evolving equation of state (red dotted lines).

FIG. 2: Two-dimensional contours in the $(\alpha, \Omega_m)$ panel obtained from the WMAP9 (red) and Planck (blue) data.

**III. NUMERICAL RESULTS**

In our analysis, we perform a global fitting using the **CosmoMC** package [39], a Monte Carlo Markov chain (MCMC) code, which has been modified to calculate the background evolution of this phenomenological DGP model. We vary the following cosmological parameters with top-hat priors: the cold dark matter energy density parameter $\Omega_c h^2 \in [0.01, 0.99]$, the baryon energy density parameter $\Omega_b h^2 \in [0.005, 0.1]$, the current Hubble constant $H_0 \in [40, 100]$ km s$^{-1}$ Mpc$^{-1}$ and the additional parameter $\alpha$ in this phenomenological DGP model.

Firstly, we consider the constraint on the DGP models from the Planck and WMAP9 data alone. In Figure 2 we show the two-dimensional contours in the $(\alpha, \Omega_m)$ panel. As we know, the CMB anisotropies mainly contain the information about the high-redshift universe, but it is not directly sensitive to lower-redshift phenomena, such as the nature of accelerating Universe. Therefore, CMB data alone can not constrain the parameter $\alpha$ of the DGP model very well. WMAP9 and the more accurate Planck data almost give the identical constraint on $\alpha$, namely the 95% C.L. upper limit is $\alpha < 1.39$. The DGP model ($\alpha = 1$) and the ΛCDM model ($\alpha = 0$) cannot be distinguished by the CMB data alone. We need to add some extra information from the low-redshift probes to break the degeneracy. Interestingly, the two-dimensional contours in Figure 2 do not overlap totally. The Planck data prefer a higher value of $\Omega_m$ that that obtained from the WMAP9 data, due to the higher value of its “shift parameter” $R \sim \sqrt{\Omega_m}$. This tension was also found by the Planck group [24] and has been widely discussed in the literature [40–42].

This tension is also shown in the constraint of $H_0$. The Planck data alone can only yield a very weak constraint on the Hubble constant: $H_0 < 70.0$ km s$^{-1}$ Mpc$^{-1}$ (95% C.L.), see the left panel of Figure 3. This result is apparently lower than the HST gaussian prior: $H_0 = 73.8 \pm 2.4$ km s$^{-1}$ Mpc$^{-1}$ (68% C.L.), which is consistent with that found by the Planck group. Due to the strong degeneracy between $\alpha$ and $H_0$, the flat DGP model ($\alpha = 1$) requires a low value of $H_0$, in order to produce the same value of $R$. Therefore, adding HST prior significantly increases the $\chi^2$ of...
FIG. 3: Left Panel: Two-dimensional contours in the \((H_0, \alpha)\) panel obtained from the Planck (red) and Planck+HST (blue). Four green vertical dashed lines denote the 1.2\(\sigma\) limits of the HST gaussian prior we use. Right Panel: Two-dimensional contours in the \((\alpha, \Omega_m)\) panel obtained from different data combinations: Planck (red), BAO (blue), SNIa (magenta) and all data together (green).

this model. When we forcibly add the HST prior into the calculation, the joint constraint prefers a higher value of \(H_0\), \(H_0 = 70.0 \pm 1.4\) km s\(^{-1}\) Mpc\(^{-1}\) (68\% C.L.), and the parameter \(\alpha\) is tightly limited, \(\alpha < 0.32\) (95\% C.L.).

Besides the direct \(H_0\) probe, we also consider some other low-redshift probes, like BAO and SNIa, in our analysis. In the right panel of Figure 3 we show the constraints on \(\alpha\) from BAO (blue) and SNIa (magenta), respectively, which are similar with that obtained from the Planck data. However, different from the degeneracy between \(\Omega_m\) and \(\alpha\) in the Planck data (red), \(\Omega_m\) and \(\alpha\) are strongly anti-correlated. The reason for this degeneracy is that the constraint mainly comes from the luminosity and angular diameter distance information. From eqs.\(\text{(3)}\) and \(\text{(4)}\) we can see that when \(\alpha\) is increased, the contribution of the last \(\alpha\) term to the expansion rate will become large, due to the positive \(E'(z)\). Consequently, \(\Omega_m\) must be decreased correspondingly in order to produce the same expansion rate. Therefore, when we combine the BAO or SNIa and the Planck data, the joint constraints are significantly shrunk, namely the 95\% upper limits are \(\alpha < 0.60\) and \(\alpha < 0.23\) from Planck+BAO and Planck+SNIa, respectively. When we combine all these data together (green), the constraint on \(\alpha\) becomes tighter further,

\[
\alpha < 0.20 \ (95\% \text{ C.L.}) .
\]  

The flat DGP model \((\alpha = 1)\) has been ruled out with very high significance, which is consistent with other works (see e.g. refs. [17, 18]).

Until now, we only consider the phenomenological DGP model with \(\alpha \geq 0\). Based on eq.\(\text{(3)}\), we can obtain the effective equation of state (EoS):

\[
w_{\text{eff}}(z) = -1 + \frac{\alpha}{3}(1 + z)\frac{E'(z)}{E(z)},
\]

where the prime denotes the derivative with respect to the redshift \(z\). Therefore, \(\alpha \geq 0\) corresponds to the effective EoS \(w_{\text{eff}}(z) \geq -1\) at high redshifts. Interestingly, there is a possibility where the parameter \(\alpha\) is less than zero. In this case, the effective EoS can be more negative than \(w = -1\), without violating the weak-energy condition \([3]\). Thus, we extend our previous analyses and allow the parameter \(\alpha < 0\). In figure 4 we show the two-dimensional contour in the \((H_0, \alpha)\) pane obtained from all data sets together. The data yield the tight constraint on the additional parameter of

\[
\alpha = -0.29 \pm 0.20 \ (68\% \text{ C.L.}) ,
\]

which implies that the pure \(\Lambda\)CDM model \((\alpha = 0)\) is consistent with the data, but the model with a negative value of \(\alpha\) is slightly favored. Based on the equation of \(w_{\text{eff}}\), we can see that the current observational data favor the effective EoS of dark energy \(w_{\text{eff}} < -1\), which is consistent with previous works \([42]\). Since \(\alpha\) and \(H_0\) are anti-correlated, consequently, a high value of the Hubble constant is also obtained: \(H_0 = 71.0 \pm 0.9\) km s\(^{-1}\) Mpc\(^{-1}\) (68\% C.L.), which is consistent with the direct probe of \(H_0\) from the HST measurement \([36]\).
IV. SUMMARY

As an alternative approach to generate the late-time acceleration of the expansion of our Universe, models of modifications of gravity have attracted a lot of interests in the phenomenological studies recently. In this paper we investigate an interesting phenomenological model which interpolates between the pure ΛCDM model and the flat DGP braneworld model with an additional parameter $\alpha$.

We find that the CMB data alone can not give tight constraint on $\alpha$, due to the strong degeneracies among $\Omega_m$, $H_0$ and $\alpha$. WMAP9 and the more accurate Planck data almost give the identical constraint, $\alpha < 1.39$ (95% C.L.). But Planck data give a higher value of $\Omega_m$ than that from WMAP9 data, which is similar with the tension found by the Planck group. When we add the HST prior, BAO or SNIa, the constraint on $\alpha$ becomes significantly stringent. Combining all data together, we obtain the tightest constraint on the parameter $\alpha < 0.20$ at 95% confidence level, which implies that the flat DGP model ($\alpha = 1$) is incompatible with the current observations, while the pure ΛCDM model still fits the data very well. We also allow the additional parameter $\alpha < 0$ in our calculations, which corresponds to the effective equation of state $w_{\text{eff}} < -1$. Our result shows that the current data slightly favor a negative value: $\alpha = -0.29 \pm 0.20$ (68% C.L.). Consequently, the obtained constraint on $H_0$ is consistent with the direct probe of $H_0$ from the HST. The tension on $H_0$ from different observational data found by the Planck collaboration [24] has been eased.
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