Multi-Source Fusion and Automatic Predictor Selection for Zero-Shot Video Object Segmentation
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ABSTRACT

Location and appearance are the key cues for video object segmentation. Many sources such as RGB, depth, optical flow and static saliency can provide useful information about the objects. However, existing approaches only utilize the RGB or RGB and optical flow. In this paper, we propose a novel multi-source fusion network for zero-shot video object segmentation. With the help of interoceptive spatial attention module (ISAM), spatial importance of each source is highlighted. Furthermore, we design a feature purification module (FPM) to filter the inter-source incompatible features. By the ISAM and FPM, the multi-source features are effectively fused. In addition, we propose an automatic predictor selection network (APS) to select the better prediction of either the static saliency predictor or the moving object predictor in order to prevent over-reliance on the failed results caused by low-quality optical flow maps. Extensive experiments on three challenging public benchmarks (i.e. DAVIS16, Youtube-Objects and FBMS) show that the proposed model achieves compelling performance against the state-of-the-arts. The source code will be publicly available at https://github.com/Xiaoqi-Zhao-DLUT/Multi-Source-APS-ZVOS.
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1 INTRODUCTION

Zero-shot video object segmentation (ZVOS) aims to automatically separate primary foreground object/objects from their background in a video without any human annotation for testing frames. It has attracted a lot of interests due to the wide application scenarios such as autonomous driving, video surveillance and video editing. With the development of deep convolutional neural networks (CNNs), the CNNs-Based ZVOS methods dominate this field. According to the way of capturing the moving objects, ZVOS methods can be divided into interframe-based [6, 20, 38, 45, 48, 51] and optical flow based methods [2, 41, 56, 59]. In this paper, we utilize the optical flow to depict motion information of video objects.

To achieve accurate video object segmentation, the input information sources are important. As we know, a video sequence is made up of a series of static images. The process of observing objects is from static to dynamic. If the object in a video no longer moves or moves very slowly, its segmentation is converted to a
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Figure 2: Visual results of static and motion prediction.

2 RELATED WORK

2.1 Zero-shot Video Object Segmentation

Different from one-shot video object segmentation (OVOS), ZVOS aims to automatically detect the target object without any human definition. Many CNNs-based methods [6, 20, 37, 38, 45, 48] are proposed to utilize the inter-frame relationship to capture rich context and enable a more complete understanding of video content. For instance, recurrent neural network is used to capture temporal information in [38, 48]. Lu et al. [20] take a pair of frames as input and learn their correlations by using co-attention mechanism. Wang et al. [45] propose an attended graph neural network and perform recursive message passing to mine the underlying high-order correlations.

In addition, optical flow itself can provide important motion information. Benefiting from some outstanding optical flow estimation methods [39, 40, 55], optical flow map can be easily obtained and applied to ZVOS. Tokmakov et al. [41] only use the optical flow map as the input and build a fully convolutional network to segment the moving object. But this map can not provide sufficient appearance information compared to the RGB input. In [2, 16, 42, 59], two parallel streams are built to extract features from the RGB image and optical flow map, which are further fused in the decoder to predict the segmentation results. The MATNet [59] achieves the transition of attended motion features to enhance appearance learning at each convolution stage. However, the aforementioned optical flow based methods depend on the optical flow map heavily. This map deeply participates in the feature fusion of the network. Once its quality is very low, it is bound to result in very serious interference. To address this issue, we put forward an automatic predictor selection network to judge the effectiveness of the optical flow based predictor.

2.2 Multi-source Information

The RGB refers to three channels of red, green and blue. This standard includes almost all colors that human vision can perceive, and is one of the most widely used color systems. Many computer vision tasks, such as classification, object detection, object tracking and semantic segmentation all use the RGB image as the main input source. However, only relying on the RGB source is difficult to handle some complex environments such as low-contrast objects,
3 METHODOLOGY

Overall, we segment objects of both motion and appearance saliency within video frames by employing a three-stage pipeline, as shown in Fig. 3. In the first stage, a network capable of achieving simultaneously depth estimation and static salient object segmentation (SOS) is built, which only feeds on static images. In the second, a network able to fuse features from different sources (RGB image, depth, static saliency, and optical flow) is engineered to achieve moving object segmentation (MOS), with an interoceptive spatial attention module (ISAM) and the feature purification module (FPM) at its core. In the third, a discriminator network is applied to judge SOS and MOS outputs according to their respective confidence scores, to self-adaptively decide which is the desirable one. The overall, we segment objects of both motion and appearance saliency within video frames by employing a three-stage pipeline, as shown in Fig. 3. In the first stage, a network capable of achieving simultaneously depth estimation and static salient object segmentation (SOS) is built, which only feeds on static images. In the second, a network able to fuse features from different sources (RGB image, depth, static saliency, and optical flow) is engineered to achieve moving object segmentation (MOS), with an interoceptive spatial attention module (ISAM) and the feature purification module (FPM) at its core. In the third, a discriminator network is applied to judge SOS and MOS outputs according to their respective confidence scores, to self-adaptively decide which is the desirable one. The following content will detail the specifics of the three stages in order and show how these specified networks are coordinated.

3.1 Multi-task Prediction

The multi-task network in this stage (adjusted from feature pyramid networks [17]) has a unencoder-bidecoder structure, as illustrated in Fig. 4, in which the encoder is fed with static images and the decoders will predict depth and static saliency maps, respectively. The encoder uses tail-cast ResNet-101 [9] to accommodate the requirement of our task (fully-convolutional). The two-stream decoders have five upsampling stages to gradually restore resolution of the embedding, during which the features from each encoder stage are fused into their corresponding decoder stages via the self-explaining skip-connection. In addition, we apply foreground object ground truth and depth annotation to supervise their outputs, respectively. For depth stream, we follow the related works [23, 31, 34] to adopt the combination loss of L1 and SSIM [49]. For another, we use BCE loss [4] as in [10, 26, 44, 52, 56]. Such double supervision strategy will drive the transformation of source semantics, namely, RGB source to depth source and static saliency source. Note that compared to the methods directly adopting existing depth estimation and saliency detection networks, our multi-task design will save training and inference time and a number of parameters.
To be specific, our multi-task network will produce: (1) the RGB feature map \( F_{rgb}^i \) (\( i \in \{1, 2, 3, 4, 5\} \)) which is extracted from the \( i \)th level of the encoder; (2) the depth feature map \( F_d^i \) from the decoder of depth estimation; (3) the static saliency feature map \( F_{ss}^i \) from the decoder of salient object segmentation; (4) the depth map and the static saliency map \( M_{dss} \). The above three kinds of feature maps will be fed into the second stage network together for moving object segmentation.

### 3.2 Multi-source Fusion

The multi-source fusion network consists of ISAM, FPM, an encoder, and a decoder, as shown in Fig. 3. The encoder and decoder are similar to their counterparts in the first stage. Note that the encoder in this stage is only used to extract motion feature maps \( F_{op}^i \) from optical flow map, which is calculated by feeding temporal close frames into the off-the-shelf RAFT Net [40]. Thus, the features of the four sources are well-prepared. The ISAM enhances the spatiotemporal saliency of the feature maps of the sources by computing four attention maps. The FPM calculates the difference between features containing inter-source common information and mutually-exclusive information to filter out incompatible contexts. Their internal structures are shown in Fig. 5.

Within the network, ISAM first concatenates all the source feature maps to generate a single-channel interoceptive feature map for each source, as follows:

\[
F_{src}^i = \text{Convo}(\text{Cat}(F_{rgb}^i, F_d^i, F_{op}^i, F_{ss}^i)),
\]

where \( src \in \{rgb, d, op, ss\} \) describes the identities of RGB image source, depth source, optical flow source, and static saliency source, respectively. The \( \text{Convo}(\cdot) \) and \( \text{Cat}(\cdot) \) operations refer to the 3x3 convolutions with 256 output channels and one output channel, respectively, by which the independent source features are correlated. \( \text{Cat}(\cdot) \) is the concatenation operation along channel axis. Then, we compute an interoceptive attention map with multi-scale information. This process is formulated as follows:

\[
\text{ISA}_{src}^i = \text{Sig}(\text{Convo}(\text{Up}(\text{MP}(F_{src}^i)))),
\]

where \( MP \) denotes a group of pooling operations along the channel dimension with scale \( \{2, 4, 6, \text{global}\} \), \( \text{Up}(\cdot) \) is the bilinear interpolation to upsample the features map to the same size as \( F_{src}^i \) and \( \text{Sig}(\cdot) \) is the element-wise sigmoid function. The \( \text{ISA}_{src}^i \) is used to enhance each source feature as follows:

\[
E_{src}^i = F_{src}^i + p^i_{comm} \odot \text{ISA}_{src}^i,
\]

where \( \odot \) represents element-wise multiplication, and \( E_{src}^i \) is the enhanced feature at the \( i \)th level.

Following ISAM, FPM at every level takes the concatenation of \( E_{src}^i \) from different sources as inputs to obtain the fused feature. There is the incompatibility problem when fusing multi-source features. Direct combination \( p^i_{comm} \) is not sufficient to dilute incompatible components. Therefore, we construct an auxiliary feature, namely \( p^i_{exclu} \). The fusion process is formulated as:

\[
P^i = p^i_{comm} - p^i_{exclu},
\]

where \( p^i_{comm} \) and \( p^i_{exclu} \) can be represented as:

\[
p^i_{comm} = \text{Convo}_{256}(\text{Cat}(F_{rgb}^i, F_d^i, p^i_{op}, p^i_{ss})),
\]

\[
p^i_{exclu} = \text{Convo}_{256}(\text{Cat}(F_{rgb}^i, p_d^i, p_{op}, p_{ss})),
\]

where \( p_{op} \) and \( p_{exclu} \) have different convolution parameters although their formulas are the same. The rationale behind FPM is that the substraction and the MOS-used supervision will force features \( p^i_{comm} \) and \( p^i_{exclu} \) to represent the common and mutually-exclusive contexts of the four sources, respectively. After preparing \( P^i \) at each level, we gradually combine all of them to generate the final prediction \( M_{mos} \) of moving object segmentation by the plain decoder.

### 3.3 Automatic Predictor Selection

In the third stage, the proposed automatic predictor selection network (APS) will judge which of the outputs from SOS and MOS is more convincing, according to a score. As shown in Fig. 6, the overall network is constructed to solve a binary classification problem. We adopt a lightweight ResNet-34 [9] network in order to reduce the amount of parameters and also for easier training. During the
forward propagation, two inputs are required: (1) the concatenation of RGB and the SOS result; (2) the concatenation of RGB, optical flow map and the MOS result. For mathematical tractability, we use \( rs \) and \( rm \) to represent them, respectively. We replace the first layer of the encoder with the convolution of 64 output channels, so that it can perceive the two inputs of different sizes. We initialize the parameters of the added convolutional layers with He’s method [8].

After the first layer, we integrate the two-stream feature outputs by element-wise addition. The fused feature maps are fed into the other layers of ResNet-34 pretrained on ImageNet [5], to alleviate the discrimination ability of APS, we utilize the MAE score to dynamically generate the annotation \( \Lambda \). Finally, we adopt the binary cross entropy loss, which can be computed as:

\[
L_{bce} = - (ylog\hat{y} + (1-y)log(1-\hat{y})).
\]

Supervised by the dynamic binary classification annotation, the APS network can learn the predictor selection rule that a lower score represents a higher confidence of the SOS and a lower degree of matching among MOS, optical flow and RGB. On the contrary, a higher score means a higher confidence of the MOS and a lower degree of matching among MOS, optical flow and RGB. Therefore, the APS network implements the function of evaluating the effectiveness of object-information contained in the optical flow for ZVOS.

4 EXPERIMENTS

4.1 Datasets and Evaluation Metrics

DAVIS16 [29] is one of the most popular benchmark datasets for video object segmentation task. It consists of 50 high-quality video sequences (30 for training and 20 for validation) in total. And most videos do not have special scenes such as dramatic changes in the background or almost no movement in the foreground. Usually, the high-quality optical flow map can be obtained via optical flow networks. We use two standard metrics: mean similarity \( J \) and mean boundary accuracy \( F \) [29] to measure the segmentation results (The higher are better).

Youtube-Objects [32] is a large dataset of 126 web videos with 10 semantic object categories and more than 20,000 frames. This dataset contains many unconventional videos, such as dramatically-changing backgrounds, slowly-moving or stationary objects, objects only moving in the depth dimension. The quality of optical flow map is usually low in these video sequences. Following most methods [20, 38, 45, 48, 51, 59], we only use the mean region similarity \( J \) metric to measure the performance.

FBMS [24] is composed of 59 video sequences with ground truth annotations provided in a subset of the frames. Following the standard protocol [42] and other methods [38, 59], we do not use any sequences within for training and only evaluate on the validation set, which consists of 30 sequences. Since it is designed for their specific purposes, FBMS is not often used for the ZVOS task. We just use it for a fair comparison.

4.2 Implementation Details

Our model is implemented based on Pytorch and trained on a PC with an RTX 2080Ti GPU. The input sources are all resized to 384 × 384 and all the three stages use the mini-batch of size 4 for training. First, we use some RGB-D saliency datasets [3, 7, 14, 22, 28, 30] to train the multi-task network. Once the first stage training is finished, we adopt the DAVIS16 training set to train the multi-source fusion network. In the process, the parameters of the multi-task network is frozen, and we just train the multi-source fusion network. We use a total of 8,363 labeled samples including video data (2,000 + frames)
Table 1: Quantitative comparison on the DAVIS16 [29] validation set. The best result for each metric is red. All the results are borrowed from the public leaderboard maintained by the DAVIS challenge or the corresponding papers.

| Methods          | PDB [38] | MotAdapt [37] | EPO [6] | AGS [48] | COSEG [20] | AGNN [45] | DFNet [58] | WCS [51] | SFL [2] | MP [41] | GateNet [56] | MATNet [59] | Ours         |
|------------------|----------|---------------|---------|----------|------------|-----------|-----------|----------|--------|--------|------------|------------|-------------|
| Interframe-based methods | mean $J \uparrow$ | 77.2 | 77.2 | 80.6 | 79.7 | 80.5 | 80.7 | 80.4 | 82.2 | 67.4 | 70.0 | 80.9 | 82.4 | 83.3 |
| Optical flow-based methods | mean $F \uparrow$ | 74.5 | 77.4 | 75.5 | 77.4 | 79.5 | 79.1 | – | 80.7 | 66.7 | 65.9 | 79.4 | 80.7 | 82.1 |

Table 2: Quantitative results of each category on the Youtube-Objects [32] in terms of mean $J$. We show the average performance for each of the 10 categories, and the final row gives an average over all the videos.

| Methods | Airplane (6) | Bird (6) | Boat (15) | Car (7) | Cat (16) | Cow (20) | Dog (27) | Horse (14) | Motobike (10) | Train (5) | Avg. |
|---------|--------------|----------|-----------|---------|----------|----------|----------|-----------|--------------|-----------|-----|
| FST [27] | 70.9 | 70.6 | 42.5 | 65.2 | 52.1 | 44.5 | 65.3 | 53.5 | 44.2 | 29.6 | 53.8 |
| COSEG [43] | 69.3 | 76.0 | 53.5 | 70.4 | 66.8 | 49.0 | 47.5 | 55.7 | 39.5 | 53.4 | 58.1 |
| ARP [15] | 73.6 | 56.1 | 57.8 | 33.9 | 30.5 | 41.8 | 36.8 | 44.3 | 48.9 | 39.2 | 46.2 |
| LVO [42] | 86.2 | 81.0 | 68.5 | 69.3 | 58.8 | 68.5 | 61.7 | 53.9 | 60.8 | 66.3 | 67.5 |
| PDB [38] | 78.0 | 80.0 | 58.9 | 76.5 | 63.0 | 64.1 | 70.1 | 67.6 | 58.3 | 35.2 | 65.4 |
| FSEG [12] | 81.7 | 63.8 | 72.3 | 74.9 | 68.4 | 68.0 | 69.4 | 60.4 | 62.7 | 62.2 | 68.4 |
| AGS [48] | 87.7 | 76.7 | 72.2 | 78.6 | 69.2 | 64.6 | 73.3 | 64.7 | 62.1 | 48.2 | 69.7 |
| COSEG [20] | 81.1 | 75.7 | 71.3 | 77.6 | 66.5 | 69.8 | 76.8 | 67.4 | 67.7 | 46.8 | 70.5 |
| AGNN [45] | 81.1 | 75.9 | 70.7 | 78.1 | 67.9 | 69.7 | 77.4 | 67.3 | 68.3 | 47.8 | 70.8 |
| WCS [51] | 81.8 | 81.2 | 67.6 | 79.5 | 65.8 | 66.2 | 73.4 | 69.5 | 69.3 | 49.7 | 70.9 |
| SFL [2] | 65.6 | 65.4 | 59.9 | 64.0 | 58.9 | 51.1 | 54.1 | 64.8 | 32.6 | 34.0 | 37.0 |
| MATNet [59] | 72.9 | 77.5 | 66.9 | 79.0 | 73.0 | 67.4 | 75.9 | 63.2 | 62.6 | 51.0 | 69.0 |
| Ours | 89.4 | 83.7 | 75.6 | 80.7 | 72.8 | 71.6 | 78.8 | 70.7 | 63.1 | 62.2 | 74.9 |

Table 3: Quantitative results on the FBMS [24] dataset.

| Methods | ARP [15] | SAGE [47] | LVO [42] | FSEG [12] | PDB [38] | MATNet | Ours |
|---------|----------|-----------|----------|-----------|----------|--------|-----|
| mean $J \uparrow$ | 59.8 | 61.2 | 65.1 | 68.4 | 74.0 | 76.1 | 76.7 |

and RGB-D SOD data (6300 + images) in the first and second phases. The depth map is obtained by the depth camera. MATNet [59] uses video data (14,000 + frames) for training. AGS [48] uses video data (8,500 + frames) and RGB SOD data (6,000 + images) for training. COSEG [20], AGNN [45] and GateNet [56] use video data (2,000 + frames) and RGB SOD data (15,000 + images). In addition, we expect that there are low-quality and high-quality optical flow videos for training in the third stage, while almost all of the optical flow maps in the DAVIS16 dataset are high-quality, it is not suitable for this training. Therefore, we use 4,000 + frames from the DAVSOD dataset to train the APS. In the inference process, we generate the binary classification using the threshold value of 0.5. In a word, the scale of the used annotations in our training phase is comparable to that of these competitors.

We adopt some data augmentation techniques in each stage to avoid over-fitting: horizontally random flip, random rotate, random brightness, saturation and contrast. For the optimizers, we all use the SGD with a momentum of 0.9 and a weight decay of 0.0005. The learning rate is set to 0.005 and later use the “poly” policy [19] with the power of 0.9 as a means of adjustment.

4.3 Comparison with State-of-the-art

Performance on DAVIS16. We compare the proposed method with the state-of-the-art ZVOS methods on the DAVIS16 benchmark [29]. Tab. 1 shows performance comparison results in terms of the mean $J$ and mean $F$. It can be seen that ours can consistently outperform other approaches under the two metrics. Compared to the second best & the optical flow-based method (MATNet), our method achieves an important improvement of 1.1% and 1.7% in terms of mean $J$ and mean $F$, respectively. Moreover, we test the FLOPs of Ours vs. MATNet is 89.6G vs. 120.5G. Therefore, our method has significant advantages in terms of accuracy and computational complexity.

Performance on Youtube-Objects. Tab. 2 shows the results on Youtube-Objects. It can be seen that our method achieves the best performance in eight of the ten categories. Notably, our method has a significant performance improvement of 8.6% in terms of mean $J$ compared to the optical flow-based method MATNet (74.9 vs. 69.0). As mentioned by Zhou et al. [59], Youtube-Objects has many video sequences containing slowly moving and/or visually indistinct objects. Both will result in inaccurate estimation of optical flow. Therefore, the existing optical flow based methods cannot perform very well on this dataset. With the help of our automatic predictor selection network, this problem can be solved well.

Performance on FBMS. In order to make a comprehensive comparison with the previous methods, we also show the results on FBMS, as shown in Tab. 3. Our method still achieves the best performance compared to the others.

Qualitative Results. Fig. 7 illustrates visual results of the proposed algorithm on the challenge video sequences breakdance, libby, horsejump – high and parkour of DAVIS16. We can see that each source provides rich location and appearance information. Moreover, depth map can supplement extra contrast information,
Figure 7: Qualitative results on four sequences breakdance, libby, horse jump – high and parkour of DAVIS16.

Table 4: Ablation study on the validation set of DAVIS16.

| Components               | Module | mean $\mathcal{J}$ | mean $\mathcal{F}$ |
|--------------------------|--------|---------------------|---------------------|
| Multi-source feature inputs | RGB    | 69.2                | 66.7                |
|                          | RGB+D  | 72.5                | 69.0                |
|                          | RGB+SOS| 72.9                | 69.3                |
|                          | RGB+OF | 77.3                | 76.8                |
|                          | RGB+D+SOS+OF | 80.8                | 80.1                |
| Multi-source fusion      | +ISAM  | 82.5                | 81.4                |
|                          | +FPM   | 83.4                | 82.3                |
| Prediction               | +APS   | 83.3                | 82.1                |

Figure 8: Visual results of $P_i^{comm}$, $P_i^{exclu}$ and $P_i$ for showing the effect of the feature purification module.

Effectiveness of Multi-source Features. We quantitatively show the benefit of each source in Tab. 4. We take the FPN with the only RGB feature inputs as the baseline. First, the depth features, static saliency features and optical flow features are added to the baseline network, respectively. It can be seen that the combination of RGB source and other sources has a significant improvement compared to the baseline, with the gain of 16.8% and 20.1% in terms of mean $\mathcal{J}$ and mean $\mathcal{F}$. In the process, multi-source features complement each other without repulsion.

Effectiveness of Multi-source Fusion. We verify the effectiveness of ISAM and FPM in multi-source feature fusion, as shown in Tab. 4. Compared to directly concatenating multi-source feature maps, the ISAM achieves an improvement of 2.1% and 1.6% in terms of mean $\mathcal{J}$ and mean $\mathcal{F}$. By further equipping the FPM, it can yield continuous performance improvement of 1.1% and 1.1% in terms of mean $\mathcal{J}$ and $\mathcal{F}$, respectively (finally obtaining a total of 83.4 and 82.3, respectively). To explain the FPM mechanism intuitively, we

and the high-quality optical flow can provide clear motion information. Notably, none of these sources can dominate the final prediction, and all of the source characteristics must be integrated to achieve high-precision video object segmentation.

4.4 Ablation Study

In this section, we detail the contribution of each component to the overall network. Because the optical flow maps always are high quality on the DAVIS16, we perform an ablation study on it to investigate the effect of multi-source fusion. Specifically, we first verify the effectiveness of each source for moving object segmentation (MOS). Next, we show the benefits of ISAM and FPM in the multi-source fusion network, respectively. Finally, we evaluate the performance of the automatic predictor selection (APS) on both DAVIS16 and Youtube-Objects.
Figure 9: Qualitative results on two example videos cow (low-quality optical flow) and camel (high-quality optical flow), which are from Youtube-Objects and DAVIS16, respectively.

Table 5: Evaluation of the APS network on both DAVIS16 and Youtube-Objects in terms of mean $\mathcal{J}$.

| Prediction | Youtube-Objects | DAVIS16 |
|------------|----------------|---------|
| SOS        | 72.7           | 67.7    |
| MOS        | 70.2           | 83.4    |
| APS        | 74.9           | 83.3    |

visualize some features in Fig. 8. It can be seen that the moving objects in $P_i^{comm}$ are disturbed by much background information, whereas $P_i^{exclu}$ can perspective the background region well. Their subtraction in the FPM actually builds a kind of information constraint by diverse parameters, thereby guaranteeing that $P_i$ can focus on moving objects.

Effectiveness of Automatic Predictor Selection. In Tab. 5, we detail the performance comparison of using APS network on the Youtube-Objects and DAVIS16 datasets, respectively. With the help of high-quality optical flow map, the MOS evidently outperforms the SOS on the DAVIS16. On the contrary, the low-quality optical flow on the Youtube-Objects encumbers the prediction of the MOS, that is, they are not as good as those of SOS. The designed APS network comprehensively evaluates the degree of interference of optical flow to the MOS. It can be seen that our three-stage solving strategy significantly outperforms either of the stand-alone SOS or MOS on the Youtube-Objects. This indicates that the APS is not partial to either of them and has learned the selection mechanism. In addition, the results discriminated by the APS have slightly less mean $\mathcal{J}$ (0.01) on the DAVIS16 than those generated only by MOS, demonstrating that the discriminator in most times will accept the results assisted with high-quality optical flow maps. To more intuitively show the effectiveness of the APS, we visualize all sources and the results of each stage under optical flow maps of various quality in Fig. 9. It can be observed that the APS tends to give low scores to the video sequences with low-quality optical flow and high scores to the video sequences with high-quality optical flow, respectively.

5 CONCLUSION

In this paper, we propose a novel multi-source fusion network to effectively utilize the complementary features from the RGB, depth, static saliency and optical flow for zero-shot video object segmentation. The proposed interoceptive spatial attention module can adaptively enhance the feature representation of each source in spatial position. With the help of feature purification module, it can further filter the incompatible features among sources to refine the multi-source fused features. In addition, to get rid of the inevitable interference caused by low-quality optical flow, we design a novel predictor selection network, which automatically chooses the results from static saliency predictor and moving object predictor. The automatic predictor selection network is simple yet effective, therefore, it can provide an important reference for other optical flow based methods. Extensive experiments on three ZVOS datasets indicate that the proposed method performs favorably against the current state-of-the-art methods.
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