One of the most important tasks in the development of high-performance spintronic devices is the preparation of two dimensional (2D) magnetic layers with long-range exchange interactions. MN$_4$ embedded graphene (MN$_4$-G) layers, with M being transition metal elements, are experimentally accessible 2D layers, which exhibit interesting magnetic properties. In this paper, by employing the spin-polarized density functional theory (SP-DFT), we study MN$_4$-G layers with a special focus on the behavior of the indirect M-M exchange interactions, and demonstrate that the MN$_4$-Gs with M = Fe, Mn and Co, are 2D anisotropic magnetic layers with Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction. By examining the electronic configurations of the M atoms for various M-M spacers, we demonstrate that the RKKY interaction in such layers are tunable and exhibiting an unusual prolonged decay ($r^{-n}$, with 0.5 ≤ $n$ ≤ 2). In addition, we investigate the influence of the CuN$_4$ moiety in the graphene host, and show that, in contrary to the other MN$_4$-Gs, the 2D CuN$_4$-G layer behaves as decoupled one-dimensional spin chains, regardless of the spacer lengths.

I. INTRODUCTION

In the design of miniaturized spin-based devices, magnetic properties of the nanostructures that make up the device play a crucial role. A range of magnetic features, such as magnetotransport and overall magnetic moment formation, are predicated upon magnetic interactions and understanding the spin coupling within and between magnetic center (s) is of crucial importance to realize magnetic properties of materials [1-5]. The RKKY interaction, a conduction-electron-mediated interaction between magnetic atoms, plays a key role in the field of spintronics. This interaction is unique in its flexibility to tailor the physical properties of spin systems in terms of coupling strengths and noncollinearity [6]. The RKKY interaction is long-range, but decays by increasing the separation distance ($r$) of magnetic centers, as $r^{-n}$, where n shows the interaction decay rate. Fast decay rate ($n > 2$) presents an obstacle to spintronic applications [7-25]. Any method for amplifying the coupling to extend its range is useful for both the experimental detection of the RKKY interaction and future spintronic applications. In this respect, extensive efforts have been devoted to fabricate desirable spin systems with RKKY interaction with slower decay rates [19-31].

2D materials in a precisely designed order can combine the best of different components in one ultimate material [32-35], and possess essential requirements for spintronic applications. Magnetic properties of different 2D layers arise from their embedded localized magnetic moments [32,36]. Among different 2D materials, graphene is a highly promising material for next-generation spintronic applications, owing to its extraordinary carrier mobility, long spin diffusion length, weak intrinsic spin–orbit coupling, and limited hyperfine interactions [37,38]. In addition, for practical applications in spintronic devices, the graphene-based material is required to be magnetic above room temperature. Various strategies have been attempted to realize magnetic ordering in graphene [15,39-52]. Recently, Hu et. al. reported a stable room temperature ferromagnetic ordering in graphene by embedding single magnetic Co atoms in the lattice via the strong chemical bonds in the CoN$_4$ moieties [53]. The stable room temperature planer graphene magnets developed in [53] do not have many disadvantages and obstacles of the previously reported modified graphene surfaces [54,55]. Actually, the experimentally accessible MN$_4$ embedded graphene (MN$_4$-G) layers, with M being the transition metal elements, are promising candidates to reach a stable magnetization on nanoscale [53,56,57].

In spite of accomplishment of long-range magnetic order in a purely 2D layer that has been actively pursued in recent years [1,48,58-60], there is no comprehensive information for the kind and the range of M-M exchange interactions in MN$_4$-G layers. In this paper, we determine the exchange interaction between magnetic atoms in the MN$_4$-G layers, by using the SP-DFT and Green’s function methods [61-63] with the formulation of Wannier functions [64,65]. We study various MN$_4$-G layers with M=Fe, Co, Mn, Cu, and demonstrate that the studied MN$_4$-G layers can be categorized into two different groups. The first one includes layers where the RKKY interaction has unusual prolonged decay ($r^{-n}$, with 0.5 ≤ $n$ ≤ 2) in spite of the fast decay rate ($n > 2$) in most artificial 2D layers [7-25]. The slow decay rate of the RKKY interaction, which makes the MN$_4$-G layers suitable for applications, is added to the other unique features [66-71] of these experimentally accessible 2D layers. In the second group that are containing layers with Cu atoms, an interesting characteristic is the formation of decoupled one-dimensional spin chains, regardless of the
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kind of the M-M spacer. This feature makes the CuN$_4$-G layer desirable to see different interesting phases like the Tomonaga–Luttinger liquid phase [72], experimentally.

The structure of this paper is as follows: In Sec. II, we introduce computational methods and model systems for computing exchange interaction parameter ($f_{ij}$) and orbital contribution to the total exchange parameter. In Sec. III, we tackle the exchange interaction between magnetic moments on the MN$_2$-G 2D layers and shed light on the exchange mechanism. To this end in Sec. IIIA we have analyzed the electronics and magnetic properties of the studied layers and in Sec. IIIB by analyzing the obtained data we discuss the exchange interaction mechanisms. Finally, in Sec. IV we summarize the main findings of our study.

II. COMPUTATIONAL METHODS

We have employed quantum espresso code [73] to carry out structural relaxation of MN$_4$ (M=Fe, Co, Mn, Cu) embedded graphene (MN$_2$-G) layers by the spin-polarized density functional theory (SP-DFT) based methods [74].

The supercell models of layers in the present study are based on graphene monolayer with different supercell sizes. We constructed three distinct layers of various sizes (R1, R2, and R3) that have different MN$_4$ concentration and different spacer lengths between M atoms (See Sec. III).

To eliminate the interlayer interaction, a vacuum distance of ~10 Å between adjacent layers is adopted in all calculations. Here, we adopt the Perdew–Burke–Ernzerhof revised for solids (PBEsol) [75] XC functional within the generalized-gradient approximation (GGA) [76].

The ion–electron interaction is treated by the projector-augmented-wave (PAW) method [77]. Sampling of the Brillouin zone, a Γ-centered Monkhorst-Pack $k$-point mesh of 2×2x×1 and 5×5×1 is used for different layers [78], and an energy cutoff of 1088.46 eV is adopted for the plane wave basis. The structure optimization stopped when the residual force on each atom was less than 0.026 eV/Å and energy was smaller than 0.014 eV. We have calculated the Hubbard parameter using hp.x. It is based on density functional perturbation theory (DFPT) [79]. The calculated Hubbard parameter and structural parameters for all studied layers reported in Tables I and II, respectively.

To investigate the stability of the layers we rely on the cohesive energy defined as:

$$E = \frac{E_{\text{MN}_4-G} - \left( N_C E_C + N_N E_N + N_M E_M \right) }{q},$$  

(1)

where $E_{\text{MN}_4-G}$ is the total energy of the studied layers, and $E_C$, $E_N$ and $E_M$ are the total energies of free C, N, and M atoms, respectively, and $N_C$, $N_N$, and $N_M$ are the number of C, N, and M atoms in the supercell, respectively, and $q$ stands for the total number of atoms in the supercell. The cohesive energies of the studied layers are reported in Table I. These values clearly indicate that the cohesive energy of the MN$_2$-G layers is in the range of the cohesive energy of graphene. A deep fundamental knowledge of the structure–electronic property relationships, which are difficult to access from experiments, pave the way to determine the size and chemical environment dependency of the exchange interactions and related mechanisms. By using these data, we tackle the exchange interaction between magnetic moments on the MN$_2$-G 2D layers.

One of the most common and successful microscopic models for describing magnetic properties of different systems is the Heisenberg model with localized spins:

$$H = \sum_{i\neq j} J_{ij} S_i \cdot S_j,$$  

(2)

where $J_{ij}$ is the exchange coupling of the spins sitting at $i$ ($S_i$) and $j$ ($S_j$). There exist a few methods to evaluate $J_{ij}$ within SP-DFT and map the obtained results onto the Heisenberg model. The most direct, and common way to calculate $J_{ij}$ is to calculate the total energies of the $P+1$ magnetic configurations, where $P$ is the number of different exchange interaction [80-82]. Despite the robustness of this approach, it has several serious drawbacks. (1) for complicated systems a number of different magnetic configurations have to be calculated; (2) all configurations should have the same magnetic moments; and (3) the result is hard to analyze, since it is purely a number, i.e., understanding the orbitals contribution in exchange interaction [83]. To overcome these shortcomings the Green’s function method [61-63] is suggested. For the changes in the total energy with respect to small spin rotations, using SP-DFT and Heisenberg model, it produces analytical expressions. By adapting this approach, one not only obtain all the exchange interactions from the calculation of a single magnetic configuration, but also find contributions to the total exchange interaction coming from different orbitals.

Green’s function approach was formulated for localized orbitals methods, [84,85]. However, most of modern band structure calculations are based on the methods, which use a plane-wave-type basis. They are the full-potential (linearized) augmented plane-wave (L)APW [86] and pseudopotential [87] methods. Consequently, within plane-wave approaches, a straightforward realization of the Green’s function method becomes impossible. In addition, not all its advantages can be taken in the modern ab initio DFT based codes without direct definition of a localized basis set.

Dm. M. Korotin et. al. [83] adapted the Green’s function approach for the plane-wave-based methods using the Wannier functions formalism [64,65]. Application of the local force theorem (see, e.g., Ref. [88]) is the power of the Green’s function method. The resulting change in the total energy due to the spins rotation over a small angle can be calculated via the local force theorem [62]. These are possible if the Hamiltonian of the system is defined in a localized orbitals basis set. The result of the rotation is compared with a similar procedure performed for the spin-Hamiltonian Eq. (3), which allows deriving an analytical expression for the exchange integrals [83]. To remove the
major difficulty in the application of this approach to the modern plane-wave-based calculation. M. Korotin et al. [83] propose to use the Wannier functions projection [64, 65] procedure and show its realization for the pseudopotential method.

The transformation of plane-wave eigenstates to Wannier functions has carried out using the wannier_ham.x utility that is available within the quantum espresso code [73]. To obtain the exchange interactions in different MN$_4$-G layers, we considered generalized Heisenberg Hamiltonian:

$$H = \sum_{i \neq j} J_{ij} \mathbf{e}_i \cdot \mathbf{e}_j,$$

where $\mathbf{e}_i$ and $\mathbf{e}_j$ refers to the spin unit vectors of atomic sites $i$ and $j$. A negative (positive) sign of $J_{ij}$ indicates a ferromagnetic (antiferromagnetic) interaction. It should be noted that each $J_{ij}$ is now expressed as the following matrix whose elements represent the interactions between two given orbitals, and the conventional value of $J_{ij}$ is given by the sum of all these matrix elements [89]:

$$J_{ij} = \begin{pmatrix}
    d_{x^2} d_{x^2} d_{x^2} d_{x^2} & d_{x^2} d_{x^2} d_{x^2} d_{x^2} & d_{x^2} d_{x^2} d_{x^2} d_{x^2} \\
    d_{x^2} d_{x^2} d_{x^2} d_{x^2} & d_{x^2} d_{x^2} d_{x^2} d_{x^2} & d_{x^2} d_{x^2} d_{x^2} d_{x^2} \\
    d_{x^2} d_{x^2} d_{x^2} d_{x^2} & d_{x^2} d_{x^2} d_{x^2} d_{x^2} & d_{x^2} d_{x^2} d_{x^2} d_{x^2} \\
    d_{x^2} d_{x^2} d_{x^2} d_{x^2} & d_{x^2} d_{x^2} d_{x^2} d_{x^2} & d_{x^2} d_{x^2} d_{x^2} d_{x^2}
\end{pmatrix}.$$  

The MN$_4$-G layers studied in this work have high geometric anisotropy, which affects the exchange interaction between the M atoms. We have calculated the exchange interaction matrix (EIM) in different directions. These are $x$, $y$, and two main diameters ($d_1$, $d_2$) directions as shown in Fig. 1(a).

The convergence of $J_{ij}$ with respect to the number of $k$-points is assessed with a progressively finer mesh. We have used 10×10×1 and 16×16×1 $k$-points mesh for the studied layers. These parameters produce $J_{ij}$ values in the range of the reported values for layers that are containing similar elements [90].

FIG. 1. (a) The exchange interaction of the M atom located at the origin with the neighboring atoms are shown with the yellow double head arrows along the $\pm x, \pm y$, and the two main diameters ($d_1$, $d_2$) directions. $\theta$ is its angle with $x$-axis. (b) Spacers with three sizes in $x$ and $y$ directions. Z3 (A3), Z2 (A2) and Z1 (A1) are spacers with zigzag (armchair) edges along the $x$ ($y$) direction in MN$_4$-G (R3), MN$_4$-G (R2) and MN$_4$-G (R1) layers, respectively.
The first report.

II. STRUCTURAL PARAMETERS

Table I. Cohesive energy (CE), Hubbard parameter (HP) and nearest-neighbor exchange interaction ($J_1$) for Mn-$\gamma$-G (R1, R2, R3) layers.

| Layer       | CE/ atom (eV) | HP (eV) | $J_1$ (meV) | Layer       | CE/ atom (eV) | HP (eV) | $J_1$ (meV) |
|-------------|--------------|---------|-------------|-------------|--------------|---------|-------------|
| Graphene    | -5.83        | -------- | ------------ |             |              |         |             |
| MnN-$\gamma$-G (R1) | -7.48        | 5.9008  | -1.748      | CoN-$\gamma$-G (R1) | -7.61        | 6.7809  | -0.825      |
| MnN-$\gamma$-G (R2) | -7.90        | 6.0171  | 0.054       | CoN-$\gamma$-G (R2) | -7.96        | 7.0114  | 0.054       |
| MnN-$\gamma$-G (R3) | -7.97        | 5.9350  | 7.367       | CoN-$\gamma$-G (R3) | -8.02        | 7.6818  | 0.001       |
| FeN-$\gamma$-G (R1) | -7.48        | 6.4328  | -9.433      | CuN-$\gamma$-G (R1) | -7.50        | 6.4180  | 1.747       |
| FeN-$\gamma$-G (R2) | -7.93        | 5.9513  | 0.076       | CuN-$\gamma$-G (R2) | -7.91        | 6.4002  | 0.190       |
| FeN-$\gamma$-G (R3) | -8.00        | 5.8474  | 0.049       | CuN-$\gamma$-G (R3) | -7.98        | 6.4303  | 0.018       |

Structural parameters are $d$ [[-$\gamma$N$_{12,3,4}$], bond-lengths], $F$ [[-$\gamma$N$_{13}$,-$\gamma$N$_{24}$], bond-angles, (degree)] and $G$ [[-$\gamma$N$_{12}$-$\gamma$N$_{36}$], bond-angles, (degree)]. $m$ is effective magnetic moment of $M$ atom per cell ($\mu_B$/cell). The Mn-$\gamma$-G (R1, R2, R3) layers are shown in Fig. 2(a-c) and the four N atoms are numbered.

| Layer       | $a$ (Å) | $b$ (Å) | $d$ (Å) | F  | G  | $m$  |
|-------------|---------|---------|---------|----|----|------|
| MnN-$\gamma$-G (R1) | 7.49    | 8.29    | 1.86    | 91.27 | 89.73 | 3.00  |
| MnN-$\gamma$-G (R2) | 9.92    | 12.61   | 1.87    | 90.86 | 89.14 | 3.00  |
| MnN-$\gamma$-G (R3) | 12.38   | 12.64   | 1.87    | 90.62 | 89.39 | 3.50  |
| FeN-$\gamma$-G (R1) | 7.48    | 8.26    | 1.84    | 90.77 | 89.23 | 3.76  |
| FeN-$\gamma$-G (R2) | 9.92    | 12.58   | 1.85    | 90.60 | 89.40 | 2.00  |
| FeN-$\gamma$-G (R3) | 12.37   | 12.63   | 1.86    | 90.61 | 89.39 | 2.00  |

III. RESULTS AND DISCUSSIONS

A. ELECTRONIC AND MAGNETIC PROPERTIES

By considering supercells of various sizes, particularly supercells of 23, 47, and 59 atoms including one transition metal site (see Fig. 2(a-c), the red dashed boxes), we have studied the effects of different environments on the behavior of M-M exchange interaction. To this end, we first report our SP-DFT results on the ground state electronic and geometric properties of the Mn-$\gamma$-G layers, by clarifying the role of transition metal elements, the chemical-environment, the surface geometric anisotropy, and the transition metal concentration. Similar to the optimized graphene layers in which the transition metal doped vacancies create a Jahn-Teller distortion around the vacancy [91-93], all supercells are optimized to distorted structures in the presence of Mn$_2$ moiety (Table II). Our results show that the optimized structures keep the planar structures without any wrinkle. These are in good agreement with the
available optimized structure for some layers reported by different groups [67,90,94-96]. The three types of supercells that we have considered in our study possess intrinsic geometric anisotropy, and the M atoms in the MN₄-G layers are separated by different kind of spacers, i.e., spacers with the two different zigzag (Z) and armchair (A) edges, and with various lengths in x and y directions (R1, R2, and R3) (see Fig. 1(b)). The cohesive energies (Table I) clearly indicate the stability of the studied MN₄-G (R1, R2, R3) layers.

The different spacer lengths lead to different surface coverage of magnetic atoms, and consequently to different electronic and magnetic properties. To interpret the mechanisms of the exchange interactions, among various electronic properties we will focus on localization, delocalization, orbital contribution in electronic properties and bandwidth in the electronic bands. We recall that the bandwidth is a good measure of energy that is gained by electron hopping [97]. The bandwidth of the MN₄-G (R1) is larger than MN₄-G (R2, R3) layers (the yellow shadow area in Fig. 3). Therefore, in MN₄-G (R1) layers electrons can hop more likely. Another interesting feature seen in the band structure of MN₄-G layers (see Fig. 3) is the emergence of nearly dispersion-less bands, known as flat bands. As we know, the density of states really measures the number of states in a small energy range. Therefore, flatter bands will have more states over a small energy range in comparison with a highly dispersive band. In other words, the bandwidth (see Fig. 3) is related to the overlap between orbitals on nearest-neighbor atoms. Some of the d-orbitals of the M atom are almost localized and have less overlap with the neighboring N atoms. So, the flat bands correspond to the localized d-orbitals of the M atom similar to those of reported by Orellana and Wu [66,70]. The projected density of states confirms the almost localized nature and less overlap of the d-orbitals with neighboring N atoms (Appendix AI), too. The calculated spin-polarized band structure show that, in both spin channels all the MN₄-G (R2, R3) layers have a metallic character, while the other MN₄-G (R1) layers, except for FeN₄-G (R1), are semiconductor. The indirect band gap in the majority-spin channel (minority-spin channel) of the MnN₄-G (R2), CoN₄-G (R2), and CuN₄-G (R2) is 0.48 eV (0.11 eV), 0.40 eV (0.11 eV) and 0.25 eV (0.22 eV), respectively. The band gap of the minority-spin channel is much smaller than that of majority-spin channel (see Fig. 3(a, g, j)). These properties help us to illustrate the mechanism of exchange interactions, which we will discuss in the following section.

**FIG. 3.** Spin-polarized band structure of (a) MnN₄-G (R1), (b) MnN₄-G (R2), (c) MnN₄-G (R3), (d) FeN₄-G (R1), (e) FeN₄-G (R2), (f) FeN₄-G (R3), (g) CoN₄-G (R1), (h) CoN₄-G (R2), (i) CoN₄-G (R3), (j) CuN₄-G (R1), (k) CuN₄-G (R2), and (l) CuN₄-G (R3) layers. The yellow shadow area demonstrates bandwidth and the thick solid line shows the nearly flat bands. The Fermi level is set to zero. The inserted irreducible Brillouin zone in (a), (b) and (c) are for R1, R2 and R3 supercells, respectively.
There are different parameters, which are important in specifying the M-M exchange interactions [98]. The M-N bond-length is recognized as the main parameter to describe the chemical interactions and reflects the correlation of atomic-level configurations. We have compared the four M-N bond-lengths for different MNx-G layers, in the Table II. As seen, all the bond-lengths are in the range of 1.84-1.90 Å. The minimum (maximum) of bond-length belongs to the Co–N and Fe–N (Cu–N). Furthermore, the ligand and the exchange fields are also important for specifying the effective magnetic moments (m) of the M atoms. In Fig. AII, we have shown their effects on the energy splitting of the d-orbitals. Although the different spacers have the same effects on the splitting of d-orbitals, the amount of splitting is different (see Fig. AII). In addition, except for the CuNx-G, all the other studied layers show almost significant spin splitting (see Fig. 4).
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**FIG. 4.** Spin splitting (in eV) of d-orbitals of M atom in MNx-G (R1, R2, R3) layers.

The N atoms around the M in the MNx moiety play a crucial role in determining the effective magnetic moment of the M atoms [99,100]. They cause the effective magnetic moment in most MNx-G layers to be larger than those in the elemental solids (for bcc Fe, m = 2.13 μB [101], for alpha-Mn, depending on the local symmetry around the Mn, m varies from 0 to 2.90 μB [102], and for fcc Cu, the system is diamagnetic and m = 0 [103]). The computed effective magnetic moments for MNx-G (R1, R2, R3) in our study (Table II) are consistent with other available theoretical data [66,99,100]. The non-integer effective magnetic moments can be attributed to the strong interaction between M and its coordinating N atoms. Our results show that layers with the same effective magnetic moment have almost similar spin splitting trend (Fig. 4). Analysis of spin-polarized states above and below the Fermi level provides an estimate of the increase or decrease of the orbital occupation number. Consequently, nonzero magnetic moment is due to the difference in the orbital occupation numbers of majority- and minority-spin states. All majority-spin states are almost occupied, while the situation is different for minority-spin states. The layers with large (small) effective magnetic moments have minority-spin states with lower (higher) occupation numbers. To illustrate the detailed features of the effective magnetic moments of the MNx-G (R1, R2, R3) layers, in Fig. AIII we have shown the spin density distribution. As seen, the spin density is highly localized on the transition metal atoms, and except for CuNx-G (R1, R2, R3) layers, the spin density on the N atoms is small. Fig. 3 shows the spin-polarized band structures of the MNx-G (R1, R2, R3) layers, including majority- and minority-spin sub-bands. Accordingly, these layers present different electronic properties that is consistent with the results reported in [70] for different supercell sizes of graphene.

**B. EXCHANGE MECHANISMS**

As the studied layers are geometrically anisotropic, we calculate the exchange interaction matrix (EIM) elements (Eq. 4) of two M atoms in the x, y, d1 and d2 directions, (see Fig. 1(a)).

Our results show that in the x and y (d1 and d2) directions the matrices are diagonal (non-diagonal), and the off-diagonal elements are proportional to the overlap of different orbitals, and the symmetries of the overlapping orbitals are very important. Moreover, all the EIM elements along the d1 direction are equal to the corresponding ones along the d2 direction with opposite signs.

To elucidate this, we have depicted in Fig. 5 the dxy and dxz-orbitals of the M atoms, as an example. The overlap of the unlike lobes in the directions (±x, ±y), (see Fig. 5, the red dashed arrows), and the like lobes in the direction (±x, ±y), (see Fig. 5, the blue dashed arrows), results in the same amount with opposite signs for the corresponding off-diagonal elements of the EIM.

In the following, we compare the exchange coupling of the nearest-neighbor magnetic atoms (J1), for different MNx-G (R1, R2, R3) layers (see also Table I). The matrix elements of J1 show the overlap of different d-orbitals of two M atoms along x direction. In Fig. 6, we have reported the matrix elements of J1 for the MnNx-G (R1, R2, R3) layers (for the other studied layers, see Fig. B1)
As it is clearly observed, in MnN₄-G (R2), FeN₄-G (R2, R3), and CoN₄-G (R1, R2, R3) layers, the dₓz-orbitals, in CuN₄-G (R1, R2, R3) and FeN₄-G (R1) layers, the dₓy-orbitals, and in MnN₄-G (R1, R3) the dₓz-orbitals have dominant role in specifying the exchange interaction J₁. Additionally, we should mention that only one of the diagonal matrix elements have significant contribution in each layer, and the off-diagonal elements are zero. We have observed that MnN₄-G (R3) and FeN₄-G (R1) are the only layers with substantially large J₁. It is ferromagnetic (J₁ < 0) in the MnN₄-G (R1), FeN₄-G (R1), and CoN₄-G (R1) layers, while antiferromagnetic (J₁ > 0) in the rest. As we have reported in the Table II, the distance between nearest-neighbor magnetic atoms is 7.48 Å for the FeN₄-G (R1) layer, and J₁ is -9.433 meV (see Table I). These are consistent with the corresponding ones reported in [90].

Now, let us investigate the behavior of the M-M exchange interaction (Jₓ, r = x, y, d₁, d₂) with respect to the M-M separation distance (r). Based on the dependence of Jₓ to r, we have categorized the MN₄ layers into two groups (Fig. 7). In the first group, which includes MnN₄-G (R1, R3), FeN₄-G (R1, R3) and CoN₄-G (R1, R3) layers, the exchange interaction Jₓ decreases by increasing of r and oscillates as it decreases (see Fig. 7(a, c, d, f, g, i)). In these layers, effective magnetic moments interact with each other via the long-range RKKY exchange interaction. This interaction occurs not via the direct d-d exchange, which is usually small because the electrons’ wave-functions are strongly localized in the d-orbitals, but rather through the delocalized conduction electrons of the pₓ-orbitals of the N and C atoms. Since the spin polarization on N atoms is higher than C, the delocalized orbitals of the N atoms have more contribution to the RKKY interaction.
The strength of the RKKY interaction depends on the density of states of the conduction electrons at Fermi level, and on the overlap of the $d$-orbitals of the M atoms with conduction electrons [104]. As shown in Fig. AI(a, c, d, f, g, i), the $d$-orbitals with a large density of states close to the Fermi level have more contributions to the $J_1$ matrix. This can be understood from the charge density distribution near the Fermi level (see Fig. AIV(a, c, d, f, g, i)).
The second group includes the MnN\textsubscript{4}-G (R2), FeN\textsubscript{4}-G (R2), CoN\textsubscript{4}-G (R2), and CuN\textsubscript{4}-G (R1, R2, R3) layers. In these layers the exchange interaction is short-range and \( J_e \) decays exponentially by increasing \( r \). This occurs only in the \( x \), direction, and the exchange interactions are negligible along the \( y \), \( \textbf{d1} \), and \( \textbf{d2} \) directions (Fig. 7(b, e, h, j, k, l)). The contributions of the \( d \)-orbitals of the M atoms near the Fermi level (see Figs. A1(b, e, h, j, k, l) and A1V(b, e, h, j, k, l)) are negligible, therefore, the exchange interaction mechanism between M atoms is of superexchange type.

In the second group, CuN\textsubscript{4}-G is an exceptional case because in all (R1, R2, and R3) layers, \( J_{xy, d1, d2} \equiv 0 \), while \( J_e \) is non-zero for nearest-neighbor Cu atoms. This means that the CuN\textsubscript{4}-G layers can be effectively served as 1D antiferromagnetic spin-1/2 chains. As we know different interesting phases, like the Tomonaga–Luttinger liquid, are seen in the ground state phase diagram of the antiferromagnetic spin-1/2 chains. In this respect, all the studied CuN\textsubscript{4}-G layers can be used as candidates for detecting such phases experimentally.

It is well known that the \( d-p \) hopping integral and the energy difference between involved \( d \)- and \( p \)-orbitals are two major factors that determine the strength of superexchange couplings. To have an estimate for the measure of the \( d-p \) hopping integral we have compared the integrated area of the unoccupied \( d \)-states of the MnN\textsubscript{4}-G (R2), FeN\textsubscript{4}-G (R2), CoN\textsubscript{4}-G (R2), and CuN\textsubscript{4}-G (R1, R2, R3) layers in the different energy intervals (see Fig. AV). The first three layers have similar integrated areas and the unoccupied \( d \)-states are more delocalized, and participated in hybridizations with the \( p \)-states of the N atoms (thus demonstrating the benefitted of the \( d-p \) hopping integral). Therefore, they have dominant contribution in specifying the \( J_1 \) matrix (see Fig. AV(a-c)). In the CuN\textsubscript{4}-G (R1, R2, R3) layers, the electronic states above the Fermi level are mainly contributed by the \( d_{xy} \)-orbital of the Cu atom (see Fig. AV(d-f)) and this orbital has a significant contribution to the \( J_1 \) matrix. Although the integrated area of the CuN\textsubscript{4}-G (R2) is more localized, it has dominant contribution in exchange interaction in comparison with the MnN\textsubscript{4}-G (R2), FeN\textsubscript{4}-G (R2), and CoN\textsubscript{4}-G (R2) layers (see Fig. AV(g)). To explain the observed trend, we have calculated the energy difference of the \( d \)-orbitals of the M atoms and the \( p \)-orbitals of the N atoms. The obtained results show that the CuN\textsubscript{4}-G (R2) layer has a lower energy difference than the others. This leads to the larger value of the \( d-p \) hopping integral (see Table III). Differing from the other layers in the second category, only in CuN\textsubscript{4}-G (R1, R2, R3) layers the localized \( d_{xy} \)-orbital (the only available unoccupied orbital) contributes to the \( d-p \) hopping integral. Moreover, although the integrated areas in CuN\textsubscript{4}-G (R2) layer is larger than those in the CuN\textsubscript{4}-G (R1, R3) layers, as shown in Fig. AV(d-f), the exchange interaction \( J_1 \) is larger for CuN\textsubscript{4}-G (R1) in comparison with the CuN\textsubscript{4}-G (R2, R3) layers.

However, the energy difference between the \( d \)-orbitals of the Cu atoms and the \( p \)-orbitals of the N atoms shows a similar trend for these layers (Table III). Therefore, it can be concluded that the shorter spacer in the CuN\textsubscript{4}-G (R1) layer is clear evidence for strong superexchange interaction.

### Table III. Energy difference (minority-spin channel) between the \( d \)- and \( p \)-orbitals for MnN\textsubscript{4}-G (R2), FeN\textsubscript{4}-G (R2), CoN\textsubscript{4}-G (R2), and CuN\textsubscript{4}-G (R1, R2, R3) layers.

| Layer       | \( \Delta E_{d_{xy}, px} \) (eV) | \( \Delta E_{d_{xy}, px} \) (eV) | \( \Delta E_{d_{xy}, py} \) (eV) | Layer       | \( \Delta E_{d_{xy}, px} \) (eV) | \( \Delta E_{d_{xy}, px} \) (eV) | \( \Delta E_{d_{xy}, py} \) (eV) |
|-------------|----------------------------------|----------------------------------|----------------------------------|-------------|----------------------------------|----------------------------------|----------------------------------|
| MnN\textsubscript{4}-G (R2) | 6.32                             | 5.75                             | 5.23                             | CuN\textsubscript{4}-G (R1) | -0.65                            | -1.29                            | -1.69                            |
| FeN\textsubscript{4}-G (R2)  | 5.53                             | 4.87                             | 4.50                             | CuN\textsubscript{4}-G (R2) | -0.61                            | -1.15                            | -1.61                            |
| CoN\textsubscript{4}-G (R2)  | 5.44                             | 4.96                             | 4.42                             | CuN\textsubscript{4}-G (R3) | -0.57                            | -1.05                            | -1.46                            |

Aside from the exchange interaction type, to confirm the long-range behavior of the exchange interactions in the first group, we fitted our data points of the exchange interaction along \( x \), \( y \), \( \textbf{d1} \) and \( \textbf{d2} \) directions with the following oscillatory function:

\[
J_e = J_0 \left( \cos(2\alpha k_F r) \right)^n,
\]

(5)

where \( k_F \) is the Fermi wave vector, \( J_0 \) is a constant with a unit of energy, \( \alpha \) is the lattice constant along the \( x \) direction, and \( n \) shows the decay rate of the RKKY interaction. In Fig. 8 and BII we have reported the fitted plots and parameters, respectively.
FIG. 8. Calculated ($J_{\text{calc}}$) and fitted ($J_{\text{fit}}$) exchange interactions as a function of M-M separation distance ($r$) along the $x$, $y$, and two main diameters ($d_1$, $d_2$) directions. $a$ is the lattice constant along the $x$ direction: (a, b) MnN$_4$-G (R1), (c, d) MnN$_4$-G (R3), (e, f) FeN$_4$-G (R1), (g, h) FeN$_4$-G (R3), (i, j) CoN$_4$-G (R1), and (k, l) CoN$_4$-G (R3) layers. The oscillations are dependent on the distance ($r$) and angle (with $x$-axis, $\theta$) that here only dependency on $r$ have shown.
The magnitude of the Fermi wave vector obtained by fitting is almost in agreement with our data (see Table BIII). In addition, the density plots of the calculated and fitted exchange interactions for Mn4-G (R1, R3) versus $r/a$ in different directions (Fig. 9) show both the fitting goodness and the compatibility of the calculated and fitted data.

**FIG. 9.** The density plots of the calculated ($J_{\text{cal}}^r$) and the fitted ($J_{\text{fit}}^r$) exchange interactions for (a, b) MnN4-G (R1, R3), (c, d) FeN4-G (R1, R3), and (e, f) CoN4-G (R1, R3) layers. Here $\theta$ is the angle of $r$ with $x$-axis.

**IV. CONCLUSIONS**

In summary, having deep insight on the exchange mechanisms is essential for tuning the exchange interactions to suit the need of practical magnetic storage and spintronic devices. One of the main problems in this area is to understand how the chemical environments influence the exchange interactions. To this end, we have adopted the experimentally accessible Mn4-G layers with different sizes. Based on the dependence of the exchange interactions on the M-M separation distance, we have categorized the studied surfaces into two groups. The first group includes MnN4-G (R1, R3), FeN4-G (R1, R3), and CoN4-G (R1, R3) layers that the exchange interaction is of RKKY type, with unusual slow decay rate in the form of $1/r_{0.5-2}$ which is an indication of the long-range interaction. The second group include the MnN4-G (R2), FeN4-G (R2), CoN4-G (R2), and CuN4-G (R1, R2, R3) layers, in which superexchange is the main mechanism responsible for the short-range exchange interactions.
interaction. CuN$_4$-G is an exceptional case because all the related R1, R2, and R3 layers have exchange interaction in the $x$ direction and we can consider them as quasi-one-dimensional magnetic layers. The one-dimensional spin-$1/2$ chains, like CuN$_4$-G (R1, R2, R3), can be a representative of the Tomonaga–Luttinger liquid.
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In this appendix we report the obtained results for spin-polarized projected density of states (PDOS) (Fig. AI), energy level splitting of the $d$-orbitals (Fig. AII), spin density distribution (Fig. AIII), charge density distribution (Fig. IV), integrated density of states for $d$-states (Fig. V),

**APPENDIX A: DETAILS OF ELECTRONIC STRUCTURES**

![Spin-polarized PDOS for various layers](image)

**FIG. AI.** Spin-polarized PDOS for (a) MnN$_4$-G (R1), (b) MnN$_4$-G (R2), (c) MnN$_4$-G (R3), (d) FeN$_4$-G (R1), (e) FeN$_4$-G (R2), (f) FeN$_4$-G (R3), (g) CoN$_4$-G (R1), (h) CoN$_4$-G (R2), (i) CoN$_4$-G (R3), (j) CuN$_4$-G (R1), (k) CuN$_4$-G (R2), and (l) CuN$_4$-G (R3) layers. The inset is a zoom of PDOS at low energy. The Fermi level is set to zero.
FIG. AIII. Energy level splitting of the $d$-orbitals of M atoms for (a) MnN$_4$-G (R1, R2, R3), (b) FeN$_4$-G (R1, R2, R3), (c) CoN$_4$-G (R1, R2, R3), and (d) CuN$_4$-G (R1, R2, R3) layers. Red and blue colors represent the majority- and minority-spin energy levels, respectively.

FIG. AIII. Spin density distribution (in the $xy$ plane) for (a) MnN$_4$-G (R1), (b) MnN$_4$-G (R2), (c) MnN$_4$-G (R3), (d) FeN$_4$-G (R1), (e) FeN$_4$-G (R2), (f) FeN$_4$-G (R3), (g) CoN$_4$-G (R1), (h) CoN$_4$-G (R2), (i) CoN$_4$-G (R3), (j) CuN$_4$-G (R1), (k) CuN$_4$-G (R2), and (l) CuN$_4$-G (R3) layers. The isosurface of spin density is set to 0.008 $e$/Å$^3$. Yellow and cyan colors indicate the majority- and minority-spin densities.
FIG. AIV. Charge density distribution (in the $xy$ plane) near the Fermi level for (a) MnN$_4$-G (R1), (b) MnN$_4$-G (R2), (c) MnN$_4$-G (R3), (d) FeN$_4$-G (R1), (e) FeN$_4$-G (R2), (f) FeN$_4$-G (R3), (g) CoN$_4$-G (R1), (h) CoN$_4$-G (R2), (i) CoN$_4$-G (R3), (j) CuN$_4$-G (R1), (k) CuN$_4$-G (R2), and (l) CuN$_4$-G (R3) layers. The isosurface of charge density is set to 0.0007 e/$\text{Å}^3$. 
FIG. AV. Integrated $d$-states (sum of majority- and minority-spin $d$-states) versus $E-E_F$ in different energy levels for (a) MnN$_4$-G (R2), (b) FeN$_4$-G (R2), (c) CoN$_4$-G (R2), (d) CuN$_4$-G (R1), (e) CuN$_4$-G (R2), (f) CuN$_4$-G (R3). In (g) we plotted the integrated $d_{yz}$ states of MnN$_4$-G (R2) with Mn, Fe, Co layers and $d_{xy}$ states of CuN$_4$-G (R2) in different energy intervals.
APPENDIX B: DETAILS OF EXCHANGE INTERACTION

In this appendix, we have reported comparison of the orbital contribution to exchange interaction $J_1$ (Fig. BI). In addition, fitting parameters for $J_r$ in Eq. 5, Fermi wave vector and its components are summarized in Tables BII and B III, respectively.

**FIG. BI.** $J_1$ matrix elements of (a) FeN$_4$-G (R1), (b) FeN$_4$-G (R2), (c) FeN$_4$-G (R3), (d) CoN$_4$-G (R1), (e) CoN$_4$-G (R2), (f) CoN$_4$-G (R3), (g) CuN$_4$-G (R1), (h) CuN$_4$-G (R2), and (i) CuN$_4$-G (R3) layers.
Table BII. Fitting parameters of $J_\alpha$ in Eq. 5, for MN$_4$-G (R1, R3) layers, where $k_F$ is Fermi wave vector. $k_F^x$ and $k_F^y$ are the component of the Fermi wave vector; $J_\alpha$ is a constant, and $n$ is decay rate of the RKKY interaction.

| Layer          | Direction | $J_\alpha$(meV) | $k_F^x$(Å$^{-1}$) | $k_F^y$(Å$^{-1}$) | $k_F$(Å$^{-1}$) | $n$  |
|----------------|-----------|-----------------|-------------------|-------------------|-----------------|------|
| MnN$_4$-G (R1) | x         | -1.609          | 0.051             | ------            | ------          | 1.06 |
|                | y         | 2.070           | ------            | 0.070             | ------          | 1.36 |
|                | d1        | 0.837           | ------            | ------            | 0.087           | 1.20 |
|                | d2        | 1.306           | ------            | ------            | 0.087           | 1.85 |
| MnN$_4$-G (R3) | x         | -75.610         | 0.123             | ------            | ------          | 2.00 |
|                | y         | 41.040          | ------            | 0.125             | ------          | 1.63 |
| FeN$_4$-G (R1) | x         | 70.00           | 0.172             | ------            | ------          | 1.97 |
|                | y         | -0.236          | ------            | 0.040             | ------          | 1.37 |
|                | d1        | 0.315           | ------            | ------            | 0.177           | 1.96 |
|                | d2        | -0.906          | ------            | ------            | 0.177           | 1.99 |
| FeN$_4$-G (R3) | x         | -0.164          | 0.125             | ------            | ------          | 1.23 |
|                | y         | -0.029          | ------            | 0.022             | ------          | 0.46 |
|                | d1        | -0.143          | ------            | ------            | 0.127           | 1.84 |
|                | d2        | -1.300          | ------            | ------            | 0.127           | 1.99 |
| CoN$_4$-G (R1) | x         | 1.859           | 0.135             | ------            | ------          | 0.91 |
|                | y         | 0.772           | ------            | 0.179             | ------          | 1.50 |
| CoN$_4$-G (R3) | x         | -0.004          | 0.129             | ------            | ------          | 1.38 |
|                | y         | -0.0004         | ------            | 0.029             | ------          | 1.62 |

Table BIII. Calculated and fitted Fermi wave vectors for MN$_4$-G (R1, R3) layers.

| Layer          | $k_F^\text{cal}$(Å$^{-1}$) | $k_F^\text{fit}$(Å$^{-1}$) |
|----------------|---------------------------|---------------------------|
| MnN$_4$-G (R1) | 0.089                     | 0.087                     |
| MnN$_4$-G (R3) | 0.125                     | 0.175                     |
| FeN$_4$-G (R1) | 0.198                     | 0.177                     |
| FeN$_4$-G (R3) | 0.120                     | 0.127                     |
| CoN$_4$-G (R1) | 0.135                     | 0.179                     |
| CoN$_4$-G (R3) | 0.105                     | 0.132                     |
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