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1. Introduction

We consider the linear regression model

\[ y = X\beta^* + \varepsilon, \quad (1.1) \]

where \( X = (x_1, \ldots, x_p) \in \mathbb{R}^{n \times p} \) is a design matrix, \( y \in \mathbb{R}^n \) is a response vector, \( \varepsilon \sim N_n(0, \sigma^2 I_n) \) with an unknown noise level \( \sigma \), and \( \beta^* = (\beta_1^*, \ldots, \beta_p^*)^T \in \mathbb{R}^p \) is the vector of unknown true regression coefficients. We are interested in making statistical inference about a group of coefficients \( \beta^*_G = (\beta_j^*, j \in G)^T \). For small
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the $F$-distribution, which is approximately chi-squared with proper normalization, provides classical confidence regions for $\beta^*_G$ and p-values for testing $\beta^*_G$. We want to construct approximate versions of such procedures for potentially very large groups in high-dimensional models where $p$ is large, possibly much larger than $n$.

The study of asymptotic inference for parameter estimates in high dimensional regression has experienced a flurry of research activities in recent years. Many attempts have been made to assess the model selected by high dimensional regularizers; for example, some early work was done in Knight and Fu (2000), sample splitting was considered in Wasserman and Roeder (2009) and Meinshausen, Meier and Bühlmann (2009), and subsampling was considered in Meinshausen and Bühlmann (2010) and Shah and Samworth (2013). See Bühlmann and van de Geer (2011) for more detailed account of some of these methods. Leeb and Potscher (2006) proved that the sampling distribution of statistics based on selected models is not estimable. Berk, Brown and Zhao (2010) proposed conservative approaches. Alternative approaches were proposed in Lockhart et al. (2014) and Meinshausen (2014).

Recent works in Zhang and Zhang (2014), van de Geer et al. (2014) and Javanmard and Montanari (2014a) among others are more relevant to the line of research we have adopted in the current work, which we describe in some detail. For the effect of a preconceived variable, Zhang and Zhang (2014) pointed out the feasibility of regular statistical inference at the parametric $n^{-1/2}$ rate by correcting the bias of a regularized estimator of the entire coefficient vector, such as the Lasso, and proposed a low-dimensional projection estimator (LDPE) to carry out the task. The basic idea is to project the residual of the regularized estimator to the direction of a certain score vector which is approximately orthogonal to all variables other than the preconceived one. Such bias correction, which has been called de-biasing, is parallel to correcting the bias of nonparametric estimators in semiparametric inference (Bickel et al., 1993). In a general setting, Zhang (2011) developed an alternative formulation of the LDPE and provided formulas for the direction of the least favorable submodel and the Fisher information bound for the asymptotic variance. In linear regression, the least favorable submodel more explicitly connects the Lasso estimator of the score vector to column-by-column estimation of the precision matrix for random designs (Cai, Liu and Luo, 2011; Sun and Zhang, 2013). Bühlmann (2013) developed and studied methods to correct the bias of ridge regression. Belloni, Chernozhukov and Hansen (2014) considered estimation of treatment effects with a large number of controls. van de Geer et al. (2014) proved that the LDPE attains the Fisher information bound under a sparsity condition on the precision matrix and made a connection between the Lasso estimation of the score vector and the inversion of the Karush-Kuhn-Tucker (KKT) conditions through the precision matrix. Moreover, van de Geer et al. (2014) extended their results to generalized linear models (GLMs) with an innovative way of analyzing such models. Javanmard and Montanari (2014a) proved that when a quadratic programming method of Zhang and Zhang (2014) is used to estimate the score vector, the LDPE attains the Fisher information bound for Gaussian designs.
without requiring sparsity condition on the precision matrix; see Subsection 2.2 for further discussion.

In a separate work, Javanmard and Montanari (2014b) considered inference with lower sample size requirements when the design is known to be standard Gaussian. Sun and Zhang (2012a), Ren et al. (2013) and Jankova and van de Geer (2014) considered extensions to graphical models and precision matrix estimation.

It is possible to directly extend the above described de-biasing method to the case of grouped variables. In fact, the LDPE provides

$$\sqrt{n}(\hat{\beta}_G - \beta^*_G) = N_{|G|}(0, \sigma^2 V_{G,G}) + \text{Rem}_G$$

(1.2)

along with a known covariance structure $V_{G,G}$ and a remainder term that satisfies $\|\text{Rem}_G\|_\infty \lesssim \|\beta^*\|_0 (\log p) / \sqrt{n}$ (Zhang and Zhang, 2014). However, this does not directly provide a sharp error bound for the $\ell_2$- or equivalently chi-squared-based group inference for large groups. As $\text{Var}(\chi_{|G|}) \approx 1/2$, the trivial bound $\|\text{Rem}_G\|_2 \lesssim |G|^{1/2} \|\beta^*\|_0 (\log p) / \sqrt{n} = o(1)$ for group inference leads to an extra factor $|G|$ in the sample size requirement. Thus, the group inference problem is unsolved when one is unwilling to impose such a strong condition on $n$. Our goal is to construct $\hat{\beta}_G$ satisfying $\|\text{Rem}_G\|_2 = o(1)$ in an expansion of the form (1.2) with potentially very large $|G|$. The impact of such a result is certainly beyond the specific problem under consideration.

Our approach is based on the natural idea that group sparsity can be exploited in statistical inference of variable groups. To this end, we propose to use a linear estimator to correct the bias of a scaled group Lasso estimator. This combines and extends the ideas of the group Lasso (Yuan and Lin, 2006) and bias correction (Zhang and Zhang, 2014), and will be shown to capture the benefit of group sparsity in both high-dimensional estimation as in Huang and Zhang (2010) and in bias correction. We note that the type of statistical inference under consideration here is regular in the sense that it does not require model selection consistency, and that it attains asymptotic efficiency in the sense of Fisher information without being super-efficient. A characterization of such inference is that it does not require a uniform signal strength condition on informative features, e.g. a lower bound on the non-zero $|\beta_j|$ above an inflated noise level due to model uncertainty, known as the “beta-min” condition.

Since our proposed method relies upon a group regularized initial estimator, in the following we provide a brief discussion of the literature on the topic. The group Lasso (Yuan and Lin, 2006) can be defined as

$$\hat{\beta}(\omega) = \arg\min_{\beta} \mathcal{L}_\omega(\beta), \quad \mathcal{L}_\omega(\beta) = \frac{\|y - X\beta\|^2}{2n} + \sum_{j=1}^M \omega_j \|\beta_{G_j}\|^2,$$  

(1.3)

where $\{G_j, 1 \leq j \leq M\}$ forms a partition of the index set $\{1, \ldots, p\}$ of variables. It is worthwhile to note that when the group effects are being regularized, the choice of the basis $X_{G_j} = (x_k, k \in G_j)$ within the group may not play a prominent role, so that the design is often “pre-normalized” to satisfy $X_{G_j}^T X_{G_j} / n = I_{G_j \times G_j}$ as in Yuan and Lin (2006). The group Lasso and its vari-
ants have been studied in Bach (2008), Koltchinskii and Yuan (2008), Obozinski, Wainwright and Jordan (2008), Nardi and Rinaldo (2008), Liu and Zhang (2009), Huang and Zhang (2010), and Lounici et al. (2011) among many others. Huang and Zhang (2010) characterized the benefit of group Lasso in $\ell_2$ estimation, versus the Lasso (Tibshirani, 1996), under the assumption of strong group sparsity; see (2.1) in Section 2. Huang et al. (2009) and Breheny and Huang (2011) developed methodologies for concave group and bi-level regularization. We refer to Huang, Breheny and Ma (2012) for further discussion and additional references.

Estimation of the scale parameter, or the noise level $\sigma$, is also an important aspect of high dimensional regularized regression. Due to scale invariance, it is natural to let the groupwise weights in (1.3) be proportional to the scale parameter $\sigma$. Thus, a consistent estimate of $\sigma$ also becomes necessary for truly adaptive estimation of the parameters. For the Lasso problem, Antoniadis (2010) and Sun and Zhang (2010, 2012b) proposed a scaled Lasso that estimates both the scale parameter $\sigma$ and coefficient vector $\beta^*$, which is closely related to the earlier proposals of Zhang (2010) and Städler, Bühlmann and Geer (2010). It turns out that this scaled Lasso and the square-root Lasso (Belloni, Chernozhukov and Wang, 2011) yield the same estimator of $\beta$ although the estimation of $\sigma$ is not considered in Belloni, Chernozhukov and Wang (2011). For group regularization, Bunea, Lederer and She (2014) proposed a square-root group Lasso for adaptive estimation of the coefficient vector $\beta$. In this paper, we study a scaled group Lasso for simultaneous estimation of both $\beta$ and $\sigma$ with a different weighted $\ell_{2,1}$ penalty and prove the benefit of grouping in the estimation of the scale parameter in terms of convergence rates.

This paper is organized as follows. In Section 2, we describe a general procedure for statistical inference of groups of variables and provide theoretical guarantees for our results. In Section 3, we study the scaled group Lasso needed for the construction of estimators in Section 2. In Section 4, we present some simulation results to demonstrate the feasibility and performance of the proposed methods. In Section 5 we provide a brief summary of our results and discuss future directions of research. Proofs of some technical results are relegated to the Appendix.

We use the following notation throughout the paper. For vectors $u \in \mathbb{R}^d$, the $\ell_p$ norm is denoted by $\|u\|_p = (\sum_{k=1}^d |u_k|^p)^{1/p}$, with $\|u\|_\infty = \max_{1 \leq k \leq d} |u_k|$ and $\|u\|_0 = \# \{ j : u_j \neq 0 \}$. For matrices $A$, the Moore-Penrose pseudo inverse is denoted by $A^\dagger$, the spectrum norm is denoted by $\|A\|_S = \max_{\|\nu\|_2=1} \|u^T A \nu\|_2$, the Frobenius norm by $\|A\|_F = (\text{trace}(A^T A))^{1/2}$, and the nuclear norm by $\|A\|_N = \max_{\|B\|_S=1} \text{trace}(B^T A)$. Given $A \subset \{1, \cdots, p\}$, for any vector $u \in \mathbb{R}^p$, $u_A \in \mathbb{R}^{|A|}$ denotes a vector with corresponding components from $u$, $X_A \in \mathbb{R}^{n \times |A|}$ denotes the sub-matrix of $X$ with corresponding columns as indicated by the set $A$, $X_{-A}$ denotes the sub-matrix of $X$ with column indices belonging to the complement of $A$, $\mathcal{R}(X_A)$ denotes the column space spanned by columns of $X_A$, $Q_A = X_A (X_A^T X_A)^{\dagger} X_A^T$ denotes the orthogonal projection to $\mathcal{R}(X_A)$, and $Q_A^\perp = I_{p \times p} - Q_A$. Additionally, $\mathbb{E}$ and $\mathbb{P}$ denote respectively the expectation and probability measure.
2. Group inference

We present our results in seven subsections. Subsection 2.1 describes the group structure of the regression problem in detail and the notion of strong group sparsity. Subsection 2.2 provides a brief account of the bias correction procedure for statistical inference of a single variable. Subsection 2.3 proposes an extension of the bias correction idea to group inference. Subsection 2.4 justifies the proposed group inference methodology in an ideal setting and states a working assumption for more general settings. Subsection 2.5 provides optimization methods for construction of group inference procedures under the working assumption. Subsection 2.6 provides sufficient conditions for the feasibility of the optimization scheme considered in Subsection 2.5. Subsection 2.7 discusses convexations of the optimization problem and summarizes the overall scheme.

2.1. Group structure and strong group sparsity

We assume an inherent and pre-specified non overlapping group structure of the feature set. Put precisely, assume that \( \{1, \ldots, p\} = \bigcup_{j=1}^{M} G_j \) such that \( G_j \cap G_k = \emptyset \). Define \( d_j = |G_j| \) for all \( j \) so that \( \sum_{j=1}^{M} d_j = p \). For any index set \( T \subset \{1, \ldots, M\} \), we define \( G_T = \bigcup_{j \in T} G_j \). In the following, we allow the quantities \( n, p, M, d_j \)'s etc. to all grow to infinity.

In light of this group structure, further results on consistency of group regularized estimators of \( \beta^* \) will be based on a weighted mixed \( \ell_2, 1 \) norm, defined as \( \sum_{j=1}^{M} \omega_j \|u_{G_j}\|_2 \) for \( u = (u_{G_j}; 1 \leq j \leq M) \in \mathbb{R}^p \) with \( u_{G_j} \in \mathbb{R}^{|G_j|} \), where \( \omega = (\omega_1, \ldots, \omega_M) \in \mathbb{R}^M \) with \( \omega_j > 0 \) for all \( j \). This norm will be used both as penalty and as a key loss function. Weighted mixture norm of this type provides suitable description of the complexity of the unknown \( \beta \) when the following strong group sparsity condition of Huang and Zhang (2010) holds.

**Strong group sparsity:** With the given group structure \( \{G_j, j=1, \ldots, M\} \) as a partition of \( \{1, \ldots, p\} \), there exists a group-index set, \( S^* \subset \{1, \ldots, M\} \), such that

\[
|S^*| \leq g, \quad |G_{S^*}| \leq s, \quad \text{supp}(\beta^*) \subset G_{S^*} = \bigcup_{j \in S^*} G_j. \quad (2.1)
\]

In this case, we say that the true coefficient vector \( \beta^* \) is \((g, s)\) strongly group sparse with group support \( S^* \).

Our aim is to make chi-squared-type statistical inference about the effect of a group \( G \) of variables, including confidence regions and \( p \)-values for \( X_G \beta^*_G \) and \( \beta^*_G \). As will be clear from our analysis, the methodologies proposed in this paper will allow the size of the group \( G \) to grow unboundedly up to \( |G| = o(n) \). Moreover, the group \( G \) of interest does not have to be congruent with the group structure \( \{G_j, j=1, \ldots, M\} \). In fact, each of the \( |G| \) variables in \( G \) could belong to any of the \( M \) different pre-specified groups of variables so that

\[
X_G \beta^*_G = \sum_{k:G_k \cap G \neq \emptyset} X_{G_k \cap G} \beta^*_G. 
\]
Thus we can rewrite the regression problem (1.1) as

\[ y = X_G\beta_G^* + \sum_{G_k \subseteq G \neq \emptyset} X_{G_k \setminus G}\beta_{G_k \setminus G} + \varepsilon = \mu_G^* + \sum_{G_k \subseteq G \neq \emptyset} \mu_{G_k}^* + \varepsilon, \tag{2.2} \]

where for any \( A \subset \{1, \ldots, p\} \), \( \mu_A^* = X_A\beta_A^* \). In the simplest case, when the variable group of interest \( G \) matches the group structure in the sense that,

\[ X_G\beta_G^* = \sum_{G_k \cap G = \emptyset} X_{G_k}\beta_{G_k}^* , \tag{2.3} \]

(e.g. \( G = G_{j_0} \) for some \( 1 \leq j_0 \leq M \)), (2.2) could be simplified as,

\[ y = X_G\beta_G^* + \sum_{G_k \cap G = \emptyset} X_{G_k}\beta_{G_k}^* + \varepsilon = \mu_G^* + \sum_{G_k \cap G = \emptyset} \mu_{G_k}^* + \varepsilon. \]

### 2.2. Bias correction for a single coefficient

In high-dimensional regression, regularized estimators have been extensively studied and proven to be consistent for the estimation of the entire mean vector \( X\beta \) and coefficient vector \( \beta \) under various loss functions. However, since such estimators are typically nonlinear and biased, their sampling distribution is typically intractable. Zhang and Zhang (2014) proposed to correct the bias of a regularized estimator \( \hat{\beta}^{(\text{init})} \) with an LDPE of the following form:

\[ \hat{\beta}_j = \hat{\beta}_j^{(\text{init})} + z_j^T(y - X\hat{\beta}^{(\text{init})})/z_j^Tx_j, \tag{2.4} \]

where \( z_j \) is a certain score vector depending on \( X \) only. Here we provide a brief review of some ideas involved in this methodology to prepare their extension to group inference.

The basic idea of the LDPE can be briefly explained as follows. In the low-dimensional regime where \( \text{rank}(X) = p \leq n \), we may pick \( z_j = x_j^\perp \) as the projection of \( x_j \) to the orthogonal complement of the column space of \( X_{-j} = (x_k, k \neq j) \), i.e. \( z_j^T X_{-j} = 0 \) and \( z_j^T x_j = \|x_j^\perp\|_2^2 > 0 \). For this choice \( z_j = x_j^\perp \), the \( \hat{\beta}_j \) in (2.4) is identical to the least squares estimator \( (x_j^\perp)^T y/(x_j^\perp)^T x_j \), and thus is unbiased regardless of the choice of the initial estimator. In the high dimensional case where \( p > n \), \( x_j^\perp \) is no longer a valid choice of \( z_j \) as the condition \( z_j^T X_{-j} = 0 \) forces \( z_j = 0 \) when \( X \) is in general position. When \( z_j^T X_{-j} \neq 0 \), the linear estimator \( \hat{\beta}_j^{(\text{lin})} = z_j^T y/z_j^T x_j \) has unbounded bias for the estimation of \( \beta_j \) even if we assume the sparsity condition \( \|\beta\|_0 = 1 \). However, the linear estimator is used in (2.4) to project the residual \( y - X\hat{\beta}^{(\text{init})} \) to the direction of \( z_j \) for the purpose of bias correction, and the full strength of the unbiasedness property \( z_j^T X_{-j} = 0 \) is not necessary to reduce the bias of \( \hat{\beta}^{(\text{init})} \) to an acceptable level.
The performance of a score vector $z_j$ can be measured by a bias factor $\eta_j$ and a noise factor $\tau_j$ defined as follows,

$$\eta_j = \|z_j^T X_{-j}\|_\infty / \|z_j\|_2, \quad \tau_j = \|z_j\|_2 / |z_j^T x_j|.$$  

This can be seen from the following error decomposition for the LDPE in (2.4),

$$\hat{\beta}_j - \beta_j = z_j^T \varepsilon / z_j^T x_j + \tau_j \text{Rem}_j,$$

in which $z_j^T \varepsilon / z_j^T x_j \sim N(0, \tau_j^2 \sigma^2)$ and an $\ell_\infty-\ell_1$ split leads to

$$|\text{Rem}_j| = \|z_j^T X_{-j}(\hat{\beta}^{(\text{init})} - \beta^*)_{-j}\|_2 / \|z_j\|_2 \leq \eta_j \|\hat{\beta}^{(\text{init})} - \beta^*\|_1.$$  

Thus, when $|\text{Rem}_j| = \alpha_p(1)$, statistical inference for $\beta_j$ can be carried out with a consistent estimate of $\sigma$. For example, when $\eta_j \lesssim \sqrt{\log p}$ and $\|\hat{\beta}^{(\text{init})} - \beta^*\|_1 \lesssim \|\beta^*\|_0 \sqrt{\log p}/n$,

$$n \gg (\|\beta\|_0 \log p)^2 \Rightarrow (\hat{\beta}_j - \beta^*_j) / (\hat{\sigma} \tau_j) \approx (\hat{\beta}_j - \beta^*_j) / (\sigma \tau_j) \approx N(0, 1)$$

It is worthwhile to mention here that $\tau_j$ and $\eta_j$ are both explicitly available given $z_j$, so that the validity of the above scheme requires no stronger assumptions than an $\ell_1$ error bound for the estimation of $\beta$ and a consistent estimate of $\sigma$. A scaled Lasso estimator can be used as $\{\hat{\beta}^{(\text{init})}, \hat{\sigma}\}$, which satisfies

$$\left|\frac{\hat{\sigma}}{\sigma^*} - 1\right| + \left(\frac{\log p}{n}\right)^{1/2}\|\hat{\beta}^{(\text{init})} - \beta^*\|_1 = O_p \left(\frac{\|\beta^*\|_0 \log p}{n}\right),$$

with $\sigma^* = \|y - X \beta^*\|_2 / \sqrt{n}$ and $s = \|\beta^*\|_0$ (Sun and Zhang, 2012b), provided an $\ell_1$ restricted eigenvalue or compatibility condition on the design (Bickel, Ritov and Tsybakov, 2009; van de Geer and Bühlmann, 2009). Thus, the remaining issue is to find a score vector $z_j$ with sufficiently small a bias factor $\eta_j$ and a noise factor $\tau_j$.

For random designs with a Gram matrix $\Sigma = E(X^T X/n)$ that is invertible, Zhang (2011) provided the direction of the least favorable submodel $\beta = \beta_j u$ as

$$u_j^o = \Sigma^{-1} e_j / (\Sigma^{-1})_{j,j} = \arg \min_u \{u^T \Sigma u : e_j^T u = 1\},$$

with $e_j$ being the $j$-th canonical unit vector, and defined an ideal, efficient $z_j$ as

$$z_j^o = X u_j^o.$$  

As the $j$-th element of $u_j^o$ equals 1, this can be written as a linear regression model

$$x_j = X_{-j} \gamma_{-j} + z_j^o$$

with $\gamma_{-j} = (\gamma_{1,j}, \ldots, \gamma_{j-1,j}, \gamma_{j+1,j}, \ldots, \gamma_{p,j})^T = (-u_j^o)_{-j} \in \mathbb{R}^{p-1}$. 
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Given a design matrix $X$, Zhang and Zhang (2014) proposed two choices of $z_j$ for the LDPE in (2.4). The first proposal of $z_j$ takes a point in the Lasso path in the linear regression of $x_j$ against $X_{-j}$:

$$
  z_j = x_j - X_{-j} \hat{\gamma}_{-j}, \quad \hat{\gamma}_{-j} = \arg \min_b \left\{ \|x_j - X_{-j}b\|_2^2/2n + \lambda_j \|b\|_1 \right\}.
$$

(2.9)

For $p \leq n$, we may take $\lambda_j = 0$, so that $z_j = x_j^\dagger$ and the $\hat{\beta}_j$ in (2.4) is the least squares estimator of $\beta_j$. For $p > n$, (2.9) provides a relaxed projection of $x_j$ via the Lasso, and the KKT conditions for $z_j$ automatically provides

$$
  \tau_j \leq 1/\|z_j\|_2, \quad \eta_j = \|z_j^T X_{-j}\|_\infty/\|z_j\|_2 = n\lambda_j/\|z_j\|_2,
$$

which implies $\eta_j = \sqrt{2\log p}$ with a scaled $\lambda_j$ satisfying $\lambda_j = \sqrt{\|z_j\|_2^2(2\log p)/n^2}$.

The second proposal of $z_j$, closely related to the first one in (2.9) and given in the discussion section of Zhang and Zhang (2014), was a constrained variance minimization scheme

$$
  z_j = \arg \min \left\{ \|z\|_2 : |z^T x_j/n| = 1, \|z^T X_{-j}/n\|_\infty \leq \lambda_j' \right\}.
$$

(2.10)

This quadratic program, which provides $\tau_j = \|z_j\|_2/n$, can be understood as

$$
  \text{minimize } \tau_j^2 \text{ subject to } \eta_j \leq \lambda_j'/\tau_j \approx \sqrt{2\log p}.
$$

A variant of the optimization in (2.10), studied in Javanmard and Montanari (2014a) is

$$
  \tilde{z}_j = X\tilde{m}, \quad \tilde{m} = \arg \min \left\{ m^T \hat{\Sigma} m : \|\hat{\Sigma} m - e_j\|_\infty \leq \lambda_j'' \right\}.
$$

(2.11)

Since $\tilde{z}_j^T x_j/n = 1 - \lambda_j''$ and (2.10) is neutral in the sign of $z$, (2.11) and (2.10) are equivalent with $\tilde{z}_j/(1 - \lambda_j'') = z_j$ when $\lambda_j = \lambda_j''/(1 - \lambda_j'')$ and $z_j$ is the solution with $z_j^T x_j = n$.

### 2.3. Bias correction for a group of variables

In this subsection we propose a multivariate extension of the methodologies described in Subsection 2.2.

The algebraic extension of (2.4) to the grouped variable scenario is straightforward. For the estimation of $\beta_G^*$, a formal vectorization of the estimator is

$$
  \tilde{\beta}_G = \tilde{\beta}_G^{(\text{init})} + (Z_G^T X_G)^\dagger Z_G^T (y - X\tilde{\beta}^{(\text{init})}),
$$

(2.12)

where $Z_G \in \mathbb{R}^{n \times [G]}$, depending on $X$ only, can be viewed as a “score matrix”. Recall that for any matrix $A$, $A^\dagger$ is its Moore-Penrose pseudo inverse. For the estimation of $\mu_G^* = X_G\beta_G^*$, a variation of (2.12) is

$$
  \tilde{\mu}_G = \tilde{\mu}_G^{(\text{init})} + (Z_G Q_G)^\dagger Z_G^T (y - X\beta^{(\text{init})}),
$$

(2.13)
where $\hat{\mu}_G^{(\text{init})} = X_G \hat{\beta}_G$ and $Q_G$ is the orthogonal projection to the column space $X_G$.

The extension of the error decomposition (2.5) to (2.12) and (2.13) is also algebraic but requires a mild condition due to the need to factorize out a multivariate version of the noise factor. We carry out this task in the following proposition.

**Proposition 1.** Let $Z_G \in \mathbb{R}^{n \times |G|}$, $Q_A$ and $P_{G,0}$ be the orthogonal projections to $\mathcal{R}(X_A)$ and $\mathcal{R}(Z_G)$ respectively, $P_G$ be the orthogonal projection to $\mathcal{R}(P_{G,0}Q_G)$, $\beta_G$ be as in (2.12), $\hat{\mu}_G = X_G \hat{\beta}_G$, $\hat{\beta}_A = X_A \beta_A$, $\mu_G^{(\text{init})} = X_A \beta_A^{(\text{init})}$, and

$$
\text{Rem}_G = \sum_{G_k \in G} P_G \left( \mu_G^{(\text{init})} - \mu_G^{*} \right) = \sum_{G_k \in G} \left( P_G Q_{G_k \setminus G} \right) \left( \mu_G^{(\text{init})} - \mu_G^{*} \right).
$$

(i) Suppose $\text{rank}(Z_G^T X_G) = |G|$. Then, $\text{rank}(P_G X_G) = |G|$, $P_G = P_{G,0}$, and

$$
\hat{\beta}_G = \beta_G^{(\text{init})} + (P_G X_G)^\dagger P_G \left( y - X_G \hat{\beta}_G^{(\text{init})} \right) = \beta_G^* + (P_G X_G)^\dagger (P_G \varepsilon - \text{Rem}_G).
$$

(ii) Suppose $\text{rank}(P_G) = \text{rank}(X_G)$. Then, (2.13) holds and

$$
\mu_G = \mu_G^{(\text{init})} + (P_G Q_G)^\dagger P_G \left( y - X_G \hat{\beta}_G^{(\text{init})} \right) = \mu_G^* + (P_G Q_G)^\dagger (P_G \varepsilon - \text{Rem}_G).
$$

Consequently,

$$(P_G Q_G)(\mu_G - \mu_G^*) = (P_G X_G)(\hat{\beta}_G - \beta_G^*) = P_G \varepsilon - \text{Rem}_G.

$$

In particular, when $\mu_G^* = 0$,

$$
P_G \varepsilon - \text{Rem}_G = P_G \hat{\mu}_G = P_G \left( y - \sum_{G_k \in G} \mu_G^{(\text{init})} \right).
$$

The first equations of (2.15) and (2.16) assert the scale invariance of the proposed estimator in the choice of $Z_G$ in the sense that it depends in $Z_G$ only through the projection $P_G$.

The condition $\text{rank}(P_G) = \text{rank}(X_G)$, slightly weaker than the condition $\text{rank}(Z_G^T X_G) = |G|$, requires $Z_G^T X_G$ to have the same kernel as $X_G$. If this condition fails to hold, there will be no bias correction in a certain direction $a = X_G b_G \neq 0$ in the sense that $a^T \hat{\mu}_G = a^T \hat{\mu}_G^{(\text{init})}$.

In Proposition 1, the matrices $(P_G X_G)^\dagger$ and $(P_G Q_G)^\dagger$ and can be viewed as multivariate noise factors respectively for statistical inference of $\beta_G^*$ and $\mu_G^*$, and the remainder term Rem$_G$ can be viewed as standardized bias.
For any estimator $\hat{\sigma}$ for the noise level and measurable function $h : R(P_G) \rightarrow \mathbb{R}$,
\[ h((P_G Q_G)(\hat{\mu}_G - \mu_G^*))/\hat{\sigma} = h((P_G X_G)(\hat{\beta}_G - \beta_G^*))/\hat{\sigma} \]  
(2.19)
is an approximate pivotal quantity with approximate distribution $h(P_G \varepsilon/\sigma)$ whenever
\[ \sup_{-\infty < t < \infty} |P \{ h((P_G \varepsilon - \text{Rem}_G)/\hat{\sigma}) \leq t \} - P \{ h(P_G \varepsilon/\sigma) \leq t \}| = o(1). \]  
(2.20)
From this point of view, the proposed method is generic. If a pivotal quantity $h(\cdot)$ suits the aim of a statistical experiment, statistical inference can be carried out if certain estimator $\{ \hat{\beta}^{(\text{init})}, \hat{\sigma} \}$ and score matrix $Z_G$ can be found to satisfy (2.20).

As we are interested in chi-squared type inference, the right choice of $h(\cdot)$ is $h(v) = \|v\|_2$. This choice yields elliptical confidence regions for $\beta_G^*$ and $\mu_G^*$ via (2.19). For testing the hypothesis $H_0 : \beta_G = 0$, (2.18) provides the test statistic
\[ T_G = \frac{1}{\sigma} \| P_G \left( y - \sum_{G_k \subseteq G} \hat{\mu}^{(\text{init})} G_k \right) \|_2 \]  
(2.21)
as an approximation of $\|P_G \varepsilon\|_2 / \sigma - \sqrt{k_G} \rightarrow N(0, 1/2)$
(2.22)
when $k_G \rightarrow \infty$. Thus, without further investigation of possible stochastic cancellation between $P_G \varepsilon$ and $\text{Rem}_G$, (2.20) for $h(v) = \|v\|_2$ and $k_G \geq 1$ amounts to
\[ \sqrt{k_G} |\hat{\sigma}/\sigma - 1| + \|\text{Rem}_G/\sigma\|_2 = o_P(1). \]  
(2.23)
As $\|P_G \varepsilon\|_2^2 / \sigma^2$ has the $\chi^2_{k_G}$ distribution, (2.23) implies
\[ \begin{cases} \sup_t P \{ \| (P_G X_G)(\hat{\beta}_G - \beta_G^*) \|_2^2 \leq \hat{\sigma} t \} - P \{ \chi^2_{k_G} \leq t \} \rightarrow 0, \\
\sup_t P \{ \| (P_G Q_G)(\hat{\mu}_G - \mu_G^*) \|_2^2 \leq \hat{\sigma} t \} - P \{ \chi^2_{k_G} \leq t \} \rightarrow 0, \\
\mu_G^* = 0 \Rightarrow \sup_t P \left\{ T_G^2 \leq t \right\} - P \left\{ \chi^2_{k_G} \leq t \right\} \rightarrow 0. \end{cases} \]  
(2.24)
When $k_G = \text{rank}(P_G) \rightarrow \infty$, we can apply central limit theorem (2.22) to approximate the $\chi^2_{k_G}$ distribution.

The problem, as before, is to choose $\{ \hat{\beta}^{(\text{init})}, \hat{\sigma} \}$ and $Z_G$ to guarantee (2.23) for the given $h(\cdot)$. For definiteness, we will pick in the sequel the following scaled version of the group Lasso estimator (1.3):
\[ \{ \hat{\beta}^{(\text{init})}, \hat{\sigma} \} = \arg \min_{\beta, \sigma} \left\{ \| y - X_\beta \|_2^2 + \frac{\sigma}{2} + \sum_{j=1}^M \omega_j \| \beta_{G_j} \|_2 \right\}. \]  
(2.25)
This estimator, which aims to take advantage of the group sparsity (2.1), will be considered carefully in Section 3, so that we can move on to the more pressing issue of finding a proper $X_G$. Still, we would like to mention that this choice of $\{\hat{\beta}^{(\text{init})}, \hat{\sigma}\}$ and $h(\cdot)$ will in no way confine the scope of the proposed method, as Proposition 1 and (2.20) are completely general.

2.4. An ideal solution and a working assumption

To study the feasibility of the approach outlined above in Subsection 2.3, we first consider, parallel to (2.8), an ideal $Z_G$ as the noise matrix in the following multivariate regression model,

$$\mathbf{X}_G = \mathbf{X}_G \mathbf{\Gamma}_{-G,G} + Z_G.$$  \hspace{1cm} (2.26)

This regression model is best explained in the context of random design where

$$\mathbf{\Gamma}_{-G,G} = \left\{ \mathbb{E}(\mathbf{X}_G^T \mathbf{X}_{-G}) \right\}^{-1} \mathbb{E}(\mathbf{X}_G^T \mathbf{X}_G).$$  \hspace{1cm} (2.27)

To this end, we consider in the following theorem random design matrices $\mathbf{X}$ having iid sub-Gaussian rows satisfying $\mathbb{E}\mathbf{X} = 0$, $\mathbb{E}(\mathbf{X}^T \mathbf{X}/n) = \Sigma$ with a positive-definite $\Sigma$, and

(Sub-Gaussianity) $\sup_{b \neq 0} \mathbb{E} \exp \left( \frac{(e^T \mathbf{X} b)^2}{v_0 b^T \Sigma b} + \frac{1}{v_0} \right) \leq 2$ \hspace{1cm} (2.28)

with a certain constant $v_0 > 1$, where $e_i \in \mathbb{R}^n$ is the $i^{th}$ canonical unit vector in $\mathbb{R}^n$.

**Theorem 1.** Let $0 < c_* \leq c^*$ and $1 < A_* < A^*$ be fixed constants and $\{\hat{\beta}^{(\text{init})}, \hat{\sigma}\}$ be a solution of (2.25) with $\omega_j/A^* \leq \|X_G/\sqrt{n}\|_{\omega_*,j} \leq \omega_j/A_*$, where $\omega_j = n^{-1/2}(\sqrt{|G_j|} + \sqrt{2\log M})$. Suppose $\mathbf{X}$ satisfies condition (2.28) with $c_* \leq \text{eigenvalues}(\Sigma) \leq c^*$. Let $Z_G$ be as in (2.26) with the $\Gamma_{-G,G}$ in (2.27) and $\hat{\beta}_G$ be as in (2.12) with $Z_G = Z_G$. Suppose $y - \mathbf{X}\beta^* \sim N_n(0, \sigma^2 I_n)$ and $\beta^*$ satisfies the $(g,s)$ strong group sparsity condition (2.1) with

$$\frac{\max_{j \leq M} |G_j|}{n} + \frac{|G|}{n} \rightarrow 0,$$

$$\frac{s + g \log M}{n^{1/2}} \left( \frac{|G|^{1/2}}{n^{1/2}} \frac{\max_{G_k \subseteq G} \omega_k}{\omega_{*,k}} \right) \rightarrow 0,$$

where $\omega_k = n^{-1/2}(\sqrt{|G|} + |G_k \setminus G| + \sqrt{\log M})$. Then, $\mathbb{P}\{\text{rank}(P_G) = |G|\} \rightarrow 1$, (2.24) holds, and

$$(P_G \mathbf{Q}_G)(\hat{\mu}_G - \mu_G)/\hat{\sigma} = (P_G \mathbf{X}_G)(\hat{\beta}_G - \beta^*_G)/\hat{\sigma} = N_n(0, P_G) + o_{p}(1).$$  \hspace{1cm} (2.30)

Theorem 1, whose proof is merged with that of Theorem 4 and provided in Subsection 2.6, asserts that with a combination of the $\{\hat{\beta}^{(\text{init})}, \hat{\sigma}\}$ in (2.25) and the ideal $Z_G = Z_G$ in (2.26), bias correction provides valid asymptotic
chi-squared-type statistical inference for the group effect $\mu_0^* \in \mathbb{R}^n$ and the coefficient group $\beta_G^* \in \mathbb{R}^{[G]}$. However, this theorem requires a sub-Gaussian design and the knowledge of $Z_G^*$.

To extend this approach to more general settings with unknown $Z_G^*$ or even deterministic $X$, we follow a strategy parallel to the one described in Subsection 2.2: We may directly approximate $Z_G^*$ via a regularized multivariate regression in (2.26) or mimic properties of $Z_G^*$ with a regularized optimization scheme. The question is to make a right choice of the regularization on $Z_G^*$ to match properties one can reasonably expect from $\{\hat{\beta}^{(init)}, \hat{\sigma}\}$. To this end, we extract, as the following working assumption, some properties of $\{\hat{\beta}^{(init)}, \hat{\sigma}\}$ which are proven and used in our analysis under the conditions of Theorem 1.

**Working assumption:** Suppose that we have estimators $\hat{\beta}^{(init)}$ and $\hat{\sigma}$ of a $(g, s)$ strong group sparse signal $\beta^*$ and scale parameter $\sigma$ respectively satisfying

$$
\left| \frac{\hat{\sigma}}{\sigma^*} - 1 \right| + \frac{1}{n^{1/2}} \sum_{j=1}^{M} \frac{\omega_{s,j}}{\sigma^*} \left\| X_{G_j} \hat{\beta}_{G_j}^{(init)} - X_{G_j} \beta^*_{G_j} \right\|_2 = O_P \left( \frac{s + g \log M}{n} \right),
$$

(2.31)

where $\omega_{s,j} = \sqrt{|G_j|^s/n + (2/n) \log M}$, $\sigma^* = \|X\beta^* - y\|_2/\sqrt{n}$ is an oracle estimate of the noise level $\sigma$, and $G_j, s$ and $g$ are as in (2.1).

The above working assumption still aims to take advantage of the group sparsity (2.1) as the mixed prediction error and the complexity measure $s + g \log M$ dictate. However, compared with the more specific (2.25), it provides a direction for regularizing a proper $Z_G$ for any estimator satisfying (2.31), possibly with deterministic designs.

Under the strong group sparsity (2.1), error bounds in the $\ell_2$ and mixed $\ell_{2,1}$ norms for group regularized methods have been established in the literature as we reviewed in the introduction. In Section 3, we contribute to this literature by obtaining $\ell_2$ as well as weighted mixed $\ell_2$ norm error bounds of the group Lasso and its scaled version (2.25). We will also provide a faster rate of convergence of the scale parameter $\sigma$ under strong group sparsity, which is crucial to our analysis. In particular, we will prove in Section 3 that the error bound for $\hat{\beta}^{(init)}$ in (2.31) is attainable under proper conditions on the design matrix if the group Lasso is used with a proper estimate of $\sigma$, and the error bounds for both $\hat{\beta}^{(init)}$ and $\hat{\sigma}$ in (2.31) are attainable if the scaled group Lasso is used; see Corollaries 1 and 2 and Theorem 7.

It is worthwhile to point out that the working assumption exhibits the benefit of strong group sparsity, compared with a reasonable working assumption based on the $\ell_0$ sparsity condition $\|\beta^*\|_0 \leq s$ as given in (2.7). In general, the error bounds in (2.31) and those in (2.7) do not strictly dominate each other. However, if in both the scenarios, $s$ is of similar order and $g \ll s$, then (2.31) dominates the rates necessary for univariate inference as given in (2.7).
An alternative possibility is to use an $\ell_1$ regularized estimate of $\mathbf{\Gamma}_{-G,j}$ in the univariate regression of $x_j$ against $\mathbf{X}_{-G}$ for all individual $j \in G$. This has been considered in van de Geer (2014). However, the advantage of such a scheme is unclear compared with directly using $(\hat{\beta}_j, j \in G)^T$ with the $\hat{\beta}_j$ in (2.4). It is worthwhile to mention that the central limit theorem for (2.4) came with large deviation bounds to justify Bonferroni adjustments (Zhang and Zhang, 2014), so that (2.4) and its variations can be used to test $H_0 : \beta^*_G = 0$ versus an alternative hypothesis on $\|\beta^*_G\|_\infty$, especially when an $\ell_1$ regularized $\hat{\beta}^{(\text{init})}$ is used as in van de Geer et al. (2014). However, we are interested in extensions of traditional $F$- or chi-squared tests for $\ell_2$ alternatives and taking advantage of the group sparsity of $\beta^*$. Such methods require control of $\ell_2$ and groupwise weighted $\ell_2$ error and accordingly, a proper choice $Z_G$ to match the working assumption.

2.5. An optimization strategy

In this subsection we propose a multivariate extension of the optimization strategy (2.10) to match an initial estimator satisfying the working assumption (2.31) in the bias correction scheme (2.12).

It follows from Proposition 1 that the estimator (2.12) depends on the resulting $Z_G$ only through the orthogonal projection $P_G$ to the range of $Z_G$ under a necessary assumption for the bias correction scheme to work, as we commented below Proposition 1. Moreover, it follows from (2.14) and (2.17) that the desired $P_G$, which depends on $\mathbf{X}$ only, must be close to $Q_G$ and approximately orthogonal to $Q_G \setminus G_k$ for all $k$ with $G_k \not\subseteq G$.

Let $Q$ be the projection to $\mathcal{R}(\mathbf{X})$. In the low-dimensional case of $\text{rank}(\mathbf{X}) = p < n$, we may set $P_G = Q \prod_{G_k \not\subseteq G} Q_{G_k \setminus G}$, so that (2.12) is the least squares estimator of $\beta_G$ with $\text{Rem}_G = 0$ in (2.14) and (2.15), and $T_G^2/|G|$ is the $F$-statistic for testing $H_0 : \beta_G = 0$ when $\hat{\sigma}$ is the degree adjusted estimate of noise level based on the residuals of the least squares estimator. Of course, we need to relax the requirement of the orthogonality condition $P_G Q_{G_k \setminus G} = 0$ for all $G_k \not\subseteq G$ in the high-dimensional case.

Analytically, the key is to prove the upper bound $\|\text{Rem}_G/\sigma\|_2 = o_P(1)$ in (2.23). To this end we use the formula in (2.14) and the working assumption in (2.31) to obtain

$$\|\text{Rem}_G\|_2 \leq \left( \max_{G_k \not\subseteq G} M_k \omega_{*,k}^{-1} \max_{G_k \not\subseteq G} \|P_G Q_{G_k}\| S \right) \sum_{G_k \not\subseteq G} \omega_{*,k} \max_{G_k \not\subseteq G} \|\hat{\mu}^{(\text{init})}_{G_k} - \mu_{G_k}\|_2 = O_P \left( \frac{s + g \log M}{n^{1/2}} \right) \left( \max_{G_k \not\subseteq G} M_k \omega_{*,k}^{-1} \max_{G_k \not\subseteq G} \|P_G Q_{G_k}\| S \right), \quad (2.32)$$

where

$$\omega_{*,k} = \sqrt{|G_k|/n + \sqrt{(2/n)} \log M} \quad \text{and} \quad M_k = \max_{\|\mathbf{X}_{G_k} \mathbf{u}_{G_k}\|_2 = 1} \|\mathbf{X}_{G_k} \mathbf{u}_{G_k} \|_2.$$
We note that \( M_k = 1 \) when \( X_{G_k}^T X_{G_k} / n = I_{d_k \times d_k} \). Since \((s + g \log M) / n\) is the order of the mixed \( \ell_{2,1} \) error bound for \( \hat{\beta} \), we may treat

\[
\eta_G = \max_{G_k \in G} M_k \omega_{s,k}^{-1} \| P_G Q_{G_k} \| S
\]
as a scalar bias factor. The error bound in (2.32) motivates the following extension of (2.10):

\[
P_G = \arg \min_P \left\{ \| P Q_G^+ \| S : P = P^T = P^T, \| P_G Q_{G_k \setminus G} \| S \leq \omega'_k \forall G_k \not\subseteq G \right\}.
\]

(2.33)

We say that \( P_G \) is a feasible solution of (2.33) if it satisfies all the constraints. The optimization problem (2.33) is a generalization of (2.10) and provides geometric insights. As \( \mu_G \) in (2.33) is the projection to the orthogonal complement of \( P \) and \( Q \), we may define \( \tau_G = \| (P_G Q_G)^\dagger \| S \) as a scalar noise factor. The quantity \( \| P_G Q_G \| S \), which is the so-called ‘gap’ between the subspaces spanned by \( P_G \) and \( Q_G \), equals \((1 - \tau_G^2)^{1/2}\). Thus, minimizing \( \| P_G Q_G \| S \) is equivalent to minimizing the noise factor \( \tau_G \). This minimization is done subject to upper-bounds on the components \( \| P_G Q_{G_k \setminus G} \| S \) of the bias factor. Thus, (2.33) is an extension of (2.10) as we discussed immediately after (2.10). When \( p < n \) and \( \omega'_k = 0 \), \( P_G \) in (2.33) is the projection to the orthogonal complement of \( \sum_{G_k \subseteq G} R(X_{G_k \setminus G}) \) in \( R(X) \), or equivalently the linear space \( \prod_{G_k \not\subseteq G} Q_{G_k \setminus G} R(X) \).

In the following theorem, we provide a summary of the analysis we have carried out above.

**Theorem 2.** Let \( P_G \) be a feasible solution of (2.33) satisfying \( \| P_G Q_G \| S < 1 \), and \( \hat{\beta}_G \) be as in (2.12) with \( Z_G = P_G \) and certain \( \{ \hat{\beta}^{(\text{init})}, \hat{\sigma} \} \) satisfying (2.31). Suppose \( \varepsilon \sim N_n(0, \sigma^2 I_n) \), \( \text{rank}(X_G) = |G| \), and

\[
\frac{|G|}{n} \to 0, \quad \frac{s + g \log M}{n^{1/2}} \left( \frac{|G|^{1/2}}{n^{1/2}} + \max_{G_k \subseteq G} M_k \omega_{s,k} \right) \to 0,
\]

(2.34)

with the \( M_k \) in (2.32). Then, (2.24) and (2.30) hold.

**Proof of Theorem 2.** Since \( \| P_G Q_G \| S < 1 \), we have \( \text{rank}(P_G X_G) = \text{rank}(X_G) = |G| \), so that the condition of Proposition 1 (i) holds, which implies the condition of Proposition 1 (ii) with \( k_G = |G| \). It follows from (2.31), (2.32), (2.34) and the feasibility of \( P_G \) in (2.33) that (2.23) holds, which implies (2.24) and (2.30). Note that (2.31) and (2.34) imply \( |\sigma / \hat{\sigma} - 1| = O_p(|G|^{-1/2}) + O_p(n^{-1/2}) = O_p(|G|^{-1/2}) \) in the proof for the first component of (2.23).

A modification of (2.33), which removes the factors \( M_k \) in condition (2.34), is to re-parameterize the effect of the \( k \)-th group by writing

\[
X_{G_k} \beta_{G_k} = X_{G_k \cap G} \beta_{G_k \cap G} + X_{G_k \setminus G} \beta_{G_k \setminus G}.
\]
where \( \tilde{X}_{G \cap G} = Q_{G \setminus G}^1 X_{G \cap G} \) and \( \tilde{\beta}_{G \setminus G} \) is a solution of \( X_{G \setminus G} \tilde{\beta}_{G \setminus G} = Q_{G \setminus G}^1 X_{G \setminus G} \beta_{G \setminus G} \). We recall that \( Q_{G \setminus G}^1 \) is the orthogonal projection to the column space of \( X_{G \setminus G} \). As this within-group re-parameterization retains \( \beta_{G \setminus G} \) and \( X_{G \setminus G} \),

\[
y = \tilde{X}_G \beta_G + \sum_{G_k \not\subseteq G} Q_{G_k \setminus G} \mu_{G_k} + \varepsilon = \tilde{X}_G \beta_G + \sum_{G_k \not\subseteq G} X_{G_k \setminus G} \tilde{\beta}_{G_k \setminus G} + \varepsilon,
\]

where \( \tilde{X}_G \) is the \( n \times |G| \) matrix given by \( \tilde{X}_G v_G = \sum_{k=1}^{M} (Q_{G_k \setminus G}^1 X_{G_k \cap G}) v_{G \cap G_k} \). Moreover, the strong group sparsity condition \( \text{supp}(\beta^*) \subseteq G_{S^*} \) and the working assumption (2.31) are invariant under the re-parameterization. We note that \( \tilde{X}_G = X_G \) when \( X_G^T X_{G_k}/n = I_{G_k \times G_k} \) for all \( k \) with \( 0 < |G_k \setminus G| < |G_k| \). Let \( Q_{G_k} \) be the projection to the column space of \( \tilde{X}_G \). The optimization scheme and statistical methods are changed accordingly as follows:

\[
P_G = \arg \min_P \{ ||P Q_{G \setminus G}||_S : P = P^T, ||P_G Q_{G \setminus G}||_S \leq \omega_k \ \forall \ k \}.
\]

\[
\hat{\beta}_G = (P_G \tilde{X}_G)^{\dagger} P_G \left( y - \sum_{G_k \not\subseteq G} Q_{G_k \setminus G} \hat{\mu}_{G_k}^{(\text{init})} \right), \text{ when } \text{rank}(P_G \tilde{X}_G) = |G|,
\]

\[
T_G = \frac{1}{\sigma} \left\| P_G \left( y - \sum_{G_k \not\subseteq G} Q_{G_k \setminus G} \hat{\mu}_{G_k}^{(\text{init})} \right) \right\|_2.
\]

With \( \{X_G, Q_G\} \) replaced by \( \{\tilde{X}_G, \tilde{Q}_G\} \), our analysis yields the following theorem.

**Theorem 3.** Let \( P_G, \hat{\beta}_G \) and \( T_G \) be given by (2.35) with \( ||P_G \tilde{Q}_G^1||_S < 1 \). Suppose \( \varepsilon \sim N_n(0, \sigma^2 I_n) \), \( \text{rank}(X_G) = |G| \), and (2.31) and (2.34) hold with \( M_k = 1 \). Then, (2.24) and (2.30) hold with \( \{X_G, Q_G\} \) replaced by \( \{\tilde{X}_G, \tilde{Q}_G\} \).

**Remark 1.** It is worthwhile to note that Theorems 2 and 3 only require a feasible solution satisfying \( ||P_G Q_G^1||_S < 1 \) and \( ||P_G \tilde{Q}_G^1||_S < 1 \) respectively, which can be directly verified for any given \( P_G \). Still, the optimality criterion on \( P_G \) aims to have smaller confidence regions and more powerful tests through (2.24). In practice, it suffices to find a feasible solution with \( ||P_G Q_G^1||_S \) or \( ||P_G \tilde{Q}_G^1||_S \) reasonably bounded away from 1. As the optimization problems in (2.33) and (2.35) are still somewhat abstract for the moment, in the following we prove the feasibility of \( P_G \) in (2.33) for sub-Gaussian designs and describe penalized regression methods to find feasible solutions of (2.33) and (2.35).

### 2.6. Feasibility of relaxed orthogonal projection for random designs

In this subsection, we discuss the existence of feasible solutions of the optimization in (2.33) for a sub-Gaussian design matrix satisfying (2.28) with \( E X = 0 \).
and a positive-definite population Gram matrix $E(X^TX/n) = \Sigma$. The feasibility is established under the assumption of the groupwise regression model as described in (2.26).

We group the effects in the linear regression model (2.26) as follows:

$$X_G = X_{-G}\Gamma_{-G,G} + Z_G^o = \sum_{k=1}^M X_{G_k \setminus G} \Gamma_{G_k \setminus G,G} + Z_G^o,$$

where $\Gamma_{-G,G} = \Sigma_{-G,-G}^{-1}\Sigma_{-G,G}$. Under this model assumption, $Z_G^o$ is the true residual after projection of $X_G$ onto the range of $X_{-G}$. Let $P_G^o$ be the orthogonal projection to the column space of $Z_G^o$,

$$P_G^o = Z_G^o \left( (Z_G^o)^T Z_G^o \right)^{\dagger} (Z_G^o)^T.$$ (2.37)

The following theorem establishes the distributional convergence results in (2.24) and (2.30) for $\hat{\beta}_G$ by establishing the feasibility of $P_G^o$ as a solution of the optimization scheme in (2.33).

**Theorem 4.** Suppose the sub-Gaussian condition (2.28) holds with

$$0 < c_* \leq \text{eigen}(\Sigma) \leq c^*$$

and fixed $\{v_0, c_*, c^*\}$. Let

$$\omega_k^2 = \xi_n^{-1/2} (\sqrt{|G|} + |G_k \setminus G| + \sqrt{\log(M/\delta)}).$$

(i) Let $\lambda_{\min}$ be the smallest eigenvalue of $(\Sigma_{G,G}^{-1/2} (\Sigma_{G,G}^{-1})_{G,G} (\Sigma_{G,G}^{-1/2})^{1/2}$, and let $\xi n^{-1/2} (\sqrt{|G|} + \sqrt{\log(M/\delta)}) \leq \eta_n$, and $a_n = \lambda_{\min}(1 - \eta_n)/(1 + \eta_n)$. Then, there exist numerical constants $\epsilon_0 \in (0,1)$ and $\xi_0 < \infty$ such that when $\xi \geq \xi_0 \xi_0 \xi_0 \xi_0$ and $\eta_n \leq \epsilon_0$,

$$\mathbb{P} \left\{ (2.33) \text{ has a feasible solution } P_G \text{ with } \right. \left. \text{rank}(P_G) = \text{rank}(P_G X_G) = |G| \text{ and } \|P_G Q_G^\perp\|_S \leq \sqrt{1 - a_n^2} \right\} \geq 1 - \delta.$$ (2.38)

(ii) Suppose the strong sparsity condition the sample size condition (2.29) hold and that $\{\hat{\beta}_G^{\text{init}}, \sigma\}$ is as in Theorem 1. Then, the working assumption (2.31) holds.

(iii) Suppose the working assumption (2.31) and the sample size condition (2.29) hold. Then, (2.24) and (2.30) hold.

Theorem 4 removes the requirement of the knowledge of $Z_G^o$ in Theorem 1. It shows the existence of at least one feasible solution of (2.33) and that for such a choice of $P_G$, the $\chi^2$ based inference can be carried out as in (2.24) and (2.30). However, (2.33) is not a convex program. In Subsection 2.7 we will describe group Lasso programs as convexation of (2.33).

The proof of Theorem 4 requires the following lemma on the probabilistic control of the spectral norm of the product of two random matrices with sub-Gaussian rows. As an extension of that result, spectral norm control of the
product of two orthogonal projection matrices is also obtained. These probabilistic bounds in Lemma 1 are of independent interest. See Remark 2 for more details.

**Lemma 1.** Let \( B_k \) be deterministic matrices with with \( p \) rows and \( \text{rank}(B_k) = r_k \) for \( k = \{1, 2\} \). Let \( P_k \) be the projection to the range of \( XB_k \) and

\[
\Omega_{1,2} = ((B'_1\Sigma B_1)^{1/2}B_1^T\Sigma B_2((B'_2\Sigma B_2)^{1/2})^{1/2}.
\]

Let \( r = \text{rank}(\Omega_{1,2}) \) and \( 1 \geq \lambda_1 \geq \cdots \geq \lambda_r > 0 \) be the nonzero singular values of \( \Omega_{1,2} \). Define \( \lambda_{\min} = \lambda_r I \{r = r_1 = r_2\} \). Suppose (2.28) holds. Then, there is a numerical constant \( C_0 > 1 \) such that when \( C_0v_0\sqrt{1/n} + (r_1 + r_2)/n \leq \epsilon_0 < 1 \),

\[
P\left\{ \|(B'_1\Sigma B_1)^{1/2}B_1^T(X^T/X/n)B_2((B'_2\Sigma B_2)^{1/2} - \Omega_{1,2})s \leq \epsilon_0 \right\} \geq 1 - e^{-t},
\]

(2.39)

and

\[
P\left\{ \|P_1P_2\|s \leq \frac{\lambda_{\min}(1 + \epsilon_0)}{1 - \epsilon_0}, \|P_1P_2^\perp\|S^2 \leq 1 - \frac{\lambda_{\min}(1 - \epsilon_0)}{1 + \epsilon_0} \right\} \geq 1 - e^{-t}.
\]

(2.40)

Moreover, \( \lambda_1 < 1 \) iff \( \text{rank}(B_1, B_2) = r_1 + r_2 \) and \( \lambda_{\min} > 0 \) iff \( \text{rank}(B'_1B'_2) = r_1 = r_2 \).

We have moved the proof of Lemma 1 to the Appendix to avoid a distraction from the main results of this section. Based on Lemma 1, we prove Theorems 1 and 4 as follows.

**Proofs of Theorems 1 and 4.** By (2.37), \( P'_G \) is the orthogonal projection to the range of \( Z'_G = XB'_G \) with \( B'_G = (\Sigma^{-1})_{G,G}(\Sigma^{-1})^{-1}_{G,G} \). By definition, \( Q_{G|G} \) is the projection to the range of \( X_{G|G} = XB_{G|G} \) and \( Q_G \) to the range of \( X_G = XB_G \), where \( B_{G|G} \) and \( B_G \) are 0-1 diagonal matrices projecting to the indicated spaces. Define \( \Omega = \Sigma^{-1/2}_{G,G}((\Sigma^{-1})_{G,G})^{1/2} \). We have \( B_{G|G}^T\Sigma B_{G|G} = \Sigma_{G|G}, B_G^T\Sigma B_G = \Sigma_{G,G}, B_G^T = 0, B_G^T\Sigma B_G^T = \Sigma_{G,G}, B_G = (\Sigma^{-1})_{G,G} = (B'_G)^T\Sigma B'_G \) and

\[
(B^T_G\Sigma B_G)^{-1/2}B_G^T\Sigma B'_G((B'_G)^T\Sigma B'_G)^{-1/2} = \Sigma_{G,G}^{1/2}((\Sigma^{-1})_{G,G})^{1/2} = \Omega \in \mathbb{R}^{[G]\times[G]}.
\]

Moreover, \( \Omega = \Sigma^{-1/2}_{G,G}((\Sigma^{-1})_{G,G})^{1/2} \) is a \( |G| \times |G| \) matrix of rank \( |G| \) and the smallest singular value of \( \Omega \) is \( \lambda_{\min} \). Thus, by (2.40) of Lemma 1 and the definition of \( \omega_k' \) and \( a_n \),

\[
P\left\{ \|P_GQ_{G|G}\|s \leq \omega_k' \forall k \leq M, \|P_GQ_G^\perp\|S \leq \sqrt{1 - a_n^2} \right\} \geq 1 - \delta.
\]

This yields (2.38). Moreover, (2.38) also holds when \( P_G = P'_G \), or equivalently \( Z_G = Z'_G \), is used as in Theorem 1. As part (ii) of Theorem 4 restates Theorem 7
in Section 3, it remains to prove max_{G_k \backslash G \neq \emptyset} M_k = O_p(1) in view of Theorem 2. To this end, we notice that due to the condition |G_k| + g \log M \ll n, (2.39) of Lemma 1 with B_1 = B_2 implies \|X_A^T A X_A/n - \Sigma_{A,A}\|_F = o_p(1) for both A = G_k and A = G_k \backslash G and all k with G_k \backslash G \neq \emptyset, so that max_{G_k \backslash G \neq \emptyset} M_k = o_p(1) + O(1).

Remark 2. Since Lemma 1 is a crucial ingredient for Theorems 1 and 4, we highlight a few key points. Let us write p = p_1 + p_2 and I_p = [I_{p \times p_1}, I_{p \times p_2}]. Consider the choices: B_1 = I_{p \times p_1} and B_2 = I_{p \times p_2}. Also consider the partition 

\Sigma = \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix} \quad \text{where} \quad \Sigma_{11} \in \mathbb{R}^{p_1 \times p_1}, \Sigma_{12} \in \mathbb{R}^{p_1 \times p_2}, \Sigma_{22} \in \mathbb{R}^{p_2 \times p_2},

it follows that cov(X_1, X_2) = \Sigma_{12}. For such choices, Lemma 1 gives,

\|\Sigma_{11}^{-1/2} (X_1^T X_2/n - \Sigma_{12}) \Sigma_{22}^{-1/2}\|_F \leq C \sqrt{t/n + (p_1 + p_2)/n} \quad (2.41)

with probability at least 1 - e^{-t}. This result provides a spectral norm bound on the cross-product of two correlated random matrices with sub-Gaussian rows. The probability bound in (2.41) is a generalization of a similar result for product of two mutually independent random matrices with iid N(0, 1) entries, given in Proposition D.1 in the supplement to Ma (2013). Control of spectral norm of product of random and deterministic matrices have been studied as well; see Ver- shynin (2011), Rudelson and Vershynin (2013) etc. In particular, spectral norm concentration of product of a fixed projection matrix and a random matrix have been derived in (Rudelson and Vershynin, 2013, Remark 3.3). In comparison, our results in (2.40) studies product of two projection matrices with their range being column spaces of correlated random matrices with sub-Gaussian rows.

2.7. Finding feasible solutions and construction of tests

While (2.38) of Theorem 4 guarantees a feasible solution of (2.33), the practicality of the optimization scheme (2.33) has not yet been addressed. We discuss here penalized multivariate regression methods for finding feasible solutions of (2.33) and (2.35). As the only difference between (2.33) and (2.35) is the respective use of \(X_G\) and \(\tilde{X}_G\), we provide formulas here only for (2.33), with the understanding that formulas for (2.35) can be generated in the same way with \(X_G\) replaced by \(\tilde{X}_G\). The optimization problem in (2.33) is carried out over the non-convex space of orthogonal projection matrices. In the following, we provide a convex program for obtaining such orthogonal projection matrices under the linear regression framework of (2.36). In model (2.36), a general formulation of the penalized multivariate regression is

\[ \hat{\Gamma}_{-G,G} = \arg\min_{\Gamma_{-G,G}} \left\{ \frac{1}{2n} \left\| X_G - \sum_{G_k \subseteq G} X_{G_k \backslash G} \Gamma_{G_k \backslash G, G} \right\|_F^2 + R(\Gamma_{-G,G}) \right\}, \quad (2.42) \]
where $\| \cdot \|_F$ is the Frobenius norm and $R(\Gamma_{-G,G})$ is a penalty function. Define

$$Z_G = X_G - \sum_{G_k \not\subseteq G} X_{G_k \setminus G} \Gamma_{G_k \setminus G,G}, \quad P_G = Z_G^T (Z_G^T Z_G)^{-1} Z_G^T.$$ (2.43)

Our main interest is to find a feasible solution of (2.33) and (2.35), not to estimate $\Gamma_{-G,G}$. The following weighted group nuclear penalty matches the dual of the constraint in (2.33) and (2.35):

$$R(\Gamma_{-G,G}) = \sum_{G_k \not\subseteq G} \frac{\xi \omega''_{G_k}}{n^{1/2}} \left\| X_{G_k \setminus G} \Gamma_{G_k \setminus G,G} \right\|_N.$$ (2.44)

Recall that nuclear norm of a matrix $A$, denoted $\| A \|_N$, is the sum of absolute values of the singular values of $A$. It follows from the KKT conditions for (2.42) with (2.44) that

$$\left\| Q_{G_k \setminus G} Z_G / \sqrt{n} \right\|_S \leq \xi \omega''_{G_k}.$$ (2.45)

If we set $\omega''_{G_k} = \omega_k$ in (2.44), condition (2.34) follows from

$$\frac{|G|}{n} \rightarrow 0, \quad \frac{s + g \log M}{n^{1/2}} \left( \frac{|G|^{1/2}}{n^{1/2}} + \xi \| (Z_G^T Z_G / n)^{-1/2} \|_S \right) \rightarrow 0,$$ (2.46)

provided $\max_{G_k \not\subseteq G} M_k = O(1)$ in the case of Theorem 2. Moreover, as in van de Geer (2014), under the assumption $\lambda_{\min}(Z_G) > c > 0$, only $(s + g \log M) / n^{1/2} + |G| / n \rightarrow 0$ suffices.

When the group sizes are not too large, one may consider replacing the weighted group nuclear penalty with a weighted group Frobenius penalty:

$$R(\Gamma_{-G,G}) = \sum_{G_k \not\subseteq G} \frac{\xi \omega''_{G_k}}{n^{1/2}} \left\| X_{G_k \setminus G} P_{G_k \setminus G,G} \right\|_F.$$ (2.47)

The KKT conditions for (2.42) with (2.47) yield

$$\left\| Q_{G_k \setminus G} Z_G / \sqrt{n} \right\|_S \leq \left\| Q_{G_k \setminus G} Z_G / \sqrt{n} \right\|_F \leq \xi \omega''_{G_k},$$

so that (2.46) is still valid. However, this second layer of inequality indicates that the resulting procedure may not be as efficient as the (2.44) penalty. In any case, as discussed in Remark 1, it is reasonable to proceed with the computed $Z_G$ as long as the resulting $\| P_G Q_G \|_S$ is not too close to 1. One important benefit of the formulation of the groupwise penalty as in (2.47) is that it can be conveniently computed using the standard group Lasso algorithms; see Yuan and Lin (2006), Huang, Breheny and Ma (2012) etc. As we will show in Section 4, group Lasso performs well for empirical studies. We summarize our proposal and main results as follows.

**Summary:** Statistical inference for groups of variables can be carried out as follows:
Given \((y, X)\) and a group structure \(\{G_j : 1 \leq j \leq M\}\), construct the initial estimates \((\hat{\beta}^{(n)}(\text{init}), \hat{\sigma})\) via the scaled group Lasso (2.25) or any alternative leading to (2.31).

• Given a variable group \(G\) of interest, construct relaxed projection estimate \(P_G = Z_G (Z_G^T Z_G)^{-1} Z_G\) by the penalized procedure (2.42) and (2.43) with the penalty function (2.44) or (2.47).

• Carry out statistical inference according to (2.24) and (2.30)

**Benefit of group sparsity:** Existing sample size condition for statistical inference of a univariate parameter at \(n^{-1/2}\) rate requires,

\[
n \gg \|\beta^*\|_0^2 (\log p)^2.
\]

See for example Zhang and Zhang (2014); van de Geer et al. (2014); Javanmard and Montanari (2014a). As discussed below (1.2), direct application of these results to approximate chi-square group inference requires an extra factor \(|G|\):

\[
n \gg |G| \times \|\beta^*\|_0^2 (\log p)^2.
\]

If the true parameter \(\beta^*\) is \((g, s)\) strong group sparse with \(s \approx \|\beta^*\|_0\), the sample size conditions in (2.34), (2.29) and (2.46) clearly demonstrate the benefit of group sparsity by incorporating the smaller estimation error bound as in Huang and Zhang (2010) and removing the extra \(|G|\). In particular, our sample size requirement becomes the much weaker

\[
n \gg (s + g \log p)^2
\]

for approximate chi-square inference when \(|G| \lesssim \min_{G_k \subseteq G} \{|G_k| + \log(M/\delta)\}\) in (2.29) or \(\xi\|Z_G^T Z_G/n\|^{-1/2} = O(1)\) in (2.46).

### 3. Verification of working assumption

The analysis in the preceding section established the benefits of grouping in constructing \(\ell_2\) type statistical inference procedures for variable groups. One key aspect of our analysis was the working assumption in (2.31). These results showed a faster convergence rate for the scale parameter estimate and the coefficient parameter estimate. As promised, in this section we will establish the bona fides of (2.31) under the strong group sparsity assumption in (2.1).

Generally, for high dimensional regression problems, certain regularity conditions on the design matrix is required for estimation as well as prediction consistency. In the following Subsection 3.1, we discuss similar assumptions on the design matrix \(X\) that ensure the consistency results in (2.31). We also derive estimation and prediction consistency result for the non-scaled group Lasso problem in (1.3) in Theorem 5 as an illustration. The main result of this section is Theorem 6 and Corollary 1 in Subsection 3.2 and Theorem 7 in Subsection 3.3 that establish the working assumption (2.31).
3.1. Group Lasso and conditions on the design matrix

In the Lasso problem, performance bounds of the estimator are derived based on various conditions on the design matrix, for example, the restricted isometry property (Candes and Tao, 2005), the sparse Riesz condition (Zhang and Huang, 2008), the restricted eigenvalue condition (Bickel, Ritov and Tsybakov, 2009; Koltchinskii, 2009), the compatibility condition (van de Geer, 2007; van de Geer and Bühlmann, 2009), and cone invertibility conditions (Ye and Zhang, 2010). van de Geer and Bühlmann (2009) showed that the compatibility condition is weaker than the restricted eigenvalues condition for the prediction and $\ell_1$ loss, while Ye and Zhang (2010) showed that both conditions can be weakened by cone invertibility conditions. In the following, we define grouped versions of such conditions, which will be used in our study.

Let us first define a groupwise mixed norm cone for $T \subseteq \{1, \cdots, M\}$ and $\xi \geq 0$ as

$$
C^{(G)}(\xi, \omega, T) = \left\{ u : \sum_{j \in T} \omega_j \| u_{G_j} \|_2 \leq \xi \sum_{j \in T} \omega_j \| u_{G_j} \|_2 / \omega_j \neq 0 \right\}.
$$

Let $T^* = \{1, \cdots, M\}$ and $T \subseteq T' \subseteq T^*$. Following Nardi and Rinaldo (2008) and Lounici et al. (2011), the restricted eigenvalue (RE) is defined as

$$
RE^{(G)}(\xi, \omega, T, T') = \inf_u \left\{ \frac{\| Xu \|_2}{\sqrt{n} \sum_{j \in T} \omega_j \| u_{G_j} \|_2} : u \in C^{(G)}(\xi, \omega, T) \right\}.
$$

For the weighted $\ell_2, 1$ norm, the groupwise compatibility constant (CC) can be defined as

$$
CC^{(G)}(\xi, \omega, T) = \inf_u \left\{ \frac{\| Xu \|_2 (\sum_{j \in T} \omega_j^2)^{1/2}}{\sqrt{n} \sum_{j \in T} \omega_j \| u_{G_j} \|_2} : u \in C^{(G)}(\xi, \omega, T) \right\}.
$$

We note that $RE^{(G)}(\xi, \omega, T, T')$ and the somewhat larger $CC^{(G)}(\xi, \omega, T)$ are aimed at the prediction and the weighed $\ell_2, 1$ estimation errors, while the smaller $RE^{(G)}(\xi, \omega, T, T^*)$ is aimed at the $\ell_2$ estimation error.

We also introduce the notion of groupwise cone invertibility factor and its sign-restricted version. For $q \geq 1$, the cone invertibility factor (CIF) is defined as

$$
CIF_q^{(G)}(\xi, \omega, T, T') = \inf_{u \in C^{(G)}(\xi, \omega, T)} \max_j \left[ \frac{\omega_j^{-1} \| X^T_{G_j} X u \|_2}{\sqrt{n} \sum_{j \in T'} \omega_j \| u_{G_j} \|_2} \right]^{1/q} \left( \sum_{j \in T} \omega_j^2 \| u_{G_j} \|_2 / \omega_j \right)^{1/q}.
$$

We note that $\left( \sum_{j \in T} \omega_j^2 (\| u_{G_j} \|_2 / \omega_j)^q \right)^{1/q} = \| u \|_2$ when $T' = T^*$ and $q = 2$. Define

$$
C^{(G)}(\xi, \omega, T) = \left\{ u : u \in C^{(G)}(\xi, \omega, T), u^T_{G_j} X^T_{G_j} X u \leq 0 \forall j \in T^c \right\},
$$

as
as a sign-restricted cone. We extend the CIF to the groupwise sign-restricted cone invertibility factor (SCIF) as

\[
\text{SCIF}^G_q(\xi, \omega, T, T') = \inf_{u \in \Theta^G_q(\xi, \omega, T)} \max_j \left[ \frac{\omega_j^{-1} \|X^T_{G_j} xu\|_2}{\left( \sum_{j \in T} \omega_j^2 \right)^{1/q}} \right] \left( \sum_{j \in T} \omega_j^2 \right)^{1/q}.
\]

(3.6)

Similar to the RE and CC, \text{CIF}^G_q(\xi, \omega, T, T), \text{CIF}^G_1(\xi, \omega, T, T) and \text{SCIF}^G_q(\xi, \omega, T, T) are aimed at the prediction and weighted \ell_{2,1} losses, while \text{CIF}^G_q(\xi, \omega, T, T^*) and \text{SCIF}^G_q(\xi, \omega, T, T^*) is aimed at the weighted loss \left( \sum_{j=1}^M \omega_j^2 \|u^G_j\|_2^2 / \omega_j \right)^{1/q}

We note that the weighted \ell_{2,q} norm is identical to the \ell_2 norm for \( q = 2 \). For \( u \in \Theta^G_q(\xi, \omega, T) \),

\[
\|Xu\|_2^2 / \max_j \omega_j^{-1} \|X^T_{G_j} xu\|_2 \leq \sum_{j \in T} \omega_j \|u^G_j\|_2 \leq \|u^G_T\|_2 \left( \sum_{j \in T} \omega_j^2 \right)^{1/2}
\]

by the sign restriction and the Cauchy-Schwarz inequality, so that

\[
\{ \text{RE}^G_q(\xi, \omega, T, T) \}^2 \leq \{ \text{CC}^G_q(\xi, \omega, T) \}^2 \leq \text{CIF}^G_1(\xi, \omega, T, T), \quad \text{RE}^G_q(\xi, \omega, T, T^*) \text{CC}^G_q(\xi, \omega, T) \leq \text{SCIF}^G_q(\xi, \omega, T, T^*)
\]

(3.7)

For \( u \in \Theta^G_q(\xi, \omega, T) \), \text{SCIF}^G_q(\xi, \omega, T, T') can be replaced by

\[
(\xi + 1) \text{CIF}^G_q(\xi, \omega, T, T')
\]

in (3.7), as

\[
\|Xu\|_2^2 / \max_j \omega_j^{-1} \|X^T_{G_j} xu\|_2 \leq \sum_j \omega_j \|u^G_j\|_2 \leq (1 + \xi) \sum_{j \in T} \omega_j \|u^G_j\|_2.
\]

Thus, if a restricted eigenvalue condition as in \{ \text{RE}^G_q(\xi, \omega, T) \}^2 > \kappa_0 \text{ holds with a fixed } \kappa_0, \text{ then all the other quantities in (3.7) and } (\xi + 1) \text{CIF}^G_q(\xi, \omega, T) \text{ are bounded from below by } \kappa_0, \text{ } q \in \{ 1, 2 \}. \text{ It follows that the cone invertibility factors provide error bounds of sharper form than (3.2), in view of Theorem 5 below and Theorem 3.1 of Lounici et al. (2011).}

In the following Theorem 5 we provide the prediction, \ell_2 and mixed norm consistency results for the non-scaled group Lasso problem defined in (1.3) under the SCIF condition.

**Theorem 5.** Let \( \hat{\beta} = \hat{\beta}(\omega) \) be a solution of (1.3) with data \((X, y)\) and \( \beta^* \) be a vector with \( \text{supp}(\beta^*) \subseteq G_S \) for some \( S^* \subseteq T^* = \{1, \ldots, M\} \). Let \( \xi > 1 \) and define

\[
\mathcal{E} = \left\{ \frac{\max_{1 \leq j \leq M} \|X^T_{G_j} (y - X\beta^*)\|_2}{\omega_j n} \leq \frac{\xi - 1}{\xi + 1} \right\}.
\]

(3.8)
Then in the event $\mathcal{E}$, we have
\[
\|\hat{X}\beta - X\beta^*\|_2^2/n \leq \frac{\{2\xi/(\xi + 1)\}^2 \sum_{j \in S^*} \omega_j^2}{\text{SCIF}^{(G)}(\xi, \omega, S^*, T^*)},
\]
and for all $q \geq 1$
\[
\left\{ \sum_{j=1}^M \omega_j^2 \left( \frac{\|\hat{\beta}_{G_j} - \beta_{G_j}\|_2}{\omega_j} \right)^q \right\}^{1/q} \leq \frac{\{2\xi/(\xi + 1)\} \left( \sum_{j \in S^*} \omega_j^2 \right)^{1/q}}{\text{SCIF}^{(G)}_q(\xi, \omega, S^*, T^*)}.
\]
Moreover, if $y - X\beta^* \sim N_n(0, \sigma^2 I_n)$ and
\[
\omega_j \geq A\sigma \|X_{G_j}\|_S \left\{ |G_j|^{1/2} + \sqrt{2\log(\delta/\omega_j)} \right\}/n \text{ for some } 0 < \delta < 1,
\]
and $A \geq (\xi + 1)/(\xi - 1)$, then
\[
P(\mathcal{E}) > 1 - \delta.
\]

Theorem 5 asserts that the prediction loss $\|\hat{X}\beta - X\beta^*\|_2^2/n$, the $\ell_2$ loss $\|\hat{\beta} - \beta^*\|_2^2$ and the mixed norm loss $\sum_{j=1}^M \omega_j \|\hat{\beta}_{G_j} - \beta_{G_j}^*\|_2$ are all of the order $\sum_{j \in S^*} \omega_j^2 \asymp (s + g \log M)/n$ when the SCIF can be treated as constant and $\max_j \|X_{G_j}/\sqrt{n}\|_S = O_p(1)$. This result illustrates the benefit of the group Lasso as compared to Lasso. The results in Theorem 5 are not entirely new. In fact, for the group Lasso problem (1.3), the same convergence rate can be derived from the $\ell_2$ consistency result in Huang and Zhang (2010). While the result of Huang and Zhang (2010) is derived under a sparse eigenvalue condition on the design matrix $X$, our results are based on the weaker sign-restricted cone invertibility condition and cover the weighted $\ell_{2,q}$ loss for $q > 2$. The proof of Theorem 5 is relegated to the Appendix.

### 3.2. A scaled group Lasso

In the optimization problem (1.3), scale-invariance considerations have not been taken into account. Usually the individual penalty level $\omega_j$’s could be chosen proportional to the scale $\sigma$ as a remedy. This issue has been discussed and studied, pertaining to the Lasso problem, in the literature. See Huber (2011), Städler, Bühlmann and Geer (2010), Antoniadis (2010), Sun and Zhang (2010), Belloni, Chernozhukov and Wang (2011), Sun and Zhang (2012b), Sun and Zhang (2013) and many more. For the group Lasso problems, this issue has been tackled via the square-root group Lasso formulation in Bunea, Lederer and She (2014). Here we follow the the prescription from Antoniadis (2010) and define an optimization problem,
\[
(\hat{\beta}, \hat{\sigma}) = \arg\min_{\beta, \sigma} \mathcal{L}_\omega(\beta, \sigma),
\]
where
\[
\mathcal{L}_\omega(\beta, \sigma) = \frac{\|y - X\beta\|_2^2}{2n\sigma} + \frac{(1 - a)\sigma}{2} + \sum_{j=1}^M \omega_j \|\beta_{G_j}\|_2.
\]
Following Sun and Zhang (2010) we define an iterative algorithm for the estimation of \( \{ \beta, \sigma \} \),

\[
\begin{align*}
\widehat{\sigma}^{(k+1)} & \leftarrow \| y - X \beta^{(k)} \|_2 / \sqrt{(1-a)n}, \\
\omega' & \leftarrow \widehat{\sigma}^{(k+1)} \omega, \\
\widetilde{\beta}^{(k+1)} & \leftarrow \arg\min_{\beta} L_{\omega'}(\beta),
\end{align*}
\]  

(3.14)

where \( L_{\omega}(\beta) \) was as defined in (1.3). Due to the convexity of the joint loss function \( L_{\omega}(\beta, \sigma) \), the solution of (3.12) and the limit of (3.14) give the same estimator. Moreover, if the minimization of \( \sigma \) is first taken with the unknown \( \beta \) in (3.12), the second minimization of \( \min_{\omega} L_{\omega}(\beta, \sigma) \) over \( \beta \) becomes the square-root group Lasso problem of Bunea, Lederer and She (2014) when \( \omega_j \propto |G_j|^{1/2} \).

As the aim of this paper is statistical inference of group effects, the formulation in (3.12) explicitly provides a needed estimate of \( \sigma \). Moreover, we use a different penalty \( \omega_j \propto |G_j|^{1/2} + \sqrt{2 \log(M/\delta)} \) to benefit from group sparsity in the estimation of both \( \beta \) and \( \sigma \) and in prediction as well.

The constant \( a \geq 0 \) provides control over the degrees of freedom adjustments. For simplicity, we take \( a = 0 \) for all subsequent discussions. It is clear that that with \( a = 0 \) and \( \omega' = \widehat{\sigma} \omega \), one has \( \partial L_{\omega}(\beta, \widehat{\sigma}) = L_{\omega}(\beta) + \widehat{\sigma}^2/2 \). The algorithm in (3.14) suggests a profile optimization approach. The following lemma is similar to Proposition 1 in Sun and Zhang (2012b) and characterizes the solution via partial derivative of the profile objective.

**Lemma 2.** Let \( \hat{\beta}(\omega) \) denote a solution of the optimization problem in (1.3). Then, \( \hat{\beta}(\sigma, \omega) \) is a minimizer of \( L_{\omega}(\beta, \sigma) \) in (3.13) for given \( \sigma \), and the profile loss function \( L_{\omega}(\hat{\beta}(\sigma, \omega), \sigma) \) is convex and continuously differentiable in \( \sigma \) with

\[
\frac{\partial}{\partial \sigma} L_{\omega}(\hat{\beta}(\sigma, \omega), \sigma) = \frac{1}{2} - \frac{\| y - X \hat{\beta}(\sigma, \omega) \|_2^2}{2n\sigma^2}.
\]  

Moreover, the algorithm in (3.14) converges to a minimizer \( (\hat{\beta}, \widehat{\sigma}) \) in (3.12) satisfying \( \hat{\beta} = \hat{\beta}(\widehat{\sigma}, \omega) \), and the estimator \( \hat{\beta} \) and \( \widehat{\sigma} \) are scale equivariant in \( y \).

The proof of Lemma 2 is relegated to the Appendix. We now present the consistency theorem which extends Theorem 5 by providing convergence results for the estimate of scale. Define

\[
\mu(\omega, \xi) = \frac{2\xi \sum_{j \in S} \omega_j^2}{\text{SCIF}_1^G(\xi, \omega, S^*, S^*)}, \quad \tau_- = \frac{2\mu(\omega, \xi)(\xi - 1)}{\xi + 1}, \quad \tau_+ = \frac{\tau_-}{2} + \mu(\omega, \xi).
\]

Let \( m_{d,n} \) be the median of the beta\((d/2, n/2 - d/2)\) distribution and define

\[
\omega_{*, j} \geq \sqrt{m_{d,n}} + \sqrt{\frac{2 \log(M/\delta)}{(n \vee 2) - 3/2}}, \quad A_* = \frac{\xi + 1)/((\xi - 1)}}{\sqrt{1 - 2\mu(\omega_*, \xi)(\xi + 1)/((\xi - 1))}}.
\]

where \( \omega_* \) is the vector with elements \( \omega_{*, j} \) and \( d_j = |G_j| \). We will show that \( \sqrt{m_{d,n}} \leq (d_j/n)^{1/2} + n^{-1/2} \) in the proof of the following theorem.
Theorem 6. Let \( \{\hat{\beta}, \hat{\sigma}\} \) be a solution of the optimization problem (3.13) with data \((X, y)\) and \(\beta^*\) be a vector with \(\text{supp}(\beta^*) \subset G_{S^*}\) for some \(S^* \subset T^* = \{1, \cdots, M\}\). Let \(\xi > 1\).

(i) Suppose \(\text{SCIF}_1^{(G)}(\xi, \omega, S^*, S^*) \geq 0\) in (3.6) and \(\tau_+ < 1\). Define the following event

\[
\mathcal{E} = \left\{ \max_{1 \leq j \leq M} \frac{\|X_{G_j}^T(y - X \beta^*)\|_2}{\omega_j n \sigma^*/\sqrt{1 + \tau_-}} < \frac{\xi - 1}{\xi + 1} \right\},
\]

(3.16)

where \(\sigma^* = \|y - X \beta^*\|_2/\sqrt{n}\) is the oracle noise level. Then in the event \(\mathcal{E}\), we have

\[
\frac{\sigma^*}{\sqrt{1 + \tau_-}} \leq \hat{\sigma} \leq \frac{\sigma^*}{\sqrt{1 - \tau_+}},
\]

(3.17)

\[
\|X \hat{\beta} - X \beta^*\|_2^2/n \leq \frac{(\sigma^*)^2(2\xi/(\xi + 1))^2 \sum_{j \in S^*} \omega_j^2}{(1 - \tau_+) \text{SCIF}_1^{(G)}(\xi, \omega, S^*, S^*)},
\]

(3.18)

and for all \(q \geq 1\)

\[
\left\{ \sum_{j=1}^M \omega_j^2 \left( \frac{\|\hat{\beta}_{G_j} - \beta_{G_j}^*\|_2}{\omega_j} \right)^q \right\}^{1/q} \leq \frac{\sigma^* (2\xi/(\xi + 1)) \left( \sum_{j \in S^*} \omega_j^2 \right)^{1/q}}{\sqrt{1 - \tau_+} \text{SCIF}_1^{(G)}(\xi, \omega, S^*, T^*)}.
\]

(3.19)

(ii) Suppose the regression model in (1.1) holds with Gaussian error, \(y - X \beta^* \sim N_n(0, \sigma^2 I_n)\). Suppose \(\omega_j \geq A \|X_{G_j}/\sqrt{n}\|_{S^*} \omega_{s,j}\) with \(A \geq A_\ast\). Then,

\[
P(\mathcal{E}) \geq 1 - \delta
\]

(3.20)

with the event \(\mathcal{E}\) in (3.16). Moreover, if \(\sqrt{n}\mu(\omega, \xi) \to 0\), then

\[
\sqrt{n} \left( \hat{\sigma}/\sigma - 1 \right) \xrightarrow{D} N(0, 1/2).
\]

(3.21)

Theorem 6, whose proof is again relegated to the Appendix, provides explicit rates and constants for mixed \(\ell_q\) norm estimation of \(\beta^*\) and estimation of scale parameter \(\sigma\). When \(\omega_j \asymp \omega_{s,j}\) and \(\text{SCIF}_1^{(G)}(\xi, \omega, S^*) \asymp 1\), we have

\[
\sum_{j \in T} \omega_j^2 \asymp \mu(\omega, \xi) \asymp \left\{ s + g \log(M/\delta) \right\} / n.
\]

It also establishes the veracity of the working assumption in (2.31). The following Corollary 1 provides a more succinct summary to make clear the connection of Theorem 6 to (2.31).

**Corollary 1** (Verification of working assumption for deterministic designs). Let \( \{\hat{\beta}, \hat{\sigma}\} \) be as in (3.13) with a penalty level satisfying \(\omega_j / A^* \leq \|X_{G_j}/\sqrt{n}\|_{S^*} \omega_{s,j} \leq \omega_j / A_\ast\). Suppose the design matrix \(X\) satisfy the condition \(\|X_{G_j}/\sqrt{n}\|_2^2 \leq c^*\) and that the sign-restricted cone invertibility condition holds in the sense of
SCIF\(^{(G)}\)(\(\xi, \omega, S^*, S^*\)) > \(c_\star\) for some fixed \(c_\star > 0\). Suppose \(y - X\beta^* \sim N_n(0, \sigma^2 I_n)\) and \(\text{supp}(\beta^*) \subseteq G_S\) with \(|G_S| + |S^*| \log(M/\delta) \leq a_0n\). Then, for certain constants \(\{a_\star, C\}\) depending on \(\{c_\star, c^*, \xi, A^*\}\) only,

\[
\max \left\{ \left| 1 - \frac{\hat{\sigma}}{\sigma^*} \right|, \frac{\|X\hat{\beta} - X\beta^*\|^2}{n\sigma^2}, \sum_{j=1}^M \frac{\|\hat{\beta}_{G_j} - \beta_{G_j}^*\|^2}{\sigma/\omega_j} \right\} \\
\leq C \{ |G_S| + |S^*| \log(M/\delta) \} / n \tag{3.22}
\]

with probability at least \(1 - \delta\) whenever \(a_0 \leq a_\star\).

Corollary 1 touches upon the mixed prediction loss \(\sum_{j=1}^M \omega_j \|X_{G_j}\hat{\beta}_{G_j} - X_{G_j}\beta_{G_j}^*\|_2\) the first time in this section. The reason for this omission is two fold. Firstly,

\[
\left\{ \sum_{j=1}^M \omega_j^2 \left( \frac{\|X_{G_j}(\hat{\beta}_{G_j} - \beta_{G_j}^*)\|_2}{n^{1/2}\omega_j} \right)^q \right\}^{1/q} \leq \max_{j \leq M} \left\| \frac{X_{G_j}}{\sqrt{n}} \right\|_S \left\{ \sum_{j=1}^M \omega_j^2 \left( \frac{\|\hat{\beta}_{G_j} - \beta_{G_j}^*\|_2}{\omega_j} \right)^q \right\}^{1/q}
\]

so that (3.10) and (3.19) automatically generate the corresponding bounds for the mixed prediction error under the respective conditions. Secondly, upper bounds for the mixed prediction loss can be obtained by reparametrization within the given group structure as in the following corollary.

**Corollary 2.** Let \(X_{G_j} = U_{G_j} \Lambda_{G_j} V_{G_j}^T\) be the SVD of \(X_{G_j}\) with \(\Lambda_{G_j} \in \mathbb{R}^{(G_j)\times|G_j|}\). Define \(b\) by \(b_{G_j} = \Lambda_{G_j} V_{G_j}^T \beta_{G_j}\) and \(U\) by \(Ub = \sum_{j=1}^M U_{G_j} b_{G_j}\). Then,

\[
\left\{ \sum_{j=1}^M \omega_j^2 \left( \frac{\|X_{G_j}\hat{\beta}_{G_j} - X_{G_j}\beta_{G_j}^*\|_2}{\omega_j} \right)^q \right\}^{1/q} = \left\{ \sum_{j=1}^M \omega_j^2 \left( \frac{\|\hat{b}_{G_j} - \beta_{G_j}^*\|_2}{\omega_j} \right)^q \right\}^{1/q} \leq \frac{2\sigma^*}{\sqrt{1 - \tau_+ SCIF\^{(G)}(\xi, \omega, S^*, S^*)}} \tag{3.21}
\]

for all \(q \geq 1\) when the conditions for (3.19), including the definition of the estimator and the SCIF, hold with \(X\), \(\beta\) and \(\beta^*\) replaced by \(U\), \(b\) and \(b^*\) respectively.

**Remark 3.** Corollary 1 can be viewed as a scaled version of the main results of Huang and Zhang (2010) although here the regularity condition of the design is of a weaker form and smaller penalty levels are allowed.
3.3. Random designs

In this subsection, we verify the working assumption for sub-Gaussian designs by checking the groupwise cone invertibility condition. Our analysis also provides lower bounds for the groupwise restricted eigenvalue and compatibility constant. We first state in the following theorem the main result for random designs.

**Theorem 7** (Verification of working assumption for random designs). Let \(0 < c_* \leq c^*\) and \(0 < \delta < 1 < A_* < A^*\) be fixed constants and \(\{\hat{\beta}, \hat{\sigma}\}\) be a solution of (3.13) with

\[
\omega_j/A^* \leq \|X_{G_j}\|_S \sqrt{d_j + \sqrt{2\log(M/\delta)}} / n \leq \omega_j/A_*.
\]

Let \(\sigma^* = \|y - X\beta^*\|_2 / \sqrt{n}\). Suppose \(X\) satisfies the sub-Gaussian condition (2.28) with \(c_* \leq \text{eigenvalues}(\Sigma) \leq c^*\), \(y - X\beta^* \sim N_n(0, \sigma^2 I_n)\), and \(\supp(\beta^*) \subseteq G_{S^*}\) with

\[
\max_{1 \leq j \leq M} \left( |G_j| + \log(M/\delta) \right) I_{|S^*| > 0} + |G_{S^*}| + |S^*| \log(M/\delta) \leq a_0 n.
\]

Then, there exist constants \(a_*\) and \(C\) depending on \(\{c_*, c^*, A_*, A^*\}\) only such that

\[
\max \left\{ \frac{\|X\beta - X\beta^*\|_2^2}{n\sigma^2}, \sum_{j=1}^M \frac{\|\hat{\beta}_{G_j} - \beta^*_{G_j}\|_2}{\sigma/\omega_j}, \sum_{j=1}^M \frac{\|X_{G_j}(\hat{\beta}_{G_j} - \beta^*_{G_j})\|_2}{n^{1/2}\sigma/\omega_j} \right\}
\]

\[
\leq C \left\{ |G_{S^*}| + |S^*| \log(M/\delta) \right\} / n
\]

with probability at least \(1 - \delta\) whenever \(a_0 \leq a_*\).

**Theorem 7** justifies the working assumption for sub-Gaussian designs. It demonstrates the benefit of the strong group sparsity as the sample size condition (3.23) is typically weaker than the usual \(\|\beta^*\|_0 \{1 + \log(p/\delta)\} \leq a_0 n\) for the Lasso when \(\supp(\beta) = G_{S^*}\). We omit its proof as it is a direct consequence of Theorem 6 and Proposition 2 below. We preface the presentation of Proposition 2 by first defining the following quantities.

Let \(q > 1\) and \(f = (f_1, \ldots, f_M)^T\) with \(f_j > 0\). Define

\[
\rho_q(s) = \inf_{u, v} \left\{ \frac{v^T(X^TX/n)u}{\|v\|_{(q/(q-1))}\|u\|_{(q)}} : \supp(u) = \supp(v) = G_B, \right. \\
\left. \min_{|B \setminus S| \leq 1} \|f_S\|_2^2 < s \right\}
\]

with weighted \(\ell_{2,q}\) norm \(\|u\|_{(q)} = \left( \sum_{j=1}^M f_j^2 \|v_{G_j}\|_2 / f_j^q \right)^{1/q}\), and
\[ \theta_q(s,t) = \sup \left\{ \frac{v^T(X^TX/n)u}{\|v\|_{\|q/(q-1)\|} \|u\|_q} : \text{supp}(u) = G_{B_1}, \text{supp}(v) = G_{B_2}, \right\} 
\quad |B_k \setminus S_k| \leq 1, \|f_{S_1}\|_2^2 < s, \|f_{S_2}\|_2^2 < t, B_1 \cap B_2 = \emptyset. \]

(3.26)

Under the norm \(\|\cdot\|_{(q)}\), \(1/\rho_q(s)\) is the maximum operator norm of \(n(X_{G_B}^T X_{G_B})^{-1}\) in \(\mathbb{R}^{G_B}\), and \(\theta(s,t)\) is the maximum operator norm of \(X_{G_{B_2}}^T X_{G_{B_1}}/n\). In particular, \(\rho_2(s)\) is the smallest eigenvalue of \(X_{G_B}^T X_{G_B}/n\) under the given constraints on the support set \(G_B\). Let \(a_q = (1 - 1/q)/q^{1/(q-1)}\). For \(\xi > 0, T \subset \{1, \ldots, M\}, t_0 = \sum_{j \in T} f_j^2, x_0 \geq 1, 1 \leq y_0 \leq x_0/a_q\) and \(m \in \{1,2\}\), define quantities

\[ C_q(\xi, x_0, y_0) = \xi + (1 + a_q y_0 - x_0) x_0^{-1/q} \text{ and} \]

\[ \kappa_{q,m}(\xi, t_0, x_0, y_0) = \rho_q(x_0 t_0) - m\theta_q(x_0 t_0, y_0 t_0) y_0^{1/q-1} C_q(\xi, x_0, y_0). \]  

(3.27)

**Proposition 2.** (i) Suppose \(\omega_j = C_n f_j\) for some constant \(C_n\) not depending on \(j\). Then,

\[ \text{RE}^{(G)}(\xi, \omega, T, T') \geq \kappa_{2,2}^{1/2}(\xi, t_0, x_0, y_0)/(1 + \delta'(1 + \xi)/2), \]  

(3.28)

\[ \text{CC}^{(G)}(\xi, \omega, T) \geq \kappa_{2,2}^{1/2}(\xi, t_0, x_0, y_0) \]  

(3.29)

\[ \text{CIF}_q^{(G)}(\xi, \omega, T, T') \geq \frac{\kappa_{q,1}(\xi, t_0, x_0, y_0)}{(x_0 + \max j f_j^2/t_0)^{1/q}(1 + \delta'(1 + \xi)a_q^{1-1/q})}. \]  

(3.30)

with \(\delta' = 0\) for \(T' = T\) and \(\delta' = 1\) for \(T' = T^*\), and for \(1 \leq q \leq 2\)

\[ \min \left( \text{SCIF}_q^{(G)}(\xi, \omega, T, T'), \frac{\text{CIF}_q^{(G)}(\xi, \omega, T, T')}{(1 + \xi)^{-1}} \right) \geq \frac{\kappa_{2,1}(\xi, t_0, x_0, y_0)}{1 + \delta'(1 + \xi)a_q^{1-1/q}}. \]  

(3.31)

(ii) Suppose \(X\) satisfies the sub-Gaussian condition (2.28) with \(c_* \leq \text{eigen}(\Sigma) \leq c^*\) and

\[ \omega_j/A^* \leq C_n \|X_{G_j}/\sqrt{n}S\left\{ \sqrt{|G_j|} + \sqrt{2\log(M/\delta)} \right\} \leq \omega_j/A_* \]

where \(\{c_*, c^*, A_*, A^*\}\) are positive constants. Let \(\delta' = 0\) for \(T' = T\) and \(\delta' = 1\) for \(T' = T^*\). For any \(\epsilon_0 \in (0,1)\), there exists \(a_0\) depending on \(\{\epsilon_0, c_*, c^*, A_*, A^*\}\) only such that

\[ \text{SCIF}_q^{(G)}(\xi, \omega, T, T') \geq (1 - \epsilon_0)\lambda_{\text{min}}(\Sigma)/(1 + \delta'(1 + \xi)a_q^{1-1/q}), \quad 1 \leq q \leq 2. \]

with at least probability \(1 - \delta\) whenever (3.23) holds. Moreover, the inequality also holds with \(\text{SCIF}_q^{(G)}(\xi, \omega, T, T')\) replaced by \(\left\{ \text{RE}^{(G)}(\xi, \omega, T, T') \right\}^2\) for \(q = 2\), by \(\left\{ \text{CC}^{(G)}(\xi, \omega, T) \right\}^2\) for \(q = 1\) and \(T' = T\), or by \(\left(1 + \xi \text{CIF}_q^{(G)}(\xi, \omega, T, T') \right)\).
4. Simulation results

In this section we provide a few simulation results in support of our theory developed in Sections 2 and 3. As a prelude, we first show the performance of the scaled group Lasso procedure in a simulation experiment.

4.1. Normality of estimate of the scale parameter

We consider two simulation designs with \((n = 1000, p = 200)\) and \((n = 1000, p = 2000)\) design matrices with the elements of the design matrix generated independently from \(N(0, 1)\). We assume that the true parameter \(\beta^*\) has an inherent grouping with total set of \(p\) parameters divided into groups of size \(d_j = 4\). In the design \((n = 1000, p = 200)\) we have total number of groups \(M = 50\) and in \((n = 1000, p = 2000)\), \(M = 500\). For both scenarios, the true parameter \(\beta^*\) is assumed to be \((g = 2, s = 8)\) strong group sparse with its non-zero coefficients in \([-1, 1]\). Both simulation designs have a \(N(0, \sigma^2)\) error added to the true regression model \(X\beta^*\) with \(\sigma = 1\). We also assume that the design matrix is groupwise orthogonalized in the sense of \(X^T G_j X_{G_j}/n = I_{G_j \times G_j}, j = 1, \ldots, M\).

In estimation of \(\sigma\) we employ the scaled group Lasso procedure as shown in (3.14). The groupwise penalty factors \(\omega_j\)'s are chosen to equal to \(\lambda(\sqrt{d_j/n} + \sqrt{2/n} \log(M))\) for some fixed \(\lambda > 0\). The implementation of group Lasso procedure is via the R package \texttt{grpreg}.

In the design setup with \((n = 1000, p = 200)\), the estimate of \(\hat{\sigma}\) averaged over a 100 replications is 0.997 with a standard deviation of 0.02. In the design setup with \((n = 1000, p = 2000)\), the estimate of \(\hat{\sigma}\) averaged over a 100 replications is 1.0002 with a standard deviation of 0.02. Additionally Figure 1 shows the Gaussian QQ plots of the test statistic \(\sqrt{2n}(\hat{\sigma}/\sigma - 1)\).

4.2. Asymptotic distribution of regression parameters

We also seek the empirical validation of the asymptotic convergence of the group \(\beta_{G_j}\) as described in our theoretical results. For bias correction we take the
Fig 2. The left panel considers test for a Small group. It shows chi-squared QQ plot for the test statistic $T_G$ with $n = 1000, p = 200, g = 10, s = 40$. The theoretical quantiles were drawn from $\chi^2_4$ random variable. The group being tested has size 4. The right panel considers test for a Large group. It shows normal QQ plot for the test statistic $(T^2_G - |G|)/\sqrt{2|G|}$ with $n = 1000, p = 200, g = 2, s = 40$. Here the group size of the test group is 20.

penalty function in (2.42) to be the Frobenius norm and apply group Lasso based optimization. We also consider a new simulation design which is similar to the earlier design with $(n = 1000, p = 200)$ and $\sigma = 1$. We will consider two different schemes for empirical analysis for asymptotic convergence.

Small group sizes

The true parameter $\beta^*$ is simulated to be $(s = 40, g = 10)$ strong group sparse with its nonzero values in the interval $[2, 3]$. More specifically, $\beta^*$ is grouped into groups of sizes $d_j = 4$ for all $j$. We construct the test statistic of $\mu_{G_j}$ as in (2.21) for one of the nonzero groups. The left panel of Figure 2 provides $\chi^2_4$ based QQ plot for the sample quantiles of our test statistic.

Large group sizes

The true parameter $\beta^*$ is simulated to be $(s = 40, g = 2)$ strong group sparse with its nonzero values between $[2, 3]$. More specifically, $\beta^*$ is grouped into 10 groups each of sizes $d_j = 20$ for all $j$. We let the sparsity of the true parameter $\beta^*$ to be $s = 40$ contained within 2 separate groups. Again, we construct the test statistic of $\mu_{G_j}$ as in (2.21) for one of the nonzero groups. The right panel of Figure 2 shows the QQ plot for this group’s size- normalized test statistic as defined in (2.22). As the figure suggests, for large group sizes asymptotic normality of the group test statistic is empirically supported.

4.3. Comparison with other methods

In this subsection we compare the performance of our group Lasso methods with other recent methods developed for inference in high dimensional models. In particular we consider three different classes of methods.
Group inference

Table 1
Comparison of true positive and false positive rates for three different choices of block correlation \( \rho \) and three choices of signal parameter \( \tau \). The scale parameter \( \sigma = 1 \) in all cases. The results are based on 100 replications for testing the nonzero group (for TP) and first zero group (FP). Performance of all the tests are good for the strong signal (\( \tau = 1 \)).

For the weak signal \( \tau = 0.1 \), group Lasso clearly out-performs other methods.

| Design Proposed Method | Projection Based | Multi sample-splitting | Group Bound |
|------------------------|------------------|------------------------|-------------|
| \((g, \rho), (s, \tau)\) | FP TP FP TP FP TP | FP TP FP TP FP TP | FP TP |
| \((1, 5), (0, 1)\) | 0.04 0.11 0.04 0.11 | 0 0.02 0 0 | 0 0 0 | 0 0 |
| \((1, 5), (0, 0.5)\) | 0 1 0 1 | 0 1 0.01 0.2 | 0 0.72 0 0.21 | 0 0 |
| \((1, 5), (0, 0.1)\) | 0 1 0 1 | 0 1 0 1 | 0 1 0 1 | 0 0 |
| \((1.5), (0.5, 0.1)\) | 0.01 0.3 0.03 0.1 | 0 0.06 0 0 | 0 0 0 | 0 0 |
| \((1, 5), (0.5, 0.5)\) | 0 1 0 1 | 0 1 0.71 | 0 0.99 0 0.47 | 0 0.02 |
| \((1, 5), (0.5, 1)\) | 0 1 0 1 | 0 1 0 | 0 1 0 1 | 0 0.97 |
| \((1.5), (0, 0.1)\) | 0.02 0.45 0.02 0.45 | 0 0.02 0.2 0.02 | 0 0.32 0 | 0 0 |
| \((1, 5), (0.9, 0.5)\) | 0 1 0 1 | 0 1 0.07 | 0 0.22 0 0.01 | 0 0.12 |
| \((1.5), (0.5, 1)\) | 0 1 0 1 | 0 0.99 0 0.84 | 0 0.86 0 0.32 | 0 1 |
| \((1, 20), (0, 0.1)\) | 0 1 0 1 | 0 0.38 0 0.01 | 0 0.05 0 0.01 | 0 0.04 |

Projection based: For the projection based methods, we consider two cases.
1) The Ridge estimation based testing with correction for projection bias that was developed in Bühlmann (2013). 2) The Lasso relaxed projection followed by bias correction idea developed in Zhang and Zhang (2014) which is similar to the de-sparsified Lasso in van de Geer et al. (2014). These methods are adapted for testing of groups of variables adjustment of individual \( p \)-values; see Dezeure et al. (2014).

Sample split based: The idea of single sample splitting was developed in Wasserman and Roeder (2009) which involves splitting the sample into two parts. The first part is used to select variables and the second to construct \( p \)-values for the selected variables in the first model. The final step is to adjust the \( p \)-values for control of the familywise error rate (FWER).

Due to the variability of the \( p \)-values for different splittings, Meinshausen, Meier and Bühlmann (2009) proposed multi sample-splitting idea which involves running the single sample splitting \( B \) times and aggregating the \( B \) adjusted \( p \)-values. We employ the multi sample-splitting with two different variable selection procedures: Lasso and group Lasso. For Lasso, the groupwise \( p \)-value is obtained by Bonferroni adjustments.

Group bound: The final procedure we consider is the group bound method developed in Meinshausen (2014). One advantage of this method is that it doesn’t require any assumptions on the design matrix.

Implementation of all the above methods are available in the R package hdi; see also Dezeure et al. (2014).

Simulation Design: We consider a very simple simulation design where the design matrix \( X \in \mathbb{R}^{n \times p} \) is assumed to have iid rows with each row following \( N(0, \Sigma) \), where \( \Sigma \) is assumed to be a correlation matrix having a block diagonal structure with block size \( k = 5 \). We take \( n = 100 \) and \( p = 200 \) so that \( \Sigma \) has \( M = 40 \) blocks. Within each block, the correlation is assumed to be \( \rho \). For our simulations, we consider three possible choices of \( \rho \) namely \{0, 0.5, 0.9\}. 
The true parameter $\beta$ is assumed to have the group structure as defined by the block structure of $X$. Moreover we assume only the first group has nonzero signals with all of them having the same value $\tau > 0$. Thus $\beta^*$ is of the form,

$$
\beta^* = (\tau, \tau, \tau, \tau, 0, 0, 0, 0, \ldots, 0, 0, 0, 0, 0)
$$

Thus in all these cases, the true signal $\beta^*$ is $(g = 1, s = 5)$ strong group sparse.

We consider three choices of the signal parameter $\tau$: $\{0, 0.1, 0.5, 1\}$.

We also consider an additional scenario, where we take $k = 20$ so that number of groups $M = 10$ (The last line of Table 1). For this case we only compare the performance for signal strength $\tau = 0.1$ which highlights the performance of group Lasso.

The responses are simulated by $y = X\beta^* + \varepsilon$ where $\varepsilon \sim N(0, \sigma)$. We take the true scale parameter $\sigma = 1$ in all simulation designs and estimate $\sigma$ via scaled group Lasso. For application of the group Lasso based testing, we take the group weights equal to $\omega_j = 5(\sqrt{d_j/n} + \sqrt{(2/n)\log(M)})$ where $M = 40$ and $d_j = 5$ for group sizes=5 and $d_j = 20$ for group sizes=20.

In Table 1, we provide a comparison of the true positive (TP) and false positive (FP) rates for 100 replications. It is clear from the table that group Lasso performs comparably or better than all the other methods. The false positive rates of all the methods are either 0 or close to zero for most of the designs. The true positive (TP) rate (power) of group Lasso method clearly dominates those of the other methods especially when the signal is not strong: $\tau = 0.1$. One rationale for this would be the accumulation of small signals in the $\ell_2$ norm for the group that is used for the group Lasso. For group bound method, clearly the performance becomes comparable to group Lasso as the blockwise correlation $\rho$ is increased. This phenomenon is also observed for group Lasso procedure to a certain extent.

5. Summary and discussion

We have considered statistical inference of variable groups in a high-dimensional linear regression setup. In particular we show the benefit of grouping in constructing chi-squared-type procedures for group inference. We construct such procedures via bias correction and group Lasso based relaxed projection. We show the validity of such approximate chi-squared-type inference under sample size conditions that could be potentially much weaker than the requirements for Lasso based procedures. This particular scaling also offers us valid statistical inference for a group of possibly unbounded number of variables.

A key step of our methodology concerns the nonconvex optimization scheme (2.33) over the set of orthogonal projection matrices. To the best of our knowledge, solution of an optimization problem as in (2.33) is not yet well studied, either algorithmically or analytically. However, we have proposed a convexation of (2.33) via a multivariate group Lasso with a weighted nuclear or Frobenius norm penalty, which provides feasible solutions for the optimization problem. As
discussed in Remark 1, our theoretical results only requires feasibility solutions of the optimization scheme. As the multivariate group Lasso with Frobenius norm penalty can be carried out using the group Lasso program, an interesting direction of research would be to develop efficient algorithm for the group nuclear norm penalty.

Since our results can be directly applied to statistical inference for groups of variables with possibly unbounded sizes, application of our procedures for sparse nonparametric additive models (Ravikumar et al., 2009) would be another future direction of research.

Appendix

This appendix provides proof of

Proof of Proposition 1. (i) Since both $Z_G$ and $X_G$ are $n \times |G|$ matrices,

$$|G| = \text{rank}(Z_G^T X_G) \leq \text{rank}(X_G) \land \text{rank}(Z_G) \leq |G| \land n,$$

so that $\text{rank}(P_G) = \text{rank}(P_G X_G) = |G|$ and $P_G = P_G, 0$. It follows that $P_G X_G (P_G X_G)^T P_G = P_G$. As $Z_G^T X_G$ is a $|G| \times |G|$ invertible matrix,

$$P_G X_G (Z_G^T X_G)^{-1} Z_G^T = P_G.$$

Since $\text{rank}(P_G X_G) = |G|$, we are allowed to cancel $P_G X_G$ to obtain

$$(P_G X_G)^T P_G = (Z_G^T X_G)^T Z_G^T.$$

This proves the first equality in (2.15). The second equality in (2.15) then follows from

(2.2) and its estimated version, and the definition of the remainder term.

(ii) Let $Z_1 = P_G Z_G$. As $P_G = P_G P_G, 0$ is the orthogonal projection to $\mathcal{R}(Z_1)$, $Z_G^T X_G = Z_G^T P_G, 0 Q_G X_G = Z_1^T P_G Q_G X_G$ and $\text{rank}(X_G) = \text{rank}(P_G Q_G) = \text{rank}(Z_1^T X_G)$, so that

$$(Z_G^T X_G)^T = (Z_1^T P_G Q_G X_G)^T = X_G^T (P_G Q_G)^T (Z_1^T)^T.$$

Consequently, as $Q_G (P_G Q_G)^T = (P_G Q_G)^T = (P_G Q_G)^T P_G$ and $(Z_1^T)^T Z_1^T = P_G$, we have

$$\hat{\mu}_G - \hat{\mu}_G^{(\text{init})} = X_G (Z_G^T X_G)^T Z_G^T \left( y - X \hat{\beta}^{(\text{init})} \right) = X_G X_G^T (P_G Q_G)^T (Z_1^T)^T Z_G^T \left( y - X \hat{\beta}^{(\text{init})} \right) = (P_G Q_G)^T P_G \left( y - X \hat{\beta}^{(\text{init})} \right).$$

This gives (2.16). As $Q_G (Z_G^T Q_G)^T Z_G^T = (P_G Q_G)^T P_G^T$ by the same proof, (2.13) also holds. Finally, (2.18) follows from (2.14) and (2.2).
Proof of Lemma 1. Let \( u_j, 1 \leq j \leq r_k \), be the eigenvectors of \( B_k^T \Sigma B_k \) corresponding to positive eigenvalues and \( U_k = (u_1, \ldots, u_{r_k}) \). Let

\[
Z_k = XB_k((B_k^T \Sigma B_k)^{1/2} U_k) \in \mathbb{R}^{n \times r_k}.
\]

We have \( E(Z_k) = 0 \), \( E(Z_k^T Z_k/n) = I_{r_k \times r_k} \), \( E(Z_k^T Z_2/n) = U_1^T \Omega_{1,2} U_2 \), and

\[
\sup_{\|b\|_2 \leq 1} E \exp \left( \frac{(e_i^T Z_k b)^2}{v_0} + \frac{1}{v_0} \right) \leq 2, \quad k = 1, 2.
\]

Moreover, \( P_k = Z_k(Z_k^T Z_k)^{1/2} Z_k^T \) and \( \|U_1^T \Omega_{1,2} U_2\|_S = \|\Omega_{1,2}\|_S \leq 1 \).

For \( 1 \leq j \leq k \leq 2 \) and any vectors \( v_k \in \mathbb{R}^n \) with \( \|v_k\|_2 = 1 \),

\[
v_j^T (Z_k^T Z_k/n - E(Z_j^T Z_k/n)) v_k = \frac{1}{n} \sum_{i=1}^n \left\{ (e_i^T Z_j v_j)(e_i^T Z_k v_k) - v_j^T E(Z_j^T Z_k/n) v_k \right\}
\]

is an average of iid variables with

\[
E \exp \left( \frac{(e_i^T Z_j v_j)(e_i^T Z_k v_k) - v_j^T E(Z_j^T Z_k/n) v_k}{v_0} \right) \leq \left\{ \prod_{k=1}^2 E \exp \left( \frac{(e_i^T Z_k v_k)^2}{v_0} \right) \right\} e^{1/v_0} \leq 2.
\]

Since the size of an \( \epsilon \)-net of the unit ball in \( \mathbb{R}^{r_k} \) is bounded by \( (1 + 2/\epsilon)^{r_k} \), the Bernstein inequality implies that for \( r^* = r_1 + r_2 \) and a certain numerical constant \( C_0 \),

\[
\mathbb{P} \left\{ \|Z_j^T Z_k/n - E(Z_j^T Z_k/n)\|_S > C_0 v_0 \max \left( \sqrt{t/n + r^*/n}, t/n + r^*/n \right) \right\} \leq e^{-t/3}.
\]

This yields (2.39) as \( \|U_1^T \Delta U_2\|_S = \|\Delta\|_S \) for all \( \Delta \) of proper dimension.

Suppose rank(\( P_k \)) = \( r_k \). Let \( r_0 = \text{rank}(P_1 P_2) \) and \( 1 \geq \lambda_1 \geq \cdots \geq \lambda_{r_0} > 0 \) be the (nonzero) singular values of \( P_1 P_2 \). We have \( \|P_1 P_2\|_S = \lambda_1 \) and \( \|P_1 P_2\|_S = \|P_1 - P_2\|_S = \sqrt{1 - \tilde{\lambda}^2_{\text{min}}} \) with \( \tilde{\lambda}_{\text{min}} = \tilde{\lambda}_{r_0} I\{r_0 = r_1 = r_2\} \). By definition,

\[
P_1 P_2 = Z_1(Z_1^T Z_1)^{-1}Z_1^T(Z_2^T Z_2)^{-1}Z_2^T.
\]

Since \( (Z_k^T Z_k)^{-1/2}Z_k^T \) are unitary maps from the range of \( P_k \) to \( \mathbb{R}^{r_k} \), the singular values of \( P_1 P_2 \) is the same as those of

\[
(Z_1^T Z_1)^{-1/2}Z_1^T(Z_2^T Z_2)^{-1/2}.
\]

Now suppose that \( \|Z_j^T Z_k/n - E(Z_j^T Z_k/n)\|_S \leq C_0 v_0 \sqrt{t/n + r^*/n} \leq \epsilon_0 < 1 \) for \( 1 \leq j \leq k \leq 2 \). Recall that \( 1 \geq \lambda_1 \geq \cdots \geq \lambda_r > 0 \) are the nonzero singular values of \( \Omega_{1,2} \) and \( \lambda_{\text{min}} = \lambda_{r_0} I\{r_1 = r_2\} \). As \( E(Z_j^T Z_k/n) = I_{r_k \times r_k} \), we have
rank(P_k) = r_k. Moreover, as E(Z_2^T Z_2/n) = U_1^T \Omega_{1,2} U_2 with unitary maps U_1 and U_2, the Weyl inequality implies that

\[ \hat{\lambda}_1 \leq \frac{\lambda_1(1 + \epsilon_0)}{1 - \epsilon_0}, \quad \hat{\lambda}_{\min} \geq \frac{\lambda_{\min}(1 - \epsilon_0)}{1 + \epsilon_0}. \]

Thus, (2.40) holds. As the conditions for \( \lambda_1 < 1 \) and \( \lambda_{\min} > 0 \) follow from the positive-definiteness of \( \Sigma \), the proof is complete.

**Proof of Theorem 5.** The KKT conditions for the group Lasso asserts that

\[
\begin{align*}
\frac{1}{n} X_{G_j}^T (y - X\hat{\beta}) &= \omega_j \hat{\beta}_{G_j} / \| \hat{\beta}_{G_j} \|_2, \quad \hat{\beta}_{G_j} \neq 0, \\
\frac{1}{n} \| X_{G_j}^T (y - X\hat{\beta}) \|_2 &\leq \omega_j, \quad \hat{\beta}_{G_j} = 0.
\end{align*}
\]

Let \( h = \hat{\beta} - \beta^* \). It follows that in the event \( \mathcal{E} \)

\[
\frac{\| X_{G_j}^T X h \|_2}{\omega_j} = \frac{\| X_{G_j}^T (X\hat{\beta} - y + \varepsilon) \|_2}{\omega_j} \leq 1 + \frac{\| X_{G_j}^T \varepsilon \|_2}{\omega_j} \leq \frac{2\xi}{\xi + 1}.
\]

It also follows from (A.1) that in the event \( \mathcal{E} \)

\[
\begin{align*}
h_{G_j}^T X_{G_j}^T X h/n &= h_{G_j}^T X_{G_j}^T (X\hat{\beta} - y + \varepsilon)/n \\
&\leq \begin{cases} 
\omega_j \| h_{G_j} \|_2 + \| h_{G_j}^T X_{G_j}^T \varepsilon \|/n, & j \in S^*, \\
-\omega_j \| h_{G_j} \|_2 + \| h_{G_j}^T X_{G_j}^T \varepsilon \|/n, & j \notin S^*,
\end{cases} \\
&\leq \begin{cases} 
\omega_j \| h_{G_j} \|_2 2\xi/(\xi + 1), & j \in S^*, \\
-\omega_j \| h_{G_j} \|_2 2/(\xi + 1), & j \notin S^*.
\end{cases}
\end{align*}
\]

Summing the above inequality over \( j \), we have

\[
\| X h \|_2^2/n \leq \frac{2\xi}{\xi + 1} \sum_{j \in S^*} \omega_j \| u_{G_j} \|_2^2 - \frac{2}{\xi + 1} \sum_{j \notin S^*} \omega_j \| u_{G_j} \|_2.
\]

This and (A.3) implies \( h \in \mathcal{C}_1^{(G)}(\xi, \omega, S^*) \). Thus, by (3.6) and (A.2)

\[
\begin{align*}
\| X h \|_2^2/n &\leq \{ 2\xi/(\xi + 1) \} \sum_{j \in S^*} \omega_j \| \hat{\beta}_{G_j} - \beta_{G_j} \|_2 \\
&\leq \{ 2\xi/(\xi + 1) \} \max_j \omega_j^{-1} \| X_{G_j}^T X h \|_2 \sum_{j \in S^*} \omega_j^2 / \{ n \text{SCIF}_1^{(G)}(\xi, \omega, S^*, S^*) \} \\
&\leq \{ 2\xi/(\xi + 1) \}^2 \sum_{j \in S^*} \omega_j^2 / \{ n \text{SCIF}_1^{(G)}(\xi, \omega, S^*, S^*) \}.
\end{align*}
\]

Similarly, (3.6) and (A.2) yield
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\[
\left(\sum_{j=1}^M \omega_j^2 \left(\|h_{G_j}\|_2 / \omega_j^2\right)^q\right)^{1/q} \\
\leq \left(\sum_{j \in S} \omega_j^2 \right)^{1/q} \max_j \omega_j^{-1} \|X_{G_j}^T Xh\|_2 / \{\text{SCIF}^G_q(\xi, \omega, S^*)\} \\
\leq \{2\xi/(\xi + 1)\} \left(\sum_{j \in S} \omega_j^2 \right)^{1/q} \{\text{SCIF}^G_q(\xi, \omega, S^*, T^*)\}.
\]

Finally, we prove (3.11). Let \(Q_{G_j}\) be the orthogonal projection to the range of \(X_{G_j}\). As \(\varepsilon \sim N_n(0, \sigma^2 I_n)\), \(\|Q_{G_j}\varepsilon / \sigma\|_2^2 \sim \chi^2_{d_j}\) with \(d_j = \text{rank}(Q_{G_j}) \leq d_j\). Thus, it follows from the Gaussian concentration inequality that for any \(0 < \delta < 1\), with probability at least \(1 - \delta\),

\[
\|X_{G_j}^T \varepsilon\|_2 / (\sigma \|X_{G_j}\|_2) \leq \|Q_{G_j} \varepsilon / \sigma\|_2 \leq \sqrt{n} \left\{ \sqrt{d_j} + \sqrt{2 \log(1/\delta)} \right\}.
\]

The result in (3.11) follows by an application of the union bound. \(\square\)

Proof of Lemma 2. For \(\eta \geq 0\) define

\[
L_\omega(\beta, \sigma, \eta) = \frac{\|y - \text{X}\beta\|_2^2}{2n\sigma^2} + \frac{\sigma}{2} + \sum_{j=1}^M \omega_j \|\beta_{G_j}\|_2^{1+\eta} + \frac{\eta \sigma^2}{2}
\]

and \(\bar{\beta}(\sigma, \eta) = \arg \min_{\beta} L_\omega(\beta, \sigma, \eta)\). As \(L_\omega(\beta, \sigma, \eta)\) is convex in \((\beta, \sigma)\), the profile loss \(L_\omega(\bar{\beta}(\sigma, \eta), \sigma, \eta)\) is convex in \(\sigma\) for all \(\eta \geq 0\). Note that for \(\eta > 0\)

\[
\frac{\partial}{\partial \sigma} L_\omega(\bar{\beta}(\sigma, \eta), \sigma, \eta) = \left\{ \frac{\partial}{\partial \theta} L_\omega(\theta, \sigma, \eta) \right\}_{\theta = \bar{\beta}(\sigma, \eta)}^T \frac{\partial \bar{\beta}(\sigma, \eta)}{\partial \sigma} + \frac{\partial}{\partial t} L_\omega(\bar{\beta}(\sigma, \eta), t, \eta) \right|_{t = \sigma} = 1/2 - \|y - \text{X}\bar{\beta}(\sigma, \eta)\|_2^2 / (2n\sigma^2) + \eta \sigma
\]

as all derivatives involved are continuous. Moreover, as \(L_\omega(\beta, \sigma) = L_\omega(\beta, \sigma, 0)\) is strictly convex in \(\text{X}\beta\),

\[
\lim_{\eta \to 0+} \frac{\partial}{\partial \sigma} L_\omega(\bar{\beta}(\sigma, \eta), \sigma, \eta) \to 1/2 - \|y - \text{X}\bar{\beta}(\sigma, \eta)\|_2^2 / (2n\sigma^2).
\]

Consequently,

\[
L_\omega(\bar{\beta}(\sigma_2), \sigma_2) - L_\omega(\bar{\beta}(\sigma_1), \sigma_1) = \lim_{\eta \to 0+} \int_{\sigma_1}^{\sigma_2} \left\{ \frac{\partial}{\partial \sigma} L_\omega(\bar{\beta}(\sigma, \eta), \sigma, \eta) \right\} d\sigma \\
= \int_{\sigma_1}^{\sigma_2} \left\{ 1/2 - \|y - \text{X}\bar{\beta}(\sigma, \eta)\|_2^2 / (2n\sigma^2) \right\} d\sigma.
\]

All other claims follow from the joint convexity of \(L_\omega(\beta, \sigma)\) and the strict convexity of the loss function in \(\text{X}\beta\). \(\square\)
Proof of Theorem 6. We follow the proof in Sun and Zhang (2012b). Let $t \geq \sigma^*/\sqrt{1+\tau}$ and $h_{G_j} = \beta_{G_j}(t\omega) - \beta_{G_j}^\ast$. As the oracle noise level is $(\sigma^*)^2 = \|y - X\beta^\ast\|^2/n$, we have

$$(\sigma^*)^2 - \|y - X\hat{\beta}(t\omega)\|^2/n = (Xh)^T(2\varepsilon - Xh)/n$$

$$(Xh)^T(\varepsilon + y - X\hat{\beta}(t\omega))/n. \quad (A.4)$$

Suppose $\mathcal{E}$ happens so that $\|X_T^\ast\varepsilon\|_2/n \leq t\omega_j(\xi - 1)/(\xi + 1)$. It follows that

$$|Xh)^T\varepsilon/n| = \left| \sum_{j=1}^{M} h_{G_j}^T X_{G_j}^\ast \varepsilon/n \right| \leq \frac{\xi - 1}{\xi + 1} \sum_{j=1}^{M} t\omega_j \|h_{G_j}\|_2.$$

Moreover, the KKT condition implies

$$\left| h^T X^T (y - X\hat{\beta}(t\omega))/n \right| = \left| \sum_{j=1}^{M} h_{G_j}^T X_{G_j}^\ast (y - X\hat{\beta}(t\omega))/n \right| \leq \sum_{j=1}^{M} t\omega_j \|h_{G_j}\|_2.$$

As $(Xh)^T(2\varepsilon - Xh)/n \leq 2(Xh)^T\varepsilon/n$, inserting these inequalities to (A.4) yields

$$-\left( \frac{\xi - 1}{\xi + 1} + 1 \right) \sum_{j=1}^{M} t\omega_j \|h_{G_j}\|_2 \leq (\sigma^*)^2 - \|y - X\hat{\beta}(t\omega)\|^2/n$$

$$\leq \frac{2\xi - 1}{\xi + 1} \sum_{j=1}^{M} t\omega_j \|h_{G_j}\|_2.$$

A rescaled version $\hat{\beta}(t\omega)$ can be written as

$$\frac{\hat{\beta}(t\omega)}{t} = \arg \min_{b} \left\{ \frac{\|y/t - Xb\|^2}{2n} + \sum_{j=1}^{M} \omega_j \|b_{G_j}\|_2 \right\}$$

as the group Lasso estimator with target $\beta^\ast/t$ and noise vector $\varepsilon/t$. As $t \geq \sigma^*/\sqrt{1+\tau}$, the condition of Theorem 5 is satisfied with the rescaled noise $\varepsilon/t$, so that

$$t^{-1} \sum_{j=1}^{M} \omega_j \|h_{G_j}\|_2 = \sum_{j=1}^{M} \omega_j \|\hat{\beta}_{G_j}(t\omega)/t - \beta_{G_j}^\ast/t\|_2 < \mu(\omega, \xi).$$

As $\tau_+ = 2\mu(\omega, \xi)(\xi - 1)/(\xi + 1)$ and $\tau_+ = \mu(\omega, \xi)\{(\xi - 1)/(\xi + 1) + 1\}$, we have

$$-\tau_+ t^2 = -\left( \frac{\xi - 1}{\xi + 1} + 1 \right) t^2 \mu(\omega, \xi) < (\sigma^*)^2 - \|y - X\hat{\beta}(t\omega)\|^2/n$$

$$< \frac{2\xi - 1}{\xi + 1} t^2 \mu(\omega, \xi) = \tau_+ t^2.$$
The upper bound above for \( t = \sigma^*/\sqrt{1 + \tau_-} \) implies
\[
t^2 - ||y - X\hat{\beta}(t\omega)||_2^2/n < t^2 - \sigma^{*2} + \tau_-t^2 = 0,
\]
so that \( \hat{\sigma} > t = \sigma^*/\sqrt{1 + \tau_-} \) by Lemma 2. Similarly, the lower bound yields \( \hat{\sigma} < \sigma^*/\sqrt{1 + \tau_+} \).

As \( \hat{\sigma} > \sigma^*/\sqrt{1 + \tau_-} \), the error bounds in Theorem 5 holds for \( \{y/\hat{\sigma}, \sigma^*/\hat{\sigma}, \hat{\beta}/\hat{\sigma}\} \), which implies (3.18) and (3.19) due to \( \hat{\sigma} < \sigma^*/\sqrt{1 + \tau_+} \). When (1.1) holds with Gaussian error, \( ||\hat{\sigma}/\sigma^* - 1|| = o_P(\mu(\omega, \xi)) = o_P(n^{-1/2}) \) by (3.17) and the condition on \( \mu(\omega, \xi) \), so that (3.21) follows from the central limit theorem for \( \sigma^*/\sigma \sim \chi_n/\sqrt{n} \).

It remains to prove (3.20). Let \( u^* = \epsilon/\|\epsilon\|_2 \), \( Q_{G_j} \) be the orthogonal projection to the range of \( X_{G_j} \), \( d_j = \text{rank}(Q_{G_j}) \), and \( f(u^*) = \|Q_{G_j} u^*\|_2 \). As \( f(u^*) = 1 \) for \( n = 1 \), we assume \( n \geq 2 \) without loss of generality. The vector \( u^* \) is uniformly distributed in the sphere \( S^{n-1} \) and \( f(u^*) \) is a unit Lipschitz function of \( u^* \) with median \( \sqrt{m_{d_j,n}} \leq \sqrt{m_{d_j,n}} \). As \( \sigma^* = \|\epsilon\|_2/\sqrt{n} \), \( ||X_{G_j}(y - X\sigma^*)||/\|\epsilon\|_2 \leq f(u^*) \). Thus, for \( t > 0 \) and \( n \geq 2 \),
\[
P \left\{ \|Q_{G_j} u^*\|_2 \geq \sqrt{m_{d_j,n}} + \frac{t}{\sqrt{n - 3/2}} \right\} \leq e^{(4n-6)/2} \leq e^{-t^2/2}
\]
by the Lévy concentration inequality as in Lemma 17 of Sun and Zhang (2013). It follows that \( P(\xi^2) \geq 1 - 6 \) by the union bound when \( (\xi - 1)\omega_j/\{(\xi + 1)\sqrt{1 + \tau_-}\} \geq ||X_{G_j}/\sqrt{n}||_{S\omega_{x,j}} \). Now, consider \( \omega_j = \|X_{G_j}/\sqrt{n}||s\omega_{x,j} \). Let \( \tau_- = 2\mu(\omega, \xi)(\xi - 1)/(\xi + 1) \). It follows from (3.1) and (3.6) that \( \mu(\omega, \xi) = A^2\mu(\omega^*, \xi) \), so that \( \tau_- = A^2\tau_+ \). Consequently,
\[
\frac{(\xi - 1)\omega_j}{(\xi + 1)\sqrt{1 + \tau_+}} ||X_{G_j}/\sqrt{n}||_{S\omega_{x,j}} = \frac{(\xi - 1)\epsilon}{(\xi + 1)\sqrt{1 + A^2\tau_+}} \geq 1
\]
if and only if \( A \geq \{(\xi + 1)/(\xi - 1)\}/\{1 - \{(\xi + 1)/(\xi - 1)\}\}^{1/2} = A_\tau \).

Finally, we note that \( \sqrt{m_{d_j,n}} \leq \|X^T\|_{1/n} \leq \epsilon^{4n-6}/2 \leq (d_j/n)^{1/2} + n^{-1/2} \).

**Proof of Proposition 2.** (i) We prove that for every \( u \in \mathcal{C}^1(G)(\xi, \omega, T) \), there exists a non-increasing nonnegative function \( h(x) \) and \( x_0t_0 \leq t_1 < x_0t_0 + \max_j f^2_j \) such that
\[
\|u_{G_T}\|_q = \sum_{j \in T} f^2_j (\|u_{G_j}\|_2/f_j)^q \leq \int_0 t_0 h^q(x)dx, \quad (A.5)
\]
\[
\|u\|_q = \int_0 t h^q(x)dx \leq \left\{ 1 + (1 + \xi)a^{1-1/q}_q \right\} \left\{ \int_0 t_0 h^q(x)dx \right\}^{1/q}, \quad (A.6)
\]
\[
\max_{j \leq M} \left[ ||X_{G_j}Xu||_2/(n f_j) \right]^{1/2} \geq \kappa_{s,1}(\xi, t_0, x_0, y_0) \left( \int_0 t_0^1 h^q(x)dx \right)^{1/q}, \quad (A.7)
\]
\[
\max_{j \leq M} \left[ ||X^T_{G_j}Xu||_2/(n f_j) \right]^{1/2} \geq \kappa_{s,1}(\xi, t_0, x_0, y_0) \int_0 t_0 h^2(x)dx, \quad (A.8)
\]
\[
\|Xu\|_2/n \geq \kappa_{s,2}(\xi, t_0, x_0, y_0) \int_0 t_0 h^2(x)dx. \quad (A.9)
\]
Moreover, for \( \mathbf{u} \in \mathcal{G}(\xi, \omega, T) \),

\[
\max_{j \leq M} ||\mathbf{X}_G^T \mathbf{X} \mathbf{u}||_2/(n_j f_j) \int_0^{t_0} h(x)dx \geq \kappa_{2.1}(\xi, t_0, x_0, y_0) \int_0^{t_1} h^2(x)dx.
\]

(A.10)

In fact, as \( \omega_j \propto f_j \), (3.28) and (3.29) follow from (3.2), (3.3), (A.5), (A.6) and (A.9), (3.30) follows from (3.4), (A.5), (A.6) and (A.7), and (3.31) follows from (3.6), (A.5), (A.6) and (A.10). As these steps of the proof are similar, we only provide the following example:

\[
\text{SCIF}^q_q(\xi, \omega, T, T^*) \geq \inf_k t_0^{1/q} \kappa_{2.1}(\xi, t_0, x_0, y_0) \int_0^{t_1} h^2(x)dx \geq \frac{\kappa_{2.1}(\xi, t_0, x_0, y_0)}{1 + (1 + \xi)a_q^{1-1/q}}
\]

for \( 1 \leq q \leq 2 \) with an application of the Hölder inequality.

Let us prove (A.5)-(A.10) for fixed \( \mathbf{u} \in \mathcal{G}(\xi, \omega, T) \). Relabelling the groups if necessary, we assume without loss of generality that \( ||\mathbf{u}_{G_j}||_2/f_j \geq ||\mathbf{u}_{G_{j+1}}||_2/f_{j+1} \) for all \( 1 \leq j < M \). Let \( s_0 = 0 \) and \( s_j = \sum_{\ell=1}^j f_\ell^2 \) for \( 1 \leq j \leq M \). Define \( h(x) = ||\mathbf{u}_{G_j}||_2/f_j \) for \( s_{j-1} < x \leq s_j \), \( 1 \leq j \leq M \), and \( h(x) = 0 \) for \( x > s_M \). The identities in (A.5) and (A.6) follow from

\[
\int_{s_{j-1}}^{s_j} h^q(x)dx = f_j^2(||\mathbf{u}_{G_j}||_2/f_j)^q.
\]

(A.11)

As \( t_0 = \sum_{j \in T} f_j^2 \) and \( h(x) \) is nondecreasing in \((0, \infty)\), \( \sum_{j \in T} f_j^2(||\mathbf{u}_{G_j}||_2/f_j)^q \leq \int_0^{t_0} h^q(x)dx \). This gives the inequality in (A.5). It follows from (A.5) and the identity in (A.6) that \( \int_0^{\infty} h(x)dx \leq (1 + \xi) \int_0^{t_0} h(x)dx \), so that by the shifting inequality (Cai, Wang and Xu, 2010; Ye and Zhang, 2010, Eq. (62))

\[
\left( \int_0^{\infty} h^q(x)dx \right)^{1/q} \leq (a_q/t_0)^{1-1/q} \int_0^{\infty} h(x)dx \leq (1 + \xi)(a_q/t_0)^{1-1/q} \int_0^{t_0} h(x)dx.
\]

Thus, the inequality in (A.6) follows with an application of the Hölder inequality. The proof of (A.7) is a discrete version that of (A.6). Let

\[
g_1 = \inf \left\{ j \geq 0 : s_j \geq x_0a_0 \right\}, \quad t_1 = s_{g_1},
\]

with the convention \( \inf \emptyset = M + 1 \), and for \( k > 1 \),

\[
g_k = \inf \left\{ j \geq g_{k-1} : s_j \geq t_{k-1} + y_0a_0 \right\}, \quad t_k = s_{g_k}.
\]

Recall that \( t_0 = \sum_{j \in T} f_j^2 \), \( x_0 \geq 1 \) and \( y_0 \leq x_0/a_q \). It follows from (A.11) that

\[
\sum_{j=1}^{g_k} f_j^2(||\mathbf{u}_{G_j}||_2/f_j)^q = \int_0^{t_k} h^q(x)dx, \quad k \geq 1.
\]

(A.12)
As $h(x)$ is non-increasing in $x$ and $(t_k - t_{k-1}) \wedge (t_1/a_q) \geq y_0 t_0$, another application of the shifting inequality (Cai, Wang and Xu, 2010; Ye and Zhang, 2010, Eq. (63)) yields

$$
\sum_{k \geq 2} \left( \int_{t_{k-1}}^{t_k} h^q(x) dx \right)^{1/q}
\leq \sum_{k \geq 2} (y_0 t_0)^{1/q-1} \int_{t_{k-1}}^{t_k-a q y_0 t_0} h(x) dx
= (y_0 t_0)^{1/q-1} \int_{t_{k-1}}^{\infty} \int_{t_{k-1}}^{a q y_0 t_0} h(x) dx
\leq (y_0 t_0)^{1/q-1} \left( \int_{t_0}^{t_1} h(x) dx + (t_0 - (t_1 - a q y_0 t_0)) + h(t_1) \right)
\leq \left( \int_{t_0}^{t_1} h^q(x) dx \right)^{1/q} \left( \int_{t_0}^{t_1} 1^{1/q-1} \right) + a q y_0 x_0 + y_0 1^{1/q-1} x_0^{1-1/q}
= \left( \int_{t_0}^{t_1} h^q(x) dx \right)^{1/q} \left( \max_1 (\xi, t_0, x_0, y_0) \right) / \theta_q(x_0 t_0, y_0 t_0). \quad (A.13)
$$

Let $B_1 = \{1, \ldots, g_1\}$ and $B_k = \{g_{k-1} + 1, \ldots, g_k\}$ for $k \geq 2$. Let $\nu = \arg \max \left\{ \nu^T X^T X_{G_{B_1}} u_{G_{B_1}} / n : \operatorname{supp}(\nu) \subseteq G_{B_1}, \|\nu\|_{\|/\|/\|/1\|} = 1 \right\}$. As $\sum_{j=1}^{g_1-1} f_j^2 \leq x_0 t_0$, it follows from (3.25) and (A.12) that

$$
\nu^T X^T X_{G_{B_1}} u_{G_{B_1}} / n \geq \rho_q(x_0 t_0) \|u_{G_{B_1}}\|_{\|/\|/\|/1\|} = \left( \int_{t_0}^{t_1} h^q(x) dx \right)^{1/q} \rho_q(x_0 t_0).
$$

By (3.26), $|\nu^T X^T X_{G_{B_1}} u_{G_{B_1}}| \leq \theta_q(x_0 t_0, y_0 t_0) \|u_{G_{B_1}}\|_{\|/\|/\|/1\|}$, so that by (A.12) and (A.13),

$$
\nu^T (X^T X/n) u \geq \left( \int_{t_0}^{t_1} h^q(x) dx \right)^{1/q} \rho_q(x_0 t_0) - \sum_{k \geq 1} \theta_q(x_0 t_0, y_0 t_0) \|u_{G_{B_1}}\|_{\|/\|/\|/1\|}
= \left( \int_{t_0}^{t_1} h^q(x) dx \right)^{1/q} \rho_q(x_0 t_0) - \sum_{k \geq 1} \theta_q(x_0 t_0, y_0 t_0) \left( \int_{t_{k-1}}^{t_k} h^q(x) dx \right)^{1/q}
\geq \left( \int_{t_0}^{t_1} h^q(x) dx \right)^{1/q} \max_1 (\xi, t_0, x_0, y_0).
$$

This yields (A.7) via

$$
\nu^T (X^T X/n) u \leq \sum_{j \in B_1, f_j^2} (\|u_{G_j}\|_{\|/\|/\|/1\|}) \max_{j \leq M} \|X_{G_j} X u\|_{\|/\|/\|/2\|} / (n f_j)
\leq \|\nu\|_{\|/\|/\|/1\|} \left( \sum_{j \in B_1, f_j^2} \right)^{1/q} \max_{j \leq M} \|X_{G_j} X u\|_{\|/\|/\|/2\|} / (n f_j)
\leq t_1^{1/q \max_{j \leq M} \|X_{G_j} X u\|_{\|/\|/\|/2\|} / (n f_j)}.
$$
For \( q = 2 \), \( \rho_q(s) \) is the group-sparse eigenvalue of the Gram matrix as explained below (3.26), so that \( \rho_2(s) \) is attained with \( v_{G_B} = u_{G_B}/\|u_{G_B}\|_2 \). This gives (A.8) with the following modification of the proof of (A.7):

\[
\mathbf{v}^T (\mathbf{X}^T \mathbf{X}/n) \mathbf{u} \leq \sum_{j \in T} f_j^2 (\|u_{G_j}\|_2/f_j) \left\{ \max_{j \leq M} \|X_{G_j}Xu\|_2/(nf_j) \right\}/\|u_{G_B}\|_2 \\
\leq \int_0^{t_1} h(x)dx \left( \int_0^{t_1} h^2(x)dx \right)^{-1/2} \max_{j \leq M} \|X_{G_j}Xu\|_2/(nf_j).
\]

Similarly, (A.9) follows from

\[
\|Xu\|_2^2/n \geq \|X_{G_{B_1}}u_{G_{B_1}}\|_2^2/n + 2u_{G_{B_1}}^T X_{G_{B_1}}^T (Xu - X_{G_{B_1}}u_{G_{B_1}})/n \\
\geq \kappa_{2.2}(\xi,t_0,x_0,y_0) \int_0^{t_1} h^2(x)dx.
\]

Finally, for \( u \in \mathcal{G}_G(\xi,\omega,T) \), we have (A.10) via (A.5) and

\[
(X_{G_{B_1}}u_{G_{B_1}})^T (Xu)/n \leq \sum_{j \in T} f_j u_{G_j}^T X_{G_j}Xu/n \\
\leq \sum_{j \in T} f_j \max_j \|X_{G_j}Xu\|_2/(nf_j).
\]

(ii) Let \( f_j = \omega_j/C_n \). Consider the event \( c_*(1-\epsilon_0) \leq \|X_{G_j}/\sqrt{n}\|_S \leq (1+\epsilon_0)c^* \) for all \( j \leq M \), in which \( f_j \propto |G_j|^{1/2} + \sqrt{2 \log(M/\delta)} \). Let \( g^* = \max \{|B| : |B \setminus S| \leq 2, \|f_B\|_2^2 < (x_0 \lor y_0)t_0\} \) be the largest number of groups involved in the definition of \( \rho_-(x_0t_0) \) and \( \theta(x_0t_0,y_0t_0) \), and \( s^* = \max \{|G_B| : |B \setminus S| \leq 2, \|f_B\|_2^2 < (x_0 \lor y_0)t_0\} \) be the largest number of variables involved. As \( f_j \propto |G_j|^{1/2} + \sqrt{2 \log(M/\delta)} \) and \( (x_0, y_0) \) is fixed, we have

\[
s^* + 2g^* \log(M/\delta) \leq t_0 + \max_j f_j^2 \lesssim n_*
\]

with \( n_* = \max_{j \leq M} \{|G_j| + \log(M/\delta)\} + |G_T| + |T| \log(M/\delta) \).

The conclusion follows from part (i) and Lemma 1. Let

\[
\Omega_n = \left\{ c_*(1-\epsilon_0) \leq \|X_{G_j}/\sqrt{n}\|_S \leq (1+\epsilon_0)c^* \forall j, \right.
\]

\[
\left. \quad \rho_2(x_0t_0) \leq (1-\epsilon_0/2)\lambda_{\min}(\Sigma), \rho_2(x_0t_0,y_0t_0) \geq (1+\epsilon_0)c^* \right\}
\]

Let \( B_1 \) and \( B_2 \) be the orthogonal projections to the subspace of vectors \( v \in \mathbb{R}^p \) with support sets \( G_{B_1} \) and \( G_{B_2} \) respectively, \( t = (2g^* + 2) \log(M/\delta) \) and \( \epsilon_0 = C_1 \sqrt{t/n + s^*/n} \) with a sufficiently large \( C_1 \). Since \( \{s^* + 2g^* \log(M/\delta)/n\} \) is small for small \( a_0 \), Lemma 1 yields \( \mathbb{P}\{\Omega_n\} \leq (M/g^*)^2 e^{-t} \leq (\delta/M)^2 \). For \( x_0 = a_0y_0 \) and sufficiently large \( y_0, \kappa_{2.2}(\xi,t_0,x_0,y_0) \geq \rho_2(x_0t_0)(1-\epsilon_0/2) \) in \( \Omega_n \). The conclusions of part (ii) then follow from part (i).
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