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1 Introduction

Let positive random variables $X_1,X_2,\ldots,X_n$ denote $n$ risks and denote $X_{1,n} \leq \ldots \leq X_{n,n}$ their order statistics. Define

$$S_n(c) = c_1 X_{1,n} + c_2 X_{n-1,n} + \cdots + c_n X_{1,n},$$

with $c = (c_1, c_2, \ldots, c_n) \in (0,\infty)^2 \times [0,\infty)^{n-2}$; investigation of the random variable $S_n(c)$, which is an $L$-statistics is of interest in statistics, applied probability, actuarial mathematics, risk management and many other fields. Typically, the properties of $S_n(c)$ are derived when $n$ becomes large, i.e., $n \to \infty$, see Beirlant and Teugels [8], Ladoucette and Teugels [19], Ladoucette and Teugels [20], Ladoucette and Teugels [21] which also present several financial and insurance applications.

In other applications, for instance when modelling the financial losses of $n$ portfolios, it is not possible to change the number of portfolios under investigation, and therefore of interest is the tail asymptotic behaviour of $S_n(c)$ for each fixed $n$. The recent contribution Asimit et al. [5] (see also Asimit and Badescu [2], Asimit and Jones [3], Asimit and Jones [4]) shows that under weak asymptotic conditions

$$\mathbb{P}(S_n(c) > x) \sim \mathbb{P}(c_1 X_{1,n} > x) \quad \text{as} \quad x \to \infty,$$

which means that the maximum controls the asymptotic behaviour of the $L$-statistics $S_n(c)$. For applications, it is of interest to know the speed of convergence to 0 of $\Delta(x) = \mathbb{P}(S_n(c) > x) - \mathbb{P}(c_1 X_{1,n} > x)$, i.e., how well the maximum risk controls the $L$-statistics $S_n(c)$. Since in many cases the tail asymptotics of $X_{1,n}$ might be unknown, it is of interest to derive higher-order asymptotic expansions for the tail of $S_n(c)$ in terms of tail asymptotics of $X_i$’s. Clearly, when $c_1 = \cdots = c_n = 1$ we have $S_n(c) = \sum_{i=1}^n X_i =: S_n$; the second-order tail behavior of $S_n$ has been investigated under some smoothness conditions by Degen et al. [10], Mao et al. [23], Omey and Willekens [24]. Further results on the higher-order tail asymptotics can be found in Albrecher et al. [11], Barbe and McCormick [6], Geluk et al. [14]. Results for the second-order tail asymptotics of $S_n$ under some second-order regular variation conditions are derived in Geluk et al. [13], Kortschak [17], Mao and Hu [22] even for dependent cases.

In this paper, we will first investigate the higher-order tail asymptotics of $S_n(c)$ under some smoothness condition for the iid $X_i$’s, and then we derive the second-order tail asymptotics of $S_n(c)$ in the second-order
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framework. Finally we apply our results to establish the following second-order approximations: ratio of tail Value-at-Risk (TVaR) and Value-at-Risk (VaR) and ratio of tail conditional tail expectation (TCTE) and conditional tail expectation (CTE); stop-loss premium and excess return on capital.

The contents of this paper are organized as follows. In Section 2, we recall the definitions of smoothness varying and the second-order regular variation, and give some useful lemmas. In Section 3 we present the higher-order asymptotic expansion and the second-order tail asymptotic expansion of \( S_n(c) \) followed by a section dedicated to the second-order asymptotic expansion of two kinds of risk measures, stop-loss premium and excess return on capital. The proofs of all results are relegated to Section 6.

## 2 Preliminaries

In the sequel, we will always consider independent risks \( X_i \)'s with some common underling distribution function (df) \( F \). We write \( \overline{F} = 1 - F \) for the survival function of \( F \) and \( I\{\cdot\} \) for the indicator function, and denote by \([\alpha]\) the smallest integer \( l \) such that \( \alpha \leq l \). In order to derive higher-order tail asymptotics of \( S_n(c) \) we shall assume that \( \overline{F} \) is a smoothly varying function, defined below as in Barbe and McCormick [4].

**Definition 2.1.** \( \overline{F} \) is smoothly varying with index \( -\alpha \) and order \( m \in \mathbb{N} \), denoted by \( \overline{F} \in \text{SR}_{-\alpha, m} \) if \( \overline{F} \) is eventually \( m \) times continuously differentiable and \( \overline{F}^{(m)} \) is regularly varying with index \( -(\alpha + m) \), i.e.,

\[
\lim_{t \to \infty} \frac{\overline{F}^{(m)}(tx)}{\overline{F}^{(m)}(t)} = x^{-(\alpha + m)} \quad \text{for all } x > 0, \text{ denoted by } \overline{F}^{(m)} \in \text{RV}_{-(\alpha + m)}.
\]

Next, we recall the definition of the second-order regular variation, see de Haan and Ferreira [9].

**Definition 2.2.** \( \overline{F} \) is said to be of second-order regular variation with parameters \( \alpha \in \mathbb{R} \) and \( \rho \leq 0 \), denoted by \( \overline{F} \in 2\text{RV}_{-\alpha, \rho} \), if there exists some function \( A \) with constant sign near infinity satisfying \( \lim_{t \to \infty} A(t) = 0 \) such that

\[
\lim_{t \to \infty} \frac{\overline{F}(tx)/\overline{F}(t) - x^{-\alpha}}{A(t)} = x^{-\alpha} \int_1^x u^{\rho - 1} \, du =: H_{-\alpha, \rho}(x)
\]

holds locally uniformly for all \( x > 0 \).

In the literature, the function \( A(\cdot) \), satisfying \( \lim_{t \to \infty} A(t) = 0 \) and \( |A| \in \text{RV}_{\rho} \), is commonly referred to as the auxiliary function of \( \overline{F} \). Obviously, equation (2.1) implies \( \overline{F} \in \text{RV}_{-\alpha} \) and the second-order parameter \( \rho \) controls the convergence rate of \( \overline{F}(tx)/\overline{F}(t) - x^{-\alpha} \). Several classes of parametric survival functions are shown to possess 2RV properties, see e.g., Hashorva et al. [15].

**Remark 2.3.** For the standard Pareto model \( \overline{F}(x) = x^{-\alpha} \), the convergence of \( \overline{F}(tx)/\overline{F}(t) - x^{-\alpha} \) is immediate, which is interpreted as \( \rho = -\infty \) in (2.1). Some examples of Hall-class, absolute student \( t \) distribution and g-and-h distribution possessing 2RV are given in Section 4 for \( \rho < 0 \) and \( \rho = 0 \).

Hereafter we shall use some specific notation. Define

\[
S_{n-1}(c) = c_2X_{n-1,n-1} + \cdots + c_nX_{1,n-1}, \quad S_{(n)}(c) = S_n(c) - c_1X_{n,n} \quad (2.2)
\]

and let \( F_n \) denote the df of \( S_{n-1}(c) \). Without loss of generality, assume that the constant \( c \) is such that \( c = (1, c_2, \ldots, c_n) \in \{1\} \times (0, \infty) \times [0, \infty)^{n-2} \), and set

\[
\overline{c} = \frac{c_2}{1 + c_2}. \quad (2.3)
\]

In order to derive higher-order behavior of \( S_n(c) \), we need some auxiliary results. The first lemma generalizes Lemma 3.1 in Albrecher et al. [1].

**Lemma 2.4.** If \( \overline{F} \in \text{RV}_{-\alpha}, \alpha > 0 \), then for \( n \geq 2 \), as \( x \to \infty \) we have

\[
P(S_n(c) > x, X_{n,n} \leq x - \overline{c}x) = o(\overline{F}(x)^2) \quad (2.4)
\]
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3 Main Results

For \( S_{n-1}(c) \) given by \((2.5)\), denote \( l = \lceil \alpha \rceil - 1 \) with \( \lceil \alpha \rceil \) defined as before, i.e., the smallest integer which is greater than \( \alpha \), and set

\[
d_{l+1}(x) = \sum_{j=0}^{l} \frac{(-1)^j F^{(j)}(x) \mathbb{E}\{S_{n-1}^j(c)\}}{j!} F(x), \quad R(x) = \begin{cases} \frac{\tilde{c} x^{-\alpha} \Gamma(\alpha + 1)}{x^{\alpha + 1}}, & \alpha \neq l + 1, \\ \frac{\tilde{c}}{n - 1} \frac{\Gamma(2\alpha)}{\Gamma(\alpha) \Gamma(\alpha + 1)}, & \alpha = l + 1, \end{cases}
\]

\[
\kappa_c = \begin{cases} \frac{(1 + c_2)^\alpha \Gamma(\alpha + j)}{\Gamma(\alpha) \Gamma(j + 1) (\alpha - \alpha)}, & \alpha \neq l + 1, \\ \frac{2^\alpha}{n - 1} \frac{\Gamma(2\alpha)}{\Gamma(\alpha) \Gamma(\alpha + 1)}, & \alpha = l + 1, \end{cases}
\]

with \( \Gamma(\cdot) \) the Euler Gamma function. Under a smoothness varying and a second-order condition on \( F \), we establish the following higher-order and the second-order tail asymptotics of \( S_{n}(c) \) in Theorem 3.1 and Theorem 3.2 respectively.

Theorem 3.1. If \( F \in SR_{-\alpha, [\alpha]}, \alpha > 0 \), then

\[
\mathbb{P}(S_n(c) > x) = nF(x) \left( d_{l+1}(x) + \frac{n - 1}{2} \kappa_c R(x)(1 + o(1)) \right)
\]

as \( x \to \infty \), where \( d_{l+1}, R \) and \( \kappa_c \) are given by \((3.1)\) and \((3.2)\), respectively.

Noting that \( F \in SR_{-\alpha, [\alpha]} \) implies

\[
\mathbb{P}(X_{n,n} > x) = nF(x) - \left( \frac{n}{2} \right) F(x)^2 (1 + o(1)), \quad x \to \infty.
\]

Thus, combining with Theorem 3.1 we can derive the asymptotic expansion of \( \Delta(x) = \mathbb{P}(S_n(c) > x) - \mathbb{P}(X_{n,n} > x) \) as follows.
Corollary 3.2. Under the conditions of Theorem 3.1, we have
\[
\Delta(x) = nF(x) \left( d_{l+1}(x) - 1 + \frac{n-1}{2} \kappa_c R(x)(1 + o(1)) \right), \quad x \to \infty,
\]
where \( \tilde{\kappa}_c = \kappa_c - I\{\alpha \neq l + 1\} \), and \( d_{l+1}, R \) and \( \kappa_c \) are given by (3.1) and (3.2), respectively.

Remark 3.3. a) For general \( c_1 > 0 \), it is clear that \( \mathbb{P}(S_n(c) > x) \) and \( \Delta(x) \) can be asymptotically expanded as above, which are obtained by replacing \( x \) and \( (c_2, \ldots, c_n) \) by \( x/c_1 \) and \( (c_2/c_1, \ldots, c_n/c_1) \) in the right-hand side of the above expansions.

b) For \( c = 1 \), Theorem 3.1 is in agreement with Theorem 3.5 in Albrecher et al. [17].

Most common distributions satisfy the smoothness varying condition in Theorem 3.1, e.g., Burr, Pareto, absolute student \( t \), etc (see Examples in Section 5). In the literature, \( \mathbb{E}\{S_{n-1}(c)\} \) is so-called the net premium, see Kremer [18]. In our simulation study, we use empirical estimators to replace \( \mathbb{E}\{S_{n-1}(c)\} \).

Theorem 3.1 is based on the fact that \( F \) has \( l+1 \) continuous derivatives. More generally, if we can find some asymptotic equivalent df \( H \) such that \( \overline{H} \) satisfies the smoothness varying condition and \( \overline{H} \) is close enough to \( \overline{F} \), then a similar result is derived as follows.

Corollary 3.4. If there exists a df \( H \) such that \( \overline{H} \in \text{SR}_{-\alpha, [\alpha]} \), and \( F - H \) is eventually with constant sign and \( |F - H| \in \text{RV}_{-\alpha, \rho} \) for some \( \rho < 0 \), then for large \( x \) we have
\[
\mathbb{P}(S_n(c) > x) = n\overline{F}(x) + n\overline{H}(x) \left( \tilde{d}_{l+1}(x) - 1 + \frac{n-1}{2} \tilde{\kappa}_c R(x)(1 + o(1)) \right)
\]
and
\[
\Delta(x) = n\overline{H}(x) \left( \tilde{d}_{l+1}(x) - 1 + \frac{n-1}{2} \tilde{\kappa}_c R(x)(1 + o(1)) \right),
\]
where \( R \) and \( \tilde{\kappa}_c \) are given by (3.1) and (3.2), respectively, and
\[
\tilde{\kappa}_c = \kappa_c - I\{\alpha \neq l + 1\}, \quad \tilde{d}_{l+1}(x) = \sum_{j=0}^{l} \frac{(-1)^j\overline{H}^{(j)}(x)}{j!} \mathbb{E}\{S_{n-1}(c)\}.
\] (3.3)

To end this section, we establish the second-order tail asymptotics of \( S_n(c) \) under the second-order regular variation condition on \( F \). For simplicity, set
\[
\phi_\alpha = 2\alpha c_2^\alpha \int_0^\infty u^{-\alpha}(1 - u)^{-(\alpha+1)} du - (1 + c_2)^2\alpha, \quad \alpha^* = \min(1, \alpha).
\] (3.4)

Theorem 3.5. If \( \overline{F} \in \text{RV}_{-\alpha, \rho} \), \( \alpha > 0, \rho \leq 0 \) with auxiliary function \( A \), then for large \( x \) we have
\[
\mathbb{P}(S_n(c) > x) = n\overline{F}(x) \left( 1 + \mathcal{E}(x)(1 + o(1)) \right)
\]
with
\[
\mathcal{E}(x) = \left( \frac{1 + c_2}{2} \right)^\alpha - 1 - h_\alpha \mu_F(x) + o(A(x)),
\] (3.5)
where \( \mu_F \) and \( h_\alpha \) are given by (2.6) and (2.7), and thus \( |\mathcal{E}| \in \text{RV}_{-\alpha^*} \).

Corollary 3.6. Under the conditions of Theorem 3.5, we have \( \overline{F}_{S_n(c)} \in \text{RV}_{-\alpha, \rho^*} \) with \( \rho^* = \max(-1, -\alpha, \rho) \) and auxiliary function \( A^* \) satisfying
\[
A^*(x) = A(x) + \alpha \left( 1 - \frac{1 + c_2}{2} \right) \overline{F}_n(\bar{c} x) - \alpha h_\alpha \mu_F(x)
\] (3.6)
with
\[
A^*(x) \sim \begin{cases} 
-\frac{\alpha}{2} \phi_\alpha \overline{F}(x) + A(x)I\{\rho = -\alpha\}, & \rho \leq -\alpha, 0 < \alpha < 1, \\
-\alpha \mu_F(x) + A(x)I\{\rho = -1\}, & \rho \leq -1, \alpha \geq 1, \\
A(x), & \rho > -\alpha^* = -\min(1, \alpha),
\end{cases}
\] (3.7)
where \( \mu_F, h_\alpha \) and \( \phi_\alpha \) are given by (2.7) and (3.4), respectively.
Remark 3.7. a) For \( \alpha \in (0,1) \) and \( c_1 = c_2 = 1 \), note that (see Albrecher et al. [11])

\[
\sum_{j=0}^{\infty} \frac{\Gamma(\alpha+j)}{2\Gamma(\alpha)\Gamma(j+1)} \frac{\alpha}{j+\alpha} = -2^{-\alpha-1}(1-2\alpha)B(1-\alpha,1-\alpha) - 2^{\alpha-1}
\]

with \( B(a,b) := \Gamma(a)\Gamma(b)/\Gamma(a+b) \) for some \( a,b > 0 \). Further, as in Geluk et al. [12]

\[
2\alpha \int_{0}^{1/2} u^{-\alpha}(1-u)^{-(\alpha+1)} du = 2^{2\alpha} - \frac{\Gamma(1-\alpha)^2}{\Gamma(1-2\alpha)} = 2^{2\alpha} - (1-2\alpha)B(1-\alpha,1-\alpha).
\]

Consequently, Theorem 3.1 coincides with Theorem 3.5, i.e.,

\[
P(S_n(c) > x) = n\mathcal{F}(x) \left( 1 - \frac{n-1}{2}(1-2\alpha)B(1-\alpha,1-\alpha)\mathcal{F}(x)(1+o(1)) \right).
\]

If \( 1 - 2\alpha = 0 \), i.e., \( \alpha = 1/2 \), then both Theorem 3.1 and Theorem 3.5 do not give the next term in the asymptotic expansion.

b) Theorem 3.3 and Corollary 3.6 include Theorem 3.4 and Theorem 3.5 in Mao and Hu [22], which consider only the case \( c = 1 \) and \( p \neq -\min(1,\alpha) \).

Theorem 3.3 and Corollary 3.6 may also be extended to the general case of \( c_1 > 0 \), see Remark 3.3 above. Additionally, we can conclude that the convergence rate of \( P(S_n(c) > x) - n\mathcal{F}(x) \) depends on \(-\alpha^*\) and \( \rho \). If \( \rho = 0 \), the convergence rate can be arbitrarily slow, see Example 5.3 in Section 5.

Remark 3.8. Let \( X \sim F(x) = 1 - x^{-\alpha}, x > 1 \) with \( \alpha > 0 \), i.e. the standard Pareto distribution. With cumbersome calculations, one can obtain that

\[
P(S_2(c)x) = 2\mathcal{F}(x) \left[ 1 + \frac{(1+c_2)^\alpha}{2} - 1 \right] \mathcal{F}_2(\tilde{c}x) + \left( \frac{1-c_2}{x} \right)^{-\alpha} - 1
\]

\[
+ \left( \frac{c^{-\alpha}(1-c^{-\alpha})}{x} \right) + \alpha \int_{c_2/x}^{\tilde{c}} u^{-\alpha}(1-u)^{-(\alpha+1)} du \mathcal{F}_2(x)
\]

\[
= 2\mathcal{F}(x)[1 + \varepsilon^*(x)].
\]

Then \( \varepsilon^*(x) \sim \mathcal{E}(x) \). In particular, if \( c_1 = c_2 = 1 \) and \( \alpha = 1 \), then \( \mathcal{E}(x) = (\ln x)/x \) and \( \varepsilon^*(x) = (\ln(x-1))/x \), which is in agreement with Ramsay [29].

4 Applications

Two applications of our main results are established in this section. The first one is to derive the second-order approximations of the ratio of two kinds of risk measures related to \( S_n(c) \), and the second one is to establish the evaluation of the premium with respect to stop-loss and excess return on capital (ROC), respectively.

4.1 Ratios of two kinds of risk measures

In most application fields such as insurance and finance, Value-at-Risk (VaR) and conditional tail expectation (CTE) are two common risk measures, which are extensively studied, see Hua and Joe [16], Mao et al. [23] and the references therein. Tail Value-at-Risk (TVaR) and tail conditional tail expectation (TCTE) may be alternatives to measure risk, see Denuit et al. [11].

For the total risk \( S_n(c) \) of \( n \) independent portfolios \( X_i \)'s with common df \( F \), define

\[
C_{\text{VaR}}(p) = \frac{\text{VaR}_p(S_n(c))}{\sum_{i=1}^{n} \text{VaR}_p(X_i)}, \quad C_{\text{CTE}}(p) = \frac{\text{CTE}_p(S_n(c))}{\sum_{i=1}^{n} \text{CTE}_p(X_i)}, \quad p \in (0,1),
\]

where

\[
\text{VaR}_p(X) = F^{-1}(p) = \inf \left\{ x : F(x) \geq p \right\}, \quad \text{CTE}_p(X) = \mathbb{E}\{ X \mid X > \text{VaR}_p(X) \}
\]
and $F^c$ stands for the generalized inverse of $F$. For $c = 1$, the quantities $C_{\text{VaR}}(p)$ and $C_{\text{CTE}}(p)$ are respectively called the risk concentrations based on the risk measures VaR and CTE at probability level $p$, and $1 - C_{\text{VaR}}(p)$ and $1 - C_{\text{CTE}}(p)$ are called the diversification benefits at probability level $p$. For more details, we refer to Degen et al. [10], Mao and Hu [22], Mao et al. [23] and the references therein.

Now, we consider the second-order approximations of the following ratios

$$R_p(p) = \frac{E\{\varphi_c(S_n(c)) | \kappa > p\}}{\varphi_p(S_n(c))} = \frac{\int_0^1 \varphi_q(S_n(c)) dq}{(1 - p)\varphi_p(S_n(c))}, \quad p \uparrow 1$$

with risk measures $\varphi \in \{\text{VaR}, \text{CTE}\}$, where $\kappa \sim U(0, 1)$. So, $R_p$ is just TVaR/VaR or TCTE/CTE.

Noting that

$$R_{\text{VAR}}(p) = \frac{\int_0^1 C_{\text{VAR}}(q) \frac{\text{VAR}(X)}{\text{VaR}(X)} dq}{(1 - p)C_{\text{VAR}}(p)}$$

and

$$R_{\text{CTE}}(p) = \frac{\int_0^1 C_{\text{CTE}}(q) \frac{\text{CTE}(X)}{\text{CTE}(X)} dq}{(1 - p)C_{\text{CTE}}(p)},$$

we shall first investigate the approximations of $C_{\text{VAR}}(p)$ and $C_{\text{CTE}}(p)$ in Theorem 4.1 below and then establish the second order approximation of the above two risk ratios in Theorem 4.3.

Clearly, for some survival function $F \in \text{RV}_{-\alpha}, \alpha > 0$, we have (cf. Asimit et al. [5])

$$P(S_n(c) > x) \sim P(X_{n,c} > x) \sim nF(x), \quad as \ x \to \infty$$

implying

$$C_{\text{VAR}}(p) \sim C_{\text{CTE}}(p) \sim n^{1/\alpha - 1}, \quad as \ p \uparrow 1.$$ 

As pointed out by Degen et al. [10] for $c = 1$, the diversification benefits $C_{\text{VAR}}(p)$ and $C_{\text{CTE}}(p)$ may be very sensitive to $p$, i.e. small changes of $p$ may lead to large changes of $C_{\text{VAR}}(p)$ and $C_{\text{CTE}}(p)$, which motivates us to consider the convergence rate of $C_{\text{VAR}}(p) - n^{1/\alpha - 1}$ and $C_{\text{CTE}}(p) - n^{1/\alpha - 1}$, i.e., the second-order expansions of the risk concentrations of $S_n(c)$ based on the risk measures VaR and CTE. We will interpret $(n^{\rho(\alpha - 1)}(\rho/\alpha))$ as $\ln n$ for $\rho = 0$, and keep the notation of $\mu_\rho$ and $\phi_\alpha$ given by (2.7) and (3.4), respectively.

**Theorem 4.1.** If $F \in \text{RV}_{-\alpha, \rho}, \alpha > 0, \rho \leq 0$ with auxiliary function $A$, then as $p \uparrow 1$

$$C_{\text{VAR}}(p) = n^{1/\alpha - 1}\left(1 + \mathcal{E}(p)(1 + o(1))\right)$$

and further if $\alpha > 1$, then

$$C_{\text{CTE}}(p) = n^{1/\alpha - 1}\left(1 + \frac{\alpha - 1}{\alpha - 1 - \text{max}(-1, \rho)} \mathcal{E}(p)(1 + o(1))\right),$$

where

$$\mathcal{E}(p) = \begin{cases} \frac{(1 - n^{-1})\phi_\alpha (1 - p)}{2n^\alpha} + \frac{1 - n^{-1}}{\alpha^2} A(F^c(p))I\{\rho = -\alpha\}, & \rho \leq -\alpha, 0 < \alpha \leq 1, \\ \frac{\mu_\rho(F^c(p))}{n^{\rho/\alpha} - 1} + \frac{1 - n^{-1}/\alpha}{\alpha} A(F^c(p))I\{\rho = -1\}, & \rho \leq -1, \alpha \geq 1, \\ \frac{n^{\rho/\alpha} - 1}{\alpha \rho} A(F^c(p)), & \rho > -\text{min}(1, \alpha). \end{cases}$$

**Remark 4.2.**

a) Theorem 4.1 includes the bounded cases $\rho = -\text{min}(1, \alpha)$ and $c = 1$, generalizing Theorem 4.2 and Theorem 4.5 in Mao and Hu [22].

b) For general $c_1 > 0$ we have

$$C_{\text{VAR}}(p) = c_1 n^{1/\alpha - 1}\left(1 + \mathcal{E}(p)(1 + o(1))\right), \quad C_{\text{CTE}}(p) = c_1 n^{1/\alpha - 1}\left(1 + \frac{(\alpha - 1)\mathcal{E}(p)(1 + o(1))}{\alpha - 1 - \text{max}(-1, \rho)}\right),$$

where $\mathcal{E}(p)$ is given by (4.2) with $(c_2, \ldots, c_n)$ is replaced by $(c_2/c_1, \ldots, c_n/c_1)$.
Theorem 4.3. If $\mathcal{T} \in 2RV_{-\alpha, \rho}$, $\alpha > 1, \rho \leq 0$ with auxiliary function $A$, then as $p \uparrow 1$

$$R_{\text{VaR}}(p) = \frac{\alpha}{\alpha - 1} \left( 1 + \left( \frac{A(F^+(p))}{\alpha(\alpha - 1 - \rho)} + \frac{\max(\rho, -1)}{\alpha - 1 - \max(\rho, -1)} \mathcal{E}(p) \right) (1 + o(1)) \right)$$

and

$$R_{\text{CTE}}(p) = \frac{\alpha}{\alpha - 1} + \left( \frac{1}{(\alpha - 1 - \rho)^{2}} A(F^+(p)) + \frac{\max(\rho, -1)}{(\alpha - 1 - \max(\rho, -1))^{2}} \mathcal{E}(p) \right) (1 + o(1)),$$

where $\mathcal{E}(p)$ is the one defined by (4.2) with $\alpha > 1$.

4.2 Evaluation of Premium under Stop-Loss and ROC rules

In reinsurance applications, the evaluation of the premiums is of some interest. If we denote by $d$ the retention level, then the stop-loss premium of the reinsurance sums $(1.1)$ is defined by $\mathbb{E}\{\max(S_n(c) - d, 0)\}$. Under the conditions of Theorem 3.3 with the additional restriction that $\alpha > 1$, the asymptotic results given by Theorem 4.4 and Theorem 4.1 imply that $\mathbb{E}\{\max(S_n(c) - d, 0)\}$ satisfies

$$\mathbb{E}\{\max(S_n(c) - d, 0)\} = \mathbb{P}(S_n(c) > d) \mathbb{E}\{S_n(c) - d|S_n(c) > d\}$$

$$= \frac{n}{\alpha - 1} \left( 1 + \mathcal{E}(d)(1 + o(1)) \right)$$

$$= \frac{nd}{\alpha - 1} \left( 1 + \left( \mathcal{E}(d) + \frac{A^*(d)}{\alpha - 1 - \rho^*}(1 + o(1)) \right) \right), \quad d \to \infty,$$

where $\mathcal{E}$ and $A^*$ are given by (3.4) and (3.5), respectively. In reality, the retention $d$ is usually taken as $\text{VaR}_p(S_n(c))$ with probability level $p$ close to 1.

One may also evaluate the reinsurance premium, when the reinsurer fixes a performance measure such as, excess return on capital (ROC):

$$\text{ROC} = \frac{\text{Expected Profit}}{\text{Risk Capital}} = \frac{\mathbb{P} - \mathbb{E}\{\varphi_{\kappa}(S_n(c)) | \kappa > p\}}{\varphi_p(S_n(c)) - \mathbb{E}\{\varphi_{\kappa}(S_n(c)) | \kappa > p\}}, \quad (4.3)$$

where $\kappa$ is uniformly distributed in $(0, 1)$ and $P$ is so-called the reinsurance premium for a given risk measure $\varphi \in \{\text{VaR}, \text{CTE}\}$ at probability level $p \in (0, 1)$. Thus, if $\varphi = \text{VaR}, \text{CTE}$ and $\text{ROC} = \tau$, then the premiums $P \in \{P_{\text{Var}}(\tau), P_{\text{CTE}}(\tau)\}$ hold by Theorem 4.1 and Theorem 4.3 as follows:

$$P_{\text{Var}}(\tau) = n\text{Var}_p(X)C_{\text{Var}}(p) \left( \tau + (1 - \tau)R_{\text{Var}}(p) \right)$$

$$= nF^+(p)C_{\text{Var}}(p) \left( \frac{\alpha - \tau}{\alpha - 1} + \frac{\alpha(1 - \tau)}{\alpha - 1} \left( \frac{A(F^+(p))}{\alpha(\alpha - 1 - \rho)} + \frac{\max(\rho, -1)}{\alpha - 1 - \max(\rho, -1)} \mathcal{E}(p) \right) (1 + o(1)) \right)$$

and

$$P_{\text{CTE}}(\tau) = n\text{CTE}_p(X)C_{\text{CTE}}(p) \left( \tau + (1 - \tau)R_{\text{CTE}}(p) \right)$$

$$= nF^+(p)C_{\text{CTE}}(p) \left( 1 + \frac{A(F^+(p))}{\alpha(\alpha - 1 - \rho)}(1 + o(1)) \right)$$

$$\times \left( \frac{\alpha - \tau}{\alpha - 1} + (1 - \tau) \left( \frac{A(F^+(p))}{\alpha - 1 - \rho^*} + \frac{\alpha \max(\rho, -1)}{(\alpha - 1 - \max(\rho, -1))^{2}} \mathcal{E}(p) \right) (1 + o(1)) \right), \quad (4.4)$$

where $\mathcal{E}$ is given by (4.2) and the last step is due to Lemma 2.2 in Mao et al. [23].

In reality, we take $\varphi = \text{VaR}, p = 0.995$ under Solvency II and $\varphi = \text{CTE}, p = 0.99$ under Swiss Solvency Test. Meanwhile, sensible values $\tau$ for ROC are between 6% and 10%.
5 Examples

In this section, we first give several examples illustrating the second-order expansion of risk measures $C_{\text{VaR}}, C_{\text{CTE}}$ and the premiums $P_{\text{VaR}}(\tau), P_{\text{CTE}}(\tau)$ based on VaR, CTE and ROC, respectively.

**Example 5.1.** (Hall class) A df $F$ is said to belong to the Hall class if its survival function $\overline{F}$ has the following asymptotic representation

$$\overline{F}(x) = k_1 x^{-\alpha} \left(1 + k_2 x^\rho (1 + o(1))\right), \quad x \to \infty,$$

(5.1)

with $k_1 > 0, k_2 \neq 0, \alpha > 0$ and $\rho < 0$. Such $F$ satisfies

a) $\overline{F} \in 2\text{RV}_{-\alpha, \rho}$ with auxiliary function $A(x) \sim k_2 \rho x^\rho$ as $x \to \infty$;

b) $F^+(p) \sim \left(\frac{1-p}{k_1}\right)^{-1/\alpha}$ and $A(F^+(p)) \sim k_2 \rho \left(\frac{1-p}{k_1}\right)^{-\rho/\alpha}$ as $p \uparrow 1$.

Note that for $X$ with df $F$ we have $\mathbb{E}\{X\} < \infty$ for $\alpha > 1$ and $\mathbb{E}\{X\} = \infty$ for $\alpha = 1$. Hence by (2.23)

$$\mu_F(x) \sim \begin{cases} \alpha^{-1} \mathbb{E}\{S_{n-1}(c)\}, & \alpha > 1, \\ k_1 (n-1) c_2 \ln x, & \alpha = 1. \end{cases}$$

Consequently, Theorem 4.1, Remark 4.2 and equation (4.24) imply as $p \uparrow 1$

$$C_{\text{VaR}}(p) = c_1 n^{1/\alpha-1} \left(1 + \mathcal{E}(p)(1 + o(1))\right),$$

$$P_{\text{VaR}}(\tau) = n F^+(p) C_{\text{VaR}}(p) \left(\frac{\alpha - \tau}{\alpha - 1} + \frac{\alpha(1-\tau)}{\alpha - 1} \left(\frac{A(F^+(p))}{\alpha (\alpha - 1 - \rho)} + \frac{\max(\rho, -1)}{\alpha - 1 - \max(\rho, -1)} \mathcal{E}(p)\right) (1 + o(1))\right)$$

with $\tau \in (0, 1)$ the ROC level, and $\phi_{\alpha}$ given by (5.26) with $c_2$ replaced by $c_2/c_1$ and

$$\mathcal{E}(p) = \begin{cases} \frac{1-n^{-1}}{\alpha} \left(\frac{\phi_{\alpha}}{2} \frac{k_2}{k_1} \left(\rho = -\alpha\right)\right)(1-p), & \rho \leq -\alpha, 0 < \alpha < 1, \\ \frac{c_2(n-1)}{c_1} (1-p) \ln(1-p)(1 + o(1)), & \rho \leq -1, \alpha = 1, \\ \frac{\mathbb{E}\{S_{n-1}(c)\}}{c_1 n^{1/\alpha}} + \frac{k_2(n^{-1/\alpha} - 1)}{\alpha} 1(\rho = -1) \left(\frac{1-p}{k_1}\right)^{1/\alpha}, & \rho \leq -1, \alpha > 1, \\ \frac{k_2(n^{-\rho/\alpha} - 1)}{\alpha} (1-p)_{k_1}^{-\rho/\alpha}, & \rho > -\min(1, \alpha). \end{cases}$$

Similarly, for $\alpha > 1$ we have

$$C_{\text{CTE}}(p) = c_1 n^{1/\alpha-1} \left(1 + \frac{\alpha - 1}{\alpha - 1 - \max(-1, \rho)} \mathcal{E}(p)(1 + o(1))\right),$$

$$P_{\text{CTE}}(\tau) = n F^+(p) C_{\text{CTE}}(p) \left(1 + \frac{A(F^+(p))}{\alpha (\alpha - 1 - \rho)} (1 + o(1))\right) \times \left(\frac{\alpha - \tau}{\alpha - 1} + (1-\tau) \left(\frac{A(F^+(p))}{\alpha (\alpha - 1 - \rho)} + \frac{\max(\rho, -1)}{\alpha - 1 - \max(\rho, -1)} \mathcal{E}(p)\right)(1 + o(1))\right).$$

Below is a short list of dfs that belong to Hall class:

a) Burr$(a, b) : \overline{F}(x) = (1 + x^b)^{-a}$, $a, b > 0$ with $\alpha = ab, \rho = -b$ and $k_1 = 1, k_2 = -a$.

b) Hall/Weiss survival function: $\overline{F}(x) = x^{-\alpha}(1 + x^\rho)/2, \alpha > 0, \rho < 0$ and $k_1 = 1/2, k_2 = 1$.

c) Fréchet distribution function: $\overline{F}(x) = 1 - \exp(-x^\alpha), \alpha > 0$ with $\rho = -\alpha$ and $k_1 = 1, k_2 = -1/2$.

d) Pareto$(\alpha, \theta) : \overline{F}(x) = \left(\frac{\theta}{x+\theta}\right)^\alpha, \alpha, \theta > 0$ with $\rho = -1$ and $k_1 = \theta^\alpha, k_2 = -\alpha \theta$. 

Further the second order approximations of $P$ respectively. Similar arguments hold for the second order approximations of the reinsurance premium in (4.4).

Consequently, $X$ has df $F$ that belongs to the Hall class with $\alpha = \nu, \rho = -2$ and $k_1, k_2$ as above. Hence one can use the formulas (5.2) and (5.3) to obtain the second-order risk measures based on VaR and CTE.

By Theorem 4.1 the second-order asymptotics for two risk concentrations $C_{\text{VaR}}(p)$ and $C_{\text{CTE}}(p)$ are the same as follows

$$C_{\text{VaR}}(p) = C_{\text{CTE}}(p) = \nu^{1/\alpha-1} \left(1 + \mathcal{E}(p)(1 + o(1))\right), \quad p \uparrow 1$$

with $\phi_\alpha$ given by (9.4) with $c_2$ replaced by $c_2/c_1$ and

$$\mathcal{E}(p) = \begin{cases} \frac{(1 - n^{-1})\phi_\alpha}{2\alpha} (1 - p), & 0 < \alpha < 1, \\ \frac{c_2(1 - n^{-1})}{c_1} \int_0^{F^{-}(p)} u dF(u), & \alpha = 1, \\ \mathbb{E}\{S_{n-1}(c)\} \frac{1}{c_1 n^{1/\alpha}} \frac{1}{F^{-}(p)}, & \alpha > 1. \end{cases}$$

Further, for $\alpha > 1$

$$C_{\text{CTE}}(p) = \nu^{1/\alpha-1} \left(1 + \frac{\nu - 1}{\alpha} \mathcal{E}(p)(1 + o(1))\right), \quad p \uparrow 1$$

with $F^{-}(p) = t_\nu^-((p+1)/2)$, where $t_\nu$ denotes the standard student $t$ distribution with $\nu$ degrees of freedom.

Example 5.3. (g-and-h distribution) A random variable $X$ possesses a g-and-h df if

$$X = \kappa + \zeta \frac{e^{gZ} - 1}{g} \exp \left(\frac{hZ^2}{2}\right), \quad (\kappa, g, h) \in \mathbb{R}^3, \zeta > 0,$$

where $Z \sim N(0, 1)$ with distribution function $\Phi$. Let $F$ denote the df of $X$ with $\kappa = 0, \zeta = 1$ and $g > 0$. In the light of Degen et al. [10] we have $F \in 2\text{RV}_{-1/h, 0}$ with auxiliary function $A(x) = h^{-2}a(1/F(x))$ and

$$a \left(\frac{1}{1-p}\right) = \frac{g}{\Phi^{-}(p)}(1 + o(1)), \quad \text{as } p \uparrow 1.$$
6 Proofs

Proof of Lemma 2.3\ Let $c^* = \max(1, c_2, \ldots, c_n)$ and recall that $\bar{c} = c_2/(1 + c_2)$ and thus $c_2(1 - \bar{c}) = \bar{c}$. Then,

\[
P(S_n(c) > x, X_{n,n} \leq x - \bar{c} x) \leq nP(S_n(c) > x, X_{n,n} \leq x - \bar{c} x, X_{n,n} = X_n) \leq nP(S_{n-1}(c) > \bar{c} x, c_2 X_{n-1,n-1} \leq \bar{c} x, X_n > \frac{x}{n e^x})
\]

\[
= nP(S_{n-1}(c) > \bar{c} x, c_2 X_{n-1,n-1} \leq \bar{c} x) \mathbb{P}
\]

\[
\left( X_n > \frac{x}{n e^x}\right)
\]

\[
= o(F(x)^2)
\]

as $x \to \infty$. The last step above is justified by the fact that $\mathbb{P}(S_{n-1}(c) > \bar{c} x) \sim \mathbb{P}(c_2 X_{n-1,n-1} > \bar{c} x)$, which is shown in Asimit et al. [5].

Next,

\[
P(S_{n}(c) > \bar{c} x, X_{n,n} > x - \bar{c} x)
\]

\[
= P(c_2 X_{n-1,n} > \bar{c} x, X_{n,n} > x - \bar{c} x) + P(X_{n,n} > x - \bar{c} x, c_2 X_{n-1,n} \leq \bar{c} x, S_n(c) > \bar{c} x)
\]

\[
= P(X_{n,n} > \bar{c} x/c_2) + nP(X_n > x - \bar{c} x) P(c_2 X_{n-1,n-1} \leq \bar{c} x, S_{n-1}(c) > \bar{c} x)
\]

\[
= \left(\frac{n}{2}\right) F(\bar{c} x/c_2)^2 (1 + o(1)) = (1 + c_2)^{2\alpha} \left(\frac{n}{2}\right) F(x)^2 (1 + o(1)),
\]

and thus the proof is complete. \hfill \square

Proof of Lemma 2.5\ By partial integration and Potter bounds (cf. Proposition B.1.9 in de Haan and Ferreira [9]) for any $\alpha \in (0, 1)$

\[
\frac{V_{\alpha}(x)}{F_{n}(x)} = \left(1 - (1 - \bar{c})^{-\alpha}\right) \frac{F_{n}(\bar{c} x)}{F_{n}(x)} + \alpha \int_{0}^{\tilde{c} x} \frac{F_{n}(xu)}{F_{n}(x)} (1 - u)^{-(\alpha + 1)} du
\]

\[
\to \bar{c}^{-\alpha} \left(1 - (1 - \bar{c})^{-\alpha}\right) + \alpha \int_{0}^{\tilde{c} x} u^{-\alpha}(1 - u)^{\alpha - 1} du
\]

as $x \to \infty$. Next, for $\alpha \geq 1$ we borrow some argument from the proof of Lemma 2.4 in Mao and Hu [22]. Recall that $F_{n}(x) \sim (n - 1)e^{\alpha} F(x)$ by Asimit et al. [3], $F_{n} \in RV_{-\alpha}$. Further since $\mu_{F} \in RV_{-1}$ and by Karamata’s theorem (cf. Resnick [20], p 17)

\[
\frac{x F_{n}(x)}{\int_{0}^{\tilde{c} x} F_{n}(u) du} \to 0, \quad \mu_{F}(x) \sim x^{\alpha} \int_{0}^{\tilde{c} x} \frac{F_{n}(u)}{F_{n}(x)} du.
\]

Therefore, as $x \to \infty$

\[
V_{\alpha}(x) = \left(1 - (1 - \bar{c})^{-\alpha}\right) \frac{F_{n}(\bar{c} x)}{F_{n}(x)} + \frac{\alpha}{x} \int_{0}^{\tilde{c} x} \frac{F_{n}(u)}{F_{n}(x)} (1 - u/x)^{-(\alpha + 1)} du
\]

\[
= \frac{\alpha}{x} \int_{0}^{\tilde{c} x} \frac{F_{n}(u)}{F_{n}(x)} (1 - u/x)^{-(\alpha + 1)} du (1 + o(1)).
\]

Since for $u \in (0, \bar{c} x)$

\[
1 + \frac{(\alpha + 1)u}{x} \leq \left(1 - \frac{u}{x}\right)^{-(\alpha + 1)} \leq 1 + \left(1 + \frac{\alpha + 1}{(1 - \bar{c})^{-\alpha + 2}} \right)\frac{u}{x}
\]

we have further

\[
\lim_{x \to \infty} \frac{V_{\alpha}(x)}{\mu_{F}(x)} = \alpha \lim_{x \to \infty} \frac{x \int_{0}^{\tilde{c} x} F_{n}(u)(1 - u/x)^{-(\alpha + 1)} du}{\int_{0}^{\tilde{c} x} F_{n}(u) du}
\]

\[
\geq \alpha + \alpha (\alpha + 1) \lim_{x \to \infty} \frac{\int_{0}^{\tilde{c} x} u F_{n}(u) du}{x \int_{0}^{\tilde{c} x} F_{n}(u) du}
\]
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Next, we consider only the third term. Since

\[ \xi \]

for some \( j \)

\[ \leq \]

\( \frac{3}{2} \)

\( + \)

\( \frac{1}{2} \)

\( \alpha \)

the claim follows.

Proof of Theorem 3.1 First, we decompose \( \mathbb{P}(S_n(c) > x) \) as follows

\[ \mathbb{P}(S_n(c) > x) = \mathbb{P}(S_n(c) > x, X_{n,n} \leq x - \bar{c}x) + \mathbb{P}(S_n(c) > \bar{c}x, X_{n,n} > x - \bar{c}x) + \mathbb{P}(S_n(c) \leq \bar{c}x, X_{n,n} > x - S_n(c)) =: I + II + III. \]

By Lemma 2.4

\[ I + II = (1 + c_2)^{2n} \left( \frac{n}{2} \right) \bar{F}(x)^2 (1 + o(1)). \]

Next, we consider only the third term. Since \( \bar{F} \) is \( (l+1) \)-th differentiable, the application of Taylor’s expansion of \( \bar{F}(x-u) \) at \( x \) yields

\[ III = \mathbb{P}(S_n(c) > x, S_{n}-1(c) \leq \bar{c}x) = n \int_{0}^{\bar{c}x} \bar{F}(x-u) \, dF_n(u) \]

\[ = n \sum_{j=0}^{l} \frac{(-1)^{j} F^{(j)}(x)}{j !} \int_{0}^{\bar{c}x} u^{j} \, dF_n(u) + n \int_{0}^{\bar{c}x} \frac{(-1)^{l+1} u^{l+1} F^{(l+1)}(x-u \xi_{u})}{(l+1)!} \, dF_n(u) \]

\[ = n \left( \sum_{j=0}^{l} \frac{(-1)^{j} F^{(j)}(x)}{j !} \mathbb{E} \{ S_{n-1}(c) \} \right) - \frac{1}{j !} \int_{0}^{\bar{c}x} u^{j} \, dF_n(u) + \int_{0}^{\bar{c}x} \frac{(-u)^{l+1} F^{(l+1)}(x-u \xi_{u})}{(l+1)!} \, dF_n(u) \]

\[ = n \left[ J_1 - J_2 + J_3 \right] \]

for some \( \xi_{u} \in (0, 1) \). Note that \( J_1 = d_{l+1}(x) \bar{F}(x) \) (recall (3.1)), hence it remains to consider \( J_2 \) and \( J_3 \).

For \( J_2 \), noting that \( F_n \in RV_{-\alpha} \), and using Potter bounds and the dominated convergence theorem, for \( j \leq l < \alpha \) we have

\[ \int_{1}^{\infty} u^{j} \, dF_n(\bar{c}xu) = \frac{F_n(\bar{c}x)}{F_n(\bar{c}x)} + \int_{1}^{\infty} j u^{j-1} F_n(\bar{c}xu) \, du \]

\[ = F_n(\bar{c}x) \left( 1 + \frac{j}{\alpha - j} (1 + o(1)) \right) \]
and by Karamata’s theorem, we have
\begin{align*}
J_2 &= \sum_{j=0}^{l} \frac{(-1)^j (\tilde{c} x)^j \mathcal{F}^{(j)}(x)}{j!} \left( \frac{F_n(\tilde{c} x)}{\alpha} \frac{\alpha}{\alpha - j} (1 + o(1)) \right) \\
&= \frac{F(x) F_n(\tilde{c} x)}{\alpha \Gamma(\alpha + 1)} \sum_{j=0}^{l} \frac{(-1)^j x^j \mathcal{F}^{(j)}(x)}{j! \mathcal{F}(x)} \frac{\alpha \tilde{c}^j}{\alpha - j} (1 + o(1)) \\
&= \frac{F(x) F_n(\tilde{c} x)}{\alpha \Gamma(\alpha + 1)} \sum_{j=0}^{l} \frac{\Gamma(\alpha + j) \alpha \tilde{c}^j}{\Gamma(\alpha) \Gamma(\alpha + 1)} (1 + o(1)). \tag{6.4}
\end{align*}

Next, we consider \( J_3 \) defined in (6.3). Recall the definition of \( \xi_n^c \) in the remainder of the Taylor’s expansion in (6.7), the integral of \( J_3 \) is
\begin{align*}
\frac{F(x - \tilde{c} x u)}{(-1)^{l+1} (\tilde{c} x)^{l+1} \mathcal{F}^{(l+1)}(x)} &= \frac{\Gamma(\alpha) \tilde{c}^{-(l+1)} (1 - \tilde{c} u)^{-\alpha} - \sum_{j=0}^{l} \frac{\Gamma(\alpha + j)}{\Gamma(\alpha) \Gamma(j+1)} (\tilde{c} u)^j}{\Gamma(\alpha + l + 1)} \\
&= \frac{\Gamma(\alpha) \tilde{c}^{-(l+1)} \sum_{j=l+1}^{\infty} \frac{\Gamma(\alpha + j)}{\Gamma(\alpha) \Gamma(j+1)} (\tilde{c} u)^j}{\Gamma(\alpha + l + 1)} \tag{6.5}
\end{align*}
holds uniformly for \( u \in (0, 1) \) as \( x \to \infty \). First, we consider \( \alpha \neq l + 1 \). To derive this, by the uniform convergence theorem for regularly varying functions
\begin{align*}
J_3 &= \frac{(-1)^{l+1} x^{l+1} \mathcal{F}^{(l+1)}(x)}{\mathcal{F}(x)} \frac{\Gamma(\alpha) \mathcal{F}(x)}{\Gamma(\alpha + l + 1)} \sum_{j=l+1}^{\infty} \frac{\Gamma(\alpha + j) \alpha \tilde{c}^j}{\Gamma(\alpha) \Gamma(j+1) \alpha - j} (1 + o(1)) \\
&= \frac{F(x) F_n(\tilde{c} x)}{\alpha \Gamma(\alpha + 1)} \sum_{j=0}^{l} \frac{\Gamma(\alpha + j) \alpha \tilde{c}^j}{\Gamma(\alpha) \Gamma(j+1) \alpha - j} (1 + o(1)) \tag{6.5}
\end{align*}
The last step is due to
\begin{align*}
\int_0^1 u^j dF_n(\tilde{c} x u) &= \frac{F_n(\tilde{c} x)}{\alpha} \left( \int_0^1 \frac{j u^{j-1} F_n(\tilde{c} x u)}{F_n(\tilde{c} x)} du - 1 \right) \\
&= \frac{F_n(\tilde{c} x)}{\alpha} \frac{\alpha}{j - \alpha} (1 + o(1)), \tag{6.6}
\end{align*}
which follows from Potter bounds for \( j > \alpha \) and the dominated convergence theorem.

Now, we consider the case of \( \alpha = l + 1 \). Noting that the left-hand side of (6.6) is dominated by
\begin{align*}
\int_0^1 u^\alpha dF_n(\tilde{c} x u) &= \frac{\hat{F}(\tilde{c} x)}{\Gamma(\alpha) \Gamma(\alpha + 1)} \int_0^1 \frac{j u^{j-1} F_n(\tilde{c} x u)}{F_n(\tilde{c} x)} du - 1 \\
&= \frac{\hat{F}(\tilde{c} x)}{\Gamma(\alpha) \Gamma(\alpha + 1)} \frac{\alpha}{\alpha - (1 + o(1)), \tag{6.7}
\end{align*}
for all \( j > \alpha \). Consequently,
\begin{align*}
J_3 &= \frac{\Gamma(2\alpha) F(x)}{\Gamma(\alpha) \Gamma(\alpha + 1)} \frac{\hat{F}(\tilde{c} x)}{x^\alpha} \int_0^1 u^\alpha dF_n(u) (1 + o(1)). \tag{6.8}
\end{align*}
Combining (6.4), (6.5) and (6.6) for $\alpha \neq l + 1$, we have

$$III = nF(x) \left( d_{l+1} + \sum_{j=0}^{\infty} \frac{\Gamma(\alpha + j)}{\Gamma(\alpha)\Gamma(j + 1)} \frac{\alpha \tilde{c}^j}{j - \alpha} F_n(cx)(1 + o(1)) \right).$$

For $\alpha = l + 1$, by (6.5), (6.6) and (6.7) and using Karamata’s theorem

$$III = nF(x) \left( d_{l+1} + \sum_{j=0}^{l} \frac{\Gamma(\alpha + j)}{\Gamma(\alpha)\Gamma(j + 1)} \frac{\alpha \tilde{c}^j}{j - \alpha} F_n(cx) + \frac{\Gamma(2\alpha)}{\Gamma(\alpha)\Gamma(\alpha + 1)} \int_0^{\tilde{c} x} u^\alpha dF_n(u) \right) (1 + o(1))$$

and thus the proof is complete.

Proof of Corollary 3.4: Clearly, (6.2) holds for $\bar{F}$ due to $\bar{F} \in RV_{-\alpha}$, $|F - H| \in RV_{-(\alpha - \rho)}$ with $\rho < 0$ and Lemma 2.4. For the third term $III$ in (6.1), we split it as follows

$$III = n \int_0^{\tilde{c} x} \bar{F}(x - u) dF_n(u) + n \int_0^{\tilde{c} x} \left( F(x - u) - \bar{F}(x - u) \right) dF_n(u) =: n(III_1 + III_2).$$

For $III_1$, by Taylor’s expansion for $\bar{F}$ at $x$, for $\alpha \neq l + 1$ we have

$$III_1 = \bar{F}(x) \left( \tilde{d}_{l+1}(x) + F_n(cx) \left( \sum_{j=0}^{\infty} \frac{\Gamma(\alpha + j)}{\Gamma(\alpha)\Gamma(j + 1)} \frac{\alpha \tilde{c}^j}{j - \alpha} \right) (1 + o(1)) \right).$$

Further, for $\alpha = l + 1$

$$III_1 = \bar{F}(x) \left( \tilde{d}_{l+1}(x) + \frac{\Gamma(2\alpha)}{\Gamma(\alpha)\Gamma(\alpha + 1)} \int_0^{\tilde{c} x} u^\alpha dF_n(u) \right) (1 + o(1)),$$

where $\tilde{d}_{l+1}$ defined by (3.3).

Since $H$ is eventually continuous and $\bar{F} - F$ is eventually positive or negative, the uniform convergence theorem implies

$$III_2 = \left( \bar{F}(x) - \bar{F}(x) \right) \int_0^{\tilde{c} x} \left( 1 - \frac{u}{x} \right)^{-(\alpha - \rho)} dF_n(u)(1 + o(1))$$

$$= \left( \bar{F}(x) - \bar{F}(x) \right) \left( 1 - \left( 1 - \tilde{c} \right)^{-(\alpha - \rho)} F_n(cx) + \frac{\alpha - \rho}{x} \left( \int_0^{\tilde{c} x} \left( 1 - \frac{u}{x} \right)^{-(\alpha - \rho + 1)} F_n(u) du \right) (1 + o(1)) \right)$$

$$= \left( \bar{F}(x) - \bar{F}(x) \right) \left( 1 - \left( 1 - \tilde{c} \right)^{-(\alpha - \rho)} F_n(cx) + (\alpha - \rho)F_n(x) \left( \int_0^{\tilde{c} x} (1 - u)^{-(\alpha - \rho + 1)} F_n(u) du \right) (1 + o(1)) \right)$$

$$= \left( \bar{F}(x) - \bar{F}(x) \right) (1 + o(1))$$

$$= o(H(x))$$

due to $\bar{F} \in RV_{-\alpha}$ and $|F - \bar{F}| \in RV_{-(\alpha - \rho)}$ with $\rho < 0$. Therefore, the proof is complete.

Proof of Theorem 3.5: By the decomposition as in (6.1), it follows from Lemma 2.4 that

$$I + II = (1 + c_2^{2\alpha}) \left( \frac{n}{2} \right) \bar{F}(x)^2 (1 + o(1)) = \frac{(1 + c_2)^\alpha}{2} n\bar{F}(x)F_n(cx)(1 + o(1)).$$

Next rewrite $III$ as

$$III = n \int_0^{\tilde{c} x} \bar{F}(x - u) dF_n(u)$$
Since where \( p \), it follows from Lemma 5.2 in Draisma et al. \([12]\) that for all \( \epsilon > 0 \), there exists \( x_0 = x_0(\epsilon) > 0 \) such that for all \( x > x_0 \) and \( u \in (0, \bar{c}x) \)
\[
|\psi_x(1 - \frac{u}{x}) - H_{-\alpha, \rho} \left(1 - \frac{u}{x}\right)| \leq \epsilon \left(C_1 + C_2(1 - u/x)^{-\alpha} + C_3(1 - u/x)^{-\alpha + \rho - \epsilon}\right),
\]
where \( H_{-\alpha, \rho} \) is given by \([21]\), and \( C_1, C_2, C_3 \) are three positive constants, independent with \( x \) and \( u \). Therefore, by the dominated convergence theorem
\[
\lim_{x \to \infty} \int_0^{\bar{c}x} \psi_x \left(1 - \frac{u}{x}\right) dF_u(u) = \int_0^{\infty} \lim_{x \to \infty} H_{-\alpha, \rho} \left(1 - \frac{u}{x}\right) dF_u(u) = 0. \tag{6.9}
\]
Finally by Lemma \([25]\) \( V_a(x) = h_{\alpha, \mu_F(x)}(1 + o(1)) \), and thus the proof is complete. \( \square \)

**Proof of Theorem 4.1** \( \) Let \( U(t) = \inf\{y : F(y) \geq 1 - 1/t\} \) and \( G(x) = \bar{F}\left(S_n(c) > x\right) \). Set \( x_p = G^{-}\left(p\right) \) for some given \( p \in (0, 1) \), i.e. the Value-at-Risk of \( S_n(c) \) at probability level \( p \), denoted by \( \text{VaR}_p(S_n(c)) \). Then \( G(x_p) = 1 - p \) and
\[
C_{\text{VaR}}(p) = \frac{\text{VaR}_p(S_n(c))}{n \text{VaR}_p(X)} = \frac{x_p}{n U(1/(1 - p))} = \frac{U(1/F(x_p))}{n U(1/G(x_p))}.
\]
Note that by Theorem 2.3.9 in de Haan and Ferreira \([9]\) \( U \in 2RV_{1, \rho/\alpha} \) with auxiliary function \( \alpha^{-2}A(U) \). This together with Theorem \( 3.5 \) yields
\[
\lim_{p \to 1} \frac{U(1/F(x_p))}{n U(1/G(x_p))} = n^{1/\alpha - 1} \frac{\rho/\alpha - 1}{\rho/\alpha}, \quad \lim_{p \to 1} \frac{G^{-}(p)}{F^{-}(p)} = n^{1/\alpha}.
\]
Hence with \( E \) given by Theorem \( 3.3 \) we have
\[
C_{\text{VaR}}(p) = \frac{1}{n} \left( \frac{G(x_p)}{F(x_p)} \right)^{1/\alpha} + n^{1/\alpha - 1} \frac{\rho/\alpha - 1}{\alpha \rho} A(U(1/(1 - p)))(1 + o(1))
\]
\[
= \frac{1}{n} \left( \frac{n F(x_p)}{F(x_p)} \left(1 + E(x_p)(1 + o(1))\right) \right)^{1/\alpha} + n^{1/\alpha - 1} \frac{\rho/\alpha - 1}{\alpha \rho} A(F^{-}(p))(1 + o(1))
\]
\[
= n^{1/\alpha - 1} \left(1 + \frac{E(x_p)}{\alpha}(1 + o(1)) + \frac{n^{\rho/\alpha - 1}}{\rho/\alpha} A(F^{-}(p))(1 + o(1))\right)
\]
\[
= n^{1/\alpha - 1} \left(1 + \frac{n^{-\rho/\alpha}}{\alpha} E(F^{-}(p)) + \frac{n^{\rho/\alpha - 1}}{\alpha \rho} A(F^{-}(p))(1 + o(1))\right), \quad p \to 1,
\]
where \( \alpha^* = \min(1, \alpha) \). Since \( |A| \in RV_{\rho} \) and \( |E| \in RV_{-\alpha^*} \), we consider the following three cases, i.e., \( a) \rho \leq -\alpha^* = -\alpha \) and \( E(x) \sim \frac{(n - 1)\phi_0}{2} F(x) \) that
\[
C_{\text{VaR}}(p) = n^{1/\alpha - 1} \left(1 + \frac{n^{-1}(n - 1)\phi_0}{2} F(F^{-}(p)) + \frac{n^{-\rho/\alpha - 1}}{\alpha(-\alpha)} A(F^{-}(p))\mathbb{1}\{\rho = -\alpha\}(1 + o(1))\right)
\]
\[
= n^{1/\alpha - 1} \left(1 + \frac{(1 - n^{-1})\phi_0}{2 \alpha}(1 - p) + \frac{1 - n^{-1}}{\alpha^2} A(F^{-}(p))\mathbb{1}\{\rho = -\alpha\}(1 + o(1))\right).
\]
b) For $\rho \leq -1$ and $\alpha \geq 1$. It follows from $\rho \leq -\alpha^* = -1$ and $E(x) \sim h_{\alpha \mu_F}(x) = \alpha \mu_F(x)$ that

\[
C_{\text{VaR}}(p) = n^{1/\alpha - 1} \left( 1 + \left( \frac{n^{-1/\alpha}}{\alpha} \alpha \mu_F(F^\alpha(p)) + \frac{n^{-1/\alpha} - 1}{\alpha(1)} A(F^\alpha(p)) I\{\rho = -1\} \right) (1 + o(1)) \right)
\]

\[
= n^{1/\alpha - 1} \left( 1 + \left( \frac{\mu_F(F^\alpha(p))}{n^{1/\alpha}} + \frac{1 - n^{-1/\alpha}}{\alpha} A(F^\alpha(p)) I\{\rho = -1\} \right) (1 + o(1)) \right).
\]

c) Clearly, for $\rho > -\alpha^*$

\[
C_{\text{VaR}}(p) = n^{1/\alpha - 1} \left( 1 + \frac{n^{p/\alpha} - 1}{\alpha \rho} A(F^\alpha(p)) (1 + o(1)) \right).
\]

Thus, the claim of $C_{\text{VaR}}(p)$ follows from a), b) and c).

Next, we derive the asymptotics of $C_{\text{CTE}}(p)$ as $p \to 1$. By Lemma 2.2 in Mao et al. [23]

\[
\text{CTE}_p(X) = \frac{\alpha}{\alpha - 1} \text{VaR}_p(X) \left( 1 + \frac{1}{\alpha(\alpha - 1 - \rho)} A(\text{VaR}_p(X)) (1 + o(1)) \right).
\]

Further, Theorem [3.4] implies

\[
\text{CTE}_p(S_n(c)) = \frac{\alpha}{\alpha - 1} \text{VaR}_p(S_n(c)) \left( 1 + \frac{1}{\alpha(\alpha - 1 - \rho^*)} A^*(\text{VaR}_p(S_n(c))) (1 + o(1)) \right),
\]

hence we have

\[
C_{\text{CTE}}(p) = C_{\text{VaR}}(p) \frac{\frac{1}{\alpha(\alpha - 1 - \rho^*)} A^*(\text{VaR}_p(S_n(c))) (1 + o(1))}{\frac{1}{\alpha(\alpha - 1 - \rho)} A(\text{VaR}_p(X)) (1 + o(1))}
\]

\[
= C_{\text{VaR}}(p) \left( 1 + \left( \frac{n^{p/\alpha}}{\alpha(\alpha - 1 - \rho^*)} A^*(F^\alpha(p)) - \frac{1}{\alpha(\alpha - 1 - \rho)} A(F^\alpha(p)) \right) (1 + o(1)) \right).
\]

The rest proof follows the similar arguments as for $C_{\text{VaR}}(p)$. □

**Proof of Theorem 4.3** By Theorem 4.1 we have

\[
R_{\text{VaR}}(p) = \left( 1 - E(p)(1 + o(1)) \right) \frac{1}{1 - p} \int_0^1 \left( 1 + E(q)(1 + o(1)) \right) U(1/(1 - q)) / U(1/(1 - p)) dq
\]

\[
= \left( 1 - E(p)(1 + o(1)) \right) \int_0^\infty t^{-2} \left( 1 + E(p)t^{\max(\rho, -1)/\alpha}(1 + o(1)) \right) U(t/(1 - p)) / U(1/(1 - p)) dt
\]

since $E(q)$ is a regular varying function with index $\max(\rho, -1)$ at 1. Note that $U \in 2RV_{1/\alpha, p/\alpha}$ with auxiliary function $\alpha^{-2}A(U)$, we have

\[
R_{\text{VaR}}(p) = \left( 1 - E(p)(1 + o(1)) \right) \int_0^\infty t^{-2} \frac{U(t/(1 - p))}{U(1/(1 - p))} dt + \left( \int_1^\infty t^{(1 + \max(\rho, -1)/\alpha - 2)} \frac{1}{\rho/\alpha} dt \right) E(p)(1 + o(1))
\]

\[
= \left( 1 - E(p)(1 + o(1)) \right) \left( \int_1^\infty t^{1/\alpha - 2} dt + \alpha^{-2}A(U(1/(1 - p))) \int_1^\infty t^{1/\alpha - 2} \frac{t^{\rho/\alpha - 1}}{\rho/\alpha} dt \right)
\]

\[
+ \alpha^{-2}A(U(1/(1 - p))) \int_1^\infty t^{1/\alpha} \frac{U(t/(1 - p))/U(1/(1 - p)) - t^{1/\alpha}}{\alpha^{-2}A(U(1/(1 - p)) - t^{1/\alpha}} \frac{1}{\rho/\alpha} \right) dt
\]

\[
\frac{\alpha E(p)}{\alpha - 1 - \max(\rho, -1)}(1 + o(1))
\]

\[
= \frac{\alpha E(p)}{\alpha - 1 - \max(\rho, -1)}(1 + o(1)) + \left( 1 - E(p)(1 + o(1)) \right) \left( \frac{\alpha}{\alpha - 1} + \frac{A(F^\alpha(p))}{(\alpha - 1)(\alpha - 1 - \rho)}(1 + o(1)) \right)
\]

\[
= \frac{\alpha}{\alpha - 1} \left( 1 + \frac{\max(\rho, -1)}{\alpha - 1 - \max(\rho, -1)} E(p)(1 + o(1)) + \frac{A(F^\alpha(p))}{\alpha(\alpha - 1 - \rho)}(1 + o(1)) \right), \quad p \uparrow 1
\]
where the last step follows by the dominated convergence theorem and the uniform inequality of Theorem 2.3.9 by de Haan and Ferreira [9].

For the second-order asymptotic of $R_{\text{CTE}}(p)$, noting that

$$\text{CTE}_p(X) = \frac{\alpha}{\alpha - 1} \left( 1 + \frac{1}{\alpha(\alpha - 1 - \rho)} A(F^{\text{tr}}(p))(1 + o(1)) \right) \text{VaR}_p(X), \quad \alpha > 1$$

due to Lemma 2.2 in Mao et al. [23]. So, similar argument as for $R_{\text{VaR}}(p)$ together with Theorem 4.1 yields that

$$R_{\text{CTE}}(p) = \frac{\alpha}{\alpha - 1} + \left( \frac{1}{(\alpha - 1 - \rho)^2} A(F^{\text{tr}}(p)) + \frac{\alpha \max(\rho, -1)}{(\alpha - 1 - \max(\rho, -1))^2} \mathcal{E}(p) \right) (1 + o(1))$$

as $p \to 1$. The claimed result follows. □
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