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Abstract. Using techniques of the theory of semigroups of linear operators, we study the question of approximating solutions to equations governing diffusion in thin layers separated by a semi-permeable membrane. We show that as thickness of the layers converges to 0, the solutions, which by nature are functions of 3 variables, gradually lose dependence on the vertical variable and thus may be regarded as functions of 2 variables. The limit equation describes diffusion on the lower and upper sides of a two-dimensional surface (the membrane) with jumps from one side to the other. The latter possibility is expressed as an additional term in the generator of the limit semigroup, and this term is built from permeability coefficients of the membrane featuring in the transmission conditions of the approximating equations (i.e., in the description of the domains of the generators of the approximating semigroups). We prove this convergence result in the spaces of square integrable and continuous functions, and study the way the choice of transmission conditions influences the limit.

1. Introduction

1.1. Main results

The paper is devoted to a semigroup-theoretic approach to the problem of approximating solutions to an equation modeling diffusion in two thin 3D layers separated by a semi-permeable membrane: particles diffusing in the upper layer may, via a stochastic mechanism, filter through the membrane to the lower layer and continue their chaotic movement there, and vice versa. To this end, we study the reaction–diffusion equation

\[ \partial_t u = \Delta_{3D} u + F(u) \]  \hspace{1cm} (1.1)

where \( \Delta_{3D} \) is a 3D Laplace operator, and \( F \) is a Lipschitz continuous forcing (reaction) term, considered in two layers of thickness \( \varepsilon \), equipped with boundary and transmission conditions (see (2.3) and (3.1), further down) that describe in particular the way the membrane works. As a starting point, we prove appropriate generation theorems in the
spaces of square integrable and continuous functions, respectively (thus establishing existence and uniqueness of mild solutions of the equation). Next, we show that, as $\varepsilon \to 0$, the approximating processes resemble more and more 2D Brownian motions on the upper and lower sides of the membrane. Remarkably, the limit process allows also jumps from one side to the other: this possibility is the limit equivalent of the mechanism of filtering through the membrane in the approximating process. More specifically, as $\varepsilon \to 0$ and as looked upon through a magnifying glass (see below), solutions of (1.1) become more and more flat in the vertical direction (but still differ in the lower and upper layers) and thus may be identified with pairs $(u^-, u^+)$ of functions of two variables, defined on the lower and upper sides of the membrane. The limit dynamics is then governed by the following system:

$$\partial_t \begin{pmatrix} u^- \\ u^+ \end{pmatrix} = \begin{pmatrix} \Delta_{2D} & 0 \\ 0 & \Delta_{2D} \end{pmatrix} \begin{pmatrix} u^- \\ u^+ \end{pmatrix} + \begin{pmatrix} -\alpha & \alpha \\ \beta & -\beta \end{pmatrix} \begin{pmatrix} u^- \\ u^+ \end{pmatrix} + \begin{pmatrix} F(u^-) - c^- u^- \\ F(u^+) - c^+ u^+ \end{pmatrix}$$  \tag{1.2}

where $\Delta_{2D}$ is a 2D Laplace operator. More interestingly, $\alpha$ and $\beta$ are functions that describe permeability of the membrane in the approximating processes, featuring in the transmission conditions of the approximating equations (see (2.3) and (3.1) again). Functions $c^-$ and $c^+$ play a similar role: they come from the Robin boundary conditions in the approximating processes (see (2.2)), describing partial loss of particles touching lower and upper boundaries of the layers. Thus, our theorem extends the findings of [23,24] by saying that

in the thin layer approximation, both boundary and transmission conditions become integral parts of the master equation.

This, in fact, is the main phenomenon to which this paper is devoted, and a common thread for the series of articles [19,23,24] (see also below); paper [19] is a similar study in two dimensions.

It is also worth noting that processes described by (1.2) are closely related to piecewise deterministic Markov processes of Davis [31–33,78], random evolutions of Griego and Hersh [36,44,45,70] and to randomly switching diffusions [49,85,86]; for a semigroup-theoretic context see [12,17]. The proposition that such processes are obtained by the thin layer approximation is of interest in itself, and provides a link between notions of jump intensities and permeability coefficients, i.e., shows again that transmission conditions and terms describing jumps play complementary roles (cf. Remark 2.1 in [21], and the discussion in Sect. 6 of [19]).

As already mentioned, we prove two variants of (generation and) approximation results, as summarized in Theorems 1 and 3, respectively. Both convergence results say that (1.2) is a limit form of (1.1) but they nevertheless differ in a couple of ways. First of all, but somewhat superficially, Theorem 1 is devoted to semigroups in the space of square integrable functions, whereas Theorem 3 subsumes our analysis in the space of continuous functions. More intrinsically, however, in the former theorem the membrane separating two thin layers is nonadhesive, whereas in the latter it is
sticky, and in fact by varying certain coefficients we may control its stickiness from completely nonadhesive to completely adhesive. On the other hand, in Theorem 1 permeability coefficients are bounded, measurable functions on the membrane, and thus, permeability may vary from region to region, whereas in Theorem 3 these permeability coefficients, for technical reasons, need to be constant. Nevertheless, the limit dynamics in both cases is (almost) the same, that is, our approximation theorem is robust to changing the mechanism of filtering through the membrane.

As a matter of fact, a comparison of Theorems 1 and 3 gives a deeper insight into the way transmission conditions influence the limit master equation, and to study this influence is the second object of our analysis. To explain the result, we note first that, intuitively, the reason why (1.1) has the limit form (1.2) is that a thin layer approximation is, when looked upon through a magnifying glass, equivalent to studying fast diffusion in the direction where the layer is thin, and such diffusion averages out, or flattens, solutions in this direction (cf. [16]). A closer inspection reveals, however, that different transmission conditions, which correspond to different ways particles may filter through the separating membrane, lead to different averaging mechanisms. In particular, even though the limit equation (1.2) is in both cases the same, the initial condition associated with it is not (see the end of Sect. 3 for details).

1.2. Motivation

Our research is motivated by the study of signaling pathways in eukaryotes. Kinases, special enzymes, play a key role in a number of signal-transmitting processes, and their activity may often be modeled by reaction–diffusion equations [47,48,54]. It has been observed that geometry of the cell has significant impact on the behavior of solutions of such equations and thus on the process of signal transduction. For example, so-called B lymphocytes have extremely large nuclei and thus the random movement of the kinases that diffuse in the region between cell membrane and the nucleus resembles a movement on a 2D manifold rather than in a 3D region.

In [23,24], guided by carefully prepared simulations, we have provided a rigorous proof that solutions to reaction diffusion equation for active kinase concentration $K$

$$\frac{\partial K}{\partial t} = d \Delta K + F(K) \quad t \geq 0,$$

(1.3)

in the thin shell between the nucleus and cell membrane, supplemented by Robin-type boundary condition on the outer membrane and by Neumann condition on the inner nuclear membrane:

$$aR(1 - K_{\text{out}}) = dn(\nabla K)_{\text{out}}, \quad n(\nabla K)_{\text{inn}} = 0$$

(1.4)

(where $a$, $d$ and $R$ are certain constants, and $F$ is a Lipschitz continuous function) are well approximated by the solutions of

$$\frac{\partial K}{\partial t} = d \Delta_{LB} K + F(K) + aR(1 - K),$$

(1.5)
where $\Delta_{LB}$ is the Laplace–Beltrami operator on the unit sphere.

This result should but be treated as an instance of a general principle saying that in the thin layer approximation boundary conditions become integral parts of the limit master equation, as exemplified by the term $aR(1 - K)$ ‘jumping’ from (1.4) to (1.5). This is precisely the perspective presented in [24]; see also computational examples presented there. The present paper, together with its companion [19], takes up the study and extends this principle to the case of transmission conditions.

1.3. Comparison with the existing literature

It should be noted here that, beginning with the seminal paper [46], considerable attention has already been given to thin layer approximation, both in the mathematical and in the physical literature; see, e.g., [7, 9, 26, 34, 74–77] for the former and [27] for an example of the latter. Our paper, however, differs from the previous works in several aspects.

First of all, we look at the problem of thin layer approximation from the perspective of convergence of semigroups of linear operators. Both the classical Trotter–Kato–Neveu-like theorems and the more recently developed theory of ‘degenerate’ convergence to a semigroup that is defined only on a subspace of the original Banach space, have already proved to be instrumental in providing insight into phenomena originating in various fields of pure and applied mathematics. These include, but are not limited to, Markov processes [36], boundary theory for Markov chains [18], mathematical physics [72], and mathematical biology [17]; it is also perhaps worth noting the paper [62] where convergence of semigroups related to quite general boundary conditions is studied. Hence, our investigations may be seen as a reflection of our deep conviction that thin layer approximation, having intrinsic nature of a singular perturbation, could be seen as an integral part of the theory of degenerate convergence of semigroups of operators.

Secondly, in Sects. 3 and 4, we show that the theory of convergence of semigroups may be successfully applied to semigroups acting in the spaces of continuous functions. By contrast, the usual machinery used in the literature is the method of forms, and the analysis is usually carried out in the space of square integrable functions. This change of perspective is important for at least three reasons:

(i) Convergence of Feller semigroups is, as in the Trotter–Sova–Kurtz–Mackevičius Theorem (see, e.g., [51, p. 385]), equivalent to a weak convergence of the Markov processes involved, whereas a stochastic interpretation of a similar convergence result in a Hilbert space is rather unclear.

(ii) The analysis of the thin layer approximation hinges on a stretching transformation of ‘thin coordinates’ (see our Sect. 2.2, compare p. 111 in [74] or p. 583 in [68]). This transformation is an isometric isomorphism of appropriate spaces of continuous functions, but not of the related Hilbert spaces.
(iii) Uniform convergence, i.e., convergence in the norm of the space of continuous functions, is stronger than that in the norm of $L^2$ (since the region we consider is bounded).

Notwithstanding the need for analysis in $C$, we must admit that, on the other hand, as exemplified also by the results of our Sect. 2, analytic tools available in $L^2$ are more flexible and thus allow treating potentially more general geometries and more general boundary conditions. Because of that our paper may be seen as an invitation for future analysis of the thin layer approximation in the context of stochastic processes. Perhaps stochastic analysis, and the results presented in [28, 58] in particular, may lead to generalizations that are also meaningful in this field.

The most significant difference between this paper and the existing literature is that, as heralded above, whereas our theorem is focused on the intriguing fact that boundary and transmission conditions in the limit become integral parts of the master equation, the previous papers are generally devoted to Neumann boundary conditions, which do not lead to such a phenomenon. An exception to this rule is the recent paper [68] which involves Robin-type boundary conditions; again, the analysis in that paper is carried out in Sobolev-type Hilbert space and allows treating more general geometries and boundary conditions than in our present paper, but the question of the role of boundary conditions in the limit and in the approximating equations is not discussed there. (Moreover, [68] is devoted to a completely different equation.) There are also remarks on Robin-type boundary conditions in [46, 77], but they are of marginal character.

To the best of our knowledge, the fact that in the thin layer approximation boundary conditions ‘jump into’ the limit equation has first been discussed in [23, 24]. Our analysis presented here and in the companion paper [19] extends this principle to transmission conditions also. It is our conviction that in the form involving transmission conditions the result gives better insight into the problem at hand. Moreover, it is more symmetrical and therefore more appealing aesthetically.

Lastly, the previous investigations were inspired mainly by physics, whereas our study, as already explained, was motivated by biology.

1.4. Transmission conditions

Equation (1.2) would not approximate (1.1) well, were transmission conditions supplementing (1.1) not chosen carefully; see Eqs. (2.3) and (3.1).

The first of these conditions may be plausibly interpreted by Newton’s Law of Cooling, which says that the temperature at the membrane changes at a rate proportional to the difference of temperatures on its either sides, see [29, p. 9]. In this context, J. Crank uses the term radiation boundary condition. In a model of passing or diffusing through membranes, analogous transmission conditions were introduced by Tanner [82, Eq. (7)], who studied diffusion of particles through a sequence of permeable barriers (see also Powles et al. [73, Eq. (1.4)], for a continuation of the subject). In [2] (see, e.g., Eq. (4) there), similar conditions are used in describing absorption and desorption
phenomena. We refer also to [40], where a compartment model with permeable walls (representing, e.g., cells, and axons in the white matter of the brain in particular) is analyzed, and to equation [42] there. Moreover, we acknowledge references [8,41,71], which we owe to an anonymous Referee, devoted to related models.

Conditions of type (2.3) were (re)-invented in [25] for the purpose of modeling so-called neurotransmitters and, drawing heavily on the fundamental work of Feller and Lévy on boundary behavior of stochastic processes (see, e.g., [50,52]), interpreted in probabilistic terms (see Chapters 3 and 11 in [17] for more details and bibliography on the subject, and [59] for a thorough stochastic analysis). An intuitive, if simplified, description of the so-called snapping out Brownian motion (the name coined in [59]), that is, a stochastic process related to (2.3) is as follows. A particle moves around chaotically on one side of the membrane and, as in the reflected Brownian motion, is being reflected from the membrane many times. The time ‘spent at the membrane’ is, however, measured and the larger is this time (and the larger is $\alpha$ or $\beta$, depending on which side of the membrane the particle is), the larger is the probability that the particle permeates through the membrane to its other side.

Conditions (3.1) describe yet more general rules: here, the membrane is sticky ($p$ and $q$ are measures of stickiness of the membrane on its either sides), and thus, a particle diffusing on one side of the membrane may not only be reflected but also stay at the membrane for some time before it ‘peels of’ (see Chapter 3 in [17] or Example 3.59 in [60]). Additionally, when the particle permeates through the membrane, it randomly chooses its initial position for chaotic movement on the other side, according to the measure $\mu$ or $\nu$; in the process related to (2.3) this initial point is the point opposite to the point where the particle permeates.

Coming back to conditions of type (2.3), it is worth noting that they were extensively used in the papers [15,21], devoted to the so-called averaging principle. This principle says that fast diffusions on a graph with edges separated by semi-permeable membranes situated on its vertices, or in the higher-dimensional regions separated by such membranes, are well approximated by a Markov chain with state-space constructed by identifying each edge with a point, or lumping all points of a region into one point. Also, remarkably, intensities of jumps in the limit process are functionals of permeability coefficients characterizing the approximating processes.

The similarity between the principle just described and the main result of the present paper is not accidental: whereas in [15,21] diffusion is fast in all directions, the thin layer approximation, as was already noted, is equivalent to an analysis of diffusion that is fast only in one direction.

1.5. Nonlinearity

Reaction–diffusion equations involve reaction terms, which in most important cases are nonlinear. Notably, it is these nonlinear terms that are responsible for many characteristic phenomena which cannot occur in a linear equation, such as system’s bistability or existence of homo- and hetero-clinical waves. Since this research is motivated by
problems in the theory of signaling pathways, and the phenomena mentioned above are critical for signal transmitting in living cells, our main result is stated for semilinear equations, that is for reaction–diffusion equations.

On the other hand, nonlinear terms in the reaction–diffusion equations employed in the theory of signaling pathways and, more generally, in mathematical biology often have strong continuity properties. For example, even if such a nonlinearity is not globally Lipschitz continuous from the outset, it is—as often as not—at least locally Lipschitz continuous. If this is the case and solutions of the equation can be proved (by checking Müller’s conditions) to never leave certain regions of interest, analysis of such reaction–diffusion equations can be reduced to the analysis of equations with globally Lipschitz nonlinearity (see, e.g., Chapter 36 in [17]; see also Sect. 4 and the proof of Proposition 8.2 in [24]). Furthermore, by the main result of [22], solutions to semilinear problems with a globally Lipschitz nonlinear term converge (even in a degenerate manner) iff so do the solutions to the corresponding linear problems.

From the perspective of the latter result, it may seem that including nonlinear terms does not add value to the paper. Nevertheless, because of the motivations outlined above, we feel that disposing of these terms would make the results less natural and interesting (and the paper [22] is not so well known).

1.6. Structure of the paper

In Sect. 2, we state and prove our main theorem in the $L^2$ setting. In Sect. 3, we state this theorem in the context of $C$, and in Sect. 4, we present its proof.

2. Analysis in $L^2$

2.1. Intuitions and the limit master equation

Let $B$ (‘b’ for ‘base’) be a bounded, open subset of $\mathbb{R}^2$ with Lipschitz boundary. Given $\varepsilon \in (0, 1]$, we consider the following ‘split’ solid (cylinder) $\Omega_\varepsilon = \Omega^-_\varepsilon \cup \Omega^+_\varepsilon$ formed by two bordering thin layers

$$ \Omega^-_\varepsilon := \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in B, -\varepsilon < z < 0\}, $$

$$ \Omega^+_\varepsilon := \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in B, 0 < z < \varepsilon\}. $$

This solid’s lower and upper bases will be denoted

$$ B^{lo}_\varepsilon := \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in B, z = -\varepsilon\}, $$

$$ B^{sup}_\varepsilon := \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in B, z = \varepsilon\}. $$

We imagine that the plane separating the layers $\Omega^-_\varepsilon$ and $\Omega^+_\varepsilon$ is a semi-permeable membrane, and thus distinguish between what is ‘right above’ and ‘right below’ this
Figure 1. Two thin layers separated by a semi-permeable flat membrane

plane. Therefore, we introduce (see Fig. 1):

\[ B^- := \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in B, z = 0^–\}, \]
\[ B^+ := \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in B, z = 0^+\}. \]

Having prepared the stage for the analysis, we consider the following reaction–diffusion equation in \( \Omega_\varepsilon \):

\[ \partial_t u(t, x, y, z) = \Delta_{3D} u(t, x, y, z) + F(u(t, x, y, z)), (x, y, z) \in \Omega_\varepsilon, t > 0, \quad (2.1) \]

where \( \Delta_{3D} = \partial_x^2 + \partial_y^2 + \partial_z^2 \), and \( F : \mathbb{R} \to \mathbb{R} \) in the reaction term is assumed globally Lipschitz continuous. In addition to usual Neumann boundary conditions on the sides of the solid, on the bases \( B^\text{up}_\varepsilon \) and \( B^\text{lo}_\varepsilon \) we impose Robin boundary conditions of the form

\[ \partial_z u(t, x, y, -\varepsilon) = \varepsilon c^-(x, y) u(t, x, y, -\varepsilon), \]
\[ \partial_z u(t, x, y, \varepsilon) = -\varepsilon c^+(x, y) u(t, x, y, \varepsilon), \quad (x, y) \in B, t > 0, \quad (2.2) \]

where \( c^-, c^+ : \mathbb{R}^2 \to \mathbb{R} \) are given, measurable, essentially bounded functions. As explained in [23,24], the scaling factor (i.e., \( \varepsilon \)) is needed in these boundary conditions; otherwise the limit (as \( \varepsilon \to 0 \)) discussed below will be uninteresting. These boundary conditions describe a stochastic mechanism of removing some of the diffusing particles touching the boundaries in regions where \( c^- \) and \( c^+ \) are positive, and a similar mechanism of an inflow of new particles from regions of the boundary where \( c^- \) and \( c^+ \) are negative.
Moreover, on $B^-$ and $B^+$ we impose the following transmission conditions modeling semi-permeability of the membrane:

$$
\partial_z u(t, x, y, 0-) = \varepsilon \alpha(x, y)[u(x, y, 0-) - u(x, y, 0+)],
$$

$$
\partial_z u(t, x, y, 0+) = \varepsilon \beta(x, y)[u(x, y, 0+) - u(x, y, 0-)],
$$

where $\alpha, \beta : \mathbb{R}^2 \to [0, \infty)$ are given, essentially bounded functions. These conditions describe a stochastic mechanism in which a particle in the upper layer may filter through the membrane to the lower layer, and vice versa. The functions $\alpha$ and $\beta$ are permeability coefficients: the larger is $\alpha$ in a given subset of the membrane, the shorter is the average time needed for a particle to filter through this part of the membrane from the lower to the upper layer, and the larger is the $\beta$ the shorter is the average time for a particle to filter from the upper to the lower layer (see [21,25,59], see also [17] p. 66 and the references given there). For our subsequent analysis (i.e., our generation and convergence results), the assumption that $\alpha$ and $\beta$ are non-negative is not needed; but a probabilistic interpretation of transmission conditions (2.3) with negative $\alpha$ and $\beta$ is less pleasing.

Our main objective is to study behavior of solutions to Eqs. (2.1)–(2.3) as $\varepsilon$ converges to 0. We will argue that in this process, these solutions become more and more ‘flat in the $z$-direction,’ i.e., become less and less dependent on $z$, and thus in the limit may be regarded as functions of two variables (plus time). The functions obtained in the lower and upper layers differ, however, and thus will be denoted $u^-(t, x, y)$ and $u^+(t, x, y)$, respectively, and interpreted as functions on the upper and lower sides of the membrane. As it transpires, dynamics of $u^-$ and $u^+$ in time is governed by the master equation (1.2), where $F(u^-)$ is a shorthand for the function $(x, y) \mapsto F(u^-(x, y))$, and similarly with $F(u^+)$. This is a system of reaction–diffusion equations involving two-dimensional diffusion on the two sides of the membrane $B$. As in [22–24], in the limit the boundary conditions (2.2) ‘jump into’ the main equation to form new terms of the reaction part. If $c^-$ and $c^+$ are non-negative, the terms

$$
-c^- u^- \quad \text{and} \quad -c^+ u^+
$$

describe the process of random ‘killing’ of diffusing particles on the upper and lower sides, respectively. On the parts where $c^-$ and $c^+$ are negative, these terms model inflow of new diffusing particles. However, it is the matrix

$$
\begin{pmatrix}
-\alpha & \alpha \\
\beta & -\beta
\end{pmatrix}
$$

featuring in (1.2), that constitutes the most intriguing part of the limit system. As already explained, $\alpha$ and $\beta$ in (2.3) should be interpreted as permeability coefficients of the membrane. Here, they play a similar role: they should be interpreted as jump intensities: particles diffusing on, say, the lower side of the membrane, may jump to
the upper side; in regions where $\alpha$ is large, expected times to such jumps are shorter than those in the regions where $\alpha$ is small. Similarly, a particle diffusing on the region of the upper side where $\beta$ is large will jump to the lower side on average quicker than a similar particle diffusing in a region where $\beta$ is small. Remarkably, if $\alpha = \beta = 0$, (2.3) reduces to Neumann boundary conditions: the membrane is non-permeable, and diffusing particles in lower and upper layers never filter to the other side. A similar observation may be made concerning (1.2): for $\alpha = \beta = 0$, the system is uncoupled: the are no jumps between the lower and upper sides.

2.2. A view through a magnifying glass

To see that solutions to (2.1)–(2.3) gradually lose dependence on $z$ variable, we look at $\Omega_\varepsilon$ through a magnifying glass, by introducing the change of variables, $\tilde{z} = \varepsilon^{-1} z$, which transforms $\Omega_\varepsilon$ into

$$
\Omega := \Omega_1.
$$

To this end, we write $\tilde{u}(t, x, y, \tilde{z}) = u(t, x, y, \varepsilon \tilde{z})$. Then, equation (2.1) transforms to

$$
\partial_t \tilde{u}(t, x, y, \tilde{z}) = (\partial_x^2 + \partial_y^2 + \varepsilon^{-2} \partial_{\tilde{z}}^2) \tilde{u}(t, x, y, \tilde{z}) + F(\tilde{u}(t, x, y, \tilde{z})),
$$

(2.5)

for $(x, y, \tilde{z}) \in \Omega, t > 0$ while the boundary conditions (2.2) become

$$
\partial_{\tilde{z}} \tilde{u}(t, x, y, -1) = \varepsilon^2 c^-(x, y) \tilde{u}(x, y, -1),
$$

$$
\partial_{\tilde{z}} \tilde{u}(t, x, y, 1) = -\varepsilon^2 c^+(x, y) \tilde{u}(x, y, 1),
$$

(2.6)

$x, y \in \mathbb{R}, t > 0$.

Similarly, the transmission conditions become

$$
\partial_{\tilde{z}} \tilde{u}(t, x, y, 0-) = \varepsilon^2 \alpha(x, y)[\tilde{u}(x, y, 0-) - \tilde{u}(x, y, 0+) ],
$$

$$
\partial_{\tilde{z}} \tilde{u}(t, x, y, 0+) = \varepsilon^2 \beta(x, y)[\tilde{u}(x, y, 0+) - \tilde{u}(x, y, 0-)],
$$

(2.7)

$x, y \in \mathbb{R}, t > 0$.

2.3. A generation theorem in $L^2(\Omega)$

For notational simplicity we drop the tildes, and then rewrite system (2.5)–(2.7) as an abstract evolution equation on the space $L^2(\Omega)$, as follows:

$$
\partial_t u_\varepsilon(t) = A_\varepsilon u_\varepsilon(t) + F(u_\varepsilon(t)), \quad u_\varepsilon(0) = 0 \in L^2(\Omega)
$$

(2.8)

where $u_\varepsilon : [0, \infty) \to L^2(\Omega)$ and $A_\varepsilon$ is a suitable realization of the differential operator

$$
\partial_x^2 + \partial_y^2 + \varepsilon^{-2} \partial_{\tilde{z}}^2,
$$

subject to the boundary and transmission conditions (2.6)–(2.7) (see later on). The reaction term $F$, although denoted by the same letter as the function featuring in (2.1), has a slightly different meaning. Namely, for a $u \in L^2(\Omega)$ we may define

$$
(F(u))(x, y, z) := F(u(x, y, z))
$$

(2.9)
where $F$ on the right-hand side is the function from (2.1). Assuming that $F(0) = 0$ or, more generally, that there is a $u \in L^2(\Omega)$ such that $F(u) \in L^2(\Omega)$, we check, using the existence of a global Lipschitz constant for $F$, that (2.9) defines a globally Lipschitz continuous map $L^2(\Omega) \to L^2(\Omega)$, with the Lipschitz constant inherited from $F$. In (2.8), for simplicity of notation, we do not distinguish between $F$ and $F$.

As discussed in [22] and our Sect. 1.5, the problems of well-posedness and convergence of solutions to (2.8), reduce to these for the related problem without the nonlinear term (see also the end of Sect. 2.4):

$$\partial_t u_\varepsilon(t) = A_\varepsilon u_\varepsilon(t), \quad u_\varepsilon(0) = 0 \in L^2(\Omega). \quad (2.10)$$

We start by establishing well-posedness of the problem (2.10) making use of the theory of sesquilinear forms (see, e.g., [53,67] for details of this theory).

We recall that if $H$ is a complex Hilbert space, a sesquilinear form on $H$ is a mapping $a : D(a) \times D(a) \to \mathbb{C}$ which is linear in the first component and antilinear in the second component. A form $a$ is called accretive if $\Re a[u,v] \geq 0$ for all $u \in D(a)$; it is called closed, if $D(a)$ is a Hilbert space with respect to the inner product $[u,v]_a = \Re a[u,v] + [u,v]_H$. A sesquilinear form is called densely defined, if $D(a)$ is dense in $H$. It is called symmetric, if $a[u,v] = a[v,u]$. As customary, we will write $a[u]$ for $a[u,u]$.

Given an accretive and closed sesquilinear form $a$ that is densely defined, we can define the associated operator $A$ by setting

$$D(A) = \{u \in D(a) : \exists f \in H : a[u,v] = -[f,v]_H \forall v \in D(a)\}$$

and $Au := f$. We thus have $a[u,v] = -[Au,v]_H$ for all $u \in D(A)$ and $v \in D(a)$. It is well known that the operator $A$ associated with an accretive, densely defined and closed sesquilinear form, is the generator of an analytic contraction semigroup on the space $H$.

Our goal in this section is to find, for each $\varepsilon \in (0,1]$, a sesquilinear form $a_\varepsilon$ such that

$$A_\varepsilon := \partial_\varepsilon^2 + \partial_y^2 + \varepsilon^{-2} \partial_z^2 \quad (2.11)$$

with boundary and transmission conditions (2.6)–(2.7) is its associated operator. To this end, we define $\Omega \subset L^2(\Omega)$ by

$$\Omega := \{v \in L^2(\Omega) : v|_{\Omega^+} \in H^1(\Omega^+), v|_{\Omega^-} \in H^1(\Omega^-)\},$$

where $\Omega^+ := \Omega^+_1$ and $\Omega^- := \Omega^-_1$; this is going to be the domain of the forms $a_\varepsilon, \varepsilon \in (0,1]$. We recall (see, e.g., [1] Part I, Case C of Theorem 4.12) that each $w \in H^1(\Omega^+)$ leaves square integrable traces on $B^{up} := B^{up}_1$ and $B^+$ (denoted $w(x,y,1)$ and $w(x,y,0+)$, respectively), and that the trace operators are continuous. Similarly, each $w \in H^1(\Omega^-)$ leaves square integrable traces on $B^{lo} := B^{lo}_1$ and $B^-$ (denoted $w(x,y,-1)$ and $w(x,y,0-)$, respectively), and the trace operators are
bounded. Hence, a \( v \in \mathcal{F} \) leaves square integrable traces on each of these four sets, and we have the following four bounded trace operators:

\[
T^{\text{up}} : \mathcal{F} \to L^2(\mathcal{B}^{\text{up}}), \quad T^{\text{lo}} : \mathcal{F} \to L^2(\mathcal{B}^{\text{lo}}),
\]

\[
T^+ : \mathcal{F} \to L^2(\mathcal{B}^+), \quad T^- : \mathcal{F} \to L^2(\mathcal{B}^-),
\]

where \( \mathcal{F} \) is equipped with the norm

\[
\| v \|_{\mathcal{F}} = \sqrt{\| v \|_{\Omega^+}^2 + \| v \|_{\Omega^-}^2}.
\]

Finally, let

\[
D_\varepsilon \subset L^2(\Omega)
\]

be composed of \( u \) such that \( v|_{\Omega^+} \in H^2(\Omega^+) \), \( v|_{\Omega^-} \in H^2(\Omega^-) \) and such that boundary and transmission conditions (2.6)–(2.7) are satisfied in the weak sense (see, e.g., [21] Sect. 4.2 for details). For such \( u \), we define \( A_\varepsilon u \) as \((\partial_x^2 + \partial_y^2 + \varepsilon^{-2} \partial_z^2)u\).

With these definitions, we take \( u \in D_\varepsilon \) and \( v \in \mathcal{F} \), multiply \( A_\varepsilon u \) by \( \tilde{v} \), and integrate the product over \( \Omega^+ \). Integration by parts formula then shows that

\[
\int_{\Omega^+} (A_\varepsilon u) \tilde{v} (x, y, z) d(x, y, z)
\]

\[
= -\int_{\Omega^+} \left[ \partial_x u \partial_x \tilde{v} + \partial_y u \partial_y \tilde{v} + \varepsilon^{-2} \partial_z u \partial_z \tilde{v} \right] (x, y, z) d(x, y, z)
\]

\[
+ \varepsilon^{-2} \int_{\mathcal{B}} \partial_x u(x, y, 1) \tilde{v}(x, y, 1) d(x, y)
\]

\[
- \varepsilon^{-2} \int_{\mathcal{B}} \partial_z u(x, y, 0+) \tilde{v}(x, y, 0+) d(x, y)
\]

\[
= -\int_{\Omega^+} \left[ \partial_x u \partial_x \tilde{v} + \partial_y u \partial_y \tilde{v} + \varepsilon^{-2} \partial_z u \partial_z \tilde{v} \right] d(x, y, z)
\]

\[
- \int_{\mathcal{B}} c^+(x, y) u(x, y, 1) \tilde{v}(x, y, 1) d(x, y)
\]

\[
- \int_{\mathcal{B}} \beta(x, y) [u(x, y, 0+) - u(x, y, 0-)] \tilde{v}(x, y, 0+) d(x, y). \tag{2.13}
\]

Here, in the second step, we used the first of the boundary conditions (2.6) and the first of the transmission conditions (2.7). Similarly, we check that

\[
\int_{\Omega^-} (A_\varepsilon u) \tilde{v} (x, y, z) d(x, y, z)
\]

\[
= -\int_{\Omega^-} \left[ \partial_x u \partial_x \tilde{v} + \partial_y u \partial_y \tilde{v} + \varepsilon^{-2} \partial_z u \partial_z \tilde{v} \right] (x, y, z) d(x, y, z)
\]

\[
- \int_{\mathcal{B}} c^-(x, y) u(x, y, -1) \tilde{v}(x, y, -1) d(x, y)
\]

\[
- \int_{\mathcal{B}} \alpha(x, y) [u(x, y, 0-) - u(x, y, 0+)] \tilde{v}(x, y, 0-) d(x, y). \tag{2.14}
\]
This calculation suggests that, for \( u, v \in H \), we should define
\[
a_\varepsilon[u, v] := \int_\Omega \left[ \partial_x u \partial_x \bar{v} + \partial_y u \partial_y \bar{v} + \varepsilon^{-2} \partial_z u \partial_z \bar{v} \right] (x, y, z) \, d(x, y, z) \\
+ \int_B c^+(x, y) u(x, y, 1) \bar{v}(x, y, 1) \, d(x, y) \\
+ \int_B c^-(x, y) u(x, y, -1) \bar{v}(x, y, -1) \, d(x, y) \\
+ \int_B \beta(x, y)[u(x, y, 0+) - u(x, y, 0-)] \bar{v}(x, y, 0+) \, d(x, y) \\
+ \int_B \alpha(x, y)[u(x, y, 0-) - u(x, y, 0+)] \bar{v}(x, y, 0-) \, d(x, y).
\] (2.15)

The following proposition is a particular case of Proposition 5.1 in [21]. For the sake of completeness, we present its proof in Appendix.

**Proposition 1.** Forms \( a_\varepsilon \) are densely defined and closed. Furthermore, there is a \( \gamma > 0 \) such that for all \( \varepsilon \in (0, 1) \),
\[
|\Re(a_\varepsilon + \gamma)[u]| \leq \Re(a_\varepsilon + \gamma)'[u], \quad u \in H.
\] (2.16)

Inequality (2.16) shows in particular that forms \( a_\varepsilon + \gamma \) are accretive. Thus, the related operators are generators of holomorphic contraction semigroups. These operators are equal to \( A_\varepsilon - \gamma I \) where \( I \) is the identity operator in \( L^2(\Omega) \), and \( (A_\varepsilon, D(A_\varepsilon)) \) is the operator related to the form \( a_\varepsilon \). Calculations (2.13) and (2.14) show that \( (A_\varepsilon, D(A_\varepsilon)) \) is an extension of \( (A_\varepsilon, D_\varepsilon) \). We may thus write
\[
\|e^{tA_\varepsilon}\| \leq e^{\gamma't};
\]
here, and in what follows, \( A_\varepsilon \) is always considered with domain \( D(A_\varepsilon) \). However, inequality (2.16), reveals much more: the forms \( a_\varepsilon + \gamma \) are uniformly sectorial and so are the semigroups generated by \( A_\varepsilon - \gamma I \). This information will be of crucial importance in the next section.

2.4. Convergence as \( \varepsilon \to 0 \)

Finally, we want to let \( \varepsilon \to 0 \). To that end, we use a convergence theorem for uniformly sectorial forms due to Ouhabaz [66] which generalizes the convergence theorem of Simon [80], who dealt with the case of symmetric forms. To explain: the forms
\[
\tilde{a}_\varepsilon := a_\varepsilon + \gamma,
\]
in addition to being accretive and uniformly sectorial, have the following properties:
(a) they have the same domain (i.e., \( H \)) and \( \Re(\tilde{a}_\varepsilon)[u] \leq \Re(\tilde{a}_\varepsilon')[u] \) for all \( u \in H \), provided \( \varepsilon \geq \varepsilon' \) (which is to say that \( \Re(\tilde{a}_\varepsilon)[u] \) increases as \( \varepsilon \) decreases),
Ouhabaz shows that in such a case (and in a more general situation), the form $\tilde{b}[u] := \lim_{\varepsilon \to 0} \tilde{a}_\varepsilon[u]$ (extended via polarization formula), defined on the domain

$$D(\tilde{b}) = \{ u \in \tilde{H}; \sup_{\varepsilon \in (0,1]} \tilde{a}_\varepsilon[u] < \infty \}$$

is accretive, closed and sectorial (so that (2.16) holds for all $u \in D(\tilde{b})$, if $a_\varepsilon$ is replaced by $b := \tilde{b} - \gamma$). As we shall see soon, in our case, in distinction to the situation considered by Ouhabaz, this form is not densely defined. Hence, the related operator, say $B + \gamma I$ (where $B$ is the operator related to $b$), generates a holomorphic semigroup merely on the subspace $H_0(\tilde{b}) := D(\tilde{b})$. Nevertheless, Ouhabaz’s arguments may be extended to this case to show that

$$\lim_{\varepsilon \to 0} (\mu I - A_\varepsilon - \gamma I)^{-1} = (\mu I - B - \gamma I)^{-1} P,$$

strongly, for all $\mu$ in a sector of the complex plane (see the comment on p. 676 in [21]). Here, $P$ is the orthogonal projection onto $H_0$. Using straightforward arguments involving contour integrals, presented in more detail in, e.g., [10] or [17] Chapter 31, one then deduces that $\lim_{\varepsilon \to 0} e^{-\gamma t} e^{tA_\varepsilon} = e^{-\gamma t} e^{tB} P$ (strongly). In other words, we have the following theorem.

**Theorem 1.** We have

$$\lim_{\varepsilon \to 0} e^{tA_\varepsilon} = e^{tB} P, \quad t > 0.$$  (2.17)

For $u \in H_0$ this limit is uniform for $t$ in compact subsets of $[0, \infty)$; for other $u$ it is uniform for $t$ in compact subsets of $(0, \infty)$.

Hence, we are left with the task of characterizing $D(\tilde{b}) = D(b)$, the form $b$, and the related operator $B$. We want to check to see that the limit dynamics is governed by (1.2) (with $F = 0$).

The only term in the definition of $\tilde{a}_\varepsilon[u]$ (see (2.15)) that involves $\varepsilon$ is

$$\varepsilon^{-2} \int_{\Omega} |\partial_z u|^2(x, y, z) \, dx \, dy \, dz;$$

it is thus clear that $\sup_{\varepsilon \in (0,1]} \tilde{a}_\varepsilon[u] < \infty$ implies that $\partial_z u = 0$ almost everywhere, i.e., that $u$ does not depend on $z$. Conversely, if $u$ does not depend on $z$, then the supremum in question exists, because no term in the definition depends on $\varepsilon$. Thus, more specifically, for $u \in D(\tilde{b}) = D(b)$ there are functions $u^-, u^+ \in H^1(\mathcal{B})$ such that

$$u(x, y, z) = u^-(x, y), \quad z \in (-1, 0),$$

$$u(x, y, z) = u^+(x, y), \quad z \in (0, 1),$$

where $u(x, y, z)$ is a solution of

$$\frac{\partial}{\partial t} u(x, y, z) = A_\varepsilon u(x, y, z),$$

with $A_\varepsilon$ defined as in (2.15) for $\varepsilon > 0$.
almost surely in \((x, y, z)\). Hence, any \(u\) may be identified with a pair of elements of \(H^1(B)\) and \(\overline{D}(b)\) may be identified with the direct sum of two copies of \(L^2(B)\). Moreover, by polarization formula, for \(u\) and \(v\) in \(D(b)\),

\[
b[u, v] := \int_B \left[ \partial_x u^+ \partial_x \tilde{v}^+ + \partial_x u^- \partial_x \tilde{v}^- \right] \, d\lambda_2 - \int_B \left[ \partial_x u^- \partial_x \tilde{v}^+ + \partial_x u^+ \partial_x \tilde{v}^- \right] \, d\lambda_2 + \int_B \alpha(u^- - u^+) \tilde{v}^- \, d\lambda_2 + \int_B \beta(u^+ - u^-) \tilde{v}^+ \, d\lambda_2,
\]

where \(\lambda_2\) is the two-dimensional Lebesgue measure. It is clear that the two terms in the third line here can be extended to the form defined on the entire \(L^2(B) \times L^2(B)\), and that the associated operator is bounded and given by:

\[
\begin{pmatrix} u^- \\ u^+ \end{pmatrix} \mapsto \begin{pmatrix} c^- u^- \\ c^+ u^+ \end{pmatrix}.
\]

We see the same operator also in (1.2). Similarly, the terms in the fourth line come from the bounded operator in \(L^2(B) \times L^2(B)\) which may be represented by the matrix (2.4).

Moreover, the first term is well known: the associated operator is the Neumann Laplace operator \(\Delta_2D\) (i.e., the 2D Laplace operator with Neumann boundary conditions) in \(L^2(B)\)—see, e.g., Example 8.1.6 in [4], and an analogous remark concerns the second term. Thus, the first two terms are associated with the operator

\[
\begin{pmatrix} u^- \\ u^+ \end{pmatrix} \mapsto \begin{pmatrix} \Delta_2D u^- \\ \Delta_2D u^+ \end{pmatrix},
\]

and the operator related to the entire limit form may be represented as

\[
B = \begin{pmatrix} \Delta_2D - c^- & 0 \\ 0 & \Delta_2D - c^+ \end{pmatrix} + \begin{pmatrix} -\alpha & \alpha \\ \beta & -\beta \end{pmatrix}.
\] (2.18)

In other words, formula (2.17) shows that mild solutions of (2.1)–(2.3) with initial condition \(\tilde{u} \in L^2(\Omega)\), and nonlinear term equal 0, converge to those of (1.2) with initial condition \(P\tilde{u} = (P^-\tilde{u}, P^+\tilde{u})\) where

\[
P^-\tilde{u}(x, y) = \int_{-1}^0 \tilde{u}(x, y, z) \, dz \quad P^+\tilde{u}(x, y) = \int_0^1 \tilde{u}(x, y, z) \, dz.
\] (2.19)

Hence, it remains to take care of the nonlinearity. By the main theorem of [22], however, convergence of semigroups \(e^{tA_\varepsilon}\) in a degenerate manner, as in (2.17), implies convergence of mild solutions of (2.1)–(2.3) to solutions of

\[
\partial_t u(t) = Bu(t) + PF(u(t)).
\]

Moreover, since \(F\) (or, in fact, \(F\), see (2.9)) leaves \(H_0\) invariant, \(P\) is not needed on the right-hand side here. We have proved the following theorem.
Theorem 2. Mild solutions of (2.1)–(2.3) with initial condition \(\bar{u} \in L^2(\Omega)\) converge to those of (1.2) with initial condition \(P\bar{u}\).

3. Analysis in \(C\): the main result and robustness

For an analogous result in the space of continuous functions, we need more restrictive assumptions on the base \(B\): we assume that \(B\) is a bounded, connected and open set, and that its boundary \(\partial B\) is of class \(C^{2,\kappa}\), \(\kappa \in (0, 1]\) (see [36] p. 368). This allows concluding that the Neumann Laplace operator with suitable domain in \(C(B)\) is closable and its closure is a Feller generator in \(C(B)\) ([36] p. 369). For technical reasons, we also need to be content with constant permeability coefficients \(\alpha\) and \(\beta\). On the other hand, we generalize the mechanism of filtering through the membrane. More specifically, given parameters \(p, q \in [0, 1]\) and Borel probability measures \(\mu\) and \(\nu\) on \([-1, 0]\) and \([0, 1]\), respectively, we consider the following transmission conditions describing permeability of the membrane separating the lower and upper layers:

\[
(\varepsilon p \partial_z^2 + (1 - p) \partial_z)u(t, x, y, 0-) = \varepsilon \alpha \left[ \int_{0^+}^0 u(t, x, y, z) v_\varepsilon(dz) - u(t, x, y, 0^-) \right],
\]

\[
(\varepsilon q \partial_z^2 - (1 - q) \partial_z)u(t, x, y, 0+) = \varepsilon \beta \left[ \int_{-\varepsilon}^0 u(t, x, y, z) \mu_\varepsilon(dz) - u(t, x, y, 0^+) \right]
\]

(3.1)

where \((x, y) \in B, t > 0, \mu_\varepsilon\) is the transport of \(\mu\) to \([-\varepsilon, 0^-]\) (via the map \(x \mapsto -\varepsilon x\)), and \(v_\varepsilon\) is the transport of \(v\) to \([0^+, \varepsilon]\) via \(x \mapsto \varepsilon x\). Again, epsilons in these transmission conditions are arranged in such a way that the limit as \(\varepsilon \to 0\) is non-trivial. Remarkably, if \(p = q = 1\) the epsilons cancel out, i.e., no scaling is needed.

As already noted, in comparison to (2.3), these boundary conditions describe a more general way Brownian particles on one side of the membrane may filter to the other side (see also Sect. 4.2): the additional term with the second derivative speaks of the possibility for a particle to stick to the membrane for some random time. In particular, for \(p = 1\) the particles are stopped at the lower side of the membrane, and after an exponential time (with parameter \(\alpha\)) released to jump to the upper side. The measures \(\mu_\varepsilon\) and \(v_\varepsilon\) describe a random position of a particle after it filters from one side of the membrane to the other. For \(p = q = 0\) and \(\mu = \delta_0, \nu = \delta_0\) where \(\delta_0\) is the Dirac measure concentrated at 0, transmission conditions (3.1) reduce to (2.3).

As in Sect. 2.2, instead of working with ‘the same equation’ but in varying spaces \(C(\Omega_\varepsilon), \varepsilon \in (0, 1]\) of continuous functions on thinner and thinner domains \(\Omega_\varepsilon = \Omega_\varepsilon^- \cup \Omega_\varepsilon^+\) where, this time,

\[
\Omega_\varepsilon^- := \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in B, -\varepsilon \leq z \leq 0^-\},
\]

\[
\Omega_\varepsilon^+ := \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in B, 0^+ \leq z \leq \varepsilon\},
\]
we blow up the thin coordinate $z$ by dividing it by $\varepsilon$, to work with a family of equations in a single reference space

$$C(\Omega) := C(\Omega_1).$$

Notably, this transformation is an isometric isomorphism of the spaces of continuous functions involved (but not of the $L^2$-type spaces considered in Sect. 2): we are using a magnifying glass and not a distorting mirror.

The family of equations in $C(\Omega)$ we obtain is of the form

$$\partial_t u(t) = \overline{A}_\varepsilon u(t), \quad u(0) = 0 \in C(\Omega), \quad (3.2)$$

where $\overline{A}_\varepsilon = \partial_x^2 + \partial_y^2 + \varepsilon^{-2} \partial_z^2$ and $D(\overline{A}_\varepsilon)$ is composed of $u \in C(\Omega)$ such that (a) when restricted to either of $\Omega^-$ or $\Omega^+$ they are of class $C^2$ and for each $z \in [-1, 0−] \cup [0+, 1]$, $(x, y) \mapsto u(x, y, z)$ is of class $C^{2,\kappa}$ and (b) besides Neumann boundary conditions on the boundary of $\Omega$, they satisfy the following transmission conditions on the membrane separating the upper and lower parts of $\Omega$:

$$(p \partial_z^2 + (1− p) \partial_z)u(x, y, 0−) = \varepsilon^2 \alpha [\nu_{x,y}(u) − u(x, y, 0−)],$$

$$(q \partial_z^2 − (1− q) \partial_z)u(x, y, 0+) = \varepsilon^2 \beta [\mu_{x,y}(u) − u(x, y, 0+)], \quad (3.3)$$

where $(x, y) \in B$, whereas $\nu_{x,y}(u)$ and $\nu_{x,y}(u)$ are shorthands for

$$\int_{[0+,1]} u(x, y, z) \nu(dz) \quad \text{and} \quad \int_{[-1,0−]} u(x, y, z) \mu(dz),$$

respectively. As we shall see later, $\overline{A}_\varepsilon, \varepsilon \in (0, 1]$ are closable and their closures $\overline{A}_{\varepsilon}, \varepsilon \in (0, 1]$ are conservative Feller generators (see Proposition 4). Our goal is to study the limit $\lim_{\varepsilon \to 0} e^{t\overline{A}_{\varepsilon}}$.

We note the absence of the nonlinear term in (3.2). As discussed above, a convergence result for semigroups implies also convergence of solutions of the related semi-linear equations (with globally Lipschitz continuous nonlinearity), and thus, we disposed of this term without loss of generality. Furthermore, we note that, for simplicity of exposition, since the role of $c^−$ and $c^+$ of Sect. 2 has been already explained in [22–24], and we want to focus on the more intriguing role of $\alpha$ and $\beta$, it is assumed that $c^−$ and $c^+$ are now zero (since Neumann boundary conditions on the entire boundary of $\Omega$ are assumed).

As a preparation for the main theorem in this section, let $C^0(\Omega) \subset C(\Omega)$ be the subspace of $u \in C(\Omega)$ that do not depend on $z$ (i.e., are ‘flat’ in the $z$ direction). For each member $u$ of $C^0(\Omega)$ there are two continuous functions, say $u^−$ and $u^+$, on $B$ such that

$$u(x, y, z) = u^−(x, y), \quad (x, y) \in B, z \in [-1, 0−],$$

$$u(x, y, z) = u^+(x, y), \quad (x, y) \in B, z \in [0+, 1]. \quad (3.4)$$
and thus, \( u \) may be identified with \((u^-, u^+) \in C(\mathcal{B}) \times C(\mathcal{B})\). In other words, \( C^b(\Omega) \) is isometrically isomorphic to the latter Cartesian product. By the generation theorem from p. 369 in [36], the Neumann Laplace operator, say \( \Delta_2D \), is closable and its closure \( \Delta_2D \) generates a Feller semigroup in \( C(\mathcal{B}) \). Thus, by the Phillips perturbation theorem, the operator

\[
\mathfrak{B} = \begin{pmatrix} \Delta_2D & 0 \\ 0 & \Delta_2D \end{pmatrix} + \begin{pmatrix} -\alpha & \alpha \\ \beta & -\beta \end{pmatrix},
\]  

(3.5)

with domain \( D(\Delta_2D) \times D(\Delta_2D) \) is a generator in \( C(\mathcal{B}) \times C(\mathcal{B}) \). (Also, if the latter space is appropriately identified with the space of continuous functions on two copies of \( \mathcal{B} \), the operator \( \mathfrak{B} \) may be seen to be a conservative Feller generator.) Our main theorem says that this \( \mathfrak{B} \) governs the limit evolution.

**Theorem 3.** We have,

\[
\lim_{\varepsilon \to 0} e^{t\mathfrak{A}_\varepsilon}u = e^{t\mathfrak{B}} \mathcal{P}_{p,q}u, \quad u \in C(\Omega), \; t > 0
\]

(3.6)

where \( \mathcal{P}_{p,q} \) is the projection on \( C^b(\Omega) \) defined by

\[
\mathcal{P}_{p,q}u = (u_1, u_2)
\]

with

\[
\begin{align*}
   u_1(x, y) &= pu(x, y, 0-) + (1 - p) \int_{-1}^{0} u(x, y, z) \, dz, \\
   u_2(x, y) &= qu(x, y, 0+) + (1 - q) \int_{0}^{1} u(x, y, z) \, dz, \quad (x, y) \in \mathcal{B}.
\end{align*}
\]

(3.7)

The intuition behind this theorem is as follows. As \( \varepsilon \to 0 \), diffusion in the vertical direction becomes faster and faster, and the solutions to (3.2) become more and more flat in this direction. Therefore, in the limit they resemble functions of two variables, defined on the two sides of the separating membrane. On each of these sides, we have diffusion (with reflection on the boundary), and these sides communicate via jumps, as expressed in the second matrix defining the operator \( \mathfrak{B} \).

By comparing Theorems 1 and 3, we may examine the phrase ‘solutions became flat’ more closely. First of all, \( \mathfrak{B} \) and \( \mathfrak{B} \) featuring in (2.17) and (3.6) and defined in (2.18) and (3.5) are two realizations of the same operator in two different spaces (provided, as assumed here, that \( c^+ = c^- = 0 \) and \( \alpha \) and \( \beta \) are constants). Because of that the limit dynamics is in both cases the same. However, the operators \( \mathcal{P} \) of (2.17) and \( \mathcal{P}_{p,q} \) of (3.6) differ significantly (unless \( p = q = 0 \)). This is a reflection of the fact that Theorems 1 and 3 are results of different averaging mechanisms. As long as we are facing an nonadhesive membrane, functions are averaged by means of (2.19), but a sticky membrane leads to (3.7). In other words, our approximating scheme is robust in the sense that the limit process does not depend on the mechanism of filtering.
through the membrane. Nevertheless, the averaging that leads to this process does, and so does the limit: by changing $p$ and $q$ we change the initial condition for the limit master equation.

On the other hand, neither the limit semigroup nor the projection depend on the measures $\mu$ and $\nu$. It is thus irrelevant whether after filtering through the membrane a Brownian particle restarts it chaotic movement close to the vicinity of the membrane, on its other side (though this is the most natural choice) or somewhere further away. This effect is not surprising in view of the averaging property of diffusion, discussed briefly above.

4. Proof of Theorem 3

This section is devoted to a step-by-step proof of Theorem 3, intertwined with a similar proof of the generation result.

4.1. A building block: a holomorphic, Feller semigroup in $[0, 1]$ and its asymptotic behavior

We start with a comment on notations: Sects. 4.1–4.3 are devoted to the vertical component of the main semigroup, and thus, we should think of the related functions (arguments of the semigroup) as depending on the $z$ variable. However, in the following analysis it will be more convenient to use $x$ as a variable instead. We will come back to using the coordinates of the previous section in Sect. 4.4.

Let $C[0, 1]$ be the space of continuous functions on the unit interval $[0, 1]$, and let $C^2[0, 1]$ be its subspace composed of twice continuously differentiable functions. Moreover, let for any $r \in [0, 1]$, the operator $G_r$ be given by

$$G_r f = f''$$

on the domain composed of $f \in C^2[0, 1]$ such that

$$rf''(0) - (1 - r)f'(0) = 0 \quad \text{and} \quad f'(1) = 0.$$  \quad \text{(4.1)}

As we shall see in this section, $G_r$ is a generator of a conservative Feller semigroup $(e^{tG_r})_{t \geq 0}$ (i.e., of a strongly continuous semigroup of positive contractions such that $e^{tG_r} 1_{[0,1]} = 1_{[0,1]}$, where $1_{[0,1]}(x) = 1$, $x \in [0, 1]$) in $C[0, 1]$.

The process related to $G_r$ is a Brownian motion on $[0, 1]$ with reflecting barrier at $x = 1$ and a sticky barrier at $x = 0$ (see [60, p. 127] or [17, pp. 19–20] and the references given there), trapping Brownian particles for ‘an infinitely short time’ (if $r \neq 1$). The duration of the imprisonment of the particles at $x = 0$ depends on $r$: for $r = 1$ the particles are for ever trapped at $x = 0$ and for $r = 0$ they are reflected. For intermediate $r$ the set of times when a particle starting at $x = 0$ is at $x = 0$ again is of positive Lebesgue measure, and this measure increases with $r$ ([60, p. 128]). In what follows, $r$ will be referred to as a stickiness coefficient.
As it transpires, as \( t \to \infty \), a statistical equilibrium is reached between the particles trapped at \( x = 0 \) and those evenly distributed across \([0, 1]\) by diffusion. This fact is expressed in the following formula:

\[
\lim_{t \to \infty} e^{tG_r} f = P_r f
\]  

(4.2)

where

\[
P_r f(x) = rf(0) + (1 - r) \int_0^1 f(y) \, dy, \quad x \in [0, 1].
\]  

(4.3)

We prove (4.2) in Theorem 4, further down. We start our analysis with the generation result.

**Proposition 2.** The operator \( G_r, r \in [0, 1] \) is a conservative Feller generator.

*Proof.* The argument presented in [17, p. 17] shows that \( G_r \) satisfies the positive maximum principle. It is also clear that \( G_r \) is densely defined, that \( 1_{[0, 1]} \) belongs to \( D(G_r) \) and that \( G_r 1_{[0, 1]} = 0 \). Therefore, by the Hille–Yosida theorem for Feller semigroups ([36, Thm. 2.6, p. 13 and Thm. 2.2, p. 165], or [11, Thm. 8.3.4, p. 328]) it suffices to check the range condition: for any \( g \in C[0, 1] \) and \( \lambda > 0 \) there is an \( f \in D(G_r) \) such that

\[
\lambda f - G_r f = g.
\]  

(4.4)

(In particular, existence of solutions to the resolvent equation for one \( \lambda > 0 \) and all \( g \) implies that \( G_r \) is closed, see, e.g., [36] Lemma 2.2, p. 11.) To this end, we recall that

\[
h(x) = \frac{1}{2\sqrt{\lambda}} \int_0^1 e^{-\sqrt{\lambda}|x-y|} g(y) \, dy, \quad x \in [0, 1],
\]

belongs to \( C^2[0, 1] \) and satisfies \( \lambda h - h'' = g \). Therefore, for any constant \( C \), the same is true about \( f \in C^2[0, 1] \) given by

\[
f(x) = C \cosh \sqrt{\lambda}(1-x) - h(1) \sinh \sqrt{\lambda}(1-x) + h(x), \quad x \in [0, 1].
\]  

(4.5)

Since \( h'(1) = -\sqrt{\lambda}h(1) \), we have \( f'(1) = 0 \). Moreover, the first condition in (4.1) is satisfied iff

\[
C = \frac{r[\lambda h(1) \sinh \sqrt{\lambda} + g(0) - \lambda h(0)] + (1 - r)[h(1)\sqrt{\lambda} \cosh \sqrt{\lambda} + \sqrt{\lambda}h(0)]}{\lambda r \cosh \sqrt{\lambda} + (1 - r)\sqrt{\lambda} \sinh \sqrt{\lambda}}.
\]  

(4.6)

Since \( f \) with so-defined \( C \) belongs to \( D(G_r) \), we are done. \( \square \)

For the study of the asymptotic behavior of the semigroups generated by \( G_r, r \in [0, 1] \) we need a number of auxiliary results, presented below. The first of these reveals that each \( \left(e^{tG_r}\right)_{t \geq 0} \) is more regular than an ordinary Feller semigroup.
Proposition 3. Operators $G_r$, $r \in [0, 1]$ are generators of strongly continuous cosine families in $C[0, 1]$.

Proof. This is a particular instance of theorems proved in [37,83,84]. Since the proofs of these general theorems are quite involved, and our case is rather simple, for completeness, we sketch a straightforward proof based on the method of images (see [13,14]). This method leads to a semi-explicit formula for the cosine family, and we will use this formula later.

Given a continuous function $f$ on $[0, 1]$ we extend it to the interval $[0, 2]$ by symmetry about $x = 1$, by defining

$$f(x) = f(2 - x) \quad (4.7)$$

for $x \in [1, 2]$. If $f$ is twice continuously differentiable on $[0, 1]$ and $f'(1) = 0$, the so-extended function is twice continuously differentiable on $[0, 2]$. Next, if $r \in [0, 1)$, we extend $f$ to $[-2, 2]$ by agreeing that (comp. [13], Eq. (2.4))

$$f(-x) = 2e^{-\kappa t} f(0) + \kappa \int_0^x e^{-\kappa (x-y)} f(y) \, dy - f(x), \quad (4.8)$$

for $x \in [0, 2]$, where $\kappa := \frac{1-r}{r}$, and note that for $r = 1$ this is an odd extension of $f$: we have

$$f(-x) = 2f(0) - f(x)$$

(comp. [60, p. 125]). If $r = 0$, we take $f(-x) = f(x)$ (symmetry about $x = 0$). These extensions are chosen so that $f$ is twice continuously differentiable provided $f \in D(G_r)$ (see [13, pp. 667 and 674]). Having defined (an extension of) $f$ on $[-2, 2]$ we may extend its definition to $[-2, 4]$ by formula (4.7), and then again to $[-4, 4]$ by formula (4.8). Continuing this procedure of repeated reflections (see [39, p. 341] or [20]), we construct a twice continuously differentiable function on the entire line such that (4.7) and (4.8) are true for all $x \geq 1$ and all $x \geq 0$, respectively. This allows defining the family $(C_r(t))_{t \in \mathbb{R}}$ of operators in $C[0, 1]$ by

$$C_r(t)f(x) = \frac{1}{2}(f(x+t) + f(x-t)), \quad x \in [0, 1], \ t \in \mathbb{R}; \quad (4.9)$$

(note that the extension of $f$ depends on $r$ and so do these operators). The extension of $f$ is chosen in such a way that $C_r(t)f \in D(G_r)$ for all $t \in \mathbb{R}$ provided $f \in D(G_r)$. It follows that $(C_r(t))_{t \in \mathbb{R}}$ is a cosine family (see [13] for details). Moreover, since for $f \in D(G_r)$, the extension of $f$ constructed above is twice continuously differentiable on $\mathbb{R}$, $\lim_{t \to 0} \frac{2(C_r(t)f - f)}{t^2} = f''$ for $f \in D(G_r)$. Therefore, the generator of $(C_r(t))_{t \in \mathbb{R}}$ extends $G_r$. However, since (by Proposition 2) the range of $\lambda - G_r$ is the entire $C[0, 1]$ no cosine family generator can be a proper extension of $G_r$, and we conclude that the generator of $(C_r(t))_{t \in \mathbb{R}}$ is $G_r$. \hfill \Box

Lemma 1. Let $r \in [0, 1)$. Then, the semigroup $(e^{tG_r})_{t \geq 0}$ is irreducible: for any $\lambda > 0$ and $g \geq 0$ the solution to the resolvent equation (4.4) is strictly positive.
Proof. The idea lying behind the following proof is that the transition probabilities of
the process related to \((e^{Gr})_{t \geq 0}\) are larger than those of the minimal process in which
a particle reaching \(x = 0\) is killed and removed from the state space. Nevertheless,
the argument is purely ‘analytic.’

As a bit of algebra shows,

\[
\frac{r[xh(1) \sinh x - xh(0)] + (1 - r)[h(1) \cosh x + h(0)]}{xr \cosh x + (1 - r) \sinh x} > \frac{h(1) \sinh x - h(0)}{\cosh x},
\]

for all \(x > 0\) and \(r \in (0, 1)\) (for \(r = 1\) this turns into equality). Hence, even if
\(g(0) = 0\), \(f\) defined by (4.5) and (4.6) satisfies \(f(0) > 0\). By the same token, \(C\) of
(4.6) is larger than

\[
C_0 := \frac{h(1) \sinh \sqrt{\lambda} - h(0)}{\cosh \sqrt{\lambda}},
\]

and thus, \(f\) is larger than \(f_0\), where \(f_0\) is defined by (4.5) with \(C\) replaced by \(C_0\).

To show that \(f_0(x) > 0\) for all \(x \in (0, 1]\) we first note that

\[
f_0(x) = \frac{\sinh \sqrt{\lambda} x}{\cosh \sqrt{\lambda}} h(1) - \frac{\cosh \sqrt{\lambda}(1 - x)}{\cosh \sqrt{\lambda}} h(0) + h(x).
\]

By the definition of \(h\), it follows that

\[
f_0(x) = \frac{1}{4 \sqrt{\lambda} \cosh \sqrt{\lambda}} \int_0^1 k_{\lambda}(x, y) g(y) \, dy,
\]

where

\[
k_{\lambda}(x, y) = 2 \cosh \sqrt{\lambda} e^{-\sqrt{\lambda}(x-y)} + 2 \sinh \sqrt{\lambda} x e^{\sqrt{\lambda}(y-1)}
\]

\[
- 2 \cosh \sqrt{\lambda}(1 - x) e^{-\sqrt{\lambda}y} = e^{-\sqrt{\lambda}(x-y) + 1} + e^{-\sqrt{\lambda}(y-x) - 1} + e^{\sqrt{\lambda}(x+y-1)}
\]

\[
- e^{\sqrt{\lambda}(y-x-1)} - e^{\sqrt{\lambda}(1-x-y)} - e^{\sqrt{\lambda}(x-1-y)}.
\]

For \(y \leq x\), this expression reduces to

\[
e^{\sqrt{\lambda}(1-x+y)} + e^{\sqrt{\lambda}(x+y-1)} - e^{\sqrt{\lambda}(1-x-y)} - e^{\sqrt{\lambda}(x-1-y)} \geq 0
\]

with equality holding only if \(y = 0\). Analogously, for \(0 < x < y \leq 1\), this reduces to

\[
e^{\sqrt{\lambda}(1-y+x)} + e^{\sqrt{\lambda}(x+y-1)} - e^{\sqrt{\lambda}(y-x-1)} - e^{\sqrt{\lambda}(1-x-y)} > 0
\]

(since \(x > 0\)). This shows that for each \(x \in (0, 1]\) the function \((0, 1] \ni y \mapsto k_{\lambda}(x, y)\)
is continuous and strictly positive. Therefore, \(f_0(x) > 0\) for \(x \in (0, 1]\), and the proof
is complete. \(\square\)
Lemma 2. The domain \( D(G_r) \), when equipped with the graph norm \( \| f \|_{Gr} = \| f \| + \| f'' \| \) where \( \| \cdot \| \) is the norm in \( C[0, 1] \), embeds compactly into \( C[0, 1] \).

Proof. We are to prove that the unit ball in \( D(G_r) \), when considered as a subset of \( C[0, 1] \) is relatively compact. To this end, we note that members \( f \) of this ball satisfy
\[
\| f \| + \| f'' \| \leq 1 \quad \text{and} \quad f(x) = f(0) + f'(0)x + \int_0^x \int_0^y f''(z) \, dz \, dy, \quad x \in [0, 1],
\]
where \( f'(0) = -\int_0^1 f''(y) \, dy \) (by the second part of the boundary conditions (4.1)). It follows that \( |f'(0)| \leq 1 \) and then that \( |f(x) - f(y)| \leq 2|x - y|, \quad x, y \in [0, 1], \) and thus, these functions are equicontinuous. Hence, we are done by the Arzelá–Ascoli Theorem. \( \square \)

Theorem 4. There are positive constants \( K \) and \( \omega \) (depending perhaps on \( r \)) such that
\[
\| e^{tG_r} - P_r \| \leq Ke^{-\omega t}, \quad t \geq 0,
\]
where \( P_r \) is defined in (4.3).

Proof. (i) The case \( r = 0 \) is well known (see, e.g., [17, pp. 177–180]).

(ii) The case \( r \in (0, 1) \). Since \( D(G_r) \) embeds compactly into \( C[0, 1] \) (by Lemma 2), the resolvent operators \( (\lambda - G_r)^{-1}, \lambda > 0 \) are compact ([35, p. 117]). Also, since \( G_r \) generates a cosine family (by Proposition 3), the Weierstrass formula implies that \( (e^{tG_r})_{t \geq 0} \) may be extended to a holomorphic semigroup (of angle \( \pi/2 \), in the space of complex functions on \( [0, 1] \))—see, e.g., [5, pp. 219–220]. It follows that \( (e^{tG_r})_{t \geq 0} \) is immediately norm continuous (i.e., \( \lim_{s \to t} \| e^{sG_r} - e^{tG_r} \| = 0, \quad t > 0 \))—this may be seen, e.g., by combining Lemma 4.2 p. 52 and Theorem 5.2 (point (d)) p. 62 in [69]. This together with compactness of the resolvent operators implies that also \( e^{tG_r}, \quad t > 0 \) are compact (see [35, p. 117] or [69, p. 48]). Finally, by Lemma 2, \( (e^{tG_r})_{t \geq 0} \) is irreducible. Therefore, all assumptions of the theorem in Sect. 3.5.1 of [3] are satisfied. It follows that (i) the spectral bound
\[
s(G_r) = \sup\{\Re \lambda : \lambda \in \sigma(G_r)\},
\]
where \( \sigma(G_r) \) is the spectrum of \( G_r \), is larger than \( -\infty \), and (ii) there are positive constants \( K \) and \( \omega \) and a nonzero operator \( P_r \) such that
\[
\| e^{-s(G_r)t} e^{tG_r} - P_r \| \leq Ke^{-\omega t}, \quad t \geq 0.
\]
Since \( (e^{tG_r})_{t \geq 0} \) is a contraction semigroup, \( s(G_r) \leq 0 \), and since \( e^{tG_r}1_{[0,1]} = 1_{[0,1]} \), \( s(G_r) \) cannot be strictly negative. Hence, \( s(G_r) = 0 \) and to prove (4.10) we only need to show that \( P_r \) in (4.11) is given by (4.3). To this end, recall that existence of the limit \( \lim_{r \to -\infty} e^{tG_r}g, \quad g \in C[0, 1] \) implies existence of
lim_{\lambda \to 0} \lambda (\lambda - G_r)^{-1} g \) and the two then coincide. Moreover, a limit in the norm, when it exists, must of course coincide with the pointwise limit. On the other hand, \( \lim_{\lambda \to 0} \lambda (\lambda - G_r)^{-1} g(x) \) is easy to calculate, since we know the exact form of \( f(x) = (\lambda - G_r)^{-1} g(x) \); it is given in (4.4) and (4.5). Namely, it is easy to see that \( \lim_{\lambda \to 0} \lambda (\lambda - G_r)^{-1} g(x) = \lim_{\lambda \to 0} \lambda C \) for the \( C = C_{\lambda,g} \) of (4.5). Moreover, when multiplied by \( \lambda \) this \( C \) converges to \( rg(0) + (1 - r) \int_0^t g(x) \, dx \), as \( \lambda \to 0 \) (note that \( h \) appearing in the definition of \( C \) also depends on \( \lambda \)). This completes the proof.

(iii) In the case \( r = 1 \), the semigroup \( \left( e^{tG_r} \right)_{t \geq 0} \) is not irreducible (see the proof of Lemma 1—the solution \( f \) to the resolvent equation equals 0 at \( x = 0 \) as long as \( g(0) = 0 \)), and we need to proceed differently. Fortunately, the very fact that \( \left( e^{tG_r} \right)_{t \geq 0} \) is not irreducible suggests a different line of attack. The cosine family \( \left( C_1(t) \right)_{t \in \mathbb{R}} \) constructed in Proposition 3 leaves the subspace \( C_0(0, 1) = \{ f \in C[0, 1]; f(0) = 0 \} \) of \( C[0, 1] \) invariant: if \( f(0) = 0 \) then \( C_1(t)f(0) = 0 \) for all \( t \in \mathbb{R} \), because the graph of the extension of \( f \) featuring in (4.9) is antisymmetric about \( x = 0 \). The generator, say \( G_0^1 \), of the restriction of \( \left( C_1(t) \right)_{t \in \mathbb{R}} \) (and of the restriction of \( \left( e^{tG_r} \right)_{t \geq 0} \) to \( C_0(0, 1) \)) is the part of \( G_1 \) in this subspace, i.e., \( G_0^1 \) is the operator of the second derivative on the domain \( D(G_0^1) = \{ f \in C_0(0, 1) \cap C^2[0, 1], f'' \in C_0(0, 1) \} \) or, equivalently, \( D(G_0^1) = \{ f \in C_0(0, 1) \cap C^2[0, 1], f''(0) = 0 \} \). Also, for any \( g \in C_0(0, 1) \) the function \( f(x) = f_0^g \int_0^x g(z) \, dz \, dy, x \in [0, 1] \) belongs to \( D(G_0^1) \) and we have \( G_0^1f = g \).

It follows that 0 belongs to the resolvent set of \( G_0^1 \), and, since \( \left( e^{tG_0^1} \right)_{t \geq 0} \) is a positive contraction semigroup, Proposition 3.11.2 in [5] implies that \( s(G_0^1) < 0 \). Therefore, see [3, p. 13], there are positive constants \( K \) and \( \omega \) such that

\[
\| e^{tG_0^1} \|_{\mathcal{L}(C_0(0,1))} \leq Ke^{-\omega t}, \quad t \geq 0.
\]

On the other hand, \( \left( e^{tG_1} \right)_{t \geq 0} \) being conservative, given \( f \in C(0, 1) \) we may consider \( f_0 := f - f(0)1_{[0,1]} \in C_0(0, 1) \) and write

\[
\| e^{tG_1} f - f(0)1_{[0,1]} \| = \| e^{tG_1} f_0 \| = \| e^{tG_0^1} f_0 \| \leq Ke^{-\omega t} \| f_0 \| \leq 2Ke^{-\omega t} \| f \|;
\]

the first equality here is a consequence of \( e^{tG_1}1_{[0,1]} = 1_{[0,1]} \) combined with the definition of \( f_0 \). This completes the proof. \( \square \)

Before completing this section, we note that \( C(0, 1) \) is isometrically isomorphic to \( C[-1, 0] \), the space of continuous functions on \( [-1, 0] \), with positivity preserving isometric isomorphism \( I : C[-1, 0] \rightarrow C(0, 1) \) given by \( I f(x) = f(-x), x \in [0, 1] \). The operator \( G_r^1 \) given by \( G_r^1 f = f'' \) on the domain composed of twice continuously differentiable functions \( f \in C[-1, 0] \) such that

\[
r f''(0) + (1 - r) f'(0) = 0 \quad \text{and} \quad f'(-1) = 0 \quad \text{ (4.12)}
\]

is the image of \( G_r \) in \( C[-1, 0] \). This is to say that \( f \) belongs to \( D(G_r^1) \) iff \( I f \) belongs to \( D(G_r) \) and we have \( G_r I f = IG_r^1 f \). It follows that \( \left( e^{tG_r^1} \right)_{t \geq 0} \) mirrors properties
Therefore, as a corollary to Proposition 2 and Theorem 4 we obtain the following result.

**Theorem 5.** For any \( r \in [0, 1] \), the operator \( G^I_r \) is a Feller generator in \( C[-1, 0] \). Moreover, there are positive constants \( K \) and \( \omega \) (depending perhaps on \( r \)) such that

\[
\| e^{tG^I_r} - P^I_r \| \leq Ke^{-\omega t}, \quad t \geq 0,
\]

where \( P^I_r = I^{-1}P_r I \) for \( P_r \) defined in (4.3), i.e.,

\[
P^I_r f(x) = rf(0) + (1 - r) \int_{-1}^{0} f(y) \, dy, \quad x \in [-1, 0].
\]

4.2. The vertical component: a generation theorem

4.2.1. Sticky membrane at \( x = 0 \); no communication between the intervals \([-1, 0-)\) and \([0+, 1]\) 

Let \( C(U) \) be the space of continuous functions on the union \( U \) of two unit intervals \( U := [-1, 0-) \cup [0+, 1] \). Here, similarly as before, we imagine that there is an infinitely thin membrane at \( x = 0 \) and think of \( 0- \) and \( 0+ \) as the points to the immediate left and to the immediate right of this membrane, respectively.

Each element \( f \) of \( C(U) \) may be thought of as the sum of \( f_1 \in C[-1, 0] \) and \( f_2 \in C[0, 1] \) defined by

\[
f_1 := f|_{[-1,0-]} \quad \text{and} \quad f_2 := f|_{[0+,1]}.
\]

This is to say that \( C(U) \) is a direct sum of its two subspaces which may be identified with \( C[-1, 0] \) and \( C[0, 1] \).

With this convention, given \( p, q \in [0, 1] \), it makes sense to define

\[
T(t)f = e^{tG^I_p}f_1 + e^{tG_q}f_2
\]

where \( G^I_p \) and \( G_q \) are defined in Sect. 4.1. It is clear that \( (T(t))_{t \geq 0} \) is a conservative Feller semigroup in \( C(U) \) and that its generator, say \( A_0 \), is defined on the domain composed of \( f \) such that \( f_1 \in D(G^I_p) \) and \( f_2 \in D(G_q) \) by the formula

\[
A_0 f = G^I_p f_1 + G_q f_2 = f_1'' + f_2''.
\]

In other words, an \( f \) belongs to \( D(A_0) \) iff when restricted to either of the two subintervals forming \( U \) it is twice continuously differentiable and the following boundary conditions are satisfied:

\[
f'(-1) = f'(1) = 0,
\]

\[
pf''(0-) + (1 - p)f'(0-) = 0,
\]

\[
qf''(0+) - (1 - q)f'(0+) = 0.
\]
Moreover, $A_0 f = f''$. This operator describes two independent Brownian motions in two non-communicating intervals. In the right interval, the related process is a Brownian motion with reflecting barrier at $x = 1$ and a sticky barrier at $0+$ with stickiness coefficient $q$. In $[−1, 0−]$, the process is a mirror image of an analogous Brownian motion with stickiness coefficient $p$.

As a corollary to Theorems 4 and 5, we also have the following information on the asymptotic behavior of the semigroup/process under consideration.

Theorem 6. There are positive constants $K$ and $\omega$ (depending perhaps on $p$ and $q$) such that

$$ \|e^{tA_0} - P_{p,q}\| \leq Ke^{-\omega t}, \quad t \geq 0, \quad (4.14) $$

where $e^{tA_0} = T(t)$ and $P_{p,q}$ is given by $P_{p,q} f = (P_{I_p} f_1, P_{q} f_2)$.

4.2.2. A Greiner-like perturbation of the generator leading to communication between the intervals

Let $A$ in $C(U)$ be defined as follows. Its domain is composed of $f \in C(U)$ such that $f_1 \in C^2[−1, 0]$, $f_2 \in C^2[0, 1]$ and $f'(1) = f'(-1) = 0$. Also,

$$ Af = f''_1 + f''_2 = f''.$$

Next, let $L : D(A) \to \mathbb{R}^2$ be defined by

$$ Lf = (pf''(0−) + (1 - p)f'(0−), \quad qf''(0+) - (1 - q)f'(0+)),$$

so that, in particular, we see that $A_0$ of the previous subsection is $A$ restricted to $\ker L$.

Let $\alpha$ and $\beta$ be non-negative numbers, let $\mu$ be a Borel probability measure on $[-1, 0]$ and let $\nu$ be a Borel probability measure on $[0, 1]$. Given such data, we define $\Phi : C(U) \to \mathbb{R}^2$ by

$$ \Phi f = (\alpha[\nu(f) - f(0−)], \beta[\mu(f) - f(0+)]) , \quad f \in C(U). \quad (4.15) $$

Here and in what follows, for $f \in C(U)$, we write $\mu(f)$ and $\nu(f)$ to denote $\int_{−1}^0 f_1 \, d\mu$ and $\int_0^1 f_2 \, d\nu$, respectively. Our goal in this subsection is to show that the operator

$$ A_{\Phi} := A|_{D(A_{\Phi})}, $$

i.e., the operator $A$ restricted to

$$ D(A_{\Phi}) := \{ f \in D(A); Lf = \Phi f \}$$

is a conservative Feller generator.

In the related process, communication between the intervals $[−1, 0−]$ and $[0+, 1]$ is possible through a semi-permeable membrane at $x = 0$. A particle starting in $[0+, 1]$
performs a sticky Brownian motion in this interval (with reflecting barrier at \( x = 1 \)), but the time it spends at the sticky boundary \( x = 0^+ \) is measured (for \( r = 0 \) this measuring is done by the Lévy local time for Brownian motion, see \([50,60]\)). After a sufficiently long random time is spent at the boundary, the particle filters through the membrane to its other side. The larger is \( \beta \) the shorter is the time needed to filter through the membrane, and thus, it is appropriate to refer to \( \beta \) as the permeability coefficient. In particular, for \( r = 1 \), the time spent at the boundary is exponential with parameter \( \beta \); in agreement with \([38, \text{p. 3}]\), this process will be called an elementary jump process. For \( r = 0 \), the time spent at the boundary is exponential (with the same parameter) with respect to the Lévy local time; such processes are termed snapping out Brownian motions by Lejay \([59]\). The measure \( \mu \) describes the particle’s position after it filters through the membrane. Intuitively, the most natural choice seems to be \( \mu(f) = f(0-) \) (the Dirac measure concentrated at \( x = 0^- \)), describing the situation where the particle after filtering through the membrane starts its motion from the closest vicinity of \( x = 0 \). However, for \( p = q = 1 \) (i.e., in the case of elementary jump through the membrane) this leads to a rather uninteresting dynamics, and thus, we decided to work with a more general \( \mu \). Needless to say, in \([-1, 0-]\) the process is a mirror reflection of a similar Brownian motion with stickiness coefficient \( p \) and permeability coefficient \( \alpha \).

We note that \( A_0 \) and \( A_\Phi \) are restrictions of the same operator to different domains. Hence, in proving the following generation theorem we use the seminal ideas of Greiner \([43]\), who pioneered the research on domain changing perturbations of semigroups’ generators. (See also \([65]\) for an interesting perspective on Greiner’s result.)

**Theorem 7.** The operator \( A_\Phi \) is a conservative Feller generator.

**Proof.** As in \([17, \text{p. 17}]\) it can be shown that \( A_\Phi \) satisfies the positive maximum principle. Moreover, it is clear that \( 1_U \in D(A_\Phi) \) with \( A_\Phi 1_U = 0 \) (where, of course, \( 1_U(x) = 1 \) for \( x \in U \)). Since \( A_\Phi \) is also densely defined, we will be done once existence of an \( f \in D(A_\Phi) \) satisfying

\[
\lambda f - A_\Phi f = g
\]

is established for a fixed \( \lambda > 0 \) and all \( g \in C(U) \).

This is where we follow the approach of Greiner. First, we note that the kernel of \( \lambda - A \) of is spanned by \( k_{1,\lambda} \in C[-1, 0] \) and \( k_{2,\lambda} \in C[0, 1] \) defined by

\[
k_{1,\lambda}(x) = \cosh \sqrt{\lambda}(x + 1), \quad x \in [-1, 0],
\]

\[
k_{2,\lambda}(x) = \cosh \sqrt{\lambda}(x - 1), \quad x \in [0, 1].
\]

For an \( f = Ck_{1,\lambda} + Dk_{2,\lambda} \) in this kernel (\( C \) and \( D \) are real constants),

\[
Lf = (Cm_{\lambda}(p), Dm_{\lambda}(q))
\]

where

\[
m_{\lambda}(r) = r\lambda \cosh \sqrt{\lambda} + (1 - r)\sqrt{\lambda} \sinh \sqrt{\lambda}.
\]
Thus, \( L \) establishes a one-to-one correspondence between \( \ker(\lambda - A) \) and \( \mathbb{R}^2 \) with \( L_\lambda := (L_{\ker(\lambda - A)})^{-1}, L_\lambda : \mathbb{R}^2 \to \ker(\lambda - A) \) given by

\[
L_\lambda(x_1, x_2) = \frac{x_1}{m_\lambda(p)} k_{1, \lambda} + \frac{x_2}{m_\lambda(q)} k_{2, \lambda}.
\]  

(4.17)

We note that

\[
\|L_\lambda\| \leq \max_{r=p, q} \cosh \sqrt{\lambda} m_\lambda(r)
\]  

(4.18)

(here, \( \mathbb{R}^2 \) is equipped with the max norm). Also,

\[
\frac{\cosh \sqrt{\lambda}}{m_\lambda(r)} \leq \begin{cases} 
\frac{1}{r \lambda}, & r > 0, \lambda > 0, \\
\frac{\cosh \sqrt{\lambda}}{\sqrt{\lambda} \sinh \sqrt{\lambda}}, & r = 0, \lambda > 1,
\end{cases}
\]

(4.19)

where \( M_0 := \sup_{x \geq 1} \frac{\cosh x}{\sinh x} \) is finite, since the function involved here is continuous and has finite limits at \( x = 1 \) and \( x = \infty \). It follows that for sufficiently large \( \lambda \) the map \( L_\lambda \Phi \) has norm smaller than 1, and thus, \( I_{C(U)} - L_\lambda \Phi \) is invertible.

Consider such a \( \lambda \) and a \( g \in C(U) \). Let

\[
f := (I_{C(U)} - L_\lambda \Phi)^{-1} (\lambda - A_0)^{-1} g
\]

so that \( f = L_\lambda \Phi f + (\lambda - A_0)^{-1} g \) (comp. [43] Lemma 1.4). Since \( L_\lambda \Phi f \in \ker(\lambda - A) \subset D(A) \) and \( (\lambda - A_0)^{-1} g \in D(A) \), we see that \( f \in D(A) \). Then, the calculation

\[
Lf = L L_\lambda \Phi f + L (\lambda - A_0)^{-1} g = \Phi f + 0 = \Phi f,
\]

shows that \( f \) belongs to \( D(A_\Phi) \). Moreover, since \( A (\lambda - A_0)^{-1} g = A_0 (\lambda - A_0)^{-1} g = (\lambda - A_0)^{-1} g - g \) and \( L_\lambda \Phi f \) belongs to \( \ker(\lambda - A) \),

\[
A_\Phi f = Af = A(L_\lambda \Phi f + (\lambda - A_0)^{-1} g) = \lambda L_\lambda \Phi f + \lambda (\lambda - A_0)^{-1} g - g = \lambda f - g,
\]

proving that \( f \) solves the resolvent equation (4.16).

We note that, since operators satisfying the positive maximum principle are dissipative (see, e.g., [36] Lemma 2.1, p. 165), the solution to the resolvent equation is unique. Hence, as a by-product of the proof, we obtain

\[
(\lambda - A_\Phi)^{-1} = (I_{C(U)} - L_\lambda \Phi)^{-1} (\lambda - A_0)^{-1},
\]

(4.20)

for all \( \lambda > 0 \) such that \( I_{C(U)} - L_\lambda \Phi \) is invertible (this is in fact repeating Lemma 1.4 in [43] in the context of Feller generators).

4.3. The vertical component: a limit theorem

Before continuing, we recall that the classical Trotter–Kato Theorem (see, e.g., [42,69]) says that strongly continuous equibounded semigroups \( (e^{tA})_{t \geq 0}, \varepsilon \in (0, 1] \)
in a Banach space $E$ converge as $\varepsilon \to 0$ to a strongly continuous semigroup $(e^{tB})_{t \geq 0}$, i.e.,
\[
\lim_{\varepsilon \to 0} e^{tA^\varepsilon} f = e^{tB} f, \quad t \geq 0, \ f \in E,
\]  
iff
\[
\lim_{\varepsilon \to 0} (\lambda - A^\varepsilon)^{-1} f = (\lambda - B)^{-1} f, \quad f \in E,
\]
for some/all $\lambda > 0$; moreover, then the limit (4.21) is uniform in $t$ in compact subsets of $[0, \infty)$. In other words, such regular convergence of semigroups is completely characterized (see also [5,11,17,36] for the Sova–Kurtz version [55,81] of this characterization).

However, in the theory of singular perturbations and in the particular example we are studying here the limit semigroup is strongly continuous only on a subspace of $E$: we are facing a limit theorem of the form
\[
\lim_{\varepsilon \to 0} e^{tA^\varepsilon} f = e^{tB} Pf, \quad t > 0, \ f \in E
\]  
where $(e^{tB})_{t \geq 0}$ is a strongly continuous semigroup on a subspace $E_0$ of $E$ and $P$ is a projection on $E_0$ (in the sense that $P^2 = P$ and $Pf = f, f \in E_0$). Needless to say, in this case the classical theory does not work and, in particular, condition
\[
\lim_{\varepsilon \to 0} (\lambda - A^\varepsilon)^{-1} f = (\lambda - B)^{-1} Pf, \quad f \in E,
\]
for all (some) $\lambda > 0$ is necessary but not sufficient for (4.22) (see [10] or [17]).

As we have seen in Sect. 2, (4.23) may imply (4.22) provided that the semigroups involved possess additional regularity properties (like, for example, uniform holomorphicity—see, e.g., [17], Chapters 31 and 41 for details). A different set of conditions guaranteeing that (4.23) implies (4.22) has been given by T. G. Kurtz [36,56,57]. While Kurtz’ singular convergence theorem is usually expressed in terms of the so-called extended limit of generators, for our subsequent analysis the following resolvent-version will be more practical. This result may be easily deduced, e.g., from combined Lemma 7.1 and Theorem 42.2 in [17].

**Theorem 8.** Suppose $A^\varepsilon, \varepsilon \in (0, 1]$ are generators of strongly continuous equi-bounded semigroups. Suppose also that for some $\lambda > 0$
\[
\lim_{\varepsilon \to 0} (\lambda - \varepsilon^2 A^\varepsilon)^{-1} = (\lambda - A_0)^{-1}
\]
where $A_0$ is the generator of a strongly continuous semigroup $(e^{tA_0})_{t \geq 0}$ such that
\[
Pf := \lim_{t \to \infty} e^{tA_0} f, \quad f \in E
\]
exists. Then, condition (4.23) (for some $\lambda > 0$, with the same $P$) implies (4.22), and the limit is uniform in $t$ in compact subsets of $(0, \infty)$; for $f \in E_0$ the limit is uniform in $t$ in compact subsets of $[0, \infty)$. 
We will apply this theorem to the Feller generators
\[ A^\varepsilon := \varepsilon^{-2} A_{\varepsilon^2 \Phi}. \]  
(4.24)

In other words, we will study the situation in which diffusion is very fast while permeability coefficients of the membrane are small.

Let \( E_0 \subset C(U) \) be the subspace composed of functions which are constant in each of the subintervals forming \( U \) (i.e., for \( f \in E_0 \) both \( f_1 \) and \( f_2 \) are constant functions). Each member of \( E_0 \) may be naturally identified with two real numbers, say \( f^- \) and \( f^+ \), and \( E_0 \) may be naturally identified with \( \mathbb{R}^2 \) with the maximum norm.

**Theorem 9.** Let \( B \) be the operator in \( E_0 \) which may be identified with the matrix of (2.4). In other words, \( B(f^-, f^+) = (\alpha(f^+ - f^-), \beta(f^- - f^+)) \).

Then,
\[ \lim_{\varepsilon \to 0} e^{tA^\varepsilon} f = e^{tB} P_{p,q} f, \quad t > 0, f \in C(U), \]
where \( P_{p,q} \) is defined in Theorem 6 and the limit is uniform in \( t \) in compact subsets of \((0, \infty)\); for \( f \in E_0 \) the limit is uniform in compact subsets of \([0, \infty)\).

For the proof of this result, we need the following lemma.

**Lemma 3.** For sufficiently large \( \lambda \),
\[ \lim_{\varepsilon \to 0} (\lambda - A^\varepsilon)^{-1} f = (\lambda - B)^{-1} P_{p,q} f, \quad f \in C(U). \]

**Proof.** Solving the resolvent equation for \( A^\varepsilon : \lambda f - A^\varepsilon f = g \) is equivalent to solving the resolvent equation for \( A_{\varepsilon^2 \Phi} \) with \( \lambda \) replaced by \( \varepsilon^2 \lambda \) and \( g \) replaced by \( \varepsilon^2 g \). On the other hand, by (4.19),
\[ \frac{\varepsilon^2 \cosh \varepsilon \sqrt{\lambda}}{m_{\varepsilon^2 \lambda}(0)} \leq \frac{1}{r \lambda}, \quad r \in (0, 1], \lambda > 0, \varepsilon \in (0, 1]. \]

Moreover,
\[ \frac{\varepsilon^2 \cosh \varepsilon \sqrt{\lambda}}{m_{\varepsilon^2 \lambda}(0)} = \frac{\varepsilon \cosh \varepsilon \sqrt{\lambda}}{\sqrt{\lambda} \sinh \varepsilon \sqrt{\lambda}} \leq \begin{cases} \frac{\varepsilon M_2}{\sqrt{\lambda}}, & \frac{\varepsilon \sqrt{\lambda}}{\sqrt{\lambda}} \leq 1, \\ \frac{M_3}{\lambda}, & \varepsilon \sqrt{\lambda} \geq 1, \end{cases} \quad \varepsilon \in (0, 1], \]
where \( M_2 := \sup_{x > 0} \frac{\cosh \frac{x}{\sinh x}}{\sinh x} \) and \( M_3 := \sup_{x \in (0, 1]} \frac{x \cosh x}{\sinh x} \) are finite because the functions \( x \mapsto \frac{\cosh x}{\sinh x} \) and \( x \mapsto \frac{x \cosh x}{\sinh x} \) are continuous and have finite limits at appropriate intervals’ ends.

It follows, by (4.18), that for sufficiently large \( \lambda \) the norm of \( \varepsilon^2 L_{\varepsilon^2 \lambda} \Phi \) is smaller than 1, regardless of the choice of \( \varepsilon \), and so \( I - \varepsilon^2 L_{\varepsilon^2 \lambda} \Phi \) is invertible for all \( \varepsilon \in (0, 1) \). Therefore, for such \( \lambda \), by (4.20),
\[ (\lambda - A^\varepsilon)^{-1} = \varepsilon^2 (\varepsilon^2 \lambda - A_{\varepsilon^2 \Phi})^{-1} = \varepsilon^2 (I_{C(U)} - L_{\varepsilon^2 \lambda} \varepsilon^2 \Phi)^{-1} \left( \varepsilon^2 \lambda - A_0 \right)^{-1}. \]
Next, by Theorem 6, \( \lim_{\varepsilon \to 0} \varepsilon^2 \left( (\varepsilon^2 \lambda - A_0) - 1 \right) = \lambda^{-1} P_{p,q} \), and we are left with analyzing the factor \((I_{C(U)} - L_{\varepsilon^2 \lambda} \varepsilon^2 \Phi)^{-1}\). To this end, we observe that for \( f \in C(U) \) (see (4.17) and the definition of \( \Phi \))

\[
L_{\varepsilon^2 \lambda} \varepsilon^2 \Phi f = \frac{\varepsilon^2 \alpha[v(f) - f(0-)]}{m_{\varepsilon^2 \lambda}(p)} k_{1,\varepsilon^2 \lambda} + \frac{\varepsilon^2 \beta[f(0+) - \mu(f)]}{m_{\varepsilon^2 \lambda}(q)} k_{1,\varepsilon^2 \lambda}
\]

converges, as \( \varepsilon \to 0 \), to

\[
\frac{\alpha[v(f) - f(0-)]}{\lambda} 1_{[-1,0]} + \frac{\beta[\mu(f) - f(0+)]}{\lambda} 1_{[0,1]}
= \lambda^{-1} (\alpha(v(f) - f(0-)), \beta(\mu(f) - f(0+)))
\]

because, as it is easy to check, \( \lim_{\varepsilon \to 0} \frac{\varepsilon^2}{m_{\varepsilon^2 \lambda}(r)} = \lambda^{-1}, r \in [0, 1] \). Since \( \mu \) and \( v \) are probability measures, for \( f = (f^-, f^+) \) in \( E_0 \), the latter vector is

\[
\lambda^{-1} (\alpha(f^+ - f^-), \beta(f^+ - f^+)) = \lambda^{-1} B(f^-, f^+).
\]

This shows that

\[
\lim_{\varepsilon \to 0} \left( \lambda - A^\varepsilon \right)^{-1} f = \left( I_{C(U)} - \lambda^{-1} B \right)^{-1} \lambda^{-1} P_{p,q} f = (\lambda - B)^{-1} P_{p,q} f,
\]

as claimed. \(\square\)

**Proof of Theorem 9.** A similar (but simpler) analysis to that presented in Lemma 3 shows that

\[
\lim_{\varepsilon \to 0} \left( \lambda - \varepsilon^2 A^\varepsilon \right)^{-1} = \lim_{\varepsilon \to 0} \left( \lambda - A_{\varepsilon^2 \Phi} \right)^{-1} = (\lambda - A_0)^{-1}
\]

for all \( \lambda > 0 \). Since, by Theorem 6, \( \lim_{t \to \infty} e^{tA_0} f = P_{p,q} f \), Theorem 9 is a direct consequence of Theorem 8 and Lemma 3. \(\square\)

4.4. The semigroups generated by \( \vec{A}_\varepsilon \)

The space \( C(\Omega) \) may be seen as the injective tensor product of the spaces \( C(B) \) and \( C(U) \):

\[
C(\Omega) = C(B) \bigotimes_\varepsilon C(U),
\]

see, e.g., [79] pp. 45–50. This means that the supremum norm in \( C(U) \) coincides with the injective norm inherited from \( C(B) \) and \( C(U) \), and the set of simple tensors, i.e., of functions of the form \( f \otimes g, f \in C(B) \times C(U) \) given by \((f \otimes g)(x, y, z) = f(x, y)g(z), (x, y, z) \in \Omega,\) is linearly dense in \( C(\Omega) \). This allows constructing semigroups of operators in \( C(\Omega) \) from building blocks available in \( C(B) \) and \( C(U) \) (see [63] pp. 21–24), as follows.

Since \( \partial B \) is assumed to be of class \( C^{2,\kappa}, \kappa \in (0, 1) \), the 2D Laplace operator \( \Delta_{2D} \) with domain composed of \( C^{2,\kappa}(\Omega) \) functions with normal derivatives vanishing on
the boundary is closable, and its closure generates a conservative Feller semigroup in $C(\Omega)$ (see [36] p. 369). Let $(e^{t \Delta_{2D}})_{t \geq 0}$ be this semigroup, and let $(e^{t A^\varepsilon})_{t \geq 0}$ be the semigroups generated by $A^\varepsilon$ of (4.24).

For any $\varepsilon \in (0, 1]$ and $t \geq 0$, one may think of the following map defined on the set of simple tensors

$$f \otimes g \mapsto (e^{t \Delta_{2D}} f) \otimes (e^{t A^\varepsilon} g).$$

Since such tensors form a linearly dense set in $C(\Omega)$, and since the supremum norm in $C(\Omega)$ coincides with the injective tensor norm inherited from $C(U)$ and $C(B)$ ([79] pp. 49–50), this map may be extended to a bounded linear operator, say $T_\varepsilon(t)$, in $C(\Omega)$ with norm 1. This operator is positive and $T_\varepsilon(t)1_\Omega = 1_\Omega$.

In [63] pp. 21–24, it is shown that so-constructed $(T_\varepsilon(t))_{t \geq 0}$ is a strongly continuous semigroup; this semigroup is termed the injective tensor product of semigroups $(e^{t \Delta_{2D}})_{t \geq 0}$ and $(e^{t A^\varepsilon})_{t \geq 0}$, and denoted

$$T_\varepsilon(t) = e^{t \Delta_{2D}} \tilde{\otimes} e^{t A^\varepsilon}.$$

Moreover, the set of linear combinations of simple tensors of the form $f \otimes g, f \in D(\Delta_{2D}), g \in D(A^\varepsilon)$ is a core for the generator of this semigroup. It is clear that the last statement is also true if instead of $f \in D(\Delta_{2D})$ one considers $f \in D(\Delta_{2D})$, and that $(T_\varepsilon(t))_{t \geq 0}$ is a conservative Feller semigroup.

**Proposition 4.** For any $\varepsilon \in (0, 1]$, the operator $\mathfrak{A}_\varepsilon$ of (3.2) is closable and its closure generates the semigroup $(T_\varepsilon(t))_{t \geq 0}$.

**Proof.** Arguing as in [17] p. 17 we conclude that at $z = 0^+$ and $z = 0^-$, $\partial_z u$ vanishes for $u \in D(\mathfrak{A}_\varepsilon)$, and this in turn implies that $\mathfrak{A}_\varepsilon$ satisfies the maximum principle.

For the sake of this proof, let $\mathcal{D}$ be the set of linear combinations of simple tensors of the form $f \otimes g, f \in D(\Delta_{2D}), g \in D(A^\varepsilon)$, and let $A_\varepsilon$ be the generator of the semigroup $(T_\varepsilon(t))_{t \geq 0}$. For a simple tensor $u = f \otimes g \in \mathcal{D}$

$$A_\varepsilon u = (\Delta_{2D} f) \otimes g + f \otimes (A^\varepsilon g) = (\partial_x^2 + \partial_y^2 + \varepsilon^{-2} \partial_z^2)u$$

(see [63] p. 23). Since it is clear that such a $u$ belongs also to $D(\mathfrak{A}_\varepsilon)$, the operators $\mathfrak{A}_\varepsilon$ and $A_\varepsilon$ have the common subdomain $\mathcal{D}$ where they coincide. Next, for any $\lambda > 0$, the range of $(\lambda - A_\varepsilon)|_{\mathcal{D}}$ is dense in $C(\Omega)$, because $\mathcal{D}$ is a core for $A_\varepsilon$ (see [36] Proposition 3.1, p. 17). Therefore, also the range of $\lambda - \mathfrak{A}_\varepsilon$ is dense in $C(\Omega)$, since it contains $(\lambda - \mathfrak{A}_\varepsilon)|_{\mathcal{D}} = (\lambda - A_\varepsilon)|_{\mathcal{D}}$. Thus, the operator $\mathfrak{A}_\varepsilon$, being clearly densely defined, is closable and its closure is a conservative Feller generator by Theorem 2.2. in [36] p. 165. Also, by the other implication in [36] Proposition 3.1, p. 17 just alluded to, $\mathcal{D}$ is a core for $\mathfrak{A}_\varepsilon$. Hence, $\mathcal{D}$ being a common core for $A_\varepsilon$ and $\mathfrak{A}_\varepsilon$, these two generators must coincide.

□
The subspace $C^0(\Omega)$ of Sect. 3 may be considered as an injective tensor product, too. Namely,

$$C^0(\Omega) = C(\mathcal{B}) \hat{\otimes}_\varepsilon C([0-] \cup [0+]).$$

where $C([0-] \cup [0+])$, the space of continuous functions on the set $[0-] \cup [0+]$ with discrete topology may be identified with $\mathbb{R}^2$ with the maximum norm. Therefore, one may think of the injective tensor product semigroup $(S(t))_{t \geq 0}$, where

$$S(t) := e^{t\Delta_2} \hat{\otimes}_\varepsilon e^tB$$

and $B$ was defined in Theorem 9.

**Proposition 5.** The operator $\mathcal{B}$ defined in (3.5) is the generator of the injective tensor product semigroup $(S(t))_{t \geq 0}$.

**Proof.** It will be convenient to identify elements $g \in C([0-] \cup [0+])$ with pairs of real numbers written as $(\begin{smallmatrix} g^{-} \\ g^{+} \end{smallmatrix})$. With this identification, a member $u$ of $C^0(\Omega)$ has the form

$$u = u^(-) \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix} + u^+ \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad (4.25)$$

where $u^-$ and $u^+$ are defined in (3.4).

Let, for the sake of this proof, $B$ be the generator of $(S(t))_{t \geq 0}$. If $u$ is a member of $D(\mathcal{B})$, i.e., if $u^-$ and $u^+$ belong to $D(\Delta_2)$ then (by the already cited result from p. 23 in [63]) (4.25) shows that $u \in D(B)$, and

$$Bu = \Delta_2 u^- \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix} + u^- \otimes B \left( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) + \Delta_2 u^+ \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix} + u^+ \otimes B \left( \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right)$$

$$= \Delta_2 \left( u^- \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix} + u^- \otimes \begin{pmatrix} -\alpha \\ \beta \end{pmatrix} + u^+ \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix} + u^+ \otimes \begin{pmatrix} \alpha \\ -\beta \end{pmatrix} \right)$$

$$= (\Delta_2 u^- - \alpha u^- + \alpha u^+) \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix} + (\Delta_2 u^+ + \beta u^- - \beta u^+) \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$

It follows that $B$ extends $\mathcal{B}$. However, since both $B$ and $\mathcal{B}$ are generators, $B$ cannot be a proper extension of $\mathcal{B}$ and we conclude that $\mathcal{B} = B$. \qed

**Proof of Theorem 3.** Since simple tensors form a linearly dense subset of $C(\Omega)$ it suffices to show (3.6) for $u = f \otimes g$ where $f \in C(\mathcal{B})$ and $g \in C(U)$. By Theorem 9,

$$\lim_{\varepsilon \to 0} e^{i\Delta_\varepsilon} (f \otimes g) = (e^{i\Delta_2} f) \otimes (\lim_{\varepsilon \to 0} e^{i\Delta_\varepsilon} g) = (e^{i\Delta_2} f) \otimes (e^tB P_{p,q} g), \quad t > 0.$$

Since, as a direct calculation shows, $P_{p,q} (f \otimes g) = f \otimes P_{p,q} g$, we have, on the other hand,

$$e^{t\mathcal{B}} P_{p,q} (f \otimes g) = (e^{i\Delta_2} f) \otimes (e^tB P_{p,q} g),$$

and this completes the proof. \qed
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Appendix: Proof of Proposition 1

As remarked by an anonymous referee of this paper, the following proof could be significantly simplified by invoking known perturbation results for quadratic forms, e.g., [61, Proposition 2.7] (with $j = Id$ and $S : H^1(\Omega) \to L^2(\partial \Omega)$) or [6, Proposition 4.4]. For the sake of the readers who, as myself, are less familiar with the theory of forms, I decided to keep the following more expanded and detailed version.

It is clear that $\mathcal{H}$ is dense in $L^2(\Omega)$. Let (only in this proof)

$$b\varepsilon[u, v] = \int_{\Omega} \left[ \partial_x u \partial_x \bar{v} + \partial_y u \partial_y \bar{v} + \varepsilon^{-2} \partial_z u \partial_z \bar{v} \right](x, y, z) \, d(x, y, z), \quad u, v \in \mathcal{H}$$

and $c = a_\varepsilon - b\varepsilon$ (note that $c$ does not depend on $\varepsilon$). Then, $b\varepsilon$ is symmetric and, since $\varepsilon \in (0, 1],$

$$\|\nabla u\|^2_{L^2(\Omega)} = b_1[u] \leq b\varepsilon[u] \leq \varepsilon^{-2} \|\nabla u\|^2_{L^2(\Omega)},$$

It follows that the forms $b\varepsilon$ are accretive. They are also closed, since using this inequality it may be shown that for each $\varepsilon$, the norm induced by $b\varepsilon$ is equivalent to the norm in $\mathcal{H}$.

Turning to analysis of $c$, we note first of all that it is bounded: there is a constant $C$ such that

$$|c[u, v]| \leq C \|u\|_{\mathcal{H}} \|v\|_{\mathcal{H}};$$

this is because all the trace operators (2.12) are bounded and $c^-, c^+, \alpha$ and $\beta$ are essentially bounded functions. Moreover, since the boundary of $\mathcal{B}$ is assumed to be Lipschitz continuous, all the trace operators (2.12) are compact (see [64] Thm 6.2, p.
Hence, if a sequence \((u_n)_{n \geq 1}\) of elements of \(\mathcal{H}\) converges to 0 weakly, sequences of its traces converge strongly to zero in the corresponding \(L^2\) spaces. Since \(c^+, c^-, \alpha\) and \(\beta\) are essentially bounded, it follows that \(\lim_{n \to \infty} c[u_n] = 0\). Hence, by Lemma 7.3 in [30], for each \(\delta > 0\) there exists a \(c(\delta) > 0\) such that
\[
|c[u]| \leq \delta \|u\|^2_{\mathcal{H}} + c(\delta) \|u\|^2_{L^2(\Omega)}.
\]
(4.26)

By Theorem VI.3.11 in [53], this inequality combined with the fact that \(b_\varepsilon\) is closed, shows that so is \(a_\varepsilon = b_\varepsilon + c\). Moreover, taking \(\delta = \frac{1}{2}\) in (4.26) we obtain, for \(\gamma = 2c(\frac{1}{2}) + 1\),
\[
\max\{|\Re c[u]|, |\Im c[u]|\} \leq \frac{1}{2} b_1[u] + \frac{\gamma}{2} \|u\|^2_{L^2(\Omega)} \leq \frac{1}{2} b_\varepsilon[u] + \frac{\gamma}{2} \|u\|^2_{L^2(\Omega)},
\]
Thus,
\[
|\Im a_\varepsilon[u]| = |\Im c[u]| \leq \frac{1}{2} b_\varepsilon[u] + \frac{\gamma}{2} \|u\|^2_{L^2(\Omega)}
\]
and
\[
\Re a_\varepsilon[u] \geq b_\varepsilon[u] - |\Re c[u]| \geq \frac{1}{2} b_\varepsilon[u] - \frac{\gamma}{2} \|u\|^2_{L^2(\Omega)}.
\]

It follows that
\[
|\Im a_\varepsilon[u]| \leq \Re a_\varepsilon[u] + \gamma \|u\|^2_{L^2(\Omega)}.
\]
Since \(\Im (a_\varepsilon + \gamma)[u] = \Im a_\varepsilon[u]\) and \(\gamma[u] = \gamma \|u\|^2_{L^2(\Omega)}\), this inequality is equivalent to (2.16).
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