We describe a technique to measure the position of a dipolar scatterer based on self-homodyne detection of the scattered light. The method can theoretically reach the Heisenberg limit, at which information gained about the position is constrained only by the back-action of the scattered light. The technique has applications in the fields of levitated optomechanics and trapped ions and is generally applicable to the position determination of confined light scatterers.

INTRODUCTION

Quantum mechanics is our best predictive theory to describe the microscopic world. According to this model, elementary particles are described by wave excitations of fields [1], and measurements of physical quantities on these systems have probabilistic outcomes. This wave theory strongly contrasts with our everyday experience, in which macroscopic objects can be described as entities with deterministic measurable properties using classical theory. At the interface between quantum and classical scales, physicists challenge the two theories to search for new physics, for example, to understand the role of gravity in the quantum-mechanical description [2, 3].

One promising approach in these investigations is to search for quantum-mechanical properties of the motion of micron- or submicron-sized dielectric particles levitated in optical, magnetic or electrodynamic traps [4, 5]. The levitation ensures a high degree of isolation in space and enables the study of the particles’ wave properties stemming from the quantization of the confining potential [6–8]. In these systems, laser light is typically used to measure and interact with the levitated particle’s motion. The standard optical approach to observe single quanta of oscillatory motion (phonons) is to detect a monochromatic light field scattered by the particle [9–11]. The scattered field carries information about the location of emission but, at the same time, perturbs the momentum of the particle via photon recoil [12]. The trade-off between the information gained and the back action sets the ultimate limit for detection: the Heisenberg limit. Here, by Heisenberg limit, we mean that the product of the measurement imprecision in the determination of the scatterer position and the measurement back action on the scatterer’s momentum satisfies the lower bound of the Heisenberg uncertainty relation [13]. A further challenge is imposed by the angular distribution of the scattered light, which, in the Rayleigh approximation, is a dipole pattern that spreads the information over the full solid angle [14].

The observation of the scattered light over the entire solid angle is the key to reaching the Heisenberg limit as proposed in Ref. [15]. In the Gedankenexperiment described therein, the following geometrical configuration is proposed. The scattered field is interfered with a second dipolar field having the same wavefronts and polarization, allowing for the reconstruction of the scatterer’s position via homodyne detection. The secondary dipole field (reference field) must be permanently located at a reference position which defines the origin of the scatterer’s displacements.

This theoretical configuration poses the challenge of generating the dipolar reference field, while simultaneously detecting light over the entire solid angle. This optical problem has been approached in the past by locating the scatterers in the focus of deep parabolic mirrors to collimate the dipolar field into a plane wave having a Gaussian TEM$_{01}$ profile, a so-called doughnut mode [16, 17]. This solution requires the parabolic mirror to cover a large fraction of the solid angle around the scatterer to collimate the field and it may be difficult to implement in experiments with limited optical access. In this work, we propose that self-homodyne of the field emitted by the particle is a viable implementation of the ideal configuration. In a symmetric realization of the self-homodyne technique, the solid angle is split into two parts. One part is occupied by a hemispherical mirror, the other by a hemispherical pixel detector. The mirror generates a secondary image of the dipole, which interferes at the detector with the primary scattered light. Similar configurations have been explored in the past to obtain nanometric resolution in microscopy applications [18, 19] and in the context of half-cavity experiments to investigate the spontaneous emission of a trapped atomic ion [20–23]. The previous studies did not address the theoretical limitations for motion detection or the possibility to extend the technique beyond the field of trapped ions. Here, we prove that the self-homodyne method is equivalent to the ideal configuration, and we present how it can be used to obtain lower imprecision for position detection than obtained in state-of-the-art experiments in the field of levitated optomechanics.

SELF-HOMODYNE DETECTION AND THE HEISENBERG LIMIT

A schematic drawing of the self-homodyne setup is presented in Fig. 1. The mirror of radius $R_s$ and the detector of radius $R_d$ are concentric around the origin. A point-like dipolar emitter of radiation with wavelength $\lambda$ is located at $x_0$ near the origin. This configuration is referred to as a "half-
We are interested in deducing the position $x_0$ of the scatterer with respect to the origin of the coordinate system by measuring the light intensity impinging on the detector at different angles. For the discussion, we will refer to $x_0$ both as the position or the displacement to be detected.

We assume that the scattered light is reflected and detected in the far field. This approximation corresponds to the condition under which the modulus of the displacement $||x_0||$ from the origin is much smaller than the distance $R_d$ between the particle and the detector and much smaller than the radius of curvature $R_s$ of the mirror. The far-field approximation allows us to consider the dipolar scatterer as a source of spherical waves with polarization orthogonal to the radial versor $\hat{n}$, which indicates a generic direction in space departing from the origin. Under these conditions, we can model the light field’s propagation and interference by using the Huygens–Fresnel integral in scalar form. Furthermore, the spherical optical elements enable us to solve the problem without using the paraxial approximation while disregarding the $1/R$ factor in the Green’s function of the Huygens–Fresnel integral.

At the location $r = \hat{n}R_d$ on the detector, the expression for the field’s amplitude is:

$$E_s(r) = E_0 \exp \left( \frac{2\pi}{\lambda} \hat{n} \cdot x_0 \right),$$

where $E_0$ is a constant complex amplitude and “.” denotes the scalar product. The amplitude $E_0$ contains the re-scaling and phase pre-factor $\exp \left( -i2\pi R_d/\lambda \right) / R_d$, which is constant across the detector surface. For small displacement in any direction ($||x_0|| \ll R_d$), the mirror generates an image of the emitter at the opposite side of the origin, at $x_1 = -x_0$. The polarization and wavefronts of the image are the same as for the primary dipole. The field of the image has a constant phase shift corresponding to an optical path of twice the radius $R_s$ of the mirror (see Appendix A). The image field is phase-referenced to the scattered field and can be expressed at the detector as:

$$E_i(r) = -\rho E_0 \exp \left( -i\frac{2\pi}{\lambda} (\hat{n} \cdot x_0 + 2R_s) \right),$$

where $\rho$ is the reflection coefficient for the electric field at the mirror. The minus sign in front accounts for the phase difference accumulated at the reflection.

The intensity measured at $r$ is:

$$I(r) \propto |E_s(r) + E_i(r)|^2$$

$$\propto 1 + \rho^2 - 2\rho \cos \left( \frac{4\pi}{\lambda} (\hat{n} \cdot x_0 + R_s) \right).$$

We see that the detected light intensity at any position $r$ is sinusoidal as a function of the position $x_0$. To detect the position via an intensity modulation univocally, the modulus of the displacement must be sub-wavelength: $||x_0|| \ll \lambda$. The expression $||x_0|| \ll \lambda$ is normally valid in levitated optomechanics experiments aiming to observe the oscillations of a scatterer close to the motional ground state [5, 25].

We obtain the maximum sensitivity on the slope of the interference pattern, i.e., when the equality $4\pi R_s/\lambda = 2\pi m \pm \pi/2$ holds, with $m$ a natural number. By simplifying Eq. 3 to first order in $||x_0||/\lambda$ under these conditions, we obtain:

$$I(r) \approx 1 + \rho^2 \pm \frac{8\pi}{\lambda} (\hat{n} \cdot x_0).$$

In this formula, either sign in the last term leads to the same sensitivity. For simplicity, we select the positive sign.

To impose a stable phase of interference for maximal motion sensitivity, the experimenter can take advantage of the mass difference between the scatterer and the mirror. As already demonstrated in Refs. [20, 23], the oscillations of the particle are usually much faster than the drifts of the mirror position. By averaging the detected light over several periods of the particle’s oscillation, one can generate a feedback signal to compensate for the mirror movements without compromising the information obtained about the particle’s motion.

Equation 4 can be compared to the intensity measured for the ideal homodyne scheme, adapted from Ref. [15]:

$$I_{\text{ideal}}(r) \approx 1 + \gamma^2 + \gamma \frac{4\pi}{\lambda} (\hat{n} \cdot x_0).$$

Here, $\gamma$ is the proportionality coefficient between the reference electric field and the scattered electric field. We see that $\gamma$ substitutes for the reflection coefficient $\rho$.

The experimenter’s control over the power of the reference field is manifested in the coefficient $\gamma$. In state-of-the-art experiments adopting homodyne detection schemes [8, 26], this control allows one to work in a regime in which $\gamma^2 + 1 \sim \gamma^2$, corresponding to adjusting the intensity of the reference field to be much stronger than that of the direct field. However, this regime is not accessible for the self-homodyne method because $\rho$ is bounded by the condition $\rho \leq 1$. Furthermore, we note that the position-dependent terms in Eqs. 4 and 5 differ by a factor of two. The discrepancy stems from the fact that, in contrast to the ideal detection configuration, the reference field source, which is the image created by the mirror, is not fixed to the center of the curvature of the mirror. The displacement of the particle causes a shift of the image in the opposite direction relative to the center of the curvature, thus increasing the sensitivity by a factor of two. Also in contrast to the ideal case, in the self-homodyne method the half solid angle occupied by the mirror cannot be used for detection and the interference is observed only on the opposite half of the solid angle. In the remainder of this section, we calculate the limit for position detection to show that the self-homodyne setup can be considered equivalent to the ideal configuration notwithstanding these differences. In Appendix B, we expand our discussion of the self-homodyne process to highlight the directionality of the interference effect and its connection to the spontaneous emission of an atomic scatterer-mirror system for a deeper understanding of the physical phenomenon.
A dipolar scatterer is not a perfect source of spherical waves. In the far-field approximation, we can correct this model by retaining spherical wavefronts and by modifying the angular distribution of the radiated light power. The differential power \( dp_{\text{dip}} \) per unit solid angle \( d\Omega \) radiated by a dipole depends on the polarization \( \hat{e} \) of the driving light beam according to the far-field pattern [14]:

\[
dp_{\text{dip}} = \frac{3}{8\pi} P \left(1 - |\hat{n} \cdot \hat{e}|^2\right) d\Omega,
\]

where \( P \) is the total power radiated by an electric field with amplitude \( E_0 \) (see Eqs. 1 and 2). Since the mirror is in the far field, the polarization of the image is the same as the polarization of the direct dipole. Combining the interference term and the angular distribution of the scattered radiation, we obtain the differential detected power \( dp_{\text{det}} \):

\[
dp_{\text{det}} = \left(1 + \rho^2 + \frac{8\pi}{\lambda} (\hat{n} \cdot \hat{x}_0)\right) dp_{\text{dip}}.
\]

Any displacement \( x_0 \) causes an intensity modulation proportional to

\[
d\beta = \frac{8\pi P}{\lambda} (\hat{n} \cdot \hat{x}_0) dp_{\text{dip}},
\]

where \( \hat{x}_0 \) is the unitary vector \( \hat{x}_0 = x_0/|x_0| \). The sensitivity to position per unit solid angle, \( d\beta \), combines the modulations due to the homodyning field and the distribution of the scattered light. For small absolute displacements \( |x_0| \ll \lambda \), the power \( dp_{\text{det}} \) described by Eq. 7 is dominated by the term \( \rho^2 + 1 \). This constant bias in the signal determines the power spectral density of the fluctuations \( d\sigma \) via the shot noise:

\[
d\sigma = \frac{hc}{\lambda} (R+1) dp_{\text{dip}},
\]

where \( R = \rho^2 \) is the reflection coefficient of the mirror for light intensity. Equation 9 is valid in experiments in which \( |x_0| \ll \lambda \), as demonstrated in Ref. [23]. The imprecision in detecting the position \( x_0 \) under a solid angle \( d\Omega \) is defined as [15]:

\[
s(\hat{x}_0) = \left(\int_D s(\hat{x}_0)^{-1}\right)^{-1}.
\]

The imprecision captures the interplay between the modulation of the homodyne interference and the radiated power. In an optomechanics experiment, the imprecision corresponds to the noise floor of the detected motional spectrum. Decreasing the imprecision increases the visibility of the thermal mechanical peak of the particle oscillator above the detection noise [2]. In the context of feedback cooling [27], a lower imprecision in the detection of motion is beneficial for reducing the thermal phonon occupation number. The total imprecision over a detector area \( D \) is defined as [15]:

\[
S_D(\hat{x}_0) = \left(\int_D s(\hat{x}_0)^{-1}\right)^{-1}.
\]

Repeating the calculation from Eq. 7 to Eq. 10 for a dipole scatterer measured with the ideal homodyne configuration, we obtain:

\[
s_{\text{ideal}}(\hat{x}_0) = \frac{4R}{1+R}.
\]

Due to the disparity in the solid angle available for detection, the ratio of total imprecision in the two schemes is only half of the value in Eq. 12:

\[
\frac{S_{\text{ideal}}(\hat{x}_0)}{S_D(\hat{x}_0)} = \frac{2R}{1+R}.
\]

Since mirrors with reflectivity \( >0.99 \) are available on the market, we will assume \( R \sim 1 \) in the remainder of this work. This result holds for any orientation of the half-cavity and shows that for very high mirror reflectivity, the half-cavity scheme
has the same total imprecision as the ideal configuration in any displacement direction of the dipolar emitter. Thus, we see that the half-cavity setup is a practical implementation of the ideal theoretical configuration and, like the ideal configuration, is limited only by the back action. Note that displacements along different axes are not necessarily detected with the same imprecision. For example, for linearly polarized dipoles, the lowest imprecision \( S_{\text{min}} = 5\hbar c\lambda/(32\pi^2 P) \) is achieved for scatterer displacements orthogonal to the polarization direction, which can be compared with the maximal imprecision \( S_{\text{max}} = 5\hbar c\lambda/(16\pi^2 P) \) corresponding to displacements along the polarization axis.

**SETUP WITH LIMITED NA AND A QUADRANT DETECTOR**

In typical levitated optomechanics experiments [5], the scatterer is a SiO\(_2\) nanoparticle that oscillates in a harmonic potential generated by optical tweezers or a Paul trap. Each particle is composed of \( \sim 10^9 \) atoms and has a radius of \( \sim 100 \) nm. The trapping frequencies of such particles are \( 10^5 - 10^6 \) Hz, and the amplitudes of single quanta of oscillation of the particles are \( ||x_0|| \sim 10 - 100 \) pm. These excursions are much smaller than the wavelength \( \lambda \sim 500 - 1500 \) nm of the laser field that illuminates the scatterer, validating the assumption we made in the previous section.

The particle’s position is observed via homodyne detection by locating the scatterer between a pair of confocal lenses [28, 29]. The first lens focuses an illuminating Gaussian beam on the particle, and the second lens collimates the scattered light and the incident beam, which then impinge on a detector. In this way, the Gaussian beam is the source for the scattered light and can be used as the reference field for homodyning. This technique is referred to as the “forward” detection method. Alternatively, the back-scattered light from the particle can be used to infer the scatterer’s position [6]. In this case, the returning light is not lost but collimated by the lens that focuses the Gaussian beam onto the nanoparticle. The returning field is interfered with a reference beam for the analysis of the scatterer’s position. This technique is called the “backward” detection method.

We present in Fig. 2 a schematic overview of forward, backward and self-homodyne setups to illustrate the configurations that are the basis for the comparison. The forward, backward and self-homodyne detection methods are not mutually exclusive. For example, the forward and backward methods can be used together, as depicted in Fig. 2(a), with the optical axis oriented along the y-axis of Fig. 2(b). In this configuration the three techniques can be used simultaneously on the same setup. In our comparison of these techniques, we will consider experiments implementing only one technique at a time. This is equivalent to restricting the measurements to having a single detector.

The self-homodyne approach has three advantages compared to the forward and backward setups. First, the mirror generates a secondary dipole image that matches the wavefronts of the primary field, while the Gaussian illuminating beam of the forward technique does not match the wavefronts of the light emitted by the dipolar scatterer. Second, in the self-homodyne method, the coupled system of the mirror and the scatterer emits light in only half of the solid angle. In contrast, both the forward and backward methods may analyze only half of the emitted light scattered by the particle over the entire solid angle. Third, unlike in the forward and backward detection schemes, the optical axis of the half-cavity may have arbitrary orientation with respect to the illumination beam.

In this section, we will show how to make use of the three advantages of self-homodyning to obtain a lower imprecision in the measurement of the scatterer’s position than is achievable by means of the forward and backward techniques. In the discussion, we compare the self-homodyne method with the state-of-the-art forward and backward techniques, considering a possible implementation adopting limited-NA optical elements and a quadrant photodetector.

Similarly to the forward and backward methods, the self-homodyne method can be implemented by locating the scatterer between a pair of confocal lenses in order to use a flat mirror and a flat detector, as demonstrated in Refs. [23, 30]. One lens collimates the scattered radiation on a flat mirror for reflection in order to generate the image dipole. The second lens focuses the scattered light and the reference light on the detector. This configuration maps the far-field interference between the primary field and the reflected field onto the detec-
tor, a viable solution to reproduce the far-field condition while utilizing a millimeter-size flat detector. In fact, to our knowledge, hemispherical pixel detectors are not yet available. The lenses introduce a cut over the solid angle, which can be modeled by reducing the effective NA of the optical spherical components, as already suggested in Fig. 1.

Three directions describe the setup: the versor \( \hat{z} \) pointing from the mirror to the detector of the half-cavity system, the displacement of the scatterer \( \hat{x}_0 \) and the polarization \( \hat{e} \) of the illuminating beam. For the description of directions and positions in space, we will make use of angular and Cartesian notation according to the map \( (x, y, z) = r(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) as depicted in Fig. 1(a). We set the axis of the half-cavity along the \( z \)-axis so that the detector \( D \) is located between the polar angles \( 0 < \theta < \theta_D \) at any azimuth \( 0 < \phi < 2 \pi \). The direction \( \hat{x}_0 \) is indicated by the polar angle \( \theta_0 \) and the azimuthal angle \( \phi_z \), and the polarization \( \hat{e} \) by the angles \( \theta_e \) and \( \phi_e \). This configuration can be interpreted in terms of numerical aperture via the expression \( \sin \theta = \sin \theta_D \). To evaluate our hypotheses and prepare the results reported here, we have written a script in Wolfram Mathematica v. 11.3 [31] that calculates the imprecision for arbitrary angles \( \theta_0, \phi_z, \theta_e, \phi_e \) and \( \theta_D \). The solution is cumbersome but useful to evaluate specific experimental implementations where different constraints are present or particular optima of operation are desired. Here, we have decided to focus on the configuration that obtains minimum differential imprecision for a symmetric lens setup, assuming linearly polarized light.

In general, a superposition of circular or linear polarizations can be used to illuminate the nanoparticle. However, to minimize the imprecision, linear polarization is preferred because the distribution of scattered light is less homogenous over the solid angle, thus allowing higher intensity to be directed onto a limited-NA detector. In addition, circularly polarized light provides a torque, causing uncontrolled spinning of the levitated nanoparticles [32, 33]. We include the discussion of arbitrary polarization to Appendix C because it is relevant for nonlinear dipolar scatterers such as isolated atoms or molecules.

The configuration with which the minimum differential imprecision \( s \) is obtained is found by minimizing Eq. 10. We note that the minimization of \( s \) with respect to the displacement direction \( \hat{x}_0 \) is independent from the minimization over the light polarization \( \hat{e} \). The lowest differential imprecision is found for \( \theta_e = \pi/2 \) and \( \phi_e = 0 \), corresponding to polarization along the \( x \)-axis, and for \( \theta_0 = 0 \), corresponding to displacement along the \( z \)-axis. The propagation direction of the illuminating beam is fixed in the \( yz \)-plane by the minimization of \( s \). For simplicity, we set the beam orientation to be along the \( y \)-axis. In this configuration, the total imprecision as a function of the detector aperture \( \theta_D \) is

\[
S_I = \frac{20hc\lambda}{P\pi^2(128 - 90\cos(\theta_D) - 35\cos(3\theta_D) - 3\cos(5\theta_D))}.
\]  

(14)

In state-of-the-art experiments, the scattered and reference fields are collimated by a lens on the small detection area of a single detector [20] or a quadrant photodiode [34, 35]. With the help of these detectors, the particle position is reconstructed by averaging the interference between the scattered and reference fields over large sections of the solid angle which are imaged on the sensitive pixels by the lens. In self-homodyne detection, the intensity common to all quadrants is influenced by the proximity of the scatterer to the detector, and the modulations between pairs of different pixels are caused by displacements of the scatterer in directions orthogonal to the light propagation [28]. The limited angular resolution of the pixels prevents a differential inverse-square weighting of the imprecision to calculate the scatterer’s position from the measured intensity variation, as suggested in Eq. 11. With a discrete pixel detector, the imprecision must instead be calculated as the weighted mean over the available detector area rather than by an integral. This correction has already been presented in Ref. [15] to model the forward and backward techniques, and we apply a similar analysis for the self-homodyne method.

We finally have the tools in hand to compare the forward, backward and self-homodyne methods for experimental application. In this comparison, we align the optical axis of the forward and backward detection along the \( z \)-axis and the light is linearly polarized along the \( x \)-axis. For each technique, we calculate the detection efficiency as the inverse of the imprecision in detecting the scatterer displacements along the \( x \),

![FIG. 3. Comparison of detection efficiency between the half-cavity setup (self) and the forward (fw) and backward (bw) detection schemes as a function of the NA. The labels \( x \), \( y \) and \( z \) refer to specific motional axes of the scatterer. The forward and backward imprecisions are plotted with dashed colored lines (adapted from [15]), and the self-homodyne imprecisions with solid colored lines. The lines \( fw \) and \( bw \) for the \( y \) and \( x \) axes overlap. Along the \( x \) and \( z \) axes, the data obtained with the forward scheme are equal to those obtained with the backward scheme. The efficiency has been normalized for the maximum efficiency at the Heisenberg limit \( S_{\text{min}}^{-1} = 32\pi^2P/(5hc\lambda) \). The efficiency for \( z \)-displacements for the forward method is zero in the selected configuration, and it is not reported in the plot.](image-url)
y, and z axes, and we normalize it with the maximum efficiency obtained at the Heisenberg limit achievable in the system: \( S_{\text{min}}^{-1} = 32\pi^2 P/(5\hbar c \lambda) \). The efficiencies are calculated as being measured by an ideal quadrant photodetector with unit quantum efficiency. The latter is oriented with its quadrants being divided by the x and y axes.

Figure 3 shows the detection efficiencies of the three techniques as a function of the optical NA of the confocal lenses. The horizontal lines mark the Heisenberg limits for displacements in the yz–plane and along the x-axis. Comparing data for a given axis, the half-cavity shows higher efficiency than the forward or backward detection. We attribute the improvement to both the concentration of the information in only half of the solid angle and the match of polarization and wavefronts between the reference and the scattered light fields. In Fig. 3 we also plot the efficiency corresponding to the ideal pixel detector described by Eq. 14. A comparison of the ideal detector with the discrete pixel detector, in both cases used in a self-homodyne measurement of displacement along the z-axis, reveals that the imprecisions corresponding to the two detectors are equivalent up to NA \( \sim 0.8 \). Thus, we see that the adoption of a quadrant detector is not detrimental for practical implementations aiming to reach the lowest possible imprecision at NA \( < 0.8 \). Further comparisons between the detection efficiencies for displacements along the principal axes achievable and with a quadrant detector with an ideal detector are presented in Appendix D. Finally, we mention that the freedom of choice in the orientation of the half-cavity optical axis can further be exploited beyond the current configuration, for example, to achieve the imprecision that is shown in Fig. 3 for the half-cavity setup along the z-axis along any direction in the yz–plane.

CONCLUSION

The self-homodyne detection method implements an ideal setup that is capable of detecting the motion of a dipolar scatterer at the Heisenberg limit. The signal is obtained via self-referencing the scattered light by using a spherical mirror or a combination of a lens and a flat mirror to reflect the light back in the direction of the scatterer. We have analyzed the setup at limited NA for a possible realization that combines two confocal lenses, a flat mirror and a quadrant detector. We have discussed the orientation of the setup that would minimize the imprecision in detecting the scatterer position and that can achieve higher efficiency than the state-of-the-art forward and backward detection methods. Compared to the forward and backward schemes, the mirror generates an ideal reference field and allows for arbitrary orientation of the mirror–detector axis for optimal reconstruction of the scatterer’s position by adopting a single one-sided detector. Compared to a deep parabolic mirror optical setup, our method offers a scalable approach for detection that can be adapted in experiments with limited optical access.

In homodyne experiments, the reference may be much stronger than the field being studied, which leads to an amplification of the interference term over the shot noise of a real detector. This is not true in the self-homodyne method, because we expect the primary and the reflected fields to be of similar intensity. Thus, the self-homodyne method requires the adoption of a high quantum efficiency detector. For example, quantum efficiencies larger than 80% are achievable with avalanche photodiodes in the near-infrared range and even higher efficiencies are possible with superconducting detectors [36].

In particular, the arbitrary orientation of the half-cavity with respect to the illumination beam constitutes an appealing option for position detection in complex experimental setups. For example, the self-homodyne apparatus could be mounted orthogonally to an optical cavity or to a forward-backward apparatus. Furthermore, the high sensitivity of the half-cavity setup for the detection of motion at low NAs could be beneficial in levitated optomechanics systems with limited optical access, such as electromagnetic or magneto-gravitational traps.
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APPENDIX A: POSITION OF THE IMAGE

In this appendix, we derive that an hemispherical mirror produces a secondary image of a point-like spherical wave emitter on the opposite side of its curvature center. We remind here that the displacement of the emitter from the origin of the half-cavity is small enough to describe the light field propagation by using the Huygens–Fresnel integral. Under this assumption we can model the dipolar scatterer as an emitter of spherical waves. We will show that the mirror generates an image in \( x_1 = -x_0 \) by demonstrating that the optical path
between \(x_0\) and \(x_1\) is the same for any part of the outgoing spherical wavefronts which intersect the mirror.

With reference to Fig. 1, from \(x_0\), we can follow the wavefront along the generic direction described by the versor \(\hat{v}_0\) (\(\|\hat{v}_0\| = 1\)) until encountering the surface of the sphere of radius \(R_s\) at \(x_r\). There, the wavefront is locally reflected and the light arrives at \(x_1\) following the direction of the versor \(\hat{v}_1\). The optical path length between \(x_0\) and \(x_1\) is \(t_0\) and between \(x_r\) and \(x_1\) is \(t_1\). For any generic direction \(\hat{v}_0\) and length \(t_1\) the point \(x_1\) can be found by solving the following system of equations:

\[
x_r = x_0 + \hat{v}_0 t_0 \\
\|x_r\|^2 = R_s \\
x_1 = x_r + \hat{v}_1 t_1 \\
\hat{v}_1 = \hat{v}_0 - 2(\hat{v}_0 \cdot \hat{x}_r) \hat{x}_r \\
\]

where \(\hat{x}_r = x_r / \|x_r\|^2\).

The scalar product of Eq. A.1 with \(\hat{v}_0\) allows us to find the following relation for \(t_0\):

\[
t_0 = - (\hat{v}_0 \cdot x_0) + R_s (\hat{v}_0 \cdot \hat{x}_r) .
\]

Then, we consider the square norm of Eq. A.1:

\[
R_s^2 = \|x_0\|^2 + t_0^2 + 2(\hat{v}_0 \cdot x_0) t_0 .
\]

By combining Eq. A.5 and Eq. A.6, we obtain

\[
(\hat{v}_0 \cdot \hat{x}_r) = \sqrt{1 - \|x_0\|^2 - (\hat{v}_0 \cdot x_0)^2} .
\]

This relation reduces to \((\hat{v}_0 \cdot \hat{x}_r) \sim 1\) to first order in \(\|x_0\|/R_s\). In this approximation, we find that Eq. A.4 reduces to \(\hat{v}_0 \sim \hat{x}_r\), \(\hat{x}_r \sim -\hat{v}_0\).

With this simplification, we are now ready to evaluate \(x_0 + x_1\) by combining Eq. A.1, Eq. A.3:

\[
x_0 + x_1 \sim \hat{x}_r (2R_s - t_0 - t_1) .
\]

We see that this expression is null if \(t_0 + t_1 = 2R_s\). This solution is describing an image formed at \(x_1 = -x_0\) because it is valid for any versor \(\hat{v}_0\). The imaged is formed because \(x_1\) is the point in which the wavefronts interfere with the same phase delay. Thus, a point-like light source located near the origin is imaged on the opposite side of the origin with a constant phase delay proportional to twice the radius of the hemisphere.

**APPENDIX B: MODEL DESCRIPTION**

In the self-homodyne method, the light interference of the directly scattered and image fields can be interpreted as a variation of the spontaneous emission rate of the dipolar emitter. The variation of spontaneous emission of the dipolar emitter in half-cavities has already been described in the literature for a perfectly conducting mirror (\(\rho = 1\)) by quantizing the electromagnetic field modes in the presence of a spherical mirror [37]. In this section, we will arrive at the same results by taking into account the interference between the direct field and the reflected field, and we will extend the results of the previous calculation to arbitrary mirror reflectivity.

To calculate the variation of the emission of the dipolar scatterer, we compare the emitted radiation in the presence of the mirror with the emitted radiation in free space. In the presence of the mirror, we divide the solid angle in three regions:

- \(M\), the angular domain of the mirror,
- \(\overline{M}\), the symmetric domain to \(M\) obtained by reflection through the origin,
- \(F = 4\pi - M - \overline{M}\), the remaining domain.

The ratio of the modified scattering rate \(\gamma\) to the free space scattering rate \(\gamma_0\) can be calculated as the ratio of emitted powers in the configurations with and without mirror. The ratio references the light exiting at all solid angles from the scatterer-mirror composite system to the light emitted by the scatterer in free space. The expression of the ratio is:

\[
\frac{\gamma}{\gamma_0} = \frac{P(M) + P(\overline{M}) + P(F)}{P} ,
\]

where \(P(D)\) denotes the power radiated in the solid angle \(D\) in presence of the mirror and \(P\) has already been introduced in Eq. 6. The radiated powers \(P(D)\) are

\[
P(F) = \int_F dp_{\text{dip}} ,
\]

\[
P(M) = \int_M T dp_{\text{dip}} ,
\]

\[
P(\overline{M}) = \int_{\overline{M}} (1 + \rho^2 - 2\rho \cos(\omega\alpha(\hat{n}))) dp_{\text{dip}} ,
\]

where \(T\) is the transmission coefficient for light intensity. For brevity, we adopt \(\alpha(\hat{n}) = (\hat{\alpha} \cdot (\hat{n} \times x_0 + R_s))\) and \(\omega = 2\pi c/\lambda\). Here, \(\rho\) and \(T\) can be generic functions of the direction \(\hat{n}\), but in any direction, \(\rho(\hat{n})^2 + T(\hat{n}) = 1\), that is, we assume the mirror is lossless. Since for any direction in \(M\) there is an opposite in \(\overline{M}\), we arrive at:

\[
\frac{\gamma}{\gamma_0} = 1 - \frac{3}{4\pi} \int_\overline{M} \rho (\hat{n} \cdot (1 - |\hat{\alpha} \cdot \hat{n}|^2) \cos(\omega\alpha(\hat{n})) d\Omega .
\]

In the formula, the minus sign in the argument of the \(\rho\) function reminds us of the correct reflectivity coefficient while integrating in the \(\overline{M}\) region. As already pointed out in Ref. [37], this result indicates that the spontaneous emission of the dipolar emitter can be completely suppressed or doubled in the center of curvature of a hemispherical mirror. Considering the radiated power, we can interpret the underlying mechanism of the self-homodyne scheme in the following way. Assuming perfect reflection, each photon emitted by the scatterer is self-referenced by the mirror, with the result of a
position-dependent enhancement or suppression of the spontaneous emission of the dipolar scatterer. Every photon that contributes to the scatterer backaction can only be emitted by the scatterer-mirror system into the open half of the solid angle, and no information is lost on the side of the mirror.

The variation of spontaneous emission determines a modulation of the dipole strength, causing a shift of the energy levels of the dipole. The shift can be calculated from the variation of the scattering rate by using the Kramers-Kronig relations. Applying the Kramers-Kronig formula to Eq. B.5 and approximating the result for a small shift compared to the carrier frequency, we obtain the formula for the energy shift $\Delta \omega$ already found in [37]:

$$\frac{\Delta \omega}{\hbar} = -\frac{3}{8\pi} \int_{M} \rho(-\hat{n}) \left(1 - |\hat{\epsilon}|^2 \right) \sin(\omega \alpha(\hat{n})) d\Omega .$$

(B.6)

Compared to the previous derivation of Eq B.5 and Eq. B.6 reported in Ref. [37], our approach further identifies the coefficient $\rho$ as the reflection coefficient for the electric field of the mirror.

**APPENDIX C: ATOMIC DIPOLE TRANSITION**

The self-homodyne technique can be used to detect the position of an atom. This was demonstrated experimentally for motion along the mirror-detector axis in Refs. [20, 21, 23, 38]. Typically, atoms are driven at a frequency close to resonance with a transition between a ground state and an excited state in order to generate light as fluorescence radiation. Under these conditions, the dipolar response of the atom is nonlinear. Unlike a linear dipole, an atom re-emits radiation with both linear and circular polarization regardless of the driving field. Linear polarization corresponds to $\pi$ transitions in which the magnetic quantum number $m$ is the same in the excited state and in the ground state. Circular polarization corresponds to $\sigma$ transitions, i.e., the transition is characterized by a change in quantum number $\Delta m = \pm 1$.

The light emitted during both $\pi$ and $\sigma$ transitions can be used to detect the position of the atom in a self-homodyne setup. Position detection based on $\pi$ transitions is described in the main text. It is equivalent to the detection based on a linear dipolar scatterer driven with linearly polarized light. For compatibility with the result reported in the main text, the quantization axis in an atomic experiment should be aligned along the $x$-axis of Figs. 1 and 2 in the main text. In this configuration, in Eq. 6, $\pi$ transitions correspond to light polarized along the axis $\hat{\epsilon} = \hat{x}$ and $\sigma$ transitions to light polarized along the axes combination described by: $\hat{\epsilon} = (\hat{y} \pm i \hat{z}) / \sqrt{2}$. Moreover, the unpolarized decay of an atom, defined as the condition in which we do not distinguish between the two transition types but integrate over the possible outcomes, is obtained by the replacement $(1 - |\hat{n} \cdot \hat{\epsilon}|^2) \rightarrow 2/3$. The last formula can be found by applying the Wigner-Eckart theorem to a generic dipole transition.

We present in Fig. C.1 the efficiencies for the unpolarized, $\pi$-polarized, and $\sigma$-polarized fluorescence of an atom as a function of the system NA. In the plot, we compare the detection efficiencies (inverse imprecisions) for atom displacements along the principal axes of the reference system. In the corresponding calculation, we consider an ideal pixel detector and not a quadradant detector. We see that the detection efficiency depends on the polarization of the scattered light, which is due to the different radiated power distributions for the $\pi$ and $\sigma$ transitions. The displacement of the atom can be detected with highest efficiency along the optical axis of the half-cavity. In this case, the light emitted due to $\pi$ transitions leads to a higher efficiency in the detection of the atom’s position than what is achievable by observing $\sigma$-polarized fluorescence. In fact, the distribution of the emitted power is more concentrated in the $yz$-plane in the case of the $\pi$-polarized fluorescence, enabling the reconstruction of the atom position with higher fidelity.

This difference between $\pi$ and $\sigma$ transitions can be tested in experiments by selecting photons based on polarization. The asymmetry can be measured by introducing an external magnetic field along the quantization axis ($x$-axis). If a polarizing beam splitter is used to separate $y$- and $x$-polarized fluorescence, the radiation emitted during $\pi$ and $\sigma$ transitions is separated and can be analyzed independently [39]. The relevant formulas to reproduce the curves presented in Fig. C.1 can be
found by executing the script of Ref. [31].

APPENDIX D: QUADRANT DETECTOR

In the main text, we compare the imprecision in the reconstruction of the scatterer position using the self-homodyne method with the imprecision obtained by using the forward-backward detection techniques. The comparison takes into account a discrete detector composed of four quadrants. In this section, we describe in more detail the calculation with which we obtain the imprecision of the self-homodyne technique as measured with a quadrant photodetector (QPD), and how it deviates from the idealized model of a differential pixel detector. In the discussion, we assume the same configuration shown in Figs. 1 and 2, in which the QPD occupies the solid-angle regions \( Q \) contained in the polar-angle interval \( 0 \leq \theta \leq \theta_0 \). The quadrants regions \( Q_n \) split the \( Q \) region in the azimuthal-angle intervals \((n-1)\pi/2 \leq \phi < n\pi/2\), with \( n = \{1, 2, 3, 4\} \). The total power impinging on the \( n \)-th quadrant is

\[
P^{Q_n} = \int_{Q_n} (1 + \rho^2 + \rho \frac{8\pi}{\lambda} (\mathbf{n} \cdot \mathbf{x}_0)) d\Omega_{\text{det}} \tag{D.1}
\]

We reconstruct the particle’s displacement \( x_0 = (x_0, y_0, z_0) \) by taking advantage of the symmetries of the integrand. The combinations of the detected powers over the quadrants that we use to reconstruct the displacements are [15, 28]:

\[
x_0 = \left( (p^{Q_1} + p^{Q_3}) - (p^{Q_2} + p^{Q_4}) \right) \frac{1}{4B(\frac{\pi}{2}, 0)},
\]
\[
y_0 = \left( (p^{Q_1} + p^{Q_2}) - (p^{Q_3} + p^{Q_4}) \right) \frac{1}{4B(\frac{\pi}{2}, \frac{\pi}{2})}, \tag{D.2}
\]
\[
z_0 = \sum_{n} p^{Q_n} - \int_{Q} (1 + \rho^2) d\Omega_{\text{det}} \frac{1}{4B(0, \text{any})}.
\]

Here, \( B(\theta_0, \psi_0) = \int_{Q} d\beta \) is the integral of the sensitivity to displacements along \( \phi_0 \) defined in Eq. 8 and is equal for all quadrants thanks to the detector symmetry. The imprecision measured with the QPD is calculated as

\[
S_{QPD}(\phi_0) = \frac{1}{16B(\theta_0, \psi_0)^2} \int_{Q} \sigma d\Omega, \tag{D.3}
\]

where \( \sigma \) is the spectral density of the power fluctuations defined in Eq. 9.

Figure D.1 shows a comparison of \( S_{QPD}^{-1} \), the detection efficiency of the self-homodyne method obtained with the QPD (solid lines), and \( S_{D}^{-1} \), the detection efficiency obtained with the ideal pixel detector (dashed lines), as a function of the detector numerical aperture NA = sin(\( \theta_0 \)). Values are normalized by \( S_{\text{min}}^{-1} = 32\pi^2P/(5hc\lambda) \) as done in the main text. The expression for the ideal efficiency \( S_{D}^{-1} \) is obtained by integrating Eq. 11 of the main text. We find that detection of the particle’s motion along the z-axis with the QPD is equivalent to the ideal pixel detector up to NA \( \sim 0.8 \), suggesting that differential pixel weighting only becomes relevant in the limit \( \theta_0 \to \pi/2 \). Supporting this hypothesis, the imprecision in detecting motion along the x and y axes deviates from the ideal case already at lower NAs. The early NA deviation of the two curves can be understood based on the angular distribution of the interference pattern. For x and y displacements, the intensity is mostly modulated at angles \( \theta \sim \pi/2 \) and modulated less at angles \( \theta \sim 0 \) (Eq. 3), i.e., at polar angles for which the effect of differential inverse weighting is more pronounced.

* giovanni.cerchiari@uibk.ac.at; Corresponding author

[1] M. E. Peskin and D. V. Schroeder, *An Introduction to Quantum Field Theory* (Westview Press, 1995), reading, USA: Addison-Wesley (1995) 842 p. URL https://books.google.at/books?id=EVeNNcs1vX0C.

[2] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, Rev. Mod. Phys. 86, 1391 (2014), URL https://doi.org/10.1103/RevModPhys.86.1391.

[3] M. Carlesso, A. Bassi, M. Paternostro, and H. Ulbricht, New J. Phys. 21, 093052 (2019), URL https://doi.org/10.1088/1367-2630/aba41c.

[4] M. Aspelmeyer, P. Meyriere, and K. Schwab, Physics Today 65, 29 (2012), URL https://doi.org/10.1063/PT.3.1640.

[5] J. Millen, T. S. Monteiro, R. Petit, and A. N. Vamivakas, Rep. Prog. Phys. 83, 026401 (2020), URL https://doi.org/10.1088/1361-6633/ab6199.

[6] F. Tebbenjohanns, M. Frimmer, V. Jain, D. Windey, and L. Novotny, Phys. Rev. Lett. 124, 013603 (2020), URL https://doi.org/10.1103/PhysRevLett.124.013603.

[7] U. Delić, M. Reisenbauer, K. Dare, D. Grass, V. Vuletić, N. Kiesel, and M. Aspelmeyer, Science 367, 892 (2020), ISSN 0036-8075. URL https://doi.org/10.1126/science.aba3993.
