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Abstract

This paper describes an open source voice creation toolkit that supports the creation of unit selection and HMM-based voices, for the MARY (Modular Architecture for Research on speech Synthesis) TTS platform. We aim to provide the tools and generic reusable runtime system modules so that people interested in supporting a new language and creating new voices for MARY TTS can do so. The toolkit has been successfully applied to the creation of British English, Turkish, Telugu and Mandarin Chinese language components and voices. These languages are now supported by MARY TTS as well as German and US English. The toolkit can be easily employed to create voices in the languages already supported by MARY TTS. The voice creation toolkit is mainly intended to be used by research groups on speech technology throughout the world, notably those who do not have their own pre-existing technology yet. We try to provide them with a reusable technology that lowers the entrance barrier for them, making it easier to get started. The toolkit is developed in Java and includes intuitive Graphical User Interface (GUI) for most of the common tasks in the creation of a synthetic voice.

1. Introduction

The task of building synthetic voices requires not only a big amount of steps but also patience and care, as advised by the developers of Festvox (Black and Lenzo, 2007), one of the most important and popular tools for creating synthetic voices. Experience creating synthetic voices has shown that going from one step to another is not always a straightforward task, especially for users who do not have an expert knowledge of speech synthesis or when a voice should be created from scratch. In order to simplify the task of building new voices we have created a toolkit aimed to streamline the task of building a new synthesis voice from text and audio recordings. This toolkit is included in the latest version of MARY TTS\(^1\) (version 4.0) and supports the creation of unit selection and HMM-based voices on the languages already supported by MARY: US English, British English, German, Turkish and Telugu. The toolkit also supports the creation of new voices from scratch, that is, it provides the necessary tools and generic reusable run-time system modules for adding a language not yet supported by MARY.

The toolkit is mainly intended to be used by research groups on speech technology throughout the world, notably those who do not have their own pre-existing technology yet. We try to provide them with a reusable technology that lowers the entrance barrier for them, making it easier to get started. This paper describes the MARY multilingual voice creation toolkit and it is organised as follows. We start in Section 2 with a brief review on the available open source toolkits for creation of synthetic voices. In Section 3 the MARY multilingual voice creation toolkit is described, the support for the creation of a new language and the voice building process are explained in detail. In Section 4 the strategy for quality control of phonetic labelling is explained. The experience with the toolkit is presented in Section 5 and conclusions are made in Section 6.

2. Open source voice creation toolkits

Among the open source voice creation toolkits available nowadays by far the most used system is Festival. The Festival Speech Synthesis Systems, on which Festvox is based, was developed at the Centre for Speech Technology Research at the University of Edinburgh in the late 90’s. It offers a free, portable, language independent, run-time speech synthesis engine for various platforms under various APIs. This tool has been developed in C++ and also includes some scripts in Festival’s Scheme programing language, it supports unit selection and HMM-based synthesis. Full documentation for creating a new voice from scratch is provided in the Festvox project (Black and Lenzo, 2007).

Another popular, free speech synthesis tool for non-commercial use (although no open source) that appeared in the 90’s is the MBROLA system. The aim of the MBROLA project, initiated by the TCTS Lab of the Faculté Polytechnique de Mons (Belgium), is to obtain a set of speech synthesizers for as many languages as possible, and provide them free for non-commercial applications. Their ultimate goal is to boost academic research on speech synthesis, and particularly on prosody generation. MBROLA is a speech synthesizer based on the concatenation of diphones, no source code is available but binaries for several platforms are provided. For creating a new voice a diphone database should be provided to the MBROLA team and they will process and adapt it to the MBROLA format for free. The resulting MBROLA diphone database is made available for non-commercial, non-military use as part of the MBROLA project (Dutoit et al., 1996).

FreeTTS is a speech synthesis system written entirely in the Java programming language. FreeTTS was written by the Sun Microsystems Laboratories Speech Team and is based on CMU’s Flite engine. Flite is a lite version of Festival and Festvox and requires these two programs for generating new voices for FreeTTS. The system currently supports English and several MBROLA voices (Walker et al., 2005). Epos is a language independent rule-driven text-to-speech

\(^1\)http://mary.dfki.de/
Figure 1: Workflow for multilingual voice creation in MARY TTS, more information about this tool can be found in: http://mary.opendfki.de/wiki/VoiceImportToolsTutorial
system primarily designed to serve as a research tool. Epos aims to be independent of the language processed, linguistic description method, and computing environment. Epos supports Czech and Slovak text to speech synthesis, can be used as a front-end for MBROLA diphone synthesiser and uses a client-server model of operation (Hanika and Horák, 2005).

eSpeak is a compact open source formant synthesiser, that supports several languages. eSpeak was developed in C++ and provides support for adding new languages. eSpeak can be used as a front-end for MBROLA diphone synthesiser (Duddington, 2010).

Gnuspeech is an extensible, text-to-speech package, based on real-time, articulatory, speech synthesis by rules. It includes Monet (Hill et al., 1995) a GUI-based database creation and editing system that allows the phonetic data and dynamic rules to be set up and modified for arbitrary languages. Gnuspeech is currently available as a NextStep 3.x version, and partly available (specifically Monet) as a version that compiles for both Mac OS/X and GNU/Linux under GNUStep (Hill, 2008).

One of the latest open source systems for developing statistic fully parametric speech synthesis is the HMM-based Speech Synthesis System (HTS), first version released in 2002. HTS and hts_engine API do not include any text analyser but the Festival system, the MARY TTS system, or other text analyser can be used with HTS. HTS and hts_engine are developed in C++. For the MARY TTS system the hts_engine has been ported to Java (Schröder et al., 2008). The development of a new voice with the HTS system is fully documented including training demos (Zen et al., 2006).

Most of the systems described above provide guidelines and recipe lists of the steps to follow in order to create a new voice, in most of the cases it is expected that the developer has a basic knowledge of the TTS system and speech signal processing and in some cases minimal programming skills. In MARY TTS, we have developed, in Java, a voice creation toolkit, that includes graphical user interfaces (GUIs) for most of the common tasks in the creation of a synthetic voice. This facilitates the understanding of the whole process and streamlines the steps. All the steps are documented in the MARY wiki pages (http://mary.opendfki.de/wiki) and there is also the possibility to get support subscribing to the MARY mailing list.

3. Toolkit workflow

The steps required to add support for a new language from scratch are illustrated in Figure 1. Two main tasks can be distinguished: (i) building at least a basic set of natural language processing (NLP) components for the new language, carrying out tasks such as tokenisation and phonemic transcription (left branch in Figure 1); (ii) and the creation of a voice in the new language (right branch in Figure 1). Whereas high-quality support of a language will usually require language-specific processing components, it is often possible to reach at least a basic support for a language using generic methods (Black and Lenzo, 2007). In the following two sections we briefly explain these two branches.

3.1. New language support

For creating a voice from scratch or creating a voice for a language already supported by MARY TTS, our workflow starts with a substantial body of UTF-8 encoded text in the target language, such as a dump of Wikipedia in the target language. After automatically extracting text without markup, as well as the most frequent words, the first step is to build up a pronunciation lexicon, letter-to-sound rules for unknown words and a list of function words. In the following the extraction of this information with the transcription GUI is explained.

Transcription GUI

Using the Transcription GUI, Figure 2, a language expert can transcribe as many of the most frequent words as possible using the allophone inventory. We use an XML file, allophones.xml, describing the allophones of the target language that can be used for transcription, providing for each allophone symbol phonetic features that are going to be used for characterising the phone later. The phonetic features described in the XML file are: vowel length, vowel height, vowel frontness and lip rounding for vowels, consonant type, place of articulation and consonant voicing for consonants; therefore this XML file has to be prepared manually by a language expert. Once the allophones.xml file is available for a target language the transcription GUI can be used in the following way. After the transcription
GUI loaded the most frequent words and a language expert has manually transcribed a number of words, a Train and Predict button can be used to automatically train a simple letter-to-sound algorithm, based on decision trees, and predict pronunciations for the untranscribed words in the list. Furthermore, as a simplistic approximation of a part-of-speech tagger (POS), it is possible to mark function words in the list. Although the POS tagger works for many languages, for morphological languages like Telugu there is the possibility to plug in instead a rule-based POS tagger or a rule-based phonemiser. This is possible thanks to the modular architecture in the MARY TTS system. With this minimal manual input for a new language, a simple NLP system can be built for a new language, using a generic tokeniser and a rule-based prediction of symbolic prosody.

3.2. Voice-building process

Once the NLP component has been developed, or they are already available in MARY TTS (which is the case for English, German, Turkish and Telugu), the task of creating a voice can be pursued (right branch in Figure 1). First, a recording script providing good diphone and prosodic coverage is selected from the text collection (Hunecke, 2007). Using the NLP components a Feature maker component annotates each sentence in the clean text database with diphone and prosody features to be used in a greedy selection. The resulting collection of sentences can be used as the recording script (selected sentences / script) for voice recordings with our tool Redstart. The recorded audio files can then be processed by our voice import tools which generate a unit selection and/or an HMM-based voice, as well as speaker-specific prediction components for acoustic parameters. If, during the voice-building process, force-aligned transcriptions were manually corrected, it is also possible to predict speaker-specific pronunciations. In the following these steps are explained in more detail.

3.2.1. Optimal text selection

Creating a recording script that provides a good diphone and prosodoc coverage is not a trivial task. In the MARY voice creation toolkit an algorithm using greedy methods is used for selection of sentences optimising coverage. Three parameters are taken into account: the units, coverage definition and stop criteria. Units are defined as vectors consisting of three features: phone, next phone and prosody property. The definition of coverage fixes what kind of units are wanted in the final set, in the current version all diphones and their prosodic variation are used. Other aspects like frequency weights, sentence length, features weight, etc can be set for optimising the coverage. The stop criteria is a combination of number of sentences, maximum diphone coverage and maximum prosody coverage (Hu-
3.2.2. Voice recording: Redstart

The MARY Redstart is a voice recording tool that includes a GUI shown in the left part of Figure 4. Once the recording script is ready by the optimal text selection, the user can import the script into Redstart. The tool displays sentences one by one and the speaker can read the visible sentence on the Redstart screen after a beep. The user is not only able to play the recorded waveform, but also able to display the speech signal and the corresponding spectrogram, pitch, and energy contours, right part of Figure 4. The tool automatically prompts if it detects temporal clipping on the recording. So the user can record again the sample if he is not satisfied.

3.2.3. Voice import components

The voice import tools combines an extensible list of components in an intuitive Graphical User Interface (GUI), Figure 5. The GUI design is primarily intended to facilitate the creation of new voices by users without expert knowledge on speech synthesis. The voice import components normally execute high quality freely available components specialised in a particular task, for example for automatic labelling we can use Festvox EHMM or for training HMM models we use the scripts provided by HTS adapted to the MARY TTS architecture. The user does not have to care about the tool’s configuration because the MARY voice building tool will suggest one (which the user can change if needed). In the following the voice import components are described in more detail.

**Feature extraction components**

For pitch extraction we use Praat (Boersma, 2001) and for pitch synchronous MFCC extraction we use the Edinburgh Speech tools (EST) (King et al., 2003).

**Automatic labelling components**

For automatic labelling we can use the Festvox EHMM (Black and Lenzo, 2007) or the Sphinx (Huang et al., 1993; Walker et al., 2004) labelling tool.

**Unit-selection synthesis components**

Classification and Regression Tree (CART) models used by the unit selection run-time system are trained with the wagon tool from EST. The CARTDurationModeller and the CARTF0Modeller components are used for building the acoustic models for F0 and duration. The MARY unit selection algorithm combines the usual steps of pre-selecting candidate units, a dynamic programming phase combining weighted join costs and target costs, and a concatenation phase joining the selected units into an output audio stream. In the current version, a very small pre-selection tree is manually specified and can pre-select units, e.g., by their phone or diphone identity (Schröder et al., 2009). A beam search is used in the dynamic programming step to keep processing time low. After successful execution of the unit

---

necke, 2007). Additionally the selection of sentences using the previous algorithm can be combined with manual check. A synthesis script GUI, Figure 3, allows a user to check the sentences already selected, discard some (or all) and select and add more sentences. As said, the procedure start with the big wikipedia dump that includes all the articles available in a particular language. If the case is to design a domain specific TTS, at the moment, the only way to select sentences in a specific domain or jargon is manually through the SynthesisScriptGUI. However another possibility (not implemented yet) could be to restrict the Wikipedia articles to a particular topic like sports, chemistry, etc.

Figure 4: Redstart: MARY voice recording tool, more information about this tool can be found in:
http://mary.opendfki.de/wiki/RedStart
selection voice building components, an installation component will copy all the necessary unit selection voice files of the new voice to the MARY TTS platform.

**HMM-based synthesis components**

For creating HMM-based voices we use a version of the speaker dependent training scripts provided by HTS (Zen et al., 2006) that was adapted to the MARY TTS platform. For the MARY TTS platform these training scripts have been modified to use (i) context features predicted by the MARY text analyser, (ii) include global variance and (iii) include features for generation of mixed excitation. As in the original HTS scripts we also use here the SPTK (Imai et al., 2009) and Snack (KTH, 2006) tools for extracting features with the HMMVoiceMakeData$^3$ component. In the same way, a HMMVoiceMakeVoice component use the HTK tool patched with the code provided by HTS to train HMMs. After successful execution of the HMM-based voice building components, an installation component will copy all the necessary HMM-based voice files of the new voice to the MARY TTS platform.

4. Quality control

In unit selection and HMM-based speech synthesis systems, accurate phonetic segmentation (labelling) is required to ensure quality of speech. The quality of labelling determines the quality of units, which might be affected by a range of problems including misaligned phone boundaries, mismatches between the phones that are labelled and that are pronounced, and the presence of background noise. Estimating the quality of individual units in the database is a key issue in order to reduce the amount of manual correction effort or as a criteria to apply when choosing a unit during synthesis. This toolkit provides a component to estimate the quality of labelling using a statistical model cost measure, comparing recorded phones to “average” acoustics as generated by an HMM synthesis model trained on the same data (Pammi et al., 2009). This component estimates quality of individual phonetic segments. When a human inspects the labels in the order given by this component, more errors can be found in a given time than with simple linear inspection.

5. Experience with the toolkit

The toolkit has been successfully applied to the creation, from scratch, of Turkish, Mandarin Chinese, British English and Telugu text-to-speech systems at DFKI. In the case of the creation of the Turkish voice the selection of sentences (1170 sentences, approximately 1 hour and 38 minutes of recording) and the semi-automatic transcription of word pronunciations (approximately 500 words) took around 2 weeks, the recordings were done in two days and the creation of a Turkish unit selection voice took between one and two days to a member of the MARY team. The creation of a Turkish HMM-based voice took approximately two days, also to a member of the MARY team.

The performance of the MARY unit selection voices in the 2009’s Blizzard Challenge participation is significantly better than average and only two systems were performing better than MARY (Schröder et al., 2009). The toolkit has also served as the basis for the support of Mandarin Chinese in the Blizzard Challenge participation. For Mandarin Chinese, we have managed to create a relatively intelligible voice that sounds reasonably natural. This demonstrates the multilingual support of the MARY voice creation toolkit.

We believe that having an up and running system there is a lot of room for improvement specially for experts on the language (none of the MARY team that developed this voice speaks any Mandarin Chinese).

The toolkit has also been used on the creation of voices for the MARY TTS platform in the languages already supported by MARY, English (US and British) and German. The unit selection and HMM-based voices available in MARY 4.0 are presented in Table 1.

The MARY voice creation toolkit was released with MARY TTS version 4.0 in December 2009. Since its release the number of downloads is already more than 6700. We have also registered more activity on the MARY users mailing list on questions regarding the creation of new voices. The number of registered members in the MARY users mailing list is around 150, several people are already using the voice creation toolkit.

6. Conclusions

We have presented a multilingual voice creation toolkit that supports the user in building voices for the open source MARY TTS platform, for two state of art speech synthesis technologies: unit selection and HMM-based synthesis. For languages not yet supported by MARY TTS, the toolkit provides the necessary tools and generic reusable run-time system modules for adding support for a new language. The languages already supported by the toolkit are German, US English, GB English, Turkish and Telugu for which the latest version of MARY TTS (Version 4.0) provide unit selection and HMM-based voices freely available.

---

$^3$http://mary.opendfki.de/wiki/HMMVoiceCreationMary4.0

$^4$http://www.semaine-project.eu/
| Language     | Gen. | Name                      | Unit select | HMM-based |
|--------------|------|---------------------------|-------------|-----------|
| German       | M    | bits3                     | X           | X         |
|              | M    | dfki-pavoque-neutral      |             |           |
| US English   | F    | cmu-slt                   | X           |           |
| GB English   | M    | dfki-obadiah              | X           |           |
|              | F    | dfki-poppy                | X           |           |
|              | F    | dfki-prudence             |             |           |
|              | M    | dfki-spike                |             |           |
| Turkish      | M    | dfki-ot                   | X           | X         |
| Telugu       | F    | cmu-nk                    | X           |           |

Table 1: Voices freely available in the MARY TTS system version 4.0. Gen.: gender (M) male, (F) female. The GB English voices are expressive voices build for the SEMAINE project and all the other voices are normal/neutral speaking style.

The toolkit is mainly intended to be used by research groups on speech technology throughout the world, notably those who do not have their own pre-existing technology yet. We try to provide them with a reusable technology that lowers the entrance barrier for them, making it easier to get started. The whole process of creating a synthetic voice is fully documented in the MARY wiki pages and there is also the possibility to get support subscribing to the MARY mailing list.

Our experience with the toolkit has demonstrated that it enables rapid development of new voices with good quality. The MARY TTS results obtained in the latest Blizzard Challenge are encouraging.

Future improvements are planned on the level of individual component technologies. For example, signal processing techniques can be used to reduce the amount of audible concatenation artifacts in unit selection voices. More sophisticated prosody models may be able to improve the naturalness of the synthetic speech, especially for HMM-based voices. As core technologies, these improvements will benefit the quality of MARY voices independently of their language.
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