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Conventionally, physics-based models are used for power system state estimation, including Weighted Least Square (WLS) or Weighted Absolute Value (WLAV). These models typically consider a single snapshot of the system without capturing temporal correlations of system states. In this thesis, a Physics-Guided Deep Learning (PGDL) method incorporating the physical power system model with the deep learning is proposed to improve the performance of power system state estimation. Specifically, inspired by Autoencoders, deep neural networks (DNNs) are utilized to learn the temporal correlations of power system states. The estimated system states are checked against the physics law by a set of power flow equations. Hence, the proposed PGDL approach is both data-driven and physics-based. The proposed method is compared with the traditional methods on the basis of accuracy and robustness in IEEE standard cases. The results indicate that PGDL framework provides more accurate and robust estimation for power system state estimation.
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CHAPTER 1: INTRODUCTION

Modern electric grid is a complex and highly interconnected system. As an incredibly important system, the operating states should be constantly monitored, which is performed by a state estimator in an energy management system (EMS). It receives raw measurements from a Supervisory Control and Data Acquisition (SCADA) system. Generally, these measurements consist of voltage magnitudes, real and reactive power injections at buses and real and reactive power flows in lines. Given these measurements, state estimator generates reliable estimates of current system states which are critical inputs for other applications, such as optimal power flow and contingency analysis. Thus, an accurate and robust state estimator is vital in EMS. However, the challenge of power system state estimation is that the measurements acquired from SCADA system are subject to noise caused by the instrument or communication, or even gross errors in some cases.

To solve the problem, Fred C. Schweppe et al. proposed static-state estimation in 1970 [1, 2]. The algorithm they proposed uses the redundancy of measurements to filter the errors and achieve a reasonable estimation of system states. As a highly non-linear problem, state estimation commonly achieves the optimal solution by iteration. The Phasor Measurement Unit which is a new technique of measuring bus voltage and power flow is able to linearize the state estimation problem and hence, solve the problem without iteration [3]. Nevertheless, PMUs are not extensively spread in power grid. Therefore, state estimation keeps non-linear in this thesis.

The commonly used methods for power system state estimation are Weighted Least Square (WLS) and Weighted Least Absolute Value (WLAV). WLS is an iterative algorithm to estimate the states by minimizing the square of difference between actual measurements and estimated measurements. It is widely adopted in industrial field thanks to its computational efficiency. However, it is not robust to outliers (bad data). When there are bad data in the measurements, based on which the
estimated states of WLS can significantly deviate from the true states. Therefore, a post-processing procedure is required to identify and remove the bad data, which is extremely time-consuming. As for the WLAV, it overcomes the drawback of WLS and is robust to outliers by minimizing the \( L_1 \) norm between actual measurements and estimated measurements. WLAV can be solved by standard techniques such as Interior Point and Simplex. However, the shortcoming of WLAV is the computational efficiency. It takes longer time than WLS to solve the state estimation problem. Moreover, it fails when there are error present in leverage measurements [4].

In this paper, a framework termed as Physics-Guided Deep Learning (PGDL) is proposed to explore the possibility of applying deep learning in power system state estimation. The past decade has seen dramatic progress in the field of machine learning [5]. Deep learning has been applied in computer vision, speech recognition, natural language process, and many other areas [6]. As a notable example, AlphaGo developed by Google Deepmind employs deep reinforcement learning and became the first computer program to defeat a professional human Go player [7]. With these achievements in computer science, the question arises on how to bridge machine learning with power systems.

In the power industry, machine learning has been used for load forecasting [8, 9]. In such application where the underlying physical models are unknown, machine learning presents a powerful tool to perform predictive analytics. However, most applications in power system analysis have concrete physical models (e.g. power flow equations) and machine learning may fall short compared to model-based approaches.

The proposed PGDL state estimator explores the temporal correlations between system states. In contrast to black-box modeling, the proposed PGDL is both data-driven and first-principle-based. Specifically, the true dynamics of power system state are unknown and difficult to model due to exogenous factors such as weather and customer behaviors. Therefore, we adopt the latest
development in machine learning and apply deep neural networks to learn the state dynamics and correlations. The estimated system states are checked against physics law by running through a set of power flow equations. The proposed PGDL state estimation method has been tested in standard IEEE cases. The performance improvement is clearly seen from the numerical results.

This thesis is organized as follows: Chapter 2 presents an overview of WLS and WLAV methods. Chapter 3 presents the machine learning framework and the proposed PGDL model for state estimation. In Chapter 4, the performance of PGDL model is evaluated in IEEE 14-bus and IEEE 118-bus systems. Chapter 5 discusses the findings from our study and provides concluding remarks.
CHAPTER 2: FORMULATIONS OF STATE ESTIMATION

In this chapter, an overview of WLS and WLAV in power system state estimation is presented, including the formulations and solution techniques.

Introduction

Power system state estimation is such an application backed by detailed physical models. In order to identify the current system states, state estimators provide reliable estimate using measurements collected from SCADA system [1]. The measurement data usually consist of real and reactive power injections, real and reactive power flows, and bus voltage magnitudes, while the state vector contains the voltage magnitudes and phase angles at all buses. Due to instrument errors and communication noises, a stochastic error term needs to be incorporated. State estimation aims to obtain true states by maximizing the likelihood of estimated states, equivalent to minimizing the residuals between estimated and actual measurements.

Specifically, the physical model of power system can be represented by

\[ z = h(x) + \varepsilon \]  \hspace{1cm} (2.1)

where \( h(\cdot) \) is the non-linear functions relating measurements \( z \) to states \( x \), and \( \varepsilon \) denotes the measurements error vector [4]. Given redundant measurements \( z \) to estimate the states \( x \), it can be
expressed as an optimization problem shown as below:

\[
\min_x J(z - h(x))
\]

s.t. \( g(x) = 0 \)
\[c(x) \leq 0 \tag{2.2}\]

where \( J(\cdot) \) is the objective function, and \( g(\cdot) \) and \( c(\cdot) \) are constraints. The difference between WLS and WLAV is the objective function \( J(\cdot) \).

Weighted Least Square

WLS-based state estimation will determine the optimal states by minimizing the weighted residuals:

\[
\min_{\hat{x}} J(x) = [z - h(\hat{x})]^T R^{-1} [z - h(\hat{x})] \tag{2.3}
\]

where \( R \) is the measurement covariance matrix, and \( R^{-1} \) represents the weight matrix which indicates the accuracy of particular measurement. At the minimum of (2.3), the first-order optimality conditions are satisfied, which can formulated as:

\[
g(x) = \frac{\partial J(x)}{\partial x} = -H^T(x)R^{-1}[z - h(x)] = 0 \tag{2.4}
\]

where \( H(x) \) is the Jacobian matrix of \( h(\cdot) \). The solution of highly non-linear problem (2.3) can be obtained by solving (2.4), which usually can be solved by an iterative technique known as Gauss-Newton method.
Typically, Gauss-Newton algorithm is adopted to solve the non-linear WLS problem. Expanding the function $g(\cdot)$ into Taylor series around the current solution and neglecting the higher order terms gives:

$$g(x) = g(x_i) + \frac{\partial g(x_i)}{\partial x}(x - x_i) = 0$$

(2.5)

The solution of (2.5) is:

$$x_{i+1} = x_i - [G(x_i)]^{-1}g(x_i)$$

(2.6)

where $i$ is the iteration index, $x_i$ is the solution vector at $i$th iteration, $G(x_i) = \frac{\partial g(x_i)}{\partial x}$ is called the Gain Matrix. This can be solved by iterative updates of $x$ in (2.6) until a certain tolerance is achieved.

The iterative Gauss-Newton method for WLS-based state estimation can be outlined as follows:

1. Initialize the state vector $x_0$ (usually, a flat start) and set iteration index 0.
2. Calculate $h(x_i), H(x_i)$.
3. Calculate $G(x_i)$ using the results of step 2.
4. Solve (2.6) to obtain $x_i$
5. Test for convergence. If $x_{i+1} - x_i$ is smaller than the tolerance, stop. Else, update $x$ and iteration counter and go to step 2.

Weighted Least Absolute Value

Taking advantage of the inherent ability of Least Absolute Value (LAV), the WLAV method of state estimation is developed as a more robust way to outliers. It tries to estimate the states by minimizing $L_1$ norm between the actual measurements and the estimated measurements. The
objective function of WLAV can be expressed as:

$$\min_x J(x) = \sum_{j=1}^{m} W_j |r_j|$$  \hspace{1cm} (2.7)$$

s.t. \hspace{0.5cm} r = z - h(x)$$

where $r$ is measurement residual vector and $W_j$ is the reciprocal of the error variance for $j^{th}$ measurement. The states obtained by solving (2.7) will strictly satisfy a set of selected measurements (the number of measurements is equal to the total number of states). The remaining measurements will be filtered out with their nonzero residuals. Therefore, WLAV is more robust to outliers relative to WLS counterpart.

The WLAV estimation problem (2.7) can be formulated as a linear programming (LP) problem, and solved by the well-developed LP methods. Let $\xi$ be defined:

$$|r_i| \leq \xi, \hspace{0.5cm} 1 \leq i \leq m$$

Now, this inequality can be changed to two equalities by introducing two non-negative slack variables $l_i$ and $k_i$:

$$r_i - l_i = -\xi_i$$

$$r_i + k_i = \xi_i$$

Let $u_i = \frac{1}{2} l_i$ and $v_i = \frac{1}{2} k_i$, then:

$$u_i - v_i = r_i$$

$$u_i + v_i = \xi_i$$

We know that (2.1) can be linearized as:

$$H_x \Delta x + \xi = \Delta z$$  \hspace{1cm} (2.8)$$
where $H_x$ is the Jacobian Matrix at point $x$. Let $\Delta x^u$ and $\Delta x^l$ defined such that they are non-negative and $\Delta x = \Delta x^u - \Delta x^l$. Then, (2.7) can be rewritten in terms of new variables:

$$
\min_x J(x) = \sum_{j=1}^{m} W_j (u_i + v_i)
$$

\text{s.t. } h(\Delta x^u - \Delta x^l) + u - v = \Delta z

$$
\quad u, v, \Delta x^u, \Delta x^l \geq 0
$$

(2.9)

The WLAV-based state estimation is solved by obtaining the solutions of LP problem (2.9). The equivalence between WLAV and LP was presented in [10]. The LP problem (2.9) can be solved using well-developed methods such as Simplex or Interior Point(IP). In this thesis, IP solver [11] will be employed to solve the WLAV state estimation problem.
CHAPTER 3: PHYSICS-GUIDED DEEP LEARNING FRAMEWORK

Typically, power system conditions are constantly changing due to weather, customer behaviors, and other events. Therefore, system states are also correlated from time to time, i.e., temporal correlations exist between states at different times. Nevertheless, the state dynamics and correlations are very difficult to explicitly model because the underlying physics is unknown with random behaviors involved. Therefore, the first-principal-based single-snapshot state estimation is not capable of capturing the full dynamics of power system.

In this thesis, a PGDL state estimator is proposed to explore the temporal correlations between system states. In contrast to black-box modeling, the proposed PGDL is both data-driven and first-principle-based. Specifically, the true dynamics of power system state are unknown and difficult to model due to exogenous factors such as weather and customer behaviors. Therefore, latest development in machine learning and deep neural networks are employed to learn the state dynamics and correlations. The estimated system states are checked against physics law by running through a set of power flow equations.

Machine Learning Framework

The motivation behind our study is that machine learning may be able to learn temporal correlations among different states. The proposed deep-learning based framework is described in Fig. 3.1.
In a power system, load is constantly changing due to underlying causes such as weather and customer behaviors. Assume that the load at time $t$ ($d_t$) is correlated with load at time $t - 1$ ($d_{t-1}$), denoted by $d_t = \ell(d_{t-1})$. This load correlation is translated to state correlation through the complex operations of the power system to balance load and generation. The state correlation is represented by $x_t = f(x_{t-1})$, where $f(\cdot)$ denotes the nonlinear nature of power system operations. The correlations among state variables are then translated to measurement correlations through the nonlinear physical power flow model, denoted by $z_t = g(z_{t-1})$. The temporal correlations of

Figure 3.1: Deep-Learning based framework to capture state correlations
measurement data should be considered when estimating states, whereas a single-snapshot state estimation lacks this consideration.

If we consider state estimation as an optimization problem, the traditional method is formulated as in Eq. (2.3), which minimizes the estimation errors for one time shot. On the contrary, the state estimation with temporal correlations is formulated as a look-ahead optimization problem:

$$
\min_{\hat{x}_t} \sum_t [z_t - h(\hat{x}_t)]^T R^{-1} [z_t - h(\hat{x}_t)]
$$

s.t. \( \hat{x}_t = f(\hat{x}_{t-1}) \) \hspace{1cm} (3.1)

Note that the true dynamics of states \( f(\cdot) \) is unknown and difficult to mathematically model. Therefore, the modeling of state correlations is challenging. This motivates a data-driven approach that learns the dynamics through historical data. A Deep Neural Network (DNN) with sufficient learning capacity is suitable for the large amount of data in a power system. The PGDL framework uses DNN to learn the temporal correlations of state variables while incorporating the physical model.

Physics-Guided Deep Learning

The PGDL model that incorporates historical data and the physical power flow model is proposed in this section. This hybrid learning method employs deep neural networks to learn the state correlations, yet considers physical flow in a power system.

**Physics-Guided Learning Architecture**

A hybrid machine learning model is proposed inspired by the emerging Autoencoder in the Artificial Intelligent (AI) field. As shown in Fig. 3.2, an Autoencoder is a neural network that is
trained to copy its input to its output [6]. Internally, it has a hidden layer that divides the neural network into two parts: encoder and decoder. The Autoencoder is initially designed for dimension reduction so that the number of features can be reduced to represent a system. To apply Autoencoders in state estimation, the measurement $z$ is fed into the encoder, and the hidden layer output is the estimated system states $\hat{x}$, which can be considered as features to represent the power grid. The estimated states $\hat{x}$ then go through the decoder to output the reconstructed measurement data $\hat{z}$. In the context of power system state estimation, measurement $z$ come from the SCADA system consisting of real and reactive power injection at each bus ($P_i$ and $Q_i$ for bus $i$), and real and reactive power flow on each transmission line ($P_{ij}$ and $Q_{ij}$ for line $ij$). Estimated values of these measurements are denoted by $\hat{z}$. System states $x$ consists of voltage magnitude and angle at each bus ($V_i$ and $\theta_i$ for bus $i$). The corresponding estimated system states are denoted by $\hat{x}$.

![Autoencoder for state estimation](image)

Figure 3.2: Autoencoder for state estimation

Using Autoencoder for state estimation would be a pure data-driven method without explanatory
models. However, with the domain knowledge of power systems, we could improve the Autoencoder by incorporating the first principles in the power grid. The proposed physics-guided learning is both data-driven and first-principle-based.

Fig. 3.3 depicts the physics-guided learning architecture. At time $k$, the DNN input is the measurement set $z^k = [z^k_1, z^k_2, \ldots, z^k_m]^T$ and the output is the corresponding estimated state vector $\hat{x}^k = [\hat{x}^k_1, \hat{x}^k_2, \ldots, \hat{x}^k_n]^T$ ($m$: the number of measurements, $n$: the number of states). The state vector comprises voltage magnitude and angle at each bus.

![Figure 3.3: Hybrid Learning Structure](image)

The state estimation then will go through the physical measurement model consisting power flow equations (3.2). As a result, estimated measurement vector $\hat{z}$ is generated. To train the DNN, the loss function is the cumulative differences between actual and estimated measurement vectors. This error is back-propagated through the physical model layer and the neural network layers, so
that weights and biases of the neural net will be adjusted accordingly.

\[
P_i = \sum_{j=1}^{N} V_i V_j (G_{ij} \cos(\theta_i - \theta_j) + B_{ij} \sin(\theta_i - \theta_j))
\]

\[
Q_i = \sum_{j=1}^{N} V_i V_j (G_{ij} \sin(\theta_i - \theta_j) + B_{ij} \cos(\theta_i - \theta_j))
\]

\[
P_{ij} = -V_i^2 G_{ij} + V_i V_j (G_{ij} \cos(\theta_i - \theta_j) + B_{ij} \sin(\theta_i - \theta_j))
\]

\[
Q_{ij} = -V_i^2 B_{ij} + V_i V_j (G_{ij} \sin(\theta_i - \theta_j) - B_{ij} \cos(\theta_i - \theta_j))
\]

where:
- \(V_i\) is the voltage magnitude at bus \(i\)
- \(P_i\) is the real power injection at bus \(i\)
- \(Q_i\) is the reactive power injection at bus \(i\)
- \(P_{ij}\) is the real power flow from bus \(i\) to bus \(j\)
- \(Q_{ij}\) is the reactive power flow from bus \(i\) to bus \(j\)
- \(G_{ij}\) is the real part in admittance matrix
- \(B_{ij}\) is the imaginary part in admittance matrix

**Data and Training Flow**

The implementation details are described in Fig. 3.4. The PGDL model consists of multiple stages: data acquisition, initialization, pre-training, validation, and online estimation.

First, measurement data are acquired. In our case studies, the data come from simulations, but in reality, the data are acquired from the SCADA system. The data are then divided into the training set, validation set, and testing set. The training data are used to train the DNNs. For the pre-training stage, different learning rates and initialization methods are used. Note that the pre-training is an offline batch training, where the losses are calculated and back-propogated through
the neural networks for the update of the weights. After the DNNs are trained, validation data are used to assess the overall performance of the DNNs. If the performance is satisfied, go on to online estimation with new data coming in. Otherwise, go back and optimize the DNN parameters and repeat the process.

Figure 3.4: PGDL flowchart
Deep Neural Networks

Deep neural networks are used as the encoder to map the nonlinear relationship of measurement $z$ and states $x$. It is well-known that neural networks has the universal approximation capability to approximate nonlinear functions [12]. In this paper, two typical deep neural networks are studied: Feedforward neural nets (FFNN) and Long short-term memory (LSTM) neural nets.

Feedforward Neural Nets

A multi-layer FFNN is first utilized to learn the true dynamics among system states. As shown in Fig. 3.5, the input layer has $m$ neurons, where $m$ is the number of elements in a measurement set. The width and depth of network will be determined by the complexity of the power system. The output layer has $n$ neurons, where $n$ is the number of estimated state variables. Usually, $n = 2 \times N - 1$, $N$ is the number of buses in the power system. For the hidden layers, the hyperbolic tangent ($\tanh$) activation functions are exploited. It is proved that the hyperbolic tangent networks, unlike the sigmoid, do not suffer from the saturation behavior of the top hidden layers due to its symmetry around 0 [13].

Regarding the IEEE 14-bus and IEEE 118-bus systems used in this paper, the details of FFNN structure are shown in Table 3.1.

|       | input layer | hidden layers       | output layer |
|-------|-------------|---------------------|--------------|
| IEEE14| 30          | 128*128*64          | 27           |
| IEEE118| 330         | 512*512*512*512*512 | 235          |
Note that FFNN only takes the measurement at time $t$ as input, and hence does not specifically learn the temporal correlations. FFNN is chosen as a comparing model to test the hypothesis that adding temporal learning capability in the encoder DNN would enhance the overall performance of system estimation. This hypothesis is verified in the numerical results.

**LSTM Neural Nets**

LSTM networks are Recurrent Neural Network (RNN) that is suitable to capture the state dynamics [14]. Unlike conventional RNNs, blueLSTM can alleviate the exploding and vanishing gradient problems due to the memory cell and gating mechanism [15]. A common LSTM unit comprised of a memory cell and three gates is described in Fig. 3.6.

For a single LSTM unit, the inputs are the measurement vector $z_t$ at time $t$ and hidden vector $h_{t-1}$ from last time step, while the output is $h_t$. There are three gates, input gate $i$, forget gate $f$, and output gate $o$. The LSTM unit will learn the dependencies between the data in the input sequence.
The input gate manages the values flowing into the memory cell from the inputs. The forget gate determines which part is passed to the next step. As for the output, it is a product of the result of output gate and the activation of the memory cell. The mathematical expressions of LSTM are given as follows:

\[ f_t = \sigma(W_f z_t + U_f h_{t-1} + b_f) \]
\[ i_t = \sigma(W_i z_t + U_i h_{t-1} + b_i) \]
\[ c_t = f_t \odot c_{t-1} + i_t \odot (\tanh(W_c z_t + U_c h_{t-1} + b_c)) \]
\[ o_t = \sigma(W_o z_t + U_o h_{t-1} + b_o) \]
\[ h_t = o_t \odot \tanh(c_t) \]

where \( W_s \) and \( U_s \) are weights that connect different layers, while \( b_f, b_i, b_c, b_o \) are the biases with each individual gate. \( \sigma(\cdot) \) represents the sigmoid activation function, and \( \tanh \) is the hyperbolic tangent function.

![Figure 3.6: LSTM Structure](image)

To improve the learning capability, multiple LSTM units are stacked as shown in Fig. 3.7 and the
last layer is a fully connected linear layer. Note that the input of LSTM is also the measurement at time $t$, but because of its recurrent nature, all previous time steps are implicitly considered. Fig. 3.7 shows an unrolled LSTM in time, where it is two dimensional in time and space.

For the IEEE cases in this paper, Table 3.2 provides the details of stacked LSTM network configuration.

![Stacked LSTM](image)

Figure 3.7: blueStacked LSTM unrolled in time
Table 3.2: Structures of stacked LSTM in IEEE test cases

|         | Stacked LSTM | Linear Layer |
|---------|--------------|--------------|
|         | input size   | num_layers*hidden_size |   |
| IEEE14  | 30           | 2*128        | 27 |
| IEEE118 | 330          | 2*512        | 235|

Training Procedure

The training procedure of two DNNs consists of multiple implementation steps including network configuration and initialization, defining loss functions and regularization, and selecting proper learning algorithms and learning rates.

The performance of DNNs can vary depending on the configuration and initialization. For each dataset, we run DNNs with 20 different configurations and random seeds, and select the DNNs with the best performance on the validation data, in order to achieve reliable online estimation for the test data. For the initialization, several methods are attempted including random initialization, uniform initialization, and Xavier initialization [13]. The neural networks are then trained using target values of voltage angels and magnitudes equal to $[0, 0, \cdots, 1, 1, \cdots, 1]^T$, which is similar to the flat start in WLS state estimation.

The loss function needs to be defined to train and update weights and biases of DNNs. Cumulative mean square error (MSE) loss function is used as in equation (3.3).

$$L = \frac{1}{m} \sum_t [z_t - \hat{z}_t]^T[z_t - \hat{z}_t]$$ (3.3)

For online training and estimation, a regularization technique is implemented to maintain the stability of the trained DNNs. A $L^2-SP$ penalty [16] is added to encourage similarity with the
starting point, i.e., the parameters of pre-trained model. The loss function with $L^2 - SP$ penalty can be formulated as (3.4).

$$
L = \frac{1}{m} [z - \hat{z}]^T [z - \hat{z}] + \| w - w^0 \|
$$

(3.4)

where $w^0$ is the parameter vector of the pre-trained DNNs.

The loss is then backpropagated through the physical model layer as well as the neural net layer. Hence, the chain rule is expressed by:

$$
\frac{\partial L}{\partial w} = \frac{\partial L}{\partial \hat{z}} \frac{\partial \hat{z}}{\partial \hat{x}} \frac{\partial \hat{x}}{\partial w}
$$

(3.5)

$$
w^{\text{new}} = w^{\text{old}} - \eta \frac{\partial L}{\partial w}
$$

(3.6)

Here $\eta$ is the learning rate. In this work, a constant learning rate, a decayed learning rate, and a cyclical learning rate are attempted to improve the performance [17]. The update of weights and biases is based on the gradient-descent algorithm [18]. Specifically, mini-batch gradient descent is employed to pre-train the DNN models. For online training and estimation, stochastic gradient descent is used to continuously update model parameters as new data points come in.
CHAPTER 4: NUMERICAL RESULTS

In this section, the proposed PGDL is implemented in two standard IEEE power systems. The performance is evaluated and compared with conventional WLS-based and WLAV-based state estimation in terms of accuracy and robustness. The performance measure is Mean Absolute Estimated Error (MAEE):

$$MAEE = \frac{1}{N} \sum_{k=1}^{N} |\hat{x}_k - x_k|$$

(4.1)

where \(N\) is the total number of buses, \(\hat{x}_k\) and \(x_k\) are the estimated and real state values (voltage magnitude or voltage angle) at the \(k^{th}\) bus. The simulation is carried out in a predefined time period, and the mean and standard deviation of the MAEEs are compared.

Simulation Setup

The simulation data are generated in IEEE 14-bus and IEEE 118-bus systems. The load profile is downloaded from NYISO and scaled down for the two systems [19]. A one-day normalized load profile with 5-minute time interval is given in Fig. 4.1.
The true states and measurement vectors are generated using MATPOWER 6.0 [20]. The states consist of voltage magnitude and angle of each bus, which are 27 and 235 for the 14-bus and 118-bus system respectively (the voltage angle of reference bus is 0).

After obtaining the measurement vectors $\bar{z}$ including $[V, P_i, Q_i, P_{ij}, Q_{ij}]^T$ from MATPOWER, white Gaussian noises are added to form the noised measurements $z = \bar{z} + a\sigma$ where $a \sim \mathcal{N}(0, 1)$. The number of each measurement and standard deviation are shown in Table 4.1. Note that the number of measurements is greater than the number of states to ensure the observability [21].
Table 4.1: Measurement vectors of IEEE test systems

| measurements | IEEE14 | IEEE118 | standard deviation $\sigma_i$ |
|--------------|--------|---------|-----------------------------|
| $V$          | 1      | 1       | 0.004                       |
| $P_i$        | 7      | 118     | 0.01                        |
| $Q_i$        | 5      | 118     | 0.01                        |
| $P_{ij}$     | 7      | 44      | 0.008                       |
| $Q_{ij}$     | 10     | 49      | 0.008                       |

The time horizon of dataset is 4 months, i.e., 34560 data points with 5-minute time interval. The first two month with 17280 data points are split into two part: training (70%) and validation (30%). The training data are used in both initialization and pre-training stages. The validation data are used to validate the PGDL performance. The remaining two months data are used for online training and state estimation, and the performance of the last day (288 data points) is reported for comparative study.

Performance Analysis - Accuracy

The MAEEs for IEEE 14-bus system are presented in Figs. 4.2 and 4.3. It is observed that WLS has the largest variations of estimation errors. In contrast, FFNN and LSTM result in small error variations. In terms of accuracy, the two neural networks also have smaller average MAEEs. To compare the two neural net configurations, we found that while the average MAEEs are about the same, LSTM has lower standard deviation of errors than FFNN.
Figure 4.2: MAEEs of voltage magnitudes in IEEE 14-bus system

Figure 4.3: MAEEs of voltage angles in IEEE 14-bus system
For detailed analysis, the mean and standard deviation are described in Table 4.2. Generally, WLS has the highest average error for voltage magnitude and angle while two deep-learning based models are more accurate. FFNN and LSTM also have lower standard deviation of MAEE indicating more stable performance throughout the testing period. We also notice that the improvement of voltage magnitude estimation is more significant than voltage angle estimation.

| IEEE14 | Mean(MAEE) | SD(MAEE) |
|--------|------------|----------|
|        | V          | θ        | V          | θ        |
| WLS    | 0.0046     | 0.0059   | 0.0022     | 0.0029   |
| FFNN   | 0.0017     | 0.0044   | 0.0008     | 0.0023   |
| LSTM   | 0.0021     | 0.0037   | 0.0006     | 0.0014   |

To generalize the proposed approach, IEEE 118-bus system is used to test the performance in a larger system. Figs 4.4 and 4.5 provide a graphical illustration of the MAEEs between WLS and two DNN-based methods. It is clearly seen that LSTM provides the best estimates for voltage magnitudes, while FFNN performs the best for voltage angles. Table 4.3 shows a statistical comparison of WLS and two DNN-based approaches. Overall, DNN-based methods outperform WLS. LSTM performs significantly better on voltage magnitude, while its performance of voltage angle estimation are on par with WLS. On the other hand, The DNN-based method are much more stable than WLS estimation with lower error variance.
Figure 4.4: MAEEs of voltage magnitudes in IEEE 118-bus system

Figure 4.5: MAEEs of voltage angles in IEEE 118-bus system
Table 4.3: Mean and standard deviation of MAEEs in IEEE 118-bus system

| IEEE118 | Mean(MAEE) | SD(MAEE) |
|---------|------------|----------|
|         | V          | θ        | V          | θ          |
| WLS     | 0.0032     | 0.0021   | 0.0021     | 0.0007     |
| FFNN    | 0.0018     | 0.0015   | 0.0008     | 0.0004     |
| LSTM    | 0.0011     | 0.0021   | 0.0004     | 0.0005     |

Performance Analysis - Robustness

A state estimator is considered statistically robust if the estimated state withstand deviations of measurements [4]. The robustness of PGDL is compared to WLS and the more robust WLAV. It is known that WLAV attempts to find the estimated states by minimizing the $L_1$ norm between acquired measurements and estimated measurements, which is equivalent to a LP problem [4, 22]. In this thesis, WLAV state estimator is implemented using IPOPT [23].

To test the robustness, 2% - 3% of measurements are randomly selected and replaced with bad data. The results of the last day are used to validate the robustness. Three bad data scenarios are considered:

- **Scenario 1**: The magnitudes of selected measurements are contaminated with 20 times of standard deviation.
- **Scenario 2**: The selected measurements are set to zero, representing missing data in reality.
- **Scenario 3**: The signs of selected measurements are reversed, representing mis-communication in reality.

For each scenario, multiple simulation runs are conducted and each run has 24 hours (288 observations) of single system snapshots.
For the IEEE 14-bus system with 30 measurements, 50 simulation runs are conducted with 2 bad data points randomly selected for each run. Note that both WLS and WLAV have non-converging cases. For example, WLS has 1, 7, and 11 non-converging cases for three scenarios respectively, while WLAV has 1 non-converging case for scenario 1. Note that PGDL methods will always produce results without convergence concerns. We remove non-convergence cases for WLS and WLAV, and report the results in Fig. 4.6. It is observed that LSTM-based model outperforms the others in all three scenarios. The LSTM-based model produces the lowest median in errors and smaller inter-quartile range compared to WLS and WLAV. Surprisingly, FFNN shows the worst performance in all four methods, but note that this is because non-converging cases are not counted in WLS and WLAV.

![Figure 4.6: MAEE distribution with bad data in IEEE14](image)

For the IEEE 118-bus system with 330 measurements, 20 simulation runs are conducted with 5 bad data and 10 bad data randomly selected respectively. The results are reported in Fig. 4.7. One can see that the overall performance of LSTM is reasonably good compared to other methods. In all three scenarios, LSTM has the lowest average errors while WLAV has the lowest error variance.
Overall, comparing two different DNNs, the mean accuracy improvement of one over the other is subtle given that both methods achieve far better results than WLS. However, LSTM is definitely more stable than FFNN in terms of lower standard deviation of the error index. This can be further seen from the robustness test, where FFNN fails to maintain a low error index given corrupted data, while LSTM remains good accuracy and stable performance.

Figure 4.7: MAEE distribution with bad data in IEEE118
CHAPTER 5: CONCLUSIONS AND FUTURE WORK

A physics-guided deep learning state estimator is proposed in the paper. The accuracy and robustness are examined in standard IEEE cases. The results show that machine learning based estimator appears to be promising in real control centers. However, it is not intended to replace physics-based methods but rather assist in physics-based state estimator. For instance, it can be used in combination when WLS or WLAV could not yield converged solutions. In addition, incorporating physical models in the machine learning algorithms results in meaningful result for state estimation, and improves both accuracy and robustness. In contrast to snapshot-based estimation by traditional methods, the learning capacity of deep neural networks is fully exploited to model the temporal correlations among system states. Consequently, the proposed PGDL method shows higher accuracy compared to WLS, and is more robust to bad data compared to WLS and WLAV. As for further work, system parameter errors need to be considered.
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