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Abstract

With the maturity of neural network theory, it provides new ideas and methods for the prediction and analysis of stock market investment. The purpose of this paper is to improve the accuracy of stock market investment prediction, we build neural network model and genetic algorithm model, study the law of stock market operation, and improve the effectiveness of neural network and genetic algorithm. Through the empirical research, it is found that the neural network model can make up for the shortcomings of the traditional algorithm through the optimization of genetic algorithm.
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1 Introduction

In the western countries with developed financial markets, the stock market has been running for more than 300 years, which to a certain extent reflects the development and trend of social economy in a specific period of time, and has a profound impact on economic development. In the early 1990s, China established its own securities market, and the listed companies in Shanghai and Shenzhen are increasing day by day. After nearly 30 years of accumulation, the market scale has reached a high level [1]. With the rapid development of the financial market, the enthusiasm of the public for financial investment is constantly improving, and the knowledge of financial investment is constantly increasing. However, the stock market investment is a high-risk and high-yield investment activity. The level of return and the degree of risk have a significant positive correlation. In other words, investors need to take a greater risk to get a higher return. In this context, a more reasonable stock market forecasting method can effectively reduce risk and increase returns. Therefore, it is of great significance to strengthen the research of stock market forecasting methods. In reality, the number of investors in the stock market is increasing, and investors also hope to obtain an effective analysis method to maximize the ratio of return to risk [2]. In recent years, with the general investors more and more understanding of the basic rules of stock market investment, as well as the increasing number of stock market investment researchers, stock market forecasting methods...
are also increasing [3]. It needs to be emphasized that at present, some stock market prediction methods emphasize ideal state, but due to the complex internal and external environment, various uncertain factors always impact the stock market investment market, which to a certain extent improves the prediction difficulty of the stock market, and greatly reduces the prediction effectiveness of the stock market investment [4]. Therefore, even the prediction methods with high popularity often fail in market prediction [5]. At present, the rapid development of science and technology provides a new way for stock market investment prediction and analysis, especially the growing maturity of neural network theory, which has been well applied in many aspects, such as signal processing, pattern recognition and so on. By analyzing the theory of neural network, it can be found that neural network has great advantages in self-adaptive and self-learning, has the characteristics of nonlinear approximation ability, and has a high degree of agreement with the stock market prediction [6]. Therefore, it is a good attempt to apply neural network to stock market prediction [7].

The specific contributions of this paper include:

1. A literature survey about various existing neural network and genetic algorithms, and analyze their advantages and disadvantages.
2. An effective neural network model and genetic algorithm model for improve the accuracy of stock market investment prediction is proposed.
3. Performance analysis of the proposed algorithm and an evaluation of the algorithm with respect to other existing algorithms.

The remainder of this paper is organized as follows: Related work will be introduced in Sect. 2. Neural network model and genetic algorithm model is explained in Sect. 3. Experimental results and discussion will be presented in Sect. 4 and conclusion will be drawn in Sect. 5.

2 Related work
In the process of social practice, people need to find the optimal solution in the complex system in order to solve the problem efficiently. However, because the solution space is relatively large, the correlation between the parameters and the target value is difficult to determine, and there are relatively many factors to be considered, so how to deal with the optimization problem must be highly valued. In many cases, people determine the approximate optimal solution by comparing and analyzing the random effective solution [8]. The essence of this method is to randomly extract the parameters of the domain of definition to obtain the optimal solution. This method is simple and easy, but it is only suitable for the field with small search space, but for the field with large search space, it cannot solve the problem simply by exhaustive method. More advanced optimization techniques are needed to solve the problem [9]. In contrast, the genetic algorithm with ‘survival of the fittest’ as the core has great advantages. By introducing competition mechanism into the algorithm, the search efficiency can be improved. The basic process of genetic algorithm is to determine a group of initial solutions in a random way, and then conduct individual search to obtain an independent solution, which is defined as a ‘chromosome’. Through the ‘fitness value’ index, the adaptability of chromosomes in
the population can be effectively evaluated, and then whether to select them to enter the next stage can be judged [10]. According to the principle of survival of the fittest, on the basis of continuous crossing, selection and variation, the evolution selection of chromosomes forms a chromosome group with higher adaptability. After reaching a certain number of iterations, the chromosome convergence is completed and the optimal solution of genetic algorithm is obtained [11]. By analyzing the process, we can find that the whole process of genetic algorithm is essentially similar to the genetic principle in biological sense [12].

At the operational level, genetic algorithm is not complex. According to the above discussion, it is essentially an iterative process, that is, it starts from the initial group of individuals, and obtains the approximate optimal solution through continuous cross selection and mutation operation [13].

Markov chain analysis is an important part of genetic algorithm, and its core is the convergence theory [14]. It can be found that the convergence of traditional genetic algorithm is generally based on the Markov chain limit theory. In the practice of solving problems, the ultimate goal of genetic algorithm is to determine the global optimal solution. The essence of the whole process is random search, which has great uncertainty [15]. The operation process of genetic algorithm is continuously optimized under the expected value of the optimal solution, and it is regarded as the initial sequence [16]. Through the convergence theory of genetic algorithm, its convergence can be effectively verified. Not only that, in order to achieve good convergence of genetic algorithm, we must focus on two parameters, one of which is the possibility of breaking away from the satisfactory solution set on the premise of determining the satisfactory solution; the other is the possibility of still not obtaining the satisfactory solution on the premise of not obtaining the satisfactory solution, and the convergence of genetic algorithm is formed on the basis of the above two parameters matching General theory [17]. The convergence research based on the two parameters is pure probability research, which is intuitive and simple in the convergence verification of genetic algorithm [18].

3 Methods
The purpose of this paper is to improve the accuracy of the stock market investment prediction. By combining the neural network model and the genetic algorithm model, we can predict the operation law of the stock market [19]. This paper relies on the existing theoretical research results to optimize the real number coding scheme and improve the effectiveness of neural network algorithm and genetic algorithm. In this paper, the real number coding method is adopted, the sample segmentation is optimized, the training is strengthened, the training speed and convergence speed of neural network are improved, the local minimum value is obtained, so as to avoid falling into, the three-layer neural network is constructed to determine the global optimal solution, so as to effectively solve the problem.

3.1 Genetic algorithm to optimize the learning rules of neural network
In the training process, neural network learning rules need to be set in advance [20, 21]. However, whether the learning rules are reasonable or not is uncertain [22, 23]. Therefore, it is necessary to design and optimize neural network learning rules with the help
of genetic algorithm, so as to improve the ability of neural network algorithm to solve complex problems and the adaptability of the algorithm to uncertain environment [24]. Research results show how to design coding by learning rules is the core problem in the evolution process, so far there are no cases with application value [25, 26]. Therefore, the study of learning rules is only the initial stage, and its process is as follows:

Step 1 The effective coding method is determined, the learning rules are coded, and the matching between individual and single learning rules is realized.

Step 2 To construct a training set, the elements of the training set are determined firstly, and then the corresponding learning training is carried out according to the matching learning rules.

Step 3 Calculate the fitness of all learning rules.

Step 4 Select and determine learning rules that meet the requirements.

Step 5 Cross selection, individual variation processing, analysis of individual attributes, to determine the next generation of population.

Step 6 Repeat the above steps until the goal of evolution is achieved.

In this paper, after the optimization of genetic algorithm, the connection weight of neural network is improved. By solving the existing problems of neural network, the generalization function of neural network is enhanced [27]. On this basis, the learning model of neural network is constructed, and the global optimal solution is obtained to achieve the ability of solving specific problems.

3.2 GA-BP algorithm design

Parameters play a decisive role in the performance of the algorithm model. In this paper, finite length coding is chosen. After the design of the algorithm coding scheme is completed, the parameter coding is transformed into the genetic algorithm coding, and then the function used to accurately evaluate the algorithm performance is determined, and the global search is completed in the parameter space. In this way, not only the space can be expanded, but also the target of regional search can be realized, and a balance state can be achieved between the two. In the initial stage of genetic search, due to the uncertainty brought by cross variation, the search scope has been expanded to a certain extent. After obtaining the high fitness solution, the crossover operation completes the search near the above solution. Therefore, through the genetic operation, we can determine the best combination of parameters to meet the requirements of practical application and solve the problem. In terms of algorithm implementation, the specific process is as follows:

1. Step 1 Randomly forming $n$ codes and forming initial set $s$.
2. Step 2 Complete the coding in sequence, decode the coding, determine a parameter combination $P$ reflecting BP model, determine BP, evaluate the BP and obtain its corresponding fitness value.
3. Step 3 According to the appropriate value determined in the previous step, determine $n$ individuals, and enter the next generation to obtain the next generation group. In this step, some individuals may need to be selected multiple times.
(4) **Step 4** According to the probability $P$ and the fitness value of different codes, the parent generation is determined, then cross inheritance is carried out, and the next population is entered after random pairing.

(5) **Step 5** According to the probability $P$ and fitness, select the parent population that meets the requirements, insert new individuals through mutation inheritance, and achieve the goal of population iteration.

(6) **Step 6** By repeating the above steps repeatedly, the search target can be achieved on the premise of meeting the standard requirements.

\[ w < x - 1 \]  
\[ w < \sqrt{(x + y) + a} \]  
\[ w = \log_2 x \]

In which, $x$ is the number of input layer nodes, $w$ is the number of hidden layer nodes, $a$ is a constant between 0 and 10.

### 4 Results and discussion

#### 4.1 Neural network toolbox

As a highly complex and comprehensive algorithm model, neural network model has relatively high requirements for toolbox. Through the application of neural network toolbox, the goal of activation function can be realized. At the same time, through the algorithm training, the network designer can complete the specific subroutine, and based on this, promote the learning training, complete the corresponding call requirements to the greatest extent, and improve the effectiveness of neural network learning.

In the process of building algorithm model, different types of algorithms are integrated into neural network toolbox, so as to improve the convenience of algorithm design.

#### 4.2 Genetic algorithm toolbox

All kinds of algorithms of genetic algorithm ultimately need to act on chromosomes. Chromosomes are essentially vector types, which can be reduced to specific matrices, and matrix operations form operators. It can be seen that the basic data unit has the infinite feature of matrix dimension. Based on this recognition, users can ignore the low-level problems related to matrix algorithm, so as to improve the operation efficiency on the basis of programming. In the application process of genetic algorithm, the toolbox can provide the necessary algorithm with the characteristics of scalability and standardization. Through its matrix computing ability, it can improve the efficiency of genetic algorithm, reduce the difficulty of chromosome programming, and improve the difficulty of solving problems.

#### 4.3 Sample data

The number of samples is closely related to the accuracy of genetic algorithm, it is closely related to the complexity of mapping relationship, and also to a certain extent depends on data noise. With the increase of the complexity of mapping relationship, the number
of training samples is also required to be higher, and with the increase of noise, the number of samples is also increased synchronously. In the aspect of sample selection, we need to adhere to the following three principles: (1) meet the requirements of sample quantity; (2) meet the requirements of sample accuracy; (3) meet the requirements of sample representativeness; (4) meet the requirements of sample distribution.

Stock price return is a common index in the quantitative analysis of stock market investment. However, if the stock market is positioned as a nonlinear dynamic system, the return is not the optimal price alternative transformation, and the factor of forecasting price should be fully considered. Not only that, with the increase of the number of training samples, the amount of calculation will be increased to a large extent, and the convergence speed in the training process will decline, which requires a longer convergence time. If the number of samples does not meet the requirements, the network will not be able to fit the corresponding stock index curve. In this paper, ‘gzmt’ is chosen as the representative of empirical analysis, and its stock number is 600519. In terms of data selection, this paper adheres to the basic principles of representativeness, continuity, uniform distribution and accuracy to improve the adaptability of this algorithm.

If we want to reduce the prediction error and improve the prediction accuracy, we need to choose a reasonable number of samples to meet the training requirements of neural network. On the basis of fully considering the prediction characteristics of neural network, the training samples are optimized to improve the convenience of detection.

Before the formal learning, the effectiveness of the network largely depends on data processing. Data processing will affect its accuracy and speed. Generally speaking, the network training cannot directly apply the samples obtained, it needs to complete the necessary processing before it can be put into application. In other words, the acquired data samples usually need to be normalized before they can be applied to network training.

4.4 Closing price network model

In this paper, 277 historical closing prices are selected as data samples to build the basic data model of stock research. In order to ensure that the data samples meet the use requirements, the data samples must be normalized before they can be put into use. The input node of the network is \( p = 5 \), and the output node is \( t = 1 \), that is, the closing price data of five trading days before \( t + 1 \) is used for prediction. At present, the hidden layer of neural network cannot be determined. In this paper, on the basis of ensuring that the error meets the requirements, in order to reduce the calculation difficulty to the greatest extent, the best number of hidden layers is verified through experiments, so as to obtain the number of hidden layers in a reasonable range. The numerical results show that only through the L-M training method can a high-speed three-layer network be established. At present, 5–12–1 network structure is the most widely used, which uses 5 input nodes, 1 output node and 12 hidden layer nodes. Because BP network security has the characteristics of network generalization, 159 training samples and 122 test samples can be selected according to the data samples. Figure 1 is schematic diagram of stock market forecast.

The main goal of this paper is to optimize BP network and build an efficient and accurate operation model based on genetic network. In the process of forecasting the closing
price of GZMT, Guizhou Province, after the introduction of the optimized network model, necessary testing and training are needed. Figure 2 is test chart of BP network model.

In this paper, based on the operation tools provided by neural network toolbox, combined with the algorithm discussed above, and through programming, the calculation of network closing price is completed. After completing the training, we need to rely on the test set to carry out the necessary tests, and then we can determine the samples that integrate with the stock index curve. Figure 3 is neural network fitting curve.

Through sample training, the number of iterations is determined when the target error meets the requirements. According to the network model constructed in this paper, the error curve can be calculated. Figure 4 is error curve.

By training 150 groups of sample data, the error can be reduced to the greatest extent, and most of the errors are reduced to about 0. Therefore, the learning training in this
paper has basically achieved the expected goal. We found that the neural network model has high accuracy in prediction. Figure 5 is fitting curve of test sample.

After three times of training, the SSE of sample data can be determined as $11.5857 \times 10^{-4}$, which achieves a relatively good fitting effect, and the error analysis also shows that it achieves a good effect. Therefore, we choose L-M back propagation algorithm to carry out the learning and training, which not only has a good approximation effect, but also can achieve a high speed of operation. The most important thing is to avoid the local minimum problem, which needs to occupy a relatively large memory space. It should be emphasized that in the process of learning and training, it is necessary to track and observe the learning rate and target error, so as to reduce the impact on the convergence speed as much as possible. To sum up, this paper can effectively improve the efficiency of stock market prediction through artificial neural network algorithm, which has high application value.

4.5 Prediction and analysis of stock market based on GA-BP network model

The specific process of GA-BP network model is as follows:
Step 1 Determine the initial function.
Step 2 Complete the fitness training.
Step 3 Obtain the initial population.
Step 4 Call the genetic function.
Step 5 The weight and threshold of neural network are determined.
Step 6 To construct the targeted network training.
Step 7 The network is determined by weight and threshold.
Step 8 Tracking and observing the network performance.
Step 9 Solve the prediction problem according to the network.

The neural network designed in this paper selects three-layer structure, inputs the closing price of \( T - 4 \) day, \( T - 3 \) day, \( T - 2 \) day, \( T - 1 \) day and \( t \) day, outputs the closing price of \( T + 1 \) day, and the learning rate is 0.5. After the following conditions are met, the learning is finished:

Step 10 Goal \( \leq 1e^{-5} \) or epochs \( \leq 1000 \).
Step 11 Select 100 iterations, and use GA-BP network training as shown in the figure below. Figure 6 is GA-BP network training. Figure 7 is training iteration diagram.

By comparing the output value with the actual value, it can be found that the neural network test sample in this paper achieves good prediction effect. Figure 8 is GA-BP fitting curve of test sample.

Compared with other algorithms, it is difficult to evaluate through the test indicators in econometric technology. Therefore, this paper summarizes the most widely used centralized evaluation indicators based on the research results at home and abroad.

Mean absolute error:
According to the above table, it can be found that compared with the general neural network, the real coded genetic algorithm optimization model not only has high accuracy and good effect, but also can prevent the occurrence of local minima, and can improve the convergence speed, which has high practical value. Table 1 is comparison results of three algorithms.

\[
\text{MAE} = \frac{\sum |e_j|}{N} \quad (4)
\]

Squared difference:
\[
\text{SSE} = \sum (e_j)^2 \quad (5)
\]

Mean square deviation:
\[
\text{MSE} = \frac{\sum (e_j)^2}{N} \quad (6)
\]
5 Conclusion

With the development of intelligent technology, neural network has become a frontier interdisciplinary research field, which is conducive to improving the design level and comprehensive performance of neural network system. Based on the existing research results, this paper improves the application efficiency of the algorithm by optimizing the specific links of the neural network. It systematically explains the technical terms and relevant indicators of the stock market investment, explains the common prediction methods, and systematically discusses the research hotspot and difficulty. This paper systematically discusses the related theory and application process, and analyzes the similarities and differences between genetic algorithm and neural network technology, which can avoid the problem of limited minimum. Choose the stock market of our country as the research sample, and then get the feasibility of short-term forecasting stock market, which lays a theoretical foundation for this study. Scientific and reasonable selection of input parameters can not only reflect the scale and quality of information in the stock market, but also avoid the problem of learning and training difficulty or even non-convergence due to information overlapping. As the stock market changes with time, the network training samples also need to be adjusted accordingly, otherwise it will be difficult to guarantee the accuracy of prediction. Therefore, the preprocessing of the original data is an essential part. Through the empirical study, it is found that the neural network model can make up for the existing problems of the common algorithm through the optimization of genetic algorithm.
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