A framework for a consistent and reproducible evaluation of manual review for patient matching algorithms
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ABSTRACT

Healthcare systems are hampered by incomplete and fragmented patient health records. Record linkage is widely accepted as a solution to improve the quality and completeness of patient records. However, there does not exist a systematic approach for manually reviewing patient records to create gold standard record linkage data sets. We propose a robust framework for creating and evaluating manually reviewed gold standard data sets for measuring the performance of patient matching algorithms. Our 8-point approach covers data preprocessing, blocking, record adjudication, linkage evaluation, and reviewer characteristics. This framework can help record linkage method developers provide necessary transparency when creating and validating gold standard reference matching data sets. In turn, this transparency will support both the internal and external validity of recording linkage studies and improve the robustness of new record linkage strategies.
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INTRODUCTION

The specialization of healthcare services and the mobility of patient populations have led to fragmented and incomplete health data in the US Healthcare providers require comprehensive patient records to ensure the quality, accuracy, safety, and cost-effectiveness of care. Despite widespread adoption of health information systems, such as electronic health records, patient information is typically not compiled into a single longitudinal record. Instead, many patients’ complete healthcare record is held across multiple siloed clinical repositories.1 This fragmentation can compromise patient safety, lead to duplicated testing, and impact physician clinical decisions.2 For example, incomplete patient and medication data account for nearly half of all medication errors.3 Inconsistent data also drive hospital costs through inefficient care. Duplicate records cost an average of $1100 for repeated tests and delays in care, and over $800 per emergency department visit.4,5 One-third of rejected insurance claims are attributed to inaccurate patient identification, which costs the average hospital $1.5 million and the US healthcare system $6 billion annually.5 These limitations have led healthcare systems to invest millions in record linkage and data management.6,7

To create complete longitudinal patient records, there must be approaches to effectively integrating data for the same patient across information systems and organizations. A logical solution to efficiently match patient information would be a unique patient identi-
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**METHODS**

We describe recommended manual review reporting elements for consistent gold standard data set creation and evaluation (Table 1). Because steps may differ in individual studies, we describe a general approach, and then variations for each element.

**Data set descriptions**

Designing a reproducible process for record linkage requires well-described data sets. Furthermore, external validation of a linkage algorithm requires standardized metadata descriptors on the data set and its origin. Record linkage algorithms have been tested on various data sets, including cancer patients,\textsuperscript{18} newborns,\textsuperscript{19} and indigenous tribes,\textsuperscript{20} all with differing data quality. Thus, the data source should be clearly described, whether it is from electronic health records, public health records, social security master files, clinical registry, etc., as differences in data sources may impact algorithms’ generalizability to other data sources or types.\textsuperscript{15,21} The data set’s quality can be described through its provenance, collection techniques, and variables measured. Additionally, studies should describe the quality of variables in terms of completeness and accuracy. Poor data quality may lead to the clustering of identifier errors, resulting in linkage errors with unmatched or misclassified records and potential selection bias.\textsuperscript{22}

**Preprocessing: field selection and data standardization**

This component contains 2 intermediate steps: field selection and data standardization. First, a set of fields are selected to describe the individual characteristics of each record. Some data sets may contain a patient’s social security number, which can function as a unique identifier. In the absence of such an identifier, fields such as date-of-birth and last name can combine as quasi-identifiers to uniquely identify patients.\textsuperscript{23} Additionally, chosen fields should contain accurate and complete data.\textsuperscript{10} For example, the first-name field may be empty for many records, which may necessitate additional selected fields to ensure record uniqueness.

After appropriate field selection, an agreed-upon preprocessing method is needed to standardize records for accurate review, as address standardization alone can decrease unlinked records by up to 20%.\textsuperscript{24} Also, DOB fields should follow a consistent format, that is “MM/DD/YYYY”.\textsuperscript{25} Accepted standards such as the US Postal Service address definitions and Uniform Hospital Discharge Dataset currently exist but need greater usage to nationalize a standard format for data element capture.\textsuperscript{26,27}

**Record pair grouping (blocking)**

When matching 2 data sets, each record between the data sets must be compared to each other. Researchers utilize blocking to subset a large data set into smaller groups by common attributes.\textsuperscript{28} Specific blocking schemes efficiently reduce the computational complexity of record comparison by increasing the proportion of true matches by only comparing records within each controlled blocking scheme. Ideal blocking fields have a high variety of values and high rates of completeness.\textsuperscript{24} However, blocking may reduce review accuracy by removing true matches if performed without proper discretion.\textsuperscript{29}

**Procedure for sampling and matching pairs**

Records from each blocking group must be sampled to create a representative training set and final data set for manual review. Depending on the blocking scheme, and size of the data set, studies may use a proportional random or stratified sampling method. Studies should accurately report the sampling methodology for reproducibility and mitigating bias. Using a representative sample across multiple dimensions such as culture, location, and age, will reduce biases in the record linkage manual review process as reviewers can make clearer adjudications between records pairs.\textsuperscript{30,31}

**Process for judging record matches and nonmatches**

Studies should include a comprehensive overview of reviewer training. The manual review process begins with reviewer instruction, and includes steps to assess records, evaluate biases and results, and resolve discordance between reviewers. Experts should design and curate a training record linkage data set, along with a gold standard, for the chosen reviewers to train with. Of note, to verify natural language processors for radiology reports, researchers have similarly formed expert review teams to review reports and create a reference validation data set for algorithms.\textsuperscript{32,33}

Afterwards, researchers should review matches and mismatches between each reviewer and the gold standard to measure discordance. If significant disagreement is present, reviewers may receive additional training. After training, reviewers will use the same software for both training and final annotation. If reviewers have differing record judgment, another annotator may be used as a
Table 1. Steps 1–4 describe the recommended manual review reporting elements for preparing a gold standard data set and record pairs through data description, preprocessing, blocking, and sampling; steps 5–8 describe human training, adjudication processes, result analysis, and a description of software and reviewers

| Reporting element                                         | Description                                                                 |
|-----------------------------------------------------------|-----------------------------------------------------------------------------|
| 1. Data set description                                   | How a complete data set is collected and from where is it sourced. This may include type of data source, provenance, and population coverage. |
| 2. Preprocessing: Field Selection and Data Standardization| How data fields are selected and standardized prior to any record pair selection for the matching software. This includes removing all nonvalid values, using agreed-upon formats, and inputting values when needed. |
| 3. Record pair grouping                                    | Processes, such as blocking, to group record pairs based on schemes to reduce computational complexity. |
| 4. Procedure for sampling and matching pairs              | Methods to sample record pairs based on blocking schemas, and match them prior to human review. |
| 5. Training and process for judging record matches and nonmatches | Training and instructions provided to and used by reviewers to judge a record pair as a “match” or “non-match”. This includes how record pairs are assigned to reviewers, and criteria that reviewers use to judge matches and nonmatches. This also includes any iterative review or other steps taken to adjudicate discordance across reviews judging the same record pairs, and to determine the final match status. |
| 6. Inter-rater reliability measures                      | Any inter-rater reliability metrics, such as Cohen’s Kappa, record pair discordance and overall matches/nonmatches, their values, and a description of how they are used in the review process. |
| 7. Review software or tools used                         | Software, forms, or other support tools used to present record pairs to reviewers and for reviewers to record their adjudications. |
| 8. Reviewer characteristics                               | Total number of reviewers, and ideally each reviewer’s age, gender, race, cultural background, and prior experience with clinical or public health data and record linkage. |

Inter-rater reliability measures
Researchers should measure inter-rater reliability to understand variation between reviewers who are adjudicating record pair matches and nonmatches.33 In manual review studies, such aspects are typically measured through Cohen’s Kappa (2 raters) or Fleiss Kappa (an adaptation of Cohen’s for 3 or more raters) statistics. Cohen’s Kappa calculates a score between 0 and 1, with 1 as perfect agreement between reviewers, by comparing the observed agreement versus the probability of chance agreement. Other reliability measures include percent agreement, and Pearson’s R correlation coefficient, though they may poorly reflect the true discordance.34 In addition, algorithm performance may be assessed through positive predictive value and F1 scores.21

Review software or tools used
A description of the software used should provide its features for future reproduction. A basic software at a minimum should: (1) import, query, and tabulate data from different data sets; (2) match records across distinct data sets; and (3) record and store discordance results from manual review per reviewer. Ideal review software streamlines the review process to reduce possible biases and focus reviewer attention solely on matching records with an accessible user interface. For example, Link Plus, a CDC probabilistic record linkage software with manual review capabilities, and Febrl, an open-source linkage package, automatically sort and group records, and color-code blocking variable match status for review ease.37,38 Additionally, they instantly treat null values as empty data, and have designated keyboard shortcuts. Software should also display previously matched records under reviewed records, so reviewers can analyze previous patient information, such as former addresses and phone numbers for accurate judgment.

Reviewer characteristics
Ideally, studies should describe reviewer characteristics, including the total number of reviewers, age, gender, race, cultural background, and prior experience with clinical or public health data and record linkage research. Since assessing matches among record pairs often includes comparing individual names from different backgrounds and as names vary across demographic, social, and cultural dimensions, a lack of diversity on a review team may introduce bias in matching records and curating a gold standard dataset. Diverse teams are more likely to remain objective and examine facts with greater scrutiny.39 Thus, by reporting reviewer characteristics, researchers may help readers and users of the data set understand potential biases in the data set and in record linkage algorithms validated using the data sets, critical to creating robust and trustworthy record linkage approaches.

DISCUSSION
Automated methods for record linkage are becoming increasingly important as healthcare systems have widely adopted electronic health records and federal interests advocate for accurate patent matching.7,9 A critical step in creating and validating patient matching algorithms is establishing a gold standard to evaluate such algorithms against. To create high-quality gold standard data sets, there must be a framework that facilitates transparent reporting of manual review processes, thereby enabling critical evaluation and comparison of methodologies.
This framework builds upon prior work to provide detailed guidelines for the reproducible evaluation of the manual review process for patient matching algorithms. A crucial component that was outlined, but not described in the prior literature that established gold standards for record linkage. Such reporting enhances rigor and reproducibility, and allows end-users to better evaluate external validity and potential biases in the gold standard data sets as well as matching algorithms created using the data sets. More generally, this framework will provide critical support to technology developers and healthcare organizations in developing a nationwide strategy and approach to patient matching.

Unlike current patient matching methods, this framework supports evidence-based practices, and therefore health IT policymakers should explore strategies to expand the evidence base for real-world matching system performance, and encourage more consistent approaches to data collection and standardization.\textsuperscript{24,40,41} The Department of Health and Human Services and the ONC have made recent efforts in standardizing patient matching. These included: Project US@ for unified industry-wide specification for addresses, US Core Data for Interoperability to standardize health data classes for national information exchange, and the development of patient demographic matching specifications with the Interoperability Standards Advisory.\textsuperscript{42–44} Such efforts are crucial, as research has shown last name and address standardization can improve record linkage accuracy by up to 8%.\textsuperscript{24}

Limitations
This framework has 2 main limitations. First, curating a gold standard through human review requires significant personnel and technical costs.\textsuperscript{17,45} However, a number of institutions have formed manual review teams supported by federal funding, which have not only made record linkage manual review more feasible, but a growing area of study.\textsuperscript{15,46} Second, while this framework details several key elements in reproducible manual review, we do not intend for it to be a final framework, but to set the stage for future work by establishing general guidelines. It must be applied on real-world data to determine its robustness in application and based on results can be brought to public consensus for widespread acceptance and systematic usage.

CONCLUSION
This 8-point framework provides consistent guidelines for record pair manual review when creating gold standard data sets for assessing patient matching algorithm performance. Such reporting provides critical transparency and rigor that is important to trustworthy and unbiased record linkage technology in the United States. Moreover, this framework provides new methods that will support healthcare organizations and policymakers in developing nationwide strategy for data integration efforts critical to reducing healthcare costs and improving quality.
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