Deep Underwater Image Enhancement

Saeed Anwar, Chongyi Li, Fatih Porikli

Abstract—In an underwater scene, wavelength-dependent light absorption and scattering degrade the visibility of images, causing low contrast and distorted color casts. To address this problem, we propose a convolutional neural network-based image enhancement model, i.e., UWCNN, which is trained efficiently using a synthetic underwater image database. Unlike the existing works that require the parameters of underwater imaging model estimation or impose inflexible frameworks applicable only for specific scenes, our model directly reconstructs the clear latent underwater image by leveraging on an automatic end-to-end data-driven training mechanism. Compliant with underwater imaging models and optical properties of underwater scenes, we first synthesize ten different marine image databases. Then, we separately train multiple UWCNN models for each underwater image formation type. Experimental results on real-world and synthetic underwater images demonstrate that the presented method generalizes well on different underwater scenes and outperforms the existing methods both qualitatively and quantitatively. Besides, we conduct an ablation study to demonstrate the effect of each component in our network.

Index Terms—underwater image, image degradation, CNNs, image enhancement.

I. INTRODUCTION

Acquisition of clear underwater images is of great importance for ocean engineering and ocean research where autonomous and remotely operated underwater vehicles are widely used to explore and interact with marine environments. However, raw underwater images seldom meet the expectations concerning image visual quality. Naturally, underwater images are degraded by the adverse effects of light absorption and scattering due to particles in the water including micro phytoplankton colored dissolved organic matter and non-algal particles [1]. When the light propagates in an underwater scenario, the light received by a camera is mainly composed of three types of light: direct light, forward scattering light, and backscattering light. The direct light suffers from attenuation resulting in information loss of underwater images. The forward scattering light has a negligible contribution to the blurring of the image features. The backscattering light reduces the contrast of underwater images and suppresses fine details and patterns. Additionally, the red light first disappears, followed by the green and blue lights (the wavelengths of the red, green and blue lights are 600nm, 525nm, and 475nm, respectively). As a result, most underwater images are dominated by a bluish or greenish tone. Figure 1 presents a diagram of light attenuation with respect to the wavelength of light.

These absorption and scattering problems hinder the performance of underwater scene understanding and computer vision applications such as aquatic robot inspection [4] and marine environmental surveillance [5]. Therefore, it is necessary to develop effective solutions to improve the visibility, contrast, and color properties of underwater images for a superior visual quality and appeal.

Notable progress has been made to improve the visual quality of underwater images in recent years (see [6] for a survey). Existing underwater images sharpness methods can be classified into one of three broad categories: image enhancement methods, image restoration methods, and supplementary-information specific methods.

The image enhancement techniques modify the image pixel values to produce a subjectively and aesthetically pleasing image for specific objectives (e.g., contrast improvement, denoising, and brightness enhancement) without relying on any physical imaging models. In this line of research, [7] presented a fusion-based method to improve the visual quality of underwater images and videos. The method of [7] fuses a contrast improved underwater image and a color corrected underwater image obtained from input. In the process of multiscale fusion, four weights are used to determine which pixel is advantaged to appear in the final image. This method improves the global contrast and visibility; however, some regions in the resultant images become over-enhanced or under-enhanced. [8], [9] suggested a Rayleigh-stretched contrast-limited adaptive histogram method which is a modified version of [10]'s method. This method constrains the number of under-enhanced and over-enhanced regions. Nevertheless, it also tends to
increase noise in the resultant images. A hybrid method based on color correction and underwater image dehazing for underwater image enhancement was proposed in [11], which corrects the color casts of underwater image using image color prior and improves the visibility by a modified image dehazing algorithm. This method shows limitations when the image color prior is not available. [12] proposed an underwater image color correction method based on weakly supervised color transfer, which learns a cross domain mapping function between underwater images and air images. This method relaxes the need for paired underwater images for training and allows the underwater images being taken in unknown locations. Recently, [13] modified their previous work [7] in order to reduce the effects of the over-enhancement and over-exposure.

The image restoration methods (e.g., [14], [15], [16], [17], [18], [19], [20], [21], [22], [23]) consider the challenge at hand as an inverse problem, and construct physical models of the degradation, and then estimate model parameters. [14] proposed a prior that exploited the difference in attenuation among the three color channels to predict the medium transmission of underwater scene. As a result, the effects of light scattering in underwater image are removed. However, such a method shows limitations when it is used to process underwater images which have not the strong difference in attenuation among three color channels of an underwater image. [15] combined an image dehazing algorithm with a wavelength dependent compensation algorithm to restore underwater image, which can remove the bluish tone of underwater images and the effects of the artificial light. However, this method is limited in processing the underwater images with serious color casts. A Red Channel method presented by [16] recovered the lost contrast of the underwater image by restoring the colors associated with short wavelengths. Similarly, [18] proposed an underwater dark-channel prior called UDCP which modifies the dark channel prior presented in [24]. With the proposed UDCP, the medium transmission can be estimated in some cases; however, underwater dark-channel prior does not always hold when there are white objects or artificial light in the underwater scenes. [20] combined an underwater image dehazing algorithm with a contrast enhancement algorithm. This method can yield two enhanced underwater images at the same time. One image with relative genuine color and natural appearance is suitable for display while another image with high contrast and brightness can be used for unveiling more image details. Recently, [22] proposed a CNN based real-time underwater image color correction model based on synthetic underwater images generated in the weakly supervised learning manner. Nevertheless, this method is only effective for underwater images captured under specific scenes that have to be similar to those of its training data. It is, thus, impractical for real applications. Very recently, [23] proposed a generalized dark channel prior, which estimates the medium transmission by calculating the difference between the observed intensity and the ambient light. After that, the degraded images are recovered according to an image formation model.

The supplementary-information specific methods such as [25], [26], [27], and [28] usually take advantage of the additional information obtained from the multiple images captured by polarization filters, stereo images, rough depth of the scene, or specialized hardware devices.

Despite these recent efforts, existing approaches have still the following issues:

1) The perceived contrast in the latent image is often erratically distributed, remaining ineffectively low in under-enhanced regions and distractingly high in over-enhanced regions. Moreover, some methods introduce artifacts.
2) Most methods directly employ generic outdoor haze models to predict the underwater imaging model parameters, which is not well-suited for marine scenarios as the nature of imaging and lighting in such environments are different.
3) The specialized sensors and use of multiple images can be prohibitive, expensive and time-consuming, which reduce their applicability.
4) Although deep learning has achieved impressive performance on low-level vision tasks, there is no effective deep model for underwater image enhancement. The main reason is due to lacking of sufficiently labeled training data, which limits the development of deep learning based underwater image enhancement methods.

In contrast, we propose a new underwater image synthesis method, and then design to offer a robust and data-driven solution to solve these issues. We propose a deep convolutional neural network, which is shown to have superior robustness, accuracy, and flexibility for varying water types for marine imaging applications.

Figure 2 shows an example of the enhanced image for a typical real-world underwater image. As visible, both texture details and color properties are enhanced effectively (best viewed in color on a digital display).

**Fig. 2.** Enhanced result by the proposed method for a real-world underwater image. As visible, both texture details and color properties are enhanced effectively (best viewed in color on a digital display).
- We introduce a novel convolutional neural network model to reconstruct the clear latent underwater image while preserving the original structure and texture by jointly optimizing MSE and SSIM losses. Unlike other mapping function objective minimizing CNN based approaches, our network learns the difference between the degraded underwater image and its clean counterpart.

- We incorporate a new underwater image synthesis method that is capable of simulating a diverse set of degraded underwater images for data augmentation. To our best knowledge, it is the first underwater image synthesis method that can simulate different underwater types and degradation levels. Our image synthesis can be used as a guide for subsequent network training and full-reference image quality assessments, which calls for the development of new underwater image enhancement methods.

- Our method is a fully data-driven and end-to-end model. It attains the state-of-the-art performance and generalizes well both on synthetic and real-world underwater images with varying color and visibility characteristics. Hence, our method is suitable for practical applications.

II. BACKGROUND

In this section, we provide the physical model of underwater image formation and the reason for using CNN as a prior.

A. Underwater Image Formation

Following the formulation in [15], the underwater image of light after scattering can be expressed as

\[ U_\lambda(x) = I_\lambda(x) \cdot T_\lambda(x) + B_\lambda \cdot (1 - T_\lambda(x)) \]

(1)

where \( U_\lambda(x) \) is the captured underwater image, \( I_\lambda(x) \) is the clear latent image, also called as the scene radiance, that we aim to recover. \( B_\lambda \) is the homogeneous global background light, \( \lambda \) is the wavelength of the light for the red, green, and blue channels, and \( x \) is a point in the underwater scene (for clarity, images are denoted in bold capital letters). The medium energy ratio \( T_\lambda(x) \) represents the percentage of the scene radiance reaching at the camera after reflecting from the point \( x \) in the underwater scene, which thereby causes color cast and contrast degradation. In other words, \( T_\lambda(x) \) is a function of the wavelength of the light \( \lambda \) and the distance \( d(x) \) from scene point \( x \) to the camera

\[ T_\lambda(x) = 10^{-\beta_\lambda d(x)} \]

(2)

where \( \beta_\lambda \) is the wavelength-dependent medium attenuation coefficient as shown in Figure 1. Assuming the energy of a light beam emanated from \( x \) before and after it passes through a transmission medium at a distance of \( d(x) \) is \( E_\lambda(x,0) \) and \( E_\lambda(x, d(x)) \), respectively. The normalized residual energy ratio \( N_\lambda \) corresponds to the ratio of residual energy to initial energy for every unit of distance propagated. Its value varies in water depending on the light wavelength. For example, red light possesses a longer wavelength thus it attenuates faster and gets absorbed more than other wavelengths in water, which results in a bluish tone of most underwater images (see [3] for an extended discussion).

B. Formulation as an Image Restoration Task

To recover the latent image \( I \), the conventional underwater image restoration methods attempt to estimate not only \( I \) but also \( B \) and \( T \) from a single underwater image \( U \), which constitutes an underdetermined system as there are fewer equations than the unknowns. Conventional methods also proceed through two main steps. First, they estimate the model parameters of the homogeneous global background light \( B \) and the medium energy ratio \( T \). After the model parameter estimation, they reconstruct the latent image \( I \) by inverting the underwater formation model.

Unlike the previous methods, we directly estimate the latent image \( I \) without calculating the homogeneous global background light and the medium energy ratio and we treat the underwater image enhancement as an image restoration task. Instead of direct estimation, our method recovers the residual between the target latent image and the given underwater image in a data-driven and end-to-end manner. Image restoration is an ill-posed problem due to the loss of information, which results in an underdetermined system. To allow a unique solution in the solution space, image restoration methods resort to imposing (often heuristic) regularization schemes or application and domain specific priors.

For a given the underwater image \( U \), we find the most likely reconstruction of the latent image \( I \) using a maximum a posteriori (MAP) estimator assuming the relation between these two images in terms of a nonlinear function \( U = f(I) \). This suggests a maximization over the probability distribution of the posterior \( p(I|U) \) using the Bayes rule

\[ p(I|U) = \frac{p(U|I)p(I)}{p(U)} \]

(3)

where \( p(U|I) \) is the likelihood of observing \( U \) given that \( I \) is the scene radiance and \( p(I) \) is the prior on the latent image. Having a uniform distribution \( p(U) \) on the observations, the maximization of the posterior

\[ I = \arg \max_I [p(I|U)] = \arg \max_I [p(U|I)p(I)] \]

(4)

can be obtained by minimizing the negative log likelihood as

\[ I = \arg \min_I [- \log p(I|U)] \]

\[ = \arg \min_I [- \log (p(U|I)) - \log (p(I))] \]

(5)

\[ = \arg \min_I \left[ |U - f(I)|^2 + \alpha \Psi(I) \right] \]

where the quadratic data fidelity \( |U - f(I)|^2 \) term enforces the observations to be faithful to the degraded version of the estimated latent image, and \( \alpha \) is a trade-off parameter between the contributions of the prior and the data fidelity terms. The regularization prior \( \Psi(I) \) guides the optimization process to the desired output. To model \( \Psi(\cdot) \), existing image restoration methods use total variation (\[32\]), Gaussian mixture model (\[33\]), K-SVD (\[34\]) and tailored class-specific priors (\[35\] & \[36\]). Reformulating the underwater image enhancement as an image restoration problem with an explicit regularization prior offers several benefits: i) The exact parameterization of the prior \( \Psi(\cdot) \) can be unknown in solving Eq (5). ii) Alternative
image priors can be exploited jointly. iii) Such priors can be plugged into other similar inverse problems.

C. Why CNN?

Our choice for image restoration and regularization in Eq (5) is a cascade of hierarchical nonlinear filtering with progressively increasing local receptive fields, which are modeled by the convolutional neural networks without spatial pooling. Our model imposes a natural bottleneck to the residual between the latent and underwater images as its number of parameters is much smaller than the number of input pixels yet its patch filters allow guiding its enhancement factors based on the blur and color within local patches. Furthermore,

- CNN provides a strong modeling capability of the distortions that we aim to compensate between the latent and original underwater images and facilitates discriminative prior learning.
- It models the external priors by learning the relationship between the underwater image and the ground truth, while many existing methods attempt to model internal priors relying on the underwater image statistics and features e.g., ODM [20] and are complementary to our method. By combining our approach with ODM [20] is expected to improve the performance.
- Inference on a CNN can be made efficiently by exploiting the parallel processing platforms.

III. OUR PROPOSED MODEL

Here, we discuss the details of the proposed underwater image enhancement fully Convolutional Neural Network (UWCNN) and then present a post-processing stage to further improve our enhanced result.

A. Network Architecture

Figure 3 shows the architecture of our underwater image enhancement model UWCNN. It is a densely connected fully convolutional network that is inspired by the recent densely connected network models in object classification [37]. In the following section, we present its basic building blocks and hyperparameters. The input to our network is a RGB underwater image U.

Residuals: Unlike the conventional approaches that directly predict the clean latent image I by learning the mapping function $I = f^{-1}(U)$, we allow our network to learn the difference between the synthetic underwater image and its clean counterpart. Note that such a synthetic image generation task is a non-trivial objective for underwater image enhancement and restoration field, and it will be discussed in detail in Section IV-A. As underwater image and its feature maps in the subsequent layers are processed through many convolutional filters before reaching the final loss layer. Although our network is not intentionally very deep, there is still a possibility of vanishing or exploding gradients as mentioned in [38]. To avoid such issues during the training iterations, we enforce learning the residue by adding the input of the network i.e. U to the output of the network i.e. $\Delta(U, \theta)$ (see below) before loss function as

$$I = U + \Delta(U, \theta)$$

where “+” is the element-wise addition operation.

Blocks: The UWCNN has a modular architecture composed of blocks having same structure and components. Suppose $r$ and $c$ are the notation for ReLU and convolution, then the first operation of convolution and ReLU pair, in the $l$-th block, is given by

$$z_{l,0} = r(c(U; \theta_{l,0}))$$

where $z_{l,0}$ is the output of the first convolution-ReLU pairs of $l$-th residual block and $\theta_{l,0}$ is a set of weights and biases associated with it. By composing the series of convolution-ReLU pairs, we obtain

$$z_{l,n} = r(c(\ldots r(c(U; \theta_{l,0}) ; \ldots ; \theta_{l,n})).$$

The output of the $l$-th block is obtained by concatenating along third dimension of each individual convolution-ReLU pairs output $z$’s and input image U as

$$b_l = h(z_{l,0}; \ldots ; z_{l,n}; U).$$

The output of the $l$-th block is obtained by concatenating along the third dimension of each convolution-ReLU pairs output $z$’s and input image U as

$$b_{l+1} = h(z_{l+1,0}; \ldots ; z_{l+1,n}; U; b_l).$$

Finally, we chain all blocks and the output of this chain is convolved with a final convolution layer with parameters $\theta_{l+m,n}$ to predict the component as $\Delta(U, \theta) = c(b_{l+m}, \theta_{l+m,n}).$

Network Layers: Our fully convolutional network consists of three different layers indicated by different colors as shown in Figure 3. The first type is of convolutional layers represented by “Conv” in Figure 3, which consists of 16 convolutional kernels of size $3 \times 3 \times 3$ to produce 16 output feature maps for the first layer, while subsequent convolutional layers produce 16 maps each using $3 \times 3 \times 16$ filters.

The second type of the layers is activation layers, also known as “ReLU”, to introduce the nonlinearity. The third type is “Concat” layers, which is used to concatenate all the convolutional layers after each block. The last convolutional layer estimates the final output of the network, which is the latent image.
Dense Concatenation: We stack all convolutional layers at the end of each block. This technique is different from DenseNet provided in [37], where each convolutional layer is connected with other convolutional layers in the same block. Furthermore, we do not use any fully connected layers or batch normalization steps, which makes our network memory efficient and fast. In addition, we feed the input image to every block as can be seen from connections of Figure 3. The stacking of the convolutional layers with input data reduces the need for a very deep network, and this property of stacking layers can be attributed to the superior performance of our proposed system. In summary, our network is unique since:

- the input image is applied to all blocks, and
- it contains only the fully-convolutional layers without any batch-normalization steps.

Network Depth: Our network is of modular structure and consists of three blocks where each block is again composed of three convolutional layers. We have a single convolutional layer at the end of the network, hence, making the full depth of our network only ten layers. This makes our model computationally inexpensive and highly practical in training as well as during prediction.

Reducing Boundary Artifacts: In end-to-end low-level vision tasks, the output of the system is needed to be equal to the input of the system. This requirement sometimes results in boundary artifacts. To avoid this phenomenon, we enforce two strategies:

- we do not use any pooling layers in our network, and
- we add zeros before each convolutional layer.

As a consequence, the final output image of UWCNN network is almost artifacts-free around the boundaries and is of the same size as the input image.

B. Network Loss

Since we aim to reconstruct an image, we compute the objective function loss pixel-wise. We use the $L_2$ loss, i.e., MSE (Mean Square Error) as in our observations it can well preserve the sharpness of edges and details. Blurring edges results in large errors. We add the estimated residual to the input underwater image, then compute the MSE loss as

$$L_{MSE} = \frac{1}{M} \sum_{i=1}^{M} \left| U(x_i) + \Delta \left( U(x_i), \theta(x_i) \right) - I^*(x_i) \right|^2$$

(11)

where $U(x_i) + \Delta (U(x_i), \theta(x_i)) = I(x_i)$ is the estimated latent image pixel value at $x_i$, $i = 1, ..., M$ as described in Eq. (6) and $I^*_i$ is the corresponding ground truth image in the training dataset.

In addition, we include the SSIM loss [39] in our objective function to impose the structure and texture similarity on the latent image. We use the gray images to compute SSIM scores. For each pixel $x$, the SSIM value is computed within a $13 \times 13$ image patch around the pixel as

$$SSIM(x) = \frac{2\mu_I(x)\mu_J(x) + c_1}{\mu_I^2(x) + \mu_J^2(x) + c_1} \cdot \frac{2\sigma_{I,J}(x) + c_2}{\sigma_I^2(x) + \sigma_J^2(x) + c_2}$$

(12)

where $\mu_I(x)$ and $\sigma_I(x)$ correspond to the mean and standard deviation of the image patch from the latent image $I$, similarly, $\mu_J(x)$ and $\sigma_J(x)$ are for the patch from the ground truth image $J$. The cross-covariance $\sigma_{I,J}(x)$ is computed between the patches from $I$ and $J$ for the pixel $x$. We set constants $c_1 = 0.02$ and $c_2 = 0.03$ based on the default in SSIM loss. Our model is insensitive to these defaults. Still, we fix them for a fair comparison. Finally, the SSIM loss is expressed as

$$L_{SSIM} = 1 - \frac{1}{M} \sum_{i=1}^{M} SSIM(x_i).$$

(13)

The final loss function $L$ is the aggregation of MSE and SSIM losses

$$L = L_{MSE} + L_{SSIM}.$$  

(14)

At last, we learn the residual mappings between the degraded input and the latent result. Instead of the classical stochastic gradient descent (SGD) optimizer (see [40]), we use ADAM (see [41]) to update our UWCNN weights iteratively. ADAM combines the advantages of AdaGrad (see [42]) that works well with sparse gradients, and RMSProp (see [43]) that works well in on-line and non-stationary settings, which is relatively easy to configure where the default configuration parameters do well on most problems. Following the popular settings in low-level vision task networks, we assign the learning rate to 0.0002, ADAM’s internal parameters $\beta_1$ to 0.9 and $\beta_2$ to 0.999 (see [41] for their definition), and fix the learning rate in the entire training procedure.

C. Post-processing

UWCNN generates enhanced images without color casts and exceptional visibility. However, due to the limitation of our training data pairs (an indoors image as the latent image and a synthesized image from the indoors image using the aforementioned underwater image formation model as the corresponding underwater image), the enhanced images have lower dynamic range. In practice, one would expect the enhanced results to have vivid colors and higher contrast.

To solve this issue, we employ a simple yet effective adjustment as a post-processing stage. We denote UWCNN with post-processing as UWCNN+. The image is first transformed to HSI color space. Then, the ranges of its saturation and intensity values in the UWCNN image. To avoid the effect of a single pixel having too high or too low values on the selection of maximum and minimum saturation or intensity values, we calculate the histogram distribution of saturation or intensity and select 0.2% (frequency) as determinant. This means ignoring all the pixels values that frequency $< 0.2\%$ and only applying the normalization method to the frequency $\geq 0.2\%$ pixel values. 0.2% is a heuristic value based on extensive experiments. After this simple saturation and intensity
normalization, we transform the modified result back to RGB color space.

Sample results are shown in Figure 4. As visible, UWCNN removes effectively the dominant greenish color distortion in these real-world underwater images and improves significantly the contrast while preserving natural look and authenticity of the images. Compared to UWCNN, the saturation and intensity normalization in UWCNN+ further improves the contrast and brightness, unveiling more details. Our methods do not introduce extra colors as some other existing methods either.

IV. EXPERIMENTAL EVALUATIONS

To evaluate our method, we perform qualitative and quantitative comparisons with the recent state-of-the-art underwater image enhancement methods on both synthetic and real-world underwater images. These methods include UDCP by [18], RED by [16], ODM by [20] and UIBLA by [21]. We run the source codes provided by the corresponding authors with the recommended parameter settings to produce the best results for an objective evaluation. Since WaterGAN [22] is only applicable to specific scenarios, its results are not competitive and therefore not reported in this paper. For real-world images where the light-attenuation coefficients are not available, we apply each of the ten UWCNN models we learned and present the results that are visually more appealing. This process can be improved by using a classification stage to choose the best model, which we plan to explore as future work. For synthetic data, we present the results without post-processing since the models are derived from the synthetic data thus no intensity and saturation normalization is required. At last, we conduct an ablation study to demonstrate the effect of each component of our network.

Unlike the high-level visual analytics tasks where large training datasets are often available, the underwater image enhancement depends on the synthetic data. Next, we explain how we generate the synthetic underwater images. To the best of our knowledge, this is the first physical model based underwater image synthesis method that can simulate a diverse set of water types and degradation levels, which is a significant contribution for the development of data-driven underwater image enhancement techniques.

A. Underwater Image Synthesis

To synthesize the training set for our UWCNN model, we use the attenuation coefficients described in [3] for the different water types of oceanic and coastal classes (i.e., I, IA, IB, II, and III for open ocean waters, and 1, 3, 5, 7, and 9 for coastal waters). As mentioned before, Type-I is the clearest and Type-III is the most turbid open ocean water. Similarly, for coastal waters, Type-1 is the clearest and Type-9 is the most turbid. We apply Eq (1) and Eq (2) to build ten types of underwater image datasets using the RGB-D NYU-v2 indoor dataset of [44], which consists of 1449 images. We select the first 1000 clean images for the training set and the remaining 449 clean images for the validation (test) set.
To synthesize an underwater image, we generate a random homogeneous global atmospheric light $0.8 < B_\lambda < 1$. Then, we vary the depth $d(x)$ from 0.5m to 15m, which is followed by the selection of the corresponding $N_\lambda$ values of the red, green, and blue channels for the water types presented in Table I. For each image, we generate five underwater images based on random $B_\lambda$ and depth $d(x)$; therefore, we obtain a training set of 5000 and a validation set of 2495 samples. For computational efficiency, we resize these images to $310 \times 230$. In total, we synthesize ten underwater image datasets and train ten UWCNN models for each type.

Figure 5 shows these ten different types of underwater images for a sample. It is evident that the underwater images of Type-I, Type-IA and Type-IB are similar in their physical appearance and characteristics. Thus, we select a total of eight models out of ten to display the results on synthetic underwater images.

**B. Network Implementation and Training**

For training, the input to our network is the synthetic images of size $310 \times 230$ generated from the NYU-v2 RGB-D dataset without any augmentation or preprocessing. We trained our model using ADAM (see [41]) and set the learning rate to 0.0002, $\beta_1$ to 0.9, $\beta_2$ to 0.999. The batch size is set to 16. It takes around three hours to optimize a model over 20 epochs. We use TensorFlow as the deep learning framework on an Inter(R) i7-6700k CPU, 32GB RAM, and a Nvidia GTX 1080 Ti GPU.

**C. Synthetic Underwater Images**

We first evaluate the capacity of our method in terms of quantitative metrics, thus we exploit synthetically generated underwater images, which is common in other computer vision tasks as they show the capacity of an algorithm in terms of quantitative metrics. We compare the UWCNN model with several state-of-the-art methods. In Figure 5, we present the results of underwater image enhancement on the synthetic underwater images from our validation set.

As shown in Figure 6(a), the synthetic underwater images accord with the measurement of [3]. The RED method of [16] is effective for the clear types i.e., Type-1, Type-3, Type-5, and Type-I; however, for turbid one’s i.e., Type-7, Type-9, Type-II, and Type-III, it leaves haze artifacts in those images, moreover, it introduces color deviations. Similarly, [18] produces distinctly darkish results while ODM by [20] and UIBLA of [21] improve the visibility in their respective outcomes while introducing artificial colors or color deviations. On the other hand, our UWCNN not only enhances the visibility of the images but also restores an aesthetically pleasing texture and vibrant yet genuine colors. In comparison to other methods, the visual quality of the UWCNN results resemble the ground-truth labels as shown in Figure 6(g).

Furthermore, we quantify the accuracy of the recovered images on the synthetic validation set including 2495 samples for each type. In Table II, the accuracy is measured by three different metrics: mean square error (MSE), peak signal to noise ratio (PSNR), and the structural similarity index metric (SSIM) [45]. In case of MSE and PSNR metrics, the lower MSE (higher PSNR) denotes the result is more close to the label in terms of image content. In case of the SSIM metric, the higher SSIM scores mean the result is more similar to the label in terms of image structure and texture. Here, the presented results are the average scores. The values in bold represent the best results.

As visible, among all underwater image enhancement methods we tested, UWCNN model comes out as the best performer across all metrics and all degradation types, demonstrating its effectiveness and robustness. Regarding the SSIM

### Table I

| Types | I | IA | IB | II | III | 1 | 3 | 5 | 7 | 9 |
|-------|---|----|----|----|-----|---|---|---|---|---|
| blue  | 0.982 | 0.975 | 0.968 | 0.94 | 0.89 | 0.875 | 0.8 | 0.67 | 0.5 | 0.29 |
| green | 0.961 | 0.955 | 0.95 | 0.925 | 0.885 | 0.885 | 0.82 | 0.73 | 0.61 | 0.46 |
| red   | 0.805 | 0.804 | 0.83 | 0.8 | 0.75 | 0.75 | 0.71 | 0.67 | 0.62 | 0.55 |

*Fig. 5. Ten types of synthesized underwater images from the NYU-v2 RGB-D dataset [44] using a sample image and its depth map.*
D. Real-world Underwater Images

We also evaluate the proposed method on real-world underwater images. Visual comparisons with competitive methods are presented in Figure 7. The real-world underwater images are gathered from the Internet because there is no public underwater image dataset available. These real-world underwater images have varying tone, light, and contrast. A first glance at Figure 7 may give the impression that the results of ODM and UIBLA might be sharper; however, a careful inspection reveals that the ODM method causes over-enhancement and over-saturation (besides color casts) because the histogram distribution prior used in the ODM is not always valid. Similarly, the images produced by the UIBLA are not natural and consist of over-enhancement, a shortcoming of this method as the robustness value of the background light and the medium transmission score estimated by the prior are suboptimum. Figure 8 and Figure 9 show the failure cases of the ODM and UIBLE methods. The methods of RED and UDCP have little effect on the inputs. In contrast, our UWCNN+ shows promising results on real-world images, without introducing any artificial colors, color casts, and artifacts.

Fig. 6. Qualitative comparisons for samples from the test dataset. Our network removes the light absorption effects and recovers the original colors without any artifacts. The types of underwater images in the first column from top to bottom are Type-1, Type-3, Type-5, Type-7, Type-9, Type-II, and Type-III.
TABLE II
Quantitative evaluations on the test set. As seen, our method achieves the best scores in all metrics on all underwater image types. For the MSE, a lower score is better. For PSNR and SSIM, higher scores are better.

| Types | RAW | RED | UDCP | ODM | UIBLA | UWCNN |
|-------|-----|-----|------|-----|-------|-------|
| 1     | 2367.3 | 3489.7 | 2062.3 | 2508.6 | 2812.6 | 587.70 |
| 3     | 2676.5 | 4953.2 | 3380.6 | 3130.1 | 3490.1 | 747.50 |
| 5     | 4851.2 | 8385.8 | 6708.9 | 3488.9 | 4563.7 | 1295.1 |
| MSE   | 7     | 3781.1 | 9809.8 | 8591.6 | 5337.1 | 6737.9 |
| 9     | 9060.6 | 5952.3 | 9500.1 | 10634.0 | 8433.1 | 4121.5 |
| I     | 1449.0 | 936.9 | 1020.7 | 1272.0 | 1492.2 | 2974.1 |
| II    | 941.9 | 851.3 | 1466.0 | 1401.9 | 1141.4 | 251.60 |
| III   | 1851.0 | 2240.0 | 2337.6 | 1701.1 | 1697.8 | 456.40 |

| MSE   | 7     | 5871.1 | 9809.8 | 8591.6 | 5337.1 | 6737.9 |
| 9     | 9060.6 | 5952.3 | 9500.1 | 10634.0 | 8433.1 | 4121.5 |
| I     | 1449.0 | 936.9 | 1020.7 | 1272.0 | 1492.2 | 2974.1 |
| II    | 941.9 | 851.3 | 1466.0 | 1401.9 | 1141.4 | 251.60 |
| III   | 1851.0 | 2240.0 | 2337.6 | 1701.1 | 1697.8 | 456.40 |

- **Fig. 7.** Results on real-world underwater images taken from the websites. Our method produces results without any visual artifacts, color deviations, and over-saturations. It also unveils spatial motifs and details.

over- or under-enhanced areas. We do agree that our method does not enhance real-world images as accurately as it does the synthetic ones, which can be improved by having more underwater images in model reconstruction.

Observing the failure cases in Figure 8 and Figure 9, one can find that the ODM method tends to introduce extra colors (e.g., the reddish color around the coral in Figure 8) while our approach improves the contrast, similar performance to the ODM, but maintains a genuine color distribution of the original underwater image. For the failure case of the
UIBLA method in Figure 9 it aggravates the greenish color and produces visually displeasing results. In contrast, our method removes the color casts and improves the contrast and brightness, which generates better visibility and a pleasant perception.

We note that the assessments in [46], [47] are slanted toward over-exposure or over-enhancement, where the histogram equalization method is regarded to yield better scores. For a more objective assessment, in addition to evaluating underwater image quality with several metrics, we conduct a user study to provide realistic feedback and quantify the subjective visual quality. We collect 20 real-world underwater images from the Internet and related papers. We show samples from this dataset in Figure 10. Some corresponding results are presented in Figure 7.

For the user study, we apply all methods to generate enhanced underwater images, randomize the order the results, and then display them on a screen to human subjects. There were 20 participants with image processing and computer vision expertise. Each subject ranks the results based on the perceived visual quality from 1 to 5 where 1 is the worst and 5 is the best. One expects that the results with high contrast, good visibility, natural color and authentic texture should receive higher ranks while the results with over-enhancement/exposure, under-enhancement/exposure, color casts, and artifacts should have lower ranks. The average subjective scores are given in Table III. Our UWCNN+ receives the highest rankings, which indicates that our method can produce better performance on real-world underwater images from a subjective visual perspective.

### E. Ablation Study

To demonstrate the effect of each component in our network, we carry out an ablation study involving the following experiments:

1) UWCNN without residual learning (UWCNN-woRL),
2) UWCNN without dense concatenation (UWCNN-woDC).

3) UWCNN without SSIM loss (UWCNN-woSSIM).

The quantitative evaluation is only performed on Type-I and Type-III synthetic underwater image test sets due to the limited space. The average results in terms of MSE, PSNR, and SSIM are reported in Table IV. For MSE, a lower score is better. For PSNR and SSIM, the higher scores are better.

From Table IV we see that replacing conventional learning strategy (UWCNN-woRL) with residual learning (UWCNN) could boost the performance. Comparing UWCNN with UWCNN-woDC, we observe that the dense concatenation also could improve the performance.

The use of SSIM loss (UWCNN) improves the structure and texture similarity at the cost of the decreased performance of MSE and PSNR (UWCNN-woSSIM). However, such a sacrifice is necessary for better subjective perception. Such an example is presented in Figure 11, which demonstrates the importance of SSIM loss. In Figure 11 after adding SSIM loss, the result of UWCNN has a more smooth background than that of UWCNN-woSSIM.

Table IV

| Types | -woRL | -woDC | -woSSIM | UWCNN |
|-------|-------|-------|---------|-------|
| MSE   | 1     | 1     | 1       | 1     |
| PSNR  | 23.026| 22.633| 22.633  | 22.633|
| SSIM  | 0.8579| 0.8579| 0.8579  | 0.8579|

In future, we plan to extend our current model to enhance hazy images and jointly produce image depth from a single hazy image. We will investigate using only one single model to predict the correct output from one single blind model of UWCNN to attain further accelerating in the process of UWCNN model enhancement.

V. Conclusion

We presented convolutional neural network based underwater image enhancement network. We employ residual learning technique to train our models. Experiments are performed on synthetic and real-world images, which indicates the robust and effective performance of our method. To our advantage, our system only contains ten convolutional layers and 16 feature maps at each convolutional layer, which provides fast and efficient training and testing on GPU platforms.

To demonstrate the effectiveness of each component in our UWCNN network, we have carried out an ablation study. The results demonstrate that the residual learning, dense concatenation and SSIM loss used in our network boost the performance quantitatively and qualitatively.
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