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Abstract—Few-shot learning aims to fast adapt a deep model from a few examples. While pre-training and meta-training can create deep models powerful for few-shot generalization, we find that pre-training and meta-training focus respectively on cross-domain transferability and cross-task transferability, which restricts their data efficiency in the entangled settings of domain shift and task shift. We thus propose the Omni-Training framework to seamlessly bridge pre-training and meta-training for data-efficient few-shot learning. Our first contribution is a tri-flow Omni-Net architecture. Besides the joint representation flow, Omni-Net introduces two parallel flows for pre-training and meta-training, responsible for improving domain transferability and task transferability respectively. Omni-Net further coordinates the parallel flows by routing their representations via the joint-flow, enabling knowledge transfer across flows. Our second contribution is the Omni-Loss, which introduces a self-distillation strategy separately on the pre-training and meta-training objectives for boosting knowledge transfer throughout different training stages. Omni-Training is a general framework to accommodate many existing algorithms. Evaluations justify that our single framework consistently and clearly outperforms the individual state-of-the-art methods on both cross-task and cross-domain settings in a variety of classification, regression and reinforcement learning problems.
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I. INTRODUCTION

Deep learning [1] has achieved the state-of-the-art performance in various machine learning tasks [2], [3], [4], [5]. However, most deep learning methods, in particular the foundation models [6], are “data hungry”, in that the success of these methods highly relies on large amounts of labeled data. This clearly limits the application of deep learning to widespread domains or tasks, especially those with sparse data and insufficient annotations, such as personalized healthcare [7]. In order to promote the grounding of deep learning models, few-shot learning, which aims to fast learn various complex tasks from a few labeled data, has attracted enormous attention recently [8], [9], [10].

Human beings are gifted with the ability to quickly learn new tasks by making use of previous experience and knowledge. In analogy to this, deep learning models can reuse the representations learned previously to help efficiently solve widespread downstream tasks. Recent advances have revealed that a properly trained model endows an important property: transferability, and higher transferability indicates better generalizability to new scenarios. In general situations as illustrated by Fig. 1, complex relationships between the pretext dataset and the new task hinder the downstream learning and pose challenges to the transferability of learned representations. The two main challenges come from the different distributions across domains, i.e. domain shift and different semantics across tasks, i.e. task shift. For example, in image classification, different domains may have different visual factors such as different styles, viewpoints and lighting, while different tasks may have different categories. In most cases, the two challenges entangle with each other, making few-shot learning a very hard problem. Thus, a versatile algorithm should bridge these two gaps and learn representations with both domain transferability and task transferability.

Two mainstream representation learning paradigms for few-shot learning are pre-training and meta-training. In pre-training, we train a high-capacity model for a pretext task on large-scale datasets [4], [11] and fine-tune the model on the target task [12]. In meta-training, we train the model from diverse tasks and fast adapt the model to new tasks [9], [13], [14]. As evidenced by recent studies, neither paradigm can dominate in the widespread few-shot learning scenarios [15], [16], [17], because it requires knowledge that generalizes across both domains and tasks. Pre-training representations can transfer to widespread domains, since the pretext task is designed to be general across domains. However, only pre-training on a single pretext task makes it hard to fast adapt to many new tasks. In contrast, the diverse tasks equip meta-training with the ability to fast adapt across many tasks with extremely sparse data, but the meta-training tasks are usually domain-specific and thus the learned representations cannot generalize well across domains.

In line with the understanding of pre-training and meta-training, we further study both paradigms with regard to the two transferability properties and reach a similar conclusion: pre-training methods are apt at the domain transferability while meta-training methods at the task transferability. We then take
a step forward to exploit the collaboration between pre-training and meta-training and draw an important finding that neither a simple ensemble nor a tight combination can achieve both kinds of transferability. This finding motivates us to design a new Omni-Training framework to bridge both sides for few-shot learning.

Omni-Training seamlessly bridges pre-training and meta-training to learn deep representations with both domain transferability and task transferability. The first part is Omni-Net, a tri-flow architecture. Besides a joint-flow for shared representation learning, Omni-Net introduces two new parallel flows for pre-training and meta-training to yield representations of domain transferability and task transferability respectively. It further coordinates the parallel flows by routing their representations via the joint-flow, making each gain the other kind of transferability. The second part is Omni-Loss, which works in cooperation with the architecture for learning transferable representations. A self-distillation strategy is imposed to both the pre-training and meta-training objectives, forcing the parallel flows to learn more transferable representations. Omni-Training is a general framework that can accommodate many existing pre-training and meta-training algorithms. Thorough evaluations on cross-task and cross-domain datasets in classification, regression and reinforcement learning problems show that Omni-Training consistently and clearly outperforms the individual state-of-the-art deep learning methods.

II. RELATED WORK

Few-shot learning aims to create data-efficient learners via making full use of data and solving new tasks with a few labeled examples [8], [18], [19]. In this paper, we mainly focus on two major categories of training algorithms for few-shot learning that achieve state-of-the-art performance: pre-training and meta-training.

A. Pre-Training

One line of few-shot learning methods is to learn deep representations by pre-training deep networks with a pretext task on the training datasets. With the prevalence of large-scale labeled datasets and the advanced computational infrastructure, deep networks with extremely big model capacity are trained for various applications such as computer vision [11], [20], [21] and natural language processing [4], [22]. With such deep models, recent works re-take the pre-training and fine-tuning paradigm and demonstrate that fine-tuning high-capacity deep models pre-trained on large datasets achieves state-of-the-art performance in various applications with only a few labeled data [23], [24], [25]. Pre-training is also adopted in reinforcement learning to enable learning the policy for new environments with fewer interaction steps [26], [27], [28]. More advanced pre-training strategies also boost few-shot learning performance, such as training an ensemble of models [29] and training with knowledge distillation [30].

There are methods towards the stage of fine-tuning on the new task. For example, some works reuse the representations to predict parameters of new categories [31], [32]. Some works regularize the model of the new task from the aspects of parameters or representations to fully extract the knowledge of the pre-trained models [33], [34]. Recent research also proposed to explore relationships between the training and test datasets and mitigate negative transfer [35], [36]. Cao et al. [24] proposed an ease-in-ease-out fine-tuning method to enable transfer reinforcement learning across homotopy classes. These methods focus on a different perspective and are in parallel with this paper.

Pre-training approaches are simple and effective to improve data efficiency in new scenarios, which show higher domain transferability and outperform sophisticated meta-training methods in the cross-domain setting [15], [16], [17]. However, as the training stage only involves one pretext task, these methods cannot quickly handle the rapid changes of semantics in new tasks [9].

B. Meta-Training

Meta-training addresses few-shot learning by learning representations generalizable across many training tasks, which can be naturally adapted to new tasks [37], [38], [39]. It has been widely used in a variety of applications.

Few-shot learning [8] is widely studied in the field of classification, especially image recognition, where a typical form is to learn from a few annotated data, i.e. the “N-way-K-shot” few-shot classification problems [18], [40]. Metric-based meta-learning methods are tailored for these problems, which learn an
embedding space to form decision boundaries according to the distances between samples [13], [14], [41], [42], [43]. Recently, embedding functions are improved by stronger inductive bias such as graph networks [44], fine-grained attention maps [45], task-adaptive projections [46], [47] and set-to-set functions [48].

Some other meta-learning methods deal with various applications. Early works build meta-learners to learn how to update the model parameters and generalize the updating rules to new tasks [49], [50], which have been recently applied in deep learning to enable fast adaptation of deep networks [51], [52], [53]. Such learning to learn paradigm is also demonstrated to work for regression [51], [53] and reinforcement learning [54], [55]. Several works equip networks with external or internal memory so that meta-knowledge can be effectively stored and queried for data-efficient adaptation to new tasks [56], [57], [58], [59]. The memory-augmented models are also applied to reinforcement learning to improve data-efficiency [58], [60], [61]. These methods introduce additional parameters and storage costs or require a particular architecture of the learner for meta-learning.

Model agnostic meta-learning introduces the gradient-based idea, which trains a good initialization of the deep network as the meta-knowledge such that a small number of gradient steps and interactions in the new environment can induce high generalization performance [9]. The idea is later improved by new architectures [62], [63]. Such gradient-based meta-training methods show strong performance in real robotics applications such as imitation learning [64], [65], locomotion [66], visual navigation [67], and robot manipulation [68]. They can also be extended to other applications such as regression and image classification by changing the architecture and training objective [9], [69], [70], [71].

Though meta-training empowers the deep representations with the ability to generalize across new tasks, a recent empirical study has revealed that meta-trained representations cannot generalize across domains with distribution shift [15]. Tseng et al. [72] use feature-wise transformation layers to simulate various image feature distributions extracted from the training tasks in different domains. However, the domain transferability is still limited especially in domains with large distribution shift [16]. Our method acquires the missing piece of domain transferability from pre-training, which does not require multiple pretext domains but achieves better cross-domain generalization ability.

Meta-training and pre-training are apt at task transferability and domain transferability respectively, and neither can dominate the other. A promising idea is to integrate the two types of methods to achieve both. Sun et al. [73] propose to chain the process of pre-training and meta-training by large-scale pre-training and meta-transfer learning. Several works propose meta-learned adaptation on pre-trained networks. Methods with the idea of Conditional Neural Adaptive Processes (CNAPs) build models whose parameters are modulated by an adaptation network that takes the current tasks as input [74], [75], [76], [77]. Based on several pre-trained models, more relevant models and features can be selected for different tasks, and the selection and integration mechanism can be meta-learned [78], [79]. Architectures for better training and adaptation are also proposed, such as CrossTransformers [80] and TaskNorm [81]. Omni-Training is a parallel work compared with the above advances. First, it tries to bridge pre-training and meta-training and exploit the collaboration between them in a way of joint learning. Second, it does not rely on special algorithms or architecture designs and is a general framework that can accommodate some existing advances in few-shot learning.

III. BACKGROUND AND ANALYSIS

We first introduce few-shot learning and its two key prerequisites: domain transferability and task transferability. Then we delve into two mainstream methods, pre-training and meta-training, each of which learns a representation of a specific kind of transferability and enables generalization to either new domains or new tasks.

A. Few-Shot Learning

At the training phase, the goal is to learn a feature representation $F$ on the training set $D_{\text{train}}$ of sufficient labeled examples, which enables fast solving new tasks from a few examples. At the testing phase, the learned representation $F$ is evaluated on new tasks, either within domain or across domains. Each task comes with a test set $D_{\text{test}}$ partitioned into a support set $S_{\text{test}}$ with a few labeled examples and a query set $Q_{\text{test}}$ with many unlabeled examples to predict. The learned representation $F$ should adapt fast to each new task through the support set and then yield accurate predictions on the query set.

The key to enable few-shot learning in downstream tasks is the transferability of the representations. Given input $x \in \mathcal{X}$ and output $y \in \mathcal{Y}$, denote the joint distribution as $\mathcal{P}(x, y)$ and the learning task as $T : x \mapsto y$. The domain transferability measures the generalizability under train-test distribution shift, $\mathcal{P}_{\text{train}} \neq \mathcal{P}_{\text{test}}$, and the task transferability measures the generalizability under train-test task shift, $T_{\text{train}} \neq T_{\text{test}}$. In general situations of few-shot learning, complex relationships between the training dataset and the new tasks entangle distribution shift and task shift. So we should learn representations with both domain transferability and task transferability to enable data-efficient few-shot learning.

B. Training Methods for Few-Shot Learning

Pre-Training: In pre-training approaches, deep representations are often learned by supervised learning on a large-scale training dataset $D_{\text{train}}$, which facilitate data-efficient or few-shot learning for a variety of downstream tasks. We use an abstract model composed of a feature extractor $F$ to generate the representation and a task-specific head $H$ to predict the output, which is applicable to various tasks. During the training stage, the training set $D_{\text{train}}$ is viewed as samples from a joint distribution of inputs and labels: $\mathcal{P}(x, y)$. Representation learning is conducted by optimizing $H$ and $F$ over the sampled mini-batches from the training distribution with the loss $\ell_p$ tailored to the specific task or algorithm:

$$
\min_{H,F} \mathbb{E}_{(x,y) \sim \mathcal{P}(x,y)} \ell_p (y; H \circ F (x)) .
$$

(1)
During test, we transfer the pre-trained models on the new task \( D_{\text{test}} = \{S_{\text{test}}, Q_{\text{test}}\} \). The feature extractor \( F \) is fine-tuned and a task-specific head \( H_{\text{test}} \) for the new task is trained with the labeled data in support set \( S_{\text{test}} \) and applied in query set \( Q_{\text{test}} \).

**Meta-Training:** In meta-training, the representations are learned to perform well across a set of tasks sampled from a task distribution constructed from the training set. Specifically, the training set \( D_{\text{train}} \) is viewed as a distribution of tasks \( T \). Each task mimics the testing situation, which contains a support set \( S \) with only a few labeled samples and a query set \( Q \) needing predictions. The meta-learner is optimized over episodes of tasks sampled from \( T \). The model \( F \) and \( H \) are learned to efficiently solve each of the tasks conditioned on the support set \( S \) with only a few samples, and updated by the performance evaluated on the query set \( Q^\prime \):

\[
\min_{H,F} \mathbb{E}_{(S,Q) \sim \mathcal{P}(T)} \mathbb{E}_{(x,y) \in Q} \ell_{n}(y, H \circ F(x|S)), \tag{2}
\]

where \( \ell_{n} \) is the loss of specific meta-training algorithms defined on each episode, e.g., the meta-objective in [9]. In test time, the models are fast adapted to the new task with its support set \( S_{\text{test}} \) in a similar way as the training phase, and the adapted models can be used for predictions on the query set \( Q_{\text{test}} \).

**C. Transferability Assessment**

We empirically compare pre-training and meta-training in terms of task transferability and domain transferability. We evaluate two typical methods, Baseline [15] as the pre-training method and ProtoNet [14] as the meta-training method. We first use two benchmarks mini-ImageNet and CUB and follow the protocol in [15]. Note that we use test tasks from the same dataset to relieve the influence of distribution shift and mainly focus on task shift. As shown in Fig. 2(a), the pre-training and meta-training methods perform comparably on mini-ImageNet-5 (5 examples per class). However, in the more extreme situation with only 1 example per class, meta-training outperforms pre-training, where the boost becomes larger on CUB, a fine-grained dataset with smaller distribution shifts between tasks. This result indicates the higher task transferability of meta-training. Next, we explore the influence of distribution shift across domains. We train the model on the mini-ImageNet dataset, but evaluate it on different domains including CUB, Cars, Places and Plantae. As shown in Fig. 2(b), pre-training and meta-training have similar in-domain performance, but pre-training consistently outperforms meta-training in four cross-domain situations. This result indicates the higher domain transferability of pre-training.

Our key finding is that pre-training introduces higher domain transferability while meta-training introduces higher task transferability. This explains the phenomenon that both methods may fail in some few-shot learning scenarios [9], [15], [16], [82]. In general situations, the new tasks hold complex relationships with the training set, presenting both challenges of distribution shift and task shift, which entangle with each other. For example, in the in-domain experiment, there could still be domain shift caused by different categories; In the cross-domain experiment, while domain shift is the main challenge, task transferability is still required to adapt across different classes. Overall, we need to learn representations with both domain transferability and task transferability to fully enable few-shot learning.

We study two simple ways to combine pre-training and meta-training. One is to separately train two models with two methods, and use their ensemble for prediction, denoted as Ensemble. The other is to jointly train the model with both training objectives, denoted as Joint-Training. We evaluate them on three situations of mini-ImageNet, CUB, and transferring mini-ImageNet to CUB. As shown in Fig. 2, both combination strategies promote the performance in some cases, but the improvement is minor and inconsistent. The gain of Ensemble indicates that pre-training and meta-training representations endow complementary knowledge. However, this simple ensemble lacks the knowledge coordination between pre-training and meta-training. The improvement of Joint-Training shows the importance to extract shared knowledge between the two training paradigms, but this tight combination sacrifices the specific transferability held by each approach. Such a transferability dilemma motivates the proposed Omni-Training framework, which seeks to flexibly acquire both domain transferability and task transferability for better few-shot learning.

**IV. Omni-Training Framework**

In this article, we are interested in learning representations with both domain transferability and task transferability by incorporating and bridging pre-training and meta-training in a unified Omni-Training framework. As discussed in Section II-I-C, this goal is non-trivial to realize with simple combinations
Fig. 3. Omni-Training framework consists of three data flows: joint-flow (green), pre-flow (blue), and meta-flow (red). The Omni-Net consists of a backbone $F$ and an Omni-Head $H$, where $F$ is formed by stacking Omni-Layers and $H$ is formed of three heads $H_j$, $H_p$, and $H_m$. Each Omni-Layer has a joint chunk layer $f_j$ and two lightweight branch layers $f_p$ and $f_m$, followed by activation functions $a_j$, $a_p$, $a_m$. The Omni-Loss consists of three losses respectively for joint-training $L_j$, pre-training $J_p$, and meta-training $J_m$, computed on the corresponding head. We also propose a self-distillation strategy for training the pre-flow and meta-flow, which transfers knowledge throughout the training process.

Fig. 4. Few-shot regression results of different training methods with different gradients steps and different support set sizes $K$.

of these two training paradigms. Beyond the tight combination of joint-training, we have two more key insights in designing the framework. Our first key insight is that the domain transferability of pre-training and the task transferability of meta-training should be preserved. Furthermore, there should be knowledge communication between the two types of training to enable them to complement each other. Our second key insight is that this non-trivial unification should be realized with the design in both network architectures and training algorithms. These insights are embedded into the Omni-Training framework via an Omni-Net architecture guided by an Omni-Loss.

A. Omni-Net

Omni-Net is a tri-flow architecture that is constructed by stacking Omni-Layers for representation learning and Omni-Heads for output prediction, as shown in Fig. 4.

Omni-Layer: We aim to simultaneously preserve the domain transferability of pre-training and the task transferability of meta-training, and promote knowledge communication between them. Thus, as shown in Fig. 3, we design an Omni-Layer consisting of a main chunk layer $f_j$ and two parallel branch layers $f_p$ and $f_m$. It enables three interdependent data flows with different network parameters. In the joint-flow, the training data only go through $f_j$, which is jointly trained by pre-training and meta-training to extract common knowledge as well as to coordinate the two parallel flows for a better communication between them. Besides, the two parallel data flows for pre-training and meta-training are respectively responsible for maintaining domain transferability and task transferability. For pre-training, the data pass through both $f_j$ and $f_p$, and then these two outputs are added as the output of this Omni-Layer in the data flow. We denote this data flow as pre-flow. Similarly, for meta-training and its corresponding meta-flow, the output is derived by adding
the outputs of \( f_j \) and \( f_a \). Overall, the transformation function of the three parallel data flows in the \( i \)-th Omni-Layer can be summarized as:

\[
\begin{cases}
    f_j^i(x^{i-1}) + f_p^i(x^{i-1}) & \text{x ∈ pre-flow} \\
    f_j^i(x^{i-1}) & \text{x ∈ joint-flow} \\
    f_j^i(x^{i-1}) + f_a^i(x^{i-1}) & \text{x ∈ meta-flow}
\end{cases}
\]  

This architecture can be transformed from the layers in existing backbones by copying their original layers as the chunk layer \( f_j \) and adding two similar branch layers \( f_p \) and \( f_a \). We design the two parallel branches as lightweight layers compared to the chunk layer, which maintains parameter efficiency of the Omni-Training framework. For example, if \( f_j \) is a convolution layer with large kernels such as \( 7 \times 7 \) or \( 3 \times 3 \), \( f_p \) and \( f_a \) can be convolution layers with smaller kernels such as \( 1 \times 1 \). Some existing architectures may introduce some additional special layers such as batch normalization and various activation functions. We let each data flow have its specific copy of these additional layers (denoted as \( a_j, a_p \), and \( a_a \)), which strengthens the specificity of the three data flows. We omit these additional layers in the equations for simplicity.

We stack the Omni-Layers to construct the backbone for Omni-Training, and the tri-flow in each layer expands to the entire data flows in the whole backbone. Specifically, we use \( F_j \) to denote the overall function of the joint-flow which stacks \( f_j^i \) in the backbone:

\[
F_j = f_j^L \circ \cdots \circ f_j^1.
\]  

We use \( F_p \) to denote the overall function of the stacked layers in the backbone that encodes the pre-flow, which enables knowledge routing by adding the joint-flow:

\[
F_p = (f_p^L + f_j^L) \circ \cdots \circ (f_p^1 + f_j^1) \circ \cdots \circ (f_p^1 + f_j^1).
\]  

Similarly, we use \( F_a \) to denote the overall function of the stacked layers in the backbone that encodes the meta-flow, which enables knowledge routing by adding the joint-flow:

\[
F_a = (f_a^L + f_j^L) \circ \cdots \circ (f_a^1 + f_j^1) \circ \cdots \circ (f_a^1 + f_j^1).
\]  

Such a stacked tri-flow encoding backbone has several benefits. First, it is parameter efficient, where the main chunk parameters are reused to encode different data flows and the architecture requires much fewer parameters than encoding these flows separately. Second, knowledge is softly shared between pre-training, meta-training, and joint-training by routing through the shared parameters in the architecture. Third, the Omni-Layer does not restrict on any specific architecture choices, but is generally applicable to various backbones in representation learning methods.

**Omni-Head:** The Omni-Head \( H \) generates the final predictions of the three data flows with the backbone representations. Specifically, \( H \) consists of three heads: a joint-head \( H_j \), a pre-head \( H_p \) and a meta-head \( H_a \). Each head takes the corresponding data flow representations in the backbone as its input and outputs the prediction. Architectures of the three heads rely on the task, e.g., for classification problem, the heads can be classifiers with a single fully-connected layer. The separate outputs for the three data flows enable the use of different losses to train the three flows as introduced in Omni-Loss below. By chaining the backbone and the Omni-Head, we obtain the Omni-Net architecture.

**B. Omni-Loss**

Based on the Omni-Net architecture, our general idea is to train the parameters of each data flow with the corresponding pre-training or meta-training algorithm, and enhance the transferability of each flow through the Omni-Loss.

**Joint-Training:** Joint-training is performed on the joint-flow with the losses of both pre-training and meta-training. In each iteration, we sample a standard mini-batch \( B \) and a task episode \( S, T \) from the large-scale training set \( D_{train} \). We add the pre-training loss with the mini-batch data and the meta-training loss with the sampled task on the joint-head \( H_j \). The joint-training loss is

\[
\mathcal{L}_j = \mathbb{E}_{B \sim P(x,y)} \mathbb{E}_{(x,y) \in B} \ell_p(y, H_j \circ F_j(x)) + \mathbb{E}_{(S,T) \sim P(T)} \mathbb{E}_{y \sim P(y)} \ell_m(y, H_j \circ F_j(x|S)),
\]  

where \( \ell_p \) and \( \ell_m \) are the losses of pre-training and meta-training algorithms respectively. Though the joint-training extracts shared features between the two training paradigms, such a naive combination fails to endow representations with both domain transferability and task transferability simultaneously, as we have shown in Section III-C. Therefore, we further perform pre-training and meta-training on the two parallel data flows respectively to explicitly preserve domain transferability and task transferability.

**Pre-Training:** To specifically acquire domain transferability in the network, we perform pre-training on the pre-flow. In each iteration, we feed each sample \((x, y)\) from the mini-batch \( B \) into the pre-flow of the Omni-Net, going through \( F_p \) and \( H_p \), and control the final output by the pre-training loss on the pre-flow:

\[
\mathcal{L}_p = \mathbb{E}_{B \sim P(x,y)} \mathbb{E}_{(x,y) \in B} \ell_p(y, H_p \circ F_p(x)).
\]  

In addition to the knowledge transfer across different branches, we further enhance the specific transferability on each parallel branch throughout the learning process. In order to realize it, we employ a self-distillation strategy. Let \( \theta \) denote all the parameters in the backbone \( F \) and the Omni-Head \( H_i \), \( i \) denote the training steps, we keep the temporal ensemble of the network during the learning process, i.e., an exponential moving average (EMA) of the model parameters \( \bar{\theta} \), which is updated smoothly during training:

\[
\bar{\theta}_i = \alpha \bar{\theta}_{i-1} + (1 - \alpha) \theta_i.
\]  

The EMA model gathers knowledge from different training stages and serves as a teacher to guide the training of the current Omni-Net. In each iteration, the EMA model transfers knowledge to each parallel branch through knowledge distillation. We implement this idea into self-distillation regularization for the pre-flow:

\[
\mathcal{R}_p = \mathbb{E}_{B \sim P(x,y)} \mathbb{E}_{(x,y) \in B} \ell_2(\tilde{H}_p \circ \tilde{F}_p(x), H_p \circ F_p(x)),
\]  

where \( \tilde{H} \) and \( \tilde{F} \) are the Omni-Head and the Omni-Net respectively.
where \( \tilde{F}_n \) and \( \tilde{H}_n \) denote the mapping functions of pre-flow and pre-head in the EMA model with the temporal ensemble parameters of \( \tilde{\theta} \) and \( \epsilon_2 \) is the squared loss. The pre-training loss improved by the self-distillation for the pre-flow is

\[
J_p = L_p + \lambda R_p,
\]

with \( \lambda \) being a hyper-parameter to trade-off the original pre-training loss and the self-distillation regularization.

**Meta-Training:** To acquire task transferability in the network, in each iteration, we perform meta-training on the meta-flow with the sampled task episode \((S, Q)\). Data in the support set \( S \) are fed into the meta-flow to obtain the conditioned model. Then, each sample \((x, y)\) from the query set \( Q \) passes through the meta-flow conditioned on the support set to derive the meta-training loss:

\[
L_n = E_{(S, Q) \sim p(T)} E_{(x, y) \in Q} \epsilon_n(y, H_n \circ F_n(x|S)).
\]

Similar to the pre-flow, we impose the self-distillation regularization to improve the transferability of the meta-learned representations across the training process for the meta-flow:

\[
R_n = E_{(S, Q) \sim p(T)} E_{(x, y) \in Q} \epsilon_2(H_n \circ \tilde{F}_n(x|S), H_n \circ F_n(x|S)),
\]

where \( \tilde{F}_n \) and \( \tilde{H}_n \) denote the mapping functions of the meta-flow and meta-head in the EMA model, and \( \epsilon_2 \) is the squared loss. The training loss for the meta-flow includes the original meta-training loss and the self-distillation regularization as

\[
J_n = L_n + \lambda R_n,
\]

with \( \lambda \) to trade-off the original meta-training loss and the regularization term.

**C. Overall Framework**

**Training:** We train Omni-Net with the Omni-Loss to perform joint-training, pre-training and meta-training simultaneously:

\[
J_{omni} = J_p + J_n + L_g.
\]

With the cooperation of Omni-Net and Omni-Loss, our framework trains the two parallel flows to obtain both domain and task transferability and coordinates the two parallel flows to enable their knowledge communication, addressing both challenges of domain shift and task shift in few-shot learning problems.

**Inference:** During the test time, we transfer knowledge learned from Omni-Training by reusing or fine-tuning the learned model and retraining a new Omni-Head for the new tasks on the labeled data in the support set \( S_{test} \). Since we focus on the representation learning stage but do not focus on the test time adaptation techniques, we train the new Omni-Head consisting of a new joint-head \( H_{new}^{p} \), a new pre-head \( H_{new}^{p} \) and a new meta-head \( H_{new}^{m} \) following the corresponding algorithms we have used for pre-training and meta-training. Then for each test sample \( x \in Q_{test} \), we predict \( x \) using one of the three heads or their ensemble based on the real application constraints. For example, if we need to deploy the model to a real-time prediction application, we only use the prediction of the meta-head for fast adaptation using only a few gradient updates. If there is no resource restriction, we can use the ensemble of all three heads for more accurate predictions.

**V. Omni-Training Algorithms**

We provide instantiations and implementations of the Omni-Training framework by incorporating some mainstream pre-training and meta-training algorithms. The framework can generalize to a wider variety of algorithms as shown in our experiments.

**A. Pre-Training Algorithms**

**Classification:** The pre-training algorithm for classification is known as Baseline [15] in few-shot learning literature. To instantiate, \( H_p \) is a fully-connected layer with weights \([w_1, \ldots, w_K]\) and biases \([b_1, \ldots, b_K]\) for \( K \) classes, \( F_p \) and \( H_p \) are pre-trained on training dataset \( D_{train} \) by using cross-entropy as \( \ell_p \):

\[
\ell_p(y, H_p \circ F_p(x)) = -\log \left( \frac{\exp(w_T^p F_p(x))}{\sum_k \exp(w_k^p F_p(x))} \right),
\]

where \( y \) is the class index of the ground-truth class label \( y \) for \( x \). The model is then fine-tuned on the support set \( S_{test} \) for the new task with a new classification head \( H_p^{new} \).

**Regression:** In the pre-training algorithm for regression, we use a fully-connected layer as the pre-head \( H_p \) to predict the output. Here the loss is defined as the squared error between the target value \( y \) and the prediction, also known as the L2 loss:

\[
\ell_p(y, H_p \circ F_p(x)) = (H_p \circ F_p(x) - y)^2.
\]

**Reinforcement Learning:** In the pre-training algorithm for reinforcement learning, we use the policy gradient in REINFORCE [83]. The Omni-Net serves as the parameterized policy \( \pi = H_p \circ F_p \) with a fully-connected head \( H_p \) to predict the action given a state. Here the loss is defined as the expected return over the policy:

\[
\ell_p(H_p \circ F_p) = E_{r \sim \pi} (\sum_{t=0}^{\infty} r(s_t, a_t)).
\]

The gradient of the pre-training loss \( \ell_p \) with respect to the parameters \( \theta \) of the policy \( \pi \), i.e., the policy gradient, is defined as

\[
\nabla_\theta \ell_p(H_p \circ F_p) = \sum_s p^*(s) \sum_a \nabla_\theta \pi(a|s) Q^*(s, a).
\]

\( p^*(s) \) is discounted weighting of the probability of encountering states \( s \) from the initial states and \( Q^* \) is the Q-function for \( \pi \) [84].

**B. Meta-Training Algorithms**

**Model-Agnostic Meta-Learning (MAML):** In meta-training, we first consider model-agnostic meta-learning (MAML) [9], a gradient-based learning rule to rapidly adapt to new tasks with few data and gradient steps. In each iteration, we sample an episode of a support set \( S \) and a query set \( Q \), and optimize the MAML loss:

\[
\ell_n(y, H_n \circ F_n(x|S)) = \ell(y, H_n \circ F_n(x; \theta')),\]

for each sample \((x, y) \in Q \) in the query set. Here \( \theta' = \theta -
\( \nabla_{\theta} E(\mathbf{x}, y) \in \mathcal{S} \) \( \ell(y, H_\theta \circ F_n(x; \theta)) \) is the model parameters after a single gradient update on the support set \( \mathcal{S} \). MAML has few restrictions on the model architecture and learning task, and can be widely used on various tasks such as regression, classification and reinforcement learning, by specifying the task-aware loss \( \ell \).

Prototype Networks: In the few-shot learning literature, one of the well-established meta-training algorithms is ProtoNet [14]. Let \( \mathcal{S}_k \) denote the samples with the class index \( k \) in a support set \( \mathcal{S} \) in the episode, the prototype of this class \( c_k \) is the mean of the embedded data in \( \mathcal{S}_k \): \( c_k = \mathbb{E}_{(x, y) \in \mathcal{S}_k} F_n(x) \). A metric-based classifier predicts the probability distribution of each query point \( x \) based on its euclidean distances \( d \) to the prototypes, which is penalized by a cross-entropy loss for classification:

\[
\ell_n(y, H_\theta \circ F_n(x|S)) = -\log \left( \frac{\exp(-d(F_n(x), c_y))}{\sum_k \exp(-d(F_n(x), c_k))} \right). 
\]

(20)

For new tasks, the labeled data in the support set \( \mathcal{S}_{test} \) are used to compute the prototypes of each new class. Then we can classify new samples in the query set \( \mathcal{Q}_{test} \) by their nearest prototype.

Graph Neural Networks: The graphical model can also be used for learning to propagate information from the support set to the query data [44]. The features of the support set \( \mathcal{S} \) and the query data \( x \) are used as the node features of the graph, which are processed by a graph neural network (GNN) to make predictions:

\[
H_\theta \circ F_n(x|S) = \text{GNN}(\{F_n(S), F_n(x)\}). 
\]

(21)

The model \( F_n \) and the GNN with trainable features and adjacency parameters are updated by the meta-training loss \( J_m \), learning to predict the query data based on the support set.

VI. EXPERIMENTS

We evaluate our Omni-Training framework with comprehensive experiments on cross-task and cross-domain settings in classification, regression and reinforcement learning problems to testify the few-shot learning performances. All the codes and datasets will be available online at https://github.com/thuml/Omni-Training.

A. Classification

Datasets: We consider the following few-shot benchmarks: in-domain: mini-ImageNet [13], CUB [89], and cross-domain: mini-ImageNet \( \rightarrow \) CUB, Multi-domain [72], Meta-Dataset [82]. mini-ImageNet is a subset of ILSVRC-12 dataset [90] for generic object recognition. It contains 100 classes with 600 images per class. We use the same split introduced by [52], which respectively splits 64/16/20 classes for the training/validation/testing set. CUB is a fine-grained dataset of birds with a total of 200 classes. We follow the protocol of [91] and split the dataset into 100/50/50 classes for training/validation/testing. mini-ImageNet \( \rightarrow \) CUB is a cross-domain dataset. Following [15], we use mini-ImageNet dataset as the training set and split the CUB set as 50/50 classes for validation and testing. Multi-domain is another cross-domain dataset. We follow the split in [72] and use the datasets of mini-ImageNet, CUB, Cars [92], Places [93] and Plantae [94] as different domains. We explore two settings. The first is training the model on the mini-ImageNet domain and evaluating on other four domains. The second is the leave-one-out setting which selects one domain for evaluation and trains the model with all other domains. Meta-Dataset is a few-shot classification benchmark consisting of ten datasets. We follow the standard protocol [82] and use eight datasets for training and all ten datasets for testing.

Implementation Details: We use ResNet-18 in [15] for mini-ImageNet, CUB, mini-ImageNet \( \rightarrow \) CUB and Meta-Dataset. We use ResNet-10 on Multi-domain following [72] for a fair comparison. We refactor ResNet into a backbone for Omni-Training by transforming all convolution layers into Omni-Layers, where each Omni-Layer uses the \( 1 \times 1 \) convolution layer as the lightweight branch layer. We employ Baseline in [15] as the pre-training method with meta-training methods such as ProtoNet [14] and GNN [44], denoted as Omni-Proto and Omni-GNN respectively. In each iteration, a mini-batch is sampled with the batch size of 64 for pre-training, and an episode of task is sampled for meta-training, with a support set containing 5 categories each having 5 labeled instances, and a query set containing the same categories with 16 instances per class. We apply standard data augmentation including random crop, left-right flip and color jitter to the training samples. We train our framework with 100 epochs for the mini-ImageNet, mini-ImageNet \( \rightarrow \) CUB and Multi-domain datasets, and with 400 epochs for the CUB dataset. We use accuracy on the validation set to choose the best model for testing. In the test stage, we randomly sample 600 tasks from the testing set. Each task contains 5 unseen classes with \( K = 5 \) or \( K = 1 \) labeled samples per class as the support set, and another 16 instances per class as the query set to be predicted. The average accuracy as well as the 95% confidence intervals are reported. The hyper-parameter is chosen as \( \alpha = 0.99, \lambda = 3.0 \). We train the networks from scratch and use Adam optimizer [95] with an initial learning rate of 0.001. The training and evaluation on the Meta-Dataset follow the standard protocols in [78], [82].

Results on Cross-Task Benchmarks: We first evaluate our method on the general dataset mini-ImageNet and the fine-grained dataset CUB. These two scenarios are considered as cross-task benchmarks, as the training and testing data are from the same domain. The results with \( K = 5 \) and \( K = 1 \) are shown in Table I. Omni-Training outperforms corresponding pre-training and meta-training methods, especially in extremely difficult scenarios with only 1 labeled instance. Note that although from the same dataset, there still exists domain shift between the training and test sets caused by the split of different label sets. Our framework manages to incorporate pre-training and meta-training effectively to acquire both domain transferability and task transferability and thus achieves higher performance. Omni-Training outperforms state-of-the-art algorithms, including MTL [73] which combines pre-training and meta-training sequentially. This confirms that our design can better bridge pre-training and meta-training.

Results on Cross-Domain Benchmarks: Different from the cross-task benchmarks discussed above, in the cross-domain
setting, the testing data are not only from different classes, but also from different domains, causing greater domain shift between the training and testing data. As shown in Table I, meta-training algorithms degrade due to the domain shift while pre-training algorithms generalize better to the unseen domain. Omni-Training outperforms meta-training methods by a large margin, indicating the significance of domain transferability in the cross-domain setting. Also, Omni-Training outperforms the pre-training Baseline, which reveals the importance of task transferability to fully enable few-shot learning.

The more challenging benchmarks Multi-domain and Meta-Datasets are with more domains and larger domain shifts. Table II reports the results on Multi-domain, where we train on the mini-ImageNet domain and test on other four domains (upper), and the results where we choose one domain as the unseen test domain and train the model with all other domains (bottom). Feature-Transformation [72] is a framework that adopts domain generalization [96] into meta-training to obtain both domain and task transferability. Among its implementations, FT-GNN achieves the best performance by incorporating a strong meta-training algorithm, GNN [44]. When trained on mini-ImageNet, Omni-Training can still achieve comparable or better performance than FT-GNN with a simple meta-training algorithm such as ProtoNet. We also incorporate GNN into Omni-Training to form Omni-GNN, which generally outperforms FT-GNN in most tasks. Note that FT-GNN has a special design for domain

The bold values help readers find the best results among the compared methods in each experiment.

### TABLE I

| Method          | Backbone | mini-ImageNet | CUB | ImageNet→CUB |
|-----------------|----------|---------------|-----|--------------|
|                 |          | K=5           | K=1 | K=5          |
| MatchingNet [13]| ResNet-18| 68.88 ± 0.69  | 52.91 ± 0.88 | 83.64 ± 0.60 | 72.36 ± 0.90 | 53.07 ± 0.74 | 38.78 ± 0.73 |
| ProtoNet [14]   | ResNet-18| 73.68 ± 0.65  | 54.16 ± 0.82 | 87.42 ± 0.48 | 71.88 ± 0.91 | 62.02 ± 0.70 | 40.07 ± 0.75 |
| RelationNet [42]| ResNet-18| 69.83 ± 0.68  | 52.48 ± 0.86 | 82.75 ± 0.58 | 67.59 ± 1.02 | 57.71 ± 0.73 | 37.71 ± 0.69 |
| MAML [9]        | ResNet-18| 65.72 ± 0.77  | 49.61 ± 0.92 | 82.70 ± 0.65 | 69.96 ± 1.01 | 51.34 ± 0.72 | 40.15 ± 0.65 |
| TADAM [46]      | ResNet-12| 76.70 ± 0.30  | 58.50 ± 0.30 | —             | —             | —             | —             |
| GNN [44]        | ResNet-18| 78.80 ± 0.78  | 57.40 ± 0.98 | 90.74 ± 0.57 | 78.52 ± 1.04 | 65.56 ± 0.87 | 43.65 ± 0.86 |
| LEO [69]        | WRN28-10 | 77.59 ± 0.12  | 61.76 ± 0.08 | 78.27 ± 0.16 | 68.22 ± 0.22 | —             | —             |
| Baseline [15]   | ResNet-18| 74.27 ± 0.63  | 51.75 ± 0.80 | 82.85 ± 0.55 | 65.51 ± 0.87 | 65.57 ± 0.70 | 43.59 ± 0.74 |
| Baseline+1 [15] | ResNet-18| 75.68 ± 0.63  | 51.87 ± 0.77 | 83.58 ± 0.54 | 67.02 ± 0.90 | 62.04 ± 0.76 | 44.14 ± 0.77 |
| MTL [73]        | ResNet-12| 75.50 ± 0.80  | 61.20 ± 1.80 | —             | —             | —             | —             |
| MetaOpt [71]    | ResNet-18| 78.62 ± 0.36  | 62.64 ± 0.61 | 90.90 ± 0.23 | 80.23 ± 0.44 | —             | —             |
| TagNet [47]     | ResNet-12| 76.36 ± 0.10  | 61.65 ± 0.15 | —             | —             | —             | —             |
| Robust20 [29]  | ResNet-18| 81.59 ± 0.42  | 63.95 ± 0.61 | 84.62 ± 0.44 | 69.47 ± 0.69 | 65.04 ± 0.57 | —             |
| CAN [45]        | ResNet-12| 79.44 ± 0.34  | 63.85 ± 0.48 | —             | —             | —             | —             |
| RFS [30]        | ResNet-12| 82.14 ± 0.43  | 64.82 ± 0.60 | —             | —             | —             | —             |
| Neg-Margin [85] | ResNet-18| 80.94 ± 0.59  | 62.33 ± 0.82 | 89.40 ± 0.40 | 72.66 ± 0.90 | 67.03 ± 0.76 | —             |
| PMM [86]        | ResNet-18| 77.76 ± 0.58  | 60.11 ± 0.73 | 86.01 ± 0.50 | 73.94 ± 1.10 | 67.88 ± 0.90 | —             |
| Multi-Task [87] | ResNet-12| 77.72 ± 0.09  | 59.84 ± 0.22 | —             | —             | —             | —             |
| Meta-Macup [88] | ResNet-12| 79.38 ± 0.24  | 62.81 ± 0.34 | —             | —             | —             | —             |

Omni-Proto

| Method          | Backbone | mini-ImageNet | CUB | ImageNet→CUB |
|-----------------|----------|---------------|-----|--------------|
|                 |          | K=5           | K=1 | K=5          |
| MatchingNet [13]| ResNet-18| 81.26 ± 0.57  | 64.31 ± 0.86 | 91.09 ± 0.38 | 81.18 ± 0.78 | 71.30 ± 0.71 | 50.42 ± 0.82 |
| Omn-GNN         | ResNet-18| 87.14 ± 0.59  | 70.99 ± 0.97 | 95.96 ± 0.33 | 87.73 ± 0.78 | 75.83 ± 0.62 | 50.89 ± 0.91 |

The bold values help readers find the best results among the compared methods in each experiment.

### TABLE II

| mini-ImageNet | CUB | Other Domains |
|---------------|-----|---------------|
| K=5           | K=1 | K=5           |
| MatchingNet [13]| 51.37 ± 0.77 | 35.89 ± 0.51 |
| ProtoNet [14]  | 57.64 ± 0.85 | 38.18 ± 0.76 |
| RelationNet [42]| 57.77 ± 0.69 | 42.44 ± 0.77 |
| GNN [44]       | 62.25 ± 0.65 | 45.69 ± 0.68 |
| FT-Matching [72]| 55.23 ± 0.83 | 36.61 ± 0.34 |
| FT-Relation [72]| 59.46 ± 0.71 | 44.07 ± 0.77 |
| FT-GNN [72]    | 66.98 ± 0.68 | 47.47 ± 0.75 |

Omni-Proto

| K=5           | K=1 | K=5           |
|---------------|-----|---------------|
| MatchingNet [13]| 65.17 ± 0.75 | 45.83 ± 0.78 |
| ProtoNet [14]  | 59.26 ± 0.89 | 39.31 ± 0.72 |
| RelationNet [42]| 62.13 ± 0.74 | 41.33 ± 0.59 |
| GNN [44]       | 69.25 ± 0.68 | 49.46 ± 0.67 |
| FT-Matching [72]| 61.41 ± 0.57 | 43.29 ± 0.59 |
| FT-Relation [72]| 64.99 ± 0.54 | 48.38 ± 0.63 |
| FT-GNN [72]    | 73.11 ± 0.68 | 51.51 ± 0.80 |

Omni-GNN

| K=5           | K=1 | K=5           |
|---------------|-----|---------------|
| MatchingNet [13]| 67.76 ± 0.74 | 46.62 ± 0.77 |
| ProtoNet [14]  | 71.76 ± 0.83 | 49.76 ± 0.94 |

The bold values help readers find the best results among the compared methods in each experiment.
generalization, which is tailored for the multi-domain setting. But Omni-GNN also achieves better performance on most cases, confirming that Omni-Training generally works well in different situations.

Table III reports the results on the Meta-Dataset. The compared methods cover various ideas of pre-training (such as SUR [78]), meta-training (such as MAML [9] and ProtoNet [14]), and meta-adaptation from pre-trained models (such as CNAPs [74] and URT [79]). The last two datasets are totally unseen during training. Note that although the first eight datasets are seen during training, few-shot learning on these datasets still requires domain transferability to leverage knowledge from related training domains or balance the performance of the model on these different domains. For example, SimpleCNAPs performs best on the Trafficsigns dataset, but it may sacrifice the performance on some other domains. URT may ease this problem but requires the training of several domain-specific models on each domain. Omni-Training generally performs well on both the varying tasks and the diverse domains. It clearly outperforms some baselines, such as ProtoNet, and is comparable with the existing best methods in most cases. This indicates that it is a good choice for general few-shot learning with both task and domain shifts.

B. Regression

Datasets: For few-shot regression problems, we conduct experiments on a sinusoid dataset following [9]. Specifically, the regression problem is to predict the output \( y \) on a sine wave given the input \( x \). We define a task as regressing a sine wave with a particular amplitude and phase from some labeled data and consider a continuous task distribution in which the amplitude varies within \([0.1, 5.0]\) and the phase varies within \([0, 2\pi]\). The input datapoint \( x \) is sampled uniformly from \([-5.0, 5.0]\) for all tasks. The training dataset \( \mathcal{D}_{\text{train}} \) contains a large number of sampled sine waves and each test task \( \{\mathcal{S}_{\text{test}}, Q_{\text{test}}\} \) is an unseen sinusoid with a few labeled datapoints in \( \mathcal{S}_{\text{test}} \) and other points which need prediction in \( Q_{\text{test}} \). The goal is to train a regression model on \( \mathcal{D}_{\text{train}} \) to predict the outputs of the datapoints in the query set \( Q_{\text{test}} \) after adaptation with a few labeled data in \( \mathcal{S}_{\text{test}} \).

Implementation Details: We take the mean-squared error between the predictions and ground-truth values as the training loss. We use Baseline [15] for pre-training and use MAML [9] for meta-training. We employ a backbone with 2 fully-connected layers of size 64 with the activation function of Tanh. The training set \( \mathcal{D}_{\text{train}} \) has 30000 randomly sampled tasks and each task is a sine wave with 50 labeled datapoints. We then enable few-shot regression on a new sine wave with a support set of \( K = \{5, 10, 20\} \) labeled examples and test the adapted model on points in \( Q_{\text{test}} \) of the wave. We train the model on \( \mathcal{D}_{\text{train}} \) and fine-tune it on the \( K \)-labeled examples for the new sine wave with an SGD optimizer. The learning rate for the inner loop is 0.02 and for parameter update is initialized as 0.01.

Results: We sample 100 new tasks for testing and report the mean squared error after fine-tuning with different gradient steps from 1 to 10. As shown in Fig. 4, Baseline generally performs worse than MAML. The tasks change rapidly during the training and test stages in this problem and task transferability is important, which is missing for pre-training methods. With different numbers of labeled data and of gradient steps, Omni-Training consistently improves upon the meta-training method, which shows the efficacy of Omni-Training for regression tasks.

We further conduct a case study and show the typical sine waves recovered by pre-training, meta-training and Omni-Training with 5 labeled samples and with 1 or 10 gradient steps in Fig. 5. We also show the ground-truth sine wave and the labeled points in the support set. MAML and Omni-Training quickly regress close to the ground-truth curve, while the process is much slower for Baseline. Compared with MAML, the recovered curve of Baseline maintains smooth, which is an important common property in the sinusoid distribution. Omni-Training also maintains a smoother curve, which simultaneously fits these datapoints quickly and preserves the domain transferability of sine waves. This explains the improvements brought by the Omni-Training framework.

C. Reinforcement Learning

Environments: For reinforcement learning problems, we follow the learning protocol in [9] with several sets of tasks based on two simulated continuous control environments: 2D Navigation and Locomotion in the \\( \times 1 \alpha 2 \) benchmark suite [97].

In the 2D Navigation environment, the goal is to move to a target position in 2D. The state space is the 2D location and the action space is the 2D velocity, where the action is in the range of \([-0.1, 0.1]\). The reward is the negative squared distance to the goal, and the episodes terminate when the agent is within 0.01 of the goal or at the horizon of \( H = 100 \). We construct a task by randomly sampling a goal position from a unit square.

| Method       | ILSVRC | Omniglot | Aircraft | Birds | Textures | QuickDraw | Fungi | VGGFlower | TrafficSigns | MSCOCO | Avg  |
|--------------|--------|----------|----------|-------|----------|-----------|-------|-----------|-------------|--------|-----|
| MAML [9]     | 37.8±1.0 | 83.9±1.0 | 76.4±0.7 | 62.4±1.1 | 64.1±0.8 | 59.7±1.1 | 33.5±1.1 | 79.9±0.8 | 42.9±1.3 | 29.4±1.1 | 57.0 |
| ProtoNet [14]| 44.5±1.1 | 79.6±1.1 | 71.1±0.9 | 67.0±1.0 | 65.2±0.8 | 64.9±0.9 | 40.3±1.1 | 86.9±0.7 | 46.5±1.0 | 39.9±1.1 | 60.6 |
| ProtoMAML [82]| 46.5±1.1 | 82.7±1.0 | 75.2±0.8 | 69.9±1.0 | 68.3±0.8 | 66.8±0.9 | 42.0±1.2 | 88.7±0.7 | 52.4±1.1 | 41.7±1.1 | 63.4 |
| CNAPs [74]   | 52.3±1.0 | 88.4±0.7 | 80.5±0.6 | 72.2±0.9 | 58.3±0.7 | 72.5±0.8 | 47.4±1.0 | 86.0±0.5 | 60.2±0.9 | 42.6±1.1 | 66.0 |
| TaskNorm [81]| 50.6±1.1 | 90.7±0.6 | 83.8±0.6 | 74.6±0.8 | 62.1±0.7 | 74.8±0.7 | 48.7±1.0 | 89.6±0.6 | 67.0±0.7 | 43.4±1.0 | 58.5 |
| SUR [78]     | 56.3±1.1 | 93.4±0.5 | 85.4±0.7 | 71.4±1.0 | 71.5±0.8 | 81.3±0.6 | 63.1±1.0 | 82.8±0.7 | 70.4±0.8 | 52.4±1.1 | 72.8 |
| SimpleCNAPs [75]| 58.6±1.1 | 91.7±0.6 | 82.4±0.7 | 74.9±0.8 | 67.8±0.8 | 77.7±0.7 | 46.9±1.0 | 90.7±0.5 | 73.4±1.0 | 46.2±1.1 | 71.0 |
| URT [79]     | 55.7±1.0 | 94.4±0.4 | 85.6±0.6 | 76.3±0.8 | 71.8±0.7 | 82.5±0.6 | 63.5±1.0 | 88.2±0.6 | 69.4±0.8 | 52.5±1.1 | 74.0 |
| Omni-Proto   | 57.0±1.1 | 94.2±0.4 | 87.8±0.6 | 80.3±0.7 | 76.1±0.7 | 79.3±0.6 | 62.7±1.0 | 92.9±0.5 | 67.7±1.1 | 53.0±1.0 | 75.1 |

The bold values help readers find the best results among the compared methods in each experiment.
In the Locomotion environment, we adopt the agent in the Mujoco HalfCheetah environment [98] and follow its state and action space. We evaluate on two sets of tasks. The first aims to run at a particular velocity. The reward is the negative absolute value between the current velocity and the goal velocity, which is chosen uniformly at random between 0.0 and 2.0 for different tasks. The second aims to run in a particular direction. The reward is the magnitude of the velocity in the forward or backward direction. The horizons of both tasks are set as $H = 200$.

**Implementation Details:** We adopt the policy as a neural network with two fully-connected layers of 64 hidden units and the Tanh activation function. We train the policy with the REINFORCE algorithm [99]. We use the standard linear feature baseline proposed by [97], which is fitted separately at each iteration for each sampled task in the batch. We train the model with 500 iterations. In each iteration, 20 different tasks are sampled for the 2D navigation environment and 40 tasks are sampled for Locomotion, where 20 trajectories are sampled for each task. During the test stage for few-shot reinforcement learning, we randomly sample 2000 new tasks for evaluation. Each task contains trajectories with rewards as the support set. We use 20 trajectories from each task for each gradient step and use 1 to 4 gradient steps for adaptation to new tasks. We use 20 trajectories as the query set to compute the final testing reward of each task. We also use Baseline [15] as the pre-training method and MAML [9] as the meta-training method. In each iteration of meta-training, the policy is first trained using a single gradient step on the support trajectories with the inner loop step size 0.1, and then meta-updated on the query trajectories with the outer loop step size 0.03.

**Results:** The results of the reinforcement learning tasks in the two environments are shown in Fig. 6. Omni-Training outperforms both Baseline and MAML with large margins in the 2D Navigation environment, which demonstrates that the model with both domain and task transferability can boost the generalization performance in this case. In the Locomotion environment, the performance gap between MAML and Baseline becomes larger, indicating more complex cross-task situations. Omni-Training still improves upon MAML in the velocity tasks. In the direction tasks, the pre-training method fails to generalize across these complex tasks with limited trajectories and updates, thereby performing similarly to the random initialization. In this extreme case, Omni-Training still performs comparably with MAML, without being negatively influenced. These results have proved the generalization ability of Omni-Training in a variety of complex situations.

**VII. ANALYSIS**

In this section, we further empirically analyze and understand our proposed framework. Without specification, we use the ResNet-18 as the backbone. We use the Baseline in [15] as the pre-training method and the ProtoNet [14] as the meta-training method.
Fig. 7. (a), (b) Comparison with two ways of simply combining pre-training and meta-training: Ensemble and Joint-Training. (c) Extension of the Omni-Training framework to other representation learning algorithms (OT: Omni-Training).

A. Fine-Grained Comparison With Baselines

Comparison with Simple Combinations: We compare Omni-Training with two simple combinations of pre-training and meta-training discussed in Section III-C, i.e., the ensemble of the two models trained separately (Ensemble) and joint-training with the losses of the two training paradigms (Joint-Training). We evaluate on the classification dataset mini-ImageNet → CUB and the sinusoid regression dataset. We use $K = 5$ or $K = 1$ labeled samples in the support set in classification and use $K = 5$ or $K = 10$ labeled points with 2 gradient steps of parameter update in regression. As shown in Fig. 7(a) and (b), Ensemble and Joint-Training do not always lead to improvements, and the performance gain is minor. Omni-Training instead outperforms all the compared methods consistently, which demonstrates that the proposed Omni-Net and the Omni-Loss designs provide a better solution to bridge pre-training and meta-training and acquire both domain transferability and task transferability.

Extension to Other Algorithms: Despite the competitive performance on various benchmarks, we also want to demonstrate that different few-shot learning algorithms can benefit from the Omni-Training framework. We extend Omni-Training to more algorithms. Since most pre-training algorithms adopt the similar pre-training and fine-tuning process, we mainly investigate the varieties of meta-training algorithms including MatchingNet [13], MAML [9] and RelationNet [42]. We conduct experiments in the mini-ImageNet dataset since some algorithms cannot deal with the regression problem. As shown in Fig. 7(c), Omni-Training with different algorithms significantly outperforms the corresponding baselines. This demonstrates that our framework can generally accommodate different few-shot learning algorithms.

Comparison of Each Flow with Baselines: We investigate whether the coordination of pre-training and meta-training with the shared parameters in our tri-flow architecture can improve the performance of specific flows. Fig. 8(a) reports the training losses and validation accuracies of the pre-flow in Omni-Training and pre-training algorithm Baseline [15] alone, while Fig. 8(b) reports the results of the meta-flow in Omni-Training and the meta-training algorithm ProtoNet [14]. The experiments are conducted in the CUB dataset with $K = 5$. The pre-flow and the meta-flow in Omni-Training reach lower losses and higher accuracies than the baselines trained independently. Even though the pre-flow and Baseline achieve nearly the same training loss, the pre-flow achieves much higher validation accuracy than Baseline. This shows that the knowledge communication enables pre-flow to obtain part of task transferability and meta-flow to obtain part of domain transferability to improve their performance.

Fig. 8. (a), (b) Training losses and validation accuracies of the pre-flow and meta-flow in Omni-Training, compared with their corresponding baselines; (c) The transferability of pre-training and pre-flow with different numbers of gradient steps.
Fig. 9. Attention comparison of the representations from the pre-training model, the meta-training model and the three data flows in Omni-Training.

We also compare the transferability of the pre-training method and the pre-flow on the mini-ImageNet and mini-ImageNet → CUB datasets. As shown in Fig. 8(c), the pre-flow also outperforms pre-training in various situations. We further investigate fine-tuning the representations with 1/10 gradient steps. The performance of the pre-training model drops a lot with limited updates, but the pre-flow still performs well and comparably with the pre-training model updated 10 more times. This reveals that the pre-flow also acquires task transferability to fast adapt across tasks. These results demonstrate that Omni-Training coordinates the two parallel flows and makes each gain the other kind of transferability.

**Comparison of Attention Maps:** We compare the spatial attention in different representations learned by pre-training, meta-training and the three data flows in Omni-Training. From Fig. 9, we observe that pre-training representations focus on a broad area containing the objects as well as some noisy context, which fully grab the domain knowledge but lack some concentration on the important information to discriminate different categories. On the contrary, the meta-training representations focus on a very small area with very concise information, which is easy to generalize across tasks quickly but also easy to make mistakes when the attending area deviates only a little from the objects. Such deviation is more likely to occur with the domain shift. Such attention heatmaps are consistent with our analyses before that pre-training learns representations with higher domain transferability while meta-training with higher task transferability.

Switching to Omni-Training, the pre-flow focuses on a more concise area only including the whole object while ignoring the noisy context. The meta-flow focuses on a broader area to grab more knowledge in the whole domain and increase the tolerance of mistakes. This observation demonstrates that there is knowledge transfer between pre-flow and meta-flow, which coordinates these two flows and improves them with the other kind of transferability. The joint-flow shows a different attention map from the pre-flow and the meta-flow. This also demonstrates that the three flows in the Omni-Training framework focus on different areas on the input space and form a more comprehensive understanding of data.

**TABLE IV**

| Loss Functions | ImageNet | CUB | ImageNet→CUB |
|---------------|----------|-----|--------------|
| $L_p$, $L_n$, $L_j$ | 74.37 | 82.80 | 65.57 |
| $-$ | 73.66 | 87.91 | 62.14 |
| $-$ | 76.95 | 85.15 | 66.09 |
| $-$ | 78.12 | 87.34 | 69.66 |
| $-$ | 80.79 | 88.54 | 70.12 |
| $-$ | 81.26 | 91.09 | 71.30 |
including the self-distillation regularization contribute to the improvement of the Omni-Training framework.

Number of Parameters: To evaluate the additional parameters added by Omni-Net into the standard architecture, we provide a parameter count and analysis. In Table V, we compare Omni-Net with the standard ResNet-18 architecture. Since we use lightweight $1 \times 1$ convolution layers for the parallel branches, the number of parameters does not increase significantly, from 11.17 M to 13.98 M. To investigate whether the performance gain of Omni-Training may come from the increase in the model size, we add the same parameters as these additional $1 \times 1$ convolution layers to the original ResNet-18 backbone and denote it as ResNet-18*. Though having the same number of parameters, ResNet-18* is different from our Omni-Net backbone because it does not have different data flows inside respectively for pre-training and meta-training, and is only trained with one learning paradigm. We train ProtoNet [14] with ResNet-18* and report the accuracy with the support set size $K = 5$ in Table V. Despite having more parameters, ProtoNet does not show obvious improvement with ResNet-18*. This indicates that simply increasing the model complexity does not ensure better performance. Omni-Net has comparable parameters with ResNet-18*, but Omni-Proto outperforms ProtoNet by a large margin. This reveals that the improvement is not from increasing the model size, but coordinating pre-training and meta-training to learn deep representations with both domain transferability and task transferability.

Backbone Modification: We investigate the influence of the number of Omni-Layers of the backbone. Since ResNet-18 is composed of 8 Res-Blocks, we attempt to keep the first $n$ Res-Blocks unchanged and transform the rest $8 - n$ blocks into Omni-Layers. The first index of the block with Omni-Layers is $n + 1$. We train the models with these modified backbones. We report classification results with $K = 5$ in the CUB dataset (Fig. 10(a)) and the mini-ImageNet → CUB dataset (Fig. 10(b)). When the index of the first block with Omni-Layers is 1, which means the whole backbone is changed into Omni-Net, the model performs best. As the index increases, which means more preceding layers are completely shared between different flows as done in Multi-Task Learning, the accuracy drops sharply. This reveals the efficacy of the Omni-Layers on learning the three flows to coordinate pre-training and meta-training. Omni-Net is a general-purpose backbone for few-shot learning.

Parameter Sensitivity: We analyze the sensitivity of the loss trade-off hyper-parameter $\lambda$. We report the accuracy on the mini-ImageNet dataset with $K = 1$ and on the cross-domain mini-ImageNet → CUB dataset with $K = 5$ in Fig. 10(c). We observe that the model performs well in a range of parameters: $[1.0, 3.0]$. However, the performance degrades when setting $\lambda = 0$, i.e., removing the self-distillation regularization. In general, we use the same hyper-parameter: $\lambda = 3.0$ for the different tasks in our experiments to avoid over-tuning it.

VIII. Conclusion

This article focuses on learning transferable representations for few-shot learning, which enables the model to fast generalize to new domains and tasks with a few examples. We pinpoint that domain transferability and task transferability are the key factors to data-efficiency in downstream tasks. We further empirically show that pre-training and meta-training methods and simple combinations of them cannot obtain both domain transferability and task transferability, so we propose Omni-Training to bridge pre-training and meta-training with both types of transferability. With the tri-flow Omni-Net architecture, the model preserves the specific transferability of pre-training and meta-training and coordinates these flows by routing their representations via the joint-flow, making each gain the other kind of transferability. We design an Omni-Loss to learn the three flows and impose a self-distillation regularization to enable knowledge transfer across the training process. Omni-Training is a general framework that accommodates various existing pre-training and meta-training methods with both task and domain transferability.
meta-training algorithms. Thorough evaluations on cross-task and cross-domain datasets in classification, regression and reinforcement learning problems show that Omni-Training consistently and clearly outperforms the state-of-the-art deep learning methods for few-shot learning.
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