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ABSTRACT
This study examines the short- and long-run of the causal correlation between economic growth (G.R.) and renewable electricity generation sources for a panel of 25 developing nations over the period 1990–2017. To do so, second-generation cross-sectional dependence (C.D.) test Im, K.S., Pesaran and Augmented Dickey-Fuller panel unit root test, panel cointegration, autoregressive distributed lag in view of the pooled mean group estimation and panel heterogeneous Dumitrescu Hurlin (2012) causality methods are utilised. The main findings indicate that the positive and significant impact of renewable electricity generation on G.R. shows that renewable electricity generation sources stimulate G.R. in the long run for these selected countries. It is also demonstrated that there is bidirectional causality between renewable electricity generation and G.R. both in the short run and long run. Based on our findings, the feedback hypothesis is valid for developing countries.
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1. Introduction
Energy is the basic building chunk to all sectors of modern economic growth (G.R.) and is considered an essential source for all kinds of production activities, i.e., more energy is expended to running machines, vehicles, to manufacturing goods (Zafar et al., 2019). However, energy underpins all of the social and economic activities in our daily life. In the twenty-first century, developing countries face energy challenges, i.e., a huge populace has no access to electricity, especially in rural parts. The energy demand is growing in these countries due to an increase in population growth and the implementation of economic activities. To satisfy the needs of the individuals who still have a shortage of access to essential electricity facilities demands urgent attention. It is a fact that the global demand for electricity is projected to double by
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Considering the above, the questions now become arise how we can meet the global growing electricity demand? How we can generate electricity by clean, effective and sustainable energy sources to meet this growing demand. What will be the significant results of economic, political and environmental factors in order to increase this reliable electricity supply?

Non-renewable energy (N.R.E.) is considered for the development of G.R. but with prompt exhaustion of these energy sources for power generation and growing energy demand, globally, the primary usage of energy increased by 1.8% during 2012 (British Petroleum, 2014). Whereas, a rapid climate change and global warming originated by greenhouse gas emissions have been seen as an emerging issue of the modern world due to the combustion of fossil fuels (Yahya & Rafiq, 2019), (Destek & Sinha, 2020). As a result, several issues arise, i.e., resource depletion, local energy supply and energy security issues that lead to foreign energy dependency (Saad & Taleb, 2018), (Kahia et al., 2017). To tackle these issues for future energy supply, sustainable G.R. and for better environmental quality, many countries have turned towards alternative energy sources such as renewable energy (R.E.).

The great attention on R.E. due to its huge potential to stimulate a number of factors, i.e., reduce the dependency on the foreign energy sources, the consequences of environmental quality, improve energy security, huge potential to meet the growing power demand (Apergis & Payne, 2010a) Moreover, it has more prospects to require electricity in rural regions to eliminate the deprivation and reduction of traditional fuels. Therefore, the development of R.E. generation is very important for these selected countries. The goal of the analysis is to scrutinise short run and long run estimation and causal correlation between R.E. and G.R. in a multivariate context. We compare short-run and long-run coefficients along with the trend of causality and derive policy implications according to our outcomes of this article.

The rest of the article is structured as fellows. Section 2 'Renewable Energy' illuminates the potential of R.E. sources in power generation and its implementations. Section 3, 'Literature Review', studies the evidence from prior reviews. 'Data, Methodology and Empirical Results' are discussed in Sections 4 and 5. Section 6 concludes and draws policy implications.

2. Renewable energy

R.E. sources provide around 15–20% of energy over the world. These sources are clean, natural, domestics inexhaustible sources, require more capital-intensive and have massive potential for electricity generation relative to fossil fuel energy (International Energy Agency [IEA], 2015). Figure 1 illustrates the potential of R.E. gained over 3000× of the current worldwide energy needs. R.E. can be used for electricity generation again and again and is directly derived from the sun (i.e., thermal, photo-chemical and photo-electric), indirectly from the sun such as (hydropower, wind, geothermal, tidal power, and photosynthetic energy stored in biomass).

Over the few decades, the markets of electricity generation from R.E., cooling and heating are rapidly rising. The establishment of R.E. technologies rapidly increased, opened up new opportunities and also shrink the cost. Globally, almost 330 gigawatt
(G.W.) of power production capacity needs to be invested in meeting future demand, which shows 42% of the current capacity (EWEA, 2011a). Figure 2 illustrates the installed capacity of renewable electricity. In 2020, the share of renewable is at least 20%, but for growing electricity demand, it is expected to increase 34% to meet the
demand. The world’s R.E. source’s contribution to electricity consumption (E.L.C.) is presented in Figure 3.

2.1. Renewable energy sources power generation

According to the renewable global status report (REN21), the annual percentage of different R.E. sources for electricity generation comes from hydropower 15.8%, wind 5.5%, solar 2.4%, biomass 2.2%, among others (waste, tidal) 0.4%, respectively (Outlook, 2010). The description of R.E. sources with their power generation ability is discussed in the following section.

2.2.1. Solar

Solar energy has a huge potential to generate electricity and requires safe, clean and consistent power (Mohsenipour et al., 2020). Solar energy comes into two forms for electricity generation, such as solar thermal system or solar photovoltaic (P.V.) and concentrating solar energy system (C.S.P.). The use of P.V. cells converts sunlight directly into electricity without vibration, emission or noise, while on the other hand, solar thermal C.S.P. collect and concentrate sunlight to generate heat into the high temperature for electricity generation. The worldwide installed capacity of solar P.V. increased by 55% in the last five years (Jaber, 2012). This technology reduces the CO₂ and it needs more space for a small amount of power production (Hu et al., 2018; Topcu & Ulengin, 2004).

2.1.2. Biomass

The source of this type of energy, as any organic, decomposable matter, stems from plants or animals. The cost of biomass energy is rational for electricity generation, increase energy security, promote rural economies as well as it leads to mitigate carbon emission (Angelis-Dimakis et al., 2011). It is expected that the production of biomass reaches 3000 terawatt-hours (T.W.h.) by 2050 (IEA, 2012). The huge potential
of biomass power generation in developing countries is found because these are agricultural countries and 68% of the population live in rural areas, directly or indirectly belong to agriculture or related agricultural professions (Perrin et al., 2017).

2.1.3. Wind
Globally, wind energy has enlarged the potential of power. The speed of wind energy is at (10m–30m) above ground of 18 kmph–22 kmph is mandatory for electricity generation, annually (Azam et al., 2016). Wind power production has reached 282 G.W. with an average growth rate of 25% from onshore wind installation over the last years worldwide. As reported by the Global Wind Energy Council (G.W.E.C.), overall wind capacity doubles every three years and it reaches 900 G.W. in 2020 (EWEA, 2011b). G.W.E.C. stated that the reliable exploitation of economically sustainable and effective wind resources could easily gain the world’s E.L.C. of 1/5th by seven times over. The cost of wind energy has been reduced due to rival with traditional technologies for power generation (Guo et al., 2020; Pekez et al., 2016; Savino et al., 2017).

2.1.4. Tidal
Tidal or wave source converts the energy into electricity or supplementary power utilisation practices. It is required grids stability in addition to its backing to intermittent R.E. (Destouni & Frank, 2010)

2.1.5. Geothermal
Geothermal is clean and sustainable energy to generate electricity. For power production in domestic and heating, the resource of geothermal range as natural steam and hot water (Angelis-Dimakis et al., 2011). Geothermal energy has low-temperature which can be easily utilised for electricity generation.

2.1.6. Hydropower
Hydropower is the most important source that is derived from the energy source of moving water for power generation. As renewables global status (Jaber, 2012) reported that 87% of the electricity is produced from hydropower sources of R.E.. Hydropower is a clean, environment-friendly energy source as well as requires grids stability also, and it supports intermittent R.E. (Destouni & Frank, 2010). After the explanation of R.E.S. in power generation, yet each source has some advantages and disadvantages, as shown in Table 1.

2.2. Development of renewable energy future scenarios and policies
As reported by International Energy Agency (I.E.A.), the annual demand for R.E. is expected to increase by 7.3%, with a growth rate of 1.5% during 2007–2030 globally. As a result, if no steps are taken by the government interventions, then import dependency of most countries would increase (IEA, 2009). Given the importance of R.E., it is crucial to know their economic, social and environmental benefits as presented in Figure 4.
In imminent, it is expected to surge the portion of R.E. by 35% of an estimated worldwide primary energy supply of 170,000 T.W.h., whereas global electricity production of 45,000 T.w.h. at the growth rate of 50% would increase (Destouni & Frank, 2010). The world’s electricity generation from R.E. will ensure 100% by 2050 (Pekez et al., 2016). This long-term plan reduced the dependence on natural gas, coal and increased the R.E. sector. Moreover, the government should introduce R.E. policies in order to fulfill a number of aspects such as easing of electricity access especially in rural areas, creation of health benefits, require environmental benefits, development of energy security by expanding the new energy technologies for the availability of resources and better the social and economic development situations by the vast potential of employment opportunities (IEA, 2014). In addition, taxes and extra prices on energy lead to an increase in innovations and a reduction in traditional energy demand as it becomes higher.

3. Literature review

Due to the importance of energy in stimulating G.R. and progress, a plethora of literature has focused on the causal correlation between energy consumption (E.C.) and G.R., but the empirical evidence is diverse due to dissimilar approaches, hypotheses,
countries selection and time period; however, it is a controversial issue. Simultaneously, the exploration of the energy-growth relationship required steam of information regarding the direction of causality. The empirical literature regarding the causal connection between energy-growth might be stated into four testable hypotheses, feedback hypothesis, conservation hypothesis and neutrality hypothesis.

Firstly, the ‘growth hypothesis’ suggests that E.C. is a basic element of G.R. that directly affects input and indirectly as a supplement to capital and labor inputs in the production cycle. Based on this hypothesis, unidirectional causation from E.C. to G.R. indicates that the economy of the country is dependent on energy and energy is a limiting factor for G.R. Against this backdrop, energy conservation strategies may unfavorably affect the economy or lead to poor economic performance. Secondly, the ‘conservation hypothesis’ argues that G.R. originates from a rise in E.C. Unidirectional causality ranging from G.R. to E.C. suggests that the policies for energy conservation have slight to almost no negative influence on G.R. Third, the ‘feedback hypothesis’ states to bidirectional causation amongst E.C. and G.R. In other words, energy use and G.R. can act as complements, and policies on energy efficiency can restrict the economy. Fourthly, the ‘neutrality hypothesis’ stated that the association between E.C. and G.R. is not causal. A rise or fall in energy has no effect on G.R. according to this postulate.

With respect to the causal relationship, the ground-breaking investigation of Kraft and Kraft (1978) discover unidirectional causality flowing from G.N.P. to E.C. Soytas
and Sari (Soytas & Sari, 2003) used the bivariate model and found no causation among E.C. and G.R. for the U.S.A. and U.K. Soytas and Sari (2006) found bidirectional causality between E.C. and G.R. Acaravci and Ozturk (2010b) examined the linkage between E.C. and G.R. by using a multivariate model and found bidirectional causality. Similarly, Erdal et al. (2008) analysed the linkage between E.C. and G.R. in Turkey from 1970–2006. The results show that there is a bidirectional causality in the bivariate framework. Al-Iriani (Al-Iriani, 2006) analysed the nexus between G.R. and E.C. in G.C.C. countries and found a unidirectional causality in the bivariate model. Lean and Smyth (Lean & Smyth, 2010) state that G.R. is affected by other indicators not only the E.C. Salisu et al. (Salisu et al., 2018) analyse the effect of E.C. on G.R. for oil exploring and oil-importing countries from the period 1980–2014 and argue that changes in E.C. impact G.R. for oil-exporting and oil-importing countries by using the bivariate model and effect is observed to be higher anterior than the latter. Azam et al. (Erdal et al., 2008) investigate the E.C.–G.R. nexus in Pakistan from 1990–2015. The findings reveal that there is a unidirectional causality running from G.R. to E.C. The conservative hypothesis is valid for this country.

Moreover, in recent years research on aggregate energy into types such as R.E. and N.R.E. and G.R. nexus has been examined in the literature. Shahbaz et al. (2015) find unidirectional causation directing from G.R. to renewable E.C. in the short run, whereas in long-run bidirectional causality is found amongst series in a panel study of 12 E.U. states by using vector error correction model (V.E.C.M.) over the period 1990–2014. Shahbaz et al. (2015) studied the relationship between R.E. and G.R. for Pakistan over the period 1972–2011 by employing the A.R.D.L. Model, Johnsen Co-integration and V.E.C.M. Granger Causality assessment. The findings revealed the existence of bidirectional causation among variables. Seong-Hoon Lee and YongHun Jung (Shahbaz et al., 2015) find evidence of the conservation hypothesis in South Korea by using A.R.D.L. and V.E.C.M. model from 1990–2012. The findings of this investigation display that R.E. has a negative influence on G.R.; as a result, R.E. is not the only element affecting the G.R.

Electricity is an imperative source of total final E.C. that may be produced from conventional and non-conventional energy. Today, emerging economies, in particular, developing countries, heavily rely on electricity and are facing power shortage problems. In developing countries, sufficient and consistent electricity supply is the most fundamental aspect that leads to economic development (Morimoto & Hope, 2004). E.L.C. has pre-orders for economic sectors, including in agricultural development, industrial production, transportation, construction, among others, a scarcity in electricity may have serious issues in manufacture and amenities. However, the stability in the electricity supply can lead to great importance for economic development (Aydin, 2019). Al-Mulali et al. (Al-Mulali et al., 2014) analyse the association between G.R., R.E.L.C. and N.R.E.L.C. for Latin American countries over the interval of 1980–2010 by assuming the dynamic ordinary least square (D.O.L.S.) estimation method and V.E.C.M. Granger causation check. The findings illustrate that R.E.L.C. is more important than N.R.E.L.C. in both short- and long-term on G.R. in the selected countries and V.E.C.M. results display that there is bi-directional causality between
R.E.L.C. and G.R. as well as between N.R.E.L.C. and G.R. (Apergis & Payne, 2012) explored the association for Central American countries from 1990–2007 by using the fully modified ordinary least square (F.M.O.L.S) procedure and V.E.C.M. causality test. The findings indicate that all series have a positive and substantial effect on G.R., except for the R.E.L.C., and also suggested that a unidirectional causality between G.R. and R.E.L.C. occurred in long-term and bidirectional causation among G.R. and N.R.E.L.C. in both short and long-term.

Similarly, another article by Apergis and Payne (2011a) examines the causal association between R.E.L.C. and N.R.E.L.C. by assuming co-integration of the Larsson system and V.E.C.M. causality test for the period 1990–2007. The study found that with the exception of R.E.L.C., all variables had a positive and noteworthy influence on G.R. and also showed a short-term unidirectional causality between R.E.L.C. and G.R.

Dogan (2015) focused on the potential existence of a short-term and long-term correlation between R.E.L.C., N.R.E.L.C. for Turkey through the use of the Gregory-Hansen co-integration study, the A.R.D.L. model and the V.E.C.M. Garner Causality Study from 1990–2012. The study concluded that all variables had a long-term positive impact on G.R., but renewable E.L.C. is negative and insignificant to explain G.R. Aydin (Aydin, 2019) investigates the causal connection between R.E.L.C., N.R.E.L.C. and G.R. by applying two types of causality: time-domain Granger causation and frequency domain Granger causativeness check for 26 O.E.C.D. countries for 19980–2015 and demonstrated the existence of bidirectional causality between R.E.L.C. and G.R. from time domain granger causality as well as bidirectional causation was found between G.R., N.R.E.L.C. from frequency domain granger causality test.

This study finds a number of gaps from previous studies in the literature. First, we study energy-growth literature by making a distinction between E.C., E.L.C. and electricity generation. This inquiry explores the association between renewable electricity generation and G.R., while prior studies focus on renewable E.L.C. and G.R. The word consumption differs from generation; consumption denotes the energy conveyed to end-use sectors. Whereas electricity generation measured in K.W.H. refers to the firm’s production instead of end user’s consumption. Second, this is the first study to investigate the electricity generation from renewable sources and G.R. for 25 developing nations in a multi-variate context to avoid omitted variable bias problem. This motivates the study for using the indicator of electricity generation instead of consumption in these selected countries. Third, the time period of this study is chosen from 1990–2017, the latest data. The sample for the analysis has been governed by the data availability which is accessible for all series from 1990 onwards. Fourth, and the most important contribution is that we apply the A.R.D.L. model and to address the cross-sectional dependence (C.D.), panel heterogenous Dumitrescu Hurlin causality test, A.R.D.L. approach that is most widely used. Fifth, this study sheds light on the association of electricity generation by disaggregate entire electricity into types such as renewable and N.R.E. generation. Table 2 reviews the prior studies that analyse the total E.C.–G.R., R.E. consumption-G.R., E.L.C.–G.R. and R.E.L.C. and N.R.E.L.C.–G.R., respectively, but the empirical evidence on the relationship was mixed.
| Reference                  | Region                              | Methodology                      | Time period       | Conclusion                     | Hypothesis          |
|----------------------------|-------------------------------------|----------------------------------|-------------------|--------------------------------|---------------------|
| (Kraft & Kraft, 1978)      | USA                                 | Granger causality                 | 1947–1974         | GR → EC                        | Conservation hypothesis |
| (Fallahi, 2011)            | USA                                 | MS–VAR model                      | 1960–2005         | GR → EC                        | Feedback hypothesis  |
| (Huang et al., 2019)       | Income countries                    | GMM model                         | 1972–2002         | GR → EC in low income          | Neutrality hypothesis |
| (Zhixin & Xin, 2011)       | Shandong province                   | Cobb-Douglas production function | 1980–2008         | GR → EC                        | Feedback hypothesis  |
| (Costantini & Martini, 2010)| 71 Nations (26 OECD and 45 Non-OECD)| Panel VECM Granger causality      | 1978–2005         | GR → EC                        | Feedback hypothesis  |
| (Menyah & Wolde-Rufael, 2010)| USA                                | VAR model                         | 1960–2007         | GR → RE                        | Conservation hypothesis |
| (Apergis & Payne, 2011b)   | 6 Central America                   | Panel cointegration and VECM Granger causality test | 1980–2006         | GR → RE                        | SR: Feedback hypothesis |
| (Apergis & Payne, 2010a)   | 20 OECD states                      | Panel cointegration and VECM Granger causality test | 1985–2005         | GR → RE                        | SR: Feedback hypothesis |
| (Al-Mulali et al., 2013)   | Income countries                    | FMOLS Method                       | 1980–2009         | GR → RE                        | Feedback hypothesis  |
| (Sadorsky, 2009)           | South Asian countries               | Panel cointegration and VECM FMOLS Method | 1990–2014         | GR → RE                        | Conservation hypothesis |
| (Apergis & Payne, 2010b)   | Eurasia                             | Panel cointegration and VECM Granger causality test | 1992–2007         | GR → RE                        | Feedback hypothesis  |
| (Menegaki, 2011)           | Europe                              | Random effect model               | 1997–2007         | GR → RE                        | Neutrality hypothesis |
| (Tugcu et al., 2012)       | G7 nations                          | ARDL model                        | 1984–2007         | GR → RE                        | Feedback hypothesis  |
| (Apergis et al., 2010)     | Developed and developing states     | ARDL model and VECM Granger causality test | 1967–2007         | GR → ELC                       | LA: Feedback hypothesis |
| (Nazlioglu et al., 2014)   | Turkey                              | Johnsen cointegration test and VECM causality test | 1966–2002         | ELC → GR                       | NLA: Neutrality hypothesis |
| (Ho & Siu, 2007)           | Honk Kong                            | Johnsen cointegration test and VAR causality test | 1950–1997         | GR → ELC                       | Growth hypothesis    |
| (Kumari & Sharma, 2016)    | India                               | Johnsen cointegration test and VECM causality test | 1980–2006         | ELC → GR                       | Growth hypothesis    |
| (Akinlo, 2009)             | Nigeria                             | Johnsen cointegration test and VECM causality test | 1980–2006         | ELC → GR                       | Growth hypothesis    |

(continued)
| Reference                          | Region                   | Methodology                          | Time period | Conclusion                  | Hypothesis                      |
|-----------------------------------|--------------------------|--------------------------------------|-------------|-----------------------------|---------------------------------|
| (Zhang et al., 2019)              | 45 BRI countries         | Westerlund co-integration             | 1990–2015   | LR: GR—ELC                  | Conservation hypothesis         |
|                                   |                          |                                      |             | SR: GR—ELC                  | Feedback hypothesis             |
|                                   |                          |                                      |             | ELC—GR                      | Feedback hypothesis             |
| (Bayar & Özel, 2014)              | Emerging Economies      | Pedroni, Kao Johansen co-integration  | 1970–2011   | ELC—GR                      | Feedback hypothesis             |
| (Yuan et al., 2007)               | China                    | Johansen co-integration test and      | 1978–2004   | ELC —GR                     | Conservation hypothesis         |
|                                   |                          | VECM Granger causality test           |             |                             |                                 |
| (Ouedraogo, 2010)                 | Burkina Faso             | ARDL Model and VECM                  | 1968–2003   | ELC—GR                      | Feedback hypothesis             |
| (Bildirici, 2012)                 | Africa (7 countries)     | Vector Auto Regression model (VAR)   | 1970–2010   | ELC—GR                      | Feedback hypothesis             |
|                                   | Asia (1 country)         | and Granger Causality                |             |                             |                                 |
| (Squalli, 2007)                   | OPEC states              | ARDL model and Toda–Yamamoto         | 1980–2003   | ELC —GDP                    | Feedback hypothesis             |
|                                   |                          | Granger causality                    |             | GDP—ELC                      |                                 |
|                                   |                          |                                      |             | GDP—ELC                      |                                 |
| (Ohler & Fetters, 2014)           | 20 OECD states           | Panel cointegration, FMOLS, DOLS and VECM causality test | 1990–2008   | RE ELC—GR                  | Feedback hypothesis             |
| (Dogan, 2015)                     | Turkey                   | ARDL Model and VECM                  | 1990–2012   | RELC—GR                     | Growth hypothesis               |
| (Apergis & Payne, 2011a)          | 6 Central American Nations | Larsson Pedroni co-integration and VECM Granger causality | 1990–2007   | RELC—GR                     | Feedback hypothesis             |
| (Nicholas Apergis & Payne, 2012)  | 80 nations               | Pedroni co-integration, FMOLS and VECM Granger causality | 1990–2007   | RELC—GR                     | Feedback hypothesis             |
| (Apergis et al., 2010)            | 16 Emerging countries    | Pedroni co-integration, FMOLS and VECM Granger causality | 1990–2007   | RELC—GR                     | Feedback hypothesis             |

Studies focusing on Renewable, Non-Renewable electricity consumption and Economic Growth

L.A. indicates linear analysis and N.L.A. represents non-linear analysis, S.R. and L.R. indicate the short run and long run, respectively. $\rightarrow$, $\leftarrow$, $\leftrightarrow$ represent unidirectional, bidirectional and neutrality hypothesis. Source: Authors.
4. Model, data and methodology

The studies of Dogan (2015), Apergis and Payne (2012) and Aydin (2019) debate on the energy–growth nexus, this study analyse the short run and long run effect of explanatory variables on target variable as well as causal relationship. Generally, the equation of the econometric production function model is given as follows:

$$ GR = f(RE, NRE, K, L) $$ (1)

we can re-write Eq. (1) in panel data form as presented below:

$$ GR_{it} = \beta_0 + \beta_1 RE_{it} + \beta_2 NRE_{it} + \beta_3 K_{it} + \beta_4 L_{it} + \varepsilon_{it} $$ (2)

Where the subscript $i = 1, \ldots, N$ for each state in the panel and $t = 1, \ldots, T$ indicates the time period, the output elasticities with respect to RE, NRE, K L are $\beta_1, \beta_2, \beta_3, \beta_4$ respectively. $\varepsilon_{it}$ is the normally distributed error term and the coefficient $\beta_0$ allows for the possible country-fixed effect. The annual data is used for the pane of 25 developing countries as represented in Table 3 over the period 1990–2017, spanning 27 years. The data were obtained from U.S. E.I.A. (IEA, 2015) and world development indicators (WDI; World Bank, 2017). G.R. is measured in current US$, R.E. is the electricity generation from renewable sources (hydro, wind, solar, geothermal, biomass measured in k.W.h.), N.R.E. electricity generation from non-renewable sources (oil, coal, gas measured in k.W.h.), K is the gross fixed capital formation express (in current US$) and L is the total labor force (in millions) (World Bank, 2017). The summary of the descriptive statistics is represented in Table 4.

### Table 3. List of designated developing nations.

| Developing region | Country groupings                      |
|-------------------|----------------------------------------|
| Asia              | -Middle East: Iran, Iraq, Syria, Turkey, Jordan. |
|                   | -Far East: Bangladesh, China, India, Indonesia, Malaysia, Nepal, Pakistan, Philippines, Vietnam. |
| Africa            | Egypt, Ethiopia, Ghana, Kenya, Nigeria, South Africa. |
| America           | Chile, Colombia, Ecuador. |
| Europe            | Russia, Kazakhstan |

Source: Authors.

### Table 4. Source of the analysis variables and descriptive statistics.

| Descriptive Statistics | GR       | RE        | NRE       | K         | L         |
|------------------------|----------|-----------|-----------|-----------|-----------|
| Mean                   | 231.6774 | 183.8324  | 164.7223  | 125.6782  | 70.77871  |
| Median                 | 101.4845 | 8.080000  | 3.10000   | 23.74700  | 20.30000  |
| Maximum                | 21876.00 | 18987.00  | 4307.630  | 5384.900  | 787.4000  |
| Minimum                | 0.754000 | 0.004000  | 0.010000  | 0.320000  | 0.780000  |
| Std.Dev.               | 851.7193 | 1358.966  | 451.2157  | 505.2583  | 159.2578  |

Note: Std. Dev represents the standard, G.R., R.E., N.R.E., K, L indicates the economic growth, renewable energy source electricity, fossil fuel electricity, gross capital formation, labor. W.D.I. and E.I.A. mean the World Development Indicators, Energy Information Administration. Source: Authors.
The econometric methods used in this are: firstly, we will apply a cross-section dependence test to determine which unit root test is appropriate for this investigation. Secondly, we will use a second-generation panel unit root test Pesaran (Pesaran, 2006) to examine the stability of all variables in the same order. Thirdly, a panel cointegration test Westerlund (Pesaran, 2006) will be used to check whether the series are integrated, then we employ the panel A.R.D.L. model (Pesaran et al., 1999) to estimate the short and long run analysis. Lastly, we will use Dumitrescu Hurlin (Pesaran, 2006) causality test to infer the direction of causation. The overview of the methodological framework is illustrated in Figure 5.

5. Empirical results and discussion

To select the appropriate unit root test type, it is significant to test C.D. for the given series in panel data sets (Pesaran, 2006). Therefore, we use Lagrange Multiplier (L.M.) and bias-adjusted L.M. proposed by Breusch and Pagan (1980), Pesaran et al. (2008) and C.D. (Friedman, 1937) and CDLM (Pesaran, 2004) approaches.

As mentioned above, L.M. test is chosen for small N and large T:

\[
LM = T \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \hat{\rho}_{ij}^2 \sim X^2 N(N - 1)/2
\]
CDLM tactic is appropriate for large samples \( N \) and \( T \) as given below in (Eq. 5)

\[
CD_{LM} = \sqrt{\frac{1}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (T \hat{p}_{ij}^2 - 1)}
\]  

(4)

CD method is suitable for large \( N \) and fixed \( T \) as given below in (Eq. 5)

\[
CD = \sqrt{\frac{2T}{N(N-1)} \left( \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (T \hat{p}_{ij}^2) \right)}
\]  

(5)

This test is appropriate for fixed \( T \) and \( N \). The improved \( LM_{adj} \) test statistics are presented as fellows in Eq. 6:

\[
LM_{adj} = \sqrt{\frac{2}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \hat{p}_{ij}^2 \frac{(T-k) - \mu T_{ij}}{\sigma^2 T_{ij}}} \]  

(6)

In these statistics, \( \hat{p}_{ij}^2 \) is the sample estimation for the pairwise residual correlation, \( \mu T_{ij} \) and \( \sigma^2 T_{ij} \) indicate the mean and variance. The \( LM_{adj} \) test statistics obtained from the above Eq. 6 represent the standard normal distribution.

Table 5 illustrates the results of this test. Based on the results of this method, the null hypothesis is rejected because (P-values < 5%), which indicates that the existence of C.D. at a 1% significance level for all series.

Since it has been considering the potential of cross-section dependency in our study, we utilise a second generation panel unit root test proposed by (Pesaran et al., 2008), including cross-sectional Im, K.S., Pesaran, M.H., Shin, Y (C.I.P.S.) unit root test and cross-sectionally Augmented Dickey-Fuller (C.A.D.F) methods. Pesaran (Pesaran et al., 2008) reported that the conventional A.D.F regression with a cross-sectional average and its first difference to get the C.A.D.F method. The C.A.D.F. model can be presented as follows in Eq. 7.

\[
\Delta y_{it} = \alpha_{i} + \beta_{i} Y_{it-1} + \phi \tilde{y}_{t-1} + \sum_{j=0}^{q} \theta_{j+1} \Delta \tilde{y}_{t-j} + \sum_{k=1}^{q} \omega_{k} \Delta y_{it-k} + \epsilon_{it}
\]  

(7)

Where in the C.A.D.F. eq. 7 \( \tilde{y}_{t-1} \) is the average of lagged levels at time \( t \) of all \( N \) observations and \( \tilde{y}_{1} \) is the first difference of the individual series of the model. After
estimating the C.A.D.F. regression for each cross-section, the C.I.P.S. statistics can be obtained by averaging the t-statistics on the lagged value:

\[
CIPS = \frac{1}{N} \sum_{i=1}^{N} CADF_i
\]

(8)

Where the CADFi is the cross-sectional augmented Dickey-Fuller statistics for ith cross-section unit. In the existence of C.D., this test gives more consistent and accurate results than the first generation test.

Results of C.I.P.S. and C.A.D.F. methods are reported in Tables 6 and 7. Both tests revealed that series are non-stationary at their respective levels but becomes stationary at their first difference. The rejection of the null hypothesis of the unit root for all variables of both tests is at 1% significance levels, respectively. This shows that all the series such as GR, RE, NRE, K and L are integrated at the same order (I(1)). Next, we can proceed with the Westerlund co-integration test Westerlund (Pesaran, 2004) to estimate the long-run association among the studied variables.

Table 6. Results of panel unit root CIPS test.

| Variables | Intercept | Intercept & Trend | \( \Delta \) Intercept | \( \Delta \) Intercept & Trend |
|-----------|-----------|--------------------|------------------------|---------------------------|
| GR        | 9.57137   | 3.4655             | -6.70463\(^a\)        | -7.34278\(^a\)           |
| RESE      | 5.59531   | 2.13243            | -12.0289\(^a\)        | -11.4695\(^a\)           |
| FFE       | 9.10529   | 1.86184            | -10.5746\(^a\)        | -10.4053\(^a\)           |
| K         | 6.52165   | 2.95983            | -160.659\(^a\)        | -151.459\(^a\)           |
| L         | 11.6083   | 5.20367            | -5.49263\(^a\)        | -4.67007\(^a\)           |

Note: \(^a\) represents the 1% significance level, respectively. C.I.P.S. and C.A.D.F. cross-sectional Im, K.S., Pesaran, M.H., Shin, Y (C.I.P.S.) unit root test and cross-sectionally Augmented Dickey-Fuller (C.A.D.F).

Source: Authors.

Table 7. Results of panel unit root C.A.D.F. test.

| Variables | Intercept | Intercept & Trend | \( \Delta \) Intercept | \( \Delta \) Intercept & Trend |
|-----------|-----------|--------------------|------------------------|---------------------------|
| GR        | 45.2984   | 36.3704            | 227.073\(^a\)         | 461.150\(^a\)            |
| RE        | 44.4604   | 51.8569            | 248.217\(^a\)         | 215.337\(^a\)            |
| NRE       | 22.2142   | 49.5049            | 216.975\(^a\)         | 197.331\(^a\)            |
| K         | 41.8961   | 31.5264            | 180.039\(^a\)         | 383.387\(^a\)            |
| L         | 31.5686   | 44.0172            | 160.303\(^a\)         | 134.488\(^a\)            |

Note: \(^a\) represents the 1% significance level, respectively.

Source: Authors.

Table 8. Results of Westerlund co-integration test.

| Test Statistics | Value | \( p \)-value | Results |
|-----------------|-------|--------------|---------|
| Gt              | -1.461| 0.0000\(^a\) | Yes     |
| Ga              | -5.542| 1.0000       | No      |
| Pt              | -4.279| 0.0000\(^a\) | Yes     |
| Pa              | -2.792| 0.0015\(^a\) | Yes     |

Note: \(^a\) indicate statistical significance at 1% level respectively.

Source: Authors.
Westerlund (Pesaran, 2004) co-integration method is based on four test statistics such as Gt, Ga, Pt and Pa. The first two test statistics show the co-integration for group mean a test that estimates the coefficient for a single region and the other two tests and the other two methods are dependent on the panel as a whole. Table 8 represents the Westerlund co-integration test results. According to this test, three out of four test statistics represent that the studied variables are cointegrated.

Further, this study applies the A.R.D.L./P.M.G. method developed by (Dumitrescu & Hurlin, 2012) in order to estimate both the short-run and long-run dynamics relationships amidst series. This model is most widely used and has unique advantages than other cointegration techniques which include: (i) if the series are cointegrated at I(1) or I(0) or a mix of both I(0) and I (1), but none of the variables are integrated I (2). Under this situation, we can use the ARDL method; (ii) concurrently; it can be estimated both short-term and long-term influences with the single linear transformation; (iii) it takes a sufficient number of lags in order to capture data generation system in general to a particular form; and (iv) lastly, this method is relatively more consistent and efficient infinite and small sample data size and provide the significant cointegration results for small sample size. The panel A.R.D.L. (p, q) framework, including lag p on the target variable and lag q for the independent variables. This model can be formulated as follows in Eq. 9

\[
GR_{it} = a_0 + \varphi_i \sum_{j=1}^{p} \Delta GR_{it-j} + \theta_i \sum_{j=1}^{q} \Delta RE_{it-j} + \omega_i \sum_{j=1}^{q} \Delta NRE_{it-j} + \beta_i \sum_{j=1}^{q} \Delta K_{it-j} \\
+ \delta_i \sum_{j=1}^{q} \Delta L_{it-j} + \pi_i + \lambda_1 Y_{it-1} + \lambda_2 RE_{it-1} + \lambda_3 NRE_{it-1} + \lambda_4 K_{it-1} \\
+ \lambda_5 L_{it-1} + \varepsilon_{it}
\]

Where G.R. indicates the response variable and other R.E., N.R.E., K and L are explanatory variables, \(\Delta\) suggests the difference operator, \(\varphi, \theta, \omega, \beta, \delta\) are the short-
run coefficients, while \( \lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5 \) indicate the long-run coefficients, \( p, q, q, q, q \) represent the maximum number of lag length and \( \epsilon_{it} \) is the error term.

The findings of short and long-run coefficients on R.E., N.R.E., K and L display in Table 9. The results show that all estimated coefficients are positive and significant, and most important, the coefficient for R.E.S.E. Start from long-run results, a 1% improvement in renewable electricity generation boosts the G.R. by 0.1449% at 1% significance level and an increase in N.R.E. consumption by 1% will increase by 0.1374%. Furthermore, a 1% augment in gross capital formation increase G.R. by 0.612% and a 1% increase in labor promotes G.R. by 2.162% at 1% significance levels, respectively. It indicates that an increase in all analysed variables augments the G.R. in the long run. As in short-run analysis, both kinds of E.L.C., renewable and non-renewable, are insignificant in explaining the G.R.. Whereas a 1% rise in gross capital formation and labor stimulates the G.R. with a fair degree of 0.0070% and 0.023%, respectively, at 1% and 5% significance levels. Since the lagged error correction term E.C.T. (-1), the coefficient of E.C.T. is negative and statistically significant at the 1% level which represents the occurrence of the long-run correlation between G.R., R.E., N.R.E., k and L. In addition, the coefficient estimation of E.C.T.(-1) indicates that the deviations from long-run equilibrium are amended by almost 39% in each year. As concluded from the short-run analysis, the G.R. is not influenced by variations in R.E. and N.R.E., while G.R. is affected by fluctuations of K and L in the short run.

For the sake of evaluation between long run coefficient of G.R. with respect to other relevant explanatory variables such as R.E., N.R.E., K and L in this study and other previous studies as shown in Table 10. We compare only long-run coefficient estimation with prior studies because they did not approximate short-run coefficients on R.E., N.R.E., K and L. The results of our study are in line with earlier studies of Apergis and Payne (2011a, 2012), who argues that the estimated long-run coefficients of renewable electricity generation are positive and significant but contrary to those (Fallahi, 2011) in which renewable electricity generation has no long-run impact on G.R. As mentioned above, these studies focus only on long-run coefficients, whereas we focus on the long run as well as short-run estimation in this study. This might cause the declared difference in this study with these previous studies.

### Table 10. Compare the long run estimation of our study with past studies.

| Dependent variable: GR | RE | NRE | K | L |
|------------------------|----|-----|---|---|
| **Our study**          | Positive and statistically significant | Positive and statistically significant | Positive and statistically significant | Positive and statistically significant |
| (Apergis & Payne, 2012) | Positive and statistically significant | Positive and statistically significant | Positive and statistically significant | Positive and statistically significant |
| (Apergis & Payne, 2011a) | Positive and statistically significant | Positive and statistically significant | Positive and statistically significant | Positive and statistically significant |
| (Fallahi, 2011)        | Statistically insignificant | Positive and statistically significant | Positive and statistically significant | Positive and statistically significant |

Source: Authors.
The direction of causality helps the policymakers in order to levy relevant economic policies for sustainable G.R.. For this purpose, we employ Dumitrescu-Hurlin (2012) heterogeneous Granger causality method that assumes the short-run causality as well as long-run causality. The D.H. has two advantages over other traditional panel causality methods: (i) it can be applied under the situation of \( T > N \) and \( T < N \), for unbalanced data and for heterogeneous panels; and (ii) considers cross-sectional dependency. Based on the D.H., short-run causality among the series is determined and the long-run causation is analysed by statistical significance of error correction term \( E.C.T(-1) \) obtained from the residual of Eq.3. DH based on the following linear heterogeneous model:

\[
Y_{it} = \alpha_i + \sum_{j=1}^{j} y_{i,t-j} + \sum_{j=1}^{j} B^j_i X_{i,t-j} + \varepsilon_{it}
\]

(10)

Where the subscripts \( i \) indicate the individual cross-sectional unit and \( t \) refers to the time period. \( \alpha_i \) is individual effects which assume to be fixed in time dimension. \( j \) refers to the optimum lag interval for all cross-sections, \( y_{i,t} \) assumes the autoregressive coefficients and \( B^j_i \) is the regression parameter allowed to vary among the groups, \( \varepsilon_{it} \) is the vector of error terms \( x \) and \( y \) represent the series in which causality will be assessed. Under this situation, the aim of this test is to detect whether the \( X \) cause \( Y \) or not.

The outcomes of both sort run and long run causalities are shown in Table 11. The short-run results indicate that there is bidirectional causation among R.E., K and G.R. support the feedback hypothesis. There is a unidirectional causality running from G.R. to N.R.E., revealing the conservative hypothesis. There is also a short run unidirectional causality flowing from L to G.R. While on the other hand, there is long-run bidirectional causality among G.R. and the error correction mechanism is

| Null hypothesis | W-stat | Zbar-stat | Probability | Conclusion |
|-----------------|--------|-----------|-------------|------------|
| RE does not homogenously cause GR | 6.01751 | 1.72797 | 0.0840 | Bidirectional causality |
| GR does not homogenously cause GR | 8.40006 | 4.66421 | 3.E-06 | between GR and RE |
| NRE does not homogenously cause GR | 5.16991 | 0.68008 | 0.4965 | unidirectional causality from |
| GR does not homogenously cause NRE | 7.10221 | 3.05864 | 0.0022 | GR to NRE |
| K does not homogenously cause GR | 6.89845 | 2.81363 | 0.0049 | Bidirectional causality between |
| GR does not homogenously cause K | 7.29226 | 3.29897 | 0.0010 | GR and K |
| L does not homogenously cause GR | 8.11871 | 4.31747 | 2.E-05 | unidirectional causality from L |
| GR does not homogenously cause L | 5.47798 | 1.06306 | 0.2878 | to GR |
| NRE does not homogenously cause RE | 9.31397 | 5.78122 | 7.E-09 | Bidirectional causality between |
| RE does not homogenously cause NRE | 6.28847 | 2.05697 | 0.0397 | RE and NRE |
| K does not homogenously cause RE | 9.75750 | 6.33711 | 2.E-10 | Bidirectional causality between |
| RE does not homogenously cause K | 8.13733 | 4.34042 | 1.E-05 | RE and K |
| L does not homogenously cause RE | 7.56277 | 3.63234 | 0.0003 | Bidirectional causality between |
| RE does not homogenously cause L | 8.72824 | 5.06865 | 4.E-07 | RE and L |
| K does not homogenously cause NRE | 5.91158 | 1.59303 | 0.1112 | unidirectional causality from |
| NRE does not homogenously cause K | 11.6749 | 8.68740 | 0.0000 | NRE to K |
| L does not homogenously cause NRE | 8.58493 | 4.88380 | 1.E-06 | Bidirectional causality between |
| NRE does not homogenously cause L | 7.34568 | 3.35835 | 0.0008 | NRE and L |
| L does not homogenously cause K | 9.00226 | 5.40635 | 6.E-08 | unidirectional causality between |
| K does not homogenously cause L | 5.91560 | 1.60238 | 0.1091 | k and L |
| ECT(-1) does not homogenously cause GR | 13.0368 | 10.3639 | 0.0000 | Bidirectional causality between |
| GR does not homogenously cause ECT(-1) | 7.92947 | 4.07696 | 5.E-05 | ECT(-1) and GR |

\( a, b \) & \( c \) indicate the 1%, 5% and 10% significance levels, respectively. Source: Authors.
supporting the feedback hypothesis. The results indicate that improvement in the R.E., K, L, N.R.E. can influence G.R. vice versa. As the response variable is G.R., we only compared the direction of causality between G.R. and R.E., G.R. and N.R.E., G.R. and K, G.R. and L series of our studies with other preceding studies in Table 12. Since outcomes are mixed at best, and without any sort of doubt, no clear agreement has been found on the causal association among G.R. and R.E. as well as in N.R.E.

6. Conclusion and implications for policy

The main aim of this study is to investigate short-run and long-run relationships along with the direction of causality between G.R. and R.E. for 25 developing nations within a multi-variate context over the period 1990–2017. Our study uses second-generation tests such as C.I.P.S. and C.A.D.F. that into account the existence of both heterogeneity and C.D., panel heterogenous co-integration test, A.R.D.L. model and Dumitrescu-Hurlin Granger causality test is applied to infer the direction of causality.

The outcomes from the Pesaran C.D. test refers to the presence of heterogeneity and C.D. over nations for studied series. Both C.I.P.S. and C.A.D.F. panel unit root techniques present that explored variables are non-stationary at their levels but becomes stationary at their first difference. The co-integration test revealed that all variables are co-integrated. Moreover, the P.M.G./A.R.D.L. approach specifies that an increase in R.E., N.R.E., K and L stimulates the G.R. in the long run. While on the other hand, R.E. sources electricity generation and N.R.E. generation are insignificant in examining the G.R. in the short run. Moreover, findings from D.H. heterogeneous panel causality in short-run indicate that there is bidirectional causation between R.E., K, L and G.R. support the feedback hypothesis. In addition, a short run uni-directional is found from N.R.E. to G.R., revealing the conservative hypothesis. Since in the long-run there is bidirectional causality between G.R. and error correction

Table 12. Comparison between the direction of causality in this study and prior studies.

|                      | GR and RE | GR and NRE | GR and K | GR and L |
|----------------------|-----------|------------|----------|----------|
| This short study     | Short run | Long run   | Feedback hypothesis | Conservative hypothesis | Feedback hypothesis | Growth hypothesis |
| (Nicholas Apergis & Payne, 2012) | Short run | Long run   | Feedback hypothesis | Feedback hypothesis | Feedback hypothesis | Feedback hypothesis |
| (Apergis & Payne, 2011a) | Short run | Long run   | Feedback hypothesis | Growth hypothesis | Feedback hypothesis | Feedback hypothesis |
| (Fallahi, 2011)      | Short run | Long run   | Conservation hypothesis | Feedback hypothesis | Feedback hypothesis | Feedback hypothesis |

Source: Authors.
mechanism supporting the feedback hypothesis. The results indicate that improvement in the R.E., K, L, N.R.E. can influence G.R. vice versa.

The outcomes of this study represent that R.E. and G.R. cause with each other, which means to use more R.E. sources for sustainable G.R.. However, policymakers should upsurge their investment in R.E. energy sources by providing loans in favorable circumstances for excessive electricity supply. Moreover, policymakers need to lunch the innovations for the implementation and market availability of R.E. such as tax credits, R.E. portfolio standards, reimbursements for the installation of R.E. system and the formation of markets R.E. certificates for the enhancement R.E. sector. Moreover, these countries should diminish the electricity production from N.R.E. sources by executing their energy-saving projects and increasing energy efficiency.
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