REGULARISATION OF ISOLATED CODIMENSION-2 DISCONTINUITY SETS
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Abstract. Work on standard piecewise-smooth (PWS) dynamical systems, with codimension-1 discontinuity sets, relies on the Filippov framework, which does not always readily generalise to systems with higher codimension discontinuities. These higher order degeneracies occur in applications, with spatial Coulomb friction being the prominent example.

In this work, we consider PWS systems with isolated codimension-2 discontinuity sets using regularization and blowup to study the dynamics. We present a general framework and give specific results for the local dynamics in a class of problems, and generalising Filippov sliding, crossing and sliding vector fields.
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1. Introduction. Piecewise-smooth (PWS) dynamical systems with discontinuity sets (along which the dynamics switches) are widely used to model systems with impact, dry friction, juddering, and buckling and in the study of relay control systems, mechanical systems etc [3,13].

When studying planar motion of rigid bodies with point contact, Coulomb friction results in a codimension-1 discontinuity set, where the relative velocity between two bodies is zero (see Figure 1a). But the existing framework for the study of these systems does not generalise to spatial motion of rigid bodies with point contact. In this case, Coulomb friction results in a codimension-2 discontinuity set [1,2], where both components of the relative velocity between two bodies are simultaneously zero (see Figure 1b). Whilst friction is the primary motivation for this work, isolated codimension-2 discontinuity sets also occur in unit vector control design. For a brief introduction to unit control see [24, §3.5], and for an example of a resulting codimension-2 problem see [20].

Fig. 1: The discontinuity sets for Coulomb friction with (a) one and (b) two degrees of freedom in the relative velocities (shown in green) between objects, where \( \mu \) is the coefficient of friction and \( N \) is the normal reaction force. In (a), we have a planar rigid body with point contact, where Coulomb friction is given by \( F_f = -\mu N \text{sign}(v) = -\mu N \frac{v}{|v|} \) and there is a codimension-1 discontinuity at \( v = 0 \). In (b), we have a spatial rigid body system with point contact where Coulomb friction is given by \( \hat{F}_f = -\mu N \hat{u} = -\mu N \frac{\hat{u}}{|\hat{u}|} \) where \( \mathbf{v} = (u,v) \) and there is a codimension-2 discontinuity at \( u = v = 0 \).

We define our codimension-2 discontinuity problem as consisting of ordinary differential equations

\[
\dot{\mathbf{x}} = \tilde{F}(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^n \setminus \Sigma
\]

where \( \tilde{F} \) is a vector field that is smooth and well defined everywhere except on a connected codimension-2 set \( \Sigma \) and \( (\cdot) = \frac{d}{dt} (\cdot) \) denotes differentiation with respect to time \( t \). Furthermore, the vector field \( \tilde{F} \) has
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a well defined directional limit onto $\Sigma$ for each angle of approach (as with spatial Coulomb friction in Figure 1b).

This type of nonsmooth system is related to standard PWS dynamical systems [11], which consist of finitely many ordinary differential equations

$$\dot{\mathbf{x}} = F_i(\mathbf{x}), \quad \mathbf{x} \in Q_i \in \mathbb{R}^n$$

where each $F_i$ is a smooth vector field. Regions $Q_i$ are open sets separated by a codimension-1 discontinuity set $\Sigma_{i,j}$ at the boundary between $Q_i$ and $Q_j$. When two of these codimension-1 discontinuity sets intersect transversally, a codimension-2 discontinuity results [6–8, 11–14]. As noted in [1], we must distinguish between these sorts of codimension-2 problems and isolated codimension-2 problems described by (1.1), as demonstrated in Figure 2.
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**Fig. 2**: The difference between (a) the intersection of two codimension-1 discontinuity sets and (b) an isolated codimension-2 discontinuity set. In (a) trajectories reach the intersection of the two discontinuities along the codimension-1 discontinuities $\Sigma_{i,j}$. In (b) trajectories reach the codimension-2 discontinuity set $\Sigma$ from a variety of different directions that do not correspond to codimension-1 discontinuity sets. The directional limit of $F$ onto $\Sigma$ is also shown (inset).

### 1.1. Deficiencies of the existing framework.

Standard PWS systems with codimension-1 discontinuity sets display two generic types of behaviour: crossing and sliding [11]. Crossing happens when trajectories pass through the discontinuity set without remaining on it for any period of time. Sliding occurs when trajectories reach the discontinuity set and continue along it. In many applications, it is then necessary to define a sliding vector field (the flow along this discontinuity set), using the Filippov convention. These behaviours are shown in Figure 3a. If both vector fields are pointing into (or out from) the switching surface, we have sliding. If one vector field points in whilst the other points out, we have crossing.

With codimension-2 discontinuity sets, however, these definitions do not generalise intuitively. In Figure 2b it is not clear whether trajectories that reach $\Sigma$ should “slide” along it or “cross” and leave it. Even if we can determine that there is sliding, how do we prescribe the sliding flow?

Motivated by Coulomb friction, Antali and Stépán [1] gave a generalisation of the framework for standard (codimension-1) PWS systems to (codimension-2) extended Filippov systems. They used the Filippov convention to construct the sliding vector field: a convex combination of the vectors incident to the discontinuity set, that is tangent to the discontinuity set. They noted that this convention does not generically give a unique sliding vector in the case of a codimension-2 problem.

Let us first consider a standard PWS system (Figure 3a). The Filippov convention provides a unique sliding vector; the convex combination of two incident vectors spans a one-dimensional line section and its intersection with the plane tangent to the discontinuity set $\Sigma$ is therefore a point (or the empty set in the case of crossing). Let us now consider the same definition when applied to a codimension-2 problem.
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Fig. 3: Demonstration of the generic non-uniqueness of the Filippov sliding vector field for codimension-2 discontinuity sets. In (a) the convex combination of the incident vectors is one-dimensional and its intersection with the codimension-1 discontinuity set \( \Sigma \) (where it exists) is generically unique. In (b) we see that, the convex hull of the incident vectors is typically \( n \)-dimensional and its intersection with the codimension-2 discontinuity set \( \Sigma \) is \( (n-2) \)-dimensional. Hence, there are uncountably many possible vectors that are both a convex combination of the incident vectors \( v_i \) and tangential to \( \Sigma \). By way of illustration, we show two candidate sliding vectors: \( v_1, v_3 \) and \( v_2, v_4 \). In (c) we see the projection of (b) onto the \((x,z)\) plane. The convex combination of \( v_1 \) and \( v_3 \) that is tangent to \( \Sigma \) (the \( z \)-axis), is the candidate sliding vector \( v_{1,3} \). In (d) we see the projection of (b) onto the \((y,z)\) plane. Applying the Filippov convention to \( v_2 \) and \( v_4 \) gives the candidate sliding vector \( v_{2,4} \neq v_{1,3} \). (Figure 3b). Here the codimension-2 discontinuity set \( \Sigma \) coincides with the \( z \)-axis and we show incident vectors: \( v_i \ i \in \{1 \ldots 4\} \). The convex combination of \( v_1 \) and \( v_3 \) gives one candidate \( v_{1,3} \) for the sliding vector (Figure 3c). But, the convex combination of \( v_2 \) and \( v_4 \) gives another candidate sliding vector \( v_{2,4} \neq v_{1,3} \) (Figure 3d). In fact, there are uncountably many candidates for the sliding vector field that satisfy the Filippov convention, given here by \( \{\lambda v_{1,3} + (1-\lambda)v_{2,4}: \lambda \in [0,1]\} \). This non-uniqueness should be expected unless all the incident vectors are coplanar. The set defined by the convex combination of incident vectors will generically be the same dimension as the space; the intersection of that set with the discontinuity set will therefore be codimension-2.

In this paper, we use slow-fast theory, geometric singular perturbation theory (GSPT) and blowup to study extended Filippov systems. This approach not only addresses the generic non-uniqueness (Figure 3b) and the ambiguity about the definitions of slidding and crossing (Figure 2b), but also allows the use of the powerful and well-understood methods from smooth dynamical systems. We will study smooth but sharp systems as perturbations away from the nonsmooth limit. An understanding of the relationship between a PWS system [5] and a (stiff) smooth system that approximates it [21] is important, since it can reveal the robustness (or otherwise) of the PWS system to smoothing perturbations, see [17].

We regularise the nonsmooth system (1.1), viewing it as the (suitably defined) limit of a smooth system [23]. The resulting singularly perturbed smooth system has a hidden slow fast structure in the smoothing parameter \( \varepsilon \) and GSPT can be applied. Fenichel’s theorem [10] states that this smooth problem lies \( \varepsilon \)-close to the nonsmooth limit. So we use blowup [9,19] to connect the dynamics approaching the discontinuity with the dynamics along it. This approach has proven useful in both the study of regularisations of codimension-1 discontinuity sets [15,17,18,23], and their intersections [14] (Figure 2a). In fact, here we follow a very similar procedure to [14], but now for isolated codimension-2 discontinuity sets.

1.2. Outline. In section 2, we introduce our notation and formalise what we mean by an isolated codimension-2 discontinuity.
Then in section 3, we apply our GSPT approach to this general form of codimension-2 problem, which serves to demonstrate the procedure. In section 4, we study a more restrictive class of problems where we find analytic results, allowing us to classify possible phase portraits.

In section 5, we provide examples of the method’s use for physical applications, and illustrate other phenomena.

2. Preliminaries. We consider the system (1.1), with a codimension-2 discontinuity set \( \Sigma \) of a vector field \( F \). We straighten out \( \Sigma \) at least locally so that \( \Sigma = \{ x = 0, y = 0, z \in \mathbb{R}^{n-2} \} \) or a subset thereof. Hence we have \( \tilde{F}(x, y, z) \) where \( x \in \mathbb{R}, y \in \mathbb{R} \) and \( z \in \mathbb{R}^{n-2} \). We assume the following.

Assumption 2.1. \( \tilde{F} \) takes the form

\[
\tilde{F}(x, y, z) \equiv V(e(x, y), x, y, z)
\]

where \( V : S^1 \times \mathbb{R}^2 \times \mathbb{R}^{n-2} \to \mathbb{R}^n \) is smooth in all its entries, and \( e : \mathbb{R}^2 \setminus \{0\} \to S^1 \) given by

\[
e(x, y) := \left( \frac{x}{\sqrt{x^2 + y^2}}, \frac{y}{\sqrt{x^2 + y^2}} \right)^T,
\]

which corresponds to the unit vector pointing radially away from the origin at \( (x, y)^T \neq 0 \).

The straightening of \( \Sigma \) and the geometrical interpretation of \( e \) are given in Figure 4.

Remark 2.2. There is a jump in \( e(x, y) \) at the origin. If we write \( e \) along a line, which passes through the origin at a fixed angle \( \theta \), given by

\[
(x, y)^T = l(\cos \theta, \sin \theta)^T, \quad l \in \mathbb{R},
\]

then

\[
e(l \cos \theta, l \sin \theta) = \text{sign}(l)(\cos \theta, \sin \theta)^T.
\]

Along this line \( e \) results in a standard piecewise switch. From (2.4), we note that for both \( l > 0 \) and \( l \to 0^+ \), we have

\[
e(l \cos \theta, l \sin \theta) \equiv (\cos \theta, \sin \theta)^T.
\]

From Assumption 2.1 it follows that there is a well-defined directional limit vector field \( \tilde{F}^*(\theta, z) \) given by

\[
\tilde{F}^*(\theta, z) := \lim_{\epsilon \to 0} \tilde{F}(\epsilon \cos \theta, \epsilon \sin \theta, z) = V((\cos \theta, \sin \theta)^T, 0, 0, z),
\]

that is smooth in both \( \theta \) and \( z \).

Fig. 4: Straightening of \( \Sigma = \{ x = 0, y = 0, z \in \mathbb{R}^{n-2} \} \) and the geometric interpretation of \( e \).
Hence, from now on, we consider the system

\[(\dot{x}, \dot{y}, \dot{z})^T = V((x, y, x, y, z)),\]

where \(z \in \mathbb{R}^m, m = n - 2 > 0\). It will often be useful to split (2.7) into two coupled ordinary differential equations

\[(\dot{x}, \dot{y})^T = U((x, y, x, y, z)),\]

\[\dot{z} = W((x, y, x, y, z)).\]

Equation (2.8a) corresponds to dynamics normal to \(\Sigma\), and equation (2.8b) corresponds to dynamics tangent to \(\Sigma\).

2.1. Dynamics near the discontinuity set. Following [1], we will now study (2.8) using polar coordinates \((\rho, \theta)\), where

\[x = \rho \cos \theta \quad \text{and} \quad y = \rho \sin \theta,\]

with the aim of describing how solutions reach \(\Sigma\). Hence, using (2.5), (2.8) becomes

\[
\begin{bmatrix}
\dot{\rho} \\
\dot{\theta} \\
\dot{z}
\end{bmatrix} =
\begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 0
\end{bmatrix}
R(\theta)^T U((\cos \theta, \sin \theta)^T, \rho \cos \theta, \rho \sin \theta, z),
\]

\[
\dot{z} = W((\cos \theta, \sin \theta)^T, \rho \cos \theta, \rho \sin \theta, z),
\]

where \(R(\theta)\) is the rotation matrix

\[(2.11) \quad R(\theta) := \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}.\]

Notice that along \(\Sigma\), which corresponds to \(\rho = 0\), the dynamics is not defined. We therefore transform to a new time \(\mathcal{T}\), given by \(d\mathcal{T} = \frac{1}{\rho} dt\), so that (2.10) becomes

\[
\frac{d}{d\mathcal{T}} \begin{bmatrix} \rho \\ \theta \end{bmatrix} = \begin{bmatrix} \rho & 0 \\ 0 & 1 \end{bmatrix} R(\theta)^T U((\cos \theta, \sin \theta)^T, \rho \cos \theta, \rho \sin \theta, z),
\]

\[
\frac{d}{d\mathcal{T}} z = \rho W((\cos \theta, \sin \theta)^T, \rho \cos \theta, \rho \sin \theta, z).
\]

With this transformation, (2.12) is well-defined along \(\Sigma\) and orbits are preserved. Note that trajectories can approach \(\rho = 0\) in finite time in (2.10), whereas trajectories can only reach \(\rho = 0\) in infinite time in (2.12).

Since \(\rho = 0\) is an invariant manifold of (2.12), equilibria of (2.12) exist when the \(\theta\) component,

\[(2.13) \quad \Theta(\rho, \theta, z) := (-\sin \theta, \cos \theta) U((\cos \theta, \sin \theta)^T, \rho \cos \theta, \rho \sin \theta, z),\]

is simultaneously zero. The function \(\Theta(\rho, \theta, z)\) is smooth at \(\rho = 0\) and

\[(2.14) \quad \Theta(0, \theta, z) = (-\sin \theta, \cos \theta) U((\cos \theta, \sin \theta)^T, 0, 0, z).\]

Let there exist \(\theta_0, z_0\) such that \(\Theta(0, \theta_0, z_0) = 0\), then

\[(2.15) \quad P_0 = (0, \theta_0, z_0)\]

is an equilibrium of (2.12).

The importance of these equilibria along \(\rho = 0\) has previously been identified in [1] where they were called limit directions. These are the directions along which trajectories reach (or leave) the discontinuity set \(\Sigma\). It is useful to study the stability of these equilibria. Linearising around \(P_0\), we find that the Jacobian is given by
which has only two non-zero eigenvalues,

\begin{equation}
\lambda_{p}(\theta_{0}, z_{0}) := \left(\cos \theta_{0}, \sin \theta_{0}\right)^{T} \left((\cos \theta_{0}, \sin \theta_{0}), 0, 0, z_{0}\right) \tag{2.17}
\end{equation}

and

\begin{equation}
\lambda_{\rho}(\theta_{0}, z_{0}) := \frac{\partial \Theta(0, \theta_{0}, z_{0})}{\partial \theta} \tag{2.18}
\end{equation}

By the stable manifold theorem [22], if \(\lambda_{p}(\theta_{0}, z_{0}) < 0\), then there is an orbit approaching \(\Sigma\) along the direction \(\theta = \theta_{0}\), and we say that the equilibrium \(P_{0}\) is radially attracting. Conversely, if \(\lambda_{p}(\theta_{0}, z_{0}) > 0\), then there is an orbit leaving \(\Sigma\) along \(\theta = \theta_{0}\), and \(P_{0}\) is radially repelling. Similarly, if \(\lambda_{\rho}(\theta_{0}, z_{0}) < 0\) then we call \(P_{0}\) angularly attracting and if \(\lambda_{\rho}(\theta_{0}, z_{0}) > 0\) then we call \(P_{0}\) angularly repelling. If an equilibrium \(P_{0}\) is both angularly and radially attracting, then there is a neighbourhood of \(P_{0}\) that reaches \(\Sigma\) at \(P_{0}\) in finite time under the forward flow of (2.10).

In [1], the authors define the sliding region to be the subset \(\Sigma_{\text{sl}} \subset \Sigma\) such that for each \(z_{0} \in \Sigma_{\text{sl}}\), if there exist solutions \(\theta_{0}\) such that \(\Theta(0, \theta_{0}, z_{0}) = 0\), then \(\lambda_{p}(\theta_{0}, z_{0}) < 0\) (they have an alternative definition when no solutions exist to \(\Theta(0, \theta_{0}, z_{0}) = 0\)). We will discuss the suitability of this definition later. If there is sliding, a sliding vector field should be prescribed. Whilst [1] used the Filippov convention, we will proceed with a different approach.

2.2. Regularisation. Our strategy is to regularise the nonsmooth vector field \(V\) in (2.7), viewing it as the limit of a smooth one. To proceed, let us first define a regularisation function \(\Psi(s)\).

**Definition 2.3.** We define a regularisation function \(\Psi(s)\) that satisfies the conditions

(R1) \(\Psi(s)\) is smooth \(\forall s \in [0, \infty)\)

(R2) \(\Psi(0) = 1\)

(R3) \(\Psi(s) > 0 \ \forall s \in [0, \infty)\)

(R4) \(\Psi(s) \leq 0 \ \forall s \in [0, \infty)\)

(R5) \(\Psi_{1}(s)\) is smooth \(\forall s \in [0, \infty)\), where

\[
\Psi_{1}(s) := \begin{cases} 
\lim_{\sigma \to \infty} \Psi(\sigma), & s = 0 \\
\Psi(1/s), & s > 0 
\end{cases}
\]

For example, \(\Psi(s) = (1 + s)^{-1}\), \(\Psi(s) = e^{-s}\) and \(\Psi(s) = 1\) all satisfy Definition 2.3. We use \(\Psi\) in the regularisation of \(\varepsilon\) given in (2.2), as follows.

**Definition 2.4.** Let \(D_{1} \subset \mathbb{R}^{2}\) be the unit disc centred at the origin and let \(\Psi\) be a regularisation function as in Definition 2.3. Then we define \(\varepsilon_{\Psi} : \mathbb{R}^{2} \to D_{1}\), a regularisation of \(\varepsilon\), as \(\varepsilon_{\Psi}(x, y; \varepsilon)\) given by

\[
\varepsilon_{\Psi}(x, y; \varepsilon) := \left(\frac{x}{\sqrt{x^2 + y^2 + \varepsilon^2 \Psi \left(\frac{x^2 + y^2}{\varepsilon^2}\right)}}, \frac{y}{\sqrt{x^2 + y^2 + \varepsilon^2 \Psi \left(\frac{x^2 + y^2}{\varepsilon^2}\right)}}, \frac{y}{\sqrt{x^2 + y^2 + \varepsilon^2 \Psi \left(\frac{x^2 + y^2}{\varepsilon^2}\right)}}\right)^{T}
\]

for \(0 < \varepsilon \ll 1\).

**Remark 2.5.** \(\varepsilon_{\Psi}\) does not jump discontinuously at the origin. When written along a line through the origin (2.3), we have

\[
\varepsilon_{\Psi}(l \cos \theta, l \sin \theta) = L_{\Psi}(l; \varepsilon)(\cos \theta, \sin \theta)^{T},
\]
where
\[ L_\Psi(l; \varepsilon) := \frac{l}{\sqrt{l^2 + \varepsilon^2}} \Psi \left( \frac{l^2}{\varepsilon^2} \right) \]
is a smooth function whose limit is a sign function as \( \varepsilon \to 0 \) (see Figure 5).

Fig. 5: The component of the map \( e_\Psi \) along any line through the origin \( L_\Psi(l; \varepsilon) \) is a smooth function of \( l \), whose limit is a sign function as \( \varepsilon \to 0 \). For example, if we set \( \Psi(s) = s/\sinh^2(\sqrt{s}) \), then \( L_\Psi(l; \varepsilon) = \tanh(l/\varepsilon) \).

We note the following properties of \( e_\Psi \).

**Lemma 2.6.** Consider \( e_\Psi : \mathbb{R}^2 \to D_1 \) given by (2.19), then
(a) \( e_\Psi(x, y; \varepsilon) \) is equivariant under rotations
\[ e_\Psi \left( R(\phi)(x, y)^T; \varepsilon \right) \equiv R(\phi)e_\Psi(x, y; \varepsilon) \]
for all \( \phi \in [0, 2\pi) \), where \( R(\phi) \) is a rotation matrix as in (2.11),
(b) \( e_\Psi(x, y; \varepsilon) \) satisfies the scaling property
\[ e_\Psi(kx, ky; k\varepsilon) \equiv e_\Psi(x, y; \varepsilon), \]
for some \( k > 0 \), that is, \( e_\Psi \) is a homogeneous function of degree 0 on \( (x, y, \varepsilon) \),
(c) \( e_\Psi(x, y; 1) \) is one-to-one,
(d) \( e_\Psi(x, y; \varepsilon) \) satisfies
\[ e_\Psi^T e_\Psi < 1. \]

The proof of Lemma 2.6 can be found in Appendix A.

We now study the system
\[ (\dot{x}, \dot{y}, \dot{z})^T = V(e_\Psi(x, y; \varepsilon), x, y, z) \]
as a regularisation of (2.7). In order to bring the singularly perturbed system (2.25) into standard slow-fast form, we adopt the scalings
\[ x = \varepsilon x_2 \quad \text{and} \quad y = \varepsilon y_2. \]
As a result we find
\[ \varepsilon(\dot{x}_2, \dot{y}_2)^T = U(e_\Psi(x_2, y_2; 1), \varepsilon x_2, \varepsilon y_2, z), \]
\[ \dot{z} = W(e_\Psi(x_2, y_2; 1), \varepsilon x_2, \varepsilon y_2, z), \]
using the scaling property in Lemma 2.6(b). (2.27) is a standard slow-fast system written in slow time. Setting \( \varepsilon = 0 \) in (2.27) gives the reduced problem
\[ (2.28a) \quad 0 = U(e_\Psi(x_2, y_2; 1), 0, 0, z), \]
\[ (2.28b) \quad \dot{z} = W(e_\Psi(x_2, y_2; 1), 0, 0, z). \]
If we can solve (2.28a), finding

\begin{equation}
(2.29) \quad \xi_{\Psi}(x_2, y_2; 1) = (c(z), s(z))^T
\end{equation}

such that \( U((c(z), s(z))^T, 0, 0, \bar{z}) = 0 \), then there exists a critical manifold given by (2.29). The slow flow, found by substituting (2.29) into (2.28b),

\begin{equation}
(2.30) \quad \dot{\bar{z}} = W((c(z), s(z))^T, 0, 0, \bar{z})
\end{equation}

is independent of the regularisation \( \Psi \).

It is evident from the limit \( \varepsilon \to 0 \) of (2.26) that this slow flow corresponds to a notion of a sliding vector field along \( \Sigma \). This definition differs from that in [1], where the Filippov convention was used. We show in section 4 that these definitions are equivalent, provided \( V \) depends linearly on \( \varepsilon \). Nevertheless, for a general \( V \), there is nothing to suggest that there is a unique solution (2.29) for any given \( \bar{z} \), and therefore no guarantee of a unique sliding flow (see Example 5.3 below).

We can also find the layer problem of (2.27),

\begin{equation}
(2.31) \quad (x_2', y_2')^T = U(\xi_{\Psi}(x_2, y_2; 1), 0, 0, \bar{z}),
\end{equation}

where \((\cdot)' = \frac{d}{dt}\) and the fast time \( t \) is given by \( d\tau = \frac{1}{\varepsilon} dt \). From Fenichel’s theorem [10], the flow of (2.27) can be approximated by combining the flow of (2.28) with the flow of (2.31) for \( 0 < \varepsilon \ll 1 \) where the critical manifold (2.29) is normally hyperbolic with respect to (2.31). We discuss the layer problem and its implications in subsection 3.2.

2.3. Summary. In subsection 2.1, using polar coordinates, we have shown how trajectories of the nonsmooth system (2.7) approach or leave \( \Sigma \). In subsection 2.2, we have shown that the slow flows of (2.25) limit onto \( \Sigma \) as \( \varepsilon \to 0 \). However, we have not yet been able to connect the solutions of the nonsmooth system (2.7) in subsection 2.1 with those of the general regularised system (2.25) in subsection 2.2. In the next section, using blowup, we will describe these dynamical systems in two charts, which can be connected by changes of coordinates in the regions where the charts overlap.

3. Blowup for the general regularised system. In this section we study a general regularised system of the form (2.25) using blowup. This analysis acts as a demonstration of our approach in section 4 where \( V \) depends linearly on \( \varepsilon \). First, we consider the system

\begin{equation}
(3.1) \quad (x', y', z')^T = \varepsilon V(\xi_{\Psi}(x, y; \varepsilon), x, y, z),
\end{equation}

found by rescaling time in (2.25) and treating the parameter \( \varepsilon \) as a variable. In (3.1), the set \( \varepsilon = 0 \) is a hyperplane of equilibria and the intersection of \( \varepsilon = 0 \) with \( \Sigma \) is singular due to the nonsmoothness of \( \xi_{\Psi} \). But we can gain smoothness through the use of the blowup transformation

\begin{equation}
(3.2) \quad (\rho, (\bar{x}, \bar{y}, \bar{\varepsilon}), \bar{z}) \to (x, y, \varepsilon, z)
\end{equation}

defined by

\begin{equation}
(3.3) \quad (x, y, \varepsilon) = \rho(\bar{x}, \bar{y}, \bar{\varepsilon}), \quad (\rho, (\bar{x}, \bar{y}, \bar{\varepsilon})) \in [0, \infty) \times S_+^2,
\end{equation}

where

\begin{equation}
(3.4) \quad S_+^2 := \{(\bar{x}, \bar{y}, \bar{\varepsilon}) | \bar{x}^2 + \bar{y}^2 + \bar{\varepsilon}^2 = 1, \bar{\varepsilon} \geq 0 \}
\end{equation}

is the unit hemisphere. Informally, we are inserting a hemisphere at each point on \( x = y = \varepsilon = 0 \) in order to make the vector field well behaved along the discontinuity set \( \Sigma \) in the limit \( \varepsilon \to 0 \) (see Figure 6). With (3.2), \( \varepsilon \) is then a common factor of the transformed vector field and so can be divided out. We study the resulting desingularised system in the sequel.

Although blowup allows us to gain smoothness in the vector field, we cannot easily study the dynamics everywhere simultaneously. Instead we use charts to study multiple separate systems that are simpler but valid only in certain regions. Here, we adopt an atypical approach to charts. Whilst we study the scaling chart (the directional chart found by setting \( \bar{\varepsilon} = 1 \)) in the usual way, the trigonometric terms associated
with ε mean that it is natural to use a single entry/exit chart\footnote{Hence we do not consider multiple directional entry/exit charts (found by setting $\bar{x} = \pm 1$ and $\bar{y} = \pm 1$ here), despite Krupa & Szmolyan’s observation [19] that it is often “almost mandatory” to do so.} (found by setting $\bar{\varepsilon} = 0$). In particular, near the equator $\{S^2_+|\varepsilon = 0\}$ we re-parameterise the blowup using polar-like coordinates $(\rho, \varepsilon, \theta)$, to write

\begin{equation}
\bar{x} = \sqrt{1 - \varepsilon^2 \cos \theta}, \quad \bar{y} = \sqrt{1 - \varepsilon^2 \sin \theta},
\end{equation}

and so obtain the local version of (3.2), the entry/exit chart

\begin{equation}
\kappa_1: \quad x = \rho \sqrt{1 - \varepsilon_1^2 \cos \theta}, \quad y = \rho \sqrt{1 - \varepsilon_1^2 \sin \theta}, \quad \varepsilon = \rho \varepsilon_1,
\end{equation}

with the chart-specific coordinates $(\rho, \varepsilon_1, \theta)$. Note that setting $\varepsilon_1 = 0$ in (3.6) gives (2.9).

The scaling chart is found by setting $\bar{\varepsilon} = 1$ in (3.3)

\begin{equation}
\kappa_2: \quad x = \rho_2 x_2, \quad y = \rho_2 y_2, \quad \varepsilon = \rho_2,
\end{equation}

with the chart specific-coordinates $(x_2, y_2, \rho_2)$. Note that (3.7) is equivalent to (2.26).

The change of coordinates between $\kappa_2$ and $\kappa_1$ is given by

\begin{equation}
\kappa_{12}: (x_2, y_2, \rho_2) \mapsto \begin{cases}
\rho = \frac{\rho_2}{\sqrt{1 + x_2^2 + y_2^2}} \\
\varepsilon_1 = \frac{1}{\sqrt{1 + x_2^2 + y_2^2}}, \\
\theta = \arctan \left( \frac{y_2}{x_2} \right)
\end{cases}
\end{equation}

These charts and coordinates are shown in Figure 6.

Fig. 6: Sketches of the blowup geometry, given by (3.2): (a) blowup of a point $\bar{z}$ on $x = y = \varepsilon = 0$ to the unit hemisphere (note the geometric interpretations of the scaling chart $\bar{\varepsilon} = 1$, the plane $\bar{\varepsilon} = 0$ and the coordinates in the charts $\kappa_1, \kappa_2$). (b) how blowup extends the dimension of each point $\bar{z}$ in the implicit set $x = y = \varepsilon = 0$ (here we collapse the $m$-dimensional $\bar{z}$ onto a single axis).

Now we shall demonstrate that the dynamics in the plane $\varepsilon_1 = 0$ of the chart $\kappa_1$ correspond precisely to the dynamics studied in subsection 2.1, and that the dynamics in the scaling chart $\kappa_2$ correspond precisely to the dynamics of the scaled regularised system in subsection 2.2.

3.1. Entry chart $\kappa_1$: dynamics near the discontinuity set. Let us study the dynamics in the chart $\kappa_1$. Re-writing (3.1) using (3.6) and transforming time, we divide the right hand side by the
common factor $\varepsilon_1$, to find

$$\frac{d}{dT} \begin{pmatrix} \rho \\ \theta \end{pmatrix} = \begin{pmatrix} \rho \xi & 0 \\ 0 & -\lambda_1 \end{pmatrix} \begin{pmatrix} R^T(\theta) U(\tilde{\varphi}(\theta, \varepsilon_1), \rho \xi \cos \theta, \rho \xi \sin \theta, \tilde{z}) \end{pmatrix},$$

(3.9)

$$\frac{d}{dT} \tilde{z} = \rho W(\tilde{\varphi}(\theta, \varepsilon_1), \rho \xi \cos \theta, \rho \xi \sin \theta, \tilde{z}),$$

$$\frac{d}{dT} \varepsilon_1 = -\varepsilon_1 \xi (\cos \theta, \sin \theta) U(\tilde{\varphi}(\theta, \varepsilon_1), \rho \xi \cos \theta, \rho \xi \sin \theta, \tilde{z}),$$

where $dT = \frac{\varepsilon_1}{\rho} dt = \frac{1}{\rho} dt$,

(3.10) \quad $\xi = (1 - \varepsilon_1)^{\frac{1}{2}},$

$U$ is given in (2.8a), $W$ in (2.8b),

$$\tilde{\varphi}(\theta, \varepsilon_1) := \varphi(\rho \xi \cos \theta, \rho \xi \sin \theta, \rho \varepsilon_1)$$

(3.11)

$$:= \left( \frac{1 - \varepsilon_1^2}{1 - \varepsilon_1^2 (1 - \Psi_1(\frac{\varepsilon_1}{\varepsilon_1})^\top)} \right)^{\frac{1}{2}} (\cos \theta, \sin \theta)^\top$$

and $\Psi_1$ is defined as in (R5) of Definition 2.3 in subsection 2.2.

The singularity at $\varepsilon_1 = 1$ does not concern us since we will only work with (3.9) near $\varepsilon_1 = 0$. Note that the plane $\varepsilon_1 = 0$ is an invariant manifold and that the dynamics within the plane are identical to (2.12). Accordingly, we shall follow the analysis in subsection 2.1 closely.

**Theorem 3.1.** Consider (3.9), then

(a) If $\theta = \theta_0$ is a solution to

(3.12) \quad $\Theta(0, \theta, z) := (-\sin \theta, \cos \theta) U((\cos \theta, \sin \theta)^\top, 0, 0, z) = 0$

for a given $z = z_0$, then there exists an equilibrium of (3.1) along the equator of the blown up hemisphere at

(3.13) \quad $Q_0 = (0, \theta_0, z_0, 0)$.

(b) Consider such an equilibrium point $Q_0$: if there exists an eigenvalue $\lambda_\rho(\theta_0, z_0)$ of the linearisation of (3.9), corresponding to radial attractiveness as in subsection 2.1, then there exists a corresponding eigenvalue $-\lambda_\rho(\theta_0, z_0)$ with an eigenvector solely in the $\varepsilon_1$ direction. Hence, if there is a stable manifold of $Q_0$ within $\varepsilon_1 = 0$ extending into $\rho > 0$, then there is a corresponding unstable manifold of $Q_0$ within $\rho = 0$ extending into $\varepsilon_1 > 0$, and vice versa.

(c) If no solutions for $\theta$ exist to (3.12) for a given $z = z_0$, then there are no equilibria along the equator of the blown-up hemisphere inserted at that particular $z$ (the case of no limit directions in [1]). There is therefore a limit cycle on the equator which has a stable manifold in $\varepsilon_1 = 0$ and an unstable manifold in $\rho = 0$ if $\int_0^{2\pi} \lambda_\rho(\theta, z) / |\Theta(0, \theta, z)| d\theta < 0$, and vice versa if $\int_0^{2\pi} \lambda_\rho(\theta, z) / |\Theta(0, \theta, z)| d\theta > 0$.

(d) On the sphere, where $\rho = 0$, $z$ remains constant for the flow of (3.9).

**Proof.** Following subsection 2.1 closely.

(a) We have already noted that $\varepsilon_1 = 0$ is an invariant manifold of (3.9) and that dynamics within it are given by (2.12). Therefore, if there exists an equilibrium $P_0$ of (2.12) then $Q_0$ is an equilibrium of (3.9).

(b) The Jacobian of (3.9) at $Q_0$, is given by

(3.14) \quad $K_0(\theta_0, z_0) := \begin{pmatrix} L(\theta_0, z_0) & 0 \\ 0 & -\lambda_\rho(\theta_0, z_0) \end{pmatrix}$.

It is then straightforward to show that there are now three non-zero eigenvalues: $\lambda_\rho$, $\lambda_\theta$ and $-\lambda_\rho$. The eigenvectors corresponding to $\lambda_\rho$ and $\lambda_\theta$ are as before, with $0$ in the $\varepsilon_1$ component. The eigenvector corresponding to $-\lambda_\rho$ points solely in the $\varepsilon_1$ direction and hence represents
travelling up or down the sphere (Figure 7). Then by the stable manifold theorem [22], there are corresponding stable and unstable manifolds of $Q_0$ tangent to the eigenvectors associated with either $\lambda_\rho$ and $-\lambda_\rho$ or vice versa.

(c) If no solutions exist to (3.12) for a fixed $\bar{z} = \bar{z}_0$, then along the invariant manifold of the equator ($\rho = \varepsilon_1 = 0$), the $\theta$ component of (3.9) does not change sign and there exists a limit cycle along the equator. In the plane $\varepsilon_1 = 0$, if we take a Poincaré section at some constant $\theta$, we can find that the local stability of this limit cycle is given by $\int_0^\infty \lambda_\rho(\theta, \bar{z}) / |\Theta(0, \theta, \bar{z})| d\theta$. As with the stability of equilibria along the equator, the stability of the closed orbit is opposite within $\rho = 0$.

(d) On the sphere $\rho = 0$, we find $\bar{z} = \bar{0}$ from (3.9). Hence the dynamics on the sphere of trajectories that reach the equator at $Q_0$ are effectively parameterised by $\bar{z} = \bar{z}_0$ in (3.9).

From Theorem 3.1, we note that if $\lambda_\rho(\theta_0, \bar{z}_0) < 0$, then there exists an orbit of (3.9) that approaches the equator along $\theta = \theta_0$ (tangent to a stable manifold of the equilibrium $Q_0$) and then travels along the corresponding unstable manifold of $Q_0$ up the sphere. If both $\lambda_\rho(\theta_0, \bar{z}_0) < 0$ and $\lambda_\theta(\theta_0, \bar{z}_0) < 0$ then there exists an open set of orbits of the nonsmooth system that reach $Q_0$ and travel up the sphere (see Figure 7). Manifolds that appear in the dynamics in the chart $\kappa_1$ that extend into $\varepsilon_1 > 0$ can be recovered in the scaling chart $\kappa_2$ using (3.8), where the system is standard slow-fast.

\begin{center}
\includegraphics[width=0.5\textwidth]{fig7.png}
\end{center}

**Fig. 7:** Sketch demonstrating how orbits travel up the side of the sphere. The yellow surface corresponds to the hemisphere of the blowup. The red orbit is for $0 < \varepsilon \ll 1$.

\begin{center}
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**Fig. 8:** Sketches of the dynamics in the chart $\kappa_1$ for $\varepsilon_1 = 0$, projected into the ($\bar{x}, \bar{y}$) plane. (a) all equilibria on the equator are radially attracting ($\lambda_\rho|Q_i > 0, \forall i$), whilst $Q_1$ and $Q_4$ are angularly repelling and $Q_2$ and $Q_3$ are angularly attracting ($\lambda_\rho|Q_i > 0, \forall i \in \{1,3\}$ and $\lambda_\rho|Q_i < 0, \forall i \in \{2,4\}$ respectively). 
(b) $Q_1$ and $Q_3$ are radially attracting and angularly repelling ($\lambda_\rho|Q_i > 0, \lambda_\rho|Q_i < 0, \forall i \in \{1,3\}$) and $Q_2$ and $Q_4$ are radially repelling and angularly attracting ($\lambda_\rho|Q_i < 0, \lambda_\rho|Q_i > 0, \forall i \in \{2,4\}$). (c) each $Q_i$ is radially attracting ($\lambda_\rho|Q_i < 0, \forall i$), and $Q_i$ are angularly attracting for $i$ even ($\lambda_\rho|Q_i < 0, \forall i \in \{2,4,6,8\}$) and angularly repelling for $i$ odd ($\lambda_\rho|Q_i < 0, \forall i \in \{1,3,5,7\}$).

In Figure 8, we see sketches of dynamics in the chart $\kappa_1$ for $\varepsilon_1 = 0$, projected into the ($\bar{x}, \bar{y}$) plane.
The sphere and manifolds extending from equilibria along its equator are also projected down into the same plane, ignoring the \( \dot{z} \) dynamics.

Odd numbers of equilibria along the equator occur at bifurcations, when

\[
\Theta(0, \theta, z) = \frac{\partial}{\partial \theta} \Theta(0, \theta, z) = 0.
\]

Where there are no solutions to (3.12), and hence no equilibria along the equator (no limit-directions), the equator is a closed orbit of the system. Therefore, from index theory [22], there must exist at least one critical set in the region enclosed by the equator. This region is described by the scaling chart \( \kappa_2 \), which we will now discuss.

### 3.2. Scaling chart \( \kappa_2 \): dynamics on the discontinuity set.

In the previous section, using the entry chart \( \kappa_1 \), we studied how orbits can reach or leave \( \Sigma \). To study the dynamics along \( \Sigma \) we use the scaling chart \( \kappa_2 \). Substituting (3.7) into (3.1), we find

\[
\begin{align*}
(x', y')^T &= \frac{1}{\sqrt{\zeta^2 + \Psi(\zeta)^2}} I (x_2, y_2) \left( \begin{array}{c} x_2 \\ y_2 \end{array} \right), \\
\zeta' &= \varepsilon W (e_x (x_2, y_2; 1), e_x y_2), \\
\varepsilon' &= 0.
\end{align*}
\]

Equations (3.16a) and (3.16b) are equivalent to (2.27) but written with respect to a fast time.

In subsection 2.2, we identified that if there is a solution \( e_{\Phi} = (c(z), s(z))^T \) such that \( U((c(z), s(z))^T, 0, 0, \varepsilon) = 0 \), then there exists a critical manifold in the scaling chart \( \kappa_2 \) given by (2.29), and a corresponding slow flow (2.30). However, we have yet to study the layer problem (3.21) and its implications.

First, it will be useful to calculate the derivative \( D_{(x_2, y_2)} e_{\Phi} (x_2, y_2; 1) \) to find

\[
D_{(x_2, y_2)} e_{\Phi} (x_2, y_2; 1) = \frac{1}{\sqrt{\zeta^2 + \Psi(\zeta)^2}} I (x_2, y_2) \left( \begin{array}{c} x_2 \\ y_2 \end{array} \right),
\]

where \( \zeta^2 := x_2^2 + y_2^2 \).

**Remark 3.2.** We note certain properties of the matrix \( D_{(x_2, y_2)} e_{\Phi} (x_2, y_2; 1) \). Firstly, by Definition 2.3, both the trace and determinant are positive:

\[
\text{tr} \left( D_{(x_2, y_2)} e_{\Phi} (x_2, y_2; 1) \right) = \frac{\zeta^2 (1 - \Psi'(\zeta^2)) + 2 \Psi(\zeta^2)}{(\zeta^2 + \Psi(\zeta^2))^{3/2}} > 0
\]

and

\[
\det \left( D_{(x_2, y_2)} e_{\Phi} (x_2, y_2; 1) \right) = \frac{\Psi(\zeta^2) - \Psi'(\zeta^2) \zeta^2}{(\zeta^2 + \Psi(\zeta^2))^2} > 0
\]

respectively. Secondly \( D_{(x_2, y_2)} e_{\Phi} (x_2, y_2; 1) \) is positive definite, since

\[
\eta^T D_{(x_2, y_2)} e_{\Phi} (x_2, y_2; 1) \eta = \frac{(\eta_1 y_2 - \eta_2 x_2)^2 + \eta_1^2 \Psi(\zeta^2) - (\eta_1 x_2 + \eta_2 y_2)^2 \Psi'(\zeta^2)}{(\zeta^2 + \Psi(\zeta^2))^2} > 0
\]

for any \( \eta = (\eta_1, \eta_2)^T \).

**Theorem 3.3.** Given a system of the form (3.1), the following holds.

(a) Suppose there exists smooth functions \( c(z), s(z) : c(z)^2 + s(z)^2 < 1 \) for \( z \in U \) where

\[
U((c(z), s(z))^T, 0, 0, \varepsilon) = 0.
\]

then

\[
C = \{ (x_2, y_2, z) | e_{\Phi} (x_2, y_2; 1) = (c(z), s(z))^T, z \in U \}
\]

is a critical set of the equations in the scaling chart \( \kappa_2 \), that is, a set of equilibria of the layer problem.
The attractiveness and normal hyperbolicity of the critical set \( (3.22) \) are given by the eigenvalues of the Jacobian of the fast subsystem \( (3.16a) \) about \( C \)

\[
J := D_{(c,s)}\Psi((c,s)\mathbb{T}, 0, 0, \bar{z})D_{(x_2,y_2)}\Psi(x_2, y_2; 1)\Big|_C.
\]

Then it follows that if \( \det \left(D_{(c,s)}\Psi((c,s)\mathbb{T}, 0, 0, \bar{z})\right) < 0 \) then the critical set \( C \) is a saddle with respect to the fast flow, irrespective of the regularisation function \( \Psi \). On the other hand, if

\[
\det \left(D_{(c,s)}\Psi((c,s)\mathbb{T}, 0, 0, \bar{z})\right) > 0
\]

then the critical set \( C \) can be a stable or unstable node or focus, possibly depending on the regularisation.

(c) When a critical set \( C \) exists, the slow flow along it is given by

\[
\dot{z} = W((c(z), s(z))\mathbb{T}, 0, 0, \bar{z}),
\]

which is independent of the regularisation function \( \Psi \).

(d) Where a critical manifold \( C \) is compact and normally hyperbolic, it perturbs to a corresponding slow manifold \( C_\varepsilon \) in the smoothed system for \( 0 < \varepsilon \ll 1 \). This slow manifold \( C_\varepsilon \) lies \( \varepsilon \)-close to \( C \) and the slow flow \( (3.25) \) gives the first order approximation to the flow along \( C_\varepsilon \).

**Proof.** The proof is as follows.

(a) Treating \( \varepsilon \) as a parameter, let us study the layer problem of \( (3.16) \), found by setting \( \varepsilon = 0 \),

\[
\begin{align*}
(x'_2, y'_2)^\mathbb{T} &= U((c, s)\mathbb{T}, 0, 0, \bar{z})D_{(x_2,y_2)}\Psi(x_2, y_2; 1),
\quad 0, 0, \bar{z})
\end{align*}
\]

\[
\begin{align*}
\dot{z} &= 0.
\end{align*}
\]

Evidently sets of the form \( (3.22) \) are sets of equilibria of \( (3.26) \), also described by \( (2.29) \).

(b) In order to describe the local stability of these critical set we study the layer problem. Linearising \( (3.26a) \) around a critical set \( C \), we find the Jacobian \( (3.23) \). Since the determinant of

\[
\begin{align*}
\det \left((D_{(c,s)}\Psi((c,s)\mathbb{T}, 0, 0, \bar{z})D_{(x_2,y_2)}\Psi(x_2, y_2; 1)\right)
\end{align*}
\]

Therefore, if \( \det \left(D_{(c,s)}\Psi((c,s)\mathbb{T}, 0, 0, \bar{z})\right) < 0 \) then the critical set \( C \) is a saddle, irrespective of the regularisation function. It is not so straightforward to comment on the stability on the critical set when \( \det \left(D_{(c,s)}\Psi((c,s)\mathbb{T}, 0, 0, \bar{z})\right) > 0 \). In fact, in Case III of subsection 4.3, we prove by example that the stability of \( C \) can depend upon the regularisation function \( \Psi \).

We recall from subsection 2.2 that the slow flow \( (3.25) \) corresponds to sliding dynamics. Examples of dynamics in the scaling chart \( \kappa_2 \) are shown in Figure 9. Figure 9a corresponds to stable sliding, Figure 9b to a type of unstable sliding, and Figure 9c to non-unique sliding.

3.3. Summary. We can piece together solutions to the full system \( (3.1) \) from the dynamics in charts \( \kappa_1 \) and \( \kappa_2 \). In the regions where charts \( \kappa_1 \) and \( \kappa_2 \) overlap, we can track how orbits in the entry/exit chart appear in the scaling chart and vice versa, using the change of coordinates \( \kappa_{12} \) \( (3.8) \).

In Figures 10 and 11, we give sketches of the phase portraits of the dynamics of the full system \( (3.1) \) after the blowup in the nonsmooth limit \( \varepsilon \to 0 \) for each of the three examples in Figures 8 and 9, corresponding to stable sliding, unstable sliding and non-unique sliding respectively.

For a general \( \Lambda \), it is difficult to comment any further. Depending on the non-linearity of the vector field, finding solutions to \( (3.12) \) will typically be difficult, even impossible, and the dynamics in the scaling chart can become complex, including non-unique sliding (as in Figures 9c, 10c, and 11c) and limit cycles.

We have already noted that these dynamics may depend upon the regularisation function \( \Psi \). For that reason we shall analyse a simpler setting, where the vector field \( \Psi \) is linear in \( \varepsilon \), the so-called “\( \varepsilon \)-linear” system.
Fig. 9: Sketches of possible limiting dynamics in the scaling chart $\kappa_2$, corresponding to $\bar{\varepsilon} = 1$ in (3.3).
(a) there exists one critical set $C$ which is a stable in the layer problem. (b) there exists one critical set – a saddle node in the layer problem. (c) there are three critical sets – two stable nodes and one saddle with respect to the fast flow, each with a different slow flow.

Fig. 10: Sketches of examples of the dynamics of (3.1) after the blowup in (3.2) projected into the $(\bar{x}, \bar{y})$ plane. Each subfigure pieces together the respective dynamics in the plane $\varepsilon_1 = 0$ of the chart $\kappa_1$ (Figure 8) and in the limit $\varepsilon \to 0$ of the scaling chart $\kappa_2$ (Figure 9). Labels are omitted in (c), where $\circ$ signifies that the slow flow along the critical manifold is moving out of the plane whilst $\otimes$ signifies that it is moving into the plane. We see that the sliding vector field is dependent upon the direction in which trajectories approach the discontinuity set. Any trajectory that starts in the righthand plane tends to the rightmost critical manifold $C_3$, and hence travels ‘into the page’, yet any trajectory that starts in the lefthand plane tends to the leftmost critical manifold $C_1$, and hence travels ‘out of the page’.

4. Classification of the “$\varepsilon$-linear” system. Let us consider a normal form of (2.7) that is linear in $\varepsilon$

\[
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{pmatrix} = \begin{pmatrix}
\frac{A(z)}{B(z)} \\
\frac{B(z)}{D(z)}
\end{pmatrix} \varepsilon(x, y) + \begin{pmatrix}
\tilde{f}(x, y, z) \\
\tilde{g}(x, y, z)
\end{pmatrix},
\]
Fig. 11: Sketches of the dynamics projected onto \((\bar{x}, \bar{y}, \bar{z})\) space. Each subfigure pieces together the respective dynamics in the plane \(\varepsilon_1 = 0\) of the chart \(\kappa_1\) (Figure 8) and in the limit \(\varepsilon \to 0\) of the scaling chart \(\kappa_2\) (Figure 9). In (c), the projection of the equator is cut away, so that the slow flow is visible.

where \(A(\bar{z}) \in \mathbb{R}^{2 \times 2}, B(\bar{z}) \in \mathbb{R}^{m \times 2}, f(x, y, \bar{z}) \in \mathbb{R}^{2}\) and \(g(x, y, \bar{z}) \in \mathbb{R}^{m}\). Here \(A, B, f\) and \(g\) are assumed to be well defined at \(\Sigma\). Without loss of generality (see Appendix B), we can consider \(A(\bar{z})\) to be of the form

\[
A(\bar{z}) = \begin{pmatrix}
   a(\bar{z}) & -b(\bar{z}) \\
   b(\bar{z}) & d(\bar{z})
\end{pmatrix}.
\]

(4.2)

We study this particular class of systems for a number of reasons. Most importantly, the physical systems that have motivated this paper fit into this form. Rigid body mechanical systems in 3D with Coulomb friction [2] can be written as (4.1), with \(b = 0\) [2]. In addition, the Filippov convention is well-posed here. With (4.2), combinations of pairs of incident vectors are coplanar, so there is a unique affine combination of incident vectors that is tangent to the discontinuity (see Figure 12). Where this affine combination is also a convex combination, there is sliding (Figure 12a), and where the combination is not convex, there is crossing (Figure 12b). Moreover, (4.1) is analogous to standard Filippov systems: the linear dependence on \(\varepsilon\) relates to the linear dependence of standard Filippov problems on sign functions (unlike the nonlinear dependence of problems on sign functions in [13]).

Fig. 12: Sliding and crossing in the \(\varepsilon\)-linear system (4.1) and (4.2). In (a), there is sliding, when a convex combination of a pair of limit vectors is tangent to \(\Sigma\). In (b), there is crossing, when no affine combination is convex. \(F^*(\theta, \bar{z})\) is the limit vector field, given in (4.3). \(F_C(\lambda_1, \lambda_2, \bar{z})\) is the plane of affine combinations of pairs of these limit vectors, given in (4.4). A cross (\(\times\)) marks the unique intersection of \(F_C(\lambda_1, \lambda_2, \bar{z})\) with \(\Sigma\), given by (4.5).
Using the Filippov approach, the limit vector field (2.6) is given by

\[
F^*(\theta, \bar{z}) = \left( \frac{A(z)}{B(z)} \right) \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} + \left( \frac{\bar{f}(0,0,\bar{z})}{\bar{q}(0,0,\bar{z})} \right).
\]

The plane of affine combinations of pairs of these limit vectors \(E_C(\lambda_1, \lambda_2, \bar{z})\) is given by

\[
E_C(\lambda_1, \lambda_2, \bar{z}) = \alpha_1 F^*(\theta_1, \bar{z}) + \alpha_2 F^*(\theta_2, \bar{z}), \quad \theta_1 \neq \theta_2, \quad \theta_1, \theta_2 \in [0, 2\pi), \quad \alpha_1 + \alpha_2 = 1
\]

where \((\lambda_1, \lambda_2) \in \mathbb{R}^2\). The intersection of this plane with \(\Sigma\) is unique and given by

\[
E_\Sigma(\bar{z}) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ \bar{B}(\bar{z}) A^{-1}(\bar{z}) \bar{f}(0,0,\bar{z}) + \bar{g}(0,0,\bar{z}) \end{pmatrix}.
\]

\(E_C(\lambda_1, \lambda_2, \bar{z})\) is convex when \((\lambda_1, \lambda_2) \in D_1\), the unit disc centred on the origin (see Definition 2.4), or

\[
\bar{A}^{-1}(\bar{z}) \bar{f}(0,0,\bar{z}) \bar{T} (A^{-1}(\bar{z}) \bar{f}(0,0,\bar{z})) \leq 1.
\]

As already noted, the Filippov convention is well-posed here. Nevertheless it is worth studying the linear case (4.1) and (4.2) using regularisation in order to understand the robustness of the convention to perturbations and the stability of sliding.

So we regularise and augment (4.1), to give

\[
\begin{pmatrix} x' \\ y' \\ z' \end{pmatrix} = \varepsilon \begin{pmatrix} A(\bar{z}) \\ B(\bar{z}) \end{pmatrix} \begin{pmatrix} \xi \cos \theta, \xi \sin \theta \end{pmatrix} + \begin{pmatrix} \bar{f}(0,0,\bar{z}) \\ \bar{g}(0,0,\bar{z}) \end{pmatrix},
\]

\[\varepsilon' = 0\]

and then study the dynamics of (4.2) and (4.7) in the charts \(\kappa_1\) and \(\kappa_2\).

### 4.1. Entry chart \(\kappa_1\): dynamics near the discontinuity set.

As in the general case, we consider the augmented system and blowup \(x = y = \varepsilon = 0\) to a sphere using (3.2). We first study the equations in chart \(\kappa_1\), so that (3.9) becomes

\[
\begin{align*}
\frac{d}{d\tau} \begin{pmatrix} \rho \\ \theta \end{pmatrix} &= \begin{pmatrix} \rho \xi & 0 \\ 0 & -\xi^{-1} \end{pmatrix} \begin{pmatrix} \rho \xi \cos \theta, \rho \xi \sin \theta \end{pmatrix} + \begin{pmatrix} \bar{f}(0,0,\bar{z}) \\ \bar{g}(0,0,\bar{z}) \end{pmatrix}, \\
\frac{d}{d\tau} \bar{z} &= \rho \begin{pmatrix} \bar{B}(\bar{z}) \xi \cos \theta, \xi \sin \theta \end{pmatrix} + \bar{g}(0,0,\bar{z}) \xi \cos \theta - \bar{f}(0,0,\bar{z}) \xi \sin \theta + b(\bar{z}) = 0, \\
\frac{d}{d\tau} \varepsilon &= -\varepsilon. \\
\end{align*}
\]

The equator \(\rho = \varepsilon_1 = 0\) is once again an invariant manifold, with equilibria when

\[
\Theta(0, \theta, \bar{z}) = (0, 1) \bar{T}(\theta) \begin{pmatrix} A(\bar{z}) \xi \cos \theta \\ \sin \theta \end{pmatrix} + \bar{f}(0,0,\bar{z})
\]

\[
= (d(\bar{z}) - a(\bar{z})) \sin \theta \cos \theta + f_2(0,0,\bar{z}) \cos \theta - f_1(0,0,\bar{z}) \sin \theta + b(\bar{z}) = 0.
\]

Solutions of (4.9) can be viewed as the intersection of the hyperbola

\[
\begin{pmatrix} \bar{x} \\ \bar{y} \end{pmatrix} \begin{pmatrix} 0 \\ \frac{(d(\bar{z}) - a(\bar{z}))}{2} - f_2(0,0,\bar{z}) \end{pmatrix} \begin{pmatrix} \bar{x} \\ \bar{y} \end{pmatrix} + \begin{pmatrix} f_2(0,0,\bar{z}) - f_1(0,0,\bar{z}) \end{pmatrix} \begin{pmatrix} \bar{x} \\ \bar{y} \end{pmatrix} + b(\bar{z}) = 0
\]

with the unit circle (the equator)

\[
\begin{pmatrix} \bar{x} \\ \bar{y} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \bar{x} \\ \bar{y} \end{pmatrix} - 1 = 0.
\]
Hence there can be at most 4 unique equilibria. This is clear either algebraically when writing (4.10) and (4.11) as a single quartic in either \( \dot{x} \) or \( \dot{y} \), or geometrically in Figure 13. Generically, equilibria on the equator are created in saddle node bifurcations (subsection 4.4). These occur where (3.15) is satisfied, resulting in

\[
\begin{align*}
    f_1 &= b \sin \theta - (a - d) \cos^3 \theta \\
    f_2 &= (a - d) \sin^3 \theta - b \cos \theta.
\end{align*}
\]

However, closed form solutions to (4.12) are too lengthy to be of much use. In our geometric interpretation, this bifurcation occurs when the hyperbola (4.10) is tangent to the unit circle (4.11).

There are also degenerate cases of (4.9) to consider.

(D1) \( a(\bar{z}) = d(\bar{z}) \):

In this case, unique equilibria are given by

\[
    \theta = \theta^*(\bar{z}) = \arcsin \left( \frac{b(\bar{z})}{|f(0,0,\bar{z})|} \right) + \arctan \left( \frac{f_2(0,0,\bar{z})}{f_1(0,0,\bar{z})} \right).
\]

Here we have no equilibria when \( |b(\bar{z})| > |f(0,0,\bar{z})| \) and 2 equilibria when \( |b(\bar{z})| < |f(0,0,\bar{z})| \) (with a saddle node bifurcation when \( |b(\bar{z})| = |f(0,0,\bar{z})| \)).

(D2) At least one of \( f_1(0,0,\bar{z}) \) or \( f_2(0,0,\bar{z}) \) is zero and \( b(\bar{z}) = 0 \):

Without loss of generality we shall suppose that \( f_2(0,0,\bar{z}) = 0 \), then (4.9) becomes

\[
    \sin \theta ((a(\bar{z}) - d(\bar{z})) \cos \theta - f_1(0,0,\bar{z})) = 0.
\]

In this case we always have two equilibria \( \theta = \theta^*(\bar{z}) = 0, \pi \) on the equator. Other equilibria are born in pitchfork bifurcations at \( |f_1(0,0,\bar{z})| = |d(\bar{z}) - a(\bar{z})| \), given by

\[
    \theta = \theta^*(\bar{z}) = \pm \arccos \left( \frac{f_1(0,0,\bar{z})}{d(\bar{z}) - a(\bar{z})} \right)
\]

when \( |f_1(0,0,\bar{z})| < |d(\bar{z}) - a(\bar{z})| \). The analysis when \( f_2(0,0,\bar{z}) = 0 \) and \( b(\bar{z}) = 0 \) is similar.

![Fig. 13: Intersections of conics](image)

Fig. 13: Intersections of conics: the ways that the hyperbola (4.10) and the unit circle (4.11) can intersect generically. There can be only 0, 2 or 4 intersections of these conics and hence only 0, 2 or 4 equilibria on the equator (or “limit directions”) for our linear system (4.1). Each subfigure depicts the \((x, \bar{y})\) plane and the unit circle corresponds to the equator of the blowup.

### 4.2. Scaling chart \( \kappa_2 \): dynamics on the discontinuity set

Following the same procedure as for the general system we study the dynamics in the scaling chart \( \kappa_2 \), setting \( \varepsilon = 1 \), to obtain

\[
    \varepsilon(\dot{x}_2, \dot{y}_2)^T = A(\bar{z})\varepsilon\Phi(x_2, y_2; 1) + f(\varepsilon x_2, \varepsilon y_2, z),
\]

\[
    \dot{z} = B(z)\varepsilon\Phi(x_2, y_2; 1) + g(\varepsilon x_2, \varepsilon y_2, z).
\]

As expected we obtain a slow-fast system where \( x_2 \) and \( y_2 \) are fast.

**Theorem 4.1.** Considering the dynamics in the scaling chart \( \kappa_2 \) given by (4.13), then:
The layer problem is given by the limit
\[ (4.18) \]
there exists exactly one unique equilibrium of the layer problem in the scaling chart \( \kappa_2 \) given by
\[ (4.19) \]
for a fixed \( z \). On the other hand, if
\[ (4.16) \]
then there is no such critical set.
(b) Where a unique critical set \( C \) exists, the slow flow in the reduced problem is given by
\[ (4.17) \]
which coincides with the Filippov convention \([1, (5.20)]\).

**Proof.** Rescaling time in (4.13), we obtain the system in fast time
\[ (4.18) \]
The layer problem is given by the limit \( \varepsilon \to 0 \)
\[ (4.19) \]
(a) A unique critical set (4.15) exists for a given \( z \) in the scaling chart \( \kappa_2 \) if there is a solution to
\[ (4.20) \]
When (4.14) holds, solutions to (4.20) exist, since \( e_\Phi(x_2, y_2; 1) < 1 \), from (2.24). If the critical set exists, it is unique, from Lemma 2.6(c). When (4.16) holds, no solutions exist to (4.20), and therefore there can be no critical set \( C \). Condition (4.20), together with (2.24), can be thought of as \( f(0, 0, z) \) lying within the ellipse
\[ (4.21) \]
since \( \det((A(z)^{-1})^T A(z)^{-1}) = \det(A(z))^{-2} \) (see Figure 14).
(b) If the critical set (4.15) exists, the slow flow along it is given by (4.17), found by substituting (4.20) into the reduced problem (4.13).

As with the general system, the slow flow (4.17) corresponds to the sliding vector field in Filippov terminology.

Limit cycles may also occur in the scaling chart \( \kappa_2 \). Hyperbolic limit cycles persist and therefore form a cylinder. The reduced flow along such a cylinder is defined by an average of the slow component of the vector field.

**Proposition 4.2.** If there exists a limit cycle in layer problem of the scaling chart, then the reduced flow along the limit cycle is given by (4.17).

**Proof.** If we suppose that there exists a limit cycle where \( (x_2(\tau + T), y_2(\tau + T)) = (x_2(\tau), y_2(\tau)) \), then averaging the layer problem (4.19) over the period \( T \) we find
\[ (4.22) \]
\[ (4.23) \]
Accordingly, the reduced problem along the limit cycle will be given by

\begin{equation}
\dot{z} = B(z) \left( \frac{1}{T} \int_0^T (c_\Psi(x_2(\tau), y_2(\tau); 1) \, d\tau \right) + q(0, 0, z),
\end{equation}

which, using (4.23), results in (4.17).

Fig. 14: Sketch of a geometric interpretation of the condition on \( f(0, 0, z) \) for the existence of a critical set in the scaling chart.

It is also possible to infer some of the dynamics in the scaling chart \( \kappa_2 \) purely from an examination of the entry chart \( \kappa_1 \) using arguments from index theory (as was done in subsection 3.1 when there were no equilibria on the equator).

4.3. Cases. In order to classify the possible global dynamics of (4.7) we shall now consider 3 cases of our \( \varepsilon \)-linear system (4.1), determined by the elements of \( A(z) \) given by (4.2), and described in Table 1.

| Case I | \( \text{sign}(a) = \text{sign}(d) \) | \( \text{det}(A) > 0 \) |
| Case II | \( \text{sign}(a) \neq \text{sign}(d) \) | \( \text{det}(A) < 0 \) |
| Case III | \( \text{det}(A) > 0 \) |

Table 1: The 3 cases of the linear normal form (4.1) with (4.2)

4.3.1. Case I. We consider \( a, d < 0 \) for fixed \( z \) and hence \( \text{det}(A) \) is necessarily positive (the analysis of \( a, d > 0 \) is equivalent after a reversal of time).

**Theorem 4.3.**
(a) If \( (A(z)^{-1} f(0, 0, z))^\top A(z)^{-1} f(0, 0, z) < 1 \), there exists a unique critical set in the scaling chart. Furthermore, all orbits in the layer problem of the scaling chart limit to the critical set. Generically, there can be 0, 2 or 4 equilibria along the equator for a fixed \( z \).
(b) If \( (A(z)^{-1} f(0, 0, z))^\top A(z)^{-1} f(0, 0, z) > 1 \), no critical set exists in the scaling chart and there can be either 2 or 4 equilibria along the equator generically.
(c) There are 5 qualitatively different types of generic phase portraits for systems of the form (4.1) with (4.2) for Case I.

**Proof.** Let us consider (4.1) with (4.2). From Theorem 4.1, if (4.14) holds, then there exists a critical
set in the layer problem in the scaling chart and that if
\[
(A^{-1}f(0,0,z))^T A(z)^{-1} f(0,0,z) > 1
\]
there is no critical set.

(a) Let us assume that such a critical set exists. The divergence of vector field of the layer problem

\[
\begin{equation}
\text{div}(\dot{x}_2, \dot{y}_2) = \left( \frac{\partial}{\partial x_2}, \frac{\partial}{\partial y_2} \right) (A(z)\xi \Psi(x_2, y_2; 1) + f(0,0,z))
\end{equation}
\]

is negative everywhere for our class of regularisation functions (Definition 2.3), so all orbits in the layer problem tend to it and there can be no limit cycles. Furthermore, it is straightforward to show that there can be 0, 2 or 4 equilibria along the equator generically for a fixed \( z \) (see Figures 15a to 15c and 24a to 24c). Each equilibria along the equator is radially attracting and the angular attractiveness can be determined using arguments from index theory.

(b) Conversely, if \((A(z)^{-1}f(0,0,z))^T A(z)^{-1} f(0,0,z) > 1\), we have no critical set and from Theorem 3.1(c) there must be at least two equilibria along the equator. Again it is straightforward to show that, generically, it is possible to have either 2 or 4 equilibria on the equator for a fixed \( z \), whose radial and angular attractiveness can be determined using arguments from index theory (see Figures 15d, 15e, 24d, and 24e).

(c) Thus, given the 3 possible types of dynamics when there exists a critical manifold, and the 2 possible types of dynamics when there is not critical set, there are 5 different possible types of dynamics for Case I.

Sketches of the 5 possible phase portraits for Case I when \( a, d < 0 \) are given in Figure 15. Numerical examples are given in Figure 24 in Appendix C.

Coulomb friction falls into our Case I and results in \( b(z) \equiv 0 \). In that case, the hyperbola (4.10) passes through the origin and so there are at least 2 intersections with the unit circle: at least 2 equilibria along the equator. Hence Figure 15a is not possible for Coulomb friction and Figures 15b to 15e correspond to the "four generic cases" in [2, §4.2.4].

4.3.2. Case II. Here \( a, d \) have opposite signs and \( \det(A) < 0 \). In this case there are 3 qualitatively different generic phase portraits for fixed \( z \) as shown in Figure 16.

**Theorem 4.4.**

(a) If \((A(z)^{-1}f(0,0,z))^T A(z)^{-1} f(0,0,z) < 1\), then there exists exactly one unique critical set in the layer problem of the scaling chart, which is a saddle regardless of the regularisation function \( \Psi \). Hence there are exactly four equilibria along the equator, each of which is a saddle with respect to the radial and angular flows.

(b) If \((A(z)^{-1}f(0,0,z))^T A(z)^{-1} f(0,0,z) > 1\), then there is no critical set in the layer problem of the scaling chart and there are generically either 2 or 4 equilibria along the equator as in Case I.

**Proof.** Here it is straightforward to show that when \( a \) and \( d \) are of opposite signs there can be either one unique critical set in the scaling chart or none.

(a) If \((A(z)^{-1}f(0,0,z))^T A(z)^{-1} f(0,0,z) < 1\) there is exactly one critical set in the scaling chart. Furthermore, if \( \det(A) = ad + b^2 < 0 \) then, due to the positive definiteness of \( D_{\Psi,\Psi} \), the critical set is a saddle with respect to the fast flow. Then from the uniqueness of the critical set we can infer that there will be exactly 4 equilibria along the equator: one for each of the intersections of the stable and unstable manifolds of the critical set with the equator. The radially attractiveness of these equilibria correspond to the stable/unstable manifolds of the equilibria in the scaling chart. This is the only possible type of dynamics when there is an equilibrium in the scaling chart.

(b) Conversely, if \((A(z)^{-1}f(0,0,z))^T A(z)^{-1} f(0,0,z) > 1\) then there is no critical set in the scaling chart. It follows from index theory that, generically, there must be at least 2 equilibria along the equator. It is straightforward to verify that there can be either 2 or 4 equilibria in this case.

4.3.3. Case III. For a system of the form (4.1) where \( \text{sign}(a) \neq \text{sign}(d) \) and \( \det(A) = ad + b^2 > 0 \), the dynamics are sensitive to the regularisation function \( \Psi \) in the scaling chart \( \kappa_2 \). We demonstrate this
REGULARISATION OF CODIMENSION-2 DISCONTINUITY SETS

Fig. 15: Sketches of the 5 possible cases of dynamics for Case I when \(a, d < 0\). The blown up sphere from Figure 6 is projected down onto a plane. Blue dots are equilibria of system along the equator whilst red dots are critical sets of the layer problem in the scaling chart \(\kappa_2\). Sketches for \(a, d > 0\) can be obtained after a reversal of time.

in the following example. Consider a system of the form (4.1) where

\begin{align}
\tag{4.27}
a(\bar{z}) &= 172, \quad b(\bar{z}) = 186, \quad d(\bar{z}) = -200, \quad f_1(x, y, \bar{z}) = -86, \quad f_2(x, y, \bar{z}) = -93.
\end{align}

Let us also consider a particular class of regularisation functions

\begin{align}
\tag{4.28}
\Psi(r^2; n) &= \frac{3}{3 + (4r^2)^n},
\end{align}

chosen such that \(\Psi((\frac{1}{r})^2; n) = \frac{3}{3} = \frac{1}{3}\) is independent of \(n\). It is easy to show that the critical manifold in the scaling chart is a stable node for \(n = 1\), a stable focus for \(n = 2\), an unstable focus for \(n = 3\) and an unstable spiral for \(n = 4\) (see Figures 17 and 18). In order to understand the stability of the critical manifold, we study the trace \(\text{tr}(J)\), determinant \(\text{det}(J)\) and discriminant \(\Delta(J) := \text{tr}(J)^2 - 4\text{det}(J)\) of the Jacobian of the fast flow \(J\) given in (3.23), around the critical manifold, as shown in Figure 17.

As evident from Figure 18, limit cycles can exist in the scaling chart for Case III. The slow flow along these limit cycles is given by (4.17) (Proposition 4.2). We should also note here that whether trajectories slide or cross depends upon their initial conditions.

We have demonstrated the sensitivity of the dynamics in the scaling chart \(\kappa_2\) to the regularisation. Classification of all possible phase portraits for Case III with one up to one limit cycle in the scaling chart is possible using arguments from index theory.

4.4. Bifurcations. So far, we have studied the generic cases of (4.7) for fixed \(\bar{z}\). Here we detail some possible bifurcations that are codimension-1 in parameter space, or which can be unfolded by the slow variable \(\bar{z}\).

In Figure 19 a critical set is created at infinity in the scaling chart \(\kappa_2\), for the case when there are 2
Fig. 16: Sketches of the 3 possible qualitative phase portraits of Case II for the blown up system of (4.1) when \( \text{sign}(a) \neq \text{sign}(d) \) and \( \det(A) = ad + b^2 < 0 \). Figure 16a shows the only possible phase portrait when there is a critical set in the scaling chart. Figures 16b and 16c (equivalent to Figures 15d and 15e) show the two possible phase portraits when there is no critical set in the scaling chart.

Fig. 17: Demonstration of the effect the choice of regularisation function can have on the dynamics for Case III. For \( a(z) = 172, b(z) = 186, d(z) = -200, f_1(x, y, z) = -86, f_2(x, y, z) = -93 \), choosing a different regularisation function (4.28) can cause the unique equilibrium to be a stable node, a stable focus, an unstable focus or an unstable node (for \( n = 1, n = 2, n = 3, \) and \( n = 4 \) respectively). (a) the trace \( \text{tr}(J) \) and determinant \( \det(J) \) of the Jacobian of the linearisation around the unique equilibrium for each \( n \), (b) the eigenvalues of the same matrix and (c) the regularisation function \( \Psi(r^2; n) \) (4.28) for \( n = 1, 2, 3, 4 \). Note the different gradients at \( r^2 = \frac{1}{4} \) for each \( n \). Also note that the sign of the discriminant of \( J \), \( \Delta(J) := \text{tr}(J)^2 - 4\det(J) \), is also shown in (a).

equilibria on the equator (there could also be 4 equilibria on the equator). The radial attractiveness of one equilibrium switches at the bifurcation. This bifurcation occurs when

\[
(A(z)^{-1} F(0, 0, z))\top(A(z)^{-1} F(0, 0, z)) = 1.
\]

In Figure 20, we consider the saddle-node bifurcation between 0 and 2 equilibria on the equator where there is critical set in the scaling chart (we could also pass between 2 and 4 equilibria). Each pair of equilibria created on the equator has opposite angular attractiveness. This bifurcation occurs when \( \theta \mapsto \Theta(0, \theta, z) \) has a double root: \( \Theta(0, \theta, z) = \frac{\partial}{\partial \theta} \Theta(0, \theta, z) = 0 \). Geometrically, this occurs when the hyperbola (4.10) is tangent to unit circle (4.11)).

5. Examples. We now discuss some examples, including some from [1].

5.1. Ball at bottom of a pool [1]. We consider a rigid ball of mass \( m \) slipping at the bottom of a pool with Coulomb coefficient of friction \( \mu \) (acting on the ball at the point of contact) and viscous
(a) $n = 1$: $\text{tr}(J) < 0, \Delta(J) > 0$

(b) $n = 2$: $\text{tr}(J) < 0, \Delta(J) < 0$

(c) $n = 3$: $\text{tr}(J) > 0, \Delta(J) < 0$

(d) $n = 4$: $\text{tr}(J) > 0, \Delta(J) > 0$

Fig. 18: Phase portraits for Case III of the “$\varepsilon$-linear” system (4.1) and (4.2), for parameters given in (4.27), with regularisation function (4.28), for $n = 1 \ldots 4$ (see also Figure 17a). In (a) the critical manifold is a stable node, whereas in (b) it is a stable focus. In (c), $\text{tr}(J)$ has changed sign and the critical manifold undergoes a supercritical Hopf bifurcation; it is now an unstable focus enclosed by a limit cycle (shown in red) in the layer problem. In (d), the limit cycle persists but the critical manifold has become an unstable node.

Coefficient of friction $K > 0$ (acting through the centre of mass), as in Figure 21.

The dynamics are governed by ordinary differential equations

$$\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}_1 \\
\dot{z}_2
\end{pmatrix} = \mathbf{F}(x, y, z_1, z_2) =
\begin{pmatrix}
-\frac{7}{2} \mu g \frac{x}{\sqrt{x^2 + y^2}} - \frac{K}{m} z_1 \\
-\frac{7}{2} \mu g \frac{y}{\sqrt{x^2 + y^2}} - \frac{K}{m} z_2 \\
-\mu g \frac{x}{\sqrt{x^2 + y^2}} - \frac{K}{m} z_1 \\
-\mu g \frac{y}{\sqrt{x^2 + y^2}} - \frac{K}{m} z_2
\end{pmatrix}$$

where $(x, y)$ is the relative velocity at the point of contact of the ball with the pool and $\dot{z} = (z_1, z_2)$ is the velocity of the centre of mass of the ball in the same axes (for details of the derivation, see [1, Section 6.2]). These equations can be written in our $\varepsilon$-linear normal form (4.1) and (4.2), where

$$\mathbf{A} = -\frac{7}{2} \mu g \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \mathbf{L}(z) = \frac{K}{m} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}, \quad \mathbf{R} = -\mu g \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad g(z) = -\frac{K}{m} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}.$$
Fig. 19: (a) there are 2 equilibria on the equator (blue dots), both radially attracting and of opposite angular attractiveness, and a critical set (in red) in the scaling chart $\kappa_2$. (b) there are 2 equilibria on the equator, one of which is radially non-hyperbolic, with a critical set at infinity. (c) there are 2 equilibria along the equator, one of which is now radially repelling and no critical set in the scaling chart.

Fig. 20: Saddle-node bifurcation of equilibria on the equator. (a) no equilibria along the equator and a critical set in the scaling chart $\kappa_2$; (b) the saddle-node bifurcation: one angularly non-hyperbolic equilibrium appears on the equator with a heteroclinic connection to the critical set and a homoclinic connection; (c) two equilibria on the equator: one angularly attracting, the other repelling and both with heteroclinic connections to the critical set.

These equilibria have eigenvalues given by

\begin{align}
\lambda_\rho(\theta_1^*) &= -\frac{7}{2} \mu g - \frac{K}{m} |\bar{z}|, & \lambda_\theta(\theta_1^*) &= +\frac{K}{m} |\bar{z}|, \\
\lambda_\rho(\theta_2^*) &= -\frac{7}{2} \mu g + \frac{K}{m} |\bar{z}|, & \lambda_\theta(\theta_2^*) &= -\frac{K}{m} |\bar{z}|,
\end{align}

(5.4) (5.5)

where $|\bar{z}| = \sqrt{\bar{z}_1^2 + \bar{z}_2^2}$. Hence, as noted by [1],

- the equilibrium $\theta_1^*$ is always angularly repelling and radially attracting,
- the equilibrium $\theta_2^*$ is always angularly attracting, but radially attracting when $|\bar{z}| < z_{\text{crit}}$ and radially repelling when $|\bar{z}| > z_{\text{crit}}$,

where $z_{\text{crit}} = \frac{\bar{z}_0 m \mu g}{K}$.

In the scaling chart $\kappa_2$ ($\bar{\epsilon} = 1$), the critical manifold (3.22) is given by

\begin{equation}
C = \left\{ (x_2, y_2, \bar{z}) \left| c(\bar{z}) = -\frac{2K}{\bar{\epsilon} \mu g} z_1, s(\bar{z}) = -\frac{2K}{\bar{\epsilon} \mu g} z_2 \right. \right\}.
\end{equation}

(5.6)
Fig. 21: Ball at the bottom of a pool: \((x, y)\) is the relative velocity at the contact point, whilst \(z = (z_1, z_2)^T\) is the velocity of the centre of mass.

To exist, \(C\) must lie within \(D_1\), the unit disc centred on the origin (see Definition 2.4), and so

\[ |z| < z_{\text{crit}}, \quad \text{(5.7)} \]

equivalent to the constraint that \(\theta_2^*\) is radially attracting.

When \(C\) exists, the reduced dynamics along it are given by

\[
\begin{align*}
\dot{z}_1 &= \frac{2K}{7m} z_1 - \frac{K}{m} z_1 = -\frac{5K}{7m} z_1 \\
\dot{z}_2 &= \frac{2K}{7m} z_2 - \frac{K}{m} z_2 = -\frac{5K}{7m} z_2 \\
\end{align*}
\quad \text{(5.8)}
\]

and so the speed of the ball tends to zero in this case. From Theorem 3.3, the stability of the critical manifold \(C\) is given by the eigenvalues of

\[ D_{(c,s)} U((c, s)^T, 0, 0, z) D_{(x_2, y_2)} \Psi(x_2, y_2; 1) = \begin{bmatrix} -\frac{7}{2} \mu g & 0 \\ 0 & -\frac{7}{2} \mu g \end{bmatrix} D_{\xi_\Psi}. \quad \text{(5.9)} \]

Since

\[ \text{tr}(D_{(c,s)} U((c, s)^T, 0, 0, z) D_{(x_2, y_2)} \Psi(x_2, y_2; 1)) = -\frac{7}{2} \mu g \text{tr}(D_{\xi_\Psi}) < 0 \]

and

\[ \det(D_{(c,s)} U D_{\xi_\Psi}) = \frac{49}{4} h^2 g^2 \det(D_{\xi_\Psi}) > 0, \quad \text{(5.10)} \]

(using properties from Remark 3.2) the critical manifold \(C\), when it exists, is stable, independent of the regularisation \(\Psi\), as expected from Theorem 4.3.

This problem contains the bifurcation shown in Figure 19, when the critical manifold \(C\) appears on the equator at \(\theta_2^*\) (scaled such that \(\theta_2^* = 0\)). Physically, we can interpret the bifurcation as follows. In Figure 19a, all trajectories end up on the critical manifold \(C\); the speed of the centre of mass \(|z| < z_{\text{crit}}\), so the ball sticks and starts rolling, slowing due to viscous friction. In Figure 19b, at the critical speed \(|z| = z_{\text{crit}}\), the ball is on the point of slipping, as the equilibrium \(\theta_2^*\) becomes radially non-hyperbolic at the bifurcation. Finally in Figure 19c, for \(|z| > z_{\text{crit}}\) all trajectories are slipping except for the singular trajectory across the unit circle where the ball instantaneously sticks, only to slip again. This bifurcation can occur dynamically as shown in Figure 22.

**5.2. System with attracting and repelling directions.** Consider the following system [1, Example 4.5], which is nonlinear in \(\xi_\cdot\)

\[
\begin{align*}
\dot{x} &= -\frac{x}{\sqrt{x^2 + y^2}} + \frac{2x^2}{x^2 + y^2} - \frac{1}{2} \\
\dot{y} &= -\frac{y}{\sqrt{x^2 + y^2}} \\
\dot{z} &= -z.
\end{align*}
\quad \text{(5.12)}
\]

Using our approach, we recover the results in [1] and quantify the effects of regularisation on the dynamics.
Fig. 22: Ball at the bottom of the pool. There is a tangency of the vector field to the discontinuity at $|z| = z_{\text{crit}} \equiv \frac{r_{\text{max}}}{2\kappa}$. This could be considered to be the extension of a PWS invisible fold tangency to an isolated codimension-2 discontinuity [11, 18]. Taking sections at $|z| < z_{\text{crit}}, |z| = z_{\text{crit}}$ and $|z| > z_{\text{crit}}$ gives Figures 19a to 19c, respectively. The cylindrical surface corresponds to the equator of the blowup for each $z$ whilst the cylinder’s volume corresponds to the scaling chart. The blue lines along the cylinder are therefore set of equilibria in the entry chart, whilst the red curve corresponds to the critical manifold in the scaling chart.

Regularising (5.12), we obtain

\[
\begin{align*}
\dot{x} &= -x \sqrt{r^2 + \varepsilon^2 \Psi(r^2/\varepsilon^2)} + \frac{2x^2}{r^2 + \varepsilon^2 \Psi(r^2/\varepsilon^2)} - \frac{1}{2}, \\
\dot{y} &= -y \sqrt{r^2 + \varepsilon^2 \Psi(r^2/\varepsilon^2)}, \\
\dot{z} &= -z
\end{align*}
\]  

(5.13)

where $r^2 = x^2 + y^2$.

In the entry chart $\kappa_1$, written in desingularised polar coordinates, (5.13) becomes

\[
\begin{align*}
\frac{d}{dT} \rho &= \rho \xi \left(2 \cos^3 \theta - \cos \theta - \frac{1}{2}\right), \\
\frac{d}{dT} \theta &= \xi^{-1} \sin \theta \left(1 - 2 \cos \theta\right) \left(1 + 2 \cos \theta\right), \\
\frac{d}{dT} z &= -\rho z, \\
\frac{d}{dT} \varepsilon_1 &= -\frac{\varepsilon_1}{\rho} \frac{d}{dT} \rho.
\end{align*}
\]  

(5.14)

Equilibria on the equator occur at $Q_i = \{(\rho, \theta, z, \varepsilon_1) | \rho = 0, \theta = \theta_i, \varepsilon_1 = 0\}$ where $\theta_i = (i - 1) \frac{\pi}{3}$. Equilibria $Q_i, i \in \{1, 3, 5\}$ are angularly attracting ($\lambda_\rho < 0$ for $\theta_i, i \in \{1, 3, 5\}$), whilst the others are angular repelling. Furthermore, $Q_i, i \in \{2, 3, 4, 5, 6\}$ are all radially attracting ($\lambda_\rho < 0$ for $\theta_i, i \in \{2, 3, 4, 5, 6\}$), whilst $Q_1$ is radially repelling.

In the scaling chart $\kappa_2 (\bar{\varepsilon} = 1)$ critical sets are given implicitly by

\[
C_{\pm} = \left\{(x_2, y_2) \left| y_2 = 0, x_2 = x_2^*, x_2^* = \pm \sqrt{\left(1 \pm \frac{2}{\sqrt{5}}\right) \Psi(x_2^*)}\right\},
\]  

(5.15)

where $C_+$ is always a saddle, whilst $C_-$ is always a stable node.

The combined dynamics projected into the $(\bar{x}, \bar{y})$ plane is shown in Figure 23. This example demonstrates the ambiguity of the terms crossing and sliding for problems with isolated codimension-2 discontinuities. For initial conditions $(x_0, y_0)$ where $|\arctan(y_0/x_0)| < \frac{\pi}{4}$ there is crossing, otherwise there is
sliding.

Fig. 23: Figure showing the blown-up discontinuity $x = y = \varepsilon = 0$ of (5.13). Equilibria $Q_i$, $i \in \{1, 3, 5\}$, are angularly attracting whilst $Q_i$, $i \in \{2, 4, 6\}$, are angularly repelling. $Q_1$ is radially repelling whilst the other equilibria along the equator are radially attracting. Within the scaling chart $\kappa_2$, there are two critical manifolds $C_\pm$ (5.15), a saddle and a stable node respectively with respect to the fast flow.

Note that in this example (5.12), $\dot{z}$ is independent of $\varepsilon$ and so the slow flow in the regularised problem is the same for the two critical sets $C_\pm$ (5.15). In the next example $\dot{z}$ depends on $\varepsilon$. We will show that when there are multiple stable critical sets in the scaling chart with different corresponding slow flows, this can result in non-unique sliding in the nonsmooth limit. This sliding can then depend upon the direction along which trajectories approach the discontinuity set $\Sigma$.

5.3. System with non-unique sliding vector field. Consider the following system, which is nonlinear in $\varepsilon$ and where $\dot{z}$ depends on $\varepsilon$.

$$
\dot{x} = -\frac{x}{\sqrt{x^2 + y^2}} \left( \frac{x}{\sqrt{x^2 + y^2}} - \frac{1}{2} \chi(z) \right) \left( \frac{x}{\sqrt{x^2 + y^2}} + \frac{1}{2} \chi(z) \right), \\
\dot{y} = -\frac{1}{2} \frac{y}{\sqrt{x^2 + y^2}}, \\
\dot{z} = -2 \frac{x}{\sqrt{x^2 + y^2}} + \frac{1}{4},
$$

where $\chi(z) = (1 + 2z^2)/(1 + z^2)$. Regularising as before, (5.16) becomes

$$
\dot{x} = -\frac{x}{\sqrt{r^2 + \varepsilon^2 \Psi \left( \frac{\varepsilon^2}{r^2} \right)}} \left( \frac{x}{\sqrt{r^2 + \varepsilon^2 \Psi \left( \frac{\varepsilon^2}{r^2} \right)}} - \frac{1}{2} \chi(z) \right) \left( \frac{x}{\sqrt{r^2 + \varepsilon^2 \Psi \left( \frac{\varepsilon^2}{r^2} \right)}} + \frac{1}{2} \chi(z) \right), \\
\dot{y} = -\frac{1}{2} \frac{y}{\sqrt{r^2 + \varepsilon \Psi \left( \frac{\varepsilon^2}{r^2} \right)}}, \\
\dot{z} = -2 \frac{x}{\sqrt{r^2 + \varepsilon \Psi \left( \frac{\varepsilon^2}{r^2} \right)}} + \frac{1}{4}.
$$

Following the procedure (3.9) of using polar coordinates in the plane $\bar{\varepsilon} = 0$ (the entry chart $\kappa_1$), we find that (5.17) becomes

$$
\frac{d}{d\bar{T}} \rho = -\rho \left( \cos^4 \theta - \frac{\chi(z)^2 + 2}{4} \cos^2 \theta + \frac{1}{2} \right), \\
\frac{d}{d\bar{T}} \theta = \sin \theta \cos \theta \left( \cos^2 \theta - \frac{\chi(z)^2 + 2}{4} \right), \\
\frac{d}{d\bar{T}} z = -2\rho \cos \theta z + \frac{1}{4}, \\
\frac{d}{d\bar{T}} \varepsilon_1 = -\varepsilon_1 \frac{d}{d\bar{T}} \rho.
$$
There are 8 equilibria (limit directions) \( Q_i = \{(\rho, \theta, z) | \rho = 0, \theta = \theta_i(z), i = 1 \ldots 8\} \) of (5.18) along the equator, where

\[
\begin{align*}
(5.19) \quad & \theta_1 = 0, \quad \theta_2 = -\theta_8 = \arccos \left( \frac{\sqrt{\chi^2 + 2}}{2} \right), \quad \theta_3 = -\theta_7 = \frac{\pi}{2}, \quad \theta_4 = -\theta_6 = \pi - \theta_2, \quad \theta_5 = \pi.
\end{align*}
\]

They are all radially attracting \( (\lambda_i(\theta_i(z)), z) < 0, \forall i \). The equilibria \( \theta = \theta_i, i \in \{1, 3, 5, 7\} \) are angularly repelling \( (\lambda_i(\theta_i(z)), z) > 0, i \in \{1, 3, 5, 7\} \) whilst the equilibria \( \theta = \theta_i, i \in \{2, 4, 6, 8\} \) are angularly attracting \( (\lambda_i(\theta_i(z)), z) < 0, i \in \{2, 4, 6, 8\} \).

We now proceed to study the dynamics in the scaling chart \( \kappa_2 \) of (5.17) after the blowup. We find the slow-fast system

\[
\begin{align*}
(5.20) \quad & \varepsilon \dot{x}_2 = -\frac{x_2}{\sqrt{\zeta^2 + \Psi(z)}} \left( \frac{x_2}{\sqrt{\zeta^2 + \Psi(z)}} - \frac{1}{2} \chi(z) \right) \left( \frac{x_2}{\sqrt{\zeta^2 + \Psi(z)}} + \frac{1}{2} \chi(z) \right), \\
\varepsilon \dot{y}_2 = & \frac{\chi(z)}{2} \frac{y_2}{\sqrt{\zeta^2 + \Psi(z)}}, \\
\dot{z} = & -2 \frac{x_2}{\sqrt{\zeta^2 + \Psi(z)}} + \frac{1}{4},
\end{align*}
\]

where \( \zeta = x_2^2 + y_2^2 \) as before. There are three critical sets (3.22) given by

\[
\begin{align*}
(5.21a) \quad & C_1 = \left\{ (x_2, y_2, z) | y_2 = 0, x_2/\sqrt{x_2^2 + \Psi(x_2^2)} = -\frac{1}{2} \chi(z) \right\}, \\
(5.21b) \quad & C_2 = \left\{ (x_2, y_2, z) | y_2 = 0, x_2/\sqrt{x_2^2 + \Psi(x_2^2)} = 0 \right\}, \\
(5.21c) \quad & C_3 = \left\{ (x_2, y_2, z) | y_2 = 0, x_2/\sqrt{x_2^2 + \Psi(x_2^2)} = +\frac{1}{2} \chi(z) \right\}.
\end{align*}
\]

For a fixed \( z \), \( C_1 \) and \( C_3 \) are stable nodes in the layer problem for all regularisation functions \( \Psi \) in our class (Definition 2.3), whilst \( C_2 \) is a saddle.

The slow flow along along \( C_1 \) is \( \dot{z} = \chi(z) + \frac{1}{4} \), and \( \dot{z} = -\chi(z) + \frac{1}{4} \) along \( C_3 \). We can see the dynamics of this example in Figures 8c, 9c, 10c, and 11c.

These critical sets correspond to different sliding vector fields in the nonsmooth limit. Hence we have constructed an example where the sliding vector field is dependent upon the direction of approach to the codimension-2 discontinuity set \( \Sigma \).

6. Discussion and conclusions. In this paper, we have proposed an approach for the study of general dynamical systems with isolated codimension-2 discontinuity sets (1.1), by using GSPT and blowup to study a regularised version of the system, which also helps with the understanding of the robustness of these discontinuous problems to smoothing perturbations.

For our general system (2.7), we have demonstrated that the methods and terminology of Filippov [11] can be ambiguous. In particular, sliding and crossing can depend upon the approach to the discontinuity set (as in Figure 18 and Example 5.2), and it is possible to have more than one sliding vector field (see Example 5.3).

We have also proposed a natural extension of standard Filippov systems to codimension-2 problems in section 4: the \( \varepsilon \)-linear system. For such systems, we have classified the dynamics into three cases and found analogues to sliding, crossing and the sliding vector field.

Within our framework there is potential for sliding if there is a critical set (2.29) in the scaling chart \( \kappa_2 \). In particular, the sliding vector field corresponds to the slow flow along the critical set. In the \( \varepsilon \)-linear system, this flow will be unique, even if there are limit cycles Proposition 4.2. Whether or not there is sliding can depend upon the direction of approach to the discontinuity set (see Figure 18), and we have the possibility of multiple sliding vector fields in Example 5.3.

In this paper, we consider the class of regularisation functions \( \Psi \) that lead to monotonic smoothed step functions (see Figure 5). Hence within our current framework, we study Coulomb friction. Other types of regularisation would be needed to study other friction laws, such as stiction [4, 16]. Using our regularisation approach, certain physical phenomena that are not covered here may be facilitated. For example, we can expect stick-slip oscillations to be given by heteroclinic connections between equilibria along the equator, where one of the connections occurs in the chart \( \kappa_1 \) and the other in the chart \( \kappa_2 \) (slip
and stick respectively).

**Appendix A. Proof of Lemma 2.6.**

**Proof.** (a) From the definition of \( R(\phi) \) (2.11), we have that

\[
\Phi \left( R(\phi)(x,y)^T; \varepsilon \right) = \frac{\left( (x \cos \phi - y \sin \phi, x \sin \phi + y \cos \phi) \right)^T}{\sqrt{x^2 + y^2 + \varepsilon^2 \Psi \left( \frac{x^2 + y^2}{\varepsilon^2} \right)}},
\]

\[
= \frac{(x,y)^T}{\sqrt{x^2 + y^2 + \varepsilon^2 \Psi \left( \frac{x^2 + y^2}{\varepsilon^2} \right)}},
\]

\[
\equiv R(\phi) \Phi (x,y; \varepsilon)
\]

since \( |R(\phi)(x,y)^T|^2 = |(x,y)^T|^2 \)

(b) From the definition of \( \Phi \) (2.19), we have that

\[
\Phi(kx,ky; k\varepsilon) = \frac{(kx,ky)^T}{\sqrt{k^2x^2 + k^2y^2 + k^2\varepsilon^2 \Psi \left( \frac{k^2x^2 + k^2y^2}{k^2\varepsilon^2} \right)}},
\]

\[
= \frac{k(x,y)^T}{\sqrt{k^2x^2 + y^2 + \varepsilon^2 \Psi \left( \frac{x^2 + y^2}{\varepsilon^2} \right)}},
\]

\[
\equiv \Phi(x,y; \varepsilon).
\]

Therefore, for \( k > 0 \),

\[
\Phi(kx,ky; k\varepsilon) = \frac{(x,y)^T}{\sqrt{x^2 + y^2 + \varepsilon^2 \Psi \left( \frac{x^2 + y^2}{\varepsilon^2} \right)}},
\]

\[
\equiv \Phi(x,y; \varepsilon).
\]

(c) Writing

\[
\Phi(\tilde{\rho} \cos \tilde{\theta}, \tilde{\rho} \cos \tilde{\theta}; \varepsilon) = \Phi(\rho \cos \theta, \rho \cos \theta; \varepsilon)
\]

in terms of polar coordinates,

\[
\left\langle \frac{\tilde{\rho}}{\sqrt{\tilde{\rho}^2 + \varepsilon^2 \Psi(\tilde{\rho}^2/\varepsilon^2)}} \cos \tilde{\theta} \right\rangle = \left\langle \frac{\rho}{\sqrt{\rho^2 + \varepsilon^2 \Psi(\rho^2/\varepsilon^2)}} \cos \theta \right\rangle.
\]

Comparing components, we have \( \theta \equiv \tilde{\theta} \), and from the monotonicity of \( \Psi \) (Definition 2.3), we have \( \rho \equiv \tilde{\rho} \).

(d) Straightforward calculation shows that

\[
\Phi^T \Phi = \frac{x^2 + y^2}{x^2 + y^2 + \varepsilon^2 \Psi \left( \frac{x^2 + y^2}{\varepsilon^2} \right)} < 1.
\]

\[\square\]

**Appendix B. Proof of Lemma B.1.**

**Lemma B.1.** Consider (4.1), which is linear in \( \xi \). Then there is transformation such that the system can be written as in (4.1), with \( \Lambda \) in the form

\[
\Lambda(z) = \begin{pmatrix} a(z) & -b(z) \\ b(z) & d(z) \end{pmatrix}.
\]
Proof. Let us consider the system
\[
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{pmatrix} = \left( \begin{array}{c}
A(z) \\
B(z)
\end{array} \right) \xi(x, y, z) + \left( \begin{array}{c}
L(x, y, z) \\
g(x, y, z)
\end{array} \right)
\]
where \( A \) is any real matrix
\[
A(z) = \begin{pmatrix}
a(z) & b(z) \\
c(z) & d(z)
\end{pmatrix}.
\]
We can write \( A(z) \) as
\[
A(z) = R(\phi(z)) \tilde{A}(z) R(\phi(z))
\]
where \( R \) is a rotation matrix through the angle
\[
\phi(z) = \frac{1}{2} \arctan \left( \frac{\tilde{b}(z) + \tilde{c}(z)}{d(z) - \tilde{a}(z)} \right),
\]
and \( \tilde{A} \) is a matrix in the same form as (B.1)
\[
\tilde{A} := \begin{pmatrix}
\tilde{a}(z) & \tilde{b}(z) \\
\tilde{b}(z) & \tilde{d}(z)
\end{pmatrix}.
\]
Let us now change to coordinates \((\tilde{x}, \tilde{y}, z)\) using the coordinate transformation given by
\[
(x, y)^T = R(\phi(z)) (\tilde{x}, \tilde{y})^T.
\]
Differentiating (B.2)
\[
\begin{pmatrix}
\dot{\tilde{x}} \\
\dot{\tilde{y}}
\end{pmatrix} = R(\phi(z)) \begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} + \frac{\partial \phi}{\partial z} \tilde{z} \frac{\partial}{\partial \phi} (R(\phi(z))) (x, y)^T,
\]
then substituting and using the equivariance of \( \xi \) from Lemma 2.6(a)
\[
\begin{split}
= R(\phi(z)) \left( A(z) R^T(\phi(z)) \xi(\tilde{x}, \tilde{y}) + L(R^T(\phi(z)) (\tilde{x}, \tilde{y})^T, z), \right) + \\
\frac{\partial \phi}{\partial z} \tilde{z} \frac{\partial}{\partial \phi} R(\phi(z)) R^T(\phi(z)) (\tilde{x}, \tilde{y})^T
\end{split}
\]
\[
= \tilde{A}(z) \xi(\tilde{x}, \tilde{y}) + \tilde{R}(\phi(z)) R^T \xi(\tilde{x}, \tilde{y})^T, z) + \frac{\partial \phi}{\partial z} \tilde{z} R(\pi/2) (\tilde{x}, \tilde{y})^T
\]
(B.3)
\[
(\dot{\tilde{x}}, \dot{\tilde{y}})^T := \tilde{A}(z) \xi(\tilde{x}, \tilde{y}) + \tilde{L}(\tilde{x}, \tilde{y}, z).
\]
Similarly
\[
\dot{z} = R(z) R^T(\phi(z)) \xi(\tilde{x}, \tilde{y}) + g(R^T(\phi(z)) (\tilde{x}, \tilde{y})^T, z),
\]
\[
\dot{z} := \tilde{R}(z) \xi(\tilde{x}, \tilde{y}) + \tilde{g}(\tilde{x}, \tilde{y}, \tilde{z})
\]
\[\square\]

Appendix C. Numerical examples for Case I. We present numerical examples of the 5 possible phase portraits for Case I of the “\( \xi \)-linear” system in subsection 4.3, when \( a, d < 0 \), to be compared with Figure 15.
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REGULARISATION OF CODIMENSION-2 DISCONTINUITY SETS

(a) $a = -1$, $b = 1$, $d = -1$, $f_1 = 0$ & $f_2 = 0$

(b) $a = -1$, $b = 0$, $d = -1.5$, $f_1 = -0.5$ & $f_2 = 0$

(c) $a = -2$, $b = 0$, $d = -1$, $f_1 = -0.5$ & $f_2 = 0$

(d) $a = -1$, $b = 0$, $d = -1$, $f_1 = 1.1$ & $f_2 = 0$

(e) $a = -0.3$, $b = 0$, $d = -1$, $f_1 = 0.5$ & $f_2 = 0$

Fig. 24: Numerical examples of the 5 possible cases of dynamics of Case I when $a, d < 0$. The blown up sphere from Figure 6 is projected down onto the $(\bar{x}, \bar{y})$ plane, and the equator is the unit circle. Trajectories are plotted in black ■. In $\bar{\varepsilon} = 0$, nullclines of $\dot{\rho}$ are shown in ■ and nullclines of $\dot{\theta}$ are shown in ■. The lines $a\bar{x} - b\bar{y} = f_1$ and $b\bar{x} + d\bar{y} = f_2$ are also shown ◦ when inside the the unit circle and ■ outside.
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