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Quantum machine learning represents a promising avenue for data processing, also for purposes of sequential temporal data analysis, as recently proposed in quantum reservoir computing (QRC). The possibility to operate on several platforms and noise intermediate-scale quantum devices makes QRC a timely topic. A challenge that has not been addressed yet, however, is how to efficiently include quantum measurement in realistic protocols, while retaining the reservoir memory needed for sequential time series processing and preserving the quantum advantage offered by large Hilbert spaces. In this work, we propose different measurement protocols and assess their efficiency in terms of resources, through theoretical predictions and numerical analysis. We show that it is possible to exploit the quantumness of the reservoir and to obtain ideal performance both for memory and forecasting tasks with two successful measurement protocols. One consists in rewinding part of the dynamics determined by the fading memory of the reservoir and storing the corresponding data of the input sequence, while the other employs weak measurements operating online at the trade-off where information can be extracted accurately and without hindering the needed memory. Our work establishes the conditions for efficient protocols, being the fading memory time a key factor, and demonstrates the possibility of performing genuine online time-series processing with quantum systems.

I. INTRODUCTION

The availability of big data analyzed and exploited with machine learning methods is one of the main traits of the present information era and the search for enhanced data processing capabilities is spurring research also in quantum approaches [11, 12]. Recent quantum machine learning implementations have been reported ranging from NMR platforms [4] to noisy quantum computers [5, 6], and many proposals [7–11] promise an advantage in the performance with respect to classical approaches. Still, dealing with quantum systems for machine learning poses new challenges not only to preserve fragile quantum coherence from the action of the environment [12] but also to efficiently access the processed information through measurement [13], being these related issues. In particular, a first distinctive aspect of quantum measurements is that expectation values require an ensemble of copies of the system. Indeed, in most quantum technologies including computation [14], sensing [15, 16], or communications [17–19], different approaches to optimize and reduce the number of measurements have been recently reported [20, 21] also including classical machine learning tools [22–25]. A second distinctive aspect to deal with is that a measurement performed on a quantum system generally alters its state [20, 21]. This measurement back-action has deep consequences when monitoring a system, beyond a single input-output setup and has been addressed for instance in feedback control [14] or in quantum error correction [30, 31]. Our goal here is to introduce a quantum measurement framework for temporal series processing considering both accuracy and back-action.

Many prominent tasks in the context of (classical) machine learning deal with time-series processing, like speech recognition, stock market forecasting or climate prediction. In contrast to classification tasks [32], temporal ones require continuous data monitoring and the temporal order within the data sequence to be processed plays a key role [33]. Among classical approaches to time-series processing [34–37], reservoir computing [38] has been successful in recognizing spoken words [39, 40] and human activity [41] or in forecasting chaotic dynamical systems [42, 43], with appealing features such as easy training and energy efficiency. In this scheme, data are continuously injected into a reservoir system, processed, and extracted, without requiring an external memory avoiding the von Neumann bottleneck [44]. The reservoir itself can be either an artificial recurrent neural network [45] or even a physical substrate [46], providing a high dimensional phase space, a non-linear input-output transformation and a fading memory [47].

Recently, reservoir computing has been extended to the quantum regime considering several models ranging from qubits to fermions and bosons, modeling photonic, atomic and solid-state platforms [48, 49]. Theoretical proposals display successful performances of quantum reservoir computing (QRC) in genuine temporal tasks [50, 51] and in generalization and classification ones [49, 56–61], an approach known as extreme learning machine. A first experimental implementation of a static classification task has been realized with NMR of a nuclear spin ensemble in a solid [62], while the first exploration of temporal series processing with QRC was recently reported on a quantum digital computer [52]. The potential of exploiting present NISQ devices [53, 54] is indeed one of the motivations for QRC [55]. Still, in order to establish the most promising avenues towards quantum approaches a daunting question is how to efficiently monitor and extract meaningful information in...
such experimental platforms, when including the effect of quantum measurement. The scope of this work is to address this point by proposing different measurement protocols and to identify the most promising ones for implementation, also addressing the crucial issue of the required resources.

Continuous time-series processing needs to be not only efficient in terms of time and energy resources (repetitions, ensemble size) but also reliable in spite of measurement back-action, being these often competing requirements. The presence of noise due to finite ensembles is common to most quantum technologies and has also been considered in proposals of QRC [56, 57, 64, 65]. In time-series processing, the back-action of measurement for continuous monitoring (i.e. introducing the measurement map for each processing time step) becomes a further crucial factor for realistic implementations, still to be addressed. Here, we will explore protocols based either on repeating (part of) the reservoir dynamics or on weak measurements [66, 67], known to be noisier and less informative than projective ones, but with the advantage to perturb less the state, therefore preserving time information in the system. In this work, we analyze the effect of quantum measurement for realistic QRC, assessing the required resources for temporal series processing (considering both finite ensemble and back-actions issues) with analytical and numerical methods (Sec. II).

II. RESULTS

A. Restarting, rewinding and online protocols

All QRC architectures [48] for time series processing proposed so far share the common feature of information extraction based on quantum measurement at the output layer, Fig. 1(a). In this section, we present three different measurement protocols of a quantum system driven by a sequence of (classical or quantum) inputs, as illustrated in Fig. 1(b)–(d), being most considerations generally valid for any monitored quantum system, also beyond QRC. We formally describe the evolution of a quantum system state in discrete time steps, with $k = t/\Delta t$ labeling the input injection sequence, by means of the recurrence relation

$$
\rho_k^u = \mathcal{L}_k[\rho_{k-1}^u]
$$

for the unperturbed (u) state dynamics, i.e., in the absence of any measurement process. The superoperator $\mathcal{L}_k$ can account both for a unitary evolution as well as for the interaction with an additional external environment. The input, $s_k$ in Fig. 1 can be introduced either through the sequential update of the state of part of the system state $|\psi_0\rangle$ or by means of a control Hamiltonian or dynamical parameter [52, 68].
In an ideal case, at each time step, information is extracted through the expectation value of any observable operator $\hat{O}$ over an infinite ensemble

$$
\langle \hat{O}\rangle_{\rho_k^\infty} = \text{Tr} \left( \hat{O} \rho_k^\infty \right).
$$

(2)

In any implementation, however, the expectation value can be inferred only from a finite number, $N_{\text{meas}}$, of identical copies of the quantum system and the estimated value suffers from a statistical error that represents a first major experimental limitation. The second issue of paramount relevance is represented by the disturbance introduced by a quantum measurement, which modifies the “unperturbed” dynamics of Eq. (1) at each time step $k$. A common way to circumvent this back-action issue, where the effect of quantum measurement is not accounted for, is through the reinitialization of the dynamics after each measurement, as usually implicit in QRC proposals so far [45]. As a drawback, one would need to repeat the experiment $N_{\text{meas}}$ times for each of the time steps $t_k$ of the input time series to be processed. This scheme, which we will refer to as the restarting protocol (RSP), is sketched in Fig. 1(b). It was used in the quantum digital computer implementation in Ref. [52].

A significant improvement with respect to the RSP can be attained in reservoir computing considering its dynamical features, and in particular the echo state property, that is its ability to process time series independently on the initial state $\rho_0$ of the reservoir [69]. We introduce the washout time $\tau_{\text{wo}}$, as the time necessary for the dynamical system to lose any information from initial conditions, so that the reservoir computer depends effectively on the input recent history, a property also known as fading memory (Fig. 1(b)). This suggests that a more efficient strategy than the RSP is to limit the repetition time to the shorter washout time, restarting the dynamics from $t_k - \tau_{\text{wo}}$ instead of $t_0$ [52]. This **rewinding** protocol (RWP) is devised to optimize the resources needed to overcome the measurement feedback by re-initialization and is characterized by a sliding repetition time interval $\tau_{\text{wo}}$ with an associated number of input injections $N_{\text{wo}} \equiv \tau_{\text{wo}}/\Delta t$ (Fig. 1(c)).

In both RSP and RWP, the measurement outcomes, $V_{kl}$, at each time step $k$ and for several realizations $l = 1, \ldots, N_{\text{meas}}$, allow one to approximate the expectation value of the observables as an average over a large number of measured values $\langle \hat{O}\rangle_{\rho_k^l}$ with a precision proportional to $1/\sqrt{N_{\text{meas}}}$. In other words, the statistical uncertainty limits the approximation to the ideal expectation values as $\langle \hat{O}\rangle_{\rho_k^l} = \langle \hat{O}\rangle_{\rho_k^\infty} + O \left( N_{\text{meas}}^{-1/2} \right)$. These protocols are designed so that the measurement back-action does not need to be taken into account but require to repeat, for each input injection, part or all of the processing sequence, requiring then to store these inputs in an external memory. An important question arises in this context, is there a way to avoid restarting (or rewinding) the process after each output extraction? For this purpose, we consider the possibility to continuously monitor the quantum trajectories of the evolving QRC by introducing weak quantum measurements.

If information is extracted at the output layer through projective measurements of all the reservoir physical units, then most coherence is lost also erasing information of previous inputs. As a strategy to overcome this extreme back-action effect, the QRC can be monitored by preserving part of its fading memory either considering weak measurements or projectively measuring only part of the reservoir nodes (indirectly measuring the rest of the reservoir) [66–70]. Both approaches are actually related [13] and here we will focus on the case of a tunable weak measurement. Then, alternating input injection and output extraction—as in classical RC—we propose an online time series processing protocol based on weak measurement, as represented in panel (d) of Fig. 1.

For a single realization of the online protocol (OLP), the monitored state $\rho_{V_k}$ (for which we drop the apex ‘u’) evolves following a quantum trajectory characterized by the (stochastic) measurement outcomes $V_k$:

$$
\rho_{V_k} = \frac{\langle M_{V_k} \circ L_k \rangle \rho_{V_{k-1}}}{\text{Tr} \left( \langle M_{V_k} \circ L_k \rangle \rho_{V_{k-1}} \right)},
$$

(3)

where the effect of the measurements on the system is determined by the form of the superoperator $M_{V_k}$ (see also Eq. (5)) and the state $\rho_{V_k}$ is properly normalized to have unit trace. The mixed state that accounts for all possible measurement outcomes at time step $k$, assuming an infinite ensemble of realizations, is given by:

$$
\rho_k = \int_{-\infty}^{\infty} dV_k \rho_{V_k} P(V_k) = \int_{-\infty}^{\infty} dV_k \left( M_{V_k} \circ L_k \right) [\rho_{k-1}],
$$

(4)

where the details of the derivation from Eq. (3) can be found in Appendix A. The expectation values of observables in the OLP can be immediately generalized by replacing the unperturbed state $\rho_0^l$ of the RSP and RWP with the monitored state $\rho_k$, accounting for the measurement back-action.

### B. Monitored qubit system

In order to account for the measurements during the dynamics of the system with the OLP, we introduce in Eq. (3) the following measurement superoperator:

$$
M_{V_k}[^{\rho}] = \hat{\Phi}_{V_k} \rho \hat{\Phi}_{V_k}^\dagger.
$$

(5)

Given a system of $N$ qubits, single-qubit measurements in a single realization are described by the Kraus operators $\hat{\Phi}_{V_k} = \Omega_{V_k^{(i)}} \otimes \cdots \otimes \Omega_{V_k^{(N-1)}}$, which give a set of measurement results $V_{k,l} = \{ V_{k,l}^{(i)} \}_{i=0}^{N-1}$, where the indices $k$ and $l$ label the time step and the experimental realization, respectively.

We employ indirect measurements already implemented experimentally in diverse platforms [49–70].
For instance, the state of a superconducting qubit coupled to a cavity is indirectly measured by probing the cavity with a microwave signal \[ 70, 71 \]. In the trapped ion experiment in \[ 72 \], the information about the electronic states is extracted from their interaction with the vibrational motion. For all these platforms, indirect measurements in the z direction can be modeled by means of the following operator:

\[
\hat{M}_{\text{z}} = \frac{1}{\sqrt{2\pi}} \left( e^{-\frac{(\omega - \omega_0)^2}{2}} |0\rangle \langle 0| + e^{-\frac{(\omega + \omega_0)^2}{2}} |1\rangle \langle 1| \right),
\]

where \( g \) is the tunable strength of the measurement and \( V \) is the measurement outcome, both normalized with the two Gaussians width. Measurements in the x and y directions can be obtained by means of rotations (see Appendix B). From Eq. (6), the probability distribution for an outcome \( V \), when we measure a qubit in the reduced state \( \rho \), \( P_\rho(V) = \text{Tr}(\hat{M}_{\text{z}}^2 \hat{P}_V \omega) \), is:

\[
P_\rho(V) = \omega_{00} \frac{1}{\sqrt{2\pi}} e^{-\frac{(\omega_{0} - \omega)^2}{2}} + (1 - \omega_{00}) \frac{1}{\sqrt{2\pi}} e^{-\frac{(\omega + \omega_{0})^2}{2}},
\]

where \( \omega_{00} = |\langle 0 | \omega | 0 \rangle |^2 \), and whose outcomes are sampled from a weighted sum of two Gaussian distributions (at distance \( 2g \)) depending on the state before the measurement. Therefore, in the limit of large \( g \), the projective case is approached and most outcomes \( V \) can be unambiguously assigned to one of the two distributions. However, if \( g \) is small, the measurement is weak and the two distributions largely overlap making the measurement less informative. With the outcomes obtained from indirect measurements, we can compute the expectation values of the observables. For instance, when we measure a single qubit with state \( \omega \) in the z direction, we have \( \langle V \rangle_\omega = \int \infty V P_\rho(V) \, dV = g |\langle \hat{\sigma}_z \rangle_\omega | \). The expectation values of two-qubit observables are computed in a similar way, as shown in Appendix B2.

By using Eq. (6) in Eq. (1) (see Appendix A), we can evaluate the integrals and leave a clean formulation of the iterative map

\[
\rho_k = \int d\nu_k \hat{M} \nu_k \mathcal{L}_k [\rho_{k-1}] \hat{\Phi}_\nu_k = M \odot \mathcal{L}_k [\rho_{k-1}],
\]

where \( \odot \) represents the element-wise product and \( M \) is defined as

\[
M = \hat{M} \odot \mathcal{N}, \quad \hat{M} = \begin{pmatrix} 1 & e^{-\frac{g^2}{2}} \\ e^{-\frac{g^2}{2}} & 1 \end{pmatrix}.
\]

This allows us to quantify the increasing decoherence introduced by sharper measurements, while for very small \( g \) the state is weakly perturbed.

An interesting question is about the possible effect of measurement as a further non-linearity source for QRC. In order to more clearly address this point, let us specialize to the framework of QRC introduced in Ref. \[ 50 \], which will be also used in the following sections. The reservoir consists of a qubit network unitarily evolving under the disordered transverse-field Ising Hamiltonian \[ 50, 53 \], while the input is injected into the system by rewriting a node state \( \rho_{\text{input}} \). The system parameters are chosen in such a way that the reservoir is found in the ergodic dynamical phase, which has been shown to guarantee optimal QRC performances \[ 53 \]. Different realizations of the reservoir produce similar results. Full details are given in Appendices C and D. By using Eqs. (6) and (7), we find that the explicit dependence on the input and on \( g \) of the components of \( \rho_k \) is translated to the observables as (see Appendix A):

\[
\langle \hat{O} \rangle_{\rho_k} = \sum_{n=1}^{N} e^{-\frac{N-n}{2} g^2} (A_n + B_n s_k + C_n r_k),
\]

where \( s_k \) is the kth input injected, \( r_k \equiv \sqrt{s_k(1-s_k)} \), and the matrices \( A_n, B_n, \) and \( C_n \) depend on the state \( \rho_{k-1} \), as it was found in the absence of measurement in Ref. \[ 74 \]. Iterating these relations, it is then found that no further nonlinearities beyond the polynomials of \( r_k \) and \( s_k \) with different \( k \) are introduced in the measurement process. The exponential factors of Eq. (10) effectively determine the amount of measurement-induced back-action introduced in the system, being all equal to 1 in the unperturbed case.

C. Measurement accuracy

In the previous discussion, we have anticipated two main experimental limiting factors to the detection of the expected values of the system observables: (i) the finite number of stochastic measurements in the ensemble, affecting all the protocols of Fig. 1, and (ii) the measurement weakness, which preserves better the state but limits the amount of information that can be extracted and is particularly relevant for the OLP.

Within our measurement framework, for single-qubit observables, these two sources of statistical uncertainty combine together to give an error up to (see Appendix B):

\[
\tilde{s}_{\langle \hat{\sigma} \rangle} = \sqrt{\frac{g^2 + 1}{g^2 N_{\text{meas}}}},
\]

while for two-qubit observables the statistical uncertainty reads:

\[
\tilde{s}_{\langle \hat{\sigma} \otimes \hat{\sigma} \rangle} = \sqrt{\frac{g^4 + 2g^2 + 1}{g^4 N_{\text{meas}}}}.
\]

The fact that more information is extracted with sharper measurements (\( g \gg 1 \)) is reflected in a reduction in the statistical uncertainty in the observables when increasing \( g \), for a fixed number of measurements. For the RSP and the RWP, this justifies the use of strong measurements, approximately projective (e.g. \( g = 10 \)). However, for
the OLP a careful assessment is needed, taking into account that measurement back-action in general leads to deviations from the unperturbed dynamics, erasing information. Equations (11)-(12) also tell us that the degree of precision depends on the kind of observable chosen. Indeed, taking a weak value \( g \ll 1 \), the same uncertainty obtained with \( N_{\text{meas}} \sim g^{-2} \) for single-qubit observables would require \( N_{\text{meas}} \sim g^{-4} \) in the case of two-qubit observables.

In order to appreciate the way back-action and the two sources of statistical uncertainty (i) and (ii) affect the OLP, we plot in Fig. 2 the dynamics of some observables and compare them with the ideal quantities. The finite number of measurements is responsible for small deviations (not visible in the plot), namely, \( \bar{s}(\hat{\sigma}) \approx 2 \cdot 10^{-3} \) in panels (a) and (c), and \( \bar{s}(\hat{\sigma}) \approx 8 \cdot 10^{-4} \) in (b) and (d). Actually, as we will show below, these seemingly small fluctuations have an important impact for machine learning purposes. The most apparent discrepancies are due to measurement back-action and are shown in Fig. 2(d), between the (OLP) measured and the (RSP and RWP) unperturbed values. Back-action impact is rooted in the reservoir state features and finally in its operation regime: In the z-direction, in panels (a) and (b), this effect is less important because the qubits are mostly aligned along z due to the reservoir parameter choice \([53]\). If the measurements are done in a different direction, i.e. to gather \( \langle \hat{\sigma}_z^2 \rangle \) and are sharp (Fig. 2(d)), they introduce strong decoherence leading to the strong deviation with respect to the unperturbed state. Only with sufficiently weak measurements, as in Fig. 2(c), the (unperturbed) dynamics is qualitatively and approximately preserved with the OLP. A similar discussion also applies to more general observables, like two-qubit observables (see Appendix E). These analytical and numerical findings hint at the fact that a weak measurement is the only viable option for the OLP.

An important consequence of Eq. \( (9) \) is that, for \( g \ll 1 \), the ideal state (monitoring an infinite ensemble) is weakly perturbed, as \( M \) approaches the unity matrix with all components 1. Intuitively, the disturbance introduced by such measurement is so weak that almost no information is lost during the online processing. With finite measurement ensembles \( N_{\text{meas}} \), the error associated to this unsharp measurement is larger than in the unperturbed state (e.g. \( \bar{s}(\hat{\sigma}) \) in Eq. \( (11) \) is larger than \( 1/\sqrt{N_{\text{meas}}} \)). Interestingly, in the ideal case (infinite resources) information would still be extracted with a limit vanishing error \( \bar{s}(\hat{\sigma}) \). Building on this analysis, the estimation of observables experimentally accessible with finite measurements can be numerically emulated adding the proper Gaussian noise to the ideal ones, \( \langle \hat{O} \rangle_{\hat{\rho}_k} \). The comparison between either performing numerically an ensemble over \( N_{\text{meas}} \) independent trajectories or adding a Gaussian noise to an ideal infinite ensemble (with standard deviation given by either Eq. \( (11) \) or \( (12) \)) will also be verified below.

D. Short-term memory capacity

In the previous sections, we have analytically assessed measurement effects and we are now applying this framework to QRC assessing its memory (this section) and forecasting (next section) capabilities. In order to identify the accuracy limitations and back-action effects of measurements, we consider the short-term memory (STM) task. This allows us to establish the reservoir efficiency in storing past information, that is, the fading memory crucial for effective reservoir computing. Given the input sequence \( \{s_k\} \) of random numbers generated from a uniform distribution, the task is to reproduce the target values

\[
y_k = s_{k-\tau},
\]

where \( \tau \) is the delay. The predictions are obtained with different measured observables (for instance \( \langle \hat{\sigma}_i^2 \rangle \), or \( \langle \hat{\sigma}_i^2 \hat{\sigma}_j^2 \rangle \)) for all qubits \( i, j = 1, N \) and comparing RSP, RWP and OLP. As usual, the performance is quantified comparing predictions, \( \tilde{y} = \{\tilde{y}_k\} \), and target values, \( y = \{y_k\} \), through the normalized correlation, namely the capacity \( C(\tau) \in [0,1] \). Perfect STM at delay \( \tau \) corresponds to \( C(\tau) = 1 \). More details in Appendix C.

Figure 3(a), for single-qubit observables in the output layer.
The performance when neglecting any perturbation introduced by measurement (black line) progressively decays, showing the ability of the reservoir to store past information up to about six previous steps (consistently with the network size \(N = 6\)) [22]. This STM capacity can be achieved with the RWP and the RSP with high accuracy for \(N_{\text{meas}} = 1.5 \times 10^6\). We remark that values of \(N_{\text{meas}}\) ranging from \(10^4\) to \(10^6\) are in accordance with experiments of quantum computation [14] and quantum machine learning [5]. When continuously monitoring the system in the OLP, the effect of measurement back-action becomes critical and for sharp measurement (\(g = 10\)) the performance is significantly hindered. Remarkably, this limitation is overcome with weak measurements and the STM capacity achieved for \(g = 0.3\) is approaching the unperturbed case. Therefore, weak measurements preserve short memory performing this online temporal task, sequentially injecting new inputs and continuously extracting information. The explanation of the hindered performance for strong measurement (\(g = 10\)) is shown to be due to both back-action and statistical noise, with \(C\) decaying strongly for \(\tau = 2\). Assuming infinite accuracy (ideal case of infinite \(N_{\text{meas}}\), green continuous line in Fig. 3(a)), the capacity instead reaches larger delays (\(\tau = 4\)). Therefore, the ideal OLP with \(g = 10\) does not achieve the memory obtained with the other protocols due to back-action: continuous sharp measurements erase reservoir information encoded in quantum coherences and correlations (Fig. 2(d)).

The input sequence to the QRC and the ability to reproduce past inputs in the OLP are shown in more detail in Fig. 3(b) and (c), for the STM capacity at delay \(\tau = 2\). For weak measurement (b), all qubits observables (\(\hat{\sigma}^x, \hat{\sigma}^y, \) and specially \(\hat{\sigma}^z\)) contribute to the capacity \(C(\tau = 2)\), while sharp measurements (large \(g\)) hinder the ability of the output to reproduce the target. On the one hand, Fig. 3(b) also tells us that, despite the state is mostly aligned in the \(z\) direction [53], the reservoir is far from approaching the classical regime, where quantum coherences would be negligible. Indeed, significant contributions to the capacity come from all the qubit directions (more details are given in Appendix F). Intuitively, even though such coherences are small with respect to the populations (see also Fig. 2), they still provide significant richness to the reservoir output (being larger than the statistical uncertainty of the measurement process). On the other hand, we see in Fig. 3(c) that if such coherences are further hindered by stronger back-action (falling below the statistical noise, then the capacity reached with \(\hat{\sigma}^z\) (\(C = 0.21\)) does not improve when also considering \(\hat{\sigma}^x\) and \(\hat{\sigma}^y\).

The overall performance of the STM task is quantified in Fig. 4 by the sum capacity accounting for the total memory at all delays (equivalent to truncating at 10 as \(C(\tau > 10) \sim 0\))

\[
C_S \equiv \sum_{\tau} C(\tau),
\]

as a function of \(g\), considering both single-qubit and two-qubit observables. In the infinite-measurements limit, the OLP (solid lines) in Fig. 4(a) displays maximum memory \(C_S\) for \(g \rightarrow 0^+\), when the system becomes effectively unperturbed (no back-action effect, see Eq. 6). However, in realistic implementations with a finite number of measurements, the statistical uncertainty diverges in this extremely weak (non-informative) measurement limit as shown in Eq. 11. Then, the optimum sum capacity is achieved at a larger \(g\) value, depending on \(N_{\text{meas}}\), where the output expectation values are more accurate but at the same time the back-action is not too strong. Indeed the larger \(N_{\text{meas}}\), the weaker the measurement that maximizes the capacity. With \(N_{\text{meas}} = 1.5 \times 10^6\), the optimal measurement strength is found around \(g = 0.3\) for one-qubit observables (black diamonds).

Two-qubit correlations can also be exploited for QRC, and, in the ideal limit (solid purple line in Fig. 4(a)) they reach a larger memory capacity than single-qubit ones, as expected for a larger number of observables. However, these correlations are smaller and subject to a more significant statistical uncertainty. Therefore, with a finite number of measurements, the performance is actually
measurements with the OLP leads to a slow convergence of the capacity (green line in Fig. 4(b)), which seems to saturate to a lower value than the one corresponding to the \( N_{\text{meas}} \to \infty \) limit.

In order to analyze the real amount of resources demanded by each protocol, it is meaningful to quantify the time needed for each experimental realization (see Appendix A Eqs. (G1)–(G3)) and not only the ensemble size \( N_{\text{meas}} \). The required experimental time for each measurement protocol is shown in Fig. 4(c) for the case of a single-observable output layer. As expected, the RSP is not efficient, while both the OLP and the RWP achieve a good performance with the same resources, if the measurement is weak in the online approach (OLP with \( g = 0.3 \)). Indeed it is interesting to compare the OLP and the RWP by finding the value of \( g \) such that \( t_{\text{exp}}^{\text{OLP}} \leq t_{\text{exp}}^{\text{RWP}} \) while also imposing the same statistical uncertainty in both cases. This leads to finding a criterion to determine the minimum measurement strength for online processing to be advantageous with respect to rewinding. The relevant quantity to this aim is the number of washout steps \( N_{\text{wo}} \) (Appendix C) that, as shown in Sec. II A, defines the finite memory of the reservoir. For single-qubit observables we find

\[
g \geq \sqrt{\frac{1}{N_{\text{wo}} - 1}}.\tag{15}\]

This is a necessary condition to be successful in online processing (with less resources than the RWP), while it will be sufficient if the corresponding measurement is weak enough to have negligible back-action effects in the OLP. For instance, if the washout steps amount to \( N_{\text{wo}} = 20 \), the measurement strength in Eq. (15) is \( g \geq 0.23 \) producing negligible back-action. Indeed the red line of Fig. 4(c) of best capacity corresponds to \( g = 0.3 \).

The bound in \( g \) for efficient OLP also depends on the kind of observables considered. The analogous condition for two-qubit observables is more restrictive, i.e. a stronger measure is needed, as described in Appendix C and further discussed in Appendix E.

**E. Chaotic time series forecasting**

After the analysis of the STM task, we quantify the capacity of the QRC system to make forward predictions on the Santa Fe laser time series, corresponding to a NH\(_3\) laser in a chaotic dynamical state [27]. This benchmark dataset originates from a time-series forecasting competition held at the Santa Fe Institute in the 1990s [28] and it has been used extensively ever since. Formally, our target is written as

\[
y_k = s_{k+\eta},\tag{16}\]

where \( \eta \) labels the number of steps forward to make the predictions. The original values of the Santa Fe series were shifted and normalized such that \( \{s_k\} \in [0,1] \) (see Appendix C).
FIG. 5. (a) One-step forward predictions and (b) prediction errors on the Santa Fe time series for a part of the test data when the observables of the unperturbed quantum reservoir are employed. In panel (a), target values correspond to grey filled circles and predictions to black unfilled circles. (c) Capacity of predictions, $C$, depending on the number of time steps forward $\eta$. In panel (c), the OLP with $g = 0.3$ and $g = 10$ is used, respectively, to estimate the observables with $N_{\text{meas}} = 1.5 \cdot 10^6$ measurements at each time step. The limit case for $g = 0.3$ with $N_{\text{meas}} \to \infty$ is represented with a solid red line; the unperturbed situation is in black. The dashed red and green lines correspond to estimated values obtained in the limit $N_{\text{meas}} \to \infty$ but adding a Gaussian noise to the observables. The values of the capacities correspond to the test data.

In Figs. 5(a) and (b), we illustrate the performance of the QRC for one-step forward predictions with the unperturbed system. By considering together both single-qubit and two-qubit observables, a remarkable capacity of $C = 0.98$ is reached. A similar accuracy can be obtained with the RSP or the RWP. The prediction of the Santa Fe time series is particularly challenging when there is a jump from large to low amplitude oscillations, see $t/\Delta t \sim 1500$ in Fig. 5(a). Accordingly, the most appreciable differences in Fig. 5(b) between the target and the predicted values are found when there are sudden changes in the amplitude of the signal, which are nevertheless mostly captured by the predicted values.

The quality of further future predictions ($\eta \geq 1$) is shown in Fig. 5(c), where we have concentrated on the study of the results obtained with the OLP in comparison to the unperturbed situation (ideally retrieved by the RSP and the RWP). The prediction task becomes more complicated as the prediction distance $\eta$ increases. Accordingly, the goodness of the predictions decreases with increasing $\eta$. As an exception, there are local maxima in the capacity due to the quasi-periodicity in the Santa Fe laser time series, i.e. at $\eta \approx 7$ and $\eta \approx 14$. As shown in the previous section for the STM task, the perturbative nature of a sharp quantum measurement (e.g., $g = 10$) erases part of the QRC memory on the input history. The results presented in Fig. 5(c) illustrate that such a memory loss also impacts the forecasting capabilities of the QRC, with the prediction capacity for $g = 10$ falling below the one for $g = 0.3$. Interestingly, in the limit of infinite measurements, the capacity for the weak measurement matches the one of the unperturbed system and there is no significant back-action effect on future predictions. The considerably good capacity obtained with the simulated experimental data with weak measurements in Fig. 5(c) (red symbols) could be improved with more measurements to eventually approach the upper bound (solid red line).

III. CONCLUSIONS

The potential advantage in processing temporal data sequences with quantum systems in reservoir computing is rooted in the large processing capability opened by their Hilbert space [48, 50]. Here, we provide the first evidence that this advantage can still be achieved beyond ideal situations, when including the effect of quantum measurement, paving the way to experimental demonstrations of sequential data processing both in memory and forecasting tasks. We have analyzed protocols where after each detection the reservoir dynamics is repeated for the whole past input sequence [52, 55] (named restarting protocol, RSP) or for the last part of it, exploiting the fading memory of the reservoir (rewinding protocol, RWP). An alternative proposal is based on weak measurements, allowing for online data processing (OLP) without repeating dynamical steps or storing any inputs externally.

For time series processing, the impact on the task accuracy (i) of statistical noise (ensemble size), (ii) of measurement weakness, and (iii) of the back-action for continuous monitoring, need to be taken into account to design a quantum reservoir computer with a good compromise between performance and resource cost. Optimum performance has been shown to be reachable beyond ideal assumptions both in the RSP and RWP, with projective measurements and buffering input data, as well as in the OLP with (weak) monitoring. The distinctive feature of the OLP is the online operation, without storing any input, either classical or quantum. This is particularly advantageous in platforms where system ensembles can be measured at the output layer, at each input injection, as for atomic/molecular ensembles [79] or in multimode (pulsed) photonics [80], where fully online time series processing with weak measurements could be realized.

Online weak measurements enable us to partially preserve quantum coherences in the OLP. They can be implemented for different reservoirs, with a prominent example of superconducting qubits and trapped ions, where
the strength of the measurement can be tuned through the interaction time between system and measurement apparatus [73, 74], or through the reflectivity in the photonic memristor set-up in Ref. [49]. Alternative strategies for continuous monitoring time series could be considered depending on the choice of the physical reservoir, as for instance detection based on quantum jumps, while quantum non-demolition measurements could be used but are typically limited in the number of accessible observables. In general quantum trajectories have been successfully implemented in a variety of contexts [72, 81–84] laying the grounds for monitored QRC experiments, as recently proposed for non-temporal tasks [56].

A further crucial aspect in view of experimental implementations of high performance QRC is the efficiency in terms of experimental resources. The potential advantage of QRC, given by the exponential size of the Hilbert state, requires the use of higher-order terms \((\hat{\sigma}^{(i)}_1 \otimes \cdots \otimes \hat{\sigma}^{(j)}_1)\) that are typically of small magnitude and actually necessitate more resources to be accurately determined. Depending on the reservoir fading memory and the performing task, we find that the OLP with measurements of the proper strength could exceed the performance of the RWP being efficient even for higher-order moments (ultimately exploiting the full size of the Hilbert space).

Quantum models suited for QRC as the one studied here are realized in state-of-the-art experiments, such as in superconducting qubits [85] and trapped ions [86–87]. Besides our particular scheme, the realistic measurement framework analyzed here establishes the advantage of quantum reservoirs beyond ideal scenarios, and is expected to have an impact on the experimental implementations of previous [50–55] and future proposals of time-series processing with quantum systems, including implementations of quantum recurrent neural networks.
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Appendix A: Equations of the ideal case with back-action

Here, we will derive the equations for the ideal case of sampling an infinite number of measurements, but introducing the effect of the back-action. In particular, Eqs. [4], [8], [9] and [10] are obtained step by step. We start by Eq. [4]:

\[
\rho_k = \int_{-\infty}^{\infty} dV_k \rho_{V_k} P(V_k) \tag{A1}
\]

where we have applied the definition of a marginal probability distribution, being \(P(V_k, \ldots, V_1)\) the joint distribution. Then, this joint distribution can be decomposed in terms of the conditional probability of the last event, such that \(P(V_k, \ldots, V_1) = P(V_k|V_{k-1}, \ldots, V_1)P(V_{k-1}, \ldots, V_1)\). We are interested in this factorization because of the denominator of \(\rho_{V_k}\) in Eq. [3]. The term \(\text{Tr}((\mathcal{M}_{V_k} \circ L_k)[\rho_{V_{k-1}}])\) represents the probability of obtaining the outcome \(V_k\) given the previous history of \(V_{k-1}\). If we wrote this expression only in terms of the outcomes \(V_i\), this would be in fact the conditional probability \(P(V_k|V_{k-1}, \ldots, V_1)\). Gathering these definitions, we can finally derive Eq. [4]:

\[
\rho_k = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} dV_{k-1} \cdots dV_1 \rho_{V_k} P(V_k, \ldots, V_1) \tag{A2}
\]

In the second to last equality, we have used the linearity of the map \((\mathcal{M}_{V_k} \circ L_k)\) to introduce the integrals up to \(V_{k-1}\) into the argument, and then write \(\rho_{k-1}\) with the definition of Eq. [A1].

Next, we derive Eqs. [8] and [9]. We begin from the last line of Eq. [A2], introducing the measurement operators of Eq. [5]:

\[
\rho_k = \int_{-\infty}^{\infty} dV_k \hat{\Phi}_{V_k} L_k[\rho_{k-1}] \hat{\Phi}_{V_k} = \int_{-\infty}^{\infty} dV_k \hat{\Phi}_{V_k} \hat{\rho}_k \hat{\Phi}_{V_k}^{\dagger}, \quad \tag{A3}
\]

where we just simplified notation with \(L_k[\rho_{k-1}] \equiv \hat{\rho}_k\). Equation [A3] is a compact way of writing the integral of a matrix, but what we are really computing is the following:

\[
[\rho_k]_{ij} = \int_{-\infty}^{\infty} dV_k \left[ \hat{\Phi}_{V_k} \hat{\rho}_k \hat{\Phi}_{V_k}^{\dagger} \right]_{ij}, \quad \tag{A4}
\]
where indices $ij$ represent the matrix indices. Now, using Eq. (6) for all qubits, i.e. in the $z$ direction, it can be shown that the Kraus operator $\hat{\Phi}_{V_k}$ can be written as
\[
\hat{\Phi}_{V_k} = \sum_i f_i(V_k) |i\rangle \langle i|,
\] (A5)
which is a diagonal operator in the $z$ basis. Here $f_i(V_k)$ is a product of $N$ gaussian distributions (see Eq. (5)), where $N$ is the number of qubits and each gaussian is associated to the outcome of each spin. For example, for a system of $N = 2$ qubits, the function associated to the basis state $|00\rangle$ is $f = (2\pi)^{-1/2} e^{-\frac{v^2}{2}} e^{-\frac{\nu v^2}{2}}$. By applying the measurement operators to the density matrix, we obtain that the matrix elements of the integral
\[
[\hat{\Phi}_{V_k} \hat{\rho}_k \hat{\Phi}_{V_k}^\dagger]_{ij} = f_i(V_k) f_j(V_k) \hat{\rho}_{k,ij},
\] (A6)
Coming back to Eq. (A4),
\[
[\hat{\rho}_k]_{ij} = \left( \int_{-\infty}^{\infty} dV_k f_i(V_k) f_j(V_k) \right) [\hat{\rho}]_{ij} = M_{ij} [\hat{\rho}_k]_{ij}.
\] (A7)
We define the matrix $M$ such that its matrix elements are $M_{ij} \equiv \int_{-\infty}^{\infty} dV_k f_i(V_k) f_j(V_k)$. By using matrix notation, we recover Eq. (8):
\[
\hat{\rho}_k = M \otimes \hat{\rho}_k = M \otimes \mathcal{L}_k[\hat{\rho}_k-1].
\] (A8)
As we mentioned before, the functions $f_i(V_k)$ are factorized in gaussians that are associated to each spin, so they can be written as $f_i(V_k) = \prod_l^N \tilde{f}_{il}(V_k^{(l)})$, where $\tilde{f}_{il}$ represents the contribution of each qubit for the basis element $|i\rangle$. Then, matrix elements $M_{ij}$ can be obtained as:
\[
M_{ij} = \prod_l^N \int_{-\infty}^{\infty} dV_k \tilde{f}_{il}(V_k^{(l)}) \tilde{f}_{jl}(V_k^{(l)}).
\] (A9)
Each $\tilde{f}_{il}(V_k^{(l)})$ can only have two possible values, either $(2\pi)^{-1/2} e^{-\frac{(\mu_i - V_k^{(l)})^2}{2}}$ or $(2\pi)^{-1/2} e^{-\frac{(\mu_i + V_k^{(l)})^2}{2}}$. Then, there are only two possible outcomes for each integral:
\[
\int_{-\infty}^{\infty} dV_k \tilde{f}_{il}(V_k^{(l)}) \tilde{f}_{jl}(V_k^{(l)}) = \begin{cases} 1, & \text{if } i = j \\ e^{-\frac{\nu^2}{2}}, & \text{if } i \neq j. \end{cases}
\] (A10)
The previous equation allows us to define the matrix $M$ of one single qubit, that we will denote as $\tilde{M}$. In such case, the measurement effect is represented by
\[
\tilde{M} = \begin{pmatrix} 1 \\ e^{-\frac{\nu^2}{2}} \end{pmatrix}.
\] (A11)
Taking a look at Eq. (A9), we can observe that actually $M_{ij}$ is the result of a tensor product of single qubit matrices $\tilde{M}$, writing it as $M = M \otimes \cdots \otimes \tilde{M} = \tilde{M} \otimes \cdots \tilde{M}$.

As a remark, we can apply these results for measuring in any direction, not only the $z$ direction. We just need to rotate the density matrix towards the direction where the measurement is represented by the diagonal operator of Eq. (A5). For example, measuring in the $x$ direction, we apply the Hadamard gates before (for the measurement) and after (to return to the $z$ basis):
\[
\hat{\rho}_k = H (M \otimes (H \mathcal{L}_k[\hat{\rho}_k-1]H)) H
\] (A12)
Let us finally derive Eq. (10). Our goal is to see which $g$-factors could appear in the expression of the observables for a given input at time step $k$. We start from the definition of expected value:
\[
\langle \hat{O} \rangle_{\hat{\rho}_k} = \text{Tr} \left( \hat{O} \hat{\rho}_k \right) = \text{Tr} \left( \hat{O}(M \otimes \hat{\rho}_k) \right) = \text{Tr} \left( \hat{O} \hat{\rho}_k \right).
\] (A13)
The last equality is only true when we compute the expected value of an observable $\hat{O}$ in the same direction where the measurements are performed. In this situation, $\hat{O}$ is diagonal so the only matrix elements that contribute to the trace are the diagonal elements of $\hat{\rho}_k$. As one can infer from Eq. (A11), the diagonal of the matrix $M$ is full of ones, so there is no back-action contribution at this level. This can be explained such that the measurements at time step $k$ do not introduce information about the back-action at that moment. Once the quantum state is updated with the measurement back-action, the effect will be observed at latter time steps. For this reason, we need to inspect at least one previous time step in the past to find an effect of the back-action (see Appendix C for details on the reservoir map $\mathcal{L}_k$):
\[
\langle \hat{O} \rangle_{\hat{\rho}_k} \propto \text{Tr} \left( \hat{O} \hat{\rho}_k \otimes \text{Tr}_{\text{in}} \left[ M \otimes \hat{\rho}_k-1 \right] \hat{U} \right).
\] (A14)
For computing the partial trace, we need to write the matrices in blocks. We will use $2 \times 2$ matrices composed by blocks of dimension $2^{N-1} \times 2^{N-1}$:
\[
M = \tilde{M} \otimes e^{-\frac{\nu^2}{2}} \tilde{M} \otimes \cdots \otimes \tilde{M} = \tilde{M} \otimes \cdots \otimes \tilde{M}
\] (A15)
\[
\tilde{\rho}_{k-1} = \begin{pmatrix} \tilde{\rho}_{k-1}^{(1)} \\ \tilde{\rho}_{k-1}^{(2)} \\ \tilde{\rho}_{k-1}^{(3)} \\ \tilde{\rho}_{k-1}^{(4)} \end{pmatrix}.
\]
Then, the element-wise product gives us
\[
M \otimes \tilde{\rho}_{k-1} = \begin{pmatrix} \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes \cdots \otimes \tilde{M} \\ e^{-\frac{\nu^2}{2}} \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes \cdots \otimes \tilde{M} \end{pmatrix}
\] (A16)
The partial trace is performed over the first qubit, so it can be computed as the sum of the diagonal blocks:
\[
\text{Tr}_{\text{in}} \left[ M \otimes \tilde{\rho}_{k-1} \right] = \tilde{M} \otimes \cdots \otimes \tilde{M} \otimes (\tilde{\rho}_{k-1}^{(1)} + \tilde{\rho}_{k-1}^{(4)}).
\] (A17)
As a consequence, every time step the measurement is applied over all the qubits, the factor $e^{-\frac{\nu^2}{2}}$ does not
appear in the next time step because of the partial trace operation. Finally, applying an analysis similar to \cite{75}, i.e. decomposing the input injection in three terms like $\hat{p}_k^{in} \otimes \text{Tr}_\text{in} \left[ M \otimes \hat{p}_{k-1} \right] = A + B s_k + C r_k$, where $r_k \equiv \sqrt{s_k (1 - s_k)}$, we can obtain Eq. (10):

$$\langle \hat{O} \rangle_{\hat{p}_k} = \sum_{n=1}^N e^{-\frac{n-\frac{N}{2}}{2} g^2} (A_n + B_n s_k + C_n r_k),$$

for $n = 1$, with terms $A_n$, $B_n$ and $C_n$ gathering all the information about both the unitary dynamics $\hat{U}$ and the quantum state $\hat{p}_{k-1}$ (which contains the information about the input sequence). All the combinations of exponential factors (except the term $e^{-\frac{n-\frac{N}{2}}{2} g^2}$ due to the partial trace) appear as a consequence of the mixing of matrix elements of $\hat{p}_{k-1}$ generated by the unitary dynamics.

Appendix B: Measurements formalism

1. Single-qubit measurements

a. Measurements in the $x$ and $y$ directions

In addition to the measurement operator in the $z$ direction given in the main text, in Eq. (9), here we write the analogous expressions for the $x$ and $y$ directions, respectively:

$$\hat{\Omega}_x^V \equiv \hat{H}_D \hat{\Omega}_x \hat{H}_D^\dagger = \frac{1}{(2\pi)^{1/4}} \left[ \left( e^{-\frac{(\hat{\sigma}^x)^2}{4}} + e^{-\frac{(\hat{\sigma}^y)^2}{4}} \right) (|0\rangle \langle 0| + |1\rangle \langle 1|) + \left( e^{-\frac{(\hat{\sigma}^y)^2}{4}} - e^{-\frac{(\hat{\sigma}^x)^2}{4}} \right) (|0\rangle \langle 1| + |1\rangle \langle 0|) \right],$$

and,

$$\hat{\Omega}_y^V \equiv \left( \hat{H}_D S^\dagger \right) \hat{\Omega}_y \hat{H}_D S \hat{\Omega}_y^V \hat{H}_D^\dagger = \frac{1}{(2\pi)^{1/4}} \left[ \left( e^{-\frac{(\hat{\sigma}^x)^2}{4}} + e^{-\frac{(\hat{\sigma}^y)^2}{4}} \right) (|0\rangle \langle 0| + |1\rangle \langle 1|) - \frac{i}{4} \left( e^{-\frac{(\hat{\sigma}^y)^2}{4}} - e^{-\frac{(\hat{\sigma}^x)^2}{4}} \right) (|0\rangle \langle 1| - |1\rangle \langle 0|) \right],$$

where $\hat{H}_D$ is the Hadamard operator, $\hat{H}_D = (1/\sqrt{2}) (|0\rangle \langle 0| + |1\rangle \langle 1| + |1\rangle \langle 0| - |0\rangle \langle 1|)$, and $S$ is the phase shift operator, $S = |0\rangle \langle 0| + i |1\rangle \langle 1|$. The corresponding probability distributions (analogous to Eq. (7)) of an outcome $V$ for a reduced single-qubit state $\omega$ to the previous two equations are, respectively, given by:

$$P_x(V) = \text{Tr}((\hat{\Omega}_x^V)^\dagger \hat{\Omega}_x^V \omega) = \frac{1}{\sqrt{2\pi}} \left[ \left( \frac{1}{2} + \Re(\omega_{01}) \right) e^{-\frac{(\hat{\sigma}^x)^2}{2}} + \left( \frac{1}{2} - \Re(\omega_{01}) \right) e^{-\frac{(\hat{\sigma}^y)^2}{2}} \right],$$

and,

$$P_y(V) = \text{Tr}((\hat{\Omega}_y^V)^\dagger \hat{\Omega}_y^V \omega) = \frac{1}{\sqrt{2\pi}} \left[ \left( \frac{1}{2} - \Im(\omega_{01}) \right) e^{-\frac{(\hat{\sigma}^x)^2}{2}} + \left( \frac{1}{2} + \Im(\omega_{01}) \right) e^{-\frac{(\hat{\sigma}^y)^2}{2}} \right],$$

where $\Re(\cdot)$ and $\Im(\cdot)$, indicate, respectively, the real and imaginary part of a complex number.

b. Expectation values and uncertainties

From the last equations, we also derive the analogous expressions to $\langle V \rangle^x_\omega = \int_{-\infty}^{\infty} V P_x(V) \, dV = g(\hat{\sigma}^x)_\omega$, for the $x$ and $y$ directions. The expectation value of $V$ when the measurements are performed in the $x$ and $y$ directions, are, respectively, for the state $\omega$, given by:

$$\langle V \rangle^x_\omega = \int_{-\infty}^{\infty} V P_x(V) \, dV = g^2 + 1.$$  \hspace{1cm} (B5)

Then, the dispersion reads:

$$s_x^V = \sqrt{\langle V^2 \rangle^x_\omega - \langle V \rangle^x_\omega^2} = \sqrt{1 + g^2 s_z^2},$$  \hspace{1cm} (B6)

with $s_z^2 = 1 - (\hat{\sigma}^z)^2 = 1 - (2\omega_{01} - 1)^2$. The standard deviation of the mean value estimated with $N_{\text{meas}}$ measurement results, namely, as $\langle V \rangle^x_\omega \approx (1/N_{\text{meas}}) \sum_{i=1}^{N_{\text{meas}}} V_i^x$, is

$$\overline{s}^x = \frac{s_x^V}{\sqrt{N_{\text{meas}}}} = \sqrt{1 + g^2 s_z^2}.$$  \hspace{1cm} (B7)

Finally, the state-dependent uncertainty is computed as

$$\overline{s}(\hat{\sigma}^x)_\omega = \frac{\overline{s}^x}{g} = \sqrt{\frac{1 + g^2 s_z^2}{g^2 N_{\text{meas}}}}.$$  \hspace{1cm} (B8)

For the $x$ and $y$ directions, the same analogous expressions are found for $\overline{s}(\hat{\sigma}^y)_\omega$ and $\overline{s}(\hat{\sigma}^y)_\omega$ by replacing $s_z^2$ with $s_y^2$ and $s_y^2$, respectively. The state-independent and direction-independent uncertainty given in Eq. (11) is the upper bound of $\overline{s}(\hat{\sigma}^x)_\omega$, $\overline{s}(\hat{\sigma}^y)_\omega$, and $\overline{s}(\hat{\sigma}^y)_\omega$. Namely,

$$\overline{s}(\hat{\sigma}^x)_\omega \leq \overline{s}(\hat{\sigma}) = \sqrt{\frac{1 + g^2}{g^2 N_{\text{meas}}}}.$$  \hspace{1cm} (B9)
which is valid for any reduced single-qubit state $\omega$ and direction $\alpha = x, y, z$. This maximum uncertainty is reached in the direction $\alpha$ when $\langle \hat{\sigma}^{(\alpha)} \rangle_\omega = 0$.

The previous equation is useful to compare a measurement with strength $g$ to a measurement with strength $g'$. In order to estimate an expectation value with the same statistical uncertainty, namely, $\bar{s}(\hat{\sigma}) = \bar{s}'(\hat{\sigma})$, the number of measurements associated to each case, $N_{\text{meas}}$ and $N'_{\text{meas}}$, respectively, are related as follows:

$$N_{\text{meas}} = N'_{\text{meas}} \frac{(1 + g^2)g'^2}{(1 + g'^2)g^2}. \quad (B12)$$

For $g < g'$, in general, more weaker measurements are needed, $N_{\text{meas}} > N'_{\text{meas}}$. In particular, we can compare projective measurements with weaker ones. In the limit of $g \ll g'$ we have:

$$N_{\text{meas}} = N'_{\text{meas}} \left(1 + \frac{1}{g^2}\right). \quad (B13)$$

The upper bound in Eq. (B11) is closely reached in some limits. We can write the expression in (B10) for the direction $\alpha$ as

$$\bar{s}(\hat{\sigma}^{(\alpha)}) = \sqrt{\frac{1 + \epsilon^2}{g^2 N_{\text{meas}}}} \sqrt{1 - \epsilon}, \quad (B14)$$

where $\epsilon = \langle \hat{\sigma}^{(\alpha)} \rangle^2 / (1 + 1/g^2)$. In the limits of either $g \to 0$ or $\langle \hat{\sigma}^{(\alpha)} \rangle_\omega \to 0$, we will have that $\epsilon \to 0$. Then, we can approximate the previous equation as

$$\bar{s}(\hat{\sigma}^{(\alpha)}) \simeq \sqrt{\frac{1 + \epsilon^2}{g^2 N_{\text{meas}}}} (1 - \frac{\epsilon}{2}). \quad (B15)$$

In these two situations, the dependence on the state and on the direction are small first-order corrections to the upper bound, which is the main zeroth-order term.

2. Two-qubit measurements

a. Expectation values and uncertainties

In this section, we consider a reduced two-qubit state $\omega$, with components $\omega_{ij}$, with $i, j \in \{0, 1, 2, 3\}$. Our goal is to measure the expectation value of two-qubit observables of the form $\hat{\sigma}^{(\alpha)} \otimes \hat{\sigma}^{(\beta)}$ through indirect measurements. In the following lines, as an example, we treat the case of the operator $\hat{\sigma}^x \otimes \hat{\sigma}^x$.

The two-qubit indirect measurement operator in consideration is $\hat{\Omega}_{V_1} \otimes \hat{\Omega}_{V_2}$, which is a product of two single-qubit operators whose form is given in Eq. (6). The probability of obtaining the measurement outcomes $V_1$ and $V_2$ with a measurement on the state $\omega$ reads:

$$P_z(V_1, V_2) = \text{Tr} \left[ (\hat{\Omega}^{V_1}_{\omega} \otimes \hat{\Omega}^{V_2}_{\omega})^\dagger (\hat{\Omega}^{V_1}_{\omega} \otimes \hat{\Omega}^{V_2}_{\omega}) \omega \right] = \quad (B16)$$

$$\frac{1}{2\pi} \left( \omega_{00} e^{-\frac{(V_{1z} - g)^2}{4}} - \frac{(V_{1z} - g)^2}{4} + \omega_{11} e^{-\frac{(V_{1z} - g)^2}{4}} e^{-\frac{(V_{2z} - g)^2}{4}} + \omega_{22} e^{-\frac{(V_{1z} + g)^2}{4}} e^{-\frac{(V_{2z} - g)^2}{4}} + \omega_{33} e^{-\frac{(V_{1z} + g)^2}{4}} e^{-\frac{(V_{2z} - g)^2}{4}} \right).$$

From this last expression, we compute the mean value of the product of the measurement results:

$$\langle V_1 V_2 \rangle_\omega = \int_{-\infty}^{\infty} dV_1 \int_{-\infty}^{\infty} dV_2 P_z(V_1, V_2) V_1 V_2 = \quad (B17)$$

$$g^2 \langle \hat{\sigma}^x \otimes \hat{\sigma}^x \rangle_\omega,$$

and also the statistical uncertainty:

$$\bar{s}^2(V_1 V_2) = \sqrt{\langle (V_1 V_2)^2 \rangle_\omega - \langle V_1 V_2 \rangle^2} = \quad (B18)$$

$$\sqrt{1 + 2g^2 + g^4 (1 - \langle \hat{\sigma}^x \otimes \hat{\sigma}^x \rangle^2_\omega)},$$

where we have used that:

$$\langle V_1 V_2 \rangle_\omega = \int_{-\infty}^{\infty} dV_1 \int_{-\infty}^{\infty} dV_2 P_z(V_1, V_2) V_1 V_2 = (g^2 + 1)^2.$$  

(A19)

As before for the single-qubit case, we similarly calculate the standard deviation of the mean value estimated with $N_{\text{meas}}$ measurements, namely, with $(V_1 V_2)_\omega = (1/N_{\text{meas}}) \sum_{i=1}^{N_{\text{meas}}} (V_i V_2)_i$, we have used that:

$$\bar{s}^2(V_1 V_2) = \sqrt{\frac{(V_1 V_2)^2 - \langle V_1 V_2 \rangle^2}{N_{\text{meas}}} = \sqrt{1 + 2g^2 + g^4 (1 - \langle \hat{\sigma}^x \otimes \hat{\sigma}^x \rangle^2_\omega)}} \quad (B20)$$

and for $\langle \hat{\sigma}^x \otimes \hat{\sigma}^x \rangle_\omega$, the associated uncertainty is given by:

$$\bar{s}^2(V_1 V_2) = \sqrt{\frac{(V_1 V_2)^2 - \langle V_1 V_2 \rangle^2}{g^2 N_{\text{meas}}} = \sqrt{1 + 2g^2 + g^4 (1 - \langle \hat{\sigma}^x \otimes \hat{\sigma}^x \rangle^2_\omega)}} \quad (B21)$$

As well as in Eq. (B11), in the main text, in Eq. (12), we consider the upper bound of the statistical uncertainty, which is independent of both the state and the direction of measurement,

$$\bar{s}(\hat{\sigma}^{(\alpha)} \otimes \hat{\sigma}^{(\alpha)})_\omega \leq \bar{s}(\hat{\sigma} \otimes \hat{\sigma}) = \sqrt{1 + 2g^2 + \frac{g^4}{g^2 N_{\text{meas}}}}.$$  

(B22)

for any reduced two-qubit state $\omega$ and direction $\alpha = x, y, z$.

As before, this last equation can be used to compare a measurement with strength $g$ to a measurement with strength $g'$. In order to estimate an expectation value with the same statistical uncertainty, namely, $\bar{s}(\hat{\sigma} \otimes \hat{\sigma}) = \bar{s}'(\hat{\sigma} \otimes \hat{\sigma})$, the number of measurements associated to each case, $N_{\text{meas}}$ and $N'_{\text{meas}}$, respectively, are related as follows:

$$N_{\text{meas}} = N'_{\text{meas}} \frac{(1 + 2g^2 + g^4)g'^4}{(1 + 2g'^2 + g^4)g^4}.$$  

(B23)
Appendix C: Quantum reservoir based on a disordered transverse Ising model

Reservoir computing \cite{68, 47, 50} is a supervised machine learning method based on the three-layer scheme: (i) input, (ii) reservoir, and (iii) output, depicted in Fig. 1(a). The main enabling features of reservoir computing are the ability to differentiate any pair of inputs, known as separability \cite{53}, the fading memory in the past and the independence of the reservoir initialization (echo state or convergence property) \cite{69}. This guarantees that after a transient time the reservoir output depends only on the recent input sequence. Recent proposals for quantum reservoir computing have been reviewed in \cite{48}.

The quantum reservoir computer considered in this work consists of a qubit network evolving in time under the action of the disordered transverse-field Ising Hamiltonian \cite{50, 53}:

$$\hat{H} = \frac{1}{2} \sum_{i=0}^{N-1} h \hat{\sigma}_i^z + \sum_{i<j} J_{ij} \hat{\sigma}_i^x \hat{\sigma}_j^x.$$ \hspace{1cm} (C1)

In all the numerical simulations, we used \( N = 6 \) qubits and randomly generated a single set of qubit-qubit couplings \( J_{ij} \) from a uniform distribution in the interval \([-J_s/2, J_s/2]\), where \( J_s \) is set as a reference unit. We have checked that the deviations introduced by different coupling realizations is not relevant in our analysis, as can be seen in the example of Appendix D. The external magnetic field and the time interval, respectively, are fixed at \( h = 10J_s \) and \( \Delta t = 10/J_s \) so that the reservoir is in an appropriate dynamical regime where the system tends to thermalize \cite{53}. The input is represented by a sequence \( \{s_0, s_1, \ldots, s_k, \ldots\} \) and is injected into the system by rewriting a node state \( \psi_k^n \) every time step \( k \). In particular, we consider encoding a real input \( s_k \in [0, 1] \) in one qubit (labeled by 0) by setting it at each time into a pure state \( |\psi_k\rangle = \sqrt{1-s_k}\ket{0} + \sqrt{s_k}\ket{1} \) \cite{25}. The resulting evolution after input injection is given by the completely positive trace-preserving map \( L_k[\rho] = \hat{U} (\rho_{\text{in}}^k \otimes \hat{T}_{\text{in}}[\rho]) \hat{U}^\dagger \) \cite{50, 53}. This fully defines the unperturbed state dynamics in the case of the RSP and the RWP, as given by Eqs. 1 and 3.

1. QRC training and test

For task resolution, the QRC systems are trained in a supervised manner. Given the target output \( y_k \) for the input \( s_k \) in the training examples, a linear weighted combination of the reservoir observables is constructed to minimize the prediction error with a least-squares method \cite{54}. More precisely, the form of the predictions is

$$\hat{y}_k = \sum_{m=1}^{L} w_m (\hat{O})_{k,(m)} + w_{L+1},$$ \hspace{1cm} (C2)

where \( w_m \) are the free parameters (weights) to be optimized, including the bias term \( w_{L+1} \). The total number of weights employed, \( L \), depends on our particular choice for the observable set. For instance, when we consider the expectation values of \( \hat{\sigma}_i^x, \hat{\sigma}_i^z \), and \( \hat{\sigma}_i^x \) for all qubits, then \( L = 3N \).

For the STM task, we consider a total dataset of \( N_t = 1000 \) time steps. The initial \( N_{\text{wto}} = 20 \) instants within the washout time are discarded. This value, in agreement with previous results \cite{70}, is long enough to guarantee a nearly identical performance between the RSP and the RWP. It is also valid for the OLP even if a shorter time could be enough, as the memory of the system is reduced for increasing values of \( g \) due to back-action. The weights in Eq. (C2) are optimized using the following 735 time instants and the last 245 time steps constitute the test set, where the learned weights are used to evaluate the accuracy of the QRC system.

For the Santa Fe task, the data set is comprised of \( N_t = 2000 \) time steps. The first \( N_{\text{wto}} = 20 \) time steps are again discarded. The following 70% instants are used to train the weights, while the test prediction error is evaluated for the last 30% steps.

The QRC performance is quantitatively evaluated through the capacity

$$C \equiv \frac{\text{cov}(y, \tilde{y})}{\text{var}(y) \text{var}(\tilde{y})}.$$ \hspace{1cm} (C3)

where \( \text{cov}(y, \tilde{y}) \) indicates the covariance between the two series and \( \text{var}(y) \) is the variance. \( C \in [0, 1] \) and perfect predictions are obtained with \( C = 1 \).

Appendix D: QRC performance considering different random qubit networks

All the results in the main text can be consistently reproduced when considering different realizations of the disordered Ising model in Eq. (C1). In Fig. 6, we show as an example the STM sum capacity depending on \( g \) for single and two-qubit observables in the OLP, resembling Fig. 4(a) of the main text. All the lines correspond to the ideal case of \( N_{\text{meas}} \to \infty \) with back-action, adding Gaussian noise (with standard deviation given by Eqs. 11 and 12) in the observables for the dashed lines. The shadowed region displays the standard deviation when considering a sample of 100 networks, with different qubit-qubit couplings \( J_{ij} \). We see that no large variations in the capacity are observed for different random networks, confirming the same qualitative behaviour that was obtained in Fig. 4(a) of the main text for a single realization.

We also note that while we have obtained the results in the main paper mostly considering monitored quantum trajectories, here instead we have estimated the effect of statistical noise due to the limited ensemble size by introducing a single realization of Gaussian noise. This stochastic fluctuation of zero mean and standard deviation given by Eqs. 11 or 12 (depending on which observable we use) accounts for the largest deviation we
could find in an experiment with a given measurement strength $g$ and number of measurements $N_{\text{meas}}$.

Appendix E: QRC performance using second order moments

The output layer of QRC can be based on different observables and in the main body of the paper we illustrate the performance mostly considering first-order moments. Here, we provide more detailed results when considering two-qubit observables in the x, y and z directions. We start by showing the impact of weak/strong measurement on the two Pauli operators strings complementing Fig. 2 in the main text. In Fig. 4 we see that also these observables follow the unperturbed dynamics for weak measurement, while qubit correlations in the x and y directions are erased due to strong measurement back-action, so that only the z components follow the target even when strongly monitored. We can explain again this behaviour because of a dynamics mostly aligned in the z-direction of the reservoir.

Figure 6 shows the STM capacity of the two-qubit observables against the delay of the target, similar to Fig. 3(a) for single-qubit observables. However, in this case we study the OLP for $g = 0.5$ instead of $g = 0.3$. Here, the unperturbed case shows a memory tail that decays slower than for single-qubit observables, which is reasonable since we are using more observables. And again the RWP and RSP (blue symbols), for a finite number $N_{\text{meas}} = 1.5 \cdot 10^6$ of measurements, reach the performance of the unperturbed case. With respect to the OLP, the measurement strength is critical, but the situation is different to the case of single-qubit observables. For $g = 10$ (green symbols), there is an exponential memory decay in terms of $\tau$, while $g = 0.5$ (orange symbols) preserves the memory plateau of the unperturbed case for small delays. But while we observed in Fig. 3(a) that weak measurements preserved the whole tail of memory, here we do not see this behaviour for the longer delays.

In the main text, we explained the hindered performance of $g = 10$ as the result of both back-action and statistical noise, but the latter has now an important role for $g = 0.5$. In fact, as can be seen in Eq. (12), now the dependence on $g$ makes necessary a much larger number of measurements to reduce the statistical error. Assuming infinite measurements (ideal cases with back-action, represented by colored continuous lines), we can isolate the effect of the back-action with respect to the

---

**FIG. 6.** STM sum capacity depending on $g$ for different kind of observables in the OLP averaged over 100 different qubit-qubit couplings $J_{ij}$ realizations. Solid lines represent the ideal values when $N_{\text{meas}} \to \infty$. Dashed lines correspond to estimated values obtained again in the limit $N_{\text{meas}} \to \infty$ but adding a Gaussian noise to the observables. The shaded regions correspond to the standard deviation over couplings’ realizations. Vertical dashed lines represent the values of $g = 0.3$ (red) and $g = 0.5$ (orange). In the plot legend, $\alpha = x, y, z$, and $i, j = 1, ..., N = 6$. All data shown correspond to the test set.

**FIG. 7.** Two-qubit observables in the x, y and z directions. Solid lines correspond to the ideal values with the effect of measurements on the system (black) and the unperturbed case (grey), respectively. In symbols, the estimated values obtained by numerically simulating the measurement process with $N_{\text{meas}} = 1.5 \cdot 10^6$ by following the OLP are represented. Panels (a), (c), and (e) correspond to a weak measurement strength, $g = 0.3$; whereas in panels (b), (d), and (f) strong measurements, $g = 10$, are performed. The input is encoded into the state of qubit 0 (see Appendix C). In each panel, from bottom to top, we plot the observables corresponding to the following pairs of qubits: $i = 0$, $j = 1$; $i = 0$, $j = 2$; and $i = 1$, $j = 2$. 

For $g = 10$ (green symbols), there is an exponential memory decay in terms of $\tau$, while $g = 0.5$ (orange symbols) preserves the memory plateau of the unperturbed case for small delays. But while we observed in Fig. 3(a) that weak measurements preserved the whole tail of memory, here we do not see this behaviour for the longer delays.

In the main text, we explained the hindered performance of $g = 10$ as the result of both back-action and statistical noise, but the latter has now an important role for $g = 0.5$. In fact, as can be seen in Eq. (12), now the dependence on $g$ makes necessary a much larger number of measurements to reduce the statistical error. Assuming infinite measurements (ideal cases with back-action, represented by colored continuous lines), we can isolate the effect of the back-action with respect to the
statistics. In this situation, the performance is considerably improved, but still, the strong back-action effect of \( g = 10 \) affects the memory of the reservoir for the longer delays. Applying a Gaussian noise with a standard deviation given by Eq. (12) to these ideal cases, we recover the OLP with finite samples.

Finally, Fig. 9 is the two-qubit representation of Figs. 4(b) and (c) of the main text. The STM capacity sum is represented as a function of the number of measurements for all the protocols, taking \( g = 0.5 \) for the weak measurements of the OLP. In (a) we find that the sum capacities of the RSP and RWP increase almost to converge to the unperturbed case. But in this case, it is required to increase the number of measurements by almost one order of magnitude with respect to the single-qubit case to see this saturation. Accordingly, in the OLP the increase of the sum capacity is also displaced to larger values of \( N_{\text{meas}} \). As for single-qubit observables, \( g = 10 \) in the OLP shows a slower convergence of the sum capacity. In contrast, \( g = 0.5 \) shows a steeper slope, indicating the possibility of reaching the ideal sum capacity for a smaller \( N_{\text{meas}} \). Figure 9(b) displays the STM sum capacity in terms of the experimental time to indicate the real needed resources by each protocol. As discussed in the main text, the RSP is very inefficient in comparison with the RWP. Now, the examples of OLP require a longer experimental time to reach the same sum capacity as in the RWP. This behavior indicates that the back-action of \( g = 0.5 \) is strong enough to be detrimental for the performance.

Appendix F: Memory capacity \( C(\tau = 1) \) and non-classical signatures of QRC

The maximum STM capacity is obtained when targeting the shortest possible delay, that is delay \( \tau = 1 \), and it progressively decays with delay. In the main text, we have illustrated the ability of the system to reproduce the target for delay \( \tau = 2 \) while here we add the plots in the more favorable case \( C(\tau = 1) \). We also show separately the effect of measurement in all the directions.

Figure 10 represents a time window of the target values (grey) and the predictions obtained for the projection observables (color) in directions x, y and z. These predictions correspond to the OLP, where left panels are produced with weak measurements (\( g = 0.3 \)) and right panels are produced with strong measurements (\( g = 10 \)). For weak measurements (left panels (a), (c) and (e)), the contributions from all three directions are significant. However, in the strong measurement case (right panels (b), (d) and (f)), contributions from x and y directions are drastically reduced, in particular the y-direction. As in Figs. 3(b) and (c) of the main text, we can explain the difference in performance between weak and strong measurements in terms of the dynamics of the reservoir. Even with a dynamics that produces states mostly aligned in the z-direction, back-action of weak measurements does not destroy the remaining small quantum coherences of the dynamics. In this way, single-qubit observables in all directions can provide memory. On the other hand, strong measurements in the x and y directions destroy these small coherences, finding that contributions to the memory could become negligible as in the y-direction.

When dealing with quantum information processing protocols, a central issue is the possible performance improvement with respect to some meaningful classical limit. In the case of QRC, the most immediate evidence of such an improvement is given by the large size of the Hilbert space with respect to the number of physical nodes. In our model, the classical limit can be identified with the regime where the back-action does not affect the dynamics. As all the processing is performed along a fixed direction, with no quantum coherence involved. In this sense, while we have not investigated the classical limit of the model (for instance corresponding to the absence of the external magnetic field), clear evidence of such an advantage can be found both in recognition and forecasting.
protocols as all linear independent observables, including noncommuting operators, contribute to give the total processing capability of the system.

Appendix G: Experimental time resources and derivation of equation (15)

If the measurement process takes time $\tau_M$ and the system has to be reset to continue the experiment with an associated preparation time, $\tau_R$, the expressions for the experimental time corresponding to the RSP, the RWP, and the OLP are, respectively:

$$t_{\text{exp}}^\text{RSP} = t_{\text{exp}}^\text{RWP} + 3N_{\text{meas}} \left( \frac{1}{2} N_f (N_f + 1) \Delta t \right), \quad (G1)$$

$$t_{\text{exp}}^\text{RWP} = 3N_{\text{meas}} (\tau_{\text{wo}} + (\tau_{\text{wo}} + \tau_R + \tau_M)N_f), \quad (G2)$$

$$t_{\text{exp}}^\text{OLP} = 3N_{\text{meas}} (\tau_{\text{wo}} + (\Delta t + \tau_M)N_f). \quad (G3)$$

The factor 3 accounts for the need for non-simultaneous measurements for the x, y, and z directions; and $N_f = N_t - N_{\text{wo}}$, where we remind that $N_t$ is the total number of time steps $k$ in the input time-series. In the main text, we have considered that the measurements are done instantaneously and that the time for resetting the system is negligible, namely $\tau_M = \tau_R = 0$.

In the following lines, we provide the details of the derivation of Eq. (15) and the equivalent for two-qubit observables from these last equations. We start with the condition:

$$t_{\text{exp}}^\text{OLP} \leq t_{\text{exp}}^\text{RWP}. \quad (G4)$$

By replacing (G1) and (G3) in this last expression, we obtain:

$$\frac{N_{\text{OLP}}}{N_{\text{meas}}} \leq \frac{\tau_{\text{wo}} + (\tau_{\text{wo}} + \tau_R + \tau_M)N_f}{\tau_{\text{wo}} + (\Delta t + \tau_M)N_f}. \quad (G5)$$

In the right part of the inequality, we consider the case when the number of time steps is sufficiently large to neglect the first washout-time term in both the numerator and the denominator. Namely, $N_{\text{wo}} \ll N_t$. In addition, we assume that the measurement time is the same in both protocols and very fast, i.e. $\tau_M \ll \Delta t$, and that $\tau_R \ll \tau_{\text{wo}}$. With all these assumptions, we end up with:

$$\frac{N_{\text{OLP}}}{N_{\text{meas}}} \leq N_{\text{wo}}. \quad (G6)$$

One main difference between the online and the RWP is the measurement strength used. In the RWP, a projective measurement is the best choice as the back-action effect is irrelevant. However, for the OLP, the measurement strength has to be tuned so that it is sufficiently weak to have a system with exploitable memory but strong enough to extract information and reduce the required number of measurements. Consequently, the number of measurements for achieving the same statistical error in the observables depends on the protocol. The relations between measurements with different measurement strength were derived in Appendix G Eqs. (B12) and (B23). By using these equations, we find for single-qubit and two-qubit observables, respectively:

$$\frac{N_{\text{OLP}}}{N_{\text{meas}}} = \frac{(1 + g^2)g^2}{(1 + g^2)g^2}, \quad (G7)$$

$$\frac{N_{\text{OLP}}}{N_{\text{meas}}} = \frac{(1 + 2g^2 + g^4)g^4}{(1 + 2g^2 + g^4)g^4}. \quad (G8)$$

$g$ is the measurement strength of the OLP. A projective measurement in the RWP is achieved in the limit of large $g'$, so that the two previous equations are simplified, respectively, to:

$$\frac{N_{\text{OLP}}}{N_{\text{meas}}} = \frac{1 + g^2}{g^2}, \quad (G9)$$

$$\frac{N_{\text{OLP}}}{N_{\text{meas}}} = \frac{1 + 2g^2 + g^4}{g^4}. \quad (G10)$$

At this point, we can relate the value of $g$, which is always $g \geq 0$, with the number of washout time steps in order to have the same statistical error with both protocols and to have a faster OLP.

For single-qubit observables, we obtain the condition:

$$\frac{1 + g^2}{g^2} \leq N_{\text{wo}}, \quad (G11)$$
which leads to Eq. (15) in the main text:

$$g \geq \sqrt{\frac{1}{N_{\text{wo}}} - 1}. \quad \text{(G12)}$$

For two-qubit observables, we have:

$$1 + 2g^2 + g^4 \leq N_{\text{wo}}, \quad \text{(G13)}$$

that finally reads as:

$$g \geq \sqrt{\frac{1}{\sqrt{N_{\text{wo}}} - 1}}. \quad \text{(G14)}$$

For example, for $N_{\text{wo}} = 20$, the measurement strength should be $g \gtrsim 0.54$.
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