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SUMMARY  Embedded software often interacts with multiple inputs from various sensors whose dependency is often complex or partially known to developers. With incomplete information on dependency, testing is likely to be insufficient in detecting errors. We propose a method to enhance testing coverage of embedded software by identifying subtle and often neglected dependencies using information contained in usage log. Usage log, traditionally used primarily for investigative purpose following accidents, can also make useful contribution during testing of embedded software. Our approach relies on first individually developing behavioral model for each environmental input, performing compositional analysis while identifying feasible but untested dependencies from usage log, and generating additional test cases that correspond to untested or insufficiently tested dependencies. Experimental evaluation was performed on an Android application named Gravity Screen as well as an Arduino-based wearable glove app. Whereas conventional CTM-based testing technique achieved average branch coverage of 26% and 68% on these applications, respectively, proposed technique achieved 100% coverage in both.
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1. Introduction

Testing of embedded software is well-known to be time-consuming and technically challenging in that multiple sensors often continuously feed inputs to software and that feedback control from actuators has an impact on subsequent inputs. Developers generate test cases based on known dependency relations, and Sieg[12] proposed how to perform dependency analysis on input/output elements. Embedded software testing techniques sometimes rely on unrealistic assumptions that inputs are independent of each other, and Classification Tree Method (CTM) [1] is such an example. Unfortunately, test cases generated based on such assumptions are often insufficient to achieve adequate quality assurance[11], and the difficulty of testing grows significantly if there are more dependencies to consider.

Two recent crashes of Boeing 737 Max 8 aircrafts [3] offer important lessons to learn. It appears that, when developing software for Maneuvering Characteristics Augmentation System (MCAS) system, Boeing did not fully understand or analyze complex dependencies among AoA (Angle of Attack) sensor malfunctions, stall warnings, movement of the fuselage, and pilot’s flight decisions. In addition to several hundred lives lost in the crashes, MCAS design flaw is estimated to have caused Boeing more than $20 billion in cost.

While exhaustive testing is ideal, especially when applied to safety-critical software, it is well-known to be impractical. As a practical alternative, we propose to use usage log to identify dependency relations that are either untested or insufficiently tested in embedded software. Usage log is analogous to data collected by black boxes (or data recorders) often installed in aircrafts and vehicles. It has been traditionally used primarily for investigative purpose when analyzing what caused accidents.

One might argue that it is perhaps unrealistic to expect that usage log is available while software is being developed. One could also argue that usage log may not contain relevant and accurate enough information to enable detection of potential errors in the System Under Test (SUT).

Perhaps one might confuse the roles of usage and test logs. The former is not to determine if SUT successfully delivers the expected functionality. Rather, it is a collection of data that represent environmental inputs SUT is expected to work under. Therefore, usage log does not require the presence of expected output from SUT. It is important to understand that usage log need not be generated from SUT itself. If SUT is an enhancement on existing systems, usage log collected from an earlier system is often adequate. Logs collected from competing products can also be used if sensor inputs are compatible.

Figure 1 illustrates how the proposed approach works. First, we develop a preliminary model on behavior of each environmental component (e.g., sensor or input) based on existing information on SUT or developer’s domain-knowledge (i.e., step A). If sensor input has values in multiple dimensions (e.g., accelerometer sensor inputs in x, y, and z axes), behavioral models could be developed separately.

Preliminary model might be imperfect in that some states or transitions are missing or incorrect. Using the technique published in [4], each model is first analyzed individually to ensure its correctness and completeness. Usage log contains information on time-triggered sensor inputs to embedded software, and it may reveal states or transitions that are incorrect or currently missing but feasible. (See [4] for further details.) This step results in obtaining individually complete and correct state models of environmental components, but dependency relations among environmental com-
ponents have not been analyzed.

Brute-force compositional analysis is likely to result in state and transition explosion for embedded software interacting with multiple sensors and actuators. Therefore, we use information included in usage log to identify dependencies that are highly unlikely to occur in deployment and therefore safe to ignore in testing.

An important contribution of this paper is that usage log is highly useful in performing systematic dependency analysis and that usage log is an effective source in improving coverage and adequacy of existing test cases. Missing or insufficiently tested dependencies among environmental components can be identified and additional tests generated.

This paper is organized as follows. Section 2 describes each step of the proposed approach in greater detail using an illustrative example. Section 3 discusses the performance of our technique when applied to a wearable glove based on Arduino, and an Android application Gravity Screen [5]. When evaluated on hypothetical software errors seeded into software using mutation technique, our technique demonstrated superior performance when compared against the widely used CTM testing technique. Section 4 concludes the paper.

2. Usage Log-Based Testing and Identification of Dependencies among Environmental Components

2.1 Preliminary Behavioral Model of Individual Environmental Component

In order to perform systematic testing of embedded software, it is necessary to develop correct and complete environmental model that capture both behavior of each component (e.g., sensor) and dependencies among them. Development of a global state model may appear attractive, such effort is likely to be too complex and error-prone. As an alternative, we propose to develop a state model for each environmental component in isolation. During this process, some states and transitions that are known to be irrelevant (or indistinguishable) in terms of interaction with other components may become simplified (e.g., masked). For example, in the case of accelerometer used by Gravity Screen app [5], detailed and accurate behavior model of y axis input is shown in Fig. 2 (a). Behavioral model could be simplified if Gravity Screen app requires different response to inputs only around the threshold value of 6. Masking process may also remove irrelevant guard conditions in the model. For example, guard condition unrelated to y (e.g., z > 8.8) is removed.

If usage log mapping onto preliminary model detect missing transitions, they are added so that complete and correct behavioral model for each environmental component is obtained.

2.2 Compositional Analysis and Dependency Identification

Once the behavior of the individual model is validated and simplified, compositional models are automatically generated by applying a Cartesian product of the state models. While compositional models include all of theoretically possible and exhaustive combinations of cases, some states and transitions are infeasible when deployed.

Usage log reflects the characteristics of sensor inputs the SUT is expected to encounter in deployment, and it provides useful insight on how size and complexity of compositional model can be reduced. See Fig. 3 (a) on how time-triggered usage log collected at t0 through t4 are mapped to the compositional model derived from individual models shown in Fig. 2 (b). Composite state y2z2 was automatically generated, but it is shown to never occur in reality. Such assertion would be safe to make only if usage log contains large and representative enough information on the environment with which SUT interacts. As shown in Fig. 3 (a), each data sequence in usage log may contain partial dependency relation among environmental components. Mapping of all data sequences in usage log would reveal all of the feasible transitions in the compositional model. This step is repeat-
edly applied to all possible combinations of environmental inputs. See Fig. 3 (b) for illustration.

2.3 Test Coverage Enhancement Based on Dependency Relation

In the final phase of the proposed approach, existing test log is mapped onto the compositional model to measure its coverage and adequacy. Each test case contains time-sequenced inputs and expected actuator outputs. If some complex or subtle dependency relations are partially implemented, existing test cases would cover only a subset of feasible states and transitions in the compositional model. If implementation is incorrect, it is also possible that transitions that were never shown to occur in usage log may suddenly appear possible. All such anomalies are to be investigated as they are indicators of potential errors in embedded software.

Figure 4 illustrates that existing test sequences, TS#1 and TS#2, cover all three feasible states (e.g., $y_1z_1$, $y_1z_2$, and $y_2z_1$) but that some feasible transitions (e.g., $t_2$ and $t_6$) remain uncovered. It means that additional test sequences (e.g., TS#3 and TS#4) are necessary by applying state model-based testing techniques such as [6]. Mapping of test log onto the compositional model provides invaluable insights on which part of software further testing resource must be allocated.

One must understand that coverage value may vary depending on the chosen criteria. For example, 79% coverage of statement/branch coverage may yield only 67% coverage when expression coverage is chosen instead [9]. It is equally important to note that even 100% of chosen coverage criteria may fail to detect faults unless test cases are powerful enough to trigger generation of incorrect output [10].

3. Case Study

To investigate the effectiveness of the proposed approach, we performed testing experiments on two embedded applications and compared test coverage against the CTM-based technique. CTM-based test scenario was generated using a randomizer that continuously add test cases until it satisfies CTC2 (pairwise combination of classification-tree coverage) criterion [2]. We generated the CTM test scenario 10,000 times and measured its performance in terms of the average, minimum, and maximum coverages. See Table 1 for details.

The first experiment used embedded software running on an Arduino-based wearable glove. The device translates American sign language into text by reading the bend of fingers with five flex sensors [13]. We collected the usage log of 6,297 entries, and the compositional analysis revealed 10 (or $5C_2$) pairs of dependencies on finger movements between the muscles and bones. We created state models of flex sensors, generated test scenarios, and compared to those generated by the CTM-based technique. We measured how many branches of the source code out of 26 branches correspond to the alphabet ‘A’ to ‘Z’ in American sign language. Test scenarios from the proposed method succeeded in covering 100% of the branch coverage, whereas the CTM test scenario achieved only 67.5% (or 16.2 out of 26) coverage on average. The maximum and minimum state coverage measures were 92.3% and 34.6%, respectively.

The other experiment was on Gravity Screen [5], an Android application that accepts input from 8 different environmental components including accelerometer and proximity sensors. It determines when the smartphone screen is best turned on or off. To apply the proposed method, we collected the usage log of 29,218 records by Samsung Galaxy S9+ smartphone. The compositional analysis revealed that there are 14 pairs of dependency relationships among environmental components, and we were able to significantly

| Table 1 Test result of experiment on Gravity Screen Android application |
|---------------------------|-----------------|----------|----------|----------|
|                           | Total num. | Avg | CTM Max | Min | Proposed method |
| Wearable glove Coverage   | 26         | 16.2 | (67.5%) | 9    | 26              |
| Gravity Screen Transition Coverage | 4,459 | 1,151 | 2,399 | 608 | 4,459 |
| Mutant kills              | 41         | 18.5 | (25.8%) | 5    | (34.6%) (100%) |

(41.2%) (68.2%) (12.2%) (75.6%)
reduce the size of the test scenario. If we choose to perform brute-force combinatorial testing, 28 (or \(\binom{8}{2}\)) different pairs of the state models would have required testing effort. In order to perform a realistic evaluation of potential software errors, we chose to inject some errors into software and compare the effectiveness of our approach against CTM testing technique. Because source code is not publicly available, we decompiled APK file by FernFlower Decompiler [7], generated 41 mutants of the APK file with MutAPK, the automatic mutation tool [8], and measured the effectiveness of testing using the following criteria: 1) percentage of covered transitions, and 2) number of mutants killed. Each mutant represents a sample of potential errors, and a test sequence is considered to have successfully detected the error if a mutant is killed. The CTM showed that only about a quarter (or 25.8\%) of transitions are covered, and only 18.5 out of 41 mutants are killed on the average. Our technique, however, successfully covered all of 4,459 feasible transitions found in the compositional model. In terms of mutants killed, our technique outperformed CTM testing technique in that 31 out of 41 mutants have been killed.

4. Conclusion

Embedded software testing poses a significant challenge to software engineers if complex and subtle dependencies exist among inputs. This is especially true if embedded software is deployed in safety-critical applications. Developers of embedded software may misunderstand the true nature of subtle dependencies. Or, developers may have underestimated the importance and significance of some of the known dependencies. Such shortcomings might result in serious quality issues with embedded software, and existing testing technique such as CTM may become inadequate.

In this paper, we proposed how usage log can offer invaluable help to developers and test engineers of embedded software. While usage log had primarily been used primarily for investigative purposes, it is highly useful during development in identifying some dependencies untested or insufficiently tested. We use usage log to obtain a complete and consistent behavior model of each environmental component, and it is also used to filter only feasible states and transitions when compositional dependency analysis is performed. Mapping of test logs on compositional models may reveal untested or insufficiently tested aspects of embedded software, and additional test cases are generated using model-based testing technique such as [6]. Experimental evaluation on different applications convincingly demonstrated that our technique is powerful and effective.
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