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ABSTRACT

Using NASA Infrared Telescope Facility SpeX data from 0.8 to 4.5 μm, we determine self-consistently the stellar properties and excess emission above the photosphere for a sample of classical T Tauri stars (CTTS) in the Taurus molecular cloud with varying degrees of accretion. This process uses a combination of techniques from the recent literature as well as observations of weak-line T Tauri stars to account for the differences in surface gravity and chromospheric activity between the T Tauri stars and dwarfs, which are typically used as photospheric templates for CTTS. Our improved veiling and extinction estimates for our targets allow us to extract flux-calibrated spectra of the excess in the near-infrared. We find that we are able to produce an acceptable parametric fit to the near-infrared excesses using a combination of up to three blackbodies. In half of our sample, two blackbodies at temperatures of 8000 K and 1600 K suffice. These temperatures and the corresponding solid angles are consistent with emission from the accretion shock on the stellar surface and the inner dust sublimation rim of the disk, respectively. In contrast, the other half requires three blackbodies at 8000, 1800, and 800 K, to describe the excess. We interpret the combined two cooler blackbodies as the dust sublimation wall with either a contribution from the disk surface beyond the wall or curvature of the wall itself, neither of which should have single-temperature blackbody emission. In these fits, we find no evidence of a contribution from optically thick gas inside the inner dust rim.
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1 INTRODUCTION

It is now accepted, from studies of UV and optical spectroscopy and near-infrared (NIR) interferometry, that the excess emission shortward of 5 μm in spectral energy distributions (SEDs) of classical T Tauri stars (CTTS) arises mainly in two physical components. The first, responsible for the NIR excess, is the sharp inner edge, or “wall,” of the dust disk at which the disk temperature becomes high enough to sublimate the dust (Natta et al. 2001). Inside the dust-sublimation radius only gas remains, spiraling in until it is accreted onto the star through magnetospheric accretion columns. The second emission component, responsible for the UV and optical excess, is the accretion shock formed when material free-falling along stellar magnetic field lines merges with the stellar photosphere through a shock at the surface, where most of the accretion luminosity is emitted (Calvet & Gullbring 1998).

One can constrain the accretion rate and the structure of the inner disk wall from the shape, absolute flux, and line emission seen in the excess. However, extracting the excess from the observed spectrum requires subtracting the underlying stellar photosphere and correcting for extinction along the line of sight. This is typically accomplished by identifying the photospheric template that best matches the intrinsic stellar spectrum of the program star, assuming that the weaker absorption features in the program star are due to the excess continuum emission filling in, or “veiling,” these features. By comparing the difference in feature depth or equivalent width between the program star and template it is possible to determine the fraction of the observed flux contributed by the stellar photosphere (Basri & Batalha 1990; Hartigan et al. 1995; Muzerolle et al. 2003; Espaillat et al. 2010). The slopes of the veiling-corrected spectrum over a range of wavelengths can be compared with that of the intrinsic template to derive the extinction, A_v. Subtraction of the intrinsic template, offset from the observed spectrum by the appropriate degree of veiling, from the extinction-corrected observed spectrum yields the veiling spectrum (Gullbring et al. 1998a; Seperuelo Duarte et al. 2008; Fischer et al. 2011). If the derived excess spectrum is absolutely flux calibrated, e.g., with simultaneous photometry, then one also can obtain sizes of its emitting regions.

The NIR excess is of particular interest as it measures directly the inner disk emission, thus providing insight into the state of the inner disk and its effect on the outer disk. For example, the
maximum grain size and composition in the wall dust population affect its shape and hence the emitting area (Isella & Natta 2001; Dullemond & Dominik 2004). The geometry of the wall relative to the disk behind it determines how much stellar emission is incident on the outer disk; if the wall “shadows” the disk it would prevent the middle few AU from being heated effectively, producing less flaring (Natta et al. 2001; Dullemond et al. 2001; Meeus et al. 2011, and references therein). The geometry of the wall relative to the disk behind it determines how much stellar emission is incident on the outer disk; if the wall “shadows” the disk it would prevent the middle few AU from being heated effectively, producing less flaring (Natta et al. 2001; Dullemond et al. 2001; Meeus et al. 2011; Dullemond & Dominik 2004).

In practice it can be difficult to successfully apply the standard approach for excess extraction. Careful selection is required to avoid lines that show differential veiling due to chromospheric emission (Finkenzeller & Basri 1987; Batalha & Basri 1993). It is also essential to select the correct template star; the best choice is a weak-line T Tauri stars (WTTS), which does not accrete and has no NIR excess. These stars are quantitatively distinguished from the CTTS by the strength of their Hα emission lines (White & Ghez 2001). Of possible template stars, WTTS have the closest physical properties to the CTTS, including active chromospheres, comparable metallicities, and similar surface gravities. The latter is an essential consideration, as T Tauri star (TTS) have surface gravities between those of dwarfs and giants. Studies comparing these templates indicate that dwarf standard stars provide an acceptable match to TTS photospheres at optical wavelengths (Basri & Batalha 1993). However, many of the strong NIR absorption features are gravity-sensitive, and the effect of surface gravity on the molecular bands near 1.65 μm produces a distinctive triangular shape in the continuum emission that must be accounted for when determining the excess over that region (see Gray & Corbally 2009, Figure 9.6).

Here we use an infrared spectrograph, SpeX, to study the NIR excess in 10 accreting TTS. SpeX is the ideal instrument for this project, as it obtains continuous 0.8–2.5 μm coverage. In this paper, we develop methods of veiling determination that account for the intermediate surface gravities of TTS and identify a set of lines that appear to have minimal effects from chromospheric activity. Using these veiling values and WTTS template stars, we extract the excess above the photosphere in each of our targets. We then perform a model-independent blackbody analysis to place constraints on the temperatures and emitting areas of the excess component, testing in the process the possibility of optically thick emission from inside the dust sublimation radius.

### 2. OBSERVATIONS AND DATA REDUCTION

#### 2.1. Sample Selection of CTTS and WTTS

Our initial sample of eight stars was selected from the Taurus-Auriga molecular cloud complex for which we have Spitzer Infrared Spectrograph (IRS) spectra (Furlan et al. 2006) that (1) do not indicate the presence of gaps or other radial structure in their disks, (2) show a range of apparent excess in the NIR, based on Two Micron All Sky Survey (2MASS) photometry and their spectral types (SpTs) in the literature, and (3) show a range of mass accretion rates from the literature. Additional observations of two bright WTTS were included at our two most common SpTs (K7 and M2) for use as photospheric templates. The CTTS are all single stars, within a detection limit of Δm_K = 2 at separations greater than 20 mas, while the WTTS, LkCa 3 and V827 Tau, are subarcsecond binaries (Kraus et al. 2011). For the purposes of studying the excess over the photosphere, using binaries is obviously unideal. However, based on their colors, the companions to LkCa 3 and V827 Tau are M6 and M5 and contribute less than half of the total flux in the NIR (45% at K, for LkCa 3 and 37% at H for V827 Tau; White & Ghez 2001; Kraus et al. 2011). Since these types will peak around the H or K band (Kenyon & Hartmann 1995; Rayner et al. 2009), they should be responsible for less flux than this at the i, z, and J bands. Nonetheless, in Section 3, we demonstrate several techniques and checks to minimize the impact of the WTTS' binarity on our analysis. The 2MASS magnitudes and stellar parameters of our sample are given in Tables 1 and 2, respectively. For each target we obtained spectra and photometry.
2.2. Spectroscopy

The spectra were obtained with SpeX (Rayner et al. 2003) at the NASA Infrared Telescope Facility (IRTF) on 2010 December 1–3. We observed our targets with the long-wavelength, cross-dispersed 2.1 μm mode (LXD) with the 0.5′ × 15′ slit (R = λ/Δλ ∼ 2000) covering 2.1–4.5 μm. Following each LXD observation, we also observed the targets in the short-wavelength, cross-dispersed mode (SXD) with the 0.3′ × 15′ slit (R = 2000) from 0.8 to 2.5 μm. Our SXD integration times were selected to have S/N > 100 in the H band, while our LXD times were selected for S/N ∼ 20 at the K band. The data were obtained with the slit rotated to the parallactic angle and in an ABBA nod pattern.

The spectra were reduced with the Spextool package (Cushing et al. 2004). We sky-subtracted each individual exposure using the opposite nod positions, extracted them separately, scaled each spectrum in the set to the collective median value, and combined them using the robust median option. Spextool includes a package to correct for telluric absorption and perform relative flux calibration (Yacca et al. 2003) using observations of A0 stars. These stars provide a relatively featureless continuum in the infrared against which the telluric absorption features can be clearly identified and removed. Relative flux calibration is achieved by comparison of the telluric standard with a high-resolution model of Vega. This process first requires the removal of the intrinsic hydrogen series absorption lines in the underlying spectrum of the telluric standard, which can be accomplished using either the instrument profile or a convolution between the telluric standard and Vega model. The advantage of convolution is that it produces a better correction than the instrument profile; however, it requires an individual hydrogen line with a sufficiently high signal-to-noise ratio (S/N). For these data, we were able to perform the convolution with Vega using the Paschen δ and Brackett γ lines, respectively.

Unfortunately, half of our observations in SXD had airmass differences greater than 0.1 between the targets and the nearest telluric standard observation. All but two of the target observations were bracketed in airmass between two telluric observations. For the targets with a poor match in airmass to any individual A0 star observation, we were able to produce an improved correction by taking an average of the two spectra of the program star, each corrected with one of the bracketing telluric observations and weighting by the airmass difference with the program star.

Finally, the telluric-corrected, combined spectrum for a given order was merged with the neighboring order to produce a continuous spectrum. We then excised the portions of each spectrum corresponding to the large telluric bands with less than 10% transmission, e.g., 1.35 < λ < 1.45 μm, as these regions were too noisy to use. The LXD spectra were scaled to the SXD spectra between 2.29 and 2.35 μm and spliced together at the point of equal S/N. The final spectra are displayed in Figure 1.

2.3. Photometry

To flux calibrate our spectra, following each observation we imaged the target with the guide camera (0.1185 arcsec pixel−1) at K in a seven-position dither pattern. We then observed a photometric standard from the extended list of UKIRT faint standards (Hawarden et al. 2001), which was typically fainter than the targets. Conditions were photometric, and integration times were chosen to maintain the same number of counts per pixel between the target and standard to avoid differences in the level of nonlinearity. The binary WTTS were not resolved, and the photometry listed for them in Table 1 is for both components. The unregistered images of the photometric standard were median combined to create a master flat, as they typically had longer exposure times. After applying the flat field image to the data for the target and standard, we registered and median-combined the flat-fielded images for each target. Photometry was extracted from the final image using IRAF’s phot routine, with a gain of 14 e−/DN, an instrumental zero-point magnitude of 20.57 at K, an aperture of 10 pixels, and a sky annulus from 30 to 35 pixels. For each night we then derived a photometric solution using the observations of our standards at all airmasses and applied it to the data. The resulting photometry is given in the last column of Table 1; roughly half of the targets differ by at most 0.1 mag between our measurement and their 2MASS magnitudes, while the other half differ by up to 0.5 mag. Since TTS are highly variable, these differences are likely genuine.

2.4. Ancillary Spectroscopy

To test our infrared spectral typing, we needed optical SpTs obtained with a comparable technique, i.e., comparison of equivalent widths between the TTS and photometric standards. To this end we used archival, low-dispersion optical spectra obtained at the 1.5 m telescope of the Whipple Observatory with the Fast Spectrograph for the Tillinghast Telescope (FAST; Fabricant et al. 1998) on the Loral 512 × 2688 CCD. Spectral coverage of ∼3600–7500 Å with a resolution of ∼6 Å was achieved with the standard configuration used for FAST COMBO projects: a 300 groove mm−1 grating and a 3′ wide slit. The data were reduced at the Harvard-Smithsonian Center for Astrophysics using software developed specifically for FAST COMBO observations and were wavelength-calibrated and combined using
standard IRAF routines. Spectra for all of our targets were obtained in 1995 and 1996 as part of Program 30 (PI: Kenyon; Kenyon et al. 1998) and are publicly available in the FAST database.  

3. ANALYSIS: SEPARATING THE EXCESSES AND T TAURI PHOTOSPHERES

To constrain the physical parameters of the regions in which the NIR excess is emitted, we need to extract the flux-calibrated spectrum of this excess as a function of wavelength. Since the excess falls in or “veils” absorption lines, we can measure it by comparing line strengths of the program stars with those of photospheric templates, in this case the two WTTS. To obtain the absolute flux of the excess, we also need the extinction toward the star, AV, which can be estimated by comparing the slopes of the program star and the template. However, the line strengths of the program star are affected by both veiling and the star’s SpT, while the slopes are affected by those parameters and AV, so we need to determine SpTs, veiling, and AV simultaneously from the same data set.

The degree of continuum veiling can be defined by the term $r_{\lambda} = (F_V(\lambda)/F_c(\lambda))$ and related to the line, continuum, and excess fluxes, $F_l$, $F_c$, and $F_V$, respectively, by

$$
\frac{F_l(\lambda)}{F_c(\lambda)} = \frac{F_l^{\text{phot}}(\lambda) + F_V(\lambda)}{F_c^{\text{phot}}(\lambda) + F_V(\lambda)} = 1 + r_{\lambda}.
$$

(1)

where the superscript phot indicates the intrinsic flux of the underlying photosphere. Hartigan et al. (1995) use Equation (1) to fit a single value of $r_{\lambda}$ to several lines at once, and this has become the most common technique used to determine veiling in the recent literature (e.g., Muzerolle et al. 2003; Fischer et al. 2011). Alternatively, the veiling can be written in terms of the equivalent width, $W_{\lambda}$, assuming that the veiling is constant over the line:

$$
\frac{W^{\text{phot}}(\lambda)}{W(\lambda)} = 1 + r_{\lambda}.
$$

(2)

Basri & Batalha (1990) compare the two approaches and find that veilings determined by the latter method have less scatter, as one can reject lines known to experience differential veiling or surface gravity effects. We therefore use the equivalent width method to determine the veiling for each of our targets.

Equivalent widths of particular atomic lines and molecular bands are also used to determine SpTs, e.g., Hernández et al. (2004). The effects of continuum veiling on the SpT determination can be eliminated by considering instead the ratio of equivalent widths of two lines close enough in wavelength that their veiling is approximately constant (Basri & Batalha 1990; Luhrman & Rieke 1998; Vacca & Sandell 2011). Then their ratio should be equal to that of a photospheric template of the appropriate SpT. What constitutes “close enough” is unclear. Hartigan et al. (1989) find the veiling to be constant over 10–15 Å intervals at optical wavelength, where the veiling continuum is increasing in strength toward the UV. The slope of $r_{\lambda}$ versus $\lambda$ becomes flatter in the infrared (White & Hillenbrand 2004), so the veiling is likely constant over a larger interval at the SpeX wavelengths.

---

**Table 3**

| Species       | GO Tau | DS Tau | BP Tau | DE Tau | CI Tau | DR Tau |
|--------------|--------|--------|--------|--------|--------|--------|
| $\lambda$ (µm) |        |        |        |        |        |        |
| 0.81980      | Na     | 0      | …      | 0.4    | 0.3    | 0.1    | 2.7    |
| 0.88070      | Na     | 0      | …      | 0.4    | 0.3    | 0.1    | 2.7    |
| 0.97880      | Ti     | 0      | …      | 0.4    | 0.3    | 0.5    | 2.4    |
| 0.99150      | TiO    | 0      | 0.3    | 0.4    | 0.3    | …      | …      |
| 1.03440      | CaI    | 0      | 0.3    | 0.4    | 0.4    | 0.6    | 2.8    |
| 1.20870      | MgI/SiI| 0      | 0.4    | 0.4    | 0.4    | 0.6    | 2.6    |
| 1.31270      | AlI    | 0      | 0.4    | 0.5    | 0.4    | 1.0    | 2.5    |
| 1.50270      | MgI    | 0      | 0.4    | 0.4    | 0.4    | 0.6    | 2.8    |
| 1.57721      | MgI/FeI| 0      | 0.5    | 0.4    | 0.4    | 0.8    | 2.7    |
| 1.67550      | AlI    | 0      | 0.2    | 0.5    | 0.5    | 0.7    | 2.4    |
| 1.71130      | MgI    | 0      | 0.3    | 0.4    | 0.4    | 0.8    | 3.4    |
| 1.99340      | FeI/SiI/CaI| 0 | 0.4 | 0.6 | 0.7 | 3.2 | 3.2 |
| 2.11650      | AlI    | 0      | 0.1    | 1.1    | 0.8    | 0.9    | 1.7    | 6.7    |
| 2.29350      | CO     | 0.9    | 0.8    | 0.8    | 1.1    | 1.4    | 3.6    |

**Notes:** The formal uncertainties on the non-zero measurements were typically 0.1, except for CI Tau (typically 0.2–0.4) and DR Tau (typically 0.5–1).

* This line had poor signal-to-noise for this target.

a Features are in the vicinity of multiple emission lines, preventing a good continuum fit.

b Features are in regions of poor telluric correction.

d Features are below the continuum criterion of 2%.

3.1. Continuum Determination and Equivalent Widths

The first step in the procedure outlined above was to measure the equivalent widths of individual lines. This is relatively straightforward in certain spectral regions, e.g., the J or K band, but in the z and H band there are many molecular absorption features overlapping the atomic lines. Consequently, even if one does find a “good” absorption feature to measure, i.e., one with mainly one contributing absorber and good signal to noise, it is still difficult to define continuum regions for extracting the equivalent width. To overcome this issue, we use a technique outlined by Basri & Batalha (1990) for identifying the continuum wavelengths. To summarize, we choose as continuum points the wavelengths corresponding to the highest fluxes in the distribution of fluxes within some wavelength bin, after performing a $\sigma$-clip to remove obvious emission lines. We fit these points with a polynomial, divide out the continuum, fit each absorption line with a Gaussian, and use the analytic expression for the area of the Gaussian to compute the equivalent width. Uncertainties are propagated from the original uncertainties in the flux, and we employ an additional criterion that the equivalent width of the line must be greater than 0.2 Å, which is the rms uncertainty in regions of the spectra without obvious absorption lines. The lines that we ultimately decided to use are shown in the continuum-subtracted and normalized spectra of one of our WTTS and two CTTS in Figure 2. Identifications for each line are given in Table 3.

3.2. Comparison of Trends in $W_\lambda$ versus SpT between WTTS, Dwarfs, and Giants

We began our analysis with two assumptions. First, a WTTS with no infrared excess should be a representative photospheric template for a CTTS of the same effective temperature; i.e., the WTTS has no intrinsic continuum veiling. Second, we assumed the Basri & Batalha (1990) result that there are optical lines for which dwarf standard stars are acceptable representations of WTTS effective temperatures, and that if a star is spectral

---

10 FAST database: http://tdc-www.harvard.edu/cgi-bin/arc/search.
Continuum normalized SXD spectra for DR Tau (black), the strongest accreter in our sample, DE Tau (dark gray), a moderate accreter, and LkCa 3 (light gray), our M2 WTTS over the following bandpasses: (top) $i$ and $z$ bands, (middle-top) $z$ and $J$ bands, (middle bottom) $H$ band, and (bottom) $K$ band. Of these regions, the $H$ band typically has the best $S/N$. The absorption features used in this analysis are indicated with arrows, with identifications given in Table 3. We note that practically all of the absorption features in these spectra are real, spectrally unresolved blends of lines and refer interested readers to Rayner et al. (2009) for more detailed information.

typed with these lines, any deviations from the standard dwarf trends between $W_\lambda$ and SpT from 0.8 to 2.5 $\mu$m are due to the effects of surface gravity or differential veiling caused by chromospheric emission, as discussed in Section 1. In this way, we can use our WTTS standards to identify which infrared lines are surface gravity sensitive in TTS. Because our particular WTTS are binaries, we operated with the additional caveat that the lines we ultimately chose needed to be more sensitive to SpTs in the range of the primaries, K7 to M2, than to late M types, i.e., the SpTs of their companions.

To confirm that our WTTS standards had no excess and to determine qualitatively which of the CTTS were the most veiled, we constructed equivalent width versus SpT plots for the IRTF Spectral Library (Rayner et al. 2009) dwarf and giant standard stars over a sample of lines, as described in Appendix A. Since some “lines” were obviously spectrally unresolved line blends, not all of the features produced a clear trend as a function of SpT. However, there were several lines for which the equivalent width depended strongly on the SpT over the range predicted for our targets, ~K5 to M5.

We then derived optical SpTs for our TTS sample from the ancillary optical spectra (described in Section 2.4) with the SPTCLASS tool, an IRAF/IDL code based on the methods described by Hernández et al. (2004). The code computes SpTs for low mass stars (K to M5) by measuring the equivalent widths of 16 spectral features that are sensitive to changes in the stellar effective temperature. Each spectral index is calibrated using spectroscopic standards observed with FAST. For most of the program stars, these SpTs agree with those from the literature

11 SPTCLASS code: http://www.astro.lsa.umich.edu/~hernandj/SPTclass/sptclass.html.
to within 0.5 subclasses. We then overplotted the $W_\lambda$ for our sample on the dwarf and giant $W_\lambda$ trend plots, assuming the TTS optical SpTs from SPTCLASS.

From this comparison, there are lines over our whole wavelength range for which the WTTS lie on the dwarf trend curve at locations consistent with their optical SpTs, and in these lines it is easy to see the degree of veiling in the CTTS relative to the WTTS (see Al I doublet at 1.31270 $\mu$m in Appendix A, Figure 11 for example). In addition to our two WTTS, we identified two CTTS that have very low accretion rates and therefore are not veiled relative to the dwarf standards at the $z$, $J$, $H$, or $K$ bands at the resolution of our observations: FN Tau and V836 Tau. Both have infrared excesses from 5 to 40 $\mu$m indicative of dusty disks, as seen by Spitzer (Furlan et al. 2006). Because these CTTS are single within the limits of our selection criteria (see Section 2; Kraus et al. 2011) and have little to no veiling at our spectral resolution and sensitivity, we can use them as a check on the position of the WTTS in $W_\lambda$ versus SpT diagrams to ensure that we are not getting contamination from the WTTS’ companions in our $W_\lambda$ measurements. We will refer to these two stars henceforth as “weakly veiled CTTS” and assume that their SPTCLASS optical SpTs are accurate, as we did with the WTTS.

Using the two WTTS and the two weakly veiled CTTS, we define rudimentary $W_\lambda$ versus SpT trends for each line. It is obvious from the trends that the five other TTS are veiled, and that for most of the lines, this veiling is degenerate with the spectral classification. That is to say, a K7 star with moderate veiling could have the same equivalent width as either a K3 or M3 star with little veiling, depending on the shape of the trend. In addition, almost all of the deep lines ($\gtrsim$1 Å) are surface gravity sensitive, as indicated by the discrepancies between the dwarf and giant standard trends. This effect is particularly noticeable for lines in the $H$ band (e.g., Mg II 1.57721 $\mu$m line in Appendix A, Figure 11). In general, the TTS trends fall between the dwarf and giant trends, although the degree to which this is true varies on a line-by-line basis.

There are some lines, e.g., Mg II at 1.1833 $\mu$m, that show shallower features than can be accounted for by surface gravity effects (Appendix A, Figure 11). For these lines, even the WTTS appear to be veiled. The effect is that for these lines, even the WTTS appear to have a later infrared SpT than their optical SpTs. This may be an effect of differential veiling. Furthermore, for some of the shorter wavelength lines that peak in $W_\lambda$ at mid-M types, e.g., the 1.14 $\mu$m Na doublet (Appendix A, Figure 11), the later three TTS/weakly veiled CTTS lie on the dwarf trend, but our ~K7 WTTS, V827 Tau, and weakly veiled CTTS, V836 Tau, have $W_\lambda$ that are much greater than the K7 point in the dwarf trend, making them appear to be later, ~M1 to M2. In the case of V827 Tau, the binary companion may be affecting this line, but for V836 Tau this may be caused by starspots, as it seems to affect some stars more than others of the same SpT.

To fit the TTS trends, we made both a linear fit to the WTTS and weakly veiled TTS and a reduced $\chi^2$ based interpolation between the dwarf and giant trends for each line. These fits for a set of typical lines are displayed in Appendix A, along with the fraction of the curve attributed to the dwarf trend versus the giant trend.

### 3.3. Spectral Types

Since SPTCLASS does not account for continuum veiling, we computed infrared SpTs for each of the veiled CTTS using ratios of equivalent widths of two nearby lines to avoid the effects of continuum veiling in the measurement of the SpTs. Because the lines for which there was no surface gravity dependence were typically not “close enough” in wavelength to use those exclusively for such ratios, we ultimately used a combination of those lines and lines for which the surface gravity effects were well-fit by our TTS trend. The details of our line selection are given in Appendix B, and in Figure 12, we display the line ratios that we ultimately used. The resulting SpTs for our sample are given in Table 4.

Comparing the derived infrared SpTs with those from the literature and from SPTCLASS, listed in Tables 2 and 4, the SPTCLASS SpTs are in agreement with the Kenyon & Hartmann (1995) SpTs, within the error bars, for all of our program stars except for FN Tau (M3 versus M5) and DR Tau (K3 versus K7). FN Tau is highly variable and known to flare, while DR Tau is highly veiled, which would make strong metal lines looker weaker and earlier. This is likely why our veiling-independent infrared SpT for DR Tau is later (K7 to M0). Aside from those stars, our infrared SpTs are also consistent within the uncertainties with the optical SpT from SPTCLASS and Kenyon & Hartmann (1995). This suggests that the differences between optical and infrared spectral classifications in the literature may be the result of intrinsic differences between TTS, dwarf, and giant standard stars, such as surface gravity, that are stronger at infrared than optical wavelengths.

### 3.4. Veiling

Having established the SpTs of our program stars, we now use these SpTs to determine veiling over the 0.8–2.3 $\mu$m range. Taking the surface-gravity interpolated TTS trends to represent the equivalent intrinsic widths for the TTS in each line, we computed the veilings, $r_\lambda$, from Equation (2). Initially we included all of the lines for which we could determine a TTS trend. However, this resulted in a large dispersion in the veiling of nearby lines, particularly at the $J$ and $H$ bands. To explore this, we compared these lines across the range of CTTS SpTs. Many of the features that produced exceptionally large or small values of $r_\lambda$ at $z$, $J$, and $H$ in the moderately veiled stars were close to lines that, in the more highly veiled stars, went into emission. For the more moderately veiled stars, these emission lines were sometimes too weak to be picked up by our $\sigma$-clipping threshold.
Figure 3. Veiling, rλ, as a function of wavelength for the final sample of lines and the six veiled CTTS. Systematic uncertainties are estimated as ∼0.2 based on the uncertainties in the TTS trends. We note that the actual uncertainties for the more veiled targets, CI Tau and DR Tau, are likely larger (∼0.5–1.0) and mostly dependent on how the continuum is defined.

which had the effect of both filling in some lines, making them appear more veiled, or skewing the continuum fits, which made them appear either more or less veiled, depending on whether the continuum fit too high or too low. To produce a sample of veilings that reflected the continuum veiling only, we excluded all features at wavelengths near emission lines appearing in CI Tau and DR Tau and refined our continuum fits for some of the 0.8–1.0 μm lines to have a longer baseline. The final veilings for each wavelength of the sample are presented in Figure 3. The dispersion is significantly less at z band, although in the H band there is still some scatter. We list these final veilings in Table 3.

3.5. Extinction, Stellar Parameters, and Excesses

To estimate the amount of extinction along the line of sight toward each of our program stars, we use the relationship between the observed target fluxes, the (extinction corrected) photospheric template fluxes, and the veiling of the photospheric template at a given wavelength. The degree of veiling should be the same before and after extinction correction, so some minor arithmetic and the assumption of an extinction curve, Aλ/AV leads to:

$$AV = \frac{1}{A_\lambda/A_V} 2.5 \log \left( \frac{(1 + r_\lambda) F_{\text{phot}}(\lambda)}{F_{\text{obs}}(\lambda)} \right).$$

(3)

This relationship can be used to compute AV from a linear fit with Aλ/AV as the abscissa, 2.5 log((1 + rλ)Fphot(λ)/Fobs(λ)) as the ordinate, and A as the slope (Gullbring et al. 1998a; Sepeuelo Duarte et al. 2008; Fischer et al. 2011).

To test how much our AV determination would be affected by choosing either one of our binary WTTS or a dwarf standard as the photospheric template, we construct such a plot for our M2 WTTS, LkCa 3. As seen in the top panel of Figure 4, there is a clear change in slope (and therefore the implied AV) between the 0.6 ≥ Aλ/AV ≥ 0.3 region and the 0.3 ≥ Aλ/AV ≥ 0.15 region. In the middle panel of Figure 4, we demonstrate how this change in slope affects the determination of AV. For LkCa 3, fitting a line to only the data with Aλ/AV ≥ 0.3 (the z and y bands) produces AV = 0.45, which is what is found for optical determinations for this star. However, if one fits a line over the whole range of Aλ/AV, the resulting slope is steeper than that of the z–y band AV by almost a factor of two, meaning that we have overestimated AV. Extinction correcting the LkCa 3 spectrum to 0.45 mag and the M2V standard to it reveals the source of the discrepant AV: there is an intrinsic difference in the shape of LkCa3 and M2V standard at the H and K bands (bottom panel, Figure 4). This difference is greater than what can be attributed to a change in slope induced by the LkCa 3 companion and disappears by 2.5 μm. In contrast, the shape of the excess above the dwarf standard photosphere is consistent with the lower surface gravity seen in TTS; the WTTS lies between the dwarf and giant M2 standards for all wavelengths between 1.4 and 2.5 μm.

Given that the dwarf standard continuum shape matches the WTTS outside of TiO bands from 0.8 to 1.3 μm and that the veilings we measured should be least influenced by the binarity of our WTTS over those wavelengths, we fit AV over that region, only, for our other program stars. To obtain values for Aλ/AV over our wavelength range we fit a splined curve to the RV = 3.1 extinction law of Mathis (1990) and interpolate from that curve to the wavelength of each veiling estimate. Three-sigma uncertainties in AV are determined from the uncertainty in the slope parameter of the linear fitting routine and are between 10% and 65% of the total values. Excesses above the photosphere are constructed by extinction correcting the program star spectra using the derived AV, scaling each dwarf photospheric template by the average veiling at ∼1–1.3 μm (where the veiling is the
After determining the best photospheric template, the position of the photosphere with respect to the observed spectrum, and the absolute, extinction-corrected flux of the photosphere for each our program stars, we compute their luminosities and radii. We use the extinction corrected, scaled flux of the photospheric template at J to obtain the absolute J magnitude. Assuming the SpTs found earlier, which are consistent with dwarf SpTs at optical wavelengths, we use the effective temperatures and colors in Table A5 with Equation (A1) in Kenyon & Hartmann (1995) to derive the absolute bolometric magnitude for each star, and from there the luminosity and radius. Our results are listed in Columns 4 and 5 of Table 4. Finally, we assume the pre-main-sequence (PMS) evolutionary tracks of Siess et al. (2000) to determine the mass of each program star and record those values in the same table. It should be noted that although evolutionary tracks are often used to determine mass, this method is highly uncertain and the results dependent on the tracks assumed. However, the uncertainty is systematic, so we do not propagate it here.

Comparing our derived values of $A_V$ and $L_*$ with those from the literature (see Table 2), we note that within our uncertainties, we are consistent with previous estimates in most cases. Our values of $A_V$ are not systematically higher or lower than those previously found. Comparing the two targets that we have in common with Fischer et al. (2011), BP Tau and DR Tau, our $A_V$ for BP Tau is lower than their value (0.6 versus 1.75 mag), while our $A_V$ for DR Tau is larger (2.0 versus 1.54 mag). For DR Tau, their $A_V$ is within the uncertainty of our value, and for BP Tau, the difference is clearly the result of fitting to different wavelength regions; as seen in their Figure 7, determining $A_V$ over $A_\lambda/A_V$ from 0.6 to 0.3 only would produce a lower value.

4. ANALYSIS: PARAMETRIC FITS TO THE EXCESS

 Having derived the relevant stellar parameters, extinction along the line of sight, and NIR emission excesses, we turn our attention to disentangling the contributions to the emission excess. From the excess plots constructed in Section 3.5, we see that the five most veiled CTTS, DS Tau, BP Tau, DE Tau, CI Tau, and DR Tau, have an emission excess over the entire 0.8 to $\sim$5 $\mu$m range, while our three weakly veiled CTTS, V836 Tau, FN Tau, and GO Tau, have no excess at the shorter wavelength end, but some small excess from 2 to 3 $\mu$m. As discussed in the introduction, the NIR excess originates primarily in a dust sublimation wall, with potential contributions from the longer wavelength end of emission from an accretion shock or optically thick gas inside the dust sublimation radius. We leave such detailed physical modeling to the second paper in this series. Here we opt to derive basic quantities such as the characteristic temperatures and solid angles for different regions of the excess, which is possible due to our absolute flux calibration and the wide wavelength coverage of the data. The results of this analysis will be used to guide detailed modeling efforts in our second paper (Paper II).

4.1 Characteristic Temperatures and Solid Angles

Because we expect to see the longer wavelength tail of blackbody-like emission from an accretion shock, plus blackbody-like emission from a dust sublimation wall, and a possible third emission component from optically thick gas, we decided to fit the excess with a simple parametric model consisting of three black bodies at hot, warm, and cool temperatures. We were able to achieve a set of acceptable fits to the excesses by...
allowing all three temperatures to vary within specified ranges in a grid and optimizing the solid angle of each blackbody to best fit the combined sum of the blackbodies to the excess, identifying the fit that has the lowest value for $\chi^2$ per degree of freedom.

The cool temperature component was allowed to vary from 500 to 1500 K, with the intention of representing a typical dust sublimation temperature. The warm temperature component ranged from 1500 K to the effective temperature of the star, intended to simulate the unidentified $H$ band excess (either from more highly refractory sublimating material or hot, optically thick gas just inside the typical dust sublimation region). Both the cool and warm components varied in increments of 100 K. The hot temperature component ranged from 4000 K up to 8000 K in increments of 1000 K, and was intended to represent an accretion shock component (Calvet & Gullbring 1998). For temperatures higher than $\sim$8000 K, our wavelength range only covers the Rayleigh–Jeans tail of the Planck function, so to first order the temperature of such a fit is degenerate with the solid angle. Therefore when considering the quality of the fit, we also required that the flux produced by the best-fitting temperature and solid angle not exceed the observed $V$ band flux listed by Kenyon & Hartmann (1995), to reduce this degeneracy. Although these stars are variable at $V$ band, the error in $m_V$ is between 0.15 and at most 0.4 mag (Herbst et al. 1994), much less than the range of error introduced by $A_V$ uncertainties (0.2–1.3 mag). The resulting fits are displayed in Figures 6 and 7 with the temperatures and solid angles tabulated in Table 5.

We found that none of the TTS were well fit with temperatures of 1400 K, typically taken as the dust sublimation temperature. Instead, they required temperatures consistent with what is expected for the dust sublimation temperature of high density, highly refractory grains; that is to say in the range of 1600–2000 K (Hemley et al. 1994; Posch et al. 2007), which is consistent with the temperatures of the wall in Herbig AeBe systems (Monnier & Millan-Gabet 2002). An additional cool component is required to fit the excesses of DR Tau, CI Tau, DS Tau, and FN Tau. The cool component has a temperature in the range of 800–1000 K for those stars. There are two other groups of stars: V836 Tau and FN Tau, which are best fit with

---

**Figure 5.** $A_V$ determination for the entire sample using Equation (3) and dwarf standard stars. $A_V$ is the slope of the linear fit. Fits to the whole wavelength range may be skewed by surface gravity effects, as demonstrated in Figure 4. We chose to fit the region least affected by surface gravity (0.8–1.2 μm; blue line) to obtain our final $A_V$'s, which are listed in Table 4. (A color version of this figure is available in the online journal.)
Figure 6. Parametric fits to the emission excess for V836 Tau, FN Tau, GO Tau, and DS Tau. The observed, extinction-corrected TTS spectrum, including both SpeX and Spitzer IRS from Furlan et al. (2006; black) and WTTS photospheric template (dark gray) are plotted as well for reference. The excess above the photosphere (light gray, thick) is rebinned to a lower resolution for display purposes and fit by three blackbodies (red) with $T_{\text{hot}}$ (dashed-dotted), $T_{\text{warm}}$ (dashed), and $T_{\text{cool}}$ (dotted). The combined fit is given by the solid, red line. The meaning of each component is described in the caption for Figure 5. We note that the IRS spectra were not included in the fit, but rather plotted for independent comparison.

(A color version of this figure is available in the online journal.)

Table 5

| Name      | $T_{\text{cool}}$ (K) | $\Omega_{\text{cool}}$ ($\Omega_*$) | $T_{\text{warm}}$ (K) | $\Omega_{\text{warm}}$ ($\Omega_*$) | $T_{\text{hot}}$ (K) | $\Omega_{\text{hot}}$ ($\Omega_*$) | $\chi^2$/dof |
|-----------|-----------------------|-------------------------------------|-----------------------|-------------------------------------|-----------------------|------------------------------------|--------------|
| V836 Tau  | ...                   | ...                                 | 1200                  | 10.9                                | 8000                  | 0.005                              | 4.42         |
| FN Tau    | 900                   | 33.8                                | 1700                  | 1.4                                 | ...                   | ...                                | 10.97        |
| GO Tau    | ...                   | ...                                 | 1650                  | 4.6                                 | 8000                  | 0.001                              | 3.3          |
| DS Tau    | 900                   | 20.1                                | 1700                  | 6.2                                 | 8000                  | 0.026                              | 3.82         |
| BP Tau    | ...                   | ...                                 | 1700                  | 7.9                                 | 6000                  | 0.051                              | 9.81         |
| DE Tau    | ...                   | ...                                 | 1600                  | 10.5                                | 8000                  | 0.007                              | 18.19        |
| CI Tau    | 1000                  | 30.0                                | 1800                  | 12.3                                | 7000                  | 0.02                               | 2.49         |
| DR Tau    | 800                   | 277.5                               | 1700                  | 52.1                                | 8000                  | 0.165                              | 10.74        |

Note. a V836 Tau was not observed with LXD, so the temperature is an upper limit and the solid angle is not well constrained.

Figure 7. Parametric fits to the emission excess for BP Tau, DE Tau, CI Tau, and DR Tau. The meaning of each component is described in the caption for Figure 6.

(A color version of this figure is available in the online journal.)

and cool components were much larger than the solid angle of the central stars. The hot component was the only blackbody whose solid angle was less than that of the central star, which is consistent with it arising in the accretion shock. The weakly veiled CTTS had so little veiling shortward of 1 $\mu$m that the “excess” in that region is completely noise. Consequently, we do not list a temperature or solid angle for their hot components. The more veiled stars had a range of $T_{\text{hot}}$ from 6000 K to 8000 K, consistent with the temperature range of shocks given by Calvet & Gullbring (1998).

Since the CTTS DR Tau is also in the sample of Fischer et al. (2011), who fit its excesses with three black bodies and conclude that has an H band excess that cannot be explained by the shock or wall component, we chose to see how well our excesses could be fit using their Case A and B temperature sets. In both cases, their hot and cool components are fixed at 8000 K and 1400 K, respectively, which are intended to reflect the temperature of a hot shock component and the dust sublimation wall. For Case A, the warm component is fixed at 5000 K, intended to represent a lower energy shock, while in Case B it is fixed at 2500 K, intended to represent optically thick gas in the inner disk. The temperature sets in both Case A and Case B produced poorer fits to the extracted excess than our best-fitting values, with $\chi^2$/dof of 74.2 and 98.3, respectively, compared with a $\chi^2$/dof of 10.7 for our fit. Therefore, while we cannot completely rule out the
respectively. Comparing the values of $BP$ Tau, and $DE$ Tau have accretion luminosities between 10% and 20% of their stellar luminosities, while $CI$ Tau and $DR$ Tau are accreting with 90% and 260% of their stellar luminosities, respectively. Comparing the values of $L_{acc}$ found here with those from the literature, given in Table 2, we find that three of our targets, $GO$ Tau, $DS$ Tau, and $BP$ Tau, all have lower $L_{acc}$ by 40%–60% in our analysis compared with previous estimates. In contrast, $DE$ Tau, $CI$ Tau, and $DR$ Tau all have higher $L_{acc}$ by 25%–100% in this work. Some of the variation is certainly real; for example, $GO$ Tau had no $Bry$ emission above the noise in our spectrum, but clearly has $L_{acc}$ estimates in the literature. A portion of the variation in our sample could be caused by the differences in our procedure for estimating $L_{Bry}$. Since we have flux-calibrated, extinction-corrected excesses, we determine $L_{Bry}$ directly rather than using the equivalent width and an estimate of the continuum from photometry from a non-simultaneous observation. Ultimately, though, the biggest difference is likely in our estimates of $A_V$ via its effect on $L_*$.

4.2. Accretion and Wall Luminosities

While our spectra do not cover the wavelength region over which the excess from an accretion shock would be strongest, we can make use of the $Bry$ emission line at 2.17 $\mu$m to estimate the accretion luminosity. By integrating over the continuum-subtracted, flux-calibrated $Bry$ line from the excess spectrum, we are able to obtain an estimate of the luminosity in $Bry$. Then from the correlation in Equation (2) of Muzerolle et al. (1998),

$$ \log(L_{acc}/L_\odot) = (1.26 \pm 0.19) \log(L_{Bry}/L_\odot) + (4.43 \pm 0.79), $$

we use the line luminosity to determine the accretion luminosity, $L_{acc}$, listed in Table 6. $Bry$ emission was not detected in our two lowest-veiling TTS, $V836$ Tau and $FN$ Tau. $GO$ Tau had a minimal detection. Of the five more heavily veiled TTS, $DS$ Tau, $BP$ Tau, and $DE$ Tau have accretion luminosities between 10% and 20% of their stellar luminosities, while $CI$ Tau and $DR$ Tau are accreting with 90% and 260% of their stellar luminosities, respectively. Comparing the values of $L_{acc}$ found here with those from the literature, given in Table 2, we find that three of our targets, $GO$ Tau, $DS$ Tau, and $BP$ Tau, all have lower $L_{acc}$ by 40%–60% in our analysis compared with previous estimates. In contrast, $DE$ Tau, $CI$ Tau, and $DR$ Tau all have higher $L_{acc}$ by 25%–100% in this work. Some of the variation is certainly real; for example, $GO$ Tau had no $Bry$ emission above the noise in our spectrum, but clearly has $L_{acc}$ estimates in the literature. A portion of the variation in our sample could be caused by the differences in our procedure for estimating $L_{Bry}$. Since we have flux-calibrated, extinction-corrected excesses, we determine $L_{Bry}$ directly rather than using the equivalent width and an estimate of the continuum from photometry from a non-simultaneous observation. Ultimately, though, the biggest difference is likely in our estimates of $A_V$ via its effect on $L_*$. From $L_{acc}$, we can calculate the mass accretion rates onto the stars, $\dot{M}$, as $M = L_{acc} R_*/(GM_*)$, listed in the fourth column of Table 6. With the exception of $DS$ Tau, all of the moderate to strong accretors have accretion rates greater than $10^{-8} M_\odot$ yr$^{-1}$, the CTTS average value at 1–2 Myr (Gullbring et al. 1998a; White & Ghez 2001). We can also use these independent estimates of $L_{acc}$ to compare with the luminosities implied by our parametric fits to the excess and to determine the radius of the wall (see below and in Section 5).

As a brief check on the credibility of our fits, we compare the luminosities of the fitted blackbody components with those of the central star and the accretion luminosity derived from $Bry$. For each component, we determined the luminosity from the temperatures and solid angles. These values are reported in Table 6, along with the combined luminosity of the system, $L_{tot} = L_\star + L_{acc}$, and the fraction of the total system luminosity emitted by the combined wall components, $L_{wall} = L_{cool} + L_{warm}$, or $L_{cool} + L_{warm}$ where applicable. Since the star and accretion shock provide the total energy available to heat the physical structure in the circumstellar environment, including the wall, it is important that the wall have less luminosity than the total system luminosity; in all of our cases, this was true. For all but the highest accretor, $DR$ Tau, the wall has between 2% and 10% of the total luminosity. For $DR$ Tau it is 17%. We also confirmed that the luminosity of the hot component did not exceed $L_{acc}$ for any of these stars. In the next section, we discuss the implications of these luminosities as well as the characteristic temperatures and solid angles within the context of their physical structure and composition.

5. DISCUSSION

5.1. Infrared Spectral Typing

Based on our comparison of trends between equivalent width and $SpT$ in T Tauri, dwarf, and giant stars, we determined the degree to which individual absorption lines seen in our TTS were affected by surface gravity, finding that in the majority of lines between 1 and 2.5 $\mu$m the TTS lie at an intermediate ($W_\lambda$, $SpT$) position between the dwarf and giants. This is consistent with the results of Luhman & Rieke (1998), who found it necessary to interpolate between the dwarf and giant trends in order to fit well their TTS at the $K$ band. In general, for the deeper absorption features the dwarf trend has higher equivalent widths than the giants, so if one simply uses the dwarf trends to determine $SpTs$ for TTS, the $TTs$ will appear to have later $SpTs$ in the IR than in the optical. Such an effect has been noted by several authors, e.g., Gullbring et al. (1998b).

An additional factor contributing to a given star having an apparently later $SpT$ in the infrared is the effect of starspots, for which we see some evidence. Many of the lines that peak at late M-types show TTS equivalent widths that are larger than predicted given their optical $SpT$. In some cases, e.g., the 1.25 $\mu$m K line, there are no differences between the dwarf and giant $W_\lambda$ versus $SpT$ trends over our $SpT$ range, suggesting
that the observed effect is not related to differences in surface gravity but instead to the presence of cooler spots on the stellar surface.

We also note that the effects of differential veiling or spectrally unresolved contributions from nearby chromospheric emission lines considerably complicate the analysis of lines shortward of 1.2 μm. For example, in the region surrounding the 1.183 μm Mg i line (Figure 8) the highest accretors show emission lines at wavelengths corresponding to C i and Ca ii absorption lines in the solar spectrum (see Table 6 of Rayner et al. 2009). In DR Tau, there is even a suggestion of emission from the Mg i line itself, although our spectral resolution is too low to confirm this. The result of this, as discussed in Section 3.4 is that almost all of the TTS have $W_{\lambda 1.183}$ consistent with M2 to M3 dwarf SpTs, regardless of their optical SpTs. Only three of the TTS, GO Tau, FN Tau, and LkCa3 have an equivalent width for this feature that is consistent with the dwarf trend. This effect, combined with the likelihood that star spots contribute to the Na i 1.4040 line, likely produce the result of Vacca & Sandell (2011), who use a set of four late-M lines plus the Mg i 1.1833 line to reclassify TW Hydra from a K7 (optical) to M2 (infrared).

When we consider their preferred line ratio for spectral typing, Na i/Mg i (Figure 9), we find that all of the CTTS except for GO Tau appear to be ~M2 by this measure, and the K7 WTTs appear to be even later. Whatever the exact causes, this ratio is not advisable for determining SpTs. We emphasize here how important it is to exercise caution when using dwarf standards to interpret TTS line equivalent widths for this reason.

In general, when veiling is taken into account through equivalent width ratios, the NIR is an ideal wavelength range over which to measure SpTs for K and M stars. The stellar photospheres are at a maximum near the $z$ and $J$ bands, and the continuum veiling due to the accretion shock and/or wall excess is at a minimum between the $z$ and $H$ bands. We note, however, that the $H$ band may be superior to $J$ for the highest accreting stars, due both to the decrease in differential veiling from lines in the accretion shock and because the bump in the $H$ band due to the lower surface gravity in TTS means that late TTS photospheres are almost as bright at $H$ as at $J$. Therefore, for more extinguished stars, one can achieve better S/N at $H$.

### 5.2. Emission Size Scales

Since we can place only tenuous constraints on the hot component properties due to the lack of spectral coverage shortward of 0.8 μm, we simply note that for almost all of the accretors the hot component solid angles are on the order of 1%–3% of the stellar solid angle, while the luminosity of this component is always less than the accretion luminosity derived from Brγ (Tables 5 and 6). Therefore the hot component is not inconsistent with an accretion shock, particularly as shock emission is known to diverge from a single 8000 K blackbody spectrum, with a significant amount emission in the UV or X-ray (Calvet & Gullbring 1998; Ingleby et al. 2009).

In contrast, we can place firm lower limits on the emission area of the wall, by making the assumption that the wall emission is coming from a gray, optically thick dust. In that case, and assuming the wall to be a vertical surface, we can use the total system luminosity and $T_{\text{wall}}$ to determine a crude estimate of the dust destruction radius:

$$R_{\text{wall}} = \left( \frac{L_{\ast} + L_{\text{acc}}}{4\pi \sigma_{\text{B}} T_{\text{wall}}^4} \right)^{1/2}.$$  (5)
Our estimates of the radii of blackbody emission are given in units of the stellar radius and in AU in Table 7 and are on the order of 0.1 AU or less. We note that our radii estimates are slightly smaller than what has been found using interferometry for BP Tau, CI Tau, and DR Tau (Akeson et al. 2005a, 2005b; Eisner et al. 2007). As seen in Table 2, the inner radii for these disks are found to be ∼0.07–0.1 AU, assuming a ring model, while our blackbody radii for these disks are all 0.06–0.08 AU.

Our wall radii are calculated assuming gray dust, reasonable for millimeter sized grains. If the grains are smaller, their opacity at shorter wavelengths increases, and they will reach their sublimation temperature at larger radii. One way to test this is to compare the height of a wall at the blackbody radius given their sublimation temperature at larger radii. One way to test whether the gray dust, or blackbody, assumption is reasonable is to compare the height of a wall at the blackbody radius given the solid angle found from the parametric fits, Ωwall, to the expected “surface” height of gas at the wall temperature and radius, zs = 4H. The height, z, of a vertical wall with area 2πRz is expressed as z = ξH, where ξ is a scaling factor and H is the pressure scale height of the gas at that particular radius, given by (D’Alessio et al. 1998)

\[ H = R^{3/2} \left( \frac{kT_c}{GM_\star \mu(T_c, \rho_c) m_H} \right)^{1/2}, \]

where Tc and ρc are the temperature and density of the midplane. In our case, R = Rwall, Tc = Twall, and \( \mu(T_c, \rho_c) \) = 2.34 under the assumption that the midplane is predominately molecular. We calculate H for each of the stars and list the results in Table 7. Next, we estimate ξ, which is inclination dependent. Assuming the wall is vertical, it can be approximated by a cylinder of radius Rwall centered on the star, as discussed in Appendix B of Dullemond et al. (2001). We use the prescription given there with a grid of angles between 0° and 90° to identify the value of ξ for which the projected area best matches the solid angle of the cool blackbody as a function of i (see Figure 10). For the stars with known inclination angles, we overplot the best-fitting ξ in Figure 10 and record these values in Table 7.

The best-fitting ξ are between 10 and 20. These values are unrealistically high, i.e., much greater than that of the disk photosphere, typically ∼4. This suggests that although a composite of blackbody fits is able to reproduce the excess flux, the majority of the emission cannot be from truly blackbody grains. If the grains are small enough not to have gray opacities, their radii would be larger than those given by these blackbody estimates (for the same value of the solid angle) and therefore the height of the wall required to match the solid angle would obviously decrease. The requirement that the grains be large enough to have approximately blackbody shaped emission while small enough not to have gray emission should place relatively narrow constraints on the maximum grain size in the wall for future physical models.

5.3. Gas in the Inner Disk versus a Curved Wall

Our blackbody radii are less than a factor of two less than the radii estimated from ring interferometry models. Several authors (Eisner et al. 2007, 2009; Tannirkulam et al. 2008) have suggested that these small disk radii indicate that the emission comes from optically thick gas inside the wall, based on their assumption of a particular disk temperature structure and SED/visibility fitting. Fischer et al. (2011) find an H band excess in DR Tau that they fit with component at ∼2500–4000 K, temperatures that would be consistent with those predicted for optically thick gas. While our present data cannot be compared with visibilities, in our simple, parametric analysis of the excess found no evidence for a component at ∼2500–4000 K. In all cases, the best-fitting models had a blackbody fitting the bulk of the H and K band excess with a temperature <2000 K. This temperature is consistent with the most refractory grains.

Given that the temperature of the disk at the dust sublimation radius depends on the opacity of the dust in the wall, it is not straightforward to say that a particular radial location in the disk is “too hot” for dust without exploring the grain properties. Refractory dust (e.g., iron-, calcium-, or aluminum-rich silicates) have been found in solar system meteorites. There are suggestions of radial gradients of dust composition in these meteorites and other solar system bodies (i.e., more iron near Mercury’s location). A gradient in either grain size or composition could produce structure in the wall, with the more refractory grains potentially existing closer to the star, creating curvature. For at least one target with continuum emission from “inside” the dust-sublimation radius, follow-up observations by Najita et al. (2009) suggest that the detected excess is unlikely to be gaseous, but may instead be highly refractory dust. Alternatively, curvature in the wall structure could be induced by taking into account how the dust sublimation temperature changes for different
local pressures or how the density structure changes when dust settling is included, as do Isella & Natta (2005) and Tannirkulam et al. (2007), respectively.

This option is particularly interesting in light of the ~800–1000 K blackbody component in FN Tau, DS Tau, CI Tau, and DR Tau, which required two blackbodies to fit the wall emission in our parametric analysis. If one takes the temperatures of the warm and cool blackbodies as characteristic of the same physical structure, they may correspond to the inner and outer edges of the dust-sublimation front, where the warm component is in the high density, higher dust sublimation temperature midplane, and the cool component is in the lower density, lower dust sublimation temperature upper layers, à la Isella & Natta (2005). On the other hand, if one takes into consideration the effects of grain size, our data appear similar to the excess SEDs computed by Tannirkulam et al. (2007) for their dust-segregation model.

An additional complication for using SED fitting to suggest gaseous emission is the potential for a substantial contribution from scattered light from the disk around 1–2 μm, again depending on the grain properties. For late K and early M stars, this contribution would have a temperature of 3500–4000 K. Full disk models including radiative transfer, grain size distributions, and a variety of grain compositions are needed in order to determine how large of a contribution this is. Such models would also enable us to test the radial of the wall in a more physically realistic way. We address this in the second paper in this series (M. K. McClure et al. 2013, in preparation, Paper II).

6. CONCLUSIONS

We have combined several techniques from the literature, e.g., veiling independent spectral-typing, determination of AV from veiling, and extracting excess emission from veiling, to determine self-consistently basic, model-independent properties relating to the star and NIR emission excess for a small sample of TTS in Taurus. From this work, our main conclusions are the following.

1. The later SpTs and colors often found for infrared classifications of TTS are due to differences between the photospheres of TTS and dwarf or giant standards, e.g., surface gravity. Interpolation between the dwarf and giant trends to fit the TTS allows us to correct for the surface gravity of the stars to obtain SpTs consistent with those in the optical and more consistentactions.

2. The 0.8–5 μm excess in TTS can be modeled successfully without appealing to emission from an inner, gaseous disk. Instead, we find evidence for emission at temperatures cooler than the dust sublimation temperature.

3. The additional ~800 K blackbody required to fit the 3–5 μm excesses of three of our program stars may be evidence for curvature in their sublimation walls or a contribution near 5 μm from the disk surface beyond the wall.

4. The solid angles of the NIR excess are large, and the wall heights required to match them (using a blackbody approximation to calculate the wall radius) are an order of magnitude too large. Therefore the wall must be populated with grains that are small enough not to have gray opacities in the NIR, e.g., less than tens of microns.

5. We explore the latter two conclusions further with a physical treatment of the wall and disk in Paper II.

Aside from these conclusions, the analysis here demonstrates the importance of obtaining simultaneous, moderate resolution spectra over a wide span of wavelengths to self-consistently determine the properties of both young stars and their excesses. It also underscores the importance of obtaining high quality spectra of single, weakly accreting TTS at known optical SpTs at infrared wavelengths to use as templates for the CTTS in one’s sample. While in general WTTS are similar enough to dwarf standards of the same optical SpT, at infrared wavelengths, there are enough differences in surface gravity and chromospheric activity that neither dwarfs nor giants are as good as photospheric templates as a WTTS. As we attempt to unveil the excess properties of the inner regions of disks around CTTS, it is essential to properly constrain the underlying photosphere.

For now, these results are suggestive but preliminary. It is necessary to study a much larger sample of stars using physical models of the accretion shock and wall to understand the details of the infrared excesses in these systems. Doing so is worthwhile, however, to broaden our understanding of the energetics and dust evolution of the innermost regions of circumstellar disks and how they impact the terrestrial planet-forming region.
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APPENDIX A

TRENDS IN \( W_\lambda \) VERSUS SPT

For each line in our sample, we compared the equivalent widths of the TTS with those of the dwarf and giant standard stars in the IRTF SpT library (Rayner et al. 2009). The library contains at least one standard star of luminosity classes V and III per SpT between F0 and M9. For each line, we produced a plot of the equivalent width of that line as a function of SpT for both the dwarf and giant standards in the IRTF library. To fit each trend, we used a non-parametric locally weighted scatterplot smoothing (LOWESS) algorithm (Cleveland & Devlin 1988) to smooth the data in bins of four spectral subtypes and computed an uncertainty in our fit. Several of the lines for which the equivalent width depended strongly on the SpT are shown in Figure 11.

In the panel for each line, we also overplot the location of our two WTTS and two weakly veiled CTTS, including error bars on both their \( W_\lambda \) and on their SpT, assuming the SpTs determined from optical data using the Hernandez et al. SPTCLASS package. There are three types of trends. In the first, the shape of the WTTS as a function of SpT mirrors that of either the giants or dwarfs. For these lines, the WTTS typically either lie directly on the dwarf curve or at values...
Figure 11. Top three rows: trends in $W_\lambda$ of surface gravity sensitive lines as a function of spectral type for our WTTS and weakly veiled CTTS (positions indicated by red error bars) and the IRTF Spectral Library dwarf (black filled circles) and giant (gray filled squares) standards. Fits to dwarf and giant trends are given by solid lines, with uncertainties indicated by the hatched fill in the appropriate color. The best-fitting interpolation between the dwarf and giant trends for the TTS is also plotted (solid red line). Fraction of the dwarf trend contributed to the interpolation is given in the bottom right corner (see text). Bottom row: trends in $W_\lambda$ of potentially starspot (first and second panels) or chromospheric (last panel) lines as a function of spectral type for our WTTS and weakly veiled CTTS. (A color version of this figure is available in the online journal.)

between those of the dwarfs and giants, consistent with the intermediate surface gravity of TTS. These lines are typically metal lines with peak equivalent widths in the mid-G to K range. For these lines, we interpolate between the dwarf and giant trend as $x \times W_{\lambda,\text{dwarf}} + (1 - x) \times W_{\lambda,\text{giant}} = W_{\lambda,\text{TTS}}$. Examples of these TTS trends are plotted in the first three rows of Figure 11 and we report $100 \times x$ in the lower right-hand corner of each panel of that figure.

However, for the second type of trend, seen in metal lines that peak at mid-M, e.g., 1.1404 (Na i) and 1.25250 (K i), our K7
WTTS and K6.5 weakly veiled CTTS have equivalent widths consistent with M2 to M5 SpTs. In particular, these lines have little or no surface gravity dependence over our SpT range, and our other WTTS and weakly veiled CTTS do lie on the dwarf curve at the location corresponding to their optical SpT (Figure 11, bottom-left two panels). This situation is suggestive of starspots, which have spectral signatures consistent with cooler effective temperatures.

The final trend is when all of the TTS lie below both the dwarf and giant trends, despite strong detections (e.g., Figure 11, bottom-right panel). In this case, there are emission lines near that location that appear in our highest accreters. These lines corresponds to transitions seen in the solar spectrum. See Section 5.1 for more details.

**APPENDIX B**

**SPECTRAL TYPE DETERMINATION FROM $W_\lambda$ RATIOS**

For SpT determination, we took ratios between all pairs of lines within 0.1 $\mu$m of each other, computed the WTTS trend of the ratio, and then compared how well the WTTS ratio for a particular line pair correlated linearly with SpT over the K5 to M5 range. We then took the ratios with a Pearson correlation coefficient $r > 0.8$, i.e., strong correlations, and we then inspected them by eye. We selected only those ratios for which both the dwarf and giant ratio trends showed little scatter and in which the WTTS trend shared the same shape as one or both of the standard trends. In the end, we identified six independent pairs of lines that satisfy these criteria, which can be see in Figure 12.

We note, however, that even under these circumstances, some of the program stars do not fall on the WTTS trendline. In particular, DR Tau, our strongest accreter, has emission lines near many of our feature pairs, so we are either unable to obtain good fits for some features or for others we may have chromospheric emission in part of the feature. The lines and targets for which this occurred are noted in Table 3.
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