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Abstract

As the use of blended learning environments and digital technologies become integrated into the higher education sector, rich technologies such as analytics have shown promise in facilitating teaching and learning. One popular application of analytics is Automated Writing Evaluation (AWE) systems. Such systems can be used in a formative way; for example, by providing students with feedback on digitally submitted assignments. This paper presents work on the development of an AWE software tool for an Australian university using advanced text analytics techniques. The tool was designed to provide students with timely feedback on their initial assignment drafts, for revision and further improvement. Moreover, it could also assist academics in better understanding students’ assignment performance so as to inform future teaching activities. The paper provides details on the methodology used for development of the software, and presents the results obtained from the analysis of text-based assignments submitted in two subjects. The results are discussed, highlighting how the tool can provide practical value, followed by insights into existing challenges and possible future directions.
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1 Introduction

With the emergence of big data and advances in text analytics, information retrieval, machine learning and natural language processing, academics are able to explore new opportunities to understand student performance in assignment submissions. This is of particular importance to academics involved in extra-large subjects and Massive Open Online Courses (MOOCs).
While much of this work is still being advanced in a range of disciplines, the opportunity arises to explore how such techniques can assist and be applied to the management of assignment marking and moderation in large subjects. The adoption of digital submissions for assignments via the Learning Management System (LMS) and the development of text-analytic algorithms has seen a range of Automated Writing Evaluation (AWE) or Automated Essay Scoring (AES) systems emerge (Deane, 2013; Shermis & Burstein, 2003), which have been shown to be comparable to human markers (McNamara, Crossley, Roscoe, Allen, & Dai, 2015).

Examples of automated analysis and evaluation of written text are emerging in a variety of contexts, from formative feedback in writing instruction (from primary through tertiary education), to summative assessment (e.g., grading essays or short answer responses with or without a second human grader). As class sizes increase, there is a corresponding increase in the use of large-scale exams and the generation of large volumes of writing to be evaluated and assessed (e.g., 1000+ students in first-year university classes, NAPLAN in Australia, exams based on the Common Core State Standards Initiative in the US and the rise in popularity of MOOCs). At the same time, the increase in interest of marketers to explore the meaning of messages and brand sentiment in social media such as Facebook, Twitter and blogs has seen increased demand for ever-more sophisticated text analysis tools. Such developments in text analysis are finding their way into applications for education and demonstrate potential for the assessment of text-based writing such as assignments.

As a result, AWE systems have drawn on multidisciplinary insights from computer science, linguistics, writing research, cognitive psychology, and Educational Data Mining (EDM). In this research, the use of business analytics methods is being applied to the development and refinement of software that can not only provide formative feedback to students, but also assist teachers to understand their students’ performances and areas where guided instruction could be directed to understanding terms and concepts covered, or not covered, in assignments.

1.1 Next Generation Rubrics

The Next Generation Rubrics (NGR) project (Vitartas et al., 2016) was established at an Australian university as a collaboration between a small number of academics and a newly appointed business analytics team. The project was supported by an internal Learning and Teaching grant and sought to develop a tool that provided students and academics with information about the performance of text-based assignments as a proof of concept.

The NGR software aims to provide descriptive timely feedback to students on their digitally submitted text assignments as well as assist the academic to better understand students’ assignment performance and learning outcomes. The starting point for the development of the NGR software was a marking rubric, as these underpin many standardised marking schemes at universities. While it is acknowledged that rubrics have come to have a range of meanings to various people (Dawson, 2017), in this paper its meaning is based on Popham’s definition: “a scoring guide used to evaluate the quality of students’ constructed responses” (Popham, 1997, p.72) and consists of an evaluative criterion, and guidance on expectations for associated scores or marks (Popham, 1997).

The project analysed assignments from two subjects. The first is an introductory first-year subject in the Bachelor of Arts (BA). The assessment regime required students to submit a 1500-word assignment and a total of 115 assignment scripts were included for analysis. Students answered one of five questions, analysing the ways individualism, imperialism or secularisation has impacted contemporary society. The second subject is at the Masters level from the marketing discipline (MKT) in the Business School at the same university. Students were required to present a 2500-word report on a strategic analysis of a new product introduction for a video streaming company. A total of 80 assignment scripts were analysed from this subject.

The software was developed to evaluate students’ performance for the purpose of providing feedback. Moreover, cluster analysis of the assignments was also conducted based on calculated evaluation measures in order to provide the academic with a detailed view of
students’ assignment performance, e.g. how evaluation measures are performed across the student cohort. By examining the results from the analysis, a greater understanding of the computer’s ability to assess student performance could be attained, and the results could be compared to the human issued marks for each assignment.

The remainder of the paper first provides the background to the development of the AWE tool and its role in facilitating teaching and learning. The methodology used for NGR’s development is then outlined, followed by the presentation and discussion of the results from this study. Furthermore, we also share the clustering results and discuss how they could assist academics to extract further insights into their cohort. Prior to the conclusion, we discuss the challenges and limitation in the field and suggest possible future directions.

2 Background

Innovative analytical tools are providing opportunities for educational designers and teachers to understand student performance in much greater detail than ever before. Tools such as text analytics, information retrieval, machine learning, natural language processing and learning analytics form part of the suite of big data analytics that has the potential to provide evaluative feedback on students’ work (Shermis & Burstein, 2013).

In this section, we provide a brief review of some key concepts underlying the technology being applied in AWE, drawing on insights from computer science, linguistics, writing research, cognitive psychology, Educational Data Mining (EDM) and Learning Analytics (LA). We provide a synopsis of the AWE tools and then discuss how AWE tools could possibly assist both the students and the academic to gain valuable insights from text-based assignments.

2.1 Educational Data Mining (EDM) and Learning Analytics (LA)

The EDM community website describes EDM as “an emerging discipline, concerned with developing methods for exploring the unique and increasingly large-scale data that come from educational settings, and using those methods to better understand students, and the settings which they learn in” (“Educational Data Mining,” 2017). With the advent of MOOCs and publicly available data, such as the Pittsburgh Science of Learning Center DataShop, EDM research has accelerated in recent years.

Learning Analytics (LA) was defined in the first international Learning Analytics and Knowledge (LAK) conference as “the measurement, collection, analysis and reporting of data about learners and their contexts, for purposes of understanding and optimising learning and the environments in which it occurs” (1st International Conference on Learning Analytics and Knowledge, 2010). It draws on the increasing range of data available from digital learning tools and environments.

Siemens and Baker (2012) promote a closer collaboration between the EDM and LA communities, as the two groups share the goals of improving both educational research and practice through the analysis of large-scale educational data. One interesting development from EDM/LA that is relevant to AWE is White and Larusson’s ‘point of originality’ tool (White & Larusson, 2010). This is designed to help instructors in large university courses, such as first year gateway courses, to monitor students’ understanding of key concepts. The system uses WordNet (Miller, 1995), a large lexical database of English words, to “track how a student’s written language migrates from mere paraphrase to mastery, isolating the moment when the student’s understanding of core concepts best demonstrates an ability to place that concept into his or her own words, a moment we’ve chosen to call the ‘Point of Originality’” (White & Larusson, 2010, p. 817).

2.2 Natural Language Processing (NLP)

Put simply, NLP is “an area of research and application that explores how computers can be used to understand and manipulate natural language text or speech to do useful things” (Chowdhury, 2003, p. 51). Some of these ‘useful things’ include machine translation, speech recognition, information retrieval and extraction, summarisation, and, relevant to AWE, text
processing. Liddy (2001) points out that NLP can operate at various levels of linguistic analysis, including phonology, morphology, lexical, syntactic, semantic, discourse and pragmatic.

2.3 Automated Writing Evaluation (AWE)

AWE systems can be classified as either simulation-based assessments or response-type systems (Williamson, Xi, & Breyer, 2012). The former present computerised simulations of real-life scenarios, and are usually specific to a certain test (such as the United States Medical Licensing examination). The latter are more generalisable in that they score a typical type of response such as mathematical equations, short written responses, spoken responses, or essays. Essay scoring has been a particular focus for many automated systems and numerous essay evaluation systems are now used in formative feedback as well as high-stakes testing. In these tests the automated assessor acts either as a second rater to assist human scorers (e.g. in ETS’ TOEFL test - ETS 2015) (ETS®, 2017b), or as the sole rater (e.g. the Pearson Test of academic English (PTE Academic) uses automated scoring for writing and speaking (Pearson, 2012)). The following section provides a synopsis of a number of available tools.

A history of AWE generally begins with the work of English teacher turned researcher Ellis Page, and his Project Essay Grade (PEG) beginning in the 1960s. In a 1966 article in The Phi Delta Kappan, Page insisted “we will soon be grading essays by computer, and this development will have an astonishing impact on the educational world” (Page, 1966, p. 238). Ellis had an optimistic vision for writing feedback being provided to students much more extensively and in a timely manner than could be achieved by English teachers in school or college.

Something of Page’s vision is now closer to reality in various automated formative tools, offering immediate descriptive feedback on writing (e.g. WriteLab (WriteLab, n.d.), Turnitin’s Revision Assistant (Turnitin, 2017), Pearson’s WriteToLearn™ (Pearson, 2017), ETS’ Criterion® (ETS®, 2017a), and Vantage Learning’s MyAccess! (Vantage Learning, 2016)). In addition to these proprietary products, a number of freely available services from the academic domain are also available to examine text and extract phrases including Coh-Metrix (Coh-Metrix, n.d.), WordNet (Miller, 1995), TerMine (Frantzi, Ananiadou, & Mima, 2000), MALLET (McCallum, 2002), Stanford Core NLP (Manning et al., 2014) and Natural Language Toolkit (NLTK) (Bird, Klein, & Loper, 2009).

2.4 The Role of AWE Tools for Both Student and Teacher Insights

A considerable amount of work being undertaken in the development of AWE tools is focused on more accurately evaluating how students perform in their writing assignments. However, evaluation results are only as valid as when they are able to provide meaningful insights to both students and teachers in terms of informing future learning and teaching. Therefore, a critical role of AWE tools could be providing the opportunity to understand better how and why students are performing in this way.

In fact, the NGR project was initiated by the university’s need to provide students with timely and personalised feedback coupled with the desire to extract further insight into students’ assessment writing for academics. While most of the existing AWE tools focus on providing automated scoring rather than generating feedback, our project aims to cater to the specific requirements of the university and provide a customised solution to the need for high-quality feedback on written assessment as a formative learning tool.

Therefore, the research presented in this paper focuses on automatically providing descriptive feedback to students via the analysis of text-based assignments. Software was developed on the basis of five dimensions of analysis to provide formative feedback. Furthermore, clustering techniques were applied to uncover any hidden patterns in the text data that may contain useful information for enhancing an understanding of the results. A stronger understanding of students’ assignment performance could potentially provide meaningful insights for academics, informing future teaching activities and subject design. The project is continuing
and has already provided useful insights into students’ writing performance and the effectiveness of teaching activities.

3 Methodology

3.1 NGR Software Functionality and Architecture

The NGR software assists both students and academic staff. The main functionality is assessing digitally submitted assignments and providing descriptive feedback to students. This process allows students to submit an unlimited number of draft versions of their assignments, obtain feedback and improve them before they make a final submission for (human) marking. Upon submission of an assignment, the software conducts content analysis, evaluates the assignment based on an evaluation criterion, and generates feedback based on the analytical results explaining which areas need further improvement. For academic staff, the software allows the performance of individual students and classes to be monitored. Academics can add subjects and assignments for their subjects using the software. In addition, they can set evaluation criteria for those assignments which will be used during the analysis process.

The software facilitates the analysis of different types of written assignments via a generalised evaluation mechanism. However, evaluation of assignments might depend on the nature of the writing task, and the importance of different evaluation measures might depend on the type of assignment and subject context (e.g. report or essay). Therefore, the software facilitates the functionality to customise evaluation measures based on the type of assignment. The software is accessed by both academic staff and students, and the user interface is implemented to be simple but user-friendly. More importantly, different functionalities need to be provided by the software for the different users. Students are able to access the analysis results and descriptive feedback generated for the assignments they have uploaded and the academic staff are able to view the performance of the class as well as query and observe the performance of individual students. The software caters for this requirement by maintaining different access levels for different types of users.

The high-level architecture of the NGR software is presented in Figure 1. The software consists of four layers; a user interface tier is the topmost level and defines the presentation to the users. This tier communicates with the business logic tier to retrieve essential information for the presentation. The business logic tier manages users, grading, subjects, assignments, and dashboard presentation. The various analytics are implemented on the service tier and the database tier stores assignments and other data essential for the analysis. During the analysis, various analytical functions implemented in the service tier communicate with the data tier to retrieve critical information, and afterwards the analysis output is presented to the business logic tier, which organises the results and presents them to the end-user via a user interface tier.
The NGR project is ongoing and the software continues to be refined. The current version of the software facilitates the calculation and evaluation of measures and presents the outcome to dashboards. Academic staff can view the performance of classes and individual students. Likewise, students can access the software and view the values of the evaluation measures for the assignments they have uploaded. The weighting of evaluation measures and personalised feedback are currently under development and will be incorporated into the next version of the software.

The following subsections provide details of the implementation of the analytical component, core dimensions used for the evaluation, and tools and technologies utilised in the development of the software.

### 3.2 Implementation of the Analytical Component

Identifying proper evaluation criteria to be implemented for the assignment analysis logic has been one of the main objectives during the implementation phase of the NGR’s analytical component. In addition, the evaluation criteria expected to assess assignments and identify the areas have been a focus of the software development, but require further improvement.

Rubrics which defined the scoring guide play a vital role for the marker during manual assignment grading. Therefore, the rubric was considered the starting point for the development of the analytical component. A set of already marked assignments was analysed to identify important evaluation measures, and for this project, assignments from two different subjects were used to identify valid evaluation criteria. The discipline and level of the degree were two controlling factors used for assignment assessment, and it was also noted that trialling subjects from different disciplines and degree levels provided insights into a wider range of issues which might occur during the analysis process. Therefore the two subjects selected for developing the analytical component belonged to different disciplines and degree levels.

The first subject was selected from the Bachelor of Arts (BA) degree and therefore represented the humanities disciplines. Several prominent concepts that emerged during the European Enlightenment (such as individualism, imperialism, secularisation and freedom/democracy) are explored from their origins to their manifestation in contemporary society in this first year core subject. The assignment selected from this subject was an essay of 1500 words based on five themed questions. Approximately 800 student essays were submitted to this subject, and one themed question with 115 submissions was selected for analysis. The second subject selected for the analysis was chosen from the Masters of Management Marketing (MKT). This
subject aimed to provide guidance and develop the necessary skills to understand and implement marketing strategy in a business context. The selected assignment was a 2500 word executive report in which students conducted a strategic marketing analysis of a new video streaming company. There were 80 submissions of this assignment.

3.3 Core Dimensions for Assessment

As mentioned in the previous section, a marking rubric provides the expectations for each grade and describes different areas which need to be considered for the allocation of marks. In general, the marking criteria for an assignment includes multiple components, and the marking guide for the selected two assignments were consulted to identify important measures for the evaluation. It has been noted that the assignment structure, proofreading errors, evidence for research and critical thinking, use of discipline terms, and use of accurate referencing mechanism are important for mark allocations. Consequently, the following five dimensions were incorporated into the analysis.

1. Assignment statistics
2. Proofreading errors
3. Research, critical thinking, and discipline words and phrases
4. Assignment readability
5. Referencing information

Assignment statistics measure how well each assignment complies with the submission guidelines. The assignment guide included the submission requirements stating page and word limits, and final format for the submission. Word count, paragraph count, and page count are calculated as assignment statistics to verify whether an assignment follows the prescribed format. Proofreading errors, spelling and grammar error counts are calculated per 1000 words. Considering the length of the assignment provides a standardised representation of proofreading errors as the occurrence of those errors are proportional to the length of the document. Research, critical thinking and discipline terms are captured to verify whether the assignment covered required disciplinary concepts, contains research related content, and critically evaluated the evidence. The use of research, critical thinking, and discipline terms are calculated by referring to a set of term lists. Therefore during the initial development phase, subject experts were consulted to retrieve research and discipline terms for each assignment. For measuring critical thinking, a term list developed by Paul (1995) was used.

Grading an assignment involves looking into writing style as well. The structure of sentences, diversity of vocabulary, and sophistication of the writing style are considered when allocating marks, and the writing style has an enormous impact on the readability of a document. Therefore readability is included as a dimension to cover that aspect. Flesch Reading Ease (Flesch, 1948) and Flesch-Kincaid Grade Level (Kincaid, Fishburne Jr, Rogers, & Chissom, 1975) are very popular readability measurements, and the analysis incorporates those two measures to calculate readability scores.

For most assignments from the disciplines selected for the project, students are required to conduct literature reviews, critically evaluate situations, and support arguments and conclusions with evidence gathered from relevant literature. When referring to their research it is essential to provide citations (in-text references) and a list of references or bibliography at the end of the assignment. Therefore, reference information plays a vital role during the analysis process. The NGR software calculates the number of correctly formatted citations, number of all citations disregarding the format, the number of distinct authors in the citations, and the number of references in the reference list or bibliography. In most instances, assignment submission guidelines include a preferred referencing style. Therefore the format of the citation is checked to verify whether the correct referencing style is followed. Also, the number of distinct authors helps to identify whether the student has conducted a comprehensive literature search.
3.4 Tools and Technologies used for the Implementation

For the development of the software both C#.NET (Wagner, 2015) and Java (Oracle, 2017) programming languages have been used. The analytical component is implemented using C#.NET, whereas the user interface is developed using Java. For the user interface development, Kibana Dashboard (Elasticsearch, 2017) has been utilised. Also, the software uses functionalities provided by the Microsoft Developer Network (MSDN) when calculating the assignment statistics, proofreading errors and readability (Microsoft Developer Network, 2017a, 2017b). The Termine web tool (Frantzi et al., 2000) has been utilised to capture phrases from the assignments which are useful when identifying research, critical thinking, and discipline terms.

4 Analysis and Results

4.1 Pre-processing and Sampling

For initial analysis, it is necessary to pre-process and clean the assignment files. This includes de-identifying the assignments and cleaning the content by removing cover pages, page numbers, table of contents, figures, and other irrelevant characters and symbols. Samples were selected from the two assignments for initial analysis. For the BA subject 77 assignments were selected, and for the MKT subject 60 assignments were selected. The remaining assignments were excluded so that they could be used as a test sample to validate the tool’s functionality once the software implementation was completed.

4.2 Analysis

During the analysis, values for the key evaluation dimensions are calculated for the selected samples from the two assignments. Also, the average value for each dimension is calculated, and the distribution of the average values across grades was investigated to discover relationships between those dimensions and the grades. The main objective of the analysis was to identify relationships between grades and evaluation dimensions, as that information can be utilised when generating feedback.

Initially, the selected assignments were pre-processed and directed to the NGR software to calculate assignment statistics and proof-reading errors. References and appendices were excluded from the calculation. When calculating the research, critical thinking, and discipline terms both words and phrases are extracted from the assignments to calculate the frequencies. In addition provided word lists for research, critical thinking, and discipline terms were stemmed, as stemmed words represent the root form and provide a more generalised view of those terms. For stemming, Porter’s stemming algorithm (Porter, 1980) was used. Frequencies were calculated for both stemmed and non-stemmed words and phrases, and the calculation excluded references and appendices. For assignment readability, Flesch Reading Ease and Flesch-Kincaid Grade Level were calculated. Finally, referencing information was calculated for the selected assignments using the software.

4.3 Results and Discussion

Table 1 and 2 present a summary of the results calculated using the selected samples for the BA and MKT subjects.
Table 1: Summary results for BA subject

| Human marked Grade | 0-19 (F/<50%) | 20-23 (D/50-59%) | 24-27 (C/60-69%) | 28-31 (B/70-79%) | 32-40 (A/80+) | All |
|-------------------|--------------|-----------------|-----------------|-----------------|-------------|-----|
| # of Assignments  | 3            | 12              | 18              | 20              | 7           | 60  |
| Critical Thinking, Research, & Discipline Terms |                |                 |                 |                 |             |     |
| Av # of Critical Thinking Terms | 16.7         | 17.5            | 15.7            | 17.7            | 18.7        | 16.3 |
| Av # of Research Words | 41.3         | 49.4            | 40.1            | 42.5            | 40.6        | 42.9 |
| Av # of Discipline Words | 49.3         | 55.3            | 49.7            | 46.0            | 87.6        | 54.0 |
| Citations & References |                |                 |                 |                 |             |     |
| Av Citations | 9.7          | 17.7            | 12              | 13.2            | 30.7        | 15.2 |
| Av Distinct Authors | 5.3          | 8.25            | 7.2             | 6.8             | 13.6        | 7.9  |
| Av # of References | 9.7          | 12.1            | 12.4            | 12.6            | 18.6        | 13.0 |
| Word Statistics & Proofreading Errors |                |                 |                 |                 |             |     |
| Av Word Count | 2151         | 2603            | 2697            | 2758            | 3284        | 2739 |
| Av Paragraph Count | 45           | 66              | 66              | 68              | 110         | 70   |
| Av Spelling Error per 1000 Words | 4.3          | 10.3            | 10.3            | 9.6             | 9.6         | 9.7  |
| Av Grammar Error per 1000 Words | 0.6          | 2.5             | 3.8             | 2.7             | 1.3         | 2.7  |
| Readability |                |                 |                 |                 |             |     |
| Flesch Reading Ease | 35.3         | 39.3            | 39.3            | 38.7            | 33.4        | 37.8 |
| Flesch-Kincaid Grade Level | 14.5         | 12.8            | 12.7            | 12.9            | 14.1        | 13.0 |

The two assignments selected for analysis belong to different disciplines, and degree levels. This meant each had quite different expectations of the students. The BA assignment was an essay on a themed question which expected students to refer to literature, present arguments and draw conclusions. However, the MKT assignment was focused on preparing an executive report on the marketing analysis of a company. The initial analysis results conveyed the differences between the two assignments. As an example, the average number of paragraphs
for marketing assignments was very high when compared with the BA assignment, as content was presented as a report with bullet points or short paragraphs.

The analysis results also conveyed that the readability values had a significant relationship with the assignment marks, particularly for the BA subject. According to the Flesch Reading Ease score, when the readability score decreases, it indicates that the document is more suited to an audience with a higher education. This relationship seems more prominent for the essay-type assignments based on findings from the analysis. Figure 2 presents the relationship between the Flesch Reading Ease score and assignment marks for the BA subject.

According to above analysis, it can be concluded that different types of assignments are made up of different characteristics. Therefore, it is vital to consider the assignment type when designing the assessment criteria. The requirement for customising the evaluation measures based on the assignment type is important for obtaining accurate analysis outcomes and therefore will be incorporated into the software by introducing a weighting mechanism for each evaluation measure. The academic staff can prioritise each evaluation measure by assigning a weight which provides the opportunity to conduct a more customised evaluation for each assignment.

Figure 3 and 4 present the assignment evaluation page and the dashboard for academic staff respectively. Similarly, students will have the opportunity to view their values for evaluation measures for assignments they have submitted, as well as suggestions for improving those assignments.

![Average Flesch Reading Ease across Marks Categories](image)

*Figure 2: Average Flesch Reading Ease across marks categories for BA subject*
Based on the values calculated for the evaluation measures, feedback will be generated for students. Moreover, threshold values will be maintained by the software to decide whether sufficient information is presented for each evaluation measure. As an example, a threshold for reference count and number of distinct authors can be defined. If the assignment statistics for reference count and number of distinct authors is less than the pre-defined threshold values, then feedback will be generated to inform the student that they need to conduct a comprehensive literature review by referring to articles published by different authors. Similarly, assignment statistics will be used to advise students about the issues associated with the structure of their assignments. Research, critical thinking, and discipline term counts will inform students whether they have sufficient content from each category.

Figure 3: Assignment evaluation page in the software
5 Further Analysis

5.1 Cluster Analysis

As previously discussed, clustering of the assignment data could provide academics with more insights into students’ performance. Therefore, attribute clustering has been conducted for all the assignments from the two subjects. The attributes selected for clustering are listed below.

- Spelling errors per 1000 words
- Grammar errors per 1000 words
- Number of references
- Readability measured by Flesch Reading Ease score
- Research terms
- Critical thinking terms
• Discipline terms

SAS Enterprise Miner (SAS, 2016) was used to generate clusters. After an initial exploration of the data, it was decided to use five clusters for the extraction of segments for the BA assignments and four for the MKT assignments. The decision for the total number of clusters was made by trialling different cluster sizes with the main focus to obtain approximately five segments aligned with the five marking grades (A, B, C, D, and F). For the BA subject five segments could be obtained with a reasonable number of assignments in each segment. However, when the same procedure was executed for the MKT subject, one segment was very small when compared to the other segments. Therefore, clustering was executed to obtain only four segments for the MKT subject.

Clustering is a useful approach when looking for similarities across the assignments and is also useful in informing academics how assignments have similar characteristics which can be used when providing feedback to students and evaluating the performance of students on assignments.

5.2 Discussion

Based on the seven dimensions used in the study, SAS Enterprise Miner has generated segment plots and segment profiles for the two subjects. The segment plots are presented in Figures 5 and 6 for the BA and MKT subjects respectively.

![Segment Plot for BA Subject](image-url)
An examination of the segment plots highlighted the performance of each dimension for each segment and, in association with the segment profiles (not presented here) allowed for a picture of segments to be revealed. A summary of the key features of each segment is provided in Tables 3 and 4 below for BA and MKT subjects respectively.

| Segment | Segment description |
|---------|---------------------|
| 1 (n=10) | High on research and discipline terms, low on readability |
| 2 (n=18) | Average performance across the discipline and research terms with low readability and critical thinking terms |
| 3 (n=21) | High readability with low performance on the discipline and research terms |
| 4 (n=30) | Low discipline and research terms with moderate readability, and referencing |
| 5 (n=36) | High critical thinking terms with moderate readability, discipline and research terms. Low spelling and grammar errors |

**Table 3: A summary of key features of each segment for the BA subject**

| Segment | Segment description |
|---------|---------------------|
| 1 (n=9) | High spelling errors and moderate discipline terms, readability, critical thinking and referencing |
| 2 (n=36) | High readability with remaining items low or moderate |
| 3 (n=28) | Low grammar errors but high critical thinking and research terms |
| 4 (n=7) | High on all dimensions except for grammar errors and critical thinking |

**Table 4: A summary of key features of each segment for the MKT subject**

Five segments have been identified in the clustering results for the BA subject. Segment one consisted of high research and discipline terms and low readability, indicating stronger writing skills. Segment two had mainly moderate or low measures across the descriptors, while segment three had a high readability score with low discipline term/phrase use, research and high spelling errors, suggesting an overall poor performance. Segment four also exhibited overall poor performance with low discipline and research terms, with moderate readability and referencing. High critical thinking scores with moderate readability, discipline and research terms were noticeable in segment five, where spelling and grammar errors were low.
Therefore, a good analysis by students but only average coverage of key concepts in the assignment was evident in segment five. According to the cluster analysis results, segment one was the best performing cluster, and when compared with the grades allocated by academics, it was observed that all the assignments belonging to segment one were awarded higher marks by human markers (marks ranged from 76% to 90%). When the allocated marks were considered for each other segment, it was observed that those segments consisted of a mixture of low, moderate, and high performing assignments. In particular, segment four, which exhibited overall poor performance, had the highest number of fail grades.

Four segments were identified in the cluster results for the MKT subject. High spelling error rate and moderate to low scores on the remaining dimensions were observed in segment one. Segment two was the largest sized group and had a high readability score, but was low on most of the remaining dimensions suggesting poorer performing assignments. Segment three also consisted of a large sample which was characterised by low grammar errors and high critical thinking and research terms. Higher values for all dimensions except for grammar errors and critical thinking were noticeable in segment four. High performance in most of the dimensions and a low grammar error score suggested better performance by students. When examined in relation to the marks allocated by academics, it was observed that most of the assignments belonging to this segment had higher marks, where four out of the seven assignments had marks equal to or greater than 77.5%. For each other segment, it was observed that those segments contained a mixture of low, moderate, and high performing assignments.

The results provide useful insights to academics, explaining how rubric elements are performed across the cohort. For example, in the BA subject, the largest segment performed well on critical thinking but only moderately on readability and discussion of discipline and research terms. In contrast, better overall performance was identified for segment one, especially regarding research and discipline terms and readability, although the use of critical thinking terms was only moderate. Furthermore, weaker writing skills were exhibited in segment three due to higher readability scores combined with infrequent use of discipline and research terms. Subject coordinators can learn from these findings, identifying areas of their curriculum that require revision and identifying students who require additional support in key areas of the curriculum.

A similar approach undertaken in the MKT subject revealed groupings of assignments that performed highly across multiple dimensions (segment four) and poorly across most of the dimensions (segment two). Of concern in this latter segment was a significant number of students doing poorly in comparison to the remaining cohort.

While the research reported here has highlighted an approach to assignment analysis, of equal importance in this area has been developing an understanding of what is expected in an assignment by the subject coordinator and markers. In undertaking this work, it has been observed that markers do not take a structured approach to assessment marking, and provide inconsistent feedback to the subject coordinator on the shortcomings of an assignment. Furthermore, it is often difficult for the subject coordinator to grasp a clear overview of performance across the whole subject, particularly because of the individual biases of different markers. The approach being developed in the NGR project provides much greater insight into the performance of students at the macro level because of its consistency.

Of interest in this analysis was the performance of each subject across multiple dimensions. By looking at how each subject performed on each dimension, insights can be provided to academics about large classes that assist them to better moderate assessment, better scaffold assessment skills acquisition in class, and gain a better understanding of student performance overall. As the cluster analysis facilitates valuable information about assignments, clustering functionality will be incorporated next into the software to provide more advanced analysis and efficient feedback generation.
6 Future Directions

6.1 Challenges and Limitations

Many challenges are faced by the NGR project while assessing student assignments. One of the key challenges is conducting the analysis when the assignment does not comply with submission guidelines. A common mistake by students during assignment submission is that they only pay attention to the main question, ignoring other important factors such as how the assignment should be formatted or how references should be presented. As an example, if references are included as footnotes in the assignment it becomes difficult to calculate referencing information accurately. However, as mentioned in the methodology section, the assignment analysis process is designed to be aligned with the rubric and submission guidelines. In situations where assignments do not comply with the submission guidelines, it leads to difficulties conducting analysis and obtaining accurate results. As such it was considered a limitation in the current version of the software.

Another major challenge is identifying research and discipline terms. Currently, this process is done manually by academics and thus inefficient. Moreover, measuring assignment coverage for research and discipline concepts based on a term list is not efficient and requires enhancements. One possible solution is to create an ontology or refer to an existing one to obtain a diverse set of terms related to a subject discipline. Such an approach would be highly advantageous to identify whether assignments have addressed topics related to the subject discipline. In addition, the software possesses limitations in measuring referencing information as well, as it requires the citations and references to follow an acceptable style. Moreover, limiting the evaluation to a set of pre-defined evaluation measures is also a limitation associated with the NGR software. If a new evaluation measure needs to be incorporated, then the software needs to be modified accordingly. As future work above mentioned, limitations can be addressed to enhance the usability of the NGR software and the accuracy of the analysis results.

6.2 Future Work

As the current analysis techniques only facilitate the primary content analysis of the assignments, an investigation has been undertaken to identify further analytical methods which might be advantageous and integrated into the software. Relevant techniques are listed below.

• Advanced style, spelling and grammar check
• Topic mining
• Capturing lexical chains
• Discriminant analysis

The current version of the software captures spelling and grammar errors, however, incorporating advanced style, spelling and grammar checks could provide valuable insights into the analysis. Such analysis allows capturing redundant phrases, non-standard phrases, commonly confused words, misuse of capitalisation and punctuation errors. Moreover, differentiation between Australian, American and British English can be conducted to verify whether the assignment complies with the preferred language. LanguageTool (LanguageTool, 2017) is an open source proofreading software which facilitates advanced style, spell and grammar checks. Therefore, in the future, functionality provided by LanguageTool will be integrated to achieve a more comprehensive analysis.

Another important analysis technique is topic mining, which allows the discovery of major topics associated with each assignment. Discovering topics is important as it identifies the key concepts covered in the assignments and theories referred from textbooks. Several topic mining software tools are currently available, including Mallet (McCallum, 2002) a popular open source tool which facilitates topic mining via Latent Dirichlet Allocation (LDA) (David M Blei, Ng, & Jordan, 2003), Pachinko Allocation (Li & McCallum, 2006), and Hierarchical LDA
(David M. Blei, Jordan, Griffiths, & Tenenbaum, 2003) algorithms. The software captures topics with topical terms and topic composition for the documents. In the future, the applicability of topic mining functionality will be investigated and if successful, integrated into the current version of the software using Mallet.

Lexical chains allow the capture of sequences of related words in a document and considered a useful mechanism to capture semantic content of a document. Lexical chains have been utilised for document summarisation tasks, as they capture the main themes discussed in the documents (Wei, Lu, Chang, Zhou, & Bao, 2015). Therefore, the possibility of integrating lexical chains into the analysis process will be investigated. Capturing lexical chains will be beneficial in measuring whether assignments cover the necessary discipline concepts and can be utilised in grading and the feedback generation process.

Discriminant analysis is a popular classification technique and consists of different variations that include linear and quadratic forms. This technique can be used to classify assignments into grades based on key assignment characteristics and useful for assignment evaluation and feedback generation. However, this technique requires a set of already marked assignments for training, as it learns characteristics of each grade using those samples. Therefore, the successful implementation of discriminant analysis will depend on the availability of training samples and how each grade can be clearly distinguished based on distinct characteristics of the assignments.

Integrating the above techniques will be beneficial for a more comprehensive analysis of the assignments and will be considered for future work on the project.

7 Conclusion

The results presented in this paper highlight opportunities for academics, and in particular subject coordinators of large classes, to undertake automated analysis of assignments in order to obtain greater understanding of student performance in major pieces of assessment against marking rubrics using tools from learning analytics. Work on the project is continuing with the preparation of software to automate much of the feedback process, and to present data in a user-friendly dashboard for subject coordinators that can also be used to provide feedback to students on individual performance in their assignments. This would include the opportunity for subject coordinators to drill down into the data to identify students at-risk. Further work to refine the accuracy of the tool could include the use of additional measures, including behavioural measures.
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