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Abstract—In pattern classification, polynomial classifiers are well-studied methods as they are capable of generating complex decision surfaces. Unfortunately, the use of multivariate polynomials is limited to kernels as in support vector machines, because polynomials quickly become impractical for high-dimensional problems. In this paper, we effectively overcome the curse of dimensionality by employing the tensor train format to represent a polynomial classifier. Based on the structure of tensor trains, two learning algorithms are proposed which involve solving different optimization problems of low computational complexity. Furthermore, we show how both regularization to prevent overfitting and parallelization, which enables the use of large training sets, are incorporated into these methods. Both the efficiency and efficacy of our tensor-based polynomial classifier are then demonstrated on the two popular datasets USPS and MNIST.
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I. INTRODUCTION

Pattern classification is the machine learning task of identifying to which category a new observation belongs, on the basis of a training set of observations whose category membership is known. This machine learning task based on fully known label information is called supervised learning, which has been extensively studied and has wide applications in the fields of bioinformatics [1], computer-aided diagnosis (CAD) [2], machine vision [3], speech recognition [4], handwriting recognition [5], spam detection and many others [6]. Usually, different kinds of learning methods use different models to generalize from training examples to novel test examples.

As pointed out in [7], [8], one of the important invariants in these applications is the local structure: variables that are spatially or temporally nearby are highly correlated. Local correlations benefit extracting local features because configurations of neighboring variables can be classified into a small number of categories (e.g., edges, corners...). For instance, in handwritten character recognition, correlations between image pixels that are nearby tend to be more reliable than the ones of distant pixels. Learning methods incorporating this kind of prior knowledge often demonstrate state-of-the-art performance in practical applications. One popular method for handwritten character recognition is using convolutional neural networks (CNNs) [9], [10] which are variations of multilayer perceptrons designed to use minimal amounts of preprocessing. In this model, each unit in a layer receives inputs from a set of units located in a small neighborhood in the previous layer, and these mappings share the same weight vector and bias in a given convolutional layer. Another important component of a CNN are the pooling layers, which implement a nonlinear form of down-sampling. In this way, the amount of parameters and computational load are reduced in the network. Another popular method uses support vector machines (SVMs) [11], [12]. The original finite-dimensional feature space is mapped into a much higher-dimensional space, where the inner product is easily computed through the ‘kernel trick’. By considering the Wolfe dual representation, one can find the maximum-margin hyperplane to separate the examples of different categories in that space. However, it is worth mentioning that these models require a large amount of memory and a long processing time to train the parameters. For instance, if there are thousands of nodes in the convolutional neural network, the weight matrices of fully-connected layers are of the order of millions. The major limitation of basic support vector machines is the high computational complexity which is at least quadratic with the dataset size. One way to deal with large datasets in the SVM-framework is by using fixed-size least squares support vector machines (fixed-size LS-SVM) [13]. The main idea used in fixed-size LS-SVM is to approximate the kernel mapping in such a way that the problem can be solved in the primal space.

To make storage and computation feasible, some researchers try to do the task of pattern classification by using tensors [14], [15], [16], [17], [18]. Different from these methods, we focus on extending the classic polynomial classifiers due to the close relationship between polynomials and tensors. That is, we exploit the efficient representation of a multivariate polynomial as a Tensor Train in order to avoid the curse of dimensionality, allowing us to work directly in the feature space. In this paper, we present the framework of tensor train learning. The main contributions are listed as follows.

- We derive a compact description of a polynomial classifier using the tensor train format, avoiding the curse of dimensionality.
- Two efficient learning algorithms are proposed by exploiting the tensor train structure.
- Both regularization and a parallel implementation are incorporated into our methods, thus avoiding overfitting and allowing the use of large training datasets.

This paper is organized as follows. In Section II we give a brief introduction to tensor basics, including the tensor train decomposition, important tensor operations and properties.
The framework of tensor train learning for pattern classification is presented in Section [IV]. Based on different loss functions, two efficient learning algorithms are proposed in Section [IV] together with a discussion on regularization and parallelization. In Section [V], we test our algorithms on two popular datasets: USPS and MNIST and compare their performance with polynomial classifiers trained with least squares support vector machines [13]. Finally, some conclusions and further work are summarized in Section [VI].

Throughout this paper, we use small letters $x, y, \ldots$ for scalars, small bold letters $\mathbf{x}, \mathbf{y}, \ldots$, for vectors, capital letters $A, B, \ldots$, for matrices, and calligraphic letters $\mathbf{A}, \mathbf{B}, \ldots$, for tensors. The transpose of a matrix $A$ or vector $\mathbf{x}$ is denoted by $A^\top$ and $\mathbf{x}^\top$, respectively. The identity matrix of dimension $n$ is denoted by $I_n$.

II. PRELIMINARIES

A. Tensors and pure-power-$\mathbf{n}$ polynomials

A real $d$th order tensor is a multidimensional array $A \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ that generalizes the notions of vectors and matrices to higher orders. Each of the entries $A_{i_1i_2\ldots i_d}$ is determined by $d$ indices. The numbers $n_1, n_2, \ldots, n_d$ are called the dimensions of the tensor. An example tensor with dimensions 4, 3, 2 is shown in Fig. 1. We now give a brief introduction to some required tensor operations and properties, more information can be found in [19].

The $k$-mode product $B = A \times_k U$ of a tensor $A \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ and a matrix $U \in \mathbb{R}^{n_k \times n_k}$ is defined by

$$B_{i_1\ldots i_{k-1}j_k+1\ldots i_d} = \sum_{i_k=1}^{n_k} A_{i_1\ldots i_{k-1}i_ki_k+1\ldots i_d} U_{j_ki_k},$$

and $B \in \mathbb{R}^{n_1 \times \ldots \times n_{k-1} \times n_k \times n_{k+1} \times \ldots \times n_d}$. In particular, given a $d$th order tensor $A \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ and a vector $\mathbf{x} \in \mathbb{R}^n$, the multidimensional contraction, denoted by $A \mathbf{x}^d$, is the scalar $$A \mathbf{x}^d = A_{11} \mathbf{x}^\top \times_2 \mathbf{x}^\top \times_3 \ldots \times_d \mathbf{x}^\top,$$

which is obtained as a homogeneous polynomial of $\mathbf{x} \in \mathbb{R}^n$ with degree $d$. The inner product of two same-sized tensors $A, B \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ is the sum of the products of their entries, i.e.,

$$\langle A, B \rangle = \sum_{i_1=1}^{n_1} \sum_{i_2=1}^{n_2} \cdots \sum_{i_d=1}^{n_d} A_{i_1i_2\ldots i_d} B_{i_1i_2\ldots i_d}.$$

The Frobenius norm of a tensor $A \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ is given by

$$\|A\|_F = \sqrt{\langle A, A \rangle}.$$

The vectorization of a tensor $A \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ is denoted by vec($A$) and maps the tensor element with indices $(i_1, i_2, \ldots, i_d)$ to the vector element with index $i$ where

$$i = i_1 + (i_2-1)n_1 + \cdots + (i_d-1)\prod_{k=1}^{d-1} n_k.$$

Given $d$ vectors $\mathbf{x}^{(i)} \in \mathbb{R}^{n_i}, i = 1, 2, \ldots, d$, their outer product is denoted by $\mathbf{x}^{(1)} \circ \mathbf{x}^{(2)} \circ \cdots \circ \mathbf{x}^{(d)}$, which is a tensor in $\mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ such that its entry with indices $(i_1, i_2, \ldots, i_d)$ is equal to the product of the corresponding vector elements, namely, $x^{(1)}_{i_1} x^{(2)}_{i_2} \cdots x^{(d)}_{i_d}$. It follows immediately that

$$\text{vec} (\mathbf{x}^{(1)} \circ \mathbf{x}^{(2)} \circ \cdots \circ \mathbf{x}^{(d)}) = \mathbf{x}^{(d)} \otimes \mathbf{x}^{(d-1)} \otimes \cdots \otimes \mathbf{x}^{(1)},$$

where the symbol “$\otimes$” denotes the Kronecker product.

We now illustrate how to represent a polynomial by using tensors. Denote by $\mathbb{R}[\mathbf{x}]$ the polynomial ring in $d$ variables $\mathbf{x} = (x_1, x_2, \ldots, x_d)^\top$ with coefficients in the field $\mathbb{R}$.

Definition 1. Given a vector $\mathbf{n} = (n_1, n_2, \ldots, n_d) \in \mathbb{N}^d$, a polynomial $f \in \mathbb{R}[\mathbf{x}]$ with $d$ variables is called pure-power-$\mathbf{n}$ if the degree of $f$ is at most $n_i$ with respect to each variable $x_i, i = 1, 2, \ldots, d$.

The set of all pure-power-$\mathbf{n}$ polynomials with the degree vector $\mathbf{n} = (n_1, n_2, \ldots, n_d) \in \mathbb{N}^d$ is denoted by $\mathbb{R}[\mathbf{x}]_{\mathbf{n}}$. For any $f(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]_{\mathbf{n}}$, there are a total of $\prod_{k=1}^d (n_k + 1)$ distinct monomials

$$\prod_{k=1}^d x_k^{n_k}, \quad 1 \leq i_k \leq n_k + 1, \quad k = 1, 2, \ldots, d.$$

For $\mathbf{x} = (x_1, x_2, \ldots, x_d)^\top \in \mathbb{R}^d$, denote by $\{v(x_k)\}_{k=1}^d$ the Vandermonde vectors

$$v(x_k) := (1, x_k, \ldots, x_k^{n_k})^\top \in \mathbb{R}^{n_k+1}.$$

It follows that there is a one-to-one mapping between pure-power-$\mathbf{n}$ polynomials and tensors. To be specific, for any $f(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]_{\mathbf{n}}$, there exists a unique tensor $A \in (\mathbb{R}^{n_1+1} \times (n_2+1) \times \ldots \times (n_d+1))$ such that

$$f(\mathbf{x}) = A \times_1 v(x_1)^\top \times_2 v(x_2)^\top \times_3 \cdots \times_d v(x_d)^\top.$$

B. Tensor trains

It is well known that the number of tensor elements grows exponentially with the order $d$. Even if the mode size (i.e., the number of possible values of each index) of a tensor is small, the storage cost for all elements is prohibitive for large $d$. The tensor train decomposition [20] gives an efficient way (in storage and computation) to overcome this so-called curse of dimensionality.

The main idea of the tensor train (TT) decomposition is to re-express a tensor $A \in \mathbb{R}^{n_1 \times n_2 \times \ldots \times n_d}$ as

$$A_{i_1i_2\ldots i_d} = G_1(i_1)G_2(i_2)\cdots G_d(i_d),$$

where $G_j : \mathbb{N} \to \mathbb{R}$ are invertible functions.
where \( G_k(i_k) \) is a \( r_k-1 \times r_k \) matrix for each index \( i_k \), also called the TT-core. To turn the matrix-by-matrix product into a scalar, boundary conditions \( r_0 = r_d = 1 \) have to be introduced. The quantities \( \{ r_k \}_{k=0}^d \) are called the TT-ranks. Note that each core \( G_k \) is a third-order tensor with dimensions \( r_{k-1}, n_k \), and \( r_k \). The TT-decomposition for a tensor \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_d} \) is illustrated in Fig. 2. Let \( n = \max\{ n_1, n_2, \ldots, n_d \} \). It turns out that if all TT-ranks are bounded by \( r \), the storage of the tensor train is \( O(dnr^2) \), which only grows linearly with the order \( d \). It has been shown that any tensor can be represented in tensor train format.

**Proposition 1** (Theorem 2.1 of [21]). For any tensor \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_d} \), there exists a TT-decomposition with TT-ranks

\[
    r_k \leq \min\left( \prod_{i=1}^{k} n_i, \prod_{i=k+1}^{d} n_i \right), \quad k = 1, 2, \ldots, d-1.
\]

We also mention that the TT representation of a tensor is not unique. For instance, let \( Q \) be an orthogonal matrix in \( \mathbb{R}^{r_1 \times r_1} \), namely, \( QQ^\top = Q^\top Q = I_{r_1} \). Then the tensor \( \mathcal{A} \) in (8) also has the TT-decomposition

\[
    \mathcal{A}_{i_1,i_2,\ldots,i_d} = G'_1(i_1)G'_2(i_2)\cdots G_d(i_d),
\]

where

\[
    G'_1(i_1) = G_1(i_1)Q, \quad G'_2(i_2) = Q^\top G_2(i_2).
\]

Numerical stability of our learning algorithms is guaranteed by keeping all the TT-cores left-orthogonal or right-orthogonal [22], which is achieved through a sequence of QR decompositions as explained in Section [17].

**Definition 2.** The \( r_{k-1} \times n_k \times r_k \) core \( G_k \) is called left-orthogonal if

\[
    \sum_{i_k=1}^{n_k} G_k(i_k)^\top G_k(i_k) = I_{r_k},
\]

and the \( r_{k-1} \times n_k \times r_k \) core \( G_k \) is called right-orthogonal if

\[
    \sum_{i_k=1}^{n_k} G_k(i_k)G_k(i_k)^\top = I_{r_{k-1}}.
\]

As stated before, the structure of a tensor train also benefits the computation of the general multidimensional contraction:

\[
    f = \mathcal{A} \times_1 (\mathbf{v}^{(1)})^\top \times_2 (\mathbf{v}^{(2)})^\top \times_3 \cdots \times_d (\mathbf{v}^{(d)})^\top,
\]

where \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_d} \) and \( \mathbf{v}^{(i)} = (v_1^{(i)}, v_2^{(i)}, \ldots, v_{n_i}^{(i)})^\top \in \mathbb{R}^{n_i}, i = 1, 2, \ldots, d \). If a tensor \( \mathcal{A} \) is given in the tensor train format (8), then we have

\[
    f = \prod_{k=1}^{d} \sum_{i_k=1}^{n_k} v_k^{(i)} G_k(i_k).
\]

It follows that the computation of multidimensional contraction reduces to the computation of \( d \) matrices and evaluating matrix-by-vector products. The total computational complexity is \( O(dnr^2) \), which is also linear in \( d \). The described procedure for fast tensor train contraction is summarized in Algorithm 1.

**Algorithm 1 Fast Tensor Train Contraction [20]**

**Input:** Vectors \( \mathbf{v}^{(k)} \in \mathbb{R}^{n_k}, k = 1, 2, \ldots, d \) and a tensor \( \mathcal{A} \) in the TT-format with cores \( G_k \).

**Output:** The multidimensional contraction \( f \) in (10)

1. for \( k = 1 : d \) do
2. \( V^{(k)} = \sum_{i_k=1}^{n_k} v_k^{(i)} G_k(i_k) \%\text{Computed in parallel} \)
3. end for
4. \( v := V^{(1)} \)
5. for \( k = 2 : d \) do
6. \( v := vV^{(k)} \)
7. end for
8. return \( f = v \)

---

III. TENSOR TRAIN LEARNING

It is easy for us to recognize a face, understand spoken words, read handwritten characters and identify the gender of a person. Machines, however, make decisions based on the data measured by a lot of sensors. In this section, we present the framework of tensor train learning. Like most pattern recognition systems [23], our tensor train learning method consists in dividing the system into three main modules, shown in Fig. 3.

The first module is called feature extraction, which is of paramount importance in any pattern classification problem. The goal of this module is to build features via transformations of the input (measurements) samples. The basic reasoning behind transform-based features is that an appropriately chosen transformation can exploit and remove information redundancies, which usually exist in the set of samples obtained by the measuring devices. The set of features exhibit high information packaging properties compared with the original input samples. This means that most of the classification-related information is compressed into a relatively small number of features, leading to a reduction of the necessary feature space dimension. Feature extraction benefits to training the classifier in terms of memory and computation, and also alleviates the problem of over-fitting since we get rid of redundant information. To deal with the task of feature extraction, some linear or nonlinear transformation techniques are widely used in the literature. For example, the Karhunen-Loève transform, related to principal component analysis (PCA), is one popular
method for feature generation and dimensionality reduction. A nonlinear kernel version of the classical PCA is called kernel principal component analysis, which is an extension of PCA using the techniques of kernel methods. The discrete Fourier transform (DFT) can be another good choice due to the fact that for many practical applications, most of the energy lies in the low-frequency components. Compared with PCA, the basis vectors in the DFT are fixed and problem dependent, which leads to a low computational complexity.

The second module, the TT classifier, is the core of tensor train learning. The purpose of this module is to mark a new observation based on its features generated by the previous module. As we discuss later, the task of pattern classification can be divided into a sequence of binary classifications. For each particular binary classification, the TT classifier assigns to each new observation a score that indicates which class it belongs to. In order to construct a good classifier, we exploit the fact that we know the labels for each sample of a given dataset. The TT classifier is trained optimally with respect to an optimality criterion. In some ways, the TT classifier can be regarded as a kind of generalized linear classifier, it does a linear classification in a higher dimensional space generated by the items of a given pure-power polynomial. The local information is encoded by the products of features. In contrast to kernel-based SVM classifiers that work in the dual space, the TT classifier is able to work in the high dimensional space by exploiting the tensor train format. Similar with the backpropagation algorithm for multilayer perceptrons, the structure of tensor trains allows for updating the cores in an alternating way. In the next section, we will describe the training of two TT classifiers through the optimization of two different loss functions.

The last module in Fig. 3 is called the decision module and decides which category a new observation belongs to. For binary classification, decisions are made according to the sign of the score assigned by the TT classifier, namely, the decision depends on the value of corresponding discriminant function. In an m-class problem, there are several strategies to decompose it into a sequence of binary classification problems. A straightforward extension is the one-against-all, where m binary classification problems are involved. We seek to design discriminant functions \( \{g_i(x)\}_{i=1}^m \) so that \( g_i(x) > g_j(x), \forall j \neq i \) if \( x \) belongs to the \( i \)th class. Classification is then achieved according to the rule:

\[
\text{assign } x \text{ to the } i \text{th class if } i = \arg \max_k g_k(x).
\]

An alternative technique is the one-against-one, where we need to consider \( m(m-1)/2 \) pairs of classes. The decision is made on the basis of a majority vote. It means that each classifier casts one vote and the final class is the one with the most votes. When the number \( m \) is too large, one can also apply the technique of binary coding. It turns out that only \( \lceil \log_2 m \rceil \) classifiers are used, where \( \lceil \cdot \rceil \) is the ceiling operation. In this case, each class is represented by a unique binary code word of length \( \lceil \log_2 m \rceil \). The decision is then made on the basis of minimal Hamming distance.

![Fig. 3. Framework of tensor train learning.](image)

**IV. LEARNING ALGORITHMS**

As stated before, TT classifiers are designed for binary classification. Given a set of \( N \) training examples of the form \( \{(x^{(j)}, y^{(j)})\}_{j=1}^N \) such that \( x^{(j)} \in \mathbb{R}^d \) is the feature vector of the \( j \)th example and \( y^{(j)} \in \{-1, 1\} \) is the corresponding label, depending on the class ownership of \( x^{(j)} \). Let \( \mathbf{n} = (n_1, n_2, \ldots, n_d)^T \in \mathbb{N}^d \) be the degree vector. Each feature is then mapped to a higher dimensional space generated by all corresponding pure-power-\( \mathbf{n} \) monomials through the mapping \( \mathcal{T} : \mathbb{R}^d \rightarrow \mathbb{R}^{(n_1+1)\times(n_2+1)\times\cdots\times(n_d+1)} \)

\[
\mathcal{T}(x)_{i_1,i_2,\ldots,i_d} = \prod_{k=1}^d x_k^{i_k-1}.
\]

Here, we define \( 0^0 = 1 \) for simplicity of notation. For \( x = (x_1, x_2, \ldots, x_d)^T \in \mathbb{R}^d \), let \( \{v(x_k)\}_{k=1}^d \) be the Vandermonde vectors defined in (6). Clearly, we have

\[
\mathcal{T}(x) = v(x_1) \circ v(x_2) \circ \cdots \circ v(x_d).
\]

The introduction of this high-dimensional pure-power polynomial space benefits the learning task from the following aspects:

- all the interactions between features are well described by the monomials of pure-power polynomials;
- the dimension of the tensor space grows exponentially with \( d \), namely, \( \prod_{k=1}^d (n_k + 1) \), which increases the probability of separating all training examples linearly into two-class groupings;
- the one-to-one mapping between pure-power polynomials and tensors enables the use of tensor trains to lift the curse of dimensionality.

With these preparations, our goal is to find a decision hyperplane to separate these two-class examples in the tensor space, also called the **generic feature space**. In other words, like the inductive learning described in [14], we try to find a tensor \( \mathbf{A} \in \mathbb{R}^{(n_1+1)\times(n_2+1)\times\cdots\times(n_d+1)} \) such that

\[
y^{(j)} \langle \mathcal{T}(x^{(j)}), \mathbf{A} \rangle > 0, \quad j = 1, 2, \ldots, N.
\]

Note that the bias is absorbed in the first element of \( \mathbf{A} \). It can also be interpreted to find a pure-power-\( \mathbf{n} \) polynomial \( g(x) \) such that

\[
g(x^{(j)}) > 0, \quad \forall y^{(j)} = 1,
\]

and

\[
g(x^{(j)}) < 0, \quad \forall y^{(j)} = -1.
\]

Here we consider that the tensor \( \mathbf{A} \) is expressed as a tensor train with cores \( \{G_k\}_{k=1}^d \). The main idea of the TT learning algorithms is to update the cores in an alternating way by optimizing an appropriate loss function. Prior to updating the TT-cores, the TT-ranks are fixed and a particular initial guess of \( \{G_k\}_{k=1}^d \) is made. The TT-ranks can be interpreted as tuning
parameters, higher values will result in a better fit at the risk of overfitting. It is straightforward to extend our algorithms by means of the Density Matrix Renormalization Group (DMRG) method \cite{24} such that the TT-ranks are updated adaptively. Each core is updated in the order
\[ G_1 \rightarrow G_2 \rightarrow \cdots \rightarrow G_d \rightarrow G_{d-1} \rightarrow \cdots \rightarrow G_1 \rightarrow \cdots \]
until convergence is reached. Convergence is guaranteed under certain conditions as described in \cite{25,26}. It turns out that updating one TT-core is equivalent with minimizing a loss function in a small number of variables, which can be done in a very efficient manner. The following theorem shows how the inner product \( \langle T(x), A \rangle \) in the generic feature space is a linear function in any of the TT-cores \( G_k \).

**Theorem 1.** Given a vector \( n = (n_1, n_2, \ldots, n_d)^T \in \mathbb{N}^d \), let \( T \) be the mapping defined by \( (12) \), and let \( A \) be a TT with cores \( G_k \in \mathbb{R}^{r_k \times (n_k + 1) \times r_{k+1}} \), \( k = 1, 2, \ldots, d \). For any \( x \in \mathbb{R}^d \) and \( k = 1, \ldots, d \), we have that
\[
\langle T(x), A \rangle = (q_k(x)^T \otimes v(x_k)^T \otimes p_k(x)) \text{vec}(G_k),
\]
where
\[
p_1(x) = 1, \quad p_k(x) = \prod_{i=1}^{k-1} (G_i \times_2 v(x_i)^T) \in \mathbb{R}^{1 \times r_{k-1}},
\]
and
\[
q_k(x) = \prod_{i=k+1}^{d} (G_i \times_2 v(x_i)^T) \in \mathbb{R}^{r_k \times 1}, \quad q_d(x) = 1.
\]

**Proof.** By definition, we have
\[
\langle T(x), A \rangle = A \times_1 v(x_1)^T \times_2 \cdots \times_d v(x_d)^T
\]
\[
= (G_1 \times_2 v(x_1)^T) \cdots (G_d \times_2 v(x_d)^T)
\]
\[
= G_k \times_2 p_k(x)^T v(x_k)^T \times_3 q_k(x)^T
\]
\[
= (q_k(x)^T \otimes v(x_k)^T \otimes p_k(x)) \text{vec}(G_k)
\]
for any \( k = 1, 2, \ldots, d \). This completes the proof.

**Example 1.** In this example we illustrate the advantageous representation of a pure-power polynomial \( f \) as a TT. Suppose we have a polynomial \( f \) with \( d = 10 \) and all degrees \( n_i = 9 \) \((i = 1, \ldots, 10)\). All coefficients of \( f(x) \) can then be stored into a 10-way tensor \( 10 \times 10 \times \cdots \times 10 \) tensor \( A \) such that the evaluation of \( f \) in a particular \( x \) is given by \( \langle T(x), A \rangle \). The TT-representation of \( f \) consists of 10 TT-cores \( G_1, \ldots, G_{10} \), with a storage complexity of \( O(100n^2) \), where \( n \) is the maximal TT-rank. This demonstrates the potential of the TT-representation in avoiding the curse of dimensionality when the TT-ranks are small.

**Example 2.** Next, we illustrate the expressions for \( T(x), A, v(x_k), q_k(x), p_k(x) \) for the following quadratic polynomial in two variables \( f(x) = 1 + 3x_1 - x_2 - x_1^2 + 7x_1x_2 + 9x_2^2 \). Since \( d = 2 \) and \( n_1 = n_2 = 2 \), both \( T \) and \( A \) are the following 3 \( \times \) 3 matrices
\[
T(x) = \begin{pmatrix} 1 & x_2 & x_2^2 \\ x_1 & x_1x_2 & x_1x_2^2 \\ x_1^2 & x_1^2x_2 & x_1^2x_2^2 \end{pmatrix}, \quad A = \begin{pmatrix} 1 & -1 & 9 \\ 3 & 7 & 0 \\ -1 & 0 & 0 \end{pmatrix}.
\]

The TT-representation of \( A \) consists of a \( 1 \times 3 \times 3 \) tensor \( G_1 \) and a \( 3 \times 3 \times 1 \) tensor \( G_2 \). Suppose now that \( k = 2 \) and we want to compute the evaluation of the polynomial \( f \) in a particular \( x \), which is \( \langle T(x), A \rangle \). From Theorem 1 we then have that
\[
\langle T(x), A \rangle = (q_2(x)^T \otimes v(x_2)^T \otimes p_2(x)) \text{vec}(G_2),
\]
with
\[
q_2(x) = 1 \in \mathbb{R},
\]
\[
v(x_2) = (1, x_2, x_2^2)^T \in \mathbb{R}^3,
\]
\[
p_2(x) = G_1 \times_2 v(x_1)^T \in \mathbb{R}^{1 \times 3},
\]
\[
v(x_1) = (1, x_1, x_1^2)^T \in \mathbb{R}^3.
\]

In what follows, we first present two learning algorithms based on different loss functions. These algorithms will learn the tensor \( A \) directly in the TT-representation from a given dataset. Some techniques, like regularization and parallel implementation, will be described in the last two subsections.

**A. TT Learning by Least Squares**

Least squares estimation is the simplest and thus most common estimation method. In the generic feature space, we attempt to design a linear classifier so that its desired output is exactly the label 1 or -1. However, we have to live with errors, that is, the true output will not always be equal to the desired one. The least squares estimator of the linear classifier is then found from minimizing the following mean square error function
\[
J(A) = \frac{1}{N} \sum_{j=1}^{N} \left( \langle T(x^{(j)}), A \rangle - y^{(j)} \right)^2.
\]

We now show how updating a TT-core \( G_k \) is equivalent with solving a relatively small linear system. First, we define the \( N \times r_k(n_k + 1)r_k \) matrix
\[
C_k = \begin{bmatrix} q_k(x^{(1)})^T \otimes v(x^{(1)})^T \otimes p_k(x^{(1)}) \\
q_k(x^{(2)})^T \otimes v(x^{(2)})^T \otimes p_k(x^{(2)}) \\
\vdots \\
q_k(x^{(N)})^T \otimes v(x^{(N)})^T \otimes p_k(x^{(N)}) \end{bmatrix}
\]
for any \( k = 1, 2, \ldots, d \). The matrix \( C_k \) is hence obtained from the concatenation of the row vectors \( q_k(x)^T \otimes v(x)^T \otimes p_k(x) \) for \( N \) samples \( x^{(1)}, \ldots, x^{(N)} \). It follows from Theorem 1 that
\[
J(A) = \frac{1}{N} \|C_k \text{vec}(G_k) - y\|^2
\]
where
\[
y = (y^{(1)}, y^{(2)}, \ldots, y^{(N)})^T \in \mathbb{R}^N.
\]

We have thus shown that updating the core \( G_k \) is equivalent with solving a least square optimization problem in \( r_{k-1}(n_k + 1)r_k \) variables. Minimizing (17) with respect to \( G_k \) for any \( k = 1, \ldots, d \) results in solving the linear system
\[
(C_k^T C_k) \text{vec}(G_k) = C_k^T y,
\]
with a complexity of at most \( O((r_{k-1}(n_k+1)r_k)^3) \).
B. TT Learning by Logistic Regression

Since our goal is to find a hyperplane to separate two-class training examples in the generic feature space, we may not care about the particular value of the output. Indeed, only the sign of the output makes sense. This gives us the idea to decrease the number of sign differences as much as possible when updating the TT-cores, that is to minimize the number of misclassified examples. However, this model is discrete so that a difficult combinatorial optimization problem is involved. Instead, we try to find a suboptimal solution in the sense of minimizing a continuous cost function that penalizes misclassified examples. Here, we consider the logistic regression cost function. First let us consider the standard sigmoid function

\[ \sigma(z) = \frac{1}{1 + e^{-z}}, \quad z \in \mathbb{R}, \]

where the output always takes values between 0 and 1. An important property is that its derivative can be expressed by the function itself, i.e.,

\[ \sigma'(z) = \sigma(z)(1 - \sigma(z)). \quad (20) \]

The logistic function for the \( j \)th example \( x^{(j)} \) is given by

\[ h_A(x^{(j)}) := \sigma \left( (T(x^{(j)}), A) \right). \quad (21) \]

We can also interpret the logistic function as the probability that the example \( x^{(j)} \) belongs to the class denoted by the label 1. The predicted label \( \tilde{y}^{(j)} \) for \( x^{(j)} \) is then obtained according to the rule

\[
\begin{align*}
\{ & h_A(x^{(j)}) \geq 0.5 \iff \langle T(x^{(j)}), A \rangle \geq 0 \Rightarrow \tilde{y}^{(j)} = 1, \\
& h_A(x^{(j)}) < 0.5 \iff \langle T(x^{(j)}), A \rangle < 0 \Rightarrow \tilde{y}^{(j)} = -1.
\end{align*}
\]

For a particular example \( x^{(j)} \), we define the cost function as

\[ \text{Cost}(x^{(j)}, A) = \begin{cases} -\log(h_A(x^{(j)})) & \text{if } y^{(j)} = 1, \\ -\log(1 - h_A(x^{(j)})) & \text{if } y^{(j)} = -1. \end{cases} \]

The goal now is to find a tensor \( A \) such that \( h_A(x^{(j)}) \) is near 1 if \( y^{(j)} = 1 \) or near 0 if \( y^{(j)} = -1 \). As a result, the logistic regression cost function for the whole training dataset is given by

\[ J(A) = \frac{1}{N} \sum_{j=1}^{N} \text{Cost}(x^{(j)}, A) \]

\[ = -\frac{1}{N} \sum_{j=1}^{N} \left[ \frac{1 + y^{(j)}}{2} \log(h_A(x^{(j)})) + \frac{1 - y^{(j)}}{2} \log(1 - h_A(x^{(j)})) \right]. \quad (22) \]

It is important to note that the logistic regression cost function (22) is convex though the sigmoid function is not. This guarantees that we can find the globally optimal solution instead of getting stuck in a local optimum.

From equation (21) and Theorem 1 one can see that the function \( J(A) \) can also be regarded as a function of the core \( G_k \) since

\[ (T(x^{(j)}), A) = C_k(j, :) \text{vec}(G_k) \]

where \( C_k(j, :) \) denote the \( j \)th row vector of \( C_k \) defined in (16).

It follows that updating the core \( G_k \) is equivalent with solving a convex optimization problem in \( r_{k-1}(r_k + 1)r_k \) variables. Let

\[ h_A = \left( h_A(x^{(1)}), h_A(x^{(2)}), \ldots, h_A(x^{(N)}) \right) \top \in \mathbb{R}^N \quad (23) \]

and \( D_A \) be the diagonal matrix in \( \mathbb{R}^{N \times N} \) with the \( j \)th diagonal element given by \( h_A(x^{(j)})(1 - h_A(x^{(j)})) \). By using the property (20) one can derive the gradient and Hessian with respect to \( G_k \) as

\[ \nabla_{G_k} J(A) = \frac{1}{N} C_k \top \left( h_A - \frac{y + 1}{2} \right) \quad (24) \]

and

\[ \nabla_{G_k}^2 J(A) = \frac{1}{N} C_k \top D_A C_k, \quad (25) \]

respectively, where \( y \) is defined in (18) and 1 denotes the all-ones vector in \( \mathbb{R}^N \). Though we do not have a closed-form solution to update the core \( G_k \), the gradient and Hessian allows us to find the solution by efficient iterative methods, e.g. Newton’s method whose convergence is at least quadratic in a neighbourhood of the solution. The quasi-Newton method, like the BFGS algorithm, is another good choice if the inverse of the Hessian is difficult to compute.

C. Regularization

The cost functions (15) and (22) of the two TT learning algorithms do not have any regularization term, which may result in overfitting and hence bad generalization properties of the obtained TT classifier. Next, we discuss how the addition of a regularization term to (15) and (22) results in a small modification of the small optimization problem that needs to be solved when updating the TT-cores \( G_k \).

Consider the regularized optimization problem

\[ \tilde{J}(A) = J(A) + \gamma R(A), \quad (26) \]

where \( J(A) \) is given by (15) or (22). \( \gamma \) is a parameter that balances the loss function and the regularization term. Here we use the Tikhonov regularization, namely,

\[ R(A) = \frac{1}{2} \langle A, A \rangle. \quad (27) \]

Thanks to the TT structure, the gradient of \( R(A) \) with respect to the TT-core \( G_k \) can be equivalently rewritten as a linear transformation of vec(\( G_k \)). In other words, there is a matrix \( D_k \in \mathbb{R}^{r_{k-1}(r_k + 1)r_k \times r_{k-1}(r_k + 1)r_k} \) determined by the cores \( \{G_j\}_{j \neq k} \) such that \( \nabla_{G_k} R(A) = D_k \text{vec}(G_k) \). See Appendix A for more details. It follows that

\[ \nabla_{G_k} \tilde{J}(A) = \nabla_{G_k} J(A) + \gamma D_k \text{vec}(G_k) \]

and

\[ \nabla_{G_k}^2 \tilde{J}(A) = \nabla_{G_k}^2 J(A) + \gamma D_k. \]

These small modifications lead to small changes when updating the core \( G_k \). For instance, the first-order condition of (26)
for the least squares model results in solving the modified linear system

\[
(C_k^T C_k + \frac{N}{2}^2 \gamma D_k) \text{vec}(G_k) = C_k^T y, \tag{28}
\]

when compared with the original linear system (19).

D. Orthogonalization and Parallelization

The matrix \( C_k \) from (16) needs to be reconstructed for each TT-core \( G_k \) during the execution of the two TT learning algorithms. Fortunately, this can be done efficiently by exploiting the tensor train structure. In particular, after updating the core \( G_k \) in the left-to-right sweep, the new row vectors \( \{p_{k+1}(x^{(j)})\}_{j=1}^N \) to construct the next matrix \( C_{k+1} \) can be easily computed from

\[
p_{k+1}(x^{(j)}) = G_k \times_1 p_k(x^{(j)}) \times_2 v(x^{(j)})^T.
\]

Similarly, in the right-to-left sweep, the new column vectors \( \{q_{k-1}(x^{(j)})\}_{j=1}^N \) to construct the next matrix \( C_{k-1} \) can be easily computed from

\[
q_{k-1}(x^{(j)}) = G_k \times_2 v(x^{(j)})^T \times_3 q_k(x^{(j)})^T.
\]

To make the learning algorithms numerically stable, the techniques of orthogonalization are also applied. The main idea is to make sure that before updating the core \( G_k \), the cores \( G_1, \ldots, G_{k-1} \) are left-orthogonal and the cores \( G_{k+1}, \ldots, G_d \) are right-orthogonal by a sequence of QR decompositions. In this way, the condition number of the constructed matrix \( C_k \) is upper bounded so that the subproblem is well-posed. After updating the core \( G_k \), we do an extra QR decomposition to orthogonalize it, and absorb the upper triangular matrix into the next core (depending on the direction of updating). More details on the orthogonalization step can be found in [25].

Another computational challenge is the potentially large size \( N \) of the training dataset. Luckily, the dimension of the optimization problem when updating \( G_k \) in the TT learning algorithms is \( r_k-1(n_k+1)r_k \), which is much smaller and independent from \( N \). We only need to compute the products \( C_k^T C_k, C_k^T y, C_k^T h_A \) and \( C_k^T D_A C_k \) in (19), (24) and (25). These computations are easily done in parallel. To be specific, given a proper partition \( \{N_l\}_{l=1}^L \) satisfying \( \sum_{l=1}^L N_l = N \), we divide the large matrix \( C_k \) into several blocks, namely,

\[
C_k = \begin{bmatrix}
C_k^{(1)} \\
C_k^{(2)} \\
\vdots \\
C_k^{(L)}
\end{bmatrix} \in \mathbb{R}^{N \times r_k-1(n_k+1)r_k},
\]

where \( C_k^{(l)} \in \mathbb{R}^{N_l \times r_k-1(n_k+1)r_k} \), \( l = 1, 2, \ldots, L \). Then, for example, the product \( C_k^T D_A C_k \) can be computed by

\[
C_k^T D_A C_k = \sum_{l=1}^L (C_k^{(l)})^T D_A^{(l)} C_k^{(l)},
\]

where \( D_A^{(l)} \) denotes the corresponding diagonal block. Each term in the summation on the right-hand side of the above equation can be computed in parallel. The other matrix products can also be computed in a similar way.

We summarize our learning algorithms in Algorithm 2. Note that based on the decision strategy, an \( m \)-class problem is decomposed into a sequence of two-class problems whose TT classifiers can be trained in parallel.

**Algorithm 2 Tensor Train Learning Algorithm**

**Input:** Training dataset of pairs \( \{(x^{(i)}, y^{(i)})\}_{i=1}^N \), TT-ranks \( \{r_k\}_{k=1}^d \), degree vector \( n = (n_1, n_2, \ldots, n_d) \in \mathbb{N}^d \) and regularization parameter \( \gamma \)

**Output:** Tensor \( A \) in TT format with cores \( \{G_k\}_{k=1}^d \)

1. **Initialize** right orthogonal cores \( \{G_k\}_{k=1}^d \) of prescribed ranks
2. **while** termination condition is not satisfied **do**
   3. **for** \( k = 1, 2, \ldots, d-1 \) **do**
      4. \( G_k^* \leftarrow \) find the minimal solution of the regularized optimization problem (25) with respect to \( G_k \)
      5. \( U_k \leftarrow \text{reshape}(G_k^*, r_k-1(n_k+1), r_k) \)
      6. \( [Q, R] \leftarrow \text{compute QR decomposition of } U_k \)
      7. \( \hat{G}_k \leftarrow \text{reshape}(Q, r_k-1, n_k + 1, r_k) \)
      8. \( V_{k+1} \leftarrow R \ast \text{reshape}(\hat{G}_k^{-1}, r_k, n_k + 1, r_k+1) \)
      9. \( G_{k+1}^* \leftarrow \text{reshape}(V_{k+1}, r_k, n_k + 1, r_k+1) \)
   10. **end for**
   11. Perform the right-to-left sweep
12. **end while**

We end this section with the following remarks:

- Other loss functions can also be used in the framework of tensor train learning provided that there exists an efficient way to solve the corresponding subproblems.
- The Density Matrix Renormalization Group (DMRG) method [24] can also be used to update the cores. This involves updating two cores at a time so that the TT-ranks are adaptively determined by means of a singular value decomposition (SVD). This may give better performance at the cost of a higher computational complexity. It also removes the need to fix the TT-ranks a priori.
- The local linear convergence of Algorithm 2 has been established in [25], [26] under certain conditions. In particular, if the TT-ranks are correctly estimated for convex optimization problems, then the obtained solution is guaranteed to be the global optimum. When choosing the TT-ranks, one should keep the upper bounds of the TT-ranks from Proposition 1 in mind.

V. Experiments

In this section, we test our TT learning algorithms on two popular digit recognition datasets: USPS and MNIST. All the algorithms were implemented in Matlab Version R2016a. The numerical experiments were done on a desktop PC with an Intel i5 quad-core processor running at 3.3GHz and 16GB of RAM.

Features of the handwritten digits are extracted through PCA by choosing a varying number of \( d \) principal components, resulting in a smaller feature space when compared to the dimension of the input samples. The TT classifiers are trained
with these principal components. We adopt the one-against-all decision strategy, where ten TT classifiers are trained to separate each digit from all the others. In the implementation of Algorithm [2], we normalize each initial core such that its Frobenius norm is equal to one. The degree vector is given by \( n_1 = \cdots = n_d = n \). The TT-ranks are upper bounded by \( r_{max} \). The values of \( d, n, r_{max} \) were chosen to minimize the test error rate and to ensure that each of the subproblems to update the TT-cores \( \mathcal{G}_k \) could be solved in a reasonable time. The dimension of each subproblem is at most \((n+1)r_{max}^2\). For example, in the USPS case, we first fixed the values of \( n \) and \( r_{max} \). Test error rates were then found to be the smallest when \( d \) is located in the interval [20, 30]. We then fixed the value of \( d \) and incremented \( n \) and \( r_{max} \) to see whether this resulted in a better test error rate. We use the optimality criterion

\[
\frac{|\tilde{J}(\mathcal{A}^+) - \tilde{J}(\mathcal{A})|}{|\tilde{J}(\mathcal{A})|} \leq 10^{-2},
\]

where \( \mathcal{A}^+ \) is the updated tensor from tensor \( \mathcal{A} \) after one sweep. And the maximum number of sweeps is 4, namely, \( 4(d-1) \) iterations through the entire training data are performed for each session. To simplify notations, we use “TTLS” and “TTLR” to denote the TT learning algorithms based on minimizing loss functions (15) and (22), respectively. For these two models, the regularization parameter \( \gamma \) is determined by the technique of 10-fold cross-validation. In other words, we randomly assign the training data to ten sets of equal size. The parameter \( \gamma \) is chosen so that the mean over all test errors is minimal.

The US Postal Service (USPS) database\(^1\) contains 9298 handwritten digits, including 7291 for training and 2007 for testing. Each digit is a \( 16 \times 16 \) image, represented as a 256-dimensional vector with entries between -1 and 1. It is known that the USPS test set is rather difficult and the human error rate is 2.5%. The numerical results are reported in Table \( \text{II} \).

The Modified NIST (MNIST) database\(^2\) of handwritten digits has a training set of 60,000 examples, and a test set of 10,000 examples. It is a subset of a larger set available from NIST. The digits have been size-normalized and centered in a \( 28 \times 28 \) image. Here, we use a reduced version by removing the 4 pixel padding around the digits, which results in a \( 20 \times 20 \) image represented as a 400-dimensional vector with entries between 0 and 1. The numerical results are reported in Table \( \text{II} \).

The monotonic decrease is always seen when training the ten TT classifiers. Fig. 3 shows the convergence of both TT learning algorithms on the USPS data for the case \( d = 20, n = 1, r_{max} = 8 \) when training the classifier for the character “6”.

In addition, we also trained a polynomial classifier using least squares support vector machines (LSSVM [13]) on these two databases. The classifiers, using a polynomial kernel, were trained in Matlab with the LS-SVMLab toolbox. Using the basic SVM scheme, a training error rate of 0 and a test error rate of 8.37% were obtained for the USPS dataset after more than three and a half hours of computation. The MNIST dataset resulted in consistent out-of-memory errors, which is to be expected as the basic SVM scheme is not intended for large data sets.

VI. CONCLUSION

This paper presents the framework of tensor train learning for pattern classification. Two efficient learning algorithms are proposed based on different loss functions. The numerical experiments show that each TT classifier is trained in up to several minutes with competitive test errors. We also mention that these results can be improved by adding virtual examples [8]. Future improvements are the implementation of on-line learning algorithms, together with the extension of the binary TT classifier to the multi-class case.

APPENDIX A

Given the degree vector \( \mathbf{n} = (n_1, n_2, \ldots, n_d) \in \mathbb{N}^d \), let \( \mathcal{A} \in \mathbb{R}^{(n_1+1)\times(n_2+1)\times\cdots\times(n_d+1)} \) be the tensor in TT format with cores \( \mathcal{G}_k \in \mathbb{R}^{r_{k-1}\times(n_k+1)\times r_k}, k = 1, 2, \ldots, d \). To investigate the gradient of \( R(\mathcal{A}) \) in (27) with respect to the TT-core \( \mathcal{G}_k \), we give a small variation \( \epsilon \) to the \( i \)th element of \( \text{vec}(\mathcal{G}_k) \), resulting in a new tensor \( \mathcal{A}_\epsilon \), given by

\[
\mathcal{A}_\epsilon = \mathcal{A} + \epsilon \mathcal{I}_{i}^{(k)},
\]

where \( 1 \leq i \leq r_{k-1}(n_k+1)r_k \) and \( \mathcal{I}_{i}^{(k)} \) is the tensor which has the same TT-cores with \( \mathcal{A} \) except that the vectorization of the core \( \mathcal{G}_k \) is replaced by the unit vector in \( \mathbb{R}^{r_{k-1}(n_k+1)r_k} \) with the \( i \)th element equal to 1 and 0 otherwise. Then we have

\[
[\nabla_{\mathcal{G}_k} R(\mathcal{A})]_i = \lim_{\epsilon \rightarrow 0} \frac{R(\mathcal{A}_\epsilon) - R(\mathcal{A})}{\epsilon} = (\mathcal{A}, \mathcal{I}_{i}^{(k)}).
\]

On the other hand, by the definition of vectorization, the \( i \)th element of \( \text{vec}(\mathcal{G}_k) \) is mapped from the tensor element of \( \mathcal{G}_k \) with indices \((\alpha_{k-1}, j_k, \alpha_k)\) satisfying

\[
i = \alpha_{k-1} + (j_k - 1)r_{k-1} + (\alpha_k - 1)r_{k-1}(n_k + 1),
\]

where \( 1 \leq \alpha_{k-1} \leq r_{k-1}, 1 \leq j_k \leq n_k + 1 \) and \( 1 \leq \alpha_k \leq r_k \). Denote by \( E(\alpha_{k-1}, \alpha_k) \) the matrix in \( \mathbb{R}^{r_{k-1}\times r_{k}} \) such that the element with index \((\alpha_{k-1}, \alpha_k)\) equal to 1 and 0 otherwise. By simple computation, one can obtain that

\[
(\mathcal{A}, \mathcal{I}_{i}^{(k)}) = \sum_{i_1, i_2, \ldots, i_d} \mathcal{A}_{i_1i_2\cdots i_d}(\mathcal{I}_{i}^{(k)})_{i_1i_2\cdots i_d} = \mathbf{a}_k \left( E(\alpha_{k-1}, \alpha_k) \otimes \mathcal{G}_k(j_k) \right) b_k,
\]
where

\[ a_k = \prod_{l=1}^{k-1} \sum_{i_l=1}^{n_l+1} [G_l(i_l) \otimes G_l(i_l)] \in \mathbb{R}^{1 \times \tau_{k-1}} \quad (31) \]

and

\[ b_k = \prod_{l=k+1}^{d} \sum_{i_l=1}^{n_l+1} [G_l(i_l) \otimes G_l(i_l)] \in \mathbb{R}^{e \times 1}. \quad (32) \]

Let \( a_k^{(1)}, a_k^{(2)}, \ldots, a_k^{(r_k-1)} \in \mathbb{R}^{1 \times r_k-1} \) be the row vectors such
that
\[ \mathbf{a}_k = (\mathbf{a}_k^{(1)}, \mathbf{a}_k^{(2)}, \ldots, \mathbf{a}_k^{(r_k-1)}) \in \mathbb{R}^{1 \times r_k^2 - 1}, \]
and let \( \mathbf{b}_k^{(1)}, \mathbf{b}_k^{(2)}, \ldots, \mathbf{b}_k^{(r_k)} \in \mathbb{R}^{r_k \times 1} \) be the column vectors such that
\[ \mathbf{b}_k = \begin{bmatrix} \mathbf{b}_k^{(1)} \\ \mathbf{b}_k^{(2)} \\ \vdots \\ \mathbf{b}_k^{(r_k)} \end{bmatrix} \in \mathbb{R}^{r_k^2 \times 1}, \]
Combining (29) and (30) together, we have
\[ \nabla_{\mathcal{G}_k} R(A)_i = \mathbf{a}_k^{(\alpha_k-1)} \mathbf{G}_k^{(\alpha_k-1)} \mathbf{b}_k^{(\alpha_k)} \]
\[ = \left( (\mathbf{b}_k^{(\alpha_k)})^\top \otimes (\mathbf{e}^{(1)})^\top \otimes \mathbf{a}_k^{(\alpha_k-1)} \right) \text{vec}(\mathcal{G}_k), \]
where \( \mathbf{e}^{(j)} \in \mathbb{R}^{r_k+1} \) denotes the unit vector with the \( j \)th element equal to 1 and 0 otherwise. If we define the \( r_k-1(n_k+1)r_k \times r_k-1(n_k+1)r_k \) matrix
\[ D_k = \begin{bmatrix} \mathbf{b}_k^{(1)} \otimes (\mathbf{e}^{(1)})^\top \otimes \mathbf{a}_k^{(1)} \\ \mathbf{b}_k^{(2)} \otimes (\mathbf{e}^{(1)})^\top \otimes \mathbf{a}_k^{(2)} \\ \vdots \\ \mathbf{b}_k^{(r_k)} \otimes (\mathbf{e}^{(n_k+1)})^\top \otimes \mathbf{a}_k^{(r_k-1)} \end{bmatrix}, \]
it follows immediately that \( \nabla_{\mathcal{G}_k} R(A) = D_k \text{vec}(\mathcal{G}_k) \).
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