Evaluating Deep Neural Networks Trained on Clinical Images in Dermatology with the Fitzpatrick 17k Dataset
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Abstract

How does the accuracy of deep neural network models trained to classify clinical images of skin conditions vary across skin color? While recent studies demonstrate computer vision models can serve as a useful decision support tool in healthcare and provide dermatologist-level classification on a number of specific tasks, darker skin is underrepresented in the data. Most publicly available data sets do not include Fitzpatrick skin type labels. We annotate 16,577 clinical images sourced from two dermatology atlases with Fitzpatrick skin type labels and open-source these annotations. Based on these labels, we find that there are significantly more images of light skin types than dark skin types in this dataset. We train a deep neural network model to classify 114 skin conditions and find that the model is most accurate on skin types similar to those it was trained on. In addition, we evaluate how an algorithmic approach to identifying skin tones, individual typology angle, compares with Fitzpatrick skin type labels annotated by a team of human labelers.

1. Motivation

How does the accuracy of deep neural network models trained to classify clinical images of skin conditions vary across skin color? The emergence of deep neural network models that can accurately classify images of skin conditions presents an opportunity to improve dermatology and healthcare at large [23, 36, 51, 48, 12]. But, the data upon which these models are trained are mostly made up of images of people with light skin. In the United States, dark skin is underrepresented in dermatology residency programs [35], textbooks [5, 3], dermatology research [34], and dermatology diagnoses [43, 28]. With the exception of PAD-UFES-20 [42], none of the publicly available data sets identified by the Sixth ISIC Skin Image Analysis Workshop at CVPR 2021 (Derm7pt [30], Dermofit Image Library, ISIC 2018 [16, 52], ISIC 2019 [15, 52, 18], ISIC 2020[46, 17], MED-NODE [27], PH2 [37], SD-128 [49], SD-198, SD-260) include skin type or skin color labels or any other information related to race and ethnicity. The only dataset with such skin type labels, PAD-UFES-20, contains Fitzpatrick skin type labels for 579 out of 1,373 patients in the dataset. The lack of consideration of subgroups within a population has been shown to lead deep neural networks to produce large accuracy disparities across gender and skin color for facial recognition [11], across images with and without surgical markings in dermatology [56, 10], and across treated and untreated conditions in radiology [40]. These inaccuracies arise from dataset biases, and these underlying data biases can unexpectedly lead to systematic bias against groups of people [8, 1]. If these dataset biases are left unexamined in dermatology images, machine learning models have the potential to increase healthcare disparities in dermatology [2].
By creating transparency and explicitly identifying likely sources of bias, it is possible to develop machine learning models that are not only accurate but also serve as discrimination detectors [41, 32, 19]. By rigorously examining potentials for discrimination across the entire pipeline for machine learning model development in healthcare [14], we can identify opportunities to address discrimination such as collecting additional data from underrepresented groups [13] or disentangling the source of the disparities [44]. In this paper, we present the Fitzpatrick 17k dataset which is a collection of images from two online dermatology atlases annotated with Fitzpatrick skin types by a team of humans. We train a deep neural network to classify skin conditions solely from images, and we evaluate accuracy across skin types.

We also use the Fitzpatrick 17k dataset to compare Fitzpatrick skin type labels to a computational method for estimating skin tone: individual typology angle (ITA). ITA is promising because it can be computed directly from images, but its performance varies with lighting conditions and may not always be effective for accurately annotating clinical images with skin types [55, 33, 31].

2. Fitzpatrick 17k Dataset

The Fitzpatrick 17k dataset contains 16,577 clinical images with skin condition labels and skin type labels based on the Fitzpatrick scoring system [25]. The dataset is accessible at https://github.com/mattgroh/fitzpatrick17k.

The images are sourced from two online open-source dermatology atlases: 12,672 images from DermaAmin and 3,905 images from Atlas Dermatologico [4, 26]. These sources include images and their corresponding skin condition label. While these labels are not known to be confirmed by a biopsy, these images and their skin condition labels have been used and cited in dermatology and computer vision literature a number of times [23, 29, 9, 45, 6, 50, 53]. As a data quality check, we asked a board-certified dermatologist to evaluate the diagnostic accuracy of 3% of the dataset. Based on a random sample of 504 images, a board-certified dermatologist identified 69.0% of images as diagnostic of the labeled condition, 19.2% of images as potentially diagnostic (not clearly diagnostic but not necessarily mislabeled, further testing would be required), 6.3% as characteristic (resembling the appearance of such a condition but not clearly diagnostic), 3.4% are considered wrongly labeled, and 2.0% are labeled as other. A second board-certified dermatologist also examined this sample of images and confirmed the error rate. This error rate is consistent with the 3.4% average error rate in the most commonly used test datasets for computer vision, natural language processing, and audio processing [39].

We selected images to annotate based on the most common dermatology conditions across these two data sources excluding the following 22 categories of skin conditions: (1) viral diseases, HPV, herpes, molluscum, exanthems, and others (2) fungal infections, (3) bacterial infections, (4) acquired autoimmune bullous disease, (5) mycobacterial infection (6) benign vascular lesions (7) scarring alopecia, (8) non-scarring alopecia (9) keratoderma (10) ichthyosis, (11) vasculitis, (12) pellagra like eruption (13) reiters disease (14) epidermolysis bullosa pruriginosa (15) amyloides, (16) pernio and mimics (17) skin metastases of tumours of internal organs (18) erythrokeratoderma progressice symmetric, (19) epidermolytic hyperkeratosis, (20) infections, (21) generalized eruptive histioctyma, (21) dry skin eczema. We excluded these categories because they were either too broad, the images were of poor quality, or the categories represented a rare genodermatosis. The final sample includes 114 conditions with at least 53 images (and a maximum of 653 images) per skin condition.

This dataset also includes two additional aggregated levels of skin condition classification based on the skin lesion taxonomy developed by Esteva et al. 2017, which can be helpful to improve the explainability of a deep learning system in dermatology [23, 7]. At the highest level, skin conditions are split into three categories: 2,234 benign lesions, 2,263 malignant lesions, and 12,080 non-neoplastic lesions. At a slightly more granular level, images of skin conditions are split into nine categories: 10,886 images labeled inflammatory, 1,352 malignant epidermal, 1,194 genodermatoses, 1,067 benign dermal, 931 benign epidermal, 573 malignant melanoma, 236 benign melanocyte, 182 malignant cutaneous lymphoma, and 156 malignant dermal. At the most granular level, images are labeled by skin condition.

The images are annotated with Fitzpatrick skin type labels by a team of human annotators from Scale AI. The Fitzpatrick labeling system is a six-point scale originally developed for classifying sun reactivity of skin and adjusting clinical medicine according to skin phenotype [25]. Recently, the Fitzpatrick scale has been used in computer vision for evaluating algorithmic fairness and model accuracy across skin type [11, 36, 22]. Fitzpatrick labels allow us to begin assessing algorithmic fairness, but we note that the Fitzpatrick scale does not capture the full diversity of skin types [54]. Each image is annotated with a Fitzpatrick skin type label by two to five annotators based on Scale AI’s dynamic consensus process. The number of annotators per image is determined by a minimal threshold for agreement, which takes into account an annotator’s historical accuracy evaluated against a gold standard dataset, which consists of 312 images with Fitzpatrick skin type annotations provided by a board-certified dermatologist. This annotation process resulted in 72,277 annotations in total.

In the Fitzpatrick 17k dataset, there are significantly more images of light skin types than dark skin. There are
7,755 images of the lightest skin types (1 & 2), 6,089 images of the middle skin types (3 & 4), and 2,168 images of the darkest skin types (5 & 6). Table 1 presents the distribution of images by skin type for each of the three highest level categorizations of skin conditions. A small portion of the dataset (565 images) are labeled as unknown, which indicates that the team of annotators could not reasonably identify the skin type within the image.

The imbalance of skin types across images is paired with an imbalance of skin types across skin condition labels. The Fitzpatrick 17k dataset has at least one image of all 114 skin conditions for Fitzpatrick skin types 1 through 3. For the remaining Fitzpatrick skin types, there are 113 skin conditions represented in type 4, 112 represented in type 5, and 89 represented in type 6. In other words, 25 of the 114 skin conditions in this dataset have no examples in Fitzpatrick type 6 skin. The mean Fitzpatrick skin types across these skin condition labels ranges from 1.77 for basal cell carcinoma morpheaform to 4.25 for pityriasis rubra pilaris. Only 10 skin conditions have a mean Fitzpatrick skin type above 3.5, which is the expected mean for a balanced dataset across Fitzpatrick skin types. These 10 conditions include: pityriasis rubra pilaris, xeroderma pigmentosum, vitiligo, neurofibromatosis, lichen amyloidosis, confluent and reticulated papillomatosis, acanthosis nigricans, prurigo nodularis, lichen simplex, and erythema elevatum diutinum.

|                | Non-Neoplastic | Benign | Malignant |
|----------------|----------------|--------|-----------|
| # Images       | 12,080         | 2,234  | 2,263     |
| Type 1         | 17.0%          | 19.9%  | 20.2%     |
| Type 2         | 28.1%          | 30.0%  | 32.8%     |
| Type 3         | 19.7%          | 21.2%  | 20.2%     |
| Type 4         | 17.5%          | 16.4%  | 13.3%     |
| Type 5         | 10.1%          | 7.1%   | 6.5%      |
| Type 6         | 4.4%           | 2.0%   | 2.7%      |
| Unknown        | 3.2%           | 3.3%   | 4.6%      |

Table 1. Distribution of skin conditions in Fitzpatrick 17k by Fitzpatrick skin type and high level skin condition categorization.

|                | Accuracy | Accuracy (off-by-one) | # of Images |
|----------------|----------|-----------------------|-------------|
| Type 1         | 49%      | 79%                   | 10          |
| Type 2         | 38%      | 84%                   | 100         |
| Type 3         | 25%      | 71%                   | 98          |
| Type 4         | 26%      | 71%                   | 47          |
| Type 5         | 34%      | 85%                   | 44          |
| Type 6         | 59%      | 83%                   | 13          |

Table 2. Accuracy of human annotators relative to the gold standard dataset of 312 Fitzpatrick skin type annotations provided by a board-certified dermatologist.

3. Classifying Skin Conditions with a Deep Neural Network

3.1. Methodology

We train a transfer learning model based on a VGG-16 deep neural network architecture [47] pre-trained on ImageNet [20]. We replace the last fully connected 1000 unit layer with the following sequence of layers: a fully connected 256 unit layer, a ReLU layer, dropout layer with a 40% change of dropping, a layer with the number of predicted categories, and finally a softmax layer. As a result, the model has 135,335,076 total parameters of which 1,074,532 are trainable. We train the model by using the Adam optimization algorithm to minimize negative log likelihood loss. We address class imbalance by using a weighted random sampler where the weights are determined by each skin condition’s inverse frequency in the dataset. We perform a number of transformations to images before training the model which include: randomly resizing images to 256 pixels by 256 pixels, randomly rotating images 0 to 15 degrees, randomly altering the brightness, contrast, saturation, and hue of each image, randomly flipping the image horizontally or not, center cropping the image to be 224 pixels by 224 pixels, and normalizing the image arrays by the ImageNet means and standard deviations.

We evaluate the classifier’s performance via 5 approaches: (1) testing on the subset of images labeled by a board-certified dermatologist as diagnostic of the labeled condition and training on the rest of the data (2) testing on a randomly selected 20% of the images where the random selection was stratified on skin conditions and training on the rest of the data (3) testing on images from Atlas Dermatologico and training on images from Derma Amin (4) testing on images from Derma Amin and training on images from Atlas Dermatologico (5) training on images labeled as Fitzpatrick skin types 1-2 (or 3-4 or 5-6) and testing on the rest of the data. The accuracy on the validation set begins to flatten after 10 to 20 epochs for each validation fold. We trained the same architecture on each fold and report accuracy scores for the epoch with the lowest loss on the validation set.

3.2. Results

We report results of training the model on all 114 skin conditions across 7 different selections of holdout sets in Table 3.

In the random holdout, the model produces a 20.2% overall accuracy on exactly identifying the labeled skin condition present in the image. The top-2 accuracy (the rate at which the first or second prediction of the model is the same as the image’s label) is 29.0% and the top-3 accuracy is 35.4%. These numbers can be evaluated against random guessing, which would be 1/114 or 0.9% accuracy. Across
Table 3. Accuracy rates classifying 114 skin conditions across skin types on six selections of holdout sets. The verified holdout set is a subset of a randomly sampled set of images verified by a board-certified dermatologist as diagnostic of the labeled condition. The random holdout set is a randomly sampled set of images. The source A holdout set are all images from Atlas Dermatologico. The source B holdout set are all images from Derma Amin. The 3 Fitzpatrick holdout sets are selected according to Fitzpatrick labels. In all cases, the training data are the remaining non-held out images from the Fitzpatrick 17k dataset.

| Holdout Set | Verified | Random | Source A | Source B | Fitz 3-6 | Fitz 1-2 & 5-6 | Fitz 1-4 |
|-------------|----------|--------|----------|----------|----------|---------------|----------|
| # Train Images | 16,229  | 12,751 | 12,672   | 3,905    | 7,755    | 6,089         | 2,168    |
| # Test Images | 348      | 3,826  | 3,905    | 12,672   | 12,672   | 12,672        | 12,672   |
| Overall     | 26.7%    | 20.2%  | 27.4%    | 11.4%    | 13.8%    | 13.4%         | 7.7%     |
| Type 1      | 15.1%    | 15.8%  | 40.1%    | 6.6%     | -        | 10.0%         | 4.4%     |
| Type 2      | 23.9%    | 16.9%  | 27.7%    | 8.6%     | -        | 13.0%         | 5.5%     |
| Type 3      | 27.9%    | 22.2%  | 25.3%    | 13.7%    | 15.9%    | -             | 9.1%     |
| Type 4      | 30.9%    | 24.1%  | 26.2%    | 17.1%    | 14.2%    | -             | 12.9%    |
| Type 5      | 37.2%    | 28.9%  | 28.4%    | 17.6%    | 10.1%    | 21.1%         | -        |
| Type 6      | 28.2%    | 15.5%  | 25.7%    | 14.9%    | 9.0%     | 12.1%         | -        |

Table 4. Confusion matrix for deep neural network performance on predicting the high-level skin condition categories in the holdout set of images from Atlas Dermatologico.

| Actual Class | Predicted Class |
|--------------|-----------------|
| Benign       | Benign Malignant Non-neoplastic |
| 275          | 52              | 54              |
| Malignant    | 106             | 487             | 109            |
| Non-neoplastic| 788              | 448             | 1586            |

4. Evaluating Individual Typology Angle against Fitzpatrick Skin Type Labels

4.1. Methodology

An alternative approach to annotating images with Fitzpatrick labels is estimating skin tone via individual typology angle (ITA), which is calculated based on statistical features of image pixels and is negatively correlated with the melanin index [55]. Ideally, ITA is calculated over pixels in a segmented region highlighting only non-diseased skin [31]. But, segmentation masks are expensive to obtain, and instead of directly segmenting healthy skin, we apply the YCbCr algorithm to mask skin pixels [33]. We compare Fitzpatrick labels on the entire dataset with ITA calculated on the full images and the YCbCr masks.

The YCbCr algorithm takes as input an image in RGBA color space and applies the following masking thresholds.

\[
R > 95 \\
R > G \\
R > B \\
G > 40 \\
B > 20 \\
|R - G| > 15 \\
A > 15
\]

Depending on each holdout selection, the accuracy rates produced by the model vary across skin types. For the first four holdout selections in Table 3 – the verified selection, the random holdout, the source A holdout based on images from Atlas Dermatologico, and the source B holdout based on images from Derma Amin – we do not find a systematic pattern in accuracy scores across skin type. For the second three holdout selections where the model is trained on images from two Fitzpatrick types and evaluated on images in the other four Fitzpatrick types, we find the model is most accurate on the images with the closest Fitzpatrick skin types to the training images. Specifically, the model trained on images labeled as Fitzpatrick skin types 1 and 2 performed better on types 3 and 4 than types 5 and 6. Likewise, the model trained on types 3 and 4 performed better on types 2 and 5 than 1 and 6. Finally, the model trained on types 5 and 6 performed better on types 3 and 4 than types 1 and 2.
Then, the image is converted from RGBA to YCbCr color space, and applies a further masking along the following thresholds:

\[
\begin{align*}
Cr &> 135 \quad (8) \\
Cr &\geq (0.3448 \cdot Cb) + 76.2069 \quad (9) \\
Cr &\geq (-4.5652 \cdot Cb) + 234.5652 \quad (10) \\
Cr &\leq (-1.15 \cdot Cb) + 301.75 \quad (11) \\
Cr &\leq (-2.2857 \cdot Cb) + 432.85 \quad (12)
\end{align*}
\]

where \(R - G - B - A\) are the respective Red-Green-Blue-Alpha components of the input image, and \(Y - Cb - Cr\) are the respective luminance and chrominance components of the color-converted image. As a result, the YCbCr algorithm attempts to segment healthy skin from the rest of an image.

We calculate the ITA of each full and YCbCr masked image by converting the input image to CIE \(-LAB\) color space, which contains \(L:\) luminance and \(B:\) yellow, and applying the following formula [38]:

\[
ITA = \arctan\left(\frac{L^* - 50}{B^*}\right) \cdot \frac{180}{\pi}
\]

where \(L^*\) and \(B^*\) are the mean of non-masked pixels with values within one standard deviation of the actual mean.

### 4.2. Results

In Table 5, we compare ITA calculations on both the full images and YCbCr masks with Fitzpatrick skin type labels. Furthermore, we compare two different methods for calculating Fitzpatrick type given ITA, as described in Equations 14 and 15. For each entry, we calculate the proportion of ITA scores in the range of plus or minus one of the annotated Fitzpatrick score.

\[
\text{Fitzpatrick}(ITA) = \begin{cases} 
1 & ITA > 55 \\
2 & 55 \geq ITA > 41 \\
3 & 41 \geq ITA > 28 \\
4 & 28 \geq ITA > 19 \\
5 & 19 \geq ITA > 10 \\
6 & 10 \geq ITA 
\end{cases}
\]

\[
\text{Fitzpatrick}(ITA) = \begin{cases} 
1 & ITA > 40 \\
2 & 40 \geq ITA > 23 \\
3 & 23 \geq ITA > 12 \\
4 & 12 \geq ITA > 0 \\
5 & 0 \geq ITA > -25 \\
6 & -25 \geq ITA
\end{cases}
\]

In Table 5, the columns labeled “Kinyanjui” compare Fitzpatrick skin type labels with ITA following Equation 14, a modified version of the ITA thresholds described by Kinyanjui et al. [31]. The columns labeled “Empirical” follow Equation 15, which we developed based on the empirical distribution of ITA scores minimizing overall error. Figure 1 plots the empirical distribution of ITA scores for each Fitzpatrick skin type label. The discrepancy between Fitzpatrick skin type labels and the ITA approach appears to be driven mostly by high variance in the ITA algorithm as Figure 3 reveals.

|                | Full Image | YCbCr Mask |
|----------------|------------|------------|
| Kinyanjui      | Kinyanjui  | Empirical  |
| Overall        | 45.87%     | 60.34%     | 53.30%     | 70.38%     |
| Type 1         | 50.97%     | 65.35%     | 52.22%     | 66.00%     |
| Type 2         | 42.60%     | 59.57%     | 49.15%     | 69.47%     |
| Type 3         | 35.43%     | 55.20%     | 45.13%     | 66.41%     |
| Type 4         | 34.09%     | 58.54%     | 40.24%     | 72.10%     |
| Type 5         | 78.21%     | 65.49%     | 93.41%     | 82.26%     |
| Type 6         | 74.80%     | 65.04%     | 90.71%     | 79.69%     |

Table 5. Plus or minus one concordance of individual typology angle (ITA) with Fitzpatrick skin type labels. Each column shows the percent of ITA scores that are within plus or minus 1 point of the annotated Fitzpatrick labels after converting ITA to Fitzpatrick types via Equations 14 and 15.

### 5. Conclusion

We present the Fitzpatrick 17k, a new dataset consisting of 16,577 clinical images of 114 different skin conditions annotated with Fitzpatrick skin type labels. These images are sourced from Atlas Dermatologico and Derma Amin and contain 3.6 times more images of the two lightest Fitzpatrick skin types than the two darkest Fitzpatrick skin types. By annotating this dataset with Fitzpatrick skin type labels, we reveal both an underrepresentation of dark skin images in online dermatology atlases and accuracy disparities that arise from training a neural network on only a subset of skin types.

By training a deep neural network based on an adapted VGG-16 architecture pre-trained on ImageNet, we achieve accuracy results that approach the levels reported on a much larger dataset [23]. We find that the skin type in the images on which a model is trained affects the accuracy scores across Fitzpatrick skin types. Specifically, we find that models trained on data from only two Fitzpatrick skin types are most accurate on holdout images of the closest Fitzpatrick skin types to the training data. These relationships between the type of training data and holdout accuracy across skin types are consistent with what has been long known by dermatologists: skin conditions appear differently across skin types [3].
An open question for future research is in which skin conditions do accuracy disparities appear largest across skin types. Recent research shows that diagnoses by medical students and physicians appears to vary across skin types [24, 21]. Future research at the intersection of dermatology and computer vision should focus on specific groups of skin conditions where accuracy disparities are expected to arise because visual features of skin conditions (e.g. redness in inflammatory conditions) do not appear universally across skin types.

The large set of Fitzpatrick skin type labels enable an empirical evaluation of ITA as an automated tool for assessing skin tone. Our comparison reveals that ITA is prone to error on images that human labelers can easily agree upon. The most accurate ITA scores are off by more than one point on the Fitzpatrick scale in about one third of the dataset. One limitation of this comparison is that we calculated ITA based on either the entire image or an automatic segmentation mask. Future work should refine this comparison based on more precise segmentation masks.

We present this dataset and paper in the hopes that it inspires future research at the intersection of dermatology and computer vision to evaluate accuracy across sub-populations where classification accuracy is suspected to be heterogeneous.
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