Roles of $Z_2$-odd $N = 1$ multiplets in off-shell dimensional reduction of 5D supergravity
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Abstract

We discuss the dimensional reduction of five-dimensional supergravity compactified on $S^1/Z_2$ keeping the $N = 1$ off-shell structure. Especially we clarify the roles of the $Z_2$-odd $N = 1$ multiplets in such an off-shell dimensional reduction. Their equations of motion provide constraints on the $Z_2$-even multiplets and extract the zero modes from the latter. The procedure can be applied to wide range of models and performed in a background-independent way. We demonstrate it in some specific models.
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Higher dimensional supergravity (SUGRA) has been attracted much attention and extensively investigated in various aspects, such as effective theories of the superstring theory or M-theory [1], AdS/CFT correspondence [2], the model building in the context of the brane-world scenario (see [3], for example), etc. Among them, five-dimensional (5D) supergravity \(^1\) compactified on an orbifold \(S^1/Z_2\) has been thoroughly investigated since it is shown to appear as an effective theory of the strongly coupled heterotic string theory [4] compactified on a Calabi-Yau 3-fold [5]. Besides, the supersymmetric (SUSY) extensions of the Randall-Sundrum model [6] are also constructed in 5D SUGRA on \(S^1/Z_2\) [7, 8, 9]. Their low-energy effective theories become four-dimensional (4D) supergravity as the fifth dimension is compactified. In this paper, we will discuss the dimensional reduction of 5D SUGRA on \(S^1/Z_2\) to derive its 4D effective theory.

The conformal SUGRA formulation [10, 11, 12, 13, 14], which is one of the off-shell formulation of SUGRA, is quite useful to construct the 5D SUGRA action, especially in a case that there are terms localized on the orbifold boundaries. The formulation is systematic and straightforward. Firstly we construct a 5D superconformal invariant action. Then we fix extra superconformal symmetries by imposing the gauge-fixing conditions so that we obtain the desired Poincaré SUGRA action. The conformal SUGRA formulation is also useful to describe the 4D effective theory of 5D SUGRA because it makes \(N = 1\) SUSY \(^2\) preserved by the orbifold projection manifest and also enables to discuss the mediation of SUSY breaking effects in a transparent way when SUSY is spontaneously broken. Such an off-shell 4D effective action is first derived in Ref. [15]. Although it is useful and instructive, it covers only a specific case where the background geometry is the Randall-Sundrum warped spacetime. Besides it is not clear how the off-shell 4D action is related to the original off-shell 5D SUGRA action in the derivation of Ref. [15]. In order to clarify their relation, we need to derive the former directly from the latter keeping the \(N = 1\) off-shell structure. For this purpose, it is convenient to decompose each 5D superconformal multiplet into \(N = 1\) multiplets [14]. Then we can rewrite the 5D conformal SUGRA action in terms of \(N = 1\) multiplets in the language of \(N = 1\) off-shell SUGRA [16, 17]. The formulation of such an \(N = 1\) off-shell action is pioneered by the authors of Ref. [18] for the minimal 5D SUGRA at the linearized level. Their formulation is useful for the calculation of the SUGRA loop contributions to the visible sector in the 5D braneworld models [19].

Our purpose in this paper is to derive the off-shell 4D action at the full SUGRA level. As we mentioned in Ref. [20], however, it is a nontrivial task to derive it because there are some multiplets, such as the compensator multiplet, that cannot be naively expanded into the Kaluza-Klein (K.K.) modes keeping the \(N = 1\) structure.

Recently the authors of Ref. [21] proposed a systematic method to derive the effective action of 5D SUGRA as an off-shell 4D SUGRA action avoiding the above difficulty. Their method is quite useful since it is applicable to wide range of 5D SUGRA models. In this paper, we will reinterpret their method to clarify the guiding principle of the procedure, and modify it. Our modification makes it possible to apply this method to more general

---

\(^1\) We focus on 5D SUGRA with eight supercharges in this paper.

\(^2\) \(N = 1\) denotes supersymmetry with four supercharges in this paper.
class of models, and clarifies the limits of validity for it. Especially we modify a treatment of $N = 1$ multiplets which are odd under the $Z_2$-parity of the orbifold. These multiplets are simply dropped by hand in Ref. [21] because they do not contain light 4D modes which appear in the low-energy effective theory. In general, however, such heavy fields affect the effective theory when they are integrated out [15, 22]. We treat the $Z_2$-odd multiplets carefully and show that their equations of motion provide constraints on the $Z_2$-even multiplets and extract the zero mode from the latter. We show that the procedure of the off-shell dimensional reduction can be performed in a background-independent way. This is no surprise because the information on the background is obtained only after moving to the on-shell description while the $N = 1$ off-shell structure is kept during the procedure. We demonstrate this off-shell dimensional reduction explicitly in some specific models.

The paper is organized as follows. We review the $N = 1$ description of the 5D conformal SUGRA action and provide the boundary actions in a case that the compensator consists of one or two hypermultiplets. In Sect. 3 we explain the procedure of the off-shell dimensional reduction in detail. In Sect. 4 we derive 4D effective theories of some specific models by applying the procedure provided in Sect. 3. Sect. 5 is devoted to the summary and some comments. In Appendix A the gauge fixing conditions for the extra superconformal symmetries are listed in our notation. In Appendix B we provide a complement of Sect. 3.2.

2 $N = 1$ off-shell description of 5D SUGRA action

2.1 $N = 1$ multiplets and bulk action

Throughout this paper, we use $\mu, \nu, \cdots = 0, 1, 2, 3$ for the 4D world vector indices and $y$ for the coordinate of the fifth dimension compactified on $S^1/Z_2$. The corresponding local Lorentz indices are denoted by underbarred indices. We take the fundamental region of the orbifold as $0 \leq y \leq \pi R$, where $R$ is a constant and take the unit of $M_5 = 1$, where $M_5$ is the 5D Planck mass.

We assume the following form of the metric,

$$ds_5^2 = e^{2\sigma(y)} g_{\mu\nu} dx^\mu dx^\nu - (e_y^4 dy)^2,$$

(2.1)

where $\sigma(y)$ is a warp factor, which is a function of only $y$. The off-diagonal components of the metric $g_{\mu y}$ can always be gauged away.

According to Ref. [14], each 5D superconformal multiplet can be decomposed into $N = 1$ superconformal multiplets as follows. The 5D Weyl multiplet is decomposed into the $N = 1$ Weyl multiplet $E_W = (e^\nu, \psi_\mu, \cdots)$ and a real general multiplet $V_E = (e_y^4, -2\psi_y^-, -2V_y^2, 2V_y^1, \cdots)$,

$$V_M = (V_M^{1,2,3}) (M = \mu, y)$$

are the $SU(2)_U$ gauge fields, which are auxiliary fields. As mentioned in Ref. [14], the off-diagonal components of the Weyl multiplet, which are $Z_2$-

odd, do not form an $N = 1$ multiplet but appear in the covariant derivatives of the

In principle, $R$ is nothing to do with the radius of the orbifold $r$, but it is convenient to take it so that it coincides with the latter after the radius is stabilized.

In the notation of Ref. [14], this general multiplet is denoted as $W_y$. 
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Table 1: The Weyl weight of each multiplet. The indices run over $I = 0, 1, \cdots, n_V$ and $a = 1, 2, \cdots, 2(n_C + n_H)$.

| Weyl weight | $E_W$ | $V_E$ | $V^I$ | $\Sigma^I$ | $\Phi^a$ |
|-------------|-------|-------|-------|-----------|---------|
| $-1$        | $-1$  | $0$   | $0$   | $3/2$     |         |

$Z_2$-even components in an unusual way. We will not discuss them any more since they are essentially irrelevant to the following discussion. Each 5D vector multiplet is decomposed into 4D vector and chiral multiplets $V^I$ and $\Sigma^I$ ($I = 0, 1, \cdots, n_V$) and each hypermultiplet is decomposed into two chiral multiplets ($\Phi^{2\hat{a}}$, $\Phi^{2\hat{a}}$) ($\hat{a} = 1, \cdots, n_C + n_H$). Here $n_C$ and $n_H$ are numbers of the compensator and the physical hypermultiplets, respectively. The Weyl weight of each multiplet is listed in Table 1. The value in the table denotes the Weyl weight of the lowest component in each multiplet. The Weyl weight of higher component rises by $1/2$. In other words, the Grassmann variable $\theta^a$ has the Weyl weight $-1/2$ in the superfield language.

Using these $N = 1$ multiplets, the 5D conformal SUGRA action can be expressed as the following $N = 1$ superspace action [16, 17].

$$
S = \int d^5 x \left\{ \mathcal{L}_{\text{vector}} + \mathcal{L}_{\text{hyper}} + \sum_{\vartheta^s = 0, \pi} \mathcal{L}^{(\vartheta^s)}_{\text{brane}} \delta(y - \vartheta^s R) \right\},
$$

$$
\mathcal{L}_{\text{vector}} = \left[ \int d^2 \theta \left\{ -\frac{N_{IJK}}{4}(\Sigma)W^J\bar{W}^K + \frac{N_{IJK}}{48} \bar{D}^2 (V^ID^a\partial_y V^J - D^aV^I\partial_y V^J) W^K_a \right\} + \text{h.c.} \right] - e^{2\sigma}\int d^4 \theta V^{-2}N(V),
$$

$$
\mathcal{L}_{\text{hyper}} = -2e^{2\sigma}\int d^4 \theta V_{E}d_a^b\bar{\Phi}^b \left( e^{-2igV^I t_I} \right)^a_c \Phi^c
$$

$$
- e^{3\sigma} \left[ \int d^2 \theta \Phi^a d_a^b \rho_{bc} (\partial_y - 2ig\Sigma^I t_I)^c_d \Phi^d + \text{h.c.} \right],
$$

(2.3)

where $a, b, \cdots = 1, 2, \cdots, 2(n_C + n_H)$. The norm function $N$ is a cubic function defined by

$$
N(X) \equiv C_{IJK} X^I X^J X^K,
$$

(2.4)

where $C_{IJK}$ is a real constant tensor which is completely symmetric for the indices, and $\mathcal{N}_I \equiv \partial N/\partial X^I$, $\mathcal{N}_{IJ} \equiv \partial^2 N/\partial X^I \partial X^J$, $\cdots$. The metric of the hyperscalar space $d_a^b$ can be brought into the standard form [24]

$$
d_a^b = \begin{pmatrix} 1_{2n_C} & \mathbf{0} \\ \mathbf{0} & -1_{2n_H} \end{pmatrix},
$$

(2.5)

and an antisymmetric tensor $\rho_{ab}$ is defined as $\rho_{ab} \equiv i\sigma_2 \otimes 1_{n_C+n_H}$. The superfields $W^I_a$ and $\Phi^a$ are related to $\Phi^a_S$ in our previous works [17, 20, 23] as $\Sigma^I = -i\Phi^I_S$. 
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\footnote{\Sigma^I is related to $\Phi^I_S$ in our previous works [17, 20, 23] as $\Sigma^I = -i\Phi^I_S$.}
\( \mathcal{W}_\alpha^I \equiv -\frac{1}{4} \bar{D}^2 D_\alpha V^I, \)
\( \mathcal{V}^I \equiv -\partial_y V^I + \Sigma^I + \bar{\Sigma}^I. \)  \hspace{1cm} (2.6)

For simplicity, we will consider only abelian gauge groups in this paper. The boundary Lagrangians \( \mathcal{L}_{\text{brane}}^{(\partial^*)} (\partial^* = 0, \pi) \) are discussed in the next two subsections. The letter \( g \) symbolically denotes the gauge coupling constants. Their explicit forms are provided together with the generators \( t_I \), such as Eqs. (2.11) and (2.20). These gauge couplings can be either even or odd under the \( Z_2 \)-parity. While \( Z_2 \)-even couplings are constants over the whole spacetime, \( Z_2 \)-odd couplings have kink profiles. Namely the latter are constants times the periodic step function \( \varepsilon(y) \) defined by

\[
\varepsilon(y) = \begin{cases} 
1 & \text{for} \ 2n\pi R < y < (2n + 1)\pi R \\
0 & \text{for} \ y = n\pi R \\
-1 & \text{for} \ (2n - 1)\pi R < y < 2n\pi R 
\end{cases}
\]  \hspace{1cm} (2.7)

for an arbitrary integer \( n \). Such \( Z_2 \)-odd coupling constants are consistently realized in SUGRA context by the so-called four-form mechanism proposed in Ref. [13, 25].

Note that Eq. (2.3) is a shorthand expression for the full SUGRA action. We can always restore the full action by promoting \( d^4 \theta \) and \( d^2 \theta \) integrals to the \( D \)- and \( F \)-term formulae of \( N = 1 \) conformal SUGRA formulation [10], which are compactly listed in Appendix C of Ref. [14].

The superspace action (2.3) has a similar form to that of Ref. [26]. As we have pointed out in Ref. [17], however, the latter action is not consistent with the 5D conformal SUGRA based on Ref. [12, 13, 14] especially in the case that a physical hyperscalar has a nontrivial background just like in Ref. [27].

As we have indicated in Ref. [20], there are some \( N = 1 \) multiplets that interfere with a naive dimensional reduction keeping the \( N = 1 \) off-shell structure. \( V_E \) is one of them. The authors of Ref. [21] noticed that it can be easily integrated out because it does not have a kinetic term. After integrating out \( V_E \), the bulk part of the action (2.3) is rewritten as

\[
\mathcal{L}_{\text{bulk}} = \left[ \int d^2 \theta \left\{ -\frac{N_{JK}}{4} \mathcal{W}^J \mathcal{W}^K + \frac{N_{JK}}{48} \bar{D}^2 \left( V^J D^\alpha \partial_y V^J - D^\alpha V^I \partial_y V^J \right) \mathcal{W}_\alpha^K \right\} + \text{h.c.} \right] \\
-3e^{2\sigma} \int d^4 \theta N^{1/3}(\mathcal{V}) \left\{ d_a^b \Phi^b \left( e^{-2i g V^I t_I} \right)^a_c \Phi^c \right\}^{2/3} \\
-e^{3\sigma} \left[ \int d^2 \Phi^a d_a^b \rho_{bc} \left( \partial_y - 2i g \Sigma^J t_J \right)^c_d \Phi^d + \text{h.c.} \right].  \hspace{1cm} (2.8)
\]

Note that this procedure can be performed independently of the boundary actions because \( V_E \) does not appear in them.
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6 The gauge invariant combinations for \( SU(2)_U \) are \( \mathcal{W}_\alpha^I \) and \( \mathcal{V}^I / V_E \).

7 This does not mean that \( e^y \) is an auxiliary field. It is also contained in \( \Sigma^I (I = 0, \cdots, n_V) \), which have their own kinetic terms.
Table 2: The orbifold parities in the case of \( n_C = 1 \). The indices run over \( I' = 0, 1, \ldots, n'_V; I'' = n'_V + 1, n'_V + 2, \ldots, n_V; \hat{a} = 1, 2, \ldots, n_H + 1 \).

The expression (2.8) is useful for finding a supersymmetric solution, or a BPS background. The Killing spinor equations, or the BPS equations, are expressed as conditions that \( D \)- and \( F \)-components of all \( N = 1 \) multiplets vanish \([16, 17]\). Thus we have only to pick up linear terms for the \( D \)- and \( F \)-components from the action and put them to zero in order to obtain the BPS equations. This greatly simplifies the calculation. Let us demonstrate this procedure in specific models in the cases of \( n_C = 1, 2 \).

2.2 \( n_C = 1 \) case

Let us first consider a case that the compensator multiplet consists of a single hypermultiplet. In the following, we divide the index \( I \) into \((I', I'')\) so that \( V^I_{I'} \) and \( V^I_{I''} \) are odd and even under the \( \mathbb{Z}_2 \)-parity respectively. The \( \mathbb{Z}_2 \)-parity of each \( N = 1 \) multiplet is listed in Table 2.

The boundary Lagrangian in this case is written as

\[
L^{(\theta^*)}_{\text{brane}} = \left[ \int d^2 \theta \frac{1}{4} f^{(\theta^*)}_{IJ}(Q) W^I W^J + \text{h.c.} \right] - 3 e^{2\sigma} \int d^4 \theta |\Phi^{a=2}|^{4/3} \exp \left\{ -K^{(\theta^*)}(Q, Q, U)/3 \right\} + e^{3\sigma} \left[ \int d^2 \theta \left( \Phi^{a=2} \right)^2 P^{(\theta^*)}(Q) + \text{h.c.} \right],
\]

where \( U^I \) and \( Q^{\hat{a}} \) are \( N = 1 \) vector and chiral multiplets. The barred indices \( \bar{I} \) and \( \bar{a} \) run over not only the induced multiplets on the boundaries from the bulk but also boundary-localized multiplets, if any. \( W^I \) is a superfield strength of \( U^I \). Functions \( f^{(\theta^*)}_{IJ}, K^{(\theta^*)} \) and \( P^{(\theta^*)} \) are the gauge kinetic functions, the Kähler potentials and the superpotentials, respectively. Note that only \( \Phi^{a=2} \) can appear as an \( N = 1 \) chiral compensator multiplet in the boundary actions because \( \Phi^{a=1} \) is \( \mathbb{Z}_2 \)-odd and vanishes on the boundaries. The powers of \( \Phi^2 \) are determined by the Weyl weight counting. Since the Weyl weights of the matter multiplets in the \( N = 1 \) off-shell action must be zero \([10]\), the bulk multiplets can appear in \( L^{(\theta^*)}_{\text{brane}} \) only in the form of

\[
U^I = V^I, \quad Q^{\hat{a}} = \frac{\Phi^{2\hat{a}}}{\Phi^2}, \quad (\hat{a} \geq 2)
\]

As a specific example, let us consider a case that \((n_C, n_H) = (1, 1)\) and the boundary

---

8 For the hypermultiplets \((\Phi^{2\hat{a}-1}, \Phi^{2\hat{a}})\), we can always choose the \( \mathbb{Z}_2 \)-parities as listed in Table 2 by using \( SU(2)U \).

9 The arguments of \( D \)- and \( F \)-term formulae must have the Weyl weight 2 and 3, respectively.
actions are absent. The hypermultiplets are charged for \((V^I, \Sigma^I)\) as
\[
igt_I = \sigma_3 \otimes \varepsilon(y) \left( \frac{3}{2} k_I \quad m_I \right),
\]
where the Pauli matrix \(\sigma_3\) acts on each hypermultiplet \((\Phi^{2a-1}, \Phi^{2a})\), and \(\varepsilon(y)\) is defined in (2.7). We assume that all \(V^I\) are \(Z_2\)-odd for simplicity \((i.e., I \neq I')\). The relevant part of the Lagrangian to obtain the BPS equations is
\[
\mathcal{L} = -3e^{2\sigma} \int d^4 \theta \mathcal{N}^{1/3}(V) \left\{ e^{-3k \cdot V} |\Phi^1|^2 + e^{3k \cdot V} |\Phi^2| |e^{-2m \cdot V} |\Phi^3|^2 - e^{2m \cdot V} |\Phi^4|^2 \right\}^{2/3} \]
\[-2e^{3\sigma} \left\{ \Phi^1 \left( \partial_y + \frac{3}{2} \hat{\sigma} + 3k \cdot \Sigma \right) \Phi^2 - \Phi^3 \left( \partial_y + \frac{3}{2} \hat{\sigma} + 2m \cdot \Sigma \right) \Phi^4 \right\} + \text{h.c.} \]
\[+ \ldots \]
where \(\hat{\sigma} \equiv d\sigma/ dy\) and \(k \cdot V \equiv \varepsilon(y)k_I V^I, m \cdot V \equiv \varepsilon(y)m_I V^I, \ldots\). The BPS equations are read off as follows.
\[
\varepsilon(y) \left( 3k_I \varphi^I \varphi^2 - 2m_I \varphi^3 \varphi^4 \right) = 0,
\]
\[
\left( \partial_y + \frac{3}{2} \hat{\sigma} + 3k \cdot \varphi \Sigma \right) \varphi^2 = 0, \quad \left( \partial_y + \frac{3}{2} \hat{\sigma} - 3k \cdot \varphi \Sigma \right) \varphi^1 = 0,
\]
\[
\left( \partial_y + \frac{3}{2} \hat{\sigma} + 2m \cdot \varphi \Sigma \right) \varphi^4 = 0, \quad \left( \partial_y + \frac{3}{2} \hat{\sigma} - 2m \cdot \varphi \Sigma \right) \varphi^3 = 0,
\]
where \(\varphi^a (a = 1, 2, 3, 4)\) and \(\varphi^I\) are the lowest components of the chiral multiplets \(\Phi^a\) and \(\Sigma^I\), respectively. The arguments of \(\mathcal{N}\)'s in the first equation are \(2\text{Re } \varphi \Sigma\). The equations in (2.13) come from the conditions that the \(D\)-component of \(V^I\), \(F\)-components of \(\Sigma^I\), \(\Phi^1\), \(\Phi^2\), \(\Phi^3\) and \(\Phi^4\) vanish. By solving (2.13) partially with the superconformal gauge-fixing conditions in Appendix A, we obtain the following equations for \(0 < y < \pi R\).
\[
e^{-2\sigma} \partial_y \left( e^{2\sigma} \mathcal{N}(2\text{Re } \varphi \Sigma) \right) + 6k_I + \frac{2(3k_I - 2m_I)}{1 - |C_0|^2} \exp \left\{ 2(3k - 2m) \cdot \int_0^y dy' \text{Re } \varphi \Sigma \right\} = 0,
\]
\[
\varphi^3 = 0, \quad \varphi^4 = \frac{C_0 \exp \left\{ (3k - 2m) \cdot \int_0^y dy' \varphi \Sigma \right\}}{1 - |C_0|^2 \exp \left\{ 2(3k - 2m) \cdot \int_0^y dy' \text{Re } \varphi \Sigma \right\}^{1/2}}, \quad k \cdot \text{Im } \varphi \Sigma = 0,
\]
where \(C_0\) is an integration constant. We have chosen the gauge where \(e_y = 1\). Thus the \(D\)-gauge fixing condition (A.2) becomes
\[
\mathcal{N}(2\text{Re } \varphi \Sigma) = 1.
\]
Note that \(e_y^4\) does not appear in the action (2.3) explicitly, but appear only in the gauge fixing condition (A.2) in our superfield description. The BPS background of \(\varphi^I\) is obtained as a solution of Eq. (2.14). Plugging it into Eq. (2.15), the background of \(\varphi^4\) is obtained.
| $Z_2$-parity | $V^{I'}$ | $\Sigma^{I'}$ | $V^{I''}$ | $\Sigma^{I''}$ | $V_T$ | $\Sigma_T$ | $\Phi^1$ | $\Phi^2$ | $\Phi^{2\alpha-1}$ | $\Phi^{2\alpha}$ |
|-------------|--------|-------------|--------|-------------|--------|--------|--------|--------|----------------|----------|
| -           | +      | +           | -      | +           | -      | -      | +      | +      | -              | -        |

Table 3: The orbifold parities in the case of $n_C = 2$. The indices run over $I' = 0, 1, \cdots, n'_V$; $I'' = n'_V + 1, n'_V + 2, \cdots, n_V$; $\alpha = 2, 3, \cdots, n_H + 2$.

In the case that $n_V = 0$ (and $C_{000} = 1$), the BPS solution is

$$\sigma = -k_0y + \frac{1}{3} \ln \frac{1 - |C_0|^2}{1 - |C_0|^2} e^{(3k_0 - 2m_0)y},$$

$$\varphi^3 = 0, \quad \varphi^4 = \frac{C_0 \exp \{(\frac{2}{3}k_0 - m_0)y\}}{[1 - |C_0|^2 \exp \{(3k_0 - 2m_0)y\}]^{1/2}}, \quad \varphi^\alpha_\Sigma = \frac{1}{2},$$

for $0 \leq y \leq \pi R$. Here we have chosen the gauge where $e_y^4 = 1$. Namely $R$ coincides with the radius of $S^1/Z_2$ in this case. In this model, $R$ is an arbitrary constant, which means that the radion mode is a modulus. The arbitrary constant $C_0$ indicates the existence of another modulus in $\varphi^4$. When $C_0$ is small, the background geometry is approximately the Randall-Sundrum warped spacetime, and the gauge couplings $k_0$ and $m_0$ correspond to the AdS$_5$ curvature and the bulk (kink) mass for the hypermultiplet, respectively.

### 2.3 $n_C = 2$ case

Next we consider the two-compensator-hypervirtual multiplet case. In this case, the manifold spanned by the hyperscalars becomes $SU(2, n_H)/SU(2) \times SU(n_H) \times U(1)$. Especially when $n_H = 1$, this corresponds to the manifold of the universal hypermultiplet, which appears in the reduction of the heterotic M-theory on $S^1/Z_2$ to five dimensions. Because we have one more compensator multiplet in addition to the previous case, we introduce an abelian vector multiplet $(V_T, \Sigma_T)$ without its own kinetic term to eliminate the additional degrees of freedom for the second compensator multiplet [12, 13]. The charges of the hypermultiplets for this $U(1)_T$ vector multiplet are assigned as $igt_T = \sigma_3 \otimes 1_{2 + n_H}$. Namely, $\Phi^{2\alpha-1}$ ($\Phi^{2\alpha}$) carries +1 (-1) charge. According to Ref. [12, 13], we choose the $Z_2$-parities of the hypermultiplets as listed in Table 3.

Now we consider the boundary Lagrangians. Note that only $\Phi^2 \Phi^3$ is gauge invariant for $U(1)_T$ among the combinations of the two $Z_2$-even chiral compensators. Thus $\mathcal{L}^{(\sigma^*)}_{brane}$ has the following form.

$$\mathcal{L}^{(\sigma^*)}_{brane} = \left[ \int d^2 \theta \frac{1}{4} f_{iJ}^{(\sigma^*)}(Q) \mathcal{W}^i \mathcal{W}^j + \text{h.c.} \right] - 3e^{2\sigma} \int d^4 \theta \left| \Phi^2 \Phi^3 \right|^{2/3} \exp \left\{ -K^{(\sigma^*)}(Q, Q, U)/3 \right\}$$

$$+ e^{3\sigma} \left\{ \int d^2 \theta \left( \Phi^2 \Phi^3 \right) P^{(\sigma^*)}(Q) + \text{h.c.} \right\}. \tag{2.18}$$

The powers of $\Phi^2 \Phi^3$ are determined by the Weyl weight counting. Since the physical chiral multiplets must have zero Weyl weights and be neutral for $U(1)_T$, the hypermultiplets
appear in $\mathcal{L}^{(d^*)}_{\text{brane}}$ in the form of

$$Q^{\hat{a}} = \frac{\Phi^{2\hat{a}-1}}{\Phi^3}. \quad (\hat{a} \geq 3)$$

(2.19)

As a specific example, we consider a case of $n_H = 1$, where the system contains a single physical hypermultiplet, i.e., the universal hypermultiplet. The orbifold projection reduces the isometry group of the hyperscalar manifold $U(2, 1)$ to the subgroup $U(1) \times U(1, 1)$. We partially gauge this unbroken isometry by $Z_2$-odd vector multiplets $V^I (I = I')$ as

$$igt_I = \sigma_3 \otimes \varepsilon(y) \begin{pmatrix} -\beta_I & 0 & 0 \\ 0 & \alpha_I & \alpha_I \\ 0 & -\alpha_I & -\alpha_I \end{pmatrix},$$

(2.20)

where $\alpha_I$ and $\beta_I$ are gauge couplings for $U(1)$ and a subgroup of $U(1, 1)$, respectively. This corresponds to a generalization of the situation in Ref. [5] where an effective theory of the heterotic M theory is considered. The Lagrangian is written as

$$\mathcal{L} = -3e^{2\sigma} \int d^4\theta \mathcal{N}^{1/3} \left\{ e^{-2V_T} \left( e^{2\beta V} |\Phi|^2 + \Phi^d \sigma_3 e^{-2\alpha V + \tau} \Phi \right) \\
+ e^{2V_T} \left( e^{-2\beta V} |\Phi|^2 + \Phi^c \sigma_3 e^{2\alpha V - \tau} \Phi^c \right) \right\}^{2/3}$$

$$-2e^{3\sigma} \left\{ \int d^2\theta \left\{ \Phi^1 \left( \partial_y + \frac{3}{2} \sigma - 2\beta \cdot \Sigma + 2\Sigma_T \right) \Phi^2 \\
+ \Phi^d \sigma_3 \left( \partial_y + \frac{3}{2} \sigma + 2(\alpha \cdot \Sigma) \tau + 2\Sigma_T \right) \Phi^c \right\} + \text{h.c.} \right\} + \cdots,$$

(2.21)

where the ellipsis denotes terms corresponding to the first line of (2.8), which are irrelevant to finding a BPS background, and $\alpha \cdot V \equiv \varepsilon(y) \alpha_I V^I$, $\beta \cdot V \equiv \varepsilon(y) \beta_I V^I$, $\cdots$,

$$\Phi \equiv \begin{pmatrix} \Phi^3 \\ \Phi^5 \end{pmatrix}, \quad \Phi^c \equiv \begin{pmatrix} \Phi^4 \\ \Phi^6 \end{pmatrix}, \quad \tau \equiv \sigma_3 + i\sigma_2 = \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}. \quad (2.22)$$

We have not introduced the boundary actions for simplicity.

From the equations of motion for $V_T$ and $\Sigma_T$, we obtain

$$e^{2V_T} = \frac{e^{2\beta V} |\Phi|^2 + \Phi^d \sigma_3 e^{-2(\alpha V + \tau)} \Phi}{e^{-2\beta V} |\Phi|^2 + \Phi^c \sigma_3 e^{2(\alpha V - \tau)} \Phi^c}, \quad (2.23)$$

$$\Phi^d \Phi^2 + \Phi^d \sigma_3 \Phi^c = 0. \quad (2.24)$$

Namely $\Sigma_T$ plays a role of a Lagrange multiplier. Using these equations, the action (2.21) becomes

$$\mathcal{L} = -3e^{2\sigma} \int d^4\theta \left\{ 4\mathcal{N}(\mathcal{V}) \left( |\Phi|^2 + \Phi^d \sigma_3 e^{-2(\beta + \alpha \tau) V} \Phi \right) \left( |\Phi|^2 + \Phi^c \sigma_3 e^{2(\beta + \alpha \tau) V} \Phi^c \right) \right\}^{1/3}$$

$$-2e^{3\sigma} \left\{ \int d^2\theta \left\{ \Phi^d \partial_y \Phi^2 + \Phi^d \sigma_3 \left( \partial_y + 2(\beta + \alpha \tau) \cdot \Sigma \right) \Phi^c \right\} + \text{h.c.} \right\} + \cdots,$$

(2.25)
with the constraint (2.24). Thus the BPS equations are read off as follows.

$$e^{−2σ} \frac{N_I}{N^{1/3}} \partial_y \left( e^{2σ} \frac{N_I}{N^{2/3}} \right) = 4ε(y) \left\{ ϕ^† σ_3(β_I + α_I τ)ϕ - ϕ^† σ_3(β_I + α_I τ)ϕ^c \right\},$$

$$ε(y)ϕ^† σ_3(β_I + α_I τ)ϕ^c = 0,$$

$$\left\{ \partial_y + 3σ - 2(β + ατ) \cdot ϕ^c - \frac{∂_y ϕ^c}{ϕ^2} \right\} ϕ = 0,$$

$$\left\{ \partial_y + 2(β + ατ) \cdot ϕ^c - \frac{∂_y ϕ^c}{ϕ^2} \right\} ϕ^c = 0,$$

(2.26)

where $ϕ$ and $ϕ^c$ are the lowest components of $Φ$ and $Φ^c$, respectively. The arguments of $N_i$ in the first equation are $2Re ϕ^c$. We have used the gauge-fixing condition (A.7).

Here we show a solution of (2.26) in the simplest case, i.e., $n_V = 0$ and $C_{000} = 1$. Let us choose the gauge where $e_y^4 = 1$. Then $Re ϕ^c = 1/2$ from the $D$ gauge-fixing condition (A.9). A BPS solution of (2.26) consistent with the gauge-fixing (A.9) is given for $0 < y < πR$ as follows.

$$e^{6σ} = e^{2φ_0} \left\{ A + 2Bα_0 y \right\},$$

$$S ≡ \frac{1 - φ_0}{1 + φ_0} = A = 2α_0 y, \quad ξ ≡ \frac{φ_0}{1 + φ_0} = 0,$$

(2.27)

where $A$ and $B$ are real integration constants, and $φ_0$, $φ_2$ are the physical scalars defined in (A.9). The real part of $S$ corresponds to the volume of the Calabi-Yau manifold in the heterotic M theory. When $β_0 = 0$, the solution (2.27) agrees with that obtained in Ref. [5] after moving to the gauge where $e_y^4 = 1$ in the latter. As can be seen from the result (2.27), the Calabi-Yau volume $Re S$ depends only on $α_0$. The $β_0$-gauging affects on the background geometry and induces an exponential warp factor just like the Randall-Sundrum model. The linear dependence on $α_0$ in the above solution stems from the nilpotency of $τ$.

In the case of an arbitrary number of $n_V$, we can express a BPS solution in an analytic form if $β_I = 0$ or $α_I = 0$. As in the second paper of Ref. [3], the solution is expressed in terms of real functions $f^I = f^I(y)$, which are implicitly defined as follows (for $0 < y < πR$). When $β_I = 0$, $f^I$ are defined by

$$N_I(f) = 8α_1 By + c_I,$$

(2.28)

where $B$ and $c_I$ are real integration constants. We have chosen the gauge where $e_y^4 = e^{4σ}$. So $R$ is no longer the radius of the orbifold. Using these functions, the BPS solution is expressed as

$$e^{3σ} = N(f), \quad ϕ^I = \frac{e^{-σ} f^I}{2}, \quad S = \frac{N^2(f)}{B}.$$  

(2.29)

When $α_I = 0$, on the other hand, $f^I$ are defined by

$$N_I(f) = 2β_I y + d_I,$$

(2.30)

where $d_I$ are real integration constants. We have chosen the gauge where $e_y^4 = e^{-2σ}$. The BPS solution in this case is expressed as

$$e^{3σ} = N(f), \quad ϕ^I = \frac{e^{-σ} f^I}{2}, \quad S = \text{(constant)}.$$  

(2.31)
3 Off-shell dimensional reduction

In this section, we will derive the 4D effective action keeping the $N = 1$ structure manifest. The key is a treatment of the $Z_2$-odd $N = 1$ multiplets. Since they do not have zero modes, they should be integrated out from the low-energy effective action. As is shown in Ref. [15, 22], heavy fields are eliminated by their equations of motion. Up to the two-derivative order for 4D spacetime coordinates $x^\mu$, contributions from the kinetic terms for the heavy fields are negligible because they are suppressed by a power of $E_{\text{typ}}/M_{\text{heavy}}$, where $E_{\text{typ}}$ is a typical energy scale in the effective theory and $M_{\text{heavy}}$ is the mass scale of the heavy fields. Thus we can drop the kinetic terms for the heavy fields from the original action if we work up to the two-derivative order. The conformal SUGRA actions of Refs. [12, 13, 14], on which our derivation is based, includes terms only up to two-derivative order. Therefore we will apply the following prescription to the 5D SUGRA action.

Prescription:

\begin{equation}
\text{Drop the kinetic terms for the } Z_2\text{-odd } N = 1 \text{ multiplets.}
\end{equation}

After this prescription, the $Z_2$-odd multiplets play similar roles to the Lagrange multipliers and provide constraints on the $Z_2$-even multiplets. In fact, such constraints extract the zero modes from the original 5D theory. As will be shown below, only 4D modes remain as the physical degrees of freedom after this prescription.

3.1 Extraction of 4D modes

The action (2.8) is invariant under the following gauge transformation up to total derivatives.

\begin{align*}
\tilde{V}^I &= V^I + \Lambda^I + \bar{\Lambda}^I, \\
\tilde{\Sigma}^I &= \Sigma^I + \partial_y \Lambda^I, \\
\tilde{\Phi}^a &= \left(e^{2g\Lambda^I y_I}\right)^a_b \Phi^b,
\end{align*}

(3.2)

where the transformation parameters $\Lambda^I (I = 0, \cdots, n_V)$ are chiral multiplets. The (abelian) gauge groups act on each hypermultiplet $(\Phi^{2a-1}, \Phi^{2a})$ as $\sigma_3$ or $\sigma_{1,2}$. Since $\Phi^{2a-1}$ and $\Phi^{2a}$ have opposite $Z_2$-parities, $g\Lambda^I$ is even (odd) for the $\sigma_3$ ($\sigma_{1,2}$) gauging.

In this section we consider the $\sigma_3$-gauging case. The other case is discussed in Sect. 4.2. Let us choose the gauge transformation parameter $\Lambda^I$ as

\begin{align*}
\Lambda'^I(y) &= \Lambda'^I_<(y) \equiv -\varepsilon(y) \int_0^y dy' \varepsilon(y') \Sigma'^I(y'), \\
\Lambda''^I(y) &= \Lambda''^I_<(y) \equiv \int_0^y dy' \Sigma''^I(y'),
\end{align*}

(3.3)

Then $\Sigma^I$ are transformed to

\begin{align*}
\tilde{\Sigma}'^I &= \pi T^I \delta(y - \pi R) + \cdots, \\
\tilde{\Sigma}''^I &= 0,
\end{align*}

(3.4)
where $T''$ are 4D chiral multiplets defined by
\[ T'' \equiv \frac{2}{\pi} \int_0^\pi dy \Sigma''(y). \] (3.5)

Thus $\Sigma''$ are gauged away from the bulk Lagrangian. The ellipsis in (3.4) denotes finite terms on the boundaries, which are neglected in the $y$-integral because their supports are measure zero. In the case of $n'_V = 0$, $T^0$ corresponds to the so-called a radion multiplet. The first line of (2.8), $\mathcal{L}_{CS}$, corresponds to the supersymmetric Chern-Simons term and is invariant up to a total derivative for $y$ under the transformation (3.2). Thus the following total derivative terms newly appear after rewriting the action in terms of the gauge-transformed quantities.

\[ \delta \mathcal{L}_{CS} = \int d^2 \theta \partial_y \left( \frac{C_{IJK}}{2} \Lambda^I_{\Sigma} \tilde{W}^J \tilde{W}^K \right) + \text{h.c.} \] (3.6)

This becomes surface terms for the $y$-integration.

In the following we consider a case that $(n_C, n_H) = (1, 1)$ for simplicity while $n_V$ is left to be an arbitrary number. Since $\tilde{\Phi}^1$ is $Z_2$-odd, the 4D chiral compensator multiplet is expected to be contained in $\tilde{\Phi}^2$. Thus we redefine the hypermultiplet $\tilde{\Phi}^a$ ($a = 1, 2, 3, 4$) as

\[ \tilde{\Phi}^1 = e^{-\frac{2\pi}{3} \phi^3} \sigma^3, \quad \tilde{\Phi}^2 = e^{-\frac{2\pi}{3} \phi^3}, \quad \tilde{\Phi}^3 = e^{-\frac{2\pi}{3} \phi^3} \sigma^2 H, \quad \tilde{\Phi}^4 = e^{-\frac{2\pi}{3} \phi^3} \sigma^2 H. \] (3.7)

We have rescaled $\tilde{\Phi}^a$ by the warp factor so that explicit $\sigma$-dependence disappears from the action. Only $\phi$ carries a nonzero Weyl weight, i.e., one, and the other multiplets $(\phi^c, H^c, H)$ have zero weights. Then the Lagrangians (2.8) and (2.9) are rewritten as the following form.

\[ \mathcal{L} = \left[ \int d^2 \theta \right. \left\{ \frac{C_{IJK}}{8} \delta^2 \left( \tilde{V}^I D^\alpha \partial_y \tilde{V}^J - D^\alpha \tilde{V}^I \partial_y \tilde{V}^J \right) \tilde{W}^K_{\alpha} \right\} + \text{h.c.} \bigg] + \delta \mathcal{L}_{CS} \]
\[ -3 \int d^4 y \mathcal{N}^{1/3}(\mathcal{V}) \left| \phi \right|^2 \left\{ e^{-3k} \left| \phi^c \right|^2 + e^{3k} \left| \phi^c \right|^2 - e^{-2m} \left| H^c \right|^2 - e^{2m} \left| H^c \right|^2 \right\}^{2/3} \]
\[ -2 \int d^2 \theta \left\{ \phi^2 \phi^c \partial_y (\phi^2) - \phi^2 H^c \partial_y (\phi^2 H) \right\} + \text{h.c.} \bigg] + \sum_{\theta = 0, \pi} \left[ \int d^2 \theta \phi^3 P^{(\theta^*)}(Q) + \text{h.c.} \right] \delta(y - \theta^* R), \] (3.8)

where the hypermultiplets are charged for $V^I$ as

\[ \text{igt}_{TV} = \sigma_3 \otimes \varepsilon(y) \left( \frac{3}{2} k_m, \begin{pmatrix} k_I \end{pmatrix} \right), \quad \text{igt}_{TV'} = \sigma_3 \otimes \left( \begin{pmatrix} g_{c}^{I} \end{pmatrix}, g_{c}^{h} \right), \] (3.9)

and $\frac{3}{2} k \cdot \tilde{V} \equiv \frac{3}{2} \varepsilon(y) k_I \tilde{V}^I + g_{c}^{I} \tilde{V}^I$, $m \cdot \tilde{V} \equiv \varepsilon(y) m_I \tilde{V}^I + g_{c}^{h} \tilde{V}^I$. For simplicity, we have introduced only the superpotentials $P^{(\theta^*)}$ in the boundary action.

Now we perform the prescription (3.1). Specifically, it is translated into the following.
• Drop the $Z_2$-odd chiral multiplets in the $d^4\theta$-integral.
• Drop the $Z_2$-odd superfield strengths $\mathcal{W}_I^{\prime\prime}$.

Then $\phi^c$ and $H^c$ appear only in the $d^2\theta$-integral in the third line of (3.8). From their equations of motion, we obtain

$$\partial_y \phi = 0, \quad \partial_y H = 0. \quad (3.10)$$

This means that $\phi$ and $H$ are 4D multiplets. Hence $\phi$ is identified with the 4D chiral compensator. Note that the constraints in (3.10) are obtained independently of the background, in contrast to Ref. [21] where they are obtained from the BPS equations.

$\Sigma^I$ correspond to the gauge fields that covariantize the derivative operator $\partial_y$. Thus Eq. (3.10) restricts the allowed gauge transformation to the one which keeps $\tilde{\Sigma}^I = 0$ because the derivative operator $\partial_y$ acting on the hypermultiplets are now absent in the action. Namely only the $y$-independent $\Lambda^{I''}$ are allowed. This indicates that the corresponding gauge multiplets $V^{I''}$ must also be independent of $y$.

$$\partial_y \tilde{V}^{I''} = 0. \quad (3.11)$$

Using this, the first line of (3.8), $\mathcal{L}_1$, becomes a total derivative for $y$.

$$\mathcal{L}_1 \equiv \int d^2 \theta \left\{ \frac{C^{I''J''K''}}{8} \tilde{D}^2 \left( \tilde{V}^{I''} D^\alpha \partial_y \tilde{V}^{J''} - D^\alpha \tilde{V}^{J''} \partial_y \tilde{V}^{I''} \right) \tilde{W}_\alpha^{K''} \right\} + \text{h.c.} + \delta \mathcal{L}_{\text{CS}}$$

$$= \int d^2 \partial_y \left\{ \frac{C^{I''J''K''}}{8} \tilde{D}^2 \left( \tilde{V}^{I''} D^\alpha \tilde{V}^{J''} - D^\alpha \tilde{V}^{J''} \tilde{V}^{I''} \right) \tilde{W}_\alpha^{K''} + \frac{C^{I''J''K''}}{2} \Lambda^I \tilde{W}_J^{N''} \tilde{W}_K^{N''} \right\} + \text{h.c.} \quad (3.12)$$

This becomes surface terms for the $y$-integration. Here note that the transformed quantities by $\Lambda^I \Sigma$ are discontinuous or singular at $y = \pi R$. (See Eq. (3.4).) This singularity is an artifact due to the discontinuous gauge transformation. The bulk Lagrangian has no singular terms in the original field basis. So we can safely neglect the contributions on the boundary $y = \pi R$ for the bulk action. In such a case, the above surface terms have nonvanishing values at $y \to \pi R$ while there are no contributions from the delta functions in (3.4). On the other hand, if we take the domain of the $y$-integration as $0 \leq y \leq \pi R$, the surface terms vanishes at $y = \pi R$ while the delta functions in (3.4) compensate their contributions, and the same result is obtained as the case of $0 \leq y < \pi R$. Thus, in the following, we will take the domain of the $y$-integration as $0 \leq y < \pi R$ for the bulk action in order to avoid the singular contributions at $y = \pi R$. From Eqs. (3.3) and (3.4),

$$\lim_{y \to \pi R^-} \Lambda^I = -\frac{\pi}{2} T^I, \quad (3.13)$$

and thus

$$\lim_{y \to \pi R^-} \tilde{V}^{I''} = -\pi \text{Re} T^{I''}. \quad (3.14)$$

\footnote{Nonvanishing $y$-independent $\Lambda^{I''}$ are not allowed since they are $Z_2$-odd.}
We have assumed the continuity of $V'$ at the boundaries. Using (3.13) and (3.14), the 4D effective Lagrangian coming from $L_1$ is calculated as

$$L_1^{(4D)} \equiv \int_0^{\pi R} dy \ L_1 = -\int d^2 \theta \ \frac{3\pi}{4} C_{I',J',K'} T^I T^J T^K + \text{h.c.} + \cdots . \quad (3.15)$$

We have used the relations $d^2 \theta = -\frac{1}{12} D^2$, $D^a \tilde{W}_a = \tilde{D}_a \tilde{W}_a$ and the partial integral for $\theta^a$ in the calculation. The ellipsis denotes terms involving $D_\alpha T$ or $\tilde{D}_a T$. They involve higher order derivative terms for the 4D coordinates $x^\mu$ and are dropped in a truncation at two-derivative order we are working.

There is an important point to notice about Eq. (3.10). It holds only in the bulk ($0 < y < \pi R$) because it comes from the equations of motion for the $Z_2$-odd multiplets, which vanish on the boundaries. Thus $\phi$ and $H$ can have different values on the boundaries from their bulk values $\phi_{\text{bulk}}$ and $H_{\text{bulk}}$. In fact, from Eqs. (3.2), (3.13) and $\varepsilon(\pi R) = 0,$

$$\lim_{y \to \pi R^-} \tilde{\Phi}^2(y) = e^{\frac{3}{2} \pi k_I T^I} e^{-2\varphi_{\alpha}^{\Lambda} \tilde{\Phi}^2(\pi R)} = e^{\frac{3}{2} \pi k_I T^I} \tilde{\Phi}^2(\pi R),$$

$$\lim_{y \to \pi R^-} \tilde{\Phi}^4(y) = e^{\pi m_I T^I} e^{-2\varphi_{\alpha}^{\Lambda} \tilde{\Phi}^4(\pi R)} = e^{\pi m_I T^I} \tilde{\Phi}^4(\pi R). \quad (3.16)$$

From this and (3.7), we can see

$$\phi_{\text{bulk}} = e^{\pi k_I T^I} \phi_{\mid \pi R},$$

$$H_{\text{bulk}} = e^{-\pi(\frac{3}{2} k_I T^I - m_I)} \phi_{\mid \pi R}. \quad (3.17)$$

On the other hand, $\phi$ and $H$ are continuous at $y = 0$ because $\Lambda_2^I$ are continuous there.

$$\phi_{\text{bulk}} = \phi_{\mid 0}, \quad H_{\text{bulk}} = H_{\mid 0}. \quad (3.18)$$

The 4D effective Lagrangian $L^{(4D)}$ is obtained by performing the $y$-integration for the 5D Lagrangian.

$$L^{(4D)} = -\left[ \int d^2 \theta \ \frac{3\pi}{4} C_{I',J',K'} T^I T^J T^K + \text{h.c.} \right]$$

$$-3 \int d^4 \phi \ |\phi|^2 \left\{ \int_0^{\pi R} dy \tilde{N}^{1/3}(-\partial_y \tilde{V}) e^{2k \tilde{V}} \left( 1 - e^{-(3k - 2m)\tilde{V}} |H|^2 \right)^{2/3} \right\}$$

$$+ \left[ \int d^2 \phi \ \frac{1}{2} \left\{ P^{(0)}(Q) + e^{-3\pi k_I T^I} P^{(\pi)}(Q) \right\} + \text{h.c.} \right], \quad (3.19)$$

where $\phi$ and $H$ are understood as $\phi_{\text{bulk}}$ and $H_{\text{bulk}}$, and

$$\tilde{N}(X) \equiv C_{I',J',K'} X^{I'} X^{J'} X^{K'} . \quad (3.20)$$

From Eqs. (3.10), (3.7), (3.17) and $\varepsilon(\vartheta^* R) = 0 \ (\vartheta^* = 0, \pi),$

$$Q = \frac{\Phi^4}{\Phi^2} \bigg|_{\vartheta^* R} = H_{\mid \vartheta^* R} = \exp \left\{ \vartheta^* \left( \frac{3}{2} k_I T^I - m_I \right) T^I \right\} H_{\text{bulk}} \quad (3.21)$$
in the case that $Q$ is an induced multiplet from the bulk. Here we have dropped $\Lambda^{T''}_Z$-dependence in the boundary actions because they will be cancelled out due to the gauge invariance.

The action (3.19) contains all the 4D multiplets that should appear in the effective theory. The only task to derive the effective Lagrangian is integrating out $\tilde{V}^{I'}$ in (3.19).

3.2 Integrating out $\tilde{V}^{I'}$

3.2.1 $n'_{V} = 0$ case

As pointed out in Ref. [21], $\tilde{V}^{I' = 0}$ can easily be integrated out in the case of $n'_{V} = 0$. Since $\hat{N}^{1/3}(-\partial_y \tilde{V}) = -\partial_y \tilde{V}^0$ in this case, the $y$-integral in (3.19) can be performed straightforwardly.

\[
\int_0^{\pi R^-} dy \hat{N}^{1/3}(-\partial_y \tilde{V}) e^{2k \tilde{V}} \left(1 - e^{-(3k-2m)\tilde{V}} |H|^2 \right)^{2/3} = -\int_0^{-\pi \Re T} d\tilde{V}^0 e^{2k \tilde{V}^0} \left(1 - e^{-(3k-2m)\tilde{V}^0} |H|^2 \right)^{2/3} = \frac{1 - e^{-2\pi k \Re T}}{2k} \frac{2}{3} \frac{e^{\pi (k-2m) \Re T} - 1}{3(k-2m)} |H|^2 + O(|H|^4),
\]

where $k \equiv k^0$, $m \equiv m^0$, and $T \equiv T^0$ corresponds to the radion multiplet. We have used (3.11). Note that we do not need to know an explicit $y$-dependence of $\tilde{V}^0$ in order to derive the 4D effective Lagrangian. In fact, the $y$-dependence of $\tilde{V}^0$ remains undetermined in the off-shell dimensional reduction. The situation is similar in the case of $n'_{V} \geq 1$. We can derive the 4D effective Lagrangian without the knowledge about explicit $y$-dependences of $\tilde{V}^{I'}$ as will be shown in the following.

3.2.2 $n'_{V} \geq 1$ case

The equations of motion for $\tilde{V}^{I'}$ are obtained from (3.19) as

\[
\hat{N}^{1/3} e^{2k \tilde{V}} \left\{ 2k_{I'} \left(1 - e^{-(3k-2m)\tilde{V}} |H|^2 \right)^{2/3} + \frac{2}{3} \frac{(3k_{I'} - 2m_{I'}) e^{-(3k-2m)\tilde{V}} |H|^2}{(1 - e^{-(3k-2m)\tilde{V}} |H|^2)^{1/3}} \right\} - \partial_y \left\{ -\frac{\hat{N}_{I'}}{3 \hat{N}^{2/3}} e^{2k \tilde{V}} \left(1 - e^{-(3k-2m)\tilde{V}} |H|^2 \right)^{2/3} \right\} = 0,
\]

for $0 < y < \pi R$. Here and henceforth, the arguments of $\hat{N}$’s are understood as $\hat{V}^{I'} = -\partial_y \tilde{V}^{I'}$ unless they are explicitly specified. This can be rewritten as

\[
\left\{ \partial_y \left( \frac{\hat{N}_{I'}}{\hat{N}} \right) + 6k_{I'} + \frac{2(3k_{I'} - 2m_{I'}) e^{-(3k-2m)\tilde{V}} |H|^2}{1 - e^{-(3k-2m)\tilde{V}} |H|^2} \right\} \mathcal{P}^{J'}_{I'}(-\partial_y \tilde{V}) = 0,
\]

where

\[
\mathcal{P}^{J'}_{I'}(X) \equiv \delta^{J'}_{I'} - \frac{X^{J'} \hat{N}_{I'}}{3 \hat{N}}(X)
\]

(3.25)
is a projection operator which satisfies
\[
P^{I'}_J(X)X^{I'} = \hat{N}_{J'}(X)P^{I'}_J(X) = 0. \tag{3.26}
\]
Thus only \(n'_V\) equations among \(n'_V + 1\) ones are independent in Eq.(3.24).

To illustrate the procedure, we consider a special case that \(3k' = 2m_I\) for all \(I'\) in this subsection. Namely the compensator and the physical hypermultiplets have the same charges for all \(V^{I'}\). In this case, Eq.(3.23) is reduced to
\[
\hat{N}^{1/3}e^{2k_0}\hat{V} \left( 1 - e^{2(g^h-g^e)\mi \nu V^{I''}}|H|^2 \right)^{2/3} = -\frac{1}{2k_0} \partial_y \left\{ \frac{\hat{N}_{I'}}{3\hat{N}^{2/3}} e^{2k_0}\hat{V} \left( 1 - e^{2(g^h-g^e)\mi \nu V^{I''}}|H|^2 \right)^{2/3} \right\}. \tag{3.27}
\]
The checked index \(\check{I}'\) denotes that we do not sum over it. Note that the left-hand side is equal to the integrand of the \(d^4\theta\)-integral in (3.19). Thus Eq.(3.27) means that the second line of (3.19) can be rewritten as surface terms for the \(y\)-integral.

Since \(\hat{N}\) is a cubic polynomial, \(\hat{N}_{I'}/\hat{N}^{2/3}\) are functions of \(n'_V\) independent variables \(v^i\) \((i = 1, 2, \cdots, n'_V)\) defined by
\[
v^i = \frac{\partial \hat{V}^{I'\equiv i}}{\partial \hat{V}^0}. \tag{3.28}
\]
Namely,
\[
\frac{\hat{N}_{I'}}{2k_0\hat{N}^{2/3}} (-\partial_y \hat{V}) \equiv \mathcal{F}_{I'}(v).
\tag{3.29}
\]
Using (3.27) and (3.29), the 4D Lagrangian (3.19) can be rewritten as
\[
\mathcal{L}^{(4D)} = -\left\{ \int d^4\theta \frac{3\pi}{4} C_{I',J',K',T'} \hat{W}^{I''} \hat{W}^{K''} + \text{h.c.} \right\} + \int d^4\theta \left\{ \mathcal{F}_{J'}(v_0) e^{-2\pi k_{I'} \text{Re}T''} - \mathcal{F}_{J'}(v_0) \right\} \left( 1 - e^{2(g^h-g^e)\mi \nu V^{I''}}|H|^2 \right)^{2/3} + \left\{ \int d^2\phi \frac{3\pi}{2} \left\{ P^{(0)}(Q) + e^{-3\pi k_{I'} T''} P^{(\pi)}(Q) \right\} + \text{h.c.} \right\}, \tag{3.30}
\]
for each \(J'\). Here \(v^0_0\) and \(v^i_\pi\) are boundary values of \(v^i\) at \(y = 0\) and \(y = \pi R\), respectively.

The last task to obtain the effective Lagrangian is to express \(v^i_0\) and \(v^i_\pi\) in terms of the physical multiplets. Since the \(H\)-dependence of Eq.(3.27) can be factored out \(^{12}\) Eq.(3.27) is rewritten as
\[
\partial_y \left( \frac{\hat{N}_{I'}}{k_{I'} \hat{N}^{2/3}} \right) = -\frac{6(k\mathcal{P})_{I'}}{k_{I'}} \hat{N}^{1/3}, \tag{3.31}
\]
where \((k\mathcal{P})_{I'} \equiv k_{J'} \mathcal{P}^{I'}_{J'}\), and the argument of \(\mathcal{P}\) is \(-\partial_y \hat{V}\). The right-hand side of (3.31) can be rewritten in the following form.
\[
(R.H.S.) = -\mathcal{G}_{I',J'}(v)\partial_y \hat{V}^{J'}, \tag{3.32}
\]
\(^{11}\) The basic procedure is similar also in a generic case that \(3k_{I'} \neq 2m_{I'}\) for some \(I'\), which is discussed in Appendix B.
\(^{12}\) Recall that both \(H\) and \(V^{I''}\) are \(y\)-independent.
where $G_{I',J'}$ are some functions of $v^i$. Thus, from Eq. (3.31), we obtain
\[
- \partial_y \tilde{V}^J = \frac{\partial_y \tilde{F}_I(v)}{G_{I',J'}(v)} \equiv \sum_{i=1}^{n'_\pi} \mathcal{H}_{I',J'}(v^1, v^2, \ldots, v^{n'_\pi}) \partial_y v^i,
\] (3.33)
where $J' = 0, 1, \ldots, n'_{\pi}$. Since the left-hand side is independent of $I'$, there are $(n'_{\pi} - 1)$ independent equations among $\mathcal{H}_{I',J'}(v)$ for given $J'$ and $i$.

\[
\mathcal{H}_{1,J'}(v) = \mathcal{H}_{2,J'}(v) = \cdots = \mathcal{H}_{n'_{\pi},J'}(v).
\] (3.34)

Using these equations, we can rewrite the coefficient function $\mathcal{H}_{I',J'}(v)$ so that it depends on only $v^i$ for each $i$. Namely, (3.33) for $I' = 1$ is rewritten as the following form.
\[
- \partial_y \tilde{V}^J = \sum_{i=1}^{n'_\pi} \hat{\mathcal{H}}_{J'}(v^i) \partial_y v^i.
\] (3.35)

Integrating this over $[0, \pi R]$, we obtain
\[
\pi \text{Re } T^{J'} = \sum_i \int_{v_0^i}^{v_i^\pi} dv^i \hat{\mathcal{H}}_{J'}(v^i) = \sum_i \left\{ \mathcal{Q}_{J'}(v_1^i) - \mathcal{Q}_{J'}(v_0^i) \right\},
\] (3.36)
where $\mathcal{Q}_{J'}(v^i)$ are integrals of $\hat{\mathcal{H}}_{J'}(v^i)$. From the second line of (3.30), we obtain the following $(n'_{\pi} - 1)$ independent equations among $(v_0^i, v_\pi^i)$ and $T^{I'}$.
\[
\mathcal{F}_1(v_\pi^i)e^{-2k_{\mu}\text{Re } T^{I'}} - \mathcal{F}_1(v_0^i) = \mathcal{F}_2(v_\pi^i)e^{-2k_{\mu}\text{Re } T^{I'}} - \mathcal{F}_2(v_0^i) = \cdots = \mathcal{F}_{n'_{\pi}}(v_\pi^i)e^{-2k_{\mu}\text{Re } T^{I'}} - \mathcal{F}_{n'_{\pi}}(v_0^i).
\] (3.37)

Using these equations, we can express $(n'_{\pi} - 1)$ variables, say $(v_\pi^2, \ldots, v_\pi^{n'_{\pi}})$, in terms of the other $v$’s and Re $T^{I'}$.
\[
v_\pi^2 = v_\pi^2(v_0^1, v_0^2, \ldots, v_0^{n'_{\pi}}, v_\pi^1, \text{Re } T^0, \text{Re } T^1, \ldots, \text{Re } T^{n'_{\pi}}),
\]
\[
vdots
\]
\[
v_\pi^{n'_{\pi}} = v_\pi^{n'_{\pi}}(v_0^1, v_0^2, \ldots, v_0^{n'_{\pi}}, v_\pi^1, \text{Re } T^0, \text{Re } T^1, \ldots, \text{Re } T^{n'_{\pi}}).
\] (3.38)

Then Eq. (3.36) becomes the following form.
\[
\pi \text{Re } T^{J'} = \mathcal{T}^{J'}(v_0^1, v_0^2, \ldots, v_0^{n'_{\pi}}, v_\pi^1, \text{Re } T^0, \text{Re } T^1, \ldots, \text{Re } T^{n'_{\pi}}),
\] (3.39)
where $J' = 0, 1, \ldots, n'_{\pi}$. Solving these equations for $(v_0^1, v_0^2, \ldots, v_0^{n'_{\pi}}, v_\pi^1)$ and substituting them into Eq. (3.38), all $(v_0^i, v_\pi^i)$ are expressed in terms of Re $T^{I'}$.
\[
v_0^i = v_0^i(\text{Re } T^0, \text{Re } T^1, \ldots, \text{Re } T^{n'_{\pi}}),
\]
\[
v_\pi^i = v_\pi^i(\text{Re } T^0, \text{Re } T^1, \ldots, \text{Re } T^{n'_{\pi}}),
\] (3.40)
where $i = 1, 2, \ldots, n'_{\pi}$. Plugging these into (3.30), we obtain the final result.

In the case that $3k_{\mu} \neq 2m_{I'}$ for some $I'$, we can perform a similar procedure and obtain the 4D effective action as shown in Appendix B.

---

13 Recall that only $n'_{\pi}$ equations among $(n_{\pi} + 1)$ ones in (3.31) are independent. Thus $I'$ runs over only $n'_{\pi}$ different values in (3.35).

14 Since only $n'_{\pi}$ equations are independent in Eq. (3.27), the number of independent equations is $(n'_{\pi} - 1)$. 

15
3.3 More practical method

Note that the derivation of the 4D effective action in the previous subsections does not need any information about the background. Namely we can perform the procedure regardless of whether the background is supersymmetric or not. This is because we keep the \( N = 1 \) off-shell structure during the process. The background information is obtained only after we move to the on-shell action. However, for \( n'_I \geq 1 \), solving (3.39) to obtain (3.40) is generically a hard task if \( \mathcal{N} \) is a polynomial. Thus we propose alternative method to obtain the effective action.

Although the fact that the 4D action can be derived without determining the explicit \( y \)-dependences of \( \hat{V}'' \) is important, the derivation of the 4D action becomes easier if we know them. Eq. (3.24) means that

\[
\partial_y \left( \frac{\hat{N}_I}{\mathcal{N}} \right) + 6k_I + \frac{2(3k_I - 2m_I)e^{-(3k-2m)\hat{V}}}{1 - e^{-(3k-2m)\hat{V}} |H|^2} = A \hat{N}_I, \tag{3.41}
\]

where \( A = A(\hat{V}, \partial_y \hat{V}, H) \) is an arbitrary function. The function \( A \) is undetermined in the off-shell dimensional reduction. Once its explicit form is given, however, explicit \( y \)-dependences of \( \hat{V}'' \) are determined. As is clear from the discussion in Sect. 3.2, the final result does not depend on the explicit function form of \( A \). Therefore we can assume some definite function form of \( A \) by hand in order to calculate the 4D action. It is convenient to choose \( A \) as zero. Namely,

\[
\partial_y \left( \frac{\hat{N}_I}{\mathcal{N}} \right) + 6k_I + \frac{2(3k_I - 2m_I)e^{-(3k-2m)\hat{V}}}{1 - e^{-(3k-2m)\hat{V}} |H|^2} = 0. \tag{3.42}
\]

Multiplying this by \( \partial_y \hat{V}' \) and contracting \( I' \), we obtain

\[
\partial_y \left\{ \hat{N}_I e^{6k \hat{V}} \left( 1 - e^{-(3k-2m)\hat{V}} |H|^2 \right)^2 \right\} = 0. \tag{3.43}
\]

This means that the integrand in the second line of (3.19) is independent of \( y \). Therefore the 4D effective Lagrangian is obtained by taking the integrand as that of \( y = 0 \).

\[
\mathcal{L}^{(4D)} = - \left[ \int d^2\theta \frac{3\pi}{4} C_{\mu'\nu' K'' T''} \hat{V}^{J''} \hat{V}^{K''} + \text{h.c.} \right] - 3\pi R \int d^4\theta \phi_0^2 \hat{N}^{1/3} \bigg|_{y=0} \left( 1 - e^{2(\hat{g}^{-1} - g')_{\mu \nu} \hat{V}''} |H|^2 \right)^{2/3} + \left[ \int d^2\theta \phi^3 \frac{1}{2} \left\{ P^{(0)}(Q) + e^{-3\pi k I' T'} P^{(\pi)}(Q) \right\} + \text{h.c.} \right], \tag{3.44}
\]

where \( \hat{N}^{1/3} \big|_{y=0} \) is evaluated by using a solution of (3.42). The equivalence of (3.44) and (3.30) is trivial because both are derived from the same expression (3.19).

When the gauge \( e_y^4 = e^{-2\sigma} \) is chosen, Eq. (2.14) becomes

\[
\partial_y \left( e^{6\sigma} \mathcal{N}_I (2 \text{Re} \varphi_\Sigma) \right) + 6k_I + \frac{2(3k_I - 2m_I) |C_0|^2 \exp \left\{ 2(3k - 2m) \cdot \int_0^y dy' \text{Re} \varphi_\Sigma \right\}}{1 - |C_0|^2 \exp \left\{ 2(3k - 2m) \cdot \int_0^y dy' \text{Re} \varphi_\Sigma \right\}} = 0. \tag{3.45}
\]
This has the same form as Eq. (3.42) under the following replacement:

\[
\hat{N}(-\partial_y \hat{V}) \rightarrow e^{-6\sigma}, \\
-\partial_y \hat{V}' \rightarrow 2\text{Re} \varphi''_\Sigma, \\
H \rightarrow C_0. 
\]

(3.46)

In the case that \(n'_V \geq 1\), the BPS solution \(\varphi''_\Sigma\) generically has integration constants, just like \(c_1\) in (2.28) in the case of \(n_C = 2\). Such integration constants (in terms of \(y\)) in the solution of (3.42) corresponds to \(\text{Re} \ T''\). Here we have used the fact that the 4D Kähler potential is independent of \(\text{Im} \ T''\), which has been shown in the previous subsection. Therefore we can use a BPS solution to derive the 4D effective action in the case discussed in Sect. 2.2. This corresponds to a method proposed in Ref. [21]. In fact, we can check that the off-shell 4D actions in Ref. [21] are reproduced by the method in the previous subsection in the case that \(\hat{N}\) is a monomial. However, there is one important point to notice. Our method of the off-shell dimensional reduction can always be performed regardless of whether the background is supersymmetric or not. Eq. (3.42) always have a solution even if the background is non-supersymmetric while the BPS equations do not. Thus the correspondence between (3.42) and the BPS equations is broken in such a case. In fact, even in a supersymmetric case, the correspondence can be broken in some models. We will show such an example in Sect. 4.1.

4 Specific examples

In this section, we consider some specific models and demonstrate the procedure of deriving the 4D effective action discussed in the previous section.

4.1 Tadpole boundary superpotentials

Here we introduce the following boundary superpotentials to the model discussed in Sect. 2.2:

\[
P^{(0)} = J_0 \frac{\Phi^4}{\Phi^2}, \quad P^{(\pi)} = -J_\pi \frac{\Phi^4}{\Phi^2}, \quad \text{(4.1)}
\]

where \(J_0\) and \(J_\pi\) are positive constants.

The BPS equations are read off from the action as in Sect. 2.2. Due to the existence of the boundary terms, the fourth and sixth equations in (2.13) are modified as

\[
\left(\partial_y + \frac{3}{2} \sigma - 3k \cdot \varphi'_\Sigma\right) \varphi^1 = -\frac{\varphi^4}{2} \left\{ J_0 \delta(y) - J_\pi \delta(y - \pi R) \right\}, \\
\left(\partial_y + \frac{3}{2} \sigma - 2m \cdot \varphi'_\Sigma\right) \varphi^3 = \frac{\varphi^2}{2} \left\{ J_0 \delta(y) - J_\pi \delta(y - \pi R) \right\}. \quad \text{(4.2)}
\]

Using the gauge-fixing condition (A.6), we can see from the first equation in (4.2) that \(\varphi^4\) cannot have nonvanishing background value. On the other hand, \(\varphi^3\) has a nontrival

\[\text{In Sect. 2.2, } \mathcal{N} = \hat{N} \text{ and } I = I' \text{ since all } V^I \text{ are assumed to be } Z_2\text{-odd.}\]
background because of the source term in the right-hand side of the second equation in (4.2). Thus Eqs. (2.14) and (2.15) are modified as

$$\partial_y (e^{6\sigma} N_I) + 6k_I + \left(\frac{3}{2}k_I + m_I\right) J_0^2 \exp \left\{ 2(3k + 2m) \cdot \int_0^y dy' \Re \varphi_\Sigma \right\} = 0, \quad (4.3)$$

$$\varphi^3 = \frac{J_0 \exp \left\{ (3k + 2m) \cdot \int_0^y dy' \varphi_\Sigma \right\}}{4 \left[ 1 - \frac{R^2}{4} \exp \left\{ 2(3k + 2m) \cdot \int_0^y dy' \Re \varphi_\Sigma \right\} \right]^{1/2}}, \quad \varphi^4 = k \cdot \Im \varphi_\Sigma = 0. \quad (4.4)$$

The arguments of $N$’s are $2\Re \varphi_\Sigma$. The constant $J_\pi$ is related to $J_0$ from the boundary condition of $\varphi^3$ at $y = \pi R$ as

$$J_\pi = J_0 \exp \left\{ (3k + 2m) \cdot \int_0^{\pi R} dy \varphi_\Sigma \right\}. \quad (4.5)$$

In the case of $n_V = 0$ (and $C_{000} = 1$), the model is reduced to that of Ref. [27]. If $J_0$ and $J_\pi$ are small enough, a BPS equation can be solved at the leading order of $J_0$-expansion as

$$\sigma = -ky + O(J_0^2),$$

$$\varphi^3 = \frac{J_0}{4} \exp \left\{ \left(\frac{3}{2}k + m\right) y \right\} \left\{ 1 + O(J_0^2) \right\},$$

$$\varphi^4 = \Im \varphi_\Sigma^0 = 0, \quad (4.6)$$

where $k \equiv k_0$ and $m \equiv m_0$. Here we have chosen the gauge where $e_y^4 = 1^{16}$ The relation (4.5) becomes

$$J_\pi = J_0 \exp \left\{ \pi \left(\frac{3}{2}k + m\right) R \right\}. \quad (4.7)$$

Due to this relation, the radius $R$ is determined by the constants $J_0$ and $J_\pi$, which implies that the radius is stabilized. Note that there is no arbitrary constant in the background solution. Namely no modulus exists in this model.

Now we derive the 4D effective action by the procedure explained in the previous section. In the case of $n'_V \geq 1$, it is expressed from (3.44) as

$$\mathcal{L}^{(4D)} = -3\pi R \int d^4\theta \left| \phi \right|^2 N^{1/3} |_{y=0} (1 - |H|^2)^{2/3}$$

$$+ \left[ \int d^2\theta \left( J_0 - J_\pi e^{-\pi(\frac{3}{2}k + m)T} \right) H + \text{h.c.} \right]. \quad (4.8)$$

Here note that $N^{1/3} |_{y=0}$ in this expression should be evaluated by using a solution of Eq. (3.41), which has a different form from the BPS equation (4.3). We cannot obtain the correct effective action by using the BPS background solution in this model.

---

16 Thus $R$ is now the genuine radius of $S^1/Z_2$. 
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In the case of \( n_V = 0 \), we can perform the \( y \)-integral for (3.19) straightforwardly without a complicated procedure of integrating out \( V^I \) as mentioned in Sect. 3.2.1. In this model, (3.19) becomes

\[
\mathcal{L}^{(4D)} = -3 \int d^4 \theta |\phi|^2 \left\{ \int_0^{\pi R} dy \left( -\partial_y \bar{V}^0 \right) e^{2k\bar{V}^0} \left( 1 - e^{-(3k-2m)\bar{V}^0} |H|^2 \right)^{2/3} \right\} \\
+ \left[ \int d^2 \theta \phi^3 \frac{1}{2} \left\{ J_0 - e^{-\pi \left( \frac{3}{2}k+m \right) T} J_\pi \right\} H + \text{h.c.} \right],
\]

where \( T \equiv T^0 \) is the radion multiplet. The \( y \)-integral can easily be performed and the following 4D Lagrangian is obtained.

\[
\mathcal{L}^{(4D)} = -3 \int d^4 \theta |\phi|^2 \exp \left\{ -K^{(4D)}(T, H) / 3 \right\} + \left[ \int d^2 \theta \phi^3 P^{(4D)}(T, H) + \text{h.c.} \right],
\]

where the Kähler potential \( K^{(4D)} \) and the superpotential \( P^{(4D)} \) are

\[
K^{(4D)}(T, H) = -3 \ln \left\{ \frac{1 - e^{-2\pi k \text{Re} T}}{2k} - \frac{2 \left( e^{\pi(k-2m)\text{Re} T} - 1 \right)}{3(k - 2m)} |H|^2 + \mathcal{O}(|H|^4) \right\},
\]

\[
P^{(4D)}(T, H) = \frac{1}{2} \left( J_0 - J_\pi e^{-\pi \left( \frac{3}{2}k+m \right) T} \right) H.
\]

The scalar potential obtained from these functions indicates that there is a supersymmetric vacuum where both \( t \) and \( h \), which are the scalar components of \( T \) and \( H \), are stabilized to the values

\[
\langle t \rangle = \frac{\ln(J_\pi / J_0)}{\pi \left( \frac{3}{2}k + m \right)}, \quad \langle h \rangle = 0.
\]

This is consistent with (4.6) and (4.7).

### 4.2 \( \mathbb{Z}_2 \)-even bulk mass for hypermultiplet

So far we have considered only the case that the generators \( t_I \) act on each hypermultiplet \( (\Phi_2^a-1, \Phi_2^a) \) as \( \sigma_3 \). In such a case, the bulk masses for the hypermultiplets become \( \mathbb{Z}_2 \)-odd. Now we discuss a case that \( t_I \) act on each hypermultiplet as \( \sigma_1 \).\(^{[17]}\) We consider a simple case that \( (n_V, n_C, n_H) = (0, 1, 1) \) and the physical hypermultiplet \( (\Phi_3, \Phi_4) \) has the following charge for \( (V^0, \Sigma^0) \).

\[
igt_0 = \sigma_1 \otimes \begin{pmatrix} 0 \\ m \end{pmatrix}.
\]

\(^{[17]}\) The \( \sigma_2 \)-gauging leads to a similar result to that of the \( \sigma_1 \)-gauging.
This corresponds to an introduction of a $Z_2$-even mass $m$ for the hypermultiplet in the flat 5D spacetime. The Lagrangian is written as

$$\mathcal{L} = -3e^{2\sigma} \int d^4\theta \mathcal{V}^0 \left\{ (\Phi^1, \Phi^2) \left( \frac{\Phi^1}{\Phi^2} \right) - (\Phi^3, \Phi^4) e^{-2mV^0\sigma} \left( \frac{\Phi^3}{\Phi^4} \right) \right\}^{2/3}$$

$$+ 2e^{3\sigma} \left[ \int d^2\theta \left\{ \Phi^1 \left( \partial_y + \frac{3}{2} \dot{\sigma} \right) \Phi^2 - \Phi^3 \left( \partial_y + \frac{3}{2} \dot{\sigma} \right) \Phi^4 \right. \right. + m\Sigma_0 \left( \Phi^3 \Phi^4 \right) \right\} + \text{h.c.}$$

$$+ e^{3\sigma} \sum_{\sigma^* = 0,\pi} \left[ \int d^2\theta \left( \Phi^3 \right)^2 P^{(\sigma^*)} \left( \frac{\Phi^4}{\Phi^2} \right) + \text{h.c.} \right] \delta(y - \sigma^* R) + \cdots,$$  \hspace{1cm} (4.14)

where the ellipsis corresponds to the first line of (2.8), which is irrelevant to the following discussion. We have also introduced the boundary superpotentials.

After gauging $\Sigma_0$ away, redefine the hypermultiplets as (3.7) and dropping the kinetic terms for the $Z_2$-odd multiplets, we obtain

$$\partial_y \phi = \partial_y H = 0$$  \hspace{1cm} (4.15)

from the equations of motion for $\phi^c$ and $H^c$. After the $y$-integration, we obtain the following Kähler potential $K^{(4D)}$ and superpotential $P^{(4D)}$.

$$K^{(4D)}(T, H) = -3 \ln \left\{ \int_0^{-\pi \text{Re} T} d\mathcal{V}^0 \left( 1 - \cosh(2m\mathcal{V}^0) |H|^2 \right)^{2/3} \right\},$$

$$P^{(4D)}(T, H) = -\frac{\sinh(2\pi mT)}{2} H^2 + \frac{1}{2} \left\{ P^{(0)}(H) + P^{(\pi)} \left( \frac{H}{\cosh(\pi mT)} \right) \right\}. \hspace{1cm} (4.16)$$

We have taken the domain of the $y$-integration as $0 \leq y < \pi R$. The first term in $P^{(4D)}$ comes from a surface term at $y \to \pi R^-$. It leads to a mass term for $H$ since $T$ is the radion multiplet and has a nonvanishing vacuum expectation value $r$, which is the radius of the orbifold. Note that there is no counterpart to this mass term in the $\sigma_3$-gauging case. In the last term of $P^{(4D)}$, we have used the relationship between $H_{\text{bulk}}$ and $H|_{\pi R}$,

$$H_{\text{bulk}} = \cosh(\pi mT)H|_{\pi R}, \hspace{1cm} (4.17)$$

which is obtained in a similar way to (3.17).

There is a consistency condition for the above 4D theory to be the effective theory of the original 5D theory. Namely $H$ and $T$ must be light enough comparing to the compactification scale $m_{\text{KK}}$, which is naturally thought to be lower than the 5D Planck scale $M_5 = 1$. Thus the consistency condition is

$$1 > m_{\text{KK}} \gg \frac{\sinh(2\pi mr)}{2}, \hspace{1cm} (4.18)$$

which means that $\pi mr \ll 1$. Therefore we can expand the functions in (4.16) in terms of $\pi mT$.

$$K^{(4D)}(T, H) = -3 \ln \left\{ \pi \text{Re} T \left( 1 - |H|^2 \right)^{2/3} \right\} + \mathcal{O} \left( (\pi \text{Re} T)^2 \right),$$

$$P^{(4D)}(T, H) = -\pi mT H^2 + \frac{1}{2} \left\{ P^{(0)}(H) + P^{(\pi)}(H) \right\} + \mathcal{O} \left( (\pi \text{Re} T)^2 \right). \hspace{1cm} (4.19)$$
In fact, the equivalence between the case that the domain of the $y$-integral is taken as $0 \leq y < \pi R$ and that of $0 \leq y \leq \pi R$, which is mentioned below (3.12), holds only at the leading order of the above expansion. This is due to the existence of the mass term for $H$ in (4.16).

4.3 $n_C = 2$ case

Here we consider the case that the compensator multiplet consists of two hypermultiplets, which is discussed in Sect. 2.3. Eliminating $\Phi^1$ by using (2.24), the Lagrangian (2.25) becomes

$$L = -3e^{2\sigma} \int d^4\theta \left\{ N(\mathcal{V}) \left( |\mathbf{\Psi}'\sigma_3\mathbf{\Psi}'|^2 + \Psi'^\dagger\sigma_3e^{-2(\beta+\alpha\tau)\cdot\mathbf{V}}\Psi' \right) \right\}^{1/3}$$

$$-e^{3\sigma} \left[ \int d^2\theta \left( e^{\dagger}\sigma_3 \left\{ \partial_y + 2(\beta + \alpha\tau) \cdot \Sigma \right\} \mathbf{\Psi}' + \text{h.c.} \right) \right] + \cdots,$$

(4.20)

where the ellipsis denotes terms corresponding to the first line of (2.8).

$$\mathbf{\Psi} = \begin{pmatrix} \mathbf{\Psi}^3 \\ \Psi^5 \end{pmatrix} = 2\Phi^2 \Phi, \quad \mathbf{\Psi}' = \begin{pmatrix} \mathbf{\Psi}'^4 \\ \Psi'^6 \end{pmatrix} = \frac{\Phi^c}{\Phi^2}. \quad (4.21)$$

After gauging $\Sigma^I$ away by the transformation with $\Lambda^I$ in (3.3), we redefine the hypermultiplets as follows.

$$\tilde{\mathbf{\Psi}}^3 = e^{-3\sigma}\phi^3, \quad \tilde{\mathbf{\Psi}}^4 = \phi^c,$n

$$\tilde{\Psi}^5 = e^{-3\sigma}\phi^3 H, \quad \tilde{\Psi}^6 = H^c. \quad (4.22)$$

The new multiplets are defined so that $\phi$ has the Weyl weight one while the other multiplets $(\phi^c, H, H^c)$ have zero weights.\(^{18}\) Then, dropping the kinetic terms for the $Z_2$-odd multiplets, the Lagrangian (4.20) becomes

$$L = -3 \int d^4\theta \left| \phi \right|^2 N^{1/3}(\mathcal{V}) \left( H'^\dagger\sigma_3e^{-2(\beta+\alpha\tau)\cdot\mathbf{V}} H \right)^{1/3} - \left[ \int d^2\theta \phi^3 H \partial_y H^c + \text{h.c.} \right], \quad (4.23)$$

where

$$H \equiv \begin{pmatrix} 1 \\ H \end{pmatrix}, \quad H^c \equiv \begin{pmatrix} \phi^c \\ H^c \end{pmatrix}. \quad (4.24)$$

From the equation of motion for $H^c$, we obtain

$$\partial_y \phi = \partial_y H = 0. \quad (4.25)$$

Thus $\phi$ and $H$ become 4D multiplets, which are the chiral compensator and physical multiplets, respectively. Therefore the 4D effective Lagrangian can be derived by integrating the following Lagrangian for $y$.

$$L = -3 \int d^4\theta \left| \phi \right|^2 N^{1/3}(\mathcal{V})e^{-\frac{2}{3}\beta\cdot\mathbf{V}} \left\{ 1 - |H|^2 - 2\alpha \cdot \mathbf{V} |1 + H|^2 \right\}^{1/3}. \quad (4.26)$$

\(^{18}\) The Weyl weights of $\Psi$ and $\Psi^c$ are three and zero, respectively.
We have used the nilpotency of \( \tau \). In the case of \( n_V = 0 \), the \( y \)-integral can easily be performed and the result in Ref. [21] is reproduced if \( \beta_0 = 0 \).

Next we discuss the boundary actions. The chiral compensator and physical multiplets in the boundary Lagrangian (2.18) are rewritten as

\[
\Phi^2 \Phi^3 = \frac{\tilde{\Psi}^3}{2} = e^{-3\sigma} \phi^3, \\
Q \equiv \frac{\Phi^5}{\Phi^3} = \frac{\tilde{\Psi}^5}{\tilde{\Psi}^3} = H.
\]

(4.27)

Again, the gauge-transformed quantities \( \tilde{\Phi}^2 \tilde{\Phi}^3 \) and \( \tilde{\Phi}^5 / \tilde{\Phi}^3 \) are discontinuous at \( y = \pi R \) because of the definition of \( \Lambda^L_I \) in [33].

\[
\lim_{y \to \pi R^-} \left( \tilde{\Phi}^2 \tilde{\Phi}^3 \right) = e^{-\pi \beta \cdot T} \left( \Phi^2 \Phi^3 \right) |_{\pi R} \left\{ 1 - \pi \alpha \cdot T - \pi \alpha \cdot T \frac{\Phi^5}{\Phi^3} |_{\pi R} \right\}, \\
\lim_{y \to \pi R^-} \frac{\tilde{\Phi}^5}{\tilde{\Phi}^3} = \frac{(1 + \pi \alpha \cdot T)(\Phi^5 / \Phi^3)|_{\pi R} + \pi \alpha \cdot T}{(1 - \pi \alpha \cdot T) - \pi \alpha \cdot T(\Phi^5 / \Phi^3)|_{\pi R}}.
\]

(4.28)

Thus the relation of the bulk values (\( \phi_{\text{bulk}}, H_{\text{bulk}} \)) and the boundary ones (\( \phi |_{\pi R}, H |_{\pi R} \)) can be read off as

\[
\phi^3 |_{\pi R} = e^{\pi \beta \cdot T} \phi_{\text{bulk}} \left\{ 1 + \pi \alpha \cdot T(1 + H_{\text{bulk}}) \right\}, \\
H |_{\pi R} = \frac{H_{\text{bulk}} - \pi \alpha \cdot T(1 + H_{\text{bulk}})}{1 + \pi \alpha \cdot T(1 + H_{\text{bulk}})}.
\]

(4.29)

On the other hand, these chiral multiplets are continuous at \( y = 0 \). We have to use these relations when the boundary actions (2.18) exist. To make contact with the notation of Ref. [5], we sometimes redefine \( H \) as

\[
S \equiv \frac{1 - H}{1 + H}.
\]

(4.30)

Then (4.29) is rewritten as

\[
\phi |_{\pi R} = e^{\pi \beta \cdot T} \phi_{\text{bulk}} \left\{ 1 + (S_{\text{bulk}} + 2\pi \alpha \cdot T) \right\}^{1/3}, \\
S |_{\pi R} = S_{\text{bulk}} + 2\pi \alpha \cdot T.
\]

(4.31)

5 Summary and comments

We have discussed the dimensional reduction of 5D SUGRA on \( S^1/Z_2 \) keeping the \( N = 1 \) off-shell structure. In such an off-shell dimensional reduction, the \( Z_2 \)-odd multiplets play important roles. The key is the prescription (3.1). After this prescription, the equations of

\[\text{We should be careful not to confuse the powers with the upper indices.} \]

\[\phi^3 \text{ in (4.27) is the cube of} \phi \text{ while the other numbers are values of the index} a.\]
motion for the $Z_2$-odd multiplets provide constraints on the $Z_2$-even multiplets and extract the 4D zero modes from the latter.

We would like to emphasize that the dimensional reduction procedure proposed in this paper is performed in a background-independent way. Namely we can derive the off-shell 4D action regardless of whether the background is supersymmetric or not. Thus we can apply our procedure to realistic brane-world models where the background breaks SUSY. Whether the background preserves SUSY or not can be judged by evaluating the vacuum in the off-shell 4D action. However there is a consistency condition for the derived 4D action to be the effective action of 5D SUGRA, that is, all the modes appearing in the 4D action must be light enough compared to the compactification scale $m_{KK}$. We have to check this consistency condition after deriving the 4D action. Unlike the global SUSY case, the effective theory of 5D SUGRA is expressed as 4D SUGRA only up to $m_{KK}$. Above $m_{KK}$, there appear in the theory the Kaluza-Klein modes for the gravitational multiplet, which cannot be incorporated into 4D SUGRA. We would also like to emphasize that we have not used the superconformal gauge-fixing conditions in Appendix A at all throughout the procedure. The gauge-fixing procedure is postponed until the dimensional reduction is completed.

Another advantage of the off-shell dimensional reduction is that it can avoid the regularization problem of the orbifold singularity. As mentioned in Ref. [20], we encounter the regularization-dependent quantities such as $\delta^2(y)$ in the ordinary dimensional reduction, which is performed in the on-shell description. Such terms appear after eliminating the 5D auxiliary fields in the superconformal multiplets. In the off-shell dimensional reduction, on the other hand, the auxiliary fields are to be eliminated after the dimensional reduction. Thus the above singular terms do not appear when the auxiliary fields are eliminated because the orbifold singularity has already been integrated out. The only regularization-dependent quantities encountered in the off-shell dimensional reduction are $\varepsilon^2(y-\vartheta^* R)\delta(y-\vartheta^* R)$ ($\vartheta^*=0, \pi$), which are assumed to be zero in this paper. The absence of the singular terms greatly simplifies the calculations.

Our work here corresponds to a reinterpretation and a modification of a method of Ref. [21]. So we will give some comments on the latter in the rest of this section. In Ref. [21], the 4D effective action is derived by the following procedure for $n' \geq 1$. Firstly, solve the BPS equations and find the BPS background solution. Then plug it into (3.19) and perform the $y$-integral. Here $\partial_y \tilde{V}'$ and $\tilde{V}'$ in (3.19) are replaced with $\text{Re} \Sigma'$ and $\int_0^y dy \text{Re} \Sigma'$ since all the $Z_2$-odd multiplets have been dropped by hand. The background solution contains real integration constants $t''_R$, which correspond to the moduli $T''$. Thus the $y$-integrated action depends on $t''_R$. Then $t''_R$ are promoted to $\text{Re} T''$, and the desired off-shell 4D action is obtained. In this procedure, the integration constants $t''_R$ are promoted to the superfields at the final step. However they can be promoted before plugging them into the action (3.19) as we did in Ref. [23]. Due to the holomorphicity, the background solution $\varphi''_\Sigma = \varphi''_\Sigma(t_R, y)$ is promoted as

$$\Sigma' = \varphi''_\Sigma(T, y).$$

In general, $\text{Re} \Sigma'$ are not functions of only $\text{Re} T''$ but also depend on $\text{Im} T''$. Such $\text{Im} T''$-dependence remains in the action after the $y$-integral. This contradicts the result obtained
by promoting $t''_R$ at the final step. This stems from the fact that $\tilde{V}'$ have been dropped by hand. As shown in Sect. 3.2, the equations of motion for $\tilde{V}'$ make the 4D Kähler potential $K^{(4D)}$ independent of $\text{Im} T''$.

The action (3.19) has a shift symmetry $\Sigma' \rightarrow \Sigma' + i c'$ (i.e., $T'' \rightarrow T'' + 2iRc'$) for constants $c'$ if the boundary terms are absent. However this does not mean that $\text{Im} \Sigma'$ are moduli. In fact, the BPS solution does not have such a symmetry as can be seen from $k \cdot \text{Im} \varphi = 0$ in (2.15). This is because the $SU(2)_{U}$-gauge fixing condition fixes the phase of the compensator hyperscalar $\varphi^2$. From (3.7), $\Phi^2$ can be expressed as

$$\Phi^2 = e^{-\frac{3}{2}x}e^{3k \cdot \Lambda} \frac{\phi^2}{2},$$

and thus the constant shift of $\text{Im} \Sigma'$ leads to a phase rotation of $\varphi^2$, which is prohibited by the $SU(2)_{U}$-gauge fixing. Namely the shift symmetry is a symmetry of the 5D conformal SUGRA but not of the 5D Poincaré SUGRA. In 4D conformal SUGRA, on the other hand, there is a symmetry of a phase rotation of the chiral compensator $\phi$ until the 4D superconformal gauge fixing. Hence the shift symmetry is inherited as this phase rotation symmetry in the off-shell dimensional reduction. Therefore the discussion in Ref. [21] that $K^{(4D)}$ becomes a function of only $\text{Re} T''$ due to the shift symmetry is valid if the boundary terms are absent. In the presence of the boundary terms, however, such a discussion is no longer applicable because the $T$-dependence from them breaks the shift symmetry even before the gauge fixing. In that case, the $\text{Im} T''$-independence of $K^{(4D)}$ should be explained by the discussion in Sect. 3.2.

Although the method of Ref. [21] uses the background information (i.e., the BPS solution), it is still valid as a practical method as mentioned in Sect. 3.3. However we have to note that what we should substitute into the action (3.19) (or (3.44)) is a solution of (3.42) but not a BPS solution if the boundary terms exist.
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## A Superconformal gauge-fixing conditions

We collect the gauge-fixing conditions for the extraneous superconformal symmetries, i.e., the dilatation $D$, $SU(2)_{U}$, the conformal supersymmetry $S$[20] We express them in terms of the components of the $N = 1$ multiplets used in this paper.

$$V^I = \theta \bar{\sigma}^I \bar{\partial} W^I + i \theta^2 \partial \chi^I - i \bar{\partial}^2 \bar{\theta} \chi^I + \frac{1}{2} \bar{\theta}^2 \bar{\partial}^2 D^I,$$

$$\Sigma^I = \varphi^I - \theta \chi^I - \theta^2 \mathcal{F}^I,$$

$$\Phi^a = \varphi^a - \theta \chi^a - \theta^2 \mathcal{F}^a,$$

(A.1)

[20] The special conformal transformation $K$ is already fixed in our $N = 1$ description.
where $I = 0, 1, \ldots, n_V$ and $a = 1, 2, \ldots, 2(n_C + n_H)$.

The $D$ gauge is fixed by

$$N(2\text{Re} \varphi_\Sigma) = (e_y^1)^3, \quad (A.2)$$

and

$$\varphi^a d_a^b \bar{\varphi}^b = 1, \quad (A.3)$$

where $N$ is the norm function defined by (2.4).

The $S$ gauge is fixed by

$$N_I(M) \lambda^I = N_I(M) \chi^I_\Sigma = 0, \quad (A.4)$$

and

$$\varphi^a d_a^b \chi^b = \varphi^a d_a^b \rho_{bc} \chi^c = 0. \quad (A.5)$$

$n_C = 1$ case

Combined with (A.3), the $SU(2)_U$ gauge-fixing condition is written as

$$\varphi^1 = 0, \quad \varphi^2 = \left(1 + \sum_{a=3}^{2(n_H+1)} |\varphi^a|^2\right)^{1/2}. \quad (A.6)$$

Thus the compensator scalar $\varphi^2$ is expressed in terms of the physical hyperscalars $\varphi^a$ ($a \geq 3$).

$n_C = 2$ case

In this case, we cannot completely determine the compensators $(\varphi^1, \varphi^2, \varphi^3, \varphi^4)$ in terms of the physical fields by using only the $D$ and $SU(2)_U$ gauge-fixings. We need to use the gauge-fixing for $U(1)_T$. To see the situation, we focus on a case of $n_H = 1$. We can obtain the following constraints on the hyperscalars $\varphi^a$ by picking up the lowest components of (2.23) and (2.24) after taking the Wess-Zumino gauge for $V_T$.

$$|\varphi^1|^2 + |\varphi^3|^2 - |\varphi^5|^2 = |\varphi^3|^2 + |\varphi^4|^2 - |\varphi^6|^2 = \frac{1}{2}, \quad (A.7)$$

$$\varphi^1 \varphi^2 + \varphi^3 \varphi^4 - \varphi^5 \varphi^6 = 0. \quad (A.8)$$

In the second equality of (A.7), we have used the $D$ gauge-fixing condition (A.3).

Using the $SU(2)_U$ gauge together with these constraints, All the compensator scalars are expressed in terms of the physical scalar fields $(\phi_1, \phi_2)$ as follows [13],

$$\varphi^1 = 0, \quad \varphi^2 = \left(\frac{1 - |\phi_2|^2}{2(1 - |\phi_1|^2 - |\phi_2|^2)}\right)^{1/2},$$

$$\varphi^3 = \left(\frac{1}{2(1 - |\phi_2|^2)}\right)^{1/2}, \quad \varphi^4 = \frac{\varphi^2}{|\phi_1|^2} \frac{\bar{\phi}_1 \phi_2}{1 - |\phi_2|^2},$$

$$\varphi^5 = \varphi^3 \phi_2, \quad \varphi^6 = \varphi^2 \frac{\bar{\phi}_1}{1 - |\phi_2|^2}. \quad (A.9)$$

Under the orbifold parity, $\phi_1$ and $\phi_2$ are odd and even, respectively.
B Integrating out $\tilde{V}'$: $3k_I' \neq 2m_I'$ case

Here we will show how $\tilde{V}'$ in (3.19) are integrated out in a case that $3k_I' \neq 2m_I'$ for some $I'$. Without loss of generality, we can label $I'$ so that $3k_0' \neq 2m_0$. In the case that $3k_I' = 2m_I'$ for all $I' \neq 0$, we can apply the procedure explained in Sec. 3.2 by taking the equations with $I' = 1, 2, \cdots, n'_I$ in (3.31) as $n'_I$ independent ones. Thus we assume that $3k_I' \neq 2m_I'$ for some value of $I' \neq 0$. Such values of $I'$ are denoted as $I'_{nq}$. For $I' = I'_{nq}$, we obtain the following equations from (3.23).

\[
\mathcal{N}^{1/3} e^{2k' \tilde{V}} \left( 1 - e^{-(3k-2m) \tilde{V}} |H|^2 \right)^{2/3} = \frac{3c_{I'_{nq}}}{2} \partial_y \left\{ \left( \frac{\mathcal{N}_{I'_{nq}}}{3k_{I'_{nq}} - 2m_{I'_{nq}}} - \frac{\mathcal{N}_0}{3k_0 - 2m_0} \right) \frac{e^{2k' \tilde{V}}}{\mathcal{N}^{2/3}} \left( 1 - e^{-(3k-2m) \tilde{V}} |H|^2 \right)^{2/3} \right\}, \tag{B.1}
\]

where

\[
c_{I'_{nq}} \equiv \left( \frac{3k_{I'_{nq}}}{3k_{I'_{nq}} - 2m_{I'_{nq}}} - \frac{3k_0}{3k_0 - 2m_0} \right)^{-1}. \tag{B.2}
\]

If we define

\[
\mathcal{F}_{I'_{nq}} \equiv - \frac{9c_{I'_{nq}}}{2\mathcal{N}^{2/3}} \left( \frac{\mathcal{N}_{I'_{nq}}}{3k_{I'_{nq}} - 2m_{I'_{nq}}} - \frac{\mathcal{N}_0}{3k_0 - 2m_0} \right), \tag{B.3}
\]

it becomes a function of $v^i (i = 1, 2, \cdots, n'_I)$ defined by (3.28). Thus using (B.1) and (B.3) instead of (3.27) and (3.29), the second line of (3.30) is replaced by

\[
\mathcal{L}^{(4D)} = \int d^4 \theta \left| \phi \right|^2 \left\{ \mathcal{F}_{I'_{nq}}(v_0) e^{-2\pi k'_{I'} \text{Re} T'} \left( 1 - e^{\pi(3k-2m)_{I'} \text{Re} T' + 2(g^{\hat{y}_I} g^c)_{I'} \tilde{V}'} |H|^2 \right)^{2/3} \right. \]
\[
- \mathcal{F}_{I'_{nq}}(v_0) \left( 1 - e^{2(g^{\hat{y}_I} g^c)_{I'} \tilde{V}'} |H|^2 \right)^{2/3} \left\} + \cdots, \tag{B.4}
\]

where $v^i_0$ and $v^i_b$ are boundary values of $v^i$ at $y = 0$ and $y = \pi R$, respectively.

Now we will express $(v^i_0, v^i_b)$ in terms of the physical 4D modes. From (3.24), we also obtain

\[
\frac{\partial_y \left( \mathcal{N}_{I'_{nq}} / \mathcal{N}^{2/3} \right)}{(3k - 2m)(\mathcal{P})_{I'_{nq}}} - \frac{\partial_y \left( \mathcal{N}_0 / \mathcal{N}^{2/3} \right)}{(3k - 2m)(\mathcal{P})_0} = - \left\{ \frac{6(k \mathcal{P})_{I'_{nq}}}{((3k - 2m)(\mathcal{P})_{I'_{nq}}) - \frac{6(k \mathcal{P})_0}{((3k - 2m)(\mathcal{P})_0} \right\} \mathcal{N}^{1/3}, \tag{B.5}
\]

where $(k \mathcal{P})_{I'} \equiv k_{I'} \mathcal{P}^{I'}$, and the arguments of $\mathcal{N}$’s and $\mathcal{P}$ are $-\partial_y \tilde{V}$. Eq. (B.5) is rewritten in the following form.

\[
- \partial_y \tilde{V}^{J'} = \sum_{i=1}^{n'_I} \mathcal{H}_{I'_{nq}, J'} (v^1_i, v^2_i, \cdots, v^{n'_I}) \partial_y v^i. \tag{B.6}
\]
This is the same form as (3.33). Thus we can repeat the procedure below (3.33) by using (B.6) for \( I' = I_{nq}' \). The only modification is to replace (3.37) with

\[
F_1(v_\pi)e^{-2\pi k_1 \Re T''} \left( 1 - e^\pi(3k-2m)_{1''} \Re T'' + 2(g^h-g^c)_{1''} \tilde{\nabla}'' |H|^2 \right)^{2/3} \\
- F_1(v_0) \left( 1 - e^{2(g^h-g^c)_{1''} \Re T''} |H|^2 \right)^{2/3} = \ldots = \\
F_{n'_V}(v_\pi)e^{-2\pi k_1 \Re T''} \left( 1 - e^\pi(3k-2m)_{1''} \Re T'' + 2(g^h-g^c)_{1''} \tilde{\nabla}'' |H|^2 \right)^{2/3} \\
- F_{n'_V}(v_0) \left( 1 - e^{2(g^h-g^c)_{1''} \Re T''} |H|^2 \right)^{2/3}.
\]

Therefore, in this case, \((v_0^i, v_\pi^i)\) also depend on \(H\) and \(\tilde{\nabla}''\).

\[
v_0^i = v_0^i(\Re T^0, \Re T^1, \ldots, \Re T^{n'_V}, e^{2(g^h-g^c)_{1''} \Re T''} |H|^2) \\
v_\pi^i = v_\pi(\Re T^0, \Re T^1, \ldots, \Re T^{n'_V}, e^{2(g^h-g^c)_{1''} \Re T''} |H|^2),
\]

where \(i = 1, 2, \ldots, n'_V\). Plugging these into (B.4), we obtain the off-shell 4D action.
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