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Abstract

With the emergence of new technologies, the surgical working environment becomes increasingly complex and comprises many medical devices which have to be monitored and controlled. With the aim of improving productivity and reducing the workload for the operating staff, we have developed an Intelligent Digital Assistant for Clinical Operating Rooms (IDACO) which allows the surgeon to control the operating room using natural spoken language. As speech is the modality used by the surgeon to communicate with their staff, using it to control the technical devices does not pose an additional mental burden. Therefore, we claim that the surgical environment presents a potential field of application for Spoken Dialogue Systems. In this work, we present the design and implementation of IDACO as well as the evaluation in an experimental set-up by specialists in the field of minimally invasive surgery. Our expert evaluation yields promising results and allows to conclude that clinical operating rooms are indeed an expedient area of application for Spoken Dialogue Systems.
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1. Introduction

Finding new technological solutions in order to enhance the work in clinical operating rooms has been in the focus of research for many years. However, with the emergence of new technologies, the surgical working environment comprises nowadays many medical devices which have to be monitored and controlled and thus becomes increasingly complex. Therefore, new strategies are needed to keep the working environment manageable and to reduce the workload for the surgical team, thus allowing them to fully focus on the actual surgical procedure. In this context, the Operating Room of the Future is a keyword often used (Feußner, 2003). It describes the application of new technologies such as computer-enhanced systems to create an intelligent operating room (OR) that facilitates work and reduces the staff needed during a surgical intervention (Pransky, 2001). This reduces personnel cost and promises to lessen the rate of avoidable incidents caused by human error.

However, having computer systems that monitor the surgical devices is not sufficient. An intelligent OR also needs an intelligent human-computer interface as the surgeon as well as the whole surgery team must not be disturbed by the usage of complex computer applications and numerous devices. Therefore, the interface has to be designed so as to be simple and intuitive (Feußner et al., 2014). During a procedure, the surgeon needs his hands to operate on the patient and his eyes for being aware of what he is doing. Thus, any graphical and gesture-based systems are not well suited for this purpose. Being hands- and eyes-free, speech as an input and output modality seems to be a good choice. Moreover, it is the modality used by the surgeon to communicate with their staff. Thus, using speech to control the technical devices does not pose an additional mental burden. The surgeon can focus on the surgery and control the technical environment at the same time without taking care of how to interact with the system. Therefore, we claim that the surgical environment presents a potential field of application for Spoken Dialogue Systems.

Until now, the use of voice interaction systems in clinical operating rooms has only been scarcely researched. Most research projects focus on visualisation and intraoperative imaging, telesurgery and robotic surgery as well as educational features (Bharathan et al., 2013). Moreover, there exist some projects about workflow modelling (Sutherland and van den Heuvel, 2006; Padoy, 2010; Katić et al., 2014; Kranzfelder et al., 2011; Kranzfelder et al., 2013; Kranzfelder et al., 2014; Agarwal et al., 2007). To the best of our knowledge, there exists only one speech-enabled operation assistant. HERMES built by Computer Motion Inc. (Roe and Wang, 2000) connects all devices in the OR over a central network. Then, the scrub nurse has the possibility to control all instruments and devices over a central touch screen instead of numerous control panels. Moreover, HERMES provides the surgeon a speech control over several devices. Feedback to the surgeon’s request is shown on the endoscopic video screen and the system provides audio feedback if one of the controlled devices loses power or gets disconnected from the network. However, even though the use of voice commands was well received among surgeons and OR staff, HERMES implements an audio-visual interface and pure speech interaction is not supported.

Overall, the existing applications mostly concentrate on workflow modelling or single smart features rather than building up a complete intelligent interface. In contrast, our aim is to develop and evaluate an intelligent spoken language operation assistant offering several functionalities in order to provide the surgeon assistance in many different situations before and during an ongoing procedure. The work described in this paper builds upon and extends work published in (Miehle et al., 2017b; Miehle et al., 2017a; Gerstenlauer, 2017).
2. Intelligent Digital Assistance for Clinical Operating Rooms

In order to increase productivity and reduce the workload for the operating staff, our system acts cooperatively and supports the surgeon autonomously during the surgery. IDACO escorts the surgery team throughout the entire procedure and provides assistance where necessary. The main functionalities of the presented speech-based assistant for clinical operating rooms have been identified during a requirement analysis with specialists in the field of minimally invasive surgery. They are described in the next section.

2.1. Functionalities

During the requirement analysis, we have identified two major parts where intelligent assistance is considered desirable by the medical specialists: the pre-procedural and the procedural part. For both parts, we determined several functionalities which should be taken on by IDACO.

Before the operation starts, the surgery team uses to carry out the team time-out in order to avoid any kind of confusion concerning the patient and the upcoming surgery. In the course of this procedure, the patient as well as the surgical team are identified and the surgery type is checked. IDACO supports the surgeon during the team time-out and provides data about the surgery type and the operating team as well as the patient, including pre-diseases, medical treatment and laboratory data. The variety of information the user can request from the system in this mixed-initiative dialogue part is illustrated in Figure 1.

Afterwards, the surgeon starts with the operation and IDACO escorts the team throughout the entire surgery. The system tracks the usage of surgical instruments and material (e.g. trocars, different types of clips, suturing material) by constantly listening to the operating surgeon and compares the thereby observed course of the procedure to the predicted surgical workflow. If the usage differs, it reacts proactively and utters a warning via speech. Moreover, IDACO controls surgical devices automatically at the right time of the operation when the surgeon confirms the execution. For example, the presented system is able to start the insufflator, increase the gas insufflation, turn off and on the light and tilt the table. In order to operate the devices autonomously, the system saves the preferred device settings for each surgeon and transmits the parameters to the surgical devices (e.g. OR table, room light, insufflator, suction and irrigation unit). Moreover, it allows the surgeon to retrieve and change their pre-settings.

For unseen incidents, IDACO encompasses an emergency mode which includes a “silent mode” to prevent further distractions by the system. This mode may be activated by the surgeon at each arbitrary point of the operation. Having it activated, IDACO does not track the usage of surgery material until it is explicitly told to end this silent mode. Meanwhile, the surgeon can operate without being disturbed by the system. Furthermore, the system offers starting the emergency mode proactively in delicate situations.

2.2. Challenges

Enabling an intelligent operating assistance system to follow a surgery and control surgical devices automatically bears several challenges.

For keeping track of the procedure and automatically controlling surgical devices, the system needs to know when to perform which action on which device and when to stay in the background. Therefore, it has to be aware of the whole context of the surgery, i.e. the current point of the procedure and all past and future actions. This means that a reliable method for tracking the course of the surgery needs to be developed, thus allowing to detect unscheduled events. Moreover, it has to be clearly defined how the system is supposed to react in tenuous situations. For this purpose, standardized surgeries need to be described in detail, allowing the system to compare the actual course of the procedure to the schedule (Feußner and Wilhelm, 2016). Using this medical domain knowledge, exact models of the complex surgery structure need to be created which are then applied to the voice interaction system. Additionally, an interface needs to be designed and implemented which allows intercommunication between the voice interaction system and the surgical devices as well as the clinical information system. Moreover, with respect to patient safety, appropriate strategies need to be defined in order to maintain full control of the medical devices even if IDACO is allowed to perform some pre-defined actions during the surgery and control devices automatically.
2.3. Dialogue Modelling

For the dialogue modelling, we used the ontology-based Dialogue Management System OwlSpeak developed by Heinroth et al. (2010) and further extended by Ultes and Minker (2014). The overall architecture of our system can be seen in Figure 2. OwlSpeak is based on the model-view-presenter design pattern (Potel, 1996) which allows to separate data management (model), dialogue interface (view) and dialogue logic (presenter). The model is thereby implemented in the form of a Spoken Dialogue Ontology using the Web Ontology Language (OWL) (Antoniou and Van Harmelen, 2004) which contains the description of the dialogue and the current dialogue state. The view is represented by a VoiceXML document which is dynamically created at each dialogue turn and the presenter comprises the dialogue control logic. As OwlSpeak provides a new VoiceXML document at each turn, a VoiceXML interpreter by Voxeo\(^1\) has been integrated. Moreover, OwlSpeak has been connected to the IDACO Database which acts as the interface between the Dialogue Manager and the Clinical Information System as well as the surgical devices. This database is described in detail in Section 2.4.

As a first prototype, we modelled the dialogue flow for a laparoscopic cholecystectomy. The dialogue is thereby divided into two parts: the pre-procedural and the procedural part. For the entire dialogue, the system utterances are concise and direct, meaning that the requested information is output very concretely and without any additional information that might be inappropriate. During the pre-procedural part, IDACO supports the surgeon during the team time-out and provides data about the surgery type, the operating team and the patient, including pre-diseases, medical treatment and laboratory data. Moreover, the surgeon has the possibility to ask the system to adopt the devices in use to his personal pre-settings. He can also ask IDACO to read out the current device settings or his personal pre-settings stored in the IDACO Database and to change his personal set-up for a specific device. The user has the dialogue initiative and thus the full control of how to start the interaction. Hence, the surgeon can decide on which information should be provided and which device settings should be changed or adopted. If he does not want to request any information, he can even skip the information-providing pre-procedural part and inform IDACO to start with the procedure immediately.

When the surgeon confirms to start with the surgery, the second part of the dialogue begins. In contrast to the first part which is very flexible and allows the user to control the dialogue, the procedural part follows an exact surgery schedule which has been modelled in the Spoken Dialogue Ontology. Keeping track of the surgery is thereby done by tracking the tool usage as described by Padoy (2010). Therefore, we introduced variables for all kinds of instruments which are used and all assistance actions which are performed during this specific surgery. The system listens to each of the surgeon’s instructions and increments the variables after each user utterance corresponding to its specific purpose. The grammars that describe the range the system is able to understand are thereby kept flexible in order to avoid the need for command-based user inputs. In contrast, the operating surgeon does not need to concentrate on how to interact with IDACO but can just talk to the surgical staff and the system reacts to keywords used by the surgeon. The workflow and hence the current part of the operation are then derived from the history of used tools at any point of the surgical intervention. The observed course of the procedure is compared to the surgery schedule which has been modelled in the Spoken Dialogue Ontology. In case of a deviation from the regular course, the system reacts proactively and utters a warning. The surgeon can then correct the amount of used material or tell the system that the expected usage has to be adapted for the rest of the procedure.

Moreover, the surgery schedule which has been modelled in the Spoken Dialogue Ontology defines at which point of the operation IDACO should perform a control action on medical devices such as starting the insufflator, increasing the gas insufflation, turning off and on the light and tilting the table. Whenever the system recognises such a time for action, it asks the surgeon whether the action should be performed. The surgeon can then confirm the execution or tell IDACO to wait until he explicitly utters to do so. This allows the surgeon to maintain full control of the medical devices, thus ensuring the patient safety. For the emergency mode, we introduced an Agenda\(^2\) without any system move and only one possible user move which is the user giving the command to deactivate this mode.

The pre-operational part of the system can be reused for various kinds of surgical interventions. Only the variables storing the device settings and the personal device set-up need to be adjusted to the specific operation type what can be easily done using the IDACO Database. The actual procedural part uses an exact model of the complex surgery structure. Hence, only features that do not refer to any surgery specific data like the emergency mode can be reused for different surgical interventions but not the implemented course of the procedure.

---

\(^1\)https://evolution.voxeo.com/

\(^2\)Concept used by OwlSpeak to bundle several moves that belong to a specific dialogue turn (Ultes and Minker, 2014).
2.4. The IDACO Database

As an interface between the OwlSpeak Dialogue Manager and the Clinical Information System as well as the surgical devices, we have implemented a database which allows accessing necessary data and facilitates controlling of the surgical devices. A schematic overview of the IDACO Database is depicted in Figure 3.

The central point of the database is a table containing the intervention record from which all currently required data is concluded. Due to privacy issues, the system has no direct access to the Clinical Information System. However, the IDACO Database contains a mirrored image of all relevant information about the intervention. This covers patient data including personal data, pre-diseases, medical treatment and laboratory values, as well as data about the surgery type and the operating team. The table about the operating team contains all staff members who attend the current surgery, their name, their role and their experience. Moreover, as the system ought to store and adjust the surgeon’s preferences, there is an additional database table containing the personal set-ups for each surgeon and each surgery type. One set-up contains all devices needed for the underlying operation as well as the corresponding parameters as pre-sets.

Furthermore, the IDACO Database provides an interface in order to control the surgical devices in the OR. Therefore, the database contains a list of all existing devices as well as the corresponding device parameters. After the confirmation by the surgeon, IDACO is able to set target values for the device parameters defined in the IDACO Database. Then, the data converter serves as interface to the specific device protocols of the peripheral an installed devices and changes the current parameters of the devices accordingly. Thus, IDACO is able to automatically control several devices at the right time of the procedure. Moreover, IDACO derives the information about which persons are currently present in the operating room from a Bluetooth-Low-Energy (BLE) tracking system.

3. Evaluation

The system was implemented in an experimental set-up in order to get an expert evaluation from medical specialists. As a first prototype, we have modelled the dialogue flow for a laparoscopic cholecystectomy. According to Cuschieri (1999), this is the gold standard for the treatment of gallstones and a highly standardized surgical procedure which can be segmented into ten procedural tasks:

1. Insertion of a Veress needle
2. Creation of Pneumoperitoneum
3. Insertion of Ports
4. Initial Inspection and Exposure of the Triangle of Calot
5. Dissection of Cystic Pedicle
6. Operative Cholangiogram
7. Closure of Cystic Duct and Detachment of Gallbladder from Liver
8. Extraction of Gallbladder
9. Final Inspection
10. Closure of Port Wounds
Each procedural part comprises several steps which are directly linked with the usage of certain material and instruments. As these instruments and materials, which are necessary to perform each procedural task, are clearly defined, it is possible to predict the surgeon’s utterances during each step. For our prototype, we used the knowledge about these utterances in order to define a dialogue corresponding to the surgical workflow.

For example, the first procedural task of the laparoscopic cholecystectomy, the insertion of a Veress needle, comprises four steps:

1. Incision with a scalpel
2. Application of the first Backhaus clip
3. Application of the second Backhaus clip
4. Insertion of the Veress needle

Hence, IDACO needs to track “scalpel”, “Backhaus clip”, “Backhaus clip” and “Veress needle” in order to complete the first part of the surgery and to move on to the second procedural task which is the creation of the Pneumoperitoneum. In order to begin with this part, the gas insufflation needs to be started. Therefore, IDACO asks the surgeon whether this action should be performed. The surgeon can then confirm the execution or tell IDACO to wait until he explicitly utters to do so. The resulting dialogue excerpt looks as follows:

SURGEON: Scalpel, please.
SURGEON: Backhaus clip.
SURGEON: Please give me another Backhaus clip.
SURGEON: Now the Veress needle.
IDACO: Shall I start the gas insufflation?
SURGEON: Yes, please.
IDACO: The gas insufflation has been started.

The complexity of the dialogue increases with the complexity of the surgery structure. In total, our dialogue comprises 126 Agendas and 96 Variables which are used to control 18 installed and peripheral devices and to read out all necessary data from the Clinical Information System.

The implemented prototype was then evaluated by specialists in the field of minimally invasive surgery where it received good feedback. The speech interface and the dialogue were perceived very positively. IDACO is designed not to annoy the surgeon and the operating staff with inappropriate behaviour and unnecessary system prompts during the surgery. Therefore, the system utterances are concise and direct. This communication style has been assessed well-suited for the underlying dialogue scenario in an OR. Moreover, IDACO stays in the background if the procedure goes as scheduled. However, the evaluation with the experienced physicians indicated that passive system behaviour makes the surgery team insecure. The operating staff prefers to get any kind of feedback on what the system recognises and understands. The team of surgical specialists therefore suggested to equip the scrub nurse with a tablet PC showing each user utterance the system receives.

In case of a misunderstanding by the voice interaction system, the nurse could then correct the recognised input. In doing so, the nurse has the possibility to observe the system behaviour and correct speech recognition errors manually. Additionally, our evaluation pointed out that a close cooperation between system developers and medical scientists is inevitable in the design and implementation of intelligent systems for clinical operating rooms. Due to the highly specific field of application, it is hard for non-specialists to decide on optimal system behaviour.

4. Conclusion and Future Directions

We have presented the design, implementation and expert evaluation of a speech-based assistant for clinical operating rooms which supports the surgeon and their operating staff before and during a surgery. To the best of our knowledge, the presented system is the first intelligent spoken language operation assistant putting together several technologies in an OR and allowing to control the technical devices using speech. Enabling the operating surgeon to control devices inherent to the OR by himself as well as autonomously controlling some of the surgical devices reduces the workload for the surgical team as well as the amount of staff needed to assist during a surgical intervention and promises to lessen the rate of avoidable incidents caused by human error. Using IDACO, the surgeon can focus on the surgery and control the technical environment at the same time without taking care of how to interact with the system as speech is the modality used by the surgeon to communicate with their staff and IDACO just listens to the surgeon’s utterances. Hence, it does not pose an additional mental burden on the surgical staff.

Our evaluation by specialists in the field of minimally invasive surgery showed that the system perceived very positive expert feedback. The only issue which remains open to debate is how the system should give feedback to the surgery team as, on the one hand, the surgeon should not be annoyed by unnecessary system prompts, but on the other hand, completely passive system behaviour makes the surgery team insecure. However, the speech interface, the dialogue and the communication style were assessed positively which leads us to the conclusion that we can confirm our claim that the surgical environment presents a field of application for Spoken Dialogue Systems.

In future work, the remaining issue of appropriate system feedback needs to be resolved. Afterwards, a broader evaluation needs to be done in order to get quantitative results regarding the performance. Moreover, a generic method for modelling the surgery control needs to be developed. For the presented system, we modelled exemplarily the procedure of a laparoscopic cholecystectomy. However, the multitude of existing surgical procedures makes it impossible to implement each one individually.
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