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Abstract—It was recently conjectured that a vector with components equal to the Bethe permanent of certain submatrices of a parity-check matrix is a pseudocodeword. In this paper we prove a stronger version of this conjecture and investigate the families of pseudocodewords obtained by using the Bethe permanent in two particular cases. We also highlight some interesting properties of the permanent of block matrices and their effects on pseudocodewords.
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I. INTRODUCTION

In [1], a simple technique is presented for upper bounding the minimum Hamming distance of a binary linear code that is described by an m × n parity-check matrix H, based on explicitly constructing codewords with components equal to F2-determinants of some m × m submatrices of H. Subsequently, this technique was extended and refined in [2]–[4] in the case of quasi-cyclic binary linear codes and by computing those determinant components over the ring of integers Z instead of over the binary field F2 (and taking their absolute value) and showing that the resulting integer vectors are pseudocodewords, i.e., vectors that lie in the fundamental cone of the parity-check matrix of the code [5], [6]. In addition, in [4], a closely related class of pseudocodewords called perm-pseudocodewords was defined, obtained by taking the vector components to be equal to the Z-permanent of some m × m submatrices of H instead of the determinant.

Related to this last construction, Vontobel introduced in [7] Sec. IX a similar vector but having components equal to the Bethe permanent of some m × m submatrices of a matrix H instead of the regular permanent, and conjectured that this vector is a pseudocodeword. The Bethe permanent was a term introduced in [7] to denote the approximation of a permanent of a non-negative matrix, i.e., of a matrix containing only non-negative real entries, by solving a certain Bethe free energy minimization problem. Vontobel also provided some reasons why the approximation works well, by showing that the Bethe free energy is a convex function and that the sum-product algorithm finds its minimum efficiently.

In this paper we state and prove a stronger version of the conjecture and two cases and offer some remarks and examples. We conclude the paper in Section IV. In the Appendix we included a proof of an important lemma used to prove the conjecture and three lemmas used in Section IV.

The literature on permanents and adjacent areas of counting perfect matchings, counting 0-1 matrices with specified row and column sums, etc., is vast. Most relevant to this paper are the very recent work [8] that studies the so-called fractional free energy functionals and resulting lower and upper bounds on the permanent of a non-negative matrix, the paper [9] on counting matchings in graphs with the help of the sum-product algorithm, and the papers on max-product/min-sum algorithms based approaches to the maximum weight perfect matching problem [10]–[13].

II. DEFINITIONS AND BACKGROUND

Let Z, R, and F2 be the ring of integers, the field of real numbers, and the finite field of size 2, respectively. Rows and columns of matrices and entries of vectors will be indexed starting at 1. If H is some matrix and if α = {i1, . . . , ir} and β = {j1, . . . , js} are subsets of the row and column index sets, respectively, then Hα,β is the sub-matrix of H that contains only the rows of H whose index appears in the set α and only the columns of H whose index appears in the set β. If α is the set of all row indices of H, we will simply write Hβ instead of Hα,β. Moreover, for any set of indices γ, we will use the short-hand γ \ {i} for γ \ {i}. For an integer M, we will use the common notation [M] ≜ {1, . . . , M}. For a set α, |α| will denote the cardinality of α (the number of elements in the set α). The set of all M × M permutation matrices will be denoted by PM.

Definition 1. Let θ = (θij) be an m × m-matrix over some commutative ring. Its determinant and permanent, respectively, are defined to be

\[ \det(\theta) ≜ \sum_{\sigma} \sgn(\sigma) \prod_{i \in [m]} \theta_{i,\sigma(i)}, \]
\[ \perm(\theta) ≜ \sum_{\sigma} \prod_{i \in [m]} \theta_{i,\sigma(i)}, \]

where the summation is over all m! permutations of the set [m], and where \( \sgn(\sigma) \) is the signature operator.

In this paper, we consider only permanents over the integers.

Definition 2. Let H = (hij) be an m × n parity-check matrix of some binary linear code. The fundamental cone \( \mathcal{K}(H) \) of...
\(\mathbf{H}\) is the set of all vectors \(\omega = (\omega_i) \in \mathbb{R}^n\) that satisfy
\[
\omega_j \geq 0 \quad \text{for all } j \in [n],
\]
\[
\omega_j \leq \sum_{j' \in \text{supp}(\mathbf{R}_i) \setminus j} \omega_{j'} \quad \text{for all } i \in [m] \text{ and } j \in \text{supp}(\mathbf{R}_i),
\]
where \(\mathbf{R}_i\) is the \(i\)-th row vector of \(\mathbf{H}\) and \(\text{supp}(\mathbf{R}_i)\) is its support (the positions where the vector is non-zero). A vector \(\omega \in \mathcal{K}(\mathbf{H})\) is called a pseudocodeword [14]. Two pseudo-codewords \(\omega, \omega' \in \mathcal{K}(\mathbf{H})\) are said to be in the same equivalence class if there exists an \(\alpha > 0\) such that \(\omega = \alpha \omega'\). In this case, we write \(\omega \propto \omega'\). □

There are two ways of characterizing pseudocodewords in a code \(\mathcal{C}\): as codewords in codes associated to covers of the Tanner graph corresponding to \(\mathcal{C}\), or using the computationally easier linear programming (LP) approach, which connects the presence of message passing codewords in passing message iterative decoding and LP decoding [14], [15]. Here we take the latter approach.

**Definition 3.** Let \(\mathcal{C}\) be a binary linear code described by a parity-check matrix \(\mathbf{H} \in \mathbb{F}_2^{m \times n}, m < n\). For a size-(\(m+1\)) subset \(\beta\) of \([n]\) we define the perm-vector based on \(\beta\) to be the vector \(\omega \in \mathbb{Z}^n\) with components
\[
\omega_i \triangleq \begin{cases} 
\text{perm}_\mathbb{R}(\mathbf{H}_{\beta,i}) & \text{if } i \in \beta \\
0 & \text{otherwise}.
\end{cases}
\]

In [4] it was shown that these vectors are in fact pseudocodewords. We state this here for easy reference together with its proof.

**Theorem 4.** (from [4]) Let \(\mathcal{C}\) be a binary linear code described by the parity-check matrix \(\mathbf{H} \in \mathbb{F}_2^{m \times n}, m < n\), and let \(\beta\) be a size-(\(m+1\)) subset of \([n]\). The perm-vector \(\omega\) based on \(\beta\) is a pseudocodeword of \(\mathbf{H}\).

**Proof:** We need to verify (1) and (2). From Definition 3 it is clear that \(\omega\) satisfies (1). To show that \(\omega\) satisfies (2), we fix an \(i \in [m]\) and a \(j \in \text{supp}(\mathbf{R}_i)\). If \(j \notin \beta\) then \(\omega_j = 0\) and (2) is clearly satisfied. If \(j \in \beta\), then
\[
\sum_{j' \in \text{supp}(\mathbf{R}_i) \setminus j} \omega_{j'} = \sum_{j' \in \text{supp}(\mathbf{R}_i) \setminus j} h_{i,j'} \omega_{j'}
\]
\[
= \sum_{j' \in \beta \setminus j} h_{i,j'} \cdot \text{perm}(\mathbf{H}_{\beta',i}) + \sum_{j' \in (\{j\} \cap \beta')} h_{i,j'} \cdot 0
\]
\[
= \sum_{j' \in \beta \setminus j} h_{i,j'} \sum_{j'' \in \beta \setminus j'} \text{perm}(\mathbf{H}_{\{j''\},i})
\]

(\(\ast\))
\[
\geq \sum_{j'' \in \beta \setminus j} h_{i,j'} \text{perm}(\mathbf{H}_{\{j''\},i})
\]
\[
= h_{i,j} \sum_{j'' \in \beta \setminus j} \text{perm}(\mathbf{H}_{\{j''\},i})
\]
\[
= h_{i,j} \text{perm}(\mathbf{H}_{\beta,j}) = h_{i,j} \omega_j
\]
\[
= h_{i,j} \omega_j
\]
where at step (\(\ast\)) we keep only the terms for which \(j'' = j\), and where step (\(\ast\ast\)) follows from \(j \in \text{supp}(\mathbf{R}_i)\). Because \(i \in [m]\) and \(j \in \text{supp}(\mathbf{R}_i)\) were taken arbitrary, it follows that \(\omega\) satisfies (2).

**Example 5.** Consider the \([4, 2, 2]\) binary linear code \(\mathcal{C}\) based on the parity-check matrix \(\mathbf{H} \triangleq \begin{bmatrix} 1 & 1 & 1 & 0 \\ 0 & 1 & 1 & 1 \end{bmatrix}\), where \(n = 4\) and \(m = 2\). The following list contains the perm-vectors based on all possible subsets \(\beta \subseteq [4]\) of size \(m+1 = 3\): \((2, 1, 1, 0), (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, 2)\). It can be easily checked that these satisfy the inequalities of the fundamental cone above, as the theorem predicts. □

The following combinatorial description of the Bethe permanent can be found in [7]. We use it here as a definition.

**Definition 6.** Let \(\theta\) be a non-negative (with non-negative real entries) \(m \times m\) matrix and \(M\) be a positive integer. Let \(\Psi_{m,n,M}\) be the set
\[
\Psi_{m,n,M} \triangleq \mathcal{P}_{m \times n}^m = \{\mathbf{P} = (P_{ij}) \in [m] | P_{ij} \in \mathcal{P}_M\}.
\]

If \(m = n\), we will use \(\Psi_{m,M} \triangleq \Psi_{m,n,M}\).

For a matrix \(\mathbf{P} \in \Psi_{m,M}\), the \(\mathbf{P}\)-lifting of \(\theta\) is defined as the \(mM \times mM\) matrix
\[
\theta^\mathbf{P} \triangleq \begin{pmatrix} 
\theta_{11}P_{11} & \cdots & \theta_{1m}P_{1m} \\
\vdots & \ddots & \vdots \\
\theta_{m1}P_{m1} & \cdots & \theta_{mm}P_{mm}
\end{pmatrix},
\]
and the degree-\(M\) Bethe permanent of \(\theta\) is defined as
\[
\text{perm}_{B,M}(\theta) \triangleq \frac{1}{M^M} \langle \text{perm}(\theta^\mathbf{P}) \rangle_{\mathbf{P} \in \Psi_{m,M}},
\]
where the angular brackets represent the arithmetic average of \(\text{perm}(\theta^\mathbf{P})\) over all \(\mathbf{P} \in \Psi_{m,M}\).

Then, the Bethe permanent of \(\theta\) is defined as
\[
\text{perm}_B(\theta) \triangleq \lim_{M \to \infty} \text{sup} \text{perm}_{B,M}(\theta).
\]

**Remark 7.** Note that a \(\mathbf{P}\)-lifting of a matrix \(\theta\) corresponds to an \(M\)-cover graph of the protograph described by \(\theta\), therefore we can consider \(\theta^\mathbf{P}\) to represent a protograph-based LDPC code and \(\theta\) to be its protomatrix [16]. □

**Definition 8.** Let \(\mathcal{C}\) be a binary linear code described by a parity-check matrix \(\mathbf{H} \in \mathbb{F}_2^{m \times n}, m < n\). For a size-(\(m+1\)) subset \(\beta\) of \([n]\) we define the Bethe perm-vector based on \(\beta\) to be the vector \(\omega_B \in \mathbb{R}^n\) with components
\[
\omega_B,i \triangleq \begin{cases} 
\text{perm}_\mathbb{R}(\mathbf{H}_{\beta,i}) & \text{if } i \in \beta \\
0 & \text{otherwise}.
\end{cases}
\]

Similarly, we define degree-\(M\) Bethe perm-vector based on \(\beta\) to be the vector \(\omega_{B,M} \in \mathbb{Q}^n\) with components
\[
\omega_{B,M,i} \triangleq \begin{cases} 
\text{perm}_{B,M}(\mathbf{H}_{\beta,i}) & \text{if } i \in \beta \\
0 & \text{otherwise}.
\end{cases}
\]

The following conjecture is stated in [7].

**Conjecture 9 (7).** Let \(\mathcal{C}\) be a binary linear code described by an \(m \times n\) binary parity-check matrix \(\mathbf{H}\), with \(m < n\), and let \(\beta\) be a size-(\(m+1\)) subset of \([n]\). Then the Bethe perm-vector \(\omega_B\) based on \(\beta\) is a pseudocodeword of \(\mathbf{H}\), i.e., \(\omega_B \in \mathcal{K}(\mathbf{H})\).

We will in fact prove the following stronger form of the conjecture.
Theorem 10. Let $C$ be a binary linear code described by an $m \times n$ binary parity-check matrix $H$, with $m < n$, and let $\beta$ be a size-$(n+1)$ subset of $[n]$. Then, for all $M \geq 1$, the degree-$M$ Bethe perm-vectors $\omega_{B,M}$ and the Bethe perm-vector $\Omega_B$ based on $\beta$ are pseudocodewords of $H$, i.e., $\omega_{B,M} \in K(H)$ and $\Omega_B \in K(H)$.

We will call these pseudocodewords the degree-$M$ Bethe perm-pseudocodeword based on $\omega_B$ and the Bethe perm-pseudocodeword based on $\beta$, respectively, and, when we are considering both sets, we will call them the Bethe pseudocodewords.

In proving Theorem 10 it is enough to show that $\omega_{B,M} \in K(H)$, for all $M \geq 1$. Then, by taking the limit it follows that $\omega_B \in K(H)$, as the next lemma shows.

Lemma 11. Let $C$ and $\beta$ as in Theorem 10 If $\omega_{B,M} \in K(H)$, for all $M \geq 1$ integers, then $\omega_B \in K(H)$.

Proof: Since $\omega_{B,M} \in K(H)$, for all $M \geq 1$, each of the inequalities in (1) and (2) is satisfied by $\omega_{B,M}$, $i \in [n]$. Taking the limit when $M \to \infty$ gives that $\omega_B$ must also satisfy the same inequalities. It follows that $\omega_B \in K(H)$. □

III. PROOF OF THEOREM 10

Before proving this theorem, we need a few lemmas and theorems.

Let $\theta = \mathbf{1}_{m \times m}$ be the all-one matrix of size $m \times m$. Let $I$ denote the identity matrix of size $M \times M$ and for all $M \geq 1$, let

$$p_{m-1,m,M} \triangleq \sum_{Q \in \Psi_{m-1,m,M}} \text{perm} \begin{bmatrix} I & I & \cdots & I \\ Q_{11} & Q_{12} & \cdots & Q_{1,m} \\ Q_{m-1,1} & Q_{m-1,2} & \cdots & Q_{m-1,m} \end{bmatrix},$$

$$q_{m-1,m,M} \triangleq \frac{p_{m-1,m,M}}{(M)(m-1)m} = \frac{p_{m-1,m,M}}{|\Psi_{m-1,m,M}|},$$

$$p_{m,M} \triangleq \sum_{P \in \Psi_{m,M}} \text{perm} \begin{bmatrix} I & I & \cdots & I \\ I & P_{11} & \cdots & P_{1,m-1} \\ \vdots & \vdots & \ddots & \vdots \\ I & P_{m-1,1} & \cdots & P_{m-1,m-1} \end{bmatrix} \quad \text{and}$$

$$q_{m,M} \triangleq \frac{p_{m,M}}{(M)(m-1)m} = \frac{p_{m,M}}{|\Psi_{m,M}|}.$$

Lemma 12. We have the following relations between $q_{m,M}$, $q_{m-1,m,M}$, and the average $\langle \text{perm}(\theta^{[R]}) \rangle_{R \in \Psi_{m,M}}$:

$$q_{m,M} = q_{m-1,m,M} = \langle \text{perm}(\theta^{[R]}) \rangle_{R \in \Psi_{m,M}}.$$

Proof: Any $R$-lifting of the matrix $\theta$, $R = (R_{ij}) \in \Psi_{m,M}$, can be written as

$$\theta^{[R]} = \begin{bmatrix} R_{11} & R_{12} & \cdots & R_{1m} \\ R_{21} & R_{22} & \cdots & R_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ R_{m1} & R_{m2} & \cdots & R_{mm} \end{bmatrix}.$$
Let $|\beta| = r_1$, then $r_1 + \cdots + r_m = (m-1)M$. Note that the columns in the sets $[M] \setminus \beta_1, [M] \setminus \beta_2, \ldots, [M] \setminus \beta_m$ cannot contribute anymore to the rest of the product entries. There are $M - |\beta_1|$ ways to choose the $r_1$ columns from the first block of $M$ columns, $0 \leq r_1 \leq M$. Then there are $(r_2)!$ ways to choose the $r_2$ columns from the second block of $M$ columns indexed by the remaining $r_1 = |\beta_1|$ indices, $0 \leq r_2 \leq r_1$, etc., finishing with $(r_m - 2)!$ ways to choose the $r_{m-1}$ columns in the $(m-1)$th block of $M$ columns, $0 \leq r_{m-1} \leq r_{m-2}$. The last $M$ columns are uniquely determined by the fact that the corresponding rows in the top block should give a partition of $[M]$. Therefore, we can choose the $1$s in the first $M$ rows in exactly $\sum_{r_1=0}^{M} \binom{M}{r_1} \binom{M}{r_2} \cdots \binom{M}{r_{m-1}} \binom{r_m - 2}{r_m - 1}$ ways, followed by products with entries in the next $M + 1, M + 2, \ldots, (m-1)M + 1, (m-1)M + 2, \ldots, mM$ rows. Equivalently, we can compute and upper bound $q_{m,M}$ in the following way.

$$q_{m,M} = q_{m-1,M,M} = \frac{\sum_{r_1=0}^{M} \binom{M}{r_1} \binom{M}{r_2} \cdots \binom{M}{r_{m-1}} \binom{r_m - 2}{r_m - 1}}{(M)!^{(m-1)m}} \times \sum_{\nu_1 \in P_M} \cdots \sum_{\nu_m \in P_M} \prod_{j=1}^{m} Q_{\nu_j, r_{\nu_j}}$$

Theorem 15. Let $H$ be any $m \times (m+1)$ binary matrix. Then, for all $M \geq 1$, its degree-$M$ Bethe perm-vectors $\omega_{B,M}$ and its Bethe perm-vector $\omega_B$, based on $\beta = [m+1]$, are pseudocodewords for $H$.

Proof: From Lemma 12 we know that $\omega_{B,M} = (q_{m,M}, q_{m-1,M,M}, \ldots, q_{m-1-M})$, and from Cor. 14 we know the inequality $q_{m,M} \leq q_{m-1-M}$. We obtain that $\omega_{B,M}$ is a pseudocodeword. Taking the limit and applying Lemma 11 we get that $\omega_B$ is also a pseudocodeword.

Note that Theorem 15 is the same as Theorem 10 stated and proved for the particular matrix $H$ displayed above.

We are now ready to prove Theorem 10. Since the components of a perm-pseudocodeword based on a set $\beta$ of size $m + 1$ are defined as zero outside $\beta$, we can assume, without loss of generality, that $n = m + 1$ and prove the following version of Theorem 10.

Theorem 16. Let $H$ be any $m \times (m+1)$ binary matrix. Then, for all $M \geq 1$, its degree-$M$ Bethe perm-vectors $\omega_{B,M}$, and its Bethe perm-vectors $\omega_B$, based on $\beta = [m+1]$, are pseudocodewords for $H$.

Proof: See Appendix B for a sketch of the proof of this theorem in the general case.

IV. COMPUTATION OF BETHE PSEUDOCODEWORDS FOR $m = 2$ AND $m = 3$

A. Case $m = 2$

In this case, we can compute the permanent average $q_{2,M} = \langle \text{perm}(H^2)^q) \rangle_{Q \in \Psi_{2,M}}$ exactly.

Theorem 17. $q_{2,M} = M + 1$.

Proof: We want to compute $\text{perm} \left[ \begin{array}{cc} I & I \\ I & P \end{array} \right]$, for $P \in P_M$. Since the permanent is computed by summing all products of entries such that each row and each column contributes to the product exactly once, the first $M$ rows can contribute with $1$s from the two adjacent identity matrices (on top) by choosing the $1$ entries from the set of columns $[M] \setminus \beta_1$ with $r \leq |\beta_1|$, $0 \leq r \leq M$, from the first block, and $\beta_1$ from the second block. This implies that the columns indexed by $[M] \setminus \beta_1$ from the first block and $\beta_1$ from the second block cannot contribute anymore to the rest of the product entries. Therefore, we obtain

$$\text{perm} \left[ \begin{array}{cc} I & I \\ I & P \end{array} \right] = \sum_{r=0}^{M} \binom{M}{r} \sum_{\beta_1 \subseteq [M] \setminus \text{supp}(\beta_1) = r} \text{perm} \left[ I_{\beta_1} P_{[M] \setminus \beta_1} \right].$$

Then

$$q_{2,M} = \sum_{r=0}^{M} \binom{M}{r} r!(M-r)! = \frac{1}{M!} \left( \frac{M}{r} \right) r!(M-r)! = M + 1.$$

This last equality holds because the permanent of the $M \times M$ matrix $[I_{\beta_1} P_{[M] \setminus \beta_1}]$ is 0 unless all its columns are different, or equivalently, unless the columns of $I$ indexed by $\beta_1$ are a permutation of the columns of $P$ indexed by $\beta_1$ (or equivalently, $[I_{\beta_1} P_{[M] \setminus \beta_1}]$ is a permutation matrix) in which case the permanent is $1$. There are $(M-r)!$ ways of choosing the $M-r$ columns of $P$ and $r!$ ways of choosing the remaining columns of $P$ to obtain all possible matrices $P \in P_M$ that give a permanent 1. Given $r$, there are $\binom{M}{r}$ ways of choosing the $M-r$ columns in $[M] \setminus \beta_1$.

Corollary 18. The possible Bethe pseudocodewords for a $2 \times 3$ matrix $H$ (with no zero row or column) are equivalent to the following vectors (see Def. 2).

1) If $H = \left( \begin{array}{ccc} 1 & 1 & 1 \\ 1 & 1 & 1 \end{array} \right)$, then $\omega_{B,M} \propto \omega_B = (1, 1, 1)$. 
2) If \( H = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 0 \end{pmatrix} \), then \( \omega_{B,M} = (1, (M + 1)^{1/M}) \) and \( \omega_B = (1,1,1) \).

3) If \( H = \begin{pmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \end{pmatrix} \), then \( \omega_{B,M} = \omega_B = (1,1,1) \).

4) If \( H = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 0 & 0 \end{pmatrix} \) or \( H = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 0 \end{pmatrix} \), then \( \omega_{B,M} = \omega_B = (0,1,1) \).

**Proof:** We apply Theorem 17 to compute the vectors in each case.

1) \( \omega_{B,M} = ((M + 1)^{1/M}, (M + 1)^{1/M}, (M + 1)^{1/M}) \propto (1,1,1) \). Taking the limit when \( M \to \infty \) we obtain

\[ \omega_B = \lim_{M \to \infty} \omega_{B,M} = (1,1,1). \]

2) \( \omega_{B,M} = \left( \frac{1}{M}^{1/M}, \frac{1}{M}^{1/M}, \frac{1}{M}^{1/M} \right) \) is an increasing function that has a minimum equal to 3, and \( \omega_{B,M} \) is a pseudocodeword as the general theorem stated. It results in the Bethe perm-pseudocodeword \( (1,1,1) \).

Cases 3) and 4) follow similarly.

**Remark 19.** For all \( M \geq 1 \), the vector \((1,1,(M + 1)^{1/M})\) is always a pseudocodeword for \( H \) equal to the all-one \( 2 \times 3 \) matrix. Its AWGNC-pseudoweight is equal to \( \frac{(2+(M+1)^{1/M})^2}{2+(M+1)^{1/M}} \) which is an increasing function that has a minimum equal to \( 8/3 \) and this is attained for \( M = 1 \), giving the pseudocodeword \( \omega_{B,1} = (1,1,2) \). The Bethe perm-pseudocodeword \( \omega_B = (1,1,1) \) has AWGNC-pseudoweight equal to 3.

**B. Case \( m = 3 \)**

Let \( t_{3,M} \triangleq \left\langle \text{perm} \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix} \right\rangle_{P \in \Psi_{3,M}} \).

**Theorem 20.** The following is an exact formula for \( t_{3,M} \).

\[ t_{3,M} = \frac{\sum_{r=0}^{M} (\binom{M}{r}) \sum_{s=0}^{r} (\binom{M-r+s}{M-s})! \sum_{t=0}^{M-r-t} (\binom{M-r-t}{t})! \sum_{s=0}^{r} (\binom{M-r}{t-s})!}{M^3}. \]

**Proof:** Applying Lemmas 31 and 32 in Appendix C we can compute the permanent \( \text{perm} \begin{pmatrix} I & I & 0 \\ I & P & I \\ Q & R & I \end{pmatrix} \) as in (7) on top of the next page. The permanents

\[ \text{perm} \begin{pmatrix} I & I & 0 \\ I & P & I \\ Q & R & I \end{pmatrix} \]

in (7) are zero unless \( \begin{pmatrix} I & I & 0 \\ I & P & I \\ Q & R & I \end{pmatrix} \) is an \( M \times M \) permutation matrix. Then, taking the average permanent over all permutation matrices \( P, Q, R \), yields

\[ t_{3,M} = \frac{\sum_{r=0}^{M} (\binom{M}{r}) \sum_{s=0}^{r} (\binom{M-r+s}{M-s})! \sum_{t=0}^{M-r-t} (\binom{M-r-t}{t})! \sum_{s=0}^{r} (\binom{M-r}{t-s})!}{M^3}, \]

where \( \binom{0}{0} = 1 \) by definition.

**Remark 21.** The above formula for the average can also be rewritten as

\[ t_{3,M} = \sum_{r=0}^{M} \frac{\sum_{s=0}^{r} (\binom{M-r+s}{M-r}) \sum_{t=0}^{M-r-t} (\binom{M-r-t}{t})! \sum_{s=0}^{r} (\binom{M-r}{t-s})!}{M^3}. \]

We obtain the following corollary.

**Corollary 22.** The Bethe pseudocodewords for two non-trivial \( 3 \times 4 \) matrices \( H \) (with no zero row or column) given below are the following.

1) If \( H = \begin{pmatrix} 1 & 1 & 1 & 0 \\ 0 & 1 & 1 & 1 \end{pmatrix} \), then \( \omega_{B,M} = \left( \frac{1}{M}^{1/M}, (M + 1)^{1/M}, (M + 1)^{1/M}, (M + 1)^{1/M} \right) \).

2) If \( H = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 0 & 1 & 1 & 1 \end{pmatrix} \), then \( \omega_{B,M} = \left( \frac{1}{M}^{1/M}, (M + 1)^{1/M}, (M + 1)^{1/M}, (M + 1)^{1/M} \right) \).

**Remark 23.** In the first case, observing that:

\[ \sum_{r=0}^{M} (\binom{M}{r}) \sum_{s=0}^{r} (\binom{M-r+s}{M-s})! \sum_{t=0}^{M-r-t} (\binom{M-r-t}{t})! \sum_{s=0}^{r} (\binom{M-r}{t-s})! \sum_{r=0}^{M} \binom{M}{r} \binom{M}{r} \]

we see that indeed the vector \( \omega_{B,M} \) satisfies all the fundamental cone inequalities associated with the matrix \( H \) giving that \( \omega_{B,M} \) is a pseudocodeword, as the Theorem 10 predicts. Taking the limit, we get that the Bethe perm-vector \( \omega_B \) is also a pseudocodeword.

**Example 24.** We obtain, as expected, the pseudocodeword \((4,2,2,2) \propto (2,1,1,1)\) for \( M = 1 \) and, e.g., \((\sqrt{3}, \sqrt{3}, \sqrt{3}, \sqrt{3})\) for \( M = 2 \) for the matrix \( H \) in Cor. 22.

**Remark 25.** Note that sometimes we can obtain valid pseudocodewords by taking block-perm-vectors based on a set of size \( m+1 \) (without averaging over all possible lifts) as the following example shows.

**Example 26.** Let \( M = 3 \), \( P^s, s = 0,1,\ldots,M-1 \), be the \( s \)-times cyclically left-shifted \( M \times M \) identity matrices and a matrix \( H \) and its lifting \( H^T \):

\[ H = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 0 & 1 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix}, \quad H^T = \begin{pmatrix} I & I & I \\ I & P & P^2 \\ 0 & 1 & P \end{pmatrix}. \]
This is a pseudocodeword equivalent to the pseudocodeword

\[
\text{perm} \begin{pmatrix} I & I & 0 \\ I & P & I \\ Q & R & I \end{pmatrix} = \text{perm}(I + P + Q + R)
\]

\[
= \sum_{r=0}^{M} \sum_{a_1 \subseteq [M] \atop |\text{supp}(a_1)| = r} \text{perm} \left[ (I + P)_{a_1} \right] (Q + R)_{[M] \setminus a_1}
\]

\[
= \sum_{r=0}^{M} \sum_{a_1 \subseteq [M] \atop |\text{supp}(a_1)| = r} \sum_{s=0}^{r} \sum_{\gamma_1 \subseteq a_1 \atop |\text{supp}(\gamma_1)| = s} \sum_{t=0}^{M-r} \sum_{\gamma_2 \subseteq [M] \setminus \gamma_1 \atop |\text{supp}(\gamma_2)| = t} \text{perm} \left[ I_{\gamma_1}, P_{\alpha_1 \setminus \gamma_1}, Q_{\gamma_2}, R_{[M] \setminus \gamma_1 \gamma_2} \right]
\]

(7)

Let \( w_M \) be computed as following

\[
w_M = \begin{pmatrix}
\text{perm}^{1/M} \begin{pmatrix} I & I & I \\ I & P & P^2 \\ I & P^2 & P \end{pmatrix}, & \text{perm}^{1/M} \begin{pmatrix} P & P^2 \\ P^2 & P \end{pmatrix}, \\
\text{perm}^{1/M} \begin{pmatrix} I & P^2 \\ I & P \end{pmatrix}, & \text{perm}^{1/M} \begin{pmatrix} I \\ I \end{pmatrix}
\end{pmatrix}
\]

\[
= (48^{1/M}, 2^{1/M}, 2^{1/M}, 2^{1/M}) = \sqrt[3]{2}(\sqrt[3]{3}, 1, 1, 1).
\]

This is a pseudocodeword equivalent to the pseudocodeword \((2\sqrt[3]{3}, 1, 1, 1)\) with AWGNC-pseudo-weight 3.58.

Note that this is not always the case, an example can be easily found. In general, averages over all liftings need to be taken in order to obtain pseudocodewords.

\[ \Box \]

V. CONCLUSIONS

In this paper we proved a stronger version of Vontobel’s conjecture [7] on Bethe pseudocodewords and computed the families of pseudocodewords obtained by using the Bethe permanent and the degree-\(M\) Bethe permanent in some particular cases. We also highlighted some interesting properties of Bethe permanents and their relationships to pseudocodewords.

ACKNOWLEDGEMENTS

We would like to thank Pascal O. Vontobel for suggesting this problem and for our many discussions on this topic, and to Martin Haenggi for his valuable help with the related programming and the numerical investigation.

APPENDIX

A. Proof of Lemma [13]

Let \( \beta \triangleq \{\beta_1, \ldots, \beta_m\} \), and let

\[
T_\beta \triangleq \begin{bmatrix}
Q_{11,\beta_1} & Q_{12,\beta_2} & \cdots & Q_{1m,\beta_m} \\
\vdots & \vdots & \ddots & \vdots \\
Q_{m-1,1,\beta_1} & Q_{m-1,2,\beta_2} & \cdots & Q_{m-1,m,\beta_m}
\end{bmatrix}
\]

like in the statement of Lemma [13]. Note that \( T_\beta \) is of size \((m-1)M \times (m-1)M\). Each of the columns of \([Q_{11,\beta_1} \ Q_{12,\beta_2} \ \cdots \ Q_{1m,\beta_m}]\) has Hamming weight 1 and each of its rows has Hamming weight at most \(m\). Let \( n_0, n_1, \ldots, n_m \) be the number of rows of weight 0, 1, \ldots, \(m\), respectively. The total number of rows is then \( n_0 + n_1 + n_2 + \cdots + n_m = M \) and the total number of entries equal to 1 in the matrix is \( n_1 + 2n_2 + \cdots + mn_m = (m-1)M \). We obtain:

\[(m-1)(n_0 + n_1 + n_2 + \cdots + n_m) = n_1 + 2n_2 + \cdots + mn_m \iff (m-1)n_0 + (m-2)n_1 + (m-3)n_2 + \cdots + n_{m-2} = n_m.
\]

If \( n_m > 0 \) we obtain that with each row of weight \(m\) there is at least one row of weight \(m-2\) or lower. If \( n_m = 0 \) we obtain that \( n_0 = n_1 = \cdots = n_{m-2} = 0 \) and hence all rows and columns have constant Hamming weight \(m-1\). We will show that the first case can be reduced to the second case by a modification of the matrix that leaves the permanent unchanged or increases it.

We have two cases that we prove independently, the case of \( n_m > 0 \) and the case of \( n_m = 0 \). The proof of the first case is followed by Example [27] and the proof of the second case contains Example [28] and is followed by Example [29] in order to better illustrate the mathematical techniques used in this proof.

Case \( n_m > 0 \).

**Proof:** We can assume that \( n_0 = 0 \), otherwise the permanent is 0 and does not contribute to the sum value of all permanents. There are \( m \) permutation matrices in the matrix \([Q_{11} \ Q_{12} \ \cdots \ Q_{1m}]\) from which columns indexed by \( \beta_1, \beta_2, \ldots, \) and \( \beta_m \), respectively, are chosen to give the \( M \times (m-1) \) matrix \([Q_{11,\beta_1} \ Q_{12,\beta_2} \ \cdots \ Q_{1m,\beta_m}]\). Therefore, the inequality \( n_m > 0 \) means that there exists a column \([0 \ 0 \ 0 \ 1 \ 0 \ \cdots \ 0]^T\) that gets picked from each of the matrices \(Q_{11,\beta_1}, Q_{12,\beta_2}, \cdots, Q_{1m,\beta_m}\). This gives \( \beta_i > 0 \), for all \( i \in [m] \). We can permute the first \( M \) rows of \( T_\beta \) (process that does not alter its permanent) and assume that this column is \([1 \ 0 \ \cdots \ 0]^T\). We also obtain that there is another column which gets picked from at most \( m - 2 \) of the matrices \(Q_{11}, Q_{12}, \ldots, Q_{1m}\). We permute the first \( M \) rows of \( T_\beta \) by leaving the first row fixed, and assume that this column is \([0 \ 1 \ 0 \ \cdots \ 0]^T\). We can also assume that this column does not appear in \( Q_{11,\beta_1} \) and \( Q_{12,\beta_2} \). Therefore, without loss of generality, we can assume that \( T_\beta \) is of the form displayed in [5], where, (up to column permutations within each block of \( M \) columns)

\[
Q_{11,\beta_1} = \begin{bmatrix}
1 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}, \quad Q_{12,\beta_2} = \begin{bmatrix}
1 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]
\[
T_\beta = \begin{bmatrix}
1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
T_\beta' = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\text{perm}(T_\beta) - \text{perm}(T_\beta') =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\text{perm}(T_\beta) - \text{perm}(T_\beta') =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
\[ Q_{1j, \beta_j} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ \vdots & \vdots \\ 0 & 0 \end{bmatrix}, \quad j \geq 3, \]

and
\[
A_{\beta_1}^{(1)} A_{\beta_2}^{(2)} \cdots A_{\beta_m}^{(m)} = \begin{bmatrix} Q_{21, \beta_1} & Q_{22, \beta_2} & \cdots & Q_{2m, \beta_m} \\ \vdots & \vdots & & \vdots \\ Q_{m-1,1, \beta_1} & Q_{m-1,2, \beta_2} & \cdots & Q_{m-1,m, \beta_m} \end{bmatrix}.
\]

Let \( T'_\beta \) be the matrix displayed in (9). The two matrices \( T_\beta \) and \( T'_\beta \) differ in two positions only, in the first two rows and the second block of \( M \) columns. An entry equal to 1 in the first row gets “moved” to the position below in the second row and the same column. Therefore, the permanents of \( T_\beta \) and \( T'_\beta \) differ only in the elementary products (products containing exactly one entry from each row and each column) that contain the “moving 1 entry”; their difference is given in (10). The first matrix in (10) has its first row of weight 1 (changed from the first row of \( T_\beta \) of weight \( m \)) and its second row of weight up to \( m - 2 \) (equal to the second row of \( T_\beta \)). The second matrix in (10) has its first row of weight \( m - 1 \) (changed from the first row of \( T'_\beta \) of weight \( m \)) and the second row of weight 1 (changed from the second row of \( T'_\beta \) of weight less than or equal to \( m - 1 \)). Permuting the first two rows of the second matrix in (10) gives formula (11) and changing a zero entry into a 1 entry on the second row of the first matrix give a larger difference of permanents expressed in (12).

The last two matrices in (12) differ now only in the second row, namely, in the positions of the 1 entries on the second row in the last \( m - 2 \) blocks. They have both the first row of weight 1, the second row of weight \( m - 1 \), and all the other rows equal to the corresponding rows of \( T_\beta \). Now observe that allowing the matrices \( Q_{ij} \) with \( i \in [m-1], j \in [m], i \geq 2 \), to vary among all possible permutation matrices, while keeping the first \( M \) rows fixed, gives us two equal sets of matrices. This can be seen by interchanging two columns in each \( Q_{ij} \) of a matrix in the first set to obtain a permutation matrix \( Q''_{ij} \), for all \( i \in [m-1], j \in [m], i \geq 2 \) and \( j \geq 3 \). Setting also \( Q''_{ij} = Q_{ij}, i \in [m-1], j \in [m], i \geq 2 \) and \( j \in \{1,2\} \), then these choices of \( Q''_{ij} \) with \( i \geq 2 \) and \( j \geq 1 \) give a matrix in the second set, and vice-versa. The two sets being equal means that the sum of all differences of their permanents over all matrices \( Q_{ij} \) with \( i \in [m-1], j \in [m], i \geq 2 \), is 0. Since
\[
\sum_{Q_{ij} \in \mathcal{P}_M, i \in [m-1], j \in [m], i \geq 2} \text{perm}(T_\beta) \leq \sum_{Q_{ij} \in \mathcal{P}_M, i \in [m-1]} \text{perm}(T'_\beta) \leq 0,
\]
we obtain
\[
\sum_{Q_{ij} \in \mathcal{P}_M, i \in [m-1], j \in [m]} \text{perm}(T_\beta) = \sum_{Q_{ij} \in \mathcal{P}_M, i \in [m-1]} \text{perm}(T'_\beta) \leq 0.
\]

Therefore, by “moving” a 1 entry from a row of weight \( m \) (among the first \( M \) rows) to a row of weight at most \( m - 2 \) (see (8) and (9)) gives a new matrix \( T''_\beta \) of the same form as the original matrix, but with its first \( M \) rows with only \( n_m - 1 \) rows of weight \( m \). Summing over all possible permutation matrices, this change gives a larger value of the permanent sum, therefore we can work with this new matrix.

We proceed similarly with each block of \( M \) rows that contains a row of weight \( m \), to obtain a matrix with each row of weight \( m - 1 \). Thus, we substitute each matrix in the first sum in (5) having \( n_m > 0 \) with a matrix that has each row of weight \( m - 1 \).

\textbf{Example 27.} Let \( M = 3, m = 3 \),

\[
Q = \begin{bmatrix} 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \end{bmatrix},
\]

and \( \beta_1 \triangleq \{1,2\}, \beta_2 \triangleq \{1,2\}, \beta_3 \triangleq \{1,2\} \). Then

\[
T_\beta = \begin{bmatrix} 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 \end{bmatrix},
\]

The second and the third rows of the first block of 3 rows of \( T_\beta \) have weight 3 and weight 1 = \( m - 2 \), respectively. Similarly, the first and the second rows of the second block of 3 rows of \( T_\beta \) have weight 3 and weight 1 = \( m - 2 \), respectively. We can modify the matrix in two steps, by constructing

\[
T'_\beta = \begin{bmatrix} 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 \end{bmatrix},
\]

followed by constructing

\[
T''_\beta = \begin{bmatrix} 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 \end{bmatrix},
\]

and showing that the change from \( T_\beta \) into \( T'_\beta \) and then into \( T''_\beta \) only increases the average permanent over all permutation matrices \( Q \in \mathcal{P}_{2,3,3} \). \( T''_\beta \) has the first block of \( M = 3 \) rows of weight 2 = \( m - 1 \), while \( T''_\beta \) has constant row weight 2 = \( m - 1 \).
M \times \text{denote the induced permutation of columns on any submatrix}

Let \( \sigma \) be a permutation of columns of \( R \). We have this “order” on the first \( \beta \) columns of \( R \). By extension, for simplicity, let \( \sigma \) denote the induced permutation of columns on any submatrix of \( R \) obtained by erasing some of its rows:

\[
\sigma \left[ Q_{11,\beta_1} \cdots Q_{1,m-1,\beta_m} \right] = P_{11} \cdots P_{1,m-1}.
\]

Let

\[
\sigma(T_\beta) = \begin{bmatrix}
P_{11} & \cdots & P_{1,m-1} \\
R_{21} & \cdots & R_{2,m-1} \\
\vdots & \ddots & \vdots \\
R_{m-1,1} & \cdots & R_{m-1,m-1}
\end{bmatrix},
\]

where each \( R_{ij} = [Q_{ij,\beta_j} S_{ij}] \), \( j \geq 2 \), is a matrix of size \( M \times M \). If \( R_{ij} \) are all permutation matrices, or equivalently, if \( S_{ij} = S_{1j} \), then

\[
\sigma(T_\beta) = \begin{bmatrix}
P_{11} & \cdots & P_{1,m-1} \\
P_{21} & \cdots & P_{2,m-1} \\
\vdots & \ddots & \vdots \\
P_{m-1,1} & \cdots & P_{m-1,m-1}
\end{bmatrix},
\]

each \( P_{ij} \) is a permutation matrix of size \( M \times M \), and \( T_\beta \) has the same permanent as the latter matrix.

### Example 28.

Let \( T_\beta \) with constant row weight \( m - 1 = 2 \) as in (13) and let \( S_{12}, S_{13}, S_{22}, S_{23} \), as in (14). (Note that \( T_\beta \) is the matrix \( T_\beta'' \) in Example 27.)

Let \( \sigma \) denote the permutation operator that permutes the columns of \( T_\beta \) such that the first column gets moved to the 6th position and the second column gets moved to the 2nd position. This achieves the desired form.

We will now address the case where the order does not get preserved in the next \( M \) rows. For simplicity, we suppose that \( S_{2j} \neq S_{1j} \). Therefore, we need an extra permutation of
columns within the block matrix $Q_{21, \beta_1}$ so that we obtain the equality $S_{2j} = S_{1j}$. In addition, we need to show that this change does not alter the sum of the permanents of all $\sigma(T_{\beta})$ over all possible permutation matrices $Q_{ij}$. In fact, it is sufficient to show that the operation of interchanging two columns within the matrix $Q_{21, \beta_1}$ does not change the sum of $\text{perm}(T_{\beta})$ when computed over all possible permutation matrices $Q_{ij}$. This fact, applied sequentially to each matrix $Q_{i1, \beta_1}$, $i \geq 2$, until the desired form is obtained, will conclude our proof.

Without loss of generality, for simplicity, we can assume that the two columns of $Q_{21, \beta_1}$ that get interchanged are the vectors $[1 \ 0 \ 0 \ \cdots \ 0]^{T}$ and $[0 \ 1 \ 0 \ \cdots \ 0]^{T}$. Let us denote by $Q'_{21, \beta_1}$ the matrix obtained from $Q_{21, \beta_1}$, and $T'_{\beta}$ be the matrix obtained from $T_{\beta}$, after the two columns get interchanged. In equation (17) we compute the difference of the permanents of the two matrices and sum this difference over all permutation matrices $Q_{ij}$. We denote $A_i \triangleq [Q_{i2, \beta_2} \ \cdots \ Q_{i,m-1, \beta_m}]$, for all $i \in [m-1]$. After performing consecutive cofactor expansions on the first and second row of the second block of $M$ rows of $T_{\beta}$, we obtain that this difference is given by (18), where $A_2 \setminus \text{row}1$ denotes the submatrix of $A_2$ obtained by erasing its first row and $A_2 \setminus \text{row}2$ denotes the submatrix of $A_2$ obtained by erasing its second row. We note that the first and the last sums of the four sums in (18) are equal, and so are the second and the third sums, and so the four sums cancel each other and give

$$\sum \limits_{Q_{ij}, Q_{2j} \in \mathcal{P}_M} \text{perm}(T_{\beta}) - \text{perm}(T'_{\beta}) = 0.$$
Therefore we can change the position of the columns within each matrix $Q_{i1,\beta_i}$, for all $i \geq 2$, until we obtain a matrix of the form given in (16), without changing the sum of the permanents of $T_\beta$ computed over all permutation matrices $Q_{ij}$. This, together with the previous case, concludes the proof. □

Example 29. Let

$$T_\beta \triangleq \begin{bmatrix}
Q_{11,\beta_1} & Q_{12,\beta_2} & Q_{13,\beta_3} \\
Q_{21,\beta_1} & Q_{22,\beta_2} & Q_{23,\beta_3}
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1
\end{bmatrix},$$

with constant row weight $m - 1 = 2$. Let

$$S_{12} = \begin{bmatrix}
0 \\
0 \\
1 \\
0
\end{bmatrix}, \quad S_{13} = \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}, \quad S_{22} = \begin{bmatrix}
0 \\
1 \\
0 \\
0
\end{bmatrix}, \quad S_{23} = \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix}$$

and

$$P_{11} \triangleq [Q_{12,\beta_2} \ S_{12}] = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix},$$

$$P_{12} \triangleq [Q_{13,\beta_3} \ S_{13}] = \begin{bmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{bmatrix},$$

$$P_{21} \triangleq [Q_{22,\beta_2} \ S_{22}] = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{bmatrix},$$

$$P_{22} \triangleq [Q_{23,\beta_3} \ S_{23}] = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.$$  

Let $\sigma$ denote the permutation operator that permutes the columns of $T_\beta$ such that the first column gets moved to the 6th position and the second column gets moved to the 3rd position, thus completing the matrices $Q_{12,\beta_2}$ and $Q_{13,\beta_3}$ to the permutation matrices $P_{11}$ and $P_{12}$, respectively. We compute $\sigma(T_\beta)$ and obtain

$$\sigma(T_\beta) = \begin{bmatrix}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{bmatrix} = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 0
\end{bmatrix}.$$ 

Let

$$T'_\beta \triangleq \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{bmatrix}$$

obtained by interchanging the 3rd and 6th columns of $\sigma(T_\beta)$. The above computations show that this change does not alter the average permutation over all permutation matrices $Q \in \Psi_{2,3,3}$. $T'_\beta$ now has the desired form. □

B. Sketch of Proof of Theorem 16

Proof: We can modify Lemma 13 and its proof to include other types of matrices. For example, for a matrix $\theta$ of size $m \times m$ with $r$ entries of 1 and $m - r$ entries of zero on a row, we would modify the lemma to show that $\text{perm}_{B,M}(\theta) \leq r \text{perm}_{B,M}(\theta)$, where $\theta$ is an $(m - 1) \times (m - 1)$ submatrix of $\theta$ obtained by erasing the row of weight $r$ and a column that gives the lowest nonzero permanent among these matrices $(m - 1) \times (m - 1)$ matrices. The proof follows all the steps above. The case when $H$ has a column with weight 1 is basically the hardest one. In the other cases, we can use that $\text{perm}_{B,M}(1_{(m-1) \times (m-1)}) \leq \text{perm}_{B,M}(\theta)$ if $\theta$ contains a submatrix $1_{(m-1) \times (m-1)}$ to obtain that the fundamental cone inequalities are satisfied for the row containing the only 1 of that column. The other inequalities are trivially satisfied (all vector components are equal) or can be reduced to the case of $(m - 1) \times m$ matrices. □

C. Necessary Lemmas

This Appendix contains a few results that we need in our computations. Versions of the first two lemmas can also be found in [17].

Lemma 30. Let $c_i \in F_2^{(M-1)\times 1}, A \in F_2^{(M-1)\times (M-2)}$ and the all-zero matrix 0 of size 1 $\times (M - 2)$. Then, the following “expansion” of the permanent holds:

$$\text{perm} \begin{bmatrix}
1 & 1 & 0 \\
c_1 & c_2 & A
\end{bmatrix} = \text{perm} \begin{bmatrix}
1 & c_1 & c_2 & A
\end{bmatrix}.$$  

Proof: Applying the cofactor expansion on the first row, the above permanent can be rewritten, based on the row-linear property of both determinant and permanent, as

$$\text{perm} \begin{bmatrix}
c_2 & A \\
1 & c_1 & A
\end{bmatrix} = \text{perm} \begin{bmatrix}
c_2 & A \\
1 & c_1 & c_2 & A
\end{bmatrix}. \quad \text{□}$$

Lemma 31. Let $A, B$ be two square matrices of the same size $M$. Then

$$\text{perm}(A + B) = \sum_{\alpha \subseteq [M]} \text{perm} \begin{bmatrix}
A_{\alpha} & B_{(M\setminus \alpha)}
\end{bmatrix}. \quad (19)$$

Proof: The permanent of the matrix is a sum of all possible non-zero elementary products. Each elementary product contains a 1 entry from each row and each column and this entry can be taken either from the matrix $A$ or $B$, giving the above sum. □
Using these two lemmas the following result can be derived.

**Lemma 32.** Let \( P, Q, R, S \) be permutation matrices, and \( I \) the identity matrix, all of size \( M \). Then

\[
\text{perm} \begin{bmatrix}
I & I & 0 \\
I & P & I \\
Q & R & I
\end{bmatrix} = \text{perm}(I + P + Q + R). \tag{20}
\]

**Proof:** We apply Lemma 30 sequentially for the first \( M \) rows and then the last \( M \) columns, and we get

\[
\text{perm} \begin{bmatrix}
I & I & 0 \\
I & P & I \\
Q & R & I
\end{bmatrix} = \text{perm} \begin{bmatrix}
I + P & I \\
Q + R & I
\end{bmatrix} = \text{perm}(I + P + Q + R).
\]
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