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Abstract—To improve diversity gain in an interference channel and hence to maximize diversity multiplexing tradeoff (DMT), we propose on-off switched interference alignment (IA) where IA is intermittently utilized by switching IA on/off. For on-off switching, either IA with symbol extension or IA with Alamouti coding is adopted in this paper. Deriving and analyzing DMT of the proposed schemes, we reveal that the intermittent utilization of IA with simultaneous non-unique decoding can improve DMT in the 2-user X-channel with two antennas. Both the proposed schemes are shown to achieve diversity gain of 4 and DoF per user of \( \frac{d}{3} \). In particular, the on-off switched IA with Alamouti coding, to the best of our knowledge, surpasses any other existing schemes for the 2-user X-channel with two antennas and nearly approaches the ideal DMT.

I. INTRODUCTION

To deal with interfering signals and maximize the sum degrees of freedom (DoF), many recent studies have paid attention to interference alignment (IA), also referred to as multiplexing gain [2]–[4]. With IA, interfering signals can be aligned in minimal dimensions separated from the desired signals, and hence the desired signals can be decoded without interference. It was shown that IA achieves the maximum DoF in interference channels [2] and in the 2-user multiple input multiple output (MIMO) X-channel [3], [4]. In particular, in the 2-user MIMO X-channel with \( M \) antennas at each node, it was reported that IA achieves the optimal sum DoF of \( \frac{4M}{3} \).

As aforementioned, IA was proposed to improve DoF in various interference networks, and the IA studies have been quite mature in terms of optimal DoF, as well as implementation issues [5]. However, diversity schemes guaranteeing optimal DoF in interference channels have not been sufficiently focused on, although it is a natural viewpoint shift from multiplexing to diversity in communications engineering. In this context, contrary to the works that highlight achievable rate maximization in terms of sum DoF, recent works [6]–[11] focused on improving diversity gain in interference channels. Linear transmission schemes were proposed in [6], [7] to achieve full diversity gain in the two X-channel equipped with arbitrary numbers of antennas at the transmitters and receivers. However, they could not achieve the sum DoF that scales with the number of antennas at the transmitters and receivers.

In [8]–[11], IA schemes combined with Alamouti code [12], space time block coding (STBC) [13] or Srinath-Rajan STBC [14], were developed. Specifically, in the 2-user X-channel with two antennas at every node, the authors of [8] proposed an IA scheme that combines Alamouti coding and transmit beamforming over extended symbol times. It was shown that the proposed scheme achieves maximal diversity gain of 2 and maximal sum DoF of \( \frac{8}{3} \), using only local channel state information at transmitters (CSIT). This result was extended to the cases when the number of antennas is 3 in [9] and 4 in [10], using STBC with local CSIT. With the devised scheme, maximal diversity gains of 3 and 4 were shown to be achievable, respectively, while maximal sum DoF of \( \frac{12}{3} \) and \( \frac{16}{3} \) were achievable, respectively. Recently, the work was generalized for an arbitrary number of antennas in [11].

To understand the relationship between achievable diversity and multiplexing gains, diversity multiplexing tradeoff (DMT) [15] has been popularly used in various channels [16]–[19]. In [16] and [17], DMT was improved via the time-sharing scheme between IA and joint decoding in a 4-user clustered Z interference channel and \( K \)-user interference channel, respectively. The authors of [18] derived the DMT at the secondary receiver for the multiple-access channel and user-selection schemes in an interweave multiuser cognitive radio system, considering the spectrum sensing effect. In [12], the authors analyzed DMT of a dynamic quantize-map-and-forward strategy in half-duplex single-relay networks. It showed that by optimizing listening time of the relay, the strategy can achieve the optimal DMT for half-duplex single-relay networks with local channel state information.

In the aforementioned works [8]–[11], the analyzed diversity gain and DoF correspond to the point \( (d,0) \) and \( (0,r) \) in the DMT domain. However, the DMT curve obtained by a linear function connecting the two points is not optimal in 2-user X-channel with two antennas. The sub-optimality of the linear DMT curve results from the fact that IA is continuously applied over the whole transmission time. This observation poses a fundamental question: Can DMT be improved by intermittent usage of IA in interference channels? For answer-
ing it, we propose on-off switched IA which allows intermittent utilization of IA. It has been known that time-division multiplexing (TDM) of multiple independent schemes, which exploits different codewords for each scheme, cannot improve DMT since the bottleneck among them determines DMT. However, interestingly, we reveal that the on-off switched beamformer with simultaneous non-unique decoder, which exploits a single codeword, can improve DMT compared to that of each single strategy (i.e., when the portion of on-off switching is 0 or 1). In the proposed on-off switched IA scheme, according to the portion of IA utilization, a part of the codeword (i.e., encoded message) is transferred with the given transmit and receive beamformers when the beamformer is switched on. On the other hand, the remaining part is delivered without beamforming when the beamformer is switched off.

To the best of our knowledge, the DMT improvement by intermittent utilization of IA is justified for the first time in this paper.

This paper ultimately aims to enhance diversity gain for all possibly achievable multiplexing gain regimes (i.e., for various data rate) in the given interference channel model. To this end, we analyze DMT of two on-off switched IA schemes in the 2-user X-channel with two antennas, which optimally switches on/off either IA based on symbol extension or IA using Alamouti coding. At the receiver, the simultaneous non-unique decoder [20] is adopted. We derive DMT for the two proposed schemes in closed form and show that both schemes achieve maximal diversity gain of 4 and maximal sum DoF of $\frac{8}{3}$, even with two antennas at each node. For each on-off switched IA scheme, the optimal time portion of IA utilization is determined to achieve the highest diversity gain under given multiplexing gain. If we optimally switch the IA scheme with symbol extension on/off, it outperforms the IA scheme combined with Alamouti coding in [3] for $0 \leq r \leq 1$, where $r$ is the multiplexing gain, although Alamouti coding is not used in the proposed scheme. If on-off switching is applied to the IA scheme with Alamouti scheme and the portion of IA utilization is optimized, to the best of our knowledge, it surpasses any other existing schemes in the 2-user X-channel with two antennas and each user achieves the DMT that nearly approaches $d(r) = 4 - 3r$. We also discuss scalability of the proposed on-off switched IA in terms of the number of antennas at each node.

The rest of this paper is organized as follow. Section II describes the system model. The achievable DMT of the proposed schemes is analyzed in Section III. The time portion of IA utilization in the proposed schemes is optimized in Section IV. The extensions to more than two antennas at each node are discussed in Section V. Finally, we draw conclusions in Section VI.

II. SYSTEM MODEL AND PRELIMINARIES

A. System Model

We consider a 2-user MIMO X-channel in wireless communication as shown in Fig. 1. The system consists of 2 transmitters and 2 receivers with two antennas each. The received signal at receiver $i$ is given by

$$y^{[i]} = \sum_{j=1,2} H^{[ij]} x^{[j]} + z^{[i]} \tag{1}$$

where $y^{[i]} = [y_i^{[1]} \ y_i^{[2]}]^T$, the transmitted signal vector from transmitter $j$, $x^{[j]} = [x_1^{[j]} \ x_2^{[j]}]^T$, $x_1^{[j]} + x_2^{[j]} \in \mathbb{C}^{2 \times 1}$ with a power constraint $P$, $y_i^{[j]}$ denotes the received signal with antenna $k$ at receiver $i$, and $H^{[ij]}$ denotes the transmitted signal with antenna $k$ from transmitter $j$ to receiver $i$. $H^{[ij]} \in \mathbb{C}^{2 \times 2}$ represents the fading channel matrix from transmitter $j$ to receiver $i$ and is given by

$$H^{[ij]} = \begin{bmatrix} h_{11}^{[ij]} & h_{12}^{[ij]} \\ h_{21}^{[ij]} & h_{22}^{[ij]} \end{bmatrix} \tag{2}$$

where $h_{jk}^{[ij]}$ denotes the channel coefficient from antenna $A$ of transmitter $j$ to antenna $B$ of receiver $i$ and is assumed to be a complex Gaussian random variable with zero mean and unit variance $\sim \mathcal{CN}(0,1)$. $z^{[i]} = [z_1^{[i]} \ z_2^{[i]}]^T$ denotes the additive white Gaussian noise (AWGN) vector, of which elements are independent and identically distributed complex Gaussian random variables with zero mean and variance $N_0 \sim \mathcal{CN}(0, N_0)$. Channels between transmitters and receivers are assumed to be quasi-static. Throughout our paper, we assume that each transmitter knows perfect CSI locally (i.e., local CSIT) and each receiver knows perfect CSI globally (i.e., CSIR), as assumed in [8]-[10].

Each transmitter transmits an independent packet consisting of a codeword obtained from random Gaussian codebook. We assume fixed data rate for input as in [8]-[11] so that we exclude adaptive modulation/transmission according to channel conditions, which is not viable under local CSIT. At the receiver, the simultaneous non-unique decoder [20] is adopted. The entire codeword is decoded by obeying the rule of simultaneous non-unique decoding. Then, the transmitted message is recovered from the decoded codeword.

Signal-to-noise ratio (SNR) at each receiver is denoted by $\rho$, i.e., $\rho = \frac{P}{N_0}$. $\mathbb{R}^N$ is the set of real $N$-tuples, while $\mathbb{R}^{N^+}$ denotes the set of nonnegative real $N$-tuples. For any set $O \subset \mathbb{R}^N$, the intersection of the set and $\mathbb{R}^{N^+}$ is denoted by $O^+$, i.e., $O^+ = O \cap \mathbb{R}^{N^+}$. Define $f(\rho) \triangleq \rho^\nu$ if $\lim_{\rho \to \infty} \frac{\log(f(\rho))}{\log(\rho)} = \nu$. Fig. 1. 2-user X-channel with two antennas.
[α : β] denotes a set, {x ∈ ℝ | α ≤ x ≤ β}, where ℝ is the set of real values.

B. Preliminary: Diversity Multiplexing Tradeoff

Key notations about DMT introduced in [15] can be defined as follows. Assuming that h is a Gaussian random variable with zero mean and unit variance, the probability density function (pdf) of the exponential order of 1/|h|^2 can be given by p_v = \lim_{|h|^2 → ∞} \log(ρ) \exp(−ρv), where v = −\lim_{|h|^2 → ∞} \log(ρ). By taking the limit as ρ goes to infinity, the pdf reveals that

\[ p_v = \begin{cases} \rho^{−\infty} = 0, & \text{for } v < 0, \\ ρ^{−v}, & \text{for } v ≥ 0. \end{cases} \] (3)

Thus, for independent random variables \{v_j\}_{j=1}^K distributed identically to v, the probability \( P_Ω \) that \( (v_1, \ldots, v_K) \) belongs to a set \( O \) can be characterized by

\[ P_Ω ≈ ρ^{−d_0}, \text{ for } d_0 = \inf_{(v_1, \ldots, v_K) \in O^+} \sum_{j=1}^K v_j \] (4)

provided that \( O^+ \) should be non-empty. Note that multiplexing and diversity gains are defined, respectively, by \( r_j = \lim_{|h|^2 → ∞} \frac{R_j(ρ)}{\log ρ} \) and \( d_j = \lim_{|h|^2 → ∞} − \frac{\log P_{\text{out},j}(ρ)}{\log ρ} \) where \( R_j(ρ) \) represents the transmission rate and \( P_{\text{out},j}(ρ) \) denotes the outage probability for receiver j. For simplicity, we assume that the transmission rates for all users are the same, i.e., \( r_j = r \) and \( d_j = d, \forall j = 1, \ldots, K \). Note that the outage probability instead of the error probability can be used for DMT analysis since the dominant scales of the error probability and the outage probability are the same if the codeword length is sufficiently long [15]. The optimal DMT of the point-to-point \( m × n \) MIMO channel, if the provided block length \( l \) satisfies \( l ≥ m + n − 1 \) [15], is given by

\[ d_{m,n}^*(r) = (m − r)(n − r) \] (5)

that is the piecewise-linear function connecting points \((r, d_{m,n}^*(r))\) for every integer \( r ≤ \min(m, n) \). For the MIMO multiple access channel (MAC) with K transmitters, the outage probability can be used for DMT analysis if \( l ≥ Km + n − 1 \) [21]. In this paper, we assume \( l ≥ 2K + 1 \) since we consider the two-antenna case.

C. Preliminary: Simultaneous Non-unique Decoding

We consider the simultaneous non-unique decoder at the receivers in MIMO X-channel [20]. It is shown that simultaneous non-unique decoding with random codebook achieves the performance of optimal maximum likelihood decoding in terms of capacity region. That is, the simultaneous non-unique decoder can attain the same performance of the combination of simultaneous decoding (SD) and treating interference as noise (IAN). With the simultaneous non-unique decoder, the conceptual unification of the aforementioned two methods of decoding with a single decoder is accomplished.

We characterize the rate region of the 2-user pair MIMO discrete memoryless X-channel achieved by simultaneous non-unique decoding. As shown in Fig.2, the 2-user pair discrete memoryless X-channel is defined as \( p(y_1, y_2|x_1, x_2) \) with input alphabets \( X_1 \) and \( X_2 \) and output alphabets \( Y_1 \) and \( Y_2 \). Define a \((2nR_{11}, 2nR_{12}, 2nR_{21}, 2nR_{22}, n) \) code that is limited to randomly generated code ensemble with a special structure. Define linear beamformer functions at transmitter and receiver as \( l_T(·) \) and \( l_R(·) \), respectively. In Fig.2 \( l_T(x_{ij}, x_{ji}) = x_j \) and \( l_R(y_k) = y_k, \forall i, j, k, i = 1, 2 \).

In the discrete memoryless X-channel, it is shown in [20] that the rate region achievable by simultaneous non-unique decoding can be represented as \( R = R_1 ∩ R_2 \) where \( R_1, ∀ i = 1, 2 \) denotes the rate region of receiver i and \( R_1 = R_{1,\text{IAN}} ∪ R_{1,\text{SD}} \) where \( R_{1,\text{IAN}} \) and \( R_{1,\text{SD}} \) are the achievable rate regions of receiver i by IAN and SD, respectively.

For receiver 1, \( R_{1,\text{IAN}} \) is the set of rate pairs \((R_1, R_2)\) such that

\[ R_{1,\text{IAN}} = R_{11,\text{IAN}} + R_{12,\text{IAN}} ≤ I(X_{11}, X_{12}; Y_1). \] (6)

Meanwhile, \( R_{1,\text{SD}} \) is the set of rate pairs \((R_1, R_2)\) such that

\[ R_{1,\text{SD}} = R_{11,\text{SD}} + R_{12,\text{SD}} ≤ I(X_{11}, X_{12}; Y_1|X_{21}, X_{22}). \] (7)

\[ R_{2,\text{SD}} = R_{21,\text{SD}} + R_{22,\text{SD}} ≤ I(X_{21}, X_{22}; Y_1|X_{11}, X_{12}). \] (8)

\[ R_{1,\text{SD}} + R_{2,\text{SD}} ≤ I(X_{11}, X_{12}, X_{21}, X_{22}; Y_1). \] (9)

For receiver 2, the achievable rate region can be obtained in a similar way to the receiver 1 case.

III. DMT ANALYSIS OF THE ON-OFF SWITCHED IA WITH SIMULTANEOUS NON-UNIQUE DECODING

In this section, we explain how the on-off switched IA scheme operates and why it can improve DMT performance. To demonstrate the DMT improvement by our proposed scheme in the interference channel, we consider the two types of on-off switched IA schemes: On-off switching is applied to either IA with symbol extension or IA with Alamouti coding in the 2-user two-antenna X-channel. After we describe both IA schemes, we derive DMT of the 2-user two-antenna X-channel when the schemes are used.

A. On-off Switched IA with Simultaneous Non-unique Decoding

In order to improve DMT of various interference channels, especially the 2-user MIMO X-channel as one of examples, we propose the on-off switched IA. For the proposed on-off switched IA, beamformer blocks at both transmitter and receiver consist of the on-off switched beamformer that opportunistically switches on/off the pre-determined beamformer, as shown in Figs.3-7. In this subsection, we describe how the
on-off switched IA operates. Overall, there are five steps: (1) Encoding, (2) On-off switched beamforming (based on IA) at the transmitters, (3) Transmitting the beamformed signals, (4) On-off switched beamforming at the receivers, and (5) Simultaneous non-unique decoding. The details of each step are as follows.

(1) Encoding: As shown in Fig. 3 for simultaneous non-unique decoding, input codewords are generated randomly. We basically assume that dark and light gray-shaded messages are encoded by transmitter 1 and 2, respectively. Let the checked and diagonally striped messages be intended to receiver 1 and 2, respectively.

(2) On-off switched beamforming at the transmitters: After the codewords are encoded, the transmit beamformer is intermittently used by switching it on/off. As shown in Fig. 4 for a portion of $a$, each codeword is precoded by the IA-based beamformer (dark and light gray-shaded rectangles next to the text ‘Beamformer’ for transmitter 1 and 2, respectively), i.e., on. Otherwise, for the remaining portion, $1 - a$, each codeword is not precoded (not shaded rectangles), i.e., off. The criterion whether the beamformers at both the transmitter and receiver are on or off is based on the pre-determined pattern of IA utilization, which enables to achieve the highest diversity gain for a given multiplexing gain. The on-off pattern is assumed to be known at the both transmitter and receiver. Suppose that the optimal portion of IA utilization is $a^*(r)$ according to a given multiplexing gain $r$. Then $a^*(r)$ of each codeword is beamformed while $1 - a^*(r)$ of each codeword is not beamformed. The optimization of the portion of IA utilization will be addressed in Section VI.

(3) Transmitting the beamformed signals: The beamformed signals at each transmitter are transmitted. Note that the relatively dark-shaded parts of each codeword, in Fig. 5, indicate the portion of the precoded.

(4) On-off switched beamforming at the receivers: When the receivers receive codewords, the codewords are postprocessed by switching IA beamformer on/off according to
the predetermined on-off pattern as shown in Fig. 6.

(5) Simultaneous non-unique decoding: Finally, simultaneous non-unique decoding is performed after the whole codeword is received at each receiver. As illustrated in Fig. 7 the parts marked as ‘Aligned’ in the codewords represent the beamformed portion during which interfering signals are aligned.

Based on the described process of the on-off switched IA above, we justify the intermittent utilization of IA for the DMT improvement in the following subsections.

B. DMT of On-off Switched Interference Alignment with Symbol Extension

The IA scheme for on-off switching requires symbol extension in order to align the interfering signals in the same dimensional space. For the 2-user MIMO X channel with two antennas each, each transmitter sends two symbols to each receiver over three symbol times. Consequently, each user can achieve $\frac{4}{3}$ DoF by decoding 4 symbols over three symbol times. With the time extension, the received signal at receiver $i$ is rewritten as $y[i] = H[i]x[i] + z[i]$ where $y[i] = [y[i][1], y[i][2], \ldots, y[i][6]]^T \in \mathbb{C}^{6 \times 1}$, $x[i] = [x[i][1], x[i][2], \ldots, x[i][6]]^T$, and

$$H[i] = \begin{bmatrix} h_{11} & h_{12} & 0 & 0 & 0 & 0 \\ h_{21} & h_{22} & 0 & 0 & 0 & 0 \\ 0 & 0 & h_{11} & h_{12} & 0 & 0 \\ 0 & 0 & h_{12} & h_{22} & 0 & 0 \\ 0 & 0 & 0 & h_{12} & h_{12} & 0 \\ 0 & 0 & 0 & 0 & h_{21} & h_{22} \end{bmatrix}.$$ \hspace{1cm} (10)

With local CSIT only, we design a two-stage beamforming scheme to align the interfering signals. The role of the beamforming matrices at the first stage is to easily cancel out the interfering signals aligned by the second stage beamforming matrices. Then, with a power constraint $P$, the transmit signal of transmitter $j$ is constituted by

$$x[j] = V^{[1j]}U^{[1]}s^{[1j]} + V^{[2j]}U^{[2]}s^{[2j]}$$ \hspace{1cm} (11)

where the transmit signal from transmitter $j$ to receiver $i$ is given by $s^{[ij]} = [s^{[1j]}_1, s^{[1j]}_2]^T$, $U^{[1]}$ denotes the first stage beamforming matrix for receiver $i$, and $V^{[ij]}$ is the second stage beamforming matrix for receiver $i$. In our interference alignment, the first stage beamforming matrices are designed as

$$U^{[1]} = \begin{bmatrix} 1 & 0 \\ 1 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 1 \\ 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad U^{[2]} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 0 \\ 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix}.$$ \hspace{1cm} (12)

To align interfering signals in the same dimensional space, the following conditions have to be satisfied:

$$H^{[11]}V^{[21]}U^{[1]} = H^{[12]}V^{[22]}U^{[2]},$$ \hspace{1cm} (13)

$$H^{[21]}V^{[11]}U^{[1]} = H^{[22]}V^{[12]}U^{[1]}.$$ \hspace{1cm} (14)

Given the conditions of interference alignment, the second stage beamforming matrices can be obtained as

$$V^{[ij]} = c^{[ij]}(\bar{H}^{[kj]})^{-1}, \quad i \neq k$$ \hspace{1cm} (15)

where $c^{[ij]} = 1/||H^{[kj]}||$. Then, the received signal at receiver 1 becomes

$$y^{[1]} = H^{[11]}V^{[11]}U^{[1]}s^{[11]} + H^{[11]}V^{[21]}U^{[2]}s^{[21]} + H^{[12]}V^{[12]}U^{[1]}s^{[12]} + H^{[12]}V^{[22]}U^{[2]}s^{[22]} + z^{[1]} = c^{[1]}H^{[11]}(\bar{H}^{[11]})^{-1}U^{[1]}s^{[11]} + c^{[1]}(\bar{H}^{[12]})(\bar{H}^{[21]})^{-1}U^{[1]}s^{[12]} + U^{[2]}(c^{[2]}s^{[21]} + c^{[2]}s^{[22]}) + z^{[1]}$$

and the corresponding $6 \times 6$ effective channel for receiver 1 can be rewritten as

$$[H^{[11]}(\bar{H}^{[21]})^{-1}U^{[1]}H^{[12]}(\bar{H}^{[22]})^{-1}U^{[2]}]^{-1}$$ \hspace{1cm} (16)

To cancel out the interfering signals aligned in the same dimensional space, we subtract $ar{y}_3^{[1]}$ and $ar{y}_6^{[1]}$ from $ar{y}_1^{[1]}$ and $ar{y}_4^{[1]}$, respectively, as follows

$$\begin{bmatrix} \bar{y}_1^{[1]} - \bar{y}_3^{[1]} \\ \bar{y}_4^{[1]} - \bar{y}_6^{[1]} \end{bmatrix} = \bar{H}\begin{bmatrix} s^{[11]} \\ s^{[12]} \end{bmatrix} + \begin{bmatrix} \bar{z}_1^{[1]} - \bar{z}_3^{[1]} \\ \bar{z}_4^{[1]} - \bar{z}_6^{[1]} \end{bmatrix}$$ \hspace{1cm} (17)

where $\bar{H}$ represents the effective channel matrix with full rank of 4 after the interfering signals are removed. With a zero-forcing (ZF) decoder, the achievable rate is obtained as

$$R_1 = R_{11} + R_{12} \leq \frac{1}{3} \log \det(I + \rho \bar{H}H^H),$$ \hspace{1cm} (18)

where $\rho$ denotes effective SNR changed by the conventional IA. Similarly, the rate constraint for $R_2 = R_{21} + R_{22}$ can be readily obtained.

**Theorem 1:** When on-off switching is applied to the IA with symbol extension and simultaneous non-unique decoding is performed at each receiver, DMT of the 2-user two-antenna X-channel with local CSIT is obtained as

$$d_{IA}(r) = \min \left\{ \min \left( \frac{2}{a + 3}, \frac{1}{4a} \right)(6 - 3r - 2a), \min \left( \frac{4}{a + 3}, \frac{1}{4a} \right)(6 - 6r + 2a), d_{2,2}(r) \right\}$$ \hspace{1cm} (19)

where $a \in [0, 1]$ is a given portion for IA usage.

**Proof:** We formulate the achievable rate region to represent outage events. In view of the received signal at each receiver, the existence of interference depends on whether the IA is switched on or off. That is, the portion $a$ of a received codeword is free from interference. Consequently, the achievable rate regions obtained by simultaneous non-unique decoding are different whether the IA is switched on or off. Note that we consider a quasi-static channel as assumed in Section II, which means the codeword experiences an unchanged channel state (or gain) once after the channel has been realized, regardless
that the IA is switched on or off. As such, for a given channel state \( S = s \), the maximum of achievable rate is rigorously represented as \( C = \max_{p(x)} I(X;Y|S = s) \), where \( S \) is the channel state and \( s \) is one of possible channel states. However, since for a given time invariant channel gain the channel can be interpreted as a normalized AWGN channel, with a slight abuse of notation, we analyze the achievable rate region based on \( I(X;Y) \).

Let \( \mathcal{R}^\text{wIA} \) and \( \mathcal{R}^\text{wola} \) be achievable rate region by simultaneous non-unique decoding of user \( i \) with and without IA based beamformer, respectively. As explained in Section III, B, not globally perfect CSIT but local CSIT is required for IA based beamformer. In the case when the IA based beamformer is switched on, \( \mathcal{R}^\text{wIA} \cap \mathcal{R}^\text{wola} \), \( \forall i = 1, 2 \) since the rate region of simultaneous decoding is bottlenecked by the sum rate constraint, although interference is null out by IA. Accordingly,

\[
\mathcal{R}^\text{wIA} = \mathcal{R}^\text{wIA}_1 \cap \mathcal{R}^\text{wIA}_2 = \mathcal{R}^\text{wIA}_1 \cap \mathcal{R}^\text{wIA}_2 \quad (20)
\]

which represents the set of rate pairs \( (R^\text{wIA}_i, R^\text{wola}_i) \) satisfying

\[
R^\text{wIA}_i \leq I(X_i, X_{i2}; \tilde{Y}_i), \forall i = 1, 2 \quad (21)
\]

where \( \tilde{Y}_i, \forall i = 1, 2 \) denotes the beamformed output when user \( i \) when the beamformer blocks of each user are switched on.

In the case when IA is switched off,

\[
\mathcal{R}^\text{wola} = \mathcal{R}^\text{wola}_1 \cap \mathcal{R}^\text{wola}_2 = (\mathcal{R}^\text{wola}_1 \cup \mathcal{R}^\text{wola}_2) \cap (\mathcal{R}^\text{wola}_1 \cup \mathcal{R}^\text{wola}_2) \quad (22)
\]

which represents the set of rate pairs \( (R^\text{wola}_1, R^\text{wola}_2) \) satisfying

\[
R^\text{wola}_1 \leq I(X_i, X_{i2}; Y_i), \forall i = 1, 2 \quad \text{or} \quad (24)
\]

\[
R^\text{wola}_2 \leq I(X_i, X_{i2}; Y_i), \forall i = 1, 2 \quad (25)
\]

\[
R^\text{wola}_i \leq I(X_i, X_{i2}; Y_i | X_{i1}, X_{i2}), \forall i = 1, 2, i \neq \tilde{i} \quad (26)
\]

\[
R^\text{wola}_1 + R^\text{wola}_2 \leq I(X_{i1}, X_{i2}, X_{i2}; Y_{i2}), \quad \text{or} \quad (27)
\]

\[
R^\text{wola}_1 \leq I(X_i, X_{i1}, X_{i2}; Y_i), \forall i = 1, 2, i \neq \tilde{i} \quad (28)
\]

\[
R^\text{wola}_2 \leq I(X_{i1}, X_{i2}; Y_i), \forall i = 1, 2 \quad (29)
\]

\[
R^\text{wola}_2 \leq I(X_{i1}, X_{i2}; Y_i | X_{i1}, X_{i2}), \forall i = 1, 2 \quad (30)
\]

\[
R^\text{wola}_1 + R^\text{wola}_2 \leq I(X_{i1}, X_{i2}, X_{i2}; Y_{i2}), \forall j = 1, 2 \quad (31)
\]

Since \( aR^\text{wola}_1 + (1-a)R^\text{wola}_2 = R_i, \, i = 1, 2 \) and a symmetric target rate for each user, i.e., \( R_1 = R_2 = R \), is assumed, the outage event of the on-off switched IA scheme with simultaneous non-unique decoding is obtained by

\[
E_{IA} = \{ aI(X_{i1}, X_{i2}; \tilde{Y}_i) + (1-a)I(X_{i1}, X_{i2}; Y_i) < R, \quad \exists i = 1, 2 \}
\]

\[
\cap \{ aI(X_{11}, X_{12}; \tilde{Y}_1) + (1-a)I(X_{11}, X_{12}; Y_1) < R \}
\]

\[
\cup \{ aI(X_{21}, X_{22}; \tilde{Y}_2) + (1-a)I(X_{11}, X_{12}; Y_2) < 2R \}
\]

\[
\cap \{ aI(X_{11}, X_{12}, X_{21}, X_{22}; Y_2) < 2R \}
\]

\[
\cup \{ aI(X_{11}, X_{12}; \tilde{Y}_1) + (1-a)I(X_{11}, X_{12}; Y_1) < R, \exists i = 1, 2, i \neq \tilde{i} \}
\]

\[
\cup \{ aI(X_{11}, X_{12}, X_{21}, X_{22}; Y_2) < 2R \}
\]

\[
\cap \{ aI(X_{11}, X_{12}; \tilde{Y}_1) + (1-a)I(X_{11}, X_{12}; Y_1) < R, \exists i = 1, 2, i \neq \tilde{i} \}
\]

\[
\cup \{ aI(X_{11}, X_{12}, X_{21}, X_{22}; Y_2) < 2R \}
\]

\[
\cap \{ aI(X_{11}, X_{12}, X_{21}, X_{22}; Y_1) < 2R \}
\]

\[
\cup \{ aI(X_{21}, X_{22}; \tilde{Y}_2) + (1-a)I(X_{11}, X_{12}, X_{21}, X_{22}; Y_2) < 2R \}
\]

\[
\cap \{ aI(X_{11}, X_{12}, X_{21}, X_{22}; Y_2) < 2R \}
\]

\[
\cup \{ aI(X_{11}, X_{12}, X_{21}, X_{22}; Y_1) < 2R \}
\]

\[
\cup \{ a \sum_{i=1,2} I(X_{11}, X_{12}; Y_i) < 2R \}
\]

\[
\cup \{ a \sum_{i=1,2} I(X_{11}, X_{12}; Y_i) < 2R \}
\]

\[
\cap \{ a \sum_{i=1,2} I(X_{11}, X_{12}, X_{21}, X_{22}; Y_j) < 2R, \exists j = 1, 2 \}
\]

(34)

Take note that the terms, \( I(X_{i1}, X_{i2}; Y_1) \) and \( I(X_{21}, X_{22}; Y_2) \) are constant when SNR is sufficiently high because interference grows with SNR and is dealt as noise. Consequently,

\[
\Pr\{E_{IA}\} = \Pr\{E_1 \cap E_2 \cap E_3 \cap E_4\}
\]

where

\[
E_1 = \{ aI(X_{11}, X_{12}; \tilde{Y}_1) < R \} \cup \{ aI(X_{21}, X_{22}; \tilde{Y}_2) < R \}
\]

\[
E_2 = \{ aI(X_{11}, X_{12}; \tilde{Y}_1) \}
\]

\[
+ (1-a)I(X_{11}, X_{12}; Y_1) < R, \exists i = 1, 2, i \neq \tilde{i} \}
\]

\[
\cup \{ a \sum_{i=1,2} I(X_{11}, X_{12}; Y_i) < 2R \}
\]

\[
\cap \{ aI(X_{11}, X_{12}; \tilde{Y}_1) \}
\]

\[
+ (1-a)I(X_{11}, X_{12}; Y_1) < R, \exists i = 1, 2, i \neq \tilde{i} \}
\]

\[
\cup \{ a \sum_{i=1,2} I(X_{11}, X_{12}; Y_i) < 2R \}
\]

\[
\cap \{ aI(X_{11}, X_{12}; \tilde{Y}_1) \}
\]

\[
+ (1-a)I(X_{11}, X_{12}, X_{21}, X_{22}; Y_2) < 2R \}
\]

\[
\cup \{ a \sum_{i=1,2} I(X_{11}, X_{12}; Y_i) < 2R \}
\]

\[
\cap \{ a \sum_{i=1,2} I(X_{11}, X_{12}, X_{21}, X_{22}; Y_j) < 2R, \exists j = 1, 2 \}
\]

Since \( E_1, E_2, \) and \( E_3 \) are definitely included in \( E_4 \), the dominant scale of \( \Pr\{E_{IA}\} \) is bottlenecked by \( \Pr\{E_4\} \) as

\[
\Pr\{E_{IA}\} \leq \Pr\{E_4\}
\]

\[
= \Pr\{ aI(X_{j1}, X_{j2}; \tilde{Y}_j) \}
\]

\[
+ (1-a)I(X_{j1}, X_{j2}; Y_j | X_{k1}, X_{k2}) < R \}
\]

\[
\cup \{ a \sum_{i=1,2} I(X_{i1}, X_{i2}; Y_i) \}
\]
\[ + (1 - a) I(X_{11}, X_{12}, X_{21}, X_{22}; Y_j) < 2R, \]
\[ \forall j, k = 1, 2, j \neq k \} \]
\[ \mathcal{P}_I \{ \frac{4}{3} a \log \left( 1 + \rho \left| h_{ij}^{[1]} \right|^2 \right) \]
\[ + (1 - a) \log \det \left( I + \rho H^{[1]} H^{[1] \dagger} \right) < R \}
\[ \cup \left\{ \sum_{i=1}^{2} \frac{4}{3} a \log \left( 1 + \rho \left| h_{ij}^{[1]} \right|^2 \right) \]
\[ + (1 - a) \log \det \left( I + \rho \tilde{H} \tilde{H} \dagger \right) < 2R, \]
\[ \forall i, j, k \in \{1, 2\} \} \]

where \( \tilde{H} = [H^{[1]} H^{[2]}] \) and \( \mathcal{P}_I \) is because each user achieves diversity gain of 1 and DoF of \( \frac{3}{2} \) with the IA in the 2-user X channel with two antennas [3]. Because all the channels of the two symmetric users are i.i.d., indices \( i, j, k \) do not affect the dominant scale of \( \mathcal{P}_I A_1 \). For that reason, let us consider the \( i = j = k = 1 \) case for simple notation.

Let \( \mathcal{E}_{I_A_1} = \left\{ \frac{4}{3} a \log \left( 1 + \rho \left| h_{11}^{[1]} \right|^2 \right) \]
\[ + (1 - a) \log \det \left( I + \rho H^{[1]} H^{[1] \dagger} \right) < R \} \]
\[ \mathcal{E}_{I_A_2} = \left\{ \sum_{i=1}^{2} \frac{4}{3} a \log \left( 1 + \rho \left| h_{ij}^{[1]} \right|^2 \right) \]
\[ + (1 - a) \log \det \left( I + \rho \tilde{H} \tilde{H} \dagger \right) < 2R, \]
\[ \forall i, j, m, n = 1, 2 \} \]

Then, the probability for \( \mathcal{E}_{I_A_1} \) is represented as

\[ \mathcal{P}_I \{ \mathcal{E}_{I_A_1} \} = \mathcal{P}_I \left\{ \frac{4}{3} a \log \left( 1 + \rho \left| h_{11}^{[1]} \right|^2 \right) \]
\[ + (1 - a) \log \det \left( I + \rho H^{[1]} H^{[1] \dagger} \right) < r \log \rho \} \]
\[ \mathcal{P}_I \left\{ \sum_{i=1}^{2} \frac{4}{3} a \log \left( 1 + \rho \left| h_{ij}^{[1]} \right|^2 \right) \]
\[ + (1 - a) \log \det \left( I + \rho \tilde{H} \tilde{H} \dagger \right) < 2r \log \rho \} \]
\[ = \mathcal{P}_I \left\{ \frac{4}{3} a \log \rho \left| h_{11}^{[1]} \right|^2 + (1 - a) \sum_{i=1}^{2} \log \rho \lambda_i < r \log \rho \} \]
\[ = \mathcal{P}_I \left\{ \frac{4}{3} a \log \rho \left| h_{11}^{[1]} \right|^2 + (1 - a) \log \rho \tilde{\lambda}_1 \tilde{\lambda}_2 < 2r \log \rho \} \]
\[ = \mathcal{P}_I \left\{ \mathcal{G}^{[1]}(1,1) \mathcal{G}^{[1]}(2,2) - \mathcal{G}^{[1]}(1,2) \mathcal{G}^{[1]}(2,1) < r \log \rho \} \]  \( (35) \)

where \( \lambda_i \) for \( i = 1, 2 \) are eigenvalues of \( H^{[1]} H^{[1] \dagger} \), \( \mathcal{G}^{[1]}(1,1) = \mathcal{H}^{[1]} H^{[1] \dagger} \), and \( \mathcal{G}^{[1]}(n,m) \) denotes the n-th row and m-th column element of \( \mathcal{G}^{[1]} \). Consequently,

\[ \mathcal{P}_I \{ \mathcal{E}_{I_A_2} \} = \mathcal{P}_I \left\{ \frac{4}{3} a \log \rho \left| h_{11}^{[1]} \right|^2 + (1 - a) \log \rho \tilde{\lambda}_1 \tilde{\lambda}_2 \right\}
\[ \mathcal{P}_I \left\{ \sum_{i=1}^{2} \frac{4}{3} a \log \rho \left| h_{ij}^{[1]} \right|^2 + (1 - a) \log \rho \tilde{\lambda}_1 \tilde{\lambda}_2 \right\}
\[ = \mathcal{P}_I \left\{ \frac{4}{3} a \log \rho \left| h_{11}^{[1]} \right|^2 + (1 - a) \log \rho \tilde{\lambda}_1 \tilde{\lambda}_2 \right\}
\[ \mathcal{P}_I \left\{ \mathcal{G}^{[1]}(1,1) \mathcal{G}^{[1]}(2,2) - \mathcal{G}^{[1]}(1,2) \mathcal{G}^{[1]}(2,1) < r \log \rho \} \]  \( (35) \)

where \( \tilde{\lambda}_i \) for \( i = 1, 2 \) are eigenvalues of \( \tilde{H} \tilde{H} \dagger \), \( \mathcal{G}^{[1]}(1,1) = \mathcal{H}^{[1]} H^{[1] \dagger} \), and \( \mathcal{G}^{[1]}(n,m) \) denotes the n-th row and m-th column element of \( \mathcal{G}^{[1]} \). Consequently,

The probability for \( \mathcal{E}_{I_A_2} \) is given by

\[ \mathcal{P}_I \{ \mathcal{E}_{I_A_2} \} = \mathcal{P}_I \left\{ \sum_{i=1}^{2} \frac{4}{3} a \log \rho \left| h_{11}^{[1]} \right|^2 + (1 - a) \right\}
\[ \mathcal{P}_I \left\{ \sum_{i=1}^{2} \frac{4}{3} a \log \rho \left| h_{ij}^{[1]} \right|^2 + (1 - a) \right\}
\[ = \mathcal{P}_I \left\{ \frac{4}{3} a \log \rho \left| h_{11}^{[1]} \right|^2 + (1 - a) \right\}
\[ \mathcal{P}_I \left\{ \mathcal{G}^{[1]}(1,1) \mathcal{G}^{[1]}(2,2) - \mathcal{G}^{[1]}(1,2) \mathcal{G}^{[1]}(2,1) < 2r \log \rho \right\} \]

where \( \tilde{\lambda}_i \) for \( i = 1, 2 \) are eigenvalues of \( \mathcal{H}^{[1]} H^{[1] \dagger} \), \( \mathcal{G}^{[1]}(1,1) = \mathcal{H}^{[1]} H^{[1] \dagger} \), and \( \mathcal{G}^{[1]}(n,m) \) represents the n-th row and m-th column element of \( \mathcal{G}^{[1]} \). Calculating \( \mathcal{G}^{[1]}(1,1) \mathcal{G}^{[1]}(2,2) - \mathcal{G}^{[1]}(1,2) \mathcal{G}^{[1]}(2,1) \), the dominant scale of the outage probability of \( \mathcal{E}_{I_A_2} \) is obtained as \( (37) \) on the next page. The dominant scale of \( \mathcal{P}_I \{ \mathcal{E}_{I_A_1} \} \) and \( \mathcal{P}_I \{ \mathcal{E}_{I_A_2} \} \) can be found by considering all the cases in \( (36) \) and \( (37) \), respectively. See Appendix A for the proof of finding the dominant scale of \( \mathcal{P}_I \{ \mathcal{E}_{I_A_1} \} \) and \( \mathcal{P}_I \{ \mathcal{E}_{I_A_2} \} \).

Remark 1: The DMT improvement via on-off switched IA, in Theorem 1, mainly comes from the fact that the codewords undergo both the interference aligned and non-aligned conditions before decoding, which retains the features of both IA and SD, owing to the simultaneous non-unique decoder. As a result, the on-off switched IA beamformer with simultaneous non-unique decoder can achieve the rate region expanded from the union of the rate regions of IAN and SD via the coded time-shared methodology. Therefore, the DMT performance of the proposed technique is not bottlenecked by either IAN or SD but is substantially improved in terms of DMT. Leveraging the merit by optimizing the portion \( a \) of IA utilization, diversity gain of 4 as well as multiplexing gain per user of \( \frac{3}{2} \) can be achieved. Details on optimization of \( a \) are dealt in Section IV.

C. DMT of On-off Switched Interference Alignment with Alamouti Coding

Theorem 2: When on-off switching is applied to the IA with Alamouti coding scheme and simultaneous non-unique decoding is performed at each receiver, DMT of the 2-user two-antenna X-channel under local CSIT is derived as

\[ d_{I_{AA}}(r) = \min \left\{ \frac{2}{a + 3 - \frac{1}{2a}} (6 - 3r - 2a) \right\} \]
Theorem 1: The optimal time portion of IA utilization in the on-off switched IA scheme with symbol extension under local CSIT is determined as

\[
a(r) = \begin{cases} 
0, & \text{if } 0 < r \leq \frac{4}{9} \\
\frac{4}{9}, & \text{if } \frac{4}{9} < r \leq 1 \\
\frac{2}{r}, & \text{if } 1 < r \leq \frac{3}{2}
\end{cases}
\]  

(39)

Proof: Let \( f_{IAA}(a, r) = \frac{2}{a+3} (6 - 3r - 2a) \), \( f_{IA}(a, r) = \frac{4}{a+3} (6 - 6r + 2a) \), and \( f_{IA1}(a, r) = \frac{1}{a+3} (6 - 6r + 2a) \). It is readily verified that both \( f_{IA1}(a, r) \) and \( f_{IA}(a, r) \) are decreasing functions as \( a \) increases for given \( r \in [0, \frac{4}{9}] \), whereas \( f_{IA1}(a, r) \) is an increasing function for \( r \in [0, \frac{3}{4}] \) since \( \frac{2}{a+3} f_{IA1}(a, r) = \frac{24r}{(a+3)^2} f_{IA1}(a, r) \). Therefore, we need to find the optimal time portion of IA utilization according to the multiplexing gain region which determines whether \( f_{IA1}(a, r) \) is either a decreasing or an increasing function; \( 0 \leq r \leq 1 \) and \( 1 \leq r \leq \frac{3}{4} \). When \( 0 \leq r \leq 1 \), the optimal time portion of IA utilization is 0 since the DMT of the proposed scheme with simultaneous non-unique decoding and the DMT of two-antenna point-to-point MIMO are the same if \( 0 \leq r \leq \frac{4}{9} \). If \( \frac{4}{9} \leq r \leq 1 \), as shown in the left side of Fig. 8, the intersection point of
with Alamouti coding (without switching) in terms of DMT for \(0 \leq r \leq 1\). In particular, the DMT of the on-off switched IA with Alamouti coding not only surpasses the conventional IA with Alamouti coding (without switching) but also approaches to the linear function connecting two points: maximum diversity gain and multiplexing gain per user, i.e., \((0,4)\) and \((4/3,0)\), respectively.

V. DISCUSSION: EXTENSIONS TO ARBITRARY \(M\)

The IA based Alamouti coding scheme for \(M = 2\) was extended to more than two antennas in [9, 10] and [11], which proposed interference aligned space-time transmission schemes when the number of antenna at each node, \(M\), is 3, 4, and arbitrary, respectively. They constructed the transmit codewords tailored to the number of antennas, \(M\), based on symbol extension, and showed that the diversity gain of \(M\) can be achieved. Meanwhile, the optimal DoF region of a two-user X-channel CSIT was characterized under asymmetric output feedback and delayed when transmitters and receivers are equipped with arbitrary number of antennas at each [22]. Therefore, for more than two antennas, i.e., \(M \geq 3\), on-off switching can be readily applied to the interference aligned space time transmission schemes, as it is applied to the IA based Alamouti coding for \(M = 2\). The optimization of the switching portion, \(a\), could be non-trivially complicated but the fundamental mechanism is retained even for arbitrary \(M\) whereby the proposed on-off switched IA scheme will be still effective in improving the DMT. More specifically, if on-off switching is applied to the interference aligned space-time transmission of [11] for an arbitrary number of antennas, \(M\), the full diversity gain of \(M^2\) and the optimal multiplexing gain of \(\frac{2M}{3}\), as well as DMT improvement in intermediate multiplexing gain regime, can be achieved. However, the exact derivation of the DMT by optimizing the switching portion, \(a\), is non-trivially complicated to be addressed in this paper.

VI. CONCLUSION

We proposed the on-off switched IA schemes to verify that the intermittent utilization of IA can improve DMT in interference channels. For switching on/off, either the IA with symbol extension or the IA with Alamouti coding is used in the proposed on-off switched IA. We derived DMT of the two proposed schemes in closed form in the 2-user X-channel with two antennas. Both of the proposed scheme were shown to achieve diversity gain of 4 and DoF per user of \(\frac{4}{3}\) (i.e., sum DoF of \(\frac{2}{3}\), if the time portion of IA utilization is optimized. The optimized on-off switched IA scheme with symbol extension was shown to outperform the conventional IA with Alamouti coding (without switching) for \(0 \leq r \leq 1\), although Alamouti coding is not exploited. The optimized on-off switched IA with Alamouti coding scheme, to the best of our knowledge, surpasses any other existing schemes in the 2-user X-channel with two antennas, and approaches to the linear function connecting maximum diversity gain and DoF per user, \((0,4)\) and \((4/3,0)\), respectively, i.e., \(d(r) = 4 - 3r\).
Appendix A
Finding the Dominant Scale of \( \text{Pr}\{E_{IA}\} \) and
\( \text{Pr}\{E_{IA}\} \)

From (36), we consider the cases of \( v_{11}^{[1]} + v_{22}^{[1]} < v_{12}^{[1]} + v_{21}^{[1]} \) and \( v_{11}^{[1]} + v_{22}^{[1]} \geq v_{12}^{[1]} + v_{21}^{[1]} \) in order to find the dominant scale of \( \text{Pr}\{E_{IA}\} \).

If \( v_{11}^{[1]} + v_{22}^{[1]} < v_{12}^{[1]} + v_{21}^{[1]} \),

\[
\text{Pr}\{E_{IA}\} = \frac{4a(1-v_{11}^{[1]})}{3(1-a)} + 2v_{11}^{[1]} - v_{22}^{[1]} < \frac{r}{1-a} \\
= \frac{(a+3)v_{11}^{[1]}}{63(1-a)} + (3-1-a)v_{22}^{[1]} > 6 - 3r - 2a .
\]

Let us define an outage set, \( O_1 = \{(v_{11}^{[1]}, ..., v_{22}^{[1]}) | (a + 3)v_{11}^{[1]} + (3-1-a)v_{22}^{[1]} > 6 - 3r - 2a \} \), in terms of the associated exponential variables. Then, from (41),

\[
\text{Pr}\{E_{IA}\} = \rho - \inf_{(v_{11}^{[1]}, ..., v_{22}^{[1]}) \in O_1} \frac{3(1-a)}{4(1-a)} \sum_{m,n=1,1} v_{mn}^{[1]} ,
\]

where (a) follows from \( v_{11}^{[1]} + v_{22}^{[1]} < v_{12}^{[1]} + v_{21}^{[1]} \).

For simple notation, let us define \( 2(v_{11}^{[1]} + v_{22}^{[1]}) = C_1 \) (i.e., \( 2(v_{11}^{[1]} + v_{22}^{[1]}) = C_1 \)). Then, as illustrated in Fig. 10, \( \min C_1 \) varies with \( \frac{a-3}{3(1-a)} \) that is the slope of \( (a+3)v_{11}^{[1]} + (3(1-a))v_{22}^{[1]} > 6 - 3r - 2a \) in \( O_1 \). If \( \frac{a-3}{3(1-a)} > -1 \), \( C_1 \) is minimized when it is on the \( v_{11}^{[1]} \) axis and thus \( \inf_{(v_{11}^{[1]}, ..., v_{22}^{[1]}) \in O_1} 2(v_{11}^{[1]} + v_{22}^{[1]}) = 2v_{11}^{[1]} \). Otherwise, if \( \frac{a-3}{3(1-a)} \leq -1 \), \( C_1 \) is minimized when it is on the \( v_{22}^{[1]} \) axis, namely \( \inf_{(v_{11}^{[1]}, ..., v_{22}^{[1]}) \in O_1} 2(v_{11}^{[1]} + v_{22}^{[1]}) = 2(1) = 2(6 - 3r - 2a) \).

Therefore, we have

\[
\text{Pr}\{E_{IA}\} = \rho - \min_{\frac{a-3}{3(1-a)}} \sum_{m,n=1,1} v_{mn}^{[1]} ,
\]

(43) since \( \frac{2}{a+3} < \frac{2}{3(1-a)} \) for \( 0 \leq a \leq 1 \).

Now, we calculate the dominant scale of \( \text{Pr}\{E_{IA}\} \). If \( v_{1k_1}^{[1]} = v_{11}^{[1]} \), the number of independent random variables involved in (37) is 3; otherwise, i.e., \( v_{1k_1}^{[1]} \neq v_{11}^{[1]} \), the number of independent random variables involved in (37) is 4.

Firstly, we consider the case when \( v_{1k_1}^{[1]} = v_{11}^{[1]} \). In this case, \( v_{2k_2}^{[1]} \) can be \( v_{21}^{[1]} \), \( v_{22}^{[1]} \), or \( v_{21}^{[1]} \). Since \( v_{21}^{[1]} \), \( v_{22}^{[1]} \), and \( v_{21}^{[1]} \) are i.i.d., and dominant scale of \( \text{Pr}\{E_{IA}\} \) is the same whatever \( v_{2k_2}^{[1]} \) is among the three possible candidates, without loss of generality, we consider only one of the candidates, \( v_{2k_2}^{[1]} = v_{22}^{[1]} \). Then, since

\[
\text{Pr}\{E_{IA}\} = \rho - \min_{\frac{2}{a+3}} \sum_{m,n=1,1} v_{mn}^{[1]} ,
\]

(44) the dominant scale of the outage probability of \( \text{E}_{IA} \) becomes

\[
\text{Pr}\{E_{IA}\} = \rho - \min_{\frac{2}{a+3}} \sum_{m,n=1,1} v_{mn}^{[1]} ,
\]

(45)
Let us define an outage set, \( O_3 \), where (c) follows from (44). Let
\[
\Pr \{ \mathcal{E}_{IA_2} \} \leq \rho - \inf_{(v_{11}, \ldots, v_{12}, v_{22})} \in O_3^+ 4(v_{11}^{[1]} + v_{22}^{[1]}) + v_{11}^{[22]}
\]
depending on \((a + 3)v_{11}^{[1]} + 3(1 - a)v_{22}^{[1]} + 4a v_{11}^{[22]} > 6 - 6r + 2a\), in terms of the associated exponential variables. Then, from (4),
\[
\Pr \{ \mathcal{E}_{IA_2} \} \leq \rho - \inf_{(v_{11}, \ldots, v_{12}, v_{22})} \in O_3^+ 4(v_{11}^{[1]} + v_{22}^{[1]}) + v_{22}^{[2]}.
\]
where (c) follows from (44). Let \(4(v_{11}^{[1]} + v_{22}^{[1]}) + v_{22}^{[2]} = C_3\). Then, as illustrated in Fig. 12, since both \(4(v_{11}^{[1]} + v_{22}^{[1]}) + v_{22}^{[2]} = C_3\) and \((a + 3)v_{11}^{[1]} + 3(1 - a)v_{22}^{[1]} + 4a v_{11}^{[22]} = 6 - 6r + 2a\) are planes in the three-dimensional space, Inf \(C_3\) is found at a point on \(v_{11}^{[1]}, v_{22}^{[1]}, v_{22}^{[2]}\), which correspond to cases (A), (B), and (C) in Fig. 12. For case (A), Inf \(C_3\) is found at \((0, 0, 6r + 2a)\) on \(v_{11}^{[1]}\) axis. Hence, the dominant scale of \(\Pr \{ \mathcal{E}_{IA_2} \} \) is represented as
\[
\rho - \inf_{(v_{11}, \ldots, v_{12}, v_{22})} \in O_3^+ 4(v_{11}^{[1]} + v_{22}^{[1]}) + v_{22}^{[2]}.
\]
For case (B), Inf \(C_3\) is found at \((0, 0, 6r + 2a)\) on \(v_{12}^{[22]}\) axis, and the dominant scale of \(\Pr \{ \mathcal{E}_{IA_2} \} \) is represented as
\[
\rho - \inf_{(v_{11}, \ldots, v_{12}, v_{22})} \in O_3^+ 4(v_{11}^{[1]} + v_{22}^{[1]}) + v_{22}^{[2]}.
\]
For case (C), Inf \(C_3\) is found at \((0, 0, 6r + 2a)\) on \(v_{22}^{[1]}\) axis, and similarly, the dominant scale of \(\Pr \{ \mathcal{E}_{IA_2} \} \) is represented as
\[
\rho - \inf_{(v_{11}, \ldots, v_{12}, v_{22})} \in O_3^+ 4(v_{11}^{[1]} + v_{22}^{[1]}) + v_{22}^{[2]}.
\]
where (d) follows from (47) that \(v_{11}^{[12]} + v_{22}^{[2]} \leq v_{11}^{[1]} + v_{22}^{[2]}\), \(v_{21}^{[1]} + v_{22}^{[2]}\), and (e) follows from \(\inf_{v_{12}^{[12]}>0} v_{12}^{[12]} = 0\). Since \(\inf_{v_{12}^{[12]}>0} v_{12}^{[12]} = 0\), the condition that \(v_{12}^{[1]} + v_{22}^{[2]} \leq v_{11}^{[1]} + v_{22}^{[2]}\) from (47) reduces to \(v_{12}^{[1]} + v_{22}^{[2]} \leq v_{11}^{[1]} \) in finding the dominant scale of \(\Pr \{ \mathcal{E}_{IA_2} \} \).
Let \(3(v_{11}^{[12]} + v_{22}^{[22]}) + v_{11}^{[1]} + v_{22}^{[2]} = C_4\). Then, as illustrated in Fig. 13 both \(3(v_{12}^{[1]} + v_{22}^{[1]})) + v_{11}^{[1]} + v_{22}^{[2]} = C_4\) and \(3(1 - a)(v_{12}^{[1]} + v_{22}^{[1]})) + 4a v_{11}^{[1]} + v_{22}^{[2]} = 6 - 6r + 2a\) are planes in the three-dimensional space. Under \(v_{12}^{[1]} + v_{22}^{[2]} \leq v_{11}^{[1]}\), Inf \(C_4\) can be found at \((0, 0, 6r + 2a)\), \((0, 6r + 2a, 0)\), or \((0, 6r + 2a, 0)\), which correspond to cases (A), (B), and (C) in Fig. 13, respectively. For case (A), Inf \(C_4\) is found at \((0, 0, 6r + 2a)\) on \(v_{11}^{[1]}\) axis and thus the dominant scale of \(\Pr \{ \mathcal{E}_{IA_2} \} \) is represented as
\[
\rho - \inf_{(v_{11}, \ldots, v_{12}, v_{22})} \in O_3^+ 4(v_{11}^{[1]} + v_{22}^{[1]}) + v_{22}^{[2]}.
\]
inf \( C_4 \) is found at \((\frac{6-6r+2\alpha}{a+3}, \frac{6-6r+2\alpha}{a+3})\) on \( v_{11}^{[1]} = v_{11}^{[12]} + v_{22}^{[1]} \), and the dominant scale of \( \Pr\{E_{IAA}\} \) is represented as
\[
\rho^{- \inf \{v_{11}^{[1]} + v_{22}^{[12]} \} = 3\sum \left( v_{11}^{[1]} + v_{22}^{[12]} + v_{11}^{[1]} \right) \leq \rho^{- \frac{6-6r+2\alpha}{a+3}}.
\]
For case (C), \( \inf \( C_4 \) \) is found at \((0, 0, \frac{6-6r+2\alpha}{a+3})\) on \( v_{22}^{[1]} \) axis, and similarly, the dominant scale of \( \Pr\{E_{IAA}\} \) is represented as
\[
\Pr\{E_{IAA}\} \leq \rho^{- \inf \{v_{11}^{[1]} + v_{22}^{[12]} \} = 3\sum \left( v_{11}^{[1]} + v_{22}^{[12]} + v_{11}^{[1]} \right) \leq \rho^{- \frac{6-6r+2\alpha}{a+3}}.
\]

Consequently, combining the three cases,
\[
\Pr\{E_{IAA}\} \leq \rho^{- \min \left( \frac{2}{a+3}, \frac{2}{3(1-\alpha)} \right) (6-3r-2a).}
\]

For \( E_{IAA2} \), the outage probability is given by
\[
\Pr\{E_{IAA2}\} = \Pr\left\{ \sum_{i=1,2} 4a \log \left( 1 + \rho \left( \frac{h_{11}^{[1]} + h_{12}^{[1]} \rho}{\rho_1^{[1]} + \rho_2^{[1]} \rho} \right) \right)\right\} + (1 - \alpha) \log \det \left( 1 + \rho \mathbf{H}^\dagger \mathbf{H} \right) < 2r \log \rho
\]
\[
\leq \Pr\left\{ \log \left( \sum_{i,j=1,2} \rho^{2-v_{11}^{[1]} - v_{22}^{[12]} \rho} \rho_1^{[1]} \rho_2^{[1]} \rho \right) \leq \log \rho \rho^{\frac{2}{2}} \}
\]
\[
+ \log \left( \sum_{i,j=1,2} \rho^{2-v_{11}^{[1]} - v_{22}^{[12]} \rho} \rho_1^{[1]} \rho_2^{[1]} \rho \right) < \log \rho \rho^{\frac{2}{2}} \}
\]
\[
+ \log \left( \sum_{i,j=1,2} \rho^{2-v_{11}^{[1]} - v_{22}^{[12]} \rho} \rho_1^{[1]} \rho_2^{[1]} \rho \right) < \log \rho \rho^{\frac{2}{2}} \}
\]
\[
\leq \rho^{- \min \left( \frac{2}{a+3}, \frac{2}{3(1-\alpha)} \right) (6-3r-2a).}
\]

The dominant scale of \( \Pr\{E_{IAA2}\} \) is determined by the maximum scale among 48 possible combinations, similar to the on-off switched IA scheme based on the conventional IA. If we consider a specific case, by the similar way of the on-off switched IA scheme based on the conventional IA case, the dominant scale of \( \Pr\{E_{IAA2}\} \) is obtained as
\[
\Pr\{E_{IAA2}\} \leq \rho^{- \min \left( \frac{2}{a+3}, \frac{2}{3(1-\alpha)} \right) (6-3r-2a).}
\]

We skip the detailed proof of finding the dominant scale of \( \Pr\{E_{IAA2}\} \) for economy of page space.

Finally, the diversity gain of the on-off switched IA scheme with symbol extension is determined by the dominant scale of \( \Pr\{E_{IAA}\} \) and \( \Pr\{E_{IAA2}\} \), which is also upper-bounded by the point-to-point 2 × 2 MIMO DMT.
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