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Abstract. The growth of hateful online content, or hate speech, has been associated with a global increase in violent crimes against minorities [23]. Harmful online content can be produced easily, automatically and anonymously. Even though, some form of auto-detection is already achieved through text classifiers in NLP, they can be fooled by adversarial attacks. To strengthen existing systems and stay ahead of attackers, we need better adversarial attacks. In this paper, we show that up to 70% of adversarial examples generated by adversarial attacks should be discarded because they do not preserve semantics. We address this core weakness and propose a new, fully supervised sentence embedding technique called Semantics-Preserving-Encoder (SPE). Our method outperforms existing sentence encoders used in adversarial attacks by achieving 1.2× ∼ 5.1× better real attack success rate. We release our code as a plugin that can be used in any existing adversarial attack to improve its quality and speed up its execution.

1 Introduction

With the massive growth of online content, the need to detect harmful content, such as hate speech, offensive language, or fake news, is increasingly important. Current defense system relies on deep learning models in NLP. However, many researchers have highlighted that language models are not as robust as previously thought [13, 17, 21, 22, 35, 41] and that they can be fooled quite easily with so-called adversarial examples. Adversarial examples introduce a small perturbation to the input data that is ‘imperceptible’ to the human eye and fools the system into misclassifying the perturbed data. For example, in the domain of offensive language detection, we can have an offensive text on input and modify it in such a way that the meaning is preserved, but the modified text will fool the system to classify it as non-offensive [17]. A similar scenario is illustrated in Figure 1 in the domain of sentiment analysis of movie reviews.

It is important to mention that the imperceptibility of adversarial attacks in discrete domains such as text is much more difficult to define than in a continuous space, since in discrete domains an indistinguishable modification simply cannot exist. According to [17, 29] we can identify three main requirements for an adversarial attack on text to be successful: 1. Human prediction consistency: The prediction made by humans should remain unchanged; 2. Semantic similarity: The designed example should have the same meaning as the source as judged by humans; 3. Language fluency: the generated examples should look natural and grammatical.

Although most adversarial attacks claim to meet these constraints [11, 12, 24], careful scrutiny shows otherwise. We observe that many adversarial examples do not preserve the meaning of the text. This is also supported by Morris et al. [29] whose findings are similar. To overcome this problem, Morris et al. [29] suggested increasing cosine thresholds and introducing mechanisms such as grammar checks.
to improve the quality of adversarial examples. However, it is at the cost of the attack success rate, which decreased rapidly by more than 70%. We suggest a different solution that promises to avoid this decline in the attack success rate.

It appears that the problem lies in the similarity metric itself, whose function is to measure the difference between the original and perturbed sentences. These metrics mostly use encoders that are trained with limited supervision. This makes them more susceptible to problems with antonym recognition, as illustrated in the third column of Table 3.

We propose a new sentence encoder for similarity metrics in textual adversarial attacks called Semantics-Preserving-Encoder (SPE). Our method takes advantage of supervised learning on annotated datasets. Thus, it is more robust towards the antonym recognition problems that are observed in adversarial examples. Experimental results show that our proposed method outperforms existing sentence encoders used in adversarial attacks by achieving $1.2 \times \sim 5.1 \times$ better real attack success rate, while also being significantly faster. Furthermore, our solution – SPE is publicly available on GitHub and can be integrated as a component into any existing adversarial attack granting much faster execution.

The contributions of this work can be summarized as follows:

1. We propose a new sentence-encoder technique, SPE, for textual adversarial attacks. Our method outperforms existing sentence encoders used in adversarial attacks, achieving $1.2 \times \sim 5.1 \times$ better real attack success rate.

2. We propose a new metric for evaluating the quality of the adversarial examples – rASR, which reflects the real performance of adversarial attacks.

3. We evaluate some of the most common sentence encoders used in adversarial attacks by achieving $1.2 \times \sim 5.1 \times$ better real attack success rate, while also being significantly faster. Furthermore, our solution – SPE is publicly available on GitHub and can be integrated as a component into any existing adversarial attack granting much faster execution.

The code, datasets and test examples are available at https://github.com/DavidHerel/semantics-preserving-encoder.

### 3 Method

Problems of textual adversarial attacks are formulated in the following section. Next, SPE is formally introduced together with its classifiers and other properties.

#### 3.1 Problem formulation

Most similarity metrics in adversarial attacks rely on sentence encoders such as USE or BERTScore. These encoders use multi-task learning with a high emphasis on unsupervised tasks. The BERT language model uses Masked-Language Modeling. USE is trained on Skip-Thought like task, where the goal is to predict the middle sentence based on the given context. Both of these training methods could be seen as a variation of a Skip-Gram/CBOW model, where the goal is to predict the context of a given target word, and vice versa for CBOW. However, this training method forces synonyms to be mapped into a similar vector space as antonyms, since they appear in the same context. Therefore, two contradictory sentences in their vector representation could be very close to each other in the vector space despite their opposite meaning. That is if the unsupervised training with Skip-Gram or CBOW like tasks is used. This is the case for both BERT and USE which is shown in Table 3.

#### 3.2 Semantics-Preserving-Encoder

The core idea of our encoder lies in supervised training. We took advantage of existing prelabeled datasets and utilized them in the training data to tackle the problem with opposite words appearing in the same context. As a result, the words that are the most discriminative for the given label will be close to each other in the vector space. Thus, sentences like 'This movie is so good' and 'This movie is so bad' should never be close to each other in the vector space, because their semantics label will be exactly opposite.

We have combined $N$ classifiers trained on different annotated datasets, allowing us to have a diverse set of different sentence vectors. The sentence vectors will differ because each classifier produces its vector according to the task on which it was trained. Therefore,
the diversity of classifiers implies a diverse set of sentence vectors. Moreover, by combining several sentence embeddings from different classifiers, we can create a robust classifier that can produce a high-quality embedding for a broad range of topics.

From a sentence $S$, an attack will generate a candidate adversarial example $S^*$. We denote the $N$ supervised classifiers by $C_1, C_2, \ldots, C_N$. For simplicity, we consider these classifiers to be functions whose outputs are the sentence embeddings extracted from the classifier when applied to a sentence. Formally, for all $k$, $C_k(S) = e_k \in \mathbb{R}^p$ where $p$ is the embedding dimension. The complete embedding of a sentence is obtained by averaging the output of the classifiers into a single embedding vector. Average helps to reduce noise and improve the overall accuracy of a model by smoothing out the influence of any individual data points that may be outliers or contain errors.

$$e^{(S)} = \frac{1}{N} \sum_{k=1}^{N} C_k(s) = \frac{1}{N} \sum_{k=1}^{N} e_k^{(S)}.$$  

The similarity between the original sentence $S$ and the attacked sentence $S^*$ is computed with the cosine similarity between their embeddings as follows

$$\text{Sim}(S, S^*) = \frac{e^{(S)} \cdot e^{(S^*)}}{\|e^{(S)}\| \|e^{(S^*)}\|},$$

where $\cdot$ represents the dot product between vectors in $\mathbb{R}^p$ and $\| \cdot \|$ is the $L_2$ norm in $\mathbb{R}^p$. For a threshold $\epsilon$, $S$ and $S^*$ will be considered to have the same meaning if $\text{Sim}(S, S^*) > \epsilon$.

The classification model that we used is fastText [19]. However, it is important to note that any other classification model can be used instead. We decided to use fastText due to its many advantages. Firstly, fastText classifiers allow us to create sentence vectors rather quickly with a reasonable performance for the given task. Secondly, we can reduce the dimensionality of the vector space. This way we can put more information into fewer dimensions, which results in a more efficient space storage.

Our method is highly flexible and can be adapted to any task depending on the selection of supervised classifiers. Embedding from each classifier is averaged into one, which helps to reduce noise and improve the overall accuracy of a model by smoothing out the influence of any individual data points that may be outliers or contain errors. This process is illustrated in Figure 2.

As mentioned above, the use of fastText classifiers allows us to achieve a reduced real-time complexity of SPE compared to USE [5] or BERTScore [38]. SPE only needs to perform $N$ matrix multiplication operations (because we implement $N$ fastText classifiers) with small matrices due to the classifiers hidden layer dimension equal to $H$, which is usually a small number e.g. 10. This is a marginal difference compared to the computations executed by USE [5], which performs the operations with $H$-dimensional vectors, where $H$ equals 512 and therefore very large matrices.

The final time complexity to compute the sentence representation using SPE is defined as follows:

$$O = \sum_{i=1}^{N} V \times H_i$$  

where $V$ is the length of the sentence and $H_i$ is the size of the hidden layer for the $i$-th classifier.

\[ \text{Figure 2: Model architecture for SPE: Given input } S \text{ and } N \text{ supervised classifiers denoted as } C_1, C_2, \ldots, C_N. \text{ We consider these classifiers to be functions whose outputs are the sentence embeddings extracted from the classifiers when applied to a sentence. The complete embedding of a sentence is obtained by averaging the output of classifiers into a single embedding vector } e^{(S)}. \]

\[ \text{4 Experiments} \]

To evaluate our proposed sentence encoder in real attack use cases, we performed automatic and human-based manual evaluation. As explained in the Introduction, the commonly used attack success rate is fundamentally flawed and insufficient to measure the success of an adversarial attack.

The metric only gives a partial view of the real capability of an attack, obscuring the quality of the semantic similarity constraint on the generated sentences. For this reason, we conducted an extensive survey to collect human evaluations of the quality of the attacks generated, which allows us to evaluate the semantic similarity constraint.

The main goal of our experiments is to study the impact of SPE when used as a semantic similarity constraint in adversarial attacks. If this constraint is too strict, only a few high-quality sentences would be accepted as successful attacks, potentially missing many good candidates. Conversely, too loose a constraint would produce many low-quality examples. We focus our experiments on two widely used attacks: TextFooler [17] and its improved version TFAdjusted [30].

Due to the extensive human evaluation, it would be difficult to experiment with all the other adversarial attacks. However, results from these adversarial attacks should be applicable on other adversarial attacks due to their significant similarities.

To understand the effect of SPE in existing attacks, we use it as a constraint, together with two other state-of-the-art semantic similarity metrics, the Universal Sentence Encoder (USE) [5] and BERTScore [38], totaling six attack/sentence encoder pairs.

\[ \text{4.1 Automatic Evaluation} \]

We automatically evaluate adversarial attacks using three metrics:

\[ \text{Attack success rate (ASR). The percentage of successful adversarial examples found by an attack. Given a sentence classifier, a successful adversarial example means that the attack generated a sentence similar to the original that is assigned a different label by this classifier. A higher success rate means that more generated sentences are assigned a different label.} \]

\[ \text{Time. Average time needed to create an adversarial example. Attacks may rely on various search techniques to generate candidate sentences, leading to varied generation times.} \]
**Modification rate.** The percentage of modified words. To be as imperceptible as possible, attacks should use as few edits as possible.

### 4.2 Human evaluation

Using automatic evaluation, such as the attack success rate, adversarial attacks are considered successful if they simultaneously pass a semantic similarity threshold and manage to change the label of a classifier. Measurement of semantic similarity between sentences is still an open research problem with no commonly accepted solution. In some cases, even humans disagree on whether two sentences are similar or not. For this reason, we include an extra evaluation step in our experiments to obtain more robust results. Sentence pairs were presented to 5 annotators who assigned them an integer score between 1 and 4, where the score 1 means strongly disagree, 2 disagree, 3 agree, and 4 strongly agree. The higher the score, the more similar the meaning of a pair of sentences will be according to the annotator. Each annotator was given the sentences to label in several online forms. We averaged the scores of all the annotators into a single value for each sentence. Sentences were assigned a binary label; those with an average score greater than or equal to 2.5 are considered similar, while the others are labeled as not similar. Because the original score system is not binary, the threshold was chosen exactly in the middle of these values. Experimentally, we have determined that the exclusion of the equality to 2.5 does not have any noticeable impact on the results.

Based on this evaluation, we estimate a realistic success rate of the attack — or an estimated “real ASR” (rASR). This number represents the number of successful attacks that would actually fool the reader into thinking that they have the same meaning as the original sentence, but have a different label assigned by the classifier. This score, although costly to estimate, gives a very accurate measure of the quality of an attack. A perfect attack would reach a high ASR and a very similar rASR (ASR ≈ rASR), which means that it successfully fooled the target classifier repeatedly and that all the corresponding attacked sentences also conserve the same meaning as the original ones in the eyes of human annotators.

### 4.3 Datasets

We evaluated the performance of SPE-based attacks and compared them with existing state-of-the-art attacks on four text classification datasets that correspond to various potential applications of adversarial attacks from NLP such as data augmentation or detection of hateful and offensive speech. We did not include sentence similarity benchmarks such as MRPC \(^2\) or other, because they do not contain the types of sentences that occur in adversarial examples. Therefore, they would not be relevant for our context.

![Figure 3: Average number of words per sentence in each dataset. The Yelp reviews dataset has much longer sentences on average. The two datasets based on Twitter have a built-in character limit (tweet size), and the Rotten tomatoes reviews were pre-processed by the dataset authors to usually contain a single sentence.](image)

The attacked model is a roBERTa-based \(^{27}\) model trained on 58M tweets and fine-tuned for offensive language identification with the TweetEval benchmark \(^3\).

**Hate speech tweets.** This dataset is from the same set of tasks as the Offensive Tweets dataset above (Section 4.3). The goal of the hate speech task is to classify tweets as hate speech or non-hate speech. We used a subset of 1000 sentences from the training split of the dataset for our attack.

The attacked model is a roBERTa-based \(^{27}\) model (same as the model used for the offensive tweets dataset) trained on 58M tweets and fine-tuned for offensive language identification with the TweetEval benchmark \(^3\).

**Rotten tomatoes.** The rotten tomatoes dataset is a movie review dataset with 5331 positive and 5331 negative processed sentences from Rotten Tomatoes movie reviews \(^{31}\). We used a subset of 1000 sentences from the training split of the dataset for our attack.

The attacked model is a roBERTa \(^{27}\) model fine-tuned on the rotten tomatoes dataset.

**Yelp reviews.** The Yelp review dataset is a dataset for binary sentiment classification \(^{40}\). It contains a set of 560,000 highly polar Yelp reviews for training and 38,000 for testing. It consists of Yelp reviews extracted from the 2015 Yelp Challenge data.

The attacked model is a roBERTa \(^{27}\) model fine-tuned on binary sentiment classification from Yelp polarity.

### 4.4 SPE parameters

Choosing supervised classifiers that are suitable for a wide variety of tasks poses a challenging task. We have trained more than 40 classifiers on different annotated data and performed experiments on a Morris dataset \(^{50}\), which contains 400 annotated adversarial sentence pairs. We have found that 7 selected classifiers achieve reasonably good performance. These classifiers were trained on Natural Language Inference (NLI) datasets like SNLI \(^8\), cola, rte and sst2 \(^2\), and on more downstream tasks such as emotion classification CARER, Yelp reviews and Stack Overflow questions classification \(^{29}\) \(^{34}\) \(^{40}\). More details about the selection of classifiers can be seen in Section 4.5.

Generally, the role of an encoder in a similarity metric is to transform the given text into a corresponding vector in the latent space, which is then used to evaluate the similarity. Specifically, cosine similarity is measured between the vectors of the original text and the
perturbed text. If cosine similarity reaches a certain preset threshold $\epsilon$, an adversarial example is considered successful.

Therefore, for our metric, the general cosine threshold also had to be defined. Ideally, it should be set so that consistent results are produced for any domain. Our experiments empirically show that setting $\epsilon$ to 0.95 performs consistently well across different datasets. These findings are also similar to thresholds find by Morris et al. [30].

4.5 Classifier Selection

Experiments for classifier selection were performed on the Morris dataset [30]. This dataset contains 400 sentences and their perturbed examples labeled by human annotators, to determine whether it preserves the meaning. Thus making it a valuable dataset for testing our method.

We have experimentally tried many combinations of sets of classifiers. The best set we have found consists of 7 classifiers as shown in Figure 4. Addition of other classifiers to the set decreased the performance. The reason behind this observation is that some classifiers have learned misleading or irrelevant mapping of words to latent space for our task.

An example of such a classifier is one that is trained on a dataset of formal and slang English pairs and the goal is to distinguish between them. Then the classifier will learn to map antonyms and synonyms to a similar latent space and thus will not be able to distinguish between positive and negative sentences, which is what we aim to achieve. This exact case is observed behind the red line in Figure 4.

The final set of classifiers was trained on Natural Language Inference (NLI) datasets like SNLI [4], cola, rte and sst2 [36], and on more downstream tasks such as emotion classification CARER, Yelp reviews and Stack Overflow questions classification [2, 34, 40].

4.6 Human Participants

Due to the character of the task, human judges had to be advanced in English and understand phrases and shortcuts commonly used online, as well as some cultural references. That is why only native speakers or certified C2-level English speakers were recruited. The recruitment process took place through a student research group. There were 5 annotators selected in total, who were paid at least a minimum wage, which was agreed upon prior to their involvement.

The human evaluation process took place through multiple online forms (Google Form) - one form for each dataset and attack, which contained an introductory page with the assignment instructions and then one sentence pair on each page (maximum 100 sentence pairs per one form in total) with a selection of scores. For each sentence pair, annotators assigned an integer score between 1 and 4, where the score 1 strongly disagree, 2 disagree, 3 agree, and 4 strongly agree. Instructions can be seen in Figure 5 and an example of a typical sentence pair is depicted in Figure 6.

Below are 2 snippets of text labeled TEXT1 and TEXT2. One of them is the original sentence, the other has been modified. Your task is to decide if these two sentences below have similar meaning. Please ignore the typos and grammatical inconsistencies.

Figure 5: Assignment instructions for human judges.

![Assignment instructions for human judges.](image)

Figure 6: A typical page of the form for human judges consists of a sentence pair and selection boxes of available scores.

During the annotation process, annotators were allowed to use the Google Search Engine and an online English dictionary of their choice to clarify any cultural references or shortcuts they may not have been familiar with prior to this task. Other than the exposure of the annotators to offensive online content, which they agreed to undergo voluntarily prior to their participation, there were no risks to the participants. All annotators were thoroughly informed of the task at hand and gave their full consent to participate voluntarily.

Annotators had to meet the following criteria: be adults (due to the offensive nature of some of the content for evaluation), and have advanced English (certified as C2 or native speakers). We have asked each annotator to provide proof for each of the above-mentioned criteria. Besides that, no other data about the annotators were collected. All the information collected about human judges is listed in Table 1.

| Annotator id | Age | English proficiency level |
|--------------|-----|--------------------------|
| 1            | 18+ | C2                       |
| 2            | 18+ | native speaker           |
| 3            | 18+ | native speaker           |
| 4            | 18+ | C2                       |
| 5            | 18+ | C2                       |

Table 1: Characteristics of human judges.
Table 2: ASR is the attack success rate (in %), rASR is the estimated real attack success rate obtained from the human survey (in %), the time per sentence is in seconds and the modification rate is the average fraction of words changed per sentence (in %). An upward arrow (↑) indicates that higher is better. All numbers but the estimated rASR were computed on 1000 instances. For the estimated rASR, we report the number of annotated examples in parentheses. For some of the results with TFAdjusted + USE/BERTScore the ASR is so low that few sentences could be submitted for annotation, and the rASR estimates are unconclusive. We omitted the rASR values for configurations with less than 10 successful attacks out of 1000 attempts.

5 Results

The results of our experiments are shown in Table 2. We observe that SPE surpasses other alternatives by a large margin in all configurations, with an estimated real attack success rate (rASR) more than 19% higher, on average, than USE or BERTScore with TextFooler and more than 5 percentage points, on average, higher than TFAdjusted.

As expected, TextFooler-based attacks have a high ASR, reaching 90% and more while attacking the rotten tomatoes dataset for example. But they also have a steep drop from ASR to rASR; for example, TextFooler+USE has its ASR decrease from 96% to a rASR of 41%, indicating that many of the supposedly successful attacks actually do not have the same meaning according to human annotators. This is due to the weakness of the semantic similarity constraints, as they do not filter out low-quality examples. This can be an issue in practical applications, since the attacked sentence could easily be detected by humans. For all four datasets, this drop is minimal when using SPE as a constraint.

TFAdjusted receives lower ASR scores than TextFooler (no ASR greater than 12%), but the drop between ASR and rASR is low compared to TextFooler, with a maximum drop of 2.4% for TFAdjusted+SPE on the offensive tweets dataset. It shows that the sentences generated by the TFAdjusted attack are of high quality, which is confirmed by the annotators. This is in agreement with the observations of Morris et al. [30] who proposed TFAdjusted to improve the output quality of the TextFooler attack. The quality increase is obtained at the expense of the ASR, which can be considerably lower. For example, TFAdjusted with USE obtains ASR scores lower than 3% on all datasets, making it barely usable as an attack, since it generates less than 25 usable sentences out of a 1000 attacked sentences. The ASR of SPE is higher than the other constraints, which can be interpreted as SPE being less strict. Yet, our encoder still has remarkably low drops from ASR to rASR, and surpasses both other solutions in all examples in terms of rASR. This indicates a better ability to generate successful attacks that maintain the original meaning of sentences.
6 Conclusion

We propose a new sentence-encoder technique, SPE, for textual adversarial attacks. Our method outperforms existing sentence encoders used in adversarial attacks by achieving $1.2 \times \sim 5.1 \times$ better real attack success rate. Due to the usage of fastText models [19], SPE is also up to 24% faster than the existing techniques on TextFooler [17].

We have also shown that up to 70% of the sentences generated by existing state-of-the-art adversarial attacks should be discarded, because they do not preserve their original meaning. With the usage of SPE, the number of incorrect adversarial examples drops remarkably.

Due to the immense growth of online content, the need for defense against adversarial attacks is higher than ever. We demonstrate the core issue of textual adversarial attacks to the community to stay ahead of attackers. Our method, SPE, also addresses this core weakness and helps generate better adversarial examples, which could be used to strengthen existing systems by adversarial training.

Our code is released as a plugin that can be used in any existing adversarial attack to improve its quality and speed up its execution.

Ethics Statement

With our proposed technique, SPE, we demonstrate the core issue of textual adversarial attacks to the community to stay ahead of attackers. Our method, SPE, also addresses this core weakness and helps generate better adversarial examples, which could be used to strengthen existing systems through adversarial training.

Our method also improves the efficiency of adversarial attack generation, and thus is environmentally friendly. We achieve up to 24% speed-up compared to the SOTA encoders on TextFooler [17]. We also release the source code to make the application of our encoder efficient and as easy as possible.
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