Quantum many-body systems may defy thermalization even without disorder. Intriguingly, non-ergodicity may be caused by a fragmentation of the many-body Hilbert-space into dynamically disconnected subspaces. The tilted one-dimensional Fermi-Hubbard model was proposed as a platform to realize fragmented models perturbatively in the limit of large tilt. Here, we demonstrate the validity of this effective description for the transient dynamics using ultracold fermions. The effective analytic model allows for a detailed understanding of the emergent microscopic processes, which in our case exhibit a pronounced doublon-number dependence. We study this experimentally by tuning the doublon fraction in the initial state.

FIG. 1. Hilbert-space fragmentation in the tilted 1D Fermi Hubbard model. a Schematic of the tilted Fermi-Hubbard model (↑-atoms red, ↓-atoms blue) with linear potential (“tilt”) of strength Δ, tunneling J and Hubbard interaction U. b Schematic illustration of Hilbert-space fragmentation. The symmetry sectors $S$ of the total Hilbert space $\mathcal{H}$ decouple into (approximately) disconnected fragments $\mathcal{K}$. c Doublon-number dependent relaxation dynamics $\mathcal{I}(t)$ starting from an initial period-two charge-density wave with $\mathcal{I}(0) = 1$ and doublon fraction $n_D$. The imbalance $\mathcal{I}$ is a measure for the relative occupation of even $e$ and odd $o$ lattice sites; $\tau$ is one tunneling time. The schematic illustrates the dominant correlated tunneling process of the effective Hamiltonian for $\Delta \gg |U|, J$ [Eq. (2)], which is only resonant for $n_D > 0$. The solid lines are TEBD simulations (cumulative average) for $U = 2.7 J$ and $\Delta = 8 J$ for a lattice with $L = 101 (n_D = 0)$ and $L = 52 (n_D = 0.27)$ sites according to the effective Hamiltonian $\mathcal{H}$. The dashed line indicates the steady-state value of $\mathcal{I}$ for a thermal system at infinite temperature (within $S$).
that even states belonging to the same symmetry sector $\mathcal{S}$, defined e.g. by the dipole moment, may become dynamically disconnected (Fig. 1b), when considering finite order in perturbation theory. In this work we experimentally study the properties of the underlying effective Hamiltonian that governs the transient dynamics. We verify the effective description by studying relaxation dynamics of a period-two charge density wave up to about 140 tunneling times for various doublon (doubly-occupied site) fractions $n_D$ (Fig. 1). The doublon-number dependence is directly related to the underlying microscopic processes in the emergent fragmented models.

Our experimental setup consists of a degenerate Fermi gas of about $50(5) \times 10^3$ $^{40}$K atoms at an average temperature of 0.12(2)$T_F$, where $T_F$ is the Fermi temperature. The gas is prepared in an equal mixture of two magnetic hyperfine states, $|\downarrow\rangle = |m_F = -9/2\rangle$ and $|\uparrow\rangle = |m_F = -7/2\rangle$, in the $F = 9/2$ ground-state hyperfine manifold. The fermions are loaded into a 3D optical lattice created by three pairs of retro-reflected laser beams. The lattice along the primary axis has a wave-length $\lambda_p = 532$ nm and the orthogonal lattices operate at $\lambda_\perp = 738$ nm. We work at a primary lattice depth of $12E_{r,p}$, where one tunneling time $\tau = \hbar/J = 0.75$ ms. The orthogonal lattices are set to 55$\times$12 of $1D$ Fermi-Hubbard model (Fig. 1a) where the central chain has a length $1D$ perpendicular $\hat{c}_{i,\sigma} (\hat{c}_{i,\sigma}^\dagger)$ denotes the fermionic annihilation (creation) operator for spin $\sigma$ on site $i$ and $\hat{n}_i = \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}$. The dynamics of each $1D$ chain is described by the tilted $1D$ Fermi-Hubbard model (Fig. 1a)

$$\hat{H} = - J \sum_{i,\sigma} \hat{c}_{i+1,\sigma}^\dagger \hat{c}_{i,\sigma} + h.c. + U \sum_i \hat{n}_i \hat{n}_i - \sum_{i,\sigma} \Delta_\sigma \hat{n}_{i,\sigma,\uparrow} \hat{n}_{i,\sigma,\downarrow}. \tag{1}$$

where $\Delta_\sigma = \Delta ||(\hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}^\dagger) + \hat{c}_{i,\sigma} \hat{c}_{i,\sigma}|$ denotes the fermionic annihilation (creation) operator for spin $\sigma$ on site $i$ and $\hat{n}_i = \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}$. The dynamics of each 1D chain is described by the tilted 1D Fermi-Hubbard model (Fig. 1a)

$$\hat{H} = - J \sum_{i,\sigma} \hat{c}_{i+1,\sigma}^\dagger \hat{c}_{i,\sigma} + h.c. + U \sum_i \hat{n}_i \hat{n}_i - \sum_{i,\sigma} \Delta_\sigma \hat{n}_{i,\sigma,\uparrow} \hat{n}_{i,\sigma,\downarrow}. \tag{1}$$

where $\Delta_\sigma = \Delta ||(\hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}^\dagger) + \hat{c}_{i,\sigma} \hat{c}_{i,\sigma}|$ denotes the fermionic annihilation (creation) operator for spin $\sigma$ on site $i$ and $\hat{n}_i = \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}$. In order to study dynamics, we use a bichromatic superlattice to prepare a period-two charge-density wave (CDW), where only even sites are occupied. After a short dephasing time in the deep 3D lattice there are no residual coherences and the initial state can be described by an incoherent mixture of localized product states with random spin configurations at zero net magnetization. The dynamics is initiated by quenching the primary lattice to the desired value. After initiating the dynamics, we probe the relaxation by measuring the relative atom number on even ($N_e$) and odd ($N_o$) lattice sites, given by the ensemble-averaged imbalance

$$I = \langle N_e - N_o \rangle / \langle N_e + N_o \rangle,$$

which we directly extract using a bandmapping technique. Moreover, using near-resonant light pulses to remove doubly-occupied sites before detection, we have access to singlon (singly-occupied site) and doublon-resolved imbalances, $I_S$ and $I_D$. In this work we restrict our observation times to 140$\tau$, since for longer times light-assisted collisions significantly reduce the doublon fraction.
In the limit of large tilts $\Delta \gg |U|$, $J$ and for $\Delta \equiv \Delta_{\uparrow} = \Delta_{\downarrow}$ we can use a Schrieffer-Wolff (SW) transformation to expand Hamiltonian $\hat{H}$ in powers of $1/\Delta$ [31]. Up to third-order it reads [31]

$$\hat{H}_{\text{eff}} = J^{(3)} \left( \hat{T}_3 + 2\hat{T}_{XY} + 2\hat{V} \right) + \hat{U} \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}, \quad (2)$$

with the effective tunneling $J^{(3)} = J^2 U/\Delta^2$, the renormalized on-site Hubbard interaction $\hat{U} = U (1 - 4 J^2/\Delta^2)$ and a nearest-neighbor interaction $\hat{V} = \sum_{i,\sigma} \hat{n}_{i,\sigma} \hat{n}_{i+1,\sigma}$, where $\sigma$ denotes the opposite spin of $\sigma$. The dynamics is governed by $\hat{T}_3 = \sum_{i,\sigma} (c_i^\dagger c_{i+1,\sigma} c_{i+1,\sigma}^\dagger c_i^\dagger + \text{h.c.})$ and an exchange term $\hat{T}_{XY} = \sum_i (c_i^\dagger c_{i+1,\downarrow} c_{i+1,\uparrow} c_i^\dagger + \text{h.c.})$. This Hamiltonian is SU(2) invariant and conserves charge $\hat{Q} = \sum_i \hat{n}_i$ and dipole moment $\hat{P} = \sum_i i \hat{n}_i$. Similar to other dipole-conserving models studied previously in spin chains [23], random unitary circuits [24, 26] and spinless Hubbard systems [24, 27], it is strongly fragmented [30].

The spin-dependent tilt $\Delta_{\sigma}$ in Hamiltonian (1) introduces additional constraints. In order to tune this spin-dependence in the experiment we employ the technique of radio-frequency (RF) dressing [31, 33], where we use an additional RF field to couple the two spins. Thereby we realize dressed states that see a weighted average of $\Delta_{\uparrow}$ and $\Delta_{\downarrow}$. The weights are determined by the resonant RF coupling strength $\Omega_0$ and the detuning from resonance. This allows us to adjust the relative tilt difference $\Delta = (\Delta_{\uparrow} - \Delta_{\downarrow})/\Delta_{\downarrow}$ by tuning the RF coupling strength (Fig. 2c), where $\Delta_{\downarrow}$ denotes the spin-dependent tilt seen by the dressed states. The values were calibrated using non-interacting Bloch oscillations [31]. The maximum tilt difference is determined by the $m_F$ quantum numbers in the absence of RF dressing and the smallest value of $\delta \Delta = 0.6(2)\%$ is reached for the largest coupling strength. The Hubbard on-site interaction $U$ is invariant under RF dressing [31, 36], which allows us to tune its magnitude via the Feshbach resonance at 201.1 G.

We start by measuring relaxation dynamics for initial states with and without doublons (Fig. 2a), where $n_D = N_D/(N_2 + N_D)$ and $N_D$ ($N_2$) is the number of atoms on doubly- (singly-)occupied lattice sites. The different loading sequences are described in [31]. We observe similar time traces in both cases, i.e., after a fast drop at short times, a steady-state value develops for evolution times $t > 30\tau$, signaling non-ergodic behavior [30]. For initial states with doublons, however, the steady-state value is reduced, in agreement with TEBD simulations [31] of the full [Eq. (1)] and the effective model [Eq. (2)], including the SW transformation for the initial state. Here, the numerical traces are time-averaged (Figs 2a,b) in order to mimic dephasing of the observed oscillations, which in the experiment is realized by averaging over an inhomogeneous distribution. The slow residual decay of the experimental singlon time trace is due to technical heating caused by the transverse lattice laser beams. Comparing the exact and effective numerical traces, we observe a small systematic offset for $t > 10\tau$, which is due to higher order terms. It decreases for larger tilts or smaller interactions.

The effective model in Eq. (2) allows for a microscopic understanding of the doublon-dependent dynamics. This is best revealed in the singlon- and doublon-resolved imbalance traces (Fig. 2b). Starting from a period-two CDW with $I(0) = 1$, there is only one correlated tunneling process governed by $\hat{T}_3$, that can initiate the dynamics (schematics in Fig. 1c). For pure singlon initial states this process is energetically suppressed by the effective on-site interaction energy $\hat{U}$, since in the large-tilt limit $J^{(3)}/\hat{U} \approx (J/\Delta)^2 \ll 1$. The presence of doublons, however, renders this process resonant, which is expected to relax the CDW on a time scale governed by the hopping rate $J^{(3)}$. Indeed we find that while the singlon imbalance $\mathcal{I}_S$ remains stable even for mixed initial states, there is a pronounced decrease of the doublon imbalance $\mathcal{I}_D$. This is due to $\hat{T}_3$ (Fig. 1c), which leads to a fast rearrangement of doublons between even and odd lattice sites on a timescale $1/(2\pi J^{(3)}) \approx 24\tau$, while keeping the singlon configuration fixed.

Experimentally, we further explore the effect of SU(2) symmetry breaking on the observed singlon- and doublon-resolved steady-state values by tuning the tilt difference $\delta \Delta$ (Fig. 2d). We consider the regime $J > |\Delta_{\uparrow} - \Delta_{\downarrow}|$, where the perturbative description [Eq. (2)] remains valid. For $|\Delta_{\uparrow} - \Delta_{\downarrow}| > 0$, the relevant process enabled by $\hat{T}_3$ is energetically detuned even in the presence of doublons and we expect relaxation to be strongly suppressed for $|\Delta_{\uparrow} - \Delta_{\downarrow}| > J^{(3)}$. This is supported by the observed dependence of the doublon dynamics on the tilt difference. The signal obtained from the singlons on the other hand shows no significant dependence. For $|\Delta_{\uparrow} - \Delta_{\downarrow}| > J^{(3)}$ there is an intuitive description of the doublon steady-state imbalance in terms of a Wannier-Stark localized doublon-hole pair [31]. Tunneling of a doublon according to $\hat{T}_3$ occurs with amplitude $J^{(3)}$ and the effective tilt, which detunes this process, is given by $\Delta_{\downarrow} - \Delta_{\uparrow}$. In analogy to single-particle Wannier-Stark localization the steady-state value is then given by the analytic expression $\mathcal{I}_D = J_0^2 \left( 4 J^{(3)}/(\Delta_{\downarrow} - \Delta_{\uparrow}) \right)$ [31], which agrees remarkably well with the exact Hamiltonian dynamics; here $J_0(x)$ is the zero-order Bessel function of the first kind. While the general trend observed in the experiment is reproduced by TEBD simulations, there is a systematic deviation for large $\delta \Delta$, which we attribute to technical heating induced by the transverse lattice laser beams, which affects mostly large imbalance values and mixed initial states.

The tilted 1D Fermi-Hubbard model exhibits rich non-ergodic phenomena depending on its microscopic parameters, including emergent Hilbert-space fragmentation and quantum scars. We study the doublon-dependent dynamics over a wide range of parameters by measuring the intermediate-time steady-state imbalance as a func-
tion of the Hubbard interaction strength for \( \Delta_\uparrow \simeq \Delta_\downarrow \) (Fig. 3). We find that pure singlon initial states show no significant dependence, in agreement with previous experimental results [30]. Initial states with doublons on the other hand, show a strong interaction as well as doublon-number dependent behavior, in particular near resonances between the tilt and interaction energy [37].

Intuitively, one may expect that away from the dipole-conserving regime (\( \Delta \gg J, |U| \)) the tilted Fermi-Hubbard model is ergodic due to the many resonances between the interaction \( U \) and the tilt energy \( \Delta \). Surprisingly, it was shown experimentally that non-ergodicity survives over large parameter ranges [30]. Moreover, strongly-fragmented Hamiltonians have been derived, which govern the transient time dynamics even on resonance, as shown for \( |U| \simeq 2\Delta \) in Ref. [30] and \( |U| \simeq \Delta \) in Ref. [33].

On the double-tilt resonance (\( |U| \simeq 2\Delta \)) fragmentation is due to the conservation of dipole moment and doublon number: \( \Delta \hat{P} + U \sum_i \hat{n}_i \hat{n}^\uparrow_{i+1} \). As before we compare the dynamics of initial states with and without doublons (Fig. 3). We find a large reduction of the steady-state imbalance for \( n_D > 0 \), similar to the results in (Fig. 2). However, unlike in the previous regime, the singlon- and doublon-resolved imbalance time traces exhibit similar dynamics (see Fig. S12 in [31]), in agreement with numerical studies based on the exact [Eq. (1)] and effective Hamiltonian [Eq. (S11)]. This is a direct consequence of the microscopic processes, which directly affect the singlon imbalance in this regime [see Eq. (S12) in [31]].

The fragmented structure of the many-body Hilbert-space (Fig. 1b) naturally calls for a modified definition of ETH, where thermalization is defined not only with respect to a symmetry sector \( \mathcal{S} \) but also to a particular fragment \( \mathcal{K} \) (also known as Krylov-restricted thermalization). Within this modified framework the usual characteristics for identifying non-ergodic behavior within a fragment apply [25, 39]. In this work we have studied the intermediate-time steady-state imbalance as a function of the fraction of doublons in the initial state in two regimes, where emergent fragmented models exist: the regime \( \Delta \gg J, |U| \) (Fig. 4a) and the double-tilt resonance, where \( |U| \simeq 2\Delta \) (Fig. 4b). Note, that initial states with different \( n_D \) belong to different symmetry sectors \( \mathcal{S} \). In both regimes the steady-state value \( \bar{I} \) de-

![FIG. 3. Doublon-dependent dynamics for various interaction strengths and \( \Delta/J = 8(2) \). a Steady-state singlon and doublon imbalance for \( n_D = 0.47(4) \) and \( \delta \Delta = 0.6(2) \% \) averaged over \( t \in [67\tau, 80\tau] \). For comparison we also show the singlon initial state (\( n_D \approx 0 \)). The dashed vertical lines and the gray-shaded area highlight different regimes, where fragmented models have been found (main text). Data points contain eight averages over five points in time. Error bars denote the SEM. b Imbalance time traces at the resonance \( U = 14.7(2)J \simeq 2\Delta \) for a singlon initial state and with doublon fraction \( n_D = 0.47(4) \). The resonance is chosen as the local minimum of \( \bar{I}_D \) in (a) as indicated by the vertical dashed line. Error bars denote the SEM after ten averages. The lines represent time-averaged TEBD simulations of the effective (solid) and the exact Hamiltonian (dashed, transparent) for \( L = 51, n_D = 0.46 \) and a hole fraction of 20% (See table S1 in [31] for numerical details).

![FIG. 4. Steady-state imbalance and infinite-temperature prediction. The data points (big red dots) show the steady-state imbalance for \( \delta \Delta = 0.6(2) \% \) and \( \delta \Delta/J = 8(2) \% \) between 120\( \tau \)-140\( \tau \) as a function of \( n_D \) in the regime a \( \Delta \gg J, |U| \) with \( U/J = 2.7(2) \) and b \( U = 14.7(2)J \simeq 2\Delta \). Averaging has been done using four points in time and the error bars denote the respective SEM. Solid red lines are TEBD simulations (linear interpolation between numerical data points) with the effective Hamiltonians [Eq. (2)] in (a) and \( \tilde{H}_{\text{eff}}^{\text{res}} \) in Eq. (S11) in (b) with \( L = 51 \) and a hole fraction of 20%. The transparent blue lines (linear interpolation between numerical data points) show infinite-temperature predictions (\( T_K = \infty \)) within the fragment \( \mathcal{K} \) of the respective initial state calculated using exact diagonalization (ED) on 13, 15 and 17 lattice sites (without SW rotation of the initial state). The dark-blue line is the infinite-temperature prediction when imposing additional doublon-number conservation for Hamiltonian 2 (See table S1 in [31] for numerical details).]
creases with increasing doublon fraction (for $n_D < 0.5$) in agreement with numerical simulations using the respective effective Hamiltonian [Eq. (2) and $H_{\text{eff}}$ in Eq. (S11)]. The system further relaxes to a finite value in contrast to ergodic systems thermalizing to infinite temperature within the symmetry sector $S$, where $\mathcal{T}(\infty) = 0$. Moreover, the steady-state value $\mathcal{T}$ does not agree with the infinite-temperature prediction for thermalization within the corresponding fragments (blue theory data without Schrieffer-Wolff rotation [31]). Thus, in both regimes our experimental data indicates that the system does not thermalize to an infinite-temperature state up to 140 Hz. We emphasize that in general the dynamics within one fragment can be further constrained and exhibit non-ergodic behavior [24], so a priori we do not know, if the system would display thermal behavior even within this subspace. For instance, additional constraints have recently been identified in the resonant regime $|U| \simeq \Delta$ [38]. Indeed, if we impose an additional doublon-number conservation for the Hamiltonian in Eq. (2) as suggested in Refs [30, 40], resulting in the effective Hamiltonian given in Eq. (S28) in [31], we find an infinite-temperature prediction [51] that is much closer to our experimental data (Fig. 1A).

In conclusion, we have shown that the dynamics of the tilted Fermi-Hubbard model in the large-tilt limit is well captured by effective perturbative Hamiltonians, which in certain parameter regimes are fragmented and give rise to non-ergodic behavior. We have studied non-equilibrium dynamics in two specific regimes, where this has been shown theoretically ($\Delta \gg J, |U|$ and the resonant regime $|U| \simeq 2\Delta$). At the same time we find no experimental evidence for ergodic behavior away from these limits, in agreement with previous experimental studies [39]. We further demonstrate that the observed dependence of the dynamics on the number of doublons in the initial state is directly related to the microscopic processes of the effective Hamiltonian. It will be interesting to further systematically explore thermalization within individual fragments for the various different parameter regimes of the tilted Fermi-Hubbard model. Moreover, to reveal the fragmented nature of the spectrum more directly, one could further look at the thermalization of different initial states within the same symmetry sector $S$. Moreover, at the resonance $|U| \simeq \Delta$ it was found that additional constraints result in scarring [38], which highlights the potential of this experimental platform for studying the interplay of both phenomena. Additionally, it is expected that higher-order terms in the perturbative expansion will generally lead to thermalization [30]. However, due to the small amplitude of the higher-order terms even weak disorder or inhomogeneities can render these terms inefficient, which results in an interesting interplay between thermalization and localization connecting to the phenomenon of Stark-MBL [40, 41]. The RFDressing technique may further pave the way towards the implementation of effective spin models via precise control over the tilt difference. Intriguingly, by extending our system to 2D, we should be able to connect our studies to the emergence of hydrodynamic behavior [42] and potentially realize higher-dimensional models with multipole moment conservation [24, 40].
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This supporting material provides a complete overview of the experimental setup, the measurement and data acquisition techniques, as well as analytical and numerical methods employed in this work.
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S1. General sequence

The fermionic gas of $^{40}$K atoms is cooled to quantum degeneracy in a three-dimensional crossed-beam dipole trap, where we end up with an equal mixture of the spin components $|\uparrow\rangle = |F = 9/2, m_F = -7/2\rangle$ and $|\downarrow\rangle = |F = 9/2, m_F = -9/2\rangle$, the two lowest lying magnetic hyperfine states in the ground state hyperfine manifold. Details on the cooling scheme can be found in a previous publication [45]. We then ramp up the lattices adiabatically in a series of linear ramps [50]. Different initial states are prepared by varying the scattering length during the loading process, where attractive interactions benefit the formation of doublons. In contrast, pure singlon states are prepared by strong repulsion, weak confinement during the loading process and a 150 $\mu$s long near-resonant light pulse to remove all residual doublons. Further details on this part are given in sec. 1S4. The doublon fraction $n_D = N_d/N$ used in this paper is defined as the number of atoms on doubly-occupied sites $N_d$ divided by the total atom number $N$.

After the loading process, the dynamics is frozen in the deep 3D lattice with a depth of 18$E_{r,s}$ for the primary (short) lattice and a superimposed long lattice with twice the primary wavelength and a depth of 20$E_{r,l}$, creating a superlattice potential. The orthogonal lattices are kept at 55$E_{r,l}$. $E_{r,l} = \hbar^2 k^2/(2m)$ is the respective recoil energy of the lattices with $j \in \{s,l,\perp\}$ and the wave vector $k_j = 2\pi/\lambda_j$. The atomic mass of $^{40}$K is denoted by $m$ and $\hbar$ is the Planck constant. Further, holding the gas in a strongly tilted superlattice for 30 ms dephases residual coherences and the initial state is an incoherent mixture of product states with zero magnetization, represented by the density matrix $\rho_0 = 1/N \sum_\sigma |\psi_0(\sigma)\rangle\langle \psi_0(\sigma)|$. The summation index runs over all spin permutations preserving the total magnetization and $N$ is the normalization constant. The product state $|\psi_0(\sigma)\rangle$ can be expressed as $|\psi_0(\sigma)\rangle = \prod_i |\sigma_i\rangle = \prod_i \left(\hat{c}_{i,\uparrow}^{\dagger}|0\rangle + (\hat{c}_{i,\downarrow}^{\dagger}|0\rangle\right)$ with the fermionic creation operator $\hat{c}_{i,\uparrow}^{\dagger}$ and $\hat{c}_{i,\downarrow}^{\dagger}$ and $\langle 0|\sigma_i\rangle \in \{0,1\}$ for $i$. During the freezing, the gradient is ramped to the final value, while the Feshbach field adjusts to compensate the field increase due to the homogeneous part of the gradient field. The dynamics is initiated by a sudden quench of the primary lattice to the desired depth of 12$E_{r,p}$, while the long lattice is switched off. After the time evolution we suddenly increase both lattices back 18$E_{r,s}$ and 20$E_{r,l}$ respectively, ramp the Feshbach field to the non-
interacting point and switch off the gradient field. After a hold time of 30 ms, which is required for the magnetic fields to settle to their final value, we perform a band transfer \[ F = 7/2 \] in combination with bandmapping and absorption imaging after 8 ms time-of-flight to extract the imbalance from the quasi-momentum distribution. Most of the details on the tilt generation and calibration as well as a detailed sketch of the lattice loading sequence are given in \[ S3 \]. The main differences regarding this work are highlighted in the preceding paragraph.

**S2. Lattice loading, initial state distribution and doublon fraction**

Here we characterize the global distribution of singlons and doublons in the initial state using occupation number resolved imaging with a resolution of 8.3 sites per pixel on the CCD camera chip \[ S3 \]. We simultaneously image singlons and doublons using a series of radio-frequency (RF) and microwave (MW) \( \pi \)-pulses and Landau-Zener sweeps at a magnetic field of 209.2 G, corresponding to the non-interacting point of the Feshbach resonance between \(|↑⟩\)- and \(|↓⟩\)-atoms. The overall scheme is illustrated in Fig. \[ S1 \] and can be summarized as follows:

1. Separate \( m_F = -7/2 \) atoms on singly-occupied sites from those on doubly-occupied sites via the interaction shift as shown in the inset of Fig. \[ S1 \] and transfer them into \( m_F = -5/2 \) via an RF \( \pi \)-pulse. The interaction shift between initial and final states comes from the different scattering lengths before and after the pulse such that the interaction energy of the doublons changes from 0 to 27 kHz. This value is larger than the resolution of the pulse (17 kHz) such that the separation works reliably.

2. Transfer the singlons in \( m_F = -5/2 \) to the state \(|F = 7/2, m_F = -3/2⟩\) in the \( F = 7/2 \) ground-state hyperfine manifold with an MW sweep.

3. Swap the occupations in the states \( m_F = -7/2 \) and \( m_F = -9/2 \) with an RF sweep. The width of the sweep is much larger than the interaction shift, such that no difference is made between singlons and doublons.

4. Clear the \(|F = 7/2, m_F = -3/2⟩\) state by sweeping the atoms to \(|F = 7/2, m_F = -1/2⟩\), otherwise step 6 would sweep them back to the lower \( F = 9/2 \) manifold.

5. Repeat step 1.

6. Repeat step 2.

After this sequence the doublons end up in the states \( m_F = -9/2 \) and \( m_F = -7/2 \) in the \( F = 9/2 \) ground-state manifold, while the singlons are transferred to the \( F = 7/2 \) hyperfine manifold. The \( m_F = -9/2 \) doublon component is imaged in-situ in the presence of a magnetic field (the other component is off-resonant and hence invisible, but light-assisted collisions will remove all atoms on doubly-occupied sites from the lattice. Thus, this scheme is not suitable to extract the doublon fraction). After the first image, the magnetic field is switched off and the singlons are imaged by adding repumper light that pumps the atoms from the \( F = 7/2 \) dark state back into the cycle to \( F = 9/2 \). While the sweeps work with good fidelity, the overall efficiency of the scheme is limited to about 80% by the magnetic field stability during the \( \pi \)-pulses. This results in an imperfect separation of singlons and doublons and adds noise to our detection signal. Therefore, we resort to an indirect technique for the measurement of the doublon imbalance.

However, we can separately image singlons and doublons in the same sequence with two images and use this information to characterize the initial state distributions as a function of the lattice loading parameters. These results are presented in Fig. \[ S2 \]. Our main parameter is the trap frequency \( \omega_t = \sqrt{\alpha_h/(md^2\pi)} \) appearing in the typical harmonic potential \( V_h = mω_t^2 id^2/2 \) at site \( i \) with the lattice spacing \( d = 266 \text{ nm} \) and \( \alpha ≈ 10^{-3}J \) quantifies the strength of the quadratic potential \[ S3 \]. It characterizes the external harmonic confinement due to the interplay of the red-detuned dipole trap and the blue-detuned lattices. In Fig. \[ S2 \], we observe that the final cloud size strongly depends on the confinement during loading and that the doublon cloud radius is smaller than the singlon cloud radius (Fig. \[ S2 \] inset). This context is investigated closer in Fig. \[ S2 \], but we see no real dependence of the cloud size ratio on the confinement. We further measure the doublon fraction in the lattice as a function of the confinement in Fig. \[ S2 \] and find that the doublon fraction increases for stronger confinement until it reaches a plateau that depends on other parameters such as the temperature. These results are in agreement with \[ S4 \], where these relations were measured in our setup, although for a different lattice configuration. The reason why we do not choose to work at the strongest confinement is revealed in Fig. \[ S2 \]. After a hold time of 10 ms in the lattice the doublon fraction decreases for stronger confinement, owing to a reduced lifetime for strong compression. We thus decide to work around \( \omega_h ≈ 2π×60 \text{ Hz} \). In Fig. \[ S3 \] we show an exemplary raw image of the singlon-doublon resolved measurement together with an integrated cloud profile. From these we extract the widths \( σ_D \) and \( σ_S \) of the doublon and singlon density distribution respectively via Gaussian fits.

The doublon fraction of the initial state at a fixed harmonic confinement is controlled via the scattering length during the lattice loading process and the resulting fraction in the initial state is shown in Fig. \[ S4 \]. Attractive interactions benefit the formation of double occupations. We choose the range between \(-30a_0\) and \(30a_0\) such that our initial doublon fraction is roughly between 45% and 25%. We do not employ even more attractive interactions as we see a reduction of the doublon fraction in this case.
FIG. S1. Scheme for singlon- and doublon-resolved imaging: This schematic figure illustrates the state operations with RF (red and blue arrows) and MW (green arrows) fields employed to image singlons and doublons separately. The color represents the initial spin state and the purple groups are opposite spins bound in doublons. RF sweeps and pulses operate in the same hyperfine manifold, while MW sweeps excite the atoms to the \( F = 7/2 \)-manifold. Apart from the second imaging step all steps are performed at the non-interacting point of the Feshbach resonance at 209.2(1) G. The inset shows an experimental RF spectrum to illustrate the interaction shift between singlons and doublons relevant for steps 1 and 5. Two distinct peaks at the singlon \( \nu_S \) and doublon resonance \( \nu_D \) emerge which can be clearly resolved. From the relative height of the peak we extract a doublon fraction that agrees well with the value from the main text \([35, 36]\). All data points are averaged thrice with the error bars showing the standard error of the mean and the fitting is done with a composite sinc-function (see text).

In order to tune the naturally-given tilt difference between the spin components which is caused by the different \( m_F \) quantum numbers, we employ the technique of RF dressing \([35, 36]\). During the time evolution we apply an RF field to drive the transition from \( |\downarrow\rangle \) to \( |\uparrow\rangle \). In the presence of the drive, the creation operators \( \hat{c}_{i,\sigma}^\dagger \) are transformed according to a unitary operator:

\[
\hat{c}_{i,\uparrow}^\dagger(t) = e^{i\Omega t/2} \left( \frac{\theta}{2} \right) e^{-i\phi/2} \hat{c}_{i,\uparrow}^\dagger + e^{-i\Omega t/2} \sin \left( \frac{\theta}{2} \right) e^{i\phi/2} \hat{c}_{i,\downarrow}^\dagger + e^{-i\Omega t/2} \sin \left( \frac{\theta}{2} \right) e^{i\phi/2} \hat{c}_{i,\downarrow}^\dagger + e^{-i\Omega t/2} \sin \left( \frac{\theta}{2} \right) e^{i\phi/2} \hat{c}_{i,\downarrow}.
\]

Here, \( \Omega \) is the generalized Rabi frequency of the RF driving, \( \hat{c}_{\sigma,i}^\dagger \) are the dressed creation operators defined as

\[
\begin{align*}
\hat{c}_{\sigma,i}^\dagger &= \cos \left( \frac{\theta}{2} \right) e^{i\phi/2} \hat{c}_{\sigma,i}^\dagger + \sin \left( \frac{\theta}{2} \right) e^{-i\phi/2} \hat{c}_{\sigma,i}^\dagger \\
\hat{c}_{\sigma,i} &= \sin \left( \frac{\theta}{2} \right) e^{i\phi/2} \hat{c}_{\sigma,i}^\dagger + \cos \left( \frac{\theta}{2} \right) e^{-i\phi/2} \hat{c}_{\sigma,i}^\dagger
\end{align*}
\]

where \( \theta = \tan^{-1} \left( \Omega_0/\delta \right) \), \( \delta \) is the detuning, \( \Omega_0 \) is the resonant coupling strength of the driving with \( \Omega = \sqrt{\delta^2 + \Omega_0^2} \) and \( \phi \) is the phase of the driving. In this driven basis, the hopping term in the Hamiltonian is invariant. Moreover, it can be shown that the on-site interaction term in the 1D Fermi-Hubbard model is also invariant \([36]\) and therefore, we still have the regular Feshbach resonance to regime, probably due to a reduced lifetime. Moreover, in the limit of large attractive scattering length, the distribution of singlons and doublons becomes more uniform across the lattice and the hole fraction increases, while we rather thrive for a higher concentration near the trap center with a low hole fraction. For pure singlon initial states we load strongly repulsively (100\( a_0 \)) and further reduce the confinement during the loading process in order reduce the density and hence suppress the doublon formation. Residual doublons are then removed with a near-resonant light pulse (see sec. S1). A slight disadvantage of this method is the creation of additional holes in the singlon CDW initial state. Hole creation as an experimental imperfection is taken into account in the numerical simulations supporting our results (see main text).

S3. RF dressing
set the interaction strength between dressed states. The tilts, \( \Delta_s \), however transform to a weighted average under this unitary \[35]:

\[
\Delta_\uparrow \hat{c}_{i,\uparrow}^\dagger(t) \hat{c}_{i,\uparrow}(t) + \Delta_\downarrow \hat{c}_{i,\downarrow}^\dagger(t) \hat{c}_{i,\downarrow}(t) = \\
(\Delta_\uparrow \cos^2(\theta/2) + \Delta_\downarrow \sin^2(\theta/2)) \hat{c}_{i,\uparrow}^\dagger \hat{c}_{i,\uparrow} + \\
(\Delta_\uparrow \cos^2(\theta/2) + \Delta_\downarrow \sin^2(\theta/2)) \hat{c}_{i,\downarrow}^\dagger \hat{c}_{i,\downarrow} + \\
(\Delta_\uparrow - \Delta_\downarrow) \cos(\theta/2) \sin(\theta/2) e^{i(\Omega - \phi)} \hat{c}_{i,\uparrow}^\dagger \hat{c}_{i,\downarrow} + \\
(\Delta_\uparrow - \Delta_\downarrow) \cos(\theta/2) \sin(\theta/2) e^{-i(\Omega - \phi)} \hat{c}_{i,\downarrow}^\dagger \hat{c}_{i,\uparrow}. 
\]

The last two terms are dropped in a first-order Magnus expansion in the limit \( \Omega \gg \Delta_\uparrow, \Delta_\downarrow \). Moreover, these time-dependent terms average to zero due to fluctuations in the magnetic field. The effective tilts experienced by the dressed spin states can be read off directly from the first two terms in Eq. \[33\]. They are \( \Delta_\uparrow = \Delta_\uparrow \cos^2(\theta/2) + \Delta_\downarrow \sin^2(\theta/2) \) and \( \Delta_\downarrow = \Delta_\uparrow \cos^2(\theta/2) + \Delta_\downarrow \sin^2(\theta/2) \).

\[\Delta_\uparrow \sin^2(\theta/2).\] Thus, the tilt difference reduces to

\[
\Delta_\uparrow - \Delta_\downarrow = (\Delta_\uparrow - \Delta_\downarrow) \frac{|\delta|}{\sqrt{\delta^2 + \Omega_0^2}} \quad \text{(S4)}
\]

and \( \delta \Delta = (\Delta_\uparrow - \Delta_\downarrow)/\Delta_\downarrow \) (main text and Fig. \[S5\]).

The Rabi frequency \( \Omega_0 \) is determined by driving spin-polarized atoms without a tilt on resonance and extracting the frequency of the resulting Rabi oscillations by

\[\text{FIG. S2. Cloud sizes and doublon fraction: a Cloud size } \sigma_0 \text{ in units of the lattice constant } d \text{ as a function of the trap frequency } \omega_0. \text{ The inset shows the same measurement for even larger confinement and singlon- and doublon-resolved with cloud size } \sigma_S \text{ and } \sigma_D \text{ respectively. b Cloud size ratio of doublons and singlons depending on the external confinement. c Doublon fraction } n_D \text{ right after loading into the lattice versus the harmonic trapping frequency } \omega_0. \text{ Up to this point the analysis was performed for a non-interacting loading process. d Doublon fraction as a function of trap frequency after 10 ms in the lattice. This data is obtained at an attractive loading scattering length of } -20a_0. \text{ The data points are averaged twice with the error bars representing the standard error of the mean.}\]

\[\text{FIG. S3. In-situ distributions: Top: Doublon (left) and singlon (right) cloud profile in-situ after lattice loading. The colorbar denotes the optical density in arbitrary units. Bottom: Integrated profiles along one vertical direction. The black dashed line is a Gaussian fit to the density. In this case } \sigma_D = 5.4(1) \text{ pixels and } \sigma_S = 6.7(1) \text{ pixels. Thereby 1 pixel corresponds to about } 2.2 \mu m.\]

\[\text{FIG. S4. Doublon fraction in the initial state as a function of the scattering length during lattice loading: In the experiment we vary the scattering length between } -30a_0 \text{ and } 30a_0. \text{ The blue point was measured at a different harmonic confinement to minimize the formation of doublons (see text). All data points are averaged three times and error bars are the standard error of the mean.}\]
measuring the spin populations (Fig. S5 inset). In the lattice with a tilt, however, the resonance frequency is not constant across the lattice. This leads to a spatially-dependent detuning $\delta$. As a result, the relative tilt difference $\delta \Delta$ follows Eq. (S4) with a detuning that depends on the position in the lattice. We find that this simple analytical model with a single average detuning $\delta$ describes our measured data very well (Fig. S5). The tilt difference shown here was measured using the spin-resolved imbalance $I$ in the absence of interactions and extracting their oscillation frequencies from analytical fits to the imbalance time traces for short times, where we see coherent Bloch oscillations. Harmonic confinement is known to dephase the dynamics and lead to an amplitude decay of the oscillations on our timescales [30]. Here we imitate this decay with an exponential envelope and therefore use the fit function $I_\sigma(t) = \exp(-t/\tau) \cdot J_0(8J/\Delta_\sigma \cdot \sin(\pi \Delta_\sigma t / \hbar))$ with the decay time $\tau$, based on the results of [30]. This is shown in Figs. S5a and S5b. As expected, the tilt difference depends on the RF power and we are able to almost compensate the tilt at the maximum available dressing power. From a fit of Eq. (S4) to the data points we extract an average detuning $\delta = 0.5(2)$ kHz.

We develop an intuitive picture to illustrate the physical origin of this global detuning $\delta$. Due to the magnetic field gradient the resonance frequency for the RF-dressing is spatially dependent across the atomic cloud. According to Eq. (S4), this results in a spatially-dependent tilt seen by the dressed states $|\downarrow\rangle$ and $|\uparrow\rangle$ across the lattice according to

$$\Delta_{\downarrow,\uparrow}(t) = \Delta_{\downarrow,\uparrow}^0 + \frac{\Delta_{\downarrow,\uparrow} - \Delta_{\downarrow,\uparrow}^0}{2} \frac{|\delta|}{\sqrt{\delta^2 + \Omega_0^2}}.$$  

In the experiment we automatically average across all tilts throughout the atomic cloud. This averaging effect is imitated by computing the resulting superposition of Bloch oscillations at the respective frequencies $\Delta_{\downarrow}$ and $\Delta_{\uparrow}$ and weighing their contribution with a Gaussian density distribution. For the limit of large tilt we approximate the analytical description of the Bloch oscillations (as shown in Fig. S5a and b) with a cosine-function:

$$I_\uparrow(t) = \frac{1}{L} \sum_{i=-L/2}^{L/2} \cos \left( \Delta_{\uparrow}(\delta_i) t / \hbar \right) \exp \left( -\delta_i^2 / (2\sigma^2) \right)$$  

and the analogous expression for $I_\downarrow(t)$. Herein the sum runs over all lattice sites and $\sigma = 14.5$ kHz denotes the standard deviation of the detuning distribution across the ensemble. We fit this superposition in Eq. (S6) with a single oscillation frequency $\Delta_{\uparrow}^{\text{eff}}$ and extract the tilt difference in the dressed state basis $\Delta_{\downarrow}^{\text{eff}} - \Delta_{\uparrow}^{\text{eff}}$ for multiple values of the Rabi frequency $\Omega_0$. This results in a dressed-state tilt difference that depends on the resonant Rabi coupling similar to Fig. S5a. Fitting the same model to this data yields an average detuning of $\delta = 9.8(1)$ kHz, which is in reasonable agreement with the experimental value. The fact that larger coupling $\Omega_0$ leads to a better compensation of the tilt difference directly follows from Eq. (S4).
In order to get a quantitative impression for the role of the tilt difference, it is insightful to compare it to the effective hopping that appears in the respective effective Hamiltonian. In the dipole-conserving regime ($\Delta \gg U, J$) the effective hopping is $J^{(3)} = J^2 U/\Delta^2$ and thus the maximal tilt difference amounts to about $2\Delta J^{(3)}$ dominating the dynamical scale and leading to an effective inhibition of the dynamics as shown in Fig. S4. The same argument holds in the regime $U \approx 2\Delta$ with $J^{(2)} = J^2/\Delta$. Here, the maximal tilt difference corresponds to roughly $9J^{(2)}$ such that its effect is less pronounced, but still significant.

S4. Doublon lifetime

In a lattice the lifetime of double occupations is typically limited by light-assisted collisions [57]. This term describes a collision between two atoms, where one absorbs a photon during the collision process. Most of the lattices in this work are blue-detuned. This results in a gain of kinetic energy on the order of the photon detuning leading, which leads to rapid loss of both atoms from the trap. The characteristic lifetime depends on the compression in the lattice due to the extension of the wavefunction and the weight at the Condon point. Moreover, the lifetime depends on the interaction between the atoms, but since the absolute differences in the scattering length between the various regimes examined in this work are small ($-3a_0$ to $3a_0$, see Fig. S4), there is no large disparity in the doubloon lifetimes.

In this section, we analyze the doubloon lifetime and its impact on the measured dynamics in more detail. In order to determine the lifetime independent of any dynamics we load the lattice as described in sec. [51], but remove the tilt and do not initiate the dynamics by performing a quench of the primary lattice and keep it at $18E_{\text{r.s}}$. Moreover, the interactions are constant and strongly repulsive with $U = 20J$ such that doublons cannot dynamically decay into singlons. Using differential measurements of the total atom number with and without doublons, which are determined by removing doublons actively in every other experimental realization before imaging, we determine the singlon and doubloon fraction as a function of time. The doublons are removed by applying an additional near-resonant light-pulse of $150\mu$s duration which leads to a fast loss of doublons due to light-assisted collisions as explained above (see [24] for details). The results are shown in Fig. S6. We observe a constant singlon fraction, which is consistent with a negligible dynamical doubloon decay. Hence, the observed doubloon loss is mainly dominated by light-assisted collisions. The singlon lifetime is generally limited by off-resonant photon scattering and was determined in an independent measurement to be $2.6(2) \times 10^3\tau$, which is much larger than any experimental timescale studied in this work. We fit an exponential function to the total atom numbers including doublons using $N(t) = N_0 \exp(-t/\tau) + N_{\infty}$, where $N_0$, $\tau$ and $N_{\infty}$ are free fit parameters. The doubloon fraction is evaluated according to $n_D = 1 - \bar{N}_S/N(t)$ where $\bar{N}_S$ is the average singlon number retrieved from a constant fit as shown in the inset of Fig. S6. The result is shown in the plot and fits the data very well as expected. From this data we extract a doubloon lifetime of $\tau = 109(8)$ ms $= 145(11)\tau$. The maximal measurement time for doubloon initial states presented in the main text is chosen to approximately match the doubloon lifetime ($100$ ms $\approx 133\tau$) in order to minimize the impact of doubloon loss on our experimental observations. We have also modelled the impact of doublons loss on the dynamics described in the main text using an approximate numerical description [52] as described in sec. [31S3]

FIG. S6. Doubloon lifetime: Time evolution of the doubloon fraction $n_D$ as a function of the hold time $t$ due to light-assisted collisions in the deep primary lattice at $18E_{\text{r.s}}$ and strongly repulsive interactions ($U = 20J$). The green solid line represents the analytical function from the main text with the fit parameters obtained from the atom numbers in the inset. The inset shows the evolution of the raw atom numbers with (all atoms) and without doublons (only singlons), which was used to extract the doubloon fraction $n_D$ shown in the main panel. Solid lines of the respective color are a constant (singlons) and exponential fit (all atoms), see main text. Error bars in inset and main panel denote the standard error of the mean obtained from ten averages.

S5. Interaction averaging

The magnetic field used to generate the linear external potential induces a spatial variation of the magnetic field across the system. This local variation of the magnetic field in turn results in a spatial dependence of the Hubbard interaction strength in the 1D tubes of the optical lattice. This variation is determined by the magnetic Feshbach resonance. The typical length of such a tube is evaluated from Fig. S2, and is between 290 and 360 lattice sites, dependent on the choice of initial state.
The finite doublet lifetime in the optical lattice explained in sec. S5 sets additional constraints on the available wait times that can be introduced in the initial-state preparation, which is required in order to remove residual coherences and which is needed in order for the magnetic field to reach its final value. While the former happens fast, the latter requires about 140 ms for the current in the coils to settle completely. Such a long wait time, however, would result in a considerable loss of doublets (≈73% according to the determined lifetime). As a compromise, we reduced the ramp duration and carefully characterized the residual time-dependence of the applied magnetic field. To this end we prepare a spin-polarized sample in the $|\downarrow\rangle$-state, send an RF $\pi$-pulse and scan its frequency across the $|\downarrow\rangle \leftrightarrow |\uparrow\rangle$ transition for various evolution times. We choose a ramp for the magnetic field time of 30 ms, the value used in the experiment for all doublet initial states, as zero point for the recorded excitation spectra in Fig. S8a. The center frequency is extracted via Gaussian fits to the recorded line profile. From the center frequencies we can compute the magnetic field via the Breit-Rabi equation and based on that the Hubbard interaction strength in the lattice is obtained. This is shown in fig. S8a. The shift is well-described by an exponential fit to the data points with a time constant of 32(6)$\tau$.

Fig. S7. Interaction averaging: Effect of the magnetic field variation along a 1D tube for the lattice configuration used in the experiment and a constant tilt of 2 kHz ≈ 9 J/h, leading to a difference of the interaction strength $dU$ between the center and outermost lattice site. This effect depends on the cloud size and we plot the amplitude for a singlon and mixed initial state, which have different widths $\sigma_0$ in units of the lattice spacing $d$ due to the different dipole trap parameters. The inset depicts the relative weight of a certain variation $dU$ for three different values of the interactions $U_0$ and a cloud size of 90d, taking into account the Gaussian density distribution; here $U_0$ denotes the on-site interaction in the center of the 1D chain.

From the equation for the magnetic Feshbach resonance we can compute the variation of the interaction strength between the center and outermost lattice site, denoted as $dU$. Fig. S7 shows the result for a tilt of 2 kHz ≈ 9 J/h, representing an upper bound for the amplitude of the averaging effect. Note that the occupation of the lattice diminishes in the outer regions of the cloud such that the averaging effect has to be weighted by the respective atom number. This context is shown in the inset of Fig. S7. Using the Gaussian density distribution from Fig. S2, we compute the distribution of interaction variation $dU$. We note that the biggest weight is near small values of $dU$ such that the value from the main panel is indeed only an upper bound. As illustrated, the distribution also depends on the set interaction $U_0$ due to the slope of the Feshbach resonance. We discuss the effect of interaction averaging in our numerical simulations in sec. S3.3.8.

Fig. S8. Time-dependent interaction strength: a Excitation spectrum of an RF $\pi$-pulse after two different evolution times in the lattice. The ramp time of the magnetic field was set to 30 ms. Solid lines are Gaussian fits for the extraction of the center frequency and the error bars represent the standard error of the mean from four averages. b Interaction shift $U(t) - U_0$ with the set interaction strength $U_0 = 0$ as a function of the evolution time extracted from the center frequencies in panel (a). The solid line is an exponential fit to the data points with a time constant of 32(6)$\tau$.
in an independent measurement.

In order to understand the impact of the time-dependent interaction strength, we model the precise evolution using the approximate numerical description developed in Ref. [32]. We study its impact on the experimental data in sec. III S3 and compare it to the case of constant interaction strength.

S7. Singlon- and doublon-resolved imbalance

The experimental data is presented in terms of the singlon, doublon and total imbalance so as to gain more insights into the dynamics governed by the effective Hamiltonians. In order to get access to these observables individually, we take successive images with and without doublon removal (sec. I S4). From these images we obtain information about the total imbalance \( I \) (no doublon removal) and the singlon imbalance \( I_S \) (with doublon removal). From the difference between both measurements we infer the doublon fraction \( n_D \) and in particular the doublon imbalance \( I_D \) according to

\[
I_D = \frac{I - (1 - n_D) I_S}{n_D}, \tag{S7}
\]

where \( n_D = N_d/N \) denotes the doublon fraction. The error bars are calculated via Gaussian error propagation.

In the numerics the different imbalances can be extracted more directly and are computed according to

\[
I = \langle \hat{I} \rangle = \frac{1}{N} \sum_i (-1)^i \langle \hat{n}_i \rangle \]

\[
I_S = \langle \hat{I}_S \rangle = \frac{\sum_i (-1)^i \left( \langle \hat{n}_{i,\uparrow} (1 - \hat{n}_{i,\downarrow}) \rangle + \langle \hat{n}_{i,\downarrow} (1 - \hat{n}_{i,\uparrow}) \rangle \right)}{\sum_i \left( \langle \hat{n}_{i,\uparrow} (1 - \hat{n}_{i,\downarrow}) \rangle + \langle \hat{n}_{i,\downarrow} (1 - \hat{n}_{i,\uparrow}) \rangle \right)} \]

\[
I_D = \langle \hat{I}_D \rangle = \frac{\sum_i (-1)^i \left( \langle \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} \rangle - \langle \hat{n}_{i,\uparrow}^{\dagger} \hat{n}_{i,\downarrow}^{\dagger} \langle \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} \rangle \right)}{\sum_i \left( \langle \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} \rangle - \langle \hat{n}_{i,\uparrow}^{\dagger} \hat{n}_{i,\downarrow}^{\dagger} \langle \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} \rangle \right)}. \tag{S8}
\]

Note that the normalization factor in \( I_D \) (\( I_S \)) depends on the doublon (singlon) number in the particular state such that it can diverge if no doublons (singlons) are present. Therefore, we only consider the charge imbalance in the construction of the analytical fragments as explained in sec. III S2.3.

S8. Calibrations

In this section we present detailed calibration measurements used to determine the microscopic parameters of the Fermi-Hubbard model [Eq. (1)] realized in the experiment.

1. Tilt

A single-particle in a tilted lattice undergoes Bloch oscillations [46] [47] with the frequency set by the tilt. For the parity-projected Bloch oscillations measured by the imbalance \( I(t) \) it can be shown that [30]

\[
I(t) = J_0 \left[ \frac{8 J}{\Delta} \sin \left( \frac{\pi \Delta t}{h} \right) \right]. \tag{S9}
\]

We measure the imbalance time evolution of a spin-polarized sample for short times (before the Bloch oscillations dephase) in the presence of a tilt and fit it with the analytical function [Eq. (S9)] to extract the tilt as fit parameter. This returns a very precise calibration of the tilt in our optical lattice. Exemplary time traces can be seen in the calibration of the RF dressing in Fig. S5a.

2. Primary lattice depth and tunneling

At long times, as opposed to the situation in the previous section, a steady-state imbalance develops. For non-interaction atoms this is well described by a diagonal ensemble approach [30], which predicts

\[
I_\infty(\Delta) = J_0^2 \left( \frac{4 J}{\Delta} \right). \tag{S10}
\]

We measure the imbalance of a spin-polarized sample after 33\( \tau \) as function of the tilt, calibrated by the method explained in the previous section. The data points are fitted with the analytical expression of Eq. (S10) as depicted in Fig. S9a. The extracted fit value is \( J = \hbar \cdot 223(4) \) Hz in good agreement with the expectation for an ideal 12\( E_r \) primary lattice (\( \hbar \cdot 216 \) Hz).
3. Interaction offset

We calibrate the non-interacting point of the Feshbach resonance by measuring the imbalance after $70\tau$ in a two-dimensional system, starting from a singlon initial state. For this purpose we lower the lattice along the orthogonal $y$-axis to $9E_{\text{r}}$, such that the tunneling elements $J$ along both axes are roughly equal. The tilt along the orthogonal axis was determined to be about 11% of the value along the primary axis such that the dynamics is much less restricted. This 2D setting is more sensitive to interactions than the corresponding 1D system due to the larger configurational space (similar 2D systems were studied previously in a tilted lattice [42] and with quasiperiodic disorder [45]) and therefore a large signal amplitude is obtained around the non-interacting point.

We fit a Gaussian to the data and extract the center, this value along the primary axis such that the dynamics is orthogonal axis was determined to be about 11% of the value along the primary axis such that the dynamics is much less restricted. This 2D setting is more sensitive to interactions than the corresponding 1D system due to the larger configurational space (similar 2D systems were studied previously in a tilted lattice [42] and with quasiperiodic disorder [45]) and therefore a large signal amplitude is obtained around the non-interacting point.

II. ADDITIONAL EXPERIMENTAL DATA

In this section we present additional data not shown in the main text. It includes complementary traces in the dipole-conserving regime ($\Delta \gg |U|, J$), experimental data for the regime of intermediate tilt and an investigation of the stability of imbalance time traces.

S1. Dipole-conserving regime

In the main text we present central experimental time traces that show state-dependent dynamics in the dipole-conserving regime $\Delta \gg |U|, J$. Here, we show additional time traces and numerical simulations, which are used for the data points in Fig. 2. In Fig. S10, we show charge imbalance time traces for $\Delta/J = 8.0(2)$ and $U/J = 2.7(2)$ for three types of initial states that differ in their initial doublon fraction between $n_D = 0$ and $n_D = 0.47(4)$. The experimental data is compared to time-averaged TEBD simulations of the full (Eq. 1) and effective Hamiltonian (Eq. 2).

Besides the charge imbalance $I$ we further show the doublon imbalance $I_D$ in Fig. S10 b. Unlike the total imbalance, it only shows a weak dependence on the initial doublon fraction, which can be directly explained by the action of the dominant hopping process $T_3$. We find a larger disagreement with the simulations for higher doublon fractions. We associate this trend with an inhomogeneous charge distribution across the lattice that depends on the loading parameters and the averaging over the full cloud within one shot.

S2. Doublon-number and spin-dependent behavior

We further show a full scan of the intermediate-time steady-state imbalance and their doublon-number and spin-dependent behavior for various values of the Hubbard interaction strength $U$ (Fig. S11), which highlights the properties of the underlying microscopic processes in the emergent fragmented models and indicates the robustness of these features.
**S3. Singlon-doublon resolved data for \(|U| \approx 2\Delta\)**

In the main text we show the evolution of the imbalance \(\mathcal{I}(t)\) in the regime \(|U| \approx 2\Delta\) (Fig. 3b), where we observe a significant dependence of the imbalance on the initial doublon density. However, the microscopic dynamics in this regime differs from the regime \(\Delta \gg |U|, J\), as can be inferred from the effective Hamiltonian in Eq. (S11).

In order to resolve its microscopic processes we measure the singlon and doublon imbalance corresponding to the data shown in Fig. 3b in the main text. The results are depicted in Fig. S12 and highlight characteristic properties of this regime in the tilted Fermi-Hubbard model, i.e. the doublon-dependence (Fig. S12a) and the impact of the spin-dependent tilt (Fig. S12b).

First, the difference between doublon and singlon dynamics is less pronounced than in the dipole-conserving regime (compare to Fig. 2b). This observation follows from the action of \(\hat{T}_D\) (Eq. S12), which affects both singlons and doublons. Second, the imbalance of the singlon CDW is lower than in the dipole-conserving regime because the term \(\hat{T}_1\) enables slow dynamics in this case via the dynamical formation of doublons. We qualitatively reproduce the experimental results with TEBD simulations of the exact and effective Hamiltonian. The residual offset between the traces is attributed to an inhomogeneous density distribution in the lattice.

**S4. Regime of intermediate tilt**

While in the limit of large tilt the description via an effective Hamiltonian applies on exponentially long transient time scales, this is no longer an appropriate description for weak and intermediate tilts. In a previous work [30] we explored the double-tilt resonance for intermediate tilts on the order of \(\Delta \approx 3J\) for the special case of a pure singlon CDW initial state. Here, we investigate to what extent our observations described in the main text, in particular the doublon-number dependent correlated tunneling processes and the sensitivity to a tilt difference, also apply in the intermediate tilt regime of \(\Delta \approx 4.5J\). We first measure the interaction dependence of the imbalance after an evolution time of 80\(\tau\). Fig. S13 presents the obtained results. We can identify the double-tilt resonance around \(U/J \approx 8.4\) as well as a third-order resonance at \(U/J = 13\). For even stronger interactions we approach the hard-core limit, which is char-
characterized by tightly-bound stable doublons. We further record time traces at the double-tile resonance $U \simeq 2\Delta$ like in Fig. 3b in the main text. The singlon imbalances are presented in Fig. S13 and only reflect a small difference between an initial singlon CDW and CDW with $n_D = 0.44(4)$, a bit less pronounced than for the larger tilt presented in the main text (Fig. 3b). In the inset we further explore the effect of a tilt difference on the imbalance evolution and find that the traces are almost indistinguishable within our experimental uncertainty. This is also different compared to the regime of large tilt, where the tilt difference gives rise to significantly constrained dynamics. This context is highlighted in Fig. S12, showing a significant increase of the singlon imbalance in the presence of a tilt difference that can be explained by the additional constraints imposed by this energy mismatch.

With this experimental data set we infer that even for intermediate tilts the central claims from the main text and the previous section [S3] remain valid. For the special case of the resonant regime $|U| \simeq 2\Delta$ we observed a pronounced dependence on the doublon number. Overall this effect may be slightly reduced, however, the overall value of the imbalance is also lower, which complicates a direct comparison. We further note that the sensitivity to a tilt difference between the spins is still present, but much less pronounced than in Fig. S12b. Finally, we observe a third-order resonance when $U \simeq 3\Delta$. These higher-order resonances are expected to be more prominent for weak tilt values, since the prefactors of the higher-order terms in the effective Hamiltonian are larger. For $\Delta/J = 8.0$ we cannot investigate the appearance of higher-order resonances due to technical limitations in the accessible range of interaction strengths.

S5. Stability of imbalance time traces

As explained in the main text, we cannot reliably measure large imbalance values over long times. This is caused by heating due to noise on one of the lattices, which causes excitations and consequently a reduction in the detected imbalance. This effect is most pronounced for $\mathcal{I} \geq 0.8$ and most likely explains the discrepancy for the singlon time trace in Fig. 2a, as well as in the tilt difference scan in Fig. 4. At overall smaller imbalance values we can conciliate our experimental results with the numerics by considering the finite initial temperature in the lattice in terms of the hole fraction. In order to illustrate the decay effect over long times induced by the heating, we show an imbalance time trace of a spin-polarized sample in Fig. S14. While the spin-polarized trace is stable within our resolution, the non-interacting trace (spinfull fermions with $U = 0$) exhibits a weak decay on the observed timescale limiting our total experimentally-accessible observation times.

III. ANALYTICAL AND NUMERICAL TECHNIQUES

This section gives a detailed explanation of the theoretical and numerical concepts employed in this work. It comprises the effective Hamiltonians, simulations with exact diagonalization (ED), time-evolving block decimation (TEBD) and the approximate method recently developed in Ref. [52].

S1. Effective Hamiltonians

The analytical expression of the effective Hamiltonian [Eq. (2) in the main text] was derived previously in Ref. [30]. We thus do not give the derivation again,
FIG. S14.** Stability of imbalance traces:** Long-term stability of a spin-polarized (SP) and spin-mixed non-interacting sample ($U = 0$) at fixed tilt $\Delta / J = 8.0(2) J$. The red shaded area is a TEBD simulation on $L = 101$ lattice sites exhibiting Bloch oscillations and the red solid line is the time averaged trace, while the black dashed line represents the analytical single-particle imbalance from Eq. (S10). The inset displays the atom number of the spin-polarized sample and shows no sign of decay over the relevant time scales. Spin-polarized data was averaged thrice and non-interacting data ten times, error bars denote the standard error of the mean.

but extend the discussion to the situation with a spin-dependent tilt. For the effective Hamiltonian in the resonance regime $|U| \approx 2\Delta$ we also refer to the derivation performed in [30], but we provide the full analytical expression as used for the data in the main text (see Fig. 3).

1. **Double-tilt resonance $|U| \approx 2\Delta$**

When the Fermi-Hubbard Hamiltonian [Eq. (1) in the main text] is expanded up to leading order in perturbation theory for the special case of $U = 2\Delta \gg J$, one obtains the following expression for the effective Hamiltonian (for simplicity we focus on $U \approx 2\Delta$)

$$
\hat{H}_{\text{eff}}^\text{res} = \hat{H}_0 + \frac{8J^2}{3\Delta} \sum_i \hat{n}_{i,\uparrow}\hat{n}_{i,\downarrow} - \frac{4J^2}{3\Delta} \hat{T}_{XY} + \frac{J^2}{\Delta} \hat{T}_1 + \frac{2J^2}{\Delta} \hat{T}_2 + \frac{2J^2}{\Delta} \hat{T}_4 + \hat{H}_D.
$$

(S11)

Herein, the central energy scale is given by the effective hopping rate $J^{(2)} = J^2 / \Delta$. The individual terms are off-diagonal hopping processes $\hat{T}_1$, $\hat{T}_2$ and $\hat{T}_4$, as well as diagonal contributions:

$$
\begin{align*}
\hat{H}_0 &= \Delta \sum_{i,\sigma} \hat{n}_{i,\sigma} + 2\Delta \sum_i \hat{n}_{i,\uparrow}\hat{n}_{i,\downarrow}, \\
\hat{T}_{XY} &= \sum_{i,\sigma} (\hat{c}_{i,\sigma}\hat{c}_{i+1,\sigma}\hat{c}_{i+1,\sigma}\hat{c}_{i,\sigma} + \text{h.c.}), \\
\hat{T}_1 &= \sum_{i,\sigma} ((1 - \hat{n}_{i+2,\sigma})(1 - 2\hat{n}_{i+1,\sigma})\hat{n}_{i,\sigma}\hat{c}_{i+2,\sigma} + \text{h.c.}), \\
\hat{T}_2 &= \sum_{i,\sigma} ((1 - \hat{n}_{i+2,\sigma})\hat{n}_{i,\sigma}\hat{c}_{i+1,\sigma}\hat{c}_{i+2,\sigma} + \text{h.c.}), \\
\hat{T}_4 &= \sum_{i,\sigma} ((\hat{n}_{i,\sigma} - \hat{n}_{i+2,\sigma})^2(1 - 2(\hat{n}_{i+2,\sigma} - \hat{n}_{i,\sigma})) \times \hat{c}_{i,\sigma}\hat{c}_{i+1,\sigma}\hat{c}_{i+2,\sigma} + \text{h.c.}), \\
\hat{H}_D &= -\frac{4J^2}{3\Delta} \left(2 \sum_i \hat{n}_{i,\uparrow}\hat{n}_{i,\downarrow}(\hat{n}_{i+1} + \hat{n}_{i-1}) + \sum_{i,\sigma} \hat{n}_{i,\sigma}\hat{n}_{i+1,\sigma}\right).
\end{align*}
$$

(S12)

Due to renormalized interaction effects, the resonance does not exactly appear at $U = 2\Delta$, but is shifted to $2\Delta - 8J^2 / (3\Delta)$ up to second-order perturbation theory [30]. In the provided effective Hamiltonian this detuning does only enter via the term $(U - 2\Delta) \sum_i n_{i,\uparrow}n_{i,\downarrow}$ although in general it should also appear in every second-order process. In the following, we will show that it is sufficient to only keep this term at second order of perturbation theory and that it is not necessary to include additional corrections. To this end let us assume that $J \ll U, \Delta$ and at the same time $|U - 2\Delta| \ll J \ll \Delta$. More precisely, $|U - 2\Delta| = O \left(\frac{J^2}{\Delta}\right)$. In this regime we can use degenerate perturbation theory, with well-defined degenerate subspaces of the Hamiltonian $H_0 = U \sum_i n_{i,\uparrow}n_{i,\downarrow} + \Delta \sum_i n_{i,\sigma}$. We closely follow Ref. [33] in the following derivation. In particular let us focus on the off-diagonal second-order contributions in comparison to
the detuning term. These are

\[-J^2 \left( \frac{1}{U + \Delta} + \frac{1}{U - \Delta} \right) \hat{T}_{XY} + \frac{J^2}{2} \left( \frac{1}{\Delta} + \frac{1}{U - \Delta} \right) \hat{T}_1 - \frac{2J^2}{U - \Delta} \hat{T}_2 + J^2 \left( \frac{1}{U - \Delta} + \frac{1}{\Delta} \right) \hat{T}_4^L - J^2 \left( \frac{1}{\Delta} - \frac{1}{U + \Delta} \right) \hat{T}_4^R \]

\[+ (U - 2\Delta) \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} + \hat{H}_0, \]  

(13)

where we used the notation

\[\hat{T}_4^L = \sum_{i,\sigma} (\hat{n}_{i,\sigma} (1 - \hat{n}_{i+2,\sigma}) \hat{c}_{i,\sigma} \hat{c}_{i+1,\sigma}^\dagger \hat{c}_{i+1,\sigma} \hat{c}_{i+2,\sigma} + \text{h.c.}),\]

(14)

\[\hat{T}_4^R = \sum_{i,\sigma} (\hat{n}_{i,\sigma} \hat{c}_{i+2,\sigma} \hat{c}_{i,\sigma} \hat{c}_{i+1,\sigma}^\dagger \hat{c}_{i+1,\sigma} \hat{c}_{i+2,\sigma} + \text{h.c.}).\]

(15)

It is important to notice that all coefficients match with those in Eq. (11) in the limit $U \to 2\Delta$. In fact, let us write $U = 2\Delta + \epsilon$ with $|\epsilon| \ll J \ll \Delta$. Then any coefficient $J_{\text{eff}}$ in Eq. (13) can be expressed as

\[J_{\text{eff}} = J^2 \frac{1}{\epsilon \Delta \pm \epsilon} = \frac{J^2}{\epsilon \Delta \pm \epsilon} \frac{1}{\epsilon^2 / (\epsilon \Delta)} = \frac{J^2}{\epsilon \Delta} \left( 1 \pm \frac{\epsilon}{\epsilon \Delta} + O \left( \frac{\epsilon^2}{\epsilon \Delta^2} \right) \right) \approx \frac{J^2}{\epsilon \Delta}, \]

(16)

for some $c \sim O(1)$ number. For the terms in Eq. (13) $c = 1, 2$ or 3. Therefore, we conclude that to second order, these corrections can be neglected, whenever $|U - 2\Delta| \ll J \ll \Delta$, though we should still keep the correction term $U \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} + \Delta \sum_i \hat{n}_i - \hat{H}_0 = \epsilon \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}$.

2. Effective Hamiltonian with tilt difference

The effective Hamiltonian in Eq. (2) was obtained under the assumption of a spin-independent tilt $\Delta \equiv \Delta_{\uparrow} = \Delta_{\downarrow}$, together with $\Delta \gg |J, |U|$. Nevertheless, our experimental setup allows us to tune the tilts in the regime $|\Delta_{\uparrow} - \Delta_{\downarrow}|/|\Delta_{\uparrow}| \in [0.006, 0.11]$ using the technique of RF dressing. To simplify notations and because the experimental implementation does not play any role for the following discussion, we denote the spin-dependent tilt for the dressed states in this section simply as $\Delta_{\sigma}$. Now, as long as $\delta_{\Delta} \equiv \Delta_{\downarrow} - \Delta_{\uparrow} > 0$, is small compared to the hopping rate $J (\delta_{\Delta} \ll J)$ our perturbative expansion also works up to some additional contributions. To see how this happens let us write Eq. (1) as follows

\[\hat{H} = -J \sum_{i,\sigma} (\hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} + \text{h.c.)} + U \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} + \Delta_{\uparrow} \sum_i \hat{n}_i + \delta_{\Delta} \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}. \]

(17)

Since $\Delta_{\uparrow} \gg J \gg \delta_{\Delta}$, we just keep the small contribution in $\delta_{\Delta}$ and follow the same expansion in $J/\Delta_{\uparrow}$ as for a spin-independent tilt. Since $\sum_i \hat{n}_{i,\uparrow} \sum_i \hat{n}_{i,\downarrow} = 0$, this contribution appears already at first order. Thus, the resulting effective Hamiltonian becomes

\[H_{\text{eff}} = J^{(3)} (\hat{T}_3 + 2\hat{T}_{XY}) + 2J^{(3)} \hat{V} + \hat{U} \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} + \Delta_{\uparrow} \sum_i \hat{n}_i + \delta_{\Delta} \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}. \]

(18)

To understand the effect of the additional term in $\delta_{\Delta}$, we consider the following family of states $\{|n\rangle\} = \{|\ldots \uparrow \uparrow \uparrow \uparrow \downarrow \uparrow \uparrow \rangle\}$ with a doublon $\uparrow$ at lattice site $n$ and a hole at site $n + 1$ in the chain surrounded by a polarized background. This background can be of whatever uniform polarization. This set defines a Krylov subspace left invariant under the action of $H_{\text{eff}}^{\text{dip}}$. In particular, the term $\hat{T}_{XY}$ has a trivial action and every diagonal contribution, except the term in $\delta_{\Delta}$, is proportional to the identity in this subspace. Thus, we project Eq. (18) into this subspace leading to the single-particle Hamiltonian

\[\hat{H}_{\text{eff}}^{\text{dip}} (\{|n\rangle\}) = -J^{(3)} \sum_n |n\rangle \langle n + 1| + \text{h.c.} + \delta_{\Delta} \sum_n n |n\rangle \langle n| \]

(19)

that describes a doublon-hole pair surrounded by a uniform polarized background and that propagates as a single-particle with hopping amplitude $J^{(3)}$ in the presence of a tilt $\delta_{\Delta}$. Therefore, quenching the system from an initial state $|n\rangle$ leads to a constant single-gon imbalance $I_S(t) = 0$ and Bloch oscillations in the doublon imbalance with the analytical form $I_D(t) = J_0 \left( \frac{\sin(\frac{\pi}{2} \frac{\delta_{\Delta} t}{\hbar})}{\delta_{\Delta} \hbar} \right)$, where $J_0$ denotes the 0th order Bessel function of the first kind and $h$ the Planck constant [20]. This leads to a time-average value at infinite time equal to $J_0^2 \left( \frac{\delta_{\Delta}^{(3)}}{\Delta_{\uparrow}} \right)$, shown in Fig. 3f in the main text.

The relation with previous studies of dipole-conserving systems with spin-1 variables and 3-local Hamiltonians [23] can be made explicit by the following mapping. We can distinguish between charge and spin quantum numbers respectively defined on a site via $\hat{q}_i \equiv \hat{n}_i - 1$ and $\hat{S}_i^\sigma \equiv \hat{n}_{i,\uparrow} - \hat{n}_{i,\downarrow}$. Thus a state $|n\rangle$ can be interpreted as a douple $|+\rangle$ (in charge degrees of freedom) in a zero-charge background.

So far we have focused on the regime $J \gg \delta_{\Delta}$, where we could simply use the usual perturbative Schrieffer-Wolff technique to obtain an effective Hamiltonian (or equivalently a high-frequency expansion in the reference frame of the tilt [20]). However, this is not the case when $J \geq \delta_{\Delta}$ and for generic tilts such that $\delta_{\Delta}/\Delta_{\uparrow} \notin \mathbb{Q}$. This requires a different approach and it is in fact a direct application of the theory developed in [26] (see in particular Sec. VIII.B and Appendix A) for quasiperiodically
driven systems. Let us write Eq. 1 in the frame where it becomes a quasiperiodic Hamiltonian

$$
\hat{H}(t) = -J \sum_{i, \sigma} \hat{c}_{i, \sigma}^\dagger \hat{c}_{i+1, \sigma} e^{-i \Delta \sigma t} + \text{h.c.}
+ U \sum_i \hat{n}_{i, \uparrow} \hat{n}_{i, \downarrow},
$$

(S20)

with periods $T_\sigma = 2\pi / \Delta \sigma$ for $\sigma = \uparrow, \downarrow$. Then we can decompose $\hat{H}(t) = \sum_{n, n_2} \hat{c}_{i, \sigma} e^{i (\Delta \sigma n_1 + \Delta \sigma n_2) t} \hat{H}_{n, n_2}$ in terms of a Fourier series with the only non-vanishing terms $\hat{H}_{(0,0)}, \hat{H}_{(\pm1,0)}, \hat{H}_{(0,\pm1)}$.

Following appendix A in [56], we can obtain an effective static Hamiltonian as a perturbative expansion in $J / \Delta \sigma$. The 0th order contribution is given by the diagonal term $\hat{H}_{(0,0)} = U \sum_i \hat{n}_{i, \uparrow} \hat{n}_{i, \downarrow}$ and the first order contribution vanishes up to boundary terms, in both cases agreeing with the result for a spin-independent tilt [30]. Using [56], we explicitly obtain the second order contribution

$$
\sum_{n \neq 0} \left( \frac{1}{2(n \cdot \omega)^2} [\hat{H}_{n, [\hat{H}_0, \hat{H}_{-n}]}]
+ \sum_{m \neq 0, n} \frac{1}{(m \cdot \omega)(n \cdot \omega)} [\hat{H}_{-n}, [\hat{H}_{n-m}, \hat{H}_m]] \right)
$$

where we have used the notation $\vec{n} = (n_1, n_2)$ and $\omega = (\Delta \uparrow, \Delta \downarrow)$. Since $[\hat{H}_{(\pm1,0), [\hat{H}_0, (0,\pm1)]} = 0$ as well as $[\hat{H}_{(\pm1,0)}, [\hat{H}_0, (0,\pm1)] = 0$ (up to boundary terms), the only non-trivial contribution is given by $\sum_i (\hat{n}_{i+1, \uparrow} - \hat{n}_{i, \uparrow})(\hat{n}_{i+1, \downarrow} - \hat{n}_{i, \downarrow})$, namely a diagonal contribution but no correlated hopping process. This is in line with the fact that dipole-conserving processes require the presence of interactions [25, 27, 30]. For a spin-independent tilt the Hubbard interaction mediates these hoppings involving the two spin species and leading to the conservation of the dipole moment $\sum_i \hat{n}_i$. On the other hand, when the tilts are different, we expect the dipole moment for each spin to be independently conserved. However, these processes would require longer-range interactions involving the same spin species (e.g., $\sum_{i, \sigma} \hat{n}_{i, \sigma} \hat{n}_{i+1, \sigma}$). Thus, we expect that the effective Hamiltonian for $J, U \ll \Delta \sigma$ with $J \geq \delta$ and $\Delta \sigma / \Delta \downarrow \notin \mathbb{Q}$ obtained from Eq. 1 to only contain diagonal contributions, thus leading to frozen dynamics.

3. Role of the Schrieffer-Wolff transformation

Given a general static Hamiltonian $\hat{H} = g \hat{H}_0 + \hat{V}$ with $[\hat{V}, \hat{H}_0] \neq 0$, there are different approaches to obtain the effective Hamiltonian in the limit $g \to \infty$. The general idea is to find a unitary transformation that brings the Hamiltonian $\hat{H}$ close to a block-diagonal form in the eigenbasis of $\hat{H}_0$, though the choice of this rotation is not unique. One of those approaches is given by the Schrieffer-Wolff transformation, which allows us to obtain a local effective Hamiltonian in a perturbative manner [55]. This is achieved through a unitary transformation $e^{i \hat{S}}$ (with $[\hat{S}, \hat{H}_0] \neq 0$), which is chosen such that the off-diagonal terms $R$ can be made exponentially small $||R|| \leq e^{-tg}$, when truncating the series to a finite optimal order $n^*$ [24, 56]. This is

$$
e^{i \hat{S}} \hat{H} e^{-i \hat{S}} = \hat{H}_{\text{eff}} + R,
$$

(S22)

with $[\hat{H}_0, \hat{H}_{\text{eff}}] = 0$. Thus, it implies that $e^{-i \hat{S}} \hat{H}_0 e^{i \hat{S}}$ is an almost-conserved observable, in the sense of Theorem 3.2 in [54]. We may write

$$
\hat{H}_{\text{eff}} = \sum_k \hat{H}^{(k)}_{\text{eff}}
$$

(S23)

Here, $\hat{H}^{(k)}_{\text{eff}}$ is the contribution to the effective Hamiltonian at order $k$, which scales as $1 / g^k$. In addition to the emergent symmetry $[\hat{H}_0, \hat{H}_{\text{eff}}] = 0$, the effective Hamiltonian, truncated to order $n$ is fragmented in the local number basis consisting of number states, $|n\rangle$ for the regimes of interest. Each fragment is a connected subset of the set of number states, where the connectivity is defined by the Hamiltonian treated as an adjacency matrix [23]. Higher orders $\geq n$ will mix most of these fragments. Each of these fragments defines a subspace $K = \{|n\rangle\}$, to which we can associate a projector $P_K$ such that $[P_K, \sum_n \hat{H}^{(k)}_{\text{eff}}] = 0$. Thus, in the limit $g \to \infty$, we find that $[\hat{H}, P_K] \sim O(1/g^{n+1})$ with $P_K = e^{-i \hat{S}} P_K e^{i \hat{S}}$. This means that fragmentation physics of the $n$th-order effective Hamiltonian $\hat{H}^{(n)}_{\text{eff}}$ is expected to survive up to times $t \sim g^{n+1}$. This implies that this a transient phenomenon, when realized perturbatively as in the case of the tilted Fermi-Hubbard model. The fragment is spanned by the states $\tilde{K} = \{e^{-i \hat{S}} |n\rangle\}$. This is not a fragment in the number basis but some locally dressed version of it since $\hat{S}$ is local and $1 / g \ll 1$. However, since $\lim_{g \to \infty} e^{i \hat{S}} = 1$, this means $\tilde{K} \to K$.

S2. Details on numerical techniques

In this section we discuss the numerical methods that were used to simulate the dynamics of the system as well as to investigate the fragmented structure. We can split these into two main approaches: (1) Tensor network (TN) algorithms and (2) Exact diagonalization (ED) for small system sizes.

1. Tensor network algorithms and convergence of simulations

We use time-evolving block decimation (TEBD) [55] to simulate the real-time dynamics. This method is particularly amenable for nearest-neighbor Hamiltonians, as
it trotterizes the time evolution into local gates, truncating after every step keeping the largest $\chi$ Schmidt values. In the following we fix the tilt $\Delta = 8J$ and analyze the convergence of TEBD for the imbalance $I(t), I_S(t)$ and $I_D(t)$ in the two regimes $U = 2.7J$ (dipole-conserving regime) and $U = 15.7J$ (resonant regime) for a given initial state (no averaging). Notice that requiring convergence for local observables does not imply convergence in other observables like the half-chain entanglement entropy. We use a second-order Trotter decomposition with time step $dt = 0.01\tau$ and provide numerical data that shows that these parameters are sufficient to get a good convergence. Moreover, as we probe different families of initial states, we focus on the convergence of $n_D$ with the largest fractal dimension, which generates the largest amount of entanglement. In particular we fix $n_D = 0.46$ as this is the highest doublon fraction in the experiment.

We first analyze the real-time evolution governed by the tilted Fermi-Hubbard chain in Eq. (I). Fig. S13a shows perfect convergence of the time traces when doubling the bond dimension for the dipole-conserving regime with system size $L = 101$ and up to times $t = 140\tau$.

Fig. S13b shows results in the resonant regime for system size $L = 51$ and various bond dimensions. Unlike for the previous case, the agreement is quantitative only for times $t \leq 40\tau$ and only qualitative at later times. Although the quantitative disagreement between the traces is marginal, we observe that even at bond dimension 1600 the traces have not yet fully converged. Notice that this regime is less non-ergodic than the previous one due to the additional dynamical processes. This leads to faster spreading of correlations and thus stronger truncation errors at early times. Nevertheless, for doublon fraction $n_D = 0$, we find a perfect agreement at all times. We further analyze convergence in terms of the Trotter step $dt$ in Fig. S13c for the dipole-conserving regime and Fig. S13d for the resonant regime. Our conclusions are the same, i.e. perfect convergence is observed for the former upon halving the Trotter step, while deviations appear at resonance for $t \leq 80\tau$.

Once we have understood the limitations of these methods for the exact evolution, we now address the implementation of the effective dynamics. The effective evolution of the system is given by [30]

$$
\hat{U}(t,t_0) = e^{-i\lambda\hat{S}} e^{-i(t-t_0)\hat{H}_{\text{eff}}} e^{i\lambda\hat{S}}, \quad (S24)
$$

with $\hat{S}$ a self-adjoint operator, which in these perturbative regimes is given by

$$
\hat{S}_{\text{dip}} = -i \sum_{i,\sigma} \left( 1 + \frac{U}{\Delta} \left( \hat{n}_{i+1,\sigma} - \hat{n}_{i,\sigma} \right) \right) \hat{c}^\dagger_{i,\sigma} \hat{c}_{i+1,\sigma} + \text{h.c.}, \quad (S25)
$$

for the dipole-conserving regime and

$$
\hat{S}_{\text{res}} = -i \sum_{i,\sigma} \left( 1 - 2\hat{n}_{i,\sigma} - \frac{2}{3}\hat{n}_{i+1,\sigma} + \frac{8}{3}\hat{n}_{i,\sigma} \hat{n}_{i+1,\sigma} \right) \hat{c}^\dagger_{i,\sigma} \hat{c}_{i+1,\sigma} + \text{h.c.}, \quad (S26)
$$

in the resonant regime, with $\lambda = J/\Delta \ll 1$ a small perturbative parameter. Thus, in order to implement the dynamics we apply three different time evolutions in the following way: after obtaining the MPS representation of the initial state $|\psi(0)\rangle$,

1. In order to apply the operator $e^{i\lambda\hat{S}}$ we treat $\lambda$ as a “time” and apply a backward evolution with the operator $\hat{S}$ as the “Hamiltonian” and duration $\lambda$. This will already generate a considerably amount of entanglement as $\hat{S}$ takes the form of a hopping Hamiltonian.

2. For a given time duration $t$, we evolve with Hamiltonian $\hat{H}_{\text{eff}}$ thus obtaining $e^{-it\hat{H}_{\text{eff}}} e^{i\lambda\hat{S}} |\psi(0)\rangle$.

3. Finally, to measure a given observable, we make a copy of the resulting MPS and apply the operator $e^{-i\lambda\hat{S}}$, again, by treating $\lambda$ as “time” and applying a forward evolution with $\hat{S}$ and duration $\lambda$.

Since the effective Hamiltonians are not of nearest-neighbor type, we group pairs of sites in order to apply the TEBD algorithm. Finally, we investigate the convergence behavior of the effective Hamiltonians. We expect that the convergence in case of the effective Hamiltonians is faster than of the full Hamiltonian because they only contain the leading order terms that generate less entanglement. We show the result of the analysis in Fig. S13e for the dipole-conserving regime. Here the agreement is perfect upon increasing the bond dimension. The traces from the resonant regime in Fig. S13f show the same qualitative behavior as for the exact Hamiltonian with quantitative accordance for times $t \leq 50\tau$.

2. Time-averaged imbalance and comparison between exact and effective dynamics

As mentioned in the main text, we reproduce our experimental time traces with TEBD simulations for system sizes $L = 51$ and $L = 101$. A better agreement with the experimentally prepared initial state is achieved by including 20% holes on even sites. From an earlier experiment with similar conditions [31] this number appears to be reasonable. Holes in the initial state effectively cut the chain and restrict the dynamics because the processes of the effective Hamiltonians require certain charge configurations for resonant hoppings to take place. Consequently, the observed imbalance is higher than in the ideal situation and this describes our experimental data.
much more accurately. In addition, the simulations typically show strong oscillations, especially in the dipole-conserving regime that are not observed experimentally. Since we average over the entire atomic ensemble, such coherent signatures quickly dephase and we measure an average value. Therefore, we compare the data in the main text to time-averaged imbalance traces defined as

\[ I(t) = \frac{1}{t} \int_0^t I(\tau) d\tau. \]  

(S27)

The effect of the time average is illustrated in Fig. S16a for simulations with the effective Hamiltonian in the dipole-conserving regime for an initial state with \( n_D = 0.46 \) without holes and on a system with 101 (panels a-c) or 51 lattice sites (panels d-f). a In the dipole-conserving regime (\( \Delta = 8.0J, U = 2.7J \)) the charge imbalance time traces show perfect agreement upon doubling the bond dimension. This observation equally applies for a reduced Trotter step size at constant \( \chi = 400 \). c For the effective Hamiltonian the convergence with bond dimension is equally established. d In the resonant regime \( U = 15.7J \approx 2\Delta \) the qualitative agreement is good throughout, but for evolution times \( \geq 40\tau \) the traces start to diverge. Thus, in this regime the simulations are not yet fully converged even for bond dimension 1600. e The behavior is qualitatively the same upon a reduction of the Trotter step at \( \chi = 400 \). f The convergence for the effective Hamiltonian shows a similar trend as the exact one in panel (d), i.e. at late times the traces start to diverge.

FIG. S15. Convergence analysis of TEBD simulations with exact Eq. (1) and effective Hamiltonians Eq. (2) and Eq. (S11): All traces are computed for one single initial state with Eq. (S11) for both parameter regimes studied in the main text. Solid lines show the time-averaged traces. Experimental data in the dipole-conserving regime \( \Delta = 8 \) without holes and on a system with 101 lattice sites \( (\text{panels } a-c) \) or 51 lattice sites \( (\text{panels } d-f) \). a In the dipole-conserving regime \( (\Delta = 8.0J, U = 2.7J) \) the charge imbalance time traces show perfect agreement upon doubling the bond dimension. b This observation equally applies for a reduced Trotter step size at constant \( \chi = 400 \). c For the effective Hamiltonian the convergence with bond dimension is equally established. d In the resonant regime \( U = 15.7J \approx 2\Delta \) the qualitative agreement is good throughout, but for evolution times \( \geq 40\tau \) the traces start to diverge. Thus, in this regime the simulations are not yet fully converged even for bond dimension 1600. e The behavior is qualitatively the same upon a reduction of the Trotter step at \( \chi = 400 \). f The convergence for the effective Hamiltonian shows a similar trend as the exact one in panel (d), i.e. at late times the traces start to diverge.

FIG. S16. Comparison between full and time-averaged traces: a Experimental data in the dipole-conserving regime (see Fig. 2) with an initial doublon fraction of \( n_D = 0.28(4) \) together with TEBD simulations with \( n_D = 0.26 \) of the effective Hamiltonian from Eq. (2) on \( L = 101 \) lattice sites \( [U = 2.7J \text{ and } \Delta = 8.0J] \). The time-averaged trace captures the average value of the oscillating full trace and matches the experimental data. b Comparison of numerical time traces from the exact [Eq. (1)] and effective Hamiltonians [Eqs. (2) and (S11)] for both parameter regimes studied in the main text. Solid lines show the time-averaged traces.
pronounced on resonance.

3. **Doublon number conservation and infinite-temperature imbalance**

While TEBD allow us to reach rather large system sizes on intermediate time scales, ED is more amenable to simulate the long-time behavior as well as exact properties of the system. Here we are limited to system sizes $L = 17$ due to the spin degree of freedom and the large corresponding dimension of the Hilbert space. To simulate the system, we write Hamiltonian (1) in the subspace with fixed particle numbers $N_{\uparrow}$ and $N_{\downarrow}$. In order to study the fragmented structure, we directly construct the effective Hamiltonians within the corresponding global symmetry sectors. Experimentally, the local $S^z$-basis is the relevant one to study the fragmented structure, as initial states are prepared as incoherent sums over product states in this basis. These are labeled by $N_1, N_2$ and the respective effective global conserved quantity. Focusing on the experimentally prepared CDW initial states for different $n_D$, we numerically construct their containing fragments, treating the effective Hamiltonian as an adjacency matrix [30] in the local $S^z$-basis. This way, we identify all states dynamically connected to a given initial state and thus the full fragmented structure of the Hilbert space.

In the regime $\Delta \gg |U|, J$ the relevant conserved quantity is the dipole moment $\hat{P} = \sum_i \hat{n}_i \pm \hat{\sigma}$. In fact, the fragmented structure in this regime can be partially understood using the analogous spin-1 Hamiltonian previously studied in [23] and an additional distinction between charge and spin degrees of freedom. For fixed $n_D$, different initial states may correspond to different dipole moments and thus different symmetry sectors, depending on the configuration of the additional doublons. Note, that in the experiment this is not relevant, since we always prepare initial states with the same dipole moment. As already mentioned in the main text, in this work the diagonal interaction energy $U$ is large compared to the effective hopping rate ($U \gg J^{(3)}$) such that processes, that do not conserve the doublon number, are suppressed. In order to model the short-time dynamics via the construction of the Krylov fragments appropriately, we can obtain the dynamically relevant sectors not only via the conserved dipole moment, but further impose the independent conservation of the doublon number under the action of the effective Hamiltonian in Eq. (2). Since this is not a conserved quantity of $H_{\text{eff}}$, the term $T_3$ in the original effective Hamiltonian thus needs to be replaced by the doublon number conserving term $n_D$. From the construction of the dynamical fragments of an effective Hamiltonian as explained above we obtain all states connected within the respective fragment. By computing their respective imbalance and weighing all states equally we finally retrieve the infinite-temperature imbalance $I(T = \infty)$. At the same doublon fraction $n_D$ not all states have the same dipole moment and hence, they do not live within the same symmetry sector. Consequently, we average over all fragments that we identify at a given doublon fraction, resulting in the numerical error bars shown in Fig. 2 in the main text.

S3. Simulations with the approximate method

As explained in the previous sections of the supplementary material, we have several experimental imperfections, which possibly influence the dynamics. While these effects are not included in the computations with the effective Hamiltonian and respective ED simulations, we tackle them with a newly-developed approximate method [32] for the full Hamiltonian of the system in Eq. (1). We show that the imperfections in our system do not have a significant quantitative influence on the experimental observations presented in the main text.

We consider three experimental imperfections that are described in detail in the sections above:

1. **Time-dependent interaction strength**: As presented in sec. [S6] the time-dependent interaction strength can be modeled with an exponential defined as $U(t)/J = U_0/J + 1.8 \cdot \exp(-t/32.0)$, where $U_0$ is the set interaction strength and $t$ denotes the evolution time in tunneling times.

2. **Interaction averaging**: The interaction strength is not uniform along the lattice due to a gradient in the total magnetic field as described in sec. [S5]. We can model this effect using a spatially varying interaction, $U(i)$, where $i$ is the lattice site number.

3. **Doublon loss**: Due to light-assisted collisions we have a finite doublon lifetime in the experiment, as described in sec. [S3]. These losses are not included in the ED calculations in the main text, since this cannot be accomplished without a master equation approach [29], which would exceed the scope of this work.

We use a Lindblad master equation,

$$\dot{\rho} = -\frac{i}{\hbar}[\hat{H}, \rho] + \gamma \sum_{i=1}^{L} \hat{L}_i \rho \hat{L}_i^\dagger - \frac{1}{2} \{\hat{L}_i^\dagger \hat{L}_i, \rho\}$$  \hspace{1cm} (S29)

with the jump operator $\hat{L}_i = \hat{c}_i \pm \hat{c}_i^\dagger$ representing the loss of a doublon at site $i$. Here, $\rho$ is the many-body mixed state and $\hat{H}$ is the Hamiltonian from Eq. (1) with a spatially and temporally varying interaction strength,
FIG. S17. Impact of experimental imperfections: Calculations based on the approximate method in Ref. [52] for the investigation of experimental imperfections in the dipole-conserving regime $U = 2.7J$ (top row) and the resonance regime $U \simeq 2\Delta$ (bottom row). a) Doublocon imbalance time evolution for the ideal case as well as with time-dependent interaction strength $U(t)$ as well as the interaction averaging $dU$. These effects basically average out oscillations without altering the steady-state value. The experimental data not only shows excellent agreement, but further shows that we cannot resolve the effect of imperfections. b) Charge imbalance on resonance for a doublon fraction of 45%. The opacity encodes the same effects as in (a) and is explained in the legend. c) and d) Imbalance time trace emphasizing the effect of the doublon loss, the other imperfections are included. The effect is only marginal on the observation time. e) Time evolution of the doublon fraction for the same parameters as in a-d and numerical simulations with the doublon loss included. Our recorded doublon fraction is very well explained by this model. f) The same comparison for the resonance regime.

$U(i, t)$. We use the method described in Ref. [52] to solve the above master equation.

We use parameters $\ell = 5, k^\uparrow = 3$ and $k^\downarrow = 3$. We introduce a new parameter $k^\uparrow\downarrow$ analogous to $k^\uparrow$ and $k^\downarrow$ that represents the diameter of a shell around a given atom, the doublons inside which are considered for the time dynamics of the given atom (see Ref. [52] for more details). We use $k^\uparrow\downarrow = 3$. The values of these parameters were chosen following a convergence test. In order to estimate the error, we perform some of the simulations for a set of larger values, i.e., $\ell = 6, k^\uparrow = k^\downarrow = k^\uparrow\downarrow = 4$ and compute the change in the mean value of the imbalance. We find that this change is $\sim 0.006$ for doublon imbalance and $\sim 0.001$ for singlon imbalance. We approximate the loss of doublons, described by the jump operators, by introducing an exponentially small decay of the projection of the quantum state to the subspace consisting of at-least one doublon. More precisely, if $P$ is the projector to the singlon subspace, we apply $e^{-P\gamma\delta t}$ at each time step, followed by a normalization. Here, $\gamma$ is the rate of the loss and $\delta t$ is the timestep. The value of $\gamma$ was calibrated to be $1/145 \times 2\pi J$ using data shown in Fig. S6. In Fig. S17, we show the time dynamics computed with and without the above mentioned imperfections. As we can see, the imperfections don’t have a significant effect on the time dynamics of the charge imbalance and the doublon imbalance alike. We attribute the slight disagreement between the computation and the data in the doublon number dynamics (Fig. S17c and Fig. S17f) to the errors in the computations due to the approximation made in modeling the time evolution under the jump operators, mentioned above.

IV. NUMERICAL PARAMETERS

Here we provide the parameters used for the simulations presented in the main text and this supplementary information.
TABLE S1. **Numerical parameters:** The table summarizes the numerical parameters used in the ED and TEBD simulations employed in this work ($n_h$: hole fraction, $\chi$: bond dimension, $e^{\lambda S}$: Schrieffer-Wolff transformation respected?). The standard Trotter step of TEBD simulations (if not mentioned otherwise) is $0.01\tau$.

| Panel | $U/J$ | $L$ | $n_D$ | $n_h$ | $\chi$ | $e^{\lambda S}$? | Comments |
|-------|-------|-----|-------|-------|-------|-----------------|----------|
| 1c    | 2.7   | 101 | 0.0   | 0.27  | 0     | 400 (eff.) Yes  |          |
|       |       | 52  |       |       |       |                 |          |
| 2a    | 2.7   | 101 | 0.0   | 0.26  | 0.2   | 700 (ex.) 400 (eff.) Yes | If not mentioned otherwise, time traces are averaged over 10 random initial states |
| 2b    | 2.7   | 101 | 0.0   | 0.26  | 0.2   | 700 (ex.) 400 (eff.) Yes |          |
| 2d    | 2.7   | 101 | 0.46  | 0.2   | 700 (ex.) - Only exact Hamiltonian |          |
| 3b    | 15.7  | 51  | 0.46  | 0.2   | 400 (ex.) 500 (eff.) Yes | In ED we combined multiple system sizes to realize more values for $n_D$ |
|       |       |     |       |       |       |                 |          |
| 4a    | 2.7   | 101 | 0.0   | 0.26  | 0.2   | 700 (ex.) 400 (eff.) Yes |          |
|       |       |     |       |       |       |                 |          |
| S10a  | 2.7   | 101 | 0.0   | 0.26  | 0.2   | 700 (ex.) 400 (eff.) Yes |          |
| 4b    | 15.7  | 51  | 0.46  | 0.2   | 400 (ex.) 500 (eff.) Yes |          |
| S14   | 0     | 101 | 0     | 0.2   | 700   Yes Only exact Hamiltonian |          |
| S15a  | 2.7   | 101 | 0.46  | 0     | see legend Yes | All traces of the convergence analysis are obtained for the same single initial state. Exact Hamiltonian |          |
| S15b  | 2.7   | 101 | 0.46  | 0     | 400   Yes Exact Hamiltonian |          |
| S15c  | 2.7   | 101 | 0.46  | 0     | see legend Yes | Effective Hamiltonian |          |
| S15d  | 15.7  | 51  | 0.46  | 0     | see legend Yes | Effective Hamiltonian |          |
| S15e  | 15.7  | 51  | 0.46  | 0     | see legend Yes | Effective Hamiltonian |          |
| S15f  | 15.7  | 51  | 0.46  | 0     | see legend Yes | Effective Hamiltonian |          |
| S16a  | 2.7   | 101 | 0.26  | 0.2   | 400   Yes Only effective Hamiltonian Same data as in 2b |          |
| S16b  | 2.7   | 101 | 0.26  | 0.2   | 400   Yes Only effective Hamiltonian Same data as in 2b |          |

$U/J = 2.7$: 700 (ex.) 400 (eff.) $U/J = 15.7$: 700 (ex.) 500 (eff.) Yes

$U/J = 15.7$: 700 (ex.) 500 (eff.) Yes

$U/J = 2.7$: 700 (ex.) 400 (eff.) $U/J = 15.7$: 700 (ex.) 500 (eff.) Yes

Simulations with the approximate method developed in [52] $U$ varies in space and time

Including the doublon loss at rate $\gamma = 1/145\tau$