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This paper proposes a new no-equilibrium chaotic system that has the ability to yield infinitely many coexisting hidden attractors. Dynamic behaviors of the system with respect to the parameters and initial conditions are numerically studied. It shows that the system has chaotic, quasiperiodic, and periodic motions for different parameters and coexists with a large number of hidden attractors for different initial conditions. The circuit and microcontroller implementations of the system are given for illustrating its physical meaning. Also, the synchronization conditions of the system are established based on the adaptive control method.

1. Introduction

Encouraging progress has been made on chaos in the past few decades. An important change is to recognize the great application potential of chaos in engineering. Nowadays, chaos generation has become an important research issue arousing constant concern. Inspired by the well-known Lorenz system [1], many different chaotic systems have been created [2–7]. There are two interesting directions in generating new chaotic systems. One is to discover chaos in nonlinear systems with very simple mathematical models. The most representative work was made by Sprott who established nineteen polynomial chaotic systems with either five terms and two nonlinear terms or six terms and one nonlinear term [8]. The other is to construct chaotic systems with special strange attractors including butterfly attractor, multiscroll attractor, multiwing attractor, hidden attractor, and coexisting attractors [9–14]. The number and type of equilibria play a decisive role in the dynamic properties of chaotic system to some extent. A classic argument is that a dynamic system with one saddle focus connected by homoclinic orbit or two saddle foci connected by heteroclinic orbit generates horseshoe chaos [15]. It is generally recognized that no equilibrium chaotic system may generate hidden attractor. Also, a lot of previous studies have shown that chaotic systems with multiple unstable equilibria usually have richer dynamic behaviors and are more likely to produce coexisting attractors. Therefore, many scholars tend to construct chaotic systems and distinguish their dynamic properties by configuring different quantities and types of equilibria. Chaotic systems with no equilibrium, one stable equilibrium, one unstable node, two saddle foci, circular equilibria, a line equilibria, and other types of equilibria have been reported [16–19].

Recently, the study of coexisting attractors and hidden attractors in chaotic systems has aroused great enthusiasm among scholars. Li et al. studied the coexisting attractors in Lorenz systems by some numerical experiments and proposed the conditional symmetry method to yield any number of coexisting attractors [20, 21]. Kengne et al. put forward some simple jerk systems with coexisting attractors [22]. Lai et al. introduced some effective methods to construct chaotic systems with infinitely many coexisting strange attractors [23, 24]. Li et al. designed a programmable chaotic circuit with infinitely many chaotic attractors and established the coexistence of multiple attractors by simulation methods [25]. Bao et al. found that memristor-based...
chaotic systems can generate different types of coexisting attractors [26, 27]. Li et al. studied the coexisting attractors in memristor-based chaotic circuit in depth and considered its application in image encryption [28, 29]. Wei et al. studied the nonstationary chimeras in Hindmarsh–Rose neuronal network and found that the network coexists with periodic and chaotic states [30]. The history of studying the hidden attractors in dynamical systems without equilibria dates back to the well-known Sommerfeld effect, arising from feedback in the energy exchange between vibrating systems [31]. The electromechanical and drilling systems without equilibria have the ability to yield multiple hidden attractors [32, 33]. It is very interesting to generate as many hidden attractors as possible in chaotic system via some periodic functions which can continuously replicate the attractors in phase space. The attractors produced by this method usually have the same properties. Another interesting question is how many nontrivial attractors can be coexist in phase space of nonlinear system, which corresponds to a chaotic generalization [34] of the second part of Hilbert’s 16th problem. Recently, the study of hidden attractors in chaotic systems has received increasing concern. Wei et al. generated an extended Rikitake system with hidden attractors [35] and investigated the hidden hyperchaos of five-dimensional self-exciting homopolar disc dynamo via analytical and numerical approaches [36]. Pham et al. did many important works on hidden attractors and first showed different families of hidden attractors in chaotic systems [37, 38]. Danca et al. discovered the hidden attractors of the classic Rabinovich–Fabrikant system [39]. Hidden attractor that refers to attractor whose basin of attraction does not intersect with small neighborhoods of equilibria [40] embodies some mysterious unknown dynamic behaviors of the system. The phenomenon of coexisting attractors that corresponds to the generation of multiple attractors with independent basins of attractions implies the strong influence of initial conditions on the final state of system. Both hidden attractors and coexisting attractors are interesting nonlinear dynamics worthy of further study. The construction of simple no-equilibrium chaotic system with an infinite number of hidden attractors is an interesting and challenging thing. It will be of great significance to reveal the complex behaviors of simple systems. However, most existing systems can generate a limited number of attractors. So this paper aims to present a new autonomous chaotic system with infinitely many coexisting hidden attractors from the perspective of building complex behavior of simple system. Necessary theoretical and experimental researches are given to illustrate the dynamic properties of the proposed system. The circuit and microcontroller implementations and synchronization control of the system are studied. The paper is organized as follows. Section 2 derives the model of the new system. Section 3 presents the coexisting hidden attractors of the system. Section 4 implements the system for physically illustrating its dynamics. Section 5 considers its synchronization problem. Section 6 summarizes the conclusions.

2. New Chaotic System

Looking back, an augmented Sprott B system is described by the following differential equations [41]:

\[
\begin{align*}
\dot{x}_1 &= a(x_2 - x_1), \\
\dot{x}_2 &= x_1x_3 + x_4, \\
\dot{x}_3 &= b - x_1x_2, \\
\dot{x}_4 &= -cx_2,
\end{align*}
\]

where \(x_1, x_2, x_3,\) and \(x_4\) are state variables and \(a, b,\) and \(c\) are parameters. The previous study has shown that system (1) has no equilibrium and coexists with two symmetric strange attractors. Replacing the nonlinear term \(x_1x_3\) of system (1) with \(kx_1\sin(x_3)\) (\(k > 0\) is a real number), then the following new chaotic system is established:

\[
\begin{align*}
\dot{x}_1 &= a(x_2 - x_1), \\
\dot{x}_2 &= kx_1\sin(x_3) + x_4, \\
\dot{x}_3 &= b - x_1x_2, \\
\dot{x}_4 &= -cx_2.
\end{align*}
\]

System (2) and system (1) have some similar properties including the following: (i) they have no equilibrium because there exists no point that satisfies \(\dot{x}_1 = \dot{x}_2 = \dot{x}_3 = \dot{x}_4 = 0\); (ii) they are dissipative with the divergence \(\nabla V = \partial x_1/\partial x_1 + \partial x_2/\partial x_2 + \partial x_3/\partial x_3 + \partial x_4/\partial x_4 = -a < 0\) for \(a > 0\); (iii) they have the symmetry under the transformation \((x_1, x_2, x_3, x_4) \rightarrow (-x_1, -x_2, x_3, -x_4);\) and (iv) they have hidden attractors whose basins of attraction do not intersect with small neighborhoods of any equilibria. However, the remarkable difference between them is that system (2) can generate infinitely many coexisting hidden attractors while system (1) only generates no more than three attractors for given parameters. Also, to our best knowledge, system (2) has never been reported before. Thus, system (2) can be classified as a new chaotic system. The following section will give an intuitive observation of the dynamic properties of system (2).

3. Coexisting Hidden Attractors

Here, we will investigate the influence of the parameters and initial conditions on the dynamic behaviors of system (2) by simulation experiments, emphasizing the existence of infinitely many hidden chaotic and periodic attractors in system (2). We apply the well-known fourth-fifth-order Runge–Kutta method to numerically solved system (2) on Matlab platform. All the simulation results are obtained by fixing the step size \(\Delta t = 0.01\) and time region \(t \in [0, 300]\). The Lyapunov exponents are calculated along the trajectories of system (2) by using the Wolf method [42]. We also can further consider the Lyapunov exponents by using the method proposed in literature [43]. Here, the Lyapunov exponents are used to distinguish the chaotic, periodic, and stable states of system (2). So, we use the conventional method to calculate them. There is no doubt that a system with the positive largest Lyapunov exponent cannot be
judged to be chaotic directly. It also requires that the system is bounded. However, it is difficult to quantitatively establish the boundedness of the system by using the analytical method. In our simulations, we try many experiments to demonstrate the boundedness of system (2). It shows that all the state variables remain in a bounded range for a long enough time in our simulations, which partially implies the boundedness of system (2). Actually, the dissipativity of system (2) for \( \alpha > 0 \) can partially determine its boundedness. Also, the literature [44] gives an interesting work corresponding to a new idea on the boundedness of chaotic systems.

Firstly, we study the dynamic evolution of system (2) with respect to the parameters. It is easy to generate the bifurcation diagram and Lyapunov exponents of system (2) for the parameters \( a \in [4, 20], \ b = c = 1, \) and \( k = 12 \) and initial value \((1, 1, 1, 1)\). From Figure 1, we get that system (2) makes chaotic, quasiperiodic, and periodic motions for different values of \( a \). When \( a = 4 \), system (2) has a strange attractor shown in Figure 2. The maximum Lyapunov exponent \( L_1 \approx 0.4456 \) and fractal Lyapunov dimension \( D_2 \approx 3.0996 \) imply the chaotic feature of the attractor. When \( a = 12 \), system (2) performs quasiperiodic motion as its first two Lyapunov exponents \( L_1 = L_2 \approx 0 \). The phase portraits of the quasiperiodic attractor are given in Figure 3. When \( a = 20 \), system (2) performs periodic motion as illustrated in Figure 4.

We also can illustrate the dynamic evolution of system (2) corresponding to the parameters \( a = b = c = 1, k = 12 \) and initial value \((1, 1, 1, 1)\) via the bifurcation diagram and Lyapunov exponents of Figure 5. It indicates that the chaotic, quasiperiodic, and periodic motions will generate with the variation of \( c \). Figure 6 shows the chaotic and quasiperiodic motions of system (2) with \( c = 6, 12 \).

Secondly, we will consider the influence of initial value on the final state of system (2). Let the parameters \( a = 4, \ b = c = 1, \) and \( k = 12 \) and initial value \((x_{10}, x_{30}, x_{30}, x_{40})\) with \( x_{10} = x_{20} = x_{40} = 1 \); then we can plot the bifurcation diagram and Lyapunov exponents of system (2) for \( x_{30} \in [0, 35] \), as given in Figure 7. It is easy to know that system (2) coexists with six chaotic attractors for \( x_{30} \in [0, 35] \) from Figure 7. We can obtain the attractors by plotting the phase portraits of system (2) from initial values \((1, 1, 2j\pi, 1), \ j = 0, 1, 2, 3, 4, 5 \). As shown in Figure 8, the attractors are generated along the \( x_3 \)-axis and all these attractors have the same nature. Also, the coexisting quasiperiodic (or periodic) attractors can be obtained in system (2) by fixing \( a = 12, b = c = 1, \) and \( k = 12 \) (or \( a = 20, b = c = 1, \) and \( k = 12 \)). Figure 9 shows six quasiperiodic (or periodic) attractors of system (2) yielded from initial values \((1, 1, 2j\pi, 1), \ j = 0, 1, 2, 3, 4, 5 \). As a matter of fact, system (2) has the ability to generate infinitely many hidden attractors from initial values \((1, 1, 2j\pi, 1), \ j = 0, \pm 1, \pm 2, \ldots, \pm n \) along the \( x_3 \)-axis.

4. Circuit and Microcontroller Realization

From the theoretical study presented above, it is predicted that system (2) exhibits a plethora of interesting dynamic behaviors for suitable sets of parameters and initial conditions. The goal of this section is to investigate the practical implementation of system (2). The corresponding circuit in Figure 10 is designed using commercially available off-the-shelf electronic components, operational amplifiers, and analog multipliers AD633 integrated circuits, all powered by \( \pm 18 \) V symmetric voltages.

The state variables \( x_1, x_2, x_3, \) and \( x_4 \) are emulated by output signals of integrators. Using the basic electrical circuit’s laws, system (2) can be rewritten as

\[
\begin{align*}
\frac{dx_1}{dt} &= \frac{R_4}{R_1} \left( \frac{1}{RC_1} \right) \left( \frac{R}{R_2} x_2 - \frac{R}{R_1} x_1 \right) dt, \\
\frac{dx_2}{dt} &= \frac{R_5}{R_7} \left( \frac{1}{RC_2} \right) \left( \frac{R}{R_5} x_1 \sin(x_4) - \frac{R}{R_8} x_4 \right) dt, \\
\frac{dx_3}{dt} &= \frac{R_{12}}{R_{11}} \left( \frac{1}{RC_3} \right) \left( \frac{R}{R_{10}} V_b - \frac{R}{R_9} x_1 x_2 \right) dt, \\
\frac{dx_4}{dt} &= \frac{1}{RC_4} \left( \frac{R}{R_{13}} x_3 \right) dt.
\end{align*}
\]

By taking \( C_1 = C_2 = C_3 = C_4 = C, \) \( R_6 = R_9 = R_{10}, \) \( R_3 = R_4 = R_7 = R_8 = R_{11} = R_{12} = 10 \, \text{k}\Omega, \) and \( R_5 = R_6 = R_9, \) we have the parameters \( a = R/R_6, k = R/R_7, b = V_1, \) and \( c = R/R_3 \) and the time scaling factor \( \tau = t/RC \). From this point, it is easy to demonstrate that the differentiation of system (3) is equivalent to the original system (2). Let \( C = 10 \, \text{nF}, \) \( R = 100 \, \text{k}\Omega, \) \( R_6 = 25 \, \text{k}\Omega, \) \( R_7 = 8.3333 \, \text{k}\Omega, \) \( R_3 = 100 \, \text{k}\Omega, \) and \( V_b = 0 \, \text{V}; \) a chaotic behavior is observed in Figure 11. Periodic and quasiperiodic orbits are also noticed from the analog circuit; see Figure 12. Other cases of chaotic and quasiperiodic behaviors are also observed from the analog circuit, as illustrated in Figures 13 and 14.

Up to five coexisting chaotic attractors, five coexisting limit cycles, and five coexisting quasiperiodic orbits are noticed for the initial voltage of the capacitor \( C_3 \) successively fixed as \((1, 1, -6\pi), (1, 1, -4\pi), (1, 1, -2\pi), (1, 1, 0), \) and \((1, 1, 2\pi), (1, 1, 4\pi)\) as illustrated in Figure 15.

Next, we will present the microcontroller-based implementation of system (2) by using an Arduino Mega 2650 board. It is a low-cost open-source and easy-to-use electronic board based on the ATMEGA2560 microcontroller. The designed system is simulated and realized using the scheme on Figure 16. The digital outputs of the microcontroller board are connected to two R-2R ladders acting here as Digital-to-Analog Converters (DAC). The converted analog signals corresponding to the state variables of system (2) are simultaneously visualized on an oscilloscope and a computer through a low-cost data acquisition module. The program is written in such a way that the magnitude of the output signals can be adjusted within the voltage range \( 0 \rightarrow 5 \, \text{V} \). Figure 17 shows the practical setup of the experiment on the microcontroller-based implementation of system (2).
Figure 1: Bifurcation diagram and Lyapunov exponent of system (2) versus $a \in [4, 20]$ from initial value $(1, 1, 1, 1)$, where $L_1 > L_2 > L_3 > L_4$ are Lyapunov exponents of system (2) and $L_4$ is always less than $-4$.

Figure 2: Chaotic attractor of system (2) with $a = 4$, $b = c = 1$, and $k = 12$: (a) $x_3 - x_2 - x_1$; (b) $x_2 - x_3 - x_4$; (c) $x_1 - x_3$; (d) $x_2 - x_4$. 
The phase portraits and time series obtained from the microcontroller-based implementation of system (2) confirm all the predicted dynamic behaviors. Chaotic, periodic, and quasiperiodic motions are all observed as illustrated in Figure 18. Other cases of chaotic and quasiperiodic motions are also observed for appropriated sets of parameters, as illustrated in Figure 19.

The phase portraits obtained from the microcontroller-based implementation, the analog circuit, and the numerical study are all in accordance. The new chaotic system is able to generate a multitude of coexisting attractors under various types of dynamic behaviors.

5. Synchronization Control

In various chaos-based technological applications like secure communication or cryptography, synchronization is needed between a master system (sender) and a slave system (receiver). The practical realization of such mechanisms is subject to many challenges. In electronic implementations, the ageing, the temperature effects, the electromagnetic activity of the environment, and the nonideal behavior of the channel are some of the various factors which can induce huge errors and undesirable consequences. This is why it is important to design an adaptive synchronization scheme for chaotic system with unknown parameters. The adaptive synchronization of chaotic system has important practical significance. It extends the engineering applications of chaotic system and shows the ability of chaotic system to change its own characteristics or use the external control input to achieve synchronization when the information of the system and environment has some uncertainty. Among the several synchronization techniques, the adaptive method appears to be one of the most interesting because of its robustness and its simplicity of implementation. It has proved to be an effective method to synchronize the chaotic system with unknown parameters [45, 46]. In many practical systems, the parameters of systems are probably unknown or change from time to time. For such systems, the adaptive control is a better choice to realize the synchronization. Also, the adaptive control can be used in combination with other control methods. In addition, no prior knowledge of parameters is needed for master system and slave system to be synchronized [47, 48]. Because of these advantages, the adaptive control is widely accepted in academic circles and its application on synchronization has been reported by many scholars [49, 50]. This section will consider the adaptive synchronization problem of system (2). The result is based on the Lyapunov stability theory. All the parameters of the master system are accessible to measurements and those of the slave system are unknown. Consider the following master system:
Figure 4: Periodic motion of system (2) with $a = 20$, $b = c = 1$, and $k = 12$: (a) $x_3 - x_2 - x_1$; (b) $x_2 - x_3 - x_4$; (c) $x_1 - x_3$; (d) $x_2 - x_4$.

Figure 5: Bifurcation diagram and Lyapunov exponents of system (2) versus $c \in [1, 12]$ from initial value $(1, 1, 1, 1)$, where $L_4 > L_3 > L_2 > L_1$ are Lyapunov exponents of system (2) and $L_4$ is always less than $-4$. 
Figure 6: Chaotic and quasiperiodic motions of system (2) with $a = 4$ and $b = 1$: (a, b) $c = 6$; (c, d) $c = 12$.

Figure 7: Bifurcation diagram and Lyapunov exponent of system (2) with $a = 4, b = c = 1, k = 12$, and $x_{30} \in [0, 35]$, where $L_1 > L_2 > L_3 > L_4$ are Lyapunov exponents of system (2) and $L_4$ is always less than $-4$. 
\[ \begin{align*}
\dot{x}_1 &= a(x_2 - x_1), \\
\dot{x}_2 &= k x_1 \sin(x_3) + x_4, \\
\dot{x}_3 &= b - x_1 x_2, \\
\dot{x}_4 &= -c x_2,
\end{align*} \]

and the slave system is given by
\[ \begin{align*}
\dot{y}_1 &= a(y_2 - y_1) + u_1, \\
\dot{y}_2 &= k y_1 \sin(y_3) + y_4 + u_2, \\
\dot{y}_3 &= b - y_1 y_2 + u_3, \\
\dot{y}_4 &= -c y_2 + u_4,
\end{align*} \]

where \( u = (u_1, u_2, u_3, u_4)^T \) is the adaptive control law to be designed. The parameters of the slave system are all unknown and the design goal is to find the control feedback law.
Figure 11: A chaotic attractor of system (2) obtained from the analog circuit for $R_a = 25 \text{k}\Omega$, $R_s = 8.3333 \text{k}\Omega$, $R_{13} = 100 \text{k}\Omega$, and $V_b = 1 \text{V}$: (a) $x_1 - x_3$; (b) $x_2 - x_4$.

Figure 12: Quasiperiodic motion observed for $R_a = 10 \text{k}\Omega$, $R_s = 8.3333 \text{k}\Omega$, $R_{13} = 100 \text{k}\Omega$, and $V_b = 1 \text{V}$: (a) $x_1 - x_3$; (b) $x_2 - x_4$. Periodic motion observed for $R_a = 2.65 \text{k}\Omega$, $R_s = 8.3333 \text{k}\Omega$, $R_{13} = 100 \text{k}\Omega$, and $V_b = 1 \text{V}$: (c) $x_1 - x_3$; (d) $x_2 - x_4$. 
to eliminate the error between the master system and the slave system. The synchronization error is defined as follows:

\[
\begin{align*}
\varepsilon_1 &= y_1 - x_1, \\
\varepsilon_2 &= y_2 - x_2, \\
\varepsilon_3 &= y_3 - x_3, \\
\varepsilon_4 &= y_4 - x_4.
\end{align*}
\]  

The corresponding error system is written as

\[
\begin{align*}
\dot{\varepsilon}_1 &= a(\varepsilon_2 - \varepsilon_1) + u_1, \\
\dot{\varepsilon}_2 &= k(y_1 \sin(x_3) - x_1 \sin(x_3)) + \varepsilon_4 + u_2, \\
\dot{\varepsilon}_3 &= x_1 x_2 - y_1 y_2 + u_3, \\
\dot{\varepsilon}_4 &= -c\varepsilon_2 + u_4.
\end{align*}
\]  

Give the adaptive feedback control laws as follows:

\[
\begin{align*}
u_1 &= -\hat{a}(t)(\varepsilon_2 - \varepsilon_1) - g_1\varepsilon_1, \\
u_2 &= -\hat{k}(t)(y_1 \sin(x_3) - x_1 \sin(x_3)) - \varepsilon_4 - g_2\varepsilon_2, \\
u_3 &= -x_1 x_2 + y_1 y_2 - g_3\varepsilon_3, \\
u_4 &= \gamma(t)\varepsilon_2 - g_4\varepsilon_4,
\end{align*}
\]  

Figure 13: Chaotic behavior of system (2) observed for \(R_u = 25 \Omega, R_5 = 8.3333 \, k\Omega, R_{13} = 8.333 \, k\Omega, \) and \(V_b = 0.8 \, V\): (a) \(x_1 - x_3\); (b) \(x_2 - x_4\).

Figure 14: Periodic orbit observed from the analog circuit of the novel system for \(R_u = 25 \Omega, R_5 = 8.33334 \, k\Omega, R_{13} = 16.6667 \, k\Omega, \) and \(V_b = 0.8 \, V\): (a) \(x_1 - x_3\); (b) \(x_2 - x_4\).
Figure 15: Projections on $x_1 - x_3$ plane of coexisting attractors obtained from the analog circuit of system (2) for initial voltage of capacitor $C_3$ fixed as $(1, 1, -6\pi), (1, 1, -4\pi), (1, 1, -2\pi), (1, 1, 0), (1, 1, 2\pi)$, and $(1, 1, 4\pi)$: (a) coexisting five chaotic attractors; (b) coexisting five periodic attractors; (c) coexisting five quasiperiodic attractors.

Figure 16: Scheme of the experiment on microcontroller-based implementation of system (2).
where $g_1$, $g_2$, $g_3$, and $g_4$ are positive gain constants. By substituting the control laws $u_1$, $u_2$, $u_3$, and $u_4$ into system (7), we get

$$
\begin{align*}
\dot{e}_1 &= (a - \tilde{a}(t))(e_2 - e_1) - g_1 e_1, \\
\dot{e}_2 &= (k - \tilde{k}(t))(y_1 \sin(y_3) - x_1 \sin(x_3)) - g_2 e_2, \\
\dot{e}_3 &= -g_3 e_3, \\
\dot{e}_4 &= -(c - \tilde{c}(t))e_2 - g_4 e_4.
\end{align*}
$$

(9)

The errors in system (9) can be simplified by taking the parameter estimation errors as

$$
\begin{align*}
e_a(t) &= a - \tilde{a}(t), \\
e_b(t) &= b - \tilde{b}(t), \\
e_c(t) &= c - \tilde{c}(t), \\
e_k(t) &= k - \tilde{k}(t).
\end{align*}
$$

(10)

It follows that

$$
\begin{align*}
\dot{e}_a &= -\tilde{a}(t), \\
\dot{e}_b &= -\tilde{b}(t), \\
\dot{e}_c &= -\tilde{c}(t), \\
\dot{e}_k &= -\tilde{k}(t).
\end{align*}
$$

(11)

Thus, system (9) can be rewritten as

$$
\begin{align*}
\dot{e}_1 &= e_a(e_2 - e_1) - k_1 e_1, \\
\dot{e}_2 &= e_k(y_1 \sin(y_3) - x_1 \sin(x_3)) - k_2 e_2, \\
\dot{e}_3 &= -k_3 e_3, \\
\dot{e}_4 &= -e_c e_2 - k_4 e_4.
\end{align*}
$$

(12)

Next we will establish the synchronization conditions by using the Lyapunov function. Consider the Lyapunov function

$$
\begin{align*}
V(e) &= \frac{1}{2}(e_1^2 + e_2^2 + e_3^2 + e_4^2).
\end{align*}
$$

Figure 17: Practical setup for the experiment on the microcontroller-based on the implementation of system (2).

Figure 18: Experimental phase portraits from the microcontroller-based implementation of system (2): (a, b) projections on $x_1 - x_3$ and $x_2 - x_4$ planes for chaotic attractor; (c, d) projections on $x_1 - x_3$ and $x_2 - x_4$ planes for quasiperiodic attractor; (e, f) projections on $x_1 - x_3$ and $x_2 - x_4$ planes for periodic attractor.
Figure 19: Chaotic and quasiperiodic attractors from the microcontroller-based implementation of system (2).

Figure 20: Continued.
Differentiating $V$ along the trajectories, we have

$$
\dot{V} = \frac{1}{2} \left( e_1^2 + e_2^2 + e_3^2 + e_4^2 + e_a^2 + e_c^2 + e_k^2 \right). 
$$

(13)

Differentiating $V$ along the trajectories, we have

$$
\dot{V} = -g_1 e_1^2 - g_2 e_2^2 - g_3 e_3^2 - g_4 e_4^2 + e_a \left[ e_2 - e_1 - \hat{a} \right] - e_b \hat{b} - e_c \left( e_2 e_4 + \hat{c} \right) + e_k \left[ e_2 (y_1 \sin(y_3) - x_1 \sin(x_3)) - \hat{k} \right].
$$

(14)
Here, the parameter update laws are
\[
\begin{align*}
\dot{a} &= e_1 (e_2 - e_1) + g_5 e_a, \\
\dot{b} &= g_6 e_b, \\
\dot{c} &= -e_2 e_a + g_7 e_c, \\
\dot{k} &= e_2 (y_1 \sin (y_3) - x_1 \sin (x_3)) + g_8 e_k,
\end{align*}
\]
with positive gain constants $g_5$, $g_6$, $g_7$, and $g_8$. By substituting the parameter update law (15) into (14), we have
\[
\dot{V} = -g_1 e_1^2 - g_2 e_2^2 - g_3 e_3^2 - g_4 e_4^2 - g_5 e_a^2 - g_6 e_b^2 - g_7 e_c^2 - g_8 e_k^2.
\]

Based on the Lyapunov stability theory, we can derive that the synchronization errors $e_1$, $e_2$, $e_3$, and $e_4$ and the parameter estimation errors $e_a$, $e_b$, $e_c$, and $e_k$ globally and exponentially converge to zero with time increasing. Thus, we obtained the following theorem.

**Theorem 1.** The systems in (4) and (5) with unknown parameters are globally and exponentially synchronized for all initial conditions by the adaptive feedback control law (8) and the parameter update law (15), where $g_{ij}$ $(i = 1, 2, \ldots, 8)$ are positive constants. The parameter estimation errors $e_a$, $e_b$, $e_c$, and $e_k$ globally and exponentially converge to zero with time.

Next, we will verify the effectiveness of Theorem 1 via numerical simulation. Suppose the parameters $a = 6, b = 1, c = 1, and k = 12$ of system (4) and system (5). The systems are integrated via the fourth order Runge–Kutta method from 0 to 100 with a time step $\Delta t = 0.001$. The control law (8) is exactly applied at $\tau = 60$. Initial values are randomly taken as $(1, 1, 0, 1)$ for system (4) and $(4, 4, 0, 4)$ for system (5). The initial values of parameters are selected randomly as $\hat{a}(0) = 8, \hat{b}(0) = 2, \hat{c}(0) = 2, and \hat{k}(0) = 6$. The time series of signals from the master and slave systems are shown in Figure 19. The synchronization errors and the parameters estimations are also presented in Figure 20. From the numerical simulations, one can see that the adaptive synchronization between master system (4) and slave system (5) is successfully achieved and the error signals asymptotically approach zero. The time evolution of the synchronization errors and the parameter estimation errors is presented in Figure 21. As one can see, after the activation of the control law, the errors all converge to zero, showing that the parameters meet the instructed value and the master and slave systems exhibit the same dynamic behavior.

**6. Conclusions**

This paper focuses on the dynamic analysis, circuit, and microcontroller realization and synchronization control of a new chaotic system with infinite many coexisting hidden attractors. The system generated from an augmented Sprott B system has no equilibrium. Its distinct feature is that it can generate any number of hidden attractors for selecting different initial values. Also, it exhibits chaotic, periodic, and quasiperiodic motion with the variation of parameters. The circuit and microcontroller realization is given for illustrating the dynamic behaviors of the system. Moreover, the adaptive synchronization conditions of the system are theoretically and numerically established.
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