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Abstract

This paper considers the equation

$$ \int_S \frac{U(Q)}{|P - Q|^{N-1}} dS(Q) = F(P), \quad P \in S, $$

where the surface $S$ is the graph of a Lipschitz function $\varphi$ on $\mathbb{R}^N$, which has a small Lipschitz constant. The integral in the left-hand side is the single layer potential corresponding to the Laplacian in $\mathbb{R}^{N+1}$. Let $\Lambda(r)$ be a Lipschitz constant of $\varphi$ on the ball centered at the origin with radius $2r$. Our analysis is carried out in local $L^p$-spaces and local Sobolev spaces, where $1 < p < \infty$, and results are presented in terms of $\Lambda$. Estimates of solutions to the equation are provided, which can be used to obtain knowledge about the behaviour of the solutions near a point on the surface. The estimates are given in terms of seminorms. Solutions are also shown to be unique if they are subject to certain growth conditions. Local estimates are provided and some applications are supplied.

1 Introduction

Let $S$ be the graph in $\mathbb{R}^{N+1}$ of a Lipschitz function $\varphi: \mathbb{R}^N \to \mathbb{R}$, where $N \geq 2$. We define $\Lambda$ to be a function on $(0, \infty)$ such that

$$ |\varphi(x) - \varphi(y)| \leq \Lambda(r)|x - y| \quad \text{for} \quad |x|, |y| \leq 2r $$

(1.1)

for every $r > 0$. The function $\Lambda$ is assumed to be increasing and bounded:

$$ \Lambda(r) \leq \Lambda_0 \quad \text{for every} \quad r > 0. \quad (1.2) $$

We will assume that $\Lambda_0$ is sufficiently small. One can choose $\Lambda(r)$ to be the optimal constant in (1.1) and then $\Lambda_0$ is the (global) Lipschitz constant of $\varphi$.
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We consider the single layer potential on the surface $S$:

$$
\int_S \frac{U(Q)}{|P - Q|^{N-1}} dS(Q), \quad P \in S, \tag{1.3}
$$

where $dS$ is the Euclidean surface measure. This object is important since, for instance, it appears when one applies the direct approach to solve Laplace’s equation corresponding boundary integral equation; see, e.g., Hsiao and Wendland [7]. If the surface is the hyperplane $x_{N+1} = 0$, then we obtain the classical Riesz potential of order one. The main objective of this article is to find a solution $u$ to the equation

$$
Su(x) = f(x), \quad x \in \mathbb{R}^N, \tag{1.4}
$$

where $Su(x) = \int_{\mathbb{R}^N} \frac{u(y) \sqrt{1 + |\nabla \varphi(y)|^2}}{|\Phi(x) - \Phi(y)|^{N-1}} dy$, $x \in \mathbb{R}^N$.

Here, $\Phi(x) = (x, \varphi(x))$ for $x \in \mathbb{R}^N$, and $Su$ is the parametrization of the single layer potential in (1.3).

More specifically, we will consider equation (1.4) for $u \in L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$, where $1 \leq p < \infty$, and $f \in W^{1,p}_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$, where $1 < p < \infty$. We will formulate our results in terms of the family of seminorms defined by

$$
N_p(u; r) = \left( \frac{1}{r^{N-1}} \int_{r \leq |x| < 2r} |u(x)|^p \, dx \right)^{1/p}, \quad r > 0.
$$

To simplify upcoming notation, let $Q_{m,n}(t) = t^m$ if $0 < t \leq 1$, and $Q_{m,n}(t) = t^n$ if $t > 1$, for non-negative $m$ and $n$. For $1 \leq p < \infty$, the Banach space $X^p(\mathbb{R}^N)$ consists of all functions $u$ that belong to $L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$ and satisfy

$$
\int_0^\infty Q_{N,1}(\rho) N_p(u; \rho) \frac{d\rho}{\rho} < \infty. \tag{1.5}
$$

We take this expression as the norm on $X^p(\mathbb{R}^N)$. This space is the natural domain, in terms of the seminorms $N_p$, for the operator $S$ in the case that $S$ is the hyperplane $x_{N+1} = 0$; this is discussed further by the authors in [10]. We also remark that, if $1 \leq p < N$, then $L^p(\mathbb{R}^N) \subset X^p(\mathbb{R}^N)$. If $p \geq N$, there exist functions in $L^p(\mathbb{R}^N)$ which do not belong to $X^p(\mathbb{R}^N)$.

For $1 < p < \infty$ and $0 \leq M \leq N$, the normed space $Y^{1,p}_M(\mathbb{R}^N)$ consists of all functions $f$ in $W^{1,p}_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$ such that

$$
\int_0^\infty Q_{M,1}(\rho) N_p(\nabla f; \rho) \frac{d\rho}{\rho} < \infty \tag{1.6}
$$

and $\lim_{r \to \infty} \int_{S^{N-1}} f(r\theta) dS(\theta) = 0$, where $S^{N-1}$ is the unit sphere in $\mathbb{R}^N$. The left-hand side of (1.6) defines the norm on this Banach space. The condition in (1.6) implies that the limit in the definition exists. This limit ensures that,
e.g., constants do not belong to $Y_{M}^{1,p}(\mathbb{R}^{N})$. The reason that functions of this type are excluded is that we cannot expect to find a solution to $Su = f$ in this case; indeed, if $f$ is a nonzero constant, then the solution $u$ in Theorem 1.1 below would have to be $u = 0$, which obviously does not solve $Su = f$ in any reasonable way. Furthermore, if $f \in W_{loc}^{1,p}(\mathbb{R}^{N} \setminus \{0\})$ such that $|\nabla f| \in L^{p}(\mathbb{R}^{N})$ for some $N/M < p < N$, then $f \in Y_{M}^{1,p}(\mathbb{R}^{N})$.

In Section 4.2, we prove the following existence result.

**Theorem 1.1.** There exist positive constants $\Lambda_{*}, c_{1}, c_{2},$ and $c_{3}$, depending only on $N$ and $p$, such that if $\Lambda_{0} \leq \Lambda_{*}$ and if $f \in Y_{M}^{1,p}(\mathbb{R}^{N})$ with $M = N - c_{2}\Lambda_{0}$ and $1 < p < \infty$, then the equation (1.4) has a solution $u \in X^{p}(\mathbb{R}^{N})$. For $r > 0$, this solution satisfies

$$N_{p}(u; r) \leq c_{3} \int_{0}^{r} \left( \frac{r}{\rho} \right)^{M} N_{p}(\nabla f; \rho) \frac{d\rho}{\rho}$$

$$+ c_{3} \int_{r}^{\infty} \exp \left( c_{1} \int_{r}^{\rho} \Lambda(\nu) \frac{d\nu}{\nu} \right) N_{p}(\nabla f; \rho) \frac{d\rho}{\rho}. \quad (1.7)$$

Even if the objects are different, Theorem 1.1 is closely related to results obtained by V.A. Kozlov and V.G. Maz’ya for ordinary differential equations and ordinary differential equations with operator coefficients; see Section 6.4 in [8] and Section 6.3 in [9]. It is possible to use (1.7) to obtain two-weighted estimates for solutions to (1.4) in weighted $L^{p}$-spaces and weighted Sobolev spaces similar to those found in Section 7.5 in [9]; see Section 8 in the authors’ article [10] for an example of this procedure when the surface $S$ is the hyperplane $x_{N+1} = 0$. Furthermore, one can also compare with the boundedness results for Riesz potentials in local Morrey-type spaces found in Burenkov et al. [1, 2] and references cited therein.

If $\Lambda_{0} = 0$, we recover the same estimate in (1.7) for the solution as in the case when $S$ is the hyperplane $x_{N+1} = 0$; compare with (2.9) below. Furthermore, if $\Lambda_{0} \to 0$, the condition in Theorem 1.1 that $f \in Y_{M}^{1,p}(\mathbb{R}^{N})$ reduces to the corresponding requirement for the hyperplane-case; see Corollary 4.3.

In Section 4.3, we prove that solutions to (1.4) are unique if they satisfy certain properties. More specifically, we have the following result.

**Theorem 1.2.** Suppose that $u \in L_{loc}^{p}(\mathbb{R}^{N} \setminus \{0\}), 1 < p < \infty$, satisfies (1.5) and

$$N_{p}(u; r) = O \left( \exp \left( -c_{1} \int_{1}^{r} \Lambda(\nu) \frac{d\nu}{\nu} \right) \right) \quad \text{as } r \to \infty, \quad (1.8)$$

and

$$N_{p}(u; r) = O \left( r^{-\frac{M}{p}} \right) \quad \text{as } r \to 0, \quad (1.9)$$

where $c_{1}, c_{2}, M$, and $\Lambda_{*}$ are in Theorem 1.1, and $\Lambda_{0} \leq \Lambda_{*}$. If $Su = 0$, then it follows that $u = 0$.

It should be noted that the solution in Theorem 1.1 satisfies the conditions in Theorem 1.2; see Remark 3.4 in Section 3.7.

In Section 5, we prove a local version of Theorem 1.1.
Theorem 1.3. Let the constants $c_1, c_2, M,$ and $\Lambda_*$ be as in Theorem 1.1 and suppose that $\Lambda_0 \leq \Lambda_*$. Suppose also that $u \in X^p(\mathbb{R}^N)$, where $1 < p < \infty$, satisfies (1.9) and $Su(x) = f(x)$ for $|x| \leq 2r_0$, where $r_0$ is a positive constant and $f \in W^{1,p}_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$ satisfies

$$\int_0^{2r_0} Q_{M,1}(\rho) \mathcal{N}_p(\nabla f ; \rho) \frac{d\rho}{\rho} < \infty.$$  

Then $\mathcal{N}_p(u ; r)$ is bounded by

$$C \int_0^r \left( \frac{\rho}{r} \right)^M \mathcal{N}_p(\nabla f ; \rho) \frac{d\rho}{\rho} + C \int_r^{2r_0} \exp \left( c_1 \int_r^\rho \Lambda(\nu) \frac{d\nu}{\nu} \right) \mathcal{N}_p(\nabla f ; \rho) \frac{d\rho}{\rho}$$

$$+ C \left( \|u\|_{X^p(\mathbb{R}^N)} + \int_{r_0/2}^{2r_0} \mathcal{N}_p(f ; \rho) \frac{d\rho}{\rho} \right) \exp \left( c_1 \int_r^{2r_0} \Lambda(\nu) \frac{d\nu}{\nu} \right),$$

for $0 < r < r_0$, where $C$ only depends on $N$ and $p$.

An application of this theorem can be found in Section 5.3, where we show that if $\mathcal{N}_p(\nabla f ; r) \leq Cr^{-\alpha}$ for small $r$ and some $\alpha \in (0, M)$ and $\Lambda(\nu) \to 0$ as $r \to 0$, then $\mathcal{N}_p(u ; r) \leq Cr^{-\alpha}$ (for small $r$). We also show that if $\Lambda$ and $\mathcal{N}_p(\nabla f ; \cdot)$ satisfy Dini-type conditions at 0, then $\mathcal{N}_p(u ; r) \leq C$ for small $r$.

The existence and uniqueness of solutions to equation (1.4) follows by applying a fixed point theorem for locally convex spaces, which was developed by the authors in [11]. To apply this theorem, we approximate the operator $S$ with a Riesz potential operator and control the behaviour of the remainder. The natural approach of approximating the surface $S$ with the hyperplane $x_{N+1} = 0$ does not yield sufficiently strong estimates for our purposes. Instead, we use a weighted Riesz potential to match the behaviour of $Su$ at the origin. The choice of weight is not obvious since we need to estimate both the potential and its derivative. The fact that the solution to the fixed point problem solves (1.4) follows from results derived earlier by the authors for the hyperplane case in [10]. A summary of the hyperplane case can be found in Section 2.1.

2 Properties of the Single Layer Potential

2.1 Riesz Potentials on $\mathbb{R}^N$

We start by recalling some properties of the potential $Su$ in the case when $S$ is the hyperplane $x_{N+1} = 0$. These results were derived by the authors in [10]. Equation (1.4) reduces in this case to

$$Iu(x) = \int_{\mathbb{R}^N} \frac{u(y)}{|x - y|^{N-1}} dy = f(x), \quad x \in \mathbb{R}^N,$$

where the operator $I$ is the Riesz potential operator of order 1 defined for $u$ in $X^1(\mathbb{R}^N)$. The space $X^1(\mathbb{R}^N)$ is the natural domain if $Iu$ is interpreted as
an absolutely convergent integral. For solvability results in $L^p$-spaces, we refer to Rubin [14] and references cited therein. The following continuity properties for $I$ hold; see Theorem 1.3 in [10].

**Theorem 2.1.** The operator $I$ maps $X^p(\mathbb{R}^N)$ into $W^{1,p}_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$ for $1 < p < \infty$. Moreover, there exist two constants $C_1$ and $C_2$, depending only on $N$ and $p$, such that

$$N_p(Iu; r) \leq C_1 r \int_0^\infty Q_{N,1} \left( \frac{\rho}{r} \right) N_p(u; \rho) \frac{d\rho}{\rho},$$

(2.2)

and

$$N_p(\nabla Iu; r) \leq C_2 \int_0^\infty Q_{N,0} \left( \frac{\rho}{r} \right) N_p(u; \rho) \frac{d\rho}{\rho},$$

(2.3)

for every function $u \in X^p(\mathbb{R}^N)$ and every $r > 0$. In the first inequality, $p = 1$ is also allowed.

A solution to (2.1) is given by

$$R f(x) = \frac{c_N}{N - 1} \sum_{k=1}^N R_k \partial_k f(x), \quad x \in \mathbb{R}^N,$$

where $c_N = \Gamma((N + 1)/2) \pi^{-(N+1)/2}$, $\Gamma$ is the gamma function, and $R_k$ is the $k$th Riesz transform (cf. Stein [14, p. 57]). For $1 < p < \infty$, the space $Y^{1,p}(\mathbb{R}^N)$ consists of all functions $f$ in $W^{1,p}_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$ such that

$$\|f\|_{Y^{1,p}(\mathbb{R}^N)} = \left| \int_{|x|<2} f(x) \, dx \right| + \int_0^\infty Q_{N,0}(\rho) N_p(\nabla f; \rho) \frac{d\rho}{\rho} < \infty,$$

(2.4)

where this expression is the norm on $Y^{1,p}(\mathbb{R}^N)$. The next theorem shows that the operator $R$ maps this space continuously into $L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$; see Theorem 1.5 in [10].

**Theorem 2.2.** The operator $R$ is defined on $Y^{1,p}(\mathbb{R}^N)$ for $1 < p < \infty$, and there exists a constant $C$, depending only on $N$ and $p$, such that

$$N_p(R f; r) \leq C \int_0^\infty Q_{N,0} \left( \frac{\rho}{r} \right) N_p(\nabla f; \rho) \frac{d\rho}{\rho}, \quad r > 0,$$

(2.5)

for every function $f \in Y^{1,p}(\mathbb{R}^N)$.

We define $Y^{1,p}_0(\mathbb{R}^N)$ as the proper subspace of $Y^{1,p}(\mathbb{R}^N)$ consisting of those functions $f$ that satisfy

$$\int_1^1 \rho^N (1 - \log \rho) N_p(\nabla f; \rho) \frac{d\rho}{\rho} + \int_1^\infty N_p(\nabla f; \rho) d\rho < \infty$$

(2.6)

and $\lim_{r \to \infty} \int_{S_{N-1}} f(r \theta) \, d\theta = 0$. The expression in (2.6) is taken as the norm on $Y^{1,p}_0(\mathbb{R}^N)$. We have the following solvability result; see Theorem 1.7 and 1.1 in [10].
Theorem 2.3.

(i) The operator $\mathcal{R}$ is bounded from $Y_0^{1,p}(\mathbb{R}^N)$ to $X^p(\mathbb{R}^N)$ for $1 < p < \infty$.

(ii) If $f \in Y_0^{1,p}(\mathbb{R}^N)$, then there exists a solution $u \in X^p(\mathbb{R}^N)$ to (2.1) which satisfies

$$N_p(u; r) \leq C \int_0^\infty Q_{N,0}(\frac{r}{\rho}) N_p(\nabla f; \rho) \frac{d\rho}{\rho}, \quad r > 0.$$

(iii) Suppose that $u$ is a locally integrable function such that

$$\int |u(y)| dy + \int_{|y| \geq 1} \frac{|u(y)| dy}{|y|^{N-1}} < \infty. \quad (2.7)$$

If $\mathcal{S}u = 0$, then it follows that $u = 0$.

It can be verified that the condition in (2.7) coincides with the definition of $X^1(\mathbb{R}^N)$; see [10].

2.2 Approximation of $\mathcal{S}$

For $k = 1, 2, \ldots, N + 1$, let $T_k$ be the singular integral operator defined by

$$T_k u(x) = \text{p.v.} \int_{\mathbb{R}^N} \frac{(\Phi(x) - \Phi(y))_k}{|\Phi(x) - \Phi(y)|^{N+1}} u(y) \sqrt{1 + |\nabla \varphi(y)|^2} dy, \quad x \in \mathbb{R}^N,$$

where $u \in L^p(\mathbb{R}^N)$ with $1 < p < \infty$. These operators are bounded on $L^p(\mathbb{R}^N)$ for $1 < p < \infty$; see for instance Dahlberg [3]. Moreover, analogously with Lemma 3.1 in the authors’ article [10], one can show that if $u \in L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$ satisfies

$$\int_0^\infty Q_{N,0}(\rho) N_p(u; \rho) \frac{d\rho}{\rho} < \infty, \quad (2.8)$$

then $T_k u$ is defined almost everywhere and

$$N_p(T_k u; r) \leq C \int_0^\infty Q_{N,0}(\frac{r}{\rho}) N_p(u; \rho) \frac{d\rho}{\rho}, \quad r > 0, \quad (2.9)$$

for $k = 1, 2, \ldots, N + 1$, where $C$ only depends on $N$ and $p$.

Using Stokes’ theorem, it is straightforward to show that $\mathcal{S}u$ is weakly differentiable if $u \in C^\infty_{c}(\mathbb{R}^N)$, and that

$$\partial_k \mathcal{S}u(x) = (1 - N)(T_k u(x) + \partial_k \varphi(x) T_{N+1} u(x)), \quad x \in \mathbb{R}^N, \quad (2.10)$$

for $k = 1, 2, \ldots, N$. Furthermore, one can show that $C^\infty_{c}(\mathbb{R}^N \setminus \{0\})$ is dense in the Banach space defined by (2.8), so inequality (2.9) and (2.10) imply that $\partial_k \mathcal{S}u$ is defined for $u \in X^p(\mathbb{R}^N)$ and given by (2.10).
To simplify the notation, let \( \omega(y) = \sqrt{1+|\nabla \varphi(y)|^2} \) for \( y \in \mathbb{R}^N \). We wish to approximate \( Su \) with a Riesz potential. Put

\[
\psi(y) = \frac{|y|^{N+1} \omega(y)}{(|y|^2 + \varphi(y)^2)^{(N+1)/2}}, \quad y \in \mathbb{R}^N \setminus \{0\}.
\]

We define the operators \( \mathcal{I}^\psi \) and \( R_k^\psi \) by

\[
\mathcal{I}^\psi u = \mathcal{I}(\psi u), \quad u \in X^p(\mathbb{R}^N),
\]

and

\[
R_k^\psi u = R_k(\psi u), \quad u \text{ satisfying (2.8)}.
\]

For smooth \( u \), it follows from the fact that \( \partial_k \mathcal{I}^\psi u = (1 - N)c_N^{-1} R_k^\psi u \) (see Stein [13, p. 126]) and (2.10) that

\[
\partial_k(\mathcal{I}^\psi - S)u = (N - 1)\left( T_k u + \partial_k \varphi T_{N+1} u - c_N^{-1} R_k^\psi u \right)
= (N - 1)\left( T_k u - c_N^{-1} R_k^\psi u \right) + \partial_k \varphi T_{N+1} u. \tag{2.11}
\]

Equation (2.11) also holds for \( u \in X^p(\mathbb{R}^N) \). Indeed, (2.9) and the corresponding estimate for \( R_k^\psi \) imply that (2.11) remains valid since \( C_c^\infty(\mathbb{R}^N) \) is dense in the involved spaces.

**Lemma 2.4.** Let \( r > 0 \) and define \( B_r = B(0;2r) \). There exists a constant \( C \), depending only on \( N \), such that for every \( u \in L^2(B_r) \), that is supported in \( B_r \),

(i) \( \|(T_k - c_N^{-1} R_k^\psi)u\|_{L^2(B_r)} \leq CA(r)^2 \|u\|_{L^2(B_r)} \);

(ii) \( \|T_{N+1} u\|_{L^2(B_r)} \leq CA(r) \|u\|_{L^2(B_r)} \).

**Proof.** Put \( \tilde{\psi}(y) = \psi(y)\omega(y)^{-1} \) for \( y \in \mathbb{R}^N \setminus \{0\} \). Define the operator \( T \) by

\[
Tu = T_k u - c_N^{-1} R_k(\tilde{\psi} u)
\]

for \( u \in L^2(B_r) \). Let \( F_1 \) be the function

\[
F_1(z) = \frac{(1 + z^2)^{(N+1)/2} - 1}{(1 + z^2)^{(N+1)/2}}, \quad z \in \mathbb{C} \setminus \{\pm i\}.
\]

Then \( F_1 \) is analytic in the band \( \{ z \in \mathbb{C} : |\text{Im} z| < 1 \} \) and

\[
T_k u(x) - c_N^{-1} R_k^\psi u(x) = Tu(x) + \int_{\mathbb{R}^N} \frac{x_k - y_k}{|x - y|^{N+1}} \left( 1 - \tilde{\psi}(y) \right) u(y) \omega(y) \, dy
= -\int_{\mathbb{R}^N} \frac{x_k - y_k}{|x - y|^{N+1}} F_1 \left( \frac{\varphi(x) - \varphi(y)}{|x - y|} \right) u(y) \omega(y) \, dy
+ \int_{\mathbb{R}^N} \frac{x_k - y_k}{|x - y|^{N+1}} \left( 1 - \tilde{\psi}(y) \right) \omega(y) \, dy
\]
for $1 \leq k \leq N$. First, we consider $T u$. According to McShane’s extension theorem (see [12]), we may assume that $\varphi$ is Lipschitz on $\mathbb{R}^N$ with Lipschitz constant $L = \Lambda(r)$ since we only need to consider $T u(x)$ for $x \in B_r$ and $u$ has its support in $B_r$ as well. Let $\gamma > 0$ and define

$$A = \{ z \in \mathbb{C} : |\text{Re } z| \leq L(1 + \gamma), |\text{Im } z| \leq L \gamma \}.$$ (2.12)

We let $\Gamma$ denote the rectangular boundary of the set $A$ in (2.12) and assume that $L = \Lambda(r)$ is sufficiently small, e.g., $L(1 + 2 \gamma) \leq 1/2$, so that $F_1$ is analytic in a neighbourhood of the set in (2.12).

If $\phi : \mathbb{R} \to \mathbb{R}$ is Lipschitz with Lipschitz-constant $L$ and $K$ is the Calderón–Zygmund kernel (see Stein [15], Section 1.5)

$$K(s, t) = \frac{1}{s - t} F_1 \left( \frac{\phi(s) - \phi(t)}{s - t} \right), \quad s, t \in \mathbb{R}, \quad s \neq t,$$

and $V$ is the corresponding principal value operator:

$$V g(t) = \text{p.v.} \int_{-\infty}^{\infty} K(t, s) g(s) \, ds, \quad t \in \mathbb{R},$$ (2.13)

it follows from well-known results for singular integral operators on Lipschitz curves that the operator $V$ is bounded on $L^2(\mathbb{R})$:

$$\| V w \|_{L^2(\mathbb{R})} \leq C(1 + 1/\gamma)^{3/2} \sup_{\omega \in \Gamma} |F_1(\omega)| \| w \|_{L^2(\mathbb{R})}, \quad w \in L^2(\mathbb{R}),$$ (2.14)

where $C$ is independent of $\gamma$ and $F$. The boundedness is a result by Calderón [4] for small $L$ and Coifman, McIntosh, and Meyer [5] in the general case. The constant in (2.14) can be derived from the argument presented in Dahlberg [3, pp. 47–49] together with the optimal estimate given in David [6] for Cauchy integrals on Lipschitz curves.

Employing the method of rotations and (2.14) (see Dahlberg [3, pp. 49–50] for the details), it follows that

$$\| Tu \|_{L^2(\mathbb{R}^N)} \leq C \sup_{z \in \Gamma} |F_1(z)| \| u \|_{L^2(\mathbb{R}^N)}$$

for $u \in L^2(\mathbb{R}^N)$. It can be verified directly that $|F_1(z)| \leq C \Lambda(r)^2$ for $z \in \Gamma$. Moreover, since

$$|1 - \tilde{\psi}(y)| \omega(y) \leq C |\nabla \varphi(y)|^2 \leq C \Lambda(r)^2, \quad y \in B_r,$$

we obtain that

$$\left( \int_{\mathbb{R}^N} \left| \int_{\mathbb{R}^N} \frac{x_k - y_k}{|x - y|^{N+1}} \left( 1 - \tilde{\psi}(y) \right) u(y) \omega(y) \, dy \right|^2 \, dx \right)^{1/2} \leq C \Lambda(r)^2 \| u \|_{L^2(\mathbb{R}^N)}.$$

Thus, we have proved the inequality in (i). To prove (ii), we utilise the same method but with the function $F_2(z) = z(1 + z^2)^{(N+1)/2}$, $z \in \mathbb{C} \setminus \{ \pm i \}$, instead of $F_1$.\[\square\]
Corollary 2.5. Let $1 < p < \infty$, $r > 0$, and define $B_r = B(0; 2r)$. Then there exists a constant $C$, which only depends on $N$ and $p$, such that

(i) $\|\langle T_k - c_N^{-1} R_k^\psi \rangle u\|_{L^p(B_r)} \leq C \Lambda(r)^2 \|u\|_{L^p(B_r)}$;

(ii) $\|T_{N+1} u\|_{L^p(B_r)} \leq C \Lambda(r) \|u\|_{L^p(B_r)}$;

for every function $u \in L^p(B_r)$ that is supported in $B_r$.

Proof. By Lemma 2.4 we know that these estimates hold for $p = 2$. The operators involved have Calderón–Zygmund kernels of the type

$$K(x, y) = \frac{x_k - y_k}{|x - y|^{N+1}} F\left(\frac{\varphi(x) - \varphi(y)}{|x - y|}\right), \quad x \neq y,$$

where $F$ is analytic in some (complex) neighbourhood of the interval $I = [-L, L]$ and $L$ is the Lipschitz constant of $\varphi$. Indeed, these kernels satisfy the properties in Section 1.5 of Stein [15]. In particular, for $c > 1$ and $\delta > 0$, there exists a constant $D$ such that

$$\sup_{|z - y| < \delta} \int_{|x - y| \geq c\delta} |K(x, y) - K(x, z)| \, dx \leq D.$$

Here, $D = C(\|F\|_{L^\infty(I)} + \Lambda(r)\|F'\|_{L^\infty(I)})$, where $C$ only depends on $c$ and $N$, and $I = [-\Lambda(r), \Lambda(r)]$. The function $F$ is one of the two functions $F_1$ and $F_2$ in the proof of Lemma 2.4. As in the proof of that lemma, we can assume that $\varphi$ is Lipschitz continuous with constant $\Lambda(r)$ since we only estimate the operator on $B_r$ and $u$ has its support in $B_r$ as well. Since

$$|F_1'(s)| \leq (N + 1)|s| \quad \text{and} \quad |F_2'(s)| \leq 1$$

for $s \in \mathbb{R}$, the result now follows from Marcinkiewicz interpolation and the weak $L^1$-estimate that can be derived from the $L^2$-estimate. Indeed, the $L^p$-norm for the interpolated operator can be shown to have the form $C \max\{B, D_2\}$, with $B$ being the $L^2$-norm of the operator and $C$ depending only on $N$ and $p$. 

2.3 Estimate of $Q^\psi - S$

To simplify the notation, we introduce the following quotients:

$$L_x = \frac{\varphi(x)}{|x|}, \quad L_y = \frac{\varphi(y)}{|y|}, \quad \text{and} \quad L_{xy} = \frac{\varphi(x) - \varphi(y)}{|x - y|},$$

defined for $x \neq 0$, $y \neq 0$, and $x \neq y$, respectively. It is clear that

$$|L_x| \leq \Lambda(2^{-1}|x|), \quad |L_y| \leq \Lambda(2^{-1}|y|), \quad |L_{xy}| \leq \max\{\Lambda(2^{-1}|x|), \Lambda(2^{-1}|y|)\}.$$}

Furthermore, let us define $K_d(x, y)$ by

$$K_d(x, y) = \frac{\psi(y)}{|x - y|^{N-1}} - \frac{\sqrt{1 + |\nabla \varphi(y)|^2}}{|\Phi(x) - \Phi(y)|^{N-1}}, \quad x, y \in \mathbb{R}^N, \quad x \neq y.$$

This is the kernel in the operator $Q^\psi - S$. Let us collect some properties of this kernel.
Lemma 2.6. If \(|x| < 2|y|\), then \(|L_{xy}^2 - L_y^2| \leq C\Lambda(2^{-1}|x|)^2\), and if \(|y| > 2|x|\), then \(|L_{xy}^2 - L_y^2| \leq C\Lambda(|y|)^2|x|/|y|\).

Proof. First, observe that

\[
L_{xy}^2 - L_y^2 = L_y^2 \left(\frac{2x \cdot y - |x|^2}{|x-y|^2} \right) - \frac{2\varphi(x)\varphi(y)}{|x-y|^2} + \frac{\varphi(x)^2}{|x-y|^2}.
\]

Hence, if \(|x| > 2|y|\), then \(|L_{xy}^2 - L_y^2| \leq 8L_y^2 + 8L_xL_y||y||/|x| + 4L_y^2 \leq 16\Lambda(2^{-1}|x|)^2\)
and if \(|y| < 2|x|\), then \(|L_{xy}^2 - L_y^2| \leq 6\Lambda(2^{-1}|y|)^2|x|/|y|\).

Lemma 2.7. Suppose that \(|x| > 2|y|\) or \(|y| < 2|x|\). Then there exists a constant \(C\), depending only on \(N\), such that \(|K_d(x, y)| \leq C\psi(y)L_{xy}^2|x - y|^{-(N-1)}\) and, if also \(L_{xy}^2 - L_y^2 \geq -1/2,
\]

\[
\left|\frac{\partial}{\partial x_k}K_d(x, y)\right| \leq C\frac{\psi(y)}{|x - y|^N}\left(|L_{xy}^2 - L_y^2| + \Lambda(2^{-1}|x|)|L_{xy}|\right).
\]

Proof. We rewrite \(K_d(x, y)\) and use the triangle inequality to obtain that

\[
|K_d(x, y)| = \frac{\psi(y)}{|x - y|^{N-1}} \left|1 - \frac{1}{\psi(y)}\left(1 + \frac{1}{L_{xy}^2}\right)\right| \lesssim \frac{\psi(y)}{|x - y|^{N-1}} \left(1 - \frac{1}{\frac{1}{L_{xy}^2} + \frac{1}{L_y^2}}\right) \lesssim \frac{C\psi(y)(L_{xy}^2 + L_y^2)}{|x - y|^{N-1}}.
\]

Moreover, since

\[
\frac{\sqrt{1 + \|
abla \varphi(y)\|^2}}{|\Phi(x) - \Phi(y)|^{N+1}} = \frac{\psi(y)}{|x - y|^{N+1}} \left(1 + \frac{L_{xy}^2 - L_y^2}{1 + L_y^2}\right)^{-\frac{1}{(N+1)/2}},
\]

we obtain that

\[
\partial_a K_d(x, y) = \frac{(1 - N)\psi(y)}{|x - y|^{N+1}} \left(\frac{x_k - y_k + \partial_k \varphi(x)\{\varphi(x) - \varphi(y)\}}{(1 + a(x, y))^{(N+1)/2}} - (x_k - y_k)\right),
\]

where \(a(x, y) = (L_{xy}^2 - L_y^2)/(1 + L_y^2)\). Thus,

\[
\left|\partial_a K_d(x, y)\right| \lesssim \frac{(N - 1)\psi(y)}{|x - y|^{N}} \left|\left(\frac{1}{(1 + a(x, y))^{(N+1)/2}} - 1\right) + |\partial_k \varphi(x)L_{xy}|\right| \lesssim C\frac{\psi(y)}{|x - y|^{N}} \left(|L_{xy}^2 - L_y^2| + \Lambda(2^{-1}|x|)|L_{xy}|\right),
\]

which is the estimate we want.

We now have the tools necessary to derive the following important inequality.
Theorem 2.8. Suppose that \( u \in \mathcal{C}_c^{\infty}(\mathbb{R}^N \setminus \{0\}) \). Then

\[
N_p(\partial_k(T^\psi - S)u; r) \leq C \int_0^\infty E(r, \rho) N_p(u; \rho) \frac{d\rho}{\rho}
\]

for \( k = 1, 2, \ldots, N \) and \( r > 0 \), where \( E(r, \rho) \) is defined by

\[
E(r, \rho) = \begin{cases} r^{-N} \rho^N \Lambda(r)^2, & 0 < \rho \leq r, \\ \Lambda(r)(\Lambda(r)r^{p-1} + \Lambda(\rho)), & \rho > r. \end{cases}
\]

The constant \( C \) only depends on \( N \) and \( p \).

Proof. We introduce two cut-off functions \( \eta_\pm \in \mathcal{C}_c^{\infty}(0, \infty) \) satisfying

\[
\eta_+(t) = \begin{cases} 1, & 0 \leq t \leq \frac{1}{4}, \\ 0, & t \geq \frac{1}{4}, \end{cases} \quad \text{and} \quad \eta_-(t) = \begin{cases} 0, & 0 \leq t \leq 4, \\ 1, & t \geq 8. \end{cases}
\]

Put \( \eta_0 = 1 - \eta_- - \eta_+ \), so

\[
\eta_0(t) = \begin{cases} 1, & \frac{1}{4} \leq t \leq 4, \\ 0, & 0 \leq t \leq \frac{1}{8} \text{ or } t \geq 8. \end{cases}
\]

Using these cut-off functions, we split the integral in three parts:

\[
(T^\psi - S)u(x) = \int_{\mathbb{R}^N} K_d(x, y) \left( \eta_+ \left( \frac{|x|}{|y|} \right) + \eta_- \left( \frac{|x|}{|y|} \right) + \eta_0 \left( \frac{|x|}{|y|} \right) \right) u(y) dy
\]

\[
= J_+(x) + J_-(x) + J_0(x).
\]

In \( J_{\pm}(x) \), the kernel is smooth, so

\[
\partial_k J_{\pm}(x) = \int_{\mathbb{R}^N} \left( \frac{\partial}{\partial x_k} K_d(x, y) \right) \eta_{\pm} \left( \frac{|x|}{|y|} \right) u(y) dy + \Xi_{\pm}(x),
\]

where

\[
\Xi_{\pm}(x) = \int_{\mathbb{R}^N} K_d(x, y) \eta'_{\pm} \left( \frac{|x|}{|y|} \right) \frac{x_k}{|x|} u(y) dy.
\]

It is clear from Lemmas 2.7 and 2.6 that

\[
N_p\left( \partial_k J_{\pm} ; r \right) \leq N_p\left( \int_{\mathbb{R}^N} \eta_{\pm} \left( \frac{|x|}{|y|} \right) \left| \frac{\partial}{\partial x_k} K_d(x, y) \right| u(y) dy ; r \right) + N_p(\Xi_{\pm} ; r)
\]

\[
\leq C N_p\left( \int_{\mathbb{R}^N} \frac{g_{\pm}(x, y)|u(y)|}{\max\{|y|N, |x|^N\}} dy ; r \right) + N_p(\Xi_{\pm} ; r),
\]

where

\[
g_{\pm}(x, y) = \Lambda^2 \left( \frac{|y|}{2} \right) \frac{|x|}{|y|} + \Lambda \left( \frac{|x|}{2} \right) \Lambda \left( \frac{|y|}{2} \right), \quad |x| \leq \frac{1}{4}.
\]
and
\[ g_+(x, y) = \Lambda^2 \left( \frac{|x|}{2} \right), \quad \frac{|x|}{|y|} \geq 4, \]
and \( g_+(x, y) = 0 \) elsewhere. Suppose that \( r \leq |x| < 2r \) and \( 0 \leq a \leq b \leq \infty \). Minkowski's inequality implies that
\[ N_p \left( \int_{a \leq |y| \leq b} \frac{g_\pm(x, y)|u(y)|}{\max\{|y|^N, |x|^N\}} \, dy \right) \leq \int_{ar \leq |y| \leq 2br} \frac{N_p(g_\pm(\cdot, y) ; u(y))}{\max\{|y|^N, r^N\}} \, dy, \]
Since \( \Lambda \) is increasing,
\[ N_p(g_-(\cdot, y) ; r) \leq C \int_{|y|/2}^{2|y|} \left( \Lambda^2(\rho) \frac{r}{\rho} + \Lambda(\rho) \Lambda(r) \right) \frac{d\rho}{\rho}, \quad y \in \mathbb{R}^N, \]
and
\[ N_p(g_+(\cdot, y) ; r) \leq CA(r)^2, \quad y \in \mathbb{R}^N. \]
Now, if \( G \) is a measurable function, it is true that
\[ \int_{a \leq |y| \leq b} \left( \int_{|y|/2}^{|y|} G(\rho) \frac{d\rho}{\rho} \right) |u(y)| \, dy = \int_{a}^{b} h(s)s^N \left( \int_{s/2}^{s} G(\rho) \frac{d\rho}{\rho} \right) \frac{ds}{s} \]
\[ \leq \int_{a/2}^{b} G(\rho) \int_{\rho}^{2\rho} s^N h(s) \frac{ds}{s} \frac{d\rho}{\rho} \]
\[ = \int_{a/2}^{b} G(\rho) N_1(u; \rho) \frac{d\rho}{\rho}, \]
where \( h(s) = \int_{S^{N-1}} |u(s\theta)| \, d\theta \) for \( s > 0 \), and the inequality follows from changing the order of integration and over-estimating the domain of integration.
Thus,
\[ N_p \left( \partial R J_- ; r \right) \leq \int_{2r}^{\infty} \left( \Lambda(\rho)^2 \frac{r}{\rho} + \Lambda(\rho) \Lambda(r) \right) N_p(u; \rho) \frac{d\rho}{\rho} + N_p(\Xi_- ; r) \]  \hspace{1cm} (2.16)
and
\[ N_p \left( \partial R J_+ ; r \right) \leq \int_{0}^{r/2} \left( \frac{\rho}{r} \right)^N \Lambda^2(\rho) N_p(u; \rho) \frac{d\rho}{\rho} + N_p(\Xi_+ ; r) \]  \hspace{1cm} (2.17)
According to Lemma 2.7 we can estimate the terms \( \Xi_\pm(x) \) by
\[ |\Xi_-(x)| \leq C \int_{\frac{|r|}{4} \leq |y| \leq \frac{|r|}{4}} \frac{|K_\delta(x, y)|}{|y|} |u(y)| \, dy \leq C \int_{\frac{|r|}{4} \leq |y| \leq \frac{|r|}{4}} \frac{|u(y)|L_{xy}^2}{|y|^N} \, dy \]
and
\[ |\Xi_+(x)| \leq C \int_{\frac{|r|}{4} \leq |y| \leq \frac{|r|}{4}} \frac{|K_\delta(x, y)|}{|y|} |u(y)| \, dy \leq C \int_{\frac{|r|}{4} \leq |y| \leq \frac{|r|}{4}} \frac{|u(y)|L_{xy}^2}{|x||y|^N} \, dy, \]
and analogously with the derivation of (2.16) and (2.17) above, we can then obtain a bound for $N_p(\Xi_r; r)$:

$$N_p(\Xi_+; r) \leq \Lambda(r)^2 \int_{r/16}^{r/2} N_p(u; \rho) \frac{dp}{\rho} \leq C \int_0^\infty E(r, \rho) N_p(u; \rho) \frac{dp}{\rho} \quad (2.18)$$

and

$$N_p(\Xi_-; r) \leq \Lambda(r)^2 \int_{2r}^{16r} N_p(u; \rho) \frac{dp}{\rho} \leq C \int_0^\infty E(r, \rho) N_p(u; \rho) \frac{dp}{\rho} \quad (2.19)$$

Turning our attention to $J_0$, we let $B_r = \{ y \in \mathbb{R}^N : r/2 \leq |y| \leq 4r \}$ and $\chi_{B_r}$ be the corresponding characteristic function. For $r \leq |x| < 2r$,

$$J_0(x) = \int_{\mathbb{R}^N} K_d(x, y) \chi_{B_r}(y) u(y) dy$$

$$+ \int_{\mathbb{R}^N} \eta_0 \left( \frac{|x|}{|y|} \right) K_d(x, y) (1 - \chi_{B_r}(y)) u(y) dy$$

$$= J_{0^a}(x) + J_{0^b}(x).$$

The integrand in $J_{0^a}(x)$ is smooth since it is only nonzero when $2|y| \leq |x| \leq 8|y|$ or $2|x| \leq |y| \leq 8|x|$. Hence,

$$\partial_k J_{0^a} = \int_{\mathbb{R}^N} \eta_0 \left( \frac{|x|}{|y|} \right) \frac{x_k}{|y|} K_d(x, y) (1 - \chi_{B_r}(y)) u(y) dy$$

$$+ \int_{\mathbb{R}^N} \eta_0 \left( \frac{|x|}{|y|} \right) \frac{x_k}{|y|} \frac{\partial}{\partial x_k} K_d(x, y) (1 - \chi_{B_r}(y)) u(y) dy.$$ 

Using the same argument as above, we obtain that

$$N_p(\partial_k J_{0^a}; r) \leq C N_p \left( \int_{r/8 \leq |y| \leq r/2} \frac{1}{|y|} \left( \frac{|K_d(x, y)|}{|y|} + |\partial_k K_d(x, y)| \right) |u(y)| dy ; r \right)$$

$$\leq C \int_0^\infty E(r, \rho) N_p(u; \rho) \frac{dp}{\rho}. \quad (2.20)$$

Moreover, (2.10) implies that

$$\partial_k J_0 = (1 - N)(T_k(\chi_B, u) - c_{-1} R_k^*(\chi_B, u) + \partial_k \varphi T_{N+1}(\chi_B, u)),$$

and an application of Corollary 2.3 shows that

$$N_p(\partial_k J_0^a; r) \leq C r^{-N/p} \Lambda(r)^2 \| u \chi_B \|_{L^p(\mathbb{R}^N)}.$$ 

Thus, it is clear that

$$N_p(\partial_k J_0^a; r) \leq C \int_0^\infty E(r, \rho) N_p(u; \rho) \frac{dp}{\rho}. \quad (2.21)$$

The estimates in (2.16), (2.17), (2.18), (2.19), (2.20), and (2.21), imply that the desired result holds.
Remark 2.1. Analogously with the authors’ proof of Lemma 3.1 in [10],
it is possible to show that the to \( \partial_k (I^\psi - S)u(x) \) corresponding “truncated” operator \( T_r u(x) \) converges both pointwise and in \( L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \) to the right-hand side of (2.11) if \( u \in X^p(\mathbb{R}^N) \) for \( 1 < p < \infty \).

3 Reduction to a Fixed Point Problem

3.1 The Fixed Point Equation

Suppose that \((I^\psi - S)u \) and \( f \) both belong to \( Y_0^{1,p}(\mathbb{R}^N) \). Then, by Theorem 2.3,

\[
I^0(\psi^{-1}\mathcal{R}((I^\psi - S)u + f)) = (I^\psi - S)u + f.
\]

Formally, let \( \mathcal{H} \) be the operator given by

\[
\mathcal{H}(u) = \psi^{-1}\mathcal{R}((I^\psi - S)u + f). \tag{3.1}
\]

If \( u \) is a fixed point of \( \mathcal{H} \), then

\[
I^0 u = I^0 \mathcal{H}(u) = (I^\psi - S)u + f.
\]

Thus, \( u \) is a solution to (1.4). To find a solution to \( \mathcal{H}(u) = u \), we will employ the following fixed point theorem. We refer to a previous article by the authors [10] for details and proofs.

3.2 A Fixed Point Theorem in Locally Convex Spaces

We let \( \mathcal{X} \) denote a locally convex topological space, where the topology is given by a family \( \{p(\cdot ; \alpha)\}_{\alpha \in \Omega} \) of seminorms that separates points. We want to solve the equation

\[
\mathcal{H}(u) = u, \quad u \in \mathcal{D}_\mathcal{H}, \tag{3.2}
\]

where \( \mathcal{H} : \mathcal{D}_\mathcal{H} \to \mathcal{D}_\mathcal{H} \) is a mapping defined on a subset \( \mathcal{D}_\mathcal{H} \) of \( \mathcal{X} \). We assume that \( 0 \in \mathcal{D}_\mathcal{H} \) and that there exists an auxiliary linear operator \( K : \mathcal{D}_K \to \mathbb{R}^\Omega \),

where \( \mathcal{D}_K \subset \mathbb{R}^\Omega \) is a linear subspace. By \( \mathbb{R}^\Omega \) we denote the set of all real-valued functions on \( \Omega \), endowed with the topology of pointwise convergence.

Existence of Fixed Points

The operator \( K \) is subject to the following assumptions.

(K1) Positivity. The operator \( K \) is positive, i.e., if \( \eta \in \mathcal{D}_K \) is non-negative, then \( K\eta \geq 0 \).

(K2) Fixed point inequality. The function \( k_0(\cdot) = p(\mathcal{H}(0) ; \cdot) \in \mathcal{D}_K \), and there exists a non-negative function \( z \in \mathcal{D}_K \) such that

\[
z(\alpha) \geq Kz(\alpha) + k_0(\alpha), \quad \alpha \in \Omega. \tag{3.3}
\]
(K3) Monotone closedness. The operator $K$ is closed for non-negative, increasing sequences: if $\{\eta_n\}$ is a non-negative sequence in $D_K$ such that $\eta_n$ increases to $\eta$, where $\eta \leq z$, and $K\eta_n \to \zeta$, then $\eta \in D_K$ and $K\eta = \zeta$.

(K4) Invariance. If $\eta \in D_K$ is non-negative and $\eta \leq z$, then $K\eta \in D_K$.

The existence of a non-negative solution $z$ to (3.3) enables us to prove the existence of a non-negative solution to the equation

$$
\sigma(\alpha) = K\sigma(\alpha) + k_0(\alpha), \quad \alpha \in \Omega,
$$

which is minimal in the sense that if $\eta \in D_K$ is another non-negative solution to (3.3), then $\sigma \leq \eta$; see Lemma 1 in [11].

Suppose that the operator $K$ maps $D_K$ into $D_K$. We let $\sigma$ be the minimal solution to (3.4), and put

$$
D_{K,\sigma} = \{u \in D_K : p(u; \alpha) \leq \sigma(\alpha) \text{ for every } \alpha \in \Omega\}.
$$

We require the following properties to hold.

(\mathcal{K}1) Subordination to $K$. If $u, v$ belong to $D_{K,\sigma}$, then $p(K(u) - K(v); \alpha) \leq K(p(u - v; \cdot))(\alpha)$, $\alpha \in \Omega$. (3.5)

(\mathcal{K}2) Closedness of $D_{K,\sigma}$. If $\{v_k\}_{k=0}^{\infty}$ is a sequence in $D_{K,\sigma}$ such that $v_0 = 0$ and

$$
\sum_{k=0}^{\infty} p(v_{k+1} - v_k; \alpha) \leq \sigma(\alpha), \quad \alpha \in \Omega,
$$

then the limit of $v_k$ exists and belongs to $D_{K,\sigma}$.

Since $0 \in D_{K,\sigma}$, (\mathcal{K}1) implies that $p(u; \cdot) \in D_K$ for $u \in \mathcal{D}_K$.

**Theorem 3.1.** Suppose that $K$ satisfies \(\mathcal{K}1\) to \(\mathcal{K}4\) and that $\mathcal{K}$ satisfies \(\mathcal{K}1\) and \(\mathcal{K}2\) Then there exists a fixed point of $\mathcal{K}$ in $D_{\mathcal{K},\sigma}$.

**Uniqueness of Fixed Points**

Suppose that the operator $\mathcal{K}$ maps $D_K$ into itself. We assume that the following conditions hold.

(I) If $u \in D_K$, then $K^n(p(u; \cdot))$ is defined and belongs to $D_K$ for $n = 1, 2, \ldots$, and $\lim_{n \to \infty} K^n(p(u; \cdot)) = 0$.

(II) If $u \in D_K$ and $\eta \in D_K$ satisfy $0 \leq \eta(\alpha) \leq p(u; \alpha)$ for every $\alpha \in \Omega$, then $K\eta$ belongs to $D_K$.

(III) If $u, v$ belong to $D_K$, then the function $p(u-v; \cdot)$ belongs to $D_K$, and (3.5) holds.

**Theorem 3.2.** Suppose that the operators $\mathcal{K}$ and $K$ satisfy \(\mathcal{K}1\) and \(\mathcal{K}1\) to \(\mathcal{K}3\), respectively. Then there exists at most one fixed point of $\mathcal{K}$ in $D_{\mathcal{K},\sigma}$.
3.3 Construction of $\mathcal{K}$ and $K$

To apply the fixed point theorem, we define an operator $\mathcal{K}$ formally by (3.1) and an auxiliary linear operator $K$, and verify the properties in $\mathcal{K}^1$ and $\mathcal{K}^2$. The locally convex space $\mathcal{K}$ will be $L_{\text{loc}}^p(\mathbb{R}^N \setminus \{0\})$ with seminorms $p(\cdot, r)$, $r > 0$. Let

$$E(r, \rho, \xi) = Q_{N, 0} \left( \frac{\rho}{r} \right) E(\rho, \xi), \quad r, \rho, \xi > 0,$$

where $E(\rho, \xi)$ is defined as in Theorem [2.8]. We define the linear operator $K$ by

$$K\zeta(r) = C_K \int_0^r \int_0^\infty E(r, \rho, \xi) \zeta(\xi) \frac{d\xi}{\rho} d\rho, \quad r > 0,$$

with domain $\mathcal{D}_K$ given by those measurable $\zeta$ that satisfy

$$\int_0^\infty \int_0^\infty E(1, \rho, \xi) |\zeta(\xi)| \frac{d\xi}{\rho} d\rho < \infty.$$ (3.8)

The constant $C_K$ is the one given in (3.11) below. Since

$$E(r, \rho, \xi) \leq \max \{1, r^{-N}\} E(1, \rho, \xi), \quad r, \rho, \xi > 0,$$

it follows that $K\zeta$ is defined if $\zeta \in \mathcal{D}_K$. This of course implies that $K\zeta(r)$ is finite for every $r > 0$ if $\zeta \in \mathcal{D}_K$.

By $\mathcal{D}$, we denote the set of those $u \in L_{\text{loc}}^p(\mathbb{R}^N \setminus \{0\})$ such that

$$\int_0^\infty \int_0^\infty E(1, \rho, \xi) |\zeta(\xi)| \frac{d\xi}{\rho} d\rho < \infty.$$ (3.9)

This condition is equivalent to requiring that $\mathcal{N}_p(u; \cdot) \in \mathcal{D}_K$. Obviously $\mathcal{K}(u)$ is defined for $u \in C_c^\infty(\mathbb{R}^N \setminus \{0\})$, and the following two lemmas show that $\mathcal{K}$ can be extended continuously from $C_c^\infty(\mathbb{R}^N \setminus \{0\})$ to $\mathcal{D}$.

**Lemma 3.3.** Let $u \in C_c^\infty(\mathbb{R}^N \setminus \{0\})$. Then $(I^\psi - S)u \in Y^{1,p}(\mathbb{R}^N)$ and

$$\mathcal{N}_p(\mathcal{R}((I^\psi - S)u); r) \leq K(\mathcal{N}_p(u; \cdot))(r), \quad r > 0.$$ (3.10)

**Proof.** Since $u$ has compact support, $u \in X^p(\mathbb{R}^N)$. Hence, $(I^\psi - S)u$ is defined and $\partial_k(I^\psi - S)u$, $k = 1, \ldots, N$, is given by (2.11). It is a straightforward calculation to verify that $(I^\psi - S)u$ belongs to $Y^{1,p}(\mathbb{R}^N)$ by using (2.15) and changing the order of integration. By Theorem [2.8] $\mathcal{R}$ is defined on $Y^{1,p}(\mathbb{R}^N)$ and

$$\mathcal{N}_p(\mathcal{R}((I^\psi - S)u); r) \leq C \int_0^\infty Q_{N, 0} \left( \frac{\rho}{r} \right) \mathcal{N}_p(\nabla ((I^\psi - S)u); \rho) \frac{d\rho}{\rho} \leq C_K \int_0^\infty \int_0^\infty E(r, \rho, \xi) \mathcal{N}_p(u; e^{-\xi}) \frac{d\xi}{\rho} d\rho$$

$$= K(\mathcal{N}_p(u; \cdot))(r)$$

for every $r > 0$, where we used Theorem [2.8] in the last inequality. \qed
Corollary 3.4. Let $u, v \in C^\infty_c(\mathbb{R}^N \setminus \{0\})$ and $f \in Y^{1,p}(\mathbb{R}^N)$. Then
\[
N_p(\mathcal{H}(u) - \mathcal{H}(v); r) \leq K(N_p(u - v; \cdot))(r), \quad r > 0.
\] (3.12)

Lemma 3.5. Let $f \in Y^{1,p}(\mathbb{R}^N)$. The operator $\mathcal{H}$ in (3.1) can be extended to $\mathcal{D}_\mathcal{H}$ so that (3.12) holds for all $u, v \in \mathcal{D}_\mathcal{H}$.

Proof. Let $\mathcal{B}$ be the space of functions in $\mathcal{D}_\mathcal{H}$ with topology defined by the norm
\[
\|u\|_{\mathcal{B}} = \int_0^\infty \int_0^\infty E(1, \rho, \xi) N_p(u(\xi; \rho) \frac{d\xi}{\rho}.
\] (3.13)

This is a Banach space and one can check that $C^\infty_c(\mathbb{R}^N \setminus \{0\})$ is a dense subspace of $\mathcal{B}$. The operator $\mathcal{R}((\mathcal{I}^\psi - \mathcal{S}))$ is defined for $u \in C^\infty_c(\mathbb{R}^N \setminus \{0\})$ and
\[
N_p(\mathcal{R}((\mathcal{I}^\psi - \mathcal{S})u); r) \leq C \max\{1, r^{-N}\} \|u\|_{\mathcal{B}}.
\] (3.14)

By density, this allows us to extend $\mathcal{R}((\mathcal{I}^\psi - \mathcal{S}))$ uniquely to all of $\mathcal{B}$ so that (3.14) holds for all $u \in \mathcal{B}$. Obviously this gives an extension of the operator $\mathcal{H}$ to $\mathcal{D}_\mathcal{H}$ as well. \qed

3.4 Verification of (K2)

Next, we are going to show that (K2) holds. More specifically, we will prove that there exists a function $z \in \mathcal{D}_\mathcal{K}$ such that
\[
z(r) \geq C_K \left( \int_0^\infty \int_0^\infty E(r, \rho, \xi) \frac{d\xi}{\rho} + \int_0^\infty Q_{N,0} \left( \frac{\rho}{r} \right) N_p(\nabla f; \rho) \frac{d\rho}{\rho} \right)
\] (3.15)

for every $r > 0$. This will imply that (K2) is satisfied since $N_p(\mathcal{H}(0); r)$ is bounded by the second term in the right-hand side of (3.15) for $r > 0$.

We construct a solution in the following manner. Let $c_1, c_2$, and $c_3$ be positive constants depending only on $N$ and $p$. We require that $c_2 \lambda_0 \leq (N-1)/2$ and $c_1 \lambda_0 \leq 1/2$. Put $M = N - c_2 \lambda_0$ and $\lambda(\nu) = \Lambda(\exp(-\nu))$ for $\nu \in \mathbb{R}$. The function $v$ is given by
\[
v(t) = c_3 \int_{-\infty}^t \exp \left( c_1 \int_s^t \lambda(\nu) d\nu \right) \zeta(s) ds + c_3 \int_t^\infty \exp(M(t-s)) \zeta(s) ds,
\] (3.16)

where $\zeta(s) = N_p(\nabla f; \exp(-s))$ for $s \in \mathbb{R}$. We require that $\zeta$ satisfies
\[
\int_{-\infty}^0 \exp \left( c_3 \int_s^0 \lambda(\nu) d\nu \right) \zeta(s) ds + \int_0^\infty \exp(-Ms) \zeta(s) ds < \infty.
\] (3.17)

It is clear that if $\zeta$ satisfies (3.17) then $v(t)$ is finite for every $t \in \mathbb{R}$. Moreover, if $f \in Y^{1,p}_{M}(\mathbb{R}^N)$, then (3.17) is also valid.

We change variables in the definition of the operator $K$ to $r = e^{-t}$, $\rho = e^{-\tau}$, and $s = e^{-\sigma}$, where $t, \tau, \sigma \in \mathbb{R}$. We allow earlier functions of the variables $r, \rho, s$
to keep the same name when it is clear from the context what we are referring to. The action of $K$ on $v$ can be expressed with help from the functions

$$E(\tau, \sigma) = \begin{cases} \lambda^2(\tau) \exp(N(\tau - \sigma)), & \tau \leq \sigma, \\ \lambda(\tau)(\lambda(\sigma) \exp(\sigma - \tau) + \lambda(\sigma)), & \tau \geq \sigma, \end{cases}$$

and

$$\Sigma^\pm(s, \sigma) = \begin{cases} \exp\left(\pm c_1 \int_s^\sigma \lambda(\nu) d\nu\right), & s \leq \sigma, \\ \exp(\pm M(\sigma - s)), & s \geq \sigma. \end{cases}$$

To see why, observe that

$$Kv(t) = C_K \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(t, \tau, \sigma) v(\sigma) d\sigma d\tau$$

$$= C_K \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(t, \tau, \sigma) \int_{-\infty}^{\infty} \Sigma^+(s, \sigma) \zeta(s) ds d\tau$$

$$= C_K \int_{-\infty}^{\infty} \zeta(s) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} Q_N(e^{s-\tau}) E(\tau, \sigma) \Sigma^+(s, \sigma) ds d\tau ds.$$

The following lemma provides estimates we need.

**Lemma 3.6.** Let $s, t \in \mathbb{R}$. Then

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(t, \tau, \sigma) \Sigma^+(s, \sigma) d\sigma d\tau \leq c \Sigma^+(s, t),$$

and

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(t, \tau, \sigma) \Sigma^-(s, \sigma) d\sigma d\tau \leq c \Sigma^-(t, s),$$

where

$$c = 2 \left( \frac{3\Lambda_0}{M} + \frac{1}{c_1} + \frac{1}{c_2} \right)^2.$$

**Proof.** First, we prove that, for $\tau \in \mathbb{R}$,

$$\int_{-\infty}^{\infty} E(\tau, \sigma) \Sigma^+(s, \sigma) d\sigma \leq 2\lambda(\tau) \left( \frac{\Lambda_0}{M} + \frac{1}{c_1} + \frac{1}{c_2} + \frac{\lambda(\tau)}{N} \right) \Sigma^+(s, \tau).$$

To simplify the notation, we let

$$D(a, b) = \exp\left( c_1 \int_a^b \lambda(\nu) d\nu \right), \quad a, b \in \mathbb{R}.$$

Let $s \leq \tau$. Then

$$\int_{-\infty}^{s} E(\tau, \sigma) \Sigma^+(s, \sigma) d\sigma = \int_{-\infty}^{s} e^{M(s - \sigma)} \lambda(\tau)\left(\lambda(\tau)e^{\sigma - \tau} + \lambda(\sigma)\right) d\sigma$$

$$\leq \lambda(\tau)^2 \frac{e^{s-\tau}}{M+1} + \frac{\Lambda_0}{M} \lambda(\tau) \leq \frac{2\Lambda_0}{M} \lambda(\tau).$$
and

\[ \int_{\tau}^{\infty} E(\tau, \sigma) \Sigma^+(s, \sigma) \, d\sigma = \int_{\tau}^{\infty} \lambda^2(\tau) e^{N(\tau-\sigma)} D(s, \sigma) \, d\sigma \]

\[ \leq \lambda(\tau)^2 \int_{\tau}^{\infty} \frac{1}{N - c_1 \lambda(\sigma)} \frac{\partial}{\partial \sigma} (-e^{N(\tau-\sigma)} D(s, \sigma)) \, d\sigma \]

\[ \leq \frac{2\lambda^2(\tau)}{N} D(s, \tau), \]

since \((\partial/\partial \sigma)(e^{N(\tau-\sigma)} D(s, \sigma)) \leq 0\) and \(c_1 \Lambda_0 \leq 1/2\). Furthermore, using estimates similar to the one used in (3.25), we obtain that

\[ \int_{\tau}^{\infty} E(\tau, \sigma) \Sigma^+(s, \sigma) \, d\sigma = \lambda(\tau) \int_{\tau}^{\infty} e^{\sigma-\tau} D(s, \sigma) \, d\sigma + \lambda(\tau) \int_{\tau}^{\infty} \lambda(\sigma) D(s, \sigma) \, d\sigma \]

\[ \leq \lambda(\tau)(D(s, \tau) - e^{\sigma-\tau}) + \frac{\lambda(\tau)}{c_1} (D(s, \tau) - 1) \]

\[ \leq \frac{2\lambda(\tau)}{c_1} D(s, \tau). \]

If \(s \geq \tau\), using the same estimates as in (3.24) and (3.25) (where the limits \(s\) and \(\tau\) changes positions), we obtain

\[ \int_{\mathbb{R}}^{\infty} E(\tau, \sigma) \Sigma^+(s, \sigma) \, d\sigma \leq \frac{2\Lambda_0 \lambda(\tau)}{M} e^{M(\tau-s)} + \frac{2\lambda^2(\tau)}{N} e^{N(\tau-s)}. \]

Moreover,

\[ \int_{\tau}^{\infty} E(\tau, \sigma) \Sigma^+(s, \sigma) \, d\sigma \leq e^{N(\tau-s)} \lambda^2(\tau) \int_{\tau}^{\infty} e^{-c_2 \lambda(\sigma-\tau)} \, d\sigma \leq \frac{\lambda(\tau)}{c_2} e^{M(\tau-s)}. \]

In total, we obtain the estimate in (3.22) for all \(s, \tau \in \mathbb{R}\).

Let us show that, for \(s, t \in \mathbb{R}\),

\[ \int_{-\infty}^{\infty} \lambda(\tau) \Sigma^+(s, \tau) Q_{N,0}(e^{\tau-s}) \, d\tau \leq \left( \frac{3\Lambda_0}{M} + \frac{1}{c_1} + \frac{1}{c_2} \right) \Sigma^+(s, t). \] (3.26)

Let \(s \leq t\). Then

\[ \int_{-\infty}^{s} \lambda(\tau) \Sigma^+(s, \tau) Q_{N,0}(e^{\tau-s}) \, d\tau = \int_{-\infty}^{s} \lambda(\tau) e^{M(\tau-s)} \, d\tau \leq \frac{\Lambda_0}{M}, \]

and, similarly with (3.25),

\[ \int_{t}^{\infty} \lambda(\tau) \Sigma^+(s, \tau) Q_{N,0}(e^{\tau-s}) \, d\tau = \int_{t}^{\infty} \lambda(\tau) e^{N(\tau-s)} D(s, \tau) \, d\tau \]

\[ \leq \Lambda_0 \int_{t}^{\infty} \frac{1}{N - c_1 \lambda(\tau)} \left( -\frac{\partial}{\partial \tau} (e^{N(\tau-s)} D(s, \tau)) \right) \, d\tau \]

\[ \leq \frac{2\Lambda_0}{N} D(s, t). \]
For the middle part,

\[
\int_s^t \lambda(\tau) \Sigma^+(s, \tau) Q_{N,0}(e^{t-\tau}) \, d\tau = \int_s^t \lambda(\tau) D(s, \tau) \, d\tau \leq \frac{1}{c_1} D(s, t).
\]

If \( s \geq t \), then

\[
\int_{\mathbb{R}\backslash[t,s]} \lambda(\tau) \Sigma^+(s, \tau) Q_{N,0}(e^{t-\tau}) \, d\tau \leq \left( \frac{\Lambda_0}{M} + \frac{2 \Lambda_0}{N} \right) e^{M(t-s)}
\]

and

\[
\int_t^s \lambda(\tau) \Sigma^+(s, \tau) Q_{N,0}(e^{t-\tau}) \, d\tau = \int_t^s \lambda(\tau) e^{N(t-s)-c_2 \Lambda_0(\tau-s)} \, d\tau
\]

\[
\leq \frac{\Lambda_0 e^{N(t-s)}}{\Lambda_0 c_2} \left( e^{-c_2 \Lambda_0 (t-s)} - 1 \right) \leq \frac{1}{c_2} e^{M(t-s)}.
\]

Thus, we obtain (3.26) for all \( s \) and \( t \) in \( \mathbb{R} \). It is clear that (3.22) and (3.26) imply (3.20) given in the lemma.

The inequality in (3.21) can be derived analogously, using the same technique as above.

\[\square\]

**Lemma 3.7.** There exists positive constants \( \Lambda_* \), \( c_1 \), \( c_2 \), and \( c_3 \), depending only on \( N \) and \( p \), such that if \( \Lambda_0 \leq \Lambda_* \) and \( \zeta(s) = N_p(\nabla f; e^{-s}) \), \( s \in \mathbb{R} \), satisfies (3.17), then

\[ Kv(t) + N_p(\mathcal{K}(0); e^{-t}) \leq v(t), \quad t \in \mathbb{R}, \quad 1 < p < \infty. \]

**Proof.** Let \( \Lambda_* \) be sufficiently small for Lemma 2.4 and Corollary 2.5 to hold when \( \Lambda_0 \leq \Lambda_* \). Moreover, let \( c_1 \Lambda_* \leq 1/2 \) and \( c_2 \Lambda_* \leq (N-1)/2 \). It follows from Lemma 3.6 that

\[ K v(t) \leq 2 C_K\left( \frac{3 \Lambda_*}{M} + \frac{1}{c_1} + \frac{1}{c_2} \right)^2 u(t). \]

Furthermore, \( \mathcal{K}(0) = \psi^{-1} \mathcal{R} f \), and from Theorem 2.2 we know that

\[ N_p(\mathcal{K}(0); e^{-t}) \leq C_K \int_{-\infty}^\infty Q_{N,0}(e^{t-s}) \zeta(s) \, ds \]

\[ \leq C_K \int_{-\infty}^\infty \Sigma^+(s, t) \zeta(s) \, ds = \frac{C_K}{c_3} u(t). \]

Thus,

\[ Kv(t) + N_p(\mathcal{K}(0); e^{-t}) \leq C_K\left( \frac{3 \Lambda_*}{M} + \frac{1}{c_1} + \frac{1}{c_2} \right)^2 \left( \frac{1}{c_3} \right) u(t). \]
By choosing \( c_1 \) and \( c_3 \) large, and \( c_2 \) large enough but smaller than \( N/(2\Lambda_*) \), we can see that it is possible to bound the constant by

\[
C_K \left( 2 \left( \frac{3\Lambda_*}{M} + \frac{1}{c_1} + \frac{1}{c_2} \right)^2 + \frac{1}{c_3} \right) \leq 1.
\] (3.27)

\[
\text{Lemma 3.8. Suppose that } f \in W^{1,p}_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \text{ satisfies}
\]

\[
\int_0^1 \rho^{1/2} N_p(\nabla f; \rho) \frac{d\rho}{\rho} + \int_1^\infty \exp \left( c_1 \int_1^\rho \Lambda(v) \frac{dv}{\nu} \right) N_p(\nabla f; \rho) \frac{d\rho}{\rho} < \infty, \quad (3.28)
\]

where \( 1 < p < \infty \) and the constants \( \Lambda_*, c_1, c_2, \) and \( c_3 \), are given by Lemma 3.7. Then the function \( z \) defined by \( z(r) = v(\log r) \) for \( r > 0 \) belongs to \( D_K \) and

\[
Kz(r) + N_p(\nabla f; r) \leq z(r), \quad r > 0.
\]

\[
\text{Proof. Since } f \text{ satisfies (3.28) and (3.27) holds, the function } v(t) \text{ exists and solves the inequality in Lemma 3.7. This also implies that }
\]

\[
Kz(r) \leq v(-\log r) < \infty, \quad r > 0.
\]

In particular, \( Kz(1) < \infty \), which implies that \( z \in D_K \); see (3.8).

\[
\text{3.5 Verification of (K1), (K3), (K4), (K1), and (K2)}
\]

Obviously \( K \) is linear and positive, so (K1) holds. Furthermore, (K3) follows from the monotone convergence theorem. If \( \eta \in D_K \) satisfies \( 0 \leq \eta \leq z \), then by (K1) and (K2), we obtain

\[
K\eta(r) \leq Kz(r) \leq z(r) - k_0(r) \leq z(r), \quad r > 0.
\]

Since \( z \in D_K \), this shows that (K4) holds.

Now, since (K1)–(K4) holds, there exists a minimal solution \( \sigma \) in \( D_K \) to (3.4). Suppose that \( u, v \in D_{\mathcal{K}, \sigma} \). By Lemma 3.5,

\[
N_p(\mathcal{K}(u) - \mathcal{K}(v); r) \leq K(N_p(u - v; \cdot))(r), \quad (3.29)
\]

which is the condition in (\( \mathcal{K} \)). Since \( \mathcal{K}(u) \) is measurable and

\[
N_p(\mathcal{K}(u); r) \leq N_p(\mathcal{K}(u) - \mathcal{K}(0); r) + k_0(r)
\]

\[
\leq KN_p(u; \cdot)(r) + k_0(r)
\]

\[
\leq K\sigma(r) + k_0(r)
\]

\[
= \sigma(r)
\]

for every \( r > 0 \), we see that \( \mathcal{K} \) maps \( D_{\mathcal{K}, \sigma} \) into \( D_{\mathcal{K}, \sigma} \).

Suppose that \( \{v_k\}_{k=0}^\infty \) is a sequence in \( D_{\mathcal{K}, \sigma} \) that satisfies (3.6). Then this is a Cauchy sequence in \( L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \), so it converges to a measurable function \( v \). It follows that \( N_p(v; r) \leq \sigma(r) \) for \( r > 0 \), so \( v \in D_{\mathcal{K}, \sigma} \). Hence, (K2) holds.
3.6 Existence of a Fixed Point

We now apply Theorem 3.1, which shows that there exists a function $u$ in $\mathcal{D}_{\mathcal{K},\sigma}$ such that $\mathcal{K}(u) = u$. We have thus derived the following result.

**Lemma 3.9.** Suppose that the conditions of Lemma 3.8 are satisfied. Then there exists $u \in L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$ such that $\mathcal{K}(u) = u$ and

$$N_p(u; e^{-t}) \leq v(t), \quad t \in \mathbb{R}. \quad (3.30)$$

The estimate in (3.30) implies the following asymptotic behaviour of the fixed point.

**Lemma 3.10.** Let $u \in X^p(\mathbb{R}^N)$ satisfy (3.30). Then $N_p(u; e^{-t}) = o(\Sigma^-(t,0))$ as $t \to \pm \infty$.

**Proof.** Let $t < -m < 0$ for some $m > 0$. Then

$$\frac{v(t)}{\Sigma^-(t,0)} \leq \int_{-\infty}^{t} D(\tau,0) \zeta(\tau) d\tau + \int_{-m}^{t} e^{M(t-\tau)} D(t,0) \zeta(\tau) d\tau$$

$$+ \int_{-\infty}^{\infty} e^{Mt} D(t,0) e^{-M\tau} \zeta(\tau) d\tau$$

$$\leq \frac{\epsilon}{3} + \int_{-\infty}^{-m} e^{M(t-\tau)} D(t,\tau) D(\tau,0) \zeta(\tau) d\tau + e^{-\beta t} \int_{-\infty}^{\infty} e^{-M\tau} \zeta(\tau) d\tau$$

$$\leq \frac{2\epsilon}{3} + \int_{-\infty}^{-m} e^{-\beta(t-\tau)} D(\tau,0) \zeta(\tau) d\tau \leq \epsilon,$$

where $\beta = N - c_1 \Lambda_0 - c_2 \Lambda_0 > 0$ if $c_1 \Lambda_0 \leq 1/2$ and $c_2 \Lambda_0 \leq (N-1)/2$. Similarly, one can show that if $t > 0$, we obtain that $v(t)/\Sigma^-(t,0) \leq \epsilon$ if $t > m$. \qed

3.7 Uniqueness of Fixed Points

We can now prove the following uniqueness result.

**Lemma 3.11.** Suppose that the conditions in Lemma 3.8 are satisfied. Then there exists at most one solution $u$ in $X^p(\mathbb{R}^N)$ to the equation $\mathcal{K}(u) = u$ such that

$$N_p(u; e^{-t}) = O(\Sigma^-(t,0)), \quad t \to \pm \infty. \quad (3.31)$$

**Proof.** To simplify notation, let

$$p(u; t) = N_p(u; e^{-t}), \quad t \in \mathbb{R}.$$
Choose $\mathcal{D}_X$ as the linear space of functions $u \in L^p_{\text{loc}}(\mathbf{R}^N \setminus \{0\})$ such that holds. Suppose that $u \in \mathcal{D}_X$. Then there exists constants $A' > 0$ and $m > 0$ such that
\[
p(u; t) \leq A'\Sigma^-(t, 0), \quad |t| \geq m.
\]
Let the constant $A''$ be given by
\[
A'' = \sup_{|t| \leq m} \Sigma^+(t, 0)p(u; t).
\]
By continuity, it is clear that $A'' < \infty$. Define $A = \max\{A', A''\}$. We find that
\[
Kp(u; \cdot)(t) = C_K \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(t, \tau, \sigma)p(u; \sigma)d\sigma d\tau
\leq AC_K \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(t, \tau, \sigma)\Sigma^-(\sigma, 0)d\sigma d\tau
\leq AC_K c\Sigma^-(t, 0)
\quad (3.32)
\]
for $t \in \mathbf{R}$. The last inequality follows from (3.21) in Lemma 3.6, where the constant $c$ is also defined. This inequality also implies that $\mathcal{K}$ maps $\mathcal{D}_X$ into $\mathcal{D}_X$. To apply Theorem 3.2 we need to verify that (I)–(III) hold. Inequality (3.32) shows that (II) holds: if $u$ belongs to $\mathcal{D}_X$ and $\eta$ belongs to $\mathcal{D}_K$ such that $0 \leq \eta(t) \leq p(u; t)$ for $t \in \mathbf{R}$, then the monotonicity of $K$ implies that $K\eta(t) = O(\Sigma^-(t, 0))$ as $t \to \pm\infty$. Hence, $K\eta$ belongs to $\mathcal{D}_K$. The fact that (III) holds follows from Lemma 3.8. Furthermore, by applying (3.32) $n$ times, we obtain that
\[
K^n p(u; \cdot)(t) \leq (C_K c)^n A\Sigma^-(t, 0).
\]
Since $C_K c < 1$, which follows from (3.21), and $\Sigma^-(t, 0) < \infty,$
\[
K^n p(u; \cdot)(t) \to 0, \quad \text{as } n \to \infty.
\]
Hence, Theorem 3.2 implies that the fixed point is indeed unique.

Remark 3.1. The condition in (3.31) is a natural condition if we consider the solution $u \in \mathcal{D}_X$ in Lemma 3.9, which satisfies $N_p(u; e^{-t}) \leq v(t)$, so by Lemma 3.10, (3.31) is valid.

4 Proof of the Main Results

In the previous section, we proved that there exists a fixed point of $\mathcal{K}$, and that it is unique under certain conditions on $f$. We will now use these theorems and results from Section 2.1 to prove similar results for solutions to (1.4).
4.1 Existence of Solutions to (1.4)

We start with deriving two technical lemmas which will show that we can use Theorem 2.3 to recover $\psi - S u + f$ from the equation $\mathcal{K}(u) = u$. First we find integrated estimates for $\Sigma^+$, where $\Sigma^+$ is defined by (3.19).

**Lemma 4.1.** Suppose that $c_1 \Lambda_0 \leq 1/2$ and $c_2 \Lambda_0 \leq (N - 1)/2$. Then,

$$\int_{-\infty}^{\infty} Q_{N,1}(e^{-t}) \Sigma^+(s,t) dt \leq C_{\Lambda_0}(s) Q_{M,1}(e^{-s})$$

(4.1)

and

$$\int_{-\infty}^{0} e^{-t} \Sigma^+(s,t) dt + \int_{0}^{\infty} (1 + t)e^{-Nt} \Sigma^+(s,t) dt \leq C_{\Lambda_0}(s) Q_{M,1}(e^{-s})$$

(4.2)

for $s \in \mathbb{R}$. The function $C_{\Lambda_0}(s)$ will depend on $\Lambda_0$ and $s$, but for fixed $\Lambda_0$ it is uniformly bounded with respect to $s$, and

$$\limsup_{\Lambda_0 \to 0} C_{\Lambda_0}(s) \leq \begin{cases} C, & s \leq 0, \\ C(1 + s), & s > 0, \end{cases}$$

(4.3)

where $C$ only depends on $N$ and $p$.

**Proof.** Using notation from Section 3.4 we show (4.1) first. Proceeding similarly with the proof of Lemma 3.6, we consider two cases.

First, let $s \leq 0$. The left-hand side in (4.1) is given by

$$\int_{-\infty}^{s} e^{-t} e^{M(t-s)} dt + \int_{s}^{0} e^{-t} D(s,t) dt + \int_{0}^{\infty} e^{-Nt} D(s,t) dt \leq e^{-s} + e^{-s} + e^{-s} \leq Ce^{-s},$$

(4.4)

where we exploited that

$$c_1 \int_{s}^{0} \lambda(\nu) d\nu \leq -c_1 \Lambda_0 s \leq -s, \quad s < 0,$$

so $D(s,0) \leq e^{-s}$. The constant $C$ in (4.4) only depends on $N$ and $p$.

Let $s \geq 0$. In the same manner as above, the left-hand side in (4.1) is bounded by

$$\int_{-\infty}^{0} e^{-t} e^{M(t-s)} dt + \int_{0}^{s} e^{-Nt} e^{M(t-s)} dt + \int_{s}^{\infty} e^{-Nt} D(s,t) dt \leq \frac{e^{-Ms}}{M - 1} + \frac{e^{-Ms} - e^{-Ns}}{N - M} + \frac{2 e^{-Ns}}{N} \leq \left( \frac{4}{N - 1} + \frac{1 - e^{-c_2 \Lambda_0 s}}{c_2 \Lambda_0} \right) e^{-Ms},$$

which completes the proof of (4.1) since

$$\limsup_{\Lambda_0 \to 0} \left( \frac{4}{N - 1} + \frac{1 - e^{-c_2 \Lambda_0 s}}{c_2 \Lambda_0} \right) \leq C(1 + s).$$
To prove (4.2), we proceed similarly. Let $s \leq 0$. Then the left-hand side in (4.2) is given by
\[
\int_{-\infty}^{s} e^{-t} e^{M(t-s)} dt + \int_{0}^{0} e^{-t} D(s,t) dt + \int_{0}^{\infty} (1 + t) e^{-Nt} D(s,t) dt.
\]
The first two terms can be estimated in the same manner as (4.4):
\[
\int_{-\infty}^{s} e^{-t} e^{M(t-s)} dt + \int_{0}^{0} e^{-t} D(s,t) dt \leq e^{-s} M^{\lambda} - 1 + 2 e^{-s}.
\]
To investigate the third term, we use integration by parts:
\[
\int_{0}^{\infty} (1 + t) e^{-Nt} D(s,t) dt = \int_{0}^{\infty} (1 + t) \left( -\frac{\partial}{\partial t} e^{-Nt} D(s,t) \right) dt
\]
\[
\leq \frac{2}{N} D(s,0) + \frac{4}{N^2} \int_{0}^{\infty} \left( -\frac{\partial}{\partial t} e^{-Nt} D(s,t) \right) dt
\]
\[
\leq CD(s,0),
\]
where $C$ only depends on $N$ and $p$. Since $D(s,0) \leq e^{-s/2} \leq e^{-s}$, we obtain that (4.2) holds for $s \leq 0$.

Suppose that $s \geq 0$. We proceed analogously with the case when $s \leq 0$. The left-hand side of (4.2) is given by
\[
\int_{-\infty}^{s} e^{-t} e^{M(t-s)} dt + \int_{0}^{0} (1 + t) e^{-Nt} e^{M(t-s)} dt + \int_{0}^{\infty} (1 + t) e^{-Nt} D(s,t) dt.
\]
The first term can be calculated as
\[
\int_{-\infty}^{0} e^{-t} e^{M(t-s)} dt = \frac{e^{-Ms}}{M - 1}.
\]
The other terms can be bounded in the same manner as (4.5) above using integration by parts:
\[
\int_{0}^{s} (1 + t) e^{-Nt} e^{M(t-s)} dt = e^{-Ms} \int_{0}^{s} (1 + t) e^{-c_2 A_0 t} dt
\]
\[
= \left( \frac{1 - (1 + s) e^{-c_2 A_0 s}}{c_2 A_0} + \frac{1 - e^{-c_2 A_0 s}}{c_2 A_0^2} \right) e^{-Ms}
\]
and
\[
\int_{s}^{\infty} (1 + t) e^{-Nt} D(s,t) dt \leq \frac{2}{N} (1 + s) e^{-Ns} + \frac{4}{N^2} e^{-Ns}.
\]
Since
\[
\limsup_{A_0 \to 0} \left( \frac{1 - (1 + s) e^{-c_2 A_0 s}}{c_2 A_0} + \frac{1 - e^{-c_2 A_0 s}}{c_2 A_0^2} \right) \leq C(1 + s), \quad s > 0,
\]

\[
(4.5)
\]
it follows that \( (4.2) \) and \( (4.3) \) hold for \( s \geq 0 \) as well. \( \square \)

**Lemma 4.2.** Let \( u \in L_{loc}^p(\mathbb{R}^N \setminus \{0\}) \) satisfy \( N_p(u; e^{-t}) \leq C v(t) \) for \( t \in \mathbb{R} \) and suppose that \( c_1 \Lambda_0 \leq 1/2 \) and \( c_2 \Lambda_0 \leq (N - 1)/2 \). If \( f \in W_{loc}^{1,p}(\mathbb{R}^N \setminus \{0\}) \) satisfies

\[
\int_0^\infty Q_{M,1}(\rho) N_{p}(\nabla f; \rho) \frac{d\rho}{\rho} < \infty, \tag{4.6}
\]

then \( u \in X^p(\mathbb{R}^N) \) and \( (\mathcal{I}^\psi - S)u \in Y_0^{1,p}(\mathbb{R}^N) \).

**Proof.** Using notation from Section 3.4 we see that

\[
\|u\|_{X^p(\mathbb{R}^N)} = \int_0^\infty Q_{N,1}(\rho) N_{p}(u; \rho) \frac{d\rho}{\rho} = \int_{-\infty}^\infty Q_{N,1}(e^{-t}) N_{p}(u; e^{-t}) dt \\
\leq C \int_{-\infty}^\infty Q_{N,1}(e^{-t}) \int_{-\infty}^\infty \Sigma^+(s, t) \zeta(s) ds dt \tag{4.7}
\]

\[
= C \int_{-\infty}^\infty \zeta(s) \int_{-\infty}^\infty Q_{N,1}(e^{-t}) \Sigma^+(s, t) dt ds.
\]

Inequality \((4.1)\) now implies that \( u \in X^p(\mathbb{R}^N) \).

Turning our attention to the second part of the lemma, i.e., that \( (\mathcal{I}^\psi - S)u \) belongs to \( Y_0^{1,p}(\mathbb{R}^N) \), we need to prove two things:

\[
\int_0^\infty H(\rho) N_{p}(\nabla (\mathcal{I}^\psi - S)u; \rho) \frac{d\rho}{\rho} < \infty \tag{4.8}
\]

and

\[
h_{R}(r) \to 0, \quad \text{as } r \to \infty,
\]

where \( H(\rho) = \rho^N(1 - \log \rho) \) if \( 0 < \rho \leq 1 \) and \( H(\rho) = \rho \) if \( \rho \geq 1 \), and the function \( h(x) = (\mathcal{I}^\psi - S)u(x) \) for \( x \in \mathbb{R}^N \).

We know that \( d_k(\mathcal{I}^\psi - S)u, k = 1, 2, \ldots, N, \) are defined and the representation in \((2.11)\) holds. Moreover, by \( \text{Lemma 3.5} \) it is possible to extend \((2.15)\) for all \( u \) in \( X^p(\mathbb{R}^N) \). Hence, since \( N_{p}(u; e^{-t}) \leq C v(t) \) and \( K v \leq v \),

\[
N_{p}(\nabla (\mathcal{I}^\psi - S)u; r) \leq K(N_{p}(u; \cdot))(r) \leq C K v(r) \leq C v(r), \quad r > 0,
\]

which implies that

\[
\int_0^\infty H(r) N_{p}(\nabla (\mathcal{I}^\psi - S)u; r) \frac{dr}{r} \leq C \int_{-\infty}^\infty H(e^{-t}) \int_{-\infty}^\infty \zeta(s) \Sigma^+(s, t) ds dt \\
\leq C \int_{-\infty}^\infty \zeta(s) \int_{-\infty}^\infty H(e^{-t}) \Sigma^+(s, t) dt ds.
\]

Since \((4.2)\) holds, it follows that \((4.8)\) is valid.
We will now verify that
\[
\lim_{r \to \infty} h_R(r) = \lim_{r \to \infty} \int_{S^{N-1}} h(r \theta) \, d\theta = 0, \tag{4.9}
\]
where \( h(x) = (T^\psi - S)u(x), \ x \in \mathbb{R}^N \). By Lemma 2.4 in [10], the fact that
\[
\int_1^{\infty} \mathcal{N}_p(\nabla h; \rho) \, d\rho < \infty
\]
implies that the limit in (4.9) exists. We now obtain that
\[
\inf_{r \leq \rho < 2r} |h_R(\rho)| \leq \frac{1}{r} \int_{r}^{2r} |h_R(\rho)| \, d\rho
\]
\[
\leq \frac{1}{r^N} \int_{r}^{2r} \rho^{N-1} \int_{S^{N-1}} |h(\rho \theta)| \, d\theta \, d\rho
\]
\[
\leq C \, r^{-N/p} \left( \int_{|x| < 2r} |h(x)|^p \, dx \right)^{1/p}
\]
\[
= C \mathcal{N}_p(h; r).
\]
Obviously \( |h(x)| \leq C |T^\psi|u|(x) \), so (4.22) in Theorem 2.1 implies that
\[
\mathcal{N}_p(h; r) \leq C \left( r^{-1-N} \int_0^1 \rho^N \mathcal{N}_p(u; \rho) \, d\rho + r^{1-N} \int_1^{r} \rho^N \mathcal{N}_p(u; \rho) \, d\rho \right)
\]
\[
+ \int_{r}^{\infty} \mathcal{N}_p(u; \rho) \, d\rho
\]
for \( r > 1 \). Since \( u \in X^p(\mathbb{R}^N) \), the first and last term in the right-hand side tend to zero as \( r \to \infty \). To show that this is also true for the middle term, let \( m > 1 \) be fixed. Then
\[
\limsup_{r \to \infty} r^{1-N} \int_{r}^{\infty} \rho^N \mathcal{N}_p(u; \rho) \, d\rho \leq \int_{m}^{\infty} \mathcal{N}_p(u; \rho) \, d\rho.
\]
The number \( m \) is arbitrary, so the limit must be zero since \( u \in X^p(\mathbb{R}^N) \). Thus, \( h_R(\rho_n) \to 0 \) for some sequence \( \rho_n \) such that \( \rho_n \to \infty \). Hence (4.9) must hold, so \((T^\psi - S)u \in Y_{1,p}^1(\mathbb{R}^N)\).

### 4.2 Proof of Theorem 1.1

If \( f \in Y_{1,p}^1(\mathbb{R}^N) \), then the solution \( z \) to (3.15) exists. Applying Lemma 3.9 we obtain a fixed point \( u \in L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \) of \( \mathcal{K} \) such that
\[
\mathcal{N}_p(u; r) \leq z(r), \quad r > 0.
\]
Lemma 1.2 shows that \( u \in X^p(\mathbb{R}^N) \) and that the function \((T^\psi - S)u\) belongs to \( Y_{0}^{1,p}(\mathbb{R}^N) \). Clearly, \( f \in Y_{1,p}^1(\mathbb{R}^N) \) implies that \( f \in Y_{0}^{1,p}(\mathbb{R}^N) \), so Theorem 2.3 proves that
\[
T^\psi u = T^\psi \mathcal{K}(u) = T^\psi R((T^\psi - S)u + f) = T^\psi u - Su + f,
\]
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or equivalently, that $Su = f$.

**Corollary 4.3.** If $\Lambda_0 \to 0$, then the condition that $f \in Y_M^{1,p}(\mathbb{R}^N)$ reduces to $f \in Y_0^{1,p}(\mathbb{R}^N)$.

In other words, we recover the authors’ previous result (see Theorem 2.3).

**Proof.** Letting $\Lambda_0 \to 0$ in (4.1) and (4.2) and using (4.3) shows that the right-hand sides of (4.1) and (4.2) tend to $C(1 + s)Q_{N,1}^N(e^{-s})$ if $s > 0$ and $CQ_{N,1}(e^{-s})$ if $s \leq 0$. The condition in (4.6) in Lemma 4.2 can now be replaced by

$$\int_1^\infty (1 - \log \rho)\rho^N N_\rho(\nabla f; \rho) \frac{d\rho}{\rho} + \int_1^\infty N_\rho(\nabla f; \rho) d\rho < \infty.$$

4.3 Uniqueness of Solutions: Proof of Theorem 1.2

We show that $Su = 0$ implies that $K(u) = u$ and use Theorem 3.11 to deduce that $u = 0$.

Let $\mathcal{B}$ be the Banach space introduced in the proof of Lemma 3.5 and pick a sequence $u_n \in C^\infty_c(\mathbb{R}^N \setminus \{0\})$ such that $u_n \to u$ in $\mathcal{B}$. It is clear that $u_n \to u$ in $L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$. The definition of $\mathcal{K}$ implies that

$$\mathcal{K}(u_n) = \mathcal{R}(I - S)u_n \to \mathcal{K}(u)$$

in $L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$. It is straightforward to verify that $\mathcal{R}Iu_n = u_n$, for example by means of the Fourier transform. As in Lemma 3.13 we extend the operator $\mathcal{R}S$ to $\mathcal{B}$ so that

$$N_\rho(\mathcal{R}S u; r) \leq C \int_0^\infty \int_0^\infty E(r, \rho, \sigma) N_\rho(u; \sigma) \frac{d\sigma}{\sigma} \frac{d\rho}{\rho}$$

(4.10)

for every $u \in \mathcal{B}$. Clearly $\mathcal{R}S u = 0$ if $u \in \mathcal{B}$ satisfies $Su = 0$. From (4.10), we also obtain that $\mathcal{R}S u_n \to \mathcal{R}S u$ in $L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$. Hence

$$\mathcal{K}(u_n) = \mathcal{R}(I - S) u_n = \mathcal{R}I u_n - \mathcal{R}S u_n = u_n - \mathcal{R}S u_n \to u - \mathcal{R}S u = u$$

in $L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$. By uniqueness of limits, we have $\mathcal{K}(u) = u$.

Now, Theorem 3.11 states that the solutions to $\mathcal{K}(u) = u$ that satisfy (3.31) are unique. Since $u = 0$ is one such solution, we must conclude that $u = 0$ is the only possibility.

5 Local Estimates

Let $r_0$ be positive and let $\eta \in C^\infty(\mathbb{R})$ be a cut-off function such that $\eta(r) = 1$ if $r < r_0$ and $\eta(r) = 0$ if $r > 2r_0$. Let $u \in X^p(\mathbb{R}^N), 1 < p < \infty$, solve the
equation $Su(x) = f(x)$ for $|x| \leq 2r_0$, where $f \in W^{1,p}_0(R^N \setminus \{0\})$. Furthermore, let $\chi \in C^\infty_c(R)$ satisfy $\chi(r) = 0$ if $r < r_0$ or $r > 2r_0$. We will require that

$$\int_0^\infty \chi(\rho) \frac{d\rho}{\rho} = \frac{N}{|S^{N-1}|}$$

where $|S^{N-1}|$ is the surface measure of the unit sphere in $R^N$. We define $\Psi(y)$ for $y \in R^N \setminus \{0\}$ by

$$\Psi(y) = -\chi(|y|) \sum_{i=1}^N \gamma_i \frac{y_i}{|y|}$$

where $\gamma_i = \int_{R^N} \frac{(1 - \eta(y))u(y) y_k}{|y|^N} |y| dS(y)$.

Here, $dS(y) = \sqrt{1 + |\nabla \varphi(y)|^2} dy$. For $k = 1, 2, \ldots, N$, the function $\Psi$ satisfies

$$\int_{R^N} \Psi(y)y_k dS(y) = -\sum_{i=1}^N \gamma_i \int_0^\infty \chi(\rho) \int_{S^{N-1}} \theta_i \theta_k d\rho = -\gamma_k. \tag{5.1}$$

We multiply the equation $Su = f$ by $\eta(|x|)$, and add $S(\eta u)$ and $S\Psi$ to both sides and rearrange:

$$S(\eta u + \Psi) = \eta f + [S, \eta]u + S\Psi, \tag{5.2}$$

where $[S, \eta]u(x) = S(\eta u)(x) - \eta(x)Su(x), x \in R^N$. We wish to estimate the gradient of the right-hand side of (5.2).

**Lemma 5.1.** Let $u \in X^p(R^N), 1 < p < \infty$, and suppose that $r_0 > 0$. Then

$$N_p(\nabla ([S, \eta]u + S\Psi); r) \leq \begin{cases} C(r + \Lambda(r)) \|u\|_{X^p(R^N)}, & r \leq r_0, \\ Cr^{-N} \|u\|_{X^p(R^N)}, & r > r_0, \end{cases}$$

where $C$ depends on $N$, $p$, and $r_0$.

**Proof.** Let $0 < r < r_0/2$ and $r \leq |x| < 2r$. Then $\partial_k [S, \eta]u = \partial_k S((\eta - 1)u)$, and from the representation in (2.10) it follows that

$$\frac{\partial}{\partial r} (\frac{\partial_k ([S, \eta]u + S\Psi)}{1 - N}(x) = T_k((1 - \eta)u + \Psi)(x) + \partial_k \varphi(x)T_{N+1}((1 - \eta)u + \Psi)(x)$$

$$= \int_{R^N} \frac{(x_k - y_k)((1 - \eta(y))u(y) + \Psi(y))}{|\Phi(x) - \Phi(y)|^{N+1}} dy$$

$$+ \partial_k \varphi(x) \int_{R^N} \frac{(\varphi(x) - \varphi(y))((1 - \eta(y))u(y) + \Psi(y))}{|\Phi(x) - \Phi(y)|^{N+1}} dy.$$
since
\[
|\Psi(y)| \leq \|\chi(|y|)| \sum_{i=1}^{N} \gamma_{i} \leq C \|\chi(|y|)| \int_{|z|>r_{0}} \frac{|u(z)| dz}{|z|^{N}}, \quad y \in \mathbb{R}^{N}.
\]

Let \( \tau = |x|/|y| \). We assume that \( \tau \leq 1/2 \). The kernel in \( T_{k} \) can be expressed by
\[
\frac{x_{k} - y_{k}}{\Phi(x) - \Phi(y)|^{N+1}} = \frac{1}{|y|^{N}} g(\tau), \quad \text{where} \quad g(\tau) = \frac{x_{k}^{|\tau|} - y_{k}^{|\tau|}}{|\tau|^{|y|^{N}}}.\]

We see that \( g(0) = -(y_{k}/|y|)(1 + L_{2}^{2})^{-(N+1)/2} \), and also that \( g'(\tau) \) is uniformly bounded, \( |g'(\tau)| \leq C \), for \( \tau \leq 1/2 \). The constant depends only on \( N \). Thus, \( |g(\tau) - g(0)| \leq C\tau \) for \( \tau \leq 1/2 \). Hence,
\[
|T_{k}((1 - \eta)u + \Psi)(x)| \leq \frac{1}{(1 + L_{2}^{2})^{N + 1}} \left| \int_{\mathbb{R}^{N}} \frac{y_{k}}{|y|} \frac{(1 - \eta(y))u(y) + \Psi(y)}{|y|^{N}} dS(y) \right| + C|x| \int_{|y|>r_{0}} \frac{|u(y)| + |\Psi(y)|}{|y|^{N+1}} dy.
\]

It is clear from (5.1) that
\[
\int_{\mathbb{R}^{N}} \frac{y_{k}}{|y|} \frac{(1 - \eta(y))u(y) + \Psi(y)}{|y|^{N}} dS(y) = 0, \quad k = 1, 2, \ldots, N.
\]

Moreover,
\[
|x| \int_{|y|>r_{0}} \frac{|u(y)| + |\Psi(y)|}{|y|^{N+1}} dy \leq C \int_{|y|>r_{0}} \frac{|u(y)|}{|y|^{N}} dy,
\]
so
\[
\mathcal{N}_{p}(T_{k}((1 - \eta)u + \Psi) ; r) \leq C (r + \Lambda(r)) \int_{|y|>r_{0}} \frac{|u(y)|}{|y|^{N}} dy.
\]

The right-hand side is finite since \( u \in X^{p}(\mathbb{R}^{N}) \). Thus, we obtain that
\[
\mathcal{N}_{p}(\nabla ((\mathcal{S}, \eta)u + \mathcal{S}\Psi) ; r) \leq C (r + \Lambda(r)) \| u \|_{X^{p}(\mathbb{R}^{N})}, \quad 0 < r < \frac{r_{0}}{2}. \quad (5.3)
\]

Let \( r > 4r_{0} \). Then \( \partial_{k} (\mathcal{S}, \eta)u = \partial_{k} \mathcal{S}(\eta u) \), and
\[
|\partial_{k} (\mathcal{S}, \eta)u(x)| \leq \frac{C}{|x|^{N}} \int_{|y|<2r_{0}} |u(y)| dy \leq \frac{C}{|x|^{N}} \| u \|_{X^{p}(\mathbb{R}^{N})}.
\]

Furthermore,
\[
|\partial_{k} \mathcal{S}\Psi(x)| \leq C|T_{k}\Psi(x)| + C|T_{N+1}\Psi(x)|
\]
\[
\leq C \frac{N}{|x|^{N}} \int_{r_{0} \leq |y| \leq 2r_{0}} |\Psi(y)| dy \leq \frac{C}{|x|^{N}} \int_{|y|>r_{0}} \frac{|u(y)|}{|y|^{N}} dy.
\]
This implies that

\[ N_p(\nabla ([S, \eta]u + S\Psi); r) \leq C r^{-N} \|u\|_{X^p(\mathbb{R}^N)}, \quad r > 4r_0. \quad (5.4) \]

If \( r_0/2 \leq r \leq 4r_0 \), then

\[
\partial_k [S, \eta]u(x) = \partial_k S\eta u(x) - \eta'(|x|)\frac{x_k}{|x|} S u(x) - \eta(|x|) \partial_k S u(x) \\
= [\partial_k S, \eta]u(x) - \eta'(|x|)\frac{x_k}{|x|} S u(x).
\]

From the representation in (2.10), we obtain that

\[
| [\partial_k S, \eta]u(x) | \leq C \int_{\mathbb{R}^N} \frac{|\eta(x) - \eta(y)|}{|\Phi(x) - \Phi(y)|^N} |u(y)| dy \leq C \int_{\mathbb{R}^N} \frac{|u(y)|}{|x - y|^{N-1}} dy.
\]

Thus,

\[ | [\partial_k S, \eta]u(x) | \leq C \|u\|_{X^p(\mathbb{R}^N)}. \]

Similarly, since \( |\eta' S u| \leq |\eta'| |z| |u| \), we obtain that \( N_p(\eta' S u; r) \leq C \|u\|_{X^p(\mathbb{R}^N)} \) for \( r_0/2 \leq r \leq 2r_0 \), and that \( \eta' S u = 0 \) otherwise. Since also

\[
N_p(\nabla S\Psi; r) \leq C \int_{0}^{\infty} Q_{N,0} \left( \frac{\rho}{r} \right) N_p(\Psi; \rho) \frac{d\rho}{\rho} \leq C \int_{|y| > r_0} \frac{|u(y)|}{|y|^N} dy,
\]

it is clear that

\[ N_p(\nabla ([S, \eta]u + S\Psi); r) \leq C \|u\|_{X^p(\mathbb{R}^N)}, \quad \frac{r_0}{2} \leq r \leq 4r_0. \quad (5.5) \]

The desired result now follows from (5.3), (5.4), and (5.5).

\[ \Box \]

### 5.1 Proof of Theorem 1.3

Lemma 5.1 implies, for \( u \in X^p(\mathbb{R}^N) \), that \([S, \eta]u\) belongs to \( Y^{1,p}_M(\mathbb{R}^N) \) and that the radial part \(([S, \eta]u)_R\) tends to zero as \( r \to \infty \). Similarly, the same is true for \( S\Psi \). Moreover, since \( f \) satisfies (1.10), \( \eta f \in Y^{1,p}_M(\mathbb{R}^N) \) and \( (\eta f)_R \to 0 \). Thus, by Theorem 1.3

\[ Sw = \eta f + [S, \eta]u + S\Psi \quad (5.6) \]

has a solution \( w \in X^p(\mathbb{R}^N) \) which satisfies

\[
N_p(w; r) \leq c_3 \int_{0}^{r} \left( \frac{\rho}{r} \right)^M N_p(\nabla (\eta f + [S, \eta]u + S\Psi); \rho) \frac{d\rho}{\rho} \\
+ c_3 \int_{r}^{\infty} \exp \left( c_1 \int_{r}^{\rho} \frac{du}{u} \right) N_p(\nabla (\eta f + [S, \eta]u + \Psi); \rho) \frac{d\rho}{\rho}. \quad (5.7)
\]
Since also $Su = f$ for $|x| \leq 2r_0$, equation (5.6) can be rewritten as

$$Sw = \eta f + Su - \eta Su + S\Psi = \eta f + Su - \eta f + S\Psi = S(\eta u + \Psi).$$

In other words, $S(w - \eta u - \Psi) = 0$, and since $w - \eta u - \Psi$ satisfies the conditions in Theorem 1.2 it follows that $w = \eta u + \Psi$. Thus,

$$N_p(u; r) = N_p(\eta u + \Psi; r) = N_p(w; r), \quad 0 < r < r_0.$$

We now turn to prove (1.11) in Theorem 1.3. We split the right-hand side of (5.7) in two parts: one which deals with $[S, \eta]u + S\Psi$, and one for $f$. From Lemma 5.1, we obtain that

$$\int_0^r \left( \frac{\rho}{r} \right)^M N_p(\nabla ([S, \eta]u + S\Psi); \rho) \frac{d\rho}{\rho} \leq C \|u\|_{X^p(R^N)} \int_0^r \rho^M (\rho + \Lambda(\rho)) \frac{d\rho}{\rho} \leq C(r + \Lambda(r)) \|u\|_{X^p(R^N)}.$$

Let $D(a, b)$ be defined by

$$D(a, b) = \exp\left(c_1 \int_a^b \Lambda(\nu) \frac{d\nu}{\nu}\right), \quad a, b \geq 0.$$

It is true that

$$\int_r^{r_0} D(r, \rho) N_p(\nabla ([S, \eta]u + S\Psi); \rho) \frac{d\rho}{\rho} \leq C \|u\|_{X^p(R^N)} \int_r^{r_0} (\rho + \Lambda(\rho)) D(r, \rho) \frac{d\rho}{\rho}.$$

Since

$$\int_r^{r_0} \rho D(r, \rho) \frac{d\rho}{\rho} = D(r, r_0) \int_r^{r_0} D(r_0, \rho) d\rho \leq CD(r, r_0)$$

and

$$\int_r^{r_0} \Lambda(\rho) D(r, \rho) \frac{d\rho}{\rho} \leq \frac{1}{c_1} \int_r^{r_0} \frac{d}{d\rho} D(r, \rho) d\rho \leq \frac{D(r, r_0)}{c_1},$$

we obtain that

$$\int_r^{r_0} D(r, \rho) N_p(\nabla ([S, \eta]u + S\Psi); \rho) \frac{d\rho}{\rho} \leq C \|u\|_{X^p(R^N)} D(r, r_0).$$

It is clear that $r + \Lambda(r)$ is small whenever $r$ is small, and also that $D(r, r_0) \geq 1$ for $r < r_0$. Hence, $r + \Lambda(r) \leq CD(r, r_0)$ if $r < r_0$. Finally,

$$\int_{r_0}^{\infty} D(r, \rho) N_p(\nabla ([S, \eta]u + S\Psi); \rho) \frac{d\rho}{\rho} \leq C \|u\|_{X^p(R^N)} \int_{r_0}^{\infty} e^{-N \log \rho} D(r, \rho) \frac{d\rho}{\rho} \leq \frac{C}{r_0 (N - c_1 \Lambda_0)} \|u\|_{X^p(R^N)} D(r, r_0),$$

where we used the argument from (3.25) in Lemma 3.6 to estimate the last integral.
Now, since $\nabla(\eta f) = \nabla \eta f + \eta \nabla f$, and $\nabla \eta$ only lives for $r_0 < |x| < 2r_0$, it follows that the contribution from $f$ is bounded by

$$C_r^{-M} \int_0^r \rho^M N_p(\nabla f ; \rho) \frac{d\rho}{\rho} + CD(r, r_0) \int_r^{2r_0} D(r, r, \rho) N_p(\nabla f ; \rho) \frac{d\rho}{\rho}$$

$$+ CD(r, r_0) \int_{r_0/2}^{2r_0} N_p(f ; \rho) \frac{d\rho}{\rho}.$$

This completes the proof.

5.2 The Case of Summable $\Lambda$

Let the conditions of Theorem 1.3 be satisfied and suppose that $(\nu \mapsto \Lambda(\nu)/\nu)$ belongs to $L^1(0, 2r_0)$. Then $D(r, \rho) \leq C$ for $0 \leq r \leq \rho \leq 1$, and from Theorem 1.3 it follows that

$$N_p(u ; r) \leq C \int_0^r \left( \frac{r}{\rho} \right)^M N_p(\nabla f ; \rho) \frac{d\rho}{\rho} + C \int_r^{2r_0} N_p(\nabla f ; \rho) \frac{d\rho}{\rho} + C(u, f)$$

$$= C \int_0^{2r_0} Q_{M,0} \left( \frac{r}{\rho} \right) N_p(\nabla f ; \rho) \frac{d\rho}{\rho} + C(u, f).$$

If also $(\rho \mapsto N_p(\nabla f ; \rho)/\rho) \in L^1(0, 2r_0)$, then $N_p(u ; r) \leq C$ for $r < r_0$, where $C$ depends on $f$.

5.3 Example: $N_p(\nabla f ; r) \leq C r^{-\alpha}$

Let $0 < \alpha < M$. Suppose that $\Lambda(r) \to 0$ as $r \to 0$. Then there exists $r_1 > 0$ such that $\Lambda(r) \leq \alpha/(2c_1)$ for $0 < r < r_1$. Now, suppose that $N_p(\nabla f ; r) \leq C r^{-\alpha}$ for $r < 2r_0$. Let $r < r_0$. Then Theorem 1.3 implies that

$$N_p(u ; r) \leq \frac{C}{M - \alpha} r^{-\alpha} + C \int_r^{2r_0} \rho^{-\alpha} D(r, \rho) \frac{d\rho}{\rho} + C(u, f) D(r, r_0)$$

where

$$C(u, f) = C \left( \|u\|_{X^p(\mathbb{R}^N)} + \int_{r_0/2}^{2r_0} N_p(f ; \rho) \frac{d\rho}{\rho} \right)$$

and $C$ only depends on $N$ and $p$. Now,

$$\int_r^{2r_0} \rho^{-\alpha} D(r, \rho) \frac{d\rho}{\rho} = r^{-\alpha} \int_r^{2r_0} \left( \frac{r}{\rho} \right)^\alpha D(r, \rho) \frac{d\rho}{\rho}.$$

Suppose that $r < r_1$. We split the domain of integration in two parts. For the first part, we obtain that

$$\int_r^{r_1} \left( \frac{r}{\rho} \right)^\alpha D(r, \rho) \frac{d\rho}{\rho} = \int_r^{r_1} \exp \left( c_1 \int_r^\rho \left( \Lambda(\nu) - \frac{\alpha}{c_1} \right) \frac{d\nu}{\nu} \right) \frac{d\rho}{\rho} \leq \int_r^{r_1} \left( \frac{r}{\rho} \right)^{\alpha/2} \frac{d\rho}{\rho} \leq \frac{2}{\alpha}.$$
since $\Lambda(\nu) - \alpha/c_1 \leq -\alpha/(2c_1)$. For the second part,
\[
\int_{r_1}^{2r_0} \left( \frac{r}{\rho} \right)^\alpha D(r, \rho) \frac{d\rho}{\rho} = \int_{r_1}^{2r_0} \left( \frac{r}{r_1} \right)^\alpha D(r_1, \rho) \frac{d\rho}{\rho} \leq \int_{r_1}^{2r_0} \left( \frac{r}{r_1} \right)^{\alpha/2} \left( \frac{r_1}{\rho} \right)^\alpha D(r_1, \rho) \frac{d\rho}{\rho} \leq \frac{r_1^{-\alpha/2}}{\alpha} D(r_1, 2r_0) \rho^{\alpha/2},
\]
similarly with the estimate for the first part. Hence,
\[
\int_{r}^{2r_0} \rho^{-\alpha} D(r, \rho) \frac{d\rho}{\rho} \leq \frac{2}{\alpha} r^{-\alpha} + \frac{r_1^{-\alpha/2} D(r_1, 2r_0)}{\alpha} r^{-\alpha/2} \leq C_\alpha r^{-\alpha}.
\]
Thus,
\[
\mathcal{N}_p(u; r) \leq C(\alpha) r^{-\alpha} \leq C(u, f, \alpha) r^{-\alpha} + C(u, f) D(r, r_0),
\]
where $C(\alpha)$ is a constant that depends on $\alpha$. The last inequality follows from the fact that it is possible to estimate $D(r, r_0) \leq C(\epsilon) r^{-\epsilon}$ for every $\epsilon > 0$, which follows analogously with the argument used above.
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