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Abstract—Active reconfigurable intelligent surfaces (RISs) are a novel and promising technology that allows controlling the radio propagation environment while compensating for the product path loss along the RIS-assisted path. In this letter, we consider the classical radar detection problem and propose to use an active RIS to get a second independent look at a prospective target illuminated by the radar transmitter. At the design stage, we select the power emitted by the radar, the number of RIS elements, and their amplification factor in order to maximize the detection probability for a fixed probability of false alarm and a common (among radar and RIS) power budget. An illustrative example is provided to assess the achievable detection performance, also in comparison with that of a radar operating alone or with the help of a passive RIS.

Index Terms—Reconfigurable intelligent surface (RIS), active RIS, radar, target detection, spatial/angular diversity.

I. INTRODUCTION

RECONFIGURABLE intelligent surfaces (RISs) allow controlling the radio propagation environment, thus providing novel degrees of freedom for the design of wireless systems [1], [2]. An RIS is a low-cost passive flat surface made of sub-wavelength refractive/reflective elements (atoms) that can add a tunable phase shift to the incident electromagnetic wave. The atoms are controlled using an embedded logic with a power consumption that is usually negligible and, all together, can redirect the planar or spherical wavefront hitting the surface in several ways. E.g., a diffuse scattering, an anomalous reflection, or a beam focused towards a specific point can be produced; in addition, a data message can be even superimposed on the redirected signal [3], [4]. RISs have been used to boost the performance of wireless communication links [5]–[7]; they have been also proven effective in other contexts, including wireless power transfer [8], localization and mapping [9], [10], joint communication and sensing [11], and, more recently, target detection [12]–[14].

A major drawback of passive RISs is that the end-to-end indirect link (source → RIS → destination) presents a heavy product path-loss attenuation (also referred to as double fading attenuation), which may limit their usability, especially if a direct link is available [15]. In particular, recent studies suggest that such passive devices should be better placed close to the transmitter or the receiver [7], [14], [16]. To improve the end-to-end power budget of an RIS-assisted communication system, the works in [17], [18] have recently introduced the idea of using an active RIS, wherein each reflecting element employs an active load to amplify the incident signal. A shortcoming is that the circuitry controlling such an active RIS introduces an internal source of noise and consumes a non-negligible amount of power; however, even after accounting for these effects in the overall link budget, the results in [17], [18] indicate that the communication system can perform much better if aided by an active rather than a passive RIS.

In this work, we propose to use an active RIS to improve the detection capability of a radar system. The main intuition is that an active RIS can offer a second look at a target illuminated by the radar, thus providing spatial (angular) diversity, and, in addition, can compensate for the product path loss along the indirect target-RIS-radar path. Overall, the proposed RIS-assisted architecture may realize a sort of low-cost distributed radar system, as illustrated in Fig. 1; in particular, rather than having a second radar receiver equipped with a full radio-frequency processing chain and using a dedicated data link from each receiver to a common fusion center, an active RIS simply redirects the impinging signal towards a unique destination, which collects both the direct and indirect target echoes through two dedicated spatial beams. More specifically, we make the following contributions. Upon adapting the signal model developed in [17], [18] to the considered application, we propose to choose the number of RIS elements, their amplification gain, and the power split among the radar transmitter and the active RIS to maximize the detection probability for a fixed probability of false alarm.

![Considered architecture composed of a radar, equipped with one transmit and two receive beams, aided by an active RIS; radar and RIS are widely-spaced (Fig. 1)](image-url)

Figure 1. Considered architecture composed of a radar, equipped with one transmit and two receive beams, aided by an active RIS; radar and RIS are widely-spaced with respect to the target.
Since this problem is non-convex, we derive a suboptimal solution based upon an alternating maximization. The results show that the use of an active RIS can grant a large performance improvement compared to the cases where no RIS or a passive RIS is used.

The remainder of this work is organized as follows. In the next section, the system model is presented, while, in Sec. III, the system design is described. An illustrative example is provided in Sec. IV and concluding remarks are given in Sec. V.

II. SYSTEM MODEL

Consider a target detection problem, where the radar is assisted by an active RIS, as shown in Fig. 1. The radar emits an average power $P_r$, and is equipped with one transmit beam with gain $G_{rt}^0$ pointing towards the prospective target and two receive beams, one with gain $G_{sr}^0$ pointing towards the target and one with gain $G_{rs}^0$ pointing towards the RIS. The radar radiates a passband waveform with bandwidth $W_T$, duration $T$, and carrier wavelength $\lambda$. The active RIS is composed of $L$ elements and is widely-spaced from the radar, so as to get an independent look at the target; in particular, radar and RIS are in each other’s far-field. The (complex) amplitude response of the $\ell$-th RIS element is denoted by $\alpha_{rt} e^{i\phi_r}$, where $\alpha_{rt} \in [0, \alpha_{\text{max}}]$, with $\alpha_{\text{max}} \geq 1$, and $\phi_r \in [0, 2\pi]$. We assume that the target is in the far-field of both the radar and the RIS. We denote by $d_{sr}$, $d_{ts}$, and $d_{rt}$ the target–RIS, and RIS–radar distances, respectively; also, we denote by $G_{st}$ and $G_{sr}$ the gain of each element of the RIS towards the target and the radar, respectively. Accordingly, we can define the following positive quantities

$$\alpha_{rt} = \sqrt{G_{rt}^0}/(4\pi d_{rt}), \quad \alpha_{sr} = \sqrt{G_{sr}^0}/(4\pi d_{sr})$$

(1)

$$\alpha_{ts} = \sqrt{G_{ts}^0}/(4\pi d_{ts}), \quad \alpha_{rt} = \sqrt{G_{rt}^0}/(4\pi d_{rt})$$

(2)

which account for the link budget along each hop in Fig. 1.

After base-band conversion, matched-filtering with the transmit waveform, and sampling if a target is present in the cell under test, the baseband signal received by the radar beam pointing toward the target can be written as

$$y_1 = \gamma_1 \alpha_{t} \sqrt{P_r} + w_1$$

(3)

where $\gamma_1 \in \mathbb{C}$ is the unknown target response towards the radar, $\alpha_{t} = \alpha_{rt} \alpha_{sr} \sqrt{W_T}$, and $w_1 \sim \mathcal{CN}(0, P_{w_1})$ is the noise, distributed as a complex circularly symmetric Gaussian random variable with variance $P_{w_1}$. Also, upon denoting by $\beta_{rt}$ and $\beta_{sr}$ the phase delays along the path linking the target and the $\ell$-th RIS element and the path linking the $\ell$-th RIS element and the radar, respectively, the baseband signal received by the radar beam pointing towards the RIS is

$$y_2 = \gamma_2 \alpha_{t} \sqrt{P_r} \sum_{\ell=1}^{L} a_\ell e^{i(\beta_{rt} + \phi_r + \beta_{sr})}$$

$$+ \alpha_{sr} \sum_{\ell=1}^{L} a_\ell \sqrt{P_r} e^{i(\phi_r + \beta_{sr})} + w_2$$

(4)

The signal from the beam pointing towards the target is sampled at the delay $2d_{rt}/c$, where $c$ is the speed of light; similarly, the signal from the beam pointing towards the RIS is sampled at the delay $(d_{rt} + d_{ts} + d_{sr})/c$.

where $\gamma_2 \in \mathbb{C}$ is the unknown target response towards the RIS, $\alpha_{2} = \alpha_{rt} \alpha_{sr} \sqrt{W_T}$, $w_1 \sim \mathcal{CN}(0, P_{w_2})$ is the dynamic noise generated by the $\ell$-th RIS element [17], [18], and $w_2 \sim \mathcal{CN}(0, P_{w_2})$, independent of $w_1$, is the receive noise.

We assume that $\{\phi_r\}_{\ell=1}^{L}$ are independent, so that the distribution of $\sum_{\ell=1}^{L} a_\ell \sqrt{P_r} e^{i(\phi_r + \beta_{sr})}$ is not influenced by $\{\phi_r\}_{\ell=1}^{L}$. Also, since $\beta_{rt}$ and $\beta_{sr}$ are known3 the RIS phases can be chosen as $\phi_r = -\beta_{rt} - \beta_{sr}$, so that all the signal terms in $\gamma_2$ are phase aligned (see also [12]). In this case, Eq. (4) becomes

$$y_2 = \gamma_2 \alpha_{t} \sqrt{P_r} \sum_{\ell=1}^{L} a_\ell + z_2$$

(5)

where $z_2 = w_2 + \alpha_{sr} \sum_{\ell=1}^{L} a_\ell \sqrt{P_r} e^{-i\beta_{sr}}$ is distributed as $\mathcal{CN}(0, P_{w_2} + \alpha_{sr}^2 \sum_{\ell=1}^{L} a_\ell^2)$.

Following [17], [18], we model the RIS power consumption as $P_s = L \rho_s + \eta_s P_{\text{out}}$, where $\rho_s = P_c + P_{dc}$ is the power consumption needed to operate each reflecting element of the RIS, with $P_c$ the switch and control circuit power and $P_{dc}$ the DC biasing power consumption, $\eta_s$ is the amplifier efficiency, and $P_{\text{out}}$ is the output power. This latter term is in turn given by $(\alpha_{ts}^2 \sigma_{\gamma_2}^2 P_T + P_{\text{out}}) \sum_{\ell=1}^{L} a_\ell^2$, where $\sigma_{\gamma_2}^2$ is the mean square value of $\gamma_2$ and $\alpha_{ts} = \alpha_{rt} \alpha_{ts}$, so that

$$P_s = L \rho_s + \eta_s (\alpha_{ts}^2 \sigma_{\gamma_2}^2 P_T + P_{\text{out}}) \sum_{\ell=1}^{L} a_\ell^2.$$  (6)

III. SYSTEM DESIGN

It is not difficult to show that the generalized likelihood ratio test [19] with respect to the unknown target responses $(\gamma_1, \gamma_2)$ based on the observations $(y_1, y_2)$ is

$$\frac{|y_1|^2}{P_{w_1}} + \frac{|y_2|^2}{P_{w_2} + \alpha_{sr}^2 P_r \sum_{\ell=1}^{L} a_\ell^2} \geq \gamma$$

(7)

and a target is declared if the detection threshold $\gamma$ is exceeded. The probability of false alarm is $\text{PFA} = (1 + \gamma)^{-\gamma} [20]$, and $\gamma$ is usually set to have a specified PFA level. As to the probability of detection (PD), we need to specify the joint distribution of the target responses: if $\gamma_2 \sim \mathcal{CN}(0, \sigma_{\gamma_2}^2)$ and $\gamma_2 \sim \mathcal{CN}(0, \sigma_{\gamma_2}^2)$ are independent, we have

$$\text{PD} = \frac{1 + \text{SNR}_1}{\text{SNR}_1 - \text{SNR}_2} e^{-\frac{\gamma}{\text{SNR}_1}} - \frac{1 + \text{SNR}_2}{\text{SNR}_1 - \text{SNR}_2} e^{-\frac{\gamma}{\text{SNR}_2}}$$

(8)

where

$$\text{SNR}_1 = \frac{\alpha_{rs}^2 \sigma_{\gamma_2}^2 P_r}{P_{w_1}}, \quad \text{SNR}_2 = \frac{\alpha_{sr}^2 \sigma_{\gamma_2}^2 P_T (\sum_{\ell=1}^{L} a_\ell^2)}{P_{w_2} + \alpha_{sr}^2 P_r \sum_{\ell=1}^{L} a_\ell^2}$$

(9)

are the SNRs on the two receive channels.

Our goal here is to maximize PD for a fixed PFA. The available degrees of freedom for system optimization are the radar power $P_r$, the number $L$ of RIS elements, and the corresponding amplification factors $a = (a_1 \cdots a_L)$; instead,

$$\gamma(\beta_{rt})_{\ell=1}^{L} \text{ and } (\beta_{sr})_{\ell=1}^{L} \text{ are uniquely determined by the orientation of the RIS and by the mutual position of radar, RIS, and target; see also [12].}$$

3This corresponds to the Swerling’s Case 1, and the test statistic in (7) is the sum of two independent exponential random variables with mean $1 + \text{SNR}_1$ and $1 + \text{SNR}_2$, that follows a hypo-exponential density [21].
the physical constraints are on the maximum number of RIS elements $L_{\text{max}}$, on the maximum amplification factor $a_{\text{max}}$, and on the overall power budget $\rho_r + \eta_r^{-1} P_r + P_s$, where $\rho_r$ is the circuit power required to operate the radar transmitter, and $\eta_r$ is the efficiency of the radar amplifier. Hence, the optimization problem tackled here is

$$
\begin{align*}
\max_{L \in \mathbb{N}} \max_{a \in \mathbb{R}^L, P_r \in \mathbb{R}} & \quad \text{PD}(\text{SNR}_1(P_r), \text{SNR}_2(L, a, P_r)) \\
\text{s.t.} \quad & \rho_r + \eta_r^{-1} P_r + L \rho_s \\
& + \eta_s^{-1}(\alpha^2_{\text{src}} \sigma^2_{\gamma_2} P_r + P_v) \sum_{\ell=1}^L a^2_{\ell} \leq P_{\text{max}} \\
& 1 \leq a_{\ell} \leq a_{\text{max}}, \quad \ell = 1, \ldots, L \\
& 0 \leq L \leq L_{\text{max}}
\end{align*}
$$

(10)

where the dependency of the objective function from the optimization variables has been made explicit, while $L = 0$ simply means here that the RIS is not used.

The optimization problem in (10) is quite difficult, and we resort to a block-coordinate ascent method, also known as alternating-maximization, where, at each iteration, the objective function is maximized over a block of variables, while keeping the others fixed at their previous values. In particular, we consider two reduced-complexity sub-problems: the maximization over $P_r$ and the maximization over the pair $(a, L)$. In the following, these two sub-problems are optimally solved, and a closed-form expression for their solutions is provided in Eqs. (11) and (20). For the reader’s sake, the complete routine is reported in Alg. 1.

### A. Maximization over the radar power

Since the probability of detection in (8) is increasing with the SNRs in (9), that are in turn increasing with the radar transmit power, we should choose the largest value of $P_r$ satisfying the power constraint in (10), i.e.,

$$
P_r = \frac{P_{\text{max}} - \rho_r - L \rho_s - \eta_s^{-1} P_v \sum_{\ell=1}^L a^2_{\ell}}{\eta_r^{-1} + \eta_s^{-1} \alpha^2_{\text{src}} \sigma^2_{\gamma_2} \sum_{\ell=1}^L a^2_{\ell}}.
$$

(11)

### B. Maximization over the RIS parameters

Since the probability of detection in (8) is increasing with the SNRs in (9), and since SNR$_3$ is independent of $(a, L)$, the problem to be solved here is equivalent to

$$
\begin{align*}
\max_{L \in \mathbb{N}} \max_{a \in \mathbb{R}^L} & \quad \text{SNR}_2(L, a, P_r) \\
\text{s.t.} \quad & \rho_s L + \zeta \sum_{\ell=1}^L a^2_{\ell} \leq \kappa \\
& 1 \leq a_{\ell} \leq a_{\text{max}}, \quad \ell = 1, \ldots, L \\
& 0 \leq L \leq L_{\text{max}}
\end{align*}
$$

(12)

where $\kappa = P_{\text{max}} - \rho_r - \eta_r^{-1} P_r$, and $\zeta = \eta_s^{-1}(\alpha^2_{\text{src}} \sigma^2_{\gamma_2} P_r + P_v)$. We point out here that a similar problem has been tackled in [17]; however, differently from [17], we are now considering additional constraints on $L$ and $a_{\ell}$, that will result into a slightly different solution, as briefly outlined next.

**Algorithm 1** Block-coordinate descent for Problem (10)

**repeat**

update $P_r$ with (11)

update $(a, L)$ with (20)

until convergence

Notice first that, the constraints in (12) imply that we must necessarily have $L \leq \bar{L}$, where

$$
\bar{L} = \min \left\{ \frac{\kappa}{\rho_s + \zeta} \right\}.
$$

(13)

At this point, from the expression of SNR$_2$ in (9), it is not difficult to show that, for any $L \in \{0, 1, \ldots, \bar{L}\}$, the maximization over $a$ gives $a_1 = \cdots = a_L = g(L)$, where

$$
g(L) = \begin{cases} 
\min \left\{ a_{\text{max}}, \frac{\sqrt{\kappa - \rho_s L}}{\zeta} \right\}, & \text{if } L \geq 1 \\
1, & \text{if } L = 0.
\end{cases}
$$

(14)

Therefore, Problem (12) reduces to

$$
\max_{L \in \mathbb{N}, 0 \leq L \leq \bar{L}} \frac{\alpha^2_{\text{src}} \sigma^2_{\gamma_2} P_r L^2 g^2(L)}{P_w + \alpha^2_{\text{src}} P_v g_{\text{max}}^2 L^2}.
$$

(15)

Let us now relax Problem (15) by extending the search set to $\{L \in \mathbb{R} : 0 \leq L \leq \bar{L}\}$. Let $f(L)$ and $f'(L)$ denote the objective function of (15) and its first order derivative, respectively, and define $L_1 = \kappa/(\rho_s + \alpha^2_{\text{max}} \zeta)$. Then, from (14), we have that, if $0 \leq L \leq L_1$,

$$
f(L) = \frac{\alpha^2_{\text{src}} \sigma^2_{\gamma_2} P_r \max_{L_{\text{max}}} L^2}{P_w + \alpha^2_{\text{src}} P_v g_{\text{max}}^2 L^2},
$$

(16)

and $f'(L) \geq 0$; if, instead, $L \geq L_1$,

$$
f(L) = \frac{\alpha^2_{\text{src}} \sigma^2_{\gamma_2} P_r L (\kappa - \rho_s L)}{P_w \zeta + \alpha^2_{\text{src}} P_v (\kappa - \rho_s L)},
$$

(17)

and $f'(L) \geq 0$ for $L \leq L_2^-, \text{ or } L \geq L_2^+$, and $f'(L) \leq 0$ for $L_2^- \leq L \leq L_2^+$, where

$$
L_2^\pm = \frac{P_w \zeta + \alpha^2_{\text{src}} P_v \kappa \pm \sqrt{(P_w \zeta + \alpha^2_{\text{src}} P_v \kappa) P_w \zeta}}{\alpha^2_{\text{src}} P_v \rho_s}.
$$

(18)

Notice now that $\max\{L_2^-, \bar{L}\} \leq \kappa/\rho_s \leq L_2^+$. Therefore, if $L_1 \leq L_2^-$, we have $f'(L) \geq 0$ for $L \leq L_2^-$, and $f'(L) \leq 0$ for $L_2^- \leq L \leq \kappa/\rho_s$; then, the solution to the relaxed problem is $L^*_\text{rel} = \min\{L_2^-, \bar{L}\}$. If, instead, $L_1 \geq L_2^-$, we have $f'(L) \geq 0$ for $L \leq L_1$, and $f'(L) \leq 0$ for $L_1 \leq L \leq \kappa/\rho_s$, so that the solution to the relaxed problem is $L^*_\text{rel} = \min\{L_1, \bar{L}\}$. Thus

$$
L^*_\text{rel} = \min\{\max\{L_1, L_2^\pm\}, \bar{L}\}
$$

(19)

Finally, the solution to Problem (15) is found by comparing $f(\{L^*_\text{rel}\})$ and $f(\{L^*_\text{rel}\})$; consequently, the solution to Problem (12) is

$$
L^* = \arg \max_{L \in \{L_1, L_2^\pm\}} \frac{\alpha^2_{\text{src}} \sigma^2_{\gamma_2} P_r L^2 g^2(L)}{P_w + \alpha^2_{\text{src}} P_v g_{\text{max}}^2 L^2},
$$

(20a)

$$
a^*_\ell = g(L^*), \quad \ell = 1, \ldots, L^*.
$$

(20b)
respectively; the system parameters are listed in Table I. For
alone ("No RIS"), aided by a passive RIS, or helped by an active RIS with a maximum amplification factor of $a_{\text{max}} = 10$ dB,
where the radar transmitter illuminates a prospective target, with the help of a passive RIS. Future developments may
behave similarly to the passive RIS case: indeed here the signal amplification is still not sufficient to cope with the
severe product path loss along the indirect target-RIS-radar hop. If instead the maximum amplification factor is set to
20 dB, the radar power consumption is $P_r = 3$ W: interestingly, as SNR$_0$ increases, the power is slightly moved
here from the RIS to the radar side, as the number of required RIS elements decreases. When $a_{\text{max}}$ is further increased, the
number of RIS elements is progressively reduced for the same value of SNR$_0$ and, consequently, the power consumption
of the RIS decreases: the intuition here is that, once the RIS amplification is already sufficiently large to well counteract
the product path loss along the target-RIS-radar path, it becomes more advantageous to switch off more RIS elements and move
the power at the radar transmitter to better illuminate the target.

### IV. Simulation Results

Here we consider an illustrative example to assess the performance improvement granted by an active RIS in the
radar detection problem. With reference to Fig. 1, the radar is located at the origin of the coordinate system, while the target
and the RIS lie in positions $(500,0)$ m and $(200,-200)$ m, respectively; the system parameters are listed in Table 1. For
comparison, we also consider the cases where no RIS is used (therefore, $P_r = (P_{\text{max}} - P_r)\eta_r$) and where a passive RIS is
adopted (therefore, $P_r = P_c, \rho_r = 0, \eta_r = 1, \eta_s = 1, \alpha_s = 1$ for any $\ell$) and optimized as in Problem 10, with power constraint
$\rho_r + \eta_r^{-1}P_r + LP_r \leq P_{\text{max}}$. All the curves are reported versus
SNR$_0 = a_{\text{max}}^2 \sigma_{\text{RIS}}^2 (P_{\text{max}} - \rho_r)\eta_r / P_{\text{w1}}$, i.e., the SNR in the No RIS case, where the target strength $\sigma_{\text{RIS}}^2$ is varied, with $\sigma_{\text{RIS}}^2 = \sigma_{\text{T}}^2$.

In the left plot of Fig. 2, the optimized PD is reported (solid lines). It is seen by inspection that the use of a passive RIS is advantageous (compared to the No RIS case) only for very large SNRs (corresponding to this example) to PD values larger than 0.89), in accordance with the findings in [12]. The active RIS with a maximum amplification factor of 10 dB only performs slightly better than the passive RIS and is still not competitive (compared to the No RIS case) over a large SNR range; on the contrary, the active RIS with a maximum amplification factor greater than or equal to 20 dB outperforms the passive RIS and the No RIS cases in all the inspected range of SNRs; remarkably, if $a_{\text{max}}^2 = 40$ dB, a gain of as much as 9.2 dB at PD = 0.5 can be achieved compared to the No RIS case. Notice that the proposed solution requires prior knowledge of $\sigma_{\text{T}}^2$, which is not available in practice. A viable fix is to use a design value, say $\sigma_{\text{T}}^2 = a_{\text{T}}^2$, and accept some loss in case of mismatch. In this figure, we have also reported PD for such mismatched design (+ marker), where $\sigma_{\text{T}}^2 = a_{\text{T}}^2$ is the one corresponding to PD = 0.5. As it can be seen, a negligible

### Table I

| Parameter       | Value       |
|-----------------|-------------|
| $P_{\text{max}}$ | 4 W         |
| $a_{\text{max}}^2$ | [10, 20, 30, 40] dB |
| $G_{\text{tx}}$ | 3 dB        |
| $G_{\text{re}}$ | 3 dB        |
| $P_{\text{w1}}$ | -128 dBm    |
| $P_{\text{c}}$ | -5 dBm      |
| $L_{\text{max}}$ | 2500        |

**V. Conclusion**

In this letter, we have presented a novel radar architecture, where the radar transmitter illuminates a prospective target, and the radar receiver collects the direct echo and an indirect echo bouncing on an active RIS widely-spaced from the radar. This system allows to exploit the spatial (angular) diversity of the target response, and, once the RIS is properly sized and the available power properly split among the radar transmitter for target illumination and the RIS for path loss compensation, a significant improvement in the detection probability can be obtained compared to the case where the radar operates alone or with the help of a passive RIS. Future developments may include the use of multiple RISs, the extension to the case where the noise and/or clutter power is unknown and must be estimated (through, e.g., adaptive techniques [22, 23]), and the study of joint detection and estimation procedures.
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