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1. Introduction

Coincidence site lattices (CSLs) are an important tool in describing grain boundaries in crystals; see [1] [2] [3] [4] and references therein. These concepts have been generalised for modules to analyse grain boundaries in quasicrystals [5] [7] [8] [9]. On the other hand, similar sublattices and submodules have been studied [10] [11] [12], and it soon turned that there must be close connections between these two types of sublattices, compare for instance [12] and [13] for similar sublattices and CSLs of the $A_1$-lattice. In 2008, S. Glied and M. Baake established a connection between similar sublattices and CSLs by showing that the group of coincidence isometries is a normal subgroup of the group of similarity isometries [14], a result which was later generalised to a certain class of modules [15], which the author called $S$-modules.

In this paper, we want to have a closer look at these connections. In the first part, we elaborate in more detail on the connections between similar sublattices and CSLs by proving some relation between the coincidence index and the so-called denominator of a coincidence isometry. In the second part, we present a generalisation of the results by S. Glied and M. Baake to general $\mathbb{Z}$-modules.

Let us fix some notations and recall the most important notions first, for more details we refer to [14] [14]. Throughout this paper, $A \subset \mathbb{R}^d$ denotes a lattice of full rank in $\mathbb{R}^d$. An isometry $R \in O(d, \mathbb{R})$, i.e. an orthogonal transformation in $\mathbb{R}^d$, is called a coincidence isometry of $A$ if the intersection $A \cap RA$ is a sublattice of $A$ of full rank. This happens if and only if the index $\Sigma_A(R) := [A : A \cap RA]$, the so-called coincidence index, is finite. In this case, we call $A(R) := A \cap RA$ a coincidence site lattice (CSL). The set of all coincidence isometries forms a group, which we denote by $OC(A)$.

Two lattices $A_1$ and $A_2$ are called commensurate, denoted by $A_1 \sim A_2$, if $A_1 \cap A_2$ is a sublattice of full rank of both $A_1$ and $A_2$. As we assume throughout this paper that any lattice has full rank, $A_1$ and $A_2$ are commensurate if and only if $A_1 \cap A_2$ is a sublattice of at least one of $A_1$ and $A_2$. Equivalently, $A_1$ and $A_2$ are commensurate if and only if there exists an integer $m$ such that $mA_1 \subset A_2$. Thus, $R$ is a coincidence isometry of $A$ if and only if $A$ and $RA$ are commensurate.

A similar sublattice (SSL) is a sublattice of $A$ that is similar to $A$, i.e. it is a sublattice of the form $\alpha R A$ for some $R \in O(d, \mathbb{R})$ and $\alpha \in \mathbb{R}^*$. We call $R$ a similarity isometry of $A$, if there exists an $\alpha \in \mathbb{R}^*$ such that $\alpha RA$ is a similar sublattice. The set of similarity isometries forms a group as well, which we denote by $OS(A)$. For any $R \in OS(A)$ we define the denominator $\text{den}_A(R)$ as the smallest scaling factor $\alpha \in \mathbb{R}^*$ such that $\alpha RA \subset A$. Recall that $\alpha^d$, and thus $\text{den}_A(R)^d$, is an integer.

For any $R \in O(d, \mathbb{R})$ we can define the two sets

$$\text{Scal}_A(R) := \{ \alpha \in \mathbb{R} \mid \alpha RA \subset A \},$$

$$\text{scal}_A(R) := \{ \alpha \in \mathbb{R} \mid \alpha RA \sim A \},$$

where the first one consists of all scaling factors giving rise to a similar sublattice and the latter is the set of all scaling factors which lead to lattices commensurate to $A$. Observe that $\text{Scal}_A(R)$ and $\text{scal}_A(R)$ are non-trivial if and only if $R \in OS(A)$. In other words, $\text{Scal}_A(R) \neq \{0\}$, and likewise $\text{scal}_A(R) \neq \{0\}$, if and only if $R \in OS(A)$, compare [14] [15]. In particular, if $E$ is the identity operation, then $\text{Scal}_A(E) = \mathbb{Z}$ and $\text{scal}_A(E) = \mathbb{Q}$. More generally,

$$\text{Scal}_A(R) = \text{den}_A(R) \mathbb{Z},$$

$$\text{scal}_A(R) = \text{den}_A(R) \mathbb{Q},$$

2. Similar sublattices and CSLs

As mentioned above, there is a close connection between the groups $OC(A)$ and $OS(A)$. In particular, S. Glied and M. Baake have shown the following [14] result.
Theorem 2.1. The kernel of the homomorphism
\[ \phi : \text{OS}(\Lambda) \to \mathbb{R}^+ / \mathbb{Q}^+, \]
\[ R \mapsto \text{scal}_\Lambda(R) \cap \mathbb{R}^+ \]
is the group OC(\Lambda). Thus OC(\Lambda) is a normal subgroup of OS(\Lambda) and OS(\Lambda)/OC(\Lambda) is Abelian.

Moreover, all elements of OS(\Lambda)/OC(\Lambda) have finite order, in particular, their order is a divisor of the dimension \( d \).

Hence, any coincidence isometry is a similarity isometry, and thus it makes sense to compare \( \Sigma(R) \) and \( \text{den}(R) \) for any \( R \in \text{OC}(\Lambda) \). By definition, \( \Sigma(R) \) is a positive integer, and so is \( \text{den}(R) \) for any \( R \in \text{OC}(\Lambda) \). This can be seen as follows: by Theorem 2.1, we see that \( \Lambda \) is only possible if \( \text{den}(\Lambda) \) is an integer, and so \( \text{den}(\Lambda) \) is a divisor of the dimension \( d \).

Let \( \Sigma(\Lambda) \) be a lattice in \( \mathbb{R}^d \). Then, \( \Sigma(\Lambda) \) is the group \( \text{OS}(\Lambda) \).

Corollary 2.4. \( \text{den}_\Lambda(\Lambda) = \text{den}_\Lambda(\Lambda) \) for any planar lattice \( \Lambda \) and any \( R \in \text{OS}(\Lambda) \).

We are now able to prove the following bounds for \( \Sigma(R) \) in terms of the denominators \( \text{den}(R) \) and \( \text{den}(R^{-1}) \).

Theorem 2.5. Let \( \Lambda \) be a lattice in \( \mathbb{R}^d \). Then, for any \( R \in \text{OC}(\Lambda) \),

1. \( \text{lcm}(\text{den}_\Lambda(R), \text{den}_\Lambda(R^{-1})) \) divides \( \Sigma(\Lambda) \),
2. \( \Sigma(\Lambda) \) divides \( \text{gcd}(\text{den}_\Lambda(R), \text{den}_\Lambda(R^{-1}))^d \),
3. \( \Sigma(\Lambda)^2 \) divides \( \text{lcm}(\text{den}_\Lambda(R), \text{den}_\Lambda(R^{-1})) \).

Proof. For (1) recall that \( \Lambda \) has index \( \Sigma(\Lambda) \) in \( \Lambda \), thus \( \Sigma(R) \Lambda \subseteq \Lambda \subseteq \Lambda(R) \subseteq \Lambda(R) \), or equivalently, \( \Sigma(R) \Lambda^{-1} \Lambda \subseteq \Lambda \). An argument as above shows that \( \Sigma(R) \) is a multiple of \( \text{den}(R^{-1}) \). By symmetry, \( \text{den}(R) \) is a divisor of \( \Sigma(R^{-1}) = \Sigma(R) \) as well, and hence (1) follows.

For (2) we exploit that \( \text{den}(R) \) is an integer for \( R \in \text{OC}(\Lambda) \). Thus \( \text{den}(R) \Lambda \) is a sublattice of both \( \Lambda \) and \( RA \), and hence \( \text{den}(R) \Lambda \Lambda \subseteq \Lambda(R) \). Comparing the indices of \( \text{den}(R) \Lambda \) and \( \Lambda(R) \) in \( \Lambda \) shows that \( \Sigma(R) \) divides \( \text{den}(R)^2 \). Using \( \Sigma(R^{-1}) = \Sigma(R) \) as above finally yields (2).

Finally, let \( a := \text{lcm}(\text{den}(R), \text{den}(R^{-1})) \). Then \( a \Lambda \) and \( aR \) are both sublattices of \( \Lambda \) and \( RA \), hence \( a(\Lambda + RA) \) is a sublattice of \( \Lambda \cap RA \) with index

\[ [\Lambda \cap RA : a(\Lambda + RA)] = \frac{a^d}{\Sigma(R)^2}, \]

as \( \Sigma(\Lambda) = [\Lambda : A(R)] = [\Lambda + RA : \Lambda] \). Hence \( \Sigma(\Lambda)^2 \) divides \( a \).

The situation becomes particularly simple for planar lattices, where we get the following result by recalling

\[ \text{den}_\Lambda(\Lambda) = \text{den}_\Lambda(R^{-1}). \]

Corollary 2.6. Let \( \Lambda \) be a lattice in \( \mathbb{R}^2 \). Then, for any \( R \in \text{OC}(\Lambda) \),

\[ \Sigma_\Lambda(R) = \text{den}_\Lambda(R). \]

This results turns out to be very useful in the analysis of CSLs of planar lattices, as the denominator is usually much simpler to determine than the coincidence index.

In more than two dimensions Eq. (9) is in general not true anymore \[13, 7, 17\], although it may be satisfied in special cases, e.g. Eq. (8) holds for all coincidence isometries of the cubic lattices \[5, 7, 13\].

One word of caution should be added. Although there are a lot of connections between CSLs and similar sublattices, a CSL is in general not a similar sublattice, see \[13\] for the cubic case. An exception are the square and hexagonal lattices \[9, 7\], where every CSL is a similar sublattice. In these two cases any coincidence rotation \( R \) is the square of a suitable \( S \in \text{OS}(\Lambda) \) and we have \( \Lambda(R) = \text{den}(S) \Lambda \). But note that we cannot have \( \Lambda(R) = aR \Lambda \) except for symmetry operations \( R \), since index considerations immediately imply \( a = \text{den}(R) = \text{den}(R^{-1}) \), which would give \( \Sigma(R) = \text{lcm}(\text{den}(R), \text{den}(R^{-1})) \), which contradicts part (3) of Theorem 2.5.
3. The module case

For the description of quasicrystals we need to go beyond lattices. The right tool here are special kinds of \( \mathbb{Z} \)-modules, namely free \( \mathbb{Z} \)-modules in \( \mathbb{R}^d \), which we assume to span \( \mathbb{R}^d \). More precisely, let \( t_1, \ldots, t_k \in \mathbb{R}^d \) be rationally independent vectors that span \( \mathbb{R}^d \), i.e., \( \langle t_1, \ldots, t_k \rangle_{\mathbb{R}} = \mathbb{R}^d \). Then

\[
M := \langle t_1, \ldots, t_k \rangle_{\mathbb{Z}} = \{ nt_1 + \ldots + nt_k \mid n \in \mathbb{Z} \} \subseteq \mathbb{R}^d
\]

called a (free) \( \mathbb{Z} \)-module of rank \( k \) in dimension \( d \).

Throughout this paper we shall call these \( \mathbb{Z} \)-modules simply modules. Clearly, \( M \) is a lattice if and only if \( k = d \). Only in this case \( M \) forms a discrete subset of \( \mathbb{R}^d \).

\( M \) is a free Abelian group of rank \( k \), i.e., it is isomorphic to \( \mathbb{Z}^k \). In fact, \( M \) can always be obtained as a projection of a \( k \)-dimensional lattice into \( \mathbb{R}^d \). From an algebraic point of view, lattices and free \( \mathbb{Z} \)-modules of finite rank are the same, and we thus expect that we can generalise the concepts and results for similar sublattices and CSLs easily to the case of modules. However, some care is needed as this problem is not a purely algebraic problem but also involves geometry. In fact, a key ingredient are orthogonal and similarity transformations in \( \mathbb{R}^d \), which induce linear transformations in \( \mathbb{R}^k \), but the latter need not be orthogonal or similarity transformations, respectively. In addition, the fact that \( M \) is not discrete (except for lattices) may cause some problems. So we have to carefully check which concepts and results we can generalise.

We start with some definitions that are straightforward generalisations of the lattice case. We again restrict to submodules that have full rank, i.e. we call a module \( M_1 \subseteq M \) a submodule of \( M \subseteq \mathbb{R}^d \), if and only if it has full rank, or equivalently, if the index \( [M : M_1] \) is finite.

**Definition 3.1.** Two modules \( M_1, M_2 \subseteq \mathbb{R}^d \) are called commensurate, denoted by \( M_1 \sim M_2 \), if \( M_1 \cap M_2 \) is a submodule of both \( M_1 \) and \( M_2 \).

In other words, two modules \( M_1, M_2 \subseteq \mathbb{R}^d \) are called commensurate, if there exists an \( m \in \mathbb{N} \) such that \( mM_1 \subseteq M_2 \) and \( mM_2 \subseteq M_1 \).

Two modules \( M_1, M_2 \subseteq \mathbb{R}^d \) are called similar, if there exists a similarity transformation between them, i.e., there exist \( \alpha \in \mathbb{R} \) and \( R \in \text{O}(d, \mathbb{R}) \) such that \( M_1 = \alpha RM_2 \).

**Definition 3.2.** \( M_1 \) is called a similar submodule (SSM) of \( M_1 \), if there exist \( \alpha \in \mathbb{R} \) and \( R \in \text{O}(d, \mathbb{R}) \) such that \( M_1 = \alpha RM_2 \).

As in the lattice case we define the set of similarity isometries by

\[
\text{OS}(M) := \{ R \in \text{O}(d, \mathbb{R}) \mid \exists \alpha \in \mathbb{R}^+ \text{ with } \alpha RM \subseteq M \}.
\]

As is to be expected from the lattice case we have

**Theorem 3.3.** \( \text{OS}(M) \subseteq \text{O}(d, \mathbb{R}) \) is a group.

The next quantity to look at are the scaling factors. In particular, it is the sets of scaling factors that are crucial for the understanding of SSMs and their relation to CSMs. Hence we define

\[
\text{Scal}_M(R) := \{ \alpha \in \mathbb{R} \mid \alpha RM \subseteq M \},
\]

\[
\text{scal}_M(R) := \{ \alpha \in \mathbb{R} \mid \alpha RM \sim M \}.
\]

We have already encountered them in the lattice case, but there their importance may not have been so clear as they were just multiples of the sets \( \mathbb{Z} \) and \( \mathbb{Q} \). Again, \( \text{Scal}_M(R) \) and \( \text{scal}_M(R) \) are non-trivial if and only if \( R \in \text{OS}(M) \), i.e. \( \text{Scal}_M(R) \neq \{0\} \), and \( \text{scal}_M(R) \neq \{0\} \), if and only if \( R \in \text{OS}(M) \).

Naturally, there are some restrictions on the possible values of \( \alpha \). We have seen that \( \alpha^d \in \mathbb{Z} \) for any \( \alpha \in \text{Scal}_A(R) \) in the case of lattices. More generally, one can show \( \alpha^d \in \mathcal{S} \), if \( M \) is an \( S \)-module [13].

In general, the situation is more complex, and the crucial quantity is the rank \( k \).

**Theorem 3.4.** Any \( \alpha \in \text{Scal}_M(R) \) is an algebraic integer. If \( M \) has rank \( k \), then \( \alpha \) has degree at most \( k(k - 1) \).

For lattices and \( S \)-modules the degree at most \( k \), whereas in general the upper bound \( k(k - 1) \) cannot be improved, as is shown by the following example.

**Example 3.5.** Let \( \eta = e^{\tau \sqrt{3}} - e^{-\tau \sqrt{3}} \), where \( \tau = \frac{1 + \sqrt{3}}{2} \) is the golden mean. Then \( M = \mathbb{Z}[\eta] \) has rank 3, as \( \eta \) satisfies \( \eta^3 + 3\eta - 1 = 0 \). Here, \( \eta = |i\tau| \) is a symmetry operation, whose scaling factor has degree \( 6 = 3 \cdot 2 \).

Let us go a step further and ask which properties the sets \( \text{Scal}(R) \) and \( \text{scal}(R) \) have. To begin with, we consider \( \text{Scal}(E) \), which gives the “trivial” CSMs. As \( \text{Scal}(E) = \mathbb{Z} \) for lattices, and \( \text{Scal}(E) = \mathcal{S} \) for \( S \)-modules, we expect \( \text{Scal}(E) \) to be a ring of algebraic integers.

**Theorem 3.6.** Let \( M \subseteq \mathbb{R}^d \) be a free \( \mathbb{Z} \)-module of rank \( k \). \( \text{Scal}_M(E) \) is a ring of some algebraic integers. In particular, \( \text{Scal}_M(E) \) is a ring with unity and it is a finitely generated free \( \mathbb{Z} \)-module, whose rank is a divisor of \( k \) and is at most \( \frac{d}{2} \). Moreover, \( \text{Scal}(E) \) is the corresponding field of quotients.

Hence the modules \( M \) are not only free \( \mathbb{Z} \)-modules, but also \( \text{Scal}(E) \)-modules, but in general not free ones, as is shown by the following example.

**Example 3.7.** Let \( \xi_8 = e^{i\pi/4} \). Then \( M = (1, i, 2\xi_8, -2\xi_8)_{\mathbb{Z}} \) is a submodule of \( \mathbb{Z}[\xi_4] \) of index 4. In particular, \( \text{Scal}_M(E) = \mathbb{Z}[2\sqrt{2}] \), which is not a principle ideal domain (PID). \( M \) is not a free \( \text{Scal}_M(E) \)-module and thus not an \( S \)-module in the sense of [13].

We now look at \( \text{Scal}(R) \) and \( \text{scal}(R) \) for general \( R \). We start with \( \text{scal}(R) \), as the results are much nicer for \( \text{scal}(R) \), which is due to the fact that \( \text{scal}(E) \) is a field.

**Theorem 3.8.** Let \( R, S \in \text{OS}(M) \) and let \( \alpha \) be an arbitrary element of \( \text{Scal}_M(R) \). Then,
\[ \text{scal}_M(R) = \alpha \text{scal}_M(E), \]
\[ \text{scal}_M(RS) = \text{scal}_M(R) \text{scal}_M(S). \]

In fact, this is in some sense a generalisation of Lemma 2.7 and Eq. (3). In particular, it follows that
\[ \text{scal}_M(R) \text{scal}_M(R^{-1}) = \text{scal}_M(E). \]

Thus, the set \( \{ \text{scal}(R) \mid R \in \text{OS}(M) \} \) has a natural group structure, with unit element \( \text{scal}_M(E) \). It is isomorphic to a (countable) subgroup of a factor group of the multiplicative group \( \mathbb{R}^+, \cdot \). It will turn out later that this group plays a fundamental role in connecting \( \text{OC}(M) \) and \( \text{OS}(M) \).

For \( \text{Scal}(R) \) the situation is more complex, and the generalisation of Eq. (3) reads as follows.

**Theorem 3.9.** \( \text{Scal}_M(R) \) is a finitely generated free \( \mathbb{Z} \)-module. Moreover, \( \beta \text{Scal}_M(R) \subseteq \text{Scal}_M(R) \) for any \( \beta \in \text{Scal}_M(E) \) i.e., \( \text{Scal}_M(R) \) is also a finitely generated \( \text{Scal}_M(E) \)-module.

If \( \text{Scal}_M(E) \) is a PID, \( \text{Scal}_M(R) \) is a free \( \text{Scal}_M(E) \)-module of rank 1, i.e. there exists an \( \alpha \in \text{Scal}_M(R) \) such that \( \text{Scal}_M(R) = \alpha \text{Scal}_M(E) \).

Thus defining a denominator makes only sense if \( \text{Scal}_M(E) \) is a PID. Nevertheless one can generalise Lemma 2.2 and 2.3 to a certain extent using ideals \([16] \). However, we do not want to pursue this topic here any further, as some complications arise if \( M \) is not a free \( \text{Scal}_M(E) \)-module.

Let us turn our attention to coincidence site modules now, which are defined as follows.

**Definition 3.10.** Let \( R \in \text{O}(d, \mathbb{R}) \). If \( M \) and \( RM \) are commensurate, \( M(R) := M \cap RM \) is called a coincidence site module (CSM). In this case, \( R \) is called a coincidence isometry. The corresponding index \( \Sigma_M(R) := [M : M(R)] \) is called its coincidence index.

In complete analogy to the lattice case we have the following result.

**Theorem 3.11.** The set of all coincidence isometries
\( \text{OC}(M) := \{ R \in \text{O}(d, \mathbb{R}) \mid M \sim RM \} \)
forms a group, a subgroup of \( \text{O}(d, \mathbb{R}) \).

As \( M \) is not discrete in general, we cannot define a unit cell with a non-zero volume. Thus, the proof of the following result becomes more complicated, as one needs algebraic methods instead of the usual argument of the preservation of volume \([16] \).

**Theorem 3.12.** For any \( R \in \text{OC}(M) \)
\[ \Sigma_M(R) = \Sigma_M(R^{-1}). \]

As for lattices, the group \( \text{OC}(M) \) can be characterised by \( \text{scal}_M(R) \).

**Lemma 3.13.** Let \( M \subseteq \mathbb{R}^d \) be a finitely generated \( \mathbb{Z} \)-module and let \( \text{O}(M) \) be its symmetry group. Then

(1) \( R \in \text{OC}(M) \) if and only if \( 1 \in \text{scal}_M(R) \).
(2) \( R \in \text{O}(M) \) if and only if \( 1 \in \text{Scal}_M(R) \).

By Theorem 3.8 \( \{ \text{scal}(R) \mid R \in \text{OS}(M) \} \) forms a group with unit element \( \text{scal}(E) \). This gives us the following analogue of Theorem 2.1.

**Theorem 3.14.** The kernel of the homomorphism
\[ \phi : \text{OC}(M) \rightarrow \mathbb{R}^+/(\text{scal}(E) \cap \mathbb{R}^+), \]
\[ R \mapsto \text{scal}_M(R) \cap \mathbb{R}^+ \]
is the group \( \text{OC}(M) \). Thus \( \text{OC}(M) \) is a normal subgroup of \( \text{OS}(M) \) and \( \text{OS}(M)/\text{OC}(M) \) is Abelian.

We have seen that in the lattice case all elements of \( \text{OS}(M)/\text{OC}(M) \) have finite order, which is a divisor of \( d \). This is no longer true for general modules \( M \), see Example 3.3, where there are no non-trivial coincidence isometries and any element of \( \text{OS}(M)/\text{OC}(M) \), except the unit element, has infinite order.
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