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ABSTRACT
The recent growth of web video sharing platforms has increased the demand for systems that can efficiently browse, retrieve and summarize video content. Query-aware multi-video summarization is a promising technique that caters to this demand. In this work, we introduce a novel Query-Aware Hierarchical Pointer Network for Multi-Video Summarization, termed DeepQAMVS, that jointly optimizes multiple criteria: (1) conciseness, (2) representativeness of important query-relevant events and (3) chronological soundness. We design a hierarchical attention model that factorizes over three distributions, each collecting evidence from a different modality, followed by a pointer network that selects frames to include in the summary. DeepQAMVS is trained with reinforcement learning, incorporating rewards that capture representativeness, diversity, query-adaptability and temporal coherence. We achieve state-of-the-art results on the MVS1K dataset, with inference time scaling linearly with the number of input video frames.
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1 INTRODUCTION
From Snapchat and Youtube to Twitter, Facebook and ByteDance, video sharing has influenced social media significantly over the past years. Video views increased over 99% on YouTube and 258% on Facebook, in just a single year. To date, more than 5 billion videos have been shared on Youtube, where users daily spend 1 billion hours watching the uploaded content. Facebook also reached 100 million hours of video watching every day. Given a query, current video search engines return hundreds of videos, often redundant and difficult for the user to comprehend without spending a significant amount of time and effort to find the information of interest. To effectively tackle this issue, Query-Aware Multi-Video Summarization (QAMVS) methods select a subset of frames from the retrieved videos and form a concise topic-related summary conditioned on the user search intent.

A compelling summary should be (1) concise, (2) representative of the query-relevant events, and (3) chronologically sound. Naively applying traditional single video summarization (SVS) techniques...
results in suboptimal summaries, as SVS methods fail to capture all aforementioned criteria. Overall, QAMVS is more challenging than SVS. First, QAMVS needs to ensure temporal coherence, a non-trivial task since the frames are selected from multiple different videos. In contrast, for SVS the chronological order is given by the video frame order. Secondly, QAMVS methods need to filter large noisy content as videos contain a lot of query-irrelevant information. Hence, QAMVS involves modeling the interactions between two or more modalities, i.e., the set of videos and the query contents. In contrast, a clustering formulation optimizing for the summary diversity yields good results for SVS.

Prior work relies on multi-stage pipelines to sequentially optimize for the aforementioned criteria. First, a set of candidate frames is selected following graph-based [7, 24, 28], decomposition-based [22, 25, 46] or learning-based [41, 65] methods. Next, the list of frames is refined to be query-adaptive by ignoring frames that are dissimilar to a set of web-images retrieved with the same query [22, 24, 25, 28]. Finally, the selected frames are ordered to form a coherent summary, either based on importance scores assigned at the video level [46, 65] or by topic-closeness [22, 24, 25]. Due to the sequential nature of these methods we observe significant shortcomings: (1) multi-stage procedures result in error propagation; (2) existing methods have polynomial complexity with respect to the size of the video set and the video lengths, and (3) the use of multi-modal meta-data is often limited to candidate frame selection instead of guiding the summarization in every step.

To address these shortcomings, in this work, we propose a unified end-to-end trainable model for the QAMVS task. Our architecture (summarized in Figure 1) is a hierarchical attention-based sequence-to-sequence model which significantly reduces the computational complexity from polynomial to linear compared to the current state-of-the-art methods and alleviates error propagation due to being a unified approach. We achieve this via a pointer network, which selects the frames to include in the summary, thus removing the burden of rearranging the frames in a separate subsequent step. The attention of the pointer network factorizes over three distributions, each collecting evidence from a different modality, guiding the summarization process in every step. To address the challenge of limited ground truth supervision, we train our model using reinforcement learning, incorporating representativeness, diversity, query-adaptability and temporal coherence rewards.

The key contributions of this work are summarized as follows: (1) We design a novel end-to-end Query-Aware Multi-Video Summarization (DeepQAMVS) framework that jointly optimizes multiple crucial criteria of this challenging task: (i) conciseness, (ii) chronological soundness and (iii) representativeness of all query-related events. (2) We adopt pointer networks to remove the burden of rearranging the selected frames towards forming a chronologically coherent summary and design a hierarchical attention mechanism that models the cross-modal semantic dependencies between the videos and the query, achieving state-of-the-art performance. (3) We employ reinforcement learning to avoid over-fitting to the limited ground-truth data. We introduce two novel rewards that capture query-adaptability and temporal coherence. We conduct extensive experiments on the challenging MVS1K dataset. Quantitative and qualitative analysis shows that our model achieves state-of-the-art results and generates visually coherent summaries.

2 RELATED WORK

We cover related work on single video summarization (SVS), multi-video summarization (MVS) and pointer networks (PN).

2.1 Single Video Summarization

Both supervised and unsupervised methods have been proposed for the SVS task. On the supervised side, methods involve category-specific classifiers for importance scoring of different video segments [51, 62], sequential determinantal point processes [16, 57, 58], LSTMs [37, 55, 71], encoder-decoder architectures [6, 23], memory networks [14] and semantic aware techniques which include video descriptors [67], vision-language embeddings [50, 63] and text-summarization metrics [69]. Instead, unsupervised methods rely on low-level visual features to determine the important parts of a video. Strategies include clustering [10, 17, 45], maximal bi-clique finding [7], energy minimization [52] and sparse-coding [8, 12, 13, 80]. Recently, convolutional models [54], generative adversarial networks [15, 39, 53, 75, 76] and reinforcement learning [29, 48, 74, 81] have shown compelling results on the SVS task.

Using queries to guide the summary has been explored in SVS. Proposed methods condition the summary generation on the textual query embedding [74, 76], learn common textual-visual co-embeddings for both the query and the frames [63], or enrich the visual features with textual ones obtained from dense textual shot annotations [58, 59]. As current multi-video datasets contain video-level titles/descriptions and abstract queries (e.g., retirement, wedding, terror attack), the aforementioned methods are not applicable. Instead, we use the query to retrieve a set of web-images that represent its major sub-concepts/sub-events and use these images to condition the summary generation process. Note that query-adaptability is more critical in the case of MVS due to large irrelevant content across different videos.

In general, SVS methods that operate on a single long video obtained by concatenating all videos to be summarized, such as k-means [10] and Dominant Set Clustering (DSC) [3], also result in lower performance than methods designed specifically for the QAMVS problem. These methods first form clusters of frames, select centroids as candidate frames and then compute diversity to eliminate similar keyframes before generating the final summary. Due to the lack of an ordering mechanism, SVS methods result in low consistency across selected frames that reduces readability and smoothness of the overall summary, affecting significantly the user viewing experience [11]. Nevertheless, to emphasize the importance of designing techniques that tackle QAMVS specifically, we also report results for SVS approaches in our evaluation.

2.2 Multi-Video Summarization

Applications range from multi-view summarization aiming at summarizing videos captured for the same scene with several dynamically moving cameras (e.g., in surveillance) [21, 38, 43, 82], and summarizing of user-devices’ videos [1, 41, 72, 73, 77–79] (e.g., for cities hotspot preview [78] or city navigation [77]) to topic-related MVS (QAMVS) [22, 25, 28, 41, 46, 66]. Early attempts to solve the QAMVS task applied techniques optimizing for diversity [9, 20, 26, 31–35, 46, 47, 65, 66]. However, methods that advocate for these metrics cannot solve the QAMVS task satisfactorily, as
Figure 2: Overview of the policy network. DeepQAMVS is modeled as a Pointer Network with Hierarchical Attention (Figure 3). The policy $π_{θ}(a_t|Y_{t-1}, q, D, I)$ is constructed by gathering evidence from the videos, the query images and the textual data. During inference, the frame with the highest probability from the video collection is copied into the final summary $Y_{t}$.

For learning-based methods, Wang et al. [66] proposed a multiple-instance learning approach to localize the tags into video shots and select the query-aware frames in accordance with the tags. Nie et al. [41] selected frames from semantically important regions and then use a probabilistic model to jointly optimize for multiple attributes such as aesthetics, coherence, and stability.

In contrast to previous approaches that propose modularized solutions, we design a unified end-to-end model for QAMVS to generate visually coherent summaries in an end-to-end fashion.

2.3 Pointer Networks

Pointer Networks (PNs) have been applied to solve combinatorial optimization problems, e.g., traveling-salesman [2] and language modeling tasks [64]. At every time step, the output is constructed by iteratively copying an input item that is chosen by the pointer. This property is uniquely convenient for the QAMVS task. Our model is the first to use a Pointer Network for QAMVS. PNs, unlike other Seq2Seq models (e.g., LSTM [71] or seqDPP [16]), enable attending to any frame in any video at any time point. Hence, they naturally generate an ordered sequence of frames, while the attention mechanism fuses the multi-modal information to select the next best frame satisfying diversity, query-relevance and visual coherence (Figure 3). We train the Pointer Network in our model using reinforcement learning, as it is useful for tasks with limited labeled data [4, 5, 19, 30, 36, 40, 56], as in the case of QAMVS.

3 PROPOSED DEEPQAMVS MODEL

Given a collection of videos and images retrieved by searching with a common text query that encodes user preferences, the goal is to generate a topic-related summary for the videos. DeepQAMVS utilizes both web-images and textual meta-data. Web-images are particularly useful as they guide the summarization towards discarding irrelevant information (image attention). However, they
The policy encodes the probability of selecting an action and continues until a summary of length \( L \) is reached. Next, we describe the policy \( \pi_\theta(a_t|Y_{t-1}, q, D, I) \).

### 3.2 DeepQAMVS Policy Network

Our proposed policy function models the cross-modal semantic dependencies between the videos, the text query and the web-images. More specifically, the policy network \( \pi_\theta(a_t|Y_{t-1}, q, D, I) \) is the weighted combination of three distributions, video frame attention \( \pi_\theta(a_t|Y_{t-1}) \), image attention \( \pi_\theta(a_t|Y_{t-1}, I) \), and query attention \( \pi_\theta(a_t|Y_{t-1}, q, D) \).

\[
\pi_\theta(a_t|Y_{t-1}, q, D, I) = \mu_1^{(1)} \pi_\theta(a_t|Y_{t-1}) + \mu_2^{(2)} \pi_\theta(a_t|Y_{t-1}, I) + \mu_3^{(3)} \pi_\theta(a_t|Y_{t-1}, q, D),
\]

(1)

where \( \mu_1^{(1)}, \mu_2^{(2)} \) and \( \mu_3^{(3)} \) are learnable interpolation terms satisfying \( \mu_1^{(1)} + \mu_2^{(2)} + \mu_3^{(3)} = 1 \). An illustration of the hierarchical attention is provided in Figure 3. In the following, we introduce each of these three distributions.

The video frame attention \( \pi_\theta(a_t|Y_{t-1}) \) is modeled as a two-level attention, i.e., at each time step \( t \), video attention selects video \( v \) and then selects a frame \( a_t \) from video \( v \):

\[
\pi_\theta(a_t|Y_{t-1}) = \sum_{v=1}^{N} p(v|Y_{t-1}) p(a_t|v, Y_{t-1}),
\]

(2)

where \( p(a_t|v, Y_{t-1}) \) is the probability of selecting a frame \( a_t \) from video \( v \), and \( p(v|Y_{t-1}) \) is the distribution over the collection of videos. We compute both probabilities via

\[
p(a_t|v, Y_{t-1}), c_t^{(v)} = \text{Attention}(\mathcal{A}_t^{(v)}, Y_{t-1}),
\]

(3)

\[
p(v|Y_{t-1}), c_t = \text{Attention}\left(\{c_t^{(1)}, \ldots, c_t^{(N)}\}, Y_{t-1}\right).
\]

(4)

The Attention operator, as well as the context vectors \( c_t^{(v)} \) and \( \{c_t^{(1)}, \ldots, c_t^{(N)}\} \), are defined below. Intuitively, the two-level attention enables scaling to a large number of videos and video lengths since it decomposes a joint distribution into the product of two conditional distributions.

The image attention \( \pi_\theta(a_t|Y_{t-1}, I) \) reflects the correlation between video frames and web-images. We first generate a context
vector \( \hat{c}_t \) encoding the most relevant information in the web-images at time \( t \) given the current summary \( Y_{t-1} \):

\[
p(\|Y_{t-1}\|, \hat{c}_t) = \text{Attention}(I, Y_{t-1}).
\]

\( \pi_0(a_t|Y_{t-1}, I) \) is then obtained by transforming the dot product between \( \hat{c}_t \) and the action representations, i.e., representations from not previously selected frames, into a distribution via a softmax.

The query attention \( \pi_0(a_t|Y_{t-1}, q, D) \) captures the correlation between the query \( q \), the text data \( D \) and the summary at time \( t \). For this, we first weigh every video's text embedding by its similarity to the query. Next, we compute an attention over the weighted embeddings, given the current summary \( Y_{t-1} \), via

\[
\pi(a_t|Y_{t-1}, q, D), \hat{c}_t = \text{Attention}\left(\left(q^T d^{(v)}(\hat{c}_t), Y_{t-1}\right)\right). \tag{6}
\]

The interpolation weights in Eq. (1) can be obtained by attending over the modalities' context vectors, \( c_t, \hat{c}_t \) and \( \hat{c}_t \):

\[
[\mu_t^{(1)}, \mu_t^{(2)}, \mu_t^{(3)}] = \text{Attention}(\{c_t, \hat{c}_t, \text{MLP} (\hat{c}_t)\}, Y_{t-1}), \tag{7}
\]

where MLP is a multi-layer perceptron used to unify the dimensions of the three context vectors. We observe that if \( c_t \) and \( \hat{c}_t \) are similar, their weights \( \mu_t^{(1)} \) and \( \mu_t^{(2)} \) are close, else more weight is given to video attention.

The Attention operator, illustrated in Figure 4 and used multiple times above, takes as input a sequence of vectors \( \mathcal{U} = \{u_i\}_{i=1}^{|\mathcal{U}|} \) with \( u_i \in \mathbb{R}^m \) and the summary \( Y_{t-1} \), embedded by an LSTM into a hidden state \( h_t \in \mathbb{R}^n \). The Attention operator provides as output a distribution \( p(u_i) \) over the vectors \( \{u_i\}_{i=1}^{|\mathcal{U}|} \) and a context vector \( c \) as a linear combination of elements in \( \mathcal{U} \) by conditioning them on \( h_t \):

\[
e_{i} = w_{1}^T \tanh(W_{2}[u_i; h_t]),
\]

\[
p(u_i), \cdots, p(u_{|\mathcal{U}|}) = \text{Softmax}(\{e_i, \cdots, e_{|\mathcal{U}|}\}), \tag{8}
\]

\[
c = \sum_{i=1}^{|\mathcal{U}|} p(u_i)u_i, \tag{9}
\]

where \( w_1 \in \mathbb{R}^n \) and \( W_2 \in \mathbb{R}^{n \times (n+m)} \) are trainable weight parameters. The outputs of the Attention operator are the probabilities given in Eq. (8) and the context vector \( c \) given in Eq. (9).

**Embeddings:** The video frames \( \mathcal{X} \) are embedded with a pre-trained CNN followed by a BiLSTM network. Web-images \( \mathcal{I} \) are encoded with the same CNN. Textual embeddings \( \mathcal{D} \) are computed for every video by averaging Glove word embeddings [49] from its associated title and description. Note that we normalize all embeddings.

### 3.3 Training with Policy Gradient

Due to the limited annotated data and the subjectivity of the ground truth summaries, we train our model via reinforcement learning. The goal is to learn the policy \( \pi_0(q_t|Y_{t-1}, q, D, I) \) by maximizing the expected reward \( J(\theta) = \mathbb{E}_{\pi_0}(R(Y_t)) \) during training, where \( R(Y_t) \) denotes the reward function computed for a summary \( Y_t \). Following REINFORCE [68], we approximate the expectation by running the agent for \( M \) episodes for a batch of videos and then taking the average gradient. To reduce variance, we use a moving average of the rewards as a computationally efficient baseline.

The reward \( R = \beta_1 R_{div} + \beta_2 R_{rep} + \beta_3 R_{query} + \beta_4 R_{coh} \) is composed of four terms, measuring the diversity (\( R_{div} \)), representativeness (\( R_{rep} \)), query-adaptability (\( R_{query} \)) and temporal coherence (\( R_{coh} \)). Hyperparameters \( \{\beta_i\}_{i=1}^4 \) are weights associated to different rewards. Note that we use the same diversity and representativeness rewards as Zhou et al. [81]. In addition, we introduce two novel rewards, query-adaptability and temporal coherence, to accommodate the QAMVS task. To keep the rewards in the same range, we use (1) dot product as a similarity metric in \( R_{coh} \) to balance out \( R_{div} \) and (2) a similar form to \( R_{rep} \) for \( R_{query} \).

**The Diversity Reward** measures the dissimilarity among the selected frames in the feature space via

\[
R_{div}(Y_t) = \frac{1}{L(L-1)} \sum_{y_t, y_{t'} \in Y_t} \left(1 - \frac{y_t^T y_{t'}}{\|y_t\| \|y_{t'}\|}\right). \tag{10}
\]

Intuitively, the more dissimilar the selected frames to each other, the higher the diversity reward the agent receives.

**The Representativeness Reward** measures how well the generated summary represents the main events occurring in the collection of videos. Thus, the reward is higher when the selected frames are closer to the cluster centers. Formally,

\[
R_{rep}(Y_t) = \exp\left(-\frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} \min_{y_t \in Y_t} \|x - y_t\|^2\right). \tag{11}
\]

**The Query-Adaptability Reward**\(^4\) encourages the model to select the summary frames to be similar to the web-images \( I \) via

\[
R_{query}(Y_t) = \exp\left(-\frac{1}{L} \sum_{y_t \in Y_t} \min_{I \in I} \|y_t - I\|^2\right). \tag{12}
\]

**The Temporal Coherence Reward** encourages the visual coherence of the generated summary via

\[
R_{coh}(Y_t) = \frac{1}{L} \sum_{y_t \in Y_t} \rho(y_t), \tag{13}
\]

\(^4\)Other explored forms include \( R_{query}(Y_t) = -\frac{1}{L} \sum_{I \in I} \min_{y_t} \|y_t - I\|^2 \) and \( R_{query}(Y_t) = -\frac{1}{L} \sum_{y_t \in Y_t} \sum_{I \in I} \|y_t - I\|^2 \). We found the formulation in Eq. (12) to work best.
where $\rho(y_t)$ is calculated by adding up the correlation between two consecutive frames:

$$
\rho(y_t) = \frac{1}{2} \sum_{k \in \{±1\}} y_t^T y_{t+k}.
$$

(14)

Hence, the more correlated the neighboring frames, the higher the temporal coherence reward. Note that optimizing for visual/temporal coherence, i.e., smoothness of the transitions, is just a proxy for chronological soundness, which is a much harder problem.

4 EXPERIMENTAL SETUP

We describe experimental details, such as the evaluation dataset and metrics, and present quantitative and qualitative results, comparing the proposed DeepQAMVS model with several baselines. Our experiments aim to show that (1) SVS methods cannot properly address QAMVS and multi-stage MVS procedures result in lower performance than a unified system (sections 4.2 and 4.5), (2) the use of multi-modal information is crucial in guiding the summarization process (section 4.3), (3) the introduced novel temporal coherence reward generates more visually coherent summaries (section 4.4), (4) our method reduces the computational complexity compared to the current state-of-the-art methods (section 4.6).

4.1 Experimental Settings

Dataset: We perform our experiments on the MVS1K dataset [22]. MVS1K is a collection of 1000 videos on 10 queries (events), with associated web-images, video titles, and their text descriptions. Each query has 4 different user summaries, serving as a ground truth. Table 1 lists the events, the query used to retrieve them, the number of videos and query web-images for each event as well as the total number of input frames across all videos. Each video is associated with a title and a text description. We use the features introduced by Ji et al. [22]. The dimensionality of the video frame and web-image embeddings is 4352. The embeddings are composed of a 4096 dimensional VGGNet-19 [60] (trained on ImageNet) CNN feature vector concatenated with a 256 dimensional HSV color histogram feature vector. These embeddings are reduced to a vector of length 256 through a fully connected layer. The input frames to the model are selected such that they represent the segment centers obtained using the shot boundary detection algorithm [70]. The textual features (titles and descriptions) and the query are Glove embeddings [49] of dimension 100. We set the hidden state dimension of the LSTM and the pointer network to be 256 and 32, respectively.

Evaluation Metrics: To compare with previous work, generated summaries are assessed using F1-score, averaged over the ground truth user summaries. Following prior work [22, 24, 25], two frames are considered to match when the pixel-level euclidean distance is smaller than a predefined threshold of 0.6.

Training Details: We train using a 10-fold cross-validation scheme. Specifically, for evaluating each event, we use the remaining 9 events as training data. During training, we use a batch size of 32, where each sample consists of 10 randomly sampled videos per event. We limit the number of video combinations to 4000 for every event. This large number of random combinations allowed us to avoid overfitting despite the small number of events.\(^5\) We optimize with Adam, 0.01 learning rate and $\ell_2$ regularization. During testing, we use all the videos associated with an event in the test set. Since the diversity $R_{\text{div}}$ and representativeness $R_{\text{rep}}$ reward on one side, and the coherence reward $R_{\text{coh}}$ on the other side are contradictory, i.e., $R_{\text{div}}$ and $R_{\text{rep}}$ encourage the selection of diverse frames while $R_{\text{coh}}$ is high when the summary is smooth as measured by the similarity of the neighboring frames, we use a training schedule: (1) We set $\beta_1 = \beta_2 = \beta_3 = 1/3$ and $\beta_4 = 0$ for 60 epochs. (2) Then, set $\beta_1 = \beta_2 = \beta_3 = \beta_4 = 1/4$ for 30 additional epochs. We also experiment with different summary lengths $L \in \{30, 50, 60\}$.

4.2 Experimental Results

We compare DeepQAMVS to five SVS baselines operating on the concatenated videos. We chose the SVS baselines such that they represent the main trends in unsupervised summarization:

- K-means [10]: SVS method that clusters all video frames and then selects the one closest to the cluster centers as summary frames ($k = 9$).
- DSC [3]: Dominant Set Clustering (DSC) is a graph-based clustering method where a dominant set algorithm is used to extract the summary frames.
- MSR [3]: Minimum Sparse Reconstruction (MSR) is a decomposition based approach, which formulates video summarization as a minimum sparse reconstruction.
- SUM-GAN [39]: An adversarial LSTM model, where the generator is an autoencoder LSTM aiming at first selecting the summary frames then reconstructing the original video based on them, and the discriminator is trained to distinguish between the reconstructed video and the original one.
- DSN [81]: uses a RNN trained with deep reinforcement learning with diversity and representativeness rewards.

Moreover, we compare with four state-of-the-art QAMVS baselines:

- QUASC [22]: QUASC is a sparse coding program regularized with interestingness, diversity and query-relevance metrics, followed by ordering the frames chronologically by grouping them into events based on textual and visual similarity.
- MWAA [25]: MWAA is a two-stage approach, where the frames are first extracted using multi-modal Weighted Archetypal Analysis (MWAA), and then are chronologically ordered based on upload time and topic-closeness.

\(^5\)Besides the proposed reinforcement learning framework, we experimented with training in a supervised fashion, however, we could not avoid over-fitting.

| Query ID | Query                        | # Videos | # Frames | # Images |
|----------|------------------------------|----------|----------|----------|
| 1        | Brittain Prince William wedding 2011 | 90       | 1124     | 324      |
| 2        | Prince death 2016            | 104      | 1349     | 142      |
| 3        | NASA discovers Earth-like planet | 100      | 1349     | 226      |
| 4        | American government shut-down 2013 | 82       | 962      | 177      |
| 5        | Malaysia Airlne MH370          | 109      | 1330     | 435      |
| 6        | FIFA corruption scandal 2015   | 90       | 785      | 177      |
| 7        | Obama re-election 2012        | 85       | 1263     | 207      |
| 8        | Alpha go vs Lee Sado          | 84       | 976      | 118      |
| 9        | Kobe Bryant retirement        | 109      | 1140     | 221      |
| 10       | Paris terror attacks          | 83       | 857      | 651      |

Total: 936 - 2678
We present an ablation study, examining the effect of different attention modalities: (1) only video frame attention ($\mu_f^{(2)} = \mu_f^{(3)} = 0$); (2) video frame and image attention ($\mu_f^{(3)} = 0$); (3) video frame and query attention ($\mu_f^{(2)} = 0$); and (4) video frame, image and query attention ($\mu_f^{(i)} \neq 0$, $\forall i \in \{1, 2, 3\}$). We also investigated the effect of different rewards by incrementally adding the reward terms including, (1) $R_{div}$ ($\beta_2 = \beta_3 = \beta_4 = 0$); (2) $R_{div}$ and $R_{query}$ ($\beta_3 = \beta_4 = 0$); (3) $R_{div}$, $R_{query}$ and $R_{coh}$ ($\beta_4 = 0$); and (4) all the rewards, $i.e.$, $\beta_i \neq 0$, $\forall i \in \{1, \cdots, 4\}$. Note that we do not add the query reward $R_{query}$ when testing with attention terms that do not include the image attention (− in Table 4).

When considering all forms of attention (last column), we found that $R_{div}$ has barely improved the F1-score. In contrast, including $R_{query}$, helped improve the quality of the summary while adding the coherence reward $R_{coh}$ did not lead to a consistent increase of the F1-score. This is expected as the ground truth summary consists of an unordered set of frames. However, as demonstrated by the user study below, $R_{coh}$ helped generating more visually coherent summaries. Across the different combinations of rewards, we observe that the combination of video frame attention and image attention (column 3) yields overall a higher F1-score than the combination of video frame attention and query attention (column 4). This is due to video descriptions being noisy and associated with the whole video, unlike the web-images, which are embedded in the same space as the frames and hence better capture query-adaptability. The best results are obtained by using all the attention terms (last column), demonstrating the complementary properties of the multimodal information.

### 4.4 Temporal Coherence User Study

Since the provided ground truth summaries are composed of an unordered collection of frames, we resort to a user study to assess the visual coherence of our generated summaries. In total 21 participants are presented with 3 summaries generated from (1) DeepQAMVS, (2) random permutation of the video segments in...
the DeepQAMVS summary (Random), and (3) DeepQAMVS trained without the temporal coherence reward (DeepQAMVSwo). The participants are asked to select the most coherent summary, paying special attention to transitions between different segments in each video.

From Figure 6, we can see that users preferred our DeepQAMVS summary in 8 out of 10 events. For events 5 ‘Malaysian Airline MH370’ and 10 ‘Paris Attack’, users preferred the summaries generated by DeepQAMVSwo. Note that these two events deal with major news incidents and consequently mostly consist of visually similar newscaster segments. In this case, users most likely prefer the resulting summaries from DeepQAMVSwo, as it produces more visually varied summaries due to the higher importance of the diversity reward.

4.5 Qualitative Results

Figure 5 illustrates the summaries generated by different methods for the query Prince William Wedding (event 1). Visually, we observe that SVS methods choose many irrelevant frames. This is expected as these methods just optimize for diversity and do not take query information into account. QUASC, MWAA and HDS on the other hand have fewer irrelevant frames as they use the web-images to further guide the summarization. Compared to baselines, our method generates summaries with high diversity and selects less unimportant (red bounding box) or redundant frames (yellow bounding box).

4.6 Run-Time Analysis

For completeness, we report the run-time of our model in Figure 7 for summary lengths 30, 50 and 60. We observe that we scale linearly with the number of input frames and summary length. We do not have access to any QAMVS baseline implementations to measure...
4.7 Limitations and Future Work

Figure 8 presents a comparison of two summaries, the ground truth summary (left, (a)) and the summary generated by our DeepQAMVS (right, (b)). While both summaries have high diversity, representativeness and query-adaptability rewards, (b) has a lower F1-score compared to (a). This showcases the limitations of (1) the F1-score as a metric to assess the summary and (2) the subjectivity of the ground truth summaries. The F1-score relies solely on the visual overlap between the selected frames and the ground truth using pixel-level distances, which are highly sensitive to zooming, shifting and camera angle.

In fact, Otani et al. [42] showed that randomly generated summaries achieve comparable or better performance to the state-of-the-art methods when evaluated using the F1-score on two SVS datasets, SumMe [18] and TVSum [61]. Note that the ground truth in their case consists of importance scores associated with every frame. Otani et al. [42] proposed a new evaluation protocol based on the correlation between the ranking of the estimated scores and the human-annotated ones (Kendall [27] and Spearman [83] correlation coefficients). This metric shows the expected intuition, i.e., across human-annotated summaries, the correlation metric is high. In contrast, the correlation between the randomly generated and state-of-the-art summarization methods is small.

Unfortunately, this metric is not applicable to QAMVS. To see this consider the following: if the ground truth consists of importance scores, redundant frames representing an important event will have high scores across videos. Hence, a ranked list of ground truth scores contains redundant frames, which leads to a sub-optimal summary resulting in high Spearman/Kendall scores. To fix this, we believe that a metric combining visual, textual and temporal order overlap would lead to a better evaluation protocol. Few papers have proposed metrics based on the textual overlap in the past. In particular, Yeung et al. [69] annotated segments in videos with sentences. The ground truth and selected segments are compared using a similarity metric for text summarization (ROUGE). Textual annotation could be very expensive for QAMVS. However, recent advances in image captioning could be leveraged to automate the process. In this paper, we design a user study to assess the coherence of the produced summaries. However, user-studies are expensive, subjective and not reproducible. Instead, a ranking correlation measure between a list of textual concepts from the ordered ground truth frames and the ones from the proposed summary may serve as a better metric, similar to [42].

Beyond the evaluation metric, training to optimize for the temporal coherence still has room for improvement. Although using the proposed reward results in visually smoother transitions, it did not lead to an overall clear story in the final summary. Embedding frames/web-images in a shared vision-language domain [50] could permit to leverage advances in text summarization. Also, the field could benefit from new benchmarks with more events and shot-level text annotations to enable a wider range of techniques and evaluation metrics.

5 CONCLUSION

In this work, we present DeepQAMVS, the first end-to-end trainable model for query-aware multi-video summarization. DeepQAMVS leverages a pointer network with hierarchical attention to fuse information from video frames, web images and textual meta-data. In addition, we introduce two novel rewards that capture query-adaptability and temporal coherence. Quantitative comparisons with an extensive set of SVS and MVS baselines and thorough qualitative analysis showcase that our model can generate a temporally coherent, query-adaptive, diverse and representative summary from a collection of retrieved videos, achieving state-of-the-art results on the MVS1K dataset. QAMVS needs more community attention and research efforts to tackle the discussed limitations and therefore provide an efficient and robust technology to leverage the exponentially growing online video content.
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