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ABSTRACT

The advent of large-scale microscopy along with advances in automated image analysis algorithms is currently revolutionizing neuroscience. These approaches result in rapidly increasing libraries of neuron reconstructions requiring innovative computational methods to draw biological insight from. Here, we propose a framework from differential geometry based on scale-space representation to extract a quantitative structural readout of neurite traces seen as tridimensional (3D) curves within the anatomical space. We define and propose algorithms to compute a multiscale hierarchical decomposition of traced neurites according to their intrinsic dimensionality, from which we deduce a local 3D scale, i.e. the scale in microns at which the curve is fully 3D as opposed to being embedded in a 2D plane or a 1D line. We applied our scale-space analysis to recently published data including zebrafish whole brain traces to demonstrate the importance of the computed local 3D scale for description and comparison at the single arbor levels and as a local spatialized information characterizing axons populations at the whole brain level. The use of this broadly applicable approach is facilitated through an open-source implementation in Python available through GeNePy3D, a quantitative geometry library.
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1 Introduction

Throughout the evolution of the field of neuroscience, neuroanatomy has played a key role via the analysis of neuronal arbor traces, either at single cell or gross projection levels. The NeuroMorpho.Org database (Ascoli, 2006; Ascoli et al., 2007), which collects and indexes neuronal tracing data, currently hosts more than one hundred thousand arbors of diverse neurons from various animal species. Thanks to technological advances in microscopy, through block-face electron microscopy (Helmstaedter et al., 2013) and large-scale fluorescence microscopy (Abdeladim et al., 2019), we are now able to image even larger tissue volumes with ever increasing resolution and contrast modalities. Crucially, the coming age of computer vision through the advent of deep learning is offering ways to automate the extraction of neurite traces (Magliaro et al., 2019), a process that is both tedious and time consuming to do manually. As a result, we are about to experience an exponential increase in the amount of neuronal traces extracted in diverse species, brain regions, developmental stages and experimental conditions to answer key questions across neuroscience (Meinertzhagen, 2018). Methods from quantitative and computational geometry will play a major role in handling and analyzing the
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growing body of neuronal reconstruction data, in its full tridimensional (3D) complexity, a requisite to linking neuronal structure with development and function of brain circuits and systems.

A vast array of geometric algorithmic methods and corresponding software has been proposed and used to process neuronal reconstructions and answer biological questions (Bates et al., 2020; Cuntz et al., 2010). Indeed, to address the issue of neuronal cell type classification, morphological information has played a prominent role, now extended with recent advances in single cell transcriptomic approaches (Bates et al., 2019). Morphological features for constructing neuron ontologies, described for instance in the Petilla convention (Petilla Interneuron Nomenclature Group et al., 2008), have been computed and used in machine learning methods (Mihaljević et al., 2018). These features have also been used to address more targeted questions, and across neuroscience to compare morphologies across conditions. Moreover, as the neuronal arbor is the result of complex underlying developmental processes, such tools have been used to analyze mechanisms controlling the geometry of neurites in developing tissue (Santos et al., 2018). In the context of large scale traces across whole brain structures or whole brains, examples include using morphological measurements for reconstruction proofreading (Schneider-Mizell et al., 2016) or probing changes in neuronal structure and connectivity through larval growth (Gerhard et al., 2017). Yet, the tools used in all these studies to date fail to provide a fine analysis of the geometrical properties of the neuronal trajectories across scales beyond global metrics like tortuosity, the ratio of curvilinear and Euclidean distance along the path.

In contrast, differential geometry has been very successfully used in pattern recognition and classical computer vision (Sapiro, 2006; Cao, 2003). In particular, the concept of scale-space representation has led to very thorough theoretical developments and practical applications. The key idea is that from an original signal one can compute a family of signals that estimate the original at various scale, retaining information only from that scale and enabling multi-scale analysis (Lindeberg, 1990). On 2D curves, the Mean Curvature Motion has been proposed as a well-defined scale-space of curves and has been broadly applied (Cao, 2003). Comparatively little has been proposed on 3D curves because such data is not as common as 2D curves whose extension is usually 3D surface scale-space (Digne et al., 2011). Inherent mathematical difficulty is another reason for this gap. Nevertheless, application of curvature and torsion scale spaces in 3D curve have been reported (Mokhtarian, 1988).

Here, we develop a complete framework for a scale space analysis of 3D curves and use it to analyze neuronal arbors. It allows us to compute the local 3D scale which is the size in micrometers at which the curve locally needs three dimensions to be described. This scale is quite small when the trace is very straight, and larger when the trace has a complex and convoluted pattern over long distances. We propose examples and applications on several published datasets, demonstrating the purpose of this information as a metric for comparing conditions and performing machine learning classifications, to extract large scale morphological features at the single axon level from large scale studies and as a region level descriptor for whole brain analysis. Implementation of the algorithms along with an array of geometry routines and functions is available in the GeNePy3D Python library (https://msphan.gitlab.io/genepy3d). Code to reproduce all figures in this study, exemplifying its use, are available at https://gitlab.com/msphan/multiscale-intrinsic-dim.

2 Results

2.1 Decomposition of neuronal traces into local intrinsic dimensions

We introduce a new form of analysis to investigate the spatial complexity of neuronal arbors. We decompose each neuronal arbor into branches, and each branch into sequences of local curve sections, to classify them according to their intrinsic dimensions, i.e. according to the smallest dimension that accurately describes them. A section is thus intrinsically 1D (line), 2D (plane) or 3D. In addition, the decomposition is hierarchical by capturing the fact that the 1D line is basically embedded in the 2D plane (Figure 1A). The composition of these intrinsic dimensions provides a local shape description of each neuronal branch.
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Figure 1: Decomposition of 3D trace into local intrinsic dimensions and validation on simulated data. (A) Example of decomposing a 3D simulated trace into fragments of one, two and three dimensions. (B) Examples of dimension decomposition of proposed method at the right column and a baseline method (Yang et al., 2016; Ma et al., 2017) at the middle column on the simulated traces at the left column with different noise levels (measured in micrometer). (C) F1 score, precision and recall of the proposed method and the baseline w.r.t. noise levels.

First we validate the proposed decomposition on simulated 3D traces, and compare it to a baseline method (Yang et al., 2016; Ma et al., 2017). We vary the noise level, $\sigma$, between 1 and 30 $\mu$m. Examples of simulated traces are shown in Figure 1B in the first column with $\sigma = 1, 3, 6$ and $11 \mu m$ where we observe that some regions on the plane (e.g. arc) were entirely deformed at $\sigma = 11 \mu m$. The corresponding predictions are shown in the middle column for the baseline method and in the right column for the proposed method. Both methods have a high precision for 1D prediction. In addition, the proposed method produces more 1D fragments than the simulated ones since our current simulation model does not produce hierarchical dimensions where 1D lines can be found in 2D planes. For 2D and 3D predictions, the proposed method works has higher accuracy than the baseline even at high noise level ($\sigma = 11 \mu m$). As seen in the top of Figure 1C, with our proposed method we obtain an average accuracy (F1 score) $> 90\%$ at $\sigma \leq 5 \mu m$ (medium noise level), $> 85\%$ at $\sigma \leq 10 \mu m$ (high noise level) and $\sim 80\%$ for $\sigma > 10 \mu m$. The accuracy is much higher compared to the baseline method with a fast decay of 2D accuracy ($< 60\%$ for $\sigma \geq 3 \mu m$) and a very low 3D accuracy ($\sim 40\%$). More precisely, both methods give similar results for precision (Figure 1C, middle panel) but not for recall (Figure 1C, bottom panel). The baseline method’s recall is very low and rapidly decreasing for 2D and 3D, compared to the proposed method. This can be explained by the fact that the baseline method is not robust to noise. It decomposes a 2D plane into...
sequence of 2D arcs and 1D lines, whereas a 3D fragment can be corrupted by false positive 2D fragments. We thus conclude that our intrinsic dimensionality decomposition is accurate and capable of recovering the dimensionality of curve fragments even in the presence of noise.

2.2 Computation of local 3D scale of neuronal traces from multiscale local intrinsic dimensions

Decomposition of local intrinsic dimensions depends on the scale at which we analyze the 3D trace. The notion of scale can be abstractly interpreted as a level of detail varying from high, when observing at smaller scales, to low, at larger scales. Computationally, a scale-space is determined through convolution with a Gaussian, building versions of a given curve at all spatial scales. In the context of dimension decomposition, scales are typically measured in micrometers. If one thinks of the evolution of a local fragment on the trace as we look at it through increasing scales, it is typically first described as 3D at the smallest scales (high levels of detail), then becomes 2D or 1D at larger scales (low levels of detail), as details are progressively smoothed out. Examples of decomposition results at discrete scales are shown in the top three rows of Figure 2 where such transformations are made clear. In order to make use of the local dimension decomposition across multiple scales, we propose to define the local 3D scale as the highest scale at which the trace still remains in 3D. The trace will then transform to 2D or 1D for scales higher than that local 3D scale. Examples of local 3D scales are shown in the bottom row of Figure 2.

We examined the local 3D scales for cell types with different arbor shapes, using traces from the NeuroMorpho.Org database. The first column in Figure 2 corresponds to the neuronal reconstruction of a spiny ganglia in mouse from (Li et al., 2019). Although this neuron has a relatively simple structure, its local 3D scales express variations in spatial structure across local regions. Indeed, comparing a region of the axonal arbor more distal and more proximal to the soma, the more distal region converts to 2D and 1D faster than the proximal region (Figure 2, first column i & j, respectively). This results in a lower local 3D scale in region i (∼70µm) compared to region j (∼100µm), corresponding to the fact that the neuronal trace in the more proximal segment is more tortuous than that in the more distal portion.

A mouse retinal ganglion cell from (Badea and Nathans, 2011) is shown in the second column with longer axonal and dendritic arbors compared to column 1. We observed small local 3D scales along the axonal trajectory within region i (∼30µm) except in region j where high local 3D scales (∼100µm) could be found. This reflect the structure of the axon as it leaves the retina to join the optic nerve. The dendritic arbor presents a local 3D scale on the whole (∼50µm) but with higher variation than the axonal part. Some dendritic branches exhibit complex shapes (region k) whereas others are more direct (region l).

Then, we focused on an interneuron from the optic lobe of the blowfly (Borst and Haag, 1996) with a more complex structure than the retinal ganglion cell (Figure 2, third column). This blowfly interneuron consists of a long axon and a well-organized dendritic arbor with a long main branch and many other smaller subbranches. We observed again a small local 3D scale (∼30µm) along axonal traces as emphasized in region i, and comparatively high local 3D scales (∼80µm) along the main dendritic branch highlighted in region j. The spatial configuration of the dendritic sub-branches are in contrast more diverse than the main branch as shown in region k (high local 3D scales) and region l (small local 3D scales).

Overall, we compute local measurements of the geometric complexity of a neuron trace, and find they are robust across neuron types, shapes and sizes.

2.3 Local 3D scale in single neuron development

To show the relevance and usefulness of our measure in practice, we reanalyze data from (Santos et al., 2018), as hosted in the NeuroMorpho.Org database. In (Santos et al., 2018), down syndrome cell adhesion molecule (DSCAM) is shown to affect the development of dendritic and axonal arbors in Xenopus laevis tadpoles. Downregulation (downreg) of
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Figure 2: Computation of 3D local scale of different cell types from multiscale dimension decompositions. Top three rows represent the dimension decompositions in different scales, the local 3D scale is then computed from those decompositions (last row). Three cell types at different arbor sizes and animals were selected, the spiny ganglia and the retina ganglion in mouse at the left and middle columns (Li et al., 2019; Badea and Nathans, 2011), the optic lobe interneuron in blowfly at the right column (Borst and Haag, 1996).

DSCAM in tectal neurons enhances the number of branchings and total arbor lengths while in contrast overexpression (overexpr) of DSCAM limits their development. An increase of these features over the course (in days) of tadpole development was also reported upon both downreg and overexpr of DSCAM. Here we reanalyzed this dataset and studied how local 3D scale can report the formation of dendritic tectal neurons under the overexpr of DSCAM. The local 3D scales between control and overexpr DSCAM in three days are computed and Figure 3A shows that the local 3D scale in DSCAM is on average smaller than that in the control. The quantification of mean local 3D scale (Figure 3B, top panel) showed a significant difference between DSCAM and the control at days 2 and 3 while it stays constant across days.

A morphological metric classically used to measure geometrical complexity is tortuosity, the ratio between Euclidean and curvilinear distance. (Santos et al., 2018) show that downreg DSCAM can also increase the tortuosity of the longest
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Figure 3: Study of local 3D scale of tectal neurons in developing Xenopus laevis tadpoles with Down syndrome cell adhesion molecule (DSCAM) overexpression (Santos et al., 2018). (A) Examples of local 3D scales between Control and DSCAM in three days. (B) Mean 3D local scale of entire neuronal trace (first), mean 3D local scale of the longest branch (second), tortuosity of the longest branch (third) and longest branch length (forth) were reported between Control and DSCAM in three days. Two-way ANOVA, Student’s t-test with Holm-Sidak for multiple comparisons were used, * $p \leq 0.05$, ** $p \leq 0.01$, *** $p \leq 0.005$, **** $p \leq 0.001$. (C) Correlation between mean 3D scale and length of the longest branch in Control and DSCAM.

dendritic branch, but do no report this result in overexpr DSCAM. We thus computed the tortuosity and the length of the longest branch in overexpr DSCAM and observed that there is neither significant difference of the tortuosity between Control and DSCAM nor between days (third of Figure 3B). Contrastingly, the difference in length is significant between days but not between DSCAM-Control (Figure 3B, bottom panel). By computing the mean local 3D scale (Figure 3B, second column), we report a significant difference of DSCAM compared to Control in day 4. This can be seen in Figure 3A where the longest branch is marked as dark gray band. Even the difference among days is not clear in case of mean local 3D scale for the longest branch but we also found an interesting correlation between its length and mean local 3D scale in case of Control but not for DSCAM (Figure 3C). This indicates not only a relationship of local
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3D scales to the development of tectal neurons but also a non-invertible effect between downreg and overexpr DSCAM. The study of local 3D scale in case of downreg DSCAM of tectal neurons and retinal ganglion cells was also reported (Figure 3-figure supplements 1 and 2).

From this we conclude that our local 3D scale is a biologically relevant information that can measure subtle differences that were missed using classical tools.

2.4 Local 3D scale in different cell types of larval zebrafish brain

A database including over 2000 neuronal traces across the whole brain of the larval zebrafish has been published in (Kunst et al., 2019). They clustered the neuronal traces into classes using the NBLAST algorithm (Costa et al., 2016) and found that while some are well known such as retina ganglion cells (RGCs), mitral cells or oculomotor neurons, others were discovered for the first time. We reanalyzed this dataset by studying the local 3D scales in some of those cell types. We first looked at the RGCs consisting of two groups that are laterally symmetric. We studied the local 3D scale along each RGC’s trajectory starting from retina and arriving in the tectum. Here we focused on a single group due to the symmetry. Local 3D scales of some example RGCs are shown in Figure 4A. These present different spatial patterns along their trajectories notably in the segment just prior to entering the tectum and in the region of the optic nerve following exit from the retina. Figure 4B indicates the local 3D scales of all neurons in the group where the heterogeneity is clear acrossed regions. To quantify this, we divided the RGC trajectories according to segments along the path from the retina to tectum, i.e. within the retina, at the exit from retina, at the midline, just prior to entering the tectum and within the tectum. We observed some significant differences among these regions. For example, the mean local 3D scales within the retina and tectum were lower (∼45µm) than at the exit from the retina and entrance to the tectum (∼60µm) while the midline region (∼50µm) was not significantly different compared to within the retina and tectum.

In contrast to RGCs which in zebrafish project to a single target, we then analyzed the trajectories of mitral cells originating in the olfactory bulb and projecting to multiple destinations such as the pallium of the cerebellum or the habenula (Miyasaka et al., 2014). Similarly to the analysis of RGCs, we focused on a group of mitral cells from one side. We found different shape complexities across regions (Figures 4D and E) with low local 3D scales at the olfactory bulb (∼40µm) and habenular formation (∼37µm) compared to the highest value in the pallium (∼57µm).

Overall, our analysis demonstrates that our method can be applied to large datasets, and is capable of identifying both heterogeneity across single axons of the same type and significant pattern within each type.

2.5 Local 3D scale in different regions of larval zebrafish brain

In addition to a collection of over 2000 neuronal traces, the whole zebrafish brain atlas in (Kunst et al., 2019) was manually divided by the author into 36 × 2 bilateral symmetric regions. A brain-wiring diagram showing the connection strength between those regions was then built and different connection strengths were reported in fore-, mid- and hindbrain. The connection strength in each region was deduced from the sum of neurite lengths of neurons originating from/connecting to each region. We computed the local 3D scales of all neuronal traces in the database (Figure 5A). The mean local 3D scales varied across brain regions (Figure 5B). The mean local 3D scale (Figure 5C) in the midbrain (∼47µm) is on average higher than in the forebrain (∼53µm). This correlates with the observation from the authors that connection strengths in those three parts of zebrafish brain. In particular, regions such as olfactory bulb (OB) and habenula have (Hb) have a small local 3D scale compared to the trigeminal ganglion (TG) or pituitary (Pi) with much higher local 3D scales (Figure 5D). However, the distributions of the local 3D scales within each region have a high variance, which could be due to diverse cell types adopting different local shape structures when starting from or arriving to a brain region.
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Figure 4: Study of local 3D scales of retina ganglion cells (A,B,C) and mitral cells (D,E,F) in larval zebrafish (Kunst et al., 2019). (A) some examples of local 3D scale of retina ganglion cell starting from right retina and connecting to left tectum. (B) Local 3D scale of all right retina ganglion cells, different regions along neuronal trace were studied, quantification of local 3D scales in those regions were reported in (C). (D) some examples of local 3D scale of mitral cell starting from left olfactory bulb and having multiple outputs in pallium of cerebellum and habenula. (E) Local 3D scale of all left mitral cells, different regions along neuronal trace were studied, quantification of local 3D scales in those regions were reported in (F). One-way ANOVA, Student’s t-test with Holm-Sidak for multiple comparison were used, * $p \leq 0.05$, ** $p \leq 0.01$, *** $p \leq 0.005$, **** $p \leq 0.001$.

We then compared the mean local 3D scale with neuron density and the volume normalized connection strength and number of branches in individual regions (Figure 5E). In contrast to the correlation found in three parts of brain, we observed no clear relationship between the mean local 3D scale and those three features at the individual region level. We found that very high connection strength, branch numbers or neuron number ratios do not imply a high mean local 3D scale as in the example of the anterior reticular formation (aRF) where a medium local 3D scale was reported (Figure 5F, middle panel). In contrast, regions with small values of those features can have small/high mean local 3D.
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Figure 5: Study of local 3D scales across brain regions of larval zebrafish (Kunst et al., 2019). (A) Local 3D scales of all neuronal traces. (B) Mean local 3D scale by brain regions. (C) Mean local 3D scales in fore- mid- and hindbrain. (D) Local 3D scales distribution by brain regions, the color is mapped to mean 3D local scale. (E) Correlation between mean local 3D scale and number of branchings (left), number of neurons (middle), connection strength (right). All features are normalized by region volume, the connection strength is calculated based on sum of neurite lengths for neurons from/to the brain region. (F) Examples of 3D local scales of neuronal traces in some brain regions, the OB (left) with low mean 3D scale and low connection strength, the aFR (middle) with medium mean 3D scale and high connectivity strength, the Hr (right) with high mean 3D scale and low connectivity strength; only the portion of the neurons within the brain regions are shown but the 3D scales were computed with the whole traces. One-way ANOVA, Student’s t-test with Holm-Sidak for multiple comparison were used, * \( p \leq 0.05 \), ** \( p \leq 0.01 \), *** \( p \leq 0.005 \), **** \( p \leq 0.001 \).
We then determine that if we employed the radius of curvature. Note that such decomposition needs not be unique. For example, not taking scales into account, two consecutive lines followed by one plane can in theory be decomposed into one 3D fragment, one 1D and one 3D fragments, two consecutive 1D and one 2D fragments, or two consecutive 2D fragments (Figure 1-supplement figure 1). The last two decomposition schemes are both meaningful and their combination represents a hierarchical decomposition of γ where linear fragments are usually parts of a larger planar fragment. We compute the decomposition of a curve intrinsically by looking at the curvature and torsion. Let us define the curvature as κ of γ by κ = ||γ′ × γ‖/‖γ‖‖, which corresponds to the inverse of the radius of the best approximation of the curve by a circle locally, the osculating circle. The torsion τ of γ is τ = ((γ′ × γ″) · γ′′)/‖γ′ × γ″‖2 and corresponds to the rate of change of the plane that includes the osculating circle. We then determine that if κ is identically equal to zero on a fragment then that fragment is a 1D line, and similarly that τ being identically equal to zero defines a 2D arc curve. Thus we define a linear indicator L of γ:

\[
L(u) = \begin{cases} 
1, & \text{if } \kappa(u) \leq \varepsilon_\kappa \\
0, & \text{otherwise,}
\end{cases}
\]

and a planar indicator H of γ:

\[
H(u) = \begin{cases} 
1, & \text{if } |\tau(u)| \leq \varepsilon_\tau \\
0, & \text{otherwise,}
\end{cases}
\]

where \(\varepsilon_\kappa\) and \(\varepsilon_\tau\) are the tolerances for computed numerical errors. We note that only using the H indicator is not sufficient to estimate the 2D plane. For example, a 2D plane fragment composed of a 1D line followed by a 2D arc cannot be entirely identified as 2D since the torsion is not defined as the curvature tends to 0. We therefore consider the planar-linear indicator \(T = L \cup H\) instead of \(H\) for characterizing the curve according to such hierarchical order.

In practice, the resulted dimension decomposition will be closely tied to a “scale” at which the curve is studied. Scale-spaces of curves have been described in 2D (Mackworth and Mokhtarian, 1988) or 3D (Mokhtarian, 1988) in particular, giving a robust meaning to that intuition. They define \(\gamma_s\) such that \(\gamma_0 = \gamma\) and increasing \(s\) lead to increasingly simplified curves. The scaled curve \(\gamma_s\) can be calculated by convolving \(\gamma\) with a Gaussian kernel of standard deviation \(s\) (Witkin, 1983), or by using mean curvature flow (Gage and Hamilton, 1986). In 2D, it has been shown for example that a close curve under a mean curvature motion scale space will roundup with increasing \(s\) and eventually disappear into a point (Grayson, 1987).

However, the selection of a scale of interest representing a meaningful description of a curve is not straightforward. For example, the scale defined as the standard deviation of the Gaussian kernel above can be affected by the kernel length and the curve sampled points. To make the scales become a more relevant physical/biological measurement, we employed the radius of curvature \(r_\kappa\), the inverse of the curvature \(\kappa\). Indeed, the level of detail on the curve can be characterized by \(r_\kappa\) where small \(r_\kappa\) represents high level of detail looking at small objects such as small bumps and tortuosity and large \(r_\kappa\) represents low level of detail/large object and features such as plateaus or turns [ ]. To ease the
interpretation and usage of scale spaces, we associate to standard deviation \( s \) a scale in micron \( \hat{r}_s \), by determining for each point \( u \) whose \( r_s(u) < \hat{r}_s \) a standard deviation \( s \) such that \( r_s(u) = \hat{r}_s \). This therefore creates a mapping function between a scale of interest \( \hat{r}_s \) which is physical relevant and a list of standard deviations which are less familiar.

Assuming \( S \) a list of standard deviations deduced from the scale \( \hat{r}_s \), to estimate the dimension decomposition of \( \gamma \) at those scales, the first step is to compute \( L_s \) and \( T_s \), for all \( s \in S \). This can be done by calculating the curvatures \( \kappa_s \) and the torsions \( \tau_s \). We then exclude the fragments having lengths smaller than a given fragment length threshold \( \varepsilon_s \), at every \( s \) to eliminate small irrelevant fragments. From \( L_s \) and \( T_s \), the linear fragments denoted as \( D_{L_s} \) and planar-linear fragments denoted as \( D_{T_s} \) are deduced across all \( s \in S \). An example of this sequence of dimension decompositions is illustrated in Figure 1-figure supplement 2 where \( D_{L_s} \) and \( D_{T_s} \) are superimposed.

The curve is completely 3D at small \( s \), several linear and planar fragments then appear at higher \( s \), progressively fuse to form larger linear and planar fragments and eventually converge to one unique line at a very high value of \( s \).

In the second step, we estimate the most durable combination of fragments from the linear segments \( D_{L_s} \) and linear-planar segments \( D_{T_s} \), calculated in the first step. We compute the number of fragments at every \( s \in S \), to measure how long each combination of fragments exists for. We then select the combination of fragments remaining for the longest subinterval of \( S \). Knowing that each fragment in the combination can have different lengths among that subinterval, we thus select the candidate with the longest length. In cases of overlapping fragments, we split the overlap in half.

Also of note, we repeat the step twice, first to estimate the best combination of linear-planar segments from \( D_{T_s} \), input and mark the corresponding subinterval, then to estimate the best combination of linear fragments from \( D_{L_s} \), input within that subinterval. As seen in Figure 1-figure supplement 2, the curve is decomposed at every \( s \) by consecutive planar/nonplanar fragments, then the linear fragments are identified within each planar fragment. The final result is the hierarchical dimension decomposition of the curve \( \gamma \) at a given scale of interest \( \hat{r}_s \).

### 3.2 Evaluation of dimension decomposition on simulated curve

The simulated curve consists of consecutive fragments of 1D lines, 2D planes and 3D. The simulation of 1D line is done by simply sampling a sequence of points on an arbitrary axis (e.g. \( x \) axis), then rotating it to a random orientation in 3D. The simulation of random yet regular fragments in 3D embedded in a 2D plane is more challenging. We tackle this issue by using the active Brownian motion model (Volpe et al., 2014). Active Brownian motion of particles is an extended version of the standard Brownian motion (Uhlenbeck and Ornstein, 1930) by adding two coefficients: the translational speed to control directed motion and the rotational speed to control the orientation of the particles. At each time point, we generate the new coordinates \((x, y, 1)\) by the following formulas.

\[
D_T = \frac{k_B T}{6 \pi \eta R},
\]

\[
D_R = \frac{k_B T}{8 \pi \eta R^3},
\]

\[
\frac{d}{dt} \varphi(t) = \Omega + \sqrt{2D_R} W_\varphi,
\]

\[
\frac{d}{dt} x(t) = v \cos \varphi(t) + \sqrt{2D_R} W_x,
\]

\[
\frac{d}{dt} y(t) = v \sin \varphi(t) + \sqrt{2D_T} W_y,
\]

where \( D_T \) and \( D_R \) are the translational and rotational coefficients, \( k_B \) the Boltzmann constant, \( T \) the temperature, \( \eta \) the fluid viscosity, \( R \) particle radius, \( \varphi \) rotation angle, \( \Omega \) angular velocity and \( W_\varphi, W_x, W_y \) independent white noise.

After generating the simulated intrinsic 2D fragment, a random rotation is applied. For simulating a 3D fragment, we extended the Active Brownian motion model in 2D (Volpe et al., 2014) to 3D as follows:
\[
\frac{d}{dt} \varphi(t) = \cos \Omega + \sqrt{2 D_R} W_{\varphi} \\
\frac{d}{dt} \theta(t) = \sin \Omega + \sqrt{2 D_R} W_{\theta} \\
\frac{d}{dt} x(t) = v \cos \theta(t) \sin \varphi(t) + \sqrt{2 D_T} W_x \\
\frac{d}{dt} y(t) = v \sin \theta(t) \sin \varphi(t) + \sqrt{2 D_T} W_y \\
\frac{d}{dt} z(t) = v \cos \varphi(t) + \sqrt{2 D_T} W_z,
\]

where \((\varphi, \theta)\) are spherical angles. We simulate the curve \(\gamma\) with a sequence of \(n_\omega\) consecutive fragments of varying random intrinsic dimensions. The curve \(\gamma\) is then resampled equally with \(n_\gamma\) points and added by white noise \(N(0, \sigma^2)\). We set \(n_\omega \leq 5, n_\gamma = 1000\) points and vary \(\sigma\) between 1 and 30 \(\mu\text{m}\). The upper value of \(\sigma = 30 \mu\text{m}\) is high enough to corrupt local details of a simulated fragment with about 100 \(\mu\text{m}\) of length in our experiment. The metric used to measure the accuracy of the intrinsic dimension decomposition is defined by \(\frac{1}{n_\omega} \sum_i \max_j \xi(\omega_i, \hat{\omega}_j)\), where \(\{\omega_1, \omega_2, \ldots, \omega_{n_\omega}\}\) are the simulated intrinsic fragments, \(\{\hat{\omega}_1, \hat{\omega}_2, \ldots, \hat{\omega}_{n_{\hat{\omega}}}\}\) the estimated intrinsic fragments and \(\xi(\cdot,\cdot)\) the \(F_1\) score (Rijsbergen, 1979) calculated by:

\[
2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where

\[
\text{Precision} = \frac{|\omega \cup \hat{\omega}|}{|\omega|} \quad \text{and} \quad \text{Recall} = \frac{|\omega \cup \hat{\omega}|}{|\hat{\omega}|}.
\]

The metric is between 0.0 and 1.0 and measures an average accuracy across fragments. In order to evaluate the decomposed intrinsic dimensions, we look at the curve \(\gamma\) at various scales \(r_\kappa = 1, 2, \ldots, 100 \mu\text{m}\), then execute the dimension decomposition for every \(r_\kappa\) and take the one corresponding to the largest accuracy. Setting \(r_\kappa = 100 \mu\text{m}\) is large enough to get a smoothed curve whose simulated intrinsic fragments are no longer preserved. In addition, we also removed estimated fragments whose lengths were smaller than \(\varepsilon_{\omega}\). Here we set \(\varepsilon_{\omega} = 5\%\) of the curve length since it does not surpass the minimal length of simulated intrinsic fragments. Our method is also compared with a baseline method (Yang et al., 2016; Ma et al., 2017) that first iteratively assigns each point on the curve as linear/nonlinear by a collinearity criterion, then assigns nonlinear points as planar/nonplanar by a coplanarity criterion. Prior to this, the curve was also denoised based on (Czesla et al., 2018).

### 3.3 Local 3D scale computation

Assuming a scale interval of interest, the local 3D scale of a point on the curve is computed by iteratively checking at each scale the intrinsic dimension of that point and taking the scale at which the local scale is not 3D anymore. In some cases, the dimension transformation of a point is not very smooth since the point at a 2D/1D scale can convert back to 3D. We therefore select the first scale of the longest 2D/1D subinterval as local 3D scale. In case no subintervals are found, it means that the point remains 3D across the whole interval and its local 3D scale is set as the highest scale.

### 3.4 Local 3D scale analysis of neuronal trace

We consider a neuronal trace as a 3D tree and first resample it with a spacing distance between two points equal to 1\(\mu\text{m}\). The B-spline interpolation (Boor, 1978) with order 2 is used for the resampling. We then extract the neuronal trace
into distinct sub-branches, since the intrinsic dimension decomposition and local 3D scale are computed on individual neuronal branches. To decompose the tree, we first take the longest branch, then repeat this process for all subtrees extracted along the longest branch. Of note, there are different ways to decompose a tree for example cutting the tree based on its branching positions. We examined both methods and found that the “longest branch” method produced more accurate results. Next, the local 3D scale is computed for each extracted sub-branch within a scale interval of interest. The scale is defined as the radius of curvature and can be selected based on lengths of branch or studied region. For example in the case of the Xenopus Laevis tadpoles dataset (Santos et al., 2018) we select scales from 1 to 60µm which is sufficient to study neuronal branches with about 180µm in length (i.e. a 60µm radius of curvature corresponds to a semicircle with 60π ≈ 180µm). In the case of the zebrafish brain dataset (Kunst et al., 2019), we select the scales from 1 to 100µm based on the length of the largest region, which is about 300µm. Moreover, we can exclude the sub-branches whose lengths are smaller than a given threshold. For example when analyzing the zebrafish brain, we set the threshold to 5µm which is half the length of the smallest brain region. Branches with lengths smaller than 5µm have a very small contribution to the local 3D scale result. This is also useful to reduce artifact caused by manual tracing of neurons. Finally, the local 3D scales at branch points along the neuronal trace are ignored due to the ambiguity.

3.5 Tool for neuronal traces manipulation

We provide a free Python toolset for seamless handling of 3D neuronal traces data. It supports reading from standard formats (swc, csv, etc), visualizing, resampling, denoising, extracting sub-branches, calculating basic features (branches, lengths, orientations, Strahler order (Horton, 1945), etc), the proposed intrinsic dimension decompositions and the local 3D scales. The toolset is part of the open source Python library GeNePy3D (https://msphan.gitlab.io/genepy3d) giving full access to manipulation and interaction of various kinds of geometrical 3D objects (trees, curves, point cloud, surfaces).

4 Discussion and conclusion

We present a novel method for the multiscale estimation of intrinsic dimensions along an open 3D curve and use it to compute a local 3D scale, which we propose as a new measurement to characterize neuronal arbors. We demonstrate that our methods are accurate and robust, and apply them to published trace data to present its relevance and usefulness from single axon to whole brain scales.

Mathematically, scale spaces of curves are trickier and a lot less studied in 3D than in 2D. In 2D for example, it is known that scale spaces based on curvature motion have better properties than Gaussian ones (Cao, 2003) but are not readily available in 3D. While the approach chosen here works in practice, additional studies of the mathematical foundation of 3D scale spaces would lead to simpler and more robust algorithms. Moreover, this work is complementary to other neural arbor analysis techniques; for example it does not concern itself with the topology of the arbor but decomposes it in 3D curves.

Exploration of local geometrical properties of neurites may be of particular importance in the precise study of neuronal traces. For example in (K. Matho et al., in preparation) we use it to locally and globally probe the topology and topography of axons innervating the Medial Nucleus of the Trapezoid Body (MNTB). More generally, we know numerous phenomena governing the final shape of neurites, like attractive or repulsive chemical guidance cues (Lowery and Van Vactor, 2009), mechanical cues (Gangatharan et al., 2018), pruning (Holcomb et al., 2013) or migration. A fine analysis of resulting neuronal traces would provide key information for those studies toward a deeper understanding of brain development.

Importantly, an implementation of the proposed algorithms, along with all codes to reproduce the figures, is openly available and easy to use, making it a potential immediate addition to computational neuroanatomy studies. More generally, it is part of GeNePy3D, a larger quantitative geometry Python package with methods from spatial statistics or
computational geometry as well. These tools hold great promise for providing theoretical and computational metrics needed to transform advanced microscopy into neurobiological understanding.
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