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Train Speed Estimation from Track Structure Vibration Measurements
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Abstract: This paper proposes a new method for train speed estimation from track structure vibration measurements for field track structural health monitoring. This method employed image treatment techniques, wavelet transform, and short-time Fourier transform into the signal processing. Afterward, the train speed was estimated by the combination of the extracted features and the geometrical parameters of the passing trains. A total of 240 measurements, gotten from 20 trains measured by 12 sensors, were implemented to verify the effectiveness and practicability of the proposed method. The results showed that the average differences of the train speed calculating by phase differences and the proposed method were 0.61% for slab displacement measurements, 1.39% for rail acceleration measurements, and 2.97% for slab acceleration measurements, respectively. Furthermore, the proposed method was proved to be effective in different test locations and track structure state. Therefore, it is concluded that the proposed method can estimate train speed from the vibration measurements automatically, reliably, and in real time with no need for additional speed measurement modules, which meets the requirement of speed estimation in the short-term, multi-location, and tough environment of structural health monitoring.
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1. Introduction

One of the most significant current discussions in the rail industry is structural health monitoring. To ensure the safety, applicability, and durability of high-speed rails, researches have tried to evaluate the running status of rail structures through the theoretical analysis, numerical simulation, and experimental measurement. In general, the vibration and the noise of the rail structure intensify with the increase of railway vehicle speed [1–6]. The train speed, therefore, is an indispensable, important parameter to monitor and evaluate the track structure health.

There are two types of train speed acquisitions applied in the field of railway monitoring: on-board measurement and ground measurement. Train speed can be obtained on-board accurately and stably via tachometers [7] or a global positioning system (GPS) [8]. However, the train speed obtained on-board is difficult to couple with structural health and environmental noise monitoring in field tests conducted on the ground. Therefore, many ground train speed estimation methods have been proposed such as wheel counters, optical sensors, and laser radars. The optical sensors [9], wheel counters [10], and eddy current sensors [11] are sensors that detect the pulse signals of the passage of train wheels. The train speed is calculated by combining the intervals of the pulse signals
and the geometrical parameters of the trains. The laser radar system [12], which is based on the Doppler effect, is used to obtain the coordinate value of the measured point in the scanning radar coordinate system. Then, the distance between two adjacent measurement cycles is determined by piecewise linear difference. The advantages and shortcomings of these methods are summarized in Table 1. Recently, some other researchers proposed to estimate train speed from ground vibration. The ground vibration frequency spectra were highly dependent on the train speed and carriages dimensions [13,14]. Therefore, train speed could be calculated using the relationship between the train speed and the main frequency of vibration; meanwhile, this method has been proved to be robust [15,16].

Table 1. Existing methods for train speed estimation.

| Method              | Test Location | Advantage               | Shortcoming                          | Error   |
|---------------------|---------------|-------------------------|--------------------------------------|---------|
| Tachometers         | On-board      | No additional measurement | Using inside the train               | ~5%     |
| GPS                 | On-board      | Cheap                   | Using inside the train               | 5–10%   |
| Optical sensors     | Ground        | Very accurate           | Affected by weather especially rain and snow | <1%     |
| Wheel counters      | Ground        | Very accurate           | Stationary application               | <1%     |
| Eddy current sensors| Ground        | Accurate                | Affecting by rail structure state    | ~1%     |
| Laser radar system  | Ground        | Easy to use             | Accuracy depending on the position   | 1–5%    |

In field track structural health monitoring, especially short-term monitoring, it is often hard to get the speed information from the traffic control center in real time due to the tough monitoring environment, communication difficulties, and complex administrative procedures [16]. In this case, it is necessary to measure train speed on the ground while monitoring. However, optical sensors, wheel counters, eddy current sensors, and radar systems are often too complex to be used in field track structural health monitoring. Considering that track structure vibration measurements are indispensable in monitoring, it is of great practical convenience to estimate train speed from track structure vibration measurements because there is no need for an additional train speed estimation module. Estimating train speed from track structure vibration measurements can meet the requirement of speed estimation in the short-term, multi-location, and tough environment of structural health monitoring.

However, the vibration measurements are affected by many factors, such as train speeds, rail track structures, and structure health status. Such factors increase the difficulty of train speed estimation by traditional signal processing. Although many disturbances usually exist in the waveform images of rail track vibration measurements, there are still some unique features in waveform images. Therefore, the features in waveform images of vibration measurements can be abstract, employing image treatment techniques that endow computers with the functions of segmentation, classification, recognition, tracking, and decision-making, similar to human beings [17].

This paper aims to provide a new train speed estimation method from displacement and acceleration measurements of the track structure. This method employed image treatment techniques, wavelet transform, and short-time Fourier transform to extract features of vibration measurements. 240 different measurements gotten from 20 trains measured by 12 sensors at speeds from 124.6 km/h to 227.2 km/h were applied to verify the stability and accuracy of the proposed method.

2. Algorithm of Train Speed Estimation

The typical dynamic response waveforms of track structure vertical acceleration and displacement are shown in Figure 1. When the rail wheels pass through the track, the track structure undergoes significant deformation, and the signal waveform of vertical acceleration and displacement produce pronounced peaks. Therefore, the train speed can be estimated by combining the intervals of the pulse signals and the geometrical parameters of the train with a procedure similar to the optical sensors.
During field tests, how to identify and remove the variability of track structures is the main difficulty of estimating train speed. Two main factors influence the track structure dynamic response signals. On the one hand, the dynamic response is influenced by the train system that is coupled with the track system. On the other hand, on-site testing is affected by environmental conditions, structural conditions, equipment defects, and other factors. The original signals can be described with Equation (1):\[ f(t, y) = f_T(t, y) + n(t, y) \] where \( f(t, y) \) is the original ground testing signals, \( f_T(t, y) \) denotes the true dynamic response signals, and \( n(t, y) \) is the sum of noise and disturbance in the signals. To achieve accurate train speed estimation, it is necessary to reliably remove the interference and extract the characteristic signals.

There are three steps in the train speed estimation algorithm (Figure 2). The first step is to improve the signal to noise ratio of the original ground measurement signals with a low-pass filter or wavelet transform and image treatment according to different signal types. The second step is to propose the threshold conditions and time difference conditions to identify the time of the train bogies passing through the sensors. Finally, the train speed is calculated by combining the characteristics of the vibration signals and the geometric dimension of the train. Furthermore, the Grubbs criterion is selected to ensure the validity of the estimated train speed.

In this paper, three different types of vibration measurements (rail acceleration measurement, slab acceleration measurement, and slab displacement measurement) are employed to estimate the train speed. The signal processing and train speed estimation algorithm are presented and tested in real field tests.
3. Procedures for Train Speed Estimation

3.1. Train Speed Estimation from Acceleration Dynamic Response Signals

3.1.1. Signal Pretreatment

Figure 1a shows the typical time domain signals of vertical acceleration dynamic response of track structure. It can be seen from Figure 1 that the signal contains a lot of noise. Unfortunately, the true dynamic response signals and the disturbance signals are in the same frequency bands [18,19].

Wavelet transform, which inherits and develops the thought of localization of short-time Fourier transform, is a useful method of analyzing the non-stationary signals. It is the inner product of the wavelet basis function and the signals to be analyzed—that is, the signals are expressed as a linear combination of a series of wavelet functions with different scales and shifts. The coefficients of each term in the linear combination are called wavelet coefficients.

This paper selected the Mallat algorithm to calculate the discrete wavelet transform. The Mallat algorithm utilizes the multi-resolution characteristic of the wavelet to decompose the signal into two parts of the high-frequency $D_1$ and the low-frequency $A_1$. Then, the part of the low-frequency $A_1$ is continually decomposed layer by layer to obtain the signal characteristics. The formula for the n-layer decomposition of the original signal $S$ is as shown in Equation (2).

$$ S = A_n + D_n + D_{n-1} + \ldots + D_1 $$ (2)

The wavelet transform coefficients reflect the similarity between signal locality and the wavelet basis function. Accordingly, the shape of the selected wavelet basis function should be similar to that of the target signal. The vertical acceleration signal diagram with bogie information is as shown in Figure 3, which is obtained from the second derivative of the filtered vertical displacement signals.
The Fejér–Korovkin wavelet with a length 22 filter (as shown in Figure 4) is selected as the base wavelet since the shapes and characteristics of the wavelet are similar to the vertical acceleration signals.

Figure 3. Acceleration waveform diagram containing bogie information.

Figure 4. Fejér–Korovkin wavelet with a length 22 filter.

The original vertical acceleration signals are decomposed using the Fejér–Korovkin wavelet with a length 22 filter, and then the high-frequency signal $D_1$ is recombined. As shown in Figure 5, the low-frequency interferences in the reconstructed signals are suppressed compared to the original signals in Figure 1a, but the high-frequency interferences still exist in the signal graph. Therefore, the signals need to be further processed to obtain signal features consistently.

Figure 5. High-frequency $D_1$ signal recombination waveform.

After the wavelet transform, a mathematical morphological operation is performed on the binary image (Figure 5). The diamond structure element set $S$ is selected, and the corrosion operation [20] is performed on the image. Then, the integrated grayscale vertical projection [21] is performed on the
image after corrosion operation, and the grayscale change diagram is shown in Figure 6. Noteworthily, to ensure that the different signals can be transformed linearly after processing, all signals are intercepted with the same length.

![Figure 6](image_url)

**Figure 6.** Diagrams of image treatment process: (a) the high-frequency $D_1$ signal recombination waveform diagram; (b) the corrosive operated waveform diagram; (c) the gray vertical projection and the signal feature extraction results.

### 3.1.2. Signal Feature Extraction

The track structure undergoes significant deformation when bogies pass through sensors, which produce obvious peaks in vertical acceleration waveform. In ideal status, each peak in the signals reflects one passing moment of one bogie. However, the filtered signals may still oscillate within a small range in field tests. To screen the effective peak points, the threshold condition and minimum time difference condition are proposed in this paper.

The threshold condition means that the amplitude of the possible effective peak needs to be greater than the critical value. It can effectively remove the peak points generating by the fluctuation while the amplitude of the signals is low. Assuming the maximum amplitude of the waveform is $A_{\text{max}}$, the amplitude of the possible effective peak needs to be greater than $\lambda A_{\text{max}}$. It is noted that $\lambda$ is defined as the threshold condition coefficient and its value range is $[0, 1]$.

Based on the threshold condition, the minimum time difference condition is further presented to ensure that only one peak can be selected when one bogie passes through. Because the time difference of the adjacent bogies passing through the sensor is related to train length and speed, there is one minimum time difference between the adjacent effective peaks. When the maximum train speed at the test site is $v_{\text{max}}$, and the minimum bogie spacing is $l_{\text{min}}$, the minimum time difference parameter $\Delta t$ should be meet the formula of $\Delta t = l_{\text{min}}/v_{\text{max}}$. 

According to the above conditions, the peaks of the pretreated dynamic response waveforms are screened as shown in Figure 6c. According to the results shown in Figure 6c, it can be seen that the information of the bogie passing through is effectively conveyed by the waveforms, and then the passing time of bogies can be identified.

3.1.3. Train Speed Calculation

The train running speed can be calculated by combining the time of the bogie passing the sensor with the train dimension. The train dimension diagram is shown in Figure 7.

![Figure 7. The geometric dimension of the train.](image)

Applying the peak point screening method described above, the identified times of the train bogie passing through the sensor are $t_1, t_2, \ldots, t_n$. The time differences $\Delta T$ of adjacent bogies passing through are as shown in Equation (3):

$$\Delta T = \{\Delta t_i = t_{i+1} - t_i, \ i = 1, 2, \ldots, n-1\}$$  \hspace{1cm} (3)

When the train speed $v$ is constant, if $l_a > l_b$, the time inferences can be divided into two categories, as shown in Equation (4):

$$\{\Delta t_a|T_a\} > \Delta \overline{t} > \{\Delta t_b|T_b\}$$  \hspace{1cm} (4)

where $T_a$ is the set of the time for the train to travel $l_a$ (in Figure 7); $T_b$ denotes the set of the time for the train to travel $l_b$ (in Figure 7); and $\Delta \overline{t}$ is the sample average of $\Delta T$. Then, the train speed is estimated in Equation (5):

$$V = \frac{l_a}{T_a} \cup \frac{l_b}{T_b}$$  \hspace{1cm} (5)

where $V$ is the set of calculated train speeds. To avoid unpredictable situations in field tests, the Grubbs criterion is introduced to ensure the reliability of results. The Grubbs criterion is a method to distinguish abnormal values of samples obeying normal distribution when the total standard deviation $\sigma(X)$ is unknown. It states that the data should be removed when the residual $V_i$ corresponding to a measured value $x$ satisfies Equation (6):

$$|V_i| = |x_i - \overline{x}| > g(n, a) \times \sigma(X)$$  \hspace{1cm} (6)

where $\overline{x}$ is the sample mean, $g(n, a)$ is a coefficient depending on the number of measurements $n$, and the significance level $a$, $\sigma(X)$ is the standard deviation of the sample. After judging by the Grubbs criterion, the average value of the remaining elements in set $V$ is the final estimated train speed.

3.2. Train Speed Estimation from Displacement Dynamic Response Signals

Figures 1b and 8 shows the typical time domain and frequency domain signals of vertical displacement dynamic response, respectively. It can be seen from Figure 8 that the signal contains a lot of noise. Furthermore, the true dynamic response signals and the disturbance signals are in different frequency bands.
Low-pass filtering (LPF) is thus chosen to suppress disturbance signals. To retain the characteristics of the signals, the cutoff frequency of the LPF should be greater than the frequency of the bogies passing through the sensors. Supposing that the train speed is $v$ and the minimum spacing of adjacent bogies is $l_{\text{min}}$, the cutoff frequency $f_c$ should satisfy the condition of $f_c \geq v/l_{\text{min}}$. Figure 9 shows the low-pass filtered displacement signal. Compared to the original signal in Figure 1a, the noise and disturbance in vertical displacement–time waveform signals can be well suppressed, which meets the requirement of further signal feature extraction. The subsequent treatment is the same approach as that of the acceleration signals.

Figure 8. Frequency domain diagram of vertical displacement dynamic response signals.

Figure 9. Low-pass filtered displacement signals (the red circle indicates the passing moments of the train bogies).

4. Verification of the Train Speed Estimation Method

4.1. Test Overview

This paper uses the dynamic tests of China Railway High-speed (CRH) track as an example to verify the validity of the proposed train speed estimation algorithms. The dynamic test site was located on the bridge China Railway Track System II (CRTS II) slab ballastless track with a curve radius of 7000 m and an outer line height of 115 mm. The CRTS II slab ballastless track consists of rail with a grade of 60kg/m, elastic fastener, prefabricated track plate, mortar adjustment layer and supporting layer. The track slab is 2550 mm wide, 200 mm thick and 6450 mm long.

The rail acceleration was detected using a DH131E (with measuring range of 5000 m·s$^{-2}$ and sensitivity of 1 mV·s$^{-2}$) impedance converter accelerometer. The slab acceleration was detected using a DH187E (with measuring range of 1000 m·s$^{-2}$ and sensitivity of 5 mV·s$^{-2}$) impedance converter
The vertical vibration of the slab displacement was detected using a DH821-10 (with measuring range of 10 mm and resolution of 0.005 mm) linear displacement sensor. The slab acceleration was detected using a DH187E impedance converter accelerometer. The sensors were pasted on the cleaned rail and track slab, as shown in Figure 10. All the test signals were collected using a DH5902 dynamic data acquisition device at a sampling frequency of 10k Hz. The sensors and the device were produced by Donghua Testing Technology Co., Ltd., Taizhou, Jiangsu, China. The sensor arrangement is shown in Figure 10 and Table 2, respectively. There is a gap between the slab and the support layer at one wide and narrow joint while the other side is healthy.

The trains in the test are all CRH series high-speed trains. As shown in Figure 7, the center distance of the bogies in the same carriages $l_a$ is 17.5 m and the center distance of the bogies in adjacent carriages $l_b$ is 7.5 m. The threshold condition coefficient $\lambda$ of slab displacement, slab acceleration, and rail acceleration is taken as 0.6, 0.4, and 0.3, respectively. The significance level of the Grubbs criterion is equal to 0.05.

| Sensor | Location | Content       | The Track Curve | Structure State |
|--------|----------|---------------|-----------------|-----------------|
| D1     | Slab     | Displacement  | Inside          | Healthy         |
| D2     | Slab     | Displacement  | Inside          | Layer gap       |
| D3     | Slab     | Displacement  | Outside         | Healthy         |
| D4     | Slab     | Displacement  | Outside         | Layer gap       |
| A1     | Rail     | Acceleration  | Inside          | Healthy         |
| A2     | Rail     | Acceleration  | Inside          | Layer gap       |
| A3     | Rail     | Acceleration  | Outside         | Healthy         |
| A4     | Rail     | Acceleration  | Outside         | Layer gap       |
| A5     | Slab     | Acceleration  | Inside          | Healthy         |
| A6     | Slab     | Acceleration  | Inside          | Layer gap       |
| A7     | Slab     | Acceleration  | Outside         | Healthy         |
| A8     | Slab     | Acceleration  | Outside         | Layer gap       |

Figure 10. Sensor location diagram.

Table 2. The sensor arrangement.
4.2. Train Speed Estimation Results

In this paper, twenty passing trains are used to identify the reliability of the method by using the displacement of the track slab, the acceleration of the track slab, and the acceleration of the rail. The relative difference \( \delta \) of the proposed method can be calculated by Equation (7):

\[
\delta = \frac{V_T - V_g}{V_T} \times 100\%
\]

where \( V_g \) is the train speed estimated from track structure vibration measurements and \( V_T \) is the true train speed. The train speeds ranged from 124.6 km/h to 227.2 km/h, which were estimated using the proposed method and wheel counter. The train speed estimated using the wheel counter is assumed as the true value because the wheel counter is very accurate [16,22].

As shown in Figure 11, the relative differences of the proposed method are mostly less than 2% based on slab displacement, 5% based on rail acceleration, and 10% based on slab acceleration, respectively. The absolute average differences are listed in Table 3. It is apparent from the table that the slab displacement signals are very stable regardless of the sensor position and the track structure situation. The results of the rail acceleration can be affected by the track structure situation. The accuracy of estimation results is improved lightly when a gap between the slab and the support layer exists. In contrast, the existing gap seems to amplify the differences in the slab acceleration estimation results. Furthermore, the estimation results may be not influenced by the track curve. In summary, the validation results show that this proposed method can effectively estimate the train speed.

![Figure 11](image-url)

**Figure 11.** The automatic train speed estimation results of (a) the slab displacement, (b) the rail acceleration, and (c) the slab acceleration, respectively.
Table 3. Absolute average differences of different sensors.

| Sensor | Absolute Average Differences/\% | Sensor | Absolute Average Differences/\% |
|--------|---------------------------------|--------|---------------------------------|
| D1     | 0.64                            | A3     | 1.49                            |
| D2     | 0.59                            | A4     | 1.28                            |
| D3     | 0.59                            | A5     | 2.12                            |
| D4     | 0.62                            | A6     | 5.81                            |
| A1     | 1.53                            | A7     | 2.08                            |
| A2     | 1.26                            | A8     | 1.87                            |

4.3. Discussions

Although it is proved that the speeds of all trains can be accurately estimated with unchanged parameters, different threshold condition coefficients and the minimum time difference parameters are also discussed in Table 4 for improving the applicability of the method. It can be seen from the data in Table 4 that the accuracy of train speed estimation is influenced by the threshold condition coefficient and the minimum time difference parameter. Therefore, the results of train speed automatic estimation will be significantly improved if the parameter is selected dynamically and accurately. As the appropriate parameters are related to the train speed, it is necessary to roughly estimate the train speed first to determine the appropriate parameters.

Table 4. The results of automatic train speed estimation with different parameters.

| Train Number | Sensor | Threshold Condition Coefficient | Minimum Time Difference Parameter/\(\text{s}\) | Estimated Train Speed/\(\text{km}\cdot\text{h}^{-1}\) | Difference/\% |
|--------------|--------|---------------------------------|-----------------------------------------------|-----------------------------------------------|---------------|
| 9            | A1     | 0.3                             | 0.1                                           | 124.7                                         | 0.1           |
| 9            | A1     | 0.1                             | 0.1                                           | 255.4                                         | 105.0         |
| 9            | A1     | 0.5                             | 0.1                                           | 125.4                                         | 0.6           |
| 9            | A1     | 0.3                             | 0.05                                          | 149.0                                         | 19.6          |
| 9            | A1     | 0.3                             | 0.2                                           | 125.4                                         | 0.6           |
| 20           | A1     | 0.3                             | 0.1                                           | 228.8                                         | 0.7           |
| 20           | A1     | 0.1                             | 0.1                                           | 235.0                                         | 3.4           |
| 20           | A1     | 0.5                             | 0.1                                           | 228.8                                         | 0.7           |
| 20           | A1     | 0.3                             | 0.05                                          | 228.3                                         | 0.5           |
| 20           | A1     | 0.3                             | 0.2                                           | 111.7                                         | −50.8         |

Figure 12 shows the minimum time difference parameter on the results of train speed estimation. It can be concluded that the difference decreases notably when the minimum time difference parameter is higher than the time difference of adjacent bogies passing through the measuring site. Therefore, it is necessary to ensure that the minimum time difference parameter is greater than the time difference of adjacent bogies passing through the measuring points. In this paper, there are two types of trains: some of them with eight carriages trains and others with sixteen carriages. The train speed can be roughly estimated by the combination of the total length of the train and the total time of signals. Computer vision will still be a useful application for the problem. The acceleration signal image gives the number of train carriages by the number of closed regions. This method was used in the fields of fish fry counting [23], pest counting [24], cell counting [25], and distinguishing parking spaces [26], and it has achieved good results. Furthermore, displacement signals can be used to estimate train speed as long as a histogram is used instead of a line graph. After rough estimation of train speed, the minimum time difference parameter can be determined as detailed in Section 3.1.2.
As shown in Figure 13, the difference is quite small, as the threshold condition coefficient is equal to 0.4–0.6. When the parameters are higher than 0.6, the number of identified peaks will be significantly reduced. Using this feature, the threshold condition coefficient can be designed to be self-adjusted dynamically. When the threshold condition coefficient is 1, only one peak point can be selected at this time, and more peak points can be selected with decreasing the coefficient. After the train carriage information is obtained, the number \( N \) of train bogies is determined, so the coefficients can be dynamically valued from large to small until \( N \) peak points are selected. Therefore, the coefficients of the method can be easily calibrated based on the numbers of identified bogies and the relationship between minimum time difference parameter and estimated train speed. In addition, after all peak points have been selected, the critical value of the Grubbs criterion can be appropriately tightened to improve the accuracy of recognition.
The proposed method can be applied extensively under two conditions. First, the signal waveform of vertical acceleration and displacement produce pronounced peaks when the rail wheels pass through the test site. According to previous studies [27–31], it can be deduced that it is quite possible to estimate train speed from the vibration measurements of both ballastless track and ballast track with this method. Second, the proposed method needs all the passing trains to have the same geometric dimensions.

5. Conclusions

This paper proposed a train speed estimation method by extracting the characteristics of the vibration measurements of rail acceleration, slab acceleration, and slab displacement. The train speed can be automatically and reliably calculated by the combination of the extracted characteristics and the geometric dimension of the train. The results showed that the average differences of the train speed calculated by phase differences and the proposed method were 0.61% for slab displacement measurements, 1.39% for rail acceleration measurements, and 2.97% for slab acceleration measurements. In addition, the method is stable regardless of the sensor position and the track structure situation.

The proposed method can be applied extensively under two conditions: the signal waveform of vertical acceleration and displacement produce pronounced peaks when the rail wheels pass through the test site, and all the passing trains have the same geometric dimensions. Therefore, this method offers an efficient way for track structural health monitoring to obtain the train speed from track structure vibration measurements without additional speed measurement module. The method meets the requirement of speed estimation in the short-term, multi-location, and tough environment of structural health monitoring. Noteworthily, it is also a successful attempt to introduce image processing technology into high speed rail. This idea can be further applied to railway analysis to make up the insufficiency of tradition signal processing methods.
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