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Abstract

We investigate the role played by symmetries in the perturbative expansion of the large-scale structure. In particular, we establish which of the coefficients of the perturbation theory kernels are dictated by symmetries and which not. Up to third order in perturbations, for the dark matter density contrast (and for the dark matter velocity) only three coefficients are not fixed by symmetries and depend on the particular cosmology. For generic biased tracers, where number/mass and momentum conservation cannot be imposed in general, this number rises to seven in agreement with other bias expansions discussed in the literature. A crucial role in our analysis is provided by extended Galilean invariance, which follows from diffeomorphism invariance in the non-relativistic limit. We identify a full hierarchy of extended Galilean invariance constraints, which fix the analytic structure of the perturbation theory kernels as the sums of an increasing number of external momenta vanish. Our approach is especially relevant for non-standard models that respect the same symmetries as ΛCDM and where perturbation theory at higher orders has not been exhaustively explored, such as dark energy and modified gravity scenarios. In this context, our results can be used to systematically extend the bias expansion to higher orders and set up model independent analyses.
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1 Introduction

Data from next generation Large Scale Structure (LSS) surveys (such as DESI [1] and Euclid [2]) are expected to shed light on the most fundamental open questions facing cosmology and particle physics; among them, the absolute scale of neutrino masses, the origin of the cosmic acceleration, and the properties of the initial conditions of cosmic perturbations generated during Inflation.

The main obstacle in extracting information from data lies in the nonlinear nature of the evolution of structures, which becomes more and more relevant the smaller the scales and the lower the redshift. Moreover, the process of galaxy formation is not completely understood. Different and complementary approaches have been developed to deal with this issue and can now be employed in synergy.

N-body simulations provide the most accurate description of cold dark matter dynamics, but computational times limit the range of scales and of parameter space that can be directly simulated. To simulate directly the galaxies (which is what we observe), one would need hydrodynamic codes, which however are less reliable. In order to enlarge the available portion of parameter space, cosmological emulators are being developed (see, for instance, [3–5]), which provide fast interpolation tools, calibrated with a large suite of N-body simulations run for different points in parameter space.

A complementary tool is provided by analytical approaches, which, in recent years, have reached a stage of maturity. Different formulations [6–20] have by now converged to a successful description based on effective theory ideas, at least for what concerns the galaxy Power Spectrum (PS). The first ingredient of the analytic framework is perturbation theory (PT) (for reviews, see [6, 21]). The nonlinear fields on large scales are expressed as an expansion in terms of the initial (linear) fields, convolved in momentum space via kernels that can be derived, in a given model, by iteratively solving the evolution equations. Because the pressureless perfect fluid approximation breaks down
at short scales, standard perturbation theory is not guaranteed to converge to the correct answer. Therefore, one should renormalize the theory by appropriate UV counterterms, organized in an expansion in powers of momentum. They describe the effect of short scales on longer, perturbative ones [12–14]. Finally, the observed galaxy field is connected to the computed dark matter one by means of a bias expansion, which is an expansion in derivatives of the gravitational potential and the velocity field (for a review, see [22]). The practical applicability of the effective theory approach has been greatly enhanced by Fast Fourier Transform methods to evaluate the momentum integrals appearing in the computation of the PS beyond linear order [23–25], which allow an efficient implementation of Markov Chain Monte Carlo algorithms for parameter estimation. The perturbative approach has been successfully applied to current data to extract cosmological parameters [26–28]. An alternative, more recent, approach with respect to computing correlators consists in considering the full theoretical galaxy field and comparing it with observations, after marginalizing on the phases of the initial conditions [29]. Also in this case, a theoretical model for the evolution of the field is required, and PT based approaches are one option.

In this paper we investigate the role of symmetries in dictating the structure of the PT kernels, independently on the details of the equations of motion. This is particularly relevant when considering models beyond ΛCDM, such as for dark energy and modified gravity. In particular, we will show that the structures of the kernels in all dark energy and modified gravity models with the same symmetries as ΛCDM are the same. Only a few time-dependent coefficients change, depending on the particular expansion history and possible time-dependence of the modified gravity parameters.

One symmetry plays a crucial role in fixing the structure of the kernels both for dark matter (DM) and for generic biased tracers: our results are based on the assumption that the dynamics is invariant under uniform spatial translations with arbitrary time dependence, which follows from diffeomorphism invariance in the non-relativistic limit [30], the regime considered here. In the following we will refer to this as extended Galilean invariance (EGI) [31, 32] to distinguish it from the usual Galilean invariance relating inertial frames by a boost. Here this requirement translates in constraints on the analytic structure of the PT kernels.

We identify a full hierarchy of EGI constraints, depending on the PT order of the induced displacement field. If it is of linear order, the corresponding ‘Leading Order’ (LO) constraints, given in Eq. (2.28), fix the pole structure of the kernels as one of its external momenta vanishes. If it is of second PT order, we get ‘Next-to-Leading’ (NLO) constraints on the kernels as the sum of two external momenta vanishes (see Eq. (2.36)), and so on. Up to third PT order, only constraints up to NLO are relevant, but we derive the general formula for the EGI constraints, that can be applied at any higher PT order, given in Eq. (2.38).

The difference between DM and biased tracers is just mass and momentum conservation, which holds for the former but not, in general, for the latter. As a consequence, DM kernels, for both density and velocity, are more constrained than generic tracer kernels. Up to third PT order, they contain just three model-dependent coefficients. On the other hand, in the case of biased tracers we end up with seven independent coefficients, equivalently to the other bias expansions discussed in the literature for fixed cosmologies [33–40].

Our approach, exploiting all the possible information dictated by symmetries without considering explicit equations of motions, is analogous in spirit to the one of the ‘conformal bootstrap’ [41, 42], which is experiencing a revival in many areas of modern theoretical physics, from field theory (for a review, see [43]) to inflationary cosmology [44, 45]. More specifically, for large-scale structure, a first step in this direction was taken in [46], where symmetries were used to derive
the fluid equations of motion. Another relevant reference is [47], where the consistency relations for the LSS [48, 49] were imposed on equal-time field correlators to derive constraints on the PT kernels. As is well known, consistency relations are based on the same symmetry considered here, namely EGI, plus a series of assumptions on the ‘state’, namely, adiabatic and Gaussian initial conditions. The results of our approach, which operates at the field level, are compatible with those of [47], but we are able to fix the two ‘universal’ coefficients which were left free in [47] (see sect. 4.2 for a detailed discussion on this point).

The approach presented in this paper provides a useful tool in two respects. On one hand, the deep role played by EGI, revealed by our analysis, provides a systematic way to derive the structure of the PT kernels for biased tracers at orders beyond the third, when NNLO, and so on, constraints start to play a role. On the other hand, the framework presented here is optimal if one is interested in model-independent analyses of beyond ΛCDM scenarios, since, as we will see, we will be able to single out coefficients which depend only on cosmology and not on the tracer type.

The paper is organized as follows. In sect. 2 we introduce the PT kernels which will be the subject of our analysis and derive the constraints coming from EGI, both at LO and at a generic order, and mass and momentum conservation. In sect. 3 we impose all the above constraints, to derive the most general structure for the DM density and velocity kernels, up to third order. We also show how the arbitrary coefficients can be fixed by assuming a definite cosmological model, and discuss explicitly the case of ΛCDM and of the nDGP model [50]. In sect. 4 we relax the constraints from mass and momentum conservation, to derive the kernels for biased tracers. We also discuss the relation between our results and other bias expansions derived in the literature. In sect. 5 we discuss the corrections to the kernels necessary in order to improve the description of the effects of short (UV) modes. Finally, in sect. 6, we summarize and conclude.

Moreover, in Appendix A, we give a more general derivation of the EGI constraints with respect to the one discussed in the text for sake of clarity, in Appendix B we work out in detail the EGI constraint at the NNLO order, in Appendix C we give details on the derivation of the kernels and, finally, in Appendix D we give the analytic solutions of the equations for the time-dependent coefficients in ΛCDM and nDGP.

### 2 Constraints on PT kernels for general tracers

Let us use the logarithm of the scale factor as time variable, \( \eta \equiv \log (a/a_0) \), and introduce the linear growth factor \( D(\eta) \) and the linear growth rate

\[
f(\eta) \equiv \frac{d \log D(\eta)}{d \eta}.
\]

(2.1)

We denote by \( D_+(\eta) \) and \( D_-(\eta) \) the growing and decaying mode of the growth factor, respectively. For the growth rate, an analogous definition of \( f_+ \) and \( f_- \) follows from eq. (2.1).

Beside the matter density contrast \( \delta(x, \eta) \equiv \rho(x, \eta)/\rho_0(t) - 1 \), where \( \rho \) is the energy density and \( \rho_0 \) its background value, and the matter velocity \( v(x, \eta) \), we define the rescaled velocity divergence,

\[
\Theta(x, \eta) \equiv -\frac{\nabla \cdot v(x, \eta)}{f_+(\eta)H(\eta)}.
\]

(2.2)

In the following, we will also consider the number density contrast of any tracer field \( \delta_t(x, \eta) \), which
can be galaxies, halos, etc. Using perturbation theory we can expand these quantities as

\[
\delta(x, \eta) = \sum_{n=1}^{\infty} \delta^{(n)}(x, \eta), \quad \Theta(x, \eta) = \sum_{n=1}^{\infty} \Theta^{(n)}(x, \eta), \quad \delta_t(x, \eta) = \sum_{n=1}^{\infty} \delta_t^{(n)}(x, \eta). \tag{2.3}
\]

For the linear field it is convenient to introduce the linear doublet \( \phi^i_k(\eta) (\lambda = 1, 2) \) that includes the linear density contrast and the linear velocity divergence,

\[
\phi^{1}(x, \eta) \equiv \delta^{(1)}(x, \eta), \quad \phi^{2}(x, \eta) \equiv \Theta^{(1)}(x, \eta). \tag{2.4}
\]

After decomposing it in Fourier space,

\[
\phi^{\lambda}(x, \eta) = \int \frac{d^3 k}{(2\pi)^3} e^{-ik \cdot x} \phi^\lambda_k(\eta), \tag{2.5}
\]

for each mode \( k \) the linear solution reads

\[
\phi^\lambda_k(\eta) = u^\lambda_k(\eta) \varphi_k(\eta), \quad u^\lambda_k(\eta) \equiv \begin{pmatrix} 1 & f(\eta) \\ \frac{\hat{f}(\eta)}{f(\eta)} \end{pmatrix}, \tag{2.6}
\]

where \( \varphi_k(\eta) \) is related to the initial field \( \varphi_k(0) \) by the linear growth, \( \varphi_k(\eta) = D(\eta) \varphi_k(0) \), with \( D(0) = 1 \). For simplicity, and because this is what happens in most cosmological situations, in the following we will assume that the linear fields are in the growing mode, in which case \( u^\lambda_k(\eta) \equiv (1, 1)^T \). One can straightforwardly generalize our discussion to include the decaying mode as well.

### 2.1 Perturbation theory kernels

For the time being, we will consider only deterministic evolution, i.e., that the matter density contrast \( \delta(\eta, x) \), the rescaled velocity divergence \( \Theta(\eta, x) \), and any tracer \( \delta_i(\eta, x) \), are functionals of the linear matter density field \( \varphi(\eta, x) \). Later, in sect. 5, we will discuss the stochastic contributions to the field evolution induced by small scale modes.

For a deterministic evolution, the non-linear fields can be written as

\[
\delta(x, \eta) = F[\varphi](x, \eta), \quad \Theta(x, \eta) = \Theta[\varphi](x, \eta), \quad \delta_t(x, \eta) = K[\varphi](x, \eta). \tag{2.7}
\]

In general, the non-linear velocity field has also a vorticity component, besides the divergence one. In standard perturbation theory, vorticity decays as \( 1/a \) at linear order [6] and, setting its initial condition to zero, it is not generated at any higher order. Therefore, as long as deterministic evolution is considered, it is consistent to consider a curl-free velocity field. On the other hand, small-scale stochasticity sources vorticity, as discussed in [46, 51], and symmetry arguments can be used to constrain these contributions as well. However, as concluded for instance in [52] the backreaction of vorticity on the density and velocity divergence correlators is extremely suppressed on the scales reachable by PT methods, therefore we will not include these effects in this work.

Expanding the LHS of eq. (2.7) in perturbation theory using eq. (2.3) in Fourier space and expanding the RHS in the field \( \varphi \), we obtain

\[
\delta^{(n)}_k(\eta) \equiv I_{k, q_1, \ldots, q_n} F_n(q_1, \ldots, q_n; \eta) \varphi_{q_1}(\eta) \cdots \varphi_{q_n}(\eta), \tag{2.8}
\]

\[
\Theta^{(n)}_k(\eta) \equiv I_{k, q_1, \ldots, q_n} G_n(q_1, \ldots, q_n; \eta) \varphi_{q_1}(\eta) \cdots \varphi_{q_n}(\eta), \tag{2.9}
\]

\[
\delta^{(n)}_{t,k}(\eta) \equiv I_{k, q_1, \ldots, q_n} K_n(q_1, \ldots, q_n; \eta) \varphi_{q_1}(\eta) \cdots \varphi_{q_n}(\eta), \tag{2.10}
\]
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where we have defined
\[ I_{k, q_1, \ldots, q_n} = \frac{1}{n!} \int \frac{d^3q_1}{(2\pi)^3} \cdots \frac{d^3q_n}{(2\pi)^3} \delta^3 \left( k - \sum_{i=1}^{n} q_i \right). \]  

Notice that the functionals \( F, G, \) and \( K \) in (2.7) are in general non-local in space and in time. The space non-locality is due to the Poisson equation and to the fact that we consider only the divergence of the velocity fields. Moreover, the perturbative expansion of the kernels can be cast in a form that is local in time without any loss of generality, as in eqs. (2.8), (2.9), and (2.10).

The kernels \( F_n, G_n \) and \( K_n \) can be interpreted as transition amplitudes between one linear and one nonlinear fields, represented in Fig. 1. As usual, the delta function on the RHS of eq. (2.11) comes from assuming translational invariance of the field equations of motion. Moreover, rotational invariance imposes that the kernels depend on rotational invariant combinations of the momenta \( q_i \). In writing eqs. (2.8–2.10) we have assumed that the only scales entering the kernels are the external momenta \( q_i \), i.e. there are no other intrinsic scales in the problem (such as e.g. the neutrino masses, massive fields in modified gravity, etc.). Indeed, being obtained by a functional expansion around \( \varphi_{q_i} (\eta) = 0 \), the kernels contain no information on the intrinsic scales of the initial power spectrum or of higher-order correlators of the initial conditions. We are also assuming no primordial non-gaussianity as, for biased tracers, it would induce a coupling between different scales which would affect the kernels (see, for instance [38]). Moreover, the perturbative expansion is well known to break down at short scales. This is usually taken into account by suitable counterterms. We ignore these terms for the time being and we discuss them in sect. 5.

The symmetry of the integration domain and of the multi-dimensional integration measure in (2.10) translates in the requirement that the amplitude is symmetric under exchange of any pair of external momenta, i.e.,
\[ K_n(q_1, \ldots, q_i, \ldots, q_j, \ldots, q_n; \eta) = K_n(q_1, \ldots, q_j, \ldots, q_i, \ldots, q_n; \eta). \]  

Next, we will consider the two sets of symmetries to be imposed on our kernels.

### 2.2 Extended Galilean Invariance

We will use the invariance under time-dependent translations to derive relations between the kernels at different orders. In the non-relativistic limit, the dark matter fluid dynamics is invariant under the following change of coordinates [48, 49],
\[ \eta \rightarrow \tilde{\eta} = \eta, \quad x \rightarrow \tilde{x} = x + d(\eta), \]  

![Figure 1: Symbolic representation of the $K_n(q_1, \cdots, q_n; a)$ halo amplitude.](image-url)

Notice that the functionals \( F, G, \) and \( K \) in (2.7) are in general non-local in space and in time.
followed by an appropriate transformation of the density and velocity fields,
\[ \delta(x, \eta) \rightarrow \tilde{\delta}(\tilde{x}, \tilde{\eta}) = \delta(x, \eta) \quad v(x, \eta) \rightarrow \tilde{v}(\tilde{x}, \tilde{\eta}) = v(x, \eta) + \mathcal{H} \partial_\eta d(\eta) , \]
while the Newtonian potential transforms as
\[ \Phi \rightarrow \Phi - [\mathcal{H} \partial_\eta (\mathcal{H} \partial_\eta d) + \mathcal{H}^2 \partial_\eta d] \cdot x . \]
This is a symmetry regardless of the time dependence of \( d \). However, to derive relations between
the kernels we will impose that the new solution generated by the time-dependent translation is
also the long-wavelength limit of a physical mode satisfying the equations of motion. As shown in
Appendix A this assumption is not necessary but it simplifies a lot the derivation of the constraint
(2.28).

We can thus consider \( d(\eta) \) as the zero momentum limit of a space-dependent field. Thus, at
the linear level, in Fourier space we have the transformation
\[ \delta_k^{(1)} \rightarrow \tilde{\delta}_k^{(1)} = \delta_k^{(1)} + i(2\pi)^3 \delta_D(k) d^{(1)} , \quad v_k^{(1)} \rightarrow \tilde{v}_k^{(1)} = v_k^{(1)} + (2\pi)^3 \delta_D(k) \mathcal{H} \partial_\eta d^{(1)} , \]
where \( d^{(1)}(\eta) \) is understood as the linear component of the full displacement field \( d(\eta) \). Using
eqs. (2.4) and (2.6), this implies
\[ \varphi_k \rightarrow \tilde{\varphi}_k = \varphi_k + i(2\pi)^3 \delta_D(k) d^{(1)} . \]
The new fields generated by the time-dependent traslation manifestly satisfy the linear continuity
equation, \( \partial_\eta \tilde{\delta}_k^{(1)} = i \mathbf{k} \cdot \tilde{v}_k^{(1)} / \mathcal{H} \). Moreover, imposing that the new solution satisfies the Euler
equation implies [53]
\[ \mathcal{H} \partial_\eta (\mathcal{H} \partial_\eta d^{(1)}) + \mathcal{H}^2 \partial_\eta d^{(1)} = 4\pi G \bar{\rho} a^2 d^{(1)} , \]
i.e., the displacement \( d^{(1)}(\eta) \) evolves in time following the same linear growth as the original field \( \varphi_k(\eta) \).

As shown by eq. (2.15), this coordinate transformation permits to remove the effect of the long-
wave length gravitational potential and settle in an inertial frame, as allowed by the Equivalence
Principle [30]. This symmetry is not limited to the dark matter fluid dynamics. Assuming that
all species fall in the same way in the gravitational field, it can be directly applied to any biased
tracer such as the galaxy distribution [54, 53], replacing \( \delta \) with \( \delta_t \) in eq. (2.14),
\[ \delta_t(x, \eta) \rightarrow \delta_t(\tilde{x}, \tilde{\eta}) = \delta_t(x, \eta) . \]
Moreover, the symmetry is non-perturbative, i.e. it remains valid even for very short wavelengths
of \( \delta_t \), where the complex baryonic physics is difficult to model perturbatively.

Using eq. (2.19), we can write that under the coordinate transformation (2.13), the field transforms as,
\[ \delta_t(x, \eta) \rightarrow \delta_t(x - d, \eta) , \]
which, for each Fourier mode \( k \) can be written as
\[ \delta_{t,k}(\eta) \rightarrow e^{i\mathbf{k} \cdot \mathbf{d}(\eta)} \delta_{t,k}(\eta) = \sum_{m=0}^{\infty} \frac{(i\mathbf{k} \cdot \mathbf{d})^m}{m!} \delta_{t,k} . \]
Notice that both \( \delta_{t,k}(\eta) \) and \( \mathbf{d}(\eta) \) in the equation above are nonlinear quantities, which we will
expand perturbatively. In particular, we will first consider the effect of the linear contribution to
\( \mathbf{d}(\eta), d^{(1)}(\eta) \), and then the effect of the higher orders.
2.2.1 Leading Order

Expanding perturbatively the left- and RHS of eq. (2.21) using eq. (2.3) and treating $\mathbf{d}(1)(\eta)$ as the zero momentum limit of a linear field gives, for any given order $n$,

$$
\delta^{(n)}_{t,k} \to \sum_{m=0}^{n} \frac{(i\mathbf{k} \cdot \mathbf{d}(1))^{m}}{m!} \delta^{(n-m)}_{t,k},
$$

(2.22)

where we have omitted the dependence on $\eta$ to avoid clumping. This equation shows how the LHS of eq. (2.10) transforms under (2.13). Let us now consider the RHS of eq. (2.10). If we now perform the shift (2.17) on this side of the equation we have, for the $n$-th order contribution and omitting again the $\eta$ dependence,

$$
\mathcal{I}_{k;\mathbf{q}_1,\ldots,\mathbf{q}_n} \ K_n(\mathbf{q}_1,\ldots,\mathbf{q}_n) \varphi_{\mathbf{q}_1} \cdots \varphi_{\mathbf{q}_n}
$$

$$
\to \mathcal{I}_{k;\mathbf{p}_1,\ldots,\mathbf{p}_{n-m}} K_{n-m}(\mathbf{p}_1,\ldots,\mathbf{p}_{n-m}) \varphi_{\mathbf{p}_1} \cdots \varphi_{\mathbf{p}_{n-m}},
$$

(2.23)

where for compactness we have defined $\epsilon_k(\eta) \equiv i(2\pi)^3 \delta_\mathbf{D}(\mathbf{k}) \mathbf{k} \cdot \mathbf{d}(1)(\eta)$. Notice that the $m = 0$ term in the second line coincides with $\delta^{(n)}_{t,k}(\eta)$.

We can now equate the $O((\mathbf{d}(1)^m)$ contribution on the RHS of eq. (2.22), i.e.,

$$
\frac{i^m}{m!} \left( \mathbf{k} \cdot \mathbf{d}(1) \right)^m \delta^{(n-m)}_{t,k} = \frac{i^m}{m!} \left( \mathbf{k} \cdot \mathbf{d}(1) \right)^m \mathcal{I}_{k;\mathbf{p}_1,\ldots,\mathbf{p}_{n-m}} K_{n-m}(\mathbf{p}_1,\ldots,\mathbf{p}_{n-m}) \varphi_{\mathbf{p}_1} \cdots \varphi_{\mathbf{p}_{n-m}},
$$

(2.24)

with that on the RHS of eq. (2.23), and obtain a relation between the $n$-th order kernel and the $(n-m)$-th one,

$$
\int d^3q_1 \cdots d^3q_m (2\pi)^3 \delta_\mathbf{D} (\mathbf{k} - \mathbf{Q}_{n,0}) K_n(q_1,\ldots,q_m,q_{m+1} \cdots q_n) |q_1| \cdot \mathbf{d} \delta_\mathbf{D}(q_1) \cdots |q_m| \cdot \mathbf{d} \delta_\mathbf{D}(q_m)
$$

$$
= (2\pi)^3 \delta_\mathbf{D} (\mathbf{k} - \mathbf{Q}_{n,m}) K_{n-m}(q_{m+1},\ldots,q_n) (\mathbf{k} \cdot \mathbf{d})^m,
$$

(2.25)

where we have defined

$$
\mathbf{Q}_{n,m} \equiv \sum_{i=m+1}^{n} \mathbf{q}_i.
$$

(2.26)

Due to the momentum delta functions in the first line and the arbitrariness of the shift $\mathbf{d}(\eta)$, the above relation fixes the soft limit of the $n$-th order kernel as

$$
\lim_{|q_1|,\ldots,|q_m| \to 0} q_1^{i_1} \cdots q_m^{i_m} K_n(q_1,\ldots,q_m,q_{m+1} \cdots q_n) = Q_{n,m}^{i_1} \cdots Q_{n,m}^{i_m} K_{n-m}(q_{m+1} \cdots q_n) + O(q).
$$

(2.27)

By further contracting by $q_1^{i_1} \cdots q_m^{i_m}$ we get a series of constraints on the pole structure of the kernel, which reads

$$
\lim_{|q_1|,\ldots,|q_m| \to 0} K_n(q_1,\ldots,q_m,q_{m+1} \cdots q_n)
$$

$$
= \frac{q_1 \cdot Q_{n,m}}{q_1^2} \cdots \frac{q_m \cdot Q_{n,m}}{q_m^2} K_{n-m}(q_{m+1} \cdots q_n) + O((1/q)^{m-1}).
$$

(2.28)
These constraints enforce the symmetries of the equations of motions, namely EGI. They are closely related, but not completely equivalent, to the consistency relations of the LSS [48, 49]. Indeed, the latter involve fully non-perturbative correlators, as opposed to the intrinsically perturbative kernels appearing in (2.28). On the other hand, in order to derive the consistency relations, additional assumptions on the state of the system are needed, namely adiabaticity and gaussianity of the initial conditions. These are not necessary here, as least for unbiased tracers, as we implement the symmetries of the equations of motion, regardless of the state.

2.2.2 Next to Leading Order

Eq. (2.21) can also be read as follows. If the initial conditions, once evolved, produce a long mode \( d(\eta) \), then, in the limit of infinitely long wavelength, its effect on the nonlinear tracer field should factorise as

\[
e^{i k \cdot d(\eta)} \delta_{t,k}(\eta),
\]

where \( \delta_{t,k}(\eta) \) is \( d(\eta) \)-independent. This statement holds beyond the assumption we made in the previous subsection, namely, that \( d(\eta) \) is the long wavelength limit of a linear field. Indeed, the coupling of two linear modes, \( \varphi_{q_1} \) and \( \varphi_{q_2} \), gives a displacement field, in Fourier space,

\[
d^{(2)}_q(\eta) = \int_{\eta'}^{\eta} d\tau' \, v^{(2)}_q(\tau'),
\]

where we have defined \( q = q_1 + q_2 \) → 0 limit, the coupling between these two modes gives a contribution to the nonlinear field of the form (2.29). The lowest contribution is of third order,

\[
i k \cdot d^{(2)}(\eta) \delta_{t,k}^{(1)}(\eta),
\]

where the ‘zero mode’ displacement is defined as

\[
d^{(2)}(\eta) \equiv \frac{1}{V} \int_V d^3x \int \frac{d^3q}{(2\pi)^3} e^{-iq \cdot x} \tilde{d}^{(2)}_q(\eta),
\]

with \( V = (2\pi)^3 \delta_D(k = 0) \). Using (2.30) in (2.31) then gives

\[
i k \cdot q^{(2)}(\eta) \delta_{t,k}^{(1)}(\eta)
\]

\[
= \frac{1}{V} \left[ \int_0^{\eta} d\eta' f_+(\eta') \frac{D_+(\eta)^2}{D_+(\eta'^2)} G_2(q_1, q_2; \eta'; \eta) \varphi_{q_1}(\eta') \varphi_{q_2}(\eta) - K_1(k; \eta) \right],
\]

where we have defined \( q_{i,j} \equiv q_i + q_j \). NLO EGI requires that this contribution is contained in the expression for \( \delta_{t,k}^{(3)}(\eta) \) from eq. (2.10). In order to isolate it, we insert the identity

\[
1 = \frac{(2\pi)^3}{V} (\delta_D(q_{12}) + \delta_D(q_{23}) + \delta_D(q_{31})) + \left[ 1 - \frac{(2\pi)^3}{V} (\delta_D(q_{12}) + \delta_D(q_{23}) + \delta_D(q_{31})) \right]
\]

(2.34)
in the momentum integral. From the first term of the identity we get

\[
\hat{\sigma}_{\ell,k}^{(3)}(\eta) \supset \mathcal{J}_{kq_1,q_2,q_3} K_3(q_1,q_2,q_3;\eta) \varphi_{q_1}(\eta) \varphi_{q_2}(\eta) \varphi_{q_3}(\eta) \frac{(2\pi)^3}{V} (\delta_{D}(q_{12}) + \delta_{D}(q_{23}) + \delta_{D}(q_{31}))
\]

\[
= \frac{1}{V} \mathcal{J}_{k_0,q_1,q_2} K_3(q_1,q_2,k;\eta) \varphi_{q_1}(\eta) \varphi_{q_2}(\eta) \varphi_{k}(\eta), \tag{2.35}
\]

which should be identified with (2.33), therefore leading to the relation

\[
\lim_{q_{12} \to 0} K_3(q_1,q_2,k;\eta) \supset \frac{k \cdot q_{12}}{q_{12}^2} K_1(k;\eta) \int_0^n d\eta' f_+(\eta') \frac{D_+(\eta')}{D_+(\eta)} G_2(q_1,q_2;\eta'). \tag{2.36}
\]

Notice that, as we will discuss in Sect. 2.3, mass and momentum conservation implies \( G_2(q_1,q_2;\eta) \sim q_{12}^2 \) as \( q_{12} \to 0 \). Therefore, unlike eq. (2.28), the kernels have no pole when the sum of two (or more, see next subsection) momenta vanish. Moreover, the term at the RHS of eq. (2.36) might also not be the leading one in this limit, as, for a generic tracer, constant contributions are also present. Nevertheless this equation fixes the structure of the terms containing the \( k \cdot q_{12}/q_{12}^2 \) combination in the \( q_{12} \to 0 \) limit which, as will see, provides meaningful constraints to the kernels.

### 2.2.3 N\(^{-1}\)LO

It is possible to generalize eq. (2.36) to a general order of the kernel and with the sum of an arbitrary number of momenta going to zero. Exploiting the coupling between \( l \) linear modes, one can expand the displacement field as

\[
\hat{d}_q^{(l)}(\eta) = -i \frac{q}{q^2} \int_0^n d\eta' f_+(\eta') \left( \frac{D_+(\eta')}{D_+(\eta)} \right) \mathcal{J}_{q_1,q_2,\ldots,q_l} G_l(q_1,\ldots,q_l;\eta') \varphi_{q_1}(\eta) \cdots \varphi_{q_l}(\eta), \tag{2.37}
\]

from which we can obtain the general relation for the \( n \)-th order kernel

\[
\lim_{Q_{l,0} \to 0} K_n(q_1,\ldots,q_l,q_{l+1},\ldots,q_n) \supset \frac{k \cdot Q_{l,0}}{Q_{l,0}^2} \int_0^n d\eta' f_+(\eta') \left( \frac{D_+(\eta')}{D_+(\eta)} \right) ^l G_l(q_1,\ldots,q_l;\eta') K_n-l(q_{l+1},\ldots,q_n;\eta), \tag{2.38}
\]

where we recall that \( Q_{l,0} = \sum_{i=1}^{l} q_i \) (see eq. (2.26)). The number of momenta \( l \), for which the sum is set to zero in eq. (2.38), gives the order of the perturbative expansion for the long-wavelength displacement. Considering, for example, \( l = 1 \) and iterating \( m \) times eq. (2.38), gives the leading order extended Galilean invariance expressed in eq. (2.28). To obtain the NLO order one should choose \( l = 2 \), meaning that the sum of two internal momenta is set to zero, so that the first correction of this kind arise for kernels \( K_n \) with \( n \geq 3 \), leading to eq. (2.36). The explicit calculation of the NNLO condition, which starts to play a role at the fourth PT order, is presented in Appendix B.

### 2.3 Mass and momentum conservation

In Sec. 2.2 we have discussed the behavior of the kernels \( K_n(q_1,\ldots,q_n;\eta) \) as one or more of the momenta of the linear fields, \( q_i \), vanishes. In this section we inspect the opposite limit, in which...
the momentum of the nonlinear field, \( k \), is \( \ll q_i \) for all \( i \)'s. We consider a tracer that satisfies mass and momentum conservation, such as for instance the dark matter density contrast.

Mass conservation imposes that,
\[
\int d^3x \delta(x, \eta) = 0,
\tag{2.39}
\]
while momentum conservation, namely that the center of mass of the dark matter distribution is fixed, imposes that,
\[
\int d^3x x^i \delta(x, \eta) = 0.
\tag{2.40}
\]
Inserting (2.3) in these two conditions and imposing that they are true independently of the linear initial linear fields give two independent constraints on the kernels,
\[
\lim_{Q_{n,0} \to 0} F_n(q_1, \cdots q_n; \eta) = 0,
\]
\[
\lim_{Q_{n,0} \to 0} \frac{\partial}{\partial q_1^i} F_n(q_1, \cdots q_n; \eta) = 0,
\tag{2.41}
\]
where the limit is taken by keeping all the individual \( q_i \)'s non vanishing. The conditions above ensure that the density contrast decouples as
\[
\delta_k(\eta) = O\left( k^2 / q_i^2 \right),
\tag{2.42}
\]
when the external momentum is much smaller than the \( q_i \)'s, i.e. \( k \ll q_i \), as implied by general arguments on momentum conservation \[55, 56, 46, 57\].

The two conditions eq. (2.39) and (2.40) hold for the matter density contrast and velocity divergence \[46\], so that eq. (2.41) apply to the matter and velocity kernels, i.e. \( F_n \) and \( G_n \). However, they do not hold for a generic tracer, such as the galaxy number density, which does not satisfy a conservation equation and for which eqs. (2.41) do not apply. Therefore, in the following we will denote as ‘matter kernels’ the ones satisfying the conditions in eq. (2.41). We turn now to derive their explicit forms by imposing the symmetries discussed above.

3 Matter Kernels

3.1 Imposing the constraints

Here we will implement all the constraints discussed in Sec. 2, including the last one, and derive the expressions of the matter kernels, i.e. for \( F_n \) and \( G_n \). The details of these calculations are explicitly given in App. C. We will use isotropy to write the kernels in terms of rotationally invariant objects constructed from the external momenta. For \( n = 1 \) we have one invariant, i.e. \( q_1^2 = k^2 \). For \( n \geq 2 \) we need \( 3n - 3 \) of them and we can take them from the \( n(n + 1)/2 \) scalar products \( q_i \cdot q_m \). For \( n = 2 \) these are \( q_1^2, q_2^2, q_1 \cdot q_2 \), and for \( n = 3 \) they are \( q_1^2, q_2^2, q_3^2, q_1 \cdot q_2, q_1 \cdot q_3, q_2 \cdot q_3 \). We will then construct, up to third order, the most general dimensionless functions built out of the \( q_i \) momenta satisfying the above conditions. We restrict to rational functions, which is consistent with the perturbative nature of the present analysis, as expressed by eq. (2.3).

For \( n = 1 \), the kernel depends only on one momentum, \( q \), but isotropy implies that the dimensionless rotational invariant is just a numerical constant, implying
\[
F_1(q_1; \eta) = 1.
\tag{3.1}
\]
For \( n = 2 \) there are two independent external momenta. The requirement discussed in sect. 2.2 above restricts the order of the poles, when one of the momenta vanishes, at most to the first. Therefore, the rotational invariants we can build out of \( \mathbf{q}_1 \) and \( \mathbf{q}_2 \) are limited to four:

\[
1, \quad \frac{\mathbf{q}_1 \cdot \mathbf{q}_2}{q_1^2}, \quad \frac{\mathbf{q}_1 \cdot \mathbf{q}_2}{q_2^2}, \quad \frac{(\mathbf{q}_1 \cdot \mathbf{q}_2)^2}{q_1^2 q_2^2}.
\]  

(3.2)

We find it convenient, instead, to use as basis functions the following combinations

\[
1, \quad \gamma(\mathbf{q}, \mathbf{p}) = 1 - \frac{(\mathbf{q} \cdot \mathbf{p})^2}{q^2 p^2}, \quad \beta(\mathbf{q}, \mathbf{p}) \equiv \frac{|q + p|^2 q \cdot p}{2q^2 p^2}, \quad \alpha_a(\mathbf{q}, \mathbf{p}) = \frac{q \cdot p}{q^2} - \frac{p \cdot q}{p^2}, \quad (3.3)
\]

where the last combination appears only at \( n \geq 3 \). Indeed, requiring total symmetrization, eq. (2.12), restricts the invariants to three, leading to the most generic form for the second-order kernel,

\[
F_2(\mathbf{q}_1, \mathbf{q}_2; \eta) = a_0^{(2)}(\eta) + a_1^{(2)}(\eta) \gamma(\mathbf{q}_1, \mathbf{q}_2) + a_2^{(2)}(\eta) \beta(\mathbf{q}_1, \mathbf{q}_2).
\]  

(3.4)

Imposing the constraints discussed in sect. 2 gives \( a_0^{(2)} = 0 \) from mass conservation, and \( a_2^{(2)} = 2 \) from EGI (see App. C), so that the most general matter kernel at \( n = 2 \) is given by

\[
F_2(\mathbf{q}_1, \mathbf{q}_2; \eta) = 2\beta(\mathbf{q}_1, \mathbf{q}_2) + a_1^{(2)}(\eta) \gamma(\mathbf{q}_1, \mathbf{q}_2),
\]  

(3.5)

which contains only one independent function of time, \( a_1^{(2)}(\eta) \).

For \( n = 3 \), the most general matter kernel can be obtained by taking the direct product between the independent structures built out of \( \mathbf{q}_1 \) and \( \mathbf{q}_2 \) and those built out of \( \mathbf{q}_{12} \) and \( \mathbf{q}_3 \), and then symmetrizing over \( \mathbf{q}_1, \mathbf{q}_2, \) and \( \mathbf{q}_3 \),

\[
(1, \gamma(\mathbf{q}_1, \mathbf{q}_2), \beta(\mathbf{q}_1, \mathbf{q}_2)) \otimes (1, \gamma(\mathbf{q}_{12}, \mathbf{q}_3), \alpha_a(\mathbf{q}_{12}, \mathbf{q}_3), \beta(\mathbf{q}_{12}, \mathbf{q}_3)) \text{ cyclic}. \quad (3.6)
\]

The \( \alpha_a(\mathbf{q}_1, \mathbf{q}_2) \) term in the first factor is absent due to symmetrization. The symmetrization process is completed by adding the remaining two cyclic permutations. Thus, the most general structure of the third-order kernel starts with 12 terms. Suppressing the dependence on \( \eta \) to avoid clutter, this reads

\[
F_3(\mathbf{q}_1, \mathbf{q}_2, \mathbf{q}_3) = \frac{1}{3} a_0^{(3)} + a_1^{(3)} \gamma(\mathbf{q}_1, \mathbf{q}_2) + a_2^{(3)} \gamma(\mathbf{q}_{12}, \mathbf{q}_3) + a_3^{(3)} \beta(\mathbf{q}_1, \mathbf{q}_2) + a_4^{(3)} \beta(\mathbf{q}_{12}, \mathbf{q}_3) + a_5^{(3)} \gamma(\mathbf{q}_1, \mathbf{q}_2) \beta(\mathbf{q}_{12}, \mathbf{q}_3) + a_6^{(3)} \beta(\mathbf{q}_1, \mathbf{q}_2) \beta(\mathbf{q}_{12}, \mathbf{q}_3) + a_7^{(3)} \gamma(\mathbf{q}_1, \mathbf{q}_2) \gamma(\mathbf{q}_{12}, \mathbf{q}_3) + a_8^{(3)} \beta(\mathbf{q}_1, \mathbf{q}_2) \gamma(\mathbf{q}_{12}, \mathbf{q}_3) + a_9^{(3)} \gamma(\mathbf{q}_1, \mathbf{q}_2) + a_{10}^{(3)} \gamma(\mathbf{q}_1, \mathbf{q}_2) + a_6^{(3)} \beta(\mathbf{q}_1, \mathbf{q}_2) + a_{11}^{(3)} \beta(\mathbf{q}_1, \mathbf{q}_2) \}
\]

(3.7)

Imposing the symmetries discussed in sect. 2 provides 10 independent conditions on the 12 coefficients appearing in (3.7) (see again App. C for details), and thus restricts the total number of independent coefficients to three, i.e.

\[
\left\{ a_1^{(2)}, a_5^{(3)}, a_{10}^{(3)} \right\}.
\]

(3.8)
In this case the kernel reads

$$F_1(q_1) = 1$$

$$F_2(q_1, q_2) = 2\beta(q_1, q_2) + a_1^{(2)} \gamma(q_1, q_2),$$

$$F_3(q_1, q_2, q_3) = 2 \beta(q_1, q_2) \beta(q_12, q_3) + a_5^{(3)} \gamma(q_1, q_2) \gamma(q_12, q_3)$$

$$- 2 \left(a_1^{(3)} - h\right) \gamma(q_1, q_2) \beta(q_12, q_3) + 2(a_1^{(2)} + a_1^{(3)} - h) \gamma(q_1, q_2) \gamma(q_12, q_3)$$

$$+ a_4^{(3)} \gamma(q_1, q_2) \alpha_a(q_12, q_3) + \text{cyclic},$$

where the time-dependent coefficient $h$ is not independent and is defined below (eq. (3.15)).

All the kernel relations above hold analogously for the velocity divergence: $G_n$ can be rewritten up to the third order as eq. (3.1), (3.5) and (3.11), i.e.,

$$G_1(q_1) = 1$$

$$G_2(q_1, q_2) = 2 \beta(q_1, q_2) + d_1^{(2)} \gamma(q_1, q_2),$$

$$G_3(q_1, q_2, q_3) = 2 \beta(q_1, q_2) \beta(q_12, q_3) + d_5^{(3)} \gamma(q_1, q_2) \gamma(q_12, q_3)$$

$$- 2 \left(d_1^{(3)} - h\right) \gamma(q_1, q_2) \beta(q_12, q_3) + 2(d_1^{(2)} + d_1^{(3)} - h) \gamma(q_1, q_2) \gamma(q_12, q_3)$$

$$+ d_1^{(3)} \gamma(q_1, q_2) \alpha_a(q_12, q_3) + \text{cyclic}.$$

The coefficient $h$ is defined as

$$h(\eta) \equiv \int^\eta d\eta' f_+(\eta') \left[\frac{D_+(\eta')}{D_+} \right]^2 d_1^{(2)}(\eta'),$$

with $d_1^{(2)}$ being the time-dependent coefficient of $G_2$ in eq. (3.13).

### 3.2 Time dependence

The discussion so far did not assume any specific cosmological model, namely a background evolution and a definite form of the system of Euler, continuity and Poisson equations. In this section we show how fixing a cosmology allows to derive the time dependence on the three parameters in eq. (3.8) and the corresponding ones for the velocity field. We will do this first in the standard ΛCDM case and then for a particular modified gravity model.

#### 3.2.1 ΛCDM

Extending the notation of eq. (2.4) to nonlinear fields, and switching the time variable from $\eta$ to

$$\chi \equiv \log \frac{D_+(\eta)}{D_+}(0),$$

we can write the equation of motion for the $n$-th order ($n > 1$) one as (see e.g. [58]),

$$(\delta_{\lambda\lambda'} \partial_\chi + \Omega_{\lambda\lambda'}(\chi)) \Psi^\prime_{k_1}g_{\lambda\lambda'}(\chi) = \mathcal{I}_{k_1, q_1, q_2} \gamma_{\lambda\lambda'}(q_1, q_2) \sum_{m=1}^{n-1} \Psi^\prime_{q_1}g_{\lambda\lambda'}(\chi) \Psi^\prime_{q_2}(n-m)(\chi),$$

where $g_{\lambda\lambda'}(\chi)$ is defined as

$$g_{\lambda\lambda'}(\chi) \equiv \frac{\partial_{\lambda\lambda'} D_+}{D_+}.$$
where $\Psi^\lambda (\lambda = 1, 2)$ is the doublet
\[
\Psi^1(x, \eta) \equiv \delta(x, \eta), \quad \Psi^2(x, \eta) \equiv \Theta(x, \eta).
\] (3.18)
Moreover, assuming ΛCDM, we have
\[
\Omega(\chi) = \left( \begin{array}{cc} 0 & -\frac{1}{2} \frac{\Omega_m(\chi)}{f_+^2(\chi)} \\ -\frac{1}{2} \frac{\Omega_m(\chi)}{f_+^2(\chi)} & -1 \end{array} \right),
\] (3.19)
\[
\gamma_{121}(q_1, q_2) = \gamma_{12}(q_2, q_1) = \frac{1}{2} \left( 1 + \frac{q_1 \cdot q_2}{q_1^2} \right),
\] (3.20)

and zero otherwise.

Using eq. (2.3) we obtain the evolution equations of the kernels. At order $n = 2$, noting that
\[
\gamma_{112}(q_1, q_2) + \gamma_{121}(q_1, q_2) = \gamma(q_1, q_2) + \beta(q_1, q_2)
\]
give
\[
(p_\chi + 2) F_2(q_1, q_2; \chi) - G_2(q_1, q_2; \chi) = 2 \left[ \gamma(q_1, q_2) + \beta(q_1, q_2) \right],
\] (3.21)
\[
\left( \partial_\chi + 1 + \frac{3}{2} \frac{\Omega_m(\chi)}{f_+^2(\chi)} \right) G_2(q_1, q_2; \chi) - \frac{3}{2} \frac{\Omega_m(\chi)}{f_+^2(\chi)} F_2(q_1, q_2; \chi) = 2 \beta(q_1, q_2).
\]
Moreover, using the form of the kernels in eq. (3.5) and selecting the growing mode initial condition, we get the system of two coupled equations for the kernel coefficients,
\[
(\partial_\chi + 1) a_1^{(2)} = 2 - a_1^{(2)} + a_1^{(2)},
\]
\[
(\partial_\chi + 1) a_1^{(2)} = \frac{3}{2} \frac{\Omega_m(\chi)}{f_+^2(\chi)} \left( a_1^{(2)} - a_1^{(2)} \right).
\] (3.22)
These equations are to be solved with the initial conditions
\[
\lim_{\chi \to -\infty} \{ a_1^{(2)}, d_1^{(2)} \} = \{ a_{1, EdS}^{(2)}, d_{1, EdS}^{(2)} \},
\] (3.23)
where the Einstein de Sitter values are the solutions corresponding to $\Omega_m/f_+^2 = 1$ which are finite in the $\chi \to -\infty$ limit,
\[
a_{1, EdS}^{(2)} = \frac{10}{7}, \quad d_{1, EdS}^{(2)} = \frac{6}{7}.
\] (3.24)
The analytic solutions are given by
\[
a_1^{(2)}(\chi) = 2 - e^{-\chi} \int_{-\infty}^{\chi} d\chi' e^{\chi'} \Delta a_1^{(2)}(\chi),
\]
\[
d_1^{(2)}(\chi) = a_1^{(2)}(\chi) - \Delta a_1^{(2)}(\chi),
\] (3.25)
where
\[
\Delta a_1^{(2)}(\chi) = 2 e^{-\chi} \int_{-\infty}^{\chi} d\chi' e^{\chi' - \int_{\chi}^{\chi'} d\chi'' \left( 1 + \frac{3}{2} \frac{\Omega_m(\chi'')}{f_+^2(\chi'')} \right)}.
\] (3.26)

Going to the next order, at $n = 3$, and equating the coefficients of the different structures in $\gamma$, $\beta$ and $\alpha_\alpha$, we get the coupled evolution equations for the 6 independent parameters appearing
in the kernels for the density and velocity fields. These, as well as their analytic solutions, are written in App. D. An example of their behavior is given in Fig. 2. Notice that the deviations of the velocity coefficients (dashed lines) from the EdS is of order 4% at low redshifts, and is more pronounced than that of matter (solid lines).

Again, setting $\Omega_m/f^2_+ = 1$, the analytical solutions recover the results of the EdS limit for the third-order density-field kernels,

$$a^{(3)}_{5, \text{EdS}} = \frac{8}{9}, \quad a^{(3)}_{10, \text{EdS}} = -\frac{1}{9},$$  \hspace{1cm} (3.27)

and the third-order velocity ones,

$$d^{(3)}_{5, \text{EdS}} = \frac{8}{21}, \quad d^{(3)}_{10, \text{EdS}} = -\frac{1}{21}.$$  \hspace{1cm} (3.28)

3.2.2 nDGP

In theories beyond ΛCDM, where the linear growth is still scale-independent, like for instance in the normal branch of the Dvali, Gabadadze and Porrati (nDGP) braneworld model [50] or in the EFT of dark energy beyond linear order [59, 60] (see [61] for a comparison with simulations), new nonlinear couplings emerge. Their effect on the time-dependence of the coefficients can be derived by including them on the RHS of eq. (3.17), at the appropriate order.

In particular, in the nDGP model the Poisson equation in Fourier space is modified as [62]

$$-\frac{k^2}{H^2} \Phi(k, \eta) = \frac{3}{2} \Omega_m(\eta) \mu(\eta) \delta_k(\eta) + S(k, \eta),$$  \hspace{1cm} (3.29)

where the function $\mu$ represents the linear modification to the Poisson equation and it is given by

$$\mu(\eta) \equiv 1 + \frac{1}{3B(\eta)}, \quad B(\eta) \equiv 1 + \frac{1}{3\sqrt{\Omega_{rc}}} \frac{H}{H_0} e^{-\eta} \left(2 + \frac{d \log H}{d \eta}\right).$$  \hspace{1cm} (3.30)
The new parameter entering in eq. (3.30) is given by $\Omega_{rc} \equiv 1/(4\pi^2 H_0^3)$, where $r_c$ is the crossover scale, which parametrizes the ratio between the five-dimensional Newton’s gravitational constant and the four-dimensional one.

In eq. (3.29) the non-linear source $S(k, \eta)$ expanded to third order in perturbation theory is given by [63]

$$S(k, \eta) = 2\mu_2(\eta) \left( \frac{3}{2} \Omega_m(\eta) \right)^2 \mathcal{I}_{k,q_1,q_2} \gamma(q_1, q_2) \delta_{q_1}(\eta) \delta_{q_2}(\eta)$$

$$+ 6\mu_3(\eta) \left( \frac{3}{2} \Omega_m(\eta) \right)^3 \mathcal{I}_{k,q_1,q_2,q_3} \gamma(q_2, q_3) \gamma(q_1, q_2, q_3) \delta_{q_1}(\eta) \delta_{q_2}(\eta) \delta_{q_3}(\eta),$$

where $\gamma(q_1, q_2)$ is defined in eq. (3.3) and

$$\mu_2(\eta) = -\frac{H^2(\eta)}{H_0^2} e^{-2\eta} \frac{1}{2 \Omega_{rc}} \left( \frac{1}{3B(\eta)} \right)^3, \quad \mu_3(\eta) = \frac{H^4(\eta)}{H_0^4} e^{-4\eta} \frac{1}{2 \Omega_{rc}} \left( \frac{1}{3B(\eta)} \right)^5. \quad (3.32)$$

General relativity is recovered when $\mu = 1$ and $\mu_2 = \mu_3 = 0$.

With these specifications, the analog for nDGP of the equations of motions eq. (3.17) for $\Lambda$CDM is

$$(\delta_{\lambda\lambda'} \partial_\chi + \Omega_{\lambda\lambda'})(\delta_{k}^{X(n)}) = \mathcal{I}_{k,q_1,q_2} \gamma_{\lambda\lambda'}(q_1, q_2) \sum_{m=1}^{n-1} \delta_{q_1}^{X(m)}(\delta_{q_2}^{X(n-m)})$$

$$+ \frac{\mu_2}{f^2} \left( \frac{3}{2} \Omega_m \right)^2 \mathcal{I}_{k,q_1,q_2} \gamma(q_1, q_2) \sum_{m=1}^{n-1} \delta_{q_1}^{(m)}(\chi) \delta_{q_2}^{(n-m)}(\chi)$$

$$+ \frac{\mu_3}{f^2} \left( \frac{3}{2} \Omega_m \right)^3 \mathcal{I}_{k,q_1,q_2,q_3} \gamma(q_1, q_2, q_3) \sum_{m=1}^{n-2} \sum_{l=1}^{n-2} \delta_{q_1}^{(m)} \delta_{q_2}^{(l)} \delta_{q_3}^{(n-m-l)},$$

where the explicit dependence on $\chi$ has been removed to reduce clutter and

$$\Omega = \begin{pmatrix} 0 & \frac{3}{2} \Omega_m \mu & -1 \\ -\frac{3}{2} \Omega_m \mu & \frac{3}{2} \Omega_m \mu & -1 \end{pmatrix}. \quad (3.34)$$

Again, using eq. (2.3) and the one for the velocity field, we obtain the evolution equations for the kernels in this modified gravity scenario. At order $n = 2$ and using eq. (3.5) for the kernels we obtain

$$(\partial_\chi + 1) a_1^{(2)} = 2 - a_1^{(2)} + d_1^{(2)} + 2 \mu_2 \left( \frac{3}{2} \Omega_m \right)^2,$$

$$\quad (3.35)$$

$$(\partial_\chi + 1) d_1^{(2)} = \frac{3}{2} \Omega_m \left( a_1^{(2)} - d_1^{(2)} \right) + 2 \mu_2 \left( \frac{3}{2} \Omega_m \right)^2,$$

to be solved with the same initial condition expressed in eq. (3.23). The analytic solution is

$$a_1^{(2)}(\chi) = 2 - e^{-\chi} \int_{-\infty}^{\chi} d\chi' e^{\chi'} \left[ \Delta a_1^{(2)}(\chi') - 2 \mu_2 \left( \frac{3}{2} \Omega_m \right)^2 \right],$$

$$d_1^{(2)}(\chi) = a_1^{(2)}(\chi) - \Delta a_1^{(2)}(\chi),$$

$$16$$
Figure 3: Evolution of the coefficients of the kernels in nDGP (for $\Omega_m^0 = 0.27$ and two possible values of the nDGP parameter $\Omega_{rc} = 0.01, 0.5$ in the left and right plot, respectively), normalized to the EdS limit.

$\Omega_m = 0.01$

$\Omega_m = 0.5$

Figure 4: Comparison of the time evolution of the matter kernel coefficients in nDGP cosmologies compared to the $\Lambda$CDM ones ($\Omega_m^0 = 0.27$ and $\Omega_{rc} = 0.01, 0.5$ in the left and right plot, respectively).

where in nDGP

$$\Delta a_1^{(2)}(\chi) = 2e^{-\chi} \int_{-\infty}^{\chi} d\chi' e^{\chi'} \int_{\chi'}^{\chi} d\chi'' (1+\frac{3}{2} \Omega_m^{(\chi''})^2 (\chi'')) .$$

(3.37)

Analogously to the $\Lambda$CDM case we can find the differential equations and the analytic solutions for the third order kernel and parameters: the result of these calculations are presented in App. D.2. An example of the behaviour of the coefficients in a nDGP cosmology is presented in Fig. 3. Notice that, similarly to what happened in the $\Lambda$CDM case, the velocity coefficients (dashed lines) are more sensible to a change in the time behavior of the growing mode compared to the matter ones (solid lines). A comparison between the exact solutions in the $\Lambda$CDM case and the nDGP one is given in Fig. 4, for two representative values of the nDGP parameter $\Omega_{rc}$.

4 General tracers

4.1 Kernels

The number density contrast for a generic tracer is not expected to satisfy a continuity equation, or to fulfil momentum conservation. Therefore, in order to obtain the most generic nonlinear kernels
for biased tracers, the condition from mass and momentum conservation given by eq. (2.41) should be lifted, while keeping the ones from EGI and the Equivalence Principle.

The explicit calculations of the kernels in this case can be also found in App. C. Up to third order, mass and momentum conservation give four independent constraints. So, compared to the matter case, which is described by three independent coefficients (one for \( n = 2 \) and two for \( n = 3 \)), the kernels for general tracers have a total of 7 independent coefficients, which can be chosen to be

\[
\left\{ c_0^{(1)}, c_0^{(2)}, c_1^{(2)}, c_0^{(3)}, c_1^{(3)}, c_5^{(3)}, c_{10}^{(3)} \right\}.
\]

The kernels are given by,

\[
K_1(q_1) = c_0^{(1)},
\]

\[
K_2(q_1, q_2) = c_0^{(2)} + 2c_0^{(1)} \beta(q_1, q_2) + c_1^{(2)} \gamma(q_1, q_2),
\]

\[
K_3(q_1, q_2, q_3) = \frac{1}{3} c_0^{(3)} + c_1^{(3)} \gamma(q_1, q_2) + 2c_0^{(2)} \beta(q_1, q_2) + c_5^{(3)} \gamma(q_1, q_2, q_3) + 2c_0^{(1)} \beta(q_1, q_2) \beta(q_{12}, q_3) + 2c_1^{(2)} + 2c_1^{(3)} - h c_0^{(1)} \beta(q_1, q_2) \gamma(q_{12}, q_3) + c_1^{(3)} \gamma(q_1, q_2) \alpha_{a(q_1, q_3)} + \text{cyclic},
\]

where the coefficient \( h \) has been defined in eq. (3.15). Notice that it enters the matter kernels and depends only on the underlying cosmology and not on the type of tracer. For instance, in the EdS case, it is given by (see eq. (3.24))

\[
h_{\text{EdS}}(\eta) = \frac{3}{7}.
\]

The fact that it appears explicitly in the tracer kernels opens the possibility, at least in principle, to extract cosmological information in a model independent way.

### 4.2 Relation with other bias expansions

Here we compare the present approach to other bias expansions (see [64, 22] for a review on bias). For instance, we can compare our general kernel expansion up to third order in Eqs. (4.2), (4.3) and (4.4), with the bias expansion given in [40]. Up to third order in PT, the density contrast for a given biased tracer in configuration space is expressed as the sum of 7 independent operators,

\[
\delta_t = b_1 \delta + \frac{b_2}{2} \delta^2 + \frac{b_3}{3!} \delta^3 + b_{g2} G_2(\Phi) + b_{g3} G_3(\Phi) + b_{g2} G_2(\Phi) + b_{gN} G_N(\varphi_2, \varphi_1),
\]

where we have omitted the time dependence and we have defined the two Galilean-invariant combinations

\[
G_2(\Phi) \equiv (\nabla_{ij} \Phi)^2 - (\nabla^2 \Phi)^2,
\]

\[
G_3(\Phi) \equiv (\nabla^2 \Phi)^3 + 2\nabla^2 \Phi \nabla_{jk} \Phi \nabla_{ki} \Phi - 3 (\nabla_{ij} \Phi)^2 \nabla^2 \Phi,
\]

where \( \Phi \) is the Poisson potential normalized in such a way that \( \nabla^2 \Phi = \delta \), and the Galilean-invariant “non-local” combination

\[
G_N(\varphi_2, \varphi_1) \equiv \nabla_{ij} \varphi_2 \nabla_{ij} \varphi_1 - \nabla^2 \varphi_2 \nabla^2 \varphi_1,
\]
with $\nabla^2 \varphi_1 \equiv -\delta$ and $\nabla^2 \varphi_2 \equiv -G_2(\Phi)$.

The number of independent bias coefficients is the same as ours (cf. with eq. (4.1)):

Our basis: 1$^{st}$ order: $c_0^{(1)}$, 2$^{nd}$ order: $c_0^{(2)}$, $c_0^{(2)}$, 3$^{rd}$ order: $c_0^{(3)}$, $c_1^{(3)}$, $c_5^{(3)}$, $c_{10}^{(3)}$,
Ref. [40]: 1$^{st}$ order: $b_1$, 2$^{nd}$ order: $b_2$, $b_g$, 3$^{rd}$ order: $b_3$, $b_g$, $b_g$, $b_g$.

Indeed, by expanding the RHS of eq. (4.6) and equating the coefficients of the independent operators, we can relate them as

$$
c_0^{(1)} = b_1, \quad c_0^{(2)} = b_2, \quad c_0^{(3)} = b_3, \quad c_1^{(2)} = b_1 a_1^{(2)} - 2 b_g, \quad c_1^{(3)} = b_2 a_1^{(2)} - 2 b_g, \quad c_5^{(3)} = b_1 a_5^{(3)} - 2 b_g a_1^{(2)} + 2 b_g + 2 b_g, \quad c_{10}^{(3)} = b_1 a_{10}^{(3)} - b_g .
$$

or, inversely,

$$
b_1 = c_0^{(1)}, \quad b_2 = c_0^{(2)}, \quad b_3 = c_0^{(3)}, \quad b_g = \frac{1}{2} \left( a_1^{(2)} c_0^{(1)} - c_1^{(2)} \right), \quad b_{2g} = \frac{1}{2} \left( a_1^{(2)} c_0^{(2)} - c_1^{(3)} \right), \quad b_{g2} = a_1^{(3)} c_0^{(1)} - c_1^{(3)}, \quad b_{g3} = a_{10}^{(3)} c_0^{(1)} - c_1^{(3)}, \quad b_{gN} = \frac{1}{2} \left( \left( a_1^{(2)} \right)^2 c_0^{(1)} - a_1^{(2)} c_1^{(2)} - a_5^{(3)} c_0^{(1)} + c_5^{(3)} \right) - a_{10}^{(3)} c_0^{(1)} + c_{10}^{(3)}. \quad (4.9)
$$

Other basis expansions at this order have been given, for instance, in [33–39]. A comparison shows that, for a fixed cosmology, that is, for fixed $a_i^{(2,3)}$ coefficients, our basis can be related in a similar way as above to those in these references, (see also [47, 65] for explicit relations between coefficients).

For $\Lambda$CDM cosmology, our bias expansion can also be compared to the one presented in [65]. Notice that the time-dependent function $Y$ defined in that reference, which carries information about the exact time dependence away from the EdS case, is related to our function $h$ defined in eq. (3.15). More precisely we have: $Y = h/2 - 3/14$. However, our definition in eq. (3.15) is not restricted to $\Lambda$CDM. It applies to any cosmological model sharing the same symmetries as $\Lambda$CDM. Moreover, our derivation clarifies the physical origin of the tracer-independent function $h$, that is, EGI.

### 4.3 Relation with Fujita & Vlah

Before closing this section, we discuss in some detail the relation of the present approach to that of [47], which is the closest one to ours. The starting point, also in that paper, is to write down the most general kernels and then to reduce the number of independent coefficients by imposing symmetry-related constraints. In particular, the authors impose that the correlators satisfy the equal-time consistency relations [48, 49]. On top of that, they also impose extra conditions on the momentum dependence of the soft limit of the four-point function that do not derive directly from the equal time consistency relations. At third order and for a generic tracer they find 7 bias coefficients and 2 ‘universal’ ones, which are independent on the tracer type and depend on the underlying cosmology only. We have shown that EGI at LO fixes one of these universal coefficients and at NLO relates the other to the $h(\eta)$ quantity defined in (3.15).
Let us see this in detail. Ref. [47] implements the requirement that the soft limit of the equal time mixed three point function
\[
\lim_{q \to 0} \langle \delta_\eta(\eta) \delta_{t_1,k_+}(\eta) \delta_{t_2,k-}(\eta) \rangle ,
\] (4.11)
where \(k_\pm \equiv k \pm q/2\), and ‘\(t_1\)’ and ‘\(t_2\)’ indicate two different tracers, has no poles in \(q\). Eqs. (4.2) and (C.1) give,
\[
\lim_{q \to 0} \langle \delta_\eta(\eta) \delta_{t_1,k_+}(\eta) \delta_{t_2,k-}(\eta) \rangle = -\frac{1}{2} \frac{k \cdot q}{q^2} \left( c_{2,t_1}(^2)(\eta) c_{0,t_2}(^1)(\eta) - c_{2,t_2}(^2)(\eta) c_{0,t_1}(^1)(\eta) \right) P_l(q;\eta) P_l(k;\eta) ,
\] (4.12)
where \(P_l(q;\eta)\) is the linear power spectrum. Requiring the absence of poles one finds
\[
\frac{c_{2,t_1}(^2)(\eta)}{c_{0,t_2}(^1)(\eta)} = \frac{c_{2,t_2}(^2)(\eta)}{c_{0,t_1}(^1)(\eta)} \equiv 2 C_b(\eta) ,
\] (4.13)
where the quantity \(C_b(\eta)\), the first ‘universal’ coefficient defined in ref. [47], does not depend on the tracer type. The authors also observe that in the EdS case \(C_b(\eta) = 1\). From eq. (C.4), this result is completely general, i.e., not limited to EdS. It is a consequence of the EGI of the system.

This can also be seen by extending the approach of [47] by using unequal-time consistency relation, which reads [48],
\[
\lim_{q \to 0} \langle \delta_\eta(\eta) \delta_{t_1,k_+}(\eta_1) \delta_{t_2,k-}(\eta_2) \rangle = -\frac{k \cdot q}{q^2} \left( \frac{D_+(\eta_2)}{D_+(\eta)} - \frac{D_+((\eta_1)}{D_+(\eta)} \right) P_l(q;\eta) P_l(t_1,t_2(k;\eta_1,\eta_2) ,
\] (4.14)
where \(P_{t_1,t_2}(k;\eta_1,\eta_2)\) is the unequal time cross PS between the tracers \(t_1\) and \(t_2\). Using again eqs. (4.2) and (C.1) we get
\[
\lim_{q \to 0} \langle \delta_\eta(\eta) \delta_{t_1,k_+}(\eta_1) \delta_{t_2,k-}(\eta_2) \rangle =
\frac{1}{2} \frac{k \cdot q}{q^2} \left( \frac{D_+(\eta_2)}{D_+(\eta)} c_{0,t_2}(^1)(\eta_2) - \frac{D_+((\eta_1)}{D_+(\eta)} c_{0,t_1}(^1)(\eta_1) \right) P_l(q;\eta) P_l(t_1,t_2(k;\eta_1,\eta_2) ,
\] (4.15)
which reproduces the consistency relation (4.14) if
\[
\frac{c_{2,t_1}(^2)(\eta)}{c_{0,t_1}(^1)(\eta)} = \frac{c_{2,t_2}(^2)(\eta)}{c_{0,t_2}(^1)(\eta)} = 2 ,
\] (4.16)
thus confirming \(C_b = 1\) (see eq. (4.13)) in any cosmology respecting the equivalence principle.

On the other hand, the other universal coefficient, \(C_d\), is indeed cosmology-dependent. By using the NLO condition (2.36), on the third order kernel in eq. (C.1) of [47], one can verify that
\[
C_d(\eta) = 2 h(\eta) ,
\] (4.17)
where the non-local in time, tracer-independent coefficient \(h(\eta)\) is given in (3.15).
5 UV effects

Up to this point, we have implicitly assumed that PT is able to model the nonlinear behavior at all scales. As it is well known, this assumption fails at small scales, for wavenumbers larger than some value \(k_{NL}\). More precisely, the effect of “UV” modes with \(q > k_{NL}\) on the nonlinear field of a given tracer evaluated at \(k < k_{NL}\) is poorly reproduced by PT, see for instance [66]. In fact, the physics at small scales is unknown and its effects need to be taken into account as an expansion in \(k/k_{NL}\) [14].

In order to keep track of the UV corrections needed to correct PT up to a given order, we perform the shift

\[
\varphi_q(\eta) \rightarrow \varphi_q(\eta) + \delta \varphi_q(\eta),
\]

in the expansions (2.8), (2.9), or (2.10), where

\[
\delta \varphi_q(\eta) \equiv (\tilde{\varphi}_q(\eta) - \varphi_q(\eta)) \Theta(q - \Lambda) \equiv \tilde{\varphi}_q^{uv}(\eta) - \varphi_q^{uv}(\eta).
\]

\(\tilde{\varphi}_q^{uv}(\eta)\) is the ‘true’ UV field which replaces the “wrong” one, \(\varphi_q^{uv}(\eta)\) so that, once inserted in the loop corrections, the wrong PT behavior in the UV is replaced by the corrected one. In the following, we will assume the hierarchy \(\Lambda \gg k_{NL} \gg k\), where \(k\) is the momentum associated to the nonlinear field. In this limit, the UV effects can be expressed as powers of \(k^2/k_{NL}^2\), and the \(\Lambda\) dependence can be omitted\(^1\), as we did in (5.1) and in the last of (5.2).

Under the shift (5.1) the nonlinear expansion of the tracer field, eq. (2.10), gets extra contributions,

\[
\delta_{t,k}^{(n)}(\eta) = \mathcal{I}_{k,q_1,\ldots,q_n} K_n(q_1, \ldots, q_n; \eta) \varphi_{q_1}^{}(\eta) \cdots \varphi_{q_n}^{}(\eta),
\]

\[
\quad \rightarrow \sum_{m=0}^{n} \binom{n}{m} \mathcal{I}_{k,q_1,\ldots,q_n} K_n(q_1, \ldots, q_n; \eta) \delta \varphi_{q_1}(\eta) \cdots \delta \varphi_{q_m}(\eta) \varphi_{q_{m+1}}(\eta) \cdots \varphi_{q_n}(\eta),
\]

where the \(m > 0\) terms correct the wrong UV behavior of the \(m = 0\) one. We now discuss the effect of these corrections up to \(n = 3\). For \(n = 1\) we have no modification,

\[
\delta_{t,k}^{(1)}(\eta) \rightarrow K_1(k; \eta) (\varphi_k(\eta) + \delta \varphi_k(\eta)) = K_1(k; \eta) \varphi_k(\eta),
\]

as, within the assumed hierarchy of scales, the UV field \(\delta \varphi_k(\eta)\) has no support on the IR momentum \(k\). For \(n = 2\),

\[
\delta_{t,k}^{(2)}(\eta) \rightarrow \mathcal{I}_{k,q_1,q_2} K_2(q_1, q_2; \eta) (\varphi_{q_1}^{}(\eta) + \delta \varphi_{q_1}(\eta)) (\varphi_{q_2}^{}(\eta) + \delta \varphi_{q_2}(\eta))
\]

\[
= \mathcal{I}_{k,q_1,q_2} K_2(q_1, q_2; \eta) \varphi_{q_1}^{}(\eta) \varphi_{q_2}^{}(\eta)
\]

\[
+ \mathcal{I}_{k,q_1,q_2} K_2(q_1, q_2; \eta) (\tilde{\varphi}_{q_1}^{uv}(\eta) \tilde{\varphi}_{q_2}^{uv}(\eta) - \varphi_{q_1}^{uv}(\eta) \varphi_{q_2}^{uv}(\eta)),
\]

where in the last equation we have again made use of the hierarchy of scales, the new term contains only UV fields, and, for the matter and velocity fields, in the small \(k\) limit, it scales as \(k^2/k_{NL}^2\), due to momentum conservation. The full correction to the second order field will then have the form,

\[
\mathcal{I}_{k,q_1,q_2} K_2(q_1, q_2; \eta) (\tilde{\varphi}_{q_1}^{uv}(\eta) \tilde{\varphi}_{q_2}^{uv}(\eta) - \varphi_{q_1}^{uv}(\eta) \varphi_{q_2}^{uv}(\eta)) \xrightarrow{k \to 0} \frac{k^2}{k_{NL}^2} \epsilon_{(2)}(\eta),
\]

\(^1\)The regularization scale \(\Lambda\) is non-physical. Therefore the fully renormalized PT observables should not depend on it.
where the zero average stochastic field $\delta^{(2)}_\delta(\eta)$ will be assumed to be uncorrelated with $\varphi_q(\eta)$.

On the other hand, for a general tracer there is no momentum constraint, and the new term behaves as a scale independent white noise for small $k$. Therefore, we may write

$$
\delta^{(2)}_k(\eta) = \delta^{(2), PT}_k(\eta) + \frac{k^2}{k_{NL}^2} \epsilon^{(2)}_s(\eta) + O\left(\frac{k^4}{k_{NL}^4}\right),
$$

$$
\theta^{(2)}_k(\eta) = \theta^{(2), PT}_k(\eta) + \frac{k^2}{k_{NL}^2} \epsilon^{(2)}_\theta(\eta) + O\left(\frac{k^4}{k_{NL}^4}\right),
$$

$$
\delta^{(2)}_{t,k}(\eta) = \delta^{(2), PT}_{t,k}(\eta) + \epsilon^{(2)}_t(\eta) + O\left(\frac{k^2}{k_{NL}^2}\right),
$$

(5.7)

where by $\delta^{(2), PT}_k(\eta)$ and so on we indicate the uncorrected results of the previous sections, and we define the stochastic fields $\epsilon^{(2)}_{s,\theta,t}$ from the $k \to 0$ limit of the second line in eq. (5.5).

At $n = 3$ we get

$$
\delta^{(3)}_{t,k}(\eta) \to \delta^{(3), PT}_{t,k}(\eta)
$$

$$
+ \mathcal{I}_{k,q_1,q_2,q_3} K_3(q_1,q_2,q_3) \left[ 3 \varphi^{ir}_{q_1} (\eta) (\varphi^{uv}_{q_2}(\eta) \varphi^{uv}_{q_3}(\eta) - \varphi^{uv}_{q_2}(\eta) \varphi^{uv}_{q_3}(\eta))
$$

$$
+ (\varphi^{uv}_{q_1}(\eta) \varphi^{uv}_{q_2}(\eta) \varphi^{uv}_{q_3}(\eta) - \varphi^{uv}_{q_1}(\eta) \varphi^{uv}_{q_2}(\eta) \varphi^{uv}_{q_3}(\eta)) \right],
$$

(5.8)

where $\varphi^{ir}_{q}(\eta) \equiv \varphi_q(\eta) \Theta(\Lambda - q)$. The last line gives again noise terms uncorrelated with $\varphi_q(\eta)$ and with the momentum dependences of eq. (5.7). On the other hand, the second line contains the IR component of the linear field. By taking the functional derivative of $\delta^{(3)}_{t,k}(\eta)$ with respect to $\varphi^{ir}_k(\eta)$, this term gives

$$
\frac{\delta \delta^{(3)}_{t,k}(\eta)}{\delta \varphi^{ir}_k(\eta)} = \cdots + \frac{3}{(2\pi)^3} \int \frac{d^3q}{(2\pi)^3} K_3(k,q_1,q_2,q_3) \left( \varphi^{ir}_{q_1}(\eta) \varphi^{ir}_{q_2}(\eta) \varphi^{ir}_{q_3}(\eta) - \varphi^{ir}_{q_1}(\eta) \varphi^{ir}_{q_2}(\eta) \varphi^{ir}_{q_3}(\eta) \right),
$$

(5.9)

which, again, vanishes as $k^2/k_{NL}^2$ for matter density and velocity, and goes to a constant for a generic tracer as $k \to 0$. The expectation value of the RHS of (5.9) for matter and velocity corresponds to the ‘sound speed’ of the EFToLSS [14, 15, 67, 19],

$$
e^{2}_{s,\delta}(\eta) = \lim_{k \to 0} \frac{k_{NL}^2}{k^2} \left( \frac{\delta \delta^{(3)}_{k}(\eta)}{\delta \varphi^{ir}_k(\eta)} \right),
$$

$$
e^{2}_{s,\theta}(\eta) = \lim_{k \to 0} \frac{k_{NL}^2}{k^2} \left( \frac{\delta \theta^{(3)}_{k}(\eta)}{\delta \varphi^{ir}_k(\eta)} \right),
$$

(5.10)

while, for a generic tracer it gives both a contribution degenerate with linear bias, at $O(k^0)$, and a sound speed one at $O(k^2)$. In summary, the $n = 3$ result of eq. (5.8) can be expressed as

$$
\delta^{(3)}_k(\eta) = \delta^{(3), PT}_k(\eta) + \frac{k^2}{k_{NL}^2} \left[ (\epsilon^{2}_{s,\delta}(\eta) + \eta^{(3)}_\delta(\eta)) \varphi_k(\eta) + \epsilon^{(3)}_\delta(\eta) \right] + O\left(\frac{k^4}{k_{NL}^4}\right),
$$

$$
\theta^{(3)}_k(\eta) = \theta^{(3), PT}_k(\eta) + \frac{k^2}{k_{NL}^2} \left[ (\epsilon^{2}_{s,\theta}(\eta) + \eta^{(3)}_\theta(\eta)) \varphi_k(\eta) + \epsilon^{(3)}_\theta(\eta) \right] + O\left(\frac{k^4}{k_{NL}^4}\right),
$$

$$
\delta^{(3)}_{t,k}(\eta) = \delta^{(3), PT}_{t,k}(\eta) + \left[ \eta^{(3)}_t(\eta) + \eta^{(3)}_s(\eta) + c^{2}_{s,t}(\eta) \right] \frac{k^2}{k_{NL}^2} \varphi_k(\eta) + \epsilon^{(3)}_t(\eta) + O\left(\frac{k^2}{k_{NL}^2}\right),
$$

(5.11)

where the stochastic fields $\eta^{(3)}_{s,\theta,t}(\eta)$ are given by the fluctuation of eq. (5.8) about its expectation value (multiplied by $k_{NL}^2/k^2$ in the case of $\delta$ and $\theta$).
6 Conclusions

In this paper we have investigated the role of symmetries in determining the analytic structure of PT kernels, both for DM and for generic biased tracers. We have highlighted the prominent role played by EGI, and showed that the constraints imposed by this symmetry exhibit a rich structure. The role of EGI was already well appreciated in the literature [47], as it is at the basis of the consistency relations for the LSS [48, 49] (for recent applications see [68, 69]), which relate $N$-point correlators to $N - m$ ones as $m$ external momenta vanish independently. This limit, and therefore the consistency relations, correspond to the EGI relations at LO in our language. On the other hand, we showed that the limits in which partial sums of the external momenta vanish are also governed by EGI, and provide extra constraints on the functional form of the kernels, as is summarized in eq. (2.38).

The number of independent EGI constraints increases with the PT order. At second order, the LO EGI gives one constraint, while, at third order, LO+NLO EGI provide eight independent conditions. Going to fourth order, one should include also NNLO constraints, and so on. We leave a systematic discussion of PT kernels beyond third order to future work.

Another noticeable feature of eq. (2.38) is its non-locality in time, which is made explicit at third order by the coefficient $h(\eta)$, defined in eq. (3.15). Time non-locality is a well known feature of the bias (and EFT) expansion (for a discussion, see for instance [36, 37]), where it is related to the convective time derivatives appearing in the equations of motion. It is not surprising that, in our discussion, it emerges as a consequence of EGI, which also provides a systematic way to take it into account at higher orders.

The symmetry-based framework defined in this paper allows for a general treatment of DM and biased tracers, as the two species differ only in mass and momentum conservation, which is enforced for the former but not for the latter. It also provides a useful language for using galaxy clustering data for model independent analyses of beyond ΛCDM scenarios, which could be classified in terms of symmetries rather than specific Lagrangians. Considering for instance the galaxy PS in redshift space at one loop, the cosmology-dependent coefficients are $h(\eta)$ and the ones appearing in the velocity kernels, $d_1^{(2)}$, $d_5^{(3)}$, and $d_{10}^{(3)}$. They can either be computed for a given model, as we did for ΛCDM and for nDGP in sect. 3.2, or fit from data in a model independent analysis.

It was shown in [70] that in Horndeski theories EGI symmetry holds and the structure of the PT kernels is the same as that in ΛCDM. Beyond Horndeski (see e.g. [71–73]), EGI symmetry is broken and PT kernels and the bias expansion deviate from the standard ones, leading for instance to violations of the consistency relations (see [74] for a thorough study of the consequences of this on observables). It would be interesting to systematically study these deviations in a general setting and constrain them with data. A challenging direction is the extension of this approach to modified gravity models involving a scale-dependent growth, such as for instance $f(R)$ theories, which we leave for the future.
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A Galilean invariance for an arbitrary time dependence

In this Appendix we show that the constraints from EGI do not require to assume a particular time dependence for the displacement defining the velocity shift, as we did in eq. (2.16). Since we are going to have arbitrary time dependence, we have to allow different times for the linear fields in the expansion for $\delta_{t,k}(\eta)$ in eq. (2.3), namely,

$$
\delta_{t,k}(\eta) = \text{p.t.} \sum_{n=1}^{\infty} \frac{1}{n!} \int d^3 q_1 \cdots d^3 q_n \left( \frac{1}{(2\pi)^3} \cdot \frac{d^3 q_n}{(2\pi)^3} \right) \\
\times \int_{\eta_{in}}^{\eta} d\eta_1 \cdots \int_{\eta_{in}}^{\eta} d\eta_n \left. \frac{\delta^n F_t[\psi^\lambda_q(\eta)](k,\eta)}{\delta \phi^\lambda_{q_1}(\eta_1) \cdots \delta \phi^\lambda_{q_n}(\eta_n)} \right|_{\phi^\lambda_{q_1}(\eta_1) \cdots \phi^\lambda_{q_n}(\eta_n)}
$$

$$
= \sum_{n=1}^{\infty} \mathcal{T}_{k,q_1,\cdots,q_n} \int_{\eta_{in}}^{\eta} d\eta_1 \cdots \int_{\eta_{in}}^{\eta} d\eta_n \\
\times \hat{K}_{n,\lambda_1,\cdots,\lambda_n}(q_1,\cdots,q_n;\eta;\eta_1,\cdots,\eta_n) f^+_q(\eta_1) \cdots f^+_q(\eta_n) \phi^\lambda_{q_1}(\eta_1) \cdots \phi^\lambda_{q_n}(\eta_n),
$$

$$
= \sum_{n=1}^{\infty} \mathcal{T}_{k,q_1,\cdots,q_n} K_n(q_1,\cdots,q_n;\eta) \phi^\lambda_{q_1}(\eta) \cdots \phi^\lambda_{q_n}(\eta), \quad (A.1)
$$

where now

$$
K_n(q_1,\cdots,q_n;\eta)
\quad = \int_{\eta_{in}}^{\eta} d\eta_1 \cdots \int_{\eta_{in}}^{\eta} d\eta_n \hat{K}_{n,\lambda_1,\cdots,\lambda_n}(q_1,\cdots,q_n;\eta;\eta_1,\cdots,\eta_n) f^+_q(\eta_1) \cdots f^+_q(\eta_n)
\quad \times \left( \frac{D_q(\eta_1)}{D_q(\eta)} \cdots \frac{D_q(\eta_n)}{D_q(\eta)} \right) u^\lambda_{q_1}(\eta_1) \cdots u^\lambda_{q_n}(\eta_n). \quad (A.2)
$$

Now, let us consider again a shift of the form

$$
\phi^\lambda_{q_i}(\eta_i) \to \phi^\lambda_{q_i}(\eta_i) + i \delta \lambda_2 (2\pi)^3 \delta D(q_i) \frac{q_i \cdot \mathbf{d}(\eta)}{f^+_q(\eta_i) \mathcal{H}(\eta_i)}, \quad (A.3)
$$

but with an arbitrary time dependence for $\mathbf{d}(\eta)$. Now, if the soft limit of the multi-time kernels satisfies

$$
\lim_{q_1,\cdots,q_m \to 0} q_1^{i_1} \cdots q_m^{i_m} K_{n,\lambda_1,\cdots,\lambda_n}(q_1,\cdots,q_n;\eta;\eta_1,\cdots,\eta_n)
\quad = Q_n^{i_1,\cdots,i_m} \cdots Q_n^{i_1,\cdots,i_m} \hat{K}_{n-m,\lambda_{m+1},\cdots,\lambda_n}(q_{m+1},\cdots,q_n;\eta;\eta_{m+1},\cdots,\eta_n), \quad (A.4)
$$

When inserted in eq. (A.1), each shift comes with a time integral of the form

$$
\int_{\eta_{in}}^{\eta} d\eta_1 f^+_q(\eta_1) \frac{\mathbf{d}(\eta)}{f^+_q(\eta) \mathcal{H}(\eta)} = d^t(\eta), \quad (A.5)
$$

(where we have set $d^t(\eta_{in}) = 0$), which reproduces the $\mathbf{k} \cdot \mathbf{d}(\eta)$ factors in (2.22). Using (A.4) in (A.2), the EGI constraint of eq. (2.28) is recovered.
B  Next-to-Next-to-Leading order

In what follows we present a calculation of the Next-to-Next-to-Leading order (NNLO) contribution from the EGI. Going to this order implies that we consider a displacement field produced by the coupling of three linear modes, \( \varphi_{q_1}, \varphi_{q_2}, \text{and} \varphi_{q_3} \), given by

\[
\tilde{d}^{(3)}_q(\eta) = -i \frac{q}{\eta^2} \int d\eta' f_+(\eta') \left( \frac{D_+(\eta')}{D_+(\eta)} \right)^3 \mathcal{I}_{q_1, q_2, q_3} G_3(q_1, q_2, q_3; \eta) \varphi_{q_1}(\eta) \varphi_{q_2}(\eta) \varphi_{q_3}(\eta),
\]

and the zero momentum displacement

\[
d^{(3)}(\eta) = \frac{1}{V} \int d^3x \int \frac{d^3q}{(2\pi)^3} e^{-iq\cdot x} \tilde{d}^{(3)}_q(\eta).
\]

The NNLO gives its first contribution to the 4-th order kernel. By expanding eq. (2.21) at fourth order we have

\[
\delta^{(4)}_{t,k}(\eta) \rightarrow \delta^{(4)}_{t,k}(\eta)
\]

\[
+ ik \cdot d^{(1)}(\eta) \delta^{(3)}_{t,k}(\eta) + i \left( k \cdot d^{(1)}(\eta) \right)^2 \delta^{(2)}_{t,k}(\eta) + i \left( k \cdot d^{(1)}(\eta) \right)^3 \delta^{(1)}_{t,k}(\eta)
\]

\[
+ ik \cdot d^{(2)}(\eta) \delta^{(2)}_{t,k}(\eta) + ik \cdot d^{(1)}(\eta) k \cdot d^{(2)}(\eta) \delta^{(1)}_{t,k}(\eta)
\]

\[
+ ik \cdot d^{(3)}(\eta) \delta^{(1)}_{t,k}(\eta),
\]

where we can explicitly see that in the first line of the rhs eq. (B.3) we have the LO terms which give rise to the relation in eq. (2.28), while the NLO terms are collected in the second line, and give relations similar to eq. (2.36).

In the third line of eq. (B.3) it is shown the first NNLO contribution, which will give insights on the behavior of the fourth order kernel when the sum of three momenta goes to zero. This contribution is generated by the couplings of three momenta and is given by

\[
\delta^{(4)}_{t,k}(\eta) = \frac{1}{V} \mathcal{I}_{q_0, q_1, q_2, q_3} \frac{k \cdot q_{123}}{q_{123}^2} \int d\eta' f_+(\eta') \left( \frac{D_+(\eta')}{D_+(\eta)} \right)^3 G_3(q_1, q_2, q_3; \eta) K_1(k; \eta) \varphi_{q_1}(\eta) \varphi_{q_2}(\eta) \varphi_{q_3}(\eta) \varphi_k(\eta),
\]

and this contribution should be contained in the expression for \( \delta^{(4)}_{t,k} \). To isolate it we adopt a analogous procedure to that presented in Sec (2.2.2), using the identity

\[
1 = \frac{(2\pi)^3}{V} [\delta_D(q_{123}) + \text{cyclic}] + \frac{(2\pi)^3}{V} [\delta_D(q_{123}) + \text{cyclic}],
\]

so that

\[
\delta^{(4)}_{t,k} \supset \mathcal{I}_{q_0, q_1, q_2, q_3, q_4} K_4(q_1, q_2, q_3, q_4; \eta) \varphi_{q_1}(\eta) \varphi_{q_2}(\eta) \varphi_{q_3}(\eta) \varphi_{q_4}(\eta) \left( \frac{2\pi)^3}{V} \delta_D(q_{123}) \right)
\]

\[
\frac{1}{V} \mathcal{I}_{q_0, q_1, q_2, q_3} K_4(q_1, q_2, q_3, k; \eta) \varphi_{q_1}(\eta) \varphi_{q_2}(\eta) \varphi_{q_3}(\eta) \varphi_k(\eta),
\]

which should be set equal to the contribution in eq. (B.4). We obtain

\[
\lim_{q_{123} \rightarrow 0} K_4(q_1, q_2, q_3, q_4; \eta) \supset \frac{k \cdot q_{123}}{q_{123}^2} \int d\eta' f_+(\eta') \left( \frac{D_+(\eta')}{D_+(\eta)} \right)^3 G_3(q_1, q_2, q_3; \eta) K_1(k; \eta) + O \left( \left( \frac{q_{123}}{k} \right)^2 \right).
\]
C Detailed calculation of the kernels

C.1 Case \( n = 2 \)

We start from the most generic form of the kernel,
\[
K_2(q_1, q_2; \eta) = c_0^{(2)}(\eta) + c_1^{(2)}(\eta) \gamma(q_1, q_2) + c_2^{(2)}(\eta) \beta(q_1, q_2) .
\]  
(C.1)

Unless it is necessary, to avoid clutter we suppress the explicit dependence on \( \eta \). Now we impose the constraint eq. (2.28), which implies
\[
\lim_{q_2 \to 0} K_2(q_1, q_2) = \frac{q_1 \cdot q_2}{q_2^2} K_1(q_1) = \frac{q_1 \cdot q_2}{q_2^2} c_0^{(1)} + O(q_2^0) .
\]  
(C.2)

Taking the same limit in eq. (C.1) we obtain
\[
\lim_{q_2 \to 0} K_2(q_1, q_2) = \frac{1}{2} \frac{q_1 \cdot q_2}{q_2^2} c_2^{(2)} ,
\]  
(C.3)

and comparing the two equations give, as anticipated, a relation between the coefficients of the kernels at different order,
\[
c_2^{(2)} = 2 c_0^{(1)} .
\]  
(C.4)

Therefore, the most generic kernel at \( n = 2 \) is given by eq. (4.3).

For conserved tracers, mass and momentum conservation, eq. (2.41), give
\[
K_2(q_1, -q_1) = c_0^{(2)} = 0 ,
\]

\[
\partial_{q_2} K_2(q_1, q_2)|_{q_2=-q_1} = 0 ,
\]  
(C.5)

where, due to the properties of the \( \alpha_s \) and \( \beta \) functions, the second condition gives no constraint on the coefficients. The most generic matter kernel at \( n = 2 \) is thus given by eq. (3.5).

C.2 Case \( n = 3 \)

The most general momentum structure for \( K_3(q_1, q_2, q_3) \) is given by
\[
K_3(q_1, q_2, q_3) = \frac{1}{3} c_0^{(3)} + c_1^{(3)} \gamma(q_1, q_2) + c_2^{(3)} \gamma(q_{12}, q_3) + c_3^{(3)} \beta(q_1, q_2) + c_4^{(3)} \beta(q_{12}, q_3) + c_5^{(3)} \gamma(q_1, q_2) \gamma(q_{12}, q_3) + c_6^{(3)} \beta(q_1, q_2) \beta(q_{12}, q_3) + c_7^{(3)} \gamma(q_1, q_2) \beta(q_{12}, q_3) + c_8^{(3)} \beta(q_1, q_2) \gamma(q_{12}, q_3) + \left( c_9^{(3)} + c_{10}^{(3)} \gamma(q_1, q_2) + c_{11}^{(3)} \beta(q_1, q_2) \right) \alpha(q_{12}, q_3) + 2 \text{ permutations} .
\]  
(C.6)

First we apply eq. (2.28), in the single vanishing momentum case,
\[
\lim_{q_3 \to 0} K_3(q_1, q_2, q_3) = \frac{q_2 + q_3}{q_1^2} K_2(q_2, q_3) ,
\]  
(C.7)

\( ^2\)A contribution of the form \((q_1 \cdot q_2)(q_3 \cdot q_1)/(q_1^2 q_2^2 q_3^2)\) can be shown to be linearly dependent from those generated by the direct product (3.6), and therefore needs not to be added.
while in the same limit eq. (C.6) gives

\[
\lim_{q_1 \to 0} K_3(q_1, q_2, q_3) = \frac{(q_2 + q_3) \cdot q_1}{q_1^2} \left[ \frac{1}{2} (c_3^{(3)} + c_4^{(3)}) - c_9^{(3)} + \gamma(q_2, q_3) \left( \frac{1}{2} (c_7^{(3)} + c_8^{(3)}) - c_{10}^{(3)} \right) \right.
+ \beta(q_2, q_3) \left( c_6^{(3)} - c_{11}^{(3)} \right) \left. \right] + \frac{q_2 - q_3}{q_2^2} \frac{c_1^{(3)}}{c_{11}} \alpha_a(q_2, q_3). \tag{C.8}
\]

Comparing these two equations using the explicit form of \( K_2 \), eq. (4.3), gives the following constraints,

\[
c_3^{(3)} + c_4^{(3)} - 2c_9^{(3)} = 2c_0^{(2)}, \quad c_7^{(3)} + c_8^{(3)} - 2c_{10}^{(3)} = 2c_1^{(2)}, \quad c_6^{(3)} - c_{11}^{(3)} = c_2^{(2)}, \quad c_{11}^{(3)} = 0. \tag{C.9}
\]

The double limit gives

\[
\lim_{q_1, q_2 \to 0} K_3(q_1, q_2, q_3) = \frac{1}{2} \frac{q_3 \cdot q_1}{q_1^2} \frac{q_3 \cdot q_2}{q_2^2} \left( c_6^{(3)} - c_{11}^{(3)} \right) = \frac{q_3 \cdot q_1}{q_1^2} \frac{q_3 \cdot q_2}{q_2^2} K_1(q_3), \tag{C.10}
\]

from which we get the (redundant) constraint

\[
c_6^{(3)} - c_{11}^{(3)} = 2c_0^{(1)}. \tag{C.11}
\]

Combined with the second and third relations in (C.9), this is equivalent to eq. (C.4).

Imposing eq. (2.36) we have

\[
\lim_{q_{12} \to 0} K_3(q_1, q_2, q_3) \equiv \frac{q_{12} \cdot q_3}{q_{12}^2} c_0^{(1)}(\eta) \int^\eta d\eta' f_+(\eta') \left[ \frac{D_+(\eta')}{D_+(\eta)} \right]^2 G_2(q_1, q_2; \eta'), \tag{C.12}
\]

while eq. (C.6) in the same limit gives

\[
\lim_{q_{12} \to 0} K_3(q_1, q_2, q_3) \equiv \frac{q_{12} \cdot q_3}{q_{12}^2} \left[ \frac{1}{2} (c_4^{(3)} + c_9^{(3)}) + \gamma(q_1, q_2) \left( \frac{1}{2} (c_7^{(3)} + c_{10}^{(3)}) \right) + \beta(q_1, q_2) \left( \frac{1}{2} c_6^{(3)} + c_{11}^{(3)} \right) \right]
+ \frac{q_{12} \cdot q_3}{q_3^2} \left( \frac{1}{2} c_4^{(3)} - c_9^{(3)} \right) + \frac{(q_{12} \cdot q_3)^2}{q_{12}^2 q_3^2} \left( c_4^{(3)} - c_2^{(3)} \right), \tag{C.13}
\]

Using the structure of the velocity kernel, i.e.,

\[ G_2(q_1, q_2) = 2\beta(q_1, q_2) + d_1^{(2)} \gamma(q_1, q_2), \tag{C.14} \]

gives other five constraints,

\[
\frac{1}{2} c_4^{(3)} + c_9^{(3)} = 0, \quad \frac{1}{2} c_6^{(3)} + c_{11}^{(3)} = c_0^{(1)}, \quad \frac{1}{2} c_7^{(3)} + c_{10}^{(3)} = h c_0^{(1)},
\]
\[
c_4^{(3)} - c_2^{(3)} = 0, \quad \frac{1}{2} c_4^{(3)} - c_9^{(3)} = 0, \tag{C.15}
\]

where we have defined

\[
h(\eta) \equiv \int^\eta d\eta' f_+ (\eta') \left[ \frac{D_+ (\eta' )}{D_+ (\eta)} \right]^2 d_1^{(2)} (\eta'). \tag{C.16}
\]
Note that the last two conditions in eq. (C.15) come directly from the second line of eq. (C.13): the structure of these two terms is not present in the velocity kernel, see eq. (C.14), due to the momentum conservation for the velocity field, which constrains the kernel $G_2$ as in eq. (2.41).

Only 8 of the above equations are independent, leading to the following relations

$$c_2^{(3)} = c_4^{(3)} = c_9^{(3)} = c_{11}^{(3)} = 0, \quad c_3^{(3)} = 2c_6^{(2)}, \quad c_6^{(3)} = 2c_0^{(1)},$$  \quad \text{(C.17)}

and

$$c_7^{(3)} = -2c_{10}^{(3)} + 2hc_0^{(1)}, \quad c_8^{(3)} = 4c_{10}^{(3)} + 2c_1^{(2)} - 2hc_0^{(1)},$$  \quad \text{(C.18)}

leaving with four (i.e. $\{c_0^{(3)}, c_1^{(3)}, c_5^{(3)}, c_{10}^{(3)}\}$) free coefficients out of 12. The form of the kernel after imposing these relations is given in eq. (4.4).

In the case of a conserved tracer, we can also impose the two conditions coming from mass and momentum conservation, eq. (2.41), which give respectively,

$$c_0^{(3)} + \frac{3}{2}c_1^{(3)} = 0, \quad c_3^{(3)} = 0,$$  \quad \text{(C.19)}

and

$$c_1^{(3)} = c_3^{(3)} = c_9^{(3)} = 0, \quad c_{11}^{(3)} = 0,$$  \quad \text{(C.20)}

allowing us to set

$$c_0^{(3)} = c_1^{(3)} = c_3^{(3)} = 0,$$  \quad \text{(C.21)}

so that only two coefficients are left free. This leads to the matter kernel (3.11).

**D Time-dependence of the kernels**

**D.1 ΛCDM**

In this appendix we give the analytic solutions of the time evolution equations for the coefficients of the third order matter kernels, which are given by

$$(\partial_\chi + 2)a_5^{(3)}(\chi) = \left(a_1^{(2)}(\chi) + d_1^{(2)}(\chi)\right) - a_5^{(3)}(\chi) + d_5^{(3)}(\chi),$$

$$(\partial_\chi + 2)d_5^{(3)}(\chi) = \frac{3}{2} \frac{\Omega_m}{f_\Delta^2(\chi)} \left(a_5^{(3)}(\chi) - d_5^{(3)}(\chi)\right),$$

$$(\partial_\chi + 2)a_{10}^{(3)}(\chi) = -\frac{1}{2} \left(a_1^{(2)}(\chi) - d_1^{(2)}(\chi)\right) - a_{10}^{(3)}(\chi) + a_{10}^{(3)}(\chi),$$

$$(\partial_\chi + 2)d_{10}^{(3)}(\chi) = \frac{3}{2} \frac{\Omega_m}{f_\Delta^2(\chi)} \left(a_{10}^{(3)}(\chi) - a_{10}^{(3)}(\chi)\right).$$  \quad \text{(D.1)}

The solutions are given by

$$a_5^{(3)}(\chi) = \Delta C_5^{(3)}(\chi) + d_5^{(3)}(\chi) = \Delta a_5^{(3)}(\chi) + a_5^{(3)}(\chi),$$

$$d_5^{(3)}(\chi) = e^{-2\chi} \int_{-\infty}^{\chi} d\chi' e^{2\chi'} \frac{3}{2} \frac{\Omega_m(\chi')}{f_+^2(\chi')} \Delta a_5^{(3)}(\chi'),$$

$$\Delta a_5^{(3)}(\chi) = e^{-2\chi} \int_{-\infty}^{\chi} d\chi' e^{2\chi'} \frac{3}{2} \frac{\Omega_m(\chi')}{f_+^2(\chi')} \left(1 + \frac{3}{2} \frac{\Omega_m(\chi'')}{f_+^2(\chi'')}\right) a_1^{(2)}(\chi').$$  \quad \text{(D.2)}
where \( a_+^{(2)}(\chi) \equiv a_1^{(2)}(\chi) + d_1^{(2)}(\chi) \), can be read from eqs. (3.25), (3.26), and, analogously, by,

\[
\begin{align*}
a_1^{(3)}(\chi) &= \Delta c_1^{(3)}(\chi) + d_1^{(3)}(\chi) = \Delta a_1^{(3)}(\chi) + d_1^{(3)}(\chi), \\
d_1^{(3)}(\chi) &= e^{-2\chi} \int_{-\infty}^{\chi} d\chi' e^{2\chi'} \frac{3 \Omega_m(\chi')}{2 f_+^2(\chi')} \Delta a_1^{(3)}(\chi'), \\
\Delta a_1^{(3)}(\chi) &= -\frac{e^{-2\chi}}{2} \int_{-\infty}^{\chi} d\chi' e^{2\chi'} \int_{-\infty}^{\chi} d\chi'' \int_{-\infty}^{\chi} d\chi''' \left( 1 + \frac{3}{4} \frac{\Omega_m(\chi'')}{f_+^2(\chi'')} \right) a_+^{(2)}(\chi'), \\
\end{align*}
\]

where \( a_-^{(2)}(\chi) \equiv a_1^{(2)}(\chi) - d_1^{(2)}(\chi) \).

### D.2 nDGP

Here we give the analytic solutions of the time evolution equations for the coefficients of the third order matter kernels in a nDGP cosmology, which are given by

\[
\begin{align*}
(\partial_\chi + 2) a_3^{(3)}(\chi) &= \left( a_1^{(2)}(\chi) + d_1^{(2)}(\chi) \right) - a_3^{(3)}(\chi) + d_3^{(3)}(\chi) + 2 \left( \frac{3}{2} \Omega_m \right) \left( \frac{3}{2} \Omega_m \right) \mu_3 + \frac{\mu_2 a_1^{(2)}}{f_+^2}, \\
(\partial_\chi + 2) d_3^{(3)}(\chi) &= \frac{3}{2} \Omega_m(\chi) \mu(\chi) \left( a_3^{(3)}(\chi) - d_3^{(3)}(\chi) \right) + 2 \left( \frac{3}{2} \Omega_m \right) \left( \frac{3}{2} \Omega_m \right) \mu_3 + \frac{\mu_2 a_1^{(2)}}{f_+^2}, \\
(\partial_\chi + 2) a_1^{(3)}(\chi) &= -\frac{1}{2} \left( a_1^{(2)}(\chi) - d_1^{(2)}(\chi) \right) - a_1^{(3)}(\chi) + d_1^{(3)}(\chi), \\
(\partial_\chi + 2) d_1^{(3)}(\chi) &= \frac{3}{2} \Omega_m(\chi) \mu(\chi) \left( a_1^{(3)}(\chi) - a_1^{(3)}(\chi) \right). 
\end{align*}
\]

The solutions are given by

\[
\begin{align*}
a_3^{(3)}(\chi) &= \Delta a_3^{(3)}(\chi) + d_3^{(3)}(\chi), \\
d_3^{(3)}(\chi) &= e^{-2\chi} \int_{-\infty}^{\chi} d\chi' e^{2\chi'} \times \left[ \frac{3}{2} \Omega_m(\chi') \mu(\chi') \Delta a_3^{(3)}(\chi') + 2 \left( \frac{3}{2} \Omega_m(\chi') \right) \left( \frac{3}{2} \Omega_m(\chi') \right) \mu_3 + \frac{\mu_2 a_1^{(2)}}{f_+^2} \right], \\
\Delta a_3^{(3)}(\chi) &= e^{-2\chi} \int_{-\infty}^{\chi} d\chi' e^{2\chi'} \int_{-\infty}^{\chi} d\chi'' \int_{-\infty}^{\chi} d\chi''' \left( 1 + \frac{3}{4} \frac{\Omega_m(\chi''')}{f_+^2(\chi''')} \mu(\chi''') \right) a_+^{(2)}(\chi'), \\
\end{align*}
\]

and, analogously, by,

\[
\begin{align*}
a_1^{(3)}(\chi) &= \Delta a_1^{(3)}(\chi) + d_1^{(3)}(\chi), \\
d_1^{(3)}(\chi) &= e^{-2\chi} \int_{-\infty}^{\chi} d\chi' e^{2\chi'} \frac{3 \Omega_m(\chi')}{2 f_+^2(\chi')} \mu(\chi') \Delta a_1^{(3)}(\chi'), \\
\Delta a_1^{(3)}(\chi) &= -\frac{e^{-2\chi}}{2} \int_{-\infty}^{\chi} d\chi' e^{2\chi'} \int_{-\infty}^{\chi} d\chi'' \int_{-\infty}^{\chi} d\chi''' \left( 1 + \frac{3}{4} \frac{\Omega_m(\chi''')}{f_+^2(\chi''')} \mu(\chi''') \right) a_+^{(2)}(\chi'). 
\end{align*}
\]
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