THE EXPONENTIAL DECAY OF EIGENFUNCTIONS FOR TIGHT BINDING HAMILTONIANS VIA LANDSCAPE AND DUAL LANDSCAPE FUNCTIONS
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ABSTRACT. We consider the discrete Schrödinger operator $H = -\Delta + V$ on a cube $M \subset \mathbb{Z}^d$, with periodic or Dirichlet (simple) boundary conditions. We use a hidden landscape function $u$, defined as the solution of an inhomogeneous boundary problem with uniform right-hand side for $H$, to predict the location of the localized eigenfunctions of $H$. Explicit bounds on the exponential decay of Agmon type for low energy modes are obtained. This extends the recent work of Agmon type of localization in [5] for $\mathbb{R}^d$ to a tight-binding Hamiltonian on $\mathbb{Z}^d$ lattice. Contrary to the continuous case, high energy modes are as localized as the low energy ones in discrete lattices. We show that exponential decay estimates of Agmon type also appear near the top of the spectrum, where the location of the localized eigenfunctions is predicted by a different landscape function. Our results are deterministic and are independent of the size of the cube. We also provide numerical experiments to confirm the conditional results effectively, for some random potentials.
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1. Introduction and main results

Localization of eigenfunctions is one the most important topics in mathematics and condensed matter physics. The term localization, roughly speaking, refers to the phenomenon that the eigenfunctions of an elliptic operator concentrate on a narrow region in space and are (exponentially) small outside the region. Take the one-electron model of condensed matter physics for example, for which the spectral and transport properties of the material...
are described by a (one-particle) Schrödinger operator $H = -\Delta + V$. The Laplacian $\Delta$ describes the kinetic energy of a free particle, and the potential $V$ the presence of the external field. For example, the choice of a periodic function $V$ can be used to describe a perfect crystal. The pioneering work of P.W. Anderson [3] back to 1958, says that randomness causes the states to (exponentially) localize due to the disorder of the background media. In the past several decades, the localization in a disordered system has attracted a lot of interests, [1]. There are tremendously many beautiful results, e.g. [26, 23, 15, 7, 8, 19, 17] in the discrete setting, [21, 22, 16, 12] in the continuum setting, which are far from a complete list.

In 2012, a new theory was proposed by Filoche and Mayboroda [20] to study the location of localized state. They introduced the concept of the landscape, which is the solution $u$ to $Hu = 1$ for a Schrödinger operator $H = \Delta + V$ on a finite domain with appropriate boundary conditions. The landscape function has remarkable power in studying the eigenvalue problems of the original Hamiltonian. Many beautiful results were obtained based on this simple landscape function, both in mathematics and physics, [32, 31, 30, 18]. Recently, in [4, 5, 6], the authors propose a new framework by viewing $1/u$ as an effective potential. In their work, the barrier of the effective potential revealed detailed location and shape of the eigenfunctions. There are both rigorous proof of the exponential decay estimates of Agmon type in [5], as well as systematical numerical results for studying eigenvalue problems (localization subregions, eigenvalue counting functions) using the effective potentials in physics [4] and in computational mathematics [6]. The latter two papers contain numerous beautiful conjectures. Only a few of them have been proved rigorously.

The quantum state of a particle can be described by a wave function in $L^2(\mathbb{R}^d)$, where most of the previous work on landscape theory focuses on. In the tight-binding approximation, only nearest-neighbor hopping is allowed for electron-electron interaction, which leads to a one-particle Hamiltonian in the form of a discrete Schrödinger operator on $\ell^2(\mathbb{Z}^d)$, see e.g. [9, 29]. In this work, we consider a tight-binding Schrödinger operator $H = -\Delta + V$ on a finite box $M$ in $\mathbb{Z}^d$ for any $d$, with periodic, or Dirichlet (simple) boundary conditions. Previously in [28], the authors showed that the exact same landscape theory in the continuum setting [20] can be extended to a tight-binding Hamiltonian defined on a discrete $\mathbb{Z}^1$ lattice, with the Dirichlet boundary condition. We show in this work that not only the discrete analogue of the landscape function $(u_n)_{n \in M}$ exists in this more general setting, but more importantly, the effective potential $1/u_n$ can be used to obtain exponential decay estimates of Agmon type for the eigenfunctions of $H$. The latter extends the Agmon type of localization results in [5] to the discrete lattice.

We will describe and prove our main results for the periodic lattice first. The Dirichlet boundary will be discussed in Section 3 later. Let us introduce the following notations in order to state our main results. More precise settings of tight-binding Hamiltonians and landscape theory will be given in Section 2.1 and 2.2. Let $M = \mathbb{Z}^d / K\mathbb{Z}^d = \{\bar{1}, \cdots, \bar{K}\}^d$ be an integer torus, where $\bar{K} \in \mathbb{N}$ and $\bar{k}$ is the congruence class, modulo $K$. For simplicity,
we will omit the overhead bar of $\bar{k}$ frequently whenever it is clear. Let $V = \{v_n\}_{n \in M}$ be a potential satisfying $0 \leq v_n \leq V_{\text{max}}$ and not identically 0, for some $V_{\text{max}} > 0$ (the strength of the potential). We consider a tight binding Hamiltonian $H$, acting on $\ell^2(M)$ defined as:

$$ (H\varphi)_n = - \sum_{|m-n|_1=1} (\varphi_m - \varphi_n) + v_n \varphi_n, \quad n \in M $$

where $|n|_1 := \sum_{i=1}^d |n_i|$ is the 1-norm on $\mathbb{Z}^d/K\mathbb{Z}^d$. We may think of $\varphi$ either as a periodic sequence $\varphi_n$ or as a periodic function $\varphi(n)$ indexed by $\mathbb{Z}^d$. We are interested in the inhomogeneous equation, with uniform right-hand side, $(Hu)_n = 1, n \in M$. The solution, $u = \{u_n\}$ which is the so-called landscape function, is the discrete analogue of the landscape function introduced in [20], and will serve as a new tool to study localization of the eigenvalue problems of the original Schrödinger operator $H$.

The first result of this paper is the exponential decay estimates of Agmon type for $H$.

**Theorem 1.2 (Theorem 2.22).** Suppose $K \geq 3, K \in \mathbb{N}$, $H\varphi = \mu \varphi$ on $\ell^2(M)$. For any $\delta > 0$, and $\mu \leq V_{\text{max}} - \delta$, let $h_n$ be the Agmon weight, defined as in (2.21), associated to $\mu, \delta$ and $u_n$ on $M$. Then

$$ \sum_{h_n \geq 1} e^{c_1 h_n} \varphi_n^2 \leq \frac{C_0}{\delta} \sum_{n \in M} \varphi_n^2 $$

where constant $c_1 > 0$ only depends on the dimension $d$, and constant $C_0 > 0$ only depends on $d$ and $V_{\text{max}}$.

**Remark 1.4.** The dimensional constants $c_1 \sim 1/\sqrt{d}, C_0 \sim d(V_{\text{max}} + d)$ explicitly, and are independent of $K$. The Agmon weight $h_n$ is defined explicitly through $\mu, \delta$ and $u_n$. All these will be specified in Theorem 2.22.

**Remark 1.5.** We are most interested in the so-called “thermodynamic limit”: We restrict the system to a finite but large cube, and study quantities of interest in this finite system. Finally, we let the cube grow indefinitely and hope that the quantity under consideration has a limit. Though we did not really consider “thermodynamic limit” as $K \to \infty$ in rigor, it is crucial that our main results are independent of the size $K$ of the cube.

The work [28] for the discrete $\mathbb{Z}^1$ lattice was done before [4, 5, 6]. Some of the new framework regarding the effective potential $1/u_n$ was not discussed in [28], especially for the decay estimate of Agmon type that we obtained. The first motivation of the current work is to have a relatively complete picture of the landscape theory for tight-binding Hamiltonians on $\mathbb{Z}^d$ for any $d$, see e.g. Theorem 2.10. Based on the discrete version of the landscape theory, we obtained the above exponential decay estimates. Some of the ground truth about the discrete landscape function will be used in our continuation work for the landscape law for the integrated density of states on $\mathbb{Z}^d$ (in preparation).

It is well known that all the eigenvalues of the discrete operator $H$ in (1.1) are contained in $[0, 4d + V_{\text{max}}]$, for any $K$. Similar to the continuous case, Theorem 1.2 works effectively
in the regime \([0, V_{\text{max}} - \delta]\) near the bottom of the spectrum. Contrary to the continuous case, two different types of localization and landscape occur on the discrete lattice. One is for low energy states near the bottom. The other one is for high energy states near the top of the spectrum, using a different, so-called, dual landscape. The dual landscape was first discovered and studied in [28]. The authors there showed that, in the discrete 1-d model, similar to the low energy state, the localization of the high energy modes can be governed by a different landscape function. In the current work, we study further this concept of the dual landscape, as well as the Agmon type of localization near the top of the spectrum, in more general situations. For \(H\) in (1.1) and any even integer \(K \geq 3\), there is a unique dual operator \(\tilde{H}\) acting on \(\ell^2(M)\) as
\[
(\tilde{H}\varphi)_n = -\sum_{|m-n|=1} (\varphi_m - \varphi_n) + (V_{\text{max}} - v_n)\varphi_n, \quad n \in M
\]
Consider a dual landscape equation \((\tilde{H}\tilde{u})_n = 1\) on \(\ell^2(M)\) (\(\tilde{u}\) will be specified later in Theorem 2.43). One can obtain the exponential decay of the high energy modes of \(H\), as a direct consequence of Theorem 1.2 and the dual landscape \(\tilde{u}\) for \(\tilde{H}\).

**Theorem 1.7** (Theorem 2.43). Suppose \(K \geq 3\) is an even integer, and \(H\varphi = \mu\varphi\) on \(\ell^2(M)\). For any \(\delta > 0\), and \(\mu \geq 4d + \delta\), let \(h_n\) be the Agmon weight associated to \(\mu, \delta\) and \(\tilde{u}_n\) on \(M\) (see definition in (2.42)). Then
\[
\sum_{h_n \geq 1} e^{c_1h_n}\varphi_n^2 \leq \frac{C_0}{\delta} \sum_{n \in M} \varphi_n^2
\]
where \(c_1, C_0\) are the same constants as in Theorem 1.2.

Similar to the continuous case, the discrete effective potential \(1/u_n\) is a deterministic tool. The localization results of Agmon type through the effective potential can be applied to the random media, while the estimates only guarantee decay of the eigenfunction insofar as the effective weight functions \(h_n\) grow. We can not use the effective potential to prove Anderson localization on \(\mathbb{Z}^d\) for a random potential. The landscape theory provides a new framework to detect the geometry of disordered materials. It is a complement of the probabilistic methods for studying Anderson model and random media. In Section 4, we will see numerical experiments on the behavior of the landscape function, and the effective weights, in random media. Numerical results were obtained on predicting the localization sub-regions using the level sets of \(1/u_n\) and \(1/\tilde{u}_n\), for a tight-binding Anderson model. The numerical part is a companion of our proof for \(\mathbb{Z}^d\), as well as a parallel work of the computations for \(\mathbb{R}^d\) in [6], which will be discussed in detail in Section 4.

Our work on \(\mathbb{Z}^d\) is also greatly inspired by the recent study in physics of many-body localization landscape [13] by Balasubramanian, Liao and Galitski. In [13], the localization landscape for the single-particle Schrödinger operator was generalized to a wide class of interacting many-body Hamiltonians. [13] introduced the so-called many-body localization landscape on a discrete graph in the Fock space, and obtained bounds on the
exponential decay of the many-body wave-functions in the Fock space. Our choice of Agmon metric on the $\mathbb{Z}^d$ lattice is similar to the construction in [13] on the general Fock-state graph. The Fock-state model is essentially derived from a many-body spin chain model on the physical lattice. To the best of our knowledge, so far, the localization landscape in the Fock space is not able to show any decay estimates on the original spin chain. This is another motivation for us to study a tight-binding model on $\mathbb{Z}^d$, which is a special case of the general Fock-state model. Our ultimate goal is to study the many-body spin chains in the physical space, using the localization landscape on $\mathbb{Z}^d$. We refer readers to e.g. [10] and references therein, for more detail about spin-chain models and their relation to tight-binding Schrödinger operators.

The paper is organized as follows. In Section 2.1 and 2.2, we state preliminaries for tight-binding Hamiltonians and the landscape theory for the periodic boundary condition. We prove the exponential decay estimates of Agmon type near the bottom of the spectrum in Section 2.3. In Section 2.4, we discuss the dual landscape and the exponential decay estimates for high energy modes. In Section 3, we describe how the main results can be generalized also to the Dirichlet (simple) boundary condition. In the last section, we discuss more numerical results of the landscape theory on discrete lattices.
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2. Exponential decay of eigenfunctions of Agmon type

2.1. Preliminaries. In the tight-binding model, the Hilbert space is taken as the sequence space $\ell^2(\mathbb{Z}^d) = \{(\phi_i)_{i \in \mathbb{Z}^d} \mid \sum_{i \in \mathbb{Z}^d} |\phi_i|^2 < \infty \}$ where we may think of $\phi = (\phi_i)_{i \in \mathbb{Z}^d}$ either as a function $\phi(i)$ on $\mathbb{Z}^d$ or as a sequence $\phi_n$ indexed by $i \in \mathbb{Z}^d$. It is convenient to equip on $\mathbb{Z}^d$ the $1$-norm: $|n|_1 := \sum_{i=1}^d |n_i|$, which reflects the graph structure of $\mathbb{Z}^d$. Two vertices $m = (m_1, \cdots, m_d), n = (n_1, \cdots, n_d) \in \mathbb{Z}^d$ are called nearest neighbors, if $|m - n|_1 = 1$. We also say the nearest neighbors $m, n$ are connected by an edge of the discrete graph $\mathbb{Z}^d$. We denote by $e_i = (0, \cdots, 0, 1, 0, \cdots, 0), i = 1, \cdots, d$ the standard basis vector of $\mathbb{Z}^d$. The
discrete (graph) Laplacian $\Delta$ on $\mathbb{Z}^d$ is defined as usual, acting on $\phi = \{\phi_n\}_{n \in \mathbb{Z}^d}$,

\begin{equation}
(\Delta \phi)_n = \sum_{|m-n|=1} (\phi_m - \phi_n) = \sum_{|m-n|=1} \phi_m - 2d\phi_n
= \sum_{1 \leq i \leq d} (\phi_{n+e_i} + \phi_{n-e_i}) - 2d\phi_n, \quad n \in \mathbb{Z}^d.
\end{equation}

For a real sequence $(v_n)_{n \in \mathbb{Z}^d}$ on $\mathbb{Z}^d$, the potential $V$ is a multiplication operator acting on $\phi \in \ell^2(\mathbb{Z}^d)$ as $(V\phi)_n = v_n\phi_n$, $H = -\Delta + V$ is usually called the discrete Schrödinger operator on $\mathbb{Z}^d$. If one takes $v_n = v_n(\omega)$ as independent, identically distributed random variables (in some probability space), the random operator $H(\omega) = -\Delta + V(\omega)$ is usually referred as the Anderson model. We refer readers to the lecture notes [29] for more details and a complete introduction to tight-binding Hamiltonians and the Anderson model.

Next, we consider the discrete Schrödinger operator $H$ restricted on a finite cube (box) in $\mathbb{Z}^d$. Let $\Lambda = \mathbb{Z}/K\mathbb{Z} \equiv \{\overline{1}, \overline{2}, \ldots, \overline{K}\}$, where $\overline{k}$, is the congruence class in $\mathbb{Z}$, modulo $K$. We will omit the overhead bar and write $k = \overline{k}$ for simplicity whenever it is clear. Let $M = \Lambda \times \Lambda \times \cdots \times \Lambda \equiv \mathbb{Z}^d/K\mathbb{Z}^d$ be the $d$-tuple of $\Lambda$. We may abuse the notation and denote by $| \cdot |_1$ the induced 1-norm of $\mathbb{Z}^d$ on the congruence class $M$, where for example we consider two points $(1, n_2, \cdots, n_d)$ and $(K, n_2, \cdots, n_d)$ are closest neighbors and have distance 1 to each other in $M$. From now on, we will concentrate on the finite dimensional subspace $\ell^2(M)$ of $\ell^2(\mathbb{Z}^d)$. For simplicity, we will denote by $\mathcal{H} := \ell^2(M) \equiv \mathbb{R}^{dK}$. $\mathcal{H}$ is equipped with the usual inner product on $\mathbb{R}^{dK}$, which we denote by $\langle \cdot, \cdot \rangle_\mathcal{H}$. It is easy to check that for $\phi \in \ell^2(M)$

\begin{equation}
\phi_n = \phi_{n+Ke_i}, \quad n \in M, \quad i = 1 \cdots, d
\end{equation}

which is equivalent to say that $\phi$ satisfies the periodic boundary condition. The restriction of $V$ on $M$ is $V_M = \{v_n\}_{n \in M}$. We omit the sub index $M$ and still denote it by $V$. We also assume that $0 \leq v_n \leq V_{\text{max}}$ and is not identically 0, for some $V_{\text{max}} > 0$.

Our main interest will be the following tight binding Hamiltonian $H = H_M = -\Delta + V$ acting on $\ell^2(M)$ as:

\begin{equation}
(H\phi)_n = (-\Delta \phi)_n + (V\phi)_n = -\left(\sum_{|m-n|=1} \phi_m\right) + 2d\phi_n + v_n\phi_n, \quad n \in M
\end{equation}

For the self-adjoint operator $H$, we say $(\mu, \varphi)$ is an eigenpair of $H$ if $H\varphi = \mu\varphi$ for some $\mu \geq 0$ and $\varphi \in \mathcal{H}$. It is easy to check that all eigenvalues of $H$ in (2.3) are contained in $[0, 4d + V_{\text{max}}]$ for any $K$.

In general, Schrödinger operators $H = -\Delta + V$ acting on a finite dimensional space are essentially matrices. Take $\mathbb{Z}^4$ for example, it is easy to check that under the periodic boundary condition (2.2), $H, \Delta$ and $V$ can be identified as $K \times K$ matrices, acting on $\phi \in \mathbb{R}^K$,
for which we abuse the notation and still denote them by Δ and V:

\[
-\Delta = \begin{pmatrix}
2 & -1 & 0 & \cdots & -1 \\
-1 & 2 & \ddots & \vdots \\
0 & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & 2 & -1 \\
-1 & \cdots & 0 & -1 & 2
\end{pmatrix}_{K \times K}, \quad V = \begin{pmatrix}
v_1 & 0 & 0 & \cdots & 0 \\
0 & v_2 & 0 & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & v_{K-1} \\
0 & \cdots & 0 & 0 & v_K
\end{pmatrix}_{K \times K}
\]

(2.4)

When \( v_i \) are taken as i.i.d. random variables, Schrödinger operators (matrices) \( H = -\Delta + V \) are the standard 1-d Anderson models, restricted on a finite box. See e.g. in Figure 1 where \( v_i \) are i.i.d. random variables with a Bernoulli distribution. Since the work of P.W. Anderson [3], many physicists have developed a fairly good knowledge about the spectrum of random Schrödinger operators, though only part of it has been shown with mathematical rigor. One of the most important phenomenon is called Anderson localization or exponential localization of the eigenfunctions of disordered systems. An example of the localization of the 1-d random Schrödinger operator \( H = -\Delta + V \) is given in Figure 2.
On the other hand, a fundamental result for the localization of eigenfunctions of the Schrödinger operators is Agmon’s theory (see [2, 25]), which demonstrates an exponential decay for a large class of potentials. Roughly speaking, the exponential decay of eigenfunctions comes from the barrier of a general confining potential \( V \). One key step in such classical confinement is to study the so-called Agmon metric associated to the potential \( V \) and energy \( \mu \). Unfortunately, for the random potentials which we showed above, the Agmon metric is highly degenerate, and is not generally useful.

Instead of looking at the original potential \( V \), we are interested in the barrier and wells of the effective potential, \( W_n = 1/u_n \), \( n = 1, \cdots, K \), see Figure 3. The landscape function \( u \in \mathbb{R}^K \) is the unique solution to the matrix equation \((-\Delta + V)u = \vec{1}\), where \( \vec{1} = (1, \cdots, 1)^T \) is the \( K \)-dimensional vector with all entries constantly one.

Similar to the continuous case, the first result of this paper, Theorem 1.2 (see also Theorem 2.22), is the rigorous proof that the steep decay in Figure 2 comes from the barriers of the effective potential \( W_n \) in Figure 3. This is proved by formulating and proving appropriate exponential decay estimates of Agmon type. We will see more numerical experiments and the comparison with our main results in Section 4.

2.2. Landscape theory on discrete lattices. For a \( \mathbb{Z}^d \) sequence \( f = \{f_n\}_{n \in \mathbb{Z}^d} \), its directional (right) derivatives and the gradient on \( \mathbb{Z}^d \) are defined as
\[
\nabla_i f_n = f_{n+e_i} - f_n, \quad i = 1, \cdots, d,
\]
and its gradient \( \nabla f : M \mapsto \mathbb{R}^d \) is
\[
\nabla f(n) = (\nabla_1 f_n, \nabla_2 f_n, \cdots, \nabla_d f_n).
\]

We also denote the dot product and the induced norm of \( \nabla f, \nabla g \), as \( \mathbb{R}^d \) vectors, by
\[
(\nabla g \cdot \nabla f)(n) = \sum_{i=1}^{d} \nabla_i g_n \cdot \nabla_i f_n, \quad \text{and} \quad |\nabla f|(n) := \sqrt{(\nabla f \cdot \nabla f)(n)}
\]

Lemma 2.6 (Green’s first identity). Let \( M = \mathbb{Z}^d / K \mathbb{Z}^d \). For any \( f, g \in \mathcal{H} = \ell^2(M) \),
\[
\langle g, -\Delta f \rangle_{\mathcal{H}} = \sum_{n \in M}(\nabla g \cdot \nabla f)(n), \quad \langle f, -\Delta f \rangle_{\mathcal{H}} = \langle |\nabla f|, |\nabla f| \rangle_{\mathcal{H}}
\]
Remark 2.8. One can find the general discrete version of Greens formula on graphs, for example in [24, 14]. We sketch the proof on \( \mathbb{Z}^d \) lattices with the periodic boundary conditions for the reader’s convenience.

Proof. For \( n = (n_1, \cdots, n_d) \in \mathbb{Z}^d \), let \( \tilde{n}_i := (n_1, \cdots, n_{i-1}, n_{i+1}, \cdots, n_d), \) \( i = 1, \cdots, d \). Direct computations show that for \( i = 1, \cdots, d \),

\[
\sum_{n=1}^{K} g_n(-f_{n+e_i} - f_{n-e_i} + 2f_n) = \sum_{n=1}^{K} g_n(-f_{n+e_i} + f_n) + \sum_{n=1}^{K} g_n(-f_{n-e_i} + f_n)
\]

\[
= -\sum_{n=1}^{K} g_n \nabla_i f_n + \sum_{n=1}^{K} g_n \nabla_i f_{n+e_i}
\]

\[
= -\sum_{n=1}^{K} g_n \nabla_i f_n + \sum_{n=1}^{K} g_n \nabla_i f_n
\]

\[
= \sum_{n=1}^{K} \nabla_i g_n \nabla_i f_n
\]

where in the second sum, we used the periodicity to shift the sum in the \( i \)-th direction.

Therefore,

\[
\langle g, -\Delta f \rangle_{\mathcal{H}} = \sum_{n \in M} g_n \sum_{i=1}^{d} (-f_{n+e_i} - f_{n-e_i} + 2f_n) = \sum_{i=1}^{d} \sum_{n \in \tilde{n}_i} \sum_{n=1}^{K} g_n(-f_{n+e_i} - f_{n-e_i} + 2f_n)
\]

\[
= \sum_{i=1}^{d} \sum_{n \in \tilde{n}_i} \sum_{n=1}^{K} \nabla_i g_n \nabla_i f_n
\]

\[
= \sum_{i=1}^{d} \sum_{n \in M} \nabla_i g_n \nabla_i f_n = \sum_{n \in M} (\nabla g \cdot \nabla f)(n)
\]

\( \square \)

Notice that by (2.7), \( \langle f, \Delta f \rangle = 0 \) implies \( f_n = a \) is a constant vector for \( n \in M \). Therefore, \( -\Delta \) is non-negative and the first (isolated) eigenvalue is 0, with eigenfunction \( \tilde{1} \in \ell^2(M) \) such that \( \tilde{1} = 1, \ n \in M \), i.e.,

\[
(2.9) \quad \tilde{1} \cong \begin{pmatrix} 1 \end{pmatrix} \otimes \begin{pmatrix} 1 \end{pmatrix} \otimes \cdots \otimes \begin{pmatrix} 1 \end{pmatrix}
\]

Clearly, \( \langle \tilde{1}, (-\Delta + V)\tilde{1} \rangle_{\mathcal{H}} = \langle \tilde{1}, V\tilde{1} \rangle_{\mathcal{H}} = \sum_{n \in M} \nu_n \geq \max \nu_n > 0 \), which also implies that \( \langle f, (-\Delta + V)f \rangle_{\mathcal{H}} > 0 \) for all \( 0 \neq f \in \ell^2(M) \). Therefore \( H = -\Delta + V \) is invertible on
\( \ell^2(\mathcal{M}) \), which allows us to solve the inhomogeneous equation \( Hu = \vec{1} \). We will refer the equation as the landscape equation from now on. The unique solution \( u = \{u_n\}_{n \in \mathcal{M}} \), will be called the landscape function throughout the paper, which is the discrete analogue of the landscape function in the continuum case. We summarized it here as

**Theorem 2.10.** Assume that \( v_n \geq 0 \) and is not identically zero for \( n \in \mathcal{M} \). The inhomogeneous boundary value problem

\[
(H\phi)_n = -(\Delta \phi)_n + v_n\phi_n = 1, \quad n \in \mathcal{M}
\]

has a unique solution \( u = \{u_n\} \in \ell^2(\mathcal{M}) \).

The following maximum principle shows that the landscape function \( u_n \) is positive everywhere in the cube \( \mathcal{M} \) with an explicit lower bound independent of the size of the cube.

**Lemma 2.12 (Maximum Principle).** Suppose \( f \in \mathcal{H} = \ell^2(\mathcal{M}) \) satisfies that \((Hf)_n \geq 0, \ n \in \mathcal{M}\), then \( f_n \geq 0 \) for all \( n \in \mathcal{M} \).

As a consequence, if \((Hu)_n = 1, n \in \mathcal{M} \) for \( u \in \mathcal{H} \), then

\[
\min_{n \in \mathcal{M}} u_n \geq 1/V_{\max} > 0.
\]

**Proof.** We shall prove the maximum principle first. It is enough to consider \( f \in \mathcal{H} = \ell^2(\mathcal{M}) \) not identically zero. If \( f \) satisfies the periodic boundary condition (2.2), it is more convenient to extend \( f \) periodically to the entire \( \mathbb{Z}^d \) lattice such that

\[
f_{n+ke_i} = f_n, \quad i = 1 \cdots, d, \ n \in \mathbb{Z}^d
\]

The operator \( H \) is then extended to \( \ell^2(\mathbb{Z}^d) \) automatically as in (2.3), satisfying \((Hf)_n \geq 0, n \in \mathbb{Z}^d\).

Suppose \(-a := \min_{n \in \mathbb{Z}^d} f_n = \min_{n \in \mathcal{M}} f_n < 0 \). Let \( j \in \mathcal{M} \) be such that \( f_j = -a < 0 \). \((Hf)_j \geq 0 \) implies that

\[
2df_j + v_jf_j \geq \sum_{1 \leq i \leq d} (f_{j+e_i} + f_{j-e_i}) \geq 2df_j
\]

Notice that \( v_j \geq 0 \), \( f_j < 0 \) and \( f_{j+e_i} \geq f_j \), the only chance for the above inequality to hold is that \( v_j = 0 \) and \( f_{j+e_i} = f_{j-e_i} = -a \) for all \( 1 \leq i \leq d \). Repeat the above argument for \( f_{j+e_i}, 1 \leq i \leq d \) since now \( f_{j+e_i} = f_j < 0 \) is also a (global) minimum, we have \( f_{j+2e_i} = f_{j+e_i} = f_j < 0 \). Inductively, one has \( v_n = 0 \) for all \( n \in \mathcal{M} \) and \( f_n = f_j = -a < 0 \) for all \( n \in \mathcal{M} \), which is a contradiction. Therefore, \( f_n \geq 0 \) for all \( n \in \mathcal{M} \).

To obtain (2.13), it is enough to pick an appropriate test function. Now suppose \( u \in \mathcal{H} \) satisfies \((Hu)_n = 1, n \in \mathcal{M}\). Let \( \vec{1} \) be as in (2.9), and let \( f_n = u_n - V_{\max}^{-1} \cdot \vec{1} \). It is easy to check that

\[
(Hf)_n = (Hu)_n + V_{\max}^{-1} \cdot (\Delta \vec{1})_n - V_{\max}^{-1} \cdot (V \vec{1})_n = 1 - V_{\max}^{-1} \cdot v_n \geq 0
\]

since \((\Delta \vec{1})_n = 0 \) for all \( n \in \mathcal{M} \).

By the maximum principle, \( f_n = u_n - V_{\max}^{-1} \geq 0 \) for all \( n \in \mathcal{M} \), which gives (2.13). \( \square \)
The next lemma is a discrete analogue of Lemma 4.1 in [5], which is a new uncertainty principle regarding the effective potential $W_n = 1/u_n$.

**Lemma 2.14.** Let $H = -\Delta + V$ be as in (2.3). Suppose $(Hu)_n = 1, n \in M$ for $u \in \mathcal{H} = \ell^2(M)$. For any $f, g \in \mathcal{H}$, one has

\begin{equation}
(2.15) \quad \langle g, Hf \rangle_{\mathcal{H}} = \sum_{n \in M} \sum_{1 \leq i \leq d} \left( u_{n+e_i} u_n \cdot \nabla_i \frac{g_n}{u_n} \cdot \nabla_i \frac{f_n}{u_n} \right) + \sum_{n \in M} \frac{1}{u_n} g_n f_n
\end{equation}

where $\nabla_i \frac{g_n}{u_n} = \frac{g_{n+e_i}}{u_{n+e_i}} - \frac{g_n}{u_n}$ is as in (2.5).

In particular,

\begin{equation}
(2.16) \quad \langle f, Hf \rangle_{\mathcal{H}} = \sum_{n \in M} \sum_{1 \leq i \leq d} u_{n+e_i} u_n \cdot \left( \nabla_i \frac{f_n}{u_n} \right)^2 + \sum_{n \in M} \frac{1}{u_n} f_n^2 \geq \sum_{n \in M} \frac{1}{u_n} f_n^2
\end{equation}

**Proof.** The landscape equation (2.11) gives that for all $n \in M$,

\begin{equation}
(2.17) \quad \sum_{i} \frac{u_{n+e_i} + u_{n-e_i}}{u_n} + \frac{1}{u_n} = 2d + v_n.
\end{equation}

For $f, g \in \mathcal{H}$, we have that

\[ \langle g, Hf \rangle_{\mathcal{H}} = \langle g, Vf \rangle_{\mathcal{H}} + \langle g, -\Delta f \rangle_{\mathcal{H}} \]

\[ = \sum_{n \in M} v_n g_n f_n + \sum_{n \in M} g_n \sum_{1 \leq i \leq d} (2 f_n - f_{n+e_i} - f_{n-e_i}) \]

\[ = \sum_{n \in M} v_n g_n f_n + \sum_{n \in M} 2d g_n f_n - \sum_{n \in M} \sum_{1 \leq i \leq d} (g_n f_{n+e_i} + g_n f_{n-e_i}) \]

\[ = \sum_{n \in M} \left( \sum_{i} \frac{u_{n+e_i} + u_{n-e_i}}{u_n} + \frac{1}{u_n} \right) g_n f_n - \sum_{n \in M} \sum_{1 \leq i \leq d} (g_n f_{n+e_i} + g_n f_{n-e_i}) \]

In the last step we used (2.17) and the periodic condition $\sum_{1 \leq n \leq K} g_n f_{n-e_i} = \sum_{1 \leq n \leq K} g_{n+e_i} f_n$.

Continuing the computation, one has

\[ \sum_{n \in M} \left( \sum_{i} \frac{u_{n+e_i} + u_{n-e_i}}{u_n} + \frac{1}{u_n} \right) g_n f_n - \sum_{n \in M} \sum_{1 \leq i \leq d} (g_n f_{n+e_i} + g_n f_{n-e_i}) \]

\[ = \sum_{n \in M} \frac{1}{u_n} g_n f_n + \sum_{n \in M} \sum_{1 \leq i \leq d} \left( \frac{u_{n+e_i}}{u_n} g_n f_n + \frac{u_{n-e_i}}{u_n} g_n f_n \right) - \sum_{n \in M} \sum_{1 \leq i \leq d} (g_n f_{n-e_i} + g_{n+e_i} f_n) \]

\[ = \sum_{n \in M} \frac{1}{u_n} g_n f_n + \sum_{n \in M} \sum_{1 \leq i \leq d} \frac{u_n}{u_{n+e_i}} g_n f_n + \sum_{n \in M} \sum_{1 \leq i \leq d} \frac{u_n}{u_{n-e_i}} g_n f_{n+e_i} - \sum_{n \in M} \sum_{1 \leq i \leq d} (g_n f_{n-e_i} + g_{n+e_i} f_n) \]

where we used again the boundary condition for $u, f, g \in \mathcal{H}$ to rewrite the sum

\[ \sum_{1 \leq n \leq K} \frac{u_n}{u_{n+e_i}} g_n f_n = \sum_{1 \leq n \leq K} \frac{u_n}{u_{n+e_i}} g_{n+e_i} f_{n+e_i}, \]
Therefore,

$$\langle g, Hf \rangle_{\mathcal{H}} = \sum_{n \in \mathcal{M}} \frac{1}{u_n} g_n f_n + \sum_{n \in \mathcal{M}} \sum_{1 \leq s \leq d} \frac{u_{n+e_s}}{u_n} \left( g_n f_n + \frac{u_n}{u_{n+e_s}} \frac{g_{n+e_s} f_{n+e_s} - g_{n+e_s} f_n}{u_{n+e_s}} \right)$$

$\square$

Equation (2.16) shows that $\langle f, Hf \rangle_{\mathcal{H}}$ is conjugated to a new Hamiltonian which has a similar form but with a new potential $1/u_n$ replacing $v_n$. The new potential captures effects of both the kinetic and the potential energies. Similar conjugate was first found for the continuous case in [5], which plays the most important role. In the next section, we are going to show that (2.16) implies that eigenfunctions have “most” of their mass in the region where $1/u_n$ is relatively small (effective wells); and exponential decay in the complementary region. Such result is usually referred as decay estimates of Agmon type.

2.3. Agmon estimates. To formulate our result precisely, we need a few more definitions. Suppose $(\mu, \varphi)$ is an eigenpair and $u$ is the landscape function of $H$ in $\mathcal{H} = l^2(M)$, i.e., $H\varphi = \mu \varphi$, and $Hu = \overline{1}$. For $\delta > 0$, let the classical allowed region associated to the effective potential $1/u_n$ be given by

$$J_\delta(\mu) := \left\{ n \in \mathcal{M} : \frac{1}{u_n} \leq \mu + \delta \right\}$$

Define

$$w_\mu(n) = \left( \frac{1}{u_n} - \mu \right)_{+} := \max \left\{ \frac{1}{u_n} - \mu, 0 \right\}, \ n \in \mathcal{M}$$

The Agmon metric associated to this weight function will be defined as

$$\rho_\mu(n, m) = \inf_{\gamma \in \mathcal{P}(n, m)} \sum_{j=1}^{k(\gamma)} \ln \left( 1 + \sqrt{\min\{w_\mu(\gamma_j), w_\mu(\gamma_{j+1})\}} \right)$$

where $\mathcal{P}(n, m)$ is the collection of possible unit step path in $M \subset \mathbb{Z}^d$, connecting $n$ and $m$,

$$\mathcal{P}(n, m) = \{ \gamma = \{\gamma_j\}_{j=1}^{k} \subset M, k = k(\gamma) \in \mathbb{N} |$$
\[ \gamma_1 = n, \gamma_k = m, |\gamma_{j+1} - \gamma_j|_1 = 1, j = 1, \ldots, k - 1 \] 

It is easy to check that the infimum can always be attained by a non-self-intersecting path in the cube \( M \) since there are only finitely many of them. Therefore, \( \rho_\mu(n, m) \leq \rho_\mu(n, \ell) + \rho_\mu(\ell, m), \forall m, n, \ell \in M \), which indeed defines a semi-metric in the cube. Also note the metric between points in a connected component of the set \( \{w_\mu(n) = 0\} \subset J_\delta(\mu) \) is zero.

The Agmon distance (weight) to the classical allowed region is defined as

\[ h_n = \inf_{m \in J_\delta(\mu)} \rho_\mu(n, m) \quad (2.21) \]

With these notations, we have

**Theorem 2.22.** Suppose \( K \in \mathbb{N}, K \geq 3 \). Let \( H = -\Delta + V \) be as in (2.3) and let \((\mu, \varphi)\) be an eigenpair of \( H \). For \( \delta > 0, 0 < \mu \leq V_{\text{max}} - \delta \), let \( h_n \) be given as in (2.21) for \( \mu, \delta \) and \( 1/|u_n| \).

There is an absolute constant \( C > 0 \) such that for all \( 0 < \alpha < 1/\sqrt{Cd} \), the following holds true:

\[ \sum_{h_n \geq 1} e^{2\alpha h_n} \varphi_n^2 \leq \frac{C_0}{\delta} \sum_{n \in M} \varphi_n^2 \quad (2.23) \]

where

\[ C_0 = \frac{4e^{2\alpha} + (2 + 6C_0^2)e^{2\alpha} \cdot V_{\text{max}}}{1 - C_0^2} \quad (2.24) \]

**Remark 2.25.** In the continuum setting, the Agmon metric and distance are usually defined in a slightly different way, see e.g. [25]. Let \( w(x) \) be a non-degenerate weight in \( \mathbb{R}^d \). The Agmon metric in \( \mathbb{R}^d \) associated to \( w \) is given by

\[ \rho_{\text{conti}}(x, y) = \inf_\gamma \int_0^1 \sqrt{w(\gamma(t)) |\dot{\gamma}(t)|} \, dt \]

where the infimum taken over absolutely continuous paths \( \gamma : [0, 1] \to \mathbb{R}^d \) from \( \gamma(0) = x \) to \( \gamma(1) = y \).

If the weight function \( w \) is small, the Agmon metric for the discrete case will have the same order as the Agmon metric for the continuous case since \( \ln(1 + \sqrt{w}) \sim \sqrt{w} \).

For large \( w \), the logarithm in (2.20) is very important. It is not only necessary for our proof of Theorem 2.22 in the discrete setting, see also the technical Lemma 2.26 below. Also, (2.23) implies that, roughly speaking, the eigenfunction decays at a rate \( |\varphi_n| \leq e^{-\kappa h_n} \). The logarithmic order of \( h_n \) is consistent with the logarithmic order of the Lyapunov exponent for some famous tight-binding models, e.g. the almost Mathieu operator [27, 11] in the large coupling regime. The precise order of \( h_n \) is also related to the so-called inverse participation ratio of a localized eigenfunction \( \varphi \), \( \text{IPR}(\varphi) = (\sum_{n \in M} \varphi_n^4) / (\sum_{n \in M} \varphi_n^2)^2 \). The analysis and the numerical experiment for the Agmon distance \( h_n \), the Lyapunov exponent and the inverse participation ratio are more complicated and subtle. We defer these to another paper.
To prove Theorem 2.22, we need two more technical lemmas. The first one is a preliminary estimate of the discrete Agmon distance.

**Lemma 2.26.** Suppose \( n, m \in M \), and \(|m - n|_1 = 1\), then
\[
|h_m - h_n| \leq \ln \left( 1 + \sqrt{\min\{w_\mu(n), w_\mu(m)\}} \right)
\]
As a consequence, there is an absolute constant \( C > 0 \) such that for any \( \alpha > 0 \), \( n, m \in M \), and \(|m - n|_1 = 1\),
\[
(e^{\alpha(h_m - h_n)} - 1)^2 \leq C\alpha^2w_\mu(n).
\]

**Remark 2.29.** The proof of (2.27) is straightforward from the triangle inequality of \( \rho_\mu \) and the definition of \( h_n \). (2.28) follows from the fact \(|e^{ix} - 1| \leq \max(|x|, |e^{ix}|)\) for all \( x \). We omit the detail of the proof.

The next lemma is a direct application of Lemma 2.14 to the eigenpair \((\mu, \varphi)\), which plays the key role in the proof of the main theorem.

**Lemma 2.30.** Suppose \((\mu, \varphi)\) is an eigenfunction of \( H \) in \( \mathcal{H} = \ell^2(M) \). Let \( u \in \mathcal{H} \) be the landscape function for \( H \) given by Theorem 2.10. Then for any \( g \in \mathcal{H} \), the following identity holds true:
\[
\sum_{n \in M} \left( \frac{1}{u_n} - \mu \right) \varphi_n^2 |g_n|^2 + \sum_{n \in M} \sum_{1 \leq i \leq d} u_{n+e_i}u_n \left( \frac{g_{n+e_i} \varphi_{n+e_i}}{u_{n+e_i}} - \frac{g_n \varphi_n}{u_n} \right)^2 = 0.
\]
As a consequence of the positivity of \( u \), one has
\[
\sum_{n \in M} \left( \frac{1}{u_n} - \mu \right) \varphi_n^2 |g_n|^2 \leq \frac{1}{2} \sum_{n \in M} \sum_{|m-n|_1 = 1} (g_m - g_n)^2.
\]

**Proof.** We denote by \( g^2 \varphi \) the sequence \((g^2 \varphi)_n = g^2_n \varphi_n\) for simplicity. (2.15) implies that
\[
\langle g^2 \varphi, H \varphi \rangle = \sum_{n \in M} \sum_{1 \leq i \leq d} u_{n+e_i}u_n \cdot \nabla_i \frac{g_n^2 \varphi_n}{u_n} \cdot \nabla_i \frac{\varphi_n}{u_n} + \sum_{n \in M} \frac{1}{u_n} g_n^2 \varphi_n^2.
\]
Expanding the first term on the right hand side, one has
\[
\sum_{n \in M} \sum_{1 \leq i \leq d} u_{n+e_i}u_n \cdot \nabla_i \frac{g_n^2 \varphi_n^2}{u_n} \cdot \nabla_i \frac{\varphi_n}{u_n}
= \sum_{n \in M} \sum_{1 \leq i \leq d} u_{n+e_i}u_n \left( \frac{g_{n+e_i}^2 \varphi_{n+e_i}^2}{u_{n+e_i}^2} - \frac{g_n^2 \varphi_n^2}{u_n^2} \right) \left( \frac{\varphi_{n+e_i}}{u_{n+e_i}} - \frac{\varphi_n}{u_n} \right)
= \sum_{n \in M} \sum_{1 \leq i \leq d} u_{n+e_i}u_n \left( \frac{g_{n+e_i}^2 \varphi_{n+e_i}^2}{u_{n+e_i}^2} + \frac{g_n^2 \varphi_n^2}{u_n^2} \right) - \varphi_{n+e_i} \varphi_n \left( g_{n+e_i}^2 + g_n^2 \right)
\]
Case I:

where \( C(2.34) \) now follows directly by putting the above three equations together.

\[
\sum_{n \in M} \sum_{1 \leq i \leq d} u_{n+i} u_n \left( \frac{g_{n+i} \varphi_{n+i} - g_n \varphi_n}{u_n} \right)^2 - \sum_{n \in M} \sum_{1 \leq i \leq d} \varphi_{n+i} \varphi_n \left( g_{n+i} - g_n \right)^2
\]

On the other hand \( H \varphi = \mu \varphi \) gives

\[
\langle g^2 \varphi, H \varphi \rangle = \langle g^2 \varphi, \mu \varphi \rangle = \sum_{n \in M} \mu g_n^2 \varphi_n^2
\]

(2.31) now follows directly by putting the above three equations together.

To show (2.32), the only estimate needed is \( \varphi_{n+e} \varphi_n \leq \frac{1}{2} (\varphi_{n+e}^2 + \varphi_n^2) \). Then it is enough to shift the sum containing \( \varphi_{n+e}^2 \) using the periodic boundary condition for \( \varphi, g \in \mathcal{H} \):

\[
\sum_{n \in M} \varphi_{n+e}^2 \left( g_{n+e} - g_n \right)^2 = \sum_{n \in M} \varphi_n^2 \left( g_n - g_{n-e} \right)^2
\]

Summing over all \( n \in M \) and \( 1 \leq i \leq d \), one has

\[
\sum_{n \in M} \sum_{1 \leq i \leq d} \varphi_{n+e} \varphi_n \left( g_{n+e} - g_n \right)^2 \leq \frac{1}{2} \sum_{n \in M} \sum_{1 \leq i \leq d} \varphi_n^2 \left( g_n - g_{n-e} \right)^2 + \frac{1}{2} \sum_{n \in M} \sum_{1 \leq i \leq d} \varphi_n^2 \left( g_{n+e} - g_n \right)^2
\]

Then

\[
\sum_{1 \leq i \leq d} \left[ \left( g_{n+e} - g_n \right)^2 + \left( g_n - g_{n-e} \right)^2 \right] = \sum_{|m-n|=1} (g_m - g_n)^2
\]

implies (2.32) by dropping the positive term containing \( u_{n+e} u_n \) on the left hand side of (2.31). \( \square \)

Now we are ready to prove our main result.

**Proof of Theorem 2.22.** For \( 0 < \mu \leq V_{\max} - \delta \), Lemma 2.26 and Lemma 2.12 imply that for all \( n, m \in M, |m - n|_1 = 1 \),

\[
|h_m - h_n| \leq \sqrt{\left( \frac{1}{u_n} - \mu \right)} \leq \sqrt{V_{\max}}
\]

(2.33)

\[
(e^{\alpha(h_n - h_m)} - 1)^2 \leq C \alpha^2 \left( \frac{1}{u_n} - \mu \right) \leq C \alpha^2 V_{\max}
\]

(2.34)

where \( C \) is the absolute constant in Lemma 2.26.

Now we are going to apply Lemma 2.30 to the following test function

\[
g_j = \begin{cases} h_j e^{a h_j}, & \text{if } h_j < 1 \\ e^{a h_j}, & \text{if } h_j \geq 1 \end{cases}
\]

(2.35)

We need to estimate \( g_m - g_n \) for \( |m - n|_1 = 1 \), in the following three cases. Let \( I_1 = \{ j \in M \mid h_j \geq 1 \}, \ I_2 = \{ j \in M \mid h_j < 1 \} \) and \( B_1(n) = \{ m \in M \mid |m - n|_1 = 1 \} \)

**Case I:** \( n \in I_1, m \in I_1 \cap B_1(n) \).

\[
(g_m - g_n)^2 = e^{2 a h_n} (e^{a h_n - a h_m} - 1)^2 \leq C \alpha^2 e^{2 a h_n} \left( \frac{1}{u_n} - \mu \right)
\]
Case II: $n \in I_2, m \in I_2 \cap B_1(n)$.

\[
(g_m - g_n)^2 = \left| (h_m - h_n)e^{\alpha h_n} + h_n(e^{\alpha h_n} - e^{\alpha h}) \right|^2 \\
\leq 2e^{2\alpha h_n}(h_m - h_n)^2 + 2h_ne^{2\alpha h_n}(e^{\alpha h_n} - e^{\alpha h})^2 \\
\leq 2e^{2\alpha}V_{\max} + 2e^{2\alpha}C\alpha^2V_{\max} = 2e^{2\alpha}(1 + C\alpha^2)V_{\max}
\]

Case III: $n \in I_1, m \in I_2 \cap B_1(n)$ or $n \in I_2, m \in I_1 \cap B_1(n)$.

Suppose $h_n \geq 1, h_m < 1$.

\[
(g_m - g_n)^2 = \left| (h_m - 1)e^{\alpha h_m} + (e^{\alpha h_m} - e^{\alpha h}) \right|^2 \\
\leq 2e^{2\alpha h_m}(h_m - 1)^2 + 2e^{2\alpha h_m}(1 - e^{\alpha h_n - \alpha h_m})^2 \\
\leq 2e^{2\alpha} + 2C\alpha^2e^{2\alpha} \cdot V_{\max}
\]

The estimate for $h_n < 1, h_m \geq 1$ is the same.

We now use these three bounds to estimate the right hand side of (2.32). Note that $\#(I_i \cap B_1(n)) \leq \#(B_1(n)) \leq 2d$ for $i = 1, 2$ and all $n \in M$.

\[
\sum_{n \in M} \varphi_n^2 \sum_{|m-n|=1} (g_m - g_n)^2 = \sum_{n \in I_1} \varphi_n^2 \sum_{m \in I_1 \cap B_1(n)} (g_m - g_n)^2 + \sum_{n \in I_2} \varphi_n^2 \sum_{m \in I_2 \cap B_1(n)} (g_m - g_n)^2 \\
+ \sum_{n \in I_1} \varphi_n^2 \sum_{m \in I_2 \cap B_1(n)} (g_m - g_n)^2 + \sum_{n \in I_2} \varphi_n^2 \sum_{m \in I_1 \cap B_1(n)} (g_m - g_n)^2 \\
\leq 2dc\alpha^2 \sum_{h_n \geq 1} \varphi_n^2 e^{2\alpha h_n} \left( \frac{1}{u_n} - \mu \right) + \\
+ 2d \left( 2e^{2\alpha}(1 + C\alpha^2)V_{\max} + 4e^{2\alpha} + 4C\alpha^2e^{2\alpha}V_{\max} \right) \sum_{n \in M} \varphi_n^2
\]

On the other hand, note that $\{\frac{1}{u_n} \leq \mu \} \subset \{\frac{1}{u_n} \leq \mu + \delta \} = J_\delta(\mu)$. Therefore, $\frac{1}{u_n} \leq \mu$ implies that $h_n = 0 < 1$ and $g_n = h_ne^{\alpha h_n} = 0$. Hence,

\[
\sum_{n \in M} \left( \frac{1}{u_n} - \mu \right) \varphi_n^2 g_n^2 = \sum_{n \in M} \left( \frac{1}{u_n} - \mu \right) \varphi_n^2 g_n^2 \geq \sum_{h_n \geq 1} \left( \frac{1}{u_n} - \mu \right) \varphi_n^2 g_n^2 \\
= \sum_{h_n \geq 1} \left( \frac{1}{u_n} - \mu \right) \varphi_n^2 e^{2\alpha h_n}
\]

Combining these estimates with (2.32), one has

\[
(1 - C\alpha^2) \sum_{h_n \geq 1} \varphi_n g_n^2 \left( \frac{1}{u_n} - \mu \right) \leq C_1d \sum_{n \in M} \varphi_n^2
\]

where $C_1 = 4e^{2\alpha} + (2 + 6C\alpha^2)e^{2\alpha}V_{\max}$.
Finally, it is easy to check that \( h_n \geq 1 \) implies that \( 1/a_n > \mu + \delta \). Therefore,
\[
(1 - C d \alpha^2)\delta \sum_{h_n \geq 1} \varphi^2_n e^{2\alpha h_n} \leq C_1 d \sum_{n \in M} \varphi^2_n
\]
which immediately gives (2.23).

2.4. Dual landscape for the high energy modes. In this part, we are going to show that the theory of the localization landscape also explains the localization of high energy states oscillating see Figure 8. To this end, we study the symmetric property of the discrete Schrödinger operator \( H \). For \( \varphi \in H = \ell^2(M) \), let
\[
(2.36) \quad \tilde{\varphi}_n = (-1)^{s(n)} \varphi_n, \quad n \in M
\]
where \( s(n) = \sum_{j=1}^d n_j \) for \( n = (n_1, n_2, \ldots, n_d) \in \mathbb{Z}^d \). Recall that \( M = \mathbb{Z}^d / K \mathbb{Z}^d \) is the equivalent class and \( \varphi \in \ell^2(M) \) implies the periodic condition (2.2) \( \varphi_n = \varphi_{n + K e_i} \). For \( \tilde{\varphi} \) given by (2.36), it is easy to check that
\[
(2.37) \quad \tilde{\varphi}_{n + K e_i} = (-1)^{s(n + K e_i)} \tilde{\varphi}_{n + K e_i} = (-1)^{K} (-1)^{s(n)} \varphi_n = (-1)^{K} \tilde{\varphi}_n
\]
In other words, the transformation defined in (2.36) will change the periodic boundary condition on the finite box \( M \), unless \( K \) is even. We will restrict to the periodic boundary condition in this part and only consider the case where \( K \) is an even integer and \( \tilde{\varphi} \in \ell^2(M) \).

Now suppose \( (\mu, \varphi) \) is an eigenpair of \( H = -\Delta + V \) in \( H = \ell^2(M) \). By substituting \( \tilde{\varphi}_n = (-1)^{s(n)} \varphi_n \) into the equation
\[
- \sum_{1 \leq i \leq d} (\varphi_{i+n} + \varphi_{i-n}) + 2d \varphi_n + v_n \varphi_n = \mu \varphi_n
\]
and using the the fact \( s(n \pm e_i) = s(n) \pm 1 \), one has
\[
\sum_{1 \leq i \leq d} (\tilde{\varphi}_{i+n} + \tilde{\varphi}_{i-n}) + 2d \tilde{\varphi}_n + v_n \tilde{\varphi}_n = \mu \tilde{\varphi}_n
\]
It is easy to check that the above equation can be rewritten as
\[
(2.38) \quad - \sum_{1 \leq i \leq d} (\tilde{\varphi}_{i+n} + \tilde{\varphi}_{i-n}) + 2d \tilde{\varphi}_n + (V_{\max} - v_n) \tilde{\varphi}_n = (4d + V_{\max} - \mu) \tilde{\varphi}_n
\]
Equivalently, one has for \( \tilde{\varphi} \in H \) given by (2.36),
\[
(-\Delta + \tilde{V}) \tilde{\varphi} = \tilde{\mu} \tilde{\varphi}
\]
where \( \tilde{V} = (\tilde{v}_n)_{n \in M}, \tilde{v}_n = V_{\max} - v_n \) is a non-negative potential acting in \( H \) in the same way as \( V \), and
\[
(2.39) \quad \tilde{\mu} := 4d + V_{\max} - \mu
\]
In other words, \( (\mu, \varphi) \) is an eigenpair of \( H \) iff \((\tilde{\mu}, \tilde{\varphi})\) given as above is an eigenpair of a dual operator \( \tilde{H} := -\Delta + \tilde{V} \), defined by the left hand side of (2.38).
If $K$ is odd, then the dual state $\tilde{\varphi}$ defined in (2.36) will satisfy the so-called anti-periodic (AP) boundary condition instead, which does not belong to $\ell^2(M)$. In this case, the dual operator and the dual eigenvalue equation turns out to be

$$H^{\text{AP}} \tilde{\varphi} = \tilde{\mu} \tilde{\varphi}, \quad H^{\text{AP}} = -\Delta^{\text{AP}} + \tilde{V}$$

(2.40)
e.g., one can easily find the matrix representation of $-\Delta^{\text{AP}}$ acting on $\mathbb{R}^3$:

$$-\Delta^{\text{AP}} = \begin{pmatrix} 2 & -1 & 1 \\ -1 & 2 & -1 \\ 1 & -1 & 2 \end{pmatrix}$$

Unfortunately, Schrödinger operator $H^{\text{AP}}$ with anti-periodic boundary condition does not satisfy the maximal principle Lemma 2.12, e.g.,

$$\begin{pmatrix} 2 & -1 & 1 \\ -1 & 2 & -1 \\ 1 & -1 & 2 \end{pmatrix} \begin{pmatrix} -1 \\ 1 \\ 3 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 4 \end{pmatrix}$$

So far, the localization landscape theory is only known to work for operators satisfying certain types of maximal principle. We do not plan to extend the framework of the localization landscape theory to operators such as $H^{\text{AP}}$. Below, we will only restrict to cube $M$ with even size $K$, when we are working on dual landscape theory. Note that the original landscape in Theorem 2.22 has no restriction on $K$.

Now let us consider the dual operator $\tilde{H}$ for even $K$. Suppose $(\tilde{\mu}, \tilde{\varphi})$ is an eigenpair of $\tilde{H}$. Note that $0 \leq \tilde{V} \leq V_{\text{max}}$. Theorem 2.10 implies there is a dual landscape $\tilde{u}$ satisfying $(\tilde{H}\tilde{u})_n = 1$ correspondingly. Now we can define the Agmon distance $\tilde{h}_n$ with respect to this dual landscape function $\tilde{u}$ and $\tilde{\mu}$ exactly in the same way as (2.21). More precisely, the dual effective well associated to $\tilde{u}$ is defined as

$$\tilde{J}_\delta(\tilde{\mu}) := \left\{ n \in M : \frac{1}{\tilde{u}_n} \leq \tilde{\mu} + \delta \right\} = \left\{ n \in M : \frac{1}{\tilde{u}_n} \leq 4d + V_{\text{max}} - \mu + \delta \right\}$$

(2.41)

And the Agmon metric $\tilde{\rho}_\delta(n, m)$ will be defined as in (2.20), associated to $(1/\tilde{u}_n - \tilde{\mu})_+$. The dual Agmon distance (weight) to is defined as

$$\tilde{h}_n = \inf_{m \in J_\delta(\tilde{\mu})} \tilde{\rho}_\delta(n, m)$$

(2.42)

Theorem 2.22 implies that for $\tilde{\mu} \leq V_{\text{max}} - \delta$,

$$\sum_{\tilde{h}_n \geq 1} e^{2\alpha \tilde{h}_n} \tilde{\varphi}_n^2 \leq \frac{C_0}{\delta} \sum_{n \in M} \tilde{\varphi}_n^2$$

where $C_0$ is the same constant given in (2.24). The transform (2.36) does not change the square amplitude of the states, i.e., $\tilde{\varphi}_n^2 = \varphi_n^2$ where $(\mu, \varphi)$ is the eigenpair of the original operator $H$. Note that (2.39) implies $\mu \geq 4d + \delta$. In summary, this dual landscape $\tilde{u}$ provides exponential decay estimates of Agmon type near the top of the spectrum of $\tilde{H}$:
**Figure 4.** The collection of the circled dots is the box $M = \{1, 2, 3, 4, 5\} \times \{1, 2, 3, 4, 5\} \subset \mathbb{Z}^2$. The collection of the stared dots is the outer boundary of $M$. The circled dots connected by the straight line form the inner boundary of $M$.

**Theorem 2.43.** Let $K \in \mathbb{N}, K \geq 3$ is an even integer and let $H = -\Delta + V$ be the Schrödinger operator on $\ell^2(M)$, as defined in (2.3). Let \( \tilde{H} = -\Delta + V_{\text{max}} - V \) and let $\tilde{u}$ be the dual landscape function satisfying $(\tilde{H}\tilde{u})_n = 1$. Suppose $(\mu, \varphi)$ is an eigenpair of $H$. For $\delta > 0$, $\mu \geq 4d + \delta$, let $\tilde{\mu} = 4d + V_{\text{max}} - \mu$ and let $\tilde{h}_n$ be defined as in (2.42) for $\tilde{u}, \tilde{\mu}, \delta$. For all $0 < \alpha < 1/\sqrt{Cd}$, the following holds true:

\[
\sum_{h_n \geq 1} e^{2\tilde{h}_n} \varphi_n^2 \leq \frac{C_0}{\delta} \sum_{n \in M} \varphi_n^2
\]

where $C, C_0$ are the same constants as in Theorem 2.22.

### 3. Dirichlet boundary condition

In this Section, we discuss the generalization of the results to the Dirichlet boundary condition. Let $M = [1, K]^d \cap \mathbb{Z}^d$ be a cube in $\mathbb{Z}^d$, with $K \in \mathbb{N}$ points in each direction. We denote by

\[
\partial M = \{ \ n \in \mathbb{Z}^d : n_i = 0 \text{ or } K + 1 \text{ for (only) one } 1 \leq i \leq d \ \}
\]

the outer boundary of $M$, and denote by

\[
\partial^* M = \{ \ n \in \mathbb{Z}^d : n_i = 1 \text{ or } K \text{ for some } 1 \leq i \leq d \ \}
\]

the inner boundary. We also denote by $\overline{M} = M \cup \partial M$. See a cube of size $K = 5$ in $\mathbb{Z}^2$ and its outer and inner boundaries in Figure 4 for example.
Let $\Delta$ be the Laplacian on $\ell^2(\mathbb{Z}^d)$ as defined in (2.1). We denote by $\Delta^D$ the Laplacian on $\ell^2(M)$, with Dirichlet boundary condition, given by

$$
(\Delta^D \phi)_n = \begin{cases} 
\sum_{|m-n|_1=1} \phi_m - 2d\phi_n, & n \notin \partial^0 M \\
\sum_{|m-n|_1=1, m \in M} \phi_m - 2d\phi_n, & n \in \partial^0 M 
\end{cases}
$$

(3.3)

If one consider the ‘extended’ vector space

$$
\mathcal{H} = \{ \bar{\phi} = (\phi_n)_{n \in M} | (\phi_n)_{n \in M} \in \ell^2(M), (\phi_n)_{n \in \partial M} = 0 \}
$$

(3.4)

then clearly, $(\Delta^D \bar{\phi})_n = \sum_{|m-n|_1=1} \bar{\phi}_m - 2d\bar{\phi}_n, n \in M$. In other words, $\Delta^D$ is the direct restriction of $\Delta$ on the cube $M$ by assigning zero value outside of $M$, where the term in $\Delta$ connecting $M$ and $M^C$ are completely removed. This is one of the reasonable analogues of the Dirichlet boundary condition in $\mathbb{R}^d$. Similar to the periodic case, $-\Delta^D$ acting on the finite dimensional space $\ell^2(M)$ has its matrix representation. Take $M = \{1, 2, \cdots, K\} \subset \mathbb{Z}$ for example, $\Delta^D$ can be identified as the following $K \times K$ matrix, acting on $(\phi_1, \cdots, \phi_K)^T$,

$$
-\Delta^D = \begin{pmatrix} 2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & 2 & -1 \\
0 & \cdots & 0 & -1 & 2 \end{pmatrix}_{K \times K}
$$

(3.5)

The Schrödinger operator that we are interested is given by $H^D = -\Delta^D + V$, where $V$ is the same multiplication operator as in the periodic case (2.3). The framework in the periodic case allows one to obtain similar Agmon type of localization results for $H^D$, with some slightly different technicalities. We will briefly explain the difference for the Dirichlet case below.

We use the same notations of directional derivatives and gradient as in Section 2.2 for vectors in $\ell^2(\mathbb{Z}^d)$. Restricting on a finite box, one can easily check that the Green’s identity (2.7) in the Dirichlet case looks slightly different since the boundary is polluted. Actually, for $f, \in \mathcal{H} = \ell^2(M)$, it is more convenient to consider their extension $\bar{f} \in \mathcal{H}$ where $\bar{f}|_M = f$ and $\bar{f}|_{\partial M} = 0$. By the same computation as in Lemma 2.6, one has

$$
\langle g, -\Delta^D f \rangle_{\mathcal{H}} = \sum_{n \notin \partial M} g_n f_n + \sum_{n \notin M} (\nabla g \cdot \nabla f)(n) = \sum_{n \notin M} (\nabla \bar{g} \cdot \nabla \bar{f})(n)
$$

(3.6)

1Such boundary condition is sometimes referred as the ‘simple’ boundary condition in the context of tight-binding Schrödinger operators, which does not satisfy the so-called Dirichlet-Neumann bracketing as in the continuous case. We are not using Dirichlet-Neumann bracketing in the current work and therefore are not extending the discussion on this. For other boundary conditions in the tight-binding model, we refer readers to e.g. [29].
Clearly, $-\Delta^D$ is strictly positive since $\langle f, \Delta f \rangle > 0$, for any $0 \neq f \in \ell^2(M)$. Therefore $H^D = -\Delta^D + V$ is invertible on $\ell^2(M)$ since $V$ is non-negative, and the landscape function is well defined through the equation $(H^D u)_n = 1, n \in M$. The positivity of $u_n$ is again from the maximum principle for $H^D$, whose proof is similar to Lemma 2.12. We omit the details here. Now let $\vec{1} \in H$ be the constant one vector as usual. Let $f = u - \beta^{-1} \cdot \vec{1}$, where

$$\beta = V_{\max} + d$$

It is easy to check that $(\Delta^D \vec{1})_n = 0$ for $n \in M \setminus \partial^\ast M$, which implies that

$$(H^D f)_n = 1 - \beta^{-1} \cdot v_n \geq 0, \quad n \in M \setminus \partial^\ast M.$$ 

If $n \in \partial^\ast M$, by the second line in (3.3) , one has

$$-(\Delta^D \vec{1})_n = -\sum_{|m-n|=1, m \in M} 1 + 2d = 2d - \# \{ m \in M, |m-n|=1 \}$$

$$= \# \{ m \notin M, |m-n|=1 \} := k_n$$

It is easy to check that for $n \in \partial^\ast M$, $1 \leq k_n \leq d$. Therefore,

$$(H^D f)_n = (H^D u)_n - \beta^{-1} \left( - (\Delta^D \vec{1})_n + (V \vec{1})_n \right)$$

$$= 1 - \beta^{-1} \cdot (k_n + v_n) \geq 1 - \beta^{-1} \cdot (d + V_{\max}) \geq 0, \quad n \in \partial^\ast M.$$ 

By the maximal principle, $f_n = u_n - \beta^{-1} \geq 0$ for all $n \in M$, which gives a slightly modified lower bound compared with (2.13):

$$\min_{n \in M} u_n \geq \beta^{-1} = \frac{1}{V_{\max} + d}$$

Using the Green’s identity (3.6), one can obtain uncertainty principle Lemma 2.14 and Lemma 2.30 for the Dirichlet case in the same way, by setting the terms to be zero if $n + e_i \notin M$. We summarize the results as the following lemma and omit the proof.

**Lemma 3.9.** Suppose $(H^D u)_n = 1, n \in M$ for $u \in H = \ell^2(M)$. For any $f, g \in H$, one has

$$\langle g, H^D f \rangle_H = \sum_{1 \leq i \leq d, n \text{ and } n+e_i \in M} \left( u_{n+e_i} u_n \cdot \nabla_i g_n \cdot \nabla_i f_n \right) + \sum_{n \in M} \frac{1}{u_n} g_n f_n$$

If, in addition, $(\varphi, \mu)$ is an eigenpair of $H^D$ on $H$, then for any $g \in H$, the following is true:

$$\sum_{n \in \Lambda^d} \left( \frac{1}{u_n} - \mu \right) \varphi_n g_n^2 \leq \frac{1}{2} \sum_{n \in \Lambda^d} \varphi_n^2 \sum_{m \in \Lambda^d, |m-n|=1} (g_m - g_n)^2$$

With this lemma, one can obtain the Agmon type of estimates for the eigenfunction $\varphi$ of $H^D$. The proof is exactly the same as for Theorem 2.22, except that one needs to replace the upper bound of $1/u_n \leq V_{\max}$ by $V_{\max} + d$, as provided by (3.8) in the Dirichlet case.
For the high energy state, dual landscape works in the Dirichlet case exactly in the same way as for the periodic case. Moreover, following the computation in (2.36)-(2.39), one can easily check that the zero boundary condition is preserved for the dual operator for any $M$. In other words, dual landscape in the Dirichlet case does not need the size of the domain $M$ to be even. For any $K \in \mathbb{N}$, $(\mu, \varphi)$ is an eigen-pair for $H^D$, iff $(4d + V_{\text{max}} - \mu, \tilde{\varphi})$ is an eigen-pair for $\tilde{H}^D$, where $\varphi, \tilde{\varphi}$ are linked through (2.36) and the operator $\tilde{H}^D$:

$$\tilde{H}^D := -\Delta^D + V_{\text{max}} - V.$$ 

In summary, let $h_n$ be the Agmon distance defined as in (2.19) for $H^D$ associated to $u_n$ and let $\tilde{h}_n$ be defined for the dual operator $\tilde{H}^D$ associated to $\tilde{u}_n$ as in (2.42), one has

**Theorem 3.12.** Suppose $K \in \mathbb{N}, K \geq 3$. Let $H^D = -\Delta^D + V$ be as in (3.3). Let $(\mu, \varphi)$ be an eigenpair of $H^D$. There is an absolute constant $C > 0$ such that for all $0 < \alpha < 1/\sqrt{Cd}$, the following holds true: for any $\delta > 0$, if $0 < \mu \leq V_{\text{max}} - \delta$, then

$$\sum_{h_n \geq 1} e^{2\alpha h_n} \varphi_n^2 \leq \frac{C_2}{\delta} \sum_{n \in M} \varphi_n^2$$

and if $\mu \geq 4d + \delta$, then

$$\sum_{h_n \geq 1} e^{2\alpha \tilde{h}_n} \varphi_n^2 \leq \frac{C_2}{\delta} \sum_{n \in M} \varphi_n^2$$

where

$$C_2 = \frac{4e^{2\alpha}d + (2 + 6C\alpha^2)e^{2\alpha}d \cdot (V_{\text{max}} + d)}{1 - C\alpha^2}.$$ 

4. **More numerical experiments**

Our approach in Section 2 is deterministic. In this part, we mainly present numerical experiments to verify our theoretical results. We consider the Schrödinger operators with disordered potentials for $d = 1, 2$ to show how the structure of wells and barriers of the effective potential $W_n = 1/u_n$ can be used to predict the locations and approximate supports of localized eigenfunctions. The numerical behavior of the periodic case and the Dirichlet case are similar. We will show one example of the ground state for the 1-d periodic boundary condition first.

Our main result Theorem 2.22 says that for an eigenpair $(\mu, \varphi)$, the component $\varphi_n$ is at most of size $e^{c_1 h_n}$; with $h_n$ the effective distance from a union of effective potential wells $J_\delta(\mu) := \{n \in M : 1/u_n \leq \mu + \delta\}$. For general deterministic potential, the theorem does not guarantee the number or the size of wells (connected component in $J_\delta(\mu)$) as well as the separation of the wells. In other words, $\varphi_n$ only decays insofar as the function $h_n$ grows. But numerical results have shown great performance, in which the growth of $h_n$ and the way it matches the decay of eigenfunctions are very evident. To illustrate this, we still consider the Bernoulli potential in Figure 1, based on which, we compare the location of
the localized first eigenfunction $\phi^{(1)}$ (in green) and its relation to the effective potential $W_n = 1/u_n$, displayed in Figure 5.

![Figure 5. Effective potential $1/u_n$ (filled blue piecewise constant), and the effective wells $J_\delta(\mu_1) = \{1/u_n \leq \mu_1 + \delta\}$ with the first eigenfunction $\phi^{(1)}$ superimposed in green scale, for the operator in (2.4) with the Bernoulli random potential in Figure 6. The horizontal line segment near the bottom indicates the value $\mu_1 + \delta$, where $\mu_1 = 0.0367$ and $\delta = 0.01$.](image)

In Figure 5, the horizontal line, $\mu_1 + \delta$ determines a single well $J_\delta(\mu_1) = \{1/u_n \leq \mu_1 + \delta\}$. Note that the fundamental state is almost trapped in this single well actually, which shows the effectiveness of the landscape function.

![Figure 6. A different realization of i.i.d. $\{0, 5\}$ Bernoulli random potential with probabilities 70% and 30%, over a lattice of size 300.](image)

All the remaining numerical results will be for the Dirichlet boundary condition as in (3.3). We start again with a different realization 1-d Bernoulli random potential over a lattice of size $K = 300$, see Figure 6. We consider the eigenpair in the middle other than
the ground state this time. Actually, we plot the twelfth eigenstate $\phi^{(12)}$ in Figure 7 for the random potential in Figure 6.

![Figure 7](image)

**Figure 7.** The effective wells $J_\delta(\mu_{12}) = \{1/u_n \leq \mu_{12} + \delta\}$ (filled red) with the twelfth eigenfunction $\phi^{(12)}$ superimposed in pink scale, for the Bernoulli random potential in Figure 6. The horizontal line segment indicates the value $\mu_{12} + \delta$, where $\mu_{12} = 0.1805$ and $\delta = 0.01$.

Different from the single well of the ground state in Figure 5, $J_\delta(\mu_{12})$ (in red) is now a union of several effective wells. The twelfth eigenfunction $\phi^{(12)}$ is superimposed in pink scale. The result shows that most of $\phi^{(12)}$ could also be captured by a cluster of components of $J_\delta(\mu_{12})$ effectively. In fact, dozens of eigenfunctions coincide essentially with single components or clusters of components.

Further, we move to high energy modes using the dual landscape theory. In the following Figure 8, the high energy state $\phi^{(290)}$ presents highly spatial oscillations, as predicted by the transform (2.36). $J_\delta(\mu_{290})$ here clearly signals the subregion of localization, by a cluster of wells.

Next, we will extend our numerical experiments to the uniformly random potential cases in both one dimension and two dimension (we still consider the Dirichlet boundary condition).

We first consider the 1-d case and take the fourth eigenfunction $\phi^{(4)}$ as an example. The uniform random potential $V$, with $V_{\text{max}} = 5$ and $\phi^{(4)}$ are plotted in Figure 9. Obviously, the prediction of localized eigenfunction using $1/u_n$ is as effective as those in the Bernoulli case.
**Figure 8.** Localization and dual landscape near the top of the spectrum: The 290th eigenfunction $\phi^{(290)}$ is plotted in black for the same potential of Figure 6. For better visibility, the eigenstate is vertically shifted (three units up). The dual effective potential, plotted in blue scale, is given by the dual landscape $1/\tilde{u}_n$. The dual effective wells $J_\delta(\tilde{\mu}_{290}) = \{ 1/\tilde{u}_n \leq \tilde{\mu}_{290} + \delta \}$, are plotted in red. The horizontal line segment indicates the value $\tilde{\mu}_{290} + \delta$, where $\tilde{\mu}_{290} = 9 - \mu_{290} = 9 - 8.1670$ is the dual and $\delta = 0.01$.

**Figure 9.** Top row: a random potential with uniform distribution over a lattice of size 300. Bottom row: the effective wells $J_\delta(\mu_4) = \{ 1/\tilde{u}_n \leq \mu_4 + \delta \}$ (filled red) with the fourth eigenfunction $\phi^{(4)}$ superimposed in pink scale, for the random potential in the top row, where $\mu_4 = 1.0183$ and $\delta = 0.01$.

We also compare the separation of the effective wells for different $V_{\text{max}}$. The 50th eigenfunction $\phi^{(50)}$ and the associated effective wells for uniform random potentials with different $V_{\text{max}}$ are plotted in Figure 10. It is clear that as $V_{\text{max}}$ increases, the separation of the wells becomes more effective.
Figure 10. The 50th eigenfunction \( \phi^{(50)} \) (superimposed in pink scale) and the associated effective wells (filled red) for uniformly random potentials with different \( V_{\text{max}} \). Top row: \( V_{\text{max}} = 5 \). Bottom row: \( V_{\text{max}} = 64 \).

In 2-d case, we consider a square \( M = \{1, \cdots, 100\} \times \{1, \cdots, 100\} \subset \mathbb{Z}^2 \), with a random potential \( v_n \) chosen uniformly in \([0, 5]\) for \( n \in M \). We compute the effective potential \( W_n = 1/u_n \) for this random potential, see Figure 11.

Figure 11. The effective potential associated to a uniform random potential in \( \mathbb{Z}^2 \). It is shown with its crestlines which partition the domain into a few hundred basins of attraction surrounding wells.
Figure 12. The effective wells (in gray scale in (b)) \( J_\delta(\mu_1) = \{1/u_n \leq \mu_1 + \delta\} \) with first eigenfunction superimposed in orange scale, where \( \mu_1 = 1.3799 \) and \( \delta = 0.05 \).

In the Figure 12 (a), it can be seen obviously that the first, localized eigenfunction \( \phi^{(1)} \), which is plotted in orange scale, can be captured by one of the effective wells \( J_\delta(\mu_1) \). Figure 12 (b) also shows the contour of \( J_\delta(\mu_1) \) with the first eigenfunction \( \phi^{(1)} \).
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