Witten deformation on non-compact manifolds: heat kernel expansion and local index theorem
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Abstract

Asymptotic expansions of heat kernels and heat traces of Schrödinger operators on non-compact spaces are rarely explored, and even for cases as simple as \( \mathbb{C}^n \) with (quasi-)homogeneous polynomials potentials, it’s already very complicated. Motivated by path integral formulation of the heat kernel, we introduced a parabolic distance, which also appeared in Li–Yau’s famous work on parabolic Harnack estimate. With the help of the parabolic distance, we derive a pointwise asymptotic expansion of the heat kernel for the Witten Laplacian with strong remainder estimate. When the deformation parameter of Witten deformation and time parameter are coupled, we derive an asymptotic expansion of trace of heat kernel for small-time \( t \), and obtain a local index theorem. This is the second of our papers in understanding Landau–Ginzburg B-models on nontrivial spaces, and in subsequent work, we will develop the Ray–Singer torsion for Witten deformation in the non-compact setting.

1 Introduction

1.1 Overview

Witten deformation is a deformation of the de Rham complex introduced in an extremely influential paper [14]. Witten deformation on closed manifolds has found many beautiful applications, such as the analytic proof of Morse inequalities, the development of Floer homology theory, and Bismut–Zhang’s proof [2] of Cheeger–Müller theorem (also known as the Ray–Singer conjecture).
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The mathematical study of Landau–Ginzburg models has highlighted the question of understanding the Witten deformation on non-compact manifolds. In [3], we studied some of the fundamental questions in this regard, focusing on the relationships between the various cohomology theories involved. In this paper, we continue this study by looking into the heat kernel and index theoretic aspect of the Witten deformation on non-compact manifolds. In particular, one of our main results is a local index theorem for the Witten deformation on non-compact manifolds. For the very special case of Euclidean space \( \mathbb{C}^n \) with a quasi-homogeneous polynomial, as is typical in Landau–Ginzburg models, the corresponding index theorem from our local index theorem reduces to the equality of the index with the Milnor number of the quasi-homogeneous polynomial, generalizing a result in [5]. Local index theorems, besides their obvious interests, are important steps towards developing the theory of Ray–Singer analytic torsion and their related applications.

Recall that the Witten deformation deforms the de Rham complex \((\Omega^*(M), d)\) by the new differential

\[
\frac{dTf}{dt} = d + Tdf \wedge
\]

where \( f \) is a smooth function and \( T \) is the deformation parameter. The spaces we focus on here are complete non-compact Riemannian manifolds \((M, g)\) with bounded geometry. The key to local index theory is the study of the heat kernel of the Witten Laplacian \( \Box_{Tf} = (dTf + d^*_f)^2 \), in particular, its asymptotic expansion. In previous work [3–5], tameness conditions are imposed on the potential function \( f \) in order for the Witten Laplacian to have discrete spectrums; here we introduce further tameness conditions which guarantee that the heat kernel of the Witten Laplacian is of trace class. In fact, we prove a weak Weyl Law for the eigenvalues of the Witten Laplacian. It is interesting to note that our tameness condition here is closely related to the semi-classical Weyl Law for Schrödinger operators in Euclidean space and are satisfied for the examples coming from Landau–Ginzburg models.

Developing the asymptotic expansion for the heat kernel of the Witten Laplacian presents further challenges in the non-compact setting, as we need a more refined remainder estimate so that the local index theorem can actually be integrated to an index theorem. For the case of \( \mathbb{C}^n \) with a quasi-homogeneous polynomial \( f \), this is dealt with in [5] by brute force, which does not seem to generalize to more general spaces. To overcome the difficulty, we introduce a parabolic (meta-)distance which also appeared previously in the famous work of Li–Yau on Harnack inequality [10]. This parabolic distance is also intimately related to the Agmon distance which plays a crucial role in our previous work [3]. The connection will then be exploited to establish the remainder estimate needed for the local index theorem.

We would like to point out that the asymptotic expansion for the heat kernel of a Schrödinger operator as well as its trace on noncompact space is rarely explored. In the few cases it is studied (cf. [5, 7]), it deals with the situation when \( M = \mathbb{R}^n, f \) is a polynomial. And even then, it is already very complicated. On the other hand, though physicists are able to write a semi-classical asymptotic expansion of heat kernel via path integral, it is not sufficient for the asymptotic expansion of trace, as integration over noncompact space is involved. We found that the parabolic distance provides a much simpler and satisfying approach to the problem.

Another novel idea is in proving the local index theorem for the Witten deformation. Here a modified Getzler rescaling involving the rescaling on the deformation parameter \( T \) is used. Thus our result in [3] that the dimension of the \( L^2 \) cohomology of the Witten deformation is independent of \( T \) (for \( T > 0 \) or sufficiently large depending on the tameness conditions) plays a crucial role here.

In a separate paper we extend our treatment to Dirac/Callias type operators.
1.2 Notations and assumptions

In this paper, we assume that all of our (Riemannian) manifolds have bounded geometry. Namely,

**Definition 1.1** Let \((M, g)\) be a complete Riemannian manifold with metric \(g\). \((M, g)\) is said to have bounded geometry, if the following conditions hold:

1. The injectivity radius \(\tau\) of \((M, g)\) is positive.
2. The curvature, as well as all its derivatives, is bounded, \(|\nabla^m R| \leq F_m\). Here \(\nabla^m R\) is the \(m\)-th covariant derivative of the curvature tensor and \(C_m\) is a constant only depending on \(m\).

We now introduce the tameness conditions we need in treating the local index theorem. Various notions of tameness have been introduced, for example, the strong tameness condition in [4] and the weaker well tameness in [3]. Here we need stronger tameness conditions.

**Definition 1.2** Let \((M, g)\) be a complete Riemannian manifold and \(\kappa \in [0, 1)\). We say \((M, g, f)\) is \(\kappa\)-regular tame if

1. \(\limsup_{p \to \infty} \frac{|\nabla^m f|}{|\nabla f|^{(m-1)/m+1}} < \infty\), for any \(m \geq 1\);
2. \(\lim_{p \to \infty} |\nabla f| = \infty\).

Here \(\nabla f\) denotes the gradient of \(f\), \(\nabla^m f = \nabla^{m-1} f, m \geq 1\), and \(p \to \infty\) means that \(d(p, p_0) \to \infty\) for the distance function from a fixed base point \(p_0\).

In typical examples from Landau–Ginzburg models, \(M = \mathbb{C}^n\) with the Euclidean metric and a nondegenerate quasi-homogeneous polynomial \(f\). Then \((\mathbb{C}^n, f)\) is \(\kappa\)-regular tame for some \(\kappa < 1\), see the discussion in the last section. For our purpose, we reformulate one of the consequences of \(\kappa\)-regular tameness. Indeed, an inductive argument yields that, if \((M, g, f)\) is \(\kappa\)-regular tame, then for \(V = |\nabla f|^2\), we have, for all \(k \in \mathbb{N}\),

\[
\limsup_{p \to \infty} \frac{|\nabla^k V|}{|V|^{(k\kappa+2)/2}} < \infty.
\]

**Remark 1.3** In [11], in order to prove Weyl’s law for Schrödinger operator on \(\mathbb{R}^n\), Rozenbljum imposed similar \(\kappa\)-tameness conditions (see (0.6) in [11]). Later we will show that with \(\kappa\)-tameness condition, one can prove a weaker version of Weyl’s law.

The \(\kappa\)-regular tame condition ensures that, among other things, the Witten Laplacian has discrete spectrums, cf. [3, 4]. As far as we know, examples coming from Landau–Ginzburg models satisfy the regular tame condition, see the discussion in the last section for a large class of such examples.

Our next condition ensures that we have a good local index theory, as we will see later.

**Definition 1.4** Fix \(\alpha \geq n/2\). A triple \((M, g, f)\) is called \(\alpha\)-polynomial tame, if \((M, g, f)\) is \(\kappa\)-regular tame for some \(\kappa \in (0, 1)\), and in addition, there is some constant \(C\), such that for all \(\lambda \geq 0\),

\[
\int_{\{p \in M : |\nabla f|^2(p) \leq \lambda\}} (\lambda - |\nabla f|^2)^{n/2} d\text{vol}_M \leq C\lambda^\alpha.
\]

Again we will see that typical examples coming from Landau–Ginzburg models are polynomial tame, see the discussion in the last section.
Remark 1.5 This condition should be interpreted in terms of the (semiclassical) Weyl’s law for Schrödinger operators in Euclidean space (cf. [11, 13]), which would guarantee the polynomial growth of the eigenvalues. However, though expected, we could not find in the literature such Weyl’s law on manifolds. To focus our discussion on the asymptotic expansion of heat kernel and local index theorem, we only prove a weaker version of Weyl’s law here under our assumption. In a separate paper we will prove such Weyl’s law by using similar techniques in [13] and also give a treatment using heat kernel following the techniques developed here in Sects. 3 and 4.

1.3 Main result

As we will see in the next section, the \( \alpha \)-polynomial tame condition guarantees that \( \exp(-t\Box_T f) \) is of trace class. Our first contribution is the pointwise asymptotic expansion of the heat kernel of the Witten Laplacian with strong remainder estimate.

Let \((M, g, f)\) be \( \alpha \)-polynomial tame, and \( K_T f(t, x, y) \) denote the heat kernel of the Witten Laplacian \( \Box_T \). Denote by \( h_T(x, y) \) the average of the potential function \( T^2 |\nabla f|^2 \) on the geodesic segment from \( x \) to \( y \), cf. (7).

**Theorem 1.1** The heat kernel \( K_T f \) has the following complete pointwise asymptotic expansion. For any \( x, y \in M \) such that \( d(x, y) \leq \frac{1}{2} \tau \),

\[
K_T f(t, x, y) \sim \frac{1}{(4\pi t)^{\frac{n}{2}}} \exp(-d^2(x, y)/4t) \exp(-t h_T(x, y)) \sum_{j=0}^{\infty} t^j \Theta_T, j(x, y),
\]

as \( t \to 0 \). Each \( \Theta_T, j \) is a polynomial of \( T \):

\[
\Theta_T, j(x, y) = \sum_{l=0}^{[\frac{j}{2}]+j} T^l \Theta_l, j(x, y),
\]

and, when restricted to the diagonal of \( M \times M \), \( \Theta_l, j(y, y) \) can be written as an algebraic combination of the curvature of the metric \( g \), the function \( f \), as well as their derivatives, at \( y \); in addition, \( \Theta_T, 0(y, y) = \text{Id} \). Moreover, we have the following remainder estimate. For any \( k \) sufficiently large and any \( a \in (0, 1) \),

\[
\left| K_T f(t, x, y) - \frac{1}{(4\pi t)^{\frac{n}{2}}} \exp(-d^2(x, y)/4t) \exp(-t h_T(x, y)) \sum_{j=0}^{k} t^j \Theta_T, j(x, y) \right| \\
\leq C t^{\frac{1}{2}((1-k)k-\frac{n+2}{2}+1 - \frac{2k+4}{3})} \exp(-a \tilde{d}_T(t, x, y)),
\]

for \( t \in (0, 1] \) and \( T \in (0, t^{-\frac{1}{2}}] \).

Here \( \tilde{d}_T(t, x, y) \) is the parabolic distance alluded at the beginning of the introduction, see (13) for the precise definition. By relating it to the Agmon distance we are able to obtain an effective bound on \( \tilde{d}_T(t, x, y) \), which, when combined with the theorem above, yields the following corollary.
Corollary 1.2 For \( T = t^{-\frac{1}{2}} \), and any \( k \) sufficiently large, any \( a \in (0, 1) \),

\[
K_{t^{-\frac{1}{2}}f}(t, x, x) - \frac{1}{(4\pi t)^{\frac{1}{2}}} \exp(-|\nabla f|^2(x)) \sum_{j=0}^{\infty} \sum_{l=0}^{\{\frac{j}{2}\}+j} t^{j-l} \Theta_{l,j}(x, x) \leq C t^{\frac{1}{2}(2-k)\frac{1}{k} - \frac{x+4}{2}} \exp(-a\tilde{\beta}|\nabla f|^{1-k}(x)),
\]

for \( t \in (0, 1) \), where \( \tilde{\beta} > 0 \) is a constant depending only on the bounds in the tameness condition. In particular, we have the following small time asymptotic expansion of the heat trace:

\[
\text{Tr}_s \left( \exp(-t\Box_{t^{-\frac{1}{2}}f}) \right) \sim \frac{1}{(4\pi t)^{\frac{1}{2}}} \sum_{j=0}^{\infty} \sum_{l=0}^{\{\frac{j}{2}\}+j} t^{j-l} \int_M \exp(-|\nabla f|^2(x)) \text{tr}_s(\Theta_{l,j}(x, x)) dx,
\]

as \( t \to 0 \), with the remainder estimate

\[
\left| \text{Tr}_s \left( \exp(-t\Box_{t^{-\frac{1}{2}}f}) \right) - \frac{1}{(4\pi t)^{\frac{1}{2}}} \sum_{j=0}^{k} \sum_{l=0}^{\{\frac{j}{2}\}+j} t^{j-l} \int_M \exp(-|\nabla f|^2(x)) \text{tr}_s(\Theta_{l,j}(x, x)) dx \right| \leq C t^{\frac{1}{2}(2-k)\frac{1}{k} - \frac{x+4}{2}}.
\]

Here \( \text{Tr}_s \) and \( \text{tr}_s \) denote the global supertrace and pointwise supertrace respectively.

On the other hand, by Theorem 1.3 in [3] and the \( \alpha \)-polynomial tame condition, the index of the Witten Laplacian

\[
\chi(M, d_{Tf}) = \sum_{i=0}^{n} (-1)^i b_i(T), \quad b_i(T) = \dim(H^i_{\Omega^*}(M, d_{Tf}))
\]

is independent of \( T > 0 \). In fact we have that \( \text{Tr}_s(\exp(-t\Box_{Tf})) \) is independent of \( t \) and \( T \) and

\[
\chi(M, d_{Tf}) = \text{ind}(\Box_{Tf}) = \text{Tr}_s(-t \exp(-\Box_{t^{-\frac{1}{2}}f})) = \int_M \text{tr}_s(K_{Tf}(t, x, x)) dx.
\]

Now apply our new rescaling technique, one has

Theorem 1.3 (Local index theorem and index formula for \( \Box_{Tf} \)) For any \( x \in M \), we have

\[
\lim_{t \to 0} \text{tr}_s(K_{t^{-\frac{1}{2}}f}(t, x, x)) = \left( -1 \right)^{\left\lfloor \frac{x+1}{2} \right\rfloor} \frac{1}{\pi^{\frac{x}{2}}} \exp(-|\nabla f|^2(x))^2 \int_B \exp \left( -\frac{\tilde{R}(x)}{2} - \tilde{\nabla}^2 f(x) \right).
\]

In particular, for any \( T > 0 \),

\[
\text{ind}(\Box_{Tf}) = \left( -1 \right)^{\left\lfloor \frac{x+1}{2} \right\rfloor} \int_M \exp(-|\nabla f|^2) \int_B \exp \left( -\frac{\tilde{R}}{2} - \tilde{\nabla}^2 f \right). \tag{1}
\]

Here \( \int_B \) denotes the Berezin integral, which will be introduced in a moment, and \( \tilde{R}, \tilde{\nabla}^2 f \in \Omega^{*}(M) \otimes \Omega^{*}(M) \) are defined as

\[
\tilde{R} = -\sum_{i<j,k<l} R_{ijkl} e^i e^j e^k e^l, \quad \tilde{\nabla}^2 f = \nabla_{e^i,e^j} e^l e^j.
\]
for some orthonormal frame \(\{e_i\}\) in \(TM\) and its dual frame \(\{e^i\}\) in \(T^*M\). We have used \(\{\hat{e}_i\}\) to denote the same orthonormal frame in the second copy of \(T^*M\). For any \(\omega \in \Omega^*(M) \otimes \Omega^*(TM)\), \(I = \{i_1, \ldots, i_k\} \subset 1, 2, \ldots, n\), we write \(\omega\) as

\[
\omega = \sum_I w_I \hat{e}^I,
\]

where \(\hat{e}^I = \hat{e}^{i_1} \wedge \cdots \wedge \hat{e}^{i_k}\). Then the Berezin integral is defined as

\[
\int \Omega^*(M) \otimes \Omega^*(M) \mapsto \Omega^*(M), \quad \int^B \omega = \omega_{1,2,\ldots,n}.
\]

**Remark 1.6**

1. Here the index density is computed by coupling \(tT^2 = 1\). Our arguments still work if we set \(tT^2\) to be any positive constant \(T_0\). As \(T_0 \to \infty\), the integral of index density localizes at critical points of \(f\). On the other hand, when \(T_0 \to 0^+\), the index of \(\square_tf\) should depend on "the topology away from infinity" and the behavior of \(f\) near the infinity. This will be discussed in more detail in a separate paper where we extend our treatment to Dirac/Callias type operators.

2. When \(M\) is compact, (1) is a special case of a formula in chapter 3 of [15].

3. Notice that \(\int^B e^{\nabla^2 f} = (-1)^{\frac{n}{2}} \det(-\nabla^2 f)\). Thus, when \(M = \mathbb{R}^n\), (1) reduces to

\[
\chi(\mathbb{R}^n, df) = \frac{(-1)^n}{\pi^n} \int_{\mathbb{R}^n} e^{\nabla^2 f} \det(-\nabla^2 f) dvol.
\]

In particular, when \(M = \mathbb{C}^n\), \(f\) is a holomorphic function such that its real part \(\Re f\) is polynomial tame, we have

\[
\chi(\mathbb{C}^n, df) = \frac{1}{\pi^n} \int_{\mathbb{C}^n} e^{\nabla^2 \Re f} \det(-\nabla^2 \Re f) dvol
\]

\[
= \frac{(-1)^n}{\pi^n} \int_{\mathbb{C}^n} e^{\nabla^2 \Re f} \det(-\nabla^2 \Re f) dvol
\]

is given by the Milnor number of \(f\). This is a generalization of a result in [5], see the last section for more discussion.

We end this section by the following example. Let \((M, g)\) be an odd dimensional compact manifold with boundary \(\partial M\). For simplicity, we identify a neighborhood \(U\) of \(\partial M\) with \([-1, 0] \times \partial M\), and assume that \(g|_U = du^2 + g^{\partial M}\) is of product type. By attaching a cylindrical end \([0, \infty) \times \partial M\) (with the same product type metric above) to \(M\), we get a noncompact manifold \(\tilde{M}\) with bounded geometry. Let \(f\) be a smooth nondecreasing function on \((-1, \infty)\) such that

1. \(f|_{(-1,0)}=0\);

2. \(f' > 0\) in \((0, \infty)\);

3. \(f|_{(1,\infty)}(u) = u^2\).
Then we can regards $f$ as a function on $\tilde{M}$. One can see that $(\tilde{M}, g, f)$ is polynomial regular tame. By Theorem 1.3,

$$\text{ind}(\Box_f) = \int_{\tilde{M}} e^{-|\nabla f|^2} \int^B \exp \left( -\frac{R}{2} - \tilde{\nabla}^2 f \right)$$

$$= \frac{\chi(\partial M)}{\sqrt{\pi}} \int^\infty_0 e^{-|f'(u)|^2} f''(u) du = -\frac{\chi(\partial M)}{2} = \chi(M).$$

Similarly,

$$\text{ind}(\Box_{-f}) = -\frac{\chi(\partial M)}{\sqrt{\pi}} \int^\infty_0 e^{-|f'(u)|^2} f''(u) du = -\frac{\chi(\partial M)}{2} = \chi(M, \partial M).$$

This result coincides with Theorem 1.3 in [3], and also indicates that the index of $\Box_f$ depends on the input of $f$ near infinity and the topology of $\tilde{M}$ away from infinity.

2 Weak Weyl law

In this section, we will show that the polynomial tame condition implies that $\exp(-t\Box_Tf)$ is of trace class. This is achieved by proving a weak Weyl law which shows that the eigenvalues of the Witten Laplacian grows polynomially. The Agmon estimate developped in [3] plays a crucial role here.

2.1 Review of Hodge theory for Witten Laplacian

For any $T > 0$, let

$$d_Tf := d + Tdf \wedge : \Omega^*(M) \mapsto \Omega^{*+1}(M)$$

be the so-called Witten deformation of de Rham operator $d$. As usual, the metric $g$ induces a canonical metric (still denote it by $g$) on $\Lambda^*(M)$, which then defines an inner product $(\cdot, \cdot)_{L^2}$ on $\Omega^*_c(M)$:

$$(\phi, \psi)_{L^2} = \int_M (\phi, \psi)_g dvol, \phi, \psi \in \Omega^*_c(M).$$

Let $L^2\Lambda^*(M)$ be the completion of $\Omega^*_c(M)$ with respect to $\| \cdot \|_{L^2}$, and $L^2(M) := L^2\Lambda^0(M)$.

Then $d_Tf$ is an unbounded operator on $L^2\Lambda^*(M)$ with domain $\Omega^*_c(M)$. Also, it has a formal adjoint operator $\delta_Tf$, with $\text{Dom}(\delta_Tf) = \Omega^*_c(M)$, such that

$$(d_Tf \phi, \psi)_{L^2} = (\phi, \delta_Tf \psi)_{L^2}, \phi, \psi \in \Omega^*_c(M).$$

Set $\Delta_{H,Tf} = (d_Tf + \delta_Tf)^2$, and we denote the Friedrichs extension of $\Delta_{H,Tf}$ by $\Box_{Tf}$. If $(M, g)$ is complete then $\Delta_{H,Tf}$ is essentially self-adjoint (and hence $\Box_{Tf}$ is the unique self-adjoint extension). In [3] We proved that when $(M, g, f)$ is tame,

$$L^2\Lambda^*(M) = \ker \Box_{Tf} \oplus \text{Im}d_{Tf} \oplus \text{Im}\delta_{Tf},$$

where $d_{Tf}$ and $\delta_{Tf}$ are the graph extensions of $d_{Tf}$ and $\delta_{Tf}$ respectively.
Setting $\Omega^{\ast}_{(2)}(M, Tf) := \text{Dom}(dT_f) \cap \Omega^{\ast}(M)$, we have a chain complex

$$
\cdots \xrightarrow{dT_f} \Omega^{\ast}_{(2)}(M, Tf) \xrightarrow{dT_f} \Omega^{\ast+1}_{(2)}(M, Tf) \xrightarrow{dT_f} \cdots.
$$

Let $H^{\ast}_{(2)}(M, dT_f)$ denote the cohomology of this complex. In [3], we have shown that $H^{\ast}_{(2)}(M, dT_f) \cong \ker \Box_T$, provided $(M, g, f)$ is well tame and $T$ is large enough. Note that the notion of well tame [3] is strictly weaker than that of regular tame.

Finally, we note the following well known

**Proposition 2.1** Denote $L_f = \nabla^2_{e_i, e_j} f[e^i \wedge \iota_{e_j}]$ locally, where $\{e_i\}$ is a local frame on $TM$ and $\{e^i\}$ is the dual frame on $T^*M$. Then the Witten Laplacian $\Delta_{H, Tf}$ has the following expression:

$$
\Delta_{H, Tf} = \Delta - TL_f + T^2|\nabla f|^2.
$$

(3)

Here $\Delta$ denotes the Hodge Laplacian.

### 2.2 Weak Weyl law for Witten Laplacian

Let $(M, g, f)$ be $\alpha$-polynomial tame defined in the previous section. Then, $(M, g, f)$ is regular tame and there is some constant $C$, such that for all $\lambda \geq 0$,

$$
\int_{\{p \in M : |\nabla f|^2(p) \leq \lambda\}} (\lambda - |\nabla f|^2)^{n/2} d\text{vol}_M \leq C\lambda^\alpha.
$$

This has the following immediate consequences.

**Lemma 2.2** Let $K_\lambda := \{p \in M : |\nabla f|^2(p) < \lambda\}$, then

$$
\text{Vol}(K_\lambda) \leq C\lambda^{\alpha - \frac{n}{2}}.
$$

Furthermore, for any $k \geq 0$, there is a constant $C_k$ depending only on $k$ and the tameness condition such that

$$
\int_M \exp(-|\nabla f|^2)|\nabla f|^k d\text{vol} \leq C_k.
$$

**Proof** We have

$$
\lambda^{\frac{n}{2}} \text{Vol}(K_\lambda) \leq \int_{K_{2\lambda}} (2\lambda - |\nabla f|^2)^{\frac{n}{2}} \leq C\lambda^\alpha.
$$

To prove the second estimate, we notice that

$$
\int_M \exp(-|\nabla f|^2)|\nabla f|^k d\text{vol} = \sum_{l=0}^\infty \int_{K_{l+1}-K_l} \exp(-|\nabla f|^2)|\nabla f|^{\frac{k}{2}} d\text{vol}
$$

$$
\leq \sum_{l=0}^\infty e^{-(l+1)^{\frac{k}{2}}} \text{Vol}(K_{l+1} - K_l)
$$

$$
\leq C \sum_{l=0}^\infty e^{-(l+1)^{\frac{k}{2}+\alpha - \frac{n}{2}}} = C_k < \infty,
$$

as desired. \hfill \Box
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Note that, in particular, if $\alpha = n/2$, then $M$ must have finite volume.

We now turn our attention to the growth of eigenvalues of the Witten Laplacian. First, by refining the argument of Theorem 1.1 in [3], we have the following exponential decay estimate for eigenforms.

**Proposition 2.3** Let $(M, g, f)$ be strongly tame, and $\omega \in \text{Dom}(\Box_f)$ be an eigenform of $\Box_f$ with eigenvalue $\lambda$. Then

$$|\omega(p)| \leq C \exp(-a \rho_\lambda(p))\|\omega\|_{L^2},$$

for any $a \in (0, 1)$. Here $\rho_\lambda$ is the Agmon distance induced by Agmon metric $g_\lambda := (|\nabla f|^2 - \lambda)_+ g$, with $(|\nabla f|^2 - \lambda)_+$ denoting the nonnegative part, and $C$ is a constant independent of $\lambda$.

With the help of Proposition 2.3, we now deduce a weak version of Weyl’s law:

**Proposition 2.4** If $(M, g, f)$ is $\alpha$-polynomial tame, then the spectrum of $\Box_f$ has polynomial growth. More precisely, there exist constants $\delta > 0$ and $C > 0$, such that $\lambda_k(\Box_f) \geq C k^\delta$, where $\lambda_k(\Box_f)$ denotes the $k$-th eigenvalue of $\Box_f$ (counted with multiplicity). Consequently, $\exp(-t \Box_T f)$ is of trace class for all $T > 0$, $t > 0$.

**Proof** Let $E(\lambda)$ be the number of eigenvalues not exceeding $\lambda$, and $u$ be an eigenform with eigenvalue $\lambda_0 \leq \lambda$. We normalize $u$ so that $\|u\|_{L^2} = 1$.

By Proposition 2.3,

$$|u(p)| \leq C \exp(-a \rho_\lambda(p)).$$

We claim that there exists $n_0 > 1$ independent of $\lambda \geq 1$ and $u$, such that

$$\int_{M - K_{n_0}} |u|^2 d\text{vol} \leq \frac{1}{2}. \tag{4}$$

To prove the claim we first estimate the Agmon distance. Thus, for $p \in K_{(k+1)\lambda} - K_{k\lambda}$, let $\gamma : [0, l] \mapsto M$ be a minimal curve in the Agmon metric $g_\lambda$ connecting $p$ and $K_{k\lambda}$; moreover, $|\gamma'(s)| = 1$ with respect to the metric $g$. Then we may as well assume that $\gamma \subset K_{(k+1)\lambda}$; otherwise, we can find $l_0 \in [0, l]$ such that $\gamma|_{[0, l_0]} \subset K_{(k+1)\lambda}$ and we can take $p = \gamma(l_0)$. Hence by the tameness condition, there exists $c > 0$, s.t.

$$\frac{d}{dt}(|\nabla f|^2 \circ \gamma(t)) \leq c|\nabla f|^{k+2} \leq c((k+1)\lambda)^{\frac{k+2}{2}}.$$ 

It follows by integrating that $l \geq \frac{|\nabla f|^2(p) - k\lambda}{(k+1)\lambda} \frac{1}{c^2}$. In particular, if $L$ is the $g_\lambda$-length of $\gamma$ such that $|\nabla f|^2(p) = (k+1)\lambda$, then for some $c' > 0$

$$L = \int_0^l (|\nabla f|^2 - \lambda)^{1/2} \circ \gamma(t) dt \geq \frac{(k-1)^{1/2} \lambda^{1-x}}{(k+1)^{1/2}} \geq \frac{c' \lambda^{1-x}}{k^{1/2}}.$$ 

Hence, if $x \in (k+1)\lambda - K_{k\lambda}$, then (say $k \geq 3$)

$$\rho_\lambda(x) \geq \sum_{i=2}^{k-1} \frac{c' \lambda^{1-x}}{i^{1/2}} \geq (c'' \lambda^{1-x} + k^{1-x})$$

for some constant $c'' > 0$. 

Therefore,
\[
\int_{M-K_{n_0\lambda}} |u|^2 \, dvol = \sum_{k=n_0}^{\infty} \int_{K(k+1)\lambda-K\lambda} |u|^2 \, dvol \\
\leq \sum_{k=n_0}^{\infty} \int_{K(k+1)\lambda-K\lambda} C e^{-a\rho_\lambda} \, dvol \\
\leq \sum_{k=n_0}^{\infty} C e^{-a\epsilon_k^\alpha} k^{\frac{1}{1+\alpha}} \alpha \frac{1}{k^\frac{1}{2}} \vol(K(k+1)\lambda) \\
\leq \sum_{k=n_0}^{\infty} C_1 e^{-a\epsilon_k^\alpha} k^{\frac{1}{1+\alpha}} (k+1)\lambda^{\frac{1}{2\alpha}} - \frac{n}{2} \\
\leq \sum_{k=n_0}^{\infty} C_2 C' e^{-\frac{1}{2} a\epsilon_k^\alpha} k^{\frac{1}{1+\alpha}} \\
\leq \sum_{k=n_0}^{\infty} C_2 C' e^{-\frac{1}{2} a\epsilon_k} k^{\frac{1}{1+\alpha}}
\]
for \( \lambda \geq 1 \). Here \( C' = \max_{\eta>0} \eta^{\frac{2a-n}{1-a}} e^{-\frac{1}{2} a\epsilon_k^\alpha} \). Clearly there is some \( n_0 \) such that the last term in the inequality above is less than \( 1/2 \), which finishes the proof of the claim.

Let \( N(\epsilon, \lambda) \) be the minimal number of elements in an \( \epsilon \)-dense subset of \( K_{n_0\lambda} \). Then by the volume comparison, \( N(\epsilon, \lambda) \leq C_1 \frac{\vol(K_{n_0\lambda})}{\epsilon^n} \). We now follow the argument in the proof of Theorem 5.8 of [8] to show that \( E(\lambda) \leq N(\epsilon, \lambda) \) for suitable \( \epsilon \). Indeed, if \( E(\lambda) > N(\epsilon, \lambda) \), then there exists \( u \in E(\lambda) \) with unit \( L^2 \) norm which vanishes on an \( \epsilon \)-dense subset of \( K_{n_0\lambda} \).

By using the elliptic estimate as in [8] one deduces
\[
\sup_{K_{n_0\lambda}} |u| \leq \epsilon C_k (1 + \lambda^k)
\]
for any \( 2k > \frac{n}{2} + 1 \). But this is clearly impossible if we take \( \epsilon^{-1} := 2C_k (1 + \lambda^k) \frac{\vol(K_{n_0\lambda})}{\epsilon^{n/2}} \), as
\[
\int_{K_{n_0\lambda}} |u|^2 \, dvol = 1/2.
\]

As a result, if we choose the minimal \( k \), s.t. \( 2k > \frac{n}{2} + 1 \), then by Lemma 2.2,
\[
E(\lambda) \leq N(\epsilon, \lambda) \leq C_1 \frac{\vol(K_{n_0\lambda})}{\epsilon^n} \leq C\lambda^\frac{n}{2} \alpha + \alpha+n.
\]
The rest of the proposition follows. \( \square \)

**Remark 2.5** The \( \alpha \)-polynomial tame condition is a technical one for the usual heat kernel approach to local index theorems. For example, on \( \mathbb{R} \) consider \( f = |x| \ln |x| \) outside \( |x| \leq e \). Let \( \lambda_k \) be the \( k \)-th eigenvalue of \( \Box f \). Then by Weyl’s law (cf. [13]), \( \lambda_k \ll \sqrt{\ln(k)} \).

For such slowly growing eigenvalue distributions, it is unreasonable to consider the limit \( \lim_{r \to 0} Tr_s(\exp(-t \Box f)) \). On the other hand, this assumption is not essential if one is only interested in an index formula. This issue will be elaborated in a separate paper when we discuss the Dirac/Callias type operators.

Thus, assuming the \( \alpha \)-polynomial tame condition, \( \exp(-t \Box f) \) is of trace class. It follows that
\[
h(t, T) = Tr_s(\exp(-t \Box f))
\]
is independent of $t$. Moreover, as $t \to \infty$, $h(t, T) \to \chi(M, d_{Tf})$, where

$$\chi(M, d_{Tf}) = \sum_{i=0}^{n} (-1)^i b_i(T), \quad b_i = \dim(H^i_{(2)}(M, d_{Tf})).$$

Now by Theorem 1.3 in [3], $h(t, T)$ is independent of $T > 0$. As a result, $h(t, T)$ is independent of both $t > 0$ and $T > 0$.

### 3 Construction of parametrix

In this section, we extend the parametrix construction of the heat kernel to the Witten deformation. The case of Euclidean space is treated in [5].

Fix $x \in M$, and let $d(y, x)$ be the distance function. Let $\tau > 0$ be the injectivity radius of $M$. Then for $y \in B_{\tau}(x)$, define

$$\mathcal{E}_0(t, x, y) = \frac{1}{(4\pi \tau)^n} \exp(-d^2(x, y)/4t). \tag{6}$$

For simplicity, we denote $V_T = T^2|\nabla f|^2$ and $V = |
abla f|^2$. Suppose $\gamma$ is the normal geodesic connecting $x$ and $y$, and $r_x(y) = d(x, y)$. Set

$$h_T(x, y) = \frac{1}{r_x(y)} \int_{0}^{r_x(y)} V_T(\gamma(s))ds = T^2h(x, y), \quad h(x, y) = \frac{1}{r_x(y)} \int_{0}^{r_x(y)} V(\gamma(s))ds. \tag{7}$$

We define

$$\mathcal{E}_{1,T}(t, x, y) = \exp(-t h_T(x, y)). \tag{8}$$

Then direct computation gives us the following formulas (the first two are well known).

**Proposition 3.1** For $y \in B_\tau(x)$ in the normal coordinates near $x$, we have

$$\nabla \mathcal{E}_0 = \frac{\mathcal{E}_0}{2t} \nabla r, \quad \left(\frac{\partial}{\partial t} + \Delta\right) \mathcal{E}_0 = \frac{\mathcal{E}_0}{4tG} \nabla_r \nabla_r G.$$  

$$\nabla_r \nabla_r h_T(x, y) + h_T(x, y) - V_T(y) = 0.$$

*Here $G = \det(g_{ij})$ and derivatives are taken with respect to $y$.*

Let $p_i : M \times M \to M$ be the projection of $i$-th factor of $M \times M$ to $M$, $i = 1, 2$. We define the vector bundle $E \to M \times M$ to be $E = (p_1)^*(\Lambda^*(M)) \otimes (p_2)^*(\Lambda^*(M))$. Let

$$s(t, x, y) = \sum_{i=0}^{k} t^i \Theta_i(x, y),$$

where $\Theta_i(x, y) \in \Gamma(E)$.

Since $y$ is within the injectivity radius of $x$, we use parallel transport along radial geodesics to identify $\Lambda^*_y(M)$ with $\Lambda^*_x(M)$. In this way, $\Theta_i(x, y) \in \Gamma(E)$ is identified with an endomorphism of $\Lambda^*(M)$ using the metric. Again by a straightforward computation and using Proposition 3.1, we have
Proposition 3.2

\[
\left( \frac{\partial}{\partial t} + \square_{T_f} \right) (E_0 E_{1,T}) = E_0 E_{1,T} \left\{ k-1 \sum_{j=-1}^{k-1} \left[ (j + 1 + \frac{1}{4} k \nabla_{r,j} G) \Theta_{j+1} + \nabla_{r,j} \Theta_{j+1} + \Delta \Theta_j - T L_f \Theta_j \right]^j \right.

+ \left[ \Delta \Theta_k - T L_f \Theta_k \right] t^k + \sum_{j=1}^{k+1} \left[ -\Delta h_T \Theta_{j-1} + 2 \nabla h_T \Theta_{j-1} \right] t^j

\left. + \sum_{j=2}^{k+2} \left[ -|\nabla h_T|^2 \Theta_{j-2} \right] t^j \right\},
\]

where the derivatives are taken with respect to \( y \).

Now we can follow the standard procedure to find suitable \( \Theta_j = \Theta_{T,j} \) with \( \Theta_{T,0}(x, x) = \text{Id} \), \( j = 0, 1, \ldots, k \), such that

\[
\left( \frac{\partial}{\partial t} + \square_{T_f} \right) (E_0 E_1) = t^k R_{k, T}(t, x, y),
\]

where \( R_{k, T}(t, x, y) \) is \( C^0 \) in \( t \in [0, \infty) \). This amounts to solving ODEs inductively.

For \( j = 0 \), we have \( \frac{d}{dr}(G^{1/4} \Theta_{T,0}) = 0 \). Together with the initial condition \( \Theta_{T,0}(x, x) = \text{Id} \), one has \( \Theta_{T,0} = G^{-1/4} \text{Id} \).

For \( j = 1 \), we have \( \frac{d}{dr}(r G^{1/4} \Theta_{T,1}) = G^{1/4} (T L_f - \Delta) \Theta_{T,0} \); hence we can solve \( \Theta_{T,1} \) explicitly in terms of \( \Theta_{T,0} \), by integrating along the geodesic.

Similarly, for \( 1 \leq j \leq k - 1 \), \( \Theta_{T,j+1} \) can be solved recursively from the equation

\[
\frac{d}{dr} (r^{j+1} G^{1/4} \Theta_{T,j+1}) = -r^j G^{1/4} (\Delta \Theta_{T,j} - T L_f \Theta_{T,j} - \Delta h_T \Theta_{T,j-1} \nabla h_T \Theta_{T,j-1} - |\nabla h_T|^2 \Theta_{T,j-2})
\]

With these choices for \( \Theta_{T,j} \)’s, we obtain (10), where

\[
R_{k, T} = E_0 E_1 \left\{ \left[ \Delta \Theta_{T,k} - T L_f \Theta_{T,k} - \Delta h_T \Theta_{T,k-1} + 2 \nabla h_T \Theta_{T,k-1} - |\nabla h_T|^2 \Theta_{T,k-2} \right] \right.

\left. + \left[ -\Delta h_T \Theta_{T,k} + 2 \nabla h_T \Theta_{T,k} - |\nabla h_T|^2 \Theta_{T,k-1} \right] t + \left[ -|\nabla h_T|^2 \Theta_{T,k} \right] t^2 \right\}
\]

The following proposition follows from the above construction via an argument of induction, using the \( \kappa \)-regular tame condition.

**Proposition 3.3** Each \( \Theta_{T,j} \) can be written as a polynomial of \( T \):

\[
\Theta_{T,j}(x, y) = \sum_{l=0}^{[j/2]+j} T^l \Theta_{l,j}(x, y),
\]

where \( \Theta_{l,j} \) is independent of \( T \), \([a]\) denotes the integral part of a real number \( a \). Moreover

\[
|\Theta_{T,j}(x, y)| \leq C(\bar{V}_y)^{\kappa'} T^{[\frac{j}{2}]+j},
\]

where \( \kappa' = \frac{\kappa + 2}{2} \), \( \bar{V}_y = \sup_{p \in \gamma} |V(p)| \), \( \gamma \) is the shortest geodesic connecting \( x \) and \( y \). When restricted to the diagonal of \( \mathbb{M} \times \mathbb{M} \), \( \Theta_{T,j}(y, y) \) can be written as an algebraic combination.
the curvature of the metric \( g \), the function \( f \), as well as their derivatives, at \( y \); in addition, \( \Theta_{T,0}(y, y) = \text{Id} \).

Let \( \eta \in C_0^\infty(\mathbb{R}) \) be a bump function, such that the support of \( \eta \) is contained in \([-1, 1] \), and \( \eta|_{[-\frac{1}{2}, \frac{1}{2}]} \equiv 1 \). Let \( \phi \in C^\infty(M \times M) \) be defined as

\[
\phi(x, y) = \eta(d^2(x, y)/\tau^2).
\]

**Proposition 3.4** Set

\[
K^k_{Tf}(t, x, y) = \phi(x, y)E_0(t, x, y)E_{1, T}(t, x, y) \sum_{j=0}^k t^j \Theta_{T, j}(x, y),
\]

then

\[
\left( \frac{\partial}{\partial t} + \Box_{Tf} \right) K^k_{Tf}(t, x, y) = t^k \phi(x, y)R_{k, T}(t, x, y) + \Delta \phi(x, y)K^k_{Tf}(t, x, y)
\]

\[
- 2(\nabla \phi(x, y), \nabla K^k_{Tf}(t, x, y)),
\]

where \( R_{k, T} \) is given by (11).

The following lemma provides the estimate saying that \( K^k_{Tf}(t, x, y) \) is a suitable parametrix for the heat kernel of the Witten Laplacian. The proof uses Lemma 4.9 which will be shown in the next section when we introduce the necessary notions.

**Lemma 3.5** Assume \( t \in (0, 1] \). Let

\[
\tilde{R}_{k, T} = t^k \phi(x, y)R_{k, T}(t, x, y) + \Delta \phi(x, y)K^k_{Tf}(t, x, y) - 2(\nabla \phi(x, y), \nabla K^k_{Tf}(t, x, y),
\]

then for \( T \in (0, t^{-\frac{1}{2}}) \), any \( a \in (0, 1) \),

\[
|\tilde{R}_{k, T}(x, y)| \leq C_{a,k} \chi_{B_x}(y) t^{(1-k)(x')-\frac{4}{\zeta}} T^{-\frac{2+4}{3}} \exp(-atT^2h(x, y)) \exp\left(-\frac{a d^2(x, y)}{4t}\right).
\]

Here \( C_{a,k} \) is a constant depends on \( a, k, \kappa' = \frac{k+2}{3} \) (from Proposition 3.3), \( B_x = \{ y \in M : d(x, y) < \tau \} \), and \( \chi_{B_x}(y) \) denotes the characteristic function of \( B_x \).

**Proof** Since the support of \( \Delta \phi(x, y) \) and \( \nabla \phi(x, y) \) is a subset of \( \{ (x, y) \in M \times M : \frac{d^2(x, y)}{\tau^2} \in (\frac{1}{2}, 1) \} \), by Proposition 3.3, Lemma 4.9 and the fact that \( 0 < a < 1 \),

\[
|\Delta \phi(x, y)K^k_{Tf}(t, x, y) + (\nabla \phi(x, y), \nabla K^k_{Tf}(t, x, y))|
\]

\[
\leq C_{k,a} \chi_{B_x} t^{-\frac{2}{\zeta}} \exp\left(-\frac{(1-a)d^2(x, y)}{4t}\right) \exp(-atT^2h(x, y)) \exp\left(-\frac{a d^2(x, y)}{4t}\right)
\]

\[
\leq C_{k,a} \chi_{B_x} t^{(1-k)(x')-\frac{2}{\zeta}} \exp(-atT^2h(x, y)) \exp\left(-\frac{a d^2(x, y)}{4t}\right).
\]

The last inequality follows from the fact that the function \( t^l \exp(-t) \leq C_l \) for \( t \in (0, \infty), l > 0 \).
Similarly, by Proposition 3.3, Lemma 4.9 and the fact that $tT^2 \leq 1$, we have

\[ |t^k \phi(x, y) R_{k,T}| \leq C_k \chi_{B_x} \sum_{j=k}^{k+2} t^{j-n/2} T^{4(j+1)/3} V_y^{k'}(j+1) \exp(-t h_T(x, y)) \exp \left( -\frac{d^2(x, y)}{4t} \right) \]

\[ \leq C'_k \chi_{B_x} t^{-n/2} T^{4(k+1)/3} V_y^{k'}(k+1) \exp(-tT^2 h(x, y)) \exp \left( -\frac{d^2(x, y)}{4t} \right) \]

\[ \leq C_{a,k} \chi_{B_x} t^{(1-k'-k'n/2)} T^{-2k+4} \exp(-atT^2 h(x, y)) \exp \left( -\frac{ad^2(x, y)}{4t} \right) . \]

This finishes the proof. \qed

4 Parabolic distance and heat kernel estimate

With the construction of the parametrix and the error estimate in the last section, we are now faced with the task of proving that it gives the desired asymptotic expansion of heat kernel. To this end, we need to estimate the convolutions of these terms, which seem quite daunting. Remarkably we found that a parabolic distance that appeared previously in Li–Yau’s famous work [10] on the Harnack estimate of the heat kernel of Schrödinger operators greatly simplifies the task, both computationally and conceptually. Our inspiration actually comes from the path integral formalism of quantum mechanics.

Another remarkable feature of the parabolic distance is its connection with the Agmon distance [1–3], which we will use to establish the needed lower bound for the parabolic distance. The resulting pointwise asymptotic expansion of the heat kernel will then be strong enough to pass to the trace of the heat kernel in the noncompact setting.

Let $K^{k}_{Tf}$ be the parametrix of $\partial_t + \Box_{Tf}$ constructed in Sect. 3, i.e.

\[ K^{k}_{Tf}(t, x, y) = \phi(x, y) \mathcal{E}_0(t, x, y) \mathcal{E}_{1, T}(t, x, y) \sum_{j=0}^{k} t^j \Theta_{T,j}(x, y), \]

where $\phi$ is the cut-off function defined in (12).

We define convolution of $f(t, x, y), g(t, x, y) \in \Gamma(E)$ as

\[ (f \ast g)(t, x, y) = \int_0^t \int_M (f(t-s, x, z), g(s, z, y))_{\ast} dvol(z) ds. \]

Let $K_{Tf}$ denote the heat kernel of $\Box_{Tf}$. By the Duhamel Principle, we have

Lemma 4.1 The heat kernel $K_{Tf}$ is given by

\[ K_{Tf}(t, x, y) = K^{k}_{Tf}(t, x, y) + \left( K^{k}_{Tf} \ast \sum_{l=1}^{\infty} (-1)^l (\tilde{R}_{k,T})^{*l} \right)(t, x, y). \]

Here

\[ \tilde{R}_{k,T} = \tilde{R}_{k,T} \ast \ldots \ast \tilde{R}_{k,T}. \]
Motivated by the path integral formalism of quantum mechanics, for any piecewise smooth curve \( c : [0, t] \mapsto M, \) s.t. \( c(0) = x, c(t) = y, \) we define

\[
S_{t, x, y}(c) = \int_0^t \left( \frac{|c'(s)|^2}{4} + T^2 V(c(s)) \right) ds.
\]

Let \( C_{t, x, y} := \{ c : [0, t] \mapsto M \mid c \text{ is piecewise smooth}, \ c(0) = x, c(t) = y \}. \) Define the following parabolic (meta-)distance

\[
\tilde{d}_T(t, x, y) := \inf_{c \in C_{t, x, y}} S_{t, x, y}(c).
\]

The following lemma summarizing its fundamental properties follows mostly from the definition.

**Lemma 4.2** \( \tilde{d}_T(t, x, y) \) is a parabolic (meta-)distance; that is

- \( \tilde{d}_T(t, x, y) \geq 0; \)
- \( \tilde{d}_T(t, x, y) = \tilde{d}_T(t, y, x); \)
- for \( 0 \leq s \leq t, \) we have
  \[
  \tilde{d}_T(t - s, x, y) + \tilde{d}_T(s, y, z) \geq \tilde{d}_T(t, x, z).
  \]

Moreover,

\[
\tilde{d}_T(t, x, y) \leq \frac{d^2(x, y)}{4t} + t \, h_T(x, y).
\]

The last inequality follows from taking a minimal geodesic \( \tilde{c} \) connecting \( x \) and \( y \) and noting that \( S_{t, x, y}(\tilde{c}) = \frac{d^2(x, y)}{4t} + t \, h_T(x, y). \) The inequality (15) connects the parabolic distance to our parametrix.

Conceptually the most crucial property of the parabolic distance for the estimation of the convolutions of the error terms is the triangle inequality (14). We illustrate this by an example. If \( V_T = 0, \) then \( \tilde{d}_T(t, x, y) = \frac{d^2(x, y)}{4t}. \) In this case, the triangle inequality (14) reduces to the well known

\[
\frac{d^2(x, y)}{t - s} + \frac{d^2(y, z)}{s} \geq \frac{d^2(x, z)}{t},
\]

which plays a crucial role in the classical asymptotic expansion for the heat kernel.

The following lemma will be also needed in the heat kernel estimate involving the convolutions, and whose proof follows from a standard argument of volume comparison.

**Lemma 4.3** For \( x \in M \) and \( \delta < \tau, \) denote \( B_x = \{ y \in M : d(x, y) < \delta \}. \) Then there exists \( A = A(F_0, \tau, \delta, n) > 0, \) s.t.

\[
\int_{B_x} \exp \left( -\frac{d^2(x, z)}{t} \right) dz \leq At^n.
\]

Recall that \( F_0 \) is the curvature bound, \( \tau \) is the injectivity radius bound.

With these preparations we now turn to the estimation of the convolution terms in the Duhamel Principle, Lemma 4.1. From now on, we fix an integer \( k \) sufficiently large so that

\[
\alpha(k, \kappa, n) = \frac{1}{3}(1 - \kappa)k - \frac{\kappa + 2}{3} - \frac{n}{2} + 1 > 0.
\]
Lemma 4.4 Assume that $t \in (0, 1]$ and $T \in (0, t^{-\frac{1}{2}}]$. Then for any $a \in (0, 1)$, there exist $C = C(k, a, \kappa, \tau, F_0) > 0$, such that, for all $l \in \mathbb{N}$,
\[
|\tilde{K}_T^k \ast \tilde{R}_{k,T}^l|(t, x, y) \leq \frac{C^{l+1}T^{bl}}{(l-1)!} \exp(-a\tilde{d}_T(t, x)),
\]
where $\alpha = \alpha(k, \kappa, n)$ as above, and $\beta = \beta(k) = -\frac{2k+4}{3}$.

**Proof** Let $B_x = \{y \in M : d(x, y) < \tau\}$, then by the volume comparison, we have
\[
\text{vol}(B_x) \leq C_T.
\] (16)

From Lemma 3.5 and (15), we have for $T \in (0, t^{-\frac{1}{2}}]$, any $a \in (0, 1)$,
\[
|\tilde{R}_{k,T}(x, y)| \leq C_{a,k}B_x(y)t^{a-1}T^\beta \exp(-a\tilde{d}_T(t, x, y)).
\]

Therefore by (14),
\[
|\tilde{R}_{k,T}^l| = \left| \int_0^t \cdots \int_0^t \cdots \int_0^t \cdots \int_M \tilde{R}_{k,T}(t - t_1, x, z_1) \tilde{R}_{k,T}(t_1 - t_2, z_1, z_2) \times \tilde{R}_{k,T}(t_2 - t_3, z_2, z_3) \cdots \tilde{R}_{k,T}(t_{l-1} - z_{l-1}, y) d\text{vol}(z_{l-1}) \cdots d\text{vol}(z_1) dt_{l-1} dt_{l-2} \cdots dt_1 \right|
\]
\[
= \left| \int_0^t \cdots \int_0^t \cdots \int_0^t \cdots \int_{B_x} \tilde{R}_{k,T}(t - t_1, x, z_1) \tilde{R}_{k,T}(t_1 - t_2, z_1, z_2) \times \tilde{R}_{k,T}(t_2 - t_3, z_2, z_3) \cdots \tilde{R}_{k,T}(t_{l-1} - z_{l-1}, y) d\text{vol}(z_{l-1}) \cdots d\text{vol}(z_1) dt_{l-1} dt_{l-2} \cdots dt_1 \right|
\]
\[
\leq (C TC_{a,k})^{l+1}T^\beta \exp(-a\tilde{d}_T(t, x, y)) \int_0^t \cdots \int_0^t \cdots \int_0^t \cdots \int_0^t \cdots \int_0^t (t - t_1)^{a-1} \cdots t_{l-1}^{a-1} dt_{l-1} \cdots dt_1
\]
\[
\leq \frac{C^{l+1}T^{bl}}{(l-1)!} \exp(-a\tilde{d}_T(t, x, y)).
\]

On the other hand, by Proposition 3.3, $K_k(t, x, y) \leq Ct^{-a} \exp(-a'\tilde{d}_T(t, x, y))$, where, for our purpose, $a' \in (0, 1)$ is chosen to be $a' = \frac{1+a}{2} = a + b$, with $b = \frac{1-a}{2} > 0$. Hence
\[
|K_T^k \ast \tilde{R}_{k,T}^l|(t, x, y) \leq \frac{C^{l+1}T^{bl}}{(l-1)!} \int_0^t \int_{B_x} (t - s)^{-\frac{a}{2}} s^{a' - 1} \times \exp(-a'\tilde{d}_T(t - s, x, z)) \exp(-a\tilde{d}_T(s, z, y)) d\text{vol}(z) ds
\]
\[
\leq \frac{C^{l+1}T^{bl}}{(l-1)!} \exp(-a\tilde{d}_T(t, x, y))
\]
\[
\times \int_0^t s^{a' - 1} \int_{B_x} (t - s)^{-\frac{a}{2}} \exp(-bd^2(x, y)/(4(t-s))) d\text{vol}(z) ds
\]
\[
\leq AC^{l+1}T^\beta \frac{d^2}{(a'l-1)!} \exp(-a\tilde{d}_T(t, x, y)).
\]

Here in the last inequality, we have made use of Lemma 4.3. 

We summarize our discussion so far.
Theorem 4.1  The heat kernel $K_{Tf}$ has the following complete pointwise asymptotic expansion. For any $x, y \in M$ such that $d(x, y) \leq 1/2t$,

$$K_{Tf}(t, x, y) \sim \frac{1}{(4\pi t)^{n/2}} \exp(-d^2(x, y)/4t) \exp(-t h_T(x, y)) \sum_{j=0}^{\infty} t^j \Theta_{T,j}(x, y),$$

as $t \to 0$. Each $\Theta_{T,j}$ is a polynomial of $T$:

$$\Theta_{T,j}(x, y) = \sum_{l=0}^{[\frac{n}{2}]+j} T^l \Theta_{l,j}(x, y),$$

and, when restricted to the diagonal of $M \times M$, $\Theta_{l,j}(y, y)$ can be written as an algebraic combination of the curvature of the manifold $M$, the function $f$, as well as their derivatives, at $y$; in addition, $\Theta_{T,0}(y, y) = \text{Id}$. Moreover, we have the following remainder estimate. For any $k$ sufficiently large and any $a \in (0, 1)$,

$$\left| K_{Tf}(t, x, y) - \frac{1}{(4\pi t)^{n/2}} \exp(-d^2(x, y)/4t) \exp(-t h_T(x, y)) \sum_{j=0}^{k} t^j \Theta_{T,j}(x, y) \right| \leq C t^{\frac{3}{2}(1-k)k^{-\frac{n+2}{2}-\frac{n}{2}+1}} T^{-\frac{3k+4}{4}} \exp(-a\tilde{d}_T(t, x, y)),$$

for $t \in (0, 1]$ and $T \in (0, t^{-\frac{1}{2}}]$.

Remark 4.5  Here the choice for $t \in (0, 1]$ and $T \in (0, t^{-\frac{1}{2}}]$ is for simplicity and convenience. Our discussion works for $t \in (0, l_0]$ and $T \in (0, T_0t^{-\frac{1}{2}}]$ but the estimates will depend on those choices as well.

Without an effective lower bound on the parabolic distance $\tilde{d}_T(t, x, y)$ in our noncompact setting, the pointwise asymptotic expansion for the heat kernel of the Witten Laplacian will not be very useful beyond recovering the classical expansion. In particular, in passing from the pointwise asymptotic expansion to the asymptotic expansion of the (global) heat trace, we need remainder estimates which can compensate for the divergent volume integral. Here we explore the interesting connection of the parabolic distance to the Agmon distance and establish such an effective lower bound.

Recall that, in our setting, the Agmon metric (cf. [1–3]) is $T^2|\nabla f|^2 g$. For any piecewise smooth curve $c$ in $M$, denote $L_{Tf}(c)$ the Agmon length of $c$, i.e., the length of $c$ with respect to Agmon metric $T^2|\nabla f|^2 g$.

First of all, we note

Lemma 4.6  Let $c \in C_{t,x,y}$ be a piecewise smooth curve. Then,

$$S_{t,x,y}(c) \geq L_{Tf}(c). \quad (17)$$

Proof  This follows from an elementary inequality as

$$S_{t,x,y}(c) = \int_0^t \frac{|c'(s)|^2}{4} + T^2 V(c(s))ds \geq \int_0^t T|\nabla f|(c(s))|c'(s)|ds = L_{Tf}(c).$$

Thus the parabolic distance is bounded from below by the Agmon distance (but we actually will be using the Agmon length later).
The following lemma says that the Agmon length can be bounded from below effectively if the potential function varies considerably along a curve.

**Lemma 4.7** Let \( c \in C_{t,x,y} \) be a piecewise smooth curve. If

\[
\inf_{s \in [0,t]} V(c(s)) \leq \frac{1}{2} \sup_{s \in [0,t]} V(c(s)),
\]

then there exists constant \( \tilde{\beta} > 0 \) depending only on the bounds in the tameness condition, such that

\[
L_{TF}(c) \geq \tilde{\beta} T \sup_{s \in [0,t]} |V|^{1-k} (\gamma(s)).
\]

**Proof** Set \( \tilde{V}_c := \sup_{s \in [0,t]} V(c(s)) \). Then we can find an interval \([a, b] \subset [0, t]\), s.t. \( V(c(a)) = \frac{\tilde{V}_c}{2}, V(c(b)) = \tilde{V}_c \) (or vice versa, \( V(c(b)) = \frac{\tilde{V}_c}{2}, V(c(a)) = \tilde{V}_c \)). Moreover, for all \( s \in [a, b] \), \( V(c(s)) \geq \frac{\tilde{V}_c}{2} \).

Now by the \( \kappa \)-regular tame condition,

\[
\frac{\tilde{V}_c}{2} = |V(c(a)) - V(c(b))| \leq \int_a^b |\nabla V(c(s))||c'(s)|ds
\]

\[
\leq C \int_a^b |V(c(s))| ^{\frac{\kappa + 1}{2}} |c'(s)|ds
\]

\[
\leq C \tilde{V}_c^{\frac{\kappa + 1}{2}} \int_a^b |\nabla f(c(s))||c'(s)|ds
\]

\[
\leq CT^{-1} \tilde{V}_c^{\frac{\kappa + 1}{2}} L_{TF}(c|a, b))
\]

Thus, for \( \tilde{\beta} = \frac{1}{2C} > 0 \),

\[
L_{TF}(c) \geq L_{TF}(c|a,b)) \geq \tilde{\beta} T \tilde{V}_c^{\frac{1-k}{2}} = \tilde{\beta} T \sup_{s \in [0,t]} |V|^{1-k} (\gamma(s)). \tag{18}
\]

Finally we arrive at the following effective lower bound for the parabolic distance.

**Lemma 4.8** One has

\[
\tilde{d}_T(t, x, y) \geq \min \left\{ \tilde{\beta} T V^{\frac{1-x}{2}} (x), \frac{t T^2 V(x)}{2} \right\} \tag{19}
\]

In particular, for \( t \in (0, 1] \), \( T = t^{-\frac{1}{2}} \),

\[
\tilde{d}_T(t, x, y) \geq \tilde{\beta} V^{\frac{1-x}{2}} (x) \min \left\{ 1, \frac{V(x)^{\frac{\kappa + 1}{2}}}{2\tilde{\beta}} \right\} \tag{20}
\]

**Proof** Let \( \gamma : [0, t] \rightarrow M \) be a curve minimizing \( S_{t,x,y} \). As before, set \( \tilde{V}_\gamma := \sup_{s \in [0,t]} V(\gamma(s)) \).

If \( V(\gamma(s)) \geq \frac{\tilde{V}_c}{2} \) for all \( s \in [0, t] \), then we have

\[
\tilde{d}_T(t, x, y) \geq \frac{t T^2 \tilde{V}_\gamma}{2} \geq \frac{t T^2 V(x)}{2}. \tag{21}
\]
If not, by Lemma 4.7,
\[ L_{Tf}(x, y) \geq \tilde{\beta} T V_\gamma^{1-k} \geq \tilde{\beta} T V^{1-k} (x) . \]  
(22)

Therefore, by Lemma 4.6,
\[ \tilde{d}_T(t, x, y) \geq \min \left\{ \tilde{\beta} T V^{1-k} (x), \frac{t T^2 V(x)}{2} \right\} . \]

Our results follow. \(\square\)

We also note the following lemma which was used in the previous section.

**Lemma 4.9** For \( a \in (0, 1) \), \( t \in (0, 1) \), \( l > 0 \), there exists \( C_{a,k,l} > 0 \), s.t.
\[ \tilde{V}_\gamma^l \exp \left( - \frac{d^2(x, y)}{4t} \right) \exp(-t T^2 h(x, y)) \leq C_{a,k,l} t^{-l} T^{-2l} \exp \left( - \frac{a d^2(x, y)}{4t} \right) \exp(-a t T^2 h(x, y)), \]

where \( \gamma \) is the minimal geodesic connecting \( x \) and \( y \), \( \tilde{V}_\gamma = \sup_{p \in \gamma} |V(p)| \).

**Proof** When \( \inf_{p \in \gamma} |V(p)| \geq \tilde{V}_\gamma^l \geq \tilde{V}_\gamma \), hence \( \tilde{V}_\gamma^l \exp(-t T^2 h(x, y)) \leq C_{a,k,l} t^{-l} T^{-2l} \) for some \( C_{a,l} > 0 \).

Otherwise, by Lemmas 4.6 and 4.7, \( \frac{d^2(x, y)}{4t} + t T^2 h(x, y) \geq \tilde{\beta} T V_\gamma^{1-k} \geq \tilde{\beta} (T V_\gamma)^{1-k} \).

Therefore, there exist \( C_{a,k,l} \) such that
\[ \tilde{V}_\gamma^l \exp \left( - (1-a) \frac{d^2(x, y)}{4t} \right) \exp(-(1-a) t T^2 h(x, y)) \leq \tilde{V}_\gamma^l \exp(- (1-a') \tilde{\beta} (T V)^{1-k}) \]
\[ \leq C_{a,k,l} t^{-2l} \leq C_{a,k,l} t^{-l} T^{-2l} \]

which yields the result. \(\square\)

Combining the above discussion with Theorem 4.1 we have

**Theorem 4.2** For \( T = t^{-\frac{1}{2}} \), the heat kernel \( K_{-\frac{1}{2} f} \) of the Witten Laplacian has the following complete pointwise (diagonal) asymptotic expansion. For any \( x \in M \),
\[ K_{-\frac{1}{2} f}(t, x, x) \sim \frac{1}{(4\pi t)^{\frac{3}{2}}} \exp(-|\nabla f|^2(x)) \sum_{j=0}^{\infty} \sum_{l=0}^{l} t^{l-\frac{1}{2}} \Theta_{l,j}(x, x), \]
as \( t \to 0 \). Moreover, for any \( k \) sufficiently large and any \( a \in (0, 1) \),
\[ K_{-\frac{1}{2} f}(t, x, x) - \frac{1}{(4\pi t)^{\frac{3}{2}}} \exp(-|\nabla f|^2(x)) \sum_{j=0}^{\infty} \sum_{l=0}^{l} t^{l-\frac{1}{2}} \Theta_{l,j}(x, x) \]
\[ \leq C t^{\frac{1}{2} (2-k) - \frac{1}{2} - \frac{k+1}{2} - \frac{k}{2}} \exp(-a \tilde{\beta} |\nabla f|^{1-k} (x)), \]
for \( t \in (0, 1] \) and \( x \in M \). In particular, we have the following small time asymptotic expansion of the heat trace:

\[
\text{Tr} \left( \exp(-t \Box_{Tf}) \right) \sim \frac{1}{(4\pi t)^{\frac{n}{2}}} \sum_{j=0}^{\infty} \sum_{l=0}^{\lfloor \frac{j}{2} \rfloor + j} t^{j - \frac{l}{2}} \int_M \exp(-|\nabla f|^2(x)) \text{tr}(\Theta_{l,j}(x,x)) \, dx,
\]

as \( t \to 0 \), with the remainder estimate

\[
\left| \text{Tr} \left( \exp(-t \Box_{Tf}) \right) - \frac{1}{(4\pi t)^{\frac{n}{2}}} \sum_{j=0}^{k} \sum_{l=0}^{\lfloor \frac{j}{2} \rfloor + j} t^{j - \frac{l}{2}} \int_M \exp(-|\nabla f|^2(x)) \text{tr}(\Theta_{l,j}(x,x)) \, dx \right| \leq C t^{\frac{1}{2}(2-\kappa)k - \frac{j+\kappa}{2} - \frac{n}{2}}.
\]

**Proof** This follows from Theorem 4.1 and Lemma 4.8 by noting that \( V \geq (2\bar{\beta})^{\frac{2}{2+\tau}} \) outside a compact set. \( \square \)

## 5 Local index theorem for Witten Laplacian

We now turn to the local index theorem for the Witten Laplacian. From the discussion at the end of Sect. 2 (see (5) and after) we have

\[
\chi(M, dTf) = \sum_{i=0}^{n} (-1)^i \text{dim}(H^i(M, dTf)) = \text{Tr}_s(\exp(-t \Box_{Tf})) \quad (23)
\]

is independent of \( t \). Moreover, by Theorem 1.3 in [3], \( \chi(M, dTf) \) is independent of \( T > 0 \). As a consequence, Theorem 4.2 reduces the index formula for Witten Laplacian to a local index theorem, which we will develop in this section.

First we summarize what we know about the index of the Witten Laplacian as the following McKean–Singer type formula.

**Proposition 5.1** Assume that \((M, g, f)\) is polynomial tame. Then for \( T > 0 \), \( \chi(M, dTf) \) is independent of \( T \) and

\[
\chi(M, dTf) = \int_M \text{tr}_s(K_{Tf}(t, x, x)) \, dx
\]

for any \( t > 0 \). Here \( dx \) denotes the volume form induced by \( g \).

In the usual approach to the local index theorem, one studies the integrand, the pointwise supertrace \( \text{tr}_s(K_{Tf}(t, x, x)) \), in the limit \( t \to 0 \) via the Getzler’s rescaling. To proceed with Getzler’s rescaling technique, we now fix \( x_0 \in M \) and let \( x \) be the normal coordinates near \( x_0 \). Thus \( x = 0 \) at \( x_0 \), and we will use 0 and \( x_0 \) interchangeably in this section. We trivialize the bundle \( \Lambda^*(M) \) in the normal neighborhood \( U \) by parallel transport along radical geodesic from \( x_0 \). In fact, we can assume \( M = T_{x_0}M \) for now by extending everything trivially outside the normal neighborhood (we will see that we can localize the problem because of Theorem 4.2).

For usual Getzler’s rescaling techniques (a la Bismut–Zhang [2] for the de Rham complex), one defines \( \delta_e \) as follows:
1. For function \( f \in C^\infty([0, \infty) \times U) \), \((\delta_\epsilon f)(t, x) = f(\epsilon t, \epsilon^{\frac{1}{2}} x)\). As a consequence, we have
\[
\lim_{t \to 0} f(t, 0) = \lim_{\epsilon \to 0} (\delta_\epsilon f)(t, 0).
\]
Moreover, \( \delta_\epsilon f(t, x)\delta_\epsilon^{-1} = f(\epsilon t, \epsilon^{\frac{1}{2}} x) \).

2. Let \( \{e_i\}_{i=1}^n \) be a local frame near \( x_0 \), \( \{e_i^*\}_{i=1}^n \) its dual frame. Then for \( c(e_i) = e_i \wedge -\epsilon e_i, \tilde{c}(e_i) = e_i \wedge \epsilon e_i \) and \( \delta_\epsilon c(e_i) = -\frac{1}{2} e_i \wedge -\epsilon e_i + \epsilon e_i \wedge +\epsilon e_i \). Now let \( e_i(e_i) = -\frac{1}{2} e_i \wedge -\epsilon e_i + \epsilon e_i \wedge +\epsilon e_i, \tilde{c}(e_i) = -\frac{1}{2} e_i \wedge -\epsilon e_i + \epsilon e_i \wedge +\epsilon e_i \).

Recall that \( K_{T_f} \) is the heat kernel of \( \Box T_f \). Then \( K_{T_f, \epsilon}^\prime = \epsilon^n \delta_\epsilon K_{T_f} \) is the heat kernel for \( \Box T_f, \epsilon := \epsilon \delta_\epsilon \Box T_f \delta_\epsilon^{-1} \). Moreover, for small \( \epsilon \) \([2, (4.60)]\)
\[
\Box T_f, \epsilon = -\Delta T_{x_0} M \text{Id}_{\Lambda^* T_{x_0}^* M} + \frac{1}{2} \sum_{i < j < k < l} R_{ijkl}(0) e_i \wedge e_j \otimes \tilde{e}^k \wedge \tilde{e}^l + O(\epsilon^{\frac{1}{2}}),
\]
where \( \Delta T_{x_0} M \) is the Euclidean Laplacian on \( T_{x_0} M \), and \( R_{ijkl}(x) \) is the Riemannian curvature tensor at \( x \).

This is the usual Getzler’s rescaling. As \( \epsilon \to 0 \), the information of \( f \) disappears. But for the noncompact case, unlike the compact case, the index should depend on \( f \). To deal with this issue, we introduce the following rescaling technique: we let \( T \) join the game.

As mentioned before, the index \( \chi(M, d_{T_f}) = \text{Tr}_s(\exp(-t \Box T_f)) \) is independent of \( T > 0 \).

Hence, in our rescaling, we define, in addition, \( \delta_\epsilon(T) = \epsilon^{-\frac{1}{2}} T \).

Now under new rescaling, then we have

**Lemma 5.2** Let \( \Box T_{f, \epsilon} := \epsilon \delta_\epsilon \Box T_f \delta_\epsilon^{-1} \). Then
\[
\Box T_{f, 0} := \lim_{\epsilon \to 0} \Box T_{f, \epsilon} = -\Delta T_{x_0} M \text{Id}_{\Lambda^* T_{x_0}^* M} - \frac{1}{2} \sum_{i < j < k < l} R_{ijkl}(0) e_i \wedge e_j \otimes \tilde{e}^k \wedge \tilde{e}^l + V_T(x_0) + T_{f, 0}.
\]

Here \( L_{f, 0} = \nabla^2 e_i, e_j f(x_0) e_i \otimes \tilde{e}^j \).

**Proof** By Proposition 2.1, \( \Box T_f = \Delta - T L_f + T^2 |\nabla f|^2 \). By \([2, (4.60)]\),
\[
\epsilon \delta_\epsilon(\delta_\epsilon^{-1}) = -\Delta T_{x_0} M \text{Id}_{\Lambda^* T_{x_0}^* M} + \frac{1}{2} \sum_{i < j < k < l} R_{ijkl}(0) e_i \wedge e_j \otimes \tilde{e}^k \wedge \tilde{e}^l + O(\epsilon^{\frac{1}{2}}).
\]

On the other hand, by the new rescaling in \( T, \epsilon \delta_\epsilon(T^2 |\nabla f|^2)\delta_\epsilon^{-1} = T^2 |\nabla f|^2(x_0) + O(\epsilon^{\frac{1}{2}}) \). Now \( L_f = \nabla^2 e_i, e_j f(e_i \wedge, e_j) = -\nabla^2 e_i, e_j f(e^i) \tilde{c}(e^j) \). Hence
\[
\epsilon \delta_\epsilon(T L_f)\delta_\epsilon^{-1} = -T \nabla^2 e_i, e_j f(x_0) e_i \otimes \tilde{e}^j + O(\epsilon^{\frac{1}{2}}).
\]

Our result follows. \( \square \)

Denote \( \tilde{R}(x_0) = -R_{ijkl}(x_0) e_i \wedge e_j \otimes \tilde{e}^k \wedge \tilde{e}^l \). Let \( K_{T_f, 0} \) be the heat kernel of \( \Box T_{f, 0} \).

Clearly \( -\Delta T_{x_0} M \text{Id}_{\Lambda^* T_{x_0}^* M} \) commutes with \( \frac{\tilde{R}(x_0)}{2} + T L_f(x_0) + V_T(x_0) \). Therefore we have
\[
K_{T_f, 0} = \mathcal{E}_0 \exp \left( -t \left[ \frac{\tilde{R}(x_0)}{2} + T L_f(x_0) + V_T(x_0) \right] \right).
\]
By Theorem 4.2, $K_{Tf}(t, x, x)$ has the following asymptotic expansion,

$$K_{Tf}(t, x, x) = (4\pi t)^{-\frac{n}{2}} \exp(-t V_T) \sum_{j=0}^{\infty} t^j \Theta_{T,j}(x, x),$$

with strong remainder estimate when $T = t^{-1/2}$. In particular,

$$K_{t^{-\frac{1}{2}}f}(t, x, x) = (4\pi t)^{-\frac{n}{2}} \exp(-V) \sum_{k \in \mathbb{Z}^N, j - \frac{1}{2}l = k, l \leq \{\frac{j}{2}\}} \Theta_{l,j}(x, x).$$  \hspace{1cm} (25)

Here $\mathbb{N}$ denotes the set of natural numbers which by our convention contains 0. Thus we can upgrade Proposition 5.1 to

**Proposition 5.3** For $T > 0$,

$$\chi(M, dt_f) = \lim_{t \to 0} \text{Tr}(\exp(-t D_{t^{-\frac{1}{2}}f})) = \int_M \lim_{t \to 0} \text{Tr}_s^\Lambda^*(TM)(K_{t^{-\frac{1}{2}}f}(t, x, x)) dx$$

$$= \frac{1}{(4\pi)^\frac{n}{2}} \int_M \exp(-|\nabla f|^2) \sum_{j - \frac{1}{2}l = \frac{n}{2}} \text{tr}_s^\Lambda^*(TM)(\Theta_{l,j}(x, x)) dx.$$  \hspace{1cm} (26)

Here (to emphasize) we use $\text{tr}_s^\Lambda^*(TM)$ to denote the pointwise supertrace on $\Lambda^*(TM)$ which was previously denoted by $\text{tr}_s$.

Now for $I = \{i_1, \ldots, i_k\} \subset \{1, 2, \ldots, n\}$, $i_1 < \cdots < i_k$, denote $c(e_I) = c(e_{i_1}) \cdots c(e_{i_k})$, $\hat{c}(e_I) = \hat{c}(e_{i_1}) \cdots \hat{c}(e_{i_k})$. Write $\Theta_{l,j} = \sum_{I \subset \{1, 2, \ldots, n\}} \Theta_{l,j, I} c(e_I) \hat{c}(e_J)$. The following Proposition on the key property of the supertrace is well known.

**Proposition 5.4** For $I, J \subset \{1, 2, \ldots, n\}$,

$$\text{tr}_s^\Lambda^*(TM)(c(e_I) \hat{c}(e_J)) = \begin{cases} (-1)^{\frac{n(n+1)}{2}} 2^n, & \text{if } I = J = \{1, 2, \ldots, n\} \\ 0, & \text{otherwise}. \end{cases}$$

Thus $\text{tr}_s^\Lambda^*(TM)(\Theta_{l,j}) = (-1)^{\frac{n(n+1)}{2}} 2^n \Theta_{l,j, l_n, l_n}$, where $l_n = \{1, 2, \ldots, n\}$. We now recall the Berezin integral formalism. For any $\omega \in \Omega^*(TM) \otimes \Omega^*(TM)$, $I \subset 1, 2, \ldots, n$, we can write $\omega$ as

$$\omega := \sum_I w_I \hat{e}^I.$$  \hspace{1cm} (27)

Then the Berezin integral $\int^B : \Omega^*(TM) \otimes \Omega^*(TM) \mapsto \Omega^*(TM)$ is defined as

$$\int^B \omega = \omega_{l_n}.$$  \hspace{1cm} (28)

The following lemma is also well known in local index theory and the Getzler rescaling technique.

**Lemma 5.5** We have

$$\lim_{t \to 0} \text{tr}_s^\Lambda^*(TM)(K_{t^{-\frac{1}{2}}f})(t, x_0, x_0) dx = (-1)^{\frac{n(n+1)}{2}} 2^n \int^B \lim_{e \to 0} e^\frac{t}{e} (\delta_e K_{t^{-\frac{1}{2}}f})(t, x_0, x),$$  \hspace{1cm} (29)

provided that the right hand limit exists.

\(\square\) Springer
Proof Write $K_{\frac{1}{t^2} f}(t, x_0, x) = \sum_{I,J \subset \{1,2,\ldots,n\}} a_{I,J}(t, x)c(e_I)\hat{c}(e_J)$. By Proposition 5.4,
\[
\text{tr}^\chi_s(TM)\left(K_{\frac{1}{t^2} f}(t, x_0, x)\right) = (-1)^{n(n+1)/2} 2^n a_{I_0}I_0(t, x_0).
\]
On the other hand,
\[
\left(\epsilon \frac{\delta \epsilon}{\epsilon} K_{\frac{1}{t^2} f}\right)(t, x_0, x) = \sum_{I,J \subset \{1,2,\ldots,n\}} a_{I,J}(\epsilon t, \epsilon \frac{1}{t^2} x)\epsilon \frac{\delta \epsilon}{\epsilon} c(e_I)\hat{c}(e_J).
\]
Hence,
\[
\int B \lim_{\epsilon \to 0} \epsilon \frac{\delta \epsilon}{\epsilon} K_{\frac{1}{t^2} f}(t, x_0, x) = \lim_{\epsilon \to 0} a_{I_0}I_0(\epsilon t, \epsilon \frac{1}{t^2} x)\epsilon \frac{\delta \epsilon}{\epsilon} c(e_I)\hat{c}(e_J) x d\epsilon.
\]
Our result follows.

For the right hand side of the previous lemma, we have the following proposition.

Proposition 5.6 There exists $a \in (0,1)$ such that
\[
|\epsilon \frac{\delta \epsilon}{\epsilon} K_{\frac{1}{t^2} f}(t, x, x) - K_{\frac{1}{t^2} f,0}(t, x, x)| \leq C \epsilon t^{2-k-\frac{a}{2}} \exp(-aV^{1-k}).
\]
Proof Let $K_0(t, x, y) = \phi(x, y)K_{Tf,0}(t, x, y)$. Then by the tameness condition, for some $a \in (0,1)$ we have
\[
|\Box_{Tf,\epsilon} - \Box_{Tf,0}K_0(t, x, y)| \leq C \chi_B(x) \epsilon t^{-\frac{n+1}{2}} T^{-2} \exp\left(-\frac{ad(x, y)}{4t}\right) \exp(-at^2V(x)).
\]
By the Duhamel principle,
\[
\epsilon \frac{\delta \epsilon}{\epsilon} K_{Tf,\epsilon} - K_0 = (\epsilon \frac{\delta \epsilon}{\epsilon} K_{Tf,\epsilon}) * ((\Box_{Tf,\epsilon} - \Box_{Tf,0})K_0(t, x, y)).
\]
On the other hand, $\epsilon \frac{\delta \epsilon}{\epsilon} K_{Tf,\epsilon} = \epsilon \frac{\delta \epsilon}{\epsilon} K_{Tf} + \sum_{k=1}^\infty \epsilon \frac{\delta \epsilon}{\epsilon} (K_{Tf} \hat{\otimes} \hat{\otimes} K_{Tf})$, and it is straightforward to check that
\[
|\epsilon \frac{\delta \epsilon}{\epsilon} K_{Tf}(t, x, y)| \leq C \chi_B(x) \epsilon t^{-\frac{n}{2}} \exp\left(-\frac{at^2}{4t} V(x)\right).\]
Proceeding as in the previous section we finish the proof of the Proposition.

Finally, we arrive at our local index theorem for the Witten Laplacian. Recall that $\tilde{R}, \tilde{\nabla}^2 f \in \Omega^n(M) \hat{\otimes} \Omega^n(M)$ are defined as (we abuse the notation here by omitting the wedge product signs)
\[
\tilde{R}(x) = R_{ijkl}(x)e^i e^j e^k e^l, \quad \tilde{\nabla}^2 f(x) = \nabla_{e_i} e_j f(x)e^i \hat{e}^j.
\]

Theorem 5.1 For any $x_0 \in M$, we have
\[
\lim_{t \to 0} \text{tr}^\chi_s(TM)\left(K_{\frac{1}{t^2} f}(t, x_0, x_0)\right) = (-1)^{\frac{n+1}{2}} \pi^{\frac{n}{2}} \exp(-|\nabla f(x_0)|^2) \int B \exp\left(-\frac{\tilde{R}(x_0)}{2} - \tilde{\nabla}^2 f(x_0)\right).
\]
In particular, for $T > 0$,
\[
\chi(M, dTf) = (-1)^{\frac{n+1}{2}} \pi^{\frac{n}{2}} \int_M \exp(-|\nabla f|^2) \int B \exp\left(-\frac{\tilde{R}}{2} - \tilde{\nabla}^2 f\right).
\]
Proof By (27) and Proposition 5.6,
\[ \lim_{t \to 0} \left( T^M \right) (K_{t^{-\frac{1}{2}} f})(x, x_0) dx = \left( -1 \right)^{n(n+1)/2} \frac{2^n}{(4 \pi t)^{n/2}} \int B \exp \left( -t \tilde{R}(x_0) - \frac{t}{2} L_f(x_0) - \nabla f(x_0) \right) \exp \left( -\tilde{R}(x_0) - \tilde{\nabla}^2 f(x_0) \right). \]

The second result then follows from Proposition 5.3.

\[ \square \]

6 Examples from Landau–Ginzburg models

In this section, we will discuss in somewhat detail how our results apply to some examples coming from Landau–Ginzburg models. Some of our discussions benefited from those of [5].

Consider a triple \((M, g, f)\), where \((M, g)\) is a Kähler manifold with bounded geometry, and \(f : M \to \mathbb{C}\) a holomorphic function. In this case, one considers the Witten deformation of the \(\bar{\partial}\)-operator
\[ \bar{\partial}_f = \bar{\partial} + \partial f : \Omega^k(M, \mathbb{C}) \to \Omega^{k+1}(M, \mathbb{C}). \]
The corresponding Witten Laplacian is then \(\square_{\bar{\partial}_f} = \bar{\partial}_f^* \bar{\partial}_f + \bar{\partial}_f \partial f^*\).

On the other hand, one can also consider the underlying real manifold \(M\) with the Riemannian metric given by \(g\), together with the potential function given by \(2\Re f = f + \bar{f}\). It follows from the Kähler identity that
\[ 2\square_{\bar{\partial}_f} = \square_{2\Re f}. \]

As a consequence, \(\chi(M, \bar{\partial}_f) = \chi(M, d_{\Re f}). \)

A large class of Landau–Ginzburg models consists of \((\mathbb{C}^n, g_0, f)\) where \(g_0\) is the Euclidean metric and \(f : \mathbb{C}^n \to \mathbb{C}\) a so-called nondegenerate quasi-homogeneous polynomial. Here \(f \in \mathbb{C}[z_1, \ldots, z_n]\) is a quasi-homogeneous (also known as weighted homogeneous) polynomial if there are positive rational numbers \(q_1, \ldots, q_n\), called the weights, such that
\[ f(\lambda^{q_1} z_1, \ldots, \lambda^{q_n} z_n) = \lambda f(z_1, \ldots, z_n), \]
for all \(\lambda \in \mathbb{C}^\times\). \(f\) is called nondegenerate if \(f\) contains no monomials of the form \(z_i z_j\) for \(i \neq j\) and 0 is the only critical point of \(f\) (equivalently, the hypersurface \(f = 0\) in the weighted projective space is non-singular). By the classification result of [12] (see also [9, Theorem 3.7]), if \(f\) is nondegenerate, then \(q_i \leq \frac{1}{2}, \forall i\) (and these weights are unique).

If \(f\) is a nondegenerate quasi-homogeneous polynomial, then \((\mathbb{C}^n, g_0, f)\) (or equivalently, the corresponding real model) is polynomial tame. To see this, one uses a result from [6]. Indeed, it is shown in [6, Theorem 5.8] that if \(f\) is a nondegenerate quasi-homogeneous polynomial, then \(f(\lambda^{q_1} z_1, \ldots, \lambda^{q_n} z_n) = \lambda f(z_1, \ldots, z_n)\), for all \(\lambda \in \mathbb{C}^\times\). \(f\) is called nondegenerate if \(f\) contains no monomials of the form \(z_i z_j\) for \(i \neq j\) and 0 is the only critical point of \(f\) (equivalently, the hypersurface \(f = 0\) in the weighted projective space is non-singular). By the classification result of [12] (see also [9, Theorem 3.7]), if \(f\) is nondegenerate, then \(q_i \leq \frac{1}{2}, \forall i\) (and these weights are unique).

If \(f\) is a nondegenerate quasi-homogeneous polynomial, then \((\mathbb{C}^n, g_0, f)\) (or equivalently, the corresponding real model) is polynomial tame. To see this, one uses a result from [6]. Indeed, it is shown in [6, Theorem 5.8] that if \(f\) is a nondegenerate quasi-homogeneous polynomial, then \(f(\lambda^{q_1} z_1, \ldots, \lambda^{q_n} z_n) = \lambda f(z_1, \ldots, z_n)\), for all \(\lambda \in \mathbb{C}^\times\). \(f\) is called nondegenerate if \(f\) contains no monomials of the form \(z_i z_j\) for \(i \neq j\) and 0 is the only critical point of \(f\) (equivalently, the hypersurface \(f = 0\) in the weighted projective space is non-singular). By the classification result of [12] (see also [9, Theorem 3.7]), if \(f\) is nondegenerate, then \(q_i \leq \frac{1}{2}, \forall i\) (and these weights are unique).
polynomial, then there exists a constant $C > 0$ depending only on $f$ such that for all $(u_1, \ldots, u_n) \in \mathbb{C}^n$, and each $i = 1, \ldots, n$,

$$|u_i| \leq C \left( \sum_{j=1}^{n} \left| \frac{\partial f}{\partial z_j}(u_1, \ldots, u_n) \right| + 1 \right)^{\gamma_i}, \quad (28)$$

where $\gamma_i = \frac{q_i}{\min_j(1-q_j)}$.

As $|\nabla \Re f|^2 = \sum_j |\frac{\partial f}{\partial z_j}|^2$, one obtains using the above estimate and quasi-homogeneity that for $m \geq 1$,

$$|\nabla^m \Re f| \leq C \left( |\nabla \Re f| + 1 \right)^{\frac{1-m \min_j q_j}{\min_j(1-q_j)}},$$

where the constant $C$ now also depends on $m, n$. Since $q_j \leq \frac{1}{2}$, the exponent here

$$\frac{1-m \min_j q_j}{\min_j(1-q_j)} \leq 2(1 - m \min_j q_j).$$

Thus, if we let $\kappa = \max\{0, 1 - 4 \min_j q_j\} < 1$, then the real model here $(\mathbb{R}^{2n}, g_0, \Re f)$ is $\kappa$-regular tame.

**Remark 6.1** It is also clear from the above discussion that when $m \min_j q_j \geq 1$, we can choose $\kappa = 0$, and therefore the real model $(\mathbb{R}^{2n}, g_0, \Re f)$ is effectively 0-regular tame.

Also from the estimate (28) and $q_j \leq \frac{1}{2}$ one deduces that

$$|z|^2 \leq C(|\nabla \Re f|^2 + 1).$$

It follows that

$$\int_{|\nabla \Re f|^2 \leq \lambda} (\lambda - |\nabla \Re f|^2)^{2n/2} dvol \leq \lambda^n \text{Vol}(B(0, \sqrt{C(\lambda + 1)})) \leq C'\lambda^{2n}.$$ 

And thus $(\mathbb{R}^{2n}, g_0, \Re f)$ is polynomial tame. Therefore, Theorem 5.1 yields the following formula for the Milnor number of $f$, which is stated in [5] under additional restriction on the weights of $f$.

**Corollary 6.1** If $f \in \mathbb{C}[z_1, \ldots, z_n]$ is a nondegenerate quasi-homogeneous polynomial, then

$$\chi(\mathbb{C}^n, \tilde{\partial}_f) = \frac{(-1)^n}{\pi^n} \int_{\mathbb{C}^n} \exp(-|\tilde{\partial} f|^2) |\det(-\tilde{\partial}^2 f)|^2 dvol.$$ 

**Proof** Theorem 5.1 applied to the real model $(\mathbb{R}^{2n}, g_0, \Re f)$ gives us

$$\chi(\mathbb{C}^n, \tilde{\partial}_f) = \chi(\mathbb{R}^{2n}, d\Re f) = \frac{(-1)^{\frac{n+1}{2}}}{\pi^n} \int_{\mathbb{R}^{2n}} \exp(-|\nabla \Re f|^2) \exp(-\nabla^2 \Re f)$$

$$= \frac{(-1)^n}{\pi^n} \int_{\mathbb{R}^{2n}} \exp(-|\nabla \Re f|^2)(-1)^n \det(-\nabla^2 \Re f) dvol$$

$$= \frac{(-1)^n}{\pi^n} \int_{\mathbb{C}^n} \exp(-|\partial f|^2) |\det(-\partial^2 f)|^2 dvol.$$ 

\[ \square \]
In the remaining part of the section we discuss the asymptotic expansion of the heat trace for the Witten Laplacian of the Landau–Ginzburg model \((\mathbb{C}^n, g_0, f)\), or equivalently, its real model \((\mathbb{R}^{2n}, g_0, \Re f)\), for \(f\) a nondegenerate quasi-homogeneous polynomial, but without setting \(T = t^{-\frac{1}{2}}\) as before.

By Theorem 4.1, we have a pointwise asymptotic expansion for the heat kernel with remainder estimate, which we will specialize here on the diagonal. For any \(k\) sufficiently large and any \(a \in (0, 1)\), there exists \(C > 0\) such that for \(t \in (0, 1)\) and \(T \in (0, t^{-\frac{1}{2}}]\),

\[
\left| K_T f(t, x, x) - \frac{1}{(4\pi t)^n} \exp(-tT^2 V(x)) \sum_{j=0}^{k} t^j \Theta_{T,j}(x, x) \right| 
\leq C t^{\frac{1}{2} + k - \frac{k+2}{2} - n+1} T^{-\frac{2k+4}{3}} \exp(-a\tilde{d}_T(t, x, x)).
\]

Here

\[
V = |\nabla \Re f|^2 = \sum_{j} \left| \frac{\partial f}{\partial z_j} \right|^2.
\]

We will first see that the remainder estimate is strong enough for the global heat trace, namely it is convergent when integrated on \(\mathbb{C}^n\). By Lemma 4.8

\[
\tilde{d}_T(t, x, x) \geq \min \left\{ \tilde{\beta} T V^{\frac{1}{1+\kappa}}(x), \frac{tT^2 V(x)}{2} \right\}.
\]

On the other hand, by [5, Lemma 3.11(i)], which follows from the fact that \(f\) is a nondegenerate quasi-homogeneous polynomial,

\[
t V(z_1, \ldots, z_n) \geq V(t^{\delta_{q_1}} z_1, \ldots, t^{\delta_{q_n}} z_n), \quad \delta = \frac{1}{2 \min_j (1 - q_j)} \leq 1.
\]

Now set

\[
\Omega_t = \left\{ V \leq \left( \frac{2\tilde{\beta}}{tT} \right)^{\frac{1}{1+\kappa}} \right\}, \quad \Omega_t^c = \mathbb{C}^n - \Omega_t.
\]

Then on \(\Omega_t\),

\[
\tilde{d}_T(t, z, z) \geq \frac{tT^2 V(z)}{2} \geq \frac{1}{2} T^2 V(t^{\delta_{q_1}} z_1, \ldots, t^{\delta_{q_n}} z_n).
\]

Hence,

\[
\int_{\Omega_t} e^{-a \tilde{d}_T(t, z, z)} dvol \leq \int_{\mathbb{C}^n} e^{-\tilde{\beta} T V^{\frac{1}{1+\kappa}}(z)} dvol = t^{\frac{1}{2}\delta|q|} |C(a, T)|, \quad |q| = \sum_j q_j.
\]

On \(\Omega_t^c\), \(\tilde{d}_T \geq \tilde{\beta} T V^{\frac{1}{1+\kappa}}\). Thus,

\[
\int_{\Omega_t^c} e^{-a \tilde{d}_T(t, z, z)} dvol \leq \int_{\mathbb{C}^n} e^{-\tilde{\beta} T V^{\frac{1}{1+\kappa}}} dvol = C_1(\tilde{\beta}, T).
\]

And we arrive at

\[
\int_{\mathbb{C}^n} e^{-a \tilde{d}_T(t, z, z)} dvol \leq t^{-2\delta|q|} |C(a, T)| + C_1(\tilde{\beta}, T).
\]
We now look at the terms in the asymptotic expansion given by Theorem 4.1. For a multi-index $\alpha = (\alpha_1, \ldots, \alpha_n)$ with $\alpha_i$ nonnegative integer, we denote $\partial^\alpha f = \frac{\partial^{(|\alpha|)}}{\partial z_1^{\alpha_1} \cdots \partial z_n^{\alpha_n}} f$, $|\alpha| = \alpha_1 + \cdots + \alpha_n$. From the construction in Sect. 3, $\Theta_{T,j}(z,z)$ is a linear combination of $\partial^\alpha f \cdots \partial^\beta f$, with $l \leq j$ and (non-trivial) multi-indeces $\alpha^1, \ldots, \alpha^l$ satisfying $|\alpha^1| + \cdots |\alpha^l| \leq 2j$.

At this point we make the further assumption that $f$ is homogeneous; namely

$$q_1 = \cdots = q_n,$$

and we denote the common value by $q$. Differentiating the equation for quasi-homogeneity gives,

$$\lambda^{q|\alpha|} (\partial^\alpha f) (\lambda^{q_1} z_1, \ldots, \lambda^{q_n} z_n) = \lambda \partial^\alpha f (z_1, \ldots, z_n),$$

from which one deduces that

$$tV(z_1, \ldots, z_n) = V(t^{\delta q} z_1, \ldots, t^{\delta q} z_n).$$

Hence,

$$\int_{\mathbb{C}^n} e^{-tT^2V} \partial^\alpha f \cdots \partial^\beta f \, dvol = t^{\delta q} \sum_{i=1}^{l} |\alpha^i| - 2n \delta q \ C_{\alpha^1, \ldots, \alpha^l}(f),$$

where $C_{\alpha^1, \ldots, \alpha^l}(f)$ is a constant depending on $f$ and $\alpha^1, \ldots, \alpha^l$.

We now summarize our discussion as the following result. For convenience we set $T = 1$ here. (Thus, for homogeneous $f$, we don’t need to couple $tT^2 = 1$ to get a local index theorem.)

**Theorem 6.2** For the Landau–Ginzburg model $(\mathbb{C}^n, g_0, f)$ where $f$ is a nondegenerate homogeneous polynomial with weight $q$, we have the following small time asymptotic expansion of the heat trace for the Witten Laplacian:

$$\mathrm{Tr} \left( \exp(-t\square f) \right) \sim \frac{1}{(4\pi t)^n} \sum_{j=0}^{\infty} \sum_{l=0}^{j} t^{j + \delta q} \sum_{i=1}^{l} |\alpha^i| - 2n \delta q \ C_{\alpha^1, \ldots, \alpha^l}(f),$$

as $t \to 0$, where $|\alpha^1| + \cdots |\alpha^l| \leq 2j$. Moreover, for $k$ sufficiently large, and $t \in (0, 1) \cup (1, \infty)$

$$\left| \mathrm{Tr} \left( \exp(-t\square f) \right) - \frac{1}{(4\pi t)^n} \sum_{j=0}^{k} \sum_{l=0}^{j} t^{j + \delta q} \sum_{i=1}^{l} |\alpha^i| - 2n \delta q \ C_{\alpha^1, \ldots, \alpha^l}(f) \right| \leq Ct^{k+\frac{1}{2} - n - 2n \delta q}.$$

Here $\delta = \frac{1}{2(1-q)}$.

**Proof** We note that $\kappa = 0$ in this case. The result follows from combining the above discussion.

**Remark 6.2** A similar but different expansion is given in [5].
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