Evaluating the Compressive Strength of Recycled Aggregate Concrete Using Novel Artificial Neural Network
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Abstract

In this work, the compressive strength of concrete made from recycled aggregate is studied and an intelligent prediction is proposed by using a novel artificial neural network (ANN), which utilizes a sigmoid function and enables the proposal of closed-form equations. An extensive literature search was conducted, which gave rise to 476 data points containing cement, sand, aggregates, recycled aggregates of fine to coarse texture, water, and plasticizer as the constituents of the concrete and the input variables of the intelligent model. The compressive strength (fc) of the recycled aggregate concrete (RAC), which was studied through multiple experiments, was the output variable of the model. The data points of concrete strength collected through literature show a consistent and sustained strength improvement with the increase in the recycled aggregate proportions. However, the outcome of the concrete compressive strength predictive model shows remarkable performance indices as follows; r is 0.99 and 0.99, R² is 0.98 and 0.97, MSE is 28.67% and 44.64%, RMSE is 5.35% and 6.68%, MAE is 4.12% and 5.01%, and MAPE is 12.73% and 13.83% for the model training and testing respectively. These results compared well with previous studies conducted on RAC with less data, different activation functions, and different techniques. Generally, the closed-form equation, which performed at an average accuracy of 97.5% with an internal consistency of 99%, has shown its potential to be applied in RAC design and construction activities for a sustainable performance evaluation of recycled aggregate concrete.
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1. Introduction

The construction industry and building materials account for 50% of the solid waste produced every year around the world [1]. According to the statistics for 2018, construction and demolition (C&D) waste reached approximately 3 billion tons over the world, which is around 50 percent of the total solid waste produced [2]. Hence, the utilization of the waste materials resulting from C&D has become an important priority. For nearly 70 years, studies have indicated that replacing natural aggregate (NA) with recycled aggregate (RA) from C&D in recycled aggregate concrete (RAC) production as a new generation of concrete can provide positive impacts on both the economy and the environment [3].
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as presented in Figure 1. Indeed, C&D waste can be properly recycled and reused as coarse or fine aggregates instead of natural aggregates [4, 5]. It is estimated that the utilization of RA as a replacement for NA could save the cost of material by about 10-20% [6].

Figure 1. Structural, economic and environmental benefits of recycled aggregate in concrete

Although using RCA for making RAC is a positive step in the direction of sustainability, it has lower quality in terms of performance than concrete made with natural aggregates [7]. Accordingly, RAC exhibits low flexural, tensile, and compressive strength as well as high porosity, shrinkage, and water absorption [8-10]. Regarding many studies, the higher the replacement ratio of RA, the lower the flexural strength of RAC [11-15]. In accordance with the research performed by Bairagi et al. [11], RAC containing 25% and 50% recycled aggregates showed approximately 6-13% reduction in flexural strengths compared to that of the control sample. In addition to this procedure, replacing NA with 100% RA led to a 26% decrease in flexural strength. This phenomenon can be related to the poor interfacial bond between the new cement paste and the old cement paste covering RA [16]. Based on this reason, many methods have been applied throughout the years in order to ameliorate the flexural strength of recycled aggregate concrete, such as the utilization of nanomaterials, fibers, pozzolanic materials, etc.

Nowadays, nanotechnology has been developing, and nanomaterials have been mainly used in compounds with a number of conventional materials in order to ameliorate their characteristics [17-19]. Studies performed by Mukharjee et al. [20] have shown that the incorporation of nano-silica into the mix design of RAC can significantly make the microstructure denser due to its filling effect and pozzolanic activity; meanwhile, the flexural strength increased. Babar Ali et al. [21] reported that the compressive and flexural strength of RAC improves with the addition of proper dosage of glass fibers. They also found that the incorporation of 20% fly-ash as a replacement for cement results in better flexural strength for RAC in comparison to the normal concrete. The research conducted by Katkhuda et al. [22] showed that the optimum dosage of basalt fiber (0.3%) increased the compressive and flexural strengths of the RAC significantly. El Ouni et al. [23] discovered the proper dosage of polypropylene fiber (PPF) and steel fiber (SF) in terms of single or hybrid application (0.15%PPF-0.85%SF) can enhance the compressive and flexural strengths of RAC by around 26%. Yonggui et al. [24] reported that the simultaneous use of nano-silica and basalt fiber could ameliorate the flexural strength of RAC considerably. Shaban et al. [25] scrutinized the effect of pozzolan slurries on the properties of recycled aggregate concrete. Results indicated that RAC containing pozzolan has higher flexural strength compared to that of the untreated RAC due to higher pozzolanic reactivity. Indeed, the high pozzolanic activity enhances bonding between aggregate and matrix by reducing the pores in ITZ and the interlock among the aggregate and mortar compared with the control RAC. Moreover, the pozzolanic materials play a filler role in RAC, resulting in a decline of pores and voids volume in the adhered mortar. In general, the development of compressive and flexural strengths depends mainly on the bond strength between the concrete matrix and the aggregate [26]. This fact is assured by modifying RAC with pozzolan slurries, which ameliorates flexural strength development. These findings can probably be ascribed to the interaction between the pozzolan and Ca(OH)2 existing in RCA during the hydration process, leading to the formation of additional C-S-H in the concrete matrix for reinforcing the bonding among the original aggregate and mortar. Hereupon, the mentioned technique ameliorates the flexural strength of RAC effectively [25].
Concrete is one of the world’s most commonly used materials, and its manufacture requires significant natural resources each year. The availability of these natural resources is dwindling, which is a growing source of concern for the concrete industry. Long-term extraction of natural aggregates (NA) from lakes, riverbeds, and other water bodies has caused massive environmental concerns in several regions of the world [27, 28]. As a result, throughout the last few decades, researchers have attempted to incorporate various recycled materials in concrete. On the other hand, demolishing old structures produces a large volume of demolished concrete in landfills, causing major environmental issues such as landfill depletion. The recycling and reuse of demolished concrete by crushing it to obtain recycled concrete aggregate (RCA) to replace (NA) in natural aggregate concrete (NAC) has been given a high priority to conserve (NA) resources and limit discarded concrete [29, 30]. This approach complies with the international agenda to shift economic strategy from a linear to a cyclic one that is environmentally conscious. Such an approach could considerably enhance the management of non-renewable resources, resulting in a decrease in public landfills, reduced pollution, and lower construction costs [31].

Both coarse (RCA) and fine (RCA) produced after crushing demolished concrete to various sizes [32, 33], due to large volume of attached mortar and old cement paste, which account for roughly 20–30% of the total volume in (RCA), the characteristics of (RCA) differ from those of (NA), resulting in increased water absorption and lower density of (RCA) compared to (NA). As a consequence, the mechanical properties of recycled aggregate concrete (RAC) are different as compared to (NAC) with the same mix proportions [34-38]. For coarse natural aggregate replacement (CNA), Rahal reported that the compressive strength of (RAC) was on the average 90% of those of (NAC) with the same mix proportions with 100% replacement [39]. However, Etxeberria et al. [38]; concluded that (RAC) made with 100% replacement of (CRCA) has 20–25% less compression strength than (NAC), while (RAC) made with 25% of (CRCA) has same mechanical properties of (NAC) [38]. Nevertheless, for fine natural aggregate replacement (FNA), the compressive strength of (RAC) is not affected by fine aggregate replacement ratios up to 30% [40], while 15% and 30% reduction were reported by Khatib [41] for 25% and 100% replacement level respectively. In addition, for both (CRCA) and (FRCA) replacement, 30% reduction of compressive strength of (RAC) for 100% replacement level was recorded. However, mechanical properties improved by incorporating silica fume and/or using plasticizer [42]. Compressive strength of (RAC) varies considerably for type of replacement, presence of plasticizers, water and cement content [32, 40, 42].

It can be seen from the above literatures that the compressive strength of (RAC) is in general inferior to compressive strength of (NAC). Several regression models have been developed to predict the compressive strength of (RAC), based on mix proportions such as Cabral et al. and Lovato et al. models [43, 44]; or based on reference (NAC) compressive strength such as Younis & Pilakoutas model [45]. However, due to disperse behaviour of (RAC), predicting compressive strength using traditional methods is complicated and inaccurate [46]. Furthermore, because data from outside the project is more plentiful and continues to expand in volume and complexity in comparison to data acquired from the project of interest, relying just on human judgment isn’t deemed to be a viable approach. This raises the question of how to supplement current empiricism-based practice with data-driven methodologies to get the most value out of data for decision-making. Given that engineering judgment is still important in decision-making, it is useless when dealing with the volume, variety, velocity, and veracity of such big data [47]. Recently, Artificial intelligence techniques have proven to be effective in providing end users with fairly accurate insights on concrete mechanical properties [48]. Therefore, predictive models based on artificial intelligence methods have been used to predict compressive strength of (RAC) and the effect of mix proportions on its behavior [48, 49-54]. In this research paper, a sigmoid activation function has been employed in the intelligent abilities of the ANN to predict the fc of a multiple database for a recycled aggregate concrete (RAC) and propose a closed-form equation for the studied concrete property.

Artificial neural networks are a mathematically simulated system that may be constructed in a computer and replicate the human brain’s neural network system. The current opinion of ANNs is that they are capable of imitating natural insight in their learning from experience [55]. An ANN is made up of a series of processing elements, such as nodes or neurons that are organised in layers such as input, output, and one or more hidden layers between them. ANN and similar soft computing techniques are usually utilized to find the relationship or program between input and output variables. ANN, unlike traditional methods, can produce acceptable results in less time and without the need of pre-defined criteria, assumptions, or rules. At the ANN process, inputs are adapted in the hidden layer and then turned into network results after exiting the output layer. On the training data, ANN utilises a learning rule to find a set of weights. Then, the network generates fresh output with a high level of precision. Thereafter, additional data set is required to confirm the training phase’s performance. This procedure is repeated till the error is reduced to a minimum [56].

The multilayer perceptron (MLP) is one of the most extensively used feed-forward architecture of ANN model structures. Rumelhart & McClelland [57] and McClelland & Rumelhart [58] methods for training MLP, the back propagation (BP) or backward propagation of errors technique was devised. Each layer’s neuron is connected to all neurons in the next layer via weighted connections in MLP. However, each layer can carry out its own calculations on receiving data from the preceding layer. In the ANN, an adaptive weight coefficient (ηij) connects two layers and multiplies each input (xi) from the preceding layer. Then, the weighted inputs are then combined together (Summation Function) and a bias value (ξj) is added. The ANN’s output layer (y) or the input of the following layer is then produced
by a function (Transfer Function). The sigmoid function is commonly used as transfer function for nonlinear issues [56, 59, 60]. The below Equation 1 usually depicts this process.

\[ y_j = f\left( \sum_{i=1}^{n} \eta_i \times x_i + \xi_j \right) \]  

By propagating errors from the output to the input, the BP method modifies network weights. To minimise the error, the process was reversed and the weight values were adjusted in this algorithm [56, 59]. The following Equation 2 (error function \( E_k \)) can be reduced by changing the inter-connections between layers:

\[ E_j = \frac{1}{2} \sum_n \sum_k \left( C_k^n - A_k^n \right)^2 \]  

where, \( C_k^n \) is the calculated output; \( A_k^n \) is the actual output value; \( n \) is the number of samples; and \( k \) is the number of output neurons.

2. Methodology

2.1. Data Collection

ANN model is developed using the extensive compiled data of 476 obtained from the regressive experimentation of previous literatures [32-54]. The data consists of eight input parameters and one output parameter. The varied parameters are cement content (C) ton/m\(^3\), sand content (S) ton/m\(^3\), recycled fine aggregate content (FAr) ton/m\(^3\), coarse aggregates content (CA) ton/m\(^3\), recycled coarse aggregates content (CAr) ton/m\(^3\), water content (W) ton/m\(^3\), plasticizers content (P) ton/m\(^3\), compressive strength of concrete (f’c) MPa corresponding to 28 days. For way of creating modelling, the experimental findings were chosen at random for training and testing. It is essential to assess the neural network model’s generalisation capability using the data set of testing. Because the variables are continuous, changing the percentage of training and testing data sets has no effect on the model. Further, 70% of the total records were taken for training, with the remaining 30% being utilised to test the model. The methodology flowchart of the research paper is presented on Figure 2.

![Methodology flowchart of the research work](image)

2.2. Preparation of ANN’s Model

The selection of the architecture (input-hidden-output layer’s) for the ANN’s model is the most important step followed by the number of iterations. In the present study, eight independent parameters are selected as input neurons and one output neuron for the input layer and output layer. To finalize the hidden layer neurons, the ANN model was run by varying the hidden layer neurons and corresponding coefficient of determination (R\(^2\)) and the mean square error (MSE) are calculated and the variation is shown in Figure 3. From Figure 3, where the R\(^2\) is high and MSE is low, corresponding point is located as optimum hidden neurons and the same was highlighted in the Figure 3. However, over fitting is the major problem in simplification of ANN model as it depends on the epochs/iterations. Hence, to overcome this over fitting (which leads to poor prediction), the optimum epochs were fixed by calculating the MSE for each lift of the epoch (each lift is 10). The lowest MSE/no increment or decrement in the MSE corresponding epochs were selected as an optimum epoch number for this model based on Dutta et al. [61], Gnananandarao et al. [62], and Onyelowe et al. [63]. The variation of epochs and MSE are shown in Figure 4 and from there, the number of epochs were fixed by following the above procedural steps. Finally, the number of iterations was fixed as 4500 and the structure of present study constitutive ANN model is 8-7-1. The structure of the ANN model is shown in Figure 5.
Figure 3. Variation plot among the $R^2$, MSE and hidden layer neurons

Figure 4. Variation of MSE versus epochs

Figure 5. Structure of the ANN model for compressive strength of concrete
2.3. Selection of Activation Function

The activation function in the ANN determines whether or not a neuron should be stimulated by computing a weighted sum and then adding bias to it. The aim of the activation function is to establish non-linearity into a neuron's output. However, the neurons in a neural network work in accordance with their weight, bias, and activation function [63]. The weights and biases of the neurons in a neural network would be updated based on the output error and it is called Back-propagation. The activation functions can enable back-propagation since the gradients are provided simultaneously with the errors to update the weights and biases [62, 63]. Without an activation function, a neural network will essentially become a linear regression model. The activation function transforms the input in a non-linear procedure, allowing it to learn and accomplish more complex tasks. A total of 18 activation functions were used in this research work and same functions were shown in Table 2. The open-source AgielNN software supports these functions. The predicted compressive strength of recycled aggregate concrete for both the training and testing data sets is identical to the targeted compressive strength of the concrete after 4500 iterations.

2.4. Performance Measures

After the model has been identified, it was tested for its ability to forecast concrete compressive strength using both predicted and measured data. In the present study, six statistics parameters were used (r, R², MSE, RMSE, MAE and MAPE). The full name of each statistical parameter with mathematical expression is presented in the Table 1. The r & R² calculated values are close to 1 and the MSE, RMSE, MAE & MAPE are minimum and considered to be a good prediction of the desired output. However, readers can refer to the literature [64-66] for more details about performance measure. The calculated values of all the six parameters for different activation function is presented in Table 2 for both training and testing. From the Table 2, it can be concluded that the best activation function is sigmoid followed by sigmoid stepwise. Hence, sigmoid activation function (weights and biases) is used for further execute the development of model equation and sensitivity analysis in the future sections.

| Statistical coefficient            | Mathematical expression                                      |
|----------------------------------|-------------------------------------------------------------|
| Correlation coefficient (r)      | \[ r = \frac{\sum (f'_{cw} - \bar{f'}_{cw}) (f'_{cp} - \bar{f'}_{cp})}{(n-1)S_{f'_{cw}} S_{f'_{cp}}} \] |
| Coefficient of determination (R²) | \[ R^2 = 1 - \frac{\sum (f'_{cw} - f'_{cp})^2}{\sum (f'_{cw} - \bar{f'}_{cw})^2} \] |
| Mean square error (MSE)          | \[ MSE = \frac{1}{n} \sum_{i=1}^{n} (f'_{cw} - f'_{cp})^2 \] |
| Root mean square error (RMSE)    | \[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f'_{cw} - f'_{cp})^2} \] |
| Mean absolute error (MAE)        | \[ MAE = \frac{1}{n} \sum_{i=1}^{n} |f'_{cw} - f'_{cp}| \] |
| Mean absolute percentage error (MAPE) | \[ MAPE = \left( \frac{1}{n} \sum_{i=1}^{n} \left| \frac{f'_{cw} - f'_{cp}}{\bar{f'}_{cw}} \right| \right) \times 100 \] |

Note: \( f'_{cw}, f'_{cp} \) target and predicted compressive strength of concrete, \( \bar{f'}_{cw}, \bar{f'}_{cp} \) mean of the target and predicted compressive strength of concrete respectively, \( S_{f'_{cw}}, S_{f'_{cp}} \) standard deviation of the target and predicted compressive strength of concrete respectively, \( n \) number of observations.
Table 2. Calculated results of performance measures for different activation functions

| Activation function       | Training | Testing |
|---------------------------|----------|---------|
|                           | r        | R²      | MSE | RMSE | MAE | MAPE | r    | R² | MSE | RMSE | MAE | MAPE |
| Cos                       | 0.96     | 0.90   | 131.10 | 11.45 | 8.03 | 23.07 | 0.96 | 0.89 | 141.45 | 11.89 | 8.27 | 22.00 |
| Cos symmetric             | 0.98     | 0.95   | 75.68  | 8.70  | 6.93 | 21.29 | 0.98 | 0.94 | 86.03  | 9.28  | 7.71 | 21.78 |
| Elliot                    | 0.99     | 0.98   | 35.78  | 5.98  | 4.55 | 14.08 | 0.99 | 0.96 | 56.52  | 7.52  | 5.73 | 15.60 |
| Elliot symmetric          | 0.98     | 0.94   | 81.17  | 9.01  | 6.72 | 19.54 | 0.98 | 0.94 | 84.16  | 9.17  | 6.85 | 18.03 |
| Gaussian                  | 0.99     | 0.98   | 32.77  | 5.72  | 4.36 | 13.69 | 0.99 | 0.97 | 45.17  | 6.72  | 5.18 | 14.38 |
| Gaussian symmetric        | 0.97     | 0.94   | 98.57  | 9.93  | 8.09 | 25.40 | 0.96 | -2.84 | 751.82 | 27.42 | 24.27 | 59.28 |
| Gaussian stepwise         | 0.95     | -2.40  | 666.38 | 25.81 | 22.74 | 57.66 | 0.97 | 0.94 | 108.98 | 10.44 | 8.75 | 25.26 |
| Linear                    | 0.98     | 0.95   | 69.93  | 8.36  | 6.40 | 19.35 | 0.98 | 0.95 | 71.94  | 8.48  | 6.68 | 18.38 |
| Linear Piece              | 0.97     | 0.93   | 118.15 | 10.87 | 8.85 | 29.56 | 0.97 | 0.92 | 126.69 | 11.25 | 9.12 | 28.27 |
| Linear piece symmetric    | 0.98     | 0.95   | 69.52  | 8.34  | 6.26 | 19.04 | 0.99 | 0.96 | 67.45  | 8.21  | 6.38 | 17.72 |
| Sigmoid                   | 0.99     | 0.98   | 28.67  | 5.35  | 4.12 | 12.73 | 0.99 | 0.97 | 44.64  | 6.68  | 5.01 | 13.83 |
| Sigmoid stepwise          | 0.99     | 0.98   | 32.86  | 5.73  | 4.40 | 13.24 | 0.99 | 0.96 | 51.51  | 7.18  | 5.53 | 14.89 |
| Sigmoid symmetric         | 0.98     | 0.95   | 78.24  | 8.85  | 8.85 | 20.49 | 0.98 | 0.94 | 81.88  | 9.05  | 7.24 | 19.66 |
| Sigmoid symmetric stepwise| 0.98     | 0.96   | 65.58  | 8.10  | 6.18 | 19.37 | 0.99 | 0.96 | 69.13  | 8.31  | 6.57 | 18.78 |
| Sin                       | 0.98     | 0.95   | 63.49  | 7.97  | 6.08 | 17.80 | 0.98 | 0.93 | 93.11  | 9.65  | 6.85 | 17.69 |
| Sin symmetric             | 0.98     | 0.95   | 68.01  | 8.25  | 6.26 | 19.15 | 0.98 | 0.95 | 74.04  | 8.60  | 6.65 | 18.21 |
| Threshold                 | 0.99     | 0.98   | 32.86  | 5.73  | 4.40 | 13.24 | 0.80 | -9.53 | 272746 | 522.2 | 385.1 | 75.04 |
| Threshold Symmetric       | 0.58     | 0.34   | 3354.4 | 57.92 | 53.04 | 167.68 | 0.53 | 0.28 | 3521.9 | 59.35 | 53.68 | 163.32 |

2.5. Model Equation

Following the proposed architecture 8-7-1 as shown in the Figure 5 and the optimum iterations of 4500, the model was executed and the prediction results of compressive strength of concrete were validated with the performance measures. The best activation function was selected and the same model weights gap between the input and hidden layers; the gap in weights between hidden and output layer; bias at the layer of input; and bias at the layer of output were represented in terms of matrix $[\eta_{ij}], [\xi_{jk}], [\xi_j], [\xi_0]$, respectively and simultaneously showed in the Equations 3 to 6, respectively. In the above-represented matrices, $\eta_j$ is the weight between $i_{th}$ neuron in input layer and $j_{th}$ neuron in hidden layer, $\chi_k$ is the weight between $j_k$ neuron in hidden layer and $k_0$ neuron in output layer. $\xi_j$ is the bias at $j_{th}$ neuron in hidden layer and $\xi_0$ is the bias at output layer.

\[
\eta_{i,j} = \begin{bmatrix}
\eta_{i1}, \eta_{i2}, \eta_{i3}, \eta_{i4}, \eta_{i5}, \eta_{i6}, \eta_{i7}, \eta_{i8} \\
\eta_{i1}, \eta_{i2}, \eta_{i3}, \eta_{i4}, \eta_{i5}, \eta_{i6}, \eta_{i7}, \eta_{i8} \\
\eta_{i1}, \eta_{i2}, \eta_{i3}, \eta_{i4}, \eta_{i5}, \eta_{i6}, \eta_{i7}, \eta_{i8} \\
\eta_{i1}, \eta_{i2}, \eta_{i3}, \eta_{i4}, \eta_{i5}, \eta_{i6}, \eta_{i7}, \eta_{i8} \\
\eta_{i1}, \eta_{i2}, \eta_{i3}, \eta_{i4}, \eta_{i5}, \eta_{i6}, \eta_{i7}, \eta_{i8} \\
\eta_{i1}, \eta_{i2}, \eta_{i3}, \eta_{i4}, \eta_{i5}, \eta_{i6}, \eta_{i7}, \eta_{i8} \\
\eta_{i1}, \eta_{i2}, \eta_{i3}, \eta_{i4}, \eta_{i5}, \eta_{i6}, \eta_{i7}, \eta_{i8} \\
\eta_{i1}, \eta_{i2}, \eta_{i3}, \eta_{i4}, \eta_{i5}, \eta_{i6}, \eta_{i7}, \eta_{i8} \\
\end{bmatrix} = \begin{bmatrix}
-11.28 & -34.46 & 14.63 & 18.48 & 5.79 & 4.48 & -9.50 & -4.54 \\
-9.04 & -4.88 & -0.95 & 3.43 & -5.57 & -6.24 & 3.49 \\
-3.46 & 5.99 & 6.60 & 6.08 & 8.53 & 9.52 & -1.61 & 3.22 \\
-13.00 & 8.77 & -5.50 & 0.17 & -5.66 & -3.97 & 0.82 & -10.09 \\
1.89 & 9.64 & -1.20 & 5.84 & -1.04 & -1.33 & -10.77 & -3.85 \\
-8.75 & -9.03 & -3.10 & 3.75 & -3.41 & -9.10 & -5.23 & -5.08 \\
-10.92 & 7.14 & -7.68 & -4.98 & -3.12 & -0.96 & 2.43 & -1.80 \\
\end{bmatrix}
\]

\[
\chi_{j,k} = \begin{bmatrix}
8.52 \\
3.18 \\
-5.13 \\
-1.35 \\
2.21 \\
-2.16 \\
-1.71 \\
\end{bmatrix}
\]

\[
\xi_{j} = \begin{bmatrix}
-12.91 \\
2.56 \\
-13.48 \\
0.45 \\
-4.03 \\
10.75 \\
-4.90 \\
\end{bmatrix}
\]
\[ \xi = [-0.54] \]  

Further, the weights & biases as presented in the Equations 3 to 6 were used to develop the ANN’s model equation as followed by the basic Equation 7 [67].

\[ f' = f_n \left( \xi_n + \sum_{j=1}^{\eta_n f_n} \left( \sum_{i=1}^{\eta_n} \eta_j x_i \right) \right) \]  

(7)

where, \( h \) is number of neurons in hidden layer = 7, \( n \) are the number of neurons in input layer = 8 and \( X_i \) is the normalized value of inputs.

The steps required to develop model equation include calculation of A1–A6 and b1–b6 using Equations 8 to 13 and Equations 14 to 19, respectively. The final expression takes the form as Equation 20 which is the normalized output, the de-normalized forms of which are represented by Equations 21 and 22.

\[ A_1 = \eta_1 \times C + \eta_2 \times S + \eta_3 \times FA + \eta_4 \times FA r + \eta_5 \times CA + \eta_6 \times CAR + x_{17} \times W + \eta_{18} \times P \]  

(8)

\[ A_2 = \eta_21 \times C + \eta_22 \times S + \eta_23 \times FA + \eta_25 \times FA r + \eta_26 \times CA + \eta_26 \times CAR + x_{17} \times W + \eta_{28} \times P \]  

(9)

\[ A_3 = \eta_31 \times C + \eta_32 \times S + \eta_33 \times FA + \eta_34 \times FA r + \eta_35 \times CA + \eta_36 \times CAR + x_{17} \times W + \eta_{38} \times P \]  

(10)

\[ A_4 = \eta_41 \times C + \eta_43 \times S + \eta_43 \times FA + \eta_45 \times FA r + \eta_46 \times CA + \eta_46 \times CAR + x_{17} \times W + \eta_{48} \times P \]  

(11)

\[ A_5 = \eta_51 \times C + \eta_52 \times S + \eta_53 \times FA + \eta_54 \times FA r + \eta_56 \times CA + \eta_56 \times CAR + x_{17} \times W + \eta_{58} \times P \]  

(12)

\[ A_6 = \eta_61 \times C + \eta_62 \times S + \eta_63 \times FA + \eta_64 \times FA r + \eta_65 \times CA + \eta_66 \times CAR + x_{17} \times W + \eta_{68} \times P \]  

(13)

\[ b_1 = \frac{1}{1 + e^{-A_1}} \]  

(14)

\[ b_2 = \frac{1}{1 + e^{-A_2}} \]  

(15)

\[ b_3 = \frac{1}{1 + e^{-A_3}} \]  

(16)

\[ b_4 = \frac{1}{1 + e^{-A_4}} \]  

(17)

\[ b_5 = \frac{1}{1 + e^{-A_5}} \]  

(18)

\[ b_6 = \frac{1}{1 + e^{-A_6}} \]  

(19)

\[ B = b_1 + b_2 + b_3 + b_4 + b_5 + b_6 + \xi_n \]  

(20)

\[ f'_{\text{denormalized}} = \frac{1}{1 + e^{-B}} \]  

(21)

After de-normalization

\[ f'_{\text{denormalized}} = 0.5(f'_{\text{denormalized}} + 1)(f'_{\text{denormalized}} - f'_{\text{denormalized}}) \times f'_{\text{denormalized}} \]  

(22)

3. Results and Discussions

3.1. General Outcome

The ANN model for the best activation function (sigmoid) to predict the compressive strength of concrete was developed. The model gives \( R^2 > 0.8 \) and error parameter values (MSE, RMSW, and MAPE) are minimums; these indicate that the proposed model has strong correlation agreement between the estimated and measured values as per
Smith [68]. To see the agreement between the predicted and measured values, the graphs are drawn for the training and testing as shown in Figures 6 and 7, respectively. The study of the Figures 6 and 7 show that the $R^2$ values are 0.98 and 0.97 for training and testing, respectively. It concludes that, the model is good in predicting the compressive strength of concrete. From further study of the Figures 6 and 7, it can be revealed that the values are within the ±15% region from the line of equality. Finally, a plot is drawn for the testing data to see the variation of the ANNs models and the experimental data and is shown in Figure 8. It reveals that the predicted ANN model values are closely fitting with the experimental data. From Figures 6 to 8, it can be concluded that the proposed ANN model can predict the compressive strength of concrete in precise manner.

Figure 6. Illustration of variation for the targeted & predicted ANN trained compressive strength of concrete data

Figure 7. Illustration of variation for the targeted & predicted ANN tested compressive strength of concrete data
3.2. Sensitivity Analysis

The sensitivity analysis is used in this section of the study to discuss the impact of individual input variables on the compressive strength of concrete (output). The methods (based on the weight and bias) reported by Garson [69] and Olden and Jackson [70] were used for this purpose. In the technique proposed by Garson [69], each hidden neuron's weight values in the hidden layer were separated into components. Every input neuron had all these components connected to it. The determined individual influence value is shown in Figure 9 as a pie chart. In the next technique proposed by Olden and Jackson [70] for all input neurons, the total of the final weights of the connections (input to hidden neurons and hidden to output neurons) is determined. The impact of each individual variable on a given input is calculated using the approach described in the Garson [69] and Olden and Jackson [70] literature. The findings from the results are shown in Figure 10. Further, from Figures 9 and 10, it may be concluded in both Garson [69] and Olden and Jackson [70] cases that, sand content (S) ton/m$^3$; water content (W) ton/m$^3$; and plasticizers content (P) ton/m$^3$ together contribute 61% and 62% respectively. In both methods, the major contributor is sand content (S) ton/m$^3$. The second major contributor is recycled fine aggregate content (FAr) ton/m$^3$ in the Garson [69] method and water content (W) ton/m$^3$ in the Olden and Jackson [70] method. The third major contributor is water content (W) ton/m$^3$ in the Garson [69] method and recycled fine aggregate content (FAr) in the Olden & Jackson [70] method. Remaining parameters influence the output by ±10% individually.

Figure 9. Relative importance of input variables on compressive strength of concrete
4. Conclusions

From the foregoing model exercise on the compressive strength of recycled aggregate concrete, the following can be concluded:

- For predicting the compressive strength of concrete mixed with recycled aggregate using the ANN model, the optimum architecture and iteration are 8-7-1 and 4500, respectively;
- The best activation functions for the predation of the compressive strength of the recycled aggregate concrete using the ANN model is sigmoid;
- From the sensitivity analysis, sand content (S) ton/m³, water content (W) ton/m³ and plasticizers content (P) ton/m³ contribute 61% and 62%, respectively, in order to predict the compressive strength of concrete;
- Based on the overall performance of the proposed ANN model, it can be concluded that the proposed model can predict the compressive strength of any recycled aggregate concrete in precise manner.
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