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Abstract: Microservice architecture has become the leading design for cloud-native systems. The highly decentralized approach to software development consists of relatively independent services, which provides benefits such as faster deployment cycles, better scalability, and good separation of concerns among services. With this new architecture, one can naturally expect a broad range of advancements and simplifications over legacy systems. However, microservice system design remains challenging, as it is still difficult for engineers to understand the system module boundaries. Thus, understanding and explaining the microservice systems might not be as easy as initially thought. This study aims to classify recently published approaches and techniques to analyze microservice systems. It also looks at the evolutionary perspective of such systems and their analysis. Furthermore, the identified approaches target various challenges and goals, which this study analyzed. Thus, it provides the reader with a roadmap to the discipline, tools, techniques, and open challenges for future work. It provides a guide towards choices when aiming for analyzing cloud-native systems. The results indicate five analytical approaches commonly used in the literature, possibly in combination, towards problems classified into seven categories.
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1. Introduction

Cloud-native systems take full advantage of distributed computing offered by the cloud delivery model. These systems are fueled mainly by microservice architecture [1], an architectural style where the system is broken down into reusable, lightweight, and granular services that interact with one another. In industry, microservices are rapidly gaining popularity, with companies such as Amazon, Netflix, and Spotify acting as role models in this trend. The increasing popularity of microservices can be attributed to the fact that they are easy to scale and more resilient to faults than other architectural styles when implemented properly [2]. Microservices are independently deployed, have lower coupling, and are self-contained. This means that services can be developed and tested by different development teams, dramatically lowering development time. It is expected that microservices become easier to maintain due to their smaller size and scope. However, is this really the case from a global perspective?

Since development teams are given more freedom for microservice evolution, a mechanism informing other teams about what has changed or evolved is missing. Thus, microservice architecture is not without its drawbacks. With the highly decentralized development and design of microservices, it becomes difficult to maintain a centralized reference of the architectural design. As a result, the system becomes vulnerable to architectural degrada-
tion, a phenomenon where changes to the codebase cause the architecture to deviate from the originally intended design.

One answer to face these challenges (centralized architectural design and architectural degradation) is to extract information about microservices to better explain them. This is accomplished by system analysis. However, what is the recent practice used in the literature to perform such analysis? We could use static or dynamic analysis on conventional systems, but how do these differ for microservices, and do they pose any limitations? To deal with these challenges more effectively, we should know about the recent microservice-specific practice.

The goal of this study is to report on the practice of analyzing microservice architecture. There are many questions about microservices that must be answered, such as finding most efficient and accurate methods for analyzing and debugging microservice systems. The unique characteristics of microservices make analysis simultaneously challenging and valuable. Thus, this study also focuses on the issues of how microservice architecture evolves and possibly degrades over time. In particular, this study considers:

- challenges in the analysis of the system architecture;
- fault detection, prevention, and root cause analysis of failure states;
- the practice of migration of monolithic systems into microservices;
- analysis role in system evolution, technical debt, and architecture degradation;
- how quality aspects are analyzed in microservices;
- the relationship between microservices and other architectures.

So far, no other recent study has been conducted to organize the topic of microservice analysis. Thus, we compile a mapping study of the most relevant and recent microservice analysis research from six scientific databases in the last 3 years.

The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 outlines the research methods we used to collect and analyze the current literature, including the definition of our research questions. In Section 4, we discuss our analysis of the works we identified. Section 5 contains our discussion of the results and the answers to our research questions. Section 6 discusses threats to validity. Finally, we conclude in Section 7.

2. Related Work

Microservices emerged in 2014 (when Lewis and Fowler first defined the microservice-based architectural style) [3]. Since then, microservices have been steadily increasing in popularity. Researchers focused on deriving Systematic Mapping Studies (SMS) on microservices in different aspects of analysis for their architecture.

Alshuqayran et al. conducted a study in [4] on 33 articles published between 2014 and 2016 of microservices architectures and their implementation. They focused on identifying architectural challenges, the architectural views, and quality attributes related to microservice systems. Although the authors paid attention to the qualitative and quantitative methods, they did not consider other architectural considerations of microservice architecture, such as architecture degradation challenges and root cause analysis.

Pahl et al. selected 21 articles published over 2014 and 2015 to construct a characterization framework to classify and compare microservice-centric articles in [5]. This study resulted in a knowledge base of current research approaches, methods, techniques, best practices, and microservice architecture experiences. Following a common ontology in [6], these framework characteristics were categorized by three central concepts (computational entity, purpose, and quality).

Both of these above studies reveal that microservices research is still in a formative stage. More experimental and empirical evaluation of the benefits is needed to fill wide gaps between the current industry level and academia. Moreover, a weak research dataset did not consider crucial attributes for architecture analysis, such as security and dynamic analysis aspects.
Since microservices come from practitioners and research comes later, Soldani et al. in [3] aimed at complementing the academic studies with a systematic analysis of the industrial gray literature on the topic. They performed a deep analysis on classifying the technical and operational pains and gains of microservices as recognized by industrial researchers and practitioners working day-to-day with microservices. This analysis included 51 selected industrial studies published from 2014 until the very end of 2017. It showed that the understanding of the pains and gains of microservices is quite mature in the industry, but academia has much to learn from the industry on the topic. The identified drawbacks are mainly related to the intrinsic complexity of microservice-based applications, while the gains relate to peculiar properties of microservice-based architectures.

Continuing to compare industrial and researching different views, Di Francesco et al. in [7] selected 71 primary studies up to 2016. They extended it in [8] to include 103 relevant papers until the beginning of May 2017. Their objective is to identify, classify, and evaluate the focus for industrial adoption of existing research in architecting with microservices from a researcher’s and practitioner’s point of view. This work contributes with (1) a classification framework for research studies on architecting with microservices, (2) a systematic map of current research of the field, and (3) an evaluation of the potential for industrial adoption of research results. Finally, the authors investigated the tradeoff between flexibility and complexity calls for intensive interactions; then, they showed that significant microservice-based systems must consist of much larger numbers of microservices than the small examples covered by the publications so far.

Taibi et al. [9] organized different microservice patterns in a catalog of patterns. They selected 42 papers published between 2014 and 2016. They created a three-layered catalog of patterns consisting of Data Storage Patterns, Deployment Strategies and Patterns, and Orchestration and Coordination Architecture Patterns. This catalog shows some patterns that were clearly used for migrating existing monolithic applications (service registry pattern) and others for migrating existing SOA applications (hybrid pattern), adopting the API-Gateway pattern in the orchestration layer to benefit from microservice architectures without refactoring. However, this study considered case studies suitable patterns without considering the quality attributes that may impact such decisions. Therefore, there is a lack of understanding of how to adopt a microservice architecture style in practice.

DevOps tries to support developers with a set of continuous delivery practices and tools to continuously deliver value, increasing delivery efficiency and reducing the time intervals between releases [10]. Microservices emerge as an architectural style. However, in short order, they extended into deployment and operations as a DevOps style. The above studies showed a lack of tool support to automate and facilitate cloud microservice and deployment.

Taibi et al. extended their former study [9] to put more focus on how to continuously deliver value in a DevOps pipeline in [10]. This extension includes 23 articles published in the same period between 2014 and 2016. They focused on analyzing the different microservice architectural styles to map existing tools and techniques adopted in the DevOps context. They considered the four quality attributes (availability, modifiability, performance, and testability) as well. For that reason, their study focused on a set of tools that enables continuous integration, test automation, rapid deployment, and a synchronized environment. Additionally, they identified phase-based techniques as follows: Planning and Coding Techniques, Testing Techniques, Release Techniques, Deployment Techniques, and Operation and Monitoring Techniques.

Waseem et al. in [11] continued in considering DevOps in microservices architecture. They selected 47 articles published from 2015 to 2018. This study aimed to identify problems, solutions, challenges, patterns, qualities attributes, tools, application domains, and research opportunities in the context of microservice architecture in DevOps. They classified this study into three major themes: “microservices development and operations in DevOps”, “approaches and tool support in DevOps”, and “microservice architecture migration experiences in DevOps”. In addition, they identified 50 tools that support
building such architecture-based systems in DevOps, for instance, GitHub as a version control system, Jenkins as a continuous integration server, and Puppet as a configuration management system, which are the most popular tools.

The aggregated research questions shown in Table 1 show that the above studies have covered work on microservices relating to the challenges and techniques of developing microservices. However, there has not been a work to cover techniques relating to analyzing a microservice system as it currently exists, and while the design of microservice architecture has been covered in these studies, the reconstruction and analysis of that architecture have not. Furthermore, these studies have not yet covered the most recent years, with the latest study covering up to 2018. It is these edges that we aim to address with our mapping study.

The audience of our study consists of both researchers interested in investigating the microservices architectural style and practitioners that are willing to understand and adapt existing research on microservice architecture.

### Table 1. Related Work Research Questions.

| Reference | Research Questions |
|-----------|--------------------|
| [3]       | How much evidence of microservices experimentation from industry is available online? |
|           | What are the technical and operational “pains” of microservices? |
|           | What are the technical and operational “gains” of microservices? |
| [4]       | What are the architectural challenges that microservices systems face? |
|           | What architectural diagrams/views are used to represent microservices architectures? |
|           | What quality attributes related to microservices are presented in the literature? |
| [5]       | What are the main practical motivations behind using microservices? |
|           | What are the different types of microservice architectures involved? |
|           | What are the existing methods, techniques and tool support to enable microservice architecture development and operation? |
|           | What are the existing research issues and what should be the future research agenda? |
| [7,8]     | What are the publication trends of research studies about architecting with microservices? |
|           | What is the focus of research on architecting with microservices? |
|           | What is the potential for industrial adoption of existing research on architecting with microservices? |
| [9]       | Which are the different microservices-based architecture patterns? |
|           | Which advantages and disadvantages have been highlighted for these patterns? |
| [10]      | Which are the different microservices-based architectural styles? |
|           | What are the differences among the existing architectural styles? |
|           | Which advantages and disadvantages have been highlighted in implementations described in the literature for the identified architectural styles |
|           | What are the different DevOps-related techniques applied in the microservices context? |
| [12]      | What is the frequency and type of published research on microservices in DevOps? |
|           | What are the existing research themes on microservices in DevOps and how can they be classified and mapped? |
|           | What problems have been reported when implementing microservices in DevOps? |
|           | What solutions have been employed to address the problems? |
|           | What challenges have been reported when implementing microservices in DevOps? |
|           | What methods are used to describe microservices in DevOps? |
|           | What microservices design patterns are used in DevOps? |
|           | What quality attributes are affected when employing microservices in DevOps? |
|           | What tools are available to support microservices in DevOps? |
|           | What are the application domains that employ microservices in DevOps? |

### 3. Methods and Materials

The motivation behind this study was to understand the current landscape of how microservices are analyzed. We aimed to identify and assess the current methods in use and recognize the specific goals that fall under the purview of microservice analysis. We also desired to know whether the analysis of microservice architecture was related to other architectures or if it was too different for existing techniques to be reused. To this end, we defined these research questions:

RQ1 What methods and techniques are used in microservice analysis?
RQ2 What are the problems or opportunities that are addressed using microservice analysis techniques?
RQ3 Does microservice analysis overlap with other areas of software analysis, or are new methods or paradigms needed?
RQ4 What potential future research directions are open in the area of microservice analysis?
To perform this study, we used the guidelines for software engineering mapping studies proposed by Petersen et al. [13]. The set of research questions above defined the bounds and goals of the study. Next, we crafted a query to search for relevant works to answer these questions, manually filtering out results we found not applicable, with the inclusion and exclusion criteria defined below. Finally, we analyzed the remaining results and extracted a categorization of the works to answer our research questions.

Next, we defined our query. The primary terms are “microservice” or “microservices”. We chose secondary terms to identify those results that addressed “analysis” or “analyzing” and architectural challenges in microservices. In particular, for architectural challenges, we searched for works that address issues of “architecture degradation”, equivalently called “architecture erosion” or “architecture degeneration” in the literature. Next, we considered works on “architecture reconstruction” of microservice systems. We further identified works that addressed “technical debt” in microservices, as this is closely linked to changes in the architecture. Thus, our query was structured as follows:

\[
("\text{microservice}\) \text{ OR } ("\text{microservices}\) \\
\text{AND} \\
("\text{analysis}\) \text{ OR } ("\text{analyzing}\) \text{ OR } ("\text{architecture reconstruction}\) \\
\text{OR} ("\text{architecture degradation}\) \text{ OR } ("\text{architecture erosion}\) \\
\text{OR} ("\text{architecture degeneration}\) \text{ OR } ("\text{technical debt}\))
\]

To obtain the most recent and relevant results, and to narrow the scope of the research, we limited the search results only to the years 2018–2021. We applied this query to six major indexing sites: the ACM Digital Library, IEEE Xplore, SpringerLink, Elsevier ScienceDirect, MDPI, and Wiley.

From the initial results, we manually vetted the works further based on their actual relevance. Specifically, we applied the following inclusion criteria to determine if a work belonged in the study:

1. Papers that performed program analysis on microservice-based systems in some capacity with the goal of extracting some information about the system.
2. Papers with analysis that was designed for or was being discussed in the context of microservices specifically.
3. Papers that discussed and addressed challenges associated with microservice analysis.
4. Papers that described a benchmark microservice system intended for use as a testbed.
5. Papers with full text available in the selected databases.
6. Papers published in last three years (2018–2021).

We further applied the following exclusion criteria to eliminate works not relevant:

1. Papers that presented tools or methods designed to directly assist or participate in the operation of the microservice system (as opposed to strictly analyzing and extracting information from it).
2. Papers describing a specific implementation of a real-world microservice system not intended as a benchmark.
3. Papers without specific output, suggestions, or opinions regarding microservice analysis without experiments or robust proposed methods.
4. Papers without full text available in the selected databases.
5. Papers not presented in the English language.
6. Papers not from peer-reviewed sources.

The initial and manually filtered search results of the query are shown in Table 2.
Table 2. Search results from the query applied across scientific indexers, all results and filtered results assessed in this study. Refer to Table 3 for specific works and classification.

| Indexer       | All Search Results | Filtered Works Used in This Study |
|---------------|--------------------|-----------------------------------|
| ACM DL        | 785                | 11                                |
| IEEE Xplore   | 364                | 17                                |
| ScienceDirect | 650                | 6                                 |
| SpringerLink* | 368                | 19                                |
| MDPI          | 28                 | 1                                 |
| Wiley         | 13                 | 1                                 |
| Total         | 2208               | 55                                |

* Limited to available full texts.

Table 3. Selected paper categorization.

| References | Approaches and Tools | Challenges and Goals |
|------------|----------------------|----------------------|
|            | Static Analysis      | Dynamic Analysis     |
|            | Graph-Based Analysis | Model-Based Analysis |
|            | Pattern-Based Analysis| Architectural Analysis|
|            | Microservice Migration| SAR                  |
|            | Technical Debt Analysis| Quality Attribute Analysis|
|            | Fault Analysis       | Evolution            |
|            | Surveys              |                      |
| Cery et al. [14] | ✔                      | ✔                    |
| Baresi [15] |                       |                      |
| Saidani [16] |                       |                      |
| Kamimura et al. [17] | ✔                | ✔                    |
| Furda et al. [18] | ✔                      |                      |
| De Alwis et al. [19] | ✔                    |                      |
| De Alwis et al. [20] | ✔                      |                      |
| Matias et al. [21] | ✔                      |                      |
| Soldari et al. [22] | ✔                      |                      |
| Eski et al. [23] |                       |                      |
| Ren et al. [24] |                       |                      |
| Ma et al. [25] |                       |                      |
| Walker et al. [26] | ✔                     |                      |
| Walker et al. [27] | ✔                      |                      |
| Walker et al. [28] | ✔                      |                      |
| Pigmazzini et al. [29] | ✔                 |                      |
| Marquez et al. [30] | ✔                      |                      |
| Tighilt et al. [31] | ✔                      |                      |
| Keeskemeti et al. [32] | ✔                   |                      |
| Jin et al. [33] |                       |                      |
| Kleehaus et al. [34] | ✔                     |                      |
| Jiang et al. [35] |                       |                      |
| Somashekar et al. [36] | ✔                  |                      |
| Brondolin et al. [37] | ✔                      |                      |
| Ravichandiran et al. [38] | ✔              |                      |
| Chen et al. [39] |                       |                      |
| Bogner et al. [40] |                       |                      |
| Samardzic et al. [41] | ✔                   |                      |
| Du et al. [42] |                       |                      |
| Meng et al. [43] |                       |                      |
| Jin et al. [44] |                       |                      |
| Zhuo et al. [45] |                       |                      |
| Guo et al. [46] |                       |                      |
| Brandom et al. [47] | ✔                     |                      |
| Christoforou et al. [48] | ✔                 |                      |
| Nunes et al. [49] |                       |                      |
| Li et al. [50] |                       |                      |
| Stojanovic et al. [51] | ✔                   |                      |
| Guan et al. [52] |                       |                      |
| Liu et al. [53] |                       |                      |
| Meng et al. [54] |                       |                      |
| Wu et al. [55] |                       |                      |
| Ma et al. [56] |                       |                      |
| Sun et al. [57] |                       |                      |
| Rademacher [58] |                       |                      |
| Khazaei et al. [59] | ✔                     |                      |
| Chondramongkol et al. [60] | ✔               |                      |
| Klinaku et al. [61] | ✔                   |                      |
| Mendonca et al. [62] | ✔                   |                      |
| Mezara et al. [63] | ✔                     |                      |
| Toledo et al. [64] | ✔                     |                      |
| Cery et al. [65] |                       |                      |
| Auer et al. [66] |                       |                      |
| Bogner et al. [67] | ✔                     |                      |
4. Review of the Selected Studies

After filtering our results down to papers relevant to microservices and the scope of this study, we read and organized them according to the goals and methods that were most common among them. We considered the papers based on two different perspectives: approaches and tools and challenges and goals. The specific perspective categories are not exclusive, as many papers use a combined approach to address some goals. The categories we identified are summarized in Table 3 also showing which papers fit in which category. In the remainder of this section, we describe the particular categories, grouped by the perspectives.

4.1. Approaches and Tools

The papers we assessed used a variety of methods and techniques to reach their goals. In particular, we have identified common approaches to static and dynamic analysis. Static analysis considers examining the application source code without the need to run the system. On the other hand, dynamic analysis requires the system to run to extract information. In addition, some papers also combined static and dynamic analysis for their goals. Another identified approach bases on model-based analysis. In this approach, models are constructed as the system focal point to understand the system or to use the model by automated tools to derive details about the system. Furthermore, what is also common across researchers is to use graph-based analysis to represent the microservice-based system architecture in the form of a graph and then operate with the graph rather than with a complex system. Finally, we found another rather common approach based on patterns. However, it is always combined with another approach. Both the model-based and graph-based analysis introduce an abstraction or an intermediate system representation to capture certain system concerns. Although there might be an overlap or a graph can be understood as a model, we consider both categories separate.

4.1.1. Static Analysis

Static analysis involves examining the source code or bytecode of the application without deploying them. What was most interesting to note about papers that used static-code analysis was their frequent use to gather information about microservice architecture. In an article from Marquez et al. [30], the authors analyzed source code from 17 different microservice systems on GitHub by reviewing each system’s documentation and examining the structure of the source code to find any common patterns. From this analysis, the authors obtained a set of availability tactics, also known as resiliency patterns. These patterns are meant to provide predefined designs to best counter common problems in the architecture. An article by Tighilt et al. [31] performs a similar analysis with 67 microservice systems and obtains a set of antipatterns from their results. In this situation, their use of static-code analysis also allowed them to identify concrete refactoring solutions that would counter these antipatterns. A paper by Pigazzini et al. [29] also uses static-code analysis for improving microservice architecture by implementing detection methods for three different microservice smells in a pre-existing tool called Arcan. Baresi et al. [15] iteratively map OpenAPI specifications to concepts in reference vocabulary, which are computed to be the best matches. Then each candidate microservice, one per reference concept, is defined by its operations and their parameters, complex types, and return values. Saidani et al. [16] use static analysis to identify candidate microservices while considering structural dependencies of the source code. First, an empty set of microservices is created. Next, each class is assigned a microservice. Lastly, a genetic algorithm called NSGA-II is used to determine the best tradeoff between cohesion and coupling. The result is a tool called MSExtractor that is shown to outperform recent extraction approaches. A paper by Walker et al. [26] uses static-code analysis, both source code and bytecode, as well as other dependency and application analysis to construct bounded contexts of the different views—or sets of related artifacts that cover a concern of the architecture of the system—for each microservice. Then it aggregates them into a full-scope centralized perspective for each view, which
consists of all the microservices aggregated into a mesh. The same principle was later extended to detect code smells searching for patterns [27,28]. Kamimura et al. used source code [17] to extract microservice candidates from monolith applications. The authors used the SarF clustering method [66] to eliminate specialists’ manual effort in analyzing different architectural views. Furda et al. [18] used static analysis to identify possible data leaks among microservices while migrating from monolithic applications.

4.1.2. Dynamic Analysis

Dynamic or runtime analysis is an alternative to static-code analysis. For instance, two papers use a black-box dynamic analysis to gather results. This meant they focused on the measurable results of the application rather than the source code, with a framework proposed by Brondolin et al. [12] collecting data based on low-level performance (e.g., cycles, Instruction Retired (IR) events, cache references, cache misses, and power consumption), application performance (e.g., CPU usage, execution time) and network activity (e.g., number of requests, bytes sent and received, and average latency) to better monitor the transparency, performance, and accuracy of cloud-based microservice applications. Somashekar et al. [36] also take this black-box approach to evaluate various optimization algorithms for microservice systems, which are meant to minimize the tail latency of the given microservice application deployment. By taking this approach, the authors find out which optimization algorithms are the most efficient for reducing a system’s latency. An article by Bogner et al. [39] proposes a dynamic approach to calculate a set of 58 service-based maintainability metrics proposed in scientific literature using data gathered at runtime. A software architecture recovery framework developed by Kleehaus et al. [34] known as MICROLYZE works towards its goal mainly by gathering infrastructure information about a microservice-based system using both a service discovery tool and a distributed tracing solution, then monitoring incoming requests on the system and mapping them to business processes. Kecskemeti et al. [32] incorporate several techniques in the process of microservice creation. First, a recipe-based generic image creation service is presented that can create VM and container images crafted for particular cloud systems. Next, a dynamic, live-evaluation-based image size optimization technique is used to create a family of images based on the previous monolithic service. Lastly, this image family is turned into a set of microservices within the ENTICE environment. Du et al. [41] use dynamic analysis and machine learning to build an anomaly detection system consisting of three modules, monitoring, data processing, and fault injection. The monitoring module collects performance data from the target system, which is processed by the data processing module to detect anomalies. Lastly, the fault injection module simulates service faults and gathers datasets of performance data representing the normal and abnormal conditions which are then used to train the machine learning models. Ravichandran et al. [37] also used the system’s resource metric to evaluate resource behavior in autoscaling systems of microservices to discover security anomalies. The authors put the mechanism to the test on the SAVI testbed and observed that it could successfully detect anomalous application behavior [67]. Chen et al. [38] leveraged resource metrics to find anomalies in the streaming of microservice systems.

There are other forms of dynamic analysis commonly seen in papers on microservices. Two common specializations are log analysis and analysis of execution traces. A proposed framework by Zuo et al. [44] uses both techniques to detect anomalies in a system, referring to logs as temporal data and query traces as spatial data. With this framework, a system’s execution logs are first processed with an online template extraction method to obtain service execution behaviors. They use the information gathered from logs alongside queries being traced from a user’s frontend call all the way to queries made on a system backend, which is handled with tools such as Dapper, Zipkin, and Osuprofiler. The information collected from both log analysis and query traces is then used to unveil a system’s hidden systematic status, which is then used in an anomaly detector based on a one-class classifier. Jiang et al.’s proposed scheme [35] uses multiple trackers on logs, sensors, and internal
metrics to set up an intelligent microservice monitoring scheme, which can help keep track of anomalies in a system and warn clients of these anomalies before they develop into failure cases. An article by Samardzic et al. [40] uses log analysis as well, basing its results on runtime logs collected from six real-world microservices commonly used in the retail domain to determine how microservice runtime performance degrades. An algorithm proposed by Jin et al. [43] relies on execution traces. It first screens a potential anomalous time period during a system’s runtime. Then, it generates a method invocation chain of the system. The proposed framework then traces back through the anomalous nodes in the invocation chain to determine the most likely root causes. Jin et al. [33] proposed a method based on functionality-oriented microservice extraction (FoME) in their study, which monitors the program’s dynamic behavior and clusters execution traces to group source code entities. A tool built by Meng et al. [42] uses mining system call patterns to diagnose faults in a microservice system. First, the system calls are collected into sequences, which are then clustered into sequence patterns. Then a GRU-based neural network is adopted to model a sequence pattern to predict the future system call. Faults are then identified by comparing the predicted system call to the actual one.

4.1.3. Combined Dynamic and Static Analysis

Some papers use a combination of static and dynamic analysis to achieve their results. A technique used by De Alwis et al. [19] to discover potential microservices within enterprise system components first statically analyzed the system to determine the business objects it manipulates, then executes the system to generate and extract data related to system execution, such as logs and traces. A paper by Matias et al. [21] uses this hybrid static-dynamic approach to determine boundaries of microservices decomposed from a monolithic system. First, they statically analyze a system and use the collected information to generate a graph of the system. Then, by monitoring the system at runtime to gather operational data, they identify how the dependencies are exercised during execution, and gain an understanding of how the system is actually used. Another article by De Alwis et al. [20] uses the static-dynamic hybrid to modularize monolithic enterprise systems for applications in Industrial Internet of Things networks, then extracts crucial dependencies from these analysis methods. Eski et al. [23] analyzed static codes using both static and dynamic analysis to construct a software system as a graph that shows different relations and couplings between the classes to assist the migration of monolithic to microservice architecture. Ren et al. [24] also address the migration of legacy monolithic applications and their data to microservices architecture. They employed static and dynamic analysis to achieve the static structure in addition to runtime behavior characteristics of a monolithic application. Soldani et al. [22] combined static and dynamic mining of information of a microservice system to obtain a methodology that identifies architectural smells. The authors used Kubernetes deployment files instead of source code for static mining.

4.1.4. Model-Based Analysis

Another common analysis technique we found was model-based analysis. These models were meant to be understood more by automated systems and researchers than by developers. In an article made by Rademacher et al. [57] a modeling language is created that is meant to systematize Software Architectural Reconstruction (SAR) of microservice-based systems. Another article by McZara et al. [62] models the dependencies between microservices using a design structure matrix, commonly used as a simple representation of a complex application. This matrix can then be analyzed to determine which microservice dependencies should be prioritized to build a system with higher resilience against errors. Chondamrongkul et al.’s proposed framework [59] looks at a design model of a microservice system that an automatic security analysis system can analyze to determine weak points and show how attacks may occur on the system. An article by Mendonca et al. [61] shows Continuous-Time Markov Chain (CTMC) models of various developer resiliency patterns, which are used to make a system more resilient against errors and failure states.
Then analyzes these models using a probabilistic model checker known as PRISM. In a study by Khazaei et al. [58], the authors first create a microservice platform on Amazon EC2 cloud using Docker, then use the results from experiments run on this platform to establish a tractable analytical performance model that can be used to perform what-if analysis and capacity planning in a systematic manner for large scale microservices with a minimum amount of time and cost. Stojanovic et al. [51] proposed a method to assess migration of monolith application into microservices where it analyzes data-flow diagram and identifies primitive functions that communicate with each other using data stores. Sun et al. [56] use both model-based analysis and static analysis in their paper about decomposing monolithic Internet of Things systems into microservices, with both a top-down approach via analysis of the system’s domain model and a bottom-up approach via static analysis of source code. Klinaku et al. in [60] uses model-driven architectural simulator called Palladio [68]. It helps in analyzing and predicting quality attributes of system architectures.

4.1.5. Graph-Based Analysis

Another common technique we found was graph-based analysis, representing the architecture of a microservice-based system in the form of a graph. Graph-based analysis can fall into either static or dynamic analysis categories based on the source of graph creation. For example, if the graph is created from the source code, it is a static analysis. In contrast, creating the graph from logs or network connections is dynamic analysis. A representation of microservices based on a graph has an advantage in easy visualization and being able to naturally represent the graph-like connections between the services. Graph-based analysis was used most commonly in papers to handle root cause analysis, with papers by Brandon et al. [47], Wu et al. and Meng et al. [54,55] creating graphs based on a microservice system in an erroneous state, using nodes representing the clients, hosts, databases, etc. and then tracing back through the created graph to determine an error’s most likely root causes. An article by Guan et al. [52] also uses graph-based analysis for handling root cause analysis by first generating a causal graph of the system using an application called Microscope. Their proposed algorithm for Root Cause Analysis then traverses over the created graph. An article by [46] first describes gathering span logs from an execution trace of a system, then using this data to assemble a graph with traces, paths, and business flows. This graph is meant to make it easier for developers to understand the architecture of their microservice systems and diagnose future problems. Ma et al. [2] create a similar graph of a microservice system meant to visualize microservices. An article by Li et al. [50] on the other hand, primarily breaks down a monolithic architecture into a data-flow diagram (a specific kind of graph) and uses the diagram to determine the best candidates for a microservice translation. A tracing and analytics tool called JCallGraph developed by Liu et al. [33] uses graph-based analysis as a tool for developers who need to monitor and debug their systems, which works by tracing the invocations of microservices by other microservices in a system and assembling an invocation graph representation of the system. Walker et al. [27,28] achieve their goal of code smell detection by performing graph-based static analysis. First, a graph is generated that shows the different interactions between the microservices by exploring each microservice for a connection to other microservices. The dependency management tools for each microservice and the application configuration are then analyzed and processed to detect if any of 11 selected microservice smells are detected. Similarly, Walker et al. [26] use this same approach to extract system architecture. Christoforou et al. [48] achieve their goal of assisting with migration to microservices by identifying key concepts and organizing them as a Multi-Layer Fuzzy Cognitive Map. Static analysis is performed on the model to allow the identification of strong concepts by determining the complexity of the graph, the weight and number of edges of each node, and the tendency of cycles. Next, dynamic analysis is performed on the model during execution through simulations of manually configured scenarios. This allows the concepts identified by the static analysis to be ranked based on their significance. Nunes et al. [49]
use an approach based on static analysis of monolithic source code to develop a text-call graph. Next, the call graph is used to generate a dendrogram, which is then cut into a set of clusters. These clusters are then used for visualization and modeling to determine the best decomposition. Eski et al. [23] analyzed the way to migrate systems from monolithic to microservices architecture. They applied graph clustering techniques to the analysis results to identify microservice candidates. Ren et al. [24] approached the migration of legacy monolithic applications to a microservices architecture-based one. They represented the analysis results into graphs with the degree of dependence between functions. After that, they cluster these functions to achieve the required migration. Ma et al. [25] proposed the technique GMAT (Graph-based Microservice Analysis and Testing), which creates a service dependency graph to visualize microservices and analyze error root detection using a combination of static and graph-based analysis.

4.1.6. Pattern-Based Analysis

Many of the articles we processed considered identifying development patterns [27,29–31,61,62]. Pattern-based analysis mostly employs static analysis to recognize specific patterns in the source code [27,29,31]. Moreover, architectural patterns and mathematical model checking approaches have also been explored in related studies [30,61,62]. Pigazzini et al. [29] demonstrated the detection of three code smells in microservices: Cyclic Dependency, Hardcoded Endpoints, and Shared Persistence. Their approach involves static analysis of source code to match predefined patterns to recognize those smells. The authors validated their works on five open-source projects and further discussed the roadmap for implementing the next set of smells. A similar study was conducted by Walker et al. [27,28] where the authors identified 11 microservice-specific code smells using static analysis. They also used several adjustable threshold values to change the flexibility of pattern matching. They presented an open-source tool MSANose to demonstrate their approach. Tight et al. [31] proposed a catalog of 16 microservice antipatterns. The authors grouped these antipatterns into four categories: design, implementation, deployment, and monitoring. Their work is based on an analysis of 67 open-source projects and 27 related studies. Márquez et al. [30] focused on availability tactics that provide architectural solutions to address several security concerns. They examined the source code and documentation of 17 open-source applications and identified 5 uses of availability tactics. Moreover, they introduced a template or pattern for characterizing these availability tactics. Mendonça et al. [61] examined resiliency patterns in service-to-service interactions, more specifically, retry and circuit breaker patterns. They presented a probabilistic model checker to investigate the course of resiliency patterns as continuous-time Markov chains (CTMC). McZara et al. [62] modeled an outage-impacted microservice system, concentrating on the DevSecOps domain. They used an existing dependency analysis pattern called a Design Structure Matrix (DSM) to identify critical links among the microservices.

4.1.7. Tools

This section summarizes the tools we have identified across assessed papers. These studies either developed new tools or used existing tools for their analysis. Table 4 enumerates the tools that we found across the papers. Arcan is an existing static analyzer tool that has been used by Pigazzini et al. [29] to detect code smells. For a similar purpose, Walker et al. developed a new tool MSANose [27] that can identify 11 microservice-specific code smells. The tool MSEExtractor was presented by Saidani et al. [16] to decompose monolithic applications into microservices. Kleehaus et al. introduced the tool MICROLYZE, which can recover software architecture by mapping infrastructure information with business processes. Dapper, Zipkin, and Osoprofiler are exiting query tracing tools that were used by Zuo et al. [44] to trace calls from the application’s frontend to the backend. Microscope is an existing graph generation tool that was used by Guan et al. [52] for root cause analysis. JCallGraph is a newly developed tool by Liu et al. [53] for tracing and monitoring using the graph-based approach. µTOSCA is proposed and developed by Saldana et al. [22].
to analyze and detect architectural smells. Klinaku et al. [60] used the existing tool Palladio [68] to conduct a case study to analyze the performance of microservice applications.

### Table 4. Identified tools.

| Tool       | Reference | Newly Developed | Purpose                          |
|------------|-----------|-----------------|----------------------------------|
| Arcan      | [29]      | No              | Code smells detection           |
| MSExtractor| [16]      | Yes             | Monolithic decomposition         |
| MSANose    | [27]      | Yes             | Code smells detection           |
| MICROLYZE  | [34]      | Yes             | Architecture reconstruction      |
| Dapper     | [44]      | No              | Query tracing                   |
| Zipkin     | [44]      | No              | Query tracing                   |
| Osoprofiler| [44]      | No              | Query tracing                   |
| Microscope | [52]      | No              | Graph generation                |
| JCallGraph | [53]      | Yes             | Tracing and analytics           |
| µTOSCA     | [22]      | Yes             | Architectural smells detection  |
| Palladio   | [68]      | No              | Performance analysis            |

### 4.2. Challenges and Goals

We found that current research, regardless of the approach used, often addresses multiple overarching categories. Across the assessed papers, various challenges and goals were approached. We first identified the goal of architectural analysis, taking into account pre-existing microservices system and intends to improve its qualities or detect an issue. Software architecture reconstruction is a related goal intending to explain the existing system. Migration from monolithic systems to microservices is also common. Another challenge gaining popularity is technical debt analysis, attempting to identify inadequate solutions applied in the system, which will lead to system quality deterioration. We identified works addressing challenging system qualities, including security or performance. Other works targeted fault analysis and often specifically root cause analysis. Finally, we identified surveys intending to identify state-of-the-art practices related to microservice analysis. These challenges are described in the following text.

#### 4.2.1. Architectural Analysis

Most of these papers use architectural analysis to address a specific goal within pre-existing microservice architectures, such as improving security or detecting faults. This is often done by creating tools or frameworks that take a white-box approach to analyze the architecture. Some papers, however, do not focus on analyzing the architectures of microservices. The scopes of these papers tend to be broader, and most of them do not present a new tool or framework. However, of those that do, the approach is often black-box and serves goals not specific to a single microservice, such as identifying the optimal configuration for a microservice application. A few papers discussed key differences between analyzing microservice architecture in comparison to other architectures. Cerny et al. [14] discuss some pitfalls that traditional code analysis has with addressing microservice systems, namely that it overlooks important enterprise development framework constructs, which are key for building enterprise microservice systems. Some papers treat the relationships between Service-Oriented Architecture (SOA) and microservices differently. For instance, Brandon et al. [47] does not necessarily distinguish differences between SOA and Microservices since the paper’s proposed approach of graph-based root cause analysis can be used on both types of systems. Cerny et al. [1] discusses the key differences between SOA, microservices, and Self-Contained Systems (SCS). One of the major differences it mentioned was that services are brought to production independently of each other in a microservice architecture, whereas this is not the case with most SOA solutions. Toledo et al. [63] begins by comparing SOA and microservice architectures. For example, there are concepts and techniques from microservice architecture that were borrowed from SOA, such as scalability. Microservices, however, differ in their emphasis
on service granularity and the fact that they have two types, functional or infrastructure, while SOA can have several types. Serverless architecture has also been studied in the context of microservices.

4.2.2. Migration to Microservices

Some works aim to provide tools to assist in the process of migrating from monolithic or service-based architectures to microservice-based ones. Baresi et al. [15] aim to aid in identifying potential microservice candidates by using OpenAPI specifications and reference vocabulary to identify potential candidate microservices. Saidani et al. [16] introduce MSExtractor, a novel approach that uses a non-dominated sorting genetic algorithm (NSGA-II) to decompose an object-oriented application into cohesive, loosely coupled microservices. This tool uses static-code analysis to determine a decomposition that is optimized with respect to two objective functions: cohesion and coupling [24]. A systematic methodology proposed by Li et al. [50] identifies clusters accessing the same datastore and merges them with duplicate processes to create candidates for new microservices. Kecskemeti et al. [32] propose a methodology based on dynamic analysis to divide a monolithic service into smaller microservices, increasing the elasticity of large applications and allowing more flexible composition with other services. Sun et al. [56] aim to create a better framework, based on model analysis that decomposes a monolithic IoT system into a microservice-based IoT system. A case study performed on an unmanned aerial vehicle (UAV) system shows that the UAV can be dynamically reconfigured to handle runtime changes. Research done by Dealwis et al. [19] develops a technique that uses static and dynamic analysis to support the re-engineering of an enterprise system based on the fundamental mechanisms for structuring its architecture. Now, two years later, Deals et al. [20] present a software modularization technique for enterprise systems to support the discovery of fine-grained microservices, which can be extracted and embedded to run on Industrial Internet of Things network nodes. Eski et al. in [23] reached a success rate of their migration approach of 89% when they measured similarity between candidates and actual services. They recommend an improvement of assigning weights to graph edges to increase the accuracy of extraction and determining thresholds for sub-clustering the constructed graph. Ren et al. [24] employed static and dynamic analysis to cluster the system functions for achieving the required migration. Finally, they performed experiments to verify the performance and scalability of their approach, and the experimental results show that the proposed method can efficiently migrate legacy applications.

Creating new tools and methods to assist in deciding if migration to a microservice-based architecture would be beneficial is also a common research direction. Christoforou et al. [48] propose the first Decision Support System to support migration to microservice-based systems using a graph-based method. The resulting tool assists in determining if the system meets the conditions to migrate and will actually benefit from it. Similarly, the paper by Auer et al. [64] surveys developers to create a framework to assist companies in determining if they should migrate their monolithic system to a microservice-based one. Cerny et al. [14] explain the potential pitfalls of converting a system from a monolithic architecture to a microservice architecture while also discussing the value of static-code analysis in microservice systems. Nunes et al. [49] aim to assist the decomposition of monolithic applications to microservice-based ones by proposing the decomposition be done by identifying where a business transaction is divided into several transactional contexts. This identification of transactional contexts groups domain entities by where they are executed instead of by their structural domain inter-relationships, allowing developers to determine the impacts of decomposition. The research goal of Matias et al. [21] is to determine the best ways to set boundaries on microservices decomposed from a monolithic enterprise system through static and dynamic analysis of the system. Furthermore, Stojanovic et al. proposed a structured system analysis to assist system migration to microservices [51]. Jin et al. demonstrated a method of migration from monolith to microservices using the functionality of execution trace [33], whereas Kamimura et al. [17] proposed this migra-
tion using source code analysis. Furda et al. [18] described an approach to identify data interference defects while migrating from monolithic to microservices. They explain the data interference problem based on information flow control theory that can cause data leaks among the microservice components. Furthermore, they developed a tool for PHP applications to demonstrate their proposed solution using static-code analysis.

4.2.3. Software Architecture Reconstruction (SAR)

In some studies, the main goal is microservice architectural reconstruction, which involves monitoring service interaction as the architecture grows and evolves over time. A framework proposed by Kleehaus et al. [34] uses dynamic analysis to facilitate the reconstruction of an microservice system’s architecture with service discovery tools and to keep track of how new microservices emerge over time. Rademacher et al. [57] systematize the reconstruction of an MSA-based system’s architecture by first gathering architecture information from architecture-related artifacts or views, then transforming these views into a canonical representation of a system by storing it into a database. Walker et al. [26] propose a method for automatically completing Software Architectural Reconstruction (SAR) of a microservice system through code analysis and demonstrating it on a case study on an existing microservice benchmark application. Furthermore, the work of Ma et al. can visualize architecture in addition to performing root cause analysis using static-code analysis [25].

4.2.4. Technical Debt Analysis

Another goal commonly found in papers is identifying and resolving cases of technical debt, the extra work that results from choosing a sub-optimal solution. Toledo et al. [63] propose techniques to assist in detecting and solving cases of architectural, technical debt across different stages of development in microservice-based applications through a survey of employees at companies who work with microservices. The paper by Pigazzini et al. [29] defines a detection strategy for known code smells that degrade the development of a system, such as shared persistence, hardcoded endpoints, and cyclic dependency. This strategy is based on static-code analysis and makes use of a dependency graph generated by Arcan.

4.2.5. Microservice Evolution

Microservice architecture is notable for being one that facilitates a rapid pace of development, leading to a quickly evolving architecture. Thus, tools and techniques are needed to manage this rapid evolution, both to verify that the current state of the architecture is acceptable and to ensure that the system remains maintainable and sustainable throughout the evolutionary process.

To this end, several techniques exist in the literature for addressing architecture evolution. As mentioned above, several works aim to perform Software Architectural Reconstruction on microservice systems, and these techniques also apply to evolution. Kleehaus et al. [34] specifically seek to address issues of continuing documentation of new and evolving microservices that emerge during development. The approach proposed by Rademacher et al. [57] similarly addresses the evolution of the microservice system using SAR and further develops it by integrating SAR with their previously developed microservice-specific modeling language, which allows for easier documentation and representation of microservice architecture. The SAR performed by Walker et al. [26] follows four specific architectural views, each of which provides a different viewpoint of how a microservice system evolves: the service viewpoint shows how the services and their relationships evolve, the domain viewpoint shows how the domain model used by microservices evolves, the technology viewpoint demonstrates changes in the technology stack used in the system, and the operational viewpoint shows users how their system evolves in its deployment. Relatedly, Ma et al. [2] construct a service dependency graph among microservices to visualize the evolution of architectural change, and they further
protect the evolution process by providing a mechanism to retrieve existing microservices that suit user needs to prevent unnecessary development as well as suggest test cases for regression testing to prevent damaging changes.

One threat to the sustainable evolution of microservices is poor coding design. Several works seek to address this aspect of evolution. For example, microservice antipatterns threaten to invalidate the benefits gained using microservice in the first place, and Tighilt et al. [31] analyze existing literature to identify a catalog of 16 microservice antipatterns, the definitions of which can be used to combat poor microservice design. Walker et al. [27,28], and Pigazzini et al. [29] take this further and propose methods of automatically detecting selected microservice antipatterns or code smells using static-code analysis. Works identifying technical debt are also closely related to the concept of antipatterns, and the surveys performed by Bogner et al. [65] and Toledo et al. [63] and the solutions they proposed show promise for preventing technical debt from crippling microservice evolution. Soldani et al. developed a tool, µTOSCA, to identify and resolve architectural smells [22]. µTOSCA uses the Kubernetes deployment file to resolve architectural smells using the developed tool µFRESHENER via refactoring.

Beyond issues relating to architecture and antipatterns, a number of metrics exist that indicate the health of a microservice system. These metrics provide a key insight into how maintainable a microservice system is. Bogner et al. [39] analyze runtime data of microservices to calculate several maintainability metrics relating to the microservice coupling, cohesion, complexity, and size. Samardzic et al. [40] take a different approach; they analyze performance metrics to identify performance degradation in microservices, a key indication that the current design is not sustainable.

4.2.6. Quality Attribute Analysis

Addressing system quality concerns is another common goal. Among the most common quality aspects, we identified security and performance. However, maintainability was also addressed [39].

Marquez et al. [30] use static-code analysis to systematically identify and characterize architectural tactics with regards to security in existing microservices-based systems. The tactics identified include preventing single dependency or setting timeouts and addressing security concerns such as code reuse, denial of service, or traffic between microservices. Chondamrongkul et al. [59] use model-based analysis of a system to automatically identify security threats according to a collection of formally defined security characteristics such as denial of service or man in the middle attacks. This provides an insightful result that is used to demonstrate how the attack scenarios may happen using linear temporal logic. Klinaku et al. in [60] conducted a case study using Palladio [68] to analyze the performance of microservice applications. They assessed the scalability, elasticity, and cost-efficiency aspects of a cloud-based microservice application. The authors highlighted that Palladio predicts the application performance with sufficient accuracy. However, several workarounds were needed and not automated for all the chosen scenarios when assessing these aspects.

As the number of microservices increases, the system becomes complex, and thus, it is essential to analyze the performance to identify bottlenecks in the system. Most of the studies involving performance investigation employ the dynamic analysis approach. Brandon et al. [12] described a black-box monitoring approach to analyze the performance of microservice-based applications. Their monitoring approach focused on architectural metrics, power consumption, application performance, and network performance of cloud-native applications that are deployed using Kubernetes. The authors used kernel-level instrumentation and user-space monitoring agent to collect metrics from Kubernetes workloads, and they developed a user interface to visualize the metrics. Somashekar et al. [36] investigate optimization techniques and dimensionality reduction strategies for tuning microservices applications. They demonstrated 23% latency performance improvement by configuration tuning. The authors developed an automated optimization framework that
can adopt any optimization algorithm such as genetic algorithms, Bayesian optimization, etc. Samardžić et al. [40] analyzed run time logs of six microservices in the retail area to explore performance degradation in microservices. They examined log entries to detect events and dependencies among the time series data. Jiang et al. [35] discussed how to combine the push-pull mode with SpringBoot-based microservices and then constructed a high-performance intelligent monitoring system. Khazaei et al. [58] described a performance analysis model to recognize critical components among Docker containers deployed in the Amazon EC2 cloud. From their experimental results, the authors provided a what-if analysis to minimize deployment costs and time.

Bogner et al. [39] considered dynamic analysis for maintainability. They suggested that static analysis does not fit decentralized systems. In their work, they used 23 maintainability metrics to reason about maintainability. However, their experiments need a broader assessment. Ravichandiran et al. also used dynamic resource analysis to find anomalies in security in autoscaling systems [37].

4.2.7. Fault Analysis

Analyzing faults seems to be the most common goal and direction of existing research. As microservices have become more common in recent years, finding new ways to detect and prevent faults in them is becoming increasingly important. A novel scheme based on static-code analysis introduced by Ma et al. [2] uses a graph-based method to visualize a microservice-based system. The scheme proposed generates service dependency graphs that enable developers to analyze dependency relationships between microservices and between services and scenarios. Guo et al. [46] use dynamic analysis in the form of a graph-based method to trace through the executions of requests and better diagnose various problems in microservice architectures. Various architectural tactics identified by Marquez et al. [30] solve security-related faults or prevent them from occurring in the first place. A benchmark for microservice architecture analysis proposed by Zhou et al. [45] uses execution traces to improve current industrial practices of debugging by replicating fault cases. Zuo et al. [44] provide a new general anomaly detection service based on dynamic analysis to assist in system management, using abnormal log statements to detect suspicious events and preventing failure states. An anomaly detection system provided by Du et al. [41] detects and diagnoses anomalies by addressing the problems of determining which metrics should be monitored and evaluating whether the behaviors of the application are actually anomalous or not. Meng et al. [42] propose Midiag, a sequential trace-based fault diagnosis framework that mines the patterns of microservices' system call sequences. Midiag generates predicted system calls gathered from sequence patterns based on previous system calls and compares them to the actual ones to identify possible faults. Liu et al. [53] provide a graph-based form of visual aid to developers who need to monitor and debug microservice systems, which often have tens of thousands of services. Ma et al. [25] developed a graph-based tool called GMAT that assists developers in identifying errors.

One specific concern when handling faults is performing root cause analysis when the issues arise. The paper by Brandon et al. [47] proposes a method to make it easier for developers to manage interactions between services as well as assist in detecting anomalies such as stressed hosts or stressed endpoints. Based on dynamic analysis, the method proposed is shown to be 19.41% more effective than a machine learning method at classifying the state of an anomaly to its root cause. A new experimental framework presented by Wu et al. [55] aims to better localize root causes of failures in microservice systems and detects performance issues by correlating their symptoms with system resource use. Jin et al. [43] propose an algorithm to detect time-consuming anomalies in a microservice architecture that is based on dynamic analysis of execution traces with a root cause approach in mind. Meng et al. [54] establish a new framework to find failure cases in microservice systems tested with real-world failure tickets. Guan et al. [52] design and implement a prototype to perform graph-based analysis on a microservice system in an anomalous state and determine the top candidates for the root cause of the anomaly.
4.2.8. Surveys

Several works seek to describe the state of the art and state of practice regarding microservices and their analysis. Both Toledo et al. [63] and Auer et al. [64] have conducted surveys for this purpose, with the former survey conducted among employees working with microservices to determine the most critical architectural technical debts, and the latter conducted among developers to create an assessment framework on whether or not a system should make the switch from monolithic to microservice-based architecture. Cerny et al. [14] conducted a survey as well, focused on determining whether traditional static-code analysis is fit for use in the microservice architecture. Zhou et al. [45] first use an empirical survey to gather information on challenges faced by developers and then evaluates the effectiveness of execution tracing for the purpose of debugging, using a benchmark the authors developed. Finally, a mapping study by Cerny et al. [1] is meant to gather and analyze existing research on microservices. Bogner et al. [65] created a survey based on questionnaire responses from 60 software professionals. They focused on processes, tools, and metrics used in the industry and the maintainability-related treatment of systems based on service orientation. They concluded that standard and systematic techniques have benefits for maintainability and leakage due to the absence of both architecture-level development mechanisms and the quality assurance of service-oriented approaches. The results proposed that industrial quality must be improved to avoid problems in long-living service-based software systems.

5. Results and Discussion

After assessing the identified literature and categorizing both the approaches and goals, we can answer the questions raised at the beginning of our study. The below subsections summarize and interpret the knowledge from the previous section.

5.1. RQ1: Methods and Techniques Used

There were several interesting things to note about the common trends among the types of methods. Of the two main methods of analysis, dynamic analysis is used more often than static analysis. Using dynamic techniques, several different approaches become feasible that cannot be done via static techniques, for example, performance analysis and optimization techniques as well as other metrics-based analyses [12,32,36,39,40]. A specific subset of dynamic techniques is commonly applied to fault analysis and root cause analysis: log analysis and execution trace analysis are perfect for this task, as they examine traces directly related to program execution [35,40,42–44].

Most papers that used static analysis as their main method tended to do so to gather information specifically about the architecture. These techniques depend on analyzing statically defined artifacts to reconstruct an architectural view of a system, mainly analyzing source code [16,26,28,30], but also other artifacts, such as OpenAPI specifications [15]. Static analysis is applicable to other goals as well, such as anti-pattern or code smell detection [26,28,29].

An approach used less often is that of model-based analysis, in which a specific model is built to represent the microservice system. This can range from modeling dependencies and architecture of microservices [56,57,62] to developing security models [59] or performance [60] and resilience models [58,61].

Like model-based techniques, graph-based analysis depends on representing the microservice system as a graph and then analyzing that structure, exploiting microservices’ natural graph-like connections. Graph-based techniques are commonly used for detecting faults or performing root cause analysis [47,52,54,55], as well as performing monolith-to-microservice migration by representing an existing monolith as a graph that can be segmented into microservices [23,24,48,49]. However, it can also be used in tracing patterns [27,28]. Finally, graph-based methods are also used in monitoring and visualization systems [2,26,53].
Another approach is pattern-based analysis that mostly employs static analysis to recognize specific patterns in the source code [27–29,31] and architectural patterns [30]. However, it can use graphs as well [27,28]. This approach also involves mathematical model checking techniques to evaluate microservice systems [30,61,62].

The summary of our findings relating to RQ1 is shown in Table 5.

Table 5. Works relevant to RQ1.

| Method                        | References | Total |
|-------------------------------|------------|-------|
| Static analysis               | [14–26,28–31] | 17    |
| Dynamic analysis              | [12,19–24,32–46] | 22    |
| Log analysis                  | [35,40,44,46] | ← 4   |
| Execution trace analysis      | [33,35,43,44] | ← 4   |
| Graph-based analysis          | [2,25–28,46–50,52–55] | 14    |
| Model-based techniques        | [51,56–62] | 8     |
| Pattern-based analysis        | [27–31,61,62] | 7     |

5.2. RQ2: Goals Addressed by the Papers

The main goal we found was that of fault analysis, either by detecting and preventing faults [2,30,41,42,44–46,53], or determining their origin through root cause analysis [43,47,52,54,55]. It is apparent that identification of the cause is important, especially given that microservices run large enterprise systems. Failures in such systems have major economic impacts, whether the users cannot access it or the cloud resource demands peak due to an error. Still, it is a challenge to perform detection in real time, and many challenges remain, as we discuss later when answering RQ4.

Another common topic addressed was migration to microservice-based architectures either by providing tools to decompose monolithic architectures into microservices [15,16,19,32,50,56] or to assist in deciding if migration is beneficial and feasible [21,48,49,64]. Although we could assume a silver bullet by now when it comes to the design of microservice systems, there is no perfect guidance for engineers managing legacy systems.

Identifying or resolving technical debt in a microservice architecture [29,39,63] is an interesting research direction of significant impact. We expect this specific research to grow significantly in the next few years as consequences of system evolution impact the operational budget.

Other goals involve analysis of the software architecture [14,28]. Several works discuss the inherent challenges in analyzing microservices versus other architectures such as monolithic systems, or SOA [1,63]. Several works propose methods of software architecture reconstruction on microservice systems [26,34,57], which is especially important to help reason about the system. Software architecture can be represented through various views serving that represent the system slightly differently, meeting the needs of distinct stakeholders.

Overlapping with technical debt and architecture analysis is the goal of streamlining and protecting the process of microservice evolution. Works performing SAR [26,34,57] combat evolutionary problems by providing the user with an up-to-date view of system architecture, giving insights that can prevent architectural degradation. Antipatterns and code smells that threaten sustainability have also been addressed [27–29,31], as has the issue of accumulating technical debt [63,65]. In addition, some works improve the evolutionary outlook of a system by addressing maintainability metrics [39] or performance degradation [40].

It is quite common to see research addressing various quality concerns of microservices such as security [30,59] or performance [12,35,36,39,40,58]. We must recall that software
architecture is the frame for various software qualities. The primary reason to use cloud-native systems might be the performance for some. At the same time, security cannot be omitted. However, there are many other aspects to this not mentioned directly, such as maintainability, which drives the whole category of evolution.

Finally, many works [1,14,63–65] have performed survey on the state of the art on related topics. Table 6 summarizes specific goals assessed in this study.

| Goal                        | References                                         | Total |
|-----------------------------|----------------------------------------------------|-------|
| Microservice migration      | [15–21,23,24,32,33,48–51,56,64]                    | 17    |
| Technical debt identification| [29,39,63]                                          | 3     |
| SAR                         | [25,26,34,57]                                       | 4     |
| Architectural analysis      | [1,14,28,47,63]                                     | 5     |
| Quality attribute analysis  | [12,30,35–40,58–60]                                 | 11    |
| Evolution analysis          | [2,22,26–29,31,34,40,57,63,65]                     | 12    |
| Fault analysis              | [2,30,38,41–47,54,55]                               | 14    |
| Root cause analysis         | [43,47,54,55]                                       | 4     |
| Survey works                | [1,14,45,63–68]                                     | 6     |

5.3. RQ3: Relationship between Microservices and Other Architectures

We found that microservices share more differences than similarities with other architectures. Works considering related architectures are referenced in Table 7. The most related architectural style is Service-Oriented Architectures (SOA) because microservice architectures borrow many characteristics from SOA, such as the emphasis on scalability and the concept of service availability and responsiveness. Unlike SOA, however, individual services in microservice architectures are brought to production independently and are more granular [63]. It is also worth noting that while graph-based methods of performing root cause analysis can be used in both microservice architectures and SOA [47], many traditional methods of code analysis are not sufficient for microservice architectures [14].

The greatest concern of much research towards static-code analysis is that microservices are distributed. Thus, it is rather common to observe static-code analysis in monolith-like systems since the system is homogeneous and often comes with one codebase. On the other hand, microservices, as opposed to monoliths, are heavily distributed and heterogeneous, and thus the argument might sound valid. However, still static-code analysis is applied to individual system modules; in addition, with sufficient cross-platform support, it is possible to derive a holistic view of system architecture of microservices solely by static-code analysis [26].

However, what seems lacking in nearly all works we assessed is consideration of other recent architectural advancements such as serverless or micro-frontends [64]. Of course, one can object that this study searched for microservices, but the argument by Auer et al. [64] remains valid: if researcher and practitioner do not understand the benefits of these new architectural advancements, they are possibly decreasing productivity or increase technical debt. This could be seen as similar to using SOA to develop a new system.

| Other Architecture             | References                                         | Total |
|--------------------------------|----------------------------------------------------|-------|
| Service-Oriented Architecture  | [14,47,63]                                         | 3     |
| Serverless and Micro-Frontends | [64]                                               | 1     |
| Monoliths                      | [15,16,19–21,23,24,32,48–50,56,64]                 | 13    |
5.4. RQ4: Future Research Directions

We have assessed the identified literature for future work and open challenges. This section mentions our observations on static analysis, dynamic analysis, anomaly detection, prediction, migration from monoliths to microservices, and other topics we found open for research, such as visualization, architecture evolution, and benchmarks.

The first significant conclusion we make is that all forms of static analysis seemed under-represented in the current literature. There is currently a greater focus on forms of dynamic analysis when analyzing microservices, leaving a gap for targeting statically defined artifacts. This kind of analysis can be done earlier in the development pipeline as the system does not need to be deployed for the analysis to take place, and it is less prone to false positives that may plague dynamic sources of information. However, the greatest challenge to address is to cope with distributed system nature and heterogeneity of system modules that may include distinct platforms, different versions and dependencies, or different development styles. Thus, future tools cannot just naively only consider Java as is the case for many works. Rather, a broad spectrum of languages such as Python, NodeJS, Go, C++, etc., must be considered to be well.

The large amount of research involving graph-based architectural analysis has opened up many new avenues for future research. One such avenue could be using graph-based static-code analysis to identify the potential for architectural degradation early on. Deriving the system into a graph brings needed abstraction. Such an approach could be beneficial when resolving degradation, which is difficult to prevent, or at least it could identify it early on.

With respect to dynamic analysis, we found multiple obstacles. There is considerable data collection overhead to collect metrics. In fact, a huge number of traces are produced at runtime, which makes it challenging to capture the required information in real time. In particular, the trace data need to be efficiently processed to produce aggregated trace representations of different levels of quality, and such detailed information of specific traces might need to be available on-demand. Even if we manage that, we need to store the data and analyze them. Thus, research must consider tracing microservices at a massive scale. This is rarely the case because of lacking benchmarks, which we mention later. Researchers questioned which metrics should be monitored and whether the metrics' accuracy or their impact on performance has been considered at large scales.

Dynamic analysis is often involved in anomaly detection and especially root cause analysis. In this context, Brandon et al. [47] highlighted the need for taking into account a time dimension, where the evolution of the system during a time window can be compared instead of single snapshots. However, what remains a challenge is the comparison between generated graphs representing the snapshots. This can be parallelized, but the search space and the response time need to be reduced for real-time processing. They proposed one way to address by transforming graphs into vectors to feed machine learning models dealing with anomaly detection, but this was just their vision for future work. Given machine learning, multiple works suggested the use of machine learning in this context, while statistical analysis can also be used for root cause analysis. We also found little relevant research on using machine learning as a primary method for microservice analysis. The only notable work that used machine learning as a primary method of analysis was written by Jin et al. [43], where a Robust Component Principal Analysis algorithm was used alongside dynamic analysis to detect anomalies. Zhou et al. [45] briefly mention the potential of using machine learning-based algorithms for improving fault localization. Other than the mentions in these articles, there were not any other notable instances of machine learning used as a primary method.

One outstanding challenge is prediction. For instance, since tuning configuration parameters can improve latency [36], researchers could look at the prediction of calls. Prediction of future system call could predict possible faults and learn from comparing the predicted system call and the actual to find specific patterns. Predictive models could help
to detect potential system bottlenecks and system capacity saturation for timely reactions to better handle such situations [12].

A trendy research topic is migration from monolithic applications to microservices. Since microservice-based applications have many desirable characteristics, a wide array of tools and methods that aid in the migration process would be extremely desirable. Further research into a way to accurately automate the process of decomposition with minimal impact by identifying potential candidate microservices would be of extreme significance for the industry. This would be beneficial because the current automated decomposition methods are either inaccurate or could have significant repercussions on the system, and human analysis is extremely time-consuming and sometimes leads to nowhere. A better-automated tool would allow companies to focus resources on further developing and improving their architecture.

One specific problem in microservice migration has many names and deals with accurate system decomposition, service boundaries, or proper service cuts. Some suggest that there are too many characteristics (e.g., non-functional requirements [50]) to take into account and propose the task for artificial intelligence. However, it can be a dynamic problem of continuous microservice system re-modularization. The situation is complicated by new advancements such as serverless or micro-frontends; should they be considered, or does migration from monoliths ultimately lead to technical debt? Perhaps the core challenge is understanding how to develop microservice systems. Alternatively, perhaps we need better evaluation metrics to answer this challenge.

One of the topics with great potential is software architecture reconstruction, especially its automation. Current approaches use static or dynamic analysis, but joint forces are inevitable since one deals well with decentralization and the other with a white-box view. Such system architecture can help with consistency checking and be the core artifact to refer to when dealing with evolution and technical debt. One challenge is proper visualization of the architecture or its perspectives.

In the context of visualization, researchers challenged proper execution trace visualization or improved fault localization. Others challenged visualization for data-flow across the system, recognizing reads and writes. Furthermore, it could be used for modeling and simulation of an actual microservices-based application.

With respect to technical debt, metrics for measuring debt are needed to quantify costs and benefits and support prioritization and decision-making. More investigation is needed on the relationship and composition between microservices availability tactics and microservices patterns. And some take the ambitious future goal to define an exhaustive and uniform catalog of microservices antipatterns.

Finally, one of the greatest deficiencies in related research is the lack of benchmarks [45]. We need more microservice data sets to test the systems. These specifically need to represent industrial settings [45]. Furthermore, to support advancements, unification could occur, and researchers should develop theme-specific benchmarks, such as a unified benchmark for fault injections and anomaly detection where approaches can compare easily, similar to what is common in other disciplines.

6. Threats to Validity

Mapping studies usually suffer from several threats to validity that need to be addressed. We tried to eliminate the effect of these threats on the quality of the results and the study’s outcome. We discuss the validity threats from the perspective of Wohlin’s taxonomy [69]. It includes four potential threats, i.e., external validity, construct validity, internal validity, and conclusions validity.

6.1. Construct Validity

Construct validity considers the investigated area with respect to the research questions. The primary term microservice and its immediate extension microservices used to
conduct this study are combined with secondary terms as specified in Section 3. All the primary and secondary terms are commonly recognized to be used as search strings.

A possible threat to the validity of our work is omitting relevant research from our review. We have tried to eliminate the effect of this threat by selecting and examining several search strings and conducting pilot searches for several papers. To ensure we found all related work from our initial search, we designed our query to be as broad as possible.

However, another perspective must be considered. Our study employed six major research databases, namely ACM Digital Library, IEEE Xplore, SpringerLink, ScienceDirect, MDPI and Wiley, although the authors had limited SpringerLink access to indexed full texts. Potentially, more papers can be indexed and published by other publishers, which we did not include. The analyzed sample only considered peer-reviewed articles published by journals or conferences to ensure the objectivity and reliability of the information sources. It does not include reprints of the papers submitted to or accepted in journals and conferences published by arXiv.org, researchgate.net, or individual personal pages. These reprints might contain novel ideas, methods, and new challenges relevant to the scope of analyzed papers.

6.2. Internal Validity

Internal validity challenges the methods employed to study and analyze data (e.g., the types of bias involved).

The study search perspective aims to assure we gathered all related papers on the selected topic. We searched through common publication databases indexing peer-reviewed literature (excluding gray literature). With regard to reliability and reproducibility, we defined search terms and applied procedures that others can replicate.

The next potential threat is related to the paper’s inclusion and exclusion due to its scope. Due to the broad range of papers on microservices and the wide variety of research goals and aims, we have spent a lot of time scanning and reading the selected papers to ensure that the papers are within the scope of the study. The selection criteria are detailed in Section 3. For example, we excluded papers without specific output, giving suggestions or opinions regarding microservice analysis without experiments or robust proposed methods, or literature focused on analysis outside the scope of architecture, its design, or evolution. Other microservice-related questions were covered by several studies related to other microservice aspects, such as [3,5,9–11,70].

One potential threat is a data extraction bias. The source of this bias could be the extraction process when just one person extracts the information from the papers. To mitigate the effect of this threat, we distributed the data extraction among the different authors. Moreover, we had multiple authors review each search result and double-check other authors’ extraction. Part of this process was the use of shared spreadsheets for rating and result verification. This included permissive analysis of the works’ title, abstract, and keywords, followed by a more in-depth examination of the full text with extracts and categorization.

To address concerns related to categorization/classification bias, we have developed a mind map circulated across all authors for discussion, comments, and extension. The categorization is not exclusive and cannot be. It represents our view on the identified literature, and other alternative categorizations could be developed given the overlapping perspectives.

Data synthesis bias may affect the interpretation of the results. To mitigate this threat, the synthesis of the collected data was performed by multiple authors in multiple iterations with review sessions.

6.3. External Validity

External validity concerns knowledge generalization. In this study, we collected information to form a large scope of online sources. Our results and observations apply to microservices. However, they might be partially applicable to other system architectures. We analyzed and categorized given works based on the scope of research within the field or microservices, and thus our categorization cannot be implicitly generalized.
In addition, there is a risk of potentially impacting generalization within the microservices field, with possibly missing related work. In particular, our observations are a result of a peer-reviewed literature search published between 2018–2021 at 6 indexing sites.

6.4. Conclusions Validity

Conclusions validity concerns whether the conclusions are based on the available data. We had multiple authors involved in addressing this threat, double-checking the publication’s rating and extracts to limit author bias, extraction bias, and interpretation bias. The conclusions result from several brainstorming sessions. Moreover, they were independently settled by all authors.

7. Conclusions

Microservices present a unique challenge for analysis due to their decentralized, independent nature. Due to this, a variety of unique methods have been developed to extract information from these independent services for a variety of end goals. In this study, we have performed a systematic mapping study to assess the current state of the recently published literature regarding methods of microservice analysis.

It first examined the works to discover and categorize five approaches and techniques that have been applied for microservice analysis. Next, it identified the problems and challenges these approaches were being used to address into seven categories with an additional category for surveys. Finally, it discussed the relationship between current and advancing architectures and the potential for future research directions in this area.

This study contributes to an understanding of the current literature surrounding microservice analysis. In particular, the identified most common methodologies currently in use include graph-based analysis and dynamic analysis. It also identified the most common goals of such analysis to be applied primarily to fault analysis and several others.

Although some might think that microservice architecture is well-established with well-known properties and design practice, it is still a challenge to properly divide the system into microservices, and broad research suggests various migration strategies but still admits there is space for improvements.

This study has shown that the influence and impact of microservice architecture have expanded greatly since its inception. Earlier studies have identified issues relating to the design and development of microservices, and our study shows that interest in this architectural style has expanded beyond into methods of structural analysis of microservice-based systems. The field of microservice analysis is still open to new innovations and methodologies, with a high potential reward for a more robust support environment for microservices.

Our original intent is to address the issues of centralized architectural design and architectural degradation. The first is addressed by various attempts, mostly leading into a software architecture reconstruction using graph-based or model-based approaches while combining static and dynamic analysis to extract information. The other spins around the same architectural view but adds patterns, especially antipatterns, that indicate a bad smell in the design, possibly leading to technical debt or degradation.

One valuable outcome of this study is the roadmap into the research that can serve researchers and an index to advancement or practitioners on assessing what is yet accomplished and which tools can be used. Still, many remaining challenges were identified for further advancement in the discipline. However, we believe that a robust architecture reconstruction is one of the core goals that need more research to better face system understanding, centralized perspectives, and system evolution and to avoid degradation.

The limitations of this work were discussed in a section on threats to validity, and certainly, a broader picture could be given in the future to address other architectures such as peer-to-peer systems or serverless.
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