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ABSTRACT
Just-in-time defect prediction assigns a defect risk to each new change to a software repository in order to prioritize review and testing efforts. Over the last decades different approaches were proposed in literature to craft more accurate prediction models. However, defect prediction is still not widely used in industry, due to predictions with varying performance. In this study, we evaluate existing features on six open-source projects and propose two new features sets, not yet discussed in literature. By combining all feature sets, we improve MCC by on average 21%, leading to the best performing models when compared to state-of-the-art approaches. We also evaluate effort-awareness and find that on average 14% more defects can be identified, inspecting 20% of changed lines.

CCS CONCEPTS
• Software and its engineering → Software defect analysis;
• Social and professional topics → Software maintenance.
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1 INTRODUCTION
Finding defects early in the software development process is important as it reduces effort and costs for software development teams. Many software engineering best practices are developed around the idea to assist developers to find and fix defects in a timely manner. Defect prediction performs an automated identification of defects, traditionally for every module or release of a system. Just-in-time (JIT) defect prediction instead classifies whether new changes machine-learning is widely used in defect prediction studies. When applying JIT defect prediction in practice, researchers found that the effort spent by a developer to identify a defect is especially important as it helps to prioritize more defect-prone commits. Effort-aware approaches focus on minimizing inspected lines of code while finding most defects. These models are more practitioner-oriented, as they take into account a limited testing contingent. Researchers have proposed specialized unsupervised [45] and supervised [19, 20] approaches to improve effort-awareness.

In recent years, deep learning approaches are more often utilized to find more syntactic and semantic relations and hence to improve defect prediction models. However, studies found that metric-based approaches may outperform such approaches in predictive software engineering tasks such as defect prediction [14, 24, 33]. Therefore, researchers call for investigating novel more effective features to further enhance metric-based JIT defect prediction [33, 48].

Different projects apply deviant development and change integration techniques, that lead to varying project characteristics determining the defect proneness of changes. Therefore, it is not easy to identify the most expressive features for a specific project. However, selecting only the important features for JIT defect prediction mitigates over-fitting and allows more effective review support.

In this study, we investigate the effectiveness of state-of-the-art JIT defect prediction features in terms of predictive performance and effort-awareness. We follow the call from various researchers and propose two new sets of features from additional sources, which were not yet discussed in literature. These novel features incorporate attributes from the software development workflow and more fine-grained information based on abstract syntax tree (AST) changes. We perform an thorough empirical evaluation of state-of-the-art features and the novel feature sets on six open-source projects and compare their performance in the context of defect prediction. We further investigate which features lead to a higher predictive performance, save effort and are most important given different development environments.

Our contributions can be summarized as follows:

• We propose two new features sets for JIT defect predictions. One is based on metrics from the software development workflow. The other utilizes change information extracted from the AST.
• The novel features improve JIT defect prediction performance models on all investigated projects in terms of standard and effort-aware evaluation metrics in a cross- and a time-dependent validation setting. Features from the AST change (ASTA, DEPTH) are under the top-3 most important features in 5 of 6 projects.
• We publish our model and evaluation code as well as more detailed results with respect to six open-source projects.
2 BACKGROUND AND RELATED WORK

This study investigates the effectiveness of JIT defect prediction models based on state-of-the-art approaches and novel feature sets. In the following, we introduce the background and related work.

2.1 Just-in-Time Defect Prediction

Traditional defect prediction models focus on identifying defective modules or files on a release basis and therefore whole modules or class files are predicted as defect-prone. In order to offer more direct feedback, Mockus and Weiss [28] propose defect prediction on a change basis, predicting defect-inducing changes whenever a new change is submitted. In recent years, such JIT defect prediction is more actively studied, as it provides several benefits over traditional defect prediction. First, the prediction is available early after the initial development task is accomplished. This leads to faster reviewing activities, as the changes are still fresh on the developer’s mind [35]. Second, with predictions on change-level, reviewing efforts are reduced to the changed lines within the changed files, leading to smaller and more targeted reviews [20].

Many studies evaluated the effectiveness of JIT defect prediction on open-source and industrial projects. Śliwerski et al. [36] studied defect-inducing changes in two open-source projects. Their approach led to the conclusion that changes committed on Fridays are more likely to introduce defects. In a similar observation, Eyolfson et al. [11] found that the time of day and experience of the developer has an influence on the defect-proneness of changes. Several studies [3, 20, 21] extended the initial set of change code properties from Mockus and Weiss [28] utilizing change-log information and change metadata. They report that the addition of features extracted from the version control system and the issue tracking system can elevate the predictive performance of JIT defect prediction models. Later, Kononenko et al. [22] investigated the role of code reviews in JIT software defect prediction. They extracted properties from code review systems and used them as additional features in their experiments, contributing significantly to the explanatory power. A combination of the process and review features shown above, are often used in recent JIT defect prediction studies (e.g., [16, 18, 30]). Similarly, we use the aforementioned features as the state-of-the-art baseline feature set described in Section 3.1 and shown in Table 1. Our study sets out to investigate additional features from software development practices and evaluate these models on a recently published defect data set [7].

Recently more advanced modeling techniques, such as ensemble learning (e.g., [43, 47]) and deep learning (e.g., [16, 40]) are proposed in the context of JIT defect prediction. We do not study such techniques in this work. However, we compare the JIT defect prediction results obtained in this study with deep learning approaches in order to validate the findings from recent studies [33, 48], stating that deep learning might not be able to outperform simpler metric-based approaches in regards to learning costs and predictive performance.

2.2 Effort-Awareness in JIT Defect Prediction

For developers with a fixed time-budget it is especially important to use cost-effective techniques when performing verification and validation activities [2]. Kamei et al. [20] were the first to focus on the effort-awareness of JIT defect prediction models. Inspired by Ostrand et al. [32], finding that the majority of defects is contained in about 20% of code, they propose to evaluate effort-aware models by the proportion of defects they can find with only 20% of lines inspected (effort). Therefore, in an effort-aware scenarios all commits are ranked by their probability to introduce a defect and the higher ranked commits are inspected first. They design an effort-aware linear regression model (EALR) and evaluate it on six open source and five commercial projects. They show that effort-aware JIT defect prediction can reveal defect-prone changes early and thus reduces the effort required for software tests and code reviews.

Many studies emerged analyzing supervised and unsupervised effort-aware JIT defect prediction approaches [15, 18, 19, 45]. Based on latest results, CBS+ proposed by Huang et al. [19] is the best performing approach, which outperforms EALR [20] and unsupervised approaches like LT [45] and CHURN [23]. CBS+ combines a supervised model [20] and an unsupervised approach [45] by first classifying all commits in two groups (defect-prone or not) and then ranking them based on their potential defect-proneness and size. Since, smaller commits are less error-prone [29], CBS+ uses the ratio between the predicted defect-proneness and the size of the change and sorts them in descending order. Yan et al. [41] confirmed that CBS+ is the best performing effort-aware approach also in an industrial context. However, the most important model features are not stable when comparing their industrial projects to open-source projects, leading to the conclusion that development workflow and project characteristics do also determine feature importance.

Inspired by the results shown above we investigate the potential of novel features in an effort-aware setting. We perform additional evaluations to compare supervised and unsupervised JIT defect prediction models with different feature sets.

| Feature | Description |
|---------|-------------|
| LA      | Number of lines added by the change |
| LD      | Number of lines deleted by the change |
| LT      | Number of lines in the files before the change |
| NS      | Number of modified subsystems |
| ND      | Number of modified directories |
| NF      | Number of modified files |
| ENT     | Spread of modified lines across modified files |
| NUC     | Number of unique changes to all modified files |
| NDEV    | Number of past developers modifying the changed files |
| AGE     | Time between last and current change to modified files |
| EXP     | Number of prior developer/reviewer changes |
| REXP    | Number of prior developer changes weighted by the age of the respective change |
| SEXP    | Number of prior changes to modified subsystems that an developer has participated in |
| AWARE   | Proportion of prior changes that an developer has participated in |
| ITER    | Number of reviews that were performed |
| NREV    | Number of persons, reviewing the changes |
| NCOM    | Number of review comments |
| AGEREV  | Time between the review request and the final approval |

Table 1: State-of-the-art features for JIT defect prediction
Table 2: Software development workflow-based features for JIT defect prediction

| Feature | Description |
|---------|-------------|
| DUR     | Feature development time until the current change |
| NTH     | Position of this change within the feature |
| C-LA    | Number of added lines in the feature |
| C-LD    | Number of deleted lines in the feature |
| PRCOM   | Number of comments associated with the current change |
| PRCOM-R | Number of comment reactions |

3 APPROACH

In this study, we investigate the effectiveness of different defect prediction features. We have identified two new feature sets that were not yet utilized in JIT defect prediction research and may enhance the predictive power of models. In the following, we will describe the contained information and the intuition behind both feature sets.

3.1 State-Of-The-Art Features

As shown in Section 2, researchers have extensively studied which features are well suited for JIT fault prediction. We use these features as baseline for the subsequent evaluation of JIT defect prediction approaches. All state-of-the-art features are referred to as SotA in the following and listed in Table 1. Since open-source development on GitHub mostly integrates features using pull requests, the embedded reviewing system is often used for code reviews. Developers can comment on code lines inside the pull request, leading to a more direct and integrated feedback. Therefore, for extracting the review features from Kononenko et al. [22], we use data from the pull request review system and adjust the approach to reflect current software development practices. We believe, it is a fair adjustment and an appropriate way to enable the usage of well-understood existing defect prediction features in this context.

3.2 Workflow Features

Nowadays, open-source projects on GitHub are mostly developed applying a pull-based workflow, where contributors propose changes in a pull request and maintainers review, test and accept the changes if they find them suitable. These workflows and the corresponding pull requests contain information about the undertaken software development tasks and the complexity of changes. We depict an exemplary feature development graph in Figure 1. Feature development may concern additional functionality, maintenance activities or bug fixes. Each feature consists of a pull request, a number of commits existing in the git history and potentially a list of commits that were present during feature development (inner-commits). In example, $c_{3,1-3}$ may be rebased, merged or squashed during pull request integration. Furthermore, the pull request contains information about feature development duration, progress, reviewers and review content, discussions and reactions.

While investigating workflow features for JIT defect prediction, we sort all data by creation timestamps to ensure temporal consistency. For instance, if a commit is older than a comment in a pull request, this comment does not count towards the number of comments associated with this change. In a rebased or squashed setting this is problematic since commits are recreated instead of merged ($c_{3,1-3}$ do not exist after integration) and all pull request information is associated with the new commit. We utilize information from internal feature development activities, reconstruct the development workflow and mitigate this problem. For this purpose, we map VCS commits to inner-commits by comparing hashes and commit messages and use the inner-commit whenever possible.

We define 15 features listed in Table 2 and denote them as WORKFLOW features in the remainder of this study. Similar, to the added (LA) and removed (LD) lines from the SotA features, we define the cumulative counterparts (C-LA, C-LD) based on the position of the current change inside the pull request (NTH). Thus, these features represent not only the changes of the current commit, but are meant to reflect the entire feature development up to this point in time. Additionally, we calculate the share of the current change compared to the previous feature development (SHARE) and the time spent for feature development up to the current change (DUR).

We do this to represent the status of feature development and to look at rapidly evolving or stale features.

We do also report cumulative values for number of subsystems (C-NS), directories (C-ND), files (C-NF) and entropy (C-ENT) to include the full complexity of feature development.

In order to consider the fluctuating occurrence of defects over time and particularly after releases [1], we count the commits (REL-NTH) and measure the passed time (REL-DUR) since the last release. For our study, every commit associated with a git tag is marked as a release. The same calculation is performed for the last commit since the developer’s involvement (DEV-NTH, DEV-DUR) to represent recent developer activity and awareness. Finally, we compute two features that represent community involvement and interest.

We count the number of comments (PRCOM) in the pull request before the current change, as well as the number of reactions from community member to these comments (PRCOM-R).
3.3 AST Change Information Features

Traditional JIT defect prediction approaches do not consider deeper information about the code change than number of changed lines and diffusion of the change. However, deep learning approaches do try to extract more syntactic and semantic information from the code change by embedding the change-log [16, 17] or the abstract syntax tree [10]. With JIT defect prediction, we do not only have information about the current state of the code but also about the change that happened between two versions of the source code. This change-level code information embeds knowledge about the complexity, depth and size of a change. Figure 2 shows a schematic representation of an AST change. To our knowledge, such data has not been used in metrics-based JIT failure prediction approaches. However, it may contribute to prediction effectiveness as it adds more detailed change information.

In the following, we define 18 features denoted as PATH features in the remainder of this study and listed in Table 3. Similar to the length of a file, the number of methods can be an indicator of functionality without considering boilerplate code such as imports, class definitions or variable declarations. We define FUN as the number of methods in all modified files. In a similar manner, we sum the lines of code in all methods before the change and denote them as FUNT. These two features are a measure of the size of the change reduced by code that does not contribute to functionality. To measure how much functionality is changed we use FUNDIFF describing the line difference between the before- and after-version. We further count the number of added (FUNA), changed (FUNU) and deleted (FUND) methods. We argue that this also reflects refactorings (extracted code and methods) better than just recognizing the lines of a file. Especially FUNU is of interest here, since the number of changed methods can be seen as a measure of change of functionality that is more prone to causing regression problems.

Second, we look at the changed nodes in the AST. We collect all added (ASTA), deleted (ASTD) and updated (ASTU) nodes, representing the change in more detail. In contrast to added and removed lines, long lines could have several nodes that are added, removed or changed. An example of this can be seen in Figure 2, where the added node does not result in a new line. When looking at SotA features, this would result in one removed (LD) and one added line (LA), which may be too coarse to represent the change.

For every changed node we classify the node as 'Primitive' (nodes representing strings, numbers, bytes, etc.), 'Comment' (nodes representing inline comments), 'Special' (nodes that represent control flow elements such as loops or if-clauses) or 'Default' (any node without a known special context). Thereby, we also report the number of added and deleted nodes in every group (SASTA, SASTD, CASTA, CASTD, PASTA, PASTD). Each of these groups has a different meaning and intuition. Special instructions that regard the control flow of a method concern the cognitive complexity needed to understand the code, similar to the intuition behind cyclomatic complexity [26]. Changes to inline comments might indicate more complex or unusual code [25]. Changes to primitive code might hint at configuration or calculation changes.

Lastly, we calculate the maximal depth of changes in the ASTs for every method (DEPTHA, DEPTHD, DEPTHU), using depth-first search. The intuition is that deeper changes to the AST are more complex and therefore more error-prone.

### Table 3: AST-based features for JIT defect prediction

| Feature | Description |
|---------|-------------|
| FUN     | Number of functions in all files before the change |
| FUNT    | Size of all functions before the change |
| FUNDIFF | Difference to FUNT after the change |
| FUNA    | Number of added functions |
| FUND    | Number of removed function |
| FUNU    | Number of changed functions |
| ASTA    | Number of added nodes to the AST |
| ASTD    | Number of removed nodes from the source AST |
| ASTU    | Number of updated nodes between both AST versions |
| SASTA   | Number of added special nodes to the AST |
| SASTD   | Number of removed special nodes from the AST |
| CASTA   | Number of added comment nodes to the AST |
| CASTD   | Number of removed comment nodes from the AST |
| PASTA   | Number of added primitive nodes to the AST |
| PASTD   | Number of removed primitive nodes from the AST |
| DEPTHA  | Maximal depth of added nodes in the AST |
| DEPTHD  | Maximal depth of removed nodes in the AST |
| DEPTHU  | Maximal depth of updated nodes in the AST |

Figure 2: Schematic illustration of changes in the AST.

### 4 STUDY DESIGN

In this study, we aim to investigate the effectiveness of metric-based JIT defect prediction. We gave an overview of state-of-the-art approaches and features as well as defined novel feature sets that potentially improve defect prediction. In the remainder of this work, we investigate if these novel features do have an impact on JIT defect prediction effectiveness and which features are most relevant when applied to different project setups. Using these insights, we want to improve future JIT defect prediction applicability.

Figure 3 shows an overview of the steps and evaluations we performed. We present the evaluation setup for the conducted experiments in detail below to address the following research questions:

- **RQ1**: How effective are the investigated features in terms of model performance?
- **RQ2**: How effective are the investigated features in terms of effort-awareness?
- **RQ3**: What are the most important features and do they differ between projects?
We collect WORKFLOW features by using the retrieved pull request. We get the length before and after the change and inspect if it was more than 10000 lines or 100 files) to keep our results consistent with previous authors [27]. The number of ignored commits is relatively small ranging from 14 (Calcite) to 154 (Jenkins). The data sets used in this study are highly imbalanced, since the majority of commits in a repository normally do not contain defects. In the investigated projects, the proportion of defective changes ranges from 4.33% (Jenkins) to 31.43% (Calcite). Therefore, we apply random down-sampling on the training data of all projects to mimic a balanced learning approach. This approach, used in previous studies [20], randomly removes non-defective commits (majority class) until the classes are balanced. In fact, we tried different imbalance mitigation strategies and found that all of them produced similar results. If different features are in different ranges, this could have an negative impact on the learning process [37]. Therefore, we scale all features by removing the mean and scaling the data to unit variance based on the distribution of the testing data. Moreover, most of the studied features are highly skewed. As proposed by Kamei et al. [20], we apply a logarithmic transformation to the values of each non-binary feature to reduce data skewness.

**Modeling.** We learn models with each of the described feature sets (SotA, WORKFLOW, PATH) and all features combined (ALL). In our study, we learn Random Forest models as it is shown to perform well in JIT defect prediction [8, 31]. We use the standard implementation of the algorithm provided by scikit-learn\(^1\). We additionally learn a state-of-the-art deep learning model, called DeepJIT, proposed by Hoang et al. [16]. We prepare existing unsupervised and supervised effort-aware approaches described in Section 2, to verify the validity of our evaluation results also in an effort-aware context. We select two unsupervised approaches, denoted as CHURN [23] and LT [45] that solely sort the commits based on either the lines changed or by lines of code in the changed files before the change. Additionally, we choose two supervised approaches, namely, EALR [20] and CBS+ [19], that are trained using the SotA features. As CBS+ is the best performing approach in literature, we apply the same sorting mechanism to our trained models with each feature set to make them effort-aware and evaluate them in this regard. Since JIT defect prediction is a binary classification task we apply a threshold to decide whether a change is potentially defective or not. For all our experiments, we set the threshold value to 0.5. If the output of the model for a commit is above the threshold, the commit is classified as error-prone.

\(^1\)https://scikit-learn.org/stable/
Validation. To evaluate the model performance, we divide the data sets in training and testing data. We employ three different validation settings described in the following. First, we perform a 10-times 10-fold cross validation applying a stratified cross-validation approach to maintain the percentage of samples in each class. Second, McIntosh and Kamei [27] propose to validate JIT defect prediction models on a timely basis, since random sampling does not reflect the time-dependent nature of software development. Due to restrictions from SZZ the last six months of development in the data sets contain relatively fewer commits labeled as defective. We neglect them in our evaluation. In short-term validation, data from six months is used as training data to only consider the most recent development activities. We split the data sets into six month time-frames. Beginning with the earliest frame (n) we use n as training data and n + 1 as test data. We stop the process as soon as no more test data is available. As more training data is not always available but has the potential to increase model performance, with long-term validation all historic data is used as training data. Accordingly, we use the changes of the last six months as test data, while the rest of the data is used for training. For the deep learning model we apply stratified a single 10-fold cross-validation.

Evaluation. We use common evaluation metrics to evaluate the model performance. For every model run, we calculate recall (R) and precision (P), based on the confusion matrix. We also calculate the f1-score (F1) representing the harmonic mean of recall and precision. Furthermore, Matthews correlation coefficient (MCC) [5] is calculated as it represents a measure that takes all four fields of the confusion matrix into account and is more reliable, especially when dealing with imbalanced data [46]. For effort-aware performance, the percentage of found defects investigating only 20% of changed lines, representing the effort-aware recall (R@20%), is used in most studies (e.g., [23, 43, 44]). Additionally, we calculate F1 at 20% effort (F1@20%), to not only report the completeness but also the correctness of the predictions. Huang et al. [19] propose two metrics that we also investigate in our study. Accounting for the problem of frequent context switches, the proportion of commits that are reviewed when 20% of all lines are inspected (PCI@20%) is defined. To represent the induced developer frustration due to a lack of early wins, they define the number of false-positives before the first real defective commit is predicted by the model (IFA). For both metrics a smaller value is preferable.

5 RESULTS
This section is organized based on the formulated research questions and discusses them accordingly. We provide all extracted features and necessary source code to replicate our evaluation as well as more detailed evaluation results in our supplementary material openly available on figshare [6].2

5.1 RQ1: How effective are the investigated features in terms of model performance?
In order to answer RQ1, Table 5 shows the model performance for all feature sets and validation settings. All projects but one show similar performance results in the range of 0.50 to 0.69 for F1 or 0.42 to 0.59 for MCC. However, for the Jenkins project the performance is much lower in all validation settings and for every feature set. It becomes apparent that different projects benefit from features extracted from different sources. In example, the WORKFLOW features provide improvements in the Jenkins project, whereas Calcite benefits most from PATH features. In contrast, no novel feature set can increase the performance in Angular. However, the combination of all features (ALL) elevates the performance. The performance is increased using all features in the majority of projects and validation settings. Only little cases exist where single metrics show better results when trained on only one of the feature sets, e.g., the recall for Kafka in the long-term validation setting is higher using PATH features (0.92), than using ALL features (0.77).

We investigate whether the differences in performance between SotA and respective other feature sets are statistically significant. In accordance with other studies [41–43], the Wilcoxon signed-rank test [39] at a 95% significance level with Bonferroni correction [1] is applied to compare the feature sets against SotA using all 100 runs from cross validation. The Bonferroni correction mitigates the problem of multiple comparisons. Additionally, we employ Cliff’s delta (δ) [9] to measure the effect size of the difference between the feature sets. We use the effect-size mapping, proposed by Cliff, rendering a δ-value below 0.147 ‘negligible’, between 0.147 and 0.33 ‘small’, between 0.33 and 0.474 ‘medium’ and above 0.474 ‘large’. Results for MCC are shown on the left side of Table 6. The models using all features improve the MCC measure on average significantly by 7 percentage points (pp) with a large effect size. The WORKFLOW features do not contribute much to the overall effectiveness of JIT defect prediction when applied alone. The feature set improves MCC only in the Jenkins project, but has a small effect size. The PATH features improve the model performance in three out of six investigated projects significantly with a medium to large effect size. We evaluated significance of improvement for every performance metric and validation setting. The combination of features does have an significant effect on the performance for every other performance metric, in a similar way. Compared to the SotA features the improvements in the cross/short-term/long-term validation settings are on average 12.2%/20.9%/13.96% for P, 9.73%/16.46%/12.14% for R, 12.12%/20.83%/15.25% for F1 and 21.19%/42.32%/24.61% for MCC. We conclude that the combination of feature sets and sources of information can improve model effectiveness over the improvements that features of a single source can provide alone. Detailed performance evaluation are provided in the supplementary material.

Interestingly, the performance improvement with respect to each performance measure is higher in the time-dependent validation than when cross-validation is used. This may indicate that the predictive power of the different feature sets shifts over the life of the project and that no feature set performs best over the entire project life cycle. When looking at the individual validation runs (100 for every project in cross-, 7 runs in short-term- and 1 run in long-term-validation), the results from the cross-validation are quite stable with a mean standard deviation of 0.03 over all projects. However, when using short-term models the standard deviation is higher (0.06) and varying prediction performance can be recognized between the six-month time frames. This shows, that different features from different sources are more important depending on

---

2https://doi.org/10.6084/m9.figshare.20199986
Please see our supplementary material for further detail.

### Table 5: Performance of different feature sets in all three validation settings.

| Project | Feature set     | cross-validation | short-term validation | long-term validation |
|---------|-----------------|------------------|-----------------------|----------------------|
|         |                 | R    | P    | F1   | MCC  | R    | P    | F1   | MCC  | R    | P    | F1   | MCC  |
| Airflow | SotA            | 0.72 | 0.42 | 0.53 | 0.37 | 0.73 | 0.44 | 0.54 | 0.34 | 0.89 | 0.33 | 0.48 | 0.32 |
|         | WORKFLOW        | 0.71 | 0.40 | 0.51 | 0.35 | 0.72 | 0.46 | 0.54 | 0.35 | 0.81 | 0.34 | 0.48 | 0.31 |
|         | PATH            | 0.70 | 0.40 | 0.50 | 0.34 | 0.76 | 0.45 | 0.56 | 0.37 | 0.82 | 0.38 | 0.52 | 0.38 |
|         | ALL             | 0.78 | 0.47 | 0.58 | 0.45 | 0.75 | 0.52 | 0.60 | 0.44 | 0.92 | 0.36 | 0.52 | 0.38 |
| Angular | SotA            | 0.81 | 0.35 | 0.49 | 0.40 | 0.69 | 0.33 | 0.44 | 0.42 | 0.77 | 0.36 | 0.49 | 0.39 |
|         | WORKFLOW        | 0.75 | 0.31 | 0.44 | 0.33 | 0.65 | 0.29 | 0.39 | 0.25 | 0.71 | 0.33 | 0.45 | 0.32 |
|         | PATH            | 0.69 | 0.36 | 0.47 | 0.36 | 0.66 | 0.37 | 0.47 | 0.36 | 0.74 | 0.42 | 0.45 | 0.34 |
|         | ALL             | 0.82 | 0.36 | 0.50 | 0.42 | 0.73 | 0.36 | 0.48 | 0.37 | 0.72 | 0.42 | 0.53 | 0.42 |
| Calcite | SotA            | 0.74 | 0.54 | 0.63 | 0.43 | 0.67 | 0.55 | 0.60 | 0.39 | 0.59 | 0.49 | 0.54 | 0.37 |
|         | WORKFLOW        | 0.62 | 0.43 | 0.50 | 0.22 | 0.59 | 0.42 | 0.48 | 0.18 | 0.63 | 0.33 | 0.43 | 0.17 |
|         | PATH            | 0.80 | 0.55 | 0.65 | 0.46 | 0.78 | 0.56 | 0.65 | 0.46 | 0.80 | 0.47 | 0.59 | 0.44 |
|         | ALL             | 0.80 | 0.57 | 0.66 | 0.49 | 0.77 | 0.58 | 0.66 | 0.48 | 0.74 | 0.48 | 0.58 | 0.42 |
| Jenkins | SotA            | 0.74 | 0.11 | 0.19 | 0.20 | 0.56 | 0.08 | 0.14 | 0.12 | 0.71 | 0.07 | 0.12 | 0.14 |
|         | WORKFLOW        | 0.77 | 0.11 | 0.20 | 0.22 | 0.70 | 0.09 | 0.16 | 0.17 | 0.73 | 0.09 | 0.16 | 0.20 |
|         | PATH            | 0.78 | 0.09 | 0.17 | 0.19 | 0.69 | 0.09 | 0.15 | 0.16 | 0.73 | 0.06 | 0.12 | 0.15 |
|         | ALL             | 0.82 | 0.14 | 0.24 | 0.28 | 0.77 | 0.13 | 0.22 | 0.25 | 0.73 | 0.09 | 0.16 | 0.21 |
| Kafka   | SotA            | 0.74 | 0.48 | 0.58 | 0.43 | 0.69 | 0.45 | 0.54 | 0.38 | 0.66 | 0.36 | 0.47 | 0.34 |
|         | WORKFLOW        | 0.72 | 0.45 | 0.55 | 0.39 | 0.70 | 0.42 | 0.51 | 0.34 | 0.56 | 0.39 | 0.46 | 0.33 |
|         | PATH            | 0.87 | 0.52 | 0.65 | 0.54 | 0.86 | 0.51 | 0.64 | 0.53 | 0.92 | 0.36 | 0.52 | 0.44 |
|         | ALL             | 0.88 | 0.56 | 0.69 | 0.59 | 0.85 | 0.54 | 0.65 | 0.55 | 0.77 | 0.41 | 0.53 | 0.43 |
| Pulsar  | SotA            | 0.73 | 0.48 | 0.57 | 0.41 | 0.68 | 0.47 | 0.56 | 0.38 | 0.58 | 0.47 | 0.52 | 0.35 |
|         | WORKFLOW        | 0.71 | 0.46 | 0.56 | 0.39 | 0.76 | 0.41 | 0.53 | 0.33 | 0.56 | 0.55 | 0.50 | 0.40 |
|         | PATH            | 0.79 | 0.49 | 0.60 | 0.46 | 0.80 | 0.50 | 0.61 | 0.46 | 0.76 | 0.48 | 0.59 | 0.44 |
|         | ALL             | 0.80 | 0.51 | 0.62 | 0.48 | 0.80 | 0.51 | 0.62 | 0.47 | 0.76 | 0.50 | 0.60 | 0.46 |

### Table 6: Significance and effect size of different feature sets in cross-validation for MCC on the left and R@20% on the right.

| Feature set | MCC | R@20% |
|-------------|-----|-------|
| SotA        |     |       |
| WORKFLOW    |     |       |
| PATH        |     |       |
| ALL         |     |       |
| Airflow     |     |       |
| Angular     |     |       |
| Calcite     |     |       |
| Jenkins     |     |       |
| Kafka       |     |       |
| Pulsar      |     |       |

the current software development activities and status of the project. Please see our supplementary material for further detail.

We conclude that features from different sources increase the performance and should be applied in JIT defect prediction. The combination of different features from several sources increases the performance over the effects one single feature source can provide. Therefore, features from various sources are beneficial and should be combined to produce more effective JIT defect prediction models.

Combining SotA with novel workflow and AST change features leads to the best performance in all projects. In short-term validation, the performance is dependent on varying features over time. This should be considered and models should be frequently retrained.

### 5.2 RQ2: How effective are the investigated features in terms of effort-awareness?

In order to answer RQ2, we perform the same analysis as in RQ1 for effort-aware measures. A counterpart to Table 5 is contained in the supplementary material for effort-aware performance measures. The same picture as in RQ1 emerges when investigating the effectiveness of each feature set to effort-awareness. The combination of all features is the best performing variation in terms of IFA, PCI@20%, R@20% and F1@20% across all projects and validation settings. Considering only R@20%, unsupervised existing approaches are often comparable to more elaborate supervised models. Considering F1@20%, IFA and PCI@20%, the models trained
with the combined feature set (ALL) and applying classification and sorting (CBS+¦) provides the best results in all evaluation settings.

We evaluated the significance and effect size of every effort-aware performance metric considered in this study, in the same way as presented in RQ1. An evaluation for R@20% can be seen on the right of Table 6. Compared to the SotA R@20% is increased by 16.00% (8 pp). Using all features, every performance metric, except PCI@20% is significantly improved in every validation setting. Compared to SotA the improvements in the cross/short-term/long-term validation settings are on average 23.51%/35.13%/70.24% for FPA, -1.85%/-0.99%/-4.23% for PCI@20%, 16.00%/23.38%/19.23% for RQ@20% and 15.95%/24.12%/20.28% for FI@20%.

In addition, we apply the Wilcoxon signed-rank test [39] at a 95% significance level with Bonferroni correction [1], comparing the CBS+ALL models, learned with all features, to existing unsupervised and supervised effort-aware models. In Table 7, we show an exemplary evaluation for effort-aware recall. R@20% is significantly increased by 14.23% (8 pp) in respect to the best unsupervised and by 25.53% (13 pp) for CBS+ALL. The results are significant for most projects showing a large effect size. This is also true for other evaluation metrics, such as FI@20% (107.48%/28.08%), or in short-term validation (8.14%/21.51%). A trade-off between R@20% of effort-aware models and developer usability becomes apparent. Looking at R@20% unsupervised models can have a comparable performance with supervised models and can even outperform them. The new feature sets elevate the performance which increases the difference. However, investigating also the correctness (FI@20%) and usability (IFA), supervised models have a large positive effect. As precision of JIT defect prediction models has a huge impact on developer acceptance, we argue that such metrics should be investigated more closely in future studies.

The additional features improve the performance significantly also in an effort-aware context. Supervised models that use feature combination and subsequent sorting (CBS+) perform best. Considering not only R@20% but also the precision of predictions, CBS+ using an combination of all features always outperforms existing approaches.

5.3 RQ3: What are the most important features and do they differ between projects?

In order to answer RQ3, we conduct a feature importance analysis. We perform a correlation analysis on all features and calculate feature importance using the mean decrease impurity for each feature. We remove features for every project based on importance scores. We want to point out that some features are removed in all projects (e.g., NCOM). Then, we learn Random Forest models again using the reduced feature sets for every project. We apply 10-times 10-fold cross validation, since it better represents features learned over the whole distribution of available data. Therefore, 100 model learning runs are executed, leading to 100 importance scores for every feature. We execute the Non-Parametric ScottKnott ESD (NPSK) test [38] to determine which features are the most important ones in the reduced set, similar to previous studies [13, 41, 42]. The NPSK test relaxes assumptions from the original ScottKnott test [34] in the sense that it does not assume normal distributed data or homogeneous distributions. It partitions all features into groups, maximizing the median value of the feature distributions between groups and merges groups that have a negligible effect size based on Cliff’s delta. Table 8 shows the most important (Top-3) features for every project.

We confirm the findings from RQ1 that the PATH variables seem to have an important influence on model performance in general. As shown in Table 8, ASTA is the most important feature for three and under the top-3 most important feature for the other projects. DEPTHA is among the top-3 for five projects, and selected in the top-5 for the other two. Also, some WORKFLOW (e.g., C-LA) and SoTA features (e.g., LT) are highly ranked and frequently selected as most important features. This shows that all the different feature sets contribute to some extent to the overall prediction performance.

Project dependent differences become apparent when looking at Table 8. For instance, Angular has most important features (LA, ENT, FUNT) that are not in the top selected features for any other project. Some features are not among the most important features in any project, nor do they have a major impact on the model’s performance. However, there is no obvious way to differentiate which features will perform well in new project contexts. In future, we want to investigate the relationship between features and different project characteristics to determine which sources of information should be considered in JIT defect prediction for a specific project.

Features from the PATH feature set (ASTA, DEPTHA) have an high influence on identifying defective commits for all investigated projects. However, the varying importance of features is evident with different project environments.

Table 7: R@20% in different model set-ups.

|                | CBS+ALL | Churn | CBS+ SoTA |
|----------------|---------|-------|-----------|
| Airflow        | 0.65    | 0.64  | (1.81)%   |
| Angular        | 0.59    | 0.52  | (15.4%)   |
| Calcite        | 0.52    | 0.47  | (11.18)%  |
| Jenkins        | 0.77    | 0.6   | (28.64)%  |
| Kafka          | 0.61    | 0.48  | (28.66)%  |
| Pulsar         | 0.56    | 0.56  | (-0.32)%  |
| Average        | 0.62    | 0.54  | (14.23)%  |

Table 8: Most important (Top-3) features by project.

|                | Airflow | Angular | Calcite | Jenkins | Kafka | Pulsar |
|----------------|---------|---------|---------|---------|-------|--------|
| Age            | 1       | -       | -       | -       | -     | -      |
| ASTA           | 2       | 2       | 1       | 3       | 1     | 1      |
| C-LA           | 1       | 2       | -       | 1       | -     | -      |
| DEPTHA         | 3       | -       | 1       | 3       | 2     | 2      |
| ENT            | -       | 2       | -       | -       | -     | -      |
| FUN            | -       | -       | 2       | 2       | 3     | -      |
| FUNDIFF        | -       | -       | -       | -       | -     | 3      |
| FUNT           | -       | -       | -       | -       | -     | 3      |
| LA             | -       | -       | -       | -       | -     | -      |
| LT             | -       | 1       | 3       | 2       | 2     | -      |
| PASTA          | -       | -       | -       | -       | -     | 3      |
| SASTA          | -       | -       | -       | -       | -     | 2      |

The ‘-’ symbol represents that a feature was not in the top-3 ranked group for the respective project. Features that were not among the Top-3 for any project are not listed.
6 DISCUSSION

In this section, we want to discuss some further findings and considerations that came up during the execution of our study.

**Different classifiers.** Throughout our study we report results for Random Forest models. Nonetheless, we did evaluate a collection of other machine learning (Logistic Regression, AdaBoost, Multi-layer Perceptron classifier) and include their performance evaluation in our supplementary material for the sake of completeness. In line with other research, Random Forest is the best performing model regarding prediction effectiveness and effort-awareness across all projects. Considering P or PCI@20, other models perform better with the data sets used in this study, however, the differences are marginal and not significant (P in 2 of 6 with a maximum of 1 pp difference and PCI@20 in 3 of 6 projects with a maximum of 2 pp difference, respectively). Since training is relatively simple and cheap, it is advisable to test different classifiers and select them according to important performance metrics in the particular context.

**Novel feature sets.** We have shown that novel features can support the performance of JIT defect prediction models. The best performing features for one project are, however, not necessarily from the same feature set. The benefit comes from mixing different kind of features extracted from different sources of the software and/or development process. However, the extraction of each feature comes with additional effort, since the data needs to be gathered, processed and accumulated. With the results shown above, we often see that the WORKFLOW features do not elevate performance for most projects. However, one cannot be sure without testing the features in the current project context, as can be seen especially in the Jenkins project. As our study also tested different classifiers and investigated the feature importance, we conclude that feature preparation and selection is more important than model selection.

**Deep learning.** We also compare the model results to a deep learning approach to investigate the finding from recent studies [14, 48], showing that deep learning does not always outperform metric-based approaches and is often even worse. In line with their results, deep learning does not increase the performance of JIT defect prediction on the six investigated projects, in this study. Applying a state-of-the-art deep learning approach leads to worse prediction results in all projects and all but one evaluation metrics. The deep learning approach outperforms the best metric-based approach in terms of R@20% on average by 10%. This means that DeepJIT finds more true defects when investigating only 20% of lines. However, these results may be misleading as F1@20% shows worse performance in all projects. DeepJIT can find more true defective commits with less effort, but does also predict more incorrect commits as error-prone, which may lead to developer frustration. More information on our evaluation is provided in the supplementary material. We conclude researchers should evaluate their deep learning approaches also against state-of-the-art metric-based JIT defect prediction approaches as presented throughout this study.

7 THREATS TO VALIDITY

Threats to internal validity refer to errors in our implementation and in the feature extraction phase for every commit. To mitigate the risks of own coding errors, we use well known open-source third-party libraries and tools. For instance, we apply ANTLR grammars to find methods imports and comments inside code files. We use GumTree to differentiate ASTs and extract change paths. In addition, to reduce the threats in our implementation, we double-checked and tested the code, but there could still exist problems we did not find. The data sets used in this study are extracted using SZZ. Research has shown limitations, which may lead to wrongly labeled data. We use a recently published data set of six open-source projects created with a novel evaluated variant of the SZZ algorithm, generating more accurate data sets, to minimize the risk.

Threats to external validity relate to the generalizability of our results. We use six open source projects, which belong to different application domains, vary in size, cover five years of development activity and are written in different programming languages. However, further studies analyzing more projects are needed to reduce this threat. Since all projects are open source, no statement can be made about transferability pf the results to industrial projects.

Threats to construct validity refer to the soundness and suitability of our study design and evaluation. We consider 10-times 10-fold cross validation to mitigate sampling bias, as well as, time-dependent validation of models to be more realistic. We evaluate all scenarios and compare their results in order to be more complete. We apply different statistical tests to evaluate the significance of features in the context of JIT defect prediction. All of the measures and tests are well-established and have been used in past studies.

8 CONCLUSION

In this study, we investigate the performance of state-of-the-art features for JIT defect prediction. Additionally, we follow a call from other studies and propose two novel feature sets based on the software development workflow and abstract syntax tree changes. We perform an empirical evaluation and compare the effectiveness of the various features in JIT defect prediction on six open-source projects. Our novel features do outperform state-of-the-art approaches in terms of standard and effort-aware performance metrics. Models show varying performance dependent on the used features, however the combination of features improves the prediction performance in all cases. For instance, the performance in terms of MCC is increased by 21.19% (7 pp), on average. Evaluating effort-awareness, the recall investigating 20% of changed lines is improved by 14.23% (8 pp), on average. We conclude, that novel features improve metric-based JIT defect prediction and often outperform even more sophisticated deep learning approaches.

Added nodes and their depth in the AST are among the top-3 most important features to determine defective commits for all but one investigated projects. Apart from that, the most important features do vary based on the investigated projects and can be from any of the proposed feature sets. Features and used data sources must be selected with care, to include the most differentiating features.
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