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Abstract

In this paper, we deal with a stochastic differential equation with fast oscillating coefficients and with respect to a Brownian motion and a Poisson random measure. The large deviation principle of solution is established, and the effect of the highly nonlinear and locally periodic coefficients is stated. Moreover, we derive an explicit expression for the action functional when the viscosity parameter $\varepsilon$ is of order 1 while the homogenization parameter $\delta \varepsilon$ tends to zero.
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1. Introduction

The purpose of this paper is to obtain large deviation properties for stochastic differential equations (SDE in short) of Wiener-Poisson type with rapidly fluctuating coefficients and highly oscillating drift. Our method uses the Legendre-Fenchel transform of the limit of normalized logarithm of an exponential moment, as in a periodic case by Freidlin and Sowers [7], and builds on an earlier work by Dupuis and Spiliopoulos [6] which gives us the locally periodic counterpart for SDE of Wiener type. By now, it is well known that stochastic dynamical systems with Poisson jumps are more suitable for capturing sudden bursty fluctuations than classical diffusion models. Motivated by the idea of [6], we consider the locally periodic SDE in the whole space $\mathbb{R}^d$ driven by Lévy noises given by:

\begin{equation}
X_{t}^{\varepsilon,\delta_{\varepsilon}} - x = \sqrt{\varepsilon} \int_0^t \sigma \left( X_{s}^{\varepsilon,\delta_{\varepsilon}}, \frac{X_{s}^{\varepsilon,\delta_{\varepsilon}}}{\delta_{\varepsilon}} \right) dW_s + \frac{\varepsilon}{\delta_{\varepsilon}} \int_0^t b \left( X_{s}^{\varepsilon,\delta_{\varepsilon}}, \frac{X_{s}^{\varepsilon,\delta_{\varepsilon}}}{\delta_{\varepsilon}} \right) ds + \int_0^t c \left( X_{s}^{\varepsilon,\delta_{\varepsilon}}, \frac{X_{s}^{\varepsilon,\delta_{\varepsilon}}}{\delta_{\varepsilon}} \right) ds + \int_0^t \int_{\mathbb{R}^d} k \left( X_{s}^{\varepsilon,\delta_{\varepsilon}}, \frac{X_{s}^{\varepsilon,\delta_{\varepsilon}}}{\delta_{\varepsilon}} \right) \left( \varepsilon N_{s}^{\varepsilon^{-1}} (d\sigma) - \nu (du) ds \right), \quad x \in \mathbb{R}^d, \ t \geq 0,
\end{equation}
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according to a given complete Wiener-Poisson space \((\Omega, \mathcal{F}, \mathbb{P}, \mathbb{F}, \mathbb{W}, N^{-1})\) in \(\mathbb{R}^d \times \mathbb{R}^d\), \(\mathbb{R}^d \equiv \mathbb{R}^d \backslash \{0\}\), with the Lévy measure \(\nu\), i.e., \((\Omega, \mathcal{F}, \mathbb{P}, \mathbb{F})\) is a filtered probability space with \(\mathbb{F} := \{\mathcal{F}_t : t \geq 0\}\) being the \(\mathbb{P}\)-completion of the filtration \(\mathcal{F}\), \(\{\mathcal{W}_t : t \geq 0\}\) is a d-dimensional standard Brownian motion with respect to \(\mathcal{F}_t\) and \(N^{-1}\) is a Poisson random counting measure on \(\mathbb{R}^d\) with intensity measure \(\varepsilon^{-1} \nu\), independent of \(\mathcal{W}_t\) w.r.t. \(\mathcal{F}_t\). In (1.1), \(X_{\varepsilon, \delta}^{t, \varepsilon}\) denotes the left limit, i.e., \(\lim_{r \to s} X_{\varepsilon}^{t, \varepsilon}\). Our assumptions on the coefficients \(b, c, k\) and \(\sigma\) will be specified below.

SDE driven by Lévy processes are widely applied in many fields such as finance, insurance, biology and attracted more and more attention lately (see, [14, 17–19]). Applebaum [1] introduced systematically the definition and relative properties of Lévy processes, and studied the fundamental theory of stochastic integrals such as the Wiener-Lévy-type stochastic integrals and Itô formula, and constructed the framework for the solution and Lévy flow of stochastic ordinary differential equations driven by Lévy processes. Altogether, there are still few results on LDP for stochastic equations with jumps (see for instance [15, 16, 21]). Recently, Manga et al. [10, 11] investigated the LDP for periodic stochastic equation driven by small multiple Lévy noises, as they pointed out in [10, 11], that the difficulties caused by Lévy noises are to deal with the analysis of the logarithmic moment generating function.

Baldi [2] was the first to consider a family of periodic diffusion processes with homogenization and a small multiplicative parameter of the diffusion coefficient. He established a large deviation principle and as an application, he derived an iterated logarithm law for periodic diffusions. Afterwards, Freidlin and Sowers [7] studied the combined effects of homogenization and large deviations in a stochastic differential equation. The authors showed some large deviations type estimates, and then applied these results to study wavefronts both in a single reaction-diffusion equation and in a system of reaction-diffusion equations. Apart from [7], LDP for stochastic equation depending on the coefficients of the system on the slow and fast motion, has also been studied in [9, 20] under various assumptions. It is necessary to point out that Dupuis and Spiliopoulos [6] just considered LDP for Wiener equation type with locally periodic coefficients. In [6] large deviations problems arising in locally periodic stochastic equation with small noise and fast oscillating coefficients are discussed, and the authors used methods from weak convergence and stochastic control. Such results are not available in the literature. The scope of our approach based on the LDP with with locally periodic coefficients, differs substantially from that of [6]. Our version of SDE contains a substantial novelty, which makes it possible to handle the large deviation arising in stochastic homogenization for nonlinear equations with Poisson jumps and Brownian motions. In the present paper, we have derived the same explicit expression for the action functional in [6, Regime 1] via Legendre-Fenchel transform.

The paper is organized as follows. In Section 2 we set up some notations, precise our assumptions and give away the toolbox for the LDP characterization. In Section 3 we study large deviations for \(X_{\varepsilon, \delta}^{t, \varepsilon}\) with fixed \(T > 0\), as \(\varepsilon\) and \(\delta\) both tending to zero.

## 2. Preliminaries

### 2.1. Notations and assumptions

Let’s denote by \(\mathbb{E}\) the expectation with respect to \(\mathbb{P}\). Define \(\langle \cdot, \cdot \rangle\) as the standard Euclidean inner product on \(\mathbb{R}^d\), and \(\|\cdot\|\) as the associated norm. For each \(z \in \mathbb{R}^d\), let \(a^{-1}(z)\) be the matrix inverse of \(a(z)\), when \(a^{-1}\) is well-defined on all of \(\mathbb{R}^d\). For each \(z \in \mathbb{R}^d\) define the norm \(\|\theta\|_{a^{-1}(z)} = \sqrt{\langle \theta, a^{-1}(z)\theta \rangle}\) for all \(\theta \in \mathbb{R}^d\). Let \(\mathcal{D}(\{0, T\}, \mathbb{R}^d)\) be the space of functions that map \([0, T]\) into \(\mathbb{R}^d\), which are right continuous and having left hand limits.

**Condition 2.1.** We assume that \(\lim_{\varepsilon \to 0} \frac{\delta}{\varepsilon} = 0\) (main hypothesis).

In preparation for stating the main results, we recall the concept of large deviation principle.
Definition 2.2. Let $X^{\varepsilon, \delta}_t$ be a $\mathbb{R}^d$-valued random variable and let $\mathbb{P}_{\varepsilon, \delta}$ denote its distribution on the Borel subsets of $\mathbb{R}^d$, that is, $\mathbb{P}_{\varepsilon, \delta}(A) = \mathbb{P}(X^{\varepsilon, \delta}_t \in A)$. The family $\{X^{\varepsilon, \delta}_t\}_{\varepsilon, \delta \geq 0}$ satisfies an LDP if there exists a lower semi-continuous function $I : \mathbb{R}^d \rightarrow [0, +\infty]$ such that

- for each open set $O \subseteq \mathbb{R}^d$, $\lim inf_{\varepsilon \to 0} \varepsilon \log \mathbb{P}(X^{\varepsilon, \delta}_t \in O) \geq -\inf_{x \in O} I(x)$;

- for each closed set $F \subseteq \mathbb{R}^d$, $\lim sup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}(X^{\varepsilon, \delta}_t \in F) \leq -\inf_{x \in F} I(x)$.

$I$ is called the rate function for the LDP. A rate function is good if for each periodicity assumption on the coefficients such a process induces a Wiener-Poisson process $\mathbb{R}$.

Condition 2.3.

(H.1) The functions $b, c : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d$, $\sigma : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}$ are Lipschitz continuous and bounded in $(x, y)$ and periodic with period 1 with respect to $y$ in each direction. We additionally assume that they are $C^1(\mathbb{R}^d)$ in $y$ and $C^2(\mathbb{R}^d)$ in $x$ with all partial derivatives continuous and globally bounded in $x$ and $y$. The function $k : \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ is Lipschitz continuous and bounded in $(x, y)$ and periodic with period 1 with respect to $y$ in each direction, and integrable with respect to $dt du$.

(H.2) The diffusion matrix $\sigma := \sigma \sigma^*$ is uniformly non-degenerate.

We define some family of operators indexed by $x$ (resp. $y$) and acting on the second argument (resp. the first argument)

$$
\mathcal{L}_x^{\varepsilon, \delta} = \frac{\varepsilon}{2} \sum_{i,j=1}^{d} a_{ij} \left( x, \frac{y}{\delta \varepsilon} \right) \frac{\partial^2}{\partial y_i \partial y_j} + \frac{\varepsilon}{\delta \varepsilon} \sum_{i=1}^{d} b_i \left( x, \frac{y}{\delta \varepsilon} \right) \frac{\partial}{\partial y_i} + \sum_{i=1}^{d} c_i \left( x, \frac{y}{\delta \varepsilon} \right) \frac{\partial}{\partial x_i},
$$

$$
\mathcal{L}_y^{\varepsilon, \delta} = \frac{\varepsilon}{2} \sum_{i,j=1}^{d} a_{ij} \left( x, \frac{y}{\delta \varepsilon} \right) \frac{\partial^2}{\partial x_i \partial x_j} + \frac{\varepsilon}{\delta \varepsilon} \sum_{i=1}^{d} b_i \left( x, \frac{y}{\delta \varepsilon} \right) \frac{\partial}{\partial x_i} + \sum_{i=1}^{d} c_i \left( x, \frac{y}{\delta \varepsilon} \right) \frac{\partial}{\partial y_i},
$$

$$
\mathcal{L}_x = \frac{1}{2} \sum_{i,j=1}^{d} a_{ij} \left( x, y \right) \frac{\partial^2}{\partial y_i \partial y_j} + \sum_{i=1}^{d} b_i \left( x, y \right) \frac{\partial}{\partial y_i}.
$$

(2.1)

With our requirement, there exists a Lévy process on $\mathbb{R}^d$ with diffusion-generator $\mathcal{L}_x$ and by $Y$-periodicity assumption on the coefficients such a process induces a Wiener-Poisson process $\mathcal{Y}^x$ on the $d$-dimensional torus $\mathbb{T}^d$, moreover this diffusion process part is ergodic. We denote by $m(x, \cdot)$ its unique invariant measure. In order for the process with diffusion-generator $\mathcal{L}_x^{\varepsilon, \delta}$ to have a limit in law as $\varepsilon \to 0$, we need that the following condition be enforced.

Condition 2.4.

(H.3) For all $x \in \mathbb{R}^d$, $\int_{\mathbb{T}^d} b(x, y) m(x, dy) = 0$ (centering condition).

We notice that, under the Condition 2.4, there exists a unique periodic solution $\hat{b}^i$ of $\mathcal{L}_x \hat{b}^i - b^i = 0$, for any $i = 1, \ldots, d$ with zero integral against the measure $m(x, \cdot)$. Such a solution is given by the formula $\hat{b}^i(x, y) = \int_0^\infty \mathbb{E} \left\{ b \left( x, \mathcal{Y}^x_t \right) \right\} dt$ where under $\mathbb{P}_y$, $\mathcal{Y}^x$ starts from $y$. Moreover $\hat{b}$ is twice continuously differentiable in $x$, uniformly with respect to $y$, and for any $p \geq 2$ there exists a constant $K > 0$ such that for all $x \in \mathbb{R}^d$ (see, Benchérif-Madani and Pardoux [4] or Pardoux and Veretennikov [12, 13])

$$
\left\{ \left\| \hat{b} \right\|_{W^{2,p}(\mathbb{T}^d)} + \left\| \frac{\partial \hat{b}}{\partial x} \right\|_{W^{2,p}(\mathbb{T}^d)} + \left\| \frac{\partial \hat{b}}{\partial y} \right\|_{W^{2,p}(\mathbb{T}^d)} + \left\| \frac{\partial^2 \hat{b}}{\partial x^2} \right\|_{W^{2,p}(\mathbb{T}^d)} + \left\| \frac{\partial^2 \hat{b}}{\partial x \partial y} \right\|_{W^{2,p}(\mathbb{T}^d)} \right\} (x, \cdot) \leq K.
$$
Let’s set $\tilde{X}_t^{\epsilon, \delta_\epsilon} := X^{\epsilon, \delta_\epsilon}_{(\delta_\epsilon/\sqrt{\epsilon})^2 t}$. In order to move the SDE (1.1) into the torus $\mathbb{T}^d$, we define the pull-back $\mathcal{Y}^{\epsilon, \delta_\epsilon}_t := \frac{1}{\delta_\epsilon} \tilde{X}_t^{\epsilon, \delta_\epsilon}$, which satisfies the SDE:

$$\mathcal{Y}^{\epsilon, \delta_\epsilon}_t - \mathcal{X}_0 = \int_0^t \mathcal{B} \left( \mathcal{X}^{\epsilon, \delta_\epsilon}_s, \mathcal{Y}^{\epsilon, \delta_\epsilon}_s \right) \, d\mathcal{W}_s + \int_0^t \mathcal{C} \left( \mathcal{X}^{\epsilon, \delta_\epsilon}_s, \mathcal{Y}^{\epsilon, \delta_\epsilon}_s \right) \, d\mathcal{W}_s + \int_0^t \mathcal{D} \left( \mathcal{Y}^{\epsilon, \delta_\epsilon}_s \right) \, d\mathcal{M}^{\epsilon, \delta_\epsilon}_s,$$

where

$$\mathcal{W}_t := \frac{\sqrt{\epsilon}}{\delta_\epsilon} \mathcal{W}_{(\delta_\epsilon/\sqrt{\epsilon})^2 t}$$

is Brownian motion,

$$\mathcal{M}_{t,u} := \int_0^t \left( N^{(\delta_\epsilon/\epsilon)}(d\mathcal{W}_u) - \frac{\delta_\epsilon}{\epsilon} \lambda(d\mathcal{W}_u) \right)$$

is a Poissonian martingale.

The infinitesimal generator $\mathcal{L}^{\epsilon, \delta_\epsilon}$ of the diffusion part associated to the process $\mathcal{Y}^{\epsilon, \delta_\epsilon}$ is

$$\mathcal{L}^{\epsilon, \delta_\epsilon} := \frac{1}{2} \sum_{i,j=1}^d a_{ij} \frac{\partial^2}{\partial y_i \partial y_j} + \sum_{i=1}^d b_i(x,y) \frac{\partial}{\partial y_i} + \frac{\delta_\epsilon}{\epsilon} \sum_{i=1}^d c_i(x,y) \frac{\partial}{\partial y_i}, \quad x \in \mathbb{R}^d, y \in \mathbb{T}^d.$$

This generator tends to $\mathcal{L}_x$ defined as (2.1), when $\epsilon \to 0$.

2.2. Used lemmas

The proof of the main Theorem 3.1 (below) relies on explicit calculation of the logarithm moments of $X^{\epsilon, \delta_\epsilon}$ and the following Girsanov’s formula and Itô’s formula. Before proceeding, let us introduce some spaces.

For $E$ locally compact, let $\mathcal{H}^2(T, \lambda)$ be the linear space of all equivalence classes of mappings $F : [0,T] \times E \times \Omega \to \mathbb{R}$ which coincide almost everywhere with respect to $dt \otimes d\lambda \otimes d\mathbb{P}$ and which satisfy the following conditions:

- $F$ is predictable;
- $\int_0^T \int_{E \setminus \{0\}} \mathbb{E}(|F(t,z)|^2) \, dt \, d\lambda(dz) < +\infty$.

We endow $\mathcal{H}^2(T, \lambda)$ with the inner product $\langle F, G \rangle_{T, \lambda} := \int_0^T \int_{E \setminus \{0\}} \mathbb{E}(F(t,z)G(t,z)) \, dt \, d\lambda(dz)$. Then, it is well known that $(\mathcal{H}^2(T, \lambda); \langle \cdot, \cdot \rangle_{T, \lambda})$ is a real separable Hilbert space.

Let $N_p$ be a Poisson random measure on $\mathbb{R}_+ \times (E \setminus \{0\})$ with intensity measure $\lambda$, according to a given $\mathcal{T}_T$-adapted, $\sigma$-finite point process $p$ independent of the Brownian motion $W$. Let $\bar{N}_p$ be the associated compensated Poisson random measure. Now we have following (see, Applebaum [1] Chapter 5, Section 2).

Lemma 2.5 (Girsanov’s formula). Let $X$ be a Lévy process such that $e^X$ is a martingale, i.e.,

$$X_t = \int_0^t b(s) \, ds + \int_0^t \sigma(s) \, d\mathcal{W}_s + \int_0^t \int_E H(s,z) \, \bar{N}_p(dsdz) + \int_0^t \int_E K(s,z) \, N_p(dsdz),$$

with

$$b(t) = -\frac{1}{2} \sigma^2(t) - \int_E \left( e^{H(t,z)} - 1 - H(t,z) \right) \lambda(dz) - \int_E \left( e^{K(t,z)} - 1 \right) \lambda(dz), \; \mathbb{P} \text{- a.s.}$$
We suppose that there exists \( C > 0 \) such that
\[
|K(t, z)| \leq C, \quad \forall t \geq 0, \forall z \in \mathbb{E}.
\]

For \( L \in \mathcal{H}^2(T, \lambda) \) we define
\[
M_t := \int_0^t \int_{z \neq 0} L(s, z) \tilde{N}(dsdz).
\]

Set
\[
\mathcal{U}(t, z) = \left( e^{H(t, z)} - 1 \right) 1_{\{ ||z|| < 1 \}} + \left( e^{K(t, z)} - 1 \right) 1_{\{ ||z|| > 1 \}}
\]
and we suppose that
\[
\int_0^T \int_{\{ ||z|| < 1 \}} \left( e^{H(t, z)} - 1 \right)^2 \lambda(dz)ds < +\infty.
\]

Finally, we define
\[
B_t = W_t - \int_0^t \sigma(s)ds \quad \text{and} \quad N_t = M_t - \int_0^t \int_{z \neq 0} L(s, z) \mathcal{U}(s, z) \lambda(dz)ds, \quad 0 \leq t \leq T.
\]

Let \( Q \) be the probability measure on \((\Omega, \mathcal{F}_T)\) defined as:
\[
\frac{dQ}{dP} := e^{X_T}.
\]

Then under \( Q \), \( B_t \) is a Brownian motion and \( N_t \) is a \( Q \)-martingale.

Next, define a \( d \)-dimensional semi-martingale \( Y_t := (Y_{t1}, \ldots, Y_{td}) \) by
\[
Y_{ti}^t = Y_{0i}^t + M_{ti}^t + A_{ti}^t + \int_0^t \int_E f_i(s, z_i) \tilde{N}_p(dsdz) + \int_0^t \int_E g_i(s, z_i) \lambda(dz)ds, \quad i := 1, \ldots, d, \tag{2.2}
\]
where
- \( M_{ti}^t \) is locally continuous square integrable \( (\mathcal{F}_t) \)-martingale and \( M_0^t := 0 \);
- \( A_{ti}^t \) is a continuous \( (\mathcal{F}_t) \)-adapted process whose almost all sample functions are of bounded variation on each finite interval and \( A_0 := 0 \);
- \( g \) is \( (\mathcal{F}_t) \)-predictable and for \( t > 0 \),
\[
\int_0^t \int_E \|g(s, z_i)\| \lambda(dz)ds < +\infty \ a.s;
\]
- \( f \) is \( (\mathcal{F}_t) \)-predictable and for \( t > 0 \),
\[
\int_0^t \int_E \|f(s, z_i)\|^2 \lambda(dz)ds < +\infty \ a.s.
\]

We have following (see, for example Ikeda and Watanabe [8], Theorem 5.1).

**Lemma 2.6 (Itô’s formula).** Let \( F \) be a function of class \( C^2 \) on \( \mathbb{R}^d \) and \( Y_t \) a \( d \)-dimensional semi-martingale given in (2.2). Then the stochastic process \( F(Y_t) \) is also a \( (\mathcal{F}_t) \)-semi-martingale and the following formula holds:
\[
F(Y_t) - F(Y_0) = \sum_{i=1}^d \int_0^t \frac{\partial F}{\partial x_i}(Y_s) dM_i^s + \sum_{i=1}^d \int_0^t \frac{\partial F}{\partial x_i}(Y_s) A_i^s ds + \frac{1}{2} \sum_{i, j=1}^d \int_0^t \frac{\partial^2 F}{\partial x_i \partial x_j}(Y_s) d\langle M_i^t, M_j^t \rangle_s
\]
\[
+ \int_0^t \int_E \left[ F(Y_{s-} + g(s, z_i)) - F(Y_{s-}) \right] N_p(dzds)
\]
\[
+ \int_0^t \int_E \left[ F(Y_{s-} + f(s, z_i)) - F(Y_{s-}) \right] \tilde{N}_p(dzds)
\]
\[
+ \int_0^t \int_E \left[ F(Y_{s-} + f(s, z_i)) - F(Y_{s-}) - \sum_{i=1}^d f_i(s, z_i) \frac{\partial F}{\partial x_i}(Y_s) \right] \lambda(dz)ds.
\]
Theorem 3.1
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Let us set

\[ g_T^\varepsilon(x_T, \theta) := \varepsilon \log \mathbb{E} \left\{ \exp \left( \frac{1}{\varepsilon} \left( \theta, X_T^x \right) \right) \right\}, \quad \varepsilon > 0, \theta \in \mathbb{R}^d. \]  

(2.3)

Let us set

\[ g_T(x, \theta) := \lim_{\varepsilon \to 0} g_T^\varepsilon(x, \theta), \quad \theta \in \mathbb{R}^d, \]

when this limit exists. We then have following (see, Dembo and Zeitouni [5], Chap. 2.3).

Lemma 2.7 (Gärtner-Ellis theorem). Fix \( T > 0 \) and \( \theta \in \mathbb{R}^d \). Assume that

1.) for each \( \theta \in \mathbb{R}^d \), \( g_{T,x} \) is well-defined in \([-\infty, +\infty)\);

2.) the origin is in the interior of the set \( \{ \theta \in \mathbb{R}^d : g_{T,x}(\theta) < +\infty \} \);

3.) the set \( A := \{ \theta \in \mathbb{R}^d : |g_{T,x}(\theta)| < +\infty \} \) has no empty interior \( A^\circ \), \( \nabla g_{T,x}(\theta) \) is well-defined for all \( \theta \in A^\circ \)

\[ \lim_{\theta \to \partial A^\circ} ||\nabla g_{T,x}(\theta)|| = +\infty. \]

Then the random variable \( \{ X_T^{\varepsilon, \delta} : \varepsilon > 0 \} \) has an LDP with rate function \( I_{T,x} \) defined as

\[ I_{T,x}(z) := \sup_{\theta \in \mathbb{R}^d} \{(\theta, z) - g_{T,x}(\theta)\}. \]

3. Large deviation and discussion

In this section, we will apply the generalized inequality of derivation from convex analysis (Lemma 2.7, Gärtner-Ellis theorem) of large deviation to show the solution of stochastic equation with jumps (1.1) satisfies the LDP. For this, we proceed in a similar way to that used in Freidlin and Sowers [7]. The main difficulty which arises is that in SDE (1.1) the coefficients are not supposed to be periodic, and furthermore the stochastic equation is not governed by a continuous process. This difficulty is completely technical in nature, and it is resolved by choosing a suitable change of probabilities (Lemma 2.5, Girsanov’s formula) or of variables (Lemma 2.6, Itô’s formula).

3.1. Main result

Before proceeding, let us define

\[ \hat{b} := \begin{bmatrix} \hat{b}_1 \\ \vdots \\ \hat{b}_d \end{bmatrix} \quad \text{and} \quad \nabla u \hat{b} := \begin{bmatrix} \frac{\partial \hat{b}_1}{\partial u_1} & \cdots & \frac{\partial \hat{b}_1}{\partial u_d} \\ \vdots & \cdots & \vdots \\ \frac{\partial \hat{b}_d}{\partial u_1} & \cdots & \frac{\partial \hat{b}_d}{\partial u_d} \end{bmatrix} \quad \text{for each} \ u = x, y; \]

\[ \tau(x) := \int_{\mathbb{T}^d} \left[ (I + \nabla_y \hat{b}) a (I + \nabla_y \hat{b})^* \right](x, y) m(x, dy); \]

\[ \bar{\tau}(x) := \int_{\mathbb{T}^d} \left[ (I + \nabla_y \hat{b}) c + \text{Tr}\{a (\nabla_x \nabla_y \hat{b}) \} \right](x, y) m(x, dy); \]

\[ \bar{k}(x) := \int_{\mathbb{R}^d} \int_{\mathbb{T}^d} \left[ (I + \nabla_y \hat{b}) (x, y) k(x, y, u) \right] m(x, dy) \gamma(du). \]

Next, we state our main result.

Theorem 3.1 (Main result). Fix \( T > 0 \) and assume that the conditions 2.1, 2.3, and 2.4 remain valid. Then for
\( x \in \mathbb{R}^d \), the family \( \{X_{t}^{\epsilon, \delta_{t}} : \epsilon > 0\} \) of \( \mathbb{R}^d \)-valued random variables satisfies an LDP with good rate function:

\[
\Gamma_{T,x}(z) := T \mathcal{J}_1 \left( \frac{z-x}{T} \right) + T \mathcal{J}_2 \left( \frac{z-x}{T} \right), \quad z \in \mathbb{R}^d, \tag{3.1}
\]

where

\[
\mathcal{J}_1(z) := \inf_{\varphi \in \mathcal{D}([0,T], \mathbb{R}^d)} \frac{1}{2} \int_0^T \left\| z - \mathcal{L}(\varphi_s) + \mathcal{E}(\varphi_s) \right\|^2_{(\varphi_s)^{-1}} \, ds,
\]

\[
\mathcal{J}_2(z) := \inf_{\varphi \in \mathcal{D}([0,T], \mathbb{R}^d)} \int_0^T \int_{\mathbb{R}^d} \mathcal{P} \left( \frac{\| z \|}{\| \mathcal{L}(\varphi_s), y, u \|} \right) m(x, dy) \nu(du) \, ds,
\]

and where \( \mathcal{P}(r) := r \log r - r + 1, \quad r \in (0, +\infty) \).

### 3.2. Proof of the main result

**Proof of Theorem 3.1.** Let’s us set \( \hat{Y}_{t}^{\epsilon, \delta_{t}} := \frac{1}{\delta_{t}} X_{t}^{\epsilon, \delta_{t}} \), we have by Itô’s formula (Lemma 2.6) that,

\[
\hat{X}_{t}^{\epsilon, \delta_{t}} = X_{t}^{\epsilon, \delta_{t}} + \delta_{t} \left[ \hat{b} \left( X_{t}^{\epsilon, \delta_{t}}, \hat{Y}_{t}^{\epsilon, \delta_{t}} \right) - \hat{b} \left( x_{0}, \frac{x}{\delta_{t}} \right) \right]
\]

\[
= x + \epsilon \int_0^t \left( 1 + \nabla y \hat{b} + \delta_{t} \nabla x \hat{b} \right) \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) \sigma \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) \, dW_s
\]

\[
+ \delta_{t} \int_0^t \left( 1 + \nabla y \hat{b} \right) \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) c \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) \, ds + \delta_{t} \int_0^t \mathcal{L} \hat{Y}_{s}^{\epsilon, \delta_{t}} \hat{b} \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) \, ds
\]

\[
+ \delta_{t} \int_0^t \mathcal{P} \left( \mathcal{L} \hat{Y}_{s}^{\epsilon, \delta_{t}} \hat{b} \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) \right) \, ds - \delta_{t} \int_0^t \mathcal{L} \hat{Y}_{s}^{\epsilon, \delta_{t}} \hat{b} \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}}, u \right) \nu(du) \, ds
\]

\[
- \delta_{t} \int_0^t \int_{\mathbb{R}^d} \left( \delta_{t} \nabla x \hat{b} + \nabla y \hat{b} \right) \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) k \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}}, u \right) \nu(du) \, ds
\]

\[
+ \delta_{t} \int_0^t \int_{\mathbb{R}^d} \left[ \hat{b} \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) + \epsilon k \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}}, u \right), \hat{Y}_{s}^{\epsilon, \delta_{t}}, u \right) - \hat{b} \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) \right] N_{s}^{-1} \, (du) \, ds
\]

\[
+ \delta_{t} \int_0^t \int_{\mathbb{R}^d} \left[ \hat{b} \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) + \epsilon k \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}}, u \right), \hat{Y}_{s}^{\epsilon, \delta_{t}}, u \right) - \hat{b} \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}} \right) \right] N_{s}^{-1} \, (du) \, ds
\]

\[
+ \epsilon \int_0^t \int_{\mathbb{R}^d} k \left( X_{s}^{\epsilon, \delta_{t}}, \hat{Y}_{s}^{\epsilon, \delta_{t}}, u \right) N_{s}^{-1} \, (du) \, ds.
\]

Let us define for \( (x, y) \in \mathbb{R}^d \times \mathbb{R}^d \),

\[
H_{\epsilon, \psi}(x, y) := \psi \left( x + \epsilon k (x, y, \ldots, y) \right) + \psi \left( x, y + \epsilon k (x, y, \ldots, y) \right) - 2\psi(x, y) \quad \forall \psi \in C^{2,1} (\mathbb{R}^d, \mathbb{R}^d).
\]

So, we are going to consider the logarithm moment generating function \( g_{t, x}^{\epsilon} (3.2) \) of \( \hat{X}^{\epsilon, \delta_{t}} \) given by (3.2).

In order to lighten the formulas, let \( \xi \), denote any of coefficients \( a, b, c, k \). Even if the coefficients \( a, b \) and \( c \) do not depend on \( z \) we will allow for the notation \( \xi(r, r, u) \) meaning, respectively, \( \xi \left( X_{r}^{\epsilon, \delta_{t}}, \hat{Y}_{r}^{\epsilon, \delta_{t}} \right) \) and \( \xi \left( X_{r}^{\epsilon, \delta_{t}}, \hat{Y}_{r}^{\epsilon, \delta_{t}}, u \right) \), for each \( r = s, t, \frac{s+t}{2}, t \). There should be no confusion with space variables since we use different letters for these arguments. Thus we have by Girsanov’s formula (Lemma 2.5) that

\[
g_{t, x}^{\epsilon} (\theta) = \langle x, \theta \rangle + \epsilon \log \mathbb{E} \left[ \exp \left\{ \frac{\lambda_{s}}{\epsilon} \int_0^t \Phi_{\epsilon, \theta}(s, s) \, ds - \frac{\delta_{t}}{\epsilon} \left[ \hat{b} \left( \frac{\epsilon}{\delta_{t}}, \frac{\epsilon}{\delta_{t}}, t \right) - \hat{b} \left( x_{0}, \frac{x}{\delta_{t}} \right) \right] \right\} \right], \tag{3.3}
\]
where

\[
\Phi^{\epsilon, \theta}(t, t) := \frac{1}{2} \langle \theta, (I + \nabla_y \hat{b} + \delta_i \nabla_x \hat{b}) \sigma(t, t) \rangle^2 + \langle \theta, (I + \nabla_y \hat{b}) c(t, t) \rangle + \langle \theta, \text{Tr} \{ a (\nabla_x \nabla_y \hat{b}) (t, t) \} \rangle
\]

\[- \int_{\mathbb{R}^d} \langle \theta, (I + \delta_i \nabla_x \hat{b} + \nabla_y \hat{b}) k(t, t, u) \rangle \nu(du) + \delta_\epsilon \left\langle \theta, \mathcal{L}_{\epsilon, \delta_i} \hat{b} (t, t) \right\rangle
\]

\[+ \int_{\mathbb{R}^d} \left( e^{\langle \theta, k(t, -u) \rangle} - 1 \right) \nu(du) + \int_{\mathbb{R}^d} \left( \int_0^{\delta_\epsilon} \left( \langle \theta, H^{\epsilon, \hat{b}} (t, -u) \rangle \right) \nu(du) \right) \]

and where \( \hat{E} \) is the associated expectation operator of \( \hat{P} \) followed as

\[
\frac{d\hat{P}}{d\hat{P}} := \exp \left( \delta_\epsilon \int_0^{(\sqrt{\tau/\delta_i})^2} \langle \theta, (I + \nabla_y \hat{b} + \delta_i \nabla_x \hat{b})^* \sigma \rangle (s, s) dW_s \right)
\]

\[- \frac{1}{2} \left( \frac{\delta_\epsilon}{\epsilon^2} \right)^2 \int_0^{(\sqrt{\tau/\delta_i})^2} \langle \theta, (I + \nabla_y \hat{b} + \delta_i \nabla_x \hat{b})^* \sigma \rangle^2 (s, s) ds \]

\times \exp \left( \frac{\delta_\epsilon}{\epsilon^2} \int_0^{(\sqrt{\tau/\delta_i})^2} \int_{\mathbb{R}^d} \langle \theta, k(s, s, u) \rangle \epsilon N^{-1}(du) ds \right)
\]

\[- \left( \frac{\delta_\epsilon}{\epsilon^2} \right)^2 \int_0^{(\sqrt{\tau/\delta_i})^2} \int_{\mathbb{R}^d} \left( e^{\langle \theta, k(s, s, u) \rangle} - 1 \right) \nu(du) ds \]

\times \exp \left( \frac{\delta_\epsilon}{\epsilon^2} \int_0^{(\sqrt{\tau/\delta_i})^2} \int_{\mathbb{R}^d} \left( \langle \theta, H^{\epsilon, \hat{b}} (s, s, u) \rangle \right) N^{(\delta_\epsilon/\epsilon)}(du) \right)
\]

\[- \left( \frac{\delta_\epsilon}{\epsilon^2} \right)^2 \int_0^{(\sqrt{\tau/\delta_i})^2} \int_{\mathbb{R}^d} \left( e^{\langle \theta, H^{\epsilon, \hat{b}} (s, s, u) \rangle} - 1 \right) \nu(du) ds \right).
\]

For all \( \theta \in \mathbb{R}^d \), let us set \( \Psi^{\epsilon, \theta} \in C^{2,1}(\mathbb{R}^d, T^d) \) be the unique solution of

\[
\mathcal{L}_x \Psi^{\epsilon, \theta} = \Phi^{\epsilon, \theta} - \int_{T^d} \Phi^{\epsilon, \theta}(x, y) m(x, dy), \quad \text{which satisfies} \quad \int_{T^d} \Psi^{\epsilon, \theta}(x, y) m(x, dy) = 0.
\]

Such a solution \( \Psi^{\epsilon, \theta} \) must exist again by the assumptions on the coefficients (see for instance, [12, 13]). So we have by applying Itô formula to \( \left( \frac{\delta_\epsilon}{\epsilon^2} \right)^2 \Psi^{\epsilon, \theta} (X, \nabla) \):

\[
\left( \frac{\delta_\epsilon}{\epsilon^2} \right)^2 \int_0^{(\sqrt{\tau/\delta_i})^2} \Phi^{\epsilon, \theta}(s, s) ds
\]

\[= \int_0^t \int_{T^d} \Phi^{\epsilon, \theta}(X, \nabla) m(x, dy) ds + \left( \frac{\delta_\epsilon}{\epsilon^2} \right)^2 \left[ \Psi^{\epsilon, \theta} \left( \frac{\epsilon}{\delta_i^2} t, \frac{\epsilon}{\delta_i^2} t \right) - \Psi^{\epsilon, \theta} \left( \frac{\delta_i}{\epsilon} t \right) \right]
\]

\[- \left( \frac{\delta_\epsilon}{\epsilon^2} \right)^2 \int_0^{(\sqrt{\tau/\delta_i})^2} \left( \delta_i \nabla_x \Psi^{\epsilon, \theta} + \nabla_y \Psi^{\epsilon, \theta} \right) \sigma(s, s) dW_s
\]

\[- \frac{\delta_\epsilon}{\epsilon^2} \int_0^{(\sqrt{\tau/\delta_i})^2} \nabla_y \Psi^{\epsilon, \theta} c(s, s) ds + \frac{\delta_\epsilon}{\epsilon^2} \int_0^{(\sqrt{\tau/\delta_i})^2} \int_{\mathbb{R}^d} \left( s_i \nabla_x \Psi^{\epsilon, \theta} + s_j \nabla_y \Psi^{\epsilon, \theta} \right) k(s, s, z) \nu(du) ds
\]

\[- \frac{\delta_\epsilon}{\epsilon^2} \int_0^{(\sqrt{\tau/\delta_i})^2} \text{Tr} \{ a (\nabla_x \nabla_y \Psi^{\epsilon, \theta}) (s, s) \} ds - \left( \frac{\delta_\epsilon}{\epsilon^2} \right)^4 \int_0^{(\sqrt{\tau/\delta_i})^2} \mathcal{L}_{\epsilon, \delta_i} \Psi^{\epsilon, \theta}(s, s) ds.
\]
Then, plugging (3.4) into the formula (3.3) leads to

\[
g_{t,x}^{\epsilon}(\theta) = \langle x, \theta \rangle + \epsilon \log \mathbb{E} \left[ \exp \left\{ \int_0^t \left( \delta_x \nabla_x \psi^{\epsilon,\theta} + \nabla_y \psi^{\epsilon,\theta} \right) \sigma(s, s) \, ds \right\} \right]
\]

where

\[
\mathcal{X}^{\epsilon,\psi^{\epsilon,\theta}}(t, t) := \delta_x \nabla_y \psi^{\epsilon,\theta} c(t, t) + \delta_x \text{Tr} \left\{ a \left( \nabla_x \nabla_y \psi^{\epsilon,\theta} \right) (t, t) \right\} + \left( \frac{\delta_x}{\sqrt{\epsilon}} \right)^2 \mathcal{L}^{\psi^{\epsilon,\theta}}(t, t)
\]

(3.5)

First, we have

\[
\left| \log \mathbb{E} \left[ \exp \left\{ - \left( \frac{\delta_x}{\epsilon} \right)^2 \int_0^t \left( \delta_x \nabla_x \psi^{\epsilon,\theta} + \nabla_y \psi^{\epsilon,\theta} \right) \sigma(s, s) \, ds \right\} \right] \right| 
\leq \log \mathbb{E} \left[ \exp \left\{ - \left( \frac{\delta_x}{\epsilon} \right)^2 \int_0^t \left( \delta_x \nabla_x \psi^{\epsilon,\theta} + \nabla_y \psi^{\epsilon,\theta} \right) \sigma(s, s) \, ds \right\} \right] 
\times \exp \left\{ \frac{1}{2} \left( \frac{\delta_x}{\epsilon} \right)^4 \int_0^t \left\| \left( \delta_x \nabla_x \psi^{\epsilon,\theta} + \nabla_y \psi^{\epsilon,\theta} \right) \sigma \right\|^2(s, s) \, ds \right\}
\times \exp \left\{ \frac{1}{2} \left( \frac{\delta_x}{\epsilon} \right)^4 \int_0^t \left\| \left( \delta_x \nabla_x \psi^{\epsilon,\theta} + \nabla_y \psi^{\epsilon,\theta} \right) \sigma \right\|^2(s, s) \, ds \right\} \right| \leq \frac{t}{\epsilon} \left( \frac{\delta_x}{\epsilon} \right)^2 (1 + \delta_x)^2 \mathbb{K} \theta.
\]

(3.6)

Secondly, we can see that:

\[
\left| \log \mathbb{E} \left[ \exp \left\{ - \left( \frac{\delta_x}{\epsilon} \right)^2 \int_0^t \int_{\mathbb{R}^d} H^{\epsilon,\psi^{\epsilon,\theta}}(s, s, u) N(b_{\delta_x/\epsilon}) \, duds \right\} \right] \right| 
\leq \log \mathbb{E} \left[ \exp \left\{ - \left( \frac{\delta_x}{\epsilon} \right)^2 \int_0^t \int_{\mathbb{R}^d} H^{\epsilon,\psi^{\epsilon,\theta}}(s, s, u) N(b_{\delta_x/\epsilon}) \, duds \right\} \right] 
\times \exp \left\{ - \left( \frac{\delta_x}{\epsilon} \right)^2 \int_0^t \int_{\mathbb{R}^d} \left( \left( \frac{\delta_x}{\epsilon} \right)^2 \left( \langle \theta, H^{\epsilon,\psi^{\epsilon,\theta}}(s, s, u) \rangle \right) - 1 \right) \nu(du) \, ds \right\}
\times \exp \left\{ \left( \frac{\delta_x}{\epsilon} \right)^2 \int_0^t \int_{\mathbb{R}^d} \left( \left( \frac{\delta_x}{\epsilon} \right)^2 \left( \langle \theta, H^{\epsilon,\psi^{\epsilon,\theta}}(s, s, u) \rangle \right) - 1 \right) \nu(du) \, ds \right\} \right| \leq \frac{t}{\epsilon} \left( \frac{\delta_x}{\epsilon} \right)^2 \mathbb{K} \theta.
\]
Thirdly, by considering (3.5) one can observe that
\[
\log \left[ \mathbb{E} \left( \exp \left\{ - \frac{\delta_\epsilon}{\epsilon} \int_0^t (\sqrt{T/\delta_\epsilon})^2 \mathcal{X}_{t,\psi}^{\epsilon,0}(s) ds \right\} \right) \right] \leq \frac{t}{\epsilon} \left( 1 + \delta_\epsilon + \frac{\delta_\epsilon}{\epsilon} \right) \delta_\epsilon \kappa_\theta. \tag{3.7}
\]
Lastly, a simple computation in terms of solutions to variational problems taking into account the set
\[
\left\{ \psi \in \mathcal{D}([0,t], \mathbb{R}^d) : \sup_{0 \leq s \leq t} \left\| X_{s}^{\epsilon,\delta} - \varphi_s \right\| \leq \eta, \varphi_0 = x \right\}
\]
for \( \eta \) small enough, reveals that
\[
\lim_{\epsilon \to 0} \epsilon \log \left[ \mathbb{E} \left( \exp \left\{ \int_0^t \varphi_\delta \left( X_{s}^{\epsilon,\delta}, y \right) m(x, dy) ds \right\} \right) \right] = \inf_{\varphi \in \mathcal{D}([0,t], \mathbb{R}^d) \atop \varphi_0 = x} \int_0^t \varphi_\delta \left( \varphi_s, y \right) m(x, dy) ds, \tag{3.8}
\]
where
\[
\varphi_\delta := \frac{1}{2} \left( \theta, (1 + \nabla_y \hat{b}) \sigma \right)^2 + \left( \theta, (1 + \nabla_y \hat{b}) \left( c - \int_{\mathbb{R}^d} k(-, u) \nu(du) \right) \right) + \int_{\mathbb{R}^d} \left( e^{\theta, k(-, u)} - 1 \right) \nu(du) + \text{Tr} \left\{ a(\nabla_x \nabla_y \hat{b}) \right\}. \]
Altogether, we have shown by considering the estimates (3.6) to (3.7) and the limit (3.8) that
\[
\lim_{\epsilon \to 0} g_{t,x}^\epsilon(\theta) = g_{t,x}(\theta) = \Lambda_1(\theta) + \Lambda_2(\theta),
\]
with
\[
\Lambda_1(\theta) := \inf_{\varphi \in \mathcal{D}([0,t], \mathbb{R}^d) \atop \varphi_0 = x} \left\{ \frac{1}{2} \int_0^t \left( \theta, (1 + \nabla_y \hat{b}) \sigma(q_s, y) \right)^2 m(x, dy) ds + \int_{\mathbb{R}^d} \text{Tr} \left\{ a(\nabla_x \nabla_y \hat{b}) (q_s, y) \right\} m(x, dy) ds \right\}, \tag{3.9}
\]
\[
\Lambda_2(\theta) := \inf_{\varphi \in \mathcal{D}([0,t], \mathbb{R}^d) \atop \varphi_0 = x} \left\{ \int_0^t \left( \theta, (1 + \nabla_y \hat{b}) k(q_{s'}, y, u) \nu(du) \right) m(x, dy) ds \right\}, \tag{3.10}
\]
Clearly \( g_{t,x}(\theta) \) is essentially smooth in the sense of hypotheses (i., ii.) of Lemma 2.7, and hypothesis (iii.) of the later lemma holds also true by the requirements on the coefficients.

Now, let us set for \( \theta \in \mathbb{R}^d \), \( \mathcal{X}_1 \) be a Wiener process on \( \mathbb{R}^d \) with logarithm moment generating function \( \Lambda_1(\theta) \) (3.9) and \( \mathcal{X}_2 \) be a Poissonian martingale on \([0,T] \times \mathbb{R}^d\) independent of \( \mathcal{X}_1 \) with logarithm moment generating function \( \Lambda_2(\theta) \) (3.10).
Let $J_1(\theta)$ and $J_2(\theta)$ denote, respectively, the Fenchel-Legendre transform of $\Lambda_1(\theta)$ and $\Lambda_2(\theta)$, we have

$$J_1(\theta) := \inf_{\varphi \in D([0,t],\mathbb{R}^d)} \frac{1}{2} \int_0^t \left\| \theta - \varphi_0 - \mathcal{E}(\varphi_s) - \mathcal{K}(\varphi_s^-) \right\|^2_{(\pi)^{-1}(\varphi_s)} \, ds$$

and

$$J_2(\theta) := \inf_{\varphi \in D([0,t],\mathbb{R}^d)} \int_0^t \int_{\mathbb{R}^d} \rho \left( \frac{\left\| \theta - \varphi_0 \right\|}{\left\| \mathcal{K}(\varphi_s^-), y, u \right\|} \right) \mathcal{V}(du) m(x, dy) \, ds.$$

Note that $g_{t,x}(\theta)$ is the logarithm moment generating of $X_1 + X_2$, hence the Fenchel-Legendre transform of this action functional is $J_1(\theta) + J_2(\theta)$. For the claim (3.1) of the Theorem 3.1, let $\alpha$ be any element of the sub-differential of $J_1(\theta) + J_2(\theta)$ at $\frac{z-x}{t}$, for all $t > 0$. Notice that $J_1$ and $J_2$ are convex. Then for any $\varphi \in D([0,t],\mathbb{R}^d)$ such that $\varphi_0 = x$ and $\varphi_t = z$,

$$\int_0^t (J_1 + J_2)(\varphi_s) \, ds \geq t (J_1 + J_2) \left( \frac{z-x}{t} \right) + \left\langle \alpha, \varphi_s - \frac{z-x}{t} \right\rangle \, ds. \tag{3.11}$$

To trace the opposite of (3.11) we have by Jensen’s inequality,

$$\frac{1}{t} \int_0^t (J_1 + J_2)(\varphi_s) \, ds \leq (J_1 + J_2) \left( \frac{1}{t} \int_0^t \varphi_s \, ds \right) = (J_1 + J_2) \left( \frac{z-x}{t} \right).$$

Thus the theorem is verified. \hfill \Box

To complete this part, we point out that one can also provide the LDP for $X^{t,\varepsilon}$ in pathwise sense. Let us define

$$S_{0,T}(\varphi) := \begin{cases} \int_0^T (J_1 + J_2)(\varphi_s) \, ds, & \text{if } \varphi \in D([0,T],\mathbb{R}^d) \text{ and } \varphi(0) = x, \\ +\infty, & \text{else}. \end{cases}$$

Since the functions $\mathcal{J}_1$ and $\mathcal{J}_2$ are convex we can show that

$$\inf_{\varphi \in D([0,T],\mathbb{R}^d)} \int_0^T (J_1 + J_2)(\varphi_s) \, ds := T(J_1 + J_2) \left( \frac{z-x}{T} \right).$$

So we have

**Corollary 3.2.** Let’s set $T > 0$, and assume that the conditions 2.1, 2.3, and 2.4 hold true. Then for every $x \in \mathbb{R}^d$, the family $\{X^{t,\varepsilon}: \varepsilon > 0\}$ of $D([0,T],\mathbb{R}^d)$-valued random variables has an LDP with good rate function $S_{0,T}(\varphi)$ for all $\varphi \in D([0,T],\mathbb{R}^d)$.
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