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ABSTRACT. We show that ResNets converge, in the infinite depth limit, to a generalization of computational anatomy/image registration algorithms. In this generalization (idea registration), images are replaced by abstractions (ideas) living in high dimensional RKHS spaces, and material points are replaced by data points. Whereas computational anatomy compares images by creating alignments via deformations of their coordinate systems (the material space), idea registration compares ideas by creating alignments via transformations of their (abstract RKHS) feature spaces. This identification of ResNets as idea registration algorithms has several remarkable consequences. The search for good architectures can be reduced to that of good kernels, and we show that the composition of idea registration blocks (idea formation) with reduced equivariant multi-channel kernels (introduced here) recovers and generalizes CNNs to arbitrary spaces and groups of transformations. Minimizers of $L_2$ regularized ResNets satisfy a discrete least action principle implying the near preservation of the norm of weights and biases across layers. The parameters of trained ResNets can be identified as solutions of an autonomous Hamiltonian system defined by the activation function and the architecture of the ANN. Momenta variables provide a sparse representation of the parameters of a ResNet. Minimizers of the $L_2$ regularized ResNets and ANNs (1) exist (2) are unique up to the value of the initial momentum, and (3) converge to minimizers of continuous idea formation variational problems. The registration regularization strategy provides a principled alternative to Dropout for ANNs. Pointwise RKHS error estimates lead to deterministic error estimates for ANNs, and the identification of ResNets as MAP estimators of deep residual Gaussian processes (introduced here) provides probabilistic error estimates.

1. Introduction

The purpose of this paper is to show that residual neural networks [33] are essentially discretized solvers for a generalization of image registration/computational anatomy variational problems. This identification allows us to initiate a theoretical understanding of deep learning from the perspective of shape analysis with images replaced by high dimensional RKHS spaces. This introduction is an articulated overview of what was learned through this work.

1.1. The setting. We employ the setting of supervised learning, which can be expressed as solving the following problem.
Problem 1. Let \( f^\dagger \) be an unknown continuous function mapping \( \mathcal{X} \) to \( \mathcal{Y} \). Given the information\(^1\) \( f^\dagger(X) = Y \) with the data \((X, Y) \in \mathcal{X}^N \times \mathcal{Y}^N\) approximate \( f^\dagger \).

Given \( \lambda > 0 \) and a kernel \( K \) defining an RKHS of functions mapping \( \mathcal{X} \) to \( \mathcal{Y} \), the ridge regression solution to Problem 1 is to approximate \( f^\dagger \) with the minimizer of\(^2\)

\[
\min_{f} \lambda\|f\|_K^2 + \|f(X) - Y\|_{\mathcal{Y}^N}^2.
\]

\[(1.1)\]

1.2. Mechanical regression and ANNs. Given another kernel \( \Gamma \) defining an RKHS of functions mapping \( \mathcal{X} \) to \( \mathcal{Y} \), consider the variant in which \( f^\dagger \) is approximated by

\[
f^\dagger = f \circ \phi_L \text{ where } \phi_L = (I + v_L) \circ \cdots \circ (I + v_1),
\]

\[(1.2)\]

(\(I\) for the identity map) is a deformation of the input space obtained from the composition of \( L \) displacements \( v_s : \mathcal{X} \rightarrow \mathcal{X} \), and \((v_1, \ldots, v_L, f)\) is a minimizer of

\[
\min_{f, v_1, \ldots, v_L} \frac{\nu L}{2} \sum_{s=1}^{L} \|v_s\|_F^2 + \lambda\|f\|_K^2 + \|f \circ \phi_L(X) - Y\|_{\mathcal{Y}^N}^2.
\]

\[(1.3)\]

Using the setting (Sec. 2) of operator-valued kernels [2], we show (Subsec. 6.3) that if \( \Gamma(x, x') = \phi^T(x)\varphi(x')I_X \) and \( K(x, x') = \phi^T(x)\varphi(x')I_Y \) where \( I_X \) (\( I_Y \)) is the identity operator on \( \mathcal{X} \) (\( \mathcal{Y} \)) and \( \varphi : \mathcal{X} \rightarrow \mathcal{X} \oplus \mathbb{R} \) is a nonlinear map \( \varphi(x) = (a(x), 1) \) defined by an activation function \( a : \mathcal{X} \rightarrow \mathcal{X} \) (e.g., an elementwise nonlinearity) then minimizers of (1.3) are of the form \( f(x) = \tilde{w}\varphi(x) \) and \( v_s(x) = w_s\varphi(x) \) where\(^3\) \( \tilde{w} \in \mathcal{L}(\mathcal{X} \oplus \mathbb{R}, \mathcal{Y}) \) and the \( w_s \in \mathcal{L}(\mathcal{X} \oplus \mathbb{R}, \mathcal{X}) \) are minimizers of

\[
\min_{\tilde{w}, w_1, \ldots, w_L} \frac{\nu L}{2} \sum_{s=1}^{L} \|w_s\|_{\mathcal{L}(\mathcal{X} \oplus \mathbb{R}, \mathcal{X})}^2 + \lambda\|\tilde{w}\|_{\mathcal{L}(\mathcal{X} \oplus \mathbb{R}, \mathcal{Y})}^2 + \|f \circ \phi_L(X) - Y\|_{\mathcal{Y}^N}^2.
\]

\[(1.4)\]

with

\[
f \circ \phi_L(x) = (\tilde{w}\varphi) \circ (I + w_L\varphi) \circ \cdots \circ (I + w_1\varphi).
\]

\[(1.5)\]

(1.5) has the structure of one ResNet block [33] and minimizing (1.4) is equivalent to training the network with \( L_2 \) regularization on weights and biases\(^4\). Composing (1.5) over a hierarchy of spaces (layered in between \( \mathcal{X} \) and \( \mathcal{Y} \), as described in Sec. 5 and 7) produces input-output functions that have the functional form of artificial neural networks (ANNs) [43] and ResNets. If \( K \) and \( \Gamma \) are reduced equivariant multichannel (REM) kernels (introduced in Sec. 9) then the input-output functions obtained by composition blocks of the form (1.5) are convolutional neural networks (CNNs) [44] and their generalization.

---

\(^1\)For a \( N \)-vector \( X = (X_1, \ldots, X_N) \in \mathcal{X}^N \) and a function \( f : \mathcal{X} \rightarrow \mathcal{Y} \), write \( f(X) \) for the \( N \) vector with entries \( f(X_1), \ldots, f(X_N) \) (we will keep using this generic notation).

\(^2\)Write \( \| \cdot \|_K \) for the reproducing kernel Hilbert space (RKHS) norm defined by \( K \) and \( \|f(X) - Y\|_{\mathcal{Y}^N}^2 := \sum_{i=1}^{N} \|f(X_i) - Y_i\|_Y^2 \) where \( \| \cdot \|_Y \) is a quadratic norm on \( \mathcal{Y} \).

\(^3\)Write \( \mathcal{L}(\mathcal{F}, \mathcal{X}) \) for the set of linear maps from \( \mathcal{F} \) to \( \mathcal{X} \) and \( \|w_s\|_{\mathcal{L}(\mathcal{F}, \mathcal{X})} \) for the Frobenius norm of \( w_s \).

\(^4\)Writing \( \varphi(x) = (a(x), 1) \) has the same effect as using a bias neuron (an always active neuron), therefore \( \tilde{w} \) and the \( w_s \) incorporate both weights and biases.
1.3. Idea registration and the continuous limit of ANNs. We show (Subsec. 3.9) that, in the limit $L \to \infty$, the adherence values of the minimizers (1.2) of (1.3) are of the form $f \circ \phi^v(X,1)$ where $(v, f)$ are minimizers of

$$
\min_{v,f} \frac{\nu}{2} \int_0^1 \|v(\cdot, t)\|_2^2 dt + \lambda f K^2 + \|f \circ \phi^v(X,1) - Y\|_2^2.
$$

(1.6)

and $\phi^v(x, t)$ is the flow map of $v$ defined as the solution of

$$
\begin{align*}
\dot{\phi}(x, t) &= v(\phi(x, t), t) \quad \text{for } (x, t) \in \mathcal{X} \times [0, 1] \\
\phi(x, 0) &= x \quad \text{for } x \in \mathcal{X}.
\end{align*}
$$

(1.7)

(1.6) has the structure of variational formulations used in computational anatomy [25], image registration [12] and shape analysis [97]. Whereas image registration compares two images by creating alignments via deformations/transformations of their coordinate systems (the material space, see Fig. 1), (1.6) (which we call idea registration) compares abstractions (ideas$^5$) by creating alignments via deformations/transformations of (abstract RKHS) feature spaces. Since (1.4) is a particular case of (1.3), the convergence of (1.3) towards (1.6) implies that ANNs, ResNets and CNNs are discretized image/idea registration algorithms (they converge towards (1.6) in the continuous/infinite depth limit) with material points (landmark points [39]) replaced by data points, and images replaced by abstractions in high dimensional spaces$^6$. The kernel representation of ResNet blocks as (1.3) and the identification of ANNs as discretized idea registration problems have several remarkable consequences, which we will now highlight to map the content of this paper.

$^5$The etymology of “idea” is (https://www.etymonline.com/word/idea) “mental image or picture”... from Greek idea “form”... In Platonic philosophy, “an archetype, or pure immaterial pattern, of which the individual objects in any one natural class are but the imperfect copies.”

$^6$Credit to https://en.wikipedia.org/wiki/User:Tomruen for the $N$-cube images in Fig. 1.
1.4. Least action principle, Hamiltonian dynamic and energy preservation. Minimizers of (1.3) have the representation (Sec. 3)

\( v_s = \Gamma(\cdot, q^s)\Gamma(q^s, q^s)^{-1}(q^{s+1} - q^s) \)  

(Thm. 3.3) where the \( q^s \) are are position in \( \mathcal{X}^N \) started from \( q^1 = X \) and minimizing a discrete least action principle of the form (\( \Delta t := 1/L \))

\[
\min_{f,q^2,\ldots,q^{L+1}} \frac{\nu}{2} \sum_{s=1}^{L} (q^{s+1} - q^s)^T \Gamma(q^s, q^s)^{-1} (q^{s+1} - q^s) \Delta t + \lambda f_{\mathcal{K}}^2 + \|f(q^{L+1}) - Y\|_{\mathcal{Y}_N}^2 .
\]

(1.9)

Therefore, introducing the momentum variables

\( p^s = \Gamma(q^s, q^s)^{-1} \frac{q^{s+1} - q^s}{\Delta t} \),  

(1.10)

\((q^s, p^s)\) follows the discrete Hamiltonian dynamics

\[
\begin{align*}
q^{s+1} &= q^s + \Delta t \Gamma(q^s, q^p)^{p^s} \\
p^{s+1} &= p^s - \frac{\Delta t}{2} \partial_{q^{s+1}} \Gamma(q^{s+1}, q^{s+1})p^{s+1}.
\end{align*}
\]

(1.11)

and the near energy preservation of variational integrators \([49, 30]\) implies (Thm. 3.10) that the norms \( \|w_s\|_{L(F,\mathcal{X})}^2 \) (of weights and biases of ResNet blocks after training with \( L_2 \) regularization) are nearly constant (fluctuate by at most \( O(1/L) \)) across \( i \in \{1, \ldots, L\} \). Similarly, minimizers of (1.6) have, as in landmark matching \([39]\), the representation (Thm. 3.8)

\[
\dot{\phi}^v(x, t) = \Gamma(\phi^v(x, t), q)p ,
\]

(1.12)

where \((q, p)\) are position and momentum variables in \( \mathcal{X}^N \), started from \( q(0) = X \), and following the dynamic defined by the Hamiltonian (Thm. 3.4)

\[
\mathcal{H}(q, p) = \frac{1}{2}p^T \Gamma(q, q)p .
\]

(1.13)

Therefore (Thm. 3.9), the norm \( \|v(\cdot, t)\|_{\mathcal{H}}^2 \) (of the weights and biases in the continuous infinite depth limit) must be a constant over \( t \in [0, 1] \). Furthermore (1.11) is a first-order variational/symplectic integrator for approximating the Hamiltonian flow of (1.13). Momentum variables reflect the contribution of each data point to the regressor of \( f^\dagger \) (Sec. 3.11), in particular, as with support vector machines \([84]\), if the squared loss \( \|f \circ \phi^v(X, 1) - Y\|_3^2 \) is replaced by a hinge loss in (1.6), then the only points \( X_i \) with non zero momentum are those for which \( \phi^v(X_i, 1) \) is included in the safety margin. Therefore, as in image registration \([13, 90]\), the momentum map representation of minimizers is generally sparse.

---

7Write \( \Gamma(q^s, q^s) \) for the \( N \times N \) block matrix with blocks \( \Gamma(q^i, q^j) \), and \( \Gamma(\cdot, q^s) \) for the \( 1 \times N \) block vector with blocks \( \Gamma(\cdot, q^j) \).
1.5. Mean field dynamic. Let $\psi$ and $F$ be a feature map and space (Subsec. 2.2) for $\Gamma(p, x') = \psi^T(x)\psi(x')$ and $\psi : \mathcal{X} \rightarrow \mathcal{L}(\mathcal{X}, F)$. Rescaling momentum variables as $p_j = \frac{1}{N}\bar{p}_j$, the Hamiltonian flow of (1.13) can be written (Subsec. 3.6.1 and 3.12)

\[
\begin{aligned}
\dot{q}_i &= \psi^T(q_i)\alpha \\
\dot{p}_i &= -\bar{c}_x(p_i^T \psi^T(x)\alpha)\big|_{x=q_i}, \quad \text{with } \alpha = \frac{1}{N} \sum_{j=1}^N \psi(q_j)\bar{p}_j.
\end{aligned}
\]

(1.14)

$\alpha : [0, 1] \rightarrow F$ is a norm preserving trajectory in feature space (such that $t \rightarrow \|\alpha(t)\|_F$ is constant) amenable to mean field analysis (Subsec. 3.12) and (1.12) is equivalent to

\[
\dot{\phi}^v(x, t) = \psi^T(\phi^v(x, t)) \alpha(t).
\]

(1.15)

1.6. Existence, uniqueness, and convergence of minimizers. Minimizers of (1.3) (and therefore (1.4)) exist, and, although they may not be unique (Sec. 3.8), they are unique up the value of the initial momentum $p^1$ in (1.10) (Thm. 3.10) which suggests that ResNets could also be trained with geodesic shooting (Sec. 3.6.3, 3.13 and 5.3) as done in image registration [1]. Minimal values of (1.3) converge (Thm. 3.11 and Cor. 3.12) to those of (1.6) and the adherence values (as $L \rightarrow \infty$) of the minimizers of (1.3) are the minimizers of (1.6).

1.7. Brittleness of ANNs. Minimal values and minimizers of (1.3) and (1.6) may not be continuous in the data $X$. Furthermore, minimizing (1.6) is equivalent (Subsec. 3.10) to approximating $f^T$ with the (ridge regression) minimizer of (1.1) with the kernel $K(x, x')$ replaced by the learned kernel $K^v := K(\phi^v(x, 1), \phi^v(x', 1))$ (Prop. 3.13). Therefore minimizing (1.1) is equivalent (Sec. 8) to estimating $f^T(x)$ with

\[
\mathbb{E}_{\xi \sim \mathcal{N}(0, K^v)}[\xi(x) \mid \xi(X) = Y] = \mathbb{E}_{\xi \sim \mathcal{N}(0, K)}[\xi(\phi^v(x, 1)) \mid \xi(\phi^v(X, 1)) = Y],
\]

(1.16)

where $\mathcal{N}(0, K^v)$ is the centered Gaussian process prior with covariance function $K^v$. This observation that ANNs can be interpreted as performing ridge regression with a data-dependent prior suggests Bayesian brittleness (the extreme lack of robustness of Bayesian posterior values with respect to the prior [67, 66, 62]) as a cause for the high sensitivity of ANNs with respect to the testing data $x$ or the training data $X$ reported in [86] (this lack of stability was predicted in [50] based on [67]). This fragility endures even if the training data $X$ is randomized [63] and may not be resolved without loss of accuracy since robustness and accuracy/consistency are conflicting requirements [66, 63]. The Hamiltonian representation (1.8) of minimizers of ANNs suggests Hamiltonian chaos [15] as another cause of the instability of ANNs (from this dynamical perspective, the instability of ANNs is related to curvature fluctuations of the metric defined by $\Gamma(q, q)$ [15]) and that Lyapunov characteristic exponents could also be used a measure of instability for ANNs.

1.8. Regularization. To ensure continuity, (1.3) and (1.6) must be regularized and we generalize (Sec. 4, 6 and 9.7) an image registration regularization strategy [53] to idea registration. When performed with activation functions (Fig. 2), the proposed regularization provides a principled alternative to Dropout for ANNs [83]. In the setting of one ResNet block, this regularization does not change the functional form (1.5) of
the block but replaces (Thm.
6.9) the training (1.4) of the weights and biases by the minimization of

\[ \min_{\tilde{w}, \tilde{q}} \frac{\nu L}{2} \sum_{s=1}^{L} \| w^{s} \|_{L_{2}(\mathbb{R}, \mathcal{X})}^2 + \lambda \| \tilde{w} \|_{L_{2}(\mathbb{R}, \mathcal{Y})}^2 + \| Y' - Y \|_{\mathcal{Y}}^2 \]

Without regularization

\[ \min_{w, q} \frac{\nu L}{2} \sum_{s=1}^{L} \| w^{s} \|_{L_{2}(\mathbb{R}, \mathcal{X})}^2 + \lambda \| \tilde{w} \|_{L_{2}(\mathbb{R}, \mathcal{Y})}^2 + \| Y' - Y \|_{\mathcal{Y}}^2 \]

With regularization

\[ \min_{w, q} \frac{\nu L}{2} \sum_{s=1}^{L} \| w^{s} \|_{L_{2}(\mathbb{R}, \mathcal{X})}^2 + \frac{1}{r} \| q^{s+1} - q^{s} - w^{s} \varphi(q^{s}) \|_{\mathcal{X}}^2 + \frac{1}{\rho} \| \tilde{z} \|_{\mathcal{Y}}^2 + \| Y' - Y \|_{\mathcal{Y}}^2 \]

where \( \rho, r > 0 \) are regularization parameters relaxing the constraint that the input data \( X \) must propagate without error through each layer of the network (the trajectory of \( q^{s} \) is started from \( q^{1} = X \)). Fig.
2 shows the training of one ResNet block with the proposed regularization. Note that training with regularization is equivalent to replacing the exact propagation \( q^{s+1} = q^{s} + w^{s} \varphi(q^{s}) \) (and \( Y' = \tilde{w} \varphi(q^{L+1}) \)) of the input data by \( q^{s+1} = q^{s} + w^{s} \varphi(q^{s}) + z^{s} \) (\( Y' = \tilde{w} \varphi(q^{L+1}) + \tilde{z} \)) where the \( z^{s} \) and \( \tilde{z} \) are propagation error variables (\( z^{s} \in \mathcal{X}, \tilde{z} \in \mathcal{Y} \)) whose norms are added to the total loss at the training stage (the \( z^{s} \) and \( \tilde{z} \) are set to zero at the testing stage). These slack variables have, as in Tikhonov regularization, a natural interpretation as Gaussian noise added to the output of each layer. In particular \( r \) and \( \rho \) play the same role as \( \lambda \) in the ridge regression (1.1) (they can be interpreted as variances of propagation errors) and (1.17) converges to (1.4) as \( r, \rho \downarrow 0 \). While reducing overfitting by training with noise seems to have been exhaustively explored (variants include adding noise to the input data [35], to the weights and biases [3] and to the activation functions [26]), the proposed approach seems to be distinct in the sense that the \( z^{s} \) and \( \tilde{z} \) are not random noise but deterministic variables to be trained alongside the weights and biases of the network. Furthermore, since the proposed strategy is equivalent to adding the nuggets \( r \) and \( \rho \) to the kernels \( \Gamma \) and \( K \) in (1.3), it appears to be the natural generalization of the regularization strategy employed spatial statistics.
1.9. **Idea formation.** Composing idea registration blocks (Fig. 1) produces input/output functions that have the exact functional structure of ANNs and enable their generalization to ANNs of continuous depth and acting on continuous (e.g., functional) spaces (Sec. 5 and 7). In doing so we (1) prove the existence of minimizers for $L^2$ regularised ANNs/ResNets/CNNs (Thm. 5.1, 7.1 and 9.7) (2) characterize these minimizers as autonomous solutions of discrete Hamiltonian systems with discrete least action principles (3) derive the near-preservation of the norm of weights and biases in ResNet blocks (4) obtain their uniqueness given initial momenta (5) prove their convergence (in the sense of adherence values) in the infinite depth limit towards nested idea registration (idea formation) characterized by continuous deformations flows in high dimensional RKHS spaces (6) deduce that training $L^2$-regularized ANNs could in principle be reduced to the determination of the weights and biases of the first layer (Subsec. 5.3).

1.10. **Reduced equivariant multichannel (REM) kernels.** The identification of ANNs as discretized idea formation flow maps implies that the search for good architectures for ANNs can be reduced to the search for good kernels for idea registration/formation. We introduce (in Sec. 9) reduced equivariant multichannel (REM) kernels (the equivariant component is a variant of [75]) and show that CNNs (and their ResNet variants) are particular instances of idea formation with REM kernels. REM kernels (1) enable the generalization of CNNs to arbitrary groups of transformations acting on arbitrary spaces, (2) preserve the relative pose information across layers.

1.11. **Deep learning without backpropagation.** Approximating $f^l$ with (1.2) is equivalent to performing ridge regression with the kernel $K(\phi^L(x), \phi^L(x'))$ (Subsec. 3.10) which is also the strategy employed by the non parametric version of Kernel Flows (KF) [69] (Subsec. 10.6). Whereas ANNs are trained via backpropagation, KF is based on a cross-validation principle [20, 31] that enables its training without backpropagation (and that has been shown to be consistent in the parametric setting [20]). This suggests that deep learning could be performed by replacing backpropagation with forward cross-validation.

1.12. **Error estimates and deep residual Gaussian processes.** Scalar-valued Gaussian processes have a natural extension to function valued Gaussian processes (Sec. 8). This extension leads to deterministic (Cor. 8.10) and probabilistic (Subsec. 8.3) error estimates for idea registration. Minimizers of (1.6) (and its regularized variant (1.17)) have natural interpretations as MAP estimators of Brownian flows of diffeomorphisms [7, 41], which we will extend as deep residual Gaussian processes (that can be interpreted as a continuous variant of deep Gaussian processes [23]).

2. **Operator-valued kernels**

Through this manuscript we employ (with slight variations) the setting of operator-valued kernels introduced in [40] (as a generalization of vector valued kernels [2]).

---

8 One definition of “formation” is (https://www.merriam-webster.com/dictionary/form) to give a particular shape, its etymology (https://en.wiktionary.org/wiki/forma) is borrowed from Latin forma, perhaps from Ancient Greek μορφή (morphé, “shape, figure”).

9 See [95] for how KF/cross-validation could also be applied to the direct training of the inner layers of ANNs.
2.1. A short reminder. Let \( \mathcal{X} \) and \( \mathcal{Y} \) be separable Hilbert spaces\(^{10}\) endowed with the inner products \( \langle \cdot, \cdot \rangle_{\mathcal{X}} \) and \( \langle \cdot, \cdot \rangle_{\mathcal{Y}} \). Write \( \mathcal{L}(\mathcal{Y}) \) for the set of bounded linear operators mapping \( \mathcal{Y} \) to \( \mathcal{Y} \).

**Definition 2.1.** We call \( K : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(\mathcal{Y}) \) an operator-valued kernel if

(1) \( K \) is Hermitian, i.e.
\[
K(x, x') = K(x', x)^T \quad \text{for} \quad x, x' \in \mathcal{X},
\]
writing \( A^T \) for the adjoint of the operator \( A \) with respect to \( \langle \cdot, \cdot \rangle_{\mathcal{Y}} \), and

(2) non-negative, i.e.
\[
\sum_{i,j=1}^m \langle y_i, K(x_i, x_j)y_j \rangle_{\mathcal{Y}} \geq 0 \quad \text{for} \quad (x_i, y_i) \in \mathcal{X} \times \mathcal{Y}, \quad m \in \mathbb{N}.
\]

We call \( K \) non-degenerate if \( \sum_{i,j=1}^m \langle y_i, K(x_i, x_j)y_j \rangle_{\mathcal{Y}} = 0 \) implies \( y_i = 0 \) for all \( i \) whenever \( x_i \neq x_j \) for \( i \neq j \).

The following definition provides a simple example of operator-valued kernels obtained from scalar-valued kernels.

**Definition 2.2.** We say that \( K : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(\mathcal{Y}) \) is scalar if \( K(x, x') = k(x, x')I_{\mathcal{Y}} \) (writing \( I_{\mathcal{Y}} \) for the identity operator on \( \mathcal{Y} \)) for some scalar-valued kernel \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \), i.e.
\[
\langle y, K(x, x')y' \rangle_{\mathcal{Y}} = k(x, x') \langle y, y' \rangle_{\mathcal{Y}} \quad \text{for} \quad x, x' \in \mathcal{X} \quad \text{and} \quad y, y' \in \mathcal{Y}.
\]

**Example 2.3.** \( \mathcal{X} = \mathbb{R}^d \), \( \langle x, x' \rangle_{\mathcal{X}} = x^T x' \), \( \mathcal{Y} = \mathbb{R}^{d_y} \) and \( \langle y, y' \rangle_{\mathcal{Y}} = y^T y' \) are prototypical examples. For ease of presentation, we will continue using the notation \( \langle y, y' \rangle_{\mathcal{Y}} = y^T y' \) even when \( \mathcal{Y} \) is arbitrary.

Each non-degenerate, locally bounded and separately continuous operator-valued kernel \( K \) (which we will refer to as a Mercer’s kernel) is in one to one correspondence with a reproducing kernel Hilbert space \( \mathcal{H} \) of continuous functions \( f : \mathcal{X} \to \mathcal{Y} \) obtained \([40, \text{Thm. 1.2}]\) as the closure of the linear span of functions \( z \to K(z, x)y ((x, y) \in \mathcal{X} \times \mathcal{Y}) \) with respect to the inner product identified by the reproducing property
\[
\langle f, K(\cdot, x)y \rangle_{\mathcal{H}} = \langle f(x), y \rangle_{\mathcal{Y}}
\]

2.2. Feature maps. Let \( \mathcal{F} \) be a separable Hilbert space (with inner product \( \langle \cdot, \cdot \rangle_{\mathcal{F}} \) and norm \( \| \cdot \|_{\mathcal{F}} \)) and let \( \psi : \mathcal{X} \to \mathcal{L}(\mathcal{Y}, \mathcal{F}) \) be a continuous function mapping \( \mathcal{X} \) to the space of bounded linear operators from \( \mathcal{Y} \) to \( \mathcal{F} \).

**Definition 2.4.** We say that \( \mathcal{F} \) and \( \psi \) are a feature space and a feature map for the kernel \( K \) if, for all \( (x, x', y, y') \in \mathcal{X}^2 \times \mathcal{Y}^2 \),
\[
y^T K(x, x')y' = \langle \psi(x)y, \psi(x')y' \rangle_{\mathcal{F}}.
\]

\(^{10}\)Although \( \mathcal{X} \) and \( \mathcal{Y} \) are finite-dimensional in all practical applications, and although we will restrict some of our proofs to the finite-dimensional setting to minimize technicalities, as demonstrated in \([58]\), it is useful to keep the infinite-dimensional viewpoint in the identification of discrete models with desirable attributes inherited from the infinite-dimensional setting.
Write $\psi^T(x)$, for the adjoint of $\psi(x)$ defined as the linear function mapping $\mathcal{F}$ to $\mathcal{Y}$ satisfying
\[
\langle \psi(x)y, \alpha \rangle_{\mathcal{F}} = \langle y, \psi^T(x)\alpha \rangle_{\mathcal{Y}} \tag{2.6}
\]
for $x, y, \alpha \in \mathcal{X} \times \mathcal{Y} \times \mathcal{F}$. Note that $\psi^T : \mathcal{X} \to \mathcal{L}(\mathcal{F}, \mathcal{Y})$ is therefore a function mapping $\mathcal{X}$ to the space of bounded linear functions from $\mathcal{F}$ to $\mathcal{Y}$. Writing $\alpha^T \alpha' := \langle \alpha, \alpha' \rangle_{\mathcal{F}}$ for the inner product in $\mathcal{F}$ we can ease our notations by writing
\[
K(x, x') = \psi^T(x)\psi(x') \tag{2.7}
\]
which is consistent with the finite-dimensional setting and $y^T K(x, x') y' = (\psi(x)y)^T (\psi(x')y')$ (writing $y^T y'$ for the inner product in $\mathcal{Y}$). For $\alpha \in \mathcal{F}$ write $\psi^T \alpha$ for the function $\mathcal{X} \to \mathcal{Y}$ mapping $x \in \mathcal{X}$ to the element $y \in \mathcal{Y}$ such that
\[
\langle y', y \rangle_{\mathcal{Y}} = \langle y', \psi^T(x)\alpha \rangle_{\mathcal{Y}} = \langle \psi(x)y', \alpha \rangle_{\mathcal{F}} \quad \text{for all } y' \in \mathcal{Y}. \tag{2.8}
\]
We can, without loss of generality, restrict $\mathcal{F}$ to be the range of $(x, y) \to \psi(x)y$ so that the RKHS $\mathcal{H}$ defined by $K$ is the (closure of) linear space spanned by $\psi^T \alpha$ for $\alpha \in \mathcal{F}$. Note that the reproducing property (2.4) implies that for $\alpha \in \mathcal{F}$
\[
\langle \psi^T(\cdot)\alpha, \psi^T(\cdot)\psi(x)y \rangle_{\mathcal{H}} = \langle \psi^T(x)\alpha, y \rangle_{\mathcal{F}} = \langle \alpha, \psi(x)y \rangle_{\mathcal{F}} \tag{2.9}
\]
for all $x, y \in \mathcal{X} \times \mathcal{Y}$, which leads to the following theorem.

**Theorem 2.5.** The RKHS $\mathcal{H}$ defined by the kernel (2.7) is the linear span of $\psi^T \alpha$ over $\alpha \in \mathcal{F}$ such that $\|\alpha\|_{\mathcal{F}} < \infty$. Furthermore, $\langle \psi^T(\cdot)\alpha, \psi^T(\cdot)\alpha' \rangle_{\mathcal{H}} = \langle \alpha, \alpha' \rangle_{\mathcal{F}}$ and
\[
\|\psi^T(\cdot)\alpha\|_{\mathcal{H}}^2 = \|\alpha\|_{\mathcal{F}}^2 \quad \text{for } \alpha, \alpha' \in \mathcal{F}. \tag{2.10}
\]

**2.3. Kernel method solutions to the approximation problem.** In setting of Subsec. 2.1, assume the unknown function $f$ in Problem 1 to be contained in $\mathcal{H}$.

**2.3.1. The optimal recovery solution.** Using the relative error in $\| \cdot \|_{\mathcal{H}}$-norm as a loss, the minimax optimal recovery solution of Problem (1) is [64, Thm. 12.4,12.5] the minimizer (in $\mathcal{H}$) of
\[
\ell(X, Y) := \begin{cases} \text{Minimize} & \|f\|_{\mathcal{H}} \\ \text{subject to} & f(X) = Y \end{cases} \tag{2.11}
\]
By the representer theorem [52], the minimizer of (2.11) is
\[
f(\cdot) = \sum_{j=1}^{N} K(\cdot, X_j)Z_j, \tag{2.12}
\]
where the coefficients $Z_j \in \mathcal{Y}$ are identified by solving the system of linear equations
\[
\sum_{j=1}^{N} K(X_i, X_j)Z_j = Y_i \quad \text{for all } i \in \{1, \ldots, N\}, \tag{2.13}
\]
i.e. $K(X, X)Z = Y$ where $Z = (Z_1, \ldots, Z_N)$, $Y = (Y_1, \ldots, Y_N) \in \mathcal{Y}^N$ and $K(X, X)$ is the $N \times N$ block-operator matrix$^{11}$ with entries $K(X_i, X_j)$. Therefore, writing $K(\cdot, X)$ for the vector $(K(\cdot, X_1), \ldots, K(\cdot, X_N)) \in \mathcal{H}^N$, the minimizer of (2.11) is

$$f(\cdot) = K(\cdot, X)K(X, X)^{-1}Y,$$

(2.14)

which implies

$$\ell(X, Y) = \| f \|^2_{\mathcal{H}} = Y^TK(X, X)^{-1}Y,$$

(2.15)

where $K(X, X)^{-1}$ is the inverse of $K(X, X)$ (whose existence is implied by the non-degeneracy of $K$ combined with $X_i \neq X_j$ for $i \neq j$).

2.3.2. The ridge regression solution. Let $\lambda > 0$ and $\ell_Y : \mathcal{Y}^N \times \mathcal{Y}^N \to [0, \infty]$ be an arbitrary continuous positive loss. A ridge regression solution (also known as Tikhonov regularizer) to Problem 1 is a minimizer of

$$\ell(X, Y) := \inf_{f \in \mathcal{H}} \lambda \| f \|^2_{\mathcal{H}} + \ell_Y(f(X), Y).$$

(2.16)

Prototypical examples for $\ell_Y$ are the empirical squared error

$$\ell_Y(Y', Y) = \sum_{i=1}^{N} \| Y'_i - Y_i \|^2_{\mathcal{Y}},$$

(2.17)

used for general regression and and the hinge loss$^{[84]}$,

$$\ell_Y(Y', Y) = \sum_{i=1}^{N} \left( Y'_i - \max_{j \neq \text{class}(Y_i)} Y'_j - 1 \right)_+, $$

(2.18)

used for classification problems$^{12}$. By the representer theorem, (2.16) admits a minimizer of the form $f(\cdot) = K(\cdot, X)Z$ where $Z \in \mathcal{Y}^N$ is identified as the minimizer of

$$\ell(X, Y) = \inf_{Z \in \mathcal{Y}^N} \lambda Z^TK(X, X)Z + \ell_Y(K(X, X)Z, Y).$$

(2.19)

In particular, for $\ell_Y$ defined as in (2.17), the minimizer of (2.16) is

$$f(x) = K(x, X)(K(X, X) + \lambda I)^{-1}Y,$$

(2.20)

(writing $I$ for the identity matrix) and the value of (2.16) at the minimum is

$$\ell(X, Y) = \lambda Y^T(K(X, X) + \lambda I)^{-1}Y.$$

(2.21)

---

$^{11}$ For $N \geq 1$ let $\mathcal{Y}^N$ be the N-fold product space endowed with the inner-product $\langle Y, Z \rangle_{\mathcal{Y}^N} := \sum_{i,j=1}^{N} \langle Y_i, Z_j \rangle_{\mathcal{Y}}$ for $Y = (Y_1, \ldots, Y_N), Z = (Z_1, \ldots, Z_N) \in \mathcal{Y}^N$. $A \in \mathcal{L}(\mathcal{Y}^N)$ given by

$$A = \begin{pmatrix} A_{1,1} & \cdots & A_{1,N} \\ \vdots & \ddots & \vdots \\ A_{N,1} & \cdots & A_{N,N} \end{pmatrix}$$

is called a block-operator matrix. Its adjoint $A^T$ with respect to $\langle \cdot, \cdot \rangle_{\mathcal{Y}^N}$ is the block-operator matrix with entries $(A^T)_{i,j} = (A_{j,i})^T$.

$^{12}$ (2.18) seeks to maximize the margin between correct and incorrect labels and is defined for $\mathcal{Y} = \mathbb{R}^d$ by writing $Y'_i$ for the entries of $Y'_i$, using $\arg\max_{j} Y'_{i,j}$ for the predicted label for the data $i$, setting $\text{class}(Y_i) = j$ if the label/class of $X_i$ is $j$ and writing $a_+ := \max(a, 0)$. 
3. Mechanical regression and idea registration

3.1. Mechanical regression. Motivated by the structure of Residual Neural Networks [33] we seek to approximate \( f^\dagger \) in Problem 1 by a function of the form

\[
f^\dagger = f \circ \phi_L ,
\]

(3.1)

where (writing \( I \) for the identity map on \( X \))

\[
\phi_L := (I + v_L) \circ \cdots \circ (I + v_1) \quad (3.2)
\]

is a function (large deformation) mapping \( X \) to itself obtained from the unknown residuals (small deformations) \( v_k : X \to X \) and \( f : X \to Y \) is a ridge regression approximation of an unknown function mapping \( \phi_L(X) \) (the image of the data \( X \) under the deformation \( \phi_L \)) to \( Y \). We penalize the lack of regularity of the \( v_k \) and \( f \) by introducing an RKHS \( V \) of functions mapping \( X \) to itself and an RKHS \( H \) of functions mapping \( X \) to \( Y \) and identify \( v_1, \ldots, v_L \) and \( f \) by minimizing

\[
\begin{cases}
\text{Minimize} & \frac{\nu}{2} L \sum_{k=1}^{L} \|v_k\|^2_V + \lambda \|f\|^2_H + \ell_Y(f \circ (I + v_L) \circ \cdots \circ (I + v_1)(X), Y) \\
\text{over} & v_1, \ldots, v_L \in V \text{ and } f \in H ,
\end{cases}
\]

(3.3)

where \( \nu \) is a strictly positive parameter balancing the regularity of \( \phi_L \) with that of \( f \) and \( \lambda > 0 \) balances the regularity of \( f \) with the loss \( \ell_Y = (2.17) \).

3.2. Ridge regression loss. The variational problem (3.3) can be written

\[
\begin{cases}
\text{Minimize} & \frac{\nu}{2} L \sum_{k=1}^{L} \|v_k\|^2_V + \ell((I + v_L) \circ \cdots \circ (I + v_1)(X), Y) \\
\text{over} & v_1, \ldots, v_L \in V ,
\end{cases}
\]

(3.4)

where \( \ell \) is the the ridge regression loss \( (2.16)-(2.21) \). The following condition (which we will from now on assume to be satisfied) ensures the continuity of \( \ell \) \((2.21)\).

**Condition 3.1.** Assume that (1) \( x \to K(x, x') \) is continuous and (2) \( \dim(X) \) and \( \dim(Y) \) are finite-dimensional.

We will now focus on the reduction of (3.4) and only assume \( \ell : X^N \times Y^N \to [0, \infty] \) to be continuous and positive.

3.3. Reduction to a discrete least action principle. Although \( \ell \) may not be convex, the first part of (3.4) is quadratic and can be reduced as shown in Thm 3.3. We will from now on work under the following condition\(^{13}\) where \( \Gamma \) is the kernel defined by \( \mathcal{V} \).

**Condition 3.2.** Assume that (1) there exists \( r > 0 \) such that \( Z^T \Gamma(X, X) Z \geq r Z^T Z \) for all \( Z \in X^N \), (2) \( \Gamma \) admits \( F \) and \( \psi \) as feature space/map, \( F \) is finite-dimensional, \( \psi \) and its first and second order partial derivatives are continuous and uniformly bounded, and (3) \( X \) is finite-dimensional.

\(^{13}\)Note that Cond. 3.2.(1) is equivalent to the non singularity of \( \Gamma(X, X) \) and (2) implies that \( (x, x') \to \Gamma(x, x') \) and its first and second order partial derivatives are continuous and uniformly bounded.
3.4. Continuous limit and neural least action principle.

Interpreting $\Delta t$ as time step, (3.6) is the discrete least action principle [49] obtained by using the approximation

$$q^1, \ldots, q^{L+1} \in \mathcal{X}^N$$

where $q^1, \ldots, q^{L+1}$ is a minimizer of (write $\Delta t := 1/L$)

$$\min \left\{ \frac{\nu}{2} \sum_{s=1}^{L} \left( \frac{q^{s+1} - q^s}{\Delta t} \right)^T \Gamma(q^s, q^s)^{-1} \left( \frac{q^{s+1} - q^s}{\Delta t} \right) \Delta t + \ell(q^{L+1}, Y) \right\}$$

over $q^2, \ldots, q^{L+1} \in \mathcal{X}^N$ with $q^1 = X$.

Proof. Introduce the variables $q_i^{s+1} = (I + v_s) \circ \cdots \circ (I + v_1)(X_i)$ for $2 \leq s \leq L$, and $q_i^1 = X_i$. (3.4) is then equivalent to

$$\min \left\{ \frac{\nu}{2} \sum_{s=1}^{L} \|v_s\|^2 + \ell(q^{L+1}, Y) \right\}$$

over $v_1, \ldots, v_s \in \mathcal{V}$, $q^1, \ldots, q^{L+1} \in \mathcal{X}^N$

subject to $q^1 = X$ and $v_s(q^s) = q^{s+1} - q^s$ for all $s$.

Minimizing with respect to the $v_s$ first we obtain $\|v_s\|^2 = (q^{s+1} - q^s)^T \Gamma(q^s, q^s)^{-1} (q^{s+1} - q^s)$ and (3.5). (3.7) can then be reduced to (3.6).

3.4. Continuous limit and neural least action principle. Interpreting $\Delta t = 1/L$ as time step, (3.6) is the discrete least action principle [49] obtained by using the approximation

$$\frac{q^{s+1} - q^s}{\Delta t} \Gamma(q^s, q^s)^{-1} \left( \frac{q^{s+1} - q^s}{\Delta t} \right) \approx \frac{\dot{q}^T}{\Delta t} \Gamma(q, q) \frac{\dot{q}}{\Delta t}$$

in the continuous least action principle

$$\min \left\{ \nu \mathcal{A}[q] + \ell(q(1), Y) \right\}$$

over $q \in C^1([0,1], \mathcal{X}^N)$ subject to $q(0) = X$.

3.5. Euler-Lagrange equations and geodesic motion. Following classical Lagrangian mechanics [48], a minimizer of (3.8) follows the Euler-Lagrange equations $\frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{q}} - \frac{\partial \mathcal{L}}{\partial q} = 0$, i.e.

$$\frac{d}{dt} \left( \Gamma(q, q)^{-1} \dot{q} \right) = \ddot{q} \frac{1}{2} \dot{q}^T \Gamma(q, q)^{-1} \dot{q}$$

(3.11)

Furthermore, $\Gamma^{-1}(q, q)$ can be interpreted as a mass matrix or metric tensor [48, p. 3] and the Euler-Lagrange equations are equivalent to the equations of geodesic motion [48, Sec. 7.5] corresponding to minimizing the length $\int_0^1 \sqrt{\Gamma(q, q)^{-1} \dot{q} \dot{q}} ds$ of the curve $q$. 

**Theorem 3.3.** $v_1, \ldots, v_L \in \mathcal{V}$ is a minimizer of (3.4) if and only if

$$v_s(x) = \Gamma(x, q^s) \Gamma(q^s, q^s)^{-1} (q^{s+1} - q^s) \text{ for } x \in \mathcal{X}, s \in \{1, \ldots, L\}.$$

(3.5)
connecting $X$ to $q(1)$ (which can also be recovered as a limit by replacing $\frac{L}{2} \sum_{s=1}^{L} \|v_s\|^2_V$ by $\sum_{s=1}^{L} \|v_s\|_V$ in (3.4)).

3.6. Hamiltonian mechanics. Introduce the momentum variable

$$p = \frac{\partial \mathcal{L}}{\partial \dot{q}} = \Gamma(q, q)^{-1} \dot{q},$$

and the Hamiltonian $\mathcal{H}(q, p) = p^T \dot{q} - \mathcal{L}(q, \dot{q}) = \frac{1}{2} \dot{q}^T \Gamma(q, q)^{-1} \dot{q} = \frac{1}{2} p^T \Gamma(q, q)p$ = (1.13).

The following theorem summarizes the classical [48] correspondence between the Lagrangian and Hamiltonian viewpoints.

**Theorem 3.4.** If $q$ is a minimizer of the least action principle (3.8) then $(q, p)$ follows the Hamiltonian dynamic

$$\begin{align*}
\dot{q} &= \frac{\partial \mathcal{H}(q, p)}{\partial p} = \Gamma(q, q)p \\
\dot{p} &= -\frac{\partial \mathcal{H}(q, p)}{\partial q} = -\partial_q (\frac{1}{2} p^T \Gamma(q, q)p),
\end{align*}$$

with initial value $(q(0) = X, p(0))$.

The energy $\mathcal{H}(q, p)$ is conserved by this dynamic and any function $F$ of $(q, p)$ evolves according to the Lie derivative

$$\frac{d}{dt} F(q, p) = \{F, \mathcal{H}\} = \partial_q F \partial_p \mathcal{H} - \partial_p F \partial_q \mathcal{H} = \partial_q F \Gamma(q, q)p - \partial_p F \partial_q \mathcal{H},$$

(3.14)

3.6.1. In feature space. Let $\mathcal{F}$ and $\psi$ be the feature space/map of $\Gamma$ introduced in Cond. 3.2. Using the identity $\Gamma(x, x') = \psi^T(x)\psi(x')$, the Hamiltonian system (3.13) can be written (using the identity (3.16))

$$\begin{align*}
\dot{q}_i &= \psi^T(q_i)\alpha \\
\dot{p}_i &= -\partial_{x_i} \partial^T \psi^T(x)\alpha |_{x=q_i},
\end{align*}$$

(3.15)

where $\alpha$ is the time dependent element of $\mathcal{F}$ defined by

$$\alpha := \sum_{j=1}^{N} \psi(q_j) p_j.$$

(3.16)

Energy preservation and the identity $\|\alpha\|^2_{\mathcal{F}} = p^T \Gamma(q, q)p$, implies the following.

**Proposition 3.5.** $t \rightarrow \|\alpha(t)\|_{\mathcal{F}}$ is constant.

3.6.2. Existence and uniqueness. Cond. 3.2 provides sufficient regularity on $\Gamma$ for the existence and uniqueness of a solution to (3.13) in $C^2([0, 1], \mathcal{X}^N) \times C^1([0, 1], \mathcal{X}^N)$.

**Theorem 3.6.** (3.13) admits a unique solution in $C^2([0, 1], \mathcal{X}^N) \times C^1([0, 1], \mathcal{X}^N)$.

**Proof.** (3.15) implies that $\|\dot{p}_i\|_V \leq \|p_i\|_V \|\alpha\|_{\mathcal{F}} \sup_x \|\nabla \psi(x)\|_V$. Therefore Prop. 3.5 implies that $p(t)$ remains in a bounded domain $B$ (for $t \in [0, 1]$). The regularity of $\Gamma$ (Cond. 3.2) implies that the vector field of (3.13) is uniformly Lipschitz for $p \in B$. We conclude from the global version of the Picard-Lindelöf theorem [4, Thm. 1.2.3].
3.6.3. Geodesic shooting. The Hamiltonian representation of minimizers of (3.8) enables its reduction to the search for an initial momentum $p(0)$. This method, known as geodesic shooting in image registration [1], is summarized in the following theorem.

**Theorem 3.7.** Write $p = \Gamma(q, q)^{-1} \dot{q} = (3.12)$ for $q \in C^1([0, 1], \mathcal{X}^N)$. $q$ is a minimizer of (3.8) if and only if $(q, p)$ follows the Hamiltonian dynamic (3.13), $q(0) = X$ and $p(0)$ is a minimizer of

$$
\mathcal{W}(p(0), X, Y) := \frac{\nu}{2} p^T(0) \Gamma(X, X)p(0) + \ell(q(1), Y). 
$$

(3.17)

Furthermore, $p(1)$ satisfies

$$
\nu p(1) + \mathcal{E}_{q(1)} \ell(q(1), Y) = 0.
$$

(3.18)

**Proof.** Zeroing the Fréchet derivative of (3.8) with respect to the trajectory $q(t)$ implies that a minimizer of (3.8) must satisfy the Hamiltonian dynamic (3.13) and the boundary condition (3.18) (which is analogous to the one obtained in image registration [1, Eq. 7]). Since the energy $p^T \Gamma(q, q)p/2$ is preserved along the Hamiltonian flow, the minimization of (3.8) can be reduced to that of (3.17) with respect to $p(0)$. □

3.7. Idea registration. Let $C([0, 1], \mathcal{V})$ be the space of continuous functions $v : \mathcal{X} \times [0, 1] \to \mathcal{X}$ such that $x \to v(x, t)$ belongs to $\mathcal{V}$ (for all $t \in [0, 1]$) and is uniformly (in $t$ and $x$) Lipschitz continuous. For $v \in C([0, 1], \mathcal{V})$ write $\phi^v : \mathcal{X} \times [0, 1] \to \mathcal{X}$ for the solution of (1.7). By the Picard-Lindelöf theorem [4, Thm. 1.2.3] the solution of (1.7) exists and is unique if $\mathcal{X}$ is finite-dimensional\(^{14}\), which is ensured by Cond. 3.2. Instead of reducing (3.4) to (3.7), consider its infinite depth limit\(^{15}\) and observe that, in the limit $L \to \infty$, $(I + v_k) \circ \cdots \circ (I + v_1)$ approximates (at time $t_k := \frac{t}{k}$) the flow map $\phi^v$ where $v$ is a minimizer of

$$
\begin{cases}
\text{Minimize} & \frac{\nu}{2} \int_0^1 \|v\|^2_2 dt + \ell(\phi^v(X, 1), Y) \\
\text{over} & v \in C([0, 1], \mathcal{V}).
\end{cases}
$$

(3.19)

The proof of this convergence, stated in Thm. 3.11, is based on the following reduction theorem.

**Theorem 3.8.** $v$ is a minimizer of (3.19) if and only if

$$
\dot{\phi}^v(x, t) = \Gamma(\phi^v(x, t), q_t)\Gamma(q_t, q_t)^{-1} \dot{q}_t \quad \text{with} \quad \phi^v(x, 0) = x \in \mathcal{X}
$$

(3.20)

where $q$ is a minimizer of the least action principle (3.8). Furthermore (defining $\mathcal{A}[q]$ as in (3.9)), for $q \in C^1([0, 1], \mathcal{X}^N)$,

$$
\mathcal{A}[q] = \inf_{v \in C([0, 1], \mathcal{V}) : \phi^v(q(0), t) = q(t) \forall t \in [0, 1]} \int_0^1 \frac{1}{2} \|v\|^2_2 dt,
$$

(3.21)

\(^{14}\) The simplicity of the proof of existence and uniqueness of solutions for (1.7) is the main reason why we work under Cond. 3.2. Although [88, Thm. 3.3] could be used when $\dim(\mathcal{X}) = \infty$, the existence and uniqueness of solutions for ODEs can be quite delicate in general infinite-dimensional spaces [46].

\(^{15}\) The infinite depth limit (3.19) can be interpreted as an image registration variational problem with images replaced by abstractions deformed by arbitrary kernels. [24] shows that if $\mathcal{V}$ is defined by a differential operator of sufficiently high order in a Sobolev space, then $\phi^v$ is a diffeomorphism (a differentiable bijection). Although the bijectivity of $\phi^v$ is a natural requirement in image registration, it is not needed for idea registration since two inputs may share the same label.
and the representer PDE \((3.20)\) can be written as \((1.12)\), where \((q, p)\) is the solution of the Hamiltonian system \((3.13)\) with initial condition \(q(0) = X\) and \(p(0)\) identified as a minimizer of \((3.17)\).

**Proof.** The proof of \((3.20)\) and \((3.21)\) is identical to that of Thm. 3.3. \((1.12)\) follows from theorems 3.4 and 3.7. □

Figure 3 summarizes the correspondence between the least action principles obtained from \((3.4)\) under reduction and/or infinite depth limit.

![Figure 3. Least action principles after reduction and/or infinite depth limit.](image)

3.8. Existence/identification of minimizers and energy preservation. Although it is simple to show the existence of minimizers for \((3.8)\), \((3.17)\) and \((3.19)\) (see Thm. 3.9 below) we will not attempt to identify sufficient conditions for their uniqueness since pathological landmark matching examples \([54]\) suggest that, even with smooth kernels, these minimizers may not be unique\(^{16}\).

**Theorem 3.9.** The minimum values of \((3.8)\), \((3.17)\) and \((3.19)\) are identical. \((3.8)\), \((3.17)\) and \((3.19)\) have minimizers. \(q\) is a minimizer of \((3.8)\) if and only if \((q, p)\) \((p = \Gamma(q, q)^{-1} \dot{q})\) follows the Hamiltonian dynamic \((3.13)\) (with \(q(0) = X\)) and \(p(0) = \Gamma(q(0), q(0))^{-1} \dot{q}(0)\) is a minimizer of \(\mathfrak{U}(p(0), X, Y) = (3.17)\). \(v\) is a minimizer of \((3.19)\) if and only if \(v(x, t) = \Gamma(x, q)p\) with \((q, p)\) following the Hamiltonian dynamic \((3.13)\) (with \(q(0) = X\)) and \(p(0)\) being a minimizer of \(\mathfrak{U}(p(0), X, Y) = (3.17)\). Therefore the minimizers of \((3.8)\) and \((3.19)\) can be parameterized by their initial momentum identified

---

\(^{16}\)For a simple example, consider a rigid pendulum spinning about the origin. Starting from the stable equilibrium point (pendulum down, zero velocity), consider the problem of finding a minimal energy initial momentum arriving at the unstable equilibrium (pendulum up) with zero velocity. This problem is analogous to minimizing \((3.8)\) and has two solutions. This lack of uniqueness is also related to the notions of nonconjugate solutions \([48, \text{Def. 7.4.4}]\) in classical mechanics and conjugate points \([48, \text{p. 198}]\) in the study of geodesics.
as a minimizer of $\mathfrak{U}(p(0), X, Y) = (3.17)$. Furthermore, at those minima, the energies $\frac{1}{2}q^T \Gamma(q, q)^{-1}q$ and $\frac{1}{2}||v||^2_V$ are constant over $t \in [0, 1]$ and equal to $\frac{1}{2}p^T(0) \Gamma(X, X)p(0)$.

**Proof.** Given Thm. 3.7 and Thm. 3.8 we only need to prove the existence of minimizers for $\mathfrak{U}(p(0), X, Y) = (3.17)$. Let $B_\rho := \{p(0) \in \mathcal{X}^N \mid p(0)^T p(0) \leq \rho^2\}$. Since $\mathcal{X}$ is finite-dimensional this ball is compact. Since $\ell$ is continuous in $q(1)$ and $q(1)$ is continuous in $p(0)$ [4, Thm. 1.4.1], (3.17) must have a minimizer in $B_\rho$. Since $\ell$ is positive, Cond. 3.2 (1) implies that (3.17) diverges towards infinity as $p(0)^T p(0) \to \infty$. It follows that, for $\rho$ large enough, $B_\rho$ contains at least one global minimizer of (3.17) and all global minimizers are contained in $B_\rho$. Note that by Thm. 3.6 and the representation (3.20) it holds true that a minimizer $v$ of (3.19) must be an element of $C([0,1], Y)$.

We will now show the existence of minimizers for (3.4) and (3.6). [92, Thm. 3.3] implies (under the regularity conditions 3.2 on $\Gamma$) that the trajectory $q^1, \ldots, q^{L+1}$ of a minimizer of the discrete least action principle (3.6) follows that a first-order symplectic integrator for the Hamiltonian system (3.13). Introducing the momentum variables (1.10) this discrete integrator is (1.11) Write

$$\mathfrak{U}_L(p^1, X, Y) := \begin{cases} \frac{\nu}{2} \sum_{s=1}^{L} (p^s)^T \Gamma(q^s, q^s)p^s \Delta t + \ell(q^{L+1}, Y) \\ p^s = (1.10) \text{ and } (q^s, p^s) \text{ follow (1.11)} \end{cases}$$

(3.22)

**Theorem 3.10.** The minimum values of (3.4), (3.6) and $\mathfrak{U}_L(p^1, X, Y)$ (in $p^1$) are identical. (3.4), (3.6) and (3.22) have minimizers, $q^1, \ldots, q^{L+1}$ is a minimizer of (3.6) if and only if $(q^s, p^s)$ (with $p^s = (1.10)$) follows the discrete Hamiltonian map (1.11), $q^1 = X$ and $p^1$ is a minimizer of $\mathfrak{U}_L(p^1, X, Y) = (3.22)$. $v_1, \ldots, v_L$ is a minimizer of (3.4) if and only if $v_s = \Delta t \Gamma(x, q^s)p^s = (3.5)$ where $(q^s, p^s)$ follows the discrete Hamiltonian map (1.11) with $q^1 = X$ and $p^1$ is a minimizer of $\mathfrak{U}_L(p^1, X, Y) = (3.22)$. Therefore the minimizers of (3.4) and (3.6) can be parameterized by their initial momentum identified as a minimizer of $\mathfrak{U}_L(p^1, X, Y) = (3.22)$. At those minima, the energies $\frac{1}{2} (p^s)^T \Gamma(q^s, q^s)p^s$ and $\frac{1}{2} ||v_s||^2_V$ are equal and fluctuate by at most $O(1/L)$ over $s \in \{1, \ldots, L\}$.

**Proof.** By Thm. 3.3 we only need to prove the result for (3.22). Since (under Cond. 3.2) $\mathfrak{U}_L(p^1, X, Y)$ diverges towards infinity as $(p^1)^T p^1 \to \infty$ and since $\mathfrak{U}_L(p^1, X, Y)$ is continuous, as in proof of Thm. 3.9, for $\rho$ large enough, (3.22) must have a global minimizer in $B_\rho := \{p^1 \in \mathcal{X}^N \mid (p^1)^T p^1 \leq \rho^2\}$ and all global minimizers must be contained in $B_\rho$. By Thm. 3.3 $||v_s||_V$ is equal to $(p^s)^T \Gamma(q^s, q^s)p^s$ where $(q^s, p^s)$ is obtained from the (first-order) symplectic and variational integrator (1.11) for the Hamiltonian system (3.13). The near energy preservation then follows from [30, Thm. 8.1] (derived from the fact that symplectic integrators simulate a nearby mechanical system) and the order of accuracy of (1.11). \hfill $\square$

---

17Such results are part of the discrete mechanics literature on discretized least action principles. General accuracy results could also be derived from [49, Sec. 2] and [10, p. 114] and $\Gamma$-convergence results could be derived from [57].

18Higher order symplectic partitioned Runge Kutta discretizations [30, Sec. 2.6.5] of (3.13) would lead to numerical schemes akin to Densely Connected Networks [36].
3.9. Convergence of minimal values and minimizers. Due to the possible lack of uniqueness of mechanical regression solutions (discussed in Subsec. 3.8) the convergence of minimizers must be indexed based on their initial momentum parametrization as described in Thm. 3.9 and Thm. 3.10. Write $\mathfrak{M}_L(X,Y)$ for the set of minimizers $p^1$ of $\mathfrak{Q}_L(p^1,X,Y)=(3.22)$. Write $\mathfrak{M}(X,Y)$ for the set of minimizers $p(0)$ of $\mathfrak{V}(p(0),X,Y)=(3.17)$.

**Theorem 3.11.** The minimal value of $(3.4)$, $(3.6)$ and $(3.22)$ converge, as $L \to \infty$, towards the minimal value of $(3.8)$, $(3.17)$, $(3.19)$. As $L \to \infty$, the set of adherence values\(^{19}\) of $\mathfrak{M}_L(X,Y)$ is $\mathfrak{M}(X,Y)$. Let $v^L_k$, $q^L_k$ and $p^L_k$ be sequences of minimizers of $(3.4)$, $(3.6)$ and $(3.22)$ indexed by the same sequence $p^L_k$ of initial momentum in $\mathfrak{M}_L(X,Y)$ (as described in Thm. 3.10). Then, the adherence points of the sequence $p^L_k$ are in $\mathfrak{M}(X,Y)$ and if $p(0)$ is such a point ($p^L_k$ converges towards $p(0)$ along a subsequence $L_k$) then, along that subsequence: (1) The trajectory formed by interpolating the states $q^L_k \in X^N$ converges to the trajectory formed by a minimizer of $(3.8)$ with initial momentum $p(0)$. (2) For $t \in [0,1]$, $(I + v^L_{\text{int} (L_k)}) \circ \cdots \circ (I + v^L_1)(x)$ converges to $\phi^{\infty}(x,t)=(1.7)$ where $v$ be a minimizer of $(3.19)$ with initial momentum $p(0)$. Conversely if $p(0) \in \mathfrak{M}(X,Y)$ then it is the limit of sequence $p^L_k \in \mathfrak{M}_L(X,Y)$ and the minimizers of $(3.4)$, $(3.6)$ and $(3.22)$ with initial momentum $p^L_k$ converge (in the sense given above) to the minimizers of $(3.8)$, $(3.17)$, $(3.19)$ with initial momentum $p(0)$ (as described in Thm. 3.9).

**Proof.** By Thm. 3.10 and Thm. 3.9 the convergence of minimum values follows from that of $\mathfrak{U}_L(p^1,X,Y)$ towards that of $\mathfrak{V}(p(0),X,Y)$. As shown in the proof of Thm. 3.9 and Thm. 3.10, the initial momenta minimizing $\mathfrak{U}_L$ and $\mathfrak{V}$ are contained in a compact set $B_\rho$ (independent from $L$). The uniform convergence (for $p^1 = p(0) \in B_\rho$, $q^1 = q(0) = X$ of the solution of the integrator (1.11) towards the solution of the Hamiltonian system (3.13) implies that $\lim_{L \to \infty} \min_{p^1 \in B_\rho} \mathfrak{U}_L(p^1,X,Y) = \min_{p^1 \in B_\rho} \lim_{L \to \infty} \mathfrak{U}_L(p^1,X,Y) = \min_{p \in B_\rho} \mathfrak{V}(p^1,X,Y)$. Which proves the convergence of minimum values. Similarly the uniform convergence (over $p^1 \in B_\rho$) of $\mathfrak{U}_L(p^1,X,Y)$ towards $\mathfrak{V}(p^1,X,Y)$ (also obtained from the uniform convergence of the solution of (1.11) in $B_\rho$) implies that the set of adherence values of $\mathfrak{U}_L(X,Y)$ is $\mathfrak{M}(X,Y)$. Let $p^L_k$ be a sequence in $\mathfrak{M}_L(X,Y)$ and let $p(0) \in \mathfrak{M}(X,Y)$ be one of its adherence points. The convergence of $p^L_k$ towards $p(0)$ (along a subsequence $L_k$) and the uniform convergence (along $L_k$) of the solution of (1.11) towards the solution of (3.13) implies (1). (1) and the representation $v_s = \Gamma(x,q^s)\rho^s=(3.5)$ of Thm. 3.10 imply that $(I + v_{\text{int} (L_k)}) \circ \cdots \circ (I + v_1)(x)$ converges to $z(t)$ where $z$ is the solution of the ODE

$$\dot{z} = \Gamma(z,q)p \text{ with } z(0) = x,$$

where $(q,p)$ follows the Hamiltonian dynamic (3.13) with initial value $q(0) = X$ and $p(0)$. We conclude that (2) holds true by the representation $v(x,t) = \Gamma(x,q)p$ of Thm. 3.9 and by observing that (3.23) is a characteristic curve of (1.12). The proof of the remaining (conversely) portion of the theorem is identical.\(^{20}\)

\(^{19}\)Writing $\text{cl} \ A$ for the closure of a set $A$, $\cap L \geq 1 \text{cl} \cup L \geq 1 \mathfrak{M}_L(X,Y) = \mathfrak{M}(X,Y)$.

\(^{20}\)Write $\text{int} (L)$ for the integer part of $tL$.\(^{20}\)
Observe that, with \( \ell = (2.16) \), (3.19) is equivalent to minimizing

\[
\begin{aligned}
\text{Minimize} & \quad \frac{1}{2} \int_0^1 |v|^2_\ell \, dt + \lambda \|f\|_{\mathcal{H}}^2 + \ell_Y(f \circ \phi^v(X,1), Y) \\
\text{over} & \quad v \in C([0,1], V) \text{ and } f \in \mathcal{H}.
\end{aligned}
\]  

(3.24)

Thm. 3.11 implies that minimizers of (3.3) converge towards minimizers of (3.24) in the sense of the following corollary.

**Corollary 3.12.** As \( L \to \infty \), (1) the minimum value of (3.3) converges towards the minimum value of (3.24). If \((v_1, \ldots, v_L, f)\) is a sequence of minimizers of (3.3) then the set of adherence values of \( f \circ (I + v_L) \circ \cdots \circ (I + v_1) \) is

\[
\{ f \circ \phi^v(\cdot,1) \mid (v, f) \text{ is a minimizer of (3.24)} \},
\]

i.e., the sequence \((v_1, \ldots, v_L, f)\) can be partitioned into subsequences such that, along each subsequence, \( f \circ (I + v_L) \circ \cdots \circ (I + v_1)(x) \) converges (for all \( x \in X \)) towards \( f \circ \phi^v(x,1) \) where \((v, f)\) is a minimizer of (3.24).

**Proof.** The proof is a direct consequence of Thm. 3.11. Observe that we are using the fact that a minimizer \( f \) of (3.3) is unique given \((v_1, \ldots, v_L)\) and a minimizer \( f \) of (3.24) is unique given \( v \).

\[\Box\]

### 3.10. Mechanical regression is ridge regression with an RKHS learned from data.

In the infinite depth (continuous time) limit, the mechanical regression approach to Problem 1 is to approximate \( f^1 \) with

\[
f^\dagger(\cdot) = f \circ \phi^v(\cdot,1)
\]

(3.26)

where \( v \) and \( f \) are minimizers of (3.24) (and \( \phi^v \) solves (1.7)). The following proposition shows that mechanical regression is equivalent to performing optimal recovery or ridge regression with an RKHS \( \mathcal{H}^v \) that is learned from the data \((X,Y)\). The \( \nu \) penalty avoids overfitting that RKHS to the data.

**Proposition 3.13.** Let \( \phi^v \) be the solution of (1.7) for an arbitrary \( v \in C([0,1], V) \). Let \( \mathcal{H}^v \) be the RKHS associated with \( K^v(x,x') := K(\phi^v(x,1), \phi^v(x',1)) \). If \( f^v \) is the minimizer of \( \lambda \|f\|_{\mathcal{H}^v}^2 + \ell_Y(f(X,Y)) \) over \( f^v \in \mathcal{H}^v \) and \( f \) is the minimizer of \( \lambda \|f\|_{\mathcal{H}}^2 + \ell_Y(f(X,Y)) \) over \( f^\dagger \in \mathcal{H} \). It holds true that \( f^v(\cdot) = f \circ \phi^v(\cdot,1) \) and

\[
\inf_{f^v \in \mathcal{H}^v} \lambda \|f^v\|_{\mathcal{H}^v}^2 + \ell_Y(f^v(X,Y)) = \inf_{f \in \mathcal{H}} \lambda \|f\|_{\mathcal{H}}^2 + \ell_Y(f(X,Y)).
\]

(3.27)

In particular, if \( \ell \) is the ridge regression loss (2.16), then a mechanical regression solution \( f^\dagger = (3.26) \) to Problem (1) is a minimizer of

\[
\begin{aligned}
\text{Minimize} & \quad \frac{1}{2} \int_0^1 |v|^2_\ell \, dt + \lambda \|f\|_{\mathcal{H}}^2 + \ell_Y(f(X,Y)) \\
\text{over} & \quad v \in C([0,1], V) \text{ and } f \in \mathcal{H}^v,
\end{aligned}
\]

(3.28)

whose minimal value is \( \lambda \|f^v\|_{\mathcal{H}^v}^2 \) for \( \ell_Y = (2.17) \), where \( \mathcal{H}^v \) is the RKHS associated with \( K^v_{\lambda} := K^v + \lambda I \).

**Proof.** \( f^v(\cdot) = f \circ \phi^v(\cdot,1) \) follows from (2.20) and (3.27) follows from (2.21).

\[\Box\]
3.11. Information in momentum variables and sparsity. Consider the Hamiltonian system (3.13). While $q$ has a clear interpretation as the displacement of the input data $X$, that of the momentum variable $p$ is less transparent. The following theorem shows that the entry $p_i$ of $p$ is zero if $q_i(1)$ does not contribute to the loss. Therefore, using the hinge loss (2.18), the only indices $i$ having a non-zero momentum will be those within or at the boundary of the safety margin. In that sense $p_i$ represents the contribution of the data point $(X_i,Y_i)$ to the predictor $\phi^\nu(\cdot, 1)$ obtained from (3.19) and (1.12). This phenomenon is analogous to the sparse representations obtained with support vector machines [84] where the predictor is represented with the subset of the training points (the support vectors) within the safety margin of the hinge loss.

**Theorem 3.14.** Let $(q,p)$ be the solution of the Hamiltonian system (3.13) with initial state $q(0) = X$ and $p(0)$ minimizing (3.17). For $i \in \{1, \ldots, N\}$, it holds true that $p_i(t) = 0$ for all $t \in [0,1]$ if and only if $\partial q_i(1) \ell(Y, q(1)) = 0$.

**Proof.** Combine (3.18) with Lem. 3.15. □

**Lemma 3.15.** Let $(q,p)$ be a solution of the Hamiltonian system (3.13). If $p_i(t_0) = 0$ for some $t_0 \in [0,1]$ then $p_i(t) = 0$ for all $t \in [0,1]$.

**Proof.** $\dot{p} = -\partial_q (\frac{1}{2} p^T \Gamma(q,q)p)$ implies that $\dot{p}_i(t) = 0$ if $p_i(t) = 0$ and $p_i(t) = 0$ for $t \geq t_0$ follows by integration. Since the time reversed trajectory $t \to (q, -p)(1-t)$ also satisfies the Hamiltonian system (3.13) the result also follows by integration for $t \in [0,t_0]$. □

Following [81, 64, 80] we will now interpret the number of particles as a notion of scale and initiate a multiresolution description of the action $A$ supporting the proposed interpretation of the momentum variables. For $q \in C^1([0,1], \mathcal{X}^N)$ (with $N$ being an arbitrary integer) define $A[q]$ as in (3.9). For $q^1 \in C^1([0,1], \mathcal{X}^{N_1})$ and $q^2 \in C^1([0,1], \mathcal{X}^{N_2})$ write $A[(q^1, q^2)]$ for the action of the trajectory $t \to q(t) := (q^1(t), q^2(t))$ in $\mathcal{X}^{N_1+N_2}$. Note that we have the following consistency relation.

**Proposition 3.16.** Let $q^1 \in C^1([0,1], \mathcal{X}^{N_1})$ and $X^2 \in \mathcal{X}^{N_2}$ be arbitrary. It holds true that

$$A[q^1] = \inf_{q^2 \in C^1([0,1], \mathcal{X}^{N_2}) : q^2(0) = X^2} A[(q^1, q^2)] \quad (3.29)$$

**Proof.** Observe that (as in Thm. 3.8) $\inf_{v \in C([0,1], \mathcal{V}) : \phi^\nu(q^1(0), t) = q^1(t) \forall t \in [0,1]} \int_0^1 \frac{1}{2} \|v\|_H^2 \, dt$ reduces to $A[q^1]$ and is also equal to the minimum of

$$\inf_{v \in C([0,1], \mathcal{V}) : \phi^\nu(q^1(0), t) = q^1(t), q^2(0) = X^2} \int_0^1 \frac{1}{2} \|v\|_H^2 \, dt$$

over $q_2 \in C^1([0,1], \mathcal{X}^{N_2})$ such that $q_2(0) = X^2$. □

**Proposition 3.17.** For an arbitrary trajectory $t \to q^1(t)$ let $q^2$ be a minimizer of

$$\nu A[(q^1, q^2)] + \ell((Y^1, Y^2), (q^1, q^2)(1)). \quad (3.30)$$
Write $q := (q^1, q^2)$, $Y = (Y^1, Y^2)$ and $p = (p^1, p^2) := \Gamma(q, q)^{-1} \dot{q}$. It holds true that $(q, p)$ is a solution of the dynamical system

$$
\begin{align*}
\dot{q}_2 &= \Gamma(q^2, q^1)p^1 + \Gamma(q^2, q^2)p^2 \\
p_2 &= -\frac{1}{2} \partial_{q^2}p^T \Gamma(q, q)p \\
p^1 &= \Gamma(q^1, q^1)^{-1}(\dot{q}_1 - \Gamma(q^1, q^2)p^2)
\end{align*}
$$

with the boundary condition

$$
\nu p^2(1) + \partial_{q^2(1)}\ell(Y, q(1)) = 0.
$$

Furthermore, if $\dot{\partial}_{q^2(1)}\ell(Y, q(1)) = 0$ then $p^2(t) = 0$ for all $t \in [0, 1]$, and (3.31) reduces to $\dot{q}_2 = \Gamma(q^2, q^1)\Gamma(q^1, q^1)^{-1} \dot{q}_1$ (which corresponds to (3.23)).

**Proof.** The result follows by zeroing the Fréchet derivative of (3.30) with respect to $q^2$. Note that $(p^1, p^2) := \Gamma(q, q)^{-1} \dot{q}$ implies $\dot{q}_1 = \Gamma(q^1, q^1)p^1 + \Gamma(q^1, q^2)p^2$ which allows us to identify $p^1$ as in the third line of (3.31). Note that if $\dot{\partial}_{q^2(1)}\ell(Y, q(1)) = 0$ then (3.32) implies $p^2(1) = 0$ and the second equation of (3.31) implies $p^2(t) = 0$ for all $t \in [0, 1]$. \(\square\)

### 3.12. Hydrodynamic/mean-field limit.

(3.16) and (3.15) are, as in the ensemble analysis of gradient descent [51, 76], natural candidates for a hydrodynamic/mean-field limit analysis. Indeed, using (as in Subsec. 1.5) the change of variables $p_j = \frac{1}{N} \tilde{p}_j$, (3.16) and the Hamiltonian system (3.15) are equivalent to (1.14) and (3.20) is equivalent to (1.15). Let $\mu_N := \frac{1}{N} \sum_{i=1}^N \delta(q_i, \tilde{p}_i)$ be the empirical distribution of the particles $(q_i, \tilde{p}_i)$. Then by (3.15) the average of a test function $f(\tilde{q}, \tilde{p})$ against $\mu_N$ obeys the dynamic

$$
\frac{d}{dt} \mu_N[f] = \mu_N \left[ \partial_{\tilde{q}} \tilde{f} \psi^T(\tilde{q}) - \partial_{\tilde{p}} \tilde{f} \partial_x (\tilde{p}^T \psi^T(x)) \right]_{x=\tilde{q}} \mu_N \psi(\tilde{q}) \tilde{p},
$$

which leads to the following theorem.

**Theorem 3.18.** If, as $N \to \infty$, $\mu_N$ and its first-order derivatives weakly converge towards $\mu$ then minimizers of (3.19) converge to the solution of $\dot{\phi}(x, t) = \psi^T(\phi^T(x, t)) \mu[\psi(\tilde{q}) \tilde{p}]$ and

$$
\dot{\partial}_t \mu = - \text{div} \left( \mu \psi^T(\tilde{q}) \right) + \text{div} \left( \mu \partial_x (\mu \tilde{p} \psi^T(x)) \right) \mu[\psi(\tilde{q}) \tilde{p}].
$$

### 3.13. Numerical implementation as geodesic shooting.

Given the picture depicted in Fig. 3, the geodesic shooting solution to Problem 1 is summarized in the pseudo-algorithm (1). Except for the structure of the end loss $\ell$, this method is similar to the one introduced for computational anatomy [56, 1] (where the constraint $\dot{q} = \Gamma(q, q)p$ may also be relaxed [14]). This section will implement this strategy on the Swiss roll dataset to illustrate the impact of the value of $\nu$ on the deformation of the space and the sparsity of momentum variables.

#### 3.13.1. Geometric integration.

The Hamiltonian system (3.13) is characterized by structural and geometric invariants (the canonical symplectic form, volumes in the phase space, the energy, etc.) [48]. Symplectic integrators [30] have been developed to approximate the continuous system while exactly (e.g., for the symplectic form) or nearly (e.g., for the energy) preserving these invariants. The main idea of these integrators is to simulate a nearby discrete mechanical system rather than a nearby discrete ODE. Within
Algorithm 1 Shading solution to Problem 1

1: Define the loss $\ell$ via (2.11) or (2.16).
2: Discretize the Hamiltonian system (3.13) with a stable and accurate integrator.
3: Minimize (3.17) (via gradient descent and the discretized Hamiltonian system) to identify the initial momentum $p(0)$.
4: Approximate $f^i$ with $f^i(\cdot) = f \circ \phi(\cdot, 1)$ where $\phi$ is obtained from the numerical integration of (1.12) (using the solution of the discretized Hamiltonian system with optimal initial momentum $p(0)$) and $f$ is obtained as the minimizer of $\ell(\phi(X, 1), Y)$ in (2.11) or (2.16).

This class of symplectic integrators, explicit ones are preferred for their computational efficiency/tractability. Since the Hamiltonian (3.13) is nonseparable, classical symplectic integrators [30] such as StörmerVerlet are implicit [29]. Although the Euler-Lagrange scheme associated with the discrete least action principle (3.6) is symplectic (since it is variational [49]), it is also implicit and therefore difficult to simulate. In this paper we will simply discretize the Hamiltonian system with the Leapfrog method [30] as follows:

$$
\begin{align*}
\dot{p} & \leftarrow p - \frac{h}{2} \dot{\gamma}(p, q)
\quad \gamma = \frac{1}{2}p^T \Gamma(q, q)p, \\
\dot{q} & \leftarrow q + h \Gamma(q, q)p \\
\dot{p} & \leftarrow p - \frac{h}{2} \dot{\gamma}(p, q)
\end{align*}
$$

(3.35)

Although (3.35) is not symplectic for our non separable system (3.13), it is explicit, time-reversible and sufficiently stable for our example (we have used it for its simplicity).

Remark 3.19. M. Tao has recently introduced [87] an ingenious method for deriving explicit symplectic integrators for general non-separable Hamiltonian systems that could be employed for (3.13). Tao’s idea to consider the augmented Hamiltonian system

$$
\tilde{H}(q, p, \tilde{q}, \tilde{p}) = H(q, p) + \omega(\|q - \tilde{q}\|_2^2 + \|p - \tilde{p}\|_2^2)
$$

(3.36)

in which the first two terms are copies of the original system with mixed-up positions and momenta and the last term is an artificial restraint ($\omega$ is a constant controlling the binding of the two copies). Discretizing (3.36) via Strang splitting leads to explicit symplectic integrators of arbitrary even order.

3.13.2. Swiss roll dataset. We implement the pseudo-algorithm (1) for the Swiss roll dataset illustrated in Fig. 4. We use the optimal recovery loss (2.11) to define $\ell$ and $f$. For this example $X = \mathbb{R}^2$, $Y = \mathbb{R}$, $N = 200$, $Y_i = +1$ for the first 100 points, and $Y_i = -1$ for the remaining 100 points. $\Gamma$ is a separable Gaussian kernel (with a nugget $r$) of the form $\Gamma(z, z') = (k(z, z') + r)I$ with $k(z, z') = e^{-|z - z'|^2/s^2}$ for $z, z' \in X$, $s = 5$ and $r = 0.1$. We simply take $K$ to be the scalar kernel $k(z, z') + r$ with the same parameters as for $\Gamma$. Fig. 4 shows the locations of the points $q_i(t)$ for $i = 1, \ldots, 200$ where is a solution of the numerical discretization of the Hamiltonian system (3.13) with the Leapfrog method (3.35) and $h = 0.2$. This Hamiltonian system is initialized with the momentum $p(0)$ identified by minimizing (3.17) via gradient descent for three different values of $\nu$ of the regularizing parameter balancing, in (3.4), the RKHS norm of the deformation of the
Figure 4. Swiss roll data set. locations of the points $q_i(t)$ for $\nu = 0.01$ (top) $\nu = 0.03$ (bottom left) and $\nu = 0.05$ (bottom right).

space with that of the regressor $f$. Note that as $\nu$ increases a greater penalty is placed on that deformation and the points $q_i(1)$ remain closer to their original position. One the other hand for a small value of $\nu$, the space will deform to a greater degree to minimize the RKHS norm of the regressor. Fig. 4 is also showing the norm of the entries of initial momentum $p(0)$ and final momentum $p(1)$. As discussed in Subsec. 3.11 the domination of a few entries supports the suggestion that momentum variables promote sparsity in the representation of the regressor.

4. Regularization

The landmark matching [39] setting of Sec. 3 requires the non-degeneracy of the data and minimizers, and minimal values obtained from that setting may depend non-continuously on the input $X$ (since $\Gamma(X, X)$ may become singular as $X_i \rightarrow X_j$ for some $i \neq j$). To ensure continuity and avoid singularities, idea registration must be regularized as it is commonly done in image registration [53]. The proposed regularization provides an alternative to Dropout for ANNs [83].

4.1. Regularized mechanical regression. In the setting of Subsec. 3.1, let $\ell_Y : \mathbb{Y}^N \times \mathbb{Y}^N \rightarrow [0, \infty]$ be an arbitrary continuous positive loss. The proposed regularized mechanical regression solution to Problem 1 is to approximate $f^\dagger$ by a function of the form $f^\dagger = f \circ \phi_L = (3.1)$ where $\phi_L = (I + v_L) \circ \cdots \circ (I + v_1) = (3.2)$, and $(v_1, \ldots, v_L, f)$
are identified by minimizing the following regularized version of (3.3).

\[
\begin{aligned}
\text{Minimize} & \quad \frac{\nu}{2} L \sum_{i=1}^{L} \left( \|v_{s}\|_{V}^2 + \frac{1}{\beta} \|q^{s+1} - (I + v_{s})(q^{s})\|_{Y_{N}}^2 \right) \\
& + \lambda \left( \|f\|_{H}^2 + \frac{1}{\rho} \|f(q^{L+1}) - Y'\|_{Y_{N}}^2 \right) + \ell_{Y}(Y', Y) \\
\text{over} & \quad v_{1}, \ldots, v_{L} \in \mathcal{V}, \quad f \in \mathcal{H}, \quad q^{1}, \ldots, q^{L+1} \in \mathcal{X}_{N}, \quad q^{1} = X, \quad Y' \in \mathcal{X}_{N},
\end{aligned}
\] (4.1)

where \( r, \rho > 0 \) are regularization parameters (akin to the nuggets employed in Kriging/spatial statistics \([80]\)) and \( \|X\|_{X_{N}} := \sum_{i=1}^{N} \|X_{i}\|_{H}^2 \). With this regularization Cond. 3.1 and 3.2 can, as described below, be relaxed to the following conditions, which we assume to hold true in this section.

**Condition 4.1.** Assume that (1) \( \dim(X) \) and \( \dim(Y) \) are finite-dimensional (2) \( x \to K(x, x') \) is continuous and (3) \( (x, x') \to \Gamma(x, x') \) and its first and second order partial derivatives are continuous and uniformly bounded.

### 4.2. Reduction to a discrete least action principle

Minimizing in \( f \) and \( Y' \) first, (4.1) is equivalent to

\[
\begin{aligned}
\text{Minimize} & \quad \frac{\nu}{2} L \sum_{i=1}^{L} \left( \|v_{s}\|_{V}^2 + \frac{1}{\beta} \|q^{s+1} - (I + v_{s})(q^{s})\|_{X_{N}}^2 \right) + \ell(q^{L+1}, Y) \\
\text{over} & \quad v_{1}, \ldots, v_{L} \in \mathcal{V}, \quad q^{1}, \ldots, q^{L+1} \in \mathcal{X}_{N}, \quad q^{1} = X.
\end{aligned}
\] (4.2)

where \( \ell : \mathcal{X}_{N} \times \mathcal{Y}_{N} \to [0, \infty] \) is the loss defined by

\[
\ell(X', Y) := \begin{cases} \\
\text{Minimize} & \lambda \left( \|f\|_{H}^2 + \frac{1}{\rho} \|f(X') - Y'\|_{Y_{N}}^2 \right) + \ell_{Y}(Y', Y) \\
\text{over} & f \in \mathcal{H}, \quad Y' \in \mathcal{Y}_{N}.
\end{cases}
\] (4.3)

For \( q \in \mathcal{X}_{N} \), write \( \Gamma_{r}(q, q) := \Gamma(q, q) + rI \) and \( K_{\rho}(q, q) := K(q, q) + \rho I \) for the \( N \times N \) block operator matrices with blocks \( \Gamma(q_{i}, q_{i}) + r \delta_{i,j}I_{X} \) and \( K(X_{i}, X_{j}) + \rho \delta_{i,j}I_{Y} \) (writing \( I_{X} \) (\( I_{Y} \)) for the identity operator on \( \mathcal{X} \) (\( \mathcal{Y} \))).

**Theorem 4.2.** \( (v_{1}, \ldots, v_{L}, f) \), is a minimizer of (4.1) if and only if

\[
v_{s}(x) = \Gamma(x, q^{s})\Gamma_{r}(q^{s}, q^{s})^{-1}(q^{s+1} - q^{s}) \quad \text{for} \quad x \in \mathcal{X}, \quad s \in \{1, \ldots, L\},
\] (4.4)

where \( q^{1}, \ldots, q^{L+1} \in \mathcal{X}_{N} \) is a minimizer of (write \( \Delta t := 1/L \))

\[
\begin{aligned}
\text{Minimize} & \quad \frac{\nu}{2} \sum_{i=1}^{L} \left( \frac{2(q^{s+1} - q^{s})T}{\Delta t} + (q_{s+1}^{s+1} - q^{s}) \right) \Delta t + \ell(q^{L+1}, Y) \\
\text{over} & \quad q^{2}, \ldots, q^{L+1} \in \mathcal{X}_{N} \text{ with } q^{1} = X,
\end{aligned}
\] (4.5)

and \( f \) is a minimizer of \( \ell(q^{L+1}, Y) \). Furthermore \( f \) is a minimizer of \( \ell(X', Y) \) if and only if

\[
f(\cdot) = K(\cdot, X')Z
\] (4.6)

where \( Z \) is a minimizer of

\[
\ell(X', Y) = \inf_{Z \in \mathcal{Y}_{N}} \lambda Z^{T}K_{\rho}(X', X)Z + \ell_{Y}(K(X, X)Z, Y) = (4.3).
\] (4.7)

Finally, under Cond. 4.1, \( \ell = (4.3) = (4.7) \) is continuous (in both arguments), positive and admits a minimizer \( f \in \mathcal{H} \) that is unique if \( Y' \to \ell_{Y}(Y', Y) \) is convex.
Proof. (2.20) implies (4.4). The representer theorem implies (4.6). Using (2.21) we get (4.5) and (4.7) from \( \min_{v \in V} \| f(X') - Y' \|_2^2 + \frac{1}{2} \| f(X') - Y' \|_2^2 = (Y')^T K \rho (X', X')^{-1} Y' \) and \( \min_{v \in V} (\| v_s \|_2^2 + \frac{1}{2} \| q^{s+1} - (I + v_s)(q^s) \|_2^2) = (q^{s+1} - q^s)^T \Gamma_r (q^s, q^s)^{-1} (q^{s+1} - q^s) \).

4.3. Continuous least action principle and Hamiltonian system. The continuous limit of the discrete least action principle (4.5) is

\[
\begin{align*}
\text{Minimize} & \quad \nu A_r[q] + \ell(q(1), Y) \\
\text{over} & \quad q \in C^1([0,1], \mathcal{X}^N) \text{ subject to } q(0) = X, \quad (4.8)
\end{align*}
\]

where \( A_r \) is the continuous action defined by

\[ A_r[q] := \int_0^1 \frac{1}{2} q^T \Gamma_r (q, q)^{-1} \dot{q} \, dt, \]

whose regularized Lagrangian \( L_r(q, \dot{q}) = \frac{1}{2} q^T \Gamma_r (q, q)^{-1} \dot{q} \) is identical to (3.10) with \( \Gamma(q, q) \) replaced by \( \Gamma_r(q, q) \). We will now show that all the results of Sec. 3 remain true under regularization and the relaxed conditions 4.1 with \( \Gamma(q, q) \) replaced by \( \Gamma_r(q, q) \).

Theorem 4.3. For \( q \in C^1([0,1], \mathcal{X}^N) \) introduce the momentum

\[ p = \Gamma_r(q, q)^{-1} \dot{q}, \]

if and only if (4.8) is a minimizer of (4.8) and

\[
\begin{align*}
\dot{q} & = \Gamma_r(q, q)p \\
\dot{p} & = -\partial_q (\frac{1}{2} p^T \Gamma_r(q, q)p), \quad (4.11)
\end{align*}
\]

defined by the regularized Hamiltonian \( \mathcal{H}_r(q, p) = \frac{1}{2} p^T \Gamma_r(q, q)p \), and \( p(0) \) is a minimizer of

\[ \mathcal{H}_r(p(0), X, Y) := \nu \frac{1}{2} p^T(0) \Gamma_r(X, X)p(0) + \ell(q(1), Y). \]

Furthermore, (4.11) admits a unique solution in \( C^2([0,1], \mathcal{X}^N) \times C^1([0,1], \mathcal{X}^N) \), the energy \( \mathcal{H}_r(q, p) = \frac{1}{2} p^T \Gamma_r(q, q)p \) is an invariant of the dynamic, and \( p(1) \) satisfies (3.18).

Proof. The proof is identical to those presented in Sec. 3. Since \( \nu p^T p \leq p^T \Gamma_r(q, q)p \) (4.12) and energy preservation imply that \( p(t) \) is confined to a compact set.

4.4. Regularized idea registration. In the limit \( L \to \infty \), \( (I + v_k) \circ \cdots \circ (I + v_1) \) (obtained from (4.2)) approximates (at time \( t_k := \frac{k}{L} \)) the flow map \( \phi^v \) (defined as the solution of (1.7)) where \( v \) is a minimizer of

\[
\begin{align*}
\text{Minimize} & \quad \nu \int_0^1 (\| v \|_2^2 + \frac{1}{2} \| q - v(q, t) \|_{\mathcal{X}^N}^2) \, dt + \ell(q(1), Y) \\
\text{over} & \quad v \in C([0,1], \mathcal{Y}), \quad q \in C^1([0,1], \mathcal{X}^N), \quad q(0) = X. \quad (4.13)
\end{align*}
\]

The proof of the following theorem is identical to that of Thm. 3.8.
Theorem 4.4. $v$ is a minimizer of (4.13) if and only if

$$v(x,t) = \Gamma(x,q_t)\Gamma_r(q_t,q_t)^{-1}q_t$$  \hspace{1cm} (4.14)

where $q$ is a minimizer of the least action principle (4.8). Furthermore the value of (4.13) after minimization over $v$ is (4.8) and representer PDE (3.20) can be written as in (1.12) where $(q,p)$ is the solution of the Hamiltonian system (4.11) with initial condition $q(0) = X$ and $p(0)$ identified as a minimizer of (4.12).

4.5. Existence/identification of minimizers and energy preservation. As in Subsec. 3.8, minimizers of (4.13) may not be unique. The proof of the following theorem is identical to that of Thm. 3.9.

Theorem 4.5. The minimum values of (4.8), (4.12) and (4.13) are identical. (4.8), (4.12) and (4.13) have minimizers. $q$ is a minimizer of (4.8) if and only if $(q,p)$ $(p = \Gamma_r(q,q)^{-1}\dot{q})$ follows the Hamiltonian dynamic (4.11) (with $q(0) = X$) and $p(0) = \Gamma_r(q(0),q(0))^{-1}\dot{q}(0)$ is a minimizer of $\mathfrak{W}_r(p(0),X,Y) =$ (4.12). $v$ is a minimizer of (4.13) if and only if

$$v(x,t) = \Gamma(x,q)p$$  \hspace{1cm} (4.15)

with $(q,p)$ following the Hamiltonian dynamic (4.11) (with $q(0) = X$) and $p(0)$ being a minimizer of $\mathfrak{W}_r(p(0),X,Y) =$ (4.12). Theorem 4.6. Furthermore, at those minima, the energies $\frac{1}{2}p\Gamma_r(q,q)p = \frac{1}{2}\dot{q}^T\Gamma_r(q,q)^{-1}\dot{q} = \frac{1}{2}\|v\|_Y^2 + \frac{1}{2}\|q - v(q,t)\|_X^2 = \frac{1}{2}\|v\|_Y^2$ (writing $\cdot \cdot \cdot_{|Y}$ for the RKHS norm defined by the kernel $\Gamma(x,x') + \delta(x-x')I$ are constant over $t \in [0,1]$ and equal to $\frac{v}{2}p^T(0)\Gamma_r(X,X)p(0)$.

As in Sec. 3 the trajectory $q^1,\ldots,q^{L+1}$ of a minimizer of (4.5) follows

$$\begin{align*}
q^{x+1} &= q^x + \Delta t \Gamma_r(q^x,q^x)p^x \\
p^{x+1} &= p^x - \frac{\Delta t}{2} \partial_{q^{x+1}} \left( \langle p^{x+1} \rangle^T \Gamma_r(q^{x+1},q^{x+1})p^{x+1} \right),
\end{align*}$$

where $p^x$ is the momentum

$$p^x = \Gamma_r(q^x,q^x)^{-1}q^{x+1} - q^x.$$  \hspace{1cm} (4.17)

Write

$$\mathfrak{W}_r^1(p^1,X,Y) := \begin{cases} 
\frac{v}{2} \sum_{x=1}^{L} \langle p^x \rangle^T \Gamma_r(q^x,q^x)p^x \Delta t + \ell(q^{L+1},Y) \\
p^x = (4.17) \text{ and } (q^x,p^x) \text{ follow } (4.16) \text{ with } q^1 = X.
\end{cases}$$  \hspace{1cm} (4.18)

The proof of the following theorem is identical to that of Thm. 3.10.

Theorem 4.6. The minimum values of (4.2), (4.5) and $\mathfrak{W}_r^1(p^1,X,Y)$ (in $p^1$) are identical. (4.2), (4.5) and (4.18) have minimizers. $q^1,\ldots,q^{L+1}$ is a minimizer of (4.5) if and only if $(q^x,p^x)$ (with $p^x = (4.17)$) follows the discrete Hamiltonian map (4.16), $q^1 = X$ and $p^1$ is a minimizer of $\mathfrak{W}_r^1(p^1,X,Y) =$ (4.18). $v_1,\ldots,v_L$ is a minimizer of (4.2) if and only if

$$v_s = \Gamma(x,q_s)p^s = (4.4),$$  \hspace{1cm} (4.19)
where \((q^\ast, p^\ast)\) follows the discrete Hamiltonian map \((4.16)\) with \(q^1 = X\) and \(p^1\) is a minimizer of \(\mathfrak{H}^r_L(p^1, X, Y)\) =\((4.18)\). Therefore the minimizers of \((4.2)\) and \((4.5)\) can be parameterized by their initial momentum identified as a minimizer of \(\mathfrak{H}^r_L(p^1, X, Y)\) =\((4.18)\).

At those minima, the energies \(\frac{1}{2}(p^\ast)^T \Gamma_r(q^\ast, q^\ast)p^\ast\) and \(\frac{1}{2}\|v_{ks}\|^2_{V_s} = \frac{1}{2}\|v_\ast\|^2_{V_\ast} + \frac{1}{r}\|q^\ast + 1 - (I + v_\ast)(q^\ast)\|^2_{\mathcal{A}_N}\) are equal and fluctuate by at most \(O(1/L)\) over \(s \in \{1, \ldots, L\}\).

4.6. Continuity of minimal values. The following theorem does not have an equivalent in Sec. 3 since it does not hold true without regularization.

**Theorem 4.7.** The minimal values of \((4.8), (4.12), (4.13), (4.2), (4.5)\) and \((4.18)\) are continuous in \((X, Y)\).

**Proof.** By Thm. 4.5 it is then sufficient (for the discrete setting) to prove the continuity of the minimum value of \((4.12)\) with respect to \((X, Y)\). By [3, Thm. 1.4.1] if \((q, p)\) follows the Hamiltonian dynamic \((4.11)\) then, under Cond. 4.1, \(q(1)\) is continuous with respect to \(p(0)\). The continuity of \(\ell\) then implies that of \((4.12)\) with respect to \(p(0)\) (with \(q(1)\) being a function of \(p(0)\)). Under Cond. 4.1 \(p(0)\) can be restricted to a compact set in the minimization of \((4.12)\). [85, Lem. 5.3,5.4] then implies the continuity of the minimum value of \((4.12)\) with respect to \((X, Y)\). By Thm. 4.6 the continuity of the minimum value of \((4.1)\) follows from that of \(\mathfrak{H}^r_L(p^1, X, Y)\) =\((4.18)\) which is continuous in all variables. Under Cond. 4.1, \(p^1\) can be restricted to a compact set in the minimization of \((4.18)\). We conclude by using [85, Lem. 5.3,5.4].

4.7. Convergence of minimal values and minimizers. Write \(\mathfrak{H}^r_L(X, Y)\) for the set of minimizers \(p^1\) of \(\mathfrak{H}^r_L(p^1, X, Y)\) =\((4.18)\). Write \(\mathfrak{H}^r(X, Y)\) for the set of minimizers \(p(0)\) of \(\mathfrak{H}^r(p(0), X, Y)\) =\((4.12)\). The proof of the following theorem is identical to that of Thm. 3.11.

**Theorem 4.8.** The minimal value of \((4.2), (4.5)\) and \((4.18)\) converge, as \(L \to \infty\), towards the minimal value of \((4.8), (4.12), (4.13)\). As \(L \to \infty\), the set of adherence values of \(\mathfrak{H}^r_L(X, Y)\) is \(\mathfrak{H}^r(X, Y)\). Let \(v^L_\ast, q^L_\ast\) and \(p^L_\ast\) be sequences of minimizers of \((4.2), (4.5)\) and \((4.18)\) indexed by the same sequence \(p^L_\ast\) of initial momentum in \(\mathfrak{H}^r_L(X, Y)\) (as described in Thm. 4.6). Then, the adherence points of the sequence \(p^L_\ast\) are in \(\mathfrak{H}^r(X, Y)\) and if \(p(0)\) is such a point \((p^1_\ast)\) converges to \(p(0)\) along a subsequence \(L_k\) then, along that subsequence: (1) The trajectory formed by interpolating the states \(q^L_k\) in \(\mathcal{X}_N\) converges to the trajectory formed by a minimizer of \((4.8)\) with initial momentum \(p(0)\). (2) For \(t \in [0, 1]\), \((I + v^L_{\mathfrak{H}(L_k)}) \circ \cdots \circ (I + v^L_{\mathfrak{H}(L_k)})(x)\) converges to \(\phi^\ast(x, t)\) =\((1.7)\) where \(\phi^\ast\) is a minimizer of \((4.13)\) with initial momentum \(p(0)\). Conversely if \(p(0)\) is not in \(\mathfrak{H}^r(X, Y)\) then it is the limit of sequence \(p^L_\ast\) in \(\mathfrak{H}^r_L(X, Y)\) and the minimizers of \((4.2), (4.5)\) and \((4.18)\) with initial momentum \(p^L_\ast\) converge (in the sense given above) to the minimizers of \((4.8), (4.12), (4.13)\) with initial momentum \(p(0)\) (as described in Thm. 4.5).

Note that the continuous limit \(L \to \infty\) solution to Problem 1 is to approximate \(f^\dagger\) with \(f^\dagger = f \circ \phi^\ast(\cdot, 1)\) where \(f\) and \(v\) are minimizers of

\[
\begin{align*}
\text{Minimize} & \quad \frac{\lambda}{2} \int_{\mathcal{C}} (\|v\|_V^2 + \frac{1}{2} \|q - v(q, t)\|_{\mathcal{A}_N}^2) \, dt \\
& \quad + \lambda (\|f\|_V^2 + \frac{1}{p} \|f(q(1)) - Y^r\|_{\mathcal{A}_N}^2) + \ell_Y(Y, Y) \\
\text{over} & \quad v \in C([0, 1], V), \ q \in C^1([0, 1], \mathcal{X}_N), \ q(0) = X, \ f \in \mathcal{H}, \ Y^r \in \mathcal{Y}_N.
\end{align*}
\]
5. Idea formation

We will now compose ridge regression, mechanical regression, and idea registration blocks across layers of abstraction between \( X \) and \( Y \). The resulting input/output functions generalize ANNs and deep kernel learning [93].

5.1. Block diagram representation. For ease of presentation and conceptual simplicity, we will first summarize Sec. 4 in block diagram representation.

5.1.1. Mechanical registration. Given \( p_0 \in X^N, X \in X^N, x \in \mathcal{X} \), let \((q^s,p^s)\) be the solution of \((4.16)\) with initial value \((q^1,p^1) = (X,p_0)\), let \( v_s = \Gamma(\cdot, q^s) p^s \) \((4.19)\) and set \( x' = (I + v_L) \circ \cdots \circ (I + v_1)(x) \), \( X' = q^{L+1} \) and \( \mathfrak{V} = \frac{1}{2} \sum_{s=1}^L (p^s)^2 \Gamma_r(q^s, p^s) \delta t \) with \( \Delta t = 1/L \). We represent the corresponding multivariate function with the diagram

\[
\begin{array}{c}
X \xrightarrow{p_0} \Gamma \bigg/ \bigg| \bigg/ \bigg| L \rightarrow X'.
\end{array}
\]  

A deformation \( \phi_L = (I + v_L) \circ \cdots \circ (I + v_1) \) obtained by minimizing \((4.2)\) must be (Thm. 4.6) of the form \((5.1)\) and \( \mathfrak{V} \) is the value of \( \frac{1}{2} L \sum_{s=1}^L (\|v_s\|_V^2 + \frac{1}{r} \|q^s - (I + v_s)(q^s)\|_X^2) \). Furthermore (by the proof of Thm. 4.7) \((5.1)\) is uniformly continuous in \( x, X, p_0 \) if \( p_0 \) is restricted to a compact set and \( \mathfrak{V} \) diverges uniformly towards \( \infty \) as \( p_0 \to \infty \).

5.1.2. Idea registration. Given \( p_0 \in X^N, X \in X^N, x \in \mathcal{X} \), let \((q(t), p(t))\) be the solution of \((4.11)\) with initial value \((q(0), p(0)) = (x, p_0)\), let \( v(\cdot, t) = \Gamma(\cdot, q)p \) \((4.15)\) and set \( x' = \phi^r(x, 1) \) (where \( \phi^r \) is defined as the solution of \((1.7)\)), \( X' = q(1) \) and \( \mathfrak{V} = \frac{1}{2} p^T(0) \Gamma_r(X, X)p(0) \). We represent the corresponding multivariate function with the following diagram

\[
\begin{array}{c}
X \xrightarrow{p_0} \Gamma \bigg/ \bigg| \bigg/ \bigg| \bigg/ \infty \rightarrow x'.
\end{array}
\]  

A deformation \( \phi^r \) obtained by minimizing \((4.13)\) must be (Thm. 4.5) of the form \((5.2)\) and \( \mathfrak{V} \) is the value of \( \frac{1}{2} \int_0^1 \left( \|v\|_V^2 + \frac{1}{r} \|q - v(q,t)\|_X^2 \right) dt \). Furthermore, if \( p_0 \) is restricted to a compact set then \((5.2)\) is uniformly continuous in \( x, X, p_0 \) and \((5.1)\) converges\(^{21}\) uniformly towards \((5.2)\).

5.1.3. Ridge regression. Given \( Z \in X^N, X \in X^N \) and \( x \in \mathcal{X} \), set \( Y' = K(X, X)Z \), \( y = K(x, X)Z \) and \( \mathfrak{W} = Z^T K_p(X, X) Z \). We represent the corresponding multivariate function with the following diagram

\[
\begin{array}{c}
X \xrightarrow{Z} \bigg/ \bigg/ K \bigg/ \bigg/ p \rightarrow y.
\end{array}
\]  

A function \( f \) minimizing \((4.3)\) must be of the form \((5.3)\) and \( \mathfrak{W} \) is the value of \( \|f\|_{\mathcal{H}}^2 + \frac{1}{r} \|f(X) - Y'\|_{\mathcal{Y}^N}^2 \).

\(^{21}\)Given same inputs, all the outputs of \((5.1)\) converge to the outputs of \((5.2)\).
5.1.4. Composing blocks. Using $Y \rightarrow \ell_Y$ for the block diagram representation of the loss $\ell_Y(Y, Y)$, mechanical regression can be represented with the diagram

$$
X \xrightarrow{p_0} \Gamma \xrightarrow{r} L \xrightarrow{K \rho} Y \xrightarrow{\ell_Y} \ell_Y' ,
$$

and idea registration can be represented with the diagram

$$
X \xrightarrow{p_0} \Gamma \xrightarrow{r} \infty \xrightarrow{K \rho} Y \xrightarrow{\ell_Y} \ell_Y' .
$$

For both diagrams $p_0$ and $Z$ are identified as minimizers of the Total Loss $\nu \mathfrak{M} + \lambda \mathfrak{M} + \ell_Y$ and are contained in a set that is closed and uniformly bounded (in $X$). As $L \rightarrow \infty$, (5.4) converges uniformly to (5.5), the adherence values of the minimizers of (5.4) are the minimizers of (5.5), the total loss of (5.4) converges to that of (5.5).

5.2. Idea formation. Let $\mathcal{X}_0, \ldots, \mathcal{X}_{D+1}$ be finite-dimensional Hilbert spaces, with $\mathcal{X}_0 = \mathcal{X}$ and $\mathcal{X}_{D+1} = \mathcal{Y}$. Let $\ell_Y$ be a loss function on $\mathcal{Y}$ as in Subsec. 2.3.2. Let $\nu_1, \ldots, \nu_D$ and $\lambda_0, \ldots, \lambda_D$ be strictly positive parameters. Let $\mathcal{V}_m$ and $\mathcal{H}_m$ be RKHS defined by operator-valued kernels $\Gamma^m : \mathcal{X}^m \times \mathcal{X}^m \rightarrow \mathcal{L}(\mathcal{X}^m)$ and $K^m : \mathcal{X}^m \times \mathcal{X}^m \rightarrow \mathcal{L}(\mathcal{X}^{m+1})$ satisfying the regularity conditions 4.1. Let $L_1, \ldots, L_D$ be strictly positive integers. The discrete hierarchical mechanical regression solution to Problem 1 is to approximate $f^+$ with $F_{D+1}$ defined by inductive composition

$$
F_{m+1} = f_m \circ \phi^m(F_m) \text{ with } \phi^m = (I + v^mL_m) \circ \cdots \circ (I + v^1L_1) \text{ and } F_1 = f_0 ,
$$

where the $v_{m,j}$ are minimizers of

$$
\begin{align*}
\min_{v_{m,j} \in \mathcal{V}_m, f_m \in \mathcal{H}_m, q^{m,j} \in \mathcal{X}_m} & \quad \lambda_0 \left( \|f_0\|_{\mathcal{H}_0}^2 + \frac{1}{p} \|f_0(X) - q^{1,1}\|_{\mathcal{X}_N}^2 \right) \\
& + \sum_{m=1}^D \left( \nu_m L_m \sum_{j=1}^{L_m} \|v_{m,j}\|_{\mathcal{V}_m}^2 + \frac{1}{r} \|q^{m,j+1} - (I + v_{m,j})q^{m,j}\|_{\mathcal{X}_N}^2 \right) \\
& + \lambda_m \left( \|f_m\|_{\mathcal{H}_m}^2 + \frac{1}{q} \|f_m(q^{m,L_m+1}) - q^{m+1,1}\|_{\mathcal{X}_{N+1}}^2 \right) \\
& + \ell_Y(q^{D+1,1}, Y) \tag{5.7}
\end{align*}
$$

In the continuous limit $\min_{m} L_m \rightarrow \infty$, the hierarchical mechanical regression solution to Problem 1 is to approximate $f^+$ with $F_{D+1}$ defined by inductive composition

$$
F_{m+1} = f_m \circ \phi^m(F_m, 1) \text{ with } F_1 = f_0 ,
$$

where the $v_m$ are minimizers of

$$
\begin{align*}
\min_{v_m \in C([0,1], \mathcal{V}_m), f_m \in \mathcal{H}_m, q^m \in C([0,1], \mathcal{X}_m)} & \quad \lambda_0 \left( \|f_0\|_{\mathcal{H}_0}^2 + \frac{1}{p} \|f_0(X) - q^1(0)\|_{\mathcal{X}_N}^2 \right) \\
& + \sum_{m=1}^D \left( \nu_m \int_0^1 \left( \|v_m(\cdot, t)\|_{\mathcal{V}_m}^2 + \frac{1}{r} \|q^m - v_m(q^m, t)\|_{\mathcal{X}_N}^2 \right) \, dt \right) \\
& + \lambda_m \left( \|f_m\|_{\mathcal{H}_m}^2 + \frac{1}{q} \|f_m(q^m(1)) - q^{m+1}(0)\|_{\mathcal{X}_{N+1}}^2 \right) \\
& + \ell_Y(q^{D+1}(0), Y) \tag{5.8}
\end{align*}
$$
Theorem 5.1. The map \( y = F_{D+1}(x) \) obtained from (5.6) is equal to the output \( y \) produced by the block diagram

\[
\begin{array}{cccc}
X \xrightarrow{K_0} Z_0 & \xrightarrow{r} \Gamma^1 \xrightarrow{L_1} K^1 & \ldots & \xrightarrow{\Gamma^D} y \\
\mathbb{X}_0 & \mathbb{Z}_0 & \mathbb{Y}_1 & \mathbb{Y}_D
\end{array}
\]

(5.10)

where the initial momenta \( p_0^m \) and \( Z^m \) are identified as minimizers of the total loss

\[
\text{Total loss} = \lambda_0 \mathcal{W}_0 + \sum_{m=1}^{D} (\nu_m \mathcal{U}_m + \lambda_m \mathcal{W}_m) + \ell_Y.
\]

(5.11)

All the minimizers \( p_0^m \) and \( Z^m \) of (5.10) are contained in a compact set. The map \( y = F_{D+1}(x) \) obtained from (5.8) is equal to the output \( y \) produced by the block diagram

\[
\begin{array}{cccc}
X \xrightarrow{K_0} Z_0 & \xrightarrow{r} \Gamma^1 \xrightarrow{L_1} K^1 & \ldots & \xrightarrow{\Gamma^D} y \\
\mathbb{X}_0 & \mathbb{Z}_0 & \mathbb{Y}_1 & \mathbb{Y}_D
\end{array}
\]

(5.12)

where the initial momenta \( p_0^m \) and \( Z^m \) are identified as minimizers of (5.11). All the minimizers \( p_0^m \) and \( Z^m \) of (5.12) are contained in a compact set. The multivariate input/output maps (5.10) and (5.12) are uniformly continuous (for \( p_0^m \) and \( Z^m \) in compact sets). As \( \min_m \mathcal{L}_m \to \infty \), (1) the multivariate input/output map (5.10) converges uniformly (for \( p_0^m \) and \( Z^m \) in compact sets) to the multivariate input/output map (5.12) (2) The minimal value of total loss of (5.10) converges to the minimal value of total loss of (5.12) (3) The adherence values of the momenta \( (p_0^m, Z^m) \) minimizing (5.10) is the set of momenta minimizing (5.12) (4) The adherence values of \( F_{D+1} \) obtained from (5.10) is the set of \( F_{D+1} \) obtained from (5.12).

Proof. The proof is a direct consequence of the results of Sec. 4 summarized in Subsec. 5.1. Note that for \( r, \rho > 0 \), (5.11) diverges towards infinity as \( \max_m (p_0^m)^T p_0^m + \max_m (Z^m)^T Z^m \to \infty \). Therefore the search for minimizers can be restricted to a compact set. \( \square \)

5.3. Further reduction. Minimizing over \( f_m \) and \( v_m \), (5.9) reduces (as in Sec. 4) to

\[
\begin{aligned}
\min_{X, Y} & \lambda_0(q^1(0))^T K_0^m(X, X)^{-1} q^1(0) + \sum_{m=1}^{D} \
& \nu_m \int_{0}^{1} \ell_Y(q^m, q^{m+1})^{-1} q^m(q^m, q^{m+1}(0)) + \ell_Y(q^{D+1}(0), Y) \\text{over } & q^m \in C([0, 1], X^N_m).
\end{aligned}
\]

(5.13)

Introduce the momentum variables \( p^m = \Gamma_r(q^m, q^m)^{-1} q^m \). Taking the Fréchet derivative of (5.13) with respect to \( q^m \), implies that (for \( 1 \leq m \leq D \)) \((q^m, p^m)\) satisfies the Hamiltonian dynamic (4.11) (with \( \Gamma_r \) replaced by \( \Gamma_m \)) and the boundary equations

\[
\begin{cases}
2 \lambda_m^{-1} K_{p}^{-1}(q^m(1), q^{m-1}(1))^{-1} q^m(0) - \nu_m p^m(0) = 0 \\
\nu_m p^m(0) + \lambda_m \delta_{q^m(1)} (q^{m+1}(0))^T K_m(q^m(1), q^{m+1}(0)) = 0
\end{cases}
\]

(5.14)

We deduce (Prop. 5.2) that, in the search for minimizers of (5.12), the initial momenta \( p_0^m = p^m(0) \) can be expressed as explicit functions of the \( Z^{m-1} \) and the \( Z_m \) can be
expressed as implicit functions of the $Z^{m-1}$. Therefore, the search for minimizers of (5.12) could, in theory, be reduced to a shooting method (the selection of the initial momentum $Z^0$).

**Proposition 5.2.** In the setting of Thm. 5.1 the minimizers of (5.12) satisfy $q^1(0) = K^0(X, X)Z^0$ and (for $m \in \{1, \ldots, D\}$)

$$q^m(0) = K^{m-1}(q^{m-1}(1), q^{m-1}(1))Z^{m-1}, \quad (5.15)$$

$$p^m(0) = 2\frac{\lambda_{m-1}}{\nu_m}K^{m-1}(q^{m-1}(1), q^{m-1}(1))^{-1}K^{m-1}(q^{m-1}(1), q^{m-1}(1))Z^{m-1}, \quad (5.16)$$

$$\partial_x((Z^m)^T K^m(q^m(1), q^m(1)) K^m(x, x)^{-1} K^m(q^m(1), q^m(1)) Z^m)|_{x=q^m(1)} = -\frac{\nu_m}{\lambda_m} p^m(1). \quad (5.17)$$

**Proof.** (5.15) follows from (5.3). Combining (5.14) with (5.15) implies (5.16) and (5.17).

Let us now consider the discrete setting. Minimizing over $v_{m,j}$ and $f_m$ (5.18) reduces to

$$\text{Min} \quad \lambda_0(q^{m+1,1})^T K^m_0(X, X)^{-1} q^{m+1,1} + \sum_{m=1}^D \left(\frac{\nu_m}{2} \sum_{j=1}^{L_m} (q^{m,j+1} - q^{m,j})^T \Gamma^m_0(q^{m,j}, q^{m,j})^{-1} (q^{m,j+1} - q^{m,j}) + \ell_Y(q^{D+1,1}, Y) \right)$$

over $q^{m,j} \in \mathcal{X}_m^N$. \hspace{1cm} (5.18)

Introduce the discrete momenta $p^{m,j} = L_m \Gamma_r^m(q^{m,j}, q^{m,j})^{-1} (q^{m,j+1} - q^{m,j})$. Taking the Fréchet derivative of (5.18) with respect to $q^{m,j}$ implies that $(q^{m,j}, p^{m,j})$ satisfies the discrete Hamiltonian dynamic (4.16) (with $\Gamma_r$ replaced by $\Gamma_r^m$ and $\Delta t = 1/L_m$) and the boundary equations presented in the following proposition (that is the analogue of Prop. 5.2).

**Proposition 5.3.** In the setting of Thm. 5.1 the minimizers of (5.10) satisfy $q^{1,1} = K^0(X, X)Z^0$ and (for $m \in \{1, \ldots, D\}$)

$$q^{m,1} = K^{m-1}(q^{m-1,L_{m-1}+1}, q^{m-1,L_{m-1}+1})Z^{m-1}, \quad (5.19)$$

$$p^{m,1} - \frac{1}{2L_m} \partial_q^{(m+1)} \Gamma(q^{m,1}, q^{m,1})p^{m,1} = 2\frac{\lambda_{m-1}}{\nu_m}K^{m-1}(q^{m-1,L_{m-1}+1}, q^{m-1,L_{m-1}+1})^{-1}q^{m,1} \quad (5.20)$$

$$\nu_m p^{m,L_m} + \lambda_m \partial_{q^{m,L_m+1}} ((q^{m+1,1})^T K^m(q^{m,L_m+1}, q^{m,L_m+1})^{-1} q^{m+1,1}) = 0 \quad (5.21)$$

### 6. With feature maps and activation functions

Image registration is based on two main strategies [32, 1]: (1) discretize $v : \mathcal{X} \times [0,1] \rightarrow \mathcal{X}$ on a space/time mesh and minimize (3.19); or (2) simulate the Hamiltonian system (3.13). Although these strategies work well in computational anatomy where the dimension of $\mathcal{X}$ is 2 or 3, and the number of landmark points small, they are not suitable for industrial scale machine learning where the dimension of $\mathcal{X}$ and the number of data points are large.

#### 6.1. With feature maps

Feature space representations of kernels can overcome these limitations and lead to numerical schemes that include and generalize those currently used in deep learning.
6.1.1. Mechanical regression. Let $\mathcal{F}$ and $\psi : \mathcal{X} \to \mathcal{L}(\mathcal{X}, \mathcal{F})$ be the feature space and map associated with the kernel $\Gamma$ of the RKHS $\mathcal{V}$ in (3.4) and (3.19). We will now work under Cond. 4.1. The following theorems reformulate the least action principles and Hamiltonian dynamics of Sec. 4 in the feature map setting of Subsec. 2.2.

**Theorem 6.1.** $\alpha_1, \ldots, \alpha_L, q^1, \ldots, q^{L+1}$ minimize

$$\begin{align*}
\min_{\alpha_1, \ldots, \alpha_L, q^1, \ldots, q^{L+1}} & \quad \frac{1}{2} L \sum_{s=1}^{L} \left( \|\alpha_s\|_F^2 + \frac{1}{2} \|q^{s+1} - q^s - \psi^T(q^s)\alpha_s\|_{\mathcal{X}^N}^2 \right) + \ell(q^{L+1}, \mathbf{Y}) \\
\text{over} & \quad \mathcal{F}, q^2, \ldots, q^{L+1} \in \mathcal{X}^N, q^1 = \mathcal{X},
\end{align*}$$

(6.1)

if and only if the $v_s = \psi^T\alpha_s$, $q^s$ minimize (4.2). Furthermore $\|\alpha_s\|_F^2 + \frac{1}{2} \|q^{s+1} - q^s - \psi^T(q^s)\alpha_s\|_{\mathcal{X}^N}^2$ fluctuates by at most $O(1/L)$ over $s$.

**Proof.** The proof is a simple consequence of Thm. 2.5 and Thm. 4.6.

**Theorem 6.2.** $\alpha \in C([0,1], \mathcal{F})$ and $q \in C^1([0,1], \mathcal{X}^N)$ minimize

$$\begin{align*}
\min_{\alpha \in C([0,1], \mathcal{F}), q \in C^1([0,1], \mathcal{X}^N), q(0) = \mathcal{X}} & \quad \int_0^1 \left( \|\alpha(t)\|_F^2 + \frac{1}{2} \|q(t) - \psi^T(q(t))\alpha(t)\|_{\mathcal{X}^N}^2 \right) dt + \ell(q(1), \phi^s(X, 1)) \\
\text{over} & \quad \mathcal{F}, q \in C^1([0,1], \mathcal{X}^N), q(0) = \mathcal{X},
\end{align*}$$

(6.2)

if and only if $v(\cdot, t) = \psi^T(\cdot)\alpha(t)$ and $q(t)$ minimize (4.13). Furthermore, at the minimum, $\|\alpha(t)\|_F^2 + \frac{1}{2} \|q(t) - \psi^T(q(t))\alpha(t)\|_{\mathcal{X}^N}^2$ is constant over $t \in [0,1]$.

**Proof.** The proof is a simple consequence of Thm. 2.5 and Thm. 4.5.

Let $\mathcal{F}_2$ and $\psi_2 : \mathcal{X} \to \mathcal{L}(\mathcal{Y}, \mathcal{F}_2)$ be the feature map and space associated with the RKHS $\mathcal{H}$ in the loss (4.3). The following is a direct corollary of Thm. 6.2.

**Corollary 6.3.** The maps $v = \psi^T\alpha$ and $f = \psi^T_2\alpha_2$ obtained from minimizing

$$\begin{align*}
\min_{\alpha \in C([0,1], \mathcal{F}), \alpha_2 \in \mathcal{F}_2, q \in C^1([0,1], \mathcal{X}^N), q(0) = \mathcal{X}, \mathcal{Y} \in \mathcal{Y}^N} & \quad \int_0^1 \left( \|\alpha(t)\|_F^2 + \frac{1}{2} \|q(t) - \psi^T(q(t))\alpha(t)\|_{\mathcal{X}^N}^2 \right) dt \\
& \quad + \lambda \left( \|\alpha_2\|_F^2 + \frac{1}{2} \|\psi^T_2(q(1))\alpha_2 - Y'\|_{\mathcal{Y}^2}^2 \right) + \ell_2(Y', \mathbf{Y}) \\
\text{over} & \quad \mathcal{F}, \mathcal{F}_2, q \in C^1([0,1], \mathcal{X}^N), q(0) = \mathcal{X}, \mathcal{Y} \in \mathcal{Y}^N.
\end{align*}$$

(6.3)

are identical to those obtained by minimizing (4.20).

6.2. With feature maps of scalar operator-valued kernels. We will now describe mechanical regression with the feature maps of scalar operator-valued kernels.

6.2.1. Feature maps of scalar operator-valued kernels. We will first describe feature the spaces and maps of scalar operator-valued kernels in the setting of Sec 2. Let $K(x,x') = k(x,x')\mathcal{Y}$ be as in Definition 2.2 and write $\mathfrak{g}$ and $\varphi$ for the feature space and map associated with the scalar-valued kernel $k$. Write $\mathcal{L}(\mathfrak{g}, \mathcal{Y})$ for the space of bounded linear operators from $\mathfrak{g}$ to $\mathcal{Y}$. For $\beta \in \mathfrak{g}$ and $y \in \mathcal{Y}$ write $y\beta^T \in \mathcal{L}(\mathfrak{g}, \mathcal{Y})$ for the outer product between $y$ and $\beta$ defined as the linear function mapping $\beta' \in \mathfrak{g}$ to $y\langle \beta, \beta' \rangle_{\mathfrak{g}} \in \mathcal{Y}$.

**Theorem 6.4.** The feature space of the operator-valued kernel $K$ is $\mathcal{F} := \mathcal{L}(\mathfrak{g}, \mathcal{Y})$ and its feature map is defined by

$$\psi(x)y = y\varphi^T(x) \text{ for } (x, y) \in \mathcal{X} \times \mathcal{Y}.$$  

(6.4)

Furthermore,

$$\psi^T(x)\alpha = \alpha \varphi(x) \text{ for } x \in \mathcal{X} \text{ and } \alpha \in \mathcal{L}(\mathfrak{g}, \mathcal{Y}),$$

(6.5)
and, writing $\mathcal{H}$ for the RKHS defined by $K$,
\[ \|\alpha\varphi(\cdot)\|^2_{\mathcal{H}} = \|\alpha\|^2_{L^2(\mathcal{X}, \mathcal{Y})} = \text{Tr}[\alpha^T \alpha]. \] (6.6)
where Tr is the trace operator.

**Proof.** Write $\psi$ and $\mathcal{F}$ for the feature map/space associated with $K$. The identity
\[ y^T K(x, x') y' = \langle \psi(x) y, \psi(x') y' \rangle_{\mathcal{F}} = \langle \varphi(x), \varphi(x') \rangle_{\mathcal{F}} \langle y, y' \rangle_{\mathcal{Y}}, \] (6.7)
implies (6.4) and the identification of $\mathcal{F}$ with $L^p_{\mathcal{F}}(\mathcal{X}, \mathcal{Y})$ endowed with inner product
\[ \langle \sum_{i,j} c_{i,j} y_i \delta_j^T, \sum_{i',j'} c_{i',j'} y_{i'} \delta_{j'}^T \rangle_{\mathcal{F}} = \sum_{i,i',j,j'} c_{i,j} c_{i',j'} \langle \delta_j, \delta_{j'} \rangle_{\mathcal{Y}} \langle y_i, y_{i'} \rangle_{\mathcal{Y}}. \] (6.8)
Thm. 2.5 implies the first identity in (6.6). (6.8) combined with the matrix representation of $\alpha$ in $L^p_{\mathcal{F}}(\mathcal{X}, \mathcal{Y})$ over bases of $\mathcal{Y}$ and $\mathcal{F}$ imply the last equality in (6.6). \[\square\]

### 6.2.2. Mechanical regression.
Now consider the setting of (6.3) in the situation where $\Gamma$ and $K$ (the kernels associated with $V$ and $H$ in the derivation of (6.3)) are scalar, i.e. $\Gamma(z, z') = k(z, z') I_X$ and $K(z, z') = k_2(z, z') I_Y$ and write $\mathcal{F}, \mathcal{F}_2, \varphi$ and $\varphi_2$ for the feature spaces and maps associated with $k$ and $k_2$. The following proposition follows from Subsec. 6.2.1.

**Proposition 6.5.** The maps $v(\cdot, t) = \alpha(t) \varphi(\cdot)$ and $f = \alpha_2 \varphi_2$ obtained by minimizing
\[ \begin{align*}
\text{Minimize} & \quad \nu \int_0^1 \left( \|\alpha(t)\|^2_{L^2(\mathcal{X}, \mathcal{X})} + \frac{1}{r} \|\dot{q}(t) - \alpha(t) \varphi(q(t))\|^2_{L^2(\mathcal{X})} \right) dt \\
& \quad + \lambda \left( \|\alpha_2\|^2_{L^2(\mathcal{Y})} + \frac{1}{r} \|\dot{q}_2(q(1)) - \alpha_2 \varphi_2(q(1))\|^2_{L^2(\mathcal{Y})} \right) + \epsilon_Y(Y', Y) \\
\text{over} & \quad \alpha \in C([0, 1], \mathcal{F}), \alpha_2 \in \mathcal{F}_2, q \in C^1([0, 1], X^N), q(0) = X, Y' \in \mathcal{Y}^N.
\end{align*} \] (6.9)
are identical to those obtained by minimizing (6.3).

**Figure 5.** Mechanical regression with feature maps and activation functions.
6.3. With activation functions. Let $\mathcal{F} = \mathcal{F}' \oplus \mathcal{F}''$ where $\mathcal{F}'$ and $\mathcal{F}''$ are $\langle \cdot, \cdot \rangle_{\mathcal{F}}$-orthogonal separable Hilbert sub-spaces of $\mathcal{F}$. Let $A \in \mathcal{L}(\mathcal{X}, \mathcal{F}')$ be a bounded linear operator from $\mathcal{X}$ to $\mathcal{F}'$ such that $A^T A = I$, $c \in \mathcal{F}''$ such that $c^T c = 1$, and

$$\varphi(x) = Aa(x) + c,$$  \hspace{1cm} (6.10)

where $a : \mathcal{X} \to \mathcal{X}$, is an arbitrary nonlinear activation function.

**Proposition 6.6.** The operator-valued kernel defined by (6.10) is $\Gamma(x, x') = (a(x))^T a(x') + 1)I$. In particular $\Gamma$ satisfies Cond. 4.1 if $x \to a(x)$ and its first and second order partial derivatives are continuous and uniformly bounded.

**Remark 6.7.** We call $a$ an elementwise nonlinearity if $a(x) = \sum_{i=1}^{d_x} e_i \tilde{a}(x_i)$ for $x = \sum_{i=1}^{d_x} x_i e_i \in \mathcal{X}$ where $e_1, \ldots, e_{d_x}$ is some basis of $\mathcal{X}$ and $\tilde{a}$ is a scalar-valued (nonlinear) function. To satisfy the regularity requirements of Prop. 6.6 we must then assume that $z \to \tilde{a}(z), \partial_z \tilde{a}(z), \partial^2_z \tilde{a}(z)$ are continuous and uniformly bounded. Observe that the sigmoid nonlinearity $\tilde{a}(z) = \tanh(z)$ satisfies these regularity conditions. Although ReLU ($\tilde{a}(z) = \max(z, 0)$) is not bounded and lacks the required regularity one could use a bounded and smoothed version such as the following variant of softplus $\tilde{a}(z) = \ln(1 + e^z)/(1 + e \ln(1 + e^z))$ which behaves like ReLU for $z \in (-\infty, 1/e)$ and $0 < e \ll 1$. For ease of presentation, we will also write $a$ for $\tilde{a}$ when $a$ is an elementwise nonlinearity.

Prop. 6.6 implies that, as long as $A$ and $c$ are unitary, their particular choice has no influence on the kernel $\Gamma$. We will therefore from now on, in the setting of activation functions, select $F = \mathcal{X} \oplus \mathbb{R}$ ($\mathcal{F}' = \mathcal{X}$ and $\mathcal{F}'' = \mathbb{R}$) and use the identity matrix/vector for $A$ and $c$. (6.10) can then be written

$$\varphi(x) = \varphi(x) \text{ with } \varphi(x) = (a(x), 1),$$  \hspace{1cm} (6.11)

and $a$ is, from now on, assumed to satisfy the regularity conditions of Prop. 6.6. Similarly we select $\mathcal{F}_2 = \mathcal{X} \oplus \mathbb{R}$ and

$$\varphi_2(x) = \varphi(x) \text{ with } \varphi(x) = (a(x), 1).$$  \hspace{1cm} (6.12)

Note that the operator-valued kernel $K : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(\mathcal{Y})$ defined by (6.12) is

$$K(x, x') = \varphi^T(x) \varphi(x') = (a^T(x) a(x') + 1)I_y.$$  \hspace{1cm} (6.13)

Note that for $\tilde{w} \in \mathcal{L}(\mathcal{X} \oplus \mathbb{R})$ we have $\tilde{w} \varphi(x) = W a(x) + b$ where the weight $W \in \mathcal{L}(\mathcal{X}, \mathcal{Y})$ is defined by $W z = \tilde{w}(z, 0)$ for $z \in \mathcal{X}$ and the bias $b \in \mathcal{Y}$ is defined by $b = \tilde{w}(0, 1)$. Therefore (6.12) allows us to incorporate weights and biases into a single variable $\tilde{w}$.

Write $\| \cdot \|_{\mathcal{L}(\mathcal{X}, \mathcal{Y})}$ for the Frobenius norm on $\mathcal{L}(\mathcal{X}, \mathcal{Y})$. The following theorem shows that mechanical regression with feature maps as (6.11) and (6.12) can be expressed as a ResNet with $L_2$ regularization on weights and biases. The following two theorems are straightforward, and Fig. 5 summarises the results of this section.

---

\footnote{dim($\mathcal{F}'$) \geq dim($\mathcal{X}$) suffices for the existence of $A$.}
**Theorem 6.8.** If $\varphi$ and $\varphi_2$ are as in (6.11) and (6.12) then $v(\cdot, t) = w(t)\varphi(\cdot)$, $f = \tilde{w}\varphi(\cdot)$ and $q, Y'$ are obtained by minimizing

$$
\begin{align*}
\min \quad & \frac{
}{2} \int_0^1 \left( \|w(t)\|_{L(\mathcal{X} \otimes \mathbb{R}, \mathcal{X})}^2 + \frac{1}{\tau} \|\dot{q}(t) - w(t)\varphi(q(t))\|^2_{\mathcal{X}^N} \right) dt + \\
& \frac{1}{p} \|\tilde{w}\varphi(q(1)) - Y'\|_{L(\mathcal{X}^N, \mathcal{X}^N)}^2 + \ell_Y(Y', Y)
\end{align*}
$$

(6.14)

over $w \in C([0, 1], L(\mathcal{X} \otimes \mathbb{R}, \mathcal{X})), \tilde{w} \in L(\mathcal{X} \otimes \mathbb{R}, \mathcal{Y}),$

$q \in C^1([0, 1], \mathcal{X}^N), q(0) = X, Y' \in \mathcal{Y}^N,$

are identical to those obtained by minimizing (6.9). Therefore (6.14) has minimizers and if $w, q$ are minimizers of (6.14) then the energy $\frac{1}{2}(\|w(t)\|_{L(\mathcal{X} \otimes \mathbb{R}, \mathcal{X})}^2 + \frac{1}{p} \|\dot{q}(t) - w(t)\varphi(q(t))\|^2_{\mathcal{X}^N})$ is constant over $t \in [0, 1].$

**Proof.** The proof is straightforward. Use Thm. 4.5 for the existence of minimizers are energy preservation. $\square$

**Theorem 6.9.** If $\varphi$ and $\varphi_2$ are as in (6.11) and (6.12) then $\varphi = (I \circ v_L) \circ \cdots \circ (I + v_1), v_s = w^s\varphi(\cdot)$, $f = \tilde{w}\varphi(\cdot)$ and $q^s, Y'$ obtained by minimizing

$$
\begin{align*}
\min \quad & \frac{\n}{2} \sum_{s=1}^{L} \left( \|w^s\|_{L(\mathcal{X} \otimes \mathbb{R}, \mathcal{X})}^2 + \frac{\n}{p} \|q^{s+1} - q^s - w^s\varphi(q^s)\|^2_{\mathcal{X}^N} \right) + \\
& \frac{1}{p} \|\tilde{w}\varphi(q^{L+1}) - Y'\|_{L(\mathcal{X}^N, \mathcal{X}^N)}^2 + \ell_Y(Y', Y)
\end{align*}
$$

(6.15)

over $w^s \in L(\mathcal{X} \otimes \mathbb{R}, \mathcal{X}), \tilde{w} \in L(\mathcal{X} \otimes \mathbb{R}, \mathcal{Y}), q^s \in \mathcal{X}^N, Y' \in \mathcal{Y}^N, q^1 = X,$

are identical to those obtained by minimizing (6.1) and, as $L \rightarrow \infty$, converge (in the sense of the adherence values as in Subsec. 4.7), towards those obtained by minimizing (3.19). Furthermore, (6.15) has minimizers and if the $w^s, q^s$ are minimizers of (6.15) then the energy $\frac{1}{2}(\|w^s\|_{L(\mathcal{X} \otimes \mathbb{R}, \mathcal{X})}^2 + \frac{1}{p} \|q^{s+1} - q^s - w^s\varphi(q^s)\|^2_{\mathcal{X}^N})$ fluctuates by at most $O(1/L)$ over $s \in \{1, \ldots, L\}.$

**Proof.** The proof of the is straightforward. Convergence follows from Thm. 4.8. Near energy preservation and existence follow from Thm. 4.6. $\square$

### 6.4. Numerical experiments.

In the following experiments we use the variational formulation (6.9) with, $r = \rho = 0, \ell_Y(Y', Y) = \|Y' - Y\|_{\mathcal{Y}^N}^2$ and use random features\textsuperscript{23} to construct $\varphi$ and $\varphi_2.$ We select $\varphi(x) = a(Wx + b)$ and $\varphi_2(x) = a(W^2x + b^2)$ with $a(\cdot) = \max(\cdot, 0), W \in \mathbb{R}^{\dim(\mathcal{X}) \times \dim(\mathcal{X})}, b \in \mathbb{R}^{\dim(\mathcal{X})}, W^2 \in \mathbb{R}^{\dim(\mathcal{X}^2) \times \dim(\mathcal{X})}, b^2 \in \mathbb{R}^{\dim(\mathcal{X}^2)}.$ All the entries of $W, W^2, b, b^2$ are independent and we select $W_{i,j}, W_{i,j}^2 \sim (1.5/\sqrt{\dim(\mathcal{X})})N(0, 1)$ and $b_i, b_i^2 \sim 0.1N(0, 1).$

#### 6.4.1. One dimensional regression.

The goal of this experiment is to approximate the function $f^\dagger(x) = \cos(20x)$ in the interval $[0, 1]$ from the observation of $N = 100$ data (training) points $(X_i, Y_i)$ where $X_i = 1/100, Y_i = \cos(20X_i) + \sigma Z_i$ and the $Z_i$ are i.i.d. random variables uniformly distributed in $[-0.5, 0.5].$ Here $\mathcal{X} = \mathcal{Y} = \mathbb{R}$ and we also use 100 points $(x_i, y_i)_{1 \leq i \leq 100}$ to compute testing errors (we take $x_i = i/100 - 1/200$ and $y_i = f^\dagger(x_i).$ We select $\mathfrak{F} = \mathbb{R}^{200}$ and $\mathfrak{F}_2 = \mathbb{R}^{800}.$ Fig. 6 compares classical ridge regression

\textsuperscript{23}Using random features improves computational complexity without incurring significant loss in accuracy, see [73, 58].
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Figure 6. Mechanical regression vs. ridge regression. (1,3,5,7) Training and testing data with \( \sigma_z = 1 \) for (1), \( \sigma_z = 0.2 \) for (3,5) and \( \sigma_z = 0 \) for (7). (2,4,6,8) testing errors vs. \( \lambda \) corresponding to the left column for ridge regression and mechanical regression. The y-axis of (2) is in linear scale. The y-axis of (4,6,8) is in log scale. (9,10,11) ridge and mechanical regressors corresponding to (1) for \( \lambda = 10^{-5}, 10^{-3}, 10^{-1} \). (12,13,14,15) \( \phi(\cdot, 1) - \phi(\cdot, 0) \) corresponding to mechanical regression and (1) for \( \lambda = 10^{-3}, 10^{-2}, 10^{-1}, 1 \).

\( (\nu = \infty) \) with mechanical regression with \( \nu = 0 \). Note that mechanical regression has significantly smaller testing errors than ridge regression over a broad range of values for \( \lambda \).

6.4.2. MNIST and Fashion MNIST. For this experiment we use the MNIST and Fashion MNIST datasets. We use \( N = 1000 \) points \((X_i, Y_i)\) for training and 10000 points for testing. \( f^1 \) maps a 28 \( \times \) 28 image \( X_i \in \mathbb{R}^{28 \times 28} \) to a one hot-vector \( Y_i \in \mathbb{R}^{10} \) (\( Y_{ij} = 1 \) if the class of \( X_i \) is \( j \) and \( Y_{ij} = 0 \) otherwise). We select \( \mathcal{F} = \mathbb{R}^{784} \) and \( \mathcal{F}_2 = \mathbb{R}^{800} \). Fig. 7 compares classical ridge regression (\( \nu = \infty \)) with mechanical regression with \( \nu = 0 \).
Mechanical regression has significantly smaller testing errors than ridge regression over a broad range of values for $\lambda$, and the deformation of the space $\phi(\cdot, 1)$ seems to regularize the classification problem.

Figure 7. Mechanical regression vs. ridge regression. (1), (2) Testing errors vs. $\lambda$ for MNIST and Fashion-MNIST for ridge regression ($\nu = \infty$) and mechanical regression (with $\nu = 0$). (3-6) $\phi(X, 1)$ (3,4) MNIST (5,6) Fashion-MNIST (3,5) $\lambda = 10^{-4}$ (4,6) $\lambda = 1$.

7. Continuous limit of ANNs

Consider the setting of Subsec. 5.2. Let $\phi(x) = (a(x), 1)$ where $a$ is an activation function obtained as an elementwise nonlinearity satisfying the regularity conditions of Rmk. 6.7. The ANN solution to Problem 1 is to approximate $f$ with $F_{D+1}$ defined by inductive composition

$$F_{m+1} = \tilde{w}^m \phi(\phi^m(F_m))$$

with $\phi^m = (I + w^{m,L,m} \phi(\cdot)) \ldots (I + w^{m,1} \phi(\cdot))$ and $F_1 = \tilde{w}^0 \phi(\cdot)$,

where the $\tilde{w}^m$ are $w^{m,j}$ are minimizers of

$$\begin{align*}
\min \lambda_0 (\|\tilde{w}^0\|^2_{\mathcal{L}(\mathcal{X}_0 \oplus \mathcal{R}, \mathcal{X}_1)}) + \frac{1}{\rho} \|\tilde{w}^0 \phi(\cdot) - q^{1,1}\|_{\mathcal{X}_N}^2 \\
+ \sum_{m=1}^{D} \lambda_m \left( \|w^{m,j}\|^2_{\mathcal{L}(\mathcal{X}_m \oplus \mathcal{R}, \mathcal{X}_m)} + \frac{1}{\rho} \|q^{m,j+1} - q^{m,j} - w^{m,j} \phi(q^{m,j})\|_{\mathcal{X}_N}^2 \right) \\
+ \lambda (\|\tilde{w}^m \phi(\phi^{m,L,m+1}) - q^{m+1,1}\|_{\mathcal{X}_N}^2) + \ell_Y (q^{D+1}, Y)
\end{align*}$$

over $w^{m,j} \in \mathcal{L}(\mathcal{X}_m \oplus \mathcal{R}, \mathcal{X}_m), \tilde{w}^m \in \mathcal{L}(\mathcal{X}_m \oplus \mathcal{R}, \mathcal{X}_m), q^{m,j} \in \mathcal{X}_N^{m,j}$.

Note that in the limit $\nu_m \to \infty$ we have $F_{m+1} = \tilde{w}^m \phi(F_m)$, whereas the traditional way is to use $h_m = \phi(F_m)$ as variables and represent ANNs as $h_{m+1} = \phi(\tilde{w}^m h_m)$. Furthermore the $\phi^m$ represent concatenation of ResNet blocks [33]. In the continuous (min$_m L_m \to \infty$) limit, the idea formation solution to Problem 1 is to approximate $f^\dagger$ with $F_{D+1}$ defined by inductive composition

$$F_{m+1} = \tilde{w}^m \phi(\phi^m(F_m, 1))$$

with $v_m(x, t) = w^m(t) \phi(x)$ and $F_1 = \tilde{w}^0 \phi(\cdot)$.

where the $\tilde{w}^m$ and $w^m$ are minimizers of
Let \( \Gamma \) be a function valued Gaussian process if \( \xi \) has mean \( m \) and covariance kernel \( K \), and write \( \xi \sim \mathcal{N}(m, K) \) if 

\[
\text{Cov} \left( \langle \xi(x), y \rangle_Y, \langle \xi(x'), y' \rangle_Y \right) = y^T K(x, x') y'.
\]  

We say that \( \xi \) is centered if it is of zero mean.

The following theorem is a direct consequence of the equivalence established in Subsec. 6.3 and Thm. 5.1.

**Theorem 7.1.** (7.2) and (7.4) have minimizers. Minimal values of (7.2) and (7.4) are continuous in \((X, Y)\). Minimal values and minimizers \( F_{D+1} \) of (7.2) converge (in the sense of adherence values of Subsec. 4.7), as \( \min \ell \rightarrow \infty \), towards minimal values and minimizers \( F_{D+1} \) of (7.4). At minima, the \( \left( \left\| w^m(\cdot, t) \right\|_{L_2(X_m \otimes \mathbb{R}, X_m)}^2 + \frac{1}{r} \left\| \hat{q}^m - w^m(t) \varphi(q^m(t)) \right\|_{X_m^2}^2 \right) \) are constant over \( t \in [0, 1] \) and \( \left( \left\| w^m \right\|_{L_2(X_m \otimes \mathbb{R}, X_m)}^2 + \frac{1}{r} \left\| q^m - q^m \right\|_{X_m^2}^2 \right) \) fluctuates by at most \( O(1/\ell) \) over \( j \in \{1, \ldots, \ell \} \). Let \( \Gamma^m(x, x') = \varphi(x)^T \varphi(x') \), \( K^m(x, x') = \varphi(x)^T \varphi(x') \), \( I_{X_m} \), \( K^m(x, x') = \varphi(x)^T \varphi(x') \), \( I_{X_m+1} \) be the kernels defined by the activation function \( \varphi \) as in (6.13). The maps \( y = F_{D+1}(x) \) obtained from (7.2) and (7.4) are equal to the output \( Y \) produced by the block diagrams (5.10) and (5.12) initial momenta \( p^m_0 \) and \( Z^m \) are identified as minimizers of the total loss (5.11). In particular the results of Thm. 5.1, Prop. 5.2 and Prop. 5.3 hold true for (7.2) and (7.4).

8. Deep residual Gaussian processes and error estimates

This section presents a natural [64, Sec. 7.17] extension of scalar-valued Gaussian processes to function valued Gaussian processes (Subsec. 8.1). As with Kriging, probabilistic error estimates corresponding to the conditional standard deviation of the Gaussian process (Subsec. 8.2) are identical to the deterministic ones induced by the reproducing property of its kernel (Subsec. 8.3). As suggested in [24, p. 4] minimizers of instances of (3.19) occurring in image registration have a natural interpretation as MAP estimators of Brownian flows of diffeomorphisms [7, 41], which we will extend (Subsec. 8.4) to the setting of function valued GPs as deep residual Gaussian processes (that could be interpreted as a continuous variant of deep Gaussian processes [23]).

8.1. Function valued Gaussian processes. The following definition of function valued Gaussian processes is a natural extension of scalar-valued Gaussian fields as presented in [64, Sec. 7.17].

**Definition 8.1.** Let \( K : X \times X \rightarrow \mathcal{L}(Y) \) be an operator-valued kernel as in section 2. Let \( m \) be a function mapping \( X \) to \( Y \). We call \( \xi \) a function valued Gaussian process if \( \xi \) is a function mapping \( x \in X \) to \( \xi(x) \in \mathcal{L}(Y, \mathcal{H}) \) where \( \mathcal{H} \) is a Gaussian space and \( \mathcal{L}(Y, \mathcal{H}) \) is the space of linear functions from \( Y \) to \( \mathcal{H} \). Abusing notations we write \( \langle \xi(x), y \rangle_Y \) for \( \langle \xi(x), y \rangle_Y \). We say that \( \xi \) has mean \( m \) and covariance kernel \( K \) and write \( \xi \sim \mathcal{N}(m, K) \) if 

\[
\text{Cov} \left( \langle \xi(x), y \rangle_Y, \langle \xi(x'), y' \rangle_Y \right) = y^T K(x, x') y'.
\]
If $K(x,x)$ is trace class ($\text{Tr}[K(x,x)] < \infty$) then $\xi(x)$ is defines a measure on $\mathcal{Y}$ (i.e. a $\mathcal{Y}$-valued random variable), otherwise it only defines a (weak) cylinder-measure in the sense of Gaussian fields (see [64, Sec. 17]).

**Theorem 8.2.** The distribution of a function valued process is uniquely determined by its mean and covariance kernel $K$. Conversely given $m$ and $K$ there exists a function valued Gaussian process having mean $m$ and covariance kernel $K$. In particular if $K$ has feature space $\mathcal{F}$ and map $\psi$, the $e_i$ form an orthonormal basis of $\mathcal{F}$, and the $Z_i$ are i.i.d. $\mathcal{N}(0,1)$ random variables, then

$$\xi = m + \sum_i Z_i \psi^T e_i$$

is a functional GP with mean $m$ and covariance kernel $K$.

**Proof.** The proof is classical, see [64, Sec. 7,17]. Note that the separability of $\mathcal{F}$ ensures the existence of the $e_i$. Furthermore $\mathbb{E}[(\xi - m)(\xi - m)^T] = \psi^T \psi = K$. □

### 8.2. Probabilistic error estimates for function valued GP regression.

The conditional covariance of the Gaussian process $\xi \sim \mathcal{N}(m,K)$ (conditioned on the data $(X,Y)$) provides natural a priori probabilistic error estimates for the testing data. The following theorem identifies this conditional covariance kernel.

**Theorem 8.3.** Let $\xi$ be a centered function valued GP with covariance kernel $K : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(\mathcal{Y})$. Let $X,Y \in \mathcal{X}^N \times \mathcal{Y}^N$. $Z = (Z_1, \ldots, Z_N)$ be a random Gaussian vector, independent from $\xi$, with i.i.d. $\mathcal{N}(0,\lambda I_Y)$ entries ($\lambda \geq 0$ and $I_Y$ is the identity map on $\mathcal{Y}$). $\xi$ conditioned on $\xi(X) + Z$ is function valued GP with mean

$$\mathbb{E}[(\xi(X) + Z) = K(x,X)(K(X,X) + \lambda I_Y)^{-1}Y = (2.20),$$

and conditional covariance operator

$$K^-(x,x') := K(x,x') - K(x,X)(K(X,X) + \lambda I_Y)^{-1}K(X,x').$$

In particular, if $K$ is trace class, then

$$\sigma^2(x) := \mathbb{E}[\|\xi(x) - \mathbb{E}[\xi(X) + Z = Y]\|_Y^2] = \text{Tr}[K^-(x,x)].$$

**Proof.** The proof is a generalization of the classical setting [64, Sec. 7,17]. Writing $\xi_T(x)y$ for $\langle \xi(x),y \rangle_Y$, observe that $y^T(\xi(x)\xi_T(x')y = y^TK(x,x')y'$ implies $\mathbb{E}[\xi(x)\xi_T(x')] = K(x,x')$. Since $\xi$ and $Z$ share the same Gaussian space the expectation of $\xi(x)$ conditioned on $\xi(X) + Z$ is $A(\xi(X) + Z)$ where $A$ is a linear map identified by $0 = \text{Cov}(\xi(x) - A(\xi(X) + Z), \xi(X) + Z) = \mathbb{E}[(\xi(x) - A(\xi(X) + Z)(\xi_T(X) + Z^T)] = K(x,X) - A(K(X,X) + \lambda I_Y),$ which leads to $A = K(x,X)(K(X,X) + \lambda I_Y)^{-1}$ and (8.3). The conditional covariance is then given by $K^-(x,x') = \mathbb{E}\left[ (\xi(x) - K(x,X)(K(X,X) + \lambda I_Y)^{-1}(\xi(X) + Z)) (\xi(x') - K(x',X)(K(X,X) + \lambda I_Y)^{-1}((\xi(X) + Z)) \right]^T$ which leads to (8.4). □
8.3. Deterministic error estimates for function valued Kriging. For $\lambda = 0$, $f(x) = (8.3)$ is the optimal recovery solution (2.14) to Problem 1. For $\lambda > 0$, $f(x) = (8.3)$ is the ridge regression solution (2.20) to Problem 1. The following theorem shows that the standard deviation (8.5) provides deterministic a prior error bounds on the accuracy of the ridge regressor (8.3) to $f^\dagger$ in Problem 1. Local error estimates such as (8.6) are classical in Kriging [94] where $\sigma^2(x)$ is known as the power function/kriging variance (see also [59][Thm. 5.1] for applications to PDEs).

**Theorem 8.4.** Let $f^\dagger$ be the unknown function of Problem 1 and let $f(x) = (8.3) = (2.20)$ be its GPR/ridge regression solution. Let $\mathcal{H}$ be the RKHS associated with $K$ and let $\mathcal{H}_\lambda$ be the RKHS associated with the kernel $K_\lambda := K + \lambda \lambda I$. It holds true that

$$\| f^\dagger(x) - f(x) \|_{\mathcal{Y}} \leq \sigma(x) \| f^\dagger \|_{\mathcal{H}},$$

and

$$\| f^\dagger(x) - f(x) \|_{\mathcal{Y}} \leq \sqrt{\sigma^2(x) + \lambda \lambda \dim(\mathcal{Y})} \| f^\dagger \|_{\mathcal{H}_\lambda},$$

where $\sigma(x)$ is the standard deviation (8.5).

**Proof.** Let $y \in \mathcal{Y}$. Using the reproducing property (2.4) and $Y = f^\dagger(X)$ we have

$$y^T (f^\dagger(x) - f(x)) = y^T f^\dagger(x) - y^T K(x, X)(K(X, X) + \lambda \lambda I)^{-1} f^\dagger(X)$$

$$= \langle f^\dagger, K(\cdot, X)y - K(\cdot, X)(K(X, X) + \lambda \lambda I)^{-1} K(X, x)y \rangle_{\mathcal{H}}.$$

Using Cauchy-Schwartz inequality, we deduce that

$$\left| y^T (f^\dagger(x) - f(x)) \right|^2 \leq \| f^\dagger \|_{\mathcal{H}}^2 y^T K(\cdot, x)y$$

(8.8)

where $K_{\cdot, x}$ is the conditional covariance (8.4). Summing over $y$ ranging in basis of $\mathcal{Y}$ implies (8.6). The proof of (8.7) is similar, simply observe that

$$y^T (f^\dagger(x) - f(x)) = \langle f^\dagger, K_{\cdot, x}y - K_{\cdot, x}(K(X, X) + \lambda \lambda I)^{-1} K(X, x)y \rangle_{\mathcal{H}_\lambda}$$

$$\leq \| f^\dagger \|_{\mathcal{H}_\lambda} \| K_{\cdot, x}y - K_{\cdot, x}(K(X, X) + \lambda \lambda I)^{-1} K(X, x)y \|_{\mathcal{H}_\lambda},$$

which implies

$$\left| y^T (f^\dagger(x) - f(x)) \right|^2 \leq \| f^\dagger \|_{\mathcal{H}}^2 (\lambda \lambda I y + y^T K_{\cdot, x}y).$$

(8.9)

**Remark 8.5.** Since Thm. 8.4 does not require $X$ to be finite-dimensional, its estimates do not suffer from the curse of dimensionality but from finding a good kernel for which both $\| f^\dagger \|_{\mathcal{H}}$ and $y^T K_{\cdot, x}y$ are small (over $x$ sampled from the testing distribution). Indeed both (8.6) and (8.7) provide a priori deterministic error bounds on $f^\dagger - f$ depending on the RKHS norms $\| f^\dagger \|_{\mathcal{H}}$ and $\| f^\dagger \|_{\mathcal{H}_\lambda}$. Although these norms can be controlled in the PDE setting [59] via compact embeddings of Sobolev spaces, there is no clear strategy for obtaining a-priori bounds on these norms for general machine learning problems.\(^{24}\)

\(^{24}\)Although deep learning estimates derived from Barron spaces [6, 47] have a priori Monte-Carlo (dimension independent) convergence rates, they also suffer from this problem since they require bounding the Barron norm of the target function.
8.4. Deep residual Gaussian processes. Write $\zeta$ for the centered GP (independent from $\xi$) defined by the quadratic norm $\int_0^1 \|v(\cdot, t)\|_V^2\, dt$ on $L^2([0, 1], \mathcal{V})$. Recall [64, Sec. 7.17] that $\zeta$ is an isometry mapping $L^2([0, 1], \mathcal{V})$ to a Gaussian space (defined by $\int_0^1 \langle \zeta, v \rangle_{\mathcal{V}}\, dt \sim \mathcal{N}(0, \int_0^1 \|v(\cdot, t)\|_V^2\, dt)$ for $v \in L^2([0, 1], \mathcal{V})$). The following proposition presents a construction/representation of the GP $\zeta$.

**Proposition 8.6.** Write $\Gamma$ for the kernel associated with $\mathcal{V}$. Let $\psi$ and $\mathcal{F}$ be a feature map and (separable) feature space for $\Gamma$. Let the $e_i$ form an orthonormal basis of $\mathcal{F}$ and let the $B^i$ be independent one dimensional Brownian motions. Then

$$\zeta(x, t) = \sum_i \frac{dB^i_t}{dt} \psi^T(x) e_i$$  \hspace{1cm} (8.10)

is a representation of $\zeta$.

**Proof.** Thm. 2.5 implies that $v \in L^2([0, 1], \mathcal{V})$ admits the representation

$$v(x, t) = \sum_i \alpha_i(t) \psi^T(x) e_i$$  \hspace{1cm} (8.11)

where the $\alpha_i$ are scalar-valued functions in $L^2([0, 1], dt)$ such that $\int_0^1 \|\alpha_i(t)\|^2\, dt = \int_0^1 \|v(\cdot, t)\|_V^2\, dt < \infty$. We conclude by observing that (using Thm. 2.5 again) $\int_0^1 \langle \zeta, v \rangle_{\mathcal{V}}\, dt = \sum_i \int_0^1 \alpha_i(t) dB^i_t \sim \mathcal{N}(0, \int_0^1 \alpha_i(t)^2\, dt)$.

Let $\phi^\zeta$ be the solution of (1.7) with $v = \zeta$. We call this solution a **deep residual Gaussian process**. Note that whereas deep Gaussian processes are defined by composing functional Gaussian processes [23], we define deep residual Gaussian processes as the flow of map of the stochastic dynamic system

$$\dot{z} = \zeta(z, t) \text{ with } z(0) = x$$  \hspace{1cm} (8.11)

driven by the functional GP vector field $\zeta$. Evidently, the existence and uniqueness of solutions to (8.11) require the Cameron-Martin space of $\zeta$ to be sufficiently regular. As shown in the following proposition this result is a simple consequence of the regularity of the feature map in the finite-dimensional setting.

**Proposition 8.7.** Using the notations of Prop. 8.6, if $\mathcal{F}$ and $\mathcal{X}$ are finite-dimensional and if $\psi$ is uniformly Lipschitz continuous then (8.11) (and therefore (1.7) with $v = \zeta$) has a unique strong solution.

**Proof.** (8.11) corresponds to the finite-dimensional SDE $dz = \sum_i \psi^T(z) e_i dB^i_t$ which is known [41] to have unique strong solutions if $\psi$ is uniformly Lipschitz.

Let $\xi \sim \mathcal{N}(0, K)$ (independent from $\zeta$) where $K$ is the kernel associated with $\mathcal{H}$ in (2.16). $\xi \circ \phi^\zeta(\cdot, 1)$ provides a probabilistic solution to Problem (1) in the sense of the following proposition (whose proof is classical).

**Proposition 8.8.** Let $(v, f)$ be a minimizing (3.24) with $\ell_{\mathcal{V}} = (2.17)$. Let $\phi^v$ be the solution of (1.7) obtained from $v$.

$$f^\xi(\cdot) = f \circ \phi^v(\cdot, 1)$$  \hspace{1cm} (8.12)

is a MAP estimator of $\xi \circ \phi^\zeta(\cdot, 1)$ given the information

$$\xi \circ \phi^\zeta(X, 1) + \sqrt{\lambda} Z = Y$$  \hspace{1cm} (8.13)
where \( Z = (Z_1, \ldots, Z_N) \) is a centered random Gaussian vector, independent from \( \zeta \) and \( \xi \), with i.i.d. \( \mathcal{N}(0, I_N) \) entries.

The following proposition generalizes Prop. 8.8 to the regularized setting of Sec. 4.

**Proposition 8.9.** Let \( \xi, \zeta, Z \) be as in Prop. 8.8. Write \( \kappa \) for the centered GP defined\(^{25}\) by the norm \( f_0 \| f \|_{X/N}^2 \). Let \( z \) be the stochastic process defined as the solution of \( z = \sqrt{\frac{1}{D}}(\zeta(z, t) + \sqrt{\tau} \kappa) \) with initial value \( z(0) = X \). Let \((v, f)\) be a minimizer of \((3.19)\). Let \( \phi^\nu \) be the solution of \((1.7)\). The regularized solution \( f^\dagger = f \circ \phi^\nu(\cdot, 1) \) to Problem \((1)\) is a MAP estimator of \( \xi \circ \phi^\sqrt{\frac{2}{D}}(\cdot, 1) \) given the information \( \xi(z(1)) + \sqrt{X + \nu} Z = Y \).

### 8.5. Errors estimates for mechanical regression.

As in Sec. 8.2 the conditional posterior distribution of \( \xi \circ \phi^\sqrt{\frac{2}{D}}(\cdot, 1) \) (conditioned on \((8.13)\)) provides natural probabilistic error estimates on accuracy of a mechanical regression solution \( f \) to Problem 1. We will now derive deterministic error estimates.

**Corollary 8.10.** In the setting of Prop. 3.13 it holds true that
\[
\| f^\dagger(x) - f \circ \phi^\nu(x, 1) \|_Y \leq \sigma(x) \| f^\dagger \|_{H^\nu},
\]
and
\[
\| f^\dagger(x) - f \circ \phi^\nu(x, 1) \|_Y \leq \sqrt{\sigma^2(x) + \lambda \dim(Y)} \| f^\dagger \|_{H^\lambda^\nu},
\]
with
\[
\sigma^2(x) := \text{Tr} \left[ K^\nu(x, x) - K^\nu(x, X)(K^\nu(X, X) + \lambda I_Y)^{-1}K^\nu(X, x) \right].
\]

**Proof.** Cor. 8.10 is a direct consequence of Thm. 8.4 and Prop. 3.13. □

**Remark 8.11.** \((8.14)\) and \((8.15)\) are a priori error estimate similar to those found in PDE numerical analysis. However, although compactness and ellipticity can be used in PDE analysis [59] to bound \( \| f^\dagger \|_{H^\nu} \) or \( \| f^\dagger \|_{H^\lambda^\nu} \), such upper bounds are not available for general machine learning problems. Furthermore, a (deterministic) a posteriori analysis can only provide lower bounds on \( \| f^\dagger \|_{H^\nu} \) and \( \| f^\dagger \|_{H^\lambda^\nu} \). Examples of such bounds are
\[
\| f \|_{H^\nu} \leq \| f^\dagger \|_{H^\nu}
\]
(3.17) (implied by Prop. 8.10 and \( \xi^\nu(f^\dagger(X), Y) = 0 \)) for \( f^\dagger(\cdot) = f \circ \phi^\nu(\cdot, 1) \). Note that Prop. 3.13 and Cor. 8.10 do not make assumptions on \( \phi^\nu \). If \( \phi^\nu \) is selected as a minimizer of \((3.19)\) then \( f^\dagger(\cdot) = f \circ \phi^\nu(\cdot, 1) \) is a mechanical regression solution \((3.26)\) to Problem 1. Given the identity \((3.27)\), in the limit \( \nu \downarrow 0 \), the variational formulations \((3.19)\) and \((3.28)\) seek to minimize the norm \( \| f^\dagger \|_{H^\nu} \) (which acts in \((8.17)\) as lower bound for the term \( \| f^\dagger \|_{H^\nu} \) appearing in the error bound \((8.15)\)). Ignoring the gap between \( \| f^\dagger \|_{H^\nu} \) and \( \| f^\dagger \|_{H^\lambda^\nu} \) in \((8.17)\) mechanical regression seems to select a kernel \( K^\nu(x, x') = K_2(\phi^\nu(x, 1), \phi^\nu(x', 1)) \) making the bound \((8.15)\) as sharp as possible. The penalty \( \nu \int_0^1 \| v \|_{H^\nu}^2 dt \) in \((3.19)\) can then be interpreted as a regularization term whose objective is to avoid a large gap in \((8.17)\) that could be created if \( \phi^\nu(x, 1) \) overfits the data.

\(^{25}\)For \( q \in L^2([0, 1], \mathcal{X}^N) \), \( \int_0^1 \kappa(t) u(t) \sim \mathcal{N}(0, \int_0^1 \| u \|_{H^\nu}^2 dt) \) [64, Sec. 7.17].
9. Reduced equivariant multi-channel (REM) kernels and feature maps

9.1. Reduced kernels. In the setting of Sec. 2 let $K : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(\mathcal{Y})$ be an operator-valued kernel, let $P : \mathcal{X} \to \mathcal{X}$ and $R : \mathcal{Y} \to \mathcal{Y}$ be linear projections. Note that $RK(Px, Px')R : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(\mathcal{RY})$ is also an operator-valued kernel. The following proposition generalizes (2.11) and (2.14) to partial measurements on the inputs and outputs of the unknown function $f^\dagger$ in Problem 1.

**Proposition 9.1.** Using the relative error in $\| \cdot \|_\mathcal{H}$-norm as a loss, the minimax optimal recovery of an unknown function $f^\dagger \in \mathcal{H}$ given $Rf^\dagger(PX) = Z$ (with $X := (X_1, \ldots, X_N) \in \mathcal{X}^N$ and $Z := (Z_1, \ldots, Z_N) \in (\mathcal{RY})^N$) is the minimizer of

$$
\begin{cases}
\text{Minimize} & \|f\|_\mathcal{H} \\
\text{subject to} & Rf(PX) = Z,
\end{cases}
$$

which admits the representation

$$f(\cdot) = K(\cdot, PX)R(RK(PX, PX)R)^{-1}Z \quad \text{with} \quad \|f\|_\mathcal{H}^2 = Z^T(RK(PX, PX)R)^{-1}Z,$$

where $RK(PX, PX)R$ is the $N \times N$ block-operator matrix with entries $RK(PX_i, PX_j)R$ and $K(\cdot, PX)R$ is the $N$-vector with entries $K(\cdot, PX_i)R$.

**Proof.** The proof of minimax optimality of the minimizer of (9.1) is similar to that of [64, Thm. 12.4,12.5]. The representation (9.2) follows by observing that $Rf(PX_i) = Z_i$ and that $f$ is $\langle \cdot, \cdot \rangle_\mathcal{H}$-orthogonal to the set of $g \in \mathcal{H}$ such that $Rg(PX_i) = 0$ (since $f$ has the representation $f = \sum_i K(\cdot, PX_i)RV_i$ with $V_i \in \mathcal{Y}$ and $\langle K(\cdot, PX_i)RV_i, g \rangle_\mathcal{H} = \langle g(PX_i), RV_i \rangle_\mathcal{Y} = \langle Rg(PX_i), V_i \rangle_\mathcal{Y} = 0$ via the reproducing identity). \qed

9.2. Equivariant multi-channel kernels. We will now present a generalization of the equivariant kernels of [75].

9.2.1. The unitary group of transformations on the base space. Let $\mathcal{X}$ be a separable Hilbert space. Let $\mathcal{G}$ be a (compact, possibly finite) group of linear unitary transformations acting on $\mathcal{X}$: $g \in \mathcal{G}$ maps $\mathcal{X}$ to $\mathcal{X}$. $\mathcal{G}$ is closed under composition, $\mathcal{G}$ contains the identity map $i_d$, $g \in \mathcal{G}$ has an inverse $g^{-1}$ such that $gg^{-1} = g^{-1}g = i_d$, and $\langle gx, gx' \rangle_\mathcal{X} = \langle x, x' \rangle_\mathcal{X}$ for $g \in \mathcal{G}$ and $x, x' \in \mathcal{X}$ (i.e. $g^T = g^{-1}$ where $g^T$ is the adjoint of $g$).

Write $dg$ for the Haar measure associated with $\mathcal{G}$ and $|\mathcal{G}| := \int g dg$ for the volume of the group ($|\mathcal{G}| = \text{Card}(\mathcal{G})$ when the group is finite) and assume $\mathcal{G}$ to be unimodular (i.e. $dg$ is invariant under the action of the group, i.e. $\int_{g \in \mathcal{G}} f(g) dg = \int_{g \in \mathcal{G}} f(gg') dg = \int_{g \in \mathcal{G}} f(g') dg$ for $g' \in \mathcal{G}$). Write $\mathbb{E}_g$ for the probability distribution induced by $dg/|\mathcal{G}|$ on $\mathcal{G}$.

9.2.2. Extension to multiple channels. Let $c$ be a strictly positive integer called the number of channels. Let $\mathcal{X}^c$ be the $c$-fold product space of $\mathcal{X}$ endowed with the scalar product defined by $\langle x, x' \rangle_\mathcal{X} := \sum_{i=1}^c \langle x_i, x'_i \rangle_\mathcal{X}$ for $x = (x_1, \ldots, x_c) \in \mathcal{X}^c$ and $x' \in \mathcal{X}^c$.

The action of the group $\mathcal{G}$ can be naturally be extended to $\mathcal{X}^c$ by

$$g(x_1, \ldots, x_c) := (gx_1, \ldots, gx_c) \quad \text{for} \quad g \in \mathcal{G} \quad \text{and} \quad (x_1, \ldots, x_c) \in \mathcal{X}^c.
$$

(9.3)

Note that $\mathcal{G}$ remains unitary on $\mathcal{X}^c$ ($\langle gx, gx' \rangle_\mathcal{X}^c = \langle x, x' \rangle_\mathcal{X}^c$).
9.2.3. Equivariant multi-channel kernels. We will now introduce equivariant multi-channel kernels in the setting of Subsec. 2.1.

**Definition 9.2.** Let \( \mathcal{X} = \mathcal{X}^{c_1} \) and \( \mathcal{Y} = \mathcal{X}^{c_2} \) with \( c_1, c_2 \in \mathbb{N}^* \). We say that an operator-valued kernel \( K : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{Y}) \) is \( \mathcal{G} \)-equivariant if

\[
K(gx, gx') = gK(x, x')(g')^T \quad \text{for all } g, g' \in \mathcal{G}. \tag{9.4}
\]

Similarly we say that a function \( f : \mathcal{X} \rightarrow \mathcal{Y} \) is \( \mathcal{G} \)-equivariant if

\[
f(gx) = gf(x) \quad \text{for all } (x, g) \in \mathcal{X} \times \mathcal{G}. \tag{9.5}
\]

Set \( \mathcal{X} = \mathcal{X}^{c_1} \) and \( \mathcal{Y} = \mathcal{X}^{c_2} \) as in Def. 9.2.

**Proposition 9.3.** Given a (possibly non-equivariant) kernel \( K : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{Y}) \),

\[
K^G(x, x') := \frac{1}{|\mathcal{G}|^2} \int_{g, g' \in \mathcal{G}} g^T K(gx, gx')(g')^T dg dg' := \mathbb{E}_{g, g'}[g^T K(gx, gx')(g')^T], \tag{9.6}
\]

is a \( \mathcal{G} \)-equivariant kernel \( K^G : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{Y}) \).

**Proof.** The proof is similar to that of [75, Prop. 2.2]. Simply observe that for \( \bar{g}, \bar{g}' \in \mathcal{G}, \mathbb{E}_{g, g'}[g^T K(g\bar{g}x, g\bar{g}'x')g'] = \bar{g}\mathbb{E}_{g, g'}[(g\bar{g})^T K(g\bar{g}x, g\bar{g}'x')g'](g')^T. \)

We say that \( K : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{Y}) \) is \( \mathcal{G} \)-invariant\(^{26}\) if \( K(g, x') = K(x', x) \) for \( (x, x', g, g) \in (\mathcal{X})^2 \times \mathcal{G}^2 \). We say that \( K : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{Y}) \) is weakly \( \mathcal{G} \)-invariant if \( K(gx, gx) = K(x, x) \) for \( (x, x', g) \in \mathcal{X}^2 \times \mathcal{G}, \)

**Remark 9.4.** If \( K : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{Y}) \) is scalar and weakly \( \mathcal{G} \)-invariant then

\[
K^G(x, x') = \mathbb{E}_{g, g'}[K(x, g'x')g'], \tag{9.7}
\]

since \( \mathbb{E}_{g, g'}[g^T K(gx, g'x')g'] = \mathbb{E}_{g, g'}[K(x, g'Tg'x')g'Tg'] = \mathbb{E}_{g, g'}[K(x, g'x')g']. \) (9.7) matches the construction of [75] for \( c_1 = c_2 = 1 \).

The interpolant (2.14) of the data \( X_i, Y_i \) with a \( \mathcal{G} \)-equivariant kernel \( K \) (1) is an equivariant function (satisfies \( f(gx) = gf(x) \)) and (2) is equal to the interpolant of the enriched data \( (gX_i, gY_i)_{g \in \mathcal{G}, 1 \leq i \leq N} \) with \( K \). However, although interpolating with an equivariant kernel implicitly enriches the data, interpolating the enriched data \( (gX_i, gY_i)_{g \in \mathcal{G}, 1 \leq i \leq N} \) with a non-equivariant kernel \( K \) does not guarantee that the equivariance (9.5) of the interpolant (2.14). Furthermore, we have the following variant of [75, Thm. 2.8].

**Theorem 9.5.** If \( K \) is scalar and weakly \( \mathcal{G} \)-invariant then the minimizer of (2.11) with the constraint that \( f \) must also be \( \mathcal{G} \)-equivariant is \( f^G(\cdot) := K^G(\cdot, \cdot)K^G(\cdot, X)^{-1}Y \).

**Proof.** By construction \( f^G \) satisfies the constraints of (2.11) and is \( \mathcal{G} \)-equivariant. To show that \( f^G \) is the minimizer simply observe that \( \langle f^G, u \rangle_H = 0 \) if \( u \in H \) is \( \mathcal{G} \)-equivariant and satisfies \( u(X) = 0 \). Indeed (writing \( V := K^G(X, X)^{-1}Y \) \( \langle f^G, u \rangle_H = \sum_i \mathbb{E}_{g'}[\langle K(\cdot, g'X_i)g'V_i, u \rangle_H] = 0 \) since (by the reproducing identity) \( \langle K(g'X_i)g'V_i, u \rangle_H = \langle u(g'X_i), g'V_i \rangle_Y = \langle g'u(X_i), g'V_i \rangle_Y = 0. \) □

\(^{26}\)Given a non-invariant kernel \( K \) Haar integration can also be used [27] to derive the invariant kernel \( \mathbb{E}_{g, g'}[K(gx, g'x')] \).
Let \((x, g^\dagger) \in \mathcal{X} \times \mathcal{G}\) and \(y = gx\) and consider the problem of recovering \(g^\dagger\) (which we refer to as the relative pose between \(x\) and \(y\)) from the observation of \(K(x, x), K(y, y)\) and \(K(x, y)\). Although this problem is impossible if \(K\) is \(\mathcal{G}\)-invariant (since \(K(x, x) = K(y, y) = K(x, y)\)), it remains solvable if \(K\) is \(\mathcal{G}\)-equivariant (since \(K(x, y) = (K(x, x)g^T\) and \(g = (K(x, y))^{T}K(x, x)^{-1}\)). Therefore, contrary to invariant kernels [27], equivariant kernels preserve the relative pose information between objects [75, Sec. 2.3]. The notion of equivariance has been used in deep learning to design convolutional neural networks [44] on non-flat manifolds [22] and for preserving intrinsic part/whole spatial relationship in image recognition [78].

The following theorem shows that interpolants/regressors obtained from mechanical regression with an equivariant kernel are also equivariant.

**Theorem 9.6.** Let \(\mathcal{H}\) be the RKHS defined by a \(\mathcal{G}\)-equivariant kernel \(\Gamma : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{L}(\mathcal{X})\). Then for \(v \in C([0, 1], \mathcal{V})\) obtained as a minimizer of (3.19) or (4.13), the solution \(\phi^v\) of (1.7) is also \(\mathcal{G}\)-equivariant in the sense that

\[
\phi^v(z, g, t) = g\phi^v(z, t) \quad \text{for all} \quad (z, g, t) \in \mathcal{X} \times \mathcal{G} \times [0, 1].
\]  

**Proof.** The proof follows from Thm. 3.8 and Thm. 4.4 by continuous induction on \(t\). Indeed (3.20) implies that \(\phi^v(z, g, t) = g\phi^v(z, t)\) as long as \(\phi^v(z, g, t) = g\phi^v(z, t)\). \(\square\)

**Figure 8.** Mechanical regression with REM kernels.

### 9.3. REM kernels

In the setting of Sec. 9.2, let \(R\) and \(P\) be linear projections from \(\mathcal{X}\) onto closed linear subspaces of \(\mathcal{X}\). Extend the action of \(P\) to \(\mathcal{X} = \mathcal{X}^{\oplus 1}\) by \(P(x_1, \ldots, x_{c_1}) = (Px_1, \ldots, Px_{c_1})\). Similarly extend the action of \(R\) to \(\mathcal{Y} = \mathcal{Y}^{\oplus 2}\). Observe that, given an operator-valued kernel \(K : P\mathcal{X} \times P\mathcal{X} \rightarrow \mathcal{L}(\mathcal{Y})\),

\[
\bar{K}(x, x') = RK(Px, Px')R
\]  

(9.9)
is an operator-valued kernel $\bar{K} : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(Y)$. Prop. 9.3 implies that
\[
C(x, x') = \bar{K}^g(x, x') = \mathbb{E}_{g, g'} \left[ (g^T R) K (Pgx, Py') Rg' \right] 
\]
(9.10)
is an equivariant operator-valued kernel $C : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(Y)$. We call (9.10) a REM (reduced equivariant multi-channel) kernel.

Fig. 8 illustrates the Hamiltonian system (3.13) for $c_1 = c_2 = 1$, with $\Gamma = C = (9.10)$ obtained from a scalar kernel $K(x, x') = k(x, x') I_{RY}$ (where the arguments of $k$ are $5 \times 5$ images) and the (finite) group of translations $\mathcal{G}$ on periodized $28 \times 28$ images. Note that $Pq_i$ projects the image $q_i$ to its bottom left $5 \times 5$ sub-image and $R_p$ projects the image $p_i$ to its bottom left $3 \times 3$ sub-image. $P_gq_i$ translates $q_i$ by $g_i$ before the projection $P$ which is equivalent to projecting $q_i$ onto the $g_i^T$ translation of the original $5 \times 5$ patch. $\sum_j k(P_gq_i, P_gq_j) g_i^T Rg_j p_j$ creates a $28 \times 28$ image adding (over $j$) the $g_i^T$ translates of sub-images $g_i^T Rg_j p_j$ weighted by $k(P_gq_i, P_gq_j)$. Evidently, this is equivalent to performing a weighted convolution and convolutional neural networks [42] can be recovered as the feature map version of this algorithm.

**Figure 9.** REM feature maps.

9.4. REM feature maps. Let $\mathcal{F}$ and $\psi$ be the feature space and map associated with the kernel $K$ in (9.10). Then $C(x, x') = \mathbb{E}_{g, g'} \left[ (g^T R) K (Pgx, Py') Rg' \right]$ implies that $C$ has feature space $\mathcal{F}$ and feature map $\psi$ defined by
\[
\Psi(x)y = \mathbb{E}_g [\psi(Pgx) Rgy] 
\]
(9.11)
If $K$ is a scalar kernel as in Subsec. 6.2.1 with feature space/map $\mathcal{F}$ and $\varphi$, then $\mathcal{F} = \mathcal{L}(\mathcal{F}, R\mathcal{Y})$ and $\psi(x)Ry = Rg \varphi^T (x)$ imply $\Psi(x)y = \mathbb{E}_g [Rgy \varphi^T (Pgx)]$ and (for $\alpha \in \mathcal{F}$)
\[
\Psi^T (x) \alpha = \mathbb{E}_g [g^T \alpha \varphi (Pgx)] 
\]
(9.12)

\[\text{Note that } K \text{ can also be identified as the reduced kernel of } \bar{K}. \text{ When the dimension of } P\mathcal{X} \text{ is low then the interpolation of functions mapping } P\mathcal{X} \text{ to } R\mathcal{X} \text{ does not suffer from the curse of dimensionality.}\]
If \( \varphi \) is obtained from an elementwise nonlinearity activation function as in (6.11) and Rmk. 6.7 then

\[
\frac{\partial}{\partial \alpha} \Psi^T P X R' = \alpha \cdot \frac{\partial}{\partial \alpha} \left[ g^T (w \varphi(Pgx)) \right].
\]

We call (9.11), (9.12) and (9.13) REM (reduced equivariant multi-channel) feature maps.

Fig. 9 shows the action of (9.13). In that illustration \( c_1 = c_2 = 1 \), the elements of \( \mathcal{X} \) are 10 \( \times \) 10 images. \( \mathcal{G} \) is the group of translations acting on 10 \( \times \) 10 images with periodic boundaries as shown in subimages (1-3). \( Px \) projects the 10 \( \times \) 10 image \( x \) onto the lower left 3 \( \times \) 3 sub-image (by zeroing out the pixels outside that left corner). The action of \( P \) on \( x \) and the translation of \( x \) by \( g' \) and \( g \) are illustrated in subimages (4-6). Note that translating \( x \) by \( q \) before applying \( P \) is equivalent to translating the action of \( P \) as illustrated in subimage (7) and commonly done in CNNs. \( Rx \) projects the 10 \( \times \) 10 image onto the green pixel at the bottom right of subimage (7). In the setting of CNNs \( w \in \mathcal{L}(PX \oplus \mathbb{R}, Rx) \) is one convolutional patch incorporating a 3 \( \times \) 3 weight matrix \( W \) and a 1 \( \times \) 3 vector \( b \) and computing \( g^T w \varphi(Pgx) \) is equivalent to obtaining the value of the green pixel on the top right of subimage (7) by computing \( W a(Pgx) + b \).

\[\text{Figure 10. Downsampling with subgrouping.}\]

### 9.5. Downsampling with subgrouping

ANNs include downsampling operations such as pooling or striding. Downsampling is incorporated in REM kernels and feature maps by employing sub-groups of \( \mathcal{G} \) in the construction of the REM feature maps. Note that (9.12) and (9.13) are contained in

\[
\mathcal{G} RX := \bigoplus_{g \in \mathcal{G}} g RX
\]

with \( g RX := \{ gRx \mid x \in \mathcal{X} \} \). Note that \( \mathcal{G} RX \subset \mathcal{X} \) and this inclusion can be a strict one when \( \mathcal{G} \) is a proper subgroup of an overgroup. When \( \mathcal{G} \) is a group of translations, then subgrouping is equivalent to striding. Fig. 10 illustrates the proposed downsampling approach for \( \mathcal{X} = \mathcal{X} \). In that illustration, the elements of \( \mathcal{X} \) are 8 \( \times \) 8 images (with periodic boundaries). (1) \( \mathcal{G}_1 \) is the group of all 64 possible translations. (2) \( \mathcal{G}_2 \) is a
group of 16 possible translations obtained as a sub-group of \( G_1 \) with a stride of 2. (3) \( G_3 \) is a group of 4 possible translations obtained as a sub-group of \( G_1 \) with a stride of 4 or as a sub-group of \( G_2 \) with a stride of 2. The bottom row shows the action of a REM feature map constructed from the sub-group \( G_2 \). (4) shows \( P_g x \) for a given \( g \in G_2 \) where \( \mathcal{L}(P_g x) \) is a set of 1 \times 1 images. (5) shows \( g^T w \varphi(P_g x) \) for a given \( g \in G_2 \). The range of \( E_{g \in G_2} [g^T w \varphi(P_g x)] \) is the set of 8 \times 8 images whose pixel values are zero outside the green pixels. (7) Ignoring the white pixels (whose values are zero), the range \( G_2 \mathcal{R}_X \) of \( E_{g \in G_2} [g^T w \varphi(P_g x)] \) (writing \( E_{g \in G_2} \) for the Haar measure over \( G_2 \)) can be identified with the set of 4 \times 4 images as it is done with CNNs.

\[ X_0 = X_0 = \mathcal{X} \quad X_1 = X_1^c \quad X_1 = X_0 \]
\[ g^T w \varphi(P_0^K g x) \]
\[ w \in \mathcal{L}(P_0^K X_0) \]

**Figure 11.** CNNs and ResNets as idea formation with REM kernels.

**9.6. Idea formation with REM kernels.** We will now show that CNNs and ResNets are particular instances of idea formation with REM kernels as illustrated in Fig. 11. Consider the setting of Sec. 5.2 and 7. Let \( \varphi(x) = (a(x), 1) \) where \( a \) is an activation function obtained as an elementwise nonlinearity satisfying the regularity conditions of Rmk. 6.7. Given \( D \geq 1 \), let \( X_0, \ldots, X_D \) and \( X_0, \ldots, X_{D+1} \) be finite-dimensional Hilbert spaces constructed as follows. Set \( X_0 = X_0 = \mathcal{X} \) and \( X_{D+1} = \mathcal{Y} \). For \( m \in \{1, \ldots, D\} \) let \( P_m^K : X_m \rightarrow X_m, R_m^K : X_m \rightarrow X_m \) be linear projections. For \( m \in \{0, \ldots, D-1\} \) let \( P_m^K : X_m \rightarrow X_m, R_m^K : X_m \rightarrow X_m \) be linear projections. Let \( c_1, \ldots, c_D \in \mathbb{N}^d \). For \( m \in \{1, \ldots, D\} \), let \( X_m = X_m' \). Let \( \mathcal{G} \) be a unitary unimodular group on \( \mathcal{X} \), write \( \mathcal{G}_0 = \mathcal{G} \) and for \( m \in \{0, \ldots, D\} \) let \( \mathcal{G}_{m+1} \) be a subgroup of \( \mathcal{G}_m \) and let \( X_m+1 = \mathcal{G}_m R_m X_m \). For \( m \in \{0, \ldots, D-1\} \) let \( K^m : X_m \times X_m \rightarrow \mathcal{L}(X_{m+1}) \) be the REM kernel defined (as in (9.13)) by \( P_m^K, R_m^K, g_m \). Let \( K^D : X_D \times X_D \rightarrow \mathcal{L}(X_{D+1}) \) be the
REM kernel with feature map defined by \( \Psi^T(x) \alpha = w \varphi(x) \) with \( w \in \mathcal{L}(\mathcal{X}^D \oplus \mathbb{R}, \mathcal{Y}) \). For \( m \in \{1, \ldots, D\} \) let \( \Gamma_m : \mathcal{X}_m \times \mathcal{X}_m \to \mathcal{L}(\mathcal{X}_m) \) be the REM kernel defined (as in (9.13)) by \( P^m_t, R^m_t, \mathcal{G}_m \).

The corresponding discrete idea formation solution to Problem 1 is to approximate \( f^1 \) with \( F_{D+1} \) defined by inductive composition (5.6) with

\[
 f_m = \mathbb{E}_{g \in \mathcal{G}_m} \left[ g^T \tilde{w}^m \varphi(P^m_g) \right] \quad \text{and} \quad v_{m,j} = \mathbb{E}_{g \in \mathcal{G}_m} \left[ g^T w^{m,j} \varphi(P^m_g) \right],
\]

where the \( \tilde{w}^m \) are minimizers of

\[
 \begin{cases}
 \min \lambda_0 \left( \|v^0\|_{L^{(P^m_k \mathcal{X}_m \oplus \mathbb{R}, (R^m_k \mathcal{X}_m)^{+1})}}^2 + \frac{1}{\rho} \|f_0(X) - q^{1,1}\|_{X^N}^2 \right) + \sum_{m=1}^{D} \left( \lambda_m \|v^m\|_{L^{(P^m_k \mathcal{X}_m \oplus \mathbb{R}, (R^m_k \mathcal{X}_m)^{+1})}}^2 \right) + \sum_{j=1}^{L_m} \left( q^{m,j+1} - q^{m,j} \right) \|v_{m,j}\|_{X^N}^2 \right) \\
 (\|w^{m,j}\|_{L^{(P^m_k \mathcal{X}_m \oplus \mathbb{R}, (R^m_k \mathcal{X}_m)^{+1})}}^2 + \frac{1}{\rho} \|f_m(q^{m,1}\|_{X^N}^2) \right) + \lambda_m
\end{cases}
\]

(9.16)

In the continuous (\( \min_m L_m \to \infty \)) limit, the idea formation solution to Problem 1 is to approximate \( f^1 \) with \( F_{D+1} \) defined by inductive composition (5.8) with \( f_m = \mathbb{E}_{g \in \mathcal{G}_m} \left[ g^T \tilde{w}^m \varphi(P^m_g) \right] \) and \( v_m(x, t) = \mathbb{E}_{g \in \mathcal{G}_m} \left[ g^T w^m(t) \varphi(P^m_g) \right] \) where the \( \tilde{w}^m \) and \( w^m \) are minimizers of

\[
 \begin{cases}
 \min \lambda_0 \left( \|v^0\|_{L^{(P^m_k \mathcal{X}_m \oplus \mathbb{R}, (R^m_k \mathcal{X}_m)^{+1})}}^2 + \frac{1}{\rho} \|f_0(X) - q^{1,1}\|_{X^N}^2 \right) + \sum_{m=1}^{D} \left( \lambda_m \|v^m\|_{L^{(P^m_k \mathcal{X}_m \oplus \mathbb{R}, (R^m_k \mathcal{X}_m)^{+1})}}^2 \right) + \sum_{j=1}^{L_m} \left( q^{m,j+1} - q^{m,j} \right) \|v_{m,j}\|_{X^N}^2 \right) \\
 (\|w^{m,j}\|_{L^{(P^m_k \mathcal{X}_m \oplus \mathbb{R}, (R^m_k \mathcal{X}_m)^{+1})}}^2 + \frac{1}{\rho} \|f_m(q^{m,1}\|_{X^N}^2) \right) + \lambda_m
\end{cases}
\]

(9.17)

The following theorem is a direct consequence of the equivalence established in Subsec. 6.3 and Thm. 5.1.

**Theorem 9.7.** (9.16) and (9.17) have minimal values. **Minimal values of** (9.16) and (9.17) **are continuous in** \((X, Y)\). **Minimal values and minimizers** \(F_{D+1}\) of (9.16) **converge in the sense of adherence values of** Subsec. 4.7, **as** \( \min_m L_m \to \infty \) **towards minimal values and minimizers** \(F_{D+1}\) **of** (9.17). **At minima,** the \( (\|w^m(t)\|_{L^{(P^m_k \mathcal{X}_m \oplus \mathbb{R}, (R^m_k \mathcal{X}_m)^{+1})}}^2 + \frac{1}{\rho} \|q^m - v_m(q^m, t)\|_{X^N}^2 \) **are constant over** \( t \in [0, 1] \) **and** \( (\|w^{m,j}\|_{L^{(P^m_k \mathcal{X}_m \oplus \mathbb{R}, (R^m_k \mathcal{X}_m)^{+1})}}^2 + \frac{1}{\rho} \|q^{m,j+1} - q^{m,j} - v_{m,j}(q^{m,j})\|_{X^N}^2 \) **fluctuates by at most** \( \mathcal{O}(1/L_m) \) **over** \( j \in \{1, \ldots, L_m \} \). **The maps** \( y = F_{D+1}(x) \) **obtained from** (9.16) **and** (9.17) **are equal to the output** \( y \) **produced by the block diagrams (5.10) and (5.12) initial momenta** \( p^0_0 \) **and** \( Z^m \) **are identified as minimizers of the total loss** (5.11). **In particular the results of Thm. 5.1, Prop. 5.2 and Prop. 5.3 hold true for** (9.16) **and** (9.17).

**9.7. The algorithm.** The practical minimization of (9.17) is as follows. Introduce the slack variables (see Fig. 2) \( \tilde{z}^0 = q^{1,1} - f_0(X) \), \( \tilde{z}^{m,j} = q^{m,j+1} - q^{m,j} - v_{m,j}(q^{m,j}) \) and \( \tilde{z}^m = q^{m+1,1} - f_m(q^{m,L_m+1}) \). Let \( \ell_Y \) be an arbitrary empirical loss (e.g., \( \ell_Y(Y', Y) = \|Y' - Y\|_{Y'}^2 \)). Replace the minimization over variables \( q^{m,j} \) by the minimization over the slack variables (note that \( q^{D+1,1} \) is a function of \( X \), weights, biases, and slack variables). Use minibatching (as commonly practiced in ML) to form an unbiased estimate of the gradient of the total loss with respect to the weights, biases, and slack variables. The
exact averages $E_{g \in G_m}$ in (9.15) can be replaced\footnote{Since REM feature maps are expressed as expected values with respect to a randomization of the action of the group, their simulation can be randomized as in [16].} by Monte-Carlo averages (by sampling the Haar measure over $G_m$). Modify the weights, biases, and slack variables in the gradient descent direction (note that the only slack variables impacted are those indexed by the minibatch). Repeat.

10. Related work

10.1. Deep kernel learning. The deep learning approach to Problem 1 is to approximate $f$ with the composition $f := f_L \circ \cdots \circ f_1$ of parameterized nonlinear functions $f_k : \mathcal{X}_k \to \mathcal{X}_{k+1}$ (with $\mathcal{X}_1 := \mathcal{X}$ and $\mathcal{X}_{L+1} := \mathcal{Y}$) identified by minimizing the discrepancy between $f(X)$ and $Y$ via Stochastic Gradient Descent. [11] proposes to generalize this approach to the nonparametric setting by introducing a representer theorem for the identification of $p_1 f_1, \ldots, f_L$ as minimizers in $H_1 \times \cdots \times H_L$ (writing $H_k$ for a given reproducing kernel Hilbert space of functions $f_k : \mathcal{X}_k \to \mathcal{X}_k$) identified by minimizing the discrepancy between $f(X)$ and $Y$ via Stochastic Gradient Descent. [11, Thm. 1] reduces (10.1) to a finite-dimensional optimization problem.

10.2. Computational anatomy and image registration. Applying concepts from mechanics to classification/regression problems can be traced back to computational anatomy [25] (and more broadly to image registration [12] and shape analysis [97]) where ideas from elasticity and visco-elasticity are used to represent biological variability and create algorithms for the alignment of anatomical structures. The core idea of image registration is to represent the image of an anatomical structure as a function $I$ mapping material points in $[0, 1]^2$ to intensities in $\mathbb{R}_+$. The distance between an image $I$ and a template $I_1$ is then defined by minimizing

$$
\min_{v} \lambda \int_0^1 \|\Delta v(\cdot, t)\|_{L^2([0,1]^2)}^2 \, dt + \|I(\phi^v(\cdot, 1)) - I'||_{L^2([0,1]^2)}^2,
$$

over diffeomorphisms $\phi^v$ of $[0, 1]^2$ driven by $v$ ($\dot{\phi}^v = v(\phi, t)$) such that $\phi^v(x, 0) = x$ [96, 89]. The regularizer $\|\Delta v\|_{L^2}$ can be replaced by higher order Sobolev norms [24] or the $L^2$ norm of differential operators adapted to the underlying problem [55]. Landmark matching [39] simplifies the loss (10.2) to

$$
\min_{v} \lambda \int_0^1 \|\Delta v\|_{L^2([0,1]^2)}^2 \, dt + \sum_i |\phi^v(X_i, 1) - Y_i|^{2},
$$

where the $X_i$ and $Y_i$ are a finite number of landmark/control (material) points $X_i$ and $Y_i$ on the two biological structures. In the limit $\lambda \to 0$, the matching is exact and the second term in (10.3) turns into an end constraint ($\phi^v(X_i, 1) = Y_i$ for all $i$) for the optimization problem. Joshi and Miller [38, 39] discovered that minimizers of (10.3) admit a representer formula of the form (3.20) which can be then used to produce computationally tractable algorithms for shape analysis/regression by (1) minimizing a reduced
loss of the form (3.8) via gradient descent [39, 14] or (2) via (geodesic) shooting algorithms obtained from the Hamiltonian perspective [56, 90]. Therefore idea registration could be seen as a natural generalization of image registration in which image spaces are replaced by abstract feature spaces, material points are replaced by data points, and smoothing kernels (Green’s functions of differential operators) are replaced by REM kernels. Although discretizing the material space is a viable and effective strategy [18] in the Large Deformation Diffeomorphic Metric Mapping (LDDMM) model [24, 8] of image registration, the curse of dimensionality renders it prohibitive for general abstract spaces, which is why idea registration must (for efficiency) be implemented with feature maps. Our regularization strategy for idea registration is a generalization of that of image registration [53]. The sparsity of idea registration in momentum map representation is akin to the sparsity of image deformations in momentum map representation [13, 90].

10.3. Interplays between learning, inference, and numerical approximation.

The error estimates discussed in Sec. 8 are instances of interplays between numerical approximation, statistical inference, and learning, which are intimately connected through the common purpose of making estimations/predictions with partial information. These confluences (which are not new, see [34, 21, 65, 64] for reviews) are not just objects of curiosity but constitute a pathway to simple solutions to fundamental problems in all three areas (e.g., solving PDEs as an inference/learning problem [60, 61, 74] facilitates the discovery of efficient solvers with some degree of universality [81, 80]). We also observe that the generalization properties of kernel methods (which, as stressed in [9], are intimately related to the generalization properties of ANNs [99]) can be quantified in a game-theoretic setting [64] through the observations [64] that (1) regression with the kernel \( K \) is minimax optimal when relative errors in RKHS norm \( \| \cdot \|_K \) are used as a loss, and (2) \( \mathcal{N}(0, K) \) is an optimal mixed strategy for the underlying adversarial game.

10.4. ODE interpretations of ResNets. The dynamical systems [91], ODE [28, 19], and diffeomorphism [77, 69] interpretations of ResNets are not new and have inspired the application of numerical approximation methods to the design and training of ANNs. Motivated by the stability of very deep networks [28] proposes to derive ANN architectures from the symplectic integration of the Hamiltonian system

\[
\begin{align*}
\dot{Y} &= a(WZ + b) \\
\dot{Z} &= -a(WY + b)
\end{align*}
\]

(10.4)

where, \( Y \) and \( Z \) are a partition of the features, \( a \) is an activation function and \( W(t) \) and \( b(t) \) are time-dependent matrices and vectors acting as control parameters. Motivated by the reversibility of the network, [17] proposes to replace (10.4) by a Hamiltonian system of the form

\[
\begin{align*}
\dot{Y} &= W_1^T a(W_1 Z + b_1) \\
\dot{Z} &= -W_2^T a(W_2 Y + b_2)
\end{align*}
\]

(10.5)

where \( W_1 \) and \( W_2 \) are time dependent convolution matrices acting as control parameters (in addition to \( b_1 \) and \( b_2 \)). Motivated by memory efficiency and an explicit control of the speed vs. accuracy tradeoff [19] proposes to use Pontryagin’s adjoint sensitivity method for computing gradients with respect to the parameters of the Network. While ResNets...
have been interpreted as solving an ODE of the form \( \dot{x} = a(Wx + b) \) [91, 28], the feature space formulation of idea registration (Subsec. 6.3) suggests using ODEs of the form \( \dot{x} = Wa(x) + b \).

10.5. Warping kernels. Kernels of the form \( K(\phi(x), \phi(x')) \) defined by a warping of the space \( \phi \) have been employed in numerical homogenization [70] (where they enable upscaling with non-separated scales), and in spatial statistics [79, 71, 82, 98] where they enable the nonparametric estimation of nonstationary and anisotropic spatial covariance structures.

10.6. Kernel Flows and deep learning without back-propagation. In the setting of Sec. 2, given an operator-valued kernel \( K : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(\mathcal{Y}) \), the Kernel Flows [69, 95, 20, 31] solution to Problem 1 is, in its nonparametric version [69], to approximate \( f^\dagger \) via ridge regression with a kernel of the form \( K_n(x, x') = K(\phi_n(x), \phi_n(x')) \). where \( \phi_n : \mathcal{X} \to \mathcal{X} \) is a discrete flow learned from data via induction on \( n \) with \( \phi_0(\cdot) = \cdot \). This induction can be described as follows. Let \( \Gamma : \mathcal{X} \times \mathcal{X} \to \mathcal{L}(\mathcal{X}) \) be a scalar operator-valued kernel. Set \( q_n = \phi_n(X) \) and

\[
\phi_{n+1}(x) = \phi_n(x) + \Delta t \Gamma(\phi_n(x), q_n)p_n, \tag{10.6}
\]

which is evidently a discretization of (1.7) with \( v \) of the form (4.10). To identify \( p_n \), let \( q_{n+1} = q_n + \Delta t \Gamma(q_n, q_n)p_n \). Select \( (q'_{n+1}, Y') \) as a random subset of the (deformed) data \( (q_n, Y) \), write \( u_{q_{n+1}} \) for the \( \Gamma \)-interpolant of \( (q_{n+1}, Y) \), \( u'_{q_{n+1}} \) for the \( \Gamma \)-interpolant of \( (q'_{n+1}, Y) \), write \( \rho(q_{n+1}) = \|u_{q_{n+1}} - u'_{q_{n+1}}\|_2^2/\|u_{q_{n+1}}\|_2^2 \) and identify \( p_n \) in the gradient descent direction of \( \rho(q_{n+1}) = \rho(q_n + \Delta t \Gamma(q_n, q_n)p_n) \). Since no backpropagation is used to identify \( p_n \), the numerical evidence of the efficacy of this strategy [69] (interpretable as a variant of cross validation [20]) suggests that deep learning could be performed by replacing backpropagation with forward cross-validation.

11. The elephant in the dark deep learning room and the shape of ideas

Seeking to develop a theoretical understanding of deep learning can be compared to attempting to describe an elephant in a dark room [5]. Rephrasing [5], ResNets [33] look like discretized ODEs [91, 28, 19, 69], the generalization properties of ANNs [99] feel like those of kernel methods [9, 37, 69], the functional form of ANNs is akin to that of deep Gaussian processes [23]. Backpropagation seems to be solving an optimal control problem [45]. The identification of ANNs, CNNs, and ResNets as algorithms obtained from the discretization of idea/abstraction registration/formation variational problems suggests that (1) ANNs are essentially image registration/computational anatomy algorithms generalized to abstract high dimensional spaces (2) ideas do have shape and forming ideas can be expressed as manipulating their form in abstract RKHS spaces. Evidently, this identification opens the possibility of (1) analyzing deep learning the perspective of shape analysis [97] (2) identifying good architectures by programming good kernels [68]. Although it is difficult to visualize shapes in high dimensional spaces, we suspect that deep learning breaks the curse of dimensionality by (implicitly) employing kernels (such as
REM kernels) exploiting\textsuperscript{29} universal patterns/structures in the shape of the data (e.g., the compositional nature of the world and its invariants under transformations). Therefore understanding interplays between learning and shapes/forms in high dimensional spaces may help us see “the whole of the beast” \textsuperscript{5}. A beast that bears some intriguing similarities with Plato’s theory of forms\textsuperscript{30} \textsuperscript{72}.
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