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Abstract
In the literature, the theory of complex-valued random fields is usually recalled to describe the evolution of vector data in space, without including the temporal dimension. However, as in the real case, the development of the complex formalism in a spatio-temporal context and the construction of some new classes of spatio-temporal complex covariance models are of sure interest for the scientific community partly due to the ongoing explosion in the availability of vector observations in space–time. In this paper, after presenting the fundamental aspects of the complex formalism of a spatio-temporal random field in a complex domain and the extension of some classes of complex-valued covariance models from a spatial domain to a spatio-temporal one, a new family of spatio-temporal complex-valued models obtained through a positive mixture of an infinite number of terms is proposed and various examples are discussed. A case study on modeling the spatio-temporal complex correlation structure of vectorial data is also provided.
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1 Introduction

Recalling the theory of complex-valued random fields is justifiable for describing phenomena, which can be naturally decomposed in modulus and direction, as a wind speed, sea current or electric field. One of the first contributions on the complex formalism and on the methodology to model these phenomena in one-dimension can be found in Yaglom (1987); subsequently, for a spatial domain in two or more dimensions the pioneer works of Lajaunie and Béjaoui (1991), Grzebyk (1993), Wackernagel (2003) and De Iaco et al. (2003) can be cited. Moreover, together with some advances focused on some parametric classes of covariance models defined on complex domains (Posa 2020, 2021), in the last decade practical aspects regarding the fitting procedure and the related computational difficulties were also discussed, as shown in De Iaco and Posa (2016). In addition, De Iaco (2017) presented the cgeostat software in the R environment, which can support the users in all the steps of the spatial analysis of vectorial data with two components.

Thanks to the potentiality of this area of research in the applications, it is also in great demand the development of tools for space–time complex analysis. Indeed, in the literature there are a lot of studies, focused essentially, on spatio-temporal modeling and prediction of scalar variables, (Stein 1986; Posa 1993; Rouhani and Hall 1989; Cressie and Wikle 2011; Christakos 2017; Wikle et al. 2019). However, in the framework of complex analysis, recently Cappello et al. (2020a, 2020b) tried to include the temporal dimension by presenting a class of time-varying complex covariance functions and its application. It is clear that this class cannot be used to describe the joint spatial and temporal correlation structure of a complex-valued second-order stationary random field, defined on space–time, since it is not a function of both the spatial and temporal lags, but it is a function of the spatial lags, whose parameters depend on time. Apart from this attempt, there exists only the contribution of Cappello et al. (2022), where the spatio-temporal complex-valued random fields and their correlation modeling, based on Bochner’s characterization, were introduced.
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The novelty of this paper concerns the construction of wide families of spatio-temporal complex covariance models, for second order stationary spatio-temporal complex-valued random fields, based on different techniques. The first approach proposes an extension, to the space–time domain, of existing complex covariance models given by Lajaunie and Béjaoui (1991), who built the imaginary component of a continuous complex covariance model on the basis of the real component through Radon–Nikodym’s theorem, and by De Iaco et al. (2003), which started from the spectral representation of positive definite functions. Note that the latter presents by definition a periodic factor, whose effect can be damped through the product with a real monotonically decaying covariance model, while for the former the periodic component can be optionally included in the model. The other approach allows for building a new family of complex covariance models, which can cover a wide range of correlation structures. In particular, this family can be used to describe nonnegative real part or real and imaginary parts with or without a periodic component. Moreover, they can be used to generalize the convolution based class. It is also clarified that the potentiality of these techniques is comes from the possibility of building wide families of spatio-temporal complex-valued covariance functions, by easily defining the real and imaginary parts exploiting what is already known on real-valued spatio-temporal covariance functions.

In this paper, an introduction of the complex-valued random fields in space–time has been provided in Sect. 2, together with the second-order stationarity hypothesis and the space–time complex covariance characterization. After presenting the extension of some families of complex covariance models, from space to space–time in Sect. 3, the construction of a new class of spatio-temporal complex covariance models by using positive mixtures has been given in Sect. 4, together with some examples of complex models in space–time, obtained from the provided classes. Then, in Sect. 5 some interesting details on parameters estimation and modeling have been offered. At the end, an application on data related to sea currents in the US East has been proposed and the spatio-temporal complex correlation structure has been modeled through the use of the new classes (Sect. 6) and their performance has been compared with respect to the classical models only extended to space–time (Sect. 7).

2 Theory of spatio-temporal complex random fields

A complex-valued random field in space–time is defined as follows

\[ Z(\mathbf{w}) = U(\mathbf{w}) + i V(\mathbf{w}), \quad \mathbf{w} = (w_x, w_t) \in \mathbb{R}^N \times \mathbb{R}, \]

where \( U \) and \( V \) are two real-valued spatio-temporal random fields, defined on \( \mathbb{R}^N \times \mathbb{R} \), and \( i = \sqrt{-1} \) is the imaginary number.

Assuming that \( Z \) has finite variance, the first-order moment \( E[Z(\mathbf{w})] \) of \( Z \) is finite and is defined through the following complex-valued deterministic function

\[ m(\mathbf{w}) = m_U(\mathbf{w}) + i m_V(\mathbf{w}), \]

where \( m_U \) and \( m_V \) are the expected values of \( U \) and \( V \), respectively, whereas the covariance function \( R(\mathbf{w}, \mathbf{w}') \) is finite and defined as

\[ R(\mathbf{w}, \mathbf{w}') = E \left[ (Z(\mathbf{w}) - m(\mathbf{w}))(Z(\mathbf{w}') - m(\mathbf{w}')) \right] = R_U(\mathbf{w}, \mathbf{w}') + R_V(\mathbf{w}, \mathbf{w}') + i |R_{UV}(\mathbf{w}, \mathbf{w}')| \quad (2) \]

where \( R_U \) and \( R_V \) denote, respectively, the spatio-temporal covariance functions associated of \( U \) and \( V \) whereas \( R_{UV} \) represent the related cross-covariances. As usually done, the complex conjugation is denoted with an overline in Eq. (2).

Note that the difference between the complex formalism and the well known multivariate geostatistical approach is not only formal, but conceptual, when data, with a reasonable complex representation, have to be analyzed over a spatial or spatio-temporal domain. For example, wind fields data or oceanographic vectorial data, composed of speed and direction can find their appropriate description in the framework of complex-valued random fields. From a modeling point of view, the main difference between a complex formalism and a multivariate approach is based on the consideration that the complex covariance completely characterizes the correlation structure of vectorial data in two dimensions; this enables the computation of correlations functions in an easier and more flexible way compared to bivariate techniques. Indeed, the complex covariance depends on the direct covariances (in the real part) and on the cross covariances (in the imaginary part); however, it is not necessary to model separately the two direct covariances and the two cross covariances, but just the sum of the former and the difference of the latter. Further details on this aspect can be found in Wackernagel (2003) and De Iaco and Posa (2016). It is worth highlighting that these perks are even more appreciable when these data have a spatio-temporal structure.

2.1 Second-order stationarity hypothesis

Given a random field as in (1), it is second-order stationary in space–time, if its complex-valued expected value is
constant, that is \( E[Z(w)] = m = m_U + im_V \), where the expected values of \( U \) and \( V \) are constant for any point of the domain and the space–time covariance function \( R \) depends, for any pair of points \( w = (w_s, w_t) \) and \( w' = (w'_s, w'_t) \), on the separation lag vector \( h = w_s - w'_s \in \mathbb{R}^N \), \( h_t = w_t - w'_t \in \mathbb{R} \), that is

\[
R(h_s, h_t) = R^{re}(h_s, h_t) + i R^{im}(h_s, h_t),
\]

where the corresponding real part, indicated with \( R^{re} \), is given as follows

\[
R^{re}(h_s, h_t) = R_{UU}(h_s, h_t) + R_{VV}(h_s, h_t)
\]

and the imaginary part, denoted with \( R^{im} \), is defined as

\[
R^{im}(h_s, h_t) = R_{UV}(h_s, h_t) - R_{UV}(h_s, h_t).
\]

Note that, by definition, the even function in Eq. (4) is also a space–time covariance function on the basis of the convexity property (Chiles and Delfiner 2012), on the other hand the odd function in Eq. (5) is not a space–time covariance function.

For a second-order stationary complex-valued random field \( Z \), the space–time covariance function \( R \) satisfies the following properties, i.e.

- it is nonnegative at zero, \( R(0,0) \geq 0 \),
- it is symmetric, \( R(-h_s, -h_t) = R(h_s, h_t) \), that is the covariance matrix is Hermitian,
- it is bounded, \( |R(h_s, h_t)| \leq R(0,0) \).

Moreover, any complex covariance function must be nonnegative definite, i.e.,

\[
\sum_{i=1}^{k} \sum_{j=1}^{k} R(w_i - w_j)a_i \overline{a_j} \geq 0,
\]

\[
\forall w_1, w_2, \ldots, w_k \in \mathbb{R}^N \times \mathbb{R}, \quad \forall a_1, \ldots, a_k \in \mathbb{C}.
\]

### 2.2 Bochner’s theorem and space–time complex covariance

On the basis of the full characterization given for any continuous complex covariance function by Bochner’s theorem (Bochner 1933), the definition of a space–time complex continuous covariance function is provided as follows:

\[
R(h_s, h_t) = \int_{\mathbb{R}^N \times \mathbb{R}} e^{i(h_s \cdot q_s + h_t q_t)} dF(q_s, q_t),
\]

where \( h_s \cdot q_s \) denotes the inner product \( \sum_{i=1}^{N} h_i q_i \) and \( F \), called the space–time spectral distribution function of \( R \), is a bounded, real-valued function, such that

\[
\int_A dF(q_s, q_t) \geq 0, \quad \text{for any measurable } A \subseteq \mathbb{R}^N \times \mathbb{R}.
\]

The Bochner’s characterization of a space–time covariance function is often worthwhile for analyzing its properties. Hence, from (7)

\[
R(h_s, h_t) = \int_{\mathbb{R}^N \times \mathbb{R}} \cos(h_s \cdot q_s + h_t q_t) dF(q_s, q_t)
\]

\[
+ i \int_{\mathbb{R}^N \times \mathbb{R}} \sin(h_s \cdot q_s + h_t q_t) dF(q_s, q_t),
\]

then, the space–time covariance function of \( Z \) is conveniently expressed as the sum of an even part and an odd one.

If the spectral distribution function \( F \) is absolutely continuous, the space–time spectral density \( f \) exists and is a bounded and continuous nonnegative function. Thus, the Fourier integral representation for the complex covariance function \( R \) can be written as:

\[
R(h_s, h_t) = \int_{\mathbb{R}^N \times \mathbb{R}} e^{i(h_s \cdot q_s + h_t q_t)} f(q_s, q_t) dq_s dq_t.
\]

Note that the covariance function in (7) and (9) is, in general, complex-valued. However, it is real-valued, if the spectral distribution function \( F \) is symmetric about the origin of \( \mathbb{R}^N \times \mathbb{R} \) or if a spectral density function \( f \) is an even function, then the covariance function is real-valued.

Moreover, if the spectral density is assumed to be separable, i.e. \( f(q_s, q_t) = f_1(q_s) f_2(q_t) \), then this implies the separability of \( R \)

\[
R(h_s, h_t) = \int_{\mathbb{R}^N \times \mathbb{R}} e^{i(h_s \cdot q_s + h_t q_t)} f_1(q_s) f_2(q_t) dq_s dq_t,
\]

\[
= \int_{\mathbb{R}^N} e^{i(h_s \cdot q_s)} f_1(q_s) dq_s \int_{\mathbb{R}} e^{i(h_t q_t)} f_2(q_t) dq_t,
\]

\[
= R_1(h_s) R_2(h_t),
\]

where \( R_1 \) and \( R_2 \) are spatial and temporal complex covariance functions, respectively.

Thus, two different subclasses can be derived by assuming that only one of the spectral density, \( f_1 \) or \( f_2 \), is symmetric. If the spectral density function \( f_1 \) is symmetric, then \( R_1 \) is a real spatial covariance function and \( R_2 \) is a complex temporal covariance function; on the other hand, if the spectral density function \( f_2 \) is symmetric, then \( R_1 \) is a complex spatial covariance function and \( R_2 \) is a real temporal covariance function.

Note that, only for the real case, the covariance function \( R \) is an even function, since the imaginary part of (3) is zero.
3 Some complex families from space to space–time

In a spatio-temporal context, various families of complex-valued covariance models can be obtained by extending the spatial complex covariance model, defined on \( \mathbb{R}^N \), to a space–time domain \( \mathbb{R}^N \times \mathbb{R} \). This generalization is proposed hereafter for the spatial complex covariance model built by Lajaunie and Béjaoui (1991), through Radon–Nikodym’s theorem, and for the spatial complex covariance model based on the translation of the spectral density (De Iaco et al. 2003).

3.1 Convolution of the real part

One of the first contributions on complex covariance models, defined on a spatial domain, was presented by Lajaunie and Béjaoui (1991), who built the imaginary component of a continuous complex covariance model on the basis of the real component. By using this result, given the spatio-temporal real part \( R^{re}(\mathbf{h}, \tau) \), the imaginary part can be defined in consequence of Radon–Nikodym’s theorem, as specified below:

\[
iR^{im}(\mathbf{h}, \tau) = (F * R^{re})(\mathbf{h}, \tau),
\]

where \( * \) represents the convolution operation and \( F \) is a complex distribution whose Fourier transform is a real odd function \( f \) with values in the interval \([-1, 1]\). Thus, the following class of complex spatio-temporal covariance model can be obtained

\[
R(\mathbf{h}, \tau) = R^{re}(\mathbf{h}, \tau) + (F * R^{re})(\mathbf{h}, \tau).
\]

The imaginary components \( R^{im}(\mathbf{h}, \tau) \), associated with a real continuous covariance function \( R^{re}(\mathbf{h}, \tau) \) through Eq. (12), are usually known as compatible imaginary parts.

In particular, a class of compatible imaginary components can be given by:

\[
R^{im}(\mathbf{h}, \tau) = 0.5 \int \left| R^{re}(\mathbf{h} - \mathbf{r}, \tau) - R^{re}(\mathbf{h} + \mathbf{r}, \tau) \right| \mu(d\mathbf{r}, d\tau),
\]

where \( \mu \) is a real bounded measure such that \( |f(\omega_x, \omega_t)| < 1 \) with \( f(\omega_x, \omega_t) = -\int \sin(\omega_x \cdot \mathbf{r}, \omega_t \tau) \mu(d\mathbf{r}, d\tau) \). In other terms, the imaginary parts of this class can be got through the expected value of the difference \( [R^{re}(\mathbf{h} - \mathbf{r}, \tau) - R^{re}(\mathbf{h} + \mathbf{r}, \tau)] \) with respect to \( \tau \) and \( \tau' \), i.e.,

\[
R^{im}(\mathbf{h}, \tau) = 0.5 \mathbb{E}_{\omega_x, \omega_t} \left[ R^{re}(\mathbf{h} - \mathbf{r}, \tau) - R^{re}(\mathbf{h} + \mathbf{r}, \tau) \right],
\]

As a special case of (14), it is worth introducing the following simple complex covariance model in space–time:

\[
R(\mathbf{h}, \tau) = R^{re}(\mathbf{h}, \tau) + 0.5i[R^{re}(\mathbf{h} - \mathbf{r}, \tau) - R^{re}(\mathbf{h} + \mathbf{r}, \tau)],
\]

where the imaginary component is determined through the difference of the real-valued covariance function \( R^{re} \) translated backward and forward of the vector \( (\tau, \tau') \). An example of a class of compatible imaginary parts associated with the Gneiting class of real-valued covariance functions has been proposed below.

**Example 3.1** Suppose that the real component of Eq. (15) is described by the following class of Gneiting covariance models:

\[
R^{re}_{\text{Gn}}(\mathbf{h}, \tau) = \frac{1}{(a|\mathbf{h}|^{2a} + 1)} \exp\left[ -\frac{b|\mathbf{h}|^{2b}}{(a|\mathbf{h}|^{2a} + 1)^{\beta}} \right] \exp\left[ -\frac{0.5}{(a|\mathbf{h}|^{2a} + 1)^{\lambda}} \right],
\]

with \( a, b \in [0, +\infty], \lambda, \gamma, \beta \in [0, 1] \), then the corresponding compatible imaginary part can be obtained on the basis of the above mentioned difference, that is

\[
R^{im}_{\text{Gn}}(\mathbf{h}, \tau) = \frac{0.5}{(a|\mathbf{h}|^{2a} + 1)^{\lambda}} \exp\left[ -\frac{b|\mathbf{h}|^{2b}}{(a|\mathbf{h}|^{2a} + 1)^{\beta}} \right] - \frac{0.5}{(a|\mathbf{h}|^{2a} + 1)^{\lambda}} \exp\left[ -\frac{b|\mathbf{h}|^{2b}}{(a|\mathbf{h}|^{2a} + 1)^{\beta}} \right]
\]

Figure 1 provides a graphical representation of the spatial and temporal marginals of the complex model obtained from the class (15), that is the real marginals in space and time.

---

\[ \mathbb{E} \] Springer
In Cappello et al. (2022), the above approach has been function and translating the even spectral density function. This can be also expressed as follows

\[ R_{Gn}^{\text{even}}(\mathbf{h}, 0) = \frac{1}{(a|h|^{2\tau} + 1)}, \quad R_{Gn}^{\text{even}}(0, h_t) = \exp[-b\|\mathbf{h}_t\|^{2\tau}], \]  

(18)

and the imaginary marginals in space and time

\[ R_{Gn}^{\text{even}}(\mathbf{h}, 0) = 0.5 / a' \{ \exp[-b / (a' \tau^{\beta})\|\mathbf{h}_t - \tau_s\|^{2\tau}] \\
- \exp[-b / (a' \tau^{\beta})\|\mathbf{h}_t + \tau_s\|^{2\tau}] \}, \]  

(19)

\[ R_{Gn}^{\text{even}}(0, h_t) = \frac{0.5}{(a|h_t - \tau_l|^{2\tau} + 1)} \exp[-b' / (a|h_t - \tau_l|^{2\tau} + 1)^{\beta}]
- \frac{0.5}{(a|h_t + \tau_l|^{2\tau} + 1)} \exp[-b' / (a|h_t + \tau_l|^{2\tau} + 1)^{\beta}], \]  

(20)

where \( a' = (a|\tau_l|^{2\tau} + 1), b' = b|\tau_l|^{2\tau} \).

It is clear that any periodic component can be included, for example through the sum or the product of the class in (15) with the basic complex covariance function, that is \( R(\mathbf{h}_s, h_t) = \cos(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_i) + i \sin(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_i) \), or just with the real part of the same basic complex covariance function.

### 3.2 Construction based on translated spectral density

A class of complex covariance models for the spatial case was proposed by De Iaco et al. (2003) starting from Bochner’s characterization of a real-valued covariance function and translating the even spectral density function. In Cappello et al. (2022), the above approach has been suitably generalized to build a class of complex-valued spatio-temporal covariance models. Indeed, given a spectral representation of a real-valued covariance function \( \tilde{R}(\mathbf{h}_s, h_t) \) and its spectral representation with the corresponding even spectral density function \( f(\mathbf{q}_s, \mathbf{q}_t) \), then the translated function \( f(\mathbf{q}_s - \mathbf{c}_s, \mathbf{q}_t - \mathbf{c}_t) \), which is a not-even spectral density function \( \forall \mathbf{c} = (\mathbf{c}_s, c_t) \in \mathbb{R}^N \times \mathbb{R}, \mathbf{c} = (\mathbf{c}_s, c_t) \neq 0 \), generates the following class of space–time complex covariance models

\[ R(\mathbf{h}_s, h_t; \mathbf{c}) = \int_{\mathbb{R}^N \times \mathbb{R}} \exp[i(\mathbf{h}_s \cdot \mathbf{q}_s + h_t q_t)] f(\mathbf{q}_s - \mathbf{c}_s, \mathbf{q}_t - \mathbf{c}_t) dq_s dq_t \]

\[ = \exp[i(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_t)] \tilde{R}(\mathbf{h}_s, h_t). \]  

(21)

This can be also expressed as follows

\[ R(\mathbf{h}_s, h_t; \mathbf{c}) = \cos(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_t) \tilde{R}(\mathbf{h}_s, h_t) + i \sin(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_t) \tilde{R}(\mathbf{h}_s, h_t), \]  

(22)

where \( \tilde{R}(\mathbf{h}_s, h_t) \) is a real space–time covariance function and \( \mathbf{c} = (\mathbf{c}_s, c_t) \in \mathbb{R}^N \times \mathbb{R} \) represents the shifting factor.

On the basis of Eqs. (3) and (22), it is clear that the real part \( \cos(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_t) \tilde{R}(\mathbf{h}_s, h_t) \) describes the behavior of the sum of the covariances \( R_{UV}(\mathbf{h}_s, h_t) \) and \( R_{VV}(\mathbf{h}_s, h_t) \), while the imaginary part \( \sin(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_t) \tilde{R}(\mathbf{h}_s, h_t) \) represents the model for the difference of the two cross-covariances \( R_{UV} \) and \( R_{UV} \).

From (22), the spatial and temporal complex marginal covariance models are, respectively:

\[ R(\mathbf{h}_s, 0; \mathbf{c}) = \cos(\mathbf{h}_s \cdot \mathbf{c}_s) \tilde{R}(\mathbf{h}_s, 0) + i \sin(\mathbf{h}_s \cdot \mathbf{c}_s) \tilde{R}(\mathbf{h}_s, 0), \]

(23)

\[ R(0, h_t; \mathbf{c}) = \cos(h_t c_t) \tilde{R}(0, h_t) + i \sin(h_t c_t) \tilde{R}(0, h_t). \]

(24)

Under a computational point of view, it can be convenient to estimate the real and imaginary parts of the marginals, they can be employed to separately estimate the spatial shifting factor and the temporal one, by following the same idea given in De Iaco and Posa (2016) and De Iaco (2017). A discussion on the effect of the shifting factor can be found in De Iaco et al. (2013b).

Moreover, given that the isotropy assumption does not make any sense in space–time, it is common to adopt spatio-temporal covariance models which are isotropic only in space, thus it is worth introducing the corresponding space–time complex covariance, as a special case of (22):

\[ R(\mathbf{h}_s, h_t; \mathbf{c}) = \cos(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_t) \tilde{R}(\|\mathbf{h}_s\|, h_t)
+ i \sin(\mathbf{h}_s \cdot \mathbf{c}_s + h_t c_t) \tilde{R}(\|\mathbf{h}_s\|, h_t). \]  

(25)

In the following examples, some spatio-temporal models on \( \mathbb{R}^N \times \mathbb{R} \), with \( N = 2 \) and the vector coordinate \( (\mathbf{h}_s, h_t) = (h_{x_1}, h_{x_2}, h_{t_1}, h_{t_2})^T \), are presented. In particular, they are obtained starting from some specific classes of spatio-temporal covariance models used for defining \( \tilde{R}(\mathbf{h}_s, h_t) \).

Although in various applications these models depend on the modulus \( \|\mathbf{h}_s\| \) of the spatial lag and on the modulus \( |h_t| \) of the temporal lag, the presence of a spatial anisotropy can be also included.

**Example 3.2** Let \( \tilde{R} \) be a space–time continuous complex-valued product model, defined as follows:

\[ R(\mathbf{h}_s, h_t) = R_1(\mathbf{h}_s) R_2(h_t), \]

(26)

where \( R_1 : \mathbb{R}^N \to \mathbb{C} \) and \( R_2 : \mathbb{R} \to \mathbb{C} \) are spatial and temporal complex covariance models, respectively and \( N = 2 \). By using the construction in (21), the product model in (26) can be further written as
where the real part and the imaginary part are, respectively:

\[ R(h_x, 0; c) = \cos(h_x \cdot c) \exp[-h_x^2 + (kh_x)^2] \]
\[ + i \sin(h_x \cdot c) \exp[-h_x^2 + (kh_x)^2], \]
(30)

\[ R(0, h_t; c) = \cos(h_t c) \exp[-|h_t|/a_t] \]
\[ + i \sin(h_t c) \exp[-|h_t|/a_t], \]
(31)

**Example 3.3** Let \( \tilde{R} \) be the class of Gneiting covariance models in Eq. (16), then given the complex class in (25), the following space–time complex covariance model can be built:

\[ \tilde{R}(h_x, h_t) = \frac{\cos(h_x \cdot c + h_t c) \exp[-bo_{|h_t|/a_t}^2]}{(a|h_t|^{2\alpha} + 1)^{\beta}} \]
\[ + \frac{i \sin(h_x \cdot c + h_t c) \exp[-bo_{|h_t|/a_t}^2]}{(a|h_t|^{2\alpha} + 1)^{\beta}}. \]
(32)

Note that the real-valued covariance component \( \tilde{R}(h_x, h_t) \) is assumed to be isotropic in space. Moreover, the spatial and temporal complex marginal covariance models are defined as follows:

\[ R(h_x, 0) = \cos(h_x \cdot c) \exp[-b|h_x|^2] \]
\[ + i \sin(h_x \cdot c) \exp[-b|h_x|^2], \]
(33)

\[ R(0, h_t) = \cos(h_t c) + \frac{i \sin(h_t c)}{(a|h_t|^{2\alpha} + 1)^{\beta}}. \]
(34)

Figure 2 provides a graphical representation of the real and imaginary parts of the spatial and temporal marginals of the complex model in (32), together with the marginals of the model in example 3.1 for comparison purposes. Indeed, both models are based on the Gneiting class defined in Eq. (16), with the same values for the parameters. It is clear the effect of the factors containing the shifting vector \( c \), however the \( \tilde{R} \) produces a damping effect for both the real and imaginary components of the spatial and temporal marginals. The damped periodicity might be further mitigated by using lower values for the shifting factor, as shown in Fig. 2b.

**4 Construction through positive mixtures**

In this section, a new class of complex-valued spatio-temporal covariance models is proposed and its peculiarities are discussed. This new class has been obtained by
and have the advantage to describe in a very flexible way a weighted with a power of a constant in the interval \( ]0, 1[ \).

Combination of an infinite number of terms, as in (22),

\[ R_n(h, h; a, c) = \lim_{n \to \infty} R_n(h, h; a, c). \]  

It is known that if \( R_n(u_1, u_2) \) is a complex-valued covariance function, for \( n = 0, 1, 2, \ldots \), and if the following limit exists for all pairs \( (u_1, u_2) \in \mathbb{R}^M \times \mathbb{R}^M, M \in \mathbb{N}_+ \)

\[ \lim_{n \to \infty} R_n(u_1, u_2) = R(u_1, u_2), \]

then \( R(u_1, u_2) \) is a complex-valued covariance function (Matern 1980, p. 10). As already underlined, \( R_n(h, h; a, c) \) is a complex-valued covariance function, for \( n = 0, 1, 2, \ldots \), thus in order to prove that the function in (36) is a class of complex-valued covariance models, it is necessary to verify that the limit exists. In this case, the limit of the partial sums \( R_n(h, h; a, c) \) in (36) can be equivalently written as follows:

\[ R(h, h; a, c) = \sum_{x=0}^{\infty} a^x \cos(x(h \cdot c_x + h_c)) \hat{R}(h, h) \]

and then

\[ R(h, h; a, c) = \sum_{x=0}^{\infty} a^x \cos(x(h \cdot c_x + h_c)) \hat{R}(h, h) \]

where, apart from \( \hat{R}(h, h) \) which does not depend on \( x \), each term converges as reported below

\[ \sum_{x=0}^{\infty} a^x \cos(x(h \cdot c_x + h_c)) = \frac{1 - a \cos(h \cdot c_x + h_c)}{1 - 2a \cos(h \cdot c_x + h_c) + a^2}. \]
\[
\sum_{s=0}^{\infty} a^s \sin(x(h_s \cdot c_s + h_c)) = \frac{a \sin(h_s \cdot c_s + h_c)}{1 - 2a \cos(h_s \cdot c_s + h_c) + a^2}.
\]  

(39)

Since each terms converges, the proof is complete. 

One of the advantages of this class is related to the minimum and the maximum of the factors (38) and (39), which are different for the real and the imaginary parts, that is \([1/(1 + a), 1/(1 - a)]\) for (38) and \([-a/(1 - a^2), a/(1 - a^2)]\) for (39), as proved hereafter. 

Given the factor (38), the stationary points have to satisfy the following equation:

\[
a \sin(k)[1 - 2a \cos(k) + a^2] - [1 - a \cos(k)][2a \sin(k)] = 0 \quad \implies \cos(k) = \pm 1,
\]

where \(k = h_s \cdot c_s + h_c\), thus the minimum and the maximum are respectively

\[
\frac{1 + a}{1 + 2a + a^2} = \frac{1}{1 + a}, \quad \frac{1 - a}{1 - 2a + a^2} = \frac{1}{1 - a}.
\]

Given the factor (39), the stationary points have to satisfy the following equation:

\[
a \cos(k)[1 - 2a \cos(k) + a^2] - a \sin(k)[2a \sin(k)] = 0.
\]

By considering the Pythagorean identity and then by solving the equation with respect to \(\cos(k)\), it results

\[
\cos(k) = \frac{2a^2}{a^2 + a}
\]

Thus \(\sin(k) = \pm \sqrt{1 - \cos^2(k)}\). Then, the minimum and the maximum of the function (39) are obtained as follows:

\[
\pm a \sqrt{\frac{1 - \left(\frac{2a^2}{a^2 + a}\right)^2}{1 - 2a \cdot \frac{2a^2}{a^2 + a} + a^2}} = \pm \frac{a}{\sqrt{(a^2 - 1)^2}} = \pm \frac{a}{1 - a^2}.
\]

The behavior of the factors (38) and (39) for different values of the parameter \(a\) is illustrated in Fig. 3.

Moreover, apart from the amplitude of the periodic component of this class, which can be smoothed by fixing low values of the parameter \(a\), it is worth pointing out the flexibility of the class (35), with respect to (22), in describing real and imaginary parts which are not affected by the presence of periodic components, as shown in the following example.

**Example 4.1** Let \(\tilde{R}\) be described by the integrated class, obtained by integrating the stable model with the gamma function, that is

\[
\tilde{R}(h_s, h_c) = \frac{1}{(b_s|h_s|^{2x} + b_t||h_s||^{2x} + 1)},
\]

(40)

with \(b_s, b_t \in [0, +\infty]\) and \(\alpha, \gamma \in [0, 1]\), then from (35), the obtained complex spatio-temporal covariance function is given below

\[
R(h_s, h_t; \theta) = R^R(h_s, h_t; \theta) + iR^I(h_s, h_t; \theta),
\]

(41)

where the real and imaginary parts are respectively:

\[
R^R(h_s, h_t; \theta) = \frac{1 - a \cos(h_s \cdot c_s + h_c)}{(1 - 2a \cos(h_s \cdot c_s + h_c) + a^2)(b_s|h_s|^{2x} + b_t||h_s||^{2x} + 1)},
\]

(42)

\[
R^I(h_s, h_t; \theta) = \frac{a \sin(h_s \cdot c_s + h_c)}{(1 - 2a \cos(h_s \cdot c_s + h_c) + a^2)(b_s|h_s|^{2x} + b_t||h_s||^{2x} + 1)},
\]

(43)

with \(\theta = (a, b_s, b_t, c, \alpha, \gamma)\).

Figure 4 provides a graphical comparison between the spatial and temporal marginals of the classes (22) and (41), where the parameters related to the shifting factors in space and time are assumed to be the same for the two classes. It is worth highlighting that the amplitude of the periodic component of the class (41) is smoothed by fixing a value of the parameter \(a\) less than 0.5.

Figure 5 illustrates the flexibility of the class (41), with respect to (22), in describing real and imaginary parts which are not characterized by periodic components. In particular, the continuous lines in Fig. 5a, b are used to represent the real and imaginary marginals of (22) and
component can be completely left out by keeping low the dashed lines in Fig. 5a.

parameters associated with the ranges, as shown by the weighted with the positive discrete function (41), by considering the same values for both the shifting factors and the $R$ parameters, in order to make consistent the comparison. It is clear that the class (41) is able to describe random fields whose correlation decays monotonously, while for the class (22) the effect of the periodic component can be completely left out by keeping low the $R$ parameters associated with the ranges, as shown by the dashed lines in Fig. 5a.

### 4.2 Another equivalent formulation

The class of complex-valued spatio-temporal covariance models in (35) can be equivalently derived through a combination of an infinite number of terms, as in (22), weighted with the positive discrete function $p(x) = \exp(-ax), x = 0, 1, \ldots$, with $a > 0$, which leads to the following formulation

\[
R(h_x, h_t; a, c) = \sum_{n=0}^{\infty} \exp(-ax)\{\cos[x(h_x \cdot c_x + h_t c_t)]\bar{R}(h_x, h_t) + i \sin[x(h_x \cdot c_x + h_t c_t)]\bar{R}(h_x, h_t)\},
\]

(45) is a class of complex-valued covariance models by recalling that the same properties recalled before on the sum, the product and the limit of a complex-valued covariance function, where the hyperbolic functions can be defined in terms of the exponential function, that is

\[
\cosh(x) = \frac{e^x + e^{-x}}{2}, \quad \sinh(x) = \frac{e^x - e^{-x}}{2},
\]

\[
\sin(x) = \frac{e^{ix} - e^{-ix}}{2i}, \quad \cos(x) = \frac{e^{ix} + e^{-ix}}{2}.
\]

Indeed, given the complex covariance function (22) and a positive discrete function $p(x) = \exp(-ax), x = 0, 1, \ldots$, with $a > 0$, then

\[
R(h_x, h_t; a, c) = \frac{1}{2} \left[ \frac{\sinh(a)}{\cosh(a) - \cos(h_x \cdot c_x + h_t c_t)} + 1 \right] \bar{R}(h_x, h_t) + i \left[ \frac{\sin(h_x \cdot c_x + h_t c_t)}{\cosh(a) - \cos(h_x \cdot c_x + h_t c_t)} \right] \bar{R}(h_x, h_t).
\]

(44)
\[ \sinh(a) = \frac{\exp(a) - \exp(-a)}{2} = \frac{\exp(2a) - 1}{2\exp(a)}, \]
\[ \cosh(a) = \frac{\exp(a) + \exp(-a)}{2} = \frac{\exp(2a) + 1}{2\exp(a)}. \]

Then, Eq. (45) can be written as
\[ R(h_x, h_y; a, c) = \sum_{k=0}^{\infty} \exp(-ax) \cos[k(x \cdot c_y + h_y c_y)] \mathcal{R}(h_x, h_y) \]
\[ + i \sum_{k=0}^{\infty} \exp(-ax) \sin[k(x \cdot c_y + h_y c_y)] \mathcal{R}(h_x, h_y), \]
where, apart from \( \mathcal{R}(h_x, h_y) \) which does not depend on \( x \), each term converges as reported below
\[ \sum_{k=0}^{\infty} \exp(-ax) \cos[k(x \cdot c_y + h_y c_y)] \]
\[ = 1 + \frac{\sinh(a)}{\cosh(a) - \cos(h_x \cdot c_y + h_y c_y) + 1}, \]
\[ \sum_{k=0}^{\infty} \exp(-ax) \sin[k(x \cdot c_y + h_y c_y)] \]
\[ = 1 + \frac{\sin(h_x \cdot c_y + h_y c_y)}{\cosh(a) - \cos(h_x \cdot c_y + h_y c_y)}. \]

Note that, although the class in (44) is characterized by an apparently different functional form with respect to the one in (35), it is easy to prove that they are equivalent.

The minimum and the maximum of the factors (46) and (47) are different for the real and the imaginary parts, that is \([0.5 \sinh(a) / (\cosh(a) + 1) + 1], 0.5 [\sinh(a) / (\cosh(a) - 1) + 1]\) for (46) and \([-0.5 / \sinh(a), 0.5 / \sinh(a)]\) for (47), as proved hereafter.

Given the factor (46), the stationary points have to satisfy the following equation:
\[ - \sinh(a) \sin(k) = 0 \rightarrow \cos(k) = \pm 1, \]
where \( k = h_x \cdot c_y + h_y c_y \), thus the minimum and the maximum are respectively
\[ 0.5 \left[ \frac{\sinh(a)}{\cosh(a) + 1} + 1 \right], 0.5 \left[ \frac{\sinh(a)}{\cosh(a) - 1} + 1 \right]. \]

Given the factor (47), the stationary points have to satisfy the following equation:
\[ \cos(k) [\cosh(a) - \cos(k)] - \sin(k) \sin(k) = 0. \]

By considering the Pythagorean identity and then by solving the equation with respect to \( \cos(k) \), it results
\[ \cos(k) = \frac{1}{\cosh(a)}, \]
thus \( \sin(k) = \pm \sqrt{1 - \cos^2(k)} \). Then, the minimum and the maximum of the function (47) are obtained as follows:
\[ \pm \frac{0.5 \sqrt{1 - \left( \frac{1}{\cosh(a)} \right)^2}}{\cosh(a) - \frac{1}{\cosh(a)}} \pm \frac{0.5}{\sqrt{\cosh(a)^2 - 1}} \pm \frac{0.5}{\sinh(a)}. \]

A special case of the model (44) can be obtained by fixing
\[ R(h_x, h_y) = \exp[-x ||h_x|| / b_x] \exp[-x ||h_y|| / b_y], \quad b_x, b_y > 0, \]
\[ (48) \]
then
\[ R(h_x, h_y; a, c) = \frac{1}{2} \left[ \sinh(||h_x|| / b_x + ||h_y|| / b_y + a) \right. \]
\[ - \exp(-2a) \exp[-2(||h_x|| / b_x + ||h_y|| / b_y)], \]
\[ \frac{\sinh(||h_x|| / b_x + ||h_y|| / b_y + a)}{\cosh(||h_x|| / b_x + ||h_y|| / b_y) - \cos(h_x \cdot c_y + h_y c_y) + 1} \]
\[ + i \frac{1}{2} \left[ \sinh(||h_x|| / b_x + ||h_y|| / b_y + a) \right. \]
\[ - \exp(-2a) \exp[-2(||h_x|| / b_x + ||h_y|| / b_y)], \]
\[ \frac{\sinh(||h_x|| / b_x + ||h_y|| / b_y) + a}{\cosh(||h_x|| / b_x + ||h_y|| / b_y) + a} \].

Remark Given the basic complex covariance function, that is
\[ R(h_x, h_y) = \cos(h_x \cdot c_y + h_y c_y) + i \sin(h_x \cdot c_y + h_y c_y), \]
then its generalization can be derived through the positive mixture, as follows:
\[ R(h_x, h_y; a, c) = \frac{1 - a \cos(h_x \cdot c_y + h_y c_y)}{1 - 2a \cos(h_x \cdot c_y + h_y c_y) + a^2} \]
\[ + i \frac{a \sin(h_x \cdot c_y + h_y c_y)}{1 - 2a \cos(h_x \cdot c_y + h_y c_y) + a^2}; \]
where \( a \in [0, 1], \quad (c_x, c_y) \in \mathbb{R}^V \times \mathbb{R}, \quad c = (c_x, c_y) \neq 0, \)

or by using the alternative formulation

\[ \sum_{k=0}^{\infty} \exp(-ax) \sin(k(x \cdot c_y + h_y c_y)) \mathcal{R}(h_x, h_y), \]
\[ R(h_s, h_l; a, c) = \frac{1}{2} \left[ \sinh(a) \cos(h_s - h_l) + \cosh(a) \sin(h_s - h_l) \right] \]

where \( a > 0, (c_s, c_l) \in \mathbb{R}^N \times \mathbb{R}, c = (c_s, c_l) \neq 0 \).

### 4.3 Advantages and further generalizations

The potentiality of the proposed approach is related to the flexibility of building wide families of spatio-temporal complex-valued covariance functions, where the real and imaginary parts exploiting what is already known on real-valued positive definite functions in space–time. Indeed, the real component used in the convolution-based class, given in \((15)\), or the real-valued covariance factor in the construction based on translated spectral density, as in \((22)\), as well the real-valued covariance factor in the construction through a positive mixture, as in \((35)\) and \((44)\), can be explicated by selecting a model within numerous separable and nonseparable spatio-temporal classes of covariance models available in the literature (Rouhani and Hall 1989; Dimitrakopoulos and Luo 1994; De Iaco et al. 2001; Cressie and Huang 1999; Gneiting 2002; De Iaco et al. 2002; Kolovos et al. 2004; Stein 2005; Ma 2002, 2003, 2005; Porcu et al. 2006, 2008; Rodrigues and Diggle 2010).

Moreover, the classes proposed in this section can be further used to generalize the convolution based class in \((15)\), as specified below.

Let \( R^c(h_s, h_l) \) be a real-valued covariance function and \( a \in [0, 1] \), then

\[ R(h_s, h_l; a, c) = \frac{1 - a \cos(h_s - h_l) + a^2 \cos(h_s - h_l)}{1 - 2a \cos(h_s - h_l) + a^2} R^c(h_s, h_l) \]

\[ + \frac{0.5i}{1 - 2a \cos(h_s - h_l) + a^2} \left[ R^c(h_s - \tau_s, h_l - \tau_l) - R^c(h_s + \tau_s, h_l + \tau_l) \right], \]

is a class of complex-valued covariance models.

This model is obtained by recalling the property according to which the product of a complex covariance function and a real covariance function is still a complex covariance function. Indeed, given the complex covariance function \((15)\) and the real component of the class in \((50)\), which is itself a real-valued covariance factor, then the function, generated by multiplying these two factors, represents a valid class of complex-valued covariance models.

Similarly, by using the real part of the class in \((51)\), the following equivalent formulation of the generalized convolution based class can be obtained:

\[ R(h_s, h_l; a, c) = \frac{1}{2} \left[ \sinh(a) \cos(h_s - h_l) + \cosh(a) \sin(h_s - h_l) \right] R^c(h_s, h_l) \]

\[ + \frac{0.5i}{1 - 2a \cos(h_s - h_l) + a^2} \left[ R^c(h_s - \tau_s, h_l - \tau_l) - R^c(h_s + \tau_s, h_l + \tau_l) \right], \]

where \( a > 0, (c_s, c_l) \in \mathbb{R}^N \times \mathbb{R}, c = (c_s, c_l) \neq 0 \).

It is also worth highlighting that the convolution-based class and its generalization, the class based on translated spectral density and the class obtained through a positive mixture cover an extensive range of complex correlation structures, whose real part (not necessarily nonnegative) and imaginary part do/do not exhibit a periodic component. In particular, the convolution-based class can be easily applied to describe complex covariance surfaces with a nonnegative real part, the class based on translated spectral density is marked by a periodic factor for both the real and imaginary components, whose effect is often damped through the product with a real monotonically decaying covariance model. Thus, it can be typically used for complex covariance surfaces, whose real part can assume negative values.

The family of mixture models are flexible enough to encompass all the above mentioned features, since the real part is nonnegative unless the model used for the real-valued covariance factor assumes negative values; moreover, the amplitude and the frequency of the periodic factor can be conveniently fixed according to the empirical behavior of the real and imaginary components or if necessary the effect of the periodic factor can be left out, without producing a contextual flattening of the imaginary part as happens for the class based on translation of a symmetric spectral density.

### 5 Estimation and modeling

Given the classes of parametric spatio-temporal complex-valued covariance functions introduced in the previous section, it is interesting to offer some details on parameters estimation and modeling.

The first step in structural analysis is to compute the sample real and imaginary components of the spatio-temporal complex covariance function for different spatio-temporal lags. In particular, the sample real part, \( \tilde{R}^r \), is obtained through the sum of the sample covariance functions for \( U \) and \( V \), that is \( (\tilde{R}_U(h_s, h_l) + \tilde{R}_V(h_s, h_l)) \), while the imaginary part, \( \tilde{R}^i \), is determined through the
difference between the sample cross-covariances
\(\hat{R}_{UV}(\mathbf{h}_i, h_i) - \hat{R}_{UU}(\mathbf{h}_i, h_i)\).

For the proposed classes of complex covariance models, the real and imaginary parts are defined as a product of two factors, i.e. a periodic function and a real-valued covariance function \(\hat{R}\). Thus, the estimation process regards on one hand the parameter \(a\) and the shifting vector which characterize the periodic function and on the other hand the covariance function \(\hat{R}\) with its parameters (such as range, nugget and sill value).

For the class (35), the parameter \(a\) and the shifting factor can be easily estimated by using the sample components \(\hat{R}^{re}(\mathbf{h}_i, h_i)\) and \(\hat{R}^{im}(\mathbf{h}_i, h_i)\) of the complex covariance function determined for \(n_t\) lag vectors \((\mathbf{h}_i, h_i) \in \mathbb{R}^N \times \mathbb{R}\), \(i = 1, 2, \ldots, n_t\). In particular, by using the definition of a complex covariance function, given in (3), and the family of complex covariance models, as in (35), it is easy to obtain the equalities:

\[
R^{re}(\mathbf{h}_i, h_i) = \frac{1 - a \cos(\mathbf{h}_i \cdot \mathbf{c}_i + h_i c_i)}{1 - 2a \cos(\mathbf{h}_i \cdot \mathbf{c}_i + h_i c_i) + a^2} \hat{R}(\mathbf{h}_i, h_i; \theta),
\]

\[
R^{im}(\mathbf{h}_i, h_i) = \frac{a \sin(\mathbf{h}_i \cdot \mathbf{c}_i + h_i c_i)}{1 - 2a \cos(\mathbf{h}_i \cdot \mathbf{c}_i + h_i c_i) + a^2} \hat{R}(\mathbf{h}_i, h_i; \theta),
\]

where the periodic factors in (54) and (55) will be denoted in what follows with \(k^{re}\) and \(k^{im}\), respectively. Then the ratio between the imaginary part and the real part is

\[
\frac{R^{im}(\mathbf{h}_i, h_i)}{R^{re}(\mathbf{h}_i, h_i)} = \frac{\sin h_i \cdot c_i + h_i c_i}{\cos h_i \cdot c_i + h_i c_i}.
\]

Thus, given the sample components \(\hat{R}^{re}(\mathbf{h}_i, h_i)\) and \(\hat{R}^{im}(\mathbf{h}_i, h_i)\) of the complex covariance function \(\hat{R}\) in (3), determined for \(n_t\) lag vectors \((\mathbf{h}_i, h_i) \in \mathbb{R}^N \times \mathbb{R}\), \(i = 1, 2, \ldots, n_t\), the least squares estimates of the parameters can be computed by minimizing the following function:

\[
L(a, \mathbf{c}_i, c_i) = \sum_{i=1}^{n_t} \left[ \frac{a \sin(\mathbf{h}_i \cdot \mathbf{c}_i + h_i c_i)}{1 - 2a \cos(\mathbf{h}_i \cdot \mathbf{c}_i + h_i c_i) + a^2} \hat{R}(\mathbf{h}_i, h_i; \theta) \right]^2,
\]

for all \(\hat{R}^{re}(\mathbf{h}_i, h_i) \neq 0\) and \((\mathbf{h}_i, h_i)\).

Alternatively, for the class (44),

\[
R^{re}(\mathbf{h}_i, h_i) = \frac{1}{2} \left[ \frac{\sin h_i \cdot c_i + h_i c_i}{\cosh(a) - \cos h_i \cdot c_i + h_i c_i} + 1 \right] \hat{R}(\mathbf{h}_i, h_i; \theta),
\]

and the ratio between the imaginary part and the real part is

\[
\frac{R^{im}(\mathbf{h}_i, h_i)}{R^{re}(\mathbf{h}_i, h_i)} = \frac{\sin h_i \cdot c_i + h_i c_i}{\sinh(a)}.
\]

Thus, after modeling the parameter \(a\) and the shifting vector \(\mathbf{c}\), the estimation of the parameter vector \(\theta\) of the spatio-temporal covariance model \(\hat{R}(\cdot; \theta)\) can be executed a) by using the spatial and temporal marginals and then by fixing ranges (in space and time) and the sill value through a graphical inspection, or b) by recalling the method of nonlinear weighted least squares proposed by (Cressie 1993). According to this method, given the selected class of covariance models \(\hat{R}(\cdot; \theta)\), the empirical direct and cross covariances, \(\hat{R}_{UV}(\mathbf{h}_i, h_i)\) and \(\hat{R}_{UU}(\mathbf{h}_i, h_i)\), \(\hat{R}_{VU}(\mathbf{h}_i, h_i)\) and \(\hat{R}_{UV}(\mathbf{h}_i, h_i)\), determined for fixed spatio-temporal lags \((\mathbf{h}_i, h_i), i = 1, 2, \ldots, n_t\) and the estimates, \(\hat{a}\) and \(\hat{\mathbf{c}} = (\hat{c}_i, c_i)\) of the parameters \(a\) and \(c = (c_i, c_i)\), then the function to be optimized is built on the discrepancies between the empirical real and imaginary parts and the theoretical ones:

\[
\Psi(\theta) = \sum_{i=1}^{n_t} \left[ \left[ \hat{R}_{UV}(\mathbf{h}_i, h_i) + \hat{R}_{VU}(\mathbf{h}_i, h_i) \right] - k^{re}(\mathbf{h}_i, h_i, \hat{a}, \hat{\mathbf{c}}) \hat{R}(\mathbf{h}_i, h_i, \theta) \right]^2

+ \left[ \hat{R}_{UV}(\mathbf{h}_i, h_i) - \hat{R}_{UV}(\mathbf{h}_i, h_i) \right] - k^{im}(\mathbf{h}_i, h_i, \hat{a}, \hat{\mathbf{c}}) \hat{R}(\mathbf{h}_i, h_i, \theta) \right|^2 \right] w_i,
\]

where \(k^{re}\) and \(k^{im}\) represent the periodic factors for the real and imaginary parts, estimated in the first step and the weight \(w_i\) for the \(i\)-th lag are often fixed equal to the number of pairs of points in the same lag. Thus, the best
estimate of $\theta$ corresponds to the values that minimizes the above function.

For the classes (52) or (53), the above mentioned nonlinear weighted least squares method can be applied to the real part in order to estimate the parameter $a$, the shifting factor $(c_s, c_t)$, together with range and sill value included in $\theta$, then it is applied to the imaginary part to estimate the backward and forward vector $(\tau_s, \tau_t)$.

6 An application on oceanographic data

The main focus of the following application regards the estimation of the spatio-temporal complex covariance function of the Mexican sea currents and its modeling. This kind of oceanographic data are naturally decomposed in modulus and direction and can be reasonably considered as a finite realization of a complex-valued random field $Z$, defined in (1) for $N = 2$, for which the components $U$ and $V$ represent the Cartesian coordinates of the ocean current vector. In other terms, this is consistent under a physical perspective, since the currents measurements are vectorial data with a sensible complex representation.

In particular, the data are provided by the National Centers for Environmental Information and are referred to hourly measurements of the ocean currents, obtained from high frequency radar systems, during the 26th to the 30th of April 2016 from 182 stations in the Eastern part of the Gulf of Mexico (https://www.nodc.noaa.gov/gocd/hfportal.html). Figure 6 shows the location maps of the data, available over a grid with cell size (2 km $\times$ 2 km), registered at 12 am of the five days 26–30 April 2016.

It is worth pointing out that the presence of a periodicity at 12 hours for both components of $Z$ has been treated by using the moving average estimation technique; thus, after detecting the seasonal effect for each location, the residuals for both components have been retained for the subsequent structural analysis.

In the following, the new class of complex-valued covariance model based on an infinite positive mixture and its generalization have been used for fitting the sample covariance function, thus their performance has been compared with the one obtained from fitting the classical complex covariance model derived from the convolution of the real or from translated spectral density.

6.1 Estimation of the complex covariance

As already underlined, structural analysis starts with the computation of the sample real and imaginary components of the spatio-temporal complex covariance function for different spatio-temporal lags. In particular, after estimating the sample covariance functions for $U$ and $V$, that is $\hat{R}_U(h_s, h_t), \hat{R}_V(h_s, h_t)$, and the sample cross-covariances $\hat{R}_{UV}(h_s, h_t)$, then the sample real part, $\hat{R}^{\text{re}}$, is obtained through the sum of the sample covariance functions ($\hat{R}_U(h_s, h_t) + \hat{R}_V(h_s, h_t)$), while the imaginary part, $\hat{R}^{\text{im}}$, is determined through the difference between the sample cross-covariances ($\hat{R}_{UV}(h_s, h_t) - \hat{R}_{UV}(h_s, h_t)$):

$$\hat{R}^{\text{re}}(h_s, h_t) = \hat{R}_U(h_s, h_t) + \hat{R}_V(h_s, h_t),$$

$$\hat{R}^{\text{im}}(h_s, h_t) = \hat{R}_{UV}(h_s, h_t) - \hat{R}_{UV}(h_s, h_t).$$

The estimation of the direct covariance functions of the variables $U$ and $V$ has been performed for 260 spatio-temporal distances (13 spatial lags $\times$ 20 temporal lags) and for 4 main directions, i.e., North, North-East, East, South-East, associated with the angles $0^\circ$, $45^\circ$, $90^\circ$, $135^\circ$ applied clockwise from the North; these directions are abbreviated with the letters N, NE, E, SE, respectively. At the same time, the spatio-temporal cross-covariance functions have been estimated. Figure 7 illustrates the 3D diagram of the empirical components of the complex covariance functions (the real and imaginary parts) for the indicated directions and distances together with their spatial and temporal marginals.

6.2 Modeling the empirical complex covariance function

In the following the new classes of models in (35) and (52), built through a positive mixture and through a generalization of the convolution model, respectively, have been fitted to the empirical complex covariance function.

6.2.1 Modeling through the positive mixture class

Given the class of spatio-temporal complex covariance model in (35), the parameter $a$ and the shifting vector $c = (c_s, c_t)$ have been estimated by minimizing the function in (57). By using the sample components $\hat{R}^{\text{re}}(h_s, h_t)$ and $\hat{R}^{\text{im}}(h_s, h_t)$ of the complex covariance function $R$ in (3), determined for $n_l$ lag vectors $(h_s, h_t) \in \mathbb{R}^N \times \mathbb{R}$, the nonlinear least-squares estimates of the parameters $a$ and $(c_s, c_t)$ have been obtained through the Gauss–Newton algorithm (Bates and Watts 1988), as reported in Table 1.

As a further step, the selection of the spatio-temporal model for $\hat{R}$ with its parameter vector $\theta$ has been addressed. For this aim, starting from the following equality:

$$\hat{R}(h_s, h_t) = \frac{R^{\text{re}}(h_s, h_t)}{R^{\text{re}}(h_s, h_t; a, c_s, c_t)} = \frac{R^{\text{im}}(h_s, h_t)}{R^{\text{im}}(h_s, h_t; a, c_s, c_t)},$$
the contribution of the factor \( \hat{R} \) to the real and imaginary parts of the complex covariance function has been empirically determined through the ratios given below

\[
\begin{align*}
\frac{\hat{R}^{re}(\mathbf{h}_s, \mathbf{h}_t)}{k^{re}(\mathbf{h}_s, \mathbf{h}_t; \hat{a}, \hat{c}_s, \hat{c}_t)} , \quad \frac{\hat{R}^{im}(\mathbf{h}_s, \mathbf{h}_t)}{k^{im}(\mathbf{h}_s, \mathbf{h}_t; \hat{a}, \hat{c}_s, \hat{c}_t)},
\end{align*}
\]

where the estimates \( \hat{a}, \hat{c}_s, \hat{c}_t \) are reported in Table 1. In the consideration that the above ratios were very similar, with differences, on average, equal to 0.0009, only the first one has been retained for the subsequent analysis.

Regarding the class of spatio-temporal covariance models to be used for describing \( \hat{R} \), the study of the sample nonseparability index has supported the selection of the product model, defined as follows

\[
\hat{R}(\mathbf{h}_s, \mathbf{h}_t) = \hat{R}_s(\mathbf{h}_s)\hat{R}_T(\mathbf{h}_t)
\]

where \( \hat{R}_s \) and \( \hat{R}_T \) are real-valued positive definite functions in \( \mathbb{R}^N \) and \( \mathbb{R} \), respectively (De Iaco and Posa 2013). Indeed, the empirical index of nonseparability, obtained by dividing the sample \( \hat{R} \) by the product of the marginals for different lags \( (\mathbf{h}_s, \mathbf{h}_t) \), i.e.,

\[
\hat{r}(\mathbf{h}_s, \mathbf{h}_t) = \frac{\hat{R}(\mathbf{h}_s, \mathbf{h}_t)}{\hat{R}(\mathbf{h}_s, 0)\hat{R}(0, \mathbf{h}_t)},
\]

has assumed values approximately equal to 1 for all lags (1.067), leading not to reject the product model hypothesis (Cappello et al. 2018; Cappello et al. 2020c). Looking at the sample marginals \( \hat{R}(\mathbf{h}_s, 0) \) and \( \hat{R}(0, \mathbf{h}_t) \), the exponential model has been adopted for both the spatial and temporal marginals; then, as usually done in spatio-temporal analysis, the corresponding parameters have been determined by graphical inspection (De Iaco et al. 2013a). For the spatial marginal, the exponential model is characterized by geometric anisotropy, with direction of maximum (minimum) continuity \( \tau (\psi) \) equal to 90° (0°) and maximum (minimum) effective range \( r_s \left( r_T \right) \) equal to 0.750 (0.450), while for the temporal marginal, the exponential model presents an effective range equal to 12. Note that the value at zero is common for both and is equal to 0.0201.

Thus, the covariance function \( \hat{R} \) of the complex covariance model in (35) has been modeled as specified below:
\[ R(h_S, h_T) = \begin{cases} 1 - a & \text{for } h_S = 0, \\ a \sin(-2.103h_x - 1.260h_y + 0.175h_t) + \frac{1}{2} - 0.862 \cos(-2.103h_x - 1.260h_y + 0.175h_t) + 0.186 \\ & \left(1 - \frac{1}{12} \right) \end{cases} \]

where \( h_S = \sqrt{h_x^2 + (\kappa h_T)^2} \), with \( \kappa = r_T/r_s = 0.450/0.750 \).

In particular, \( h_S^2 \) represents the Euclidean distance, where an anisotropy correction is applied to the vector \( h = (h_x, h_y) \), in terms of rotation (clockwise) of the coordinate axes, i.e:

\[
\begin{bmatrix}
 h_x' \\
 h_y'
\end{bmatrix} = \begin{bmatrix}
 \cos \tau & -\sin \tau \\
 \sin \tau & \cos \tau
\end{bmatrix} \begin{bmatrix}
 h_x \\
 h_y
\end{bmatrix}
\]

and in terms of scale, since the coordinate axes are rescaled to a circle whose radius is coincident with the minor range \( r_T \).

Then, the fitted space–time complex covariance model (35), as shown in Fig. 8, is such that

\[
R(h_S, h_T) = \begin{cases} 1 - a & \text{for } h_S = 0, \\ a \sin(-2.103h_x - 1.260h_y + 0.175h_t) + \frac{1}{2} - 0.862 \cos(-2.103h_x - 1.260h_y + 0.175h_t) + 0.186 \\ & \left(1 - \frac{1}{12} \right) \end{cases} \]

where \( R(h_S, h_T) \) is specified in (65).

### 6.2.2 Modeling through the generalized convolution class

In addition, the generalized class presented in (52) has been also fitted by recalling the nonlinear weighted least squares method, which has been applied to the real part in order to estimate the parameter \( a \), the shifting factor \( (c_s, c_t) \), together with range and sill value included in \( \theta \), and then to the

![Fig. 7](image)

Estimate of: a the real and b the imaginary parts of the spatio-temporal complex covariance function for different directions, together with the corresponding spatial and temporal marginals.

### Table 1 Estimated values for \( a \) and shifting factor of the spatio-temporal complex covariance model in (35)

| Variable | Estimate | SE  | t value | PR( > |t|) |
|----------|----------|-----|---------|--------|
| \( a \)  | 0.431    | 0.154 | 2.7969  | 0.0056 (*) |
| \( c_1 \) | -2.103   | 0.804 | -2.6147 | 0.0095 (*) |
| \( c_2 \) | -1.260   | 0.332 | -3.7895 | 0.0002 (**) |
| \( c_3 \) | 0.175    | 0.0327 | 5.3517  | 0.0007 (**) |

Signif. codes: 0 (****) 0.001 (***) 0.01 (*) 0.05 ( )

\[
\hat{R}(h_S, h_T) = 0.0201 \exp(-3h_S^2/0.450) \exp(-3|h_T|/12),
\]

(65)
imaginary part to estimate the backward and forward parameter vector \((\tau_s, \tau_i)\).

The covariance function \(R^{re}\), which appears in the real part of the class (52) and in its convolution, has been modeled by using the separable model, that is the same functional form assumed for \(R\) in (35). Through the optimization procedure of the real part, the estimates for \(a\) and the vector \(\mathbf{c}\) are \(\bar{a} = 0.491\) and \(\bar{c} = (\bar{c}_x, \bar{c}_y) = (\bar{c}_x, \bar{c}_y, \bar{c}_z) = (-4.203, -1.260, 0.195)\), while the parameters estimates of \(R^{re}\) (defined as the product of two exponential models, one for the spatial marginal and the other for the temporal one) are such that the maximum (minimum) spatial range \(r_s (r_t)\), along the direction of maximum (minimum) continuity \(\tau = 90^\circ (\psi = 0^\circ)\), is equal to 0.820 (0.390), and the temporal range is equal to 12. Moreover, the value at zero is equal to 0.0175. Thus, the covariance function \(R^{re}\) of the complex covariance model in (52) has been modeled as specified below:

\[
R^{re}(\mathbf{h}_s, \mathbf{h}_t) = 0.0175 \exp(-3h_s'/0.390) \exp(-3|\mathbf{h}_t|/12),
\]

where \(h_s' = \sqrt{h_s^2 + (\kappa h_t)^2}\), with \(\kappa = r_\psi/r_\tau = 0.390/0.820\), is the Euclidean distance, where rotation and scale anisotropic correction is applied to the vector \(\mathbf{h}_s = (h_s, h_t)\).

For the imaginary part, the estimate of the backward and forward parameter vector \((\tau_s, \tau_i)\) has been computed by minimizing the following function:

\[
L(\tau_s, \tau_i) = \sum_{t=1}^{n_t} \left[ 0.5 \frac{1 - \bar{a} \cos(h_{s_t}, \mathbf{c}_s + h_{t_t} \mathbf{c}_t)}{1 - 2\bar{a} \cos(h_{s_t}, \mathbf{c}_s + h_{t_t} \mathbf{c}_t) + a^2} \cdot [R^{re}(\mathbf{h}_{s_t} - \tau_s, h_{t_t} - \tau_i) - R^{re}(\mathbf{h}_{s_t} + \tau_s, h_{t_t} + \tau_i)] \right] - R^{im}(\mathbf{h}_s, h_t)^2,
\]

where \(n_t\) is the number of spatio-temporal lags. By applying the Gauss–Newton algorithm, the estimate of the backward and forward parameter vector \((\tau_s, \tau_i)\) is \((\bar{\tau}_s, \bar{\tau}_i) = (\bar{\tau}_s, \bar{\tau}_i, \bar{\tau}_i) = (-0.122, -0.022, 5.440)\). The estimates are all statistically significant with a p-value not greater than 0.03. Thus, the fitted model of the class (52) is given below:

\[
R(\mathbf{h}_s, h_t) = \frac{1 - 0.491 \cos(-4.203 h_s - 1.260 h_t + 0.195 h_t)}{1 - 0.982 \cos(-4.203 h_s - 1.260 h_t + 0.195 h_t) + 0.241} \cdot R^{re}(\mathbf{h}_s, h_t) + 0.5i
\]

\[
- \frac{1 - 0.491 \cos(-4.203 h_s - 1.260 h_t + 0.195 h_t)}{1 - 0.982 \cos(-4.203 h_s - 1.260 h_t + 0.195 h_t) + 0.241} \cdot [R^{re}(h_s + 0.122, h_t + 0.022, 5.440) + R^{re}(h_s - 0.122, h_t - 0.022, 5.440)]
\]

where \(R^{re}\) is specified in (68).
Both models fit well the real and the imaginary parts of the sample complex-valued covariance function, as can be highlighted through the computation of the relative mean square error for the real part ($\Delta'^{re}$) and the analogous for the imaginary part ($\Delta'^{im}$), i.e.,

$$\Delta'^{re} = \frac{\sum_{i=1}^{n} |\tilde{R}^{re}(\mathbf{h}_i, h_i) - R^{re}(\mathbf{h}_i, h_i; \theta)|^2}{\sum_{i=1}^{n} R^{re}(\mathbf{h}_i, h_i)^2},$$

$$\Delta'^{im} = \frac{\sum_{i=1}^{n} |\tilde{R}^{im}(\mathbf{h}_i, h_i) - R^{im}(\mathbf{h}_i, h_i; \theta)|^2}{\sum_{i=1}^{n} R^{im}(\mathbf{h}_i, h_i)^2},$$

where $\tilde{R}^{re}(\mathbf{h}_i, h_i)$ and $\tilde{R}^{im}(\mathbf{h}_i, h_i)$ are the sample components of the complex covariance function $R$ in (3), determined for $n_t$ lag vectors $(\mathbf{h}_i, h_i) \in \mathbb{R}^{h} \times \mathbb{R}$, $i = 1, 2, \ldots, n_t$, while $R^{re}(\mathbf{h}_i, h_i; \theta)$ and $R^{im}(\mathbf{h}_i, h_i; \theta)$ are the fitted real and imaginary theoretical components. Note that the above indexes are well defined since the denominator is assumed different from zero.

As an index of the overall discrepancy between the empirical and the theoretical surfaces of the complex model, the following ratio is proposed:

$$\Delta^c = \frac{\sum_{i=1}^{n} |\tilde{R}(\mathbf{h}_i, h_i) - R^{re}(\mathbf{h}_i, h_i; \theta)|^2 + |\tilde{R}^{im}(\mathbf{h}_i, h_i) - R^{im}(\mathbf{h}_i, h_i; \theta)|^2}{\sum_{i=1}^{n} R^{re}(\mathbf{h}_i, h_i)^2 + R^{im}(\mathbf{h}_i, h_i)^2}.$$  

Indeed, the values for both indexes, $\Delta'^{re}$ and $\Delta'^{im}$, have highlighted a slight better performance of model (70) with respect to (67), which is also consistent with the higher number of parameters characterizing the former model (3 more) compared to the latter one. In particular, the above indexes, computed over 49 spatio-temporal lags (where the correlation is higher), are on average 0.0733 for the first model and 0.0637 for the second one, with a reduction in terms of the $\Delta^c$ of 13.05%.

### 7 Some comparative results

The aim of this section is to assess and analyze the performance of the proposed classes of spatio-temporal complex covariance models in describing the empirical behavior of the complex covariance function for the spatio-temporal current dataset.

First of all the comparative analysis has regarded the class of models in (22), built on the basis of translated spectral density, and the class in (35), obtained from the former through an infinite positive mixture. Subsequently, the comparison has focused on the class of models, based on the convolution of the real part, given in (15), and its generalized class presented in (52).

Thus as a first step of this comparison, the complex model in (22) has been fitted to the spatio-temporal sample complex covariance function. The shifting vector $\mathbf{c} = (c_x, c_t)$ has been estimated by minimizing the following function:

$$L(c_x, c_t) = \sum_{i=1}^{n_t} \left[ (\mathbf{h}_i \cdot \mathbf{c}_x + h_i \mathbf{c}_t) - \left( \frac{\tilde{R}^{im}(\mathbf{h}_i, h_i)}{\tilde{R}^{re}(\mathbf{h}_i, h_i)} \right) \right]^2,$$

for all $\tilde{R}^{re}(\mathbf{h}_i, h_i) \neq 0$ and $(\mathbf{h}_i, h_i)$. The nonlinear least-squares estimates of the parameters $(c_x, c_t)$ are $(\hat{c}_x, \hat{c}_t) = (\hat{c}_1, \hat{c}_2, \hat{c}_3) = (-2.130, -0.879, 0.099)$, which are statistically different from zero with p-value not greater than 0.02.

The $\tilde{R}$ of model (22) has been modeled through the product class consistently with the previous choice, where the spatial marginal has been modeled through the exponential model which presented a better performance of model (67) with respect to (67), which is also consistent with the higher number of parameters characterizing the former model (3 more) compared to the latter one. In particular, the above indexes, computed over 49 spatio-temporal lags (where the correlation is higher), are on average 0.0733 for the first model and 0.0637 for the second one, with a reduction in terms of the $\Delta^c$ of 13.05%.
one for the spatial profile and the other for the temporal profile, where the spatial marginal presents the same geometric anisotropy detected previously, characterized by a direction of maximum (minimum) continuity $\tau (\psi)$ equal to 90° ($0^\circ$) and maximum (minimum) effective range $r_\tau (r_\psi)$ equal to 0.570 (0.340), while the temporal marginal has been described by the exponential model with a range equal to 12. The value in zero is common for both and is equal to 0.033. For the imaginary part, the estimate of the backward and forward parameter vector $(\tau_s, \tau_t)$, computed by minimizing the following function:

$$L(\tau_s, \tau_t) = \sum_{i=1}^{n} \left[ R^{\text{re}}(h_i - \tau_s, h_i - \tau_t) - R^{\text{im}}(h_i + \tau_s, h_i + \tau_t) \right]^2,$$

(76)

are $(\hat{\tau}_s, \hat{\tau}_t) = (\hat{\tau}_x, \hat{\tau}_y, \hat{\tau}_t) = (-0.1221, -0.0316, 3.8402)$. Thus, the fitted space–time complex covariance model (15) is given below:

$$R(h_s, h_t) = R^{\text{re}}(h_s, h_t) + 0.5i[R^{\text{re}}(h_s + 0.1221, h_t + 0.0316, h_t - 0.38402) + R^{\text{re}}(h_s - 0.1221, h_t - 0.0316, h_t + 0.38402) - R^{\text{im}}(h_s, h_t)],$$

(77)

where $R^{\text{re}}(h_s, h_t) = 0.033 \exp(-3h_s'/0.340) \exp(-3|h_t|/12),$ with $h_s' = \sqrt{h_s^2 + (\kappa h_t)^2}, \kappa = r_\psi/r_\tau = 0.340/0.570.$

From Table 2, it is evident that the two indexes $\Delta^{\text{re}}$ and $\Delta^{\text{im}}$ are lower for the generalized convolution model (70) with respect to the classical convolution (77), with a decrease of the $\Delta^{\text{re}}$ of 30.34%. Moreover, the model (70) has highlighted a better performance also with respect to (75), indeed the $\Delta^{\text{re}}$ and $\Delta^{\text{im}}$ are respectively equal to 0.0578 and 0.2044 for the first model, and 0.0860 and 0.2151 for the second one, with a reduction of the $\Delta^{\text{re}}$ of 30.15%. The same conclusion can be reached if the new model (67), obtained through an infinite positive mixture, is also compared with the model (77). The comparison in terms of $\Delta^{\text{cx}}$ confirms that model (67) performs 19.88% better than model (77), with values of the index equal to 0.0733 and 0.0915, respectively.

### 8 Conclusions

In this paper, the formalism of complex-valued random fields was extended to a space–time domain and new classes of spatio-temporal complex covariance models were presented. It was underlined that the theory of complex-valued random fields in space–time is particularly useful to provide a suitable representation of vectorial data in two dimensions, where the decomposition in modulus and angle is natural and has a physical interpretation.

Different approaches for generating covariance functions for second order stationary spatio-temporal complex-valued random fields were proposed, various examples obtained on the basis of well-known classes of real-valued space–time covariance functions were given and some comparisons among the classes of complex covariance models were also offered.

Note also that all the proposed families of complex-valued covariance models provide a variety of modeling options. However, these advances of the complex-valued random fields in space–time can be considered a good starting point for future works, focused on practical aspects concerning the classes of spatio-temporal complex covariance models and their applications.
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