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Abstract—Channel matrix sparsification is considered as a promising approach to reduce the processing complexity in large-scale cloud-radio access networks (C-RANs) based on ideal channel condition assumption. In this paper, the research of channel sparsification is extend to practical scenarios, in which the perfect channel state information (CSI) is not available. First, a tractable lower bound of signal-to-interference-plus-noise ratio (SINR) fidelity, which is defined as a ratio of SINRs with and without channel sparsification, is derived to evaluate the impact of channel estimation error. Based on the theoretical results, a Dinkelbach-based algorithm is proposed to achieve the global optimal performance of channel matrix sparsification based on the criterion of distance. Finally, all these results are extended to a more challenging scenario with pilot contamination. Finally, simulation results are shown to evaluate the performance of channel matrix sparsification with imperfect CSIs and verify our analytical results.
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I. INTRODUCTION

The paradigm of cloud-radio access networks (C-RANs) is considered as one of the most promising approaches to satisfy the increasing traffic requirements with low cost and high efficiency [1]. Unlike the conventional cellular base stations, the baseband units (BBUs) are separated with the remote radio heads (RRHs), and a centralized BBU pool can be formed, which can provide great convenient for coordinated signal processing and flexible interference management [2].

Due to dense coverage of RRHs, high computational complexity and unsatisfactory delay experience are caused by full-centralized cooperation processing [3]. In particular, the complexity of the optimal linear transceiver design grows quadratically as the network scale increases, and the power consumption will increase rapidly, which make the full-scale joint RRH cooperation and processing impractical. Therefore, low-complexity cooperation strategies have been widely studied. In particular, to maximize the throughput, distributive channel estimation schemes have been proposed in [4]-[6], and the distributive cooperation of RRHs is studied in [7]-[9]. Moreover, to improve the energy efficiency and reduce the overhead costs of signaling, the coordinated beamforming optimization with distributive cooperation of RRHs was investigated in [10]-[12], in [13], the signal processing algorithms to minimize power consumption is explored, and the corresponding performance analysis was provided in [14]. The joint optimization of energy efficiency and quality of service (QoS) is considered in [15]. In [16]-[18], interference management schemes in C-RANs were studied.

Recently, a novel dynamic nested clustering (DNC) algorithm has been proposed by Zhang et al. in [19], which can keep a balance between performance and efficiency of centralized processing. The key idea of DNC algorithm is to reduce the dimension of channel matrices by sparsification. In particular, the near-sparsity of channel matrix in large C-RANs is explored, where the links with low channel gains can be ignored due to their weak impact. Therefore, the channel matrix could be approximately regarded as a sparse matrix in large-scale C-RANs. Then the RRHs are divided into disjoint clusters, and the partial centralized processing strategies can be implemented. Moreover, the study results show that the optimal linear precoding matrix can be transformed as a doubly bordered block diagonal (DBBD) matrix, whose blocks can be processed separately in parallel to greatly reduce the complexity of signal detection in the BBU pool.

Although the channel sparsification-based processing scheme proposed in [19] can reduce the computational complexity, its performance cannot be guaranteed in practical systems since it is sensitive to the accuracy of channel state information (CSI). Moreover, the scale of clusters should be strictly constrained due to the performance loss caused by channel estimation errors, while a grand cluster is encouraged to form based on ideal CSIs assumption in [19]. Motivated by that, the channel sparsification with imperfect CSIs in C-RANs is studied in this paper, and our main contributions can be summarized as following:

• The SINR fidelity with imperfect CSIs is researched, which is defined as a ratio of SINRs with and with-
II. SYSTEM MODEL

Consider the uplink transmission of a large C-RAN, in which $N$ RRHs and $K$ user equipments (UEs) are randomly located in a disc-region with $r$ radius. Note that all RRHs and UEs are equipped with a single antenna. The centralized signal processing at the BBU pool requires global CSI, which can be obtained by pilot-based channel estimation. The observation of pilots at the RRHs can be written as

$$
S = [s_1^H, \ldots, s_N^H]^H = [h_1, \ldots, h_K][\phi_1^H, \ldots, \phi_K^H]^H + [n_1^H, \ldots, n_N^H]^H = H\Phi + N,
$$

(1)

where $H = [h_1, \ldots, h_K]$ denotes an $N \times K$ channel matrix, and $h_i$ denotes the channel vector from UE $i$ to all RRHs. $\Phi = [\phi_1^H, \ldots, \phi_K^H]^H$ denotes a $K \times \tau$ training matrix, $\phi_i$ denotes a $K \times 1$ training sequence from UE $i$, and $S = [s_1^H, \ldots, s_N^H]^H$ is an $N \times \tau$ observation. $s_i$ denotes a $\tau \times 1$ observation vector at RRH $i$, and $N$ is the additive white Gaussian noise at the RRHs. To ensure the transmission performance, orthogonal resource units are allocated to UEs, and thus the co-channel interference can be removed completely. The estimates of channel matrix at the BBU pool can be written as

$$
H_{\text{est}} = S\Phi^\dagger = H + N\Phi^\dagger = H + E,
$$

(4)

where $\Phi^\dagger$ is the pseudo inverse matrix of $\Phi$ with $\Phi^\dagger = (\Phi\Phi^H)^{-1}\Phi^H$, and $E = N\Phi^\dagger$ denotes an $N \times K$ estimation error matrix. Referring [19], the impact of sparsification is mainly determined by the path loss, i.e., the error caused by the other UEs far from the UE $k$ can be ignored. Therefore, a pathloss-based criterion is used for channel sparsification in this paper, which can be expressed as

$$
\hat{h}_{n,k} = \begin{cases} 
\tilde{h}_{n,k} + \tilde{e}_{n,k} & \text{if } d_{n,k} \leq d_0, \\
0 & \text{else }
\end{cases},
$$

(5)

where $\hat{h}_{n,k}$ denotes the $\{n,k\}$th entry of sparse observed channel matrix $\hat{H}$; $\tilde{h}_{n,k}$ and $\tilde{e}_{n,k}$ are the $\{n,k\}$th entry of sparse channel matrix $H$ and sparse error matrix $E$, respectively; $d_0$ is the threshold of link distance. The user position can be determined in wireless communication systems by several well-known technologies, such as time difference of arrival (TDOA) [20]. Therefore, the link distance information can be obtained at real C-RANs in practice. Moreover, since the link distance varies relatively slowly comparing with the fast fading coefficients, the amount of overhead to estimate the link distances is far less than the overhead to estimate the fast channel fading coefficients. In this paper, it is assumed to be previously estimated. Since the acquisition of CSIs is challenging in C-RANs due to the large number of channel parameters and time delay among different nodes [21], with

out channel sparsification, which can characterize the performance loss. In particular, a tractable lower bound of SINR fidelity is derived. Different from the scenario with ideal CSIs in [19], our analytical results show that the cluster scale is constrained to avoid the performance loss caused by imperfect CSIs in large-scale cooperation.

Based on the analytical result, a Dinkelbach-based algorithm is proposed to optimized the sparsified channel matrix and cluster formation.

All these research results are extended into a challenging and practical scenario with pilot contamination, and the simulation results are provided to evaluate the performance gains of channel matrix sparsification and verify our analytical results.

The rest of this paper is organized as follows. Section II introduces the system model. The lower bound of SINR fidelity and optimization of channel sparsification are given in Section III. Section IV extends our study results to a more challenging scenario with pilot contamination. The simulation results are provided in Section V, and the paper is concluded in Section VI.
the distance-based channel sparsification, the channel estimation overhead can be significantly reduced. As illustrated in Fig. 1, the entries $\tilde{h}_{n,k}$ and $\bar{e}_{n,k}$ are set to zero when the link distance $d_{n,k}$ is larger than distance threshold $d_0$. Thus the observed channel can be expressed by

$$\tilde{H} = (H^{est})^{sparr} = \tilde{H} + \bar{E}.$$ (6)

Although the channel sparsification can reduce the amount of required CSIs at the BBU pool, the accuracy of CSIs is lowered by sparsification error. After sparsification, the actual channel matrix $H$ is divided into two parts, denoted by $\tilde{H} = \tilde{H} + \bar{E}$, where $\tilde{H}$ consists of channel coefficients with link distance greater than $d_0$. The estimation error matrix can be denoted by $E = \bar{E} + \bar{E}$. Thus, the actual channel experienced by signal can be derived as

$$H = \tilde{H} + \bar{E} - \bar{E},$$ (7)

where the second term is the sparsification error and the third term is the estimation error, respectively.

B. Data Detection

Based on (2) and (7), the received data signal $y$ can be rewritten as

$$y = \tilde{H}\sqrt{P}\tilde{x} + \bar{H}\sqrt{P}\bar{x} - \bar{E}\sqrt{P}\bar{x} + n.$$(8)

By using MMSE detector, the detection of data vector $x$ can be expressed by

$$\hat{x} = \hat{V}^H y,$$ (9)

and the $k$th element in $x$ can be expressed as

$$\hat{x}_k = \sqrt{P_k}\tilde{v}_k^H\tilde{h}_k x_k + \sqrt{P_k}\tilde{v}_k^H (\bar{h}_k - \bar{e}_k) x_k + \tilde{v}_k^H \sum_{j\neq k}\sqrt{P_j}h_j x_j + \tilde{v}_k^H n,$$ (10)

where the second one is the interference caused by the same transmitter, the third one is the interference resulting from other transmitters, and the last one is caused by noise in receiver.

The MMSE beamforming matrix in (9) is generated by

$$\hat{V} = A^{-1}\sqrt{P}\tilde{H},$$ (11)

where

$$A = \tilde{H}\bar{P}\tilde{H}^H + \Gamma + \sigma^2 I,$$ (12)

and

$$\Gamma = \mathbb{E}\{ (\tilde{H} - \bar{E})\bar{P}\tilde{H}^H + \bar{H}\bar{P}(\tilde{H} - \bar{E})^H \tilde{H} \}$$ (13)

Conditioning on the distance threshold $d_0$, the matrices $\bar{H}, \tilde{H}, \bar{E}$ and $\bar{E}$ are mutually independent. With randomly located RRHs and UEs, $\mathbb{E}\{\tilde{H}\tilde{H}^H\}$ and $\mathbb{E}\{\bar{E}\bar{E}^H\}$ turn to diagonal matrices with unified diagonal elements, and other terms in the right hand of (13) turn to null matrices. Thus, (13) can be written as

$$\Gamma = N_1 I + N_2 I,$$ (14)

where $N_1 = \mathbb{E}\{ \sum_{j=1}^{K} P_j |\bar{h}_{nj}|^2 \}$ and $N_2 = \mathbb{E}\{ \sum_{j=1}^{K} P_j |\bar{e}_{nj}|^2 \}$ for the arbitrary RRH $n$, which characterize the ignoring actual channels and the remaining error after sparsification, respectively. Notice that the number of RRHs should be greater or at least close to the number of UEs, since during the progress of $\mathbb{E}\{\tilde{H}\tilde{H}^H\}$ and $\mathbb{E}\{\bar{E}\bar{E}^H\}$, the number of RRHs is assumed to be large enough to apply Law of Large Numbers. Treating the first term in (10) to be the signal, the other three terms as the interference plus noise, the SINR of user $k$ becomes

$$\text{SINR}_k(d_0) = \frac{P_k|\tilde{v}_k^H\tilde{h}_k|^2}{P_k|\tilde{v}_k^H(\bar{h}_k - \bar{e}_k)|^2 + \sum_{j\neq k}P_j|\tilde{v}_k^H h_j|^2 + \sigma^2 |\tilde{v}_k^H|}.$$ (15)

To investigate the relative performance loss, an ideal $\text{SINR}_k$ without channel sparsity is needed. Likewise, it can be expressed as

$$\text{SINR}_k = \frac{P_k|\tilde{v}_k^H h_k|^2}{\sum_{j\neq k}P_j|\tilde{v}_k^H h_j|^2 + \sigma^2 |\tilde{v}_k^H|},$$ (16)

where $h_k$ and $v_k$ being the $k$th column of actual channel matrix $H$ and corresponding detection matrix $V$. The detection matrix $V$ can be expressed as

$$V = A^{-1}\sqrt{P}\bar{H},$$ (17)

where

$$A = \bar{H}P\bar{H}^H + \sigma^2 I.$$ (18)

Both (17) and (18) are derived based on MMSE detection. Next, the SINR fidelity is analyzed in the following section.
\[ \mathbb{E}(\hat{SINR}_k(d_0)) = \mathbb{E} \left\{ \frac{P_k|\hat{v}_k^H \hat{h}_k|^2}{\hat{v}_k^H (P_k(\hat{h}_k - \bar{e}_k)(\bar{h}_k - \bar{e}_k)^H + \sum_{j \neq k} P_j h_j h_j^H + N_0 I) \hat{v}_k} \right\}, \] (20)

\[ \mathbb{E}(\hat{SINR}_k(d_0)) = \mathbb{E} \left\{ \text{tr} \left[ P_k \hat{h}_k \hat{h}_k^H (\hat{A} - P_k \hat{h}_k \hat{h}_k^H)^{-1} \right] \right\} = \mathbb{E} \left\{ \text{tr} \left[ P_k \hat{h}_k \hat{h}_k^H \left( \sum_{j \neq k} P_j \hat{h}_j \hat{h}_j^H + (N_0 + N_1 + N_2) I \right)^{-1} \right] \right\}. \] (23)

\[ \mathbb{E}(\hat{SINR}_k(d_0)) \geq P_k \mathbb{E} \left\{ \text{tr} \left[ \hat{h}_k \hat{h}_k^H \left( \sum_{j \neq k} P_j \hat{h}_j \hat{h}_j^H + (N_0 + N_1 + N_2) I \right)^{-1} \right] \right\}. \] (24)

III. PERFORMANCE ANALYSIS OF CHANNEL SPARSIFICATION WITH IMPERFECT CSIs

To investigate the performance loss due to sparsity, comparing the SINR with and without channel sparsity is more intuitive than discussing the absolute value of SINR directly.

**Definition 1 (SINR Fidelity).** The SINR fidelity compares the SINR with and without channel sparsity when link distance threshold is \( d_0 \), which is defined as:

\[ \rho(d_0) = \frac{\mathbb{E}(\hat{SINR}_k(d_0))}{\mathbb{E}(\hat{SINR}_k)}. \] (19)

Note that \( \rho(d_0) \) is a ratio with value range \([0, 1]\). From [19], it shows that SINR fidelity is an increasing function until reaching to maximum value with perfect CSI. To discuss the relative performance loss with imperfect CSI when channel sparsity is applied, a lower bound of SINR fidelity is derived and discussed in the following part.

Given a distance threshold \( d_0 \), the expectation of \( k \)th UE’s SINR in (15) becomes (20). By substituting (12) into (20), it can be rewritten as

\[ \mathbb{E}(\hat{SINR}_k(d_0)) = \mathbb{E} \left\{ \frac{P_k |\hat{v}_k^H \hat{h}_k|^2}{\hat{v}_k^H (\hat{A} - P_k \hat{h}_k \hat{h}_k^H) \hat{v}_k} \right\} \] (21)

where \( \hat{v}_k = \sqrt{P_k} \hat{A}^{-1} \hat{h}_k \) is the \( k \)th column of detection matrix in (11). Thus (21) can be written as

\[ \mathbb{E}(\hat{SINR}_k(d_0)) = \mathbb{E} \left\{ \frac{\sqrt{P_k} \hat{h}_k^H \hat{h}_k}{1 - \sqrt{P_k} \hat{h}_k^H \hat{A}^{-1} \hat{h}_k} \right\} \] (22)

\[ = \mathbb{E} \left\{ \text{tr} \left[ \sqrt{P_k} \hat{h}_k^H \hat{h}_k (\hat{A} - \sqrt{P_k} \hat{h}_k^H \hat{A}^{-1})^{-1} \right] \right\}. \]

After introducing \( N_1 \) and \( N_2 \) noted in (14), (22) can be written as (23). Next, the relatively small estimation error in \( \hat{h}_k \hat{h}_k^H \) is ignored, thus (23) turns into (24).

To characterize \( N_1 \) and \( N_2 \) in (14), a probability density function (p.d.f) of the link distance \( d_{n,k} \) is applied here. The distance distributions for different network area shapes are derived in [4], such as circle, square, and rectangle. The circular network area as an example is considered in this paper, whose radius is set \( r \). According to these derivation results in [4], the distance distribution between two random points is:

\[ f(x, r) = \begin{cases} \frac{2}{\pi r^2} & x = r_0 \\ \frac{2}{\pi r^2} & r_0 \leq x \leq r \end{cases} \] (25)

where \( f(x, r) \) is related to both the distance threshold and the circular area radius \( r \). Note that it can be easily extended to other shape network by exchange the distance distribution derived in [22]. \( \mu = \mathbb{E} \{ |h_{n,k}|^2 \} = \int_{r_0}^{r} x^{-\alpha} f(x, r) dx \) is denoted for each \( \{n, k\} \). Accordingly, the after-sparse version of \( \mu \) is \( \mu = \mathbb{E} \{ |\hat{h}_{n,k}|^2 \} = \int_{r_0}^{r} x^{-\alpha} f(x, r) dx \). Thus, (24) can be written as

\[ \mathbb{E}(\hat{SINR}_k(d_0)) \geq \mu \sqrt{P_k} \mathbb{E} \left\{ \text{tr} \left[ \sum_{j \neq k} \sqrt{P_j} \hat{h}_j \hat{h}_j^H + (N_0 + N_1 + N_2) I \right]^{-1} \right\}. \] (26)

Likewise, the expectation of SINR with no sparsification
and estimation errors in (16) can be written as

$$
\mathbb{E}\{\text{SINR}_k\} = \mathbb{E}\left\{\frac{\sqrt{P_k|\bar{H}_k^H H_k|^2}}{\sqrt{\sum_{j \neq k} P_j |\bar{H}_j^H H_j|^2 + N_0 I}}\right\} = \mu \sqrt{P_k} \mathbb{E}\left\{\left(\sum_{j \neq k} P_j |\bar{H}_j^H H_j|^2 + N_0 I\right)^{-1}\right\}
$$

Thus, the SINR fidelity can be derived by comparing \(\mathbb{E}\{\text{SINR}_k(d_0)\}\) in (26) and \(\text{SINR}_k\) in (27), and the corresponding result is summarized as:

**Theorem 1 (The SINR Fidelity).** Given a distance threshold \(d_0\), the SINR fidelity is

$$
\rho(d_0) = \frac{N_0}{\mu N_0 + 1 + N_2},
$$

where \(N_1 = \sum_{j=1}^K P_j (\mu - \bar{\mu})\) characterizes the ignored CSI by sparsification; \(N_2 = (K^2/\tau P_f) \sum_{j=1}^K P_j \int_{r_0}^{d_0} f(x)dx\), \(P_f\) is the transmit power of pilot, i.e., \(P_f\) characterizes the remained estimation error when UEs and RRHs located randomly.

**Proof.** By ignoring the estimation error in \(\sum_{j \neq k} P_k \bar{H}_j^H H_k\) in (26), a lower bound of SINR can be expressed as

$$
\rho(d_0) = \frac{N_0}{\mu N_0 + 1 + N_2},
$$

where \(N_1 = \sum_{j=1}^K P_j (\mu - \bar{\mu})\) characterizes the ignored CSI by sparsification; \(N_2 = (K^2/\tau P_f) \sum_{j=1}^K P_j \int_{r_0}^{d_0} f(x)dx\), \(P_f\) is the transmit power of pilot, i.e., \(P_f\) characterizes the remained estimation error when UEs and RRHs located randomly.

By introducing the \(P_{opt}\) of link distance in (26), the optimal distance threshold can be obtained as long as the specific \(P_{opt}\) is known. All the required parameters in the proposed algorithm can be obtained in the practical systems, the computational complexity is acceptable and can

which declines with \(d_0\). When the distance threshold satisfies \(d_0 = r\), i.e., no sparsification is implied, \(N_1\) will vanish.

And \(N_2\) can be expressed as

$$
N_2 = \mathbb{E}\left\{\sum_{j \neq k} P_j |\bar{H}_{nj,j}|^2\right\} = \frac{K^2}{\tau P_f} \sum_{j \neq k} P_j \int_{r_0}^{d_0} f(x)dx,
$$

which increases with the increase of \(d_0\), and reaches the maximum value when \(d_0 = r\).

As shown in (28), SINR fidelity increases with transmit power \(P_k\), it also indicates that performance loss due to channel sparsity increases with the total transmit power \(P_{total}\). Note that estimation method we use has no effect on the conclusions of our work, except the specific coefficient variation of \(N_2\):

$$
N_2^{\text{MMSE}} = \mathbb{E}\left\{\sum_{j \neq k} P_j |\bar{H}_{nj,j}|^2\right\} = \left(\frac{\mu}{\mu + N_0}\right)^2 N_2^{LS}.
$$

To be clear, we have provided the form and corresponding derivation of \(N_2\) in Appendix A when MMSE estimator is applied.

**Theorem 2.** A sole optimal distance threshold that maximizes the SINR fidelity exists when RRHs and UEs located randomly.

**Proof.** Please refer to Appendix B.

By introducing the \(P_{opt}\) of link distance in (26), the optimal distance threshold \(d_{opt}\) is the positive real number solution of \(\rho(d_0) = 0\), which means to solve the following equation:

$$
(2 - \alpha)A(2N_0 + 2Br^{2-\alpha} - \alpha Br^{2-\alpha})d_0^{1-\alpha} + 2\alpha AC(r^{2-\alpha}d_0 - d_0^{2-\alpha}) = 0,
$$

where \(A\), \(B\), and \(C\) are the defined in Appendix A. Unfortunately, (35) does not have a closed-form.

**IV. Optimization of Channel Matrix Sparsity with Dinkelbach-based Algorithm**

The results of Section III are built on the assumption that all RRHs and UEs are independent and identically distributed. In this part, an alternating-Dinkelbach optimization is proposed to extend the study to a more general case, in which the optimal distance threshold can be obtained as long as the specific \(P_{opt}\) is known. All the required parameters in the proposed algorithm can be obtained in the practical systems, the computational complexity is acceptable and can
be implemented. Note that the proposed algorithm is with channel estimation, which cannot be avoided in practical systems, and thus the proposed algorithm is more applicable.

Based on (29), obtaining the optimal \( d_0 \) is equivalent to solving the following optimization problem:

\[
(P1): \text{arg} \max_{d_0} \frac{F_1(d_0)}{F_2(d_0)}.
\]  

where

\[
F_1(d_0) = N_0 \int_{r_0}^{d_0} x^{-\alpha} f(x) dx > 0,
\]

and

\[
F_2(d_0) = \int_{r_0}^{r} f(x) dx \left[ N_0 + \sum_{j=1}^{K} P_j \int_{d_0}^{r} x^{-\alpha} f(x) dx \right. \\
\left. + \frac{K^2}{\tau P_1} \sum_{j=1}^{K} P_j \int_{r_0}^{d_0} f(x) dx \right] > 0.
\]

The objective function in Problem (P1) can be transferred from the fractional form to the subtractive form via Dinkelbach algorithm. In particular, defining a parameter \( q \) as

\[
q = \frac{F_1(d_0)}{F_2(d_0)}.
\]  

Then, a subtractive form optimization problem with a given parameter \( q \) can be formulated as

\[
(P2): \text{arg} \max_{d_0} F_1(d_0) - q F_2(d_0).
\]

To solve Problem (P2), we first present the following lemma.

**Lemma 3.**

\[
q' = \frac{F_1(d'_0)}{F_2(d'_0)} = \max_{d_0} \frac{F_1(d_0)}{F_2(d_0)}
\]

if and only if

\[
F(q') = \max_{d_0} F_1(d_0) - q' F_2(d_0)
\]

\[
= F_1(d'_0) - q' F_2(d'_0) = 0.
\]  

**Proof.** In (39), if \( d_0 \neq d'_0 \),

\[
\frac{F_1(d_0)}{F_2(d_0)} < \frac{F_1(d'_0)}{F_2(d'_0)} = q',
\]

then leads to

\[
F_1(d_0) - q F_2(d_0) < 0,
\]

which is in conflict with the condition in (39).

**Lemma 4** reveals to solve Problem (P1) with an objective function in fractional form, there exists a corresponding Problem (P2) in subtractive form. Moreover, **Lemma 3** provides the condition when two problem formulations can lead to the same optimal solution \( d'_0 \). To reach the condition in (39), we focus on Problem (P2) first.

**Lemma 4.** The optimization objective in Problem (P2) is a concave function in terms of \( d_0 \).

**Proof.** Please refer to Appendix 3.

According to Lemma 4 and the fact that the feasible set for \( d_0 \) is convex, Problem (P2) is convex optimization problem. With the bisection method, the optimum solution of (P2) can be obtained.

**Algorithm 1** Dinkelbach Algorithm of Distance Threshold \( d_0 \)

1: **Initialization:**

Set the parameter as \( q = 0 \), the index of iteration as \( n = 1 \), and the judgement of convergence as \( \text{conv} = 0 \).

Set the maximum number of iterations as \( n_{\text{max}} \), and the threshold of termination as \( \Delta \), which is a constant that approaches 0.

2: **Repeat:**

Set \( n = n + 1 \),

Solve Problem (P2) through bisection method, and mark the optimal solution as \( d'_n \).

Mark the optimal solution as \( d_n = d'_n \), and set \( \text{conv} = 1 \).

Else Update \( q \) according to (37).

3: **Until:** \( \text{conv} = 1 \) or \( n = n_{\text{max}} \).

4: **Return:** the optimal distance threshold \( d_{\text{opt}} \).

**Lemma 5.** Algorithm 1 converges to \( q' \) and \( d'_0 \), which satisfy (39) in Lemma 3.

**Proof.** For the purpose of explanation, at the \( n \)th iteration, when denoted by \( q_n \), the optimized solution to Problem (P1) is denoted by \( d'_n \). According to (37), the parameter is updated by \( q_{n+1} = \frac{F_1(d'_n)}{F_2(d'_n)} \) in the next iteration.

First, it is revealed that the optimized value \( F(q) \) in Problem (P2) is non-negative, i.e.,

\[
F(q_{n+1}) = \max_{d_0} F_1(d_0) - q_{n+1} F_2(d_0)
\]

\[
\geq F_1(d_n) - q_{n+1} F_2(d_n) = 0.
\]  

Next, it is revealed that the parameter \( q \) increases after each iteration. According to **Lemma 3** and (37), since the iteration process is not terminated in the \( (n+1) \)th iteration, it can be determined that \( F(q_n) > 0 \) and \( F(q_{n+1}) > 0 \). Thus, \( F(q_n) \) can be expressed as

\[
F(q_n) = F_1(d_n) - q_n F_2(d_n)
\]

\[
= (q_{n+1} - q_n) F_2(d_n) > 0.
\]
\[ \rho(d_0) = \frac{\bar{\mu}}{\mu} N_0 + PK(\mu - \bar{\mu}) + P \left[ 2K \left( 1 - \frac{\tau}{\mu} \right) \mu + \frac{K^3}{\tau P_T} \right] \int_{r_0}^{d_0} f(x)dx. \] (47)

Further, it is shown that \( F(q) \) decreases after each iteration. Due to the increasing of \( q \) after each iteration, \( F(q_n) \) can be expressed as
\[
F(q_n) = \max_{d_0} F_1(d_0) - q_n F_2(d_0)
\geq F_1(d_0^{n+1}) - q_n F_2(d_0^{n+1})
> F_1(d_0^{n+1}) - q_{n+1} F_2(d_0^{n+1}) = F(q_{n+1}).
\] (42)

Based on the properties in (40) and (42), \( F(q_n) \) is proved to be a nonnegative value after each iteration. As the proposed algorithm indicated, after sufficient iterations (less than \( n_{max} \)), \( F(q) \) can approach to 0 (gap is less then the predefined nonnegative threshold of termination \( \Delta \)), and the corresponding \( d_0^{n} \) is believed to be close enough to optimal \( d_0 \).

As a result, Algorithm 1 converges to \( d_0^{n} \) and \( q^n \), which satisfy (39) in Lemma 3. Therefore, \( d_0^{n} \) is the optimal solution to Problem (P1).

The computational complexity of Algorithm 1 is reflected to the number of iterations, which can be estimated as \( \mathcal{O}(\log(1/\Delta)) \) [13], and \( \Delta \) is a prescribed accuracy. In each iteration, problem (P2) is solved by using bisection method, which is in order of \( \mathcal{O}(\log(r)) \) [14], and \( r \) is the system size. Therefore, the computation complexity of our Algorithm 1 is in order of \( \mathcal{O}(\log(r)\log(1/\Delta)) \).

V. SYSTEM PERFORMANCE WITH NON-ORTHOGONAL TRAINING

In large C-RANs, as the orthogonal training would need to be least \( K \) symbols long, which is infeasible for large \( K \), non-orthogonal training sequences could be utilized. In particular, the short channel coherence time due to mobility does not allow for such long training sequences.

A. Channel Estimation Phase

The extent to which pilot contamination impacting on the system performance under different scenarios have been researched in the literatures [23] and [24]. During analyzing the effects of pilot contamination, the worst-case scenario is considered in this paper, in which no allocation of training sequences or subspace estimation technique is applied. The training sequences are generated by the discrete Fourier transform matrix in [25] with \( \tau < K \), thus, \( 2(K - \tau) \) UEs are interfered by other UEs due to the properties of training matrix \( \Phi \) when the training length is \( \tau \). Hence, the probability of one UE suffering from other UE’s interference becomes \( 2(1 - \frac{\tau}{K}) \). As a result, the interference due to the pilot contamination of random UE is quantified as the probability of suffering from the pilot contamination multiplying by the average magnitude of random channel coefficient. Therefore, the observed channel coefficient can be expressed as:
\[
\tilde{h}_{nk} = h_{nk} + \epsilon_{nk} + e_{nk},
\] (43)
where \( \epsilon_{n,k} \sim \mathcal{CN} \left( 0, 2(1 - \frac{\tau}{K}) \mathbb{E} \{|h_{n,k}|^2\} \right) \) represents the interference from other channels; \( e_{n,k} \sim \mathcal{CN} \left( 0, \frac{K^2}{\tau P_T} \right) \) represents the Gaussian noise; \( \mathbb{E} \{|h_{n,k}|^2\} \) is the statistic average of squared amplitude of random channel coefficient. To obtain the statistic characters of \( \epsilon_{n,k} \), the p.d.f of the link distance can be used. With \( \mu = \mathbb{E} \{|h_{n,k}|^2\} \), the interference can be expressed as
\[
\epsilon_{n,k} \sim \mathcal{CN} \left( 0, 2 \left( 1 - \frac{\tau}{K} \right) \mu \right).
\] (44)

Thus, the expectation of covariance of estimation error using non-orthogonal training becomes
\[
\mathbb{E}\left\{ \mathbb{E}^H \right\} = \left[ 2K \left( 1 - \frac{\tau}{K} \right) \mu + \frac{K^3}{\tau P_T} \right] \mathbf{I}.
\] (45)

Same as \( N_2 \) in (33), \( N_2 \) with non-orthogonal training can be written as
\[
N_2 = P \left[ 2K \left( 1 - \frac{\tau}{K} \right) \mu + \frac{K^3}{\tau P_T} \right] \int_{r_0}^{d_0} f(x)dx.
\] (46)

\( N_1 \) and \( N_2 \) both increase with the decreasing \( \tau \). However, the selection of optimal training length is determined by the tradeoff between the quality of channel estimate and the information throughput. Hence, the channel accesses employed for pilot transmission and for data transmission needs to be optimized for maximizing total throughput and fairness of the system.

B. SINR Fidelity with Non-orthogonal Training

Except the different form of \( N_2 \) we proposed in former part, the derivation of SINR fidelity with non-orthogonal training is similar with the derivation with orthogonal training in Part A, Section III. Based on (32), (33) and (46), the lower bound of SINR fidelity with non-orthogonal training is expressed in (47). To prove the convexity of SINR fidelity with non-orthogonal training, the similar derivations of (47) have been made by applying the p.d.f of link distance given in (25). (Proof: See Appendix B)

Comparing (47) and (28), it can be concluded that the severe interference caused by pilot contamination grows with the service radius of RRHs increasing. The influence of
TABLE I
SIMULATION PARAMETERS SETTINGS

| Symbol | Definition                  | Value  |
|--------|----------------------------|--------|
| N      | The number of RRHs         | 1000   |
| K      | The number of UEs          | 800    |
| $\alpha$ | Path loss exponent       | 3.8    |
| $r_0$  | Minimum distance between RRHs and UEs | 10 m   |
| $P_k$  | Transmit power of data block | 23 dBm |
| $N_0$  | Noise power spectral density | -174 dBm/Hz |
| $\Delta$ | Threshold of termination   | $10^{-4}$ |
| $n_{max}$ | Maximum number of iteration | 20     |

Fig. 2. SINR fidelity vs the distance threshold and the lower bound

interference caused by pilot contamination on the SINR fidelity is similar with that of estimation error, but the former one is more serious. In the future, the training schedule should be done to further decrease the pilot interference.

VI. NUMERICAL RESULTS

To verify the analysis results for optimal distance threshold with imperfect CSIs in large C-RANs, several simulation results under different scenarios are presented in this section. UEs and RRHs are uniformly scattered in a circular area with $r = 5$ km, the minimum distance between RRH and UE is 10 m. The path loss exponent is 3.8. For each realization, 1000 iterations are simulated with independent channel state. MATLAB is used in this paper to simulate and verify our research results. If not specifically pointed out, the simulation parameters are summarized in TABLE I.

First, the SINR fidelity and corresponding lower bounds with imperfect CSIs are illustrated. As shown in Fig. 2, the derived lower bounds are coincide with the simulation results throughout the whole $d_0$ region under different user density, which validates the high accuracy of our analysis. Since Monte Carlo simulation results vary with $N$, while the lower bounds remain unchanged with different $N$, we set the number of RRHs to be $N = 800 / 850 / 1000$. Fig. 2 illustrates the derived SINR fidelity is more matchable with

Monte Carlo results when $N$ is bigger, which indicates this research is more recommended to applied in dense networks. However, to be clear, $N$ does not have to be greater than $K$, since the convexity of SINR fidelity still holds with a smaller curvature when $N \leq K$.

As can be seen, the results of Monte Carlo simulation are coincide with the lower bounds. The optimal distance threshold $d_0$ converges to a constant when the number of
RRHs goes to infinity. This feature implies that the number of nonzero entries per row or per column in $H$ (which is approximately $d^2_0/r^2$) does not scale with the number of RRHs in a large dense C-RANs. This enlightens us assume that each RRH only needs to estimate the CSIs of a small number of users that are close to it when RRHs are deployed in a denser way comparing to UEs.

The LOS and NLOS characteristics would be different in practice, which indicates the path loss exponent would experience a sudden raise as the increasing link distance. Fig. 3 illustrates the SINR fidelity with different path loss exponent and it shows that the optimal distance threshold decreases when the system experiences a deep path loss. As such, the convexity of SINR fidelity is guaranteed in this case.

Next, the SINR fidelity with different $p.d.f$ of link distance is displayed in Fig. 4, where the link distance of IUT-1 follows independently and uniformly distribution, corresponding $p.d.f$ is as follows:

$$f(x, r) = \begin{cases} \int_0^{d_0} 2x \left( 2 \arccos \left( \frac{x}{2r} \right) - \frac{x}{2r} \sqrt{1 - \frac{x^2}{4r^2}} \right) & x = r_0 \\ 2x \left( 2 \arccos \left( \frac{x}{2r} \right) - \frac{x}{2r} \sqrt{1 - \frac{x^2}{4r^2}} \right) & r_0 \leq x \leq r \end{cases}$$

and IUT-2 is an approximation of IUT-1 when system size $r$ is sufficiently large, the corresponding $p.d.f$ is noted in (25). The $p.d.f$s of Poisson distribution is

$$f(x, n) = 2(\pi \lambda)^x e^{-\pi \lambda x^2}, r > 0,$$

where $\lambda$ is the density of Poisson Point Process, which is set to be $1/\pi r^2$ in our simulations. It can be seen that the convexity of SINR fidelity holds when RRHs and UEs follow different distributions.

To make it clear, the difference between the Dinkelbach-based algorithm we proposed and the DNC algorithm we mentioned in the introduction section has to be emphasized.

The DNC algorithm is used in the progressing of received signals to reduce the computation complexity of large-scale cooperative system. In the DNC algorithm, distance threshold $d_0$ is given as

$$d_0 = \left( r^{2-\alpha} + 2r^{2-\alpha}(1 - \rho')N_0 \right) \left( K - 1 \right)^{\frac{1}{2}} , (48)$$

where the SINR requirement $\rho'$ is previously determined and channel estimation has not been considered. Specifically, these two ways of obtaining distance threshold in the case of the number of UEs $K = 800$ are compared in Fig. 5 and Fig. 6, respectively. As shown in Fig. 5, the obtained distance threshold in DNC algorithm is smaller than that in the proposed algorithm. In Fig. 6, the optimal SINR fidelity obtained by the proposed algorithm is better than that of the DNC algorithm in [19], which indicates that the utilization of Dinkelbach-based algorithm will lead to superior performance to DNC algorithm with the existent of channel estimation error.

In Fig. 7, the SINR fidelity with different total transmit power $P_{total}$ has been illustrated, SINR fidelity decreases with $P_{total}$ as shown. The effect of transmit power of training block is illustrated in Fig. 8, where the transmit power of data block is fixed to 23 dBm, and the transmit power of pilot block is set to 23 dBm, 26 dBm, 30 dBm, respectively. With the decrease of transmit power of pilot block, the influence due to estimation error increases, which leads to the degradation of SINR fidelity. The simulation results of Fig. 8 suggest that proposal still work efficiently and the corresponding results still hold when the transmit power of pilot is near or even equals to the transmit power of data.

Fig. 9 illustrates the effects of non-orthogonal training on system performance when the number of UEs is 800. The trend of SINR fidelity with non-orthogonal training is similar to which with orthogonal training, which is in conform
with our analysis in Part B, Section V. With a slightly decrease of training length, the SINR fidelity deteriorate badly. The severe performance degradation caused by pilot contamination still remains as a big issue for large C-RANs.

VII. CONCLUSION

In this paper, an analytical model has been presented to character the performance of large C-RANs with sparse channel matrix and estimation error. To explore the performance loss in terms of the distance threshold with imperfect CSI, a lower bound of a ratio comparing the SINR with and without sparsification of channel matrix has been derived. This ratio has been proved to be a convex function of service distance with both orthogonal and non-orthogonal training sequences when RRHs and UEs are distributed randomly. An algorithm has been presented to obtain the optimal distance threshold when RRHs and UEs distribute unevenly. Note that power control strategy has a great impact on the performance of channel sparsity in large C-RANs [26]. For one UE, the increase of transmit power leads to a better SINR fidelity, however, the joint optimization of all UEs’ SINR fidelity remains a challenging issue, which will be researched in the future.

APPENDIX A

DERIVATION OF $N_2$ WHEN MMSE ESTIMATOR IS APPLIED

The MMSE estimation of channel matrix is:

$$H_{MMSE} = S(\Phi^H R_H \Phi + N_0 I)^{-1} \Phi^H R_H,$$

(49)

where $R_H = E\{H^H H\}$ is the correlation matrix of channel matrix $H$.

Since the fast fading coefficients of all channels are considered to be uncorrelated, the correlation matrix can be expressed as:

$$R_H = E\{H^H H\} = E\left\{ \begin{bmatrix} \sum_{j=1}^{N} |h_{j1}|^2, \ldots, \sum_{j=1}^{N} |h_{jK}|^2 \end{bmatrix} \right\} = E\left\{ \begin{bmatrix} \sum_{j=1}^{N} d_{j1}^2, \ldots, \sum_{j=1}^{N} d_{jK}^2 \end{bmatrix} \right\}. \quad (50)$$

Then the estimates of channel matrix can be expressed as:

$$H_{MMSE} = S \Lambda^{-1} \Phi^H R_H = HA^{-1} R_H + N\Phi^H R_H,$$

(51)

where $A = diag\left[\sum_{j=1}^{N} d_{j1}^2 + N_0, \ldots, \sum_{j=1}^{N} d_{jK}^2 + N_0\right]$.

Since $\sum_{j=1}^{N} d_{jk}^2 \gg N_0$, (51) can be expressed as:

$$H_{MMSE} = H + N\Lambda^{-1} \Phi^H R_H = H + E. \quad (52)$$

After the sparsification, the sparsed estimation matrix is:

$$\hat{E}_{MMSE} = \Lambda^{-1} R_H \hat{E}_{LS} \quad (53)$$

and the $N_2$ of MMSE estimator can be expressed as:

$$N_2_{MMSE} = E\left\{ \sum_{j=1}^{K} P_j |\tilde{e}_{nj}|^2 \right\} = \left(\frac{\mu}{\mu + N_0}\right)^2 N_2_{LS}. \quad (54)$$
\[
\dot{\rho}(d_0) = \frac{(2 - \alpha)A(2N_0 + 2Br^{2-\alpha} - \alpha Br_0^{2-\alpha})d_0^{1-\alpha} + 2\alpha AC(r_0^{2-\alpha} d_0 - d_0^{3-\alpha})}{(N_0 + Br^{2-\alpha} - Bd_0^{2-\alpha} + C d_0^2)^2},
\]

(55)

From (54), it is proved that the form of \(N_2\) suffers a coefficient variation when different estimator is applied, and the performance of MMSE estimator is better than the LS estimator. However, in general, the convexity of SINR fidelity is still holds and the proposed algorithm is still reliable when MMSE estimator is applied.

**Appendix B**

**Proof of the convexity of SINR fidelity with orthogonal training**

By introducing the p.d.f of link distance in (26), \(\rho(d_0)\) can be written as

\[
\rho(d_0) = \frac{2(d_0^{2-\alpha} - r_0^{2-\alpha}) + (2 - \alpha)r_0^{2-\alpha}}{2(r^2 - r_0^2 - r_0^{2-\alpha}) + (2 - \alpha)r_0^{2-\alpha}}
\]

\[
N_0 + \frac{2P_S K}{(2 - \alpha)r^2} - \frac{2P_S K}{(2 - \alpha)r_0^2} + \frac{P_S K^2 d_0^2}{\tau r^2},
\]

where we let \(\tau = K\) here to achieve the shortest training length.

To analyze the curve trends of \(\rho(d_0)\), it will be insightful to calculate its derivations. The first order derivatives of \(\dot{\rho}(d_0)\) can be expressed in (55), where

\[
A = \frac{N_0}{2(r^2 - r_0^2 - r_0^{2-\alpha})},
\]

\[
B = \frac{2P_S K}{(2 - \alpha)r^2},
\]

\[
C = \frac{P_S K^2}{P_T r^2},
\]

(56)

respectively. Since we only concern about the trends of \(\rho(d_0)\), it is efficient to consider the derivatives of numerator in (55), denoted as \(\ddot{\rho}(d_0)\), which can be calculated and expressed as

\[
\ddot{\rho}(d_0) = (2 - \alpha)(1 - \alpha)
\]

\[
\cdot A(2N_0 + 2Br^{2-\alpha} - \alpha Br_0^{2-\alpha})d_0^{1-\alpha} - 2\alpha(3 - \alpha)AC d_0^{2-\alpha} + 2\alpha AC r_0^{2-\alpha}.
\]

\[
\dot{z}(r_0) = (2 - \alpha)A(2N_0 + 2Br^{2-\alpha} - \alpha Br_0^{2-\alpha})r_0^{1-\alpha} > 0,
\]

\[
\dot{z}(r) = (2 - \alpha)A(2N_0 + 2Br^{2-\alpha} - \alpha Br_0^{2-\alpha})r^{1-\alpha}
\]

\[
+ 2\alpha AC r(r^{2-\alpha} - r_0^{2-\alpha}) < 0.
\]

Since \(\ddot{\rho}(d_0)\) is constantly negative, \(\ddot{\rho}(d_0)\) is a monotonically decreasing function in terms of \(d_0\). Based on (58), it can be deduced that there will be one and only one zero point in \(\dot{\rho}(d_0)\) while \(d_0 \in (r_0, r]\). Denote the corresponding zero point as \(d_{opt}\), since the denominator of \(\dot{\rho}(d_0)\) is always positive, \(\dot{\rho}(d_0)\) will reach the maximum when \(d_0 = d_{opt}\).

**Appendix C**

**Proof of the convexity of SINR fidelity with non-orthogonal training**

Based on (46), by introducing the p.d.f in (26), the only difference is \(B\) in (56), when the training is non-orthogonal, it turns into

\[
C = \left[\frac{P_S K^2}{P_T} + 2P_S K \left(1 - \frac{\tau}{K}\right) \mu\right] r^2.
\]

(60)

It is clear that \(C > 0\), then (53) still holds with new \(N_2\), so it can be deduced that (54) is also a convex function when UEs and RRRs are located randomly, Theorem 2 remains true when the training is non-orthogonal. Since the convexity of (54) is also cannot be ensured when the formation of p.d.f is uncertain, the Dinkelbach Algorithm we proposed before is also applicable in this case.

**Appendix D**

**Proof of Lemma 3**

To prove the optimization objective in Problem (P2) is a concave function in terms of \(d_0\), we have to prove the second derivative of the optimization objective is negative. Let \(G(d_0) = F_1(d_0) - qF_2(d_0)\), the second derivative of \(G(d_0)\) is

\[
G''(d_0) = F_1''(d_0) - qF_2''(d_0),
\]

(61)

where

\[
F_1''(d_0) = -\alpha N_0 d_0^{-\alpha - 1} f'(d_0),
\]

(62)

and

\[
F_2''(d_0) = \int_{r_0}^r f(x) dx \sum_{j=1}^K P_j \left[ \alpha d_0^{-\alpha - 1} f'(d_0) + \frac{K^2}{\tau P_T} f'(d_0) \right].
\]

(63)

It can be found that \(F_1''(d_0) < 0, F_2''(d_0) > 0,\) and \(q \in (0, 1)\), so \(G''(d_0)\) will always be negative, the optimization objective in Problem (P2) is a concave function in terms of \(d_0\).

**References**

[1] M. Peng, C. Wang, V. Lau, and H. V. Poor, “Fronthaul-constrained cloud radio access networks: Insights and challenges,”IEEE Wireless Commun., vol. 22, no. 2, pp. 152-160, Apr. 2015.

[2] M. Peng et al., “Recent advances in cloud radio access networks: System architectures, key techniques, and open issues,”IEEE Commun. Surveys & Tutorials, vol. 18, no. 3, pp. 2282-2308, Aug. 2016.

[3] M. Peng, Y. Li, Z. Zhao, and C. Wang, “System architecture and key technologies for 5G heterogeneous cloud radio access networks,”IEEE Network, vol. 29, no. 2, pp. 6-14, Mar. 2015.

[4] Q. Hu, M. Peng, Z. Mao, X. Xie, and H. V. Poor, “Training design for channel estimation in uplink cloud radio access networks,”IEEE Trans. Sig. Proc., vol. 64, no. 13, pp. 3324-3337, May. 2016.
[5] X. Xie, M. Peng, F. Gao, and W. Wang, “Superimposed training based channel estimation for uplink multiple access relay networks,” *IEEE Trans. Wireless Commun.*, vol. 14, no. 8, pp. 4439-4453, Aug. 2015.

[6] X. Xie, M. Peng, W. Wang, and H. V. Poor, “Training design and channel estimation in uplink cloud radio access networks,” *IEEE Sig. Proc. Let.*, vol. 22, no. 8, pp. 1060-1064, Aug. 2015.

[7] M. Peng, C. Wang, J. Li, H. Xiang, and V. Lau, “Recent advances in underlay heterogeneous networks: Interference control, resource allocation, and self-organization,” *IEEE Commun. Sur. Tut.*, vol. 17, no. 2, pp. 700-729, second quarter, 2015.

[8] X. Huang, G. Xue, R. Yu and S. Leng, “Joint scheduling and beamforming coordination in cloud radio access networks with QoS guarantees,” *IEEE Trans. Veh. Tech.*, vol. 65, no. 7, pp. 5449-5460, Jul. 2016.

[9] M. Peng, Y. Li, J. Jiang, J. Li, and C. Wang, “Heterogeneous cloud radio access networks: A new perspective for enhancing spectral and energy efficiencies,” *IEEE Wireless Commun.*, vol. 21, no. 6, pp. 126-135, Dec. 2014.

[10] M. Peng, S. Yan and H. V. Poor, “Ergodic capacity analysis of remote radio head associations in cloud radio access networks,” *IEEE Wireless Commun. Let.*, vol. 12, no. 11, pp. 1-12, Nov. 2015.

[11] Z. Zhao, M. Peng, Z. Ding, W. Wang and H. V. Poor, “Cluster content caching: An energy-Efficient approach to improve quality of service in cloud radio access networks,” *IEEE J. Sel. Areas Commun.*, vol. 34, no. 5, pp. 1207-1221, May, 2016.

[12] X. Xie, M. Peng, Y. Li, and H. V. Poor, “Channel estimation for two-Way relay networks in the presence of synchronization errors,” *IEEE Trans. Sig. Proc.*, vol. 62, no. 23, pp. 6235-6248, Dec. 2014.

[13] Y. Shi, J. Zhang and K. B. Letaief, “Robust group sparse beamforming for multicast green cloud-RAN with imperfect CSI,” *IEEE Trans. Signal Process.*, vol. 63, no. 17, pp. 4647-4659, Sep. 2015.

[14] Y. Shi, J. Zhang, B. O’Donoghue and K. B. Letaief, “Large-scale convex optimization for dense wireless cooperative networks,” *IEEE Trans. Signal Process.*, vol. 63, no. 18, pp. 4729-4743, Sep. 2015.

[15] L. Sanguinetti, R. Couillet and M. Debbah, “Large system analysis of base station cooperation for power minimization,” *IEEE Trans. Wireless Commun.*, vol. 15, no. 8, pp. 5480-5496, Aug. 2016.

[16] M. Peng, H. Xiang, Y. Cheng, S. Yan, and H. V. Poor, “Inter-tier interference suppression in heterogeneous cloud radio access networks,” *IEEE Access*, vol. 2015, no. 3, pp. 2441-2455 Dec. 2015.

[17] S. Akoun, and R. Heath, “Interference coordination: random clustering and adaptive limited feedback,” *IEEE Trans. Signal Processing.*, vol. 61, no. 7, pp. 1822-1834, Apr. 2013.

[18] M. Peng, Y. Yu, H. Xiang, and H. V. Poor, “Energy-e?cient resource allocation optimization for multimedia heterogeneous cloud radio access networks,” *IEEE Trans. Multimedia*, vol. 18, no. 5, pp. 879 -892, May 2016.

[19] C. Fan, Y. J. Zhang and X. Yuan, “Dynamic Nested Clustering for Parallel PHY-Layer Processing in Cloud-RANs,” *IEEE Trans. Wireless Commun.*, vol. 15, no. 3, pp. 1881-1894, Mar. 2016.

[20] Y. Chan, and K. Ho, “A simple and efficient estimator for hyperbolic location,” *IEEE Trans. Signal Process.*, vol. 42, no. 8, pp. 1905-1915, Aug. 2014.

[21] G. Wang, Q. Liu, R. He, F. Gao, and C. Tellambura, “Acquisition of channel state information in heterogeneous cloud radio access networks: challenges and research directions,” *IEEE Wirel. Commun.*, vol. 22, no. 3, pp. 100-107, Jun. 2015.

[22] D. Molitchanov, “Distance distributions in random networks,” *Ad Hoc Networks*, vol. 10, no. 6, pp. 1146-1161, Mar. 2012.

[23] J. C. Shen, J. Zhang and K. B. Letaief, “Downlink User Capacity of Massive MIMO Under Pilot Contamination,” *IEEE Trans. Wireless Commun.*, vol. 14, no. 6, pp. 3183-3193, Jun. 2015.

[24] J. Jose, A. Ashikhmin, T. L. Marzetta and S. Vishwanath, “Pilot Contamination and Precoding in Multi-Cell TDD Systems,” *IEEE Trans. Wireless Commun.*, vol. 10, no. 8, pp. 2640-2651, Aug. 2011.

[25] M. Biguesh and A. B. Gershman, “Training-based MIMO channel estimation: a study of estimator tradeoffs and optimal training signals,” *IEEE Trans. Signal Process.*, vol. 54, no. 3, pp. 884-893, Mar. 2006.

[26] G. Wang, F. Gao, R. Fan and C. Tellambura, “Ambient Backscatter Communication Systems: Detection and Performance Analysis,” *IEEE Trans. Wireless Commun.*, vol. 64, no. 11, pp. 4836-4846, Nov. 2016.