Nonlinear suboptimal attitude control law for near-space hypersonic vehicle: Eigenvalue analysis and weight matrices design

Peichao Mi (mihaishan@163.com)
Nanjing University of Aeronautics and Astronautics College of Automation Engineering
https://orcid.org/0000-0002-5622-1617

Qingxian Wu
Nanjing University of Aeronautics and Astronautics College of Automation Engineering

Yuhui Wang
Nanjing University of Aeronautics and Astronautics College of Automation Engineering

Research Article

Keywords: attitude tracking control, eigenvalue analysis, near-space hypersonic vehicle (NSHV), nonlinear suboptimal control law, stable manifold method, symplectic geometry

Posted Date: December 1st, 2021

DOI: https://doi.org/10.21203/rs.3.rs-1122865/v1

License: This work is licensed under a Creative Commons Attribution 4.0 International License.
Read Full License
Nonlinear suboptimal attitude control law for near-space hypersonic vehicle: Eigenvalue analysis and weight matrices design

Peichao Mi\(^*\), Qingxian Wu\(^\dagger\) and Yuhui Wang\(^\dagger\)

\(^*\)College of Automation Engineering, Nanjing University of Aeronautics and Astronautics, No. 169 Sheng Tai West Road, Nanjing, 211106, Jiangsu Province, People’s Republic of China.

\(^\dagger\)These authors contributed equally to this work.

1 Introduction

Near-space hypersonic vehicles (NSHVs) operate in the atmospheric region from about 20 km to 100 km height at speeds more than 5 Mach. They have been intensively researched for more than half a century. Their enormous technological advantages in both military and civil fields have gained widespread attention [23]. In recent years, the enhanced research on the reusable launch systems for the NSHVs shows the potential economic benefit of the related cutting-edge technology, which makes NSHVs an ongoing research focus [14].

Among the research items on the NSHVs, attitude control is one of the most challenging issues because NSHVs’ attitude control systems are complexly nonlinear. Their longitudinal and lateral dynamics are strongly coupled. Hence, it is...
difficult to use linear models to represent the attitude dynamics, which makes nonlinear control law design necessary [24].

Until now, several nonlinear control techniques have been applied to NSHVs’ attitude models, such as backstepping control [4, 27], and sliding mode control [25, 26]. In these methods, virtual control law design as the intermediate process is requisite, making the design process and the stability analysis more complex. Besides, when initial attitude errors are relatively large, the magnitudes of the control commands may become too large to be practical.

Relative to the methods mentioned above, nonlinear optimal control schemes have the following two advantages. Firstly, they do not adopt the cascade control frame, and avoid the virtual control laws. Secondly, the optimal performance index is introduced, which pursues using less control energy to achieve satisfactory output tracking performance. These benefits are significant for the NSHVs’ attitude control because, in hypersonic flight, the attitude dynamics must respond quickly and accurately with reasonable energy consumption.

Familiar nonlinear optimal control strategies include the adaptive dynamic programming (ADP) and the pseudospectral method. Their features are summarized as follows.

ADP is established on the Hamilton-Jacobi-Bellman (HJB) equation. It utilizes neural networks to approximate the solution of the HJB partial differential equation. The dynamic systems are often required to be globally Lipschitz continuous [11], and the NSHVs’ longitudinal dynamic systems satisfy this condition. Nevertheless, when the NSHVs’ longitudinal and lateral maneuvers are both considered, the attitude control systems become locally Lipschitz continuous, and ADP is no longer suitable in this case. In addition, adjusting the initial weight values of neural networks is crucial to solving problems smoothly, but the related theoretical guidance is deficient [2], which limits ADP’s practicality.

The pseudospectral method has been practically used in aeronautics [18], particularly in guidance law design. It is based on Pontryagin’s maximum principle, and transforms optimal control problems into nonlinear programming problems (NLPs). In this scheme, control systems must be locally Lipschitz continuous, which is suitable for NSHVs’ attitude dynamics. However, NLPs are very sensitive to the initial guesses of covectors [3]. Since the nonlinear dynamic responses of NSHVs’ attitude are complex and fast, it is hard to estimate the initial guesses of the covectors appropriately. Therefore, the pseudospectral method cannot be directly applied to the NSHVs’ attitude models.

Besides the above two common methods, another nonlinear optimal control scheme proposed in [19] is based on the stable manifold theory [17]. It aims to solve infinite horizon optimal control problems based on the Hamiltonian-Jacobi equation (HJE). In this framework, the canonical equation of the HJE is decomposed into a stable direction and an anti-stable direction, then the stable manifold theory can be used to approximate the optimal solution. However, the stable manifold theory assumptions are too strict for most nonlinear control systems, which limits its application.

The nonlinear optimal control techniques mentioned above only approximate optimal control laws, but cannot solve the eigenvalues of closed-loop dynamics. Nevertheless, eigenvalue analysis is essential for studying control systems’ time response characteristics [7]. It can also be used to design the weight matrices in the optimal performance indexes [9], which directly determine the output responses of dynamic systems. Hence, eigenvalue analysis is especially necessary for the optimal control law design of the NSHVs’ attitude systems which require rapid and accurate dynamic responses.

In this paper, to deal with the control problems mentioned above, we propose a novel suboptimal control scheme for a NSHV’s attitude system as follows.

At first, we solve the nonlinear unconstrained approximated optimal control problem corresponding to the NSHV’s attitude model. In order to avoid the effects of different initial guess values on solving optimization problems, the proposed scheme is based on the stable manifold theorem [17]. The key step is to use the least square method to separate the complex nonlinear NSHV’s attitude system into linear and nonlinear parts. Since the attitude control system is locally Lipschitz continuous, it is demonstrated that the separation is practical. Then the canonical equation of
the HJE corresponding to the unconstrained optimal dynamics can be decomposed into a stable direction and an anti-stable direction. Meanwhile, the decomposed canonical equation satisfies the assumptions of the stable manifold theorem, such that the iteration process of the theorem can approximate the nonlinear unconstrained optimal solution.

After solving the approximated unconstrained optimal control law, the nonlinear unconstrained optimal dynamics is mapped into a high-dimensional nonlinear optimal dynamics. Based on the Koopman operator method [1] and the symplectic geometric theory [6, 15], it is proved that the two dynamics are equivalent. When the state vector of the high-dimensional dynamics is selected appropriately, the nonlinear unconstrained optimal control system can be further approximated by a linear system, whose eigenvalues reveal the dynamic response characteristics of the nonlinear system. The approximation process is based on the Weierstrass approximation theorem [5] and the stable manifold theorem [17]. Then, the weight matrices in the optimal performance index can be designed according to the eigenvalues to meet the performance requirement of the NSHV’s nonlinear attitude control system.

Finally, the actual control law considers the actuator constraints, which are seen as the perturbation items in the stability analysis. It is proved that the NSHV’s closed-loop nonlinear attitude control system with the actuator constraints is locally exponentially stable, and the suboptimality of the control law is analyzed.

The content in this paper is organized as follows. In Section 2, the NSHV’s attitude model and the corresponding unconstrained optimal control problem derived from the HJE are introduced. The form of the saturated control law considering the actuator constraints is derived. In Section 3, the optimal control law for the unconstrained dynamics is approximated. In Section 4, the eigenvalues of the closed-loop nonlinear unconstrained optimal control system are approximated, based on which the weight matrices in the optimal performance index can be appropriately designed. Then the NSHV’s actuator constraints are considered, the locally exponentially stability of the closed-loop control system with the actuator constraints is proved, and the suboptimality of the saturated control law is analyzed. The numerical simulation in Section 5 verifies the effectiveness of the proposed scheme. Section 6 summarizes conclusions.

2 Problem description

The NSHV’s attitude dynamics is modeled by [20]

\[
\dot{\alpha} = \frac{1}{MV_A \cos \beta} [ -\dot{q}SC_{L,\alpha} \alpha + Mg \cos \gamma_a \cos \mu ]
\]

\[
- p \tan \beta \cos \alpha + q - r \tan \beta \sin \alpha
\]  

(1a)

\[
\dot{\beta} = \frac{1}{MV_A} [ \dot{q}SC_{Y,\beta} \beta + Mg \cos \gamma_a \sin \mu ] + p \sin \alpha
\]

\[
- r \cos \alpha
\]  

(1b)

\[
\dot{\mu} = - q \frac{V_A}{\cos \gamma_a \cos \mu} \tan \beta
\]

\[
+ \frac{1}{MV_A} \dot{q}SC_{Y,\beta} \tan \gamma_a \cos \mu
\]

\[
+ \frac{1}{MV_A} \dot{q}SC_{L,\alpha} ( \tan \gamma_a \sin \mu + \tan \beta )
\]

\[
+ p \frac{\sec \beta \cos \alpha + r \sec \beta \sin \alpha}{\cos \gamma_a \cos \mu}
\]  

(1c)

\[
\dot{p} = \frac{I_y I_z - I_x I_z}{I_x I_z - I_x I_z} p q - \frac{I_{zz}(I_z + I_x - I_y)}{I_x I_z - I_x I_z} pq
\]

\[
+ \frac{\dot{q}Sb}{T_x} [ C_{l,\beta} + C_{l,p} \frac{pb}{2V_A} + C_{l,r} \frac{rb}{2V_A} + C_{l,\alpha} \delta_a
\]

\[
+ C_{l,\beta,\alpha} ]
\]  

(1d)

\[
\dot{q} = \frac{I_y}{I_y} p r + \frac{\dot{q}Sb}{T_y} [ C_{m,\alpha} + C_{m,q} \frac{qc}{2V_A} + C_{m,\delta,\alpha} ]
\]

(1e)

\[
\dot{r} = - \frac{I_x I_y}{I_x I_z - I_z I_z} p q - \frac{I_{zz}(I_z + I_x - I_y)}{I_x I_z - I_x I_z} r q
\]

\[
+ \frac{\dot{q}Sb}{T_z} [ C_{n,\beta} + C_{n,p} \frac{pb}{2V_A} + C_{n,r} \frac{rb}{2V_A}
\]

\[
+ C_{n,\delta,\alpha} + C_{n,\delta_a} ]
\]  

(1f)

where \(\alpha\) is the angle of attack, \(\beta\) is the sideslip angle, \(\mu\) is the bank angle, \(p, q, r\) are the roll, pitch, and yaw angular rates, respectively, \(M\) is the mass of the NSHV, \(S\) is the reference area, \(b\) and \(c\) are the reference lengths, \(I_x, I_y, I_z,\) and \(I_{zz}\) are the moments of inertia, \(V_A\) is the airspeed, \(\dot{q}\) is the dynamic pressure, \(g\) is the acceleration of gravity, \(C_{L,\alpha}, C_{Y,\beta}, C_{l,\beta}, C_{l,p}, C_{l,r}, C_{l,\alpha}, C_{l,\beta,\alpha}, C_{m,\alpha}, C_{m,q}, C_{m,\delta,\alpha}, C_{n,\beta}, C_{n,p}, C_{n,r}, C_{n,\delta,\alpha},\) and \(C_{n,\delta_a}\) are the aerodynamic coefficients which are the functions of Mach and \(\alpha\), \(\delta_r\) is the rudder, and \(\delta_e\) and \(\delta_a\) are the equivalent elevator and aileron,
respectively, generated by the elevons $\delta_L$ and $\delta_R$ as follows,

$$
\delta_e = \frac{\delta_L + \delta_R}{2} \quad (2a)
$$

$$
\delta_a = \frac{\delta_L - \delta_R}{2} \quad (2b)
$$

The elevons $\delta_L$ and $\delta_R$ and the rudder $\delta_r$ are the actual control surfaces of the NSHV’s attitude system.

To improve the performance of the NSHV’s attitude control system, the actuator dynamics of $\delta_L, \delta_R$, and $\delta_r$ are considered, based on which the magnitudes and rates of the control surfaces can be included in the performance index of the optimal control problem. The actuator dynamics are modeled by

$$
\begin{pmatrix}
\dot{\delta}_L \\
\dot{\delta}_R \\
\dot{\delta}_r \\
\dot{\delta}_{Lv} \\
\dot{\delta}_{Rv}
\end{pmatrix}
= \begin{bmatrix}
O_3 & I_3 \\
A_1 & A_2
\end{bmatrix}
\begin{pmatrix}
\delta_L \\
\delta_R \\
\delta_r \\
\delta_{Lv} \\
\delta_{Rv}
\end{pmatrix}
+ \begin{bmatrix}
O_3 \\
B
\end{bmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3
\end{pmatrix} \quad (3)
$$

where $\delta_{Lv}, \delta_{Rv}$, and $\delta_r$ are the rates of the control surfaces, $u_t$ ($t = 1, 2, 3$) is the designed control surface command [28], the actual control surfaces $\delta_L, \delta_R$, and $\delta_r$ are the responses of the actuator dynamics to $u_1, u_2$, and $u_3$, respectively, $O_3$ is the 3-dimensional zero square matrix, $I_3$ is the 3-dimensional identity matrix, $A_1 = -\omega_n^2 I_3$, $A_2 = -2\zeta\omega_n I_3$, and $B = \omega_n^2 I_3$, in which $\omega_n$ is the natural frequency, and $\zeta$ is the damping ratio.

Besides, since $u_t$ ($t = 1, 2, 3$) is the control surface command, and the parameters of the actuator system (3) guarantee that the actual control surfaces $\delta_L, \delta_R$, and $\delta_r$ can rapidly track reasonable $u_1, u_2$, and $u_3$ respectively, the control surface command $u_t$ ($t = 1, 2, 3$) and the actual control surfaces $\delta_L, \delta_R$, and $\delta_r$ satisfy the same constraints as follows

$$
\begin{cases}
b_{l1} \leq \delta_L \leq b_{u1} \\
b_{l2} \leq \delta_R \leq b_{u2} \\
b_{l3} \leq \delta_r \leq b_{u3}
\end{cases} \quad (4a)
$$

where $b_{l1} < 0$ and $b_{ut} > 0$ ($t = 1, 2, 3$) are the lower and upper bounds of the actual control surfaces $\delta_L, \delta_R$, and $\delta_r$, respectively.

Then the nonlinear attitude dynamics (1)-(2), the linear actuator dynamics (3), and the actuator constraints (4) constitute the NSHV’s attitude control system.

In this paper, we design a suboptimal attitude tracking control law for (1)-(4) when the reference signals $\alpha_c, \beta_c$, and $\mu_c$ are step functions with respect to the time $t$. In addition, we aim to select the weight matrices in the optimal performance index according to eigenvalue analysis. Before solving these problems, (1)-(3) need to be transformed into an error dynamics as follows.

Rearrange (1)-(3) as

$$
\begin{align}
x_1 &= f_1(x_1) + g_1(x_1)x_2 \\
x_2 &= f_2(x_1, x_2) + g_2(x_1)x_3 \\
x_3 &= x_4 \\
x_4 &= A_1x_3 + A_2x_4 + Bu \\
\end{align} \quad (5a-d)
$$

where $x_1 = [\alpha \beta \mu]^T$, $x_2 = [p \ q \ r]^T$, $x_3 = [\delta_L \delta_R \delta_r]^T$, $x_4 = [\delta_{Lv} \delta_{Rv} \delta_r]^T$, and $u = [u_1 \ u_2 \ u_3]^T$, the detailed representations of $f_1, f_2, g_1, g_2$ are as in (A1)-(A4) in Appendix A, $A_1$, $A_2$, and $B$ are as in (3).

Let $x_{1c} = [\alpha_c \beta_c \mu_c]^T$ be a step reference signal, and $[t_{0x}, t_{fx}]$ ($x = 1, 2, \cdots$) be the $x$th time interval of the step signal, then the reference state vectors $x_{2c}, x_{3c},$ and $x_{4c}$, and the reference control vector $u_{ec}$ in each interval $[t_{0x}, t_{fx}]$ ($x = 1, 2, \cdots$) are designed as

$$
\begin{align}
x_{2c} &= -g_1(x_{1c})^{-1}f_1(x_{1c}) \\
x_{3c} &= -g_2(x_{1c})^{-1}f_2(x_{1c}, x_{2c}) \\
x_{4c} &= [0 0 0]^T, \\
u_{ec} &= -B^{-1}(A_1x_{3c} + A_2x_{4c}) \\
\end{align} \quad (6a-d)
$$

where $g_1(x_{1c}), g_2(x_{1c})$ are the invertible matrices according to (A3)-(A4) in Appendix A, and $B$ is as in (3).

Let $e_1 = x_1 - x_{1c}, e_2 = x_2 - x_{2c}, e_3 = x_3 - x_{3c}, e_4 = x_4 - x_{4c}$, and $u = u_c + u_e$, where $u_c$ is
one of the terms of the control law \( u \), and needs to be solved. Then (1)-(3) is transformed into

\[
\begin{align*}
\dot{e}_1 &= F_1(e_1, x_{1c}, x_{2c}) + G_1(e_1, x_{1c})e_2 \\
\dot{e}_2 &= F_2(e_1, e_2, x_{1c}, x_{2c}, x_{3c}) + g_2(e_1, x_{1c})e_3 \\
\dot{e}_3 &= e_4, \\
\dot{e}_4 &= A_1e_3 + A_2e_4 + Bu_e
\end{align*}
\] (7a)-(7d)

where the detailed representations of \( F_1, F_2, \) and \( G_1 \) are as in (A5)-(A7) in Appendix A, and \( g_2 \), \( A_1, A_2, \) and \( B \) are the same as in (3).

Let \( e = \begin{bmatrix} e_1^T & e_2^T & e_3^T & e_4^T \end{bmatrix}^T \), then the dynamics (7) in each time interval \([t_0, t_f] \) (\( \chi = 1, 2, \cdots \)) can be rearranged as

\[
\dot{e} = f(e) + gu_e
\] (8a)

where

\[
f(e) = \begin{bmatrix} F_1(e_1, x_{1c}, x_{2c}) + G_1(e_1, x_{1c})e_2 \\
F_2(e_1, e_2, x_{1c}, x_{2c}, x_{3c}) + g_2(e_1, x_{1c})e_3 \\
A_1e_3 + A_2e_4 \end{bmatrix}
\] (8b)

which satisfies \( f(0) = 0 \), and

\[
g = \begin{bmatrix} O_{9 \times 3} \\
B \end{bmatrix}
\] (8c)

where \( O_{9 \times 3} \) is the 9-by-3 zero matrix.

Corresponding to the actuator constraints (4), the error system (8) satisfies the constraints

\[
\begin{align*}
\begin{cases}
\delta_{u_1} - u_{c_1} & \leq e_{u_1} \leq \delta_{u_1} - u_{c_1} \\
\delta_{u_2} - u_{c_2} & \leq e_{u_2} \leq \delta_{u_2} - u_{c_2} \\
\delta_{u_3} - u_{c_3} & \leq e_{u_3} \leq \delta_{u_3} - u_{c_3} \\
\delta_{e_{c_1}} - e_{c_1} & \leq e_{e_{c_1}} \leq \delta_{e_{c_1}} - e_{c_1} \\
\delta_{e_{c_2}} - e_{c_2} & \leq e_{e_{c_2}} \leq \delta_{e_{c_2}} - e_{c_2} \\
\delta_{e_{c_3}} - e_{c_3} & \leq e_{e_{c_3}} \leq \delta_{e_{c_3}} - e_{c_3}
\end{cases}
\end{align*}
\] (9a)-(9b)

where \( e_{c_1}, e_{c_2}, \) and \( e_{c_3} \) are the components of \( e_{c} \), \( \delta_{c_1}, \delta_{c_2}, \) and \( \delta_{c_3} \) are the components of \( x_{c_3} \) in (6b), and \( b_{ll} \) and \( b_{ul} \) (\( i = 1, 2, 3 \)) are defined in (4).

To solve \( u_e \) in (8), the following unconstrained optimal control problem is first considered. The unconstrained dynamics is defined as

\[
\dot{e}^* = f(e^*) + gu_e^*
\] (10a)

where \( f \) and \( g \) are the same as in (8), \( u_e^* \) is the control law which does not consider the constraints (9), and \( e^* \) is the state vector of the unconstrained system. The optimal performance index for (10a) is

\[
J(t) = \frac{1}{2} \int_t^\infty |e^*(t)^TQe^*(t) + u_e^*(t)^TRu_e^*(t)| \ dt
\] (10b)

where \( Q \) is the semi-positive definite matrix considering the tracking error, the magnitudes of the angular rates, and the magnitudes and rates of the control surfaces, and \( R \) is the positive definite weight matrix considering the designed control commands. At each time \( t \), (10b) is with regard to the current known \( x_{1c} \). Since \( f(e^*) \) in (10a) satisfies \( f(0) = 0 \), the Hamilton Jacobi Equation (HJE) [12] corresponding to (10a)-(10b) is

\[
H = \rho(e^*(t))^T[f(e^*(t)) + gu_e^*(t)] + \frac{1}{2}[e^*(t)^TQe^*(t) + u_e^*(t)^TRu_e^*(t)] = 0
\] (10c)

such that the optimal feedback control law \( u_e^*(t) \) for the unconstrained dynamics (10a) is

\[
u_e^*(t) = -R^{-1}g^T\dot{\rho}(e^*(t))
\] (10d)

Because the unconstrained system (10a) is complexly nonlinear, \( \rho(e^*(t)) \) in (10) cannot be solved analytically and needs to be approximated. Denote the approximated solution of \( \dot{\rho}(e^*(t)) \) by \( \hat{\rho}(e^*(t)) \), then the approximated optimal control law for the unconstrained optimal control problem (10) is

\[
\hat{u}_e^*(t) = -R^{-1}g^T\hat{\rho}(e^*(t))
\] (11)

Replace \( e^*(t) \) in (11) with \( e(t) \), then the control law \( u_e(t) \) for the original constrained system (8)-(9) can be designed as

\[
u_e(e(t)) = \text{sat}_b(\hat{u}_e^*(e(t)))
\] (12a)
where $\text{sat}_b(\cdot)$ is the saturation function, which means the $\ell$th ($\ell = 1, 2, 3$) component of $\mathbf{u}_e(e(t))$ denoted by $u_{cl}(e(t))$ is

\[
u_{cl}(e(t)) = \begin{cases} 
    b_{ul} - u_{cl}, & \text{if } w_{l} \geq b_{ul} - u_{cl} \\
    w_{l}, & \text{if } b_{ul} - u_{cl} < w_{l} < b_{ul} - u_{cl} \\
    b_{ul} - u_{cl}, & \text{if } w_{l} \leq b_{ul} - u_{cl}
\end{cases}
\]

(12b)

where $w_{l}$ ($\ell = 1, 2, 3$) is the $\ell$th component of $\mathbf{u}_e(e(t))$ and $u_{cl}(\ell = 1, 2, 3)$ is the $\ell$th component of $\mathbf{u}_e$ which is solved in (6d), and $b_{ul}$ and $b_{lt}$ are the bounds defined in (4).

Then consider the actuator constraint (4), the NSHV’s attitude dynamics (5) can be represented by

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1) + g_1(x_1) x_2 \\
\dot{x}_2 &= f_2(x_1, x_2) + g_2(x_1) x_3 \\
\dot{x}_3 &= h_x(x_4) \\
\dot{x}_4 &= A_1 x_3 + A_2 x_4 + B u \\
u &= u_c + u_e
\end{align*}
\]

(13a)

where $\mathbf{u}_c$ and $\mathbf{u}_e$ are as in (6d) and (12), respectively, and the $\ell$th ($\ell = 1, 2, 3$) component of $h_x(x_4)$ denoted by $h_{xl}(x_{4\ell})$ is

\[
h_{xl} = \begin{cases} 
    0, & \text{if } |x_{3l}| = b_{ul} \text{ and } x_{4\ell} \geq 0 \\
    0, & \text{if } |x_{3l}| = b_{lt} \text{ and } x_{4\ell} \leq 0 \\
x_{4\ell}, & \text{otherwise}
\end{cases}
\]

(13b)

in which $x_{3l}$ and $x_{4\ell}$ are the $\ell$th components of $\mathbf{x}_3$ and $\mathbf{x}_4$, respectively, and $b_{ul}$ and $b_{lt}$ ($\ell = 1, 2, 3$) are defined in (4).

The corresponding NSHV’s attitude error dynamics (8) considering the actuator constraint (9) is represented as

\[
\begin{align*}
\dot{e}_1 &= F_1(e_1, x_{1e}, x_{2e}) + G_1(e_1, x_{1e}) e_2 \\
\dot{e}_2 &= F_2(e_1, e_2, x_{1e}, x_{2e}, x_{3e}) + g_2(e_1, x_{1e}) e_3 \\
\dot{e}_3 &= h_e(e_4) \\
\dot{e}_4 &= A_1 e_3 + A_2 e_4 + B u_e
\end{align*}
\]

(14a)

where the $\ell$th component of $h_e(e_4)$ denoted by $h_{el}(e_{4\ell})$ is

\[
h_{el} = \begin{cases} 
    0, & \text{if } |e_{3l}| = b_{ul} - \delta_{lc} \text{ and } e_{4\ell} \geq 0 \\
    0, & \text{if } |e_{3l}| = b_{lt} - \delta_{lc} \text{ and } e_{4\ell} \leq 0 \\
e_{4\ell}, & \text{otherwise}
\end{cases}
\]

(14b)

in which $e_{3l}$ and $e_{4\ell}$ are the $\ell$th components of $e_3$ and $e_4$, respectively, $\delta_{lc} = \delta_{lc}$, $\delta_{lc} = \delta_{rc}$, $\delta_{rc} = \delta_{rc}$, and $b_{ul}$ and $b_{lt}$ ($\ell = 1, 2, 3$) are defined in (4).

3 Approximated optimal control law for unconstrained dynamics

In this section, we approximate the solution of the unconstrained optimal control problem (10) corresponding to the NSHV’s attitude model. Our contribution is to use the least-square method to transform the constrained dynamics (10a) and (10d) into linear and nonlinear parts, such that the stable manifold method [17, 19] can be applied to approximate $\mathbf{p}(\mathbf{e}^*(t))$ in (10d).

3.1 Separating unconstrained dynamics into linear and nonlinear parts

In order to apply the stable manifold method [17, 19] to approximate the solution of the unconstrained optimal control problem (10), the unconstrained dynamics (10a) and (10d) needs to be firstly separated into linear and nonlinear parts as follows.

\[
\dot{e}^* = A e^* - g R^{-1} g^T \mathbf{p}(e^*(t)) + \mathbf{N}(e^*) \quad (15a)
\]

where $A \in \mathbb{R}^{12 \times 12}$, $A$ and $\mathbf{p}(e^*(t))$ need to be solved, and $\mathbf{N}(e^*)$ is given by

\[
\mathbf{N}(e^*) = f(e^*) - A e^* \quad (15b)
\]

When the system (10) satisfies the following assumption, the least squared method can be used to realize the separation.

Assumption 1 For the unconstrained optimal control problem (10), when the initial error $e^*(t_{0\times}) \in \mathcal{E}_0$, ...
where $E_\theta$ is a compact set, the approximated optimal control law $\hat{u}_e^*$ in (11) exists, and makes
\[
e^*(t) \in \mathbb{E} \text{ for all } t \in [t_0, t_f]
\] (16)
where $\mathbb{E}$ is a compact set, and $E_\theta \subset \mathbb{E}$.

Based on Assumption 1, the nonlinear vector field in the unconstrained dynamics (10a)
\[
\dot{e}^*(f) = f(e^*)
\] (17)
can be separated into linear and nonlinear parts by the following steps.

Step 1. Discretize (17) to obtain the discrete vector field
\[
e^*(f)(k + 1) = f_d(e^*(k), \Delta T)
\] (18a)
where $\Delta T$ is the small enough sampling time, and $f_d$ can be obtained by the Runge-Kutta method.

When $e^*(k) \in \mathbb{E}$, according to the Weyrstrass approximation theorem [5], $f_d(e^*(k), \Delta T)$ can be uniformly approximated by polynomials, which means that for given $\Delta T$, $e^*(f)(k + 1)$ can be represented by
\[
e^*(f)(k + 1) = A_d e^*(k) + N_d(e^*(k))
\] (18b)
where $A_d \in \mathbb{R}^{12 \times 12}$ needs to be solved, and $N_d(e^*(k))$ is
\[
N_d(e^*(k)) = f_d(e^*(k), \Delta T) - A_d e^*(k)
\] (18c)

Step 2. To solve $A_d$ and $N_d(e^*(k))$ in (18b) over the compact set $\mathbb{E}$, collect the data set as follows
\[
E = [e_1^* \, e_2^* \, \cdots \, e_L^*]
\] (19a)
\[
E^+ = [e_1^+ \, e_2^+ \, \cdots \, e_L^+]
\] (19b)
where $e_l^* \in \mathbb{E}$ ($l = 1, 2, \cdots, L$), $e_l^+$ is generated by
\[
e_l^+ = f_d(e_l^*, \Delta T)
\] (19c)
\[
E \in \mathbb{R}^{12 \times L}, \quad E^+ \in \mathbb{R}^{12 \times L}, \quad \text{and } L \text{ is large enough such that } E \text{ can sufficiently cover } \mathbb{E}.
\] According to (18), the data set (19) can be represented by
\[
E^+ = A_d E + \hat{N}_d(E)
\] (20)
where $\hat{N}_d(E) \in \mathbb{R}^{12 \times L}$, the $l$th column vector of $\hat{N}_d(E)$ is $N_d(e_l^*)$.

Step 3. Define the optimal performance index
\[
J_N = \left\| E^+ - \hat{A}_d E \right\|_F
\] (21a)
where $\hat{A}_d \in \mathbb{R}^{12 \times 12}$, $\| \cdot \|_F$ is the Frobenius norm. Then
\[
A_d = \arg \min_{\hat{A}_d \in \mathbb{R}^{12 \times 12}} J_N
\] (21b)

According to the least squares method,
\[
A_d = (E^+ E^T)(EE^T)^+ (21c)
\] where $[\cdot]^T$ is the transpose of matrix, and $[\cdot]^+$ is the pseudoinverse. Since the row vectors of $E$ is linearly independent according to the nonlinear discrete vector field $(18)$, $A_d$ in (21c) is the unique solution of (21a)-(21b) [13].

As a result, for any $e^*(k) = e_l^* \in \mathbb{E}$ ($l = 1, 2, \cdots, L$), $e^*(f)(k + 1)$ in (18) satisfies
\[
e^*(f)(k + 1) = e^*_l = A_d e_l^* + \hat{N}_d(e_l^*)
\] (22a)
where $N_d(e_l^*)$ is given by
\[
N_d(e_l^*) = e_l^+ - A_d e_l^* = f_d(e_l^*, \Delta T) - A_d e_l^*
\] (22b)
and the norm of $N_d(e_l^*)$ is bounded by
\[
\|N_d(e_l^*)\|_F \leq b_N
\] (22c)
in which $b_N$ is determined by (21).

Then consider the case that $e^*(k) \notin \mathbb{E}$ and $e^*(k) \notin E$. In this case, the bound of the norm of $N_d(e^*(k))$ in (18b) is analyzed as follows. Let
\[
\hat{e}^* = \arg \min_{e_l^* \in \mathbb{E}} \| e^*(k) - e_l^* \| (23a)
\]
\[
\Delta e = e^*(k) - \hat{e}^*
\] (23b)
\[
\hat{e}_l^+ = f_d(\hat{e}^*, \Delta T)
\] (23c)
Since $f_d$ is locally Lipschitz continuous over the domain $\mathbb{E}$,
\[
\| e^*(f)(k + 1) - \hat{e}_l^+ \|
\]
where $\mathbf{e}^*(f)(k+1)$ is as in (18a), $\zeta$ is the Lipschitz constant. Besides, since $\hat{\mathbf{e}}^*\in \mathbb{E}$, according to (22)

$$
\|\mathbf{a}_d\hat{\mathbf{e}}^*\| \leq b_{\mathcal{N}}
$$

(24b)

In addition, the inequality

$$
\|\mathbf{a}_d\hat{\mathbf{e}}^* - \mathbf{a}_d\mathbf{e}^*(k)\| \leq \|\mathbf{a}_d\|\Delta_e
$$

(24c)

holds over the domain $\mathbb{E}$. As a result, according to (18b) and (24), the bound of the norm of $\mathcal{N}_d(\mathbf{e}^*)$ for any $\mathbf{e}^*(k)\in \mathbb{E}$ and $\mathbf{e}^*(k)\notin \mathbb{E}$ satisfies

$$
\|\mathcal{N}_d(\mathbf{e}^*)\| = \|\mathbf{e}^*(f)(k+1) - \mathbf{a}_d\mathbf{e}^*(k)\|
= \|(\mathbf{e}^*(f)(k+1) - \hat{\mathbf{e}}^*) + (\hat{\mathbf{e}}^* - \mathbf{a}_d\hat{\mathbf{e}}^*)
+ (\mathbf{a}_d\hat{\mathbf{e}}^* - \mathbf{a}_d\mathbf{e}^*(k))\|
\leq \zeta\Delta_e + b_{\mathcal{N}} + \|\mathbf{a}_d\|\Delta_e
$$

(25)

Step 4. Apply the bilinear transformation [16] to (18b) to obtain the continuous system

$$
\hat{\mathbf{e}}^*(f) = \mathbf{A}\mathbf{e}^* + \mathcal{N}(\mathbf{e}^*),
$$

(26)

where $\mathbf{A}\in \mathbb{R}^{12\times 12}$ is solved by the bilinear transformation [16], and $\mathcal{N}(\mathbf{e}^*)$ is as in (15b), which has a proper bound over the compact set $\mathbb{E}$. Substitute the vector field (26) and the control law (10d) into the unconstrained dynamics (10a), then the unconstrained control system (10a) and (10d) can be represented by (15).

### 3.2 Approximated optimal control law based on stable manifold method for unconstrained dynamics

The stable manifold method [17, 19] can be applied to (15) to approximate $\rho(\mathbf{e}^*(t))$. The detailed process is summarized in the following steps, in which Steps 1-5 are the same as in [19].

Step 1. According to (15), the HJE (10c)-(10d) can be represented by

$$
\dot{\rho} = \rho^T [\mathbf{A}\mathbf{e}^* - \frac{1}{2}\mathbf{g}^T \mathbf{g}^T \rho + (\mathbf{f}(\mathbf{e}^*) - \mathbf{A}\mathbf{e}^*)] + \frac{1}{2}\mathbf{e}^T \mathbf{Q}\mathbf{e}^* = 0
$$

(27)

Step 2. The canonical equation of the HJE (27) is

$$
\begin{bmatrix}
\hat{\mathbf{e}}^* \\
\dot{\rho}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial H}{\partial \rho} \\
-\frac{\partial H}{\partial \mathbf{e}^*}
\end{bmatrix}
\begin{bmatrix}
\mathbf{A} \\
-\mathbf{Q} - \mathbf{A}^T
\end{bmatrix}
\begin{bmatrix}
\mathbf{e}^* \\
\rho
\end{bmatrix} +
\begin{bmatrix}
\mathcal{N}_x(\mathbf{e}^*) \\
\mathcal{N}_\rho(\mathbf{e}^*, \rho)
\end{bmatrix}
$$

(28a)

where $R_o$ is

$$
R_o = -\mathbf{g}^T \mathbf{g}
$$

(28b)

and $\mathcal{N}_x(\mathbf{e}^*)$ and $\mathcal{N}_\rho(\mathbf{e}^*, \rho)$ are the nonlinear terms

$$
\begin{bmatrix}
\mathcal{N}_x(\mathbf{e}^*) \\
\mathcal{N}_\rho(\mathbf{e}^*, \rho)
\end{bmatrix} = -\frac{\partial \mathbf{f}(\mathbf{e}^*)^T}{\partial \mathbf{e}^*} \rho + \mathbf{A}^T \rho
$$

(28c)

Step 3. Solve the Riccati equation

$$
\mathbf{P}\mathbf{A} + \mathbf{A}^T \mathbf{P} + \mathbf{P} \mathbf{R}_o \mathbf{P} + \mathbf{Q} = 0
$$

(29a)

where $\mathbf{P}$ is a symmetric matrix, and is the unique solution of (29a).

Step 4. Solve the Lyapunov equation

$$
(\mathbf{A} + \mathbf{R}_o \mathbf{P}) \mathbf{V} + \mathbf{V} (\mathbf{A} + \mathbf{R}_o \mathbf{P})^T + \mathbf{R}_o = 0
$$

(29b)

where $\mathbf{V}$ is a symmetric matrix, and is the solution of (29b).

Step 5. Let

$$
\mathbf{T} = \begin{bmatrix}
\mathbf{I} \\
\mathbf{V} \\
\mathbf{P} \\
\mathbf{P} \mathbf{V} + \mathbf{I}
\end{bmatrix}
$$

(29c)

where $\mathbf{I}$ is the identity matrix. Define the transformation

$$
\begin{bmatrix}
\mathbf{e}' \\
\rho'
\end{bmatrix} = \mathbf{T}^{-1} \begin{bmatrix}
\mathbf{e}^* \\
\rho
\end{bmatrix}
$$

(30a)
then the dynamics of $e'$ and $\rho'$ are

$$
\begin{bmatrix}
e' \\
\rho'
\end{bmatrix} = \begin{bmatrix} U & O \\
O & -U^T
\end{bmatrix} \begin{bmatrix} e' \\
\rho'
\end{bmatrix} + \begin{bmatrix} \mathcal{N}_x'(e', \rho') \\
\mathcal{N}_\rho'(e', \rho')
\end{bmatrix}$$

(30b)

where

$$
U = A + R_\alpha P
$$

(30c)

$$
\begin{bmatrix}
\mathcal{N}_x'(e', \rho') \\
\mathcal{N}_\rho'(e', \rho')
\end{bmatrix} = T^{-1} \begin{bmatrix} \mathcal{N}_x(e', \rho') \\
\mathcal{N}_\rho(e', \rho')
\end{bmatrix}
$$

(30d)

The transformation (30) decouples the linear part of (28a) into stable and anti-stable directions, which correspond to $U$ and $-U^T$ in (30b), respectively. Then the system (30b) satisfies the following assumptions [17].

**Assumption 2** The system matrix $U$ in (30b) satisfies

$$
\left\| \exp(U(t - t_{0_\chi})) \right\| \leq K \exp(-(a + \sigma)(t - t_{0_\chi}))
$$

for all $t \geq t_{0_\chi}$

(31a)

$$
\left\| \exp(-U(t - t_{0_\chi})) \right\| \leq K \exp(\sigma(t - t_{0_\chi}))
$$

for all $t < t_{0_\chi}$

(31b)

where $K > 0$, $a > 0$ and $\sigma > 0$.

**Assumption 3** For the system (30b), let $y = \begin{bmatrix} e' \\ \rho' \end{bmatrix}$, and $\mathcal{N}' = \begin{bmatrix} \mathcal{N}_x' \\ \mathcal{N}_\rho' \end{bmatrix}$, then when $\|y_1\| < \delta$ and $\|y_2\| < \delta$, where $\delta > 0$, $\mathcal{N}'(y)$ satisfies

$$
\left\| \mathcal{N}'(y_1) - \mathcal{N}'(y_2) \right\| \leq \epsilon \|y_1 - y_2\|,
$$

(32a)

where $\epsilon > 0$ and satisfies

$$
\epsilon < \frac{\sigma}{4K},
$$

(32b)

where $\sigma$ and $K$ are the parameters in Assumption 2.

Based on the above assumptions, the following iterative integration in the stable manifold theorem [17] can approximate $\rho'$ in (30b).

Let

$$
\begin{cases}
e'_0(t) = \exp(U(t - t_{0_\chi}))e'_0(t_{0_\chi}) \\
\rho'_0(t) = 0
\end{cases}
$$

for all $t \geq t_{0_\chi}$

(33a)

Then, when $k = 0, 1, 2, \cdots$, the solution of $e'_{k+1}(t)$ and $\rho'_{k+1}(t)$ are given by

$$
\begin{cases}
e'_{k+1}(t) = \exp(U(t - t_{0_\chi}))e'_0(t_{0_\chi}) \\
+ \int_{t_{0_\chi}}^t \exp(U(t - s))\mathcal{N}_x'(e'_s(s), \rho'_s(s))ds
\end{cases}
$$

$$
\rho'_{k+1}(t) = \int_{t_{0_\chi}}^t \exp(-U(t - s))\mathcal{N}_\rho'(e'_s(s), \rho'_s(s))ds
$$

for all $t \geq t_{0_\chi}$,

(33b)

where $\rho'_k(\infty) = 0$. In practice, $\infty$ in the integral interval of (33b) can be replaced with a large enough positive real number $t_f$.

As $k \to \infty$, the error between the solution $(e'_{k+1}(t), \rho'_{k+1}(t))$ and the optimal solution $(e^*(t), \rho^*(t))$ in (30b) converges to zero. When $k = k_o$ is large enough, the approximation error is tiny. Let

$$
\begin{bmatrix}
e^*_k(t) \\
\rho^*_k(t)
\end{bmatrix} = T \begin{bmatrix} e'_{k_o}(t) \\
\rho'_{k_o}(t)
\end{bmatrix},
$$

(34)

where $(e^*_k(t), \rho^*_k(t))$ approximates the optimal solution $(e^*(t), \rho^*(t))$ in (28). Apply the polynomial fitting to fit $\hat{\rho}(t)$ into $e^*_k(t)$ to obtain the function $\hat{\rho}(e^*_k(t))$, and replace $e^*_k$ in $\hat{\rho}(e^*_k(t))$ with $e^*(t)$, then $\hat{\rho}(e^*(t))$ is the approximated optimal solution for the unconstrained optimal control problem (10).

4 Eigenvalue analysis, weight matrices design, and system performance analysis

In this section, we aim to design an eigenvalue analysis scheme for the closed-loop nonlinear unconstrained optimal dynamics (10a) and (10d) corresponding to the NSHV’s attitude model, based on which we can design the weight matrices in the optimal performance index (10b) to meet the NSHV’s dynamic response performance requirement. Then the final NSHV’s attitude control law considers the actuator saturation, and the corresponding stability and suboptimality are analyzed.

The eigenvalue analysis and weight matrices design procedure is summarized as the following steps.
Step 1. Based on the Koopman operator method [1], the unconstrained optimal control system (10) is mapped into a high-dimensional optimal control system. According to the symplectic geometry [6, 15], it is proved that the two systems are equivalent.

Step 2. Based on the Weierstrass approximation theorem [5] and the stable manifold theorem, the high-dimensional optimal control system can be approximated by a linear system, whose eigenvalues reveal the dynamic response characteristic of the original system (10).

Step 3. Based on the approximated eigenvalues obtained in Step 2, the weight matrices \( Q \) and \( R \) in (10b) can be appropriately designed.

4.1 Equivalent unconstrained optimal control systems based on symplectic geometry

In this section, the Koopman operator [1] is used to map the unconstrained optimal control system (10) into a high-dimensional unconstrained optimal control system. Then the symplectic geometric theory is used to prove that the two systems are equivalent.

According to the Koopman operator theory, the high-dimensional system is constructed as follows. Let

\[
\Psi(e^*) = [e^{*T} \psi_1(e^*) \psi_2(e^*) \cdots \psi_N(e^*)]^T
\]  
(35a)

\[
e^* = C \Psi
\]  
(35b)

where \( \psi_j(e^*) \) \( (j = 1, 2, \ldots, N) \) is the monomial in \( e^* \), \( \Psi(e^*) \) is the observable vector, whose dimension is \( N = \hat{N} + 6 \), and \( C \) is the output matrix. Define the high-dimensional dynamics

\[
\dot{\Psi} = \frac{\partial \Psi}{\partial e^*} f(e^*) + \frac{\partial \Psi}{\partial e^*} g u_{he}^*
\]  
(36a)

where \( f(e^*) \) and \( g \) are the same as in (10a), and \( u_{he}^* \) is the control input. The optimal performance index for (36a) is given by

\[
J_\Psi(t) = \frac{1}{2} \int_t^\infty [\Psi^T C^T QC \Psi + u_{he}^*(t)^T R u_{he}^*(t)] dt
\]  
(36b)

The HJE corresponding to (36a)-(36b) is

\[
H_\Psi = \lambda^T \frac{\partial \Psi}{\partial e^*} f(e^*) + \lambda^T \frac{\partial \Psi}{\partial e^*} g u_{he}^* + \frac{1}{2} [\Psi^T C^T QC \Psi + u_{he}^*(t)^T R u_{he}^*(t)] = 0
\]  
(36c)

where \( \lambda \) is the covector. The optimal control law \( u_{he}^*(t) \) for (36a)-(36b) is

\[
u_{he}^*(t) = -R^{-1} g^T (\frac{\partial \Psi}{\partial e^*})^T \lambda
\]  
(36d)

The following Theorem 1 is based on the symplectic geometry. It proves that the optimal control systems (36) and (10) are equivalent, which means that the unconstrained optimal control system (10) is equivalent to

\[
\begin{aligned}
\dot{\psi} &= \frac{\partial \Psi}{\partial e^*} f(e^*) + \frac{\partial \Psi}{\partial e^*} g u_{e}^*
\dot{e}^* &= C \dot{\psi}
\end{aligned}
\]  
(36e)

**Theorem 1** Consider the optimal control systems (36) and (10), and suppose the transformation between the vector spaces \( (\Psi, \lambda) \) and \( (e^*, \rho) \) is given by \( \phi : (\Psi, \lambda) \rightarrow (e^*, \rho) \)

\[
\phi(\Psi, \lambda) = [e^* \rho] = \left[ \begin{array}{c} C \Psi \\ (\frac{\partial \Psi}{\partial e^*})^T \lambda \end{array} \right]
\]  
(37a)

then \( \phi \) is symplectic, which means the hypothesis (37a) holds, such that

\[
u_{e}^*(t) = u_{he}^*(t)
\]  
(37b)

and (36) is equivalent to (10).

**Proof** For any \( e^* \in \mathbb{E} \), where \( \mathbb{E} \) is the compact set defined in Assumption 1, \( \Psi(e^*) \) in (35a) satisfies \( \Psi \in \mathbb{E}_h \), where \( \mathbb{E}_h \) is a compact set determined by \( \mathbb{E} \) and the vector value function \( \Psi(e^*) \). Consider the diffeomorphism, \( h : \mathbb{R}^{12} \supset \mathbb{E} \rightarrow \mathbb{E}_h \subset \mathbb{R}^N \), where \( h = \Psi(e^*) \), then the cotangent lift \( T^*h : T^*\mathbb{E}_h \rightarrow T^*\mathbb{E} \) is defined as

\[
T^*h(\lambda) = \rho = (\frac{\partial \Psi}{\partial e^*})^T \lambda
\]  
(38)
which is a natural diffeomorphism [6], and satisfies

\[
\langle T^* h(\lambda)^T, \dot{e}^* \rangle = (\rho^T, \dot{e}^*) = (\lambda^T \frac{\partial \Psi}{\partial e^*}, \dot{e}^*) = X^T \frac{\partial \Psi}{\partial e^*} \left( f(e^*) - g R^{-1} g^T \rho \right) - X^T \frac{\partial \Psi}{\partial e^*} \left( \frac{\partial \Psi}{\partial e^*} \right)^T \lambda = (\lambda^T, \dot{\Psi})
\]

(39)

where the calculation of \( \langle \cdot, \cdot \rangle \) is the same as the dot product of two vectors, \( \dot{e}^* \) corresponds to (10), and \( \dot{\Psi} \) corresponds to (36).

Then according to (39) and the definition 6.3.1 in [15], (38) defines a cotangent lift, such that the transformation \( \phi \) in (37a) is a symplectic transformation. Hence, according to Proposition 2.4.2 [15],

\[
X_H = D\phi \cdot X_{H\circ\phi}
\]

(40a)

where \( \cdot \) is the dot product, \( \circ \) denotes the function composition, \( X_H \) is the Hamiltonian vector field corresponding to \( H \) in (10c), \( D\phi \) is the differentiation of \( \phi \) with respect to \( \Psi \) and \( \lambda \), and \( X_{H\circ\phi} \) is the Hamiltonian vector field corresponding to \( H \circ \phi \).

Besides, according to (36), (10) and (38),

\[
H \circ \phi = H \Psi
\]

(40b)

Substituting (40b) into (40a) yields

\[
X_H = D\phi \cdot X_{H\circ\phi} = D\phi \cdot X_{H\Psi}
\]

(40c)

Since the vector field \( X_H \) is

\[
X_H = \begin{bmatrix} \dot{e}^* \\ \dot{\lambda} \end{bmatrix} = \begin{bmatrix} \frac{\partial H}{\partial \Psi} \\ -\frac{\partial H}{\partial e^*} \end{bmatrix}
\]

(41)

the first half elements of \( X_H \) is the same as \( \dot{e}^* \) in (10). On the other hand, since the differential \( D\phi \) corresponding to the map \( \phi \) in (37a) is

\[
D\phi = \begin{bmatrix} \frac{\partial e^*}{\partial \Psi} & \frac{\partial e^*}{\partial \lambda} \\ \frac{\partial \rho}{\partial \Psi} & \frac{\partial \rho}{\partial \lambda} \end{bmatrix}
\]

(42a)

and the vector field \( X_{H\phi} \) corresponding to \( H\phi \) in (36c) is

\[
X_{H\phi} = \begin{bmatrix} \dot{\Psi} \\ \dot{\lambda} \end{bmatrix} = \begin{bmatrix} \frac{\partial H_{\phi}}{\partial \Psi} \\ -\frac{\partial H_{\phi}}{\partial e^*} \end{bmatrix}
\]

(42b)

the first half elements of \( D\phi \cdot X_{H\phi} \) are

\[
\frac{\partial e^*}{\partial \Psi} \dot{\Psi} = C \dot{\Psi} = f(e^*) + gu^\ast e^*
\]

(42c)

As a result, according to (40c), (41), and (42c), (37b) holds. Substitute (37) into (36), it can be shown that the two optimal control systems (36) and (10) are equivalent. 

4.2 Approximated eigenvalues of unconstrained optimal control system

In this section, we aim to approximate the eigenvalues of the equivalent systems (36) and (10), and apply the eigenvalue analysis to reveal the time response characteristics of the nonlinear dynamics (10). We first separate the high-dimensional nonlinear dynamics (36) into linear and nonlinear parts, then based on the stable manifold method, the eigenvalues of (36) and (10) can be approximated.

The first step is to use the least-square method in analogy to Section 3.1 to separate the vector field in (36a) into the linear and nonlinear parts as follows

\[
\dot{\Psi}(f) = \frac{\partial \Psi(e^*)}{\partial e^*} f(e^*) = A_\psi \Psi + \left( \frac{\partial \Psi(e^*)}{\partial e^*} f(e^*) - A_\psi \Psi \right)
\]

(43a)

where \( A_\psi \) is obtained by the least-square method. The control gain matrix in (36a) is denoted by \( g_\psi \),

\[
g_\psi = \frac{\partial \Psi(e^*)}{\partial e^*} g = \begin{bmatrix} 1 \\ \vdots \\ \frac{\partial \psi_3}{\partial e^*} \\ \frac{\partial \psi_4}{\partial e^*} \\ \vdots \\ \frac{\partial \psi_{12}}{\partial e^*} \end{bmatrix} g = \begin{bmatrix} g_1 \\ \vdots \\ g_{12} \end{bmatrix}
\]

(43b)

where \( I \) is the 12-dimensional identity matrix. Then according to \( A_\psi, g_\psi \) in (43), and the optimal performance index (36b), the Riccati equation for (36) is constructed as

\[
P_\psi A_\psi + A_\psi^T P_\psi + P_\psi R_\psi P_\psi + C^T QC = 0
\]

(44a)

where \( R_\psi \) is given by

\[
R_\psi = - \begin{bmatrix} g \\ O_{\bar{N} \times 3} \end{bmatrix} R^{-1} \begin{bmatrix} g^T \\ O_{\bar{N}^T \times 3} \end{bmatrix}
\]

(44b)

in which \( O_{\bar{N} \times 3} \) is the \( \bar{N} \)-by-3 zero matrix, and \( P_\psi \) is the unique solution of (44a). As a result, the dynamics of \( \Psi \) along the approximated optimal dynamics (10)-(11) can be represented by

\[
\dot{\Psi} = \frac{\partial \Psi(e^*)}{\partial e^*} \dot{e}^* = F_\psi \Psi + \mathcal{N}_\psi(\Psi)
\]

(45a)
where \( F_\psi \) is
\[
F_\psi = A_\psi + R_\psi P_\psi
\] (45b)

the nonlinear item \( \mathcal{N}_\psi(\Psi) \) is
\[
\mathcal{N}_\psi(\Psi) = \frac{\partial \Psi(e^*)}{\partial e^*}(f(e^*) - gR^{-1}g^T\rho(e^*(t))) - F_\psi \Psi
\] (45c)

The system (45) satisfies the following assumptions [17].

**Assumption 4** The system matrix \( F_\psi \) in (45) satisfies
\[
\left\| \exp(F_\psi(t - t_{0\chi})) \right\| \leq K_\epsilon \exp(-(c_\epsilon + \sigma_\epsilon)(t - t_{0\chi}))
\] for all \( t \geq t_{0\chi} \) (46)

where \( K_\epsilon > 0, c_\epsilon > 0, \) and \( \sigma_\epsilon > 0. \)

**Assumption 5** When \( \left\| \Psi_1 \right\| < \delta_\epsilon, \) and \( \left\| \Psi_2 \right\| < \delta_\epsilon, \) where \( \delta_\epsilon > 0, \) the nonlinear item \( \mathcal{N}_\psi(\Psi) \) in (45) satisfies
\[
\left\| \mathcal{N}_\psi(\Psi_1) - \mathcal{N}_\psi(\Psi_2) \right\| \leq \epsilon_\epsilon \left\| \Psi_1 - \Psi_2 \right\|
\] (47a)

where \( \epsilon_\epsilon > 0, \) and satisfies
\[
\epsilon_\epsilon < \frac{\sigma_\epsilon}{4K_\epsilon}
\] (47b)

where \( \sigma_\epsilon \) and \( K_\epsilon \) are the parameters in Assumption 4.

Based on Assumptions 4-5, the iteration process of the stable manifold theorem [17] can approximate the solution of (45). Let
\[
\dot{\Psi}_0 = F_\psi \Psi_0
\] (48a)
\[
\dot{\Psi}_{k+1} = F_\psi \Psi_{k+1} + \mathcal{N}_\psi(\Psi_k), k = 0, 1, 2, \cdots
\] (48b)

where the initial values are given by \( \Psi_k(t_{0\chi}) = \Psi(t_{0\chi}) \) \( (k = 0, 1, 2, \cdots). \) As \( k \to \infty, \) the error between the solution \( \hat{\Psi}_{k+1}(t) \) in (48) and the approximated optimal solution \( \Psi(t) \) in (45) converges to zero.

When the components of \( \Psi \) are selected appropriately, the eigenvalues of the linear system (48a) can approximate the eigenvalues of the unconstrained optimal control system (10). The analysis process is based on the iteration in (48b), and is as follows.

Consider \( k = 0 \) in (48b). According to the Weierstrass approximation theorem [5], the components of \( \mathcal{N}_\psi(\Psi_0) \) along the solution \( \Psi_0(t) \) in (48a) can be approximated by the polynomial functions of \( e^* \). Therefore, when the components of \( \Psi \) in (35a) are properly chosen, \( \mathcal{N}_\psi(\Psi_0) \) can be represented by
\[
\mathcal{N}_\psi(\Psi_0(s)) = M_0 \Psi_0(s) + r_0(s)
\] (49)

where \( M_0 \in \mathbb{R}^{N \times N} \) is the linear map, which can be solved by the least-squares method, and \( r_0(s) \) is the approximation error. Then, substituting (49) into (48b) yields
\[
\begin{bmatrix}
\dot{\Psi}_1 \\
\dot{\Psi}_0
\end{bmatrix}
= \begin{bmatrix}
F_\psi & M_0 \\
O & F_\psi
\end{bmatrix}
\begin{bmatrix}
\Psi_1 \\
\Psi_0
\end{bmatrix}
+ \begin{bmatrix}
r_0(t) \\
O
\end{bmatrix}
\]
(50a)

where the system matrix \( \begin{bmatrix} F_\psi & M_0 \end{bmatrix} \) can be diagonalized into the diagonal matrix as follows,
\[
\begin{bmatrix}
T^{-1} & T_1v \\
O & T^{-1}
\end{bmatrix}
\begin{bmatrix}
F_\psi & M_0 \\
O & F_\psi
\end{bmatrix}
\begin{bmatrix}
T & T_1 \\
O & T
\end{bmatrix}
= \begin{bmatrix}
A_\psi & O \\
O & A_\psi
\end{bmatrix}
\]
(50b)

where \( A_\psi \) is the diagonal matrix whose components are the eigenvalues of \( F_\psi \), and the block matrices satisfy the following equation.
\[
\begin{bmatrix}
T^{-1} & T_1v \\
O & T^{-1}
\end{bmatrix}
\begin{bmatrix}
T & T_1 \\
O & T
\end{bmatrix}
= I
\]
(50c)

where \( I \) is the identity matrix. Let
\[
\begin{bmatrix}
T_1 \\
T_0
\end{bmatrix}
= \begin{bmatrix}
T^{-1} & T_1v \\
O & T^{-1}
\end{bmatrix}
\begin{bmatrix}
\Psi_1 \\
\Psi_0
\end{bmatrix}
\]
(51a)

then according to (51a) and (50),
\[
\begin{bmatrix}
\dot{T}_1 \\
\dot{T}_0
\end{bmatrix}
= \begin{bmatrix}
A_\psi & O \\
O & A_\psi
\end{bmatrix}
\begin{bmatrix}
T_1 \\
T_0
\end{bmatrix}
+ \begin{bmatrix}
T_1^{-1}r_0(t) \\
O
\end{bmatrix}
\]
(51b)

with the initial value
\[
\begin{bmatrix}
T_1(t_{0\chi}) \\
T_0(t_{0\chi})
\end{bmatrix}
= \begin{bmatrix}
T^{-1} & T_1v \\
O & T^{-1}
\end{bmatrix}
\begin{bmatrix}
\Psi_1(t_{0\chi}) \\
\Psi_0(t_{0\chi})
\end{bmatrix}
\]
(51c)

\[
\begin{bmatrix}
T_1^{-1} & T_1v \\
O & T^{-1}
\end{bmatrix}
\begin{bmatrix}
\Psi(t_{0\chi}) \\
\Psi(t_{0\chi})
\end{bmatrix}
\]
The solution of (51b) is
\[
\begin{bmatrix}
    Y_1(t) \\
    Y_0(t)
\end{bmatrix} = \begin{bmatrix}
    \exp(A_v(t-t_{0X})) Y_1(t_{0X}) \\
    \exp(A_v(t-t_{0X})) Y_0(t_{0X}) + [r_{io}(t)]
\end{bmatrix}
\]
where \( r_{io}(t) \) is
\[
r_{io}(t) = \int_{t_{0X}}^{t} \exp(A_v(t-\tau))T_v^{-1}r_0(\tau)d\tau
\]
for all \( t \geq t_{0X} \) (51e)

The initial value vector \( Y_1(t_{0X}) \) can be represented by
\[
Y_1(t_{0X}) = A_{v1} Y_0(t_{0X})
\]
where \( A_{v1} \) is the diagonal matrix, whose diagonal elements are the ratios between the components of \( Y_1(t_{0X}) \) and \( Y_0(t_{0X}) \). Substituting (51f) into (51d) yields
\[
Y_1(t) = \exp(A_v(t-t_{0X}))A_{v1} Y_0(t_{0X}) + r_{io}(t)
\]
\[= A_{v1} Y_0(t) + r_{io}(t) \]
(51g)

Then according to (51a), (50c), and (51g), the solution \( \Psi(t) \) can be represented by
\[
\Psi_1(t) = T_v Y_1(t) + T_1 Y_0(t)
\]
\[= (T_v A_{v1} + T_1) Y_0(t) + T_v r_{io}(t) \]
\[= (T_v A_{v1} + T_1)T_v^{-1}\Psi_0(t) + T_v r_{io}(t) \]
(52)

which means \( \Psi_1(t) \) can be approximated by \( \Psi_0(t) \), such that when \( k = 1 \), the terms \( \mathcal{N}_v(\Psi_1) \) can also be approximated by \( \Psi_0(t) \) as follows
\[
\mathcal{N}_v(\Psi_1(s)) = M_1 \Psi_0(s) + r_1(s)
\]
(53)

where \( M_1 \in \mathbb{R}^{N \times N} \) is the linear map, which can be solved by the least-squares method, and \( r_1(s) \) is the residual error. The above analysis procedure (49)-(53) can be repeatedly applied to the iteration process in (48b) when \( k = 1, 2, \ldots \). The nonlinear term \( \mathcal{N}_v(\Psi_k(s)) \) can be represented by
\[
\mathcal{N}_v(\Psi_k(s)) = M_k \Psi_0(s) + r_k(s)
\]
(54)

where \( M_k \in \mathbb{R}^{N \times N} \) is the linear map, and \( r_k(s) \) is the residual error. \( M_k \) and \( r_k(s) \) are solved in the iteration process. Furthermore, the solution of \( \Psi_k(t) \) can be represented by
\[
\Psi_k(t) = (T_v A_{rk} + T_k)T_v^{-1}\Psi_0(t) + T_v r_k(t)
\]
(55a)

where \( A_{rk} \) is obtained in the above iteration analysis process, and \( r_k(t) \) is
\[
r_k(t) = \int_{t_{0X}}^{t} \exp(A_v(t-\tau))T_v^{-1}r_k(\tau)d\tau
\]
(55b)

According to the Weierstrass approximation theorem [5], when the components of \( \Psi(e) \) in (35a) are properly chosen, \( \|r_k(t)\| \) in (55) can be small. Besides, according to the stable manifold theory, the approximated optimal solution in (45) can be represented by
\[
\Psi(t) = \Psi_k(t) + r_k(t)
\]
(56)

where \( r_k(t) \) is the approximated error, when \( k \) is large enough, \( \|r_k(t)\| \) is small. Then, let
\[
M_k = (T_v A_{rk} + T_k)T_v^{-1}
\]
(57)

according to (55)-(57), (48a), and (37a), the unconstrained optimal dynamics \( e^* \) in (10) can be represented by
\[
\begin{aligned}
\dot{\Psi}_0 &= F_v \Psi_0 \\
e^*(t) &= C M_k \Psi_0(e^*(t)) + r_e(t) \\
&= C e \Psi_0(e^*(t)) + r_e(t)
\end{aligned}
\]
(58a)

where \( C_e = C M_k \) is the output matrix, and \( r_e(t) = C(T_v r_{ik}(t) + r_k(t)) \) is the residual error, when the components of \( \Psi(e^*) \) in (35a) are properly chosen, and \( k \) is large enough, \( \|r_e(t)\| \) is small. According to the linear system (48a) and (58a), the eigenvalues of the system matrix \( F_v \) in (48a) can approximate the eigenvalues of the unconstrained optimal dynamics (10), and reveal its time response characteristics. The whole eigenvalue approximation process is summarized in Figure 1.

When the actuator saturation does not occur over the time interval \( [t_{0X}, t_{f_k}] \), (56a) can be used to interpret the dynamic response of (14). The corresponding approximated optimal solution of
In this section, we first design $\Psi$ and $R$ in (10b) according to the eigenvalues analysis for (58c). Then we consider the NSHV’s attitude control system with actuator saturation, and analyze the corresponding closed-loop system stability and the suboptimality of the saturated control law.

### 4.3 Weight matrices design and system performance analysis

The design process for $Q$ and $R$ is similar to the linear-quadratic-regulator (LQR) method \([9]\), which is summarized as follows.

1. **Step 1.** Let $Q$ and $R$ be diagonal matrices \([9]\) as follows

$$Q = \begin{pmatrix} q_1 & 0 & 0 & \cdots & 0 \\ \frac{c_{\alpha max}}{e_{\alpha max}} & q_2 & 0 & \cdots & 0 \\ 0 & \frac{c_{\beta max}}{e_{\beta max}} & q_3 & \cdots & 0 \\ 0 & 0 & \frac{c_{\mu max}}{e_{\mu max}} & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 0 \end{pmatrix}$$

$$R = \begin{pmatrix} \alpha & 0 & 0 & \cdots & 0 \\ 0 & \beta & 0 & \cdots & 0 \\ 0 & 0 & \mu & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & \gamma \end{pmatrix}$$

The unconstrained optimal dynamics (see (10a) and (10d))

$$\dot{e}^* = f(e^*) - gR^{-1}g^T e^*$$

The equivalent high-dimensional optimal dynamics (see (36c))

$$\begin{align*}
\dot{\Psi}(e^*) &= \frac{\partial \Psi(e^*)}{\partial e^*} f(e^*) - \frac{\partial \Psi(e^*)}{\partial e^*} gR^{-1}g^T e^* \\
\dot{e}^* &= C^T \dot{\Psi}(e^*)
\end{align*}$$

Separating the high-dimensional optimal dynamics into the linear and nonlinear parts (see (45))

$$\dot{\Psi}(e^*) = F\Psi(e^*) + N\dot{e}(e^*)$$

Approaching the eigenvalues of the unconstrained optimal dynamics (see (58a))

$$\begin{align*}
\dot{e}_n^* &= f(e_n^*) - gR^{-1}g^T e_n^* \\
e_n^*(t) &= C^T \Psi_0(e_n^*(t)) + r_n(t)
\end{align*}$$

Fig. 1: Flow chart of eigenvalue approximation procedure for unconstrained approximately optimal solution
\[
\hat{R} = \begin{pmatrix}
\frac{r_1}{u_{e1 \text{ max}}} & 0 & 0 \\
0 & \frac{r_2}{u_{e2 \text{ max}}} & 0 \\
0 & 0 & \frac{r_3}{u_{e3 \text{ max}}}
\end{pmatrix}
\]

where \( Q \) considers the time responses of \( e_\alpha \), \( e_\beta \), and \( e_\mu \), \( e_\alpha \text{ max} \), \( e_\beta \text{ max} \), and \( e_\mu \text{ max} \) are the expected maximum values of \( e_\alpha \), \( e_\beta \), and \( e_\mu \), respectively, \( q_1 \), \( q_2 \), and \( q_3 \) are the weight values, which satisfies \( q_1 + q_2 + q_3 = 1 \), \( u_{e1 \text{ max}} \), \( u_{e2 \text{ max}} \), and \( u_{e3 \text{ max}} \) are the expected maximum values of \( u_{e1} \), \( u_{e2} \), and \( u_{e3} \), respectively, \( r_1 \), \( r_2 \), and \( r_3 \) are the weight values, which satisfies \( r_1 + r_2 + r_3 = 1 \).

Step 2. Let
\[
R = c_r \hat{R},
\]
where \( c_r \) is a constant which needs to be designed \([9]\).

Step 3. Set \( c_r \) at different values, solve \( F_q \) according to \((44)-(45)\), and calculate the eigenvalues of \( F_q \). Then according to the eigenvalue analysis, an appropriate value of \( c_r \) can be selected to satisfy the dynamic response requirement of the NSHV’s attitude dynamics.

Finally, consider the NSHV’s attitude error dynamics \((14a)\) with the actuator constraints \((14b)\). According to the selected \( Q \) and \( R \), the control law with the actuator constraints is designed as in \((12)\).

The following theorem proves the closed-loop stability of the NSHV’s attitude error control system.

**Theorem 2** The NSHV’s attitude error control system \((14)\) under the control law \((12)\) is locally exponentially stable.

**Proof** Consider the unconstrained approximated optimal dynamics \((10)\), since the approximated optimal control law of \((10)\) has been accurately approximated by \((11)\), the optimal performance index \((10b)\) can be fit into the following cost-to-go function \([12, 21]\)
\[
J(t) = V(e^*(t))
\]
where \( V(e^*(t)) \) is the polynomial function of \( e^*(t) \), which is a Lyapunov function, and can be used to prove the locally exponential stability of the unconstrained optimal control system \((10)\) \([21]\). Then replace \( e^*(t) \) in the unconstrained optimal dynamics \((10)\) and the Lyapunov function in \((60)\) with \( e(t) \). Compare the constrained dynamics \((14)\) and the unconstrained dynamics \((10)\), let
\[
\Delta_e = [O_{1 \times 3} \ O_{1 \times 3} \ \Delta e_3^T \ O_{1 \times 3}]^T
\]
where \( O_{1 \times 3} \) is the 3-dimensional zero vector, and \( \Delta e_3 \) is given by
\[
\Delta e_3 = h_e(e_4) - e_4
\]
and compare the constrained control law \((12)\) and the unconstrained control law \((11)\), let
\[
\Delta u = \text{sat}_u(\hat{u}_e^*(e(t))) - \hat{u}_e^*(t)
\]
then the NSHV’s attitude error dynamics \((14)\) under the control law \((12)\) can be represented by
\[
e = f(e) + g\hat{u}_e^* + \Delta e + g\Delta u
\]
which can be seen as the perturbed system relative to the unconstrained optimal dynamics \((10)\). Therefore, the locally exponential stability of the closed-loop system \((14)\) under the control law \((12)\) can be proved according to the perturbed system theory \([10]\).

The suboptimality of the saturated control law \((12)\) can be analyzed as follows \([22]\).

Case 1. If the control law in \((12)\) satisfies \( u_e(e(t)) = \hat{u}_e^*(e(t)) \) over the time interval \([t_{0_e}, t_{f_e}]\), then \( u_e(e(t)) \) is the approximated optimal control law in \([t_{0_e}, t_{f_e}]\).

Case 2. If the last actuator saturation begins at \( t_s \) in \([t_{0_e}, t_{f_e}]\), then \( u_e(e(t)) \) is approximately optimal in the interval \([t_s, t_{f_e}]\).

## 5 Numerical simulation

In this section, the numerical simulation verifies the effectiveness of the proposed schemes in this paper, including the eigenvalue analysis, weight matrices design, and the NSHV’s attitude response under the actuator saturation.

The parameters in the NSHV’s attitude model \((1)-(4)\) are as follows \([28]\). \( M = 136.077 \text{kg} \), \( S = 557.42 \text{m}^2 \), \( b = 24.38 \text{m} \), \( c = 22.86 \text{m} \), \( I_x = 1.573 \times 10^6 \text{kg} \cdot \text{m}^2 \), \( I_y = 31.6 \times 10^6 \text{kg} \cdot \text{m}^2 \), \( I_z = 32.54 \times 10^6 \text{kg} \cdot \text{m}^2 \), \( V_A = 2413.7 \text{m} / \text{s} \), \( \dot{q} = 51.851 \text{kg} / (\text{m} \cdot \text{s}^2) \), \( \zeta = 0.7 \), \( \omega_n = 50 \), \( b_{lt} = -20^\circ \) \((t = 1, 2, 3)\), and \( b_{lt} = 20^\circ \) \((t = 1, 2, 3)\). The aerodynamic parameters \( C_{L, a}, C_{L, \alpha}, C_{L, \beta}, C_{L, p}, C_{I, r}, C_{I, \delta_a}, C_{l, \delta}, C_{m, a}, C_{m, q}, C_{m, i}, C_{m, \delta}, C_{n, a}, C_{n, \delta}, C_{n, r}, C_{n, \delta}, \) and \( C_{n, \delta} \) correspond to \([28]\).

The step reference signals within \( t \in [0, 20] \) are \( \alpha_c = 18^\circ \), \( \beta_c = 0^\circ \), and \( \mu_c = 55^\circ \), then \( x_{2c} \) and \( x_{3c} \) in \((6)\) are given by
\[
x_{2c} = [0.0365^\circ / \text{s} \ 0.6358^\circ / \text{s} \ 0.2099^\circ / \text{s}]^T
\]
\[ x_{3c} = [-13.7800^\circ, -13.8916^\circ, -0.1829^\circ]^T \] (62b)

The high-dimensional vector \( \Psi(e) \) in (35a) is chosen as \( \Psi(e) = [e^T, e_{3c}^T]^T \), where \( e_\alpha = \alpha - \alpha_c \).

According to the LQR method [9], the parameters of \( Q \) and \( R \) in (59) are designed as \( q_1 = q_2 = q_3 = \frac{1}{3} \), \( e_\alpha_{\text{max}} = 3^\circ \), \( e_\beta_{\text{max}} = 0.09^\circ \), \( e_\mu_{\text{max}} = 5^\circ \), \( r_1 = r_2 = r_3 = \frac{1}{3} \), \( u_{c1_{\text{max}}} = u_{c2_{\text{max}}} = 5^\circ \), and \( u_{e3_{\text{max}}} = 10^\circ \).

The parameters mentioned above are in the unit of degree. In the simulation, the unit is transformed from the degree into the rad.

The case when the actuator saturation does not occur over the time domain \( t \in [0s, 20s] \) is first analyzed. In this case, the NSHV’s closed-loop attitude error control system (13) is approximately optimal. The initial values of states are set as follows: \( \alpha(0) = 15.4909^\circ \), \( \beta(0) = -0.0151^\circ \), \( \mu(0) = 58.1322^\circ \), \( p(0) = 0.068^\circ \), \( g(0) = 1.1927^\circ \), \( r(0) = -0.3065^\circ \), \( \delta_\psi(0) = 18.7103^\circ \), \( \delta_\theta(0) = 13.6487^\circ \), \( \delta_\phi(0) = 4.4749^\circ \), \( \delta_{\psi r}(0) = 4.3120^\circ \), \( \delta_{\psi e}(0) = 1.5113^\circ \) and \( \delta_{\theta e}(0) = -6.3851^\circ \).

Then set \( c_r \) in (59c) at \( c_r = 0.7 \) and \( c_r = 0.2 \), separately. Their corresponding NSHV’s approximated optimal attitude angle responses in (13) are plotted in Figures 2. The eigenvalue analysis for the corresponding attitude error dynamics (14) is performed as follows. For each \( c_r \), the Riccati equation (44) is first solved to obtain the system matrix \( F_j \) in (45) and (48), then the approximated optimal solution (58) is calculated. The bounds of the residual error \( r_{\text{ex}}(t) \) in (58c) are listed in Table 1. According to Table 1, (58c) effectively approximates the approximately optimal dynamics (14) in the numerical simulation example. To analyze the response performance of attitude error \( e_\alpha(t) = \alpha(t) - \alpha_c \) and \( e_\mu(t) = \mu(t) - \mu_c \), the system eigenvalues \( \gamma_j \) (\( j = 1, 2, \cdots, 13 \)) in (58c) are listed in Tables 2, and the weight values \( \xi_{\kappa,j} \) \( (\kappa = 1, 3) \) (\( j = 1, 2, \cdots, 13 \)) in (58c) corresponding to \( c_r = 0.7 \) and \( c_r = 0.2 \) are listed in Tables 3.

From Tables 1-3, the closed-loop approximated optimal control system (14) without actuator saturation has 13 approximated modes. All the eigenvalues in Table 2 have the negative real parts, which reveals the exponential stability of the system (14). Comparing the negative real parts of the eigenvalues in Tables 2 yields that \( \gamma_j \) (\( j = 1, 2, 3, 4, 5 \)) is the dominant pole. Besides the eigenvalues, the time response of the \( \kappa \)th \( (\kappa = 1, 2, \cdots, 12) \) state in (58c) is also determined by the modulus and polar coordinate of \( \xi_{\kappa,j} \) \( (\kappa = 1, 3) \) (\( j = 1, 2, \cdots, 13 \)) yields the following conclusions.

According to the data in Tables 3(a), when \( c_r = 0.7 \), the error response of attack of angle \( e_\alpha(t) = \alpha(t) - \alpha_c \) can be accurately approximated by \( \dot{\alpha}_1 \) as follows

\[
\dot{\alpha}_1(t) = \sum_{j=1}^{5} \xi_{1,j} \exp(\gamma_j t)
\]

\[
= 0.0026 \exp(-0.1297t) - 0.0130 \exp(-0.4913t) + 0.0097 \exp(-0.0333t) + 0.0275 \exp(-0.2486t) \cos(0.4503t + 2.7462)
\] (63a)

and the approximation error \( |e_\alpha(t) - \dot{\alpha}_1\dot{t}(t)| < 0.09^\circ \).

When \( c_r = 0.2 \), based on the data in Tables 3(b), \( e_\alpha(t) = \alpha(t) - \alpha_c \) can be accurately approximated by \( \dot{\alpha}_1 \dot{t} \) as follows

\[
\dot{\alpha}_1(t) = \sum_{j=2}^{5} \xi_{1,j} \exp(\gamma_j t)
\]

\[
= 0.0310 \exp(-0.3657t) \cos(0.5259t - 3.6687) + 0.0216 \exp(-0.8921t) \cos(0.3812t - 3.7629)
\] (63b)

and the approximation error \( |e_\alpha(t) - \dot{\alpha}_1(t)| < 0.005^\circ \).

According to (63a)-(63b), for \( c_r = 0.7 \) and \( c_r = 0.2 \), the time responses of \( e_\alpha(t) \) can be approximated by the 5th order system and the 4th order system, respectively. Besides, according to the decay rates of components in (63), the components which determine the overshooting of \( e_\alpha(t) \) can be selected as follows. When \( c_r = 0.7 \), the overshooting of \( e_\alpha(t) \) is determined by \( \dot{e}_0(t) \) as follows

\[
\dot{e}_0(t) = \sum_{j=1}^{4} \xi_{1,j} \exp(\gamma_j t)
\]

\[
= 0.0026 \exp(-0.1297t) - 0.0130 \exp(-0.4913t) + 0.0275 \exp(-0.2486t) \cos(0.4503t + 2.7462)
\] (64a)
which consists of two decaying exponential responses and one decaying exponential damped sinusoidal response. When $c_r = 0.2$, the overshooting of $e_\alpha(t)$ is determined by $\dot{e}_{o2}(t)$ as follows

$$
\dot{e}_{o2}(t) = \sum_{j=2}^{3} \xi_{1,j} \exp(\gamma_j t) + 0.0310 \exp(-0.3657t) \cos(0.5259t - 3.6687)
$$

(64b)

which consists of one decaying exponential damped sinusoidal response. Figure 3 demonstrates that the components in (64a) and (64b) can accurately approximate the overshooting of the time response of $e_\alpha(t)$ when $c_r = 0.7$ and $c_r = 0.2$, respectively.

According to the data in Tables 3(a), when $c_r = 0.7$, the error response of roll angle $e_\mu(t) = \mu(t) - \mu_c$ can be accurately approximated by $\dot{e}_{\mu I}(t)$ as follows

$$
\dot{e}_{\mu I}(t) = \sum_{j=4}^{5} \xi_{3,j} \exp(\gamma_j t) = 0.0392 \exp(-0.4913t) + 0.0177 \exp(-1.0333t)
$$

(65a)

and the approximation error $|e_\mu(t) - \dot{e}_{\mu I}(t)| < 0.12^\circ$.

When $c_r = 0.2$, based on the data in Tables 3(b), $e_\mu(t) = \mu(t) - \mu_c$ can be accurately approximated by $\dot{e}_{\mu II}(t)$ as follows

$$
\dot{e}_{\mu II}(t) = \sum_{j=4}^{5} \xi_{3,j} \exp(\gamma_j t) = 0.0650 \exp(-0.8921t) \cos(0.3812t - 0.4760)
$$

(65b)

and the approximation error $|e_\mu(t) - \dot{e}_{\mu II}(t)| < 0.18^\circ$.

According to (65), the time response $e_\mu(t)$ can be approximated by second-order systems when $c_r = 0.7$ and $c_r = 0.2$.

Based on (63) and (65), the time response performance of $e_\alpha(t)$ and $e_\mu(t)$ can be calculated, and are listed in Table 4. The data in Table 4 illustrate that, when $c_r = 0.2$, both $e_\alpha(t)$ and $e_\mu(t)$ have more rapid response speed than $c_r = 0.7$, and when $c_r = 0.2$, the overshoot of $e_\alpha(t)$ is smaller than $c_r = 0.7$. In conclusion, to improve the output response performance of the NSHV’s attitude control system, $c_r = 0.2$ is more proper than $c_r = 0.7$.

Then we set $c_r = 0.2$, and consider the case when the actuator saturation occurs. In this case, the initial state errors are relatively large, and are set as follows. $\alpha(0) = 15^\circ$, $\beta(0) = 0^\circ$, $\mu(0) = 60^\circ$, $p(0) = 0.0245^\circ/s$, $q(0) = 0.4593^\circ/s$, $r(0) = 0.2127^\circ/s$, $\delta_x(0) = -12.3635^\circ$, $\delta_r(0) = -12.3643^\circ$, $\delta_x(0) = -0.0890^\circ$, $\delta_r(0) = 0^\circ/s$, $\delta_{rv}(0) = 0^\circ/s$ and $\delta_{rv}(0) = 0^\circ/s$. The time response of the NSHV’s attitude dynamics (13) in this case is illustrated in Figures 4. When $t \in [0.0658s, 1.0159s]$, $\delta_L$ is saturated as in Figure 4(e). The time response performance of the closed-loop control system is as follows.

In Figures 4(a), the overshoot of $\alpha(t)$ is 6.2649%, the rising time of $\alpha(t)$ is 3.3892s, and the settling time is 10.0386s. In Figures 4(b), the magnitude of $\beta(t)$ is less than 0.02°. In Figures 4(c), the rising time of $\mu(t)$ is 2.8740s, the settling time is 4.8464s, and there is no overshoot.

Figure 4(d) illustrates the time responses of the angular rates. The magnitudes of angular rates $p$, $q$ and $r$ are less than 1.9619°/s, 1.3695°/s, 0.3071°/s, and they converge to the components of $x_{2e}$ in (62a), respectively.

Figure 4(e) shows the time responses of the control surfaces. Their peaks occurs at the initial stage, and converge to the components of $x_{3e}$ in (62b), respectively.

Figure 5 demonstrates the Hamiltonian value $H$ in the HJE (10c). When the actuator saturation does not occur, the closer $H$ is to zero, the better the suboptimality. In Figure 5, the value of $H$ decays to zero quickly after the saturation of $\delta_L$, which means the suboptimality is good.

The above numerical simulation demonstrates that the suboptimal control law (13a), (6d) and (12) can effectively make the NSHV’s attitude control model (1)-(4) track a step reference signal. Besides, the eigenvalue analysis method proposed in this paper can correctly reveals the time response characteristics of the closed-loop nonlinear NSHV’s attitude dynamics when the actuator saturation does not occur, and help to design the weight matrices in (10b) for the NSHV’s suboptimal attitude control problem.
Fig. 2 NSHV’s attitude angle response when actuator saturation does not occur. a Attack of angle $\alpha(t)$. b Sideslip angle $\beta(t)$. c Bank angle $\mu(t)$

Fig. 3: Components which approximate the overshooting of $e_\alpha(t)$ when $c_r = 0.7$ and $c_r = 0.2$. a $c_r = 0.7$. b $c_r = 0.2$

Fig. 4: Time response of NSHV’s attitude control system when actuator saturation occurs. a Attack of angle $\alpha(t)$ b Sideslip angle $\beta(t)$ c Bank angle $\mu(t)$ d Angular rates $p(t)$, $q(t)$ and $r(t)$ e Control surfaces $\delta_L(t)$, $\delta_R(t)$ and $\delta_r(t)$
Table 1: The bounds of the residual error $r_{e_k}(t)$ in the approximately optimal solution (58c) when $c_r = 0.7$ and $c_r = 0.2$. $b_{e_k}$ ($\kappa = 1, 2, \ldots, 12$) is the bound satisfying $|r_{e_k}(t)| \leq b_{e_k}$, $t \in [0 s, 20 s]$.

| $c_r = 0.7$ | $c_r = 0.2$ |
|------------|-------------|
| $b_{e1}$  | 0.035° 0.0075° |
| $b_{e2}$  | 0.00015° 0.00025° |
| $b_{e3}$  | 0.0023° 0.01° |
| $b_{e4}$  | 0.02°/s 0.04°/s |
| $b_{e5}$  | 0.0065°/s 0.008°/s |
| $b_{e6}$  | 0.0003°/s 0.005°/s |
| $b_{e7}$  | 0.03° 0.05° |
| $b_{e8}$  | 0.06° 0.062° |
| $b_{e9}$  | 0.032° 0.04° |
| $b_{e10}$ | 0.45°/s 0.04°/s |
| $b_{e11}$ | 0.45°/s 1.1°/s |
| $b_{e12}$ | 0.55°/s 1.3°/s |

Table 2: Eigenvalues $\gamma_j$ ($j = 1, 2, \ldots, 13$) of the approximated optimal solution (58c) when $c_r = 0.7$ and $c_r = 0.2$.

| $c_r = 0.7$ | $c_r = 0.2$ |
|------------|-------------|
| $\gamma_1$ | -0.1297 -0.1297 |
| $\gamma_2$, $\gamma_3$ | -0.2486 ± i0.4503 -0.3657 ± i0.5259 |
| $\gamma_4$ | -0.4913 -0.8921 - i0.3812 |
| $\gamma_5$ | -1.0333 -0.8921 + i0.3812 |
| $\gamma_6$, $\gamma_7$ | -19.0364 ± i17.8444 -27.5405 ± i28.4434 |
| $\gamma_8$, $\gamma_9$ | -34.2443 ± i35.1454 -31.4953 ± i30.9823 |
| $\gamma_{10}$, $\gamma_{11}$ | -35 ± i35.7071 -35 ± i35.7071 |
| $\gamma_{12}$, $\gamma_{13}$ | -35 ± i35.7071 -35 ± i35.7071 |

Fig. 5: Hamiltonian value $H$ corresponding to the NSHV’s attitude error response when $c_r = 0.2$ and the actuator saturation occurs.

6 Conclusion

The least-square method and the stable manifold method are used to approximate the solution of the nonlinear unconstrained optimal control problem corresponding to the NSHV’s attitude model. Based on the Koopman operator method, the symplectic geometric theory, and the stable manifold theorem, the eigenvalues of the nonlinear unconstrained optimal dynamics are approximated. According to the approximated eigenvalues, the weight matrices in the optimal performance index are appropriately designed to meet the dynamic response performance requirement of the NSHV’s nonlinear attitude system. The final NSHV’s attitude control law considers the actuator saturation. The corresponding closed-loop nonlinear system is proved to be locally exponentially stable, and the suboptimality of the control law is analyzed. The numerical simulation verifies the effectiveness of the proposed scheme. Future work will focus on designing robust control law based on this framework.
Table 4: Attitude angle error response performance when $c_r = 0.7$ and $c_r = 0.2$

(a) Response performance of $e_\alpha(t)$

| Rise time | Settling time | overshoot |
|-----------|---------------|-----------|
| $c_r = 0.7$ | 3.3450s | 10.9235s | 11.2247% |
| $c_r = 0.2$ | 2.9321s | 8.5931s | 7.4895% |

(b) Response performance of $e_\mu(t)$

| Rise time | Settling time | overshoot |
|-----------|---------------|-----------|
| $c_r = 0.7$ | 3.8692s | 7.2235s | 0% |
| $c_r = 0.2$ | 2.4165s | 3.8443s | 0% |

Appendix A Representations

The detailed representations of $f_1$, $f_2$, $g_1$, and $g_2$ in (5) are

$$f_1 = \left[ f_{11} \; f_{12} \; f_{13} \right]^T \quad (A1a)$$

where

$$f_{11} = \frac{1}{MV_A} \cos \beta [ -\dot{q}SC_{L,\alpha} \alpha + Mg \cos \gamma_a \cos \mu ] \quad (A1b)$$

$$f_{12} = \frac{1}{MV_A} \left[ \dot{q}SC_{Y,\beta} + Mg \cos \gamma_a \sin \mu \right] \quad (A1c)$$

$$f_{13} = -\frac{g}{V_A} \cos \gamma_a \cos \mu \tan \beta$$

$$+ \frac{1}{MV_A} \dot{q}SC_{Y,\beta} \tan \gamma_a \cos \mu$$

$$+ \frac{1}{MV_A} \dot{q}SC_{L,\alpha} (\tan \gamma_a \sin \mu + \tan \beta) \quad (A1d)$$

$$f_2 = \left[ f_{21} \; f_{22} \; f_{23} \right]^T \quad (A2a)$$

where

$$f_{21} = \frac{I_y I_z - I_z^2 - I_y q r}{I_x I_z - I_z^2} - \frac{I_x I_z + I_x - I_y}{I_x I_z - I_z^2} pq$$

$$+ \frac{\dot{q}Sb}{I_x} \left[ C_{l,\alpha} \alpha + C_{l,p} \frac{pb}{2V_A} + C_{l,r} \frac{rb}{2V_A} \right] \quad (A2b)$$

$$f_{22} = \frac{I_z - I_x}{I_y} pr + \frac{\dot{q}Sc}{I_y} \left[ C_{m,a} + C_{m,q} \frac{qc}{2VA} \right] \quad (A2c)$$

$$f_{23} = \frac{I_y I_z + I_z^2 - I_y q r}{I_x I_z - I_z^2} pq + \frac{I_x (I_z + I_x - I_y)}{I_x I_z - I_z^2} qr$$

$$+ \frac{\dot{q}Sb}{I_x} \left[ C_{n,\beta} + C_{n,p} \frac{pb}{2V_A} + C_{n,r} \frac{rb}{2V_A} \right] \quad (A2d)$$

$$g_1 = \begin{bmatrix} - \tan \beta \cos \alpha & 1 - \tan \beta \sin \alpha \\ \sin \alpha & 0 & - \cos \alpha \\ \sec \beta \cos \alpha & 0 & \sec \beta \sin \alpha \end{bmatrix} \quad (A3)$$

$$g_2 = \begin{bmatrix} \frac{\dot{q}Sb}{2I_x} C_{l,s} - \frac{\dot{q}Sb}{2I_x} C_{l,s} & \frac{\dot{q}Sb}{2I_x} C_{l,s} \\ \frac{\dot{q}Sb}{2I_x} C_{m,s} & \frac{\dot{q}Sb}{2I_x} C_{m,s} \end{bmatrix} \quad (A4)$$

Let $e_\alpha = \alpha - \alpha_c$, $e_\beta = \beta - \beta_c$, $e_\mu = \mu - \mu_c$, $e_p = p - p_c$, $e_q = q - q_c$, $e_r = r - r_c$, $e_\delta_L = \delta_L - \delta_{Lc}$, $e_\delta_R = \delta_R - \delta_{Rc}$, and $e_{\delta r} = \delta_r - \delta_{rc}$, then the representations of $F_1$, $F_2$ and $G_1$ in (7) are

$$F_1 = \left[ F_{11} \; F_{12} \; F_{13} \right]^T \quad (A5a)$$

where

$$F_{11} = \frac{1}{MV_A} \cos(\beta_c + e_\beta) [-\dot{q}SC_{L,\alpha}(\alpha_c + e_\alpha)$$

$$+ Mg \cos \gamma_a \cos(\mu_c + e_\mu)]$$

$$- p_c \tan(\beta_c + e_\beta) \cos(\alpha_c + e_\alpha) + q_c$$

$$- r_c \tan(\beta_c + e_\beta) \sin(\alpha_c + e_\alpha) \quad (A5b)$$

$$F_{12} = \frac{1}{MV_A} \left[ \dot{q}SC_{Y,\beta}(\beta_c + e_\beta) + Mg \cos \gamma_a \sin(\mu_c + e_\mu) \right]$$

$$+ p_c \sin(\alpha_c + e_\alpha) - r_c \cos(\alpha_c + e_\alpha) \quad (A5c)$$

$$F_{13} = - \frac{g}{V_A} \cos \gamma_a \cos(\mu_c + e_\mu) \tan(\beta_c + e_\beta)$$

$$+ \frac{1}{MV_A} \dot{q}SC_{Y,\beta}(\beta_c + e_\beta) \tan \gamma_a \cos(\mu_c + e_\mu)$$

$$+ \frac{1}{MV_A} \dot{q}SC_{L,\alpha}(\tan \gamma_a \sin(\mu_c + e_\mu)$$

$$+ \tan(\beta_c + e_\beta) \right)$$

$$+ p_c \sec(\beta_c + e_\beta) \cos(\alpha_c + e_\alpha)$$

$$+ r_c \sec(\beta_c + e_\beta) \sin(\alpha_c + e_\alpha) \quad (A5d)$$
\[ F_2 = [F_{21} \ F_{22} \ F_{23}]^T \] (A6a)

where

\[
\begin{align*}
F_{21} &= \left[ I_y I_x - I_2^2 - I_{xx}^2 \right] (q_c + e_q) (r_c + e_r) \\
&\quad - \left[ I_{xx} (I_x + I_x - I_y) \right] (p_c + e_p) (q_c + e_q) \\
&\quad + \frac{\mathcal{Q} S h}{I_x} \left[ C_{l \beta} (\beta_c + e_\beta) + C_{l_p} \left( \frac{p_c + e_p}{2 V_A} \right) \right] \\
&\quad + C_{l \delta_c} \left( \frac{r_c + e_r}{2 V_A} \right) \left[ C_{l \delta_c} \delta_L - \frac{1}{2} C_{l \delta_c} \delta_R \right] \\
&\quad + C_{l \delta_c} \delta_R c \\
F_{22} &= \frac{I_z - I_x}{I_y} (p_c + e_p) (r_c + e_r) \\
&\quad + \frac{\mathcal{Q} S c}{I_y} \left[ C_{m, a} + C_{m, q} \left( \frac{q_c + e_q}{2 V_A} \right) + \frac{1}{2} C_{m, \alpha} \delta_L \right] \\
&\quad + \frac{1}{2} C_{m, \delta} \delta_R c \\
F_{23} &= \left[ I_x I_z - I_2^2 - I_{xx}^2 \right] (p_c + e_p) (q_c + e_q) \\
&\quad + \left[ I_{xx} (I_x + I_x - I_y) \right] (r_c + e_r) (q_c + e_q) \\
&\quad + \frac{\mathcal{Q} S h}{I_x} \left[ C_{n, \beta} (\beta_c + e_\beta) + C_{n, p} \left( \frac{p_c + e_p}{2 V_A} \right) \right] \\
&\quad + C_{n, r} \left( \frac{r_c + e_r}{2 V_A} \right) \left[ C_{n, \delta_c} \delta_L - \frac{1}{2} C_{n, \delta_c} \delta_R \right] \\
&\quad + C_{n, \delta_c} \delta_R c \\
G_1 &= \begin{bmatrix}
-\tan(\beta_c + e_\beta) \cos(\alpha_c + e_\alpha) & 1 - \tan(\beta_c + e_\beta) \sin(\alpha_c + e_\alpha) \\
\sin(\alpha_c + e_\alpha) & 0 - \cos(\alpha_c + e_\alpha) \\
\sec(\beta_c + e_\beta) \cos(\alpha_c + e_\alpha) & 0 \sec(\beta_c + e_\beta) \sin(\alpha_c + e_\alpha)
\end{bmatrix} \\
&\quad (A7)
\end{align*}
\]

Data availability The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.
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