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Abstract: In previous work, the two-loop five-point amplitudes in $\mathcal{N} = 4$ super Yang-Mills theory and $\mathcal{N} = 8$ supergravity were computed at symbol level. In this paper, we compute the full functional form in terms of iterated integrals. The amplitudes are assembled and simplified using the analytic expressions of the two-loop pentagon integrals in the physical scattering region. We provide a numerical reference point in the scattering region. We then calculate the multi-Regge limit of both amplitudes. The result is written in terms of an explicit transcendental function basis. For certain non-planar colour structures of the $\mathcal{N} = 4$ super Yang-Mills amplitude, we perform an independent calculation based on the BFKL effective theory. We find perfect agreement. We comment on the analytic properties of the amplitudes.
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1 Introduction

Regge theory initially arose from the need to interpret data from high-energy experiments, and also played a prominent role in the inception of string theory. Understanding the Regge or high-energy limit of scattering amplitudes and cross-sections continues to be important both conceptually and phenomenologically. The research aims on the one hand at describing better certain regions of phase space of collider experiments, and on the other hand there is hope that this limit may shed light on underlying structures of field and string theory.

In the Regge limit, highly boosted objects with a fixed transverse profile interact in an instant. The hierarchy between longitudinal and transverse momenta allows to expand amplitudes in powers and logarithms of a small parameter. The general challenge is to describe this expansion in terms of a small number of simple ingredients. This is possible for the universal leading logarithms, which are controlled by the gluon Regge trajectory and is closely related to light-like cusp anomalous dimension. On the other hand, less is known about sub-leading logarithms, which have a more intricate form. Similarly, power-suppressed terms are conceptually much more complicated than their leading-power counterparts, but they can be numerically important and hence relevant for phenomenology. Understanding subleading power corrections in the Regge limit, but also in other kinematical limits, is an active field of research.

The Regge limit is also a useful tool to probe the structure of scattering amplitudes in quantum field theory. Indeed, the question to what extent amplitudes are fixed by general properties and principles goes back to the analytic S-matrix program of the 1960’s, and has seen a revival, especially in the context of the maximally supersymmetric Yang-Mills theory, $\mathcal{N} = 4$ sYM. First hints of integrability in this theory can be traced to studies of this limit [1, 2]. More recently, it proved useful to study multi-particle scattering amplitudes in the context of the Wilson loop / scattering amplitude duality. Crossing symmetry for multi-particle amplitudes is nontrivial to formulate in general but it is relatively well understood in the Regge limit, where precise constraints, namely the absence of so-called overlapping discontinuities, gave early hints that a guess for the all-loop form of such amplitudes required corrections [3], and helps to constrain the form of the latter [4]. This is an example of how the Regge limit was useful in the context of the bootstrap approach to amplitudes, where an ansatz is made based on certain assumptions, and various conditions are being used to determine free coefficients in the ansatz [5, 6]. Initially, the Regge limit was used as an input in this procedure, but when the ansatz can be constrained by other means, it yields a prediction. See also Ref. [7] for recent work on the Regge limit of multi-particle amplitudes. While most studies in this theory are restricted to massless scattering, in Ref. [8] an interesting pattern of exponentiation was observed for certain massive scattering amplitudes. There, not only the leading, but also the subleading power terms were found to be governed by anomalous dimensions of a certain Wilson line operator. Power corrections to energy-energy correlators have relatedly revealed a surprisingly simple pattern [9].

Despite the huge progress and new insights obtained, most of the studies in $\mathcal{N} = 4$
super Yang-Mills remain restricted to the planar limit, i.e. the limit of large ’t Hooft coupling. In this case, amplitudes in \( \mathcal{N} = 4 \) sYM have a dual conformal symmetry \([10]\), which heavily restricts their variable dependence, and similarly restricts the transcendental functions appearing. While this is extremely interesting and helpful, it raises the question as to how general and universal the structures that are found in this limit are.

On the other hand, much less is known on non-planar amplitudes. There are various motivations for studying the latter. One reason is that while the ’t Hooft expansion is conceptually important, it is in general unclear whether the non-planar terms are numerically subleading, especially in QCD, where \( N_c = 3 \). Another reason is that non-planar results are important in trying to understand how to make use of integrability, if possible, beyond the planar limit in \( \mathcal{N} = 4 \) super Yang-Mills \([11–14]\). Furthermore, it is interesting in itself to understand how the Regge limit interplays with the much richer colour structures at the non-planar level. Recent conceptual advances make it possible to predict some of these terms. We find it interesting to work out some of these predictions, and to test them against explicit perturbative results. Finally, in the context of (super)gravity theories, there is no notion of a planar limit, and therefore any attempt at understanding scattering amplitudes in these theories necessarily includes both planar and non-planar terms.

The conceptual progress in understanding the Regge limit in quantum field theory \([15–17]\) lead to predictions that were successfully compared against explicit three-loop results for the full-colour four-gluon amplitudes in \( \mathcal{N} = 4 \) super Yang-Mills \([18]\). Moreover, there is recent work on understanding certain terms in the Regge limit in supergravity theories \([19–23]\), and perturbative data for the four-graviton amplitude is available up to three loops \([24–27]\).

Until recently, non-planar studies at two loops were limited to four external particles, due to the enormous technical difficulties of dealing with higher-point scattering amplitudes at two loops. One major bottleneck had to do with dealing with the Feynman integrals, that are transcendental functions of four dimensionless parameters, and (especially at the non-planar level) have an intricate analytic structure. Recently, this bottleneck was overcome \([28–32]\) and various full-colour amplitudes are now available \([31, 33–36]\).

The initial computations of both the five-particle amplitudes in \( \mathcal{N} = 4 \) super Yang-Mills and \( \mathcal{N} = 8 \) supergravity were done at the symbol level. This means, roughly speaking, that the analytic structure of the result was found, but certain ‘integration constants’ were dropped. Still, the symbol result allowed to study the Regge limit, and an interesting observation was made: in \( \mathcal{N} = 4 \) super Yang-Mills, the symbol of the five-particle amplitude vanishes at leading power in the multi-Regge limit \([29, 30]\)! This observation certainly warrants further investigation, and it is interesting to ask whether the vanishing is exact, or whether the answer is rather of the type ‘transcendental constant’ (that would be dropped in the symbol) \( \times \) ‘lower-weight transcendental function’. Such terms are usually referred to as ‘beyond-the-symbol’ terms in the literature. In this paper, we perform this analysis, and provide the Regge limit (at function level) for both maximally supersymmetric theories.

We also extend the ideas of \([17]\) to the five-particle case, and work out predictions for the Regge limit in certain colour channels. We successfully compare the predictions against the result of the explicit perturbative computation.
The paper is structured as follows. In Section 2 we describe the kinematics and the pentagon functions, namely the function space relevant for the scattering of five massless particles up to two-loop order. In Section 3 we introduce the two-loop scattering amplitudes in $\mathcal{N} = 4$ super Yang-Mills theory and $\mathcal{N} = 8$ supergravity. We discuss how, starting from the integrands present in the literature, we obtain integrated expressions of manifestly uniform transcendental weight. Moreover, we briefly review the factorisation of infrared singularities, and define finite hard functions in both theories. Section 4 is devoted to the multi-Regge limit. In particular, we show how we parametrise it and how we compute the asymptotics of the pentagon functions. We present our results first for the $\mathcal{N} = 4$ super Yang-Mills hard function at one and two loops, in Section 5. For certain colour structures, the computation of the multi-Regge limit is vastly simplified by using the Balitsky-Fadin-Kuraev-Lipatov (BFKL) effective theory, as we discuss in Section 6. Finally, the multi-Regge asymptotics of the $\mathcal{N} = 8$ supergravity hard function at one and two loops is presented in Section 7. We draw our conclusions in Section 8.

2 Kinematics and pentagon functions

We study the scattering of five massless particles and follow the same notation used in [28, 30, 32]. The momenta, which we label by $p^\mu_i$, are subject to on-shellness, $p_i^2 = 0 \ \forall i = 1, \ldots, 5$, and momentum conservation, $\sum_{i=1}^5 p_i^\mu = 0$. The kinematics can be described in terms of five independent Mandelstam invariants,

$$X = \{ s_{12}, s_{23}, s_{34}, s_{45}, s_{51} \},$$

with $s_{ij} = 2 p_i \cdot p_j$. It is also convenient to introduce the pseudo-scalar invariant

$$\epsilon_5 = \text{tr}_5(\gamma_5 p_1 p_2 p_3 p_4) = [12][23][34][41] - [12][23][34][41].$$

The latter can be related to the $s_{ij}$ through $\Delta = (\epsilon_5)^2$, where $\Delta$ is the Gram determinant of the external momenta $\Delta = \det(s_{ij})_{i,j=1}^5$. Note that we take the external states and momenta to live in four-dimensional Minkowski space, and perform the loop integrations in $D = 4 - 2\varepsilon$ dimensions to regularise the divergences.

Scattering amplitudes depend on the kinematics through rational and special functions. For massless five-particle scattering up to two loops, the latter were conjectured [28] and later shown [29–32] to belong to a class of polylogarithmic functions called pentagon functions [28].

The pentagon functions can be conveniently written as $\mathbb{Q}$-linear combinations of Chen iterated integrals [37],

$$[W_{i_1}, \ldots, W_{i_n}]_{X_0}(X) = \int_\gamma d\log W_n(X') [W_{i_1}, \ldots, W_{i_{n-1}}]_{X_0}(X'),$$

where the integration contour $\gamma$ connects the boundary point $X_0$ to $X$. The iteration starts with $[\ ]_{X_0} = 1$. The number of integrations is called transcendental weight. The $W_i$ are algebraic functions of the kinematics called letters. Not any integral of the form (2.3)
actually corresponds to a function. In general, one has to consider \( Q \)-linear combinations of such objects, such that the sum satisfies certain integrability conditions. The latter essentially state that the partial derivatives commute. As a result, the Chen iterated integrals are homotopy functionals: once the endpoints \( X_0 \) and \( X \) are fixed, their value does not change under smooth deformations of the contour \( \gamma \). On the other hand, if during the deformation the contour \( \gamma \) crosses a pole, then the iterated integral picks up a residue. The Chen iterated integrals are thus multi-valued functions. Within a region of analyticity, the Chen iterated integrals depend only on the letters and boundary points \( X_0 \) and \( X \), which motivates our notation in Eq. (2.3).

In the massless five-particle scattering amplitudes up to two loops there are 31 independent letters, defined in Eqs. (2.5) and (2.6) of Ref. [28]. They form the so-called pentagon alphabet. All of them have a definite behaviour under parity conjugation: 26 have even parity,

\[
d \log(W_i) = +d \log W_i, \quad i = 1, \ldots, 25, 31, \quad (2.4)
\]

and 5 have odd parity,

\[
d \log(W_i) = -d \log W_i, \quad i = 26, \ldots, 30. \quad (2.5)
\]

The first entries of the iterated integrals encode their discontinuities. They are therefore subject to physical constraints: a scattering amplitude may have discontinuities only where two-particle Mandelstam invariants \( s_{ij} \) vanish. As a result, only ten letters are allowed as first entries in the pentagon functions: \( \{s_{ij}\}_{i<j=1}^5 = \{W_i\}_{i=1}^5 \cup \{W_i\}_{i=16}^{20} \).

Of the other parity-even letters, \( \{W_i\}_{i=6}^{15} \) and \( \{W_i\}_{i=21}^{30} \) are given by simple combinations of \( s_{ij} \), obtained from \( s_{34} + s_{45} \) by permutation of the external legs. The last 6 letters are genuine to the five-particle kinematics, as they depend on the pseudoscalar invariant \( \epsilon_5 \). The five odd letters, \( \{W_i\}_{i=26}^{30} \), can be written as cyclic permutations of

\[
W_{26} = \frac{\text{tr} \left[ (1 - \gamma_5) \slashed{p}_4 \slashed{p}_5 \slashed{p}_1 \slashed{p}_2 \right]}{\text{tr} \left[ (1 + \gamma_5) \slashed{p}_4 \slashed{p}_5 \slashed{p}_1 \slashed{p}_2 \right]}, \quad (2.6)
\]

and are therefore pure phases. Finally, \( W_{31} = \epsilon_5 \). Note that the presence of \( \epsilon_5 \) makes the dependence on the kinematics algebraic, rather than rational, since its absolute value can be written in terms of the \( s_{ij} \) as the square root of the Gram determinant \( \Delta \).

Deeper entries of the iterated integrals are related to iterated discontinuities. In this regard, it is interesting to note that certain pairs of letters never appear as the first two entries [28, 31, 32]. It would be of great interest to find the physical principle underlying this second entry condition, which at the moment is a mere observation.

We consider the kinematics to lie in the \( s_{12} \) channel. This physical scattering region is defined by

\[
\{s_{12}, s_{34}, s_{35}, s_{45}\} \geq 0, \quad (2.7)
\]

\[
\{s_{13}, s_{14}, s_{15}, s_{23}, s_{24}, s_{25}\} \leq 0, \quad (2.8)
\]

\[
\Delta \leq 0, \quad (2.9)
\]
which correspond to positive $s$-channel energies, negative $t$-channel energies, and reality of the momenta, respectively. Within this region, all the Feynman integrals are analytic. The homotopy invariance thus allows us to choose the most convenient contour for the integration, as long as it never leaves the $s_{12}$ channel. As boundary point we choose

$$X_0 = \{3, -1, 1, 1, -1\}, \quad \epsilon_5|_{X_0} = i\sqrt{3}. \quad (2.10)$$

If the contour leaves the scattering region, care needs to be taken that the multi-valued functions are analytically continued to their sheet corresponding to the Feynman prescription (see e.g. Refs. [27, 38]).

The pentagon functions can also be written in terms of polylogarithmic functions. Up to weight 2, logarithms and dilogarithms are sufficient. For instance,

$$[W_1]_{X_0} (X) = \log \left( \frac{s_{12}}{3} \right), \quad (2.11)$$

$$[W_5/W_2, W_{12}/W_2]_{X_0} (X) = -\text{Li}_2 \left( 1 - \frac{s_{15}}{s_{23}} \right). \quad (2.12)$$

It is important to note that the pentagon alphabet can be rationalised. This is possible by using e.g. the momentum-twistor parametrisation of Ref. [39] or the $\beta_i$ variables of Ref. [40]. As a result, the pentagon functions can be written in terms of Goncharov polyplogarithms [41] at any weight.

### 3 The two-loop five-point $\mathcal{N} = 4$ sYM and $\mathcal{N} = 8$ supergravity amplitudes

In this section we discuss the two-loop five-particle amplitudes in $\mathcal{N} = 4$ super Yang-Mills theory and $\mathcal{N} = 8$ supergravity. They have been computed at symbol level in Refs. [31, 33–35]. We obtain expressions for both the amplitudes in terms of rational functions of the kinematics and pure Feynman integrals. They thus exhibit manifestly uniform transcendental weight at all orders in $\epsilon$. After defining our notation, we discuss the structure of these expressions and show how we obtain them starting from the integrands presented in Ref. [42]. Finally, we review the factorisation of infrared singularities in both theories, and define hard functions where the dimensional regulator $\epsilon$ can be removed.

We expand the five-point amplitude in $\mathcal{N} = 4$ super Yang-Mills in the coupling constant $a = e^{-\epsilon\gamma_E g^2/(4\pi)^2-\epsilon}$ as

$$A_5 = \delta^{(4)} (p_1 + p_2 + p_3 + p_4 + p_5) \delta^{(8)} (Q) g^3 \sum_{\ell \geq 0} a^\ell A_5^{(\ell)}, \quad (3.1)$$

where we extracted the overall momentum and super-momentum $Q$ conservation delta functions. In order to make the $SU(N_c)$ colour dependence explicit, we further decompose
the five-point amplitudes $A^{(\ell)}_5$ up to two loops as

\[
A^{(0)}_5 = \sum_{\lambda=1}^{12} A^{(0)}_\lambda T_\lambda, \tag{3.2}
\]

\[
A^{(1)}_5 = \sum_{\lambda=1}^{12} N_c A^{(1,0)}_\lambda T_\lambda + \sum_{\lambda=13}^{22} A^{(1,1)}_\lambda T_\lambda, \tag{3.3}
\]

\[
A^{(2)}_5 = \sum_{\lambda=1}^{12} \left(N_c^2 A^{(2,0)}_\lambda + A^{(2,2)}_\lambda\right) T_\lambda + \sum_{\lambda=13}^{22} \left(N_c A^{(2,1)}_\lambda\right) T_\lambda, \tag{3.4}
\]

where \{T_\lambda\}, $\lambda = 1, \ldots, 22$, is the colour basis of Ref. [43]. It contains 12 single traces,

\[
T_1 = \text{Tr}(12345) - \text{Tr}(15432), \quad T_2 = \text{Tr}(14325) - \text{Tr}(15234),
\]

\[
T_5 = \text{Tr}(14235) - \text{Tr}(15324), \quad T_6 = \text{Tr}(13245) - \text{Tr}(15423),
\]

\[
T_7 = \text{Tr}(12543) - \text{Tr}(13452), \quad T_8 = \text{Tr}(14523) - \text{Tr}(13254),
\]

\[
T_9 = \text{Tr}(13524) - \text{Tr}(14253), \quad T_{10} = \text{Tr}(12534) - \text{Tr}(14352),
\]

\[
T_{11} = \text{Tr}(14532) - \text{Tr}(12354), \quad T_{12} = \text{Tr}(13542) - \text{Tr}(12453),
\]

as well as 10 double traces,

\[
T_{13} = \text{Tr}(12)[\text{Tr}(345) - \text{Tr}(543)], \quad T_{14} = \text{Tr}(23)[\text{Tr}(451) - \text{Tr}(154)],
\]

\[
T_{15} = \text{Tr}(34)[\text{Tr}(512) - \text{Tr}(215)], \quad T_{16} = \text{Tr}(45)[\text{Tr}(123) - \text{Tr}(321)],
\]

\[
T_{17} = \text{Tr}(51)[\text{Tr}(234) - \text{Tr}(432)], \quad T_{18} = \text{Tr}(13)[\text{Tr}(245) - \text{Tr}(542)],
\]

\[
T_{19} = \text{Tr}(24)[\text{Tr}(351) - \text{Tr}(153)], \quad T_{20} = \text{Tr}(35)[\text{Tr}(412) - \text{Tr}(214)],
\]

\[
T_{21} = \text{Tr}(41)[\text{Tr}(523) - \text{Tr}(325)], \quad T_{22} = \text{Tr}(52)[\text{Tr}(134) - \text{Tr}(431)],
\]

with \text{Tr}(ij \cdots) = \text{Tr}(\tilde{T}^a_i \tilde{T}^a_j \cdots), where \tilde{T}^a = \sqrt{2}T^a and $T^a$ are generators of $SU(N_c)$ in the fundamental representation normalised such that \text{Tr}(T^a T^b) = \frac{1}{2} \delta^{ab}$.

The leading-colour components $A^{(\ell,0)}_n$ in this decomposition correspond to the planar part of the amplitude, since they receive contributions only from planar diagrams where the ordering of the external legs matches that of the generators in the corresponding trace. The complete amplitude, and therefore all the partial amplitudes $A^{(\ell,k)}_\lambda$, are symmetric under permutations of the external legs $S_5$. Moreover, the partial amplitudes satisfy group-theoretic relations [43, 44], which follow from the decomposition in the basis \{T_\lambda\}. At one loop, the double-trace components $A^{(1,1)}_\lambda$ can be written as linear combinations of the planar ones $A^{(1,0)}_\lambda$. At two loops, the colour-subleading single-trace components $A^{(2,2)}_\lambda$ can be expressed in terms of the planar $A^{(2,0)}_\lambda$ and of the double-trace $A^{(2,1)}_\lambda$ components.

The tree-level amplitude is given by the Parke-Taylor formula [45, 46]

\[
A^{(0)}_1 = \frac{1}{(12)(23)(34)(45)(51)}, \tag{3.7}
\]

where we recall that the subscript refers to the colour decomposition (3.2). The other single-trace components in Eq. (3.2) are simply obtained by permuting the external momenta in
\[ \text{Eq. (3.7). Since the Parke-Taylor factors will appear many times in the rest of the paper, we introduce the short-hand notation} \]
\[ \text{PT}(i_1 i_2 i_3 i_4 i_5) = \frac{1}{\langle i_1 i_2 \rangle \langle i_2 i_3 \rangle \langle i_3 i_4 \rangle \langle i_4 i_5 \rangle \langle i_5 i_1 \rangle}. \] (3.8)

The integrand of the one-loop five-particle amplitude is given e.g. in Refs. [42, 47].

We expand the five-graviton amplitude in \( \mathcal{N} = 8 \) supergravity in the gravitational coupling constant \( \kappa \), with \( \kappa^2 = 32\pi G \), as
\[ M_5 = \delta^{(4)}(p_1 + p_2 + p_3 + p_4 + p_5) \delta^{(16)}(Q) \sum_{\ell \geq 0} \left( \frac{\kappa}{2} \right)^{2\ell+3} \left( \frac{e^{-\gamma_E}}{(4\pi)^2-\epsilon} \right)^\ell M_5^{(\ell)}, \] (3.9)
where we have extracted the overall momentum and super-momentum \( Q \) conservation delta functions. Note that \( \kappa \) has dimension of \( 1/p \). Note that there is no concept of colour in supergravity, and the partial amplitudes \( M_5^{(\ell)} \) are therefore intrinsically non-planar. Just like in the \( \mathcal{N} = 4 \) super Yang-Mills case they are invariant under permutations of the external legs. This symmetry can however be hidden in the explicit representation of the amplitude, as can be observed in the following expression for the tree-level amplitude [48],
\[ M_5^{(0)} = s_{12}s_{34} \text{PT}(12345) \text{PT}(21435) + s_{13}s_{24} \text{PT}(13245) \text{PT}(31425). \] (3.10)

The integrand of the one-loop five-graviton amplitude can be found for instance in Refs. [42, 49].

### 3.1 Expected structure of the two-loop amplitudes

Having an insight into the final structure of the integrated amplitudes can simplify the computation dramatically. The two-loop five-point amplitudes in \( \mathcal{N} = 4 \) super Yang-Mills and \( \mathcal{N} = 8 \) supergravity, in particular, have been shown at symbol level [31, 33–35] to have uniform transcendental weight [50]. The discussion below follows that of Refs. [31, 33–35], where all of this was studied at symbol level.

In order to define this property of the amplitudes, it is convenient to start from the Feynman integrals which contribute to them. It was conjectured [28] and then shown by explicit computation [29–32] that all the massless five-point Feynman integrals up to two loops can be rewritten as linear combinations of pure integrals [50]. An \( \ell \)-loop integral \( I^{(\ell)}_{\text{pure}} \) is pure if it has the very simple structure
\[ I^{(\ell)}_{\text{pure}}(X, \epsilon) = \frac{n}{\epsilon^{2\ell}} \sum_{w=0}^{\infty} \epsilon^w h^{(w)}(X), \] (3.11)
where \( n \) is an arbitrary constant normalization factor, and \( h^{(w)} \) is a weight-\( w \) function (see Section 2). At two loops, for instance, the Laurent expansion in \( \epsilon \) of a pure integral starts with a constant leading pole, followed by logarithms at order \( 1/\epsilon^3 \), and in general weight-\( w \) functions at order \( \epsilon^{w-4} \).
As a result, a generic massless two-loop five-point (partial) amplitude \( F_5^{(2)} \) can be written as
\[
F_5^{(2)} = \sum_i R_i(\lambda, \bar{\lambda}, \epsilon) I_i^{(2)\text{pure}},
\] (3.12)
where \( I_i^{(2)\text{pure}} \) are pure two-loop integrals, and the prefactors \( R_i \) depend rationally on both the external spinors and \( \epsilon \). If the latter do not depend on \( \epsilon \), the (partial) amplitude \( F_5^{(2)} \) is said to have uniform transcendental weight.

This property of the integrated amplitude is related to its integrand by a conjecture [51]. If the four-dimensional integrand\(^1\) can be written in a so-called \( d \log \)-form [52–56] with constant prefactors and all square roots can be rationalised, then the integrated expression has uniform transcendental weight. In order to determine whether such a rewriting is possible, it is useful to study the poles [50, 51, 57, 58]. A \( d \log \) integrand, in fact, cannot have double poles.

The absence of double poles has been shown for several integrands in \( N = 4 \) super Yang-Mills [54, 59], and all MHV amplitudes have been conjectured to have uniform transcendental weight [5, 59–61]. Their leading singularities [62], namely the rational prefactors of the pure integrals, are known [63] to be given by Parke-Taylor tree-level amplitudes (3.8) only\(^2\). In the five-point case, only six of them are linearly independent. Following Ref. [55], we choose the basis
\[
\begin{align*}
PT_1 &= PT(12345), & PT_2 &= PT(12354), \\
PT_3 &= PT(12453), & PT_4 &= PT(12534), \\
PT_5 &= PT(13425), & PT_6 &= PT(15423).
\end{align*}
\] (3.13)

The partial amplitudes of Eq. (3.4) are thus expected to have the structure
\[
A^{(2,k)}_\lambda = \sum_{i=1}^{6} \sum_j a^{(2,k)}_{\lambda,ij} PT_i I_j^{(2)\text{pure}},
\] (3.14)
where \( a^{(k)}_{\lambda,ij} \in \mathbb{Q} \), and \( I_j^{(2)\text{pure}} \) are pure two-loop integrals.

Double or higher poles may appear in the integrands of the amplitudes in \( N = 8 \) supergravity in general. The two-loop five-graviton amplitude in particular, however, has been shown to be free of double poles at least at infinity [64, 65]. This hint of uniform transcendentality was indeed confirmed by the explicit computation of the symbol of the amplitude [34, 35]. The leading singularities \( s_i^{(2)} \) form a 45-dimensional space, spanned by 40 permutations of
\[
s_1^{(2)} = s_{12}s_{23}s_{34}s_{45}PT(12345)PT(21435),
\] (3.15)
\(^1\)The analysis of the four-dimensional integrand is sometimes insufficient to determine the pureness of an integral. We refer the interested reader to Ref. [32] for progress towards a \( D \)-dimensional integrand analysis.

\(^2\)These properties are manifest in the representation of the four-dimensional integrand of the two-loop five-particle amplitude given by Ref. [55].
and by
\[ r_{40+k}^{(2)} = \frac{s_{k,k+1}}{\epsilon_5} \frac{[12][23][34][45][51]}{\langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 45 \rangle \langle 51 \rangle}, \quad \text{for } k = 1, \ldots, 5, \]
where the indices of the Mandelstam invariant \( s_{k,k+1} \) are defined modulo 5. Our explicit choice of basis is provided in the ancillary files of Ref. [34]. The ensuing expected structure of the \( \mathcal{N} = 8 \) supergravity amplitude then is
\[ M_5^{(2)} = \sum_{i=1}^{45} \sum_j m_{ij}^{(2)} r_i^{(2)} I_j^{(2)\text{pure}}, \]
where \( m_{ij}^{(2)} \in \mathbb{Q} \).

### 3.2 Two-loop integrands

The integrands of two-loop five-point \( \mathcal{N} = 4 \) super-Yang-Mills and \( \mathcal{N} = 8 \) supergravity amplitudes were obtained in Ref. [42] using \( D \)-dimensional unitarity and colour-kinematics duality.

The integrand of the two-loop five-point amplitude in \( \mathcal{N} = 4 \) super-Yang-Mills can be written as
\[ A_5^{(2)} = \sum_{S_5} \left( \frac{1}{2} I_{N=4}^{(a)} + \frac{1}{4} I_{N=4}^{(b)} + \frac{1}{4} I_{N=4}^{(c)} + \frac{1}{4} I_{N=4}^{(d)} + \frac{1}{4} I_{N=4}^{(e)} + \frac{1}{4} I_{N=4}^{(f)} \right), \]
where the sum runs over the permutations of the external legs, and the integral upper indices correspond to the diagrams in Fig. 1. Schematically, each of the six integrals in Eq. (3.18) has the form
\[ I_{N=4}^{(x)} = \int \frac{d^D l_1}{i\pi^{D/2}} \frac{d^D l_2}{i\pi^{D/2}} \frac{c^{(x)} N^{(x)}}{D_1^{(x)} \cdots D_8^{(x)}}, \quad \text{for } x = a, b, \ldots, f. \]
Here, the $D_i^{(x)}$ are the propagators associated with the graph $(x)$ in Fig. 1 (for the graphs (d), (e) and (f) one of the propagators is given by $1/s_{12}$). The colour factor $c^{(x)}$ is a product of Lie-algebra structure constants, which we write as a vector in the colour basis given by Eqs. (3.5) and (3.6). $N^{(x)}$ is a numerator in the Bern-Carrasco-Johansson form [66], which depends at most linearly in the loop momenta. For the explicit expressions of colour factors and numerators we refer to Eqs. (4.15) and Table I of the original work [42], respectively.

As for $\mathcal{N} = 8$ supergravity, the integrand of the two-loop five-graviton amplitude takes the same form as Eq. (3.18),

\[
M_5^{(2)} = \sum_{S_5} \left( \frac{1}{2} I_{N=8}^{(a)} + \frac{1}{4} I_{N=8}^{(b)} + \frac{1}{4} I_{N=8}^{(c)} + \frac{1}{2} I_{N=8}^{(d)} + \frac{1}{4} I_{N=8}^{(e)} + \frac{1}{4} I_{N=8}^{(f)} \right),
\]

but the integrals have different numerators and no colour factor,

\[
I_{N=8}^{(x)} = \int \frac{d^D l_1}{i\pi^D/2} \frac{d^D l_2}{i\pi^D/2} \frac{\tilde{N}^{(x)}}{D_1^{(x)} \ldots D_8^{(x)}}, \quad \text{for} \quad x = a, b, \ldots, f.
\]

The numerators $\tilde{N}^{(x)}$ are obtained by “squaring” the $\mathcal{N} = 4$ super Yang-Mills ones as shown in Eq. (4.17) of Ref. [42], and thus depend at most quadratically in the loop momenta.

Note that the integrals (3.19) and (3.21), and therefore all the results presented in this paper, are not dimensionless. They can be made dimensionless by multiplying them by a factor of $(\mu^2)^{2\epsilon}$, for some scale $\mu$.

### 3.3 Pure integral bases

The massless two-loop five-point integrals are organized into three integral families, whose propagator structures are given by the graphs (a), (b) and (c) in Fig. 1. The integrals $a$ and $d$ belong to the planar pentagon-box family, spanned by 61 master integrals, $\{I_1^{(a)}\}_{i=1}^{61}$, computed in Refs. [38, 67, 68]. The non-planar hexagon-box family, which includes the integrals $b$ and $e$, is spanned by 73 master integrals, $\{I_1^{(b)}\}_{i=1}^{73}$, calculated in Ref. [30] (see also [13, 28, 29, 69]). Finally, the integrals $c$ and $f$ belong to the non-planar double-pentagon family, which has 108 master integrals, $\{I_1^{(c)}\}_{i=1}^{108}$, computed in Refs. [32, 36] (see also [31]). Note that the integrals $d$, $e$ and $f$ effectively have four-point kinematics, and are also known from Refs. [70, 71].

Our strategy for integrating the integrands (3.18) and (3.20) is the following. First, we use integration-by-parts (IBP) identities [72] to rewrite the summands of Eqs. (3.18) and (3.20) in terms of master integrals. Note that at this stage we do not perform any permutation of the external legs. Since the numerator degree is low, we can use either the public available IBP packages like FIRE6 [73], Kira [74] and Reduze2 [75], or private IBP solvers with novel approaches [76–79]. The resulting form of the super Yang-Mills amplitude is

\[
A_5^{(2)} = \sum_{S_5} \left[ \sum_{\lambda=1}^{22} \left( \frac{61}{\lambda} c^{(a)}_{\lambda, j} I_j^{(a)} + \frac{73}{\lambda} c^{(b)}_{\lambda, j} I_j^{(b)} + \frac{108}{\lambda} c^{(c)}_{\lambda, j} I_j^{(c)} \right) T_{\lambda}\right],
\]
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and similarly for the supergravity amplitude. The prefactors \( c^{(x)}_{\lambda,j} = c^{(x)}_{\lambda,\bar{\lambda},N_c,\epsilon} \) depend on \( N_c \), on the spinor products of the external momenta, and on \( \epsilon \).

The choice of master integrals at this stage is somewhat arbitrary, and follows from the algorithm used in the solution of the IBP identities. It is extremely convenient to make a specific choice, namely to transform to a basis of pure master integrals. The pure master integrals \( \tilde{I}^{(x)} = \{ \tilde{I}^{(x)}_i \}_{i=1}^{n_x} \) of each family \( x = a,b,c \) satisfy a differential equation in the canonical form [50]

\[
d\tilde{I}^{(x)}(X,\epsilon) = \epsilon \sum_{i=1}^{31} A_i^{(x)} d\log W_i(X) \cdot \tilde{I}^{(x)}(X,\epsilon),
\]

where the \( A_i^{(x)} \) are constant rational matrices and the \( W_i \) are letters of the pentagon alphabet [28, 32] reviewed in Section 2. Once the boundary values are known, the solution of Eq. (3.23) in terms of iterated integrals or Goncharov polylogarithms [80, 81] is straightforward. Different choices of pure master integral bases can be found in the references mentioned above together with the differential equations they satisfy. We use the ones of Ref. [36], where also the boundary values are computed for all permutations of the external legs at the kinematic point given by Eq. (2.10).

In order to perform the change of master integrals, we first reduce the pure bases to the bases chosen by the IBP solver. This way we determine the transformation matrices \( T^{(x)} \),

\[
\tilde{I}^{(x)} = T^{(x)} \cdot I^{(x)}.
\]

Then, we compute the inverse transformation matrices \( (T^{(x)})^{-1} \) using the sparse linear algebra method of Ref. [78], and use them to rewrite the amplitudes in terms of pure integrals,

\[
A^{(2)}_5 = \sum_{S_5} \sum_{\lambda=1}^{22} \left( \sum_{j=1}^{61} c^{(a)}_{\lambda,j} \tilde{i}^{(a)}_j + \sum_{j=1}^{73} c^{(b)}_{\lambda,j} \tilde{i}^{(b)}_j + \sum_{j=1}^{108} c^{(c)}_{\lambda,j} \tilde{i}^{(c)}_j \right) T_{\lambda},
\]

and similarly for the \( N = 8 \) supergravity amplitude. Note that, at this stage, the prefactors of the integrals \( c^{(x)}_{\lambda,j} = c^{(x)}_{\lambda,\bar{\lambda},N_c,\epsilon} \) still depend not only on the kinematics and on \( N_c \), but also on \( \epsilon \). Similarly, the pure integral prefactors of the \( N = 8 \) amplitude also depend on \( \epsilon \). Therefore, before summing up the different permutations, these amplitudes do not yet exhibit uniform transcendentality in a manifest way.

### 3.4 Permutation of the external legs and integrated expressions

As a final step, we need to sum over the permutations of the external legs. This step involves two issues, related to the rational functions and to the integrals, respectively.

The integrals enter the amplitudes in all permutations of the external legs. As a result, we need to know them in all the kinematic regions. This can in principle by achieved via analytic continuation, see e.g. Refs. [27, 38], but this approach is cumbersome and error-prone. A different strategy was followed in Ref. [36]. Each permutation of the required
master integrals was considered separately, and computed directly in the $s_{12}$-channel. Permuting the differential equations is in fact straightforward, as they are rational in the kinematic variables. The boundary values were computed for all permutations of the external legs. In addition, relations between integrals of different families and with permuted external legs were found, in order to rewrite the amplitudes in terms of fewer pure integrals. We make use of these results of Ref. [36]. No analytic continuation is needed.

The rational prefactors are trivial from the analytic point of view, but their proliferation in the sum over the permutations leads to a rapid growth in size of the expression. In order to tame this, we substitute the kinematic variables with random numbers in the rational prefactors. Note that we use rational numbers rather than floating-point numbers, so that there is no loss in precision. Then we make an ansatz of a $\mathbb{Q}$-linear combination of the known leading singularities – see Section 3.1 – for the prefactor of each pure integral, and fix the unknown coefficients with just 6 (45) independent random evaluations of the $\mathcal{N} = 4$ super Yang-Mills ($\mathcal{N} = 8$ supergravity) amplitude. Additional evaluations are used to validate the result.

Note that the dependence on $\epsilon$ in the rational prefactors of the pure integrals drops out only after summing up all permutations and removing the redundancy due to the relations between the pure integrals of different families and in different orientations. Only then do the amplitudes become uniformly transcendental in a manifest way.

Finally, we obtain expressions for the two-loop five-point amplitudes in $\mathcal{N} = 4$ super Yang-Mills and $\mathcal{N} = 8$ supergravity of the form given by Eq. (3.14) and (3.17), respectively. The leading singularities are those given in Section 3.1, and the pure integrals are a set of the pure master integrals spanning the three relevant integral families in all orientations of the external legs.

We therefore have full analytical and numerical control over the amplitudes. Using the differential equations and the boundary constants of Ref. [36], we can straightforwardly rewrite them in terms of iterated integrals or Goncharov polylogarithms, and evaluate them anywhere in the physical scattering regions.

3.5 Infrared factorisation and hard functions

The infrared – soft and collinear – divergences of scattering amplitudes factorise in well known ways in both gauge and gravity theories. As a result, the infrared-singular part of an amplitude is entirely determined by lower-loop information. This not only constitutes a useful check on amplitude calculations, but also allows to define an infrared-safe hard or remainder function, where the infrared singularities are removed. Experience shows that the hard functions exhibit a much simpler structure than the amplitudes. In Section 3.5.1 we review the infrared factorisation of massless scattering amplitudes in gauge theories, whereas Section 3.5.2 is devoted to the infrared structure of graviton amplitudes.
3.5.1 $\mathcal{N} = 4$ super Yang-Mills

The infrared singularities of massless scattering amplitudes in gauge theories factorise to all orders in the coupling according to the formula [82–86]

$$\mathcal{A}_5 \left( \frac{s_{ij}}{\mu^2}, a(\mu_F^2), \epsilon \right) = Z_5 \left( \frac{s_{ij}}{\mu_F^2}, a(\mu_F^2), \epsilon \right) \mathcal{A}_5^f \left( \frac{s_{ij}}{\mu^2}, \mu_F^2, a(\mu^2), \epsilon \right),$$

(3.26)

where the operator $Z_5$ captures all the poles in $\epsilon$, and the remaining amplitude $\mathcal{A}_5^f$ is therefore finite. Here, $\mu$ and $\mu_F$ are the renormalisation and factorisation scale, respectively, which for simplicity we choose to be equal. Will will often choose $\mu = 1$, as the explicit dependence can be recovered from dimensional analysis. Note that, since we treat the amplitudes as vectors in colour space, the pole operator $Z_5$ is a matrix, which we denote in bold face.

Letting $\epsilon \to 0$ in the finite amplitude defines the hard or remainder function,

$$\mathcal{H}_5 = \lim_{\epsilon \to 0} \mathcal{A}_5^f.$$

(3.27)

We adopt the MS scheme, namely we keep only the pure pole part in the operator $Z_5$ and neglect the finite terms. The operator $Z_5$ may then be written as the path ordered exponential of an anomalous dimension, which up to two-loop order is given by a concise “dipole” form:

$$\Gamma_5 \equiv -\gamma_{\text{cusp}} \sum_{i<j}^5 (T_i \cdot T_j) \log \left( \frac{-s_{ij}}{\mu^2} \right) + \sum_{i=1}^5 \gamma_c,$$

(3.28)

where the operators $T_i^a$ insert a colour generator in the adjoint representation on the $i^{th}$ leg. Explicitly, their action on the generators of $SU(N_c)$ $T^a_i$ is

$$T_i^b \circ T_i^a = \begin{cases} 0, & j \neq i, \\ -if_{ba,i}^c T^c_i, & j = i. \end{cases}$$

(3.29)

The renormalisation operator is then given by (using the fact that the $\beta$-function of $\mathcal{N} = 4$ super Yang-Mills vanishes) [85]:

$$\log Z_5 = a \left( \frac{\Gamma_5^{(1)}}{4 \epsilon^2} + \frac{\Gamma_5^{(1)}}{2 \epsilon} \right) + a^2 \left( \frac{\Gamma_5^{(2)}}{16 \epsilon^2} + \frac{\Gamma_5^{(2)}}{4 \epsilon} \right) + O(a^3),$$

(3.30)

where $\Gamma_5^{(\ell)}$ is the coefficient of $a^\ell$ in $\Gamma_5$ and

$$\Gamma_5' = \mu \frac{\partial}{\partial \mu} \Gamma_5 = 2 \gamma_{\text{cusp}} \sum_{i<j}^5 (T_i \cdot T_j) = -5C_A \gamma_{\text{cusp}},$$

(3.31)

with $C_A = N_c$. Finally, $\gamma_{\text{cusp}}$ is the cusp anomalous dimension normalised by the quadratic Casimir in the adjoint representation $C_A$ [87–93],

$$\gamma_{\text{cusp}} = 4a - \frac{4\pi^2}{3} C_A a^2 + O(a^3),$$

(3.32)
and \( \gamma_c = 2\zeta_3 C_A a^2 + O(a^3) \) is the collinear anomalous dimension.

The analytic continuation of the logarithms in \( \Gamma_5 \) (3.28) to the desired region is achieved by adding a small imaginary part to each timelike \( s_{ij} \),

\[
\log \left( -s_{ij} - i\epsilon^+ \right) = \begin{cases} 
\log s_{ij} - i\pi, & \text{if } s_{ij} > 0, \\
\log (-s_{ij}), & \text{if } s_{ij} < 0.
\end{cases}
\]  

(3.33)

Denoting \( A^{(\ell)}_{5,k} \) the order-\( \epsilon^k \) term of \( A^{(\ell)}_5 \), the one and two-loop hard functions in the \( \overline{\text{MS}} \) scheme are thus explicitly given as

\[
\mathcal{H}^{(1)}_5 = A^{(1)}_{5;0},
\]

(3.34)

\[
\mathcal{H}^{(2)}_5 = A^{(2)}_{5;0} + 5 C_A A^{(1)}_{5;2} + 2 \sum_{i<j}^5 (T_i \cdot T_j) \log \left( \frac{-s_{ij}}{\mu^2} \right) A^{(1)}_{5;1}.
\]

(3.35)

The subleading coefficients of the one-loop amplitudes are essential in this formula.

### 3.5.2 \( \mathcal{N} = 8 \) supergravity

Perturbative gravity has a much simpler infrared structure as compared to Yang-Mills theories. Graviton scattering amplitudes are in fact free of collinear divergences [94], and exhibit soft divergences only. This results in a single pole in the dimensional regulator \( \epsilon = (4 - D)/2 \) per loop order, rather than a double pole as in Yang-Mills theories. Moreover, due to the absence of colour, the renormalization factor is a simple exponential (as opposed to a path-ordered exponential). The divergences exponentiate in a remarkably simple way [24, 94–99],

\[
\mathcal{M}_5 = S_5 M^f_5.
\]

(3.36)

The gravitational soft function \( S_5 \) captures all divergences due to soft graviton exchanges, and is obtained to all orders in the coupling by exponentiating the infrared divergence of the one-loop amplitude,

\[
S_5 = \exp \left[ \frac{\sigma_5}{\epsilon} \right], \quad \sigma_5 = \left( \frac{\kappa}{2} \right)^2 \sum_{j=1}^5 \sum_{i<j} s_{ij} \log \left( \frac{-s_{ij}}{\mu^2} \right)
\]

(3.37)

where \( \mu \) is a factorization scale. We choose \( \mu = 1 \) for simplicity. The soft divergences of graviton amplitudes are in this sense one-loop exact. The analytic continuation of the logarithms to the desired scattering region is given by Eq. (3.33).

Just like in the Yang-Mills case, we can let \( \epsilon \to 0 \) in the finite amplitude \( M^f_5 \), and in this way define an infrared-safe hard or remainder function,

\[
F_5 \equiv \lim_{\epsilon \to 0} M^f_5.
\]

(3.38)

The one and two-loop contributions are given by

\[
F^{(1)}_5 = M^{(1)}_{5;0},
\]

(3.39)

\[
F^{(2)}_5 = M^{(2)}_{5;0} - \sigma_5 M^{(1)}_{5;1},
\]

(3.40)

where \( M^{(\ell)}_{5,k} \) is the order-\( \epsilon^k \) term of \( M^{(\ell)}_5 \).
3.6 The two-loop hard functions

In this section we present our results for the two-loop five-particle hard functions in $\mathcal{N} = 4$ super Yang-Mills and $\mathcal{N} = 8$ supergravity. We first discuss their structure, and then provide numerical reference values for future cross-checks.

Let us begin with $\mathcal{N} = 4$ super Yang-Mills. In the definition of the two-loop hard function (3.35), the one-loop amplitude is needed up to order $\epsilon^2$. In order to obtain it, we started from the integrand of Refs. [42], and followed the same procedure described for the two-loop amplitude. The result has manifestly uniform transcendental weight, with the same set of rational functions as the two-loop amplitude,

$$A^{(1,k)}_{\lambda} = \sum_{i=1}^{6} \sum_{j} a^{(1,k)}_{\lambda,ij} \mathrm{PT}_i \mathcal{I}^{(1)\text{pure}}_j, \quad (3.41)$$

where $a^{(1,k)}_{\lambda,ij} \in \mathbb{Q}$ and $\mathcal{I}^{(1)\text{pure}}_j$ are pure one-loop integrals. Putting together the one and two-loop amplitudes as given by Eqs. (3.41) and (3.14) gives expressions for the one and two-loop hard functions of the form

$$H^{(1,k)}_{\lambda} = \sum_{i=1}^{6} \sum_{j} b^{(1,k)}_{\lambda,ij} \mathrm{PT}_i P^{(2)}_j, \quad (3.42)$$

$$H^{(2,k)}_{\lambda} = \sum_{i=1}^{6} \sum_{j} b^{(2,k)}_{\lambda,ij} \mathrm{PT}_i P^{(4)}_j, \quad (3.43)$$

where $b^{(\ell,k)}_{\lambda,ij} \in \mathbb{Q}$ and $P^{(w)}_j$ are weight-$w$ pentagon functions. We adopted for the hard functions the same colour decomposition as for the amplitudes, given by Eqs. (3.3) and (3.4). We find that the letter $W_{31}$ of the pentagon alphabet, present in the amplitudes, completely drops out of the hard function, as was already observed at symbol level [31, 33].

We have full analytical control over the two-loop hard function in the form given by Eq. (3.43). This allowed us to compute its asymptotic behaviour in the multi-Regge limit, as we discuss in Section 5. We can also evaluate the hard function anywhere in the physical scattering region. In order to facilitate future cross-checks, we provide numerical values at the reference point

$$X_R = \left\{ \begin{array}{c}
\frac{13}{4}, -\frac{9}{11}, \frac{3}{2}, \frac{3}{4}, -\frac{2}{3}
\end{array} \right\}, \quad \text{with} \quad \epsilon_5 = i \frac{\sqrt{22767}}{264}, \quad (3.44)$$

in Table 1.

The two-loop hard function $F^{(2)}_{\mathcal{N} = 8}$ in $\mathcal{N} = 8$ supergravity is defined by Eq. (3.40) in terms of the finite part of the two-loop amplitude $M^{(2)}_5$ (3.17), of the order-$\epsilon$ part of the one-loop amplitude $M^{(1)}_5$ (3.45), and of the soft factor $\sigma_5$ (3.37). It is worth stressing that the logarithms in the latter have to be analytically continued to the $s_{12}$ channel as prescribed by Eq. (3.33). We obtained the one-loop amplitude by applying the same procedure described for the two-loop amplitude on the one-loop integrand presented in
Table 1: Numerical values in the kinematic point (3.44) of the two-loop five-particle hard
function in $\mathcal{N} = 4$ super Yang-Mills normalised by the Parke-Taylor factor $\PT_1^{(3.13)}$, $H_5^{(2)}/\PT_1$. The rows correspond to the decomposition in the colour basis given by Eqs. (3.5)
and (3.6), and the columns to the power of $N_c$. Ref. [42]. The result is the one-loop analogue of Eq. (3.17), namely an expression with uniform transcendental weight,
\[
\mathcal{M}^{(1)} = \sum_{i=1}^{16} m_{ij}^{(1)} \mathcal{I}_j^{(1)\text{pure}},
\]
where $\mathcal{I}_j^{(1)\text{pure}}$ are pure one-loop five-point integral, $r_i^{(1)}$ are rational functions of the kinematics, and $m_{ij}^{(1)} \in \mathbb{Q}$. Since the coupling constant $\kappa^2$ is dimensionful in gravity theories, the rational functions are different at each loop order. At one loop, they form a 16-dimensional linear space spanned by 15 $\mathbb{Q}$-linearly independent permutations of
\[
r_1^{(1)} = s_{12} s_{23} s_{34} \PT(34125) \PT(43215),
\]
and by

\[ r_{16}^{(1)} = \frac{1}{\epsilon_5} \frac{[12][23][34][45][51]}{(12)(23)(34)(45)(51)}. \]  

(3.47)

Substituting the one and two-loop amplitudes as given by Eqs. (3.45) and (3.17) into Eq. (3.40) gives an expression for the two-loop hard function of the form

\[ F_5^{(1)} = \sum_{i=1}^{15} \sum_{j} c_{ij}^{(1)} r_{ij}^{(1)} P_j^{(2)}, \]  

(3.48)

\[ F_5^{(2)} = \sum_{i=1}^{40} \sum_{j} c_{ij}^{(2)} r_{ij}^{(2)} P_j^{(4)}, \]  

(3.49)

where \( c_{ij}^{(\ell)} \in \mathbb{Q} \) and \( P_j^{(w)} \) are weight-\( w \) pentagon functions. As was already noted in Refs. [34, 35], the rational functions \( r_{16}^{(1)} \) at one loop and \( r_{40+k}^{(2)} \) with \( k = 1, \ldots, 5 \) at two loops drop out of the hard function. Moreover, the letter \( W_{31} \) does not appear neither in the amplitudes nor in the hard functions, as observed at symbol level [34, 35]. We complete this section by providing the numerical value of the two-loop hard function \( F_5^{(2)} \) at the kinematic point \( X_R \) (3.44),

\[ \left. \frac{F_5^{(2)}}{PT_1} \right|_{X_R} = -1211.9365 - 215.6087i, \]  

(3.50)

where the normalisation was chosen to cancel the helicity weight.

4 Multi-Regge limit and pentagon functions

4.1 Multi-Regge kinematics

The multi-Regge kinematics [100, 101] is defined as a scattering process where the final-state particles are strongly ordered in rapidity and have comparable transverse momenta. We work in the \( s_{12} \) channel, and assume that the two incoming particles travel along the \( z \)-axis. We introduce the light-cone coordinates \( p_j = (p_j^+, p_j^-, p_j) \), with \( p_j^\pm = p_j^0 \pm p_j^3 \) and the complexified transverse momenta \( p_j = p_j^1 + ip_j^2 \). Then, the strong ordering in rapidities with comparable transverse momenta,

\[ |p_3| \simeq |p_4| \simeq |p_5|, \]

(4.1)

translates into strong orderings in light-cone components,

\[ |p_3^+| \gg |p_4^+| \gg |p_5^+|, \quad |p_3^-| \ll |p_4^-| \ll |p_5^-|. \]

(4.2)

We implement the constraints (4.1) and (4.2) by introducing a parameter \( x \), which regulates the size of the light-cone components as

\[ |p_1^-| \sim |p_2^-| \sim |p_3^-| \sim |p_4^-| \sim |p_5^-| \sim \mathcal{O} \left( \frac{1}{x} \right), \]

\[ |p_1^+| \sim |p_2^+| \sim |p_3^+| \sim |p_4^+| \sim |p_5^+| \sim \mathcal{O} \left( \frac{1}{x} \right), \]

\[ |p_3^+| \sim |p_3^-| \sim \mathcal{O} \left( x \right). \]  

(4.3)
Multi-Regge kinematics is achieved in the limit $x \to 0$.

The scalings given by Eq. (4.3) are equivalent to the following parametrisation of the Mandelstam invariants,

$$s_{12} = \frac{s}{x^2}, \quad s_{23} = t_1, \quad s_{34} = \frac{s_1}{x}, \quad s_{45} = \frac{s_2}{x}, \quad s_{15} = t_2,$$

(4.4)

where $t_1, t_2 < 0$ and $s, s_1, s_2 > 0$ are fixed in the limit. This can be seen by rewriting them in terms of the light-cone components of the momenta in the multi-Regge kinematics,

$$s_{12} = \frac{p_1^+ p_2^-}{x}, \quad s_{23} = |p_3|^2 = t_1,$$

$$s_{15} = |p_5|^2 = t_2,$$

$$s_{34} = \frac{p_3^+ p_4^-}{x}, \quad s_{45} = \frac{p_4^+ p_5^-}{x},$$

(4.5)

The transverse momenta can be chosen to be

$$p_3 = z \sqrt{\frac{s_1 s_2}{s}}, \quad \bar{p}_3 = \bar{z} \sqrt{\frac{s_1 s_2}{s}}, \quad p_5 = (1 - z) \sqrt{\frac{s_1 s_2}{s}}, \quad \bar{p}_5 = (1 - \bar{z}) \sqrt{\frac{s_1 s_2}{s}},$$

(4.6)

where $p_1 = p_2 = 0$ and we have introduced the complex variables $z$ and $\bar{z}$, defined by

$$z \bar{z} = -\frac{t_1 s}{s_1 s_2}, \quad (1 - z)(1 - \bar{z}) = -\frac{t_2 s}{s_1 s_2}.$$

(4.7)

In the physical scattering region $\bar{z}$ is the complex conjugate of $z$. A pictorial representation of the multi-Regge kinematics is shown in Fig. 2.
4.2 Multi-Regge limit of the pentagon functions

As already observed in Refs. [33, 34], the pentagon alphabet becomes very simple at the leading order in the multi-Regge limit. First of all, it becomes rational. The Gram determinant, in fact, becomes a perfect square

\[ \Delta = \epsilon_5^2 \sim \frac{s_1^2 s_2^2 (z - \bar{z})^2}{x^4} + \mathcal{O} \left( \frac{1}{x^3} \right), \]  

which allows to write the pseudo-scalar invariant \( \epsilon_5 \) as a rational function. We choose the branch of the square root as

\[ \epsilon_5 \sim x \to 0 \frac{s_1 s_2 (z - \bar{z})}{x^2} + \mathcal{O} \left( \frac{1}{x} \right). \]  

(4.9)

Note that Eq. (4.8) explains why \( z \) and \( \bar{z} \) are complex conjugate, because reality of the momenta in fact requires that \( \Delta < 0 \). This implies that \( z - \bar{z} \) is purely imaginary, and therefore that \( z \) and \( \bar{z} \) are complex conjugate of each other.

Moreover, the pentagon alphabet reduces to 12 letters only, factorised into four independent sub-alphabets:

\[ \{ x \} , \]  

(4.10)

\[ \{ s_1 s_2 \} , \]  

(4.11)

\[ \{ s_1, s_2, s_1 - s_2, s_1 + s_2 \} , \]  

(4.12)

\[ \{ z, \bar{z}, 1 - z, 1 - \bar{z}, z - \bar{z}, 1 - z - \bar{z} \} . \]  

(4.13)

The functional structure of massless two-loop five-particle amplitudes is therefore extremely simple in the multi-Regge kinematics. The alphabets (4.10) and (4.11) simply correspond to logarithms, whereas the alphabets (4.12) and (4.13) encode the harmonic polylogarithms [102] and the two-dimensional harmonic polylogarithms [103], respectively.

We now discuss how to compute the asymptotic expansion of the pure master integrals in the multi-Regge limit \( x \to 0 \). A thorough discussion of this topic can be found e.g. in Ref. [104].

Let \( \tilde{f} \) be a basis of pure master integrals. In order to simplify the notation, let us denote the set of variables \( s, s_1, s_2, z, \bar{z} \) cumulatively by \( y \). Then, \( \tilde{f} \) satisfies the system of differential equations

\[ \begin{cases} \frac{\partial}{\partial x} \tilde{f}(x, y, \epsilon) = \epsilon A_x(x, y) \tilde{f}(x, y, \epsilon), \\ \frac{\partial}{\partial y} \tilde{f}(x, y, \epsilon) = \epsilon A_y(x, y) \tilde{f}(x, y, \epsilon). \end{cases} \]  

(4.14)

The matrix \( A_x \) has a regular singular point at \( x = 0 \),

\[ A_x(x, y) = \frac{A_0}{x} + \sum_{k \geq 0} x^k A_{k+1}(y), \]  

(4.15)
and the residue at $x = 0$ is a matrix of rational numbers $A_0$. The matrix $A_y$ is regular at $x = 0$.

We perform a gauge transformation with a holomorphic matrix $T(x, y, \epsilon)$,

$$f(x, y, \epsilon) = T(x, y, \epsilon)\tilde{g}(x, y, \epsilon).$$

We construct the latter so that the new basis $\tilde{g}$ satisfies a simplified differential equation with respect to $x$,

$$\frac{\partial}{\partial x}\tilde{g}(x, y, \epsilon) = \epsilon \frac{A_0}{x} \tilde{g}(x, y, \epsilon).$$

This requires that the transformation matrix obeys the differential equation

$$T^{-1}(\epsilon A_x T - \partial_x T) = \epsilon \frac{A_0}{x}.$$  \hspace{1cm} (4.18)

In order to solve the latter, we series expand $T(x, y, \epsilon)$ around $x = 0$,

$$T(x, y, \epsilon) = 1 + \sum_{k \geq 1} x^k T_k(y, \epsilon).$$  \hspace{1cm} (4.19)

We are free to choose the transformation matrix such that it becomes the identity at $x = 0$. Substituting Eq. (4.19) into Eq. (4.18) gives a system of contiguous relations,

$$\epsilon A_k(y) + \epsilon A_0 T_k(y, \epsilon) - \epsilon T_k(y, \epsilon) A_0 - k T_k(y, \epsilon) + \epsilon \sum_{j=1}^{k-1} A_{k-j}(y) T_j(y, \epsilon) = 0, \quad \forall k \geq 1. \hspace{1cm} (4.20)$$

Let us note that these equations imply that $T_k(y, \epsilon) = O(\epsilon)$. We find it convenient to further series expand $T_k(y, \epsilon)$ in $\epsilon$,

$$T_k(y, \epsilon) = \sum_{m \geq 1} \epsilon^k T_{k,m}(y).$$

Then, the contiguous relations (4.20) take the form

$$T_{k,1}(y) = \frac{1}{k} A_k(y)$$

$$T_{k,m}(y) = \frac{1}{k} \left[ A_0 T_{k,m-1}(y) - T_{k,m-1}(y) A_0 + \sum_{j=1}^{k-1} A_{k-j}(y) T_{j,m-1}(y) \right], \quad \forall m > 1,$$

which can be solved order by order in $x$ and $\epsilon$, giving an explicit expression for $T$ as a double series,

$$T(x, y, \epsilon) = 1 + \sum_{k \geq 1} \sum_{m \geq 1} x^k \epsilon^m T_{k,m}(y).$$

After the gauge transformation the system of differential equations for $\tilde{g}$ takes the form

$$\begin{cases}
\frac{\partial}{\partial x}\tilde{g}(x, y, \epsilon) = \epsilon \frac{A_0}{x} \tilde{g}(x, y, \epsilon) \\
\frac{\partial}{\partial x} \tilde{g}(x, y, \epsilon) = B(x, y, \epsilon) \tilde{g}(x, y, \epsilon)
\end{cases}$$
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where $B(x, y, \epsilon) = T^{-1}(\epsilon A_y T - \partial_y T)$. We want to solve this system of differential equations using a boundary point in the multi-Regge kinematics, namely $x = 0$. In order to do so, we integrate the system along the piecewise path

$$(x = 0, y = y_0) \rightarrow (x = 0, y) \rightarrow (x, y),$$

for some $y_0$ in the $s_{12}$ channel. In other words, we restore the dependence first on $y$ and then on $x$. Since $B(x = 0, y, \epsilon) = \epsilon A_y(0, y)$, we find

$$\vec{g}(x, y, \epsilon) = x^{\epsilon A_0} \mathbb{P} \exp \left[ \epsilon \int_{y_0}^{y} A_y(0, y') dy' \right] \vec{g}_0(\epsilon).$$

Finally, after the gauge transformation, we obtain the solution of the initial system of differential equations (4.14),

$$\vec{f}(x, y, \epsilon) = T(x, y, \epsilon) x^{\epsilon A_0} \mathbb{P} \exp \left[ \epsilon \int_{y_0}^{y} A_y(0, y') dy' \right] \vec{g}_0(\epsilon),$$

where $\vec{g}_0(\epsilon)$ are the boundary constants $\vec{g}_0(\epsilon) = \vec{g}(y = y_0, \epsilon)$ for the equation

$$\frac{\partial}{\partial y} \vec{g}(y, \epsilon) = \epsilon A_y(0, y) \vec{g}(y, \epsilon).$$

Our choice for the boundary point in the multi-Regge kinematics is

$$y_0 = \left( s = 1, s_1 = 1, s_2 = 1, z = e^{i \pi}, \bar{z} = e^{-i \pi} \right),$$

which corresponds to $t_1 = t_2 = -1$. We computed the boundary constants $\vec{g}_0(\epsilon)$ by solving the canonical differential equation (3.23) asymptotically in the limit $x \rightarrow 0$ starting from $X_0$ (2.10), where the values of the integrals are known from Ref. [36]. Note that the power corrections in $x$ are not needed for this purpose. The integrals develop logarithmic singularities, which match the matrix exponential $x^{\epsilon A_0}$ in Eq. (4.27). What remains after the latter are removed are the boundary constants $\vec{g}_0(\epsilon)$ at $y_0$. For the numerical evaluation of the Goncharov polylogarithms we used the algorithms of Ref. [105], implemented within the GiNaC framework [106].

In this way we obtain explicit analytic expressions for the boundary constants $\vec{g}_0(\epsilon)$ at $y_0$, for all the relevant integral families. Thanks to the simple functional dependence implied by the alphabets (4.10) - (4.13), in fact, the values of the integrals at the point $y_0$ (4.29) can be anticipated to be harmonic polylogarithms of argument 1, and two-dimensional harmonic polylogarithms of arguments $z$ and $\bar{z}$ given by Eq. (4.29). This makes it rather easy to fit the numerical values to analytic transcendental numbers. We used Mathematica’s built-in function FindIntegerNullVector. A basis of $Q$-linearly independent constants which spans the values of all integrals at $y_0$ up to weight 4 is shown in Table 2. Note that the constants could be simplified even further by going to $z = \bar{z} = 0$ (or equivalently $t_1 = t_2 = 0$), but we prefer $y_0$ (4.29) because it is less singular.

This procedure allows to solve the differential equations in canonical form (3.23) asymptotically starting from a boundary point in the multi-Regge limit, or in general from any regular singular point. The result contains divergent logarithms of $x$, generated in Eq. (4.27).
Table 2: Basis of $Q$-linearly independent constants appearing in the values of the pentagon integrals at the base point in the multi-Regge kinematics $y_0 (4.29)$.

| Weight | Real                              | Imaginary                                      |
|--------|-----------------------------------|------------------------------------------------|
| 1      | 0                                 | $i\pi$                                         |
| 2      | $\pi^2$                           | $i\Im\text{Li}_2(e^{i\pi})$                    |
| 3      | $\zeta_3, \pi\Im\text{Li}_2(e^{i\pi}), \pi^2\log(3)$ | $i\pi^3, i\pi\log^2(3) - 48i\Im\text{Li}_3\left(\frac{i}{\sqrt{3}}\right)$ |
| 4      | $\pi^4, \left(\Im\text{Li}_2(e^{i\pi})\right)^2, \pi^2\log^2(3), \pi\Im\text{Li}_3\left(\frac{i}{\sqrt{3}}\right)$ | $i\pi\zeta_3, i\pi^2\Im\text{Li}_2(e^{i\pi}), i\Im\text{Li}_4(e^{i\pi}), i\pi^3\log(3), i\pi\log^3(3) + 288i\Im\text{Li}_4\left(\frac{i}{\sqrt{3}}\right)$ |

by the matrix exponential $x^{\epsilon A_0}$. The path-ordered exponential, on the other hand, produces iterated integrals which depend on the kinematic variables $s_1, s_2, s, z$ and $\bar{z}$. Finally, the transformation matrix $T(x, y, \epsilon)$ is responsible for power corrections in $x$.

Before moving on to the actual calculation of the multi-Regge limit of the amplitudes, it is important to mention a treacherous subtlety. The base point $y_0 (4.29)$ is in the upper half of the complex plane, namely $\Im\{z\} > 0$. The $s_{12}$ physical scattering region in the multi-Regge kinematics is defined by

$$s > 0, \quad s_1 > 0, \quad s_2 > 0,$$

and by $\bar{z}$ being the complex conjugate of $z \in \mathbb{C}$. Although $z$ can span the whole complex plane, it is non-trivial to analytically continue from $\Im\{z\} > 0$, where the base point $y_0$ lies, to $\Im\{z\} < 0$. As we discuss in Section 4.3, certain non-planar Feynman integrals contributing to the amplitudes have discontinuities (and some even diverge) at $\epsilon_5 = 0$. This hypersurface in the multi-Regge kinematics corresponds to $z = \bar{z}$, namely $\Im\{z\} = 0$. Indeed, as we will describe in the next section, we find that the two-loop five-particle amplitudes in $\mathcal{N} = 4$ super Yang-Mills and $\mathcal{N} = 8$ supergravity are continuous but not real analytic across the real axis $\Im\{z\} = 0$. A real-analytic function is infinitely smooth and its Taylor series around any point has a finite radius of convergence. The second derivatives of the two amplitudes in the multi-Regge limit are discontinuous. It is worth stressing that this feature can be observed only in $n$-particle scattering with $n \geq 5$, as no pseudo-scalar invariant like $\epsilon_5$ exists for $n < 5$.

Rather than attempting this perilous analytic continuation, we prefer to follow a different approach, which we find less error prone. We work in the two regions separately. We integrate the canonical differential equations (3.23) for the master integrals starting from $y_0$, and obtain an expression for the amplitudes valid in the upper half of the complex plane. Then we parity-conjugate the base point $y_0$ to obtain a base point in the lower half of the complex plane,

$$\tilde{y}_0 = \left( s = 1, s_1 = 1, s_2 = 1, z = e^{-i\pi/3}, \bar{z} = e^{i\pi/3} \right).$$
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Note that in both halves of the complex plane we choose the branch of the square root for $\epsilon_5$ as in Eq. (4.9). Since all the pure master integrals of the bases we use have definite parity, their values at $\tilde{y}_0$ can be obtained from those at $y_0$ simply by flipping the overall sign of the parity-odd integrals. Then, we integrate the differential equations starting from $\tilde{y}_0$, and obtain a representation of the amplitudes valid for $\text{Im}[z] < 0$.

Another similar approach to construct a representation in the lower half of the complex plane consists in actually keeping $\text{Im}[z] > 0$, but changing the branch of $\epsilon_5$ as $\epsilon_5 \sim x \to 0 - s_1 s_2 (z - \bar{z}) x^2 + O(1/x^2)$, (4.32)

rather than Eq. (4.9). This operation affects not only the values of the integrals at the base point – by flipping the sign of the parity-odd integrals – but also the letters in the differential equation (3.23), according to Eq. (2.5). We find agreement between the two approaches.

4.3 Feynman integrals with non-trivial analytic properties

In this subsection, we present examples of Feynman integrals to illustrate the analytic properties near the hypersurface $\epsilon_5 = 0$. We consider the non-planar two-loop integrals shown in Fig. 3. The scalar integrals depicted there are multiplied by a factor of $\epsilon_5$,

$$I_a = e^{2\gamma_E \epsilon} \int \frac{d^D l_1}{i \pi^{D/2}} \frac{d^D l_2}{i \pi^{D/2}} \frac{\epsilon_5}{l_1^2 (l_1 - p_2)^3 l_2^2 (l_2 - p_1)^2 (l_1 + l_2 + p_3)^2 (l_1 + l_2 + p_3 + p_5)^2},$$

and similarly for $I_b$. Thanks to the factor of $\epsilon_5$ in the numerator, these integrals have odd parity and uniform transcendental weight. We consider them in the $s_{12}$ channel, and assume that $\text{Im}[\epsilon_5] > 0$.

One might naively expect that, given the factor of $\epsilon_5$ in the numerator, the integrals $I_a$ and $I_b$ vanish on the hypersurface $\epsilon_5 = 0$ which bounds the $s_{12}$ scattering region. $I_b$ does indeed vanish, but $I_a$ does not. Although they can be obtained one from another by permuting the external legs, the two integrals exhibit a completely different behaviour at $\epsilon_5 = 0$.

Let us start by considering the integral $I_b$ shown in Fig. 3b. By solving the differential equations in the physical scattering region, we find the Laurent expansion

$$I_b = \frac{1}{\epsilon^2} j_b^{(2)} + \frac{1}{\epsilon} j_b^{(3)} + j_b^{(4)} + O(\epsilon),$$

For our purposes, it suffices to look at the weight-two part, $j_b^{(2)}$, which contains only dilogarithms,

$$j_b^{(2)} = -3 \left[ \text{Li}_2 \left( \frac{1}{W_{27}} \right) - \text{Li}_2 \left( W_{27} \right) + \text{Li}_2 \left( \frac{1}{W_{28}} \right) - \text{Li}_2 \left( \frac{1}{W_{27} W_{28}} \right) \right. \right. \left. \left. - \text{Li}_2 \left( W_{28} \right) + \text{Li}_2 \left( W_{27} W_{28} \right) \right].$$

(4.35)
Figure 3: Examples of Feynman integrals to illustrate the analytic properties near the hypersurface $\epsilon_5 = 0$. The scalar integrals depicted in this figure are multiplied by a factor of $\epsilon_5$. As a consequence, they have uniform transcendental weight and odd parity. While the integral (a) does not vanish on the hypersurface $\epsilon_5 = 0$ approached from within the physical $s_{12}$ scattering region, the integral (b) does.

Since all the odd letters become 1 if $\epsilon_5 = 0$, $f_b^{(2)}$ does indeed satisfy the naïve expectation of vanishing on the whole hypersurface $\epsilon_5 = 0$. Note that $f_b^{(2)}$ does not contribute in the multi-Regge limit,

$$\lim_{\epsilon \to 0} f_b^{(2)} = 0.$$ (4.36)

The integral $I_a$, shown in Fig. 3a, exhibits a more interesting behaviour. It has the Laurent expansion

$$I_a = \frac{1}{\epsilon^2} f_a^{(2)} + \frac{1}{\epsilon} f_a^{(3)} + f_a^{(4)} + O(\epsilon).$$ (4.37)

In particular, the weight-two part is given by

$$f_a^{(2)} = 3\mathcal{P}_a + 6i\pi h_a,$$ (4.38)

where $\mathcal{P}_a$ is a combination of dilogarithms,

$$\mathcal{P}_a = \text{Li}_2\left(\frac{W_{30}}{W_{27}W_{28}}\right) - \text{Li}_2\left(\frac{W_{27}W_{28}}{W_{30}}\right) + \text{Li}_2\left(\frac{W_{28}}{W_{26}W_{30}}\right) - \text{Li}_2\left(\frac{W_{26}W_{30}}{W_{28}}\right) + \text{Li}_2\left(\frac{W_{26}W_{27}}{W_{28}}\right) - \text{Li}_2\left(\frac{1}{W_{26}W_{27}}\right),$$ (4.39)

and $h_a$ has the expression

$$h_a = \log(W_{28})\Theta(a_{28}) + \left(\log(W_{28}) - 2i\pi\right)\Theta(-a_{28}) - i\pi \delta_{a_{28}} - \log(W_{26})\Theta(a_{26}) + \left(\log(W_{26}) - 2i\pi\right)\Theta(-a_{26}) + i\pi \delta_{a_{26}} - \log(W_{30})\Theta(-a_{30}) - \left(\log(W_{30}) + 2i\pi\right)\Theta(a_{30}) - i\pi \delta_{a_{30}}.$$ (4.40)
In Eq. (4.40), the polynomial \( a_{25+i}, i = 1, \ldots, 5 \), is defined by rewriting the odd letters (2.6) as
\[
W_{25+i} = \frac{a_{25+i} - \epsilon_5}{a_{25+i} + \epsilon_5}, \quad i = 1, \ldots, 5, \tag{4.41}
\]
\( \Theta \) is the Heaviside theta function (with \( \Theta(0) \equiv 0 \)), and \( \delta_x \) is defined to be 1 if \( x = 0 \), and 0 otherwise. Both \( P_a \) and \( h_a \) are single-valued functions in the physical scattering region. It is easy to see from the explicit expressions (4.39) and (4.40) that, in a generic point on the hypersurface \( \epsilon_5 = 0 \),
\[
\left. P_a \right|_{\epsilon_5=0} = 0, \quad \left. h_a \right|_{\epsilon_5=0} \neq 0. \tag{4.42}
\]
The integral \( I_a \) therefore does not vanish if \( \epsilon_5 = 0 \) in general.

We checked the analytic expressions (4.39) and (4.40) against numerical evaluations. The latter were carried out by using \textsc{pySecDec} \cite{pySecDec} to integrate numerically the concise integral representation given in Ref. \cite{28},
\[
I_a = -\epsilon_5 e^{2\epsilon_5 \gamma E} \left( -\frac{\Gamma^3(-\epsilon)\Gamma(2+2\epsilon)}{\Gamma(-3\epsilon)} \right) \int_0^1 d\alpha_1 \int_0^1 d\alpha_2 \int_0^1 d\alpha_3 F^{-2-2\epsilon}, \tag{4.43}
\]
where
\[
F = (-s_{23})\alpha_2 + (-s_{13})\alpha_3 + (-s_{35})\alpha_1 + (-s_{25})\alpha_1\alpha_2 + (-s_{15})\alpha_1\alpha_3 + (-s_{12})\alpha_2\alpha_3. \tag{4.44}
\]
We found this representation to be more convenient than the usual Feynman parameters. We found agreement between the numerical evaluation and our analytic expression within the error estimates.

The fact that \( I_a \) does not vanish on the hypersurface \( \epsilon_5 = 0 \) has important consequences for its analytic structure. Since \( I_a \) is an odd integral, it changes sign upon parity conjugation, which acts by flipping the sign of the pseudo-invariant \( \epsilon_5 \). As a result, approaching a point on the surface \( \epsilon_5 = 0 \) from within the scattering region but with a different sign of \( \text{Im}[\epsilon_5] \) may yield values with opposite signs,
\[
\left. f_a^{(2)} \right|_{\text{Im}[\epsilon_5]=0^\pm} = \pm 12\pi^2 \left( \Theta(-a_{28}) - \Theta(-a_{26}) + \Theta(a_{30}) \right), \tag{4.45}
\]
where the superscript \( \pm \) denotes whether the hypersurface \( \epsilon_5 = 0 \) was reached along a path with \( \text{Im}[\epsilon_5] > 0 \) or \( \text{Im}[\epsilon_5] < 0 \), respectively. We can thus conclude that the integral \( I_a \) has a discontinuity across the hypersurface \( \epsilon_5 = 0 \), although we never leave the scattering region. The latter is made of two copies, one with \( \text{Im}[\epsilon_5] > 0 \) and one with \( \text{Im}[\epsilon_5] < 0 \), and the analytic continuation between the two appears to be non-trivial.

It is interesting to note that the integral \( I_a \) in the multi-Regge limit gives rise to one of the functions which are needed to describe the asymptotics of the \( \mathcal{N} = 4 \) super Yang-Mills and \( \mathcal{N} = 8 \) supergravity amplitudes,
\[
\lim_{x \to 0} f_a^{(2)} = 6i\pi g_6^{(1)}, \tag{4.46}
\]
where

\[ g_6^{(1)} = \log(z) - \log(\bar{z}). \] (4.47)

This function is well defined in the whole complex \( z \) plane minus the negative real axis, where it is discontinuous. Physically, the negative real axis represents the situation where the transverse momenta \( p_3 \) and \( p_4 \) are parallel. This example shows that individual Feynman integrals can be discontinuous there. In the next two sections we will find that while the sum over all Feynman integrals smoothens this singularity, the result is still not real analytic: the second derivative of the hard functions has a discontinuity similar to the one just presented.

4.4 Transcendental functions for the \( \mathcal{N} = 4 \) super Yang-Mills amplitude in the multi-Regge limit

In this subsection we present a basis of the functions appearing in the one and two-loop \( \mathcal{N} = 4 \) super Yang-Mills hard functions up to power corrections in the multi-Regge limit. They belong to the alphabet given by Eqs. (4.10) - (4.13). We expect physical singularities at \( z = 0, \bar{z} = 1, s_1 = 0, s_2 = 0 \) and \( s = 0 \), but some letters of the alphabet vanish at \( z + \bar{z} = 1, \bar{z} = z, \) and \( s_1 = s_2 \). These spurious singularities manifest themselves in the functional representation, but drop out in the hard function. Moreover, some of the functions involved exhibit discontinuities across the real axis, although the hard function is continuous throughout the whole complex plane. In order to discuss the analytic structure of the functions, it is convenient to recall that we are working in the \( s_{12} \)-channel Regge kinematics, defined by

\[ s \geq 0, \quad s_1 \geq 0, \quad s_2 \geq 0, \quad z = \bar{z}^* \in \mathbb{C}, \] (4.48)

where the asterisk denotes complex conjugation. We organise the discussion by transcendental weight.

**Weight 1.** At weight 1 we need five manifestly single-valued logarithms,

\[ g_1^{(1)} = \log(s_1), \]
\[ g_2^{(1)} = \log(s_2), \]
\[ g_3^{(1)} = \log\left(\frac{s}{s_1 s_2}\right), \] (4.49)
\[ g_4^{(1)} = \log(z \bar{z}), \]
\[ g_5^{(1)} = \log((1 - z)(1 - \bar{z})), \]

and two logarithms which require more attention,

\[ g_6^{(1)} = \log(z) - \log(\bar{z}), \]
\[ g_7^{(1)} = \log(1 - z) - \log(1 - \bar{z}). \] (4.50)
Let us show that $g_6^{(1)}$ and $g_7^{(1)}$ are well defined in both the upper and the lower half of the complex plane. For $g_6^{(1)}$, we parametrise $z$ using polar coordinates, $z = re^{i\varphi}$ with $\varphi \in [0, \pi]$ for $\text{Im}[z] > 0$, and $z = re^{-i\varphi}$ with $\varphi \in [0, \pi]$ for $\text{Im}[z] < 0$. Then,

$$g_6^{(1)} = \begin{cases} 2i\varphi, & \text{for } \text{Im}[z] > 0, \\ -2i\varphi, & \text{for } \text{Im}[z] < 0. \end{cases} \tag{4.51}$$

As for $g_7^{(1)}$, we parametrise $z$ as $z = 1 + re^{i\varphi}$ for $\text{Im}[z] > 0$, and $z = 1 + re^{-i\varphi}$ for $\text{Im}[z] < 0$. In both cases, $\varphi \in [0, \pi]$. Then,

$$g_7^{(1)} = \begin{cases} -2i\pi + 2i\varphi, & \text{for } \text{Im}[z] > 0, \\ 2i\pi + 2i\varphi, & \text{for } \text{Im}[z] < 0. \end{cases} \tag{4.52}$$

We thus observe that both $g_6^{(1)}$ and $g_7^{(1)}$ have a discontinuity along the real axis, for Re$[z] < 0$ and for Re$[z] > 1$, respectively. We stress however that these discontinuities cancel out in the hard function.

**Weight 2.** At weight 2 only two irreducible functions are required. The single-valued dilogarithm,

$$g_1^{(2)} = D_2(z, \bar{z}) \equiv \text{Li}_2(z) - \text{Li}_2(\bar{z}) + \frac{1}{2} \log(1 - z) - \log(1 - \bar{z}) \log(z\bar{z}), \tag{4.53}$$

and

$$g_2^{(2)} = \text{Li}_2(z) + \text{Li}_2(\bar{z}). \tag{4.54}$$

The latter is manifestly real in the whole complex plane. It is continuous, but it is not real analytic along the real axis for Re$[z] > 1$.

**Weight 3.** The most complicated functions appearing in the multi-Regge limit of the hard function have genuine transcendental weight 3. Two of them are manifestly single valued,

$$g_1^{(3)} = D_3(z, \bar{z}) \equiv \text{Li}_3(z) + \text{Li}_3(\bar{z}) - \frac{1}{2} \log(z\bar{z}) \log((1 - z)(1 - \bar{z})) - \frac{1}{4} \log^2((1 - z)(1 - \bar{z}))(1 - z\bar{z}), \tag{4.55}$$

$$g_2^{(3)} = D_3(1 - z, 1 - \bar{z}) = \text{Li}_3(1 - z) + \text{Li}_3(1 - \bar{z}) - \frac{1}{4} \log^2((1 - z)(1 - \bar{z})) \log(z\bar{z}) - \frac{1}{2} \log((1 - z)(1 - \bar{z})) \log(z\bar{z})(1 - z\bar{z}) + \text{Li}_2(1 - z) + \text{Li}_2(1 - \bar{z}),$$

and four require a more thorough analysis,

$$g_3^{(3)} = \text{Li}_3(z) - \text{Li}_3(\bar{z}),$$

$$g_4^{(3)} = \text{Li}_3(1 - z) - \text{Li}_3(1 - \bar{z}),$$

$$g_5^{(3)} = \text{Li}_3\left(\frac{z\bar{z}}{(1 - z)(1 - \bar{z})}\right) + \frac{1}{2} \log(1 - z - \bar{z}) \log^2\left(\frac{z\bar{z}}{(1 - z)(1 - \bar{z})}\right),$$

$$g_6^{(3)} = 2 \text{Li}_3\left(\frac{z}{1 - z}\right) - 2 \text{Li}_3\left(\frac{\bar{z}}{1 - \bar{z}}\right) - \log\left(\frac{z\bar{z}}{(1 - z)(1 - \bar{z})}\right) D_2\left(\frac{z}{1 - z}, \frac{\bar{z}}{1 - \bar{z}}\right) + g_6^{(3)} \tag{4.56}.$$
The analysis of $g_3^{(3)}$ and $g_4^{(3)}$ is similar to that of $g_6^{(1)}$ and $g_7^{(1)}$: they are single valued in the lower and in the upper half of the complex plane separately, but have a discontinuity across the real axis for $\text{Re}[z] > 1$ and for $\text{Re}[z] < 0$, respectively.

The function $g_5^{(3)}$ is real-valued in the whole complex plane. The polylogarithm has a branch cut at $\text{Re}[z] > 1/2$. Its imaginary part on the branch cut is however compensated by that of $\log(1 - z - \bar{z})$, so that the whole expression is real-valued. It is also worth noting that $g_5^{(3)}$ is analytic across $\text{Re}[z] = 1/2$.

The analysis of $g_6^{(3)}$ is more involved, and will motivate the correction term $g_6^{(3)}$. The logarithm and $D_2$ are manifestly single valued in the complex plane. However, the argument of the weight-3 polylogarithms in $g_6^{(3)}$ is equal to unity over the whole line $\text{Re}[z] = 1/2$:

$$\frac{z}{1 - z} \bigg|_{\text{Re}[z]=1/2} = 1.$$ (4.57)

As a result, it is impossible to cross the line $\text{Re}[z] = 1/2$ while keeping $z = \bar{z}^*$ without encountering a singularity of the polylogarithms. If one performs a Taylor series expansion of the function around the line $\text{Re}[z] = 1/2$ from the left, one finds however that all logarithmic singularities cancel between the two polylogarithms, and $g_6^{(3)}$ has a regular Taylor series. It is then natural to use this Taylor series to continue the function across the line $\text{Re}[z] = 1/2$. We find that it is given there by the same polylogarithms as in Eq. (4.49) (evaluated in their standard branches), plus the following correction term:

$$\eta^{(3)} = \frac{i\pi}{2} \left[ \left( g_4^{(1)} - g_5^{(1)} \right)^2 + \left( g_6^{(1)} + g_7^{(1)} \right)^2 \right] \text{sign} \left( \text{Im}[z] \right) \Theta \left( \text{Re}[z] - \frac{1}{2} \right).$$ (4.58)

where $\Theta$ is the Heaviside step function and the sign function distinguishes the representation of the function in the upper and in the lower half of the complex plane. The complete function $g_6^{(3)}$, which includes the correction $\eta^{(3)}$, is then real analytic around any point in the complex plane except for the real axis where $\text{Re}[z] > 1$ and for $\text{Re}[z] < 0$. We find that all functions appearing in the hard function of $\mathcal{N} = 4$ super Yang-Mills have this property.

### 4.5 Transcendental functions for the $\mathcal{N} = 8$ supergravity amplitude in the multi-Regge limit

As compared to the $\mathcal{N} = 4$ super Yang-Mills case, several new transcendental functions are needed to describe the multi-Regge asymptotics of $\mathcal{N} = 8$ supergravity. We present them weight by weight in this section, and show that they are well defined and real-analytic in both the upper and the lower half of the complex $z$ plane.

**Weight 2.** At weight 2 we need the functions $g_1^{(2)}$ and $g_2^{(2)}$ defined by Eqs. (4.53) and (4.54), and

$$g_3^{(2)} = \text{Li}_2 \left( \frac{z}{1 - z} \right) + \text{Li}_2 \left( \frac{\bar{z}}{1 - \bar{z}} \right) + g_3^{(2)},$$

$$g_4^{(2)} = D_2 \left( \frac{z}{1 - z}, \frac{\bar{z}}{1 - \bar{z}} \right) + g_4^{(2)},$$ (4.59)

where $D_2$ is the single-valued dilogarithm (5.25). Note that these “new” functions are simply derivatives of the weight-3 functions introduced preceedingly.
The correction terms \( g_3^{(3)} \) and \( g_4^{(2)} \), which involve only logarithms and step functions, make these functions real-analytic away from the real axis. They are recorded in eqs.(), alongside corrections terms for the other functions defined in this subsection. \( g_3^{(2)} \) is real-valued, but note that the arguments of the dilogarithms are complex and cross the real axis as \( z \) varies in the lower or upper half of the complex plane. However, for \( \text{Im}[z] \neq 0 \) the arguments take real values only at \( \text{Re}[z] = 1/2 \), where it is unity as shown in Eq. (4.57). As a result, for \( \text{Im}[z] \neq 0 \), the branch cut of the dilogarithm is never crossed and Eq. (4.59) defines an unambiguous function. \( g_4^{(2)} \) is manifestly single valued in the whole complex plane, but the \( D_2 \) function contains singular logarithms at \( \text{Re}[z] = 1/2 \) which are canceled by \( g_4^{(2)} \).

**Weight 3.** In addition to \( g_1^{(3)}, \ldots, g_6^{(3)} \), defined by Eqs. (4.55) and (4.56), we need three new genuine weight-3 functions,

\[
\begin{align*}
g_7^{(3)} &= D_3 \left( \frac{z}{1 - z}, \frac{\bar{z}}{1 - \bar{z}} \right) + g_7^{(3)}, \\
g_8^{(3)} &= D_3 \left( \frac{z + \bar{z} - 1}{z}, \frac{z + \bar{z} - 1}{\bar{z}} \right) + g_8^{(3)}, \\
g_9^{(3)} &= \text{Li}_3 \left( \frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})} \right), \\
g_{10}^{(3)} &= \text{Li}_3 \left( \frac{z + \bar{z} - 1}{z} \right) - \text{Li}_3 \left( \frac{z + \bar{z} - 1}{\bar{z}} \right).
\end{align*}
\]

(4.60)

\( D_3 \) is the single-valued trilogarithm defined in Eq. (4.55), and thus \( g_7^{(3)} \) and \( g_8^{(3)} \) are single-valued in the whole complex plane. The argument of \( g_9^{(3)} \) is real-valued and never lies on the branch cut of the polylogarithm for \( \text{Im}[z] \neq 0 \),

\[
\frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})} < 1.
\]

(4.61)

Also the arguments of \( g_{10}^{(3)} \), although complex, never cross the branch cut of the polylogarithm for \( \text{Im}(z) \neq 0 \). In fact, they take real values only at \( \text{Re}[z] = 1/2 \), where it vanishes,

\[
\frac{z + \bar{z} - 1}{z} \bigg|_{\text{Re}[z]=1/2} = 0.
\]

(4.62)

As a result, both \( g_9^{(3)} \) and \( g_{10}^{(3)} \) are well-defined in both the upper and the lower half of the complex plane.

**Weight 4.** In order to describe weight-4 part of the \( \mathcal{N} = 8 \) supergravity hard function we introduce genuine weight-4 functions, which were not needed in the \( \mathcal{N} = 4 \) super Yang-Mills case. Some of them are manifestly single valued and involve only classical
polylogarithms, including purely logarithmic correction terms recorded below:

\[ g_1^{(4)} = D_4(z, \bar{z}), \]
\[ g_2^{(4)} = D_4(1 - z, 1 - \bar{z}), \]
\[ g_3^{(4)} = D_4\left(\frac{z}{z - 1}, \frac{\bar{z}}{\bar{z} - 1}\right), \]
\[ g_4^{(4)} = D_4\left(\frac{z}{1 - \bar{z}}, \frac{\bar{z}}{1 - z}\right) + g_4^{(4)}, \quad (4.63) \]
\[ g_5^{(4)} = D_4\left(\frac{z + \bar{z} - 1}{z}, \frac{\bar{z}}{1 - \bar{z}}\right) + g_5^{(4)}, \]
\[ g_6^{(4)} = D_4\left(\frac{1 - z - \bar{z}}{z}, \frac{1 - z - \bar{z}}{\bar{z}}\right) + g_6^{(4)}, \]

where

\[ D_4(z, \bar{z}) \equiv \text{Li}_4(z) - \text{Li}_4(\bar{z}) - \frac{1}{2} \log(\bar{z}) \text{Li}_3(z) - \text{Li}_3(\bar{z}) + \frac{1}{12} \log^2(\bar{z}) (\text{Li}_2(z) - \text{Li}_2(\bar{z})) \]

is single valued in the whole complex plane. Two functions, instead, contain multiple polylogarithms and require a more careful analysis of the branch cut structure,

\[ g_5^{(4)} = \text{Li}_{2,2}\left(\frac{z + \bar{z} - 1}{\bar{z}}, \frac{\bar{z}}{\bar{z} - 1}\right) - 2 \text{Li}_{2,2}\left(\frac{\bar{z}}{1 - \bar{z}}, 1 - z\right) \]
\[ + 2 \text{Li}_{2,2}\left(\frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})}, 1 - z\right) + 6 \text{Li}_{2,2}\left(\frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})}, 1 - \bar{z}\right) \]
\[ - 9 \text{Li}_{2,2}\left(\frac{z + \bar{z} - 1}{z\bar{z}}, \bar{z}\right) - 11 \text{Li}_{2,2}\left(\frac{z + \bar{z} - 1}{z\bar{z}}, z\right) \]
\[ - 34 \text{Li}_4(z) - 34 \text{Li}_4(\bar{z}) + 20 \text{Li}_4(1 - z) + 20 \text{Li}_4(1 - \bar{z}) \]
\[ - 11 \text{Li}_4\left(\frac{z + \bar{z} - 1}{z}\right) - 11 \text{Li}_4\left(\frac{z + \bar{z} - 1}{\bar{z}}\right) \]
\[ + \frac{7}{2} \text{Li}_4\left(\frac{1 - z - \bar{z}}{1 - z}\right) + \frac{7}{2} \text{Li}_4\left(\frac{1 - z - \bar{z}}{1 - \bar{z}}\right) \]
\[ + 38 \left[ \text{Li}_4\left(\frac{z\bar{z}}{(1 - z)(1 - \bar{z})}\right) - \frac{1}{6} \log(1 - z - \bar{z}) \log^3\left(\frac{(1 - z)(1 - \bar{z})}{z\bar{z}}\right) \right] \]
\[ - \frac{13}{2} \text{Li}_4\left(\frac{z}{1 - z}\right) - \frac{13}{2} \text{Li}_4\left(\frac{\bar{z}}{1 - \bar{z}}\right) - 19 \text{Li}_4\left(\frac{z}{z - 1}\right) - 19 \text{Li}_4\left(\frac{\bar{z}}{\bar{z} - 1}\right) \]
\[ + 13 \text{Li}_4\left(\frac{z + \bar{z} - 1}{z\bar{z}}\right) + 13 \text{Li}_4\left(\frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})}\right) + g_5^{(4)}, \quad (4.65) \]
$g_6^{(4)} = 2 \text{Li}_{2,2} \left( \frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})}, 1 - z \right) + 2 \text{Li}_{2,2} \left( \frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})}, 1 - \bar{z} \right) \nonumber \\
- 2 \text{Li}_{2,2} \left( \frac{z + \bar{z} - 1}{z\bar{z}}, z \right) - 2 \text{Li}_{2,2} \left( \frac{z + \bar{z} - 1}{z\bar{z}}, \bar{z} \right) \nonumber \\
- 8 \text{Li}_4(z) - 8 \text{Li}_4(\bar{z}) + 8 \text{Li}_4(1 - z) + 8 \text{Li}_4(1 - \bar{z}) \nonumber \\
- 2 \text{Li}_4 \left( \frac{z + \bar{z} - 1}{z} \right) - 2 \text{Li}_4 \left( \frac{z + \bar{z} - 1}{\bar{z}} \right) + 2 \text{Li}_4 \left( \frac{1 - z - \bar{z}}{1 - z} \right) + 2 \text{Li}_4 \left( \frac{1 - z - \bar{z}}{1 - \bar{z}} \right) \nonumber \\
+ 11 \left[ \text{Li}_4 \left( \frac{z\bar{z}}{(1 - z)(1 - \bar{z})} \right) - \frac{1}{6} \log(1 - z - \bar{z}) \log^3 \left( \frac{(1 - z)(1 - \bar{z})}{z\bar{z}} \right) \right] \nonumber \\
- 2 \text{Li}_4 \left( \frac{z}{1 - z}\right) - 2 \text{Li}_4 \left( \frac{\bar{z}}{1 - z}\right) - 6 \text{Li}_4 \left( \frac{z}{z - 1}\right) - 6 \text{Li}_4 \left( \frac{\bar{z}}{\bar{z} - 1}\right) + g_6^{(4)}.$

Let us take a closer look. The functions

\[
\text{Li}_4 \left( \frac{z}{z - 1} \right) + \text{Li}_4 \left( \frac{\bar{z}}{\bar{z} - 1} \right), \quad \text{Li}_4 \left( \frac{z}{1 - z} \right) + \text{Li}_4 \left( \frac{\bar{z}}{1 - \bar{z}} \right), \quad \text{Li}_4 \left( \frac{z + \bar{z} - 1}{z} \right) + \text{Li}_4 \left( \frac{z + \bar{z} - 1}{\bar{z}} \right) + \text{Li}_4 \left( \frac{1 - z - \bar{z}}{1 - z} \right) + \text{Li}_4 \left( \frac{1 - z - \bar{z}}{1 - \bar{z}} \right)
\]

are real valued and well defined for $\text{Im}(z) \neq 0$. Eq. (4.61) and a similar analysis show that

\[
\text{Li}_4 \left( \frac{z + \bar{z} - 1}{z\bar{z}} \right), \quad \text{Li}_4 \left( \frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})} \right)
\]

are also well defined in both the upper and the lower half of the complex plane. The analysis of

\[
\text{Li}_4 \left( \frac{z\bar{z}}{(1 - z)(1 - \bar{z})} \right) - \frac{1}{6} \log(1 - z - \bar{z}) \log^3 \left( \frac{(1 - z)(1 - \bar{z})}{z\bar{z}} \right)
\]

is similar to that of $g_5^{(3)}$ discussed below Eq. (4.56). The $\text{Li}_4$ has a branch cut at $\text{Re}[z] > 1/2$. Its imaginary part is however compensated by that of $\log(1 - z - \bar{z})$, and the function (4.69) is real-valued. Moreover, the spurious singularity of $\log(1 - z - \bar{z})$ at $\text{Re}[z] = 1/2$ is canceled by the zero of the other logarithm. Finally, the multiple polylogarithms $\text{Li}_{2,2}(a, b)$ have branch cuts at $\text{Re}[b] \in [1, +\infty)$ and at $\text{Re}[ab] \in [1, +\infty)$. For the $\text{Li}_{2,2}(a, b)$ functions appearing in $g_5^{(4)}$ and $g_6^{(4)}$,

\[
\begin{align*}
\text{Li}_{2,2} \left( \frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})}, 1 - z \right), & \quad \text{Li}_{2,2} \left( \frac{1 - z - \bar{z}}{(1 - z)(1 - \bar{z})}, 1 - \bar{z} \right), \quad \text{Li}_{2,2} \left( \frac{z + \bar{z} - 1}{z\bar{z}}, z \right), \\
\text{Li}_{2,2} \left( \frac{z + \bar{z} - 1}{z\bar{z}}, \bar{z} \right), & \quad \text{Li}_{2,2} \left( \frac{z + \bar{z} - 1}{z}, \frac{\bar{z}}{\bar{z} - 1} \right), \quad \text{Li}_{2,2} \left( \frac{\bar{z}}{1 - \bar{z}}, 1 - z \right), \\
\text{Li}_{2,2} \left( \frac{z + \bar{z} - 1}{z}, \frac{\bar{z}}{\bar{z} - 1} \right), & \quad \text{Li}_{2,2} \left( \frac{\bar{z}}{1 - \bar{z}}, 1 - z \right), \quad \text{Li}_{2,2} \left( \frac{\bar{z}}{1 - \bar{z}}, 1 - \bar{z} \right).
\end{align*}
\]

(4.70)

it is clear that the branch cut at $\text{Re}[b] \in [1, +\infty)$ is never crossed for $\text{Im}[z] \neq 0$. The same holds for the branch cut at $\text{Re}[ab] \in [1, +\infty)$, as well. This follows from Eq. (4.62) and from
a similar analysis for the argument \((z + \bar{z} - 1)/(\bar{z} - 1)\). The latter is complex valued and crosses the real axis as \(z\) varies in the upper or lower half of the complex plane. However, for \(\text{Im}[z] \neq 0\) it takes real values only at \(\text{Re}[z] = 1/2\), where it vanishes,

\[
\frac{z + \bar{z} - 1}{\bar{z} - 1} \bigg|_{\text{Re}[z] = \frac{1}{2}} = 0.
\]

(4.71)

Therefore, the branch cuts of the multiple polylogarithms (4.70) are never crossed for \(\text{Im}[z] \neq 0\).

Note that many of the functions introduced above are singular at \(z + \bar{z} - 1 = 0\). This is a spurious artifact of our representation. The \(\mathcal{N} = 4\) super Yang-Mills one, is real-analytic across \(\text{Re}[z] = 1/2\), and it is precisely the task of the correction terms \(g'\) to ensure that. Introducing the shorthand notations

\[
\ell = \Theta(1 - z - \bar{z}) \log(1 - z - \bar{z}) + \Theta(z + \bar{z} - 1) \log(z + \bar{z} - 1) \equiv \log(|1 - z - \bar{z}|),
\]

(4.72)

\[
\theta = \text{sign}(\text{Im}[z]) \Theta\left(\text{Re}[z] - \frac{1}{2}\right),
\]

(4.73)

the corrections are given as

\[
g_{4}^{(2)} = \left(g_{4}^{(1)} - g_{5}^{(1)}\right) \ell + i\pi \left(g_{6}^{(1)} + g_{7}^{(1)}\right) \theta,
\]

(4.74)

\[
g_{4}^{(2)} = \left(g_{6}^{(1)} + g_{7}^{(1)}\right) \ell,
\]

(4.75)

\[
g_{\ell}^{(3)} = \frac{1}{4} \ell \left(\left(g_{4}^{(1)} - g_{5}^{(1)}\right)^{2} + \left(g_{6}^{(1)} + g_{7}^{(1)}\right)^{2}\right),
\]

(4.76)

\[
g_{8}^{(3)} = \ell \left(-\frac{\pi^{2}}{3} + g_{3}^{(2)} + \frac{3}{4}(g_{4}^{(1)})^{2} - g_{4}^{(1)} g_{5}^{(1)} + \frac{1}{4}(g_{5}^{(1)})^{2} - \frac{1}{4}(g_{6}^{(1)})^{2} + \frac{1}{4}(g_{7}^{(1)})^{2}\right)
\]

\[
+ i\pi \ell \left(g_{6}^{(1)} + g_{7}^{(1)}\right) \theta,
\]

(4.77)

\[
g_{4}^{(4)} = -\frac{1}{24} \ell \left(g_{4}^{(1)} - g_{5}^{(1)} - g_{6}^{(1)} - g_{7}^{(1)}\right)(g_{6}^{(1)} + g_{7}^{(1)})(g_{4}^{(1)} - g_{5}^{(1)} + g_{6}^{(1)} + g_{7}^{(1)}),
\]

(4.78)

\[
g_{5}^{(4)} = -\frac{13}{48} \ell^{2} \left(g_{4}^{(1)} - g_{5}^{(1)}\right) \left(\left(g_{4}^{(1)} - g_{5}^{(1)}\right)^{2} + 3 \left(g_{6}^{(1)} + g_{7}^{(1)}\right)^{2}\right)
\]

\[
- \frac{13}{48} \pi \left(g_{6}^{(1)} + g_{7}^{(1)}\right) \left(3 \left(g_{4}^{(1)} - g_{5}^{(1)}\right)^{2} + \left(g_{6}^{(1)} + g_{7}^{(1)}\right)^{2}\right) \theta,
\]

(4.79)

\[
g_{6}^{(4)} = -\frac{1}{12} \ell \left(g_{4}^{(1)} - g_{5}^{(1)}\right) \left(\left(g_{4}^{(1)} - g_{5}^{(1)}\right)^{2} + 3 \left(g_{6}^{(1)} + g_{7}^{(1)}\right)^{2}\right)
\]

\[
- \frac{1}{12} i\pi \left(g_{6}^{(1)} + g_{7}^{(1)}\right) \left(3 \left(g_{4}^{(1)} - g_{5}^{(1)}\right)^{2} + \left(g_{6}^{(1)} + g_{7}^{(1)}\right)^{2}\right) \theta,
\]

(4.80)

\[
g_{7}^{(4)} = -\frac{1}{3} \ell^{3} \left(g_{6}^{(1)} + g_{7}^{(1)}\right) + \ell \left(\left(g_{4}^{(1)}\right)^{2} \left(g_{6}^{(1)} + g_{7}^{(1)}\right) - \frac{1}{3} g_{4}^{(2)}\right)
\]

\[
+ \ell \left(g_{10}^{(3)} + \frac{1}{3} g_{4}^{(2)} g_{4}^{(1)} - \frac{1}{6} \left(g_{4}^{(1)}\right)^{2} \left(g_{6}^{(1)} + g_{7}^{(1)}\right)\right),
\]

(4.81)

\[
g_{8}^{(4)} = -\frac{1}{3} \ell^{3} \left(g_{6}^{(1)} + g_{7}^{(1)}\right) + \ell \left(\left(g_{4}^{(1)}\right)^{2} \left(g_{6}^{(1)} + g_{7}^{(1)}\right) - \frac{1}{3} g_{4}^{(2)}\right)
\]
\[ + \ell \left( g_{10}^{(3)} + \frac{1}{2} g_{6}^{(3)} - \frac{\pi^2}{6} \left( g_{6}^{(1)} + g_{7}^{(1)} \right) + \frac{1}{2} g_{4}^{(2)} g_{4}^{(1)} - \frac{1}{8} \left( g_{4}^{(1)} \right)^2 g_{6}^{(1)} - \frac{1}{24} \left( g_{5}^{(1)} \right)^2 g_{6}^{(1)} \right) \\
- \frac{1}{6} g_{4}^{(2)} g_{5}^{(1)} - \frac{1}{24} \left( g_{6}^{(1)} \right)^3 - \frac{1}{4} g_{4}^{(1)} g_{5}^{(1)} g_{7}^{(1)} + \frac{1}{12} \left( g_{5}^{(1)} \right)^2 g_{7}^{(1)} + \frac{1}{8} g_{6}^{(1)} g_{7}^{(1)} + \frac{1}{12} \left( g_{7}^{(1)} \right)^3 \right) \\
+ \frac{i \pi}{4} \ell \left( \left( g_{4}^{(1)} - g_{5}^{(1)} \right)^2 + \left( g_{6}^{(1)} + g_{7}^{(1)} \right)^2 \right) \theta. \] (4.82)

All the \( g \) functions, well-defined for \( \text{Im}[z] \neq 0 \), are then real-analytic across \( \text{Re}[z] = 1/2 \).

5 The multi-Regge limit of the \( \mathcal{N} = 4 \) super Yang-Mills amplitude

In this section we discuss the multi-Regge limit of the full-colour two-loop five-particle amplitude in \( \mathcal{N} = 4 \) super Yang-Mills theory. After discussing the behaviour of the rational functions in the limit, we introduce a colour decomposition based on the colour flowing in the \( t \) channels. This highlights certain properties of the multi-Regge regime, and makes the expressions more compact. Then we present our results for the asymptotics of the hard function at one and two loops. Finally, we classify all the required transcendental functions, and discuss their analytic structure. We provide the explicit expressions in ancillary files.

The Regge limit of the planar part has already been investigated in Ref. [3], where the simple form of the ABDK/BDS formula [60, 108, 109] was shown to be Regge-exact at five points. The multi-Regge limit of the non-planar part was then studied in Ref. [31, 33]. The double-trace components in the colour basis given by Eqs. (3.5) and (3.6) were found to vanish at symbol level in the limit \( x \to 0 \). The analysis was then pushed to the subleading power terms, of which the leading-logarithmic contributions were provided analytically.

Here we present explicit analytic expressions for the divergent and finite contributions of the full-colour hard function. We neglect the terms which vanish as \( x \log^k(x) \) in the limit \( x \to 0 \).

The starting point is the one and two-loop amplitudes in the form given by Eqs. (3.41) and (3.14). The amplitudes consist of rational functions of the spinors and pure integrals. The rational functions exhibit an extremely simple behaviour in the multi-Regge limit. Since the latter was defined for helicity-free quantities only (4.4), we normalise them by a Parke-Taylor factor. We choose \( \text{PT}_1 \) (3.13). Then, all but two of the six linearly independent Parke-Taylor prefactors (3.13) vanish, and the remaining ones become identical up to power corrections:

\[ \frac{\text{PT}_i}{\text{PT}_1} = r_i + \mathcal{O}(x), \] (5.1)

with

\[ \{r_i\}_{i=1}^6 = \{1, 0, 0, 0, 0, 1\}. \] (5.2)

The absence of poles in \( x \) in the rational prefactors constitutes a major simplification, as it implies that the power corrections to the pure integrals can be neglected. In contrast, as we will see in Section 7, they need to be taken into account in the \( \mathcal{N} = 8 \) supergravity case.
We thus compute the asymptotics of the required pure integrals according to Eq. (4.27). Finally, we assemble the two-loop hard function in the $\overline{\text{MS}}$-scheme according to Eq. (3.35).

5.1 Colour flow in the multi-Regge limit

Scattering amplitudes in a gauge theory can be seen as vectors in colour space. In Section 3 we have introduced a basis of this vector space made of traces of generators in the fundamental representation. This basis makes the distinction between planar and non-planar components transparent, and highlights the permutation symmetries. However, when discussing the multi-Regge limit, it is more meaningful to consider a different colour decomposition. We expand the $\ell$-loop five-particle scattering amplitude $A_5^{(\ell)}$ into a colour basis $\{S_J\}$ where each element corresponds to a definite $t$-channel exchange,

$$A_5^{(\ell)} = \sum_J A_J^{(\ell)} S_J.$$  

The sum in Eq. (5.3) runs over all possible pairs $J = (r_1, r_2)$, where $r_1$ ($r_2$) labels the possible irreducible representations of the states propagating in the $t_1$ ($t_2$) channel. These are obtained by reducing the tensor products of the representations of particles 2 and 3, and 1 and 5, namely

$$R_2 \otimes R_3 = \bigoplus_{r_1} r_1, \quad R_1 \otimes R_5 = \bigoplus_{r_2} r_2,$$  

where $R_i$ denotes the irreducible representation corresponding to particle $i$. Multiple occurrences of equivalent representations are counted as distinct. In the case of two adjoint representations the decomposition is

$$\mathbf{8}_a \otimes \mathbf{8}_a = \mathbf{1} \oplus \mathbf{8}_s \oplus \mathbf{8}_a \oplus \mathbf{10} \oplus \mathbf{10} \oplus \mathbf{27} \oplus \mathbf{0},$$  

where we use the subscripts $s$ and $a$ distinguish the antisymmetric adjoint representation $\mathbf{8}_a$ from the 8-dimensional symmetric representation $\mathbf{8}_s$. Note that we label the representations with their $SU(3)$ dimensions, but we keep the expressions for generic $SU(N_c)$. As a result, we keep the “null” representation $\mathbf{0}$, although it does not contribute for $N_c = 3$ since its dimensionality vanishes,

$$\dim[\mathbf{0}] = \frac{N_c^2(N_c - 3)(N_c + 1)}{4}.$$  

In order to better understand the colour decomposition (5.3), let us introduce colour operators associated with the colour flow in the $t$-channels $[110, 111]$,

$$T_{t_1} = T_2 + T_3,$$  

$$T_{t_2} = T_2 + T_3 + T_4 = -T_1 - T_5,$$  

where we used colour conservation, $\sum_{i=1}^5 T_i = 0$. We recall that $T_i$ denotes the colour insertion operator, given for the adjoint representation by Eq. (3.29). It is apparent that
Table 3: Characterisation of the colour basis \( \{ S_a \}_{a=1}^{22} \). The first column refers to the element in the basis. The second contains the pairs of irreducible representations corresponding to the states propagating in the \( t_1 \) and \( t_2 \) channel, labelled by SU(3) dimensions (1 being the singlet). The last two columns show the associated Casimirs. The 10 stand for combinations of 10 and \( \overline{10} \), and the last two structures denote two invariant tensors between 10, \( \overline{10} \) and the central gluon’s 8 (for \( N_c \geq 4 \)).

| \( S_a \) | \((r_1, r_2)\) | \( C_{r_1} \) | \( C_{r_2} \) |
|---|---|---|---|
| 1 | (1, 8) | 0 | 2N_c |
| 2 | (8, 1) | N_c | 0 |
| 3 | (8, 8) | N_c | N_c |
| 4 | (8, 8) | N_c | N_c |
| 5 | (8, 0) | N_c | 2(N_c - 1) |
| 6 | (8, 27) | N_c | 2(N_c + 1) |
| 7 | (8, 10) | N_c | 2N_c |
| 8 | (8, 8) | N_c | N_c |
| 9 | (8, 8) | N_c | N_c |
| 10 | (8, 10) | N_c | 2N_c |
| 11 | (0, 8) | 2(N_c - 1) | N_c |

The 22 allowed pairs are listed in Table 3.

Therefore, we expand the hard function as

\[
\mathcal{H}^{(f)}_5 = \text{PT}_1 \sum_{a=1}^{22} H^{(f)}_a S_a , \tag{5.10}
\]

where we extract a factor of PT\(_1\) so that the coefficient functions \( H^{(f)}_a \) are helicity-free. We show in Table 3 our explicit choice for the basis of eigenvectors of the \( t \)-channel operators, \( \{ S_a \}_{a=1}^{22} \).

This basis choice will greatly simplify the analysis of the Regge limit since it is controlled by the quantum numbers flowing in the \( t_i \) channels. For example, \((8, 8)\) is the only colour structure at tree-level:

\[
h^{(0)}_3 = 1, \\
h^{(0)}_a = 0, \quad \forall a \neq 3 . \tag{5.11}
\]

We will see that it is also the only structure at leading-logarithmic order (LL) to all loop orders. For convenience of the reader, we spell out in terms of single \((3, 5)\) and double...
traces (3.6) the colour structures which are of particular interest for this paper:

\[ S_3 = T_1 + T_2 - T_5 - T_6 , \]  
\[ S_9 = T_1 - T_2 - T_5 + T_6 , \]  
\[ S_{12} = T_1 - T_2 - T_5 + T_6 - (N_c - 2)(T_7 - T_9 - T_{10} + T_{12} + T_{13} + T_{18} + T_{20} + T_{22}) , \]  
\[ S_{15} = T_1 - T_2 - T_5 + T_6 + (N_c + 2)(T_7 - T_9 - T_{10} - T_{12} - T_{13} - T_{18} - T_{20} - T_{22}) , \]  
\[ S_{21} = T_1 + T_2 - T_5 - T_6 + N_c(-T_{13} + T_{18} - T_{20} + T_{22}) . \]

We provide in an ancillary file the transformation matrix to the trace-based colour basis,

\[ S_a = \sum_{b=1}^{22} E_{ab} T_b . \]  

5.2 One-loop hard function

Thanks to the uniform transcendental weight property of the amplitude, the one-loop hard function is given by a weight-two function. We organise it in powers of \( \log(x) \),

\[ H_a^{(1)} = \sum_{k=0}^{1} h_{a,k}^{(1)} (N_c, s, s_1, s_2, z, \bar{z}) \log^k(x) + o(1) , \]  

where the coefficient function \( h_{a,k}^{(1)} \) has weight \((2 - k)\). Note that, although the function has weight 2, the maximal power of \( \log x \) is 1. The fact that there can appear at most one power of \( \log x \) per loop order is a well-known result of the BFKL formalism [100, 112] (see e.g. Ref. [17] for a recent discussion in the scattering amplitudes context). It is related to the fact that boosting a projectile does not introduce any new collinear singularities.

Only one component has a non-vanishing contribution at order \( \log x \),

\[ h_{3,1}^{(1)} = -2N_c \left[ 2 \log \left( \frac{s}{s_1 s_2} \right) - \log ((1 - z)(1 - \bar{z})) - \log (z \bar{z}) \right] , \]  
\[ h_{a,0}^{(1)} = 0 , \quad \forall a \neq 3 . \]

The non-trivial colour structure corresponds to the representations \((8_a, 8_a)\), namely to an adjoint exchange in the \( t_1 \) and \( t_2 \) channels. This is expected. The leading logarithmic (LL) terms, i.e. those of order \((g^2)\ell \log^\ell x\), all have the same colour structure as the tree-level amplitude, namely \((8_a, 8_a)\), because at LL order a single elementary excitation (the reggeized gluon) propagates in each channel. The other colour components are kinematically suppressed, either by logarithms or by powers of \( x \) [100, 112]. There are also selection rules at NLL order, where a (symmetrical) pair of adjoint excitations can also be exchanged. Since such a pair cannot carry the colour representation \(10\), many components vanish at order \( \log^0 x \). From the explicit computation we find that

\[ h_{a,0}^{(1)} = 0 , \quad \forall a \in \{7, 10, 13, 16, 17, 18, 19, 20, 21, 22\} . \]
The remaining colour components are expressed in terms of the functions described in Section 4.4. All functions involved at one loop are manifestly single valued in the whole $s_{12}$ channel. We provide the complete expressions in both the upper and lower half of the complex $z$ plane in ancillary files.

### 5.3 Two-loop hard function

At two loops, the hard functions is given by a weight-4 function, which we expand in powers of $\log x$ as

$$H^{(2)}_a = \sum_{k=0}^2 h^{(2)}_{a,k} (N_c, s, s_1, s_2, z, \bar{z}) \log^k(x) + o(1),$$

where the coefficient function $h^{(2)}_{a,k}$ has weight $4 - k$.

Before discussing the different powers of $\log x$ separately, it is instructive to spell out some components. The two eigenvectors corresponding to the representation $(10, 10)$ are particularly simple. One, $H^{(2)}_21$, vanishes in the multi-Regge limit,

$$H^{(2)}_{21} = O(x).$$

Interestingly, this can be seen by taking into account the behaviour of the rational functions (5.1) alone. The second eigenvector of the representation $(10, 10)$, $H^{(2)}_{22}$, has the explicit expression

$$H^{(2)}_{22} = 2\pi^2 \left[ \log^2 \left( \frac{s}{s_1 s_2} \right) - 2 \log \left( \frac{s}{s_1 s_2} \right) \log (z\bar{z}(1-z)(1-\bar{z})) + \log^2(z\bar{z}) 
+ \log^2((1-z)(1-\bar{z})) + \log ((1-z)(1-\bar{z})) \log(z\bar{z})
- 2 \left( \text{Li}_2(z) - \text{Li}_2(\bar{z}) - \frac{1}{2} \left( \log(1-z) - \log(1-\bar{z}) \right) \log(z\bar{z}) \right) \right] + O(x).$$

This function is manifestly single valued in the whole complex $z$ plane. In particular, in the last line we recognise the single-valued dilogarithm,

$$D_2(z, \bar{z}) = \text{Li}_2(z) - \text{Li}_2(\bar{z}) + \frac{1}{2} \left( \log(1-z) - \log(1-\bar{z}) \right) \log(z\bar{z}).$$

Let us now turn to a discussion of the different orders in $\log x$. As expected, only one colour structure, $(8_a, 8_a)$, contains the leading logarithm $\log^2 x$,

$$h^{(2)}_{3,2} = 2N_c^2 \left[ 2 \log \left( \frac{s}{s_1 s_2} \right) - \log (z\bar{z}) - \log ((1-z)(1-\bar{z})) \right]^2,$$
$$h^{(2)}_{a,2} = 0, \quad \forall a \neq 3.$$
This is a general feature, as will be clear below: only the colour representations which
have non-trivial coefficients at the previous loop order can exhibit a logarithm of \( x \). The
remaining non-vanishing components are very simple, as they contain just manifestly single-
valued logarithms and the single-valued dilogarithm (5.25). The non-trivial components,
extcept \( h_{3,1}^{(2)} \), are proportional to \( i\pi \) and thus vanish at symbol level. \( h_{3,1}^{(2)} \) is non-zero at
symbol level. Still, it does not contain any genuine weight-3 function, but only products
of logarithms.

Finally, let us consider the finite terms, i.e. \( h_{a,0}^{(2)} \). They have transcendental weight
4, but only \( h_{3,0}^{(2)} \) does not vanish at symbol level. Nonetheless, the latter has a rather
simple form, as it involves only logarithms and the single-valued dilogarithm (5.25). The
other components are proportional to either \( i\pi \) or \( \pi^2 \). Three components vanish, \( h_{a,0}^{(2)} = 0 \)
\( \forall a = 10, 18, 21 \). Some contain genuine weight-3 functions.

As we have seen in Section 4.4, the \( \mathcal{N} = 4 \) super Yang-Mills hard function in the multi-
Regge limit involves several functions which are not manifestly real analytic in the complex
\( z \) plane. It is worthwhile to highlight that they appear only in the order-log\(^0\) \( x \) components
\( h_{a,0}^{(2)} \) with \( a \in \{1, 2, 5, 6, 11, 12, 14, 15\} \). Among these, \( h_{12,0}^{(2)} \) and \( h_{15,0}^{(2)} \) are particularly simple,
as they only involve – of the functions which are not manifestly real analytic – the
logarithms (4.50). For instance,

\[
h_{12,0}^{(2)} = \frac{i\pi}{6} \left( \left( g_{7}^{(1)} \right)^3 - \left( g_{6}^{(1)} \right)^3 \right) + \frac{2i\pi^3}{3} \left( g_{7}^{(1)} - g_{6}^{(1)} \right) + \text{(analytic)}.
\]

(5.28)

The other components, \( h_{a,0}^{(2)} \) with \( a \in \{1, 2, 5, 6, 11, 14\} \), contain not only the loga-
rithms (4.50), but also the weight-2 and 3 functions given by equations (4.54) and (4.56).
It is however interesting to note that the latter only appear in a specific combination,

\[
6g_{1}^{(3)} + g_{2}^{(3)} - 2g_{3}^{(3)} + 2g_{4}^{(3)} + 2g_{5}^{(3)} + 2g_{6}^{(3)} + g_{2}^{(2)}(g_{4}^{(1)} - g_{5}^{(1)}).
\]

(5.29)

Nevertheless, we introduced all these functions separately, as they will enter the hard
function in \( \mathcal{N} = 8 \) supergravity.

It is interesting to note that, although the hard function is continuous throughout
the whole complex \( z \) plane, certain components are not analytic across the real axis. In
particular, the second derivatives of certain components exhibit discontinuities: at \( \text{Re}[z] > 0 \)
for components 1, 11 and 14; at \( \text{Re}[z] < 1 \) for components 2, 5 and 6; and at \( \text{Re}[z] > 0 \)
and \( \text{Re}[z] > 1 \) for components 12 and 15. Such non-analyticity of non-planar amplitudes
in the multi-Regge limit, while absent in the planar limit, it is not a new phenomenon. It
was already observed, for instance, in the computation of the non-planar impact factor at
one loop [113], as will be discussed in the next section.

We provide the complete expressions of the coefficient functions \( h_{a,k}^{(2)} \) in both the upper
and lower half of the complex \( z \) plane in ancillary files. They are expressed in terms of the
functions which we described in Section 4.4.

6 Predictions of BFKL theory in \( \mathcal{N} = 4 \) super Yang-Mills

We now confront the preceding results with the effective description of the Regge limit
based on BFKL theory, where the degrees of freedom at different rapidity interact by
exchange of (multiple) reggeized gluons. The BFKL approach becomes particularly simple for certain colour structures, as explained shortly, and therefore we will focus here on those simplest colour structures leaving a systematic analysis to the future. Interestingly, we will be able to express directly the $d \to 4$ limit of the hard functions in terms of an infrared $R$-operation, by-passing the calculation of IR-divergent quantities.

6.1 General considerations

We begin by studying the bare (IR divergent) amplitude. In multi-Regge kinematics, the degrees of freedom of the 5-point amplitude are split into three sets: left-moving $(p_2, p_3)$, central $(p_4)$ and right-moving $(p_5, p_1)$, which leads to the following factorization:

$$A_5 = \langle L | e^{-\eta_L H} a_4 e^{-\eta_R H} | R \rangle, \quad (6.1)$$

where $\eta_L = \log |s_{34} - s_{23}| - \frac{i\pi}{2}$ and $\eta_R = \log |s_{45} - s_{15}| - \frac{i\pi}{2}$ are convenient choices of rapidity variables (boost factors) in the left and right channels, $H$ is the BFKL Hamiltonian (generator of boosts), and $a_4$ stands for the annihilation operator of particle 4. All the energy dependence is explicit in the exponent, while the remaining ingredients only produce functions of transverse momenta $p_i$ (see Section 4 for our kinematics). Since the Hamiltonian commutes with colour projectors, this factorization shows that energy logarithms can only dress colour components which were already present at a previous loop order.

The wavefunctions on the outside each represent a pair of fast-moving particles, $\langle L | \equiv \langle 0 | a_3 a_2^\dagger$, $| R \rangle \equiv a_5 a_1^\dagger | 0 \rangle$, \quad (6.2)

which are to be inserted inside time-ordered products. To leading power, these can be expanded over a basis of multi-reggeon states. These are closely related to null Wilson lines as one might expect from an eikonal approximation. Briefly, the Wilson lines $U$ are exponential of the reggeized gluon $W$: $U_x = e^{igW_x T^a}$, see Refs. [15, 17] (also [114]) for further detail. The complete wavefunction contains an arbitrary number of Wilson lines and therefore also an arbitrary number of reggeons. For our specific application below, we will exploit the following simplification of perturbation theory. The leading contribution for a given number of reggeons takes a very simple form, coming from expanding a single Wilson line:

$$| R \rangle = 2 p_5^- \int \frac{d^{2-2\epsilon} x}{(2\pi)^{2-2\epsilon}} e^{ip_5 \cdot x} \left( igT^a_{i_1 i_2 i_3} | W^a_0 \rangle + \frac{(igT^a_{i_1 i_2})^2}{2!} | W_x W^a_0 \rangle + \frac{(igT^a_{i_1 i_2 i_1})^3}{3!} | W_x W_x W^a_0 \rangle + \ldots \right)$$

$$+ \text{(higher powers of } g^2 \text{ for each } W\rangle). \quad (6.3)$$

For notational convenience, we suppressed the adjoint indices on the last two terms. (These are to be contracted between the $T^a$’s and $W^a$’s, as written in the first term. The $W$’s commute so their ordering is immaterial.) Notice that each additional reggeon comes with a factor $g$. Notice also that in all the terms in Eq. (6.3) the reggeons sit at the same transverse coordinate $x$.

The general structure of loop corrections is as follows. The coefficient of the $| W \rangle$ component is simply a function of the coupling and momentum, known to three loops in
a certain scheme [17] (and known to all orders in the planar limit [90]). In the planar limit, this is the only contribution. Loop corrections to multi-reggeon components are more complicated: delocalized products such as $|W_xW_y⟩$ appear at order $g^4$. These are integrated against impact factors of the form $C^{(1)}(x−y)$, which are nontrivial functions of relative positions or momenta [113]. This particular one-loop impact factor can contribute to certain colour structures in the two-loop amplitudes.

What will be important here is that the elementary reggeon $W^a$ is colour-adjoint, which restricts the possible colour structures to which each term in Eq. (6.3) can contribute. Another restriction comes from the symmetry (signature) which interchanges legs 2 and 3 and reverses $W$. For example, the state $|W⟩$ contributes only to the antisymmetric adjoint, $S_a$, producing the leading-log result shown in Eqs. (5.11), (5.20) and (5.26). The symmetric adjoint $S_s$ is not affected by single-$W$ exchange because of signature conservation: the amplitude is invariant under the simultaneous crossing of legs $p_1$ and $p_5$ and reversal $W→−W$ in the $t_2$ channel. Tensor product rules together with signature conservation imply the following selection rules:

\[
\begin{align*}
|W⟩ & \text{ contributes to } S_a, \\
|WW⟩ & \text{ contributes to } S_a, 0, 27, \\
|WWW⟩ & \text{ contributes to } S_a, 10.
\end{align*}
\]

The two-loop amplitude in the $(r_1, r_2) = (S_a, 27)$ channel, for instance, thus requires only the following ingredients: the gluon impact factors up to one-loop (that is the coefficients of $|WW⟩$ and of $⟨W|$ in Eq. (6.3) and its analog on the left), the regge trajectory and the central emission vertex to one-loop (respectively, the $H$ eigenvalue and overlap in Eq. (6.1)). All these ingredients are available and it will be interesting in future work to assemble them.

Below we focus on two simple non-planar colour components at two-loops: $(10, 10)$, where three reggeons must appear in each channel, and the various $(WW, WW)$ components, where two reggeons must flow in each channel, where we will highlight a non-real analytic behaviour.

### 6.2 Bare amplitude with maximal reggeon exchanges

The two-loop $(10, 10)$ amplitude is part of a family where the maximal number of reggeons is forced to flow in each channel, as shown in Fig. 4. (For colour-adjoint external states this family effectively terminates at two loops. To force more reggeons one would have to scatter external particles in larger colour representations.)

At tree level, the analogous amplitude is $(S_a, S_a)$, where a single reggeon is exchanged, coming from the $|W⟩$ term in Eq. (6.3). The overlap in Eq. (6.1) then gives the so-called Lipatov vertex, which gives for example for the external helicity configuration $1^−2^−3^+4^+5^+$ (See Section 5.2 of Ref. [15] for its computation in the present formalism, and for a review of the rules used below):

\[
\delta^{(8)}(Q)A^{(0)}_{15}(S_a, S_a) \propto \frac{s_{12}}{p_3\bar{p}_4p_5},
\]

which agrees with the Regge limit of the Parke-Taylor factor $PT_1$ times the supersymmetric $δ$-function in Eq. (3.1); our Regge kinematics is defined in Section 4.
Figure 4: Family of reggeon diagrams in which a maximal number of reggeons (horizontal lines) is exchanged in both the $t_1$ and $t_2$ channels. We also include all permutations of the insertions along the vertical (eikonal) lines.

The analogous loop amplitudes in Fig. 4(b) can be easily written down by means of the following rules. Please note that these pictures are not Feynman diagrams in the full four-dimensional theory but rather they follow the rules of a two-dimensional-like effective theory where only the transverse momenta are integrated over in loops. Each horizontal propagator gives a factor $\frac{i}{|p|^2}$, the central emission vertex gives a factor $\bar{p}_L p_R \bar{p}_4$ (where $p_L/R$ denote the transverse momenta entering from the left and the right), and the vertical lines do nothing except to track group theory factors $i g T^a$ inserted at each vertex (in accordance with the wavefunction in Eq. (6.3))). Converting the group theory factors to the trace basis, these diagrams allow to predict the following colour components:

$$A_3^{(0)} = \text{PT}_1,$$

$$A_{\{9;12;15\}}^{(1)} = \text{PT}_1 \times -i\pi \left\{ \frac{-N_c^3}{2(N_c^2 - 4)}; \frac{1}{N_c - 2}; \frac{1}{N_c + 2} \right\} I_{\text{tri}}^{(1)},$$

$$A_{\{21;22\}}^{(2)} = \text{PT}_1 \times 2\pi^2 \{0;1\} I_{\text{tri}}^{(2)},$$

where the subscripts refer to the colour factors in Table 3. (For the reader’s convenience, these are, in order of appearance: $(8_a, 8_a); (8_s, 8_s); (0, 0); (27_a, 27)$ and the two $(10, 10)$s, defined explicitly in Eq. (5.12)). In particular, at two loops, just by doing colour algebra and without doing any integral, BFKL theory predicts that one component vanishes: $A_{21}^{(2)} = 0$, in agreement with the preceding section!

The nonzero components involve the following 2d triangle integrals:

$$I_{\text{tri}}^{(1)} = \int \frac{d^2-2\epsilon \ell}{\pi^1-\epsilon_{e-c}\gamma} \frac{\bar{p}_3(p_3 - \ell)(p_5 + \ell p_5)}{(p_3 - \ell)^2(p_5 + \ell)^2\ell^2},$$

$$I_{\text{tri}}^{(2)} = \int \frac{d^2-2\epsilon \ell_1}{\pi^1-\epsilon_{e-c}\gamma} \int \frac{d^2-2\epsilon \ell_2}{\pi^1-\epsilon_{e-c}\gamma} \frac{\bar{p}_3(p_3 - \ell_1)(p_5 + \ell_1 p_5)}{(p_3 - \ell_1)^2(p_5 + \ell_1)^2(\ell_1 - \ell_2)^2\ell_2^2}.$$

The predictions of BFKL theory are thus phrased in terms of only 2d transverse-plane integrals, which is one of the advantages of this effective theory. The integrals may be computed as series in $\epsilon$, however we prefer to first apply the infrared factorization procedure of section 3.5.1 and deal directly with the $\epsilon \to 0$ limit of the hard functions.
6.3 Infrared-factorized amplitude

To understand how the infrared singularities organize in the Regge limit, it is helpful to first analyze the Regge limit of the dipole formula for the soft anomalous dimension (see Eq. (3.28)), following [111]:

\[
-\frac{1}{4} \Gamma_5^{(1)} = \sum_{i<j} (T^i T^j) \log \left( \frac{-s_{ij}}{\mu^2} \right) = T^2 T^3 \log \left( \frac{-t_1}{\mu^2} \right) + T^1 T^5 \log \left( -\frac{t_2}{\mu^2} \right) + (T^2 T^3) T^4 L_{34} + T^4 (T^1 T^3) L_{45} + (T^2 + T^3) (T^1 + T^5) L_{12} + \frac{i \pi}{2} (T^2 - T^3) T^4 + \frac{i \pi}{2} T^4 (T^1 - T^5) - \frac{i \pi}{2} (T^2 - T^3) (T^1 - T^5),
\]

where \( L_{ij} = \log \left( \frac{t_{ij}}{\mu^2} \right) - \frac{i \pi}{2} \) is a signature-even combination. Here we have restricted to the kinematics where particles 3, 4, 5 are outgoing.

We have organised the terms in Eq. (6.8) according to their signature in the \( t_1 \) and \( t_2 \) channels, that is, their properties under swapping particles 2 and 3, or 1 and 5, respectively. (For example, the last two terms are odd under the \( t_2 \) signature while all others are even. This means that, if we were to flip the energies of particles 1 and 5 to make 5 incoming, all that would change is that those two terms would flip sign.)

The key point to observe is that all the terms in the first two lines commute with the Casimirs \( T^2_{t_1} \) and \( T^2_{t_2} \): they do not modify the colour representation which is exchanged in the \( t_1 \) and \( t_2 \)-channel. Thus, when working in the colour basis of Table 3, the renormalization operator \( Z_5 \) is essentially diagonal, except for the three terms on the last line of Eq. (6.8). This dramatically simplifies the study of infrared factorisation in the Regge limit.

In particular, when focusing on the maximal-reggeon colour structures of the preceding subsection, only the last term in Eq. (6.8) needs to be kept: all the others project onto colour structures which vanish at the lower loop order! Denoting this term as

\[
\Gamma_{\text{max}} = 2i \pi (T^2 - T^3) (T^1 - T^5),
\]

the Regge limit of the maximum-reggeon colour component of the hard function is

\[
H_{\text{max}} = \lim_{\epsilon \to 0} \left[ 1 - \frac{a}{2 \epsilon} \Gamma_{\text{max}} + \frac{a^2}{8 \epsilon^2} (\Gamma_{\text{max}})^2 \right] A_{\text{max}} P T_1,
\]

where \( H \) is defined in Eq. (5.10) and the right-hand-side involves the amplitudes given in Eq. (6.6). The action of the colour operators can be worked out by expressing the bare amplitude \( A \) in the trace basis, where the \( T \) operators can be computed using standard \( SU(N_c) \) trace identities, and converting back to the colour-flow basis. In this way we find:

\[
(T^2 - T^3) (T^1 - T^5) \circ S_3 = \frac{-N_c^3}{2(N_c^2 - 4)} S_9 + \frac{1}{N_c - 2} S_{12} + \frac{1}{N_c + 2} S_{15},
\]

\[
((T^2 - T^3) (T^1 - T^5))^2 \circ S_3 = \frac{N_c^2 + 16}{4} S_3 + S_7 + S_{17} - 4 S_{22}.
\]

Notice that the first line involves the same combination as in Eq. (6.6), and that \( S_{21} \) is absent from the second line. We thus find, for the above colour components of the hard
functions:

\[
H_3^{(0)} = 1, \\
H_{\{9;12,15\}}^{(1)} = -i\pi \left\{ -\frac{N^3}{2(N_c^2 - 4)}; \frac{1}{N_c - 2}; \frac{1}{N_c + 2} \right\} \times \left( I_{\text{tri}}^{(1)} + \frac{1}{\epsilon} \right), \\
H_{\{21;22\}}^{(2)} = 2\pi^2 \{0; 1\} \times \left( I_{\text{tri}}^{(2)} + \frac{2}{\epsilon} I_{\text{tri}}^{(1)} + \frac{1}{\epsilon^2} \right).
\]  

(6.12)

Before presenting the analogous two-loop result, it is useful to observe the following: the parentheses are simply the result of the infrared \(R\)-operation [115–118] applied to the integrand!

The IR \(R\)-operation is conceptually similar to the perhaps more familiar ultraviolet \(R\)-operation, which recursively collapses divergent subgraphs of a Feynman integral and replaces them with local counterterms. The infrared \(R\)-operation recursively subtracts infrared subdivergences by erasing (as opposed to collapsing) IR-divergent sub-integrals, replacing them with the infrared divergent part of corresponding integrals. (The IR and UV \(R\)-operations commute, and are often combined into a single \(R^*\).) The IR \(R\)-operation enables a clean distinction between IR and UV divergences and has been used for higher-loop calculations of the QCD \(\beta\)-functions and UV divergences of on-shell scattering amplitudes [119]. Applying it to the integrands in Eq. (6.7), we find

\[
R \left[ I_{\text{tri}}^{(1)} \right] = I_{\text{tri}}^{(1)} + \frac{1}{\epsilon}, \\
R \left[ I_{\text{tri}}^{(2)} \right] = I_{\text{tri}}^{(2)} + \frac{2}{\epsilon} I_{\text{tri}}^{(1)} + \frac{1}{\epsilon^2}.
\]

(6.13)

These are precisely the combinations appearing in Eq. (6.12).

Physically, it is perhaps not surprising that the infrared \(R\)-operation correctly predicts the hard function, because its combinatorics are similar to those which underly infrared factorization. We thus expect the hard function to coincide with the \(R\)-subtracted scattering amplitude even away from the Regge limit. It could be interesting to study this more, notably because the \(R\)-operation can be computed graph by graph.

A convenient way to evaluate the one-loop triangle integral is to expand the numerator over a standard basis of (parity even and odd) bubble integrals and a dimension-shifted scalar triangle (the triangle with numerator \(\ell_2^2\) where \(\ell_\perp\) denotes the \((-2\epsilon)\)-dimensional components of \(\ell\), which we take to be orthogonal to \(p_3\) and \(p_5\)). We omit intermediate steps and outline the calculation. Since the latter integrates to \(O(\epsilon)\), it can be dropped, as well as the odd bubbles, and the surviving bubbles all come with coefficient \(\pm \frac{1}{2}\). We obtain the following simple result:

\[
R[I_{\text{tri}}^{(1)}] = \log \left( \frac{\vert p_3^2 p_5^2 \vert}{\mu^2 \vert p_4^2 \vert^2} \right).
\]

(6.14)

We stress that this calculation is entirely algebraic and we did need to make use of integration-by-parts identities. Now for the two-loop triangle, we can first integrate out \(\ell_2\), which leaves a one-loop triangle with a non-standard propagator \(1/\left(\epsilon(\ell_2^2)^{1+\epsilon}\right)\). While
the same algebraic reorganisation carries through, the result would now seem much more complicated since some of the odd bubbles are now still triangles, and the odd one does not vanish. However, thanks to the \(R\)-operation, we find that the result neatly reduces to bubbles plus the dimension-shifted triangle:

\[
R[I_{\text{tri}}^{(2)}] = \log^2 \left( \frac{P_3^2 P_5^2}{\mu^2 P_4^2} \right) - \log \left( \frac{P_3^2}{P_4^2} \right) \log \left( \frac{P_5^2}{P_4^2} \right) - 2D_2 \left( - \frac{P_3}{P_4}, - \frac{P_3}{P_4} \right),
\]

(6.15)

where the last term, coming from the dimension-shifted triangle, is the Bloch-Wigner dilogarithm in Eq. (5.25).

It is important to stress that the \(R\)-subtracted two-loop integral is not simply the “finite term” in the \(\epsilon \to 0\) Laurent series of the integral, which would be much more complicated. In particular, functions with the letter \((z - \bar{z})\) in their symbol cancel between the two-loop integral and the \(O(\epsilon)\) term at one loop. This parallels the cancellation of the letter \(W_{\text{tri}}\) observed for the hard functions in Section 3.6.

Converting to the \(g\) functions from Section 4.4, where \(z = -P_3/P_4\), the result in Eq. (6.12) can thus be written as

\[
H_{(9;12;15)}^{(1)} = i\pi \left\{ \frac{-N_c^3}{2(N_c^2 - 1)} \frac{1}{N_c - 2} \frac{1}{N_c + 2} \right\} \left( g_3^{(1)} - g_4^{(1)} - g_5^{(1)} \right),
\]

\[
H_{(21;22)}^{(2)} = 2\pi^2 \left\{ 0; 1 \right\} \left( g_3^{(1)} - g_4^{(1)} - g_5^{(1)} \right)^2 - g_4^{(1)} g_5^{(1)} - 2g_1^{(2)} \right),
\]

(6.16)

in complete agreement with the results of the direct computation discussed in Section 5.

### 6.4 Examples of non real-analytic amplitudes

We now analyse the effect of the one-loop impact factors. These do not affect the two-loop components recorded in Eq. (5), but appear in all colour structures where two-reggeon states can propagate (8s, 0 and 27 according to the second line of Eq. (6.4)).

A striking feature of the impact factors computed in [113] is that they contain terms which are not real-analytic as a function of angles: their derivatives are discontinuous. We extract the \(N = 4\) super Yang-Mills result by taking the leading transcendental part of their formulas. The unique non-real-analytic contribution comes from \(\frac{2}{\epsilon} K_2\) in \(I_4\) in their Eq. (5.27). It gives, in our notation (using also Eq. (3.12) there), the following \(O(\epsilon)\) wavefunction in Eq. (6.3):

\[
|R\rangle_{WW}^{(6.17)} = -g^2 p_5^+ \int_{\ell} W_{p_5^+ + \ell}^a W_{-\ell}^b \left( (T^a T^b)_{ij1} + \tilde{a} \left( (T^c T^d)_{ab1} (T^c T^d)_{ijb} \frac{4K_2}{\epsilon} + \text{analytic} \right) \right),
\]

(6.17)

where \(\tilde{a} = a \frac{\Gamma(1-\epsilon)\Gamma(1+\epsilon)}{\Gamma(1+2\epsilon)\epsilon^{2\epsilon}}\) is a factor in their equation, and

\[
\frac{K_2}{\epsilon} = \frac{1}{\epsilon} \int_0^1 \frac{d\beta}{\beta(1 - \beta)} \left( |\beta(p_5 + \ell)| - (1 - \beta)|\ell|^{2\epsilon} - (1 - \beta)^{2\epsilon} |\ell|^{2\epsilon} - \beta^{2\epsilon} |p_5 + \ell|^{2\epsilon} \right)
\]

\[
= -\frac{1}{\epsilon^2} - \frac{1}{\epsilon} \log |\ell(p_5 + \ell)| + \frac{2\pi^2}{3} - 2 \log |\ell| \log |p_5 + \ell| - \phi^2.
\]

(6.18)
The variable $\beta$ represents the energy fraction of a projectile parton. The offending term is the last one: $\phi = \arccos \left( \frac{\ell \cdot (\ell + p_5)}{|\ell + p_5|} \right) \in [0, \pi]$, whose first derivative jumps when the two reggeons are parallel.

Notice that a nonplanar colour factor multiplies $K_2$ in Eq. (6.17). This is in agreement with the absence of such contributions in the planar impact factor, first discussed in [120].

Since a 2d integral over a real-analytic function is real-analytic, we expect all nonanalyticity in the final answer to originate from impact factor corrections. These include corrections to the vertex for emission of $p_4$, see for example [121]. However, for colour structures with $WW$ in each channel, we may argue that these should be real-analytic. (There is both a loop correction to the vertex at the center of Fig. 4, which is a planar ingredient hence safe, as well as a connected correction involving all reggeons, which should be safe being at this order the expansion of a single Wilson line as in Eq. (6.3).)

Working out the colour algebra, we thus find that the impact factor in Eq. (6.17) predicts

$$H_{\{9;12;15\}}^{(2)} = -2\pi i \{0, 1, 1\} \times \left( I_{\text{tri}}^{(1)' + (z\leftrightarrow 1-z)} \right) + \text{(analytic)},$$

(6.19)

where the symmetrisation accounts for the left- and right- impact factors. The triangle integral is as before but with an extra $-\phi^2$ inserted at the vertex, which can also be written as follows:

$$I_{\text{tri}}^{(1)' = \int \frac{d^2-2\epsilon \ell}{\pi^{1-2\epsilon} e^{-c\ell}} \frac{\bar{p}_3(p_3 - \ell)(\bar{p}_5 + \bar{\ell})p_5}{(p_3 - \ell)^2(p_5 + \ell)^2\ell^2} \times \frac{1}{4} \left[ \log \left( \frac{\ell + p_5}{\ell + \bar{p}_5} \right) - \log \left( \frac{\ell + \bar{p}_5}{\ell + p_5} \right) \right]^2$$

$$= \frac{1}{12} (\log(z) - \log(\bar{z}))^3 + \frac{\pi^2}{3} (\log(z) - \log(\bar{z}))^2 + \text{(analytic)}.$$  

(6.20)

This is non real analytic for $\text{Re}[z] < 0$: the second derivative of the amplitude jumps when the transverse momenta of particles $p_3$ and $p_4$ become parallel. Eqs. (6.19) and (6.20) are in precise agreement with the explicit four-dimensional calculation in Eq. (5.28). The present calculation allows us to track this effect to integration regions involving highly energetic collinear particles inside the loop.

In summary, we have found precise agreement between the methods: both for the non-analytic terms for two-reggeon exchange, and for the three-reggeon exchanges in the preceding subsection. We view this as a highly nontrivial check of the full five-loop amplitude, including the integration constants, as well as a nontrivial confirmation of the BFKL framework, including the impact factor of [113]. It is interesting that non-planar amplitudes appear much richer than its planar limit, where the five-particle amplitude is essentially trivial [122] and only single-valued polylogarithms are believed to appear for any number of legs [123].

7 The multi-Regge limit of the $\mathcal{N} = 8$ supergravity amplitude

The analysis of the multi-Regge limit of the two-loop five-graviton amplitude in $\mathcal{N} = 8$ supergravity was initiated in Ref. [34]. There, the symbol of the hard function in the multi-Regge limit was provided, up to and including the finite terms as $x \to 0$. Moreover, the
leading logarithmic part of the hard function, of order $\log^4 x$, was provided analytically. Here we lift the entire analysis to function level.

The multi-Regge limit of the $\mathcal{N} = 8$ supergravity amplitude presents several novel features with respect to the $\mathcal{N} = 4$ super Yang-Mills one. First of all, the supergravity amplitude exhibits a much more complicated structure of the kinematic factors. In order to see this, we first need to extract an overall factor to cancel the helicity. We choose to normalise the amplitudes and the hard functions by $\text{PT}_1^2$,

$$\tilde{M}_5^{(l)} = \frac{M_5^{(l)}}{\text{PT}_1^2}, \quad \tilde{F}_5^{(l)} = \frac{F_5^{(l)}}{\text{PT}_1^2}.$$ \hfill (7.1)

With this normalisation, the tree-level five-graviton amplitude given by Eq. (3.10) is finite in the multi-Regge limit,

$$\tilde{M}_5^{(0)} = -\frac{s_1^2 s_2^2}{s^2} z(1 - \bar{z})(z - \bar{z}) + O(x).$$ \hfill (7.2)

However, the rational functions in the supergravity amplitudes diverge in general as $1/x^2$ at one loop and as $1/x^4$ at two loops. This has two important consequences. First, the expansion of the hard function is a double series $x^{-m} \log^k(x)$. Second, in order to determine the leading contributions in the limit $x \to 0$ we need to take into account the power corrections of the pentagon function, given by the gauge transformation matrix in Eq. (4.27). The presence of the power corrections imply a drop in transcendentality. In other words, the asymptotics of the hard function is not of uniform and maximal weight, but contains lower weight functions and rational terms as well.

One might suspect that this feature is an artifact of the chosen normalisation, but it is in fact inevitable. We want a common normalisation factor at all loop orders, but the dimensionality of the gravitational coupling constant implies that the rational functions have different dimensions at each loop order. As a result, the rational functions diverge as $1/x^4$ at two loops and as $1/x^2$ at one loop with the normalisation (7.1). Any correction to the latter which would make the two-loop rational functions finite in the limit $x \to 0$ would also make the one-loop ones vanish, and would not cure the three-loop ones.

On the other hand it is true that the normalisation (7.1) is completely arbitrary. It is however motivated. We want to cancel the helicity with the same normalisation at all loop orders. The minimal choice of normalisation is given by a product of two Parke-Taylor factors (3.8). It turns out that the choice made in Eq. (7.1) is a particularly good one. Most other products of Parke-Taylor factors develop higher poles in the limit. No product of two Parke-Taylor factors can improve the behaviour at $x \to 0$ of the rational functions with respect to Eq. (7.1).

Another new feature related to the rational functions is that some of them are singular at $z = \bar{z}$ in the multi-Regge limit. This follows from the necessity of taking into account power corrections in the pentagon functions. As we discussed at the end of Section 4.2, certain non-planar integrals have discontinuities at $\epsilon_5 = 0$, corresponding to $z = \bar{z}$ in the multi-Regge kinematics. The five-particle hard function in $\mathcal{N} = 4$ super Yang-Mills moreover is not real analytic across $\text{Im}[z] = 0$: its second derivatives are discontinuous. If
we were to take into account subleading power corrections, therefore, we would encounter rational functions singular at \( z = \bar{z} \) also in the \( \mathcal{N} = 4 \) super Yang-Mills case. Again, this cannot be fixed by changing the normalisation Eq. (7.1). We checked that the only way to cancel the poles at \( z = \bar{z} \) in our result is the trivial one, namely to multiply it by some power of \((z - \bar{z})\). If we were to include higher power corrections in the result, however, higher and higher poles at \( z = \bar{z} \) would show up, so that there is no overall fixed power of \((z - \bar{z})\) that would remove this divergence entirely.

In the next sections we discuss the multi-Regge asymptotics of the hard function at one and two loops. We carry out the computation separately in the upper and in the lower half of the complex plane, as described in Section 4.2. We provide the explicit expressions in both regions in ancillary files, written in terms of the transcendental functions classified in Sections 4.4 and 4.5.

### 7.1 One-loop hard function

The one-loop leading singularities \( r_i^{(1)} \), normalised by \( PT_1^2 \) to cancel the helicity, are in general divergent in the multi-Regge limit as

\[
\frac{r_i^{(1)}}{PT_1^2} \sim O \left( \frac{1}{x^2} \right). 
\]

As a consequence, we need to take into account power corrections up to \( x^2 \) in the asymptotic expansion of the pentagon functions (4.27).

The multi-Regge limit of the normalised hard function at one loop then takes to form

\[
\tilde{F}_5^{(1)} = \sum_{m=0}^{2} \sum_{k=0}^{2} \frac{1}{x^m} \log^k(x) F^{(1)}_{m,k}(s_1, s_2, s, \bar{z}, \bar{z}) + o(1),
\]

where we omit the infinitesimal terms, i.e. those of order \( x^m \log^k(x) \) with \( m > 0 \) and \( k \geq 0 \). The coefficient functions \( F^{(1)}_{m,k} \) contain a mixture of rational functions of \( s, s_1, s_2, z \) and \( \bar{z} \), and transcendental functions with up to weight 2. Interestingly, the latter involve only the single-valued logarithms given by Eq. (4.49). As a consequence, the expression for the multi-Regge limit of the one-loop hard function is straightforwardly valid in the whole complex plane \( z \in \mathbb{C} \). For instance, the leading power term, \( F^{(1)}_{2,0} \), is given by

\[
F^{(1)}_{2,0} = 2\pi s_1^2 s_2 z(1 - \bar{z}) \left[ g_5^{(1)} + z \left( g_3^{(1)} - g_5^{(1)} \right) + \bar{z} \left( g_4^{(1)} - g_3^{(1)} \right) \right].
\]

We comment on the other terms proceeding by powers of \( \log x \).

Unlike the gauge theory case, the one-loop hard function in supergravity has a \( \log^2 x \) term. It appears at power-suppressed order \( O(x^0) \), so \( F^{(1)}_{2,2} = 0 \) and \( F^{(1)}_{1,1} = 0 \), and is multiplied by the rational function

\[
F^{(1)}_{0,2} = \frac{2s_1^2 s_2 z(1 - \bar{z})(3z - 3z^2 - \bar{z} + 4z^2 \bar{z} + \bar{z}^2 - 4z \bar{z}^2)}{s^3}. 
\]

Also \( \log^1 x \) is present only at order \( O(x^0) \), namely \( F^{(1)}_{2,1} = 0 \) and \( F^{(1)}_{1,1} = 0 \). Its coefficient, \( F^{(1)}_{0,1} \), contains both a rational and a weight-1 term. The order-\( \log^0 x \) part of the hard
function is the most complicated. We have already shown in Eq. (7.5) the leading power term, \( F_{2,0}^{(1)} \), \( F_{0,0}^{(1)} \) and \( F_{1,0}^{(1)} \) contain a mixture of terms of different transcendentals, from 0 to 2. We find it useful to summarise the transcendentality structure of the result as

\[
\begin{align*}
F_{2,2}^{(1)} &= 0, \\
F_{1,2}^{(1)} &= 0, \\
F_{0,2}^{(1)} &= Q_{0,2}^{(0)}, \\
F_{2,1}^{(1)} &= 0, \\
F_{1,1}^{(1)} &= 0, \\
F_{0,1}^{(1)} &= Q_{0,1}^{(0)} + Q_{0,0}^{(0)} + Q_{0,1}^{(0)}', \\
F_{2,0}^{(1)} &= i\pi Q_{2,0}^{(1)}, \\
F_{1,0}^{(1)} &= i\pi Q_{1,0}^{(1)} + i\pi Q_{1,0}^{(0)}, \\
F_{0,0}^{(1)} &= Q_{0,0}^{(2)} + i\pi Q_{0,0}^{(1)} + Q_{0,0}^{(1)}' + i\pi Q_{0,0}^{(0)} + Q_{0,0}^{(0)}', \\
\end{align*}
\]

where \( Q^{(w)} \) schematically denotes a uniform weight-\( w \) function containing rational functions of \( s, s_1, s_2, z \) and \( \bar{z} \). Such equations thus show which components vanish and what transcendent weight the others have. We provide the explicit expressions in ancillary files.

Finally, it is worth noting that the one-loop hard function is singular on the real axis \( z = \bar{z} \) due to its rational factors. In particular, \( F_{1,0}^{(1)} \) and \( F_{0,0}^{(1)} \) are divergent. \( Q_{1,0}^{(1)} \) and \( Q_{0,0}^{(1)} \) have a simple pole, and \( Q_{0,0}^{(1)} \) has a third-order pole at \( z = \bar{z} \). These poles are not canceled upon series expansion of the transcendental functions around \( z = \bar{z} \).

### 7.2 Two-loop hard function

Similarly to the one-loop case, the two-loop rational factors \( r_i^{(2)} \), given by Eqs. (3.15) and (3.16), are singular in the multi-Regge limit,

\[
\frac{r_i^{(2)}}{\text{PT}_i^2} \sim O \left( \frac{1}{x^4} \right).
\]

The soft factor \( \sigma_5 \) is singular as well,

\[
\sigma_5 = -\frac{2i\pi s}{x^2} - \frac{2s_1 s_2}{s} (1 - z - \bar{z} + 2z\bar{z}) \log(x) + O(1).
\]

Therefore, in order to determine the multi-Regge limit of the two-loop hard function up to infinitesimal contributions we need to expand the two-loop leading singularities \( r_i^{(2)} \) up to order \( x^0 \), the one-loop leading singularities \( r_i^{(1)} \) and the soft factor \( \sigma_5 \) up to order \( x^2 \). As for the pentagon functions, we need to keep into account the power corrections in Eq. (4.27) up to order \( x^4 \) at both one and two loops.

We organise the multi-Regge limit of the normalised hard function at two loops as

\[
\tilde{F}_{5}^{(2)} = \sum_{m=0}^{4} \sum_{k=0}^{4} \frac{1}{x^m} \log^k(x) F_{m,k}^{(2)} (s_1, s_2, s, z, \bar{z}) + o(1).
\]

The coefficients functions \( \tilde{F}_{5}^{(2)} \) have mixed transcendentality up to weight \( (4-k) \). Following the discussion of the one-loop hard function, we first present the leading power contribution in Eq. (7.10),

\[
\begin{align*}
F_{4,0}^{(2)} &= -2\pi^2 s_1^2 s_2^2 (1 + \bar{z}) \left(-\bar{z} \left( g_{3}^{(1)} - g_{4}^{(1)} \right)^2 + z \left( g_{3}^{(1)} - g_{5}^{(1)} \right)^2 + 2g_{3}^{(1)} g_{5}^{(1)} \right.
onumber \la \right. \\
&\quad \left. \left. - g_{1}^{(1)} g_{5}^{(1)} - \left( g_{5}^{(1)} \right)^2 + 2g_{1}^{(2)} \right),
\end{align*}
\]
and then comment on the remaining terms order by order in $\log x$. Since most expressions are rather bulky, we present the results adopting the same schematic notation of Eq. (7.7), in order to highlight their transcendental weight structure. Explicit expressions are provided in ancillary files.

The order-$\log^4(x)$ part of the hard function is the simplest. As at one loop, the leading logarithm (LL) is present only at order $x^0$,

$$F^{(2)}_{4,4} = 0, \quad F^{(2)}_{3,4} = 0, \quad F^{(2)}_{2,4} = 0, \quad F^{(2)}_{1,4} = 0, \quad F^{(2)}_{0,4} = Q^{(0)}_{0,4}.$$  \hspace{1cm} (7.12)

where $Q^{(0)}_{0,4}$ is a rational function. Note that we do not need to take into account the power expansion of the pentagon functions and of the soft factor $\sigma_5$ in order to determine the LL contributions.

At order $\log^3(x)$ we find

$$F^{(2)}_{4,3} = 0, \quad F^{(2)}_{3,3} = 0, \quad F^{(2)}_{2,3} = i\pi Q^{(0)}_{1,3}, \quad F^{(2)}_{1,3} = i\pi Q^{(0)}_{0,3} + i\pi Q^{(0)}_{0,3} + Q^{(1)}_{0,3}.$$  \hspace{1cm} (7.13)

The transcendental part of $Q^{(1)}_{0,3}$ involves only the manifestly single-valued logarithms. The presence of the rational term $Q^{(0)\prime}_{0,3}$ in $F^{(2)}_{0,3}$ is a manifestation of the transcendentality drop. Some rational functions, $Q^{(0)}_{1,3}$ and $Q^{(0)}_{0,3}$, have poles at $z = \tilde{z}$, of order 1 and 3, respectively.

At order $\log^2(x)$ we have

$$F^{(2)}_{4,2} = 0,$$
$$F^{(2)}_{3,2} = 0,$$
$$F^{(2)}_{2,2} = i\pi Q^{(1)}_{2,2} + i\pi Q^{(0)}_{2,2} + i\pi Q^{(0)\prime}_{2,2},$$
$$F^{(2)}_{1,2} = i\pi Q^{(1)}_{1,2} + i\pi Q^{(0)}_{1,2} + i\pi Q^{(0)\prime}_{1,2},$$
$$F^{(2)}_{0,2} = Q^{(2)}_{0,2} + i\pi Q^{(1)}_{0,2} + i\pi Q^{(0)}_{0,2} + Q^{(1)\prime}_{0,2} + Q^{(0)\prime\prime}_{0,2}.$$  \hspace{1cm} (7.14)

The transcendental part of the previous expressions, including the weight-2 functions in $Q^{(2)}_{0,2}$, are given by (products of) the logarithms (4.49) only. Some rational functions have up to poles at $z = \tilde{z}$ with up to order three.

At order $\log(x)$ we find

$$F^{(2)}_{4,1} = 0,$$
$$F^{(2)}_{3,1} = 0,$$
$$F^{(2)}_{2,1} = i\pi Q^{(2)}_{2,1} + i\pi Q^{(1)}_{2,1} + i\pi Q^{(0)}_{2,1} + i\pi Q^{(0)\prime}_{2,1} + i\pi Q^{(0)\prime\prime}_{2,1},$$
$$F^{(2)}_{1,1} = i\pi Q^{(2)}_{1,1} + i\pi Q^{(1)}_{1,1} + i\pi Q^{(0)}_{1,1} + i\pi Q^{(0)\prime}_{1,1} + i\pi Q^{(0)\prime\prime}_{1,1},$$
$$F^{(2)}_{0,1} = Q^{(3)}_{0,1} + i\pi Q^{(2)}_{0,1} + i\pi Q^{(1)}_{0,1} + i\pi Q^{(0)}_{0,1} + i\pi Q^{(0)\prime}_{0,1} + i\pi Q^{(0)\prime\prime}_{0,1} + i\pi Q^{(0)\prime\prime\prime}_{0,1}.$$  \hspace{1cm} (7.15)

The transcendental part of the previous expressions, including the weight-2 functions in $Q^{(2)}_{0,2}$, are given by (products of) the logarithms (4.49) only. Some rational functions have up to poles at $z = \tilde{z}$ with up to order three.
In these expressions almost all weight-1 and 2 functions involve only the logarithms (4.49) and the single-valued dilogarithm (4.53). Only the coefficient \( F_{0,1}^{(2)} \) has a more involved functional structure, more precisely in its weight-2 and 3 parts, i.e. \( Q_{0,1}^{(2)} Q_{0,1}^{(3)} \) and \( \pi^2 Q_{0,1}^{(1)} \). The latter contain more complicated functions, which we described thoroughly in Section 4.5.

Finally, at order \( \log^0(x) \) we have

\[
F_{4,0}^{(2)} = \pi^2 Q_{4,0}^{(2)}
\]

\[
F_{3,0}^{(2)} = \pi^2 Q_{3,0}^{(2)} + \pi^2 Q_{3,0}^{(1)}
\]

\[
F_{2,0}^{(2)} = i\pi Q_{2,0}^{(3)} + \pi^2 Q_{2,0}^{(2)} + i\pi^3 Q_{2,0}^{(1)} + i\pi \zeta_3 Q_{2,0}^{(0)} + \pi^4 Q_{2,0}^{(0)'} + \pi^2 Q_{2,0}^{(1)'} + i\pi Q_{2,0}^{(0)''} + \pi^2 Q_{2,0}^{(0)'''} + i\pi Q_{2,0}^{(0)'''}
\]

\[
F_{1,0}^{(2)} = i\pi Q_{1,0}^{(3)} + \pi^2 Q_{1,0}^{(2)} + i\pi^3 Q_{1,0}^{(1)} + i\pi \zeta_3 Q_{1,0}^{(0)} + \pi^4 Q_{1,0}^{(0)'} + i\pi Q_{1,0}^{(1)'} + \pi^2 Q_{1,0}^{(0)''} + i\pi Q_{1,0}^{(0)'''} + \pi^2 Q_{1,0}^{(0)'''} + i\pi Q_{1,0}^{(0)'''}
\]

(7.16)

\[
F_{0,0}^{(2)} = Q_{0,0}^{(4)} + i\pi Q_{0,0}^{(3)} + \pi^2 Q_{0,0}^{(2)} + i\pi^3 Q_{0,0}^{(1)} + \zeta_3 Q_{0,0}^{(0)} + \pi^4 Q_{0,0}^{(0)'} + \zeta_3 Q_{0,0}^{(0)'} + Q_{0,0}^{(0)''} + i\pi Q_{0,0}^{(0)''} + \pi^2 Q_{0,0}^{(0)'''} + Q_{0,0}^{(0)'''} + i\pi Q_{0,0}^{(0)'''} + \pi^2 Q_{0,0}^{(0)''''} + Q_{0,0}^{(0)''''} + i\pi Q_{0,0}^{(0)''''}
\]

We have given \( F_{4,0}^{(2)} \) explicitly in Eq. (7.11). Both \( F_{4,0}^{(2)} \) and \( F_{3,0}^{(2)} \), non-vanishing only at this order in \( \log x \), are rather simple. They involve only the logarithms (4.49) and the single-valued dilogarithm (4.53). The coefficients \( F_{2,0}^{(2)} \), \( F_{1,0}^{(2)} \) and \( F_{0,0}^{(2)} \) have a more complicated structure. They involve the functions described in Section 4.5. In particular, \( F_{2,0}^{(2)} \) and \( F_{1,0}^{(2)} \) contain functions with up to genuine weight 3, whereas in \( F_{0,0}^{(2)} \) also genuine weight-4 functions appear.

In general, it is worth noting that all the transcendental functions appearing in the multi-Regge asymptotics of the one and two-loop hard functions are smooth (real-analytic) in both the upper and lower half of the complex \( z \) plane. In particular, let us stress that the hard function is real analytic across \( \text{Re}[z] = 1/2 \). The rational functions however bring in divergences on the real axis \( \text{Im}[z] = 0 \). This makes it impossible to check the continuity across the real axis of the whole hard function. The coefficients which are not singular at \( z = \bar{z} \), namely \( F_{0,1}^{(2)} \), \( F_{2,2}^{(2)} \), \( F_{2,1}^{(2)} \), \( F_{4,0}^{(2)} \), do match at \( \text{Im}[z] = 0 \), and only their derivatives jump.

The coefficients \( F_{1,3}^{(2)} \), \( F_{0,3}^{(2)} \), \( F_{1,2}^{(2)} \), \( F_{0,2}^{(2)} \), \( F_{1,1}^{(2)} \), \( F_{3,0}^{(2)} \) are instead singular at \( z = \bar{z} \), but they involve only functions which are single-valued in the whole complex plane. In particular, note that \( F_{1,3}^{(2)} \) is purely rational. \( F_{0,1}^{(2)} \) diverges at \( z = \bar{z} \), and involves both single-valued functions and functions which are defined separately in the upper and in the lower half of the complex plane. The singular rational factors multiply only single-valued functions, and the part which stays finite at \( z = \bar{z} \) can be shown to be continuous across \( \text{Im}[z] = 0 \). This separation is however impossible for \( F_{0,0}^{(2)} \) and \( F_{1,0}^{(2)} \), in which non-single-valued functions appear alongside with rational factors singular at \( z = \bar{z} \). This coefficient is the most complicated and it contains the highest pole at \( z = \bar{z} \), of order 7.
8 Conclusion and outlook

In this paper we studied the two-loop five-particle amplitudes in $\mathcal{N} = 4$ super Yang-Mills theory and $\mathcal{N} = 8$ supergravity. Previously, these amplitudes were computed at symbol level [31, 33–35]. The analysis of their multi-Regge limit was also initiated at symbol level [33, 34]. Recently, all massless five-point integrals were computed at two-loop order in the $s_{12}$ scattering channel [36].

In this paper, we used the knowledge of the integrals to lift the previous results to function level. We obtained expressions for the two amplitudes in terms of rational functions and pentagon functions [28]. The amplitudes have manifestly uniform transcendental weight at all orders in the dimensional regularisation parameter $\epsilon$. We verified the infrared structure and extracted the hard functions, written in terms of weight-4 pentagon functions. The hard functions can therefore be studied analytically and numerically. We provided a numerical reference point for the purpose of future cross-checks.

As the main focus of this paper, we computed the multi-Regge limit of the two-loop five-particle amplitudes in $\mathcal{N} = 4$ super Yang-Mills theory and $\mathcal{N} = 8$ supergravity. Interestingly, the space of pentagon functions vastly simplifies in the multi-Regge kinematics. For any massless two-loop five-particle amplitude, it reduces to that of two-dimensional harmonic polylogarithms. This enabled us to compute relatively compact expressions for the multi-Regge limit of the two amplitudes. Our results are written in terms of a small number of transcendental functions, whose analytic properties are transparent, as discussed in Section 4. We provided the multi-Regge limit of the hard functions in ancillary files. We kept up to and including the finite terms in the limit.

We also carried out a completely independent calculation of the multi-Regge limit of the $\mathcal{N} = 4$ super Yang-Mills amplitude using the BFKL effective theory. We focused on certain colour structures, for which this approach dramatically simplifies the computation. It allowed us to target directly the infrared-finite hard function, this way by-passing the calculation of infrared-divergent quantities. The relationship between divergent and finite quantities follows neatly from an infrared $R$-operation. We compared the results obtained with the two approaches and found complete agreement. This provided a highly non-trivial check of our computation.

It is interesting to comment some more on the structure of the results. The multi-Regge asymptotics of the $\mathcal{N} = 4$ super Yang-Mills hard function is significantly simpler than its supergravity counterpart. The rational functions appearing in it have an extremely simple behaviour, and the result maintains the uniform transcendental weight in the limit. Moreover, the transcendental functions are very simple: they involve only classical polylogarithms of at most weight three. Despite this simplicity, the result features a very non-trivial analytic property, related to the presence of the pseudo-scalar invariant $\epsilon_5$. The kinematics constrains $\epsilon_5$ to be pure imaginary, and its sign defines two copies of the scattering region separated by the hypersurface $\epsilon_5 = 0$. The Regge asymptotics of the $\mathcal{N} = 4$ super Yang-Mills hard function is continuous across this surface, but the second derivatives of certain colour structures are not. For convenience of the reader, we illustrated how this non-trivial analytic property stems from certain non-planar integrals. As an additional cross-check,
we independently reproduced this non-analyticity in section 6.4 using known ingredients from BFKL theory.

The $\mathcal{N} = 8$ supergravity hard function appears to have a richer structure. In this case we do not have an underlying effective theory as developed as BFKL and we opted to simply present our results as-is. Like in the $\mathcal{N} = 4$ super Yang-Mills case, we kept up to and including the finite terms in the limit. However, since the rational functions develop poles in the limit, we needed to include power corrections of the integrals. As a consequence, the result contains terms of different transcendental weight (up to four), and a plethora of rational functions. Unlike the $\mathcal{N} = 4$ super Yang-Mills case, some rational functions are singular on the hypersurface $\epsilon_5 = 0$. Furthermore, the transcendental functions are more complicated: they involve genuine weight-four functions and multiple polylogarithms.

It would be interesting to extend the BFKL analysis to other colour structures. We believe that the explicit amplitudes presented here are sufficient to determine the multi-Regge limit of two-loop amplitudes of any multiplicity. A systematic analysis would be very interesting. The multi-Regge limit of $\mathcal{N} = 8$ supergravity is more involved, but is of great relevance as well \[19, 20, 23\]. It would be interesting if the rich expressions we obtained by direct computation could be explained through some effective theory approach. Note that, although we restricted our analysis of the multi-Regge limit to the finite terms, the setup we presented is general. This means that further terms can be obtained, e.g. the power-suppressed corrections of the $\mathcal{N} = 4$ super Yang-Mills amplitude, if desired.
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