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Abstract The robotic football competition has encouraged the participants to develop new ways of solving different problems in order to succeed in the competition. This article shows a different approach to the ball detection and recognition by the robot using a Kinect System. It has enhanced the capabilities of the depth camera in detecting and recognizing the ball during the football match. This is important because it is possible to avoid the noise that the RGB cameras are subject to for example lighting issues.
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1 Introduction

The evolution of technology in recent years has allowed the emergence of sensors that enable new and improved methods of interpreting the environment. This is relevant for many areas especially for robotics, as it allowed the creation and development of algorithms that perceive the world around us.

However, these algorithms are usually computationally demanding, making them unviable for robotic systems based on artificial vision that require real-time processes.
Thus the development and creation of increasingly fast and efficient algorithms has been a challenge for the scientific community.

The aim of this work involves the development of a detection and object recognition system using the RGB-D sensors to perform the recognition of the ball in a robotic football game, that is computationally efficient and robust from outside interference such as lighting problems [9].

The motivation of this project is mainly to integrate all knowledge acquired in robotic football team FEUP (RoboSoccer-5DPO Team) and to get a good performance in a future robotic football competition, mainly because competitions have become more competitive and challenging which encourages students to seek new alternatives that have better results in order to improve their systems.

This article is divided into six sections, excluding this introduction section. The section 2 details the related work that has been found in the available literature. It is approached in the section 3 the detection system which aims to image segmentation and the identification of different image objects to be subsequently recognized. The football ball recognition system is specified in the section 4 where is specified the algorithm developed to recognize the different objects as a football ball. It is described in the section 5 the implementation and incorporation of the Kalman filter in the developed system. The conclusions and future developments are presented in the section 6.

2 Related Work

The detection and recognition of the objects using vision systems is a big part of the RoboCup competition. Through the years some rules have changed to improve the competition. This work comes in response to the latest change to the ball rules which is that the ball can be of any color. In the previous years the ball has always the same color and the teams use mainly the color information to localize the ball position. This new improvement to the competition presents a challenge to the participants because they cannot rely only in the color information.

The techniques used to detect and recognize objects using RGB-D sensors were analyzed because this systems are widely used for this type of applications [1], [2], [10].

In [3] a new perspective to the Hough Transformation is presented as a technique used in image processing in the detection of circular/lines features of the image. This article shows that this technique can be optimized using a set of descriptions and feature matching techniques following by a comparison with the data training that was done.

In [4] is detailed the SIFT method that enables the recognition of an object that is invariant to the object rotation, scale or projections in the 3D space. Also in [6]
an improvement of the SIFT method techniques increasing the algorithm processing time with similar results.

The techniques presented in [5] allow to measure the similarity of the object that has to be identified in the image from any other using histograms and descriptors acquired in a training phase.

In [7] the RANSAC algorithm is presented which finds in a set of data the presence of a mathematical model for example a plane.

3 Object Detection

This section presents the techniques used to make the detection of the ball. It is observed that during a football game, the ball may be present on the ground or in the air and these two cases have different properties. Thus, it was decided to follow this philosophy and detect the ball in two different cases. The following sections presents the procedures used to achieve effectively the detection of the football ball.

3.1 Aerial Ball

Clustering. In order to separate the different objects in the depth image (see figure 1) it was chosen to separate the image into different clusters by applying the K-Means Clustering Technique based on OpenCV Libraries.

From figure 1 is possible to get the different clusters that are shown in figure 2 and also it shows that in the 2d sub-figure the ball is well defined and disconnected from other objects. The process time of the clustering and the recognition system is \( \sim 30\text{ms} \) that is quite fast, on an Intel i5 processor and using five clusters.

![Fig. 1 Depth Image with an Aerial Ball present.](image-url)
3.2 Ground Ball

For the detection of the ball when it is in the ground it is not advantageous to use the technique used in the aerial ball detection without any pre-processing, because a large number of cluster was needed to archive similar results as in the aerial ball detection.

The increasing of the number of clusters will affect the computational time. This has to be avoided because it will reduce the reaction time by the goalkeeper, increasing the chances of suffer goal.

The technique used for this case will be detailed in the next sections.

Field Segmentation. It is known that the ground field is green, so this fact is used in order to find a set of points for calculate the ground plane equation.
The use of a RGB image for the threshold of color is not the best option because of the high correlation between the different components, the image is highly sensitive to the scene illumination, etc [8]. To counteract this problem it is transformed the RGB image to the YUV color space. The YUV color space allows the separation of the luminance and the color in different components allowing a better threshold than the RGB image.

**Ground Plane.** After the threshold is selected a set of points acquiring the correspondent depth for each point based on a $3 \times 3$ mask.

These points are used to calculate the ground plane parameters using the RANSAC algorithm on the beginning of the match. In order to remove the ground floor thus allowing to cluster the image and get similar results as in the aerial ball clustering.

**Results.** The next procedure is the same as used in the aerial ball which is the clustering of the example figure 3. In the figure 4 and 5 it is possible to see that after the football field segmentation the ball appears disconnected from other objects allowing to perform the recognition of the different image objects.

![Fig. 3 Depth Image with Ground Ball.](image)

It was possible to see that the clustering of the depth image allows the detection of the ball in the image as an object disconnected from others objects with defined characteristics that are analyzed by the recognition system detailed in the following section. The process time of this task (including the recognition process) is slower than the aerial ball case taking a total time of $\sim 80$ms, on an Intel i5 processor, due the elimination of the ground planes takes a long time.
Fig. 4 Clustering of the Depth Image in the figure 3.

Fig. 5 Clustering of the Depth Image in the figure 3.

4 Object Recognition

This section addresses the recognition process that is performed after the segmentation previously presented.

To develop an algorithm capable of identifying the presence of football ball is used the knowledge of the ball geometrical properties.

The features that yields better results to the conditions that are imposed to the system are: area, perimeter, circularity and the radius of the ball.
To create a dynamic recognition model was analyzed the variations of the considered object features through a series of test yielding the results present in the figure 6. This results are approximated by a polynomial function that models the value of that feature.

\[
y = -2.696x^3 + 42.524x^2 - 235.36x + 548.86
\]

\[
y = -132.89x^3 + 1788.6x^2 - 8096.5x + 13057
\]

\[
y = 1.9974x^2 - 21011x + 69476
\]

Fig. 6 Fitting curves to the different measured ball features, based on the distance tests to the Kinect.

The developed ball recognition system initially removes the objects that exceed the maximum and minimum geometric characteristics considered. These limits were experimentally found taking into account the limitations of the equipment used, that is, the boundaries of the distance sensor that is able to return consistent results.

After this first step it is obtained, for the remaining objects, their distance to the camera using a 3x3 mask in order to avoid noise that may arise in the center of mass pixels of the object. Using the functions that were previously calculated that indicate the expected value for each characteristics. The objects that are out of the defined interval error around the expected value are discarded.

At the end it is considered that the object that passes all of these steps is considered to be a football ball.

4.1 Results

The results of this recognition system is presented in figures 7 and 8 where the football ball is shown with a red point.
(a) Aerial Ball Result 1.
(b) Aerial Ball Result 2.

Fig. 7 System Recognition Results.

(c) Aerial Ball Result 3.
(d) Ground Ball Result 1.
(e) Ground Ball Result 2.
(d) Ground Ball Result 3.

Fig. 8 System Recognition Results.
Finally it is possible to see that the recognition system yields good results. However it is not always possible to recognize the ball in every image frame because of the image acquisition rate or the natural occlusion that can occur, so to counteract this problem a Kalman Filter is implemented to predict the ball position when it is not possible to detect the presence of the ball as present in next section.

5 Kalman Filter

5.1 Aerial Ball Model

The model used for the case of the aerial ball is the model with constant acceleration. This model is used because being the ball in the air is known that the gravity force is always present in the ball movement.

Equation 1 details the state of the ball used by the Kalman Filter. Where \( x, y \) and \( z \) are the position of the ball in the world.

\[
X = [x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z}]^T
\]  

The calculation of the next state of the ball is done by using the equation 2 taking into account that there is no control system, the value \( B \) matrix is zero.

\[
X_{k+1} = A \cdot X_k + B \cdot u_k
\]  

\[
x_{k+1} = \begin{bmatrix} 1 & 0 & 0 \Delta t & 0 & 0 & \frac{1}{2} \Delta t^2 & 0 & 0 \\ 0 & 1 & 0 \Delta t & 0 & 0 & \frac{1}{2} \Delta t^2 & 0 \\ 0 & 0 & 1 & 0 \Delta t & 0 & 0 & \frac{1}{2} \Delta t^2 \\ 0 & 0 & 0 & 1 & 0 \Delta t & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \Delta t & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \cdot X_k
\]  

The calculation of the object’s position is possible using the equation 4.

\[
Y = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \cdot X
\]
5.2 Ground Ball Model

For the next case the gravity force is present however, it doesn’t make much interference in the movement. In this case the ball movement is detailed by the force applied by the kick executed by other robot.

It was considered that the ball velocity is equal through its movement, so it was used the constant velocity model to filter the ball position, as present in equation 5.

\[
X = [x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z}]^T
\]  

(5)

The calculation of the next state of the ball is done by using the equation 6 taking into account that there is no control system, the value \( B \) matrix is zero and \( A \) is shown in 6.

\[
X_{k+1} = A \cdot X_k + B \cdot u_k
\]

(6)

\[
X_{k+1} = \begin{bmatrix} 1 & 0 & 0 & \Delta t & 0 & 0 \\ 0 & 1 & 0 & 0 & \Delta t & 0 \\ 0 & 0 & 1 & 0 & 0 & \Delta t \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} x \\ y \\ z \\ \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix}
\]

(7)

The calculation of the object’s position is possible using the equation 8.

\[
Y = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix} \cdot X
\]

(8)

5.3 Results

The results of the Kalman Filter are showed in the figure 9, where the result of the recognition system are showed using a red point and the result of the Kalman Filter is showed using a green line.

Table 1 shows the mean error of the actual position of the ball in comparison with the position returned by the Kalman filter. It is possible to see that the Kalman Filter gives a larger error in the aerial ball case than in the ground ball case. This fact is because the process and measure noise matrix are very challenging to determine. Where the number of pixels is the difference between the calculated center of the ball and the true center of the ball.
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Fig. 9 Kalman Filter Results.
Table 1 Mean error of the actual position of the running ball in comparison with the position returned by the Kalman filter.

|                   | Number of Pixels |
|-------------------|------------------|
| Kalman Aerial Ball 1 | 12.3241          |
| Kalman Aerial Ball 2 | 15.0333          |
| Kalman Aerial Ball 3 | 13.684           |
| Kalman Ground Ball 1 | 3.2083           |
| Kalman Ground Ball 2 | 3.6056           |
| Kalman Ground Ball 3 | 6.2111           |

6 Conclusions

Summarily, it was observed that the separation of the detection and recognition of the football ball problem in two cases, aerial ball and ground ball, was beneficial because they present different problems which allowed the increasing of the algorithm speed. The aerial ball case is quite interesting because it appears that while it is in the air it is disconnected from any image element which allows to quickly cluster the image based in the depth and make the ball recognition three times faster than for the ground ball case.

In the ground ball case it appears that the object is connected to the ground which difficults the cluster processing because it needs a lot of more cluster to provide the same results as in the aerial ball case.

So, it was necessary to eliminate the points that correspond to the ground plane. This process slows the algorithm ~40ms, on an Intel i5 processor, but this strategy does not become a bad choice.

The recognition system returns good results using that four features of the ball but it does not guarantee the recognition of the object in every frame due to the ball quick movement or occlusions.

To counter act this problem a Kalman filter was introduced to fill the gaps of the recognition algorithm. This filter can predict the position of the ball in an effective manner according to the inserted system model. It was observed that the biggest challenge is the modeling of the process noise and measurement matrix that can interfere significantly in its predictions.

This article illustrates one more time the utility of RGB-D sensors in robotic football. In the future it is expected that this algorithm is enhanced to detect and recognize the ball faster and more effectively.

For future developments it is proposed to improve the recognition algorithm that aims to circumvent the effects of the image depth by rapid movement of the ball. Also the method of choosing the aerial ball method or the ground ball method in a given time can be more studied.

The use of a depth sensor with better quality would be a plus because it was possible to get more accurate results avoiding some noise that comes in the picture.
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