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Abstract
We prove that quadratic pair interactions for functions defined on planar Poisson clouds and taking into account pairs of sites of distance up to a certain (large-enough) threshold can be almost surely approximated by the multiple of the Dirichlet energy by a deterministic constant. This is achieved by scaling the Poisson cloud and the corresponding energies and computing a compact discrete-to-continuum limit. In order to avoid the effect of exceptional regions of the Poisson cloud, with an accumulation of sites or with ‘disconnected’ sites, a suitable ‘coarse-grained’ notion of convergence of functions defined on scaled Poisson clouds must be given.
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1 Introduction

The object of this paper is an analysis of the asymptotic behavior of quadratic energies on Poisson random sets. Loosely speaking such sets are characterized by the property that the number of their points contained in a given set has a Poisson probability distribution, and that the random variables related to disjoint sets are independent. Even more loosely, on average the number of points contained in a set is proportional to the Lebesgue measure of the set. We denote by $\eta$ such a random set.

In order to define some almost-sure properties of $\eta$, we use a discrete-to-continuum approach that has been fruitfully used to derive continuum theories from microscopic interactions (see Alicandro and Cicalese 2004). A simple interpretation of this method is as a finite-difference approximation. If $\eta$ is a deterministic periodic locally finite discrete set in $\mathbb{R}^d$, then we can consider real-valued functions $u : \eta \rightarrow \mathbb{R}$ and quadratic interaction potentials between points on $\eta$. The corresponding Dirichlet-type energy is

$$\sum_{(x,y)} (u(x) - u(y))^2,$$  \hspace{1cm} (1.1)

where $(x, y)$ indicates summation over nearest-neighboring pairs $(x, y)$ in $\eta$. We can then introduce a small parameter $\varepsilon$ and scale both the environment and the energies accordingly; namely, considering $u : \varepsilon \eta \rightarrow \mathbb{R}$ and

$$\sum_{(x,y)} \varepsilon^{d-2}(u(x) - u(y))^2,$$  \hspace{1cm} (1.2)

now summing over nearest-neighboring pairs $(x, y)$ in $\varepsilon \eta$. By letting $\varepsilon \rightarrow 0$, we obtain a limit continuum energy, of the form

$$\int_{\mathbb{R}^d} A \nabla u \cdot \nabla u \, dx,$$  \hspace{1cm} (1.3)
where the matrix $A$ carries information about the microstructure of the original set $\eta$. Note that in order to perform this passage to the limit, we have to embed our energies in a common environment identifying functions on $\eta$ with suitable interpolations. The limit is meant in the sense of $\Gamma$-convergence, which implies that minimum problems for the limiting energies are approximations of the discrete ones and can also be performed ‘locally’, by considering interactions only for $x \in \varepsilon \eta \cap U$ for a fixed open set $U$.

In order to define analogs of (1.1) and (1.2) for the realization of a Poisson cloud $\eta$ we face a choice regarding what to consider as ‘interacting sites’, whether nearest neighbors in the sense of Voronoi cells or points ‘close’ in the sense of the ambient space. For the random set $\eta$, these two choices are not equivalent since nearest-neighboring points on $\eta$ may be indeed arbitrarily distant in the ambient space, and conversely a very small distance between points of $\eta$ does not ensure that they are nearest neighbors in $\eta$. We choose the second option, which also seems closer to applications; namely, we introduce an interaction radius $\lambda > 0$ and consider the energies

$$F_\varepsilon(u) = \sum_{x,y \in Q \cap \varepsilon \eta, |x-y| < \varepsilon \lambda} \varepsilon^{d-2} (u(x) - u(y))^2, \quad (1.4)$$

defined for $u : \varepsilon \eta \cap Q \to \mathbb{R}$, where $Q$ is the unit coordinate cube centered in 0 (for ease of notation we treat only this case, which anyhow, up to scaling and localization, implies the result for any bounded Lipschitz open set in $\mathbb{R}^d$). Note that, if a $\Gamma$-limit of such energies does exist then, thanks to the invariance properties by rotations of $\eta$, it must be a multiple of the Dirichlet integral [i.e., $A$ in (1.3) is equal to a multiple of the identity matrix], which we expect to be almost surely deterministic.

The main issue in proving the convergence of $F_\varepsilon$ consists in providing a suitable notion of convergence for discrete functions $u_\varepsilon$ to a continuum parameter $u$, for which a compactness theorem can be proved under an assumption of boundedness of the energies. While for periodic $\eta$, we can use piecewise-constant interpolations on Voronoi cells (or, equivalently, piecewise-affine interpolations on the related Delaunay triangulation), for a Poisson point process we cannot control the behavior of such interpolation due to the presence of arbitrarily large and arbitrarily small Voronoi cells. Nevertheless, we can prove that the union of ‘regular’ Voronoi cells with suitably controlled dimensions form an infinite connected set in which we find ‘paths’ of cells such that also cells at distance $\lambda$ are regular. This is done by exploiting a Bernoulli site-percolation argument. In the planar case $d = 2$, the complement of this set of Voronoi is composed of isolated sets with controlled dimensions, so that the ambient space can be thought of as a “perforated domain”, in which we do not have a control of the discrete functions only in isolated ‘holes’ of controlled size. This allows to define a suitable convergence by choosing a subset $G_\varepsilon$ of $\varepsilon \eta$ composed of paths mentioned above whose union $\mathcal{V}_\varepsilon(G_\varepsilon)$ has the geometry of a square grid (see Fig. 1). We thus use these grids to define a suitable convergence notion: given a sequence of functions $u_\varepsilon : \varepsilon \eta \to \mathbb{R}$, we say that $u$ is the $L^2$-limit of $u_\varepsilon$ if
Fig. 1 A representation of a regular grid in $Q$ with two ‘paths’ highlighted

\[ \int_{V_\varepsilon(G_\varepsilon)} |\hat{u}_\varepsilon - u|^2 \, dx \to 0; \]  

\[ (1.5) \]

namely, if the $L^2$-distance between the piecewise-constant extensions $\hat{u}_\varepsilon$ of $u_\varepsilon$ and $u$, restricted to the Voronoi cells of the grid $G_\varepsilon$ vanishes as $\varepsilon \to 0$. Regular grids allow also to give a meaningful notion of boundary-value problems; in particular, we can consider affine boundary condition as in the cell problems

\[ m(\xi; TQ) := \inf \left\{ \sum_{x \in \eta \cap (TQ)} \sum_{y \in \eta \cap B_\lambda(x)} |v(x) - v(y)|^2 \middle| \begin{array}{c} v : \eta \to \mathbb{R} \\ v(x) = \xi \cdot x \text{ for all } x \in \eta \text{ such that} \\ \text{dist}(x, \partial(TQ)) \leq 2\lambda \end{array} \right\}. \]

\[ (1.6) \]

Using subadditive ergodic theorems, we then can prove that, if $\xi \neq 0$, the constant $\Xi$ given by

\[ \Xi := \lim_{T \to +\infty} \frac{m(\xi; TQ)}{T^2|\xi|^2} \]

exists and is deterministic. Moreover, by the invariance properties of $\eta$ it does not depend on $\xi$. This allows to state and prove the main result of the paper, which is the almost sure $\Gamma$-convergence in the planar case $d = 2$ of functionals (1.4) to

\[ \mathcal{F}(u) = \Xi \int_Q |\nabla u|^2 \, dx \]

\[ (1.7) \]

with respect to the convergence in (1.5), from which we can deduce the convergence of the related Dirichlet boundary-value problems. Note that more in general we may consider energies of the form
\[ F_\varepsilon(u) = \sum_{x,y \in \mathcal{Q} \cap \varepsilon \eta} \varepsilon^{d-2} a \left( \frac{x-y}{\varepsilon} \right) (u(x) - u(y))^2, \tag{1.8} \]

with \( a \) positive and with compact support, recovering the case in (1.4) as a special case when \( a(\xi) \) is the characteristic function of the ball centered in 0 and radius \( \lambda \). If \( a \) is radially symmetric the same limit result holds with obvious modifications in the statements. We note moreover that, even though we treat quadratic energies, the linearity of the corresponding Euler–Lagrange equations is never used, and we may replace the power 2 by any power \( p > 1 \) with the due changes, and replace the function \( f(z, \xi) = a(z) |\xi|^2 \) in (1.8) with a general \( f(x, \xi) \) positively \( p \)-homogeneous in \( \xi \). Such a general dependence would require some growth and decay assumptions for which we refer to the recent book (Alicandro et al. 2023). For the sake of clarity of exposition, here we limit our analysis to the quadratic case.

The convergence theorem can be compared with various results in the literature. Our result is inspired by the recent paper Braides and Piatnitski (2022), where perimeter energies on Poisson random sets are considered. In that context, a simpler compactness result can be obtained with respect to the convergence is measure of sets, by using a covering lemma that ensures that the energy cannot concentrate on non-regular Voronoi cells. In the present context, this would correspond to an extension theorem for Sobolev functions from regular sets, which seems hard to obtain due to the random geometry of clusters of non-regular Voronoi cells. Furthermore, we can compare our approach to that in Blanc et al. (2007) and Alicandro et al. (2011), where a notion of stochastic lattice \( \eta \) is given for which energies of the form (1.8) can be considered. Differently from Poisson random sets, stochastic lattices are more regular, in that all Voronoi cells have controlled dimension and hence, are regular in the terminology above, a condition that seems a considerable restriction in terms of applications. The regularity of the lattice implies that functionals \( F_\varepsilon \) are coercive with respect to the \( L^2 \) convergence of piecewise-constant interpolations on Voronoi cells. Conversely, in general the limits of functionals \( F_\varepsilon \), which exist under ergodicity and stationarity assumptions, are not isotropic even if \( a \) is radially symmetric, except for specially constructed examples Ruf (2019). More general random distributions of sites have been considered within problems in machine learning by Caroccia et al. (2020), Trillos and Slepcev (2016) and Slepcev and Thorpe (2016) (see also the references therein). In their approach, the convergence is given in terms of suitable interpolations of discrete functions using optimal-transport techniques. The presence of non-regular Voronoi cells is mitigated by considering kernels \( a_\varepsilon \) with increasing support as \( \varepsilon \to 0 \), which also allow to obtain isotropy in the limit (see also Braides and Solci 2020 for variational limits using a coarse-graining approach). Energies (1.8) have a continuum approximation in terms of a convolution double integral, for which random homogenization has been considered in Braides and Piatnitski (2021) (see also Alicandro et al. 2023). We note that the existence of regular paths can be proved in any dimension \( d \geq 2 \), but if \( d > 2 \), the geometry of regular grids can be thought as a set of “fibers” rather than a perforated domain. We believe that the same asymptotic result holds but with an even more complex argument. Finally, we mention, following a remark by D. Slepcev in a private communication, that our results may also have practical implications for
the study of the graph Laplacian. Namely, one can show that if one drops all of the eigenmodes of the graph Laplacian on a low degree random geometric graph where the eigenvector has large $L^\infty$ norm (in other words concentrates at few nodes) one still recovers the continuum spectrum. Finally, we remark that even though our result is two-dimensional due to technical issues, it is likely that the use of techniques used for supercritical percolation clusters as in Braides and Piatnitski (2012) for interfacial energies and more recently in Armstrong and Dario (2018) for elliptic problems (where also quantitative homogenization is addressed) may lead to the solution also in higher dimension. In particular, for energies on Poisson point clouds at a larger scale than just nearest neighbors interaction we refer to Caroccia (2022) where a general compactness Theorem is addressed in $d \geq 2$.

We briefly outline the plan of the paper. In Sect. 2, we introduce the necessary definitions and notation for Poisson point clouds. This allows to give a definition of Dirichlet energy on a Poisson cloud $\eta$ and to prove some asymptotic properties as the Poisson set is scaled by a small parameter $\eta$ and correspondingly the energies $F_\varepsilon$ as in (1.4). We introduce the notation for Voronoi cells and define grids of paths of regular cells $G_{\varepsilon,t}$ depending on an additional parameter $t > 0$. This allows to define the convergence of piecewise-constant functions $u_\varepsilon$ on Voronoi cells to a continuum function $u$ as the successive convergence of averages of $u_\varepsilon$ computed on $G_{\varepsilon,t}$ at the “mesoscopic scale” $t$ to piecewise-constant functions $u^t$ defined on a square grid and then of such $u^t$ to a limit $u$ as $t \to 0$ (Definition 2.7). This is proved to be equivalent to the $L^2$ convergence on grids as in (1.5), and actually independent of the choice of the family of grids. In Sect. 3, we state the main results of the paper. Theorem 3.1 states the pre-compactness the sense of the convergence above of sequences with equi-bounded Dirichlet energy; Theorem 3.3 is an almost-sure homogenization result characterizing the $\Gamma$-limit of Dirichlet energies as a deterministic quantity as in (1.7). Section 4 is devoted to the proof of the Compactness Theorem, based on the geometric properties of the grids that allow the use of Poincaré inequalities. In Sect. 5, we prove the Homogenization Theorem. The lower bound is obtained by using the Fonseca and Müller blow-up method, which is possible thanks to the use of cut-off functions that are locally constant close to non-regular Voronoi cells. The construction of recovery sequences is also made possible thanks to these ‘regular’ cut-off functions. Finally, Sect. 6 (the “Appendix”) contains the proof of the existence of regular grids.

2 Notation and Preliminaries

In this section, we introduce the main ingredients required to perform our analysis. For the sake of simplicity, and since our analysis will take place in this context, we always consider the ambient space dimension to be two-dimensional, even though some of the definitions and results can be extended to general space dimension.
2.1 General Notation

We let $Q := (-1/2, 1/2)^2$ denote the unit coordinate square centered in 0. We will also write $Q_r = rQ$, $Q_r(x) = x + rQ$. The same notation applies to $B_r(x)$, being $B$ the unit ball of $\mathbb{R}^2$. For a Radon measure $\nu \in \mathcal{M}^+(\mathbb{R}^2)$ and $A \subset \mathbb{R}^2$, the space $L^2(A; \nu)$ is defined as the space of all measurable functions $u : \text{spt}(\nu) \cap A \to \mathbb{R}$ such that

$$\int_A |u(x)|^2 \, d\nu(x) < +\infty.$$  

When $\nu = \mathcal{L}^2$, the Lebesgue measure, we simply write $L^2(A)$. We denote by $\text{Bor}(A)$ the collection of all Borel subsets of $A$. The notation $|E|$ stands for the Lebesgue measure of $E$. For a set $A$ and for $t > 0$, we define $$(A)_t := \{x \in \mathbb{R}^2 \mid \text{dist}(x, A) \leq t\}.$$  

If no confusion arises, the notation $\{x_i \in X_i\}_{i \in I}$ is used for a family $x_i$ indexed by $I$, such that $x_i \in X_i$.

2.2 Poisson Point Clouds

Some basic properties of the stationary stochastic point process called Poisson point cloud are here recalled. A complete treatment of this subject can be found in Daley and Jones (2003) and Schneider and Weil (20085). In order to formally introduce this notion, we consider the family $N_s$ of simple measures; i.e.,

$$N_s := \left\{ \sum_{i \in I} \delta_{x_i} \in \mathcal{M}^+(\mathbb{R}^2) \mid \{x_i\}_{i \in I} \subset \mathbb{R}^2, x_i \neq x_j \text{ for all } i, j \in I, i \neq j \text{ and } I \text{ a subset of } \mathbb{N} \right\}.$$  

Here and in the sequel, $\delta_x$ is the Dirac delta at $x$. For any Borel set $E \in \text{Bor}(\mathbb{R}^2)$ and $k \in \mathbb{N}$, we define the subset $A_{E, k} := \{\mu \in N_s \mid \mu(E) = k\}$ of $N_s$ and consider the $\sigma$-Algebra $\mathcal{N}$ generated by $\{A_{E, k} \mid E \in \text{Bor}(\mathbb{R}^2), k \in \mathbb{N}\}$.

**Definition 2.1** A Poisson point process on $\mathbb{R}^2$ with intensity $\gamma$ is a random element $\eta$ on $(N_s, \mathcal{N})$; that is, a map from a probability space $(\Omega, \mathcal{F}, P)$ onto $(N_s, \mathcal{N})$, such that

1. $P(\eta \in A_{E, k}) = \frac{(\gamma |E|)^k}{k!} e^{-\gamma |E|}$;
2. denoted by $\eta(B) : (\Omega, \mathcal{F}, P) \to \mathbb{N}$ the random variable induced by $\eta$ when fixing $B$, (namely $\eta(B) := \eta(\omega)(B)$ for $\omega \in \Omega$) then, for any $B_1, \ldots, B_m$ pairwise disjoint Borel sets we have that $\eta(B_1), \ldots, \eta(B_m)$ are independent.

For any Poisson point process $\eta$, we can observe that its probability distribution $P_\eta$ on $(N_s, \mathcal{N})$ satisfies

$$P(\eta(A) = k) := P_\eta(A_{A, k}) = P(\eta \in A_{A, k})$$
\[ := \mathbb{P}(\{\omega \in \Omega \mid \eta(\omega) \in A_{A,k}\}) = \frac{(\gamma |A|)^k}{k!} e^{-\gamma |A|}. \]

We will often make use of the notation \( x \in \eta \), or \( x \in \eta(\omega) \) by meaning that \( x \in \text{spt} (\eta(\omega)) \) for some realization \( \omega \in \Omega \). Accordingly, \( x \in \varepsilon \eta(\omega) \) will stand for \( x \in \varepsilon \text{spt} (\eta(\omega)) \).

Definition 2.1 implies (see Günter and Mathew 2017, Proposition 8.3) in particular that the Poisson point process on \( \mathbb{R}^2 \) with intensity \( \gamma \) is stationary: if we define \( \tau_x \eta(A) := \eta(A + x) \), then \( \tau_x \eta \) is equal in distribution to \( \eta \) for any \( x \in \mathbb{R}^d \). This implies in particular that \( \mathbb{P}(\eta(\mathbb{R}^2) < +\infty) = 0 \) (see Günter and Mathew 2017, Proposition 8.4). In the sequel, whenever we speak of a Poisson point process we always mean a Poisson point process on \( \mathbb{R}^2 \) with intensity \( \gamma \).

### 2.3 Dirichlet Energy on Point Clouds

Let \( \eta \) be a Poisson point process. Without loss of generality, we fix the intensity to be \( \gamma = 1 \) and we carry out our analysis on the unit square \( Q \). This is not a restriction since we may localize our energies on regular subsets of \( Q \) where the analysis applies unchanged, while we can deal with arbitrary bounded regular open sets by rescaling them to subsets of \( Q \). We set

\[ \eta_\varepsilon(A) := \eta(\varepsilon^{-1}A), \quad \text{spt} (\eta_\varepsilon) = \varepsilon \text{spt} (\eta). \]

For \( \lambda > 0 \), a fixed parameter (the interaction radius) and for \( u \in L^2(Q; \eta_\varepsilon) \), for a subset \( A \subset Q \) define

\[ \mathcal{F}_\varepsilon(u; A) := \sum_{x \in \eta_\varepsilon \cap A} \sum_{y \in \eta_\varepsilon \cap B_\lambda}(x) |u(x) - u(y)|^2, \]

**Remark 2.2** The definition of \( \mathcal{F}_\varepsilon \) takes into account the values of \( u \) in a \( \lambda \varepsilon \)-neighborhood of \( A \). As a consequence, the energy \( \mathcal{F}_\varepsilon \) is subadditive on essentially disjoint sets, namely

\[ \mathcal{F}_\varepsilon(u; A \cup B) \leq \mathcal{F}_\varepsilon(u; A) + \mathcal{F}_\varepsilon(u; B) \quad \text{for all} \ A, B \subset \mathbb{R}^2, |A \cap B| = 0. \]

Indeed, the energy of a function \( u \) on some open set \( A \) takes into account also the contribution of all those points

\[ \mathcal{B}A := \{y \in (\mathbb{R}^2 \setminus A) \cap \eta_\varepsilon \mid \text{there exists} \ x \in A \cap \eta_\varepsilon \text{ such that} |x - y| \leq \lambda \varepsilon\}. \]

Note that \( \mathcal{F}_\varepsilon \) is not local, since we may not have \( \mathcal{F}_\varepsilon(u; A) = \mathcal{F}_\varepsilon(v; A) \) if \( u = v \) on \( A \) due to the interaction around boundary points. However, if \( u = v \) on \( A \), we can infer that

\[ \mathcal{F}_\varepsilon(u; A \setminus (\partial A)_{\lambda \varepsilon}) = \mathcal{F}_\varepsilon(v; A \setminus (\partial A)_{\lambda \varepsilon}). \]

Springer
We now give some estimates on the asymptotic behavior of $\mathcal{F}_\varepsilon$ and $\eta_\varepsilon$ by means of a kind of (spatial) Mean Ergodic Theorem. We show that, almost surely, the average number of points in some open set $A$, lying at a distance less than $\lambda_\varepsilon$ can be bounded from above by the Lebesgue measure of $A$ (the proof of Proposition 2.3 follow the lines of the proof of Günter and Mathew 2017, Theorem 8.14).

**Proposition 2.3** There exists a constant $C$, depending on $\lambda$ only, such that the following property holds almost surely:

$$\limsup_{\varepsilon \to 0} \sum_{x \in \eta_\varepsilon \cap A} \varepsilon^2 \eta_\varepsilon(B_{\lambda_\varepsilon}(x)) \leq C|A|$$

(2.1)

for any $A \subseteq \mathbb{Q}$ with Lipschitz boundary.

**Proof** We consider a sequence $\{\varepsilon_n\}_{n \in \mathbb{N}}$ such that $\varepsilon_n \to 0$ and

$$\frac{1}{C} \leq \frac{\varepsilon_n}{\varepsilon_{n+1}} \leq C,$$  

(2.2)

where $C > 1$ is a fixed universal constant. For an open set $A$, we define the following objects

$$\mathcal{I}(A) := \{J \in \lambda \mathbb{Z}^2 \mid Q_\lambda(J) \cap A \neq \emptyset\},$$

$$Q(A) := \{Q_\lambda(J) \mid J \in \mathcal{I}(A)\},$$

$$N(A) := \#(\mathcal{I}(A)),$$

and consider, for any $J \in \lambda \mathbb{Z}^2$ the random variable $X_J := \eta(Q_\lambda(J))^2$. Note that

$$E(X_J) = e^{-\lambda^2} \sum_{k=1}^{+\infty} k^2 (\lambda)^{2k} k! = v_\lambda < +\infty.$$

Let $R := (0, a) \times (0, b)$ for $a, b \in \mathbb{R}$. Then, we can relabel each square $Q_\lambda(J) \in Q(\varepsilon_n^{-1} R)$ in such a way that

$$\frac{1}{N(\varepsilon_n^{-1} R)} \sum_{J \in \mathcal{I}(\varepsilon_n^{-1} R)} \eta(Q_\lambda(J))^2 = \frac{1}{N(\varepsilon_n^{-1} R)} \sum_{k=1}^{N(\varepsilon_n^{-1} R)} X_{J_k}.$$

If we now invoke the law of large numbers (see for instance Günter and Mathew 2017, Theorem B.11), we have that

$$\lim_{n \to +\infty} \frac{1}{N(\varepsilon_n^{-1} R)} \sum_{J \in \mathcal{I}(\varepsilon_n^{-1} R)} \eta(Q_\lambda(J))^2 = v_\lambda = E(X_{J_1})$$
almost-surely. Since \( \varepsilon_n^2 N(\varepsilon_n^{-1} R) \to \frac{|R|}{\lambda^2} \) and \( \eta(\varepsilon_n Q_{\lambda\varepsilon_n}(\varepsilon_n J)) = \eta(Q_{\lambda}(J)) \), we have that

\[
\sum_{J \in \mathcal{I}(\varepsilon_n^{-1} R)} \varepsilon_n^2 \eta(\varepsilon_n Q_{\lambda\varepsilon_n}(\varepsilon_n J))^2 = \left( \frac{\varepsilon_n^2 N(\varepsilon_n^{-1} R)}{N(\varepsilon_n^{-1} R)} \right) \sum_{J \in \mathcal{I}(\varepsilon_n^{-1} R)} \eta(Q_{\lambda}(J))^2 \to \frac{|R|}{\lambda^2} v_{\lambda}
\]

for almost all \( \omega \in \Omega \). Let now

\[
\mu_\varepsilon(R) := \sum_{J \in \mathcal{I}(\varepsilon_n^{-1} R)} \varepsilon_n^2 \eta(\varepsilon_n Q_{\lambda\varepsilon_n}(\varepsilon_n J))^2, \quad \mu_n(R) := \mu_\varepsilon_n(R),
\]

\[
\mathcal{R}_0 := \{ R = [0, p] \times [0, q] \mid p, q \in \mathbb{Q}, \ p, q, \leq 2 \}
\]

\[
\Omega_0 := \left\{ \omega \in \Omega \mid \mu_n(R) \to \frac{|R|}{\lambda^2} v_{\lambda}, \quad \sum_{J \in \mathcal{I}(\varepsilon_n^{-1} \partial R)} \varepsilon_n^2 \eta(\varepsilon_n Q_{\lambda\varepsilon_n}(\varepsilon_n J))^2 \to 0 \text{ for all } R \in \mathcal{R}_0 \right\}.
\]

Since \( \mathcal{R}_0 \) is a countable family of rectangles we have that \( \mathbb{P}(\Omega_0) = 1 \). Let now \( R := [p, p'] \times [q, q'] \subset Q \) with \( p, p', q, q' \in \mathbb{Q} \) and define

\[
R_1 := [0, p'] \times [0, q], \quad R_2 := [0, p] \times [0, q'],
\]

\[
R_3 := [0, p] \times [0, q], \quad R_4 := [0, p'] \times [0, q'].
\]

so that \( R = R_4 \setminus (R_1 \cup R_2) \), \( |R| = |R_4| - |R_1| - |R_2| + |R_3| \). Moreover,

\[
\mu_n(R) := \mu_n(R_4) - \mu_n(R_1) - \mu_n(R_2) + \mu_n(R_3) + s_n,
\]

with

\[
s_n \leq C \sum_{j=1}^{4} \sum_{J \in \mathcal{I}(\varepsilon_n^{-1} \partial R_j)} \varepsilon_n^2 \eta(\varepsilon_n Q_{\lambda\varepsilon_n}(\varepsilon_n J))^2.
\]

Since \( s_n \to 0 \), we immediately have \( \mu_n(R) \to \frac{|R|}{\lambda^2} v_{\lambda} \). In particular, having defined

\[
\mathcal{R} := \{ ([p, p'] \times [q, q'] \subset Q \mid p, p', q, q' \in \mathbb{Q}) \}
\]

we have \( \mu_n(R) \to \frac{|R|}{\lambda^2} v_{\lambda} \) for all \( \omega \in \Omega_0 \) and \( R \in \mathcal{R} \).

Let \( R \in \mathcal{R} \), let \( \omega \in \Omega_0 \) be a realization and let \( \{ \tilde{\varepsilon}_k = \tilde{\varepsilon}_k(\omega) \}_{k \in \mathbb{N}} \) be a sequence along which

\[
\limsup_{\varepsilon \to 0} \sum_{J \in \mathcal{I}(\varepsilon^{-1} R)} \varepsilon^2 \eta(\varepsilon Q_{\lambda}(J))^2 = \lim_{k \to +\infty} \sum_{J \in \mathcal{I}(\varepsilon_k^{-1} R)} \tilde{\varepsilon}_k^2 \eta(\varepsilon Q_{\lambda}(J))^2.
\]

Consider \( \varepsilon_n \leq \tilde{\varepsilon}_k \leq \varepsilon_{n_k - 1} \). By (2.2), we can find \( \tilde{R} \in \mathcal{R} \) with \( |\tilde{R}| \leq C|R| \) (for a universal constant \( C \)) and such that \( \tilde{\varepsilon}_k^{-1} R \subset \varepsilon_{n_k}^{-1} \tilde{R} \) for all \( k \in \mathbb{N} \). Note that \( \mathcal{I}(\varepsilon_k^{-1} R) \subset C Springer
\[ I(\varepsilon_{n_k}^{-1} \tilde{R}) \text{ and thus,} \]
\[
\sum_{J \in I(\varepsilon_{n_k}^{-1} R)} \varepsilon_k^2 \eta(\omega)(Q_\cdot(J))^2 \leq \sum_{J \in I(\varepsilon_{n_k}^{-1} \tilde{R})} \varepsilon_{n_k-1}^2 \eta(\omega)(Q_\cdot(J))^2 \\
\leq C \sum_{J \in I(\varepsilon_{n_k}^{-1} \tilde{R})} \varepsilon_{n_k}^2 \eta(\omega)(Q_\cdot(J))^2.
\]

By taking the limit and exploiting that \( \tilde{R} \in \mathcal{R} \), \( \omega \in \Omega_0 \), we achieve
\[
\limsup_{\varepsilon \to 0} \sum_{J \in I(\varepsilon^{-1} R)} \varepsilon^2 \eta(\omega)(Q_\cdot(J))^2 \leq C |R|,
\]
where \( C \) depends on \( \lambda \) only. In particular, we have that
\[
\limsup_{\varepsilon \to 0} \mu_\varepsilon(R) = \limsup_{\varepsilon \to 0} \sum_{J \in I(\varepsilon^{-1} R)} \varepsilon^2 \eta(Q_\cdot(J))^2 \leq C |R|
\]
almost surely. For any open set \( A \subset Q \) and for any \( \delta > 0 \), we can find a finite covering of disjoint rectangles \( \{R_k\}_{k=1}^{N_A} \subset \mathcal{R} \) with \( \sum_{k=1}^{N_A} |R_k| \leq |A| + \delta \). Then, since \( \mu_\varepsilon \) is sub-additive on disjoint sets, we conclude that
\[
\mu_\varepsilon(A) \leq \sum_{k=1}^{N_A} \mu_\varepsilon(R_k) \Rightarrow \limsup_{\varepsilon \to 0} \mu_\varepsilon(A) \leq C \sum_{k=1}^{N_A} |R_k|
\]
almost surely. Now, since
\[
\sum_{x \in A \cap \eta_\varepsilon} \varepsilon^2 \eta_\varepsilon(B_{\gamma_\varepsilon}(x)) \leq C \sum_{J \in I(\varepsilon^{-1} A)} \varepsilon^2 \eta_\varepsilon(Q_{\cdot,\varepsilon}(\cdot))^2 = C \mu_\varepsilon(A)
\]
for a universal constant independent of \( \lambda, n, \omega \) we obtain the claim for all \( \omega \in \Omega_0 \), which has probability 1. \( \square \)

**Corollary 2.4** Fix \( \lambda > 0 \). There exists a constant \( C \) depending on \( \lambda \) only such that almost surely it holds
\[
\limsup_{\varepsilon \to 0} \mathcal{F}_\varepsilon(u; A) \leq C \int_A |\nabla u|^2 \, dx \quad (2.3)
\]
\[
\lim_{\varepsilon \to 0} \varepsilon^2 \sum_{x \in \eta_\varepsilon \cap A} u(x)^2 \eta_\varepsilon(B_{\lambda_\varepsilon}(x)) \leq C \int_A |u|^2 \, dx \quad (2.4)
\]
for any \( u \in C^1(\overline{Q}) \) and for any \( A \subset \subset Q \) with Lipschitz boundary.
Proof. Fix \( A \subset Q \). Let \( Q_m := \{Q^m_i\}_{i \in \mathbb{N}} \) be a division of \( Q \) in disjoint squares of size \( \frac{1}{m} \). Since \( u \in C^1 \) for any fixed \( \delta \), we can find \( K \geq 1 \) such that

\[
\max_{x \in Q^m_i} \{u(x)\} - \min_{x \in Q^m_i} \{u(x)\} \leq \delta \text{ for all } Q^m_i \in Q_m \text{ such that } Q^m_i \cap A \neq \emptyset
\]

\[
\sup_{x \in (Q^m_i)_{\lambda \varepsilon n}} \{||\nabla u(x)||\} - \inf_{x \in (Q^m_i)_{\lambda \varepsilon n}} \{||\nabla u(x)||\} \leq \delta \text{ for all } Q^m_i \in Q_m \text{ such that } Q^m_i \cap A \neq \emptyset
\]

whenever \( m, n \geq K \). Moreover, \( (A \cap Q^m_{i} \neq \emptyset) \) and

\[
\int_{(A \cap Q^m_{i})} u(x)^2 \, dx \leq \int_A u(x)^2 \, dx + \delta, \quad \int_{(A \cap Q^m_{i})} |\nabla u(x)|^2 \, dx \leq \int_A |\nabla u(x)|^2 \, dx + \delta.
\]

Then,

\[
e^2 \sum_{x \in \eta \cap A} \eta_\varepsilon(B_{\lambda \varepsilon}(x))u(x)^2 \leq \sum_{Q^m_i \cap A \neq \emptyset} \max_{x \in Q^m_i} \{u(x)^2\} \sum_{x \in \eta \cap Q^m_i} \varepsilon^2 \eta_\varepsilon(B_{\lambda \varepsilon}(x)).
\]

In particular, by invoking Proposition 2.3, almost surely we have

\[
\lim_{\varepsilon \to 0} e^2 \sum_{x \in \eta \cap A} \eta_\varepsilon(B_{\lambda \varepsilon}(x))u(x)^2
\]

\[
\leq C \sum_{Q^m_i \cap A \neq \emptyset} \max_{x \in Q^m_i} \{u(x)^2\} |Q^m_i| = C \sum_{Q^m_i \cap A \neq \emptyset} \int_{Q^m_i} \max_{x \in Q^m_i} \{u(x)^2\} \, dx
\]

\[
\leq C \sum_{Q^m_i \cap A \neq \emptyset} \int_{Q^m_i} (u(x)^2 + \delta^2) \, dx = C \int_{(A \cap Q^m_i)} u(x)^2 \, dx + C \delta^2 |Q|
\]

\[
\leq C \int_A u(x)^2 \, dx + C \delta |Q|
\]

for a constant that depends on \( \lambda \) only. Since \( \delta \) is arbitrary, we get (2.4). Also,

\[
\mathcal{F}_\varepsilon(u; A) = \sum_{x \in \eta \cap A} \sum_{y \in \eta \cap B_{\lambda \varepsilon}(x)} |u(x) - u(y)|^2
\]

\[
\leq \sum_{Q^m_i \cap A \neq \emptyset} \sum_{x \in \eta \cap Q^m_i} \sum_{y \in \eta \cap B_{\lambda \varepsilon}(x)} |u(x) - u(y)|^2
\]

\[
\leq \lambda^2 \sum_{Q^m_i \cap A \neq \emptyset} \sup_{x \in (Q^m_i)_{\lambda \varepsilon}} |\nabla u(x)|^2 \sum_{x \in \eta \cap Q^m_i} \varepsilon^2 \eta_\varepsilon(B_{\lambda \varepsilon}(x)).
\]
Then, Proposition 2.3 almost surely yields
\[
\limsup_{\varepsilon \to 0} \mathcal{F}_\varepsilon(u; A) \leq C \sum_{Q_i^m \cap A \neq \emptyset} \int_{Q_i^m} \sup_{x \in (Q_i^m)_{\lambda\varepsilon}} ||\nabla u(x)||^2 \, dx \leq C \int_A ||\nabla u(x)||^2 \, dx + C\delta^2 |Q|
\]
for a constant that depends on $\lambda$ only. The arbitrariness of $\delta$ yields (2.3). \hfill \Box

2.4 Voronoi Cells and Paths

We now consider $\eta : \Omega \to \mathbb{N}_s$ a Poisson point process. For a given realization $\omega$, we identify the Voronoi cell of $x \in \eta$ as
\[
C(x, \eta) := \{ y \in \mathbb{R}^d \mid |y - x| \leq |y - z| \text{ for all } z \in \eta \setminus \{x\}\}.
\]
Note that $C(x, \eta_\varepsilon) = \varepsilon C\left(\frac{x}{\varepsilon}, \eta\right)$.

We say that $x, y$ are nearest neighbors if $C(x, \eta)$ shares a common edge with $C(y, \eta)$. In this case, we write $(x, y)$. Given $x \in \mathbb{R}^2$, we define
\[
\pi_\eta(x) := \arg\min\{y \in \eta \mid |x - y|\},
\]
where, in case of multiple choices we consider the lexicographical order. We say that
\[
p(x, y) := \{x_{i_1}, \ldots, x_{i_M}\}
\]
is a path in $\eta$ connecting $x$ to $y$ if $x_{i_m} \in \eta$ for $m = 1, \ldots, M$, $x_{i_1} = \pi_\eta(x)$, $x_{i_M} = \pi_\eta(y)$ and $(x_{i_m}, x_{i_{m+1}})$ for $m = 1, \ldots, M - 1$. Moreover, we let $\ell(p) := \#(p)$ denote the length of a path $p$. This notion induces a natural metric on $\eta$
\[
\tau_\eta(x, y) := \min\{\ell(p(x, y)) \mid p(x, y) \text{ is a path in } \eta \text{ connecting } x \text{ to } y\}.
\]
We say that a sub-cluster $S \subset \eta$ is connected if for every $x, y \in S$, there is a path $p(x, y) := \{x_{i_1}, \ldots, x_{i_M} \in S\}$ connecting $x$ to $y$.

2.5 Piecewise-Constant Extensions

Let $q \subseteq \eta_\varepsilon$ be a family of points in the point cloud. We define
\[
\mathcal{V}_\varepsilon(q) := \bigcup_{x \in q} C(x, \eta_\varepsilon).
\]
For $u : \eta \cap Q \to \mathbb{R}$, we define the piecewise-constant extension

$$\hat{u} : Q \to \mathbb{R}, \quad \hat{u}(x) := \sum_{y \in \eta \cap Q} u(y) \mathbb{1}_{C(x, \eta)}(x).$$

### 2.6 Geometric Structure of Poisson Point Processes

Now, we state and prove some statistical properties of Poisson point processes that we find useful in the treatment of the Dirichlet energy on point clouds. For $t \in \mathbb{R}_+$ and a Borel set $A \subset \mathbb{R}^2$, we define

$$I_t(A) := \{ J \in t\mathbb{Z}^2 : Q_t(J) \cap A \neq \emptyset \},$$

$$Q_t(A) := \{ Q_t^J : Q_t(J), J \in I_t(A) \},$$

$$k_t(A) := \lceil \#(I_t(A)) \rceil.$$

When it is clear from the context that $A = Q$, we sometimes write $k_t$ in place of $k_t(Q)$. For $J \in I_t(Q)$, we have $J = t(i, j), i, j \in \mathbb{Z}$. Therefore, we set $Q_t^J = Q_t^i, j \in Q_t$ the square placed on the $i$-th row and $j$-th column.

For $i = 1, \ldots, k_t$, $j = 1, \ldots, k_t$, we define the vertical and horizontal rectangles as

$$R_v^i(t) := \bigcup_{j=1}^{k_t} Q_t^i, j, \quad R_h^j(t) := \bigcup_{i=1}^{k_t} Q_t^i, j.$$

#### 2.6.1 Selecting a Sub-cluster: Percolation Theory

For a Poisson point process $\eta$, we consider the sub-cluster

$$\eta^\alpha(\lambda) := \left\{ x \in \eta \mid \text{in}(C(x, \eta)) > \alpha, \text{diam}(C(x, \eta)) < \alpha^{-1}, \eta(B_\lambda(x)) \leq \alpha^{-1}\lambda^2 \right\},$$

where the in-radius of a set in(A) is defined as

$$\text{in}(A) := \sup\{ s > 0 \mid \text{there exists} B_s(x) \subset A \}.$$

**Definition 2.5** Fix $\alpha$ and $\lambda$. Let $\varepsilon, t > 0$ be fixed. We say that a family of vertical and horizontal paths

$$G_{\varepsilon, t} = \left\{ h_m^i, v_m^j, i, j \in \{1, \ldots, k_t\}, m \in \{1, \ldots, M_{\varepsilon, t}\} \right\}$$

is a regular $t$-grid with $\Upsilon$ bounds for $\eta$, if the following properties are satisfied

(a) all the paths are in $\varepsilon \eta^\alpha(\lambda)$;
(b) for any $m = 1, \ldots, M_{\varepsilon, t}$, $h_{m}^{i}$ connects the two opposite sides of $R_{i}^{h}(t)$ of size $t$ and is strictly contained in $R_{i}^{h}(t)$;
(c) for any $m = 1, \ldots, M_{\varepsilon, t}$, $v_{m}^{j}$ connects the two opposite sides of $R_{j}^{v}(t)$ of size $t$ and is strictly contained in $R_{j}^{v}(t)$;
(d) the following bounds hold for any $i, j \in \{1, \ldots, k_{t}\}$, $m \in \{1, \ldots, M_{\varepsilon, t}\}$:

\[
\frac{t}{\Upsilon_{\varepsilon}} \leq \ell (h_{m}^{i} \cap Q_{i,j}^{t}) \leq \frac{\Upsilon t}{\varepsilon}, \quad \frac{t}{\Upsilon_{\varepsilon}} \leq \ell (v_{m}^{j} \cap Q_{i,j}^{t}) \leq \frac{\Upsilon t}{\varepsilon}
\]

\[
\frac{t}{\Upsilon_{\varepsilon}} \leq M_{\varepsilon, t} \leq \frac{\Upsilon t}{\varepsilon};
\]

(2.5)

(e) dist($h_{m}^{i}, h_{s}^{i'}$) $\geq 3\lambda_{\varepsilon}$ and dist($v_{m}^{j}, v_{s}^{j'}$) $\geq 3\lambda_{\varepsilon}$, for all $i \neq i'$, $j \neq j' \in \{1, \ldots, k_{t}\}$, $m, s \in \{1, \ldots, M_{\varepsilon, t}\}$ (with $m \neq s$ for $i = i'$ or $j = j'$);
(f) If $x \in (h_{m}^{i})_{3\lambda_{\varepsilon}} \cap \eta_{\varepsilon}$, ($x \in (v_{m}^{j})_{3\lambda_{\varepsilon}} \cap \eta_{\varepsilon}$) it holds $\eta_{\varepsilon}(B_{\lambda_{\varepsilon}}(x)) \leq \frac{1}{a^{2}}\lambda_{\varepsilon}^{2}$;
(g) If $x, y \in h_{m}^{i}$, ($x, y \in v_{m}^{j}$) neighboring points, then $|x - y| \leq \lambda_{\varepsilon}$;

For the family of $(\varepsilon, t)$ regular grids with $\Upsilon$ bounds, we use the notation $G_{\varepsilon}(\Upsilon; \eta_{\varepsilon})$.

We invite the reader to confront Definition 2.5 with the situation depicted in Fig. 2, which has the only purpose of being illustrative. For any $t > 0$, we consider the $k_{t}^{2} \approx 1/t^{2}$ squares covering $Q$. Then, we consider horizontal and vertical rectangles made by union of these squares and labeled suitably (from left to right for the vertical, and from bottom to top for the horizontal). We define a grid to be regular if inside each rectangles we can find a certain number of paths of points with properties (a)–(g) of Definition 2.5. These paths are further labeled inside each rectangles (from left to right in the vertical rectangles, and from bottom to top in the horizontal rectangles).
Fig. 2 depicts the sets $V_{\varepsilon}(v^j_m)$ and $V_{\varepsilon}(h^i_m)$ composed of the Voronoi cells of the points of the path. Theorem 2.6 ensures the existence of such grids with uniform bounds, by exploiting a Bernoulli site-percolation argument (see Sect. 6).

The following result ensures that we can find a universal constant $\Upsilon$ such that $G_t(\Upsilon; \eta_\varepsilon) \neq \emptyset$ for a suitable choice of the parameters $\varepsilon, t, \alpha, \lambda$. It comes as a re-adaptation of a percolation result in Braides and Piatnitski (2022) coupled with a technical geometric construction. We postpone the proof to “Appendix 6”.

**Theorem 2.6** There exists $\alpha_0, \lambda_0$ with the following properties. Provided

$$\alpha \leq \alpha_0, \quad \lambda > \max \left\{ \frac{2}{\alpha}, \lambda_0 \right\},$$

(2.6)

we can find a constant $\Upsilon > 0$, depending on $\alpha$ only, and, for any $t \in \mathbb{R}_+$ and for almost all realizations $\omega$, a constant $\varepsilon_0(\omega, t) > 0$, such that, if $\varepsilon \leq \varepsilon_0$, then $G_t(\Upsilon; \eta_\varepsilon) \neq \emptyset$.

In order to lighten the notation, we now choose $\alpha, \lambda$ satisfying (2.6) and we consider them to be fixed for the rest of the paper. We are covering $Q$ with squares of size $t$ and in horizontal, and vertical rectangles given by union of squares from the subdivision. We are considering the paths lying inside the rectangles and satisfying geometric properties (a)–(g). In particular, we find sometimes convenient to work on $Q_{tk} \supset Q$, which represent a slightly bigger square and can be divided in exactly $k_t^2$ squares of size $t$.

### 2.7 A Notion of Convergence for Functions on Poisson Point Clouds

For a fixed $t$, we introduce the set of *simple function on $Q$* as the space

$$X_t := \left\{ w \in L^2(Q_{tk}) \left| w = \sum_{i,j=1}^{k_t^2} c_{i,j} \mathbb{1}_{Q^i_{t,j}} \right. \right\}. $$

(2.7)

Fix now $(\varepsilon, t)$ and consider a grid $G_{\varepsilon,t} \subseteq G_t(\Upsilon; \eta_\varepsilon)$. For every $i, j = 1, \ldots, k_t$, we denote by

$$(u)_{G, t}^{G_{\varepsilon,t}} := \frac{1}{\eta_{\varepsilon} \left( G_{\varepsilon,t} \cap Q^i_{t,j} \right)} \sum_{x \in G_{\varepsilon,t} \cap Q^i_{t,j}} u(x),$$

(2.8)

and we consider the operator $T^G : L^1(Q; \eta_\varepsilon) \to X_t$ to be

$$T^{G_{\varepsilon,t}}(u)(x) := \sum_{i,j=1}^{k_t} (u)_{G_{\varepsilon,t}}^{G_{\varepsilon,t}} \mathbb{1}_{Q^i_{t,j}}(x).$$

(2.9)
Definition 2.7 A sequence of functions \( u_\varepsilon : \eta_\varepsilon \cap Q \to \mathbb{R}, u_\varepsilon \in L^2(Q; \eta_\varepsilon) \) is said to converge to \( u : Q \to \mathbb{R} \), and we simply write \( u_\varepsilon \to u \), if there exists \( \Upsilon \in \mathbb{R}_+ \) such that, for any \( t \in \mathbb{R} \) and for any sequence of grids \( \{G_{\varepsilon,t} \in \mathcal{G}_t(\Upsilon; \eta_\varepsilon)\}_{\varepsilon>0} \), it holds
\[
T^{G_{\varepsilon,t}}(u_\varepsilon) \to u^t \text{ in } L^2(Q_{tk_t}) \text{ as } \varepsilon \to 0,
\]
where \( \{u^t \in X_t\}_{t \in \mathbb{R}_+} \) satisfies
\[
u^t \to u \text{ in } L^2(Q) \text{ as } t \to 0.
\]

Remark 2.8 We note that in order to have a meaningful notion of convergence, it is necessary to prove that the convergence is well defined; that is, it is independent of the choice of the grids. This will be a consequence of Lemma 4.3. Also note that this convergence implies (and, along sequences with equibounded energy, is in fact equivalent to) the \( L^2 \) convergence of the piecewise constant extension \( \hat{u}_\varepsilon \) restricted to the (Voronoi cells of the) grids (see Propositions 4.4 and 4.5)

Remark 2.9 (Convergence up to subsequences) Note that with this notion of convergence, a sequence \( u_\varepsilon \) converge to \( u \) up to subsequences if there exists \( \{\varepsilon_n\}_{n \in \mathbb{N}} \) such that for any sequence of regular grids \( \{\{G_{\varepsilon_n,t}\}_{n \in \mathbb{N}} \in \mathcal{G}_t(\Upsilon; \eta_{\varepsilon_n})\}_{t \in \mathbb{R}_+} \) it holds
\[
T^{G_{\varepsilon_n,t}}(u_{\varepsilon_n}) \to u^t \text{ as } n \to +\infty \text{ in } L^2(Q_{tk_t}), \quad u^t \to u \text{ as } t \to 0 \text{ in } L^2(Q).
\]

3 The Main Results

We have now introduced all the basic notation and we are thus ready to state our main results, which regard the asymptotic behavior of \( F_\varepsilon \). The first one is a compactness result.

Theorem 3.1 (Compactness theorem) Let \( U \supset Q \) be an open set and let \( \lambda_0 > 0 \) be given as in Theorem 2.6, if \( \lambda > \lambda_0 \) the following holds. If \( \{u_\varepsilon \in L^2(U; \eta_\varepsilon)\}_{\varepsilon>0} \) is a sequence satisfying
\[
\sup_{\varepsilon>0} \left\{ \sum_{x \in \eta_\varepsilon \cap A} \sum_{y \in \eta_\varepsilon \cap B_{Q,\varepsilon}(x)} |u_\varepsilon(x) - u_\varepsilon(y)|^2 + \sum_{x \in \eta_\varepsilon \cap Q} \varepsilon^2 u^2_\varepsilon(x) \right\} < +\infty, \quad (3.1)
\]
where \( Q \subset A \subset U \) is any open set strictly containing \( Q \), then there exists \( u \in W^{1,2}(Q) \) such that \( u_\varepsilon \) converge to \( u \), up to subsequences, in the sense of Definition 2.7.

Remark 3.2 Note that in requiring to a sequence to have equibounded energy on \( Q \) we need to take into account Remark 2.2 and the fact that the energy is carried also on \( BQ \). For this reason, we state the compactness Theorem in terms of \( u_\varepsilon \in L^2(U; \eta_\varepsilon) \), with a uniform bound for the energy assumed on a set \( A \), provided \( Q \subset A \subset U \). In other words, we are asking to the functions \( u_\varepsilon \) to be defined on a slightly bigger open set than just \( Q \).
With this compactness theorem in mind, that will be proved in Sect. 4, the following Γ convergence result is then meaningful.

**Theorem 3.3** (Γ-convergence) *There exists a deterministic constant Ξ such that, for almost all realizations ω, the energy \( F_ε(\cdot; Q) \) Γ-converges to

\[
F(u; Q) = \Xi \int_Q |\nabla u(x)|^2 \, dx
\]

in the topology induced by the convergence of Definition 2.7. Namely

(lim inf) if \( u_ε \rightarrow u \) in the sense of Definition 2.7 then

\[
\liminf_{ε \to 0} F_ε(u_ε; Q) \geq \Xi \int_Q |\nabla u(x)|^2 \, dx;
\]

(lim sup) for any \( u \in W^{1,2}(Q) \) there exists a sequence \( \{u_ε \in L^2(Q; η_ε)\}_{ε>0} \) such that \( u_ε \rightarrow u \) in the sense of Definition 2.7 and

\[
\limsup_{ε \to 0} F_ε(u_ε; Q) \leq \Xi \int_Q |\nabla u(x)|^2 \, dx.
\]

The constant \( Ξ \) is identified by the relation

\[
Ξ := \lim_{T \to +∞} \frac{m(ξ; QT)}{T^2|ξ|^2},
\]

where, for any open set \( A \), \( m(\cdot; A) \) denotes the cell problem

\[
m(ξ; A) := \inf \left\{ \sum_{x \in η \cap A} \sum_{y \in η \cap B_ε(x)} |v(x) - v(y)|^2 \mid \begin{array}{c} v : η \to \mathbb{R} \\ v(x) = ξ \cdot x \text{ for all } x \in η \text{ such that } \dist(x, \partial A) \leq 2ε \end{array} \right\}.
\]

(3.2)

This theorem will be proved in Sect. 5. More precisely, in Sect. 5.1 we will prove the relation between \( Ξ \) and cell problem (3.2), in Sect. 5.3 the lower bound and finally, in Sect. 5.4 the upper bound.

### 4 Proof of the Compactness Theorem

This section is entirely devoted to the proof of the compactness Theorem 3.1. We first need a few technical lemmas in order to guarantee that the convergence of Definition 2.7 is well defined and that any sequence with bounded energy is pre-compact.
Fig. 3 The “skeleton” obtained in Lemma 4.1. The blue part is carrying less energy than the grid (in red). In particular, this allows to link each $y \in Q_{i,j}^t$ to $w \in Q_{i,j+1}^t$ on particular paths that follows $p_{h(i,j)}$. Again, for illustrative reason we are depicting the Voronoi cells of the point clouds.

### 4.1 Preliminary Lemmas

For $u \in L^2(Q; \eta_\varepsilon)$, we adopt the shorthand

$$D_\varepsilon u(x) := \sum_{y \in \eta_\varepsilon \cap B_{\lambda \varepsilon}(x)} |u(y) - u(x)|^2.$$ 

For any $\varepsilon, t$ fixed, we set

$$\text{Hor}(i; G_{\varepsilon,t}) := \left\{ h^1_i, \ldots, h_{M_{\varepsilon,t}}^i \right\}$$
$$\text{Ver}(j; G_{\varepsilon,t}) := \left\{ v^1_j, \ldots, v_{M_{\varepsilon,t}}^j \right\}.$$

Next lemma ensures that we can choose a “skeleton” of $G_{\varepsilon,t}$ connecting two neighboring squares and carrying small energy (see Fig. 3). This lemma is stated and proved for horizontal neighboring squares, but it holds also for vertical neighboring squares with obvious changes in the proof. It will be used in the proof of Theorem 3.1 (in particular, in the proof of Lemma 4.2).

**Lemma 4.1** Fix $\varepsilon > 0$. Let $t \in \mathbb{R}_+$, $G_{\varepsilon,t} \in G_{t}(\Upsilon; \eta_\varepsilon)$ and $u \in L^2(Q; \eta_\varepsilon)$. For all $Q_{i,j}^t, Q_{i,j+1}^t$ (horizontal) neighboring squares, there exist two vertical paths and a horizontal path

$$\tilde{v}^i \in \text{Ver}(j; G_{\varepsilon,t}), \quad \tilde{v}^{i+1} \in \text{Ver}(j+1; G_{\varepsilon,t}), \quad \tilde{h}^i \in \text{Hor}(i; G_{\varepsilon,t})$$

such that, setting

$$p_{h(i,j)}^i := \left( \tilde{v}^i \cap Q_{i,j}^t \right) \cup \left( \tilde{v}^{i+1} \cap Q_{i,j+1}^t \right) \cup \left( \tilde{h}^i \cap (Q_{i,j}^t \cup Q_{i,j+1}^t) \right).$$
we have
\[ \sum_{x \in p_{i,j}^h} D_\varepsilon u(x) \leq \frac{2\varepsilon}{t} F_{\varepsilon} \left( u; \left( Q_{i,j}^t \cup Q_{i,j+1}^t \right) \right). \]

**Proof** Since both horizontal and vertical paths are all disjoint, we have that
\[
\sum_{m=1}^{M_\varepsilon,t} \sum_{x \in h_m^i \cap \left( Q_{i,j}^t \cup Q_{i,j+1}^t \right)} D_\varepsilon u(x) \leq F_{\varepsilon} \left( u; \left( Q_{i,j}^t \cup Q_{i,j+1}^t \right) \right),
\]
\[
\sum_{m=1}^{M_\varepsilon,t} \sum_{x \in v_m^i \cap Q_{i,j}^t} D_\varepsilon u(x) + \sum_{m=1}^{M_\varepsilon,t} \sum_{x \in v_m^{i+1} \cap Q_{i,j+1}^t} D_\varepsilon u(x) \leq F_{\varepsilon} \left( u; Q_{i,j}^t \right) + F_{\varepsilon} \left( u; Q_{i,j+1}^t \right).
\]

In particular, there are three paths $h^i \in \text{Hor}(i; G_{\varepsilon,t}), v^j \in \text{Ver}(j; G_{\varepsilon,t}), v^{j+1} \in \text{Ver}(j+1; G_{\varepsilon,t})$ such that
\[
\sum_{x \in h^i \cap \left( Q_{i,j}^t \cup Q_{i,j+1}^t \right)} D_\varepsilon u(x) \leq \frac{1}{M_\varepsilon,t} F_{\varepsilon} \left( u; Q_{i,j}^t \cup Q_{i,j+1}^t \right),
\]
\[
\sum_{x \in v^j \cap Q_{i,j}^t} D_\varepsilon u(x) + \sum_{x \in v^{j+1} \cap Q_{i,j+1}^t} D_\varepsilon u(x) \leq \frac{1}{M_\varepsilon,t} \left[ F_{\varepsilon} \left( u; Q_{i,j}^t \right) + F_{\varepsilon} \left( u; Q_{i,j+1}^t \right) \right].
\]

Note that, by the properties of the grid we have $\frac{1}{M_\varepsilon,t} \leq \frac{\varepsilon}{t}$. Therefore, we conclude. \( \square \)

We now provide a lemma that allows to estimate the difference of $T^{G_{\varepsilon,t}}(u_\varepsilon)$, defined as in (2.9), between neighboring squares of the squares partition $Q_t$. Once again, we limit ourselves to prove the statement for horizontal neighboring squares since the vertical case follows in the same way up to changing the notation accordingly.

**Lemma 4.2** There exists a constant $C > 0$ independent of $\varepsilon$ and $t$ such that for any $G_{\varepsilon,t} \in G_t(\upgamma; \eta_\varepsilon)$ any $u \in L^2(Q; \eta_\varepsilon)$ and any pair $Q_{i,j}^t, Q_{i,j+1}^t$ of neighboring squares there holds
\[
\left| (u)^{G_{\varepsilon,t}}_{i,j} - (u)^{G_{\varepsilon,t}}_{i,j+1} \right|^2 \leq C F_{\varepsilon} \left( u; Q_{i,j}^t \cup Q_{i,j+1}^t \right).
\]

**Proof** Let $h^i, v^j, v^{j+1}$ be the paths given by Lemma 4.1. Let $p := p_{i,j}^h$ and let
\[
(u)^{p}_{i,j} := \frac{1}{\eta_m \left( p \cap Q_{i,j}^t \right)} \sum_{x \in p \cap Q_{i,j}^t} u(x), \quad (u)^{p}_{i,j+1} := \frac{1}{\eta_m \left( p \cap Q_{i,j+1}^t \right)} \sum_{x \in p \cap Q_{i,j+1}^t} u(x).
\]

We will make use of the above quantities (namely the average of the function $u$ on the skeleton $p$) to estimate $(u)^{G_{\varepsilon,t}}_{i,j}$. \( \square \) Springer
For any $x \in p \cap Q \epsilon_{i,j}$, we now build a family of paths $P_{i,j}(x)$ which links $x$ to all points $y \in G_{\epsilon,t} \cap Q \epsilon_{i,j}$. The construction will be such that we may control the number of times a path path passes through a point $y \in G_{\epsilon,t} \cap Q \epsilon_{i,j}$. We say that $y \in G_{\epsilon,t} \cap Q \epsilon_{i,j}$ is a horizontal point if it belongs to some horizontal path $h \in \text{Hor}(i; G_{\epsilon,t})$ and does not belong to any $v \in \text{Ver}(j; G_{\epsilon,t})$. We say instead that it is vertical if the converse happens. We say that it is nodal if it belongs to the intersection of horizontal and vertical paths. We briefly describe the construction: if $y$ is horizontal, say it belongs to $h_m$ the $m$-th horizontal path, then we consider the path starting from $x$, following $p$ until we meet $h_m$ and then following $h_m$ until we reach $y$. If instead $y$ is vertical and belongs to $v_j$, we start from $x$, follow $p$ until we meet $v_j$ and then, follow $v_j$ to reach $y$. If it is nodal, we follow any of the two possibilities. This family of paths, call it $P_{i,j}(x)$, has the following property, which is crucial in what follows. For any $x \in P \cap Q \epsilon_{i,j}$, each point $y \in (G_{\epsilon,t} \cap Q \epsilon_{i,j}) \setminus p$ belongs to not more than $Ct / \epsilon$ paths $t \in P_{i,j}(x)$. Indeed, if $y \in h_m$, then it belongs only to the paths with initial points in $h_m$, which do not exceed $Ct / \epsilon$. Moreover, the length of each path does not exceed $Ct / \epsilon$ as well.

We now divide the rest of the proof in two steps.

**Step one:** *Comparison between $(u)_t^p$ and $(u)_{G_t}^i,j$*. For the sake of brevity set,

$$N_j := \eta \epsilon(p \cap Q \epsilon_{i,j}), \quad N'_j := \eta \epsilon(G_{\epsilon,t} \cap Q \epsilon_{i,j}).$$

Then, by using Jensen’s inequality twice and property (g) of Definition 2.5 we have

$$\left| (u)_{G_t}^i,j - (u)_t^p \right|^2 \leq \frac{1}{N_j N'_j} \sum_{x \in p \cap Q \epsilon_{i,j}} \sum_{y \in G_{\epsilon,t} \cap Q \epsilon_{i,j}} |u(x) - u(y)|^2$$

$$\leq \frac{C}{N_j N'_j} \sum_{x \in p \cap Q \epsilon_{i,j}} \sum_{t \in P_{i,j}(x)} \ell(t) \sum_{y \in t} D_{\epsilon}u(y).$$

By invoking property (d) and the properties of $p$, we can further deduce

$$\left| (u)_{G_t}^i,j - (u)_t^p \right|^2 \leq \frac{Ct}{\epsilon N_j N'_j} \sum_{x \in p \cap Q \epsilon_{i,j}} \sum_{y \in G_{\epsilon,t} \cap Q \epsilon_{i,j}} D_{\epsilon}u(y) \sum_{t \in P_{i,j}(x)} \mathbb{1}_t(y)$$

$$\leq \frac{Ct}{\epsilon N_j N'_j} \sum_{x \in p \cap Q \epsilon_{i,j}} \sum_{y \in (G_{\epsilon,t} \cap Q \epsilon_{i,j}) \setminus p} D_{\epsilon}u(y) \sum_{t \in P_{i,j}(x)} \mathbb{1}_t(y)$$

$$+ \frac{Ct}{\epsilon N_j N'_j} \sum_{x \in p \cap Q \epsilon_{i,j}} \sum_{y \in p} D_{\epsilon}u(y) \sum_{t \in P_{i,j}(x)} \mathbb{1}_t(y)$$

$$\leq \frac{Ct^2}{(\epsilon)^2 N_j N'_j} \sum_{x \in p \cap Q \epsilon_{i,j}} \sum_{y \in (G_{\epsilon,t} \cap Q \epsilon_{i,j}) \setminus p} D_{\epsilon}u(y).$$
\[
\frac{Ct^3}{(\varepsilon)^3 N_j N_j'} \sum_{x \in p \cap Q_{i,j}'} \sum_{y \in p} D_{\varepsilon} u(y)
\]
\[
\leq \frac{Ct^2}{\varepsilon^2 N_j} \mathcal{F}_\varepsilon(u; Q_{i,j}') + \frac{Ct^3}{\varepsilon^3 N_j'} \sum_{y \in p} D_{\varepsilon} u(y) \mathcal{F}_\varepsilon(u; Q_{i,j}'' \cup Q_{i,j+1}'').
\]

where the last inequality follows from the particular choice of \( p \) given by Lemma 4.1. Since the properties of the grid (property (d) of Definition 2.5) also imply that

\[
N_j' \geq \frac{Ct^2}{\varepsilon^2},
\]

we conclude that

\[
\left| (u)_{i,j,t}^{G_{\varepsilon,t}} - (u)_{i,j}^p \right|^2 \leq C \mathcal{F}_\varepsilon(u; Q_{i,j}'' \cup Q_{i,j+1}''). \tag{4.1}
\]

The same exact computation shows also that

\[
\left| (u)_{i,j+1,t}^{G_{\varepsilon,t}} - (u)_{i,j}^p \right|^2 \leq C \mathcal{F}_\varepsilon(u; Q_{i,j}'' \cup Q_{i,j+1}''). \tag{4.2}
\]

**Step two:** *Comparison between \((u)_{i,j+1}^p\) and \((u)_{i,j}^p.* For \( x \in p \cap Q_{i,j}' \), let \( \mathcal{P}_{j+1}'(x) \) be the family of paths \( t \) on \( p \) which link each point of \( p \cap Q_{i,j}' \) to \( x \). By considering one path for each \( y \in p \cap Q_{i,j+1}' \), we can build \( \mathcal{P}_{j+1}'(x) \) in a way that each \( t \in \mathcal{P}_{j+1}'(x) \) contains not more than \( Ct/\varepsilon \) paths. With the notation introduced above, we then compute

\[
\left| (u)_{i,j}^p - (u)_{i,j+1}^p \right|^2 \leq \frac{1}{N_j N_j+1} \sum_{x \in p \cap Q_{i,j}'} \sum_{y \in p \cap Q_{i,j+1}'} |u(x) - u(y)|^2
\]
\[
\leq \frac{C}{N_j N_j+1} \sum_{x \in p \cap Q_{i,j}'} \sum_{y \in p \cap (Q_{i,j}' \cup Q_{i,j+1}')} \ell(t) \sum_{y \in p \cap (Q_{i,j}' \cup Q_{i,j+1}')} D_{\varepsilon} u(y)
\]
\[
\leq \frac{Ct}{\varepsilon N_j N_j+1} \sum_{x \in p \cap Q_{i,j}'} \sum_{y \in p \cap (Q_{i,j}' \cup Q_{i,j+1}')} D_{\varepsilon} u(y) \sum_{t \in \mathcal{P}_{j+1}'(x)} \mathbb{1}_t(y)
\]
\[
\leq \frac{Ct^2}{\varepsilon^2 N_j N_j+1} \sum_{x \in p \cap Q_{i,j}'} \sum_{y \in p \cap (Q_{i,j}' \cup Q_{i,j+1}')} D_{\varepsilon} u(y)
\]
\[
\leq C \sum_{x \in p \cap Q_{i,j}'} \frac{\varepsilon}{t} \mathcal{F}_\varepsilon(u; Q_{i,j}' \cup Q_{i,j+1}')
\]
\[
\leq C \mathcal{F}_\varepsilon(u; Q_{i,j}' \cup Q_{i,j+1}'). \tag{4.3}
\]

**Conclusion** By means of Step one and Step two, in particular by collecting (4.1), (4.2) and (4.3) and by means of a triangular inequality, we conclude. \( \square \)

\( \odot \) Springer
4.2 Properties of the Convergence for Sequences with Equibounded Energy

We now state and prove some useful properties of the convergence in Definition 2.7. We start with the following lemma, which ensures that the limit of sequences with equibounded energy, when it exists, is unique and does not depend on the choice of the sequence of regular grids \( \{ G_{\varepsilon, t} \in \mathcal{G}_t(\Upsilon; \eta_\varepsilon) \}_{\varepsilon, t > 0} \) when \( \varepsilon, t \to 0 \).

**Lemma 4.3** If \( \{ u_\varepsilon \in L^2(Q; \eta_\varepsilon) \}_{\varepsilon > 0} \) is a sequence of functions satisfying (3.1) and \( \{ G_{\varepsilon, t} \in \mathcal{G}_t(\Upsilon; \eta_\varepsilon) \}_{\varepsilon, t > 0}, \{ \bar{G}_{\varepsilon, t} \in \mathcal{G}_t(\Upsilon'; \eta_\varepsilon) \}_{\varepsilon, t > 0} \) (with possibly \( \Upsilon \neq \Upsilon' \)) are two sequences of regular grids such that

\[
T_{G_{\varepsilon, t}}(u_\varepsilon) \overset{\varepsilon \to 0}{\longrightarrow} u^t, \quad T_{\bar{G}_{\varepsilon, t}}(u_\varepsilon) \overset{\varepsilon \to 0}{\longrightarrow} \bar{u}^t,
\]

then

\[
\lim_{t \to 0} \int_Q \left| u^t(x) - \bar{u}^t(x) \right|^2 \, dx = 0.
\]

**Proof** Fix \( Q^t_{i,j} \subset Q_t \) and let \( \mathbf{p}, \mathbf{\bar{p}} \) be the union of paths given by Lemma 4.1 relative to \( Q^t_{i,j} \) (and one of its neighbors, say \( Q^t_{i,j+1} \) without loss of generality) and to the grid \( G_{\varepsilon, t}, \bar{G}_{\varepsilon, t} \), respectively. Now, by construction we have that \( \mathbf{p} \cap Q^t_{i,j}, \mathbf{\bar{p}} \cap Q^t_{i,j} \) share at least two points. In particular, for any \( x \in \mathbf{p} \cap Q^t_{i,j} \) we can still build a family \( \mathcal{P}(x) \) of paths that link each \( y \in \mathbf{\bar{p}} \cap Q^t_{i,j} \) to \( x \) containing only points in \( \mathbf{p} \cup \mathbf{\bar{p}} \cap Q^t_{i,j} \). We can also ensure that each \( t \in \mathcal{P}(x) \) contains not more than \( C t / \varepsilon \) points and that any point in \( z \in \mathbf{p} \cup \mathbf{\bar{p}} \cap Q^t_{i,j} \) is contained in at most \( C t / \varepsilon \) paths in \( \mathcal{P}(x) \). With the notation introduced in the proof of Lemma 4.2, we now compute

\[
\left| (u_\varepsilon)^p_{i,j} - (u_\varepsilon)^{\bar{p}}_{i,j} \right|^2 \leq \frac{1}{N_j N_j} \sum_{x \in \mathbf{p} \cap Q^t_{i,j}} \sum_{y \in \mathbf{\bar{p}} \cap Q^t_{i,j}} \left| u_\varepsilon(x) - u_\varepsilon(y) \right|^2
\]

\[
\leq \frac{1}{N_j N_j} \sum_{x \in \mathbf{p} \cap Q^t_{i,j}} \sum_{t \in \mathcal{P}(x)} \sum_{y \in t} D_\varepsilon u(y)
\]

\[
\leq C \mathcal{F}_\varepsilon(u_\varepsilon; Q^t_{i,j} \cup Q^t_{i,j+1}),
\]

where we have used the properties of \( \mathbf{p}, \mathbf{\bar{p}} \) and of \( t \in \mathcal{P}(x) \). Now, by recalling that (4.1),(4.2) are in force, respectively, on \( G_{\varepsilon, t}, \mathbf{p} \) and \( \bar{G}_{\varepsilon, t}, \mathbf{\bar{p}} \) by means of the same arguments used to prove Step one of Lemma 4.2, with a triangular inequality, we obtain

\[
\left| (u_\varepsilon)^{G_{\varepsilon,t}}_{i,j} - (u_\varepsilon)^{\bar{G}_{\varepsilon,t}}_{i,j} \right|^2 \leq C \mathcal{F}_\varepsilon(u_\varepsilon; Q^t_{i,j} \cup Q^t_{i,j+1}).
\]
If we sum up over all \(i, j\) and we observe that the energy of each square is counted at most a finite number of time (independent of \(t, n\)), we reach

\[
\sum_{i, j=1}^{k_t} \left( (u_\varepsilon)_{i, j} - (u_\varepsilon)_{i, j}^\varepsilon \right)^2 \leq C \mathcal{F}_\varepsilon(u_\varepsilon; Q_{tk_t}) \leq C \mathcal{F}_\varepsilon(u_\varepsilon; A).
\]

By means of this last relation, we have

\[
\int_{Q} \left| T^{G_{\varepsilon, t}}(u_\varepsilon)(x) - T^{\tilde{G}_{\varepsilon, t}}(u_\varepsilon)(x) \right|^2 \, dx = t^2 \sum_{i, j=1}^{k_t} \left| (u_\varepsilon)_{i, j}^{G_{\varepsilon, t}} - (u_\varepsilon)_{i, j}^{\tilde{G}_{\varepsilon, t}} \right|^2 \leq Ct^2.
\]

In particular, if \(T^{G_{\varepsilon, t}}(u_\varepsilon) \xrightarrow{\varepsilon} u^t\), \(T^{\tilde{G}_{\varepsilon, t}}(u_\varepsilon) \xrightarrow{\varepsilon} \tilde{u}^t\), then

\[
\int_{Q} |u^t(x) - \tilde{u}^t(x)|^2 \, dx \leq Ct^2,
\]

and we conclude. \(\square\)

Now, we proceed to state and prove Propositions 4.4 and 4.5, which will give us a useful characterization of the convergence in Definition 2.7. We will make use of the notion of piecewise-constant extension introduced in Sect. 2.5.

**Proposition 4.4** \((L^2\) convergence on the grids) Let \([u_\varepsilon] \in L^2(Q; \eta_\varepsilon)_{\varepsilon > 0}\) be a sequence satisfying (3.1) and assume that \(u_\varepsilon \rightarrow u\) in the sense of Definition 2.7. Then,

\[
\lim_{t \to 0} \limsup_{\varepsilon \to 0} \int_{V_\varepsilon(G_{\varepsilon, t}) \cap Q} |\hat{u}_\varepsilon(x) - u(x)|^2 \, dx = 0 \tag{4.4}
\]

for any sequence of regular grids \([G_{\varepsilon, t}] \in \mathcal{G}_t(Y; \eta_\varepsilon)_{\varepsilon, t > 0}\).

**Proof** By means of similar computations as the ones used in the proof of Lemmas 4.2 and 4.3, we can infer also that for any \(x \in G_{\varepsilon, t} \cap Q^t_{i, j}\) (adopting the same notation)

\[
|u_\varepsilon(x) - (u_\varepsilon)_{i, j}^p|^2 \leq \frac{C}{N_j} \sum_{y \in p \cap Q^t_{i, j}} |u_\varepsilon(x) - u_\varepsilon(y)|^2 \leq \frac{C}{N_j} \sum_{t \in T_{i, j}(x)} \sum_{y \in t} D_\varepsilon u(y)
\]

\[
\leq \frac{C}{N_j} \sum_{y \in G_{\varepsilon, t} \cap Q^t_{i, j}} D_\varepsilon u_\varepsilon(y) \sum_{t \in T_{i, j}(x)} 1_t(y)
\]

\[
\leq \frac{Ct}{N_j \varepsilon} \sum_{y \in G_{\varepsilon, t} \cap Q^t_{i, j} \setminus p} D_\varepsilon u_\varepsilon(y) + \frac{Ct^2}{N_j \varepsilon^2} \sum_{y \in p \cap Q^t_{i, j}} D_\varepsilon u_\varepsilon(y)
\]

\[
\leq \frac{Ct}{N_j \varepsilon} \sum_{y \in G_{\varepsilon, t} \cap Q^t_{i, j} \setminus p} D_\varepsilon u_\varepsilon(y) + \frac{Ct}{N_j \varepsilon} \mathcal{F}_\varepsilon(u_\varepsilon; Q^t_{i, j} \cup Q^t_{i, j+1})
\]
\begin{align}
\leq C \mathcal{F}_\varepsilon(u_\varepsilon; \mathcal{Q}^i_{i,j} \cup \mathcal{Q}^i_{i,j+1})
\tag{4.5}
\end{align}
for a constant independent of \( t, \varepsilon \). In particular, by collecting (4.5) and (4.1) we have
\begin{align}
\left| u_\varepsilon(x) - (u_\varepsilon)^{G_{\varepsilon,t}}_{i,j} \right|^2 \leq C \mathcal{F}(u_\varepsilon; \mathcal{Q}^i_{i,j} \cup \mathcal{Q}^i_{i,j+1}),
\tag{4.6}
\end{align}
which, summed up over \( x \in G_{\varepsilon,t} \) and \( i, j \in \{1, \ldots, k_t\} \), and taking into account property (d) of Definition 2.5 (implying that \( \#(G_{\varepsilon,t} \cap \mathcal{Q}^i_{i,j}) \leq C t^2/\varepsilon^2 \) ), yields
\begin{align}
\varepsilon^2 \sum_{x \in G_{\varepsilon,t} \cap Q} \left| u_\varepsilon(x) - T^{G_{\varepsilon,t}}(u_\varepsilon)(x) \right|^2 \leq C t^2 \mathcal{F}_\varepsilon(u_\varepsilon; A).
\tag{4.7}
\end{align}
In particular, if \( u_\varepsilon \to u \), and \( \{u^t \in X_t\}_{t \in \mathbb{R}^+} \) denotes the sequence of intermediate functions with respect to \( G_{\varepsilon,t} \), then
\begin{align}
\varepsilon^2 \sum_{J \in \mathcal{I}_t(Q)} \left| (u_\varepsilon)^{G_{\varepsilon,t}}_{J} - u^J \right|^2 \to 0
\end{align}
and thus
\begin{align}
\varepsilon^2 \sum_{x \in G_{\varepsilon,t} \cap Q} |u_\varepsilon(x) - u^t(x)|^2 \leq \varepsilon^2 \sum_{x \in G_{\varepsilon,t} \cap Q} \left| u_\varepsilon(x) - T^{G_{\varepsilon,t}}(u_\varepsilon)(x) \right|^2
\end{align}
\begin{align}
+ C t^2 \sum_{J \in \mathcal{I}_t(Q)} \left| (u_\varepsilon)^{G_{\varepsilon,t}}_{J} - u^J \right|^2
\end{align}
\begin{align}
\leq C t^2 \mathcal{F}_\varepsilon(u_\varepsilon; A) + C t^2 \sum_{J \in \mathcal{I}_t(Q)} \left| (u_\varepsilon)^{G_{\varepsilon,t}}_{J} - u^J \right|^2.
\end{align}
We here switched to the more compact notation \( J = (i, j) \). This implies that
\begin{align}
\int_{\mathcal{V}_t(G_{\varepsilon,t}) \cap Q} |\hat{u}_\varepsilon(x) - u(x)|^2 \, dx
\end{align}
\begin{align}
\leq \left( \int_{\mathcal{V}_t(G_{\varepsilon,t}) \cap Q} |\hat{u}_\varepsilon(x) - u^t(x)|^2 \, dx + \int_{Q} |u^t(x) - u(x)|^2 \, dx \right)
\end{align}
\begin{align}
\leq C t^2 \left( 1 + \sum_{J \in \mathcal{I}_t(Q)} \left| (u_\varepsilon)^{G_{\varepsilon,t}}_{J} - u^J \right|^2 \right)
\end{align}
\begin{align}
+ C \int_{Q} |u^t(x) - u(x)|^2 \, dx
\end{align}
and then, also (4.4) holds for any sequence of regular grids \( \{G_{\varepsilon,t} \in \mathcal{G}_t(\Upsilon; \eta_\varepsilon)\}_{\varepsilon,t > 0} \). \qed
Proposition 4.5 Let $\varepsilon_n$, $t_n$ be two sequences. Set $\eta_n := \eta_{\varepsilon_n}$. Let $(u_n \in L^2(Q; \eta_n))_{n \in \mathbb{N}}$ be a sequence satisfying (3.1). If there exists a sequence of regular grids $\{G_n \in G_t(\Upsilon; \eta_n)\}_{n \in \mathbb{N}}$ such that

$$\lim_{n \to +\infty} \int_{V_{\eta_n}(G_n) \cap Q} |\hat{u}_n(x) - u(x)|^2 \, dx = 0 \quad (4.8)$$

then, up to subsequences, $u_n \to u$ in the sense of Definition 2.7.

Proof We first show that

$$\lim_{n \to +\infty} \int_{\hat{Q}} \left| T^{G_n}(u_n(x)) - u(x) \right|^2 \, dx = 0. \quad (4.9)$$

Indeed, by means of the same computation as in the proof of Proposition 4.4 we can achieve (4.7); that is,

$$\varepsilon_n^2 \sum_{x \in G_n \cap Q} \left| u_n(x) - T^{G_n}(u_n)(x) \right|^2 \leq C_{t_n}^2 \mathcal{F}_{\varepsilon_n}(u_n; Q).$$

This implies that

$$\lim_{n \to +\infty} \int_{V_{\eta_n}(G_n) \cap Q} |\hat{u}_n(x) - T^{G_n}(u_n)(x)|^2 \, dx = 0,$$

which, together with hypothesis (4.8) implies (4.9).

We now fix $t \in \mathbb{R}$ and we provide a suitable rearrangement of $G_n$ in order to obtain a grid $\hat{G}_{n,t} \in G_t(\Upsilon; \eta_n)$, provided $n$ is large enough. We describe the construction. Inside each $R^h_i(t_n)$ we can find at least $c_n = \lfloor (t - 2t_n)/t_n \rfloor$ horizontal rectangles $R^h_{i_1}(t_n), \ldots, R^h_{i_{c_n}}(t_n)$ strictly contained in $R^h_i(t)$ and each containing $M_n$ disjoint horizontal paths $h_1, \ldots, h_{M_n}$ from the grid $G_n$. Note that

$$\frac{t}{2} \leq t_n c_n \leq 2t \quad (4.10)$$

In particular, we relabel the paths of $G_n$ as $\{h^i_m, m = 1, \ldots, M_n c_n\} \subset R^h_i(t)$ for each horizontal rectangle accordingly. We repeat the same argument for vertical paths, and we obtain a grid $\hat{G}_{n,t}$. Thanks to (4.10), we have that $\hat{G}_{n,t} \in G_t(2\Upsilon, \eta_n)$.

Let now $J \in \mathcal{I}_t(Q)$ and consider

$$\mathcal{I}_n(Q') := \{J' \in \mathcal{I}_n(Q') : Q'_j \subset Q' \}, \quad r_n(J) := \#(\mathcal{I}_n(Q')).$$
Note that, by construction, \( G_n \) agrees with \( \tilde{G}_{n,t} \) on \( Q_{J'}^{t_n} \) for \( J' \in \mathcal{I}_n(Q'_J) \). Recalling the notation

\[
N_{J'}^{t_n} := \eta_n(G_n \cap Q_{J'}^{t_n}) \\
(u_n)_{J'}^{G_n} := \frac{1}{N_{J'}^{t_n}} \sum_{x \in G_n \cap Q_{J'}^{t_n}} u_n(x) \\
N_{J'}^{t} := \eta_n(\tilde{G}_{n,t} \cap Q'_J) \\
(u_n)_{J}^{\tilde{G}_{n,t}} := \frac{1}{N_{J}^{t}} \sum_{x \in \tilde{G}_{n,t} \cap Q'_J} u_n(x)
\]

we have

\[
\int_Q |T_{G_n}(u_n)(x) - T_{\tilde{G}_{n,t}}(u_n)(x)|^2 \, dx = \sum_{J \in \mathcal{I}_t(Q)} \int_{Q_t(J)} \left| (u_n)_{J}^{\tilde{G}_{n,t}} - T_{G_n}(u_n)(x) \right|^2 \, dx
\]

\[
\leq t_n^2 \sum_{J \in \mathcal{I}_t(Q), \ J' \in \mathcal{I}_n(Q'_J)} \left| (u_n)_{J}^{\tilde{G}_{n,t}} - (u_n)_{J'}^{G_n} \right|^2 + \sum_{J \in \mathcal{I}_t(Q), \ J' \notin \mathcal{I}_n(Q'_J)} \int_{Q_t(J) \cap Q_{tn}(J')} \left| (u_n)_{J}^{\tilde{G}_{n,t}} - (u_n)_{J'}^{G_n} \right|^2 \, dx. \tag{4.11}
\]

The term (4.11) is easily estimated by (4.6) and the fact that, by construction \( G_n = G_{n,t} \) on \( Q_{tn}(J') \subset Q_t(J) \):

\[
\sum_{J \in \mathcal{I}_t(Q), \ J' \in \mathcal{I}_n(Q'_J)} \left| (u_n)_{J}^{\tilde{G}_{n,t}} - (u_n)_{J'}^{G_n} \right|^2 \leq \sum_{J \in \mathcal{I}_t(Q), \ J' \in \mathcal{I}_n(Q'_J)} \frac{1}{N_{J'}^{t_n}} \sum_{x \in G_n \cap Q_{J'}^{t_n}} \left| u_n(x) - (u_n)_{J'}^{G_n} \right|^2
\]

\[
\leq C t_n^2 \sum_{J \in \mathcal{I}_t(Q), \ J' \in \mathcal{I}_n(Q'_J)} \frac{1}{N_{J'}^{t_n}} \sum_{x \in G_n \cap Q_{J'}^{t_n}} \mathcal{F}(u_n; Q_{J'}^{2t}) \leq C t_n^2 \mathcal{F}_{\varepsilon_n}(u_n; A). \tag{4.6}
\]

To estimate (4.12), we observe that the set

\[
E_n := \bigcup_{J \in \mathcal{I}_t(Q), \ J' \notin \mathcal{I}_n(Q'_J)} (Q'_J \cap Q_{J'}^{t_n})
\]

has the property \(|E_n| \approx C t_n \varepsilon \rightarrow 0\) as \( n \rightarrow +\infty \). Observe that, for any \( J \in \mathcal{I}_t(Q) \) we have [because of (3.1)]

\[
\left| (u_n)_{J}^{\tilde{G}_{n,t}} \right|^2 \leq \frac{1}{\eta_n(\tilde{G}_{n,t} \cap Q'_J)} \sum_{x \in \tilde{G}_{n,t} \cap Q'_J} |u_n(x)|^2 \leq C \frac{\varepsilon_n^2}{t^2} \sum_{x \in \tilde{G}_{n,t} \cap Q'_J} |u_n(x)|^2 < +\infty.
\]
Therefore, we can find \( \{\varepsilon_{nm}\}_{m \in \mathbb{N}} \) such that \( (u_{nm})_{J \in \mathbb{N}} \to w^J \). Up to a diagonal extraction argument, we may find \( \{\varepsilon_{nm}\}_{m \in \mathbb{N}} \) such that

\[
(u_{nm})_{J \in \mathbb{N}}^{\tilde{G}_{nm,t}} \to w^J \quad \text{for any} \quad J \in \{1, \ldots, k_i\}.
\]

This means that we can find a subsequence \( \{\varepsilon_{nm}\}_{m \in \mathbb{N}} \) such that

\[
(u_{nm})_{J \in \mathbb{N}}^{\tilde{G}_{nm,t}} \to w^J
\]

for any \( J \in \{1, \ldots, k \} \).

This means that we can find a subsequence \( \{\varepsilon_{nm}\}_{m \in \mathbb{N}} \) such that

\[
T^{\tilde{G}_{nm,t}}(u_{nm}) \rightarrow w^J \quad \text{in} \quad L^2(Q_{t\kappa}).
\]

Thence, up to subsequences,

\[
\sum_{J \in \mathcal{I}_t(Q)} \int_{Q_{J} \cap Q_{J}'} \left| (u_{nm})_{J}^{\tilde{G}_{nm,t}} - (u_{nm})_{J}^{G_{nm}} \right|^2 \, dx \leq \int_{E_n} \left| T^{\tilde{G}_{nm,t}}(u_{n}) - T^{G_{n}}(u_{n}) \right|^2 \, dx \leq C \int_{E_n} |w^J - u|^2 \, dx,
\]

which vanishes since \( |E_n| \to 0 \). In particular, we have

\[
\lim_{m \to +\infty} \sum_{J \in \mathcal{I}_t(Q), \ J' \notin \mathcal{I}_t(Q')} \int_{Q_{J} \cap Q_{J}'} \left| (u_{nm})_{J}^{\tilde{G}_{nm,t}} - (u_{nm})_{J'}^{G_{nm}} \right|^2 \, dx = 0.
\]

Being the limit independent of the chosen subsequence, we conclude that (regardless of \( t \))

\[
\lim_{n \to +\infty} \sum_{J \in \mathcal{I}_t(Q), \ J' \notin \mathcal{I}_t(Q(J))} \int_{Q_{J} \cap Q_{J}'} \left| (u_{nm})_{J}^{\tilde{G}_{nm,t}} - (u_{nm})_{J'}^{G_{nm}} \right|^2 \, dx = 0.
\]

Thence, by combining these estimates on (4.11) and (4.12) we achieve

\[
\lim_{t \to 0} \limsup_{n \to +\infty} \int_{Q} |T^{\tilde{G}_{n,t}}(u_{n}) - T^{G_{n}}(u_{n})|^2 \, dx = 0
\]

which, combined with (4.9) implies that

\[
\lim_{t \to 0} \limsup_{n \to +\infty} \int_{Q} |T^{\tilde{G}_{n,t}}(u_{n}) - u(x)|^2 \, dx = 0.
\]

This implies that the limit of \( u_{n} \) is thence, up to subsequences, \( u \) in the sense of Definition 2.7. \( \square \)
Remark 4.6  Note that Propositions 4.4 and 4.5 imply also that the stronger convergence on the piecewise-constant functions implies the convergence in the sense of Definition 2.7, provided the sequence has equibounded energy. Indeed if \( u_\varepsilon \) is a sequence satisfying (3.1) and

\[
\lim_{\varepsilon \to 0} \int_{\mathcal{V}_\varepsilon(\eta_\varepsilon) \cap Q} |\hat{u}_\varepsilon(x) - u(x)|^2 \, dx = 0,
\]

then, in particular it converges when restricted to any sequence of regular grids, allowing us to invoke Proposition 4.5 and thus to conclude that \( u_\varepsilon \to u \) in the sense of Definition 2.7. This has some useful consequence, as in the proof of the locality of the convergence (Lemma 4.7) and the fact that we can diagonalize in the \( L^2 \) convergence (Lemma 4.8).

Lemma 4.7  Let \( u_\varepsilon \to u \) in the sense of Definition 2.7 and satisfying (3.1). Let \( A \subseteq Q \) and suppose that \( u_\varepsilon = w \) on \( A \) for some \( w \in C^1(A) \) and for all \( \varepsilon > 0 \). Then, \( u = w \) on \( A \).

Proof  Let \( \{G_{\varepsilon,t} \in \mathcal{G}_t(Y, \eta_\varepsilon)\}_{\varepsilon,t>0} \) be a sequence of regular grids. Then, Proposition 4.4 gives

\[
\lim_{\varepsilon \to 0} \limsup_{t \to 0} \int_{\mathcal{V}_\varepsilon(G_{\varepsilon,t}) \cap A} |\hat{u}_\varepsilon(x) - u(x)|^2 \, dx = 0.
\]

Moreover, since \( u_\varepsilon(x) = w(x) \) on \( \eta_\varepsilon \cap A \) and since \( |x - y| \leq \lambda \varepsilon \) for \( x \in G_{\varepsilon,t}, \ y \in C(x; \eta_\varepsilon) \) (property (g) of Definition 2.5) and \( |C(x; \eta_\varepsilon)| \leq C \varepsilon^2 \), we have

\[
\int_{\mathcal{V}_\varepsilon(G_{\varepsilon,t}) \cap A} |\hat{u}_\varepsilon(y) - w(y)|^2 \, dy = \sum_{x \in G_{\varepsilon,t} \cap A} \int_{C(x; \eta_\varepsilon) \cap A} |w(x) - w(y)|^2 \, dy
\]

\[
\leq C \|\nabla w\|_{\infty}^2 \sum_{x \in \eta_\varepsilon \cap A} \varepsilon^4 \leq C \varepsilon^2,
\]

where \( C \) depends on \( \alpha, \lambda \) and \( |A| \). Here, we have used Proposition 2.3. Then, for some subsequence \( \{\varepsilon_n, t_n\}_{n \in \mathbb{N}} \) and by means of a triangular inequality we have

\[
\lim_{n \to +\infty} \int_{\mathcal{V}_{\varepsilon_n}(G_{\varepsilon_n,t_n}) \cap A} |u(x) - w(x)|^2 \, dx = 0.
\]

Observe now that \( \mathbb{1}_{\mathcal{V}_{\varepsilon_n}(G_{\varepsilon_n,t_n})} \to f \) weakly \( L^2(A) \) and \( f(x) \geq s_0 > 0 \) due to the good properties of the grids. Indeed

\[
\int_{Q_r(y)} f(x) \, dx = \lim_{n \to +\infty} |\mathcal{V}_{\varepsilon_n}(G_{\varepsilon_n,t_n}) \cap Q_r(y)| \geq \lim_{n \to +\infty} \alpha \varepsilon_n^2 \#(G_{\varepsilon_n,t_n} \cap Q_r(y))
\]
and (due to Property (2.5) and to the fact that \(Q_\varepsilon(y)\) contains approximately \(\frac{\varepsilon^2}{r^2}n\) cubes of size \(t_n\)) we can estimate \(\#(G_{\varepsilon_n,t_n} \cap Q_\varepsilon(y)) \geq \frac{t_n^2}{2Y^2} \frac{\varepsilon^2}{r^2} n\). Thus,

\[
\int_{Q_\varepsilon(y)} f(x) \, dx = \lim_{n \to +\infty} |\mathcal{V}_{\varepsilon_n}(G_{\varepsilon_n,t_n}) \cap Q_\varepsilon(y)| \geq \lim_{n \to +\infty} \frac{\varepsilon_n^2}{\varepsilon_n} \#(G_{\varepsilon_n,t_n} \cap Q_\varepsilon(y)) \geq \frac{2Y^2}{\varepsilon_n^2} r^2.
\]

Thus, for all \(r\) and all \(y \in Q\)

\[
s_0 := \frac{\alpha}{2Y^2} \leq \int_{Q_\varepsilon(y)} f(x) \, dx \Rightarrow f \geq s_0 \text{ almost everywhere on } Q.
\]

In particular,

\[
s_0 \int_A |u(x) - w(x)| \, dx = \lim_{n \to +\infty} \int_{\mathcal{V}_{\varepsilon_n}(G_{\varepsilon_n,t_n}) \cap A} |u(x) - w(x)| \, dx = 0.
\]

Being \(s_0 > 0\), we conclude \(u = w\) on \(A\). \(\square\)

**Lemma 4.8** Let \(\{u_{n,r} \in L^2(Q; \eta_{\varepsilon_n}), \ r > \varepsilon_n > 0\}\) be a sequence such that

(a) For any \(r > 0\), \(u_{n,r} \to u_r\) as \(n\) goes to \(+\infty\) in the sense of Definition 2.7;
(b) \(\{u_r\}_{r>0} \subset W^{1,2}(Q), u_r \to u\) as \(r\) goes to 0 in \(L^2(Q)\) for some \(u \in W^{1,2}(Q)\);
(c) \(\sup_{r>\varepsilon_n>0} \{\mathcal{F}_{\varepsilon_n}(u_{n,r}, A)\} < +\infty\) on some open set \(A \supset Q\).

Then, there is a sequence \(r_n \gg \varepsilon_n\) such that \(r_n \to 0\) and for which, up to subsequences, \(u_{n,r_n} \to u\) in the sense of Definition 2.7.

**Proof** By invoking Proposition 4.4, we have (up to a subsequence)

\[
\limsup_{n \to +\infty} \int_{\mathcal{V}_{\varepsilon_n}(G_n) \cap Q} |\hat{u}_{n,r}(x) - u_r(x)|^2 \, dx = 0.
\]

Since also \(u_r \to u\), we have

\[
\lim_{r \to 0} \limsup_{n \to +\infty} \int_{\mathcal{V}_{\varepsilon_n}(G_n) \cap Q} |\hat{u}_{n,r}(x) - u(x)|^2 \, dx = 0.
\]

Hence, we can select the sought sequence \(r_n\) to satisfy

\[
\limsup_{n \to +\infty} \int_{\mathcal{V}_{\varepsilon_n}(G_n) \cap Q} |\hat{u}_{n,r_n}(x) - u(x)|^2 \, dx = 0.
\]

Property (c) and Proposition 4.5 imply now that \(u_{n,r_n} \to u\) (up to subsequences) in the sense of Definition 2.7. \(\square\)
4.3 Proof of the Compactness Theorem

We are now ready to prove Theorem 3.1. We rely on the following Lemma 4.9, which comes as a consequence of Alicandro and Cicalese (2004, Theorem 3.1). Recall that

$$\mathcal{I}_t(Q) := \{J = (i, j) \in t\mathbb{Z}^2 \cap Q\}.$$ 

If $|J - J'| = 1$, we write $(J, J')$, meaning that the square $Q_j' = Q_{i,j}'$ and $Q_{j'}' = Q_{i,j'}'$ are neighboring squares.

**Lemma 4.9** Let $\{u^t \in X_t\}_{t \in \mathbb{R}^+}$ be a sequence of functions such that

$$\sup_{t \in \mathbb{R}^+} \left\{ \sum_{J \in \mathcal{I}_t(Q)} \sum_{J' \in \mathcal{I}_t(Q): (J, J')} |u_j^t - u_{j'}^t|^2 + t^2 \sum_{J \in \mathcal{I}_t(Q)} |u_j^t|^2 \right\} < +\infty.$$

Then, there exists a function $u \in W^{1,2}(Q)$ and a subsequence $\{t_i\}_{i \in \mathbb{N}}$ such that the piecewise-constant interpolation of $u_{t_i}$ converge to $u$ in $L^2(Q)$.

**Proof of Theorem 3.1** Let $\alpha, \lambda$ be fixed and ensuring the validity of Theorem 2.6 and choose $\{G_{\epsilon, t} \in G_t(Y, \eta_{\epsilon})\}_{\epsilon, t}$ to be a sequence of regular grids. Then, by invoking Lemma 4.2 and by summing up on $i, j \in \{1, \ldots, k_t\}$, we infer that

$$\sum_{J \in \mathcal{I}_t(Q)} \sum_{J' \in \mathcal{I}_t(Q): (J, J')} \left| (u^t_j)^{G_{\epsilon, t}} - (u^t_{j'})^{G_{\epsilon, t}} \right|^2 \leq C F_{\epsilon}(u^t; A) < +\infty, \quad (4.13)$$

where we have adopted the shorthand $(u^t_j)^{G_{\epsilon, t}} = (u^t_{i,j})^{G_{\epsilon, t}}$ for $J = (i, j)$. Moreover, by Jensen’s inequality and the properties of the grid we have

$$t^2 \sum_{J \in \mathcal{I}_t(Q)} \left| (u^t_j)^{G_{\epsilon, t}} \right|^2 \leq C \epsilon^2 \sum_{J \in \mathcal{I}_t(Q)} \sum_{y \in G_{\epsilon, t} \cap Q'_{j}} |u^t(y)|^2 \leq C \epsilon^2 \sum_{y \in \eta_{\epsilon} \cap Q} |u^t(y)|^2 < +\infty. \quad (4.14)$$

Fix now a sequence $\{t_i\}_{i \in \mathbb{N}} \in \mathbb{R}^+$ going to zero and observe that, for any $J \in \mathcal{I}_{t_i}(Q)$, we have

$$\left| (u^t_j)^{\eta_{\epsilon, t}} \right|^2 \leq \frac{1}{\eta_{\epsilon}(G_{\epsilon, t} \cap Q'_{j})} \sum_{x \in G_{\epsilon, t} \cap Q'_{j}} |u^t(x)|^2 \leq \frac{\epsilon^2}{t_i} \sum_{x \in G_{\epsilon, t} \cap Q'_{j}} |u^t(x)|^2 < +\infty.$$
Therefore, for such a fixed $t_l \in \mathbb{R}_+$, we can find $\{\varepsilon_m\}_{m \in \mathbb{N}}$ such that $(u_{\varepsilon_m})_{G_{\varepsilon_m}, t_l} \to u_{t_l}^l$. Up to a diagonal extraction argument, we may find $\{\varepsilon_m\}_{m \in \mathbb{N}}$ such that

$$(u_{\varepsilon_m})_{G_{\varepsilon_m}, t_l} \to u_{t_l}^l \text{ for any } J \in \{1, \ldots, k_l\}^2, l \in \mathbb{N}.$$ 

This means that we can find a sequence of functions $\{u^l \in X_{t_l}\}_{l \in \mathbb{N}}$ and a subsequence $\{\varepsilon_m\}_{m \in \mathbb{N}}$ such that

$$T^{G_{\varepsilon_m}, t_l}(u_{\varepsilon_m}) \xrightarrow{m} u^l \text{ in } L^2(Q).$$

If we now invoke Lemma 4.9, combined with estimates (4.13) and (4.14), we can find a subsequence of $\{t_l\}_{l \in \mathbb{N}}$ and a function $u \in W^{1,2}(Q)$ such that, with a slight abuse of notation, $u^l \to u$ in $L^2(Q)$ along the subsequence. But then, by Proposition 4.4 we have

$$\lim_{l \to +\infty} \limsup_{m \to +\infty} \int_{Y_{\varepsilon_m}(G_{\varepsilon_m}, t_l) \cap Q} |\hat{u}_{\varepsilon_m}(x) - u(x)|^2 \, dx = 0.$$ 

and by invoking Proposition 4.5 this means that there is a subsequence of $\{u_{\varepsilon_m}\}_{m \in \mathbb{N}}$ converging to $u$ in the sense of Definition 2.7. 

\[\square\]

5 Proof of the $\Gamma$-Convergence Theorem 3.3

In this section, we prove Theorem 3.3. We state and prove some preliminary results, subordinated to the identification of the constant $\Xi$ and to the development of the technical machinery required to present the proof.

5.1 The Cell Problem

We recall the notation for the boundary-value problem

$$m(\xi; A) := \inf \left\{ \sum_{x \in \eta \cap A} \sum_{y \in \eta \cap B_{2\lambda}(x)} |v(x) - v(y)|^2 \left| \begin{array}{c} v : \eta \to \mathbb{R} \\
\text{for all } x \in \eta \text{ such that } \\
\text{dist}(x, \partial A) \leq 2\lambda \\
v(x) = \xi \cdot x \\
\end{array} \right. \right\}.$$ 

The first thing we need is the following lemma on the asymptotic behavior of the “cell problem” $m(\xi; QT)$ when the boundary values are fixed on a cube $QT$ and $T$ diverges. This behavior turns out to be deterministic thanks to the ergodicity of the process.

Lemma 5.1 There exists a deterministic constant $\Xi \in \mathbb{R}$ such that for any $\xi \in \mathbb{R}^2$ it holds

$$\Xi |\xi|^2 := \lim_{T \to +\infty} \frac{m(\xi; QT)}{T^2}$$

independently of the realization.
Remark 5.2 In light of Lemma 5.1, the constant \( \Xi \) can be identified as
\[
\Xi := \lim_{T \to +\infty} \frac{m(e_{1}; Q_{T})}{T^{2}}.
\]

The proof of Lemma 5.1 comes as a consequence of Proposition 5.3 below. We denote by \( M(\theta) \) a clockwise rotation of an angle \( \theta \) around the origin.

**Proposition 5.3** Almost surely the following holds. For all \( \xi \in \mathbb{R}^{2} \), the limit
\[
f(\xi) := \lim_{T \to +\infty} \frac{m(\xi; Q_{T})}{T^{2}}
\]
exists and is independent of the realization. Moreover, there exists a function \( g : \mathbb{R}_{+} \to \mathbb{R}_{+} \) such that
\[
\lim_{R \to +\infty} g(R) = +\infty
\]
and such that, for any sequence \( y_{T} \) with \( |y_{T}| \leq Tg(y_{T}) \) and any rotation \( M(\theta) \) we have
\[
\lim_{T \to +\infty} \frac{m((\xi; M(\theta)Q_{T}(y_{T})))}{T^{d}} = \lim_{T \to +\infty} \frac{m(\xi; Q_{T})}{T^{d}} = f(\xi).
\]

**Proof** Note that
\[
m(\xi; A \cup B) \leq m(\xi; A) + m(\xi; B)
\]
whenever \( |A \cap B| = 0 \). Invoking the uniform version of the sub-additive ergodic theorem (Krengel and Pyke 1987, Theorem 1), we can achieve the existence of an \( f \) such that for any \( R \) and any family of translations \( \{y_{T}\}_{T \in \mathbb{N}} \) satisfying \( |y_{T}| \leq TR \) it holds
\[
f(\xi) = \lim_{T \to +\infty} \frac{m(\xi; M(\theta)Q_{T}(y_{T})))}{T^{d}}.
\]
The existence of \( g \) as desired follows by a diagonal argument on \( R \) (see the proof of Braides and Piatnitski (2021), Lemma 5.1 for details). \( \square \)

We now focus on proving Lemma 5.1. During the proof, we find it convenient to explicit the dependence of \( \mathcal{F}_{1} \) and \( m \) on \( \eta \). In particular, if \( \eta' \) is another Poisson point process, we write
\[
\mathcal{F}_{1}(v; A, \eta') := \sum_{x \in \eta' \cap A} \sum_{y \in \eta' \cap B_{\lambda}(x)} |v(x) - v(y)|^{2}.
\]
and

\[ m(\xi; A, \eta') := \inf \left\{ F_1(v; A, \eta') \middle| \begin{array}{l} v : \eta' \to \mathbb{R} \\
(x) = \xi \cdot x \quad \text{for all } x \in \eta' \text{ such that } \\
\text{dist}(x, \partial A) \leq 2\lambda. \end{array} \right\}. \]

We also refer, whenever needed, to \( f_{\eta'}(\xi) \) as the limit in \( T \) of \( \frac{m(\xi; A, \eta')}{T^2} \) (which exists because the argument in Proposition 5.3 applies to a generic Poisson point process \( \eta' \)).

**Proof of Lemma 5.1** We argue as follows. We prove the following two relations on \( f \):

\[ f(M(\vartheta)\xi) = f(\xi) \quad \text{for all } \vartheta \in [0, 2\pi) \quad (5.1) \]

\[ f(r\xi) = r^2 f(\xi) \quad \text{for all } r \in \mathbb{R}_+. \quad (5.2) \]

Equations (5.1) and (5.2) tells us that, setting \( \Xi := f(e_1) \), then \( f(\xi) = \Xi|\xi|^2 \).

We proceed then to the proof of (5.1) and (5.2) separately.

**Step one:** invariance by rotation. Observe that

\[ F_1(v; QT, \eta) = \sum_{x \in \eta \cap QT} \sum_{y \in \eta \cap B_\lambda(x)} |v(x) - v(y)|^2 
= \sum_{z \in M(\vartheta)\eta \cap (M(\vartheta)QT)} \sum_{w \in M(\vartheta)\eta \cap B_\lambda(z)} |v(M(\vartheta)z) - v(M(\vartheta)w)|^2 
= F_1(v(M(\vartheta)\cdot), M(\vartheta)QT, M(\vartheta)\eta). \]

If \( v = \xi \cdot x \) on \( (\partial QT)_{2\lambda} \), then \( v(M(\vartheta)x) = \xi \cdot (M(\vartheta)x) \) for \( x \in (\partial(M(\vartheta)QT))_{2\lambda} \). In particular,

\[ m(M(\vartheta)\xi; M(\vartheta)QT, \eta) = m(\xi; QT, M(\vartheta)\eta) \]

By dividing by \( T^2 \) and taking the limit, recalling that the limit exists (Proposition 5.3), we get

\[ \lim_{T \to +\infty} \frac{m(\xi; QT, M(\vartheta)\eta)}{T^2} = \lim_{T \to +\infty} \frac{m(M(\vartheta)\xi; M(\vartheta)QT, \eta)}{T^2} = f_{\eta}(M(\vartheta)\xi). \quad (5.3) \]

Noting that \( M(\vartheta)\eta = \eta \) in distribution, we conclude that \( m(\xi; Q, M(\vartheta)\eta) = m(\xi; QT, \eta) \) in distribution. This equality in distribution implies that \( f_{\eta}(\xi) = f_{M(\vartheta)\eta}(\xi) \) in distribution. Since \( f_{\eta} \) and \( f_{M(\vartheta)\eta} \) are independent of the realizations, as stated in Proposition 5.3, we conclude that

\[ f_{\eta}(\xi) = f_{M(\vartheta)\eta}(\xi). \quad (5.4) \]
Thus, by combining (5.3), (5.4) we get (5.1).

**Step two:** positive homogeneity of degree two. Fix \( r \in \mathbb{R}_+ \) and observe that for any \( v = r \xi \cdot x \) on \( x \in \eta \cap (\partial Q_T)_{2\lambda} \), then \( v_r(x) := \frac{v(x)}{r} \) satisfies \( v_r(x) = \xi \cdot x \) on \( x \in \eta \cap (\partial Q_T)_{2\lambda} \) and

\[
\mathcal{F}_1(v; Q_T, \eta) = r^2 \mathcal{F}_1(v_r; Q_T, \eta) \geq r^2 m(\xi; Q_T, \eta).
\]
yielding

\[
m(r \xi; Q_T, \eta) \geq r^2 m(\xi; Q_T, \eta).
\]

Analogously, if \( w = \xi \cdot x \) on \( x \in \eta \cap (\partial Q_T)_{2\lambda} \), then \( w_r(x) := r w(x) \) satisfies \( w_r = r \xi \cdot x \) on \( x \in \eta \cap (\partial Q_T)_{2\lambda} \) and

\[
r^2 \mathcal{F}_1(w; Q_T, \eta) = \mathcal{F}_1(w_r; Q_T, \eta) \geq m(r \xi; Q_T, \eta)
\]
yielding

\[
r^2 m(\xi; Q_T, \eta) \geq m(r \xi; Q_T, \eta)
\]
Thence

\[
m(r \xi; Q_T, \eta) = r^2 m(\xi; Q_T, \eta).
\]

Dividing by \( T \) and sending to \( T \to +\infty \), still by Proposition 5.3 yields \( f_\eta(r \xi) = r^2 f_\eta(\xi) \); that is, (5.2).

### 5.2 A Boundary-Value Fixing Argument

We now concentrate on a key ingredient of these types of results; that is, the possibility of modifying boundary values. Before proceeding, we introduce the notation by referring to Fig. 4. We fix \( \delta > 0, N > 0 \) and we divide \( (\partial Q)_{\delta} \cap Q \) (depicted in soft grey on the left in Fig. 4) in \( N \) sectors \( S_i \) of size \( \delta/N \) (see one of them in dark grey on the left). Given \( G_{\varepsilon_n,n} \in G_{\epsilon_n}(\gamma; \eta_n) \) inside each sector, we can find \( c_i^1, \ldots, c_i^{K_n} \) disjoint “annuli” (one of them is depicted in red on the right) composed of portions of paths from the grid and all contained in \( S_i \). Still the good properties of the grid allow us to estimate \( K_n \approx \delta/\varepsilon_n \). We consider this annuli labelled increasingly from the outer one, and we call \( Q(c_j^i) \) the portion of the square bounded by the Voronoi cells of \( c_j^i \) and including them (on the right: the union of the region depicted in dark grey and all the red regions). Clearly \( Q(c_j^{i'}) \subset Q(c_j^i) \) for \( j' \geq j \). We use this geometry to build cut off functions \( h_i \) that we will use to change the boundary data of a sequence of functions \( u_n \) converging to \( u \) in the sense of Definition 2.7.
In the proof of Proposition 5.4, we refer to the notation depicted here.

**Proposition 5.4** Let $U \subset Q$ be an open set with Lipschitz boundary. Let $\{x_n\}_{n \in \mathbb{N}}$ be a sequence of points and pick $\{G_{\varepsilon_n, t_n} \in \mathcal{G}_{t_n}(\mathcal{Y}; \varepsilon_n(\eta - x_n))\}_{n \in \mathbb{N}}$ a sequence of grids and a sequence of functions $\{u_n \in L^2(Q; \varepsilon_n(\eta - x_n))\}_{n \in \mathbb{N}}$ such that

$$
\lim_{n \to +\infty} \int_{\mathcal{V}_{\varepsilon_n}(G_{\varepsilon_n, t_n}) \cap U} |\hat{u}_n(x) - u(x)|^2 \, dx = 0
$$
for some \( u \in C^1(U) \). Suppose that the sequence also satisfies

\[
\sup_{n \in \mathbb{N}} \{ \mathcal{F}_n(u_n; A, \varepsilon_n(\eta - x_n)) \} = \xi < +\infty
\]

for a supset \( A \supset Q \). Then, for any \( \delta > 0 \) there exists a sequence \( \{v_n\}_{n \in \mathbb{N}} \) such that

\[
v_n = u \quad \text{on} (\varepsilon_n(\eta - x_n)) \cap (\partial U) \delta \cap U,
\]

\[
\lim_{n \to +\infty} \int_{\mathcal{V}_{\varepsilon_n}(G_{\varepsilon_n, t_n}) \cap U} |\hat{\nu}_n(x) - u(x)|^2 \, dx = 0
\]

and

\[
\lim \inf_{n \to +\infty} \mathcal{F}_n(v_n; U, \varepsilon_n(\eta - x_n)) \leq \lim \inf_{n \to +\infty} \mathcal{F}_n(u_n; U, \varepsilon_n(\eta - x_n)) + CP(U) \|\nabla u\|_\infty^2 \delta
\]

(5.5)

where \( C = C(\alpha, \lambda) \) depends on \( \alpha \) and \( \lambda \) only and \( P(U) \) denotes the perimeter of \( U \).

**Proof** For the sake of simplicity we will prove the result only in the case \( U = Q \) since the general case results only in a heavier notation. So we assume \( U = Q \) and we fix \( \delta > 0 \) and \( N > 0 \). Consider

\[
S_i := Q_{1 - \frac{(i-1)}{N} \delta} \setminus Q_{1 - \frac{i}{N} \delta}, \quad i = 1, \ldots, N.
\]

For any fixed \( n > 0 \), if \( G_{\varepsilon_n, t_n} \in \mathcal{G}_{t_n}(\Upsilon; \varepsilon_n(\eta - x_n)) \) is a regular grid, by joining the paths of the grid suitably, as in the proof of Theorem 2.6 (see “Appendix”) for any \( S_i \) we can find (and eventually relabel) annuli \( c^i_1, \ldots, c^i_{K_n} \) where

\[
\frac{\delta}{\Upsilon \varepsilon_n} \leq K_n \leq \frac{\Upsilon \delta}{\varepsilon_n}
\]

for a \( \Upsilon \) uniform in \( n \) (see Fig. 4). We moreover observe, due to the properties of the grid, that

\[
\text{dist}(c^i_j, c^i_{j'}) \geq 3 \lambda \varepsilon_n \quad \text{for all } i, j, i' j';
\]

(5.6)

\[
\text{dist}(c^i_j, \partial S_i) \geq 3 \lambda \varepsilon_n \quad \text{for all } i, j.
\]

(5.7)

Moreover, adopting the shorthand \( \tilde{\eta}_n := \varepsilon_n(\eta - x_n) \), we have

\[
\text{if } x \in (c^i_j)_{3 \lambda \varepsilon_n} \cap \tilde{\eta}_n \text{ then } \tilde{\eta}_n(B_{\lambda \varepsilon_n}(x)) \leq \frac{1}{\alpha} \lambda^2.
\]

(5.8)

Both properties (5.6) and (5.7) derive from property (e) of Definition 2.5 and from the fact that \( c^i_j \) is made of paths of \( G_{\varepsilon_n, t_n} \). Property (5.8) is instead consequence of
Property (f) of Definition 2.5. Let $Q(c_j^i)$ denote the portion of the square bounded by $c_j^i$ and containing the Voronoi cells of points in $c_j^i$ (we refer to Figs. 4 and 5). For $i = 1, \ldots, N$, we set

$$
 h_n^i(x) := \begin{cases} 
 0 & \text{if } x \in Q(c_j^i)^c \\
 \frac{\xi}{K_n} & \text{if } x \in Q(c_j^i) \setminus Q(c_{j-1}^i) \\
 1 & \text{if } x \in Q(c_{K_n}). 
\end{cases} 
$$

(5.9)

Note that

$$
\sum_{i=1}^{N} \sum_{x \in S_i \cap \tilde{\eta}_n} \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (u_n(x) - u_n(y))^2 \leq 2 \mathcal{F}_n(u_n; Q \setminus Q_{1-\delta}, \tilde{\eta}_n),
$$

where the constant 2 arises since the interaction around $\partial S_i$ are counted twice when summed up over $i$. We can thus pick $i = 1, \ldots, N$ for which it holds

$$
\sum_{x \in S_i \cap \tilde{\eta}_n} \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (u_n(x) - u_n(y))^2 + (u(x) - u(y))^2 
\leq \frac{2}{N} (\mathcal{F}_n(u_n; Q \setminus Q_{1-\delta}, \tilde{\eta}_n) + \mathcal{F}_n(u; Q \setminus Q_{1-\delta}, \tilde{\eta}_n)).
$$

Then, we set $h_n = h_n^i$, $c_j = c_j^i$ and

$$
v_n(x) := (1 - h_n(x))u(x) + h_n(x)u_n(x).
$$

Set also $G_n := G_{\varepsilon_n, \eta_n}$. We immediately conclude that

$$
\varepsilon_n^2 \sum_{x \in G_n \cap Q} (v_n(x) - u(x))^2 = \varepsilon_n^2 \sum_{x \in G_n \cap S_i} (u_n(x) - u(x))^2 h_n(x)^2 
\leq \varepsilon_n^2 \sum_{x \in G_n \cap Q} (u_n(x) - u(x))^2,
$$
giving \( v_n \to u \). We also note that

\[
v_n(x) - v_n(y) = (1 - h_n(y))(u(x) - u(y)) + h_n(y)(u_n(x) - u_n(y)) + (h_n(x) - h_n(y))(u_n(x) - u(x)).
\]

Thanks to the structure of \( v_n \), we thus have

\[
\sum_{x \in Q \cap \tilde{\eta}_n} \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (v_n(x) - v_n(y))^2 \leq \sum_{x \in (Q \setminus S_i) \cap \tilde{\eta}_n} \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (v_n(x) - v_n(y))^2 + \sum_{x \in S_i \cap \tilde{\eta}_n} \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (v_n(x) - v_n(y))^2 \leq \mathcal{F}_n(u_n; Q, \tilde{\eta}_n) + \mathcal{F}_n(u; Q \setminus Q_1 - \delta, \tilde{\eta}_n)
\]

where the second inequality exploits property (5.7) and the fact that \( v_n \) agrees with \( u \) and \( u_n \) on a slightly bigger sets than the two connected components of \( Q \setminus S_i \). The choice of \( i \) now allows to estimate

\[
\sum_{x \in S_i \cap \tilde{\eta}_n} \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (v_n(x) - v_n(y))^2 \leq \frac{C}{N} \mathcal{F}_n(u_n; Q \setminus Q_1 - \delta, \tilde{\eta}_n) + \mathcal{F}_n(u; Q \setminus Q_1 - \delta, \tilde{\eta}_n) + C \sum_{x \in S_i \cap \tilde{\eta}_n} (u_n(x) - u(x))^2 + \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (h_n(x) - h_n(y))^2,
\]

where \( C \), here and in the rest of the proof, stands for a constant depending on \( \alpha, \lambda \) only and that may vary from line to line. We now exploit property (5.6): the annuli paths lie at a certain distance between each other, and therefore, we have that

\[
(h_n(x) - h_n(y))^2 \mathbb{I}_{B_{\lambda \varepsilon_n}}(x)(y) \leq C \frac{\varepsilon_n^2}{\delta^2} \quad \text{if } x \notin Q(e_j), y \in \tilde{\eta}_n \cap Q(e_j) \text{ for some } j \text{ and } |x - y| \leq \lambda \varepsilon_n
\]

\[
(h_n(x) - h_n(y))^2 \mathbb{I}_{B_{\lambda \varepsilon_n}}(x)(y) = 0 \quad \text{otherwise.}
\]

In particular, we get

\[
\sum_{x \in S_i \cap \tilde{\eta}_n} (u_n(x) - u(x))^2 \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (h_n(x) - h_n(y))^2
\]
\[
\sum_{(x, y)} \left( u_n(x) - u(x) \right)^2 \left( h_n(x) - h_n(y) \right)^2
\]

satisfies (5.10)

\[
\leq C \frac{\varepsilon_n^2}{\delta^2} \sum_{j=1}^{K_n} \sum_{x \in \tilde{\eta}_n:} \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap Q(c_j)} (u_n(x) - u(x))^2
\]

\[
\leq C \frac{\varepsilon_n^2}{\delta^2} \sum_{j=1}^{K_n} \sum_{x \in \tilde{\eta}_n:} (u_n(x) - u(x))^2,
\]

where the last equality follows from property (5.8) of the annuli. For \( x \in \tilde{\eta}_n \cap Q(c_j)^c \cap (c_j)_{\lambda \varepsilon_n} \), let \( z_x \in c_j \) be such that \( |x - z_x| \leq \lambda \varepsilon_n \) (see Fig. 5). Then,

\[
\sum_{x \in Q(c_j)^c \cap (c_j)_{\lambda \varepsilon_n}} (u_n(x) - u(x))^2 \leq C \left( \sum_{x \in Q(c_j)^c \cap (c_j)_{\lambda \varepsilon_n}} (u_n(x) - u_n(z_x))^2 + \sum_{x \in Q(c_j)^c \cap (c_j)_{\lambda \varepsilon_n}} (u(x) - u(z_x))^2 \right)
\]

\[
+ \sum_{x \in \tilde{\eta}_n:} (u_n(z_x) - u(z_x))^2
\]

\[
\leq C \sum_{x \in Q(c_j)^c \cap (c_j)_{\lambda \varepsilon_n}} \sum_{y \in B_{\lambda \varepsilon_n}(x) \cap \tilde{\eta}_n} (u_n(x) - u_n(y))^2 + (u(x) - u(y))^2
\]

\[
+ C \sum_{x \in G_n} (u_n(x) - u(x))^2,
\]

where the last inequality follows from property (5.8) and the fact that \( |x - z_x| \leq \lambda \varepsilon_n \). Thus, by summing up over \( j = 1, \ldots, K_n \) we obtain

\[
\sum_{j=1}^{K_n} \sum_{x \in Q(c_j)^c \cap (c_j)_{\lambda \varepsilon_n}} (u_n(x) - u(x))^2 \leq C \mathcal{F}_n(u_n; Q, \tilde{\eta}_n) + C \mathcal{F}_n(u; Q, \tilde{\eta}_n)
\]

\[
+ C \sum_{x \in G_n} (u_n(x) - u(x))^2
\]
Then, we conclude that
\[
F_n(v_n; Q, \tilde{\eta}_n) \leq F_n(u_n; Q, \tilde{\eta}_n) + F_n(u; Q \setminus Q_{1 - \delta}, \tilde{\eta}_n) + \frac{C}{N} (F_n(u_n; Q \setminus Q_{1 - \delta}, \tilde{\eta}_n) + F_n(u; Q \setminus Q_{1 - \delta}, \tilde{\eta}_n))
\]
\[+ \frac{C}{\delta^2} \left[ \varepsilon_n^2 F_n(u_n; S_i, \tilde{\eta}_n) + \varepsilon_n^2 F_n(u; S_i, \tilde{\eta}_n) + \varepsilon_n^2 \sum_{x \in G_n} (u_n(x) - u(x))^2 \right],
\]
where the constant $C$ is independent of $n, N, \delta$. We now use Corollary 2.4 (by observing that $\eta - x_n$ has the same distribution than $\eta$) and consider the limit in $n$ and achieve
\[
\liminf_{n \to +\infty} F_n(v_n; Q, \tilde{\eta}_n) \leq \liminf_{n \to +\infty} F_n(u_n; Q, \tilde{\eta}_n) + CP(Q) \| \nabla u \|_\infty^2 \delta + \frac{C}{N} (1 + P(Q) \| \nabla u \|_\infty^2 \delta).
\]
A further limit in $N$ yields (5.5).

**Proposition 5.5** (Blow-up) Let $u_n \to u, u \in W^{1,2}(Q)$ and pick $x_0 \in Q$ a Lebesgue point of $\nabla u$. Fix a sequence of regular grids $\{G_{\varepsilon_n,t} \in G_t(Y; \eta_{\varepsilon_n}) \}_{t \in \mathbb{R}_+}$ such that
\[
\lim_{t \to 0} \limsup_{n \to +\infty} \int_{G_{\varepsilon_n,t} \cap Q} |u_n(x) - u(x)|^2 \, dx = 0.
\]
Then, for any $\rho > 0$ it holds
\[
G^\rho_{\varepsilon_n,t}(x_0) := \frac{G_{\varepsilon_n,t} \cap Q \rho - x_0}{\rho} \in G_{t/\rho}(Y; \eta_{\varepsilon_n}^{\rho,x_0}),
\]
where
\[
\eta_{\varepsilon_n}^{\rho,x_0} := \frac{\eta_{\varepsilon_n} - x_0}{\rho}.
\]
Moreover, for any $\delta > 0$ we can choose two sequences $t_n, \rho_n \to 0$ such that
\[
\frac{t_n}{\rho_n} \to 0, \quad \frac{\varepsilon_n}{\rho_n} \to 0, \quad \frac{|x_0|}{\rho_n} \leq g \left( \frac{|x_0|}{\varepsilon_n} \right),
\]
(5.12)
where $g$ is the function given by Proposition 5.3. Finally, setting
\[
G_n(x_0) := \frac{G_{\varepsilon_n,t_n} \cap Q \rho_n - x_0}{\rho_n},
\]
we have
\[
\lim_{n \to +\infty} \int_{V_{\varepsilon_n}(G_n(x_0)) \cap Q} |\tilde{\nu}_n^{\rho_n,x_0}(x) - \nabla u(x_0) \cdot (x - x_0)|^2 \, dx = 0,
\]
(5.13)
where

\[ u_n^{\rho, x_0}(x) := \frac{u_n(x_0 + \rho x) - u(x_0)}{\rho} \quad \text{for } x \in \eta_n^{\rho, x_0} \cap Q \]

**Proof** We start by proving that \( G_\rho^{\epsilon_n, t}(x_0) \in G_{t/\rho}(Y; \eta_{n}^{\rho, x_0}) \). Indeed, property (b) and (c) follow immediately by construction. By scaling, we also get property (e), (f) and (g) from their validity on \( G_{\epsilon_n, t} \). Since \( G_{\epsilon_n, t} \in \epsilon_n \eta_{n}^{\rho, \epsilon_n}(\lambda) \), we also obtain property (a): \( G_\rho^{\epsilon_n, t}(x_0) \subset \left( \eta_n^{\rho, \epsilon_n}(x_0) \right) / \epsilon_n \). Property (d) is immediate since, by replacing \( t \) with \( t/\rho \) and \( \epsilon_n \) with \( \epsilon_n / \rho \) the bounds (2.5) given by \( Y \) are still in force.

The second part of the statement comes just from a diagonalization argument in \( n, t, \rho \) and by exploiting that \( x_0 \) is a Lebesgue point of \( \nabla u \).

5.3 **Proof of the Lower Bound**

We follow the blow-up method by Fonseca and Müller (1992) (see also Braides et al. 2008 for its adaptation to homogenization). Let \( u_\epsilon \to u \) in the sense of Definition 2.7. Without loss of generality, we can assume that

\[ \liminf_{\epsilon \to 0} \mathcal{F}_\epsilon(u_\epsilon; Q) < +\infty. \]

Fix \( x_0 \in Q \) a Lebesgue point of \( \nabla u \) and \( u \), and a subsequence \( \epsilon_n \to 0 \) achieving the \( \liminf \). Define

\[ \mu_n(A) := \mathcal{F}_{\epsilon_n}(u_{\epsilon_n}; A). \]

Then, \( \mu_n \rightharpoonup \mu \) (up to a subsequence) for some measure \( \mu \), and \( u_n := u_{\epsilon_n} \to u \) in the sense of Definition 2.7. Moreover, \( u \in W^{1,2}(Q) \) due to Theorem 3.1. We would like to show that

\[ \frac{d\mu}{d\mathcal{L}^2}(x) \geq \Xi |\nabla u(x)|^2 \]

for \( \mathcal{L}^2 \)-almost every \( x \in Q \). This would imply that

\[ \liminf_{\epsilon \to 0} \mathcal{F}_\epsilon(u_\epsilon; Q) = \lim_{n \to +\infty} \mathcal{F}_{\epsilon_n}(u_{\epsilon_n}; Q) \geq \Xi \int_Q |\nabla u(x)|^2 \, dx. \]

Note that

\[ \frac{d\mu}{d\mathcal{L}^2}(x_0) = \lim_{\rho \to 0} \frac{\mu(Q_{\rho}(x_0))}{\rho^2} = \lim_{\rho \to 0} \lim_{n \to +\infty} \frac{\mu_n(Q_{\rho}(x_0))}{\rho^2}. \]

Since \( u_n \to u \) then, for any \( t \in \mathbb{R}_+ \) and any grid \( G_{\epsilon_n, t} \) there exists a \( u_t' \in X_t \) (cf with (2.7)) such that \( T^{G_{\epsilon_n, t}}(u_n) \to u_t' \). With fixed \( \delta \), by invoking Proposition 5.5,
we can find two subsequences \( \rho_n,  t_n \) such that (5.12) and (5.13) holds. By relabeling \( \tilde{\varepsilon}_n := \varepsilon_n/\rho_n, \tilde{t}_n = t_n/\rho_n \), \( x_n := x_0/\varepsilon_n \) and by invoking Proposition 5.4, we can find 
\[ \{v_n \in L^2(Q, \tilde{\varepsilon}_n (\eta - x_n))\}_{n \in \mathbb{N}} \]

such that

\[ v_n (x) = \nabla u (x_0) \cdot (x - x_0) \quad \text{on } Q_1 \setminus Q_{1-\delta} \]

and

\[ \liminf_{n \to +\infty} \mathcal{F}_{\tilde{\varepsilon}_n} (v_n ; Q, \tilde{\varepsilon}_n (\eta - x_n)) \leq \liminf_{n \to +\infty} \mathcal{F}_{\tilde{\varepsilon}_n} (u_{\rho_n ; \varepsilon_n}^\rho_0 ; Q, \tilde{\varepsilon}_n (\eta - x_n)) + C |\nabla u (x_0)|^2 \delta. \]

Observe now that

\[ \frac{d\mu}{d\mathcal{L}^2} (x) = \lim_{n \to +\infty} \frac{\mathcal{F}_n (u_n ; Q_{\rho_n} (x_0), \varepsilon_n \eta)}{\rho_n^2}. \]

Moreover, the following holds

\[ \mathcal{F}_n (u_n ; Q_{\rho_n} (x_0), \varepsilon_n \eta) = \sum_{x \in Q_{\rho_n} (x_0) \cap \varepsilon_n \eta} \sum_{y \in B_{\eta \varepsilon_n} (x) \cap \varepsilon_n \eta} |u_n (x) - u_n (y)|^2 \]

\[ = \sum_{x \in Q_{\rho_n} \cap (\varepsilon_n \eta - x_0)} \sum_{y \in B_{\eta \varepsilon_n} (x) \cap (\varepsilon_n \eta - x_0)} |u_n (x_0 + x) - u_n (x_0 + y)|^2 \]

\[ = \sum_{x \in Q_{\rho_n} \cap (\varepsilon_n \eta - x_0)} \sum_{y \in B_{\eta \varepsilon_n} (x) \cap (\varepsilon_n \eta - x_0)} |u_n (x_0 + \rho_n x) - u_n (x_0 + \rho_n y)|^2 \]

\[ = \rho_n^2 \sum_{x \in Q_{\rho_n} \cap (\varepsilon_n \eta - x_0)} \sum_{y \in B_{\eta \varepsilon_n} (x) \cap (\varepsilon_n \eta - x_0)} |u_n (x_0) - u_n (y)|^2 \]

\[ = \rho_n^2 \mathcal{F}_{\tilde{\varepsilon}_n} (u_{\rho_n ; \varepsilon_n}^\rho_0 ; Q, \tilde{\varepsilon}_n (\eta - x_n)). \]

In particular, we have

\[ \frac{d\mu}{d\mathcal{L}^2} (x_0) = \lim_{n \to +\infty} \frac{\mathcal{F}_n (u_n ; Q_{\rho_n} (x_0), \varepsilon_n \eta)}{\rho_n^2} \]

\[ \geq -C \delta |\xi|^2 + \liminf_{n \to +\infty} \mathcal{F}_{\tilde{\varepsilon}_n} (v_n ; Q, \tilde{\varepsilon}_n (\eta - x_n)), \]

and finally,

\[ \mathcal{F}_{\tilde{\varepsilon}_n} (v_n ; Q, \tilde{\varepsilon}_n (\eta - x_n)) = \sum_{x \in Q \cap \tilde{\varepsilon}_n (\eta - x_n)} \sum_{y \in B_{\eta \tilde{\varepsilon}_n} (x) \cap \tilde{\varepsilon}_n (\eta - x_n)} |v_n (x) - v_n (y)|^2 \]

\[ = \frac{\varepsilon_n^2}{\tilde{\varepsilon}_n} \sum_{x \in Q \cap \tilde{\varepsilon}_n (\eta - x_n)} \sum_{y \in B_{\eta \tilde{\varepsilon}_n} (x) \cap \tilde{\varepsilon}_n (\eta - x_n)} \left| \frac{v_n (\tilde{\varepsilon}_n (x - x_n))}{\tilde{\varepsilon}_n} - \frac{v_n (\tilde{\varepsilon}_n (y - x_n))}{\tilde{\varepsilon}_n} \right|^2. \]

Since \( v_n (x) = \nabla u (x_0) \cdot (x - x_0) \) for \( x \in (Q \setminus Q_{1-\delta}) \cap \tilde{\varepsilon}_n (\eta - x_n) \), we get

\[ \frac{v_n (\tilde{\varepsilon}_n (x - x_n))}{\tilde{\varepsilon}_n} - \frac{\rho_n + 1}{\varepsilon_n} \nabla u (x_0) \cdot x_0 = \nabla u (x_0) \cdot x \]
for any \( x \in (Q_{1/\varepsilon_n}(x_n) \setminus Q_{1/\varepsilon_n(1-\delta)}(x_n)) \cap \eta \). In particular, by adding and subtracting the constant \( \frac{\rho_n+1}{\varepsilon_n} \nabla u(x_0) \cdot x_0 \), we have

\[
\mathcal{F}_{\varepsilon_n}(v_n; Q, \varepsilon_n(\eta - x_n)) \geq \varepsilon_n^2 m(\nabla u(x_0) \cdot x; Q_{1/\varepsilon_n}(x_n)) \geq \varepsilon_n^2 m(\nabla u(x_0) \cdot x; Q_{1/\varepsilon_n}(x_n)).
\]

Considering \( T_n = \frac{1}{\varepsilon_n} \) and observing that

\[
|x_n| = \frac{|x_0|}{\rho_n \varepsilon_n} \leq T_n \frac{|x_0|}{\rho_n} \leq T_n g_\delta(|x_n|),
\]

we conclude that

\[
\lim_{n \to +\infty} \varepsilon_n^2 m(\nabla u(x_0) \cdot x; Q_{1/\varepsilon_n}(x_n)) = \lim_{n \to +\infty} \frac{m(\nabla u(x_0) \cdot x; QT_n(x_n))}{T_n} = f(\nabla u(x_0)) = \mathcal{E}|\nabla u(x_0)|^2
\]

by Proposition 5.3. Hence,

\[
\frac{d\mu}{d\mathcal{L}^2}(x_0) \geq -C\delta |\nabla u(x_0)|^2 + \mathcal{E}|\nabla u(x_0)|^2.
\]

By considering the limit as \( \delta \to 0 \), we get

\[
\frac{d\mu}{d\mathcal{L}^2}(x_0) \geq \mathcal{E}|\nabla u(x_0)|^2,
\]

as desired. \( \square \)

### 5.4 Proof of the Upper Bound

We prove the statement in several steps, in order to clarify the diagonalization process that we use. The strategy will be to approximate a generic function \( u \in W^{1,2}(Q) \) with a sequence of functions \( \{v_k\}_{k \in \mathbb{N}} \) which are piecewise affine on simplexes and then, show how to recover the energy of each \( v_k \). Then, we will exploit a diagonalization procedure (by means of Lemma 4.8). The recovery sequence for piecewise-affine maps is constructed in Step two below. The major technical point consists in handling the interaction at the common boundary between two simplexes \( S, S' \). To deal with this issue we build, for a generic simplex \( S \) and for an affine function \( v \) on \( S \), an almost recovery sequence, which agrees with \( v \) in an internal neighborhood of \( \partial S \). This is done in the Step one below.

**Step one:** We prove that for any triangle \( S \subseteq Q \), for \( u(x) = \xi \cdot x \) on \( S \subseteq Q \) and for any fixed \( \delta > 0 \) there exists a sequence \( \{u_{n,\delta} \in L^2(S; \eta_n)\}_{n \in \mathbb{N}} \) such that

\[
\begin{align*}
u_{n, \delta} &\to \xi \cdot x \quad \text{in the sense of Definition 2.7} \quad (5.14) \\
u_{n, \delta} &= \xi \cdot x \quad \text{on } (\partial S)_\delta \cap S. \quad (5.15)
\end{align*}
\]
\begin{equation}
\lim_{n \to +\infty} \mathcal{F}_{\varepsilon_n}(u_{\varepsilon_n, \delta}; S \setminus (\partial S)_{\lambda, \varepsilon_n}) \leq \mathcal{E}[S][\xi]^2 + C \delta
\end{equation}

with \( C \) depending on \( S \) and \(|\xi|\) only.

The construction is illustrated in Fig. 6: we fix \( \delta > 0, m \in \mathbb{N} \) and we pick a grid of squares of size \( 1/m \). For a square \( Q_{1/m}(J) \) that intersect in a non-trivial way \((\partial S)_\delta \cap S\) we define \( u_{\varepsilon, m, \delta} = \xi \cdot x \) on \( Q_{1/m}(J) \cap S \). If instead \( Q_{1/m}(J) \) is well contained in \( S \), we consider \( u_{\varepsilon, m, \delta} \) to agree with the quasi minimum \( v_{\varepsilon} \) of the cell problem \( m \) on a the subsquare \( Q_{(1-\delta)/m}(J) \) and \( u_{\varepsilon, m, \delta} = \xi \cdot x \) on \( Q_{1/m}(J) \setminus Q_{(1-\delta)/m}(J) \). In this way, \( u_{\varepsilon, m, \delta} \) and this construction ensures convergence and the \( \lim \sup \) upper bound for the function \( u(x) = \xi \cdot x \) on \( S \).

We now formalize this argument. Fix \( \delta > 0, m \in \mathbb{N} \) and introduce the sub-class of indexes

\[ \mathcal{I}_{1,m}(S) := \{ J \in (1/m \mathbb{Z}^2) \cap Q \mid Q_{1/m}(J) \subset S, \ Q_{1/m}(J) \cap (\partial S)_\delta = \emptyset \} \]

\[ \mathcal{I}_{2,m}(S) := \{ J \in (1/m \mathbb{Z}^2) \cap Q \mid Q_{1/m}(J) \cap (\partial S)_\delta \cap S \neq \emptyset \}. \]

For \( J \in \mathcal{I}_{1,m}(S) \) consider \( u^J_{\varepsilon} \in L^2(1/e Q_{(1-\delta)/m}(J); \eta) \) such that

\[ u^J_{\varepsilon, m, \delta}(x) = \xi \cdot x \quad \text{for all } x \in \eta \cap 1/e Q_{(1-\delta)/m}(J) : \text{dist}(x, \partial(1/e Q_{(1-\delta)/m}(J))) \leq 2\lambda \]

and

\[ \sum_{x \in \eta \cap 1/e Q_{(1-\delta)/m}(J)} \sum_{y \in \eta \cap B_\lambda(x)} |u^J_{\varepsilon, m, \delta}(x) - u^J_{\varepsilon, m, \delta}(y)|^2 \leq m(\xi; 1/e Q_{(1-\delta)/m}(J)) + 1. \]

For \( J \in \mathcal{I}_{2,m}(S) \) consider just

\[ u^J_{\varepsilon, m, \delta}(x) := \xi \cdot x \quad \text{for all } x \in \eta \cap 1/e Q_{1/m}(J) \cap 1/e S. \]
In particular, setting

\[ v^J_{\varepsilon,m,\delta}(x) := \begin{cases} \frac{\varepsilon u^J_{\varepsilon,m,\delta}(x/\varepsilon)}{\xi \cdot x} & \text{for } x \in \eta_\varepsilon \cap Q_{\varepsilon/\varepsilon/(1-\varepsilon/\varepsilon)}(J) \cap S; \\ \frac{1}{\xi} & \text{for } x \in \eta_\varepsilon \cap \{ Q_{\varepsilon/\varepsilon}(J) \setminus Q_{\varepsilon/\varepsilon/(1-\varepsilon/\varepsilon)}(J) \} \cap S, \end{cases} \] (5.17)

we see that, for \( J \in \mathcal{I}_{1,m}(S) \), we have

\[ v^J_{\varepsilon,m,\delta}(x) = \xi \cdot x \quad \text{for all } x \in \eta_\varepsilon \cap Q_{\varepsilon/\varepsilon}(J) : \text{dist}(x, \partial Q_{\varepsilon/\varepsilon}(J)) \leq 2\lambda \varepsilon + \frac{\delta}{m} \]

and, by applying Corollary 2.4,

\[ \sum_{z \in \eta_\varepsilon \cap Q_{\varepsilon/\varepsilon}(J)} \sum_{y \in \eta_\varepsilon \cap B_{\delta/\varepsilon}(z)} \left| v^J_{\varepsilon,m,\delta}(z) - v^J_{\varepsilon,m,\delta}(y) \right|^2 \leq \varepsilon^2 m(\xi; 1/\varepsilon Q_{\varepsilon/(1-\varepsilon)}(J)) + \varepsilon^2 + C|\xi|^2 \frac{\delta}{m^2}, \]

while \( v^J_{\varepsilon,m,\delta}(x) = \xi \cdot x \) for all \( x \in \eta_\varepsilon \cap Q_{\varepsilon/\varepsilon}(J) \cap S \) if \( J \in \mathcal{I}_{2,m}(S) \). Hence, we define

\[ v_{\varepsilon,m,\delta}(x) := \sum_{J \in \mathcal{I}_{1,m}(S) \cup \mathcal{I}_{2,m}(S)} 1_{\varepsilon,m,\delta} Q_{\varepsilon/\varepsilon}(J) \cap S(x) v^J_{\varepsilon,m,\delta}(x). \]

In this way, by applying again Corollary 2.4

\[ \mathcal{F}_\varepsilon(v_{\varepsilon,m,\delta}; S \setminus (\partial S)_{\lambda,\delta}) \]
\[ \leq \sum_{J \in \mathcal{I}_{1,m}(S)} \mathcal{F}_\varepsilon(v_{\varepsilon,m,\delta}; Q_{\varepsilon/\varepsilon}(J)) + \sum_{J \in \mathcal{I}_{2,m}(S)} \mathcal{F}_\varepsilon(v_{\varepsilon,m,\delta}; Q_{\varepsilon/\varepsilon}(J) \setminus (\partial S)_{\lambda,\delta}) \]
\[ \leq C \sum_{J \in \mathcal{I}_{2,m}(S)} |\xi|^2 |Q_{\varepsilon/\varepsilon}(J) \cap S| + \sum_{J \in \mathcal{I}_{1,m}(S)} \mathcal{F}_\varepsilon(v_{\varepsilon,m,\delta}; Q_{\varepsilon/\varepsilon}(J)) \]
\[ \leq C P(S)||\xi|^2 \delta + \sum_{J \in \mathcal{I}_{1,m}(S)} \mathcal{F}_\varepsilon(v_{\varepsilon,m,\delta}; Q_{\varepsilon/\varepsilon}(J)) \]
\[ \leq C P(S)|\xi|^2 \delta + \sum_{J \in \mathcal{I}_{1,m}(S)} \left( \varepsilon^2 m(\xi; 1/\varepsilon Q_{\varepsilon/(1-\varepsilon)}(J)) + \varepsilon^2 + C|\xi|^2 \frac{\delta}{m^2} \right). \]

The existence of the limit of \( m(\cdot; Q_T) \) given by Lemma 5.1 yields the existence of \( \varepsilon_0 \) such that, for all \( \varepsilon < \varepsilon_0 \) we have also

\[ \varepsilon^2 m(\xi; 1/\varepsilon Q_{\varepsilon/(1-\varepsilon)}(J)) \leq \varepsilon|\xi|^2 |Q_{\varepsilon/(1-\varepsilon)}(J)| + \frac{1}{m^3} \quad \text{for all } J \in \mathcal{I}_{1,m}(S). \]

Therefore,

\[ \mathcal{F}_\varepsilon(v_{\varepsilon,m,\delta}; S \setminus (\partial S)_{\lambda,\delta}) \]
\[ \leq C P(S)|\xi|^2 \delta + \sum_{J \in \mathcal{I}_{1,m}(S)} \left( \varepsilon^2 m(\xi; 1/\varepsilon Q_{\varepsilon/(1-\varepsilon)}(J)) + \varepsilon^2 + C|\xi|^2 \frac{\delta}{m^2} \right) \]

\( \Box \) Springer
\[ \leq \mathcal{E} |\xi|^2 \sum_{J \in I_{1,m}(S)} |Q_{1-\eta_n}(J)| + \left( \frac{1}{m^3} + \epsilon^2 \right) \#(I_{1,m}(S)) + C |\xi|^2 \delta \]
\[ \leq \mathcal{E} \int_S |\xi|^2 + \left( \frac{1}{m} + \epsilon^2 m^2 \right) |S| + C |\xi|^2 \delta. \]  
(5.18)

Moreover,
\[ \sup_{\lambda_n > \epsilon > 0} \{ \mathcal{F}_\epsilon(v_{\epsilon,m,\delta}; S) \} < +\infty. \]

Thanks to the compactness Theorem 3.1, we can thus conclude that \( v_{\epsilon_n,m,\delta} \to u_{m,\delta} \)
in the sense of Definition 2.7. Observe also that \( v_{\epsilon_n,m,\delta}(x) = \xi \cdot x \) for all \( x \in A_m^\delta \), where

\[ A_m^\delta := \bigcup_{J \in I_{1,m}(Q)} \{ x \in S \text{ dist}(x, \partial Q_{1/\eta_n}(J)) \leq \frac{\epsilon}{m} \} \cup \left( \bigcup_{J \in I_{2,m}(S)} Q_{1/\eta_n}(J) \cap S \right). \]

This in particular implies that \( u_{m,\delta} = \xi \cdot x \) on \( A_m^\delta \). Since \( u_{m,\delta} \in W^{1,2}(S) \) and

\[ \mathcal{E} \int_S |\nabla u_{m,\delta}|^2 \, dx \leq \liminf_{n \to +\infty} \mathcal{F}_{\epsilon_n}(v_{\epsilon_n,m,\delta}; S) < \mathcal{E} |S| |\xi|^2 + C \left( \frac{1}{m} + \delta \right) \]

we also have that, up to sub-sequences \( u_{m,\delta} \to \xi \cdot x \) in \( L^2(S) \). Hence, by applying Lemma 4.8 we can find \( m_n = m_{\epsilon_n} \to +\infty \), with \( \epsilon_n m_n \to 0 \) and for which \( u_{n,\delta} := v_{\epsilon_n,m_n,\delta} \to \xi \cdot x \) and also (5.16) and (5.15) hold.

**Step two:** we prove the existence of a recovery sequence for the piecewise-affine function

\[ v = \sum_{S \in \mathcal{S}} v_S(x), \]

with \( \mathcal{S} \) a finite family of essentially disjoint triangles partitioning \( Q \) and \( v_S(x) = v_S'(x) \) for \( x \in \partial S \cap \partial S' \). Note that, being each \( v_S \) affine it can be represented as \( v_S(x) = \xi_S \cdot x + b_S \) on \( S \). Fix \( \delta > 0 \) and for any \( S \in \mathcal{S} \) let \( \{u_{n,\delta}^S \in L^2(S; \eta_n)\}_{n \in \mathbb{N}} \) be the functions constructed in Step one and satisfying (5.16), (5.15), and (5.14) relatively to \( \xi_S \). Set

\[ v_{n,\delta}(x) := \sum_{S \in \mathcal{S}} 1_S(x)(u_{n,\delta}^S(x) + b_S). \]

We have that \( v_{n,\delta} \to v \) in the sense of Definition 2.7. Moreover,

\[ \mathcal{F}_{\epsilon_n}(v_{n,\delta}; Q) \leq \sum_{S \in \mathcal{S}} \mathcal{F}_\epsilon(v_{\epsilon,\delta}; S \setminus (S \setminus \lambda_{\epsilon_n})) + \sum_{S \in \mathcal{S}} \mathcal{F}_{\epsilon_n}(v_{n,\delta}; (S \setminus \lambda_{\epsilon_n})). \]
Then, we just observe that

\[
\sum_{S \in S} F_{\epsilon_n} (v_{n,\delta}; (S)_{\lambda,\epsilon_n}) = \sum_{S \in S} \sum_{x \in \eta_n \cap (S)_{\lambda,\epsilon_n}} \sum_{y \in \eta_n \cap B_{\lambda,\epsilon_n} (x)} |v_{\epsilon,\delta}(x) - v_{\epsilon,\delta}(y)|^2.
\]

Recall that, by construction we have that, for \( x \in S \), \( v_{n,\delta}(x) = v(x) \) on \((S)_{\lambda,\epsilon_n}\) and, since it is continuous and piecewise affine, it is in particular a Lipschitz map. Then, we have

\[
\sum_{S \in S} F_{\epsilon_n} (v_{n,\delta}; (S)_{\lambda,\epsilon_n}) \leq C \sum_{S \in S} \sum_{x \in \eta_n \cap (S)_{\lambda,\epsilon_n}} \sum_{y \in \eta_n \cap B_{\lambda,\epsilon_n} (x)} |x - y|^2 \leq C \sum_{S \in S} \sum_{x \in \eta_n \cap (S)_{\delta}} \eta_n (B_{\lambda,\epsilon_n} (x)) \epsilon_n^2 \leq C \sum_{S \in S} P(S) \delta,
\]

where in the last inequality we have used Proposition 2.3. Thus,

\[
\limsup_{n \to +\infty} F_{\epsilon_n} (v_{n,\delta}(x); Q) \leq \sum_{S \in S} E |S| ||\xi||^2 + C \delta = E \int_Q |\nabla v|^2 \, dx + C \delta.
\]

By now diagonalizing along \( \delta \), with the aid of Lemma 4.8, we find \( u_n \to v \) such that

\[
\limsup_{n \to +\infty} F_{\epsilon_n} (v_{n,\delta}(x); Q) \leq E \int_Q |\nabla v|^2 \, dx.
\]

**Step three:** we prove the existence of a recovery sequence for a generic \( u \in W^{1,2}(Q) \). We just observe that for any \( u \in W^{1,2}(Q) \) we can find a sequence of piecewise-affine functions \( \{v_k\}_{k \in \mathbb{N}} \) with the structure as in Step two such that \( v_k \to u \) in \( L^2 \) and

\[
\int_Q |\nabla v_k|^2 \, dx \to \int_Q |\nabla u|^2 \, dx.
\]

The construction developed in Step two, for each \( k \), and a further application of the diagonalizing procedure (Lemma 4.8) conclude the existence of the desired sequence. \( \square \)

We finally state the following property of convergence of Dirichlet boundary-value problems as an example of application of the convergence theorem. Analogous results can be shown for mixed-type boundary value problems, or for purely Neumann problems, possibly adding some non-trivial continuous term as is usual in \( \Gamma \)-convergence.
Corollary 5.6 (convergence of boundary-value problems) Let $U \subset Q$ and let $u \in C^1(Q)$. Then, the solutions of the minimum problems

$$\min \{ F_\varepsilon(v; U) : v = u \text{ on } Q \setminus U \}$$

converge to the solution of

$$\min \left\{ \mathcal{E} \int_U |\nabla v|^2 \, dx : v = u \text{ on } \partial U \right\},$$

together with the minimal values.

**Proof** By the compactness of minimizing sequences and the property of convergence of minimum problems for $\Gamma$-converging energies, it is sufficient to show that the boundary condition is compatible with $\Gamma$-convergence, which follows from Proposition 5.4. Indeed, we can first apply that result with fixed $\delta > 0$ to a sequence $\{ \varepsilon_n \}$ and the related recovery sequence $u_{\varepsilon_n}$ for $u$, obtaining a sequence $u_{\varepsilon_n, \delta}$ with $u_{\varepsilon_n, \delta} = u$ on a $\delta$-neighborhood of $\partial U$ and then, use a diagonal argument giving $\delta_n = \delta_{\varepsilon_n}$.

Remark 5.7 Note that we can also directly define the boundary values of the discrete energies on a $\delta$-neighborhood of $\partial U$. In that case, the argument above proves the convergence of solutions of the problems

$$\min \{ F_\varepsilon(u; U) : u = \phi \text{ if } \text{dist}(x, \partial U) < \delta \}$$

to the solutions of the continuum problem as $\varepsilon \to 0$ first and then, $\delta \to 0$.
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Appendix

6.1 Existence of Regular Grids

We here focus on proving Theorem 2.6. Let

\[ R^v_{T, \delta}(x_0) := \left[ x_0 - \frac{T\delta}{2}, x_0 + \frac{T\delta}{2} \right] \times \left[ x_0 - \frac{T}{2}, x_0 + \frac{T}{2} \right], \]

\[ R^h_{T, \delta}(x_0) := \left[ x_0 - \frac{T}{2}, x_0 + \frac{T}{2} \right] \times \left[ x_0 - \frac{T\delta}{2}, x_0 + \frac{T\delta}{2} \right]. \]

Definition 6.1 Let \( \{X_j\}_{j \in \mathbb{Z}^2} \) be a sequence of i.i.d random variable such that

\[ X_j = \begin{cases} 1 & \text{with probability } p \\ 0 & \text{with probability } 1 - p. \end{cases} \]  

We say that \( \{j_i\}_{i=1}^M \) is an open path for the realization \( \omega \) if \( X_{j_i}(\omega) = 1 \) for all \( i = 1, \ldots, M \) and \( j_i, j_{i+1} \) are neighboring squares.

We recall the following percolation property from Kesten (1982).

Theorem 6.2 (Property of Bernoulli site percolation) There exists a probability \( p_{cr} \) such that for \( p \geq p_{cr} \) the following holds. Let \( C \) be a compact set, for any \( \delta > 0 \) there exists \( K_{\delta} \) such that for almost all \( \omega \in \Omega \) we can find \( T_0(\omega) > 0 \) for which any rectangles \( R^v_{T, \delta}(x_0), R^h_{T, \delta}(x_0) \) with \( T > T_0 \) and \( x_0 \in TC \) contains at least \( K_{\delta}T \) disjoint, open paths that connects the two opposite sides of \( R^v_{T, \delta}(x_0), R^h_{T, \delta}(x_0) \), respectively, in the horizontal and in the vertical direction.

For the sake of brevity, we introduce the following notation confined to this section. For \( R^h_{T, \delta}(x_0), R^v_{T, \delta}(x_0) \), we denote by \( h^T_{x_0}, \ldots, h^T_M(x_0) \) and by \( v^T_{x_0}, \ldots, v^T_M(x_0) \), the families of horizontal (and, respectively, vertical) disjoint paths connecting the two opposite sides of \( R^h_{T, \delta}(x_0) \) (and \( R^v_{T, \delta}(x_0) \), respectively).

Proposition 6.3 Let \( C \subset \mathbb{R}^2 \) be a compact set. There exists \( K_{\delta}, \gamma_{\delta}, \alpha_0, \lambda_0 \) such that, provided

\[ \alpha < \alpha_0 \lambda > \max\left\{ \frac{2}{\alpha}, \lambda_0 \right\}, \]

for almost all \( \omega \in \Omega \) we can find \( T_0(\omega, C) > 0 \) for which any rectangles \( R^v_{T, \delta}(x_0), R^h_{T, \delta}(x_0) \) with \( T > T_0 \) and \( x_0 \in TC \) contains at least \( K_{\delta}T \) disjoint paths \( h^T_{x_0}, \ldots, h^T_{K_0T}(x_0) \), satisfying the following properties.

(a.1) \( h^T_i(x_0), v^T_j(x_0) \) are paths in \( \eta^a(\lambda) \cap QT \) for all \( i, j \);

(b.1) For any \( m = 1, \ldots, K_0T, h^T_m \) connects the two opposite sides of \( R^h_{T, \delta}(x_0) \) and is strictly contained in \( R^h_{T, \delta}(x_0) \);
(c.1) for any \( m = 1, \ldots, K_\delta T \), \( v^T_m \) connects the two opposite sides of \( R^v_{T,\delta}(x_0) \) and is strictly contained in \( R^v_{T,\delta}(x_0) \);

(d.1) the following bounds hold for any \( m \in \{1, \ldots, K_\delta T\} \):

\[
\frac{T}{\gamma_\delta} \leq \ell(h^T_m \cap R^h_{T,\delta}(x_0)) \leq \gamma_\delta T \quad \frac{T}{\gamma_\delta} \leq \ell(v^T_m \cap R^v_{T,\delta}(x_0)) \leq \gamma_\delta T \quad (6.2)
\]

(e.1) \( \text{dist}(h^T_i(x_0), h^T_j(x_0)) \geq 3\lambda \), \( \text{dist}(v^T_i(x_0), v^T_j(x_0)) \geq 3\lambda \) for all \( i, j = 1, \ldots, K_\delta T, i \neq j \);

(f.1) If \( x \in (h^T_i(x_0))_{3\lambda} \cap \eta \), then \( \eta(B_{\lambda}(x)) \leq \alpha^{-1}\lambda^2 \);

(g.1) If \( x, y \in h^T_i(x_0), (x, y \in h^T_j(x_0)) \) satisfies \( \langle x, y \rangle \), then \( |x - y| \leq \lambda \);

**Proof** Fix \( \Lambda \in \mathbb{N} \) and consider the division of \( \mathbb{R}^2 \) in the grid

\[
I := \{ i \in \Lambda \mathbb{Z}^2 \mid Q_{\Lambda \lambda}(i) \cap Q_T \neq \emptyset \}
\]

\[
Q := \{ Q_{\Lambda \lambda}(i) \mid i \in I \}
\]

and, for any \( Q_{\Lambda \lambda}(i) \in Q \) consider the refinement

\[
J(i) := \{ j \in \lambda \mathbb{Z}^2 \mid Q_\lambda(j) \cap Q_{\Lambda \lambda}(i) \neq \emptyset \}
\]

\[
Q'(i) := \{ Q_\lambda(j) \mid j \in J(i) \}
\]

\[
N'(i) := \#(J'(i)) = \Lambda^2.
\]

For any \( i \in I \), we introduce the following events \( \Omega^{\alpha,\lambda}_i \) of all the realizations \( \omega \) with the following properties

(I) \( 1 \leq \eta(Q_{\lambda}(j)) \leq \frac{\alpha^{-1}\lambda^2}{8} \) for all \( j \in J(i) \);

(II) \( \text{dist}(x, y) \geq 2\alpha \) for all \( x, y \in Q_{\Lambda \lambda}(i) \cap \eta \);

(III) \( \text{dist}(x, \partial Q_{\Lambda \lambda}(i)) \geq 2\alpha \) for all \( x \in Q_{\Lambda \lambda}(i) \cap \eta \).

We also define

\[
\xi^{\alpha,\lambda}_i(\omega) := \mathbb{1}_{\Omega^{\alpha,\lambda}_i}(\omega).
\]

Observe that the probability of the set of realizations satisfying properties (II) and (III) tends to 1 if \( \alpha \to 0 \) (we refer to the same argument as in the proof of Braides and Piatnitski 2022, Lemma 4.1). Moreover,

\[
\mathbb{P}\left( 1 \leq \eta(Q_{\lambda}(j)) \leq \frac{\alpha^{-1}\lambda^2}{8} \right) = e^{-\lambda^2 \sum_{m=1}^{\alpha^{-1}\lambda^2} \frac{\lambda^{2m}}{m!}} =: p_{\lambda}(\alpha).
\]

In particular, setting

\[
A^{\alpha,\lambda}_i := \left\{ \omega \in \Omega \mid 1 \leq \eta(Q_{\lambda}(j)) \leq \frac{\alpha^{-1}}{8}\lambda^2 \text{ for all } j \in I(i) \right\},
\]
we have that $P(A_i^{\alpha, \lambda}) = p_{\lambda}(\alpha)\Lambda^2$.

If $\alpha \to 0$, we have $p_{\lambda}(\alpha) \to 1 - e^{-\lambda^2}$. In particular, for any choice of $\Lambda > 1$, $\gamma > 0$ we can find $\alpha_0(\Lambda), \lambda_0(\Lambda) > 0$ such that

$$P(\xi_i^{\alpha, \lambda} = 1) = p(\alpha, \lambda) > 1 - \gamma \quad \text{for all } \alpha < \alpha_0, \lambda > \lambda_0$$

Thus, for a suitably small $\alpha$ and big $\lambda$, we can invoke Theorem 6.2 and find a $K_\delta$ independent of the realization and $T_0 = T_0(\omega, C)$ such that, for any $R^u_{T, \delta}(x_0), R^h_{T, \delta}(x_0)$ (note that this is uniform as $x_0 / T \in C$) contains at least $K_\delta T$ disjoint paths (connecting the two opposite sides of $R^u_{T, \delta}(x_0), R^h_{T, \delta}(x_0)$ vertically and horizontally, respectively) of neighboring squares from $Q$. We now define the Voronoi paths as follows. Consider, for instance $\{i,j\}^N_{m=1}$ to be the first (from the bottom) horizontal path in $R^h_{T, \delta}(x_0)$ and let $s_1, \ldots, s_N$ be the segment joining the centers of neighboring squares (for instance $(s_m$ joins the centers of $Q_{\Lambda\lambda}(m), Q_{\Lambda\lambda}(m+1)$). We set

$$h^T_1(x_0) := \{x \in \eta : (C(x; \eta) \cap s_m) \neq \emptyset \text{ for some } m = 1, \ldots, N\}.$$

We define all the other horizontal paths accordingly, as well as the vertical paths. We refer to $h^T_1(x_0)$ without loss of generality in proving the properties. By arguing as in the proof of Lemma (Braides and Piatnitski 2022, Lemma 4.1), we can derive also that

$$\text{diam}(C(x; \eta)) \leq \frac{1}{\alpha}, \quad I(C(x; \eta)) > \alpha.$$  

Moreover, by choosing $\lambda > \max \{\gamma / \alpha, \lambda_0\}$, we can guarantee additionally that

$$h^T_1(x_0) \subset \bigcup_{j=1}^{N} \bigcup_{m \in J(i,j) : Q_{\lambda}(m) \cap s_j \neq \emptyset} Q_{\lambda}(m)$$

In particular, if $x \in h^T_1(x_0)$, then $x \in Q_{\lambda}(m) \subset Q_{\Lambda\lambda}(i,j)$ for some $m \in J(i,j)$ intersecting $s_j$. In particular, $B_\lambda(x)$ is contained in the union of the eight squares whose boundary intersects in a non-trivial way the boundary of $Q_{\lambda}(m)$ and this union, call it $O$, is still contained in $Q_{\Lambda\lambda}(i,j)$ and made by at most 8 of such squares. Therefore,

$$\eta(B_\lambda(x)) \leq \eta(O) \leq \alpha^{-1}\lambda^2.$$  

This implies that $h^T_1(x_0)$ is a path on $\eta(\lambda)$ and we get property (a.1). Properties (b.1) and (c.1) are immediate from Bernoulli site percolation. Also, property (e.1) is a consequence of the fact that any path is contained in a square around the segment joining the centers and thus, the distance between two paths is at least $3\lambda$. By the same principle, if $\Lambda$ was chosen big enough from the very beginning (say bigger than 10) whenever $x \in (h^T_1(x_0))_3\lambda$, then it belongs to a square of size $\lambda$ contained in $Q_{\Lambda\lambda}(i,j)$.
and the same estimate applies on $\eta(B_\lambda(x))$, achieving property (f.1). If instead $x, y$ are neighboring points in a path, then $|x - y| \leq \frac{\delta}{\alpha} < \lambda$ yielding property (g.1).

It remains to show property (d). Due to the fact that $\text{diam}(C(x; \eta)) \geq \alpha^{-1}$, we have

$$\ell\left(h^T_m \cap R^{h}_T,\delta\right) \geq \alpha T$$

for any $m = 1, \ldots, K_\delta T$. Fix $L > 0$ and consider

$$I(L) := \{m = 1, \ldots, K_\delta T \mid \ell\left(h^T_m \cap R^{h}_T,\delta\right) > LT\}.$$

Then, since the paths are disjoint, we have

$$\bigcup_{m \in I(L)} \mathcal{V}(h^T_m) \subset R^{h}_T,\delta(x_0), \quad \bigg| \bigcup_{m \in I(L)} \mathcal{V}(h^T_m) \bigg| \leq T^2 \delta, \quad \#(I(L)) \leq \frac{T \delta}{L \alpha^2 \pi}.$$

If we now choose $L = L_\delta$ large enough, we can ensure that

$$K_\delta T - T \frac{\delta}{L \alpha^2 \pi} = K'_\delta T$$

with $K'_\delta < K_\delta$. Then, up to discarding the paths labeled by $I(L)$ (which do not affect properties (a)–(g)) we can reduce ourselves to $K'_\delta T$ paths satisfying also property (d) with $\Upsilon_\delta = \max\{L_\delta, \alpha^{-1}\}$.

Observe that the above proposition is not sufficient to conclude the validity of Theorem 2.6 yet, since a straight application of Proposition 6.3 on $R^{h}_T, t(x)$ (that would be required to get the horizontal and vertical paths connecting the opposite side of $Q$) would yield the constants given by property (d) of Proposition 6.3 dependent of $t$. We instead require a uniform geometry. Moreover, we need to localize the estimate given by property (d) of Proposition 6.3 to each square $Q^I_{i,j}$. Therefore, an additional construction is required.

The following corollary comes as an application of Proposition 6.3.

**Corollary 6.4** There exists $\Upsilon, \alpha_0, \lambda_0$ such that, for any fixed $t > 0$ and provided $\alpha, \lambda$ satisfies

$$\alpha < \alpha_0 \lambda > \max\left\{\frac{2}{\alpha}, \lambda_0\right\},$$

then for almost all $\omega \in \Omega$ we can find $\varepsilon_0(\omega, t) > 0$ for which, if $\varepsilon < \varepsilon_0$ any rectangles $R^{h}_t, 1/2(x), R^{v}_t, 1/2(x)$ with $x \in Q_{ik}$, contains disjoint horizontal paths $h^x_1, \ldots, h^x_{M_{i,k}}$, (and, respectively, vertical paths $v^x_1, \ldots, v^x_{M_{i,k}}$) satisfying the following properties.

(a.2) all the paths are in $\varepsilon \eta^{a}(\lambda)$;
(b.2) for any $m = 1, \ldots, M_{i,k}, h^x_m$ connects the two opposite sides of $R^{h}_t, 1/2(x)$ of size $t$ and is strictly contained in $R^{h}_t, 1/2(x)$;
(c.2) for any $m = 1, \ldots, M_{\varepsilon,t}$, $v^i_m$ connects the two opposite sides of $R^v_{t,1/2}(x)$ of size $t$ and is strictly contained in $R^v_{t,1/2}(x)$;
(d.2) the following bounds hold
\[
\frac{t}{\Upsilon_\varepsilon} \leq \ell(h^x_m \cap R^h_{t,1/2}(x),) \leq \frac{\Upsilon t}{\varepsilon},
\]
\[
\frac{t}{\Upsilon_\varepsilon} \leq \ell(v^x_m \cap R^v_{t,1/2}(x),) \leq \frac{\Upsilon t}{\varepsilon}, \quad M_{\varepsilon,t} \geq \frac{t}{\Upsilon_\varepsilon} \quad (6.3)
\]
(e.2) dist$(h^x_m, h^x_{m'}) \geq 3\lambda_\varepsilon$ and dist$(v^j_m, v^j_{m'}) \geq 3\lambda_\varepsilon$ for all $i, i', j, j' \in \{1, \ldots, k_t\}, m, s \in \{1, \ldots, M_{\varepsilon,t}\}$ (with $m \neq s$ for $i = i'$ or $j = j'$);
(f.2) If $y \in (h^x_m)_{3\lambda_\varepsilon} \cap \eta_\varepsilon$, $(y \in (v^x_m)_{3\lambda_\varepsilon} \cap \eta_\varepsilon)$, it holds $\eta_\varepsilon(B_{3\lambda_\varepsilon}(y)) \leq \frac{1}{9} \lambda_\varepsilon^2$;
(g.2) If $z, y \in h^x_m$, $(z, y \in v^x_m)$ neighboring points, then $|z - y| \leq \lambda_\varepsilon$;

**Proof** By invoking Proposition 6.3, (applied with $t/\varepsilon$ in place of $T$) for almost all realizations, we can find $K = K_{1/2}, \Upsilon' = \Upsilon_{1/2}, \alpha_0, \lambda_0$ such that, provided $\alpha, \lambda$ satisfies (2.6) then for almost all realizations $\omega$ we can find $\varepsilon_0 = \varepsilon_0(\omega, t)$ for which any $R^h_{t,1/2}(x_0), R^v_{t,1/2}(x_0)$ (provided $x_0 \in Q_{k_t/\varepsilon}$) contains at least $K'/\varepsilon$ disjoint paths satisfying properties (a)–(g) of Proposition 6.3. In particular, by scaling back to $\eta_\varepsilon = \varepsilon \eta$ we have that, for any $x \in Q_{k_\varepsilon}$, $\varepsilon < \varepsilon_0$ we can find $h^x_1, \ldots, h^x_{K'/\varepsilon} \in \eta_{\varepsilon^a}(\lambda)$ disjoint horizontal (and, respectively, vertical) paths contained in $R^h_{t,1/\varepsilon}(x_{t,1/\varepsilon})$ such that properties (a.2)–(g.2) of Corollary 6.4 are implied by Properties (a.1)–(g.1) of Proposition 6.3 by considering $\Upsilon = \max\{K^{-1}, \Upsilon'\}$. □

We can now finally prove Theorem 2.6. Let us briefly explain how we will proceed. We will consider rectangles $R^h_{t,1/\varepsilon}(x)$ whose edge proportion is fixed and for which Corollary 6.4 ensures the existence of the sought paths. These paths are not long enough to join the opposite sides of $R^h_{t,1/\varepsilon}$, but the geometry of the paths is independent of $t, \varepsilon$ (since it depends only on the edge proportion $1/2$). Thence, we will perform a construction that will allow us to exploit such rectangles to build a grid on the whole square $Q_{k_\varepsilon}$ without affecting the constants and all the other properties. We introduce some definitions in order to clarify the construction. We focus on vertical paths, since the construction will be performed in just one direction (the other following in the same way).

**Definition 6.5** Let $R$ be a rectangle and $h, v$ be a horizontal and vertical path in $R$ connecting opposite sides of $R$ in the respective directions. Let $x \in \eta \cap R$. We adopt the following terminology:

- We say that a point $x$ lies below $h$ in $R$ (and we write $x \triangledown_R h$) if any path in $\eta \cap R$ that links $x$ to the top of $R$ intersects $h$;
- We say that a point $x$ lies above $h$ in $R$ (and we write $x \triangle_R h$) if any path in $\eta \cap R$ that links $x$ to the bottom of $R$ intersects $h$;
- We say that a point $x$ lies on the left of $v$ in $R$ (and we write $x \triangleleft_R v$) if any path in $\eta \cap R$ that links $x$ to the right of $R$ intersects $v$;
- We say that a point $x$ lies on the right of $v$ in $R$ (and we write $x \triangleright_R v$) if any path in $\eta \cap R$ that links $x$ to the left of $R$ intersects $v$;
Fig. 7 The notation adopted in the proof of Theorem 2.6. Here are depicted the sets $V_{\varepsilon}(v^i_j)$, and $V_{\varepsilon}(h_j)$ for $i = 1, 2$, $j = 1, \ldots, M$.

**Proof of Theorem 2.6** Let $\Upsilon, \alpha_0, \lambda_0$ be given by Corollary 6.4. Fix $\alpha, \lambda$ satisfying (2.6), let $t > 0$. Then, for almost all realizations we can find $\varepsilon_0$ such that, if $\varepsilon < \varepsilon_0$, the existence of paths in $R^{h}_{t,1/2}(x)$, $R^{v}_{t,1/2}(x)$ is guaranteed for $x \in Q_{tk_t}$, according to Corollary 6.4. We set the notation with the aid of Fig. 7. Consider, for instance, the first square $Q^t_{1,1}$ on the bottom-left corner corner. Consider the three rectangles depicted in Fig. 7 with edges proportion of $1/2$, namely the vertical one on the bottom left $R^v_{bl} \subset Q^t_{1,1}$, the horizontal one on the top $R^h_{top} \subset Q^t_{1,1}$, and the vertical one on the top right $R^{v}_{tr}$ intersecting $R^h_{top}$ and the adjacent square $Q^t_{2,1}$. Each of them contains at least $M_{\varepsilon, t} \geq \frac{\Upsilon_t}{\varepsilon}$ paths satisfying properties (a.2)–(g.2) of Corollary 6.4 relatively to their own rectangle. Now, we label these paths from the

$$h_1, \ldots, h_M \in R^h_{top}, \quad v^1_1, \ldots, v^1_M \in R^v_{bl}, \quad v^2_1, \ldots, v^2_M \in R^v_{tr},$$

with the shorthand $M = M_{\varepsilon, t}$. Now, the strategy is to join them and then, refine the family in a way that all the properties (a)–(g) are ensured.

Consider a generic $v^1_j$. Let $R = R^v_{bl} \cap R^h_{top}$, $\bar{R} = R^v_{tr} \cap R^h_{top}$. We define the following path (see for instance Fig. 8).

$$p_j := \{ x \in v^1_j : x \nabla_R h_{M-j} \} \cup \{ y \in h_{M-j} : v^1_j \succeq_R y \prec_R v^2_j \} \cup \{ x \in v^2_j : x \nabla_{\bar{R}} h_{M-j} \}$$

Note that $p_j$ is a path which has the same starting point than $v^1_j$ and the same ending point of $v^2_j$. Moreover, with this definition we note that

$$\text{dist}(p_j, p_{j+1}) > 3\lambda \varepsilon.$$
Fig. 8  The paths $p_j$ in the box $R$ built in the proof of Theorem 2.6. Again, we are depicting the Voronoi cells of the paths $V_ε(·)$

Indeed, suppose that for some $(y_j, y_{j+1}) \in p_j \times p_{j+1}$ we have

$$|y_j - y_{j+1}| \leq 3 \lambda ε.$$ 

Then, one of the following is necessarily in force

(I) $y_j \in h_{M-j}$ and $y_{j+1} \in v_{j+1}^1$;

(II) $y_j \in h_{M-j}$ and $y_{j+1} \in v_{j+1}^2$;

(III) $y_j \in v_j^1$ and $y_{j+1} \in h_{M-j-1}$;

(IV) $y_j \in v_j^2$ and $y_{j+1} \in h_{M-j-1}$.

The other possibilities are ruled out by the fact that

$$\text{dist}(v_j^1, v_{j+1}^1) > 3 \lambda ε, \quad \text{dist}(v_j^2, v_{j+1}^2) > 3 \lambda ε, \quad \text{dist}(h_{M-j}, h_{M-j-1}^1) > 3 \lambda ε.$$ 

Now, case (I) cannot be attained since it would imply $y_{j+1} \nabla R h_{M-j-1}$ and thus, $h_{M-j}$ would get too close to $h_{M-j-1}$. Analogously for case (II), since we would have $y_j \searrow R v_{j+1}^2$ and thus, $v_{j+1}^2$ would get close to $v_j^2$. The other cases follow the same line. In particular, none of them can be achieved and thus, we must get that

$$\text{dist}(p_j, p_{j+1}) > 3 \lambda ε.$$ 

By applying this construction, we can prolong $v_j^1$ a bit outside $Q_{1,1}^l$. If we shift this construction and we repeat it, we can extend each path further until we reach $Q_{k_1,1}^l$. In this way, we are able to obtain a family of $M_{ε,t}$ paths in each rectangle $R_j^l(i)$. By exploiting the same argument, with the required modification we also obtain the horizontal paths. This produces a family of vertical and horizontal paths $G_{ε,t}$ which satisfies properties (a), (b), (c), (f) and (g) (from the validity of properties (a.2), (b.2), (c.2), (f.2) and (g.2) of Corollary 6.4). Property (e) instead follows by the previous
argument and the care adopted to junction the paths. It remains to show that they also meet the requests of property (d). Up to discarding some paths (operation that never affects the other properties), we can ensure that $M_{\epsilon,t} \leq \Upsilon_{t,\epsilon}$. Moreover, each $v^t_m \cap Q^t_{i,j}$ (as well as the vertical ones) is the junction of a finite number (independent of $t, \epsilon$) of paths of length satisfying (6.3). Therefore, up to increase a bit $\Upsilon$ (but independently of $t, \epsilon$) we can guarantee that property (d) is in force. This concludes the proof.  

\[\blacksquare\]
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