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\section*{Abstract}

Glioblastoma multiforme (GBM) is an aggressive form of human brain cancer that is under active study in the field of cancer biology. Its rapid progression and the relative time cost of obtaining molecular data make other readily-available forms of data, such as images, an important resource for actionable measures in patients. Our goal is to utilize information given by medical images taken from GBM patients in statistical settings. To do this, we design a novel statistic—the smooth Euler characteristic transform (SECT)—that quantifies magnetic resonance images (MRIs) of tumors. Due to its well-defined inner product structure, the SECT can be used in a wider range of functional and nonparametric modeling approaches than other previously proposed topological summary statistics. When applied to a cohort of GBM patients, we find that the SECT is a better predictor of clinical outcomes than both existing tumor shape quantifications and common molecular assays. Specifically, we demonstrate that SECT features alone explain more of the variance in GBM patient survival than gene expression, volumetric features, and morphometric features. The main takeaways from our findings are thus twofold. First, they suggest that images contain valuable information that can play an important role in clinical prognosis and other medical decisions. Second, they show that the SECT is a viable tool for the broader study of medical imaging informatics.

\section*{1 Introduction}

The field of radiomics is focused on the extraction of quantitative features from medical magnetic resonance images (MRIs), typically constructed by tomography and digitally stored as shapes or surfaces. Quantifying geometric features from shapes in a way that is amenable to computational analyses has been a long-standing and fundamental challenge in both statistics and radiomics. Overcoming such a challenge would provide significant breakthroughs in broader scientific disciplines with the potential for real, practical impact. One particularly important application, where a viable quantification of shapes is needed, is the study of glioblastoma multiforme (GBM)—a glioma that materializes into aggressive, cancerous tumor growths within the human brain. GBM is a disease that is currently under active research in oncology; it is marked by characteristics that are not common in other cancers, such as spatial diffusivity and molecular heterogeneity. In human patients, it is a rapidly-progressing disease with a post-diagnosis survival period of 12-15 months and, currently, there are only limited therapies available [1]. Obtaining
molecular information of GBM tumors entails an invasive medical procedure on the patient that is costly in terms of both time and resources. In comparison, magnetic resonance images (MRIs) of these tumors are easily accessible and often readily available. Being able to effectively utilize MRIs of GBM tumors in computational settings increases the potential for well-developed statistical methodology to have a significant impact in cancer research and future treatment strategies.

There are two key aims of our work in this paper: first, to quantify GBM tumor images to integrate medical imaging information into statistical models; and second, to explore the utility of medical imaging information in clinical studies of GBM. To achieve the first aim, we develop a novel statistic, the smooth Euler characteristic transform (SECT), that summarizes shape information of GBM MRIs as a collection of smooth curves. This allows the direct implementation of existing statistical models from functional data analysis (FDA); in particular, it allows tumor shape information to be used as a covariate in regression frameworks. To achieve the second aim, we study a cohort of individuals with publicly available MRIs from The Cancer Imaging Archive (TCIA) [2, 3], as well as matched genomic and clinical data collected by The Cancer Genome Atlas (TCGA) [4]. Through our extensive predictive analysis, we demonstrate a clinically-relevant connection between the shape of brain malignancies and the variation of survival-based outcomes that are driven by molecular heterogeneity.

The remainder of this paper is organized as follows. In Section 2, we outline the theoretical concepts used to quantify shape information of tumors and highlight their statistical utility; we also detail the construction of our statistic that summarizes tumor shape information, the SECT. In Section 3, we detail how regression methodologies for functional covariates are naturally suited to model the curves that capture tumor shape information. This connection with functional data allows us to specify a general regression model that intakes tumor shape information and turns out to be particularly powerful when conducting predictive inference. For our case study, we focus on Gaussian process (GP) regression with Markov chain Monte Carlo (MCMC) inference. In Section 4, we use the GP modeling framework to predict the clinical outcomes of GBM patients using gene expression data, existing morphometric and volumetric tumor image quantifications, and our proposed tumor shape summaries. Here, we perform a comparative study between each covariate type across different regressions generated by various covariance functions. Finally, in Section 5, we close with a discussion on possible future research.

## 2 Quantifying Tumor Images Using Topology

In this section, we develop a summary statistic that captures shape information from MRI images of GBM tumors, which will then be used as covariates in a regression model. The key strategy is to construct these statistics as a function that maps shapes into a Hilbert space. This function has two important properties: (i) it is injective, and (ii) it admits a well-defined inner product structure. Notably, the inner product structure allows us to adapt ideas from functional data analysis to specify general regression models that use shape summary statistics as predictor variables.

### 2.1 Background on Summary Statistics for Shape Data

Classical approaches represent shapes as a collection of landmark points [5–7]. This data representation was implemented partly due to the limited image processing technology of the time. Current imaging technologies have since greatly improved and now allow three-dimensional shapes to be represented as meshes, which are collections of vertices, edges, and faces. Figure S1 depicts an example of a mesh representation for a brain tumor and ventricles. Recently, methods have been developed to generate automated geometric morphometrics for mesh representations [8–11]. However, despite these advancements, both user-specified and automated landmark-based methods are known to suffer from structural errors when comparing shapes that are highly dissimilar. Some examples of structural errors include: inaccurate pairwise correspondences between landmarks, alignment problems between dissimilar shapes,
and global inconsistency of pairwise mappings. These structural errors tend to accumulate as the number of landmarks imposed on each shape increases, and a high number of these points is often required to accurately capture shape information (especially when analyzing diverse shapes) [12]. Such complications generally make landmark-based approaches less attractive.

Most recently, an approach known as the persistent homology transform (PHT) was developed to comprehensively address issues induced by landmark-based methods, and to maintain robust quantification performance for highly dissimilar and non-isomorphic shapes [13]. While the PHT allows for the comparison of shapes without requiring landmarks, it does so by producing a collection of persistence diagrams—multiscale topological summaries used extensively in topological data analysis (TDA). This is restrictive because the geometry of the resulting summary statistics does not allow for an inner product structure that is amenable to (generalized) functional data models [14]. We propose the smooth Euler characteristic transform (SECT) because it builds upon the theory of the PHT, in that it also produces a topological summary statistic, but it is constructed to be able to integrate shape information in regression-based methods. This proves to be particularly useful in our case study on predicting clinical outcomes in GBM.

2.2 Homology and Persistence

We begin by developing an intuition for persistent homology [15, 16], which is a foundational concept in TDA. Briefly, persistent homology can be viewed as the data-analytic counterpart to homology—a theoretical concept from of algebraic topology, where the goal is to study the shape of abstract mathematical objects, such as sets and spaces, by counting occurrences of geometric patterns. In homology, the geometric patterns of interest are holes: homology groups provide a mathematical language for describing and keeping track of holes of an abstract mathematical object. The motivation behind classical algebraic topology is to then use these holes to distinguish between or suggest similarities among different abstract mathematical objects. For a more detailed review and theoretical discussion of these concepts, see the Supplementary Material.

Homology. Homology is particularly relevant to our application and case study in GBM. Intuitively, not only does it describe contrasting physical tumor characteristics, but it also implicitly captures some information about the stage of disease progression. For example, necrosis is a form of cell injury which results in the premature death of cells. Multifocality is a radiological observation where individual tumor cells separate from the main mass and disperse elsewhere within the brain. From an imaging perspective, necrotic regions show up as dark regions (or holes) within a tumor, while multifocal tumors appear as segregated masses. Examples of both necrosis and multifocality captured by MRI images are shown in Figure S2. It has been suggested that the more necrosis or multifocality there is in a GBM tumor, the more aggressive the disease [17, 18]. Applying homology to radiomic studies not only identifies such phenomena, but also tracks the number of times they occur and thereby provides a notional measure of disease severity.

Homology is indexed by integers: the 0th-degree homology captures the number of connected components in the shape, the 1st-degree homology captures the number of loops, and the 2nd-degree homology captures the number of voids. In the context of our GBM application, degree 0 homology corresponds to tumor masses and lesions. Degrees 1 and 2 homology correspond to necrosis, depending on whether we are analyzing 2-dimensional image slices from an MRI or the 3-dimensional tumor as a whole.

Despite its intuitive description, computing homology can be challenging. To this end, it is often convenient to represent the shape as a discrete union of simple building blocks, “glued” together in a combinatorial fashion. An important example of such a building block is the simplex: simplices are skeletal elements that take the form of vertices, edges, triangles (faces), tetrahedra, and other higher dimensional structures. A simplicial complex $K$ is a collection of simplices and represents the discretization of a shape or tumor. Meshes that represent three-dimensional shapes are particular examples of
finite simplicial complexes (again see Figure S1). There are two key interests in discretizing shapes into simplicial complexes. First, there exist efficient algorithms to compute homology for such discretizations; and second, discretization is essential for applying these abstract concepts to real data, where any given dataset will necessarily be finite.

In this paper, we use the notation $H_k(K)$ to denote the $k$-th homology group for the simplicial complex $K$. This corresponds to the collection of the $k$-dimensional elements of the simplicial complex. For example, $H_0(K)$ corresponds to the collection of vertices of the simplicial complex or, equivalently, to the collection of connected components of the shape (e.g. the masses and lesions of a tumor).

**Persistent Homology.** Persistent homology applies homology to data by continuously tracking the evolution of homology in the data at different scales (or resolutions). It can thus be seen as a way to extract and summarize geometric information. In persistent homology, the index $s$ of a filtration tracks the homological evolution. A filtration is a collection of simplicial complexes $\{K_s\}$ where the index $s$ induces totally ordered sets $K_i \subseteq K_j$ for $i < j$. As $s$ increases, the sequence of simplicial complexes $\{K_s\}$ also changes and grows. In this way, the index $s$ of the filtration $\{K_s\}$ tracks the scale according to which the “shape” of the data changes and grows. The shape information at each scale $s$ is encoded by the homology groups $H_k(K_s)$ of the simplicial complex $K_s$. More specifically, $H_0$ corresponds to the vertices, $H_1$ corresponds to edges, and $H_2$ corresponds to the faces of the simplicial complex or discretized shape. An example of a filtration is depicted in Figure 1. Here, the index $s$ corresponds to the value of height function (which depends on some variable $x$ and is discussed in detail further below) in the vertical direction $\nu$. We see the evolution of vertices, edges, and a face appearing sequentially with height. Higher order structures are revealed as $s$ increases.

Computing persistent homology produces a collection of intervals for each degree of homology, where each interval represents a $k$-dimensional topological feature (e.g. a connected component, loop, or void for a general, three-dimensional shape) that is “born” at the parameter value given by the left endpoint of the interval, and “dies” at the value at the right endpoint. The length of the interval corresponds to how long the topological feature “lives,” or persists. In this paper, we consider these intervals to be represented by a persistence diagram. Persistence diagrams treat the start and end points of each interval as an ordered pair, and displays them as plotted points on a plane where the $x$-axis corresponds to birth time and the $y$-axis is the death time. Thus, one can consider a persistence diagram as a collection of points on and above the diagonal, with the set of points on the diagonal having infinite multiplicity (and included for regularity conditions; see the Appendix for further detail).

**Persistent Homology Transform.** The PHT captures shape information by collecting persistence diagrams of all degrees of homology, for all possible orientations of the shape. More formally, for a $d$-dimensional shape, the PHT results in $d$-many persistence diagrams arising from height function filtrations over infinitely-many direction vectors on the surface of the sphere. The space of persistence diagrams is a complicated, but theoretically well-defined probability space [19]. In particular, it is a metric space, meaning that distances between persistence diagrams may be defined. This is important because distances between PHT summary statistics provide a way of comparing shapes. The injectivity of the PHT for two- and three-dimensional shapes [13], or the one-to-one relation between the shape itself and its infinite collection of persistence diagrams, guarantees that the PHT effectively summarizes all relevant information about the shape.

Considering all possible directions on the surface of the sphere to summarize shape information is particularly well-suited to our radiomics application. MRI scans of the brain are known to be subject to noise: the positioning of patients’ heads could vary both between patients and individual scans, causing image registration issues. Considering all directions on the surface of the sphere bypasses this problem, and incorporates perturbations directly into the statistic. This is an important feature of the PHT that we retain in the development of the SECT. We expand upon the PHT to produce a collection of
continuous, piecewise linear functions that live in Hilbert space \( L^2 \). The corresponding inner product structure inherent to Hilbert spaces allows us to apply the SECT to a much broader set of statistical methodologies. It is worth noting that for select covariance functions, the PHT can be adapted to nonparametric statistical models \([20–22]\), but this class is considerably limited.

### 2.3 Smooth Euler Characteristic Transform

While the SECT uses the same underlying mathematical principles as the PHT, it produces a collection of continuous, piecewise linear functions rather than persistence diagrams. The SECT implements persistent homology via the Euler characteristic (EC), which is a topological invariant that appears in many branches of mathematics. In terms of homology, the EC counts the ranks of the homology groups (i.e. the Betti numbers, \( \beta_k \), for the \( k \)-th homology group \( H_k \)) in an alternating sum and thus reduces the mathematical description of holes in a topological space from an algebraic group structure to an integer.

**Definition 1.** Let \( X \) be an arbitrary topological space, \( H_k(X) \) be the \( k \)-th homology group of \( X \), and \( \beta_k \) be the rank of \( H_k(X) \). The Euler characteristic (EC) \( \chi(X) \) of \( X \) is the alternating sum

\[
\chi(X) = \beta_0 - \beta_1 + \beta_2 - \beta_3 + \cdots = \sum_{k=0}^{\infty} (-1)^k \beta_k.
\]

For a discretized shape or surface in three dimensions represented as a simplicial complex \( K \), the EC may be analogously defined by the number of simplices in \( K \) by

\[
\chi(K) = V - E + F,
\]

where \( V, E, \) and \( F \) are the numbers of vertices (0-simplices), edges (1-simplices), and faces (2-simplices), respectively.

Just as homology may be augmented to persistent homology by considering a filtration, ECs may also be calculated with respect to a filtration. The result is an EC curve, which tracks the progression of the EC as a function with respect to the filtration. Let the dimension \( d = \{2, 3\} \), and fix a direction \( \nu \) on the surface of the unit circle or sphere \( S^{d-1} \) (where \( \nu \in S^{d-1} \)). Let \( \mathcal{M}_{d-1} \) be the set of all closed, compact subsets (shapes) embedded in \( \mathbb{R}^d \) that can be represented in a finite, discrete manner as simplicial complexes \([23]\). Next, denote the simplicial complex representation of \( M \in \mathcal{M}_{d-1} \) by \( K \), and let \( K_{\nu} \) indicate the \( \nu \)-orientation of \( K \). The *sublevel set filtration* of \( K_{\nu} \) parameterized by a height function \( r(\cdot, \cdot) \) is the set \( \{ x \in K : x \cdot \nu \leq r \} \). The \( \nu \)-directional parameter height function \( r_{\nu}(\cdot, \cdot) \) is

\[
r : K \times S^{d-1} \to \mathbb{R}
\]

\[
\{ x, \nu \} \mapsto x \cdot \nu.
\]

(1)

Denote the extremal heights from this filtration by

\[
a_{\nu} := \min\{ r_{\nu}(x), x \in K \},
\]

\[
b_{\nu} := \max\{ r_{\nu}(x), x \in K \}.
\]

We use the subscript notation to denote the simplicial complex representation \( K \) of a shape \( M \), in the direction \( \nu \), as \( K_{\nu} \) for \( d = \{2, 3\} \). Similarly, we use the superscript notation \( K^{x}_{\nu} \) to denote the varying simplicial complex of \( K_{\nu} \), generated by a sublevel set filtration with respect to Equation (1) and defined by varying \( x \in K_{\nu} \).

**Definition 2.** The *EC curve* of \( K \) (which discretizes \( M \)) in the direction \( \nu \) is defined by

\[
\chi^K_{\nu} : [a_{\nu}, b_{\nu}] \to \mathbb{Z} \subset \mathbb{R}
\]

\[
x \mapsto \chi(K^{x}_{\nu}).
\]

(2)
The EC curve tracks the evolution of the EC up to (and including) the largest subcomplex of \( K_x^\nu \) contained in the sublevel set \( r_{\nu}^{-1}((-\infty, x]) \). See Figure 2(a) for an illustrative example of the evolution of the EC on the two-dimensional contour of a hand. Here, the direction is the horizontal direction to the right of the \( y \)-axis. The value of the EC changes as the sweep over the palm first reveals the thumb, and then the separation between the ring and pinky fingers, followed very shortly by the separation between the index and middle fingers, and so on. The EC curve of this filtration is plotted in Figure 2(b).

The same rotational summary technique of the PHT may be adapted to ECs as follows.

**Definition 3** (Previously in [13]). In considering a directional sweep over the surface of the sphere \( S^{d-1} \), and calculating the corresponding EC curves \( \chi^K_\nu \) of the finite simplicial complex representations \( K_\nu \) for every direction \( \nu \in S^{d-1} \), the **Euler characteristic transform (ECT)** is defined as follows:

\[
\text{ECT}(K) : S^{d-1} \to \mathbb{Z}^\mathbb{R} \\
\nu \mapsto \chi(K_\nu).
\] (3)

In other words, the ECT of a shape collects EC curves of the shape, over all directions on the surface of the sphere.

The EC curve in Equation (2) and its corresponding ECT in Equation (3) are piecewise constant, integer-valued functions. These discontinuities can affect the stability of this representation (e.g. see Figure 2(b) where there are sharp jumps in the curve). We therefore propose a reformulation of Equation (3) that allows for a type of summary that can be used in a wider range of statistical analyses. We do this by smoothing a centered variant of function. The centered variant is given by taking the mean of curve \( \chi^K_\nu \) over \([a_\nu, b_\nu]\) and subtracting it from the EC \( \chi^K_\nu(x) \) at every \( x \in [a_\nu, b_\nu] \). This produces a centered EC curve in the direction \( \nu \in S^{d-1} \),

\[
Z^K_\nu : [a_\nu, b_\nu] \to \mathbb{R} \\
x \mapsto \chi^K_\nu(x) - \bar{\chi}^{K_\nu}.
\] (4)

We set the value of \( Z^K_\nu \) to be zero outside the interval \([a_\nu, b_\nu]\) by default. Integrating the curve gives the following smoothed construct.

**Definition 4.** The **centered, cumulative Euler characteristic curve** or **smooth Euler characteristic curve (SEC)**, for a fixed direction \( \nu \in S^{d-1} \), is defined for all \( y \in \mathbb{R} \) as

\[
\text{SEC}(K) : \mathbb{R} \to \mathbb{L}^2 \\
F^K_\nu(y) := \int_{-\infty}^y Z^K_\nu(x) \, dx.
\] (5)

The SEC is a continuous, piecewise linear function with compact support \([a_\nu, b_\nu]\) by construction. Therefore, it is an element of the Hilbert space \( \mathbb{L}^2 \) of square integrable functions on \( \mathbb{R} \). The counterpart to Figure 2(b), smoothed by the procedure described above resulting in the SEC, is visually illustrated in Figure 2(c). We now formally define the smooth Euler characteristic transform.

**Definition 5.** The **smooth Euler characteristic transform (SECT)** for a simplicial complex \( K \) of a shape \( M \subset \mathbb{R}^d \), with \( d = \{2, 3\} \), is the map

\[
\text{SECT}(K) : S^{d-1} \to \mathbb{L}^2[a_\nu, b_\nu] \\
\nu \mapsto F^K_\nu(b_\nu).
\] (6)

for all \( \nu \in S^{d-1} \). Each curve \( F^K_\nu \) is also an element in the Hilbert space \( \mathbb{L}^2 \). The following metric can therefore be used to define distances between two simplicial complexes (discrete shape representations) \( K_1 \) and \( K_2 \),

\[
\text{dist}_{\text{SECT}}^{\mathbb{L}^2}(K_1, K_2) := \left( \int_{S^{d-1}} \| F^K_{\nu_1} - F^K_{\nu_2} \|^2 \, d\nu \right)^{1/2}.
\] (7)
The advantage of the SECT over the PHT is that SECT summaries are a collection of curves and have a Hilbert space structure. This means that their structure allows for quantitative comparisons using the full scope of functional and nonparametric statistical methodology. The SECT is also an injective map and the following corollary is an immediate consequence of previous results [13].

**Corollary 1.** The smooth Euler characteristic transform is injective for two- and three-dimensional shapes, i.e. when the domain is \( M_{d-1} \) for \( d = \{2, 3\} \).

The injective property of the SECT suggests that it concisely summarizes the original shape data. Mathematically, the SECT maps between the space of all shapes with a finite simplicial complex representation \( M_{d-1} \) and the Hilbert space \( L^2 \). Thus, injectivity between these two spaces means that for a given SECT statistic in \( L^2 \), there is a (unique) corresponding shape with some finite complex representation in \( M_{d-1} \). However, note that enough directions \( \nu \in S^{d-1} \) must be taken for this corollary to hold since, for any one fixed direction, it is not true that the EC curve (upon which the SECT construction depends) is injective. An illustration of this fact is depicted in Figure S3. To determine the number of directions to use in practice, we perform a sensitivity analysis with many different combinations of numbers of directions and sublevel sets. In our application of interest and case study, we find prediction results (with SECT features as predictor variables) to be reasonably robust to our final choice of numerical parameters.

**Small Note on Information Loss.** Based on its homological definition and filtration (defined by a height function), the SECT will always capture all topological and integral geometric (i.e. size) information about a shape. However, there are instances where information about texture-based features may not be captured in the SECT summary statistic. Intuitively, this is dependent upon the granularity of the filtration defined by the height function. In theory, a continuous height function would mitigate this issue, but this is difficult to implement in practice. As a result, coarse filtrations with too few sublevel sets will cause the SECT to miss or “step over” very local undulations in a shape. In the context of our GBM case study, this can occur if a particular tumor is made up of small focal lesions that are collectively important in explaining survival outcomes. For those cases, we would not observe this variance and presumably suffer from predictive performance.

### 3 Functional Regression Models with Tumor Shape Information as Covariates

In the previous section, we formally specified the SECT which allows us to map shapes into a space that: (i) is represented by collection of curves, and (ii) has a well-defined inner product structure. We will now discuss how functional data analysis (FDA) is a particularly suitable framework to specify a general regression model that uses tumor shape information (in the form of topological summary statistics, captured by the SECT) as covariates. The goal of FDA is to model data that are continuous functions (e.g. curves, response surfaces, or images) [24–28]. The key idea here is that these functions can be considered as elements in a Hilbert space for which one can specify statistical models using stochastic processes [29–32]. In this paper, we will use a class of stochastic processes that is often referred to as Gaussian processes (GPs) [33–35].

#### 3.1 Gaussian Process Regression

Denote the shape information (i.e. SECT representation) of a GBM MRI scan as \( F(t) = \{F_{\nu}\}_{\nu=1}^m \) measured over \( m \) directions. A functional linear model considers a continuous response variable \( y \) and covariates that are square integrable functions \( F(t) \) on the real interval \( T \), where \( t \in T \) under the following
parametric form [24],

\[ y = (F(t), \alpha(t)) + \varepsilon, \quad \varepsilon \sim \mathcal{N}(0, \tau^2 I), \]

where the residual noise \( \varepsilon \) is assumed to follow a multivariate normal distribution with mean zero and scaled variance parameter \( \tau^2 \), and \( I \) is used to denote the identity matrix. Notice that similar to traditional linear regression models, \( \alpha(t) \) is an unknown smooth parameter function that is now square integrable on the domain \( T \), and \( (\bullet, \bullet) \) denotes a well-defined inner product. In the context of our radiomic case study, the assumption of a linear relationship between the response variable \( y \) and functional covariates \( F(t) \) may be too restrictive. For example, when modeling the topological landscape of brain tumors (as we will do in Section 4), it is reasonable to assume that interactions between modes of brain activity extend well beyond additivity [36]. As a result, we formulate a general functional regression model that has the flexibility to incorporate possible nonlinear interactions. The methodology we use is Gaussian process (GP) regression.

There are two key characteristics of a GP regression model. The first key element is a positive definite covariance function, \( \sigma : \mathbb{L}^2 \times \mathbb{L}^2 \rightarrow \mathbb{R} \), where again \( \mathbb{L}^2 \) is the Hilbert space of the SECT functional covariates such that \( F(t) \in \mathbb{L}^2 \). The second key element is the reproducing kernel Hilbert space (RKHS) that is induced by the covariance function. Given the eigenfunctions \( \{\psi_l\}_{l=1}^{\infty} \) and eigenvalues \( \{\lambda_l\}_{l=1}^{\infty} \) of the finite integral operator defined by the covariance function [37], we have

\[
\int_T \sigma(u, v) d(u, v) < \infty, \quad \lambda_l \psi_l(u) = \int_T \sigma(u, v) \psi_l(v) dv,
\]

where \( u = u(t) \) and \( v = v(t) \), and an RKHS can be formally defined as the closure of a linear combination of basis functions \( \{\sqrt{\lambda_l} \psi_l(v)\}_{l=1}^{\infty} \) [34]. One may conduct inference in an RKHS by assuming a Gaussian process prior distribution over the functional covariates directly [38],

\[
f(F_i(t)) \sim \mathcal{GP}(\mu(F_i(t)), \sigma(F_i(t), F_j(t))), \quad i, j = 1, \ldots, n \tag{8}
\]

where \( f(\bullet) \) is a smooth operator from \( \mathbb{L}^2 \) to \( \mathbb{R} \) that is completely specified by its mean function and positive definite covariance function, \( \mu(\bullet) \) and \( \sigma(\bullet, \bullet) \), respectively. Recall from Section 2 that, in practical applications, there are a finite number of observed topological summary statistics taken from a given geometric object. Therefore, if we condition on these finite set of locations, the prior distribution in (8) may be represented as multivariate normal [39]. Consider the following joint “weight-space” probabilistic regression model to complete our specification [38],

\[
y = f + \varepsilon, \quad f \sim \mathcal{N}(0, \Sigma(F(t), F(t))), \quad \varepsilon \sim \mathcal{N}(0, \tau^2 I), \tag{9}
\]

where \( f = [f(F_1(t)), \ldots, f(F_n(t))]^T \) is now assumed to come from a multivariate normal with mean \( 0 \) (for simplicity) and covariance matrix \( \Sigma(F(t), F(t)) \).

### 3.2 Posterior Predictive Inference

We now formally describe how to conduct posterior predictive inferences on clinical phenotypic traits for unobserved patients. Assume that we have received a set of new brain tumors and have computed their corresponding topological summary statistics \( F^*(t) \). Under the prior in Equation (8), we can write the joint distribution between the observed patient responses \( (y) \) and the function values taken at the test images \( (f^*) \) as

\[
\left( \begin{array}{c} y \\ f^* \end{array} \right) \sim \mathcal{N} \left( \begin{array}{c} 0 \\ \Sigma(F(t), F(t)) + \tau^2 I \end{array}, \begin{bmatrix} \Sigma(F(t), F(t)) + \tau^2 I & \Sigma(F(t), F^*(t)) \\ \Sigma(F^*(t), F(t)) & \Sigma(F^*(t), F^*(t)) \end{bmatrix} \right). \tag{10}
\]
Intuitively, if we train the model on \( n \) tumors and there are \( n^* \) test images, then \( \Sigma(F(t), F^*(t)) \) results in an \( n \times n^* \) matrix of covariances between each of the training and testing points. Similar interpretations also hold for other covariance entries as well. Deriving the conditional distributions for Equation (10) then results in a multivariate normal posterior predictive distribution for the test shape smooth operators \( f^* | y \sim N(\mu^*, \Sigma^*) \), where

\[
\mu^* = \Sigma(F^*(t), F(t)) [\Sigma(F(t), F(t)) + \tau^2 I]^{-1} y \\
\Sigma^* = \Sigma(F^*(t), F^*(t)) - \Sigma(F^*(t), F(t)) [\Sigma(F(t), F(t)) + \tau^2 I]^{-1} \Sigma(F(t), F^*(t)).
\]

(11)

Note that in many applications, covariance functions can be indexed by a bandwidth or length-scale parameter \( \theta, \sigma_\theta(u, v) \). For example, the Gaussian kernel can be specified as \( \sigma_\theta(u, v) = \exp\{-\|u - v\|^2/2\theta\} \). This bandwidth parameter can be inferred; however, posterior inference over \( \theta \) is slow, complicated, and often mixes poorly [40]. For simplicity, we will work with a fixed bandwidth that is chosen via 10-fold cross validation.

4 Predicting Clinical Outcomes in Glioblastoma

To fully illustrate the statistical utility of tumor images (captured by the SECT topological summary statistic), we apply the GP regression model to a GBM radiomic study with two measured clinical outcomes: disease free survival (DFS) and overall survival (OS). Some recent work in radiomics has confirmed the utility of imaging data in GBM research. These efforts suggest that the inclusion of shape information improves both the prediction of patient survival outcomes, as well as the classification of tumor subtypes [41–44]. It is important to distinguish, however, that most of these previous studies were limited to gross spatial features of cancer images (e.g. the presence of multifocal tumors, the location of recurrent lesions, or crude volumetric calculations). The SECT offers a novel contribution to radiomic research as a topological representation of imaging data. In this section, we will specifically assess whether topological features are better predictors of DFS and OS prognoses than three other tumor characteristics: (i) gene expression, (ii) tumor morphometry, and (iii) tumor geometry.

4.1 Genomic and Radiomic Data

Magnetic resonance images (MRIs) of primary GBM tumors were collected from \( n = 48 \) patients archived by The Cancer Imaging Archive (TCIA) [2, 3], which is a publicly accessible data repository containing medical images of cancer patients with matched genomic and clinical data collected by The Cancer Genome Atlas (TCGA) [4]. These patients were selected based on two sets of criteria, namely: (i) individuals had post-contrast T1 axial (transverse) MRIs taken at the time of their diagnosis, and (ii) these patients have matching (mRNA) gene expression data and clinical correlates (e.g. recorded DFS and OS) that are publicly available [45, 46]. There are three key factors that influenced our decision to use this particular subset of samples. First, the T1-weighted MRI with gadolinium contrast is one of the most commonly-used imaging modalities and is often implemented to assay lesions with vascular activity [47]. Second, axial (transverse) slices were considered as this was the most common representation in TCIA database and resulted in the dataset with the most observations. Third, exclusively using MRIs taken at the time of diagnosis allowed us to avoid any potential confounding factors related to treatment-specific effects that may alter postoperative imaging and/or genomic profiles [44].

Each collection of patient MRIs consisted of approximately 23-25 segmented slices of two-dimensional grayscale images (with the exact numbers varying between patients). We segment these images with the computer-assisted program MITKats to extract tumor lesions from the surrounding brain tissue [48]. Briefly, this algorithm first converts MRI images to a grayscale, and then thresholds to generate binary images. Morphological segmentation is then applied to delineate connected components. This is done by
selecting contours corresponding to enhanced tumor lesions, which are lighter than healthy brain tissue. For instance, necrosis (or $H_1$ or $H_2$ homology as described above in Section 2.2) presents as dark regions nested within the indicated lesion. An example of a raw image obtained from TCIA, along with its corresponding segmentation, is given in Figure S4.

From these segmented images, we collect three types of tumor shape information: morphometric features, geometric measurements, and topological summary statistics. Here, we use the same morphometric features outlined in previous imaging studies [49,50] (see listed references for specific details on extraction and computation). The final data set consisted of these 212 morphometric predictors corresponding to shape and texture, including cellularity skewness, cytoplasm intensity, nucleus texture, nucleus curvature, and median edge length. We also consider 5 tumor geometric measures. The first is the enhancing volume for each MRI slice, which is summed over lesions in the multifocal case. The other geometric measurements are the core volume of the enhancing and necrotic regions, the longest lesion diameter, and the shape factor of the tumor. For the purposes of this study, we define the shape factor to be the longest lesion diameter divided by the diameter of a sphere with the same volume. Lastly, when computing topological summary statistics, we use 100 sublevel sets per slice and compute a different EC curve for 72 directions evenly sampled over the interval $[0, 2\pi]$. After concatenation, this results in 7200-dimensional vectors for each patient. Averaging over these curves for each direction gives the proposed smooth EC statistics. It is well known that reconstructing 3D brain tissue (and corresponding tumors) from 2D slices is a nontrivial task [51–53]. Moreover, in the context of our case study, it is not guaranteed that the space in-between individual slices will be the same for each patient. Therefore, we aggregate topological summaries across slices for each direction as a proxy for rotating (accurate) 3D representations of each tumor. Example SECT summary statistics for a segmented tumor are depicted in Figure 3.

Lastly, we use matched mRNA gene expression levels of the preselected TCGA samples as a baseline data source. Following specific preprocessing steps from other genomic studies [54], we use the robust multiarray average (RMA) normalization procedure to correct for potential lab-based batch effects and other potential confounders [55]. This resulted in a final data set consisting of 8725 genes, which also passed a pre-specified hybridization accuracy threshold and showed reasonably varying expression across the assay.

### 4.2 Prediction Results

We now compare the each data type’s ability to predict two clinical outcomes: disease free survival (DFS) and overall survival (OS). Briefly, DFS is the period after a successful treatment during which there are no signs or symptoms of the cancer, while OS is tabulated as the entire period after the initial treatment where the patient is still alive. It is worth noting that DFS is more commonly used over OS in adjuvant cancer clinical trials because it offers earlier presentation of data [56]. This stems from the idea that events due to disease recurrence occur earlier than death from disease, thus resulting in a cleaner signal [57].

Each tumor feature type is modeled with the GP regression model detailed in Section 3. In the context of this application, every patient in the data has an official death time. Hence, there is no need for a right-censored analysis or Cox-based methods [58–60]. We use two types of metrics to assess prediction accuracy: (i) the squared correlation coefficient ($R^2$), and (ii) the frequency for which a given data type exhibits the greatest $R^2$, which we denote as Optimal%. When analyzing each outcome, we randomly split the data 1000 different times into 80% training and 20% out-of-sample test sets. In each case, the survival times are centered and scaled to have mean 0 and variance 1 to facilitate the interpretation of results. In order to illustrate the robustness of the SECT, we apply the GP regression framework using three different covariance functions. The goal is to show that the power of the SECT summary statistic is robust to this choice. Here, suppose that $u$ and $v$ are two different covariate vectors. We consider the linear (gram) kernel $\sigma(u,v) = u^Tv/p$, where $p$ is the length of the feature vector for a given data type; the Gaussian kernel $\sigma_\theta(u,v) = \exp\{-||u-v||^2/\theta\}$; and the Cauchy kernel $\sigma_\theta(u,v) = (1+\theta||u-v||^2)^{-1}$. As previously
mentioned, the last two functions are indexed by a bandwidth or length-scale parameter $\theta$, which we select via 10-fold cross-validation over the grid $[0.1,10]$ with step sizes equal to 0.1. Briefly, a value of 0 denotes a rigid function, while 10 represents a smoothed estimator. In Table 1, we present the mean $R^2$ and corresponding standard errors across testing splits to show how each tumor characteristic performs while taking into account variability. This table also lists the estimated bandwidths that generated these results.

Overall, our study shows that SECT topological summaries result in the most accurate predictions for survival—particularly for DFS. For example, using the Cauchy kernel function with SECT features resulted in the greatest $R^2$ for both DFS and OS at 0.237 and 0.158, respectively. This led to the SECT being the optimal tumor characteristic 40.5% of the time for DFS and 36.5% of the time for OS. There are a few possible explanations for these results. First and foremost, gene expression is known to be highly variable, particularly in GBM [61]. Second, volumetric-based measurements only detail information about tumor size, but this information is likely not enough to be an effective predictor of patient survival on its own. Instead, one could imagine the geometry of a tumor being more useful when paired with the spatial location of lesions; hence, better detailing the severity of the shape. Conversely, morphometric features describe more focal-based characteristics of malignancies. This attention to texture causes more global information about the tumor to be missed.

These predictive results may also be due to the nature of the clinical outcomes that we chose to model. As previously mentioned, DFS is a prognostic measure of cancer recurrence and corresponds to the reappearance of the disease after initial treatment. This correlate can often be better defined than OS, where the cause of a patient’s death may not necessarily be due to cancer-based complications. Indeed, each of the tumor characteristics that we consider generally perform better when predicting DFS versus OS (see Table 1). Nonetheless, measurements that provided detailed information about one particular aspect of the disease (e.g. volumetric and morphometric quantities) are not as relevant as those that aim to illustrate a more comprehensive view. Thus, topological features are effective predictors as they provide some notion about both the size and texture of tumors.

4.3 MRI Specific Consequences on Results

In our application, the robustness of the SECT to choice of metric is particularly relevant because the geometric structure of the brain is known to be fibrous—meaning that the brain is made up of, and connected by, cerebral fiber pathways [62]. This brings into question the validity of assuming the usual Euclidean metric when quantifying shape. Both volumetric and morphometric analyses require the specification of a metric and, in the case where the usual assumption of a Euclidean measure does not apply, an appropriate one must be constructed. This is not always a straightforward task. Moreover, in fibrous settings, there is also the possibility for the further requirement of defining a geodesic. Examining topological properties, as opposed to metric-based properties, bypasses these technical difficulties. Altogether, incorporating a topological measure that is not based on a metric results in the flexibility to compare tumors of different sizes more seamlessly. Subsequently, this also implicitly allows for comparisons between different stages of the disease without needing to account for time of progression. We hypothesize that these flexible characteristics also contribute to the SECT being a better predictor of prognosis and survival.

4.4 More Biological Implications

One key implication from our results in DFS is that there possibly exist correlations between the topology of tumors and the molecular heterogeneity arising from the activation of different recurrence mechanisms. An example of this relationship occurs in (multifocal) tumors where lesions on opposite hemispheres of the brain originate from the same oncogenic effects, but events like therapeutic resistance or cancer recurrence happen in only one hemisphere. This variation can be clinically relevant. It was recently proposed that these type of topologically-based traits are linked to the mutation status of certain oncogenic relapse drivers [63]. Hence, there is growing evidence that potential pathways of progression in GBM should go
beyond the simple consideration of physical proximity (i.e. closeness in a geometric sense). For instance, a particular path to recurrence in GBM may be due to ambient effects inherent to a particular hemisphere of the brain. The prediction results we present in this work suggest that the topological features extracted by the SECT may be better than simple geometric summaries at providing insight into biological phenomena at the molecular level.

5 Discussion

In this paper, we sought to quantify images of GBM tumors given by MRIs for statistical analyses and to demonstrate the clinical relevance of this information. To this end, we developed a topological summary statistic transform which maps shapes into a space that admits an inner product structure that is amenable to standard functional and nonlinear regression models. We then used our summary transform to predict the survival of GBM patients using our specified functional Gaussian process regression model. In this study, we compared the predictive accuracy using both molecular biomarkers and shape covariates. The SECT was shown to explain more of the variance in DFS of patients than all other covariates in a wide variety of models defined by various kernel functions. For the Gaussian and Cauchy kernels, in particular, the SECT outperformed the other measures in accounting for the variance in both DFS and OS.

Despite these results, several interesting future directions and open questions still remain. For example, in the current study, we focus solely on measuring how well topological features predict survival. Many studies in the radiomics space use deep learning approaches for accurate classification and prediction-based tasks [64–67]. Unfortunately, in this work, we did not have access to data with large enough sample sizes for the effective training of neural networks. However, in the future, it would be useful to see how our topological summary statistics may be integrated within deep learning frameworks. To ensure power, utilizing protected data from current consortium studies with a large number of participants would be of high interest [68–70]. Moving away from prediction, it would also be useful to infer which particular spatial regions of the tumor are most relevant to clinical outcomes. Recent variable selection approaches for kernel-based methods can be used to infer the directions and segments of the Euler curves that are most relevant [71,72]. In this case, an important open problem is having the ability to recover, or partially reconstruct, a shape based on significant SECT summary statistics. Similarly, the distance measure for the SECT stated in Equation (7) provides a framework for comparing the shapes of tumors, and correlating geometric properties with molecular and clinical features. Understanding the relationship between therapeutic strategies, signaling pathway dependence, and tumor shapes would provide useful information about different forms of GBM and their etiologies. We conjecture that greater general knowledge about tumor shape may help in distinguishing true progression from pseudoprogression. Here, progression refers to the growth of the tumor itself, while a pseudoprogressing tumor has been infiltrated by immune cells and other factors.

Data Availability

The results shown here are in whole or part based upon data generated by the TCGA Research Network (http://cancergenome.nih.gov/). DICOM formatted MRI scans and patient clinical information were taken directly from the TCIA web portal (https://wiki.cancerimagingarchive.net/display/Public/TCGA-GBM). Matched molecular data were downloaded directly from the Genomic Data Commons (GDC) by selecting the RNA-Seq tab option (https://portal.gdc.cancer.gov/projects/TCGA-GBM). Shape-based summary statistics necessary for replicating this study (i.e. the segmented tumor images, the volumetric measurements, morphometric data, and topological summary statistics) are also publicly available on the SECT GitHub repository.
Software Availability

Software to compute the SECT from images and fit the Gaussian process regression model is publicly available in both R and MATLAB code, and located on the repository https://github.com/lorinanthonylorinanthonylorinanthon/SECT. The MRI images were segmented using the Medical Imaging Interaction Toolkit with augmented tools for segmentation (MITKats), which was written C++ and is located at https://github.com/RabadanLab/MITKats [48].
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Appendix

In this section, we provide more formal details on the mathematics underlying the concepts of persistent homology and topological data analysis (TDA) for shapes and images. For a complete discussion on theory in TDA and applied topology, the interested reader may refer to a detailed literature (e.g. [73–75]).

Homology, Simplicial Complexes, and Persistence

Homology groups provide an algebraic structure to study holes in a topological space. Such holes are captured indirectly by considering what surrounds them. In other words, homology is concerned with studying the boundaries of holes. The fundamental property underlying homology is that the boundary of a boundary is necessarily zero. Algebraicity of such a study refers to group operations and maps that relate topologically-meaningful subsets of a space with one another. In discretizing a general topological space in terms of simplices, and thus studying its simplicial homology, the underlying object of study is a simplicial complex. This is the context from which we work in this paper, and what will be described in detail in this section.

A \( k \)-simplex is the convex hull of \( k + 1 \) affine independent points \( v_0, v_1, \ldots, v_k \), and is denoted by \( \sigma = [v_0, v_1, \ldots, v_k] \). Examples of \( k \)-simplices are points, lines, and triangles. The 0-simplex \([v_0]\) is the vertex \( v_0 \); the 1-simplex \([v_0, v_1]\) is the edge between the vertices \( v_0 \) and \( v_1 \); and the 2-simplex \([v_0, v_1, v_2]\) is the triangle bordered by the edges \([v_0, v_1], [v_1, v_2] \) and \([v_0, v_2]\).

Definition A1. A geometric simplicial complex \( K \) is a countable set of simplices such that:

1. Every face of a simplex in \( K \) is also in \( K \);
2. If two \( k \)-simplices \( \sigma_1, \sigma_2 \) are in \( K \), then their intersection is either empty or a face of both \( \sigma_1 \) and \( \sigma_2 \).

Fix a dimension \( k \) and a field \( \mathbb{F} \). Given a shape \( M \) with a finite simplicial complex representation (mesh) \( K \), a simplicial \( k \)-chain is a linear combination of \( k \)-simplices \( \sum c_k \sigma_k \), where \( c_k \in \mathbb{F} \) and \( \sigma_k \in K \). Here, the sum is taken over all possible \( k \)-simplices. Denote the set of all such \( k \)-chains by \( C_k(K) \). These \( k \)-chains may be added (given \( c = \sum c_k \sigma_k \) and \( d = \sum d_k \sigma_k \), with \( c + d := \sum (c_k + d_k) \sigma_k \)) and multiplied by scalars. Thus, \( C_k(K) \) is a vector space over \( \mathbb{F} \) of \( k \)-chains in \( K \), and the set of \( k \)-simplices forms a canonical basis for \( C_k(K) \).

The theory and results developed in this paper rely on the simplifying assumption that \( \mathbb{F} \) is the binary field \( \mathbb{Z}_2 = \mathbb{Z}/2\mathbb{Z} \). In this case, a \( k \)-chain is a collection of \( k \)-simplices, and the boundary of a \( k \)-simplex is the sum of its \((k-1)\)-dimensional faces. Let \( \sigma = [v_0, v_1, \ldots, v_k] \) denote the simplex spanned by the specified vertices. The boundary map \( \partial_k : C_k(K) \to C_{k-1}(K) \) maps a \( k \)-chain to a \((k-1)\)-chain, and is given by

\[
\partial_k([v_0, v_1, \ldots, v_k]) = \sum_{j=0}^{k} [v_0, \ldots, v_{j}, \ldots, v_k]
\]

with linear extension, where \( v_{-j} \) specifies that the \( j \)-th element is dropped. Elements of \( B_k(K) := \text{im} \partial_{k+1} \) are called boundaries, and elements of \( Z_k(K) := \ker \partial_k \) are called cycles.

Definition A2. The \( k \)-th homology group of \( M \) is defined by the quotient group

\[
H_k(K) := Z_k(K)/B_k(K).
\]

The intuition behind a homology group is that it contains information about the structure of \( K \). The zeroth homology group \( H_0(X) \) is generated by elements that represent connected components of \( X \). For example, if \( X \) has three connected components, then \( H_0(X) \cong \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \), where \( \cong \) here denotes
group isomorphism. For $k \geq 1$, the $k$-th homology group $H_k(X)$ is generated by elements representing $k$-dimensional "holes" or "loops" in $X$. A $k$-dimensional hole can be thought of as the result of taking the boundary of a $(k+1)$-dimensional body. The ranks of the homology groups (i.e. the number of generators) are called the Betti numbers, and are denoted by $\beta_k(X) := \text{rank}(H_k(X))$. The notation $H_s(X)$ refers to all the homology groups simultaneously. In Figure S5, we display the homology of a torus constructed from a simplicial complex.

**Persistent Homology**

A filtration of simplicial complexes $\mathcal{K}$ is an indexed, nested family of spaces $\mathcal{K} = \{K_s\}_{s=0}^\infty$ such that $K_{s_1} \subseteq K_{s_2}$ if $s_1 < s_2$. As the parameter $s$ increases, the homology of the spaces $K_s$ may change (e.g. components are added and merged, cycles are formed and filled up). Examples of two different filtrations are given in Figures 1 and S6. The former illustrates a filtration by height function where the topological structure, in terms of simplicial homology, is revealed at the level of maximal height as $s = x$ increases in the vertical direction $\nu$. The latter illustrates a filtration by radius: the sample points from the space are taken to be centers of balls while the radius $s = \epsilon$ grows from 0 to $\infty$. Overlapping balls are replaced by a $k$-simplex, depending on the degree of overlap: two overlapping balls are replaced by an edge, three overlapping balls are replaced by a face or triangle, and so on. Formally known as the Vietoris–Rips filtration, this procedure reveals the topological structure in terms of simplicial homology.

The persistent homology of $\mathcal{K}$ is denoted by $\text{PH}_*(\mathcal{K})$ and keeps track of the progression of homology groups generated by the filtration. More specifically, the persistent homology contains the information about the homology of the individual spaces $\{K_s\}$, as well as the mappings between the homology of $K_{s_1}$ and $K_{s_2}$ for every $s_1 < s_2$. Note that persistent homology is also equivalently referred to as persistence.

**Definition A3.** Let $K$ be a filtered simplicial complex with $K_1 \subset K_2 \subset \cdots \subset K_S = K$. The $k$-th persistence module derived in homology, or $k$-th persistent homology, of $K$ is

$$\text{PH}_k(K) := \{H_k(K_s)\}_{1 \leq s \leq S} \text{ with } \{\varphi_{s_1,s_2}\}_{1 \leq s_1 \leq s_2 \leq S},$$

where each linear map $\varphi_{s_1,s_2} : H_k(K_{s_1}) \to H_k(K_{s_2})$ is induced by the inclusion $K_{s_1} \hookrightarrow K_{s_2}$ for all $s_1, s_2 \in [1,S]$ with $s_1 \leq s_2$.

Intuitively, the main idea behind persistent homology is to study homology across multiple scales. Rather than restricting ourselves to only one instance of a space, in persistent homology, we study the evolution of the topological structure over a filtration of the entire space. This amounts to beginning with a rigid proximity rule connecting observed data points, and then continuously relaxing this rule whilst studying the corresponding topological progression.

**Barcodes and Persistence Diagrams**

The persistence of the data is encoded in parameterizations of homology groups known as barcodes—collections of intervals corresponding to the lifetimes of topological features. The left endpoint of a bar is the birth time of an element in $\text{PH}_1(\mathcal{K})$ and can be thought of as the value of $s$ where this element appears for the first time. Conversely, the right endpoint of a bar is the death time and represents the value of $s$ where an element vanishes, or merges with another existing element. The convention in studying merging features is to retain and treat the feature that appeared first as if it were continuing its existence beyond the merge event.

Figure S6 illustrates the idea behind persistent homology and provides an example of a barcode [73]. In this example, $\epsilon$ corresponds to the filtration parameter value. The filtration is illustrated in the upper panels in the evolution of the simplicial complex in terms of vertices, edges, and faces that are formed with the progression of $\epsilon$. Here, the $H_0$ homology captures connected components; $H_1$ captures cycles.
whose boundaries are formed by edges between vertices; and $H_2$ captures cycles with boundaries formed by faces. The dashed lines extending from the panels capture instances of the filtration, and link to the bars representing the topological features at particular values of $\epsilon$. As $\epsilon$ progresses, we see connected components merge, cycles form, and fill up. The barcode summarizes the lifetimes of all topological features, classified by their homology groups, in this process.

Barcodes can thus be considered as summary statistics of the data generating process, in the form of collections of intervals. This information can alternatively be represented by a persistence diagram, which takes the birth and death times of each bar in a barcode as an ordered pair $(x, y)$ and produces a scatterplot. This provides an alternative multi-scale topological summary of the shape or surface. In a persistence diagram, the points lie in $\mathbb{R}^2_{\geq 0}$ and all the points on the diagonal $x = y$ have infinite multiplicity. The diagonal is included to allow for well-defined metrics on the space of persistence diagrams (or barcodes).

Since summary statistics are direct parallels to the invariants of a topological space, considering such topological approaches in data analysis is an intuitive way of reducing dimensionality in high-dimensional statistical problems (i.e. where the number of predictors is far greater than the number of observations).
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Figures and Tables

Figure 1. Demonstrating a filtration by height (as a function of $x$) in the vertical direction $\nu$ of a simplicial complex $K$. The inclusions ($\subseteq$; from left to right) indicate the evolution of $K$ with the filtration depicted by the hash marks (from the bottom to top) on the $y$-axis, where each element (i.e. vertex, edge, and face) is included at its maximal height $x$ in the vertical direction $\nu$, as given in Equation (1) from Section 2.3. Starting from the lefthand side, the vertex $v_0$ is first added and it remains present in each subsequent inclusion, while the vertex $v_1$ emerges during the second inclusion and then remains. Similarly, the edge $v_0v_2$ connecting vertices $v_0$ and $v_2$ appears at the third inclusion, and the face $\langle v_0v_2v_3 \rangle$ forms at the fourth. Altogether, according to these inclusions, the collection of vertices in $K$ are shown to evolve as follows: (i) $\langle v_0 \rangle$; (ii) $\langle v_0, v_1 \rangle$; (iii) $\langle v_0, v_1, v_2 \rangle$; (iv) $\langle v_0, v_1, v_2, v_4 \rangle$; (v) $\langle v_0, v_1, v_2, v_3, v_4 \rangle$; and at the final inclusion, (vi) $\langle v_0, v_1, v_2, v_3, v_4, v_5 \rangle$. Similarly, the collection of edges in $K$ is said to evolve as follows: $\langle v_0v_2 \rangle$ appears at the third, $\langle v_0v_2, v_0v_3, v_2v_3 \rangle$ emerges at the fifth; and $\langle v_0v_2, v_0v_3, v_2v_3, v_1v_5, v_3v_5 \rangle$ forms at the final inclusion. This evolution of vertices, edges, and faces forms (persistence) vector spaces of $i$-chains, and may be written as such for concise notation (see the Appendix for further details). A version of this figure has been previously published [13].
Figure 2. Example illustrating the evolutionary tracking of topological features for a given shape. Figure (a) displays a 2D contour of a hand, for which the Euler characteristic (EC) is calculated and tracked with respect to a horizontal filtration. Figure (b) shows the Euler characteristic curve of the 2D contour. At the leftmost filtration level on the x-axis, the EC value is equal to 1 on the y-axis. This indicates one connected component corresponding to the thumb in the hand. Just before level -0.05, the index finger appears, which increases the value of the EC to 2. Figure (c) illustrates the corresponding smooth Euler characteristic (SEC) curve. This found by taking the mean value of the EC curve in (b), subtracting it from every point along the x-axis, and integrating over the range of extremal heights (see Section 2.3). Since there are no holes in a hand, the EC reduces to the sum of connected components as they appear with the filtration. A version of this figure has been previously published [13].

Figure 3. Example of a segmented tumor (on the left) with its corresponding SECT curves (on the right). On the right side, we illustrate the curves for directions $\nu = 1$, 36, and 72, respectively. The x-axis shows the number of sublevel sets (i.e. steps) as the filtration progresses, which we fix to be 100 per slice. In the radiomic prediction analysis, all 72 curves are concatenated together to create a 7200-dimensional covariate vector for the patient.
Table 1. Detailed results for predicting disease free survival (DFS) and overall survival (OS) using Gaussian process regression models defined by the linear, Gaussian, and Cauchy covariance functions, respectively. For each model fit, we consider the predictive utility of four different genomic data types: gene expression, tumor morphometry, tumor geometry, and the proposed smooth Euler characteristic transform (SECT). Assessment is carried out by using the predictive squared correlation coefficient ($R^2$), where larger numbers indicate better performance. We also use Optimal% to denote the percentage of the time that a model exhibits the greatest $R^2$. All values in bold represent the best method in these two assessment categories. These values are based on 1000 random 80-20 splits for each clinical outcome. Standard errors for each model are given in the parentheses. Lastly, we give estimates for the bandwidth or length-scale parameter $\hat{\theta}$ used to compute each kernel function. Note that $\hat{\theta}$ was found by using 10-fold cross-validation over the grid [0.1,10] with step sizes equal to 0.1.

| Covariance Function(s) | Data Type   | Disease Free Survival (DFS) | Overall Survival (OS) |
|------------------------|-------------|-----------------------------|-----------------------|
|                        |             | $R^2$ | Optimal% | $\hat{\theta}$ | $R^2$ | Optimal% | $\hat{\theta}$ |
| Linear Kernel          | Gene Expression | 0.097 (0.013) | 18.1% | — | 0.075 (0.01) | 18.4% | — |
|                        | Morphometrics | 0.133 (0.015) | 23.6% | — | 0.127 (0.015) | 33.9% | — |
|                        | Geometrics   | 0.137 (0.017) | 23.9% | — | 0.100 (0.012) | 23.2% | — |
|                        | SECT        | 0.198 (0.023) | 34.4% | — | 0.097 (0.012) | 24.5% | — |
| Gaussian Kernel        | Gene Expression | 0.129 (0.015) | 23.6% | 4.3 | 0.082 (0.011) | 16.2% | 10 |
|                        | Morphometrics | 0.113 (0.013) | 16.3% | 0.1 | 0.113 (0.012) | 22.3% | 4.0 |
|                        | Geometrics   | 0.154 (0.018) | 21.1% | 5.2 | 0.102 (0.013) | 22.3% | 5.0 |
|                        | SECT        | 0.228 (0.026) | 36.1% | 0.6 | 0.168 (0.018) | 39.2% | 4.2 |
| Cauchy Kernel          | Gene Expression | 0.126 (0.015) | 26.2% | 6.4 | 0.084 (0.010) | 16.7% | 10.0 |
|                        | Morphometrics | 0.088 (0.012) | 15.9% | 1.2 | 0.115 (0.014) | 27.9% | 4.5 |
|                        | Geometrics   | 0.116 (0.013) | 17.4% | 0.2 | 0.095 (0.012) | 18.9% | 3.5 |
|                        | SECT        | 0.237 (0.027) | 40.5% | 0.6 | 0.158 (0.017) | 36.5% | 5.5 |
Supplementary Figures

Figure S1. A mesh representation of a brain tumor and ventricles.
Figure S2. Examples of tumors exhibiting necrosis and multifocality. Note that all four images are taken from different patients to highlight the diversity of disease progression. These images were segmented from the original MRI scans using the MITKats algorithm [48].
**Figure S3.** Counterexample for injectivity of the Euler Characteristic (EC) curve for a fixed direction. The vertical axes show the direction of the filtration for both shapes by height (i.e. the sublevel set filtration). The numbers on the axes denote the evolution of the EC for both shapes. We see that although the shapes are different, the corresponding ECs change in exactly the same manner, yielding identical ECTs for a fixed direction $\nu \in S^1$.

**Figure S4.** Example image data used in radiomic analysis. An original MRI from the TCIA and TCGA is displayed in Figure (a), while the final segmented image via the MITKats algorithm [48] is given in Figure (b).
**Figure S5.** An illustrative example of homology using the 2-dimensional torus and its cycles. The torus has a single connected component and a single 2-cycle (the void locked inside the torus). In addition, it has two distinct 1-dimensional cycles (or closed loops) represented by the two curves in the figure. Consequently, the Betti numbers of the torus are $\beta_0 = 1$, $\beta_1 = 2$, and $\beta_2 = 1$. 
Figure S6. Illustrative example of persistent homology and the resulting barcode. In Figure (a), the shape of interest is the annulus, whose topology is given by $\beta_0 = 1$, $\beta_1 = 1$, and $\beta_2 = 0$. Seventeen points are sampled from the annulus. Simplicial complexes are computed for continuous values of a filtration parameter, $\epsilon \in [0, \infty)$. Here, the filtration is given by the radii of balls centered at each sample point: the radius value is $\epsilon$, and the associated simplicial complex is built by replacing two overlapping balls by an edge, three overlapping balls by a face, and so on, for higher dimensions. The filtration, in terms of the evolving simplicial complex, is illustrated in the upper panels. Vertices, edges, and faces are formed as the value of $\epsilon$ increases. $H_0$ corresponds to connected components; $H_1$ corresponds to cycles whose boundaries are formed by edges between vertices; and $H_2$ corresponds to cycles with boundaries formed by faces. The dashed lines extending from the panels connect to the bars representing the topological features appearing and existing at the corresponding values of $\epsilon$. As $\epsilon$ progresses, connected components merge, cycles form, and fill up; the convention when two features merge is to retain the bar corresponding to the feature existing first. The barcode summarizes this progression of $\epsilon$ by tracking the “lifetimes” of the topological features according to their homology groups. Notice that there is a single $H_0$ bar that persists as $\epsilon \to \infty$, which represents the single connected component of the annulus. There are also several bars of varying length in $H_1$, including dominant bars, suggesting that the point cloud was unevenly sampled from the annulus in such a way that the sample space contains holes. Also, there is a single $H_2$ bar, which represents the cycle bounded by faces in the corresponding panel, but the length of the bar is comparatively short, and thus likely to be a spurious topological artifact. Figure (b) on the right shows the annulus with sampled points; the balls centered at the sampled points as the radius $\epsilon$ increases; and the corresponding simplicial complexes formed as the balls intersect (which correspond to the panels extending from specific bars in the barcode in Figure (a) on the left). This figure has been previously published [73].