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Computation offloading is a popular approach for reducing energy consumption of mobile devices by offloading computation to remote servers. Most of the prior work focuses on a limited form of offloading part of computation from a mobile device to a single server. However, with the advent and development of cloud computing, it is more promising for the mobile device to reduce energy consumption by offloading part of computation to multiple remote servers/sites. This paper proposes an Energy-Efficient Multisite Offloading (EMSO) algorithm, which formulates the multiway partitioning problem as the 0-1 Integer Linear Programming (ILP) problem. Moreover, our proposed EMSO algorithm adopts the multi-way graph partitioning based algorithm to solve it. Experimental results demonstrate that our algorithm can significantly reduce more energy consumption as well as execution time and better adapt to the unreliability of wireless networks (such as the network bandwidth changes), compared with the existing algorithms.

1. Introduction

With the development of cloud computing, mobile devices have the potential to become powerful tools for information access and mobile application. Nowadays, it has become the primary computing platform for many users who expect their mobile devices, such as smart phones, to run sophisticated applications. However, the limited battery life is still a big obstacle for the further growth of mobile devices [1]. Several known power-conservation techniques [2, 3] include turning off the mobile computing devices screen when not used, optimizing I/O, and slowing down the CPU, among others. Although exponential improvements have occurred in hardware components, such developments have not come up in battery technology, and we cannot anticipate any significant changes in this field in the near future. Therefore, prolonging the battery life of mobile devices has become one of the top challenges.

One popular technique to reduce the energy consumption for mobile devices is computation offloading [4] or cyber forging [5], which means that parts of an application execute on the remote servers, with results communicated back to the local device. Most of existing work is often limited and restricted to the form of offloading computation from a mobile device to a single server [4–9]. Such scheme cannot adapt well to the cloud environment [10]. Since it is difficult to directly program the cloud-enabled application, an alternate scheme is to write a monolithic application and then automatically partition it between the mobile device and the remote sites [11, 12]. Therefore, in this paper we propose an Energy-Efficient Multisite Offloading (EMSO) algorithm, which focuses on offloading parts of an application from a mobile device to multiple remote sites. Figure 1(a) shows a monolithic mobile application totally running on the resource-limited mobile device without computation offloading, and Figure 1(b) shows the case of distributed application execution by offloading parts of the codes from the mobile device to remote servers.

Computation offloading is confronted with several key challenges. Firstly, in a multisite offloading scenario, the unreliability of the wireless network (e.g., bandwidth often changes dynamically) affects the feasibility and efficiency of computation offloading for mobile devices. Existing work relies on programmers to modify the program to deal
with partitioning, state migration, and even the changes in network conditions [4, 5]. Although it can save more energy for mobile devices, it increases the additional burden for programmers and cannot adapt well to network environment changes. Secondly, the granularity of offloading must be chosen appropriately. Most prior work performs offloading at the class level [6, 9, 11], which does not allow objects of the same class to be offloaded to different servers, resulting in poor partitioning performance.

This paper describes a novel approach motivated by the idea in [8] to tackle these challenges. In this paper, we introduce a multiway partition algorithm, which models the bandwidth as a random variable to better adapt to the bandwidth changes of wireless networks and allows a program to be partitioned between multiple sites. Moreover, based on the Weight Object Relation Graph (WORG) constructed by using static analysis and dynamic profiling techniques [7], we accomplish the computation offloading for a given monolithic application at the object level to perform more efficient partitioning than that at the class level. Experimental results demonstrate that our algorithm can significantly reduce energy consumption with automatic adjustment to different network conditions.

The rest of this paper is organized as follows. Section 2 provides a detailed description of our multisite offloading scheme. Experiment and analysis are presented in Section 3, followed by some concluding remarks in Section 4.

2. Energy-Efficient Multisite Offloading Algorithm

Figure 1 in Section 1 shows the multisite offloading model. It shows that, with computation offloading, a distributed application execution will be partitioned between the mobile device which must contain at least one execution module such as the user interface and one or more servers which can be used for computation offloading in order to improve the execution or reduce energy consumption for the mobile device.

Normally, determining which portions of a computation to offload is cast as a graph partitioning problem. Our proposed Energy-Efficient multisite Offloading (EMSO) models the program to be partitioned as a Weight Object Relation Graph (WORG), with nodes representing the computation module (a run time object of the application), and edges representing the interaction between modules (e.g., invocations between one object and another). In a WORG, the weight of an edge indicates communication costs (in power) of the interaction between two modules, while the weight of a node represents the computation power consumption of the object module. The goal of this paper is to minimize the energy/power consumption by computation offloading.

The total costs of the partitioning can be calculated by considering both the weights of edges for communication and the weights of nodes for computation to get the best tradeoff. The optimal partitioning scheme means the optimal choice of modules to offload [13]. The next section formalizes such problems, giving an Integer Linear Programming (ILP) formulation of the multi-site offloading problem.

2.1. Graph Construction. As for the aforementioned weights of nodes and edges of WORG, they can be estimated by either static analysis or profiling of the program. EMSO first apply constructs the initial ORG of the application by using the Soot analysis framework [14] to perform the static points to analysis. And then offline profiling [7] is performed to assign weights to the nodes and edges of the ORG to construct the WORG. Figure 2 shows a WORG which we construct by both the static analysis and offline profiling methods for an application.

2.2. Problem Formulation. Our goal is to partition a graph $WORG = (V, E)$, with vertices set V and edges set $E \in V \times V$, and a set of $k + 1$ partitions denoted as $P = \{p_0, p_1, \ldots, p_k\}$ ($p_0$ represents the mobile device, and $p_1, \ldots, p_k$ represent the offloading sites, $k$ is the number of offloading sites). As shown in Figure 2, the weight of the vertex $v$ is described as a 2-tuple $(t_c(v), t_s(v))$, where $t_c(v)$ indicates the CPU execution time for each object running on the client, and $t_s(v)$ is that for each object running on the server. $t_s(v)$ can be calculated by $t_s(v)/k$, where $k$ indicates that the server is $k$ times faster than the mobile device. Each edge $e_{v_1,v_2}$ is associated with a weight $(s(v_1, v_2))$ indicating the amount of the total data that need to be transmitted between two nodes. EMSO collects $(t_c(v), t_s(v))$ and $(s(v_1, v_2))$ metrics by offline Profiling [7] during the WORG construction described in Section 2.1.

We can formulate the multiway partitioning problem as the 0-1 ILP problem. Our goal is to minimize the energy consumption, that is, the value of the following objective function:

$$\text{Energy (WORG)} = \sum_{v \in V} (E (v_1) \cdot x_1 + E (v_2) \cdot x_2) + \sum_{v \in V, v_2 \in V} |x_1 - x_2| \cdot E (e_{v_1,v_2}),$$
where $x_i$ and $x_s$ indicate the assignment of each node: $x_i = 1$, $x_s = 0$ if vertex $v_i$ is assigned to the client and $v_s$ is assigned to servers, $x_i = 0$, $x_s = 1$ otherwise. Equation (1) is subject to the following constraint:

$$\forall v \in V: x_i + x_s = 1. \quad (2)$$

$E(v_i)$ and $E(v_s)$ are the energy consumption of vertex $v$ running on the client and the server, respectively. They can be computed through the following (3):

$$E(v_i) = P_c \times t_c(v), \quad v \in P_0,$$
$$E(v_s) = P_s \times t_s(v), \quad v \in P_1 \ldots P_k,$$  

where $t_c(v)$ and $t_s(v)$ are the weights of vertex $v$ when running on the client and on the servers, respectively. $P_c$ and $P_s$ are the power CPU of the client or the servers.

$E(e_{v1,v2})$ is the energy consumption for data transmission between vertex $v1$ and vertex $v2$ when they are not running on the same site, for example, one running on the client and the other on the servers. $E(e_{v1,v2})$ is computed by (4):

$$E(e_{v1,v2}) = \frac{s(v1,v2)}{b} \times P_{wi-fi}, \quad (4)$$

where $s(v1,v2)$ is the weight of the edge between vertex $v1$ and $v2$, $b$ indicates the network bandwidth and $P_{wi-fi}$ is the power of the wireless Wi-Fi network interface.

To minimize the value of (1), the key is to determine the value of $x_i$ and $x_s$ that is, 0 or 1. As remote servers usually executed much faster than mobile devices with powerful configuration, it can save energy and improve execution to offload part of computation to servers. However, when vertices are assigned to different sites, the interaction between them leads to communication cost. Therefore, our problem formulation aims at the optimal assignment of vertices for graph partitioning and computation offloading by trading off computation costs and communication costs.

2.3. Partitioning/Offloading Algorithm. We perform a multi-way graph partitioning based algorithm to solve the ILP problem. First, we transform the WORG to a Directed Acyclic Graph (DAG) and perform the topologic sort. Then, we use the depth-first search to traverse the search tree and compute the $Energy(\mathcal{G})_b$ and $Energy(\mathcal{G})_s$, for each encountered nodes, where $B$ is the current bandwidth, and $b$ is the critical bandwidth that meets $P(B \geq b) > P_c$, $P_s$ is the guaranteed probability, and $Energy(\mathcal{G})_b$ represents the energy consumption of the particular partitioning scheme when bandwidth is $b$. During the search, if $Energy(\mathcal{G})_b$ does not fulfill the constraints or $Energy(\mathcal{G})_b$ is larger than the current minimal energy ($MInEnergy$), that is, $Energy(\mathcal{G})_b > MInEnergy$, the subtree of the node will be cut and it traverses back to the parent node to continue searching. After traversing the whole tree of the DAG, we will get the optimal partitioning that fulfills the given constraints. The partitioning algorithm is shown as Algorithm 1, where $N_t$ is the node collection which runs locally on the client, and $a$ is an empirical constant to set the constraint of the minimal energy. The DFSearch function is the depth-first search algorithm described as above shown.

3. Evaluation

3.1. Experiment Setup. This section presents the experimental results of our EMSO algorithm. We evaluate the performance of EMSO by comparing it with the No Application Partitioning (NAP) case and a Static Application Partitioning (SAP) algorithm [15]. The evaluation metrics are energy consumption and execution time. We perform the comparisons on three random graphs generated by certain schemes to simulate the real-world scenarios involving a client device and two remote servers. The dataset used in experiments are listed in Table 1 as follows.

We suppose that the application is initially located on a mobile device and the bandwidth varies between the value of 10kb/s and 100kb/s. Other parameters, such as power consumption rates, are set as $P_i = 1.7W, P_c = 2.6W,$ and...
3.2. Energy Consumption Evaluation. From (1), we can see that the communication cost (i.e., $E(e_{V_1,V_2})$) is critical to partitioning decision, and it is directly related with the network bandwidth. However, in most cases, the network bandwidth changes dynamically, especially in wireless networks of mobile devices. The bandwidth is considered as a variable to improve the dynamic of partitioning in our EMSO.

$$P_{\text{wi-fi}} = 2.3W, k = 5$$ indicates that servers execute 5 times faster than the mobile device.

To evaluate the adoption of EMSO to bandwidth changes, we compare the energy consumption of three algorithms with bandwidth changes. The experimental results with bandwidth varying in steps of 10 kb/s are presented in Figure 3. As shown in Figure 3, from Random Graph 1 with fewer nodes and edges to Random Graph 3 with the most nodes and edges, the energy consumptions of all three approaches increase, because the computation become larger and more complex as the nodes and edges grow. NAP consumes the constant energy with increasing bandwidth because the whole application keeps running on the mobile device without offloading and without energy costs of communication. As the bandwidth changes between 10 kb/s and 100 kb/s, the energy consumption of SAP varies more severely than that of EMSO. When the bandwidth becomes lower, SAP still maintains the former partitioning scheme, resulting in great increase of communication costs. However, our EMSO algorithm can find the better partitioning assignment when network bandwidth changes. Particularly, when bandwidth >20 kb/s,
EMSO algorithm saves about 25% energy compared to SAP. Meanwhile, when bandwidth >20kb/s, our proposed EMSO algorithm also outperforms NAP due to partitioning approaches. The results demonstrate that EMSO is effective and beneficial to perform the partitioning for mobile devices.

3.3. Execution Time Evaluation. To further evaluate the performance of our EMSO algorithm, we estimate the total execution time of different algorithms as another evaluation metric to perform the partitioning in Figure 4. If it takes less time to execute a mobile application, it is beneficial for energy conversation of mobile devices and also improves the user experience with high-efficiency execution. As shown in Figure 4, we can see that our EMSO executes the computation offloading much faster than NAP without code offloading and faster than SAP with static partitioning, which demonstrates that, compared to NAP and SAP, our proposed EMSO can significantly improve execution time and reduce energy consumption for resource-restricted mobile devices. Besides, the result that execution time for Random Graph 3 is much larger than the other two (Random Graph 1 and Random Graph 2) also meets our expectations because of its more nodes and edges compared with the other two.

As a conclusion, as shown in Figure 3 on energy consumption and Figure 4 on total execution time, it is obvious that our proposed EMSO algorithm effectively saves the most energy and takes the least execution time to perform the partitioning, which is significantly beneficial for energy conservation of mobile devices.

4. Conclusion

This paper proposes an Energy-Efficient Multisite Offloading (EMSO) algorithm for computation offloading to save energy of mobile devices. This is a multi-site partitioning approach, which supports multiple differentiated offloading sites and assigns appropriate objects between mobile devices and servers dynamically to minimize energy consumption as the network bandwidth changes. EMSO models the application partitioning as a 0-1 ILP problem by using the multiway graph partitioning based algorithm to get the best tradeoff between computation costs and communication costs. With the constructed Weight Object Relation Graph (WORG), EMSO performs partitioning at the object level to achieve more precise offloading. Our evaluation demonstrates that EMSO is efficient in computation partitioning/offloading for mobile devices and outperforms the static algorithm in prior work with respect to both energy consumption and execution time.
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