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ABSTRACT

Globally, more than 85% of youth use social media daily in the medium of Facebook, Youtube, Twitter, etc., which is more than 70% for Bangladesh. The young population of Bangladesh is rapidly embracing social media through the internet and afflicted with the malaise of countering violent extremism (CVE), often through Facebook. Given the increasing connectedness that the internet and social media offer, it is crucial that the fight against CVE shift to the digital space. Extremists are increasingly adopting novel ways and means based on technology to draw unsuspecting youth to their cause. It is essential to establish effective implementable strategies to stop the CVE activities using social media in Bangladesh. This study aims to identify existing initiatives globally in the space of disruptive online technologies that have yielded some success in preventing CVE. Various publications such as journal and news articles, TV news, and blogs have been used as data sources for this study. Also, fifteen expert interviews have been conducted to identify the most effective strategies for CVE in Bangladesh. Through the content analysis, the study highlights successful efforts and explores technology-based initiatives that can be deployed in Bangladesh to minimize the impact of VE activities through online technology. Finally, recommendations for strategies to restrict VE activities through technologies have been suggested that can be potentially implemented by the Bangladesh government by coordinating with international donor agencies and CVE practitioners. The research output recommends that Bangladesh and other less developed countries can concurrently deal with CVE by successfully using cutting-edge online/digital technologies.

1. Introduction

Violent assaults by individuals and groups labelled "extremist" have occurred in most countries, and violent extremism (VE) is now widely regarded as a significant threat to global peace and development (Patel and Koushik, 2017; Ambrozik, 2018). VE is a process by which an individual or a group comes to take up a violent form of action which directly linked to an extremist ideology that contests the established order at the political, social or cultural level (Heydemann, 2014; Frazer and Nünlist, 2015). In 2001, the world was given the most chilling reminder imaginable to VE's potency – the coordinated attacks on the Twin Towers in New York City. Since then, the threat has been gaining momentum through a series of attacks in countries across the globe. Today, VE is widely recognised as one of the most withering threats to peace and development at both national and global levels (Thiessen, 2019). This impedance gained further traction through a series of terrorist attacks in Europe, including suicide bombings and gun attacks in Paris, Brussels, Bastille, and Munich in 2015 and 2016 (Macnair and Frank, 2017; Patel and Koushik, 2017). With the realisation that VE, by many groups, is a coordinated and well-planned strategy rather than mere affiliation with random individual extremists, the concept of "Countering Violent Extremism (CVE)" was established as an official political jargon in 2015 (Frazer and Nünlist, 2015) and a popular term used by governments, academics, and NGOs to refer non-coercive attempts to reduce involve-ment in terrorism. CVE is universally recognised as activities designed to reduce the phenomenon of VE and provide sustainable counterterrorism plan and policies designed to enable them (Frazer and Nünlist, 2015).

Bangladesh is not an exception to encountering the daunting threats of VE and radicalisation. The country experienced a chapter of violence between 1999 to 2005 influenced by extremism from militant...
organisations like Jamayat-ul-Mujahedin Bangladesh (JMB), Hizbut Tahrir, and violent extremist organisations associated with al Qaeda in the Indian subcontinent (Bashar, 2017; Husain, 2017). This upsurge in domestic terrorism inspired nationwide concern, most notably witnessed following a series of 63 coordinated bomb blasts throughout Bangladesh in 2005 by JMB. The current phase of VE in Bangladesh started in 2013, announcing its emergence through serial murders of a number of secular bloggers, liberal academics, LGBT activists, and religious or other minorities (BIPSS, 2017; CEP, 2019). The most prominent incident, the infamous "Holey Artisan Bakery Assault," occurred in 2016 and achieved global attention for the 22 dead at an upscale bakery in Dhaka (BIPSS, 2017; Ambrozik, 2018; Kundnani and Hayes, 2018).

In recent times, extremists have been looking into VE activities through the use of social networking sites, such as Facebook and Twitter, with additional inroads into YouTube — all of which are used for propaganda, recruitment, and fundraising (Alam, 2015; Waldman and Verga, 2016). Using social media as a weapon, through the internet, the extremists luring in people who are susceptible to their contents, recruiting individuals in their extremist groups and missions, and finally planning and executing terror attacks in different parts of the world (Gielen, 2017; Stewart, 2017). Countries including the United States, Spain, Russia, and the United Kingdom have discovered that the violent attacks they have faced were facilitated by extremists who had been radicalised online with the help of the internet and social media (Fernandez et al., 2018; Kundnani and Hayes, 2018). The perpetrators responsible for the horrifying 2019 Easter suicide bombing in Sri Lanka communicated and planned the attack through the internet and social media, as well (van der Vegt et al., 2019; Weine and Kansal, 2019).

From all appearances, the weaponization of the internet and social media by extremist groups is perceived as a significant concern as the internet and social media users are increasing every day. According to the Global Digital 2019 Report, the world is currently home to about 4.39 billion Internet users and 3.48 billion social media users (Idris, 2019). Realising the advantages of these mass-communication networks, extremist groups utilise them to instil and disseminate their agendas and ideologies towards people irrespective of countries, backgrounds, and other differences. Governments, non-governmental organisations, tech companies, and other global stakeholders are increasingly focusing on CVE efforts online under these circumstances. The social media platforms are also facing constant pressure from governments for augmenting their endeavors in combating the spread of VE online (Cleveland et al., 2020).

Correspondingly with the rest of the world, Bangladesh, with about 90 million Internet users (Hassan et al., 2020) and about 30 million social media users (Sayeed et al., 2020) are vulnerable to the influence of radicalisation online. International VE organisations like the Islamic State and their local disciples have already started exploiting this opportunity. Evidence of mass dissemination of extremist content and recruitment of individuals through the internet and social media channels are regularly coming to attention (CEP, 2018; Miller et al., 2018). Realising the imminent threat of VE online, the Bangladeshi government has announced zero-tolerance for terrorism and VE, and different government bodies and non-government stakeholders have been undertaking a diverse set of CVE initiatives to tackle the situation at hand. While it is clearly impossible and undesirable to either eliminate or survey the entire internet and social media landscape for VE recruitment activity, a potentially more productive approach need to be taken in using social media and the internet to support pro-social, anti-VE activities, which can be supported through offline and community-based awareness activities. Very little research has addressed the role of social media in violent radicalisation. Although a large number of articles deal with terrorists’ e-strategies and uses of the Internet and social media online for recruitment, there are very few empirical studies that describe the effective strategies to reduce them. In this context, the objective of this study is intended to identify effective CVE strategies for Bangladesh in minimising the VE activities induced by social media and the Internet. The strategies will be developed based on the experiences of the successful global online/offline/digital based CVE practices and analysing the current local interventions to identify what holds the most promise in Bangladesh’s context. This research performed a content analysis of selected documents to fulfill the objective. The selected documents consist of the published journal and news articles, TV news, and blogs that considered existing initiatives globally and yielded some success in preventing and countering violent extremism (P/CVE) accelerated by social media technologies. Experts interviews also performed to identify the most effective strategies from the existing ones, which can reduce the VE activities in Bangladesh. Information obtained from content analysis and expert interviews, the paper highlights those successful efforts and explores technology-based initiatives deployed in Bangladesh. Finally, recommendations for strategies to deploy technologies in the CVE for Bangladesh have been suggested that can be potentially implemented by international donor agencies and P/CVE practitioners.

The paper is structured as follows: First, review the extant literature on the VE and CVE initiatives globally and locally. Section 2 then explains the research methods, including the data and its collection and analysis. Next, section 4 presents the results of this study while highlighting some implications, recommendations, and future research avenues in section 5. Finally, Concluding remarks are stated in section 6 based on the result and discussion sections.

2. Literature review

This section of the report presents a comprehensive review of the brief conceptualizations of terminologies, notions, and research findings collected from a broad range of literature relevant to CVE. The references include books, journal articles, reports, websites, newspaper articles, and blogs.

2.1. Violent extremism (VE)

The “VE” term is currently preferred for describing destructive actions or support for such actions undertaken by groups or individuals formally or informally affiliated with them, in the name of “extreme” political or religious ideals (Frazer and Nünlist, 2015; Cleveland et al., 2020). For years, VE did not have an internationally accepted or agreed-upon definition. Different governments and intergovernmental organizations have defined this concept in varying directions. U.S. Agency for International Development (USAID) defines VE as any action "advocating, engaging in, preparing, or otherwise supporting ideologically motivated or justified violence to further social, economic and political objectives" (USAID, 2011). UNESCO defines VE as “beliefs and actions of people who support or use violence to achieve ideological, religious or political goals” (UNESCO, 2016). The definition provided by the UN General Assembly in their plan of action to prevent VE suggests that VE is a diverse phenomenon that doesn’t have any clear definition, and “it is neither new nor exclusive to any region, nationality or system of belief” (UN, 2016). While many experts urge that economic distress, political unrest, and poor educational systems contribute to inspiring terrorism among a nation’s people, empirical evidence suggests otherwise (Berger, 2016). For instance, Benmelech & Klor in 2016 explains that foreign fighters’ flow to IS determined that people from countries with higher levels of economic development, lower levels of inequality, and more highly developed political institutions are more likely to join IS. In their analysis, the correlation between the numbers of IS foreign fighters from a country has a positive correlation with the country’s gross domestic product (GDP) per capita and with their human development index (HDI) score, a not so high correlation with unemployment, and a negative correlation with the economic inequality of the country. In a similar study focused solely on Palestine, there was also found a positive association between higher levels of education and higher standard of living with the tendency of becoming suicide bombers (Berrebi, 2009).

2.1.1. Drivers of violent extremism

There are debates on what drives people towards VE activities. Researchers agree that multiple factors, rather than a single one, are
responsible. The Department of Foreign Affairs and Trade of the Australian Government has divided VE drivers into three levels: macro-level, meso-level, and micro-level drivers. The macro-level drivers include broad socio-economic-political trends of a nation and can also be recognised as push factors. The meso-level drivers can be influenced by the identity groups (e.g., particular groups united by shared ideologies based on religion or ethnicity) which can work as pull or enabling factors. Finally, the micro-level drivers are the individual factors or pull factors that are created from individual vulnerabilities, social isolation, person-to-person interaction or sensitivity to radical narratives (Government, 2017; Ahmed, 2019; Gordon and True, 2019).

Similar explanations of these three levels have been given by another team of researchers from the Open University, UK while highlighting the roots of the radicalisation process, albeit controversially. This team identified the micro-level drivers as the ‘individual roots’ that relate to the self-affecting factors of the individual. The meso-level drivers are labeled as the ‘community roots’ that represent the factors of group identity and social interaction with like-minded people. Finally, the macro-level drivers are recognised as the ‘global roots’ of radicalisation, including the effects of globalisation process and influences of the government and society both at home country and foreign countries (Fernandez et al., 2018).

In a study commissioned by Morse, a European Union initiative in 2016, researchers have come up with a set of definitions of the ‘push factors’ and ‘pull factors’ of VE. In this study, the ‘push factors’ have been interpreted as structural conditions responsible for fuelling a sense of injustice in individuals. That sense eventually leads them towards accepting violent extremist ideas. On the other hand, the appeals of the ideas, persuasions preached by the extremist groups and different incentives promised by them have been identified as the ‘pull factors’ (Morse, 2016).

UNDP’s conceptual framework for preventing VE outlines eight drivers of radicalisation and resulting action of VE. The drivers are the role and impact of global politics, economic exclusion and limited opportunities for upward mobility, political exclusion and shrinking civic space, inequality, injustice, corruption and the violation of human rights, disenchantment with socio-economic and political systems, rejection of growing diversity in society, weak state capacity and failing security, changing global culture and banalisation of violence in media and entertainment (UNDP, 2016).

Besides these drivers, UNDP also suggests that individuals can get pulled into VE through a manipulation and socialisation process that involves media, educational institutions, family, religious and cultural institutions (UNDP, 2016). Elsewhere from a solely political aspect, USAID, in their research piece on drivers of VE, highlighted seven political drivers, including denial of fundamental political rights and civil liberties, harsh and brutal rules entailing gross violations of human rights, widespread corruption, and perceived impunity for well-connected elites, poorly governed and ungoverned areas, protracted, violent local conflicts, repressive regimes viewed as illegitimate and bankrupt, government’s previous support to extremist groups to serve their political or strategic interests (USAID, 2011).

Considering and categorising these drivers of radicalisation and VE, Dr. Randy Borum suggested that four observable stages can be viewed as a model for explaining the process of ideological development of a VE. These four stages are context, comparison, attribution, and reaction. The first stage, the context indicates the social and economic deprivation of the individual. This sense of deprivation gives birth to the urge for comparison and results in the realisation of perceived inequality and resentment. After that, the individual progresses towards the second stage, which is attribution, and tries to blame people or a system for his/her adverse situation. Finally, in the last stage of reaction, the individual becomes dehumanised and aggressive (Borum, 2003).

2.1.2. Online radicalisation and descent to VE

Spreading radicalisation and VE online via the internet and social media is one of the most growing concerns of recent times. The internet has enabled easy availability of and unlimited access to content and rendered communication effortless through social media like Facebook, Twitter, YouTube, WhatsApp, and so on. At the same time, these characteristics of the internet have also equipped extremist individuals and organisations with the ability to mass disseminate their objectives and values without directly revealing their faces. Research shows the internet works as a channel for radicalisation in three of the following ways (Denoeux and Carter, 2009; Hassan et al., 2020):

i. Illustrate and reinforce: Use of the Internet in illustrating and reinforcing extremist ideologies via messages and narratives

ii. Join and integrate: Use of the Internet in creating an easy pathway for like-minded individuals to join together and form networks for integrating more people

iii. Normalise unacceptable views and behavior: Use of the Internet in creating a virtual echo chamber of extreme views and ideas through which unacceptable behaviors become normalised

A study by UNESCO delivers similar findings by stating that social media channels are used for creating interactive platforms, disseminating violent content, identifying potential participants, producing false information, fostering one-to-one dialogue, and even for forming offline ties with individuals with the aim of recruitment (Alava et al., 2017).

According to Davies et al., a single item promoting extremist propaganda will never guarantee the radicalisation stimulation towards an individual’s VE. Usually, radicalisation happens through people getting submerged in extremist content and ideologies for a long duration (Davies et al., 2016). This occurs quite easily due to the unique feature of social media, which customises a user’s feeds with content appealing to their interests and connects them with like-minded individuals. Such ‘echo chambers’ enable heavy exposure to a consistent barrage of extremist ideas and thus make it conducive to radicalisation – and in the long run, it helps them justify their violent behaviors (Meleagrou-Hitchens and Kaderbhai, 2017).

2.2. Countering violent extremism (CVE)

The concept of CVE was introduced for the first time after the extremist attacks in Madrid and London in 2014 (Frazer and Nünlist, 2015). Till this date, no standalone and universally accepted definition of CVE had been established. According to Ms. Humera Khan, CVE is the “use of non-coercive means to dissuade individuals or groups from mobilising towards violence and to mitigate recruitment, support, facilitation or engagement in ideologically motivated terrorism by non-state actors in furtherance of political objectives” (Khan, 2015).

The European Union (EU) claims that CVE “constitutes all actions that strengthen the resilience of individuals and communities to the appeal of radicalisation and extremism” (EU, 2015). On a more comprehensive note, the National Counter Terrorism Centre of the United States views CVE as “programs and policies intended both to prevent individuals and groups from radicalising and mobilising to commit violence and to disengage individuals and groups who are planning to commit, or who have already engaged in extremist violence” (Eshihimi, 2017).

Therefore, the conceptualisation of CVE circumvents a broad area that spans from preventing people from absorbing extremist values to impeding their active participation in violent acts. According to a number
of researchers, ambiguity regarding the concept of CVE among different nations and organisations leads to discrepancy in designing, delivering, coordinating, and evaluating CVE interventions across nations (Lakhani, 2012; Berger, 2016; Elshimi, 2017). Moreover, a vague realisation of CVE parameters poses challenges in CVE research; due to this, the policy and practice in this area lack a robust knowledge-based platform (Morse, 2016).

### 2.2.1. CVE online

CVE online can be delineated as a broad field. This field may include different sets of actions or programs, and those programs can be divided into different typologies considering different aspects. Online CVE programs are most commonly split into two categories: positive and negative (Russin and Saltman, 2014). Positive measures include strategies that ‘seek to challenge extremist narratives and propaganda by producing counter-content.’ Negative measures contain strategies that are intended to ‘block, filter, take-down or censor extremist content.’

On the other hand, Saltman and Russell (2014) put forward a typology that divides CVE programs into three categories such as negative measure (blocking, censoring, filtering, or removing Internet content), positive measure (counter-messaging, which may be specific or general) and monitoring (identifying and analysing extremist contents) (Saltman and Russell, 2014).

This typology contains a component of ‘monitoring’ in addition to those labeled under positive and negative measures. In this typology, ‘monitoring’ involves leaving the extremist contents uncensored while analysing them to provide assistance to the counter-extremism interventions (Saltman and Russell, 2014). Meanwhile, solely focusing on the negative CVE measures online, Denoeux & Carter divided the most commonly utilised strategies into three categories: removing extremist contents from the web, controlling and filtering the information exchanges and users’ access, and hiding the radical content through manipulating the search engine results (Denoeux and Carter, 2009).

Another interesting classification of online CVE is advanced by Briggs and Feve (2013) in which they described the whole set of activities as a ‘Counter Messaging Spectrum’. This spectrum includes government strategic communications to disseminate a positive message about government actions, alternative narratives to address extremist narratives by affirming social values, and counter-narratives to deconstruct extremist messaging. In this typology, the government is held responsible solely for strategic communications, and the responsibilities of counter-narrative-related activities fall entirely on civil society. Both of them are accountable for promoting alternative narratives (Briggs and Feve, 2013).

#### 2.2.2. Disruptive online technologies for CVE

Professor Clayton M. Christensen, a renowned academician from Harvard Business School, first used the terms "disruptive technology" and "disruptive innovations" in his book "The Innovator's Dilemma," published in 1997. According to him, disruptive innovations are unique and new innovations that are usually simpler than the previous ones and are initially more valued to an emerging market rather than to the mainstream. However, disruptive technologies are intended to replace existing technologies and approaches that are already established and thus bring revolution while creating an entirely new industry (Christenson, 1997; Meleagrou-Hitchens and Kaderbhai, 2017).

However, from a wider viewpoint, disruption can be defined as an outcome that can be measured based on both process and results. For a new technology or process to be considered as a disruptive one, it has to fulfill any of the following criteria (Millar et al., 2018):

i. **Cost**: Available at a cheaper cost than the older ones
ii. **Quality**: Be of better quality than the older ones
iii. **Customers**: Make notable changes in customer preferences
iv. **Regulation**: Be appropriate according to the new laws or regulations

#### v. Resources

Can be acquired using resources that are readily available

Therefore, in CVE, innovative technologies or processes that significantly reduce the appeal of the previously deployed ones can be recognised as disruptive technologies. With the increasing use of the internet, social media channels, different computer science technologies like artificial intelligence, machine learning, digital apps, and many others, a number of new and innovative technologies have been introduced in the field of CVE that are more effective considering from the perspectives of cost, impact and audience reach.

### 2.3. Existing online-based CVE research and interventions

According to Berger, the current CVE interventions are mostly chasing two goals without realising the distinction between them. One of the goals is ‘disengagement’, which seeks to prevent people from participating in violent extremist movements. The other goal is ‘de-radicalisation/counter-radicalisation,’ which seeks to dis-engage people from taking on extremist ideologies (Berger, 2016). He also claims that disengaging the people who have been targeted by the extremist groups already is a more practical and accomplishable goal for CVE rather than de-radicalisation. As a rationale for such a statement, he claimed that, by ignoring the approaches that are intended to prevent extremism or radicalisation, CVE could gain a narrow focus solely focusing on disrupting the radical or violent activities and extremist recruitment process (Berger, 2016). However, there is no scope for ignoring the PVE approaches as CVE is useful only for tackling the problem’s outcomes while PVE strategies can uproot the problem itself.

In a review of six online CVE programs (Against VE; Exit White Power; Think Again, Turn away; Muflehun; Don’t be a Puppet; and Open letter to our sons and daughters in Syria and Iraq) implemented mainly in western countries, including Australia, Canada and the United States, researchers concluded that the interventions had barely sufficient focus on the contextual factors. That implies, the online CVE interventions mostly adopted a slender approach in conceptualising the programs and targeted specific ideology or specific VE groups only. The actual roots of the problem in hand, the contributing factors of radicalisation, were hardly considered. It was also criticised that none of the interventions integrated social psychological aspects like identity, recognition, history, conspiracy, etc., responsible for radicalising individuals in many cases. Lastly, the reviewed programs lacked suggestions for replacing the so-called ‘benefits’ of extremism (Davies et al., 2016).

A trend identified among individual governments’ online CVE approaches is to restrict extremist content on the internet. This approach has been criticised by several researchers, media observers, and terrorism analysts, pointing out several limitations (Davies et al., 2016). The most major limitation suggested by the experts is that if one content or site is blocked, it will likely pop up on some other site (Macnair and Frank, 2017). The other limitations are that these are actually arduous as well as expensive processes; and, last but not least, there may not be a clear understanding about what exactly can be labeled as "extremist content" among certain groups (Davies et al., 2016). According to Briggs and Feve (2013), only a small portion of the extremist content can be marked as illegal, and thus the dilemma remains as the content promulgating extremist ideologies do not necessarily need to be illegal (Briggs and Feve, 2013).

Stevens and Neumann (2009) also argue that removing radicalised contents is not practical, claiming that in a liberal democratic context, the social and political costs caused by this approach would surpass the

---

1. PVE can be interpreted as a broad spectrum of strategies that deal with the auxiliary factors of radicalization and violent extremism with the aim to prevent radicalization from ever occurring and thus involve a long term goal to tackle violent extremism.
benefits yielded. Here, the term 'social and political costs' may imply that a fair number of legally expressed social or political opinions can be affected as well (Stevens and Neumann, 2009). Stevens and Neumann further urge that any online radicalisation countering strategy's core objective should be to create an environment where production and sharing of radical content become unacceptable. Based on such view they presented an alternative solution which suggests raising awareness among the people against violent and hateful content on the internet and prosecuting a number of representative guilty individuals to set an example of appropriate boundaries (Stevens and Neumann, 2009).

On the other hand, plenty of evidence proves the success and utility of blocking and suspending extremist content or other online activities. They suggest that the suspension of extremist sites or extremist groups’ social media accounts and even suppressing the shared extremist contents diminishes followers and limits the frequency of content sharing to some extent (Berger, 2016). However, an important concern remains about the suppression of freedom of speech due to restricting extremist messages (ODIHR, 2014).

One of the most commonly deployed online CVE interventions is counter-narratives or counter-messaging (Briggs and Feve, 2013). While a fair number of analytical studies acknowledge counter-narratives as a significant CVE effort (Asbour, 2010), debates exist about the usefulness of this strategy, asserting that the potential adverse effects of counter-narrative campaigns supersede their expected rewards (Gielien, 2017; Weine et al., 2017). Evaluating three counter-narrative initiatives by the Danish government, the Danish Institute for International Studies disclosed that there is a lack of evidence proving the minimising effect of counter-narratives on violent extremism or radicalisation. They explain that the counter-narratives, which are reactive or confrontational in nature engender the risks of recognising or ridiculing the extremist messages in reality and thus get rejected by the target audiences (Mandaville and Nozell, 2017; Mirchandani, 2017).

On the contrary, another set of researchers expressed different findings after reviewing three online counter-narrative campaigns named Average Mohamed targeting Somalia youth, ExistUSA targeting far-right extremist groups, and Harakut-at-Taleem targeting Taliban extremist narratives promoted in Pakistan. They conclude that sharing counter-narratives online can foster conversations online, antagonistic or otherwise, and provide a better understanding of the target audiences' reactions towards the counter-messages. The researchers further assert that if these conversations are sustained, both already radicalised people and at-risk individuals get exposure to alternative viewpoints that can insert a “seed of doubt” in their minds (Silverman et al., 2016). However, according to Berger (2016), the absence of an internationally-accepted ideology that can be an alternative to the extremist ones may create confusion and obstacles while adopting this approach (Berger, 2016). In such contexts, experts suggest that when countering extremist messages are not sufficient to tackle radicalisation or extremism, and it has to be complemented by creating positive alternative messages for the people who are predicted to fall victim (Berger, 2016). The Center for Strategic & International Studies conducted an online survey on CVE in the U.S., U.K., France, India, China, Turkey, Egypt and Indonesia covering 8000 people. When asked about the imagery they consider more effective in counter messaging campaigns, 47.0% of the respondents claimed that positive messages explaining the benefits of religious peace and harmony work best. Only 38.0% of the respondents rooted for displaying the violence caused by the extremists to work effectively. Such findings from the survey indicate that there may be a common perception among several people that alternative messaging has significant potential in countering extremist ideas (Green and Proctor, 2016). However, no empirical evidence have been generated to claim this perception as truth.

As social media channels are being widely used for sharing extremist content and recruiting among extremist groups, more and more agencies and governments are increasingly focusing their CVE interventions on social media as well. A research report (Waldman and Verga, 2016) focusing on CVE interventions and strategies deployed in social media has categorized the reviewed CVE interventions into two groups: (a) what appears not to work and (b) what holds promise. According to this review, taking down VE content, suspending accounts, analysing geo-spatial data for tracking extremists’ locations, denouncing specific communities, and government-led counter messaging interventions are proven to be less than useful. However, social media monitoring, social network analysis, sponsoring evidence-based counter-narratives, pairing CVE with face-to-face interventions, developing alternative resources, enhancing Internet literacy, and strategic government messaging are claimed to hold promise in this field (Waldman and Verga, 2016).

2.4. CVE scenario in Bangladesh

Research indicates that there is a perception among the people of Bangladesh which recognises poverty as a major source of radicalisation and violent extremism (Bashar, 2017). In addition, there used to be a particular perception existing in the country associating madrasahs with militancy most commonly (Ibris, 2019). However, the infamous Holey Artisan Bakery incident on July 1, 2016 depicts a different scenario. Among the five militants involved in this terrorist attack, two were undergraduates, and one was a college student, and all three of them were from affluent families with top English medium school background (Bashar, 2017; Hassan et al., 2020). In addition, a recent study conducted by the Anti-Terrorism Unit of Bangladesh reveals that most of the individuals involved in extremist activities come from a general education background rather than coming from a madrasah background. Among 250 militants surveyed for this study, about 56.0% respondents were from general education background and only 22.0% had madrasah education. The other 22.0% were either from English-medium background or uneducated. The study further asserts that the militants belonged to different socio-economic backgrounds (The Daily Star, 2019).

The government-led CVE approaches in Bangladesh are predominantly kinetic in nature which means that the existing strategies follow a counterterrorism (CT) approach through military solutions and police interdictions (Ahmed, 2019; The Daily Star, 2019). In operational CT cases through intelligence-led operations, Bangladesh has a number of success stories (The Daily Star, 2019). However, in cases of adopting a holistic measure for CVE which includes non-coercive methods, Bangladesh faces a significant number of limitations.

Along with many other countries around the world, Bangladesh faces the imminent threat of the spread of radicalisation and VE via the internet and social media (Alam, 2015). A survey among 250 arrested militants revealed that about 82.0% of them were radicalised via social media (Corraya, 2017). Despite such circumstances, research suggests that Bangladesh is yet to establish a fixed and strong online monitoring mechanism for disrupting the dissemination of extremist ideologies through the internet and social media. Moreover, appropriate hardware and software, institutional strength, technical expertise, and last but not least, policy issues for countering violent extremism online are absent (Alam, 2015; Bashar, 2017; Husain, 2017; Gordon and True, 2019; Hassan et al., 2020).

In conclusion, it should be acknowledged that with the increasing menace of VE globally, in-depth research and counter-strategies are gaining greater momentum every day. However, a number of gaps still remain in the existing literature. From a geographical perspective, the global agenda regarding CVE scarcely has covered Asian contexts and experiences (Klein, 2017). There is also a need for longitudinal studies drawn on extensive data gathered from the field for evaluating the potentialities and impact of the CVE initiatives. Particularly in Bangladesh’s case, there is an absence of empirical research on appropriate CVE strategies and evaluation of existing ones. In this context, mapping of prospective online CVE strategies suitable for Bangladesh is needed. Also, identifying successful worldwide online interventions is needed for implementing CVE strategies in Bangladesh.
3. Methodology

3.1. Research setting

This study has a global setting, so it is not focused on any particular region. It considers events, incidences, and decisions associated with CVE activities around the world. This study is explorative with a qualitative approach. The data collection focuses on capturing the state of the CVE scenario influenced by social media based on secondary data sources, which are widely used for high-quality research. Indeed, secondary data is perhaps more appropriate for this study because first-hand data could not provide comprehensive knowledge about the impact of disruptive technology on CVE. Secondary data has been widely used in a range of disciplines, including strategic orientation (Shortell and Zajac, 1990), microfinancing (Cobb et al., 2016), and policy establishment (Lichtenberger et al., 2014; Stewart, 2017), and it has several benefits for academic studies (Houston et al., 2006). It shows the real decisions being made by real decision-makers, having been collected in a less obstructive manner and not influenced by the biases of self-reporting. The biases related to the vital informant sampling approach can therefore be avoided. Recent studies based on online comments to a newspaper article present a vivid exemplification of the importance of such data for studies (Cheng and Foley, 2018).

3.2. Data collection

The main data sources comprise newspaper and popular press articles, blog posts, published journal articles, and video clips. Through a comprehensive search, we collected as much information as possible about social media impacts on CVE activities. When searching for relevant articles, we used the keywords shown in Table 1. We only included documents written in English that clearly discuss social media technology and CVE relationship. The searches took place during July and August of 2020. Whenever we found an appropriate document, we added its title and a web link to a spreadsheet. After completing the collection process, we sorted the documents listed in the spreadsheet to see if any had been recorded twice. We found several such documents, so duplicates were removed from the list. We do not claim to cover all the relevant documents available on the internet. Still, we feel that our list is comprehensive enough to provide an insightful academic contribution about social media impact on VE activities and effective recommendations to minimize it. The final body of documents comprised 104 written documents and 8 videos, with the latter being viewed carefully and their main information being written down. For implementing the appropriate online-based CVE strategies in Bangladesh, information collected worldwide was validated and further enriched from 15 in-depth interviews with experts (including academics, activists, journalists, and researchers) in this field (Annex 01).

3.3. Data analysis

All documents were downloaded as PDFs and saved in a temporary folder. Subsequently, these were combined into a single PDF document that was 894 pages long. We applied content analysis and organized the diverse data, including coding information, into different categories (Neuendorf & Kumar, 2015; Soldatenko and Bäcker, 2019). Content analysis can contribute a new depth of understanding for a phenomenon that has received limited attention (Vaitsomradi et al., 2016). The combined document was uploaded to Qualitative Data Analysis (QDA) Miner Lite, an effective qualitative data analysis program. A free basic version was used, which is sufficient for coding and data analysis purposes. We used a range of preselected codes and additional codes through open coding. The preselected codes included worldwide CVE interventions, apps to reduce it, and effective strategies. We read each document line by line and coded it accordingly. After completing the iterative coding process, we merged several codes into one to reduce the number of coding categories to a more reasonable level. Once the coding process was completed, we extracted the coded texts into Excel files and synthesized the findings for implementable online-based strategies to minimize the CVE effect. The results of this study are described briefly in the following section.

4. Result

This section portrays the global landscape of online-based/digital CVE interventions thematically and summarizes them (Table 2), including innovative ideas, and identifies ones that have brought about disruption in technology-based CVE strategies deemed successful by the experts. This section also depicts successful intervention stories, deployment methods, success rates, and significant reviews provided by experts in this area.

4.1. Successful online-based digital CVE strategies by category

4.1.1. Redirect method (RM)

The RM is one of the highlighted online CVE interventions of the present time. This method targets audience members who actively look for IS content and redirect them towards curated YouTube videos disproving extremist ideologies or themes. This is a joint initiative of the partnership among Jigsaw, a Google technology incubator, Moonshot CVE, a UK based startup, Quantum Communications, a policy and strategic communications advisory firm, and a group of researchers (Table 2). The RM campaign launched its pilot project in 2015. From the campaign’s brochure, ‘The Redirect Method: A Blueprint for Bypassing Extremism’, a clear overview of their deployed strategy can be obtained. Firstly, through extensive research, interviewing IS defectors, and mapping major IS narratives, they identified 5 recruitment narratives used by IS. They considered those under the following categories:

i. Good Governance: Showcasing their bureaucratic structure and implementation of sharia law.
ii. Military might: Portraying themselves as an unstoppable force destined to achieve victory over their enemies
iii. Religious legitimacy: Depicting their own interpretation of Islam as the only correct one
iv. Call to Jihad: Calling out individuals to do their part in attacking the enemies in the name of IS and rise as heroes
v. Victimization of the umma*: Portraying a scenario where the rest of the world is subjugating Muslims around the world

* ‘The Umma’ is expression used to refer to an imagined global community of Muslims.
Table 2. Summary table of the major CVE interventions globally.

| CVE Intervention | Pros | Cons | Programmatic lessons |
|------------------|------|------|----------------------|
| Redirect Method  | -    | Utilises empirical evidences leaving scopes for those to be found anyway | Prevents the possible echo chamber from forming |
|                 |      | Solely focused on IS, ignoring other sorts of extremism | A follow-up intervention needs to be included in the process for facilitating the at-risk individuals with human interaction and counseling |
| eGLYPH Technology | Separating extremist contents from permissible public opinions can be tremendous | Can be efficiently scaled up for other companies working for the same agenda |
| AI Technology | Carries out thorough research for identifying generally used extremist keywords in language and then references a database of the possible contents that need to be removed to counter extremist messages | Relies on the assistance of experts |

Finally, they placed the playlist alongside the results for the pre-determined keywords and phrases that the potential IS recruits search for. Thus, they were re-routed to the curated video playlist, undermining the echo chamber walls (D’Onfro, 2016). The counter-narrative videos reached the potential IS disciples by deploying this strategy, just like any other targeted advertising campaign reaches prospective customers (Mirchandani, 2017; Patel and Koushik, 2017).

Although measuring the success of a CVE intervention in dissuading IS followers or recruits is not that simple, Jigsaw claims to find that the campaign at least succeeded to grab the searcher’s attention (Green and Proctor, 2016). Throughout its pilot phase of 8 weeks, the RM campaign reached about 320,906 individuals and successfully led them to watch a total of about half a million minutes of videos (Lichtenberger et al., 2014). The most effective or popular ones received as much as 8 min and 20 s average viewing time. The Click-Through-Rate (CTR) was 76% higher for the English ads and 79% higher for the Arabic ads than other ads against similar keywords (Lichtenberger et al., 2014).

The RM has attracted much attention from different relevant sectors and has received considerable acclaim. Charlie Winter, an associate fellow at the International Center for Counter-Terrorism at The Hague, expressed his high optimism about the overall campaign highlighting that the RM uses empirical evidence for countering the extremist messages (D’Onfro, 2016).

However, some experts predict that if an individual is looking for extremist content, they might still be determined to find those contents even if they are redirected (Klor and Benmelech, 2016). Ms. Humera Khan, the executive director of the Islamic deradicalisation group called ‘Muflehu’ pointed out that this is only the first step in achieving the goal. Even if the campaign succeeds in making people watch the curated videos, influencing them to come back and watch other similar and new videos could pose challenges (Green and Proctor, 2016). Another criticism of this campaign can be the fact that this is solely focused on the IS, their narratives, and recruits, leaving all other kinds of extremism like white supremacy, far-right extremism, or religious extremism from the followers of other religions than Islam. Nevertheless, Ms. Khan acknowledges that the Redirect method is indeed a “good piece of solution”, although not a fully comprehensive one. She stresses that for any PVE/CVE intervention to be successful, the element of human interaction and support from the community is a must. Similar observations can be found from other sources as well. After hooking up the individuals to the curated playlist, the next step can be including human interactions like therapeutic sessions or resources and online counseling to steer them further away from extremism (Kruise, 2016).

Yasmin Green, the director of research and development for Jigsaw, claimed to acknowledge these issues and declared that the campaign has plans to partner with a third-party to follow-up with the people who would like or comment on any of the curated videos and will assist and guide them through the process of deradicalisation (D’Onfro, 2016). In case of addressing other sorts of extremisms, an initiative has already

\[3\] CTR (click-through rate): A performance metric expressed in percentages that measures the number of times an ad is clicked versus the number of times it has been viewed. https://www.oberlo.com/ecommerce-wiki/click-through-rate-ctr.
been announced to replicate the Redirect Method to counter white supremacy and (other?) jihadist activities online. It will be carried out by the partnership among Moonshot CVE, the Anti-Defamation League, and the Gen Next Foundation in the US. However, there is still a need for further efforts from relevant organisations to counter the different VE arrays being promoted online.

4.1.2. The eGLYPH technology

eGLYPH is a robust multimedia-based "hashing algorithm technology" developed by Professor Hany Farid, Chair of the Computer Science Department at Dartmouth College, Hanover, New Hampshire, and Senior Advisor to the Counter Extremism Project (CEP). Professor Farid presented research to the European Parliament's Special Committee on Terrorism (TERR) on April 24, 2018, sharing findings on IS and other extremist videos on YouTube, the duration they stay online, and videos generated. From his research, it was discovered that between March 8 and April 18, 2018, a six-week period:

i. About 942 IS videos were uploaded to YouTube
ii. Those 942 videos generated 12 views each on average with a total of 134644 views
iii. Those videos were uploaded by 157 different YouTube accounts and some of those accounts uploaded as many as 70 videos prior to being removed by YouTube or deleted by the user.
iv. About 91% of the videos were uploaded more than once and remained in the web for a fair amount of time.

These findings reveal that despite the triumph of YouTube in taking down extremist videos uploaded; those removed contents are finding ways to repeatedly resurface again and remaining online while attracting more viewers (Table 2).

To tackle this threat, Dr. Farid put forward eGLYPH as a viable technological solution that he claimed to have the potential to prevent extremist contents or affiliated accounts from resurfacing again. eGLYPH uses a "hashing" technology to assign a unique fingerprint or digital signature called "hash" to different contents like images, audios, and videos that have already been identified and flagged as extremist contents and automatically removes any versions of those from the social networks and websites. Furthermore, it automatically deletes the customised versions of those extremist contents from the web as soon as they are uploaded (Macnair and Frank, 2017; Macdonald, 2018).

According to CEP, eGLYPH can be deployed in the following two ways (CEP, 2018):

a) Deploying eGLYPH on the Internet and social media platforms for detecting and flagging contents to remove
b) Attaching eGLYPH to a web crawler for continuously searching through the internet for content and sending notices to the sharing companies for taking down the flagged contents

CEP created a database of hashes composed of 229 full-length IS videos, clips, and other visual propaganda. They also identified 183 keywords which are associated with IS content, provinces, media outlets, and propagandists or demonstrate sympathies towards IS. eGLYPH has a web crawler attached with it that is responsible for conducting searches using YouTube's API (Application Programming Interface) every 20 min throughout the day looking for audio or video or image uploads that match with the hashes or keywords of the database. Therefore, as soon as any content's signature or hash is recognised and added to the database, it becomes virtually impossible to re-upload that content ever again to any web platform.

The eGLYPH technology was developed using the model of the PhotoDNA algorithm, which was created by Dr. Farid targeted to prevent child pornography. PhotoDNA works through recognising images even in the case they are altered or customised, but eGLYPH works on a more advanced level as it can also process and analyse audio and video files making it more impactful in countering all sorts of extremist contents (Meleagrou-Hitchens and Kaderbhai, 2017; CEP, 2018).

Not unlike any other P/CVE interventions, eGLYPH has been appreciated and criticised at the same time from different angles. Mark Wallace, the CEO of the CEP and a former ambassador to the UN denominated eGLYPH as a "game-changer" and expressed his belief that this technology will successfully disrupt the online promotional activities of the terrorist groups. He further argued that when the extremists realise that their online posts will be removed long before becoming viral, they will become reluctant to upload the content at all.

While the experts agree that the automation element of eGLYPH can be useful in restricting the reach of IS and other extremist groups on social media, questions remain here, as well. For instance, Dr. John Hogan, Professor of Psychology at Georgia State University, who is also an expert on IS and other terrorist groups, acknowledges the potential of the tool to play a significant role in curtailing the extremist groups' digital footprint and acting as a frustrating move in strategic and psychological senses. However, he also pointed out the earlier question of how to determine what content may or may not constitute extremist or problematic ones.

Nevertheless, civil libertarians assert that the use of automated tools like eGLYPH are bound to supersede their prior design intention, which was fighting against child pornography. Dr. Farid proposed a solution to address the issue of non-extremist contents getting removed. He suggested creating a "whitelist" for pre-approved publishers licensed to circumvent the algorithm. In this way, the companies using eGLYPH or similar technologies can decide if they want to remove a flagged item or not (Klor and Benmelech, 2016).

CEP also acknowledges that automation can always produce false positives and realises that human verification is necessary while tackling extremist content online. They believe that if eGLYPH is coupled with human reviewers, where human researchers and content moderators will have the final decision-making authority, the whole system will work much more effectively and will be able to avoid controversies. This is why they suggest all the companies that wish to make use of eGLYPH technologies be entirely sufficient with trained human reviewers (CEP, 2018).

4.1.3. Artificial Intelligence (AI)

Artificial Intelligence (AI) is an invention of computer science and technology that can work, process, and analyse like humans. It can demonstrate many dispositions associated with human intelligence, including planning, learning, reasoning, problem-solving, knowledge representation, and social intelligence. At present, AI is mostly being deployed as algorithms that are familiar with certain datasets to recognize patterns and make automated decisions (Vaisornadri et al., 2016; Giscard d’Estaing, 2017). Web browsers like Google and social media channels like Facebook have been using AI to sort search preferences among their users and to carry out targeted advertising of different products. Similarly, Netflix and Amazon have been using AI algorithms to understand their customers’ preferences to suggest future purchases (Cleveland et al., 2020; Parker and Lindekilde, 2020).

In the present time, extremist groups like IS have used the Internet and social media platforms like Facebook, Twitter, WhatsApp, and many others to radicalize individuals and promote VE. They use targeted branding to influence their target population’s preferences and decision analysis to disseminate their ideology (Macdonald, 2018; Parker and Lindekilde, 2020). Furthermore, there have been occurrences of planning, communicating, and carrying out violent attacks around the world using the internet and social media channels as tools. As a result, governments of the nations already victimised or otherwise have urged the online platforms to address this crisis. In response, the web organisations,
particularly social media companies, expanded and intensified the use of AI to help tackle online promotion of VE content by identifying and removing it from the websites at a faster pace with increased accuracy (Millar et al., 2018).

As the internet is becoming cheaper and providing easier access every day, people of all ages across the globe are being more and more active on social media channels. In every single minute, on average, 510,000 comments and 136,000 photos are shared on Facebook, 350,000 tweets are posted on Twitter, and 300 h of video are uploaded to YouTube (Hossain et al., 2019; Sayeed et al., 2020; Sundararajan et al., 2020). As a result, while handling such huge amounts of data, social media companies are now depending on AI broadly (Hassan et al., 2020). In June 2017, Google, Facebook, Microsoft, Twitter, and YouTube announced the news of forming a collaborative platform named the Global Internet Forum to Counter Terrorism (GIFCT) to combat the spread of extremist propaganda online (Heller, 2020). Gradually, LinkedIn, Instagram, Dropbox, Ask. fm, Cloudinary, JustPaste.it, Verizon Media, Reddit, Snap, and Yellow joined, as well.

Adopting and deploying AI technology, only within the first quarter of 2018, Facebook took down 837 million spam contents, 2.5 million content promoting hate speech, and disabled 583 million Facebook accounts globally (Dahlberg, 2018; Hossain et al., 2019; Sayeed et al., 2020). In 23 months, starting from August 2015, Twitter suspended about a million accounts for promoting violence (Fernandez et al., 2018; Singh et al., 2018). In the latter half of 2017, YouTube deleted 150,000 videos spreading violence and extremism and about half of these videos were removed within 2 h of being uploaded (Macdonald, 2018; Macdonald et al., 2019).

The GIFCT member companies are also putting effort into addressing the issue of resurfacing a flagged or removed content on another website. They have developed a shared industry database of "hashes." Whenever one company identifies any extremist content, they share the hash of that content with other companies so that the AI technology of all the companies can include that hash in their database and proceed with removing it from their websites (Macdonald, 2018). Within 2018, GIFCT successfully added 100K hashes in the database which current number is 200K (Waldman and Verga, 2016; Aggarwal, 2019; Metsky et al., 2019).

While AI is applauded extensively for bringing about a disruption in the technology industry combating extremist online, many experts express certain concerns about the possible negative consequences of using AI for CVE. Particularly, terrorists adopting more encrypted sites (which are harder for AI to access) and limiting people's freedom to express political and social grievances are the two most major concerns. After all, AI technology can always make false identification (Ahmed, 2019; Westerlund, 2019; Winter et al., 2020).

However, GIFCT members claim to be well aware of this issue and partner with organisations that can provide them with human reviewer support and research organisations to better understand the latest trends of online terrorist propaganda. For example, Google has created a network of eight think tanks worldwide to develop better ethics of content moderation and planned to add 50 expert NGOs to their current list of 63 organisations for content flagging and moderation (D’Onfro, 2016). In 2017, Facebook employed 75,000 content reviewers and increased the number since then (Sayeed et al., 2020).

Experts and researchers of this field suggest building an effective hybrid system integrating human and AI or machine learning to solve the issues regarding contextual ambiguity and decision-making about the grey-zone or borderline contents (van der Vegt et al., 2019). After all, machine learning or AI is not foolproof partly because the humans who design it are not either (Polonaki, 2018).

4.1.4. Mobile apps

With the advancement of technology in the area of CVE, governments, international organisations, and tech companies have joined hands to develop and deploy mobile apps aimed at countering the spread of VE using diversified approaches (Table 3). The following is the portrayal of some major mobile apps that have already been launched globally:

4.1.4.1. UNDP Africa: Tackling Extremist Narratives. With the concept of capturing local voices in developing counter narratives for tackling the extremist ones, UNDP in partnership with Albany Associates, a communications company developed a mobile app titled "UNDP Africa Toolkit: Tackling Extremist Narratives’ ” (UNDP, 2018). This app has been designed to act as a toolkit for Civil Society Organization (CSOs) to plan and implement campaigns to combat extremist narratives. The developers of this app believe that alternative narratives work better than the counter-narratives as the first one is about "what we are” and the latter one is about "what we are against." They encourage creating alternative narratives that portray or involve positive and inclusive messages which are rooted in a community's history and traditions. For serving this purpose, this app contains a framework, step-by-step guideline on strategic and communication elements starting from primary concepts of narratives to planning a campaign. It also contains various sections containing information, checklists, online resources, tips, case studies, procedures, and protocols. All these elements have been aimed to help develop interventions like alternate narratives to counter the extremist narratives.

CSO delegates and other practitioners have overwhelmingly endorsed the UNDP Africa Toolkit. Mr. Mohamed Ibn Chambas, Head of the United Nations Office for West Africa and Sahel, expressed his optimism about this app and emphasised that this app will help groups across the regions to better fight the threats of VE. At the launch of the app, representatives from over 12 sub-Saharan countries discussed the contextual gaps between the national and international interventions and local crises and acknowledged that UNDP Africa Toolkit might succeed in closing this gap. Some of this app's unique features are that it is free of cost, readily available for download in Apple, Google play store or the web; and once downloaded, doesn't need any Internet connection. This app is available in English and French.

4.1.4.2. GCTF – lifecycle toolkit. In 2015, the Global Counterterrorism Forum (GCTF) launched the 'Initiative to Address the Life Cycle of Radicalization to Violence’. This initiative was co-led by Turkey and the United States and aimed to assist policymakers and practitioners with conceptual tools applicable at various stages of life cycle of radicalisation to violence. In 2017, as the next step of the web-based version of the toolkit, a mobile application for iOS and Android was created.

This GCTF Lifecycle Initiative Toolkit highlights good practices for countering violent extremism at any stage of the life cycle of radicalisation to violent extremism to the policymakers and the implementers. According to the GCTF website4, these good practices are on the following stages:

i. Prevention: This section includes the push and pull-factors of violent extremism, locally relevant initiatives, educational initiatives, roles of families, and roadmap of initiatives.

ii. Detection and Intervention: This section delineates a human rights-compliant approach, alternatives to prosecution and incarceration and risk assessment tools.

iii. Rehabilitation and Reintegration: This section highlights the rehabilitative measures, legal frameworks, additional guidance and tailored approaches.

This app also enables its users to access the latest research from several international organisations and esteemed global experts on the counter-extremism field. This app is available in Arabic, English and French.
4.1.4.3. Hedayah- masar app. “Masar” means “path” or “trajectory” in Arabic. Hedayah, the International Center of Excellence for Countering Violent Extremism, in collaboration with the Royal United Services Institute (RUSI) launched a digital platform named the “MASAR App”, in September 2018. The developers of this app claim that the MASAR app will assist the designers of P/CVE projects in staying on the right path for achieving desired outcomes and visible impact.

This app’s objective was to make an interactive tool for the practitioners of P/CVE who are engaged in designing better frameworks for MM&E (monitoring, measuring & evaluating) for their CVE programs. This app can provide them with a customised step-by-step guideline on planning a CVE project with accompanying MM&E.

According to the webpage of the MASAR app\(^5\), it contains the following content:

1. Step-by-step tutorial on developing your P/CVE project and MM&E
2. Support developing a Theory of Change statement
3. Guidance setting goals and objectives, indicators and activities
4. Smart guidance on terminology related to MM&E through a glossary
5. A Library of resources related to MM&E and P/CVE
6. Case studies of actual P/CVE projects and results

Furthermore, the MASAR app includes some unique features like creating a platform for the users to chat within a project, projecting the impacts of an intervention, and providing recommendations of existing research links. The app is also free to download and use for any practitioner.

The Executive Director of Hedayah, H.E. Maqsoud Kruse has described the app as a breakthrough in the field of impact measurement of P/CVE programs, which can improve implementation, develop policy, and generate empirical knowledge. Emily Winterbotham, Senior Research Fellow at RUSI, claims that the MASAR app will significantly evaluate the effectiveness of the P/CVE programs being designed in different countries. Her claim has been validated by several participants of the app testing event. They have assured that the app successfully provides directions regarding the steps to be taken, questions to

---

\(^5\) https://play.google.com/store/apps/details?id=com.hedayah.masar&hl=en.
be asked, and resources to look for (Ahmed, 2019; Gerspacher and Weine, 2019).

4.1.4.4. Against violent extremism (AVE). The AVE is a network created by the Institute for Strategic Dialogue (ISD) in 2011 and launched in 2012 to tackle VE in the present world. This intervention’s unique feature is that it has created a network among the former violent extremists and survivors of VE and enabled them to work together to combat the threats posed by the extremist groups. By connecting the former extremists from different histories and backgrounds, this network facilitated sharing by decoding first-hand experiences and leveraging the lessons. Their major focus is to push back the extremist propaganda or narratives and prevent the recruitment of ‘at-risk’ youth.

To fight this battle against extremism, AVE uses technology to connect, exchange, disseminate, and influence violent extremism in all the forms existing, including the far right, the far left, Al Qaeda and the violent gangs in South America. For this purpose, they have launched a mobile app in 2017 along with the AVE website, so that the formers and survivors can join the network and contribute to ongoing CVE projects. ISD asserts that the AVE network has played a crucial role in their counter-narrative programs and other initiatives. According to the RAN issue paper (2016) regarding the AVE, the network seeks to serve the following primary functions:

i. Connecting credible messengers to one another so they can learn best practices and share ideas
ii. Matching credible messengers to private resources, skills and support
iii. Advocating the role of the former extremist and survivors in pushing back extremist narratives to governments and international bodies.

From the AVE network’s website and mobile app, it was found that they have already reached 2641 connections, including 310 formers and 164 survivors, and together, they have been engaged in about 81 projects. The AVE app enables the downloaders to connect and communicate with the members of the network, discover AVE events and initiatives near them and collaborate with them. ISD has reported that the AVE network has played an integral role in the success of their several initiatives, including ‘Extreme dialogue counter-extremism education program’ and ‘One to one direct intervention’. The insights and experiences drawn from the former extremists helped the initiatives’ designs and strategies to reach maximum efficiency.

4.2. Existing online-based/digital CVE interventions in Bangladesh

This section depicts the existing situation about the deployment of online/digital CVE interventions in Bangladesh. It also delineated the unique features of the present interventions and received acclamations.

4.2.1. YPSA – CVE initiative

A non-government organisation in Bangladesh named "Young Power in Social Action (YPSA)" has launched a mobile app titled "YPSA CVE Initiative" (Table 3). This app is a component of their ongoing project on "Community Engagement in Countering Violent Extremism in Cox's Bazar (CEVEC)". This app aims to combat VE through community engagement in Cox's Bazar district, Bangladesh. This app contains flipcharts and leaflets, highlighting students’ and youth cohorts’ roles and responsibilities towards CVE. It also includes sessions on family and society, extremism and violence, the negative sides of extremism, and the victims of extremism with the aim of knowledge sharing regarding these issues. This app is entirely in Bangla, which makes it convenient to use for the local population. This app is also free to download and use. However, this app doesn't have any national version that will influence people from other localities to use it.

4.2.2. Hello CT

In July 2016, the Counter-Terrorism and Transnational Crime (CTTC) unit of Dhaka Metropolitan Police (DMP) launched an anti-militancy mobile app named "Hello CT". This app aims to create a bridge between countrymen and the CTTC unit through which citizens can forward and report on information regarding crimes or suspicious activities around them (Table 3). Using this app, people can share information regarding extremism/militancy, cybercrime/cyber terrorism, bombs/explosives/arms/narcotics, and terrorist financing/smuggling/fake currency. According to the app description, the informant's identity is not revealed, nor is it mandatory to provide. The informants can also share pictures and audio/video clips through this app. This app also contains a section titled "News Feed," where local news, slogans, best practices, and campaigns are shared for awareness building among this app's users. The 'Hello CT' app is free to download and use, and the instructions inside are provided both in English and Bangla.

4.2.3. Bangladesh peace observatory (BPO)

The Centre for Genocide Studies launched the Bangladesh Peace Observatory (BPO) in the University of Dhaka as a component of UNDP's project on 'Partnership for a Tolerant, Inclusive Bangladesh (PTIB)' in 2017. The BPO is a research facility with a website that provides free and easy access to data, mapping trends, and various research outputs to create a better understanding of the present state of different sorts of violence in the country among the citizens and other stakeholders.

The major goal of BPO is advancing the understanding of peace and tolerance through data insights. It uses mapping and data analytics technology to create a virtual platform that shares knowledge about the state of political, ethnic, communal, criminal, gender-based, and extremist violence. This website contains different sources of publicly available data and visualises those in a useful and interactive way so that the consumers or interested stakeholders like policymakers, civil society, and media can easily understand and procreate accordingly.

The UNDP Bangladesh Country Director, Mr. Sudipto Mukherjee, expressed his anticipation about the BPO stating that this initiative can help influence effective policy and contribute to countering rumors by providing facts rather than fear.

5. Discussion

This study gives an overall picture of successful online-based CVE strategies worldwide and identified effective ones in the context of Bangladesh. Even though extremist used every possible way for VE activities, social media and the internet are the most prominent ones. Extremists targeted people of different ages for VE activities, but young people are particularly the most vulnerable. This section discusses the effective online-based interventions to reduce VE activities in Bangladesh and presents a brief portrayal of the experts’ opinion regarding the ongoing CVE initiatives already deployed. Based on their suggestions about some digital/tech-based CVE strategies that are deemed to have
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6 http://www.againstviolentextremism.org/
7 https://ypsa.org/community-engagement-in-countering-violent-extremism-in-cox-bazar-cevec-
8 https://play.google.com/store/apps/details?id=org.ypsa.ypsa&hl=en.
9 https://www.banglanews24.com/national/article/54277/Anti-military-Hello-City-apps-launched.
10 https://dmp.gov.bd/police-apps-hello-ct/.
11 https://rsis-ntsasia.org/event/launching-of-bpo-bangladesh-peace-observatory/.
12 http://peaceobservatory-cgs.org/#/
13 http://www.bd.undp.org/content/bangladesh/en/home/presscenter/pressreleases/2017/03/13/22111.html.
high potential for success in the Bangladesh context are also discussed in this section. Considering the effective online-based CVE scenarios, this study indicates theoretical implications by extending our knowledge of successful CVE strategies to reduce the VE activities in Bangladesh and other developing countries.

### 5.1. Effective CVE initiatives for Bangladesh

Based on the discussion on globally deployed online/digital interventions, a typology with two major categories emerged among the measures: positive and negative, similar to the classification provided by Hussain and Salman (2014). Judging from the approach and implementation strategies, the RM can be categorized under positive measures; and the eGYPH and AI technologies can be categorized under the negative measures. In the case of mobile apps, all of them are intended to share positive messages and influence cooperation among CVE practitioners rather than taking down or censoring extremist contents online; the apps can also be categorized under positive measures. A common drawback of all these apps is that none of these are promoted or advertised enough to the local or global potential customers. Not much reviews or criticism can be found for any of these apps and this scenario indicates that the apps are yet to obtain substantial reach. Without further research, the implications of none of the categories can be overruled, and it is also possible that the combined implementation of both types of measures can be useful in handling the present threat of VE activities.

Table 2 highlights the pros and cons and the programmatic lessons of the major CVE interventions globally reviewed in this study.

### 5.2. High potential CVE strategies for Bangladesh based on expert opinions

This section discusses the CVE strategies, which may hold high potential in Bangladesh’s context. The experts interviewed laid out their current understandings about the nature and prevalence of VE. From their depictions, the source of VE in Bangladesh can be divided into two major categories. One of them is extremism driven by religious beliefs. The other is violence influenced by political motives and power plays.

In the case of portraying VE from the religious angle, most of the experts defined extremism as religious minorities being oppressed by the larger religious groups, which in Bangladesh’s case are the Islamic extremist/fundamentalist groups. Some of them also added that extremism had been around in Bangladesh for a long time, where religious, ethnic, or other types of minorities are oppressed and face different sorts of violence. Interestingly, while talking about Islamic extremist or fundamentalist groups, most of the respondents tended to indicate ordinary people who are generally conservative in nature when it comes to religious and cultural beliefs rather than pointing out specific terrorist groups. This shows that the experts acknowledge the general religious or other intolerance prevailing in society while going deep into VE in Bangladesh.

The other source of violence, the political unrest and fights, was mentioned by the experts during the interviews by referring to the fact that “Jamaat-e-Islami”, a recognized Islamist political party, have often been found to be affiliated with extremism and violence. They still operate as a legitimate political party in Bangladesh. The experts stated that allowing such occurrence has enabled religious extremism to be shifted towards politics, and extremist mentality has become more or less prevalent at every level and sector of the country.

Apart from this, several other reasons behind the rise and existence of VE were highlighted in the interviews. One of the major reasons noted is a lack of in-depth knowledge among people regarding their religions and others. Most experts asserted that this knowledge gap emerged over time and ordinary people are susceptible to manipulation by various misleading promotional materials or activities. They further argued that a lack of knowledge drives such mentality and may instill prejudice towards other religions and cultures and justify violence against minorities.

Another major reason underscored was the division among educational institutions of Bangladesh: Bangla-medium, English-medium and Madrasah. This situation results in various disturbances, including discrepancies among the content covered by different educational systems, a lack of understanding about the other systems, and, most importantly, discrimination in the workforce. According to them, people generally seem to get certain privileges and face challenges due to their educational background, which can lead to isolation and frustration among the victims. Above all, the experts specified that the fragmentation among the general population through sustaining three different mediums of education could produce more reasons to stereotype and marginalize people socially.

When asked about VE’s features that they consider as unique or predominant in Bangladesh, most of the respondents agreed that there is no uniqueness of VE that takes predominance in this country’s context. They also pointed out that the common understanding among the general people that held Madrasahs as the major source of radicalization has taken a significant shift due to the recent evidence. However, many respondents put forward concern about the easy and cheap access of the Internet to the country’s youth population, which may make them more vulnerable to the threats of radicalization and VE.

Experts believe the P/CVE space in Bangladesh to be underpopulated against the need. Most of the respondents mentioned some of the Bangladesh government-led interventions like the “Hello CT” app, the Digital Security Act of 2018, and other security-led online monitoring and counternarrative campaigns by CTTC, which are a practical approach to reduce the VE activities. However, all agreed that these activities are not well-promoted and are not proportionate to the need. By and large, the government continues to rely on kinetic interventions in the CT space instead of softer P/CVE activities.

A major shortcoming in the interviews is that there are no well-known authorized sources or platforms in Bangladesh to verify fake news and propaganda shared on social media. Bangladesh is yet to gain sufficient technological advancement or dedicated platforms to deal with the constant flow of information when there is no available scope for verification. Another major limitation highlighted was the one-sided focus on the urban population with regard to CVE programmes. Many experts expressed that leaving the rural areas and population behind while planning or implementing a national level CVE initiative may create opportunities for the extremists to be more and more active in those areas by hiding.

During the interviews, the participants were asked to share their understandings regarding the potential for innovative app-based or other digital technologies for P/CVE in Bangladesh. In response, most of the respondents expressed that they preferred offline approaches rather than online ones to counter VE, arguing that technology should mostly be used to monitor suspicious people, groups, activities, and the flow of information consumed by the mass population. However, many respondents agreed that digital platforms need to play a vital role in taking care of a new age technology-based problem.

Following are some technology-based online/digital interventions or strategies that were mentioned by the experts which they perceive to hold high potential:

a) **Online Courses**: They argued that studies specifically indicate that mothers and spouses are able to pick up on early indicators of VE compared to others. They also suggested that teachers can play a vital role in detecting signs of potential radicalization among students. Therefore it was recommended that online courses should be designed and promoted among teachers and parents to train them about the safe use of technology, social media use and online platforms.

b) **Positive Messaging**: Disseminating positive, subliminal messages, for instance, showing lifestyles of various successful people who are happy with their place in life and career through entertainment programs was suggested in the interviews. The respondents opined that showing similarities of life problems, challenges and success among different religious or cultural groups shows people how they are not that much different from each other may contribute in eliminating prejudices towards people from different backgrounds.
c) **Online Religious Platform:** An online platform involving the trained and legitimate religious leaders where they can preach the real messages of religions while providing authentic references to their claims.

d) **Information Verification Platform:** Most of the respondents suggested creating more online platforms or promoting the existing ones where people can visit for evaluating the authenticity of information they have come across through social media or other sources or their doubts about certain matters relating to religions/societal/international issues. They also suggested that such a platform needs to be controlled and monitored by government agencies.

e) **Gaming:** Gaming was suggested as an effective technological tool that could reach a greater audience, and it should be easier to create the demand and ensure that the people are engaging with the software. These games have to be designed as a role-playing simulation where the players will choose characters for solving an imitated real-life crisis. Through posing themselves in the good guys' places, the players will be able to stimulate empathy and crisis management skills among themselves.

While discussing these online/digital interventions some specific suggestions were pointed out during the interviews. Following are some of the major suggestions noted:

a) CVE interventions should be implemented by credible sources like the government. The NGOs, private sector and civil society can partner with the government for technological or resources support.

b) When designing content for CVE campaigns, some obvious words like 'radicalization' should not be used.

c) Promoting the positive messages of the generic role models like Buddha, Gandhi, Tagore who represent peace and tolerance.

d) Utilizing heavily trafficked social media platforms for disseminating liberal content or messages.

e) Generating funds from external donors and reaching out to more technologically developed countries for developing apps and digital platforms.

f) Academia can play a significant role in this regard. They can hold conferences for bringing together national and international experts under one roof for sharing knowledge where the government bodies, non-government actors, and private sector can also participate with a vision of developing an integrated plan for CVE

The interview participants also expressed that Government institutions are carrying out some reformatory actions in this regard, like redesigning Madrasahs' curriculum with extracurricular activities. NGOs are developing programs where they are engaging the local youths into community work to feel ownership and improve the bonds within the community between different cultural or religious groups. Incubators are redesigning Madrasahs' curriculum with extracurricular activities. NGOs are carrying out some reformative actions in this regard, like designing courses to build awareness among them and encourage them to share positive messages.

5.3. Recommendations for CVE interventions in Bangladesh

Following are some recommendations for potential CVE interventions in Bangladesh based on the global best practices and local context comprehended through this study:

a) The investigative studies in Bangladesh so far have looked into the victims' or militants' economic, educational and social backgrounds but did not concentrate enough on identifying the driving factors that led them to this path. In order to develop an understanding of the driving factors, emphasis needs to be put on conducting empirical research in Bangladesh context. This research should try to investigate the social-psychological aspects, including identity, history and recognition, which might have contributed to the radicalization process of the individuals.

b) An inquiry-based intervention can design focused on the former or identified extremists to understand what drove them towards radicalization and extremism. The insights from this research can be used to address the contextual factors present in the country and identify the at-risk individuals. In the next step, an interactive online course can be developed based on the research findings, particularly for the students and young graduates or professionals. In this app or website, the users will have to go through a number of documentaries, pictures, and videos, and will participate in a series of quizzes, case study analyses, and creative writings. The answers and reactions provided by each participant will be properly documented and preserved. A team of analysts and experts will help determine whether the participants are radicalized or not. A whole campaign can be designed for this course, and the campaign can partner with the educational institutions and offices for influencing the students and the professionals to take this course.

c) This is not an unknown scenario that people's news feed in social media gets bombarded with fake and outraging news or stories regularly. Availability of a credible and trustworthy website or platform for investigating such news's authenticity is the need of the hour in Bangladesh context. This website or platform should be enabled to process the news links shared by any visitor and report back the legitimacy of the news. Such technology will contribute in avoiding mass confusion and triumphs of influencing violence in the community. Although such websites exist in the country, none of them is mass-promoted. An intervention focused on promoting such websites or platforms at the national level would be useful for minimizing this knowledge gap among people.

d) The societal impact of the speeches delivered by the religious preachers is an attention-worthy issue in this field. They have enormous opportunities for influencing the mindset of people from different communities. A targeted campaign can be designed, including religious preachers, which will comprise workshops, seminars, and online courses to build awareness among them and encourage them to share positive messages. This campaign can be organized in partnership with the Ministry of Religious Affairs for ensuring credibility. Another aim of this intervention will be providing the preachers with digital literacy so that they can better check the authenticity of the information they share and communicate with the mass people for counselling and disseminating positive messages. In due course, a platform can be launched, which will connect the country's religious leaders where they will share the constructive messages of religions, and interested people will be able seek valid information and guidance from this platform. While designing these interventions, some crucial components should be taken into consideration. For instance, suggestions for replacing the so-called “benefits” of extremism. In addition, the counter or alternative narratives should be based on empirical evidence. Moreover, initiatives should be taken for developing an internationally-accepted ideology as alternatives to the extremist ones.

e) Another important recommendation for the context of Bangladesh is to establish a strong online monitoring mechanism at the national level for checking extremist activities through the internet and social media.

VE is a global crisis that needs to be addressed at the local level. For this purpose, knowledge sharing among nations is absolutely crucial. Global innovations, interventions need to be contextualized and applied in every country, including Bangladesh. Many CVE interventions like AI Technology require expensive technologies and expert technicians, and Bangladesh being a developing country, can acquire these through partnership and funding from the developed countries. Forming an efficient working committee and network at the national level, including the government ministries, national and
international NGOs, civil society, think tanks, educational institutions and private organizations solely dedicated to countering and preventing VE, will be a milestone for the country. The proper implications of recommended online CVE strategies will help Bangladesh to be a safer place in respect of VE activities.

6. Limitations of the study

There are some limitations to this study. The collected resources for this study from different online sources, and even though a large body of documents was analyzed, many documents repeated similar information. Despite comprehensive searching for different online sources, some important documents may have been left out. Experts sometimes give biased answers, which can essentially destroy the value of the collected information. Despite those limitations, this study will give effective insights to understand successful CVE strategies for Bangladesh and will make Bangladesh a safer place to live on.

7. Concluding remarks and avenue of future research

Social Media and the Internet offer significant possibilities for supporting the fulfillment of the 2030 Sustainable Development Agenda and advancing all human rights, including access to information, freedom of expression, and privacy. Social media is also responsible for leading vulnerable individuals to perform VE activities. This study aims to identify effective online-based CVE strategies for Bangladesh in minimising the VE activities induced by social media and the Internet. The strategies identified are based on the existing successful global online/offline/digital CVE practices and the most prominent current local interventions in Bangladesh’s context. Based on content analysis of selected newspaper articles, blog posts, published journal articles, and video clips, this research’s objective is achieved. From the analysis and expert interviews, it was found that VE using social media is a global crisis, and to reduce it, knowledge sharing among nations is absolutely crucial. AI and mobile apps technologies are the most effective online-based CVE strategies to reduce the VE activities in Bangladesh. AI Technology requires expensive equipment and expert technicians and being a developing country Bangladesh, can acquire these through partnership and funding from the developed countries. Bangladesh government is already launching several mobile apps to reduce VE activities, but these initiatives are not well-promoted to the larger audience, especially in the rural areas. Leaving the population of the rural areas behind while planning or implementing a national level CVE initiative may create opportunities for the extremists to be more active in those areas. Experts suggest that positive messages through online courses, online religious platforms and gaming designed for solving real-life crises can play a vital role in CVE activities. Credible sources, like the government of Bangladesh, need to implement CVE interventions with the help of technology or resources support from NGOs, private sectors and civil society. Through implementing effective online CVE strategies, more knowledge sharing, synergy, and multi-stakeholder enterprises, Bangladesh and other less developed countries can concurrently deal with violent extremism by successfully using cutting-edge online/digital technologies. Future research avenues may focus on the effectiveness of existing and recommended online-based CVE interventions by analysing their impacts on the younger population (15–30 years) of city-rural areas in developing countries.
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