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Abstract

We define and study a spatial (infinite-dimensional) counterpart of Stirling numbers. In classical combinatorics, the Pochhammer symbol \((m)_n\) can be extended from a natural number \(m \in \mathbb{N}\) to the falling factorials \((z)_n = z(z-1)\cdots(z-n+1)\) of an argument \(z\) from \(\mathbb{F} = \mathbb{R}\) or \(\mathbb{C}\), and Stirling numbers of the first and second kinds are the coefficients of the expansions of \((z)_n\) through \(z^k\), \(k \leq n\) and vice versa. When taking into account spatial positions of elements in a locally compact Polish space \(X\), we replace \(\mathbb{N}\) by the space of configurations—discrete Radon measures \(\gamma = \sum_i \delta_{x_i}\) on \(X\), where \(\delta_{x_i}\) is the Dirac measure with mass at \(x_i\). The spatial falling factorials \((\gamma)_n := \sum_{i_1} \sum_{i_2 \neq i_1} \cdots \sum_{i_n \neq i_1, i_2, \ldots, i_{n-1}} \delta_{(x_{i_1}, x_{i_2}, \ldots, x_{i_n})}\) can be naturally extended to mappings \(M^{(1)}(X) \ni \omega \mapsto (\omega)_n \in M^{(n)}(X)\), where \(M^{(n)}(X)\) denotes the space of \(\mathbb{F}\)-valued, symmetric (for \(n \geq 2\)) Radon measures on \(X^n\). There is a natural duality between \(M^{(n)}(X)\) and the space \(\mathcal{CF}^{(n)}(X)\) of \(\mathbb{F}\)-valued, symmetric continuous functions on \(X^n\) with compact support. The Stirling operators of the first and second kind, \(s(n,k)\) and \(S(n,k)\), are linear operators, acting between spaces \(\mathcal{CF}^{(n)}(X)\) and \(\mathcal{CF}^{(k)}(X)\) such that their dual operators, acting from \(M^{(k)}(X)\) into \(M^{(n)}(X)\), satisfy \((\omega)_n = \sum_{k=1}^n s(n,k)^* \omega^{\otimes k}\) and \(\omega^{\otimes n} = \sum_{k=1}^n S(n,k)^* (\omega)_k\), respectively. In the case where \(X\) has only a single point, the Stirling operators can be identified with Stirling numbers. We derive combinatorial properties of the Stirling operators, present their connections with a generalization of the Poisson point process and with the Wick ordering under the canonical commutation relations.
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1 Introduction

The classical combinatorics deals with finite structures, e.g. cardinalities of finite sets, which, in particular, may represent populations. This brings clear intuitive interpretations of numerous combinatorial objects, especially in their probabilistic applications, see e.g. [12, Chapter II]. The state space is hence the set of nonnegative integers, $\mathbb{N}_0 = \{0, 1, 2, \ldots\}$. Defined initially for numbers from $\mathbb{N}_0$, many combinatorial objects admit natural extensions to a variable from $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$. This leads to important relations between combinatorics and analysis, in particular, difference calculus.

When studying population dynamics in biology or ecology, one is often interested not only in the size of the population in a certain region but also how the population is spatially distributed, see e.g. [10]. Let $X$ denote the space in which the population is located. For a sufficient generality, we assume that $X$ is a locally compact Polish space. The spatial distribution of a population in $X$ is modelled by a configuration $\gamma$, a locally finite subset of $X$. We denote by $\Gamma(X)$ the space of all configurations $\gamma$ in $X$.

We note that configuration spaces are widely used in different branches of mathematics and applications. We only mention the theory of point processes (e.g. [9]), statistical physics of continuous systems (e.g. [27]), geometry and topology (e.g. [1,11]), spatial ecology (e.g. [10]).

Contrary to $\mathbb{N}_0$, the configuration space $\Gamma(X)$ possesses both continuous topological properties (arising from the topology in $X$) and the discrete structure of each particular configuration.\footnote{Although a configuration is a locally finite set, the total number of points of a configuration can be infinite. This feature is important for many branches of mathematics, in particular, for the theory of point processes and statistical physics of continuous systems.}

Having in mind the spatial distribution of a population, we may naturally think about extending certain notions and results of the classical combinatorics to the configuration space $\Gamma(X)$. The aim of this paper is to show that Stirling numbers and many related results have their natural counterparts in the spatial combinatorics. In turn, our results within the spatial combinatorics cast new light on the classical combinatorics related to Stirling numbers.

Let us now briefly describe what we mean under a spatial counterpart of Stirling numbers. Let $n \in \mathbb{N} = \{1, 2, 3, \ldots\}$. For $k \in \mathbb{N}_0$, $(k)_n = \frac{1}{n!} \binom{k}{n} = (k-1) \cdots (k-n+1)$ is called a falling factorial. The latter expression allows one to define falling factorials as polynomials of a variable $z \in \mathbb{F}$: $(z)_n = z(z-1) \cdots (z-n+1)$. The Stirling numbers of the first kind, $s(n,k)$, are defined through the expansion $(z)_n = \sum_{k=1}^{n} s(n,k) z^k$, while the Stirling numbers of the second kind, $S(n,k)$, are defined through the inverse expansion $z^n = \sum_{k=1}^{n} S(n,k)(z)_k$. We refer e.g. to the monographs [23,28] and the references therein for studies of Stirling numbers in combinatorics and their applications in mathematical physics.

It is standard to interpret a configuration $\gamma = \{x_i\} \in \Gamma(X)$ as a discrete measure on $X$: $\gamma = \sum_i \delta_{x_i}$ where $\delta_{x_i}$ is the Dirac measure with mass at $x_i$. Then, for $n \in \mathbb{N}$, one can naturally define a (spatial) falling factorial $(\gamma)_n$ as the discrete measure on $X^n$ given by

$$
(\gamma)_n := \sum_{x_1 \in \gamma} \sum_{x_2 \in \gamma \setminus \{x_1\}} \cdots \sum_{x_n \in \gamma \setminus \{x_1, \ldots, x_{n-1}\}} \delta_{x_1} \otimes \delta_{x_2} \otimes \cdots \otimes \delta_{x_n}, \quad (1.1)
$$

see [13]. If $A \subset X$ is compact and $\gamma(A) = k \in \mathbb{N}_0$ (i.e., the configuration $\gamma$ has $k$ points in $A$), then $(\gamma)_n(A^n) = (k)_n$. Similarly to the classical case, one can now extend the definition
of the falling factorials \((\gamma)_n\) to a linear space. More precisely, let \(M(X)\) denote the space of \(\mathbb{F}\)-valued Radon measures on \(X\). For each \(\omega \in M(X)\), we define an \(\mathbb{F}\)-valued Radon measure \((\omega)_n\) on \(X^n\) by

\[
(\omega)_n(dx_1 \cdots dx_n) := \omega(dx_1)((\omega(dx_2) - \delta_{x_1}(dx_2))) \times \cdots \times (\omega(dx_n) - \delta_{x_1}(dx_n) - \delta_{x_2}(dx_n) - \cdots - \delta_{x_{n-1}}(dx_n)).
\]

(1.2)

Each \((\omega)_n\) is a symmetric measure, i.e., it remains invariant under the natural action of the symmetric group on \(X^n\).

For \(n \in \mathbb{N}\), let \(\mathcal{F}^{(n)}(X)\) denote the space of measurable, bounded, compactly supported, symmetric functions \(f^{(n)} : X^n \to \mathbb{F}\). We define **Stirling operators of the first kind** as the linear operators \(s(n, k) : \mathcal{F}^{(n)}(X) \to \mathcal{F}^{(k)}(X)\) satisfying

\[
\int_{X^n} f^{(n)} d(\omega)_n = \sum_{k=1}^{n} \int_{X^k} s(n, k)f^{(n)} d\omega^\otimes k, \quad \text{for all} \ \omega \in M(X),
\]

(1.3)

and **Stirling operators of the second kind** as the linear operators \(S(n, k) : \mathcal{F}^{(n)}(X) \to \mathcal{F}^{(k)}(X)\) satisfying

\[
\int_{X^n} f^{(n)} d\omega^\otimes n = \sum_{k=1}^{n} \int_{X^k} S(n, k)f^{(n)} d(\omega)_k, \quad \text{for all} \ \omega \in M(X).
\]

(1.4)

In the case where the underlying space \(X\) has a single point (hence the whole population is located at this point), we may obviously identify the operators \(s(n, k)\) and \(S(n, k)\) with the Stirling numbers \(s(n, k)\) and \(S(n, k)\), respectively. In the case where \(X = \{x_1, \ldots, x_n\}\) with \(n \in \mathbb{N}\), \(n \geq 2\), the Stirling operators \(s(n, k)\) and \(S(n, k)\) act in finite-dimensional spaces, hence they are multivariate extensions of the corresponding Stirling numbers.

Let us now describe the content of the paper. In Section 2, we discuss the preliminaries. In particular, following [13], we discuss the binomial property of the falling factorials \((\omega)_n\) and their lowering operators.

In Section 3, we discuss basic results on the Stirling operators. These include the explicit formulas for the action of the Stirling operators, the recurrence relations satisfied by the Stirling operators, and the explicit form of their generating functions. We also introduce **Lah operators**, which connect the rising factorials, \((\omega)^{(n)} = (-1)^n(-\omega)_n\), with the falling factorials, \((\omega)_n\). We derive the explicit form of the Lah operators and their generating function.

In Section 4, we discuss an infinite dimensional counterpart of Euler’s formula for the Stirling operators of the second kind, compare with [28, Section 9.1]. The proof of our result uses the binomial property of the falling factorials, \((\omega)_n\). We also discuss how the infinite dimensional Euler formula is related to the correlation measure of a point process in \(X\).

---

2In the case where \(X\) is a smooth manifold, the definition of the falling factorials can be further extended to the case where \(\omega\) is a generalized function on \(X\), see [4, 13, 16]. This brings further connections with infinite dimensional analysis. However, in this paper, we will not discuss this wider extension.
Olson’s identity (see e.g. [28, Section 12.2]) is a generalization of the orthogonality identity satisfied by the Stirling numbers. In Section 5, by using Euler’s formula from Section 4, we prove an infinite dimensional counterpart of Olson’s identity. Even in the case of a single-point space \( X \), the obtained identity yields an extension of the classical Olson’s identity for Stirling numbers. We also discuss a couple of other identities satisfied by the Stirling operators. The proofs of these identities significantly use the binomial property of \((\omega)_n\).

Our studies of the Stirling operators naturally lead us to a generalization of Poisson point process. Recall that, if \( \sigma \) is a non-atomic positive Radon measure on \( X \), one can define the Poisson point process, with intensity measure \( \sigma \) as a probability measure on the configuration space \( \Gamma(X) \). We denote by \( \mathbb{E}_\sigma \) the expectation with respect to this probability measure. Let \( p \) be a polynomial on \( M(X) \), i.e., a function \( p : M(X) \rightarrow \mathbb{F} \) which is of the form

\[
p(\omega) = f^{(0)} + \sum_{k=1}^{n} \int_{X^k} f^{(k)} \, d\omega^{\otimes k},
\]

where \( f^{(0)} \in \mathbb{F} \) and \( f^{(k)} \in \mathcal{F}^{(k)}(X) \) for \( k = 1, \ldots, n \). Then \( p \) is integrable and we can evaluate its expectation, \( \mathbb{E}_\sigma(p) \). If we denote by \( \mathcal{P}(M(X)) \) the space of all polynomials on \( M(X) \), the expectation \( \mathbb{E}_\sigma \) determines a linear functional \( \mathbb{E}_\sigma : \mathcal{P}(M(X)) \rightarrow \mathbb{F} \). In Appendix, we prove that such a functional can be naturally defined for any \( \mathbb{F} \)-valued Radon measure \( \sigma \in M(X) \). We call \( \mathbb{E}_\sigma \) the Poisson functional with intensity measure \( \sigma \). We prove that several standard properties of the Poisson point process (for example, Mecke identity, see Proposition A.7) still hold for the Poisson functional \( \mathbb{E}_\sigma \). The main result of Section 6 (Theorem 6.1) states a connection between the Poisson functional \( \mathbb{E}_\sigma \) and the Stirling operators of the second kind. More precisely, for a monomial \( p(\omega) = \int_{X^n} f^{(n)} \, d\omega^{\otimes n} \), it holds that \( \mathbb{E}_\sigma(p) = \sum_{k=1}^{n} \int_{X^k} S(n, k) f^{(n)} \, d\sigma^{\otimes k} \).

Let \( a^+, a^- \) be a pair of (adjoint) operators satisfying the canonical commutation relation

\[
a^- a^+ = a^+ a^- + 1,
\]

where \( a^+ \) is called a creation operator and \( a^- \) an annihilation operator. The operator \( \rho = a^+ a^- \) is called a number operator, or a particle density. Due to the commutation relation, the operator \( \rho^n \) can be represented as a linear combination of the Wick (normally) ordered operators, \((a^+)^k(a^-)^k\). Katriel [17] in 1974 found the explicit formula, \( \rho^n = \sum_{k=1}^{n} S(n, k)(a^+)^k(a^-)^k \). Katriel’s result includes, as a special case, the classical formula of Grünert (1843) for the action of the Euler operator \( t \frac{d}{dt} \),

\[
\left(t \frac{d}{dt}\right)^n = \sum_{k=1}^{n} S(n, k) t^k \left(\frac{d}{dt}\right)^k.
\]

The seminal paper [17] led to numerous generalizations of Stirling numbers; we refer to [23, Subsection 1.2.3] for a long list of references. The main result of Section 7 (Theorem 7.6) is an extension of Katriel’s formula to the case of a family of operators \((a^+(x), a^-(x))_{x \in X}\) satisfying the canonical commutation relations, see formula (7.6) below. In fact, it is only in the case where \( X \) is a discrete set that the operators \( a^+(x) \) and \( a^-(x) \) are well-defined.
In the general case, these are operator-valued distributions, hence one needs to choose a reference measure $\sigma$ on $X$ and consider smeared operators $a^+(\varphi) = \int_X \varphi(x)a^+(x)\sigma(dx)$, $a^-(\varphi) = \int_X \varphi(x)a^-(x)\sigma(dx)$, and $\rho(\varphi) = \int_X \varphi(x)a^+(x)a^-(x)\sigma(dx)$. Theorem 7.6 states the explicit formula for the product $\rho(\varphi_1) \cdots \rho(\varphi_n)$ in terms of the Wick ordered terms. This formula uses the Stirling operators $S(n,k)$ at the place of the Stirling numbers $S(n,k)$ in Katriel’s formula. We also consider an infinite dimensional generalization of Grünert’s formula (Theorem 7.1), which appears to be a special case of the formula from Theorem 7.6.

In Theorem 7.11, for an arbitrary measure $\sigma \in M(X)$, we consider a certain representation of the canonical commutation relations and a vacuum functional $\tau_\sigma$ on the commutative unital algebra generated by the particle densities $\rho(\varphi)$ and the identity operator. We show that the functional $\tau_\sigma$ can be naturally identified with the Poisson functional with intensity measure $\sigma$. This extends the available results on the Fock space realization of the classical Poisson point process (e.g., [14, 15, 33]) to the case of an $\mathbb{F}$-valued intensity measure $\sigma$.

The classical Touchard (or exponential) polynomials are given by

$$T_n(z) = \sum_{k=1}^{n} S(n,k)z^k,$$

while $B_n = T_n(1)$ are called the Bell numbers. ($B_n$ counts the number of all unordered partitions of a set of $n$ elements.) In Section 8, for each $n \in \mathbb{N}$ and $\omega \in M(X)$, we define an $\mathbb{F}$-valued Radon measure $T_n(\omega)$ on $X^n$ that satisfies

$$\int_{X^n} f^{(n)} dT_n(\omega) = \sum_{k=1}^{n} \int_{X^k} S(n,k)f^{(n)} \omega^{\otimes k} \text{ for all } f^{(n)} \in \mathcal{F}^{(n)}(X).$$

We call $T_n$ Touchard (or exponential) polynomials on $M(X)$. Comparing the definition of $T_n(\omega)$ with Theorem 6.1 gives us an immediate connection between $T_n(\omega)$ and the Poisson functional $E_\omega$ (Corollary 8.2). We prove several further properties of $T_n(\omega)$, including their explicit form, connections with the infinite dimensional Grünert’s formula, the binomial property, recurrence formulas, and the explicit form of their generating function. If $\nu$ is a probability measure on $X$, we call $B_n(\nu) = T_n(\nu)$ the $n$th Bell measure corresponding to $\nu$. Proposition 8.8 shows that $B_n(\nu)$ is related to the expectation of a certain infinite sum involving an infinite sequence of independent random variables that have distribution $\nu$.

Finally, in Section 9, we discuss an open problem related to Theorem 7.6.

## 2 Preliminaries

### 2.1 Polynomials on Radon measures

Let $X$ be a locally compact Polish space. Let $\mathcal{B}(X)$ denote the Borel $\sigma$-algebra on $X$ and let $\mathcal{B}_0(X)$ denote the collection of all precompact sets from $\mathcal{B}(X)$. Recall that a positive Radon measure $\sigma$ on $(X, \mathcal{B}(X))$ is a measure satisfying $\sigma(A) < \infty$ for all $A \in \mathcal{B}_0(X)$; a real-valued (signed) Radon measure $\omega$ on $X$ has the form $\omega = \sigma_1 - \sigma_2$, where $\sigma_1$ and $\sigma_2$ are positive Radon measures; and a complex-valued Radon measure $\omega$ on $X$ has the form $\omega = \omega_1 + i\omega_2$, where
\(\omega_1\) and \(\omega_2\) are real-valued Radon measures. Note that, generally speaking, a real-valued or complex-valued Radon measure is well-defined on \(B_0(X)\) only. Let \(\mathbb{F}\) denote either \(\mathbb{R}\) or \(\mathbb{C}\), and we denote by \(M(X)\) the set of all \(\mathbb{F}\)-valued Radon measures on \(X\).

A configuration \(\gamma\) in \(X\) is a subset of \(X\) that contains only a finite number of elements in each compact set \(K \subset X\). In particular, the set \(\gamma\) is either finite (possibly empty) or countable. We denote by \(\Gamma(X)\) the collection of all configurations in \(X\). By identifying each configuration \(\gamma = \{x_i\}\) with the (positive) Radon measure \(\gamma = \sum_i \delta_{x_i}\), we get the inclusion \(\Gamma(X) \subset M(X)\).

We denote by \(M^{(n)}(X)\) the set of all symmetric Radon measures on \(X^n\). Obviously, for each \(\omega \in M(X)\), the product measure \(\omega^{\otimes n}\) belongs to \(M^{(n)}(X)\). Let also \(M^{(1)}(X) := M(X)\), \(M^{(0)}(X) := \mathbb{F}\) and \(\omega^{\otimes 0} := 1\) for \(\omega \in M(X)\).

We denote by \(\mathcal{F}(X)\) the space of all \(\mathbb{F}\)-valued bounded measurable functions on \(X\) with compact support, and by \(\mathcal{C}\mathcal{F}(X)\) the space of all \(\mathbb{F}\)-valued continuous functions on \(X\) with compact support. For each \(n \geq 2\), we similarly define the spaces \(\mathcal{F}(X^n)\) and \(\mathcal{C}\mathcal{F}(X^n)\). We denote by \(\mathcal{F}^{(n)}(X)\) and \(\mathcal{C}\mathcal{F}^{(n)}(X)\) the spaces of all symmetric functions from \(\mathcal{F}(X^n)\) and \(\mathcal{C}\mathcal{F}(X^n)\), respectively. We also denote \(\mathcal{F}^{(1)}(X) := \mathcal{F}(X), \mathcal{C}\mathcal{F}^{(1)}(X) := \mathcal{C}\mathcal{F}(X)\) and \(\mathcal{F}^{(0)}(X) := \mathbb{F}\).

For \(\mu^{(n)} \in M^{(n)}(X)\) and \(f^{(n)} \in \mathcal{F}^{(n)}(X)\), we denote
\[
\langle \mu^{(n)}, f^{(n)} \rangle := \int_{X^n} f^{(n)} \, d\mu^{(n)}, \quad n \in \mathbb{N},
\]
and \(\langle \mu^{(0)}, f^{(0)} \rangle := \mu^{(0)} f^{(0)}\) for \(n = 0\).

Let \(\mathfrak{S}_n\) denote the symmetric group of degree \(n\). For a function \(f^{(n)} : X^n \to \mathbb{F}\), we denote by \(P_n f^{(n)}\) the symmetrization of \(f^{(n)}\),
\[
(P_n f^{(n)})(x_1, \ldots, x_n) := \frac{1}{n!} \sum_{\pi \in \mathfrak{S}_n} f(x_{\pi(1)}, \ldots, x_{\pi(n)}).
\]
(For \(n = 1\), \(P_1\) is just the identity.)

For functions \(f^{(n)} : X^n \to \mathbb{F}\) and \(g^{(m)} : X^m \to \mathbb{F}\), we define \(f^{(n)} \otimes g^{(m)} : X^{n+m} \to \mathbb{F}\) by
\[
(f^{(n)} \otimes g^{(m)})(x_1, \ldots, x_{n+m}) := f^{(n)}(x_1, \ldots, x_n) g^{(m)}(x_{n+1}, \ldots, x_{n+m}).
\]
For any \(f^{(n)} \in \mathcal{F}^{(n)}(X)\) and \(g^{(m)} \in \mathcal{F}^{(m)}(X)\), the symmetric tensor product of \(f^{(n)}\) and \(g^{(m)}\) is the function
\[
f^{(n)} \otimes g^{(m)} := P_{n+m}(f^{(n)} \otimes g^{(m)}) \in \mathcal{F}^{(n+m)}(X).
\]
Obviously, if \(f^{(n)} \in \mathcal{C}\mathcal{F}^{(n)}(X)\) and \(g^{(m)} \in \mathcal{C}\mathcal{F}^{(m)}(X)\), then \(f^{(n)} \otimes g^{(m)} \in \mathcal{C}\mathcal{F}^{(n+m)}(X)\).

Similarly, for \(\mu^{(n)} \in M^{(n)}(X)\) and \(\nu^{(m)} \in M^{(m)}(X)\), we define the symmetric product measure \(\mu^{(n)} \otimes \nu^{(m)} \in M^{(n+m)}(X)\). This measure can be characterized as the unique element of \(M^{(n+m)}(X)\) that satisfies
\[
\langle \mu^{(n)} \otimes \nu^{(m)}, f^{(n+m)} \rangle = \langle \mu^{(n)} \otimes \nu^{(m)}, f^{(n+m)} \rangle \quad \text{for all} \ f^{(n+m)} \in \mathcal{F}^{(n+m)}(X).
\]

By the polarization identity, each \(\mu^{(n)} \in M^{(n)}(X)\) is uniquely characterized by the values \(\langle \mu^{(n)}, \xi^{\otimes n} \rangle\) with \(\xi \in \mathcal{F}(X)\). Note that, for \(\mu^{(0)} \in M^{(0)}(X) = \mathbb{F}\) and \(\xi \in \mathcal{F}(X)\), \(\langle \mu^{(0)}, \xi^{\otimes 0} \rangle = \mu^{(0)}\).
A polynomial on $M(X)$ is a function $p : M(X) \to \mathbb{F}$ of form (1.5). Using the notation (2.1), we may write formula (1.5) as follows:

$$p(\omega) = \sum_{k=0}^{n} \langle \omega^{\otimes k}, f^{(k)} \rangle. \quad (2.2)$$

If $f^{(n)} \neq 0$, we say that $p$ is a polynomial of degree $n$. Recall that $\mathcal{P}(M(X))$ denotes the space of all polynomials on $M(X)$.

The space $M(X)$ can be naturally equipped with the vague topology. Thus, if in formula (2.2), $f^{(k)}$ belongs to $\mathcal{C}F^{(k)}(X)$ for each $k = 1, \ldots, n$, then $p$ is a continuous function on $M(X)$. This is why the subset of $\mathcal{P}(M(X))$ consisting of all polynomials of form (2.2) with $f^{(k)} \in \mathcal{C}F^{(k)}(X)$ will be called the space of continuous polynomials on $M(X)$ and denoted by $\mathcal{C}P(M(X))$.

### 2.2 Falling and rising factorials on Radon measures

Following [13] (in particular, Subsections 5.1 and 5.2), we will now recall some basic properties of the falling and rising factorials on $M(X)$. For each $n \in \mathbb{N}$, the falling factorial on $M(X)$ of degree $n$ is defined to be the mapping $M(X) \ni \omega \mapsto (\omega)_{n} \in M^{(n)}(X)$ given by (1.2). It is not difficult to see that the Radon measure on the right hand side of formula (1.2) is indeed symmetric. Similarly, for each $n \in \mathbb{N}$, the rising factorial on $M(X)$ of degree $n$ is defined to be the mapping $M(X) \ni \omega \mapsto (\omega)^{(n)} \in M^{(n)}(X)$ given by

$$
(\omega)^{(n)}(dx_{1} \cdots dx_{n}) := \omega(dx_{1})(\omega(dx_{2}) + \delta_{x_{1}}(dx_{2})) \\
\times \cdots \times \left( \omega(dx_{n}) + \delta_{x_{1}}(dx_{n}) + \delta_{x_{2}}(dx_{n}) + \cdots + \delta_{x_{n-1}}(dx_{n}) \right). \quad (2.3)
$$

Clearly,

$$(\omega)^{(n)} = (1)^{n}(\omega_{n}), \quad n \in \mathbb{N}. \quad (2.4)$$

We will also use the notation $(\omega)_{0} = (\omega)^{(0)} := 1$.

It follows directly from formulas (1.2) and (2.3) that, for each $\omega \in M(X)$ and any $A \in \mathcal{B}_{0}(X)$,

$$(\omega)_{n}(A^{n}) = (\omega(A))_{n}, \quad (\omega)^{(n)}(A^{n}) = (\omega(A))^{(n)}. \quad (2.5)$$

Here, for $z \in \mathbb{R}$, $(z)_{n}$ and $(z)^{(n)} = (1)^{n}(z)_{n}$ are the classical falling and rising factorials, respectively.

**Remark 2.1.** Assume that the underlying space $X$ has only a single point. In that case, we can identify each $M^{(n)}(X)$ with $\mathbb{F}$ and formula (2.5) means that $(\omega)^{(n)}$ and $(\omega)_{n}$ are the classical rising and falling factorials, respectively.

For $\omega \in M(X)$ and $n \in \mathbb{N}$, we define the (spatial) binomial coefficient $\binom{\omega}{n} := \frac{1}{n!}(\omega)_{n}$. For each configuration $\gamma = \sum_{i \geq 1} \delta_{x_{i}} \in \Gamma(X),$

$$\binom{\gamma}{n} = \sum_{\{i_{1}, \ldots, i_{n}\}} \delta_{x_{i_{1}}} \circ \delta_{x_{i_{2}}} \circ \cdots \circ \delta_{x_{i_{n}}}, \quad (2.6)$$

---

The vague topology on $M(X)$ is the minimal topology on $M(X)$ such that, for each $f \in \mathcal{C}F(X)$, the mapping $M(X) \ni \omega \mapsto \langle \omega, f \rangle \in \mathbb{F}$ is continuous.
Remark 2.2. It follows from (1.1) or (2.6) that, if a configuration $\gamma$ has strictly less than $n$ points, then $(\gamma)_n = (\gamma)_n = 0$.

Both the falling factorials and the rising factorials have the binomial property:

$$
(\omega + \sigma)_n = \sum_{k=0}^{n} \binom{n}{k} (\omega)_k \circ (\sigma)_{n-k},
$$

$$
(\omega + \sigma)^{(n)} = \sum_{k=0}^{n} \binom{n}{k} (\omega)^{(k)} \circ (\sigma)^{(n-k)}, \quad \omega, \sigma \in M(X)
$$

Furthermore, the following lowering property holds: for each $n \in \mathbb{N}_0$, $\omega \in M(X)$, and $x \in X$,

$$
(\omega + \delta_x)_n - (\omega)_n = n\delta_x \circ (\omega)_{n-1}, \quad (\omega)^{(n)} - (\omega - \delta_x)^{(n)} = n\delta_x \circ (\omega)^{(n-1)}.
$$

It follows from (1.2) and (2.3), that for each $f^{(n)}$ from $\mathcal{F}(n)(X)$ or $\mathcal{C}\mathcal{F}(n)(X)$, the functions $(\omega)_n, f^{(n)}$ and $(\omega)^{(n)}, f^{(n)}$ belong to $\mathcal{P}(M(X))$ or $\mathcal{C}\mathcal{P}(M(X))$, respectively. With an abuse of terminology, we will sometimes call these polynomials falling and rising factorials, respectively. The linear span of all falling (or all rising) factorials forms the whole space $\mathcal{P}(M(X))$.

The falling factorials satisfy the recurrence relation

$$
(\omega)_0 = 1,
$$

$$
\langle (\omega)_n, \xi^{(n+1)} \rangle = \langle (\omega)_n, \xi^{(n)} \rangle - n\langle (\omega)_n, \xi^{2} \circ \xi^{(n-1)} \rangle, \quad \xi \in \mathcal{F}(X).
$$

From here a similar recurrence relation for the rising factorials follows.

The following generating functions uniquely characterize the falling and rising factorials:

$$
\sum_{n=0}^{\infty} \frac{1}{n!} \langle (\omega)_n, \xi^{\circ n} \rangle = \exp \left[ \langle \omega, \log(1 + \xi) \rangle \right],
$$

$$
\sum_{n=0}^{\infty} \frac{1}{n!} \langle (\omega)_n, \xi^{\circ n} \rangle = \exp \left[ \langle \omega, -\log(1 - \xi) \rangle \right], \quad \xi \in \mathcal{F}(X).
$$

Both formulas (2.11) and (2.12) are understood as equalities of formal power series, see Subsection 2.2 and Appendix in [13]. To obtain the falling and rising factorials, one has to set in formulas (2.11), (2.12) $\xi = z\psi$, where $\psi \in \mathcal{F}(X)$ and $z \in \mathbb{F}$, formally expand in powers of $z$, and equate the coefficients by each $z^n$.

For vector spaces $V$ and $W$, we denote by $\mathcal{L}(V,W)$ the space of linear operators from $V$ into $W$. We also denote $\mathcal{L}(V) := \mathcal{L}(V,V)$. For each $x \in X$, we define $\partial_x, D_x \in \mathcal{L}(\mathcal{P}(M(X)))$ by

$$
\partial_x p(\omega) = \lim_{z \to 0} \frac{p(\omega + z\delta_x) - p(\omega)}{z},
$$

$$
D_x p(\omega) = p(\omega + \delta_x) - p(\omega)
$$
for each \( p \in \mathcal{P}(M(X)) \). (The right-hand side of (2.13) is just the derivative of \( p \) in direction \( \delta_x \).) In particular, for each \( f^{(n)} \in \mathcal{F}^{(n)}(X) \),
\[
\partial_x \langle \omega^\otimes n, f^{(n)} \rangle = n \langle \omega^\otimes (n-1), f^{(n)}(x, \cdot) \rangle,
\]
(2.15)
and by (2.9),
\[
D_x ((\omega)_n, f^{(n)}) = n ((\omega)_{n-1}, f^{(n)}(x, \cdot)).
\]
(2.16)
It follows from (2.11) that
\[
D_x = e^{\partial_x} - 1 = \sum_{n=1}^{\infty} \frac{1}{n!} \partial_x^n.
\]
(2.17)
Note that for each \( p \in \mathcal{P}(M(X)) \) of degree \( n \), we have \( \partial_x^k p = 0 \) for all \( k \geq n + 1 \), which justifies the use of the infinite series of powers of \( \partial_x \) in (2.17).

### 3 Stirling operators

In Section 1, for \( n, k \in \mathbb{N} \), \( k \leq n \), we defined the Stirling operators of the first kind, \( s(n, k) \), and the Stirling operators of the second kind, \( S(n, k) \). Note that, using the notation (2.1), we may write formulas (1.3) and (1.4) as follows:
\[
\langle (\omega)_n, f^{(n)} \rangle = \sum_{k=1}^{n} \langle \omega^\otimes k, s(n, k) f^{(n)} \rangle,
\]
(3.1)
\[
\langle \omega^\otimes n, f^{(n)} \rangle = \sum_{k=1}^{n} \langle (\omega)_k, S(n, k) f^{(n)} \rangle.
\]
(3.2)
Note that, for each polynomial \( p \) on \( M(X) \) of degree \( n \), its representation as in formula (2.2) is unique, hence formula (3.1) indeed uniquely identifies the operators \( s(n, k) \). Since \( s(n, n) \) is the identity operator, we similarly conclude that formula (3.2) indeed uniquely identifies the operators \( S(n, k) \).

We further define the unsigned Stirling operators of the first kind, \( c(n, k) \in \mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X)) \), through the formula
\[
\langle (\omega)^{(n)}, f^{(n)} \rangle = \sum_{k=1}^{n} \langle \omega^\otimes k, c(n, k) f^{(n)} \rangle.
\]
(3.3)

**Remark 3.1.** By (2.4), we obtain
\[
s(n, k) = (-1)^{n-k} c(n, k),
\]
(3.4)
and
\[
\langle \omega^\otimes n, f^{(n)} \rangle = \sum_{k=1}^{n} \langle (\omega)^{(k)}, (-1)^{n-k} S(n, k) f^{(n)} \rangle, \quad f^{(n)} \in \mathcal{F}^{(n)}(X).
\]
Each space $\mathcal{F}^{(n)}(X)$ ($n \in \mathbb{N}$) can be endowed with a natural locally convex topology, as a direct limit of the Banach spaces of $\mathbb{F}$-valued continuous symmetric functions with supports in compact subsets of $X^n$, equipped with the supremum norm. Note that the operators $s(n, k)$, $c(n, k)$, and $S(n, k)$ belong to $\mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X))$. Furthermore, it will follow from Proposition 3.7 below that these operators are continuous.

The linear topological space $\mathcal{F}^{(n)}(X)$ is Hausdorff and its dual space is $M^{(n)}(X)$, see e.g. [2, §29] or [32, Chapter 7]. Let $A \in \mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X))$ be a linear continuous operator. Then, by e.g. [26, Theorem 8.11.3], the operator $A$ has the adjoint operator $A^* \in \mathcal{L}(M^{(k)}(X), M^{(n)}(X))$, satisfying $\langle \mu(k), Af(n) \rangle = \langle A^* \mu(k), f(n) \rangle$ for all $\mu(k) \in M^{(k)}(X)$ and $f(n) \in \mathcal{C}(\mathcal{F}^{(n)}(X))$. Formulas (3.1)–(3.3) then imply that, for $\omega \in M(X)$,

$$(\omega)_n = \sum_{k=1}^{n} s(n, k)^* \omega^\otimes k, \quad (\omega)^{(n)} = \sum_{k=1}^{n} c(n, k)^* \omega^\otimes k, \quad \omega^\otimes n = \sum_{k=1}^{n} S(n, k)^* (\omega)_k.$$  

**Remark 3.2.** Let $A \in \mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X))$ be a continuous linear operator, and let $A^* \in \mathcal{L}(M^{(k)}(X), M^{(n)}(X))$ be its adjoint. For each $\mu(k) \in M^{(k)}(X)$, the measure $A^* \mu(k) \in M^{(n)}(X)$ is completely identified by the integrals

$$\langle A^* \mu(k), \xi^\otimes n \rangle = \langle \mu(k), A \xi^\otimes n \rangle,$$

where $\xi$ runs through $\mathcal{F}(X)$. This implies that the linear operator $A$ is completely identified by $A \xi^\otimes n$ where $\xi$ runs through $\mathcal{F}(X)$. (Equivalently, the linear span of the set $\{\xi^\otimes n : \xi \in \mathcal{F}(X)\}$ is dense in $\mathcal{F}^{(n)}(X)$.)

**Remark 3.3.** For technical reasons, it is useful to define operators $s(n, k)$, $c(n, k)$, and $S(n, k)$ from $\mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X))$ to be zero if either $k > n \geq 0$ or $k = 0 < n$ and to be equal to 1 if $k = n = 0$.

We will now present explicit formulas for the action of the operators $c(n, k)$ and $S(n, k)$. Let $k, n \in \mathbb{N}$, $k \leq n$ and let $i_1, \ldots, i_k \in \mathbb{N}$ be such that $i_1 + \cdots + i_k = n$. We define $\mathbb{D}_{i_1, \ldots, i_k}^{(n)} \in \mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X))$ by

$$(\mathbb{D}_{i_1, \ldots, i_k}^{(n)} f(n))(x_1, \ldots, x_k) := P_k \left[ f(n) \left( \underbrace{x_1, \ldots, x_1}_{i_1 \text{ times}}, \ldots, \underbrace{x_k, \ldots, x_k}_{i_k \text{ times}} \right) \right], \quad f(n) \in \mathcal{F}^{(n)}(X).$$

Note that

$$\mathbb{D}_{i_1, \ldots, i_k}^{(n)} \xi^\otimes n = \xi^{i_1} \otimes \cdots \otimes \xi^{i_k}, \quad \xi \in \mathcal{F}(X). \quad (3.5)$$

Obviously, we also have $\mathbb{D}_{i_1, \ldots, i_k}^{(n)} \in \mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X))$. Note that these operators are continuous. Choosing $k = 1$, gives the operator $\mathbb{D}^{(n)} := \mathbb{D}_{n}^{(n)}$,

$$(\mathbb{D}^{(n)} f(n))(x) = f(n)(x, \ldots, x). \quad (3.6)$$

**Remark 3.4.** If $X$ has only a single point, all the spaces $\mathcal{F}^{(n)}(X)$ can be identified with $\mathbb{F}$, in which case all operators $\mathbb{D}_{i_1, \ldots, i_k}^{(n)}$ can be identified with number 1.
Proposition 3.7. For any $f(n) \in \mathcal{F}(X^n)$, which will act according to the same formula (3.6).

Remark 3.5. We will sometimes need an extension of $\mathbb{D}^{(n)}$ to $\mathcal{F}(X^n)$, which will act according to the same formula (3.6).

Next, for $k, n \in \mathbb{N}$, $k \leq n$, we denote by $\text{UP}(n, k)$ the collection of all unordered partitions of $\{1, \ldots, n\}$ into $k$ non-empty parts. For any $\lambda = \{\lambda_1, \ldots, \lambda_k\} \in \text{UP}(n, k)$, we define $\mathbb{D}_\lambda^{(n)} \in \mathcal{L}(\mathcal{F}(X^n), \mathcal{F}^{(k)}(X))$ as follows: let $f(n) \in \mathcal{F}(X^n)$; in $f(n)(x_1, \ldots, x_n)$ replace each $x_j$ with $y_j$ where $j \in \lambda_i$; symmetrize the obtained function of the $y_1, \ldots, y_k$ variables; this function is $(\mathbb{D}_\lambda^{(n)} f(n))(y_1, \ldots, y_k)$. Note that, although in our definition of $\mathbb{D}_\lambda^{(n)}$ we used an order of the elements $\lambda_1, \ldots, \lambda_k$ from $\lambda$, the obtained function does not depend on this order.

Remark 3.6. Let $\lambda = \{\lambda_1, \ldots, \lambda_k\} \in \text{UP}(n, k)$. We obviously have

$$\mathbb{D}_\lambda^{(n)} f(n) = \mathbb{D}_{|\lambda_1|, \ldots, |\lambda_k|}^{(n)} f(n), \quad f(n) \in \mathcal{F}(n)(X).$$

(3.7)

Here $|\lambda_l|$ denotes the number of elements of the set $\lambda_l$. On the other hand, the operator $\mathbb{D}_\lambda^{(n)}$ was defined for not necessarily symmetric functions, and we will use this fact below.

Proposition 3.7. For any $n, k \in \mathbb{N}$, $k \leq n$,

$$c(n, k) = \frac{n!}{k!} \sum_{(i_1, \ldots, i_k) \in \mathbb{N}^k} \frac{1}{i_1 \cdots i_k} \mathbb{D}^{(n)}_{i_1, \ldots, i_k}$$

(3.8)

$$= \sum_{\lambda = \{\lambda_1, \ldots, \lambda_k\} \in \text{UP}(n, k)} \frac{|\lambda_1|! \cdots |\lambda_k|!}{|\lambda|!} \mathbb{D}^{(n)}_{\lambda}$$

(3.9)

$$s(n, k) = \frac{n!}{k!} \sum_{(i_1, \ldots, i_k) \in \mathbb{N}^k} \frac{1}{i_1 \cdots i_k} \mathbb{D}^{(n)}_{i_1, \ldots, i_k}$$

(3.10)

$$= \sum_{\lambda \in \text{UP}(n, k)} \mathbb{D}^{(n)}_{\lambda}.$$  

(3.11)

In particular, the operators $s(n, k), c(n, k), s(n, k) \in \mathcal{L}(\mathcal{Cf}(n)(X), \mathcal{Cf}^{(k)}(X))$ are continuous.

Proof. It easily follows from (2.12) that

$$\langle (\omega)^{(n)}(\xi \otimes^n) = \sum_{1}^{n} \frac{n!}{k!} \sum_{(i_1, \ldots, i_k) \in \mathbb{N}^k} \frac{1}{i_1 \cdots i_k} \langle \omega, \xi^{i_1} \cdots \omega, \xi^{i_k} \rangle$$

$$= \sum_{1}^{n} \frac{n!}{k!} \sum_{(i_1, \ldots, i_k) \in \mathbb{N}^k} \frac{1}{i_1 \cdots i_k} \langle \omega^{\otimes k}, \xi^{i_1} \otimes \cdots \otimes \xi^{i_k} \rangle.$$  

This and (3.5) imply (3.8). Next, formula (2.11) implies

$$\sum_{n=0}^{\infty} \frac{1}{n!} \langle (\omega)_n, (e^{\xi} - 1)^{\otimes n} \rangle = \exp \left[ \langle \omega, \xi \rangle \right], \quad \xi \in \mathcal{F}(X).$$
From here, analogously to the proof of (3.8), we derive (3.10). By (3.7), (3.8), and (3.10), formulas (3.9) and (3.11) easily follow. Finally, the statement about the continuity of the Stirling operators follows from the continuity of $\mathbb{D}^{(n)}_{i_1,\ldots,i_k} \in \mathcal{L}(\mathcal{C}\mathcal{F}^{(n)}(X),\mathcal{C}\mathcal{F}^{(k)}(X))$ and formulas (3.4), (3.8), and (3.10).

\begin{remark}
For $n,k \in \mathbb{N}$, $n \leq k$, we denote by $\mathcal{G}(n,k)$ the collection of all permutations $\pi \in \mathcal{S}_n$ that have $k$ cycles. Each $\pi \in \mathcal{G}(n,k)$ determines a partition $\lambda \in \text{UP}(n,k)$ through the cycles of $\pi$. Furthermore, for each $\lambda = \{\lambda_1,\ldots,\lambda_k\} \in \text{UP}(n,k)$ there are $(|\lambda_1| - 1)\cdots(|\lambda_k| - 1)!$ permutations $\pi \in \mathcal{G}(n,k)$ that give rise to $\lambda$. Thus, denoting $\mathbb{D}^{(n)}_{\pi} := \mathbb{D}^{(n)}_{\lambda}$, we can rewrite formula (3.9) as follows:

$$c(n,k) = \sum_{\pi \in \mathcal{G}(n,k)} \mathbb{D}^{(n)}_{\pi}.$$  \hspace{1cm} (3.12)

\begin{remark}
For $A \in \mathcal{B}_0(X)$, let $\chi_{A^n}$ denote the indicator function of the set $A^n$. Then, by (3.4), (3.11), and (3.12),

$$c(n,k)\chi_{A^n} = c(n,k)\chi_{A^k}, \quad s(n,k)\chi_{A^n} = s(n,k)\chi_{A^k}, \quad S(n,k)\chi_{A^n} = S(n,k)\chi_{A^k}.$$  \hspace{1cm} (3.13)

Here $c(n,k)$, $s(n,k)$, and $S(n,k)$ denote the classical unsigned and signed Stirling numbers of the first kind and the classical Stirling numbers of the second kind, respectively. (Recall that $c(n,k)$ is equal to the number of permutations in $\mathcal{G}(n,k)$, and $S(n,k)$ is equal to the number of partitions in $\text{UP}(n,k)$.) If $X$ has only a single point, then by (3.13) and Remark 3.4, the linear operators $c(n,k)$, $s(n,k)$, $S(n,k)$ can be identified with the numbers $c(n,k)$, $s(n,k)$, $S(n,k)$, respectively.

\begin{remark}
Let $\mathcal{P}(n,k)$ denote the collection of all $(r_1,\ldots,r_{n-k+1}) \in \mathbb{N}^{n-k+1}$ such that $r_1 + r_2 + \cdots + r_{n-k+1} = k$ and $r_1 + 2r_2 + \cdots + (n-k+1)r_{n-k+1} = n$. For each $(r_1,r_2,\ldots,r_{n-k+1}) \in \mathcal{P}(n,k)$, we denote

$$\alpha(r_1,\ldots,r_{n-k+1}) := \frac{n!}{r_1!r_2!\cdots r_{n-k+1}! (1!)^{r_1} (2!)^{r_2} \cdots ((n-k+1)!)^{r_{n-k+1}}},$$

which is the number of partitions from $\text{UP}(n,k)$ that contains $r_1$ parts that have exactly one element, $r_2$ parts that contain exactly two elements, and so on. By (3.11),

$$S(n,k) = \sum_{(r_1,\ldots,r_{n-k+1}) \in \mathcal{P}(n,k)} \alpha(r_1,\ldots,r_{n-k+1}) \times P_k((\mathbb{D}^{(1)})^{\otimes r_1} \otimes (\mathbb{D}^{(2)})^{\otimes r_2} \otimes \cdots \otimes (\mathbb{D}^{(n-k+1)})^{\otimes r_{n-k+1}}).$$

This formula resembles the definition of the (partial) exponential Bell polynomials [3]. The latter multivariate polynomials are defined by

$$B_{n,k}(z_1,\ldots,z_{n-k+1}) = \sum_{(r_1,\ldots,r_{n-k+1}) \in \mathcal{P}(n,k)} \alpha(r_1,\ldots,r_{n-k+1}) z_1^{r_1}z_2^{r_2}\cdots z_{n-k+1}^{r_{n-k+1}}.$$  \hspace{1cm} (3.14)

for $(z_1,\ldots,z_{n-k+1}) \in \mathbb{F}^{n-k+1}$. In [31], these polynomials were called the multivariate Stirling polynomials of the second kind. Furthermore, by (3.9), we obtain
\[ s(n, k) = \sum_{(r_1, \ldots, r_{n-k+1}) \in \mathcal{P}(n,k)} \beta(r_1, \ldots, r_{n-k+1}) \times P_k\left((\mathbb{D}^{(1)})^{\otimes r_1} \otimes (\mathbb{D}^{(2)})^{\otimes r_2} \otimes \cdots \otimes (\mathbb{D}^{(n-k+1)})^{\otimes r_{n-k+1}}\right), \]

where
\[ \beta(r_1, \ldots, r_{n-k+1}) := \frac{n!}{r_1! r_2! \cdots r_{n-k+1}! 2^{r_2} \cdots (n-k+1)^{r_{n-k+1}}}. \]

Note, however, that if we defined a new sequence of multivariate polynomials by replacing in formula (3.14), the \( \alpha \) coefficients with the \( \beta \) coefficients, then these would differ from the multivariate Stirling polynomials of the first kind as defined in [31].

We will now discuss recurrence relations satisfied by the Stirling operators. For linear operators \( L_i \in \mathcal{L}(\mathcal{F}(X^{n_i}), \mathcal{F}(X^{k_i})), i = 1, 2 \), we can define their tensor product \( L_1 \otimes L_2 \in \mathcal{L}(\mathcal{F}(X^{n_1+n_2}), \mathcal{F}(X^{k_1+k_2})) \).

**Proposition 3.11.** Let \( 1^{(n)} \) denote the identity operator on \( \mathcal{F}(X^n) \). We have:

\[ S(n, n) = s(n, n) = 1^{(n)}, \tag{3.15} \]

\[ S(n + 1, k) = P_k(1^{(1)} \otimes S(n, k-1)) + kP_k((\mathbb{D}^{(2)} \otimes 1^{(k-1)})(1^{(1)} \otimes S(n, k))), \tag{3.16} \]

\[ s(n + 1, k) = P_k(1^{(1)} \otimes s(n, k-1)) - ns(n, k)P_n(\mathbb{D}^{(2)} \otimes 1^{(n-1)}). \tag{3.17} \]

for \( n \in \mathbb{N} \) and \( k = 1, \ldots, n \).

**Remark 3.12.** Formulas (3.4), (3.15), and (3.17) immediately imply a recurrence relation for \( c(n, k) \).

**Remark 3.13.** In the case of a single-point underlying space \( X \), formulas (3.16), (3.17) become the classical recurrence formulas \( S(n + 1, k) = S(n, k-1) + kS(n, k) \) and \( s(n + 1, k) = s(n, k-1) - ns(n, k) \).

**Proof of Proposition 3.11.** We denote by \( \text{OP}(n, k) \) the collection of all ordered partitions of \( \{1, \ldots, n\} \) into \( k \) non-empty parts. For each \( \lambda = (\lambda_1, \ldots, \lambda_k) \in \text{OP}(n, k) \), we define the operator \( \mathbb{D}_{\lambda}^{(n)} \in \mathcal{L}(\mathcal{F}(X^n), \mathcal{F}(X^k)) \) analogously to the case when \( \lambda \) was an unordered partition but without the symmetrization of the obtained function in the end. By (3.11), \( S(n, k) = \frac{1}{n!} \sum_{\lambda \in \text{OP}(n,k)} \mathbb{D}_{\lambda}^{(n)} \). Note also that if a function \( g^{(k)} : X^k \to \mathbb{R} \) is symmetric in its \( x_2, \ldots, x_k \) variables, then

\[ (P_k g^{(k)})(x_1, \ldots, x_k) = \frac{1}{k!} \sum_{i=1}^{k} g^{(k)}(x_2, \ldots, x_{i-1}, x_1, x_i, \ldots, x_k). \]

Therefore,

\[ P_k(1^{(1)} \otimes S(n, k-1)) = \frac{1}{k!} \sum_{\lambda = (\lambda_1, \ldots, \lambda_k) \in \text{OP}(n+1,k): \{1\} = \lambda_i \text{ for some } i} \mathbb{D}_{\lambda}^{(n)}, \]

\[ kP_k((\mathbb{D}^{(2)} \otimes 1^{(k-1)})(1^{(1)} \otimes S(n, k))) = \frac{1}{k!} \sum_{\lambda = (\lambda_1, \ldots, \lambda_k) \in \text{OP}(n+1,k): \lambda_i \neq \{1\} \text{ for all } i} \mathbb{D}_{\lambda}^{(n)} \].
which implies (3.16). While formula (3.17) could be derived from (3.4) and (3.12), it is in fact a direct consequence of the recurrence formula (2.10).

\[\text{Remark 3.14.} \text{ Let } A \in \mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X)) \text{ be a continuous linear operator, and let } A^* \in \mathcal{L}(M^{(k)}(X), M^{(n)}(X)) \text{ be its adjoint. Each } f^{(n)} \in \mathcal{F}^{(n)}(X) \text{ determines a linear functional}
\]

\[M^{(k)}(X) \ni \mu^{(k)} \mapsto \langle A^* \mu^{(k)}, f^{(n)} \rangle. \tag{3.18}\]

Assume that, for each \(f^{(n)} \in \mathcal{F}^{(n)}(X)\), there exists a function \(g^{(k)} \in \mathcal{F}^{(k)}(X)\) that allows to represent the functional (3.18) as \(\langle \mu^{(k)}, g^{(k)} \rangle\). (The function \(g^{(k)}\) is then obviously unique.) Then, we can extend \(A\) to the linear operator from \(\mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X))\) defined by \(Af^{(n)} := g^{(k)}\). We may call it the \textit{canonical extension} of \(A\). In particular, in view of Remark 3.2, the canonical extension is completely identified by \(A \xi^{\otimes n}\) where \(\xi\) runs through \(\mathcal{C} \mathcal{F}(X)\), or through the larger set \(\mathcal{F}(X)\). Finally, we note that canonical extensions of the Stirling operators \(s(n, k), S(n, k) \in \mathcal{L}(\mathcal{C} \mathcal{F}^{(n)}(X), \mathcal{C} \mathcal{F}^{(k)}(X))\) exist and are equal to the Stirling operators \(s(n, k)\) and \(S(n, k)\) from \(\mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X))\).

The following proposition gives the explicit form of the generating functions of the Stirling operators of the first and second kind. In view of Remark 3.14, these generating functions uniquely characterize the Stirling operators.

\[\text{Proposition 3.15.} \text{ We have, for each } k \in \mathbb{N},
\]

\[
\sum_{n=k}^{\infty} \frac{1}{n!} S(n, k) \xi^{\otimes n} = \frac{1}{k!} (e^\xi - 1)^{\otimes k}, \tag{3.19}
\]

\[
\sum_{n=k}^{\infty} \frac{1}{n!} s(n, k) \xi^{\otimes n} = \frac{1}{k!} (\log(1 + \xi))^{\otimes k}, \quad \xi \in \mathcal{F}(X). \tag{3.20}
\]

\[\text{Remark 3.16.} \text{ In the case of a single-point underlying space } X, \text{ formula (3.19) becomes the classical formula for the generating function of the Stirling numbers of the second kind: }
\]

\[
\sum_{n=k}^{\infty} \frac{1}{n!} S(n, k) = \frac{1}{k!} (e^\xi - 1)^k (\xi \in \mathbb{F}). \text{ The respective interpretation of (3.20) is similar.}
\]

\[\text{Remark 3.17.} \text{ Formulas (3.4) and (3.20) yield the generating function of the operators } c(n, k), \text{ which is equal to } \frac{1}{k!} (\log(1 - \xi))^{\otimes k}.
\]

\[\text{Proof of Proposition 3.15.} \text{ We have}
\]

\[
\frac{1}{k!} (e^\xi - 1)^{\otimes k} = \frac{1}{k!} \left( \sum_{i=1}^{\infty} \frac{\xi^i}{i!} \right)^{\otimes k} = \frac{1}{k!} \sum_{n=k}^{\infty} \sum_{i_1 + \cdots + i_k = n} \sum_{i_1, \cdots, i_k} \frac{1}{i_1! \cdots i_k!} \xi^{i_1} \otimes \cdots \otimes \xi^{i_k}.
\]

Hence, (3.19) follows from (3.10). The proof of (3.20) is analogous. \(\square\)

\[\text{Corollary 3.18.} \text{ For } \omega \in M(X) \text{ and } \xi \in \mathcal{F}(X),
\]

\[
\langle \omega^{\otimes k}, S(n, k) \xi^{\otimes n} \rangle = \frac{1}{k!} \left. \frac{d^n}{dz^n} \right|_{z=0} \langle \omega, e^{z\xi} - 1 \rangle^n, \tag{3.21}
\]

\[
\langle \omega^{\otimes k}, s(n, k) \xi^{\otimes n} \rangle = \frac{1}{k!} \left. \frac{d^n}{dz^n} \right|_{z=0} \langle \omega, \log(1 + z\xi) \rangle^n. \tag{3.22}
\]
Proof. By (3.19), for \( \omega \in M(X) \), \( \xi \in \mathcal{F}(X) \), and \( z \in \mathbb{F} \),
\[
\sum_{n=k}^{\infty} \frac{z^n}{n!} \langle \omega^\otimes k, S(n, k) \xi^\otimes n \rangle = \langle \omega^\otimes k, \frac{1}{k!} (e^{z\xi} - 1)^\otimes k \rangle = \frac{1}{k!} \langle \omega, e^{z\xi} - 1 \rangle^k,
\]
which is an equality of formal power series in \( z \). This immediately implies (3.21). The proof of (3.22) is analogous. \( \square \)

The following proposition shows that the classical orthogonality identities for the Stirling numbers (e.g. [28, Section 12.2]) admit a generalization to our setting.

**Proposition 3.19.** For any \( i, n \in \mathbb{N} \),
\[
\sum_{k=1}^{n} s(k, i) S(n, k) = \sum_{k=1}^{n} s(k, i) S(n, k) = \delta_{ni} 1^{(i)},
\]
where \( \delta_{ni} \) is the Kronecker symbol.

**Proof.** The proof is essentially the same as in the classical case. For the reader’s convenience, we still present it. Formula (3.23) obviously holds when \( i > n \). Let \( i \leq n \). For each \( f^{(n)} \in \mathcal{F}^{(n)}(X) \), we get
\[
\langle \omega^\otimes n, f^{(n)} \rangle = \sum_{k=1}^{n} \langle (\omega)_k, S(n, k) f^{(n)} \rangle = \sum_{k=1}^{n} \sum_{i=1}^{k} \langle \omega^\otimes i, s(k, i) S(n, k) f^{(n)} \rangle = \sum_{i=1}^{n} \langle \omega^\otimes i, \sum_{k=i}^{n} s(k, i) S(n, k) f^{(n)} \rangle = \delta_{ni} 1^{(i)},
\]
which proves the first equality in (3.23). The proof of the second equality is similar. \( \square \)

We finish this section with a short discussion of Lah operators. For \( n, k \in \mathbb{N} \), \( k \leq n \), we define the Lah operator \( \mathbf{L}(n, k) \in \mathcal{L}(\mathcal{F}^{(n)}(X), \mathcal{F}^{(k)}(X)) \) by
\[
\langle (\omega)^{(n)}, f^{(n)} \rangle = \sum_{k=1}^{n} \langle (\omega)_k, \mathbf{L}(n, k) f^{(n)} \rangle, \quad f^{(n)} \in \mathcal{F}^{(n)}(X).
\]
In view of (2.4), we equivalently have
\[
\langle (\omega), f^{(n)} \rangle = \sum_{k=1}^{n} \langle (\omega)^{(k)}, (-1)^{n-k} \mathbf{L}(n, k) f^{(n)} \rangle, \quad f^{(n)} \in \mathcal{F}^{(n)}(X).
\]
Proposition 3.20. (i) For \( n, k \in \mathbb{N} \), \( k \leq n \), we have
\[
L(n,k) = \sum_{i=k}^{n} S(i,k) c(n,i) \quad (3.25)
\]
\[
= \frac{n!}{k!} \sum_{(i_1, \ldots, i_k) \in \mathbb{N}^k} n! \prod_{j=1}^{k} i_j! D_{i_1, \ldots, i_k} \quad (3.26)
\]
\[
= \sum_{\lambda = \{\lambda_1, \ldots, \lambda_k\} \in \text{UP}(n,k)} |\lambda_1|! \cdots |\lambda_k|! D_{\lambda}^{(n)} . \quad (3.27)
\]
(ii) For each \( k \in \mathbb{N} \),
\[
\sum_{n=k}^{\infty} \frac{1}{n!} L(n,k) \xi^n = \left( \frac{\xi}{1-\xi} \right)^k , \quad \xi \in \mathcal{F}(X). \quad (3.28)
\]
Proof. Equality (3.25) follows immediately from (3.2), (3.3), and (3.24). By (3.8), (3.10), and (3.25), we obtain
\[
L(n,k) = \sum_{j=k}^{n} \frac{j!}{k!} \sum_{(i_1, \ldots, i_k) \in \mathbb{N}^k} \frac{1}{i_1! \cdots i_k!} D_{i_1, \ldots, i_k} \sum_{(l_1, \ldots, l_j) \in \mathbb{N}^j} \frac{1}{l_1! \cdots l_j!} D_{l_1, \ldots, l_j}
\]
\[
= \frac{n!}{k!} \sum_{j=k}^{n} \sum_{(i_1, \ldots, i_k) \in \mathbb{N}^k} \sum_{(l_1, \ldots, l_j) \in \mathbb{N}^j} \frac{1}{i_1! \cdots i_k!} D_{i_1, \ldots, i_k} \frac{1}{l_1! \cdots l_j!} D_{l_1, \ldots, l_j}
\]
\[
= \frac{n!}{k!} \sum_{(i_1, \ldots, i_k) \in \mathbb{N}^k} r(l_1) \cdots r(l_k) D_{i_1, \ldots, i_k}^{(n)}. \quad (3.29)
\]
Here, for \( l \in \mathbb{N} \),
\[
r(l) := \frac{l!}{m!} \sum_{(i_1, \ldots, i_m) \in \mathbb{N}^m} \frac{1}{i_1 \cdots i_m} = \frac{1}{l!} \sum_{m=1}^{l} c(l, m) = \frac{l!}{l!} = 1, \quad (3.30)
\]
where we used Remark 3.8. Formulas (3.29) and (3.30) imply (3.26). Next, (3.7) and (3.26) imply (3.27). Finally, formula (3.28) easily follows from (3.26) by analogy with the proof of Proposition 3.15.

Corollary 3.21. For any \( i, n \in \mathbb{N} \),
\[
\sum_{k=1}^{n} (-1)^{n-k} L(k,i) L(n,k) = \delta_{ni} 1^{(i)}.
\]
Proof. Immediate by (3.4), (3.25), and Proposition 3.19.
4 Euler’s formula for the Stirling operators of the second kind

4.1 Euler’s formula

We denote by $\Gamma_0(X)$ the subset of the configuration space $\Gamma(X)$ consisting of all finite (possibly empty) configurations. Thus, each element $\eta \in \Gamma_0(X)$ is understood as both a finite subset $\eta = \{x_1, \ldots, x_n\}$ of $X$ and a finite measure $\delta_{x_1} + \cdots + \delta_{x_n}$. (Note that the empty set is associated with the zero measure.) We now need an extension of $\Gamma_0(X)$, the set of multiple finite configurations in $X$, denoted by $\tilde{\Gamma}_0(X)$. Each element $\eta \in \tilde{\Gamma}_0(X)$ is understood as both a finite multiset $\eta = [x_1, \ldots, x_n]$ and the corresponding finite measure $\delta_{x_1} + \cdots + \delta_{x_n}$. As a subset of $M(X)$, $\tilde{\Gamma}_0(X)$ is the set of all positive finite integer-valued measures on $X$.

The following theorem gives an infinite dimensional counterpart of Euler’s formula for $S(n, k)$, cf. [28, Section 9.1].

Theorem 4.1. Let $p \in \mathcal{P}(M(X))$ be a polynomial of degree $n$. Then

$$p(\omega) = \sum_{k=0}^{n} \langle (\omega)_k, g^{(k)} \rangle, \quad (4.1)$$

where $g^{(0)} = p(0)$ and, for each $k = 1, \ldots, n$,

$$g^{(k)}(x_1, \ldots, x_k) = \frac{1}{k!} (D_{x_1} \cdots D_{x_k} p)(0)$$

$$= \frac{(-1)^k}{k!} \sum_{\eta \subseteq [x_1, \ldots, x_k]} (-1)^{|\eta|} p(\eta). \quad (4.2)$$

Here $|\eta|$ is the cardinality of the multiset $\eta$, equivalently $|\eta| = \eta(X)$.

In particular, for each $n \in \mathbb{N}$, $k = 1, \ldots, n$, and $f^{(n)} \in \mathcal{F}^{(n)}(X)$,

$$(S(n, k)f^{(n)})(x_1, \ldots, x_k) = \frac{(-1)^k}{k!} \sum_{\eta \subseteq [x_1, \ldots, x_k]} (-1)^{|\eta|} \langle \eta^{\otimes n}, f^{(n)} \rangle. \quad (4.4)$$

Proof. Formula (4.2) follows from (2.16) and the polynomial expansion theorem [13, Proposition 4.6]. Note that, in [13], this theorem was proved under slightly different assumptions. Nevertheless, an easy check shows that it remains true in our setting.

By (2.14) and the induction, we easily conclude that

$$(D_{x_1} \cdots D_{x_k} p)(\omega) = (-1)^k \sum_{\eta \subseteq [x_1, \ldots, x_k]} (-1)^{|\eta|} p(\omega + \eta). \quad (4.5)$$

By (4.2) and (4.5), we get (4.3). Setting $p(\omega) = \langle \omega^{\otimes n}, f^{(n)} \rangle$ into formulas (4.1), (4.3), and using (3.2), we obtain (4.4). \hfill \Box

Remark 4.2. In view of Remark 3.3, formula (4.4) holds, in fact, for all $n, k \in \mathbb{N}_0$. 
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Remark 4.3. Formulas (4.1), (4.3) imply that each polynomial \( p \in \mathcal{P}(M(X)) \) is uniquely determined by its values on \( \tilde{\Gamma}_0(X) \).

Remark 4.4. In the case of a single-point space \( X \), formula (4.4) becomes the classical Euler’s formula \( S(n, k) = \frac{(-1)^k}{k!} \sum_{l=1}^{k} (-1)^l \binom{k}{l} l^n \).

4.2 \( \mathcal{K} \)-transform

Let us now briefly discuss how Theorem 4.1 is related to the theory of point processes.

Denote by \( \mathcal{F}(\tilde{\Gamma}_0(X)) \) the algebraic direct sum of the \( \mathcal{F}(n)(X) \) spaces, \( n \in \mathbb{N}_0 \). Thus, each \( f \in \mathcal{F}(\tilde{\Gamma}_0(X)) \) is of the form \( f = \sum_{n=0}^{\infty} f(n) \) with \( f(n) \in \mathcal{F}(n)(X) \) and, for some \( N \in \mathbb{N} \), \( f(n) = 0 \) for all \( n \geq N \). We may identify \( \mathcal{F}(\tilde{\Gamma}_0(X)) \) with a class of functions on \( \tilde{\Gamma}_0(X) \). Indeed, for each \( f = \sum_{n=0}^{\infty} f(n) \), define \( f(\emptyset) := f(0) \) and \( f([x_1, \ldots, x_n]) := f(n)(x_1, \ldots, x_n) \).

Below, with an abuse of notation, we will use both interpretations of elements of \( \mathcal{F}(\tilde{\Gamma}_0(X)) \). Similarly to [16, Subsection 3.1] (see also [22]), we define a bijective map \( \mathcal{K} : \mathcal{F}(\tilde{\Gamma}_0(X)) \to \mathcal{P}(M(X)) \) by

\[
(\mathcal{K}f)(\omega) = \sum_{n=0}^{\infty} \left\langle \binom{\omega}{n}, f(n) \right\rangle,
\]

the sum being in fact finite. In particular, by formula (2.6), for \( \omega = \gamma \in \Gamma(X) \), we get

\[
(\mathcal{K}f)(\gamma) = \sum_{\eta \subseteq \gamma, \eta \in \Gamma_0(X)} f(\eta).
\]

(4.6)

Theorem 4.1 implies that the inverse map \( \mathcal{K}^{-1} : \mathcal{P}(M(X)) \to \mathcal{F}(\tilde{\Gamma}_0(X)) \) is given by

\[
(\mathcal{K}^{-1}p)(\eta) = \sum_{\sigma \subseteq \eta} (-1)^{|\eta| - |\sigma|} p(\sigma).
\]

(4.7)

In the theory of point processes, one considers a slightly different map, denoted by \( K \). Let \( \mathcal{F}(\Gamma_0(X)) \) denote the class of function on \( \Gamma_0(X) \) obtained as restrictions of functions from \( \mathcal{F}(\tilde{\Gamma}_0(X)) \). (Note that, for each \( f \in \mathcal{F}(\Gamma_0(X)) \), there are infinitely many functions from \( \mathcal{F}(\tilde{\Gamma}_0(X)) \) whose restriction to \( \Gamma_0(X) \) coincides with \( f \).) Similarly, let \( \mathcal{P}(\Gamma(X)) \) denote the class of functions on \( \Gamma(X) \) obtained as restrictions of polynomials from \( \mathcal{P}(M(X)) \). One defines a bijective map \( K : \mathcal{F}(\Gamma_0(X)) \to \mathcal{P}(\Gamma(X)) \) by formula (4.6) in which \( \mathcal{K} \) is replaced by \( K \) and \( f \in \mathcal{F}(\Gamma_0(X)) \). The inverse operator, \( K^{-1} \), is then given by formula (4.7) in which \( \mathcal{K} \) replaced by \( K \) and \( p \in \mathcal{P}(\Gamma(X)) \). Note that, in this case, formula (4.7) is just a straightforward application of the inclusion-exclusion principle.

The main reason for introducing the \( \mathcal{K} \)-transform in the theory of point processes is that, for a point process on \( X \) (equivalently a probability measure on \( \Gamma(X) \)), the measure \( \theta \) on \( \Gamma_0(X) \) defined by \( E(\mathcal{K}f) = \int_{\Gamma_0(X)} f \, d\theta \) is called the correlation measure of the point process, and (under certain weak assumptions) \( \theta \) uniquely determines the point process. See e.g. [20–22] for details.
One defines a binary operation $\star$ on $\mathcal{F}(\Gamma_0(X))$ so that, for any $f, g \in \mathcal{F}(\Gamma_0(X))$, one has $(K(f \star g))(\gamma) = (Kf)(\gamma)(Kg)(\gamma)$. An easy calculation show that
\[
(f \star g)(\eta) = \sum_{\sigma_1, \sigma_2, \sigma_3 \in \Gamma_0(X)} f(\sigma_1 + \sigma_2)g(\sigma_2 + \sigma_3), \quad \eta \in \Gamma_0(X), \tag{4.8}
\]
see [20]. We now extend the binary operation $\star$ to $\mathcal{F}(\tilde{\Gamma}_0(X))$ by requiring that
\[
(\mathcal{K}(f \star g))(\omega) = (\mathcal{K}f)(\omega)(\mathcal{K}g)(\omega) \quad \text{for all } \omega \in M(X). \tag{4.9}
\]

Remark 4.5. In the theory of point processes, the $K$-transform is often thought of as a counterpart of the Fourier transform, see e.g. [20]. Hence, in view of formula (4.9), it is natural to interpret the binary operation $\star$ as a convolution of functions from $\mathcal{F}(\tilde{\Gamma}_0(X))$.

**Proposition 4.6.** For any $f, g \in \mathcal{F}(\tilde{\Gamma}_0(X))$, the $\star$ product of $f$ and $g$ is given by formula (4.8) in which $\Gamma_0(X)$ is replaced by $\tilde{\Gamma}_0(X)$.

**Proof.** The statement can be immediately concluded from (the proof of) [16, Proposition 3.4]. For the reader’s convenience, we will now outline an (alternative) proof of it. Formula (2.10) implies that, for any $f^{(n)} \in \mathcal{F}^{(n)}(X)$ and $\xi \in \mathcal{F}(X)$,
\[
f^{(n)} \star \xi = (n+1)f^{(n)} \odot \xi + N(\xi)f^{(n)}. \tag{4.10}
\]
Here $N(\xi)f^{(n)} \in \mathcal{F}^{(n)}(X)$ is defined by
\[
(N(\xi)f^{(n)})(x_1, \ldots, x_n) := f^{(n)}(x_1, \ldots, x_n)(\xi(x_1) + \cdots + \xi(x_n)). \tag{4.11}
\]

It suffices to prove formula (4.8) for $f = f^{(n)} \in \mathcal{F}^{(n)}(X)$ and $g = \xi \otimes m \in \mathcal{F}^{(m)}(X)$. For $m = 1$, the result follows directly from formula (4.10). Assume that it holds for $m$. By (4.10),
\[
f^{(n)} \star \xi \otimes (m+1) = \frac{1}{m+1}
\big((f^{(n)} \star \xi \otimes m) \star \xi - f^{(n)} \star (N(\xi)\xi \otimes m)\big),
\]
then one uses the induction assumption applied to $f^{(n)} \star \xi \otimes m$ and $f^{(n)} \star (N(\xi)\xi \otimes m)$, and then formula (4.8) again. \qed

Remark 4.7. Let us consider the one-dimensional counterpart of Proposition 4.6, i.e., the case when $X$ has a single point. Consider $\mathcal{F}(\mathbb{N}_0)$, the space of $\mathbb{F}$-valued functions on $\mathbb{N}_0$ (sequences) that vanish at all but finitely many points, and denote by $\mathcal{P}(\mathbb{F})$ the space of polynomials on $\mathbb{F}$. Consider the bijective map $\mathcal{K} : \mathcal{F}(\mathbb{N}_0) \to \mathcal{P}(\mathbb{F})$ given by $(Ka)(z) := \sum_{n=0}^{\infty} a(n)z^n$, and define a binary operation $\star$ on $\mathcal{F}(\mathbb{N}_0)$ by requiring $(Ka \star Kb)(z) = (Ka)(z)(Kb)(z)$. Then, by Proposition 4.6,
\[
(a \star b)(n) = \sum_{i,j,k \in \mathbb{N}_0 \atop i+j+k=n} \binom{n}{i,j,k}a(i+j)b(j+k).
\]
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5 Identities for the Stirling operators

We will now discuss a few identities satisfied by the Stirling operators. All of them will yield classical identities for the Stirling numbers when the space $X$ has a single point.

**Proposition 5.1** (Infinite dimensional Olson’s identity). Let $m, n, i \in \mathbb{N}$ and denote $l := m + n$. Then, for each $f^{(l)} \in \mathcal{F}^{(l)}(X)$, we have

$$
\left( \sum_{k=1}^{n} S(k + m, i)P_{m+k}(1^{(m)} \otimes s(n, k)) f^{(l)} \right)(x_1, \ldots, x_i) = \frac{(-1)^i}{i!} \sum_{\eta \subseteq [x_1, \ldots, x_i], |\eta| \geq n} (-1)^{|\eta|} \langle (\eta)_n \otimes \eta^{\otimes m}, f^{(l)} \rangle. \tag{5.1}
$$

If either $i < n$ or $i > l$, the right hand side of (5.1) is equal to zero, and if $i = n$, it is equal to

$$
\langle (\delta_{x_1} + \ldots + \delta_{x_n})^{\otimes m}, f^{(l)}(x_1, \ldots, x_n) \rangle = \sum_{j=1}^{n} \sum_{j_m=1}^{n} f^{(l)}(x_1, \ldots, x_n, x_{j_1}, \ldots, x_{j_m}). \tag{5.2}
$$

**Proof.** We first note that formula (2.6) and Remark 2.2 remain true when $\gamma \in \tilde{T}_0(X)$.

Just to simplify notations, we assume that $f^{(l)} = \varphi^{\otimes l}$ with $\varphi \in \mathcal{F}(X)$. Using Theorem 4.1 (see also Remark 4.2), and Proposition 3.19, we get

$$
\left( \sum_{k=1}^{n} S(k + m, i)P_{m+k}(1^{(m)} \otimes s(n, k)) \varphi^{\otimes l} \right)(x_1, \ldots, x_i) = \left( \sum_{k=1}^{n} S(k + m, i)(\varphi^{\otimes m} \otimes (s(n, k)\varphi^{\otimes n})) \right)(x_1, \ldots, x_i)
$$

$$
= \sum_{k=1}^{n} \frac{(-1)^i}{i!} \sum_{\eta \subseteq [x_1, \ldots, x_i]} (-1)^{|\eta|} \langle (\eta^{\otimes m}, \varphi^{\otimes m}), (\eta^{\otimes k}, s(n, k)\varphi^{\otimes n}) \rangle
$$

$$
= \sum_{k=1}^{n} \frac{(-1)^i}{i!} \sum_{\eta \subseteq [x_1, \ldots, x_i]} (-1)^{|\eta|} \langle (\eta^{\otimes m}, \varphi^{\otimes m}) \rangle \sum_{j=1}^{n} \langle (\eta)_j, S(k, j)s(n, k)\varphi^{\otimes n} \rangle
$$

$$
= \frac{(-1)^i}{i!} \sum_{\eta \subseteq [x_1, \ldots, x_i]} (-1)^{|\eta|} \langle (\eta^{\otimes m}, \varphi^{\otimes m}) \rangle \sum_{j=1}^{n} \sum_{k=1}^{n} \langle (\eta)_j, S(k, j)s(n, k)\varphi^{\otimes n} \rangle
$$

$$
= \frac{(-1)^i}{i!} \sum_{\eta \subseteq [x_1, \ldots, x_i]} (-1)^{|\eta|} \langle (\eta^{\otimes m}, \varphi^{\otimes m}) \rangle \langle (\eta)_n, \varphi^{\otimes n} \rangle
$$

$$
= \frac{(-1)^i}{i!} \sum_{\eta \subseteq [x_1, \ldots, x_i], |\eta| \geq n} (-1)^{|\eta|} \langle (\eta^{\otimes m}, \varphi^{\otimes m}) \rangle \langle (\eta)_n, \varphi^{\otimes n} \rangle,
$$
which proves formula (5.1). If \( i < n \), the right hand side of (5.1) obviously vanishes. If \( i > n \), the left hand side of (5.1) vanishes. If \( i = n \), the only \( \eta \subseteq [x_1, \ldots, x_i] \) that satisfies \( |\eta| \geq i \) is \( \eta = [x_1, \ldots, x_i] \). Furthermore, by formula (2.6), we get
\[
(\delta_{x_1} + \cdots + \delta_{x_i})_i = i! (\delta_{x_1} \odot \cdots \odot \delta_{x_i}),
\]
which implies that the right hand side of (5.1) becomes (5.2).

Remark 5.2. In the case of a single-point space \( X \), Proposition 5.1 implies
\[
\sum_{k=1}^{n} S(k+m,i)s(n,k) = \begin{cases} 
0, & \text{if either } i < n \text{ or } i > n + m, \\
i^m, & \text{if } i = n, \\
\sum_{i=1}^{m} (-1)^{i+i+l} \frac{l^m}{i!(l-i)!}, & \text{if } i = n + 1, \ldots, n + m.
\end{cases}
\]
The case \( i \leq n \) is attributed in [28, Section 12.2] to Frank Olson (1963). The case \( i = n + 1, \ldots, n + m \) does not seem to have been considered before.

Remark 5.3. For a fixed \( f^{(l)} \) as in Proposition 5.1, denote
\[
g^{(i)} := \sum_{k=1}^{n} S(k+m,i)P_{m+k}(1^{(m)} \otimes s(n,k)) f^{(l)}.
\]
Then, by Theorem 4.1 and Proposition 5.1, we get
\[
\langle (\omega)_n \otimes \omega^{\otimes m}, f^{(l)} \rangle = \sum_{i=1}^{n+m} \langle (\omega)_i, g^{(i)} \rangle.
\]

Proposition 5.4. For any \( n \in \mathbb{N} \), \( i = 0, 1, \ldots, n \), and \( j = 0, 1, \ldots, n - i \),
\[
\binom{i+j}{i} s(n, i+j) = \sum_{k=1}^{n-j} \binom{n}{k} P_{i+j} (s(k,i) \otimes s(n-k,j)).
\]

In formula (5.3), the Stirling operators of the first kind can be replaced with the Stirling operators of the second kind.

Proof. To simplify the notation, we assume that \( f^{(n)} \in \mathcal{F}^{(n)}(X) \) is of the form \( f^{(n)} = \varphi^{\otimes n} \) with \( \varphi \in \mathcal{F}(X) \). By (2.7) and (3.1), we have, for any \( \omega, \sigma \in M(X) \),
\[
\langle (\omega + \sigma)_n, f^{(n)} \rangle = \sum_{k=0}^{n} \binom{n}{k} \langle (\omega)_k, \varphi^{\otimes k} \rangle \langle (\sigma)_{n-k}, \varphi^{\otimes (n-k)} \rangle = \sum_{k=0}^{n} \binom{n}{k} \sum_{i=0}^{k} \langle \omega^{\otimes i}, s(k,i) \varphi^{\otimes k} \rangle \sum_{j=0}^{n-k} \langle \sigma^{\otimes j}, s(n-k,j) \varphi^{\otimes (n-k)} \rangle = \sum_{i=0}^{n} \sum_{j=0}^{n-i} \sum_{k=i}^{n-j} \binom{n}{k} \langle \omega^{\otimes i}, s(k,i) \varphi^{\otimes k} \rangle \langle \sigma^{\otimes j}, s(n-k,j) \varphi^{\otimes (n-k)} \rangle
\]
One just uses formulas (2.8) and (3.2) instead of (2.7) and (3.1), respectively. This implies formula (5.3). The proof for the Stirling operators of the second kind is similar.

For each Proposition 5.5.

Let \( \phi \) with maps each \( F \) to simplify the notation, we assume that \( F \in L(\mathcal{F}(\Gamma_0(X))) \) so that, for each \( f^{(n)} \in \mathcal{F}(X) \), we have (5.6) instead of (2.7). Note that, by (2.15), \( \partial_x (\omega^{\otimes n}, f^{(n)}) = \langle \omega^{\otimes (n-1)}, D_x f^{(n)} \rangle \).

Proposition 5.5. For each \( n, i \in \mathbb{N}, i < n, \) and \( f^{(n)} \in \mathcal{F}(X) \),

\[
\sum_{k=1}^{n-i} \frac{1}{k!} (-D_x)^k s(n, i + k) f^{(n)} = \sum_{k=1}^{n-i} s(n - k, i) (-D_x)^k f^{(n)}, \quad (5.6)
\]

and

\[
\sum_{k=1}^{n-i} (-D_x)^k s(n, i + k) f^{(n)} = \sum_{k=1}^{n-i} \frac{1}{k!} s(n - k, i) (-D_x)^k f^{(n)}. \quad (5.7)
\]

Proof. To simplify the notation, we assume that \( f^{(n)} \in \mathcal{F}(X) \) is of the form \( f^{(n)} = \phi^{\otimes n} \) with \( \phi \in \mathcal{F}(X) \). By (1.2), we get \( (-\delta_x)_n = (-1)^n n! \delta^{\otimes n} \). Hence, by (2.7), for each \( \omega \in M(X), \)

\[
(\omega - \delta_x)_n = \sum_{k=0}^{n-1} (-1)^{n-k} (n - k) \omega_k \otimes \delta^{\otimes (n-k)}.
\]
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which implies
\[
\langle (\omega - \delta_x)_n, f^{(n)} \rangle = \sum_{k=0}^{n} (-1)^{n-k} (n)_{n-k} \langle (\omega)_k, \varphi^{\otimes k} \rangle \varphi^{n-k}(x)
\]
\[
= \sum_{k=0}^{n} (-1)^{n-k} (n)_{n-k} \sum_{i=0}^{k} \langle \omega^{\otimes i}, s(k, i) \varphi^{\otimes k} \rangle \varphi^{n-k}(x)
\]
\[
= \sum_{i=0}^{n} \sum_{k=0}^{n} \langle \omega^{\otimes i}, s(k, i)(-D_x)^{n-k} f^{(n)} \rangle
\]
\[
= \sum_{i=0}^{n} \langle \omega^{\otimes i}, s(n, i) f^{(n)} + \sum_{k=1}^{n-i} s(n - k, i)(-D_x)^k f^{(n)} \rangle. \tag{5.8}
\]

On the other hand,
\[
\langle (\omega - \delta_x)_n, f^{(n)} \rangle = \sum_{k=0}^{n} ((\omega - \delta_x)^{\otimes k}, s(n, k) f^{(n)})
\]
\[
= \sum_{k=0}^{n} \sum_{i=0}^{k} \binom{k}{i} \langle \omega^{\otimes i} \odot (-\delta_x)^{\otimes (k-i)}, s(n, k) f^{(n)} \rangle
\]
\[
= \sum_{i=0}^{n} \sum_{k=1}^{n-i} \frac{1}{(k-i)!} \langle \omega^{\otimes i}, (-D_x)^{k-i} s(n, k) f^{(n)} \rangle
\]
\[
= \sum_{i=0}^{n} \langle \omega^{\otimes i}, s(n, i) f^{(n)} + \sum_{k=1}^{n-i} \frac{1}{k!} (-D_x)^k s(n, i + k) f^{(n)} \rangle. \tag{5.9}
\]

Now formula (5.6) follows from (5.8) and (5.9). The proof of (5.7) is similar, one just starts with the polynomial \( \langle (\omega - \delta_x)^{\otimes n}, f^{(n)} \rangle \). \qed

Remark 5.6. In the case of a single-point space \( X \), Proposition 5.5 gives the following identities:
\[
\sum_{k=1}^{n-i} (-1)^{i+k} \binom{i+k}{k} s(n, i + k) = \sum_{k=1}^{n-i} (-1)^{k} (n)_k s(n - k, i), \tag{5.10}
\]
\[
\sum_{k=1}^{n-i} (-1)^{k}(i+k)_k S(n, i + k) = \sum_{k=1}^{n-i} (-1)^{k} \binom{n}{k} S(n - k, i).
\]

Formula (5.10) is the equality (12.15) in [28].

Remark 5.7. In equalities (5.3) and (5.6), the Stirling operators of the first kind can be replaced with the Lah operators.
6 Poisson functional and Stirling operators

Let \( \omega \in M(X) \) be a positive Radon measure and assume that \( \omega \) is non-atomic, i.e., \( \omega(\{x\}) = 0 \) for all \( x \in X \). Then one can define a Poisson point process on \( X \) with intensity measure \( \omega \), which is a probability measure on the configuration space \( \Gamma(X) \) equipped with the cylinder \( \sigma \)-algebra, see e.g. [19]. Denote by \( \mathbb{E}_\omega \) the expectation with respect to this point process. The restriction of each polynomial \( p \in \mathcal{P}(M(X)) \) to \( \Gamma(X) \) is a random variable on \( \Gamma(X) \). Let \( p \in \mathcal{P}(M(X)) \) be of the form \( p(\omega) = \sum_{k=0}^n \langle \omega \otimes^k, f^{(k)} \rangle \), and choose a set \( \Lambda \in \mathcal{B}_0(X) \) such that, for each \( k = 1, \ldots, n \), the function \( f^{(k)} \) vanishes outside \( \Lambda^k \). Then, it follows from the definition of the Poisson point process that

\[
\mathbb{E}_\omega(p) = e^{-\omega(\Lambda)} \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} p([x_1, \ldots, x_n]) \omega \otimes^n(dx_1 \cdots dx_n). \quad (6.1)
\]

(In the sum on the right-hand side of formula (6.1), the term corresponding to \( n = 0 \) is meant to be \( p(0) \).) Note that the value of the right hand side of formula (6.1) does not depend on the choice of the set \( \Lambda \). Furthermore, since the measure \( \omega \) is non-atomic, for \( \omega \otimes^n \)-a.a. \( (x_1, \ldots, x_n) \in \Lambda^n \), \( [x_1, \ldots, x_n] \in \Gamma_0(X) \).

From now on, we assume that \( \omega \in M(X) \) is arbitrary. We define a (linear) Poisson functional \( \mathbb{E}_\omega : \mathcal{P}(M(X)) \to \mathbb{R} \) with intensity measure \( \omega \) by formula (6.1), provided the set \( \Lambda \) satisfies the above assumption that each \( f^{(k)} \) vanishes outside \( \Lambda^k \). In Appendix, we prove that the value of the right-hand side of formula (6.1) still does not depend on the choice of such a set \( \Lambda \). Furthermore, we discuss in Appendix several properties of the Poisson functional which generalize the corresponding facts about the Poisson point process.

**Theorem 6.1.** Let \( f^{(n)} \in \mathcal{F}^{(n)}(X) \) and let \( p(\omega) = \langle \omega \otimes^n, f^{(n)} \rangle \), \( \omega \in M(X) \). Then

\[
\mathbb{E}_\omega(p) = \sum_{k=1}^{n} \langle \omega \otimes^k, S(n,k)f^{(n)} \rangle.
\]

**Proof.** We need equivalently to prove that, for each falling factorial \( p \in \mathcal{P}(M(X)) \) of the form \( p(\omega) = \langle (\omega)_k, g^{(k)} \rangle \) with \( g^{(k)} \in \mathcal{F}^{(k)}(X) \), we have \( \mathbb{E}_\omega(p) = \langle \omega \otimes^k, g^{(k)} \rangle \). We prove the statement by induction on \( k \). For \( k = 1 \), the result follows immediately from Proposition A.7.

Assume that the statement holds for \( k \) and let us prove it for \( k + 1 \). Choose \( \Lambda \in \mathcal{B}_0(X) \) such that \( g^{(k+1)} \) vanishes outside of \( \Lambda^{k+1} \). Let \( \eta \in \Gamma_0(\Lambda) \), \( \eta = [x_1, \ldots, x_m] \), \( m \in \mathbb{N} \). By (1.2),

\[
\langle (\eta)_{k+1}, g^{(k+1)} \rangle = \sum_{i_1 \in \{1,\ldots,m\}} \sum_{i_2 \in \{1,\ldots,m\}\setminus \{i_1\}} \cdots \sum_{i_{k+1} \in \{1,\ldots,m\}\setminus \{i_1,\ldots,i_k\}} g^{(k+1)}(x_{i_1},\ldots,x_{i_{k+1}})
\]

\[
= \int_{\Lambda} \eta(dx) \int_{\Lambda^k} (\eta - \delta_x)_{k}(dx_1 \cdots dx_k) g^{(k+1)}(x,x_1,\ldots,x_k). \quad (6.2)
\]

By (6.2), Proposition A.7, and the induction assumption, we have, for \( p(\omega) = \langle (\omega)_{k+1}, g^{(k+1)} \rangle \),

\[
\mathbb{E}_\omega(p) = \int_{\Gamma_0(\Lambda)} \mathbb{P}_\omega(\eta) \int_{\Lambda} \eta(dx) \int_{\Lambda^k} (\eta - \delta_x)_{k}(dx_1 \cdots dx_k) g^{(k+1)}(x,x_1,\ldots,x_k)
\]
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\begin{align*}
= & \int_{\Gamma_0(\Lambda)} \mathbb{P}_\omega(\eta) \int_{\Lambda} \omega(dx) \int_{\Lambda^k}\eta_k(dx_1 \cdots dx_k)g^{(k+1)}(x, x_1, \ldots, x_k) \\
= & \int_{\Lambda} \omega(dx) \int_{\Gamma_0(\Lambda)} \mathbb{P}_\omega(\eta) \int_{\Lambda^k}\eta_k(dx_1 \cdots dx_k)g^{(k+1)}(x, x_1, \ldots, x_k) \\
= & \langle \omega \otimes (k+1), g^{(k+1)} \rangle.
\end{align*}

\[\text{Remark 6.2.} \text{ Consider a linear operator } U \in L(\mathcal{P}(M(X))) \text{ defined by } (Up)(\omega) := \mathbb{E}_\omega(p) \text{ for } p \in \mathcal{P}(M(X)). \text{ It follows from the proof of Theorem 6.1 that } U \text{ maps each falling factorial } \langle \omega \otimes k, g^{(k)} \rangle \text{ into the monomial } \langle \omega \otimes (k+1), g^{(k+1)} \rangle. \text{ Note that both the falling factorials and the monomials have the binomial property. Hence, by analogy with umbral calculus in dimension one (e.g. [29]), we can think of } U \text{ as an umbral operator.}\]

\[\text{Corollary 6.3.} \text{ Let } p \in \mathcal{P}(M(X)) \text{ be of the form } p(\omega) = \sum_{k=0}^{n} \langle \omega \otimes k, f^{(k)} \rangle, \text{ and choose a set } \Lambda \in \mathcal{B}_0(X) \text{ such that, for each } k = 1, \ldots, n, \text{ the function } f^{(k)} \text{ vanishes outside } \Lambda^k. \text{ Then } \]

\[\mathbb{E}_\omega(p) = \sum_{i=0}^{n} \frac{1}{i!} \int_{\Lambda^i} p([x_1, \ldots, x_i]) \omega \otimes i(dx_1 \cdots dx_i) \sum_{k=0}^{n-i} \frac{(-1)^k k!}{k!} \omega(\Lambda)^k \int_{\Lambda^k} p([x_1, \ldots, x_i]) \omega \otimes k(dx_1 \cdots dx_k),\]

\[\text{Proof.} \text{ By Theorem 4.1 and (the proof of) Theorem 6.1, we have}\]

\[\mathbb{E}_\omega(p) = \sum_{k=0}^{n} \frac{(-1)^k}{k!} \int_{\Lambda^k} \sum_{i=0}^{k} \frac{(-1)^i}{i!} \sum_{\{i_1, \ldots, i_k\} \subset \{1, \ldots, k\}} p([x_{i_1}, \ldots, x_{i_k}]) \omega \otimes k(dx_1 \cdots dx_k)\]

\[= \sum_{k=0}^{n} \sum_{i=0}^{k} \frac{(-1)^{k-i}}{k!} \binom{k}{i} \int_{\Lambda^k} p([x_1, \ldots, x_i]) \omega \otimes k(dx_1 \cdots dx_k)\]

\[= \sum_{k=0}^{n} \sum_{i=0}^{k} \frac{(-1)^{k-i}}{i!(k-i)!} \omega(\Lambda)^{k-i} \int_{\Lambda^i} p([x_1, \ldots, x_i]) \omega \otimes i(dx_1 \cdots dx_i),\]

\[\text{which implies the statement.}\]

\[\text{Remark 6.4.} \text{ In the case of a single-point space } X, \text{ Corollary 6.3 states that, if } p \text{ is a polynomial on } F \text{ of degree } n, \text{ then for each } z \in F,\]

\[\sum_{k=0}^{\infty} \frac{z^k}{k!} p(k) = e^z \sum_{i=0}^{n} \frac{p(i)}{i!} \sum_{k=0}^{n-i} \frac{(-1)^k k!}{k!},\]

\[\text{which is Theorem 9.2 in [28].}\]
7 Infinite dimensional Grünert’s and Katriel’s formulas

7.1 Infinite dimensional Grünert’s formula

For each $\xi \in \mathcal{F}(X)$, we consider the following linear operator on $\mathcal{P}(M(X))$:

$$\langle \omega, \xi \partial \rangle = \int_X \omega(dx)\xi(x)\partial_x,$$

where $\partial_x$ is defined by (2.13) and $\omega \in M(X)$ is the variable of the polynomial this operator is applied to. More precisely, by (2.15) and (4.11), for each $f^{(n)} \in \mathcal{F}^{(n)}(X)$, we get

$$\langle \omega, \xi \partial \rangle (\omega^{\otimes n}, f^{(n)}) = n \int_X \omega(dx)\xi(x)(\omega^{\otimes(n-1)}, f^{(n)}(x, \cdot)) = \langle \omega^{\otimes n}, N(\xi)f^{(n)} \rangle. \quad (7.1)$$

We similarly define, for $f^{(n)} \in \mathcal{F}^{(n)}(X)$, the operator

$$\langle \omega^{\otimes n}, f^{(n)}\partial^{\otimes n} \rangle = \int_X \omega^{\otimes n}(dx_1 \cdots dx_n)f^{(n)}(x_1, \ldots, x_n)\partial_{x_1} \cdots \partial_{x_n}.$$

**Theorem 7.1** (Infinite dimensional Grünert’s formula). For any $\xi_1, \ldots, \xi_n \in \mathcal{F}(X)$,

$$\langle \omega, \xi_1 \partial \rangle \cdots \langle \omega, \xi_n \partial \rangle = \sum_{k=1}^{n} \langle \omega^{\otimes k}, (S(n, k)(\xi_1 \otimes \cdots \otimes \xi_n))\partial^{\otimes k} \rangle. \quad (7.2)$$

**Proof.** We start with the following

**Lemma 7.2.** For any $\xi \in \mathcal{F}(X)$ and $f^{(n)} \in \mathcal{F}^{(n)}(X)$,

$$\langle \omega, \xi \partial \rangle (\omega^{\otimes n}, f^{(n)}\partial^{\otimes n}) = \langle \omega^{\otimes n}, (N(\xi)f^{(n)})\partial^{\otimes n} \rangle + \langle \omega^{\otimes(n+1)}, (\xi \otimes f^{(n)})\partial^{\otimes(n+1)} \rangle.$$

**Proof.** Let $g^{(m)} \in \mathcal{F}^{(m)}(X)$, and to simplify the notation we assume that $g^{(m)} = \varphi^{\otimes m}$ with $\varphi \in \mathcal{F}(X)$. Then

$$\langle \omega, \xi \partial \rangle (\omega^{\otimes n}, f^{(n)}\partial^{\otimes n}) (\omega^{\otimes m}, g^{(m)}) = \\
= \langle \omega, \xi \partial \rangle (m)_{n} (\omega^{\otimes n}, f^{(n)} \varphi^{\otimes n}) (\omega^{\otimes (m-n)}, \varphi^{\otimes (m-n)}) \\
= (m)_{n} \langle \omega^{\otimes n}, N(\xi)f^{(n)} \varphi^{\otimes n} \rangle (\omega^{\otimes (m-n)}, \varphi^{\otimes (m-n)}) \\
+ (m)_{n+1} \langle \omega^{\otimes n}, f^{(n)} \varphi^{\otimes n} \rangle \langle \omega, \xi \varphi \rangle (\omega^{\otimes (m-n-1)}, \varphi^{\otimes (m-n-1)}) \\
= \langle \omega^{\otimes n}, (N(\xi)f^{(n)})\partial^{\otimes n} \rangle (\omega^{\otimes m}, \varphi^{\otimes m}) \\
+ (m)_{n+1} \langle \omega^{\otimes (n+1)}, (\xi \circ f^{(n)})\varphi^{\otimes (n+1)} \rangle (\omega^{\otimes (m-n-1)}, \varphi^{\otimes (m-n-1)}) \\
= \left[ \langle \omega^{\otimes n}, (N(\xi)f^{(n)})\partial^{\otimes n} \rangle + \langle \omega^{\otimes (n+1)}, (\xi \circ f^{(n)})\partial^{\otimes (n+1)} \rangle \right] (\omega^{\otimes m}, \varphi^{\otimes m}). \quad \square
We now prove (7.2) by induction on \( n \). For \( n = 1 \), (7.2) is just trivial. Assume that (7.2) holds for \( n \). Noting that \( (\omega, \xi \partial)_{\xi \in F(X)} \) is a family of commuting operators, we get by the induction assumption, (3.15), (3.16), and Lemma 7.2,

\[
\langle \omega, \xi_1 \partial \rangle \cdots \langle \omega, \xi_{n+1} \partial \rangle = \sum_{k=1}^{n} \langle \omega, \xi_{n+1} \partial \rangle \langle \omega^k, (S(n, k)(\xi_1 \cdots \xi_n)) \partial^k \rangle \\
= \langle \omega^\otimes (n+1), (S(n+1, n+1)(\xi_1 \cdots \xi_{n+1})) \partial^{n+1} \rangle \\
+ \sum_{k=2}^{n} \left[ \langle \omega^k, (\xi_{n+1} \odot (S(n, k-1)(\xi_1 \cdots \xi_n))) \partial^k \rangle \right] \\
+ \langle \omega^k, (N(\xi_{n+1})S(n, k)(\xi_1 \cdots \xi_n)) \partial^k \rangle + \langle \omega, \xi_{n+1} (S(n, 1)(\xi_1 \cdots \xi_n)) \rangle \\
= \sum_{k=1}^{n+1} \langle \omega^k, (S(n+1, k)(\xi_1 \cdots \xi_{n+1})) \partial^k \rangle.
\]

**Corollary 7.3.** For any \( \xi, \varphi \in F(X) \) and \( n \in \mathbb{N} \), we have

\[
\langle \omega, \xi \partial \rangle^n \frac{1}{1 - \langle \omega, \varphi \rangle} = \sum_{k=1}^{n} \langle \omega^k, (S(n, k)\xi^\otimes n) \varphi^\otimes k \rangle \frac{k!}{(1 - \langle \omega, \varphi \rangle)^{k+1}},
\]

(7.3)

\[
\langle \omega, \xi \partial \rangle^n e^{\langle \omega, \varphi \rangle} = \sum_{k=1}^{n} \langle \omega^k, (S(n, k)\xi^\otimes n) \varphi^\otimes k \rangle e^{\langle \omega, \varphi \rangle}.
\]

(7.4)

**Proof.** Both formulas (7.3) and (7.4) follow directly from Theorem 7.1 by differentiation of the functions \( \frac{1}{1 - \langle \omega, \varphi \rangle} \) and \( e^{\langle \omega, \varphi \rangle} \), respectively. \( \square \)

**Remark 7.4.** Formula (7.3) is an infinite dimensional extension of formula (9.47) in [28].

### 7.2 Wick ordering and infinite dimensional Katriel’s formula

Let \( V \) be a vector space. For linear operators \( A, B \in \mathcal{L}(V) \), we denote \( [A, B] := AB - BA \), called the **commutator of** \( A \) **and** \( B \).

Let us fix a reference measure \( \sigma \in \mathcal{M}(X) \). Let us consider linear operators \( a^+(\xi), a^-(\xi) \in \mathcal{L}(V) \) that linearly depend on \( \xi \in F(X) \) and satisfy the **canonical commutation relations** (CCR):

\[
[a^+(\varphi), a^+(\xi)] = [a^-(\varphi), a^-(\xi)] = 0,
\]

\[
[a^-(\varphi), a^+(\xi)] = \int_X \varphi(x) \xi(x) \sigma(dx), \quad \varphi, \xi \in F(X).
\]

(7.5)

The operators \( a^+(\xi) \) and \( a^-(\xi) \) are called **creation and annihilation operators**, respectively.

\[^{4}\text{We drop the standard assumption that the measure } \sigma \text{ appearing in the canonical commutation relations is positive. (Hence, we neither assume that } V \text{ is a Hilbert space, nor that } a^-(\xi) \text{ is the adjoint of } a^+(\xi).}\]
Our aim now is to introduce in $V$ the corresponding operators of particle density and Wick product of these operators. We will initially do this heuristically.

We define in $V$ creation operators $a^+(x)$ and annihilation operators $a^-(x)$ at points $x \in X$ that satisfy

$$a^+(\xi) = \int_X \xi(x)a^+(x)\sigma(dx), \quad a^-(-\xi) = \int_X \xi(x)a^-(x)\sigma(dx) \quad \text{for all} \quad \xi \in \mathcal{F}(X).$$

In terms of these operators, the CCR (7.5) become

$$[a^+(x), a^+(y)] = [a^-(x), a^-(y)] = 0, \quad [a^-(x), a^+(y)] = \delta(x, y), \quad (7.6)$$

where the distribution $\delta(x, y)$ satisfies

$$\int_{X^2} \varphi(x)\xi(y)\delta(x, y)\sigma(dx)\sigma(dy) = \int_X \varphi(x)\xi(x)\sigma(dx), \quad \xi, \varphi \in \mathcal{F}(X).$$

We define the particle density $\rho(x) := a^+(x)a^-(x)$ for $x \in X$, and the corresponding operators of particle density $\rho(\xi) := \int_X \xi(x)\rho(x)\sigma(dx)$ for $\xi \in \mathcal{F}(X)$. The CCR (7.6) then imply the commutation relations

$$[\rho(\varphi), \rho(\xi)] = 0, \quad [\rho(\varphi), a^+(\xi)] = a^+(\varphi\xi), \quad [a^-(\xi), \rho(\varphi)] = a^-(\varphi\xi). \quad (7.7)$$

for all $\varphi, \xi \in \mathcal{F}(X)$.

Let $\xi_1, \ldots, \xi_n \in \{+, -\}$. We define the Wick product $a^{\xi_1}(x_1) \cdots a^{\xi_n}(x_n)$: as the product of the operators $a^{\xi_1}(x_1), \ldots, a^{\xi_n}(x_n)$ that is Wick ordered, i.e., all the creation operators are to the left of all the annihilation operators. In particular,

$$\rho(x_1) \cdots \rho(x_n) := a^+(x_1) \cdots a^+(x_n)a^-(x_n) \cdots a^-(x_1). \quad (7.8)$$

**Lemma 7.5.** The CCR (7.6) imply the following recurrence formulas:

$$\rho(x) := \rho(x),$$

$$\rho(x_1) \cdots \rho(x_n) = \rho(x_1)\rho(x_2) \cdots \rho(x_n) - \sum_{i=2}^n \delta(x_1, x_i)\rho(x_2) \cdots \rho(x_n), \quad n \geq 2.$$

**Proof.** This formal result is known, see e.g. [25, Section 2]. For the reader’s convenience, we present the explicit calculations:

$$\rho(x_1)\rho(x_2) \cdots \rho(x_n) = a^+(x_1)a^-(-x_1)a^+(x_2) \cdots a^+(x_n)a^-(-x_n) \cdots a^-(x_2)$$

$$= \delta(x_1, x_2)a^+(x_1)a^+(x_3) \cdots a^+(x_n)a^-(-x_n) \cdots a^-(x_2)
+ a^+(x_1)a^+(x_2)a^-(-x_1)a^+(x_3) \cdots a^+(x_n)a^-(-x_n) \cdots a^-(x_2)
= \delta(x_1, x_2)\rho(x_2) \cdots \rho(x_n) + \delta(x_1, x_3)a^+(x_1)a^+(x_2)a^+(x_4) \cdots a^+(x_n)a^-(-x_n) \cdots a^-(x_2)
+ a^+(x_1)a^+(x_2)a^+(x_3)a^-(-x_1)a^+(x_4) \cdots a^+(x_n)a^-(-x_n) \cdots a^-(x_2)
= \sum_{i=2}^3 \delta(x_1, x_i)\rho(x_2) \cdots \rho(x_n);$$
\[ + a^+(x_1)a^+(x_2)a^+(x_3)a^-(x_1)a^+(x_4) \cdots a^+(x_n)a^-(x_n) \cdots a^-(x_2) \]
\[ = \sum_{i=2}^n \delta(x_1,x_i):\rho(2) \cdots \rho(x_n): + a^+(x_1) \cdots a^+(x_n)a^-(x_1)a^-(x_n) \cdots a^-(x_2) \]
\[ = \sum_{i=2}^n \delta(x_1,x_i):\rho(2) \cdots \rho(x_n): + :\rho(1) \cdots :\rho(x_n):. \]

We are now in position to rigorously treat the Wick product of operators of particle density. Assume that we are given a family of creation operators \(a^+(\xi)\) and annihilation operators \(a^-(\xi)\) acting in a vector space \(V\) and satisfying the CCR (7.5). Further assume that the corresponding particle density \(\rho(\xi) (\xi \in \mathcal{F}(X))\) is well defined as a family of linear operators in \(V\) that linearly depend on \(\xi\). Hence, the commutation relations (7.7) hold.

Inspired by Lemma 7.5, we define, for \(\xi \in \mathcal{F}(X)\), \(\int_X \xi(x):\rho(dx) := \rho(\xi)\) and for \(\xi_1, \ldots, \xi_n \in \mathcal{F}(X) (n \geq 2)\),
\[
\int_{X^n} \xi_1(x_1) \cdots \xi_n(x_n):\rho(x_1) \cdots :\rho(x_n): \sigma^{\otimes n}(dx_1 \cdots dx_n)
\]

\[ := \rho(\xi_1) \int_{X^{n-1}} \xi_2(x_2) \cdots \xi_n(x_n):\rho(x_2) \cdots :\rho(x_n): \sigma^{\otimes (n-1)}(dx_2 \cdots dx_n) \]
\[ - \sum_{i=2}^n \int_{X^n} \xi_2(x_2) \cdots (\xi_i\xi_i)(x_i) \cdots \xi_n(x_n):\rho(x_2) \cdots :\rho(x_n): \sigma^{\otimes (n-1)}(dx_2 \cdots dx_n). \] (7.9)

Extending this by linearity, we obtain a linear operator
\[
\int_{X^n} f^{(n)}(x_1, \ldots, x_n):\rho(x_1) \cdots :\rho(x_n): \sigma^{\otimes n}(dx_1 \cdots dx_n) \in \mathcal{L}(V)
\]
for each \(f^{(n)} : X^n \to \mathbb{F}\) that is a linear combination of functions \(\xi_1 \otimes \cdots \otimes \xi_n\) with \(\xi_1, \ldots, \xi_n \in \mathcal{F}(X)\).

**Theorem 7.6** (Infinite dimensional Katriel’s formula). Let \(\rho(\xi) (\xi \in \mathcal{F}(X))\) be the operators of particle density for a family of creation operators \(a^+(\xi)\) and annihilation operators \(a^-(\xi)\) satisfying the CCR (7.5). Then, for each \(n \in \mathbb{N}\) and \(\xi_1, \ldots, \xi_n \in \mathcal{F}(X)\),
\[
\rho(\xi_1) \cdots \rho(\xi_n)
\]
\[ = \sum_{k=1}^n \int_{X^k} (\Psi(n,k)(\xi_1 \otimes \cdots \otimes \xi_n))(x_1, \ldots, x_k):\rho(x_1) \cdots :\rho(x_k): \sigma^{\otimes k}(dx_1 \cdots dx_k). \] (7.10)

**Remark 7.7.** In the case where \(X = \mathbb{R}^d\) and \(\sigma\) is the Lebesgue measure, a formula equivalent to (7.10) was discussed, at a formal level, by Menikoff and Sharp in [25, Section 2].

**Proof of Theorem 7.6.** As easily follows from (7.9), for any \(\xi_1, \ldots, \xi_n \in \mathcal{F}(X)\) and a permutation \(\pi \in \mathfrak{S}_n\),
\[
\int_{X^n} \xi_1(x_1) \cdots \xi_n(x_n):\rho(x_1) \cdots :\rho(x_n): \sigma^{\otimes n}(dx_1 \cdots dx_n)
\]
\[
= \int_{X^n} \xi_\pi(1)(x_1) \cdots \xi_\pi(n)(x_n) : \rho(x_1) \cdots \rho(x_n) : \sigma \otimes^n (dx_1 \cdots dx_n),
\]
which implies
\[
\int_{X^n} \xi_1(x_1) \cdots \xi_n(x_n) : \rho(x_1) \cdots \rho(x_n) : \sigma \otimes^n (dx_1 \cdots dx_n)
\]
\[
= \int_{X^n} (\xi_1 \ominus \cdots \ominus \xi_n)(x_1, \ldots, x_n) : \rho(x_1) \cdots \rho(x_n) : \sigma \otimes^n (dx_1 \cdots dx_n). \tag{7.11}
\]
By (4.11), (7.9), and (7.11), for any \(\varphi, \xi_1, \ldots, \xi_n \in \mathcal{F}(X),\)
\[
\rho(\varphi) \int_{X^n} (\xi_1 \ominus \cdots \ominus \xi_n)(x_1, \ldots, x_n) : \rho(x_1) \cdots \rho(x_n) : \sigma \otimes^n (dx_1 \cdots dx_n)
\]
\[
= \int_{X^{n+1}} (\varphi \ominus \xi_1 \ominus \cdots \ominus \xi_n)(x_1, \ldots, x_{n+1}) : \rho(x_1) \cdots \rho(x_{n+1}) : \sigma \otimes^{n+1} (dx_1 \cdots dx_{n+1})
\]
\[
+ \int_{X^n} (N(\varphi)(\xi_1 \ominus \cdots \ominus \xi_n))(x_1, \ldots, x_n) : \rho(x_1) \cdots \rho(x_n) : \sigma \otimes^n (dx_1 \cdots dx_n).
\]
Now to prove formula (7.10) we employ the same arguments as those used to derive formula (7.2) from Lemma 7.2.

Remark 7.8. We note that Theorem 7.1 is actually a special case of Theorem 7.6. Indeed, let \(V = \mathcal{P}(M(X))\), and for each \(\xi \in \mathcal{F}(X),\) we define \(a^+(\xi) = \langle \omega, \xi \rangle,\) the operator of multiplication by \(\langle \omega, \xi \rangle,\) and \(a^- (\xi) = \langle \sigma, \xi \partial \rangle.\) These operators satisfy the CCR (7.5). In this case, \(a^- (x) = \partial_x\) is a well-defined operator on \(V,\) while \(a^+(x)\) is an operator-valued distribution—the operator of multiplication by the (generally speaking distribution) \(\frac{d\omega}{d\sigma}(x).\) The corresponding particle density is \(\rho(x) = \frac{d\omega}{d\sigma}(x) \partial_x,\) which yields, for each \(\xi \in \mathcal{F}(X),\)
\[
\rho(\xi) = \int_X \xi(x) \frac{d\omega}{d\sigma}(x) \partial_x \sigma(dx) = \int_X \omega(dx) \xi(x) \partial_x = \langle \omega, \xi \partial \rangle.
\]
As easily seen, the operators \(a^+(\xi), a^- (\xi), \rho(\xi)\) indeed satisfy (7.7). Furthermore, using (7.9), we conclude that, for any \(\xi_1, \ldots, \xi_n \in \mathcal{F}(X),\)
\[
\int_{X^n} \xi_1(x_1) \cdots \xi_n(x_n) : \rho(x_1) \cdots \rho(x_n) : \sigma \otimes^n (dx_1 \cdots dx_n)
\]
\[
= \langle \omega \otimes^n, (\xi_1 \ominus \cdots \ominus \xi_n) \partial \otimes^n \rangle = \langle \omega \otimes^n, (\xi_1 \ominus \cdots \ominus \xi_n) \partial \otimes^n \rangle.
\]
Hence, formula (7.2) is a consequence of the commutation relations between the operators of multiplication by \(\langle \omega, \xi \rangle (\xi \in \mathcal{F}(X))\) and the differentiation operators \(\partial_x (x \in X).\) Note also that, in this case, the choice of the reference measure \(\sigma \in M(X)\) was irrelevant.

Remark 7.9. Formula (7.10) can be inverted:
\[
\int_{X^n} \xi_1(x_1) \cdots \xi_n(x_n) : \rho(x_1) \cdots \rho(x_n) : \sigma \otimes^n (dx_1 \cdots dx_n)
\]
\[
= \sum_{k=1}^n \int_{X^k} (s(n, k)(\xi_1 \ominus \cdots \ominus \xi_n))(x_1, \ldots, x_k) \rho(x_1) \cdots \rho(x_k) \sigma \otimes^k (dx_1 \cdots dx_k).
\]
This follows immediately from (7.10) and Proposition 3.19.
7.3 Quantum Poisson process

Let the conditions of Theorem 7.6 be satisfied. Let $A$ denote the unital algebra generated by the operators $a^{+}(\xi)$, $a^{-}(\xi)$, $\rho(\xi)$ $(\xi \in \mathcal{F}(X))$. Due to the commutation relations (7.5), (7.7) and the polarization identity, each element of the algebra $A$ is a linear combination of the identity operator 1 and operators of the form $a^{+}(\varphi)^{j}\rho(\psi)^{j}a^{-}(\xi)^{k}$ with $\varphi, \psi, \xi \in \mathcal{F}(X)$ and $i, j, k \in \mathbb{N}_{0}$, $i + j + k \geq 1$.

We define the vacuum functional $\tau_{\sigma}$ on $A$ by setting

$$\tau_{\sigma}(1) = 1,$$

$$\tau_{\sigma}\left(a^{+}(\varphi)^{j}\rho(\psi)^{j}a^{-}(\xi)^{k}\right) = 0, \quad \varphi, \psi, \xi \in \mathcal{F}(X), \quad i, j, k \in \mathbb{N}_{0}, \quad i + j + k \geq 1,$$  \hspace{1cm} (7.12)

and extending it by linearity to the whole $A$.

For each $\xi \in \mathcal{F}(X)$, we define $R(\xi) \in A$ by

$$R(\xi) := a^{+}(\xi) + a^{-}(\xi) + \rho(\xi) + \langle \sigma, \xi \rangle.$$  \hspace{1cm} (7.13)

By the commutation relations (7.5), (7.7), for any $\xi_{1}, \xi_{2} \in \mathcal{F}(X)$, we have $[R(\xi_{1}), R(\xi_{2})] = 0$.

Remark 7.10. Consider the representation of the CCR discussed in Remark 7.8. Then each $A \in A$ is a linear operator on $\mathcal{P}(\mathcal{M}(X))$. Recall also that $a^{+}(\xi)$ is the multiplication by $\langle \omega, \xi \rangle$, $a^{-}(\xi) = \langle \sigma, \xi \partial \rangle$, and $\rho(\xi) = \langle \omega, \xi \partial \rangle$. If 1 denotes the monomial on $\mathcal{M}(X)$ that is identically equal to 1, then

$$(a^{+}(\varphi)^{j}\rho(\psi)^{j}a^{-}(\xi)^{k}1)(\omega) = \begin{cases} 0, & \text{if } \max\{j, k\} \geq 1, \\ \langle \omega^{\psi_{i}}, \varphi^{\psi_{i}} \rangle, & \text{if } i \geq 1 \text{ and } j = k = 0. \end{cases}$$

Therefore, by (7.12), the vacuum functional on $A$ is given by $\tau_{\sigma}(A) = \langle A1 \rangle(0)$, i.e., one has to apply the operator $A$ to 1 and then evaluate the obtained polynomial at zero. Furthermore, it follows from (7.13) that, in this case,

$$R(\xi) = \langle \omega + \sigma, \xi(\partial + 1) \rangle, \quad \xi \in \mathcal{F}(X).$$

Theorem 7.11. Let $\xi_{1}, \ldots, \xi_{n} \in \mathcal{F}(X), \quad n \in \mathbb{N}$. Under the above assumptions, we then have

$$\tau_{\sigma}\left(R(\xi_{1}) \cdots R(\xi_{n})\right) = E(\rho).$$

Here $E_{\sigma}$ is the Poisson functional with intensity measure $\sigma$ and $\rho(\omega) = \langle \omega, \xi_{1} \rangle \cdots \langle \omega, \xi_{n} \rangle$. 

Let $A'$ denote the commutative unital subalgebra of $A$ that is generated by the operators $R(\xi)$ $(\xi \in \mathcal{F}(X))$. Let $\mathcal{P}_{\text{alg}}(\mathcal{M}(X))$ denote the subset of $\mathcal{P}(\mathcal{M}(X))$ consisting of all polynomials $p$ of the form (2.2), where each $f(k)$ is a finite sum of functions of the form $\xi_{1} \circ \cdots \circ \xi_{k}$ with $\xi_{1}, \ldots, \xi_{k} \in \mathcal{F}(X)$. Theorem 7.11 states an isomorphism between $(A', \tau_{\sigma})$ and $(\mathcal{P}_{\text{alg}}(\mathcal{M}(X)), E_{\sigma})$. Hence, $(A', \tau_{\sigma})$ can be thought of as the quantum Poisson process with intensity measure $\sigma$. This is a well-known result in the case where $\sigma$ is a positive non-atomic measure, see e.g. [14, 15, 33].

We first prove the following
Lemma 7.12. For any $\xi_1, \ldots, \xi_n \in \mathcal{F}(X)$, we have

$$R(\xi_1) \cdots R(\xi_n) = \sum_{k=1}^{n} \int_{X^k} (S(n, k)(\xi_1 \circ \cdots \circ \xi_n))(x_1, \ldots, x_k) \times (a^+(x_1) + 1) \cdots (a^+(x_k) + 1)(a^-(x_k) + 1) \cdots (a^-(x_1) + 1) \sigma^{\otimes k}(dx_1 \cdots dx_k).$$

**Proof.** First, we note that the integrals on the right-hand side of formula (7.14) well define linear operators on the vector space $V$. Indeed, since all creation operators (respectively all annihilation operators) commute, each integral is a finite sum of terms of the form

$$\int_{X^k} \varphi_1(x_1) \cdots \varphi_k(x_k)a^+(x_1) \cdots a^+(x_{i+j})a^-(x_{i+j}) \cdots a^-(x_{i+1})$$

where $\varphi_1, \ldots, \varphi_k \in \mathcal{F}(X)$, $i, j \in \mathbb{N}_0$, $0 \leq i + j \leq k$.

The formal proof of formula (7.14) is straightforward. Indeed, for $\xi \in \mathcal{F}(X)$, denote $A^+(\xi) := a^+(\xi) + \langle \sigma, \xi \rangle$, $A^-(\xi) := a^-(-\xi) + \langle \sigma, \xi \rangle$. These operators obviously satisfy the CCR. Writing $A^+(\xi) = \int_X \xi(x)A^+(x)\sigma(dx)$ and $A^-(\xi) = \int_X \xi(x)A^-(x)\sigma(dx)$, we get $A^+(x) = a^+(x) + 1$, $A^-(x) = a^-(x) + 1$. Hence, the corresponding particle density is

$$\int_X \xi(x)A^+(x)A^-(x)\sigma(dx) = \int_X \xi(x)(a^+(x) + 1)(a^-(x) + 1)\sigma(dx) = R(\xi).$$

Therefore, formula (7.14) follows from Theorem 7.6.

To make these arguments rigorous, we proceed as follows. For any $\xi_1, \ldots, \xi_n \in \mathcal{F}(X)$, denote

$$:R(\xi_1) \cdots R(\xi_n): = \int_{X^n} \xi_1(x_1) \cdots \xi_n(x_n)A^+(x_1) \cdots A^+(x_n)A^-(x_n) \cdots A^-(x_1)\sigma^{\otimes n}(dx_1 \cdots dx_n).$$

(Recall that the integral on the right-hand side of formula (7.15) indeed determines a linear operator on $V$. Using the commutation relations (7.5), (7.7), one easily checks that

$$:R(\xi_1) \cdots R(\xi_n): = R(\xi_1):R(\xi_2) \cdots R(\xi_n): - \sum_{i=2}^{n} :R(\xi_2) \cdots R(\xi_i, \xi_i) \cdots R(\xi_n):.$$  

**Proof of Theorem 7.11.** Applying the vacuum functional $\tau_\sigma$ to equality (7.14), we easily obtain

$$\tau_\sigma(R(\xi_1) \cdots R(\xi_n)) = \sum_{k=1}^{n} \langle \sigma^{\otimes k}, S(n, k)(\xi_1 \circ \cdots \circ \xi_n) \rangle.$$  

Now Theorem 6.1 yields the statement. 
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8 Touchard polynomials

According to Remark 3.14, for each \( n, k \in \mathbb{N} \), \( k \leq n \), we define the linear operator \( S(n,k)^* \in \mathcal{L}(M^{(k)}(X), M^{(n)}(X)) \). For each \( n \in \mathbb{N} \), we define the Touchard (or exponential) polynomial of degree \( n \) to be the mapping

\[
T_n : M(X) \to M^{(n)}(X), \quad T_n(\omega) = \sum_{k=1}^{n} S(n,k)^* \omega^{\otimes k}.
\] (8.1)

We also set \( T_0(\omega) := 1 \) for all \( \omega \in M(X) \).

Remark 8.1. In the case of a single-point space \( X \), the polynomials (8.1) become the classical Touchard polynomials.

Let \( \omega \in M(X) \) and \( i \in \mathbb{N} \). Using a notation from [30, Section 5], we define a diagonal measure \( \omega^{[i]}_1 \in M^{(i)}(X) \) by

\[
\omega^{[i]}_1(dx_1 \cdots dx_i) := \omega(dx_1)\delta_{x_1}(dx_2) \cdots \delta_{x_1}(dx_i).
\]

By (3.6), we have, for each \( f^{(i)} \in \mathcal{F}^{(i)}(X) \),

\[
\langle \omega^{[i]}_1, f^{(i)} \rangle = \langle \omega, D^{(i)} f^{(i)} \rangle.
\]

Hence, in view of formulas (3.7) and (3.11), we have, for each \( n \in \mathbb{N} \),

\[
T_n(\omega) = \sum_{k=1}^{n} \sum_{\lambda=\{\lambda_1, \ldots, \lambda_k\} \in \text{UP}(n,k)} \omega^{[|\lambda_1|]}_1 \otimes \cdots \otimes \omega^{[|\lambda_k|]}_1. \] (8.2)

For each \( f^{(n)} \in \mathcal{F}^{(n)}(X) \),

\[
\langle T_n(\omega), f^{(n)} \rangle = \sum_{k=1}^{n} \langle \omega^{\otimes k}, S(n,k) f^{(n)} \rangle \] (8.3)

is a polynomial from \( P(M(X)) \), and if \( f^{(n)} \in \mathcal{C} \mathcal{F}^{(n)}(X) \), then this polynomial belongs to \( \mathcal{C} \mathcal{P}(M(X)) \).

The following statement is an immediate consequence of Theorem 6.1.

Corollary 8.2. For each \( \omega \in M(X) \), and \( f^{(n)} \in \mathcal{F}^{(n)}(X) \), \( n \in \mathbb{N} \), we have

\[
\langle T_n(\omega), f^{(n)} \rangle = E_\omega(p),
\]

where \( p(\omega) = \langle \omega^{\otimes n}, f^{(n)} \rangle \). In particular, for each \( \xi \in \mathcal{F}(X) \),

\[
\langle T_n(\omega), \xi^{\otimes n} \rangle = E_\omega(m^{(n)}_\xi), \] (8.4)

where

\[
m^{(n)}_\xi(\omega) = \langle \omega, \xi \rangle^n. \] (8.5)
For $\omega \in M(X)$ and $\varphi \in F(X)$, we define $\omega \varphi \in M(X)$ by $(\omega \varphi)(dx) := \omega(dx)\varphi(x)$. Then, Corollary 7.3 can be written in the following equivalent form.

**Corollary 8.3.** For any $\xi, \varphi \in F(X)$ and $n \in \mathbb{N}$, we have

$$
\langle \omega, \xi \partial \rangle^n \frac{1}{1 - \langle \omega, \varphi \rangle} = \langle T_n(\omega \varphi), \xi \otimes^n \rangle \frac{k!}{(1 - \langle \omega, \varphi \rangle)^{k+1}},
$$

$$
\langle \omega, \xi \partial \rangle^n e^{\langle \omega, \varphi \rangle} = \langle T_n(\omega \varphi), \xi \otimes^n \rangle e^{\langle \omega, \varphi \rangle}.
$$

The following proposition is a generalization of statement (7) of Theorem 3.29 in [23], which is formulated there for the number operator for a pair of operators satisfying CCR.

**Proposition 8.4.** For each $\xi \in F(X)$ and $n \in \mathbb{N}_0$,

$$
\langle T_{n+1}(\omega), \xi \otimes^{(n+1)} \rangle = \langle \omega, \xi (\partial + 1) \rangle \langle T_n(\omega), \xi \otimes^n \rangle.
$$

**Proof.** By (3.16), (4.11), (7.1) and (8.3),

$$
\langle T_{n+1}(\omega), \xi \otimes^{(n+1)} \rangle = \sum_{k=1}^{n+1} \langle \omega \otimes^k, S(n+1, k)\xi \otimes^{(n+1)} \rangle
$$

$$
= \sum_{k=1}^{n+1} \left[ \langle \omega, \xi \rangle \langle \omega \otimes^{(k-1)}, S(n, k-1)\xi \otimes^n \rangle + \langle \omega \otimes^k, N(\xi)S(n, k)\xi \otimes^n \rangle \right]
$$

$$
= \sum_{k=1}^{n+1} \left[ \langle \omega, \xi \rangle \langle \omega \otimes^{(k-1)}, S(n, k-1)\xi \otimes^n \rangle + \langle \omega, \xi \partial \rangle \langle \omega \otimes^k, S(n, k)\xi \otimes^n \rangle \right]
$$

$$
= \langle \omega, \xi \rangle \sum_{k=2}^{n+1} \langle \omega \otimes^{(k-1)}, S(n, k-1)\xi \otimes^n \rangle + \langle \omega, \xi \partial \rangle \sum_{k=1}^{n} \langle \omega \otimes^k, S(n, k)\xi \otimes^n \rangle
$$

$$
= \langle \omega, \xi \rangle \sum_{k=2}^{n+1} \langle \omega \otimes^{(k-1)}, S(n, k-1)\xi \otimes^n \rangle + \langle \omega, \xi \partial \rangle \sum_{k=1}^{n} \langle \omega \otimes^k, S(n, k)\xi \otimes^n \rangle
$$

$$
= \langle \omega, \xi \rangle \langle T_n(\omega), \xi \otimes^n \rangle.
$$

**The following proposition gives the explicit form of the generating function of the Touchard polynomials.**

**Proposition 8.5.** We have

$$
\sum_{n=0}^{\infty} \frac{1}{n!} \langle T_n(\omega), \xi \otimes^n \rangle = \exp \left[ \langle \omega, e^\xi - 1 \rangle \right], \quad \xi \in F(X).
$$

**Proof.** We will now present two proofs of this result, the first proof giving a connection with the generating function of the Stirling operators of the second kind, the second proof giving a connection with the Laplace transform of the Poisson functional.

**Proof 1.** We have, by (3.19),

$$
\sum_{n=0}^{\infty} \frac{1}{n!} \langle T_n(\omega), \xi \otimes^n \rangle = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k=0}^{n} \langle \omega \otimes^k, S(n, k)\xi \otimes^n \rangle
$$
\[
\begin{align*}
\sum_{k=0}^{\infty} \left< \omega^{\otimes k}, \sum_{n=k}^{\infty} \frac{1}{n!} S(n, k) \xi^{\otimes n} \right> &= \sum_{k=0}^{\infty} \frac{1}{k!} (\omega^{\otimes k}, (e^\xi - 1)^{\otimes k}) \\
&= \sum_{k=0}^{\infty} \frac{1}{k!} \left< \omega, e^{\xi} - 1 \right>^k = \exp \left[ \left< \omega, e^{\xi} - 1 \right> \right].
\end{align*}
\]

**Proof 2.** Using formulas (8.4), (8.5), (A.2), and Lemma A.6, we have
\[
\sum_{n=0}^{\infty} \frac{1}{n!} \left< T_n(\omega), \xi^{\otimes n} \right> = \sum_{n=0}^{\infty} \frac{1}{n!} E_\omega(m^{(n)}_\xi) = \exp \left[ \left< \omega, e^{\xi} - 1 \right> \right]. \quad \square
\]

**Corollary 8.6.** The Touchard polynomials satisfy the binomial property:
\[
T_n(\omega + \sigma) = \sum_{k=0}^{n} \binom{n}{k} T_k(\omega) \odot T_{n-k}(\sigma), \quad \omega, \sigma \in M(X), \ n \in \mathbb{N}.
\]

**Proof.** The statement follows immediately from Proposition 8.5 and the proof of the implication (BT4) ⇒ (BT1) in [13, Theorem 4.1]. \( \square \)

**Proposition 8.7.** For each \( n \in \mathbb{N}_0 \) and \( \omega \in M(X) \),
\[
T_{n+1}(\omega) = \sum_{k=0}^{n} \binom{n}{k} T_k(\omega) \odot \omega^{[n+1-k]}.
\]

**Proof.** For each \( \xi \in \mathcal{F}(X) \) with support in \( \Lambda \in \mathcal{B}_0(X) \) and \( \omega \in M(X) \), we have, by Proposition A.7 and formulas (8.4), (8.5), and (A.1),
\[
\left< T_{n+1}(\omega), \xi^{\otimes (n+1)} \right> = E_\omega(m^{(n+1)}_\xi) \]
\[
= \int_{\Gamma_0(\Lambda)} \mathbb{P}_\omega(\eta) \int_{\Lambda} \eta(dx) \xi(x) \langle \eta, \xi \rangle^n \\
= \int_{\Gamma_0(\Lambda)} \mathbb{P}_\omega(\eta) \int_{\Lambda} \omega(dx) \xi(x) \langle \eta + \delta_x, \xi \rangle^n \\
= \sum_{k=0}^{n} \binom{n}{k} \int_{\Gamma_0(\Lambda)} \mathbb{P}_\omega(\eta) \langle \eta, \xi \rangle^k \int_{\Lambda} \omega(dx) \xi^{n+1-k}(x) \\
= \sum_{k=0}^{n} \binom{n}{k} T_k(\omega) \odot \omega^{[n+1-k]} \xi^{\otimes (n+1)} . \quad \square
\]

Let \( M_1(X) \subset M(X) \) denote the set of all probability measures on \( X \). For \( \nu \in M_1(X) \), we define \( B_n(\nu) := T_n(\nu) \in M^{(n)}_1(X) \) and call \( B_n(\nu) \) the \( n \)th Bell measure corresponding to \( \nu \). By (8.2), \( B_n(\nu) \) is a finite positive measure on \( X^n \) such that the \( B_n(\nu) \) measure of the whole \( X^n \) is equal to \( B_n \), the classical Bell number.
Proposition 8.8. Let $n \in \mathbb{N}$ and $f^{(n)} : X^n \to \mathbb{F}$ be measurable and bounded. Let $\nu \in M_1(X)$ and let $(Z_n)_{n=1}^{\infty}$ be a sequence of independent, identically distributed $\mathbb{F}$-valued random variables whose distribution is equal to $\nu$. Let $\mathbb{E}(\cdot)$ denote the corresponding expectation. Then

$$
\langle B_n(\nu), f^{(n)} \rangle = e^{-1} \mathbb{E} \left( 1 + \sum_{k=1}^{\infty} \frac{1}{k!} \sum_{i_1=1}^{k} \cdots \sum_{i_n=1}^{k} f^{(n)}(Z_{i_1}, \ldots, Z_{i_n}) \right). \tag{8.6}
$$

Proof. Without loss of generality we may assume that the function $f^{(n)}$ is symmetric. If additionally, $f^{(n)}$ has a compact support, i.e., $f^{(n)} \in \mathcal{F}(X)$, then formula (8.6) easily follows from Corollary 8.2 and Lemma A.4. For a general function $f^{(n)}$, formula (8.6) can then be shown by approximating $f^{(n)}$ with functions $f^{(n)} \chi_k^{(n)}$, where $\chi_k^{(n)}$ is the indicator function of the set $\Lambda_k^{(n)}$, and $\{\Lambda_k\}_{k=1}^{\infty}$ is an increasing sequence of compact subsets of $X$ such that $\Lambda_k \uparrow X$. \hfill \Box

Remark 8.9. By setting $f^{(n)} \equiv 1$ in formula (8.6), we obtain Dobiński’s formula $B_n = e^{-1}(1 + \sum_{k=1}^{\infty} \frac{\kappa^n_k}{k!})$.

For $\nu \in M_1(X)$, we define $D_n(\nu) := T_n(-\nu) \in M^{(n)}(X)$ and call $D_n(\nu)$ the $n$th Rao–Uppuluri–Carpenter measure corresponding to $\nu$. The measures $D_n(\nu)$ generalize the corresponding numbers $D_n$ in classical combinatorics, see e.g. [28, Section 9.4]. The $D_n(\nu)$ is a signed measure on $X^n$ of finite total variation, and the $D_n(\nu)$ measure of the whole $X^n$ is equal to $D_n$. Proposition 8.7 implies

$$
D_{n+1}(\nu) = -\sum_{k=0}^{n} \binom{n}{k} D_k(\nu) \circ \nu_1^{[n+1-k]}.
$$

Under the assumptions of Proposition 8.8, we easily obtain

$$
\langle D_n(\nu), f^{(n)} \rangle = e^{-1} \mathbb{E} \left( 1 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} \sum_{i_1=1}^{k} \cdots \sum_{i_n=1}^{k} f^{(n)}(X_{i_1}, \ldots, X_{i_n}) \right).
$$

9 An open problem

Among several open problems arising from the present paper, let us mention only a problem related to Theorem 7.6.

The idea of Katriel’s theorem [17] was used in order to define and study several deformations of Stirling numbers, see e.g. [18, 23]. One may similarly use the idea of Theorem 7.6 in order to define and study generalizations of Stirling operators in the case of various deformed commutation relations, see e.g. [5–8]. Indeed, assume that we are given a family of creation operators $a^+(\xi)$ and annihilation operators $a^-(\xi)$ ($\xi \in \mathcal{F}(X)$) that satisfy certain deformed commutation relations. Then, similarly to the CCR case, we can define operators $\rho(\xi) = \int_{X} \xi(x)a^+(x)a^-(x)\sigma(dx)$ and the Wick product $:\rho(x_1) \cdots \rho(x_n)$: by formula (7.8). Now, the question is: Can we define deformed Stirling operators, $S(n, k)$, in such a way that
formula (7.10) holds in this setting? In the following two cases, one can easily answer this question.

First, consider the case of the anyon commutation relations [6],

\[
a^+(x)a^+(y) - Q(y,x)a^+(x)a^+(y) = 0, \quad a^-(x)a^-(y) - Q(y,x)a^-(x)a^-(y) = 0,
\]

\[
a^-(x)a^+(y) - Q(x,y)a^+(y)a^-(x) = \delta(x,y).
\]

Here \(Q(x,y)\) is a complex-valued function on \(X^2\) such that \(|Q(x,y)| = 1\) and \(Q(y,x) = Q(x,y)\). An easy calculation shows that Lemma 7.5 holds true in this case, hence the operators \(S(n,k)\) remain the same as in the case of the CCR.

Second, consider the case of the free commutation relation,

\[
a^-(x)a^+(y) = \delta(x,y).
\]

As easily seen,

\[
\rho(\xi_1) \cdots \rho(\xi_n) = \rho(\xi_1 \cdots \xi_n)
\]

for any \(\xi_1, \ldots, \xi_n \in \mathcal{F}(X)\). Hence, in this case, \(S(n,1)\) is the operator \(D(n)\) given by (3.6), and \(S(n,k) = 0\) if \(k \neq 1\).

Now one can naturally ask which generalizations of the Stirling operators appear if the operator-valued distributions \((a^+, a^-)\) for any \(x \in X\) satisfy the \(q\)-commutation relation for \(q \in (-1,1)\) with \(q \neq 0\):

\[
a^-(x)a^+(y) - qa^+(y)a^-(x) = \delta(x,y), \quad (9.1)
\]

see [8]. If the set \(X\) has a single point, the commutation relation (9.1) becomes

\[
a^-a^+ - qa^+a^- = 1,
\]

compare with (1.6). In this one-mode case, the corresponding Stirling numbers were studied in [18], see also [23, Section 7.2] and the references therein. However, in the general case of (9.1), an explicit representation of the product \(\rho(\xi_1) \cdots \rho(\xi_n)\) through Wick ordered operators is an open, interesting problem.

One may also extend this problem to the case of the commutation relation discussed in [7], in which case the parameter \(q\) is replaced by a complex-valued function \(Q(x,y)\) on \(X^2\) such that \(|Q(x,y)| \leq 1\) and \(Q(y,x) = \overline{Q(x,y)}\). Another important generalization of (9.1) was considered in [5] and is related to Coxeter groups of type B.
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Appendix: Poisson functional

Let \( \Lambda \in \mathcal{B}_0(X) \). Denote \( \tilde{\Gamma}_0(\Lambda) := \{ \eta \in \tilde{\Gamma}_0(X) \mid \text{Supp}(\eta) \subset \Lambda \} \), where \( \text{Supp}(\eta) \) denotes the support of \( \eta \). Let \( \mathcal{B}(\tilde{\Gamma}_0(\Lambda)) \) denote the minimal \( \sigma \)-algebra on \( \tilde{\Gamma}_0(\Lambda) \) such that, for each \( n \in \mathbb{N} \), the mapping \( \Lambda^n \ni (x_1, \ldots, x_n) \mapsto [x_1, \ldots, x_n] \in \tilde{\Gamma}_0(\Lambda) \) is measurable.

Fix an arbitrary \( \omega \in M(X) \). For each \( \Lambda \in \mathcal{B}_0(X) \), we define an \( \mathbb{F} \)-valued measure \( \mathbb{P}_\omega^{\Lambda} \) on \((\tilde{\Gamma}_0(\Lambda), \mathcal{B}(\tilde{\Gamma}_0(\Lambda)))\) that satisfies, for each measurable bounded function \( F : \tilde{\Gamma}_0(\Lambda) \rightarrow \mathbb{F} \),

\[
\int_{\tilde{\Gamma}_0(\Lambda)} F(\eta) \mathbb{P}_\omega^{\Lambda}(d\eta) = e^{-\omega(\Lambda)} \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} F([x_1, \ldots, x_n]) \omega^{\otimes n}(dx_1 \cdots dx_n). \quad (A.1)
\]

Obviously, the above formula holds true for any measurable function \( F : \tilde{\Gamma}_0(\Lambda) \rightarrow \mathbb{F} \) that is integrable with respect to the total variation of \( \mathbb{P}_\omega^{\Lambda} \).

**Remark A.1.** If \( \omega \in M(X) \) has a finite total variation, we may similarly define an \( \mathbb{F} \)-valued measure \( \mathbb{P}_\omega := \mathbb{P}_\omega^X \) on \((\tilde{\Gamma}_0(X), \mathcal{B}(\tilde{\Gamma}_0(X)))\).

**Lemma A.2.** (i) Let \( \Lambda_1, \Lambda_2 \in \mathcal{B}_0(X) \) be such that \( \Lambda_1 \cap \Lambda_2 = \emptyset \). Denote \( \Lambda := \Lambda_1 \cup \Lambda_2 \). Let \( F_1, F_2 : \tilde{\Gamma}_0(\Lambda) \rightarrow \mathbb{F} \) be bounded measurable functions such that, for all \( \eta \in \tilde{\Gamma}_0(\Lambda) \), \( F_i(\eta) = F_i(\eta_{\Lambda_i}), i = 1, 2 \). Here \( (\eta_{\Lambda_1})_i(dx) := \eta(dx)\chi_{\Lambda_i}(x) \). Then

\[
\int_{\tilde{\Gamma}_0(\Lambda)} F_1(\eta) F_2(\eta) \mathbb{P}_\omega^{\Lambda}(d\eta) = \int_{\tilde{\Gamma}_0(\Lambda_1)} F_1(\eta_1) \mathbb{P}_\omega^{\Lambda_1}(d\eta_1) \int_{\tilde{\Gamma}_0(\Lambda_2)} F_2(\eta_2) \mathbb{P}_\omega^{\Lambda_2}(d\eta_2).
\]

(ii) Let \( \Lambda, \Lambda_1 \in \mathcal{B}_0(X) \) be such that \( \Lambda_1 \subset \Lambda \). Let \( F : \tilde{\Gamma}_0(\Lambda) \rightarrow \mathbb{F} \) be a bounded measurable function such that, for each \( \eta \in \tilde{\Gamma}_0(\Lambda) \), \( F(\eta) = F(\eta_{\Lambda_1}) \). Then

\[
\int_{\tilde{\Gamma}_0(\Lambda)} F(\eta) \mathbb{P}_\omega^{\Lambda}(d\eta) = \int_{\tilde{\Gamma}_0(\Lambda_1)} F(\eta) \mathbb{P}_\omega^{\Lambda_1}(d\eta).
\]

**Proof.** (i) We have

\[
\int_{\tilde{\Gamma}_0(\Lambda)} F_1(\eta) F_2(\eta) \mathbb{P}_\omega^{\Lambda}(d\eta)
= e^{-\omega(\Lambda)} \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} F_1([x_1, \ldots, x_n]_{\Lambda_1}) F_2([x_1, \ldots, x_n]_{\Lambda_2}) \omega^{\otimes n}(dx_1 \cdots dx_n)
= e^{-\omega(\Lambda_1) - \omega(\Lambda_2)} \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k=0}^{n} \binom{n}{k} \int_{\Lambda_1^k} F_1([x_1, \ldots, x_k]) \omega^{\otimes k}(dx_1 \cdots dx_k)
\times \int_{\Lambda_2^{n-k}} F_2([y_1, \ldots, y_{n-k}]) \omega^{\otimes (n-k)}(dy_1 \cdots dy_{n-k})
= \int_{\tilde{\Gamma}_0(\Lambda_1)} F_1(\eta_1) \mathbb{P}_\omega^{\Lambda_1}(d\eta_1) \int_{\tilde{\Gamma}_0(\Lambda_2)} F_2(\eta_2) \mathbb{P}_\omega^{\Lambda_2}(d\eta_2).
\]

(ii) Define \( \Lambda_2 := \Lambda \setminus \Lambda_1 \), \( F_1(\eta) := F(\eta), F_2(\eta) = 1 \) and apply (i). \( \square \)
Let \( p \in \mathcal{P}(\mathcal{M}(X)) \) be of the form \( p(\omega) = \sum_{k=0}^{n} \langle \omega \otimes k, f^{(k)} \rangle \) and choose an arbitrary \( \Lambda \in \mathcal{B}_0(X) \) such that, for each \( k = 1, \ldots, n \), the function \( f^{(k)} \) vanishes outside \( \Lambda^k \). Then, for each \( \eta \in \tilde{\Gamma}_0(X) \), \( p(\eta) = p(\eta \Lambda) \). Therefore, in view of Lemma A.2, we can define \( E_\omega(p) := \int_{\tilde{\Gamma}_0(\Lambda)} p(\eta) \mathbb{P}_\omega^\Lambda(d\eta) \), and this definition does not depend on the choice of a set \( \Lambda \). \( E_\omega \) is the Poisson functional with intensity measure \( \omega \), compare (6.1) and (A.1).

Remark A.3.

**Lemma A.4.** Assume additionally that \( \omega \in \mathcal{M}(X) \) has a finite total variation. Then \( E_\omega(p) = \int_{\tilde{\Gamma}(X)} p(\eta) \mathbb{P}_\omega(d\eta) \) for all \( p \in \mathcal{P}(\mathcal{M}(X)) \).

**Proof.** Similar to the proof of Lemma A.2 (ii). \(\square\)

Remark A.5. In the case where \( \omega \in \mathcal{M}(X) \) is an infinite positive measure (not necessarily non-atomic), one can prove, by using Kolmogorov’s theorem, that there exists a unique probability measure \( \mathbb{P}_\omega \) on \( \tilde{\Gamma}(X) \), the space of multiple configurations in \( X \), such that \( E_\omega(p) = \int_{\tilde{\Gamma}(X)} p(\gamma) \mathbb{P}_\omega(d\gamma) \) for all \( p \in \mathcal{P}(\mathcal{M}(X)) \). If \( \omega \in \mathcal{M}(X) \) is neither positive nor does it have a finite total variation, then the Poisson functional \( E_\omega \) is not given by an \( \mathcal{F} \)-valued measure \( \mu \) on \( \tilde{\Gamma}(X) \).

For \( \xi \in \mathcal{F}(X) \), we denote \( E_\xi(\omega) = e^{\langle \omega, \xi \rangle} \) for \( \omega \in \mathcal{M}(X) \). For a fixed \( \omega \in \mathcal{M}(X) \), we define

\[
E_\omega(E_\xi) := \sum_{n=0}^{\infty} \frac{1}{n!} E_\omega(m_\xi^{(n)}), \quad (A.2)
\]

where \( m_\xi^{(n)} \) is defined by (8.5). As easily seen, the sum on the right hand side of formula (A.2) converges absolutely. The map \( \mathcal{F}(X) \ni \xi \mapsto E_\omega(E_\xi) \in \mathcal{F} \) can be thought of as the Laplace transform of the Poisson functional \( E_\omega \).

**Lemma A.6.** For each \( \xi \in \mathcal{F}(X) \),

\[
E_\omega(E_\xi) = \exp \left[ \langle \omega, e^\xi - 1 \rangle \right].
\]

**Proof.** It follows from (A.2) that, if the function \( f \in \mathcal{F}(X) \) vanishes outside \( \Lambda \in \mathcal{B}_0(X) \), then

\[
E_\omega(E_\xi) = \int_{\tilde{\Gamma}_0(\Lambda)} e^{\langle \eta, \xi \rangle} \mathbb{P}_\omega^\Lambda(d\eta). \quad (A.3)
\]

From (A.1) and (A.3) the statement immediately follows. \(\square\)

The following proposition is an extension of the Mecke identity for a Poisson point process [24].

**Proposition A.7.** Let \( \Lambda \in \mathcal{B}_0(X) \) and let \( F : \tilde{\Gamma}_0(\Lambda) \times \Lambda \) be measurable and bounded. Then

\[
\int_{\tilde{\Gamma}_0(\Lambda)} \mathbb{P}_\omega^\Lambda(d\eta) \int_{\Lambda} \eta(dx) F(\eta, x) = \int_{\tilde{\Gamma}_0(\Lambda)} \mathbb{P}_\omega^\Lambda(d\eta) \int_{\Lambda} \omega(dx) F(\eta + \delta_x, x).
\]
Proof. We have

\[
\int_{\Gamma_0(\Lambda)} \mathbb{P}_\omega^\Lambda (d\eta) \int_{\Lambda} \eta(dx) F(\eta, x) = e^{-\omega(\Lambda)} \sum_{n=1}^{\infty} \frac{1}{n!} \int_{\Lambda^n} \omega^\otimes n (dx_1 \cdots dx_n) \sum_{i=1}^{n} F([x_1, \ldots, x_n], x_i) \\
= e^{-\omega(\Lambda)} \sum_{n=1}^{\infty} \frac{n}{n!} \int_{\Lambda} \omega(dx) \int_{\Lambda^{n-1}} \omega^\otimes (n-1) (dx_1 \cdots dx_{n-1}) F([x_1, \ldots, x_{n-1}, x], x) \\
= \int_{\Gamma_0(\Lambda)} \mathbb{P}_\omega^\Lambda (d\eta) \int_{\Lambda} \omega(dx) F(\eta + \delta_x, x). \quad \square
\]
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