1. Introduction

There is a persistent tendency throughout the world to the increase in contradictions between man and his natural environment (disasters at nuclear power plants, tsunamis, tornadoes, earthquakes) nowadays. All this leads to the occurrence of emergencies (ES) and their components, respectively, by types, levels, and regional distribution. Their consequences
have a strong negative impact on economies of countries [1, 2]. For example, 795 emergencies occurred in Ukraine only in the last five years. Their results are 1,266 deaths, 5,213 people suffered, and the state suffered losses of UAH 1,599 million [1, 3].

The essence of emergencies of a natural character is violation of normal conditions of life and activities of people in a particular area or object located in this area, as well as a water body. Such emergencies relate to dangerous geophysical and geological phenomena, soil degradation, fires in natural ecological systems, changes in the state of air basins, infectious diseases and poisoning of people, infectious diseases of domestic animals, etc.

There are different types of natural emergencies; they are geological, meteorological, hydrological, hydrogeological, natural fires and biomedical emergencies. Emergencies have the following characteristics: contingency, unexpectedness and rapid development of events, a different spectrum of negative consequences. We can group all these factors into the following blocks: social-ecological, psychological, social-political, economic, organizational-managerial, multiplicative, etc. Emergencies cannot be long-term. It is not possible to eliminate them by ordinary activities in everyday situations [4]. Successful results of elimination of emergency consequences are directly connected with timely intervention and resolution of an emerged situation.

Protection of population and territories from natural disasters is one of the important tasks of the civil protection of the state. Ensuring of safety in emergency situations requires reliable functioning of the emergency response system; it should be adequate to levels and character of threats [5].

Prevention of occurrence of natural emergencies consists in implementation of a complex of legal, social-economic, organizational, technical, and other activities. The aim of activities is regulation of natural security, assessment of a risk level and early response to threats of natural disasters [6]. The basis of the activities is factual information of emergency monitoring, expertise, research and forecasts regarding possible development of events in order to prevent their development into emergency situations or to mitigate possible consequences for humans and the environment [7].

An important aspect to prevent occurrence of emergencies is timely forecasting of opportunities for occurrence and assessment of economic consequences and losses from emergencies of natural character [8].

Thus, the necessity to respond to the threat of occurrence of emergencies in advance and to minimize possible consequences proves the relevance of the study aimed at improvement of methods for forecasting of a process of occurrence of natural emergencies.

### 2. Literature review and problem statement

A base of factual forecasting methods [9] is data from monitoring of emergencies for a certain period. The methods include extrapolation and interpolation methods, extrapolation methods based on envelope curves, regressions and correlations, factor models, expert models of logic modeling, construction of development scenarios [10, 11].

Papers [12–14] present results of studies on application of a probabilistic approach to forecasting of natural emergencies. They show that the cumulative effect of numerous sources of uncertainty for validity of estimates is taken into consideration in this case. But issues of development of models of processes of occurrence of emergencies remained not fully resolved, which makes difficult to analyze dynamics of development of the mentioned processes. An option to overcome the corresponding difficulties is a use of statistical and structural forecasting models.

Statistical models described in papers [15, 16] set the functional dependence between future and actual values of a time series, as well as external factors, analytically. The statistical models include the following groups: regression models, autoregressive models, exponential smoothing models. Structural models set the functional relationship between future and actual values of a time series, as well as external factors, structurally [17, 18]. Structural models include the following groups: neural network models, models based on Markov chains, models based on classification – regression trees.

Works [18, 19] show that it is possible to use models based on Markov chains in case of insufficient information on a process of emergency occurrence. However, this model takes into consideration only the current state of a process at forecasting of a future state of a process. And it does not take into consideration information on previous development of a process. This does not make it possible to trace dynamics of a process and to identify trends in its development. The way out of this situation is a use of regression models. An important advantage of autoregressive models and methods is their simplicity and transparency of modeling, as well as unambiguity of analysis. The disadvantages of such class of models are a large number of model parameters, ambiguity of their identification, low adaptability of models and inability to model nonlinear processes of emergency occurrence. Paper [19] shows this.

It is convenient to use neural network models for modeling of nonlinear processes [20, 21]. The main advantage of neural network models is non-linearity, that is, ability to establish non-linear dependencies between future and actual process values. The disadvantages of such models are: lack of modeling transparency, complexity of a choice of architecture, complexity of a choice of a neural network learning algorithm. In this regard, models based on classification-regression trees are preferable [22]. Such models make it possible to process super-large amounts of data quickly, as well as to use categorical external data. The disadvantages of these models are ambiguity of construction of a tree structure and lack of unambiguity of their analysis.

A common disadvantage of the considered methods and models of forecasting is orientation towards forecasting of certain types of natural disasters not taking into consideration periodic components of an arbitrary form in the study of processes of emergency occurrence. In addition, the methods do not make it possible to perform a complex forecast of emergencies both in general and by types. All the above allows us to state that the study on creation of a combined method for forecasting of natural emergencies is expedient. Development of this method will compensate disadvantages of some methods with a help of others. The aim of the development is improvement of accuracy of forecasting of processes of emergency occurrence and emergency development.

### 3. The aim and objectives of the study

The objective of the study is to develop a combined method for forecasting of natural emergencies taking into
consideration trends of periodic changes in emergencies. The proposed method should make it possible to make a forecast of a total number of emergencies and the number of emergencies of natural character of different types for a certain period of pre-action.

It is necessary to solve the following tasks to achieve the objective:

- to justify a choice of the generalized parameter for forecasting of natural emergencies;

- to determine the dependence of this parameter on destabilization factors that affect it based on factual information;

- to propose a method for forecasting of natural emergencies, which makes it possible to eliminate disadvantages of existing methods;

- to conduct experimental study on effectiveness of the method of forecasting of natural emergencies.

### 4. Materials to study the process to change the generalized parameter of emergencies of natural character

**4. 1. Choice of the generalized parameter for forecasting the process of the occurrence of natural emergencies**

We impose the following requirements on a generalized parameter as an indicator of occurrence of a natural emergency:

- a selected parameter should reflect the main trends of a process;

- it should characterize a process as a whole;

- it should provide possibility to obtain a quantitative assessment with required accuracy.

Therefore, we consider the number of emergencies over a certain period of time as the generalized parameter of a process of occurrence of natural emergencies.

For forecasting the number of natural emergencies, it is necessary to know their dependence on destabilizing factors, which affect them.

Forecasting consists of determining the number of emergencies over a certain period after the last observation based on possible effects of destabilizing factors, which affect a process of changing of the generalized parameter.

Taking into consideration an impact of all destabilizing factors, we represent the process of changing of the generalized parameter as an additive mixture of a systematic component, which characterizes irreversible processes of a parameters drift, a periodic component, and a random component [23]:

\[
Z(t) = C(t) + X(t) + m(t),
\]

(1)

where \(Z(t)\) is the number of natural emergencies over a certain period (generalized parameter); \(C(t)\) is the systematic component of the generalized parameter; \(X(t)\) is the periodic component of a generalized parameter; \(m(t)\) is the random component of the generalized parameter.

Such a model makes it possible to take into consideration an effect of all destabilizing factors on the process of changing of the generalized parameter of a natural emergency most fully. Assessment of all three components of the process of changing of the generalized parameter will make it possible not only to make a forecast for each of them, but also to analyze causes of emergencies more deeply.

**4. 2. Method for assessment of a systematic component of the generalized parameter**

We find \(C(t)\) systematic component in the form of a polynomial of \(k\) degree [23]

\[
C(t) = r_0 + r_1t + r_2t^2 + \ldots + r_k t^k.
\]

(2)

We choose a degree of the polynomial in such a way that the number of specified points is approximately five times higher than the degree of the polynomial [24]. We can find coefficients of the polynomial using the least-squares method (LSM):

\[
\overline{R} = (T^\top \cdot T)^{-1} \cdot T^\top \cdot \overline{Z},
\]

(3)

where \(\overline{R} = (\overline{r}_0, \overline{r}_1, \ldots, \overline{r}_k)^\top\) is the vector of coefficients of \((k \times 1)\) dimension; \(\overline{Z} = (\overline{z}_1, \overline{z}_2, \ldots, \overline{z}_p)^\top\) is the vector of measured values of the generalized parameter of \((n \times 1)\) dimensionality;

\[
T = \begin{bmatrix}
1 & 1 & \ldots & 1 \\
1 & 2 & \ldots & 2^k \\
\vdots & \vdots & \ddots & \vdots \\
1 & n & \ldots & n^k
\end{bmatrix}
\]

\(T\) is the matrix of \((n \times k)\) dimensionality.

In the matrix form, we can represent the systematic component as:

\[
\overline{C} = T \cdot \overline{R}.
\]

(4)

Such representation is compact and convenient for further use in calculations.

**4. 3. Method for identification and assessment of a periodic component of an arbitrary form of the generalized parameter**

We denote a random process by \(\overline{Y} = \overline{Z} - \overline{C} = \overline{X} + \overline{m}\). It contains the sum of the periodic component and the random component after removal of the systematic component.

Let us assume that length of \(Y(t)\) realization is not a multiple of the period of the periodic component in general case:

\[
n = qp + n',
\]

(5)

where \(n\) is the length of implementation; \(p\) is the period of the periodic component; \(q\) is the number of periods of the periodic component in implementation; \(n'\) is the number of \(Y(t)\) discrete values that are not included to implementation of \(qp\) length.

Obviously, in this case \(n' < p\). Thus, we can record the model of \(Y(t)\) process in the matrix form:

\[
\begin{bmatrix}
Y \\
Y'
\end{bmatrix} = \begin{pmatrix}
1 & \otimes X' & m \\
X' & m' \\
\end{pmatrix}.
\]

(6)

where

\[
Y = (y_0, y_1, \ldots, y_{qp-1})^\top
\]

is the block matrix of \(Y(t)\) implementation values of \((qp \times 1)\) dimensionality;

\[
Y' = (y_{qp}, y_{qp+1}, \ldots, y_{n-1})^\top
\]
is the block matrix of \( Y(t) \) implementation values of \( (n'\times 1) \); dimensionality;
\[
I = (1, 1, \ldots, 1)^\top
\]
is the matrix of \((q\times 1)\) dimensionality;
\[
X = (x_0, x_1, \ldots, x_p)^\top
\]
is the block matrix of values of a periodic component of \((p\times 1)\) dimensionality;
\[
X = (x_{q_0}, x_{q_0+1}, \ldots, x_{p+1})^\top
\]
is the block matrix of values of a periodic component not included in implementation of \( qp \) length of \((n'\times 1)\) dimensionality;
\[
m = (m_0, m_1, \ldots, m_{q_{p-1}})^\top
\]
is the block matrix of values of a random component of \((qp\times 1)\) dimensionality;
\[
m' = (m_{q_p}, m_{q_p+1}, \ldots, m_{q_{p-1}})^\top
\]
is the block matrix of values of a random component of \((n'\times 1)\) dimensionality; \( \otimes \) is the symbol for a Kronecker product; \( n = qp + n' \) is the length of implementation; \( p \) is the period of a periodic component; \( q \) is the number of periods of a periodic component in implementation.

We reduce the task of identification and assessment of the periodic component to the task of verification of statistical hypotheses. We use \( d \) random variable as a criterion for verification of validity of the hypothesis that a periodic component is present in the implementation. \( d \) random variable subordinates to the chi-square distribution [25]:
\[
d = \sum_{i=0}^{q-1} \left( \frac{\bar{x}_i - \bar{x}}{\sigma^2} \right)^2, \quad (7)
\]
where
\[
W_i = \begin{cases} \sqrt{\frac{n + 1}{q}} \hat{x}_i, & i = 0, 1, 2, \ldots, n' - 1; \\ \sqrt{\frac{n}{q}} \hat{x}_i, & i = n', n' + 1, \ldots, p. \end{cases}
\]

We determine estimates of the discrete values of the periodic component \( \hat{x}_i \) and \( \hat{\sigma}^2 \) variance as follows:
\[
\hat{x}_i = \frac{1}{(q + 1)} \sum_{j=0}^{q} y_{ij}, \quad i = 0, 1, 2, \ldots, n' - 1;
\]
\[
\hat{x}_i = \frac{1}{q} \sum_{j=0}^{q} y_{ij}, \quad i = n', n' + 1, \ldots, p;
\]
\[
\hat{\sigma}^2 = \frac{1}{n} \left( \frac{Y - (1 \otimes X)}{X} \right)^\top \left( \frac{Y - (1 \otimes X)}{X} \right). \quad (9)
\]
The algorithm for identification and assessment of the periodic and discrete values of the periodic component consists in finding such a value of the period of the periodic component at which \( d \) statistical criterion has the maximum value.

If the value of the statistical criterion exceeds the detection threshold, then we can talk about the presence of the periodic component in this implementation. The detection threshold is set for a given level of significance. We estimate the value of the period and the discrete values of the periodic component for the period in accordance with the expression (7).

4. 4. Method for forecasting of a random component of the generalized parameter

After assessment and removal of the systematic component and the periodic component from \( Z(t) \) implementation, the task of forecasting of the random component arises. We denote the random component of the process of changing of natural emergency after the removal of the periodic component by \( m(t) = Y(t) - X(t) \). We can use the method of group consideration of arguments (MGCA), as a competitor to the method of stochastic approximation [23] to forecast the random component of the generalized parameter. MGCA consists in a recurrent solution of several systems of equations obtained for each pair of arguments, which makes it possible to increase the accuracy of the forecast sharply with a simultaneous decrease in the amount of calculations. The method makes it possible to make calculations at time when data is received and to take into consideration a large set of parameters, which are assigned with an appropriate weight, and to select parameters for the forecast automatically [26, 27].

After determination of components of the process of changing of the generalized parameter, we calculate the value for the number of natural emergencies for a certain period of pre-action in accordance with the expression:
\[
Z(t_{fc}) = C(t_{fc}) + X(t_{fc}) + m(t_{fc}). \quad (10)
\]
This makes it possible to make a forecast of values of a total number of emergencies and of components of this process.

4. 5. Method of forecasting of emergencies by types

We perform forecasting of natural emergencies by types with a use of the probabilistic-statistical method in accordance with the expression:
\[
Z_i(t_{fc}) = Z(t_{fc}) P_i, \quad (11)
\]
where \( Z_i(t_{fc}) \) is the forecasted value for the number of emergencies of \( i \)-th type for a forecasting period; \( P_i \) is the probability of emergency of \( i \)-th type at occurrence of an emergency of natural character.

We determine \( P_i \) probability based on factual information on natural emergencies according to monitoring results for a certain observation period:
\[
P_i = \frac{n_i}{n}, \quad (12)
\]
where \( n \) is the total number of natural emergencies for a monitoring period; \( n_i \) is the total number of emergencies of \( i \)-th type at occurrence of natural emergencies for a monitoring period.

5. Results of experimental application of the combined method for forecasting natural emergencies

The described method is applicable for any state based on correct statistical data on natural emergencies monitoring.
for a certain period and generalized data on the process of their occurrence.

In addition, characteristic of natural emergencies in any state is presence of periodic changes. A geographical position of the state and climatic conditions determine the periodic changes.

As an example of the method application, we implement an emergency forecast for Ukraine, as a state, for the following reasons:

- in contrast to other countries, generalized correct statistical data on natural emergencies in general and by types of origin are fully known for Ukraine;
- in contrast to other countries, signs of classification by types of emergencies are known for natural emergencies.

We use factual information on natural emergencies in Ukraine for the period from 1997 to 2013 to study effectiveness of the combined method.

We should note that local officials began to publish such aggregated data since 1997 in Ukraine. The data relate to 1997–2013, because of the situation in Ukraine caused by the military actions in the Donbas and the Luhansk region, as well as the occupation of the Autonomous Republic of Crimea (ARC). As a result, the data, starting from 2014, do not fully reflect natural processes occurring in Ukraine in general, and are not entirely correct for forecasting (limited data for Donbas and Luhansk region, as well as the lack of reliable data for the ARC). Thus, we conduct a forecast for 2013 with a use of the sample for 1997–2012 to test performance of the method described.

Fig. 1 shows the dynamics of \( n \) number of emergencies of a natural character for the period of 1997–2013 [28].

![Fig. 1. Dynamics of \( n \) number of natural emergencies of natural character for the period of 1997–2013](image)

We perform the forecast of the number of natural emergencies for one year ahead (for 2013) based on the previous data (1997–2012). Each time we use all available data to express coefficients of polynomials, and leave the data for the last year to check the accuracy (that is, the data of the previous 15 years is for 16th year).

Since the length of \( Z(t) \) input implementation \( n=15 \) (\( t=1, 2, 3,..., 15 \)), we find \( C(t) \) systematic component in the form of a regression model of the form:

\[
C(t) = n_0 + n_1 t + n_2 t^2 + n_3 t^3.
\]

(13)

Fig. 2 presents the graph of the systematic component (point 1 corresponds to 1997, and so on, and point 16 corresponds to 2013, respectively).

![Fig. 2. Graph of \( C(t) \) systematic component of the process of the occurrence of natural emergencies](image)

We detect and assess parameters of the periodic component after assessment and removal of the systematic component from \( Z(t) \) implementation. Fig. 3 shows the graph of the periodic component.

![Fig. 3. Graph of \( X(t) \) periodic component of the process of occurrence of natural emergencies](image)

We forecast the random component in accordance with the method of group consideration of arguments after assessment and removal of the systematic component and the periodic component from \( Z(t) \) implementation. Fig. 4 presents actual and forecasted values of the random component for 2002–2013.

![Fig. 4. Values of \( m(t) \) random component and its \( m(t)_{fc} \) predicted values for the period of 2002–2013: \( - \) represents actual values of the random component; \( - \) represents forecasted values of the random component](image)

There are forecasted values of \( m(t)_{fc} \) random component correlated with values of \( m(t) \) random component with a correlation coefficient of 0.979635.

We produce the forecast of a possible number of emergencies of a natural character taking into consideration system-
atic, periodic, and random components in accordance with the expression (9). Fig. 5 presents actual data and the forecasted data on the number of natural emergencies for 2002–2013.

Thus, there were 56 emergency situations of a natural character recorded in 2013, and the expected value was 57 emergency situations of a natural character. We define the module of the average relative forecast error based on the factual information:

$$\Delta = \frac{\sum |\Delta|}{n} = 0.03.$$  \hspace{1cm} (14)

Taking it into consideration, the expected value for the number of emergencies is in the range from 56 to 58.

In general, we can also use the method to make a forecast for a longer period, for example, two, three, and so on years ahead. Fig. 6 shows the graph of changes in the relative forecast error at making a forecast for a year, two years, three years, and four years ahead.

Analysis of the graph (Fig. 6) shows that the method provides the best accuracy at forecasting for a year ahead. However, we can also use it for forecasting for two years ahead with a relative forecasting error of up to 18 %, and then the forecast accuracy deteriorates sharply.

We determine the expected value of the number of emergencies by types based on the forecasted value of emergencies in 2013.

We use factual information on emergencies for 1997–2013 to calculate probabilities of occurrence of various types of emergencies in the case of occurrence of natural emergencies in Ukraine. “National Reports on the State of Technogenic and Natural Safety in Ukraine” present these data annually.

Fig. 7 shows the calculation results. We used the following designations in Fig. 7: 1 – geological emergencies, 2 – meteorological emergencies, 3 – hydrological emergencies, 4 – emergencies due to fires in natural ecosystems, 5 – medical and biological emergencies.

An analysis of the calculations (Fig. 7) shows that in the case of occurrence of an emergency in Ukraine, the most likely ones are the biomedical (with a probability of 61 %) and meteorological (with a probability of 23 %) emergencies.

The estimated number of geological emergencies is from 1 to 2 (actually, 2), meteorological emergencies from 12 to 13 (actually, 12), hydrological emergencies from 2 to 3 (actually, 2), emergencies due to fires in natural ecosystems from 2 to 3 (actually, 2), biomedical emergencies – from 34 to 36 (actually, 38).

6. Discussion of results of experimental study into combined method for forecasting of emergencies of natural character

The combined forecasting method makes it possible to make a forecast of possible number of emergencies for a certain pre-action time, taking into consideration the systematic (trend), periodic and random components of the process of occurrence of emergencies. The method combines methods of regression analysis, testing of statistical hypotheses, MGCA and probabilistic-statistical method of forecasting. This makes it possible to compensate disadvantages of some methods with a help of others and improves the accuracy of forecasting.

Assessment of all three components of the process of changing of the generalized parameter makes it possible not only to make a forecast for each of them, but also to analyze causes of emergencies more deeply.

The results of the experimental study (Fig. 2–7) showed that the combined method makes it possible to forecast emergency situations at least a year ahead with a relative forecast error of no more than three percent.

In general, we can use the method to forecast for several years ahead. At the same time, we use forecasted values as
the latest statistical data, which inevitably leads to the loss of forecast accuracy. For example, for a forecast for two years ahead – the relative error of the forecast is about eighteen percent, for three years – about thirty-two percent, and for four years – about fifty-two percent. Thus, we can make a forecast for one or two years ahead with acceptable accuracy.

Consideration of periodic changes makes it possible to trace tendencies of periodic changes in the process of occurrence of natural emergencies due to an influence of destabilizing factors on its change. This circumstance plays an important role in a long-term planning of measures aimed at prevention or pre-action of such phenomena, maintenance of civil defense forces at a level, which guarantees an adequate response to emergencies and minimization of damage caused by them.

The proposed method makes it possible to forecast both the total number of emergencies and the number of natural emergencies by types for some time of prevention taking into consideration trends of their periodic changes.

We should note that MGCA solves the problem of construction of a mathematical model, which approximates an unknown pattern of the process. A sample of available data contains implicitly information on the process. Thus, there are some difficulties in the selection of destabilizing parameters of the process due to limited possibilities of their measurement.

It is necessary to direct further improvement of the method to the study of seasonal changes, which are characteristic to natural processes and phenomena.

7. Conclusions

1. We showed that the number of emergencies for a certain period of time describe the process of the occurrence of natural emergencies in general and reflects main trends of the process in general.

2. Taking into consideration an impact of all destabilizing factors, it is necessary to present the model of the process of changing of the generalized parameter in the form of an additive mixture of a systematic component, which characterizes irreversible processes of drift of parameters, periodic and random components. Such model makes it possible to take into consideration an influence of all destabilizing factors on the process of changing of the generalized parameter more fully and to analyze causes of occurrence of an emergency more deeply.

3. We proposed a combined method for forecasting of emergencies of natural character. The approach combines the method of regression analysis to forecast a systematic component of the generalized parameter, the method of verification of statistical hypotheses to identify a periodic component and the method of MGCA to forecast a random component. We used the probabilistic-statistical method to forecast the number of emergencies by type.

The combined method makes it possible to compensate disadvantages of some methods using other methods in order to improve accuracy of a forecast. The advantage of the proposed method is the ability to perform integrated forecasting of both the total number of emergencies and the number of emergencies by type taking into consideration trends of periodic changes.

4. We carried out experimental studies on effectiveness of application of the developed method for forecasting of natural emergencies based on statistical data on natural emergencies in Ukraine. We established that the method makes it possible to forecast natural emergencies for a year ahead with a relative forecast error of no more than three percent, two years ahead – about eighteen percent, three years ahead – about thirty-two percent, four years ahead – about fifty-two percent. Thus, we can make a forecast up to two years ahead with acceptable accuracy.
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