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Abstract. Cybersecurity Dynamics is a new concept that aims to achieve the modeling, analysis, quantification, and management of cybersecurity from a holistic perspective, rather than from a building-blocks perspective. It is centered at modeling and analyzing the attack-defense interactions in cyberspace, which cause a “natural” phenomenon — the evolution of the global cybersecurity state. In this Chapter, we systematically introduce and review the Cybersecurity Dynamics foundation for the Science of Cybersecurity. We review the core concepts, technical approaches, research axes, and results that have been obtained in this endeavor. We outline a research roadmap towards the ultimate research goal, including a systematic set of technical barriers.

1 Introduction

The fundamental concepts of confidentiality, integrity, and availability have been at the core of information security research over the past decades. These concepts have led to the development of many building-block techniques, such as cryptographic mechanisms, which can be rigorously analyzed in a sound scientific framework. This motivated us to seek fundamental concepts and frameworks that can guide our investigation of cybersecurity, which has to be understood from a holistic perspective (i.e., by treating a network of interest as a whole, rather than investigating their building-blocks separately).

In the course of our endeavor, the concept of cybersecurity dynamics emerges. Intuitively, the concept of cybersecurity dynamics reflects the evolution of the global cybersecurity state of a network, where “evolution” is caused by the interactions between the human parties involved — dubbed attack-defense interactions. The human parties involved include attackers who wage attacks against a network, defenders who employ defense mechanisms to protect a network in question, and users who may be exploited by the attackers to wage attacks.

The concept of Cybersecurity Dynamics is appealing because of the following. First, the global cybersecurity state of a network reflects the real-time situation, which “naturally” evolves over time because of the attack-defense interactions. Knowing the real-time global cybersecurity state or situation is of high interest to cyber defense decision-makers, who often need to adjust their defense posture (including policies, architectures, and mechanisms) to mitigate or minimize the damage of cyber attacks. Second, the effects of employing new cyber defense postures are reflected by the resulting global cybersecurity state. This means that we can compare the effectiveness of one defense posture against another. Third,
looking at the evolution of the global cybersecurity state allows us to build systematic models with descriptive power (i.e., characterizing what phenomenon can happen under what circumstances), prescriptive power (i.e., guiding the adjustment to defense postures to mitigate or minimize the damage of cyber attacks), and predictive power (i.e., forecasting what will happen with or without making adjustments to the defense posture). Four, modeling the evolution of the global cybersecurity state makes security quantification an inherent task, which paves the way for quantitative decision-making in the course of cyber defense operations. In particular, the concept of Cybersecurity Dynamics naturally leads to the notion of macroscopic cybersecurity, with models that will use parameters to describe or represent (among other things) attacks and defenses.

Our contributions. The present chapter systematically refines and extends an earlier treatment of the Cybersecurity Dynamics foundation given in [128], while accommodating the many advancements that have been made during the past few years. More specifically, we systematically introduce and review the Cybersecurity Dynamics foundation (or framework), while focusing on three orthogonal, coherent "axes": (i) the cybersecurity metrics axis aims to develop a systematic set of metrics that can adequately describe cybersecurity; (ii) the cybersecurity first-principle modeling and analysis axis aims to establish cybersecurity laws governing the evolution of the global cybersecurity state; and (iii) the cybersecurity data analytics axis aims to extract model parameters and validate/invalidate models developed in the first-principle modeling and analysis axis. In particular, we discuss the deep connections between these three axes. Despite the many efforts and significant results, there are many outstanding problems that have yet to be tackled. We hope the present chapter will inspire many more studies to address the many open problems.

Chapter outline. The chapter is organized as follows. Section 2 presents an overview of the Cybersecurity Dynamics foundation. Section 3 reviews the recent advancement in cybersecurity metrics research. Section 4 reviews the recent advancement in cybersecurity first-principle modeling and analysis. Section 5 reviews the recent advancement in cybersecurity data analytics. Section 6 discusses future research directions, including technical barriers that need to be tackled. Section 7 reviews related prior studies. Section 8 concludes the present chapter.

2 Overview of the Cybersecurity Dynamics Foundation

2.1 Terminology

By “network” we mean an arbitrary (cyber, cyber-physical, Internet of Things or IoT) network of interest that is enabled or interconnected by the TCP/IP technology, regardless of the underlying communication being wired or wireless. A network can have an arbitrarily large size (e.g., an enterprise network or even the entire cyberspace). By “computer” we mean a computer or device (e.g., smartphones, IoT devices) with a software stack, which typically includes some applications, library functions, and an operating system.

A network is protected by some defenders, who may or may not be under the same administrative jurisdiction (e.g., a network of interest consisting of multiple independently managed enterprise networks). Each network has a number of users, who are often subject to attacks (e.g., social-engineering attacks).
attacker attempts to compromise the computers in a network, by exploiting weaknesses in the network software and hardware as well as weaknesses in the users or defenders (e.g., making them become insider threats).

In the context of the present chapter, the terms cybersecurity and security are used interchangeably. In order to model cybersecurity from a holistic perspective (in contrast to building-block perspectives), we need to have the notion of model resolution, reflecting the level of abstraction. For example, we can treat a computer or software component as an indivisible unit, dubbed “atoms” of a model. Throughout the chapter, we will use the term “atom” to indicate the unit from a modeling point of view. Because each “atom” will be represented as a vertex or node in a graph-theoretic model, we also call an “atom” a node. When we treat a computer as a unit or “atom”, we are dealing with a coarse-grained model because the internal components of the computer are treated as transparent. As a consequence, compromise of any program in the user space of a computer would force us to treat the entire computer as compromised. When we treat a software component (e.g., software program or even program function) as an “atom”, we are dealing with a fine-grained model because the compromise of one component in a computer (e.g., application) does not necessarily mean the compromise of another component in the same computer (e.g., the operating system).

For each “atom” mentioned above, we can define its security state, which can be either secure but possibly vulnerable to attacks because it contain some vulnerabilities, or compromised. In the real world, the security state of an “atom” is dynamic (i.e., changing over time), rather than static, because it can become compromised (because of some attack actions), then become secure (because of some defense actions), then become compromised, and so on. This naturally leads to the view that the security state evolves. We call the security state of an “atom” a local cybersecurity state because it deals with an individual “atom”; we call the security state of an entire network the global cybersecurity state, which can be represented as a vector of the local cybersecurity states of the “atoms”.

Figure 1 illustrates the evolution of the global cybersecurity state of a network, reflected by the evolution of the local cybersecurity states of individual “atoms” that are represented as “nodes” 1, . . . , 8. In this illustration, a node has two possible states at any point in time, secure (empty circle) or compromised (filled circle). A secure node may be attacked by one or multiple compromised nodes and then become compromised; a compromised node may become secure again because of some defense activities. An arrow indicates a successful attack.

### 2.2 Research Objectives

The evolution of the global cybersecurity state, as illustrated in Figure 1, is a natural phenomenon in cyberspace. The core research objectives of Cybersecurity Dynamics are centered at understanding, managing (or controlling), and forecasting the evolution. Understanding the evolution means we want to gain deep insights into the laws that govern the evolution. For this purpose, we need to build descriptive models to analyze how the attack-defense interactions govern the evolution of the global cybersecurity state. Managing the evolution means that we want to mitigate or control, if not minimize, the damage so as to benefit the defender. For this purpose, we need to build prescriptive models that can guide the orchestration of cyber defense activities in an optimal or cost-effective fashion. Forecasting means that we want to be able to forecast or predict the evolution so
Fig. 1. Illustration of the evolution of the global cybersecurity state in a small network of 8 “atoms” at an appropriate model resolution. The “atoms” are represented as nodes (e.g., computers, devices, or software components). In the discrete-time model, each “atom” or node has a cybersecurity state at any point in time, either secure (represented as an empty circle) or compromised (represented as a filled circle) in this example. Each arrow represents a successful attack from a compromised node against a secure node, causing the latter to become compromised. A compromised node may become secure again because of some defense activities. A secure node may be attacked by multiple compromised nodes at the same time.

Fig. 2. Three core research objectives of Cybersecurity Dynamics: descriptive capabilities, prescriptive capabilities, and predictive capabilities.
Figure 2 highlights the aforementioned three core research objectives and the relationship between them. Descriptive models are abstracted from the real-world networks by faithfully representing the attack-defense interactions. These models will be validated (or invalidated) according to real-world data or experiments. Predictive models are built on top of the description models and are also validated (or invalidated) according to real-world data. Prescriptive models are also built on top of descriptive models, while possibly taking into consideration the situations predicted or forecasted by the predictive models. The prescriptive models will guide the orchestration of cyber defense so as to benefit the defender in a cost-effective, if not optimal, fashion.

2.3 Scope

Figure 3 highlights the scope of the present chapter, which focuses on discussing three axes of Cybersecurity Dynamics research: (i) Cybersecurity metrics, which are driven by applications (e.g., for orchestrating cyber defenses to mitigate or minimize the damage of cyber attacks) and semantics (e.g., what aspects of cybersecurity would reflect the competence of cyber defense?). (ii) Cybersecurity first-principle modeling and analysis, which are driven by assumptions. First-principle models are useful in the absence of real-world data and can be inspired by the properties exhibited by real-world datasets. (iii) Cybersecurity data analytics, which are driven by real-world data or experiments.
The cybersecurity first-principle modeling and analysis axis aims to build, under appropriate assumptions, mathematical models to describe the evolution of the global cybersecurity state caused by cyber attack-defense interactions. By “first-principle” we mean the use of as-simple-as-possible models with as-few-as-possible parameters, while making as-weak-as-possible assumptions; of course, these models must make sense from a cybersecurity perspective and can be validated/invalidated (e.g., through the validation/invalidation of the assumptions they make). This axis aims to establish cybersecurity laws governing the evolution of the global cybersecurity state. For example, these first-principle models aim to derive macroscopic phenomena (or characteristics or properties) from the underlying microscopic attack-defense interactions. This axis supports the cybersecurity metrics axis by providing insights into the properties of metrics (e.g., do they converge or oscillate over time), and provides practical guidance to the cybersecurity data analytics axis (e.g., by showing that some model parameters are necessary and therefore cannot be replaced with any alternatives). Along this axis, significant progress has been made [69,131,133,122,28,129,42,120,130,148,147].

The cybersecurity data analytics axis aims to use data- and/or experiment-driven studies to obtain model parameters and validate/validate first-principle models. This is because first-principle models typically, and legitimately, assume away the obtaining of model parameters. This axis supports the cybersecurity metrics axis by providing insights into the properties of metrics (e.g., some metrics are hard or costly to measure, suggesting the need to define and use alternate metrics), and helps validate first-principle models (e.g., by showing that an assumption underlying a first-principle model is not valid). Along this axis, significant progress has been made [138,139,140,20,121,95,96,119].

3 Cybersecurity Metrics

The most outstanding open problem in cybersecurity research is arguably cybersecurity metrics [88,94,104]. Despite its clear importance, the problem is largely open as evidenced by the fact that it has been constantly listed as one of the hard problems [27,108,87]. Recently, the problem has received systematic attention [94,104,89,23,18,19,80,22]. In Cybersecurity Dynamics [128,94], the following five kinds of cybersecurity metrics have been proposed to systematically describe the evolution of the global
cybersecurity state \cite{94}: (i) metrics for describing a network including its configurations; (ii) metrics for describing systems and human vulnerabilities; (iii) metrics for describing defenses employed to protect networks; (iv) metrics for describing cyber attacks (i.e., threat models); and (v) metrics for describing the global cybersecurity state or cybersecurity situational awareness.

Specifically, let $\text{security}_\text{state}(t)$ denote the global cybersecurity state at time $t$, $C(t)$ denote a network of interest at time $t$ (including its hardware and software configurations), $L(t)$ denote the vulnerabilities in the network at time $t$ (including possibly zero-day vulnerabilities, human factors with uncertainty), $D(t)$ denote the defense posture at time $t$ (i.e., the defense that are employed at time $t$ to protect the network), and $A(t)$ denote the attacks that are waged against the network at time $t$. The framework aims to obtain families of mathematical functions, denoted by $\{f\}$, such that

$$
\text{security}_\text{state}(t) = f(C(t), L(t), D(t), A(t)).
$$

Eq. \eqref{eq:security_state}, once achieved, has many applications. For example, it allows us to compare the global cybersecurity of networks deploying two different configurations, say $C(t)$ vs. $C'(t)$, or two different defense postures, say $D(t)$ vs. $D'(t)$, through the difference between the corresponding evolution of $\text{security}_\text{state}(t)$ and $\text{security}_\text{state}'(t)$ over time. As we will discuss later, some concrete $f$’s have been investigated in the cybersecurity first-principle modeling and analysis axis and the cybersecurity data analytics axis.

In what follows, we discuss how to obtain mathematical representations of network configurations $C(t)$, vulnerabilities $L(t)$, defense postures $D(t)$, and threats $A(t)$. These representations naturally lead to quantitative metrics.

### 3.1 Representation of Network Configuration and Metrics

**Representation.** At a high level, configurations can be reflected by an attack-defense structure, which can be described as a graph $G(t) = (V(t), E(t))$, where $V(t)$ is the node or vertex set at time $t$, and $E(t)$ is the edge or arc set at time $t$. A node $v \in V(t)$ represents an “atom” mentioned above (e.g., a computer or software component). An edge or arc $(u, v) \in E(t)$ means that node $u$ can attack node $v$, meaning that the communication from node $u$ to node $v$ may not be filtered, for example, by host-based intrusion prevention (when $u$ and $v$ belong to the same computer) or by network-based intrusion prevention (when $u$ and $v$ represent, or belong to, different computers). Moreover, $(u, v) \in E(t)$ means that the compromise of node $u$ can cause the compromise of node $v$. Note that $E(t)$ does not necessarily represent the physical network topology in general (except perhaps for sensor networks or IoT networks where nodes can only afford to have short-range communications); in general, $(u, v) \in E(t)$ represents a communication link or path in a network. It turns out that filtering unauthorized communication relations $(u, v) \notin E(t)$ is an important defense means (see, for example, \cite{14, 14, 14, 14}).

Recently, researchers have started to investigate how to represent networks at finer granularities \cite{18, 19}. Suppose a network of interest is composed of $n(t)$ computers or devices at time $t$. In order to obtain the attack-defense structure $G(t) = (V(t), E(t))$, we need to first represent the software stacks on each computer or device, meaning that we need to model the applications, operating
systems, and possibly library functions. Then, a computer or device, denoted by \( i \), may be represented by a graph \( G_i(t) = (V_i(t), E_i(t)) \), where \( v \in V_i \) represents an “atom” (e.g., application, operating system, or function), and \( (u, v) \in E_i(t) \) means either \( u \) can call \( v \) (i.e., caller-callee dependence relation) or \( u \) can communicate with \( v \) (i.e., inter-application communication relation). Another edge set \( E_0(t) \) may be defined to represent the authorized inter-computer communications within the network at time \( t \). Yet another edge \( E_* (t) \) may be defined to represent the authorized inter-network communication relations between the network and the external networks (i.e., internal-external communication relations). Note that \( E_i(t) \) reflects a host-based access control policy (if employed), and \( E_0(t) \) and \( E_* (t) \) reflect network-wide access control policies (if employed). As a result, the attack-defense structure \( G(t) = (V(t), E(t)) \) may be derived as follows [18,19]:

\[
V(t) = V_1(t) \cup \ldots \cup V_n(t) \quad \text{and} \quad E(t) = E_1(t) \cup \ldots \cup E_n(t) \cup E_0(t) \cup E_* (t).
\]

**Metrics.** Having obtained the graph-theoretic representation \( G(t) = (V(t), E(t)) \), we may define metrics to characterize \( G(t) \). For example, we may use nodes’ degree distribution to characterize the structure of \( G(t) \); we may characterize the evolution of \( G(t) \) over time; we may quantify the difference of two defense policies by comparing the attack-defense structures resulting from their respective employments.

### 3.2 Representation of Vulnerabilities and Metrics

**Representation.** We propose classifying vulnerabilities into three kinds: software, hardware, and human vulnerabilities, which are all used in a broad sense.

- We use the term “software vulnerabilities” to describe the vulnerabilities in the entire software stack, including applications, library functions, and operating systems. Software vulnerabilities are the root cause of many real-world attacks. For example, the problem of vulnerability detection is an active research topic (see, for example, [71,62,70]).

- We use the term “hardware vulnerabilities” to describe the vulnerabilities in the hardware, architecture, and firmware. The number of hardware vulnerabilities is often much smaller than the number of software vulnerabilities, but the damage caused by a hardware vulnerability is often severe because of the wide use of the hardware. Two recent examples of hardware vulnerabilities are Spectre and Meltdown (see, for example, [113,63]).

- We use the term “human vulnerabilities” to describe the vulnerabilities of the users and administrators, such as vulnerabilities to social-engineering attacks (e.g., phishing) as well as insider threats and the vulnerabilities caused by the use of weak passwords.

Each vulnerability may be associated with a set of attributes. For example, a software vulnerability may have the following attributes: (i) the privilege that is required in order to exploit the vulnerability (e.g., local access vs. remote access); (ii) what is the chance that there is a zero-day vulnerability in a software component? (iii) what is the security consequence of the exploitation of a vulnerability?

**Metrics.** Corresponding to these vulnerabilities, metrics need to be defined to quantify them. Two approaches have been proposed in the literature to measure software vulnerabilities, *coarse-grained* vs. *fine-grained*. 
– Fine-grained approach: In this approach, vulnerabilities are considered at fine-grained granularities by separating the vulnerabilities of applications, library functions, and operating systems [18][19].

– Coarse-grained approach: In this approach, vulnerabilities are often discussed at an aggregate level. For example, when treating a computer as an “atom”, we consider the overall vulnerability of a computer, which can be aggregated from the vulnerabilities in the applications, library functions, and operating systems. This approach has been used in numerous cybersecurity first-principle models (see [131][147] and the references therein).

Similarly, hardware vulnerabilities may be characterized by, for example, the chance that a vulnerability can be exploited; human vulnerabilities may be described by the chance that a user or defender is vulnerable to social-engineering attacks.

3.3 Representation of Defenses and Metrics

**Representation.** There are many kinds of defense mechanisms that need to be represented for modeling purposes, such as firewalls, host-based intrusion prevention/detection systems, and network-based intrusion prevention/detection systems. Moreover, access control policies also need to be represented. For example, a tight access control policy would filter or block any unauthorized communication or function call; in contrast, a loose access control policy would not filter or block any unauthorized communication or function call, which can happen when some “atoms” are compromised. For modeling purposes, we classify defenses into preventive, reactive, proactive, adaptive, and active defenses.

– Preventive defenses aim to prevent attacks from succeeding or even reaching the target of interest. Mechanisms such as whitelisting, access control, and firewall are examples of preventive defenses.

– Reactive defenses aim to detect successful attacks and “clean up” their damage. Mechanisms such as anti-malware tools are examples of reactive defenses.

– Adaptive defenses aim to dynamically adjust the defense posture so as to mitigate or disrupt ongoing attacks that have been detected by the defender. Examples include the use of Software-Defined Networking (SDN) technology to change network configurations, or route network traffic through dynamically employed network security tools such as firewalls and intrusion prevention/detection systems. A concrete example for protecting systems with known, but unpatched, vulnerabilities is shown in [17].

– Proactive defenses aim to dynamically adjust the defense posture so as to mitigate or disrupt attacks, whose presence is not necessarily known to the defender. Mechanisms such as Moving Target Defense (MTD) are examples of proactive defenses.

– Active defenses aim to deploy defense mechanisms (or defenseware) to “patrol” networks to detect and clean up compromises. In the context of the present Chapter, active defenses are not meant to be “hacking back” because the defenseware are deployed within the boundary of the defender’s network.

**Metrics.** Metrics need to be defined to measure the defense capabilities of a defender. For a preventive defense mechanism, we need to measure what kinds of
cyber attacks that can or cannot be prevented by it. For a reactive defense mechanism, its detection capabilities can be measured by the false-positive rate, false-negative rate, and related metrics; similarly, its “cleaning” capabilities may not be perfect as well (because there is evidence showing that using multiple anti-malware tools together is not adequate to clean up malware infecting a computer [81,97,82,136]). For adaptive defense, its capabilities before and after an adaptation should be different (e.g., in terms of both attack-prevention and attack-detection capabilities). For proactive defense, its capabilities can be measured by the extent to which the compromised nodes can be cleaned by such mechanisms. For active defense, its capabilities can be measured by what kinds of attacks can be detected and cleaned up by such mechanisms.

3.4 Representation of Attacks and Metrics

**Representation.** There are many kinds of cyber attacks, which can be characterized from multiple perspectives. From the perspective of *attack freshness*, which often reflects the *attack evasion capability*, we can classify attacks into the following categories:

- **Zero-day attacks:** These attacks can be further divided into two sub-categories, depending on the freshness of the vulnerabilities they exploit.
  - Zero-day attacks exploiting zero-day vulnerabilities: These attacks exploit zero-day vulnerabilities which are not known to anyone but the attacker, the exploit writer, or the entity that discovered the vulnerability. These attacks are often difficult to detect, let alone prevent. These attacks can also accommodate the exploitation of newly compromised employees as insider threats.
  - Zero-day attacks exploiting known vulnerabilities: These attacks exploit known, but unpatched, vulnerabilities, while possibly able to evade any existing defense systems (e.g., intrusion prevention/detection systems).

- **Known attacks:** These attacks are recognized by defense systems and therefore can be blocked before they cause any damage or detected after they penetrate into computers or devices.

From the perspective of *attack behaviors*, which often reflect the characteristics of attackers, we can classify attacks into the following categories:

- **Machine-waged attacks:** These attacks are largely waged by machines and are largely automated.
  - Push-based attacks: These attacks actively seek to compromise other computers or devices [131]. Examples of these attacks are computer malware, which actively search for vulnerable victims. Social engineering attacks also fall into this category.
  - Pull-based attacks: These attacks passively wait to compromise other computers or devices [131]. Examples of these attacks are “drive-by download” by which a malicious web server waits for connections from vulnerable browsers and then compromises the latter [102].

- **Human-waged attacks:** These attacks are largely waged by human attackers and are largely manual.
  - Advanced Persistent Threats (APTs): These attacks are often waged by patient attackers targeting high-value assets. These attacks are often carefully planned.
Insider Threats: These attacks are largely waged by compromised users who are authorized with some privileges. These attackers are often victims of social engineering attacks, but are aware of their own malicious activities (in contrast to other victims of social engineering attacks, such as those who are lured to double-click a malicious email attachment or access a malicious website).

From the perspective of attack objectives, we can classify attacks into the following categories:

- Attacks against confidentiality: These attacks attempt to compromise the confidentiality of data, either during transmission, which is possible when the cryptographic protection mechanisms or protocols are flawed, or during storage in computer memory or disks, which is possible by penetrating into the computers [24, 43, 91] or using side-channel attacks [64].
- Attacks against integrity: These attacks attempt to compromise the integrity of data, either during transmission, which is possible when the cryptographic protection mechanisms or protocols are flawed, or during storage in computer memory or disks, which is possible (for example) when the storage provider is malicious (see, e.g., [55, 142, 143, 145, 146, 144]).
- Attacks against availability: These attacks attempt to make services unavailable to their users [50]. These attacks are often waged by many compromised computers or devices, such as botnets [141, 29, 67, 58].

Faithful threat or attack models are important. For example, both random and targeted deletions of nodes from computer networks [6] oversimplifies real-world attacks [109, 114].

**Metrics.** Many kinds of metrics can be defined to measure attack capabilities, such as (i) the exploits that can be used by the attacker; (ii) the agility of the attacker, and (iii) the strategy that can be used by the attacker.

- Characterizing exploits: An exploit can be described by its attributes, such as: whether it exploits a zero-day vulnerability or an unpatched but known vulnerability.
- Characterizing attack agility: This attribute aims to describe how active and agile the attacker is. For example, one attacker may only reactively update its exploits after the defender updates its defenses. The first study at modeling and quantifying the agility of attackers is reported in [60], which presents a metrics framework for transforming well-defined security metrics (e.g., false-positive rate and false-negative rates) to measure attacker agility.
- Attack strategies: Examples of attack strategies are Lockheed Martin’s Cyber Kill Chain [51] and Mandiant’s Attack Life Cycle [78]. A general attack strategy may include the following phases: reconnaissance, weaponization, initial compromise, further reconnaissance, privilege escalation, and lateral movement. At each phase, metrics need to be defined to measure the attack capabilities.

### 3.5 Security State Metrics

For any model resolution (e.g., treating a computer/device as an atom vs. treating a software component as an atom), the security state of an “atom” can be in one of multiple states, such as secure vs. compromised, denoted by

\[
\text{security state}(\text{atom}, t) = \begin{cases} 
0 & \text{the “atom” is in secure state at time } t \\
1 & \text{the “atom” is in compromised state at time } t 
\end{cases}
\]
Therefore, at any point in time, the global cybersecurity state can be defined as
\[
\text{global\_security}(t) = \frac{\text{the number of "atoms" in the compromised state at time } t}{\text{the total number of "atoms" at time } t}
\]
while noting that the total number of “atoms” can dynamically evolve. This is arguably one of the most fundamental metrics and has been the center of numerous cybersecurity first-principle models [128].

4 Cybersecurity First-Principle Modeling and Analysis

At a high level, cybersecurity first-principle modeling aims to design and characterize the various kinds of mathematical functions \( f \) illustrated in Eq. (1). Several kinds of \( f \)'s have been proposed to describe different kinds of attack-defense interactions and the resulting dynamics [128]: preventive and reactive cyber defense dynamics \([69,131,133,122,74,120,147,18,19,38]\); adaptive cyber defense dynamics \([132,28]\); proactive cyber defense dynamics \([42]\); and active cyber defense dynamics \([130,148]\).

4.1 Preventive and Reactive Cyber Defense Dynamics

The systematic preventive and reactive cyber defense dynamics model presented in [68] accommodates arbitrary, but time-independent, attack-defense structures \( G = (V, E) \), push-based attacks (e.g., malware spreading), and pull-based attacks (e.g., drive-by download). The analytic result presented in [131] gives a sufficient condition (i.e., a specific parameter regime) under which the dynamics converge to a unique equilibrium, namely \( \Pr(\text{global state}(t \to \infty) = 0) = 1 \), meaning that all compromises will eventually be cleaned up. However, the properties of the dynamics in parameter regimes other than the specific regime characterized in [131] are not known until [147], which proves that the dynamics are globally stable in the entire parameter universe (i.e., the dynamics always converges to a unique equilibrium). This result remains true if the model parameters are extended to be node-dependent (i.e., different nodes \( v \in V \) exhibit different cybersecurity characteristics, such as different host-based intrusion prevention/detection capabilities), and/or edge-dependent (i.e., different edges \( e \in E \) exhibit different cybersecurity characteristics, such as different network-based intrusion prevention/detection capabilities) [147]. Moreover, the convergence speed is proven [147] to be exponential, except for a very special parameter regime (within which the dynamics converge polynomially). Although there is no closed-expression for the unique equilibrium, upper and lower bounds of the equilibrium can be obtained [131,147]. Another important insight, which shows the value of theoretic studies, is that there is a practical statistical method that can be used to estimate the global cybersecurity state at equilibrium without knowing the model parameters, thanks to the global stability of the dynamics [131,147].

The investigations mentioned above make the independence assumption that cyber attacks are waged independently of each other, which may not be the case when attacks are coordinated [127]. This highlights the importance of weakening, if not eliminating, the independence assumption. Initial results have been reported in [122,128,120]. An important finding is that assuming away the due dependence can lead to results that are unnecessarily restrictive, if not incorrect.
Since the aforementioned dependence can be caused by multiple cyber attackers, preventive and reactive cyber defense dynamics have been extended to investigate the effect of multiple cyber attackers [133], which may even fight against each other. This leads to an interesting insight: the defender can leverage one attacker, say Alice, to “defeat” another attacker, say Bob, when the defender can more effectively defend against Alice than Bob.

In summary, we have a pretty deep understanding of preventive and reactive cyber defense dynamics. For example, the effectiveness of preventive and reactive cyber defenses is limited by a fundamental attack-defense asymmetry: the attack consequence is automatically amplified by a network effect reflected by the largest eigenvalue (in modulus) of the attack-defense structure $G$; in contrast, the defense effectiveness is not amplified by any network effect. This attack-defense asymmetry highlights the importance of enforcing strict network access control policy (e.g., direct communication between computers is allowed only when missions demand it), which effectively reduce the largest eigenvalue.

4.2 Adaptive Cyber Defense Dynamics

Cyber defense is often adaptive because the defender needs to adapt to the evolution of cyber attacks. Adaptive cyber defense dynamics have been investigated in [132, 28] while considering arbitrary attack-defense structure $G = (V, E)$. In [132], both semi-adaptive defenses (i.e., the defender dynamically adjusts the defense, but not necessarily geared towards the evolution of cyber attacks) and fully-adaptive defenses (i.e., the defender dynamically adjusts the defense geared towards the observed evolution of cyber attacks) are investigated. Adaptive control strategies can be used to force the dynamics to follow a trajectory that benefits the defender (e.g., forcing the dynamics to converge to a certain equilibrium).

In [28], a new approach is proposed to model adaptive cyber defense dynamics with adaptive cyber attacks. An interesting finding is that the global cybersecurity state is relatively easy to quantify when the defense is either highly effectively or highly ineffective.

In summary, both cyber attacks and defenses are often adaptive, but they are challenging to model and analyze mathematically. For example, the intuitive concept of adaptation agility needs to be systematically investigated, with an initial effort presented in [80].

4.3 Proactive Cyber Defense Dynamics

Adaptive defenses may rely on the successful detection of attacks. Proactive defense does not suffer from this restriction because the defender can adjust the defense regardless of whether there are successful attacks or not. Moving-Target Defense (MTD) is a popular example of proactive defense. Many MTD techniques have been proposed (see, e.g., [90] and the numerous references therein) and many aspects of MTD have been investigated (see, e.g., [52, 103, 77, 25, 84]). However, very few studies have aimed at systematically quantifying the effectiveness of MTD. In what follows we outline a systematic use of MTD.

As highlighted in Figure 5, MTD can be employed at one or multiple layers of the software stack. Specifically, MTD can be employed at the operating system/hypervisor layer by frequently changing the underlying operating system/hypervisor
Anonymous communication can be leveraged to disrupt the attacker’s reconnaissance capabilities by degrading the attacker’s capability from waging targeted and adaptive attacks to random attacks \cite{123,124}. This means that anonymous communication can be leveraged for MTD to substantially increase the attacker’s reconnaissance effort by dynamically adjusting, for example, the underlying anonymous communication infrastructure. At the mission structure layer, “mission structure” may be represented by a sub-graph $G_M(t) = (V_M(t), E_M(t))$ of the aforementioned attack-defense structure $G(t) = (V(t), E(t))$ with $V_M(t) \subseteq V(t)$ and $E_M(t) \subseteq E(t)$. In order to prevent the attacker from identifying a target node (e.g., the cyber command-and-control center), the defender can frequently relocate the target node. At the cryptographic key management layer, proactive cryptosystems \cite{46}, key-insulated cryptosystems \cite{33,34,35}, or leak-free cryptosystems \cite{31,32} can be used to tolerate the compromise of some computers, which hold some short-lived cryptographic key or cryptographic key shares \cite{30,123,124}. Moreover, dynamic re-keying (e.g., \cite{126,149}) can be frequently enforced even in the absence of detected compromises because this can make the compromised cryptographic keys useless or can increase the chance that the compromise is detected \cite{134}. At the application layer, the defender can use the following kinds of MTD to slow down the attacker: (i) re-obfuscating the application programs frequently; (ii) dynamically re-shuffle honeypot IP addresses within a production network to capture new attacks \cite{75}.

While it is intuitive that MTD can be employed at each of these five layers, the main question is: When should the defender employ MTD and at which layers? Towards answering this question, the first systematic quantification study is presented in \cite{42}, which uses cybersecurity dynamics to quantify the effectiveness of MTD. However, the investigation treats MTD as a means, rather than a goal. That is, the effectiveness of MTD is indirectly, rather than directly, measured in \cite{42}. In summary, proactive cyber defense is one of the very few approaches that can potentially defend against sophisticated attacks, such as zero-day attacks and Advanced Persistent Threats (APTs). More research needs to be done in order to systematically and directly quantify the effectiveness of proactive defense, including MTD.

4.4 Active Cyber Defense Dynamics

In the context of this chapter, active cyber defense means the use of “defense-ware” (e.g., white worms or “malware killer” programs) to detect and clean up
compromised computers. That is, active cyber defense is not about hacking back because it is employed within the administrative boundary of the network in question. The systematic modeling study of active cyber defense dynamics is initiated in [130], which formulates a mathematical model to quantify the effectiveness of active cyber defense. In active cyber defense dynamics, we need to consider a pair of attack-defense structures, denoted by $G_A(t) = (V_A(t), E_A(t))$ and $G_D(t) = (V_D(t), E_D(t))$. Note that $G_A(t)$ is centered at the attacker’s point of view, and $G_D(t)$ is centered at the defender’s point of view, while noting that it is possible that $G_A(t) = G_D(t)$. This leads to the identification of the optimal $G_D(t)$ under certain circumstances. In particular, it is shown [130] that active cyber defense can benefit the defender substantially by eliminating the aforementioned asymmetry, which is inherent to preventive and reactive cyber defense dynamics.

In [74], further investigation is conducted to identify optimal strategies for orchestrating active cyber defense against non-strategic or strategic attackers. In order to effectively defend against a non-strategic attacker, two flavors of optimal control strategies are investigated (i.e., infinite-time horizon control vs. fast control), by showing when the defender should adjust its active defense (including the extreme case of giving up the use of active defense, and instead using other kinds of defenses). In order to effectively defend against a strategic attacker, we identify Nash equilibrium strategies, while considering factors such as whether or not the attacker is willing to expose its advanced or zero-day attacks (exposure implying likelihood that these attacks will soon become useless).

In [148], it is shown for the first time that active cyber defense dynamics can exhibit bifurcation and chaos. Their cybersecurity implications include (i) it is not feasible or possible to seek to predict active cyber defense dynamics under certain circumstances, such as those reported in [148]; (ii) the defender should seek to manipulate active cyber defense dynamics to avoid such "unmanageable" situations. In summary, the defender can use active cyber defense to offset the asymmetry advantage of the attacker in preventive and reactive cyber defense dynamics. However, active cyber defense is no panacea, and should be used together with other kinds of defenses [74]. Additional research needs to be conducted to deepen our understanding of active cyber defense dynamics.

5 Cybersecurity Data Analytics

Like cybersecurity first-principle modeling and analysis, cybersecurity data analytics is also centered at some well-defined cybersecurity metrics. However, cybersecurity data analytics is complementary to the cybersecurity first-principle modeling and analysis because the former is data- and experiment-driven (rather than assumption- or semantics-driven). More specifically, cybersecurity data analytics aim to achieve a range of objectives, including: (i) obtaining model parameters used by cybersecurity first-principle models, (ii) validating or invalidating the assumptions made by cybersecurity first-principle models, and (iii) helping tackle the transient behavior of cybersecurity dynamics. The state-of-the-art is that significant progress has been made in the aforementioned objectives (i) and (iii), which are reviewed below, but not in (ii) due to the lack of real-world datasets.
5.1 Obtaining Model Parameters

Measuring the attack-defense structure $G(t)$. In cybersecurity first-principle modeling and analysis, obtaining the attack-defense structure $G(t)$ is typically, and legitimately, treated as an orthogonal effort because it copes with a different aspect of the cybersecurity problem. As discussed above, researchers have recently started to investigate how to represent networks and computers at finer-grained granularities [18,19]. Once a modeling resolution is determined, we need to represent the software stack (including applications and operating systems) of individual computers, represent individual computers as well as the dependence and communication relations within individual computers, represent the communication relations between computers (e.g., which computer or application is authorized to communicate with which other computer or application in a network), and represent the communication relation between a network and its external environment networks.

Measuring susceptibility of software systems. Cybersecurity first-principle models often assume parameters describing the susceptibility of an “atom” (e.g., computer or software component). In order to measure this parameter or metric, we need to measure the vulnerability of the “atom”. From the perspective of software vulnerability, we need to measure to what extent a software program is vulnerable and susceptible to exploits. For this purpose, we need to understand and characterize the capabilities of vulnerability detection capabilities. For example, static analysis of software source code is one approach to detecting vulnerabilities. This approach can be further divided into two methods: code similarity-based [62,71] vs. pattern-based [3,12,40,85,137,136,70,72]. The former method is effective in detecting vulnerabilities caused by certain kinds of code cloning [70]. Pattern-based methods are not limited to detecting clone-caused vulnerabilities. Pattern-based detection methods detect vulnerabilities at a coarse granularity, such as at the level of individual programs [40], individual components [85], individual files [111], or individual functions [135,136]. More recent studies focus on fine-grained vulnerability detection [62,71,70,72]. Studies in vulnerability detection represent a first step towards quantifying the susceptibility of software systems.

Measuring defense capabilities. The accurate measurement of defense capabilities is one outstanding open problem. For example, most existing measurements often assume the availability of the ground truth in question. In the real world, ground truth is difficult to obtain. Therefore, it is important to investigate to what extent we can get rid of the ground truth, if possible at all. In the context of evaluating the detection capabilities of malware detectors, this problem has been investigated in [57,60,16]. In particular, statistical estimators are designed and evaluated in [30]. Moreover, relative accuracy of malware detectors, rather than absolute accuracy, can be estimated under much weaker assumptions [16].

Quantifying attack capabilities. In order to measure the capabilities of pull-based attacks (e.g., drive-by download), it is necessary to measure the extent at which malicious websites can evade detection systems. There have been many proposals for detecting malicious websites (see, e.g., [76,117]). However, the open problem is that the attacker, who knows the detection model or the dataset from which the model is learned, can manipulate the malicious websites to evade the detection systems in question. The investigation of this problem is initiated in [118], but there are no satisfactory solutions yet. For example, the proactive train-
ing approach used in [118] can only make the detection accuracy around 70-80%, which is far from sufficient.

5.2 Tackling the Transient Behavior Barrier

Towards ultimately tackling the transient behavior barrier, Figure 6 highlights the “grey-box” statistical methodology initiated in [138]. The term “grey-box” means that the methodology first aims to characterize the statistical properties exhibited by the data (e.g., long-range dependence, extreme value, dependence, burstiness), and then uses these properties to guide the development of prediction models.

![Data decoding, Properties modeling, Prediction](Fig. 6. The “grey-box” statistical methodology for cybersecurity data analytics.)

Progress in coping with cybersecurity univariate time series. A particular kind of univariate time series, dubbed stochastic cyber attack processes, has been substantially investigated [138][140][20][95][119]. These cyber attack processes describe the number of cyber attacks or incidents against a target of interest (e.g., a network, a computer, or even a particular port). Specifically, leveraging the statistical property known as long-range dependence, which is exhibited by the stochastic cyber attack processes corresponding to a dataset collected at a honeypot, the “grey-box” methodology leads to an 80% accuracy in forecasting the number of attacks coming to a network one hour ahead of time. By further extending the model to accommodate the extreme values exhibited by the dataset, the one-hour ahead forecasting accuracy is improved to 88% [140]. A preliminary analysis of the spatiotemporal predictability shows that the forecasting upper bound is around 93% [20]. Focusing on the extreme values only, a marked point process model is developed to forecast the distribution of extreme values with good accuracy [95]. Another study focuses on the statistical analysis of breach incidents occurring between 2005-2017 [119], which shows that in contrast to previous beliefs, both the inter-arrival times and the breach sizes of hacking breach incidents should be described using stochastic processes, rather than probabilistic distributions, because of the autocorrelations exhibited by the data. These properties can be exploited to build accurate forecasting models [119]. These results evidently show predictability in cyberspace, at least from the perspectives that have been explored.

Progress in coping with cybersecurity multivariate time series. Many cybersecurity datasets can be represented by multivariate time series. The first investigation of this kind is to characterize and forecast the effectiveness of cyber defense early-warnings [121]. The idea of early-warning is to filter the cyber attacks,
which are detected at cyber defense instruments (e.g., honeypot \cite{101} or network telescope \cite{12}) or third parties \cite{75}, against a network of interest. A unique research challenge, when compared with univariate time series, is to cope with the dependence between the time series, which manifests the dependence barrier \cite{128} from a statistical perspective. For this purpose, the copula technique \cite{54} turns out to be useful. A more general investigation of multivariate time series of cyber risks is conducted in \cite{96}. The idea is to use a Copula-GARCH model to describe the multivariate dependence between stochastic cyber attack processes. In \cite{121,96}, it is shown that assuming away the due dependence between stochastic cyber attack processes (i.e., the time series) can cause a severe underestimation of cybersecurity risks.

**Progress in coping with cybersecurity multivariate time series.** Many cybersecurity datasets can be represented by graph time series. A concrete example is the reconnaissance behaviors of cyber attackers, which can be represented as a time series of bipartite graphs \cite{139,39}, which reflects one particular kind of the aforementioned attack-defense structure $G(t) = (V(t), E(t))$ over time $t$. For studying such time series of graphs, a systematic methodology is presented in \cite{39}. At a high level, the methodology is to characterize the evolution (i.e., time series) of the similarity between two adjacent graphs $G(t)$ and $G(t+1)$, where the notion of similarity can have many different definitions (leading to various kinds of analyses). Using a real-world dataset, it is shown, among other things, that a couple of time resolutions are sufficient to accommodate and describe the temporal characteristics of these time series. This finding offers an effective guideline in coping with real-time data streams of this kind in real-world defense operations.

### 6 Future Research Directions

In this section we discuss future research directions with respect to the three axes mentioned above.

#### 6.1 Cybersecurity Metrics

Towards ultimately tackling the problem cybersecurity metrics, the following two outstanding issues need to be resolved as soon as possible.
- Identifying a systematic, ideally complete, set of metrics that must be measured: Although many metrics have been proposed in the literature \cite{94}, the state-of-the-art is still that we do not know which metrics are essential to define and measure. This is because most existing metrics are introduced simply because they can be measured; in contrast, we need to know what metrics must be measured \cite{98}. A fundamental question is: What kinds of metrics have to be measured in order to quantify cybersecurity? Therefore, we need to know a systematic set of metrics that can adequately describe cybersecurity. Better yet, it is important to know if there is a complete set of metrics, where “complete” means that any metric of interest can be derived from this set of metrics. Moreover, it is important to investigate the cost for measuring each of these metrics. This is because if one metric is costly to measure, we may need to seek easy-to-measure, alternate metric(s) to replace the hard-to-measure one as long as the former can answer the same kinds of questions as the latter does.
Investigating mathematical properties of cybersecurity metrics and the operators that can be applied to them: As mentioned above, cybersecurity can be characterized at multiple model resolutions, reminiscent of the idea of considering security at multiple layers of abstractions [65]. Ideally, cybersecurity metrics at a lower model resolution (i.e., a higher level of abstraction or macroscopic cybersecurity) should be a mathematical function of the cybersecurity metrics defined and measured at some higher model resolutions (i.e., lower levels of abstractions or microscopic cybersecurity). This incurs the issue of aggregating lower levels of cybersecurity metrics into higher levels metrics [94,99,98]. For this purpose, we need to investigate the mathematical properties that should be satisfied by cybersecurity metrics, including axiomatic properties.

6.2 Cybersecurity First-Principle Modeling and Analysis

The following unique set of technical barriers need to be adequately tackled.

– The scalability barrier [128]: A first-principle, native approach to modeling the evolution of global cybersecurity state caused by the attack-defense interactions would be Stochastic Process models, which would incur an exponentially-large state space that is not tractable in general. How can this problem be tackled while preserving information in the model as much as possible? The current approach is to use mean-field style treatment, which essentially reduces the number of dimensions from exponentially-many to a number of dimensions that is proportional to the size of the attack-defense structure $G(t)$.

– The nonlinearity barrier [128]: It has been hypothesized that Cybersecurity Dynamics models are often highly nonlinear. The lack of real-world data has hindered the validation or rejection of this hypothesis, while many researchers believe in the nonlinearity. Coping with nonlinearity is a well known hard problem in general.

– The dependence barrier [128]: The security states of the “atoms” are not independent of each other because, for example, some software may have the same vulnerabilities. It is an outstanding open problem to cope with the dependence between the security state of the “atoms” (i.e., random variables), for which initial progress has been made as mentioned above [120,23].

– The structural dynamics barrier [128]: The attack-defense structure $G(t)$ itself evolves over time. There have been some studies on accommodating specific kind of evolutions (see, for example, [42]). However, we need to establish a mathematical description of general evolution of $G(t)$.

– The transient behavior barrier [128]: Existing first-principle models often analyze the asymptotic behaviors of Cybersecurity Dynamics as time $t \to \infty$ (i.e., for sufficiently large $t$). For cybersecurity purposes, it is perhaps even more interesting to characterize the evolution of the global cybersecurity state before the dynamics converge to an equilibrium, if it does at all. This manifests the importance of cybersecurity data analytics. Despite the progress reviewed above (e.g., [138,140,20,95,119]), our understanding of the problem is still at the infant stage.

– The uncertainty barrier: Cybersecurity first-principle modeling often assumes the availability of complete information, meaning that the model parameters can be obtained precisely. This represents a first-step in building analytic
models for baseline understanding. In practice, model parameters may not be known or may not be precisely measured, which highlights the importance of quantifying the consequences caused by uncertainties in the models and/or parameters.

- The **deception** barrier: In the cybersecurity domain, data or information not only can be missing or noisy, but also can be malicious because the attacker can intentionally inject or manipulate the measurements in question to mislead the defenders. This kind of deceptive data/information needs to be rigorously treated.

- The **human factor** barrier: The degrees that human users or defenders are vulnerable to social-engineering attacks need to be measured and quantified.

### 6.3 Cybersecurity Data Analytics

The following research problems need to be adequately resolved as soon as possible.

- Building a full-fledged statistical methodology to forecast holistic cybersecurity situational awareness, including the emergence of software zero-day vulnerabilities and attacks exploiting them. Although the studies reviewed above already showed the feasibility of predicting cybersecurity situational awareness from certain specific perspectives [138, 139, 140, 20, 121], these results only represent a first step towards the ultimate goal.

- Tackling the dependence barrier as manifested in cybersecurity data analytics. Cybersecurity data can have extremely high dimensions, while dependence can be inherent to them. Therefore, we need to investigate forecasting models that can adequately accommodate the dependence “encoded” in real-world data. The results mentioned above [121, 95] only address a small tip of the iceberg.

### 7 Related Work

**Prior studies related to the Cybersecurity Dynamics foundation.** The present chapter systematically refines and extends an earlier treatment of Cybersecurity Dynamics [128], while accommodating the many advancements during the past few years. Although there have been investigations on exploring the various aspects (or characteristics) of the science of cybersecurity [44, 106, 107, 112, 65], to the best of our knowledge, we are the first to systematically map out a concrete framework as reviewed in the present chapter.

**Prior studies related to cybersecurity metrics.** There are several recent surveys related to cybersecurity metrics [94, 104, 89, 22]. Moreover, the problem has been rejuvenated by new efforts [94, 104, 89, 23, 18, 19, 80, 22]. We treat cybersecurity metrics systematically, as highlighted in Eq. (1), for describing the configurations of networks, for describing systems and human vulnerabilities, for describing defense postures, for describing cyber attacks (i.e., threat models), and for describing the global cybersecurity state or cybersecurity situational awareness.

**Prior studies related to cybersecurity first-principle modeling and analysis.** As discussed in [128], cybersecurity first-principle modeling is inspired by multiple endeavors in several disciplines, including: (i) Biological epidemic models
These models have been adapted to the Internet setting (or cyber epidemic models) since Kephart and White [59,60]. Later efforts aim to accommodate general network structures, including power-law network structures [92,83,92,93,86,14] and arbitrary network structures (e.g., [116,37,15,115]). (ii) Interacting particle systems [73]: These models investigate the collective behaviors of interacting components and the phenomena that can emerge from these interactions. (iii) Microfoundation in Economics [49]: This effort aims to make connections between macroeconomic models to the underlying microeconomic models. However, the aforementioned technical barriers distinguish cybersecurity first-principle models from the models in the literature mentioned above. Moreover, it is the Cybersecurity Dynamics foundation that stresses that the attack-defense structure reflects, among other things, the access control policies that are enforced in a network, rather than the physical communication network. Furthermore, the foundation offers a unique set of cyber defense dynamics as reviewed above: preventive and reactive cyber defense dynamics, adaptive cyber defense dynamics, proactive cyber defense dynamics, and active cyber defense dynamics. It is worth mentioning that cybersecurity first-principle models in the context of Cybersecurity Dynamics are different from the models in the context of Attack Graphs (see, for example, [100,110,105,53,10,5,48,21]). This is because models in the context of Attack Graphs are combinatorial in nature (e.g., computing or enumerating attack paths with respect to a target); in contrast, models in the context of Cybersecurity Dynamics are stochastic processes in nature because they explicitly model the evolution of the global cybersecurity state over time $t$. This explains why these models are, as mentioned above, inspired by Biological Epidemic Models, Interacting Particle Systems, and Microfoundation in Economics, and why we can model various kinds of cyber defense dynamics.

Prior studies related to cybersecurity data analytics. There are numerous data-driven cybersecurity research activities, which however are often geared towards some specific events, attacks, or defenses. For example, honeypot-captured cyber attack data have been used for purposes of visualization [45], clustering attacks [9,8,7,26], and characterizing attack behaviors such as inter-arrival times [4,56]. In contrast, cybersecurity data analytics in the context of the present chapter is meant to become an inherent pillar of the Cybersecurity Dynamics foundation, by interacting with the other two pillars (i.e., cybersecurity first-principle modeling and analysis and cybersecurity metrics) as shown in Figure 4.

8 Conclusion

We have systematically reviewed the Cybersecurity Dynamics foundation, with emphasis on the three active research axes or pillars in cybersecurity metrics, cybersecurity first-principle modeling and analysis, and cybersecurity data analytics. We discussed the progress in each of these axes and future research directions. We hope that we have clearly and successfully conveyed the following message: This is an exciting, but challenging, research endeavor that deserves a community effort to explore. We hope the present chapter will inspire many more studies towards achieving the ultimate, full-fledged Cybersecurity Dynamics foundation for the Science of Cybersecurity.
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