Time Evolution of Uniform Sequential Circuits
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Simulating time evolution of generic quantum many-body systems using classical numerical approaches has an exponentially growing cost either with evolution time or with the system size. In this work, we present a polynomially scaling hybrid quantum-classical algorithm for time evolving a one-dimensional uniform system in the thermodynamic limit. This algorithm uses a layered uniform sequential quantum circuit as a variational ansatz to represent infinite translation-invariant quantum states. We show numerically that this ansatz requires a number of parameters polynomial in the simulation time for a given accuracy. Furthermore, this favourable scaling of the ansatz is maintained during our variational evolution algorithm. All steps of the hybrid optimization are designed with near-term digital quantum computers in mind. After benchmarking the evolution algorithm on a classical computer, we demonstrate the measurement of observables of this uniform state using a finite number of qubits on a cloud-based quantum processing unit. With more efficient tensor contraction schemes, this algorithm may also offer improvements as a classical numerical algorithm.

I. INTRODUCTION

Performing time evolution of quantum states far-from-equilibrium represents a challenging problem for the contemporary study of quantum matter. Beyond rare analytically tractable settings [1–3], exact numerical methods scale with the Hilbert space, whose dimension scales exponentially with the number of degrees of freedom. Approximate methods based on tensor networks have released this constraint with the cost of exponential scaling with bipartite entanglement entropy [4, 5]. While this offers dramatic advances for area-law entangled ground states [6], the simulation of non-equilibrium states is generically still limited to short time due to the fast entanglement growth [7], although in certain cases non-equilibrium phenomena are accessible even at long times using additional approximation [8–10].

Recent developments of programmable quantum computers and simulators allow for large-scale studies of quantum many-body systems [11, 12]. The simulation of non-equilibrium dynamics is one of the tasks where quantum advantage is anticipated in the near term, as its complexity scales linearly in the system size and time [13, 14] on quantum devices. In case of a finite system, several algorithms for current Noisy Intermediate Scale Quantum (NISQ) devices were developed to simulate quantum dynamics on a finite system [15–20].

Simulation of dynamics for formally infinite translationally invariant systems facilitates understanding of physics in the thermodynamic limit. However, the scaling of complexity for quantum algorithms in this limit is subtler than in the finite system case [13, 14]. Recent works have shown that is possible to simulate infinite systems with a finite number of qubits [21, 22]. It is now crucial to address the scalability and stability of quantum algorithms working in the thermodynamic limit. In this work, we present a hybrid quantum-classical algorithm for time-evolving translation invariant systems in one dimension and demonstrate both the expressibility and scalability of our algorithm.

We consider layered uniform sequential circuits (l-USC) ansatz, which is a generalization to the single-layer USC ansatz introduced in Ref. [21]. The ansatz l-USC forms a subclass of dense USC (d-USC), which are equivalent to matrix-product states [23, 24]. Moreover, we propose a gradient-based algorithm for time evolving quantum states within the manifold spanned by l-USC. This includes a routine for computing the transfer matrix and environments of the uniform states that does not require tomography or post-selection that would lead to an exponential scaling.

To benchmark the proposed algorithm, we simulate it on a classical computer. We show that the number of variational parameters required to accurately time-evolve a quantum state for the time \( t \) with the l-USC ansatz scales only polynomially in \( t \). Lastly, having obtained the time-evolved l-USC state representation on a classical computer, we compute physical observables on a cloud-based quantum processing unit (QPU) and demonstrate agreement with quasi-exact results obtained with infinite time-evolution block-decimation (iTEBD) algorithm at a large bond dimension [25].

This article is organized as follows. In Section II, we introduce the layered uniform sequential circuit ansatz and the gradient-based variational time-evolution algorithm. In Section III we present the simulation results and analyze the effect of the layered decomposition on the accuracy of the time-evolved quantum state representation.
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and fixed points of the transfer matrix. In addition, we show physical observables obtained from the classically optimized circuit, measured on real quantum hardware. In Section IV we discuss the obtained data and outline the prospects for future work.

II. METHODOLOGY

In this section, we introduce and provide motivation for the l-USC ansatz, which is a subclass of d-USC where the dense unitary is replaced by the layered decomposition. We present the necessary entities, e.g., transfer matrices and the environments, to measure the physical observables with l-USC. We then turn to the algorithm for time-evolving the l-USC and the routines to perform the variational time evolution.

A. The Layered Uniform Sequential Circuit Ansatz

The main motivation for our ansatz stems from the great success of classical simulation for quantum systems with tensor network methods [26], especially with matrix-product states (MPS) applied to one-dimensional systems [27]. The classical simulation methods are so efficient that it is argued that there might be no exponential quantum advantage with quantum algorithms for ground state problems in quantum chemistry [28]. In contrast, the fast growth of entanglement in quantum non-equilibrium dynamics makes classical tensor network methods inefficient due to the exponentially growing tensor size with respect to the evolution time. However, for finite systems it has been shown that these tensors have a simple structure that can be efficiently represented as quantum-circuit ansätze [16, 29]. In this work, we propose the l-USC for translationally invariant infinite systems.

An MPS can be equivalently represented as a sequential quantum circuit [23, 24], which we call a d-USC, shown in Fig. 1 (a) for an infinite chain. The d-USC define the wave functions

$$|\psi_L\rangle = \prod_{i=-\infty}^{+\infty} \hat{U}_R^i(\theta)|0\rangle, \quad |\psi_R\rangle = \prod_{i=-\infty}^{+\infty} \hat{U}_L^i(\theta')|0\rangle,$$  

where $\hat{U}_R^i(\theta)$ and $\hat{U}_L^i(\theta')$ are $i$–independent unitaries acting on $N_q$ consecutive qubits $i, i+1, \ldots, i+N_q-1$. The ‘R’ index denotes the right representation and similarly the left representation ‘L’ is defined by a different unitary $\hat{U}_L^i(\theta')$ acting in the opposite order. We show in Appendix A that the d-USC ansatz in left and right representations over $N_q$ qubits are MPS in left and right isometric forms with the bond dimension $\chi = 2^{N_q-1}$ respectively.

The l-USC ansatz is defined as a specific form of Eq. (1), where each unitary $\hat{U}_{LR/L}$ is parameterized by a sequential circuit of $M_U$ layers, as shown in Fig. 1 (b).

Each layer consists of a consecutive application of 2-qubit gates between neighboring qubits in the direction shown in Fig. 1 (a-b). While for any d-USC state in the right representation, there exists an exact d-USC of the same size in the left representation, this does not always hold for l-USC with the same $N_q$ and $M_U$ unless the state is inversion symmetric. We note that l-USC ansatz belongs to the broad class of quantum circuit tensor network ansätze [29] [30], where the dense unitaries in the isometric tensor networks are replaced by various kinds of local circuits, e.g., brick-wall circuits or sequential circuits. The d-USC and l-USC wave functions are both universal: if one allows arbitrary $N_q, M_U$, all translationally-invariant quantum many-body states can be approximated to arbitrary accuracy in either d-USC or l-USC form. The required $N_q, M_U$ indicates the complexity of the quantum many-body state. As an example, the Greenberger–Horne–Zeilinger (GHZ) state [31] can be represented exactly with $N_q = 2, M_U = 1$. Rigorous studies of the scaling properties of the quantum circuit ansatz could give us more insight into the properties of quantum states, for example, the recent work for ground...
states [32]. In this work, we focus on studying the expressivity of the ansatz applied to time-evolution with both a free-fermion and a non-integrable Hamiltonian.

The l-USC with local circuits acting on $N_q$ qubits defines a subclass of states within the manifold of d-USC, or equivalently uniform MPS of bond dimension $\chi = 2^{N_q-1}$. As a generic 2-qubit gate, up to a global phase, requires 15 parameters [33], the l-USC ansatz is parametrized by at most $15(N_q-1)M_U$ optimization parameters [34], as compared to $2^{2N_q+1}$ parameters necessary for the dense parametrization in the d-USC ansatz. In the previous works, it has been shown that similar ansätze on a finite system are polynomially more efficient in representing ground states [29] and exponentially more efficient in representing time-evolved states [16]. Previous works studying the dynamics of infinite systems have been focused on the specific case $N_q = 2, M_U = 1$. The question remains on whether there is also an exponential advantage in the thermodynamics limit in expressing quantum states produced under non-equilibrium dynamics. Later in the Section III, we will demonstrate that l-USC forms a physically relevant subset of the d-USC states with the corresponding bond dimension, and allows for efficient time-evolution of quantum states. We begin here with the description of the tools to acquire physical observable from the l-USC state representation.

a. Transfer matrix. Computation of physical observables and other operations of an infinite system can be performed on a finite number of qubits using the transfer matrix and its dominant eigenvectors, known as environments in the context of tensor networks. Utilizing the left and right representation of l-USC, we always consider the (mixed) transfer matrix defined between the left and right representation of l-USC, we always consider the (mixed) transfer matrix defined between the states in left representation, $|\psi_l\rangle$, and in right representation, $|\psi_r\rangle$, as shown in Fig. 1 (a).

In Fig. 1 (c), we explicitly write down the transfer matrix $\hat{T}^{AB}(\theta, \theta')$, with \{AB\} forming a unit out-index and \{ab\} forming a unit in-index. The arrow directions indicate the flow of time of the quantum circuit execution.

With this construction, the transfer matrix is a linear operator $T : V^{ab} \rightarrow V^{AB}$ mapping a pure state in Hilbert space $V^{ab}$ to a pure state in Hilbert space $V^{AB}$. The linear map is realized by a combination of unitary operators with the post-selection on one qubit, as shown in Fig 1 (c). The transfer matrix is therefore generally non-Hermitian and non-unitary. In Appendix B.4, we show that the post-selection probability is close to unity for cases considered in this work. This formalism comes from the construction of the transfer matrix using simultaneously left and right representations. This is different from Ref. [21, 22], where the transfer matrix is defined with the inner product of states in the same representation, and the transfer matrix is a quantum channel mapping between density matrices.

The left and right environments $|l\rangle$ and $|r\rangle$ are the dominant eigenvectors of the transfer matrix $\hat{T}$ satisfying the fixed point equations $\hat{T}|r\rangle = \lambda|r\rangle$, $\hat{T}^\dagger|l\rangle = \lambda^\ast|l\rangle$, where $\lambda$ is the eigenvalue of $\hat{T}$ with the maximum absolute magnitude. The absolute value of the eigenvalue $|\lambda| \leq 1$ defines the overlap density between the two states, and $|\lambda|= 1$ if and only if the states are identical. In such case, the left and right environments are identical up to complex conjugation, as we prove in Appendix I.

From the construction of the transfer matrix, these environments are of dimension $2^{2N_q-2}$. To translate the environments into variational quantum circuits, we introduce two $2^{2N_q-2} \times 2^{2N_q-2}$ parametrized environment unitaries $\hat{E}_r$ and $\hat{E}_l$, such that $|r\rangle = \hat{E}_r(\varphi)|0\rangle$ and $|l\rangle = \hat{E}_l(\varphi)|0\rangle$, as shown in Fig 1 (d). Ultimately, we also consider the decomposition of environment unitaries in the form of the sequential circuits decomposition with $M_E$ layers, as shown in Fig. 1 (e). We discuss the method of obtaining the environments in the next section.

b. Evaluating local observables. We evaluate the expectation value of an local observables utilizing the mixed representation,

$$\langle \hat{O} \rangle = \frac{\langle \psi | \hat{O} | \psi \rangle}{\langle \psi | \psi \rangle} = \frac{\langle \psi_R(\theta) | \hat{O} | \psi_L(\theta') \rangle}{\langle \psi_R(\theta) | \psi_L(\theta') \rangle}. \quad (2)$$

In Fig. 1 (a), we show the circuit representation of the numerator $\langle \psi_R(\theta) | \hat{O} | \psi_L(\theta') \rangle$, where $\hat{O}$ is a local observable that is Hermitian and unitary. Using the definition of the environments, the expectation reduces to

$$\langle \hat{O} \rangle = \frac{\langle l, 0 | \hat{U}_L^{\dagger} \hat{O} \hat{U}_L | 0, r \rangle}{\langle l, 0 | \hat{U}_L^{\dagger} \hat{U}_L | 0, r \rangle} = \frac{\langle l, 0 | \hat{U}_L^{\dagger} \hat{O} \hat{U}_L | 0, r \rangle}{\lambda^\ast(l|r)} \quad (3)$$

Therefore, the expectation value of local observables can be evaluated by measuring finite circuits, which can be implemented on a quantum computer. The projective measurement on $|00\ldots0\rangle$ at the end of the circuit in Fig. 1 (d) has the probability equal to the squared magnitude of the expectation value $|\langle \hat{O} \rangle|^2$. The same applies for the denominator. Combining this together, one can measure the squared magnitude of the expectation value $|\langle \hat{O} \rangle|^2$. In Appendix B, we provide the derivation of the above equations. In the next section, we will describe the procedure to measure the expectation $\langle \hat{O} \rangle$, including both real and imaginary parts.

We note that the outlined procedure can be generalized to evaluating correlation functions of the form $\langle \psi | \hat{A}_i \hat{B}_{i+\delta} | \psi \rangle$, where the operators $\hat{A}_i, \hat{B}_{i+\delta}$ act on single qubits and are separated by $\delta$ sites.

B. Translationally-invariant Trotterization

The time evolution of an initial wave function $|\psi_0\rangle$ under the action of a Hamiltonian $\hat{H}$ is given by application of the evolution operator to the initial state $|\psi(t)\rangle = \hat{U}_t |\psi_0\rangle = \exp(-it\hat{H}) |\psi_0\rangle$. Here, we consider a Hamiltonian acting on a one-dimensional infinite spin–1/2 chain. When $\hat{H}$ is local, i.e., can be written as $\hat{H} = \sum_i \hat{h}_i$ with all terms $\hat{h}_i$ having a finite support, we
can approximate the evolution operator $\hat{U}_T$ using a sequential Trotter decomposition. A first-order sequential Trotterization can be written as

$$\hat{U}_T = (\hat{u}(\delta t))^k + \mathcal{O}(k\delta t^2),$$  \hspace{1cm} (4)

where $\hat{u}(\delta t) = \prod_j \hat{u}_j(\delta t)$, $\hat{u}_j(\delta t) = \exp(i\delta t\hat{h}_j)$ and $\delta t = T/k$. A single sequential evolution operator $\hat{u}(\delta t)$ is shown in Fig. 2 (a). Due to the sequential decomposition, $\hat{u}(\delta t)$ and hence $\hat{U}_T$ are translationally invariant with a single site unit cell. Starting with a translationally invariant state, we always need only a single unitary $\hat{U}(\theta)$ parameterizing the state as in Eq. (1) [35]. All these considerations can be generalized to cases with a larger unit cell.

C. The time evolution algorithm

We now introduce a hybrid quantum-classical algorithm to the perform time evolution of the l-USC representation. At the time $t$, we parametrize the state-unitary $\hat{U}_{L/L}(t)$ by a set of variational parameters $\theta_i$. The gradients of the parameters are measured on a quantum computer and the update is performed on a classical computer. Here, for the sake of concrete notation, we consider an iterative algorithm, which is a slight modification of the power method: at each step, we find the leading eigenvalue from the operator $\hat{U}_L$ and hence $\hat{U}_T$ by performing only a single gradient descent step maximizing the overlap magnitude $|\langle \psi_L(\theta_i) \rangle|$. Namely, $\varphi_i' \leftarrow \varphi_i' + \eta \nabla \varphi_i' |\lambda|^2$, where $\eta$ is the learning rate. Alternatively, a gradient-free method, such as Rotosolve [36–39], could be used. The environment vector is then updated $|r(\varphi_i')\rangle \leftarrow |r(\varphi_i')\rangle$ and is used in the next iteration. At each step, $|r(\varphi_i')\rangle$ has a strictly increasing overlap with the leading eigenvector of $\hat{T}$ provided a small enough step size $\eta$. The method is presented in Algorithm 1.

Algorithm 1 The power method for an environment

1: procedure Environment($\hat{T}, \varphi_i^0$)
2: $\varphi_i, \varphi_i' \leftarrow \varphi_i^0$ \hspace{1cm} $\triangleright$ from the previous step
3: while not converged do
4: \hspace{1cm} Measure $\lambda = |\langle 0 | \hat{E}_L(\varphi_i') \hat{T} \hat{E}_L(\varphi_i)|0 \rangle$
5: \hspace{1cm} Measure $\nabla \varphi_i' \lambda \hspace{1cm} \triangleright$ See Eq. (5)
6: \hspace{1cm} $\varphi_i \leftarrow \varphi_i + \eta \nabla \varphi_i' |\lambda|^2$
7: \hspace{1cm} $\varphi_i' \leftarrow \varphi_i'$
8: end while
9: return $|r(\varphi_i)\rangle = \hat{E}_L(\varphi_i)|0 \rangle$

Next, we show in Algorithm 2 how to perform a time evolution step using gradient ascent method with the environments we obtained. The algorithm uses a nested variational approach, in which left- and right-environments are variationally optimized between the consecutive gradient descent steps. Both algorithms are run until the change of $|\lambda|^2$ between two consecutive iterations becomes smaller than $10^{-12}$.

Algorithm 2 Time evolution algorithm for l-USC

1: procedure Evolution step($\theta_i, \varphi_i^0, \varphi_i^1$)
2: $\theta_{i+\delta t} \leftarrow \theta_i$
3: $\varphi_i, \varphi_i' \leftarrow \varphi_i^0, \varphi_i^1$
4: while not converged do
5: \hspace{1cm} $\varphi_i \leftarrow$ Environment($\hat{T}(\theta_i, \theta_{i+\delta t})$, $\varphi_i$);
6: \hspace{1cm} $\varphi_i \leftarrow$ Environment($\hat{T}(\theta_{i+\delta t}, \theta_{i})$, $\varphi_i$);
7: \hspace{1cm} $|r\rangle \leftarrow \hat{E}_L(\varphi_i)$, $|l\rangle \leftarrow \hat{E}_L(\varphi_i)$;
8: \hspace{1cm} $\lambda = |\langle l | \hat{T}(\theta_i, \theta_{i+\delta t})|r \rangle / |\langle l | r \rangle |$
9: \hspace{1cm} $\nabla \theta_{i+\delta t} |\lambda|^2 = 2 \Re \lambda \nabla \theta_{i+\delta t} |\lambda|^2$ \hspace{1cm} $\triangleright$ See Eq. (5)
10: \hspace{1cm} $\theta_{i+\delta t} \leftarrow \theta_{i+\delta t} + \eta \nabla \theta_{i+\delta t} |\lambda|^2$
11: return $\theta_{i+\delta t}$

Note that we can use the algorithm to find the opposite representation of the same wave function if the time evolution operator is taken to be the identity. The algorithm proposed here resembles the time evolution algorithm for a finite size system [16, 40] and for an infinite sys-
out the transfer matrix.

(b) The explicit form of the transfer matrix \( \hat{T}^{(ABC)}(\theta_i, \theta_{t+\delta t}) \). The capital indices \{ABC\} form a composite out-index, similarly \{abc\} form a composite in-index. The arrow direction indicates the operation order (time flow).

(c) The circuit of the generalized functional \( \mathcal{L} \). The unitary \( \hat{W}(\beta) \) acts on the first 2\( N_q \)-1 qubits of the \( |00 \ldots 0\rangle \) state prepared on 2\( N_q \) qubits, then unitary \( \hat{O}(\theta, \theta') \) acts all qubits and \( \hat{V}^\dagger(\alpha) \) acts on the last 2\( N_q \)-1 qubits.

(d) General Hadamard test scheme for measurement of the algebraic value of \( \mathcal{L} \).

D. Required measurements

To implement the time-evolution Algorithm 2 in practice, one has to measure the algebraic value of the overlap \( \lambda = \langle 0 | E_i^L(\varphi_i) \hat{T} E_i(\varphi_i) | 0 \rangle \), of its derivative with respect to the parameters of the environment \( \nabla_{\varphi_i} \lambda = \langle 0 | \nabla_{\varphi_i} E_i^L(\varphi_i) \hat{T} E_i(\varphi_i) | 0 \rangle \), and of its derivative with respect to the state unitary

\[
\nabla_{\theta_{t+\delta t}} \lambda = \frac{\langle l | \nabla_{\theta_{t+\delta t}} \hat{T}(\theta_i, \theta_{t+\delta t}) | r \rangle}{\langle l | r \rangle}.
\]

We prove the latter formula in Appendix B.3. Notably, the implicit dependency of the right- and left-environments on \( \theta_{t+\delta t} \) gives no contribution to the gradient. These expectation values can all be expressed in terms of a general overlap functional \( \mathcal{L}[\hat{V}(\alpha), \hat{O}(\theta, \theta'), \hat{W}(\beta)] = \langle 0 | \hat{V}^\dagger(\alpha) \hat{O}(\theta, \theta') \hat{W}(\beta) | 0 \rangle \). In our case, \( \hat{V}(\alpha) \) and \( \hat{W}(\beta) \) are the environment unitaries or their derivatives, while \( \hat{O}(\theta, \theta') \) is the transfer matrix or its derivatives. We note that all mentioned unitaries’ derivatives are also unitary due to the specific parametrization of the two-qubit gates (for details, see Appendix C).

Absolute and algebraic values of this functional can be measured on a quantum computer. First, the square of the magnitude \( |\mathcal{L}|^2 \) is given by the probability of projection onto the \( |00 \ldots 0\rangle \) state in the circuit in Fig. 2(c) [41]. The algebraic value of the expectation \( \mathcal{L} \) and its derivative \( \nabla_{\varphi_i} \mathcal{L} \) can be measured within the Hadamard test procedure [42] shown in Fig. 2(d). We denote \( |0\rangle = |00 \ldots 0\rangle \) and the quantum state before the ancilla qubit measurement reads

\[
|\psi_M \rangle = \frac{1}{2} |0\rangle \otimes \left( |0\rangle + e^{i\varphi} \hat{V}^\dagger(\alpha) \hat{O}(\theta, \theta') \hat{W}(\beta) |0\rangle \right) + \frac{1}{2} |1\rangle \otimes \left( |0\rangle - e^{i\varphi} \hat{V}^\dagger(\alpha) \hat{O}(\theta, \theta') \hat{W}(\beta) |0\rangle \right).
\]

The probability difference in measurement over the ancilla qubit yields

\[
p(|0\rangle) - p(|1\rangle) = \text{Re} \left[ e^{i\varphi} (\langle 0 | \hat{V}^\dagger(\alpha) \hat{O}(\theta, \theta') \hat{W}(\beta) |0\rangle) \right].
\]

This scheme can also be used for obtaining algebraic values of the observable expectation \( \langle \hat{O} \rangle \) introduced in Section II.A.

III. RESULTS

To benchmark the proposed algorithm, we simulate the quenched dynamics of the transverse-field Ising model with the longitudinal field

\[
\hat{H} = J \sum_{i} \sigma_i^x \sigma_{i+1}^x + g \sum_{i} \sigma_i^z + h \sum_{i} \sigma_i^z
\]
FIG. 3. Simulations of time evolution using l-USC with $M_U = 1$ and exact environment for the Hamiltonian in Eq. (8) with $g/J = 1.0$, $h/J = 0$ (upper row) and $h/J = 1$ with $M_U = 1$ and 4 (lower row). (a) Expectation value of $\langle \hat{\sigma}^z(t) \rangle$ using l-USC with different values of $N_q$. Inset: the difference in the single-site density matrices between the quasi-exact iTEBD simulation and optimization of l-USC. (b) The number of parameters required to reach time $t^*$ with the fidelity density at least $F = 1 - 10^{-4}$. The black crosses represent the standard iTEBD approach with the black dashed line showing an exponential fit. The blue markers show the results for l-USC, while the line shows the linear fit. Left inset: the reachable time $t^*$ under the condition $F \geq 1 - 10^{-4}$ as a function of $N_q$. The dashed line shows a linear fit. Right inset: error in fidelity density $1 - F$ for different $N_q$. (c) Entanglement entropy as a function of evolution time $tJ$ compared with the quasi-exact result. The horizontal dashed lines mark the theoretical maximum entanglement entropy levels $(N_q - 1) \log 2$. (d-f) Same results for the $g/J = h/J = 1$ case. In the right inset of (e), linear fits start at $N_q = 2$ and 5 for $M_U = 1$ and 4, respectively.

over an infinite spin–1/2 chain [43]. The initial wave function is taken as a fully-magnetized state $|\psi_0\rangle = |\ldots 0 0 \ldots \rangle$ in the $\sigma^z$ basis. We use a fourth-order Trotterized iTEBD simulation with $\chi = 1024$ uniform MPS and $\delta t J = 10^{-2}$ as a quasi-exact reference labeled $iTEBD$ in all figures. In the following, we simulate the algorithm on a classical computer to study the properties of the l-USC ansatz. The complexity of the l-USC ansatz is controlled by $M_U$ and $N_q$. The complexity of measuring local observables and running the time-evolution algorithm depends additionally on $M_E$, i.e., the accuracy of approximating the environments. In Sec. IIIA, we study the effect of varying $N_q$ and $M_U$ in simulating the time evolution with exact environment obtained by exact diagonalization of the transfer matrix. In Sec.IIIB, we study the accuracy of approximating an exact environment with a layered circuit with finite $M_E$, derive the relation between the required $M_E$ and $N_q$ and perform the full realistic simulation with both state and environment presented in the sequential form. Finally, in Sec.IIIC, we demonstrate measuring the evolution of physical observables on a QPU with a classically optimized l-USC circuit.

A. Layered state unitary, exact environment

As the first step, we study the performance of the l-USC ansatz using exact environments obtained through direct diagonalization of the transfer matrix, and perform the algorithm outlined in Algorithm 2. In Fig. 3, we show the simulation results obtained with $M_U = 1$ and various $N_q$.

In Fig. 3 (a), we plot the evolution of the local magnetization $\langle \sigma^z(t) \rangle$ and observe that the time of deviation from the quasi-exact solution increases with $N_q$. In the inset, we plot the Frobenius norm squared of the difference in the single-site density matrices between the quasi-exact state and the l-USC, i.e. $\| \rho - \rho^{exact} \|^2$. The difference shows fluctuating behavior as a function of $tJ$, but at some point shows rapid growth. This fast growth coincides in evolution time $t$ with the noticeable discrepancy in $\langle \sigma^z(t) \rangle$.

To quantify the representation capacity of l-USC, we define the reachable time $t^*$ of the given ansatz as the time when the error in fidelity density with the quasi-exact (iTEBD) state crosses the threshold value $1 - F = 10^{-4}$. Here, $F$ is the fidelity density, i.e., squared over-
The integrable case

The number of layers $N_q$ and the time-evolved l-USC state with $N_q = 6$ obtained within optimization of the l-USC circuit at $N_q = 6$. Inset: the entanglement entropies obtained within optimization of the l-USC circuit at $N_q = 6$. (a) The integrable case $h = 0$. (b) Non-integrable case $h = J$.

Lastly, in Fig. 3 (c) we show entanglement entropy as a function of $tJ$. The deterioration of wave function quality, as shown in Fig. 3 (a-b), is clearly connected to saturation of capability of a circuit with given $N_q$ to encode the linearly-growing entanglement entropy of the system. An l-USC of given $N_q$ could encode at most $S_{ent} \leq (N_q - 1) \log 2$ entanglement entropy. We show in Fig. 3 (c) that the entanglement grows linearly with time up to saturation. We observe that for $N_q = 2$ and $3$ the saturated entanglement entropy is close to the theoretical bound and for $N_q \geq 4$ the entanglement entropy does not reach the theoretical bound.

To study the effect of increasing the $M_U$ in the layered sequential unitary decomposition. Strikingly, in the integrable case $h = 0$ considered in Fig. 4 (a), we observe that increasing $M_U$ leads to negligible improvement in the reachable time $t^* J$, as compared with the effect of $N_q$. Similarly, increasing $M_U$ does not lead to significant change in the entanglement entropy of the time-evolved l-USC ansatz. In Appendix D, we numerically demonstrate that in the integrable case $h = 0$ case, time-evolution of the l-USC ansatz at $M_U = 1$ leads to the same wave function accuracy, as optimization of the full dense d-USC ansatz of the same $N_q$. In Appendix H, we explain why for the case of the free-fermion model, $h = 0$, the $M_U = 1$ l-USC ansatz is sufficient and is equivalent to any higher $M_U$ l-USC ansatz. In summary, the Gaussian $M_U = 1$ l-USC ansatz is equivalent to Gaussian $N_q$ d-USC circuit, when the quantum Yang–Baxter equation is satisfied.

The picture changes significantly in the non-integrable case, $h/J = 1$. In Fig. 3 (d) we plot the evolution of the local magnetization, where we observe that the time of deviation from the quasi-exact solution increases with $N_q$, similarly to Fig. 3 (a). In Fig. 3 (e), we show the linear growth of the number of parameters in a circuit against the reachable time $t^* J$ for both the $M_U = 1$ and $M_U = 4$ l-USC wave functions. In this non-integrable case, we observe that the slope depends on $M_U$. In the right inset, we plot reachable time as a function of $N_q$ for the d-USC ansatz (MPS) and the l-USC ansätze. As expected, at $N_q = 2$ all reachable times coincide. Then, at large $N_q \gtrsim 5$, the l-USC reachable times grow linearly with $N_q$. At small $N_q$, the $M_U = 4$ l-USC reachable times coincide with the ones of d-USC, since large $M_U$ allows us to approximate a generic dense $N_q$ unitary with large precision. The left inset shows the infidelity density as a function of $tJ$ for the $M_U = 1$ l-USC ansatz. Notably, the non-integrable case shows faster complexity growth for the quantum circuit with slower entanglement growth, as seen from Fig. 3 (f), demonstrating a diminished but still exponential advantage. Importantly, we observe that Fig. 4 (b) shows strong dependence of the reachable time on the number of layers $M_U$, which is in agreement with the slope variation shown in Fig. 3 (e).

Lastly, we address the scaling of the total number of gradient steps (Eq. (5)) required to time evolve the wave function to the maximum reachable time $t^*$. In Appendix C we show that it scales near-linearly with $N_q$. 

In practice, one does not have access to the exact state and, therefore, no access to the error in fidelity. Instead, one can utilize the leading transfer matrix eigenvalues $\{\lambda_i\}$ obtained at all steps of the time evolution and define the accumulated error measure $M(t) = 1 - \prod_{i \leq c} |\lambda_i|^2$ to monitor the error and understand whether the simulation result is reliable. In Appendix E, we demonstrate that this measure follows closely the true infidelity $1 - F$ and thus can be used for assessment of the optimization quality.

Fig. 4. Fidelity density between the quasi-exact simulation and the time-evolved l-USC state with $N_q = 6$ and varied number of layers $M_U$. Inset: the entanglement entropies obtained within optimization of the l-USC circuit at $N_q = 6$. (a) The integrable case $h = 0$. (b) Non-integrable case $h = J$. 

The integrable case $h = 0$. The integrable case $h = 0$. The integrable case $h = 0$.
and with $t^*$, respectively. This means that the full algorithm has a total resource cost that scales polynomially with the time that can be accessed accurately.

**B. Optimization with a layered environment**

In the previous section, we have shown that the state-unitary $U$ can be approximated by the layered quantum circuit using exponentially fewer parameters than the d-USC ansatz. In a real simulation, however, the environments should also be approximated. We now investigate if the environments $|l\rangle, |r\rangle$ can also be represented by layered quantum circuits using fewer parameters. To address the question, we take the exact environments obtained during the $M_U = 1$ simulation shown previously in Fig. 3 (b) and approximate them with the $M_E$-layer sequential circuits. The approximation is based on arbitrary update with polar decomposition outlined in Appendix C. For $g = h = J$, we plot the approximation error in Fig. 5 (a).

We observe that, for a fixed $M_U = 1$, the environment approximation error increases upon increasing $N_q$, while the error decreases with increasing $M_E$. We set a threshold of $10^{-4}$ in the approximation errors for the environment, which is motivated by the respective error threshold in the fidelity density. From Fig. 5 (a), we see that the error in the environment approximation remains strictly below $10^{-4}$ during the whole time evolution, if it is approximated using $M_E = N_q$ layers. It remains an open question on whether the approximation holds for larger $N_q$.

When our observation holds, this allows one to determine the number of variational parameters to approximate the environment. Since $M_E \propto N_q$, $N_q \propto t^*J$ (see Fig. 3 (b)), and each layer of the sequential circuit for the environment contains $2N_q - 2$ two-qubit gates, representing the environment requires $O(t^2)$ or $O(N_q^2)$ two-qubit gates. By contrast, representing the environment exactly using dense unitary requires $O(e^{2N_q})$, or, equivalently, $O(e^{2t^*J})$ parameters. The fact that we can approximate the environment with quantum circuits efficiently makes the overall algorithm scaling polynomially in time $tJ$ instead of exponentially. We note that although a priori the complexity of the environment approximation for the l-USC ansatz is not known, there exist exact solutions representing the environments for infinite brickwall circuits [32, 44]. These exact solutions are formed by contracting $O(N_{\text{depth}})$ number of gates, where $N_{\text{depth}}$ is the depth of the brickwall circuit, which is consistent with our finding here.

Using the condition $M_E = N_q$, we simulate classically the time evolution algorithm using l-USC with $M_U = 1$, different $N_q$ and layered sequential circuits for environment. We plot the $\langle \sigma^z \rangle$ expectation value, the reachable time $(tJ)^*$ as a function of $N_q$, and the error in the fidelity density $1 - F$ in Fig. 5 (b). The reachable time is again determined by the threshold value $F = 1 - 10^{-4}$. As shown in the left inset, we observe slightly smaller reachable times, compared to the simulation with the exact environment, due to the accumulation of the approximation errors and approximated environment. Nevertheless, the reachable time $(tJ)^*(N_q)$ retains the linear scaling with $N_q$.

**C. Simulation on QPU**

Given the available cloud-based QPU from IBM-Q, we implement the circuit shown in Fig. 1 (d) for $N_q = 2$ and measure $|\langle \sigma^z(t) \rangle|^2$ as the probability of projecting onto the $|00\ldots\rangle$ state. The parameters of the environments and states are optimized on a classical computer. Unfortunately, the available hardware does not allow to use controlled two-qubit gates in large amount, since they require decomposition into several non-controlled
two-qubit gates. Due to error and noise levels, this is out of reach for the available device. This prevents us from measuring the algebraic value of \(\langle \hat{\sigma}^z(t) \rangle\) using the Hadamard test. Nevertheless, the numbers of qubits and gates required to run the algorithm until the time \(t^*\) scale linearly and quadratically, respectively with \(t^*\). Depending on the device connectivity, an additional constant to linear factor in \(t^*\) overhead may occur in implementing the controlled-unitary operation. Therefore, with improved read-out and gate noise level, we expect this algorithm to be usable on the NISQ devices. For the measurement of the squared magnitude, we consider two parameter sets: \(g = 0.2J, h = 0\) and \(g = 0.8J, h = 0.05J\) and \(N_q = 2, M_U = M_F = 1\). To mitigate the device noise, we employ the randomized circuits averaging introduced in Ref. [16] (for details, see Appendix G), and readout error mitigation.

In Fig. 6, we include data obtained from various sources. This includes the quasi-exact simulation (iTEBD), the classical simulation of the algorithm (l-USC), simulation of the magnetization measurement on a fault-tolerant device using finite number of circuit ‘shots’ (simulator), and, finally, the direct measurement on real hardware device ibmq-jakarta (QPU). Due to small expressive power of the quantum circuit at \(N_q = 2, M_U = M_F = 1\), the exact and the simulated time evolution algorithm results agree only up to \(tJ = 1.4\) in the former and 0.8 in the latter cases. However, the quantum hardware measurement shows a good degree of agreement with the classical simulation of the l-USC ansatz and the simulation of QPU on a classical computer.

IV. DISCUSSION

In this work, we introduced and studied a hybrid quantum-classical algorithm for time evolution of translationally invariant infinite systems based on the l-USC ansatz, which is a generalization of the sequential quantum circuit motivated by uniform MPS. We proposed a novel framework for computing the overlap density and expectation values of local observables in the thermodynamic limit based on the new way of constructing the transfer matrix operator. Unlike previous works [21, 22, 44], we construct the transfer matrix in the mixed representation. In this formalism, the environments are pure states instead of density matrices. We represent the environments by quantum circuits and determine the variational parameters of these circuits using gradient descent. Based on the result from classical simulation, we observe that the number of parameters required to accurately represent the state at a given time \(t\) scales linearly with \(t\), which gives an exponential advantage compared to classical algorithms based on MPS. While such scaling is anticipated based on the theoretical prediction [14], more interestingly, we observe numerically that the number of parameters required to represent the environment scales quadratically in the evolution time. This suggests that while the ansatz has a linearly scaling number of parameters with the evolution time, the overall algorithm for simulating time evolution of infinite system has complexity scaling quadratically in the evolution time using quantum computers with a finite number qubits. Importantly, by working directly in the thermodynamic limit, complexity does not scale with the system size \(L\) which is in contrast with the \(O(Lt)\) complexity scaling required for a finite system simulation [16]. We emphasize that, unlike Ref. [16, 21], we consider multi-layered decomposition of the state-unitary with \(M_U \geq 1\). As we have seen from Fig. 3 (b, e), Fig. 4, and Appendix D and Appendix H, considering \(M_U > 1\) leads to improvement in the ansatz performance only for time evolution in the non-integrable \(h/J \neq 0\) case.

We note that we can also perform imaginary time evolution with the proposed algorithm with the price of one additional ancilla qubit [45] to realize the non-unitary gates in the transfer matrix. One straightforward application is the study of ground states for the infinite sys-
tems. However, important questions remain on whether one would observe similar polynomial advantages [29] in representing the ground state using l-USC for an infinite system, and on whether the environments of the ground states can be efficiently represented as quantum circuits. Another future direction is to consider the generalization for quantum systems and circuits in two dimensions. For instance, recently the formal generalization of sequential quantum circuit to finite 2D systems is proposed [46]. The study of ground states of finite 2D systems are performed using quantum circuits of isometric tensor network states [47]. We believe it will be therefore beneficial to generalize the l-USC ansatz and extending the algorithm to infinite two-dimensional systems.
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Appendix A: Correspondence between uniform MPS and d-USC

In this appendix, we review the equivalence [23, 24] of an MPS of bond dimension $\chi$ and the d-USC ansatz with $N_q = \log_2 \chi+1$ and (ii) demonstrate this correspondence within numerical simulation.

In Fig. 7(a) we depict a d-USC circuit representing a variational state with $N_q = 4$. Note that each unitary gate $\hat{U}^{[k]}$ has one incoming index contracted to $|0\rangle$ and one outgoing index being a physical index. The remaining $N_q − 1$ incoming and outgoing indices form composite indices $\alpha_k$, shown in Fig. 7(b), where we redraw the l-USC circuit by introducing composite indices $\alpha_k$.

To see that such circuit is equivalent to an MPS representation with $\chi = 2^{N_q−1}$, in Fig. 7(c) we equivalently rearrange the unitaries. To continue further, we note that after contraction, unitaries $\hat{U}^{[k]}$ have the shape $(2, 2^{N_q−1}, 2^{N_q−1})$, where the first dimension corresponds to the physical index $i_k$ and the last two correspond to composite indices $\alpha_k$. Treating them as hidden bonds of an MPS, we recover a tensor-product state matrix $\hat{B}^{[k]}$ with a bond dimension $\chi = 2^{N_q−1}$, defining a wave function

$$|\psi\rangle = \sum_{i_k} \text{Tr}\left[\ldots B^{[k]} B^{[k+1]} \ldots i_{k+1} \ldots\right],$$

(A1)

where the indices in square brackets $[k]$ enumerate lattice sites, $\alpha_k$ are the virtual bond indices (omitted in $|\psi\rangle$) and $i_k$ are the physical indices enumerating basis states. This MPS, as we readily observe, is in the right canonical form satisfying

$$\sum_{i_k, \alpha_k} B^{[k]}_{\alpha_k i_k} B^{[k]}_{\alpha_k' i_k} = \delta_{\alpha_k, \alpha_k'},$$

(A2)
Equivalently, given an MPS with bond dimension \( \chi \) in the right canonical form satisfying Eq. (A2), we can readily construct a d-USC with unitary \( \hat{U}^{[k]} \) with \( N_q = 1 + \log_2 \chi \). To this end, we note that in the right canonical form, \( B^{[k]} \) is an isometry mapping from \( |\alpha_{k-1}\rangle \) to \( |\alpha_k, \ell_k\rangle \). Any isometry can be rewritten as a unitary act-

\[
B^{[k]} = \hat{U}^{[k]}|0\rangle,
\]

which represents the contraction of an incoming index of \( U^{[k]} \) in Fig. 7 (a). Thus, \( \hat{U}^{[k]} \) is the unitary that constructed from \( B^{[k]} \) and its orthonormal complement. There is a gauge degree of freedom in chosen the or-

thonormal complement as only part of the unitary act-

ing on \( |0\rangle \) contribute to the wave function. We observe equivalent results within iTEBD and our algorithm with d-USC and thus confirm the correctness of the implemen-

tation.

### Appendix B: Transfer matrix

Transfer matrices are utilized for computation of physical observables and other operations of an infinite system. In the context of tensor networks, the transfer matrix \( \tilde{T} \) of the quantum state \( |\psi\rangle \) is defined as the repeating block in the computation of the inner product, \( \text{Tr}[\tilde{T}^N] = \langle \psi | \psi \rangle \), where \( N \) is the system size. Under the mild assumption that the state considered is injective, the expression is well-defined in the thermodynamic limit \( N \to \infty \) regardless of the boundary conditions. In the following, we extend the same formalism to USC.

#### 1. Transfer matrix of USC

Utilizing the left and right representations of the l-USC ansatz, we have the freedom to write the inner product as \( \langle \psi_R(\theta) | \psi_L(\theta') \rangle = \lim_{N \to \infty} \text{Tr}[\tilde{T}^N] \), of which the repeated block is defined as the transfer matrix shown as the shaded area in Fig. 1 (a). Such mixed representation allows us to express the transfer matrix as a linear oper-

ator acting on pure states instead of density matrices.

In general, the states \( |\psi_L(\theta')\rangle \) and \( |\psi_R(\theta)\rangle \) can be of different \( N_q \) and \( M_U \), and they represent similar but not exactly identical states. We can define the mixed transfer matrix \( \tilde{T} \) between two different quantum states \( |\psi_L\rangle \) and \( |\phi_R\rangle \) as the repeating block in the computation of their inner product, \( \xi = \langle \phi_R | \psi_L \rangle = \lim_{N \to \infty} \text{Tr}[\tilde{T}^N] \). The left and right environments \( |l\rangle \) and \( |r\rangle \) and the leading eigenvalue \( \lambda \) are defined similarly to the case of the (not mixed) transfer matrix. In the thermodynamic limit, the absolute value of the inner product \( |\xi| \) is given by

\[
\lim_{N \to \infty} |\text{Tr}[\tilde{T}^N]| = \lim_{N \to \infty} |\lambda^N| = \begin{cases} 1 & |\lambda| = 1 \\ 0 & |\lambda| < 1 \end{cases}.
\]

which is either an identity or zero, depending on whether the states are identical. Therefore, a better quantity to consider is instead the overlap density, which is equal to the absolute value of the leading eigenvalue of the transfer matrix \( |\lambda| \), satisfying the relation

\[
\log|\lambda| = \lim_{N \to \infty} \frac{1}{N} \log|\xi|.
\]

#### 2. Evaluating local observables

One can evaluate the expectation value of an local ob-

servables with respect to the state \( |\psi_L(\theta')\rangle \) following the equation

\[
\langle \hat{O} \rangle = \frac{\langle \psi_R(\theta') | \hat{O} | \psi_L(\theta') \rangle}{\langle \psi_R(\theta') | \psi_L(\theta') \rangle} = \frac{\langle \psi_L(\theta') | \hat{O} | \psi_L(\theta') \rangle}{\langle \psi_L(\theta') | \psi_L(\theta') \rangle}.
\]

The last expression can be evaluated with the right en-

vironment in the density matrix form, which satisfies the fixed-point equations. This is the approach taken by [21, 22]. Here, assuming we have the (approximately) identical state in left and right representation, we take an alternative approach and approximate the expression by

\[
\langle \hat{O} \rangle \approx \frac{\langle \psi_R(\theta') | \hat{O} | \psi_L(\theta') \rangle}{\langle \psi_R(\theta') | \psi_L(\theta') \rangle} + O \left( \frac{\Delta}{\lambda_1 - \lambda_2} \right).
\]

The expectation value is now evaluated utilizing the mixed representation of the transfer matrix. Here, \( \Delta \) is the norm difference between the tensors per site describing the states when collapsing the circuit to uniform MPS form, and \( \lambda_1, \lambda_2 \) are the leading and second leading eigen-

values of the transfer matrix of the state \( |\psi_L(\theta')\rangle \). Therefore, the expression is exact when \( |\psi_L(\theta')\rangle \) and \( |\psi_R(\theta)\rangle \) are exactly the same state. The expression is a valid approximation, when the the norm difference is smaller than the size of the gap in the transfer matrix of the physical state \( |\psi_L(\theta')\rangle \).

In the simpler case where \( |\psi_L(\theta')\rangle \) and \( |\psi_R(\theta)\rangle \) repre-

sent exactly the same physical state, we can always absorb the phase factor into one of the state unitaries such that \( \lambda = 1 \). The numerator and the denominator are then reduced to

\[
\langle \psi_R(\theta) | \hat{O} | \psi_L(\theta') \rangle = \langle l, 0 | \hat{U}_R^T \hat{O} \hat{U}_L | 0, r \rangle
\]

\[
\langle \psi_R(\theta) | \psi_L(\theta') \rangle = \langle l | r \rangle
\]

following the definition of the environments. Therefore, we can transform the infinite circuit \( \langle \psi_R(\theta) | \hat{O} | \psi_L(\theta') \rangle \) shown in Fig. 1 (a) into the finite circuit \( \langle l, 0 | \hat{U}_R^T \hat{O} \hat{U}_L | 0, r \rangle \) given in Fig. 1 (d), which can be implemented on a quantum computer.

If \( |\psi_L(\theta')\rangle \) and \( |\psi_R(\theta)\rangle \) are not identical, the numerator is suppressed by the additional factor \( \lambda^{N-1} \) which cancels out mostly with the additional factor in the denominator.
\[ \lambda^N, \text{ leading to the expression} \]
\[ \langle \hat{O} \rangle \approx \lim_{N \to \infty} \frac{\lambda^{N-1} \langle l, 0| \hat{U}_L^{L} \hat{O} \hat{U}_L| r, 0 \rangle}{\lambda^N \langle l|r \rangle} = \frac{\langle l, 0| \hat{U}_L^{L} \hat{O} \hat{U}_L| r, 0 \rangle}{\lambda \langle l| r \rangle}. \]  

(B7)

The expression suggests that for generic cases, one shall also take into account the contribution from \( \lambda \neq 1 \).

3. Derivative of the transfer matrix

In this appendix, we derive the expression for the derivative of leading eigenvalue of the transfer matrix with respect to the state unitary. Consider the transfer matrix \( \hat{T}(\theta) \) depending on variational parameters \( \theta \) and its left and right environments \( |l(\theta)\rangle, |r(\theta)\rangle \), such that \( \hat{T}(\theta)|r(\theta)\rangle = \lambda(\theta)|r(\theta)\rangle \), \( \hat{T}^\dagger(l(\theta))|l(\theta)\rangle = \lambda^*(\theta)|l(\theta)\rangle \). Therefore, the environments and the leading eigenvalue depend on \( \theta \). We express the leading eigenvalue of the transfer matrix as

\[ \lambda = \frac{\langle l|\hat{T}|r \rangle}{\langle l| r \rangle}, \]  

(B8)

where the \( \theta \)-dependence is omitted for the sake of notation. Taking derivative with respect to \( \theta \), we obtain

\[ \nabla \lambda = \frac{\langle l|\nabla \hat{T}|r \rangle + \langle l|\nabla \hat{T} \nabla r \rangle + \langle l|\hat{T}\nabla l \rangle - \lambda \langle l|\nabla l \rangle + \langle l|\nabla r \rangle}{\langle l| r \rangle}. \]  

(B9)

Using \( \hat{T}|r \rangle = \lambda|r \rangle \) and \( \langle l|\hat{T} = \lambda\langle l| \rangle \), we note that the first and third terms in the first fraction cancel out with the second fraction, leaving

\[ \nabla \lambda = \frac{\langle l|\nabla \hat{T}|r \rangle}{\langle l| r \rangle}. \]  

(B10)

4. Post-selection probability

Consider an arbitrary \( N \)-qubit vector \( |\psi\rangle \) parameterized by a unitary \( \hat{E}_v \) such that \( |\psi\rangle = \hat{E}_v|0_\ldots\rangle \), and the (mixed) transfer matrix given by \( \hat{T} = \langle 0_{\text{last}}|U_R^{\dagger}U_L|0_{\text{first}} \rangle \), acting on \( N \) qubits as shown in Fig. 1(c). The action of the transfer matrix on the vector reads

\[ \hat{T}|\psi\rangle = \hat{T}\hat{E}_v|0_\ldots\rangle_{\text{last}} \]
\[ = \langle 0_{\text{last}}|U_R^{\dagger}U_L(1 \otimes \hat{E}_v)|0_{\text{first}}\ldots0_{\text{last}} \rangle. \]  

(B11)

Therefore, the probability of measuring \( |0_{\text{last}}\rangle \), i.e., \( |0\rangle \) on the last qubit, is given by

\[ P(0) = \|\hat{T}|\psi\rangle\|^2. \]  

(B12)

Note that by definition, the leading eigenvalue of the transfer matrix is unity and the absolute value of the leading eigenvalue of any mixed transfer matrix is equal or less than unity.

We see that the probability is unity if the input vector is the environment \( |r\rangle \), i.e., the leading eigenvector of the transfer matrix \( \hat{T} \), since in such case \( P(0) = \|\hat{T}|r\rangle\|^2 = |\lambda|^2 = 1 \). For an arbitrary input state \( |\nu\rangle \), the probability can be expressed as

\[ P(0) = \|\hat{T}|\nu\rangle\|^2 = \sum_i |c_i|^2 |\lambda_i|^2, \]  

(B13)

where \( c_i \) is the coefficient of the eigenbasis of \( \hat{T} \). As a result, the probability \( P(0) \) is lower bounded by the square of the coefficient \( |c_1|^2 \) corresponding to the leading eigenvector. We note that \( |c_1|^2 \) is close to unity in the case of Algorithm 1 if we initialize the vector using the environments from the previous time step.

Furthermore, the above property motivates an alternative algorithm for obtaining the environments by maximizing probability \( P(0) \) using gradient ascent methods. This algorithm is potentially more efficient as it only requires the measurement of the last qubit, with gradients measured in absence of ancilla qubits using only the well-known parameter shift rule [33].

Appendix C: Details of classical optimization of l-USC

In this appendix, we provide details on optimization of l-USC that we perform in the course of classical simulation of the time evolution algorithm.

1. Unitary parametrization and reunitarization

Optimization of the l-USC ansatz and environments, is performed with the gradient descent method. To incorporate the gradient descent method with the quantum circuits running on a quantum computer, one can employ the decomposition of a general two-qubit gate into 15 gates of the form

\[ \hat{u}(\alpha) = \exp(\imath a \sigma^a \otimes \sigma^b), a \in \{\hat{I}, \hat{X}, \hat{Y}, \hat{Z}\}, \]  

(C1)

introduced in Ref. [33]. These gates have an important property, \( \partial_\alpha \hat{u}(\alpha) = \hat{u}(\alpha + \pi/2) \), i.e. the derivative of these unitary gates is also unitary. This results in all derivatives of \( \hat{U}_{RL}(\theta) \) or environments being unitary.

In classical optimization, we store \( N \times N \) unitaries directly using \( 2N^2 \) parameters, which is redundant, but significantly speeds-up the optimization. To ensure correctness of the algorithm, after each finite gradient descent step, we reunitarize a gate \( \hat{U} \) by (i) performing the singular value decomposition \( \hat{U} = \hat{V}^\dagger \hat{D} \hat{W} \) with \( \hat{D} \) being a diagonal matrix with singular values and (2) replacing \( \hat{D} \) with a unity matrix: \( \hat{U} \rightarrow \hat{V}^\dagger \hat{W} \).
2. Derivative with respect to a gate

The main building block of the optimization is obtaining derivatives of the expectation values. The outlined recipe is applicable not only to two-qubit gates, used in the case of layered state or environment, but also to larger unitaries, used in the optimization of the dense (exact) environment or d-USC. Consider an expectation value (generally, a scalar complex-valued function) that depends on a set of unitary gates \( \lambda(\hat{U}_1, \hat{U}_2, \ldots, \hat{U}_N) \).

To compute the derivative with respect to \( \hat{U}_k \), any such scalar expectation can be written as \( \lambda = \text{Tr} \hat{U}_k \hat{W}_k^\dagger \), with some \( \hat{W}_k \) depending on the remaining unitaries. Therefore, the derivative reads:

\[
\frac{\partial \lambda}{\partial \hat{U}_k} = \hat{W}_k. \tag{C2}
\]

3. Environment optimization

If the proposed time-evolution algorithm is performed using the a dense representation of environments, the environment is obtained by finding the eigenvector of the transfer matrix with largest magnitude of eigenvalue using the Arnoldi iteration method.

If the environments are in the layered representation, we first obtain the exact dense environment \( |E_{\text{exact}}\rangle \) using the Arnoldi iteration, and then obtain the two-qubit gates of the approximating environment by maximizing the overlap \( |\langle E_{\text{layered}} | E_{\text{exact}} \rangle|^2 \). In such case, instead of performing a gradient descent with the gradient computed using Eq. (C2), we employ the polar decomposition rule [51]. The polar decomposition rule utilizes the fact that the expectation \( \lambda = \text{Tr} \hat{U}_k \hat{W}_k^\dagger \) is maximized over all possible unitaries by taking \( \hat{U}_k \) as the reunitarization of \( \hat{W}_k \). Thus, to optimize a layered environment, we sweep sequentially over all two-qubit gates in \( |E_{\text{layered}}\rangle \) and change them using the polar decomposition rule. We stop when the overlap between the environments obtained on two consecutive sweeps exceeds \( 1 - 10^{-10} \). For any \( N_q \) and at any \( tJ \), the required number of such sweeps never exceeds 10.

4. Details of gradient descent method and stopping criteria

In classical simulation of the proposed algorithm, we employ the redundant parametrization of the unitaries. First, having computed the gradient of \( |\lambda|^2 \) with respect to a unitary \( \hat{U}_k \), \( \hat{D}_k \equiv \partial |\lambda|^2 / \partial \hat{U}_k = 2 \text{Re} [\lambda^* \partial \lambda / \partial \hat{U}_k] \), we project this gradient onto the tangent space of the manifold of \( N \times N \) unitary matrices:

\[
\hat{D}_k \rightarrow \hat{D}_k - \frac{1}{2} \hat{U}_k \hat{U}_k^\dagger \hat{D}_k + \frac{1}{2} \hat{U}_k \hat{D}_k^\dagger \hat{U}_k. \tag{C3}
\]

The resulting unitary is reunitarized.

We employ the ADAM optimizer [52] with the learning rate \( \eta = 3 \times 10^{-3} \). These two modifications improve the convergence of the algorithm. The optimization finished when the improvement of the leading eigenvalue of the transfer matrix between the two consecutive iterations was less than \( 10^{-10} \).

Lastly, to speed-up the Arnoldi iteration method, we

![FIG. 8. The total number of the gradient descent iterations \( N_{\text{Iter}}(N_q) \) required to reach the time \( t^* J \) using the procedure discussed in this this Appendix.](image)

![FIG. 9. (a) Fidelity density between the quasi-exact solution and the l-USC ansatz at \( M_U = 1 \) or uniform MPS at \( \chi = 2^{N_q-1} \) as a function of \( tJ \) at \( g/J = 1.0 \), \( h/J = 0.0 \). (b) Entanglement entropy as a function of \( tJ \). The solid line represents the quasi-exact solution. (c-d) Same results for the case \( g/J = h/J = 1.0 \).](image)
employed the graphical processing units (GPU) Nvidia V100.

5. The total number of gradient iterations

The number of gradient iterations required to perform time-evolution from time 0 to $t^*$ with the stopping criteria discussed in this Appendix, is proportional to the total potential hardware run time. Therefore, its scaling is important for the possible future implementation of the outlined algorithm.

In Fig. 8, we show the total number of gradient descent iterations as a function of $N_q$, for the case of the exact environment and non-integrable case $h/J = g/J = 1$. From the data, the scaling is not worse than linear.

Appendix D: Sufficiency (and non-sufficiency) of the $M_U = 1$ unitary decomposition

In this appendix, we demonstrate that the accuracy of the time-evolved $M_U = 1$ l-USC ansatz corresponds to the accuracy of the full dense d-USC time-evolved wave function in the integrable $h/J = 0$ case, which does not hold in the $h/J > 0$ scenario. More precisely, we show in Appendix H that the Gaussian $M_U = 1$ l-USC is exactly equivalent to the Gaussian d-USC for the same $N_q$. To obtain the d-USC ansatz wave function at $N_q$, we optimize the uniform MPS at $\chi = 2^{N_q - 1}$ using the classical iTEBD algorithm. In Fig. 9 we show the fidelity densities and entanglement entropies in the both layered and full dense cases.

In Fig. 9 (a), the infidelity of the uniform MPS differs in the small $tJ$ region, where the infidelity is vanishing, due to different optimization protocols: in the case of the l-USC ansatz, the gradient descent is used, while uniform MPS is optimized using the singular-value decomposition and provides best possible approximation at each time step. Nevertheless, the locations of crossing of the $10^{-4}$ infidelity threshold coincide within our resolution. Therefore, increasing $M_U$ would not improve the l-USC ansatz performance, as it is bounded from above by the uniform MPS performance at $\chi = 2^{N_q - 1}$.

Then, in Fig. 9 (b), we show the entanglement entropy obtained within both the approaches. Similarly, the curves are almost identical in the whole course of time evolution.

Importantly, as shown in Fig. 9 (c-d), unlike the $h/J = 0$ case, in the non-integrable $h/J = 1$ setup, $M_U = 1$ is only enough to obtain the full accuracy of the $\chi = 2$ d-USC ansatz, corresponding to the $N_q = 2$ l-USC. At $N_q > 2$, the d-USC ansatz at the bond dimension $\chi$ shows better accuracy than the l-USC wave function at $N_q = \log_2 \chi - 1$ with $M_U = 1$. This suggests that the integrability is the key element to the sufficiency of $M_U = 1$ in Fig. 9 (a-b).

Appendix E: The accumulated error $M$ measure

During a realistic optimization on a quantum hardware, one has no access to the quasi-exact time-evolved state. Thus, in order to estimate the current error, one can instead define an accumulated error measure

$$M(t) = 1 - \prod_{i<t} |\lambda_i|^2, \quad (E1)$$

which is the deviation of the product of leading eigenvalues of the transfer matrices from unity. Such measure, in case of absence of Trotter errors, should serve as an upper bound for the infidelity $1 - F \leq M$.

However, in this work, we obtain the exact wave function by running a classical iTEBD algorithm at high bond dimension, which breaks translation symmetry to two-site emergent unit cell, while in proposed algorithm we use a second-order translational invariant Trotterization. This discrepancy breaks the inequality, however, the two measures are still strongly correlated. To see this, in Fig. 10 we show the dependence of the true time-evolution infidelity $1 - F(t)$ and the accumulated error measure. We observe that the two measures cross the $10^{-4}$ threshold at close moments of time.

Appendix F: Environment representation complexity

In this appendix, we present additional data illustrating the capacity of the layered representation of environment. In Fig. 11 we show the norm of discrepancy between the exact environment and the layered environment at $M_E$ layers as a function of $tJ$. The exact environments were obtained within the time-evolution of the l-USC ansatz with $N_q = 6$ at $g/J = 1.0$. The maximum evolution time $tJ$ is such that the overlap density
We repeat the measurement scheme in several runs, each time sampling new single-qubit matrices $\hat{v}$.

**Appendix H: Sufficiency of $M_U = 1$ in the integrable case**

In this Appendix, we explain why in the integrable case $\hbar = 0$, l-USC with $M_U = 1$ is enough to obtain the maximum reachable time available at given $N_q$. This includes a proof and a conjecture. We first show that any Gaussian l-USC with $M_U > 1$ can be reduced to a Gaussian l-USC with $M_U = 1$ of the same $N_q$. We then discuss the conjecture that in the integrable case $\hbar = 0$, at given $N_q$, the optimal d-USC approximating the time-evolved state is a $N_q$-qubit Gaussian.

A Gaussian l-USC is defined as a l-USC ansatz consisting of two-site Gaussian unitaries, i.e., $\hat{U} = e^{i\hat{h}}$ where $\hat{h}$ is a two-site free-fermion Hamiltonian. These unitaries are also known as the matchgates and we use both terms interchangeably. Importantly, matchgates are closed under multiplication, i.e., remain matchgates, and satisfy the quantum Yang-Baxter equation [53], which is shown in Fig. 12. In the figure, the gates after the $\sim$ sign may have different parameters, but they remain within the matchgates family. We now show that with the merging operation and Yang-Baxter equation, we can reduce any $M_U$ circuit to $M_U = 1$ [54].

To prove that any Gaussian l-USC with $M_U > 1$ can be transformed into $M_U = 1$ case with the same $N_q$, we need additional relations that will be useful. We present these operations in Fig. 13. With these operations, we can show by induction that the above statement is true. As an illustration, in Fig. 14 we show the $N_q = 4, M_U = 3$ ansatz. In the infinite uniform circuit, we select a pivotal point (blue line) and reduce the unitaries adjacent to this point. First, in Fig. 14 (a), we apply the block reduction operation (5) to the unitaries that are reduced. Then, in Fig. 14 (b-c), we apply the Yang-Baxter and Merge operations (1+2) to remove the unitaries beyond a single layer as shown in Fig. 14 (d). Therefore, the unitaries adjacent to the pivotal point can be reduced to the $M_U = 1$ form, and the procedure can be repeated by iteratively moving the pivotal point.

We show that the $M_U = 1$ l-USC is equivalent to arbitrary $M_U$ l-USC when the underlying unitaries are matchgates [53, 54]. The proof further implies that a Gaussian d-USC of a given $N_q$ can be exactly represented as a l-USC with the same $N_q$ and $M_U = 1$. Since a Gaussian unitary gate acting over $N_q$ qubits can be exactly represented as a brickwall circuit using $N_q$ matchgates [55], any d-USC composed of Gaussian unitary acting over $N_q$ qubits is equivalent a $M_U = 1$ l-USC with the same $N_q$ by folding the circuits using the operations introduced above.

Finally, we conjecture that the optimal d-USC with a fixed $N_q$ approximating the time evolved state $e^{-i\hbar t}\ket{00\ldots0}$ is Gaussian, where the integrable Hamiltonian
FIG. 13. (a) Generalized Yang-Baxter transformation (3). To derive it, we repeatedly apply (1). (b) Absorption operation (4). After applying (3) to the green gates, the highlighted (orange) gate can be merged using (2). (c) Block reduction operation (5) by repeatedly applying (4).

FIG. 14. Graphical proof of the theorem. The blue line represents the pivotal point that indicates with unitaries are being simplified.

Gaussian $\hat{H}$ is defined as in Eq. (8) with $h = 0$ and a Gaussian d-USC is defined as a d-USC consisting of Gaussian unitaries. Note that the conjecture implies that the optimal l-USC with a fixed $N_q$ approximating the time evolved state $e^{-i\hat{H}t}|0\rangle$ is also Gaussian. This is because that if, at a given $N_q$, there exists a l-USC with some $M_U$ that is non-Gaussian but approximates the state better than the optimal Gaussian l-USC, then there exists a non-Gaussian d-USC of the same $N_q$ that gives a better approximation than Gaussian d-USC of the same $N_q$, which contradict our conjecture. This conjecture implies that we shall observe the same accuracy for numerical simulation using uniform MPS (d-USC) and the l-USC with $M_U = 1$. Indeed, for all the numerical simulations performed in this work in the integrable $h = 0$ case as shown in Fig. 9 we observed the expected agreement.
Appendix I: The equivalence of fixed points

In this appendix, we show that the left and right environments (fixed points), of the l-USC transfer matrix in mixed representation are identical up to complex conjugation. Because of the formal equivalence between uniform MPS and d-USC shown in Appendix A, we first show such property held in case of uniform MPS. Consider a uniform MPS in the Λ–Γ canonical form [5, 56]

\[ |\Psi\rangle = \ldots \Lambda \Gamma \Lambda \Gamma \Lambda \Gamma \Lambda \ldots, \]

where \( \Lambda \) is a positive-valued diagonal matrix, encoding the Schmidt values. The combinations of \( \Lambda \) and \( \Gamma \) give the left (normalized) isometric tensor \( A = \Lambda \Gamma \) and the right (normalized) isometric tensor \( B = \Gamma \Lambda \). The overlap between the same physical state and itself is given as the following equation:

\[ \langle \Psi | \Psi \rangle = \ldots \Lambda^* \Gamma^* \Lambda^* \Gamma^* \Lambda^* \Gamma^* \Lambda^* \ldots. \]

The transfer matrix in the mixed representation is constructed with the left isometric tensor \( A = \Lambda \Gamma \) colored in light red and the right isometric tensor \( B^* = \Gamma^* \Lambda^* \) colored in light green. From the left and right isometric conditions, we see that the left and right environments are simply \( \Lambda^* \) and \( \Lambda \), respectively. In this specific case, since the diagonal matrix \( \Lambda \) is real and positive, the left and right environments are identical.

In the above case, we consider the isometries with gauge fixing, leading to the Λ–Γ canonical form. In general, the d-USC is equivalent to uniform MPS in isometric form without gauge fixing. That is we are allowed to insert identity operators \( U^T U = 1 \) and \( V^T V = 1 \) to the left and the right of the \( \Lambda \) tensor, respectively, where the \( U \) and \( V \) are arbitrary unitaries. Similarly, the transfer matrix is constructed by the left and right isometric tensors describing the same physical state, but now, in arbitrary gauge. The overlap is then given by the equation

\[ \langle \Psi | \Psi \rangle = \ldots U_1^T \Lambda^* V_1^T \Gamma^* V_2^T \Lambda V_1^T \Gamma V_2 \ldots. \]

As a result, the left isometric tensor is now given by \( A = U_1 \Lambda U_1^T \) colored in light red and the right isometric tensor is given by \( B^* = V_2^T \Gamma^* \Lambda^* V_2^T \) colored in light green. Similarly, by isometric conditions, the left environment is \( U_1^T \Lambda^* V_2^T \) while the the right environment is \( U_1 \Lambda V_1^T \). Therefore, the left environment and the right environment is identical up to complex conjugation.

Since any l-USC state can be viewed as a d-USC state, the statement also applies to the l-USC ansatz: when the l-USC transfer matrix is constructed in the mixed representation, the left and right environments are identical up to complex conjugation.

[1] J.-S. Caux and F. H. L. Essler, Time evolution of local observables after quenching to an integrable model, Phys. Rev. Lett. 110, 257203 (2013).
[2] J. De Nardis, L. Piroli, and J.-S. Caux, Relaxation dynamics of local observables in integrable systems, Journal of Physics A: Mathematical and Theoretical 48, 43FT01 (2015).
[3] L. Piroli, E. Vernier, P. Calabrese, and B. Pozsgay, Integrable quenches in nested spin chains i: the exact steady states, Journal of Statistical Mechanics: Theory and Experiment 2019, 063103 (2019).
[4] S. R. White, Density matrix formulation for quantum renormalization groups, Phys. Rev. Lett. 69, 2863 (1992).
[5] U. Schollwöck, The density-matrix renormalization group in the age of matrix product states, Annals of Physics 326, 96 (2011).
[6] J. I. Cirac, D. Pérez-García, N. Schuch, and F. Verstraete, Matrix product states and projected entangled pair states: Concepts, symmetries, theorems, Rev. Mod. Phys. 93, 045003 (2021).
[7] S. Paeckel, T. Köhler, A. Swoboda, S. R. Manmana, U. Schollwöck, and C. Hubig, Time-evolution methods
for matrix-product states, Annals of Physics 411, 167998 (2019).

[8] T. Prosen and M. Žnidarič, Matrix product simulations of non-equilibrium steady states of quantum spin chains, Journal of Statistical Mechanics: Theory and Experiment 2009, P02035 (2009).

[9] J. Cui, J. I. Cirac, and M. C. Bañuls, Variational matrix product operators for the steady state of dissipative quantum systems, Physical review letters 114, 220601 (2015).

[10] T. Rakovszky, C. von Keyserlingk, and F. Pollmann, Dissipation-assisted operator evolution method for capturing hydrodynamic transport, Physical Review B 105, 075131 (2022).

[11] D. Bluvstein, A. Omran, H. Levine, A. Keesling, G. Semeghini, S. Ebadi, T. T. Wang, A. A. Michailidis, N. Maskara, W. W. Ho, S. Choi, M. Serbyn, M. Greiner, V. Vuletić, and M. D. Lukin, Controlling quantum many-body dynamics in driven rydberg atom arrays, Science 371, 1355 (2021).

[12] A. J. Daley, I. Bloch, C. Kokail, S. Flannigan, N. Pearson, M. Troyer, and P. Zoller, Practical quantum advantage in quantum simulation, Nature 607, 667 (2022).

[13] N. Wiebe, D. W. Berry, P. Hoyer, and B. C. Sanders, Simulating quantum dynamics on a quantum computer, Journal of Physics A: Mathematical and Theoretical 44, 445308 (2011).

[14] A. M. Childs and Y. Su, Nearly optimal lattice simulation by product formulas, Physical review letters 123, 050503 (2019).

[15] Y. Li and S. C. Benjamin, Efficient variational quantum simulator incorporating active error minimization, Physical Review X 7, 021050 (2017).

[16] S.-H. Lin, R. Dilip, A. G. Green, A. Smith, and F. Pollmann, Real- and imaginary-time evolution with compressed quantum circuits, PRX Quantum 2, 10.1103/prxquantum.2.010342 (2021).

[17] S. Barison, F. Vicentini, and G. Carleo, An efficient quantum algorithm for the time evolution of parameterized circuits, Quantum 5, 512 (2021).

[18] S. Barison, F. Vicentini, I. Cirac, and G. Carleo, Variational dynamics as a ground-state problem on a quantum computer (2022).

[19] M. Benedetti, M. Fiorentini, and M. Lubasch, Hardware-efficient variational quantum algorithms for time evolution, Phys. Rev. Research 3, 033083 (2021).

[20] C. M. Keever and M. Lubasch, Classically optimized hamiltonian simulation (2022).

[21] F. Barratt, J. Dborin, M. Bal, V. Stojevic, F. Pollmann, and A. G. Green, Parallel quantum simulation of large systems on small NISQ computers, npj Quantum Information 7, 10.1038/s41534-021-00420-3 (2021).

[22] J. Dborin, V. Wimalaweera, F. Barratt, E. Ostby, T. E. O’Brien, and A. G. Green, Simulating groundstate and dynamical quantum phase transitions on a superconducting quantum computer, Nature Communications 13, 5977 (2022).

[23] C. Schön, E. Solano, F. Verstraete, J. I. Cirac, and M. M. Wolf, Sequential generation of entangled multiqubit states, Physical review letters 95, 110503 (2005).

[24] C. Schön, K. Hammerer, M. M. Wolf, J. I. Cirac, and E. Solano, Sequential generation of matrix-product states in cavity qed, Physical Review A 75, 032311 (2007).

[25] G. Vidal, Classical simulation of infinite-size quantum lattice systems in one spatial dimension, Phys. Rev. Lett. 98, 070201 (2007).

[26] J. I. Cirac, D. Perez-Garcia, N. Schuch, and F. Verstraete, Matrix product states and projected entangled pair states: Concepts, symmetries, theorems, Reviews of Modern Physics 93, 045003 (2021).

[27] F. Verstraete, T. Nishino, U. Schollwöck, M. C. Bañuls, G. K. Chan, and M. E. Stoudenmire, Density matrix renormalization group, 30 years on, Nature Reviews Physics , 1 (2023).

[28] S. Lee, J. Lee, H. Zhai, Y. Tong, A. M. Dalzell, A. Kumar, P. Helms, J. Gray, Z.-H. Cui, W. Liu, et al., Evaluating the evidence for exponential quantum advantage in ground-state quantum chemistry, Nature Communications 14, 1952 (2023).

[29] R. Haghshenas, J. Gray, A. C. Potter, and G. K.-L. Chan, Variational power of quantum circuit tensor networks, Physical Review X 12, 10.1103/physrevx.12.011047 (2022).

[30] Following the naming scheme in [29], our ansatz is the uniform qMPS-L. The direction of the application of layered 2-site gates is, however, the opposite.

[31] D. M. Greenberger, M. A. Horne, and A. Zeilinger, Going beyond bell’s theorem, Bell’s theorem, quantum theory and conceptions of the universe , 69 (1989).

[32] B. Jolst, A. Smith, and F. Pollmann, Finite-depth scaling of infinite quantum circuits for quantum critical points, Physical Review Research 4, 033118 (2022).

[33] G. E. Crooks, Gradients of parameterized quantum gates using the parameter-shift rule and gate decomposition (2019).

[34] We note that the number of parameters can be reduced considering the redundancy of the consecutive single-qubit gates.

[35] This is in contrast to the classical iTEBD algorithm, where the evolution unitaries at even and odd chain sites are applied consequently, which results in two-site unit cell [25, 56].

[36] J. G. Vidal and D. O. Theis, Calculus on parameterized quantum circuits, arXiv preprint arXiv:1812.06323 (2018).

[37] K. M. Nakamishi, K. Fujii, and S. Todo, Sequential minimal optimization for quantum-classical hybrid algorithms, Physical Review Research 2, 043158 (2020).

[38] R. M. Parrish, J. T. issue, A. Ozaeta, and P. L. Mcmahon, A jacobi diagonalization and anderson acceleration algorithm for variational quantum algorithm parameter optimization, arXiv preprint arXiv:1904.03206 (2019).

[39] M. Ostaszewski, E. Grant, and M. Benedetti, Structure optimization for parameterized quantum circuits, Quantum 5, 391 (2021).

[40] M. Otten, C. L. Cortes, and S. K. Gray, Noise-resilient quantum dynamics using symmetry-preserving ansatzes, arXiv preprint arXiv:1910.06284 (2019).

[41] Y. L. Lim, S. D. Barrett, A. Beige, P. Kok, and L. C. Kwek, Repeat-until-success quantum computing using stationary and flying qubits, Physical Review A 73, 10.1103/physreva.73.012304 (2006).

[42] K. Mitarai and K. Fujii, Methodology for replacing indirect measurements with direct measurements, Physical Review Research 1, 10.1103/physrevresearch.1.013006 (2019).

[43] Generalization to a Hamiltonian with longer-range interaction acting between qubits separated by $d$ would
require a transfer matrix in Fig.2 act on $2N_q - 2 + d$ qubits.

[44] S. Gopalakrishnan and A. Lamacraft, Unitary circuits of finite depth and infinite width from quantum channels, Physical Review B 100, 064309 (2019).

[45] T. Kosugi, Y. Nishiya, and Y.-i. Matsushita, Probabilistic imaginary-time evolution by using forward and backward real-time evolution with a single ancilla: first-quantized eigensolver of quantum chemistry for ground states (2021).

[46] Z.-Y. Wei, D. Malz, and J. I. Cirac, Sequential generation of projected entangled-pair states, Phys. Rev. Lett. 128, 010607 (2022).

[47] L. Slattery and B. K. Clark, Quantum circuits for two-dimensional isometric tensor networks (2021), arXiv:2108.02792 [quant-ph].

[48] T. Westerhout, ‘lattice-symmetries’: A package for working with quantum many-body bases, Journal of Open Source Software 6, 3537 (2021).

[49] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga, A. Desmaison, A. Köpf, E. Yang, Z. DeVito, M. Raison, A. Tejani, S. Chilamkurthy, B. Steiner, L. Fang, J. Bai, and S. Chintala, Pytorch: An imperative style, high-performance deep learning library (2019).

[50] N. Astrakhantsev, S.-H. Lin, F. Pollmann, and A. Smith, Time evolution of uniform sequential circuits (2022).

[51] G. Evenbly and G. Vidal, Algorithms for entanglement renormalization, Physical Review B 79, 10.1103/physrevb.79.144108 (2009).

[52] D. P. Kingma and J. Ba, Adam: A method for stochastic optimization (2014).

[53] D. Camps, E. Kökcü, L. Bassman Oftelie, W. A. De Jong, A. F. Kemper, and R. Van Beeumen, An algebraic quantum circuit compression algorithm for hamiltonian simulation, SIAM Journal on Matrix Analysis and Applications 43, 1084 (2022).

[54] B. Peng, S. Gulania, Y. Alexeev, and N. Govind, Quantum time dynamics employing the yang-baxter equation for circuit compression, Physical Review A 106, 10.1103/physreva.106.012412 (2022).

[55] R. Jozsa and A. Miyake, Matchgates and classical simulation of quantum circuits, Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences 464, 3089 (2008).

[56] R. Orús and G. Vidal, Infinite time-evolving block decimation algorithm beyond unitary evolution, Physical Review B 78, 10.1103/physrevb.78.155117 (2008).