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Abstract

The star-forming emission line galaxies (ELGs) with a strong [O II] doublet are one of the main spectroscopic targets for the ongoing and upcoming fourth-generation galaxy redshift surveys. In this work, we measure the [O II] luminosity \( L_{\text{[O II]}} \) and the absolute magnitude in the near-ultraviolet (NUV) band \( M_{\text{NUV}} \) for a large sample of galaxies in the redshift range \( 0.6 \leq z < 1.45 \) from the Public Data Release 2 (PDR-2) of the VIMOS Public Extragalactic Redshift Survey (VIPERS). We aim to construct the intrinsic relationship between \( L_{\text{[O II]}} \) and \( M_{\text{NUV}} \) through Bayesian analysis. In particular, we develop two different methods to properly correct for the incompleteness effect and observational errors in the [O II] emission line measurement. Our results indicate that the conditional distribution of \( L_{\text{[O II]}} \) at a given \( M_{\text{NUV}} \) can be well described by a universal probability distribution function (PDF), which is independent of \( M_{\text{NUV}} \) and redshift. Convolving the \( L_{\text{[O II]}} \) conditional PDF with the NUV luminosity function (LF) available in the literature, we make a prediction for [O II] LFs at \( z < 3 \). The predicted [O II] LFs are in good agreement with the observational results from the literature. Finally, we utilize the predicted [O II] LFs to estimate the number counts of [O II] emitters for the Subaru Prime Focus Spectrograph survey. This universal conditional PDF of \( L_{\text{[O II]}} \) provides a novel way to optimize the source targeting strategy for [O II] emitters in future galaxy redshift surveys, and to model [O II] emitters in theories of galaxy formation.

Unified Astronomy Thesaurus concepts: Emission line galaxies (459); Luminosity function (942); Redshift surveys (1378); Dark energy (351)

1. Introduction

Understanding the accelerating expansion of the universe is a central challenge for modern cosmology. In the current standard cosmological model, dark energy, which is introduced as a new form of energy, is thought to be responsible for the acceleration of the cosmic expansion. As powerful cosmological probes, baryon acoustic oscillations (BAOs, e.g., Cole et al. 2005; Eisenstein et al. 2005) and the redshift space distortion (RSD, e.g., Kaiser 1987) are expected to put tight constraints on the dark energy model as well as to test gravity theories by measuring the Hubble expansion rate and the structure growth rate respectively. Both probes require a sufficient number of galaxies with redshift in a large cosmic volume in order to minimize statistical errors. Making such a redshift survey is the goal of ongoing Stage-IV projects such as the Dark Energy Spectroscopic Instrument (DESI, DESI Collaboration et al. 2016), the Subaru Prime Focus Spectrograph (PFS, Takada et al. 2014), the 4-metre Multi-Object Spectroscopic Telescope (4MOST, de Jong et al. 2019), Euclid (Laureijs et al. 2011), and the Wide Field Infrared Survey Telescope (WFIRST, Green et al. 2012; Spergel et al. 2015).

For the purpose of studying the dark energy at medium and high redshifts, emission line galaxies (ELGs) whose spectra show significant emission line features are chosen as the primary targets for the redshift surveys. Among the emission lines commonly seen in galaxy spectra such as \( \text{H} \alpha \) (\( \lambda 6563 \)), [O III] (\( \lambda 4959, \lambda 5006 \)), \( \text{H} \beta \) (\( \lambda 4861 \)), and [O II] (\( \lambda 3726, \lambda 3729 \)), the forbidden [O II] line is one of the most prominent spectral lines because of its pronounced doublet shape, its strength, and its blue location in the rest frame. For instance, DESI (DESI Collaboration et al. 2016) plans to target a large number of ELGs with strong [O II] flux at \( 0.6 < z < 1.6 \) to achieve a high surface density of 2400 deg\(^{-2} \), while PFS (Takada et al. 2014) aims to observe [O II] emitters at \( 0.8 < z < 2.4 \) spanning a comoving volume \(~9\) Gpc\(^3 \). Before the spectroscopic observation, the [O II] emitter candidates will be pre-selected based on their photometric properties. In addition, the [O II] emission line is also an important indicator for the star formation rate (SFR) especially at high redshift (e.g., Kennicutt 1998; Kewley et al. 2004; Moustakas & Kennicutt 2006). Therefore, the [O II] luminosity function (LF), which describes the volume number density of [O II] emitters in a given luminosity bin, plays a significant role in effectively planning the future ELG surveys and studying the theory of galaxy formation. In the last two decades, through both the spectroscopic observations and narrow-band imaging, the [O II] LF has been measured at different redshifts (e.g., Gallego et al. 2002; Hippelein et al. 2003; Teplitz et al. 2003; Rigopoulou et al. 2005; Ly et al. 2007; Takahashi et al. 2007; Argence & Lamareille 2009; Zhu et al. 2009; Gilbank et al. 2010; Bayliss et al. 2011; Sobral et al. 2012, 2013, 2015; Ciardullo et al. 2013; Drake et al. 2013; Comparat et al. 2015, 2016; Khostovan et al. 2015; Hayashi et al. 2018; Saito et al. 2020), though the determination remains very uncertain at redshift \( z > 1.5 \).

Motivated by making a precise forecast for the expected number density of [O II] emitters, the main goal of this study is to predict the [O II] LF as well as its redshift evolution. In the last five years, a series of observational studies have been carried out to measure the LF not only for the [O II] line but also for other emission lines. For instance, Mehta et al. (2015) develop the \( \text{H} \alpha – \text{[O III]} \) bivariate line luminosity function for...
the ELG data of the WFC3 Infrared Spectroscopic Parallel Survey (WISP, Atek et al. 2010, 2011), and predict the Hα LF at z ∼ 2 using [O III] emitters. Also for the Hα emission line, Pozzetti et al. (2016) constructed three empirical models that can be used to estimate Hα LF at given redshift. Using a multicolor photometry sample of ELGs, Valentino et al. (2017) predict the Hα, Hβ, [O II], and [O III] line fluxes based on their SFR, stellar mass and some empirical recipes in order to compute the number counts for these ELGs. De Barros et al. (2019) connect the [O III] + Hβ flux with UV luminosity, and use this relation to predict [O III] + Hβ LF at z ∼ 8. Recently, Saito et al. (2020) model the emission line flux for Hα and [O II] by extracting information from the galaxy spectral energy distribution (SED) and then predict their number counts in the upcoming WFIRST and PFS surveys. Moreover, in addition to these observational studies, simulation and semianalytic models (SAMs) are also used to predict the emission line LFs (e.g., Park et al. 2015; Merson et al. 2018; Zhai et al. 2019; Favole et al. 2020). In particular, Favole et al. (2020) investigate the linear scaling relations between [O II] luminosity and other global galactic properties including SFR, age, stellar mass, and u- and g-band magnitudes, and use these proxies to estimate the [O II] LF.

In view of the fact that young, massive stars tend to produce intense UV radiation that can photoionize neutral oxygen atoms in the ionized regions (e.g., Oesterbrock 1974; Draine 2011), the [O II] emission line should be directly and tightly related to UV radiation. Accordingly, in this study, we attempt to construct the intrinsic relationship between the [O II] luminosity L_{OII} and absolute magnitude in the near-ultraviolet (NUV) band M_{NUV} using a large number of emission line galaxies from the VIMOS Public Extragalactic Redshift Survey (VIPERS,3 Guzzo et al. 2014; Garilli et al. 2014; Scodeggio et al. 2018). Compared with previous studies, we have paid special attention to the incompleteness of faint [O II] emitters in the observation. The incompleteness changes with the intrinsic line strength and with the redshift. We develop a statistical model to characterize this relation and derive its parameters from our sample with two different methods that properly correct the incompleteness effect. We find that after the incompleteness is properly corrected for, the intrinsic relation between the [O II] line and the NUV rest-frame magnitude is universal for galaxies at redshifts between 0.6 and 1.1. With this universal relation, we predict the [O II] LFs from NUV LFs at redshift z < 3, and find that our predicted [O II] LFs are broadly in good agreement with observed [O II] LFs in the literature, though the observed ones still have large uncertainties. The intrinsic relation will also be very useful for theoretically understanding the formation of [O II] lines in galaxies.

This paper is arranged as follows. We first introduce the observational data set and the [O II] flux measurement in Section 2. Then we illustrate the model and fitting approach in Section 3. The main results and the prediction of [O II] LF are presented in Section 4. Finally, we make a summary in Section 5. The cosmological parameters assumed throughout the paper are Ω_{Λ,0} = 0.7, Ω_{m,0} = 0.3, and H_0 = 70 km s^{-1} Mpc^{-1} at z = 0.

2. Data

In this section, we briefly introduce the galaxy samples used in this study. The [O II] emission line fluxes and NUV band absolute magnitudes M_{NUV} of these galaxies are measured by analyzing the spectroscopic data and multiband photometric data, respectively.

2.1. VIPERS

The galaxy sample is selected from the second data release (Scodeggio et al. 2018) of VIPERS, which provides measured spectra for ∼90,000 objects in two fields (W1 and W4) of the Canada–France–Hawaii Telescope Legacy Survey Wide (CFHTLS-Wide4). The spectroscopic observations were carried out by the VIMOS multi-object spectrograph (Le Fèvre et al. 2003) attached on the ESO Very Large Telescope (VLT). The spectra span wavelengths of 5500–9500 Å with moderate resolution (R ≈ 220). Combining their own WIRC observation with the photometric data from the T00075 release of the CFHTLS-Wide photometric survey, GALEX (Martin et al. 2005), and the VISTA Deep Extragalactic Observations (Jarvis et al. 2013), Moutard et al. (2016) constructed a multiband photometric catalog for the VIPERS sky footprints, called VIPERS Multi-Lambda Survey, that includes photometry at two UV bands, NUV and far-UV (FUV), five optical bands, u, g, r, i, and z, and one near-IR band, K_s or K_video (only for part of W1).

We need to take into account the observational effects of the VIPERS observation. Following their notions, we can decompose the observational effects of VIPERS into radial selection function and angular selection function. First, the radial selection function is induced by the pre-selection of color, which aims to ensure that only galaxies with redshift greater than 0.5 are included in the parent photometric sample. This effect can be quantified by the color sampling rate (CSR) which was estimated by Guzzo et al. (2014) as a function of redshift. At z < 0.6, CSR can be modeled as CSR(z) = \frac{1}{\pi} \arctan[b(z_1 - z)] where erf is the error function, and b = 10.8 and z_1 = 0.444 are the best-fit parameters. At z ≥ 0.6, the survey is highly complete for i_{AB} < 22.5 (i.e., CSR(z) = 1). As for the angular selection function, in addition to the photometric and spectroscopic masks, the target sampling rate (TSR) and the spectroscopic success rate (SSR) have been evaluated for each galaxy (Scodeggio et al. 2018). The former is the probability that a galaxy in the parent sample is selected for the spectroscopic observation, and the latter accounts for the probability that the spectrum was successfully obtained. Therefore, we weight every galaxy by the inverse of CSR, TSR, and SSR:

\[ w^d = \text{CSR}^{-1} \times \text{TSR}^{-1} \times \text{SSR}^{-1}. \] (1)

Nevertheless, as the strength of an [O II] emitter depends on the color, the intrinsic relation between [O II] and NUV may be biased by the color selection. Therefore, we restrict the galaxy sample to the range 0.6 ≤ z < 1.45 to ensure that CSR(z) = 1. Finally, only galaxies with secure redshift determination (i.e., redshift flags 2 to 9; Scodeggio et al. 2018) are used in our study.

2.2. Measurement of L_{OII} and M_{NUV}

The flux has been fully calibrated for the spectra of VIPERS galaxies (Garilli et al. 2014), thus we can directly use these cleaned spectra without extra correction for slit losses. For each
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3 http://vipers.maf.it

4 http://www.cfht.hawaii.edu/Science/CFHTLS/

5 http://www.cfht.hawaii.edu/Science/CFHTLS/T0007/
galaxy spectrum, we first shift it to the rest frame and then mask the pixels in the region centered at 3727 Å with width ±20 Å, which accounts for the broadening of spectral lines caused by the resolution $R = 220$ of the VIMOS spectrograph. The continuum is estimated by a sixth-order polynomial fitting in the range of 3727 ± 200 Å. After subtracting the continuum from the original spectra, we model the [O II] doublet by a single Gaussian profile rather than two Gaussian functions because of the limited spectral resolution. We use the Levenberg–Marquardt algorithm (Levenberg 1944; Marquardt 1963), which is an optimized least-squares method, to fit the subtracted spectrum and derive the best-fitting parameters as well as their covariance matrix. The flux of the [O II] emission line $F_{[\text{O II}]}$ is obtained from the best-fitting Gaussian profile, and its measurement uncertainty is estimated from the covariance matrix. In Appendix A, we check our [O II] measurement method by applying it to the spectra from the VIMOS VLT Deep Survey (VVDS, Le Fèvre et al. 2005, 2013) and comparing our results with the [O II] flux provided by Lamareille et al. (2009). There is a small systematic difference (less than 10%) between the two measurements, maybe due to the fact that they used a different method for the continuum fitting. Nevertheless, the two measurements agree well overall, and this slight difference does not significantly affect our subsequent conclusions. By applying our method to a total of 54,166 galaxies with the redshift flag ≥2 in the VIPERS sample, eventually we have detected the [O II] flux for 45,139 galaxies (i.e., $F_{[\text{O II}]} > 0$) with the error successfully calculated, see Appendix A for more details), of which 56,714 have signal-to-noise ratios (S/N) higher than 5.

We correct $F_{[\text{O II}]}$ for the foreground dust extinction of the Milky Way using

$$F_{[\text{O II}]}^\text{cor} = F_{[\text{O II}]} \times 10^{0.4(E(B-V)k(\lambda[\text{O II}])},$$

where $E(B-V)$ is the color excess taken from the dust map provided by Schlegel et al. (1998), and $k(\lambda)$ is the reddening curve from Calzetti et al. (2000). Then, we calculate [O II] luminosity $L_{[\text{O II}]}$ utilizing

$$L_{[\text{O II}]} = 4\pi F_{[\text{O II}]}^\text{cor} D_L^2,$$

where $D_L$ is the luminosity distance defined as

$$D_L(z) = (1 + z) \frac{c}{H_0} \int_0^z \frac{dz'}{\sqrt{\Omega_m(1 + z')^3 + \Omega_{\Lambda,0}}}.$$

Simultaneously, utilizing the eight-band photometric data from the VIPERS Multi-Lambda Survey, we perform SED template fitting to all galaxies using LE PHARE (Arnouts et al. 2002; Illbert et al. 2006) and derive their NUV band absolute magnitudes $M_{\text{NUV}}$ as well as other physical parameters such as mass, age, and SFR. In our SED fitting, the stellar population synthesis models are taken from the library provided by Bruzual & Charlot (2003) and the initial stellar mass function of Chabrier (2003) is adopted. We set three metallicities, 0.4 Z$_\odot$, 1 Z$_\odot$, and 2.5 Z$_\odot$, and consider a delayed star formation history (SFH) $\sim t \exp(-t/\tau)$ where the timescale $\tau$ uniformly spans the logarithmic space from $10^7$ yr to 1.258 × 10$^{10}$ yr. As for the dust extinction, the color excess $E(B-V)$ is taken from 0 to 0.5 and the starburst reddening curve (Calzetti et al. 2000) is applied to calculate the attenuation factor.

Figure 1 shows the two-dimensional joint probability distribution function (PDF) of $M_{\text{NUV}}$ and $L_{[\text{O II}]}$ for galaxies with S/N > 5 in different redshift bins. The color bars display the value of this joint PDF, which is calculated based on the kernel density estimate (KDE) with a Gaussian kernel. Clearly, the intensity of [O II] is tightly correlated with $M_{\text{NUV}}$. This phenomenon is expected, because galaxies with stronger UV radiation are more likely to photoionize neutral oxygen and produce stronger [O II] emission line.

3. Intrinsic Conditional Distribution Function

In this section, we will describe the methods we use to model the intrinsic conditional probability density distribution $p^{\text{int}}(L_{[\text{O II}]}|M_{\text{NUV}})$ from the observational data. We note that because of the given sensitivity, the observation may fail to yield an [O II] line detection for a relatively weaker emitter. This incompleteness depends on the strength and on the redshift of the emitters. We will pay particular attention to the incompleteness effect of the [O II] emission line measurement. Two methods are adopted to overcome the observational effects, and as will be shown, produce similar results.

3.1. Intrinsic Model

When predicting the [O II] LF from the NUV LF, the most critical step is to derive the intrinsic relation between $L_{[\text{O II}]}$ and $M_{\text{NUV}}$.

As shown in Figure 1, the mean relationship of $M_{\text{NUV}}$ and $\log L_{[\text{O II}]}$ can be reasonably described via a linear model. Additionally, at a given $M_{\text{NUV}}$, the dispersion of the $\log L_{[\text{O II}]}$ distribution is less than 1 dex. Considering the above two factors, we attempt to construct a linear model plus a skew-normal distribution (O’Hagan & Leonard 1976) for $p^{\text{int}}(L_{[\text{O II}]}|M_{\text{NUV}})$ that can be expressed as

$$p^{\text{int}}(L_{[\text{O II}]}|M_{\text{NUV}}) = \frac{2}{\omega} \phi\left(\frac{\log L_{[\text{O II}]} - \xi}{\omega}\right) \times \Phi\left(\frac{\log L_{[\text{O II}]} - \xi}{\omega}\right),$$

where $\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}$ denote the standard normal PDF and $\Phi(x) = \int_{-\infty}^{x} \phi(t) \, dt$ is defined as the cumulative distribution function (CDF). The parameters $\alpha, \omega (\alpha = 0$ for a normal distribution) and $\xi$ describe the skewness and scale of the skew-normal PDF, respectively; the location parameter $\xi = kM_{\text{NUV}} + b$ indicates the linear relation between $M_{\text{NUV}}$ and $\log L_{[\text{O II}]}$. It should be noticed that the location parameter $\xi$ is different from the location $\xi_{\text{max}}$ where the PDF reaches the maximum value. The latter is defined as the mode of this distribution and can also be regarded as the expectation value of $\log L_{[\text{O II}]}$ at given $M_{\text{NUV}}$. It can be numerically calculated from

$$\log L_{[\text{O II}]}^{\text{exp}} = \xi_{\text{max}} = kM_{\text{NUV}} + b + \omega m_0(\alpha),$$

where $m_0(\alpha)$ is accurately approximated (Azzalini 2013) as

$$m_0(\alpha) = \mu_{\zeta} - \frac{\gamma_1 \sigma_{\zeta}}{2} - \frac{\text{sgn}(\alpha)}{2} e^{-2\pi |\alpha|/\delta}.$$

with

$$\delta = \alpha/\sqrt{1 + \alpha^2},$$

$$\mu_{\zeta} = \sqrt{2}/\pi \delta, \quad \sigma_{\zeta} = \sqrt{1 - \mu_{\zeta}^2},$$

$$\gamma_1 = 4 - \pi (\delta^2/\pi^2)^{3/2}/(1 - 2\delta^2/\pi^3)^{1/2}.$$
In principle, the intrinsic distribution $p_{\text{int}}(L_{\text{OII}} | M_{\text{NUV}})$ may be described by other suitable statistical models. The skew-normal distribution is just one concise model that is simple and can describe the intrinsic distribution well.

3.2. Method 1

In order to derive the intrinsic model for $p_{\text{int}}(L_{\text{OII}} | M_{\text{NUV}})$, we must properly take into account the incompleteness introduced by the $L_{\text{OII}}$ measurement. That is, we should ensure that the $L_{\text{OII}}$ data are complete for a certain $M_{\text{NUV}}$. Nevertheless, for some [O II] emitters with weak emission lines or noisy spectra, it is difficult to derive their emission line profiles successfully, and thus these galaxies have low S/N of $L_{\text{OII}}$ measurement. Therefore, we regard only a measurement of S/N > 1 as meaningful.

For the purpose of overcoming this selection effect, in the first method (method 1) we attempt to construct a complete sample for $L_{\text{OII}}$ emitters. In analogy to defining TSR and SSR, we define the measurement success rate (MSR) as the probability that the line flux is successfully measured for a galaxy of given $M_{\text{NUV}}$ at redshift $z$. We divide the galaxies into two-dimensional bins according to their redshift and $M_{\text{NUV}}$. The black dashed line approximately represents the critical value $M_{\text{NUV}}^c$ dividing the plot into two regions: in the right region (to the right of the dividing line) the $F_{\text{OII}}$ measurement is highly complete, with MSR being greater than 0.9 at almost all grid points and reaching 0.95 overall in the region. In the left region the measurement could be very incomplete, the effect of which must be taken into account in the analysis. It should be noted that the measured $L_{\text{OII}}$ with low S/N may be fairly inaccurate even in the complete region. In other words, some galaxies with weak enough intrinsic [O II] luminosities may enter the

![Figure 1](image-url). Two-dimensional joint probability distribution function of $\log L_{\text{OII}}$ and $M_{\text{NUV}}$. Only galaxies with S/N of $L_{\text{OII}}$ greater than 5 are included. The color bar shows the value of the PDF at each pixel, which is calculated based on the kernel density estimate with a Gaussian kernel. The first three panels display the PDF in different redshift bins and the last one presents that in the range $0.6 \leq z < 1.45$. The number $N$ and weighted number $N^w$ of the galaxies used are also shown in the title of each panel. The red line (method 1) and black line (method 2), which often overlap each other, represent the expectation values $\log L_{\text{OII}}^{\text{exp}}$ at which the PDF of $L_{\text{OII}}$ reaches the maximum at given $M_{\text{NUV}}$ in the model (see Section 3.1). $\log L_{\text{OII}}^{\text{exp}}$ is calculated numerically via Equations (6) and (7) with our best-fit parameters shown in Table 1. Meanwhile, $\log L_{\text{OII}}^{\text{exp}}$ of the last panel is also plotted as the dotted lines in the first three panels, which show little evolution of the intrinsic relation $L_{\text{OII}} - M_{\text{NUV}}$ over the redshift range probed.
sample of $S/N > 1$ due to the photon noise in the measurements, and vice versa. To overcome the impurity and incompleteness effects, we must take the measurement uncertainties into consideration in our fitting process. As a result, for the $i$th galaxy in our sample, we assume that the observed $L_{i\text{[O II]}}^{\text{obs}}$ follow a Gaussian distribution for the given uncertainty $\sigma_{L_{i\text{[O II]}}}^{\text{i}}$, and convolve this error distribution with the intrinsic PDF $p_{\text{int}}^{\text{i}}(L_{i\text{[O II]}}, M_{\text{NUV}})$ to account for the observed PDF

$$p_{\text{obs}}^{\text{i}}(L_{i\text{[O II]}}, M_{\text{NUV}}, \sigma_{L_{i\text{[O II]}}}^{\text{i}}) = \int p_{\text{int}}^{\text{i}}(L_{i\text{[O II]}}, \theta, M_{\text{NUV}})$$

$$\times N(L_{i\text{[O II]}}, M_{\text{NUV}}, \sigma_{L_{i\text{[O II]}}}^{\text{i}}) \, dL_{i\text{[O II]}},$$

where the $\theta$ are the parameters of the intrinsic distribution (Equation (5)). Consequently, the logarithmic likelihood function $\mathcal{L}^{M1}$ for the first method $M1$ can be written as

$$\ln \mathcal{L}^{M1} = \sum_{i} w_{i} \ln p_{\text{obs}}^{\text{i}}(L_{i\text{[O II]}}, M_{\text{NUV}}, \sigma_{L_{i\text{[O II]}}}^{\text{i}})$$

where $w_{i}$ is the weight of the $i$th galaxy (Equation (1)).

According to the Bayesian statistical theory, the posterior probability of the model parameters is proportional to the product of the likelihood function and the prior probability

$$p(\theta | L_{i\text{[O II]}}, M_{\text{NUV}}, \sigma_{L_{i\text{[O II]}}}^{\text{i}}) \propto \mathcal{L}(L_{i\text{[O II]}}, \theta, M_{\text{NUV}}, \sigma_{L_{i\text{[O II]}}}^{\text{i}})$$

$$\times p(\theta | M_{\text{NUV}}, \sigma_{L_{i\text{[O II]}}}^{\text{i}}).$$

Moreover, in order to investigate the redshift evolution of the intrinsic distribution, we divide the data into five redshift bins: $0.6 \leq z < 0.7, 0.7 \leq z < 0.8, 0.8 \leq z < 0.9, 0.9 \leq z < 1.0, 1.0 \leq z < 1.1$. The numbers of galaxies we used to fit in each redshift bin are shown in Table 1. Considering the proportional relationship between the luminosity of the NUV radiation and the luminosity of the [O II] emission line, we fix the slope $k$ as $-0.4$. In fact, we have tried to set $k$ as a free parameter in the fitting, but we find that $k$ is indeed close to $-0.4$ in all redshift bins. We choose the flat prior distributions for the other three parameters: $-5 < \alpha < 5, 0.1 < \omega < 1, 0 < b < 50$.

We utilize the Markov Chain Monte Carlo (MCMC) approach to explore the space of the three parameters to obtain their posterior probability. A python package called emcee (Foreman-Mackey et al. 2013) is used to perform the MCMC sampling in the parameter space. We randomly assign initial positions for 30 chains and run each chain for 5000 steps. The first 300 steps (about 10 times the integrated autocorrelation time) of each chain are discarded to ensure the convergence of the MCMC samples. In Table 1, we show the fitting results of these parameters as well as their $1 \sigma$ error. We find that the parameters do not change significantly with redshift in the range $0.6 < z < 1.1$. This is very encouraging, because it implies that the parameters do not change with the NUV luminosity either, because the sample contains more NUV-luminous galaxies at a higher redshift. Therefore, we have also analyzed the entire sample of galaxies within the redshift range $0.6 < z < 1.45$, and we list their model parameters in Table 1. We display the joint posterior probability distribution for any two of the parameters $\alpha$, $\omega$, and $b$ as well as the marginalized probability distribution for a single parameter in Figure 3, obtained by method 1 for the entire sample.

Let us first check the mean relationship of $M_{\text{NUV}}$ and $L_{i\text{[O II]}}^{\text{exp}}$, which can be constructed with parameters $k$ and $b$. For the purpose of exploring the redshift evolution of this relationship, using Equations (6) and (7), we numerically compute $\log L_{i\text{[O II]}}^{\text{exp}}$ of the $L_{i\text{[O II]}}^{\text{exp}}$ PDF at given $M_{\text{NUV}}$ with the best-fit parameters in each redshift bin and show it in Figure 1 as a solid line. Meanwhile, $\log L_{i\text{[O II]}}^{\text{exp}}$ for the entire redshift range $0.6 < z < 1.45$ is also shown in the other panels as a dotted line. Although the best-fit $b$ is slightly different at various redshifts, the $\log L_{i\text{[O II]}}^{\text{exp}}$ does not indicate a significant trend of redshift evolution. This fact suggests that the mean relationship of $M_{\text{NUV}}$ and $L_{i\text{[O II]}}$ is nearly redshift-independent, and the assumption that $k = -0.4$ is reasonable.
Table 1

| Method | Redshift Range | $N_{\text{galaxy}}$ | $N^{\alpha/N>1}_{\text{galaxy}}$ | $N^{\alpha/N>3}_{\text{galaxy}}$ | $\alpha$ | $\omega$ | $k$ | $b$ |
|--------|----------------|---------------------|-------------------------------|-------------------------------|-----------|---------|------|-----|
| Method 1 | $0.6 \leq z < 0.7$ | ... | 10,298 | ... | $-2.4719^{+0.0453}_{-0.0460}$ | $0.3772^{+0.0026}_{-0.0026}$ | $-0.4$ | $34.0436^{+0.0024}_{-0.0024}$ |
|          | $0.7 \leq z < 0.8$ | ... | 8537 | ... | $-2.4270^{+0.0475}_{-0.0498}$ | $0.3704^{+0.0028}_{-0.0028}$ | $-0.4$ | $34.0672^{+0.0027}_{-0.0027}$ |
|          | $0.8 \leq z < 1.0$ | ... | 5923 | ... | $-2.5072^{+0.0599}_{-0.0579}$ | $0.3665^{+0.0032}_{-0.0032}$ | $-0.4$ | $34.0733^{+0.0030}_{-0.0030}$ |
|          | $0.9 \leq z < 1.1$ | ... | 4011 | ... | $-2.7083^{+0.0788}_{-0.0791}$ | $0.3514^{+0.0036}_{-0.0036}$ | $-0.4$ | $34.0713^{+0.0034}_{-0.0034}$ |
|          | $1.0 \leq z < 1.1$ | ... | 1757 | ... | $-2.0849^{+0.0032}_{-0.0033}$ | $0.3358^{+0.0052}_{-0.0052}$ | $-0.4$ | $34.1133^{+0.0054}_{-0.0054}$ |
|          | $0.6 \leq z < 1.45$ | ... | 31,709 | ... | $-2.4357^{+0.0250}_{-0.0253}$ | $0.3678^{+0.0014}_{-0.0014}$ | $-0.4$ | $34.0695^{+0.0013}_{-0.0013}$ |
| Method 2 | $0.6 \leq z < 0.7$ | 11,799 | ... | 9596 | $-2.6805^{+0.0044}_{-0.0045}$ | $0.4341^{+0.0031}_{-0.0031}$ | $-0.4$ | $34.0518^{+0.0025}_{-0.0025}$ |
|          | $0.7 \leq z < 0.8$ | 11,062 | ... | 9045 | $-2.5538^{+0.0074}_{-0.0073}$ | $0.4226^{+0.0032}_{-0.0032}$ | $-0.4$ | $34.0800^{+0.0026}_{-0.0027}$ |
|          | $0.8 \leq z < 0.9$ | 8679 | ... | 6873 | $-2.0802^{+0.0045}_{-0.0048}$ | $0.4205^{+0.0040}_{-0.0040}$ | $-0.4$ | $34.0741^{+0.0037}_{-0.0037}$ |
|          | $0.9 \leq z < 1.0$ | 6113 | ... | 4785 | $-2.0293^{+0.0056}_{-0.0057}$ | $0.3989^{+0.0046}_{-0.0046}$ | $-0.4$ | $34.0629^{+0.0042}_{-0.0042}$ |
|          | $1.0 \leq z < 1.1$ | 2791 | ... | 2128 | $-1.2168^{+0.0078}_{-0.0079}$ | $0.3572^{+0.0078}_{-0.0078}$ | $-0.4$ | $34.0660^{+0.0096}_{-0.0098}$ |
|          | $0.6 \leq z < 1.45$ | 42,392 | ... | 34,013 | $-2.1387^{+0.0216}_{-0.0218}$ | $0.4168^{+0.0017}_{-0.0017}$ | $-0.4$ | $34.0732^{+0.0015}_{-0.0015}$ |

Figure 3. The joint posterior probability distribution for model parameters as well as their marginal probability distribution obtained by method 1 in the entire redshift range $0.6 \leq z < 1.45$. The best-fit values of $\alpha$, $\omega$, and $b$ are shown as blue solid lines. The black dashed lines denote the 16% and 84% percentiles of the marginal distribution. The confidence intervals of 68% (1\sigma) and 95% (2\sigma) are represented by the internal and external contours, respectively.

The Best-fitting Model Parameters with Their 1\sigma Uncertainties, and the Number of Galaxies Used in the Two Methods
Now let us further discuss the distribution functions. In Figure 4, we display the observed PDF of \( L_{\text{O II}} \) for galaxies with \( S/N > 5 \) according to their \( M_{\text{NUV}} \) and \( z \) (histograms). We have used the weight \( w_i \) (Equation (1)) to calculate the PDF and the Poisson error bars. In order to compare our best-fit intrinsic distribution function \( p^\text{int} \) with the observational histogram, we calculate the weighted average observed PDF \( \langle p^\text{obs} \rangle \) as
\[
\langle p^\text{obs} \rangle = \frac{\sum w_i p^\text{obs,\,cld}(L_{\text{O II}}|M_{\text{NUV}}, \sigma^i_{\text{L}_{\text{O II}}})}{\sum w_i},
\]
where \( p^\text{obs,\,cld} \) expressed as
\[
p^\text{obs,\,cld}(L_{\text{O II}}|M_{\text{NUV}}, \sigma^i_{\text{L}_{\text{O II}}}) = \frac{p^\text{obs}(L_{\text{O II}}|M_{\text{NUV}}, \sigma^i_{\text{L}_{\text{O II}}})}{1 - C^\text{obs}(L_{\text{O II}}|\text{the}, M_{\text{NUV}}, \sigma^i_{\text{L}_{\text{O II}}})}
\]
is the conditional PDF for the cut of \( S/N > 5 \), and \( C^\text{obs} \) expressed as
\[
C^\text{obs}(L_{\text{O II}}|\text{the}, \theta, M_{\text{NUV}}, \sigma^i_{\text{L}_{\text{O II}}}) = \int_{L_{\text{O II}}|\text{the}} p^\text{obs}(L_{\text{O II}}|\theta, M_{\text{NUV}}, \sigma^i_{\text{L}_{\text{O II}}})dL_{\text{O II}}
\]
represents the CDF of the observational distribution \( p^\text{obs} \) below the \( \text{O II} \) \( S/N \) threshold \( (L_{\text{O II}}|\text{the} = 5\sigma^i_{\text{L}_{\text{O II}}} \) for the \( i \)th galaxy).

Obviously, with \( \langle p^\text{obs} \rangle \) we have properly accounted for the incompleteness of measuring the \( \text{O II} \) line flux for given redshift and \( M_{\text{NUV}} \). The fitted curves \( \langle p^\text{obs} \rangle \) based on method 1 match the observed ones well overall. The parameters we obtained for the entire sample of \( 0.6 \leq z < 1.45 \) also fit with the subsample at different redshift. To make a statistical comparison, we tried to assess this method and (or) possible redshift dependence of the parameters by taking the non-parametric Kolmogorov–Smirnov (K-S) test (Kolmogorov 1933; Smirnov 1948). We calculate the empirical cumulative distribution function (ECDF) of the ordered observational data and compare it to the CDF of the distribution \( \langle p^\text{obs} \rangle \). The maximum (supremum) distance between the ECDF and CDF is defined as the K-S statistic \( D \). To evaluate the impact of sample size, we estimate the 1σ uncertainty of \( D \) by the bootstrap resampling method and note its values in each panel of Figure 4. For one observed distribution (one panel of Figure 4), the statistic \( D \) for a single redshift \( \langle p^\text{obs} \rangle(z) \) is close to that for the entire redshift range \( \langle p^\text{obs} \rangle(0.6 \leq z < 1.45) \), thus we do not find any significant redshift dependence of the parameters.

It would be interesting to compare the intrinsic distribution \( p^\text{int} \) with \( \langle p^\text{obs} \rangle \). Considering the range of \( M_{\text{NUV}} \) of the galaxies at each redshift bin, we calculate the average intrinsic PDFs \( \langle p^\text{int} \rangle \) as
\[
\langle p^\text{int} \rangle = \frac{\sum w_i p^\text{int}(L_{\text{O II}}|M_{\text{NUV}})}{\sum w_i},
\]
and we have plotted them as the dashed lines in Figure 4. The figure shows that the faint subsample \( (M_{\text{NUV}} \geq -18.5) \) is very incomplete at all redshifts, and the brighter ones become increasingly incomplete with redshift. This indicates how important it is to correct for the incompleteness in deriving the intrinsic distributions. Clearly, for both \( \langle p^\text{int} \rangle \) and \( \langle p^\text{obs} \rangle \), the PDF for the entire redshift range \( 0.6 \leq z < 1.45 \) is close to that for each single redshift bin. This means that not only the mean relationship of \( M_{\text{NUV}} \) and \( L_{\text{O II}} \) but also the intrinsic scatter distribution of \( L_{\text{O II}} \) at given \( M_{\text{NUV}} \) is nearly redshift-independent.

3.3. Method 2

In our method 1, although we have ensured the completeness of \( \text{O II} \) flux measurement at \( \sim 95\% \) level and have also corrected for the influence of measurement errors, we have had to adopt the critical value \( M_{\text{NUV}} \) that limits the number of galaxies we can use. In order to check whether our results are robust to the selection of the complete sample, we develop the second method (method 2) to account for the incompleteness in a different way. We also use the MSR, but here we calculate \( \text{MSR}/S/N > 5 = \frac{N^\text{w}(S/N > 5)/N^\text{w}}{N^\text{w}} \), which is the probability of measuring \( L_{\text{O II}} \) with high \( S/N > 5 \), and display it in the right panel of Figure 2. We assume that those \( \text{O II} \) lines with \( S/N > 5 \) can be 100% successfully measured. In contrast, for the remaining galaxies with \( S/N < 5 \), we regard their \( L_{\text{O II}} \) as unsuccessfully measured. However, we notice that \( \text{MSR}/S/N > 5 \) at \( M_{\text{NUV}} = -16 \) is less than 0.3 at any redshift, that is, the \( L_{\text{O II}} \) fluxes of at least 70% of galaxies have not been measured. For this reason, in our fitting process, we make a loose \( M_{\text{NUV}} \) cut criterion \( (M_{\text{NUV}} < -18) \) and plot it as the black dashed line in the right panel of Figure 2, which enables us to avoid censoring too much data. It should be emphasized that we use all the galaxies in the region to the right of this dividing line, i.e., we have included not only the galaxies whose \( \text{O II} \) fluxes have been measured successfully \( (S/N > 5) \), but also the ones with \( S/N \) below the threshold \( S/N = 5 \) or even with negative \( S/N < 0 \). In statistics, the concept of this kind of model regression problem in which the data are censored (the true value is unknown but the dividing threshold is known) was first proposed by Tobin (1958). Hartley & Swanson (1985) summarize this regression problem and show its application in maximum likelihood estimation (MLE). Referring to this MLE method, we construct the logarithmic likelihood function in \( \text{MLE}^2 \) for the second method:
\[
\ln \text{MLE}^2 = \sum_i [(1 - f^i)w^i \ln C^\text{obs}(L_{\text{O II}}|\text{the}, M_{\text{NUV}}, \sigma^i_{\text{L}_{\text{O II}}})]
+f^i w^i \ln p^\text{obs}(L_{\text{O II}}|\theta, M_{\text{NUV}}, \sigma^i_{\text{L}_{\text{O II}}})),
\]
where \( f^i \) is a step function indicating whether its \( L_{\text{O II}} \) measurement is successful,
\[
f^i(S/N) = \begin{cases} 0, & \text{if } S/N < 5 \\ 1, & \text{if } S/N \geq 5, \end{cases}
\]
\( w^i \) is the weighting factor, and \( C^\text{obs} \) defined by Equation (13) represents the CDF at 5σ threshold \( (L_{\text{O II}}|\text{the} = 5\sigma^i_{\text{L}_{\text{O II}}}) \).

We use the same MCMC fitting scheme as described in Section 3.2 for method 2 and show the best-fit parameters in Table 1. Analogous to method 1, log \( L_{\text{O II}}^\text{exp} \) derived from method 2 is plotted as the black line in Figure 1. The comparisons between the observational distributions and the model predictions \( \langle p \rangle \) for method 2 are displayed in Figure 5.

From Figure 1, comparing the results from method 1 and method 2, we find that the corresponding log \( L_{\text{O II}}^\text{exp} \) are very close.
to each other in the low redshift range $0.6 \leq z < 0.8$ where the measurement of $L_{[O\text{ II}]}$ is relatively complete. For the higher redshift range $0.8 \leq z < 1.1$, $L_{[O\text{ II}]}$ of method 2 shows a lower intercept, maybe due to the fact that method 2 uses more galaxies that have $S/N < 1$, which were otherwise excluded in method 1, and makes $L_{[O\text{ II}]}$ shift to a lower luminosity. Additionally, $L_{[O\text{ II}]}$ of method 2 appears to be more stable at different $z$, even for the highest redshift range $1.0 \leq z < 1.1$ where $L_{[O\text{ II}]}$ still agrees very well with the value derived from the entire sample ($0.6 \leq z < 1.45$). This may indicate that method 2 can better correct for the bias caused by the incomplete measurements and recover the intrinsic $L_{[O\text{ II}]}$. But in any case, the difference between the intercepts obtained from the two methods and (or) for the different redshift bins is always less than 0.1 dex (see also Figure 4).

Figure 4. The observed $L_{[O\text{ II}]}$ distribution of galaxies with $S/N > 5$ vs. the model predictions with best-fit parameters derived by method 1. The blue histograms with Poisson errors in each panel show the observed $L_{[O\text{ II}]}$ distribution. Different panels in the same column show the distributions for different $M_{NUV}$ at the same redshift. The solid lines represent our model $\langle p^{\text{obs}} \rangle$ calculated by Equation (11) for $S/N > 5$. For comparison, the average intrinsic distribution $\langle p^{\text{int}} \rangle$ defined by Equation (14) is plotted as dashed lines. We plot the model predictions with the best-fit parameters not only from the individual $z$ bin itself but also from the entire redshift range $0.6 \leq z < 1.45$. Here $D$, whose color corresponds to the color of the solid lines, is the Kolmogorov–Smirnov statistic that is used to quantify the maximum (supremum) distance between the CDF of the predicted distribution and the empirical cumulative distribution function of the ordered observational data.
Table 1), indicating that the mean relation between the luminosity of \( L_{\text{OII}} \) and NUV is nearly redshift-independent.

We further compare the distribution functions obtained by the two methods in Figure 6, where we show the observed \( L_{\text{OII}} \) distribution and predicted \( \langle p \rangle \) in the entire redshift range \( 0.6 \leq z < 1.45 \). On one hand, compared to method 1, the intrinsic distribution \( \langle p^\text{int} \rangle \) for method 2 tends to be more extended toward the low \( L_{\text{OII}} \) end. This is exactly what we expected, since we use more galaxies with weak or undetected \([\text{O II}]\) emission line in method 2. Besides, although the best-fit parameters \( \alpha \) and \( \omega \) for the two methods have obvious divergence, their observed distributions \( \langle p^\text{obs} \rangle \) are relatively consistent in general. This characteristic can be interpreted as the degeneracy of \( \alpha \) and \( \omega \): the absolute value of \( \alpha \) increases with \( \omega \) but the shape of the skew-normal distribution does not change much. On the other hand, \( \langle p^\text{obs} \rangle \) from method 1 seems to be closer to the observation than that from method 2 in the luminous bin (\( M_{\text{NUV}} < -18.5 \)), but in the faint bin (\( M_{\text{NUV}} \geq -18.5 \)) where the \( L_{\text{OII}} \) measurement is more incomplete, method 2 shows better results because it utilizes extra information from the \( L_{\text{OII}} \) measurements with \( S/N < 1 \) compared to method 1. In general, both methods can yield a universal distribution function that can reproduce the observed \( L_{\text{OII}} \) distributions regardless of their redshift. Therefore, given the NUV LF at a certain redshift, we can use the intrinsic conditional

![Figure 5](image-url). Same as Figure 4, but \( \langle p^\text{obs} \rangle \) and \( \langle p^\text{int} \rangle \) are predicted with best-fit parameters derived by method 2.
distribution functions $p^\text{int}(L_{[\text{O} \ II]}|M_{\text{NUV}})$ to predict the [O II] LF at that redshift.

Furthermore, Favole et al. (2020) recently adopted three different semianalytical models (SAMs) running on the MultiDark2 simulation (Klypin et al. 2016) to study the properties of mock [O II] emitters. They established linear scaling relations between $L_{[\text{O} \ II]}$ and the observed-frame absolute magnitudes $M_u$ and $M_g$ at $z = 0.94$, where the observed $u$ and $g$ magnitudes are good proxies for the rest-frame $M_{\text{NUV}}$ luminosity. They show that the [O II] LF can be reproduced well using the $\log L_{[\text{O} \ II]}-M_u(M_g)$ relation especially for the SAGE model (Croton et al. 2016). It is worth mentioning that the slope $-0.373 (-0.342)$ and intercept $34.01 (34.29)$ of the linear relationship $\log L_{[\text{O} \ II]}-M_u(M_g)$ derived from the SAGE model are quite close to our observational results. Therefore, our observed $L_{[\text{O} \ II]}-M_{\text{NUV}}$ relation can be used to calibrate the SAM of galaxy formation.

In Appendix B, we check the effect of S/N threshold and cosmic variance on $p^\text{int}(L_{[\text{O} \ II]}|M_{\text{NUV}})$. As shown in Figure 13, the intrinsic $L_{[\text{O} \ II]}$ conditional distributions derived from different S/N thresholds or different sky fields all present similar skewed shapes. In addition, although we have selected a complete sample and corrected the measurement effects as much as possible, the conditional distribution function $p^\text{int}(L_{[\text{O} \ II]}|M_{\text{NUV}})$ at very faint $M_{\text{NUV}}$ cannot be well constrained if those galaxies are undetected. The future PFS survey with high-quality spectra will provide opportunities to further test our result on faint galaxies.

4. Prediction for the Luminosity Function and Count of the [O II] Emitters

4.1. Prediction of the [O II] Luminosity Function

Convolving the intrinsic PDF $p^\text{int}(L_{[\text{O} \ II]}|M_{\text{NUV}})$ with the NUV luminosity function $\Phi(M_{\text{NUV}})$, we can proceed to predict the [O II] LF as

$$\Phi(L_{[\text{O} \ II]}) = \int p^\text{int}(L_{[\text{O} \ II]}|M_{\text{NUV}}) \Phi(M_{\text{NUV}}) dM_{\text{NUV}}. \quad (17)$$

Here, we adopt three $\Phi(M_{\text{NUV}})$ from the literature. For the high redshift range ($z > 0.6$), we choose the NUV LF recently measured by Moutard et al. (2020) based on two state-of-the-art photometric surveys, Canada–France–Hawaii Telescope Large Area $U$-band Deep Survey (CLAUDS, Sawicki et al. 2019) and HyperSuprime-Cam Subaru Strategic Program (HSC-SSP, Aihara et al. 2018), as well as the UV photometry from the GALEX satellite (Martin et al. 2005). Although Moutard et al. (2020) has measured $\Phi(M_{\text{NUV}})$ at eight redshift bins from $z = 0.05$ to $z = 3.5$ and provides their best-fit parameters of the classical Schechter function (Schechter 1976), the relatively small sky area (18.29 deg$^2$) and the uncertainty of photometric redshift may affect the NUV LF measurement especially in the low redshift range (because the photo-z uncertainty is proportional to $1+z$). Therefore, we also adopt other NUV LFs measured with precise spectroscopic redshift data in the lower redshift bins. One is that measured by Robotham & Driver (2011) in the local universe at $0 < z < 0.1$ using the data from the Sloan Digital Sky Survey DR7 (Abazajian et al. 2009) and GALEX MIS (Morrissey et al. 2007). Another is that given by Cucciati et al. (2012) based on the VVDS survey (Le Fèvre et al. 2005, 2013), for which we use the best-fit Schechter parameters in redshift bins $0.2 < z < 0.4$ and $0.4 < z < 0.6$.

The red and black solid lines in Figure 7 are our predicted [O II] LFs from method 1 and method 2, respectively. By comparison, method 2 predicts more luminous [O II] emitters,
although the difference is very small. For the purpose of prediction shows a slightly higher number density of galaxies
< O I I emitters, while for the redshift intervals 0.6 < z < 0.9 and 0.9 < z < 1.3 our prediction shows a slightly higher number density of galaxies for log L O I I < 42. Nevertheless, given the large uncertainties and (or) variations of the current observed O I I emitters, our predictions overall agree rather well with the observations in the entire redshift range z < 3.5. Specifically, even for the highest redshift bin 2.5 < z < 3.5, the predicted O I I LF is still close to the observation, which further suggests that the intrinsic distribution of L O I I at given M NUV is likely to be universal.

4.2. Prediction of O I I Number Counts

Furthermore, using our predicted O I I LFs at z < 3.5, we calculate the number counts per deg^2 per redshift for O I I emitters. We adopt the same flux limit F_{lim} = 6.3 \times 10^{-17} \text{erg} \text{s}^{-1} \text{cm}^{-2} as Saito et al. (2020), where F_{lim} is about six times the averaged noise expected for the PFS survey. Our two methods produce nearly identical predictions. For comparison, we also compute N_{O I I}(z) based on two empirical O I I LF models proposed by Comparat et al. (2016) and Saito et al. (2020). As displayed in Figure 8, our predicted N_{O I I}=z is quite close to the model of Comparat et al. (2016), though our prediction has a slightly steeper slope. In the redshift range 0.6 < z < 1.6, our model predicts more O I I emitters, while our model prediction drops more rapidly than the other two models for z > 2. Especially for redshift z = 2.5, which is of great interest to the PFS survey, our prediction is a factor 5 lower than the model of Saito et al. (2020), and is about 30% lower than the model of Comparat et al. (2016).

5. Summary

In this study, we construct the intrinsic connection between the O I I emission line luminosity L O I I and the rest-frame absolute magnitude in the near-ultraviolet band M NUV based on a large sample of galaxies from the VIPERS survey. We summarize our main results as follows.

1. By analyzing the calibrated spectra, we have measured the O I I flux for 54,166 galaxies in the redshift range 0.6 \leq z < 1.5. Combining the eight-band photometric data, we also perform the SED template fitting to obtain M NUV for each galaxy.

2. We propose an intrinsic conditional PDF model p^{\text{em}}(L O I I|M NUV) to describe the probability distribution of L O I I at a given M NUV. This model is constructed as a linear relationship of log L O I I − M NUV with a skew-normal distribution of L O I I, and can be characterized by three parameters. We develop two different methods to carefully correct for the incompleteness and measurement uncertainty of L O I I. Having accounted for these observational effects in our likelihood analysis, we derive the best-fit intrinsic model parameters through an MCMC approach.

3. Comparing the best-fit model with the observed data at different z, we find that the mean linear relationship log L O I I − M NUV is almost redshift-independent. The constant slope k = −0.4 indicates that the luminosity of O I I is proportional to that of NUV. To further investigate the probability distribution of L O I I at given M NUV, we divide galaxies into various M NUV and redshift bins, and compare the observed distribution of L O I I with our predicted p^{\text{obs}}(L O I I|M NUV) from the best-fit model. The comparison demonstrates that both methods can yield the universal conditional PDF of L O I I, which depends on neither NUV luminosity nor redshift. This L O I I−M NUV relation can complement the recent research of Favole et al. (2020) based on simulation, and provides a feasible approach to calibrate the SAM models.

4. Convolving the L O I I conditional PDF with the NUV LFs adopted from the literature, we have predicted the O I I LFs at eight redshift bins spanning from z = 0 to 3.5. Our predicted O I I LFs are broadly consistent with the observational results from previous studies, though the published L O I I LFs often have significant variations. This further suggests that the conditional PDF of L O I I is universal. We also have estimated the number counts N_{O I I}(z) of O I I emitters for the forthcoming PFS survey at the flux detection limit of 6.3 \times 10^{-17} \text{erg} \text{s}^{-1} \text{cm}^{-2}. The predicted N_{O I I}(z) is close to that calculated by the model of Comparat et al. (2016). At z = 2.5, which is of great interest to the PFS survey, our predicted number count is five times lower than the model of Saito et al. (2020).

In conclusion, the universal conditional PDF of L O I I can be used to efficiently pre-select candidates for bright O I I emitters, and it thus will play a significant role in optimizing the source selection strategy for future galaxy redshift surveys. Moreover, this universal L O I I−M NUV distribution function directly constructs the intrinsic relationship between the ultraviolet radiation and the O I I line emission for star-forming galaxies. It will also help us to understand the formation mechanism of the O I I emission in galaxies.
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Figure 7. The comparison of our predicted [O II] luminosity function with the observational results from the literature at different redshifts. The red and black solid lines show our predicted [O II] LFs, derived by convolving the NUV LFs measured by Robotham & Driver (2011), Cucciati et al. (2012), and Moutard et al. (2020) in different redshift intervals with our best-fit model \( \phi_{\text{fit}}(z, L_{\text{OII}}) \) obtained by method 1 and method 2, respectively. The dashed–dotted lines with different colors represent the observed LFs calculated with the best-fit Schechter parameters (Schechter 1976) in some recent measurements (Ciardullo et al. 2013; Comparat et al. 2015; Khostovan et al. 2015; Sobral et al. 2015; Hayashi et al. 2018). Additionally, using two redshift-dependent Schechter LF models proposed by Comparat et al. (2016) and Saito et al. (2020), we calculate [O II] LFs at the mean redshift of each z interval, and plot them as brown and orange dashed lines in each panel, respectively.
Figure 8. The prediction for the number counts of galaxies with [O II] flux greater than $6.3 \times 10^{-17}$ erg s$^{-1}$ cm$^{-2}$. Two solid lines correspond to our predictions based on our two methods, which nearly overlap each other. The brown and orange dashed lines represent $N_{[O\ II]}$ calculated based on the [O II] LF models developed by Comparat et al. (2016) and Saito et al. (2020), respectively. The model of Saito et al. (2020) was calibrated up to redshift 2.5 only by the authors.

Appendix A

The Checking of [O II] Flux and Statistics of the Galaxy Samples

Lamareille et al. (2009) have released their measured [O II] flux in the VVDS-22h wide field (F22) of the VIMOS VLT Deep Survey (VVDS, Le Fèvre et al. 2005, 2013), which enables us to check our method for the [O II] measurement. We apply our method to the same galaxies in the VVDS-22h wide field (F22) to measure their [O II] flux. A comparison between the two measurements is presented in Figure 9, which shows very good agreement. We note a small systematic difference (less than 10%) at small flux which may be attributed to the difference of the two studies in subtracting the continuum, because Lamareille et al. (2009) used a combination of stellar population templates to model the stellar component of the spectra but we use a sixth-order polynomial to describe the continuum around the [O II] line. We apply this method to the VIPERS galaxies with redshift flag $\geq 2$ in the range $0.6 \leq z < 1.45$. For those weak or noisy spectral lines, the fitting may fail, and/or the covariance matrix of the parameters may not be calculated correctly. Here, we define a line fitting as being successful if the following three conditions are satisfied: (a) $F_{F[O\ II]} > 0$, (b) the diagonal elements of the covariance matrix are positive, and (c) the uncertainty of line width $\sigma_{W_{F[O\ II]}}$ is less than 100 Å (the fitted line widths $W_{[O\ II]}$ are normally between 3 and 10 Å, so we remove those with $\sigma_{W_{F[O\ II]}} \geq 100$ Å that are obviously outliers). As the result, 45,139 out of the total of 54,166 galaxies have been successfully fitted.

Nonetheless, it should be emphasized that in our method 2 (see Equations (13) and (15)), we use all galaxies, not only those fitted successfully ($S/N > 0$), to ensure that our sample is complete. Therefore, for the purpose of determining the S/N threshold (e.g., $L_{[O\ II]}/\sigma_{F[O\ II]} = 5\sigma_{F[O\ II]}$), we also need to estimate the measurement uncertainty for the lines that failed to be fitted. In order to estimate their $\sigma_{F[O\ II]}$, we calculate the ratio of $\sigma_{F[O\ II]}^i$ to $\langle \sigma^i \rangle$ for each galaxy with $S/N > 0$; here $\sigma_{F[O\ II]}^i$ is derived from the covariance matrix and $\langle \sigma^i \rangle$ is the average of the noise spectrum in the fitting range ($3727 \pm 20$ Å) for the $i$th galaxy. As displayed in the left panel of Figure 10, $\sigma_{F[O\ II]}$ is roughly proportional to $\langle \sigma^i \rangle$ for the galaxies with high $S/N$. The mean ratio $\langle \sigma_{F[O\ II]}^i / \langle \sigma^i \rangle \rangle (S/N > 5) = 11.653$ Å is plotted as a solid brown line in Figure 10. Hence it enables us to approximately estimate $\sigma_{F[O\ II]}^i$ by multiplying this mean ratio by the average background noise ($\sigma_{F[O\ II]}^i \approx 11.653 \times \langle \sigma^i \rangle$) for those galaxies that failed to be fitted. Note that one may also estimate $\sigma_{F[O\ II]}$ from the error propagation of the noise spectrum (the root-sum-square of the noise spectrum in the range $3727 \pm 20$ Å times the spacing of pixels $\Delta \lambda$), and we show it in the right panel of Figure 10. The two estimates are similar for the [O II] with high $S/N$, but the errors from the covariance matrix are more dispersive at low $S/N$, reflecting the additional errors associated with the measurement of the [O II] line. We used these two types of errors in our statistical study of the relation between [O II] and NUV luminosities, and found that the result is insensitive to which type of error is used. In this paper, we adopt $\sigma_{F[O\ II]}$ estimated from the covariance matrix.

Finally, in Figure 11, we present the distributions of [O II] luminosity, S/N, uncertainty, and redshift of galaxies in our sample.
Appendix B
Test of the Effect of Signal-to-noise Ratio and Cosmic Variance on the Skewed Shape of the \[\text{L}\]\[\text{OII}\] Conditional Distribution

In this appendix, we investigate two factors that may impact the intrinsic shape of the \[\text{L}\]\[\text{OII}\] conditional PDF. One is the specific values (1 and 5) set for the S/N threshold in method 1 and method 2, respectively (see also Section 3). We should carefully analyze the influence of this factor on the shape of the PDF at the faint end. Considering that some spurious \[\text{OII}\] emitters with S/N < 5 could affect the purity of our samples, we adopt S/N = 3 as a new threshold in method 2. The MSR of our samples is shown in Figure 12.

The other factor is the effect of a finite survey volume or sample size, usually called the cosmic variance. The cosmic variance could more likely affect the shape of the \[\text{OII}\] PDF at the bright end where the number of luminous galaxies is small. Therefore, we divide our galaxy sample into three fields: W1(R.A. ≤ 34.5°), W1(R.A. > 34.5°), and W4, and repeat method 2 to derive the intrinsic \[\text{OII}\] PDF in each field. The results are displayed in Table 2.

We plot the three intrinsic PDFs \(p^{\text{int}}(L_{\text{OII}}|M_{\text{NUV}})\) calculated at \(M_{\text{NUV}} = -20\) in Figure 13. By comparison, the intrinsic \[\text{OII}\] PDFs in all three fields exhibit similar skew-normal (\(\alpha < 0\)) shape, while the expectation value \(\log L_{\text{OII}}^{\exp}\) in W4 is about 0.05 dex brighter (see also Table 2) than that in W1. This means that cosmic variance hardly affects the shape of the \[\text{OII}\] PDF, but has a slight effect on the intercept of the \(\log L_{\text{OII}}^{\exp} - M_{\text{NUV}}\) relation. On the other hand, to explore the influence of the S/N threshold, we also plot the intrinsic \[\text{OII}\] PDF derived from the threshold of S/N = 5 (the last row of Table 1) as a red line in Figure 13. Although the PDF derived from S/N > 5 is slightly more concentrated than that derived from S/N > 3, they both show a skew-normal shape extending to the faint side.

![Figure 10](image1.png) **Figure 10.** The ratio of the flux uncertainty \(\sigma f_{\text{OII}}\) to the average background noise \(\langle \sigma f \rangle\) in the range 3727 ± 20 Å as a function of S/N. Each gray point corresponds to a galaxy in our VIPERS sample. \(\sigma f_{\text{OII}}\) in the left panel and the right panel is estimated from the covariance matrix and the error propagation of the noise spectrum, respectively. The solid brown line in the left panel shows the mean ratio \(\langle \sigma f_{\text{OII}} / \langle \sigma f \rangle \rangle = 11.653 \text{ Å}\) for the galaxies with S/N > 5.

![Figure 11](image2.png) **Figure 11.** The distributions of \[\text{OII}\] luminosity \(L_{\text{OII}}\), S/N, uncertainty \(\sigma L_{\text{OII}}\), and redshift of our galaxy sample.
Table 2
Best-fitting Model Parameters Similar to Table 1

| Method | Redshift Range | Field | $N_{\text{galaxy}}$ | $N_{\text{SN}}^{S/N=3}$ | $N_{\text{SN}}^{S/N>3}/N_{\text{SN}}^{S/N=3}$ | $\alpha$ | $\omega$ | $k$ | $b$ |
|--------|----------------|-------|---------------------|--------------------------|---------------------------------|--------|--------|------|-----|
| Method 1 | $0.6 \leq z < 1.45$ | W1(R.A. $\leq 34.5^\circ$) | 14,723 | 12,927 | $-2.2109^{+0.0037}_{-0.0036}$ | $0.4419^{+0.0025}_{-0.0027}$ | $-0.4$ | $34.0711^{+0.0023}_{-0.0024}$ |
| Method 2 | $0.6 \leq z < 1.45$ | W1(R.A. $> 34.5^\circ$) | 14,099 | 12,418 | $-2.3235^{+0.0036}_{-0.0038}$ | $0.4463^{+0.0024}_{-0.0025}$ | $-0.4$ | $34.0797^{+0.0029}_{-0.0028}$ |
|         | $0.6 \leq z < 1.45$ | W4     | 13,570 | 11,691 | $-2.5648^{+0.0079}_{-0.0085}$ | $0.4590^{+0.0025}_{-0.0024}$ | $-0.4$ | $34.1263^{+0.0022}_{-0.0024}$ |

Note. The best-fitting model parameters with their 1σ uncertainties are derived from galaxies with S/N threshold equal to 3 in three survey fields.

Therefore, our results are robust both to the reasonable values set for the S/N thresholds and to the cosmic variance as the sample is sufficiently large.
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