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Abstract
In the paper, we introduce and address the problem of structural averaged controllability for linear ensemble systems. We provide examples highlighting the differences between this problem and others. In particular, we show that structural averaged controllability is strictly weaker than structural controllability for single (or ensembles of) linear systems. We establish a set of necessary or sufficient conditions for sparsity patterns to be structurally averaged controllable.

1 Introduction
Consider a linear ensemble control system over the parameterization space Σ := [0, 1]:

\[
\dot{x}(t, \sigma) = \frac{\partial}{\partial t} x(t, \sigma) = A(\sigma)x(t, \sigma) + B(\sigma)u(t),
\]

where \( \sigma \in \Sigma \), \( A \in C^0(\Sigma, \mathbb{R}^{n \times n}) \), and \( B \in C^0(\Sigma, \mathbb{R}^{n \times m}) \), with \( n \) and \( m \) positive integers, \( u(t) \in \mathbb{R}^m \) is the control input at time \( t \geq 0 \), and \( x(t, \sigma) \in \mathbb{R}^n \) is the state of the individual system indexed by \( \sigma \) at time \( t \).

We review a few known controllability results associated with system (1). First, each individual system is a linear time-invariant system, and is controllable if and only if the columns of \( \{A_k B(\sigma)\}_{k=0}^{n-1} \) span \( \mathbb{R}^n \).

Next, we say that the ensemble system (1) is \( L^p \)-controllable, for \( 1 \leq p \leq \infty \), if for any initial profile of the ensemble \( x(0, \cdot) \in C^0(\Sigma, \mathbb{R}^n) \), any target profile \( x^* \in C^0(\Sigma, \mathbb{R}^n) \), any error tolerance \( \epsilon > 0 \), and any time \( T > 0 \), there exists a control input \( u \in L^1([0, T]; \mathbb{R}^m) \) such that \( \|x(T, \cdot) - x^*\|_{L^p} < \epsilon \). When \( p = \infty \), \( L^\infty \)-controllability is also commonly referred to as uniform controllability.

It is known that the ensemble system (1) is \( L^p \)-controllable if the \( L^p \)-closure of the vector space spanned by the columns of \( \{A_k B(\sigma)\}_{k=0}^\infty \) is \( L^p(\Sigma, \mathbb{R}^n) \) for \( p < \infty \) and \( C^0(\Sigma, \mathbb{R}^n) \) for \( p = \infty \). We further refer the reader to [2][3] and references thereafter for other controllability results for linear ensemble systems.

Finally, we recall the notion of averaged controllability [5]. The ensemble system (1) is said to be averaged controllable if for any initial state \( x_0 \in \mathbb{R}^n \), with \( \int_0^1 x(0, \sigma) = x_0 \), any target state \( x^* \in \mathbb{R}^n \), and any time \( T > 0 \), there is a control input \( u \in L^1([0, T]; \mathbb{R}^m) \)
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such that \( \int_0^1 x(T, \sigma) d\sigma = x^* \). The following result [5] Theorem 1] presents a necessary and sufficient condition on averaged controllability:

**Theorem 1.1.** The ensemble control system \( \{ I \} \) is averaged controllable if and only if the vector space spanned by the columns of \( \{ \int_0^1 A^t(\sigma)B(\sigma)d\sigma \}_{j \geq 0} \) is of rank \( n \).

In this paper, we will consider sparse matrix pairs \( (A, B) \) and introduce a novel structural controllability problem, namely, the structural averaged controllability problem.

The sparsity pattern of \((A, B)\), i.e., the locations of non-zero entries, can be represented by a directed graph (digraph) \( G = (V, E) \) on \((n+m)\) nodes, with the node set given by \( V = \{ \alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_m \} \). The \( \alpha \)-nodes correspond to the states and the \( \beta \)-nodes correspond to the control inputs. We denote by \( V_\alpha := \{ \alpha_1, \ldots, \alpha_n \} \) and \( V_\beta := \{ \beta_1, \ldots, \beta_m \} \). The edge set \( E \) is defined as follows:

1. There is no incoming edge to any \( \beta \)-node;
2. If the \( j \)th entry of \( A \) is not a zero function, then \((\alpha_i, \alpha_j) \) \( \in E \);
3. Similarly, if the \( j \)th entry of \( B \) is not a zero function, then \((\beta_i, \alpha_j) \) \( \in E \).

Conversely, to any such digraph \( G \), one can assign a class of matrix pairs \((A', B')\) of appropriate size (i.e., \( A \) is \( n \times n \) and \( B \) is \( n \times m \)) such that their sparsity patterns \( G' \) are subgraphs of \( G \). All of these pairs \((A', B')\) form a vector space, which we denote by \( \mathbb{V}(G) \). Any pair \((A', B')\) in the space \( \mathbb{V}(G) \) is said to be **compliant with** \( G \).

In the remainder of the section, we first recall the classical structural controllability problem introduced by Lin [6] and the structural ensemble controllability problem introduced in [7]. After that, we introduce the problem of structural averaged controllability that will be investigated in this paper.

### 1.1 Structural controllability

Consider finite-dimensional linear time-invariant systems

\[
\dot{x}(t) = Ax(t) + Bu(t). \tag{2}
\]

Here, pairs \((A, B)\) are simply constant matrices (instead of being matrix-valued functions). Correspondingly, for a given sparsity pattern \( G \), the vector space \( \mathbb{V}(G) \) is now a subspace of \( \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \). A sparsity pattern \( G \) is said to be structural controllable if there exists a pair \((A, B) \in \mathbb{V}(G)\) such that the resulting linear system \( (2) \) is controllable. Necessary and sufficient conditions for \( G \) to be structurally controllable have been derived and presented in various forms [6][8][10]. We provide below a graphical condition.

We say that the digraph \( G = (V, E) \) is **accessible** to the \( \beta \)-nodes if for each \( \alpha \)-node \( \alpha_i \), there exist a \( \beta \)-node \( \beta_j \) and a path from \( \beta_j \) to \( \alpha_i \). For a given subset \( V' \) of \( V \), we let \( N_{in}(V') \) be the set of in-neighbors of \( V' \),

\[
N_{in}(V') := \{ v_i \in V \mid \exists v_j \in V' \text{ s.t. } (v_i, v_j) \in E \}.
\]

We gather the following result [10] Theorem 1):

**Theorem 1.2.** A sparsity pattern is structurally controllable if and only if (1) \( G \) is accessible to \( \beta \)-nodes, and (2) for any subset \( V' \subseteq V_\alpha \), \( |N_{in}(V')| \geq |V'| \).
1.2 Structural ensemble controllability

We now return to the ensemble setting (1), where $A$ and $B$ are matrix-valued functions. For a sparsity pattern $\mathcal{G}$, the vector space $\mathcal{V}(\mathcal{G})$ is a subspace of $C^0(\Sigma, \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m})$.

Following [7], we say that a sparsity pattern $\mathcal{G}$ is **structurally ensemble controllable** if there exists a pair $(A, B) \in \mathcal{V}(\mathcal{G})$ such that the ensemble system (1) is $L^p$-controllable for some (and, hence, any, see [7]) $p = 1, \ldots, \infty$.

We now recall the main result of [7]. To state this result, recall that $\mathcal{G} = (V, E)$ is said to admit a Hamiltonian decomposition if it contains a subgraph $\mathcal{G}' = (V', E')$, where $E' \subseteq E$ such that $\mathcal{G}'$ is a disjoint union of cycles.

**Theorem 1.3.** A sparsity pattern $\mathcal{G}$ is structurally ensemble controllable if and only if (1) $\mathcal{G}$ is accessible to the $\beta$-nodes, and (2) the subgraph of $\mathcal{G}$ induced by $V_\alpha$ admits a Hamiltonian decomposition.

**Remark 1.4.** Note that condition (2) in Theorem 1.3 is stronger than condition (2) in Theorem 1.2 (details can be found in [7]). Thus, if $\mathcal{G}$ is structurally ensemble controllable, then it is structurally controllable, but not vice versa.

1.3 Structural averaged controllability

We now arrive at the central part of what we will study in this paper, namely, structural averaged controllability. We still consider the ensemble setting (1) so that $A$ and $B$ are matrix-valued functions, and $\mathcal{V}(\mathcal{G})$ is a subspace of $C^0(\Sigma, \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m})$ as was introduced earlier.

**Definition 1.5.** A sparsity pattern $\mathcal{G}$ is **structurally averaged controllable** if there exists a pair $(A, B) \in \mathcal{V}(\mathcal{G})$ such that the resulting system (1) is averaged controllable.

One can relax the continuity of $(A, B)$ and require that $A$ and $B$ are measurable and uniformly bounded (as is assumed in [5]); our main results to follow still apply in this case. In the sequel, we compare the notion of structural averaged controllability with the other two; we show that it is the weakest among all the three notions. Moreover, we present a sparsity pattern that is structurally averaged controllable, but not structurally (ensemble) controllable. This is done in Section 2.1. Then, in Sections 2.2 and 2.3 respectively, we present a few novel necessary or sufficient conditions for sparsity patterns to be structurally averaged controllable. The Appendix includes a novel problem on variations of Hilbert matrices, which may be of independent interest.

2 Main Results and Proofs

We now present and establish the main results of the paper.

2.1 Comparison between different structural controllability

We start by establishing the following result:

**Proposition 2.1.** If $\mathcal{G}$ is structurally (ensemble) controllable, then $\mathcal{G}$ is also structurally averaged controllable.
Proof. We exhibit continuous functions \( A : \Sigma \rightarrow \mathbb{R}^{n \times n} \) and \( B : \Sigma \rightarrow \mathbb{R}^{n \times m} \) such that the resulting ensemble system (1) is averaged controllable. Since \( G \) is structurally controllable, we let \((A', B') \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m}\) be compliant with \( G \) such that the single linear control system (2) is controllable. Thus, the columns of \( \{A^k B'\}_{k=0}^{n-1} \) span \( \mathbb{R}^n \). Now, let \( A(\sigma) := A' \) and \( B(\sigma) := B' \) for all \( \sigma \in \Sigma \), i.e., \( A \) and \( B \) are constant functions. Then,

\[
\int_0^1 A^k(\sigma)B(\sigma)d\sigma = A^k B',
\]

for any \( k \geq 0 \). It then follows that the span of the columns of \( \{\int_0^1 A^k(\sigma)B(\sigma)d\sigma\}_{k=0}^{n-1} \) is the span of the columns of \( \{A^k B'\}_{k=0}^{n-1} \), which is \( \mathbb{R}^n \).

We next show that the converse of Proposition 2.1 is not true, i.e., \( G \) being structurally averaged controllable does not imply that \( G \) is structural (ensemble) controllable.

**Proposition 2.2.** There exists a sparsity pattern that is structurally averaged controllable, yet not structurally (ensemble) controllable.

**Proof.** Consider a sparsity pattern \( G = (V, E) \) on three \( \alpha \)-nodes \( \alpha_1, \alpha_2, \alpha_3 \), and one \( \beta \)-node \( \beta_1 \). The edge set \( E \) is given by \( E = \{ (\alpha_1, \alpha_i), (\beta_1, \alpha_1) \mid i = 1, 2, 3 \} \). Thus, any pair \((A, B)\) compliant with \( G \) takes the following form:

\[
A = \begin{bmatrix} \star & 0 & 0 \\ \star & 0 & 0 \\ \star & 0 & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} * \\ 0 \\ 0 \end{bmatrix}.
\]

Note that the in-neighbor of \( V_\alpha \) is given by \( N_{in}(V_\alpha) = \{ \alpha_1, \beta_1 \} \), so \( |N_{in}(V_\alpha)| < |V_\alpha| \). Thus, \( G \) is not structurally controllable by Theorem 1.2 nor structural ensemble controllable by Remark 1.4.

We now show that \( G \) is structurally averaged controllable. Choose the following pair \((A, B)\) in \( V(G)\):

\[
A(\sigma) := \begin{bmatrix} \sigma \\ \sigma^2 \\ \sigma^3 \end{bmatrix} \quad \text{and} \quad B(\sigma) := \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix},
\]

for all \( \sigma \in \Sigma \). Then, by computation,

\[
\begin{bmatrix} \int_0^1 B(\sigma)d\sigma \\ \int_0^1 A(\sigma)B(\sigma)d\sigma \\ \int_0^1 A^2(\sigma)B(\sigma)d\sigma \end{bmatrix} = \begin{bmatrix} 1 & 1/2 & 1/3 \\ 0 & 1/3 & 1/4 \\ 0 & 1/4 & 1/5 \end{bmatrix},
\]

which is of full rank, rendering the resulting system (1) averaged controllable by Theorem 1.1. This shows that \( G \) is structurally averaged controllable.
2.2 On necessary conditions

In this section, we present a few necessary conditions for a sparsity pattern $\mathcal{G}$ to be structurally averaged controllable. We first have the following result:

**Lemma 2.3.** If $\mathcal{G}$ is structurally averaged controllable, then $\mathcal{G}$ is accessible to $\beta$-nodes.

**Proof.** Suppose that $\mathcal{G}$ is not accessible to $\beta$-nodes; then, by relabelling (if necessary) the $\alpha$-nodes, we have that every pair $(A, B) \in \mathcal{V}(\mathcal{G})$ takes the following form (the so-called “Form I” in [6]):

$$A = \begin{bmatrix} A_{11} & 0 \\ A_{21} & A_{22} \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 \\ B_2 \end{bmatrix},$$

where $A_{11}$ is $r \times r$ for $r \geq 1$, $A_{22}$ is $(n-r) \times (n-r)$, and $B_2$ is $(n-r) \times m$. It should be clear that for any $k \geq 0$,

$$\int_0^1 A^k(\sigma)B(\sigma)d\sigma = \begin{bmatrix} 0 \\ \int_0^1 A_{22}^k(\sigma)B_2(\sigma)d\sigma \end{bmatrix}.$$

Thus, $\{\int_0^1 A^k(\sigma)B(\sigma)d\sigma\}_{k=0}^{\infty}$ cannot span $\mathbb{R}^n$. \qed

The above result shows that condition (1) in Theorems 1.2 and 1.3 is also necessary for $\mathcal{G}$ to be structurally averaged controllable.

Lemma 2.3 can be generalized as follows. For a nonnegative integer $k$, let $U_\alpha(k)$ be the set of $\alpha$-nodes $\alpha_1$ such that there does not exist a walk from any $\beta$-node to $\alpha_i$ of length greater than $k$. For the case $k = 0$, if $U_\alpha(0)$ is non-empty, then $\mathcal{G}$ is not accessible to the $\beta$-nodes. For a general $k$, we have the following result:

**Proposition 2.4.** Let $m$ be the number of $\beta$-nodes in $\mathcal{G}$. If $\mathcal{G}$ is structurally averaged controllable, then there does not exist a nonnegative integer $k$ such that $|U_\alpha(k)| > mk$.

**Proof.** We assume that such $k \geq 0$ exists and show that $\mathcal{G}$ cannot be structurally averaged controllable.

If $k = 0$, then $|U_\alpha(0)| > 0$, i.e., $U_\alpha(0)$ is nonempty, so $\mathcal{G}$ is not accessible to $\beta$-nodes. By Lemma 2.3, $\mathcal{G}$ is not structurally averaged controllable. We thus assume for the remainder of the proof that $\mathcal{G}$ is strictly positive and $\mathcal{G}$ is accessible to the $\beta$-nodes.

For any $(A, B) \in \mathcal{V}(\mathcal{G})$, we show that the resulting ensemble system is not averaged controllable. Consider the $i$th row of $A^k$, for any $\alpha_i \in U_\alpha(k)$. We claim that the row is identically zero. Suppose not, say the $ij$th entry of $A^k$ is not identically zero; then there exists a walk of length $k$ in $\mathcal{G}$ from $\alpha_j$ to $\alpha_i$. By assumption, $\mathcal{G}$ is accessible to the $\beta$-nodes, there exists a path from a $\beta$-node to $\alpha_j$. Concatenating the path with the walk, we obtain a walk from the $\beta$-node to $\alpha_i$ of length greater than $k$, which is a contradiction.

It then follows that for any $\alpha_i \in U_\alpha(k)$ and for any $\ell \geq k$, the $i$th row of $A^\ell B$ is identically zero. Thus, the span of the columns of $\{\int_0^1 A^\ell(\sigma)B(\sigma)d\sigma\}_{\ell=k}^{\infty}$ has dimension at most $(n - |U_\alpha(k)|)$.

However, there are only $mk$ column vectors in $\{\int_0^1 A^\ell(\sigma)B(\sigma)d\sigma\}_{\ell=0}^{k-1}$, so the dimension of their span is at most $mk$. Thus, the span of $\{\int_0^1 A^\ell(\sigma)B(\sigma)d\sigma\}_{\ell=0}^{\infty}$ has dimension at most $(n - |U_\alpha(k)|) + mk < n$. By Theorem 1.1, the ensemble system cannot be averaged controllable. \qed

We have the following example to illustrate the necessary condition in Proposition 2.4.
Example 2.5. Consider the graph $G$ shown in Fig. 1. There is a single $\beta$-node and, hence, $m = 1$. The graph is accessible to the $\beta$-node. Thus, it satisfies the necessary condition stated in Lemma 2.3. However, it does not satisfy the necessary condition stated in Proposition 2.4. Specifically, we have that

$$U_\alpha(k) = \begin{cases} \emptyset & \text{if } k = 0, \\ \{\alpha_2\} & \text{if } k = 1, \\ \{\alpha_2, \alpha_3, \alpha_4\} & \text{if } k \geq 2. \end{cases}$$

In particular, for $k = 2$, we have that $|U_\alpha(2)| > 2$. Thus, by Proposition 2.4, $G$ is not structurally averaged controllable.

![Figure 1: Graph considered in Example 2.5.](image)

The above example also shows that adding more cycles or self-loops in the subgraph induced by the $\alpha$-nodes is in favor of the necessary condition stated in Proposition 2.4. Indeed, if we add a self-loop to node $\alpha_2$ in the graph shown in Fig. 1, then $U_\alpha(k) = \emptyset$ for all $k \geq 0$.

The importance of having a cycle or a self-loop is even more significant when $G$ does not satisfy condition (2) in Theorem 1.2, i.e., there exists a subset $V'_\alpha \subseteq V_\alpha$ such that $|N_{in}(V')| \geq |V'|$. For instance, in the example given in the proof of Proposition 2.2, if we remove the self-loop on node $\alpha_1$, then $A^k B \equiv 0$ for any $k \geq 2$ and for any $(A, B) \in \mathcal{V}(G)$.

Thus, the span of the columns $\left\{\int_0^1 A^k(\sigma)B(\sigma)d\sigma\right\}_{k=0}^\infty$ has dimension at most 2, so the modified $G$ is not structurally averaged controllable. To further formalize the observation, we have the following result as a corollary to Proposition 2.4:

**Corollary 2.6.** If $G$ is structurally averaged controllable, with a single $\beta$-node, and if $|N_{in}(V_\alpha)| < |V_\alpha| = n$, then $G$ cannot be acyclic.

**Proof.** We assume that $G$ is acyclic and show that $G$ is not structurally averaged controllable. First, by definition of $U_\alpha(k)$, we have the inclusion sequence: $U_\alpha(0) \subseteq U_\alpha(1) \subseteq \cdots \subseteq U_\alpha(n)$. Since $G$ is acyclic and since there are $n$ $\alpha$-nodes and one single $\beta$-node, there exists an integer $k \leq n$ such that $U_\alpha(k) = V_\alpha$. We show below that $k$ can be chosen to be $(n - 1)$.

Suppose not, i.e., $U_\alpha(n - 1) \subsetneq U_\alpha(n) = V_\alpha$; then, there exists a node $\alpha_i$ and a walk from the $\beta$-node to $\alpha_i$ of length $n$. Because $G$ is acyclic, the walk has to be a path, i.e., all nodes appearing in the walk are distinct. More specifically, if we express the path explicitly as $\beta, \alpha_j, \ldots, \alpha_j$ with $\alpha_j = \alpha_i$, then the nodes $\alpha_{ij}$, for $\ell = 1, \ldots, n$, are the $n$ distinct nodes in $V_\alpha$. But, this implies that $N_{in}(V_\alpha)$ includes at least $n$ nodes, namely, $\alpha_{j1}, \ldots, \alpha_{jn}$, and $\beta$, which contradicts the assumption that $|N_{in}(V_\alpha)| < |V_\alpha| = n$. Now, we have that $|U_\alpha(n - 1)| = n > (n - 1)$. Thus, by Proposition 2.4 $G$ is not structurally averaged controllable, concluding the proof. □
The above corollary can slightly be generalized as follows (we omit the proof because the arguments are similar to the ones in the above proof):

**Corollary 2.7.** Let $\mathcal{G}$ be structurally averaged controllable. Suppose that there exist a subset $V'_\alpha \subseteq V_\alpha$ and a $\beta$-node, say $\beta_i$, such that

$$N_{\text{in}}(V'_\alpha) \subseteq V'_\alpha \cup \{\beta_i\} \quad \text{and} \quad |N_{\text{in}}(V'_\alpha)| < |V'_\alpha|; \quad (3)$$

then, the subgraph of $\mathcal{G}$ induced by $V'_\alpha$ is not acyclic.

### 2.3 Toward sufficient conditions

In this section, we investigate sufficient conditions for structural averaged controllability. Throughout, we focus on the case where $m = 1$. Corollary 2.6 demonstrates the need for existence of a cycle in $V_\alpha$ whenever $|N_{\text{in}}(V_\alpha)| < |V_\alpha|$. A simple case we will focus on is that this cycle is a self-loop. More specifically, we have the following assumption:

**Assumption 2.8.** There is only one single $\beta$-node. There exists a node $\alpha_1 \in V_\alpha$ such that $\alpha_1$ has a self-loop and $(\beta, \alpha_1)$ is an edge of $\mathcal{G}$. Moreover, the subgraph $\mathcal{G}_\alpha$ induced by $V_\alpha$ contains a directed spanning tree $T_\alpha$ with $\alpha_1$ the root.

The sparsity pattern given in the proof of Proposition 2.2 is a typical example that satisfies Assumption 2.8. The next result generalizes the pattern:

**Theorem 2.9.** Suppose that $\mathcal{G}$ satisfies Assumption 2.8 and that there is an edge from $\alpha_1$ to any other $\alpha$-node; then $\mathcal{G}$ is structurally averaged controllable.

We postpone the proof of this result, as it will follow as a corollary of Theorem 2.11 below, which we focus on next. We first gather some useful terminologies.

#### 2.3.1 A partition for $V_\alpha$

Let $T_\alpha$ be the directed spanning tree of $\mathcal{G}_\alpha$ as introduced in Assumption 2.8. For any $\alpha_i$, there exists a unique path from the root $\alpha_1$ to $\alpha_i$ within $T_\alpha$. We let the depth of $\alpha_i$ be the length of the path. Denote by $V_\alpha(k)$, for $k \geq 0$, the subset of $V_\alpha$ that is composed of all nodes of depth $k$. For $k = 0$, the set $V_\alpha(0)$ is a singleton $\{\alpha_1\}$. A partition of $V_\alpha$ based on the depths of nodes can be obtained as follows:

$$V_\alpha = \bigcup_{k=0}^{p} V_\alpha(k), \quad (4)$$

where $p$ is the maximum depth. We will use such a partition later for constructing an averaged controllable $(A, B)$ pair.

#### 2.3.2 Variations of Hilbert matrices

We start by recalling some preliminaries on Hilbert matrices, which we utilize in the statement of our main result. Let $\mathbb{N}$ denote the set of non-negative integers and let $n \in \mathbb{N}_{\geq 2}$. A Hilbert matrix $H_n$ is an $n \times n$ matrix whose entries are

$$(H_n)_{ij} = \frac{1}{i+j-1}.$$
Hilbert matrices are invertible, and in fact positive definite, and their inverse can explicitly be computed; in particular,

\[(H_n^{-1})_{ij} = (-1)^{i+j}(i+j-1)\binom{n+i-1}{n-j} \times \binom{n+j-1}{n-i} \binom{i+j-2}{i-1}^2.\]

Let \(e_i \in \mathbb{R}^n\) be the unit vector with the \(i\)th entry equal one. For a \(\gamma \in \{1, \ldots, n\}\), let \(\{\ell_i\}_{i=1}^\gamma\) be a non-decreasing sequence of positive integers such that \(i \leq \ell_i < n\) for all \(i\). Let \(u^{(\ell_i)} \in \mathbb{R}^n\) be defined through its components as

\[u_j^{(\ell_i)} := \begin{cases} 0 & j \leq \ell_i, \\ \frac{1}{j} & j > \ell_i. \end{cases}\]

Now, for the given sequence \(\{\ell_i\}_{i=1}^\gamma\), we let

\[H_n(\ell_1, \ldots, \ell_\gamma) := H_n - \sum_{i=1}^\gamma u^{(\ell_i)} e_i^\top.\] (5)

Note that \(H_n(\ell_1, \ldots, \ell_\gamma)\) is simply obtained by setting entries in column \(i\) with row larger than \(\ell_i\) in \(H_n\) to zero. For example, for \(n = 5\) and \(\gamma = 3\) we have that

\[H_n(2, 2, 3) = \begin{bmatrix} 1 & 1/2 & 1/3 & 1/4 & 1/5 \\ 1/2 & 1/3 & 1/4 & 1/5 & 1/6 \\ 0 & 0 & 1/5 & 1/6 & 1/7 \\ 0 & 0 & 0 & 1/7 & 1/8 \\ 0 & 0 & 0 & 1/8 & 1/9 \end{bmatrix}.\] (6)

For a special case, we prove in Corollary A.4 in the Appendix that \(H_n(\ell_1, \ldots, \ell_\gamma)\) as defined above is invertible. In fact, we conjecture that \(H_n(\ell_1, \ldots, \ell_\gamma)\) is in general invertible; this conjecture appears to be difficult to establish. For the purpose of our work, we make this as an assumption:

**Assumption 2.10.** Suppose that \(V_\alpha\) is partitioned as in (4). We assume that \(H_n(\ell_1, \ldots, \ell_p)\), with \(\ell_j\) given as

\[\ell_j := 1 + \sum_{k=1}^{j-1} |V_\alpha(k)|,\] (7)

is invertible.

Note that in (4), we have that \(\ell_j \geq j\). This holds because the cardinality of \(V_\alpha(k)\) is at least one, for \(1 \leq k \leq j - 1\).

### 2.3.3 A constructive sufficiency result

With the preliminaries above, we are now in a position to state the main result of this section:

**Theorem 2.11.** Suppose that \(G\) satisfies Assumptions 2.8 and 2.10, then, \(G\) is structurally averaged controllable.
The proof is constructive. We first describe the process of assigning scalar functions to the entries of the pair \((A, B) \in V(G)\). After that, we show that the constructed pair is structurally averaged controllable. We still let \(T_\alpha\) be the directed spanning tree of \(G_\alpha\) as introduced in Assumption 2.3. We specify below the entries of \(A\) and \(B\) that correspond to the edge \((\beta, \alpha_1)\) and the edges in \(T_\alpha\). All the other entries of \(A\) and \(B\) are set to be identically zero.

The edge \((\beta, \alpha_1)\) corresponds to the first entry \(b_1\) of \(B\) (note that \(B\) is a column since \(m = 1\)). We set \(b_1 = 1\).

The edges in \(T_\alpha\) correspond to the entries in \(A\). We re-label, if necessary, the \(\alpha\)-nodes so that the sub-indices of nodes in \(V_\alpha(k)\) are larger than those in \(V_\alpha(k')\), whenever \(k > k'\).

To this end, we perform the following assignments:

- For the self-loop \((\alpha_1, \alpha_1)\), we let \(a_{11} \in C^0(\Sigma, \mathbb{R})\) be given by \(a_{11} : \sigma \mapsto \sigma\);
- For each edge \((\alpha_i, \alpha_i)\) with \(\alpha_i \in V_\alpha(1)\), we let \(a_{i1} \in C^0(\Sigma, \mathbb{R})\) be given by \(a_{i1} : \sigma \mapsto \sigma^{i}\);
- For each edge \((\alpha_i, \alpha_j)\) with \(\alpha_i \in V_\alpha(k)\) and \(\alpha_j \in V_\alpha(k + 1)\), where \(1 \leq k \leq p\), we let \(a_{ij} \in C^0(\Sigma, \mathbb{R})\) be given by \(a_{ij} : \sigma \mapsto \sigma^{j-i+1}\).

An example of such assignment is given by Fig. 2. We then define a matrix-valued function as follows:

\[
C := [B \ AB \cdots A^{n-1}B].
\]

We now claim that for the \((A, B) \in V(G)\) constructed above and for the sequence \(\{\ell_j\}_{j=1}^p\) of positive integers with \(\ell_j\) defined in (7), with \(\ell_j \geq j\), the following equality is satisfied:

\[
\int_0^1 C(\sigma) d\sigma = H_n(\ell_1, \cdots, \ell_p).
\]

Note that, by Assumption 2.10 this will prove that \(G\) is structurally averaged controllable. We now prove this claim.

We show that the for any \(j = 1, \ldots, p\), the last \((n - \ell_j)\) entries of the \(j\)th column of \(C\) are identically zero, where \(\ell_j\) is defined in (7). The first column of \(C\) is simply the vector \(B\). By construction, only the first entry \(b_1\) of \(B\) is not identically zero. Next, let \(T\) be the subgraph of \(G\) obtained by adding the \(\beta\)-node and the edge \((\beta, \alpha_1)\) to \(T_\alpha\). The \(i\)th entry of \(A^{j-1}B\) (i.e., the \(i\)th column of \(C\)), for \(j \in \{2, \ldots, p\}\), is not identically zero if and only if there is a path from \(\beta\) to \(\alpha_i\) in \(T\) of length less than or equal to \(j\) (or, equivalently, there is a path from \(\alpha_1\) to \(\alpha_i\) in \(T_\alpha\) of length less than \(j\)). By definition of \(V_\alpha(k)\), if \(\alpha_i \in V_\alpha(k)\) for \(k \geq j\), there does not exist a path from \(\alpha_1\) to \(\alpha_i\) of length less than \(j\) and, hence, the \(i\)th entry of the \(j\)th column in \(C\) is identically zero. Thus, by the ordering chosen for the \(\alpha\)-nodes, the last \((n - \ell_j)\) entries of column \(j\) in \(C\), for \(j \in \{2, \ldots, p\}\), are identically zero.

For the other entries of \(C\) i.e., entries \(C_{ij}\) with the depth of \(\alpha_i\) strictly less than \(j\), we use again the relationship between powers of \(A\) and the lengths of paths from node \(\alpha_1\), and obtain that

\[
C_{ij} = a_{11}^{(j-1)-i^*} a_{i1} \cdots a_{i,i^*} a_{i1}
\]

where \(i^*\) is the depth of \(\alpha_i\) and \((\alpha_{i_1}, \alpha_{i_1-1}, \cdots, \alpha_1, \alpha_1)\) is the unique path from \(\alpha_1\) to \(\alpha_i\) in \(T_\alpha\).
Now, with the choice of the nonzero entries described in the above items, we have that

\[
C_{ij}(\sigma) = \begin{cases} 
\sigma^{(j-1)-i_*} \sigma^1 \ldots \sigma^{i_*-1}+1 & i_* < j \\
0 & i_* \geq j
\end{cases}
\]

\[
= \begin{cases} 
\sigma^{(i+j-2)} & i_* < j \\
0 & i_* \geq j
\end{cases}
\]

We thus conclude that (5) holds.

We remark here that the graph-theoretic construction of the controllability matrix in our proof is universal, in that any other assignment would still lead to study of a matrix with the same sparsity pattern as the one obtained for the class of sparse Hilbert matrices. The result of Theorem 2.11 relies on the invertibility Assumption 2.10. The highlight of this result is that it reduces the problem of structural averaged controllability to a completely linear algebraic conjecture on invertibility of a class of sparse Hilbert matrices. Theorem A.2 in the Appendix addresses a specific scenario where we know this assumption can be removed, and indeed the proof of Theorem 2.9 can be deduced using this.

Proof of Theorem 2.9: According to the procedure proposed in Theorem 2.11, we let 

\[ a_{11} : \sigma \mapsto \sigma^1, \text{ and } b_1 \equiv 1. \]

Clearly, \( \ell_1 = 1 \). Since all other nodes have \( \alpha_1 \) as the in-neighbor in \( T\alpha \), \( V_\alpha(1) \) contains all the remaining nodes and, hence, \( \ell_2 = n \), which by our convention in (5), means that

\[
\int_0^1 C(\sigma)d\sigma = H_n(\ell_1),
\]

and it is invertible by Theorem A.2.

This result does not fully utilize Theorem A.2 however, as one could verify this invertibility by using the fact that the first column of \( H_n(\ell_1) \) has only one nonzero entry and, hence, the determinant is nonzero as the principal minor obtained by removing the first column/row is a Cauchy matrix itself. This being said, one can generate further instances where Assumption 2.8 can be removed by considering Corollary A.4, which ensures invertibility of matrices such as the one displayed in (6). We end the section with an illustration.

**Example 2.12.** Consider the graph in Fig. 2. The graph has a self-loop on node \( \alpha_1 \) shown in red. The subgraph \( G\alpha \) is itself a directed tree. Therefore, \( V = \bigcup_{k=0}^4 V\alpha(k) \), where

\[
V\alpha(0) = \{\alpha_1\}, \quad V\alpha(1) = \{\alpha_2\}, \quad V\alpha(2) = \{\alpha_3, \alpha_4\},
\]

\[
V\alpha(3) = \{\alpha_5\}, \quad V\alpha(4) = \{\alpha_6\}.
\]

We have displayed the assignment given in the proof of Theorem 2.11 for the pair \((A, B) \in V(G)\). The corresponding nonzero entries are also illustrated in Fig. 2. We have that \( \int_0^1 C(\sigma)d\sigma = H_6(1, 2, 4, 5) \). It is easy to observe that \((\ell_1, \ell_3, \ell_4) = (1, 2, 4, 5) \) agrees with (7). This matrix is readily invertible and, hence, by Theorem 2.11, the system is structurally averaged controllable.

### 3 Conclusions

We introduce and address a novel problem of structural averaged controllability for linear ensemble systems. Some necessary or sufficient conditions for a sparsity pattern to be
structurally averaged controllable are provided. Although the parameterization space is chosen to be the closed interval $\Sigma = [0, 1]$, we believe that the results established hold for general continuum spaces. Future work include characterizing necessary and sufficient conditions for sparsity patterns to be structurally averaged controllable, studying the minimal controllability problem [10], and extending the results to, e.g., bilinear systems [11].
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A Variations of Hilbert matrices with zero entries

We have the following conjecture:

**Conjecture A.1.** The matrix $H_n(\ell_1, \cdots, \ell_\alpha)$ is invertible.

We now prove a preliminary version of this conjecture for $\alpha = 1$. For this purpose, let $e_1 \in \mathbb{R}^n$ be the unit vector with first entry one and for $\ell \in \mathbb{N}\geq 1$, let $u^{(\ell)} \in \mathbb{R}^n$ be defined through its $j$th component:

$$u_j^{(\ell)} := \begin{cases} 0 & j \leq \ell, \\ \frac{1}{\ell} & j > \ell. \end{cases}$$

**Theorem A.2.** The matrix $H_n(\ell) := H_n - u^{(\ell)}e_1^\top$ is invertible for any $\ell \in \mathbb{N}\geq 1$.

**Proof.** By the matrix determinant lemma, we have

$$\det(H_n(\ell)) = (1 - e_1^\top H_n^{-1}u^{(\ell)}) \det(H_n)$$

$$= (1 - \sum_{k=1}^n (H_n^{-1})_{1k}u_k^{(\ell)}) \det(H_n)$$

$$= (1 - \sum_{k=1}^n (-1)^{k+1} \binom{n}{n-k} \binom{n+k-1}{n-1} u_k^{(\ell)}) \det(H_n)$$

$$= \left(1 - \sum_{k=\ell+1}^n (-1)^{k+1} \binom{n}{n-k} \binom{n+k-1}{n-1}\right) \det(H_n).$$

Clearly, the result follows if we prove that for $n \in \mathbb{N}\geq 2$ and $\ell \in \{1, \ldots, n-1\}$,

$$\sum_{k=\ell+1}^n (-1)^{k+1} \binom{n}{n-k} \binom{n+k-1}{n-1} \neq 1. \quad (9)$$

To this end, using a backward induction on $\ell$, one can show that

$$\sum_{k=\ell+1}^n (-1)^{k+1} \binom{n}{n-k} \binom{n+k-1}{n-1} = \frac{1}{n^2} Z(\ell, n),$$

where

$$Z(\ell, n) := (-1)^{\ell}(\ell+1)^2 \binom{n}{n-\ell} \binom{n+\ell}{n-1}. \quad (10)$$

Indeed. The statement can be seen to hold for $\ell = n-1$. Suppose now by the way of induction that the statement holds for some $\ell$, and let us prove that it also holds for $\ell - 1$. 

\[11\] A. Tsopelakos, M.-A. Belabbas, and B. Gharesifard, “Classification of the structurally controllable zero-patterns for driftless bilinear control systems,” *IEEE Transactions on Control of Network Systems*, vol. 6, pp. 429–439, 2018.
Proof. We first show that
\[
n^2 \sum_{k=\ell}^{n} (-1)^{k+1} \binom{n}{n-k} \frac{(n+k-1)}{n-1}
\]
\[= n^2 \sum_{k=\ell+1}^{n} (-1)^{k+1} \binom{n}{n-k} \frac{(n+k-1)}{n-1}
\]
\[+ (-1)^{\ell+1} n^2 \binom{n}{n-\ell} \frac{(n+\ell-1)}{n-1}
\]
\[= (-1)^{\ell} (\ell + 1)^2 \binom{n}{n-\ell} \frac{(n+\ell)}{n-1}
\]
\[+ (-1)^{\ell+1} n^2 \binom{n}{n-\ell} \frac{(n+\ell-1)}{n-1}
\]
\[= (-1)^{\ell-1} \left( - (\ell + 1)^2 \times \frac{n-\ell}{\ell+1} \times \frac{n+\ell}{\ell+1} + n^2 \right) \binom{n}{n-\ell} \frac{(n+\ell-1)}{n-1}
\]
\[= Z(\ell, n),
\]
where we have used the induction assumption to arrive at the second equality. This finishes the induction argument.

Using this result, in order to prove \ref{eq:main1}, it is enough to show that \(Z(\ell, n) \neq n^2\), for \(\ell \in \{1, \ldots, n-1\}\) (note that \(Z(0, n) = n^2\)). The next result is a stepping stone.

\textbf{Sublemma A.3.} For \(n \in \mathbb{N}_{\geq 2}\), we have that
\[
\argmin_{\ell \in \{1, \ldots, n-1\}} |Z(\ell, n)| = 1,
\]
where \(Z(\cdot, n)\) is given by \ref{eq:main2}.

\textbf{Proof.} We first show that \(|Z(\cdot, n)|\) is increasing on \(\{1, \ldots, \ell^*\}\) and decreasing on \(\{\ell^*, \ldots, n-1\}\), where \(\ell^* = \left\lceil \frac{n}{\sqrt{2}} \right\rceil\). Note that for \(\ell \in \{1, \ldots, n-1\}\), we have that
\[
Z(\ell, n) = -n^2 \left( \frac{n^2}{\ell^2} - 1 \right) Z(\ell - 1, n),
\]
and, hence
\[
Z(\ell, n) - Z(\ell - 1, n) = -n^2 \frac{\ell^2}{\ell^2} Z(\ell - 1, n).
\]
We also have
\[
|Z(\ell, n)| - |Z(\ell - 1, n)| = \frac{n^2}{\ell^2} |Z(\ell - 1, n)|.
\]
Hence, \(|Z(\ell, n)| > |Z(\ell - 1, n)|\) if \(\ell \leq \ell^*\) and \(|Z(\ell, n)| < |Z(\ell - 1, n)|\), otherwise. As a result, the minimum value of \(|Z(\ell, n)|\) over \(\{1, \ldots, n-1\}\) occurs either at \(\ell = 1\) or at \(\ell = n - 1\). We have that
\[
|Z(1, n)| = n^4 - n^2 \quad \text{and} \quad |Z(n-1, n)| = n^2 \left( \frac{2n-1}{n-1} \right).
\]
Noting that \(|Z(1, n)| < |Z(n-1, n)|\) for all \(n \in \mathbb{N}_{\geq 3}\) yields the result. \qed
By Sublemma A.3, \( \min_{\ell \in \{1, \ldots, n-1\}} |Z(\ell, n)| = n^4 - n^2 \), which cannot be equal to \( n^2 \) for any \( n \in \mathbb{N}_{\geq 2} \), proving that (9) holds, yielding the claim.

We now provide an extension of this result. Let \( H^{(j)}_n \) be a principal minor of the Hilbert matrix \( H_n \) of size \( r_j \times r_j \), where \( j \in \{1, \ldots, k\} \) and \( k \in \mathbb{N}_{\geq 1} \) and let

\[
H^{(j)}_n(p_j) = H^{(j)}_n - u(p_j)e_1^\top,
\]

where \( p_j \geq 1 \). Then, by a proof similar to the one in Theorem A.2, we have that \( H^{(j)}_n(p_j) \) is invertible. Using this, we state the following immediate extension of Theorem A.2.

**Corollary A.4.** If the matrix \( H_n(\ell_1, \ldots, \ell_\gamma) \) is of the form

\[
H_n(\ell_1, \ldots, \ell_\gamma) = \begin{bmatrix}
H^{(1)}_n(p_1) & * & \cdots & * \\
0_{r_2 \times r_1} & H^{(2)}_n(p_1) & \cdots & *
\end{bmatrix}
\]

where each \( H^{(j)}_n \) is defined in (11), \( j \in \{1, \ldots, k\} \), and \( k \in \mathbb{N}_{\geq 1} \), then \( H_n(\ell_1, \ldots, \ell_\gamma) \) is invertible.