Model-Independent Test for Gravity using Intensity Mapping and Galaxy Clustering
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We propose a novel method to measure the $E_G$ statistic from clustering alone. The $E_G$ statistic provides an elegant way of testing the consistency of General Relativity by comparing the geometry of the Universe, probed through gravitational lensing, with the motion of galaxies in that geometry. Current $E_G$ estimators combine galaxy clustering with gravitational lensing, measured either from cosmic shear or from CMB lensing. In this paper, we construct a novel estimator for $E_G$, using only clustering information obtained from two tracers of the large-scale structure: intensity mapping and galaxy clustering. In this estimator, both the velocity of galaxies and gravitational lensing are measured through their impact on clustering. We show that with this estimator, we can suppress the contaminations that affect other $E_G$ estimators and consequently test the validity of General Relativity robustly. We forecast that with the coming generation of surveys like HIRAX and Euclid, we will measure $E_G$ with a precision of up to 7% (3.9% for the more futuristic SKA2).

I. INTRODUCTION

One of the main goals of the coming generation of large-scale structure surveys is to test the consistency of General Relativity (GR) at cosmological scales. Since the observation of the accelerated expansion of the Universe in 1998 [1, 2], a large number of theories of gravity beyond General Relativity have been constructed. Testing these theories one by one by confronting them with observations is not anymore a feasible option. This complexity in the landscape of models beyond GR has led the community to build model-independent tests of gravity, i.e., tests that can be applied to data without relying on particular modelling and whose outcome will either confirm or rule out the validity of GR (e.g. [3-10]).

One particularly useful test is the so-called $E_G$ statistic, first proposed by Zhang et al. [11]. The idea of this test is to combine galaxy-lensing correlations with galaxy-velocity correlations to test the relation between the sum of the metric potentials, $\Phi + \Psi$, and the galaxy peculiar velocity $V$:

$$E_G = \frac{\text{galaxy - lensing}}{\text{galaxy - velocity}} \times \frac{\langle \delta_g (\Phi + \Psi) \rangle}{\langle \delta_g V \rangle}. \quad (1)$$

In GR, these two quantities are related via Einstein’s equations so that $E_G$ takes a specific scale-independent value. In modified theories of gravity, however, the relation between $\Phi$ and $\Psi$ is generically modified, as is the growth rate of structures $f$, which governs the evolution of peculiar velocities [12]: $E_G$ is consequently modified and becomes potentially scale-dependent. Measurements of $E_G$ provide, therefore, a direct test of the validity of GR. This test has the advantage of being independent of galaxy bias $b$, since the galaxy density appears both in the numerator and denominator of Eq. (1), and also of the initial conditions, which cancel out in the ratio $[4]$.

Different methods have been used to measure $E_G$ in practice. First, since peculiar velocities are not straightforward to measure, the galaxy-velocity correlation in the denominator has been replaced by the product of the galaxy-galaxy correlations and the parameter $\beta = f/b$, which can be measured directly from redshift-space distortions (RSD) [13]. Concerning the numerator, two observables have been used: 1) the correlations between galaxy clustering and cosmic shear, and 2) the correlations between galaxy clustering and CMB lensing.

The first measurement of $E_G$ was carried out by Reyes et al. [14] using the first method applied to luminous red galaxies from the Sloan Digital Sky Survey (SDSS) [15]. They measured $E_G = 0.39 \pm 0.06$, confirming the $\Lambda$CDM predictions, on the scales of tens of Mpc. Later, Amon et al. [16] measured $E_G$, again with the first method, by combining deep imaging data from the Kilo-Degree Survey [17] with the overlapping spectroscopic 2-degree Field Lensing Survey [18], the Baryon Oscillation Spectroscopic Survey [19] and the Galaxy Mass Assembly Survey [20] and found some tension of their results with the GR predictions. Pullen et al. [21] used the second method, cross-correlating the Planck CMB lensing map with the SDSS III CMASS galaxy samples and found an almost $2.6\sigma$ deviation from the GR prediction. Other works on the $E_G$ measurements found similar tensions [22-24].

Measuring $E_G$ more precisely with the coming generation of surveys will reveal whether these tensions persist, possibly indicating a breakdown of GR at cosmological scales. In this context, minimising the impact of systematic effects on measurements of $E_G$ is crucial. Recently, it has been shown that one important contamination, which is negligible for current surveys, will contaminate $E_G$ at high redshift, invalidating its use to test the consistency of GR with the next generation of surveys [25]. This contamination is the contribution of lensing magnification to galaxy clustering. Since lensing magnification correlates strongly with cosmic shear (method 1) and with CMB lensing (method 2), it inevitably leads to an extra con-
tribution in the numerator of Eq. \(1\). At \(z = 1.5\) this contamination reaches 25-40\%, leading to an \(E_G\) which is neither scale-independent nor bias-independent. In \[20\] a method has been proposed to remove this contamination by measuring additional correlations, namely shear-shear correlations and shear-CMB lensing correlations, and subtracting them from \(E_G\).

In this paper, we propose an alternative way of measuring \(E_G\) without contamination, using only clustering information. We use two different tracers of the large-scale structure (LSS): galaxy clustering and 21 cm intensity mapping (IM). Intensity mapping is a novel technique to map the LSS by measuring the intensity fluctuations of some emission line (typically the 21 cm line emitted by neutral hydrogen) with radio surveys. These fluctuations, which follow the dark matter distribution, can be used as a new tracer of the LSS. Although the presence of large foregrounds make IM auto-correlation measurements very challenging, this problem is mitigated in cross-correlation measurements of IM with galaxy clustering, which have already been successfully performed \[27–35\].

In \[36\], we built a new observable, called GIMCO, which combines IM with galaxy clustering to obtain a direct measurement of the galaxy-lensing correlation. Here we propose to use GIMCO in the numerator of \(E_G\). Instead of measuring the galaxy-lensing correlation from cosmic shear or CMB lensing, we measure it directly from clustering. As we will see, this method has the strong advantage of being unaffected by the lensing contamination described above, which affects both galaxy-shear correlations and galaxy-CMB lensing correlations. Moreover, since it relies only on clustering information, it is unaffected by potential inconsistencies between low redshift and high redshift data sets (as is the case for galaxy-CMB lensing correlations) or systematics affecting the measurement of cosmic shear. It provides, therefore, a robust way of testing the consistency of GR.

The rest of the paper is organised as follows: In Sec. \[II\] we introduce our new method to measure \(E_G\) using intensity mapping. In Sec. \[III\] we study the contaminations to \(E_G\), and we determine the optimal redshift binning to reduce these contaminations to a negligible level. In Sec. \[IV\] we forecast the precision with which \(E_G\) can be measured with the coming generation of galaxy and IM surveys and the constraints expected on modifications of gravity. We conclude in Sec. \[V\].

\[II. \ E_G \ FROM \ INTENSITY \ MAPPING\]

We build \(E_G\) using two different biased tracers of the matter clustering: the fluctuations in galaxy number counts, \(\Delta_n\), and the fluctuations in the 21 cm brightness temperature, \(\Delta_{HI}\). The fully relativistic expressions at linear order for these two quantities have been derived in \[37\]. Here we consider only the terms that dominate in the angular power spectrum of thick redshift bins.

For the galaxy number counts, we have

\[
\Delta_g(n, z) = b_n(z)\delta(n, z) + (5s(z) - 2)\kappa(n, z),
\]

where \(n\) denotes the direction of observation, \(z\) is the redshift, \(b_n\) is the linear galaxy bias, \(\delta\) is the matter density contrast, and \(s\) is the magnification bias. The first term in Eq. \[2\] is the density contribution, and the second term is the lensing magnification, proportional to the lensing convergence \(\kappa\).

\[
\kappa(n, z) = \frac{1}{2} \int \frac{\chi(z)}{\chi(z')} \left( \frac{\chi(z)}{\chi(z')} \nabla^2(\Phi + \Psi)(n, z') \right),
\]

where \(\nabla^2\) denotes the angular Laplacian.

Contrary to galaxy number counts, the fluctuations in the brightness temperature are not affected by lensing magnification at linear order in perturbation theory due to conservation of surface brightness \[40\], and we have

\[
\Delta_{HI}(n, z) = b_{HI}(z)\delta(n, z),
\]

where \(b_{HI}\) is the bias of neutral hydrogen. In Eqs. \[3\] and \[4\] we have neglected redshift-space distortions (RSD) since they are subdominant for thick redshift bins. In our forecasts, we will choose the binning such that this contribution is always negligible and does not contaminate \(E_G\), see Section \[III\].

We expand the galaxy number counts and brightness temperature in spherical harmonics

\[
\Delta_g(n, z) = \sum_{\ell m} a^{g}_\ell m(n) Y_{\ell m}(n),
\]

\[
\Delta_{HI}(n, z) = \sum_{\ell m} a^{HI}_\ell m(n) Y_{\ell m}(n),
\]

and consider their angular power spectra

\[
C^{XY}_\ell(z, z') = \langle a^X_{\ell m}(z)a^Y_{\ell m}(z') \rangle,
\]

for \(X, Y = g, HI\). We can then build \(E_G\) from these spectra in the following way: the numerator of \(E_G\) is given by the galaxy-lensing correlation. Since galaxy number counts are affected by lensing magnification whereas intensity mapping is not, the following estimator, proposed for the first time in \[30\], is directly proportional to the galaxy-lensing correlation

\[
E^X_\ell(z_f, z_b) = C^{HIG}_\ell(z_f, z_b) - C^{HII}_\ell(z_f, z_b) = (5s(z_b) - 2)b_{HI}(z_f)C^{\kappa\delta}_\ell(z_f, z_b)
\]

\[
+ [b_n(z_b) - b_n(z_f)]b_{HI}(z_f)\delta_{\ell m}(z_f, z_b)C^{\delta\delta}_\ell(z_f, z_b).
\]

\footnote{Note that we use the following metric convention \(ds^2 = a(\eta)^2[-(1 + 2\Psi)d\eta^2 + (1 - 2\Phi)dx^2 + dx^2]\), where \(\eta\) denotes conformal time, so that \(\chi = \eta_0 - \eta\) for the conformal time today \(\eta_0\).}
The term we are interested in is the one in the second line, \( C_{\ell}^{g\delta}(z_f, z_0) \), which represents the lensing magnification of background galaxies generated by a foreground density at \( z_f \). The other lensing term in the third line, \( C_{\ell}^{b\delta}(z_f, z_0) \), is always negligible since it is due to correlations of foreground lensing magnification with background density. Finally, the density term in the last line is suppressed by two effects: first by the bias difference, which would exactly vanish if the biases were redshift independent, and second by the fact that density correlations, \( C_{\ell}^{b\delta}(z_f, z_0) \), quickly decrease with redshift separation. In Sec. III C we will choose the redshift bins such that this density contamination is negligible. This estimator, called GIMCO [36], provides therefore a robust way of isolating lensing magnification, and we will use it in the numerator of \( E_G \)

\[
E_G^{\delta}(z_f, z_0) \simeq \left( 5s(z_0) - 2 \right) b_{\text{HI}}(z_f) C_{\ell}^{g\delta}(z_f, z_0). \tag{9}
\]

In the denominator of \( E_G \) we need the galaxy-velocity correlation. In [11], this correlation was replaced by the product of \( \beta_g(z_f) = f(z_f)/b_g(z_f) \) and the galaxy-galaxy correlations. In our case, instead of the galaxy-galaxy correlations, we use the galaxy-intensity mapping correlations, such that the HI bias in Eq. (9) cancels. We therefore have

\[
E_G = \frac{E_G^{\delta}(z_f, z_0)}{\beta_g(z_f) C_{\ell}^{g\text{HI}}(z_f, z_f)} = \frac{C_{\ell}^{g\text{HI}}(z_f, z_0) - C_{\ell}^{g\text{HI}}(z_f, z_0)}{\beta_g(z_f) C_{\ell}^{g\text{HI}}(z_f, z_f)} = \frac{\left( 5s(z_0) - 2 \right) C_{\ell}^{b\delta}(z_f, z_0)}{f(z_f) C_{\ell}^{b\delta}(z_f, z_f)}. \tag{10}
\]

We see from Eq. (10) that we only need two types of correlators to measure \( E_G \): the cross-correlation between galaxy clustering and intensity mapping and the auto-correlation of galaxy clustering, from which \( \beta_g \) is measured. This is particularly interesting to test deviations from GR: Eq. (10) tests the relation between density, velocity and lensing potential measured from the same correlators. Therefore, the outcome of this test is not subject to potential inconsistencies between different data sets, as can be the case for standard versions of \( E_G \) that rely on galaxy clustering and shear or on galaxy clustering and CMB lensing.

As discussed above, the numerator in Eq. (10) is not affected by the lensing contamination computed in [25]: the density-magnification contribution is the \textit{signal} in our estimator, whereas the magnification-magnification contamination is absent since intensity mapping is insensitive to lensing magnification. The denominator in Eq. (10) contains density-magnification contamination and an RSD contamination. In Section III we will show that we can choose the redshift binning such that these two contaminations remain negligible.

Note that an \( E_G \) estimator using intensity mapping has already been proposed in [42]. However, this estimator differs from ours: in [42] the lensing signal is not measured from clustering as we do here, but from CMB lensing cross-correlated with intensity mapping. This estimator, like ours, is unaffected by magnification contamination. It relies, however, on the auto-correlation of intensity mapping to measure \( \beta_{\text{HI}} \) as well as \( C_{\ell}^{\text{HH}} \). The auto-correlations of intensity mapping will be very challenging to measure due to the difficulty of subtracting the foregrounds accurately. Our estimator relies instead only on cross-correlations of intensity mapping with galaxy clustering, which are unaffected by intensity mapping foregrounds and have already been measured [27–33].



### III. SIGNAL-TO-NOISE AND CONTAMINATION

We now study the detectability of \( E_G \) with the coming generation of intensity mapping and galaxy surveys. For intensity mapping, we consider the 21 cm intensity mapping survey HIRAX, which will measure the neutral hydrogen distribution in the redshift range of \( z = 0.775 \) to 2.55 covering 15’000 square degrees of the southern sky [33–34]. For the galaxy survey, we study two example models on SKA phase 2, covering 30’000 square degrees, based on the specifications in [43–46], and a 15’000 square-degree Euclid-like survey [17], based on [48–49]. We perform separate forecasts for the spectroscopic and photometric samples for the Euclid-like scenario. The spectroscopic sample has the advantage of providing an accurate measurement of \( \beta_g \) through RSD, whereas the photometric sample will measure \( \beta_g \) with relatively large error bars. On the other hand, the photometric sample has a significantly lower shot noise due to the much larger number of galaxies detected and extends to higher redshifts. It is, therefore, interesting to study how the measurement of \( E_G \) differs in these two samples. The overlapping redshift range between HIRAX and the galaxy surveys are \( z \in [0.9, 1.8] \) for Euclid-like spectroscopic, \( z \in [0.78, 2.16] \) for Euclid-like photometric and \( z \in [0.78, 2.0] \) for SKA2-like. We assume that Euclid-like has a 2/3 aerial overlap with HIRAX, leading to \( f_{\text{sky}} = 0.242 \), whereas the SKA2-like survey fully overlaps with HIRAX leading to \( f_{\text{sky}} = 0.363 \).

For HIRAX correlated with the Euclid-like spectroscopic and the SKA2-like surveys, we consider top-hat redshift bins since the accuracy in the redshift determination is excellent. For the Euclid-like photometric surveys, on the other hand, we use the bins given in [49] (see Fig. 3), which we approximate with Gaussian window functions according to Table 4 in [60]. Since we are using the code \textsc{class} [51–52] to compute the angular power spectra, and it does not allow us to choose two different windows at different redshifts, we also use Gaussian windows for HIRAX in our forecasts in this case.

The signal depends on the galaxy magnification bias, \( s \). For Euclid-like photometric, we use the magnification bias measured from the flagship simulation, see Table 1 of [49]. For SKA2, we use the expression from [53], and
for Euclid-like spectroscopic, we use the model developed in [54]. The signal is by construction independent of galaxy bias, however, the variance of \( E_G \) depends on the galaxy bias. Explicit expressions for the biases used to model the different surveys can be found in Appendix B.

### A. Limber approximation

\( E_G \) depends on the foreground and background redshifts, \( z_f \) and \( z_b \). However, in Limber approximation, the background dependence goes away, and \( E_G \) directly probes deviations from GR at redshift \( z_f \). We first relate the metric potentials (that enter in the convergence) to the matter density contrast, \( \delta \), using the Poisson equation. Since we want to test the validity of GR, we allow for deviations, encoded in the parameter \( \Sigma \), see e.g. \([3, 55–57]\). Inserting Eqs. (12) and (13) in \( E_G \) [10], and assuming that the functions \( \Sigma(z) \), \( \chi(z) \), \( H(z) \) and \( n_\delta(z) \) vary slowly with redshift inside each redshift bin, we obtain

\[
E_G(\ell, z_f, z_b) = \frac{\Omega_m \Sigma(z_f)}{f(z_f)},
\]

where

\[
\Gamma(z_f, z_b) \equiv (5s(z_b) - 2) \frac{3H_0^2}{2H(z_f)} (1 + z_f)
\]

\[
\times \int_{z_{\min}^{\max}} \int_{z_{\min}^{\max}} n_H(z) n_{\delta}(z') \chi(z') - \chi(z) \chi(z') \chi(z)
\]

\[
\times \left( \int_{z_{\min}^{\max}} n_H(z) \right)^{-1}
\]

\[
\simeq (5s(z_b) - 2) \frac{3H_0^2}{2H(z_f)} (1 + z_f)
\]

\[
\times \frac{n_\delta(z_b)}{n_\delta(z_f)} \frac{1}{f(z_f)} \int_{z_{\min}^{\max}} \chi(z) - \chi(z_f) n_\delta(z) d\chi.
\]

The second expression corresponds to top-hat bins, while the first one allows for more general redshift bins.

The coefficient \( \Gamma \) depends on the background cosmology, the galaxy distribution and the magnification bias. A common assumption in large-scale structure analyses is to fix the background to \( \Lambda \)CDM (since the CMB has extremely well constrained) and to test for deviations from General Relativity at the level of the perturbations. This is, for example, the strategy adopted in RSD analyses to measure \( \beta_\delta \) in a model-independent way, see e.g. \([63]\). Here we follow the same procedure. The galaxy distribution and the magnification bias are quantities that can directly be measured for a given population of galaxies and a given survey. Consequently, \( \Gamma \) is a parameter we can predict. Note that we do not include \( \Omega_m \) in \( \Gamma \) as it cannot be measured in a model-independent way when allowing for general dark energy or modified-gravity scenarios \([4, 64]\). We then define a re-scaled \( E_G \) variable, by dividing it with \( \Gamma(z_f, z_b) \)

\[
\hat{E}_G(\ell, z_f, z_b) = \frac{E_G(\ell, z_f, z_b)}{\Gamma(z_f, z_b) \beta_\delta(z_f) C^G_{\ell, z_f, z_b}(z_f, z_f)}
\]

\[
= \frac{\Omega_m \Sigma(z_f)}{f(z_f)}.
\]

We have tested the validity of the approximations used to obtain Eq. (17). In Fig. [1] we compare \( \hat{E}_G \) using the full-sky angular power spectra, with the result using Limber approximation, and with the second line of Eq. (17), which further neglects redshift evolution within each bin. Limber approximation induces a sub percent error on \( \hat{E}_G \) for \( \ell \) above 100 (and less than 0.1% for \( \ell \geq 400 \)). Neglecting redshift evolution induces a ~ 1% percent error at all \( \ell \)'s. This is well below the statistical uncertainties on \( \hat{E}_G \), as we will see in Section IV. The model-independent and \( \ell \)-independent function \( \Gamma(z_f, z_b) \) defined in Eq. (16) is therefore perfectly adapted and allows us to define \( E_G \)
in a model-independent way, in contrast to the function $C(ℓ)$ used in [24], which depends on the density power spectrum and is thus model-dependent.  

B. Signal-to-noise ratio

We now compute the signal-to-noise ratio (SNR) of $\hat{E}_G$ for the three combinations of surveys. Since the signal is independent of the background redshift, as discussed above, we sum over all pairs at fixed $z_f$:

$$
\left( \frac{S}{N} \right)^2 (z_f) = \sum_{\ell, \ell'} \sum_{z_b, z_b'} \hat{E}_G(\ell, z_f, z_b) \times \text{cov}^{-1} [\hat{E}_G(\ell, z_f, z_b), \hat{E}_G(\ell', z_f, z_b')] \hat{E}_G(\ell', z_f, z_b').
$$

(18)

The sum runs over all multipoles used in the analysis and all background redshift bins. In Section III C we will select those such that the contamination from RSD, lensing and density are negligible.

The full expression for the covariance of $\hat{E}_G$ is given in Appendix A. It depends on the covariance of $C_{\ell}^{\text{HI}}$, on the variance of $\beta_g$ and the covariance between the two.

The covariance of $C_{\ell}^{\text{HI}}$ is given by

$$
\text{cov} \left[ C_{\ell}^{\text{HI}}(z_1, z_2), C_{\ell}^{\text{HI}}(z_3, z_4) \right] = \frac{1}{\Omega_\text{sky}(2\ell + 1)} \times \left[ C_{\ell}^{\text{ggSN}}(z_1, z_3) C_{\ell}^{\text{HIHI}}(z_2, z_4) + C_{\ell}^{\text{gHI}}(z_1, z_4) C_{\ell}^{\text{HIHI}}(z_2, z_3) \right].
$$

(19)

All terms are affected by cosmic variance. In addition, the galaxy-galaxy correlation is affected by shot noise when $z_1 = z_3$

$$
C_{\ell}^{\text{ggSN}}(z_1, z_3) = \frac{\delta(z_1, z_3)}{\bar{N}(z_1)}.
$$

(20)

where $\bar{N}(z_1)$ denotes the mean number of galaxies per redshift bin and steradian. The HI-HI correlation is affected by shot noise and interferometer noise; however, it has been shown in [65, 66] that the former is always sub-dominant with respect to the latter. In [36], we derived an expression for interferometer noise for HIRAX, based on an analytical expression derived in [67], adapted to the outcome of numerical simulations for HIRAX [65, 66].

Finally, the cross-correlation between the galaxy and intensity mapping is not affected by shot noise or interferometer noise.

As shown in Appendix A, the covariance of $\hat{E}_G$ is also affected by the variance of $\beta_g$. This quantity is measured from the multipoles of the correlation function (or the power spectrum), which are directly sensitive to RSD. Spectroscopic surveys are designed to measure $\beta_g$ very precisely and are expected to reach a precision of 1% [69]. Photometric surveys can also measure $\beta_g$ but with much less precision, of the order of 10% [70]. We use these two values for the spectroscopic and photometric forecasts. Note that, as shown in Appendix A, the variance of $\beta_g$ generates non-diagonal contributions, with $\ell \neq \ell'$, to the covariance of $\hat{E}_G$. This is because $\beta_g$ is a parameter measured from the full correlation function in each redshift bin. Its error is, therefore, fully correlated for different values of the angular multipoles $\ell$ and $\ell'$. Neglecting these correlations, as has been done in [71], would underestimate the $\beta_g$-contribution to the variance by a factor of roughly $2\ell + 1$.

Finally, the covariance of $\hat{E}_G$ depends on the covariance between $C_{\ell}^{\text{HI}}$ and $\beta_g$. Even though this covariance is not precisely zero (since $\beta_g$ and $C_{\ell}^{\text{HI}}$ can be measured from the same volume), it is highly suppressed and can be neglected: as has been shown in [72], $C_{\ell}^{\text{HI}}$ is mainly insensitive to small radial modes, due to the size of the redshift bins, which washes out small-scale information.

Note that, as shown in [65], there is a residual shot noise contribution in the cross-correlation due to the galaxies which contribute to both the number counts and the intensity mapping signal. This contribution is however negligible in the covariance, since it adds to the covariance from HI-HI, which is dominated by interferometer noise, that is always significantly larger than shot noise [65, 66].
whereas $\beta_g$ is measured from small radial modes. This leads to a negligible covariance between these two types of measurements.

C. Contaminations

From Eq. (15) we see that the SNR depends on the range of multipoles used in the analysis and the redshift bins. We determine those to reduce the contaminations to $E_G$. As discussed previously, the numerator in $E_G$ is not affected by the lensing contamination that affects standard $E_G$ estimators [25]. However, when $z_f$ is close to $z_0$, the numerator is affected by density-density contamination, given by the last line in Eq. (8). In order to reduce this contamination to acceptable levels, once the redshift bins have been fixed, we will compute the contamination for each pair and remove those for which it is too high.

The denominator in $E_G$ is affected by contamination from lensing magnification and contamination from RSD. The first one has been discussed in [25], whereas the second one is usually ignored. We aim to choose the widths of the redshift bins to minimize these two contaminations without compromising the SNR. The contribution from RSD and lensing magnification to the galaxy-HI spectrum at equal redshift can be expressed as

$$\Delta C_g^{bHI}(z_f, z_f) = b^{HI}(z_f)(5s(z_f) - 2)C_g^{\delta}(z_f, z_f) + [b^{HI}(z_f) + b^{HI}(z_f)]C_g^{RSD}(z_f, z_f) + C_g^{RSD RSD}(z_f, z_f).$$

The term in the first line is the lensing magnification contamination, and the two terms in the second line are the contaminations from RSD. In Fig. 2 we show the relative contamination from lensing magnification and RSD for $z_f = 1.1$ and $z_f = 1.6$ and for two values of the width: $\Delta z_f = 0.1$ and $\Delta z_f = 0.3$. We choose here the Euclid-like spectroscopic survey specifications. We see that for thin bins (dashed curves), the contamination due to lensing is less than 0.1% for both redshifts, $z_f = 1.1$ and $z_f = 1.6$, while RSD contributes more than 1% on a wide range of scales. For thick bins (solid curves), the situation is different. Here RSD is still the dominant contamination on large scales, but on small scales ($\ell \gtrsim 300$ for $z_f = 1.1$ and $\ell \gtrsim 550$ for $z_f = 1.6$) the lensing magnification contamination dominates. We see that this contamination does not increase with redshift.

This is because, in Limber approximation, only the intra-bin lensing contributes. This contribution decreases with redshift roughly at the same rate as the density-density contribution. However, the bias increases faster with redshift than the magnification bias factor $5s - 2$ (see Fig. 3 in Appendix B), leading, overall, to a slight decrease with redshift of the relative lensing contamination. Overall the wider redshift bin choice is clearly better in terms of total contamination, which remains below 3% for $\ell \gtrsim 100$ for $z_f = 1.1$ and $\ell \gtrsim 200$ for $z_f = 1.6$.

Based on Fig. 2 we see that for each foreground redshift $z_f$, we can choose a width $\Delta z_f$ that would minimise the total contamination. Here we have compared the contamination with the density contribution $b^{HI}b^{HI}C_0^{\delta}$. In practice, however, what will determine if our estimator is biased or not is the size of the contamination with respect to the variance: as a rule of thumb, if the contamination leads to a contribution in $E_G$ which is of the same order as its variance, we expect a bias of the order of $1\sigma$ on the best-fit parameters extracted from $E_G$. We define, therefore, the following SNR associated with the

$$E_G = \frac{\sum |\ell|^2 C_\ell | + \Delta C^{\delta}(\ell, b)|^2}{\sigma(G) + C^{\delta}(\ell, b)}.$$
contaminations

\[
\left( \frac{\Delta S}{N} \right)^2 (z_f) \equiv \sum_{\ell, \ell'} \sum_{z_b, z_b' = z_{b \text{min}}} \Delta \hat{E}_G(\ell, z_f, z_b) \times \text{cov}^{-1} [\hat{E}_G(\ell, z_f, z_b), \hat{E}_G(\ell', z_f, z_b')] \Delta \hat{E}_G(\ell', z_f, z_b') .
\]

Here \(\Delta \hat{E}_G\) is the difference between the contaminated signal, and the uncontaminated one:

\[
\Delta \hat{E}_G(\ell, z_f, z_b) =
\begin{cases}
E^*_\ell(z_f, z_b) \\
\beta_k(z_f) \left\{ C^\delta_\ell(z_f, z_f) + \Delta C^\delta_{HI}(z_f, z_f) \right\} - \\
\frac{E^*_\ell(z_f, z_b)}{\beta_k(z_f) b_{HI}(z_f) C^\delta_{HI}(z_f, z_f)} \end{cases} \frac{1}{\Gamma(z_f, z_b)},
\]

where \(\Delta C^\delta_{HI}\) contains the contamination from RSD and lensing, defined in Eq. [21].

Our strategy to choose optimal redshift bins is based on two factors: minimising the contamination [22] and maximising the total signal to noise [15]. There are four variables that we need to optimise: \(\ell_{\text{min}}, \ell_{\text{max}}, \Delta z_f,\) and \(\Delta z_b\). We choose \(\ell_{\text{max}} = 1000\), since above this value, the non-linear modelling of lensing magnification and density fluctuations is uncertain. In Fig. [3] (left panel) we plot the SNR contamination as a function of \(\ell_{\text{min}} \) and \(\Delta z_f\), for the redshift pair \((z_f = 1.1, z_b = 1.6)\), and for fixed \(\Delta z_b = 0.22\). We show the results for the case of the Euclid-like spectroscopic survey. We see that at fixed \(\ell_{\text{min}}\), the contamination decreases as we increase the bin size. This is because the RSD contamination decreases for thick bins. The lensing contamination, on the other hand, increases with the size of the bin, but it never overcomes the contamination from RSD once we sum over multipoles. Moreover, the contamination decreases quickly when increasing \(\ell_{\text{min}}\). This is again due to RSD, which peaks at low \(\ell\) as can be seen from Fig. [2].

To optimally choose \(\Delta z_f\) and \(\ell_{\text{min}}\), we need to put Fig. [3] in balance with the SNR for \(\hat{E}_G\). Clearly, decreasing \(\ell_{\text{min}}\) will increase the SNR. A good compromise is to choose \(\ell_{\text{min}} = 100\). This is also motivated by the fact that IM surveys like HIRAX may not have good enough calibration to precisely measure lower multipoles [27]. Concerning the size of the bins: the SNR at each \(z_f\) increases with the size of the bins, but if we want to test the evolution of \(\hat{E}_G\) with redshift, we want to have a reasonable number of foreground bins. In Fig. [3] (right panel), we plot the SNR summed over all background bins as a function of foreground redshift \(z_f\) and for different sizes of the bins. We see that \(\Delta z_f = 0.24\) is optimal: it allows us to measure \(\hat{E}_G\) for three foreground redshifts (versus two for \(\Delta z_f = 0.3\)) and has a total SNR of 18.4, larger than for all other cases. The thinner choice, \(\Delta z_f = 0.14\), is interesting since it allows us to measure \(\hat{E}_G\) in a higher number of redshift bins. However, the overall SNR (summed over redshift) is 8 percent lower than for \(\Delta z_f = 0.24\). We therefore choose \(\ell_{\text{min}} = 100\) and \(\Delta z_f = 0.24\), which lead to a small SNR contamination of 0.17. Note that if we reduce \(\ell_{\text{min}}\) to 60, the SNR increases only very slightly from...
TABLE I. Optimal redshift bin configurations for Euclid-like spectroscopic, photometric and SKA2-like surveys.

|        | Euclid spectro | Euclid photo | SKA2 |
|--------|---------------|-------------|------|
| \(z\)  | \(\Delta z\)  | \(z\)  | \(\Delta z\)  |
| 1.02   | 0.24          | 0.84 0.2   | 1.02 0.24 |
| 1.26   | 0.24          | 1.00 0.2   | 1.26 0.24 |
| 1.50   | 0.24          | 1.14 0.2   | 1.50 0.24 |
| 1.71   | 0.18          | 1.30 0.2   | 1.74 0.24 |
|        |               | 1.44 0.2   | 1.93 0.14 |
|        |               | 1.62 0.2   |         |
|        |               | 1.78 0.5   |         |
|        |               | 1.91 0.5   |         |

TABLE II. SNR contamination from density for the Euclid-like spectroscopic survey.

| \(z_f\) | \(z_b = 1.26\) | \(z_b = 1.50\) | \(z_b = 1.71\) |
|---------|----------------|----------------|----------------|
| 1.02    | 0.09           | \(3 \times 10^{-16}\) | \(7 \times 10^{-16}\) |
| 1.26    | 0.006          | \(4 \times 10^{-16}\) |         |
| 1.50    |                | 0.04           |         |

18.4 to 18.9, whereas the contamination increases from 0.17 to 0.28. We conclude therefore that \(\ell_{\text{min}} = 100\) is a better choice. This procedure needs to be performed for each value of the foreground redshift \(z_f\). We find similar results at all redshifts, with a maximum SNR contamination of 0.21 for the pair \(z_f = 1.02\), and \(z_b = 1.71\), which is still perfectly acceptable.

We then repeat the same procedure for the Euclid-like photometric and the SKA2-like surveys. In Table III, we list the optimal binning for each case.

Once the binning has been fixed, we compute the SNR contamination from density in the numerator of \(\hat{E}_G\) (due to the last line in Eq. (8)), for each pair \((z_f, z_b)\). The results for the Euclid-like spectroscopic survey are shown in Table II. This SNR contamination is at most 9% (for neighbouring pairs). We can therefore keep all pairs in our forecast. For SKA2, the density contamination for adjacent pairs is more significant, as seen in Table III. This is because the variance of \(\hat{E}_G\) is smaller for SKA2 due to the broader sky coverage and lower shot noise. Consequently, the contamination from density relative to the variance is larger for SKA2 than for Euclid spectroscopic. To avoid bias in our estimator, we remove adjacent pairs for SKA2.

For Euclid-like photometric, the situation is different since we are using Gaussian window functions. In this case, there is still a significant overlap of non-consecutive bins, especially at high redshift, leading to non-negligible density contamination, as seen from Table IV. Based on these results, we remove all pairs with contamination larger than 0.25. With this, we ensure that the bias from such contamination is below 0.25σ, which is acceptable. We see that with this criteria, we have only three foreground bins for Euclid-like photometric. Note that in reality, we expect the contamination to be smaller: here, we have used a Gaussian window for HIRAX as well, due to the limitation of class to have two different window functions. In practice, however, HIRAX can select bins with sharp edges for which the bins overlap, and consequently, the density contamination will be reduced.

Overall, our choice of binning is such that the total contamination from RSD, lensing and density is at most 0.3σ for Euclid-like spectroscopic (for \(z_f = 1.02\), 0.6σ for SKA2-like (for \(z_f = 1.02\)), and 0.4σ for Euclid-like photometric (for \(z_f = 1.14\)). This means that our estimator is robust and will lead to a measurement of \(\Omega_m \Sigma / f\) that is not significantly biased (half a sigma at most). Note that one possibility to reduce the bias further would be to model the contamination using a reference cosmology, and to add it to the model. This ‘reference contamination’ can then be kept fixed. This is not correct (since the contamination depends on cosmology), but since it is already subdominant, the bias generated by keeping it fixed would be very small.

IV. MODIFIED GRAVITY FORECASTS

From Eq. (17), we see that constraints on \(\hat{E}_G(z_f)\) directly translate into constraints on the combination of parameters \(\Omega_m \Sigma(z_f)/f(z_f)\). For each \(z_f\), the Fisher el-
ment for this combination reads

$$F = \sum_{\ell, \ell' = \ell_{\min}}^{\ell_{\max}} \sum_{z, z' = z_{\min}}^{z_{\max}} \frac{d\hat{E}_G(\ell, z_f, z_b)}{d(\Omega_m \Sigma/c)}$$

\[\times \text{cov}^{-1}[\hat{E}_G(\ell, z_f, z_b), \hat{E}_G(\ell', z_f, z_b')] \frac{d\hat{E}_G(\ell', z_f, z_b')}{d(\Omega_m \Sigma/c)} \]

$$= \sum_{\ell, \ell' = \ell_{\min}}^{\ell_{\max}} \sum_{z, z' = z_{\min}}^{z_{\max}} \text{cov}^{-1}[\hat{E}_G(\ell, z_f, z_b), \hat{E}_G(\ell', z_f, z_b')] .$$

In Fig. 3 we show the relative error on $\Omega_m \Sigma/c$ for the three combinations of surveys, using the optimal redshift bins defined in Table. The constraints expected from a Euclid-like spectroscopic survey are very good at low redshift, around 7%. The precision decreases as the foreground redshift increases, reaching 32% at $z_f = 1.50$. The fact that the constraints are significantly better at low redshift is due to two reasons: firstly, when $z_f$ is small, we can correlate it with a larger number of background redshift bins, which increases the precision of the measurement. Secondly, at low redshift, the number density for a Euclid-like spectroscopic survey is significantly larger than at high redshift, leading to a strong suppression of shot noise.

On the other hand, a Euclid-like photometric survey has a precision of $\sim 11\%$ for all foreground redshifts. The primary source of error for photometric surveys is the error on $\beta_g$ (of 10%) since this parameter cannot be well constrained from a photometric survey. This consequently limits the precision with which $\hat{E}_G$ can be measured. To model this uncertainty correctly, it is crucial to include the $\beta_g$ covariance fully correlated in $\ell$ as in Eq. (25). As shown in Appendix A, this non-diagonal contribution follows from the fact that $\beta_g$ is measured by combining all available scales (from the multipoles of the power spectrum) and not independently for each value of $\ell$. Neglecting these non-diagonal terms in the covariance leads to an uncertainty on $\hat{E}_G$ that is smaller than the uncertainty on $\beta_g$ alone, like for example in [73], where $\hat{E}_G$ is predicted to be measured with a precision of 1% with LSST, even though LSST can measure $\beta_g$ with a precision of 10% only, which is not possible. Similarly, in [73], $\hat{E}_G$ is forecasted to be measured with a precision of 1% with LSST and photometric Euclid, using CMB lensing, assuming that $\beta_g$ can be measured with a 10% uncertainty. Again, this is not possible: $\hat{E}_G$ cannot be measured better than $\beta_g$ is. As before, the error in these forecasts comes from the fact that the error on $\beta_g$ is wrongly assumed to be uncorrelated in $\ell$ (see their Eq. 17).

The constraints predicted for SKA2 are tighter by a factor of 2 with respect to the constraints from Euclid-like spectroscopic, reaching 3.9% at low redshift. This is mainly due to the higher number density of SKA2, the broader sky coverage, and the larger redshift range. However, the constraints are quite poor in the last redshift bin, of 54% only. This is due to the large shot noise at high redshift, which significantly degrades the constraints, and to the fact that only one pair can be used for this case.

In Fig. 5 we compare our forecasted constraints with current measurements of $\hat{E}_G$ from [14, 16, 21, 23]. The orange dashed line represents the GR prediction, $\hat{E}_G(z) = \Omega_m(z)/f(z)$, computed with our fiducial choice of cosmology. The best measurement for $\hat{E}_G$ is the one from [22] at $z_f = 0.57$ which has a precision of 13%. We see from Fig. 5 that our method to measure $\hat{E}_G$ from clustering of galaxies and intensity mapping has the potential to significantly tighten these constraints over a wide range of redshifts, allowing us to test the validity of GR robustly on cosmological scales.

Note that the measurements depend on the choice of background cosmology through $\Gamma$ and can therefore not directly be compared with our prediction to assess if there is a tension or not. In Table V, we provide for this reason a summary of the tension (or agreement) quoted from the respective studies.
V. CONCLUSION

Testing the consistency of GR at cosmological scales is one of the main goals of modern cosmology. Since a large number of theories have been constructed where gravity is modified or where a dark energy component has been added, confronting each theory individually with observations is no longer feasible. It is, therefore, necessary to build model-independent tests. In this paper, we focused on one of these tests: the $\hat{E}_G$ statistic, which compares the evolution of the sum of the potentials with that of the velocity.

The $\hat{E}_G$ statistic has been successfully measured with various data sets, showing mild tensions with the GR predictions in some cases. It is therefore of great interest to see if future surveys will confirm or not these tensions. However, the currently used estimators of $\hat{E}_G$ suffer from two problems: first, they are affected by lensing magnification, a contamination that will become important for future surveys and may invalidate their use. Second, they mix different observables (clustering and shear, or clustering and CMB lensing), making them sensitive to tensions between these different data sets, due for example to different systematics.

In this paper, we have proposed an alternative estimator for $\hat{E}_G$, which relies only on clustering measurements from two different tracers: galaxies and intensity mapping. We have shown that this estimator is very robust: it only uses cross-correlations that are less affected by systematics, and by choosing the binning in which $\hat{E}_G$ is measured appropriately, the contaminations are below 0.3σ for a Euclid-like spectroscopic survey, below 0.6σ for a SKA2-like survey, and below 0.4σ for a Euclid-like photometric survey. Moreover, our estimator depends on a choice of fiducial cosmology only through background parameters, namely through $H(z)$ and distances. Contrary to some estimators used in the literature, it does not depend on the evolution of perturbations, like in [21].

Using Fisher forecasts, we have found that $\hat{E}_G$, and consequently deviations from GR, can be measured over a wide range of redshifts and with a precision of up to 7% with a Euclid-like spectroscopic survey and 3.9% with a SKA2-like survey. We have also explicitly shown that a Euclid-like photometric survey cannot reach such a good precision on $\hat{E}_G$. The reason is that for a photometric survey, $\beta_\ell$ is measured at best with a precision of 10%, which intrinsically limits the precision on $\hat{E}_G$. This point was not properly accounted for in some previous forecasts, which claim a 1% precision on $\hat{E}_G$ using photometric surveys like Euclid or LSST [71][73]. The error in these forecasts comes from the covariance matrix, which does not properly include correlations in $\ell$’s generated by the fact that $\beta_\ell$ is measured from a combination of all scales, and not independently for each value of $\ell$.

Our study shows therefore that the combination of intensity mapping and galaxy clustering provides an excellent strategy to measure $\hat{E}_G$ robustly and precisely. This will dramatically improve current constraints and extend them to higher redshifts, allowing us to test deviations from GR very accurately.
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Appendix A: Covariance of $\hat{E}_G$

We compute the covariance of $\hat{E}_G(\ell, z_f, z_b)$ for a fixed value of $z_f$ since we measure it independently in each foreground redshift bin. However, since we combine different background redshift bins in the measurements, we need to account for the covariance of $\hat{E}_G$ between different background redshifts $z_b$ and $z_b'$. Moreover, since $\beta_\ell$, which enters into $\hat{E}_G$, is measured by combining all scales (and not independently for each value of $\ell$), it will induce correlations between $\hat{E}_G$ at different values of $\ell$.

In general, for $X = f(A, B)$ and $X' = f(A', B')$, where $f$ is a generic function, the covariance of $X$ and $X'$ can
be expressed as:

$$\text{Cov}(X, X') = \sum_{\alpha=A, B, \beta=A', B'} \frac{\partial X}{\partial \alpha} \text{Cov}(\alpha, \beta) \frac{\partial X'}{\partial \beta}. \quad (A1)$$

Using this formula, the covariance of \( \hat{E}_G \) becomes

$$\text{Cov}[\hat{E}_G(\ell, z_f, z_b), \hat{E}_G(\ell', z_f, z_b')] = \left\{ \begin{array}{l}
\text{Cov} \left[ E^X(z_f, z_b), E^X(z_f', z_b') \right] \\
E^X(z_f, z_b) E^X(z_f', z_b') \\
\text{Var} \left[ C^{\text{GIMCO}}(z_f, z_f) \right] \\
\left( C^{\text{GIMCO}}(z_f, z_f) \right)^2 \\
\text{Cov} \left[ E^X(z_f, z_b), C^{\text{GIMCO}}(z_f, z_f) \right] \\
E^X(z_f, z_b) C^{\text{GIMCO}}(z_f, z_f) \\
\text{Cov} \left[ C^{\text{GIMCO}}(z_b, z_f), C^{\text{GIMCO}}(z_b', z_f') \right] \\
C^{\text{GIMCO}}(z_b, z_f) C^{\text{GIMCO}}(z_b', z_f') \\
\left. \right\} \times E_G(\ell, z_f, z_b) E_G(\ell', z_f, z_b') \Delta \delta_{\ell, \ell'}^D, \\
+ \hat{E}_G(\ell, z_f, z_b) \hat{E}_G(\ell', z_f, z_b') \text{Var} \left[ \frac{\beta_\ell}{\beta_\ell^2} \right],
\end{array} \right.$$

where \( \delta_{\ell, \ell'}^D \) represents the Dirac delta function. Here, we have neglected the covariance between \( \beta_\ell \) and both \( C^{\text{GIMCO}} \) and \( E^X \), as discussed in the main text.

The covariance of GIMCO, which enters in the second line of Eq. (A2) is given by

$$\text{Cov} \left[ E^X(z_f, z_b), E^X(z_f', z_b') \right] = \left\{ \begin{array}{l}
\text{Cov} \left[ C^{\text{GIMCO}}(z_f, z_f), C^{\text{GIMCO}}(z_b', z_f') \right] \\
- \text{Cov} \left[ C^{\text{GIMCO}}(z_b, z_f), C^{\text{GIMCO}}(z_f', z_b') \right] \\
- \text{Cov} \left[ C^{\text{GIMCO}}(z_f, z_b), C^{\text{GIMCO}}(z_f', z_b') \right] \\
+ \text{Cov} \left[ C^{\text{GIMCO}}(z_f, z_b), C^{\text{GIMCO}}(z_f', z_b') \right],
\end{array} \right.$$

where the covariance of \( C^{\text{GIMCO}} \) is given in Eq. (19).

Similarly, the covariance of \( E^X \) with \( C^{\text{GIMCO}} \), which enters in the 4th and 5th lines of Eq. (A2) can be written as

$$\text{Cov} \left[ \hat{E}_G(\ell, z_f, z_b), C^{\text{GIMCO}}(z_f, z_f) \right] = \left\{ \begin{array}{l}
\text{Cov} \left[ C^{\text{GIMCO}}(z_f, z_f), C^{\text{GIMCO}}(z_f', z_f') \right] \\
- \text{Cov} \left[ C^{\text{GIMCO}}(z_b, z_f), C^{\text{GIMCO}}(z_f', z_b') \right] \\
- \text{Cov} \left[ C^{\text{GIMCO}}(z_f, z_b), C^{\text{GIMCO}}(z_f', z_f') \right] \\
+ \text{Cov} \left[ C^{\text{GIMCO}}(z_f, z_b), C^{\text{GIMCO}}(z_f', z_f') \right],
\end{array} \right.$$

Appendix B: Galaxy and Intensity Mapping Surveys

This paper uses three example surveys for galaxy clustering: Euclid-like spectroscopic, Euclid-like photometric, and SKA2-like; and one intensity mapping survey: HIRAX.

The bias of the intensity mapping from HIRAX is given by

$$b_{\text{HI}}(z) = 0.677 \left( 1 + 3.8 \times 10^{-1} z + 6.7 \times 10^{-2} z^2 \right). \quad (B1)$$

For the Euclid-like photometric survey, we use the bias and magnification bias that have been measured from the flagship simulation in each of the redshift bins we are using, see Table 1 of [49].

For the SKA2-like survey, we use the bias, and magnification bias modelled in [54]:

$$b_g(z) = 0.5887 \exp(0.813 z), \quad (B2)$$

$$s(z) = s_0 + s_1 z + s_2 z^2 + s_3 z^3, \quad (B3)$$

with \( s_0 = -0.1068, \ s_1 = 1.359, \ s_2 = -0.620008, \) and \( s_3 = 0.1885. \)

Finally, for the Euclid-like spectroscopic survey we use the bias given in [48] (Table 3). Since we are not using the same bins as there, we interpolate this bias with the following function

$$b_g(z) = -1.094 + 1.813 \sqrt{1 + z}. \quad (B4)$$

The magnification bias for Euclid-like spectroscopic has never been modelled nor measured in simulations. We use, therefore, for simplicity, the expression given in [54] (which is another model for SKA2)

$$s(z) = 0.9329 - 1.562 \exp(-2.437 z). \quad (B5)$$

Galaxy and magnification biases are plotted in Fig. 6.

Appendix C: Window Functions

We use the top-hat window function for spectroscopic surveys and a Gaussian window for the photometric survey. The reason is that in spectroscopic surveys, we can measure precisely the redshift, while in photometric surveys, we have larger errors on the redshift. For the top-hat, we choose a smooth version of the top-hat filter:

$$W_{\text{TH}}(z) = \begin{cases} 
\frac{1}{2} \left[ 1 + \tanh \left( \frac{\mu + z}{\alpha} \right) \right] & \text{if } z \leq \mu \\
\frac{1}{2} \left[ 1 + \tanh \left( \frac{\mu - z}{\alpha} \right) \right] & \text{otherwise}
\end{cases} \quad (C1)$$

where \( \mu \) is the mean of the redshift bin, \( \Delta z \) is the width of the bin, and \( \alpha \) is the speed of the transition which we choose to be \( \Delta z / 10 \). The expression for the Gaussian window function is given by

$$W_{\text{G}}(z) = \frac{1}{\Delta z \sqrt{2\pi}} \exp \left[ -\frac{(z - \mu)^2}{2\Delta z^2} \right]. \quad (C2)$$
FIG. 6. Left panel: Galaxy bias $b_g(z)$ for Euclid-like spectroscopic, Euclid-like photometric and SKA2-like surveys. We also show intensity mapping bias for HIRAX. Right panel: magnification bias for Euclid-like spectroscopic, Euclid-like photometric and SKA2-like.
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