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Abstract. The characteristic equation for a linear delay differential equation (DDE) has countably infinite roots on the complex plane. We deal with linear DDEs that are on the verge of instability, i.e. a pair of roots of the characteristic equation (critical eigenvalues) lie on the imaginary axis of the complex plane, and all other roots (stable eigenvalues) have negative real parts. We show that, when the system is perturbed by small noise, under an appropriate change of time scale, the law of the amplitude of projection onto the critical eigenspace is close to the law of a certain one-dimensional stochastic differential equation (SDE) without delay. Further, we show that the projection onto the stable eigenspace is small. These results allow us to give an approximate description of the delay-system using an SDE (without delay) of just one dimension. The proof is based on the martingale problem technique.

1. Introduction

Delay differential equations (DDE) arise in a variety of areas such as manufacturing systems, biological systems, and control systems. In some of these systems, variation of a parameter would result in loss of stability through Hopf bifurcation—for example, see [1] for machining processes and [2] for the study of eye-pupil response to incident light. Typically these systems are also influenced by noise, for example, inhomogeneity in the material properties of workpiece in machining processes [3], and unmodeled dynamics in biological systems. Therefore, it is important to study the effect of noise in the models of such systems.

Linear DDEs possess countably infinite modes, i.e. the characteristic equation has countably infinite roots on the complex plane. In this paper we deal with linear DDEs that are on the verge of instability, i.e. a pair of roots of the characteristic equation (critical eigenvalues) lie on the imaginary axis of the complex plane, and all other roots (stable eigenvalues) have negative real parts. We show that, when the system is perturbed by small noise, under an appropriate change of time scale, the law of the amplitude of projection onto the critical eigenspace, is close to the law of a certain one-dimensional stochastic differential equation (SDE) without delay. Further, we show that the projection onto the stable eigenspace is small. These results allow us to give an approximate description of the delay-system using an SDE (without delay) of just one dimension and provide rigorous framework for the multi-scale analysis done in [4]. Our proof is based on the martingale problem technique, and closely follows [5].

Let $\Omega, F, \mathbb{P}$ be a complete probability space and $W = \{W(t)\}_{0 \leq t \leq T}$ be a real valued Wiener process defined on it. Suppose $\{F_t\}_{0 \leq t \leq T}$ is a family of increasing $\mathbb{P}$-complete sub-$\sigma$-fields of $F$ such that

$$F_t^W \subset F_t \text{ and } F_t \perp \sigma\{W(v) - W(u), \ t \leq u \leq v \leq T\}.$$ 

Let $C := C([-r,0], \mathbb{R})$. Furnished with sup norm, $C$ is a Banach space. For any $f \in C([-r,T], \mathbb{R})$, define the segment extractor

$$\text{\varnothing}_t f(\theta) := f(t + \theta), \quad -r \leq \theta \leq 0, \quad 0 \leq t \leq T.$$
Let $G : \mathbb{C} \to \mathbb{R}$ be a $C^2$ function satisfying the Lipschitz condition:

\begin{equation}
|G(\eta) - G(\tilde{\eta})| \leq K_G ||\eta - \tilde{\eta}||, \quad \forall \eta, \tilde{\eta} \in \mathbb{C},
\end{equation}

and let $F : \mathbb{C} \to \mathbb{R}$ be defined by $F(\eta) = \sigma$ for all $\eta \in \mathbb{C}$ with $\sigma > 0$. It can be shown that there exists a constant $K_g$ such that $G$ satisfies the growth condition

\begin{equation}
|F(\eta)|^2 + |G(\eta)|^2 \leq K_g (1 + ||\eta||^2), \quad \forall \eta \in \mathbb{C}.
\end{equation}

Our object of study is an $\mathbb{R}$-valued random process $X(t)$ satisfying

\begin{equation}
X(t) = \begin{cases} 
\xi(0) + \int_0^t L_0(\nabla_X X) du + \varepsilon^2 \int_0^t G(\nabla_X X) du + \varepsilon \int_0^t F(\nabla_X X) dW(u), & t \geq 0, \\
\xi(t), & -r \leq t \leq 0,
\end{cases}
\end{equation}

where $\xi$ is a $\mathcal{C}$-valued square integrable random variable that is $\mathcal{F}_0$ measurable, $L_0 : \mathbb{C} \to \mathbb{R}$ is a continuous linear mapping and $\varepsilon << 1$. We write (3) in short form as

\[ dX(t) = L_0(\nabla_X X) dt + \varepsilon^2 G(\nabla_X X) dt + \varepsilon F(\nabla_X X) dW(t), \quad \nabla_0 X = \xi. \]

**Assumption 1.1.** We assume that the corresponding deterministic DDE

\begin{equation}
\dot{x}(t) = L_0(\nabla_x x)
\end{equation}

is critical, i.e., a pair of roots of the characteristic equation $\lambda - L_0 e^\lambda = 0$ are on the imaginary axis (critical eigenvalues) and all other roots have negative real parts (stable eigenvalues).

Using spectral theory, the space $\mathbb{C}$ can be split as $P_\Lambda \oplus Q_\Lambda$, where $P_\Lambda$ is determined solely by the critical eigenvalues. Denoting by $\pi_\eta$ the projection of $\eta \in \mathbb{C}$ onto $P_\Lambda$, it can be shown that for the unperturbed system (4), $\| \pi_\eta x \|_{P_\Lambda}$ (see remark 2.1 for the norm) is a constant. When the system is perturbed by noise, as in (3), $\mathcal{H}(t) := \frac{1}{2} \| \pi_\eta x \|_{P_\Lambda}$ varies slowly. We show that, as $\varepsilon \to 0$, the law of $\mathcal{H}(t/\varepsilon^2)$ converges to the law of a one-dimensional SDE, and the projection of $\nabla_1 X$ onto $Q_\Lambda$ is small. For small $\varepsilon$, the one-dimensional system (without delay) obtained in the limit gives an approximate description of (3).

Reduced dimensional description of randomly perturbed conservative systems using the Hamiltonian is discussed, for example, in the works of Freidlin and Wentzell [6] and Namachchivaya and Sowers [5], [7]. Systems with random perturbations and fast decaying components are considered in [8], [9]. The current paper is an application of the above ideas for systems with delay. Naturally, the proofs presented here closely follow those in [5].

This paper is organized as follows: Useful results on the unperturbed DDE (4) are collected in section 2, and those on stochastic DDE are collected in section 3. The variation of constants formula, which expresses solution of (3) using that of (4), is discussed in section 4. The noise perturbed system (3) is considered in section 5 where we perform a change of time-scale and show that the projection of solution onto $Q_\Lambda$ is small. In section 6 we identify the generator for limiting dynamics of $\mathcal{H}(t/\varepsilon^2)$ and state our main result, the proof of which is carried out in subsequent sections. An example is discussed in section 11—the numerical simulations shown there illustrate the usefulness of the result. Though the equation (3) that we consider is that of an $\mathbb{R}$-valued process, the theory holds for $\mathbb{R}^n$ valued processes also. However in the multidimensional case, it is easier to work with complexifications—and we discuss this in a separate article [10].

**Remark 1.1.** With a little extra effort, convergence of the law of $\mathcal{H}(t/\varepsilon^2)$ may also be established for systems perturbed by slightly stronger deterministic perturbations:

\begin{equation}
dX(t) = L_0(\nabla_X X) dt + \varepsilon G_q(\nabla_X X) dt + \varepsilon^2 G(\nabla_X X) dt + \varepsilon F(\nabla_X X) dW(t),
\end{equation}

where $G_q$ is such that a certain kind of time averaged effect of $G_q$ is zero. For example, $G_q(\eta)$ which are homogenously quadratic in $\eta$ (say $G_q(\eta) = (\eta(0))^2$) satisfy this property. This assumption is needed because otherwise the effect of $G_q$ is significant in just times of order $1/\varepsilon$ whereas the effects of $G$ and $F$ are significant in times of order $1/\varepsilon^2$. In the limit $\varepsilon \to 0$, $G_q$ would result in two additional drift terms for the diffusion process limit of $\mathcal{H}(t/\varepsilon^2)$. We defer this analysis to section 10.
Remark 1.2. Most of the proof remains same even if we consider $F$ as a function of $\bigvee X$ instead of a constant $\sigma$. In appendix A we consider this and show the necessary changes that need to be made to the proofs.

2. The unperturbed deterministic system

The content in this section is taken as it is from [11] which draws heavily from [12] and [13]. Let the space $\mathcal{C} := C([-r, 0], \mathbb{R})$ be equipped with the sup-norm $||\phi|| = \sup_{-r \leq \theta \leq 0} |\phi(\theta)|$. We are interested in scalar DDE which are representible as linear autonomous retarded functional differential equation (RFDE) of the form

\begin{align}
\dot{x}(t) &= L_0 \bigvee_t x, \quad t \geq 0,
\bigvee_0 x = \xi \in \mathcal{C},
\end{align}

where $L_0 : \mathcal{C} \to \mathbb{R}$ is a continuous linear mapping. The solution $x(t + \theta; \xi) = \bigvee_t x(\theta; \xi)$ of the RFDE gives rise to the strongly continuous semigroup $T(t) : \mathcal{C} \to \mathcal{C}, t \geq 0,$

\begin{align}
(T(t)\xi)(\theta) = \bigvee_t x(\theta; \xi)
\end{align}

with generator $A$ given by

\begin{align}
A \phi = \frac{d}{d\theta} \phi, \quad \text{dom}(A) = D(A) = \{ \phi \in C^1 | \phi'(0) = L_0 \phi \}
\end{align}

($C^1$ is the linear space of continuously differentiable functions on $[-r, 0]$, and $' = \frac{d}{d\theta}$). With the initial condition $\xi \in D(A)$, the equation (6) is equivalent to the abstract differential equation

\begin{align}
\frac{d}{dt} \bigvee_t x = A \bigvee_t x, \quad t \geq 0, \quad \bigvee_0 x = \xi \in D(A),
\end{align}

where the differentiation with respect to $t$ is taken in the sense of the sup-norm in $\mathcal{C}$.

2.1. Spectral properties of $D(A)$ and decomposition of $\mathcal{C}$. The following lemma puts together known facts on the spectrum of $A$, $\text{spec} A$, pertinent to our study. On the basis of the spectrum we will decompose the space $\mathcal{C}$ into a two-dimensional subspace with maximal exponential growth rate and an infinite-dimensional space on which all exponential growth rates are negative.

Lemma 2.1. Let $A$ defined by (7) be the generator of the semigroup $T(t)$ defined by the solution of the RFDE. Then

1. $A$ has only a point spectrum.
2. $\lambda \in \text{spec} A$ iff $\lambda$ satisfies the characteristic equation $\Delta(\lambda) = \lambda - L_0 e^{\lambda t} = 0$.
3. For any real number $r$, $\text{card}\{ \lambda \in \text{spec} A | \text{Re}(\lambda) > r \} < \infty$. ($\text{Re}$ denotes the real part of).
4. For each eigenvalue $\lambda$ of $A$, both the generalized eigenspace $E_\lambda = \text{Null}((\lambda I - A)^q)$ and the range $R_\lambda = \text{Range}((\lambda I - A)^q)$ are $A$-invariant and norm-closed linear subspaces of the complexification $\mathcal{C}_c = E_\lambda \oplus R_\lambda$. (Here $I$ is the identity and $q$ is the algebraic multiplicity).

We make the following assumptions on $A$ (equivalently on $L_0$).

Assumption 2.1. $\max\{ \text{Re}(\lambda) | \lambda \in \text{spec} A \} = 0$. The set of eigenvalues with maximum real part is $\Lambda = \{ \lambda_1, \lambda_2 \} = \{ \pm i\omega_c \}, \omega_c > 0$, where $i\omega_c$ satisfies the characteristic equation $\Delta(i\omega_c) = i\omega_c - L_0 e^{i\omega_c} = 0$.

The corresponding eigenfunctions in $\mathcal{C}_c$ are $\varphi_{1,2} = \Phi_1 \pm i \Phi_2$ with $\Phi_1(\theta) = \cos(\omega_c \theta)$ and $\Phi_2(\theta) = \sin(\omega_c \theta), \theta \in [-r, 0]$. We introduce the row vector valued function

$\Phi(\cdot) = [\Phi_1(\cdot), \Phi_2(\cdot)] = [\cos(\omega_c \cdot), \sin(\omega_c \cdot)]$. 
Using the identity \( \cos(\omega_c(t+\cdot)) = \cos(\omega_c t) \cos(\omega_c) - \sin(\omega_c t) \sin(\omega_c) \) and the linearity of \( L_0 \), it can be shown that

\[
T(t)\Phi(\cdot) = \Phi(\cdot)e^{Bt}, \quad B = \begin{bmatrix} 0 & \omega_c \\ -\omega_c & 0 \end{bmatrix}
\]

with the derivative

\[
A\Phi(\cdot) = \frac{d}{dt}T(t)\Phi(\cdot)|_{t=0} = \Phi(\cdot)B.
\]

These facts suggest the following decomposition of \( C \). Setting \( E_\Lambda := E_{\Lambda_1} \oplus E_{\Lambda_2} = \text{span}_C \{ \varphi_1, \varphi_2 \} \), we obtain

**Lemma 2.2.**

1. The subspaces \( P_\Lambda := E_\Lambda \cap C = \text{span}_\mathbb{R} \{ \Phi_1, \Phi_2 \} \) and \( Q_\Lambda = (R_{\Lambda_1} \oplus R_{\Lambda_2}) \cap C \) are closed and \( A \)-invariant in \( (C, \| \cdot \|) \), and \( C = P_\Lambda \oplus Q_\Lambda \).
2. If \( \pi \) denotes the projection of \( C \) onto \( P_\Lambda \) along \( Q_\Lambda \) (i.e. \( \pi^2 = \pi \) on \( C \) and \( \pi(Q_\Lambda) = 0 \)), then \( \pi(D(A)) \subset P_\Lambda \subset D(A) \). 
   
   \( A \) is completely reducible w.r.t. \( (P_\Lambda, Q_\Lambda) \) and \( \pi(A(\phi)) = A(\pi(\phi)) \) for all \( \phi \in D(A) \). The restrictions \( A^P = A|_{P_\Lambda} \) and \( A^Q = A|_{Q_\Lambda} \) satisfy \( \overline{D(A^P)} = P_\Lambda \) and \( \overline{D(A^Q)} = Q_\Lambda \) and generate a strongly continuous semigroup on \( P_\Lambda \) and \( Q_\Lambda \), respectively.
3. While \( \|T(t)P_\Lambda\|_{op} = 1 \), there are positive constants \( \kappa \) and \( K \) such that for all \( \phi \in Q_\Lambda \) (see [12], page 215, Corollary 6.1),

\[
\|T(t)\phi\| \leq Ke^{-\kappa t}\|\phi\|, \quad t \geq 0.
\]

See Taylor and Lay [14], Introduction to Functional Analysis, Theorem 12.5, page 248, and section V.5, pages 287-289, as well as Hale and Verduyn-Lunel [12], chapter 6.

2.1.1. Representation of the projection operator \( \pi \). ([12], pages 198, 212). Define the bilinear form \( \langle \phi, \psi \rangle \) on \( C([-r, 0], \mathbb{R}) \times C([0, r], \mathbb{R}) \), given by

\[
\langle \phi, \psi \rangle := \phi(0)\psi(0) - L_0\int_0^r \phi(u)\psi(u - \cdot) du
\]

and introduce the column-vector valued function on \([0, r]\), \( \Psi(\cdot) := \begin{bmatrix} \psi_1(\cdot) \\ \psi_2(\cdot) \end{bmatrix} \), where \( \psi_i \) are linear combinations of \( \cos(\omega) \) and \( \sin(\omega) \) and are such that \( \langle \Phi_i, \psi_j \rangle = \delta_{ij} \). Putting \( \langle \phi, \Psi \rangle = \begin{bmatrix} \langle \phi, \psi_1 \rangle \\ \langle \phi, \psi_2 \rangle \end{bmatrix} \), we obtain for the projection \( \pi : C \to P_\Lambda \),

\[
\pi(\phi) = \Phi(\phi, \Psi) = \langle \phi, \psi_1 \rangle \Phi_1 + \langle \phi, \psi_2 \rangle \Phi_2,
\]

\[
Q_\Lambda = \ker(\pi) = \{ \phi \in C| \pi(\phi) = 0 \}.
\]

2.1.2. Coordinate representation of \( P_\Lambda \). Identifying \( P_\Lambda = \{ \Phi z \mid z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} \in \mathbb{R}^2 \} \) with \( \mathbb{R}^2 \), putting \( \tilde{\omega}_x(\cdot) = \Phi(\cdot)z(t) + y_0(\cdot) \), where we define \( y_0(\theta) := x(t+\theta) - \Phi(\theta)z(t) \in Q_\Lambda \), and taking into account (10), we can replace the system (8), i.e. \( \frac{d}{dt}\tilde{\omega}_x = A\tilde{\omega}_x = A(\Phi(\cdot)z(t) + y_0(\cdot)) \), by

\[
\dot{z}(t) = Bz(t), \quad \frac{d}{dt}y_0 = Ay_0
\]

with initial values \( z(0) \) and \( y_0(\cdot) \) given by \( \tilde{\omega}_0(\cdot) = \Phi(\cdot)z(0) + y_0(\cdot) \).

**Remark 2.1.** From the above equation, recalling the structure of \( B \), one can see that \( \frac{1}{2}(z_1^2(t) + z_2^2(t)) = \frac{1}{2}\langle \tilde{\omega}_x(\cdot), \tilde{\omega}_x(\cdot) \rangle \) is a constant. When we deal with the perturbed system (3), this quantity evolves much slowly compared to \( X \). Let \( H(t) := \frac{1}{2}\langle \tilde{\omega}_x(\cdot), \tilde{\omega}_x(\cdot) \rangle \). Roughly, our aim is to show that the law of \( H(t/\varepsilon^2) \) converges to that of a SDE without delay, whose generator would be specified later.
3. Stochastic DDE framework

Since the perturbed system (3) is a stochastic DDE (SDDE) and we intend to use martingale problem technique to prove weak convergence of laws, here we collect the results of SDDE framework that would be useful to us.

**Theorem 3.1.** Theorem 1.3.1 in [15], Theorem 2.2.1 in [16]: Suppose that $(\Omega, \mathcal{F}, \mathbb{P})$, $W$ and $\{\mathcal{F}_t\}$ are given as in section 1. Suppose $a, b : \mathbb{C} \to \mathbb{R}$ are two continuous functionals satisfying the Lipshitz condition
\[
|a(\eta) - a(\tilde{\eta})| + |b(\eta) - b(\tilde{\eta})| \leq K||\eta - \tilde{\eta}||.
\]
Suppose $0 \leq s \leq T$ and $\xi$ is a $\mathcal{F}_0$-measurable $\mathbb{C}$-valued random variable with $\mathbb{E}||\xi||^2 < \infty$. Then the SDDE with the initial process $\xi$, given by
\[
X(t) = \begin{cases} 
\xi(0) + \int_0^t a(\varphi_u)du + \int_0^t b(\varphi_u)dW(u), & t \geq 0, \\
\xi(t), & -\tau \leq t \leq 0,
\end{cases}
\]
possesses a unique continuous strong solution such that $X$ is $\mathcal{F}_t$ adapted and $\mathbb{E}||\varphi_t X||^2 < \infty$.

**Definition 3.2.** (Definition IV.4.2 of [16]): A function $\mathbf{c} : \mathbb{C} \to \mathbb{R}$ is said to be quasi-tame function if there exist an integer $k > 0$, $C^\infty$-bounded maps $\mathbf{c} : \mathbb{R}^k \to \mathbb{R}$, $f_j : \mathbb{R} \to \mathbb{R}$ and piecewise $C^1$ functions $g_j : [\xi, 0] \to \mathbb{R}$ for $j = 1, \ldots, k - 1$ such that
\[
\begin{align*}
\mathbf{c}(\eta) &= \mathbf{c}([f_1, g_1(\eta)], \ldots, [f_{k-1}, g_{k-1}(\eta)], \eta(0)) \\
\end{align*}
\]
for all $\eta \in \mathbb{C}$, where $[f, g|\eta] = \int_0^1 f(\eta(s))g(s)ds$. The derivatives $g_j'$ are assumed to be absolutely integrable.

The space of quasi-tame functions is denoted by $\tau_q$.

**Lemma 3.3.** (Lemma 1.3.1 of [15]). Suppose $X(t)$ is the solution to (16) and $f \in C_b(\mathbb{R}; \mathbb{R})$ and $g \in C^1([-\tau, 0]; \mathbb{R})$. Then
\[
[f, g|\varphi_t X] - [f, g|\varphi_0 X] = \int_0^t \left\{ f(\varphi_u X(0))g(0) - f(\varphi_u X(-r))g(-r) - [f, g'|\varphi_u X] \right\} du.
\]

**Lemma 3.4.** (pages 10-11 of [15]). Let $\mathbf{c} \in \tau_q$ be of the form (17) and $X(t)$ be the solution to (16). Then
\[
\mathbf{c}(\varphi_t X) - \mathbf{c}(\varphi_0 X) = \sum_{j=1}^{k-1} \int_0^t \left\{ f_j(\varphi_u X(0))g_j(0) - f_j(\varphi_u X(-r))g_j(-r) - [f_j, g_j'|\varphi_u X] \right\} \partial_j \mathbf{c} du + \int_0^t a(\varphi_u) \partial_k \mathbf{c} du + \frac{1}{2} \int_0^t b(\varphi_u) \partial_k^2 \mathbf{c} du,
\]
where the partial derivatives are evaluated at $([f_1, g_1|\varphi_u X], \ldots, [f_{k-1}, g_{k-1}|\varphi_u X], \varphi_u X(0))$.

**Definition 3.5.** Denote by $C_b$ the Banach space of all bounded continuous functions $\mathbf{c} : \mathbb{C} \to \mathbb{R}$ with the sup norm
\[
||\mathbf{c}||_{C_b} = \sup\{||\mathbf{c}(\phi)|| : \phi \in \mathbb{C}\}.
\]
Define an operator $A^0$ on $C_b$ with $\mathcal{D}(A^0) = \tau_q$ as follows: Let $\mathbf{c} \in \mathcal{D}(A^0)$ be of the form (17). Then
\[
(A^0 \mathbf{c})(\eta) := \sum_{j=0}^{k-1} \left( f_j(\eta(0))g_j(0) - f_j(\eta(-r))g_j(-r) - [f_j, g_j'|\eta] \right) \partial_j \mathbf{c} + a(\eta) \partial_k \mathbf{c} + \frac{1}{2} b^2(\eta) \partial_k^2 \mathbf{c},
\]
where the partial derivatives are evaluated at $([f_1, g_1|\eta], \ldots, [f_{k-1}, g_{k-1}|\eta], \eta(0))$. 

Theorem 3.6. Suppose \( X(t) \) for \(-r \leq t \leq T\) is given by the SDDE (3) with the coefficients \( a, b \) satisfying the Lipshitz condition (15). Suppose \( \xi \in \tau_q \). Then
\[
M^\xi_t := \xi(\varpi_t X) - \xi(\varpi_0 X) - \int_0^t (A^0 \xi)(\varpi_u X)du
\]
is a \( F_t \) martingale.

4. The Variation of Constants Formula

In order to express the solution of (3) using that of (4), we need to use the solution of (20)
\[
\dot{x} = L_0 \varpi_t x
\]
with the initial condition \( \varpi_0 x = 1_{\{0\}} \) where \( 1_{\{0\}} \) is the indicator for \( \{0\} \) over \([-r, 0]\). Clearly \( 1_{\{0\}} \) does not belong to \( C \) and so we need to extend the space \( C \).

The following lemma puts together the results pertaining to the extension. These are taken from p.192-193, 206-207 of [16] which makes use of [12].

Lemma 4.1. Let \( \hat{C} := \hat{C}([-r, 0]; \mathbb{R}) \) be the Banach space of all bounded measurable maps \([-r, 0] \to \mathbb{R} \), given the sup norm.

1. Using Riesz representation it is possible to extend \( L_0 \) to \( \hat{C} \). Denote this extension also by \( L_0 \). Solving the linear system (20) for initial data in \( \hat{C} \), the semigroup \( T(t) \) can be extended to one on \( \hat{C} \). Denote the extension by \( \hat{T}(t) \).
2. The representation 2.1.1 of the projection operator \( \pi \) gives a natural extension to a continuous linear map \( \hat{\pi} : \hat{C} \to P_\Lambda \). The formula (12) \( \hat{\pi}(\phi) = \Phi(\phi, \Psi) \) holds even for \( \phi \in \hat{C} \). In particular \( \hat{\pi}(1_{\{0\}}) = \Phi(1_{\{0\}}, \Psi) = \Phi(0) \).
3. The space \( \hat{C} \) has a topological splitting \( \hat{C} = P_\Lambda \oplus \hat{Q}_\Lambda \), where \( \hat{Q}_\Lambda = \{ \eta : \eta \in \hat{C}, \hat{\pi}\eta = 0 \} \).
4. The above splitting is invariant under the semigroup \( \hat{T} \), i.e. for each \( \eta \in \hat{C} \) and \( t \geq 0 \), we have \( \hat{T}(t) \eta = \hat{T}(t) \hat{\pi} \eta, \quad (I - \hat{\pi}) \hat{T}(t) \eta = \hat{T}(t)(I - \hat{\pi}) \eta \).
5. There exists positive constants \( \kappa \) and \( K \) such that for all \( \phi \in \hat{Q}_\Lambda \)
\[
||\hat{T}(t)\phi|| \leq Ke^{-\kappa t}||\phi||, \quad t \geq 0.
\]

Proposition 4.2. Under the assumptions on \( G \) and \( L_0 \) listed in section 1, the solution to
\[
X(t) = \begin{cases} 
\xi(0) + \int_0^t L_0(\varpi_u X)du + \int_0^t G(\varpi_u X)du + \int_0^t dW(u), & t \geq 0, \\
\xi(t), & t < 0,
\end{cases}
\]
with \( \xi \in \mathcal{C} \) such that \( \mathbb{E}||\xi||^2 < \infty \), satisfies the variation of constants formula
\[
\varpi_t X = \hat{T}(t)\xi + \int_0^t \hat{T}(t-u)1_{\{0\}}G(\varpi_u X)du + \int_0^t \hat{T}(t-u)1_{\{0\}}dW(u),
\]
where
\[
\left( \int_0^t \hat{T}(t-u)1_{\{0\}}dW(u) \right)(s) := \int_0^t (\hat{T}(t-u)1_{\{0\}})(s)dW(u), \quad \forall s \in [-r, 0],
\]
\[
\left( \int_0^t \hat{T}(t-u)1_{\{0\}}G(\varpi_u X)du \right)(s) := \int_0^t (\hat{T}(t-u)1_{\{0\}})(s)G(\varpi_u X)du, \quad \forall s \in [-r, 0].
\]

1 Also see p.26 of [17] which works with additional assumption that the coefficients are globally bounded.
Further the projections satisfy
\[ \pi \mathcal{O}_t X = \hat{T}(t) \hat{\pi} \xi + \int_0^t \hat{T}(t-u) \hat{\pi} 1_{\{0\}} G(\mathcal{O}_u X) du + \int_0^t \hat{T}(t-u) \hat{\pi} 1_{\{0\}} \sigma dW(u), \]
\[ (I-\pi) \mathcal{O}_t X = \hat{T}(t)(I-\hat{\pi}) \xi + \int_0^t \hat{T}(t-u)(I-\hat{\pi}) 1_{\{0\}} G(\mathcal{O}_u X) du + \]
\[ + \int_0^t \hat{T}(t-u)(I-\hat{\pi}) 1_{\{0\}} \sigma dW(u). \]

**Proof.** Similar to proof of theorem 4.1 on p.201 of [16]. It can be proved by Picard iteration that the equation
\[ y(t) = \begin{cases} (\hat{T}(t)\xi)(0) + \int_0^t (\hat{T}(t-u)1_{\{0\}})(0)G(\mathcal{O}_u y) du + \int_0^t (\hat{T}(t-u)1_{\{0\}})(0)\sigma dW(u), & t \geq 0, \\ \xi(t), & t \in [-r, 0] \end{cases} \]
possesses a solution with continuous sample paths. Using arguments similar to the ones in p.201-202 of [16], it can be shown that every such solution satisfies the FDE (21). And it is already known that solution to (21) is unique. The formulas for the projections follow from the invariance of splitting \( \mathcal{C} = \mathcal{P}_\lambda \oplus \mathcal{Q}_\lambda \) under the semigroup \( T \).\( \square \)

5. The perturbed system

When the noise perturbation \( \varepsilon \) is small, the quantity \( \mathcal{H}(t) := \frac{1}{2}(\mathcal{O}_t X, \Psi)^* (\mathcal{O}_t X, \Psi) \) evolves slowly compared to \( X \) (see remark 2.1). Significant changes in \( \mathcal{H} \) occur on time scales of order \( 1/\varepsilon^2 \). Hence we consider the perturbed system (3) with a change of time scale: \( \hat{X}(t) := X(t/\varepsilon^2) \). For this purpose, define the segment extractor
\[ (\mathcal{O}_t f)(\theta) = f(t + \varepsilon^2 \theta), \quad -r \leq \theta \leq 0. \]
Then \( \hat{X}(t) \) satisfies
\[ \hat{X}(t) = \begin{cases} \xi(0) + \frac{1}{\varepsilon^2} \int_0^t L_0(\mathcal{O}_u \hat{X}) du + \int_0^t G(\mathcal{O}_u \hat{X}) du + \int_0^t F(\mathcal{O}_u \hat{X}) d\hat{W}(u), & t \geq 0, \\ \xi(\varepsilon^{-2}t), & -r \varepsilon^2 \leq t \leq 0, \end{cases} \]
where \( \hat{W}(t) = \varepsilon W(t/\varepsilon^2) \).

We drop the hats on symbols and rewrite the notation:
Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a complete probability space and \( W = \{W(t)\}_{0 \leq t \leq T} \) be a real valued Wiener process defined on it. Suppose \( \{\mathcal{F}_t\}_{0 \leq t \leq T} \) is a family of increasing \( \mathbb{P} \)-complete sub-\( \sigma \)-fields of \( \mathcal{F} \) such that
\[ \mathcal{F}_t^W \subset \mathcal{F}_t \text{ and } \mathcal{F}_t \perp \sigma\{W(v) - W(u), t \leq u \leq v \leq T\}. \]
We take the initial condition \( \xi \in \mathcal{C} \) to be deterministic.

Our object of study is an \( \mathbb{R} \)-valued random process \( X^\varepsilon(t) \) satisfying
\[ X^\varepsilon(t) = \begin{cases} \xi(0) + \frac{1}{\varepsilon^2} \int_0^t L_0(\mathcal{O}_u X^\varepsilon) du + \int_0^t G(\mathcal{O}_u X^\varepsilon) du + \int_0^t F(\mathcal{O}_u X^\varepsilon) dW(u), & t \geq 0, \\ \xi(\varepsilon^{-2}t), & -r \varepsilon^2 \leq t \leq 0. \end{cases} \]
We assume \( G: \mathcal{C} \to \mathbb{R} \) is a \( C^2 \) function satisfying the Lipschitz condition (1) and growth condition (2); \( L_0 \) is a continuous linear mapping that satisfies assumption 1.1; and \( F(\eta) = \sigma \) for all \( \eta \in \mathcal{C} \).

Our aim is to study the weak convergence, as \( \varepsilon \to 0 \), of the law of the scalar process \( \mathcal{H}^\varepsilon(t) := h(\mathcal{O}_t X^\varepsilon) \) where \( h(\eta) := \frac{1}{2} \langle \eta, \Psi \rangle^* (\eta, \Psi) \).

Note that \( h \) solely depends on the \( \mathcal{P}_\lambda \) projection. Proposition 5.3 gives the justification to ignore the \( \mathcal{Q}_\lambda \) projection. However proposition 5.5 about \( \mathcal{Q}_\lambda \) projection is what we use in proving weak convergence of \( \mathcal{H}^\varepsilon(t) \).

\(^2\)Note that \( \Psi \) has two components. The symbol * indicates transpose of a vector.
Definition 5.1. Define \( h : \mathbb{R} \rightarrow \mathbb{R} \), by

\[
h(t) = \begin{cases} 
(\hat{T}(t)(I - \hat{\pi})1_{(0)})(0), & t \geq 0, \\
h(0), & t < 0.
\end{cases}
\]

Using part 5 of lemma 4.1 we have \(|h(t)| \leq Ke^{-\kappa t}\) for \( t \geq 0 \). Further

\[
\left| \frac{d}{dt} h(t) \right| = |L_0(\hat{T}(t)(I - \hat{\pi})1_{(0)})| \leq ||L_0|| ||\hat{T}(t)(I - \hat{\pi})1_{(0)}|| \leq ||L_0|| Ke^{-\kappa t}.
\]

Define the modulus of continuity for \( f : [0, \infty) \rightarrow \mathbb{R} \)

\[
w(a, b; f) = \sup_{|u-v| \leq a, u, v \in [0, b]} |f(u) - f(v)|.
\]

Lemma 5.2. Define \( Y'_s := \left| \int_0^s \hat{T}(s-u)(I - \hat{\pi})1_{(0)}\sigma dW(u) \right| \). Then there exists constants \( \hat{C} \) and \( \varepsilon(a, \delta) \) such that, given any \( a \in (0, 1) \), for \( \varepsilon < \varepsilon(a, \delta) \)

\[
\mathbb{P}\left[ \sup_{s \in [0, T]} Y'_s \geq \varepsilon^a \right] \leq \hat{C}\varepsilon^{-a} \sqrt{r\varepsilon^3 \ln \left( \frac{T}{r\varepsilon^3} \right)}, \quad \delta \in (2a, 2).
\]

Proof. Let \( h \) be as in definition 5.1. Then

\[
\sup_{s \in [0, T]} Y'_s \leq \sup_{s \in [0, T]} \sup_{\theta \in [-r, 0]} \left| \int_0^{(s+\varepsilon^2\theta)v_0} h\left( \frac{s + \varepsilon^2\theta + u}{\varepsilon^2} \right) \sigma dW(u) \right|
\]

(28)

(29)

RHS of (28) equals

\[
\sup_{t \in [0, T]} \left| \int_0^t h\left( \frac{t-u}{\varepsilon^2} \right) \sigma dW(u) \right| \leq \sup_{t \in [r\varepsilon^3, T]} \left| \int_0^{t-r\varepsilon^3} h\left( \frac{t-u}{\varepsilon^2} \right) \sigma dW(u) \right|
\]

(30)

\[
+ \sup_{t \in [0, T]} \left| \int_t^{t-r\varepsilon^3} h\left( \frac{t-u}{\varepsilon^2} \right) \sigma dW(u) \right|
\]

(31)

with \( \delta \in (0, 2) \).

Using integration by parts and exponential decay of \( h \) and \( h' \) in RHS of (30) we have

\[
\text{RHS of (30)} \leq \sup_{t \in [r\varepsilon^3, T]} |h(r\varepsilon^3 - 2)\sigma W(t - r\varepsilon^3)| + \sup_{t \in [r\varepsilon^3, T]} \frac{1}{\varepsilon^2} \int_0^{t-r\varepsilon^3} \left| h'\left( \frac{t-u}{\varepsilon^2} \right) \right| |\sigma W(u)| \, du
\]

\[
\leq Ke^{-r\varepsilon^3 - 2} \sup_{t \in [0, T]} |\sigma W(t)| + \sup_{t \in [r\varepsilon^3, T]} \frac{1}{\varepsilon^2} ||L_0|| K \int_0^{t-r\varepsilon^3} e^{-\kappa(t-u)/\varepsilon^2} |\sigma W(u)| \, du
\]

\[
\leq Ke^{-r\varepsilon^3 - 2} \sup_{t \in [0, T]} |\sigma W(t)| + \frac{1}{\varepsilon^2} ||L_0|| Ke^{-r\varepsilon^3 - 2} \int_0^T |\sigma W(u)| \, du.
\]

For RHS of (31), we use

\[
h\left( \frac{t-u}{\varepsilon^2} \right) = h\left( \frac{t - ((t - r\varepsilon^3) \lor 0)}{\varepsilon^2} \right) - \frac{1}{\varepsilon^2} \int_{(t-r\varepsilon^3) \lor 0}^u h'\left( \frac{t-\tau}{\varepsilon^2} \right) \, d\tau, \quad \text{for } u \in [(t - r\varepsilon^3) \lor 0, t].
\]
Now,

\[ \text{RHS of (31)} \leq \sup_{t \in [0, r \delta^2]} |h(t e^{-\delta^2})| \sigma W_t + \sup_{t \in [r \delta^2, T]} |h(r \delta e^{\delta^2})| \sigma (W_t - W_{t-r \delta^2}) \]

\[ + \sup_{t \in [0, T]} \frac{1}{\varepsilon^2} \left| \int_{(t-r \delta^2) \vee 0}^{t} \left( \int_{(t-r \delta^2) \vee 0}^{u} h' \left( \frac{t-\tau}{\varepsilon^2} \right) d\tau \right) \sigma dW(u) \right| \]

\[ \leq 2K \sigma w(r \delta^2, T; W) + \sup_{t \in [0, T]} \frac{1}{\varepsilon^2} \left| \int_{(t-r \delta^2) \vee 0}^{t} \left( \int_{(t-r \delta^2) \vee 0}^{t} \sigma |W_t - W_{\tau}| h' \left( \frac{t-\tau}{\varepsilon^2} \right) d\tau \right) \right| \]

\[ \leq 2K \sigma w(r \delta^2, T; W) + \sup_{t \in [0, T]} \frac{1}{\varepsilon^2} \int_{(t-r \delta^2) \vee 0}^{t} \sigma |W_t - W_{\tau}| h' \left( \frac{t-\tau}{\varepsilon^2} \right) d\tau \]

\[ \leq 2K \sigma w(r \delta^2, T; W) + \sigma \max \left( |w(r \delta^2, T; W)| \sup_{t \in [0, T]} \frac{1}{\varepsilon^2} \int_{(t-r \delta^2) \vee 0}^{t} K ||L_0|| e^{-\kappa(t-\tau)/\varepsilon^2} d\tau \right) \]

\[ \leq 2K \sigma \left( 1 + \frac{||L_0||}{2\kappa} \right) w(r \delta^2, T; W). \]

For the term in (29) we make use of the following facts:

\[ \tilde{\psi}_1(t; v) = \tilde{\psi}_1 \cos(v - u) + \tilde{\psi}_2 \sin(v - u) \]

\[ = (\tilde{\psi}_1 \cos v + \tilde{\psi}_2 \sin v) \cos u + (\tilde{\psi}_1 \sin v - \tilde{\psi}_2 \cos v) \sin u, \]

and \(|\tilde{\psi}_1 \cos v + \tilde{\psi}_2 \sin v| \leq \sqrt{\tilde{\psi}_1^2 + \tilde{\psi}_2^2} = \sqrt{\tilde{\psi}_1^2 \tilde{\psi}_2^2} \). Using these it is easy to see that the term in (29) is bounded above by

\[ \sigma \sqrt{\tilde{\psi}_1 \tilde{\psi}_2} \sup_{s \in [0, T]} \sup_{\theta \in [-r, 0]} \left( |M_s^{*, \varepsilon} - M_{s+\varepsilon^2 \theta}^{*, \varepsilon}| |M_s^{*, \varepsilon} - M_{s+2 \varepsilon^2 \theta}^{*, \varepsilon}| \right) \]

where

\[ M_t^{*, \varepsilon} = \int_0^t \cos(u/\varepsilon^2) dW(u), \quad M_t^{*, \varepsilon} = \int_0^t \sin(u/\varepsilon^2) dW(u). \]

The term in (32) can be bounded above by

\[ \sigma \sqrt{\tilde{\psi}_1 \tilde{\psi}_2} \left( w(\varepsilon^2 r, T; M^{*, \varepsilon}) + w(\varepsilon^2 r, T; M^{*, \varepsilon}) \right). \]

To compute \( E[\sup_{s \in [0, T]} |Y_s^{\varepsilon} | \geq \varepsilon]\) we use the identity for nonnegative random variables \( X_i \)

\[ \mathbb{P} \left[ \sum_{j=1}^{5} X_j \geq \varepsilon \right] \leq \sum_{j=1}^{5} \mathbb{P} [X_j \geq \frac{1}{5} \varepsilon] \leq 5 \varepsilon^{-a} \sum_{j=1}^{5} \mathbb{E} [X_j]. \]

Now, \( E[\sup_{t \in [0, T]} |W(t)|] \leq C_{bdg} \sqrt{T} \) by Burkholder-Davis-Gundy inequality (theorem 3.3.28 in [19]). Also

\[ E \int_0^T |\sigma W(u)| du \leq T E \sup_{t \in [0, T]} |\sigma W(u)| \leq \sigma C_{bdg} T^{3/2}. \]

Using lemma 3 of [18], \( E w(r \delta^2, T; W) \leq C w \sqrt{r \delta^2 \ln \left( \frac{T}{r \delta^2} \right)} \). Using Theorem 1 of [18] there exists constants \( C_m^c \) and \( C_m^s \) such that \( E w(\varepsilon^2 r, T; M^{*, \varepsilon}) \leq C_m^c \sqrt{\varepsilon^2 r \ln \left( \frac{T}{\varepsilon^2 r} \right)} \) and \( E w(\varepsilon^2 r, T; M^{*, \varepsilon}) \leq
Given \( a \in (0, 1) \) if we choose \( \delta \in (2a, 2) \) the RHS of the above equation goes to zero as \( \varepsilon \to 0 \). \( \square \)

Fix a \( H^* \in \mathbb{R}^+ \) and let
\[
S := \{ \eta \in P_\Lambda : h(\eta) < H^* \}.
\]

Assume that the initial condition \( \hat{\Theta}_0 X^\varepsilon \) is such that \( \pi \hat{\Theta}_0 X^\varepsilon \in S \). Define the stopping time
\[
\tau := \inf \{ t \geq 0 : \pi \hat{\Theta}_t X^\varepsilon \notin S \}.
\]

**Proposition 5.3.** Define \( \beta^\varepsilon := ||(I - \pi)\hat{\Theta}_t X^\varepsilon||. \) Then there exists constants \( C, C' \) and \( \hat{\varepsilon}(a, \delta) \) such that, given any \( a \in [0, 1] \), for \( \varepsilon < \hat{\varepsilon}(a, \delta) \)

\[
\mathbb{P}[ \sup_{s \in [0, T]} \hat{\Theta}_s^\varepsilon \geq a ] \leq C \varepsilon^{-a} e^{-\kappa_n \varepsilon^{-2}} + C_1 \varepsilon^{-a} e^{-\kappa_n \varepsilon^{-2}} + C_2 \varepsilon^{-a} e^{-\kappa_n \varepsilon^{-2}} + C_3 \varepsilon^{-a} \sqrt{r\varepsilon^2 \ln \left( \frac{T}{r \varepsilon^2} \right)} + C_4 \varepsilon^{-a} \sqrt{r \varepsilon^2 \ln \left( \frac{T}{r \varepsilon^2} \right)}.
\]

where \( C_1 = 5\sigma K_{bdg} \sqrt{T}, C_2 = 5\sigma r_{L_0}/|K_{bdg} T^{3/2}, C_3 = 10\sigma K \left( 1 + \frac{|L_0|}{2\varepsilon} \right) C_n, C_4 = 5\sigma \sqrt{P \hat{\Psi}_n \hat{\Psi} (C_0 + C_0^*)} \). For small enough \( \varepsilon \), the term with \( C_3 \) dominates and we have
\[
\mathbb{P}[ \sup_{s \in [0, T]} \hat{\Theta}_s^\varepsilon \geq a ] \leq 2C_2 \varepsilon^{-a} \sqrt{r \varepsilon^2 \ln \left( \frac{T}{r \varepsilon^2} \right)}.
\]

For the first term on the RHS of (35), using part 5 of lemma 4.1, we have,

\[
||\hat{T}(s/\varepsilon^2)(I - \pi)\hat{\Theta}_0 X^\varepsilon|| \leq K ||(I - \pi)\hat{\Theta}_0 X^\varepsilon|| e^{-\kappa_n \varepsilon^2/\varepsilon^2} = K \beta^\varepsilon_0 e^{-\kappa_n \varepsilon^2/\varepsilon^2}.
\]

For the second term on the RHS of (35), using Lipshitz condition on \( G \) and that \( \pi \hat{\Theta}_0 X^\varepsilon \) is bounded for \( u \in [0, T \wedge \tau] \), we have,

\[
||\int_0^S \hat{T}(s/\varepsilon^2)(I - \pi)1 \{ 0 \} G(\hat{\Theta}_t X^\varepsilon) du|| \leq C \int_0^S e^{-\kappa(s - u)/\varepsilon^2} du + C \int_0^S e^{-\kappa(s - u)/\varepsilon^2} ||(I - \pi)(\hat{\Theta}_t X^\varepsilon)|| du \leq C \varepsilon^2 + C \int_0^S e^{-\kappa(s - u)/\varepsilon^2} \beta^\varepsilon_0 du.
\]
Hence for $s \in [0, T \land \epsilon]$

$$
\beta^2_s - \left( K_0 e^{-\kappa s/\epsilon^2} + C \epsilon^2 + C \int_0^s e^{-\kappa(s-u)/\epsilon^2} \beta^2_u du \right) \leq \left\| \int_0^s \hat{T}\left(\frac{s-u}{\epsilon^2}\right)(I - \hat{\pi})1_{\{0\}} \sigma dW(u) \right\|.
$$

For the RHS of the above inequality we use lemma 5.2. Then we have the following statement: for any $a \in [0, 1]$, there exists constants $C$ and $\varepsilon(a, \delta)$ such that for $\varepsilon < \varepsilon(a, \delta)$

$$
(38) \quad P\left[ \forall s \in [0, T \land \epsilon], \quad \beta^2_s \leq K_0 e^{-\kappa s/\epsilon^2} + C \epsilon^2 + C \int_0^s e^{-\kappa(s-u)/\epsilon^2} \beta^2_u du + \varepsilon a \right]

\geq 1 - C \varepsilon^{-a} \sqrt{r \delta \ln \left( \frac{T}{\varepsilon \delta} \right)}, \quad \delta \in (2a, 2).
$$

Using Gronwall kind of inequality (see Theorem 1.5 on page 7 of [20]) we have that LHS of (38) is bounded above by

$$
(39) \quad P\left[ \forall s \in [0, T \land \epsilon], \quad \beta^2_s \leq \beta_0^2 + \frac{1}{2} C_2^2 s^2 e^{-\kappa s/\epsilon^2} + (1 + \varepsilon^2 C^2/\kappa^2)(C \epsilon^2 + \varepsilon^a) \right].
$$

Let $\varepsilon_*$ be such that $\forall \varepsilon < \varepsilon_*, (1 + \varepsilon^2 C^2/\kappa^2)(C \epsilon^2 + \varepsilon^a) < 2 \epsilon^a$. Choose $\tilde{\varepsilon}(a, \delta) = \varepsilon(a, \delta) \land \varepsilon_*$.

**Lemma 5.4.** Let $h$ be as in definition 5.1. Then

$$
(40) \quad \left\| \int_0^s \hat{T}\left(\frac{s-u}{\epsilon^2}\right)(I - \hat{\pi})1_{\{0\}} \sigma dW(u) \right\| \leq

(41) \quad \int_0^{(s-\epsilon^2 r)\vee 0} h\left(\frac{s-\epsilon^2 r-u}{\epsilon^2}\right) \sigma dW(u)

(42) \quad + \sup_{\nu \in ([s-\epsilon^2 r] \vee 0, \nu]} \left| \int_{(s-\epsilon^2 r)\vee 0}^\nu h(0) \sigma dW(u) \right|

(43) \quad + \sup_{\nu \in ([s-\epsilon^2 r] \vee 0, \nu]} \left| \int_{(s-\epsilon^2 r)\vee 0}^\nu \frac{1}{\epsilon^2} h'\left(\frac{\nu-u}{\epsilon^2}\right) \sigma dW(u) \right|

(44) \quad + \sup_{\nu \in ([s-\epsilon^2 r] \vee 0, \nu]} \left| \sqrt{\Psi^\ast \Psi} \int_{\nu}^s \cos(u/\epsilon^2) \sigma dW(u) \right|

(45) \quad + \sup_{\nu \in ([s-\epsilon^2 r] \vee 0, \nu]} \left| \sqrt{\Psi^\ast \Psi} \int_{\nu}^s \sin(u/\epsilon^2) \sigma dW(u) \right|

Also,

$$
(46) \quad E\left\| \int_0^s \hat{T}\left(\frac{s-u}{\epsilon^2}\right)(I - \hat{\pi})1_{\{0\}} \sigma dW(u) \right\| \leq \varepsilon \sigma \left( C_{bdg} \sqrt{\tau(2 \sqrt{\Psi^\ast \Psi} + |h(0)|) + \frac{K}{\sqrt{2\kappa}}(1 + r ||L_0||)} \right).
$$

**Proof.** Assume $s > \epsilon^2 r$. LHS of (40) is bounded above by

$$
(47) \quad \sup_{\theta \in [-r, 0]} \left| \int_0^{(s+\epsilon^2 \theta) \vee 0} h\left(\frac{s+\epsilon^2 \theta-u}{\epsilon^2}\right) \sigma dW(u) \right|

(48) \quad + \sup_{\theta \in [-r, 0]} \left| \int_{(s+\epsilon^2 \theta) \vee 0}^s \hat{\pi} 1_{\{0\}}\left(\frac{s+\epsilon^2 \theta-u}{\epsilon^2}\right) \sigma dW(u) \right|

The term in (47) can be rewritten as

$$
(49) \quad \sup_{\nu \in [s-\epsilon^2 r, s]} \left| \int_0^\nu h\left(\frac{\nu-u}{\epsilon^2}\right) \sigma dW(u) \right|.
$$
For \( v \in [s - \varepsilon^2 r, s] \), we have
\[
(50) \\
\frac{h}{\varepsilon^2}(v - u) = \frac{h}{\varepsilon^2}(s - \varepsilon^2 r - u) \mathbf{1}_{\{u < s - \varepsilon^2 r\}} + h(0) \mathbf{1}_{\{u \geq s - \varepsilon^2 r\}} + \int_{(s - \varepsilon^2 r)\vee u}^{v} \frac{1}{\varepsilon^2} h'\left(\frac{\tau - u}{\varepsilon^2}\right) d\tau.
\]
Using the above in (49) and then changing the order of integration for the term involving \( h' \) we have that (47) is bounded above by RHS of (41) + (42) + (43).

For the term in (48) we make use of the following facts:
\[
\tilde{\pi} \mathbf{1}_{\{0\}}(v - u) = \tilde{\Psi}_1 \cos(v - u) + \tilde{\Psi}_2 \sin(v - u) \\
= (\tilde{\Psi}_1 \cos v + \tilde{\Psi}_2 \sin v) \cos u + (\tilde{\Psi}_1 \sin v - \tilde{\Psi}_2 \cos v) \sin u,
\]
and \( |\tilde{\Psi}_1 \cos v + \tilde{\Psi}_2 \sin v| \leq \sqrt{\tilde{\Psi}_1^2 + \tilde{\Psi}_2^2} = \sqrt{\Psi^* \Psi} \). Using these it is easy to see that the term in (48) is bounded above by (44) + (45).

Same method can be employed for \( s \leq \varepsilon^2 r \).

Now we prove (46). Using exponential decay of \(|h|\) we have
\[
\mathbb{E}(41) \leq \sqrt{\mathbb{E}(41)^2} \leq \sqrt{\int_{(s - \varepsilon^2 r)\vee 0}^{(s - \varepsilon^2 r)\vee 0} \left(\frac{h}{\varepsilon^2}(s - \varepsilon^2 r - u)\right)^2 \sigma^2 du} \\
\leq \sqrt{\int_{(s - \varepsilon^2 r)\vee 0}^{(s - \varepsilon^2 r)\vee 0} K^2 e^{-2\kappa(s - \varepsilon^2 r - u)/\varepsilon^2} \sigma^2 du} \leq \varepsilon \sigma \frac{K}{\sqrt{2K}}.
\]
Using exponential decay of \(|h'|\) we have
\[
\mathbb{E}(43) \leq \int_{(s - \varepsilon^2 r)\vee 0}^{s} d\tau \mathbb{E}\left[\int_{0}^{\tau} \frac{1}{\varepsilon^2} h'\left(\frac{\tau - u}{\varepsilon^2}\right) \sigma dW(u)\right] \\
\leq \int_{(s - \varepsilon^2 r)\vee 0}^{s} d\tau \sqrt{\int_{0}^{\tau} \left(\frac{1}{\varepsilon^2} h'\left(\frac{\tau - u}{\varepsilon^2}\right)\right)^2 \sigma^2 du} \\
\leq \int_{(s - \varepsilon^2 r)\vee 0}^{s} d\tau \sqrt{\int_{0}^{\tau} \frac{1}{\varepsilon^4} K^2 ||L_0||^2 e^{-2\kappa(\tau - u)/\varepsilon^2} \sigma^2 du} \leq \varepsilon \sigma \frac{K}{\sqrt{2K}} r ||L_0||.
\]
Using Burkholder-Davis-Gundy inequality \( \exists C_{bdg} \) such that \( \mathbb{E}(42) \leq C_{bdg} \sigma||h(0)||\sqrt{\varepsilon^2 r}, \mathbb{E}(44) \leq C_{bdg} \sqrt{\Psi^* \Psi \varepsilon^2 r} \) and \( \mathbb{E}(45) \leq C_{bdg} \sigma \sqrt{\Psi^* \Psi \varepsilon^2 r} \). Combining the above results we have (46).

**Proposition 5.5.** For any \( \nu < 1 \),
\[
\lim_{\varepsilon \to 0} \varepsilon^{-\nu} \mathbb{E}\int_{0}^{t \wedge \rho} \|(I - \pi) \hat{\hat{\gamma}}_s^\varepsilon X^\varepsilon\| \, ds = 0.
\]

**Proof.** Let \( \beta_s^\varepsilon := \|(I - \pi) \hat{\hat{\gamma}}_s^\varepsilon X^\varepsilon\| \). Using the variation of constants formula (35), and the estimates (36), (37), (46) we have
\[
\mathbb{E}\int_{0}^{t \wedge \rho} \beta_s^\varepsilon \, ds \leq K \beta_0^\varepsilon \int_{0}^{t \wedge \rho} e^{-s/\varepsilon^2} \, ds \\
+ \int_{0}^{t \wedge \rho} C \varepsilon^2 \, ds + C \mathbb{E}\int_{0}^{t \wedge \rho} \int_{0}^{s} e^{-\kappa(s - u)/\varepsilon^2} \beta_u^\varepsilon \, du \, ds \\
+ \int_{0}^{t \wedge \rho} C \varepsilon^2 \, ds.
\]
Evaluating the above integrals and changing the order of integration of second term of (53) we have
\[
E \int_0^{t/\varepsilon} \beta_s^\varepsilon ds \leq \varepsilon^2 \frac{K}{\kappa} \beta_0^\varepsilon + \varepsilon^2 Ct + C \int_0^{t/\varepsilon} du E \beta_u^\varepsilon \int_u^{t/\varepsilon} e^{-\kappa(s-u)/\varepsilon^2} ds + \varepsilon Ct
\]
(55)

Hence, for sufficiently small \( \varepsilon \),
\[
E \int_0^{t/\varepsilon} \| (I - \pi) \hat{\xi}_x^\varepsilon \| ds \leq Ct \varepsilon + C \varepsilon^2.
\]
(56)

And hence, for any \( \nu < 1 \), the statement 51 holds.

6. MAIN RESULT

Recall that our aim is to study the weak convergence, as \( \varepsilon \to 0 \), of the law of \( \mathcal{H}_T(t) := h(\hat{\xi}_x^\varepsilon) \) where \( h(\eta) := \frac{1}{2} \langle \eta, \Psi \rangle + \langle \eta, \Psi \rangle \). We use the martingale problem technique and hence, as a starting point, we need a result similar to theorem 3.6.

We alter the definition 3.5 to suit the system (25). Let \( C_b \) is the Banach space of all bounded continuous functions. Define an operator \( A^0 \) on \( C_b \) with \( D(A^0) = \tau_q \) (quasi-tame functions) as follows: Let \( \bullet \in D(A^0) \) be of the form (17). Then
\[
(A^0 \bullet)(\eta) := \frac{1}{\varepsilon^2} (\mathfrak{B} \bullet)(\eta) + (\mathcal{L} \bullet)(\eta),
\]
(57)

\[
(\mathfrak{B} \bullet)(\eta) := \sum_{j=0}^{k-1} \left( f_j(\eta(0))g_j(0) - f_j(\eta(-r))g_j(-r) - [f_j, g_j] \right) \partial_j \bullet + L_0(\eta) \partial_k \bullet
\]
(58)

\[
(\mathcal{L} \bullet)(\eta) := G(\eta) \partial_k \bullet + \frac{1}{2} F^2(\eta) \partial_k^2 \bullet.
\]
(59)

In (58), \( T(t) \) is the semigroup from section 2, and the equality follows from lemma 3.4.

The function \( h(\eta) \), which was defined by \( h(\eta) = \frac{1}{2} \langle \eta, \Psi \rangle + \langle \eta, \Psi \rangle \), is not a quasi-tame function. Recall the bilinear form (11). As a corollary of Riesz representation theorem, there exists a bounded variation (BV) function \( \mu : [-r,0] \to \mathbb{R} \) (unique when normalized, see Theorem 1.1.1 in [13]) such that \( L_0 \eta = \int_0^{-r} d\mu(\theta) \eta(\theta) \). Hence (11) can be written as
\[
\langle \eta, \psi \rangle = \eta(0) \psi(0) - \int_{-r}^0 d\mu(\theta) \int_0^\theta \eta(u) \psi(u - \theta) du
\]
\[
= \eta(0) \psi(0) + \int_{-r}^0 \eta(u) \left( \int_{-r}^u \psi(u - \theta) d\mu(\theta) \right) du.
\]

Define \( f_1(x) = f_2(z) = x, g_i(u) = \int_{-r}^u \Psi_i(u - \theta) d\mu(\theta) \) and \( \bullet(x,y,z) = \frac{1}{2} (\Psi_1(0)z + x)(\Psi_2(0)z + y) \). Then \( h(\eta) = \bullet([f_1,g_1^{\eta}], [f_2,g_2^{\eta}], \eta(0)) \). Note that \( f_i \) are not bounded and hence \( h \) is not a quasi-tame function.

The BV function \( \mu \) can have jump discontinuities\(^3\) and so the functions \( g_i \) can fail to be continuous. For example, consider the unperturbed system
\[
\dot{x} = \alpha(x(t - 1) + \beta \int_{-1/2}^0 x(t + \theta) d\theta + \gamma x(t - 1/4).
\]

\(^3\)For a BV function only jump discontinuities are possible. The set of discontinuous points is at most countable. See theorem 1.2 and appendix 1 of [13].
For this system $d\mu(\theta) = \alpha \delta_{-1}(\theta) + \beta \int_{-1/2,0]}(\theta)d\theta + \gamma \delta_{-1/4}(\theta)$ where $\delta_a(\cdot)$ is the Dirac-delta at $\theta = a$. Assume $\alpha, \beta, \gamma$ are such that the assumption 1.1 holds. Evaluating $g_i(u) = \int_{-1}^u \Psi_i(u-\theta)d\mu(\theta)$ we have
\[ g_i(u) = \alpha \Psi_i(u+1) + 1_{\{u \in [-1/2,0]\}} \beta \int_{-1/2}^u \Psi_i(u-\theta)d\theta + 1_{\{u \in [-1/4,0]\}} \gamma \Psi_i(u+1/4). \]

From the above it can be easily seen that $g_i$ are piecewise $C^1$ if $\gamma = 0$. If $\gamma \neq 0$ they fail to be continuous. However this situation can be alleviated by making alterations to lemma 3.3 as follows: define $\tilde{g}_i(u) = 1_{\{u \in [-1/4,0]\}} \gamma \Psi_i(u+1/4)$ and then
\[ [f, \tilde{g}_i]_{0} - [f, \tilde{g}_i]_{0} = \int_0^t \{ f(\varpi_u X(0)) \tilde{g}_i(0) - f(\varpi_u X(1/4)) \tilde{g}_i(1/4) - [f, \tilde{g}_i]_{0} \} du. \]

Hence the jump discontinuities in $\mu$ do not create any problems when interpreted properly.

The lemmas 3.3 and 3.4 are true even in the case that $\bullet : \mathcal{C} \to \mathbb{R}$ is of the form (17) with $f_j \in C(\mathbb{R}; \mathbb{R})$ and $\bullet \in C^2(\mathbb{R}; \mathbb{R})$ and $g_j$ continuous and piecewise $C^1$. Denote the set of such functions $\bullet$ by $\tilde{\tau}_q$. Define an operator $A^0$ with domain as $\tilde{\tau}_q$ and action same as (57).

Now it is clear that $\eta \in D(A^0)$.

We write $\hat{\Psi}$ for $\Psi(0)$, and $\hat{\Psi}^*$ is the transpose of $\hat{\Psi}$.

**Proposition 6.1.**
\[
(\tilde{A}^0 h)(\eta) = (Lh)(\eta) = G(\eta)\hat{\Psi}^*\langle \eta, \Psi \rangle + \frac{1}{2} F^2(\eta)\hat{\Psi}^*\hat{\Psi}.
\]

The process $M_t^\varepsilon$ defined by
\[
M_t^\varepsilon := h(\hat{\psi}_{t\wedge \varepsilon} X^\varepsilon) - h(\hat{\psi}_{0} X^\varepsilon) - \int_0^{t\wedge \varepsilon} (Lh)(\hat{\psi}_{u} X^\varepsilon) du
\]

is a $\mathcal{F}_t$ martingale with quadratic variation given by $\int_0^{t\wedge \varepsilon} Q(\hat{\psi}^2 X) ds$ where $Q(\eta) = \left( F(\eta)\hat{\Psi}^*(\eta, \Psi) \right)^2$.

**Proof.** The first result follows from $(\mathcal{B}h)(\eta) = \frac{d}{dt}|_{t=0} b(T(t)\eta) = 0$ (see remark 2.1). Application of lemmas 3.3 and 3.4 shows that
\[
M_t^\varepsilon = \int_0^{t\wedge \varepsilon} F(\hat{\psi}_{u} X^\varepsilon)\hat{\Psi}^*(\hat{\psi}_{u} X^\varepsilon, \Psi) dW(u) = \sigma \int_0^t \hat{\Psi}^*(\hat{\psi}_{u} X^\varepsilon, \Psi) 1_{\{u \leq t\}} dW(u).
\]

Note that
\[
\mathbb{E} \int_0^t \left( \hat{\Psi}^*(\hat{\psi}_{u} X^\varepsilon, \Psi) 1_{\{u \leq t\}} \right)^2 du \leq \mathbb{E} \int_0^t 2H^*(\hat{\Psi}^*\hat{\Psi}) du \leq 2H^*(\hat{\Psi}^*\hat{\Psi}) t.
\]

Hence (see definition 3.2.9 and proposition 3.2.10 of [19]) $M_t^\varepsilon$ is a $\mathcal{F}_t$ martingale with quadratic variation $\int_0^{t\wedge \varepsilon} \left( \sigma \hat{\Psi}^*(\hat{\psi}_{u} X^\varepsilon, \Psi) \right)^2 ds$. \qed

**Proposition 6.2.** For $h$ any $C^2(\mathbb{R})$ function, $h \circ h \in D(\tilde{A}^0)$.
\[
(\tilde{A}^0 (h \circ h))(\eta) = (L(h \circ h))(\eta) = G(\eta) h^\prime|_{b(\eta)} \hat{\Psi}^*(\eta, \Psi) + \frac{1}{2} F^2(\eta) \left( h^\prime|_{b(\eta)} \hat{\Psi}^* \hat{\Psi} + h^\prime|_{b(\eta)} \hat{\Psi}^* h^\prime|_{b(\eta)} \hat{\Psi}^* \hat{\Psi} \right)^2.
\]

The process $M_t^\varepsilon$ defined by
\[
M_t^\varepsilon = h \circ h(\hat{\psi}_{t\wedge \varepsilon} X^\varepsilon) - h \circ h(\hat{\psi}_{0} X^\varepsilon) - \int_0^{t\wedge \varepsilon} (L(h \circ h))(\hat{\psi}_{u} X^\varepsilon) du
\]

is a $\mathcal{F}_t$ martingale with quadratic variation given by $\int_0^{t\wedge \varepsilon} Q(\hat{\psi}^2 X) ds$ where
\[
Q(\eta) = \left( F(\eta)h^\prime|_{b(\eta)} \hat{\Psi}^*(\eta, \Psi) \right)^2.
\]
Proof. Similar to proof of proposition 6.1. Note that $h'$ and $h''$ are bounded on $[0, H^*].$ \hfill $\square$

We use the semigroup $T(t)$ to generate an equivalence relation on $P_{\Lambda}$, i.e.

$$\eta_1 \sim \eta_2, \text{ if } \exists t \in \mathbb{R} \text{ s.t. } T(t)\eta_1 = \eta_2.$$ 

For $\eta \in P_{\Lambda}$, let

$$[\eta] = \{ \zeta \in P_{\Lambda} : \zeta \sim \eta \}$$

be the equivalence class of $\eta$ and define $\varpi(\eta) := [\eta]$. Define $\square : (\mathcal{S}/ \sim) \to \mathbb{R}$ by $\square ([\eta]) := h(\eta)$. The image of $\square$ is the closed interval $[0, H^*].$

Define the averaging operator $\mathbb{A} : C(\mathcal{S}) \to C(\mathcal{S}/ \sim)$

$$(\mathbb{A} \varphi)([\eta]) := \frac{1}{\mathcal{T}} \int_{0}^{\mathcal{T}} \varphi(T(s) \eta)ds.$$ 

where $\mathcal{T} = 2\pi/\omega_c$.

Define $b_H : [0, H^*] \to \mathbb{R}$ and $\sigma_H^2 : [0, H^*] \to \mathbb{R}$ by

$$b_H \circ \square = \mathbb{A} \left( G(\cdot)E(\cdot) + \frac{1}{2} F^2(\cdot) \tilde{\Psi}^* \tilde{\Psi} \right), \quad \sigma_H^2 \circ \square = \mathbb{A} \left( F^2(\cdot)E^2(\cdot) \right),$$

where $E(\eta) = \tilde{\Psi}^*(\eta, \Psi)$.

Now we compute the averaged drift and diffusion coefficients $b_H$ and $\sigma_H^2$. A representative element $\eta \in P_{\Lambda}$ from the equivalence class $[\eta]$ whose $h(\eta)$ equals $h$ can be taken as $\eta(\theta) = \sqrt{2h} \cos(\omega_c t + \theta)$ for $\theta \in [-r, 0]$. Then we have

$$b_H(h) = b_H^{(1)}(h) + b_H^{(2)}(h)$$

where

$$b_H^{(1)}(h) = \frac{1}{\mathcal{T}} \int_{0}^{\mathcal{T}} \frac{1}{2} F^2(T(s) \sqrt{2h} \cos(\omega_c \cdot)) \tilde{\Psi}^* \tilde{\Psi} ds = \frac{1}{2} \sigma_H^2 \tilde{\Psi}^* \tilde{\Psi} =: \kappa_b,$$

$$b_H^{(2)}(h) = \frac{1}{\mathcal{T}} \int_{0}^{\mathcal{T}} G(T(s) \sqrt{2h} \cos(\omega_c \cdot)) \tilde{\Psi}(T(s) \sqrt{2h} \cos(\omega_c \cdot), \Psi) ds.$$

$$\sigma_H^2(h) = \frac{1}{\mathcal{T}} \int_{0}^{\mathcal{T}} F^2(\sqrt{2h} T(s) \cos(\omega_c \cdot)) \left( \tilde{\Psi}^* (\sqrt{2h} T(s) \cos(\omega_c \cdot), \Psi) \right)^2 ds = \sigma_H^2 \tilde{\Psi}^* \tilde{\Psi} =: \kappa_d.$$

Note that $\kappa_b, \kappa_d$ are both positive. Further, $2\kappa_b = \kappa_d$ because, using (9)

$$\tilde{\Psi}^* (T(t) \cos(\omega_c \cdot), \Psi) = \tilde{\Psi}^* (\cos(\omega_c t \Phi_1 - \sin(\omega_c t \Phi_2), \Psi)$$

$$= \cos(\omega_c t) \tilde{\Psi}^* (\Phi_1, \Psi) - \sin(\omega_c t) \tilde{\Psi}^* (\Phi_2, \Psi)$$

$$= \cos(\omega_c t) \tilde{\Psi}^* \Phi_1 - \sin(\omega_c t) \tilde{\Psi}^* \Phi_2,$$

$$\kappa_d = 2 \sigma_H^2 \frac{1}{\mathcal{T}} \int_{0}^{\mathcal{T}} (\cos(\omega_c t \tilde{\Psi}^* - \sin(\omega_c t \tilde{\Psi}^* \Phi_2))^2 ds = \sigma_H^2 (\tilde{\Psi}^* \Phi_1 = \sigma_H^2 \tilde{\Psi}^* \tilde{\Psi} = 2 \kappa_b.$$. 


Remark 6.1. We will use later the fact that $\sup_{h \in [0,H^*]} |h^{(2)}_H| < \infty$. This can be proved, using Lipshitz condition on $G$ and (9) as follows:

$$
|b^{(2)}_H(h)| \leq \frac{1}{2} \int_0^T \left\{ G(0) + (G(T(s)\sqrt{2h}\cos \omega_c) - G(0)) \right\} \tilde{\Psi}^* \langle T(s)\sqrt{2h}\cos \omega_c, \Psi \rangle \, ds \\
\leq \frac{1}{2} \int_0^T \left\{ G(0) \tilde{\Psi}^* \langle T(s)\sqrt{2h}\cos \omega_c, \Psi \rangle \right\} \, ds \\
+ \frac{1}{2} \int_0^T \left( G(T(s)\sqrt{2h}\cos \omega_c) - G(0) \right) \tilde{\Psi}^* \langle T(s)\sqrt{2h}\cos \omega_c, \Psi \rangle \, ds \\
\leq 0 + \frac{1}{2} \int_0^T K_G ||T(s)\sqrt{2h}\cos \omega_c|| |\tilde{\Psi}^* \langle T(s)\sqrt{2h}\cos \omega_c, \Psi \rangle| \, ds \\
\leq C \epsilon.
$$

Using similar means, it can also be proved that $b^{(2)}_H$ is Lipshitz. △

Define an operator $L_H$ by

$$
D(L_H) = \left\{ f_H \in C([0,H^*]) \cap C^2((0,H^*)) : L_Hf_H \in C([0,H^*]) \text{ and } \lim_{h \to H^*} (L_Hf_H)(h) = 0 \right\},
$$

(65) for $h \in (0,H^*)$, 

$$(L_Hf_H)(h) = b_H(h)f_H(h) + \frac{1}{2} \sigma^2_H(h)f_H(h).$$

The main result of this paper is the following:

Theorem 6.3. Let the process $X^\epsilon$ be given by (25). Define

$$
\mathcal{H}(t) := h(\tilde{\Psi}^* X^\epsilon) \text{ where } h(\eta) := \frac{1}{2} \langle \eta, \Psi \rangle, \langle \eta, \Psi \rangle.
$$

The law of the process $\mathcal{H}(t \wedge \tilde{\epsilon}) : t \geq 0$ converges weakly as $\epsilon \to 0$ to the law of $\{h(t \wedge \tilde{\epsilon}) : t \geq 0\}$ where $h$ is the solution of the SDE

$$
dh(t) = b(h(t))dt + \sigma_H(h(t))dW(t), \quad h(0) = h(\xi),
$$

and where $\tilde{\epsilon} := \inf\{t \geq 0 : h(t) \geq H^*\}$.

The process $\{h(t \wedge \tilde{\epsilon}) : t \geq 0\}$ is a Markov process whose generator (of the transition semigroup) is an extension of $L_H$ given by (65).

Remark 6.2. The proof consists of three steps:

- show that the laws of $\mathcal{H}$ are tight. Then, by Prohorov’s theorem, there exists at least one cluster point for the sequence of laws of $\mathcal{H}$, in the weak topology of probability measures on $C([0,\infty) ; \mathbb{R})$.
- for any $f_H \in D(L_H)$, and any $F_\delta$ measurable bounded functional $\Theta_\delta$ of $\mathcal{H}$ show that

$$
\lim_{\epsilon \to 0} \mathbb{E} \left[ \left( f_H(h(\tilde{\Psi}^* X^\epsilon)) - f_H(h(\tilde{\Psi}^*_u X^\epsilon)) \right) - \int_{\delta \wedge \epsilon} \right] \Theta_\delta(\mathcal{H}) = 0.
$$

This shows that any cluster point of the sequence of laws of $\mathcal{H}$ solves the martingale problem for $L_H$.
- show the uniqueness of martingale problem for $L_H$.

---

$4L_Hf_H \in C([0,H^*])$ means that $L_Hf_H \in C((0,H^*))$ and the limits $\lim_{h \to 0} L_Hf_H, \lim_{h \to H^*} L_Hf_H$ exists and are finite. See chapter 8 section 1 of [21].
In order to show the second step, we can make use of proposition 6.2 for \( f_H \in \mathcal{D}(\mathcal{L}_H) \) and try to average the term \((\mathcal{L}(f_H \circ h))\). Unfortunately, averaging requires two more derivatives than what is available for \( f_H \). To address this, in section 7 we obtain a family of smooth functions \( f^\varepsilon \) for every given function \( f_H \). In section 8 we address the issue of approximating \((\mathcal{L}_H f_H)(\hat{\mathcal{Y}}_{H}^\varepsilon \mathcal{X}^\varepsilon)\) with \((\mathcal{L}(f^\varepsilon \circ h))(\hat{\mathcal{Y}}_{H}^\varepsilon \mathcal{X}^\varepsilon)\).

The proof of theorem 6.3 is carried out in section 9. \( \square \)

7. Approximations of test functions

In this section our aim is to obtain a family of smooth functions \( f^\varepsilon \) for any given \( f_H \in \mathcal{D}(\mathcal{L}_H) \). Our approach is this: given \( f_H \), mollify \( \mathcal{L}_H f_H \) and obtain the solution of \( \mathcal{L}_H u = \mathfrak{F} \) where \( \mathfrak{F} \) is the mollified version of \( \mathcal{L}_H f_H \). The solution \( u \) will serve our purpose. This is made precise in the following lemmas.

**Lemma 7.1.** Assume \( \sigma > 0 \). If \( \mathfrak{F} \in C([0, H^*]) \), then there exists a bounded solution of

\[
\mathcal{L}_H u = \mathfrak{F}, \quad h \in (0, H^*)
\]

such that \( u \in C^1([0, H^*]) \). This solution is unique up to the choice of \( u(0) \). Further, there exists a constant \( C \) independent of \( \mathfrak{F} \) such that

\[
||u||_{C([0, H^*])} \leq |u(0)| + C||\mathfrak{F}||_{C([0, H^*])}.
\]

**Proof.** The function

\[
I(h) = h \Xi_I(h), \quad \Xi_I(h) = \exp \left( 2 \int_1^h \frac{b_H^2(\xi)}{\kappa_d \xi} d\xi \right)
\]

serves as an integrating factor as it satisfies \( \dot{I} = I \frac{b_H}{2 \sigma H} \). Note that (see remark 6.1) \( \Xi_I \in C^\infty(\mathbb{R}_+ \cup \{0\}) \) and \( \Xi_I(1) = 1 \) and \( 0 < \inf_{[0, H^*]} \Xi_I(h) < \infty \).

The equation can be solved to give

\[
(67) \quad \dot{u}(h) = \frac{2}{I(h)} \int_0^h \frac{\mathfrak{F}(s)}{\sigma_H^2(s)} I(s) ds.
\]

Integrating, we find that

\[
u(h) = \dot{\mathcal{C}} + \int_0^h \frac{2}{\Xi_I(s)} \int_0^s \frac{\mathfrak{F}(r)}{\kappa_d} \Xi_I(r) dr ds
\]

\[
= \dot{\mathcal{C}} + h \int_0^1 \frac{2}{s \Xi_I(h s)} \int_0^s \frac{\mathfrak{F}(h r)}{\kappa_d} \Xi_I(h r) dr ds =: \dot{\mathcal{C}} + h \Xi_I(h).
\]

With the above choice of \( u \), \( \lim_{h \to 0} u(h) = \dot{\mathcal{C}} \). The estimate on \( ||u||_{C([0, H^*])} \) is straightforward. \( \square \)

**Lemma 7.2.** If \( f_H \in \mathcal{D}_H \), then \( f_H \in C^1([0, H^*]) \).

**Proof.** \( f_H \in \mathcal{D}_H \) implies that \( \mathfrak{F} := \mathcal{L}_H f_H \in C([0, H^*]) \). Use Lemma 7.1 \( \square \)

Fix an exponent \( \nu < 1 \).

**Lemma 7.3.** Let \( f_H \in \mathcal{D}_H \). There is a sequence \( \{f^\varepsilon; \varepsilon > 0\} \) of elements of \( C([0, H^*]) \cap C^4([0, H^*]) \) such that

1. \( \lim_{\varepsilon \to 0} ||f^\varepsilon - f_H||_{C([0, H^*])} = 0 \).
2. \( \lim_{\varepsilon \to 0} ||\mathcal{L}_H f^\varepsilon - \mathcal{L}_H f_H||_{C([0, H^*])} = 0 \).
3. \( f^\varepsilon \circ h \in C^4(\mathcal{S}) \) and \( \sup_{\varepsilon > 0} \varepsilon^\nu ||f^\varepsilon \circ h||_{C^4(\mathcal{S})} < \infty \).

\(^5\)Here we are restricting our attention to \( \mathcal{S} \) and not whole of \( \mathcal{C} \).
Proof. Since $L_H f_H \in C([0, H^*])$, we can find an extension $\tilde{\phi} \in C_c(\mathbb{R})$ of $L_H f_H$. Fix a mollifier function $m \in C_c^\infty(\mathbb{R})$ such that $m$ is even and $\int_{\mathbb{R}} m(z) dz = 1$. Define

$$\tilde{\phi}^\varepsilon(h) := \varepsilon^{-\nu/4} \int_{\mathbb{R}} m\left(\frac{h - z}{\varepsilon^{\nu/4}}\right) \tilde{\phi}(z) dz$$

for all $h \in \mathbb{R}$. Let $f^\varepsilon$ be the unique bounded solution of $L_H f^\varepsilon = \tilde{\phi}^\varepsilon$ on $(0, H^*)$ with $f^\varepsilon(0) = f_H(0)$. Then $u^\varepsilon = f^\varepsilon - f_H$ is the unique bounded solution of $L_H u^\varepsilon = \tilde{\phi}^\varepsilon - \tilde{\phi}$ on $(0, H^*)$ with $u^\varepsilon(0) = 0$. By the estimate of lemma 7.1, we have that

$$||f^\varepsilon - f_H||_{C([0, H^*])} \leq C(||\tilde{\phi}^\varepsilon - \tilde{\phi}||_{C([0, H^*])}).$$

Because $\lim_{\varepsilon \to 0} ||\tilde{\phi}^\varepsilon - \tilde{\phi}||_{C([0, H^*])} = 0$, we have that $\lim_{\varepsilon \to 0} ||f^\varepsilon - f_H||_{C([0, H^*])} = 0$. Further, from the explicit expression for the solution in lemma 7.1, and the fact that $\tilde{\phi}^\varepsilon \in C^\infty$, we have that $f^\varepsilon \in C^4([0, H^*])$. This proves part 1.

Part 2 is just restating the fact that $\lim_{\varepsilon \to 0} ||\tilde{\phi}^\varepsilon - \tilde{\phi}||_{C([0, H^*])} = 0$.

Part 3: Since we have $\sup_{0 < \varepsilon < 1} \varepsilon^\nu ||\tilde{\phi}^\varepsilon||_{C^4([0, H^*])} < \infty$, using the explicit expression for the solution in 7.1, we find that $||f^\varepsilon||_{C^4([0, H^*])} \leq C \varepsilon^{-\nu}$. \hfill \square

8. Averaging

In this section we address the issue of approximating $(\mathcal{L}(f^\varepsilon \circ h))(\hat{\varphi}^\varepsilon u^\varepsilon)$ with $(\mathcal{L}_H f_H)(h(\hat{\varphi}^\varepsilon u^\varepsilon))$. For this purpose, write

$$\mathcal{L}(f^\varepsilon \circ h))(\hat{\varphi}^\varepsilon u^\varepsilon) - (\mathcal{L}_H f_H)(h(\hat{\varphi}^\varepsilon u^\varepsilon)) = \left(\mathcal{L}(f^\varepsilon \circ h))(\hat{\varphi}^\varepsilon u^\varepsilon) - (\mathcal{L}(f^\varepsilon \circ h))(\pi \hat{\varphi}^\varepsilon u^\varepsilon)\right) + \left(\mathcal{L}(f^\varepsilon \circ h))(\pi \hat{\varphi}^\varepsilon u^\varepsilon) - (\mathcal{L}_H f_H)(h(\hat{\varphi}^\varepsilon u^\varepsilon))\right).$$

(68)

Note that for $\eta \in \mathcal{P}_A$ we have $\mathcal{L}_H f_H)(h(\eta)) = (\Lambda(\mathcal{L}_H f_H \circ h))(\eta)$. Hence, when working with the second term in the RHS of equation (68), we will be concerned with difference of a function and its average. This motivates the rest of this section until lemma 8.5.

For $\varphi \in C(\hat{\mathcal{S}}; \mathbb{R})$, we want to bound the difference

$$\mathbb{E} \left| \int_0^{t\wedge\varepsilon} \left\{ \varphi(\pi \hat{\varphi}^\varepsilon u^\varepsilon) - (\Lambda \varphi)(\pi \hat{\varphi}^\varepsilon u^\varepsilon) \right\} ds \right|.$$

Recall $\mathcal{I} = 2\pi/\omega_\varepsilon$.

Lemma 8.1. Define $\Phi : C(\mathcal{P}_A) \rightarrow C(\mathcal{P}_A)$ by

$$\Phi_\varphi(\eta) := \frac{1}{\mathcal{I}} \int_0^{\mathcal{I}} s \varphi(T(s)\eta) ds, \quad \forall \eta \in \mathcal{P}_A.$$  

Then

$$\frac{d}{dt} \bigg|_{t=0} \Phi_\varphi(T(t)\eta) = \varphi(\eta) - (\Lambda \varphi)(\eta).$$

There is a constant $C$ which does not depend on $\varphi$ such that if $\varphi \in C^2(\hat{\mathcal{S}})$ then

$$||\Phi_\varphi||_{C^2(\hat{\mathcal{S}})} \leq C||\varphi||_{C^2(\hat{\mathcal{S}})}.$$  

Proof. (71) follows from the fact that for a $\mathcal{I}$-periodic continuous function $f : \mathbb{R} \rightarrow \mathbb{R}$,

$$\lim_{t \to 0} \frac{1}{\mathcal{I}} \int_0^{\mathcal{I}} f(s + t) ds - \frac{1}{\mathcal{I}} \int_0^{\mathcal{I}} f(s) ds = \frac{1}{\mathcal{I}} \int_0^{\mathcal{I}} f(s) ds.$$

Let $(\zeta, \nabla)\varphi(\eta)$ denote the Gateaux differential of $\varphi$ evaluated at $\eta$ in the direction $\zeta$.
Lemma 8.2. Let \( \varphi \in C^2(\bar{S}) \). Let \( \Phi_\varphi \) be defined as above. Then \( \Phi_\varphi \circ \pi \in D(\bar{A}^0) \), and we have
\[
(\mathcal{B}(\Phi_\varphi \circ \pi))(\eta) = \varphi(\pi \eta) - (A\varphi)([\pi \eta]),
\]
(73)

\[
(\mathcal{L}(\Phi_\varphi \circ \pi))(\eta) = (\mathcal{L}(\Phi_\varphi \circ \pi))(\eta) + (\mathcal{L}(\Phi_\varphi \circ \pi))(\eta),
\]
where
\[
(\mathcal{L}(\Phi_\varphi \circ \pi))(\eta) = \frac{1}{2}F^2(\eta) \int_0^T s \left( (T(s)\hat{\pi}1_{(0)}).\nabla \right)^2 \varphi(\Phi e^{Bs}(\eta, \Psi)) \, ds,
\]
(74)

\[
(\mathcal{L}(\Phi_\varphi \circ \pi))(\eta) = G(\eta) \int_0^T s \left( (T(s)\hat{\pi}1_{(0)}).\nabla \right) \varphi(\Phi e^{Bs}(\eta, \Psi)) \, ds.
\]
There is a constant \( C \) independent of \( \varphi \) such that \( \|\mathcal{L}(\Phi_\varphi \circ \pi)\|_{C(S)} \leq C\|\Phi_\varphi\|_{C^2(S)} \).

Proof. Note that \( T(s)\pi \eta = T(s)\Phi(\eta, \Psi) = \Phi e^{Bs}(\eta, \Psi) \). Hence

\[
(\Phi_\varphi \circ \pi)(\eta) = \frac{1}{2} \int_0^\tau s \varphi(\Phi e^{Bs}(\eta, \Psi)) \, ds, \quad \forall \eta \in C.
\]
Because \( \varphi \in C^2(\bar{S}) \), the function \( \Phi_\varphi \circ \pi \) is a \( C^2 \) function in arguments \( \langle \eta, \Psi \rangle \). This shows that \( \Phi_\varphi \circ \pi \in D(\bar{A}^0) \). Now, Using (58) and (71)
\[
(\mathcal{B}(\Phi_\varphi \circ \pi))(\eta) = \left. \frac{d}{dt} \right|_{t=0} (\Phi_\varphi \circ \pi)(T(t)\eta) = \varphi(\pi \eta) - (A\varphi)([\pi \eta]).
\]
The proof of other part is by direct computations. \( \square \)

Lemma 8.3. Consider the process \( M_t \) defined by
\[
\varepsilon^2 \{ \Phi_\varphi(\pi \hat{\varphi} t \circ \pi X^t) - \Phi_\varphi(\pi \hat{\varphi} 0 \circ \pi X^0) \} = \int_0^t (\mathcal{B}(\Phi_\varphi \circ \pi))(\hat{\varphi} \circ \pi X^t) \, du + \varepsilon^2 \int_0^t (\mathcal{L}(\Phi_\varphi \circ \pi))(\hat{\varphi} \circ \pi X^t) \, du + \varepsilon^2 M_t.
\]
Then \( M_t \) is a \( \mathcal{F}_t \) martingale with quadratic variation
\[
\int_0^t \left( F(\hat{\varphi} \circ \pi X^t) \int_0^{\infty} s \left( (T(s)\hat{\pi}1_{(0)}).\nabla \right) \varphi(\Phi e^{Bs}(\pi \hat{\varphi} \circ \pi X^t, \Psi)) \, ds \right)^2 \, du.
\]
Proof. Similar to the proof of proposition 6.1. \( \square \)

Proposition 8.4. Assume \( \varphi \in C^2(\bar{S}) \). Then
\[
\mathbb{E} \left| \int_0^t (\mathcal{B}(\Phi_\varphi \circ \pi))(\hat{\varphi} \circ \pi X^t) \right| \leq C(1 + t) \varepsilon^2 \|\varphi\|_{C^2(S)}.
\]

Proof. We start with equation (76). The first term on the RHS, using (73), gives
\[
\mathbb{E} \left| \int_0^t (\mathcal{B}(\Phi_\varphi \circ \pi))(\hat{\varphi} \circ \pi X^t) \right| = \mathbb{E} \left| \int_0^t \left\{ \varphi(\pi \hat{\varphi} \circ \pi X^t) - (A\varphi)([\pi \hat{\varphi} \circ \pi X^t]) \right\} \, ds \right|.
\]

Now the second term on RHS of (76). Because \( F(\eta) = \sigma \) for all \( \eta \in \mathcal{C} \), we have \( (\mathcal{L}(\Phi_\varphi \circ \pi))(\pi \hat{\varphi} \circ \pi X^t) = (\mathcal{L}(\Phi_\varphi \circ \pi))(\pi \hat{\varphi} \circ \pi X^t) \). Using \( \|\mathcal{L}(\Phi_\varphi \circ \pi)\|_{C(S)} \leq C\|\Phi_\varphi\|_{C^2(S)} \) from lemma 8.2, we have that
\[
\mathbb{E} \left| \int_0^t (\mathcal{L}(\Phi_\varphi \circ \pi))(\hat{\varphi} \circ \pi X^t) \right| \leq C t \|\Phi_\varphi\|_{C^2(S)}.
\]

\( ^6 \text{Here we are restricting our attention to } \eta \in \bar{S}. \)
Also,
\[
E \left| \int_0^{t \wedge \epsilon} (L(\Phi_\varphi \circ \pi))(\hat{\psi}_s X^\epsilon) \, du \right|
\leq E \left| \int_0^{t \wedge \epsilon} (L(\Phi_\varphi \circ \pi))(\hat{\psi}_s X^\epsilon) \, du \right|
+ \epsilon \int_0^{t \wedge \epsilon} E \left| (L(\Phi_\varphi \circ \pi))(\hat{\psi}_s X^\epsilon) - (L(\Phi_\varphi \circ \pi))(\hat{\psi}_s X^\epsilon) \right| \, du.
\]

For the first term on the RHS above, we use \( ||(L(\Phi_\varphi \circ \pi))(\hat{\psi}_s X^\epsilon)||_{C(\bar{S})} \leq C ||\Phi_\varphi||_{C^2(\bar{S})} \). The second term, using the Lipschitz condition (1) on \( G \), can be bounded above by
\[
E \int_0^{t \wedge \epsilon} K_G ||(I - \pi)(\hat{\psi}_s X^\epsilon)|| C ||\Phi_\varphi||_{C^2(\bar{S})} \, du \leq C ||\Phi_\varphi||_{C^2(\bar{S})} E \int_0^{t \wedge \epsilon} ||(I - \pi)(\hat{\psi}_s X^\epsilon)|| \, du,
\]
which, after making use of (56) from proposition 5.5, can be bounded by \( C ||\Phi_\varphi||_{C^2(\bar{S})}(t \epsilon + \epsilon^2) \).

Using the Burkholder-Davis-Gundy inequality (theorem 3.3.28 in [19]) for estimating \( E|M| \), and then using (72), we have the desired result.

**Lemma 8.5.**
\[\lim_{\epsilon \to 0} E \left| \int_0^{t \wedge \epsilon} \left\{ (L(f^\epsilon \circ h))(\pi \hat{\psi}_s X^\epsilon) - (L_H f_H)(h(\hat{\psi}_s X^\epsilon)) \right\} \, ds \right| = 0.\]

**Proof.** By lemma 7.3, \( \sup_{\epsilon > 0} \epsilon^\nu ||f^\epsilon \circ h||_{C^1(\bar{S})} < \infty \). And \( G \) is a \( C^2 \) function. Hence \( ||L(f^\epsilon \circ h)||_{C^2(\bar{S})} \leq C \epsilon^{-\nu} \). Applying proposition 8.4 to \( (L(f^\epsilon \circ h)) \circ \pi \) we have
\[
E \left| \int_0^{t \wedge \epsilon} \left\{ (L(f^\epsilon \circ h))(\pi \hat{\psi}_s X^\epsilon) - (L_H f_H)(h(\hat{\psi}_s X^\epsilon)) \right\} \, ds \right| \leq \epsilon^2 C(1 + t) \epsilon^{-\nu}.
\]
Noting that, for \( \eta \in S \) with \( h(\eta) = h \),
\[
(A(L(f^\epsilon \circ h)))(\eta) = (L_H f_H)(h),
\]
we have
\[
E \left| \int_0^{t \wedge \epsilon} \left\{ (L(f^\epsilon \circ h))(\pi \hat{\psi}_s X^\epsilon) - (L_H f_H)(h(\hat{\psi}_s X^\epsilon)) \right\} \, ds \right| \leq C(1 + t) \epsilon^{2 - \nu}.
\]
Now using part 2 of lemma 7.3 and the fact that \( \nu \) was chosen to be less than one (see statement before lemma 7.3) gives the desired result.

**Lemma 8.6.**
\[\lim_{\epsilon \to 0} E \left| \int_0^{t \wedge \epsilon} \left\{ (L(f^\epsilon \circ h))(\pi \hat{\psi}_s X^\epsilon) - (L(f^\epsilon \circ h))(\pi \hat{\psi}_s X^\epsilon) \right\} \, ds \right| = 0.\]

**Proof.** Recall from proposition 6.2 that \( (L(f^\epsilon \circ h))(\eta) = (L(f^\epsilon \circ h))(1)(\eta) + (L(f^\epsilon \circ h))(2)(\eta) \) where
\[
(L(f^\epsilon \circ h))(1)(\eta) = \frac{1}{2} F^2(\eta) \left( f^\epsilon \big|_{h(\eta)} \hat{\psi}^* \hat{\psi} + f^\epsilon \big|_{h(\eta)} \left( \hat{\psi}^* \langle \eta, \Psi \rangle \right)^2 \right),
\]
\[
(L(f^\epsilon \circ h))(2)(\eta) = G(\eta) f^\epsilon \big|_{h(\eta)} \hat{\psi}^* \langle \eta, \Psi \rangle.
\]
As noted before \( (L(f^\epsilon \circ h))(1)(\eta) = (L(f^\epsilon \circ h))(1)(\pi \eta) \) because \( F(\eta) = \sigma \) for all \( \eta \in C \).

Using the Lipschitz condition (1) and that \( |\hat{\psi}^* \langle \eta, \Psi \rangle| \leq \sqrt{2H^2} \sqrt{\hat{\psi}^* \hat{\psi}} \) for \( 0 \leq s \leq t \wedge \epsilon \), we have
\[
||(L(f^\epsilon \circ h))(2)(\pi \hat{\psi}_s X^\epsilon) - (L(f^\epsilon \circ h))(2)(\pi \hat{\psi}_s X^\epsilon) || \leq C ||(I - \pi)(\hat{\psi}_s X^\epsilon)|| |f^\epsilon(h(\eta))|.
\]
Using \( \sup_{\epsilon > 0} \epsilon^{\nu/4} ||f^\epsilon \circ h||_{C^1(\bar{S})} < \infty \), it is enough to show that, for some \( \nu < 1 \),
\[
\lim_{\epsilon \to 0} \epsilon^{-\nu/4} E \int_0^{t \wedge \epsilon} ||(I - \pi)(\hat{\psi}_s X^\epsilon)|| \, ds = 0.
\]
Application of proposition 5.5 yields the desired result. \qed

**Proposition 8.7.**

\[
\lim_{\epsilon \to 0} \mathbb{E} \left| \int_0^{t_{1 \wedge t}} \left\{ (\mathcal{L}(f^\epsilon \circ h))(\tilde{\mathcal{X}}^\epsilon_u) - (\mathcal{L}_H f_H)(h(\tilde{\mathcal{X}}^\epsilon_u)) \right\} ds \right| = 0.
\]

**Proof.** Combine lemmas 8.5 and 8.6. \qed

9. **Proof of Proposition 6.3**

Following the remark 6.2 we first prove the tightness of the sequence of laws of \( \mathcal{H}^\epsilon \).

**Proposition 9.1.** There exists a constant \( 0 < C < \infty \) (independent of \( \epsilon \)) such that, for any \( 0 \leq t_1 \leq t_2 \leq T \),

\[
\mathbb{E} \left[ \mathcal{H}^\epsilon(t_2 \wedge \epsilon) - \mathcal{H}^\epsilon(t_1 \wedge \epsilon) \right]^4 \leq C|t_2 - t_1|^2.
\]

Thus the laws of \( \mathcal{H}^\epsilon \) are tight (see theorem 12.3 of [22]).

**Proof.** Recall that \( h(\tilde{\mathcal{X}}^\epsilon_u) = \mathcal{H}^\epsilon(t) \). We have from proposition 6.1

\[
h(\tilde{\mathcal{X}}^\epsilon_u) = h(\tilde{\mathcal{X}}^\epsilon_0) + \int_0^{t_{1 \wedge t}} (\mathcal{L} h)(\tilde{\mathcal{X}}^\epsilon_u) du + M^\epsilon_t,
\]

where \( M^\epsilon_t \) is a \( \mathcal{F}_t \) martingale with quadratic variation given by

\[
\langle M^\epsilon \rangle_t = \int_0^{t_{1 \wedge t}} Q(\tilde{\mathcal{X}}^\epsilon_u) ds,
\]

\[
Q(\eta) := \left( F(\eta) \tilde{\Psi}^*(\eta, \Psi) \right)^2.
\]

Write \((\mathcal{L} h)(\eta) = (\mathcal{L} h)(^1(\eta)) + (\mathcal{L} h)(^2(\eta))\) where

\[
(\mathcal{L} h)(^1(\eta)) = \frac{1}{2} F^2(\eta) \tilde{\Psi}^* \tilde{\Psi},
\]

\[
(\mathcal{L} h)(^2(\eta)) = G(\eta) \tilde{\Psi}^*(\eta, \Psi).
\]

Note that \( h(\eta) = h(\pi \eta) \). Also, \( Q(\eta) = Q(\pi \eta) \) and \((\mathcal{L} h)(^1(\eta)) = (\mathcal{L} h)(^1(\pi \eta)) \) (because \( F(\eta) = \sigma \forall \eta \)). There exists constants \( C_1, C_2, C_3, C_4 < \infty \) such that

\[
C_1 = \sup_{\eta \in \mathbb{S}} |(\mathcal{L} h)(^1(\eta))|, \quad C_2 = \sup_{\eta \in \mathbb{S}} |Q(\eta)|,
\]

\[
C_3 = \sup_{\eta \in \mathbb{S}} |G(\eta) \tilde{\Psi}^*(\eta, \Psi)|, \quad C_4 = \sup_{\eta \in \mathbb{S}} |\tilde{\Psi}^*(\eta, \Psi)|, \quad C_5 = \sup_{\eta \in \mathbb{S}} |G(\eta)|.
\]

For \( 0 \leq t \leq \epsilon \),

\[
|\langle \mathcal{L} h \rangle(\eta)| \leq |G(\pi \eta) \tilde{\Psi}^*(\eta, \Psi)| + |G(\eta) - G(\pi \eta)| \cdot |\tilde{\Psi}^*(\eta, \Psi)| \leq C_3 + C_4 K_C ||(I - \pi)\eta||.
\]

Now, using Minkowski’s inequality

\[
\frac{1}{64} \mathbb{E} \left| \mathcal{H}^\epsilon(t_2 \wedge \epsilon) - \mathcal{H}^\epsilon(t_1 \wedge \epsilon) \right|^4 \leq \mathbb{E} \int_{t_{1 \wedge t}}^{t_{2 \wedge t}} (\mathcal{L} h)(^1(\tilde{\mathcal{X}}^\epsilon_u)) du \left|\int_{t_{1 \wedge t}}^{t_{2 \wedge t}} (\mathcal{L} h)(^2(\tilde{\mathcal{X}}^\epsilon_u)) du \right|^4
\]

\[
+ \mathbb{E} \left|\int_{t_{1 \wedge t}}^{t_{2 \wedge t}} (\mathcal{L} h)(^2(\tilde{\mathcal{X}}^\epsilon_u)) du \right|^4
\]  

\[
+ \mathbb{E} \left| M^\epsilon_{t_1} - M^\epsilon_{t_2} \right|^4.
\]

For the term in (79), using the martingale moments inequality (see proposition 3.3.26 and remark 3.3.27 of [19]), there exists a constant \( C_m \) such that

\[
\mathbb{E} \left| M^\epsilon_{t_1} - M^\epsilon_{t_2} \right|^4 \leq C_m \mathbb{E} \left| \langle M^\epsilon \rangle_{t_1} - \langle M^\epsilon \rangle_{t_2} \right|^2 \leq C_m C_2^4 |t_2 - t_1|^2.
\]
For the term on the RHS of (77),
\[
E \left| \int_{t_{1} \wedge T}^{t_{2} \wedge T} (\mathcal{L} h)^{(1)}(\hat{\mu}_u X^\varepsilon) du \right|^4 \leq E \left| \int_{t_{1} \wedge T}^{t_{2} \wedge T} (\mathcal{L} h)^{(1)}(\pi \hat{\mu}_u X^\varepsilon) du \right|^4 \leq C_1^4 |t_2 - t_1|^4.
\]

For the term in (78),
\[
E \left| \int_{t_{1} \wedge T}^{t_{2} \wedge T} (\mathcal{L} h)^{(2)}(\hat{\mu}_u X^\varepsilon) du \right|^4 \leq E \left| C_3 |t_2 - t_1| + C_4 K_{G} \int_{t_{1} \wedge T}^{t_{2} \wedge T} ||(I - \pi) \hat{\mu}_u X^\varepsilon|| du \right|^4 \leq 8C_3^4 |t_2 - t_1|^4 + 8C_4^4 K_{G}^4 E \left| \int_{t_{1} \wedge T}^{t_{2} \wedge T} ||(I - \pi) \hat{\mu}_u X^\varepsilon|| ds \right|^4.
\]

The tightness now follows from the following lemma 9.2. \(\square\)

**Lemma 9.2.** There exists \(\varepsilon_0 > 0\) and a constant \(C\) independent of \(\varepsilon\), \(t_1\) and \(t_2\) such that, \(\forall \varepsilon \leq \varepsilon_0\) and \(0 \leq t_1 \leq t_2 \leq T\),
\[
\left| \int_{t_{1} \wedge T}^{t_{2} \wedge T} \|(I - \pi) \hat{\mu}_u X^\varepsilon|| ds \right|^4 \leq C |t_2 - t_1|^4.
\]

**Proof.** By Holder’s inequality, we have
\[
E \left| \int_{t_{1} \wedge T}^{t_{2} \wedge T} \|(I - \pi) \hat{\mu}_u X^\varepsilon|| ds \right|^4 \leq |t_2 - t_1|^3 E \int_{t_{1} \wedge T}^{t_{2} \wedge T} \|(I - \pi) \hat{\mu}_u X^\varepsilon||^4 ds \leq |t_2 - t_1|^4 E \sup_{t \in [0,T \wedge T]} \|(I - \pi) \hat{\mu}_u X^\varepsilon||^4.
\]

We will show that there exists \(\varepsilon_0 > 0\) and a constant \(C\) independent of \(\varepsilon\) such that, \(\forall \varepsilon \leq \varepsilon_0\), \(E \sup_{t \in [0,T \wedge T]} \|(I - \pi) \hat{\mu}_u X^\varepsilon||^4 \leq C\).

Using variation-of-constants formula and Minkowski’s inequality
\[
\frac{1}{64} E \sup_{t \in [0,T \wedge T]} \|(I - \pi) \hat{\mu}_u X^\varepsilon||^4 \leq E \sup_{t \in [0,T \wedge T]} \|\hat{\mathcal{L}}(t/\varepsilon^2)(I - \pi) \hat{\mu}_u X^\varepsilon||^4
\]
\[
+ E \sup_{t \in [0,T \wedge T]} \left| \int_{0}^{t} \hat{\mathcal{T}}(\hat{\mathcal{T}}(t - \varepsilon^2)(I - \pi) \mathbf{1}_{(0)} G(\hat{\mu}_u X^\varepsilon) du \right|^4
\]
\[
+ E \sup_{t \in [0,T \wedge T]} \left| \int_{0}^{t} \hat{\mathcal{T}}(\hat{\mathcal{T}}(t - \varepsilon^2)(I - \pi) \mathbf{1}_{(0)} G(\hat{\mu}_u X^\varepsilon) du \right|^4.
\]

The term in (81) is bounded above by \(\|(I - \pi) \hat{\mu}_u X^\varepsilon||^4\). The term in (82) is bounded above by
\[
8 E \sup_{t \in [0,T \wedge T]} \left( \int_{0}^{t} \left| \hat{\mathcal{T}}(\hat{\mathcal{T}}(t - \varepsilon^2)(I - \pi) \mathbf{1}_{(0)} \right| \|G(\pi \hat{\mu}_u X^\varepsilon)\| du \right)^4
\]
\[
+ 8 K_{G}^4 E \sup_{t \in [0,T \wedge T]} \left( \int_{0}^{t} \left| \hat{\mathcal{T}}(\hat{\mathcal{T}}(t - \varepsilon^2)(I - \pi) \mathbf{1}_{(0)} \right| \|\pi \hat{\mu}_u X^\varepsilon\| du \right)^4
\]
which can be bounded above by

\[ 8 \mathbb{E} \sup_{t \in [0,T \wedge \epsilon]} \left( K \int_0^t e^{-\kappa(t-u)/\epsilon^2} |G(\pi \hat{\varphi}_u X^\epsilon)| \, du \right)^4 + 8 K_G^4 \mathbb{E} \sup_{t \in [0,T \wedge \epsilon]} \left( K \int_0^t e^{-\kappa(t-u)/\epsilon^2} \| (I - \pi) \hat{\varphi}_u X^\epsilon \| \, du \right)^4 \]

\[ \leq 8 \left( K \int_0^t e^{-\kappa(t-u)/\epsilon^2} \, du \right)^4 \mathbb{E} \sup_{t \in [0,T \wedge \epsilon]} \left( |G(\pi \hat{\varphi}_t X^\epsilon)|^4 + K_G^4 \| (I - \pi) \hat{\varphi}_t X^\epsilon \|^4 \right) \]

\[ \leq 8 C_5^4 (K \epsilon^2 / \kappa)^4 + 8 K_G^4 (K \epsilon^2 / \kappa)^4 \mathbb{E} \sup_{t \in [0,T \wedge \epsilon]} \| (I - \pi) \hat{\varphi}_t X^\epsilon \|^4. \]

To deal with the term in (83), define \( g(s) := (\hat{T}(s)(I - \hat{\pi})\mathbf{1}_{\{0\}})(-r) \). Then \( g(\cdot) \) is discontinuous at \( s = r \). Further,

\[ |g'(s + r)| = \left| \frac{d}{ds} (\hat{T}(s)(I - \hat{\pi})\mathbf{1}_{\{0\}})(0) \right| = |L_0(\hat{T}(s)(I - \hat{\pi})\mathbf{1}_{\{0\}})| \]

\[ \leq \|L_0\| \|\hat{T}(s)(I - \hat{\pi})\mathbf{1}_{\{0\}}\| \leq \|L_0\| K \epsilon^{-\kappa s}. \]

The term in (83) can be written as

\[ \mathbb{E} \sup_{t \in [0,T \wedge \epsilon]} \sup_{\theta \in [-r,0]} \left[ \int_0^t g \left( \frac{t - u}{\epsilon^2} + r + \theta \right) \sigma dW(u) \right]^4. \]

Writing the integral \( \int_0^t = \int_0^{(t+\epsilon^2 \theta) \vee 0} + \int_0^{(t+\epsilon^2 \theta) \vee 0} \), doing integration by parts and using Minkowski’s inequality, the above term can be bounded by

\[ 2^9 \mathbb{E} \sup_{t \in [0,T \wedge \epsilon]} \left[ \left| g(r+) \right|^4 |\sigma W((t + \epsilon^2 \theta) \wedge 0)|^4 \right. \]

\[ + \left( \frac{1}{\epsilon^2} \int_0^{(t+\epsilon^2 \theta) \vee 0} \left| g'(\frac{t - u}{\epsilon^2} + r + \theta) \right| |\sigma W(u)| \, du \right)^4 \]

\[ + \left| g(r + \theta) \right|^4 |\sigma W(t)|^4 + \left| g(r - \theta) \right|^4 |\sigma W((t + \epsilon^2 \theta) \vee 0)|^4 \]

\[ + \left( \frac{1}{\epsilon^2} \int_0^t \left| g'(\frac{t - u}{\epsilon^2} + r + \theta) \right| |\sigma W(u)| \, du \right)^4 \]

which, using the property \( |g'(s + r)| \leq \|L_0\| K \epsilon^{-\kappa s} \), can be bounded above by

\[ 2^9 \left[ \sup_{t \in [0,2r]} \sup_{\theta \in [-r,0]} \left( \frac{\|L_0\| K}{\epsilon^2} \int_0^{(t+\epsilon^2 \theta) \wedge 0} e^{-\kappa(t-u)/\epsilon^2 - \kappa \theta} \, du \right)^4 \right. \]

\[ + \left( r \sup_{s \in [0,r]} |g'(s)|^4 \right) + \left. 3 \left( \sup_{s \in [0,2r]} |g(s)|^4 \right) \right] \mathbb{E} \sup_{t \in [0,T \wedge \epsilon]} |\sigma W(t)|^4 \]

which in turn can be bounded by the constant \( \tilde{C} \) defined as

\[ 2^9 \left( \left( \|L_0\| K \epsilon^r / \kappa \right)^4 + (r \sup_{s \in [0,r]} |g'(s)|^4 + 3 \left( \sup_{s \in [0,2r]} |g(s)|^4 \right) \right) \mathbb{E} \sup_{t \in [0,T]} |\sigma W(t)|^4. \]

Collecting all the bounds we have

\[ \left( \frac{1}{64} - 8 K_G^4 (K \epsilon^2 / \kappa)^4 \right) \mathbb{E} \sup_{t \in [0,T \wedge \epsilon]} \| (I - \pi) \hat{\varphi}_t X^\epsilon \|^4 \]

\[ \leq \| (I - \pi) \hat{\varphi}_0 X^\epsilon \|^4 + 8 C_5^4 (K \epsilon^2 / \kappa)^4 + \tilde{C}. \]
from which the desired result follows. □

Proposition 9.3. For any \( f_H \in \mathcal{D}(\mathcal{L}_H) \), and any \( \mathcal{F}_s \) measurable bounded functional \( \Theta_s \) of \( \mathcal{H}^\varepsilon \) we have

\[
\lim_{\varepsilon \to 0} \mathbb{E} \left[ \left( f_H(\hat{\mathcal{G}}_{t\wedge \varepsilon}X^\varepsilon)) - f_H(\hat{\mathcal{G}}_{s\wedge \varepsilon}X^\varepsilon)) - \int_{s\wedge \varepsilon}^{t\wedge \varepsilon} (\mathcal{L}_H f_H)(\hat{\mathcal{G}}_{u}X^\varepsilon) \, du \right) \Theta_s(\mathcal{H}^\varepsilon) \right] = 0.
\]

Thus, any cluster point of the sequence of laws of \( \mathcal{H}^\varepsilon \) solves the martingale problem for \( \mathcal{L}_H \).

Proof. Given \( f_H \in \mathcal{D}(\mathcal{L}_H) \) obtain \( f^\varepsilon \) using lemma 7.3. By proposition 6.2 we have

\[
M^\varepsilon_t := f^\varepsilon \circ \hat{h}(\hat{\mathcal{G}}_{t\wedge \varepsilon}X^\varepsilon) - f^\varepsilon \circ \hat{h}(\hat{\mathcal{G}}_{0\wedge \varepsilon}X^\varepsilon) - \int_{0\wedge \varepsilon}^{t\wedge \varepsilon} (\mathcal{L}(f^\varepsilon \circ \hat{h}))(\hat{\mathcal{G}}_{u}X^\varepsilon) \, du
\]

is a \( \mathcal{F}_t \) martingale. Hence, for any \( \mathcal{F}_s \) measurable bounded functional \( \Theta_s \) of \( \mathcal{H}^\varepsilon \)

\[
\mathbb{E} \left[ \left( f^\varepsilon(\hat{\mathcal{G}}_{t\wedge \varepsilon}X^\varepsilon)) - f^\varepsilon(\hat{\mathcal{G}}_{s\wedge \varepsilon}X^\varepsilon)) - \int_{s\wedge \varepsilon}^{t\wedge \varepsilon} (\mathcal{L}(f^\varepsilon \circ \hat{h}))(\hat{\mathcal{G}}_{u}X^\varepsilon) \, du \right) \Theta_s(\mathcal{H}^\varepsilon) \right] = 0.
\]

Noting that \( f^\varepsilon(h(\eta)) = (f^\varepsilon \circ \hat{h})(\pi \eta) \) and using part 1 of lemma 7.3 and proposition 8.7 we have the desired result 84. □

For uniqueness of the solution to martingale problem see theorem 8.1.1 in [21].

10. STRONGER DETERMINISTIC PERTURBATIONS

In this section, we consider \( \mathbb{R} \)-valued random process \( X^\varepsilon(t) \) satisfying

\[
X^\varepsilon(t) = \begin{cases}
\xi(0) + \frac{1}{\varepsilon} \int_0^t L_0(\hat{\mathcal{G}}_{u}X^\varepsilon) \, du + \frac{1}{\varepsilon} \int_0^t G_q(\hat{\mathcal{G}}_{0}X^\varepsilon) \, du \\
+ \int_0^t G(\hat{\mathcal{G}}_{u}X^\varepsilon) \, du + \int_0^t F(\hat{\mathcal{G}}_{u}X^\varepsilon) \, dW(u),
\end{cases}
\]

with \( G_q \) satisfying same assumptions as \( G \) and in addition (see remark 1.1)

\[
\int_0^T G_q(T(s)\eta) e^{-B_s\Psi} \, ds = 0, \quad \forall \eta \in P_\Lambda.
\]

For this case, proposition 5.5 still holds: estimating terms involving \( G_q \) in the same way as is done for \( G \), we get instead of equation (55)

\[
\mathbb{E} \int_0^{t\wedge \varepsilon} \| (I - \pi) \hat{\mathcal{G}}_{u}X^\varepsilon \| \, du \leq C \varepsilon + C \varepsilon^2 + C \varepsilon^3 + \varepsilon C \int_0^{t\wedge \varepsilon} \mathbb{E} \| (I - \pi) \hat{\mathcal{G}}_{u}X^\varepsilon \| \, du.
\]

Statement (38) holds with \( C \) replaced by \( C/\varepsilon \). (Note that \( C \) is independent of \( \varepsilon \)). Consequently, writing \( 2(1+C^2/\kappa^2) \) as \( \Gamma \) we have the following result which is analogous to proposition 5.3

Proposition 10.1. Define \( \beta^\varepsilon_s := \| (I - \pi) \hat{\mathcal{G}}_{u}X^\varepsilon \| \). Then there exists constants \( C, \hat{\kappa} \) and \( \hat{\varepsilon}(\alpha, \delta) \) such that, given any \( a \in [0,1) \), for \( \varepsilon < \hat{\varepsilon}(\alpha, \delta) \)

\[
\mathbb{P} \left[ \sup_{s \in [0, T\wedge \varepsilon]} \left( \beta^\varepsilon_s - \beta^\varepsilon_0(1 + \frac{1}{2}\varepsilon^2 C^2 s^2) e^{-\kappa s/\varepsilon^2} \right) \geq \Gamma \varepsilon^a \right] \leq \hat{\kappa} e^{-\gamma} \sqrt{\frac{\varepsilon \delta}{T}} \ln \left( \frac{T}{\varepsilon \delta} \right), \quad \delta \in (2a, 2).
\]
Propositions 6.1 and 6.2 hold with obvious changes: for example, the process $M_t^\varepsilon$ defined by
\[
M_t^\varepsilon = h \circ \hat{h}(\hat{\varphi}_t^\varepsilon X^\varepsilon) - h \circ \hat{h}(\hat{\varphi}_0^\varepsilon X^\varepsilon) - \int_0^{t \wedge \tau} (\mathcal{L}(h \circ \hat{b}))((\hat{\varphi}_u^\varepsilon X^\varepsilon)) du - \frac{1}{\varepsilon} \int_0^{t \wedge \tau} G_q((\hat{\varphi}_u^\varepsilon X^\varepsilon)\hat{\Psi}^*(\hat{\varphi}_u^\varepsilon X^\varepsilon, \Psi)h'_{|b(\hat{\varphi}_u^\varepsilon X^\varepsilon)}) ds
\]
is a $\mathcal{F}_t$ martingale with quadratic variation given by $\int_0^{t \wedge \tau} Q((\hat{\varphi}_u^\varepsilon X^\varepsilon)) ds$.

Proposition 8.4 still holds albeit with loss of a power of $\varepsilon$, i.e. for $\varphi \in C^2(S)$,
\[
\mathbb{E} \left| \int_0^{t \wedge \tau} \left\{ \varphi(\pi \hat{\varphi}_u^\varepsilon X^\varepsilon) - (A\varphi)(\pi \hat{\varphi}_u^\varepsilon X^\varepsilon) \right\} ds \right| \leq C(1 + t)||\varphi||_{C^2(S)}.
\]

Lemmas 8.5 and 8.6 and thus proposition 8.7 holds, but we need to supplement them with analogues results for the term
\[
\frac{1}{\varepsilon} \int_0^{t \wedge \tau} G_q((\hat{\varphi}_u^\varepsilon X^\varepsilon)\hat{\Psi}^*(\hat{\varphi}_u^\varepsilon X^\varepsilon, \Psi)(f^\varepsilon)'_{|b(\hat{\varphi}_u^\varepsilon X^\varepsilon)}) ds.
\]
This is the purpose of the rest of this section.

Let $\tau, \varphi, \hat{\varphi}, a_q^{(n)} : P_\Lambda \rightarrow \mathbb{R}$ be defined by
\[
\tau(\eta) := \inf \left\{ t > 0 : \langle \hat{T}(t)\eta, \Psi \rangle = ||\langle \eta, \Psi \rangle||_2 \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] \right\},
\]
where $||\langle \eta, \Psi \rangle||_2 := \sqrt{\langle \eta, \Psi \rangle^* \langle \eta, \Psi \rangle}$, and
\[
\varphi(\eta) := G_q(\eta)\hat{\Psi}^*(\eta, \Psi), \quad \hat{\varphi}(\eta) := -\int_0^{\tau(\eta)} \varphi(\hat{T}(s)\eta) ds,
\]
\[
a_q^{(1)}(\eta) = -\int_0^{\tau(\eta)} (\hat{T}(s)\pi_1(0), \nabla) \varphi(\hat{T}(s)\pi_\eta) ds,
\]
\[
a_q^{(2)}(\eta) = -\int_0^{\tau(\eta)} (\hat{T}(s)\pi_1(0), \nabla)^2 \varphi(\hat{T}(s)\pi_\eta) ds.
\]
Define $b_q^{(1)} : [0, H^*] \rightarrow \mathbb{R}$ by
\[
b_q^{(1)}(\cdot) = -\hat{A} \left( G_q(\cdot) a_q^{(1)}(\cdot) \right).
\]

Proposition 10.2.
\[
\lim_{\varepsilon \rightarrow 0} \mathbb{E} \left| \int_0^{t \wedge \tau} \left\{ \frac{1}{\varepsilon} G_q(\pi \hat{\varphi}_u^\varepsilon X^\varepsilon)\hat{\Psi}^*(\pi \hat{\varphi}_u^\varepsilon X^\varepsilon, \Psi) - b_q^{(1)}(\hat{b}(\pi \hat{\varphi}_u^\varepsilon X^\varepsilon)) \right\} du \right| = 0.
\]

\textbf{Proof.} Recalling definitions (91), and denoting $\tau_t := \tau(\pi \hat{\varphi}_t^\varepsilon X^\varepsilon)$, we have
\[
\hat{\varphi}(\pi \hat{\varphi}_t^{t+d\varepsilon} X^\varepsilon) - \hat{\varphi}(\pi \hat{\varphi}_t^\varepsilon X^\varepsilon) = -\int_{\tau_t}^{\tau_t+d\varepsilon} \varphi(\hat{T}(s)\pi \hat{\varphi}_t^\varepsilon X^\varepsilon) ds
\]
\[
-\int_0^{\tau_t} \left[ \varphi(\hat{T}(s)\pi \hat{\varphi}_t^{t+d\varepsilon} X^\varepsilon) - \varphi(\hat{T}(s)\pi \hat{\varphi}_t^\varepsilon X^\varepsilon) \right] ds.
\]
The second term on the RHS can be shown to be
\[
\left( \frac{1}{\varepsilon} G_1 + G_2 \right) \langle \pi \hat{\varphi}_t^\varepsilon X^\varepsilon, dt + \sigma dW_t \rangle a_q^{(1)}(\pi \hat{\varphi}_t^\varepsilon X^\varepsilon) - \frac{1}{2} \sigma^2 dt a_q^{(2)}(\pi \hat{\varphi}_t^\varepsilon X^\varepsilon)
\]
\[
-\frac{1}{\varepsilon^2} dt \int_0^{\tau_t} (A\hat{T}(s)\pi \hat{\varphi}_t^\varepsilon X^\varepsilon, \nabla) \varphi \bigg|_{\hat{T}(s)\pi \hat{\varphi}_t^\varepsilon X^\varepsilon} ds,
\]

\[
\hat{a}_q^{(1)}(\cdot) := -\hat{A} \left( G_q(\cdot) a_q^{(1)}(\cdot) \right).
\]

Proposition 10.2.
where $A$ is the generator of the semigroup $\hat{T}(t)$. For the last term in the above equation we can use
\[
\int_0^{\tau_t} (A\hat{T}(s)\pi \hat{\nabla}_X \pi \hat{\nabla}_X \nabla) \varphi|_{\hat{T}(s)\pi \hat{\nabla}_X \pi \hat{\nabla}_X} ds = \varphi(\hat{T}(\tau_t)\pi \hat{\nabla}_X \pi \hat{\nabla}_X) - \varphi(\pi \hat{\nabla}_X \pi \hat{\nabla}_X).
\]

The equation (94) can be written in the differential form as
\[
d\hat{\varphi}(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) = -\varphi(\hat{T}(\tau_t)\pi \hat{\nabla}_X \pi \hat{\nabla}_X)d\tau_t - \frac{1}{2} \frac{d}{dv}|_{s=\tau_t} \varphi(\hat{T}(v)\hat{T}(\tau_t)\pi \hat{\nabla}_X \pi \hat{\nabla}_X)(d\tau_t, d\tau_t) - \frac{1}{\varepsilon^2} \varphi(\hat{T}(\tau_t)\pi \hat{\nabla}_X \pi \hat{\nabla}_X)dt + \frac{1}{\varepsilon^2} \varphi(\pi \hat{\nabla}_X \pi \hat{\nabla}_X)dt
\]
\[+ \left( \frac{1}{\varepsilon} G_q + G \right)|_{\pi \hat{\nabla}_X \pi \hat{\nabla}_X}dt + \sigma dW_t \right) a^{(1)}_q(\pi \hat{\nabla}_X \pi \hat{\nabla}_X)
\]
\[+ \frac{1}{2} \sigma^2 dt a^{(2)}_q(\pi \hat{\nabla}_X \pi \hat{\nabla}_X).
\]
\[(96)\]

In order to proceed further, we need to know the evolution of $\tau_t$ which is discussed in remark 10.1. Define the functions $\beta_i : P_{A} \rightarrow \mathbb{R}$
\[
\beta_1(\eta) = \varphi(\hat{T}(\tau(\eta))\eta) - \frac{1}{\omega^2} \frac{\tilde{\Psi}^* B(\eta, \Psi)}{||\varphi(\hat{T}(v)\hat{T}(\tau(\eta))\eta)||_2^2} \sigma^2,
\]
\[
\beta_2(\eta) = -\varphi(\hat{T}(\tau(\eta))\eta) - \frac{1}{\omega^2} \frac{\tilde{\Psi}^* B(\eta, \Psi)}{||\varphi(\hat{T}(v)\hat{T}(\tau(\eta))\eta)||_2^2} \sigma^2,
\]
\[
\beta_3(\eta) = -\frac{1}{2} \frac{d}{dv}|_{s=0} \varphi(\hat{T}(v)\hat{T}(\tau(\eta))\eta) \left( \frac{1}{\omega^2} \frac{\tilde{\Psi}^* B(\eta, \Psi)}{||\varphi(\hat{T}(v)\hat{T}(\tau(\eta))\eta)||_2^2} \right)^2 \sigma^2,
\]
\[
\beta_4(\eta) = -\frac{1}{2} \frac{d}{dv}|_{s=0} \varphi(\hat{T}(v)\hat{T}(\tau(\eta))\eta) \left( \frac{1}{\omega^2} \frac{\tilde{\Psi}^* B(\eta, \Psi)}{||\varphi(\hat{T}(v)\hat{T}(\tau(\eta))\eta)||_2^2} \right)^2 \sigma^2.
\]
Assume $\lim_{\eta \in P_{A}, ||\eta|| \rightarrow 0} \frac{|G_q(\eta)|}{||\eta||^2} < \infty$. Then all the above are bounded on $S$. The equation (96) can be written as
\[
\varepsilon d\hat{\varphi}(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) = dt \left( \frac{1}{\varepsilon} \varphi(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) + G_q|_{\pi \hat{\nabla}_X \pi \hat{\nabla}_X} \left( a^{(1)}_q(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) + \beta_1(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) \right) \right)
\]
\[+ dt \left( G_q|_{\pi \hat{\nabla}_X \pi \hat{\nabla}_X} - G_q|_{\pi \hat{\nabla}_X \pi \hat{\nabla}_X} \right) \left( a^{(1)}_q(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) + \beta_1(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) \right)
\]
\[+ \varepsilon dt \left( G_q|_{\pi \hat{\nabla}_X \pi \hat{\nabla}_X} - G_q|_{\pi \hat{\nabla}_X \pi \hat{\nabla}_X} \right) \left( a^{(1)}_q(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) + \beta_1(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) \right)
\]
\[+ \varepsilon \sigma dW_t \left( a^{(1)}_q(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) + \beta_1(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) \right)
\]
\[+ \frac{1}{2} \sigma^2 dt a^{(2)}_q(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) + \varepsilon \sum_{i=2}^4 \beta_1(\pi \hat{\nabla}_X \pi \hat{\nabla}_X)dt.
\]

Using Lipshitz condition and proposition 5.5 on terms involving $G$, $G_q$, using Burkholder-Davis-Gundy inequality on terms involving $dW$; and because of boundedness of the functions, we have
\[
\lim_{\varepsilon \rightarrow 0} \mathbb{E} \int_0^{t \wedge \varepsilon} \left\{ \frac{1}{\varepsilon} \varphi(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) + G_q|_{\pi \hat{\nabla}_X \pi \hat{\nabla}_X} \left( a^{(1)}_q(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) + \beta_1(\pi \hat{\nabla}_X \pi \hat{\nabla}_X) \right) \right\} du = 0.
\]
Applying proposition 8.4 to $G_q(\cdot)(a_q^{(1)}(\cdot) + \beta_1(\cdot))$ and then noting that $\mathbb{A} \left( G_q(\cdot)\beta_1(\cdot) \right) = 0$ due to assumption (88) yields the desired result. \hfill \Box

Define
\begin{equation}
\varphi(\eta) := \left( G_q(\eta) - G_q(\pi \eta) \right) \hat{\Psi}^*(\eta, \Psi), \quad \hat{\varphi}(\eta) := \int_0^\infty \varphi(\hat{T}(s)\eta)ds.
\end{equation}
Note that $\hat{\varphi}$ is well-defined: using Lipshitz condition on $G_q$ and part 5 of lemma 4.1
\[|\hat{\varphi}(\eta)| \leq \int_0^\infty |\varphi(\hat{T}(s)\eta)|ds \leq C \int_0^\infty ||\hat{T}(s)(I - \pi)\eta|| \cdot ||\hat{\Psi}^*(\hat{T}(s)\eta, \Psi)|| ds \leq C ||(I - \pi)\eta|| ||\pi\eta||.\]

Following similar steps as in lemma 9.2 we can show that $\mathbb{E}\sup_{t \in [0,T]} ||(I - \pi)\hat{\Gamma}^\varepsilon_t X^\varepsilon|| \leq C$. Also, for $s \in [0, t \wedge \varepsilon]$, $||\pi\hat{\Gamma}^\varepsilon_t X^\varepsilon|| \leq \sqrt{2H^t}$. Hence $\mathbb{E}|\hat{\varphi}(\hat{\Gamma}^\varepsilon_{t\wedge \varepsilon} X^\varepsilon)|$ is bounded.

Define $a_q : C \to \mathbb{R}$ and $b_{q,H}^{(2)} : [0, H^t] \to \mathbb{R}$ by
\begin{equation}
a_q(\eta) = \int_0^\infty (\hat{T}(s)1_{(0)}(\cdot)\nabla)\varphi(\hat{T}(s)\eta)ds, \quad b_{q,H}^{(2)} = \mathbb{A} \left( G_q(\cdot)a_q(\cdot) \right).
\end{equation}

Writing the evolution equation for $d\hat{\varphi}(\hat{\Gamma}^\varepsilon_{t\wedge \varepsilon} X^\varepsilon)$, noting that
\[\int_0^\infty (A\hat{T}(s)\hat{\Gamma}^\varepsilon_t X^\varepsilon, \nabla)\varphi \bigg|_{\hat{T}(s)\hat{\Gamma}^\varepsilon_t X^\varepsilon} ds = -\varphi(\hat{\Gamma}^\varepsilon_t X^\varepsilon),\]

and proceeding in similar manner as in proof of proposition 10.2 we arrive at the following proposition 10.3:

**Proposition 10.3.**
\[\lim_{\varepsilon \to 0} \mathbb{E} \left| \int_0^{T\wedge \varepsilon} \left\{ \frac{1}{\varepsilon} (G_q(\hat{\Gamma}^\varepsilon_t X^\varepsilon) - G_q(\pi \hat{\Gamma}^\varepsilon_t X^\varepsilon)) \right\} du \right| = 0.\]

Combining propositions 10.2 and 10.3 we have

**Proposition 10.4.**
\[\lim_{\varepsilon \to 0} \mathbb{E} \left| \int_0^{T\wedge \varepsilon} \left\{ \frac{1}{\varepsilon} (G_q(\hat{\Gamma}^\varepsilon_t X^\varepsilon) \hat{\Psi}^*(\hat{\Gamma}^\varepsilon_t X^\varepsilon, \Psi) - \left( b_{q,H}^{(1)} + b_{q,H}^{(2)} \right) (\hat{\Gamma}^\varepsilon_t X^\varepsilon)) \right\} du \right| = 0.\]

This result supplements the averaging results of section 8. It suggests that, in the limit $\varepsilon \to 0$, $G_q$ would result in two additional drift terms (given by equations (93) and (98)) for the diffusion process limit of $\mathcal{H}^\varepsilon(t)$. However, we are not able to prove the tightness in this case.

**Remark 10.1.** (evolution of $\tau_1$ used in the proof of proposition 10.2). Let $z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix}$ denote the coordinates of $\eta \in P_\Lambda$ w.r.t $\Phi$, i.e. $z = (\eta, \Psi)$. Then $\hat{T}(s)\eta, \Psi) = e^{Bzs}$ $z$. Evolution of $z(\hat{\Gamma}^\varepsilon_t X^\varepsilon)$ is according to
\[dz = \frac{1}{\varepsilon^{\frac{1}{2}}} Bzdt + \hat{\Psi} \left( \left( \frac{1}{\varepsilon} G_1 + G_2 \right) |\hat{\Gamma}^\varepsilon_t X^\varepsilon| dt + \sigma dW(t) \right).\]

From the definition of $\tau_1$, we have $\cos(\omega\tau_1) = \frac{z_1}{|z|^{\frac{1}{2}}}$ and $\sin(\omega\tau_1) = \frac{z_2}{|z|^{\frac{1}{2}}}$. So,
\[\omega d\tau_1 = \frac{1}{|z|^{\frac{1}{2}}} (-z_2 dz_1 + z_1 dz_2)
\[+ \frac{1}{2} \frac{1}{|z|^{\frac{1}{2}}} (2z_1 z_2 (dz_1, dz_1) + 2 \frac{z_2^2 - z_1^2}{|z|^{\frac{1}{2}}}(dz_1, dz_2) + \frac{z_2 z_2}{|z|^{\frac{1}{2}}}(dz_2, dz_2)).\]
Using \(-z_2\tilde{\Psi}_1 + z_1\tilde{\Psi}_2 = -\frac{1}{\omega}\tilde{\Psi}^*Bz\), and \(\langle dz_i, dz_j \rangle = \tilde{\Psi}_i\tilde{\Psi}_j\sigma^2 dt\), and
\[
z_1z_2\tilde{\Psi}_1^2 + (z_2^2 - z_1^2)\tilde{\Psi}_1\tilde{\Psi}_2 - z_1z_2\tilde{\Psi}_2^2 = (z_2\tilde{\Psi}_1 - z_1\tilde{\Psi}_2)(z_1\tilde{\Psi}_1 + z_2\tilde{\Psi}_2) = \frac{1}{\omega}\tilde{\Psi}^*Bz\tilde{\Psi}^*z,
\]
we have, with \(z = \langle \tilde{\phi}_1^*X^e, \tilde{\Psi} \rangle\),
\[
dt = -\frac{1}{\varepsilon^2}dt - \frac{1}{\omega^2}||z||^2 \left(\frac{1}{\varepsilon}(G_1 + G_2)\right)\tilde{\phi}_1^*X^e dt + \sigma dW(t) + \frac{1}{\omega^2}||z||^2 \sigma^2 dt
\]
and
\[
\langle dt, dt \rangle = \frac{1}{\omega^4} \left(\frac{\tilde{\Psi}^*Bz}{||z||_2^2}\right)^2 \sigma^2 dt.
\]

11. Example

Consider the following equation:
\[
(99) \quad dX(t) = \frac{\pi}{2}X(t-1)dt + \varepsilon\gamma_qX^2(t-1)dt + \varepsilon^2\gamma_cX^3(t-1)dt + \varepsilon\sigma dW.
\]
In this case \(L_0\eta = -\frac{\pi}{2}\eta(-1)\). The characteristic equation \(\lambda + \frac{\pi}{2}e^{-\lambda} = 0\) has countably infinite roots on the complex plane. The roots with the largest real part are \(\pm i\frac{\pi}{2}\). Hence \(L_0\) satisfies the assumption 1.1. The basis \(\Phi\) for the roots \(\tilde{\Psi}\) on the complex plane. The roots with the largest real part are \(\pm i\frac{\pi}{2}\). Hence \(L_0\) satisfies the assumption 1.1.

The basis \(\Phi\) for the averaged drift and diffusions can be calculated as in equations (92), (93) and (94) as
\[
b^{(1)}(h) = N\sigma, \quad b^{(2)}(h) = -\gamma_c\frac{3}{2}\tilde{\Psi}_2h^2, \quad \sigma^2(h) = 2N\sigma^2h.
\]

Now we evaluate \(b^{(1)}_{q,H}(h)\). Note that \(G_q(\eta) = \gamma_q(\eta(-1))^2\). Let \(\varphi(\eta) := \gamma_q(\eta(-1))^3\tilde{\Psi}^*\langle \eta, \tilde{\Psi} \rangle\) as in (91) and \(\tau(\eta)\), \(a^{(1)}_q\) be defined as in equations (90), (92). Note that
\[
b^{(1)}_{q,H}(h) = -\frac{1}{\tilde{\varepsilon}}\int_0^2 G_q(\tilde{T}(u)\eta) a^{(1)}_{q}(\tilde{T}(u)\eta) du, \quad \text{for } \eta \in P_\Lambda \text{ such that } h(\eta) = h.
\]

To make calculations easy, we select \(\eta(-1) = \sqrt{2h}\cos(\frac{\pi}{2}y) = \sqrt{2h}\Phi^t \begin{bmatrix} 1 \\ 0 \end{bmatrix}\), and for this \(\eta\) it can be checked that \(\tilde{T}(u)\eta = \sqrt{2h}\Phi e^{Bu} \begin{bmatrix} 1 \\ 0 \end{bmatrix}\), and \(\tau(\tilde{T}(u)\eta) = \Sigma - u\). Using
\[
(\xi, \nabla)\varphi(\eta) = 2\gamma_q\eta(-1)\xi(-1)\tilde{\Psi}^*\langle \eta, \tilde{\Psi} \rangle + \gamma_q\eta^2(-1)\tilde{\Psi}^*\langle \xi, \tilde{\Psi} \rangle,
\]
and \(\tilde{\Psi}^*\tilde{T}(\eta)\tilde{\Psi} = \sqrt{2h}\Phi e^{Bu} \begin{bmatrix} 1 \\ 0 \end{bmatrix}\) and \(\tilde{\Psi}^*\tilde{T}(s)\Phi 1_{\{0\}}, \tilde{\Psi} = \Phi^*\tilde{b}_s\tilde{\Psi}\) in evaluating \(a^{(1)}_{q}\), we have
\[
b^{(1)}_{q,H}(h) = -\gamma_q\frac{1}{\tilde{\varepsilon}}\tilde{\Psi}_1\tilde{\Psi}_2(2h)^2.
\]

Now we evaluate \(b^{(2)}_{q,H}(h)\). Let \(\varphi(\eta) := \gamma_q(\eta(-1))^2 - (\pi\eta(-1))^2\tilde{\Psi}^*\langle \eta, \tilde{\Psi} \rangle\) as in (97) and \(a_q\) be defined as in equation (98). Then \(b^{(2)}_{q,H}(h)\) equals
\[
(100) \quad \gamma_q\frac{1}{\tilde{\varepsilon}}\int_0^2 du((\tilde{T}(u)\eta)(-1))^2 \int_0^\infty 2(\tilde{T}(s+u)\eta)\left|_{-1}^{\infty} (\tilde{T}(s)(I - \pi)1_{\{0\}}) \right|_{-1}^{\infty} \tilde{\Psi}^*\tilde{T}(s+u)\eta, \tilde{\Psi} ds,
\]
for \( \eta \in P_\Delta \) such that \( \Phi(\eta) = h \). Taking \( \phi(\cdot) = \sqrt{2\hbar} \cos(\frac{\pi}{2} \cdot) \) the above can be evaluated numerically. Let \( x(t), t \in [-1, \infty] \) be the solution for

\[
\begin{cases}
    \dot{x}(t) = -\frac{\pi}{2} x(t-1), & t > 0 \\
    x(t) = -\Phi(t)\Psi, & -1 \leq t < 0 \\
    x(0) = 1 - \Phi(0)\Psi, & t = 0
\end{cases}
\]

Then \( (\tilde{T}(t)(I - \pi)1_{(0)})(-1) = x(t-1) \). Because of the exponential decay of the norm of \( (\tilde{T}(s)(I - \pi)1_{(0)}) \), it is enough to evaluate the inner integral in (100) for a finite value of \( s \) for a good enough approximation. On evaluating, we get \( b_{q,h}(h) \approx -0.1973 \gamma^2(2h)^2 \).

The averaged equation corresponding to (99) is

\[
(101) \quad dh(t) = \left( N\sigma^2 - \frac{3}{2} \gamma_c \tilde{\Psi}_2 h^2 - \gamma^2 q \left( \frac{1}{2\pi} \tilde{\Psi}_1 \tilde{\Psi}_2 + 0.1973 \right)(2h)^2 \right) dt + \sqrt{2N\sigma^2h}dW.
\]

Now we illustrate our results employing numerical simulations.

Draw a random sample of \( N_{samp} \) particles with \( h \) values \( \{h^0_i\}_{i=1}^{N_{samp}} \). Simulate them according to (101) for \( 0 \leq t \leq T_{end} \).

Fix \( \varepsilon = 0.025 \). Simulate (99) for \( 0 \leq t \leq T_{end}/\varepsilon^2 \) using initial trajectories \( \{\sqrt{2h^0_i \cos(\omega_{c},)}\}_{i=1}^{N_{samp}} \).

Let \( \tau^\varepsilon := \inf\{t \geq 0 : |X(t)| \geq \sqrt{2H^*}\} \) and \( \tau^h := \inf\{t \geq 0 : h(t) \geq H^*\} \)

We can check whether the following pairs are close.

1. the distribution of \( h(\sqrt{T_{end}/\varepsilon^2}X) \) from (99) and the distribution of \( h(T_{end}) \) from (101),
2. distribution of \( \varepsilon^2\tau^\varepsilon \) and the distribution of \( \tau^h \).

We took \( H^* = 1.5, T_{end} = 2, N_{samp} = 4000, \) and \( \sqrt{2\{h^0\}_{i=1}^{N_{samp}}} = 1.2 \). Figures 1 and 2 answer the above questions. Three cases are considered with \( \sigma = 1 \) fixed: \( (\gamma_q = 0, \gamma_c = 0) \), \( (\gamma_q = 0, \gamma_c = 1) \), \( (\gamma_q = 1/\sqrt{3}, \gamma_c = 0) \).
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APPENDIX A. Multiplicative Noise

This section deals with the case of \( F \) depending on \( \eta \) (not necessarily a constant).
Let $G : \mathcal{C} \to \mathbb{R}$ be a $C^2$ function satisfying the Lipshitz condition (1) and let $F : \mathcal{C} \to \mathbb{R}$ be a $C^2$ bounded function satisfying the Lipshitz condition:

\[
|F(\eta) - F(\tilde{\eta})| \leq K_F||\eta - \tilde{\eta}||, \quad \forall \eta, \tilde{\eta} \in \mathcal{C}.
\]

(102)

It can be shown that there exists a constant $K_g$ such that $F,G$ satisfy the growth condition (2). In order to be able to prove a lemma analogous to lemma 7.3, we need to make sure that the averaged diffusion coefficient is not degenerate. For this purpose, we also assume that $F$ satisfies (108).

From theorem 1.1 of [24], it can be easily seen that proposition 4.2 holds when $\sigma$ is replaced by $F(\nabla X)$ (with the additional assumptions on $F$ listed above).

First task is to show that the $Q_A$ projection is small.

In proving lemma 5.2, the only property of $\sigma W =: Z$ used is that $Z$ is a martingale with quadratic variation bounded on $[0,T]$. This property still holds for $Z^\varepsilon = \int_0^t F(\hat{\nabla}_u X^\varepsilon) dW(u)$ because $F$ is bounded. Consequently, result analogous to lemma 5.2 holds even for $\Upsilon^\varepsilon := \left| \int_0^s \hat{T}(\frac{s-u}{\varepsilon^2})(I-\hat{\pi})\mathbf{1}_{(0)} dZ^\varepsilon(u) \right| = \left| \int_0^s \hat{T}(\frac{s-u}{\varepsilon^2})(I-\hat{\pi})\mathbf{1}_{(0)} F(\hat{\nabla}_u X^\varepsilon) dW(u) \right|$. Now it is easy to see that proposition 5.3 also holds for the present case of $F$ depending on $\eta$.

Fix $H_*, H^* \in \mathbb{R}^+$ and let

\[
S := \{ \eta \in P_A : H_* < \mathfrak{h}(\eta) < H^* \}.
\]

Assume that the initial condition $\hat{\nabla}_0 X^\varepsilon$ is such that $\pi \hat{\nabla}_0 X^\varepsilon \in S$. Define the stopping time

\[
\tau := \inf \{ t \geq 0 : \pi \hat{\nabla}_t X^\varepsilon \notin S \}.
\]

Proposition A.1. For any $\nu < 1$,

\[
\lim_{\varepsilon \to 0} \varepsilon^{-\nu} \mathbb{E} \int_0^{t\wedge \tau} \left| (I-\pi) \hat{\nabla}_s X^\varepsilon \right|^2 ds = 0.
\]

(103)

\[
\mathbb{E} \int_0^{t\wedge \tau} \left| \int_0^s \hat{T}(\frac{s-u}{\varepsilon^2})(I-\hat{\pi})\mathbf{1}_{(0)} F(\hat{\nabla}_u X^\varepsilon) dW(u) \right|^2 ds.
\]

(104)

Write $Z^\varepsilon(t) = \int_0^t F(\hat{\nabla}_u X^\varepsilon) dW(u)$. Then $Z^\varepsilon$ is a martingale. We try to bound the term

\[
\mathbb{E} \sup_{\theta \in [-\varepsilon,0]} \left| \int_0^s \left( \hat{T}(\frac{s-u}{\varepsilon^2})(I-\hat{\pi})\mathbf{1}_{(0)} \right) (\theta) dZ^\varepsilon(u) \right|.
\]

(105)

This is done in (46) for the case of $Z^\varepsilon = \sigma W$. Only properties of $Z^\varepsilon$ used in (46) are that $Z^\varepsilon$ is a martingale with quadratic variation bounded for finite time. These properties still hold when $dZ^\varepsilon_u = F(\hat{\nabla}_u X^\varepsilon) dW(u)$ with bounded $F$. So, there exists a constant $C$ such that (105) $\leq C \varepsilon$ for $s \in [0,T \wedge \tau]$. Now follow same approach as in proof of 5.5. \hfill \square

The averaged drift coefficient $b^{(1)}_H$ is given as in (62)

\[
b^{(1)}_H(h) = \frac{1}{\varepsilon^2} \int_0^\infty \frac{1}{2} F^2(T(s)\sqrt{2\varepsilon^2} \cos \omega c) \Psi^* \Psi ds,
\]

(106)

$b^{(2)}_H$ is same as in (63) and the averaged diffusion coefficient is given as in (64)

\[
\sigma^2_H(h) = \frac{1}{\varepsilon^2} \int_0^\infty F^2(\sqrt{2\varepsilon^2} T(s) \cos \omega c) \left( \Psi^* \left( \sqrt{2\varepsilon^2} T(s) \cos \omega c, \Psi \right) \right)^2 ds.
\]

(107)

We make one further assumption on $F$:

\[
\exists c : (0, \infty) \to \mathbb{R}^+ \text{ such that } \sigma^2_H(h) > c(H_*) \text{ for all } h \geq H_*.
\]

(108)
Define an operator \( \mathcal{L}_H \) by\(^7\)

\[
\mathcal{D}(\mathcal{L}_H) = \left\{ f_H \in C([H_*, H^*]) \cap C^2((H_*, H^*)) : \mathcal{L}_H f_H \in C([H_*, H^*]) \right\},
\]

and \( \lim_{h \to H^*} (\mathcal{L}_H f_H)(h) = 0 = \lim_{h \to H_*} (\mathcal{L}_H f_H)(h) \).

(109) for \( h \in (H_*, H^*) \), \( (\mathcal{L}_H f_H)(h) = b_H(h) \dot{f}_H(h) + \frac{1}{2} \sigma_H^2(h) \ddot{f}_H(h) \).

**Theorem A.2.** Under the assumptions on \( F \) listed in this section, the statement of theorem 6.3 holds with \( \tilde{c} \) replaced with \( \tilde{c} := \inf \{ t \geq 0 : h(t) \geq H^* \text{ or } h(t) \leq H_* \} \).

The proof of above result follows the same strategy stated in remark 6.2.

Analogous result to the lemma 7.1 is the following:

**Lemma A.3.** If \( \mathcal{F} \in C([H_*, H^*]) \), then there exists a solution of

\[
\mathcal{L}_H u = \mathcal{F}, \quad h \in (H_*, H^*)
\]

such that \( u \in C^1([H_*, H^*]) \). This solution is unique upto the choice of \( u(H_*) \) and \( u'(H_*) \).

Further, there exists constants \( C_i \) independent of \( \mathcal{F} \) such that

\[
||u||_{C([H_*, H^*])} \leq ||u(H_*)|| + C_1 ||u'(H_*)|| + C_2 ||\mathcal{F}||_{C([H_*, H^*])}.
\]

**Proof.** Define \( J(h) := \int_{H_*}^{h} \frac{2b_H(s)}{\sigma_H^2(s)} ds \). Then

\[
u(h) = c_1 + c_2 \int_{H_*}^{h} e^{-J(s)} ds + \int_{H_*}^{h} \int_{H_*}^{s} e^{-(J(s) - J(r))} \frac{2F(r)}{\sigma_H^2(r)} dr ds.
\]

Here \( c_1 = u(H_*) \) and \( c_2 = u'(H_*) \).

Result analogous to lemma 7.3 can be easily be proved.

Whole of section 8 still holds with a few minor changes—for example, in proof of proposition 8.4, we cannot use \( (\mathcal{L}(\Phi_{\phi} \circ \pi))^{(1)}(\varphi_u X^c) = (\mathcal{L}(\Phi_{\phi} \circ \pi))^{(1)}(\pi \varphi_u X^c) \) anymore; we have to estimate the term involving \( (\mathcal{L}(\Phi_{\phi} \circ \pi))^{(1)} \) in the same way as we did for \( (\mathcal{L}(\Phi_{\phi} \circ \pi))^{(2)} \). Similar change must be made in the proof of proposition 9.1.

The following result is required for the proof of lemma 9.2.

**Lemma A.4.** There exists \( \varepsilon_0 > 0 \) and a constant \( C \) independent of \( \varepsilon \) such that, \( \forall \varepsilon \leq \varepsilon_0, \mathbb{E} \sup_{t \in [0,T]} ||(I - \pi) \varphi_t X^c||^4 \leq C. \)

**Proof.** Same as the proof of lemma 9.2 except for \( \sigma W \) replaced by \( Z^c(t) = \int_0^t F(\varphi_u X^c) dW(u) \).

Note that \( \mathbb{E} \sup_{t \in [0,T]} |Z^c(t)|^4 \leq C(\max |F|)^2 T^2 \) by Burkholder-Davis-Gundy inequality.

This completes the proof of theorem A.2.

Now we give an example. Consider

\[
(110) \quad dX(t) = L_0(\varphi_t X) dt + \varepsilon L_1(\varphi_t X) dW,
\]

where \( L_i \) are bounded linear operators, with deterministic system satisfying assumption 1.1. Note that \( |F(\eta)| = |L_1(\eta)| \) is not bounded and hence equation (110) does not satisfy the hypothesis. Nevertheless we discuss this example because numerical simulations seem to show close agreement with the results obtained above.

Let \( ||\hat{\Psi}||^2 := \hat{\Psi}^* \hat{\Psi} \) and \( ||L_1 \Phi||^2 := (L_1 \Phi_1)^2 + (L_1 \Phi_2)^2 \). The averaged equation corresponding to (110) is

\[
(111) \quad dh(t) = b_H(h) dt + \sigma_H(h) dW,
\]

\( \mathcal{L}_H f_H \in C([H_*, H^*]) \) means that \( \mathcal{L}_H f_H \in C([H_*, H^*]) \) and the limits \( \lim_{h \to H_\cdot} \mathcal{L}_H f_H, \lim_{h \to H^\cdot} \mathcal{L}_H f_H \) exists and are finite. See chapter 8 section 1 of [21].
Define $\lambda^\varepsilon(t) := \frac{1}{t} \log \sup_{s \in [t-r,t]} |X(s)|$ with $n \in \mathbb{N}$ such that $nr \geq 2\pi \omega_c$ (here $n$ is chosen so as to avoid oscillations in the modulus of $X$). It can be checked that for large $t$, $\lambda^\varepsilon(t)$ is close to $-\varepsilon \frac{1}{2} \lambda_{\text{avg}}$. The $\frac{1}{2}$ arises from the fact that $h$ is quadratic in $X$.

We took $L_0 \eta = -\frac{\eta}{2}(-1)$ and $L_1 \eta = \eta(-1)$. The Lyapunov exponent for (111) can be calculated to be

$$\lambda_{\text{avg}} \approx -0.122.$$ Five realizations of trajectories of (110) are simulated with $\varepsilon = 0.1$; and in the figure 3 we show mean, min and max (of the five trajectories) for $\lambda^\varepsilon(t)$.

The stability condition $\lambda_{\text{avg}} < 0$ translates to

$$\left| \frac{\Psi^* L_1 \Phi}{||\Psi|| ||L_1 \Phi||} \right| > \frac{1}{\sqrt{2}}$$

leading to the interpretation that the alignment of the vectors $\Psi$ and $L_1 \Phi$ is a measure of the stability of the system.

We do not claim that $\varepsilon \frac{1}{2} \lambda_{\text{avg}}$ is the maximal exponential growth rate of (110). The result that we proved concerns with weak convergence and hence we cannot comment on the almost sure properties of the trajectories.

Further, we are restricting to systems satisfying assumption 1.1. [25] discusses methods to obtain bounds on the maximal exponential growth rates of more general class of delay equations. However the bounds given in [25] are not optimal for systems satisfying assumption 1.1. For example, consider

$$dX(t) = -\frac{\pi}{2} X(t-1) dt + \varepsilon \left( \int_{-1}^{0} x(t+s) ds \right) dW$$
and compare with equation $VI$ of [25]. According to theorem 4.1 of [25] the maximal exponential growth rate $\lambda_1$ of (114) is bounded above by

$$\lambda_1 \leq \inf\{\theta(\delta, \alpha) : \delta \in \mathbb{R}, \alpha \in \mathbb{R}^+\},$$

where

$$\theta(\delta, \alpha) := -\delta + \left(\delta + \frac{1}{2} \alpha \left(\pi/2\right)^2 e^{2\delta} + \frac{1}{2\alpha}\right) \vee \left(\frac{\alpha}{2} e^{\max(\delta, 0)}\right).$$

Assume $\varepsilon \ll \frac{\pi}{2}$. For $\delta \geq 0$, we have

$$\theta(\delta, \alpha) = \frac{1}{2} \alpha \left(\pi/2\right)^2 e^{2\delta} + \frac{1}{2\alpha}, \quad \inf_{\alpha > 0} \theta(\delta, \alpha) = \frac{\pi}{2} e^{\delta}, \quad \inf_{\alpha > 0, \delta > 0} \theta(\delta, \alpha) = \frac{\pi}{2}.$$

Let $\delta_0(\alpha) < 0$ be the solution of

$$\delta + \frac{1}{2} \alpha \left(\pi/2\right)^2 e^{2\delta} + \frac{1}{2\alpha} = \frac{\alpha}{2} e^{\delta}.$$

Note that $\frac{1}{2} \alpha \left(\pi/2\right)^2 e^{2\delta} + \frac{1}{2\alpha}$ is at least $\frac{\pi}{2} e^{\delta}$. And solution of $\delta + \frac{\pi}{2} e^{\delta} = 0$ is approximately $-0.745$. So, $\delta_0(\alpha) < -0.745$ for any $\alpha$. For $\varepsilon$ very small, $\delta_0(\alpha)$ will be very close to $\delta_0(\alpha)$.

For $\delta < \delta_0(\alpha)$, we have

$$\theta(\delta, \alpha) = -\delta + \varepsilon^2 \frac{1}{2} \alpha, \quad \inf_{\delta < \delta_0(\alpha)} \theta(\delta, \alpha) = -\delta_0^*(\alpha) + \varepsilon^2 \frac{1}{2} \alpha, \quad \inf_{\alpha > 0, \delta < \delta_0(\alpha)} \theta(\delta, \alpha) = \inf_{\alpha > 0} -\delta_0^*(\alpha).$$

For $\delta_0^*(\alpha) < \delta < 0$, we have

$$\theta(\delta, \alpha) = -\delta + \varepsilon^2 \frac{1}{2} \alpha, \quad \inf_{\delta_0^*(\alpha) < \delta < 0} \theta(\delta, \alpha) = -\delta_0^*(\alpha) + \varepsilon^2 \frac{1}{2} \alpha, \quad \inf_{\alpha > 0, \delta_0^*(\alpha) < \delta < 0} \theta(\delta, \alpha) = \inf_{\alpha > 0} -\delta_0^*(\alpha).$$

Because $\delta_0^*(\alpha)$ is close to $\delta_0^*(\alpha)$, $\inf_{\alpha > 0} -\delta_0^*(\alpha)$ would be very close to or greater than 0.745.

So, bound given by [25] on $\lambda_1$ is close to 0.745 but results obtained in this paper indicate that (did not prove) $\lambda_1$ is of order $\varepsilon^2$. The suboptimality of the bounds in [25] for systems satisfying assumption 1.1 might be because exponential shift by a real number, as done in theorem 4.1 of [25], does not capture the effect of purely imaginary eigenvalues.
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