Noise and fluctuations can undermine the efficiency of majority rule in group evaluation problems

Abstract

Crowdsourcing is a mechanism by means of which groups of people are able to execute a task by sharing ideas, efforts and resources. Thanks to the online technologies, crowdsourcing has become in the last decade an even more utilized process in different and diverse fields. An instance of such process is the so-called "label aggregation problem": in practice, it is the evaluation of an item by groups of agents, where each agent gives its own judgment of it. Starting from the individual evaluations of their members, how can the groups give their global assessment? In this work, by means of a game-theoretical, evolutionary approach, we show that in most cases the majority rule (the group evaluation is the evaluation of the majority of its members) is still the best way to get a reliable group evaluation, even when the agents are not the best experts of the topic at stake; on the other hand, we also show that noise (i.e., fortuitous errors, misunderstanding, or every possible source of non-deterministic outcomes) can undermine the efficiency of the procedure in non-trivial situations. Therefore, in order to make the process as reliable as possible, the presence of noise and its effects should be carefully taken into account.
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1 Introduction

Crowdsourcing is a process in which a given problem is solved or a challenge addressed by the effort of a mass of people [1][2]. An immediate case of crowdsourcing is fund-raising, but in recent years we have seen relevant instances in different fields, in particular scientific research [3]. The emergence and even more widespread use of social networks has further widened the range of possible applications of crowdsourcing, because now a very large number of people may be involved to accomplish a given task by the new online technologies. Together with other factors, this has also paved the way to the so-called Citizen Science [4], by means of which also common people, but interested in science, has helped professional scientists to get new results and/or solve problems.

Therefore, in order to understand its basic mechanisms, learn how to manage and use it correctly, and improve its efficiency [5][6], crowdsourcing itself has become a hot research topic. More in general, crowdsourcing can be viewed as a particular case of cooperative behaviour, so that it can be studied also by means of Game Theory and evolutionary dynamics [7].

In this work, by means of a game-theoretical approach, we will present an evolutionary simulation model aimed to understand the dynamics and main features of a peculiar case of Citizen Science, which has heavily attracted the interest of many researchers [8][9]. In the next sections we will first describe the problem, then define the model and study it, finally we will draw some conclusions and possible perspectives for future works.
2 The label aggregation problem

We start by considering the situation where a group of experts have made their evaluation on a given topic, and on the basis of such judgements a final evaluation has to be drawn \([9]\). For example, a classical instance is when many clinicians have given a diagnosis and an overall evaluation is required to make a medical decision \([11]\). In general, these issues used to involve experts on the field, so that there is arguably a limited margin of error. On the other hand, today we have similar situations where experts do not participate alone in evaluation processes \([12]\): indeed, today Citizen Science and crowdsourcing can be also accomplished by involving non-professional volunteers in social networks \([9, 13]\). In particular, in this work we focus on the case of a natural disaster and the need to evaluate the entity of damages only from pictures taken \(\textit{in loco}\) \([8]\): a photo depicting a damage is sent to a group of people who give their assessment, and eventually a final, conclusive group evaluation has to be delivered. The research question we want to address here is how can we process the individual assessments in order to get the most reliable group evaluation. For this purpose we are going to utilize the tool of evolutionary simulations: within a game-theoretical framework, we set a population where agents with different behaviours/features act, and make them undergo a process of natural selection so that the most efficient traits finally emerge \([14]\). In this respect, we stress the fact that our evolutionary model is not meant to describe how some observable traits originated in humans, but only to compare the efficiency of each trait with respect to the others.

More in depth, the process we are to study here works as follows (see Ref. \([8]\)). A picture is given to a group of \(N\) people. Each member of the group has to evaluate the level of damages reported in the picture by assigning to it a note which is an integer from 0 to 4 (0: irrelevant; 1: no-damage; 2: minimal; 3: moderate; 4: severe). Therefore, based on the individuals’ assessments, the group’s evaluation is given: this is the core of the label aggregation problem. The elementary process just described (evaluating a picture as a group) is called \textit{task}. In general, for each event we have many groups which accomplish many similar tasks. Consequently, it is crucial to find the best algorithm able to elaborate the individual evaluations and obtain the best group response, \textit{i.e.}, able to minimize the number of wrong group evaluations.

The most immediate choice for the algorithm is the \textit{majority rule} (MR): for each task, the note given by the majority of the group members is the one adopted by the group as a whole (for instance, if we have a group with 5 members, and in a specific task three of them have evaluated the picture as a 3, 3 will be the group evaluation), if more than one note are the most voted, one of them is selected at random. Interestingly, the majority rule has already been studied as a tool for getting a decision in groups in different contexts, in particular to analyze the emergence of leadership \([15]\), the spreading of minority opinions \([16]\), and the effect of contrarians \([17]\).

Beyond MR, other algorithms are possible, in particular non-deterministic ones \([8]\). Indeed, adding noise in the dynamics shows to improve the efficiency of a process in different situations, as for example reaching consensus in a population \([18]\) or to increase the level of cooperation in evolving populations \([19, 20]\): it is worth then to check the effect of noise also in the collective evaluation of an item. The effect of noise is not universal, because from one hand a non-deterministic rule increases the errors produced during the process, but on the other one it makes the system explore a larger portion of the configuration space \([21]\). Therefore, the details of the algorithm and the system under scrutiny are of fundamental importance to evaluate the efficiency of a non-deterministic algorithm with respect to the classical MR. In this work we will compare the outcome of the majority rule\(^1\) with a noisy one, which we will call \textit{weighted random rule} (WR) and define precisely in the next section. Next to MR and WR, in order to have a baseline, we will also consider the \textit{totally random rule} (RR), where groups evaluate items completely at random.

3 The Model

In this section we define a general model to simulate the processes involved in the label aggregation problem. Our aim is to extract the main features of the model and single out the best options to make it the most efficient possible. We will investigate the behaviour of the model as a function of different parameters, evaluation rules and evolutionary algorithms.

3.1 The Algorithm of the dynamics

We consider a population of \(N\) individuals distributed in \(M\) groups of \(G\) agents each, (obviously, it must hold \(N = M \times G\)). There are three kinds of agents: inexperienced, volunteers (which are not totally inexperienced but far from being professionals) and experts, and every group is made up by agents of the same type (only experts, only

\(^1\)MR is \textit{per se} a deterministic rule but, as we illustrate in Sec. \([3]\) noise intervenes in the individual evaluations of the group members.
volunteers, or only inexperienced individuals). At each elementary step of the dynamics, one group is picked up at random and has to accomplish a task, that is, the group must evaluate a generic item: there are \( l \) categories of items \( \{0, 1, \ldots, l - 1\} \), and the group’s aim is to guess the correct category of the item. For each task, the group gains fitness according to its evaluation. Subsequently, another group is randomly selected and accomplishes a task, and so on. One time unit is given by \( M \) elementary steps (Monte Carlo steps). Every \( T \) time units there is a reproduction stage. This model is in principle more general than the one of Reference [8], where \( l = 5 \).

**Initial conditions** – All the groups have initial fitness equal to zero. The initial distribution of the agent types is set in order to be as realistic as possible: therefore, we set a 5\% of groups composed by experts, 15\% of volunteers, and the remaining 80\% of inexperienced agents.

**Evaluation process: agents** – When a group must accomplish a task, its members evaluate the category \( c \) of the item. The value \( c \) is an integer between 0 and \( l - 1 \), and it is assigned at random. Each agent evaluates the item according to its own kind: inexperienced guess the right category of the item with a probability \( p_{\text{ine}} \), volunteers with probability \( p_{\text{vol}} \), experts with probability \( p_{\text{exp}} \). It is naturally \( p_{\text{ine}} < p_{\text{vol}} < p_{\text{exp}} \); if they do not guess the right answer, they will then assign to the item a random number between 0 and \( l \) but different from \( c \) itself.

In this work we have set \( p_{\text{ine}} = 0.20 \), \( p_{\text{vol}} = 0.50 \) and \( p_{\text{exp}} = 0.95 \).

**Evaluation process: groups** – Once every member has given its evaluation, the group as a whole has to give its final assessment. There are three possible ways for a group to accomplish the task: guessing completely at random (baseline, totally random rule), letting a randomly selected member to give its evaluation for the group (weighted random rule), or according to the majority rule (already introduced in the previous section).

**Fitness updating** – After the group has given its evaluation, if the task has been correctly accomplished (that is, the group has ascertained the right category), its fitness increases by 1 unit, otherwise it remains unchanged.

**Asynchronous dynamics** – We stress the fact that this dynamics is asynchronous, as usual in Monte Carlo simulations [22], that is, every time a task is assigned, the group is extracted at random, so that during each time unit every group solves one task only on average. As already suggested in Sec. 2, this procedure introduces noise that allows the system to explore a larger part of the configuration space also with MR.

**Evolution stage** – After every \( T \) Monte Carlo steps of the dynamics, the evolution stage takes place. This is instead a synchronous process: every group picks up another one at random and compare the fitness: if the second group has a better fitness, the first one imitates the latter, that is, its members become of the same kind of the better performing group (i.e., if the extracted group has higher fitness and it is made up by experts, also the members of the first one become experts if they are not), then the fitness is set to zero again. In order to maintain heterogeneity in the dynamics, in this work we have assumed the value \( T = 1 \), considering the case \( T > 1 \) just to check the role of noise over the model dynamics (see Subsec. [21]). This evolutionary dynamics is necessary not because some real, physical processes similar to the label aggregation problem actually evolve, but in order to compare the efficiency of the three types of agents: given a method to get the group evaluation (MR, WR, or RR), which one is the best performing kind of agents? The ability to survive in a competitive dynamics shows how effective a given strategy is.

**Fixed agent type, evaluation algorithms evolving** – We also accomplished a bunch of simulations where instead of setting the group evaluation algorithm, the agent type is fixed for all: in that case, the groups throughout the system differentiate not for the kind of their members (experts, volunteers, inexperienced), but for the process adopted to get the group evaluation (MR, WR, RR). Therefore, in these simulations the initial conditions are of course different: we start with 1/3 of groups adopting MR, 1/3 WR, and 1/3 RR with all the agents of the same kind.
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4 Results

In this section we are presenting the main results of our simulations. The model is quite general, so that we have a bunch of parameters to set: group size $G$, number of groups $M$, number of possible evaluation values $l$. In order to get a systematic description of the behaviour of the model, first we set $l = 5$ as in Ref. [8], then we split the discussion by considering separately the small group case (in particular $G = 5$) and the limit of very large $G$.

4.1 Small groups ($G = 5$)

Let us consider the case $G = 5$, as in Ref. [8]. In Fig. 1 (top row) we observe the time behaviour of the expert and volunteer densities as functions of time for different system sizes (since it is $N = M \times G$, we selected $M$ as control parameter for the whole population size) when the group evaluation is established by means of the MR. As it is easy to see, for $M \gtrsim 500$ the system appears to have reached the thermodynamic limit. It is clear that MR makes experts far more efficient to accomplish the task than less experienced individuals, and the same holds with WR, as shown in the same Fig. 1 (bottom row). Inexperienced agents are very weak, and in every parameter configuration they disappear quickly from the system.

In short, by one side experts are always the best subjects to form an evaluation group (as it was easy to expect); by another one, if a group is made up by volunteers with some knowledge about the issue, it is more efficient when the majority rule is adopted as the procedure to decide. Indeed, volunteers resist better and longer with MR with respect to WR, as it is clear from Fig. 2, whilst the evolutionary dynamics makes them vanish against experts in both cases, we remind that the goal of such simulations is to evaluate the efficiency of the different types of agents and decision algorithms.

Anyway, in order to get more reliable results in this respect, we prepared some simulations in which all the agents are of the same kind, but different groups with different methods to reach their evaluation (MR, WR and RR) initially coexist: therefore, here the decision algorithms compete instead of agent types. In the following paragraph we illustrate these results.
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Figure 2: **Left:** Time behaviour of the densities of the three agent types with majority rule to accomplish group evaluation. **Right:** Time behaviour of the densities of the three agent types with weighted random rule to accomplish group evaluation. For both graphs the remaining parameter values are $M = 500, G = 5, l = 5$.

Figure 3: Time behaviour of the densities of groups adopting majority rule (black lines), weighted random rule (red lines) and random rule (green lines). **Left:** all agents are experts; **right:** all agents are volunteers. The remaining parameter values are $M = 500, G = 5, l = 5$.

**Evolving evaluation algorithms**

In Figure 3 we show the behaviour of a system made up by only experts (left) or volunteers (right), where groups distinguish themselves for the evaluation algorithm: in both cases we see that MR is the more efficient method, and RR is (comprehensibly) the worst one. On the other hand, a very different behaviour is observed in a population of inexperienced agents: in this case, the three group evaluation rules are equivalent, indeed the (average) densities of the three possible algorithms do not change during the dynamics and maintain their initial value, that is, $1/3$ each one (we do not show the graphics because it is trivial). Therefore, when agents are completely non-experts, no evaluation rule guarantees reliable group decisions.

**4.2 Large groups ($G \gg 5$)**

So far, we have dealt with groups composed by few members ($G = 5$). What happens if we consider larger groups? In Figure 4, we show the behaviour of the expert (left) and volunteer (right) densities for a system where agent types evolve, with majority (above) and weighted random (below) rule, $M = 500$ and $l = 5$, and several values of the parameter $G$. The first thing worth to be noticed is the deep difference among MR and WR dynamics. Indeed, with WR rule the size of the groups has no influence, while $G$ has a fundamental role with MR.

In particular, if the group size is large enough, with the majority rule experts do not invade the hole system, but it ends up to a final, mixed configuration where experts and volunteers coexist (inexperienced density always quickly vanishes in every case). It results particularly interesting the fact that for some large systems volunteers, without invading completely the system, end up being more than experts, that is, at least in such conditions volunteers act more efficiently than experts.

On the other hand, from Figure 5, it seems that in the thermodynamic limit ($M \to +\infty$) expert density increases for every value of $G$. Unfortunately, for numerical reasons it is very hard to investigate systematically what happens at the end of the dynamics in very large systems, as it happens to be for high values of both $G$ and $M$, so that we can not conclude definitively that in the thermodynamic limit experts invade the population again (even though it is very likely, even though it is very likely, even though it is very likely...
5 Discussion

In general, our simulations show two main results. The first, predictable one is that experts are more efficient than volunteers, on their turn more efficient than inexperienced agents. Secondly, that majority rule is the best group evaluation algorithm in most cases. This behaviour can be explained in terms of probability to correctly evaluate a task.
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Figure 6: Behaviour of the function $\Gamma_x(p_x)$, as defined in Eq. (3), for different values of the parameter $G$. The maroon, dashed line practically shows the probability $P^W_x$ as function of $p_x$ with WR as defined in Eq. (1). See also Fig. 2 in Ref. [15].

More precisely, with the weighted random rule the probability $P^W_x$ (being $x$ the agent type $exp$, $vol$ or $ine$) for a group to catch the right evaluation is simply the probability to solve the task for the single agent:

$$P^W_x = p_x, \quad (1)$$

while with the majority rule this probability $P^M_x$ has got a more complex expression:

$$P^M_x = \Gamma_x + \Pi^x_{res}. \quad (2)$$

In Eq. (2) $\Gamma_x$ is the probability that the right answer has been given by the absolute majority of group members, and $\Pi^x_{res}$ the residual probability to give the right group evaluation even though only a minority of members gave the right answer (see Subsec. 3.1); $x$ indicates again the agent type. The first term at right-hand side of Eq. (2) can be easily written down:

$$\Gamma_x = \sum_{k=K_G}^{G} \binom{G}{k} p_x^k (1-p_x)^{G-k}, \quad (3)$$

where $K_G = 1 + \lfloor G/2 \rfloor$ (being $\lfloor Z \rfloor$ the floor of $Z$).

As it may be easily computed numerically, the function $\Gamma_x$ defined in Eq. (3) is a sigmoid in its argument (see Fig. 6); a deeper study of its mathematical features can be found in Ref. [15].

The consequences of these results are the following. First of all, both $P^W_x$ and $\Gamma_x$ are strictly increasing functions of their arguments, that is, the higher is the value of the elementary probability $p_x$, the higher is the probability for a group to solve a task. Secondly, for $p_x > 1/2$, $\Gamma_x$ is always larger than $P^W_x$, so that, following Eq. (2), it is always $P^M_x > P^W_x$, meaning that, once fixed the parameters of the model, MR is generally more efficient than WR. Of course, RR is the worst decision algorithm, being in this case $P^R_x = 1/G \forall x$.

The numerical results shown in Sec. 4 agree with this conclusions always for small values of $G$, always with WR algorithm, and in the limit $M \rightarrow +\infty$ with MR (see Fig. 5). More complex appears the behaviour of the model with majority rule, large $G$ and intermediate values of the system size, as we are going to describe in the next subsection.

5.1 Mesoscale behaviour: the role of noise

As illustrated in Sec. 4 there is a set of values of the parameters $M$ and $G$ such that with the majority rule, volunteers outperform experts in an evolutionary framework. More in depth, we see that after a non-trivial transient, expert and volunteer densities reach a plateau at a value different from 0 and 1 (inexperienced agents get always extinct quickly).
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Therefore, in these circumstances experts and volunteers coexist, and for \( G \) large enough volunteers remain the majority. On the other hand, from what we found previously, by computing the probabilities of all the possible outcomes, the experts should be always favourite against volunteers: in fact, such probabilistic calculations neglect finite size effects, that is, ignore any possible influence of noise and fluctuations on the dynamics. Therefore, for system sizes not too big with respect to the groups’ size, the presence of noise and fluctuations, due to the Monte Carlo dynamics, is realistically the source of this counterintuitive outcome. We can verify the plausibility of this conclusion by decreasing the influence of noise on the dynamics. In order to do that, we performed some simulations increasing the value of \( T \), that is, increasing the time in between the evolution stages: up to now, we have maintained \( T = 1 \), which means that each group plays on average once before evolving and setting again its fitness equal to zero. Indeed, with \( T = 1 \) every evolutionary stage will take place with some groups which have played more than once while others never have, so that, for example, we can have some volunteer groups that have solved the task (getting a fitness larger than zero) and expert groups which remained with zero fitness. Then, by increasing the value of \( T \) we let every group to play more than once before each evolution stage, and this protects expert groups from the risk to be outperformed by volunteers.

As a matter of fact, we considered the case with \( G = 35 \) of Fig. 4 with MR (remaining parameters: \( l = 5 \), \( M = 500 \)). With the ordinary value \( T = 1 \) we see that the final volunteer density is around 0.47 (experts at \( \sim 0.53 \)); similar simulations with \( T = 5 \) show a time behaviour qualitatively very similar (the maximum of volunteer density is the same, for instance), but the final volunteer density stays around 0.27; analogously, with \( T = 10 \) the final volunteer density is about 0.14. It is then plausible to infer that in the limit of very large \( T \), when the effect of noise is completely removed, the final configuration of the system will be expert density equal to 1 and volunteers extinct, as suggested by previous theoretical calculations.

6 Conclusions and perspectives

Following Ref. [8], in this work we have studied the so-called label aggregation problem. We considered groups made up by \( G \) members which have to solve tasks consisting in evaluating a given item that in its turn can assume one of \( l \) possible values. Every member of each group gives an evaluation, then the group as a whole, based on the components’ answers, will give its global assessment. Such task can be coped with through different procedures and methods: group members can be more or less expert about the topic and groups can adopt different methods to elaborate the individual evaluations. We accomplished the investigation by means of a game-theoretical approach, that is, through evolutionary simulations, where groups and agents of different kind and utilizing different evaluation rules compete in order to make the most efficient procedure emerge.

In short, we have established by one side that the more expert are the agents, the more efficient is the evaluation by their groups, which is trivial, but also that the majority rule is more efficient that a simple probabilistic algorithm which does not discern among individuals’ ability. On the other hand, the majority rule shows to be quite sensitive to noise for a non-trivial subset of the model parameters, in particular when the groups are quite large while the system as a whole is not too large. This, if confirmed by further studies, may represent a useful warning for users of this tool for crowdsourcing: a simple majority rule, even though theoretically very efficacious with respect to other procedures, can provide misleading responses when the groups are large but not numerous, and, more in general, if every possible source of noise is not suitably managed. Future works, be them theoretical, empirical, and/or simulations, should clarify this point.
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