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ABSTRACT

Federated learning (FL) refers to the learning paradigm that trains machine learning models directly in the decentralized systems consisting of smart edge devices without transmitting the raw data, which avoids the heavy communication costs and privacy concerns. Given the typical heterogeneous data distributions in such situations, the popular FL algorithm Federated Averaging (FedAvg) suffers from weight divergence and thus cannot achieve a competitive performance for the global model (denoted as the initial performance in FL) compared to centralized methods. In this paper, we propose the local continual training strategy to address this problem. Importance weights are evaluated on a small proxy dataset on the central server and then used to constrain the local training. With this additional term, we alleviate the weight divergence and continually integrate the knowledge on different local clients into the global model, which ensures a better generalization ability. Experiments on various FL settings demonstrate that our method significantly improves the initial performance of federated models with few extra communication costs.

Index Terms— Federated Learning, Continual Learning, Initialization, Generalization

1. INTRODUCTION

Recent years have witnessed a rapid growth in the application of smartphones, wearable devices, and Internet of Things (IoT) devices. These smart devices and sensors are generating a huge amount of valuable yet underutilized data. Unfortunately, the privacy risks would prohibit transmitting the raw data to the data center for further use while the limited networking availability and capacity of edge devices could not afford training through a standard distributed optimization strategy.

In the presence of user-generated data distributed among a huge amount of edge devices (or clients) in non-IID manners, Federated Learning (FL) [1, 2] proposes a communication-efficient algorithm to train machine learning models without transmitting the raw data. A typical FL system (or server) selects a part of available devices and sends them the global model as the initialization. Then the selected clients compute an update to the global model with their local data using some pre-designed optimization methods. Finally the server collects all the updates and aggregates them to get the new global model. Such an iteration is called a round in FL optimization and repeated iteratively until convergence.

Challenges in Federated Learning

There are mainly three challenges that distinguish FL from traditional distributed learning problems.

The first one is the system challenge, i.e., a massive number of edge clients with limited network connections. To cope with this, Federated Averaging (FedAvg) [2] proposes selecting a subset of clients for participating in training at each round. And Yao et al. [3, 4] introduce additional mechanisms to local training procedures to accelerate the convergence and thus reduce the overall communication costs.

The second one is the privacy preservation, e.g., differential privacy guarantees [5], homomorphic encryption [6], and secure frameworks [7]. These researches are relatively independent and can be integrated into most FL frameworks.

The last one is the statistic challenge, i.e., the heterogeneous or non-IID data distributions on clients, which is also the main focus of this paper. The most relevant research work to ours are two papers as follows. Zhao et al. [8] demonstrate that the accuracy reduction, especially when the local data are distributed in a non-IID manner, can be attributed to the weight divergence between the local and global models. They further propose a data-sharing strategy to alleviate this problem by creating a small subset of data (usually called the proxy dataset) that is shared among all the clients. Similar strategies have also been adopted in [9, 10]. FedCurv [11], inspired by Elastic Weight Consolidation [12] (EWC, a typical continual learning algorithm), calculates the Fisher information matrix of the local models, and use them to reduce the weight divergence during local training. However, even with bandwidth optimization tricks, the amount of parameters to be transmitted...
in FedCurv is three times as many as that in FedAvg.

Continual Learning

Continual learning, or lifelong learning, is a research field in transfer learning that tries to avoid the catastrophic forgetting [13] when learning task B based on the model trained on task A, or in other words, to enable the well-trained model to learn a new task without forgetting previously learned tasks. The key idea of continual learning algorithms is to find a common feature space [14, 15] or parameter space [12, 16] for the old and new tasks so that the model can work well on the new task without forgetting old tasks.

Due to the heterogeneous data distributions in FL, the local models on clients are trained with only their local data without the information of the global data distribution. This is exactly the weight divergence as mentioned before, which can be alleviated by finding a common feature space or parameter space for the local and global models.

In this paper, we propose federated learning with local continual training (FedCL, CL for Continual Learning) strategy to alleviate the weight divergence and continually integrate the knowledge on different local clients into the global model, which ensures a better generalization ability for the global model. Importance weights w.r.t. the global model parameters are evaluated on a small proxy dataset on the central server and then used to constrain the local training. In this way, the federated model is able to learn knowledge of clients while keeping its original performance. Furthermore, with bandwidth optimization tricks, the extra communication costs can be as low as 5% of the total ones.

In conclusion, our contributions are as follows:

- We propose a continual local training strategy with the globally estimated importance weights to improve the generalization ability of federated models.
- Experiments on popular FL settings show that the proposed method can greatly improve the initial performance of federated models with as low as 5% extra communication costs.

2. METHODS

At a high level, FedCL follows the parameter-regularization continual training paradigm on clients, i.e., penalizing the important parameters of the global model for changing. Instead of estimating the importance weight of model parameters on clients and exchanging them as in [11], which will bring at least twice the extra communication costs, FedCL estimates the importance weights on the proxy dataset on the server and then distributes them to the clients. Even in the worst case, FedCL requires 1.5 times of the communication costs in total. Further, we find that the importance weights do not change very frequently so that they can be estimated and distributed at an interval, e.g., ten rounds, which will further reduce the extra communication costs to 5%. It is worth noting that FedCL is compatible with most of the parameter-regularization continual learning algorithms, e.g., SI [17] and MAS [16]. In this paper, we adopt the Elastic Weight Consolidation (EWC) [12].

2.1. Estimate Importance Matrix on Proxy Data

How to estimate the importance weight of model parameters is the key contribution of parameter-regularization continual learning algorithms but not the focus of this work. EWC suggests estimating the importance weight matrix of the global model $\theta_g$ using the diagonal of its Fisher information matrix. The justification is included in [12].

Specifically, in deep neural networks, the importance weights can be computed from first-order derivatives. Concretely, give a data sample $(x_k, y_k) \in D_{\text{proxy}}$ with $D_{\text{proxy}}$ the proxy dataset on the server, and global model parameter $\theta_g$, the importance weights can be approximated by:

$$\omega^k = \left\| \frac{\partial \mathcal{L}(\theta_g(x_k), y_k)}{\partial \theta_g} \right\|_2$$

where $\mathcal{L}$ is the loss function and $\theta_g(x_k)$ is the output of the global model w.r.t. data sample $(x_k, y_k)$. Then we accumulate $\omega^k$ over the proxy dataset to obtain the importance weight $\Omega$ for parameter $\theta_g$:

$$\Omega = \frac{1}{|D_{\text{proxy}}|} \sum_{(x_k, y_k) \in D_{\text{proxy}}} \omega^k$$

Algorithm 1 FL with Continual Local Training

Server Executes: (Interval $N$)

1: initialize $\theta_0$
2: for each round $t = 0, 1, 2, \ldots$ do
3: Estimate $\Omega$ with Eq.(1)(2)
4: $m \leftarrow \max(C \cdot K, 1)$
5: $S_t \leftarrow$ random sample $m$ clients
6: for each client $k \in S_t$ do in parallel
7: if $t \bmod N = 0$ then
8: $\theta^k_{t+1} \leftarrow \text{ClientUpdate}(\theta_t, \Omega)$
9: else
10: $\theta^k_{t+1} \leftarrow \text{ClientUpdate}(\theta_t)$
11: end if
12: end for
13: $\theta_{t+1} \leftarrow \frac{1}{|D_{\text{proxy}}|} \sum_{k \in S_t} |D_k| \theta^k_{t+1}$
14: end for

ClientUpdate: $(\theta_t, \Omega)$

1: if $\Omega$ is not received then
2: $\Omega \leftarrow I$ \quad ($I$ is the identity matrix)
3: end if
4: Optimize Eq.(3) with local data $D_k$ for $E$ epochs to get updated local model $\theta^k_{t+1}$
5: return $\theta^k_{t+1}$ to server

\footnote{Refer to [15] for the categorizations of continual learning algorithms}
where $|\mathcal{P}_{proxy}|$ is the number of examples in proxy dataset. Here we get the importance weight matrix $\Omega$.

2.2. Continual Training on Clients

The basic assumption of parameter-regularization continual learning algorithms is that deep neural networks are over-parameterized so that it is able to find an optimal solution $\theta^*_B$ for task $B$ that is close to the previously found solution for task $A$, $\theta^*_A$. In FL, it is to find an optimal solution $\theta^*$ for both the local and global data distributions while keeping the generalization ability of the global model $\theta^*_g$.

Formally, in the FL system containing $K$ clients in total, supposing that we have the importance weight matrix $\Omega = \{\Omega_{ij}\}$ estimated in Section 2.1, we optimize the following empirical risk on client $k$ for $k \in C \cdot K$ ($C$ is the fraction of selected clients):

$$L_k(\theta_k) = L_{local}(\theta_k) + \lambda \sum_{i,j} \Omega_{ij} (\theta_{k,ij} - \theta_{g,ij})^2$$  \hspace{1cm} (3)

where $L_{local}$ is the original loss function on local client $k$ and $\lambda$ is a hyper parameter. With the loss function Eq.(3), we force the model $\theta_k$ to fit the local data distribution while keeping the knowledge of the global model $\theta_g$, which alleviates the weight divergence between the local and global model and thus ensures a better generalization and initial accuracy.

2.3. Cut Down Bandwidth

Following the procedures in Section 2.1 and 2.2, the FL system consumes 50% extra communication costs in each round (the same parameters to be transmitted from clients to server while double ones from server to clients).

Fig. 1: The learning curves on MNIST and CIFAR10 with different local identicalness: Uniform ($\alpha \to +\infty$) and $\alpha = 100, 10, 1$, where $\alpha$ is the concentration parameter of Dirichlet distribution (Section 3.1). (Better viewed in color)

Considering that the global model parameters do not change violently [8], we propose estimating and distributing the importance weight matrix $\Omega$ at an interval of $N$ rounds. Through experiments, we show that when $N = 10$, indicating only 5% extra communication costs, the local continual training strategy takes effect on alleviating the weight divergence as well.

The whole procedures of the proposed FedCL are organized as Algorithm 1.

3. EXPERIMENTS

3.1. Experimental Setup

Datasets

We use MNIST [18] and CIFAR10 [19] as basic datasets in our experiments. To simulate the FL settings, especially the non-IID data distribution on clients, we follow a recent research work [20] to synthesize the non-IID data distributions with a continuous range of identicalness using the Dirichlet distribution. Concretely, we assume that the class labels of examples on every clients follow a categorical distribution over $M$ classes parameterized by a vector $q$ ($q_i \geq 0, i \in [1,M]$ and $\|q\|_1 = 1$), where $q \sim \text{Dirichlet}(\alpha I)$ with $\alpha > 0$ being the concentration parameter controlling the identicalness among clients. A bigger $\alpha$ indicates a more uniform distribution.

We set up ten clients and set $\alpha$ to be $100, 10, 1$. The optimal solution $\theta^*$ is estimated by Eq.(3) and $\Omega$ is estimated by Eq.(2). The whole procedures of the proposed FedCL are organized as Algorithm 1.
We first report the learning curves, i.e., the test accuracy vs. communication rounds, on MNIST (upper row) and CIFAR10 (lower row) with different local identicalness $\alpha$ as Fig. 1. As we can see, on both datasets, FedCL greatly improves the initial accuracy of the global model compared to FedProx and the vanilla FedAvg. It is worth noting that when the importance weight matrix $\Omega$ is estimated and distributed at an interval $N = 10$, FedCL N=10 still reaches convergence faster and achieves better performance. Considering different local data identicalness $\alpha$, FedCL outperforms FedProx and FedAvg under all the circumstances, especially when the local data distributions are extremely non-IID. In such cases, the weight divergence is more critical and thus the performance drop is inevitable. FedCL (with or without an interval) alleviates this problem by keeping the important parameters in the global model from changing during local training with the help of centrally estimated importance matrix $\Omega$. In this way, the federated model continually integrates the knowledge on local clients while keeping its original performance.

We then illustrate the number of communication rounds to reach certain accuracies on MNIST and CIFAR10 with local identicalness $\alpha = 1$ as Fig. 2. Compared to FedAvg, FedCL requires only 52.8% and 50.9% of the communication rounds to reach the accuracy of 98% on MNIST and 79% on CIFAR10 respectively. When the importance matrix $\Omega$ is estimated at an interval of ten rounds, indicating only 5% extra communication costs, FedCL N=10 still reduces the needed communication rounds by up to 45.5%. These results show that the proposed local continual training strategy greatly accelerates the convergence rate of the global model in terms of initial accuracy. We specifically demonstrate the results with $\alpha = 1$ because the non-IID situation can better prove the effectiveness of the proposed method.

Finally, we summarize the convergence initial accuracy and personalize accuracy (the average accuracy after local training) of all the compared methods on CIFAR10 with $\alpha = 10$ and 1 as Table 1. With no surprise, FedCL (with or without an interval) greatly improves the initial accuracy while achieving very close personalize accuracy of federated models compared to FedProx and FedAvg. According to this result, we conclude that the constraint used in local continual training strategy is just fine to keep the global knowledge of federated models while allowing it to fit the local data simultaneously.

### 4. CONCLUSION

In this paper, we propose a continual local training strategy, guided by the importance weight matrix estimated on a proxy dataset on the server, to reduce the weight divergence between the local and global model in FL, and thus improve the generalization ability of federated models.

**Table 1: The convergence initial accuracy and personalize accuracy of compared methods on CIFAR10 with $\alpha = 10, 1$.**

|               | $\alpha = 10$ | $\alpha = 1$ |
|---------------|---------------|---------------|
|               | Initial | Personalize | Initial | Personalize  |
| FedAvg        | 81.93   | 83.10       | 79.23   | 84.64        |
| FedProx       | 81.73   | 83.33       | 79.51   | 85.35        |
| FedCL         | 84.05   | 83.08       | 82.59   | 84.95        |
| FedCL N=10    | 83.03   | 82.96       | 81.17   | 84.82        |
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