Magneto-transport in an anomalous fluid with weakly broken symmetries, in weak and strong regime
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Abstract

We consider a fluid with weakly broken time and translation symmetries. We assume the fluid also possesses a $U(1)$ symmetry which is not only weakly broken, but is anomalous. We use the second order chiral quasi-hydrodynamics to compute the magneto conductivities of this fluid in the presence of a weak magnetic field. Analogously to the electrical and thermoelectric conductivities, it turns out that the thermal conductivity depends on the coefficient of mixed gauge-gravitational anomaly. Our results can be applied to the hydrodynamic regime of every arbitrary system, once the thermodynamics of that system is known. By applying them to a free system of Weyl fermions at low temperature limit $T \ll \mu$, we find that our fluid is Onsager reciprocal if the relaxation in all energy, momentum and charge channels occurs at the same rate. In the high temperature limit $T \gg \mu$, we consider a strongly coupled $SU(N_c)$ gauge theory with $N_c \gg 1$. Its holographic dual in thermal equilibrium is a magnetized charged brane from which, we compute the thermodynamic quantities and subsequently evaluate the conductivities in gauge theory. On the way, we show that analogous to the weak regime in the system of Weyl fermions, an energy cutoff emerges to regulate the thermodynamic quantities in the strong regime of boundary gauge theory. From this gravity background we also find the coefficients of chiral magnetic effect in agreement with the well-known result of Son-Surowka.
1 Introduction

Chiral fluid is a system wherein the microscopic quantum field theory anomalies may be realized macroscopically. The induction of current in the direction of the magnetic field, namely the chiral magnetic effect, is a well-known example in this regard [1]. In
the hydrodynamic limit, the triangle anomaly manifests itself through the non-dissipative chiral transport [2] (see the review [3] and references therein). The coefficient of chiral anomaly has been shown to appear in the anomalous transport coefficients, both in weak [4] and strong coupling [5, 6] regimes. Interestingly, both free quantum field theory and the gauge/gravity computations reveal that the mixed gauge-gravitational anomaly coefficient contributes to the anomalous transport, too [4]. In [14], it was shown that the latter would happen in the hydrodynamics via a jump in the derivative expansion; the mixed gauge-gravitational anomaly coefficient appears in the coefficients at two orders of derivatives lower than what expected from the hydrodynamic equations of motion.

Chiral transport has also attracted interest in the condensed matter both theoretically and experimentally. Based on Nielsen-Ninomiya arguments on Weyl semimetals (WSM) [15], it has been shown that the chiral anomaly causes an increase in the longitudinal electrical DC conductivity in a WSM with a quadratic dependence on the weak magnetic field. This is also sometimes referred to as the negative magneto-resistivity [16]. In the strong magnetic field when a 3-dimensional metal is effectively one dimensional, the conductivity grows linearly in $B$, due to the spectral flow of the lowest Landau level [17].

In the experiment, an observation of the chiral magnetic effect was reported through the measurement of a large negative magneto-resistance in zirconium pentatelluride, ZrTe$_5$ [18]. Analogously, the observation of a quadratic dependence of thermoelectric DC conductivity on the magnetic field in NbP WSM was recently realized as a signature of the mixed gauge-gravitational anomaly [19]. The theoretical model based on which the latter was concluded, assumes that the metal is a system with two weakly broken symmetries; time translation together with an anomalous $U(1)$ charge. A weakly broken symmetry may be characterized with a large relaxation time parameter. In [19] and in the steady state, the electrical and thermo-electric conductivities were shown to linearly depend on the relaxation time parameter characterizing the time scale of the inter-valley scattering.

Independent of WSM physics, in the current paper we extend the computations of [19] to a more general chiral system in which, in addition to energy and charge, the translation is considered as a weakly broken symmetry as well. The electrical DC conductivity in such system was already studied in the hydrodynamic regime and also holographically in the strong coupling limit, in [20]. We first argue that in order to obtain the quadratic dependence of the conductivities on the magnetic field in the hydrodynamic regime, two conditions have to be fulfilled; first the relaxation time parameters $\tau_c$, $\tau_e$ and $\tau_m$, corresponding to the relaxation of charge, energy and momentum, must be all of the order of inverse of the gradients in the system. This ensures that the system is described with the theory of quasi-hydrodynamics recently developed in [21] (and also an earlier related work [22]). Secondly, let us recall that in the standard hydrodynamic computations, the

---

1Anomalous transport and its related interesting effects have been widely studied in the literature [7–13].
background magnetic field is assumed to be as a one-derivative data [2]. By the motivation
coming from the WSMs in which the magneto conductivities quadratically depend on the
background magnetic field [16], we are to use the second order anomalous hydrodynamics
which naturally admits terms quadratic in the magnetic filed.

Then by turning on a weak electric field and a small thermal gradient in the system,
we compute the longitudinal conductivities in the system via studying the linear response
of the system, namely by reading the electric and heat currents, $J_i$ and $Q_i$

$$
\begin{pmatrix}
J_i \\
Q_i
\end{pmatrix} =
\begin{pmatrix}
\sigma & T\alpha_1 \\
T\alpha_2 & T\kappa
\end{pmatrix}
\begin{pmatrix}
E_j \\
-\nabla_j T/T
\end{pmatrix}.
$$

(1.1)

In addition to previously-reported properties of the magneto-electrical conductivity in [20],
we find the following two new aspects of conductivities; first it turns out that just like the
electrical conductivity, the other conductivities quadratically depend on the magnetic field
in the common form

$$
\sim B^2 \left( c^2 A + c c_g B + c_g^2 C \right)
$$

(1.2)

where $c$ and $c_g$ are the coefficients of chiral and mixed gauge-gravitational anomalies,
respectively. The coefficients $A$, $B$ and $C$ contain the thermodynamic information and are non-vanishing in general. The second point with the conductivities in (1.1), which is
more important, is that they are not Onsager reciprocal. As it is well-known, to the only
process which contributes to the non-magnetic part of the conductivities is the momentum
relaxation and from it, the Onsager reciprocal symmetry is immediately concluded [23].
We show that the inequality of the relaxation rate for charge and energy with respect
to that of momentum (as well as to each other) spoils the reciprocal symmetry in the
magneto-transport. However as we argue in the following, there is still a situation in which
the symmetry is restored.

Let us recall that the hydrodynamic results are general in the sense that no any specific
thermodynamic equation of state is needed to obtain them. We use our hydro results to
find the magneto-conductivities in two opposite certain limits. First we apply them to
a free system of Weyl fermions in the presence of magnetic field. Such system has been
extensively studied in the context of chiral kinetic theory in recent years [24–31]. As was
mentioned in [32], to study the magneto-transport in a relativistic Weyl fluid it is needed
to take into account the quantum corrections to second order. The magneto-conductivities
as well as the effect of the second order corrections on the thermodynamics of the system
were computed in the mentioned paper. We take the thermodynamic information from
[32] as the only input needed to evaluate our hydrodynamic results in the systems of free
Weyl particles. After finding the conductivities for such system, we compare them with
those directly obtained from chiral kinetic theory in [32]. It turns out that in the limit
$\tau_c = \tau_e = \tau_m$, the microscopic time reversal symmetry emerges as reciprocal symmetry
in the kinetic coefficients of the conductivity. Surprisingly at the same limit, the hydro conductivities obey the constraints obtained from Ward identity in [32]. This may suggest that in this special limit, the quasi-hydrodynamic equations, namely the hydro equations with relaxation time terms, can be derived from a generating functional with modified gauge and diffeomorphism symmetries [33].

As the second case, we consider a strongly coupled $\mathcal{N} = 4$ super Yang-Mills $SU(N_c)$ gauge theory at the limit $N_c \gg 1$. As in the case of Weyl fluid, to study the quasi-hydrodynamic magneto-transport in the system we only need to know the thermodynamics of the system. Using gauge/gravity duality [46, 47] we compute the thermodynamic quantities of the system from the dual gravity solution. Such solution may be described by a weakly magnetized brane in the AdS5 [36]. We use the general non-evaluated solution of the mentioned paper in the limit $B \ll T^2$ and analytically evaluate it in the limit $B \ll \mu^2 \ll T^2$. Having found the solution in a double expansion over $B$ and $\mu/T$, we then compute the thermodynamic quantities associate with the boundary theory. Using them, we can evaluate the hydro results in this system and compute the magneto-conductivities as well.

An interesting point with our holographic computations is the emergence of an energy scale in the boundary theory. This is actually originated from the appearance of a term $\ln \frac{\pi T}{L}$, with $L$ being the radius of AdS5, in the boundary quantities. The fact that physical quantities on the boundary have to be given just in terms of boundary data, forces to remove $L$ from all physical expressions. We will show that by adding a finite appropriate counter term to the boundary stress tensor, $L$ can be replaced with a boundary energy scale, say $\Delta$. A similar behavior in a chiral system in the presence of magnetic field was already observed in [32]. In the mentioned paper, the emergent energy scale was an IR cutoff for the momentum of Weyl particles in the momentum space.

The rest of the papers is organized as it follows. In § 2, we first give the quasi-hydrodynamic equations to second order in derivatives and then compute the magneto-conductivities via studying the linear response of the system to the external sources. In § 3 we apply our hydrodynamic results to the system of free Weyl fermions. Onsager reciprocal symmetry is also studied in this section. In § 4, we holographically compute the magneto-conductivities in the strong limit. We end in § 5 with giving a brief review of results and discussing on follow up questions.

2 Anomalous Transport from Hydrodynamics

What we are going to do in this section is to investigate how dissipative and anomalous hydrodynamic transport may contribute to the magneto-transport in a Weyl fluid. The second order anomalous hydrodynamic constitutive relations and the constraints on the
corresponding transport coefficients has been developed in [37]\(^2\). Considering [37] and using the linear response method, we compute the response of the fluid to turning the background electric field as well as the background gradient of temperature on.

### 2.1 Second order hydrodynamics in an anomalous system

In a simple system with just one \( U(1) \) anomalous charge, the hydrodynamic equations are the energy-momentum conservation together with the non-conservation equation of the charge due to anomaly. One writes:

\[
\partial_\mu T^{\mu \nu} = F^{\nu \alpha} J_\alpha \tag{2.1}
\]

\[
\partial_\mu J^\mu = c E^\mu B_\mu \tag{2.2}
\]

with \( c \) being the coefficient of chiral anomaly and \( E^\mu \) and \( B^\mu \) the covariant background electric and magnetic field. The corresponding constitutive relations for stress tensor and charge current are

\[
T^{\mu \nu} = (\epsilon + p) u^\mu u^\nu + p \eta^{\mu \nu} + \tau^{\mu \nu},
\]

\[
J^\mu = n u^\mu + \nu^\mu. \tag{2.3}
\]

where the so-called derivative corrections \( \tau^{\mu \nu} \) and \( \nu^\mu \) can be specified in terms of the gradient of hydrodynamic fields as well as the slowly varying background metric and gauge fields. Due to reasons mentioned earlier, we have to consider the corrections up to second order in gradients. However, since we are going to compute the conductivities at the limit \( k \rightarrow 0 \), the dissipative terms can be dropped. We would also rather to work in the Laboratory frame\(^4\). We may write [37, 39]

\[
\tau^{\mu \nu} = \sigma_B(u^\mu B^\nu + u^\nu B^\mu) + C_1 (B^\mu B^\nu - \frac{1}{3} P^{\mu \nu} B^2) + \Pi^{\mu \nu}_{\alpha \beta} (C_2 E^\beta - C_3 \mu \frac{\nabla^\beta T}{T}) \tag{2.4}
\]

\[
\nu^\mu = \sigma_E \left( E^\mu - T P^{\mu \nu} \nabla_\nu \frac{\mu}{T} \right) + \sigma_B B^\mu \tag{2.5}
\]

\[
\Pi^{\mu \nu}_{\alpha \beta} = \frac{1}{2} (P^\mu_{\alpha} P^\nu_{\beta} + P^\mu_{\beta} P^\nu_{\alpha} - \frac{2}{3} P^{\mu \nu} P_{\alpha \beta}) \tag{2.6}
\]

where \( P^{\mu \nu} = u^\mu u^\nu + \eta^{\mu \nu} \) and \( C_1, C_2 \) and \( C_3 \) are the unknown coefficients, being functions of the thermodynamics of the matter. The anomalous transport coefficients are given in

\(^2\)We rewrite the constitutive relations of [37] for the "thermodynamic" frame\(^3\), in which the rest frame of the fluid elements is nothing but the laboratory frame, to all orders in the derivative expansion. Since the thermodynamic frame is the hydrodynamic frame consistent with the chiral kinetic theory, we can then easily compare the results of the current section with those obtained earlier from chiral kinetic theory.

\(^3\)see [31] for discussion on the difference between the Laboratory frame and the Landau-Lifshitz one.
terms of the thermodynamic variables as well as the anomaly coefficients [4]:

\[
\sigma^e_B = \frac{1}{2}(c\mu^2 + c_\gamma T^2), \quad \sigma_B = c\mu
\]  

(2.7)

with \(c\) and \(c_\gamma\) being the coefficients of chiral anomaly and the mixed gauge-gravitational anomaly.

One may criticize that in contrary to our previous emphasis on dropping the dissipative terms in the \(k \rightarrow 0\) limit, we have kept two of such terms in the constitutive relations; the term including \(\nabla T\) in \(\tau^{\mu\nu}\) together with \(\sigma_E E_\mu\) in \(\nu_\mu\). In fact, we get \(\nabla T\) and \(E\) as the external sources which inject energy into the system and so continue to keep them turned on even in the uniform state of the system with \(k = 0\). Let us also note that the conductivity we are searching for is not \(\sigma_E\) in equation (2.5); the latter is the contribution which depends on the microscopic of the system and cannot be found from hydrodynamics. Following [40], we call it the quantum conductivity in this note. In the following we will explain that \(\sigma_E\) is only one of the several parts contributing to the total conductivity.

### 2.2 Linear response of the system to the external sources in the framework of quasi-hydrodynamics

Our strategy to find the conductivities is to turn on the external sources \(\nabla T\) and \(E\) and then study the linear response of the system to the sources, in the hydrodynamic regime and to second order in derivative expansion. Although according to the standard derivative counting of the hydrodynamics, \(\nabla T\) and \(E\) are basically the one-derivative terms, we never consider terms including the multiplication of these terms either with themselves or with each other; this is just for the consistency with the linear response regime in which, one has to take the sources to linear order.

In order to take into account the anomalous effects, we turn on a weak background magnetic field, \(B \ll T^2\), in the \(z\) direction. The longitudinal conductivities then may be computed by taking the external sources to be directed in the \(z\) direction as well.

Before turning on the sources and just by considering \(F^{xy} = -F^{yx} = B\), the only non-vanishing stress tensor and charge current components are

\[
\tilde{T}^{00} = \epsilon, \quad \tilde{T}^{zz} = p, \quad \tilde{T}^{ii} = p - \frac{C_1}{3}B^2 (i = x, y), \quad \tilde{J}^0 = n
\]  

(2.8)

\[
\tilde{T}^{0z} = \frac{1}{2}(c_\gamma T^2 + c\mu^2)B, \quad \tilde{J}^z = c\mu B
\]  

(2.9)

where the tilde over the components denotes that they are being computed in the equilibrium. When perturbing the equilibrium of the system by the weak external sources \(\delta E\) and \(\delta \zeta = -\nabla \log T\), which are actually the gradient of some long wave-length background
fields, the hydro fields would respond as (See Appendix A for details of the source terms.)

\[
\begin{align*}
    u^\mu &\rightarrow (1, \delta u_x(x, t), \delta u_y(x, t), \delta u_z(x, t)) \\
    T &\rightarrow T(x) + \delta T(x, t) \\
    \mu &\rightarrow \mu + \delta \mu(x, t)
\end{align*}
\]

and following them, so do the thermodynamic variables, according to the equation of state of the fluid in the equilibrium. One writes

\[
\begin{align*}
    \epsilon &\rightarrow \epsilon + e_1 \delta \mu(x, t) + e_2 \delta T(x, t) = \epsilon + \left(\frac{\partial \epsilon}{\partial \mu}\right)_T \delta \mu + \left(\frac{\partial \epsilon}{\partial T}\right)_\mu \delta T \\
    p &\rightarrow p + n \delta \mu(x, t) + s \delta T(x, t) \\
    n &\rightarrow n + f_1 \delta \mu(x, t) + f_2 \delta T(x, t) = n + \left(\frac{\partial n}{\partial \mu}\right)_T \delta \mu + \left(\frac{\partial n}{\partial T}\right)_\mu \delta T.
\end{align*}
\]

It is then easy to show that the \( U(1) \) field strength is perturbed as well. While in the absence of the sources the only external field is assumed to be a constant magnetic field, by turning on the electric field, fluid flows and the background magnetic field is seen as an electric field in the rest frame of the moving fluid elements. In the laboratory frame and by considering the source electric field in the \( z \)-direction, e.g. \( \delta E_z \), we may write

\[
\begin{align*}
    \tilde{F}^{\mu\nu} + \delta F^{\mu\nu} &= \begin{pmatrix}
    0 & -\delta u_y B & -\delta u_x B & \delta E_z \\
    \delta u_y B & 0 & B & 0 \\
    \delta u_x B & -B & 0 & 0 \\
    -\delta E_z & 0 & 0 & 0
    \end{pmatrix}.
\end{align*}
\]

From now on for brevity, we omit the arguments of the fields. In order to find the linear equations governing the out of equilibrium response of the hydrodynamic fields to the sources, it is needed to linearize the energy momentum tensor and charge current as well. The stress tensor components are perturbed as

\[
\begin{align*}
    \delta T^{0i} &= w \delta u_i, \quad (i = x, y) \\
    \delta T^{0z} &= w \delta u_z + (c_g T \delta T + c_\mu \delta \mu) B \\
    \delta T^{00} &= (c_g T^2 + c_\mu^2) \delta u_z B + e_1 \delta \mu + e_2 \delta T \\
    \delta T^{ii} &= s \delta T + n \delta \mu - \frac{C_2}{3} B \delta E_z - \frac{C_2}{3} B \frac{\mu}{T} \delta \zeta_z, \quad (i = x, y) \\
    \delta T^{zz} &= (c_g T^2 + c_\mu^2) B \delta u_z + n \delta \mu + s \delta T + \frac{2C_2}{3} B \delta E_z + \frac{C_3}{3} B \frac{\mu}{T} \delta \zeta_z \\
    \delta T^{zi} &= \frac{1}{2} (c_g T^2 + c_\mu^2) B \delta u_i, \quad (i = x, y).
\end{align*}
\]
It has to be noted that the perturbations of the velocity in the transverse directions, namely $\delta u_x$ and $\delta u_y$, do not appear in the components written above. They only enter through $T^{0i}$ and $T^{zi}$ ($i = x, y$) and these components clearly do not contribute to the longitudinal transport (This point becomes clear in the following.). The linear perturbation of the charge current components are given by

$$
\begin{align*}
\delta J^0 &= c\mu \delta u_z B + f_1 \delta \mu + f_2 \delta T \\
\delta J^x &= n \delta u_x + 2\sigma_E \delta u_y B \\
\delta J^y &= n \delta u_y - 2\sigma_E \delta u_x B \\
\delta J^z &= n\delta u_z + \sigma_E \delta E_z - \sigma_E \mu \delta \zeta_z + cB \delta \mu.
\end{align*}
$$

We are now at the point that can study the dynamics of linear perturbations in the hydrodynamic regime. As emphasized earlier, in the $k \to 0$ limit we neglect the momentum diffusion in the fluid and correspondingly drop the terms containing the gradient of hydrodynamic fields. However, even in a spatially uniform state, there still may exist another dissipative process in the fluid. The energy pumped into the system by the sources may be dissipated via a scattering mechanism. One can effectively describe such dissipation by simply adding a relaxation time term in the conservation equations. We do so and allow the linearized hydrodynamic equations to get such modification:

$$
\begin{align*}
\partial_\mu \delta T^{\mu 0} &= \delta (F^{0\nu} J_\nu) - \frac{\delta T^{0\mu}}{\tau_e} \tilde{u}_\mu \\
\partial_\mu \delta T^{\mu i} &= \delta (F^{i\nu} J_\nu) - \frac{\delta T^{i\mu}}{\tau_m} \tilde{u}_\mu \\
\partial_\mu \delta J^{\mu} &= c \delta E_\mu B^\mu - \frac{\delta J^{\mu}}{\tau_c} \tilde{u}_\mu
\end{align*}
$$

where as before in this section, $\delta$ denotes the linear perturbation around equilibrium state. The above equations are the so-called linear quasi-hydrodynamics equations. Following [20], we first assume different hydrodynamic fields relax towards equilibrium with different relaxation time parameters, $\tau_E$, $\tau_M$ and $\tau_C$ for the energy, momentum and anomalous charge, respectively.

Since we would like to study the response of the system to the sources turned on instantaneously in the system, we make a Laplace transform in the direction of time in

\footnote{Let us denote that according to (1.1), in order to compute the conductivities we need the two-point retarded Green’s functions. Consequently we only have to study the response of the system in the linear order. The response of the system at quadratic order in sources which leads to finding the 3-point retarded Green’s functions is studied when deriving the Kubo formulas for the second order transport coefficients [41].}
the above three linearized equations and following that, make a Fourier transform in the spatial directions. When \( k \to 0 \), we find

\[
\left( -i\omega + \frac{1}{\tau_e} \right) \left( e_1\delta\mu + e_2\delta\hat{T} + (c_g T^2 + c\mu^2) B \delta\hat{u}_z \right) = c\mu B \delta\hat{E}_z^{(0)} + c_g T^2 B \delta\hat{\zeta}^{(0)} + \cdots
\]  

(2.29)

\[
\left( -i\omega + \frac{1}{\tau_m} \right) \left( (c_g T \delta\hat{T} + c\mu \delta\hat{\mu}) B + w\delta\hat{u}_z \right) = n \delta\hat{E}_z^{(0)} + s T \delta\hat{\zeta}_z^{(0)} + \cdots
\]  

(2.30)

\[
\left( -i\omega + \frac{1}{\tau_c} \right) \left( f_1 \delta\hat{\mu} + f_2 \delta\hat{T} + c B \delta\hat{u}_z \right) = c B \delta\hat{E}_z^{(0)} + \cdots.
\]  

(2.31)

The dots in these equations (and also below) include terms which depend linearly on either \( \delta\mu^{(0)} \) or \( \delta T^{(0)} \) or \( \delta u_z^{(0)} \), however, by setting the initial value of the hydro fields to zero, such terms will no longer contribute.

For further simplifications, we define

\[
\omega_e = \omega + \frac{i}{\tau_e}, \quad \omega_m = \omega + \frac{i}{\tau_m}, \quad \omega_c = \omega + \frac{i}{\tau_c},
\]  

(2.32)

From the set of Algebraic equations (2.29), (2.30) and (2.31), one simply finds the response of the hydrodynamic fields as it follows. In Appendix B we give the results for a general case, however, for sake of brevity, here, we just write down the expressions for the simple case \( \tau_c = \tau_m = \tau_e \):

\[
\delta\hat{u}_z = \left( \frac{n}{w} + \frac{c_g^2 f_1 n T^2 - c^2 (e_2 - f_2 \mu) s + c c_g T ((e_1 - f_1 \mu) s + f_2 \mu n)}{w^2 (e_2 f_1 - e_1 f_2)} T B^2 \right) \frac{i \delta\hat{E}_z^{(0)}}{\omega + \frac{i}{\tau}} + \cdots
\]  

(2.35)

As before the dots include terms which just linearly depend on the initial value of the

\[\text{Considering } \delta\phi \text{ as each of the fields } \delta\mu, \delta T, \delta u_z \text{ and } \delta E_z, \text{ we have}
\]

\[
\mathcal{L}[\delta\phi, \omega] = \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} e^{-i\omega t - i\epsilon t} \delta\phi(x, t) dt \equiv \delta\phi(x) \to \mathcal{L}[\partial_t \delta\phi, \omega] = -i\omega \delta\phi(x) - \delta\phi^{(0)}(x)
\]

where \( \delta\phi^{(0)} \) denotes the value of the field \( \delta\phi \) just at the instant that the sources are turned on.
hydrodynamic fields. Having found the response of the hydrodynamic fields, we can now simply substitute them into the charge and heat current to read the conductivities.

2.3 Magneto-transport from hydrodynamics

Due to the presence of a finite chemical potential, the finite charge density mixes the heat and electric currents and consequently, the Ohm’s law must be generalized to

\[
\begin{pmatrix}
J_i \\
Q_i
\end{pmatrix} = \begin{pmatrix}
\sigma_{ij} & T\alpha_{ij} \\
T\alpha_{ij} & T\kappa_{ij}
\end{pmatrix}\begin{pmatrix}
\delta E_j \\
\delta\zeta_j
\end{pmatrix},
\]

(2.36)

where \( J^i \) and \( Q^i \) are electric and heat currents, respectively.

The longitudinal current induced due to linear response of the system with respect to the external sources has been given in (2.25). By substituting the solutions found from the hydrodynamic equations, namely (2.33), (2.34) and (2.35), the induced current (2.25) takes the form of the (2.36). So the electric and the thermoelectric conductivity coefficients simply read\(^7\)

\[
\sigma = \sigma_E + \frac{i}{\omega_m} \frac{n^2}{w} + \frac{iB^2 T}{w^2(e_2 f_1 - e_2 e_1)} \left\{ c_g f_1 T^2 n \left( c_g^2 \frac{f_1 T^2 n}{\omega_m} + c_g^2 \mu s \left( e_2 \left( \frac{w}{\omega_m} - \frac{\mu n}{\omega_m} \right) - e_1 \left( \frac{w}{\omega_m} - \frac{\mu n}{\omega m} \right) \right) \right) + c c_g n \left( e_1 \left( \frac{w}{\omega_m} - \frac{\mu n}{\omega_m} \right) - e_2 \left( \frac{w}{\omega_m} - \frac{\mu n}{\omega_m} \right) \right) \right\}
\]

\[
\alpha_1 = -\mu \sigma_E + \frac{i}{\omega_m} \frac{T n s}{w} + \frac{iB^2}{(e_2 f_1 - e_2 e_1) w^2} \left\{ c_g^2 \frac{\mu s^2 T^2}{\omega_m} (\mu f_2 - e_2) - c_g^2 T^3 n \left( w \left( \frac{1}{\omega_m} - \frac{1}{\omega_m} \right) + \frac{\mu n}{\omega_m} \right) f_1 \right\}
\]

\[
+ c c_g T^2 s \left( \frac{\mu n}{\omega_m} (f_1 \mu - e_1) - w T \left( \frac{1}{\omega_m} - \frac{1}{\omega_m} \right) f_2 - \frac{\mu n T f_2}{\omega_m} \right) \right\}.
\]

Let us now compute the heat current induced in the system due to turning the external sources on. Deriving the structure of the heat current is a little tricky. In [42] and [43] such current was identified in 2 + 1 dimensional system as

\[
Q^i = T^{0i} - \mu j^i.
\]

\(^7\)In [20], only the electric conductivity has been computed in the same framework. They have performed the computations in the Landau-Lifshitz frame.
In [32] we derived the same formula for a $3 + 1$ dimensional system in the presence of the anomalies. The important point with the derivation of the [32] is that $T^0i$ and $J^i$ in (2.39) turns out to be the components of covariant stress tensor and covariant current [14]. Recalling that the constitutive relations of the hydrodynamics are covariant under gauge and diffeomorphism transformations, we use (2.16) and (2.25) to write the linearized heat current as

$$\delta j^{\hat{i}h} = s\delta u_z + c_g B T \delta T + \sigma_E \mu (\delta E_z + \mu \zeta_z)$$

Substituting (2.33), (2.34) and (2.35), we arrive at the heat current with the from given in (2.36). We then read the thermoelectric and thermal conductivity as the following

$$\alpha_2 = -\mu \sigma_E + \frac{i}{\omega_m} \frac{Tn s}{w}$$

$$+ \frac{iB^2}{(e_2f_1 - e_1f_2)w^2} \left\{ c^2 \mu s \left( w(\frac{\mu f_2}{\omega_e} - \frac{e_2}{\omega_c}) - \frac{\mu n}{\omega_m} (\mu f_2 - e_2) \right) - c_g^2 \frac{T^3 \mu n^2 f_1}{\omega_m} \right\}$$

$$+ c c_g T \mu n \left( -s T^2 f_2 \frac{\mu f_1}{\omega_m} + w(\frac{\mu f_1}{\omega_e} - \frac{e_1}{\omega_c}) - \frac{\mu n}{\omega_m} (\mu f_1 - e_1) \right) \right\}$$

$$\kappa = \mu^2 \sigma_E + \frac{i}{\omega_m} \frac{s^2}{w}$$

$$+ \frac{iB^2}{(e_2f_1 - e_1f_2)w^2} \left\{ c^2 \frac{T^2 \mu^2 s^2}{\omega_m} (e_2 - f_2\mu) + c_g^2 T^3 \mu n \left( w(\frac{1}{\omega_e} - \frac{1}{\omega_m}) + \frac{\mu n}{\omega_m} \right) f_1 \right\}$$

$$- c c_g T^2 \mu s \left( w(\frac{1}{\omega_m} - \frac{1}{\omega_e}) - \frac{\mu n}{\omega_m} (e_1 + T f_2 - \mu f_1) \right).$$

The common point among the four conductivities obtained above is that all of them quadratically depend on $B$ in the hydrodynamic limit $B \ll T^2$. One also observes that the magneto-transport happens through both the chiral and mixed gauge-gravitational anomaly effects. Moreover, not only the momentum relaxation contribute to the transport\(^8\), like what happens in an ordinary metal, but the relaxation in charge and energy do so.

An important feature of the result obtained above is that the Onsager reciprocal relation, i.e. $\alpha_1 = \alpha_2$, apparently fails, although the time reversal symmetry of correlation functions is still hold (See Appendix C.). To investigate it more, in the next subsection we use the conductivity formulas obtained in this section to compute the transport coefficients

\(^8\)Interestingly, in the non-magnetic part ($B = 0$), all of the transport coefficients just depend on the $\tau_m$ coefficient corresponding to the momentum relaxation in the system. This is in complete agreement with what was obtained in [40].
in a relativistic Weyl fluid in the limit $\mu \gg T$. The results will then be comparable with those of the chiral kinetic theory. We show that the Onsager relation will be satisfied if and only if the relaxation process in all channels happens at the same rate.

### 3 Weak regime: hydrodynamic magneto-transport in chiral kinetic theory

In [32], we studied the magneto-transport in a system of free Weyl fermions in the presence of a weak magnetic field, $B \ll T^2$. By some motivations from Weyl semimetals, we firstly computed the second order quantum corrections to the dispersion of Weyl particles in the magnetic field. Then by developing a scheme to compute the phase space integrals, we analytically computed the thermodynamic quantities in the system in low temperature limit, i.e. $T \ll \mu$:

\begin{align}
\epsilon &= T^4 \left( \frac{\mu^4}{8\pi^2 T^4} + \frac{\mu^2}{4T^2} + \frac{7\pi^2}{120} \right) + \frac{e^2 B^2}{24\pi^2} - \left( \log \frac{\mu}{\Delta_B} - \frac{\pi^2 T^2}{6 \mu^2} \right) \frac{e^2 B^2}{16\pi^2} \\
p &= T^4 \left( \frac{\mu^4}{24\pi^2 T^4} + \frac{\mu^2}{12T^2} + \frac{7\pi^2}{360} \right) + \frac{e^2 B^2}{48\pi^2} + \left( \log \frac{\mu}{\Delta_B} - \frac{\pi^2 T^2}{6 \mu^2} \right) \frac{e^2 B^2}{16\pi^2} \\
n &= T^3 \left( \frac{\mu^3}{6\pi^2 T^3} + \frac{\mu}{6T} \right) + \frac{e^2 B^2}{16\pi^2 \mu} \left( 1 + \frac{\pi^2 T^2}{3\mu^2} \right). \tag{3.3}
\end{align}

In the above expressions $\Delta_B$ is an IR cutoff below which the chiral kinetic theory fails.

As the next step in [32], in the framework of chiral kinetic theory and under the relaxation time approximation we found the longitudinal magneto-conductivities in the system

\begin{align}
\sigma_L &= \frac{e^2 \tau}{3} \left( \frac{\mu^2}{2\pi^2} + \frac{T^2}{6} + \frac{3e^2 B^2}{16\pi^2 \mu^2} \left( 1 + \frac{\pi^2 T^2}{\mu^2} \right) \right) \tag{3.4} \\
T \alpha_L &= \frac{e\tau}{9} \mu T^2 \left( 1 - \frac{3e^2 B^2}{8\mu^4} \right) \tag{3.5} \\
T \kappa_L &= \frac{\tau (\pi T)^2}{9} \left( \frac{\mu^2}{2\pi^2} + \frac{7T^2}{10} + \frac{3e^2 B^2}{16\pi^2 \mu^2} \right). \tag{3.6}
\end{align}

Analogous to the WSM case, our results showed a quadratic positive contribution to electrical and thermal conductivities.

As an interesting point in [32], by deriving the Ward identities between one- and two-point functions in the infinite wave-length regime in the system, we found two constraint equations relating the magneto-conductivities in the presence of the anomalies as the fol-
following

\[ T \alpha_L = \frac{e n}{i\omega} - \frac{\mu}{e} \sigma_L \]  
\[ T \kappa_L = -\frac{\epsilon + p - 2\mu n}{i\omega} + \frac{\mu^2}{e^2} \sigma_L. \]  

We then showed that the second order quantum correction to the kinetic energy dispersion was necessary for the magneto-conductivities to obey the mentioned constraint equations.

### 3.1 Constraints from time-reversal symmetry

In this section we would like to show that how the hydrodynamic magneto-conductivities found in previous section may reproduce the kinetic theory results found in \[32\] \(^9\). Let us recall that the transport coefficients we found by the hydrodynamic computations are general in the sense that we did not assume any specific thermodynamic equation of state to obtain them. Now we want to apply the hydrodynamic results to the system of free Weyl fermions with the thermodynamics given by (3.1), (3.2) and (3.3). Finding the thermodynamic derivatives \(f_1, f_2, e_1\) and \(e_2\) introduced in (2.13) and (2.15), the magneto-conductivities ((2.37), (2.38), (2.41) and (2.42)) in the \(\mu \gg T\) limit and \(\omega = 0\) then read

\[ \sigma = \sigma_E - \frac{\mu^2}{6\pi^2} \tau_m (1 + \frac{24\pi^4}{45} \left( \frac{T}{\mu} \right)^4 - \frac{48\pi^6}{45} \left( \frac{T}{\mu} \right)^6) \]  
\[ + \frac{B^2}{16\pi^2\mu^2} (2\tau_e - 2\tau_e + \tau_m) + \frac{B^2 T^2}{48\pi^2} \left( \frac{13}{40} \tau_e - \frac{7}{60} \tau_e - \frac{1}{8} \tau_e \right) \]  
\[ \alpha_1 = -\mu \sigma_E + \frac{\mu T^2 \tau_m}{6} \left( 1 - \frac{24\pi^2}{45} \left( \frac{T}{\mu} \right)^2 + \frac{48\pi^4}{45} \left( \frac{T}{\mu} \right)^4 \right) \]  
\[ + \frac{B^2}{8\pi^2\mu^2} (\tau_e - \tau_e) + \frac{B^2 T^2}{48} \left( \frac{7}{48} \tau_m + \frac{7}{60} \tau_e - \frac{13}{40} \tau_e \right) \]  
\[ \alpha_2 = -\mu \sigma_E + \frac{\mu T^2 \tau_m}{6} \left( 1 - \frac{24\pi^2}{45} \left( \frac{T}{\mu} \right)^2 + \frac{48\pi^4}{45} \left( \frac{T}{\mu} \right)^4 \right) \]  
\[ + \frac{B^2}{8\pi^2\mu^2} (\tau_e - \tau_e) + \frac{B^2 T^2}{48} \left( \frac{7}{48} \tau_m + \frac{7}{60} \tau_e - \frac{13}{40} \tau_e \right) \]  
\[ \kappa = \mu^2 \sigma_E + \frac{\tau^2 T^4 \tau_m}{6} \left( 1 - \frac{48\pi^4}{45} \left( \frac{T}{\mu} \right)^2 + \frac{B^2 T^2 \tau_e}{24\mu^2} \right). \]  

As mentioned before, the non-magnetic part of the magneto-conductivities just depends on the momentum relaxation, i.e. \(\tau_m\). While in agreement with the Onsager relations the non-magnetic part of \(\alpha_1\) and \(\alpha_2\) are the same \([23, 40]\), their magnetic part seems to differ from each other in general. Demanding the Onsager reciprocal relation is valid when the

\(^9\)In \[32\] we also argued that the same results for conductivities could be found directly in the hydrodynamic regime.
system is described with the quasi-hydrodynamics, we obtain the following two equations:

\[ O(\frac{1}{\mu}) : \quad \tau_e - \tau_c = 0 \]

\[ O(\frac{1}{\mu^3}) : \quad \frac{7}{48}\tau_m + \frac{7}{60}\tau_e - \frac{13}{40}\tau_c = -\frac{1}{48}(2\tau_e + \tau_m) \]  

(3.13)

We so arrive at

\[ \tau_e = \tau_m = \tau_c \]  

(3.14)

This result simply says that in order for the conductivities to be Onsager reciprocal, charge, momentum and energy cannot relax at different rates. The common rate at which they dissipate is characterized with just one relaxation time parameter, e.g. \( \tau \), which is the analogous to the parameter we used in the kinetic theory computations in [32]. If the latter does not happen, the time reversal symmetry of the correlation functions leads the constraints on the conductivities to be modified. See Appendix C for more details.

At this point, one may be tempted to compare the conductivities given in equations (3.9) to (3.12) with their counterpart in the kinetic theory side. Let us denote that although we were able to compute the thermodynamic derivatives in the Weyl fluid, we did not however find the corresponding quantum conductivity \( \sigma_E \). So, to compare the hydrodynamic results with the kinetic theory ones, we do as the following. We equate each hydrodynamic conductivity with its counterpart to find \( \sigma_E \) and consequently find four equations. If the hydrodynamics precisely coincides with the kinetic theory at the limit \( B \ll T^2 \ll \mu^2 \), one expects all the four equations give the same result for \( \sigma_E \).

Interestingly, by considering \( \tau_e = \tau_m = \tau_c \equiv \tau \), all the equations

\[ (3.9) = (3.4), \quad (3.10) = (3.5), \]

\[ (3.11) = (3.5), \quad (3.12) = (3.6) \]

give the same result:

\[ \sigma_E = \frac{T^2}{18} \frac{\tau}{5} \left( 1 - \frac{8\pi^2}{5} \frac{T}{\mu} \right)^2 + \frac{16\pi^4}{5} \left( \frac{T}{\mu} \right)^4 - \frac{B^2}{48\mu^2} \frac{T^2}{\mu^2} \]  

(3.15)

Let us recall that as mentioned in [44] the computation of \( \sigma_E \) in general cannot be reliably computed in the quasi-hydrodynamics developed in the current paper. However we see that combing the quasi-hydrodynamic with the kinetic theory results of a free Weyl fluid gives the value of \( \sigma_E \) as (3.15). This expression not only may be regraded as a new result related to relativistic Weyl fluid, but it confirms that the uniform and time independent state of
the system studied in the kinetic theory in [32] had been indeed in the hydrodynamic limit.

3.2 Getting back to the hydrodynamics

In the previous subsection we showed that in an anomalous system with weakly broken symmetries, the Onsager reciprocal relations can still hold if the relaxation in all channels occurs at the same rate. From now on we focus on this case and reconsider the hydrodynamic results of § 2.3 under the assumption $\tau_e = \tau_m = \tau_c \equiv \tau$. Let us first rewrite the longitudinal electrical conductivity (2.37) in this limit

$$\sigma = \sigma_E + \frac{i}{\tilde{\omega}} \frac{n^2}{w} + \frac{B^2}{\tilde{\omega} w^2 (e_2 f_1 - e_1 f_2)} \left\{ \frac{\partial^2}{\partial n^2} c^2 (e_2 - f_2 \mu) T^2 s^2 + cc g (e_1 + f_2 T - f_1 \mu) n T s + c^2 f_1 T^3 n^3 \right\}$$

with $\tilde{\omega} = \omega + i/\tau$. Interestingly when rewriting (2.38), (2.41) and (2.42) in the same limit, we find ($\alpha_1 = \alpha_2 = \alpha$)

$$T \alpha = -\frac{i}{\tilde{\omega}} n - \mu \sigma$$

$$T \kappa = -\frac{i}{\tilde{\omega}} (\epsilon + p - 2 \mu n) + \mu^2 \sigma.$$ (3.17) (3.18)

These are nothing other than the constraint equations were found in [32] from the Ward identity arguments (See the details around (3.7).). Compared to the latter, here, $\omega$ has been replaced with $\tilde{\omega} = \omega + i/\tau$. Since the above constraints were originally found from the (non-)covariance under gauge and diffeomorphism transformations, the appearance of $\tilde{\omega}$ suggests that there might be modified charge and diffeomorphism transformations by which, one can derive the equations (2.26), (2.27) and (2.28) from a generating functional. Finding such transformations is out of the scope of this paper [33].

Before ending this subsection, let us recall that as it was mentioned in [20], even in the zero density limit $n = 0$, the magneto electrical conductivity is still non-vanishing. In this limit $f_2 = 0$ and $w = Ts$, so one arrives at

$$\sigma = \sigma_E + \frac{\tau}{1 - i \omega \tau} \frac{B^2 c^2}{\left( \partial n/\partial \mu \right)_T}$$

In the next section we evaluate the above conductivity in a holographic system and compare the results with that of found in [20].
4 Strong regime: holographic magneto-transport

In § 2 we studied the magneto-transport in a general quantum system in the hydrodynamic limit. Then in § 3 by putting the thermodynamic equation of state of the single chirality relativistic Weyl fluid (found from chiral kinetic theory) into the hydro results, we computed the transport coefficients in this specific system in $\mu \gg T$. How about the opposite limit, namely $\mu \ll T$? Such limit might be interesting in the study of quark-gluon-plasma produced in the heavy ion scattering experiments. However, there are evidences showing that the mentioned system is a strongly coupled system [45] in this limit. Alternatively, one may study the problem in the context of holography by considering the dual gravity of strongly coupled gauge theory [46, 47]. In [36] in the context of holography, the gravity dual for a strongly coupled boundary chiral gauge theory in the presence of a constant magnetic field has been introduced. In this section we follow the method of [36] and explicitly derive the bulk solution as well as the thermodynamic quantities of the boundary theory in the limit $\mu \ll T$. Then we would be able to compute the conductivities in the hydrodynamic limit.

4.1 Gravity set-up

The gravity dual of 3+1 dimensional chiral gauge theory at finite chiral density and in the presence of a background magnetic field is a 4+1 dimensional Einstein/Maxwell theory with a Chern-Simones term\(^{10}\). While the value of the Chern-Simones coupling $k$ captures the strength of the anomaly in the boundary theory, we keep it general without considering any specific value for it [36]. The action for such theory is written as

$$ S = -\frac{1}{16\pi G_5} \int_M d^5x \sqrt{-g} \left( R - \frac{12}{L^2} + F^{MN} F_{MN} \right) + S_{CS} + S_{bdy} \quad (4.1) $$

with the Chern-Simons action being as the following

$$ S_{CS} = \frac{k}{12\pi G_5} \int A \wedge F \wedge F = \frac{k}{192\pi G_5} \int d^5x \sqrt{-g} \epsilon^{MNPQE} A_M F_{NP} F_{QR} \quad (4.2) $$

The appropriate boundary term which is needed for the purpose of the renormalizing boundary quantities is given by\(^{11}\)

$$ S_{bdy} = -\frac{1}{8\pi G_5} \int_{\partial M} d^4x \sqrt{-\gamma} \left( K - \frac{3}{L} + \frac{L}{4} R(\gamma) + \frac{L}{2} \ln \left( \frac{r}{L} \right) F^{\mu \nu} F_{\mu \nu} \right) \quad (4.3) $$

\(^{10}\)In this section we do not consider the effects of mixed gauge-gravitational anomaly in the gauge theory.

\(^{11}\)This form of the boundary term is specific to the case in which $g_{\tau \mu}$ vanishes asymptotically.
with $\gamma_{\mu\nu}$ being the induced metric on the boundary and $K$ is the trace of the boundary extrinsic curvature. Let us denote that in what follows, we refer to the bulk coordinates with Latin indices $x^M = \{ x^\mu, r \}$ while to the boundary coordinates with the Greek ones $\mu = 0, 1, 2, 3$. We also set the radius of AdS to unity $L = 1$.

In addition to the Bianchi identity $dF = 0$, the field equations are as the following

$$0 = d \ast F + k F \wedge F$$  \hspace{1cm} (4.4)

$$R_{MN} = 4g_{MN} + \frac{1}{3}g_{MN}F^{AB}F_{AB} - 2F_{MP}F^P_N$$  \hspace{1cm} (4.5)

In order to make an appropriate ansatz for the bulk fields let us recall that the presence of a uniform background magnetic field, say directed in $x^3$ direction, simply reduces the full rotational symmetry on the boundary theory to a rotational symmetry in the spacial plane perpendicular to the magnetic field. Since the translation symmetry of $x^\mu$ is still hold, the ansatz may be given by

$$ds^2 = \frac{dr^2}{U(r)} - U(r)dt^2 + e^{2V(r)}(dx_1^2 + dx_2^2) + e^{2W(r)}(dx_3 + C(r)dt)^2$$  \hspace{1cm} (4.6)

for the metric field and by

$$F = E(r)dr \wedge dt + Bdx_1 \wedge dx_2 + P(r)dx_3 \wedge dr$$  \hspace{1cm} (4.7)

for the Maxwell field strength. In the following subsections we will solve the field equations to find the unspecified functions in (4.6) and (4.7), perturbatively by a double expansion. At small $B$, the perturbative solution were found in [36] before, by taking the ansatz

$$U = U_0 + B^2U_2 \hspace{1cm} E = E_0 + B^2E_2 \hspace{1cm} W = W_0 + B^2W_2 \hspace{1cm} C = C_0 + BC_1 \hspace{1cm} V = V_0 + B^2V_2 \hspace{1cm} P = P_0 + BP_1$$  \hspace{1cm} (4.8)

In the above expressions, the functions with subscript 0 correspond to a AdS5 Reissner-Nordstorm black hole in the absence of the magnetic field. The correction functions with subscripts 1 and 2 (depending on whether the quantity is odd or even under charge conjugation) have been given in terms of some unevaluated integrals in [36]. We implement the second perturbation and explicitly evaluate the correction functions to leading order in the "chemical potential to temperature ratio" of the boundary theory, namely $\mu/(\pi T)$. 
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4.2 Solution at $B = 0$ and small $\mu_0/(\pi T_0)$

In the absence of the magnetic field, the solution (4.6) and (4.7) simply reduces to a five dimensional AdS-RN black hole with $P_0 = C_0 = 0$,

$$
E_0 = \frac{Q}{r^3}, \quad V_0 = W_0 = \ln r, \quad U_0 = r^2 + \frac{Q^2}{3r^4} - \frac{M}{r^2}.
$$

(4.9)

The radii of the inner and outer horizons, namely $r_-$ and $r_+$ are the roots of equation $U_0 = 0$. One finds

$$
\frac{Q^2}{3} = r_+^2 r_-^2 (r_+^2 + r_-^2), \quad M = r_+^4 + r_-^4 + r_+^2 r_-^2.
$$

(4.10)

It is worth-mentioning that the whole solution is fixed once two parameters $M$ and $Q$ are given. Alternatively, one may describe the boundary physics by another pair of parameters, e.g. $r_+$ and $r_-$. A more physical choice which might be useful to study the boundary field theory is the pair of temperature and chemical potential. Using the solution (4.9), the black hole temperature and chemical potential are then given in terms of the $r_\pm$

$$
T_0 \equiv \frac{U'_0(r_+)}{4\pi} = \frac{r_+}{2\pi} \left( 2 - \left( \frac{r_-}{r_+} \right)^2 - \left( \frac{r_-}{r_+} \right)^4 \right),
$$

(4.11)

$$
\mu_0 \equiv \Delta t \big|_{r_+} = \frac{Q}{2r_+^2}.
$$

(4.12)

In order to rewrite all the metric and field strength components in terms of $T_0$ and $\mu_0$, it is needed to inverse the above two equations and find $r_+$ and $r_-$ in terms of $T_0$ and $\mu_0$. To do this analytically, at this point we enter the second perturbation, namely the expansion over $\mu_0/(\pi T_0)$. We find

$$
r_+ = \frac{\pi T_0}{2} \left( 1 + \sqrt{1 + \frac{2\mu_0^2}{3\pi^2 T_0^2}} \right) = \pi T_0 \left( 1 + \frac{\nu_0^2}{6} \right) + O(\nu_0^4),
$$

(4.13)

$$
r_- = \frac{r_+}{\sqrt{2}} \sqrt{-1 + \sqrt{9 - \frac{8\pi T_0}{r_+}}} = \pi T_0 \frac{\nu_0}{\sqrt{3}} + O(\nu_0^3)
$$

(4.14)

where we have defined $\nu_0 = \mu_0/(\pi T_0)$. In the next subsection we show how the above perturbation helps us to analytically find the first non-trivial correction of the magnetic field to the metric and field strength.
4.3 Perturbative solution at small $B$ and small $\mu_0/\pi T_0$

Solving the equations (4.4) and (4.5) perturbatively in small $B$, the unspecified functions of the metric introduced in (4.8) may be given as the following

\[ S_2(r) = 2 \int_\infty^r dr' \left( \frac{1}{r} - \frac{1}{r'} \right) P_1(r')^2, \]
\[ E_2(r) = -\frac{Q}{r^3} S_2(r) - P_1(r) C_1(r) - \frac{2k}{r^3} \int_\infty^r dr' P_1(r'), \]
\[ U_2(r) = \int_\infty^r \frac{dr''}{r'^{3/2}} \int_{r'}^r dr' X(r') - \frac{a_3}{2r^2}, \]
\[ T_2(r) = \int_\infty^r \frac{dr''}{r'^{3/2} U_0(r'')} \int_{r'}^r dr' \left( \frac{1}{2} r''^5 \left( \frac{dC_1(r')}{dr'} \right)^2 + 2r' U_0(r')(P_1(r'))^2 - \frac{2}{r'} \right), \quad (4.15) \]

with

\[ X(r) = -r^3 \frac{dU_0(r)}{dr} \frac{dS_2(r)}{dr} + \frac{16Q}{3} \left( E_2(r) + C_1(r) P_1(r) \right) + r^5 \left( \frac{dC_1(r)}{dr} \right)^2 + \frac{4r U_0(r) P_1(r)^2}{3} + \frac{4}{3r}, \]

and

\[ V_2(r) = \frac{S_2(r) + T_2(r)}{3}, \quad W_2(r) = \frac{S_2(r) - 2T_2(r)}{3}. \quad (4.16) \]

The unspecified component of the field strength are given by

\[ C_1(r) = -k Q^2 \frac{U_0(r)}{r^2} \int_\infty^r \frac{dr'}{r'^4 U_0^2(r')} \left( \frac{1}{r'^2} - \frac{1}{r'^2_+} \right)^2, \]
\[ P_1(r) = \frac{\rho}{r U_0(r)} \left( C_1(r) + \frac{k}{r^2} - \frac{k_+}{r^2_+} \right), \]

When expanding the integrands in terms of $\nu_0 = \mu_0/(\pi T_0)$, the above expressions can be evaluated analytically. We find

\[ C_1(r) = -\frac{2k \nu_0^2}{r^2} \left( 1 - \frac{(\pi T_0)^2}{r^2} \right) + \frac{2k \nu_0^2}{(\pi T_0)^2} \left( 1 - \frac{(\pi T_0)^4}{r^4} \right) \ln \left( 1 + \frac{(\pi T_0)^2}{r^2} \right) \]
\[ (4.17) \]
\[ P_1(r) = -\frac{2k}{r} \frac{(\pi T_0)^2}{(\pi T_0)^2 + \nu_0} \]
\[ S_2(r) = \frac{2k^2 \nu_0^2}{(\pi T_0)^4 r^2} \left[ (\pi T_0) (3r \pi - 2(\pi T_0)) - 6r(\pi T_0) \cot^{-1} \frac{\pi T_0}{r} - 2r \ln \left( 1 + \frac{(\pi T_0)^2}{r^2} \right) \right] \]
together with

\[ E_2(r) = -\frac{2k^2 \nu_0}{\pi T_0 r^3} \ln \left( 1 + \frac{(\pi T_0)^2}{r^2} \right) \]
\[ U_2(r) = -\frac{1}{3r^2} \left( 2 \ln \frac{r}{\pi T_0} + 1 \right) - \frac{a_3}{2r^2} + \nu_0^2 F(r). \]  

(4.18)

Where we have promoted the constant in \( U_2 \) to be a function of boundary thermodynamic data. Note that since we do not need \( T_2(r) \) in our later computations, we have not written its expanded expression in the above. In the above expressions \( F(r) \) is given by

\[ F(r) = \frac{4k^2(\pi T_0)^2}{3r^4} \left[ 1 - 2 \ln \left( 1 + \frac{\pi T_0^2}{r^2} \right) \right] + \frac{4k^2(\pi T_0)}{r^3} \left[ \pi - 2 \tan^{-1} \left( \frac{r}{\pi T_0} \right) \right] \]
\[ + \frac{2}{r^2} \left[ \frac{2}{9} + k^2 \left( 4 \ln 4 - \pi - 16 \ln 2 + 48 \ln 2 \right) - \frac{3a(T_0, \nu_0)}{2} \right]. \]

(4.19)

4.4 Stress tensor and charge current on the boundary

In order to compute the physical quantities in the boundary field theory from the bulk informations, we have to find the asymptotic behavior of the solutions found in the previous subsection. The solutions at \( r \to \infty \) read

\[ C_1 = \frac{k(\pi T_0) \nu_0^2}{r^4}, \quad P_1 = -\frac{2k(\pi T_0) \nu_0}{r^3}, \quad E_2 = -\frac{2k^2(\pi T_0) \nu_0}{r^5} \]
\[ U_2 = -\frac{1}{3r^2} \left( 1 + 2 \ln \frac{r}{\pi T_0} - \frac{4k^2}{3} + k^2 \nu_0^2 \left( 8 + 6\pi + 48 \ln 2 - 18 \ln(\pi T_0) \right) + \frac{3a(T_0, \nu_0)}{2} \right), \]
\[ S_2 = -\frac{4k^2(\pi T_0)^2 \nu_0^2}{15r^6}, \quad T_2 = \frac{1}{8r^4} \left( 1 + \ln \frac{r^4}{(\pi T_0)^4} \right) - \frac{\nu_0^2}{3r^4} \left( 1 - 3k^2 + 6k^2 \ln 2 \right). \]

(4.20)

At this point everything seems ready to compute the boundary stress tensor and charge current. To proceed, we follow [48] and write

\[ 8\pi G_5 T^{\mu \nu} = r^2 \left\{ K^{\mu \nu} - K^\gamma \gamma^{\mu \nu} - 3\gamma^{\mu \nu} - \frac{1}{2} G^{\mu \nu}(\gamma) - 2 \ln \frac{r}{r_0} \left( F^{\mu \alpha} F_\alpha^\nu - \frac{1}{4} \gamma^{\mu \nu} F^{\alpha \beta} F_{\alpha \beta} \right) \right\}. \]

(4.21)

where \( K_{\mu \nu} \) is the boundary extrinsic curvature (see Appendix E for more detailed computations) Here in contrast to [36], we have taken \( \ln \frac{r}{r_0} = \ln \left( \frac{r}{r_0} \right) \) instead of \( \ln \frac{r}{r_0} \) in the counter term within the expression of energy-momentum tensor. This modification not only keeps the energy-momentum on the boundary finite, but makes a finite shift \( \sim \ln r_0 \) in its diagonal components which turns out to be necessary to find physical results on the boundary. Equivalently we would rather to work with an energy scale \( \Delta \) in our com-
putations, as \( r_0 = L^2 \Delta \). So when we compute \( \ln \frac{r}{r_0} \) at a typical radius in the bulk like \( r_+ = L^2 \pi T_0 \), we obtain a logarithm with the form \( \ln \frac{\Delta}{\pi T_0} \) which will be meaningful if \( \Delta \) is a definite energy scale of the boundary theory. Let us denote that we temporarily restored the AdS radius \( L \) in this discussion. In the following we take \( L = 1 \) as before.

From (4.21) we then find the non-vanishing components of the stress tensor

\[
T_{00} = \frac{1}{16\pi G_5} (3(\pi T_0)^4 + 12(\pi T_0)^2 \mu_0^2 + 8\mu_0^4) \\
+ \frac{B^2}{16\pi G_5} \left( 1 + \frac{3a_3(T_0, \mu_0)}{2} + 2\ln \frac{\Delta}{\pi T_0} \right) + \frac{B^2 \nu_0^2}{2\pi G_5} \left( k^2 \left( \frac{3\pi}{4} + 1 - 6\ln 2 \right) - \frac{1}{6} \right)
\]

\[
T_{33} = \frac{1}{16\pi G_5} ((\pi T_0)^4 + 4(\pi T_0)^2 \mu_0^2 + \frac{8}{3}\mu_0^4) \\
- \frac{B^2}{16\pi G_5} \left( \frac{1}{3} + \frac{3a_3(T_0, \mu_0)}{2} + 2\ln \frac{\Delta}{\pi T_0} \right) + \frac{B^2 \nu_0^2}{2\pi G_5} \left( k^2 \left( \frac{\pi}{4} - 1 + \frac{2}{3} \ln 2 \right) + \frac{1}{6} \right)
\]

\[
T_{ii} = \frac{1}{16\pi G_5} ((\pi T_0)^4 + 4(\pi T_0)^2 \mu_0^2 + \frac{8}{3}\mu_0^4) \\
- \frac{B^2}{16\pi G_5} \left( \frac{1}{3} + \frac{3a_3(T_0, \mu_0)}{2} - 2\ln \frac{\Delta}{\pi T_0} \right) + \frac{B^2 \nu_0^2}{2\pi G_5} \left( k^2 \left( \frac{\pi}{4} + \frac{2}{3} - \frac{8}{3} \ln 2 \right) - \frac{1}{6} \right)
\]

with

\[
T_{03} = \frac{1}{4\pi G_5} B k \mu_0^2.
\]  

A very important point with the above results is that \( T_0 \) and \( \mu_0 \) appearing in the expressions are not the physical temperature and chemical potential of the boundary theory! The reason is that these quantities were computed form the metric and field strength solutions of the bulk before the magnetic field came to perturb them. From \((4.8)\) it is obvious that the location of the horizon in the bulk is affected due to the magnetic field. When \( B = 0 \), the horizon of RN black hole is the root of \( U_0(r) = 0 \) while when the brane is magnetized, the radius of horizon will be the perturbative root of \( U_0(r) + B^2 U_2(r) = 0 \). The chemical potential relatively will be changed.

Before computing the correction to the temperature and chemical potential, let us first find the components of the boundary charge current in terms of \( T_0 \) and \( \mu_0 \) via the standard formula \([48]\)

\[
-4\pi G_5 J^\mu = r^3 \gamma^{\mu\nu(0)} F_{r\nu} + k \epsilon^{\alpha\beta\gamma\mu} A_\alpha F_{\beta\gamma}.
\]

To evaluate it we need the explicit form of the gauge field solution \( A_M \) in the bulk. We
integrate (4.7) and obtain

\[
\begin{align*}
A_0(r) &= \int_\infty^r \, dr' E(r') = -\frac{Q}{2r^2} + \frac{kQB^2}{4r^3 r^4}, \\
A_3(r) &= -\int_\infty^r \, dr' P(r') = -\frac{kQB}{2r^2}, \\
A_r(r) &= 0, \quad A_x = -\frac{1}{2}B y, \quad A_y = \frac{1}{2}B x
\end{align*}
\]

(4.25)

Now from the formula (4.24) we find the non-vanishing components of the charge current

\[
\begin{align*}
J^0 &= \frac{1}{2\pi G_5} (\pi T_0)^3 (\nu_0 + \frac{4}{3} \nu_0^3), \\
J^3 &= -\frac{1}{2\pi G_5} B k \mu_0
\end{align*}
\]

(4.26)

In the next subsection, by finding the corrected location of the horizon we compute the corrected temperature and chemical potential. Having them, we will be able to fix the constant \(a_3(T_0, \mu_0)\) and find the physical stress tensor and charge current on the boundary.

### 4.5 Corrected horizon and physical boundary quantities

As mentioned earlier, the corrections coming from the magnetic field displaces the horizon from being the root of \(U_0 = 0\) to that of \(U_0 + B^2 U_2 = 0\). To find the corrected location of the horizons \(r_\pm\), let us take

\[
\begin{align*}
\bar{r}_\pm &= r_\pm + B^2 \tilde{r}_\pm \\
T &= T_0 + B^2 T_2 \\
\mu &= \mu_0 + B^2 \mu_2
\end{align*}
\]

(4.27)

(4.28)

(4.29)

The correction term \(\tilde{r}_\pm\) can be found by perturbatively finding the roots of the corrected blackening factor \(U(r) = U_0(r) + B^2 U_2(r)\) as the following

\[
U(\bar{r}_\pm) = 0 \quad \Rightarrow \quad \tilde{r}_+ = -\frac{U_2(r_+)}{U'_0(r_+)}
\]

(4.30)

Using the expression of \(U_2(r)\) from the (4.18), we find

\[
\tilde{r}_+ = -\frac{1}{12\pi^3 T_0^3} \left(1 + \frac{3}{2} a_3(T_0, \mu_0)\right) - \frac{\nu_0^2}{9\pi^3 T_0^3} \left(1 + \frac{3}{2} a_3(T_0, \mu_0) - 15 k^2 (1 - \frac{3}{10} \frac{\pi}{2} - \frac{4}{10} \ln 2)\right)
\]

(4.31)
Having found the location of the horizon, now we are able to find the corresponding Hawking temperature of the black hole

\[
T = \frac{U'_0(r_+)}{4\pi} + B^2 \left( \frac{U'_0(r_+)}{4\pi} \right) = \frac{U'_0(r_+)}{4\pi} \left( 1 + B^2 \left( \frac{U'_0(r)}{U'_0(r)} \right) \right) \quad (4.32)
\]

\[
= T_0 - \frac{B^2}{12\pi^4 T_0^3} \left( 1 - \frac{3a_3(T_0, \mu_0)}{2} \right) + \frac{B^2 \nu_0^2}{2\pi^4 T_0^3} \left( 1 + k^2(\pi - \frac{10}{3} + \frac{4}{3} \ln 2) + \frac{a_3(T_0, \mu_0)}{2} \right).
\]

Similarly, turning on the magnetic field changes the electric field in the bulk and consequently the chemical potential gets correction as it follows

\[
\mu = \int E(r)dr = \int (E_0(r) + B^2 E_2(r))dr = \mu_0 - \frac{B^2 \mu_0}{6\pi^4 T_0} \left( 1 + \frac{3a_3(T_0, \mu_0)}{2} - 6k^2(1 - 2 \ln 2) \right). \quad (4.33)
\]

Let us denote that at the order of perturbation we are studying the boundary theory, its corresponding temperature and chemical potential are \( T \) and \( \mu \), respectively. So once \( T_0 \) and \( \mu_0 \) are found in terms of \( T \) and \( \mu \) from (4.32) and (4.33), we can use the ansatz

\[
a_3(T, \mu) = a_0 + \frac{\mu}{T} a_1(T) + \frac{\mu^2}{T^2} a_2(T). \quad (4.34)
\]

and rewrite the boundary stress tensor (4.22) and charge current (4.26) in terms of the physical temperature and chemical potential:

\[
T_{00} = \frac{1}{16\pi G_5} \left( 3(\pi T)^4 + 12(\pi T)^2 \mu^2 + 8\mu^4 \right) \quad (4.35)
\]

\[
+ \frac{B^2}{8\pi G_5} \left( 1 - \ln \frac{\Delta}{\pi T} \right) + \frac{B^2}{2\pi G_5 (\pi T)^2} \left( \frac{7}{2} k^2(1 - 2 \ln 2) - \frac{5}{12} - \frac{9}{8} a_3 \right)
\]

\[
T_{33} = \frac{1}{16\pi G_5} \left( (\pi T)^4 + 4(\pi T)^2 \mu^2 + \frac{8}{3} \mu^4 \right) \quad (4.36)
\]

\[
+ \frac{B^2}{8\pi G_5} \ln \frac{\Delta}{\pi T} + \frac{B^2}{2\pi G_5 (\pi T)^2} \left( \frac{1}{2} k^2(1 - 2 \ln 2) + \frac{1}{12} \right.
\]

\[
\left. - \frac{3}{8} a_3 \right)
\]

\[
J^0 = \frac{1}{2\pi G_5} (\pi T)^2 \mu + \frac{B^2}{8\pi G_5 (\pi T)^2} \left( 1 - \frac{3}{2} a_0 - \frac{3}{2} \frac{\mu}{T} a_1 \right) \quad (4.37)
\]

Let us denote that due to our further requirements, we have only written \( T^{00} = \epsilon, T^{33} = p \) and \( J^0 = n \). \( T^{03} \) and \( J^3 \) do not get correction to our desired order and are still given by (4.22) and (4.26), however, by replacing \( T_0 \) and \( \mu_0 \) with \( T \) and \( \mu \), respectively.

To fix the coefficient (functions) in (4.34), we now argue as it follows. The pressure
\[ p = T^{33} \] and the charge density \( n = J^0 \) are constrained to satisfy the thermodynamic relation \( n = (\partial p / \partial \mu)_T \). Using (4.36) and (4.37), this relation gives

\[
\begin{align*}
  a_0 &= -\frac{2}{9} + \frac{8}{3} k^2 (1 - 2 \ln 2), & a_1 &= 0, & a_2 &= \text{undetermined}
\end{align*}
\] (4.38)

There are two other thermodynamic relations which have to be satisfied. The first one is the Gibbs-Duhem relation. Following the magneto-thermodynamic discussion in [38, 39], the enthalpy density in our system, namely \( w = \epsilon + p \), has to be given as

\[
\epsilon + p = \mu \left( \frac{\partial p}{\partial \mu} \right)_T + T \left( \frac{\partial p}{\partial T} \right)_\mu.
\] (4.39)

Using (4.35), (4.36) and (4.37), one can show that (4.39) is satisfied if and only if \( a_0 \) and \( a_1 \) are given by (4.38). The second thermodynamic relation which has to be satisfied is \( s = (\partial p / \partial T)_\mu \). While \( p \) is given by (4.36), \( s \) can be found from the Bekenstein-Hawking formula. The latter gives the entropy density of the boundary theory as the following

\[
s = \frac{1}{V_3} \frac{A_3}{4G_5} = \frac{1}{4G_5} \int dx_1 dx_2 dx_3 e^{2V(\tau_+) + W(\tau_+)} / \int dx_1 dx_2 dx_3
\] (4.40)

where \( A_3 \) is the area of the horizon and \( V_3 \) is the volume of the system in the boundary theory. Considering \( 2V(r) + W(r) = 3 \ln r + B^2 S_2(r) \) and by using (4.18), we obtain

\[
s = \frac{(\pi T)^3}{4G_5} \left( 1 + \frac{2\mu^2}{(\pi T)^2} \right) + \frac{B^2}{8\pi G_5 T} \left( 1 - \frac{\mu^2}{(\pi T)^2} (2 + 3 a_3(T, \mu) + 8k^2 \ln 2) \right)
\] (4.41)

Interestingly, by using (4.36) and equating \( s = (\partial p / \partial T)_\mu = (\partial T^{33} / \partial T)_\mu \) with \( s \) from (4.41), we find \( a_0 \) and \( a_1 \) as exactly as given by (4.38). It might be regarded as the second consistency check for the result (4.38).

Having trusted to (4.38), we now put it back into the stress tensor and charge current components to get the physical quantities on the boundary. In addition, we use the information about \( \mathcal{N} = 4 \) SYM theory [2]

\[
\frac{1}{8\pi G_5} = \frac{N_c^2}{4\pi^2}, \quad k = -\frac{2}{\sqrt{3}}, \quad c = \frac{k}{2\pi G_5} = \frac{2N_c^2}{\pi^2 \sqrt{3}}
\] (4.42)

and write down all expression in terms of boundary field theory data, namely \( T, \mu, N_c, B \)
\[ T_{00} = \frac{N_c^2}{8\pi^2} (3\pi T)^4 + 12(\pi T)^2 \mu^2 + 8\mu^4 + \frac{N_c^2 B^2}{4\pi^2} \left( (1 - \ln \frac{\pi T}{\Delta}) - \frac{2 \mu^2}{3\pi T^2} (8\ln 2 - 3) \right) \]  
(4.43)

\[ T_{ii} = \frac{N_c^2}{24\pi^2} (3\pi T)^4 + 12(\pi T)^2 \mu^2 + 8\mu^4 + \frac{N_c^2 B^2}{4\pi^2} \left( \ln \frac{\pi T}{\Delta} + \frac{2 \mu^2}{3\pi T^2} (8\ln 2 - 3) \right) \]  
(4.44)

\[ J^0 = \frac{N_c^2}{3\pi^2} (3\pi T)^2 \mu + 4\mu^3 + \frac{N_c^2 B^2}{3\pi^2} \frac{\mu}{(\pi T)^2} (8\ln 2 - 3) \]  
(4.45)

As usual, the appearance of the transcendental numbers, like \( \ln 2 \), might be the sign of non-perturbative results. The latter is indeed consistent with the fact that our computations in the gravity side are related to a gauge theory at strong coupling on the boundary. Now everything is ready to evaluate the magneto-conductivities obtained in (2.3) for the \( SU(N_c) \) gauge theory under study in the current section.

### 4.6 Holographic magneto-conductivities in the hydrodynamic limit

Let us recall that the magneto-conductivities computed in §2.3 are related to a general quantum anomalous system with weakly broken symmetries. At the limit \( \tau_m \to \infty, \tau_c \to \infty \) and \( \tau_e \to \infty \), our results reduces to those of a system with non-broken symmetries. In this subsection we focus on the latter case. The system to which we would like to apply the hydro results is the SYM \( SU(N_c) \) gauge theory studied in previous subsections. The only thing we need is to compute the thermodynamic derivatives in (2.13) and (2.15). Using (4.43) and (4.45), we first compute \( f_1, f_2, e_1 \) and \( e_2 \). Then the conductivities of subsection 2.3 simplify to

\[
\sigma = \frac{i}{\omega} \left( \frac{2N_c^2 \mu^2}{\pi^2} \left( 1 + \frac{2B^2}{3\pi^2 T^2 \mu^2} \right) \right),
\]

\[
T\alpha = \frac{i}{\omega} N_c^2 T^2 \mu \left( 1 - \frac{2\mu^2}{3\pi^2 T^2} + \frac{B^2}{3\pi^4 T^4} (8\ln 2 - 7) \right),
\]

\[
T\kappa = \frac{i}{\omega} \frac{\mu^4}{2} \left( 1 + \frac{4\mu^4}{3\pi^4 T^4} + \frac{B^2}{2\pi^4 T^4} \left( 1 - \frac{8\mu^2}{3\pi^2 T^2} (8\ln 2 - 5) \right) \right).
\]  
(4.46)

As one expects, the above conductivities obey the constraints of Ward identities, discussed in §3.2. Let us denote that the order of the truncation (in the \( \mu/T \) expansion) in the three conductivities above is such that in each of the constraints ((3.17) and (3.18)), both sides are at the same order.

An important feature of the above results is that just like in the non-magnetic part, the magnetic part of conductivities scale quadratically with \( N_c \) in the large \( N_c \) limit. This
means that the ratio of them would be independent of \( N_c \).

Interestingly, the Wiedemann-Franz law, namely the statement that \( \kappa/T\sigma \) is equal to \( \pi^2/3 \) in a Fermi liquid, fails in our system. It would be expected because our system was studied in the high temperature limit \( \mu \ll T \).

Our results might be compared with those recently obtained in [49]. While the result of the mentioned paper have been obtained numerically in the whole range of magnetic field, our analytic hydrodynamic results are valid in the \( B \ll \mu^2 \ll T^2 \) limit. From their plots, a rough quadratic behavior at this limit is observed which is in agreement with our result.

4.7 Anomalous transport from magnetized brane

Previous computations of anomalous transport coefficients, specifically the chiral magnetic effect\(^{12}\) from gauge gravity duality have been done in the background of RN black hole either by reading the gradient of gauge field on the boundary [2] or by directly reading the corresponding Kubo formulas [4]. The perturbative solution found in [36] and developed in the current paper allows us to read the anomalous coefficients from boundary thermodynamic stress tensor and charge current. This is physically due to the fact that a weak magnetic field, as taken in the current paper, is equivalent to a long wavelength gauge field on the boundary. Such gauge field is consistent with the derivative counting of hydrodynamics [2].

Let us consider (4.23) and (4.25). When using the transformations (4.32) and (4.33) with (4.38), we may rewrite them as

\[
J^3 = -\frac{1}{2\pi G_5} B k \mu = c \mu B \tag{4.47}
\]

\[
T^{03} = - \frac{1}{4\pi G_5} B k \mu^2 = \frac{c}{2} \mu^2 B \tag{4.48}
\]

where we have also used (4.42). From the above one reads

\[
\sigma_B = c \mu, \quad \sigma_B^\epsilon = \frac{c}{2} \mu^2 \tag{4.49}
\]

in complete agreement with the results of Jensen et al.[60] and Landsteiner et al.[4] in the laboratory frame and also with that of Son-Surowka [2] and Banerjee et al.[61] \(^{13}\) in the Landau-Lifshitz frame \(^{14}\).

\(^{12}\)\(\sigma_B \) and \(\sigma_B^\epsilon \) in (2.4) and (2.5).

\(^{13}\)We would like to thank the anonymous referee for denoting the point that anomalous transport coefficients have been computed from the equilibrium partition function as well.

\(^{14}\)See [31, 62] for detailed discussion on the hydrodynamic frames.
5 Conclusion and Outlook

In the following we firstly review the set up and the new results found in this paper. Then we discuss on some follow-up directions.

By the idea of computing the magneto-conductivities in an anomalous system with weakly broken symmetries, we generalized the hydro model given in [20] to the second order in derivatives. The weakly broken symmetries in this model are characterized by three relaxation time parameters $\tau_m$, $\tau_e$, and $\tau_c$, corresponding to breaking the spacial translation, time translations and a $U(1)$ global symmetry. The anomaly enters in the model via the anomalous transport coefficients together with the ABJ term in the right hand side of the charge (non-)conservation equation. Then we assumed the fluid to be coupled to slowly varying background fields by turning on a weak electric field and a small thermal gradient. The dynamical equations of such fluid, in the linear regime, are given by (2.26), (2.27) and (2.28). In the language of the recently developed theory of quasi-hydrodynamics [21], these equations are the linearized equations of anomalous quasi-hydrodynamics. By finding a stationary solution for them, namely (2.33), (2.34) and (2.35), we obtained our central results in the paper; i.e. the magneto-conductivities (2.37), (2.38), (2.41) and (2.42). These formulas show that our model is not in general Onsager reciprocal, namely $\alpha_1 \neq \alpha_2$. On the other hand, all of the conductivities depend on both chiral anomaly and the mixed gauge-gravitational anomaly coefficient.

The formulas of conductivities mentioned above are general in the sense that they can be applied to the hydrodynamic regime of every arbitrary system. To this end, we just have to know the thermodynamics of the system. Knowing that, we can compute the thermodynamic derivatives $e_1$, $e_2$, $f_1$ and $f_2$ introduced in (2.13) and (2.15) and then evaluate the conductivity formulas. We have indeed done it for two different systems; one in the weak and the other in the strong coupling regime.

In the weak regime the system which we considered was a relativistic Weyl fluid in the presence of a magnetic field. The thermodynamics of this system had been found in [32] before. We used the thermodynamic results of the mentioned paper and computed the conductivities at the limit $\mu \gg T$; see equations (3.9) to (3.12). The same conductivities had been found from the chiral kinetic theory in [32] as well. However, in the latter case, the relaxation of the system had been characterized by just one relaxation time parameter in the kinetic equation, $\tau$. By comparing equations (3.9) to (3.12) with their counterparts in [32], we found that our general quasi-hydrodynamic model could be Onsager reciprocal if $\tau_m = \tau_e = \tau_c \equiv \tau$. Interestingly we showed that at the same case, the conductivities obey the constraints found from Ward identities in [32]. This simply suggests that in the limit $T \tau \gg 1$, the equations of (anomalous) quasi-hydrodynamics can be derived from a generating functional. In other words there might be some generalized diff and gauge

\footnote{An Onsager reciprocal model for magneto transport in WSM was already constructed in [50].}
transformations which lead to these equations (See Appendix D.).

In the strong regime, by motivations coming from both quark gluon plasma and gauge-gravity duality, we considered a $SU(N_c)$ SYM gauge theory at $N_c \gg 1$ in the presence of a weak external magnetic field. As mentioned above, to evaluate the general hydro conductivity formulas (2.37), (2.38), (2.41) and (2.42) in this system, we needed just to know the thermal state of the system. This state in the dual gravity picture is described by magnetized charged brane. In the small magnetic field limit $B \ll T^2$ which corresponds to the hydro regime, the gravity solution has been found in [36] formally in terms of some unevaluated integrals. By entering a second expansion, namely expansion over the $\mu/\pi T$, we could pertubatively evaluate all the metric and field strength components in the bulk up to an undetermined parameter, $a_3$ (See (4.18)).

To find the thermodynamics of the boundary gauge theory from the bulk solution, we encountered several problems. First, when finding the stress tensor on the boundary, a term $\ln \frac{\pi T}{r}$ including the radius of AdS5, $L$, appeared in our results. Since the boundary quantities have to be purely given in terms of boundary data, we entered a counter term $\sim \ln r_0$ in (4.21). The radius $r_0$ in the bulk corresponds to an energy scale $\Delta$ in the gauge theory as $r_0 = L^2 \Delta$. Analogue of such cutoff emerging had been observed before in [32]. In the mentioned paper it had been shown that in order to regulate the divergent integrals in the phase space, one would require to remove the states within a certain inner sphere in the Fermi sphere. This could be regarded in agreement with the basic requirement of chiral kinetic theory to exclude the purely quantum region from the phase space [30]. In our present case in the current paper, however, the origin of such energy scale (or cutoff) in the gauge theory, is not clear to us. We leave more investigation on it to a future work.

The second point we encountered with was displacing the horizon of the bulk solution due to the magnetic field. Finding the corrected horizon (4.31), we recomputed the temperature $T$ and the chemical potential $\mu$. Equations (4.32) and (4.33) simply say that the boundary temperature and chemical potential are not $T_0$ and $\mu_0$ which originally we started to work with them. In the following we replaced $T_0$ and $\mu_0$ in terms of $T$ and $\mu$ everywhere in the computations.

The last problem with our gravity computations was the the parameter $a_3$. To fix its value, we resorted the thermodynamic equalities on the boundary. We showed that (4.34) with (4.38) leads to all the thermodynamic equalities be satisfied.

Having found the components of the stress tensor and charge current (4.43), (4.44) and (4.45), we computed the thermodynamic derivatives $e_1$, $e_2$, $f_1$ and $f_2$ for SYM gauge theory. Using them, we then obtained our final results for magneto-conductivities in (4.46).

Let us denote that the holographic thermoelectric transport has been studied in many papers through different models [51–53]. However, the magnetized brane solution allows us to compute the anomalous transport coefficients as well. As the last result, by using the pertutbative solution developed in the paper, we computed the chiral anomaly contribution
to the chiral magnetic effect, (4.49), in agreement with the previous results in the literature.

It would be interesting to compute the effect of mixed gauge-gravitational anomaly on the magneto-conductivities. To this end one has to add a mixed gauge-gravitational coupling

$$\sim \epsilon^{MNJKL} A_M R^A_{BNJ} R^B_{AKL}$$

to the bulk action. The coefficient of this term contributes to the anomalous transport in a non-trivial way via the jump in the derivative expansion [4, 14]. We leave finding the gravity solution and computing the magneto-conductivities as well as anomalous coefficients in such set-up to a future work [54].

What was studied in the current paper belongs to the family of quasi-hydrodynamics theories. Such recently developed hydrodynamic theories not only are interesting from the effective field theory view point [21], but also might be important phenomenologically both in high energy physics [20, 55–57] and condensed matter physics [19, 23, 40, 58, 59].

In this paper we studied magneto-transport in a chiral fluid with only one anomalous axial (weakly broken) symmetry. It would be interesting to compute the magneto-conductivities in a more realistic model with $U_V(1) \times U_A(1)$ charges.
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A Thermal and electric sources

In the absence of external fields, the equilibrium solution of (2.1) and (2.2) in our paper is given by

$$E = 0 : \quad u^\mu = (1, 0), \quad T = T_0, \quad \mu = \mu_0$$  \hspace{1cm} (A.1)

By turning on an external weak electric field, $\delta E$, (A.1) is no longer the solution of equations, and so the fluid is driven from equilibrium:

$$\delta E : \quad \begin{cases} u^\mu = (1, 0) + \delta u^\mu(x) \\ T = T_0 + \delta T(x) \\ \mu = \mu_0 + \delta \mu(x) \end{cases}$$  \hspace{1cm} (A.2)
where the $\delta$ contributions are sub-leading compared to the equilibrium values; they are actually the linear response of the system to the external electric field $\delta E$. However, there exists another way of exciting the fluid; heating a specific region of the fluid by an external heater. This generates an external thermal gradient in the system, namely a slowly-varying temperature function $T(x)$. Again, this cannot be an equilibrium solution and the fluid is driven from equilibrium

$$ \begin{align*}
  u^\mu &= (1, 0) + \delta u^\mu(x) \\
  T &= T(x) + \delta T(x) \\
  \mu &= \mu_0 + \delta \mu(x)
\end{align*} $$  

(A.3)

The $\delta$ terms are sub-leading compared to the first terms in the RHS’s of the above equations; they are actually the linear response of the system to the background $T(x)$. Throughout the paper we have assumed the temperature has a gradient in the $z$-direction, $T(z)$. On the other hand, from eq. (1.1) of the paper it is obvious that we have to work with $-\nabla_z T/T$. Following [50] and for sake of clarity, in the revised version of the paper we take the source as being

$$ \delta \zeta_i = -\nabla_i T/T = -\nabla_i \log T. \quad (A.4) $$

In the equations of motion, we encounter with two types of temperature’s derivatives: time derivative and $z-$derivative. From (A.3)$^{16}$ and (A.4) above we may write:

$$ \begin{align*}
  \partial_t T &= 0 + \partial_t \delta T(x) \\
  \frac{\nabla_z T}{T} &= -\delta \zeta_z + \nabla_z \left(\frac{\delta T}{T}\right)
\end{align*} $$  

(A.5) (A.6)

As mentioned in the paper, we would like to work with the Fourier transformed fields in the limit $k \to 0$. We obtain:

$$ \begin{align*}
  \partial_t T & \quad \text{Fourier transformed} = 0 + i \omega \delta \hat{T} \quad (A.7) \\
  \nabla_z T & \quad \text{Fourier transformed} = -T_0 \delta \hat{\zeta}_z + 0 \quad (A.8)
\end{align*} $$

Let us denote that in (2.16)-(2.25) in the paper we have not used the equations of motion yet, so the presence of $\zeta_z$ therein, i.e. in (2.19), is due to the first order derivatives of the constitutive relations (2.4) and (2.5).

$^{16}$Note that

$$ \log T = \log T + \log(1 + \frac{\delta T}{T}) = \log T + \frac{\delta T}{T} = \log T + \frac{\delta T}{T} + O(\delta^2) $$

from which one finds equation (A.6).
In summary, we see that in our set-up, the time-derivative of temperature appears as the perturbation $\delta \hat{T}$, while its $z-$derivative yields the source term $\delta \zeta_z$.

**B Hydrodynamic linear response in an anomalous fluid with three relaxation time parameters**

As mentioned in the text, the fluid responds to the external sources by small change in the hydrodynamic variables. When the relaxation in energy, momentum and charge are assumed to occur at different rates, say $\tau_e$, $\tau_m$ and $\tau_c$, respectively, one finds

$$
\delta \hat{T} = \frac{-iB}{w_0(e^2_f - e^1_f)} \left\{ c \left( \frac{n\mu}{\omega_m} (f_1 \mu - e_1) + w\left(\frac{e^1_c}{\omega_c} - \frac{f_1\mu}{\omega_c}\right) + c_g \frac{nT^2 f_1}{\omega_m} \right) \delta E_z^{(0)} 
+ \frac{-iB}{w_0(e^2_f - e^1_f)} \left\{ c \left( \frac{\mu_s}{\omega_m} (e_1 - f_1 \mu) + c_g f_1 T \left(\frac{w}{\omega_c} - \frac{sT}{\omega_m}\right) \right) \nabla_z T^{(0)} + \cdots \right\} \quad \text{(B.1)}
$$

$$
\delta \hat{\mu} = \frac{iB}{w(e^2_f - e^1_f)} \left\{ c \left( \frac{n\mu}{\omega_m} (f_2 \mu - e_2) + w\left(\frac{e^2_c}{\omega_c} - \frac{f_2\mu}{\omega_c}\right) + c_g \frac{nT^2 f_2}{\omega_m} \right) \delta E_z^{(0)} 
+ \frac{B}{w(e^2_f - e^1_f)} \left\{ c \left( \frac{\mu_s}{\omega_m} (e_2 - f_2 \mu) + c_g f_2 T \left(\frac{w}{\omega_c} - \frac{sT}{\omega_m}\right) \right) \nabla_z T^{(0)} + \cdots \right\} \quad \text{(B.2)}
$$

$$
\delta \hat{u}_z = \frac{i}{\omega_m} \frac{n_0}{w_0} \delta E_z^{(0)} - \frac{i}{\omega_m} \frac{s_0}{w_0} \nabla_z T^{(0)} 
+ \frac{iB^2}{w^2(e^2_f - e^1_f)} \left\{ c^2 \mu \left( \frac{n\mu}{\omega_m} (e_2 - f_2\mu) + w\left(\frac{f_2\mu}{\omega_c} - \frac{e_2}{\omega_c}\right) \right) 
+ c_g \frac{f_1 nT^3}{\omega_m} + c c_g T \left( w\left(\frac{e^1_c}{\omega_c} - \frac{f_1\mu_0}{\omega_c}\right) - \frac{n\mu}{\omega_m} (e_1 - f_1 \mu + f_2 T) \right) \right\} \delta E_z^{(0)} 
+ \frac{iB^2}{w^2(e^2_f - e^1_f)} \left\{ c^2 \mu \left( \frac{s\mu^2}{\omega_m} (f_2 \mu - e_2) + c_g f_1 T^2 \left(\frac{w}{\omega_c} - \frac{sT}{\omega_m}\right) \right) 
+ c c_g T \mu_0 \left( -\frac{f_2w}{\omega_c} + \frac{s}{\omega_m} (e_1 + f_2 T - f_1 \mu) \right) \right\} \nabla_z T^{(0)} + \cdots \quad \text{(B.3)}
$$

**C Constraints from time reversal symmetry of microscopic dynamics in a system with weakly broken symmetries**

Following [63], we define the entropy $S(x_i)$ in the system as the function of fluctuating quantities $x_i$ and write the probability of distribution as $w dx_1 dx_2 \cdots dx_n$ with the proba-
bility given as
\[ w = \text{constant } e^S : \quad S = S_0 - \frac{1}{2} \beta_{ij} x_i x_j \] (C.1)
where \( S_0 \) is the equilibrium entropy and \( \beta_{ij} \) is symmetric (\( \beta_{ij} = \beta_{ji} \)) and positive-definite.

Let us now define the thermodynamic conjugate of quantity \( x_i \):
\[ X_i = -\frac{\partial S}{\partial x_i} = \beta_{ij} x_j \] (C.2)

One can immediately show that
\[ \langle x_i x_j \rangle \sim \beta_{ij}^{-1}, \quad \langle x_i X_j \rangle \sim \delta_{ij}, \quad \langle X_i X_j \rangle \sim \beta_{ij}. \] (C.3)

Close to equilibrium the fluctuating quantity \( x_i \) may be given as the following
\[ \dot{x}_i = -\lambda_{ij} x_j - \frac{x_i}{\tau(i)} \] (C.4)
where the second term is indeed \( \delta_{ij} x_j / \tau(j) \) and therefore can be absorbed into the first one. However, we insist on writing the second term separately which allows us to simply restore the results regarding a system without relaxation by taking the limit \( \tau(i) \to \infty \). Considering (C.2) one can now rewrite the above equation as
\[ \dot{x}_i = -\gamma_{ij} X_j - \frac{x_i}{\tau(i)} \] (C.5)
where we have defined
\[ \gamma_{ij} = \lambda_{ik} \beta_{kj}^{-1}. \] (C.6)

On the other hand the time reversal symmetry of microscopic dynamics in equilibrium leads to
\[ \langle x_i(t) x_j \rangle = \langle x_i x_j(t) \rangle. \] (C.7)

Differentiating with respect to the time and using (C.5) we find
\[ \gamma_{jl} \langle X_l x_j \rangle + \frac{1}{\tau(i)} \langle x_i x_j \rangle = \gamma_{jl} \langle x_l X_j \rangle + \frac{1}{\tau(j)} \langle x_i x_j \rangle \] (C.8)

By considering the fact that \( \langle x_i X_j \rangle \sim \delta_{ij} \), one obtains
\[ \gamma_{ij} + \frac{1}{\tau(i)} \langle x_i x_j \rangle = \gamma_{ji} + \frac{1}{\tau(j)} \langle x_i x_j \rangle \] (C.9)
This result is the constraint coming from the time reversal symmetry in a system with weakly broken symmetries. Let us reconsider equation (C.5) as it follows

\[
\left( \partial_t + \frac{i}{\tau(i)} \right) x_i = -\gamma_{ij} X_j \quad \text{(C.10)}
\]

If one demands the kinetic coefficients \( \gamma_{ij} \) in this equation are still reciprocal, (C.9) forces all the relaxation parameters, \( \tau(i) \)'s, to be the same.

D Quasi-hydrodynamics equations from generating functional

Quasi-hydrodynamic equations given in (2.26), (2.27) and (2.28) can be phenomenologically used to describe the hydrodynamics in a metal in the presence of impurities [23, 40]. These phenomenological equations portray the non-conservation of energy momentum tensor \( T^{\mu\nu} \) and \( U(1) \) current \( J^\mu \). In this subsection we would like to discuss how when the relaxation time parameters are of the order of macroscopic scale of variations in the system, or in other words when \( \frac{1}{\tau} \sim \partial \), the quasi-hydrodynamic equations can be derived from a generating functional, however, with modified gauge and diff transformations.

To get the usual conservation equations the generating functional should satisfy

\[
W[A_\mu] = W[\tilde{A}_\mu] \quad \text{(D.1)}
\]
\[
W[g_{\mu\nu}] = W[\tilde{g}_{\mu\nu}] \quad \text{(D.2)}
\]

where

\[
\tilde{g}_{ab}(\tilde{x}) = g_{\mu\nu}(x) \frac{\partial \tilde{x}^\mu}{\partial x^a} \frac{\partial \tilde{x}^\nu}{\partial x^b} \quad \text{(D.3)}
\]
\[
\tilde{A}_\mu = A_\mu + \partial_\mu \lambda \quad \text{(D.4)}
\]

Let us now consider the following transformations

\[
g_{ab}(x) = \tilde{g}_{ab}(\tilde{x}) \left( \frac{\partial \tilde{x}^\mu}{\partial x^a} + \frac{\tilde{u}_a}{\tau}(\tilde{x}^\mu - x^\mu) \right) \left( \frac{\partial \tilde{x}^\nu}{\partial x^b} + \frac{\tilde{u}_b}{\tau}(\tilde{x}^\nu - x^\nu) \right) \quad \text{(D.5)}
\]
\[
A_\mu = \tilde{A}_\mu + (\partial_\mu + \frac{\tilde{u}_\mu}{\tau}) \lambda \quad \text{(D.6)}
\]

Applying a modified gauge transformation to the generating functional

\[
\delta W = \int d^4x \frac{\delta W}{\delta A_\mu} (\partial_\mu + \frac{\tilde{u}_\mu}{\tau}) \lambda = \int d^4x [-\partial_\mu J^\mu + \frac{\tilde{u}_\mu}{\tau} J^\mu] \lambda \quad \text{(D.7)}
\]
and demanding $\delta W = 0$, we immediately find
\[ \partial_\mu J^\mu = \frac{J^\mu \tilde{u}_\mu}{\tau}. \]  
(D.8)

Similarly, we can vary the generating functional by a modified diff transformation
\[ \delta W = \int d^4 x \delta g_{\mu\nu} \left[ \partial_\mu \xi_\nu + \tilde{u}_\mu \xi_\nu + \partial_\nu \xi_\mu + \frac{\tilde{u}_\mu}{\tau} \xi_\mu \right] \]
\[ = \int d^4 x \left[ -\partial_\mu T^{\mu\nu} + \tilde{u}_\mu T^{\mu\nu} \right] \xi_\nu + \left[ -\partial_\nu T^{\mu\nu} + \tilde{u}_\nu T^{\mu\nu} \right] \xi_\mu \]  
(D.9)

The invariance of the generating functional under such transformation then gives
\[ \partial_\mu T^{\mu 0} = \frac{T^{\mu 0} \tilde{u}_\mu}{\tau}, \]  
(D.10)
\[ \partial_\mu T^{\mu i} = \frac{T^{\mu i} \tilde{u}_\mu}{\tau}. \]  
(D.11)

We leave more investigation on the topic to a future work [33].

### E Extrinsic curvature

The extrinsic curvature is defined as $K_{\mu\nu} = -\frac{1}{2} (\nabla_\mu n_\nu + \nabla_\nu n_\mu) = \Gamma^\alpha_{\mu\nu} n_\alpha$ where $n_\mu$ is the unite outward normal vector to the boundary. The non-vanishing components of the extrinsic curvature on the boundary are as the following

\[ K_{00} = -\frac{1}{2} \sqrt{U(r)} \left( 2e^{2W(r)} C(r) C'(r) + 2e^{2W(r)} C''(r) C(r) - U'(r) \right), \]
\[ K_{30} = K_{03} = -\frac{1}{2} \sqrt{U(r)} e^{2W(r)} \left( C'(r) + 2C(r) W'(r) \right), \]
\[ K_{11} = K_{22} = -e^{2W(r)} \sqrt{U(r)} V'(r), \]
\[ K_{33} = -e^{2W(r)} \sqrt{U(r)} W'(r) \]  
(E.1)

and its trace is given by
\[ K = \gamma^{\mu\nu} K_{\mu\nu} = -\frac{1}{U(r)} K_{tt} + 2 \frac{C(r)}{U(r)} K_{zt} + 2e^{-2V(r)} K_{xx} = \left( \frac{C(r)^2}{U(r)} - e^{-2W(r)} \right) K_{zz}. \]  
(E.2)
Considering $A = Q^2 - 3Mr^2$, the on-shell values read

\[
K_{00} = \frac{\sqrt{U_0(r)}}{r^5} (r^4 U_0(r) - A - Mr^2) \\
+ \frac{B^2}{48 r^7} \left( \frac{9k^2Q^4}{r_+^3} + 8r^4 (3a_3 + 4 \log r) \right) + 4 \frac{A + Mr^2 - r^4 U_0(r)}{\sqrt{U_0(r)}} (2 + 3a_3 + 4 \log r) \tag{E.3}
\]

\[
K_{ii} = -r \sqrt{U_0(r)} \\
+ \frac{B^2}{270 r^7 \sqrt{U_0(r)}} \left( \frac{135}{2} r^6 a_3 + 90r^4 \left( U_0(r) \left( b + \log r \right) + r^2 \log r \right) - 15A - \frac{8k^2Q^2}{r_+^4} (A + 3r^6) \right) \tag{E.4}
\]

\[
K_{33} = -r \sqrt{U_0(r)} - \frac{B^2}{270 r^7 \sqrt{U_0(r)}} \frac{8k^2Q^2}{r_+^4} (A + 3r^6) \\
+ \frac{B^2}{270 r^7 \sqrt{U_0(r)}} \left( \frac{135}{2} r^6 a_3 - 30 \left( (A + 3r^4 U_0(r)) \log r + 6r^4 U_0(r)b \right) + 45r^4 \left( r^2 + 2U_0(r) \right) \right)
\]

\[
K_{03} = B kQ^2 \frac{\sqrt{U_0(r)}}{4r^3 r_+^4} \tag{E.4}
\]

\[
\mathcal{K} = -r^2 U_0(r) + M - 3r^4 \\
\frac{B^2}{60r^7(U_0(r))^2} \left( 5 (3a_3 + 4 \log r + 2) \left( Q^2 - 2Mr^2 \right) + 4U_0(r) \left( 5r^4 - \frac{3k^2Q^2U_0(r)}{r_+^4} \right) \right) \tag{E.5}
\]
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