On the Information Loss of the Max-Log Approximation in BICM Systems

Mikhail Ivanov, Christian Häger, Fredrik Brännström, Alexandre Graell i Amat, Alex Alvarado, and Erik Agrell

Abstract—We present a comprehensive study of the information rate loss of the max-log approximation for M-ary pulse-amplitude modulation (PAM) in a bit-interleaved coded modulation (BICM) system. It is widely assumed that the calculation of L-values using the max-log approximation leads to an information loss. We prove that this assumption is correct for all M-PAM constellations and labelings with the exception of a symmetric 4-PAM constellation labeled with a Gray code. We also show that for max-log L-values, the BICM generalized mutual information (GMI), which is an achievable rate for a standard BICM decoder, is too pessimistic. In particular, it is proved that the so-called “harmonized” GMI, which can be seen as the sum of bit-level GMIs, is achievable without any modifications to the decoder. We then study how bit-level channel symmetrization and mixing affect the mutual information (MI) and the GMI for max-log L-values. Our results show that these operations, which are often used when analyzing BICM systems, preserve the GMI. However, this is not necessarily the case when the MI is considered. Necessary and sufficient conditions under which these operations preserve the MI are provided.
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I. INTRODUCTION

Bit-interleaved coded modulation (BICM) [1]–[3] is a pragmatic approach to achieve high spectral efficiency with binary error-correcting codes. Because of its inherent simplicity and flexibility, as well as good performance, it is implemented in many practical wireless communication systems [4]–[8].

A central part of a BICM system is the demapper, which computes soft information about the coded bits in the form of so-called L-values. Ideally, L-values correspond to log-likelihood ratios, in which case we refer to them as exact L-values due to complexity reasons. A common approximation is to replace the log-sum operation in the log-likelihood ratio computation with a max-log operation. This approximation can be motivated by the fact that at high signal-to-noise ratio (SNR), exact and approximate max-log L-values are almost identical.

In this paper, we analyze achievable rates of BICM for nonbinary pulse-amplitude modulation (PAM) constellations over the additive white Gaussian noise (AWGN) channel, paying special attention to max-log L-values. Traditionally, achievable rates for BICM systems are analyzed for exact L-values under the assumption of an ideal interleaver [7], which results in the BICM mutual information (MI) (i.e., the sum of m bit-level MIs), often referred to as the BICM capacity. In [8], it was proposed to analyze BICM from a mismatched decoding perspective, showing that the maximum achievable rate for a BICM system is lowerbounded by the BICM generalized mutual information (GMI), without invoking any interleaver assumption. For exact L-values, the BICM GMI coincides with the BICM MI [8].

When max-log L-values are considered, most of the previous work concentrates on the correction of the “suboptimal” L-values in order to either maximize the BICM GMI [9], [10] or minimize the error probability [11]. To the best of our knowledge, a rigorous comparison of achievable rates in terms of the BICM MI and the BICM GMI for max-log L-values has not yet been carried out. Despite this fact, it seems to be a common belief in the literature that the calculation of max-log L-values is inherently an information lossy operation. As an example, when discussing the MI between the transmitted information symbol and the vector of max-log L-values at the output of the demapper, [12, p. 137] concludes that “the approximation clearly constitutes a lossy procedure and entails an inferior BICM capacity”. Similar implicit assumptions are made in [13] and [14]. We prove that this conclusion is not always true. In particular, we prove that for symmetric 4-PAM constellations labeled with the binary reflected Gray code (BRGC), no information loss occurs when comparing exact and max-log L-values, i.e., the BICM MI is the same in both cases. We also prove that for all other combinations of PAM constellations and labelings, the max-log approximation indeed induces an information loss.

We then study the BICM GMI for max-log L-values. In particular, the so-called “harmonized” GMI was introduced in [10] as an achievable rate for a modified BICM decoder that applies scaling factors to the L-values. In this paper, we argue that the L-value scaling is in fact unnecessary, and the harmonized GMI (which can be seen as the sum of m bit-level GMIs) is achievable without any modifications to the decoder. Finally, we analyze two common processing techniques which are often used in the theoretical analysis of BICM systems: bit-level channel symmetrization and channel mixing. The results show that these operations do not affect the BICM GMI but can reduce the BICM MI.
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The results presented in this paper can be easily generalized to multi-dimensional product constellations of $M$-PAM of not necessarily the same size labeled with a product labeling [15, Sec. X].

A. Notation

Throughout the paper, boldface letters $\mathbf{x}$ denote row vectors, blackboard letters $\mathbb{X}$ denote matrices, and capital letters $X$ denote random variables (RVs). $1_n$ and $0_n$ denote all-one and all-zero vectors of length $n$, respectively. Calligraphic letters $\mathcal{X}$ denote sets, where $\mathbb{R}$ stands for the set of real numbers and $\mathbb{N}$ for the set of natural numbers. For $n \in \mathbb{N}$, we define $[n] = \{1, 2, \ldots, n\}$. We define $\mathcal{B} = \{0, 1\}$. If $b \in \mathcal{B}$, then $\bar{b} = (-1)^{b+1} \in \{-1, +1\}$ and $\bar{b} = 1 - b$. $\mathbb{E}\{ \cdot \}$ denotes expectation and $\Pr\{ \cdot \}$ represents probability. The probability density function (PDF) of a continuous RV $Y$ is denoted by $f_Y(\cdot)$ and the conditional PDF by $f_{Y|X}(\cdot|\cdot)$. The probability mass function (PMF) of a discrete RV $X$ is denoted by $p_X(\cdot)$.

II. SYSTEM MODEL

A block diagram of the considered system model, which we discuss in the following, is shown in Fig. 1.

A. Modulator

A modulus $\Phi$ is fed with $m$ bits $B_j$, $j \in [m]$, and maps them to one of $M = 2^m$ possible constellation points. We consider one-dimensional PAM constellations denoted by $S = \{a_1, \ldots, a_M\}$, where $a_1 < \cdots < a_M$. We say that the constellation is symmetric (around $y_0$) if $a_k = -a_{M-k+1} + 2y_0$ for $k \in [M]$ and some $y_0 \in \mathbb{R}$, and we say that the constellation is equally spaced if $a_{k+1} - a_k$ is independent of $k$. The bits are assumed to be independent and distributed according to $p_{B_j}(u) = 1/2$, $\forall j$ and $u \in \mathcal{B}$. Thus, the symbols are equiprobable, i.e., $p_X(a_k) = 1/M$, $\forall k \in [M]$. The constellation is assumed to be normalized to unit average energy $E\{X^2\} = (1/M) \sum_{k=1}^M a_k^2 = 1$.

The mapping $\{0, 1\}^m \to S$ performed by the modulator is assumed to be one-to-one and is defined by a binary labeling. The binary labeling is specified by an $m \times M$ binary matrix $L$, where the $k$th column of $L$ is the binary label of the constellation point $a_k$. Furthermore, we define $S_{j,u} = \{a_k \in S : L_{j,k} = u, \forall k \in [M]\}$ as the sub constellation consisting of all points labeled with the bit $u$ in the $j$th bit position. Certain quantities, such as the $L$-values we define below, depend only on the subconstellations $S_{j,0}$ and $S_{j,1}$, i.e., they depend only on the $j$th row in $L$. We refer to the $j$th row of $L$ as a bit pattern, or simply pattern, which was shown in [16] to be a useful tool for analyzing binary labelings. A pattern is defined as a vector $p_j = [p_1, \ldots, p_M] \in \mathbb{B}^M$ with Hamming weight $M/2$. A labeling $L$ can then be represented by $M$ different patterns, each corresponding to one row of $L$. We define two trivial operations that can be applied to a pattern. A reflection of $p$ is defined as $p' = \text{refl}(p)$ with $p'_k = p_{M+1-k}$. An inversion of $p$ is defined as $p' = \text{inv}(p)$ with $p'_k = \bar{p}_k$. We say that a pattern is symmetric if $p = \text{refl}(p)$. A pattern $p'$ that is related to another pattern $p$ via inversions and/or reflections is said to be equivalent to $p$. Analogously, labelings related to trivial operations (i.e., row permutations, inversion, and/or reflection of all patterns in the labeling) are said to be equivalent [15, Definition 6b]. For example, there exist eight labelings that are equivalent to the BRGC for 4-PAM shown in Fig. 2(a). For symmetric labelings, equivalent patterns and labelings behave similarly, e.g., they give the same uncoded bit error rate (BER) and achievable rates.

Most of the numerical examples are presented for an equally spaced 4-PAM constellation, shown in Fig. 2(a)–(b), together with the two labelings

$$L_1 = \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0 \end{bmatrix}, \quad L_2 = \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \end{bmatrix}$$

which are often referred to as the BRGC and the natural binary code (NBC) or set-partitioning labeling [17], respectively. An example of an equally spaced 8-PAM constellation labeled with the BRGC is shown in Fig. 2(c).

B. AWGN Channel

The constellation points are assumed to be transmitted over the discrete-time memoryless AWGN channel with output $Y = X + Z$, where the noise $Z$ is a zero-mean Gaussian RV with variance $E\{Z^2\} = N_0/2$. The conditional PDF of the channel output given the channel input is

$$f_{Y|X}(y|x) = \frac{1}{\sqrt{2\pi\rho}} e^{-\rho(y-x)^2}$$

where $\rho = 1/N_0$ is the average SNR.

C. Demappers and $L$-values

Two demappers $\Phi^{-1}$ are considered at the receiver. The first one calculates exact $L$-values as the log-likelihood ratios

$$l_{j}^{\text{ex}}(y) = \log \frac{f_{Y|B_j}(y|1)}{f_{Y|B_j}(y|0)} = \log \frac{\sum_{x \in S_{j,1}} e^{-\rho(y-x)^2}}{\sum_{x \in S_{j,0}} e^{-\rho(y-x)^2}}$$

Fig. 2: Examples of equally spaced PAM constellations with different binary labelings.
The second demapper calculates max-log L-values using the max-log approximation as
\[
l_{m,j}(y) = \rho \left( \min_{x \in S_{0,j}} (y - x)^2 - \min_{x \in S_{1,j}} (y - x)^2 \right).
\] (4)

The observation \( Y \) is an RV and thus, so are the L-values. To simplify the notation, we use \( l_{m,0} = l_{m}^{ex}(Y) \) when discussing exact L-values and \( L_j = L^{ml}_j \) when discussing max-log L-values. We further define the vector \( L = [L_1, \ldots, L_m] \) and write \( L^{ex} \) and \( L^{ml} \) when discussing exact and max-log L-values, respectively.

In Fig. 3 we show an example of the exact and max-log L-values for the 4-PAM constellation and labelings shown in Fig. 4(a) and (b) and two different values of \( \rho \). As shown in Fig. 3, the max-log L-value is a piecewise linear function of the observation, which simply scales with SNR, whereas the dependency of the exact L-value on the SNR is nonlinear. However, when the SNR increases, one can show that the exact L-value approaches the max-log L-value, in the sense that \( \lim_{\rho \to \infty} l_{m,j}^{ex}(y)/\rho = l_{m,j}^{ml}(y)/\rho \forall y \in \mathbb{R} \), where \( l_{m,j}^{ex}(y)/\rho \) is independent of \( \rho \) (see (4)).

From Fig. 3 one can observe that the exact L-value for the second bit position of the BRGC (and also the max-log L-value) is an even function assuming an equally spaced 4-PAM constellation. More generally, we have the following result, which will be used later on.

**Lemma 1.** The exact L-value \( l^{ex}(y) \) is symmetric with respect to \( y_0 \), i.e., \( l^{ex}(y_0 + y) = l^{ex}(y_0 - y) \) for \( y \in \mathbb{R} \), if and only if the constellation is symmetric around \( y_0 \) and the pattern corresponding to the \( j \)th bit position satisfies \( p = \text{refl}(p) \).

**Proof:** The proof is given in Appendix A. □

**Remark 1.** Since the exact L-value \( l^{ex}(y) \) is not a periodic function, the symmetry point is unique, i.e., there cannot exist two distinct \( y_0, y'_0 \in \mathbb{R} \) such that both \( l^{ex}(y + y_0) = l^{ex}(y + y'_0) \) for \( y \in \mathbb{R} \), if and only if the constellation is symmetric around \( y_0 \) and the pattern corresponding to the \( j \)th bit position satisfies \( p = \text{refl}(p) \).

**Remark 2.** It can be shown that Lemma 1 holds without change also for the max-log L-value.

**D. Coding Scheme**

We consider a coding scheme where an information message is mapped to a codeword \( x = [x_1, \ldots, x_N] \), \( x_i \in S \) for \( i \in [N] \), and \( N \) corresponds to the number of (AWGN) channel uses. The set of all possible codewords \( x \) is a nonbinary code of length \( N \). As the mapping \( \Phi \) is one-to-one, an alternative binary code \( C \) of length \( mN \) can be constructed.

At the transmitter, a binary codeword \( b \in C \) is selected and at the receiver a length-\( mN \) vector of L-values \( l \) is calculated. With a slight abuse of notation, we write \( b_{j,i} \) and \( l_{j,i} \) to denote the \( j \)th input bit to the modulator and the \( j \)th L-value from the demapper in the \( i \)th channel use, respectively. In the length-\( mN \) vector \( b \) (and similarly for \( l \)) \( b_{j,i} \) corresponds to the entry \( b_{N(j-1)+i} \). This way, all input bits that correspond to a particular bit position appear consecutively in \( b \), i.e., \( b = [b_{j,1}, b_{j,2}, \ldots, b_{j,N}, b_{j+1,1}, \ldots] \).

The standard BICM decoder we consider in this paper is defined as \( \hat{b} = \arg \max_{b \in C} \sum_{i=1}^{N} \sum_{j=1}^{m} b_{j,i} l_{j,i} \) (5)
i.e., the decoder finds the codeword that maximizes the correlation with the vector of the observed L-values. The codeword error probability is defined as \( p_e = \Pr(\hat{B} \neq B) \).

To simplify the notation, one of the indices \( i, j \) may be omitted depending on the discussed context. To avoid ambiguity, in the rest of the paper, the following convention applies: the index \( j \in [m] \) is used to indicate the bit position and the index \( i \in [N] \) is used to indicate the time instant.

**III. BIT-LEVEL ANALYSIS**

When analyzing achievable rates of BICM, it is common to proceed with a parallel independent channel model and assume that there exist \( m \) independent bit channels from \( B_j \) to \( L_j \). This assumption is typically motivated by the insertion of the so-called “ideal interleaver” [7, Sec. II-B]. In this paper, we use a different approach which does not rely on any interleaver or independence assumption between bit channels. We reduce the \( m \)-input \( m \)-output channel in Fig. 1 to a channel with only one binary input and one continuous output. This can be done by specifying a behavioral model for the other, unused bit positions. To that end, consider the hypothetical scenario where we are only interested in transmitting data from \( B_j \) to \( L_j \). To do so, we may feed the modulator at all other bit positions \( j' \neq j \) with independent uniformly distributed (i.u.d.) bits. If the i.u.d. condition is not satisfied, the symbols are not equiprobable and the system model assumptions in Section II-A are violated. At the receiver side, we discard all L-values except the one of interest. This
is conceptually shown in Fig. 4 for \( j = 1 \) leading to a binary-input, continuous-output channel from \( B_1 \) to \( L_1 \).

Since the results in this section are not dependent on any particular \( j \), the bit-level index \( j \) is dropped. Definitions and equations that hold for both exact and max-log L-values will be stated with the generic placeholder variable \( L \). As an example, the generic bit-level channel in Fig. 4 is denoted by \( f_{L|B}(\cdot | \cdot) \). For exact L-values, the channel is then denoted by \( f_{L|B}(\cdot | \cdot) \). Note that this conditional PDF is hard to calculate in general [2] Ch. 4). For max-log L-values, the channel is denoted by \( f_{L|B}(\cdot | \cdot) \). This conditional PDF is relatively easy to obtain due to the special form of (4) and corresponds to a summation of piecewise Gaussian functions (see [13] and references therein).

### A. Bit-Level Coding Scheme

The coding scheme for the bit-level channel in Fig. 4 is obtained from the one described in Section II-D by simply omitting irrelevant bit positions. Let \( C \subset B^N \) denote a binary code of length \( N \) and rate \( R = \log_2(|C|)/N \). The decoder in (4) then reduces to

\[
\hat{b} = \arg \max_{b \in C} \sum_{i=1}^{N} b_i l_i
\]

where the \( l_i \) are either exact or max-log L-values.

### B. Achievable Rates

1) **Generalized Mutual Information:** The maximum achievable rate for the decoder in (6) is lowerbounded by [19] eq. (25) (see also [10] eq. (18))

\[
\text{GMI}_L = 1 - \inf_{s \geq 0} \{ \frac{1}{N} \log_2 \left( 1 + e^{-s B \log_2 L} \right) \}
\]

which was originally introduced in [20] for discrete memoryless channels. We refer to this quantity as the bit-level GMI or simply GMI. The GMI has the following operational meaning. There exists a binary code \( C \) with rate arbitrarily close to \( \text{GMI}_L \) that can achieve reliable communication (i.e., \( p_e < \varepsilon \) for \( \varepsilon \) as small as desired) as \( N \to \infty \) over the channel from \( B \) to \( L \) assuming the decoder in (6). The codewords of such a code \( C \) are composed of i.u.d. bits [19] and such codes are called i.u.d. codes.

2) **Mutual Information:** Lifting the decoder assumption, the largest achievable rate for the channel in Fig. 4 is given by the MI between \( B \) and \( L \) defined as [21] p. 251

\[
\text{MI}_L = I(B; L) = \mathbb{E}\left\{ \log_2 \left( \frac{f_{L|B}(L|B)}{f_{L}(L)} \right) \right\}
\]

(8)

The MI has a similar operational meaning as the GMI, but does not make any restrictions regarding the decoder structure. In particular, for the channel from \( B \) to \( L \), there exists a binary code \( C \) with rate arbitrarily close to \( \text{MI}_L \) that can achieve reliable communication as \( N \to \infty \). Furthermore, the MI is

1To obtain (7) from [19] eq. (25), the decoding metric in [19] is chosen as \( d(B, L) = -BL \) together with \( a(B) = 0 \), where the minus sign comes from the fact that the metric in [19] is minimized, whereas it is maximized in (4).

C. **L-values**

1) **Exact L-values:** For exact L-values, the decoder (6) corresponds to the maximum-likelihood decoder for the channel \( f_{L|B}(\cdot | \cdot) \). This explains that for exact L-values, the GMI is equivalent to the MI. In fact, the MI for exact L-values can alternatively be written as

\[
\text{MI}_L^e = I(B; L^e) = I(B; Y) = \text{GMI}_L^e
\]

(9)

and the infimum in (7) is achieved for \( s = 1 \), as shown in [8] Cor. 1.

2) **Max-Log L-values:** For max-log L-values, the MI is given by

\[
\text{MI}^m_L = I(B; L^m).
\]

(10)

Unlike for exact L-values, \( \text{MI}^m_L \geq \text{GMI}_L^m \). This is because max-log L-values are not true log-likelihood ratios for the channel \( f_{L|B}(\cdot | \cdot) \) and hence, the decoder in (6) does not correspond to a maximum-likelihood decoder. However, applying different functions to \( L^m \) may increase the corresponding GMI, which is in sharp contrast to the MI and the data processing inequality [21] Th. 2.8.1]. In [9] Th. 1] (see also [3, Th. 7.5]), it is shown that \( \text{GMI}_L^m = \text{GMI}_{y(L^m)} \) for

\[
g(l) = \log \left( \frac{f_{L|B}(l|1)}{f_{L|B}(l|0)} \right)
\]

(11)

The intuitive interpretation is that the processing in (11) matches the metrics to the decoder (6), and hence, makes the decoder a maximum-likelihood decoder.

We can compare the discussed achievable rates in the form of the following chain of inequalities

\[
\text{GMI}_L^e = \text{MI}_L^e \geq \text{MI}_L^m = \text{GMI}_{y(L^m)} \geq \text{GMI}_L^m
\]

(12)

where inequality (a) follows from the data processing inequality. As mentioned in Section II, it is commonly assumed that inequality (a) is strict. In the next section, we show that this inequality is in fact an equality in some cases.

### D. Lossless Max-Log Approximation

We start with the following lemma.

**Lemma 2.** For any one-dimensional constellation and any pattern, \( \text{MI}_L^m = \text{MI}_L^m \) if and only if there exists a function \( f(\cdot) \) such that \( L^m = f(L^m) \).

**Proof:** The “if” part follows from the data processing inequality. The “only if” follows from the fact that exact L-values form a minimal sufficient statistic for guessing \( B \) based on \( Y \). A minimal sufficient statistic is a function of every other sufficient statistic. In particular, assume \( L^m(y) = L^m(y') \) for two channel observations \( y \) and \( y' \). If \( \text{MI}_L^m = \text{MI}_L^m \) (and hence max-log L-values also form a sufficient statistic), it follows from Fisher’s factorization theorem [22] Ch. 22.3. that \( f_{Y|B}(y|b)/f_{Y|B}(y'|b) \) is independent of \( b \), which implies
$l^e(y) = l^e(y')$. Thus, there has to exist a function $f(\cdot)$ such that $L^e = f(L^m)$.

Based on this lemma, we have the following theorem.

**Theorem 1.** For one-dimensional $M$-PAM constellations, there exist only two cases for which the max-log approximation is information lossless, i.e., $MI_{L^e} = MI_{L^m}$. Either the pattern is equivalent to $p_1 = \{0,M/2,1,M/2\}$, in which case the constellation can be arbitrary, or the pattern is equivalent to $p_{1\Pi} = \{0,M/4,1,M/2,0,M/4\}$ and the constellation is symmetric.

**Proof:** The proof is given in Appendix [B].

In practice, Theorem 1 implies that, for the two lossless cases, “full” information can be extracted from max-log $L$-values if proper processing is applied, i.e., in the form of the correction function (11). In addition to the patterns in Theorem 1, we denote the pattern $p = \{0,1,0,1,\ldots,0,1\}$ by $p_{1\Pi}$. As an example, for 4-PAM, there exist only three patterns that are not equivalent, i.e., $p_1 = \{0,0,1,1\}$, $p_{1\Pi} = \{0,1,1,0\}$, and $p_{1\Pi} = \{0,1,0,1\}$. For a symmetric 4-PAM constellation, the first two patterns are lossless according to Theorem 1 and they correspond to the first and the second bit position in the BRGC, respectively. For the NBC, the first and second bit positions correspond to the patterns $p_1$ and $p_{1\Pi}$, respectively (see Fig. 2). From Theorem 1, the first bit position is again information lossless (even if the constellation is not symmetric) while the second one is not. In fact, we immediately have the following corollary.

**Corollary 1.** Among all possible combinations of one-dimensional $M$-PAM constellations and labelings, a symmetric 4-PAM constellation with the BRGC (or any equivalent labeling) is the only case where all bit positions are information lossless.

**Proof:** It is easy to show that $p_1$ and $p_{1\Pi}$ or their equivalent patterns cannot be used twice in a labeling. This means that any labeling with more than two bit positions will contain a bit pattern for which the max-log approximation causes an information loss.

It is interesting to look at the function (11) and compare it with the curve obtained by plotting $l^e$ versus $l^m$, as shown in Fig. 5 for the three non-equivalent patterns $p_1$ (red), $p_{1\Pi}$ (green), and $p_{1\Pi}$ (blue). In general, for the lossless patterns, this function coincides with the curve $l^e$ versus $l^m$ and for lossy patterns it does not. The information loss then comes from the region where $g(\cdot)$ cannot recover the exact L-value.

**IV. BICM Analysis**

In this section, we return from the bit-level viewpoint to the original $m$-input $m$-output channel shown in Fig. 1.

**A. BICM Mutual Information**

The BICM MI is defined as

$$MI_{L^e} = \sum_{j=1}^{m}MI_{L^j} = \sum_{j=1}^{m}I(B_j;L_j)$$

i.e., the sum of $m$ bit-level MIs, for both exact (cf. [7] eq. (15)) and max-log $L$-values. Under the parallel independent channel model assumption [7], it is the maximum achievable rate for exact $L$-values with the standard BICM decoder (5). However, in the case of the model in Fig. 1 its operational meaning as an upper bound on the achievable rate is unclear. Using the mismatched decoding framework, it was shown to be an achievable rate for the standard BICM decoder [8, Sec. III]. It is also achievable for max-log $L$-values, provided that the ideal correction function $g(\cdot)$ is applied for each bit level before decoding via (5).

**B. BICM Generalized Mutual Information**

The BICM GMI for i.u.d. input bits can be written as [8, eq. (62)]

$$GMI_{L^e} = m - \inf_{s \geq 0} \sum_{j=1}^{m} E \left\{ \log_2 \left( 1 + e^{-sL_j} \right) \right\}$$

and was shown to be an achievable rate for the decoder in [5] [8, Sec. III]. For exact $L$-values, similarly to the bit-level GMI in [7] (see also [9]), the value $s = 1$ maximizes the BICM GMI in (14). In that case, the BICM GMI can be written as a sum of bit-level GMIs. This, however, does not hold for max-log $L$-values.

It has recently been shown in [10] that the so-called “harmonized” GMI defined as [10] eqs. (18), (21)]

$$GMI_{L^e}^{harm} = \sum_{j=1}^{m} GMI_{L^j}$$

is achievable when max-log $L$-values are used and different linear corrections are applied to $L$-values at different bit levels. Note that, unlike the BICM GMI, the harmonized GMI in (15) corresponds to the sum of $m$ bit-level GMIs for both exact and max-log $L$-values. We show in the following theorem that the harmonized GMI is achievable by the standard BICM decoder without the assumption of any L-value correction.
Theorem 2. For any one-dimensional constellation and any labeling, the rate $\text{GMI}\_{\text{bicm}}$ in (15) is achievable by the standard BICM decoder [5].

Proof: The proof is given in Appendix C.

Remark 3. The BICM GMI (14) is the largest rate for which the average error probability, averaged over all messages and i.i.d. codes, vanishes. On the other hand, the proof of Theorem 2 relies on codes that are constructed as the Cartesian product of $m$ i.i.d. codes and, hence, the overall code is not i.i.d. The fact that rates larger than those given by the GMI can be achieved with non-i.i.d. codes and mismatched decoders has also been observed in [23].

C. Inequalities

To clarify the difference between the achievable rates for exact and max-log L-values discussed in this section, we give a short summary in the form of the following inequalities. For exact L-values, all studied quantities are the same and we have

$$\text{MI}\_{\text{bicm}} = \text{GMI}\_{\text{bicm}} = \text{GMI}\_{\text{bicm}}$$

which is the rate that is achievable by the standard BICM decoder.

The value in (16) is an upper bound on the corresponding quantities for max-log L-values, i.e.,

$$\text{MI}\_{\text{bicm}} \geq \text{MI}\_{\text{bicm}} \geq \text{GMI}\_{\text{bicm}} \geq \text{GMI}\_{\text{bicm}}.$$  (17)

As previously mentioned, the second quantity is an achievable rate if the function (11) is applied to the max-log L-values from the $m$ different bit positions before passing them to the decoder (5). The third quantity is a rate achievable by the standard BICM decoder [5] without any L-value correction. The last quantity corresponds to the BICM GMI as defined in [8] eq. (59) for max-log L-values. As shown in Corollary 1 for one-dimensional constellations the first inequality is an equality only for a symmetric 4-PAM constellation labeled with a binary labeling equivalent to the BRGC.

V. L-VALUE PROCESSING

A. Symmetrization

In this subsection, we study how bit-level channel symmetrization affects the GMI and the MI for exact and max-log L-values. Bit-level symmetrization can be motivated as follows. A binary input channel $f_{L|B}(\cdot | \cdot)$ is said to be output-symmetric if

$$f_{L|B}(l|b) = f_{L|B}(-l|\bar{b}).$$  (18)

For some patterns, for instance for $p = [0, 1, 1, 0]$, the channel is not output-symmetric (neither for exact nor max-log L-values), which complicates the analysis of BICM systems in certain cases. For example, one cannot assume the transmission of the all-zero codeword when studying the error probability $p_e$ of a linear code over such a channel.

To enforce an output symmetric channel, it was proposed in [7] to use a randomly complemented labeling. In [24], a similar symmetrization technique was realized by the use of random independent identically distributed (i.i.d.) bit adapters. $S$ is assumed to be known by both the transmitter and receiver and added to $B$ modulo 2 at the transmitter.

The value in (16) is an upper bound on the corresponding quantities for max-log L-values, i.e.,

$$\text{MI}\_{\text{bicm}} \geq \text{MI}\_{\text{bicm}} \geq \text{GMI}\_{\text{bicm}} \geq \text{GMI}\_{\text{bicm}}.$$  (17)

As previously mentioned, the second quantity is an achievable rate if the function (11) is applied to the max-log L-values from the $m$ different bit positions before passing them to the decoder (5). The third quantity is a rate achievable by the standard BICM decoder [5] without any L-value correction. The last quantity corresponds to the BICM GMI as defined in [8] eq. (59) for max-log L-values. As shown in Corollary 1 for one-dimensional constellations the first inequality is an equality only for a symmetric 4-PAM constellation labeled with a binary labeling equivalent to the BRGC.

In [24] Th. 2, it was shown that the MI is unchanged by the symmetrization if exact L-values are used. Somewhat surprisingly, the effect of this operation on the MI and the GMI for max-log L-values has not been studied in the literature. In the following, we show that the GMI is not affected by the symmetrization, while the MI is reduced for max-log L-values.

Theorem 3. For any one-dimensional constellation and any pattern, the bit-level channel symmetrization does not change the GMI in [7], i.e., $\text{GMI}_L = \text{GMI}_L$.

Proof: Let $h(x) = \log_2(1 + e^{-x})$. The expectation in (7) with respect to $\hat{L}$ can then be written as

$$E \{ h(s\hat{B}\hat{L}) \} = \frac{1}{2} \sum_{b \in B} \int_{-\infty}^{\infty} f_{L|B}(l|b) h(sbl) \, dl$$

(20)

$$= \frac{1}{2} \sum_{b \in B} \int_{-\infty}^{\infty} (f_{L|B}(l|b) + f_{L|B}(-l|\bar{b})) h(sbl) \, dl$$

(21)

$\text{[24]} \frac{1}{4} \sum_{b \in B} \int_{-\infty}^{\infty} (f_{L|B}(l|b) + f_{L|B}(-l|\bar{b})) h(sbl) \, dl$  (22)

$$= \frac{1}{2} \sum_{b \in B} \int_{-\infty}^{\infty} f_{L|B}(l|b) h(sbl) \, dl$$

(23)

$$= E \{ h(sBL) \}.$$  (24)

$\text{[24]}$ The considered system model is equivalent to the one in Section III if $S$ is known to the decoder.
Intuitively, this result can be explained by the fact that the decoder \( \{b\} \) does not exploit the information about the asymmetry of the L-values even if it is available.

The effect of the channel symmetrization on the mutual information is described in the following corollary.

**Corollary 2.** For any one-dimensional constellation and any pattern, the bit-level channel symmetrization does not change the MI, i.e., \( \text{MI}_{L^{\text{sym}}} = \text{MI}_{L^{\text{inf}}} \). Furthermore, we have \( \text{MI}_{L^{\text{sym}}} \leq \text{MI}_{L^{\text{inf}}} \) with equality if and only if the correction function in \( \{1\} \) is odd, i.e., \( g(l) = -g(-l) \).

**Proof:** The corollary follows from Theorem 5 in Appendix D. Indeed, the scrambler \( S \) can be thought of as a switch between the two different channel laws \( W_0(l|b) = f_{L,B}(l|b) \) for \( S = 0 \) and \( W_1(l|b) = f_{L,B}(l|\tilde{b}) \) for \( S = 1 \), see Fig. 7. Observe that we have \( \text{MI}_{L} = I(B;L) = I(\tilde{B};L|S) \geq I(\tilde{B};L) = \text{MI}_{\tilde{L}} \). The necessary and sufficient condition for equality according to Theorem 5 is \( g_0(l) = g_1(l) \), where \( g_j(l) \) is defined in \( \{5\} \). This condition can be written as \( g_0(l) = -g_0(-l) \) since

\[
g_1(l) = \log \frac{W_1(l|b)}{W_1(l|\tilde{b})} = -\log \frac{f_{L,B}(l|b)}{f_{L,B}(l|\tilde{b})} = -g_0(-l) (25)
\]

where \((a)\) follows from \( W_1(l|b) = f_{L,B}(l|\tilde{b}) \) and \((b)\) follows from \( W_0(l|b) = f_{L,B}(l|b) \). For exact L-values, we always have \( g_0(l) = l \) \( \{5\} \) Th. 3.10] which implies that \( \text{MI}_{L^{\text{sym}}} = \text{MI}_{L^{\text{inf}}} \).

**Remark 4.** As mentioned above, the result that \( \text{MI}_{L^{\text{sym}}} = \text{MI}_{L^{\text{inf}}} \) was already proved in \( \{24\} \) Th. 2. It also follows directly from Theorem 4 using the equivalence of the GMI and the MI for exact L-values in \( \{4\} \).

Observe that for exact L-values, we always have \( \text{MI}_{L^{\text{sym}}} = \text{MI}_{L^{\text{inf}}} \) regardless of whether the channel \( f_{L^{\text{sym}}}(\cdot|\cdot) \) is output-symmetric or not. Obviously, for max-log L-values with an output-symmetric conditional PDF \( f_{L^{\text{sym}}}(\cdot|\cdot) \) we have \( \text{MI}_{L^{\text{sym}}} = \text{MI}_{L^{\text{inf}}} \), since \( g(l) = -g(-l) \). The numerical results presented in Section V suggest that if \( f_{L^{\text{sym}}}(\cdot|\cdot) \) is not output-symmetric, the correction function does not satisfy \( g(l) = -g(-l) \), and hence, the inequality is strict. However, a proof for this observation does not seem to be straightforward.

The rate loss for symmetrized max-log L-values can be interpreted in the following way. In order to achieve \( \text{MI}_{L^{\text{sym}}} \), the correction function \( g(\cdot) \) needs to be applied to the L-values prior to decoding \( \{4\} \). Hence, the information about the asymmetry of the L-values is exploited by means of \( g(\cdot) \). This information is lost after the symmetrization unless \( g(l) = -g(-l) \), which causes the decrease of the mutual information.

From this analysis and Theorem 1 we conclude that the losses observed in \( \{13\} \) Fig. 4 and \( \{14\} \) Fig. 2 come partly from the L-value symmetrization for constellations larger than 16-ary quadrature amplitude modulation (QAM), whereas the loss for 16-QAM is solely due to the symmetrization and not due to the max-log approximation. This is in contrast to the discussion included in \( \{13\}, \{14\} \), where the loss is attributed solely to the max-log approximation.

**B. Channel Mixing**

Channel mixing is another popular operation that is often assumed in order to simplify the analysis of BICM systems \( \{25\} \). Channel mixing can be visualized in Fig. 8, where in addition to the \( m \)-input \( m \)-output channel, an interleaver \( \pi \) and a deinterleaver \( \pi^{-1} \) are introduced. The interleaver randomly and uniformly assigns the input bits to the channel inputs and the deinterleaver performs the reverse operation. Similarly to the previous section, the random assignments of the bits are known to the transmitter and the receiver. However, they are unknown to the encoder and decoder. For mixed channels, the \( m \) L-values \( L_1, \ldots, L_m \) from different bit positions have the same distribution and hence can be treated equally, where the PDF for all \( j \in [m] \) is given by

\[
f_{L,j}(l|b) = \frac{1}{m} \sum_{j=1}^{m} f_{L,j}(l|b).
\]

It is often said that channel mixing does not increase the BICM MI, cf. \( \{25\} \) Th. 2, which is obvious from the data processing inequality. In the following, we show that channel mixing does not reduce the BICM GMI either. As in the case of the bit-level symmetrization, the effect on the BICM MI depends on whether exact or max-log L-values are used.

**Theorem 4.** For any one-dimensional constellation and any labeling, channel mixing does not affect the BICM GMI. In fact, we have

\[
\text{GMI}^{\text{bicm}}_L = \text{GMI}^{\text{bicm}}_{L^{\text{sym}}} = \text{GMI}^{\text{bicm}}_{L^{\text{inf}}}.
\]

**Proof:** Using the definition of the harmonized GMI in \( \{15\} \) and the fact that the mixed L-values all have the same distribution we can write

\[
\text{GMI}^{\text{bicm}}_L = m - \inf_{s_j > 0} \sum_{j=1}^{m} E \left\{ \log \left( 1 + e^{-s_j L_j} \right) \right\}
\]

\[
= m - \inf_{s_j > 0} \sum_{j=1}^{m} E \left\{ \log \left( 1 + e^{-s_1 L_j} \right) \right\}.
\]
\[ m - \inf_{s_1 > 0} \frac{m}{2} \sum_{b \in B} \int_{-\infty}^{\infty} f_{L,1}(l|b) \log \left( 1 + e^{-s_1 b} \right) \, dl \]

\[ = m - \inf_{s_1 > 0} \frac{1}{2} \sum_{b \in B} \sum_{j=1}^{m} f_{L,j}(l|b) \log \left( 1 + e^{-s_1 b} \right) \, dl \]

\[ = m - \inf_{s_1 > 0} \frac{1}{2} \sum_{b \in B} \sum_{j=1}^{m} \int_{-\infty}^{\infty} f_{L,j}(l|b) \log \left( 1 + e^{-s_1 b} \right) \, dl \]

\[ = m - \inf_{s_1 > 0} \sum_{j=1}^{m} \mathbb{E} \left\{ \log \left( 1 + e^{-s_1 b_{j,L,j}} \right) \right\} \quad (29) \]

where (25) proves the first equality in (27) and (29) proves the second equality.

Although channel mixing does not affect the BICM GMI, it reduces the harmonized GMI for max-log L-values, i.e., \( \text{GMI}_{\text{bicm}}^{\text{harm}} \leq \text{GMI}_{\text{bicm}}^{\text{L}} \) with equality if and only if all bit-level GMI are minimized by the same value of \( s \). The intuitive explanation is that the bit-level information can no longer be used by the encoder to construct \( C \) as a product code (see Appendix C).

Similarly to Corollary 2, the effect of channel mixing on the mutual information is given as follows.

**Corollary 3.** For any one-dimensional constellation and any labeling, we have \( \text{MI}_{\text{bicm}}^{\text{L}} = \text{MI}_{\text{bicm}}^{\text{L}} \). Furthermore, we have \( \text{MI}_{\text{bicm}}^{\text{L}} \leq \text{MI}_{\text{bicm}}^{\text{L}} \) with equality if and only if the correction function in (11) is the same for all bit positions, i.e., \( g_j(l) = g_j'(l) \) for all \( j, j' \in [m] \).

**Proof:** The proof is similar to the proof of Corollary 2 and follows from Theorem 5 in Appendix D.

The numerical results in the next section suggest that the correction functions are different for non-equivalent patterns and, hence, the inequality is strict for all one-dimensional constellations with any labeling. However, similarly to the channel symmetrization, a proof for this observation does not seem to be straightforward.

**VI. NUMERICAL EXAMPLES**

So far, the information loss was characterized by inequalities. In this section, however, we want to compare different information rates quantitatively. To that end, we observe that all considered information rates are strictly increasing functions of the SNR. Hence, if \( R = \phi(p) \), where \( R \) is a generic information rate, then there exists \( \phi^{-1}(R) = \rho \). Consider two rates \( R_1 \) and \( R_2 \) with the corresponding functions \( \phi_1 \) and \( \phi_2 \) and assume that the SNR is expressed in dB. The loss of \( R_2 \) with respect to \( R_1 \) is defined as \( \text{L}(R_1) = \phi_2^{-1}(R_1) - \phi_1^{-1}(R_1) \). The loss L can be graphically interpreted as the horizontal distance between the curves \( \phi_1(p) \) and \( \phi_2(p) \) plotted over the SNR in dB for a particular value of the rate. We remark that only rates that have the same range can be compared in terms of L.

We first present numerical examples for the bit-level analysis to illustrate the inequalities in (12). We consider the equally spaced 4-PAM constellation with the three nonequivalent patterns defined in Section 11.1-11.2. Fig. 9 shows the loss in dB for different achievable rates in (12) with respect to (w.r.t.) \( \text{MI}_{\text{bicm}}^{\text{L}} \) as a function of the information rate in bits per channel use (bpcu). The solid lines show the loss for the GMI for the pattern \( p_1 \) that has the same range as \( p_2 \) and \( p_3 \). There is only one dashed line in the figure as two of the three patterns are information lossless. Finally, the dash-dotted line illustrates the effect of the symmetrization on the MI for the pattern \( p_1 \) and confirms Corollary 2. We also observe that the inequality in Corollary 4 in this case is strict. We remark that, for 4-PAM, \( p_1 \) is the only pattern that gives such L-values (hence, only one dash-dotted curve is shown in Fig. 9).

As for the BICM analysis, we first consider an equally spaced 4-PAM constellation labeled with the NBC. Fig. 10 shows the loss for different achievable rates w.r.t. the \( \text{MI}_{\text{bicm}}^{\text{L}} \) as a function of the information rate. We note that the third inequality in (17) becomes an equality, i.e., \( \text{GMI}_{\text{bicm}}^{\text{harm}} = \text{GMI}_{\text{bicm}}^{\text{L}} \), for \( R \approx 0.137 \). The solid lines illustrate the inequalities in (17). The red, green, and blue curves are in the order of increasing loss. The dashed red line shows the effect of channel mixing and is above the solid red line in agreement with Corollary 5. Moreover, this suggests that the inequality in Corollary 3 is strict.

In Fig. 11 we show the loss associated with the use of the max-log approximation for the 8-PAM constellation labeled with the BRGC (see Fig. 4). The solid and dashed lines correspond to the GMI and the MI, respectively. Red, green, and blue lines show the loss for the three patterns in the BRGC, whereas the magenta lines show the loss for the entire labeling. Similarly to the GMI for \( p_1 \) in Fig. 9 the loss of the GMI for the patterns \( p_2 \) and \( p_3 \) goes to infinity as the rate goes to zero.

It can be seen from the figures that the losses can be quite large for low information rates (i.e., low SNR). Furthermore, the losses can even go to infinity as the rate goes to zero.
decoder with both exact and max-log L-values for constellations. We showed that the max-log approximation is therefore we conclude that the differences between these

For instance, for 8-PAM with any labeling and assuming the rate of

However, for moderately high rates, the losses are small. For instance, for 8-PAM with any labeling and assuming a rate of $R = m - 1$ (as advised in [17] to be used in coded modulation), the loss of $\text{MI}^{\text{bicm}}_{L^m}$ and $\text{GMI}^{\text{form}}_{L^m}$ w.r.t. $\text{MI}^{\text{form}}_{L^m}$ does not exceed 0.013 dB and 0.024 dB, respectively. Therefore, we conclude that the differences between these achievable rates are negligible from a practical viewpoint.

**VII. CONCLUSIONS**

In this paper, we studied achievable rates of a BICM decoder with both exact and max-log L-values for $M$-PAM constellations. We showed that the max-log approximation is not information lossy in some cases. Furthermore, when exact L-values are considered, seemingly different quantities, e.g., BICM MI, BICM GMI, or harmonized GMI are shown to give the same achievable rate. This is not the case for max-log L-values as these quantities are different. For high SNR, however, the differences between them become negligible, which justifies the use of the max-log approximation in practical systems and the considered processing techniques for their analysis.

**APPENDIX A**

**PROOF OF LEMMA 1**

A symmetric constellation and pattern are easily shown to be sufficient for the exact L-value to be symmetric by using the definition of $L^x(y)$ in (3). To show that they are also necessary we argue as follows. Assume for a moment that the symmetry point is the origin, i.e., $y_0 = 0$. We also define $v = e^p$, where $v > 1$ since $\rho > 0$. We denote the subconstellation of points labeled with a 1 by $d_1 < \cdots < d_{\tilde{M}}$ and the subconstellation of points labeled with a 0 by $t_1 < \cdots < t_{\tilde{M}}$, where $\tilde{M} = M/2$. Then, using (3) and $L^x(y) = L^x(-y)$, we find that, for all $y \in \mathbb{R}$,

$$\sum_i v^y i - d_i^2 \sum_j v^{-2y} t_j - t_j^2 = \sum_i v^{2y} d_i - d_i^2 \sum_j v^{-2y} t_j - t_j^2.$$  

(30)

Substituting $\tilde{M} + 1 - i$ for $i$ in the first sum and $\tilde{M} + 1 - j$ for $j$ in the last sum yields

$$\sum_i v^y (d_{\tilde{M}+1-i} - d_{\tilde{M}+1-i}^2) \sum_j v^{-2y} t_j - t_j^2 = \sum_i v^{2y} (d_i - d_i^2) \sum_j v^{-2y} t_j - t_j^2 \quad (31)$$

or, rearranging terms,

$$\sum_{i,j} v^y (d_{\tilde{M}+1-i} - t_j) - d_{\tilde{M}+1-i}^2 - t_j^2 = \sum_{i,j} v^{2y} (d_i - t_j) - d_i^2 - t_j^2 \quad (32)$$

As $y \to \infty$, the largest exponents on both sides of (32) have to be the same for the equality to hold. The largest exponents correspond to $i = j = 1$ and thus

$$v^y (d_1 - t_1) - d_1^2 - t_1^2 = v^{2y} (d_1 - d_1) - d_1^2 - d_1^2, \quad \forall y \in \mathbb{R}$$  

(33)

which yields

$$d_1 - t_1 = t_{\tilde{M}} - d_1 \quad (34)$$

$$d_1^2 + t_1^2 = t_{\tilde{M}}^2 + d_1^2 \quad (35)$$

or equivalently

$$d_1 - t_{\tilde{M}} = t_1 - d_1 \quad (36)$$

$$d_1^2 - t_{\tilde{M}}^2 = -t_1^2 + d_1^2 \quad (37)$$

Factorizing (37),

$$(d_1 + t_{\tilde{M}})(d_1 - t_{\tilde{M}}) = -(t_1 + d_1)(t_1 - d_1).$$  

(38)

Dividing both sides by $t_1 - d_1$, which by assumption of distinct constellation points in Section II-A is nonzero, and using (36) yields

$$d_1 + t_{\tilde{M}} = -(t_1 + d_1).$$  

(39)

Combining (36) with (39) yields

$$d_1 = -d_1 \text{ and } t_1 = -t_{\tilde{M}}.$$  

(40)
We will now prove by contradiction that \( d_i = -d_{\tilde{M}+1-i}, \forall i \).
To this end, suppose the opposite, i.e., that there exists an integer \( k \geq 2 \) such that
\[
d_i = -d_{\tilde{M}+1-i}, \quad i = 1, \ldots, k-1 \quad \text{and} \quad d_k \neq -d_{\tilde{M}+1-k}. \quad (41)
\]
Regarding the relation between \( t_j \) and \(-t_{\tilde{M}+1-j}\), we have already proven in \((40)\) that they are the same for \( j = 1 \).
For \( j \geq 2 \), we will distinguish between two cases, one of which must be true. However, both will be shown to lead to contradictions in combination with \((41)\), which can only mean that \((41)\) is false.

**Case 1:** Suppose that
\[
t_j = -t_{\tilde{M}+1-j}, \forall j. \quad (42)
\]
Then \((31)\) and \((42)\) together yield
\[
\sum_{i=1}^{\tilde{M}+1-k} \sum_{i=1}^{\tilde{M}+1-i} y_{i,j}^2 d_{\tilde{M}+1-i}^2 - d_{\tilde{M}+1-i}^2 = \sum_{i=1}^{\tilde{M}+1-k} \sum_{i=1}^{\tilde{M}+1-i} y_{i,j}^2 d_{\tilde{M}+1-i}^2 - d_{\tilde{M}+1-i}^2, \quad \forall y \in \mathbb{R}. \quad (43)
\]
Cancelling terms using \((41)\),
\[
\sum_{i=k}^{\tilde{M}+1-k} \sum_{i=k}^{\tilde{M}+1-i} y_{i,j}^2 d_{\tilde{M}+1-i}^2 - d_{\tilde{M}+1-i}^2 = \sum_{i=k}^{\tilde{M}+1-k} \sum_{i=k}^{\tilde{M}+1-i} y_{i,j}^2 d_{\tilde{M}+1-i}^2 - d_{\tilde{M}+1-i}^2, \quad \forall y \in \mathbb{R}. \quad (44)
\]
Again considering \( y \to \infty \), the largest exponents occur for \( i = k \) on both sides. However, since \( d_k \neq d_{\tilde{M}+1-k} \) by \((41)\), these exponents are unequal, which contradicts \((44)\). It can be concluded that Case 1, defined by the assumption \((42)\), cannot be true.

**Case 2:** Suppose that there exists an integer \( \ell \geq 2 \) such that
\[
t_j = -t_{\tilde{M}+1-j}, \quad j = 1, \ldots, \ell - 1 \quad \text{and} \quad t_\ell \neq -t_{\tilde{M}+1-\ell}. \quad (45)
\]
By \((41)\) and \((45)\), the terms in \((32)\) for which \( i < k \) and \( i > \tilde{M} + 1 - k \) cancel each other. Defining \( W = \{(i,j) : k \leq i \leq \tilde{M} + 1 - k \quad \text{or} \quad \ell \leq j \leq \tilde{M} + 1 - \ell\} \), \((32)\) simplifies into
\[
\sum_{(i,j) \in W} y_{i,j}^2 (d_{\tilde{M}+1-i} - t_j)^2 = \sum_{(i,j) \in W} y_{i,j}^2 (t_{\tilde{M}+1-j} - d_i)^2, \quad \forall y \in \mathbb{R}. \quad (46)
\]
When \( y \to \infty \), the largest exponents in both sums of \((46)\) correspond to the pairs \((i,j) \in W\) for which \( d_{\tilde{M}+1-i} - t_j \) and \( t_{\tilde{M}+1-j} - d_i \), respectively, are maximum. Since \( d_i \leq d_i \leq d_{\tilde{M}} \) and \( t_1 \leq t_j \leq t_M \) for all \( i, j \),
\[
\max_{(i,j) \in W} d_{\tilde{M}+1-i} - t_j = \max \{d_{\tilde{M}} - t_\ell, d_{\tilde{M}+1-k} - t_1\}, \quad (47)
\]
\[
\max_{(i,j) \in W} t_{\tilde{M}+1-j} - d_i = \max \{t_{\tilde{M}} - d_k, t_{\tilde{M}+1-\ell} - d_1\}. \quad (48)
\]
These maxima must be equal for \((46)\) to hold for large \( y \).

By \((40)\), \((41)\), and \((45)\), \( d_{\tilde{M}} \neq t_\ell \neq t_{\tilde{M}+1-\ell} - d_1 \) and \( t_M \neq d_k \neq d_{\tilde{M}+1-k} \). This leaves only two possibilities to equate the right-hand sides of \((47)\) and \((48)\): Either
\[
d_{\tilde{M}+1-k} - t_1 < d_{\tilde{M}} - t_\ell = t_{\tilde{M}} - d_k < t_{\tilde{M}+1-\ell} - d_1 \quad (49)
\]
or
\[
d_{\tilde{M}} - t_\ell < d_{\tilde{M}+1-k} - t_1 = t_{\tilde{M}+1-\ell} - d_1 > t_{\tilde{M}} - d_k. \quad (50)
\]
Equating the dominating terms of \((46)\) if \((49)\) is true yields
\[
v^2 y (d_{\tilde{M}} - t_\ell)^2 = v^2 y (t_{\tilde{M}} - d_k)^2. \quad (51)
\]
In analogy with \((33)-(40)\), this equality implies \( d_k = -d_{\tilde{M}} \), which contradicts \( d_k > d_{\tilde{M}} \). Analogously, \((50)\) implies \( d_{\tilde{M}+1-k} = -d_1 \), which contradicts \( d_{\tilde{M}+1-k} < d_{\tilde{M}} = -d_1 \). Hence, neither \((49)\) nor \((50)\) can be true. It can be concluded that Case 2, defined by the assumption \((45)\), cannot be true.

Since both Case 1 and Case 2 lead to contradictions, the assumptions \((42)\) and \((45)\) are both false. This proves that \((41)\) is false, which implies \( d_i = -d_{\tilde{M}+1-i}, \forall i \). Finally, \( t_j = -t_{\tilde{M}+1-j}, \forall j \) follows because \( d_i \) and \( t_j \) have equivalent roles in \((30)\). The case \( y_0 \neq 0 \) follows by applying a shift in the coordinate system.

**APPENDIX B**

**PROOF OF THEOREM 1**

We first recall several facts about the max-log L-value \( \ell^{ml}(y) \) in \((4)\) and the exact L-value \( \ell^e(y) \) in \((3)\) which will be used later on in the proof.

(F1) The max-log L-value is a continuous piecewise linear function of the observation, where the slope of the linear pieces changes at the midpoints between neighboring constellation points labeled with the same bit \((13)\).

(F2) The max-log L-value has zero-crossings at midpoints between adjacent constellation points labeled with different bits \((13)\).

(F3) The exact L-value is an analytic function. Indeed, the nominator and the denominator in \((9)\) are sums of exponential functions and therefore, they are analytic functions, as is their ratio. The logarithm of an analytic function is also analytic.

Note that (F2) implies that for any pattern, the max-log L-value has at least one zero-crossing.

The proof is structured as follows. We start by showing that for the only two patterns that induce one zero-crossing (i.e., \( p_1 = [0_{M/2}, 1_{M/2}] \) and \( \text{inv}(p_1) \)), the max-log L-value is information lossless, regardless of the constellation. We then proceed by considering patterns that induce exactly two zero-crossings. Such patterns are of the form
\[
[ b, \ldots, b, b, \ldots, b, b, \ldots, b ] \quad \begin{array}{cccc}
\tilde{a} & M/2 & M/2 - a
\end{array}
\]
where \( 1 \leq a < M/2 \). We show that a necessary and sufficient condition for the max-log L-value to be information lossless is that the pattern is equivalent to \( p_{11} = [0_{M/4}, 1_{M/4}, 0_{M/4}] \) and the constellation is symmetric. Lastly, we consider patterns that induce more than two zero-crossings and show that in this case, the max-log L-value can never be information lossless.

**A. One Zero-Crossing**

Consider the max-log L-value \( \ell^{ml}(y) \) for an arbitrary constellation and the pattern \( p_1 = [0_{M/2}, 1_{M/2}] \).

For a certain value \( y \), let \( a_s = \text{argmin}_{a \in S_0} (y - a)^2 \) and \( a_r = \text{argmin}_{a \in S_1} (y - a)^2 \), where \( S_0 \) and \( S_1 \) are the sub-constellations with points labeled with 0 and 1, respectively.
Without loss of generality, we assume illustrated in Fig. 12. From the figure, we see that there exists in (52). Let induces between the constellation points (see (F3)). If an analytic function is zero on an interval, it has not necessarily symmetric ones.

The max-log L-value can then be written as \( l^{ml}(y) = 2p(a_s - a_t) + \rho(a_s^2 - a_t^2) \), where \( a_s \) and \( a_t \) are piece-wise constant functions of \( y \). Due to the structure of the pattern, \( a_s > a_t \) for any value of \( y \), which implies that the derivative \( dl^{ml}(y)/dy \) is positive whenever it exists. (It does not exist whenever the slope of the linear pieces changes, see (F1) above.) This, together with the fact that the max-log L-value is a continuous function of the observation, guarantees that \( l^{ml}(y) \) is strictly increasing. Therefore, \( l^{ml}(y) \) is invertible, i.e., the observation \( y \) can be recovered from \( l^{ml}(y) \). Hence, since the exact L-value is a function of \( y \), it can be obtained from the max-log L-value. The same is true for the pattern \( \text{refl}(p_1) \), in which case \( l^{ml}(y) \) is strictly decreasing. This claim holds for any constellation, not necessarily symmetric ones.

**B. Two Zero-Crossings**

Next, consider an arbitrary constellation with a pattern that induces exactly two zero-crossings, i.e., a pattern of the form in (52). Let \( y_q \) and \( y_r \) denote these two zero-crossings situated between the constellation points \( a_q \) and \( a_{q+1} \), and \( a_r \) and \( a_{r+1} \), respectively. This implies that \( p_q = p_{r+1} = \tilde{p}_q = \tilde{p}_r \). Without loss of generality, we assume \( p_q = 0 \). This is illustrated in Fig. 12. From the figure, we see that there exists an \( \varepsilon > 0 \), such that

\[
l^{ml}(y_q + \gamma) = l^{ml}(y_r - \beta \gamma) \quad \text{for } \gamma \in [-\varepsilon, +\varepsilon] \tag{53}
\]

where

\[
\beta = \frac{a_{q+1} - a_q}{a_r - a_{r+1}} > 0. \tag{54}
\]

According to Lemma 1 for the max-log L-value to be information lossless, the exact L-value should be recoverable from the max-log L-value, i.e., the exact L-value has to satisfy the condition

\[
l^{ex}(y_q + \gamma) = l^{ex}(y_r - \beta \gamma) \quad \text{for } \gamma \in [-\varepsilon, +\varepsilon]. \tag{55}
\]

If this condition is not satisfied, more than one value of \( l^{ex}(y) \) will correspond to one value of \( l^{ml}(y) \). The condition (55) can be rewritten as

\[
v(\gamma) = 0 \quad \text{for } \gamma \in [-\varepsilon, +\varepsilon] \tag{56}
\]

where \( v(\gamma) = l^{ex}(y_q + \gamma) - l^{ex}(y_r - \beta \gamma) \) is an analytic function (see (F3)). If an analytic function is zero on an interval, it has to be zero everywhere it is defined, i.e., \( v(\gamma) = 0 \) for \( \gamma \in \mathbb{R} \) or

\[
l^{ex}(y_q + \gamma) = l^{ex}(y_r - \beta \gamma) \quad \text{for } \gamma \in \mathbb{R}. \tag{57}
\]

Using the substitution \( y = \gamma - (y_r - y_q)/(1 + \beta) \), we can rewrite (57) as

\[
l^{ex}(y_0 + y) = l^{ex}(y_0 - \beta y) \quad \text{for } y \in \mathbb{R}. \tag{58}
\]

where \( y_0 = (y_r + \beta y_q)/(1 + \beta) \). We next argue that we must have \( \beta = 1 \). Indeed, since \( l^{ex}(y) \) is an analytic function, it follows from (58) that

\[
l^{ex}(k)(y_0 + y) = (-\beta)^k l^{ex}(k)(y_0 - \beta y) \quad \text{for } k \in \mathbb{N} \tag{59}
\]

for \( k \in \mathbb{N} \), where \( l^{ex}(k) \) denotes the \( k \)th derivative with respect to \( y \). In particular, for \( y = 0 \), we get

\[
l^{ex}(k)(y_0) = (-\beta)^k l^{ex}(k)(y_0) \quad \text{for } k \in \mathbb{N} \tag{60}
\]

which can only hold if either \( \beta = 1 \) or \( l^{ex}(k)(y_0) = 0 \) for all \( k \in \mathbb{N} \). Assume that the latter holds. We can write \( l^{ex}(y_0 + y) \) as a Taylor expansion around \( y_0 \)

\[
l^{ex}(y_0 + y) = \sum_{k=0}^{\infty} \frac{l^{ex}(k)(y_0)}{k!} y^n = l^{ex}(y_0). \tag{61}
\]

However, since \( l^{ex}(y) \) cannot be constant for all \( y \in \mathbb{R} \), we therefore conclude that we must have \( \beta = 1 \), or

\[
l^{ex}(y_0 + y) = l^{ex}(y_0 - y) \quad \text{for } y \in \mathbb{R}. \tag{62}
\]

This means that the exact L-value has to be a symmetric function around \( y_0 = (y_r + y_q)/2 \), i.e., the midpoint between the two zero-crossings. According to Lemma 1 the constellation therefore has to be symmetric around \( y_0 \) and the pattern has to be \( p = [0, M/4, 0, 1, M/2, 0, M/4] \) in order to satisfy \( p = \text{refl}(p) \).

Consider now a symmetric constellation around \( y_0 \) and the pattern \( p_{11} = [0, M/4, 1, M/2, 0, M/4] \). In this case, both the exact and the max-log L-value are symmetric functions around \( y_0 \), see Lemma 1 and Remark 2. To show that the max-log L-value is information lossless, it is therefore enough to show that \( |y - y_0| \) is recoverable from \( l^{ml}(y) \). This can be done by showing that \( l^{ml}(y) \) is strictly decreasing for \( y \geq y_0 \), similarly as before.

**C. More Than Two Zero-Crossings**

Lastly, consider an arbitrary constellation \( C \) with a pattern such that the max-log L-value \( l^{ml}(y) \) has more than two zero-crossings. Now, consider any two pairs of neighboring zero-crossings and denote their (distinct) midpoints by \( y_0 \) and \( y_0' \), respectively. Under the assumption that the max-log L-value is information lossless and using the same arguments as above, we find that the exact L-value should satisfy both

\[
l^{ex}(y_0 + y) = l^{ex}(y_0 - y) \quad \text{for } y \in \mathbb{R} \tag{63}
\]

and

\[
l^{ex}(y_0' + y) = l^{ex}(y_0' - y) \quad \text{for } y \in \mathbb{R}. \tag{64}
\]

In the light of Remark 2 we conclude that it is not possible to satisfy both conditions simultaneously, i.e., we conclude that a max-log L-value with more than two-crossings cannot be information lossless.
The proof follows the steps of the achievable rate analysis for multi-level coding presented in \cite[Ch. 3]{gallager}. In order to make the proof consistent with \cite[Ch. 3]{gallager}, we consider a decoder that operates in the probability domain according to
\[
\hat{m}(y) = \arg\max_{m \in [|C|]} q(b(m), y)
\] (65)
where \(m\) denotes a message, \((b(m), C)\) the codeword corresponding to message \(m\), and
\[
q(b, y) = \prod_{i=1}^{N} \prod_{j=1}^{m} q_j(b_{i,j}, y_i)
\] (66)
with \(q_j(b_{i,j}, y_i) = \exp(b_{i,j}y_i)\). Observe that the decoder in (65) is equivalent to the decoder in (3).

We consider an ensemble of length-\(mN\) codes \(C\) obtained as the Cartesian product of \(m\) binary codes of length \(N\) according to \(C = C_1 \times \cdots \times C_m\). The codewords in each code \(C_j\) are assumed to be composed of i.u.d. bits. The codewords of the code are equiprobable, the rate of the bit-level codes is given by \(R_j = \log_2(|C_j|)/N\) and the overall rate is \(R = \sum_j R_j\). In the following, we only consider the case of two bit positions, i.e., \(m = 2\). The generalization to a larger number of bit positions is straightforward.

We let \(b_1(m_1)\) and \(b_2(m_2)\) denote the codewords in \(C_1\) and \(C_2\) corresponding to individual messages \(m_1\) and \(m_2\), respectively. When averaging over codebooks, the codewords become random vectors \(B_1(m_1)\) and \(B_2(m_2)\), where
\[
Pr(B_2(m_2) = b) = Pr(B_1(m_1) = b) = \prod_{i=1}^{N} p_B(b_i)
\] (67)
for all \(m_1 \in [|C_1|]\) and \(m_2 \in [|C_2|]\). Due to the fact that the code is constructed as a product code, for any given codes \(C_1\) and \(C_2\) and all \(m_2 \in [|C_2|]\)
\[
\hat{m}_1(y) = \arg\max_{m_1 \in [|C_1|]} q([b_1(m_1), b_2(m_2)], y)
\] (68)
\[
= \arg\max_{m_1 \in [|C_1|]} q_1(b_1(m_1), y)
\] (69)
and analogously for the other bit-level code.

Since the codewords are equiprobable, the probability of error averaged over the ensemble of randomly generated codes is given by
\[
\overline{p}_e = \frac{1}{|C_1||C_2|} \sum_{m_1 \in [|C_1|]} \sum_{m_2 \in [|C_1|]} \overline{p}_e(m_1, m_2)
\] (70)
where \(\overline{p}_e(m_1, m_2)\) denotes the ensemble-averaged error probability conditional on messages \(m_1\) and \(m_2\) being transmitted. However, due to the random code construction, the probability of error is independent of the particular transmitted messages and hence \(\overline{p}_e = p_e(m_1, m_2)\) for any given \(m_1\) and \(m_2\).

\footnote{Strictly speaking, it is the probability domain only for exact L-values.}
\footnote{Even though in this paper the bits are i.u.d., i.e., \(p_B(b_i) = 1/2\), we keep the notation general to be consistent with \cite[Ch. 3]{gallager}.}
Observe that (81) holds for any choice of $0 \leq \gamma \leq 1$, $s_1 \geq 0$, and $s_2 \geq 0$. Furthermore, the probability of error vanishes if $E_j(\gamma, s_j) > \gamma R_j$ for given $s_j \geq 0$ for $j = 1, 2$. In particular, if all rates satisfy
\[
R_j = \frac{\sup_{s_j \geq 0} \lim_{\gamma \to 0} E_j(\gamma, s_j)}{\gamma} = \text{GMI}_{L_j} \tag{83}
\]
we have $\tilde{p}_e \to 0$ as $N \to \infty$. Evaluating the right-hand side of (83) by the means of derivative gives the bit-level GMI in [10] eq. (17). Hence, $\tilde{p}_e \to 0$ as $N \to \infty$ if $R = \sum_j R_j < \sum_j \text{GMI}_{L_j}$, which concludes the proof.

**APPENDIX D
Convexity of Mutual Information**

For a fixed input distribution $f_X(x)$, the mutual information $I(X; Y)$ is a convex function in the channel law $f_{Y|X}(y|x)$ [21, Th. 2.7.4]. The following theorem particularizes this result to the case of binary-input, continuous-output channels and provides necessary and sufficient conditions for equality. This theorem is used in the proof of Corollaries 2 and 3.

**Theorem 5.** Let $B$ be a binary RV and let $S$ be a discrete RV independent of $B$ taking values in $[m]$, where $m \in \mathbb{N}$. Furthermore, let $\{W_j(\cdot | \cdot)\}$, for $j \in [m]$, be a collection of binary-input, continuous-output channels with domains $\mathcal{G}_j = \{l \in \mathbb{R} : W_j(l|1) \neq 0 \text{ and } W_j(l|0) \neq 0\}$. Given $B = b$ and $S = s$, let $L$ be a continuous RV distributed according to $W_s(\cdot | b)$. For $j \in [m]$, define the functions $g_j$ as
\[
g_j(l) = \log \left( \frac{W_j(l|1)}{W_j(l|0)} \right). \tag{85}
\]
Then, given a fixed distribution on $B$ and $S$, we have $I(B; L) \leq I(B; L|S)$ with equality if and only if
\[
g_j(l) = g_{j'}(l), \quad \text{almost everywhere on } \mathcal{G}_j \cap \mathcal{G}_{j'} \tag{86}
\]
for all $j, j' \in [m]$.

**Proof:**
We have
\[
I(B; L|S) = \sum_{j=1}^{m} f_S(j) I(B; L|S = j) \tag{87}
\]
where
\[
I(B; L|S = j) = \sum_b f_B(b) \int_{\mathcal{G}_j} W_j(l|b) \log \left( \frac{W_j(l|b)}{\sum_{b'} f_B(b') W_j(l|b')} \right) \text{d}l \tag{89}
\]
Inserting (89) into (87) and swapping summation and integration, we obtain
\[
I(B; L|S) = \sum_{j=1}^{m} f_S(j) \int \left( \sum_b f_B(b) \log \left( \frac{W_j(l|b)}{\sum_{b'} f_B(b') W_j(l|b')} \right) \text{d}l \right) \tag{90}
\]
where (92) follows from the log-sum inequality [21, Th. 2.7.1] and we defined
\[
W(l|b) = \sum_{j=1}^{m} f_S(j) W_j(l|b). \tag{94}
\]
Moreover, we have equality in (92), if and only if for $b \in \mathbb{B}$
\[
W_j(l|b) = \frac{f_B(0)W_j(l|0) + f_B(1)W_j(l|1)}{f_B(0)W_j(l|0) + f_B(1)W_j(l|1)} \tag{95}
\]
is independent of $j \in \{k : l \in \mathcal{G}_k\}$ for almost all $l \in \bigcup_j \mathcal{G}_j$. This condition is equivalent to the condition that $g_j(l)$ for all $j \in [m]$ are equal whenever $g_j(l)$ are defined.
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