Tunable slowing, storing, and releasing of a weak microwave field

Keyu Xia (夏可宇)*

ARC Centre for Engineered Quantum Systems, Department of Physics and Astronomy, Macquarie University, NSW 2109, Australia
(Received 3 November 2013; published 11 February 2014)

We study the slowing, storing, and releasing of microwave pulses in a superconducting circuit composed of two coplanar waveguide resonators and a superconducting transmon-type qubit. The quantum interference analogy to electromagnetically induced transparency is created in two coupled resonators. By tuning the resonance frequency of the transmon, we dynamically tune the effective coupling between the resonators. Via the modulation of the coupling, we show the tunable true time delay of microwave pulses at the single-photon level. We also store the microwave field in a high-\(Q\) resonator and release the signal from it to the output port. Our scheme promises applications in both quantum information processing and classical wireless communications.
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I. INTRODUCTION

Since the electromagnetically induced transparency (EIT) was discovered as a quantum interference in atoms [1], it has been widely used to enhance nonlinear susceptibility [2,3], and store [4] and slow light [2] in an atomic medium. The light trapped in coupled resonators display the pathway interference [5–9] similar to the quantum interference in atoms [2]. This path interference induces the optical analog of EIT in coupled optical resonators [5–7] and optomechanics [10,11] has been demonstrated for slow light.

Although the optical analog of EIT and its application for slowing light has been well studied, the tunable delay of a purely microwave pulse is still challenging [12]. On the other hand, a tunable control over true time delay of microwave signals is essential for the applications in radar and satellite communications [12]. A design to indirectly delay the microwave signals modulates the optical signals by the microwave signal and then slows down the group velocity of the optical signal. In this way the microwave signal added to an optical carrier is delayed [12].

It is attractive for wireless communications to slow down a purely microwave signal on a microscopic chip. Using the metamaterial analog of EIT, a microwave pulse is delayed by 40% of the pulse width by two coupled metamaterial slabs [13]. In this configuration the transparency window and the time delay are fixed once the setup is fabricated. Very recently the tunable delay of microwave pulses has been demonstrated using the microwave analog of EIT in electromechanics [14,15]. The storage of microwave electromagnetic waves has also been realized in the metamaterial analog of EIT [16]. However, the performance of the EIT-based slowing of single-photon pulses in the quantum regime is unclear. The microwave field can also be stored in and retrieved from an electron spin ensemble [17,18] or an electromechanical resonator [19]. It is essential to delay a single microwave photon for the superconducting-circuit-based quantum information processing. Yin et al. has reported the storage and retrieval of quantum microwave photons by dynamically tuning the coupling of a resonator to an open transmission line [20].

Moreover, the slowing microwave fields using the Aulter-Townes effects in “artificial” atoms is in progress [21–23].

In this paper we extend the basic idea directly controlling the photon-photon interaction between cavities in our previous work [24] to the superconducting circuits. We propose a scheme to directly tune the coupling between two coplanar waveguide (CPW) resonators and subsequently to create the tunable microwave analog of EIT. This tunable EIT allows one to control the group delay in microwave pulse propagation. By switching on-off the coupling between two resonators, we can also store a microwave field in a high-\(Q\) resonator and then release the field to the output port on demand. Using the single-photon scattering model, we show the time delay of the microwave propagation at the single-photon level. The propagation of single microwave photons in real space is presented as numerical proof of our scheme working in the quantum regime.

The paper is organized as follows. In Sec. II we introduce the setups of the systems and the relevant model for a microwave analog of EIT. In Sec. III we then introduce the single-photon scattering model for numerical simulations of storing and slowing of microwave photons. The results are presented in Sec. IV and a conclusion of this work is given in Sec. V.

II. SYSTEM AND MODEL

In our previous work [24] we proposed a method to directly control the photon-photon interaction between two optical cavities using a \(\Lambda\)-type system. Here we apply the idea to control the coupling between two CPW resonators via tuning the transition frequency of a superconducting transmon qubit.

Our system is shown in Fig. 1. Its structure is similar to the design by Schoelkopf et al. [25,26], but the transmon qubit with the excited state \(|e\rangle\) and the ground state \(|g\rangle\) simultaneously couples to two separate CPW resonators via their mutual capacitors \(C_1\) and \(C_2\), respectively. Besides, the first resonator capacitively couples to the transmission line yielding an external coupling \(\kappa_{\text{ex}}\). While the second resonator only couples to the transmon. The incoming and outgoing microwave fields travel in the transmission line. The gate voltage \(V_g\) is used to bias the qubit and dynamically tune the transition frequency \(\omega_0\) of the qubit. The transition frequency of the transmon can also be tuned by a biased flux [27].
The first setup shown in Fig. 1(a) is used for slowing, storing, and releasing of microwave signals. A microwave pulse is incident into resonator 1 and then reflected to the output port. The reflected pulse is isolated by a circulator from the input port. To do storage, first, the effective coupling $h_e$ is on and the resonator mode $\hat{a}_2$ is excited. Then $h_e$ is turned off and the photon is stored in the high-$Q$ resonator 2. To retrieve the photon we turn on $h_e$ again. The photon stored in resonator 2 excites resonator mode $\hat{a}_1$ and subsequently goes toward the output port. The second design shown in Fig. 1(b) is only used to slow down the microwave signals traveling in an open transmission line because the photons retrieved from resonator 2 can enter both the input and output ports. So it cannot be used to store and then release a photon to the targeted output port.

In both setups we apply superconducting quantum interference devices (SQUIDs) to tune the resonance frequency $\omega_{r_j}$ of the $j$th CPW resonator [28] and their frequency difference $\delta = \omega_{r_2} - \omega_{r_1}$, with $j \in \{1, 2\}$. The resonators can also be tuned by a magnetic field with the help of a built-in SQUID [29,30]. In detail, the SQUIDs dispersively couple with a strength $g_{s_j}$ to the nearby CPW resonator via their mutual capacitors. We assume that the SQUIDs can be modeled as two-level systems with the excited and ground states $|\epsilon_{s_j}\rangle$ and $|\epsilon_{g_j}\rangle$. The detuning between the $j$th SQUID and the $j$th resonator modes are $\Delta_j = \omega_{r_j} - \omega_{s_j}$, where $\omega_{s_j}$ denotes the transition frequency of the $j$th SQUID. In the nonresonant (dispersive) regime, the SQUIDs induce a shift equal to $-|g_{s_j}|^2/\Delta_j$ in the resonance frequency of resonators [28]. This small frequency shift is used to cancel the ac Stark shift due to the coupling to the transmon. We apply a magnetic flux $\Phi_{s_j}$ to tune the transition frequency $\omega_{s_j}$ and subsequently the detuning $\Delta_j$. In doing so we can control the effective resonance frequencies of the resonators. In the following investigation we simply assume the resonance frequencies of the resonators are tunable but neglect the process to change them.

The quantum interference in our system in Fig. 1 can be understood in a $\Lambda$-type three “Level” diagram shown in Fig. 2(a). In the dressed mode picture, by analogy to the dressed state view of EIT [2], it becomes clear that the absorption of the external driving by the two dressed modes composing of $\hat{a}_1$ and $\hat{a}_2$ is canceled, and the coupling $h_e$ can be used to switch the system from absorptive to transmissive or reflective in a narrow band around cavity resonance. In this case the effective coupling between two cavity modes $\hat{a}_1$ and $\hat{a}_2$ creates an EIT-like transparency window for the external driving $\alpha_{in}$. The transmission profile depends on the resonance frequencies of modes $\hat{a}_1$ and $\hat{a}_2$, the frequency of driving $\alpha_{in}$, the coupling $h_e$, and the decay rates of two resonators.

FIG. 1. (Color online) (a) Direct (end)-coupling setup for storing and releasing of and (b) side-coupling setup for slowing of a weak microwave field. Two CPW resonator modes $\hat{a}_1$ and $\hat{a}_2$ couple to a superconducting transmon via their mutual capacitors $C_1$ and $C_2$. A gate voltage $V_g$ is used to bias the transmon via a gate capacitor $C_g$. The SQUIDs biased by magnetic fluxes are used to compensate the ac Stark shift induced by the transmon.

FIG. 2. (Color online) (a) Level-diagram picture showing three “Levels” that represent the optical modes $\hat{a}_1$, $\hat{a}_2$, and the “probe” of optical waveguide mode $\alpha_{in}$. (b) Level diagram showing how to tune the effective coupling $h_e$ via a two-level superconducting transmon qubit simultaneously coupling to two microwave resonators. The small balls above the level $|g\rangle$ indicates the population.
Now we turn to explain the idea of how to tune the coupling $h_e$ between two CPW resonators. As shown in Fig. 2(b), two cavity modes $\hat{a}_1$ and $\hat{a}_2$ dispersively couple to the transmon denoting the two-level’s transition frequency and associated quantum eigenstates as $\omega_q$ and $|j\rangle$, $j \in \{e,g\}$. For simplicity we assume that two modes couple identically to the transmon at a rate $g$, and $|\delta| \ll |\Delta_m|$. Both quantum fields $\hat{a}_1$ and $\hat{a}_2$ induce Stark shifts on levels $|g\rangle$ and $|e\rangle$. The value of this shift $\Delta_{\text{Stark}} = -|g|^2/\Delta_m + \delta (\hat{a}_1 + \hat{a}_2)/\Delta_m$. In the situation of $|\Delta_m|^2 \gg |g|^2/\Delta_m + |\delta|^2$, the excitation of the state $|e\rangle$ is negligible, i.e., $\langle\delta e\rangle \sim 0$, where we set $\hat{a}_j = [i](j)$. This Stark shift effectively yields a coherent interaction $h_e(\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_2^\dagger \hat{a}_1)$ between the two resonator modes with a strength $h_e = -g^2/\Delta_m \sim -g^2/\Delta_a$. (1)

From Eq. (1) we see the manner to tune the effective coupling between two resonators is to tune the transition frequency $\omega_q$ of the transmon and subsequently the detuning $\Delta_m$.

Applying Eq. (1) to the model, the effective Hamiltonian after eliminating the transmon takes the form ($h = 1$) (Appendix)

$$\hat{H} = \Delta_m^\prime \hat{a}_1^\dagger \hat{a}_1 + (\Delta_m + \delta) \hat{a}_1^\dagger \hat{a}_2 + h_e(\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_2^\dagger \hat{a}_1)
+ i\sqrt{2\kappa_{\text{ext}}}(\hat{a}_1^\dagger \hat{a}_2 - \hat{a}_2^\dagger \hat{a}_1),$$

with $\Delta_m^\prime = \Delta_m - |g|^2/\Delta_m$. Then time evolution of the system can be obtained by solving the Langevinn equations

$$\frac{\partial \hat{a}_1}{\partial t} = -i(\Delta_m^\prime + \kappa_1^\prime)\hat{a}_1 - ih_e \hat{a}_2 + \sqrt{2\kappa_{\text{ext}}}\hat{a}_m,$n

$$\frac{\partial \hat{a}_2}{\partial t} = -i(\Delta_m^\prime + i\delta + \kappa_2^\prime)\hat{a}_2 - ih_e \hat{a}_1,$n

where the decay rate $\kappa_1^\prime$ of resonator 1 includes two contributions: $\kappa_1^\prime = \kappa_1 + \kappa_{\text{ext}}$. $\kappa_1$ is the intrinsic decay rate and $\kappa_{\text{ext}}$ denotes the loss rate due to the external coupling to the resonator. While $\kappa_2$ only arises from the intrinsic loss of resonator 2. In the case of a weak coherent driving, the amplitude of intracavity fields can be approximated using the quantum average value of operators $\langle\hat{a}_1\rangle = \alpha$ and $\langle\hat{a}_2\rangle = \beta$, respectively. Using the input-output relation [31,32], the output field transmitted through or reflected by the transmon is given in terms of the input and intracavity fields as $\alpha_{\text{out}} = -\alpha_{\text{in}} + \sqrt{2\kappa_{\text{ext}}}\alpha_m$. (4)

Immediately we have the output in the steady state:

$$\alpha_{\text{in}} = -\alpha_{\text{m}} + \frac{2\kappa_{\text{ext}}k_1^\prime + i(\delta + \Delta_m^\prime)}{h_0^2 + (\kappa_1^\prime + i\Delta_m^\prime)(\kappa_2^\prime + i(\delta + \Delta_m^\prime))}\alpha_{\text{in}}.$n

The transmission amplitude is defined here as $t = \alpha_{\text{out}}/\alpha_{\text{in}}$. The power transmission—the ratio of the power transmitted through the transmon divided by the input power—is calculated as $T = |t|^2$. The coupling $h_e$ between two CPW resonators does not only induce a strong modulation of the transmission of the input field, at the same time it causes a rapid phase dispersion $\phi(\Delta_m^\prime) = \arg(t)$ leading to a “group delay” $\tau_g$ given by

$$\tau_g = \frac{d\phi}{d\Delta_m^\prime}.$n

around the transparency window. Therefore, the tunability of the coupling $h_e$ allows one to control the group delay $\tau_g$. For identical cavities and on-resonance driving, i.e., $\Delta_m = 0, \delta = 0$ the group delay is given by

$$\tau_g = 2\kappa_{\text{ext}}\frac{h_0^2 - \kappa_2^2}{(h_0^2 + \kappa_1^\prime\kappa_2^\prime)^2}.$n

(7)

It is limited by the decay rate $\kappa_2$ of resonator 2. The maximum available group delay for $h_0^2 \gg \kappa_2^\prime\kappa_2$ is $\tau_g = 2\kappa_{\text{ext}}/h_0^2$.

Clearly the steady-state solution of the Langevin equation (3) can provide the EIT-like transmission or reflection spectrum. The solution is also useful to estimate the group delay $\tau_g$.

III. SINGLE-PHOTON SCATTERING MODEL

Besides the transmission or reflection in the steady state, the propagation in a real space is also interesting. In this section we provide the single-photon scattering model developed by Fan et al. [33–35] for the study of the slowing of a microwave single-photon pulse in the following section.

We have discussed the manner to tune the photon-photon interaction between resonators [24]. Here we directly consider a tunable effective coupling $h_e$ but neglect how to modulate $h_e$ by tuning the transition frequency of the transmon. In this case our reduced system only consists of the open transmission line and two CPW resonators with their tunable coupling $h_e$.

For slowing light using the setup in Fig. 1(b), the transmission line supports two counterpropagating modes: the incoming waveguide mode $\hat{c}_g(x)$ from the input port and the other waveguide mode $\hat{c}_h(x)$ reflected by the CPW resonator 1. Both traveling modes interact with the CPW resonator 1 coupling to the second resonator mediated by the transmon. $\hat{c}_g(x)$ and $\hat{c}_h(x)$ create the photon at $x$ traveling from and to the input port, respectively. Since we will be interested in a narrow bandwidth single-photon pulses with a central frequency $\omega_m$ corresponding to a wave vector $k_0$, we can linearize the dispersion of the transmission line in the vicinity of $\omega_m$. After the linearization the effective Hamiltonian of the system we study then takes the form [33–35] after an energy shift of $\omega_m$.

$$\hat{H}_{\text{eff}} = -i\nu_x \int dx \hat{c}_g(x) \frac{\partial}{\partial x} \hat{c}_g(x) + i\nu_g \int dx \hat{c}_h(x) \frac{\partial}{\partial x} \hat{c}_h(x)$$n

$$+ (\Delta_m - i\kappa_1^\prime)\hat{a}_1^\dagger \hat{a}_1 + (\Delta_m^\prime + \delta - i\kappa_2^\prime)\hat{a}_2^\dagger \hat{a}_2 + \int dx V(x) \hat{c}_g(x) \hat{a}_1^\dagger \hat{c}_g(x)$$n

$$+ \int dx V(x) \hat{c}_h(x) \hat{a}_1^\dagger \hat{c}_h(x) + h_e(\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_2^\dagger \hat{a}_1).$$n

(8)

where $\nu_x$ is the group velocity of the traveling photon around $k_0$ in the transmission line. $V$ is the coupling strength between the transmission line and resonator 1. Note that $V^2/\nu_x = \kappa_{\text{ext}}$ is the decay rate of the resonator due to the external coupling to the transmission line and has the unit of frequency [33–35]. In general, an arbitrary single-photon state $|\Phi(t)\rangle$ can be
expressed as [33–35]

\[ |\Phi(t)\rangle = \int dx [\hat{\phi}_T(x,t)\hat{c}^\dagger_T(x) + \hat{\phi}_R(x,t)\hat{c}^\dagger_R(x)]|\varnothing\rangle \]

+ \tilde{e}_1\hat{a}_1|\varnothing\rangle + \tilde{e}_2\hat{a}_2|\varnothing\rangle, \quad (9)

where \( |\varnothing\rangle \) is the vacuum, which has zero photon and has the atom in the ground state. \( \hat{\phi}_{T/R}(x,t) \) is the single-photon wave function in the \( T/R \) mode at the position \( x \) and the time \( t \). \( \tilde{e}_{1/2} \) is the excitation amplitude of the CPW resonator modes. We consider the propagation of the single-photon wave packets which can be derived from the Schrödinger equation:

\[ i\hbar \frac{\partial |\Phi(t)\rangle}{\partial t} = H_{\text{eff}}|\Phi(t)\rangle. \quad (10)\]

Substitution of Eqs. (2) and (9) into Eq. (10) gives the following set of equations of motion in the real space:

\[ \frac{\partial \hat{\phi}_T(x,t)}{\partial t} = -v_g \frac{\partial \hat{\phi}_T(x,t)}{\partial x} - iV\delta(x)\tilde{e}_1(t), \quad (11a)\]

\[ \frac{\partial \hat{\phi}_R(x,t)}{\partial t} = v_g \frac{\partial \hat{\phi}_R(x,t)}{\partial x} - iV\delta(x)\tilde{e}_1(t), \quad (11b)\]

\[ \frac{\partial \tilde{e}_1(t)}{\partial t} = -i(D'_m - i\kappa_1)\tilde{e}_1(t) - ih_e(t)\tilde{e}_2(t) \]

\[ -iV\delta(x)\hat{\phi}_T(x,t) - iV\delta(x)\hat{\phi}_R(x,t), \quad (11c)\]

\[ \frac{\partial \tilde{e}_2(t)}{\partial t} = -i(D'_m + \delta - i\kappa_2)\tilde{e}_2(t) - ih_e(t)\tilde{e}_1(t). \quad (11d)\]

For any given initial state \( |\Phi(t)\rangle \), the dynamics of the system can be obtained directly by integrating this set of equations. The dynamics of our system is different from those of the previous works [35,36]. In our system the first resonator mode \( \hat{a}_1 \) couples both traveling modes \( \hat{c}_T \) and \( \hat{c}_R \), while the second resonator mode \( \hat{a}_2 \) only interacts with the mode \( \hat{a}_1 \). Furthermore, the intermode interaction \( h_e \) can be tuned by the transmon.

For storage using the setup in Fig. 1(a), the microwave photons travels in the same transmission line before or after interaction with the resonator. The incoming pulse can be reflected by the transmon back to the transmission line. The microwave photon stored in the resonator can be also released to this branch of the transmission line. Following Shen and Fan [34] we define a field \( \hat{c}^\dagger_T(x) \) for a traveling mode in the transmission line such that \( \hat{c}^\dagger_T(x < x_0) \) describes an incoming photon that is moving toward the resonator at \( x \), and \( \hat{c}^\dagger_T(x > x_0) \) describes an outgoing photon leaving the resonator at \( 2x_0 - x \). \( x_0 \) is the position of the resonator. In order to take into account the phase shift \( \phi \) occurring during the reflection at the end of the waveguide, we write the Hamiltonian as

\[ \hat{H}_{\text{eff}} = -iv_g \int dx \hat{c}(x) \frac{\partial}{\partial x} \hat{c}(x) \]

\[ - \int dx v_g \phi \frac{\partial f(x)}{\partial x} \hat{c}(x)^\dagger \hat{c}(x) \]

\[ + (\Delta'_m - i\kappa_1)\hat{a}_1^\dagger \hat{a}_1 + (\Delta'_m + \delta - i\kappa_2)\hat{a}_2^\dagger \hat{a}_2 \]

\[ + \int dx V\delta(x)[\hat{c}^\dagger_T(x)\hat{a}_1 + \hat{a}_1^\dagger \hat{c}_T(x)] \]

\[ + h_e(\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_2^\dagger \hat{c}_1), \quad (12)\]

where \( f(x) \) is a switch-on function with the general property that \( \lim_{x \to \infty} f(x) = 0 \) and \( \lim_{x \to -\infty} f(x) = 1 \) in a short spatial extent. For computation purpose we take \( f(x) = \frac{1}{1 + e^{(x-x_0)/a}} \) with \( a = 0.5 \) spatial step, otherwise the specific form of \( f(x) \) is unimportant. Consideration of a general single-excitation state

\[ |\Phi(t)\rangle = \int dx \hat{\phi}(x,t)\hat{c}^\dagger_T(x)|\varnothing\rangle + \hat{\phi}_1^\dagger \hat{a}_1|\varnothing\rangle + \hat{\phi}_2^\dagger \hat{a}_2|\varnothing\rangle \quad (13)\]

yields the equation of motion

\[ \frac{\partial \hat{\phi}(x,t)}{\partial t} = -v_g \frac{\partial \hat{\phi}(x,t)}{\partial x} - iV\delta(x)\tilde{e}_1(t) \]

\[ + iV\delta(x)\hat{\phi}(x,t), \quad (14a)\]

\[ \frac{\partial \tilde{e}_1(t)}{\partial t} = -i(\Delta'_m - i\kappa_1)\tilde{e}_1(t) - ih_e(t)\tilde{e}_2(t) \]

\[ - iV\delta(x)\hat{\phi}_T(x,t) - iV\delta(x)\hat{\phi}_R(x,t), \quad (14b)\]

\[ \frac{\partial \tilde{e}_2(t)}{\partial t} = -i(\Delta'_m + \delta - i\kappa_2)\tilde{e}_2(t) - ih_e(t)\tilde{e}_1(t). \quad (14c)\]

The direct (end)-coupling model in Fig. 1(a) is essentially different from the side-coupling model in Fig. 1(b) [34]. Therefore, the Hamiltonian Eq. (12) [Eq. (8)] and the differential equations (14) [Eq. (11)] only describes the interaction and propagation of microwave fields in the setup of Fig. 1(a) [Fig. 1(b)].

## IV. RESULTS

We use the Langevin equation to study the transmission and reflection spectrum of the system. Then we present the numerical validation of the capability of our system for slowing, storing, and releasing of single-photon wave packets in the quantum regime.

Throughout the following investigation we apply a critical coupling \( \kappa_{\text{res}} = \kappa_1 \) and assume that the decay rate of resonator 2 is negligible, i.e., \( \kappa_2 = 0 \). This is practice if resonator 1 has a low \( Q \) with \( Q_1 \sim 10^3 \) [26] and resonator 2 is optimized to be high \( Q \), \( Q_2 \sim 10^6 \) [28]. For simplicity we assume two identical resonators such that \( \delta = 0 \) and \( g_1 = g_2 = g \). A similar setup usable for our goals has been fabricated in experiment [26]. In our numerical simulation of the single-photon scattering, we assume that \( \kappa_1 = 2\pi \times 5 \text{ MHz} \). Thus, a coupling of \( g = 2\pi \times 100 \text{ MHz} \) [26] can yield \( h_e = 2\kappa_1 \) for \( \Delta_1 = 10g \) which is the maximum in our simulation.

### A. Steady-state solution

When an array of resonators couple to each other, the analog of EIT occurs due to the pathway interference [5–9]. For our system here, the microwave field in the CPW resonators 1 capacitively couples to the traveling field in the transmission line and interacts with the mode in the CPW resonator 2 mediated by the transmon. As a result, the reflection spectrum in Fig. 1(a) and the transmission spectrum in Fig. 1(b) display EIT profiles [see Fig. 3(a)]. This microwave analog of EIT can be used to slow microwave pulses. Both of the transmission
or reflection spectrum and the group delay (see Fig. 3) can be calculated by solving the Langevin equation (3).

If the coupling between resonators is static, the group delay is fixed. Our system provides a manner to dynamically tune the effective coupling between the resonators. We tune the detuning $\Delta_\omega$ between the transmon and two resonators. Thus, the effective coupling $h_e = -|g|^2/\Delta_\omega$ can be modulated in time. In Fig. 3 the transmission or reflection spectrum and the group delay are compared for different couplings $h_e$. For $h_e=0$, no EIT-like profile appears. The microwave field is absorbed in the first setup [Fig. 1(a)] or reflected in the second setup [Fig. 1(b)] by the resonator 1. When $h_e > \kappa_1$, the EIT-like profile appears. For example, for $h_e = 0.25\kappa_1$, a narrow transparent window opens and the group delay can be $\kappa_1\tau_g = 16$, as shown in Fig. 3(b). The group delay decreases quickly as the coupling $h_e$ increases. For $h_e > \kappa'_1$, the EIT-like window becomes broader but the delay of microwave pulses is very small. So we use a small coupling $0 < h_e < \kappa'_1$ for the slowing microwave photons.

**B. Single-photon scattering**

Although the EIT-based slowing and storing of coherent microwave pulses has been demonstrated [13,15], it is unclear how well the EIT works for the slowing and storing of a single-photon signal in the quantum regime. Here we study the slowing and then releasing, and slowing of a single microwave photon by solving the motion of the single-photon scattering model. The initial input is a Gaussian pulse $\phi(x,0) = \sqrt{\tau^2/\pi} e^{-(x-x_0)^2/\tau^2}$, where $\tau$ is the spatial duration of pulse. The input is normalized to yield a single excitation $\int_{-\infty}^{+\infty} \phi(x,0)\phi(x,0)dx = 1$.

In Fig. 4 we first tune on the effective coupling $h_e = 2\kappa_1$. The input pulse excites the resonator modes. Due to the transparent EIT window, a large fraction of the pulse is reflected by the resonator. Then the coupling is switched off within a short time. The excitation in resonator 2 is stored for a time $\tau_g$ corresponding to a space delay $v_g\tau_g$. This fraction of the excitation is released to the transmission line again through resonator 1 when the coupling turns on. It can be clearly seen that a retrieved pulse appears (magenta line) after the reflected one (green line). Because only a fraction of excitation can be stored and retrieved, the EIT-based scheme is useful for the storage of a coherent state.

Now we go on to the slowing single-photon pulses. Both setups in Fig. 1 have the same capability to slow down the propagation of microwave pulses, shown in Fig. 5. The group delay is crucially dependent on the effective coupling $h_e$. For $h_e \geq \kappa_1$, the group delay is very small (green line). While $h_e \ll \kappa_1$ promises a considerable group delay. For example, $\tau_g$ can be larger than 50% $\tau$ if $h_e = 0.25\kappa_1$. Although the slowing wave function has a smaller amplitude in comparison with the input pulse in space, the wave function broadens slightly in space. This can be seen from Fig. 5(b) because the transmitted pulse has a narrower spectrum. As a result, more than 86% of excitation are reserved in the delayed pulse. Thus a cascade of two devices can provide a group delay longer than the duration of pulse.

**V. CONCLUSION**

We proposed a scheme to directly control the coupling between two CPW resonators using a superconducting transmon-type qubit. This tunable interaction between microwave photons allows us to turn on or off the microwave analog.
of the EIT. Using the single-photon scattering model, our simulations showed that we can tune the group delay of single-photon microwave pulses. We also can store and release a microwave pulse. Our scheme provides a manner for the slowing and storing of the microwave photons in both of the microwave-based quantum information processing and the classical wireless communications.
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APPENDIX
Here we provide the details regarding the intermediate steps to obtain Eq. (2) in the main text. The Hamiltonian of the full system including the transmon takes the form

\[ H = \frac{\omega_0}{2} \sigma_z + \sum_{j=1,2} \omega_j \hat{a}_j^\dagger \hat{a}_j + i \sqrt{2 \kappa_e} (\alpha \sigma^\dagger \hat{a}_1 - \alpha^\dagger \sigma \hat{a}_1) + \sum_{j=1,2} (g_j^2 \sigma^\dagger \sigma + g_j \sigma^\dagger \sigma^\dagger), \]  

(A1)

where the detunings are defined as \( \Delta_a = \omega_a - \omega_{a,0} \), \( \Delta_m = \omega_m - \omega_{m,0} \), and \( \delta = \omega_a - \omega_m \). To use the projection-operator formalism [37] to derive the effective Hamiltonian, we divide the Hamiltonian Eq. (A3) into

\[ \hat{H} = \hat{H}_e + \hat{H}_g + \hat{V}_- + \hat{\tilde{V}}_+, \]

with

\[ \hat{H}_e = \frac{\Delta_a + \Delta_m}{2} |e\rangle \langle e|, \quad \hat{H}_g = -\frac{\Delta_a + \Delta_m}{2} |g\rangle \langle g|, \]

\[ \hat{V}_- = \Delta_m \hat{a}_1^\dagger \hat{a}_1 + (\Delta_m + \delta) \hat{a}_1^\dagger \hat{a}_1 + i \sqrt{2 \kappa_e} (\alpha \hat{a}_1^\dagger - \alpha^\dagger \hat{a}_1), \]

\[ \hat{\tilde{V}}_+ = \sum_{j=1,2} \hat{V}_{+,j} \quad \hat{V}_- = \hat{V}_{+}^\dagger, \]

where \( \hat{V}_- \) is independent of the state of the transmon. The perturbative excitation \( \hat{V}_{+,j} = g_j \sigma^\dagger \hat{a}_j \) connects the transmon and the \( j \)th resonator. Assuming that \( |\Delta_a| \) is much larger than \( |\delta| \) and the decay rate of transmon, we have the inverse of the Hamiltonian of the quantum jump formalism under two driving fields \( \hat{a}_1 \) and \( \hat{a}_2 \).

\[ (\hat{H}_{NH}^{(j)})^{-1} = (\Delta_a + \Delta_m - \Delta_m)^{-1} |e\rangle \langle e| = |e\rangle \langle e| / \Delta_a, \]

\[ (\hat{H}_{NH}^{(g)})^{-1} = (\Delta_a + \Delta_m - \Delta_m - \delta)^{-1} |e\rangle \langle e| = |e\rangle \langle e| / (\Delta_a - \delta). \]

Thus, the effective Hamiltonian is given by

\[ \hat{H}_{\text{eff}} = -\frac{1}{2} \left[ \hat{V}_- \sum_{j=1,2} (\hat{H}_{NH}^{(j)})^{-1} \hat{V}_{+,j} \right] + \hat{H}_g + \hat{H}_r \]

\[ = -\frac{1}{2} \left[ \sum_{j=1,2} \left( \frac{g_j \hat{a}_j^\dagger}{\Delta_a} + \frac{g_j \hat{a}_j}{\Delta_a - \delta} \right) \right] |g\rangle \langle g| + \text{H.c.} \]

\[ + \hat{H}_g + \hat{H}_r \]

\[ = \hat{H}_g + \hat{H}_r - \frac{|g_1|^2}{\Delta_a} |\hat{a}_1^\dagger |g\rangle \langle g| - \frac{|g_2|^2}{\Delta_a - \delta} |\hat{a}_2^\dagger |g\rangle \langle g| \]

\[ - \frac{1}{2} \left( \frac{1}{\Delta_a} + \frac{1}{\Delta_a - \delta} \right) (g_1 g_2^\dagger \hat{a}_1^\dagger \hat{a}_2^\dagger + \text{H.c.}) |g\rangle \langle g|. \]  

(A4)

It is reasonable to assume \( \hat{a}_{ee} \sim 0 \) and \( \hat{a}_{gg} \sim 1 \) when \( \hat{\sigma}_z \) varies slowly and the population in \( |e\rangle \) is small in the situation of \( |\Delta_a| \gg |g_1|, |g_2| \). For simplicity we also assume the two CPW resonators are identical, \( \delta = 0 \) and \( g_1 = g_2 = g \). This gives the effective Hamiltonian in Eq. (2) in agreement with [38].
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