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Abstract: Electronic tongues and artificial gustation for crucial analytes in the environment, such as metal ions, are becoming increasingly important. In this contribution, we propose a multi-level fusion framework for a hybrid impedimetric and voltammetric electronic tongue to enhance the accuracy of $K^+$, $Mg^{2+}$, and $Ca^{2+}$ detection in an extensive concentration range (100.0 nM–1.0 mM). The proposed framework extracts electrochemical-based features and separately fuses, in the first step, impedimetric features, which are characteristic points and fixed frequency features, and the voltammetric features, which are current and potential features, for data reduction by LDA and classification by kNN. Then, in a second step, a decision fusion is carried out to combine the results for both measurement methods based on Dempster–Shafer (DS) evidence theory. The classification results reach an accuracy of 80.98% and 81.48% for voltammetric measurements and impedimetric measurements, respectively. The decision fusion based on DS evidence theory improves the total recognition accuracy to 91.60%, thus realizing significantly high accuracy in comparison to the state-of-the-art. In comparison, the feature fusion for both voltammetric and impedimetric features in one step reaches an accuracy of only 89.13%. The proposed hierarchical framework considers for the first time the fusion of impedimetric and voltammetric data and features from multiple electrochemical sensor arrays. The developed approach can be implemented for several further applications of pattern fusion, e.g., for electronic noses, measurement of environmental contaminants such as heavy metal ions, pesticides, explosives, and measurement of biomarkers, such as for the detection of cancers and diabetes.
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1. Introduction

Potassium, calcium, and magnesium are essential metal elements for plant growth [1]. They are highly demanded as nutrient solutions, fertilizers, or supplements to enhance the yield and quality of crops in modern agriculture [2]. Potassium is a macronutrient for plant growth and is related to the movement of water and carbohydrates in plant tissues [3]. Calcium and magnesium are secondary nutrients for plants and have proven to be essential nutrient sources for photosynthesis [4], cell wall construction [5], and second messenger [6]. Their cationic forms ($K^+$, $Ca^{2+}$, and $Mg^{2+}$) are required to be precisely optimal and controlled in the plant growth environment to match the nutrient requirements of the crop under different growth stages [7–9]. Therefore, high-precision $K^+$, $Mg^{2+}$, and $Ca^{2+}$ quantification technologies combined with the Internet of Things (IoT) are widely used in aquaponics [10], soilless cultivation [11], smart fisheries [12], and automatic agriculture [13].
With the development and increased demand for smart agriculture, there are many objective requirements for high-accuracy ion detection in a rapid, portable, and cost-effective manner [7]. Classical ion detection techniques are costly and rely on large equipment, unsuitable for online measurement and IoT adaptation, such as complexation titration [14], ion chromatography [15], mass spectrometry [16], spectroscopy [17], and spectrophotometry [18]. Therefore, microsensor techniques combining sensitive materials have been applied for rapid ion detection as valued methods, such as voltammetric sensors [19–21], impedimetric sensors [22,23], and potentiometric sensors [24], which could enable reliable integration with portable measurement devices. Gruden and Kanoun [25,26] demonstrated that cyclic voltammetry (CV) could be employed to discriminate the ratio of Ca$^{2+}$ and Mg$^{2+}$ in water and further developed a cost-effective sensor system combining electrochemical impedance spectroscopy (EIS) and CV for the online determination of aqueous solutions. Peng et al. [27] prepared an electrochemical sensor based on NiS$_2$ nanoparticles (NPs) for the detection of Ca$^{2+}$ and Mg$^{2+}$ in water with a detection range of 1 nM–100 nM. Kumbhat et al. [28] developed an electrochemical sensor based on a self-assembled monolayer of 4-aminobenzo-18-Crown-6 ether as a selective ionophore for highly selective K$^+$ (1 µM–10 mM) detection. For impedimetric detection, Akhter et al. [29] reported a 3D-printed impedimetric sensor based on multi-walled carbon nanotubes, which can recognize Ca$^{2+}$ and Mg$^{2+}$ between 1 ppm and 200 ppm. Machado et al. [30] fabricated an impedimetric multichannel monolayer-coated gold sensor to detect low concentration change in K$^+$ in mouse brains. In summary, a large number of studies regarding sensitive material-based sensors demonstrated their critical role and potential in the field of ion detection. However, a single sensor is generally only applicable to the detection of one single kind of ion, whereas the desired high detection accuracy is difficult to be achieved for complex multi-analyte detection scenarios. This is limited by the limitation of the sensing principle itself.

Multi-sensor array for detecting analytes in liquids is defined as an electronic tongue (E-Tongue; ET) and received considerable attention during the last two decades due to its potential for analyzing multiple analytes and the IoT-integration possibility [31]. ET can emulate the taste mechanism of humans and can perform highly accurate ion classification and identification using response signals toward the target ions to establish specific fingerprints. Generally, ET consists of a sensor array for chemical detection and an advanced pattern recognition system to extract holistic features from complex samples to identify target analytes [32]. Riuil et al. [33,34] first proposed that an ET based on a conductive polymer impedimetric sensor array (ISA) can be employed to detect metal ions in water. Cortina-Puig et al. [35] reported an ionophore/polypyrrole-based impedimetric ET that can simultaneously quantitatively recognize potassium, sodium, and ammonium ions. Pérez-Ráfols et al. [36] developed an ET based on voltammetric sensor array (VSA) for several metallic ions discrimination by employing differential pulse anodic stripping voltammetry (DPASV) and partial least squares regression (PLSR). Men et al. [37] reported dual-ET containing chalcogenide-based voltammetric sensors to detect metal ions in wastewater and seawater. The above contributions demonstrated the feasibility of the ET technique in the field of ion detection. The advantage of ET compared with using a single sensor to detect ions is that sensor arrays bring new dimensions to the observation, contributing to the analysis based on more parameters and improving predictive performance.

Pattern fusion is an essential strategy in a multi-sensor system, aiming to achieve higher accuracy recognition results by different sensor combinations to obtain response information of analytes from multiple perspectives, such as a combination of ET and electronic nose (EN) [38], combination of computer vision and pressure sensor array [39], and hybrid sensor array of different sensing techniques. The pattern fusion strategy includes data fusion, feature fusion, and decision fusion. Data fusion is low-level fusion aiming to fuse raw data and extract or calculate less valuable data. Feature fusion is intermediate-level fusion and is applied for the fusion of features extracted by different algorithms to characterize the response signal of analytes comprehensively. Decision fusion is high-level
fusion, which can integrate established decisions from multiple determination channels (classifiers) to achieve high accuracy final decision based on various considerations [40,41]. The combination of voltammetric and potentiometric ET has proved to be effective in detecting or discriminating beers [42], fermented milk [43], aspergillus of food [44], and apple extracts [45]. Labrador et al. [46] proposed a hybrid ET combining a VSA and a single impedimetric sensor for composition analysis of minced meat. Therefore, the combination of sensor arrays with different sensing techniques enhances recognition accuracy and provides more evidence for classification.

This contribution firstly proposes a multi-fusion strategy framework for an electronic tongue-based VSA and ISA to exploit their synergy and enhance, thereby, the measurement accuracy of the concentrations of $K^+$, $Mg^{2+}$, and $Ca^{2+}$ in liquid samples in the range from 100.0 nM to 1.0 mM. The developed electronic tongue consists of four voltammetric sensors and six impedimetric sensors. We proposed to extract electrochemical-based features, which are relevant to the corresponding measurement method, and to realize a hybrid feature fusion (intermediate-level fusion) for every method separately, followed by a decision fusion (high-level fusion) combining both results, as shown in Figure 1. The effectiveness of the extracted features was evaluated. A supervised dimensionality reduction algorithm was applied to analyze the effect of cluster scatters on the extracted features. The $k$-nearest neighbor ($k$NN) classifier was employed to classify the clusters under multiple dimensionalities. The evidence theory algorithm fused the decision results of the VSA and ISA to enhance the prediction accuracy of the final decision. Recognition results based on different algorithms and fusion strategies were compared.

![Figure 1. Concept of the proposed multi-level fusion framework for a hybrid voltammetric and impedimetric electronic tongue for metal ions detection.](image-url)

### 2. Experiments and Methods

#### 2.1. Sample Preparation

The samples containing metallic ions were prepared by dissolving the chloride salt ($KCl$, $MgCl_2$, $CaCl_2(H_2O)_2$) powder in phosphate buffer solution (PBS) (0.1 M, pH = 7.0) and then sonicated for 1 h using an ultrasonic bath to ensure solubilization. The applied chloride salts were purchased from Sigma-Aldrich (Sigma Chemical Co., St. Louis, MO, USA; Aldrich Chemical Co., Milwaukee, WI, USA). Nine concentrations (100.0 nM, 500.0 nM, 1.0 µM, 5.0 µM, 10.0 µM, 50.0 µM, 100.0 µM, 500.0 µM, 1.0 mM) of samples were prepared for each metallic ion. Thirty samples of each metallic ion and each above concentration were prepared, 810 samples in total. The samples were individually stored in glass bottles at room temperature.
2.2. Voltammetric Measurements

A VSA was applied for the voltammetry measurement of the samples, which consists of four voltammetric sensors based on metal NPs electrochemical deposition layer and modified with metallic phthalocyanine (MPc) and COOH-functionalized multi-walled carbon nanotubes (MWCNT-COOH), preparation details are provided in Table S1. The sensors were based on commercial carbon screen-printed electrodes (Itasens IS-C, PalmSens BV, Houten, The Netherlands) with a paper substrate. The well-prepared sensor array is shown in Figure S1A.

The measurements were executed by PalmSens4 Electrochemical Workstation (PalmSens BV, Houten, Netherland) with the following procedure: 1 mL of sample was dropped on the working area of each sensor by pipette, then left for 30 s. CV was carried out with a scan range between −0.9 V and 0 V and 0.005 V of scan step length, and only the reduction curve with 179 points was selected to extract features. The sensors were cleaned with deionized water for 30 s after measurement, then dried under air flow for 1 min. For continuous measurements, samples of the same concentration of different ions are selected for cross-measurement to avoid sensor fatigue for the same ion. The schematic diagram of the voltammetric measurement is shown in Figure S1B.

2.3. Impedimetric Measurements

An ISA was applied to the EIS measurement of the samples, which consists of six impedimetric sensors modified with composite films of poly(3,4-ethylenedioxythiophene)–polystyrene sulfonate (PEDOT:PSS), MPc, and MWCNT-COOH, and the preparation details are given in Table S2. The electrodes are silver screen-printed interdigitated electrodes (IDEs) on a polyimide (PI) substrate. The well-prepared sensor array is shown in Figure S2A. Generally, impedimetric sensors demonstrate relatively lower specific detection ability compared to voltammetric sensors; thus, the ISA has more numbers of sensors than the VSA in this contribution. The measurement was executed by Agilent 4294A Precision Impedance Analyzer (Agilent Technologies Inc., Santa Clara, CA, USA). The impedance response toward samples was acquired 201 points from the frequency range between 40 Hz and 110 MHz. Other operations are the same as voltammetric measurement. The schematic diagram of the impedimetric measurement is shown in Figure S2B.

2.4. Pattern Fusion Framework

2.4.1. Features Extraction and Fusion

Usually, the raw signals of sensors are not used directly for analysis because the noise and redundancy of the data increase the calculation difficulty for portable measurements. Feature extraction is employed to extract signals corresponding to physical or chemical processes and reduces the amount of data computation [47]. Feature extraction of VSA and ISA represent different aspects of the response toward metal ions.

Voltammetric measurements usually apply a continuously varying potential to obtain an I–V curve of the sensor to the target analyte to demonstrate the oxidation or reduction reaction reacting on the surface of the working electrode. The shape of the I–V curve mainly depends on the modification of the working electrode and the redox properties of the analyte. The potential information in the curves represents the potential at which the oxidation or reduction reaction occurs and is employed for the qualitative identification of the target analyte. The current information exhibits a strong correlation with the concentration of the target analyte and is usually utilized to identify the concentration of the analyte in the sample [48]. In this study, the data from the reduction part of CV curves were utilized for feature extraction.

The features based on the current information are the reduction current peak (RC) and reduction curve integral (RI) of the sensor in VSA response towards the target ions, as presented in Equations (1) and (2), respectively:

\[ RC_i = I_{i,n} \ (i = 1, 2, \ldots, 4 \text{ for VSA}) \]
\[
RI_i = \sum_{k=1}^{179} I_{i,k} \quad (i = 1, 2, \ldots, 4 \text{ for VSA})
\]  

where \( n \) is the number of the reduction peak point, \( i \) is the sensor label in VSA, \( I \) is the current value of the acquired data point, and \( k \) is the number of each acquired point on the reduction part of the CV curve.

The feature based on potential information is the potential value at the reduction peak (RP) as presented in Equation (3):

\[
RP_i = V_{i,n} \quad (i = 1, 2, \ldots, 4 \text{ for VSA})
\]  

where \( V \) is the potential value of the reduction peak point, and other variables are the same as in Equations (1) and (2).

EIS characterizes and analyzes electrochemical properties such as electrode process kinetics, bilayer, and diffusion by measuring impedance variation with sinusoidal frequency. Nyquist plot was used to visualize EIS for analyzing properties of the electrochemical system, such as equivalent circuits, by plotting the x- and y-axis as the real part (\( Z' \)) and imaginary part (\( Z'' \)) of impedance, respectively. Each point therein represents the impedance information of this system at a fixed frequency; however, the relative position of this point in the plot may change depending on the analyte [25,49,50]. Therefore, a complete description of the sensor’s response toward the analyte can be obtained by extracting and combining the impedance information of the points at specific positions or specific frequencies.

The features based on the information of the characteristic points are the real part \( CP_{\text{peak}-Z'} \) and imaginary \( CP_{\text{peak}-Z''} \) part of the impedance at the peak characteristic point of the charge-transfer semi-circle in the Nyquist plot of the sensor response to the target ion in the ISA as Equations (4) and (5), respectively:

\[
CP_{\text{peak}-Z',i} = R_{i,n} \quad (i = 1, 2, \ldots, 6 \text{ for ISA})
\]

\[
CP_{\text{peak}-Z'',i} = X_{i,n} \quad (i = 1, 2, \ldots, 6 \text{ for ISA})
\]

where \( n \) is the number of the peak characteristic point of the charge-transfer semi-circle, \( i \) is the sensor label in ISA, and \( R \) and \( X \) are the real and imaginary parts of the point’s impedance, respectively.

The features based on the information at fixed frequency points are the impedance values measured at 20 kHz \( (FF_{20k}-Z) \), the real parts \( (FF_{1k}-Z', FF_{300k}-Z') \), and imaginary parts \( (FF_{1k}-Z'', FF_{300k}-Z'') \) of the impedance measured at 1 kHz and 300 kHz as Equations (6)–(8), respectively:

\[
FF_{20k}-Z,i = \sqrt{R_{i,f}^2 + X_{i,f}^2} \quad (i = 1, 2, \ldots, 6 \text{ for ISA})
\]  

\[
FF_{f-Z',i} = R_{i,n} \quad (f = 1k, 300k)
\]

\[
FF_{f-Z'',i} = X_{i,n} \quad (f = 1k, 300k)
\]

where \( f \) is the frequency of the selected point in the Nyquist plot, and other variables are the same as in Equations (4) and (5).

In this contribution, the process of feature fusion was performed by fusing the features based on current and potential information for VSA and the features based on information of characteristic points and fixed frequency points for ISA, respectively. The features of the 4 sensors in the VSA were concatenated to form a 12-dimensional feature vector. Similarly, the features of the 6 sensors in the ISA were concatenated into a feature vector of 42 dimensionalities.
2.4.2. Dimensionality Reduction

Redundant correlations between each sensor in the array can result in a “curse of dimensionality” in case of excessive features [51]. Therefore, the extracted features can be projected into a low-dimensional space to obtain new principal variables without redundancy. Supervised dimensionality reduction algorithms are widely used in sensor array signal analysis [52]. In this study, linear discriminant analysis (LDA) was applied to reduce the dimensionality of the feature vectors.

The central idea of LDA is to minimize the intra-class spacing and maximize the inter-class variance after projection. The information of input data sets should also include the classes of the samples, so the input data set was \( X = \{(x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m)\} \), where any sample \( x_i \) \((i = 1, 2, \ldots, m)\) is an \( n \)-dimensional vector and \( y_i \in \{C_1, C_2, \ldots, C_k\} \) is the classes (3 metallic ions and their 9 concentrations) of the samples. \( N_j \) \((j = 1, 2, \ldots, k)\) is defined as the number of samples (30 repeat samples) in class \( j \), \( X_j \) \((j = 1, 2, \ldots, k)\) as the vector set of samples in class \( j \), \( \mu_j \) \((j = 1, 2, \ldots, k)\) as the mean vector of samples in class \( j \), and \( \sum_j \) \((j = 1, 2, \ldots, k)\) as the covariance matrix of samples in class \( j \). The within-class scatter matrix \( S_w \) and the between-class scatter matrix \( S_b \) were calculated through the expressions (9) and (10) [53]:

\[
S_w = \sum_{j=1}^{k} S_{wj} = \sum_{j=1}^{k} \sum_{x \in X_j} (x - \mu_j)(x - \mu_j)^T \tag{9}
\]

\[
S_b = \sum_{j=1}^{k} N_j (\mu_j - \mu)(\mu_j - \mu)^T \tag{10}
\]

2.4.3. Classification

Classification is usually employed for further class identification of the dimensionality-reduced feature matrix. The supervised kNN classifier as a nonparametric statistics learning algorithm was applied in this contribution, which is a common classifier for signal processing in the literature [55]. The classification of the test set data was determined by counting the major class of the \( k \) nearest samples in the feature space. The selected nearest samples should be previously correctly classified in a supervised manner.

2.4.4. Decision Fusion for Voltammetric and Impedimetric Measurements

Decision fusion integrates the recognition results from different sensor arrays to obtain higher prediction accuracy. Dempster–Shafer evidence theory (D–S evidence) is a general framework for reasoning with uncertainty and has been proven feasible for multi-sensor fusion in the literature [55].

\( \Theta = \{\theta_1, \theta_2, \ldots, \theta_C\} \) is defined as the discernment frame, and each class indicates a subset \( \theta_c(\theta_c \in \Theta) \). The subjective probabilities (masses) are the key evidence of decision-making. \( A \) is a focal element of the discernment frame if the set function \( m : 2^\Theta \to [0, 1] \) is satisfied (11):

\[
m(\phi) = 0, \quad \sum_{A \in \Theta} m(A) = 1 \tag{11}
\]

\( m \) is then defined as the basic probability assignment in the discernment frame and \( m(A) \) as the probability assignment value [56]. A focal element is essentially a set of evidence derived from different sensor arrays. In this contribution, the VSA and ISA indicate two sets of evidence, \( m_1 \) and \( m_2 \). Let the 27 classes of the samples be defined in the discernment frame as \( \Theta = \{\theta_1, \theta_2, \ldots, \theta_{27}\} \). The basic probability assignment function is obtained by the output of kNN.

The above two sets of evidence with \( A_1, A_2, \ldots, A_i \) and \( B_1, B_2, \ldots, B_j \) can be integrated into a new set of evidence \( m_{12} \) through D–S evidence combination rule (12) as follows:

\[
m(A) = \frac{\sum_{A \cap B} m_1(A) m_2(B)}{1 - K} \quad A \neq \phi \tag{12}
\]
where \( K = \sum_{A_i \cap B_j} m_1(A_i)m_2(B_j) \) and \( K < 1 \) [56]. The final decision should be one of 27 classes, indicating the maximum membership of the plausibility. The algorithms were implemented by Python3 in PyCharm ( JetBrains s.r.o., Prague, Czech Republic).

3. Results and Discussion

3.1. Evaluation of Features

Radar plots (see Figure 2) are presented to observe whether pattern differences (i.e., fingerprints) arise between the sensors in the VSA and ISA response toward \( \text{K}^+ \), \( \text{Mg}^{2+} \), and \( \text{Ca}^{2+} \). Responses of each sensor are presented as polygons composed of the extracted features. Overall, each sensor in both the VSA and the ISA exhibits significantly differentiated patterns in response to the three target analytes, i.e., polygons of different colors covering relatively different regions. These differences can be attributed to the effectiveness of the feature extraction and the cross-selectivity of the applied sensitive materials since the extracted features are all physically meaningful from CV and EIS curves and can characterize the sensors’ response toward the analytes in multiple perspectives. These very differentiated patterns mean that the VSA and ISA have excellent properties, which have proven to be valuable for multi-analyte recognition in studies, e.g., volatile organic compounds [57], bio-analytes [58], and metal ions [59].

![Figure 2. Extracted features of (A–C) VSA and (D–F) ISA towards K⁺, Mg²⁺, and Ca²⁺ at a concentration of 50 µM.](image-url)

3.2. Feature Fusion

The current features (RC, RI), potential features (RP), characteristic point features (CP\(_{\text{peak}-Z'}\), CP\(_{\text{peak}-Z''}\)), and fixed frequency point features (FF\(_{20k-Z}\), FF\(_{1k-Z'}\), FF\(_{1k-Z''}\), FF\(_{300k-Z'}\), FF\(_{300k-Z''}\)) were extracted from the acquired data of VSA and ISA according to Section 2.4.1, to more completely describe the response of the sensor arrays toward metal ions. The features were fused into two sets of feature vectors for VSA and ISA, respectively.

The score plot of the LDA displayed on the 2D plane can be applied for visual assessment of the recognition ability of the features. Less overlap in clusters of ion categories or concentrations means better recognition ability. Figures 3 and S3 show the score plots of the VSA considering based on the current features (Figures 3A,C and S3A,C).
and after feature fusion, that is, based on both the current and the potential features (Figures 3B,D and S3B,D).

3.2. Feature Fusion

The current features (RC, RI), potential features (RP), characteristic point features (CPpeak – Z', CPpeak – Z″), and fixed frequency point features (FF 20k – Z, FF 1k – Z', FF 1k – Z″, FF300k – Z', FF300k – Z″) were extracted from the acquired data of VSA and ISA according to Section 2.4.1, to more completely describe the response of the sensor arrays toward metal ions. The features were fused into two sets of feature vectors for VSA and ISA, respectively.

The score plot of the LDA displayed on the 2D plane can be applied for visual assessment of the recognition ability of the features. Less overlap in clusters of ion categories or concentrations means better recognition ability. Figures 3 and S3 show the score plots of the VSA considering based on the current features (Figures 3A,C and S3a,c) and after feature fusion, that is, based on both the current and the potential features (Figures 3B,D and S3b,d).

Figure 3. LDA score plots (2D) of the VSA for the discrimination of the metallic ions’ categories and concentrations (K⁺) based on (A,C) only current features (before feature fusion) and (B,D) both current and potential features (after feature fusion), respectively.

In Figure 3A,B, the categories of metal ions are observed as clusters. The clusters of Mg²⁺ and Ca²⁺ overlap with the K⁺ cluster considering only the current features, respectively; instead, the Mg²⁺ is entirely independently distributed after feature fusion. The LDA scores of Ca²⁺ and K⁺ are partially overlapped due to dimensionality limitations, whereas they are entirely independent in higher dimensional space shown in next Section. The added potential features correlate with the ion categories, thus enhancing the qualitative recognition accuracy of the VSA.

The current features cannot distinguish well for different concentrations of K⁺ (see Figure 3C). The overlapped boundaries reduce the correct recognition probability of the test samples. The clusters converge relatively after considering the potential features, and the boundaries are more clearly delineated (see Figure 3D). They mean that the quantitative recognition ability of VSA is relatively improved. Although the clusters of concentration range from 1.0 µM to 10.0 µM still overlap, the distribution becomes regular according to the increasing concentration. Additionally, the within-class samples distribute more compactly, which complies with the dimensionality reduction rule of LDA (Section 2.4.2). Similarly,
for the concentration discrimination of Mg\(^{2+}\) and Ca\(^{2+}\) (see Figure S3), the addition of the potential features results in the boundary condensing of each concentration’s cluster.

Figures 4 and S4 show the score plots of ISA considering only the characteristic point features (see Figures 4A,C and S4A,C) and both characteristic point and fixed frequency point features, that is, after feature fusion (see Figures 4B,D and S4B,D). For the clusters of ion categories (see Figure 4A,B), more selected features enhance the distribution density of within-class scatters, especially for Mg\(^{2+}\). The addition of the fixed frequency point features significantly improves the concentration discrimination of Mg\(^{2+}\) (Figure 4D), compared to discrimination only based on characteristic point features (see Figure 4C). Both between- and within-class distances converge significantly to the ideal states of LDA. Similarly, for K\(^+\) and Ca\(^{2+}\), the concentration discrimination after feature fusion shows clearer boundaries (Figure S4).
The vectors of multi-features better described the overall signals of the sensor array and improved the qualitative and quantitative prediction accuracy. The reason for ISA’s better result is related to the number of added fixed-frequency features. More considered valuable features compared to the VSA can provide a more comprehensive recognition basis [60].

3.3. Dimensionality Reduction

The number of principal components (PC) in the dimensionality reduction process impacts the prediction accuracy [57,61]. This section studied the PC number’s effect of LDA on the prediction accuracy of VSA and ISA toward ion categories (see Figure 5). Figure 5A,B demonstrate the score plots of VSA and ISA in 3D space composed of the first three PCs (LD1, LD2, LD3) of the LDA results and the eigenvalues and cumulative contributions of its PCs (scree plot). The cumulative contributions of VSA and ISA are 94.48% and 91.90%, respectively, which can represent the majority of the information of the fused feature vector. The cumulative contributions of the first six PCs are nearly 100%. Compared to the 2D plane (Figures 3B and 4B), the clusters representing ion categories are distributed independently in the 3D space due to the addition of the LD3 projection on the z-axis direction. Extending information in the 3D space provides more precise boundaries for the categories and improves prediction accuracy.

Figure 5. LDA score plots (3D) of (A) VSA and (B) ISA for discrimination of metallic ions’ categories with scree plots (LD1 to LD6) as insets, and the recognition accuracies of (C) VSA and (D) ISA under 1D to 6D conditions.
The prediction accuracy of VSA and ISA toward ion categories in the 1D to 6D space is shown in Figure 5C,D, respectively. The predictions were performed by LDA only, and the training and testing set consisted of 405 samples each. The accuracies were relatively low under 1D and 2D due to the unclear boundaries of the clusters. From 3D to 6D, the accuracy no more increased significantly with increasing dimensions. The prediction accuracy for Ca\(^{2+}\) was relatively low (<70%) due to the performance limitations of the sensor array itself. The highest accuracies were 85.18% for K\(^+\) (VSA, 6D) and 95.55% for Mg\(^{2+}\) (ISA, 6D).

The results demonstrate that the LDA method is effective in the supervised classification of potassium, calcium, and magnesium ions. It can be applied for accurate and fast classification due to the simplicity of the computational process [53]. In addition, the results show that there is a difference in the recognition accuracy obtained by the ET when different PC numbers are considered. The LDA method has been employed by many researchers for the ET classification of metal ions. Li et al. [62] applied the LDA method in colorimetric ET for the determination of six metal ions. Similarly, Sipos et al. [63] and Men et al. [64] classified mineral water by determinizing contained ions through LDA-based ETs.

3.4. Classification

As an instance-based learning algorithm, the recognition accuracy of kNN is influenced by the k value (nearest neighbors) [65]. In this section, the classification effect of kNN on the reduced-dimensional samples and the impact of different combinations of k values and dimensions on the recognition accuracy were discussed (see Figure 6). Figure 6A,B demonstrate the classification effect of kNN (k = 5) on the LDA-processed samples in the 2D plane. The training set (squares) and the testing set (stars) consist of 405 samples each. The different colored areas mean that if the testing sample is within them, it will be identified as the indicating ion category and concentration. For the VSA, the regions’ area of the three metal ions are approximately the same, but Ca\(^{2+}\) was divided into two separate parts. Each region has clear boundaries, and the colored areas were arranged in a regular pattern according to the concentration changes. For ISA, K\(^+\) and Mg\(^{2+}\) were well classified, as well as the concentration regions in Ca\(^{2+}\) overlapped each other obviously, which can be improved at higher dimensions.

The choice of the k value usually depends on the data. A larger k value can reduce the influence of noise during classification but blurs the boundaries between categories [66]. Figure 6C,D show the impact of different combinations of dimensions (D: 1 to 6) and k value (k: 1 to 15) on the total recognition accuracy. In 1D and 2D space, the accuracy roughly increases with increasing k value. However, in the 3D–6D space, the accuracy remains at around 80% and is not influenced by the change in k. The optimal total recognition accuracies are 80.98% and 81.48% for VSA and ISA, respectively, both happening under the condition of D = 6 and k = 5.

The obtained results showed that kNN could be efficiently applied to voltammetric and impedimetric ETs by adjusting the k value. KNN algorithm could be used for either classification or regression; therefore, it was employed by researchers in many valuable application fields of ETs, for example, the determination of wine [67], classification of tea [68], geographical origin identification of crops [69], etc.
The choice of the k value usually depends on the data. A larger k value can reduce the influence of noise during classification but blurs the boundaries between categories [66]. Figure 6C,D show the impact of different combinations of dimensions (D: 1 to 6) and k value (k: 1 to 15) on the total recognition accuracy. In 1D and 2D space, the accuracy roughly increases with increasing k value. However, in the 3D–6D space, the accuracy remains at around 80% and is not influenced by the change in k. The optimal total recognition accuracies are 80.98% and 81.48% for VSA and ISA, respectively, both happening under the condition of D = 6 and k = 5.

The obtained results showed that kNN could be efficiently applied to voltammetric and impedimetric ETs by adjusting the k value. KNN algorithm could be used for either classification or regression; therefore, it was employed by researchers in many valuable application fields of ETs, for example, the determination of wine [67], classification of tea [68], geographical origin identification of crops [69], etc.

Figure 6. KNN (D = 2, k = 5) classification results of (A) VSA and (B) ISA with training and testing samples, and the effect of k value on total recognition accuracies of (C) VSA and (D) ISA.

3.5. Comparison of Algorithm Combinations

The effectiveness of the LDA-kNN combination was compared with other popular dimensionality reduction-classification combinations. The total prediction accuracy of different combinations of dimensionality reduction algorithms (LDA, principal component analysis (PCA), and isometric mapping (ISOMAP)) and classifiers (kNN, support vector machine (SVM), random forest (RF), and gradient boosting machine (GBM)) applied on VSA and ISA are shown in Figure 7.

For the dimensionality reduction algorithm, ISOMAP achieves a total accuracy of only 61% (with classifier kNN) due to it being more suitable for non-linear data structures. PCA, as an unsupervised algorithm, achieves a total accuracy of around 75%. LDA was proven to provide the highest recognition accuracy of over 80% due to its supervised model and optimal between/within class distances.

For the classifiers, the accuracy exceeds 70% in all combinations with LDA (kNN > RF > SVM > GBM). SVM is a non-probabilistic binary linear classifier based on model boundaries; thus, the complex scatters distribution reduces its recognition accuracy. In contrast, kNN with a small k value outperforms SVM for complex boundaries [70]. RF and GBM are ensemble methods more suitable for large-scale processing data [71]. Moreover, they require high computing power, which results in their unsuitability for real-time computing on portable devices. The best combination is LDA-kNN (80.98%), and
the worst is ISOMAP-GBM (52.59%). Overall, the dimensionality reduction algorithms affect the recognition accuracy more than the classifier.

3.6. Quantitative Determination of Metallic Ions Based on Different Fusion Strategies

The LDA-kNN framework based on multi-features can improve the total recognition accuracy of VSA and ISA to approximately 80%. Nevertheless, it is not satisfactory for plant growth processes that require precise determination of metal ion concentrations. DS evidence theory is applied for decision-level fusion to obtain higher recognition accuracy. Based on the results in Section 3.4 regarding the optimal accuracy, the optimal parameters of both VSA and ISA were chosen as $D = 6$ and $k = 5$.

Figures 8 and S7 show the confusion matrix and the recognition accuracy of ion categories, respectively, based on different fusion strategies. The total recognition accuracies of VSA and ISA after individual feature fusion are 80.98% (Figure 8A) and 81.48% (Figure 8B). The proposed multi-fusion based on individual feature fusion and DS evidence as decision fusion improved the total accuracy to 91.60% (Figure 8D). In comparison, the one-step feature fusion method, which combines all extracted voltammetric and impedimetric features together and makes only one decision, was tested, and total accuracy of 89.13% was obtained (Figure 8C). The diagonal line of the confusion matrix indicates the correct recognition of the 27 patterns (three categories $\times$ nine concentrations), and the other elements indicate the misidentification between classes. For Mg$^{2+}$, the average recognition accuracy of VSA is 82.96%, while that of ISA is as high as 95.55%. After fusing the decisions, the accuracy improved to 97.78%. The accuracy of VSA and ISA for Ca$^{2+}$ was 73.33% and 59.26%, respectively, and the decision fusion improved it to 82.96%. Especially for the relatively high concentration range (50 µM to 1.0 mM), decision fusion corrected the misidentifications of ISA and improved the accuracy to 98.33%. The one-step feature fusion method showed a similar accuracy on Mg$^{2+}$ compared to the multi-fusion approach but lower accuracy on K$^+$ and Ca$^{2+}$. The above results demonstrate the effectiveness of DS evidence-based decision fusion in improving the recognition accuracy of VSA and ISA for the categories and concentrations of Mg$^{2+}$, K$^+$, and Ca$^{2+}$.
Figure 8. Confusion matrix of (A) VSA, (B) ISA, (C) only using one-step feature fusion, and (D) using multi-fusion under the optimal condition of $D = 6$ and $k = 5$ toward 100.0 nM to 1.0 mM of the K$^+$, Mg$^{2+}$, and Ca$^{2+}$.

The obtained results reveal the application potential of the fusion of sensor arrays. Even the result based on one-step feature fusion is far preferable to the individual sensor arrays due to the inclusion of more observation dimensions. The fusion of sensor arrays based on different artificial senses (e.g., ET + EN, ET + EN + electronic eye (EE)) has been applied in many detection scenarios, especially in food evaluation, including ET + EN for evaluation of meat [72], olive oil [73], black tea [74], and ET + EN + EE for evaluation of green tea [75], red wine [76], and rice wine [77]. However, the sensor arrays fusion of the same artificial sense with different sensing principles has rarely been investigated. In particular, the fusion with the impedimetric sensor array is still in the initial stage until now.
4. Conclusions

In this paper, we proposed a multi-level pattern fusion framework to improve the recognition accuracy of Mg$^{2+}$, K$^{+}$, and Ca$^{2+}$ by hybridizing voltammetric and impedimetric sensor arrays. This framework provided sensor arrays’ individual decisions based on the feature fusion and classifier LDA-kNN with optimized parameters, then fused them with DS evidence to realize decision fusion. The features extracted from the voltammetric and impedimetric measurement data were evaluated as satisfying the expectations of observing the measured samples from different perspectives. LDA score plots and statistics in 2D demonstrated that feature fusion enhances the qualitative/quantitative accuracy of VSA and ISA for metal ions. The qualitative accuracy of VSA and ISA increased significantly in 1D–3D, showing clearer boundaries and more projection information. The kNN-based classification results showed that both VSA and ISA have optimal total recognition accuracies of 80.98% and 81.48% at D = 6 and k = 5. The recognition accuracies of some combinations of dimensionality reduction algorithms and classifiers were shown to verify that the proposed LDA-kNN combination is the optimal strategy. The proposed multi-fusion based on feature and DS evidence-based decision fusion enhanced the total recognition accuracy to 91.60%. This multi-fusion framework can characterize the voltammetric and impedimetric response of metal ions more comprehensively, which is the reason why this system outperforms single-feature methods or single sensor-arrays.

The proposed multi-level pattern fusion framework and the hybrid ET are the first studies to consider the fusion of voltammetric and impedimetric sensor arrays and bring new possibilities to apply them in analyte determination. This framework also has the potential to be extended to fuse other sensor array-based artificial senses technologies or to detect biomarkers, heavy metal ions, explosives, pesticides, and other important analytes.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/chemosensors10110474/s1, Table S1: The preparation details of the sensors in voltammetric sensor array (VSA), Table S2: The preparation details of the sensors in impedimetric sensor array (ISA), Figure S1: Setup of the voltammetric measurement: (A) the prepared VSA consists of 4 sensors and (B) schematic diagram of voltammetric measurement, Figure S2: Setup of the impedimetric measurement: (A) the prepared ISA consists of 6 sensors and (B) schematic diagram of impedimetric measurement, Figure S3: LDA score plots (2D) of the VSA for the concentrations discrimination of (A,B) Mg$^{2+}$ and (C,D) Ca$^{2+}$, respectively, based on (A,C) current features and (B,D) both current and potential features (after feature fusion), Figure S4: LDA score plots (2D) of the ISA for the concentrations discrimination of (A,B) K$^+$ and (C,D) Ca$^{2+}$, respectively, based on (A,C) characteristic point features and (B,D) both characteristic point and fixed frequency features (after feature fusion), Figure S5: Quantitative recognition accuracies (LDA, 3D) of VSA based on current features (before feature fusion) and both current and potential feature (after feature fusion), Figure S6: Quantitative recognition accuracies (LDA, 3D) of ISA based on characteristic point features (before feature fusion) and both characteristic point and fixed frequency point features (after feature fusion), Figure S7: Average recognition accuracies of VSA, ISA, one-step feature fusion, and multi-fusion toward Mg$^{2+}$, K$^+$, and Ca$^{2+}$.
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