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Abstract. We consider estimates for the Fourier transforms of measures supported on analytic hypersurfaces involving a damping factor. As a damper, we naturally take a power of the Gaussian curvature of the surface. It is known that if the exponent in this power is a sufficiently large positive number, then the Fourier transform of the corresponding measure has an optimal decay. C.D. Sogge and E.M. Stein formulated a problem on a minimal power of the Gaussian curvature ensuring an optimal decay for the Fourier transform. In the paper we resolve the problem by C.D. Sogge and E.M. Stein on an optimal decay for the Fourier transform with a damping factor for a particular class of families of analytic surfaces in the three-dimensional Euclidean space. We note that the power we provide is sharp not only for the families of analytic hypersurfaces but also for a fixed analytic hypersurface. The proof of main result is based on the methods of the theory of analytic functions, more precisely, on the statements like a preparation Weierstrass theorem. As D.M. Oberlin showed, similar statements fail for infinitely differentiable hypersurfaces.
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1. Introduction

In connection with the problem on bounding maximal operators associated with a hypersurface $S \subset \mathbb{R}^{n+1}$, S.D. Sogge and I.M. Stein [1] introduced the following damped oscillating integrals:

$$\hat{\mu}_q(\xi) := \int_S e^{i(\xi \cdot x)} |K(x)|^q \psi(x) d\sigma(x),$$

(1.1)

where $K(x)$ is the Gaussian curvature of the hypersurface at a point $x \in S$, $\psi \in C^\infty_0(S)$ is a smooth non-negative compactly supported function, $(x, \xi)$ is a scalar product of the vectors $x$ and $\xi$, $d\sigma(x)$ is the surface measure. They showed that if $q \geq 2n$, then integral (1.1) decays as $O(|\xi|^{-\frac{n}{2}})$ as $|\xi| \to +\infty$, that is, it decays optimally. We observe that if the Gaussian curvature does not vanish, the Fourier transform of the surface measure decays as $O(|\xi|^{-\frac{n}{2}})$ as $|\xi| \to +\infty$ and for a non-zero measure, it can not decay faster and this indicates the optimality of the decay rate. For a family of smooth hypersurfaces $S(\eta) \subset \mathbb{R}^{n+1}$ smoothly depending on parameters $\eta \in \mathbb{R}^m$, the measure $d\mu(\eta) := \psi(x, \eta) d\sigma(x, \eta)$ is naturally defined as well as the following oscillating integrals with a damping factor:

$$\hat{\mu}_q(\xi) = \int_{S(\eta)} e^{i(x, \xi)} |K(x, \eta)|^q \psi(x, \eta) d\sigma(x, \eta),$$

(1.2)

where for each fixed $\eta$ and $d\sigma(x, \eta)$ is the surface measure $S(\eta)$.
Formulation of problem Find a minimal \( q \) ensuring the following estimate:

\[
|\hat{\mu}_q(\xi)| \leq A|\xi|^{-\frac{2}{2}}.
\]

A similar problem for a fixed hypersurface \( S \) was posed in work \([1]\) by Sogge and Stein. The solution for the formulated problem in one-dimensional case, namely, as \( S \) is a curve defined by a polynomial, follows the results by D. Oberlin \([2]\). In fact, the results by D. Oberlin are related with a family of curves.

In the present work we provide a solution to the problem of S.D. Sogge and I.M. Stein for a particular class of analytic surfaces in a three-dimensional space depending on parameters.

A function \((x, \tau) |_{s(0)}\), where \( \tau \in S^2 \), that is, \( \tau \) is an arbitrary vector belonging to the unit sphere centered at the origin, is the restriction of the family of functions \((x, \tau)\) depending on \( \tau \) and \( \eta \) on a surface \( S(\eta) \subset \mathbb{R}^3 \) called a phase function.

For instance, if \( S = \{ (x_1, x_2, \Psi(x_1, x_2, \eta)) \} \), where \( \Psi(x_1, x_2, \eta) = x_1^2 + x_2^4 + \eta x_3^2 \), then \((x, \tau) |_{s(0)} = \tau_1 x_1 + \tau_2 x_2 + \tau_3 \Psi(x_1, x_2, \eta) \) is the phase function corresponding to \( S \).

Let \( y = \Phi(x), x \in \mathbb{R}^n \), be some function with a critical point \( x = x^0 \). If in some neighbourhood \( \Omega(x^0) \) of the point \( x^0 \), there exists a diffeomorphic change \( \varphi : \Sigma \mapsto \Omega(x^0) \), where \( \Sigma \subset \mathbb{R}^n \) is a neighbourhood of the zero, the function \( \Phi(x) \) is reduced to the form

\[
\Phi(\varphi(z)) = \Phi(x^0) \pm z_1^{k+1} \pm z_2^2 \pm z_3^2 \pm \cdots \pm z_n^2,
\]

then \( x = x^0 \) is called a critical point of type \( A_k \).

The next theorem was proved in work \([4]\), see also \([5]\).

**Theorem 1.1.** Let \( q \geq 1 \) be a fixed real number and \( S(\eta) \subset \mathbb{R}^3 \) be a family of analytic hypersurfaces depending on a parameter \( \eta \in \mathbb{R}^m \). If the phase function corresponding to the hypersurface \( S(0) \) has a singularity of type \( A_k \), \( 1 \leq k < \infty \), at the point \((0,0,0) \in S(0)\), then there exists a neighbourhood of the zero \( V \times U \subset \mathbb{R}^3 \times \mathbb{R}^m \) such that for each function \( \psi \in C_0^\infty(V \times U) \), integral \((1.2)\) satisfies the following estimate:

\[
|\hat{\mu}_q(\xi)| \leq C\|\psi(\cdot, \eta)\|_{C^2} \frac{1}{|\xi|},
\]

where \( C \) is fixed positive number.

The main result of the present work is the following theorem.

**Theorem 1.2.** Let \( q \geq 1 \) be a fixed real number, \( S(\eta) \subset \mathbb{R}^3 \) be a family of analytic hypersurfaces satisfying the following conditions:

1. The hypersurface \( S(0) \) contains the origin in \( \mathbb{R}^3 \) and at least one of the principal curvatures of the surfaces \( S(0) \) is non-zero at the origin.
2. The Gaussian curvature \( K(x, \eta) \) on the hypersurface \( S(\eta) \) obeys the condition \( K \neq 0 \).

Then there exists a neighbourhood of the origin \( V \times U \subset \mathbb{R}^3 \times \mathbb{R}^m \) such that for each function \( \psi \in C_0^\infty(V \times U) \) integral \((1.2)\) satisfies the following estimate:

\[
|\hat{\mu}_q(\xi)| \leq C\|\psi(\cdot, \eta)\|_{C^2} \frac{1}{|\xi|},
\]

where \( C \) is a fixed positive number.

2. Auxiliary statements

According the assumptions of Theorem \([12]\) we can suppose that \( \psi(x, \eta) \) has a sufficiently small support. Moreover, we assume that \( S(\eta) \) is a graph of some analytic function \( x_3 = f(x_1, x_2, \eta) \) defined in a small neighbourhood of the origin:

\[
S(\eta) := \{(x_1, x_2) \in V_1 \subset \mathbb{R}^2 : x_3 = f(x_1, x_2, \eta), \eta \in U\},
\]

and

\[
f(0, 0, 0) = 0, \quad \nabla_x f(0, 0, 0) = 0.
\]
Indeed, let $S(\eta)$ be a family of analytic hypersurfaces depending on $\eta \in U \subset \mathbb{R}^m$. Then, after a possible motion, we can assume that $S(0)$ contains the origin and the tangential plane $T_0S(0)$ at the origin is given by the equation $x_3 = 0$.

This is why, in the vicinity of the point $(0, 0, 0)$, the surface $S(0)$ is described by the equation $F(x_1, x_2, x_3) = 0$, where $F$ is a real-analytic function satisfying the conditions

$$F(0, 0, 0) = 0, \quad \frac{\partial F(0, 0, 0)}{\partial x_1} = \frac{\partial F(0, 0, 0)}{\partial x_2} = 0 \quad \text{and} \quad \frac{\partial F(0, 0, 0)}{\partial x_3} \neq 0.$$ 

According the implicit function theorem, in the vicinity of zero, the equation $F(x_1, x_2, x_3) = 0$ possesses an analytic solution $x_3 = \Phi(x_1, x_2)$. Hence, $\Phi(x_1, x_2)$ is an analytic function obeying the conditions $\Phi(0, 0) = 0$, $\nabla \Phi(0, 0) = 0$. In the same way, for the family $S(\eta)$, there exists a function $f(x_1, x_2, \eta)$ such that in the vicinity of zero, the surface $S(\eta)$ is defined by the equation $x_3 = f(x_1, x_2, \eta)$ and $f(x_1, x_2, \eta)$ satisfies the condition $f(x_1, x_2, 0) = \Phi(x_1, x_2)$; for more details see [6].

We note that the function $(x, \tau)$ has no stationary points as $\tau \neq 0$ since $(x, \tau)_x = \tau$. But its restriction on $S$ has stationary (critical), see [7, Ch. III, Sect. 4]. These are the points $x(\tau)$, at which the hypersurface $(x, \tau) = \text{const}$ touches $S$.

**Lemma 2.1.** A stationary point $x(\tau) \in S$ is non-degenerate if and only if the Gaussian curvature of the hypersurface $S$ at this point is non-zero.

This lemma was proved in [7, Ch. III, Sect. 4].

We note that if the Gaussian curvature obeys $K(0, 0, 0) \neq 0$, then according Lemma 2.1 in a small neighbourhood of the point $(0, 0, 0)$, the phase function $(x, \tau)\big|_{S(\eta)}$ has only non-degenerate critical points since if the Gaussian curvature is non-zero in the neighbourhood of zero $V \times U$, then $|K(x, \eta)|\psi(x, \eta) \in C^\infty_0(V \times U)$. This is why, according Morse lemma, see [7], it is reduced to the sum of squares and the integral $\hat{\mu}_\eta(\xi)$ satisfies the relation: $\hat{\mu}_\eta(\xi) = O(|\xi|^{-1})$ as $|\xi| \to \infty$. Therefore, in this case, Theorem 1.2 holds true. In what follows we assume that $K(0, 0, 0) = 0$.

Before we proceed to proving Theorem 1.2, we consider some needed auxiliary statements.

**Lemma 2.2.** Let $g = g(x)$ be a real continuously differentiable function defined on $[c, d]$. If for $(x, \eta) \in [c, d] \times U$ the inequality $|g'| \geq \delta > 0$ holds and the functions $a(\cdot, \eta)$, $g'(\cdot, \eta)$ have a bounded variation on $[c, d]$, then the following estimate holds:

$$\left| \int_c^d e^{i\lambda g(x, \eta)}a(x, \eta)dx \right| \leq C\frac{||a(\cdot, \eta)||_V}{|\lambda|},$$

where $||a(\cdot, \eta)||_V := |a(c, \eta)| + V_c^d[a(\cdot, \eta)]$ and $V_c^d[a(\cdot, \eta)]$ is a total variation of the function $a$ on $[c, d]$.

**Proof.** First we write integral as

$$\int_c^d e^{i\lambda g(x, \eta)}a(x, \eta)dx = \int_c^d a(x, \eta)\frac{d}{i\lambda g'(x, \eta)}\left(e^{i\lambda g(x, \eta)}\right).$$

Employing the integration by parts for the Stieltjes integral, we obtain the estimate

$$\left| \int_c^d e^{i\lambda g(x, \eta)}a(x, \eta)dx \right| \leq \left| \frac{a(d, \eta)}{i\lambda g'(d, \eta)}e^{i\lambda g(d, \eta)} - \frac{a(c, \eta)}{i\lambda g'(c, \eta)}e^{i\lambda g(c, \eta)} \right| + \frac{1}{i\lambda} \int_c^d e^{i\lambda g(x, \eta)}d\left(\frac{a(x, \eta)}{g'(x, \eta)}\right).$$

Finally, we observe that $\max_{x \in [c, d]} |a(x, \eta)| \leq ||a(\cdot, \eta)||_V$ and this is why, if $a(x, \eta)$ and $g'(x, \eta)$ are the functions with a bounded variation, we arrive at estimate (2.1).

**Lemma 2.2** is an analogue of Statement II in Proposition 2 in monograph [8], see also [9], [10].

In this work we employ the following technical lemmata proved in work [11]:
Lemma 2.3. Let a function $f \neq 0$ be real-analytic at zero $\mathbb{R} \times \mathbb{R}^m$ such that $f(0,0) = 0$. There exists a real-analytic manifold $Y$ and a mapping $\pi : Y \mapsto \mathbb{R}^m$ being proper such that for each point $y^0 \in Y$ there exists a chart $(\varphi_1, \ldots, \varphi_m)$ centered at the point $y^0$, for which the relation

$$f(x_2, \pi(y)) = \varphi_1^{a_1}(y)\varphi_2^{a_2}(y) \cdots \varphi_m^{a_m}(y)b(x_2, y)p(x_2, y)$$

holds, where $b(x_2, y)$, $b(0, y^0) \neq 0$, is a real-analytic function, $p(x_2, y)$ is an unitary pseudo-polynomial, that is,

$$p(x_2, y) = x_2^{m_1} + \tau_1(y)x_2^{m_1-1} + \tau_2(y)x_2^{m_2-2} + \cdots + \tau_{m_1}(y).$$

Here functions $\tau_1, \ldots, \tau_{m_1}$ are real-analytic at the point $y^0$ and $\tau_\ell(y^0) = 0$, $\ell = 1, \ldots, m_1$.

Lemma 2.4. Let a function $f : (\mathbb{R} \times \mathbb{R}^m, 0) \mapsto (\mathbb{R}, 0)$ be real-analytic at the origin. There exists a neighborhood of the zero $W \times U \subset \mathbb{R} \times \mathbb{R}^m$ such that for each fixed positive number $q$, the function $|f(\cdot, \eta)|^q$ has a bounded variation in $W$ and a total variation of this function $V_W[|f(\cdot, \eta)|^q]$ is a bounded function in $U$.

We shall also make use of the following lemma.

Lemma 2.5. Let a function $f(x, \eta)$ be real-analytic function at the origin and $q \geq 1$ be a fixed number. Then there exists a neighborhood of the zero $W \times U \subset \mathbb{R} \times \mathbb{R}^m$, in which the identity

$$|x||g(x, \eta)| = |f(x, \eta)|^q - |f(0, \eta)|^q,$$

holds, where the function $g(x, \eta)$ has a bounded variation in $W$ and its total variation is bounded in $U$.

Proof. In fact, Lemma 2.5 is an analogue of Lemma 3.3 in work [11]. For the reader’s convenience, we provide here a detailed proof of this lemma.

We first assume that $f(x, \eta)$ is a polynomial. We assume that

$$f(x, \eta) := Q(x, \eta) = x^\ell + \eta_1 x^{\ell-1} + \cdots + \eta_\ell$$

and the coefficients of the polynomial are bounded; $|\eta| \leq 1$.

We are going to show that the function

$$g(x, \eta) = \frac{|Q(x, \eta)|^q - |\eta|^q}{|x|}$$

has a bounded variation over the segment $[-1, 1]$ and its total variation $V_{[-1, 1]}[g(\cdot, \eta)]$ is bounded by a constant depending only on $\ell$ and $q$. It is easy to show that $g(x, \eta)$ is a piece-wise monotone function. Indeed, let $x > 0$ and $Q(x, \eta) > 0$. Then the numerator and the denominator are differentiable. We calculate the derivative of the function $g(x, \eta)$ in $x$ and we obtain

$$g'(x, \eta) = \frac{xq(Q(x, \eta))^{q-1}Q'(x, \eta) - ((Q(x, \eta))^q - |\eta|^q)}{x^2}.$$ 

Let us show that the numerator has at most $2\ell$ zeroes. We calculate the derivative of the numerator and equate it at zero and we obtain:

$$qx(Q(x, \eta))^{q-2}(q-1)(Q'(x, \eta))^2 + Q(x, \eta)Q''(x, \eta) = 0.$$ 

The latter equation has at most $2\ell - 2$ zeroes since $Q'(x, \eta)^2 + Q(x, \eta)Q''(x, \eta)$ is a polynomial of degree $2\ell - 2$.

This is why the numerator can have at most $2\ell - 2$ zeroes as $Q > 0$. In the same way we consider the case $Q(x, \eta) < 0$ and $x < 0$. This implies that equation $g'(x, \eta) = 0$ has at most $4\ell - 4$ zeroes.

Since $q \geq 1$, then for $x, y \in [-1, 1]$ we have an obvious inequality:

$$||x|^q - |y|^q| \leq C(q)|x - y|,$$
where $C(q)$ is some positive number depending only on $q \geq 1$. This implies that the function $g(x, \eta)$ is bounded by the number $C(q) \frac{\ell(\ell - 1)}{2}$ as $|x| \leq 1$. Indeed,

$$|x||g(x, \eta)| \leq |Q(x, \eta)|^q - |Q(0, \eta)|^q \leq C(q)|Q(x, \eta) - Q(0, \eta)| \leq C(q) \max_{-1 \leq \zeta \leq 1} |Q'(\zeta, \eta)||x|$$

and hence,

$$\max_{-1 \leq x \leq 1} |g(x, \eta)| \leq C(q) \max_{-1 \leq \zeta \leq 1} |Q'(\zeta, \eta)| \leq C(q) \frac{\ell(\ell - 1)}{2}.$$  

Then we have

$$V_{-1}^1|g(x, \eta)| \leq (4\ell - 4) \max_{[-1,1]} |g(x, \eta)| \leq C(q)2\ell(\ell - 1)^2.$$  

Thus, the total variation of the function $g$ over the segment $[-1,1]$ is estimated by a constant depending only on $\ell$ and $q$.  

Let $f(x, \eta)$ be an arbitrary real-analytic function. In this case, employing Lemma 2.3 we reduce out function to the form

$$f(x, \pi(y)) = \varphi_1^n(y) \varphi_2^{a_2}(y) \ldots \varphi_m^{a_m}(y)b(x, y)Q(x, y),$$

where $b$ is a real-analytic function satisfying the condition $b(0,0) \neq 0$ and $Q(x, y)$ is some pseudo-polynomial. In this case we get the relation

$$|b(x, y)Q(x, y)|^q - |b(0, y)Q(0, y)|^q \leq |Q(x, y)|^q(|b(x, y)|^q - |b(0, y)|^q) + |b(0, y)|^q(|Q(x, y)|^q - |Q(0, y)|^q).$$

We observe that the function $\frac{|b(x, y)|^q - |b(0, y)|^q}{|x|}$ has a bounded variation since $b(0,0) \neq 0$. And also, according Lemma 2.4, the function $|Q(x, y)|^q$ has a bounded variation in the coordinate neighbourhood $V$ as $q \geq 1$.

Finally, we observe that $\pi : Y \mapsto U$ is a proper analytic mapping [13]. This is why $\pi^{-1}(U) \subset Y$ is a compact set. Therefore, for each point $y^0 \in \pi^{-1}(U)$ we can find a coordinate neighbourhood $V \subset Y$ of the point $y^0$ such that as $y \in V$, we have the relation

$$f(x, \pi(y)) = \varphi_1^n(y) \varphi_2^{a_2}(y) \ldots \varphi_m^{a_m}(y)b(x, y)Q(x, y),$$

where $(\varphi_1, \ldots, \varphi_m)$ are local coordinates centered at $y^0$, that is, $\varphi_j(y^0) = 0$, $j = 1, \ldots, m$, $b(x, y)$ is a real-analytic function satisfying the condition $b(x, y) \neq 0$ as $(x, y) \in W \times V$, and $Q(x, y)$ is a pseudo-polynomial and $\alpha_j > 0$, $j = 1, \ldots, m$, are integer numbers.

According the proven facts, the function $f(x, \pi(y))$ satisfies the assumptions of Lemma 2.5 in the vicinity $W \times V$. Since $\pi^{-1}(U)$ is a compact set, we can choose a finite covering $\pi^{-1}(U)$ and a neighbourhood of the zero $W \subset R$ such that the statement of Lemma 2.5 is true for $(x, y) \in W \times \pi^{-1}(U)$. This is why, the statement of Lemma 2.5 holds on the set $W \times U \subset R \times R^m$. This completes the proof of Lemma 2.5.

We provide an analogue of Erdélyi lemma [14].

**Lemma 2.6.** If $F(x, s)$ is a smooth function defined in a small neighbourhood of the origin $W \times U \subset R \times R^m$ and satisfying the conditions

$$F'(0, s) = 0, \quad F''(0, s) \neq 0 \quad \text{for each } s \in U \quad \text{and} \quad a \in C_c^\infty(W \times U),$$

then for $0 \leq q \leq 1$, the inequality holds:

$$\left| \int_{-\varepsilon}^{\varepsilon} |x|^q e^{i\lambda F(x, s)} a(x, s)dx \right| \leq C_q \|a(., s)\|_V \frac{C_q}{|\lambda|^{1+2}},$$

where $\varepsilon$ is a sufficiently small positive number.
Proof. We employ Morse lemma with parameters, see [7]. According this lemma, there exists a diffeomorphism \( x = x(y, s) \) mapping the segment \( I = [-\varepsilon, \varepsilon] \) into \([-\delta_1(\varepsilon), \delta_2(\varepsilon)]\) such that the function \( F(x, s) \) reads as \( F(x(y, s), s) = F(0, s) \pm y^2 \) and \( x(0, s) \equiv 0 \). It follows from the latter identity that \( x(y, s) \) is written as \( x(y, s) = yG(y, s) \) with a smooth function \( G(y, s) \) and \( G(0, 0) \neq 0 \).

We make the change of the variables \( x = x(y, s) \) in the integral

\[
\int_{-\varepsilon}^{\varepsilon} |x|^{q}e^{i\lambda F(x, s)}a(x, s)dx,
\]

and we obtain:

\[
I_q(\lambda) = e^{i\lambda F(0,s)}\int_{-\delta_1(\varepsilon)}^{\delta_2(\varepsilon)} |y|^{q}e^{\pm i\lambda y^2}a_1(y, s)dy,
\]

where

\[
a_1(y, s) = |G(y, s)|^q(G(y, s) + yG'(y, s))a(yG(y, s), s)
\]

and \( a_1(y, s) \in C^{\infty}_0([-\delta_1(\varepsilon), \delta_2(\varepsilon)]) \).

We proceed to estimating the integral \( I_q(\lambda) \), which is written as \( I_q(\lambda) = I_1(\lambda) + I_2(\lambda) \) for \( 0 \leq q \leq 1 \). First we shall estimate the integral

\[
I_1(\lambda) := \int_{0}^{\delta_2(\varepsilon)} y^{q}e^{\pm i\lambda y^2}a_1(y, s)dy,
\]

and then the estimate for the integral

\[
I_2(\lambda) := \int_{-\delta_1(\varepsilon)}^{0} y^{q}e^{\pm i\lambda y^2}a_1(y, s)dy
\]

can be obtained in the same way.

If \( \delta_2(\varepsilon) \leq \lambda^{-\frac{1}{2}} \) then by a trivial estimate for the integral we get

\[
|I_1(\lambda)| \leq \frac{\max_{y \in [0, \delta_2(\varepsilon)]} |a_1(y, s)|}{\lambda^{\frac{1}{2}}}. \tag{2.3}
\]

Now we assume that \( \delta_2(\varepsilon) > \lambda^{-\frac{1}{2}} \). In this case the integral \( I_1(\lambda) \) is written as a sum of the following two integrals:

\[
I_{11}(\lambda) = \int_{0}^{\lambda^{-\frac{1}{2}}} y^{q}e^{\pm i\lambda y^2}a_1(y, s)dy \quad \text{and} \quad I_{12}(\lambda) = \int_{\lambda^{-\frac{1}{2}}}^{\delta_2(\varepsilon)} y^{q}e^{\pm i\lambda y^2}a_1(y, s)dy.
\]

It is obvious that \( I_{11}(\lambda) \) obeys an estimate of form (2.3).

We integrate by parts in the integral \( I_{12}(\lambda) \) and we obtain the following estimate:

\[
|I_{12}(\lambda)| \leq \lambda^{-\frac{3}{2}}C_1V_0^{\delta_2}[a_1(\cdot, s)]. \tag{2.4}
\]

Then, by means of inequalities (2.3) and (2.4), we get the estimate

\[
|I_1(\lambda)| \leq \frac{C\|a_1(\cdot, s)\|_V}{\lambda^{\frac{1}{2}}}, \quad C = \text{const.}
\]

Summing up the obtained estimate, we complete the proof. \( \square \)

Lemma 2.7. There exists a neighbourhood \( V_1 \times U \subset \mathbb{R}^2 \times \mathbb{R}^m \) of the origin such that for each \( q > 0 \), \( \psi \in C^{\infty}_0(V_1 \times U) \) and \( \max \{|\xi_1|, |\xi_2|\} \geq |\xi_3| \), the following estimate holds:

\[
|\hat{\mu}_q(\xi)| \leq \frac{C\|\psi\|_{C^1}}{|\xi|}.
\]
Proof. We observe that

\[ K(x_1, x_2, \eta) = \frac{\text{Hess} f(x_1, x_2, \eta)}{(1 + |\nabla f(x_1, x_2, \eta)|^2)^2} \]

is an analytic function in a small neighbourhood of the origin, see [5]. Since \(|\nabla f(0, 0, 0)| = 0\), there exists a neighbourhood of the origin \(V_1 \times U\) such that for each point \((x_1, x_2, \eta) \in V_1 \times U\), the inequality holds:

\[ |\nabla f(x_1, x_2, \eta)| \leq \frac{1}{2}. \]

Without loss of generality we can assume that \(|\xi_1| = \max\{|\xi_1|, |\xi_2|\} \geq |\xi_3|\). The case \(|\xi_2| = \max\{|\xi_1|, |\xi_2|\} \geq |\xi_3|\) can be considered in the same way. In this case the integral \(\hat{\mu}_q(\xi)\) is written as the following two-dimensional damped oscillating integral:

\[ \hat{\mu}_q(\xi) = \int_{\mathbb{R}^2} e^{i(x_1 x_2 + f(x_1, x_2, \eta)\xi_1)} a(x_1, x_2, \eta) |\text{Hess} f(x_1, x_2, \eta)|^q dx_1 dx_2, \]

where

\[ a(x_1, x_2, \eta) = \frac{\psi(x_1, x_2, f(x_1, x_2, \eta))}{\sqrt{(1 + |\nabla f(x_1, x_2, \eta)|^2)^{q-1}}}. \]

We employ the Fubini theorem for integral (2.5) and we obtain:

\[ \hat{\mu}_q(\xi) = \int_{\mathbb{R}} \hat{\mu}_q^0(\xi_1, \xi_3, x_2) e^{i\xi_1 x_2} dx_2, \]

where

\[ \hat{\mu}_q^0(\xi_1, \xi_3, x_2) = \int_{\mathbb{R}} e^{i\xi_1 F_1(x_1, x_2, \xi_1, \xi_3, \eta)} a(x_1, x_2, \eta) |\text{Hess} f(x_1, x_2, \eta)|^q dx_1, \]

\[ F_1(x_1, x_2, \xi_1, \xi_3, \eta) = \frac{\xi_3}{\xi_1} f(x_1, x_2, \eta) + x_1. \]

It is obvious that for each \((x_1, x_2, \eta) \in V_1 \times U\), the inequality holds:

\[ |F_1(x_1, x_2, \xi_1, \xi_2, \eta)| = |1 + \frac{\xi_3}{\xi_1} f'(x_1, x_2, \eta)| \geq \frac{1}{2}. \]

According Lemma 2.4, the function \(|\text{Hess} f(x_1, x_2, \eta)|^q\) has a bounded variation in \(P_{r_{1}}(V_1)\) and its total variation is bounded in \(P_{r_{2}}(V_1) \times U\) for each \(q > 0\), where \(P_{r_{1}}(V_1) \times U\) is its projection on the axis \(R_{x_1} \times R_{x_2}\). This is why, employing Lemma 2.6, we obtain the following inequality:

\[ |\hat{\mu}_q^0(\xi_1, \xi_3, x_2)| \leq \frac{C_1 \|a(\cdot, x_2, \eta)\|_{C^1}}{|\xi_1|} \leq \sqrt{3} C_1 \|a(\cdot, x_2, \eta)\|_{C^1}. \]

Integrating the latter inequality over \(P_{r_{2}}(V_1)\), for the integral \(\hat{\mu}_q(\xi)\) we find the estimate:

\[ |\hat{\mu}_q(\xi)| \leq \frac{C_2 \|\psi\|_{C^1}}{|\xi|}. \]

This completes the proof. \(\square\)

**Corollary 1.** Let \(\varepsilon > 0\) be an arbitrary fixed positive number and \(\Gamma_\varepsilon \in \mathbb{R}^3\) be the cone

\[ \Gamma_\varepsilon := \{ \xi \in \mathbb{R}^3 : \varepsilon |\xi_3| \leq \max\{|\xi_1|, |\xi_3|\} \}. \]

There exist a neighbourhood \(V_1 \times U\) of the origin and a positive number \(C_\varepsilon > 0\) such that for each \(q > 0\), \(\psi \in C_0^\infty(V_1 \times U)\) and \(\xi \in \Gamma_\varepsilon\) the following estimate holds:

\[ |\hat{\mu}_q(\xi)| \leq \frac{C_\varepsilon \|\psi\|_{C^1}}{|\xi|}. \]

Corollary 1 shows that \(\hat{\mu}_q(\xi)\) satisfies the desired estimate as \(\xi \in \Gamma_\varepsilon\) for each \(q > 0\).

We proceed to studying the behavior of \(\hat{\mu}_q(\xi)\) as \(\xi \in \mathbb{R}^3 \setminus \Gamma_\varepsilon\).
3. Asymptotic behavior of $\hat{\mu}_q(\xi)$

In this section we study the behavior of $\hat{\mu}_q(\xi)$ in the case $\xi \in \mathbb{R}^3 \setminus \Gamma_\varepsilon$, where $\varepsilon$ is a sufficiently small fixed positive number. In this case $\hat{\mu}_q(\xi)$ is written as the following two-dimensional damped oscillating integral:

$$\hat{\mu}_q(\xi) = \int_{\mathbb{R}^2} e^{i\xi_1 F(x_1, x_2, s_1, s_2, \eta)} a(x_1, x_2, \eta) |\text{Hess} f(x_1, x_2, \eta)|^q dx_1 dx_2,$$

where

$$a(x_1, x_2, \eta) = \frac{\psi(x_1, x_2, f(x_1, x_2, \eta))}{\sqrt{(1 + |\nabla f(x_1, x_2, \eta)|^2)^{q+1}},}$$

$$F(x_1, x_2, s_1, s_2, \eta) = f(x_1, x_2, \eta) + s_1 x_1 + s_2 x_2, \quad s_1 = \frac{\xi_1}{\xi_3}, \quad s_2 = \frac{\xi_2}{\xi_3},$$

$$\text{Hess} f(x_1, x_2, \eta) = \text{det} D^2 f(x_1, x_2, \eta).$$

Choosing a small neighbourhood $V_1 \times U$, we can assume that $\psi$ is an infinitely differentiable function with a sufficiently small support.

We observe that if $\text{rank} (D^2 f(0, 0, 0)) = 1$, then one of the following inequalities holds:

$$\frac{\partial^2 f(0, 0, 0)}{\partial x_1^2} \neq 0 \quad \text{or} \quad \frac{\partial^2 f(0, 0, 0)}{\partial x_2^2} \neq 0.$$

For the sake of definiteness, we can assume that

$$\frac{\partial^2 f(0, 0, 0)}{\partial x_2^2} \neq 0.$$

Then according the implicit function theorem, the equation

$$F_{x_1}(x_1, x_2, s_1, s_2, \eta) = f_{x_1}(x_1, x_2, \eta) + s_1 = 0$$

has a unique analytic solution $x_1 = x_1(x_2, s_1, \eta)$ in a small neighbourhood of the origin in $\mathbb{R}_{x_1} \times \mathbb{R}_{s_1} \times U$.

According the Fubini theorem, integral (3.1) is written as

$$\hat{\nu}_q^1(\xi, x_2) = \int_{\mathbb{R}} e^{i\xi_1 F_1(x_1, x_2, s_1, \eta)} a(x_1, x_2, \eta) |\text{Hess} f(x_1, x_2, \eta)|^q dx_1$$

and

$$F_1(x_1, x_2, s_1, \eta) = f(x_1, x_2, \eta) + s_1 x_1.$$
where \( a(x_2, s_1, \eta) := a(x_1(x_2, s_1, \eta), x_2, \eta) \phi(x_2, s_1, \eta) \). Here \( \phi \) is some smooth function being \( O \left( \frac{1}{|\xi|} \right) \) uniformly in small \( (x_2, s_1, \eta) \), that is, there exists \( C > 0 \) and a neighbourhood \( U_1 \) of the zero such that for all \( (x_2, s_1, \eta) \in U_1 \), the inequality

\[
\left| O \left( \frac{1}{|\xi|} \right) \right| \leq \frac{C}{|\xi|}
\]

holds.

Proof. In the integral \( \hat{\mu}_q^1 \), we change the variables

\[
x_1 = X_1 + x_1(x_2, s_1, \eta)
\]

and we obtain:

\[
\hat{\mu}_q^1(\xi, x_2) = \int e^{i\xi F_1(X_1 + x_1(x_2, s_1, \eta), x_2, s_1, \eta)} a(X_1 + x_1(x_2, s_1, \eta), x_2, \eta)
\]

We observe that \( \text{Hess} f(X_1 + x_1(x_2, s_1, \eta), x_2, \eta) \) is a real-analytic function and since \( q \geq 1 \), it follows from Lemma 2.5 that

\[
|\text{Hess} f(X_1 + x_1(x_2, s_1, \eta), x_2, \eta)|^q - |\text{Hess} f(x_1(x_2, s_1, \eta), x_2, \eta)|^q = |X_1| \vartheta(X_1, x_2, s_1, \eta), \quad (3.2)
\]

where \( \vartheta(X_1, x_2, s_1, \eta) \) is a function with a bounded variation on \( X_1 \) and its total variation \( V_{1}^q \vartheta(\cdot, x_2, s_1, \eta) \) is a bounded function on \( (x_2, s_1, \eta) \).

We write integral \( \hat{\mu}_q^1(\xi, x_2) \) as

\[
\hat{\mu}_q^1(\xi, x_2) = \int e^{i\xi F_1(X_1 + x_1(x_2, s_1, \eta), x_2, s_1, \eta)} a(X_1 + x_1(x_2, s_1, \eta), x_2, \eta)
\]

Employing relation (3.2), we can write \( I_1 \) as an oscillating integral with a damping factor:

\[
I_1 = \int e^{i\xi F_1(X_1 + x_1(x_2, s_1, \eta), x_2, s_1, \eta)} |X_1| a_1(X_1, x_2, s_1, \eta) dX_1,
\]

where

\[
a_1(X_1, x_2, s_1, \eta) = a(X_1 + x_1(x_2, s_1, \eta), x_2, \eta) \vartheta(X_1, x_2, s_1, \eta)
\]

and \( |X_1| \) serves as a damping. According Lemma 2.6, we obtain the inequality:

\[
|I_1| \leq C \| a(\cdot, x_2, s_1, \eta) \cdot \vartheta(\cdot, x_2, s_1, \eta) \|_V \leq C \| a(\cdot, x_2, s_1, \eta) \cdot \vartheta(\cdot, x_2, s_1, \eta) \|_V,
\]

since \( |\xi_3| \geq \sqrt{3}|\xi| \) and \( C_1 = \sqrt{3}C \).

We consider the following one-dimensional oscillating integral:

\[
I_2 = |\text{Hess} f(x_1(x_2, s_1, \eta), x_2, \eta)|^q \int e^{i\xi F_1(X_1 + x_1(x_2, s_1, \eta), x_2, s_1, \eta)} a(X_1 + x_1(x_2, s_1, \eta), x_2, \eta) dX_1.
\]

We note that the amplitude of the latter oscillating integral is a smooth function with a sufficiently small support.

Thanks to the Morse lemma, there exists a neighbourhood \( \mathbb{R}_y \times \mathbb{R}_{x_2} \times \mathbb{R}_{s_1} \times U \) of the origin and a diffeomorphism

\[
(X_1, x_2, s_1, \eta) \mapsto (X_1(y, x_2, s_1, \eta), x_2, s_1, \eta)
\]

of
such that the phase function \( F_1(x_1 + x_1(x_2, s_1, \eta), x_2, s_1, \eta) \) is reduced to the form

\[
F_1(x_1(y, x_2, s_1, \eta) + x_1(x_2, s_1, \eta), x_2, s_1, \eta) = \pm y^2 + F_1(x_1(x_2, s_1, \eta), x_2, s_1, \eta),
\]

and the sign at \( y^2 \) coincides with \( \text{sgn} \left( \frac{\partial^2 F}{\partial x_1^2}(0,0,0) \right) \) and \( (X_1(0, \cdot, \cdot, \cdot)) = 0 \). Hence, for the oscillating integral \( I_2 \) we have

\[
I_2 = |\text{Hess} f(x_1(x_2, s_1, \eta), x_2, \eta)|^2 e^{i\xi_3 F_1(x_1(x_2, s_1, \eta), x_2, s_1, \eta)}
\[
\cdot \int_{\mathbb{R}} e^{i\xi_3 y^2} a(X_1(y, x_2, s_1, \eta) + x_1(x_2, s_1, \eta), x_2, \eta) \frac{\partial X_1(y, x_2, s_1, \eta)}{\partial y} dy.
\]

Now we employ the standard stationary phase method \([7]\), to obtain

\[
I_2 = |\text{Hess} f(x_1(x_2, s_1, \eta), x_2, \eta)|^2 |e^{i\xi_3 F_1(x_1(x_2, s_1, \eta), x_2, s_1, \eta)}
\[
\cdot \left( \sqrt{\frac{2\pi}{\xi_3}} e^{i\text{sgn}(\xi_3)\frac{3}{2}} a(x_2, s_1, \eta) + O \left( \frac{1}{|\xi_3|^3} \right) \right)
\]

where

\[
a(x_2, s_1, \eta) = a(x_1(x_2, s_1, \eta), x_2, \eta) \frac{\partial X_1(0, x_2, s_1, \eta)}{\partial y}.
\]

As a result, for the oscillating integral \( \hat{\mu}_q^1(x, x_2) \) we have:

\[
\hat{\mu}_q^1(x, x_2) = \sqrt{\frac{2\pi}{|\xi_3|}} e^{i\text{sgn}(\xi_3)\frac{3}{2}} a(x_2, s_1, \eta) + O \left( \frac{1}{|\xi|^3} \right),
\]

where

\[
F_1(x_1(x_2, s_1, \eta), x_2, s_1, \eta) = s_1 x_1(x_2, s_1, \eta) + f(x_1(x_2, s_1, \eta), x_2, \eta).
\]

This completes the proof. \( \square \)

**Corollary 2.** Let \( f(x_1, x_2, \eta) \) satisfies the assumptions of Proposition \([7]\) then there exists a neighbourhood of the zero \( V_1 \times U \subset \mathbb{R}^2 \times \mathbb{R}^n \) such that, as \( q \geq 1 \), the integral \( \hat{\mu}_q \) satisfies the asymptotic formula:

\[
\hat{\mu}_q(\xi) = \sqrt{2\pi} e^{i\text{sgn}(\xi_3)\frac{3}{2}} a(x_2, s_1, \eta) + O \left( \frac{1}{|\xi|^3} \right)
\]

where

\[
a(x_2, s_1, \eta) := a(x_1(x_2, s_1, \eta), x_2, \eta) \phi(x_2, s_1, \eta).
\]

Here \( \phi \) is some smooth function being \( O \left( \frac{1}{|\xi|} \right) \) uniformly with respect to the small parameters \( \eta \).

This corollary follows immediately Proposition \([7]\)

The next lemma is proved by straightforward calculations, see \([15]\).

**Lemma 3.1.** Let \( F(x_1, x_2, s_1, s_2, \eta) \) be a smooth function depending on the parameters \((s_1, s_2, \eta)\) and

\[
F'_{x_1}(0, 0, 0, 0, 0) = 0, \quad F''_{x_1}(0, 0, 0, 0, 0) \neq 0.
\]
If \( x_1 = x_1(x_2, s_1, s_2, \eta) \) is a smooth solution of the equation \( F'_{x_1}(x_1(x_2, s_1, s_2, \eta)) = 0 \), then the second derivative of the function \( F(x_1(x_2, s_1, s_2, \eta), x_2, s_1, s_2, \eta) \) with respect to \( x_2 \) obeys the following identity:

\[
\frac{\partial^2 F(x_1(x_2, s_1, s_2, \eta), x_2, s_1, s_2, \eta)}{\partial x_2^2} = \frac{\text{Hess} F(x_1(x_2, s_1, s_2, \eta), x_2, s_1, s_2, \eta)}{\frac{\partial^2 F(x_1(x_2, s_1, s_2, \eta), x_2, s_1, s_2, \eta)}{\partial x_1^2}}.
\]

Since \( \text{Hess} F_1(x_1, x_2, s_1, \eta) = \text{Hess} f(x_1, x_2, \eta) \), then by Lemma [3.1] we have:

\[
\frac{\partial^2 F_1(x_1(x_2, s_1, \eta), x_2, s_1)}{\partial x_2^2} = \frac{\text{Hess} f(x_1(x_2, s_1, \eta), x_2)}{\frac{\partial^2 f(x_1(x_2, s_1, \eta), x_2)}{\partial x_1^2}}.
\]

Hence, it is sufficient to consider the behavior of the following one-dimensional oscillating integral with the damping factor:

\[
I_q(\xi_3) = \int e^{i\xi_3(F(x_2, s_1, \eta) + x_2 s_2)} \tilde{a}(x_2, s_1, \eta)|F''_1(x_2, s_1, \eta)|^q dx_2,
\]

where

\[
\tilde{a}(x_2, s_1, \eta) = a(x_2, s_1, \eta)|\frac{\partial^2}{\partial x_1^2} f(x_1(x_2, s_1, \eta), x_2)|^q
\]

and \( F_1(x_2, s_1, \eta) \) is an analytic function. If \( F_1(x_2, s_1, \eta) \) is a polynomial, then by Oberliner theorem [2], as \( q \geq \frac{1}{2} \), for integral (3.3) we obtain:

\[
I_q(\xi_3) = O\left(\frac{1}{|\xi_3|^\frac{1}{2}}\right) \quad \text{as} \quad |\xi_3| \to \infty.
\]

In what follows, we shall prove an analogue of Oberliner theorem for analytic functions; this theorem is of an independent interest. The proof of main theorem [1,2] is reduced to problem on estimating one-dimensional oscillating integrals with an arbitrary analytic phase depending on the parameters, which is a more general result. As D.M. Oberliner showed [2], a similar statement fails for the functions in the class \( C^\infty \).

4. PROOF OF THEOREM [1,2]

Now we consider the following one-dimensional oscillating integral:

\[
I_q(\xi_3) = \int e^{i\xi_3 F(x_2, \eta)} a(x_2, \eta) F''(x_2, \eta)|^q dx_2,
\]

where \( F(x_2, \eta) \) is real-analytic function in the vicinity of zero \( \mathbb{W} \times U \subset \mathbb{R} \times \mathbb{R}^m \) satisfying the conditions \( F(x_2, \eta) \neq 0, F(0,0) = 0 \) and \( a(x_2, \eta) \in C^\infty_0(\mathbb{W} \times U) \).

We begin with an auxiliary lemma.

**Lemma 4.1.** Let \( F(x_2, \eta) \) a function real-analytic on the set \( \mathbb{W} \times \pi^{-1}(\mathbb{U}) \). Then for each point \( y^0 \in \pi^{-1}(\mathbb{U}) \) there exists a neighbourhood \( \omega \subset \mathbb{R}^m \) such that for each \( q \geq \frac{1}{2} \), the integral \( I_q(\xi_3) \) satisfies the following estimate:

\[
|I_q(\xi_3)| \leq \frac{C\|a(\cdot, y)\|_V}{|\xi_3|^\frac{1}{2}}
\]

where \( \omega \subset \mathbb{R}^m \) is a corresponding neighbourhood of the origin in \( \mathbb{R}^m \).

**Proof.** In the proof, we employ a covering of the set \( \pi^{-1}(\mathbb{U}) \) by finitely many neighbourhoods \( \omega_j \) of the points \( y^j \in \pi^{-1}(\mathbb{U}) \).

Let \( y^0 \) be some fixed point in \( \pi^{-1}(\mathbb{U}) \). Since \( \varphi^a(\varphi^a \circ \varphi^a \circ \cdots \circ \varphi^a(y)) \) is bounded in some neighbourhood of the point \( y^0 \), the function \( F_1(x_2, y) \) reads as

\[
F_1(x_2, y) = \varphi^0 F_2(x_2, y),
\]

where \( F_2(x_2, y) = b(x_2, y)p(x_2, y) \).
It follows from Lemma 2.3 that for each point $y^0 \in Y$ of this manifold there exists a coordinate neighbourhood $\omega$ such that $F_2(x_2, y)$ is a function real-analytic at the point $(0, y^0)$ and the condition holds $F_2(x_2, y^0) \neq 0$. This is why we can apply a Weierstrass preparation theorem to the function $F_2(x_2, y)$.

We note that $\varphi^\omega$ is bounded in the neighbourhood $\omega$. Employing Proposition 2.1 in work [4] and applying standard methods for the analysis for $q \geq \frac{1}{2}$, we arrive at the following estimate:

$$|I_q(\xi_3)| \leq \frac{C}{|\xi|^\frac{3}{2}}.$$  \hfill (4.2)

Since $\pi^{-1}(U)$ is a compact set, reproducing the above arguing for each set $\omega_j$, we get estimate (4.2). Finally, these local estimates allow us to obtain the desired estimate for $\pi^{-1}(U)$. The proof is complete.

Now we are going to prove the following proposition.

**Proposition 2.** Let $F(x_2, \eta)$ be a function real-analytic at zero. Then there exists a neighbourhood $W \times U \subset \mathbb{R} \times \mathbb{R}^m$ of the origin such that for each real number $q \geq \frac{1}{2}$, the following estimate holds true:

$$|I_q(\xi_3)| \leq C||a||_V |\xi|^\frac{3}{2}.$$  \hfill (4.3)

**Proof.** If the function $F(x_2, \eta)$ satisfies the assumptions of the Weierstrass preparation theorem [16], that is, $F(x_2, 0) \neq 0$, then we obtain the result of work [4] since in this case the function $F(x_2, 0)$ has a singularity of type $A_0$. This condition is equivalent to the following: at the point $x_2 = 0$, the function $F'_2(x_2, 0)$ has a root of multiplicity $k < \infty$ under the condition $F'_2(0, 0) = 0$.

We consider the case, when the function $F(x_2, \eta)$ does not satisfy the assumptions of the Weierstrass preparation theorem [16]. More precisely, we consider the case, when $F(x_2, 0) \equiv 0$ although $F \neq 0$. We note that as it was shown in the classical work by W. Osgood [17, Sect. 2], no analogues of Weierstrass theorem holds in this case.

In the case, when $F(x_2, \eta)$ is analytically continued to the set $C \times B$, where $B \subset C^m$ is some ball centered at the origin, we can employ Lemma 3 of work [12]. However, as the Osgood counterexample indicates [17, Sect. 2], in the general case, Lemma 3 in work [12] fails. However, we can employ Lemma 2.3 since $F(x_2, \eta)$ is a non-zero real analytic function on the set $W \times U$ and $F(0, 0) = 0$. Then, applying Lemma 2.3, we construct a manifold $Y$ and a proper analytic mapping $\pi : Y \mapsto U$ such that in local coordinates, the function $F(x_2, \pi(y))$ reads as

$$F(x_2, \pi(y)) = \varphi_1^{a_1}(y)\varphi_2^{a_2}(y) \ldots \varphi_m^{a_m}(y)b(x_2, y)p(x_2, y),$$

where $p(x_2, y)$ is a pseudo-polynomial and $\varphi(y)$ are local coordinates. In this case, for each point $y^0 \in Y$ there exist local coordinates $(\varphi_1, \ldots, \varphi_m)$ centered at this point and obeying the conditions $\varphi_j(y^0) = 0, j = 1, \ldots, m$. We suppose that $\pi^{-1}(U) \subset Y$ is some compact set on a real-analytic manifold $Y$.

Therefore, integral (4.1) reads as

$$I_q(\xi_3) = \int e^{i\xi_3F_1(x_2, y)}a(x_2, y)|F'_1(x_2, y)|^qdx_2,$$  \hfill (4.3)

where

$$F_1(x_2, y) = \varphi_1^{a_1}(y)\varphi_2^{a_2}(y) \ldots \varphi_m^{a_m}(y)b(x_2, y)p(x_2, y).$$

Since $\pi : Y \mapsto U$ is a proper analytic mapping [13], we apply Lemma 4.1 and standard methods from the analysis and this proves Proposition 2. Indeed, according Lemma 1.1 for each point $y^0 \in \pi^{-1}(U)$ there exists a coordinate neighbourhood $V$ centered at the point $y^0$ such that $F(x_2, \pi(y))$ is written as

$$F(x_2, \pi(y)) = \varphi_1^{a_1}(y)\varphi_2^{a_2}(y) \ldots \varphi_m^{a_m}(y)b(x_2, y)p(x_2, y),$$
where \( b(x_2, y) \) is a real-analytic function and \( b(x_2, y) \neq 0 \) for each point \((x_2, y) \in W \times \omega \) and \( p(x_2, y) \) is unitary pseudo-polynomial.

Thus, we have the needed estimate as \((x_2, y) \in W \times \omega \). Since \( \pi^{-1}(\overline{U}) \) is a compact set, there exists a finite covering \( \pi^{-1}(\overline{U}) \subset \bigcup_{j=1}^{N} \omega_j \) and neighbourhoods \( W_j \) of the zero such that in \( W_j \times \omega_j \) we have the desired estimate. Finally, redenoting \( W := \bigcap_{j=1}^{N} W_j \neq \emptyset \), we get the desired estimate in \( W \times U \) and this completes the proof.

Proposition \( \Box \) completes the proof of Theorem \( \Box \).

In conclusion, the author expresses his deep gratitude to the referee for valuable remarks.
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