Convolutional neural network for self-mixing interferometric displacement sensing
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Abstract: Self mixing interferometry is a well established interferometric measurement technique. In spite of the robustness and simplicity of the concept, interpreting the self-mixing signal is often complicated in practice, which is detrimental to measurement availability. Here we discuss the use of a convolutional neural network to reconstruct the displacement of a target from the self mixing signal in a semiconductor laser. The network, once trained on periodic displacement patterns, can reconstruct arbitrarily complex displacement in different alignment conditions and setups. The approach validated here is amenable to generalization to modulated schemes or even to totally different self mixing sensing tasks.

1. Introduction

Optical interferometric measurements are routinely used in science and engineering and many schemes can be used to adapt the approach to the specific measurement to be performed. One particularly interesting and well established method is the so-called self-mixing interferometry, which consists in realizing interference between the beam reflected by a target and a reference beam inside the laser resonator emitting the reference beam (see eg [1–5] for reviews). For its simplicity and versatility, many applications have been envisioned and perhaps the most immediate is that of displacement measurement. Two limit regimes are considered [6]: that of very small displacement (much smaller than the laser wavelength) or the opposite case where the displacement takes place over a very large number of wavelengths. In the first case, information about the target displacement can be retrieved from fitting the shape of the interferometric signal. In the latter case, most of the information is obtained by counting the fringes that are observed as a sawtooth signal whose symmetry depends on the direction of the motion. Despite its apparent simplicity, this analysis is often complicated since the exact shape of the interferometric signal depends on many factors including bias current, target reflectivity, alignment conditions [7], and modal structure of the laser which may even lead to a double-peak structure in each fringe [8]. Furthermore, on diffusive targets, speckle leads to an effective variation of the feedback parameters and therefore a change of the signal shape in the course of the measurement. In practice, all these effects tremendously affect the availability of self-mixing measurement setups. This has led to a number of hardware and software proposals to either improve the signal quality or the retrieval of the displacement from the interferometric signal [9–14].

Computer neural networks are one of the many architectures which can be used for machine learning tasks, whereby a computer is used to infer rules from a set of data and results instead of providing results on the basis of an input and a priori known rules. The training of a neural network leads to the formulation of kind of statistical model [15], able to predict new results on the basis of new data. These neural networks are already very widely used in everyday life and they are proving increasingly useful many areas of research and technology. In the specific context of interferometry, very few attempts exist to date. They have been used to identify and count fringes in [16–18]. In [19] and [20] they have been used to pre-process self mixing traces and in [21] they are used as a part of a self-mixing blood pressure measurement scheme.

In the following, we discuss the use of a convolutional neural network for the direct recon-
construction of a displacement signal across many different alignment conditions. We address a particularly delicate regime which is the one of "few wavelengths" displacement. The neural network is first trained on a set of periodic data and in different alignment conditions. Its performance in reconstructing the displacement of a target from a self-mixing interferometric signal is then validated on aperiodic times series whose continuous spectrum spans more than three octaves and under different alignment conditions, not used during training. We also analyze the robustness of the reconstruction to the presence of very strong detection noise. Finally, we observe that the neural network can, without any tuning, provide a sensible reconstruction of the displacement of a target obtained on a different experimental setup based on the same operating principle. We then briefly discuss some details on the operation of such a network and some further possible uses of this approach in the context of self mixing. Thus, a reasonably simple neural network such as the one used here can become one of the tools which contribute to the robustness and high availability of self-mixing interferometric setups.

2. Neural network design and training

2.1. Experimental setup

The experimental arrangement, presented in Fig. 1, consists of a single transverse mode laser emitting at $\lambda = 1310 \text{ nm}$ (ML725B8F) whose threshold current is about $6.5 \text{ mA}$. In all the experiments reported here the laser is driven at a constant current of $9 \text{ mA}$. The laser beam is focused by a high numerical aperture (NA=0.7) lens on the central region of a basic computer speaker located at about 20 cm from the laser. This speaker is put in motion via an electrical signal produced by the sound card of a computer which can easily produce many kinds of patterns at a sampling rate of 44.1 kHz. The linearity of the speaker response has been assessed over a range of frequencies from 5 Hz to 100 Hz and over the range of voltage provided by the sound card. Over this range, the speaker responds with constant 0 phase. Thus, in the range where the linearity of the displacement has been checked, one can use the voltage at the speaker as an independent measurement of the position of the target with respect to some unknown origin. From that point on, we will therefore use this voltage as a proxy for the target position. The self mixing signal is measured as a voltage at the laser electrodes, which is amplified by an AC-coupled amplifier with $10^4$ amplification factor and several MHz bandwidth. We deliberately did not optimize the self-mixing signal quality, exactly because one of our aims is to check that neural networks can help in making the measurement work even in sub optimal conditions.
2.2. Network setup

The first thing to be noted is that in the "few wavelengths" range of displacement, the self-mixing signal contains no information about the absolute position. Although one can be tempted to consider that counting fringes (or some other equivalent technique) will lead to knowledge of the exact position with respect to some unknown arbitrary origin, this approach is bound to diffuse in the long term: If for some reason a fringe is missed, the measurement system has no way to recover from this error because the physics of the system does not include this information. Thus, (independently of how accurate the fringe counting is unless it is strictly perfect), a position measurement will unavoidably lose accuracy at a rate proportional to \( t \) where \( t \) is the measurement duration. Therefore, our aim here is to provide a measurement of the displacement within a prescribed time interval, a velocity.

Once this is established, the setting of the architecture of the neural network is strongly influenced by the specific question one wants to address. Here we assume that the self-mixing signal is acquired at a much larger sampling rate than the Nyquist frequency of the displacement signal one wants to measure. This is a very reasonable requirement in this context since most approaches address the question by counting fringes. Here we assume that the signal is sampled at least 256 times faster than the Nyquist frequency of the displacement to be measured. Therefore, the reconstruction of the trajectory consists in inferring from 256 self-mixing signal points one single instantaneous velocity corresponding to the displacement of the target during the 256 points acquisition. Then, in terms of machine learning the problem is reduced to a "regression" problem, where some algorithm must provide a single number on the basis of the available information (a piece of time trace of length 256).

The setting therefore consists in analyzing a sequence where temporal ordering matters and therefore a recurrent neural network can be envisioned as a suitable architecture. However, these networks are notoriously difficult to train and convolutional neural networks are known to be an easier to train and valid alternative alternative. Therefore, we build a network based on a stack of 1-dimensional convolutional layers with pooling layers between two convolutional layers. At the end of the stack, two fully connected layers convert the features identified by the convolutional layers into a single number which is the inferred velocity of the target during the measurement sequence. More details are given in appendix, table 1. This global architecture was chosen from first principles of neural network design [15] and the model details where then determined empirically. The network was implemented with the Keras library, which offers an excellent tradeoff in terms of complexity and versatility for our purpose [22].

2.3. Network training

Once the network architecture is chosen, the network must be trained with known data. In practice, that means providing the network a large number of pairs \([s(t_0, \ldots, t_0 + 256 \, dt), v]\) where \(s(t)\) is a self-mixing signal acquired during 256 sampling times \(dt\) and \(v\) is the average velocity of the target during the duration of the interval 256 \(dt\). One must underline that neural networks are known to be able to represent arbitrary functions provided a sufficient number of layers and cells are present in the network [23]. Therefore, given enough computer time for training, a sufficiently large network will be able to perfectly reproduce the training data it has been shown. This means that a model trained this way achieves excellent accuracy. However, one of the key issues with self-mixing implementations is that the alignment conditions are sometimes different from one measurement to the next. Equivalently, speckle generated by the reflection of the beam on a diffusive target will lead to effective variations of the feedback strength parameter in the course of the measurement. Therefore, the network trained here must be able to adapt to these changes. This is known as the capacity of the network to generalize the features which were learnt and identify them in unseen data. To achieve this, we train the network on a deliberately limited set of data and observe the reconstruction of the network on a very different data set, both in terms of...
the dynamics of the target (different displacement patterns) and in terms of the alignment of the beam on the target. The training data consists exclusively of measurements of the interferometric signal in response to periodic displacement of the target. We record self mixing signals in six different alignment conditions, in three of them a double peak is visible in each fringe. For each of these alignment conditions, we record the self mixing signal for a set of 19 frequencies evenly spaced between 10 and 100Hz. For each frequency we record 5 different amplitude signals. For each of these settings we record sinusoidal and triangular waveforms. The sampling rate of the oscilloscope is set to 250 kHz so that \( dt = 4 \mu s \). In total the network is trained on about \( 1.95 \times 10^3 \) segments of 256 time steps, each of them of duration \( 256 \times 4 \mu s = 1.024 \) ms. The operation regime of self-mixing sensing setups is often characterized in terms of the \( C \) feedback parameter. Here, the alignment configurations we use are such that the system operates in the weak feedback regime \( C \ll 1 \) (we do not observe multistability). However, we also avoid the weakest feedback regime \( C \ll 1 \) in which the interferometric signal is symmetric since it does not carry the relevant information. As is common in deep learning network training, the data is further augmented by adding noise to the training set. Here we add a delta-correlated gaussian noise on top of the measured interferometric signal. It is trained by minimizing the mean squared error between a guess it provides and the known measured displacement.

3. Results

After training, one will assess the performance of the neural network (also "the model") by comparing the displacement reconstructed from the interferometric signal and the voltage at the speaker’s ends, used as a proxy of position. First, we check the model’s prediction accuracy in known settings (periodic signals and known alignment conditions) and then in unseen settings.

3.1. Periodic signals, known alignment conditions

We show on Fig. 2 how the network reconstructs examples of periodic traces after training. This exact sequence has not been used during training but these alignment conditions were used during training and sequences with identical frequencies and amplitude were used during training.
Fig. 3. Reconstruction of unknown and complex displacements in alignment situations which are not in the training set. Top: the blue line is the displacement measured from the speaker voltage, the orange line is the model’s prediction. Middle row: zoom around the central area of the top row. The discontinuity close to 100 ms is where we numerically connected the two time traces (see text). Bottom row: interferometric signal corresponding to the middle row.

On the top row we show three examples of interferometric signal which correspond to three of the alignment conditions used during the training of the network and three different displacement frequencies. On the bottom row, we show the displacement per time unit of the target, as it can be measured from the voltage at the edges of the speaker (blue continuous line). Independently of that voltage measurement, we use the trained neural network to infer the displacement from the self-mixing signal. This is the orange dashed line, which is almost perfectly superimposed to the actual displacement measured from the voltage at the speaker’s ends. This almost perfect reconstruction is not very surprising since, even if the network had not seen this exact piece of time trace during training, it has seen periodic signals at these frequencies, these amplitudes and in these exact alignment conditions. That is however a confirmation that the training of the network has worked to an excellent accuracy and under different alignment conditions.

3.2. Aperiodic signals, unknown alignments

We check the capacity of the statistical model to adapt to unseen situations by preparing a completely different displacement pattern. This pattern is obtained by applying a fifth order butterworth band-pass filter between 5 and 100 Hz to a delta-correlated gaussian random noise. This pattern is sent to the speaker in two different alignment conditions, none of them corresponding the the situations used during training. In one of the two situations, the interferometric signal shows a double-peak structure. The two interferometric signals are then concatenated into a single time series and we use the model to reconstruct the displacement of the target corresponding to this concatenated time series. The results are shown on Fig. 3.

As can be immediately appreciated, the reconstruction is excellent, the prediction matching almost perfectly the independently measured displacement. Of course the discontinuity close to 100 ms, where the two measurements are artificially concatenated, cannot be predicted by the network since it is absent in the measured interferometric signal. We just choose to emphasize this region as it shows that the prediction is essentially insensitive to the alignment conditions, which change abruptly in the middle of the trace. As is evident from the lower panel of Fig. 3, reconstructing a trajectory from this interferometric signal would be very difficult due to the
The accuracy of prediction on unknown samples (at a given sampling rate) is conditioned by the training set. Left: displacement inferred by the model as a function of the true displacement. The correlation is excellent but the model slightly underestimates the larger displacements (about 2.5 \( \lambda/\text{ms} \)). Right: histograms of the distribution of displacements in the training sets. The larger displacements (about 2.5 \( \lambda/\text{ms} \)) are very under-represented in the training set.

From the above, one concludes that the model is able to generalize from its learning set to provide an accurate reconstruction of the displacement in unseen alignment conditions and for very complex time series, much more difficult to analyze than the simple periodic time traces used during the training phase.

To better appreciate the accuracy of the inference, one can plot the predicted displacement as a function of the actual displacement as shown on Fig. 4. A perfect reconstruction would be the one shown by the orange line where the prediction is exactly equal to the truth. We can quantify the reconstruction quality by the Pearson’s correlation coefficient between the reconstruction and the ground truth which is here 0.90 and the absolute standard error which is here 0.30\( \lambda/\text{ms} \). Specifically, one can notice that the prediction is less good for the largest absolute values of displacement. This can be related to the statistical properties of the training set as shown on the right panel of Fig. 4. Here one can appreciate that absolute values of displacement larger than 2.5\( \lambda/\text{ms} \) have been seen by the network during training only a few hundreds of times, while smaller displacements are much more frequent in our training set. Thus, the large displacements are very under-represented in the training set. This results in a lower precision of the reconstruction for larger displacements, which can also be appreciated on the top panel of Fig. 3 where the largest displacements are in general under estimated.

3.3. Noise sensitivity

One of the difficulties in reconstructing the displacement from the self mixing signal also comes from the fact that simple Fourier filtering is often not very efficient at separating the detection noise from the interferometric signal (although neural networks have been proposed to alleviate this issue [20]). Here we check that the statistical model is very robust to the addition of noise on top of the interferometric signal. To assess this robustness, we use the model to reconstruct the displacement corresponding to the complex interferometric signal described in 3.2 after adding to this signal a gaussian white noise. As we show on Fig. 5, the model predictions are extremely robust. Since the added noise is \( \delta \)-correlated, its standard deviation \( \sigma_n \) is a measure of its power density. Here, we normalize the interferometric signal itself in absence of added noise to its standard deviation \( \sigma_s \) so that \( \sigma_s = 1 \). We then vary the standard deviation of the added noise \( \sigma_n \) between 0 and 3 times \( \sigma_s \). On Fig. 5a), we observe that both the root mean squared and the absolute error remain very low up to \( \sigma_n = 1 \) where it grows significantly. On Fig. 5b), we plot the correlation coefficient between the reconstructed displacement and the independently measured displacement. As for the error, the correlation coefficient indicates an
Fig. 5. Robustness against detection noise. a) Mean absolute (orange continuous) and RMS (blue dashed) error of the reconstruction as function of added noise in units of the interferometric signal’s standard deviation $\sigma_n$. b) Pearson’s correlation coefficient between the prediction and the signal as function of added noise. c) Example of prediction (orange line) and true displacement (blue line) for an added noise power density $\sigma_n = 0.7 \times \sigma_n$ where $\sigma_n$ is the interferometric signal’s standard deviation. d) Interferometric signal in the same situation, zoom over the 94-106 ms region (the same signal as Fig. 3, with added noise).

excellent reconstruction of the displacement up to approximately $\sigma_n = 1$. We show the prediction and the noisy interferometric signal for $\sigma_n = 0.7$ on Fig. 5 c) and d) respectively. As can be easily observed, the interferometric signal would be rather difficult to process by the usual means and the stochastic model provides a very useful reconstruction.

3.4. Unknown experiment

The analysis above has shown that the statistical model is able to reconstruct the displacement from the self-mixing signal in a broad range of unknown conditions. However, all of the above was realized on a single experimental setup. Contrary to a physical model, which is constructed to capture only the universal features of an experiment, an empirically constructed statistical model such as the neural network we use may capture also non-universal and system-specific features. Thus, it is interesting to check what the model can predict on the basis of a different experiment, based on the same principle. To address this question, we prepare an "almost-twin" experiment, based on the same self mixing interferometry principle shown in Fig. 1 but featuring a different laser (HL6323MG, $\lambda = 639 \text{ nm}$, driven at $I = 75 \text{ mA}$ for a threshold current $I_{th} = 45 \text{ mA}$), a different speaker (with a different range of linear response), a different voltage amplifier for the acquisition of the laser diode voltage etc. Although this experiment is in principle the same, it differs in many of the details which should not be relevant to the physics, yet carry a significant risk of distortion of the interferometric signal as compared to the one used in training set.

To check the model’s ability to analyze this new self mixing experiment, we prepare a new displacement time series consisting of the sum of four different frequencies $S = \sum_{i=1}^{4} \sin 2\pi f_i t$
with $f_i = 425, 718, 808, 1076 \, \text{Hz}$. This time series is therefore in a very different (much higher) frequency band with respect to the training experiment. In order to provide the model with comparable input data, the acquisition of the self-mixing signal is performed at a ten times faster rate than in the training experiment (2.5 MHz). The displacement per time unit of the speaker is, as in the previous experiment, measured as a voltage at the edges of the speaker. The comparison between the displacement estimated from the speaker’s voltage and the displacement reconstructed from the interferometric signal is shown on Fig. 6.

The agreement between the prediction and the measurement is strikingly good, especially taking into account that no free parameter exist: The model trained on experiment 1 can immediately be used to infer displacements in units of $\lambda/dt$ in experiment 2.

It is important to underline once more the robustness of this process with respect to specific experimental conditions. For instance, in this experiment, the interferometric signal shows clear signs of bistability between external cavity modes in forms of very fast jumps between states (green circles on bottom panel of Fig. 6). These features are absent from the training set. Here one sees that the model essentially filters them out automatically. Besides this, it is also worth noting that, as compared to Fig. 3 for instance, the displacements and time scales are very different. This shows that, provided an adequate sampling rate is chosen, the model can work at much higher frequency than the band it was trained in and for much larger displacements per time unit. This feature is not unexpected since the network knows only about displacement "per $256 \times dt$", without reference to the exact value of $dt$. Therefore, with adequate sampling, the measurement range can be tremendously extended with respect to the training range. This feature is extremely useful since it allows training in an easily accessible range (displacement and frequency band) and prediction in very different range for more demanding applications.

4. Discussion

The results above clearly show that a convolutional neural network is a useful tool in the reconstruction of a target’s displacement, very robust to unknown displacement signal shapes, alignment conditions, electronic noise and even whole setups. We have also verified that a network trained in the 10-100 Hz frequency band can also meaningfully reconstruct displacements.
including frequencies of hundreds of Hz, provided the measurement sampling rate is adapted. Thus, the neural network strength lies less in the absolute precision that it allows than in its robustness against detailed experimental conditions and versatility across the "sub-wavelength/analog" and "beyond wavelength/digital" classification [6] for arbitrarily complex waveforms.

One natural question which arises when preparing a neural network is that of model capacity [15]. A network which does not possess enough cells or layers may be unable to take into account all the complexity of the task. On the other hand, a network with a very large number of cells and layers will sooner or later learn features of the experiment which should not be significant (for instance, all the details about an amplifier used in the setup). This prevents the network from generalizing, i.e., accurately predicting unknown data. This is in principle dealt with during the training phase [15] but it is only when the network processes fully new data that this issue can be totally ruled out. Here this issue has been taken care of by predicting arbitrarily complex trajectories and also by using two different setups. In fact, the imperfect reconstruction in the case of the unknown experiment is most probably due to the model learning some system-specific features of the training experiment. This can be mitigated by a minor retraining of the final layer of the model on the new experiment (a procedure known as "fine tuning" in the deep learning context). We have noticed that a larger network featuring more than $10^5$ coefficients instead of the $5.7 \times 10^4$ used here does not lead to better training and may even lead to worse predictions in the unknown experiment.

The performance of the network is of course strongly related to the training data set which is used. Here we deliberately use only a very limited set of displacements during training in order to very clearly show the generalization phenomenon, the network being able to predict correctly displacement shapes it has never seen before. For real use beyond the proof of concept presented here, more refined training is possible: A training set featuring a more uniform distribution of displacements will provide a more accurate reconstruction of the larger displacements for a given sampling rate. As an alternative, simply increasing the sampling rate at the prediction time may also be a sufficient solution to adapt the time series to the operating range of the model as we have shown in 3.4. Care must be taken when training the network that the correct operating range of the neural network is set by a displacement per time unit, which includes limitations in terms of displacement frequency and amplitude. Translating it in terms of counting fringes, that means that the network will saturate beyond a certain number of fringes during the $256 \times dt$ measurement window. In terms of feedback range, here we have used only $C < 1$ in training, avoiding too low values of $C$ where the interferometric signal is symmetric. At the prediction phase, the model is robust to $C$ slightly overcoming unity but when multistability becomes strong the information of few wavelengths displacements is lost and the model has no chance to recover it. Similarly, we have checked that when $C$ is so low that the signal is symmetric, the model cannot predict accurately. A full characterization of performance degradation and the use of multichannel measurements to mitigate this issue is beyond the scope of this work.

One particularly interesting avenue to circumvent the limitations of an experimental training set is to train the network on numerically generated data [24]. One drawback is that the network will not learn more than what is in the physical model used for the simulations, which may be hard in complex settings such as multimode lasers [25, 26]. However, numerics may provide a way to obtain a training set for which controlled laboratory experiments would be very hard to realize such as hard shocks or high frequency and high amplitude displacements. Experimental data may then be used to refine the training by using different sampling times as described in the previous paragraph.

Once trained, a convolutional neural network can be used in real time since no pre-processing of the data is required and prediction over thousands of interferometric measurements is very fast: As an example, 3 seconds of signal (749056 interferometric data points) are processed in 0.16 seconds on a standard laptop. In addition, after the initial training, a neural network can relatively
easily be repurposed by retraining only its final layers even with a very limited set of data. For instance, it would be particularly interesting to assess the performance of the network trained here on self-mixing schemes which include bias current modulation towards some other sensing task such as refractive index measurements. Alternatively, the input layer of the network can also be reworked at minor cost to take into account multichannel measurements and most interesting would probably be to integrate this approach into multimodality imaging systems [27].

5. Conclusion
To conclude, we have presented a detailed analysis of how a reasonably simple convolutional neural network can be used to reconstruct the displacement of a target on the basis of self-mixing interferometry. We believe that this approach can become one of the many tools which can be used to tailor or enhance self-mixing coherent sensing setups. Far from being limited to displacement measurement and single mode settings, we believe that computer neural networks can become an extremely useful element of many sensing apparatus, especially self-mixing setups. Finally, we stress that there are very few hard rules about the design of neural networks and this design is in itself often an area of research. The architecture we use here is essentially a simple starting point and many refinements are possible. More specifically, one of the most immediate extensions of the work exposed above is to train a network which can provide an estimation of the accuracy of the reconstruction. This can be achieved by adding a calibrated regression stage on top of the convolutional base prepared here [28]. Other extensions may include more complex network topologies, perhaps mixing convolutional and recurrent layers or including skip connections.

A. Network details
The key elements of the network are shown on table 1. We refer the reader to deep learning fundamentals for background information [15]. The total number of parameters (57 153) is much smaller than the number of time series segments in the dataset even before augmentation. Networks of identical architecture with more cells per layer did not lead to significant improvements. A dropout layer is used here mostly as "safety net" since the data set is very large anyway which makes overfitting improbable. The training of the network takes about ten minutes on a simple GPU (GeForce GTX 1060) and about four times more on CPU (Intel Xeon 3.8GHz).
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