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We introduce an algorithm for designing Neural Group Actions, collections of deep neural network architectures which model symmetric transformations satisfying the laws of a given finite group. This generalizes involutive neural networks $\mathcal{N}$, which satisfy $\mathcal{N}(\mathcal{N}(x)) = x$ for any data $x$, the group law of $\mathbb{Z}_2$. We show how to optionally enforce an additional constraint that the group action be volume-preserving. We conjecture, by analogy to a universality result for involutive neural networks, that generative models built from Neural Group Actions are universal approximators for collections of probabilistic transitions adhering to the group laws. We demonstrate experimentally that a Neural Group Action for the quaternion group $Q_8$ can learn how a set of nonuniversal quantum gates satisfying the $Q_8$ group laws act on single qubit quantum states.

1 Introduction

Symmetry is ubiquitous, appearing throughout nature, art, mathematics, and the sciences. A great deal of effort has been put into designing neural networks which are effective at modeling symmetric data, that is, designing networks which are invariant or equivariant to various symmetries.

We address a distinct problem, the problem of modeling symmetric transformations. We show how to design neural networks which satisfy the laws of a symmetry. For example, the group capturing the symmetry of reflection is called $\mathbb{Z}_2$. It has the group law $r^2 = \text{id}$, that is, applying a reflection twice does nothing. We show how to design a neural network $\mathcal{N}$ which satisfies this group law, so that $\mathcal{N}(\mathcal{N}(x)) = x$ for any data $x$, as well as how to design neural networks which satisfy the group laws for any other finite group.

These Neural Group Actions can be used directly to model symmetric transformations which appear throughout the sciences, particularly in quantum mechanics and statistical physics. They can also be used to neurally accelerate classical algorithms which involve choosing functions satisfying algebraic constraints taking the form of group laws.

This second-use case has already been demonstrated. Involutive Markov Chain Monte Carlo (MCMC) [8] is an approach to designing valid MCMC proposals based on the fact that generating proposals using an involutive function, that is, a function satisfying the $\mathbb{Z}_2$ group laws, makes calculating the acceptance ratio tractable. Spanbauer et al. [11] introduced a class of neural networks which exactly satisfy this $\mathbb{Z}_2$ group law, called involutive neural networks, and used them in the context of Involutive MCMC to design Involutive Neural MCMC, a fast neural MCMC algorithm.

We present Neural Group Actions, a broad generalization of involutive neural networks which are useful for modeling symmetric transformations and for neurally accelerating algorithms.

Contributions. This paper shows, for any finite group, how to design neural networks which exactly satisfy its group laws. Specifically, it presents the following contributions:

1. This paper introduces an algorithm for designing Neural Group Actions. For any given finite group, we show how to design a high-capacity deep neural network architecture for each group element. Collectively, these neural networks exactly satisfy the group laws for any setting of the network parameters. All of these neural networks share the same parameters, but differ in structure.

2. This paper describes how to optionally constrain Neural Group Actions to exactly preserve volume, that is, to constrain the determinant of the Jacobian of these networks to have magnitude 1.

3. This paper conjectures, by analogy to a previous result [11], that generative models built from Neural Group Actions are universal approximators for collections of probabilistic transitions.

4. This paper demonstrates experimentally that a $Q_8$-Neural Group Action can learn how the $R_x(\pi), R_y(\pi)$, and $R_z(\pi)$ gates, which act according to the quaternion group $Q_8$ group laws, transform single qubit states.
2 Background

Symmetries are expressed mathematically as groups—each type of symmetry has a corresponding group. For example, simple bilateral symmetry is expressed by the two element group \( \mathbb{Z}_2 \), the symmetries of an icosahedron are expressed by the 120 element group \( A_5 \times \mathbb{Z}_2 \), and the symmetries of spacetime in special relativity are expressed by a Lie group called the Poincaré group [6]; this group has infinitely many elements.

Symmetric transformations are expressed mathematically as the action of a group on a set. For example, reflection across some axis and rotation by 180 degrees are distinct group actions of \( \mathbb{Z}_2 \) on the plane. To qualify as a group action of a group \( G \), a set of operations must satisfy the defining laws of \( G \) under composition. The group law of \( \mathbb{Z}_2 \) is \( r^2 = \text{id} \); both reflection and rotation by 180 degrees satisfy this group law since \((gh)^{-1} = h^{-1}g^{-1}\); on the other hand, \((gh)^{-1} = h^{-1}g^{-1}\) since \((gh) \cdot x = g \cdot (h \cdot x)\).

In this paper we show, for any finite group \( G \), how to design a \( G \)-Neural Group Action: a set of neural networks which exactly satisfy \( G \)'s group laws by construction, independent of the network's parameters.

3 Neural Group Actions

When training a \( G \)-Neural Group Action, we'll want to optimize an objective function defined on the space of actions of \( G \) on \( \mathbb{R}^p \), for some \( p \). In order to explore this space, we need to parameterize it, that is, define a coordinate system on it. This is what a neural network architecture is: a mapping from the network's parameters, the coordinates, to a point in some interesting space of functions.

The usual deep learning methods give useful parameterizations of simpler spaces such as the space of functions from \( \mathbb{R}^p \) to \( \mathbb{R}^q \) or the space of invertible functions from \( \mathbb{R}^p \) to \( \mathbb{R}^q \) [1]. We will use these parameterizations of simpler classes of functions to build a parameterization of the space of group actions of \( G \) on \( \mathbb{R}^p \).

For example, the space of actions of \( \mathbb{Z}_2 \) on \( \mathbb{R}^p \) can be described as the subset of the space of functions \( f : \mathbb{R}^p \rightarrow \mathbb{R}^p \) consisting of the functions satisfying the equation \( f(f(x)) = x \) for all \( x \in \mathbb{R}^p \). A \( \mathbb{Z}_2 \)-Neural Group Action is a parameterization of this class of functions. We will show how to design an architecture that exactly satisfies this group law (or any other group law) due to its structure alone.

If we were to instead attempt to explore this space of group actions using an unstructured neural network parameterizing the space of functions \( \mathbb{R}^p \) to \( \mathbb{R}^p \), we would have great difficulty enforcing this group law. If we were to use an unstructured neural network, even if we started out with the coordinates of a function \( f \) that satisfied this equation, the direction that gradient descent moves \( f \) in to improve the objective function may take us out of that subset. These coordinates would be too expressive; they would allow us to specify more functions than the ones of interest. We now show how to construct specially structured neural networks which are not too expressive; they express only valid group actions.

3.1 Construction for \( G \)-Neural Group Actions

Suppose we have an action of \( G \) on a finite set \( S \), which we'll write as \((g,s) \mapsto gs\). Functions from \( S \) to \( \mathbb{R}^p \) can be viewed as vectors of length \( |S| \). We'll denote the whole vector by \( x \in \mathbb{R}^{p|S|} \), and its value on \( s \in S \) by \( x_s \in \mathbb{R}^p \). The coordinates we use will be families of invertible functions \( T_s : \mathbb{R}^p \rightarrow \mathbb{R}^p \) indexed by \( s \in S \). We can parameterize these invertible functions, in turn, using existing invertible neural network architectures [1] such as NICE [2] or i-RevNet [4].

Lemma 3.1. Given an action of a group \( G \) on a finite set \( S \) and an arbitrary invertible function \( T_s : \mathbb{R}^p \rightarrow \mathbb{R}^p \) for each \( s \in S \), we can define an action of \( G \) on \( \mathbb{R}^{p|S|} \) by setting

\[
(g \cdot x)_s = T_s(T_{g^{-1}s}^{-1}(x_{g^{-1}s}))
\]

for all \( g \in G \), \( x \in \mathbb{R}^{p|S|} \), and \( s \in S \).

Note: the above formula is equivalent to demanding that

\[
(g \cdot x)_s = T_{gs}(T_s^{-1}(x_s))
\]

a form which may be more enlightening.

Proof. We need only check that the purported action respects the identity and the multiplication of \( G \). If \( e \) is the identity element of \( G \), we need \( e \cdot x = x \), which we may check coordinatewise:

\[
(e \cdot x)_s = T_s(T_{e^{-1}s}^{-1}(x_{e^{-1}s})) = T_s(T_s^{-1}(x_s)) = x_s,
\]

since \( e^{-1}s = es = s \). Now if we have \( g, h \) in \( G \), we also need that \((gh) \cdot x = g \cdot (h \cdot x)\), which we again may check by comparing their values for each \( s \). On the one hand,

\[
((gh) \cdot x)_s = T_s(T_{gh^{-1}s}^{-1}(x_{gh^{-1}s})) = T_s(T_h^{-1}T_g^{-1}T_s^{-1}(x_h^{-1}g^{-1}s)),
\]

since \((gh)^{-1} = h^{-1}g^{-1}\); on the other hand,

\[
(g \cdot (h \cdot x))_s = T_s(T_g^{-1}s(T_h^{-1}s(gh^{-1}s(x_h^{-1}g^{-1}s))))
\]

which is equal to the preceding expression because \( T_{g^{-1}s}^{-1}(T_{g^{-1}s}^{-1}(x_{g^{-1}s})) = y \).\]
We obtain four different neural networks, one implementing the action of each group element on $\mathbb{R}$. This achieves our goal of parameterizing a part of the space of actions of $G$ on $\mathbb{R}$. For example, consider $\mathbb{Z}_2 = \langle r \mid r^2 = e \rangle$ with its nontrivial action on $\{0, 1\}$. If we take $T_0(x) = 2x$ and $T_1(x) = x$, then our construction above works out to saying that $r \cdot (x, y) = (2y, x/2)$. However, we could define a similar action that swaps and scales $x + y$ and $x - y$ analogously, that is, an action such that whenever

$$r \cdot \text{new} (x, y) = (x', y'),$$

then $x' + y' = 2(x - y)$ and $x' - y' = (x + y)/2$. Solving these, we see that the new action is given by

$$r \cdot \text{new} (x, y) = \left(\frac{5x - 3y}{4}, \frac{3x - 5y}{4}\right).$$

No choice of $T_0$ and $T_1$ could result in this action under our construction, since both halves of the result vector depend on both halves of the input vector. However, this new action is intuitively doing something very similar to the previous swap-and-halve-or-double action. It is just using $x + y$ and $x - y$ to describe $\mathbb{R}^2$, rather than $x$ and $y$ — a different but equally valid choice of two $p$-dimensional vectors.

We model this by introducing a conjugation. In addition to the $T_s$, we assume an arbitrary invertible function $H : \mathbb{R}^{|S|} \to \mathbb{R}^{|S|}$, and define

$$g \cdot x = H(g \cdot H^{-1}(x))$$

where $\cdot$ is the action defined from the $T_s$ as above. This is still a group action. We can parameterize $H$ in the same way as the $T_s$. Including the conjugation doesn’t truly get rid of the decomposition of $\mathbb{R}^{|S|}$ into $|S|$ copies of $\mathbb{R}^p$, but it does allow the network to learn the best choice of this decomposition. Although the example above was linear, with $H(x, y) = (x + y, x - y)$,
we can have \( H \) nonlinear as well, corresponding to curved rather than linear coordinates.

An example of the full construction of a **Neural Group Action**, including the conjugation, is shown in Fig. 1.

### 3.2 Volume-preserving Neural Group Action

It may be desirable to further constrain oneself to a class of volume preserving functions, that is, those with a Jacobian whose determinant has magnitude 1. Spanbauer et al. [11] used generative models derived from volume preserving involutive neural networks in order to make valid Metropolis-Hastings proposals in the context of a neural MCMC algorithm; the networks being volume-preserving enable fast computation of acceptance ratios.

We generalize this prior work by showing how to construct volume-preserving \( G \)-**Neural Group Actions**.

**Lemma 3.2.** If \( H \) and all of the \( T_s \) are volume preserving, then so is the resulting group action.

**Proof.** If \( J_{H,x} \) is the Jacobian of \( H \) at \( x \), \( J_{g,x} \) is the Jacobian of the original action at \( x \), and \( J_{g,x} \) is the Jacobian of the conjugated action at \( x \), then

\[
\tilde{J}_{g,x} = J_{H,g^{-1}(x)} J_{g,H^{-1}(x)} (J_{H,H^{-1}(x)})^{-1}
\]

and so if \( \det(J_{H,x}) = 1 \) for all \( x \), \( \det(\tilde{J}_{g,x}) = \det(J_{g,H^{-1}(x)}) \) for all \( x \). Thus it suffices to show that the original action is volume-preserving.

We observe that \( J_{g,x} \) is a block permutation matrix; it can be viewed as an \( |S| \)-by-\(|S| \) array of \( p \)-by-\( p \) blocks, such that for each \( s \) exactly one block in the corresponding row (or equivalently column) of the array is nonzero. The nonzero block in row \( s \) is in column \( g^{-1}s \) and is equal to the Jacobian of \( T_s T_{g^{-1}s} \) at \( x_{g^{-1}s} \). By assumption, these Jacobians all have unit determinant.

By exchanging rows to move each block into an equal row and column, we see that the determinant of \( J_{g,x} \) is equal to \( \pm 1 \) times the determinant of a block diagonal matrix in which each block has determinant 1. This can in turn be seen to have determinant 1 by repeated application of the well-known fact

\[
\det \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} = \det(A) \det(B)
\]

for \( A, B \) square blocks of arbitrary (possibly distinct) size. Therefore, \( J_{g,x} \) itself has determinant equal to \( \pm 1 \), i.e. the original action is volume-preserving, as desired.

### 3.3 Generative models derived from a Neural Group Action

As previously mentioned, while **Neural Group Actions** are reasonably expressive, they may not be sufficiently expressive to represent certain group actions—they may not be a universal approximator for group actions as we increase the capacity of the constituent networks \( H \) and \( T_{s \in S} \). If we find that **Neural Group Actions**, as currently defined, cannot represent certain group actions, we could look for alternative parameterizations that increase the representational power, eventually aiming to prove a universality result.

An alternative approach, motivated by a universality result from Spanbauer et al. [11], is to define a more flexible domain-specific model using **Neural Group Actions** as a building block, and then prove an appropriate domain-specific universality result.

By analogy to the prior work, we define generative models of probabilistic transitions of a state \( \phi : \mathbb{R}^n \) by introducing auxiliary random variables \( \pi : \mathbb{R}^m \) such that a deterministic neural group action on the enlarged state space \((\phi, \pi) : \mathbb{R}^{n+m} \) defines a set of probabilistic transitions \( \phi \overset{\pi}{\Rightarrow} \phi' \). We conjecture that these **Generative Neural Group Actions** are universal approximators of sets of probabilistic transitions, generalizing the previous result obtained for involutive generative models [11].

We now move to discuss experimental results showing that a **Neural Group Action** can learn a group action acting on quantum states arising from the composition of certain single-qubit gates.

### 4 Experiment

In quantum computing, nonuniversal sets of quantum logic gates generate, by composition, sets of transformations with the structure of finite groups.

For example, the single-qubit gates \( R_x[\pi] \), \( R_y[\pi] \), and \( R_z[\pi] \) generate eight unique single-qubit transformations. These transformations satisfy the laws of the quaternion group \( \mathbb{Q}_8 \):

\[
R_x[\pi]^2 = R_y[\pi]^2 = R_z[\pi]^2 = R_x[\pi] R_y[\pi] R_z[\pi] \\
(R_z[\pi] R_y[\pi] R_z[\pi])^2 = \text{id}.
\]

In this experiment we learn the action of these transformations on quantum states via supervised training of a \( \mathbb{Q}_8 \)-**Neural Group Action**.
Learned action on a random single qubit state

Figure 2: A $Q_8$–Neural Group Action was trained to perform the eight single qubit transformations generated by the $R_x(\pi)$ and $R_y(\pi)$ quantum gates. A random quantum state is shown in green on this Bloch sphere [9] along with each of the states resulting from the learned transformation. Rendering was done in the QuTiP quantum dynamics framework [5]. While all eight resulting states were drawn on the Bloch sphere, only four physically distinct states appear since four pairs of transformed states are related by a physically irrelevant global phase. These transformed states precisely match the result of applying the true single qubit gates, to seven digits of accuracy.

4.1 Architecture and training

To build our $Q_8$–Neural Group Action, several architectural choices were made which affect the capacity of the network.

- The dimension of each invertible transformation $T_s : \mathbb{R}^p \to \mathbb{R}^p$ was chosen to be $p = 16$.
- Each invertible transformation $T_s : \mathbb{R}^p \to \mathbb{R}^p$ was parameterized using a single NICE additive coupling layer [2].
- The invertible conjugation $H : \mathbb{R}^{p|S|} \to \mathbb{R}^{p|S|}$ was parameterized with three cascaded additive coupling layers [3], with random permutations interspersed to improve mixing [1].

We performed supervised training of the $Q_8$–Neural Group Action, minimizing the sum of squared errors of each of the real and imaginary components of each element of each transformed quantum state. We trained to convergence in PyTorch [10] using an Adam optimizer [7], which took about two minutes on an NVIDIA RTX 2080 Ti GPU.

4.2 Results

Our $Q_8$–Neural Group Action learned to perform these eight single-qubit operations to high accuracy, with a $L_2$ loss of about $3 \cdot 10^{-13}$, that is, about 6 digits of accuracy in each component of each quantum state vector. An example of this set of transformations is shown in Fig. 2

Furthermore, regardless of whether the parameters were randomly initialized or fully trained, the $Q_8$–Neural Group Action satisfied the $Q_8$ group laws to nearly the limits of floating point precision.

5 Discussion

This paper has, for every finite group $G$, shown how to design $G$–Neural Group Actions parameterizing a large class of group actions of $G$. It has shown experimentally that this method works for realistic group actions by moderate-sized groups; a $Q_8$–Neural Group Action was capable of accurately learning a group action naturally arising from the composition of single qubit gates. Furthermore, these networks are practical to train. Their depth remains constant for large groups, and their evaluation time scales only linearly with group size. Training took only minutes for our experimental demonstration.

We have also introduced two variations on this method. The first are Volume Preserving Neural Group Actions which parameterize the subset of group actions that have a Jacobian whose determinant has magnitude 1. The second are Generative Neural Group Actions which we conjecture can universally approximate sets of probabilistic transitions. These variations generalize methods used by Spanbauer et al. [11] in a neurally accelerated MCMC algorithm. We expect that these variations may have a role to play in neurally accelerating other probabilistic algorithms.
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