Evaluating the Impact of Loss Function Variation in Deep Learning for Classification

Simon Dräger
Jannik Dunkelau

Heinrich Heine University Düsseldorf, Germany

Abstract

The loss function is arguably among the most important hyperparameters for a neural network. Many loss functions have been designed to date, making a correct choice nontrivial. However, elaborate justifications regarding the choice of the loss function are not made in related work. This is, as we see it, an indication of a dogmatic mindset in the deep learning community which lacks empirical foundation. In this work, we consider deep neural networks in a supervised classification setting and analyze the impact the choice of loss function has onto the training result. While certain loss functions perform suboptimally, our work empirically shows that under-represented losses such as the KL Divergence can outperform the State-of-the-Art choices significantly, highlighting the need to include the loss function as a tuned hyperparameter rather than a fixed choice.
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1. Introduction

In recent years, Deep Neural Networks (DNNs) such as Convolutional Neural Networks (CNNs; [23]) have been used extensively for learning tasks, including classification. In a supervised setting, neural networks vitally require an understanding of goodness of their prediction which they receive via the loss function. Many loss functions have been proposed so far, some of which are tailored to specific problems [12, 14, 16, 24, 35] while we can more generally distinguish between loss functions for classification and loss functions for regression [27]. In this work, we are only concerned with the classification case.

Usually, researchers select a loss function and assume it throughout their publication. We highlight the use of seemingly axiomatic statements such as “We adopt Mean-Square Error (MSE) as the loss function […], who [sic] could be rather sensitive to outliers.” [36], “The Cross Entropy is used as loss function […].” [31] and “For parameter optimization, we use the Adam optimizer with cross-entropy loss function.” [2]. Some work [8, 9] is cited hundred- and thousand-fold but does not mention which loss measure was used.

The loss measure arguably does not receive extensive attention with regards to optimization in deep learning research but is rather subject to a dogmatic choice. We opine however, that this dogmatic mindset is misplaced in deep learning due to it being deeply ingrained into the learning process [38] Thus, we conjecture that a poor choice of loss measure leads to converse effects like a bad loss surface, local optima and stalled or slowed optimization. This can in turn lead to an increase in required epochs and model complexity which pose a higher computational demand on the computing infrastructure. In this analysis, we vary the loss function across our experiments in order to explore the impact this has on the training outcome.
2. Considered Loss Functions

Consider the scenario of classifying data points from a data set $\mathcal{D} = \{(x_i, y_i)\}_{i=1}^{N}$ into $c \in \mathbb{N}$ classes. Using a neural network, a function $f_\theta$ that maps each data point onto its corresponding class is learned over a set of weights $\theta$. To do so, the predicted output and its class are compared by a loss function $\mathcal{L}$ which indicates how good the prediction was. Subsequently, the loss function is derived wrt. $\theta$ in order to move $\theta$ into the direction of steepest descent [30]. Formally, we are interested in

$$\arg\min_{\theta \in \Theta} \mathbb{E}_{x,y} [\mathcal{L}(f_\theta(x), y)].$$

However, we do not know the data’s joint distribution $P(X,Y)$ and thus have to resort to the expected value’s empirical formulation

$$\arg\min_{\theta \in \Theta} \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(f_\theta(x_i), y_i).$$

In this work, we consider each label $y_i$ to be one-hot encoded and thus assume that $f_\theta(x_i) \in \mathbb{R}^c$ returns a vector of probabilities corresponding to the model’s confidence in each class which can be achieved via the Softmax function.

Our analysis incorporates four loss functions (listed in Table 1) that have been widely used in machine learning. Intuitively, these have different properties, for example, the MAE is Lipschitz continuous with Lipschitz constant $L = 1$ [29]. Besides that, it inherits the absolute value function’s discontinuity at 0. Because the MSE squares its arguments component-wise, large differences in the components lead to outliers being penalized stronger. The MAE, on the other hand, is insensitive to outliers because it weighs all data points equally [7]. The CCE’s gradients tend to be steep which is conjectured to be a reason it converges quickly [5]. Both CCE and KLD are not symmetric whereas the MSE and MAE are. The CCE and KLD have information theoretic interpretations: according to Murphy [26], the CCE is the mean number of bits required to encode a source distribution (label distribution) using a model distribution (prediction distribution). Furthermore, the KLD decomposes into

$$\mathcal{L}_{KLD}(\hat{y}, y) = \mathcal{L}_{CCE}(\hat{y}, y) - \mathbb{H}(y) \quad (1)$$

with $\mathbb{H}(\cdot)$ being the entropy [26]. Therefore, the KLD is the mean number of additional bits required to encode the data.

3. Related Work

Similar to our work, Janocha and Czarnecki [19] compared 12 loss functions in a classification regime. They investigated synthetic data as well as MNIST [23]. The experimental results obtained by Janocha and Czarnecki [19] and Demirkaya et al. [12] yielded intriguing insight into loss functions for sufficiently complex data sets: less common, non-classical losses such as the Tanimoto loss [14] and the Correct-Class Quadratic Loss (CCQL; [12]) achieved very good performances. In an effort to improve the MAE, Wang et al. [35] proposed the Improved Mean Absolute Error (IMAE) which, compared to the MAE, led to an increase in training accuracy by 18.8 % on CIFAR-10.

Despite the success in employing the IMAE, Tanimoto loss and CCQL, we focus on the most popular loss functions which is why less popular (but well-performing) functions are not incorporated in our analysis. However, we applied our analysis onto more datasets to measure a more generalized impact.
Table 1: Loss functions used in this work. Models using these are implemented, trained and evaluated in the Experiments section.

| Loss Function                                      | Abbreviation | Expression |
|----------------------------------------------------|--------------|------------|
| Mean Square Error [4]                              | MSE          | \[ \sum_{k=1}^{c} (\hat{y}^{(k)} - y^{(k)})^2 \] |
| Mean Absolute Error [17]                           | MAE          | \[ \sum_{k=1}^{c} |\hat{y}^{(k)} - y^{(k)}| \] |
| (Categorical) Cross-Entropy [26]                   | (C)CE        | \[ \sum_{k=1}^{c} -y^{(k)} \log (\hat{y}^{(k)}) \] |
| Kullback-Leibler Divergence [22]                   | KLD          | \[ \sum_{k=1}^{c} y^{(k)} \log \left( \frac{y^{(k)}}{\hat{y}^{(k)}} \right) \] |

Data Set  | MNIST | CharFontIm | CIFAR-10 | Fashion-MNIST | Phishing | Mushroom |
---        | ---    | ---        | ---      | ---           | ---      | ---      |
Model Architecture  | CNN    | CNN        | CNN      | CNN           | MLP      | MLP      |
Loss Function  | CCE    | KLD        | MAE      | MSE           | ---      | ---      |

Figure 1: Our experiments as a network diagram.

4. Experiments

In this section, we present an array of experiments regarding the loss functions from Table 1. In order to avoid results occurring by stochasticity, we generate 6 outcomes (iterations) for each combination of data set and loss function and compute the respective mean metrics. Figure 1 shows a conceptual diagram of our approach. Training took place using \(2 \times \text{NVIDIA RTX 8000} + 12 \times \text{Intel Xeon} + 32 \text{GB RAM}\). All models are trained for 100 epochs using the Adam optimizer [20].

**Data Sets.** We used six data sets as presented in Table 2, three of which are popular benchmarking data sets. The other three (Mushroom, Phishing and CharFontIm) are known to a lesser extent. Mushroom and Phishing are tabular data sets. We performed feature analysis via PCA [1] and concluded that for Mushroom, nearly 100% of the data’s variance can be explained by 15 features. Thus, we reduced Mushroom to its 15 most important features, which are, by index: 0, 1, 3, 6, 7, 8, 10, 11, 13, 14, 16, 17, 18, 19, 20.

**Hyperparameters.** We perform a broad hyperparameter search across the learning rate (\(\lambda\)) and \(\ell_2\) weight decay (\(\eta\)). The model for each combination is trained for 20 epochs. Consequently, we choose the parameters that led to the highest validation accuracy. In total, we sample 30 candidates for \(\lambda\) and \(\eta\) from the log-uniform distribution over \([1e^{-5}, 1e^{-1}]\).
Table 2: Summary of our data sets, including the train/validation/test split. The column PCA indicates whether any feature reduction via PCA took place; a squiggly arrow in the Features column indicates the reduction result. The Train Split column gives the percentages of the resulting split into train/validation/test set, respectively.

| Data Set          | \(N\) | \(c\) | Features   | PCA | Batch Size | Train Split (%) |
|-------------------|-------|-------|------------|-----|------------|-----------------|
| Mushroom [15]     | 8,124 | 2     | 22 \(\rightarrow\) 15 | ✓   | 16         | 50 / 10 / 40    |
| Phishing [15]     | 11,055| 2     | 29         |     | 16         | 50 / 10 / 40    |
| MNIST [23]        | 70,000| 10    | 28 \(\times\) 28 |     | 64         | 76 / 10 / 14    |
| Fashion-MNIST [37]| 70,000| 10    | 28 \(\times\) 28 |     | 64         | 76 / 10 / 14    |
| CIFAR-10 [21]     | 60,000| 10    | 32 \(\times\) 32 \(\times\) 3 |     | 64         | 74 / 10 / 16    |
| CharFontIm [15]   | 745,000| 153   | 20 \(\times\) 20 |     | 128        | 60 / 10 / 30    |

Table 3: Hyperparameter configuration for each model and loss function. We round each parameter to the nearest most significant digit. \(\lambda^*\) and \(\eta^*\) denote the best learning rate and weight decay coefficient, respectively.

| Data Set          | MSE     | MAE     | CCE      | KLD     |
|-------------------|---------|---------|----------|---------|
|                   | \(\lambda^*\) | \(\eta^*\) | \(\lambda^*\) | \(\eta^*\) | \(\lambda^*\) | \(\eta^*\) | \(\lambda^*\) | \(\eta^*\) |
| Mushroom          | 3e\(-3\) | 2e\(-3\) | 3e\(-3\) | 1e\(-4\) | 9e\(-4\) | 2e\(-5\) | 5e\(-4\) | 9e\(-4\) |
| Phishing          | 7e\(-5\) | 4e\(-5\) | 1e\(-5\) | 2e\(-5\) | 3e\(-5\) | 1e\(-5\) | 7e\(-4\) | 4e\(-3\) |
| MNIST             | 2e\(-3\) | 1e\(-5\) | 2e\(-4\) | 3e\(-5\) | 1e\(-5\) | 9e\(-5\) | 5e\(-4\) | 4e\(-3\) |
| Fashion-MNIST     | 5e\(-4\) | 2e\(-4\) | 1e\(-5\) | 2e\(-5\) | 6e\(-5\) | 3e\(-3\) | 6e\(-4\) | 2e\(-4\) |
| CIFAR-10          | 1e\(-2\) | 2e\(-5\) | 5e\(-2\) | 1e\(-2\) | 2e\(-4\) | 2e\(-3\) | 3e\(-5\) | 3e\(-5\) |
| CharFontIm        | 2e\(-5\) | 3e\(-3\) | 9e\(-3\) | 3e\(-2\) | 4e\(-5\) | 1e\(-3\) | 1e\(-4\) | 4e\(-5\) |

Architectures. Two convolutional architectures are obtained from related work [6, 8] while the one used on CharFontIm is our own. We chose these because they performed reasonably well on CIFAR-10 and MNIST (80.17 % and 99.6 % training accuracy, respectively). We use a Multi-Layer Perceptron (MLP) architecture for the tabular data sets, inspired by previous work on categorical classifiers [11, 13, 28, 32, 34, 40]. For visualizations of the CNNs/MLP, we refer to Appendix A.

Evaluation Metrics. We use three metrics in order to assess the trained classifiers’ performances. (I) Test accuracy: we observe the progression of accuracy per elapsed epoch. The final attained test accuracy is compared across all loss functions. (II) Matthew’s Correlation Coefficient (\(\phi\)) [25, 39]. (III) Area Under Curve (AUC) [10].

Results. Table 4 shows the mean test accuracies across \(M = 6\) iterations of an experiment. In Table 5, we present the attained mean performances for \(\phi\) and AUC. Our results show that, performance-wise, the KLD outperforms all other loss functions in 4 out of 6 experiments. Remarkably, the KLD attains 100 % test accuracy on all 6 iterations for Mushroom. While the
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Table 4: Mean attained test accuracies and corresponding standard error of mean (SEM) after 100 epochs. The best accuracies ± SEMs for each row are **boldfaced**. A higher mean accuracy is better. A lower SE is better except if the attained accuracy is pathological. Here, the SE should be understood as a measure of stability across $M$ iterations of an experiment.

| Data Set  | MSE     | MAE     | CCE     | KLD     |
|-----------|---------|---------|---------|---------|
| Mushroom  | 99.69% ± 0.26% | 95.83% ± 0.27% | 99.67% ± 0.10% | **100.00% ± 0.00%** |
| Phishing  | 91.41% ± 0.08% | 88.70% ± 0.32% | 90.29% ± 0.11% | **92.07% ± 0.26%** |
| MNIST     | 98.53% ± 0.17% | **99.30% ± 0.01%** | 98.99% ± 0.03% | 98.84% ± 0.04% |
| Fashion-MNIST | 87.96% ± 0.04% | 82.04% ± 0.09% | 88.60% ± 0.11% | **90.47% ± 0.11%** |
| CIFAR-10  | 10.00% ± 0.00% | 10.00% ± 0.00% | **78.13% ± 0.28%** | 70.05% ± 0.30% |
| CharFontIm| 11.30% ± 0.00% | 3.37% ± 1.52% | 69.21% ± 0.97% | **76.62% ± 0.02%** |

Table 5: Performance metrics for the data sets. The best entries for each row are **boldfaced**. Recall that a higher $\phi$ and a higher AUC is better. For MNIST, no AUC column is boldfaced since all attain equal values. For pathological cases (MSE/MAE for CIFAR-10 and CharFontIm), no entry is boldfaced.

| Data Set     | MSE $\phi$ | MSE AUC | MAE $\phi$ | MAE AUC | CCE $\phi$ | CCE AUC | KLD $\phi$ | KLD AUC |
|--------------|-------------|---------|-------------|---------|-------------|---------|-------------|---------|
| Mushroom     | 0.99        | 0.99    | 0.91        | 0.94    | 0.99        | 1.00    | **1.00**    | **1.00** |
| Phishing     | 0.82        | 0.96    | 0.77        | 0.94    | 0.80        | 0.96    | **0.83**    | **0.97** |
| MNIST        | 0.98        | 0.99    | **0.99**    | 0.99    | 0.98        | 0.99    | 0.98        | 0.99    |
| Fashion-MNIST| 0.86        | 0.98    | 0.80        | 0.97    | 0.87        | **0.99**| **0.89**    | **0.99** |
| CIFAR-10     | 0.00        | 0.50    | 0.00        | 0.50    | **0.75**    | **0.97**| 0.66        | 0.95    |
| CharFontIm   | 0.00        | 0.50    | 0.00        | 0.50    | 0.67        | 0.98    | **0.75**    | **0.99** |

State-of-the-Art for classification (CCE) performs slightly worse than the MSE, it is more stable. Unexpectedly, the MAE performs best and most stably on MNIST solely. However, as we transition to more challenging data sets, test accuracy degrades into pathological cases for the MSE and MAE; on CIFAR-10, they were only able to ever predict one class (10% accuracy). During training, the MAE almost always kept an offset in test accuracy to the other losses (cf. Figure 4 in Appendix B). We hypothesize that this is due to its bad gradient properties. On MNIST, its performance was best which we attribute to the possibility that MNIST may be classifiable by learning its conditional median $E[|f_\theta(x) - y_i| | x = x_i], i \in \{1, \ldots, N\}$.

5. Future Work

Our work leaves improvements for future research. Firstly, we believe that more data sets need to be incorporated into loss function variation analysis.
Secondly, since we only considered classification, our work leaves open the question of how the impact of loss function variation expresses in regression settings. How significant and nontrivial is the selection of the loss function in regression? Besides our restriction to four loss functions, we mentioned novel losses such as the IMAE, Tanimoto loss and CCQL which outperformed classical losses. Therefore, we recommend more work be dedicated to designing custom loss measures. A hypothesis regarding the KLD’s very good performance may be that the class of $f$-divergences provides good loss functions. Examples of $f$-divergences are the KLD, the Bhattacharyya divergence [3] and Hellinger distance [18].

Thirdly, an expansion to sequence-based models would be interesting. To date, several well-performing neural architectures, such as the Transformer [33], have been proposed.

6. Conclusions

In this work, we explored the impact of varying the loss function in different deep learning architectures on the training process and its performance. We considered the case of classifying data points into $c$ classes using probabilistic predictions with one-hot encoded labels. We have demonstrated empirically that on MNIST, the MAE can achieve a better classifier performance than the CCE or KLD. Our designation is that if rapid convergence is needed, the MSE can be favored for a low amount of classes. Our main finding is that the KLD outperforms the CCE on 4 out of 6 data sets. Along with very good test accuracies, two performance metrics are underpinnings of this result. Thus, our recommendation is to increase the KLD’s usage in binary and multi-class classification regimes. Due to its very bad performance on color images and overall subpar performance, we advise that using the MAE in a classification setting should be considered carefully. Finally, we encourage a paradigm shift that steers away from axiomatically fixating loss functions but considers them part of hyperparameter optimization.
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Appendix A. Architectures

(a) CNN architecture for MNIST. Dropout is applied after the 1\textsuperscript{st} and 2\textsuperscript{nd} conv layer ($p = 0.2$), as well as after the dense layer ($p = 0.2$). The 1\textsuperscript{st} conv layer has $5 \times 5$ filters.

(b) CNN architecture for CIFAR-10. Dropout is applied after both Max-Pool layers ($p = 0.25$), after the 4\textsuperscript{th} conv layer ($p = 0.25$) and after the dense layer ($p = 0.5$). The 1\textsuperscript{st} and 2\textsuperscript{nd} conv layer have $5 \times 5$ filters.

(c) CNN architecture for CharFontIm. Dropout is applied after the 2\textsuperscript{nd}, 3\textsuperscript{rd} and 4\textsuperscript{th} conv layer ($p = 0.25$), as well as after the 1\textsuperscript{st} and 2\textsuperscript{nd} dense layers ($p = 0.5$). Filters have size $5 \times 5$ for the 1\textsuperscript{st} and 2\textsuperscript{nd} conv layers.

Figure 2: CNN architectures. Red layers are Max-Pool layers of size $2 \times 2$. If not specified, the filter size of a conv layer is $3 \times 3$. 
Figure 3: Our dense architecture. Hidden layers have a teal color. The first dense layer has 32 neurons, the second and third 64, and the fourth 32. This is followed by a fifth dense layer (red-isch colored) having 2 output neurons. Dropout is applied after the first 3 hidden layers ($p = 0.4 \rightarrow 0.2 \rightarrow 0.2$). Note that this representation is not confined to a fixed number of classes or neurons; the vertical dots indicate that it is indeed conceptual.
Appendix B. Accuracy Progressions

Figure 4: Test accuracies on each data set (across 6 iterations). Points of interest are inset.