Rain Streaks Removal Using Discrete Cosine Transform and Diffusion based Technique
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Abstract. Images acquired by the camera are sometimes affected by many environmental conditions such as fog, rain, snow, and clouds, etc., which influence the visible quality of the images and several computer vision applications. In this manuscript, we developed a new rain removal technique. Firstly, an exiting haze removal technique is used so that rain streaks could be visible and after that apply Discrete cosine transform (DCT) and diffusion-based technique to remove rain streaks from the rainy images. The experimental section shows the supremacy of the proposed method over the existing methods.
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1. Introduction

Bad weather conditions affect the performances of many applications in computer vision like image tracking, object detection, and image recognition. Two types of weather conditions classified in the literature are steady and dynamic conditions [1], [2]. Steady bad weather conditions consist of haze, mist, and fog while dynamic bad weather conditions consist of hail, snow, and rain. In the case of steady bad weather conditions, the droplet size is very small to investigate from the camera, while in dynamic bad weather conditions the size of the droplet is extremely large compared to the steady-state. The large size of the droplets are captured by the camera and degrades the image visual quality. Rain is the well-known component of the dynamic condition and has intense reflection to light. Rain is, generally, considered a bright streak that influences the image visual quality. Hence, it becomes inevitable to remove rain from images for better visual quality.

In recent years, many rain removal algorithms are introduced in the literature [3], [4], [5], [6], [7], [8], [9], [10], [11]. In these algorithms, certain numbers of successive frames are required to find the rain-affected pixel. Garg and Nayar introduced a method
[10] to remove rain during the acquisition by adjusting some camera parameters. This method does not work well for fast-moving objects near to the camera and heavy rain. Garg and Nayar in [1], [3] speculated that most of the raindrops affect only a single frame and a small number of raindrops affect more than two successive frames. The intensity difference between the rain-affected pixel in the latest frame and the earlier frame tells about the change of intensity due to the rain. This speculation produces false rain pixel detection. To avoid false rain pixel detection, it is considered that these raindrops obey linear photometric constraints. In photometric constraints, it is assumed that almost all the raindrops possess same size and velocity and it is also considered that all the pixels lying on the same rain streak possess identical irradiance because the brightness of the pixel is less influenced by the background. However, in real life, it is well established that there is a disparity in the size of the raindrops and velocity of the raindrops which violates speculation of the photometric constraints. In heavy or light rain, this method inhibits to distinguish between the rain pixel and moving object pixel [4]. It exhibits that all rain streaks do not always obey the photometric constraints, which leads to the miss detection of rain pixels. 30 successive frames are required to rain removal in this method.

For rain removal, a method relied on temporal and chromatic characterization of the rain drops has been proposed in [4]. Temporal property shows that a specific pixel is not necessarily covered by a raindrop in each frame and chromatic property shows that the effect of a raindrop on the red, green and blue channel is approximately the same. These disparities over the color components are bound by a small threshold. The chromatic property is also followed by a slow-moving object. This method employs all the available frames in rain removal and removing rain effectively from a static background where no moving object is available. Chromatic based properties are also used to remove rain from the rain-affected videos in [5]. This method is unable to detect all rain streaks since the chromatic properties are not fulfilled in practice as detailed earlier. At least three consecutive frames are desired for the proper rain removal. Barnum et al. [7], [12] using frequency information of every frame for rain detection and rain removal. For rain removal, a blurred Gaussian model is used in this method. This model is unable to detect unsharp rain streak.

Bossu et al. suggested a Gaussian model [8] by assuming that the rain streaks are steady in orientation. This method only approximates the important rain streaks which cause to miss detection of some raindrops. The intersection of multiple rain streaks is another reason for miss detection, which also causes unpleasant shapes and orientation. Tripathi et al. [9] advocated a probabilistic based method for rain removal. In this method, the temporal properties of rain are used for rain removal. This method removes rain streaks from the videos effectively without inducing any degrading effect. The probabilistic approach seeks 15 successive frames for rain removal, which is lesser than the existing methods. But its implementation requires a large memory size which delays the result.

Recently, researchers turns their rain removing approach from video to single image
[13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25]. In [20], [21], [23], nonlocal mean filter and guided filter are used for rain removal. Filtering based methods are fast in implementation and easy to use but rarely give a satisfactory result. Either some rain streaks remain in the resultant image or some image details are considered as rain streaks, which causes blurring in the output image. Some other models build to distinguish rain from the rainy image background [22], [24], [25]. However, these models still cause image blurring because of some image details and edges are considered as rain streaks. Hence, they produce a loss of some details in the image. A two-step processing introduced in [13], [14], [15], in which low pass filter is employed to find high-frequency and low-frequency components. Here, the low-frequency component could be made rain less and the high-frequency part is processed by some descriptors for extracting the image details which is fed back in the processed low-frequency component to get a resultant rain-free image. Deep learning-based methods are proposed for rain removal [16], [17], [26], [27]. These models give the best result by designing significant deep networks.

Although filtering based methods yield significant results still have some drawbacks, either remove some significant details from the image together with rain component or do not remove rain component effectively from the image. This work proposes a novel rain removal method that effectively removes the rain and preserves image details.

2. Proposed method

Here, a new rain removal technique is introduced. Figure 1 depicts the framework of the proposed method. It is observed that the rain images contain some hazy effect, which creates a problem for the proper extraction of rain streaks because some rain streaks do not visible in the hazy effect. For proper extraction of the rain streaks firstly, a haze effect removal technique [28] is applied on the input rainy image so that all rain streaks are visible as one can observe in Figure 2. Afterward, discrete cosine transform (DCT) [29] is applied on the haze-free image to decompose it into low-frequency component \((L_D)\) and high-frequency component \((H_D)\). For a 2-D image, 2-D DCT coefficient \(g\) of size \(m \times n\) is calculated by

\[
g(u, v) = c_u c_v \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} Y(i, j) \cos \left( \frac{\pi(2i+1)u}{2m} \right) \times \cos \left( \frac{\pi(2j+1)v}{2n} \right),
\]

where, \(Y\) is the haze removed image, \(u \leq m - 1, v \leq n - 1\) and \(c_u, c_v\) are calculated by

\[
c_u = \begin{cases} \frac{1}{\sqrt{m}}, & u = 0 \\ \frac{2}{\sqrt{m}}, & 1 \leq u \leq m - 1 \end{cases}, \quad c_v = \begin{cases} \frac{1}{\sqrt{n}}, & v = 0 \\ \frac{2}{\sqrt{n}}, & 1 \leq v \leq n - 1 \end{cases},
\]

where, high-frequency component \((H_D)\) contains significant rain streaks and prominent image details. Again, the input rainy image is processed by the diffusion-based PM model [30], which is now a rain-free image with prominent geometrical edges.
Figure 1. Framework of the proposed method.

```
I_t = \text{div}(c(x, y, t)\nabla I) = c(x, y, t)\Delta I + \nabla c \cdot \nabla I, \quad I(x, y, 0) = I_0, \quad (3)
```

where \( I \) is the input image and \( t \) is the number of iterations. In this work, \( t \) is taken as 5. The rain-free image is decomposed into high-frequency component \((H_S)\) and low-frequency component \((L_S)\), where the high-frequency component contains significant image details. To extract rain streaks from the input image, the absolute difference of both of the high-frequency components \((H_D \& H_S)\) is obtained. Maximum rain streaks are obtained from this difference, called rain component \((RC)\).

Now, rain component \((RC)\) is subtracted by the earlier high-frequency component \((H_D)\) from this we get a detail component with significant image detail and added to the rain-free image. At last, a final rain-free image with significant image details is obtained. Figure 3 shows the results obtained by the proposed method.
3. Experimental results and discussion

This section shows the efficiency of the proposed method over the state-of-the-art methods [21], [23]. For experimental analysis, the most common rainy images are used. The rain removal outputs are compared in Figure 4 and Figure 5. In Figure 4, the first column contains the original rainy images, the second and third column contains the results obtained by the Zheng et al. [21] and Ding et al. [23] while the last column contains the results obtained by the proposed method. From Figure 4, it is observed that results obtained by Zheng et al. [21] method is demonstrating the smoothing effect while some rain components are still visible in the results obtained by Ding et al. [23]. The smoothing effect in Zheng et al. [21] method shows in Figure 5, where one can see the image details with the rain component of the image. This shows that there is some loss of image details in the processed images.

In contrary, results obtained by Ding et al. [23] have less detail removal effect but
not effectively removing the rain from the images, which can be seen in Figure 5, while the proposed method effectively removes the rain and preserves more image detail in the processed image. The efficiency of the proposed method can be seen in Figure 4 and Figure 5. The comparison of the proposed method with the state-of-the-art methods shows that the proposed method is outperforming the other methods.

4. Conclusion

This work presented a discrete cosine transform (DCT) and diffusion-based rain removal technique. The results depict that the proposed method efficiently removes the rain component from the image without affecting the image details. It is observed that the existing methods either over smooth the images or affect the image details while the proposed method removes the rain streaks and preserves more image details.
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