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ABSTRACT

We propose a method called Fast and Realistic Attacker Modeling and Evaluation (FRAME) that can reduce pessimism in static noise analysis by exploiting temporal logical correlation of attackers and using novel techniques termed envelopes and σ functions. Unlike conventional pruning-based approaches, FRAME efficiently considers all relevant attackers, thereby producing more realistic results. FRAME was tested with complex industrial design and successfully reduced the pessimism of conventional techniques by 30.4% on average, with little computational overhead.

Categories and Subject Descriptors
B.7.2 [Integrated Circuits]: Design Aids—verification
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1. INTRODUCTION

Addressing noise issues in digital circuit design has become critical, due to the combined effects of technology scaling, high clock frequencies, and increased use of noise-sensitive dynamic circuits to fulfill high-speed requirements. Without thorough verification, noise effects will degrade the functionality, performance and reliability of a circuit. Most industrial static noise analyzers assume that all attackers switch simultaneously in the same direction, which frequently produces unrealistic results. Thus, pessimism reduction in static noise analysis has gained much attention [1, 4, 6, 10, 20].

Most existing techniques exploit temporal and/or logical correlations among attackers. Early approaches [2, 4, 17, 19] focused on timing correlations, which can be estimated by propagating timing windows through static timing analysis (STA). However, considering only timing correlations is insufficient. For instance, temporally uncorrelated attackers can still be under a logical constraint that prevents them from switching in the same direction. Moreover, overlooking the interplay between temporal and logical correlation could give non-conservative timing results [6]. Consequently, combined approaches that consider both temporal and logical correlations step-by-step [1, 4, 6, 10, 12, 15, 20] or simultaneously [3, 6, 13, 16] have been suggested.

Most previous approaches aim at either pruning out invalid attackers [1, 3, 6, 10, 11, 13, 15, 20] or selecting appropriate attackers and constructing a set of valid attackers [7, 9]. The problem of handling temporal and logical correlations is in general NP-hard [9], and these combinatorial approaches depend critically on various techniques for alleviating the hardness, such as SAT solvers [3, 11, 13, 16], ATPG/path-sensitization [10, 10, 18], ROBDDs [7, 9, 20], and other heuristics [2]. Nevertheless, many techniques still suffer from limited scalability to large-scale circuits. Moreover, not considering all attackers can sometimes increase pessimism, deviating from the common belief that pessimism can always be reduced by pruning attackers (e.g., see Section 2).

The proposed FRAME method is related to existing approaches in that temporal and logical correlations are exploited together. On the other hand, FRAME is unique in the following aspects: First, FRAME implicitly considers all attackers, rather than pruning out or selecting attackers. Second, FRAME exploits a simple, graphical representation of attacker waveforms for exploring the search space without explicit enumeration of all possibilities. Taken together, FRAME runs fast and produces realistic results since the effect of every relevant attacker is simultaneously considered.

In a verification flow, FRAME would be positioned as a first-level noise estimator that can quickly examine large circuits and identify noise issues for more accurate analysis. Toward that end, FRAME exploits novel techniques termed envelopes and σ functions, which enable us to compute the worst-case combined waveform of multiple attackers and their alignment information in time polynomial to the number of attackers, under reasonable assumptions on attacker waveform shapes and secondary attacker effects.
2. PROPOSED METHOD

2.1 Attacker Modeling and Assumptions

Consider a chain of buffers and inverters whose nets (attackers) are capacitively coupled with a common net (victim), as shown in the left pane of Fig. 1(a). The input to the first gate in the chain is referred to as the chain head. As the chain head (and its downstream gates thereafter) switches, the victim, which is assumed initially static, can be affected and dynamically change. We are interested in how individual attackers interact to create a composite waveform at the victim. Of particular interest is the worst-case combination that contains a peak of the largest magnitude.

Since the attackers on the chain are temporally and logically correlated, the worst-case search problem becomes computationally hard [1]. To alleviate that, we break the chain, apply separate input to each attacker block to induce an attacker bump, and estimate the original combined waveform using these bumps, as in Fig. 1(a). Temporal correlation among attackers is considered using timing windows, each of which is obtained through STA and provides the earliest and latest arrival time of an attacker bump, as shown in Fig. 1(b). Logical correlation is considered using the polarity of attacker bumps.

For computational efficiency, FRAME assumes the following: (A.1) A single attacker waveform is piecewise linear and unimodal. It is thus modeled by a triangular wave; (A.2) The input slew of each attacker is fixed within its timing window; (A.3) The effects of secondary attackers (i.e., an attacker of an attacker) are marginal and can be ignored.

Based on (A.1-2), we model each attacker bump by a triangle with four stationary parameters, as shown in Fig. 1(c).

\[
\Delta(t; l, p, e, m) = \begin{cases} 
\frac{m}{p-l}(t-l), & \text{if } l \leq t < p; \\
\frac{m}{p-e}(t-e), & \text{if } p \leq t < e; \\
0, & \text{otherwise.}
\end{cases}
\]

For simplicity, we set \( l = 0 \) and approximate \( f_i(t) \), the waveform of attacker \( i \), by \( \Delta(t; 0, p_i, e_i, m_i) \). The timing window of attacker \( i \) is represented by interval \([a_i, b_i]\), where \( a_i \) and \( b_i \) indicate the earliest and latest arrival time, respectively. For convenience, let \( \Theta_i = (p_i, e_i, m_i, a_i, b_i) \) for attacker \( i \).

2.2 The Objective and Overview of FRAME

Given a chain of \( n \) attackers, let \( W \) be the magnitude of the composite waveform of the \( n \) attackers and \( s_i \) the time amount by which attacker \( f_i(t) \) should be shifted to produce \( W \). Let \( S = \{s_1, s_2, \ldots, s_n\} \) and assume a function \( J: \mathbb{R}^n \rightarrow \mathbb{R} \), where \( \mathbb{R} \) is the set of all real numbers. FRAME is to determine the worst-case magnitude

\[
W^* = \max_{i} \left\{ \sum_{i=1}^{n} f_i(t - s_i) \right\} \triangleq J(S)
\]

and an instance of the corresponding attacker alignment

\[
S^* = \arg \max_{\mathcal{S}} J(\mathcal{S})
\]

under the constraints that \( s_i \in [a_i, b_i] \) for \( i = 1, 2, \ldots, n \). Using \( W^* \), we would be able to identify noisy nets that need further analysis. High-accuracy simulators can be invoked with the alignment information \( S^* \).

Eqs. (2,3) might be solved by conventional search algorithms or by a dynamic programming argument if discrete-time waveforms are assumed. However, such approaches would be overkill given that only an instance of the worst-case solution would suffice for typical static noise analysis. Furthermore, the uniqueness of the solution to the above equations not being guaranteed, such approaches may incur excessive running time with little gain. FRAME provides a rapid solution to the above equations by following the procedures outlined in Algorithm 1. Note that FRAME typically needs to be invoked twice per chain, once for each direction (i.e., rising and falling) of the chain head input, since the attacker parameters change according to this direction.

2.3 Tracing the Worst Case By Envelopes

We utilize the notion of envelopes to determine efficiently the magnitude of a worst-case composite waveform. Informally, an envelope is a waveform that represents the maximum or minimum voltage observable at each time point, as an attacker waveform is slid over its timing window. The idea of using an envelope has some resemblance to the work by [15], but the envelope we propose is more general and powerful in that both maximum and minimum values can be tracked and that alignment information is accompanied.

For a more precise definition, consider Fig. 2(a) that shows the trajectory of an attacker waveform over its timing window. Assume that \( f(t) = \Delta(t; 0, p, e, m) \) and that \( f \) can be shifted by \( s \in [a, b] \). For the sake of explanation, also assume that \( b < a + e \). Consider the probe point at time \( t = t_x \) in Fig. 2(a). The vertical arrow then indicates the range of voltage values that can be measured at \( t_x \), as \( s \) varies from \( a \) to \( b \). The maximum voltage observable at \( t_x \) is \( \frac{m}{p}(t_x - a) \),

![Figure 1: Attacker modeling.](image-url)

![Algorithm 1 The FRAME method](algorithm-url)
which happens when $s = a$. Similarly, the minimum voltage should be 0, which is achieved when $t_x \leq s \leq b$. (Recall that we are varying $s$ over fixed $t_x$.)

Above we assumed that $t_x$ is in zone 2 or $a \leq t_x \leq b$; by varying $t_x$ over the entire time horizon and recording the maximum and minimum at every $t_x$, we obtain envelopes. As summarized in the table in Fig. 2(b) the formula to compute the minimum and maximum values observable at $t_x$ varies depending upon where $t_x$ is placed. The second line of the table lists the formula to get the maximum for each time zone. For the minimum, the relative locations of $b$ and $a + e$ also matters. The third line shows only the formula to calculate the minimum for $b < a + e$; otherwise, the minimum is always zero. The entries for zones 1 and 8 are not shown in the table since the values are all zero.

Now we formally define two types of envelopes — outer and inner envelopes. The outer envelope $E_{outer}$ of attacker $f(t)$ represented by $\triangle(t;0,p,e,m)$ is a function of time $t$ parameterized by $\Theta = (p,e,m,a,b)$:

$$E_{outer}(t; \Theta) = \begin{cases} \frac{m}{p}(t-a), & \text{if } a \leq t < a + p; \\ m, & \text{if } a + p \leq t < b + p; \\ \frac{m}{p}(t-e-b), & \text{if } b + p \leq t < b + e; \\ 0, & \text{otherwise.} \end{cases}$$

For a positive waveform ($m > 0$), the outer envelope is the trace of the maximum, as shown in Fig. 3(a). For a negative waveform ($m < 0$), the outer envelope is the trace of the minimum, as shown in Fig. 4(a). The inner envelope of an attacker can have one of the two shapes, depending upon the parameters and timing window used:

$$E_{inner}(t; \Theta) = \begin{cases} \triangle(t;b,b + p\delta,a + e,m\delta), & \text{if } b < a + e; \\ 0, & \text{otherwise.} \end{cases}$$

where $\delta \triangleq \frac{a + e - b}{p}$. The inner envelope of a positive waveform traces the minimum of the waveform. If $b < a + e$, the inner envelope has a triangular shape as shown in Fig. 3(b). Otherwise, the inner envelope is always zero as shown in Fig. 3(c). The inner envelope of a negative waveform traces the maximum of the waveform as shown in Fig. 4(b) and 4(c). Table 1 summarizes the meaning of outer and inner envelopes for positive and negative waveforms.

### 2.4 Recording Shift Amount by $\sigma$ Function

The FRAME method provides not only the magnitude of a worst-case combined attacker waveform but also the corresponding attacker alignment. Using this alignment information, high-accuracy simulators can be invoked for further analysis. Each FRAME envelope is accompanied by the time-shift information named the $\sigma$ function. Recall in Fig. 2(a) the maximum voltage at $t_x$ is achieved when attacker $f$ is shifted by $s = a$. Informally, the $\sigma$ function is to record this shift information for every point on an envelope.

The shift amount $s$ that makes the voltage at $t_x$ maximum or minimum is sometimes not unique. For instance, the minimum at $t_x$ can be achieved as long as $t_x \leq s \leq b$ in Fig. 3(a). This fact can be represented more formally by $R_\sigma$, a binary relation from $R$ to $[a,b]$ such that $R_\sigma = \{(t,s) \mid f(t,s) = E(t)\}$ for $t \in R$ and $s \in [a,b]$. That is, for any given $t$, $R_\sigma$ provides the set of all values by which an attacker should be shifted to have the maximum or minimum value recorded on its envelope. The gray areas and nonzero lines in each subplot of Fig. 5 represent the $R_\sigma$ relation for each of the envelopes shown in Fig. 2 and 3.

Since we aim at finding some (not all) instances of the worst-case alignment, we do not use $R_\sigma$ as it but derive a function $\sigma : R \rightarrow [a,b]$ from the $R_\sigma$ relation. It is this $\sigma(t)$ function that is used in the downstream procedures. The thick bold line segments drawn in Fig. 5(a) represent our choice for $\sigma(t)$ for the outer envelopes presented in Fig. 3(a) and 4(a). Note that this arbitrary choice does not compromise the correctness of the solution we find; introducing $\sigma$ functions helps enhance computational efficiency by limiting the search space. Fewer solutions would be found by adopting $\sigma$, but the number of solutions is not important in our context. The $\sigma$ function we adopt for the inner envelopes presented in Fig. 3(b) and 4(b) is indicated by dark lines in Fig. 5(b). Finally, the thick bold lines in Fig. 5(c) represent the $\delta$ of our choice for the inner envelopes in Fig. 3(c) and 4(c). Table 2 summarizes the formulae for the $\sigma$ functions we use.

### 2.5 Representing Envelopes and $\sigma$ Functions

The piecewise linear assumption enables us to represent an envelope only by the vertices joining line segments. For instance, the outer envelope drawn in Fig. 3(a) can be represented by using the four vertices shown in Fig. 6(a). In this manner, we can avoid handling an envelope in its continuous form; any intermediate values can be deduced from the vertices used. Similarly, we can save the need to manipulate the whole $\sigma$ function by annotating each vertex with its $\sigma$ value. Each vertex in our representation thus has four attributes denoted by tuple $(t,V,[s_L,s_R])$, where $t$ and $V$ represent the

---

**Table 1: The meaning of outer/inner envelopes.**

| Wave      | Outer envelope | Inner envelope |
|-----------|----------------|----------------|
| Positive  | max trace: Fig. 3(a) | min trace: Fig. 3(b),(c) |
| Negative  | min trace: Fig. 4(a) | max trace: Fig. 4(b),(c) |

**Table 2: The $\sigma$ functions we use ($\delta \triangleq \frac{a + e - b}{p}$).**

| For $E_{outer}(t)$ | For $E_{inner}(t)$ |
|--------------------|--------------------|
| $\sigma(t; \Theta) =$ | $\sigma(t; \Theta) =$ |
| $\{a, \text{ if } t < a; \}$ | $\{b, \text{ if } t < b + p\delta; \}$ |
| $t, \text{ if } a \leq t < b; \}$ | $\{a, \text{ otherwise.} \}$ |
| $b, \text{ otherwise.} \}$ | $\{a, \text{ otherwise.} \}$ |

See Fig. 5(a) $\delta(b); b < a + e$ $\delta(c); b \geq a + e$
time and voltage associated with the vertex; \( s_L \) and \( s_R \) are the left and right limits of \( \sigma \) at \( t: s_L = \lim_{t\to 0^-} \sigma(t + \epsilon) \) and \( s_R = \lim_{t\to 0^+} \sigma(t + \epsilon) \). Storing both limits is to handle the discontinuities appearing in the \( \sigma \) functions for inner envelopes. FRAME represents each attacker waveform and its timing window compactly by using these annotated vertices. Fig. 3 shows the representations of the outer and inner envelopes presented in Fig. 3. The representations of the envelopes in Fig. 4 are similarly defined and not shown.

### 2.6 Calculating the Worst-case Waveform

The last step of FRAME is to manipulate envelopes and \( \sigma \) functions to determine the worst-case composite waveform and attacker alignment. Since the envelope of an attacker waveform represents the maximum or minimum voltage for each time point, adding the envelopes of multiple attackers reveals the maximum or minimum voltage of the combined waveform of these attackers. More precisely, the worst-case magnitude \( W^* \) of a combined waveform is given by

\[
W^* = \max_t \{ |E_{\text{max}}(t)| - |E_{\text{min}}(t)| \}
\]

where \( E_{\text{max}}(t) \) and \( E_{\text{min}}(t) \) represent the envelopes to find the maximum and minimum voltage, respectively. For a positive (negative) attacker, its outer (inner) envelope represents the maximum value. Thus, \( E_{\text{max}}(t) \) is simply the sum of all positive outer and negative inner envelopes. Similarly, \( E_{\text{min}}(t) \) can be calculated by adding all positive inner and negative outer envelopes. More precisely,

\[
E_{\text{max}}(t) = \sum_{i=1}^{\sigma^+} E_{\text{outer}}(t; \Theta_i) + \sum_{i=1}^{\sigma^-} E_{\text{inner}}(t; \Theta_i)
\]

\[
E_{\text{min}}(t) = \sum_{i=1}^{\sigma^+} E_{\text{inner}}(t; \Theta_i) + \sum_{i=1}^{\sigma^-} E_{\text{outer}}(t; \Theta_i)
\]

where \( \sigma^+ = \{i|m_i \geq 0\} \), \( \sigma^- = \{i|m_i < 0\} \) and \( |\sigma^+| + |\sigma^-| = n \). The worst-case alignment \( s_i^* \) of attacker \( i \) is given by

\[
s_i^* = \sigma_i(t^*), \quad \text{where} \quad t^* = \arg \max_{t} \{ |E_{\text{max}}(t)| - |E_{\text{min}}(t)| \}
\]

for \( i = 1, 2, \ldots, n \). Using the representation described in Section 2.5, we can add envelopes simply by manipulating the attributes of the vertices used in the representation. We use the following example for further explanation.

**Example 1.** Fig. 7(a) shows two attacker waveforms in the left column. They are converted to the vertex-based envelope representations in the right column and then added to \( E_{\text{max}}(t) \). Fig. 7(b) lists the attribute of each vertex before addition. An empty vertex attribute tuple of an attacker means that this vertex does not appear in the representation of the attacker. Before addition, these empty attributes get filled with values linearly interpolated using existing vertex attributes. For instance, Fig. 7(c) shows that the \( V_2 \) voltage of attacker 1 is set to the average voltage of \( V_1 \) and \( V_2 \) marked by hexagons; the \( s_L \) and \( s_R \) of the new \( V_4 \) vertex is set to the average of \( s_R \) and \( s_L \) of \( V_5 \) marked by a rectangle and an ellipse, respectively. Interpolated entries are marked with asterisks. The ‘Sum’ column shows the result of addition. The voltage of a vertex in the result is the sum of the voltage attributes of the vertices of attackers 1 and 2. Fig. 7(d) shows \( E_{\text{min}}(t) \) obtained by switching the roles of outer and inner envelopes. Since \( |E_{\text{min}}| > |E_{\text{max}}| \), \( W^* = |E_{\text{min}}| = 3 \). Note that there are three instances of \( t^* \). Fig. 7(e) presents the worst-case waveform \( f_1(t - s_1^*) + f_2(t - s_2^*) \), where \( s_1^* = \sigma_1(t^* = 5) = 1 \) and \( s_2^* = \sigma_2(t^* = 5) = 2 \). The other cases for \( t^* = 3 \) and \( 4 \) are not shown due to the space limit.

The addition algorithm used in the above example can easily be extended to adding multiple envelopes: Given \( n \) envelopes, we first sort the vertices of all envelopes with respect to \( t \) and merge them into a single master vertex list. We annotate each vertex in the list with a chain of \( n \) attribute tuples, one for each attacker envelope. For each attacker, we examine its chain of attribute tuples and interpolate any empty entries. Finally, for each vertex in the master list, we compute its voltage attribute by accumulating the voltage over the chain of attribute tuples. The worst-case complexity of the algorithm to add multiple envelopes is \( O(n \log n + 4n \cdot n + 4n \cdot n) = O(n^2) \).

### 3. EXPERIMENTAL RESULTS

FRAME was implemented with C++ and was tested with various synthetic and real circuits. Experiments were performed on a 64-bit 2.66-GHz Linux machine with 8-GB memory. For comparison, we used a commercial static noise analyzer that employs conventional pruning techniques [1,3,5]. Throughout the experiments, FRAME remained conservative and did not produce optimistic noise figures. The runtime overhead was less than 1% in all test cases.

We first use a synthetic circuit shown in Fig. 8(a) to explain the pessimism reduction mechanism FRAME relies on. To generate reference data, SPICE is invoked (without breaking the chain) for simulating the victim waveform when the chain head falls. Using the timing windows and triangular parameters obtained through STA, FRAME predicts the alignment of individual attackers, while the commercial tool we used performs pruning. The result is shown in Fig. 8(b), which compares the accuracy of FRAME and the pruning-based commercial tool with respect to SPICE. The peak voltage SPICE, FRAME and the competing tool report are 0.3390V, 0.3398V and 0.4144V, respectively. FRAME thus reduces pessimism by 18.0% with respect to the competing tool. The FRAME waveform resembles the SPICE curve more closely, producing 93.6% smaller mean squared error. This difference originates mainly from the fact that the industrial tool eliminates the second attacker because the direction of the second attacker bump is the opposite to that of the others. In other words, retaining the second attacker cannot be the worst-case since removing it induces larger noise, and the commercial tool prunes it. In contrast, the effect of all attackers are considered by FRAME.

We extensively tested FRAME with 201 circuits extracted from a 90-nm network processor design with approximately 1 million gates. Fig. 8(a) compares the performance of FRAME with that of the commercial tool in terms of the worst-case peak voltage. For each dot at \((x, y)\), \( x \) and \( y \) represents the worst-case peak voltages estimated by the commercial tool and FRAME, respectively. FRAME could reduce pessimism significantly, by 30.4% on average, compared with the pruning-based industrial tool. The distribution of the pessimism reduction amount is shown in Fig. 8(b) in which a boxplot is used for showing the median (the line inside the box) and interquartile range [13]. This plot shows that FRAME typically reduces pessimism around 20-45% for the 201 circuits we tested.

To prove further the statistical significance of our result, we performed the Mann-Whitney-Wilcoxon test [13], a non-parametric test for assessing whether two sample sets come...
Figure 3: Outer and inner envelopes for a positive attacker waveform ($\delta \leq \frac{a + c - b}{e}$).

Figure 4: Outer and inner envelopes for a negative attacker waveform ($\delta \leq \frac{a + c - b}{e}$).

Figure 5: Relation $R_e$ and function $\sigma(t)$ for the envelopes in Fig. 3 and Fig. 4.

Figure 6: Representing envelopes and sigma function using joint vertices.

Figure 7: Example ($W^* = -3, s_1^* = 1, s_2^* = 2$).
from the same distribution. According to this test, we could reject the hypothesis that two groups of worst-case peak voltage observations (one from FRAME; the other from the commercial tool) come from the same distribution at the 0.01% significance level with $p$-value of $2.85 \times 10^{-10}$. This result indicates that the observed difference in noise figures is statistically significant and meaningful.

4. CONCLUSION AND FUTURE WORK

We have proposed FRAME, a fast and realistic method for modeling and evaluating multiple attackers in static noise analysis. The key difference between FRAME and conventional methods is that FRAME does not prune attackers completely but estimates the effect of all attackers without much computational burden, leveraged by efficient tracking of the worst-case magnitude and alignment information using envelopes and $\sigma$ functions. According to our experiments, FRAME can reduce pessimism by 30.4% on average compared with conventional pruning-based attacker filtering techniques. Based upon our results, we believe that FRAME would be a very effective tool for pessimism reduction in static noise analysis.

FRAME can be extended so that it can handle more complex attacker structures such as multiple attacker chains. For higher accuracy, it would be helpful to employ non-linear interpolation for envelope addition and to model waveform widths more delicately.
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