On Feedback Control in Kelly Betting: An Approximation Approach

Chung-Han Hsieh*

Abstract—In this paper, we consider a simple discrete-time optimal betting problem using the celebrated Kelly criterion, which calls for maximization of the expected logarithmic growth of wealth. While the classical Kelly betting problem can be solved via standard concave programming technique, an alternative but attractive approach is to invoke a Taylor-based approximation, which recasts the problem into quadratic programming and obtain the closed-form approximate solution. The focal point of this paper is to fill some voids in the existing results by providing some interesting properties when such an approximate solution is used. Specifically, the best achievable betting performance, positivity of expected cumulative gain or loss and its associated variance, expected growth property, variance of logarithmic growth, and results related to the so-called survivability (no bankruptcy) are provided.

I. INTRODUCTION

Betting based on the celebrated Kelly criterion [1], a prescription for optimal resource apportionment during favorable gambling games, has received a considerable attention in the literature; e.g., see [2]–[9]. Our focal point for this paper is to examine the maximization problem using Taylor-based approximation approach, which is frequently used in finance literature; e.g., see [2]–[6]. It is well-known that this approximation-based method can lead to a solution which provides a certain insight on the risk-return tradeoffs and already achieved some successes in several empirical studies; e.g., see [4]–[6] and [10].

In this regard, our aim in this paper is to fill the voids in the existing results by exploring the properties of the approximate optimum. Several technical results such as best achievable upper bound performance, positivity of expected cumulative gain or loss and it associated variance, and results related to survivability; i.e., no-bankruptcy, in betting are provided. We should note here that the survivability issue is indeed closely related to the positivity issue of a state in system theory; e.g., see [11].

To complete this brief overview, we mention a sampling of more recent work in the theory of Kelly Betting; e.g., see [12]–[15], an interesting application to option trading [16], and a rather comprehensive survey [7] covering many of the most important papers.

II. PROBLEM FORMULATION

For \( k = 0, 1, 2, \ldots \), let \( X(k) \) be the returns specified by the “house” at stage \( k \). We assume that the returns are bounded; i.e., \( X_{\text{min}} \leq X(k) \leq X_{\text{max}} \) with \( X_{\text{min}} \) and \( X_{\text{max}} \) being points in the support and satisfying \( X_{\text{min}} < 0 < X_{\text{max}} \). In the sections to follow, we assume further that the random variables \( X(k) \) are independent and identically distributed (i.i.d.).

A. Betting Function and Account Value Dynamics

For stage \( k = 0, 1, \ldots, N \), let \( V(k) \) be the account value at stage \( k \) and define a mapping \( u : \mathbb{N} \cup \{0\} \to \mathbb{R} \) to be the betting function satisfying

\[
u(k) := KV(k)
\]

where \( K \in \mathbb{K} \subset \mathbb{R} \) with \( \mathbb{K} \) being an interval constraint on \( K \) which captures some practical betting restrictions. That is, at stage \( k \), the betting function \( u(k) \) is proportion of the account value \( V(k) \) being invested. Note here that our formulation can be viewed as a game with two players: the bettor and the house. In this point of view, the negative \( K \) may be interpreted as betting on the “other” side of the game; i.e., taking the role of the house. With initial account value \( V(0) > 0 \), the account value dynamics is determined by the stochastic recursive equation

\[
V(k + 1) = V(k) + u(k)X(k).
\]

Thus, the account value at terminal stage \( N \) is readily obtained as follows

\[
V(N) = \prod_{k=0}^{N-1} (1 + KX(k))V(0).
\]

B. Feedback Control System Point of View

Throughout this paper, the approach we take involves a control-theoretic point of view. In this regard, the language we use in this paper is consistent with a growing body of the literature addressing finance problems but originating from the control community; e.g., see [12]–[15]. Specifically, we view \( V(k) \) as the state of a system with linear feedback control

\[
u(k) = KV(k)
\]

where the constant \( K \) is viewed as a feedback gain.

C. Survivability Considerations

One of the most important property that an solution \( K \) for the Kelly’s maximization problem must hold is the so-called survival (no-bankruptcy) property. That is, the feedback gain \( K \) must assure the account value \( V(k) > 0 \) for all \( k = 0, 1, \ldots \). The following result characterizes the survival condition.

\footnote{For example, as seen in Lemma 1 in Section II, by taking \( K := (-1/X_{\text{max}}, 1/X_{\text{min}}) \), then we assure survivability (no-bankruptcy); i.e., \( V(k) > 0 \) for all \( k \) and all sample paths \( X(0), X(1), \ldots, X(k-1) \). As a second example, if \( K := [-1, 1] \) which corresponds to the so-called cash-financed condition in finance. That is, \(|u(k)| \leq V(k)\) for all \( k \).
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Lemma 1 (Survivability). The survival condition holds; i.e., \( V(k) > 0 \) for all \( k \geq 0 \) and all sample paths \( X(0), X(1), \ldots, X(k-1) \) if and only if the feedback gain \( K \) satisfies the inequality

\[
\frac{-1}{X_{\text{max}}} < K < \frac{1}{|X_{\text{min}}|}.
\]

Proof. To prove sufficiency, assume the inequality on \( K \) holds and we must show \( V(k) > 0 \) for all \( k \) and all sample paths. Note that \( V(0) > 0 \). We proceed a proof by induction. Assume \( V(k) > 0 \) along any sample path \( (X(0), X(1), \ldots, X(k-1)) \), we must show \( V(k+1) > 0 \). Note that for \( w \in [X_{\text{min}}, X_{\text{max}}] \),

\[
V(k+1) = V(k) + X(k)K(V(k)) \geq w \min \{V(k) + wK(V(k))\}.
\]

Since the function to be minimized above is affine linear in \( w \), its minimal value is achieved when \( w = \{X_{\text{min}}, X_{\text{max}}\} \); see [17]. Therefore, to establish the desired survivability, using the assumed inequality on \( K \) and the inductive hypothesis that \( V(k) > 0 \), it follows that

\[
\frac{-1}{X_{\text{max}}} V(k) < K(V(k)) < \frac{1}{|X_{\text{min}}|} V(k).
\]

Now, for \( w = X_{\text{max}} \), we have \( V(k) + u.KX_{\text{max}} > 0 \). For \( w = X_{\text{min}} \), we again obtain \( V(k) + u.KX_{\text{min}} > 0 \). Thus, it follows that \( V(k+1) > 0 \).

To prove necessity, assuming \( V(k) > 0 \) for all \( k \geq 0 \) and all sample paths \( X(0), X(1), \ldots, X(k-1) \), we have \( V(k+1) > 0 \). We now show that the desired inequality on \( K \) holds. Observe that

\[
V(k+1) = (1 + KX(k))V(k) > 0
\]

which implies that \( 1 + KX(k) > 0 \) for all \( k \). Thus, it follows that \( 1 + KX_{\text{max}} > 0 \) and \( 1 + KX_{\text{min}} > 0 \), which leads to the desired inequality on \( K \).

D. Optimal Feedback Gain via Kelly Criterion

Having set up the control-theoretic framework, a subsequent important question we considered is as follows: How does one choose a feedback gain \( K \) so that the performance is regarded as “optimal”? As mentioned in Section I, the Kelly criterion used in [2] and [4], suggests to maximize the expected logarithmic growth rate

\[
g(K) := \frac{1}{N} \mathbb{E} \left[ \log \left( \frac{V(N)}{V(0)} \right) \right].
\]

With the aid of i.i.d. assumption on \( X(k) \), we obtain

\[
g(K) = \frac{1}{N} \mathbb{E} \left[ \log \left( \prod_{k=0}^{N-1} (1 + KX(k)) \right) \right]
= \frac{1}{N} \sum_{k=0}^{N-1} \mathbb{E} \left[ \log(1 + KX(k)) \right]
= \mathbb{E} \left[ \log(1 + KX(0)) \right].
\]

Our goal is to find an optimal feedback

\[
K \in K := \left[-\frac{1}{X_{\text{max}}}, \frac{1}{X_{\text{min}}}\right]
\]

such that the expected logarithmic growth rate is maximized. Namely, we consider

\[
\max_{K \in K} g(K) = \max_{K \in K} \mathbb{E} [\log(1 + KX(0))]
\]

and \( K^* \in K \) satisfying \( g^* := g(K^*) = \max_{K \in K} g(K) \) is called a (true) optimal feedback gain. It is well-known that the optimization problem above forms a concave program since \( g(K) \) is concave in \( K \) and the interval constraint \( K \) is, of course, convex; e.g., see also in [13] and [18] for a discussion of this topic. In the sequel, we denote \( g^* \) to be the (true) optimal performance.

III. Preliminary Characterization for Optimum

In practice, other than the constraint \( K \in K \), the so-called cash-financed constraint \( K \in [-1, 1] \) is often imposed to assure \( |u(k)| \leq V(k) \) for all \( k \). In this setting, mild assumptions on \( X_{\text{min}} \) and \( X_{\text{max}} \) lead to the following characterization of the optimal feedback gain. The result below can be viewed as an extension of our Sufficiency Theorem stated in [15], which includes the case for \( K < 0 \).

Theorem 2 (Characterizing Cash-Financed Optimum). Let \( K \in [-1, 1] \cap K \) and assume the \( X_{\text{max}} \) and \( X_{\text{min}} \) satisfy

\[-1 < X_{\text{min}} < 0 < X_{\text{max}} < 1.\]

Then the optimal feedback gain \( K^* \) satisfies

\[
K^* = \begin{cases} 
1, & \mathbb{E}[1/(1 + X(0))] \leq 1; \\
-1, & \mathbb{E}[1/(1 - X(0))] \leq 1.
\end{cases}
\]

Proof. If \( \mathbb{E}[1/(1 + X(0))] \leq 1 \), then \( \mathbb{E}[X(0)] \geq 0 \). In combination with the fact that the returns sequences are i.i.d., the optimal feedback gain \( K^* \) must be nonnegative. Hence, using the Sufficiency Theorem; see the result and the detailed proof in our prior work [14], it follows that \( K^* = 1 \).

Next, assuming that \( \mathbb{E}[1/(1 - X(0))] \leq 1 \), we must show that \( K^* = -1 \). To see this, we first note that \( \mathbb{E}[1/(1 - X(0))] \leq 1 \), which implies that \( \mathbb{E}[X(0)] \leq 0 \). Hence, the optimal element must be nonpositive. Therefore, it suffices to show that \( g(K) \) is nonincreasing for \( K \in [-1, 0] \). Beginning with

\[
\frac{d}{dk} g(K) = \frac{d}{dk} \mathbb{E} \left[ \log(1 + KX(k)) \right]
\]

and noting that \( X(k) \) is bounded, results in measure theory, for example, see [19], allow us to commute the differentiation and expectation operators above. Hence,

\[
\frac{d}{dk} \mathbb{E} \left[ \log(1 + KX(k)) \right] = \mathbb{E} \left[ \frac{X(k)}{1 + KX(k)} \right].
\]

Now note that the inequality \( \frac{z}{1 + Kz} \leq \frac{z}{1 + z} = \frac{1}{1+z} - 1 \) holds for all \( K \in [-1, 0] \) and all \( -1 < z < 1 \). Hence, with the aid
of the inequality and using the fact that the $X(k)$ are i.i.d. with $X_{\text{max}} < 1$, we obtain
\[
\frac{d}{dK} \mathbb{E} \left[ \log(1 + KX(k)) \right] \leq \mathbb{E} \left[ \frac{1}{1 - X(k)} \right] - 1
= \mathbb{E} \left[ \frac{1}{1 - X(0)} \right] - 1.
\]
Using the assumed inequality that $\mathbb{E} \left[ \frac{1}{1 - X(0)} \right] \leq 1$, it follows that $\frac{d}{dK} g(K) \leq 0$ which shows that $g(K)$ is nonincreasing in $K$. Hence $g(K)$ is maximized at $K = 1$ and the proof is complete. \hfill \Box

Remarks: Since the return sequences $X(k)$ are i.i.d., the two inequality conditions stated in the theorem above; i.e., $\mathbb{E}[1/(1 + X(0))] \leq 1$ and $\mathbb{E}[1/(1 - X(0))] \leq 1$, only depend on $X(0)$. In addition, these two inequalities indeed play a role to measure the attractiveness of a gamble, which are so-called sufficient attractiveness inequalities; see our prior work in [14] and [15] for further discussion on this topic. In fact, Theorem 2 gives sufficient conditions under which $K^*$ is analytically computed. Except by a few special cases, it is not possible for finding the analytical solution in general. To this end, in the next section to follow, an approximation using Taylor expansion is used.

IV. A TAYLOR-BASED APPROXIMATION APPROACH

Instead of solving the concave optimization problem described in Section II, our goal in this paper is to study the expected logarithmic growth using a Taylor-based approximation approach. According to [4], it enjoys an arguably lower computational complexity than that solves the Kelly problem in continuous-time setting. When one considers stock trading scenario and historical stock return data is used, it is well-known that the second-order approximation is good enough; see [10]. Moreover, perhaps the most important advantage of using such approximation is that this approach leads to a closed-form solution to the “approximated” Kelly maximization problem, which provides a degree of insight into the risk-return tradeoffs. To establish this, according to [4]–[6], [10], [20], instead of working with $g(K)$, it is possible to use the Taylor expansion on $g(K)$ around $K = 0$ to obtain an approximate quadratic function
\[
\mathbb{E} \left[ \log(1 + KX(0)) \right] \approx K \mathbb{E} [X(0)] - \frac{1}{2} K^2 \mathbb{E} [X^2(0)] .
\]
Subsequently, one then seeks feedback gain $K$ such that
\[
\max_K \left\{ K \mathbb{E} [X(0)] - \frac{1}{2} K^2 \mathbb{E} [X^2(0)] \right\} .
\]
Under this setting, one faces to solve a quadratic programming problem. It is easy to see that the “approximate” optimum, call it $K = K_{\text{approx}}^*$, is given by
\[
K_{\text{approx}}^* := \frac{\mathbb{E} [X(0)]}{\mathbb{E} [X^2(0)]} ,
\]
which is the solution obtained in [4] and [5]. In the sequel, we shall often use shorthand notations to denote $\mu := \mathbb{E}[X(0)]$ and $\sigma^2 := \text{var}(X(0))$ and write\footnote{In practice, the information of $\mu$ and $\sigma$ may not be available. The simplest way is to estimate these two quantities based on the observations, say $X(k) = x_k$ and work with sample mean $\mu_N$ and sample variance $\sigma_N^2$; i.e., $\mu_N := \frac{1}{N} \sum_{k=0}^{N-1} x_k$ and $\sigma_N^2 := \frac{1}{N-1} \sum_{k=0}^{N-1} (x_k - \mu_N)^2$. With the aid of i.i.d. assumption of $X(k)$ with common mean $\mu$ and common variance $\sigma^2$, the strong law of large numbers implies $\mu_N \rightarrow \mu$ and $\sigma_N^2 \rightarrow \sigma^2$ as $N \rightarrow \infty$; see [21].}
\[
K_{\text{approx}}^* = \frac{\mu}{\mu^2 + \sigma^2} .
\]
In theory, the $K_{\text{approx}}^*$ can take any value on $\mathbb{R}$.\footnote{Some of the literature, based on empirical data support; e.g., see [6], assume that $\mathbb{E}[X^2(0)] \approx \text{var}(X(0))$. This leads to an alternative approximate solution
\[
\tilde{K}_{\text{approx}} := \frac{\mathbb{E}[X(0)]}{\text{var}(X(0))} = \frac{\mu}{\sigma^2}
\]
and coincides with the celebrated Merton’s formula in continuous-time setting; e.g., see [22]. In this paper, whenever the approximate solution is referred, we mean $K_{\text{approx}}$. The $K_{\text{approx}}$ is left in commentary.}
and the subscript $s$ in the saturation function is used to emphasize the survivability as requested in Lemma 1.

Thus, with the aid of saturation, the approximated feedback is always within the upper and lower bounds of $[-1/X_{\text{max}}, 1/|X_{\text{min}}|]$. To this end, in the analysis to follow, we assume that $K^*_{\text{approx}} \in \mathcal{K}$. Of course, the above is not the only remedy; one can also consider the logistic function to obtain a smooth saturation.

V. BETTING PERFORMANCE ANALYSIS

In this section, using the approximate solution, we now provide several technical results such as the Best Possible Performance, the Cumulative Gain or Loss Function and its expected value, and a probabilistic quantification.

A. Best Possible Betting Performance

We begin with providing an estimate for the best possible performance when $K^*_{\text{approx}}$ is used.

Lemma 3 (Best Possible Performance). For $K = K^*_{\text{approx}}$, we have

$$g(K^*_{\text{approx}}) \leq \log \left(1 + \frac{\mu^2}{\mu^2 + \sigma^2}\right) \leq \log 2.$$

Proof. To establish the desired upper bound, we fix $K \in \mathcal{K}$ and apply Jensen’s inequality to obtain

$$g(K) = \mathbb{E}[\log(1 + KX(0))] \leq \log(1 + \mathbb{E}[X(0)]) = \log(1 + K\mu).$$

Substituting $K = K^*_{\text{approx}}$ into the inequality above, we obtain

$$g(K^*_{\text{approx}}) \leq \log \left(1 + \frac{\mu^2}{\mu^2 + \sigma^2}\right).$$

To complete the proof, we note that since $\mu^2/(\mu^2 + \sigma^2) \leq 1$, it follows that $g(K) \leq \log 2$. 

Remarks: (i) The upper bound in the lemma above is achievable when $\sigma^2 = 0$. In practice, this is possible if one enters a game with $X(k)$ being the riskless returns with riskless rate $r > 0$; i.e., $X(k) := r > 0$ with probability one. Then the associated approximate solution becomes $K^*_{\text{approx}} = 1/r$ and one sees

$$g(K^*_{\text{approx}}) = \mathbb{E}[\log(1 + (1/r)r)] = \log 2.$$

(ii) For $0 \leq \theta \leq 1$, it is also interesting to note that one can apply the Paley-Zygmund inequality to obtain $P(|X(0)| \geq \theta \mu) \geq (1 - \theta)^2K^*_{\text{approx}}$ which might be useful to estimate the behavior of the returns. The reader is referred to [23] for a detailed discussion on this topic. (iii) If one applies Merton’s formula $K = K^*_{\text{approx}}$, then it is readily shown that the upper bound in the lemma above becomes $g(K^*_{\text{approx}}) \leq \log \left(1 + \mu^2/\sigma^2\right)$.

B. Cumulative Gain or Loss

Given any betting strategy, it is often important for a gambler to know what is the expected cumulative gain or loss and its associated variance. To this end, we define the cumulative gain or loss function, call it $\overline{g}_K$, as follows: Let $\overline{g}_K : \mathbb{N} \to \mathbb{R}$ with $\overline{g}_K(N) := V(N) - V(0)$ where the subscript $K$ on $\overline{g}_K$ above is used to emphasize the dependence on feedback gain $K$. Then the expected cumulative gain or loss function, call it $\overline{g}_K$, is given by $\overline{g}_K(N) := \mathbb{E}[\overline{g}_K(N)]$ and we are now ready to provide the results to follow.

Lemma 4 (Expected Cumulative Gain or Loss). Given any linear feedback $K \in \mathcal{K}$ and integer $N > 0$, the expected cumulative gain or loss function is given by

$$\overline{g}_K(N) = \left(1 + \frac{\mu^2}{\mu^2 + \sigma^2}\right)^N - 1) V(0),$$

and hence, for $K = K^*_{\text{approx}}$, we have

$$\overline{g}_{K^*_{\text{approx}}}(N) = \left(1 + \frac{\mu^2}{\mu^2 + \sigma^2}\right)^N - 1) V(0).$$

Proof. With the aid of i.i.d. property of $X(k)$, it is readily verified that

$$\overline{g}_K(N) = \mathbb{E}[V(N)] - V(0) = \mathbb{E} \left[ \prod_{k=0}^{N-1} (1 + KX(k))V(0) \right] - V(0) = \left( \prod_{k=0}^{N-1} (1 + K\mathbb{E}[X(0)]) \right) - 1) V(0) = \left(1 + \frac{\mu^2}{\mu^2 + \sigma^2}\right)^N - 1) V(0).$$

To complete the proof, we substitute $K = K^*_{\text{approx}}$ into $\overline{g}_K(N)$ and $\overline{g}_{K^*_{\text{approx}}}(N)$ is immediately obtained. \(\square\)

Remark: If one adopts the Merton’s formula; i.e., $K = K^*_{\text{approx}}$, then

$$\overline{g}_{K_{\text{approx}}}(N) = \left(1 + \frac{\mu^2}{\sigma^2}\right)^N - 1) V(0).$$

As seen in the corollary below, we can deduce more regarding the positivity of expected value of the cumulative gain or loss function.

Corollary 5 (Positive Expectation Property). For $K = K^*_{\text{approx}}$, the expected cumulative gain or loss function is nonnegative; i.e., $\overline{g}_{K^*_{\text{approx}}}(N) \geq 0$ for all $N \geq 1$. Moreover, if $\mu \neq 0$, then $\overline{g}_{K_{\text{approx}}}(N) > 0$.

Proof. The first statement is a simple consequence by the Lemma 4. That is, for $N \geq 1$, we have

$$\left(1 + \frac{\mu^2}{\mu^2 + \sigma^2}\right)^N \geq 1.$$
and note that the inequality above is strict if \( \mu \neq 0 \). Thus, it follows that

\[
\mathcal{G}_{K_{\approx}}^* (N) = \left( \left( 1 + \frac{\mu^2}{\mu^2 + \sigma^2} \right)^N - 1 \right) V(0) \geq 0
\]

and if \( \mu \neq 0 \), we see that \( \mathcal{G}_{K_{\approx}}^* (N) > 0 \) follows immediately.

**Remark:** The statement of the corollary above holds true for the Merton's formula \( K = K^*_{\approx} \). Moreover, with the aid of the corollary, a somewhat stronger result, recorded below, can be proven.

**Theorem 6 (Expected Growth Property of Optimum).**

For \( K = K^*_{\approx} \), the expected cumulative gain or loss function satisfies \( \mathcal{G}_{K_{\approx}}^* (N + 1) \geq \mathcal{G}_{K_{\approx}}^* (N) \geq 0 \) for all \( N \geq 1 \).

**Proof.** Observe that

\[
\mathcal{G}_{K_{\approx}}^* (N) = \left( \left( 1 + \frac{\mu^2}{\mu^2 + \sigma^2} \right)^N - 1 \right) V(0).
\]

Since the term \( \left( 1 + \frac{\mu^2}{\mu^2 + \sigma^2} \right)^N - 1 \) is increasing in \( N \) and \( V(0) > 0 \), it immediately follows that

\[
\mathcal{G}_{K_{\approx}}^* (N + 1) \geq \mathcal{G}_{K_{\approx}}^* (N).
\]

In finance, the variance is a widely used risk metric; e.g., see [24]. Thus, it is interesting to study the variance of the cumulative gain or loss function induced by the approximate solution, call it \( \text{var}(\mathcal{G}_{K_{\approx}}^* (N)) \). The following result gives a closed-form expression on it.

**Lemma 7 (Variance of Cumulative Gain or Loss).** Given any linear feedback \( K \in K \) and integer \( N \geq 1 \), the variance of the cumulative gain or loss function satisfies

\[
\text{var}(\mathcal{G}_K (N)) = \left( (\mu_K^2 + \sigma_K^2)^N - \mu_K^{2N} \right) V^2(0).
\]

where \( \mu_K := 1 + K \mu \) and \( \sigma_K := K \sigma \). In addition, for \( K = K^*_{\approx} \), then

\[
\text{var}(\mathcal{G}_{K^*_{\approx}} (N)) = \left( \left( 4 \mu^2 + \sigma^2 \right)^N - \left( 2 \mu^2 + \sigma^2 \right)^{2N} \right) V^2(0).
\]

**Proof.** Fix \( N \geq 1 \), begin by noting that

\[
\text{var}(\mathcal{G}_K (N)) = E \left[ V^2 (N) \right] - \left( E [V(N)] \right)^2.
\]

Now, using the fact that \( X(k) \) are i.i.d., we observe that

\[
E [V(N)] = (1 + K \mu)^N V(0)
\]

and hence \( (E [V(N)])^2 = (1 + K \mu)^{2N} V^2(0) \). On the other hand, using the fact that \( X(k) \) are i.i.d. again, we have

\[
E \left[ V^2 (N) \right] = \prod_{k=0}^{N-1} E \left[ (1 + KX(k))^2 \right] V^2(0)
\]

\[
= \prod_{k=0}^{N-1} \left( (1 + 2KX(0) + K^2X^2(0))^N \right) V^2(0)
\]

\[
= \prod_{k=0}^{N-1} \left( (1 + 2K\mu + K^2(g^2 + \sigma^2))^N \right) V^2(0)
\]

\[
= \prod_{k=0}^{N-1} \left( (1 + K\mu)^2 + K^2\sigma^2 \right)^N V^2(0).
\]

Thus, we have

\[
\text{var}(\mathcal{G}_{K^*_{\approx}} (N)) = \left( (\mu_K^2 + \sigma_K^2)^N - \mu_K^{2N} \right) V^2(0).
\]

where \( \mu_K = 1 + K \mu \) and \( \sigma_K = K \sigma \). To complete the proof, substituting \( K = K^*_{\approx} \) into the equality above, a straightforward calculation leads to the desired result. □

**Remark:** It is trivial to see that if \( \sigma = 0 \), then \( \text{var}(\mathcal{G}_K (N)) = 0 \).

**C. Variance of Logarithmic Growth**

According to [24], it is also useful to know the variance of expected log-growth since this quantity can be viewed as an additional risk metric, which is suitable for the Kelly's expected log-growth maximization framework. The following lemma summarizes the variance in a closed-form.

**Lemma 8 (Variance of Logarithmic Growth).** The variance of logarithmic growth is given by

\[
\text{var} \left( \log \frac{\mathcal{G}_K (N)}{V(0)} \right) = N \left( E[\log^2(1 + KX(0))] - g^2(K) \right).
\]

**Proof.** Observe that

\[
\log \frac{\mathcal{G}_K (N)}{V(0)} = \sum_{k=0}^{N-1} \log(1 + KX(k)).
\]

Hence, with the aid of i.i.d. of \( X(k) \), it follows that

\[
\text{var} \left( \sum_{k=0}^{N-1} Z_k \right) = \sum_{k=0}^{N-1} \text{var}(Z_k)
\]

where \( Z_k := \log(1 + KX(k)) \). In addition, it is readily verified that for each \( k = 0, 1, \ldots, N - 1 \),

\[
\text{var}(Z_k) = E[\log^2(1 + KX(k))] - g^2(K).
\]

Therefore, a straightforward calculation leads to

\[
\text{var} \left( \log \frac{\mathcal{G}_K (N)}{V(0)} \right) = \sum_{k=0}^{N-1} E[\log^2(1 + KX(k))] - Ng^2(K)
\]

\[
= N \left( E[\log^2(1 + KX(0))] - g^2(K) \right)
\]

which is desired. □

**D. Performance Via Approximation: A Revisit**

Henceforth, if \( K = K^*_{\approx} \) is used, then \( g(K^*_{\approx}) \) represents the corresponding expected logarithmic growth rate in wealth using the approximate optimum. Similarly, if \( K = K^* \), then \( g(K^*) \) represents the expected logarithmic growth rate using true optimum. The following proposition estimates an upper bound for the difference between \( g(K^*_{\approx}) \) and \( g(K^*) \).

**Proposition 9.** If \( K^* \neq K^*_{\approx} \) and both of them satisfies the condition stated in the Survival Lemma, then

\[
0 \leq g(K^*) - g(K^*_{\approx}) \leq \log \left[ \frac{1 + K^*X(0)}{1 + K^*_{\approx}X(0)} \right].
\]

Otherwise, \( |g(K^*) - g(K^*_{\approx})| = 0 \).
Proof. When $K^* = K_{\text{approx}}^*$, by definition of $g$, it is trivial to see that $|g(K^*) - g(K_{\text{approx}}^*)| = 0$. To complete the proof, it suffices to show that the desired upper bound holds when $K^* \neq K_{\text{approx}}^*$. Note that $g(K^*) \geq g(K_{\text{approx}}^*)$, hence, it is obvious that $0 \leq g(K^*) - g(K_{\text{approx}}^*)$. On the other hand, using the fact that $K^*$ and $K_{\text{approx}}$ satisfies the condition stated in the Survival Lemma, it is readily seen that both $1 + K^* X(0) > 0$ and $1 + K_{\text{approx}}^* X(0) > 0$ for all admissible $X_{\text{min}} \leq X(0) \leq X_{\text{max}}$ with probability one. Now, using Jensen’s inequality on the logarithmic function, we obtain

$$g(K^*) - g(K_{\text{approx}}^*) = E \left[ \log \frac{1 + K^* X(0)}{1 + K_{\text{approx}}^* X(0)} \right] \leq \log E \left[ \frac{1 + K^* X(0)}{1 + K_{\text{approx}}^* X(0)} \right].$$

Remarks: It is worth noting that inside the upper bound of the performance difference $E \left[ \frac{1 + K^* X(0)}{1 + K_{\text{approx}}^* X(0)} \right]$ is of the form of a linear-fractional function. Thus, if needed, one can carry out a next level estimate on the upper bound by invoking linear-fractional programming technique. That is, one can consider an optimization problem given by

$$\max \frac{1 + K^* z}{1 + K_{\text{approx}}^* z} \quad \text{subject to} \quad \frac{1}{-1} z \leq \left[ \begin{array}{c} X_{\text{max}} \\ -X_{\text{min}} \end{array} \right].$$

Then, using Charnes-Cooper transformation; see [18] and [25], one can readily recast above into a linear programming problem then solve the unknown $z$ above in a very efficient way.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we examined several properties for the existing approximate solution using the celebrated maximization of expected logarithmic growth as performance metric. We see that the solution indeed provides a certain degree of insights on risk-return tradeoffs. Several technical results such as best achievable upper bound performance, positivity of expected cumulative gain or loss and results related to survivability are provided.

Regarding further research, one possible continuation is to generalize the betting function to include time-varying feedback gain $K$; i.e., $K = K(k)$. Another immediate direction for future research would be to extend our framework to the stock trading scenario, which involves multiple stocks into considerations. Finally, since the Kelly criterion requires the bettor to know the distribution of returns, it is natural to ask what if the underlying distributions are not trustworthy? What is the associated performance lead by approximate solution? One possible approach is to formulate a Kelly problem involving uncertain distributional considerations; e.g., see [26].

REFERENCES

[1] J. L. Kelly, Jr., “A New Interpretation of Information Rate,” Bell System Technical Journal, vol. 35, pp. 917–926, 1956.
[2] E. O. Thorp, “The Kelly Criterion in Blackjack Sports Betting, and the Stock Market,” 2011.
[3] L. Garlappi and G. Skoulakis, “Taylor Series Approximations to Expected Utility and Optimal Portfolio Choice,” Mathematics and Financial Economics, vol. 5, no. 2, pp. 121–156, 2011.
[4] V. Nekrasov, “Kelly Criterion for Multivariate Portfolios: A Model-Free Approach,” Available at SSRN 2259133, 2014.
[5] V. Nekrasov, Knowledge Rather Than Hope: A Book for Retail Investors and Mathematical Finance Students. Self-published by Author, 2014.
[6] J. K. Raising and A. J. Wyner, “Partial Kelly Portfolios and Shrinkage Estimators,” in IEEE International Symposium on Information Theory Proceedings, pp. 1618–1622, 2012.
[7] L. C. MacLean, E. O. Thorp, and W. T. Ziemba, The Kelly Capital Growth Investment Criterion: Theory and Practice, vol. 3. World Scientific, 2011.
[8] T. M. Cover and J. A. Thomas, Elements of Information Theory. John Wiley & Sons, 2012.
[9] L. C. Maclean, E. O. Thorp, and W. T. Ziemba, “Long-Term Capital Growth: The Good and Bad Properties of the Kelly and Fractional Kelly Capital Growth Criteria,” Quantitative Finance, vol. 10, no. 7, pp. 681–687, 2010.
[10] L. B. Pulley, “Mean-Variance Approximations to Expected Logarithmic Utility,” Operations Research, vol. 31, no. 4, pp. 685–696, 1983.
[11] C.-H. Hsieh, B. R. Barmish, and J. A. Gubner, “On Positive Solutions of a Delay Equation Arising When Trading in Financial Markets,” IEEE Transactions on Automatic Control, 2019.
[12] C.-H. Hsieh and B. R. Barmish, “On Kelly Betting: Some Limitations,” in Proceedings of the Annual Allerton Conference on Communication, Control, and Computing, pp. 165–172, 2015.
[13] C.-H. Hsieh, B. R. Barmish, and J. A. Gubner, “Kelly Betting Can Be Too Conservative,” in Proceedings of the IEEE Conference on Decision and Control, pp. 3695–3701, 2016.
[14] C.-H. Hsieh, J. A. Gubner, and B. R. Barmish, “Rebalancing Frequency Considerations for Kelly-Optimal Stock Portfolios in a Control-Theoretic Framework,” in Proceedings of the IEEE Conference on Decision and Control, pp. 5820–5825, 2018.
[15] C.-H. Hsieh, B. R. Barmish, and J. A. Gubner, “At What Frequency Should The Kelly Better Bet?,” in Proceedings of the Annual American Control Conference, pp. 5485–5490, 2018.
[16] M.-E. Wu and W.-H. Chang, “A Novel Approach of Option Portfolio Construction Using the Kelly Criterion,” IEEE Access, vol. 6, pp. 53044–53052, 2018.
[17] B. R. Barmish, New Tools for Robustness of Linear Systems. Macmillan Coll Div, 1993.
[18] S. P. Boyd and L. Vandenberghe, Convex Optimization. Cambridge University Press, 2004.
[19] G. B. Folland, Real Analysis: Modern Techniques and Their Applications, vol. 40. John Wiley & Sons, 1999.
[20] I. Vajda, “Analysis of Semi-Log-Optimal Investment Strategies,” in Prague Stochastics, pp. 719–727, 2006.
[21] J. A. Gubner, Probability and Random Processes for Electrical and Computer Engineers. Cambridge University Press, 2006.
[22] R. C. Merton, “Lifetime Portfolio Selection Under Uncertainty: The Continuous-Time Case,” The Review of Economics and Statistics, pp. 247–257, 1969.
[23] R. Paley and A. Zygmund, “A Note on Analytic Functions in the Unit Circle,” in Mathematical Proceedings of the Cambridge Philosophical Society, vol. 28, pp. 266–272, Cambridge University Press, 1932.
[24] D. G. Luenberger, Investment Science. Oxford University Press, 2013.
[25] A. Charnes and W. W. Cooper, “Programming with Linear Fractional Functionals,” Naval Research logistics quarterly, vol. 9, no. 3-4, pp. 181–186, 1962.
[26] N. Rujierpapiboon, D. Kuhn, and W. Wiesemann, “Robust Growth-Optimal Portfolios,” Management Science, vol. 62, no. 7, pp. 2090–2109, 2016.