AUGMENTATIONS, ANNULI, AND ALEXANDER POLYNOMIALS

LUÍS DIOGO AND TOBIAS EKHOLM

Abstract. The augmentation variety of a knot is the locus, in the 3-dimensional coefficient space of the knot contact homology dg-algebra, where the algebra admits a unital chain map to the complex numbers. We explain how to express the Alexander polynomial of a knot in terms of the augmentation variety: it is the exponential of the integral of a ratio of two partial derivatives. The expression is derived from a description of the Alexander polynomial as a count of Floer strips and holomorphic annuli, in the cotangent bundle of Euclidean 3-space, stretching between a Lagrangian with the topology of the knot complement and the zero-section, and from a description of the boundary of the moduli space of such annuli with one positive puncture.
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1. INTRODUCTION

Let $K \subset \mathbb{R}^3$ be a knot and let $\Delta_K(\mu)$ denote its Alexander polynomial. We study the relation between $\Delta_K(\mu)$ and holomorphic curve invariants of Lagrangian submanifolds of $T^*\mathbb{R}^3$ naturally associated to $K$. Very briefly, we show how the augmentation variety of a knot $\{Ng08\}$ (which is related to holomorphic disk counts for the knot conormal after conifold transition by $\{AENV14\}$), determines the Alexander polynomial of the knot (which is related to counts of flow loops in the knot complement by $\{HI99\}$, and to counts of holomorphic annuli in $T^*\mathbb{R}^3$, see Lemma $3.5$).

We first introduce the holomorphic curve invariants we need and then state our main result and discuss its ramifications. Let $ST^*\mathbb{R}^3$ denote the unit co-sphere bundle of $\mathbb{R}^3$. The restriction of the Liouville form $p\,dq$ to $ST^*\mathbb{R}^3$ is a contact form, and the submanifold of unit covectors over $K$ that over each point $p \in \mathbb{R}^3$ annihilate the tangent vectors to $K$ at $p$ is a Legendrian torus $\Lambda_K \subset ST^*\mathbb{R}^3$.

We describe two Lagrangian fillings $L_K$ and $M_K$ in $T^*\mathbb{R}^3$ of $\Lambda_K$, that are naturally associated to $K$. The first, $L_K$, is the Lagrangian conormal of $K$ that consists of all (not necessarily unit length) co-vectors along $K$ that annihilate the vectors tangent to $K$. The conormal $L_K$ is diffeomorphic to a solid torus, $L_K \approx S^1 \times \mathbb{R}^2$. The second, $M_K$, is obtained from $L_K$ and the zero-section $\mathbb{R}^3$: $L_K$ intersects $\mathbb{R}^3$ cleanly along $K$ and the Lagrangian $M_K$ is obtained by Lagrange surgery on this clean intersection. The Lagrangian $M_K$ is diffeomorphic to the knot complement $M_K \approx \mathbb{R}^3 \setminus K$.

The Chekanov–Eliashberg algebra $A(\Lambda_K)$ of $\Lambda_K$ is a dg-algebra freely generated by the Reeb chords of $\Lambda_K$ with coefficients in $\mathbb{C}[H_2(ST^*\mathbb{R}^3, \Lambda_K)]$, the group algebra of the second relative homology group of $\Lambda_K$. For the contact form $p\,dq$, Reeb chords of $\Lambda_K$ correspond to geodesics in $\mathbb{R}^3$ that are binormal to $K$, and the grading of a chord equals the Morse grading of the corresponding binormal geodesic (which is $\geq 0$). Pick a basis $x, p, t$ for $H_2(ST^*\mathbb{R}^3, \Lambda_K)$, where $x$ maps to the longitude of the knot under the connecting homomorphism, $p$ maps to the meridian, and $t$ is a generator of $H_2(ST^*\mathbb{R}^3)$. Here we use the natural identification of $\Lambda_K$ with the boundary of a tubular neighborhood of $K$. This choice of basis induces an identification of $\mathbb{C}[H_2(ST^*\mathbb{R}^3, \Lambda_K)]$ with $\mathbb{C}[e^x, e^p, e^t]$. The differential in the dg-algebra counts rigid holomorphic disks in the symplectization $\mathbb{R} \times ST^*\mathbb{R}^3$ with boundary in $\mathbb{R} \times \Lambda_K$, with one positive and several negative punctures at Reeb chords. The homology of $A(\Lambda_K)$ is called the knot contact homology of $K$.

An augmentation of $A(\Lambda_K)$ is a dg-algebra map $\epsilon : A(\Lambda_K) \to \mathbb{C}$. Given such a chain map, the dg-algebra differential induces a differential on the chain complex $\ker(\epsilon) / \ker(\epsilon)^2$, whose homology is called the $\epsilon$-linearized homology of $A(\Lambda_K)$. Denoting the collection of Reeb chords of degree 0 by $a$, the full augmentation variety $\tilde{V}_K$ is the set of values $(e^x, e^p, e^t, a) \in (\mathbb{C}^*)^3 \times \mathbb{C}[a]$ associated to such an augmentation. Let $\pi : (\mathbb{C}^*)^3 \times \mathbb{C}[a] \to (\mathbb{C}^*)^3$ be the projection. The top-dimensional stratum $V_K$ of the Zariski-closure of $\pi(\tilde{V}_K) \subset (\mathbb{C}^*)^3$ is the augmentation variety.

It is well-known that for every knot $K$ the conormal Lagrangian $L_K$ is an exact Lagrangian filling of $\Lambda_K$, and that it induces a family of augmentations of $A(\Lambda_K)$ with $e^p = e^t = 1$ and arbitrary $e^x \in \mathbb{C}^*$. Denote by $\epsilon_0 \in \tilde{V}_K$ the point corresponding to the augmentation in this family with $e^x = 1$. We show the following result about the full augmentation variety near this point.

**Theorem 1.1.** For any knot $K$, the full augmentation variety $\tilde{V}_K$ is smooth and 2-dimensional in a neighborhood $\tilde{V}_K^0$ (with respect to the standard metric topology on $(\mathbb{C}^*)^3 \times \mathbb{C}[a]$) of $\epsilon_0$. Also, $d_{\epsilon_0} \pi$
gives an isomorphism between \( T_{\mathbf{e}_0} \tilde{V}_K^0 \) and \( \text{Span}(\partial_z, \partial_p) \). For every augmentation in a neighborhood \( U_K^0 \subset V_K^0 \) of \( \mathbf{e}_0 \), the corresponding linearized contact homology has rank one in degrees one and two, and rank zero otherwise.

Theorem 1.1 is proved in Section 6.1. It implies that we can parametrize the augmentations in \( U_K^0 \) by a holomorphic function of the variables \((e^x, e^p)\). The theorem also implies that the augmentation variety \( V_K \subset (\mathbb{C}^*)^3 \) contains a smooth 2-dimensional surface \( V_K^0 = \pi(V_K^0) \) through the point \((1, 1, 1)\), parametrized holomorphically by \((e^x, e^p)\). In particular, \( V_K \) is of codimension at most one, and is cut out by a single polynomial, called the augmentation polynomial and denoted by \( \text{Aug}_K(e^x, e^p, e^t) \).

Parametrizing augmentations in \( U_K^0 \) by \((e^x, e^p)\) as above, the image of the linearized contact homology differential acting on a Reeb chord of degree \( k \) is a linear combination of chords of degree \( k - 1 \), with coefficients given by holomorphic functions of \((e^x, e^p)\). Applying Gauss elimination, we then find a family \( y(e^x, e^p) \) of degree 1 cycles generating the degree one linearized contact homology, and depending holomorphically on \((e^x, e^p)\). We show in Section 6.5 that if \( F_K(e^x, e^p, e^t) \) is given by the count of augmented disks with positive punctures in \( y(e^x, e^p) \), see Proposition 6.6, then \( dF_K(1, 1, 1) \neq 0 \) and \( d\text{Aug}_K(e^x, e^p, e^t) = h(e^x, e^p, e^t) dF_K(e^x, e^p, e^t) \) for some holomorphic function \( h \). Our main result can then be stated as follows.

**Theorem 1.2.** Let \( K \subset \mathbb{R}^3 \) be a knot, \( \text{Aug}_K(e^x, e^p, e^t) \) its augmentation polynomial, \( \Delta_K(e^p) \) its Alexander polynomial, and \( F_K(e^x, e^p, e^t) \) the count of disks described above. Then,

\[
\Delta_K(e^p) = (1 - e^p) \exp \left( \int \frac{\partial_t F_K}{\partial_x F_K} \mid_{(x,t)=(0,0)} dp \right).
\]

In particular, if \( \partial_x \text{Aug}_K \mid_{(x,t)=(0,0)} \neq 0 \), then

\[
\Delta_K(e^p) = (1 - e^p) \exp \left( \int \frac{\partial_t \text{Aug}_K}{\partial_x \text{Aug}_K} \mid_{(x,t)=(0,0)} dp \right).
\]

Theorem 1.2 is proved in Section 5.

**Remark 1.3.** The integrals in (1.1) and (1.2) should be interpreted as taking an anti-derivative in the variable \( p \). More explicitly, they are functions given by

\[
\int_0^p \frac{\partial_t F_K}{\partial_x F_K}(1, e^p, 1) \, dp' + C, \quad \text{and} \quad \int_0^p \frac{\partial_t \text{Aug}_K}{\partial_x \text{Aug}_K}(1, e^p, 1) \, dp' + C,
\]

respectively, for a suitable constant \( C \). One can impose a normalization of the Alexander polynomial (for example \( \Delta_K(1) = 1 \)) by a suitable choice of \( C \). (The indeterminate constant \( C \) has its origin in the proof of Theorem 6.25 where an annulus counting function \( \text{An}_{M_K}(e^p) \) is expressed as an indefinite integral \( \int \partial_p \text{An}_{M_K}(e^p) \, dp \).

The proof of Theorem 1.2 uses several cobordisms of moduli spaces of holomorphic curves. The starting point for the argument is Theorem 1.4 below. It interprets a dynamical formula for the Alexander polynomial of a knot \( K \subset \mathbb{R}^3 \), consisting of counts of gradient flow lines and loops in the knot complement, in terms of holomorphic annuli and strips in \( T^* \mathbb{R}^3 \). See [Mil62, Fri83, HL99] for the dynamical formula, and Section 2.2 for an alternative Morse-theoretic proof. Let \( M_K^5 \) denote a shift of the exact Lagrangian knot complement along a generic closed 1-form representing a generator of the first cohomology \( H^1(M_K) \). The following result is proved in Section 3.3 using flow tree techniques from [Ekl10].

\[\footnote{See Remark 6.7 for a reference to earlier work by Ng showing that one can obtain the Alexander polynomial from knot contact homology.} \]
Theorem 1.4. Let $K \subset \mathbb{R}^3$ be a knot. For any almost complex structure on $T^*\mathbb{R}^3$ agreeing with the standard almost complex structure along the zero-section $\mathbb{R}^3$ and for all sufficiently small shifts of $M_K$ to $M_K^\delta$, the Alexander polynomial of $K$ can be written as
\[
\Delta_K(e^p) = (1 - e^p)\zeta_{an}(e^p) \cdot \tau_{str}(e^p),
\]
where $\zeta_{an}(e^p)$ is the exponential of a generating function of holomorphic annuli in $T^*\mathbb{R}^3$ stretching from $\mathbb{R}^3$ to $M_K^\delta$, and $\tau_{str}(e^p)$ counts holomorphic strips between $\mathbb{R}^3$ and $M_K^\delta$.

The right-hand side of (1.2) in Theorem 1.2 makes sense also at points in the augmentation variety $V_K$, where $(x, t) \neq (0, 0)$. This gives a $Q$-deformation of the Alexander polynomial ($Q = e^t$), which connects our work to topological string and physics invariants in low-dimensional topology. More precisely, this observation is the starting point for a geometric treatment and $Q$-deformation (there called $a$-deformation emphasizing the role of $Q = a^2$ in colored HOMFLY polynomials) of the so called $\hat{Z}$-invariant of 3-manifolds, originating from a 3d-3d correspondence (see [GPV17, GPPV20]) for knot complements, as described in [EGG`22, Section 4]. We elaborate on this in Section 8.

For fibered knots, we prove in Proposition 8.10 that the quotient by $1 - e^p$ of this $Q$-deformation of the Alexander polynomial, where $Q = e^t$, can be written as $\tau_K = \exp(\widehat{e}_t U^0_K(p, t))$, where $U^0_K$ is a certain Gromov–Witten disk potential for the knot complement Lagrangian $M_K$. In Conjecture 8.11 we propose that a generalization of Proposition 8.10 holds also for non-fibered knots.

Remark 1.5. The logarithm of $\tau_K$ can be interpreted as the dual coordinate $s = s(x, t)$ or $s = s(p, t)$ of the deformation coordinate $t$ in an extended (holomorphic) Lagrangian augmentation variety in $(\mathbb{C}^*)^4$. This extended augmentation variety is Lagrangian with respect to the symplectic form $dx \wedge dp + dt \wedge ds$, and given by the generating function $U^0_K(p, t)$.

The paper is organized as follows. In Section 2, we recall a formula for the Alexander polynomial of a knot $K \subset S^3$ in terms of gradient flow loops and gradient flow lines in the knot complement, and give a Morse-theoretic proof of that formula. In Section 3, we study the Lagrangians $L_K$ and $M_K$ and their non-exact deformations, analyze holomorphic disks and annuli with boundaries in these Lagrangians, and in $\mathbb{R}^3$, and prove Theorem 1.4. In Section 4, we discuss coefficients in knot contact homology and the augmentation variety of a knot. In Section 5, we study several cobordisms of moduli spaces of holomorphic curves. In Section 6, we compute linearized knot contact homology groups and use the results of the previous section to prove Theorems 1.1 and Theorem 1.2. We also relate the dependence of choices in that result with well-known properties of the Alexander polynomial. In Section 7, we present some examples to illustrate our results. In Section 8, we discuss how Theorem 1.2 relates to physical invariants from the point of view of Gromov–Witten disk potentials and Floer homology torsion. As was mentioned, Section 8 is the only part of the paper that relies on abstract perturbations for holomorphic curves.
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2. The Alexander polynomial and gradient flows

In this section, we discuss how to express the Alexander polynomial in terms of counts of gradient flow lines and gradient flow loops of $S^1$-valued Morse functions. The results are well-known. We state them in Section 2.1 and give a direct Morse-theoretic derivation in Section 2.2.

Remark 2.1 (About the ambiguity of the Alexander polynomial). Let $K \subset S^3$ be a knot. The Alexander polynomial $\Delta_K(\mu) \in \mathbb{Z}[\mu^\pm]$ is well-defined up to multiplication by a unit $\pm \mu^k$, for some
\( k \in \mathbb{Z} \), and so is its dynamical formulation in \([2,3]\) below (see for instance \([\text{HL}99]\) Example 1.4 and Theorem 1.7). Therefore, the formulas for \( \Delta_K(\mu) \) in Theorems 1.2 and 1.4 make sense only up to the same ambiguity. In particular, in Theorem 1.2, the antiderivatives are specified up to additive constants of the form \( k\pi i \), for \( k \in \mathbb{Z} \). In Section 6.6 we explain how the choices involved in the definition of knot contact homology (for instance, of capping disks for the longitude and meridian of \( K \)) are compatible with the ambiguity by a factor \( \pm\mu^k \) in the definition of \( \Delta_K \).

To simplify the exposition, we will use different coefficients in this section. In Subsection 2.1, we use formal Laurent series \( \mathbb{Q}((\mu)) \) (which is a field), and in Subsection 2.2 we use the Laurent polynomial ring \( \mathbb{Q}[\mu^\pm] \) (which is a principal ideal domain).

2.1. **Dynamical definition.** Let \( K \subset S^3 \) be a knot and \( \nu(K) \) be a small tubular neighborhood of \( K \). Choose coordinates \( (r, \phi, \theta) \in (0, \epsilon) \times S^1 \times S^1 \) for \( \nu(K) \setminus K \) such that curves of constant \( (r, \theta) \) are meridians, curves of constant \( (r, \phi) \) are longitudes and \( K \) is the limit as \( r \to 0 \) (and \( K \) can be thought of as being parametrized by \( \theta \)). Let \( Y_K = S^3 \setminus K \) and \( \tilde{Y}_K = S^3 \setminus \nu(K) \). Then \( H_1(Y_K; \mathbb{Z}) \cong \mathbb{Z} \).

**Definition 2.2.** Consider a pair \((f, g)\), where \( f : S^3 \setminus K \to S^1 \) is a smooth function and \( g \) is a Riemannian metric on \( S^3 \). Let \( \nabla_g f \) be the g-gradient vector field of \( f \) on \( S^3 \setminus K \). Call the pair \((f, g)\) admissible if the following holds:

1. \( f(r, \phi, \theta) = \phi - Cr^2 \), for some \( C > 0 \), in \( \nu(K) \setminus K \);
2. \( f_x : H_1(S^3 \setminus K; \mathbb{Z}) \to H_1(S^1; \mathbb{Z}) \) is an isomorphism;
3. \( f \) is Morse function, in the sense that all its critical points are of Morse-type;
4. \( f \) has no critical points of indices 0 and 3; as a consequence, for every \( \theta_0 \in S^1 \), the preimage \( f^{-1}(\theta_0) \) is connected;
5. \( \nabla_g f \) is everywhere transverse to the boundary \( \partial \tilde{Y}_K = \partial \nu(K) \), and points out of \( \tilde{Y}_K \) along \( \partial \tilde{Y}_K \);
6. for the vector field \( -\nabla_g f \), the stable and unstable manifolds for every pair of critical points of \( f \) intersect transversely, and every gradient flow loop is non-degenerate.

**Remark 2.3.** If \( g \) has the standard form \( dr^2 + r^2 d\phi^2 + d\theta^2 \) near \( \partial \tilde{Y}_K \), then (1) implies (5) (note that \( r \) decreases as one approaches \( \partial \tilde{Y}_K \) within \( \tilde{Y}_K \)). Also, (1) implies that \( f \) naturally defines a function on the zero-surgery of \( S^3 \) along \( K \).

We next produce an admissible pair \((f, g)\). Conditions (1), (2), (3) and (5) in Definition 2.2 are easily arranged. By the Kupka–Smale theorem, see e.g. \([\text{PdMS}2]\) Theorem 3.2.6, condition (6) is satisfied for generic \((f, g)\). The fact that stable and unstable manifolds intersect transversely implies in particular that gradient flow lines between critical points of consecutive indices are isolated. The fact that gradient flow loops are non-degenerate (they are called hyperbolic in \([\text{PdMS}2]\)) means the following for every flow loop \( \gamma \), if \( T > 0 \) is the period of \( \gamma \), then \( 1 - (d\varphi T)_x : T_x S^3 / T_x \gamma \to T_x S^3 / T_x \gamma \) has no eigenvalue of modulus 1 (and in particular is invertible). One also gets that, for every \( T_0 > 0 \), \( \gamma \) has a neighborhood such that the only flow loops of period larger than \( T_0 \) that are contained in this neighborhood are multiples of \( \gamma \) \([\text{PdMS}2] \) Lemma 3.2.2].

This leaves (4) which can be achieved by an argument used when canceling 0 and 1 handles. More precisely we have the following result.

**Lemma 2.4.** Suppose that the pair \((f, g)\) satisfies (1), (2), (3), (5) and (6) in Definition 2.2. Then, there exists a function \( \tilde{f} : S^3 \setminus K \to S^1 \), obtained from \( f \) by canceling 1-handles (and 2-handles) also satisfies (4), and the pair \((\tilde{f}, g)\) is admissible.

**Proof.** We modify \( f \) in the complement of \( \nu(K) \). Let \( \theta_0 \in S^1 \) be a regular value of \( f \). Add two copies of \( F = f^{-1}(\theta_0) \) to \( (S^3 \setminus K) \setminus F \) to produce a cobordism \( W \) from \( F \) to \( F \). Then, \( f \) induces a Morse function \( f_W : W \to [\theta_0, \theta_0 + 1] \) with finitely many critical points. Reorder the critical points of \( f_W \) so that all the critical values are distinct, and \( \theta_0 + i/4 < f_W(x) < \theta_0 + (i + 1)/4 \) if \( x \) is a
critical point of Morse index $i \in \{0, 1, 2, 3\}$. By condition (1), this reordering can be done without changing $f_W$ in the region of $W$ that projects to $\nu(K)$.

Let $x$ be a critical point of index 1 with descending flow lines connecting different connected components of $f_W^{-1}(\theta_0 + 1/4)$. Note that each such connected component corresponds to either a connected component of $f_W^{-1}(\theta_0)$ or a critical point of index 0 of $f_W$. We can modify $f_W$ by decreasing the value $f_W(x)$, and eventually either cancel $x$ with a critical point of index 0 or merge two connected components of $f_W^{-1}(\theta_0)$. Afterwards, reorder again the critical points as in the previous paragraph and repeat the same process with all critical points of index 1 with descending flow lines connecting different connected components of $f_W^{-1}(\theta_0 + 1/4)$. Then, we apply an analogous process to all the critical points of index 2 with ascending flow lines connecting different connected components of $f_W^{-1}(\theta_0 + 3/4)$. Since $S^3\setminus K$ is connected, property (2) implies that by the end of this process the function $f_W : W \to [\theta_0, \theta_0 + 1]$ gives a function $\tilde{f} : S^3\setminus K \to S^1$ with property (4). Observe again that all the function modifications can be done away from $\nu(K)$. \hfill \qed

From this point on, let $(f, g)$ be an admissible pair (whose existence is guaranteed by Lemma 2.4). Let $O$ denote the discrete set of flow loops of $\nabla_y f$ (for which $\gamma = - (\nabla_y f)(\gamma)$). Consider the zeta function

$$
\zeta_{\text{loop}}(\mu) = \exp \left( \sum_{\gamma \in O} \frac{\sigma(\gamma)}{m(\gamma)} \mu^{d(\gamma)} \right) \in \mathbb{Q}(\mu).
$$

Here, if $\gamma$ has period $T$ and $x \in \gamma$, then $\sigma(\gamma) \in \{\pm 1\}$ is the sign of the determinant of the linear map $1 - (d\varphi^T)_x : T_x S^3 / T_\gamma \to T_x S^3 / T_\gamma$, $m(\gamma)$ is the largest integer such that $\gamma$ factors through an $m$-fold cover $S^1 \to S^1$, and $[\gamma] = d(\gamma)p$ on $H_1(S^3\setminus K)$.

The function $f$ has an associated Novikov complex, that can be defined as follows. Consider the maximal Abelian cover $\tilde{Y}_K$ of $Y_K$, with projection map $\pi : \tilde{Y}_K \to Y_K$. Denote by $\mu$ the positive generator of the deck transformation group $\mathbb{Z}$. A lift $\tilde{f} : \tilde{Y}_K \to \mathbb{R}$ of $f$ is a Morse function. Consider the $\mathbb{Q}$-vector space that is the (infinite) direct product of copies of $\mathbb{Q}$ indexed by the critical points of $\tilde{f}$. This vector space can be graded by the Morse index. Elements of the direct product can be thought of as infinite sums of critical points and we let $C_*(\tilde{f}; \mathbb{Q})$ be a subspace of half-infinite elements. More precisely,

$$
\sum_{x \in \text{Crit}(\tilde{f}), \ a_x \in \mathbb{Q}} a_x \cdot x \in C_*(\tilde{f}; \mathbb{Q})
$$

if, for any $x$ such that $a_x \neq 0$,

$$
\# \{ k > 0 \mid a_{\mu^{-k}x} \neq 0 \} < \infty.
$$

The action of $\mathbb{Z}$ on $\tilde{Y}_K$ by deck transformations endows $C_*(\tilde{f}; \mathbb{Q})$ with a free action of the ring of formal Laurent series $\mathbb{Q}((\mu))$, consisting of sums with finitely many negative powers of $\mu$ and possibly infinitely many positive powers. Here, $\mu$ is to be thought of as the exponential of the generator of $\mathbb{Z}$ (or, equivalently, of the generator $p \in H_1(Y_K)$ above). Since $\mathbb{Q}$ is a field, $\mathbb{Q}((\mu))$ is also a field, isomorphic to the field of fractions of the formal power series ring $\mathbb{Q}[[\mu]]$. The complex $C_*(\tilde{f}; \mathbb{Q})$ is a finite dimensional vector space over $\mathbb{Q}((\mu))$, and a basis can be obtained by fixing, for every $x \in \text{Crit}(f)$, a lift $\tilde{x} \in \text{Crit}(\tilde{f})$ such that $\pi(\tilde{x}) = x$. Recall that we assume that all these critical points have index 1 or 2. The Morse torsion is defined as

$$
\tau_{\text{Morse}}(\mu) := \det M(\mu),
$$

where $M(\mu)$ is the matrix representing the Morse differential of $\tilde{f}$ in the chosen basis:

$$
\bigoplus_{x \in \text{Crit}_2(f)} \mathbb{Q}((\mu)) \langle \tilde{x} \rangle \xrightarrow{d_2} \bigoplus_{y \in \text{Crit}_1(f)} \mathbb{Q}((\mu)) \langle \tilde{y} \rangle.
$$

If $f$ has no critical points, then we say that $\tau_{\text{Morse}} = 1$. 


Results of [Mil62] [Fri83] [HL99] imply that the Alexander polynomial of $K$ can be written as the product
\begin{equation}
\Delta_K(\mu) = (1 - \mu) \zeta_{\text{loop}}(\mu) \cdot \tau_{\text{Morse}}(\mu).
\end{equation}
Note that a different choice of lifts $\hat{x}$ would result in multiplying (2.2) and (2.3) by a power of $\mu$, which is compatible with the fact that the Alexander polynomial is defined up to multiplication by such powers. In Section 2.2, we give a Morse-theoretic derivation of formula (2.3).

**Remark 3.8** for a related point concerning holomorphic annuli. For a general knot $\gamma$, the Taubes invariant, depending on whether $\gamma$ is connected. Let $\zeta$ for an identification of the product $\tau$ for an $\hat{\phi}$ function would in general not compute the homology of the Abelian cover.

**Remark 2.5.** If $K$ is a fibered knot, we can think of the Morse function $f$ as coming from the fibration $\Sigma \to S^3 \setminus K \to S^1$, which endows the knot complement with an open book decomposition with monodromy given by a map $\phi: \Sigma \to \Sigma$. We can arrange for $\phi$ to be a symplectomorphism with respect to an area form on $\Sigma$. In that case, $\mathcal{O}$ is the collection of generators of the fixed point Floer homology of $\phi$ (see [Spa17]).

For $K$ fibered, the function $\zeta_{\text{loop}}$ agrees with a certain Gromov–Taubes invariant of $S^1 \times S_0(K)$, where $S_0(K)$ is 0-surgery on $K \subset S^3$. This invariant counts holomorphic tori in a specified homology class in $H_2(S^1 \times S_0(K))$. For more details, see [Hut14] Lemma 2.11 and [Spa16], where one can find explicit formulas for the contribution of a simple periodic orbit $\gamma$ and its covers to this Gromov–Taubes invariant, depending on whether $\gamma$ is elliptic or (positive or negative) hyperbolic. See Remark 3.8 for a related point concerning holomorphic annuli. For a general knot $K$, see [Mar02] for an identification of the product $\zeta_{\text{loop}} \cdot \tau_{\text{Morse}}$ with a Seiberg–Witten invariant of $S_0(K)$.

**2.2. Morse theory calculation.** In this section, we present a Morse theory proof of Equation (2.3) for admissible $(f, g)$. The formula itself holds under more general conditions, since its right side is invariant under a large class of (generic) deformations, see [Hut02]. We point out that the rest of the paper is formally independent of this section, which is included to emphasize the direct connection between flow loops/lines and holomorphic annuli/disks. We use the notation as in Section 2.1.

The idea of the argument is to break all flow loops and flow lines of $\nabla_g f$ in the previous section into sequences of short flow lines, by suitably perturbing the function $f: \hat{Y}_K \to S^1$. Lifting the perturbed function to $\hat{Y}_K \to \mathbb{R}$ (and adding further small perturbations, as explained below) gives a Morse chain model for the homology of the Abelian cover $\hat{Y}_K$, as a $\mathbb{Q}[\mu^{\pm}]$-module. We point out that, if we did not begin by perturbing $f$ to break flow loops, then the Morse complex of the lifted function $f$ would in general not compute the homology of the Abelian cover $\hat{Y}_K$, consider e.g., the identity map on $S^1$. In this setting, the Alexander polynomial can be thought of as the degree 1 contribution to the Reidemeister torsion of $H_1(\hat{Y}_K; \mathbb{Q})$.

To be more specific, recall that $\hat{Y}_K$ is a maximal Abelian cover of $\tilde{Y}_K$, which endows $H_1(\hat{Y}_K; \mathbb{Q})$ with the structure of a finitely generated $\mathbb{Q}[\mu^{\pm}]$-module. We will be interested in the degree 1 part. Since $\mathbb{Q}$ is a field, $\mathbb{Q}[\mu^{\pm}]$ is a principal ideal domain. The module $H_1(\hat{Y}_K; \mathbb{Q})$ is torsion and the Alexander polynomial $\Delta_K(\mu) \in \mathbb{Q}[\mu]$ generates the corresponding order ideal in $\mathbb{Q}[\mu^{\pm}]$. In other words,
\begin{equation}
H_1(\hat{Y}_K; \mathbb{Q}) \cong \mathbb{Q}[\mu^{\pm}]/(\Delta_K(\mu)).
\end{equation}

Recall that $f: \hat{Y}_K \to S^1$ is an $S^1$-valued Morse function with critical points of indices 1 and 2 only, and that $\tilde{f}: \hat{Y}_K \to \mathbb{R}$ is a lift of $f$. Let $\theta_0$ be a regular value of $f$ and recall that $F = f^{-1}(\theta_0)$ is connected. Let $\hat{\phi}: \hat{Y}_K \to S^1$ be a Bott–Morse perturbation of $f$ with a canceling pair of Bott manifolds (maxima and minima) on nearby preimages $F_{\pm} = f^{-1}(\theta_0 \pm \epsilon)$ for small $\epsilon > 0$. Let $\tilde{\phi}: \hat{Y}_K \to \mathbb{R}$ denote the lift of this function.

Think of $F$ as a two-dimensional handlebody and pick a Morse function $h_F: F \to \mathbb{R}$ such that $h_F$ has a single critical point $m$ in degree 0, and such that every index 1 critical point of $h_F$ has a pair of canceling gradient flow lines connecting it to $m$. Let $C_*(h_F)$ be the Morse complex of $h_F$ (with trivial differential by our assumptions), let $\tilde{C}_*(F) = C_*(h_F) \otimes_{\mathbb{Q}} \mathbb{Q}[\mu^{\pm}]$, and let $\tilde{C}_*(F)$ be a
The differential in the complex 
\[ \partial \circ \tilde{c}_*(F) = C_*(\tilde{Y}_K;\mu) = C_*(F) \oplus \tilde{c}_*(F) \oplus C_1(Y_K) \oplus C_2(Y_K), \]
where all summands on the right are finitely generated free \( \mathbb{Q}[\mu^\pm] \)-modules, and where \( C_j(Y_K) \), \( j = 1, 2 \) are generated by the critical points of \( \tilde{f} \) of degree \( j \). See Figure 1 for a schematic depiction.

The differential in the complex \( C_*(\tilde{Y}_K;\mu) \) is \( \mathbb{Q}[\mu^\pm] \)-linear and can be written as
\[
\tilde{c}_1(F) \oplus C_2(Y_K) \xrightarrow{\partial_2} \tilde{c}_1(F) \oplus \tilde{c}_0(F) \oplus C_1(Y_K) \xrightarrow{\partial_1} \tilde{c}_0(F)
\]
where \( \partial_1|_{\tilde{c}_1(F) \oplus C_1(Y_K)} = 0 \) and \( \partial_1|_{\tilde{c}_0(F)} : \tilde{c}_0(F) \to \tilde{c}_0(F) \) is the map \( 1 - \mu \). Hence, \( H_0(\tilde{Y}_K;\mu) \cong \mathbb{Q}[\mu^\pm]/(1 - \mu) \cong \mathbb{Q} \). Furthermore, no element in the image of \( \partial_2 \) has a non-zero contribution in the summand \( \tilde{c}_0(F) \), and \( H_1(\tilde{Y}_K;\mu) \) is the cokernel of the \( \mu \)-module homomorphism
\[
D = \partial_2 : \tilde{c}_1(F) \oplus C_2(Y_K) \to \tilde{c}_1(F) \oplus C_1(Y_K).
\]

The proof that the Morse homology of a smooth manifold is isomorphic to the homology of the manifold (see for instance [HL99, Section 2.2] for an isomorphism with singular homology or [AD14, Section 4.9] for an isomorphism with cellular homology) can be adapted to show that the homology \( H_*(\tilde{Y}_K;\mu) \) is isomorphic to \( H_K(\tilde{Y}_K;\mathbb{Q}) \) as \( \mathbb{Q}[\mu^\pm] \)-modules. By (2.4), we can use \( H_1(\tilde{Y}_K;\mu) \) to compute the Alexander polynomial.

**Lemma 2.6.** Pick bases for the left- and right-hand sides of (2.6) as \( \mathbb{Q}[\mu^\pm] \)-modules, and let \( A(\mu) \) be the corresponding matrix representation of \( D \). Then \( \Delta_K(\mu) = \det(A(\mu)) \).

**Proof.** The \( \mathbb{Q}[\mu^\pm] \)-module \( H_1(\tilde{Y}_K;\mu) \cong \text{coker}(D) \) and the lemma follows from the classification theorem for finitely generated torsion modules over principal ideal domains as follows. The matrix \( A(\mu) \) is a matrix of relations for the \( \mathbb{Q}[\mu^\pm] \)-module \( H_1(\tilde{Y}_K;\mu) \). The diagonal entries of its Smith normal form are the invariant factors. Their product is on the one hand equal to the determinant of \( A(\mu) \), and on the other, by (2.4), equal to \( \Delta_K(\mu) \). (See e.g., [Lan02, Theorem 7.7 in Section III.7] for more details.) \( \square \)
Figure 1 gives a schematic description of the components of $C_*\left(\hat{Y}_K; \mu \right)$ when restricted to a fundamental domain for the action of $\mathbb{Z}$ on $\hat{Y}_K$ by deck transformations. Pick bases as in Lemma 2.6, corresponding to the critical points of the Morse function $\hat{\phi}$ that are contained in that fundamental domain. The differential on the Morse complex is then represented as a $\mathbb{Q}[\mu \pm]$-module map by a matrix of the form

$$A(\mu) = \begin{pmatrix} 1 - \mu\psi_F & -\mu\psi_c \\ \eta & d_0 \end{pmatrix}.$$ 

Here, $d_0$ denotes the count of flow lines from $C_2(Y_K)$ to $C_1(Y_K)$, $\psi_F$ denotes the count from $\hat{C}_1(F)$ to $\mu\hat{C}_1(F)$, $\eta$ denotes the count from $\hat{C}_1(F)$ to $C_1(Y_K)$ and $\psi_c$ the denotes the count from $C_2(Y_K)$ to $\mu\hat{C}_1(F)$. The contributions with $\mu$ correspond to flow lines that leave the fundamental domain that had been specified. By Lemma 2.6 we have

$$\Delta_K(\mu) = \det A(\mu).$$

In order to get a geometric interpretation of $\det A(\mu)$, we will express it as a product of two determinants. At this point, we will use the inclusion $\mathbb{Q}[\mu \pm] \subset \mathbb{Q}((\mu))$ into the field of formal Laurent series (with powers of $\mu$ bounded below).

**Lemma 2.7.** The following holds in $\mathbb{Q}((\mu))$:

$$\det A(\mu) = \det(1 - \mu\psi_F) \det \left( d_0 + \mu\eta \left( \sum_{n \geq 0} \mu^n \psi_F^n \right) \psi_c \right).$$

**Proof.** In each successive step below, subtract from the second line the product of the bottom left entry by the first line:

$$\det \begin{pmatrix} 1 - \mu\psi_F & -\mu\psi_c \\ \eta & d_0 \end{pmatrix} = \det \begin{pmatrix} 1 - \mu\psi_F & -\mu\psi_c \\ \mu\eta\psi_F & d_0 + \mu\eta\psi_c \end{pmatrix}$$

$$= \det \begin{pmatrix} 1 - \mu\psi_F & -\mu\psi_c \\ \mu^2\eta\psi_F^2 & d_0 + \mu\eta\psi_c + \mu^2\eta\psi_F\psi_c \end{pmatrix}$$

$$\vdots$$

$$= \det \begin{pmatrix} 1 - \mu\psi_F & -\mu\psi_c \\ \mu^N\eta\psi_F^N & d_0 + \mu\eta \left( \sum_{n=0}^N \mu^n \psi_F^n \right) \psi_c \end{pmatrix}$$

for every $N > 0$. Using the fact that $\det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \det(A) \det(D - CA^{-1}B)$ for block matrices, the determinant of the last matrix above is

$$\det(1 - \mu\psi_F) \det \left( d_0 + \mu\eta \left( \sum_{n=0}^N \mu^n \psi_F^n \right) \psi_c + \mu^N\eta\psi_F^N \left( 1 - \mu\psi_F \right)^{-1}\mu\psi_c \right)$$

$$= \det(1 - \mu\psi_F) \det \left( d_0 + \mu\eta \left( \sum_{n=0}^N \mu^n \psi_F^n \right) \psi_c + \sum_{k=0}^{N+k} \mu^{N+k} \eta \psi_F^{N+k} \psi_c \right).$$

In this last expression, consider the second factor in the product of determinants. It is the determinant of a sum of three terms. The first two terms give the small powers of $\mu$ in the determinant, whereas the high powers of $\mu$ come from the last summand. Therefore, by taking $N$ arbitrarily large we get the formula (2.8). \qed

We next show that Lemmas 2.6 and 2.7 imply formula (2.3):
Lemma 2.8. The factors in (2.8) satisfy the following:

\[
\det(1 - \mu \psi_F) = (1 - \mu)\zeta_{\text{loop}}(\mu),
\]

\[
\det \left( d_0 + \mu \eta \left( \sum_{n \geq 0} \mu^n \psi_F^n \right) \psi_c \right) = \tau_{\text{Morse}}(\mu),
\]

where \(\zeta_{\text{loop}}(\mu)\) and \(\tau_{\text{Morse}}(\mu)\) are as in (2.1) and (2.2), respectively.

Proof. We will use a standard Morse gluing result [Hut02, Proposition 3.13.(a)] which shows how the creation/cancellation of a pair of critical points affects spaces of flow lines and flow loops (similar to the First Cancellation Theorem, see [Mil05, Theorem 5.4], especially Figure 5.2).

Consider the first determinant:

\[
\text{(2.9)} \quad \det(1 - \mu \psi_F) = \det \exp(\log(1 - \mu \psi_F)) = \exp(\text{tr} \log(1 - \mu \psi_F))
\]

\[
= \exp \left( - \sum_{n \geq 1} \frac{1}{n} \mu^n \text{tr}(\psi_F^n) \right).
\]

We relate (2.9) with the zeta function \(\zeta_{\text{loop}}(\mu)\) in (2.1), counting flow loops for an admissible pair \((f, g)\). The function \(\hat{\phi}: \tilde{Y}_K \to \mathbb{R}\) is a perturbation of the lift \(\tilde{f}: \tilde{Y}_K \to \mathbb{R}\), where the perturbation creates pairs of canceling critical points, with corresponding new summands in the Morse complex referred to as \(\tilde{C}_*(F)\) and \(\hat{C}_*(F)\) in Figure 1. Denote the parameter of this perturbation by \(\epsilon > 0\), so that \(\hat{\phi} \to \tilde{f}\) when \(\epsilon \to 0\).

Fix an integer \(N \geq 1\), then for sufficiently small \(\epsilon > 0\) and every integer \(1 \leq d \leq N\), we get the following correspondence between flow loops \(\gamma\) of \(f\) of degree \(d(\gamma) = d\) and flow lines of \(\hat{\phi}\). A flow loop \(\gamma\) corresponds either to a diagonal entry in \(\psi_F^d\), thought of as \(d\) flow lines contributing to \(\psi_F\) together with \(d\) short canceling flow lines from \(\hat{C}_*(F)\) to \(\tilde{C}_*(F)\), or to an iterate of the \(d = 1\) flow loop of \(f\) that corresponds to the unique flow line of \(\hat{\phi}\) from \(\hat{C}_0(F)\) to \(\mu \hat{C}_0(F)\). The total contribution of the latter (and its iterates) to \(\zeta_{\text{loop}}\) is

\[
\exp \left( \sum_{n \geq 1} \frac{\mu^n}{n} \right) = \frac{1}{1 - \mu}.
\]

The first equation follows.

Consider the second determinant:

\[
\text{(2.10)} \quad \det \left( d_0 + \mu \eta \left( 1 + \mu \psi_F + \mu^2 \psi_F^2 + \ldots \right) \psi_c \right).
\]

We relate (2.10) with \(\tau_{\text{Morse}}(\mu)\), the determinant of the Morse–Novikov complex of \(f\) in (2.2). As above, we need to compare rigid flow lines of \(\tilde{f}\) and \(\hat{\phi}\).

Consider \(M(\mu)\) in (2.2). The \(d_0\) term in (2.10) accounts for the ‘short’ flow lines in the Novikov differential, that do not pick up any power of \(\mu\). The term \(\eta \psi_F^n \psi_c\) can be interpreted as the flow lines obtained by starting with the unstable manifold of an index 2 critical point \((\psi_c,\psi^n)\), cancelling \(n\) intermediate Bott maxima and minima \((\psi_c^n)\), and then intersecting with the stable manifold of an index 1 critical point \((\eta)\). This gives the ‘long’ flow lines in the Novikov differential. The lemma follows.

\[\square\]

3. Flow loops, flow lines, and holomorphic curves

In this section we describe in more detail how a knot \(K\) has an associated conormal Lagrangian \(L_K \subset T^*\mathbb{R}^3\) diffeomorphic to \(S^1 \times \mathbb{R}^2\) and a knot complement Lagrangian \(M_K \subset T^*\mathbb{R}^3\) diffeomorphic to \(\mathbb{R}^3 \backslash K\), both with natural non-exact deformations. We study holomorphic disks in \(T^*\mathbb{R}^3\) with boundary on \(L_K\) or \(M_K\), and annuli and strips with one boundary component on \(\mathbb{R}^3\) and the other on \(L_K\) or \(M_K\). For \(M_K\), we establish a 1-1 correspondence between holomorphic annuli and disks,
and Morse flow loops and flow lines in $\mathbb{R}^3\setminus K$, respectively. The proof uses [EKh07], but avoids many of the complications there since the Lagrangians here admit fronts without singularities.

### 3.1. Models of $L_K$ and $M_K$. Let $K \subset \mathbb{R}^3$ be an oriented knot. We will consider exact and non-exact Lagrangians associated to $K$ in $T^*\mathbb{R}^3$, as in [AENV14 Section 6]. Let $L_K \subset T^*\mathbb{R}^3$ denote its Lagrangian conormal:

$$L_K = \{(q,p) \in T^*\mathbb{R}^3 : q \in K, p|_{TK} = 0\}.$$  

Consider a small tubular neighborhood $\nu(K) \subset \mathbb{R}^3$ of $K$, with projection $\pi: \nu(K) \to K$. Fix a diffeomorphism $\alpha: K \to S^1$ (where we think of $S^1 \cong \mathbb{R}/\mathbb{Z}$ as having length 1) and let $\eta_L := \pi^*\alpha$. Given $\delta > 0$, write $I_L^\delta$ for the Lagrangian that is obtained by applying to $L_K$ the non-exact symplectomorphism of $T^*(\nu(K))$ that is given by

$$(q,p) \mapsto (q,p + \delta \eta_L(q)).$$

Note that $L_K \cap \mathbb{R}^3 = K$ and $L_K^\delta \cap \mathbb{R}^3 = \emptyset$. We will sometimes write $L_K^0$ instead of $L_K$.

Let $M_K$ denote the knot complement Lagrangian that is obtained by applying Lagrange surgery along the intersection $L_K \cap \mathbb{R}^3 = K$, which cuts out $\epsilon$-neighborhoods of the knot in the two Lagrangians and glues them together. Then $M_K$ is diffeomorphic to $\mathbb{R}^3\setminus K$. See [MW18] for a description of Lagrange surgery on a clean intersection, and for the fact that if the intersection locus is connected, then the result of surgery on two exact Lagrangians can also be made exact.

Let $(f,g)$ be an admissible pair as in Definition [2.2] where $g$ is a Riemannian metric on $S^3$ and $f: S^3\setminus K \to S^1$ is an $S^1$-valued Morse function given by

$$(r,\phi,\theta) = \phi - Cr^2$$

in $\nu(K)\setminus K$, for some neighborhood $\nu(K)$ of $K$. Let $M_K$ be the surgery exact Lagrangian, and assume that the surgery region is contained in $T^*(\nu(K))$. This implies that $f$ is given by (3.1) at the points in $M_K \cap \mathbb{R}^3$ that are contained in the surgery region. Observe that $M_K \setminus \mathbb{R}^3$ can be identified with $L_K \setminus K$ and parametrized by $S^1 \times S^1 \times \mathbb{R}_{>0}$, with one of the $S^1$-factors corresponding to the variable $\phi$ in (3.1). One can then extend the restriction $f|_{M_K \cap \mathbb{R}^3}$ to a function $h: M_K \to S^1$, such that $\nabla h$ is bounded (with respect to the metric induced by $g$ on $T^*\mathbb{R}^3$) and $h$ has no critical points in $M_K \setminus \mathbb{R}^3$. Let $\nu(M_K) \subset T^*\mathbb{R}^3$ be a tubular neighborhood of $M_K$ with projection map $\pi: \nu(M_K) \to M_K$, and define $H: \nu(M_K) \to S^1$ as $H = h \circ \pi$. Let $X_H$ be the symplectic vector field associated to $H$ and define $M_K^\delta$ as the time-1 flow of $\delta X_H$, for $\delta \geq 0$ small enough (so that $M_K^\delta \subset \nu(M_K)$).

Given the properties of $f$, we can assume that for $\delta > 0$ the intersection of $M_K^\delta$ with the zero-section is transverse, and corresponds to the critical points of $f$ (all of which have Morse indices 1 or 2). We sometimes write $M_K^0$ instead of $M_K$.

**Remark 3.1.** The non-exact Lagrangian shifts $L_K^\delta$ and $M_K^\delta$ do not have cylindrical ends, but they are asymptotic to a cylinder on $A_K$. For a Lagrangian filling with cylindrical ends, $\mathbb{R}$-translation invariant moduli spaces of holomorphic disks at infinity (in the symplectization of the contact boundary) form boundary components of corresponding moduli spaces in the filling. In particular such families can be continued as solution spaces of disks in the filling. To see why the analogous fact for asymptotically cylindrical fillings is also true, note that the non-exact perturbation is of fixed size whereas the symplectic form in the symplectization grows exponentially. Therefore, in sufficiently large disk bundles there is an arbitrarily small change of the almost complex structure (for instance, given by conjugation by a map taking a Lagrangian to its $\delta$-shift) making the original $\mathbb{R}$-invariant disks holomorphic with the non-exact boundary condition.

---

2 There are two ways of performing Lagrange surgery, which do not give locally Hamiltonian isotopic Lagrangians. Nevertheless, the two versions of $M_K$ induce the same augmentations (which could be seen from the relation between $\epsilon_{L_K}$ and $\epsilon_{M_K}$ mentioned in the proof of Lemma 4.6 below), so we can use either one for the purposes of this paper.
3.2. Holomorphic disks. We consider holomorphic disks in $T^*\mathbb{R}^3$ with boundary on the Lagrangians $L_K^p$ and $M_K^p$ with punctures asymptotic to Reeb chords. We note that punctured holomorphic curves with only one positive puncture are injective near that puncture and therefore regular for generic almost complex structures. Also, recall that the energy of a holomorphic curve with compact domain $\Sigma$ and Lagrangian boundary $u : (\Sigma, \partial \Sigma) \to (T^*\mathbb{R}^3, L)$ is $E(u) = \int_{\Sigma} u^*\omega$. If $\partial \Sigma$ has punctures, then the definition of energy of $u$ must be adjusted and one uses the Hofer energy in the non-compact ends of the target, as in [BEH03].

Our next result shows that for sufficiently small $\delta > 0$ the corresponding non-exact shifts $L_K^p$ and $M_K^p$ of $L_K$ and $M_K$ do not affect moduli spaces of once punctured holomorphic disks. Hence small non-exact shifts can also be used to compute the augmentations associated to $L_K$ and $M_K$.

Lemma 3.2. Let $J$ be an almost complex structure on $T^*\mathbb{R}^3$ that is standard near the zero section and let $L^\delta = L_K^p$ or $L^\delta = M_K^p$. For any $E > 0$, there is $\delta_0 > 0$ and a neighborhood $\mathcal{J}$ of $J$ such that for any $0 < \delta \leq \delta_0$ the following holds for complex structures in $\mathcal{J}$.

(i) There are no non-constant closed holomorphic disks (without punctures) of energy less than or equal to $E$, with boundary on $L^\delta$.

(ii) Assume that all moduli spaces of disks with one positive puncture on $L^0$ are transversely cut out. If $a$ is a Reeb chord of $\Lambda_K$ of degree 0, then there is a natural 1-1 correspondence between the holomorphic disks of energy less than or equal to $E$ with one puncture asymptotic to $a$ and with boundary on $L^\delta$, and the analogous disks with boundary on $L^0$. More precisely, there exist disjoint connected $C^0$-neighborhoods of those disks with boundary on $L^0$, such that each connected neighborhood contains exactly one disk with boundary on $L^\delta$.

Proof. Statement (i) is a consequence of SFT compactness. If there is a non-constant holomorphic disk $u^\delta : (D^2, \partial D^2) \to (T^*\mathbb{R}^3, L^\delta)$, then $[u^\delta]_{[\partial D^2]} \in H_1(L^\delta; \mathbb{Z})$ is non-trivial, since otherwise $u^\delta$ would have vanishing area, by exactness of $\omega$ in $T^*\mathbb{R}^3$. Also, by monotonicity, for a ball $B_R \subset \mathbb{R}^3$ of sufficiently large radius $R$, any holomorphic curve with boundary on $L_K$ that maps some point outside $T_B^3 \mathbb{R}^3$ has area $> E$.

Now, if (i) does not hold then there is a sequence of such non-constant disks $u^\delta$, $\delta \to 0$. An SFT convergent subsequence must be bounded in $T^*\mathbb{R}^3$, since otherwise the SFT building in the limit would have a component at infinity with no positive puncture, in violation of the maximum principle. Thus, the curves in the SFT limit have no punctures and the limit is the usual Gromov limit. This Gromov limit would contain a non-constant holomorphic disk with boundary on $L^0$, which contradicts exactness of $L^0$. The existence of such a disk follows from the fact that the homotopy class of the boundary in a sequence of holomorphic disks with Lagrangian boundary is preserved under Gromov limit, see [Fra08, Proposition 3.2(ii)].

Statement (ii) is a consequence of compactness and transversality. Denote by $\mathcal{M}^{a,E}(L^\delta)$ the moduli space of punctured disks for $L^\delta$ in the statement. Consider the space

$$\mathcal{M}^{a,E}([0, \delta_0]) := \bigcup_{\delta \in [0, \delta_0]} \mathcal{M}^{a,E}(L^\delta).$$

The assumed transversality for disks with boundary on $L^0$ implies that, for $\delta_0 > 0$ sufficiently small, each disk in $\mathcal{M}^{a,E}(L^0)$ gives a boundary point of a single connected component of the space $\mathcal{M}^{a,E}([0, \delta_0])$. Combining transversality with Gromov compactness, we can assume that this component projects as a diffeomorphism to $[0, \delta_0]$ and that the solutions in $(0, \delta_0]$ are arbitrarily close to that at 0. Gromov compactness also implies that every component of $\mathcal{M}^{a,E}([0, \delta_0])$ appears in this way, for some disk in $\mathcal{M}^{a,E}(L^0)$. The result follows.

Remark 3.3. We will see in Remark 4.7 that, in the flow tree model for knot contact homology [EENS13] we could arrange for no Reeb chord of degree 0 to be the asymptotic limit of a punctured disk with boundary on $L_K$. In that case, Gromov compactness would suffice to imply that below
any energy threshold, and for $\delta$ sufficiently small, $L^K_\delta$ would bound no holomorphic disks with one boundary puncture asymptotic to a Reeb chord of degree 0. Put differently, the 1-1 correspondence in part (ii) of Lemma 3.2 would be between empty sets.

3.3. Holomorphic annuli and strips. We consider next holomorphic annuli in $T^*\mathbb{R}^3$ between the zero section and the Lagrangians $L^K_\delta$ and $M^K_\delta$, respectively.

Given a real number $R > 0$, call $A_R := [0, R] \times S^1$ the annulus of modulus $R$ (or of conformal ratio $R$), where we identify $S^1$ with $\mathbb{R}/\mathbb{Z}$. Given a Lagrangian $L$ in $T^*\mathbb{R}^3$, define

$$M_{\text{an}}(L) = M_{\text{an}}(\mathbb{R}^3, L) = \bigcup_{R \in (0, \infty)} \{ u : A_R \to T^*\mathbb{R}^3 : \overline{\partial}_J u = 0, u(\{0\} \times S^1) \subset \mathbb{R}^3, u(\{R\} \times S^1) \subset L \}$$

to be the space of $J$-holomorphic annuli of arbitrary modulus, stretching from $\mathbb{R}^3$ to $L$. Given $E > 0$, denote by $M_{\text{an}}^E(L)$ the subset of annuli of energy (that is, $\omega$-area) at most $E$.

The automorphism group of the Riemann surface $A_R$ consists of domain-rotations in the $S^1$-factor, and can be identified with $S^1$. Hence, $S^1$ acts on $M_{\text{an}}(L)$ by pre-composition with domain automorphisms. Let $u \in M_{\text{an}}(L)$ be an annulus with multiplicity $m(u)$ at least 2. This means that $u$ factors as $v \circ \varphi$, where $\varphi := A_R \circ m(u) \to A_R$ given by $\varphi(s, t) = (m(u)s, m(u)t)$ is an $m(u)$-to-1 cover and $v$ is an annulus that does not admit such a factorization. Then, the isotropy group of $u$ under the $S^1$-action on $M_{\text{an}}(L)$ is $\mathbb{Z}/(m(u)\mathbb{Z})$.

Denote the quotient by

$$\tilde{M}_{\text{an}}(L) := M_{\text{an}}(L)/S^1.$$

Since isotropy groups of multiply covered annuli are non-trivial, this quotient space is an orbifold rather than a manifold.

Let us consider now the case where $L$ is of the form $L^K_\delta$. Since the Maslov class of $L^K_\delta$ is zero, the expected dimension of $M_{\text{an}}(L^K_\delta)$, i.e. the space of parametrized annuli, is 1. Since $L^K_\delta$ is homotopy equivalent to $K$, we can write the homology class $[u|_{\{R\} \times S^1}] = d(u)x$ on $H_1(L^K_\delta; \mathbb{Z})$, for some $d(u) \in \mathbb{Z}$, where $x$ is the fundamental class of the oriented knot $K$. The energy of a holomorphic annulus $u \in M_{\text{an}}(L^K_\delta)$ of modulus $R$ is then

$$E(u) = \int_{A_R} u^*\omega = \delta d(u).$$

Since the energy of a holomorphic curves is non-negative and $\mathbb{R}^3 \cap L^K_\delta = \emptyset$ it follows that $d(u) > 0$. Given an integer $d > 0$, let

$$M_{\text{an}}^{\delta d}(L^K_\delta) \subset M_{\text{an}}(L^K_\delta)$$

denote the space of annuli of energy $\leq \delta d$. Then $M_{\text{an}}^{\delta d}(L^K_\delta)$ consists of the annuli $u$ with $d(u) \leq d$.

It will be useful to assume that $K$ is a real analytic submanifold of $\mathbb{R}^3$. By [CELN17, Lemma 8.6], there is a compatible almost complex structure $J$ on $T^*\mathbb{R}^3$ for which $K$ has a neighborhood $\nu(K)$ that admits a holomorphic parametrization $\varphi : S^1 \times (-1, 1) \times B^2_r \to \nu(K)$, where $B^2_r \subset \mathbb{C}^2$ denotes the ball of radius $r > 0$ and

- $K = \varphi(S^1 \times \{0\} \times \{0\})$,
- $\mathbb{R}^3 \cap \nu(K) = \varphi(S^1 \times \{0\} \times B^2_r)$ and
- $L^K_\delta \cap \nu(K) = \varphi(S^1 \times \{0\} \times iB^2_r)$,

where $B^2_r \subset \mathbb{R}^2$ is the ball of radius $r$. Identifying the factor $S^1 \times (-1, 1)$ with a neighborhood of the zero section in $T^*S^1$, we can further assume that

- $L^K_\delta \cap \nu(K) = \varphi(S^1 \times \{\delta\} \times iB^2_r)$ for $\delta$ sufficiently small.

Lemma 3.4. For any $d > 0$, there is $\delta_0 > 0$ such that for any $0 < \delta \leq \delta_0$ there is a natural 1-1 correspondence between covers of $K$ of order up to $d$ and elements in $M_{\text{an}}^{\delta d}(L^K_\delta)$. Moreover, any annulus in $M_{\text{an}}^{\delta d}(L^K_\delta)$ is regular for $J$ as above.
Proof. We begin by showing that, for fixed $d > 0$ and for $\delta > 0$ sufficiently small, the images of all $u \in \mathcal{M}^{zd}_{\text{an}}(I^d_K)$ are contained in the fixed neighborhood $\nu(K)$. If we assume that $u(p) \notin \nu(K)$, then there is a ball of radius $\frac{1}{2}$ around $u(p)$ that intersects at most one of the Lagrangians $\mathbb{R}^3$ and $L^\delta_K$. It follows by the monotonicity lemma with Lagrangian boundary conditions \cite[Lemma 3.4]{CEL10} that the area of $u$ is bounded below by some positive constant. Since the area of such $u$ goes to 0 as $\delta \to 0$, this then implies that $u$ lies inside $\nu(K)$ for $\delta$ sufficiently small.

For such $u$, we consider the projection to $B^4_1$ as in the definition of $\varphi$ above, where $L \cup \mathbb{R}^3$ maps to $\mathbb{R}^2 \cup i\mathbb{R}^2$. By the exactness of the projection to $B^4_1$ of the restriction of $\mathbb{R}^3$ and $L^\delta_K$ to $\nu(K)$, the projection of $u$ to $B^4_1$ is constant. The lemma is now reduced to studying holomorphic annuli on the target $S^1 \times (-1, 1)$, with boundary components on $S^1 \times \{0\}$ and $S^1 \times \{0\}$, which are just unbranched covers of the annulus between these two circles.

The linearized Cauchy–Riemann operator along any such annulus is the standard $\bar{\partial}$-operator on $\mathbb{C} \times \mathbb{C}^2$ with boundary condition $\mathbb{R} \times \mathbb{R}^2$ along one boundary and $\mathbb{R} \times i\mathbb{R}^2$ along the other. It then follows by elementary complex analysis that the holomorphic annuli are regular. \hfill $\square$

Lemma 3.4 implies that, for every fixed integer $d > 0$ and $\delta$ sufficiently small, the connected components of $\mathcal{M}^{zd}_{\text{an}}(I^d_K)$ are finitely many circles, each consisting of domain rotations of some annulus $u$ of a certain multiplicity $m(u)$. The moduli space $\mathcal{M}^{zd}_{\text{an}}(I^d_K)$ is therefore a finite collection of orbifold points, with isotropies given by $\mathbb{Z}/(m(u)\mathbb{Z})$.

Consider next holomorphic annuli between $\mathbb{R}^3$ and $M^\delta_K$. Just like $L^\delta_K$, the Lagrangian $M^\delta_K$ has Maslov class 0 and hence the expected dimension of the space $\mathcal{M}^{zd}_{\text{an}}(I^d_K)$ of parameterized annuli is 1. Recall that we used an admissible pair $(f, g)$ in the definition of $M^\delta_K$. Given a flow loop or a flow line $\gamma \subset \mathbb{R}^3$ of $\nabla_g f$, we define its action as

$$a(\gamma) = \int_{\gamma} df.$$  

We will next adapt the metric and the Lagrangian $M_K$ to the rigid flow loops and lines as in \cite[Section 4.3]{Ekh07}. The modifications here correspond to the most basic cases in that paper, since our flow objects here are simply flow lines (there is no branching as in flow trees). We deform the Lagrangian and the metric so that they are of the form described in \cite[Section 4.3.6–7]{Ekh07} near a flow line. In addition, the metric is flat and the gradient is constant along a flow loop. The construction here depends on the action level $a_0$. As we increase the action, new flow objects need to be taken into account and we shrink the neighborhoods where the Lagrangian and metric in previous steps were normalized. We do that in such a way that when passing from action level $a_0$ to $a_1$, $a_1 > a_0$, we keep the metric and Lagrangian unchanged in some subset of the set where it was previously normalized. Note also that we can keep the Lagrangian fixed near the knot and the function of the deformed Lagrangian together with the metric is still an admissible in the sense of Definition 2.2.

Fix the natural almost complex structure $J$ on $T^*\mathbb{R}^3$ determined by the metric $g$, see \cite[Section 4.4]{Ekh07}.

**Lemma 3.5.** For any $a > 0$ there exists $\delta_0 > 0$ such that, for any $\delta < \delta_0$, there is a natural 1-1 correspondence between rigid flow loops and flow lines of $\nabla_g f$ of action $\leq a$, and $J$-holomorphic annuli and $J$-holomorphic strips, respectively, between $\mathbb{R}^3$ and $M^\delta_K$ of action $\leq a$. More precisely, there exists a neighborhood of any simple rigid flow loop that contains exactly one simple rigid holomorphic annulus, and there exists a neighborhood of any rigid flow line that contains exactly one holomorphic strip. Moreover, there is a natural 1-1 correspondence between multiple flow loops over simple loops and multiply covered annuli over simple annuli. These $J$-holomorphic annuli and strips are regular.
Proof. The proof is a simpler version of the corresponding result in [Ekh07]. The case of strips follows immediately from [Ekh07, Theorem 1.1].

Consider the case of annuli. We first show that rigid annuli converge to rigid flow loops as $\delta \to 0$. The first step is to bound the length of the boundary of the annuli in terms of $\delta$ times the action as in [Ekh07, Lemma 5.2 and 5.4]. Then one uses subharmonicity of the square of the momentum coordinate to confine the holomorphic curves to an $O(\delta)$-neighborhood of the zero section as in [Ekh07, Lemma 5.5]. With this established, basic elliptic estimates give control of the $C^1$-norm of the holomorphic maps as in [Ekh07, Lemma 5.6]. (Compared to the flow tree case, only the simplest case is required here.) At this stage [Ekh07, Lemmas 5.13 and 5.18] gives the desired convergence to flow loops.

We next show that there is a unique holomorphic annulus near each flow loop. Our choice of flat metric near the flow loop and the deformation of the Lagrangian gives an obvious holomorphic annulus over the flow loop. An explicit calculation shows that the linearized operator is uniformly surjective, and it follows from this transversality that the annulus is unique in a small neighborhood.

3.4. Orientations of moduli spaces. As usual for holomorphic curves with boundary, we orient moduli spaces via the Fukaya orientation [FOOO09]. Fukaya’s original construction concerns moduli spaces of holomorphic disks, and needs a coherent orientation of the index bundle over the space of maps from a disk into a symplectic manifold with Lagrangian boundary condition. Such orientations exist provided the Lagrangian is relatively spin. In our case, the symplectic manifold is spin and therefore the relative spin condition reduces to the Lagrangian being spin. A spin structure on the Lagrangian allows us to trivialize the tangent bundle over the 2-skeleton, which in turn gives a trivialization (up to homotopy) over the boundary of any map of the disk. The index bundle over the space of maps is then oriented by deforming any bundle to a connect sum of a trivialized bundle over a disk and a bundle over $\mathbb{C}P^1$ attached at the midpoint of the disk. As the bundle over the projective line is canonically oriented, this together with the trivialization over the disk induces the Fukaya orientation.

3.4.1. Disks with corners. Below we will discuss also orientations of holomorphic disks with punctures asymptotic to Reeb chords or Lagrangian intersection points. Here we import the Fukaya orientation by choosing capping disks at each corner or Reeb chord, i.e., a disk with one puncture and a linear Lagrangian boundary condition that connects the transverse tangent spaces to the Legendrian or Lagrangian at the Reeb chord or double point and an orientation of the determinant of the $\bar\partial$-operator with the corresponding boundary condition, see [EES05, Section 3.3] for details.

The key property of these capping disks is that if we glue the operators of two capping disks at a Reeb chord or double point then we get a linearized boundary condition for the $\bar\partial$-operator on the closed disk that has the Fukaya orientation.

3.4.2. Annuli. In a symplectic manifold of dimension $2n$ with $n$ odd, we can orient the index bundles over more complicated surfaces using a similar construction. Start from a closed surface (in the case of disks discussed above, this closed surface was $\mathbb{C}P^1$) and attach disks punctured at their centers at interior punctures. The orientation of the resulting index bundle now a priori depends on an ordering of the boundary components. However, since the index of the disks with constant boundary condition is $n$ and the automorphism group of the disk punctured at the origin is a circle, the total index contribution of each disk is $n-1$. Since this is even, the orientation of the index bundle is independent of ordering. We will use this Fukaya orientation to orient the space of holomorphic annuli. For the Lagrangians $L^\delta_K$, we define the annulus counting functions

$$\text{An}^{\delta,d}_{L_K}(\lambda) := \sum_{[u] \in \mathcal{M}^\delta_d(L^\delta_K)} \frac{\sigma(u)}{m(u)} \lambda^{d(u)} \in \mathbb{C}[\lambda],$$
where \( \sigma(u) \in \{ \pm 1 \} \) is determined by the orientation scheme that was just described. We also define
\[
\text{An}_{\delta}^L (\lambda) := \lim_{d \to \infty} \lim_{\delta \to 0} \text{An}_{\delta}^L (\lambda) \in \mathbb{C}[\{\lambda\}].
\]

Analogously, for \( M^\delta_K \) we define generating functions \( \text{An}_{M^\delta_K}^L (\mu) \) and \( \text{An}_{M^\delta_K} (\mu) \). The definition also includes signs \( \sigma(u) \in \{ \pm 1 \} \). By analogy with \( \text{An}_{\delta}^L \), we define \( \zeta_{\text{an}} (\mu) = \exp (\text{An}_{M^\delta_K} (\mu)) \). We also define \( \tau_{\text{str}} \) as the analogue of \( \tau_{\text{Morse}} \), replacing counts of flow lines by counts of holomorphic strips with boundary components mapping to \( \mathbb{R}^3 \) and \( M^\delta_K \).

We next specify spin structures on \( L_K \) and \( M_K \). There is a natural identification \( \iota \) of a neighborhood of the Legendrian torus at infinity in \( L_K \) and \( M_K \) with a punctured neighborhood of the knot \( K \). Let \( \iota^* \) denote \( \iota \) composed with the orientation reversing diffeomorphism that changes the orientation of the fibers in the punctured neighborhood of \( K \). This neighborhood contains the longitude and meridian of the knot \( K \) that generates \( H_1 (L_K) \) and \( H_1 (M_K) \), respectively. Equip \( L_K \) and \( M_K \) with the unique spin structures that agree with the unique spin structure on \( \mathbb{R}^3 \) in this neighborhood (under the natural identification of neighborhoods). Equivalently, there are also natural identifications of \( L_K \) with a neighborhood \( \nu (K) \subset \mathbb{R}^3 \) of \( K \), and of \( M_K \) with \( \mathbb{R}^3 \setminus K \); the spin structures on \( L_K \) and \( M_K \) are the ones inherited from \( \mathbb{R}^3 \) by restriction, under these identifications.

**Lemma 3.6.** Consider \( L^\delta_K \) or \( M^\delta_K \) for sufficiently small \( \delta > 0 \) so that Lemma 3.4 respectively 3.5 holds. Then with one of the two identifications \( \iota \) or \( \iota^* \), the orientation sign \( \sigma (u) \) of a holomorphic annulus and the sign of the corresponding flow loop agree.

**Proof.** Consider a model Maslov zero annulus corresponding to a flow loop with normal structure corresponding to two eigenvalues of the return map smaller than 1, that we take to be a Bott family of local minima in fixed local coordinates. Consider also similar model annuli with normal structure corresponding to maxima (eigenvalues or the return map larger than 1) or saddles (eigenvalues of return map on opposite sides of 1). The boundary condition in the case of maxima can be rotated to that of minima by changing the pull-back trivialization to its negative, without affecting the kernel or the cokernel. Connecting the trivializations then shows that the signs agree. For the case of the saddle, the same type of deformation reverses the orientation of one of the Lagrangians. This alters the Fukaya orientation.

We next show that any transverse flow loop of a function \( f : M_K \to S^1 \) admits coordinates in which it can be deformed to one of the model problems above, without changing the signs of the differences of the eigenvalues of its return map and 1. Pick two nearby points \( p_1 \) and \( p_2 \) on the orbit, so that there is a short flow line from \( p_2 \) to \( p_1 \). The kernel of \( df \) then gives planes \( \Pi \) normal to the flow loop along the flow loop, that we think of as the fibers in a tubular neighborhood of the flow loop. Integrating the restricted vector field \( \nabla f|_{\Pi} \) along the sub-interval along the loop from \( p_1 \) to \( p_2 \) with initial conditions in \( \Pi_{p_1} \) gives coordinates in a neighborhood of the origin in the normal planes. Similarly, integrating along the short path between \( p_1 \) and \( p_2 \) gives (almost constant coordinates) along the short arc between \( p_2 \) and \( p_1 \). In these coordinates, the linearized return map between \( p_1 \) and \( p_2 \) equals 0. Changing coordinates near the midpoint of the short arc by the flow in the normal plane of the gradient of a suitable quadratic form so that the coordinate system closes up, then gives coordinates along the flow loop in which the return map is that of a constant quadratic form supported in a small arc. If we then spread out the support of the quadratic loop over the whole loop we get a flow loop corresponding to the model annulus above. It then follows that any flow loop admits a coordinate deformation that does not change the sign of the eigenvalues of the difference between the linearized return map and the identity to a model annulus.

It follows that the flow loop sign and the Fukaya sign agree up to an over all sign. Since the Fukaya sign changes when the orientation of one of the Lagrangians change, the lemma follows. \( \Box \)

Lemma 3.4 has the following consequence, which will be useful below.
Corollary 3.7. For any knot $K \subset \mathbb{R}^3$ we have

$$A_n L_K (\lambda) = \sum_{k > 0} \frac{\lambda^k}{k} = -\log(1 - \lambda).$$

Remark 3.8. The count of annuli $A_n L_K$ can be compared to the count of holomorphic disks in [EKL20b] and [EKL20a], where so-called basic disks are counted by the contribution of all their multiple covers. In the present case one could reformulate the count above by counting only simply covered annuli, but counting them by the contributions of all their multiple covers. In other words, if $M_\text{an}(I_{dK})$ is the moduli space of simple annuli then

$$A_n L_K (\lambda) := \lim_{d \to \infty} \lim_{\delta \to 0} \sum_{[u] \in M_\text{an}(I_{dK})} \sum_{m=1}^{\infty} \frac{\sigma(u^m)}{m} \lambda^m d(u) \in \mathbb{C}[[\lambda]],$$

where $u^m$ is the $m$-fold cover of $u$.

Remark 3.9. The count of annuli can also be compared to the count of holomorphic curves in the framed skein module of the brane as in [ES19], where only so-called bare curves are counted. Here we would have to perturb out the multiply covered annuli and count them in the $U^1 g$-skein module. One could then simplify the count and map the $U^1 g$-framed skein to `homology and framing', which corresponds to counting generalized holomorphic curves. Our count here should then correspond to counting holomorphic curves of Euler characteristic $\chi = 0$, which is a certain limit of the generalized curve count. In particular, the exact linking and self-linking of the boundary does not matter here, since such terms would contribute only to the counts of generalized curves of lower Euler characteristic. Since there are no holomorphic disks, the count $\Psi_{L_K, \mathbb{R}^3}$ of disconnected generalised curves should then be of the form

$$\Psi_{L_K, \mathbb{R}^3} = \exp(A_n L_K (\lambda) + O(g)).$$

Proof of Theorem 1.4. The result follows from combining Equation (2.3) with Lemmas 3.5 and 3.6.

Remark 3.10. The product $\zeta_{\text{an}}(\mu) \cdot \tau_{\text{str}}(\mu)$ in Theorem 1.4 and the corresponding $\lambda$-dependent analogue for $L_K$ can be thought of as torsions of the Lagrangian Floer complexes $CF^*(\mathbb{R}^3, M_K^g)$ and $CF^*(\mathbb{R}^3, I_{dK})$, respectively (where $M_K^g$ and $I_{dK}$ are twisted by local systems). The invariance of Floer torsion under change of almost complex structure and Hamiltonian isotopy is studied in [Lee03]. We also discuss the invariance of Floer torsion in Section 8.

4. Knot contact homology and augmentations

In this section we first review some aspects of knot contact homology, i.e., the Chekanov-Eliashberg dg-algebra of the Legendrian conormal of a knot which is generated by Reeb chords and with differential that counts punctured holomorphic disks, and discuss some geometric data that is used to define and compute the differential. We then turn to augmentations of knot contact homology and discuss augmentation varieties and augmentation polynomials.

4.1. Geometry of coefficients in the dg-algebra. The dg-algebra of an oriented knot $K \subset \mathbb{R}^3$ is the Chekanov-Eliashberg differential graded algebra of its Legendrian conormal $\Lambda_K \subset ST^* \mathbb{R}^3$. We denote it $\mathcal{A}_K$. It is a tensor algebra freely generated by the Reeb chords of $\Lambda_K$. The differential counts punctured holomorphic disks in $\mathbb{R} \times ST^* \mathbb{R}^3$, with boundary components mapping to $\mathbb{R} \times \Lambda_K$ and with boundary punctures (one positive and arbitrarily many negative) asymptotic to Reeb chords. The coefficient ring of $\mathcal{A}_K$ is the group ring $\mathbb{C}[H_2(ST^* \mathbb{R}^3, \Lambda_K; \mathbb{Z})]$. We make the following choices.
• For each Reeb chord $c$, choose a capping half-disk $v_c : D^2_+ \to ST^*\mathbb{R}^3$, where $D^2_+ \subset \mathbb{C}$ is the intersection of the unit disk in the complex plane and the upper half plane. We require that $v_c |_{D^2_+ \cap \mathbb{R}}$ is a parametrization of $c$, where $\mathbb{R} \subset \mathbb{C}$ is the real line. Also, $v_c(D^2_+ \cap S^1) \subset \Lambda_K$, where $S^1 \subset \mathbb{C}$ is the unit circle. Up to homotopy, two capping half-disks differ by an element in $\pi_2(ST^*\mathbb{R}^3, \Lambda_K)$.

• We fix embedded curves $x$ and $p$ in $\Lambda_K$ whose homology classes generate $H_1(\Lambda_K ; \mathbb{Z})$ and with intersection number $x \cdot p = 1$ as follows. We require $x$ to be null-homologous in $M_K \approx \mathbb{R}^3 \setminus K$ and $p$ to be null-homologous in $L_K \approx S^1 \times \mathbb{R}^2$. We also require the projection of $x$ to $K$ to be orientation-preserving. This fixes the classes of $x$ and $p$ in $H_1(\Lambda_K ; \mathbb{Z})$. We call $x$ the longitude and $p$ the meridian, respectively, and we sometimes identify them with the homology classes that they represent. As we shall see, the formulas in Theorem 1.2 are still valid if we change the meridian curve by a transformation of the form

$$\begin{align}
(x, p) \mapsto (x, p + kx)
\end{align}$$

for some $k \in \mathbb{Z}$. We call this a change of framing.

• Choose a splitting of the short exact sequence

$$\begin{align}
0 \longrightarrow H_2(ST^*\mathbb{R}^3 ; \mathbb{Z}) \longrightarrow H_2(ST^*\mathbb{R}^3, \Lambda_K ; \mathbb{Z}) \longrightarrow H_1(\Lambda_K ; \mathbb{Z}) \longrightarrow 0,
\end{align}$$

as indicated by the dashed line. The sequence starts with 0 because the fundamental class of $\Lambda_K$ vanishes in $H_2(ST^*\mathbb{R}^3 ; \mathbb{Z})$.

Let $t \in H_2(ST^*\mathbb{R}^3 ; \mathbb{Z})$ be the class of a generator, which we think of as a fiber of the $S^2$-bundle $ST^*\mathbb{R}^3 \to \mathbb{R}^3$. This class is unique if we require the intersection with a section of the bundle to be +1. The splitting of the sequence can be thought of as a choice of two surfaces in $ST^*\mathbb{R}^3$, one having $x$ as its boundary and the other having $p$ as its boundary. Denote these surfaces by $\Sigma_x$ and $\Sigma_p$, respectively. Note that the splitting is well-defined up to adding integer multiples of $t$ to $\Sigma_x$ and $\Sigma_p$. We also pick a section $s$ of the trivial $S^2$-bundle $ST^*\mathbb{R}^3 \to \mathbb{R}^3$ that is generic in the following sense.

The graph of $s$ is disjoint from all Reeb chords $c$ and is transverse to all capping half-disks $v_c$, to the capping surfaces $\Sigma_x$ and $\Sigma_p$, and to $\Lambda_K$. Any class in $H_2(ST^*\mathbb{R}^3)$ is determined by its intersection with the graph of $s$.

Once we make these choices, we can identify the group ring $\mathbb{C}[H_2(ST^*\mathbb{R}^3, \Lambda_K ; \mathbb{Z})]$ with the Laurent polynomial ring $R := \mathbb{C}[\lambda^{\pm 1}, \mu^{\pm 1}, Q^{\pm 1}]$, with $\lambda = e^x$, $\mu = e^p$ and $Q = e^q$. We describe how to compute the $R$-coefficient of the contribution from a holomorphic curve $u$, transverse to the section $s$, to the differential in $\Lambda_K$, in accordance with the choices that we made. Some of the relevant information is sketched in Figure 2.

Consider first the $\lambda$ and $\mu$ powers: use the capping disks associated to the asymptotic chords of $u$ to produce a closed disk $\overline{u}$. This closed disk represents an element in $H_2(ST^*\mathbb{R}^3, \Lambda_K ; \mathbb{Z})$. The boundary $\gamma$ of $\overline{u}$ gives a class $a[x] + b[p] \in H_1(\Lambda_K ; \mathbb{Z})$, where $a$ is the intersection number $\gamma \cdot p$ and $b$ is $x \cdot \gamma$. The $\lambda$, $\mu$ coefficients of the contribution of $u$ will then be $\lambda^a \mu^b$.

\begin{remark}
We observing the following simple fact for future reference:
\begin{align}
\frac{d(\lambda^k)}{dx} = \lambda \frac{d(\lambda^k)}{d\lambda} = k\lambda^k.
\end{align}
\end{remark}

Consider next the $Q$ power: the closed disk $\overline{u}$ gives an element of $H_2(ST^*\mathbb{R}^3, \Lambda_K ; \mathbb{Z})$, and the boundary $\gamma$ of $\overline{u}$ is homologous to the 1-dimensional cycle $\gamma' := ax + bp$. We pick $S(\gamma)$ and a map $S(\gamma) \to \Lambda_K$, such that $S(\gamma)$ is a 2-dimensional oriented surface with boundary, and the boundary of $S(\gamma)$ maps to $\gamma' - \gamma$. We then have a closed surface in $ST^*\mathbb{R}^3$ by concatenating $\overline{u}$ with the boundary $\gamma$ of $\overline{u}$ in $H_2(ST^*\mathbb{R}^3 ; \mathbb{Z}) \cong H_2(S^2; \mathbb{Z}) \cong \mathbb{Z}$ is given by the degree of the Gauss map $T_K \to S^2$, where $T_K$ is the boundary of a tubular neighborhood of $K$. This degree vanishes, since it is one half of the Euler characteristic of the torus $T_K$, by the Poincaré–Hopf theorem.

\footnote{The image of the fundamental class of $\Lambda_K$ in $H_2(ST^*\mathbb{R}^3 ; \mathbb{Z}) \cong H_2(S^2; \mathbb{Z}) \cong \mathbb{Z}$ is given by the degree of the Gauss map $T_K \to S^2$, where $T_K$ is the boundary of a tubular neighborhood of $K$. This degree vanishes, since it is one half of the Euler characteristic of the torus $T_K$, by the Poincaré–Hopf theorem.}
the form such that, if we fix one element $\Phi_p$ pressing the intersection $\Sigma$ a torsor over arbitrary elements of $H$ as a family of homomorphisms $S$ be changed by taking a connected sum with an $K$ follows. Recall that $\Lambda$ number is independent of the choice of cobordism $S$, as different choices differ by a multiple of the fundamental class of $\Lambda_K$.

**Remark 4.2.** The change of framing (4.1) above induces a change of variables in $R$ of the form $(\lambda, \mu, Q) \mapsto (\lambda, \lambda^k, \mu, Q)$, for some $k \in \mathbb{Z}$, and a change of splitting (4.2) induces $(\lambda, \mu, Q) \mapsto (\lambda Q^l, \mu Q^m, Q)$, for some $l, m \in \mathbb{Z}$.

For some steps in the derivation of the formula in Theorem 1.2, it will be important to understand $Q$-powers in more detail. We have the following elementary result.

**Lemma 4.3.** Given choices of capping half-disks and capping surfaces $\Sigma_x, \Sigma_p$, the exponent of $Q$ associated to a holomorphic curve $u$ is given by

$$\left(\bar{\pi} \cdot s\right)_{ST^*\mathbb{R}^3} + \left(\gamma(\bar{\pi}) \cdot \tau\right)_{\Lambda_K}$$

for a suitable choice of 1-dimensional submanifold $\tau \subset \Lambda_K$ as above. Here, $\gamma(\bar{\pi})$ is the boundary of the disk $\bar{\pi}$ as illustrated in Figure [2]. Different choices of $\Sigma_x, \Sigma_p$ correspond bijectively to different choices of $\tau$.

**Proof.** Consider first how the $Q$-power depends on the choices of capping surfaces $\Sigma_x, \Sigma_p$. These choices affect the intersection with the section $s$ of the surface $\Sigma(\gamma)$, which is the concatenation of the cobordism $S(\gamma)$ with $-a\Sigma_x - b\Sigma_p$ in Figure [2]. Recall that $a = \gamma \cdot p$ and $b = x \cdot \gamma$. Note that $\Sigma(\gamma) \cdot s$, thought of as a function of $\gamma$, is well-defined on $H_1(\Lambda_K \setminus s; \mathbb{Z})$. The capping surface $\Sigma_x$ can be changed by taking a connected sum with an $S^2$-fiber, and this changes $\Sigma(\gamma) \cdot s$ by subtracting $a$. Similarly, changing $\Sigma_p$ to $\Sigma_p \# S^2$ subtracts $b$ from $\Sigma(\gamma) \cdot s$. Therefore, we can think of $\Sigma(\gamma) \cdot s$ as a family of homomorphisms

$$\Phi_{\Sigma_x, \Sigma_p}: H_1(\Lambda_K \setminus s; \mathbb{Z}) \rightarrow \mathbb{Z}$$

such that, if we fix one element $\Phi_0$, we can obtain all other elements by adding homomorphisms of the form $\gamma \mapsto m\gamma \cdot x + n\gamma \cdot p$ for some $(m, n) \in \mathbb{Z}^2$. Since linear combinations $m[x] + n[p]$ denote arbitrary elements of $H_1(\Lambda_K; \mathbb{Z})$, the collection of homomorphisms $\{\Phi_{\Sigma_x, \Sigma_p}\}$ can be thought of as a torsor over $H_1(\Lambda_K; \mathbb{Z})$.

Let us now consider an alternative way of computing the powers of $Q$ associated to $u$, by expressing the intersection $\Sigma(\gamma) \cdot s$ differently. This will be used later in the paper, and goes as follows. Recall that $\Lambda_K$ is null-homologous in $ST^*\mathbb{R}^3$, and intersects $s$ transversely. Hence, this zero-dimensional intersection has signed count equal to zero, and is the boundary of a 1-dimensional
submanifold $\tau \subset \Lambda_K$. Given two such choices $\tau, \tau'$, their difference defines an element in $H_1(\Lambda_K; \mathbb{Z})$. We can define another family of homomorphisms

$$\Psi_\tau : H_1(\Lambda_K \setminus \tau; \mathbb{Z}) \to \mathbb{Z}$$

by $\Psi_\tau(\gamma) = \gamma \cdot \tau$, where the intersection is now taken in $\Lambda_K$. Observe that $\Psi_\tau \# \tau(\gamma) = \Psi_\tau(\gamma) + \gamma \cdot x$ and $\Psi_\tau \# p(\gamma) = \Psi_\tau(\gamma) + \gamma \cdot p$, hence the collection $\{\Psi_\tau\}$ is also a torsor over $H_1(\Lambda_K; \mathbb{Z})$. If we show that $\Phi_{\Sigma_x, \Sigma_p} = \Psi_\tau$ for one choice of $\Sigma_x, \Sigma_p$ and of $\tau$, then we can conclude that the collections $\{\Phi_{\Sigma_x, \Sigma_p}\}$ and $\{\Psi_\tau\}$ agree, and can thus replace an intersection $\Sigma(\gamma) \cdot s$ with $\gamma \cdot \tau$ for an appropriate $\tau$.

Fix now a choice of $\Sigma_x, \Sigma_p$ such that $\Sigma_x \cdot s = \Sigma_p \cdot s = 0$ (our freedom to take connected sums with $S^2$ guarantees the existence of such choices). Denote the corresponding homomorphism $\Phi_{\Sigma_x, \Sigma_p}$ by $\Phi_0$. Fix also a choice of $\tau$ such that $\tau \cdot x = \tau \cdot p = 0$ (which exists by our freedom to take connected sums with $x$ and $p$). Denote the corresponding $\Psi_\tau$ by $\Psi_0$. Then, indicating by a subscript where intersections take place, we have

$$\Phi_0(\gamma) = (\Sigma(\gamma) \cdot s)_{ST^*\mathbb{R}^3} = (S(\gamma) \cdot s)_{ST^*\mathbb{R}^3} = (S(\gamma) \cdot (s \cap \Lambda_K))_{\Lambda_K} = (\gamma \cdot \tau)_{\Lambda_K} = \Psi_0(\gamma),$$

where the fourth identity follows from the usual argument showing that the linking number of two submanifolds of Euclidean space can be computed by intersecting either submanifold with a submanifold bounding the other. The lemma follows. \hfill $\square$

**Remark 4.4.** We can think of the intersection $\Sigma(\gamma) \cdot s$ as a version of a linking number between $\gamma$ and $s$ in $ST^*\mathbb{R}^3$. The discussion above shows that this can be replaced with $\gamma \cdot \tau$, which can be interpreted as a linking number between $\gamma$ and $s \cap \Lambda_K$ in $\Lambda_K$.

### 4.2. The augmentation variety and polynomial

In this section we discuss various aspects of augmentations. Consider, as in Section 4.1, $\mathcal{A}_K$ with coefficients in $R = \mathbb{C}[\lambda^\pm, \mu^\pm, \beta^\pm]$. Recall our standing assumption that $\Lambda_K$ bounds no chords of negative degree. An *augmentation* of $\mathcal{A}_K$ is a unital chain map of dg-algebras,

$$\epsilon : \mathcal{A}_K \to \mathbb{C},$$

where $\mathbb{C}$ is supported in degree 0 and the chain map condition means that $\epsilon \circ \partial = 0$.\footnote{Since we write $\lambda = e^\epsilon$, we can heuristically think that the augmentation also assigns a value to $x$, namely $\log(\epsilon(\lambda))$ (which is only defined up to integer multiples of $2\pi i$), and analogously for $\mu = e^\epsilon$ and $Q = e^\epsilon$. In Theorem 1.2, it would be slightly more precise to replace the condition $(x, t) = (0, 0)$ by $(\lambda, Q) = 1$, or by $(e^\epsilon, e^\epsilon) = (1, 1)$.} The linearized contact homology with respect to $\epsilon$, denoted $KCH^\epsilon_\bullet(K; \mathbb{C})$, is the homology of the $\mathbb{C}$-vector space $KCC^\bullet_\bullet(K; \mathbb{C})$ generated by Reeb chords of $\mathcal{A}_K$, with the following differential. Given a chord $c$, interpret its knot contact homology differential $\partial c$ as a polynomial in variables corresponding to the Reeb chords of $\Lambda_K$. To find the coefficient of a chord $b$ in the linearized differential of $c$, take the partial derivative of that polynomial with respect to the variable $b$, and apply $\epsilon$ to the polynomial resulting from the partial derivative. More formally, we can write

$$\partial^\epsilon(c) = \sum_{b \text{ chords}} \epsilon \left( \frac{\partial(c \cdot c)}{\partial b} \right) b.$$ (4.3)

Equivalently, for each non-constant monomial on chords in $\partial c$, sum the result of applying $\epsilon$ to the coefficient variables $\lambda, \mu, Q$, and to all but one of the chords in the monomial, in all possible ways. If $c$ is a Reeb chord of degree $k$, we will sometimes write $\partial^\epsilon_k(c)$ instead of $\partial^\epsilon(c)$. An exact Lagrangian filling $L$ of $\Lambda_K$, inside an exact symplectic filling $(X, d\alpha)$ of $ST^*\mathbb{R}^3$, induces a family of augmentations $\epsilon_L$ of $\mathcal{A}_K$ as follows. Associate to every degree 0 Reeb chord $a$ of $\Lambda_K$ the count of holomorphic disks in $X$, with boundary on $L$ and one positive puncture asymptotic to $a$. The choices of capping data that were made above (with the goal of defining $\mathcal{A}_K$ over the group ring $R = \mathbb{C}[H_2(ST^*\mathbb{R}^3, \Lambda_K; \mathbb{Z})]$) enable us to define these counts of disks in $X$ with coefficients in $\mathbb{C}$.
The values of the augmentations $\epsilon_L$ on elements of the coefficient ring $R$ must be compatible with the inclusion maps on homology:

\[
\begin{array}{c}
0 \longrightarrow H_2(ST^*\mathbb{R}^3; \mathbb{Z}) \longrightarrow H_2(ST^*\mathbb{R}^3, \Lambda_K; \mathbb{Z}) \longrightarrow H_1(\Lambda_K; \mathbb{Z}) \longrightarrow 0 \\
H_2(L; \mathbb{Z}) \longrightarrow H_2(X; \mathbb{Z}) \longrightarrow H_2(X, L; \mathbb{Z}) \longrightarrow H_1(L; \mathbb{Z}) \longrightarrow 0
\end{array}
\]

(4.4)

Specifically, the restrictions of the augmentations to $H_2(ST^*\mathbb{R}^3, \Lambda_K; \mathbb{Z})$ must factor through the map $i_*$ in the diagram above. This is illustrated in the following example.

**Example 4.5.** For every knot $K$, the conormal Lagrangian $L_K$ in $T^*\mathbb{R}^3$ is an exact Lagrangian filling of $\Lambda_K$. The meridian $p$ is null-homologous in $L_K$ and the generator $t \in H_2(ST^*\mathbb{R}^3; \mathbb{Z})$ vanishes in $H_2(T^*\mathbb{R}^3; \mathbb{Z}) = 0$. There is an associated 1-parameter family of augmentations, that we denote by $\epsilon_{L_K}$, assigning the value 1 to both $\mu$ and $Q$, and assigning to $\lambda$ an arbitrary value in $\mathbb{C}^*$. Similarly, the exact Lagrangian filling $M_K$, obtained from clean intersection surgery on $L_K$ and $\mathbb{R}^3$, on which the longitude $x$ is null-homologous, gives a family of augmentations $\epsilon_{M_K}$, assigning 1 to $\lambda$ and $Q$ and an arbitrary element in $\mathbb{C}^*$ to $\mu$.

**Lemma 4.6.** The augmentation $\epsilon_{L_K}$ with $\lambda = 1$ is the same as the augmentation $\epsilon_{M_K}$ with $\mu = 1$, for $M_K$ obtained from surgery on $L_K \cup \mathbb{R}^3$ with a small surgery parameter.

**Proof.** Since $M_K$ is obtained by surgery on $L_K$ and $\mathbb{R}^3$, we can assume that $M_K$ is very close to the union $L_K \cup \mathbb{R}^3$. For such $M_K$, augmentation disks correspond to either disks with boundary on $L_K$ or disks with switching boundary conditions on $L_K \cup \mathbb{R}^3$, as in [CELN17]. In [AENV14], the moduli space of disks for small smoothings near a rigid disk with switching boundary condition was described, see also [DRET22, Lemma 4.1] for a more detailed description. The result is that a corner switching from $L_K$ to $\mathbb{R}^3$ has a unique smoothing, and a corner from $\mathbb{R}^3$ to $L_K$ has two smoothings with boundaries that differ by the meridian. This means that

\[
\epsilon_{M_K} = \epsilon_{L_K} + \sum_{k=1}^{m} \pm (1 - \mu)^k \phi^k_{L_K \cup \mathbb{R}^3},
\]

where $\phi^k_{L_K \cup \mathbb{R}^3}$ is a count of rigid disks with switching boundary conditions in $L_K \cup \mathbb{R}^3$ and $2k$ corners. Therefore, at $\mu = 1 = \lambda$ we have $\epsilon_{M_K}(a_i) = \epsilon_{L_K}(a_i)$ as claimed. \hfill \Box

**Remark 4.7.** Although not necessary for this article, it is sometimes useful to know that for any knot $K$ there is a model for $\Lambda_K$ and its DGA $A_K$ for which the augmentations induced by $L_K$ vanish on all Reeb chords of degree 0. To this end, we braid $K$ with $n$ strands around the round unknot $U$. Then, as explained in [EENS13], the Legendrian $\Lambda_K$ has a natural $n$-to-one cover of $\Lambda_U$. There are no Reeb chords in negative degrees for $\Lambda_K$, and there are $n(n-1)$ Reeb chords of degree zero, that we denote $a_i$. As usual, we write $a = (a_i)$.

Let us now see why the augmentations induced by $L_K$ vanish on degree zero chords. This is trivial for the unknot $U$, since $\Lambda_U$ does not have any Reeb chords of degree zero. Note also that, since $L_U$ is exact, there are no unpunctured holomorphic disks with boundary on $L_U$. For a general knot $K$, braid it closer and closer to $U$. As $K \to U$, the limit of an augmentation disk on $L_K$ is a holomorphic disk on $L_U$ with flow trees attached. This is analogous to the description of the differential in the DGA of $\Lambda_K$ in terms of multiscale flow trees, see [EENS13]. As $K$ approaches $U$, $L_K$ limits to a cover of $L_U$ without singularities, i.e., as a local diffeomorphism. Therefore there are no flow trees corresponding to disks with one positive puncture at a degree 0 chord, and also no disks with flow trees attached since there are no disks on $L_U$. It follows that the augmentation $\epsilon_{L_K}$ is trivial on the $a_i$.

Note that Lemma 4.6 implies that in this model the augmentation induced by $M_K$ at $(\lambda, \mu, Q) = (1, 1, 1)$ also vanishes on all degree 0 Reeb chords. The values of the augmentations $\epsilon_{M_K}$ on chords...
of degree 0 are written in [Ng08 Definition 4.6], using slightly different conventions than the ones we use. For relations between conventions used in several papers on knot contact homology, see [Ng14 page 527]).

It is useful to think of the collection of all augmentations of \( \mathcal{A}_K \) geometrically. To this end, we use the following notation. Label the Reeb chords of degree 0 by \( a \), and denote the ordered set of such chords by \( a = (a_i) \). Write \( \mathbb{C}^a \) for a vector space with basis \( a \) and write \( \bar{R} := R[a] \) for the polynomial ring in variables \( a \). Let \( \bar{I}_K \subset \bar{R} \) be the ideal generated by the differentials of chords of degree 1 in \( \mathcal{A}_K \). We will consider the following geometric objects in connection with augmentations:

**Definition 4.8.**

- The full augmentation scheme of \( K \) is the affine scheme
  \[ \tilde{V}_K := \text{Spec} \left( \bar{R}/\bar{I}_K \right) \]
- The full augmentation variety is the algebraic set
  \[ \tilde{V}_K := V(\bar{I}_K) = \{ (\epsilon(\lambda), \epsilon(\mu), \epsilon(Q), \epsilon(a)) \in (\mathbb{C}^*)^3 \times \mathbb{C}^a \mid \epsilon \text{ is an augmentation} \} \]
  This is the set of closed points in \( \tilde{V}_K \).
- The augmentation variety \( V_K \) of \( K \) is the union of maximal-dimensional components of the Zariski-closure of the set
  \[ \{ (\epsilon(\lambda), \epsilon(\mu), \epsilon(Q)) \in (\mathbb{C}^*)^3 \mid \epsilon \text{ is an augmentation for } \mathcal{A}_K \} = \pi(\tilde{V}_K), \]
  where \( \pi: (\mathbb{C}^*)^3 \times \mathbb{C}^a \to (\mathbb{C}^*)^3 \) is the projection that forgets the Reeb chord variables \( a_i \).
- Corollary 6.2 below shows that \( I(\tilde{V}_K) \) is a principal ideal. A generating element of \( I(\tilde{V}_K) \) is called an augmentation polynomial of \( K \), and denoted \( \text{Aug}_K(\lambda, \mu, Q) \).

**Remark 4.9.** The augmentation polynomial \( \text{Aug}_K \) can often be computed using elimination theory. See Section 7.1 for details.

**Example 4.10.** The augmentation polynomial of the unknot is \( 1 - \lambda - \mu + \lambda \mu Q \), see [AENV14].

We next consider first order properties of the geometric spaces of augmentations. We start with a general fact, see [EN20 Remark 4.8].

**Lemma 4.11.** Let \( \epsilon \) be an augmentation of \( \mathcal{A}_K \), and denote the corresponding closed point in \( \tilde{V}_K \) also by \( \epsilon \). The Zariski cotangent space to \( \pi^{-1}(\pi(\epsilon)) \subset \tilde{V}_K \) at the point \( \epsilon \) is isomorphic to the degree zero \( \epsilon \)-linearized homology \( KCH^0_\epsilon(K; \mathbb{C}) \).

**Proof.** Recall that we assume that \( KCC_\mathbb{C}^* \) is supported in non-negative degrees. Denote the set of Reeb chords of degree 0 by \( a = (a_i) \) and the set of chords of degree 1 by \( b = (b_j) \). Write \( \Phi_j \) for the contact homology differential \( \partial b_j \), viewed as a polynomial in \( \lambda^{\pm 1}, \mu^{\pm 1}, Q^{\pm 1}, \) and \( a_i \). Consider the covector
\[ d_\epsilon \Phi_j = \sum_i \frac{\partial \Phi_j}{\partial a_i} \bigg|_\epsilon da_i \in \text{Span}_\mathbb{C}(\{da_i\}) \]
and let \( d\Phi^\epsilon \) denote \( \text{Span}_\mathbb{C}(\{d_\epsilon \Phi_j\}) \). We can identify the Zariski cotangent space to the fiber \( \pi^{-1}(\pi(\epsilon)) \) at \( \epsilon \in \mathbb{C}^a \) with the quotient
\[ \text{Span}_\mathbb{C}(\{da_i\}) / d\Phi^\epsilon. \]

On the other hand, the \( \epsilon \)-linearized contact homology differential of \( b_j \), defined in (4.3) above, can be written as
\[ \Psi^\epsilon_j = \partial_1^\epsilon(b_j) = \sum_i \frac{\partial \Phi_j}{\partial a_i} \bigg|_\epsilon a_i \in \text{Span}_\mathbb{C}(\{a_i\}) = \mathbb{C}^a. \]
Figure 3. Elliptic boundary splitting

Writing $\Psi^\epsilon = \text{im} \partial_1 = \text{Span}_\mathbb{C} \left( \{ \Psi_j^\epsilon \} \right) \subset \mathbb{C}^a$, we see that

$$KCH^\epsilon_0(K; \mathbb{C}) = \mathbb{C}^a / \Psi^\epsilon$$

can be naturally identified with (4.6) above, replacing the basis vectors $a_i$ with the $da_i$.

It will be useful below to have a similar description of the whole cotangent space to a point in $\tilde{\mathcal{V}}_K$, instead of just the cotangent spaces to the fibers of the projection $\pi$. To this end, we define the full linearized contact homology $KCH^\epsilon_\bullet(K; \mathbb{C})$ as the homology of the chain complex obtained by linearizing the knot contact homology differential of $K$ also with respect to the coefficients $\lambda$, $\mu$, and $Q$. More precisely, and analogously to (4.7), the $\epsilon$-linearized differential of a degree 1 chord $b_j$ is the vector

$$\tilde{\partial}^\epsilon_1(b_j) = \frac{\partial \Phi_j}{\partial \lambda} \bigg|_{\epsilon} + \frac{\partial \Phi_j}{\partial \mu} \bigg|_{\epsilon} \mu + \frac{\partial \Phi_j}{\partial Q} \bigg|_{\epsilon} Q + \sum_j \frac{\partial \Phi_j}{\partial a_i} \bigg|_{\epsilon} a_i \in \mathbb{C}^3 \oplus \mathbb{C}^a.$$

We then have the following:

Lemma 4.12. Let $\epsilon$ be an augmentation of $A_K$. The Zariski cotangent space to $\tilde{\mathcal{V}}_K$ at $\epsilon$ is isomorphic to $KCH^\epsilon_0(K; \mathbb{C})$.

Proof. Identical to the proof of Lemma 4.11.

5. Analysis of boundaries of moduli spaces

In this section, we begin by discussing gluing theorems associated to degenerations of annuli that do not have counterparts for disks. We then identify boundaries of moduli spaces that will be used in the proof of Theorems 1.1 and 1.2 in Section 6. There, the key point is to equate quantities that count ends of one-dimensional moduli spaces. To control compactifications of moduli spaces there are two ingredients: compactness and gluing. Compactness controls the possible limits of a sequence holomorphic curves. Here we use Gromov compactness and SFT compactness. Gluing produces a neighborhood in the moduli space of a broken configuration in such a limit. Here we use Floer gluing, which can be described as an infinite dimensional version of Newton iteration. We consider the results on disks as standard and focus on two gluing theorems that arise for annuli.

5.1. Gluing for once punctured annuli. The first case of degeneration and gluing for annuli was called elliptic boundary splitting in [EST19], and is depicted in Figure 3. It corresponds to the limit where the modulus of the annulus converges to infinity, by having one of its boundary loops shrink to a point, and can be described as follows. Use coordinates $(z_1, z_2, z_3) = (x_1 + iy_1, x_2 + iy_2, x_3 + iy_3)$ on $\mathbb{C}^3$. The Lagrangian boundary condition corresponds locally to $\mathbb{R}^3 = \{ y_1 = y_2 = y_3 = 0 \}$. Take the vector field $s = \partial_{y_3}$, and the 4-chain

$$V = \{(z_1, z_2, z_3) : y_1 = y_2 = 0, y_3 \geq 0 \},$$

oriented so that it induces the positive orientation on $\mathbb{R}^3$.

Consider the family of maps $u_\rho : [\rho, \infty) \times S^1 \to \mathbb{C}^3$, depending on a parameter $\rho > 0$, given by

$$u_\rho(\zeta) = \left( e^\zeta + e^{-\zeta - 2\rho}, -i(e^\zeta - e^{-\zeta - 2\rho}), 0 \right),$$

where $\zeta$ is a parameter in $S^1$. This family $u_\rho$ can be naturally identified with (4.6) above, replacing the basis vectors $a_i$ with the $da_i$. □
where the domain is thought of as a subset of the cylinder $\mathbb{C}/2\pi i \mathbb{Z}$. Note that $u_\rho(\{-\rho\} \times S^1)$ is a circle of radius $2e^{-\rho}$ in the $x_1 x_2$-plane and that the interior of $u_\rho$ is disjoint from the 4-chain. Consider also the family $v_t: [-\infty, \infty) \times S^1/(\{-\infty\} \times S^1) \to \mathbb{C}^3$, depending on a parameter $t \geq 0$, given by

$$v_t(\zeta) = (e^\zeta, -ie^\zeta, it), \quad t \in (-\epsilon, \epsilon),$$

where we think of the domain as a smooth disk. The intersection $v_t \cap V$ is the point $(0, 0, it)$. As $\rho \to \infty$ the map $u_\rho$ converges to $v_0$, which corresponds to when the family $v_t$ crosses the Lagrangian $\mathbb{R}^3$. This allows us to identify the limit nodal curve $u_\infty$ with the smooth curve $v_0$. We will sometimes write $u_t$ instead of $u_\rho$, under the identification $t = 1/\rho$.

Boundaries of a generic 1-parameter family of annuli in which the conformal ratio is going to infinity are locally modelled on the above family, in the following sense. Let $a_t$ for $t \in [0, \epsilon)$ and $b_t$ for $t \in (-\epsilon, \epsilon)$ be two families of maps to $(T^*\mathbb{R}^3, L)$, where $L$ is a Lagrangian (in practice $L = \mathbb{R}^3$, below), such that $a_0$ is a map from a domain with an elliptic node, with the node mapping to $p \in L$, and $b_0$ is the corresponding map from the normalization of $a_0$.

Then the pair $(a_t, b_t)$ is a standard elliptic degeneration if there exists a neighborhood $U$ around $p$ that can be identified with a neighborhood of the origin in $\mathbb{C}^3$ with the Lagrangian corresponding to $\mathbb{R}^3$ and an explicit 4-chain such that there is a diffeomorphism $U \to \mathbb{C}^3$ that respects the Lagrangian and the 4-chain and carries the intersections of the curves in the family with $U$ to the curves in the model family $(u_t, v_t)$ above. If instead $a_t$ is a nodal family for $t \in (-\epsilon, 0]$, we again say the pair is a standard elliptic degeneration if there is an identification as above with time reversed.

Let $L \subset T^*\mathbb{R}^3$ be a Lagrangian submanifold asymptotic to a Legendrian $\Lambda \subset ST^*\mathbb{R}^3$ and let $c$ be a degree one Reeb chord of $\Lambda$. Write $A^c$ and $D^c$ for an annulus and a disk, respectively, with a boundary puncture.

**Lemma 5.1.** Let $u_t: (A^c_t, \partial A^c_t) \to (T^*\mathbb{R}^3, \mathbb{R}^3 \cup L), t \in (0, \epsilon]$ be a transversely cut out 1-parameter family of annuli with a positive boundary puncture at $c$, with limit $u_0 = \lim_{t \to 0} u_t$ a map with an elliptic node. Let $v_t: (D^c, \partial D^c) \to (T^*\mathbb{R}^3, L)$ be a 1-parameter family of disks with a positive boundary puncture at $c$ and intersecting $V$ transversely at an interior marked point. If the normalization of $u_0$ equals $v_0$, then the pair $(u_t, v_t)$ is a standard elliptic degeneration.

It follows in particular that in the transverse case there is a natural bijection between those boundaries of 1-parameter families of annuli corresponding to maps with an elliptic node, on the one hand, and instances in moduli spaces of disks where the maps take an interior point to $\mathbb{R}^3$, on the other hand (see Figure 3).

**Proof.** This is [ES19, Lemma 4.16]. We recall the proof, which is a standard application of Floer gluing. The normalization of $u_0$ equals $v_0$, which intersects $\mathbb{R}^3$ at an interior point. Consider half-cylinder coordinates $[0, \infty) \times S^1$ around the preimage of the intersection point. We construct a pre-glued annulus by cutting the neighborhoods at large $\rho_0 \in [0, \infty)$ and interpolating to a cut-off version of the standard model of the elliptic node [5.1]. At this pre-glued curve, we invert the differential of the Cauchy–Riemann operator on the complement of the linearized variation of the 1-parameter family and then establish the quadratic estimate needed for Floer’s Newton iteration argument. Then, for sufficiently large $\rho > 0$, there are uniquely determined solutions in a neighborhood of the pre-glued annulus and arbitrarily near to it in the functional norm that we use (which as in [ES19] we take to be the Sobolev norm of maps with two derivatives in $L^2$) and thus the solution will be $C^1$-close to the pre-glued curve.

This gives the desired gluing result for the moduli spaces involved, i.e., the 1-dimensional space of smooth annuli near a nodal annulus is obtained by gluing that nodal annulus. Since the pre-glued family is clearly conjugate to the standard family and the glued family is arbitrarily $C^1$-close, it is also conjugate to the standard family. □
The second degeneration concerns instants when annuli without positive punctures split off of 1-parameter families of annuli with one positive puncture. This was called **hyperbolic boundary splitting** in [EST19], see the bottom arrow in Figure 4. The limit configuration consists of a rigid annulus and a disk intersecting it at a boundary point. Call such a configuration a **split annulus**.

More specifically, let $\mathcal{M}^*(c)$ denote the moduli space of disks with one boundary puncture at 1 mapping to a Reeb hord $c$ of index 1 and a boundary marked point at $-1$. The virtual dimension of this space is 2. Let $\mathcal{M}^*_\text{an}(L)$ denote the moduli space of annuli with a boundary marked point at 1 (in the boundary component mapping to $L$). Its virtual dimension is 1. We observed in Section 3 that, in our setting, we can assume both moduli spaces to be transversely cut out. The moduli space of split annuli is $\mathcal{M}^*_\text{an}(L) \times \mathcal{M}^*(c) \to L \times L$

is the product of evaluation maps and $\Delta_L \subset L \times L$ is the diagonal. Adapting arguments from e.g. [EST19] Section 4.4.1 or [MS04], one shows that $\text{ev}_1 \times \text{ev}_{-1}$ can be assumed transverse to $\Delta_L$. As illustrated by the bottom arrow in Figure 4, $(\text{ev}_1 \times \text{ev}_{-1})^{-1}(\Delta_L)$ is a boundary stratum of the Gromov compactification of the moduli space $\mathcal{M}^*_\text{an}(c, L)$ of annuli with one boundary puncture asymptotic to $c$.

**Lemma 5.2.** Let $\nu_t: (D^2, \partial D^2) \to (T^*\mathbb{R}^3, L)$ be a transversely cut out 1-parameter family of disks with one boundary puncture at $c$ and let $u: (A_r, \partial A_r) \to (T^*\mathbb{R}^3, \mathbb{R}^3 \cup L)$ be an embedded rigid annulus, such that $\nu_t$ intersects the boundary of $u(A_r)$ transversely at $t = 0$. Then, for each such intersection point and each $d > 0$, there is a 1-parameter family of annuli with one positive puncture at $c$ and whose Gromov-limit consists of $\nu_0$ and the $d$-fold cover of $u$.

In other words, there is a neighborhood of $(\text{ev}_1 \times \text{ev}_{-1})^{-1}(\Delta_L)$ in the Gromov compactification of $\mathcal{M}^*_\text{an}(c, L)$ that is diffeomorphic to the product of $(\text{ev}_1 \times \text{ev}_{-1})^{-1}(\Delta_L)$ with the interval $[0, 1]$.

**Proof.** Since the markers kill the automorphisms of the annuli, the proof reduces to the well-known case of gluing of holomorphic curves with two boundary components meeting with transverse evaluation maps at a nodal point, see for example [FOOO09] or [BC07] Theorem 4.1.2. □
Remark 5.3. Lemma 5.2 is a simple example of a gluing theorem where multiple covers are left unperturbed. In the present situation, only one of the components is multiply covered and since it is an annulus only regular covers contribute. In general, when two simple curves that both admit formally rigid multiple covers intersect on the boundary, one must take into account contributions from all of the branched covers with constant curves attached when gluing. For a further discussion of this point, see [EKL20a].

5.2. The boundary of the space of once-punctured annuli. Let $K \subset \mathbb{R}^3$ be a knot and let $\Lambda_K$ be its Legendrian knot conormal. We write $L$ for a Lagrangian filling of $\Lambda_K$, where either $L = L^e_K$ or $L = M^e_K$. We assume that $L \cap \mathbb{R}^3$ is transverse and consists of a collection of points $\xi_j$ of index 1 and $\eta_j$ of index 2. (For $L^e_K$, there are no points in the intersection and for $M^e_K$, intersection points correspond to critical points of a circle valued Morse function.) Fix a Reeb chord $c$ of degree 1.

Denote by $\mathcal{M}_{an}(c)$ the moduli space of holomorphic annuli with one positive boundary puncture at $c$, one boundary component on $\mathbb{R}^3$ and the other on $L$. Its boundary components are the following, see Figure 5.

- $\mathcal{M}(c) \times_{ev_2} \mathcal{M}_{an}(\mathbb{R}^3, L)$ is a fibered product of moduli spaces. $\mathcal{M}(c)$ is the moduli space of holomorphic disks with boundary on $L$ and one positive puncture asymptotic to $c$, and $\mathcal{M}_{an}(\mathbb{R}^3, L)$ is the moduli space of annuli with one boundary component on $\mathbb{R}^3$ and the other on $L$. The fibered product is over boundary evaluation maps. Note that the orientation of the moduli spaces, of the boundary of the disk, and of the Lagrangians induces an orientation of $\mathcal{M}(c) \times_{ev_2} \mathcal{M}_{an}(\mathbb{R}^3, L)$.
- $\mathcal{M}(c; L)$ is the moduli space of holomorphic disks in $T^*\mathbb{R}^3$, with boundary on $L$ and an interior marked point mapping to $\mathbb{R}^3$. Note that the orientation of the moduli space, of the domain disk, and of the Lagrangian induces an orientation of $\mathcal{M}(c; L)$.
- $\mathcal{M}_{an}(c, a) := \bigcup_j \mathcal{M}(c, a_j) \times \mathcal{M}_{an}(a_j)$ is a union of products of moduli spaces. $\mathcal{M}(c, a_j)$ is the moduli space of strips that give the contribution of $a_j$ to the $\ell_L$-linearized differential of $c$. These strips in $\mathbb{R} \times ST^*\mathbb{R}^3$ have a positive puncture asymptotic to $c$ and a negative puncture asymptotic to $a_j$. They may have additional negative punctures asymptotic to Reeb chords of degree 0, in which case each such chord comes with a punctured disk in $T^*\mathbb{R}^3$ with boundary on $L$ and boundary puncture asymptotic to the Reeb chord. The space $\mathcal{M}_{an}(a_j)$ is the moduli space of annuli with a positive boundary puncture asymptotic to $a_j$, one boundary component on $L$ and the other on $\mathbb{R}^3$.
- $\mathcal{M}_{an}(c) \times_{ev_2} \mathcal{M}(L)$ is a fibered product over boundary evaluation maps, where $\mathcal{M}(L)$ is the moduli space of holomorphic disks with boundary on $L$. As above, there is a natural orientation induced on $\mathcal{M}_{an}(c) \times_{ev_2} \mathcal{M}(L)$.
- $\mathcal{M}(c, \xi) = \bigcup_j \mathcal{M}(c, \xi_j, \xi_j)$ is a union of moduli spaces. $\mathcal{M}(c, \xi_j, \eta_j)$ is the space of holomorphic disks with boundary on $L \cup \mathbb{R}^3$ with three boundary punctures: one positive puncture asymptotic to $c$ and two punctures asymptotic to the intersection point $\xi_j$.
- $\mathcal{M}(c, \eta) = \bigcup_j \mathcal{M}(c, \eta_j, \eta_j)$ is a similar union of moduli spaces. $\mathcal{M}(c, \eta_j, \eta_j)$ is the space of holomorphic disks with boundary on $L \cup \mathbb{R}^3$ with three boundary punctures: one positive puncture asymptotic to $c$ and two punctures asymptotic to the intersection point $\eta_j$.

**Lemma 5.4.** For a generic almost complex structure, the moduli space $\mathcal{M}_{an}(c)$ is transversely cut out and forms a 1-manifold with a natural compactification. Its (oriented) boundary is

$$\partial \mathcal{M}_{an}(c) = \mathcal{M}(c) \times_{ev_2} \mathcal{M}_{an}(\mathbb{R}^3, L) \cup \mathcal{M}(c; L) \cup \mathcal{M}_{an}(c, a) \cup \mathcal{M}_{an}(c) \times_{ev_2} \mathcal{M}(L) \cup \mathcal{M}(c, \xi) \cup \mathcal{M}(c, \eta).$$

See Figure 5. For almost complex structures as in Lemma 3.2, the set $\mathcal{M}(L)$ is empty and hence $\mathcal{M}_{an}(c) \times_{ev_2} \mathcal{M}(L)$ is also empty.
Proof. Note that every curve in $\mathcal{M}(c)$ has injective points near the positive puncture, and hence standard arguments show that perturbing the almost complex structure suffices to achieve transversality. To understand the boundary, we consider degenerations of the domain where the limit is either a nodal curve with one disk and one annulus component or the conformal ratio of the annulus goes to infinity. The nodal limits are curves in $\mathcal{M}(c, a)$ for $\mathcal{M}(c)$ and $\mathcal{M}(\gamma, \xi)$ for $\mathcal{M}(c, \eta)$. To parameterize a neighborhood of the boundary of $\mathcal{M}(c)$, we use Lemma 5.2 for $\mathcal{M}(c)$, for $\mathcal{M}(c, a)$ we use SFT-gluing, see e.g. [CELN17, Section 10] and for $\mathcal{M}(c, \eta)$ we use standard boundary gluing, see [ES16, Section 6]. Degeneration of the conformal ratio of the annulus corresponds to $\mathcal{M}(c, \eta)$. where a neighborhood of the boundary is parameterized via Lemma 5.1 for $\mathcal{M}(c, \eta)$ (which corresponds to when the modulus of the annulus goes to infinity), and gluing at a Lagrangian intersection point for $\mathcal{M}(c, \xi) \cup \mathcal{M}(c, \eta)$ (corresponding to when the modulus goes to zero), see [ES14, Appendix A.4–6]. Note here that the orientation of the moduli space of disks with corners is induced by the oriented capping disks that are required to glue to the a closed disk with the Fukaya orientation, see Section 3.4.1. Then, gluing the orientation of the disks and those of the caps gives the Fukaya orientation of the annulus together with the orientation of the gluing of the capping disks. It follows that the disk has the boundary orientation of the space of annuli.

5.3. Curve counts at infinity. In this section, we construct 1-dimensional moduli spaces such that some of their boundary components coincide with certain boundary components of $\mathcal{M}_{an}(c)$ in (5.2), namely $\mathcal{M}(c) \times_{ev_e} \mathcal{M}_{an}(\mathbb{R}^3, L)$ and $\mathcal{M}(c, L)$. In order to treat $L = L^K_\delta$ and $L = M^K_\delta$ simultaneously, we consider curves $\alpha$ and $\beta$ in $\Lambda_K$ whose homology classes generate $H_1(\Lambda_K, \mathbb{Z})$, so that $[\alpha]$ generates $H_1(L, \mathbb{Z})$ and $\beta$ is null-homologous in $L$ (so, $\alpha = x$ and $\beta = p$ if $L = L^K_\delta$, and vice versa if $L = M^K_\delta$.)
We start with $\mathcal{M}(c) \times_{ev} \mathcal{M}_{an}(\mathbb{R}^3, L)$, and use a construction similar to one used in the definition of the disk potential in [AEVN14]. Each holomorphic annulus $u: A_R \to T^*\mathbb{R}^3$ in $\mathcal{M}_{an}(\mathbb{R}^3, L)$ specifies, by restricting to the boundary component $\bar{c}_u A_R$ that maps to $L$, an element in $H_1(L; \mathbb{Z})$. An area argument shows that this element is of the form $k_u[\alpha]$, where $k_u \in \mathbb{Z}_+$ and $\alpha$ is the curve specified in the previous paragraph. Let $\sigma_u$ be a smooth Borel–Moore 2-chain with integer coefficients in $L$, such that $\sigma_u$ gives a homology between the loop $u(\bar{c}_u A_R)$ and $k_u \alpha$ in $\Lambda_K$ at infinity. We call $\sigma_u$ a **bounding chain** for $u$, as in [AEVN14 Section 6.3].

Let

$$\sigma = \{(u, \sigma_u)|u \in \mathcal{M}_{an}(L)\}$$

denote the set of all the pairs consisting of an annulus in $\mathcal{M}_{an}(L)$ with its bounding chain. Recall that for every fixed $E > 0$, there are finitely many annuli of energy at most $E$.

Define $\mathcal{M}(c, \sigma)$ as the 1-dimensional moduli space of pairs $(u_1, u_2)$, where $u_1 \in \mathcal{M}_{an}(L)$ is a holomorphic annulus and $u_2$ is a holomorphic disk in $T^*\mathbb{R}^3$ with one positive boundary puncture asymptotic to $c$ and a boundary point intersecting $\sigma_{u_1}$ transversely. See Figure 6.

We next describe the boundary of $\mathcal{M}(c, \sigma)$ in terms of other moduli spaces as follows.

- Let $\mathcal{M}^\times(c, \sigma)$ denote the moduli space of pairs $(u_1, u_2)$ as follows. Here $u_1 \in \mathcal{M}_{an}(L)$ is a holomorphic annulus and $u_2$ is a holomorphic disk in $\mathbb{R} \times ST^*\mathbb{R}^3$ with one positive boundary puncture asymptotic to $c$ and a boundary point intersecting $k_{u_2} \alpha$ transversely in $\Lambda_K$. Note that the orientation of the boundary of the annulus induces an orientation of the bounding chain, which together with the orientations of the moduli spaces and of the boundary of the disk gives an orientation of $\mathcal{M}^\times(c, \sigma)$.

  The schematic representation of $\mathcal{M}^\times(c, \sigma)$ in Figure 6 should be thought of as a simplification, since each of these Reeb chords comes with a punctured holomorphic disk with boundary in $L$ and a puncture asymptotic to the Reeb chord. A more accurate illustration of the terms at infinity is given in Figure 7. By Lemma 3.2 (ii), we can use $L^K$ to compute $\epsilon_L$. Similar observations should be made about curves at infinity in the various moduli spaces considered in this section.

- Let $\mathcal{M}(c, a, \sigma)$ denote the union of products

$$\mathcal{M}(c, a, \sigma) = \bigcup_j \mathcal{M}(c, a_j) \times \mathcal{M}(a_j, \sigma).$$

**Figure 6.** The boundary of $\mathcal{M}(c, \sigma)$
Lemma 5.5. The (oriented) boundary of the moduli space $\mathcal{M}(c, \sigma)$ is
$$\mathcal{M}(c, \sigma) \cup \mathcal{M}(c) \times_{ev_0} \mathcal{M}_{an}(\mathbb{R}^3, L) \cup \mathcal{M}(c, a, \sigma).$$

See Figure 6

Proof. There are three sources of non-compactness: either $u_2$ breaks which corresponds to $\mathcal{M}(c, a, \sigma)$, or it moves to infinity which corresponds to $\mathcal{M}(c, \sigma)$, or the intersection of $u_2$ with $\sigma u_1$ moves to the boundary of $u_1$ which corresponds to $\mathcal{M}(c) \times_{ev_0} \mathcal{M}_{an}(\mathbb{R}^3, L)$. \hfill \Box

We now consider the moduli space $\mathcal{M}(c, L)$ in (5.2) from a similar point of view. Fix a smooth Borel–Moore 4-chain with integer coefficients in $V$ in $T^*\mathbb{R}^3$ whose boundary is $\mathbb{R}^3$. Explicitly, we can pick a section $s$ of the trivial bundle $ST^*\mathbb{R}^3 \to \mathbb{R}^3$ (as in Section 4.1) and define
$$V := \{ts(x) \mid t \geq 0, x \in \mathbb{R}^3\} \subset T^*\mathbb{R}^3.$$  

We then identify the boundary at infinity of $V$, which we denote by $\partial^\infty V$, with the section $s$.

We also need to take into account the fact that $V \cap L \neq \emptyset$. For generic $s$, $V \cap L$ is an oriented 1-manifold $\gamma$ with boundary at infinity $\partial^\infty \gamma = s \cap \Lambda_K$, which is an oriented 0-manifold. We pick a 1-manifold $\tau \subset \Lambda_K$ such that $\partial \tau = \partial^\infty \gamma$. Such $\tau$ was introduced in the discussion that precedes Lemma 4.3. That discussion addresses the homological ambiguity in the choice of $\tau$, and implies that we can choose $\tau$ so that the 1-cycle $\gamma + \tau$ is null-homologous in $L$. We make this assumption on $\tau$. Finally, pick a bounding chain $\sigma_\tau$ for $\gamma + \tau$, in the same manner as was done above for the curves in $L$ that are boundaries of holomorphic annuli $u \in \mathcal{M}_{an}(\mathbb{R}^3, L)$. See Figure 8

Remark 5.6. Even under the assumption in the previous paragraph, the choice of $\tau$ is not homologically unique. More precisely, we can modify $\tau$ by adding a multiple $k \cdot \beta$ of the curve $\beta$ in $\Lambda_K$, which is null-homologous in $L$.

We now introduce new moduli spaces. The following are 1-dimensional:
\begin{itemize}
  \item $\mathcal{M}(c, V)$ is the moduli space of holomorphic disks with boundary on $L$, with one positive boundary puncture asymptotic to $c$ and one interior marked point mapping to $V$, see Figure~\ref{fig:boundaryMV}. Note that the orientation of $\mathbb{R}^3$ gives an orientation on $V$, which together with orientations of the moduli space and the source disk gives and orientation on $\mathcal{M}(c, V)$.
  \item $\mathcal{M}(c, \sigma_\tau)$ is the moduli space of holomorphic disks with boundary on $L$, with one positive boundary puncture asymptotic to $c$ and one boundary marked point mapping to the bounding chain $\sigma_\tau$, see Figure~\ref{fig:boundaryMst}.
\end{itemize}

The boundaries of these 1-dimensional moduli spaces will contain the following 0-dimensional moduli spaces:

\begin{itemize}
  \item The moduli space $\mathcal{M}^\times(c, \partial^\times V)$ of holomorphic disks in $\mathbb{R} \times \mathbb{S}^1 \mathbb{R}^3$, with a positive boundary puncture at $c$ and an interior marked point mapping to $\partial^\times V$. This space is oriented in the same way as $\mathcal{M}(c, V)$.
  \item The moduli space $\mathcal{M}(c, \gamma)$ of holomorphic disks with a positive boundary puncture at $c$ and a boundary marked point mapping to $\gamma$. This space is oriented in the same way as $\mathcal{M}(c, \sigma_\tau)$.
  \item The moduli space $\mathcal{M}(c, a, V)$: the union of products of moduli spaces $\mathcal{M}(c, a_j) \times \mathcal{M}(a_j, V)$, where $\mathcal{M}(a_j, V)$ is the moduli space of disks with boundary on $L$, one positive boundary puncture asymptotic to $a_j$ and one interior marked point mapping to $V$. The space is oriented in the same way as $\mathcal{M}(c, V)$.
  \item The moduli space $\mathcal{M}^\times(c, \tau)$ of holomorphic disks in $\mathbb{R} \times \mathbb{S}^1 \mathbb{R}^3$, with one positive boundary puncture asymptotic to $c$ and one boundary marked point mapping to $\tau$. This space is oriented in the same way as $\mathcal{M}(c, \sigma_\tau)$.
\end{itemize}
The moduli space $\mathcal{M}(c, a, \sigma_\tau)$: the union of products of moduli spaces $\mathcal{M}(c, a_j) \times \mathcal{M}(a_j, \sigma_\tau)$, where $\mathcal{M}(a_j, \sigma_\tau)$ is the moduli space of disks with boundary on $L$, one positive boundary puncture asymptotic to $a_j$ and one boundary marked point mapping to $\sigma_\tau$. This space is oriented in the same way as $\mathcal{M}(c, \sigma_\tau)$.

**Lemma 5.7.** The 1-dimensional moduli space $\mathcal{M}(c, V)$ has a natural compactification with (oriented) boundary

$$\mathcal{M}(c, L) \cup \mathcal{M}^\infty(c, \partial^\infty V) \cup \mathcal{M}(c, \gamma) \cup \mathcal{M}(c, a, V).$$

See Figure 9.

**Proof.** The boundary of $\mathcal{M}(c, V)$ is given by three degenerations. First, the interior marked point can move to the boundary of $V$, which gives $\mathcal{M}(c, L)$. Second, the holomorphic curves can move to the boundary in the moduli space of maps. This corresponds here to the curve moving to infinity which gives $\mathcal{M}^\infty(c, \partial^\infty V)$, or to SFT-breaking which gives $\mathcal{M}(c, a, V)$. Third, the interior marked point can move to the boundary of the domain, which corresponds to $\mathcal{M}(c, \gamma)$.

Similarly, we have the following result.

**Lemma 5.8.** The 1-dimensional moduli space $\mathcal{M}(c, \sigma_\tau)$ has a natural compactification with (oriented) boundary

$$\mathcal{M}(c, \gamma) \cup \mathcal{M}^\infty(c, \tau) \cup \mathcal{M}(c, a, \sigma_\tau).$$

See Figure 10.

**Proof.** The boundary of $\mathcal{M}(c, \tau)$ is given by two degenerations. First, the marked point can move to the boundary of $\sigma_\tau$, which gives $\mathcal{M}(c, \gamma)$. Second, the holomorphic curves can move to the boundary in the moduli space of maps. This corresponds here to the curve moving to infinity which gives $\mathcal{M}^\infty(c, \tau)$, or to SFT-breaking which gives $\mathcal{M}(c, a, \sigma_\tau)$.

5.4. **Counts of Floer strips.** In the previous section we related the first two boundary terms in (5.2) with curve counts at infinity. Here we will carry out a similar analysis of the last two terms in (5.2).

We now take $L = M^*_K$, and as above we denote by $\xi = \{\xi_i\}$ the intersection points in $L \cap \mathbb{R}^3$ of index 1 and by $\eta = \{\eta_j\}$ those of index 2. We consider the following moduli spaces, illustrated in Figure 11:

- The 1-dimensional moduli spaces $\mathcal{M}(c, \xi_i, \eta_j)$ of holomorphic disks in $T^*\mathbb{R}^3$ with one positive boundary puncture asymptotic to $c$, two boundary components mapping to $M^*_K$, one boundary component mapping to $\mathbb{R}^3$, and two boundary punctures asymptotic to Lagrangian intersection points $\xi_i$ and $\eta_j$.
- The 0-dimensional moduli spaces $\mathcal{M}(c, \xi_i, \xi_j)$ of holomorphic disks in $T^*\mathbb{R}^3$ with one positive boundary puncture asymptotic to $c$, two boundary components mapping to $M^*_K$, one boundary component mapping to $\mathbb{R}^3$, and two boundary punctures asymptotic to Lagrangian intersection points $\xi_i$ and $\xi_j$.
- The 0-dimensional moduli spaces $\mathcal{M}(c, \eta_i, \eta_j)$ of holomorphic disks in $T^*\mathbb{R}^3$ with one positive boundary puncture asymptotic to $c$, two boundary components mapping to $M^*_K$, one boundary component mapping to $\mathbb{R}^3$, and two boundary punctures asymptotic to Lagrangian intersection points $\eta_i$ and $\eta_j$.
- The union of products of moduli spaces

$$\mathcal{M}(c, a, \xi_i, \eta_j) = \bigcup_{a_k \in A} \mathcal{M}(c, a_k) \times \mathcal{M}(a_k, \xi_i, \eta_j),$$

where the union is over Reeb chords $a_k$ of index 0.
The boundary of \( \mathcal{M}(c, \xi, \eta_j) \) consists of

\[
\bigcup_k \mathcal{M}(\xi_i, \eta_k) \times \mathcal{M}(c, \eta_k, \eta_j)
\cup
\bigcup_k \mathcal{M}(c, \xi_i, \xi_k) \times \mathcal{M}(\xi_k, \eta_j)
\cup
\mathcal{M}(c) \times_{\text{ev}_2} \mathcal{M}(\xi_i, \eta_j)
\cup
\mathcal{M}(c, a, \xi_i, \eta_j).
\]

Here, \( \text{ev}_2 \) are evaluation maps at marked points in boundary components mapping to \( M^K_\delta \). See Figure 11.

**Proof.** The contributions to the boundary of \( \mathcal{M}(c, \xi_i, \eta_j) \) correspond to three types of breaking. Breaking at an intersection point gives \( \bigcup_k \mathcal{M}(\xi_i, \eta_k) \times \mathcal{M}(c, \eta_k, \eta_j) \) and \( \bigcup_k \mathcal{M}(c, \xi_i, \xi_k) \times \mathcal{M}(\xi_k, \eta_j) \). Boundary breaking gives \( \mathcal{M}(c) \times_{\text{ev}_2} \mathcal{M}(\xi_i, \eta_j) \), where the orientation is induced from the orientations of the moduli spaces, the boundaries of the domains and the orientation of \( M^K_\delta \). Finally, SFT-breaking at a Reeb chord gives \( \mathcal{M}(c, a, \xi_i, \eta_j) \). \( \square \)

Our next goal is to relate the moduli space \( \mathcal{M}(c) \times_{\text{ev}_2} \mathcal{M}(\xi_i, \eta_j) \) with curve counts at infinity. Lemma 5.10 below will be an analogue of Lemma 5.5 replacing the annuli with strips. Pick smooth arcs \( \gamma_{ij} \) in \( M^K_\delta \) connecting the intersection points \( \xi_i \) and \( \eta_j \) to some fixed basepoint in \( M^K_\delta \). Let \( U \) be the closure of a small neighborhood of all such arcs which is topologically a disk. In order to remove geometrically irrelevant evaluation conditions on moduli spaces, we will count intersections in the quotient space \( M^K_\delta / U \), which is naturally homotopy equivalent to \( M^K_\delta \), compare [EL23, Section 3.2]. The advantage of the quotient space is that boundary arcs of disks between \( \xi_j \) and \( \eta_j \) map to closed curves. Then for every \( u \in \mathcal{M}(\xi_i, \eta_j) \), pick a bounding chain \( \tilde{\sigma}_u \) in \( M^K_\delta / U \) for the loop corresponding to its boundary component in \( M^K_\delta \).

We write \( \mathcal{M}(c, \xi_i, \eta_j, \tilde{\sigma}) \) for the 1-dimensional moduli space of pairs \( (u_1, u_2) \), where \( u_1 \) is a holomorphic strip between \( \xi_i \) and \( \eta_j \), and \( u_2 \) is a disk with boundary on \( M^K_\delta \), one positive boundary puncture asymptotic to \( c \) and a boundary marked point intersecting \( \tilde{\sigma}_u \) transversely. See Figure 12.
Let Proposition 6.1.

For every \( \epsilon \) denote by \( \tilde{c} \) boundary marked point in \( u \) and \( M \).

Proof.
The boundary component \( \partial \tilde{M} \).

See Figure 12.

To describe the boundary of \( \mathcal{M}(c, \xi, \eta, \tilde{\sigma}) \), we need the following 0-dimensional moduli spaces:

- \( \mathcal{M}^\infty(c, \xi, \eta, \tilde{\sigma}) \) is a moduli space of pairs \((u_1, u_2)\), where \( u_1 \) is a holomorphic strip between \( \xi_i \) and \( \eta_j \), and \( u_2 \) is a disk in \( \mathbb{R} \times ST^*\mathbb{R}^3 \) with boundary on \( \mathbb{R} \times \Lambda_K \), one positive boundary puncture asymptotic to \( c \) and one boundary marked point intersecting \( \partial^\infty \tilde{\sigma}_u \) transversely in \( \Lambda_K \). This space is oriented from by the orientation of the moduli spaces, the boundary of the disk, and the intersection in \( \Lambda_K \).

- \( \mathcal{M}(c, a, \xi, \eta, \tilde{\sigma}) \) is the union \( \bigcup_k \mathcal{M}(c, a_k) \times \mathcal{M}(a_k, \xi, \eta, \tilde{\sigma}) \).

Lemma 5.10. The (oriented) boundary of the moduli space \( \mathcal{M}(c, \xi, \eta, \tilde{\sigma}) \) is

\[
\mathcal{M}^\infty(c, \xi, \eta, \tilde{\sigma}) \cup \mathcal{M}(c) \times_{ev} \mathcal{M}(\xi, \eta) \cup \mathcal{M}(c, a, \xi, \eta, \tilde{\sigma}).
\]

See Figure 12.

Proof. The boundary component \( \mathcal{M}^\infty(c, \xi, \eta, \tilde{\sigma}) \) corresponds to when the disk \( u_2 \) moves to infinity, and \( \mathcal{M}(c, a, \xi, \eta, \tilde{\sigma}) \) corresponds to SFT-breaking of \( u_2 \). The remaining terms correspond to the boundary marked point in \( u_2 \) moving to the boundary of \( \tilde{\sigma}_u \).

\( \square \)

6. FROM KNOT CONTACT HOMOLOGY TO THE ALEXANDER POLYNOMIAL

In this section we prove Theorems 1.1 and 1.2. The argument will be based on combining the moduli space analysis of Section 5 with computations of the linearized contact homologies associated to specific augmentations of \( \Lambda_K \).

6.1. Linearized contact homology and the augmentation variety. We will now establish some basic properties of augmentation varieties. We first state Propositions 6.1 and 6.6 and discuss some immediate consequences. Later we will turn to the proofs of these propositions. Recall that associated to the conormal Lagrangian \( L_K \) there is an augmentation of \( \mathcal{A}_K \) with \((\lambda, \mu, Q) = (1, 1, 1)\). Denote by \( \mathbf{e}_0 \) the corresponding point in \( \tilde{V}_K \subset (\mathbb{C}^*)^3 \times \mathbb{C}^a \).

Proposition 6.1. Let \( K \subset \mathbb{R}^3 \) be any knot.

- There is an open neighborhood of \( \mathbf{e}_0 \in (\mathbb{C}^*)^3 \times \mathbb{C}^a \) with respect to the Zariski topology, in which the full augmentation variety \( \tilde{V}_K \) is a smooth two-dimensional complex algebraic variety.

- There is an open neighborhood \( U \) of \( \mathbf{e}_0 \in (\mathbb{C}^*)^3 \times \mathbb{C}^a \) with respect to the standard metric topology, in which \( \tilde{V}_K \) admits a holomorphic parametrization by the coordinates \((\lambda, \mu)\).

The following are useful consequences of this result.

Corollary 6.2. For every \( K \), the augmentation variety \( V_K \) has dimension 2 or 3. The ideal \( I(V_K) \) is principal, hence the augmentation polynomial \( \text{Aug}_K \) exists (but might be 0).
Proof. Since $\tilde{V}_K$ is two-dimensional and parametrized by $(\lambda, \mu)$ near $\epsilon_0$, the maximal-dimensional components of $\text{Cl}(\pi(\tilde{V}_K)) \subset (\mathbb{C}^*)^3$ are at least 2-dimensional. Hence, $\dim_{\mathbb{C}}(V_K) \geq 2$. If this dimension is 3, then $V_K = (\mathbb{C}^*)^3$ and $\text{Aug}_K = 0$. If the dimension is 2, then $V_K$ can be described as the zero set of some polynomial. \hfill \Box

Remark 6.3. Corollary 6.2 could also be deduced from results on the cord algebra in [CELN17] in combination with [ALEN14, Section 6.11], see also [Cor17].

Remark 6.4. Corollary 6.2 is compatible with [Ng14, Conjecture 5.3], which predicts that $\text{Aug}_K = 0$ should not be possible. In Section 7.1 below, we observe that one condition that implies $\text{Aug}_K \neq 0$ is if $I_K = R \cap \hat{I}_K$ is not the zero ideal in $R$ (recall Section 4.2 for the relevant notation).

Corollary 6.5. For every $K$, $V_K$ contains the points $(\lambda, 1, 1)$ and $(1, \mu, 1)$, for all $\lambda \in \mathbb{C}^*$ and all $\mu \in \mathbb{C}^*$.

Proof. Let $U$ be the open set in Proposition 6.1. As we saw in Example 4.5, the set $\pi(U)$ contains open neighborhoods $U_\lambda$ and $U_\mu$ (in the standard metric topology) of the point $(1, 1, 1)$ in the lines $\{(\lambda, 1, 1)\} \subset (\mathbb{C}^*)^3$ and $\{(1, \mu, 1)\} \subset (\mathbb{C}^*)^3$, respectively. On the other hand, it follows from the proof of Corollary 6.2 that $\pi(U)$ is contained in $V_K$. Since $V_K$ is an affine set containing the non-empty open set $U_\lambda$ of the line $\{(\lambda, 1, 1)\}$, it contains the whole line. Similarly, it contains the whole line $\{(1, \mu, 1)\}$. \hfill \Box

The next result concerns the linearized knot contact homology of augmentations near $\epsilon_0$. We point out that the symbol $\partial$ is used with two different meanings in the statement: in the definition of $F$, the term $\partial(y(\lambda, \mu))$ denotes the contact homology differential of $y(\lambda, \mu)$; afterwards, $\partial_Q F$ denotes the partial derivative of the function $F(\lambda, \mu, Q)$ with respect to the variable $Q$.

Proposition 6.6.

(1) There is an open neighborhood $U'$ of $\epsilon_0 \in (\mathbb{C}^*)^3 \times \mathbb{C}^\alpha$ with respect to the standard metric topology such that, for every augmentation $\epsilon \in U'$, we have

$$KCH^*_K(K; \mathbb{C}) \cong \begin{cases} \mathbb{C} & \text{if } k = 1 \text{ or } 2 \\ 0 & \text{otherwise} \end{cases}.$$ 

(2) Let $U$ be as in Proposition 6.1 and denote the parametrization of $\tilde{V}_K$ in $U \cap U'$ by $\epsilon_{\lambda, \mu}$. Then there is a linear combination $y(\lambda, \mu)$ of Reeb chords, with coefficients analytic in $\lambda$ and $\mu$, representing a generator of $KCH^*_K(K; \mathbb{C})$ such that the following holds. Write $F(\lambda, \mu, Q) := \partial(y(\lambda, \mu))|_{a \to \epsilon(\lambda, \mu)(a)}$, where $\partial$ denotes the differential in $\mathcal{A}_K$ and $a = (a_1, \ldots, a_n)$ denotes the ordered set of all index zero Reeb chords. Then,

$$\langle \partial_Q F \rangle|_{\lambda = \mu = Q = 1} \neq 0$$

and

$$\langle \partial_\lambda F \rangle|_{\lambda = Q = 1} \text{ is non-constant, as a function of } \mu.$$

Since the function $\langle \partial_\lambda F \rangle|_{\lambda = Q = 1}$ is holomorphic, it has isolated zeros.

Propositions 6.1 and 6.6 imply Theorem 1.1. Note that the restriction of $d_{\epsilon_0} \pi$ to $\tilde{V}_K$ sends vectors tangent to the curve of augmentations associated to the filling $L_K$ to $\text{Span}(\partial_x)$. Similarly, $d_{\epsilon_0} \pi$ sends vectors tangent to the curve of augmentations associated to the filling $M_K$ to $\text{Span}(\partial_p)$. 

\[ \partial_p F |_{\lambda = mulitnomial \Rightarrow \text{constant}} \]
Remark 6.7. In [Ng08 Proposition 4.4], it is shown that there is an isomorphism of \( \mathbb{Q}[\mu^{\pm 1}] \)-modules

\[
KCH^{K}_1(K; \mathbb{Q}) \cong (H_1(\tilde{M}_K; \mathbb{Q}) \oplus \mathbb{Q}[\mu^{\pm 1}]) \otimes_{\mathbb{Q}[\mu^{\pm 1}]} (H_1(\tilde{M}_K; \mathbb{Q}) \oplus \mathbb{Q}[\mu^{\pm 1}]) \oplus (\mathbb{Q}[\mu^{\pm 1}])^m,
\]

for some \( m \geq 0 \), where \( \tilde{M}_K \) is the universal Abelian cover of the knot complement. This already implies that the Alexander polynomial can be obtained from linearized knot contact homology. Proposition \( \ref{prop:alexander} \) implies that \( m = 0 \) for every knot \( K \).

We will now begin a discussion that will lead up to the proofs of Propositions \( \ref{prop:alexander} \) and \( \ref{prop:augmentation} \).

6.2. A 1-parameter family of generators. We begin by recalling some results from [EN20]. Consider the 1-parameter family of augmentations \( \epsilon_{L_K} \) induced by \( L_K \). This family is parametrized by \( \lambda \in \mathbb{C}^* \), which can be thought of as the monodromy around \( K \) of a flat connection on a trivial complex line bundle over \( L_K \) (or over its deformation retract \( K \)). Let \( KCC^\epsilon_{L_K, \lambda}(K; \mathbb{C}) \) denote the chain complex of knot contact homology, linearized with respect to this augmentation for a specific value of \( \lambda \in \mathbb{C}^* \). We will obtain a topological model for \( KCH^\epsilon_{L_K, \lambda}(K; \mathbb{C}) \).

Let \( \mathcal{P}_K \) denote the space of paths in \( \mathbb{R}^3 \) that start and end in \( K \), and let \( \mathcal{P}_K^0 \subset \mathcal{P}_K \) denote the space of constant paths. There is a local coefficient system over \( \mathcal{P}_K \) associated to the concatenation of group homomorphisms

\[
\pi_1(\mathcal{P}_K) \to \pi_1(K) \times \pi_1(K) \to \pi_1(K) \overset{\lambda}{\to} \mathbb{C}^*,
\]

where \( \pi_1(\mathcal{P}_K) = \pi_1(\mathcal{P}_K, p) \) for some choice of basepoint \( p \in \pi_1(\mathcal{P}_K^0) \). The first map in \( \ref{eq:local_coeff} \) is induced by evaluation at the endpoints of a path, the second map is \( (g_1, g_2) \mapsto g_1g_2^{-1} \) in the group \( \pi_1(K) \), and the last map is induced by the monodromy \( \lambda \) of the flat connection on \( K \). Let \( C^\lambda_{\mathbb{C}}(\mathcal{P}_K; \mathbb{C}) \) and \( C^\lambda_{\mathbb{C}}(\mathcal{P}_K^0; \mathbb{C}) \) be the corresponding singular chain complexes with local coefficients, and let \( C^\lambda_{\mathbb{C}}(\mathcal{P}_K; \mathbb{C})/C^\lambda_{\mathbb{C}}(\mathcal{P}_K^0; \mathbb{C}) \) be the relative chain complex.

Let

\[
\Theta^\lambda: KCC^\epsilon_{L_K, \lambda}(K; \mathbb{C}) \to C^\lambda_{\mathbb{C}}(\mathcal{P}_K, \mathcal{P}_K^0; \mathbb{C}),
\]

be the linear map defined as follows. If \( c \) is a Reeb chord then let \( \mathcal{N}(c, L_K \cup \mathbb{R}^3) \) denote a moduli space of holomorphic maps \( u: D \to T^*\mathbb{R}^3 \), where \( D \) is the unit disk with three boundary punctures at \( 1, i, -1 \). We require \( u \) to be asymptotic to \( c \) at \( i \), and to map the boundary segments between \( i \) and \(-1 \) and between \( i \) and \( L_K \). Also, \( u \) maps the boundary segment between \(-1 \) and \( 1 \) to \( \mathbb{R}^3 \), and it can be extended continuously at \( 1 \) and \(-1 \). See Figure \( \ref{fig:moduli} \). Restricting the maps \( u \) to the boundary segment between \(-1 \) and \( 1 \), \( \mathcal{N}(c, L_K \cup \mathbb{R}^3) \) parametrizes a family of paths in \( \mathcal{P}_K \) and we define \( \Theta^\lambda(c) \) as the chain parametrized by \( \mathcal{N}(c, L_K \cup \mathbb{R}^3) \). The following result appears as [EN20 Lemma 4.5] (see also [CL09 Theorem C] for a closed-string version of this result). We reproduce the argument for the reader’s convenience.

Lemma 6.8. The map \( \Theta^\lambda \) is a chain map and a quasi-isomorphism.

Proof. To see that \( \Theta^\lambda \) is a chain map, we consider the codimension 1 strata of the boundary of \( \mathcal{N}(c, L_K \cup \mathbb{R}^3) \), as illustrated in Figure \( \ref{fig:moduli} \). There are two such strata, corresponding to:

- breaking at a Reeb chord (see \( \mathcal{N}(c, a, L_K \cup \mathbb{R}^3) \) in the figure);
- the boundary arc in \( \mathbb{R}^3 \) shrinking to a constant path (see \( \mathcal{N}(c, K) \) in the figure).

Gluing and compactness results presenting this as the codimension 1 boundary follow from [CEL10 Section 10.1].

To see that \( \Theta^\lambda \) is a quasi-isomorphism, we use the action filtration and a geodesic Morse model for \( C^\lambda_{\mathbb{C}}(\mathcal{P}_K, \mathcal{P}_K^0; \mathbb{C}) \). The generators of the two complexes can be identified and the map \( \Theta^\lambda \) is upper triangular with \( \pm 1 \) on the diagonal (coming from ‘trivial strips’, with respect to the energy filtration). Details can be found in [Asp21], where the corresponding result is [Asp21 Theorem...].
Figure 13. The boundary of $\mathcal{N}(c, L_K \cup \mathbb{R}^3)$. We abbreviate $C_*^{\lambda}(\mathcal{P}_K, \mathcal{P}_K^0; \mathbb{C})$ as $C_*^{\lambda}$.

The previous result implies that we can compute $KCH^{\epsilon}_{*; K}^{\lambda}(K; \mathbb{C})$ by computing $H^\lambda_{*}(\mathcal{P}_K, \mathcal{P}_K^0; \mathbb{C})$.

**Lemma 6.9.** For every $\lambda \in \mathbb{C}^*$

(6.5) \[ KCH^\epsilon_{k; K}^{\lambda}(K; \mathbb{C}) \cong H^\lambda_k(\mathcal{P}_K, \mathcal{P}_K^0; \mathbb{C}) \cong H^\lambda_k(K \times K, \Delta; \mathbb{C}) \cong \begin{cases} \mathbb{C}, & \text{if } k = 1, 2 \\ 0, & \text{otherwise} \end{cases}. \]

**Proof.** Lemma 6.8 implies that the first isomorphism in (6.5) can be given by the map induced by $\Theta^\lambda$ on homology.

For the second isomorphism, observe that the fiber of the evaluation at endpoints map $\mathcal{P}_K \to K \times K$ is the based loop space of $\mathbb{R}^3$, which is contractible. This map restricts to a bijective correspondence between the space of constant paths $\mathcal{P}_K^0 \subset \mathcal{P}_K$ and the diagonal $\Delta \subset K \times K$. Hence, the endpoints evaluation map induces an isomorphism between the long exact sequences of homology (with local coefficients specified by $\lambda \in \mathbb{C}^*$ as above) of the pairs $(\mathcal{P}_K, \mathcal{P}_K^0)$ and $(K \times K, \Delta)$. This yields the second isomorphism in the statement.

The third isomorphism comes from the homology long exact sequence of the pair $(K \times K, \Delta)$. \hfill \Box

**Remark 6.10.** It is interesting to observe that

\[ H^\lambda_*(K \times K; \mathbb{C}) \cong \begin{cases} H_*(T^2; \mathbb{C}) & \text{if } \lambda = 1 \\ 0 & \text{if } \lambda \neq 1 \end{cases}, \]

but that the ranks of the $H^\lambda_k(\Delta; \mathbb{C})$ and of the $H^\lambda_k(K \times K, \Delta; \mathbb{C})$ do not depend on $\lambda$.

We define another chain map

$\Phi^\lambda: KCH^{\epsilon}_{*; K}^{\lambda}(K; \mathbb{C}) \to C_{*-1}(\mathcal{P}_K, \mathcal{P}_K^0; \mathbb{C}) \cong C_{*-1}(K; \mathbb{C})$

related to the above, as follows. We identify the space $\mathcal{P}_K^0$ of constant paths in $K$ with $K$ itself, and use the elements of the moduli space $\mathcal{N}(c, K)$ in Figure 13 to define $\Phi^\lambda(c)$. More explicitly, $\Phi^\lambda(c)$ counts holomorphic disks $u$ in $T^*\mathbb{R}^3$ with boundary in $L_K^*$, one boundary puncture asymptotic to the Reeb chord $c$ of $\Lambda_K$, and one boundary puncture mapping to $K$. We fix a generic point $\xi \in K$ and, if $|c| = 2$, then the disks $u$ contributing to $\Phi^\lambda(c)$ are those that send the boundary marked point to $\xi$. If $|c| \neq \{1, 2\}$, then we set $\Phi^\lambda(c) = 0$. (This map is essentially $d'_{\xi_0}$ in [EN20, Lemma 4.6].)
In the next result, \( \delta : H^k_k(\mathcal{P}_K; \mathcal{P}_K^0; \mathbb{C}) \to H^\lambda_k(\mathcal{P}_K^0; \mathbb{C}) \cong H^\lambda_{k-1}(K; \mathbb{C}) \) denotes the connecting homomorphism in the homology long exact sequence of the pair \( (\mathcal{P}_K, \mathcal{P}_K^0) \), with local coefficients specified by \( \lambda \in \mathbb{C}^* \) as above.

**Lemma 6.11.** \( [\Phi^\lambda] = \delta \circ [\Theta^\lambda] \), where we use square brackets to denote the induced maps on homology.

**Proof.** By (6.5), we only need to consider the cases where \( k = 1 \) or \( 2 \). Let \( y \in \mathcal{C}^\ell_{k, \lambda}(K; \mathbb{C}) \) be a cycle. We will consider the boundary components in Figure 13, for chords \( c \) that contribute to \( y \). Since \( y \) is a cycle, the total contribution from curves in the moduli space \( \mathcal{N}(c, a, L_K \cup \mathbb{R}^3) \) in the right-hand side of Figure 13 vanishes. Curves in \( \mathcal{N}(c, K) \) are used to compute \( [\Phi^\lambda(y)] \). Since the connecting homomorphism \( \delta \) of a relative cycle is given by its boundary, the lemma follows. \( \square \)

For every \( \lambda \in \mathbb{C}^* \) and every \( k \), the differential \( \partial_k^\lambda := \partial_{k, \lambda}^\ell \) is a map from \( \mathcal{C}^\ell_{k, \lambda}(K; \mathbb{C}) \) to \( \mathcal{C}^\ell_{k-1, \lambda}(K; \mathbb{C}) \). The vector space \( \mathcal{C}^\ell_{k, \lambda}(K; \mathbb{C}) \) is \( \mathbb{C}^{m_k} \), where \( m_k \) is the number of chords of degree \( k \). Since the \( \partial_k^\lambda \) and \( \Theta^\lambda \) depend analytically on \( \lambda \) (as Laurent polynomials), we can define an analytic map \( y : U \to \mathbb{C}^{m_k} \), where \( U \) is some open neighborhood of 1 in \( \mathbb{C} \) (with respect to the standard metric topology), such that:

- \( \partial_k^\lambda(y(\lambda)) = 0 \) for every \( \lambda \in U \) and
- \( [\Theta^\lambda(y(\lambda))] = 1 \in \mathbb{C} \cong H^1_1(\mathcal{P}_K; \mathcal{P}_K^0; \mathbb{C}) \).

**Lemma 6.12.** Denoting the class of a point in \( H^0_\lambda(K; \mathbb{C}) \) by \( \xi_0 \), we have

\[
[\Phi^\lambda(y(\lambda))] = (1 - \lambda) \xi_0.
\]

**Proof.** Using Lemma 6.11 and the connecting homomorphism \( \delta : H^1(K \times K, \Delta; \mathbb{C}) \to H^\lambda_0(\Delta; \mathbb{C}) \), we have

\[
[\Phi^\lambda(y(\lambda))] = \delta \left( [\Theta^\lambda(y(\lambda))] \right) = \delta(1) = (1 - \lambda) \xi_0.
\]

The term \( 1 - \lambda \) in the last identity comes from the local coefficient system used to twist the homology differentials. \( \square \)

**Definition 6.13.** Let

\[
G(\lambda, \mu, Q) := \partial(y(\lambda))[a]_{a \in \epsilon_{L_K, \lambda}(a)}
\]

where \( \partial \) denotes the differential in the DGA \( \mathcal{A}_K \), viewed as a Laurent polynomial in \( (\lambda, \mu, Q) \) and a polynomial in the degree zero Reeb chords \( a_i \), and where we substitute each degree zero Reeb chord \( a_i \) with \( \epsilon_{L_K, \lambda}(a_i) \) (which is a function of \( \lambda \)).

Since \( y(\lambda) \) depends analytically on \( \lambda \) near \( \lambda = 1 \), we have that \( G(\lambda, \mu, Q) \) is an analytic function of \( (\lambda, \mu, Q) \) in a neighborhood of \((1, 1, 1)\). The next results are about partial derivatives of \( G \).

**Lemma 6.14.** Denoting the class of a point in \( H^0_\lambda(K; \mathbb{C}) \) by \( \xi_0 \), we have

\[
[\Phi^\lambda(y(\lambda))] = (\partial_\mu G)[\mu = Q = 1] \xi_0.
\]

**Proof.** Pick a non-compact surface \( \sigma_K \subset L_K \) with a single boundary component going once around \( K \) and with boundary at infinity in the curve \( x \). The surface \( \sigma_K \) gives a Borel–Moore homology between \( K \) and the curve \( x \), and we call it a bounding chain for \( K \). Let \( c \) be a Reeb chord of degree 1. Consider the moduli space of holomorphic disks in \( T^* \mathbb{R}^3 \) with boundary on \( L_K \), with one boundary puncture asymptotic to \( c \) and one boundary intersection with \( \sigma_K \), with orientation induced by the orientation of the original moduli space, the orientation of the boundary of the disk, and the orientations of the bounding chain and \( L_K \). This is represented on the left in Figure 14. The moduli space is 1-dimensional, with a natural compactification whose elements are represented in Figure 14.
Figure 14. The boundary of the moduli space in the proof of Lemma 6.14. In the configuration on the right, the punctured disk at the top could have an arbitrary number of negative punctures capped by disks with boundary on $L_K$.

Figure 15. The moduli spaces in (6.8).

Since $y(\lambda)$ is a linear combination of Reeb chords of degree 1, by taking $c$ in Figure 14 to be each of these Reeb chords we get an equation with three terms (one for each boundary component in the figure). Since $y$ is a cycle, the first term vanishes (because it involves the linearized differential). The second term is $\Phi^\lambda(y(\lambda))$ (recall the definition of $\Phi^\lambda$ above, in terms of the moduli spaces $\mathcal{N}(c, K)$ illustrated in Figure 13). To determine the third term, recall from Section 4.1 that the $\mu$-powers in the differential of $\mathcal{A}_K$ are given by counting intersections of the boundaries of holomorphic disks with a longitude curve $x$ in $\Lambda_K$. Keeping in mind Remark 4.1 and the fact that $\mu = e^p$, we see that third term is

$$(\partial_\mu G)|_{\mu = Q = 1} = (\mu \partial_\mu G)|_{\mu = Q = 1} = (\partial_\mu G)|_{\mu = Q = 1} = 0.$$

The lemma now follows.

\[\square\]

**Corollary 6.15.** We have $\partial_\mu G(\lambda, 1, 1) = 1 - \lambda$.

**Proof.** This follows by combining Lemmas 6.12 and 6.14

Next, we get more information on the function $G$ by using the results in Section 5 about counts of holomorphic annuli in $T^*\mathbb{R}^3$ between $\mathbb{R}^3$ and $L_K^\delta$. Recall the power series $A_{nL_K}(\lambda)$ from Section 3.1, the identifications of variables for $L = L_K^\delta$: $\alpha = x$ and $\beta = p$, as well as $\lambda = e^x$, $\mu = e^p$, and $Q = e^t$. 
Proposition 6.16. The following equation holds for any knot $K$:
\begin{equation}
(\partial_p G(e^x, 1, 1)) \cdot (\partial_x \text{An}_{L_K}(e^x)) + (\partial_t G(e^x, 1, 1)) = 0.
\end{equation}
Equivalenty, we can write
\begin{equation}
(\partial_\mu G(\lambda, 1, 1)) \cdot (\lambda \partial_\lambda \text{An}_{L_K}(\lambda)) + (\partial_Q G(\lambda, 1, 1)) = 0.
\end{equation}

Proof. We will use Lemma 5.4 with $L = L_K^\lambda$. Since $L_K^\lambda \cap \mathbb{R}^3 = \emptyset$, the last two moduli spaces in Equation 5.2 are empty. Combining Lemmas 5.4, 5.5, and 5.8, it follows that
\begin{equation}
\mathcal{M}^\lambda(c, \sigma) \cup \mathcal{M}^\lambda(c, \delta^\lambda V) \cup \mathcal{M}^\lambda(c, \tau),
\end{equation}
see Figure 15 together with the moduli spaces of the curves that contribute to the linearized differential of the degree 1 chord $c$ (for example, $\mathcal{M}_{an}(c, a)$ in Lemma 5.4 and in Figure 5) forms the oriented boundary of a 1-dimensional manifold.

Recall that $y(\lambda)$ is a linear combination of degree 1 chords, and that it is a linearized homology cycle for every $\lambda$. We will consider 6.8 for all the chords $c$ that are involved in $y(\lambda)$, and express algebraically the counts of elements in each moduli space. First, observe that since $y(\lambda)$ is a cycle, contributions from moduli spaces of curve of its linearized differential cancel out and we get an algebraic identity by considering only the spaces in 6.8.

Let $c$ be a degree 1 chord appearing in $y(\lambda)$. Elements in the moduli space $\mathcal{M}^\lambda(c, \sigma)$ consist of pairs $(u_1, u_2)$, where $u_1$ is an annulus in $T^*\mathbb{R}^3$ with one boundary component on $\mathbb{R}^3$ and another on $L_K^\lambda$, and $u_2$ is a disk in $\mathbb{R} \times ST^*\mathbb{R}^3$ with one positive puncture asymptotic to $c$ and a boundary marked point intersecting the bounding chain $a_{u_1}$. Using the calculation of the $\lambda$- and $\mu$-powers in $A_K$ explained in Section 4.1 and Remark 4.1 the count of elements in $\mathcal{M}^\lambda(c, \sigma)$ is given by
\begin{equation}
\left. \left(\partial_p (\partial c) \right|_{a \rightarrow e_{L_K^\lambda, \lambda}(a)} \right|_{\mu=Q=1} \cdot \left(\partial_x \text{An}_{L_K}(e^x)\right).
\end{equation}
(Here in $\partial_p (\partial c)$, $\partial_p$ means taking a partial derivative with respect to the variable $p$, whereas $\partial c$ means taking the differential in the dg-algebra $A_K$.) It is useful to observe that the coefficient of an annulus $u$ in $\partial_x \text{An}_{L_K}(e^x)$ is (up to sign) given by $d(u)/m(u)$ (degree over multiplicity). This is an integer number, specifically the intersection number of the boundary of $u$ with a surface Poincaré-dual to the longitude curve $x$. Taking the linear combination of the expressions above, given by the coefficients of $y(\lambda)$ as a linear combination of chords $c$, we get
\begin{equation}
\left. \left(\partial_p G(e^x, 1, 1)\right) \cdot \left(\partial_x \text{An}_{L_K}(e^x)\right). \right|_{\mu=Q=1}
\end{equation}

The union $\mathcal{M}^\lambda(c, \delta^\lambda V) \cup \mathcal{M}^\lambda(c, \tau)$ contains disks in $\mathbb{R} \times ST^*\mathbb{R}^3$ with an interior puncture in $\delta^\lambda V$ or with a boundary puncture in $\tau$. By Lemma 4.3 one can choose $\tau$ such that the count of such disks can be written as
\begin{equation}
\left. \left(\partial_t (\partial c) \right|_{a \rightarrow e_{L_K^\lambda, \lambda}(a)} \right|_{\mu=Q=1},
\end{equation}
see Remark 4.1. Taking a linear combination as before, using the coefficients of $y(\lambda)$, we get
\begin{equation}
\partial_t G(e^x, 1, 1).
\end{equation}
Combining 6.10 and 6.11 with the fact that $y(\lambda)$ is a cycle yields the result. □

Remark 16. Recall the non-uniqueness of $\tau$, see Remark 5.6. Picking a $\tau$ differing from the one above by $k \cdot p$ would change the equation 6.7 to
\begin{equation}
(\partial_p G(e^x, 1, 1)) \cdot (\partial_x \text{An}_{L_K}(e^x)) + (\partial_t G(e^x, 1, 1)) + k (\partial_p G(e^x, 1, 1)) = 0,
\end{equation}
corresponding to a change of variables $t \mapsto t + kp$.

Proposition 6.18. $\lambda (\partial_\mu G)(\lambda, 1, 1) = (\lambda - 1)(\partial_Q G)(\lambda, 1, 1)$.
Proof. According to Corollary 3.7,
\[ \text{An}_{L_K}(e^x) = \sum_{k>0} e^{kx} \frac{e^x}{k} = -\log(1 - e^x), \]
so
\[ (\partial_x \text{An}_{L_K}(e^x)) = e^x \frac{e^x}{1 - e^x} = \frac{\lambda}{1 - \lambda}. \]
This combined with Proposition 6.16 gives the result. \(\square\)

**Corollary 6.19.** \((\partial QG)(1, 1, 1) \neq 0.\)

**Proof.** Differentiate the equality in Proposition 6.18 with respect to \(\lambda:\)
\[ \frac{\partial G}{\partial \mu}(\lambda, 1, 1) + \lambda \frac{\partial^2 G}{\partial \lambda \partial \mu}(\lambda, 1, 1) = \frac{\partial G}{\partial Q}(\lambda, 1, 1) + (\lambda - 1) \frac{\partial^2 G}{\partial \lambda \partial Q}(\lambda, 1, 1). \]
Evaluate at \(\lambda = 1\) and use Corollary 6.15. \(\square\)

### 6.3. Full linearized homology

Recall the definition of the full linearized knot contact homology in Section 4.2. In the proof of the next result, we will use Corollary 6.19 from Section 6.2.

**Lemma 6.20.** There is an open neighborhood \(U \subset \tilde{V}_K\) of \(\epsilon_0 \in (\mathbb{C}^*)^3 \times \mathbb{C}^\alpha\) (with respect to the standard metric topology) such that, for every \(\epsilon \in U,\)

\[ \overline{KCH}^\epsilon_k(K; \mathbb{C}) \cong \begin{cases} \mathbb{C} & \text{if } k = 2 \\ \mathbb{C}^2 & \text{if } k = 0 \\ 0 & \text{otherwise} \end{cases}. \]

**Proof.** Denote by \(\epsilon_0\) the augmentation that gives the point \(\epsilon_0 \in \tilde{V}_K.\) In Lemma 6.9 it was shown that

\[ (6.12) \quad \overline{KCH}^\epsilon_0(K; \mathbb{C}) \cong \begin{cases} \mathbb{C} & \text{if } k = 1 \text{ or } 2 \\ 0 & \text{otherwise} \end{cases}. \]

For each integer \(k \geq 0,\) denote by \(m_k\) the dimension of \(KCC^\epsilon_k(K; \mathbb{C}).\) This dimension is the number of Reeb chords of degree \(k,\) and is independent of the augmentation \(\epsilon.\) The vector space \(\overline{KCC}^\epsilon_k\) can be identified with \(KCC^\epsilon_0,\) with additional generators \(\lambda, \mu, Q\) in degree 0. Note that for each \(k \geq 2\) we have \(\hat{\gamma}^\epsilon = \hat{\gamma}^\epsilon_0,\) so

\[ \overline{KCH}^\epsilon_k(K; \mathbb{C}) \cong KCH^\epsilon_0(K; \mathbb{C}) \cong \begin{cases} \mathbb{C} & \text{if } k = 2 \\ 0 & \text{if } k > 2 \end{cases}. \]

Next, we will show that

\[ (6.13) \quad \dim(\text{Im}(\hat{\gamma}^\epsilon_0)) = \dim(\text{Im}(\hat{\gamma}^\epsilon_0)) + 1. \]

Before proving this note that, since \(KCH^\epsilon_0(K; \mathbb{C}) = 0,\) equation (6.13) implies that \(\dim(\text{Im}(\hat{\gamma}^\epsilon_0)) = \dim(\overline{KCC}) - 2,\) hence \(\overline{KCH}^\epsilon_0(K; \mathbb{C}) \cong \mathbb{C}^2.\) The fact that \(\overline{KCH}^\epsilon_1(K; \mathbb{C}) \cong 0\) then follows from the Euler characteristic computation

\[ \chi(\overline{KCH}^\epsilon_0(K; \mathbb{C})) = \chi(KCH^\epsilon_0(K; \mathbb{C})) + 3 = 3. \]

Consider (6.13). Observe that codim (\(\text{Im}(\hat{\gamma}^\epsilon_0) \subset \ker(\hat{\gamma}^\epsilon_0)\)) = 1 and that, using \(y(\lambda)\) as defined before Lemma 6.12, \(y(1)\) is in the complement \(\ker(\hat{\gamma}^\epsilon_0) \setminus \text{Im}(\hat{\gamma}^\epsilon_0).\) Denote \(y(1)\) by \(\beta_0.\) Pick a basis for a complementary subspace to \(\ker(\hat{\gamma}^\epsilon_0) \subset \mathbb{C}^{m_1},\) and denote its elements as \(\beta_j, 1 \leq j \leq m_0\) (note that \(m_1 = \dim(\ker(\hat{\gamma}^\epsilon_0)) + m_0,\) since \(KCH^\epsilon_0(K; \mathbb{C}) = 0).\) Define new variables \(l = \lambda - \epsilon_0(\lambda) = \lambda - 1,\)
$m = \mu - \epsilon_0(\mu) = \mu - 1$ and $q = Q - \epsilon_0(Q) = Q - 1$. We can then write the dg-algebra differential of the $\beta_j$ as

$$\partial \beta_j = \xi_j^0(l, m, q) + \sum_{i=1}^{m_0} \xi_j^i(l, m, q)a_i + \mathcal{O}(a^2)$$

where the $\xi_j^0$ and $\xi_j^i$ are power series satisfying $\xi_j^0(0, 0, 0) = 0$ for all $0 \leq j \leq m_0$ and $\xi_j^0(0, 0, 0) = 0$ for all $1 \leq i \leq m_0$. Our assumptions on the $\beta_j$ also imply that the square matrix

$$\left(\xi_{ji}(0, 0, 0)\right)_{1 \leq j, i \leq m_0}$$

is invertible. Now,

$$\tilde{\beta_j} = \left(\frac{\partial \xi_j^0}{\partial l}(0, 0, 0)\right) l + \left(\frac{\partial \xi_j^0}{\partial m}(0, 0, 0)\right) m + \left(\frac{\partial \xi_j^0}{\partial q}(0, 0, 0)\right) q.$$

\textbf{Corollary 6.19} implies that the $q$-derivative in the expression above is non-zero. The fact that

$$\tilde{\beta_j} = \left(\frac{\partial \xi_j^0}{\partial l}(0, 0, 0)\right) l + \left(\frac{\partial \xi_j^0}{\partial m}(0, 0, 0)\right) m + \left(\frac{\partial \xi_j^0}{\partial q}(0, 0, 0)\right) q + \tilde{\xi}_j^0(\beta_j)$$

for all $1 \leq j \leq m_0$ and the non-vanishing of $\tilde{\xi}_j^0(\beta_j)$ imply (6.13).\footnote{An anonymous referee pointed out the alternative way of presenting the calculation of $\overline{KCH}_k^a(K; \mathbb{C})$. The short exact sequence of chain complexes $0 \to \mathbb{C}^a \to \overline{KCH}_*^a(K; \mathbb{C}) \to \overline{KCH}_*^a(K; \mathbb{C}) \to 0$ combined with (6.12) yields the long exact sequence $0 \to \overline{KCH}_1^a(K; \mathbb{C}) \to \mathbb{C} \to \mathbb{C}^3 \to \overline{KCH}_4^a(K; \mathbb{C}) \to 0$. The result follows from the non-triviality of the map $\mathbb{C} \to \mathbb{C}^3$, which is implied by the non-vanishing of (6.14).}

To finish the proof of the lemma, we show that if the lemma holds for some $\epsilon_1 \in \tilde{V}_K$, then it also holds for all other augmentations in a neighborhood of $\epsilon_1$. Given a Reeb chord $c$, we can think of $\partial \epsilon(c)$ as the result of applying $\epsilon$ to all but one occurrences of $\lambda$, $\mu$, $Q$, or Reeb chords in each term in $\partial c$. This is clearly continuous in $\epsilon$. By assumption, the rank of $\partial \epsilon_j^0$ is $m_1 - m_0 - 1$. The continuity of $\partial \epsilon_j^0$ guarantees that the rank of $\partial \epsilon_j^0$ is also at least $m_1 - m_0 - 1$ near $\epsilon_1$, which immediately implies the upper semicontinuity of $\dim \overline{KCH}_1^a(K; \mathbb{C})$ at $\epsilon_1$. Similarly, the rank of $\partial \epsilon_j^1$ is $m_0 + 1$ at $\epsilon_1$, hence it is at least as much for nearby $\epsilon$. This implies the upper semicontinuity of $\dim \overline{KCH}_0^a(K; \mathbb{C})$. The lemma follows.\qed

\textbf{Remark 6.21}. The last part of the proof of Lemma 6.21 concerns the upper semicontinuity of $\dim \overline{KCH}_0^a(K; \mathbb{C})$ and of $\dim \overline{KCH}_2^a(K; \mathbb{C})$ at an $\epsilon_1$ where the lemma holds. If neither dimension can increase near $\epsilon_1$, then using Euler characteristic is $3$,

$$\dim \overline{KCH}_1^a(K; \mathbb{C}) = \dim \overline{KCH}_0^a(K; \mathbb{C}) + \dim \overline{KCH}_2^a(K; \mathbb{C}) - 3 \leq 2 + 1 - 3 = 0$$

and $\dim \overline{KCH}_1^a(K; \mathbb{C}) = 0$. Similarly, the dimensions of $\overline{KCH}_0^a(K; \mathbb{C})$ and $\overline{KCH}_2^a(K; \mathbb{C})$ must also be constant near $\epsilon_1$.

A more general approach to this would be to show that $\overline{KCH}_k^a(K; \mathbb{C})$ is a coherent sheaf on $\tilde{V}_K$, then the upper semicontinuity of the dimensions of the cohomology stalks would give us the upper semicontinuity of $\overline{KCH}_k^a(K; \mathbb{C})$ for all $k$.

\textbf{Lemma 6.22} has the following consequence. We use notation as in its proof: $a = (a_i)$ and $b = (b_j)$ are the degree zero and degree one Reeb chords of $\Lambda_K$, respectively, $\beta_0$ is a non-zero element in $\ker(\partial \epsilon_j^0)$ in the complement of $\im(\partial \epsilon_j^0)$, and $\beta_j \in \mathbb{C}^b$, $j = 1, \ldots, m_0$, is a basis of a subspace of $\mathbb{C}^b$ complementary to $\ker(\partial \epsilon_j^0)$. Let $\tilde{W}_K \subset (\mathbb{C}^*)^3 \times \mathbb{C}^a \cong (\mathbb{C}^*)^3 \times \mathbb{C}^{m_0}$ be the zero locus of the polynomials $\partial \beta_j$, $j = 0, \ldots, m_0$. By definition, $\tilde{V}_K \subset \tilde{W}_K$.\footnote{An anonymous referee pointed out the alternative way of presenting the calculation of $\overline{KCH}_k^a(K; \mathbb{C})$. The short exact sequence of chain complexes $0 \to \mathbb{C}^a \to \overline{KCH}_*^a(K; \mathbb{C}) \to \overline{KCH}_*^a(K; \mathbb{C}) \to 0$ combined with (6.12) yields the long exact sequence $0 \to \overline{KCH}_1^a(K; \mathbb{C}) \to \mathbb{C} \to \mathbb{C}^3 \to \overline{KCH}_4^a(K; \mathbb{C}) \to 0$. The result follows from the non-triviality of the map $\mathbb{C} \to \mathbb{C}^3$, which is implied by the non-vanishing of (6.14).}
Corollary 6.22. The solution set $\tilde{W}_K$ is a complex manifold of dimension 2 in an open neighborhood of $\epsilon_0 \in (C^*)^3 \times C^a$ (with respect to the standard metric topology).

Proof. The polynomials $\partial \beta_j$ define a map $(C^*)^3 \times C^a \to \mathbb{C}^{m_0+1}$. The differential of this map at $\epsilon_0$ can be identified with $\tilde{\epsilon}_1^{\epsilon_0}$, and was shown in the proof of Lemma 6.20 to have full rank. Indeed, the matrix of partial derivatives in the variables $q = Q - 1$ and $a$ is invertible. The implicit function theorem then implies that $\tilde{W}_K$ is smooth near $\epsilon_0$, and locally parametrized by $l = \lambda - 1$ and $m = \mu - 1$. □

6.3.1. Proof of Proposition 6.6 (1). The statement for the augmentation $\epsilon_0$ giving $\epsilon_0 \in \tilde{V}_K$ follows from Lemma 6.9. The upper semicontinuity of the ranks of cohomology groups implies that, for $\epsilon$ near $\epsilon_0$, $KCH_\epsilon(K; \mathbb{C})$ either is as stated or vanishes. The argument at the end of the proof of Lemma 6.20 can be adapted to show this semicontinuity. Assume now that $KCH_\epsilon(K; \mathbb{C})$ vanishes for $\epsilon$ arbitrarily close to $\epsilon_0$. Then, since $\tilde{\epsilon}_2 = \tilde{\epsilon}_2$, $KCH_\epsilon(K; \mathbb{C}) = 0$, which contradicts Lemma 6.20. The result follows. □

6.3.2. Proof of Proposition 6.1. It is sufficient to prove both statements for a neighborhood of $\epsilon_0 \in \tilde{V}_K$ in the standard metric topology, since the singular locus of an affine variety is Zariski-closed. Corollary 6.22 implies that the vanishing locus of the polynomials $\partial \beta_j$ is a smooth complex variety $\tilde{W}_K$ of dimension 2 near $\epsilon_0$. We show that $\tilde{V}_K$ coincides with $\tilde{W}_K$ near $\epsilon_0$.

Pick a collection $\{c_i\}_{1 \leq i \leq m_1-m_0-1}$ of Reeb chords of degree 2, such that the $\gamma_i := \tilde{\epsilon}_2^{\epsilon_0}(c_i)$ are linearly independent. These exist, by Proposition 6.6 (1). Note that the collection $\{\beta_j, \gamma_i\}$, with $0 \leq j \leq m_0$ and $1 \leq i \leq m_1 - m_0 - 1$, is a basis of $\mathbb{C}^b = KCH_\epsilon(K; \mathbb{C})$ for any $\epsilon$. Hence, $\tilde{V}_K$ is the vanishing locus of all the $\partial \beta_j$ and all the $\partial \gamma_i$.

For all $1 \leq k \leq m_1 - m_0 - 1$, we have

$$\partial c_k = \alpha_k(\lambda, \mu, Q, a) \gamma_k + \sum_i \mathcal{O}(\tilde{a}) \gamma_i + \sum_j \mathcal{O}(\tilde{a}) \beta_j,$$

where the coefficients $\mathcal{O}(\tilde{a})$ depend on $(\lambda, \mu, Q, a)$ and have order at least one in the variables $\tilde{a}_i := a_i - \epsilon_0(a_i)$, and $\alpha_k(1,1,1) = 1$. Since $\partial \gamma = 0$ and there are no chords of negative degree,

$$\alpha_k \partial \gamma_k = \sum_i \mathcal{O}(\tilde{a}) \partial \gamma_i + \sum_j \mathcal{O}(\tilde{a}) \partial \beta_j.$$

Assume that, for some $k$, $\partial \gamma_k$ does not vanish near $\epsilon_0$ in $\tilde{W}_K$. This will lead us to a contradiction. We know that $\tilde{W}_K$ is 2-dimensional and parametrized by $\lambda - 1$ and $\mu - 1$ near $\epsilon_0$. The restriction of $\partial \gamma_k$ to $\tilde{W}_K$ can be written as a power series in $\lambda - 1$ and $\mu - 1$ near $\epsilon_0$. By assumption, this series is non-zero, and has a minimal order in $\lambda - 1$ and $\mu - 1$. Pick the $k$ for which this minimal order is the smallest, and denote this order by $s$. The variables $\tilde{a}_i$ can also be expressed as power series in $\lambda - 1$ and $\mu - 1$ (near $\epsilon_0$ in $\tilde{W}_K$), and we know that the constant terms in these series vanish. Now, restricting equation (6.15) to $\tilde{W}_K$, and using the fact that $\alpha_k(1,1,1) \neq 0$ and that the $\partial \beta_j$ vanish along $\tilde{W}_K$, we conclude that the right side of the equation has order greater than $s$, which is a contradiction.

We conclude that the $\partial \gamma_k$ vanish in a neighborhood of $\epsilon_0$ in $\tilde{W}_K$, and hence $\tilde{W}_K \subset \tilde{V}_K$ in that neighborhood. We already know that $\tilde{V}_K \subset \tilde{W}_K$. Hence the two coincide and the result follows. □

Remark 6.23. Proposition 6.1 implies that $\tilde{V}_K$ is smooth and 2-dimensional near $\epsilon_0$. According to Lemma 4.12, the cotangent space to $\tilde{V}_K$ at a point $\epsilon$ coming from an augmentation $\epsilon$ is isomorphic to $KCH_\epsilon^0(K; \mathbb{C})$. Thus this vector space is 2-dimensional for $\epsilon$ in a neighborhood of $\epsilon_0$, according to Lemma 6.20.
6.4. A 2-parameter family of generators. By Proposition 6.1, we can parametrize $\tilde{V}_K$ by coordinates $\lambda, \mu$ near $e_0$. Let $\epsilon_{\lambda, \mu}$ denote the augmentation at $(\lambda, \mu)$. Consider an analytic family $y(\lambda, \mu)$ of cycles in $K\mathcal{C}_1^{\lambda, \mu}(K; \mathbb{C})$ generating $K\mathcal{C}_1^{\lambda, \mu}(K; \mathbb{C})$ (by Proposition 6.6(1) this homology group is 1-dimensional, possibly after restricting to a smaller open set). To see why such an analytic family exists we argue as for $y(\lambda)$ in Definition 6.13 we have analytic maps

$$U \to \text{Fl}_{k}(k, k+1)$$

$$(\lambda, \mu) \mapsto (\text{im} \, \partial_{\lambda, \mu}^2, \ker \, \epsilon_{1, \lambda, \mu})$$

where $U$ is an open subset of $\mathbb{C}^2$ and $\text{Fl}_{k}(k, k+1)$ is the partial flag variety of $k$ and $k+1$ dimensional vector subspaces of $\mathbb{C}^n$. We can thus think of $\epsilon_{1, \lambda, \mu}$ as defining a holomorphic vector bundle $E_1$ over $U$, with a holomorphic subbundle $E_2$ given by $\text{im} \, \partial_{\lambda, \mu}^2$. The analytic function $y(\lambda, \mu)$ can be defined locally by taking a section of $E_1$ that is transverse to $E_2$. After multiplication of $y(\lambda, \mu)$ by an analytic function, we can assume that $y(\lambda, 1) = y(\lambda)$, where $y(\lambda)$ is as in Definition 6.13. In a manner similar to that definition, we have the following.

Definition 6.24. Let

$$F(\lambda, \mu, Q) := \partial(y(\lambda, \mu))|_{a \mapsto \epsilon_{\lambda, \mu}(a)},$$

where $\partial$ is the DGA-differential on $\mathcal{A}_K$.

This is the function that appears in Proposition 6.6(2).

6.4.1. Proof of Proposition 6.6(2). Our goal is to show that $\partial_{Q}F(1, 1, 1) \neq 0$ (which is 6.1) and that $(\partial_{\lambda}F)(1, \mu, 1)$ is a non-constant function of $\mu$ (which is 6.2).

We will do this by showing that

$$\partial_{Q}F(\lambda, 1, Q) = \partial_{Q}G(\lambda, 1, Q)$$

and

$$\partial_{\mu}F(\lambda, 1, 1) = \partial_{\mu}G(\lambda, 1, 1).$$

Before proving these two claims we explain how they imply the result. Recall that Corollary 6.19 says that $(\partial_{Q}G)(1, 1, 1) \neq 0$, and (6.16) then gives $(\partial_{Q}F)(1, 1, 1) \neq 0$.

Corollary 6.15 says that $(\partial_{\mu}G)(\lambda, 1, 1) = 1 - \lambda$, and (6.17) then gives $(\partial_{\mu}F)(\lambda, 1, 1) = 1 - \lambda$ which implies that $(\partial_{Q}(F))(1, 1, 1) \neq 0$. Therefore, the analytic function of $\mu$ given by $(\partial_{\lambda}F)(1, \mu, 1)$ is non-constant.

We prove (6.16) and (6.17). Consider the following Taylor expansions in $\mu - 1$:

$$y(\lambda, \mu) = y(\lambda) + (\mu - 1)z(\lambda) + \mathcal{O}((\mu - 1)^2)$$

$$\epsilon_{\lambda, \mu} = \epsilon_{\lambda} + (\mu - 1)\eta_{\lambda} + \mathcal{O}((\mu - 1)^2)$$

for suitable holomorphic functions $z$ and $\eta$. We can then write,

$$F(\lambda, \mu, Q) = G(\lambda, \mu, Q) + (\mu - 1)\left( (\partial(y(\lambda))|_{a \mapsto \epsilon_{\lambda, \mu}(a)} + (\partial(z(\lambda))|_{a \mapsto \epsilon_{\lambda}(a)} \right)$$

$$+ \mathcal{O}((\mu - 1)^2)$$

where $x_{a \mapsto (\epsilon_{\lambda, \mu}(a))}$ is the sum of all possible ways of applying $\epsilon_{\lambda}$ to all but one of the $a_i$ in $x$, and applying $\eta_{\lambda}$ to that chosen $a_i$ in $x$. Equation (6.16) follows immediately. On the other hand,

$$\frac{\partial F}{\partial \mu} (\lambda, 1, 1) = \frac{\partial G}{\partial \mu} (\lambda, 1, 1) + \left( (\partial(y(\lambda)))|_{a \mapsto (\epsilon_{\lambda, \mu}(a)} + (\partial(z(\lambda)))|_{a \mapsto \epsilon_{\lambda}(a)} \right) \big|_{\mu=1} =$$

$$\frac{\partial G}{\partial \mu} (\lambda, 1, 1) + \eta_{\lambda}(\partial_{1, \lambda}G(\lambda)) + \epsilon_{\lambda}(\partial_{1, \lambda}z(\lambda)).$$

The claim now follows from the fact that the two last summands vanish. The first is zero because $y(\lambda)$ is a cycle in the chain complex linearized by $\epsilon_{\lambda}$. The second vanishes since $\epsilon_{\lambda} \circ \partial = 0.$ □
must vanish, since (6.21) is a boundary for all the count of elements in the moduli spaces in (6.21), with $c$ constitutes the boundary of a 1-dimensional manifold.

Proof. The proof is similar to that of Proposition 6.16, but with $6.16$ is now $E$ the traces of the matrices $\alpha_1(\lambda, \mu) c_1 + \ldots + \alpha_m(\lambda, \mu) c_m$ of degree 1 Reeb chords $c_i$, with coefficients given by analytic functions $\alpha_i$. Let $E_\xi$ be a matrix whose entry $(E_\xi)_{ij}$ is given by

$$
\alpha_1(\lambda, \mu) |M(c_1, \xi_i, \xi_j)| + \ldots + \alpha_m(\lambda, \mu) |M(c_m, \xi_i, \xi_j)|.
$$

Similarly, let $E_\eta$ be a matrix with entry $(E_\eta)_{ij}$ given by

$$
\alpha_1(\lambda, \mu) |M(c_1, \eta_i, \eta_j)| + \ldots + \alpha_m(\lambda, \mu) |M(c_m, \eta_i, \eta_j)|.
$$

Theorem 6.25. Taking $\lambda = e^x$, $\mu = e^p$ and $Q = e^t$, we get

$$
(\partial_x F(1, e^p, 1)) \left[ \partial_p A_{M_\xi}(e^p) + \text{Tr} \left[ D^{-1} (\partial_p D)(e^p) \right] \right] + (\partial_t F(1, e^p, 1)) = 0,
$$

where $\text{Tr}$ denotes the trace of a matrix. It follows that

$$
\Delta_K(e^p) = (1 - e^p) \exp \left( \int - \left( \frac{\partial_t F}{\partial_x F} \right) \big|_{(1, e^p, 1)} dp \right).
$$

Proof. The proof is similar to that of Proposition 6.16, but with $L = M^K_\delta$ instead of $L^K_\delta$. In this case, the last two terms in (5.2) cannot be disregarded, and the corresponding count is given by the traces of the matrices $E_\xi$ and $E_\eta$, respectively. The analogue of equation (6.7) in Proposition 6.16 is now

$$
(\partial_x F(1, e^p, 1)) \cdot (\partial_p A_{M_\xi}(e^p)) + (\partial_t F(1, e^p, 1)) + \text{Tr} E_\xi + \text{Tr} E_\eta = 0.
$$

To prove (6.18), we will use Lemmas 5.9 and 5.10 to express $\text{Tr} E_\xi + \text{Tr} E_\eta$ in (6.20) differently. Figures 11 and 12 are helpful to visualize the moduli spaces that are relevant for those lemmas. By combining these lemmas, we find that the union

$$
\bigcup_k M(c, \xi_i, \xi_j) \times M(\xi_k, \eta_j) \cup \bigcup_k M(\xi_k, \eta_j) \times M(c, \eta_i, \eta_j) \cup M^{xc}(c, \xi_i, \xi_j) \cup M(c, a, \xi_i, \eta_j, \tilde{\sigma})
$$

constitutes the boundary of a 1-dimensional manifold.

Recall that we wrote $y(\lambda, \mu) = \sum_i \alpha_i(\lambda, \mu)c_i$. For each index 1 Reeb chord of $c_i$, multiply $\alpha_i$ by the count of elements in the moduli spaces in (6.21), with $c = c_i$. The sum of all such contributions must vanish, since (6.21) is a boundary for all $c$. Let us analyze the terms in (6.21) more carefully,
in reverse order. The fact that $y(\lambda, \mu)$ is a cycle implies that the contributions coming from the last two terms in (6.21) must vanish on their own.

We are left with contributions from the first three terms in (6.21), which give

$$E_\xi \cdot D + D \cdot E_\eta = (\partial \xi F(1, e^p, 1)) \cdot (\partial \eta D),$$

where signs are induced from the boundary orientation of the oriented 1-dimensional moduli space.

The term on the right comes from the $M^\delta(c, \xi, \eta)$, using again the description of the $\lambda$- and $\mu$-powers in $A_K$ in Section 4.1. The appearance of the partial derivatives is justified in Remark 4.1, as was argued for formula (6.9). Multiplying the last equation by $D^{-1}$ and taking the trace, we get

$$(6.22) \quad \text{Tr} E_\xi + \text{Tr} E_\eta = (\partial \xi F(1, e^p, 1)) \cdot \text{Tr} (D^{-1}(\partial \eta D)).$$

Equation (6.18) now follows from combining equations (6.20) and (6.22).

To get (6.19) from (6.18), first note that Proposition 6.2(2) implies that the denominator in the integrand is not identically zero. Then, using integral signs to denote antiderivatives as explained in Remark 6.3,

$$(1 - e^p) \exp \left( \int \left( - \frac{\partial \xi F}{\partial \xi F} \right) dp \right) =
= (1 - e^p) \exp \left( \int \partial p \text{Ann}_M(e^p) dp + \int \text{Tr} (D^{-1}(\partial \eta D)) dp \right) =
= (1 - e^p) \exp (\text{Ann}_M(e^p)) \cdot \exp \left( \int \partial p (\log \det D(e^p)) dp \right) =
= (1 - e^p) \exp (\text{Ann}_M(e^p)) \cdot \det D(e^p) =
= \Delta_K(e^p).$$

In the last identity, we used Theorem 1.4. \hfill \Box

**Remark 6.26.** If $K$ is fibered, then $M^\delta_K$ can be made to not intersect the zero section in $T^*\mathbb{R}^3$, as explained in [AENV14]. In that case, the proof of Theorem 6.25 would be simpler, since one would not need to take into account the Floer strips counted by the $D_{ij}$.

**Remark 6.27.** In the proof of Theorem 6.25, we used Theorem 1.4, which is a holomorphic curve reformulation of Equation (2.3) where flow loops get replaced with annuli and flow lines get replaced with strips. One should be careful that the choices made to specify the $\mu$-powers for flow lines in $\tau_{\text{Morse}}$ and for strips in $\tau_{\text{str}}$ are compatible. The latter depend on the choices of paths $\gamma_{\xi}, \gamma_{\eta}$ to the basepoint and the corresponding disk $U$. Changing those paths leads to multiplication of the matrix $D$ on the left and on the right by diagonal matrices with diagonal entries which are powers of $\mu$. The effect of that on Theorem 1.4 is to multiply $\tau_{\text{str}} = \det(D(\mu))$ by some power of $\mu$, which is compatible with the fact that $\Delta_K(\mu)$ is defined up to multiplication by such powers.

6.5. **Proof of Theorem 1.2.** To prove equation (1.2) in Theorem 1.2, we need to show that we can replace $F$ with $\text{Aug}_K$ in equation (6.19) in Theorem 6.25, if $\partial \lambda \text{Aug}_K |(\lambda, Q) = (1, 1) \neq 0$. Recall that, according to Proposition 6.1, $\hat{V}_K$ can be parametrized by $(\lambda, \mu)$ near $\epsilon_0$. We denote this parametrization $\epsilon_{\lambda, \mu}$ as before. Write $Q(\lambda, \mu)$ for the $Q$-component of $\epsilon_{\lambda, \mu}$ and consider the graph of $Q(\lambda, \mu)$:

$$V = \{ (\lambda, \mu, Q(\lambda, \mu)) \} \subset (\mathbb{C}^*)^3.$$ 

Observe that $V$ is the image under $\pi$ of $\hat{V}_K$ near $\epsilon_0$. Note that

$$F(\lambda, \mu, Q(\lambda, \mu)) = \epsilon_{\lambda, \mu}(\partial(y(\lambda, \mu))) = 0$$

(because $\epsilon_{\lambda, \mu}$ is an augmentation), so $F|_V \equiv 0$. Also, writing $1 = (1, 1, 1)$, Equation (6.1) implies that $(\nabla F)|_1 \neq 0$, so $V$ is locally cut out by $F$ near $1$. 

We next show that \( V \subset V_K \). If \( \text{Aug}_K \) were the zero polynomial for some knot \( K \) (which is conjecturally never the case, as recalled in Remark 6.4), then \( V_K = (\mathbb{C}^*)^3 \) and \( V \subset V_K \). On the other hand, if \( \text{Aug}_K \) is not identically zero, then \( V_K \) is 2-dimensional. But since \( \tilde{V}_K \) is 2-dimensional and parametrized by \((\lambda, \mu)\) near the smooth point \( \mathbf{e}_0 \), the image under \( \pi \) of the irreducible component of \( \tilde{V}_K \) through \( \mathbf{e}_0 \) is 2-dimensional, so it is contained in \( V_K \). This implies that \( V \subset V_K \).

The inclusion \( V \subset V_K \) then implies that along \( V \) we have \( d \text{Aug}_K = h \cdot (dF) \) for some holomorphic function \( h \) defined near 1. Therefore, if \( \partial_\lambda \text{Aug}_K \neq 0 \) then \( h \neq 0 \) and we get

\[
\frac{\partial_\lambda \text{Aug}_K}{h} = \frac{h \cdot (\partial_\lambda F)}{h \cdot (\partial_\lambda F)} = \frac{\partial Q F}{\partial_\lambda F}.
\]

Theorem 1.2 then follows from Theorem 6.25.

Remark 6.28. According to formula \( (6.19) \), one can obtain \( \Delta_K \) from the function \( F \) for every knot \( K \). The proof of Theorem 1.2 above shows that \( F \) cuts out a smooth surface \( V \subset V_K \) near 1. If \( V_K \) is 2-dimensional (as is conjectured for every \( K \)), then \( V \) is locally a branch of \( V_K \). Thus, even when formula \( (1.2) \) does not hold, we can say that it makes sense along a suitable branch of the augmentation variety.

Remark 6.29. It is a general fact that \( (\partial_\mu F)|_{\lambda=Q=1} = 0 \). This is because

\[
\partial_\mu F(1, \mu, 1) = \partial_\mu (\epsilon_1(\partial(y(1, \mu)))) = 0,
\]

since \( \epsilon_1 \mu \circ \partial = 0 \). The inclusion \( V \subset V_K \) then implies that \( (\partial_\mu \text{Aug}_K)|_{\lambda=Q=1} = 0 \) for every knot \( K \).

6.6. Independence of choices. Writing the dg-algebra \( A_K \) with coefficients in the ring \( R = \mathbb{C}[\lambda^{\pm 1}, \mu^{\pm 1}, Q^{\pm 1}] \) requiring some choices, as discussed in Section 4.1. We now study the (in)dependence of equation \((6.19)\), and hence of \((1.2)\), on these choices.

- **Capping half-disks for Reeb chords:** Two choices of capping half-disks for a Reeb chord \( c \) differ by an element of \( \pi_2(ST^*\mathbb{R}^3, K) \simeq H_2(ST^*\mathbb{R}^3, K; \mathbb{Z}) \). If \( c \) is of degree different than 1, then \( F \) is not altered by this change in capping disks. If \( c \) is of degree 1 and is a term in the cycle \( y \) in Definition 6.24, then \( y \) can be suitably altered so that \( F \) (and hence also formula \((6.19)\)) does not change.

- **Meridian in \( \Lambda_K \):** A change of meridian curve for \( K \) (which we also called a change of framing \((4.1)\)) would yield a change of variables of the form \( (\lambda, \mu, Q) \mapsto (\lambda, \lambda^k \mu, Q) \), for some \( k \in \mathbb{Z} \). Such a change would not affect the numerator \( \epsilon_{M_K} \) on the integrand in \((6.19)\). The denominator would change to \( \epsilon_{M_K}(\partial_\lambda F + k\lambda^{k-1} \mu \partial_\mu F) \).

But \( \epsilon_{M_K}(\partial_\mu F) = 0 \), as we saw in Remark 6.29, so the integrand in \((6.19)\) remains unchanged. Note also that changing the orientation of \( K \) corresponds to \( (\lambda, \mu, Q) \mapsto (\lambda^{-1}, \mu^{-1}, Q) \) in \( F \) (the direction of \( p \) changes, to preserve \( x \cdot p = 1 \)). This changes \( \Delta_K(\mu) \) to \( \Delta_K(\mu^{-1}) \).

It is well-known that the Alexander polynomial is invariant under this operation (see for instance \[\text{Sci35}\] and \[\text{Mil62}\]), which is compatible with the fact that \( \Delta_K(\mu) \) does not depend on the orientation of \( K \).

- **Capping disks for longitude and meridian:** Recall that this is equivalent to a choice of splitting of the short exact sequence \((4.2)\). A change in that splitting corresponds to a change of variables \( (\lambda, \mu, Q) \mapsto (\lambda^l Q^m, \mu^m Q^m, Q) \), for some \( l, m \in \mathbb{Z} \). The integrand in \((6.19)\) changes to

\[
\epsilon_{M_K} \left(-l - m \frac{\partial_\mu F}{\partial_\lambda F} - \frac{\partial Q F}{\partial_\lambda F}\right) = -l - \epsilon_{M_K} \left(\frac{\partial Q F}{\partial_\lambda F}\right),
\]

where we used again the fact that \( \epsilon_{M_K}(\partial_\mu F) = 0 \). This change has the effect of multiplying \( \Delta_K(\mu) \) by \( \mu^{-l} \), and it is compatible with the fact that the Alexander polynomial is defined up to multiplication by a power of \( \mu \).
7. Examples

7.1. Computing $\text{Aug}_K$. In many examples, the augmentation polynomial $\text{Aug}_K$ can be computed using elimination theory, as follows. Recall that $R = \mathbb{C}[\lambda^{\pm 1}, \mu^{\pm 1}, Q^{\pm 1}]$, $\hat{R} = \hat{R}[a]$ where $a = (a_i)$ is the ordered list of degree 0 Reeb chords, and $\hat{I}_K$ is the ideal generated by the differentials of degree 1 Reeb chords. Recall that $\hat{V}_K = V(\hat{I}_K) \subset (\mathbb{C}^*)^3 \times \mathbb{C}^a$ is the full augmentation variety and that $V_K \subset (\mathbb{C}^*)^3$ is the augmentation variety. If $I_K := R \cap \hat{I}_K$, then $V_K \subset \text{Cl}(\pi(\hat{V}_K)) \subset V(I_K)$, where $\text{Cl}$ denotes Zariski-closure. Hence, $I(V_K) \supset I(V(I_K)) = \sqrt{I_K}$, by Hilbert’s Nullstellensatz. Therefore, if $I_K \neq \{0\}$ then $\text{Aug}_K$ cannot be 0.

Corollary 6.2 implies that $V_K \subset (\mathbb{C}^*)^3$ is either 2- or 3-dimensional. Hence, $V_K \subset V(I_K)$ is contained in the union of maximal-dimensional irreducible components of $V(I_K)$. Denote this union by $X_K \subset (\mathbb{C}^*)^3$. Since the dimension of $X_K$ is 2 or 3, each irreducible component of $X_K$ is the zero set of some irreducible polynomial, and hence $I(X_K)$ is a principal ideal. If $f$ is a generator of this ideal, then $\text{Aug}_K$ must divide $f$. If we further knew that $V_K = V(I_K)$ (or equivalently, that $I(V_K) = \sqrt{I_K}$), then we could conclude that $\text{Aug}_K = f$.

The polynomial $f$ can in principle be explicitly computed as follows. From a Gröbner basis for $\hat{I}_K$, one can obtain a Gröbner basis for $I_K$. Then one can find generators for $\sqrt{I_K}$ and obtain a minimal decomposition of $\sqrt{I_K}$. A generator $f$ of $I(X_K)$ can be obtained from such a decomposition.

In the case when we know that $I_K$ is a principal ideal, then there is a potentially simpler computational approach to determining $f$ using the following fact: $I_K$ is a principal ideal if and only if its reduced Gröbner basis has a single element $g$ (which generates $I_K$). A generator $f$ of $\sqrt{I_K}$ would be given by a reduction of $g$, (if $g = u g_1^{\alpha_1} \cdots g_r^{\alpha_r}$ is a factorization into irreducible polynomials, then a reduction of $g$ is $g_1 \ldots g_r$).

7.2. The trefoil. We represent the trefoil by the 2-strand braid $\sigma_1^{-3}$ (augmentation polynomials of a knot and its mirror are related by a change of variables $(\lambda, \mu, Q) \mapsto (\lambda Q^{-1}, \mu^{-1}, Q^{-1})$ for certain capping disks, etc). In the flow tree model, its Legendrian DGA is generated in degree 0 by orbits $x_{a1}, x_{a2}, 1$, in degree 1 by $b_{a12}, b_{a21}, c_{a11}, c_{a12}, c_{a21}, c_{a22}$ and in degree 2 by $\epsilon_{a1a, \epsilon_{a12}, \epsilon_{a21}, \epsilon_{a22}}$. The differential in degree 1 is

$$
\begin{align*}
\partial c_{11} &= \lambda \mu^{-2} - \lambda \mu^{-3} - (2Q - \mu)a_{12} - Qa_{12}^2a_{21} \\
\partial c_{12} &= Q - \mu + \mu a_{12} + Qa_{12}a_{21} \\
\partial c_{21} &= Q - \mu + \lambda \mu^{-2}a_{21} + Qa_{12}a_{21} \\
\partial c_{22} &= \mu - 1 - Qa_{21} + \mu a_{12}a_{21} \\
\partial b_{12} &= \lambda^{-1} \mu^3 a_{21} - a_{21} \\
\partial b_{21} &= -a_{12} + \lambda \mu^{-3} a_{22}
\end{align*}
$$

The differentials of four of these chords are explained in detail in [EN20 Section 7.2], and the differentials of the other two chords are obtained in a similar manner. Note that we applied the transformation $\lambda \mapsto \lambda \mu^{-3}$ to the formulas in [EN20], since in our conventions the $x$ curve must be null-homologous in $\mathbb{R}^3 \setminus K$. On chords of degree 0, we get

$$
\epsilon_{M_K}(a_{12}) = \mu^{-2}(\mu - 1), \quad \epsilon_{M_K}(a_{21}) = \mu(\mu - 1).
$$

One can then compute the $\epsilon_{M_K}$-linearized differential, and see that its kernel in degree 1 is spanned by

$$
\begin{align*}
y_1 &= \mu^2 (2 - \mu) c_{21} + \mu(2\mu - 1) c_{22} + (1 - \mu^2) b_{12} \\
y_2 &= \mu^4 (2\mu - 1) c_{21} + \mu^2 (3 - 4\mu + 2\mu^2) c_{21} + (1 - \mu + \mu^2) b_{12} \\
y_3 &= c_{12} - c_{21} - \lambda \mu^{-2} b_{12} \\
y_4 &= \lambda \mu^{-3} b_{12} + b_{21}
\end{align*}
$$
Writing $F_1 = (\partial y_1)_{a \rightarrow \epsilon M_K(a)}$, we can compute
\[
(\partial_{\lambda} F_1)_{(\lambda, Q) = (1, 1)} = \mu(\mu - 1)(\mu^2 - \mu + 1)
\]
and the right side of formula (6.19) is $\mu^2(1 - \mu + \mu^2)$, which is the Alexander polynomial of the trefoil knot (up to the usual ambiguity of a power of $\mu$). Using $y_2$ instead of $y_1$ would also yield the Alexander polynomial of the trefoil. If we used $y_3$ or $y_4$, then the integrand on the right side of (6.19) would be $\frac{3}{2}$, so these cycles would not be suitable for computing the Alexander polynomial.

From the DGA differential of chords of degree 1, one can also obtain the augmentation polynomial of the right-handed trefoil, which is
\[
\text{Aug}_K(\lambda, \mu, Q) = \lambda^2(\mu - 1) + \lambda(\mu^4 - \mu^3Q + 2\mu^2Q^2 - 2\mu^2Q - \mu Q^2 + Q^2) + (\mu^3Q^4 - \mu^4Q^3).
\]
See again [EnN20 Section 7.2] for details. Formula (1.2) can then also be verified for the trefoil.

7.3. Other examples. One can find a Mathematica notebook with augmentation polynomials of many knots, up to 10 crossings, on Lenhard Ng’s webpage. Equation (1.2) gives the Alexander polynomial for all of these examples, except the $S_{01}$ knot and a connected sum of a left-handed trefoil with a right-handed trefoil. In both of these cases, $\partial_x \text{Aug}_K |_{(\lambda, Q) = (1, 1)} = \partial_\lambda \text{Aug}_K |_{(\lambda, Q) = (1, 1)} = 0$. Recall from Remark 6.28 that for a general knot with 2-dimensional augmentation variety, one can obtain the Alexander polynomial from a suitable branch of the $V_K$. In the case of the connected sum of a left-handed and a right-handed trefoil, one can understand geometrically the origin of different branches containing the line $\{(1, \mu, 1)\}$.

For this, recall that the augmentation variety restricted to $Q = 1$ behaves well under connected sums, as explained in [Ng08 Proposition 5.86]:
\[
V_{K_1 \# K_2}|_{Q=1} = \{(\lambda_1 \lambda_2, \mu)| (\lambda_i, \mu, 1) \in V_{K_i} \text{ for } i = 1, 2\}
\]
The 2-variable augmentation polynomial for the left-handed trefoil is
\[
(\lambda - 1)(\mu - 1)(1 + \lambda^3).
\]
We have three branches: $\{\lambda = 1\}$ and $\{\mu = 1\}$, corresponding to the fillings $M_K$ and $L_K$, respectively, as well as $\{\lambda = -\mu^{-3}\}$. The 2-variable augmentation variety for the right-handed trefoil is
\[
(\lambda - 1)(\mu - 1)(\lambda + \mu^3).
\]
The branches are now $\{\lambda = 1\}$, $\{\mu = 1\}$ and $\{\lambda = -\mu^3\}$. Equation (7.4) shows that the third branches of the 2-variable augmentation varieties of the left- and right-handed trefoils combine to give a new branch covering the line $\lambda = 1$ in the 2-variable augmentation variety of the connected sum. Allowing $Q \neq 1$, we get a new branch of $V_K$ containing the line $(1, \mu, 1)$, as wanted.

8. Disk potentials, SFT-stretching, and a deformation of the Alexander polynomial

In this section we discuss connections between the study undertaken in this paper and more physically inspired treatments of knot theory, in particular open topological strings and Gromov–Witten theory. We will see that our results suggest a natural $Q$-deformation, $Q = e^t$, of the Alexander polynomial, and that this is related to disk potentials and Floer torsion. We will also observe that the higher genus counterparts give a geometric framework for invariants introduced in [GPV17, GPPV20, GM21], as outlined in [EGG+22]. Our discussion in this section does not contain full proofs of all the transversality and gluing theorems needed. The perturbation scheme for

\[\text{Aug}_K(\lambda, \mu, Q) = \lambda^2(\mu - 1) + \lambda(\mu^4 - \mu^3Q + 2\mu^2Q^2 - 2\mu^2Q - \mu Q^2 + Q^2) + (\mu^3Q^4 - \mu^4Q^3).\]
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counting bare curves, see [ES19], suffices for this purpose, but we will not give a detailed treatment
here. Nevertheless, the results discussed give important information about the SFT-stretched limit
and serve as a starting point for connections to physically inspired invariants in low-dimensional
topology.

We will use the following result which is a consequence of Lemma 3.2. Here a generalized
holomorphic disks is a tree of finitely many holomorphic disks with boundary on a Lagrangian,
where the edges correspond to intersections with suitably chosen bounding chains. For details, see
[AENV14, EN20].

Lemma 8.1. With notation as in Lemma 3.2 the following holds. For each Reeb chord
\( \alpha \) of degree 0, the space of generalized holomorphic disks on \( L^\delta \) with a positive puncture asymptotic to \( \alpha \) is
canonically isomorphic to the corresponding space for \( L^0 \) (which is simply the space of ordinary
holomorphic disks). It follows in particular that \( L^\delta \) and \( L^0 \) define identical augmentations.

Proof. This follows from Lemma 3.2: generalized holomorphic disks are combinations of one disk
with positive puncture and several disks without punctures. Since there are no disks without
punctures and the disks with punctures are naturally identified as \( \delta \) varies between 0 and \( \delta_0 \), the
statement follows. \( \square \)

8.1. Basic disk potentials and SFT-stretching. Given (6.19), we could define a
\( Q \)-deformation, \( Q^e_t \), of the Alexander polynomial by taking

\[
\Delta_K(e^p, e^t) = (1 - e^p) \exp \left( \int - \left. \left( \frac{\partial_t F}{\partial_x F} \right) \right|_{(x=0)} dp \right) =
(1 - e^p) \exp \left( \int - \left. \left( \frac{\partial_t \text{Aug}_K}{\partial_x \text{Aug}_K} \right) \right|_{(x=0)} dp \right),
\]

where we can write the second equality when \( \partial_x \text{Aug}_K \) does not vanish. We will see how this
deformation is related to disk potentials and Floer torsion.

Consider first the disk potential for \( L = L^\delta_K \) for \( \delta > 0 \). Here \( L \cap \mathbb{R}^3 = \emptyset \) and we consider
SFT-stretching along an \( \epsilon \)-sphere bundle \( S_\epsilon T^*\mathbb{R}^3 \) for \( \epsilon \) small compared to \( \delta \), as in [ES19]. Under
such stretching all holomorphic curves with boundary on \( L \cup \mathbb{R}^3 \) leave \( \mathbb{R}^3 \), since there are no closed
Reeb orbits in \( ST^*\mathbb{R}^3 \). Thus, after stretching the curves represent relative homology classes in
\( H_2(T^*\mathbb{R}^3, \mathbb{R}^3, L) \), which is generated by \( x \) and \( t \) (recall that the meridian \( p \) is a boundary in \( L^\delta_K \)).
In particular, counting generalized holomorphic disks with boundary on \( L \) in a sufficiently stretched
almost complex structure gives a Gromov–Witten disk potential

\[
W^0_K(x, t) = \sum_{n>0} C_n(\epsilon^t) e^{nx},
\]

where \( C_n(\epsilon^t) \) is the count of curves with boundary in the class of \( n \) times the generator of \( H_1(L) \).

We then have the following local parameterization of a branch of the augmentation variety:

\[
p = \frac{\partial W^0_K}{\partial x},
\]

see [AENV14] and [Ekh18]. (One can also think of the SFT-stretched curve counts as taking place
in the resolved conifold, after conifold transition.)

We next show that we can define a disk potential in a similar way also for \( L = M^\delta_K \), although
\( M^\delta_K \) may intersect \( \mathbb{R}^3 \). To this end, we first slightly deform \( M^\delta_K \) so that its intersection with some
neighborhood of the 0-section coincides with a finite number of cotangent fibers. We then SFT-
stretch in a smaller \( \epsilon \)-neighborhood. In this case the situation is less straightforward. However, the
geometry in the negative end after stretching is easy to understand. Using the flat metric we have
Reeb chords \( \gamma_{ij} \) between any two distinct fibers \( F_i, F_j \) and no other Reeb chords. Furthermore,
the Lagrangian \( L \) in the negative end consists of fibers \( F_i \).
**Figure 17.** Strip with two positive ends and boundary on two cotangent fibers $F_i$ and $F_j$

**Lemma 8.2.** The dimension of any moduli space of holomorphic curves with boundary on $F = \bigcup F_i$ and $m$ positive punctures equals $m$.

**Proof.** The Conley–Zehnder indices of the Reeb chords are 0. The dimension formula then follows from [CEL10].

Using this formula we find that $M^\delta_K$ defines a basic disk potential that is invariant under deformations.

**Proposition 8.3.** For a sufficiently stretched almost complex structure, all holomorphic disks with boundary on $M^\delta_K$ lie outside the $\epsilon$-neighborhood. Define the corresponding basic disk potential

$$U^0_K(p, t) = \sum_{n > 0} B_n(e^t) e^{np},$$

counting generalized holomorphic disks. This $U^0_K$ is invariant under deformations and

$$x = \frac{\partial U^0_K}{\partial p}$$

gives a local branch of the augmentation variety.

**Proof.** We need to show that under stretching there are no broken disks with lower level in the negative end. The minimal dimension of such a lower level is 2, corresponding to a strip with two positive ends, see Figure 17. Since it came from a rigid disk, the strip is capped at an upper level by two punctured disks (the cappings might in principle consist of more complicated configurations, which would also contain components of negative index), and the sum of their expected dimensions is $-2$, hence they do not exist generically. It follows that no disk can lie in the neighborhood and that the count is invariant in 1-parameter families (degenerations that do not involve the negative end are treated as usual, see [AENV14]). The last statement then follows exactly as in [AENV14, Section 6.9].

**Remark 8.4.** The basic potential function $U^0_K$ was constructed in [AENV14] for fibered knots. Proposition 8.3 extends the construction of $U^0_K$ to an arbitrary knot.

Recall now the integral in (6.19). As we observe in Remark 6.28, the function $F$ locally cuts out a branch of $V_K$, along which we can write

$$\int -\frac{\partial_t F}{\partial_x F} dp = \int \partial_t x(t, p) dp.$$

If this branch was cut out by (8.3), then

$$\int \partial_t x(t, p) dp = \int \partial_t \partial_p U^0_K dp = \partial_t U^0_K,$$

hence in this case the $Q$-deformation of the Alexander polynomial (8.1) could be written as

$$\Delta_K(e^p, e^t) = (1 - e^p) \exp \left( \partial_t U^0_K \right).$$
We will see in Section 8.3 that there is strong evidence that this formula holds for fibered knots, but not for every knot. For general $K$, one must also take into account disks with negative punctures at the Reeb chords $\gamma_{ij}$ mentioned above, and the disk potential $M_K$ is not unique.

Remark 8.5. As we just saw, if the two branches of $V_K$ coincide, we have

$$\Delta_K(e^p) = (1 - e^p) \lim_{t \to 0} \exp \left( \partial_t U^0_K |_{t=0} \right).$$

One might wonder how much information about $U^0_K(p,t)$ is known by $\Delta_K(\mu)$. Replacing $M_K$ and $U^0_K$ with $L_K$ and $W^0_K$ suggests that much information is lost in the limit. Using equations (6.17) and Proposition 6.18, the result of exchanging $x$ and $p$ in Theorem 1.2 is

$$\int (1 - e^x) \exp \left( \int \frac{\partial_t F}{\partial_t \mu} |_{(e^x,1,1)} \, dx \right) = (1 - e^x) \exp \left( \int \frac{e^x}{1 - e^x} \, dx \right) = 1$$

for every knot $K$, and this expression remembers nothing about the disk potential $W^0_K$, which is indeed very different for different knots.

8.2. Invariance of Floer torsion. A first sign that input from extra negative punctures at the Reeb chords $\gamma_{ij}$ may be necessary comes from the Floer cohomological torsion of $CF^*(\mathbb{R}^3, M_K^\delta)$, defined as the product

$$\tau_K(e^p, e^t) = \zeta_{an}(e^p, e^t) \cdot \tau_{str}(e^p, e^t).$$

Here, $\zeta_{an}(e^p, e^t)$ is a count of all disconnected generalized holomorphic annuli from $\mathbb{R}^3$ to $M_K^\delta$ in $T^*\mathbb{R}^3$. Since there are no closed Reeb orbits in $ST^*\mathbb{R}^3$, generalized annuli are (trees of) disks with an intersection with the 4-chain $V$ from (5.3) in the SFT-stretched limit, hence

$$\zeta_{an}(e^p, e^t) = \exp(\partial_t U^0_K(p,t)).$$

On the other hand, $\tau_{str}(e^p, e^t) = \det(D)$, where $D$ is the Floer differential in the Floer cohomology complex $CF^*(\mathbb{R}^3, M_K^\delta)$ with Novikov coefficients. This differential counts two-level curves in the stretched limit, with the lower level being a trivial strip over a straight line. We show in Proposition 8.8 that $\tau_K$ is invariant under deformations. As discussed in Section 8.4, the study of $\tau_K$ leads to a more general notion of disk potential for $M_K$, counting also disks with negative punctures at the Reeb chords $\gamma_{ij}$. We denote such generalized disk potentials by $U^{0,\epsilon}_K$.

Remark 8.6. To compute the powers of $e^t$ in counts of disks and annuli, we need to define an intersection number with the 4-chain $V$. To force such intersections into the interior of the curves, we must specify a way to push the boundaries of the disks in $\mathbb{R}^3$ off of $\mathbb{R}^3$ in $T^*\mathbb{R}^3$, compare [EN20, Section 2]. Also, the 4-chain intersects $M_K$ so there will be contributions to $e^t$ from linking with this locus, and defining them needs additional choices of capping paths. We will not go into the details of making all these choices here.

Remark 8.7. In view of [EN20, Ekh18], it is natural to consider the all genus counterpart $U_K^r(p,t,g_s)$ of the disk potential:

$$U_K^r(p,t,g_s) = g_s^{-1} U^{0,\epsilon}_K(p,t) + U^{1,\epsilon}_K(p,t) + \cdots + g_s^{-r} U^{r+1,\epsilon}_K(p,t) + \cdots,$$

where $U^{r+1,\epsilon}_K$ counts generalized holomorphic curves of Euler characteristic $\chi = -r$, possibly with negative punctures. The Lagrangians $M_K$ and $L_K$ share ideal contact boundary $\Lambda_K$. The Legendrian SFT of $\Lambda_K$ determines an operator $\hat{A}_K(e^p, e^t, e^x, e^{g_s})$, where the operator $e^p$ acts as multiplication by $e^p$ and $e^x$ acts as $e^{-g_s \partial_r}$. In particular, $e^\delta e^x = e^{g_s} e^\delta e^p$. This is a quantization of the augmentation polynomial $A\mu g_K$ and, through holomorphic curve counting for $L_K$, $\hat{A}_K(e^p, e^x, e^t, e^{g_s}) = 0$ is the recursion relation for the colored HOMFLY-polynomial. In view of this, one expects from SFT that $\hat{A}_K \Psi_K = 0$, where $\Psi_K = \exp(U_K^r)$. This observation together with Theorem 1.2, which in this context gives the semi-classical limit of the un-normalized expectation value $\exp(N g_s \partial_t) \Psi_K(p)$,
lead to a large $N$ version, or $Q$-deformation, of the invariant $\hat{Z}$, [GPV17, GPPV20, GM21], for knot complements, see [EGG+22].

Our next result will be used to show that the basic disk potential $U^0_K$ gives in general a different branch of the augmentation variety than that associated to the Alexander polynomial. We will write $m$ for a meridian curve representing the generator $p$ of $H_1(M_K)$ and $\lambda_{std} = \sum p_i dq_i$ for the standard Liouville form in $T^*\mathbb{R}^3$.

**Proposition 8.8.** The torsion $\tau_K$ is invariant under deformations (changing $J$, Lagrangian isotopies of $M^\delta_K$, etc.) for which $\lambda_{std}$ remains positive.

**Proof.** We want to show that $\tau_K(p,t)$ is invariant under deformations. Consider a generic 1-parameter family of geometric data with a perturbation scheme in which output punctures in several level holomorphic disks buildings are time-ordered. Using the positivity hypothesis, we can show the invariance of $\tau_K$ by studying codimension one phenomena associated to the presence of intersection points. Bifurcations of Floer strips are associated to four types of curves (see Figure 18):

- A disk of virtual dimension $(-1)$ in $M(\xi_i, \xi_j)$, $\xi_i \neq \xi_j$.
- A disk of virtual dimension $(-1)$ in $M(\eta_i, \eta_j)$, $\eta_i \neq \eta_j$.
- A disk of virtual dimension $(-1)$ in $M(\xi_i, \xi_i)$.
- A disk of virtual dimension $(-1)$ in $M(\eta_i, \eta_i)$.

We note that the last two $(-1)$ curves also arise as the limits of pinched holomorphic annuli, see Figure 19.

To see that $\tau_K$ remains invariant under the first two $(-1)$-instances, we note that it is well-known how they affect the differential $D(e^p, e^t)$: by row or column operations. This leaves $\det(D)$ fixed and hence $\tau_K$ does not change.

Consider next a $(-1)$-disk $\delta$ in $M(\xi_i, \xi_i)$. Here the differential changes by adding this disk to $\xi$. This means that the determinant is multiplied by $(1 + \delta)$. On the other hand, the contribution to $\tau_K$ from the annulus that pinched giving $\delta$ is multiplication by $(1 + \delta)$ as well (consider all disconnected curve configurations without and with this annulus). Thus the factor $1 + \delta$ just moves between the annulus count and the determinant, leaving $\tau_K$ unchanged. □
8.3. Deformation of the Alexander polynomial for fibered knots. Let $K$ be a fibered knot. Then there is a function $f: M_K \to S^4$ without critical points, and $df$ can be used to shift $M_K$ off of $\mathbb{R}^3$ in $T^*\mathbb{R}^3$. This means that the Floer torsion of $M_K$ can be expressed as

$$\tau_K = \zeta_{an}(e^p, e^t),$$

since there are no strips.

**Proposition 8.10.** If $K$ is a fibered knot and $U^0_K$ denotes the basic disk potential of $M_K$ then

$$\Delta_K(e^p) = (1 - e^p) \lim_{t \to 0} \exp \left( \partial_t U^0_K(p, t) \right).$$

**Proof.** Combining (8.7) with Proposition 8.8, Lemma 3.5, and (2.3), we have

$$\lim_{t \to 0} \exp(\partial_t U^0_K(p, t)) = \lim_{t \to 0} \zeta_{an}(e^p, e^t) = \zeta_{loop}(e^p) = (1 - e^p)^{-1} \Delta_K(e^p),$$

as wanted. \qed

This result, combined with (8.4) above, implies that the branch of the augmentation variety cut out by $U^0_K$ in (8.3) is tangent along the line $(x, t) = (0, 0)$ to the branch cut out by the function $P$ in Remark 6.28. If these branches coincided, then we would conclude the identity of $Q$-deformations of the Alexander polynomial

$$(1 - e^p)\tau_K(e^p, e^t) = \Delta(e^p, e^t),$$

where the left side is defined in (8.6) and the right side is defined in (8.1). It seems likely that this may hold for every knot $K$.

8.4. Deformation of the Alexander polynomial for non-fibered knots. In this section we consider the geometry of deformations of the Alexander polynomial for non-fibered knots. This is more complicated than the case of fibered knots and involves counts of curves with negative boundary punctures, which is not yet properly understood. First ideas in this direction are presented in [EGG+22, Section 4].

If $K'$ is fibered then the leading coefficient of $\Delta_{K'}(e^p)$ equals $\pm 1$. Consider a non-fibered knot $K$ with this leading coefficient not equal to 1. Our first observation is that Proposition 8.10, where $U^0_K(p, t)$ is the basic disk potential, does not hold for $K$. The reason is that, for action reasons, any non-constant holomorphic disk with boundary in $M_K$ contributes to the $e^{kp}$-coefficient in $U^0_K$, where $k > 0$. Therefore the leading coefficient in the right-hand side of (8.8) equals 1, whereas the leading coefficient in the left-hand side is not equal to 1.

Since $(1 - e^p)\tau_K(e^p, e^t)$ from (8.6) gives a $Q$-deformation of the Alexander polynomial also in the non-fibered case, it is natural to expect that this deformation can be expressed in terms of a disk potential for general $K$. Applying SFT-stretching to (8.6), one expects corrections to $U^0_K$ to come from disks with negative punctures at the Reeb chords $\alpha_i$, of grading 0, connecting cotangent fibers over the points $\xi_i$ and $\eta_j$. More precisely, given a collection $\epsilon$ of functions $\alpha_{ij}(t, p)$ for all Reeb chords $\alpha_{ij}$ connecting $\xi_i$ to $\eta_j$, we define the disk potential $U^{0, \epsilon}_K(t, p)$ as the count of generalized disks in a sufficiently SFT-stretched almost complex structure on $T^*\mathbb{R}^3$ with boundary on $M_K$ and negative punctures at chords $\alpha_{ij}$, where we write a factor $\alpha_{ij}(t, p)$ for each negative puncture where the disk is asymptotic to $\alpha_{ij}$. We then expect the following.

**Conjecture 8.11.** For any knot $K$ there is a collection of functions $\epsilon = \{\alpha_{ij}(t, p)\}$ such that the following two properties hold.
(1) The disk potential $U^{0,\epsilon}_K(p,t)$ is invariant under deformations and $x = \partial U^{0,\epsilon}_K/\partial p$ cuts out a branch of the augmentation variety.

(2) The disk potential $U^{0,\epsilon}_K(p,t)$ recovers $\Delta_K(e^p)$ as $t \to 0$. More precisely,

$$\lim_{t \to 0} \exp \left( \epsilon \frac{\partial U^{0,\epsilon}_K(p,t)}{p} \right) = (1 - e^p)^{-1} \Delta_K(e^p).$$

Condition (1) in Conjecture 8.11 requires $\epsilon$ to be an augmentation of a dg-algebra generated by all the Reeb chords connecting cotangent fibers at the critical points $\xi_i$ and $\eta_j$. For more details on this, we refer to [EGG+22] Section 4.
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