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Abstract

While quantum weight enumerators establish some of the best upper bounds on the minimum distance of quantum error-correcting codes, these bounds are not optimized to quantify the performance of quantum codes under the effect of arbitrary quantum channels that describe bespoke noise models. Herein, for any Kraus decomposition of any given quantum channel, we introduce corresponding quantum weight enumerators that naturally generalize the Shor-Laflamme quantum weight enumerators. We establish an indirect linear relationship between these generalized quantum weight enumerators by introducing an auxiliary exact weight enumerator that completely quantifies the quantum code’s projector, and is independent of the underlying noise process. By additionally working within the framework of approximate quantum error correction, we establish a general framework for constructing a linear program that is infeasible whenever approximate quantum error correcting codes with corresponding parameters do not exist. Our linear programming framework allows us to establish the non-existence of certain quantum codes that approximately correct amplitude damping errors, and obtain non-trivial upper bounds on the maximum dimension of a broad family of permutation-invariant quantum codes.

I. INTRODUCTION

The distance of an error-correcting code is of central importance in coding theory, because it quantifies the number of adversarial errors that can be corrected. For codes of fixed length and rate, upper and lower bounds on their distance can be determined. The best lower bounds can be obtained from various randomized code constructions that yield the Gilbert-Varshamov bound and this is also true in the quantum case. On the contrary, markedly different techniques are used to derive upper bounds. In classical coding theory, weight enumerators count the weight distribution of codewords in a code. The MacWilliams identity establishes a linear relationship between the weight enumerators of a code and that of its dual code. This allows one to obtain upper bounds on the distance of codes by linear programming. (This may be improved via the Terwilliger algebra and semidefinite programming.) Further extensions of this technique leads to the celebrated algebraic linear programming bounds and bounds on the distance of codes by linear programming. (This may be improved via the Terwilliger algebra and semidefinite programming.)

The notion of weight enumerators in the quantum setting is less obvious, because quantum codes on $n$ qubits are subspaces of $\mathbb{C}^{2^n}$, and these subspaces do not in general admit a combinatorial interpretation. Shor and Laflamme nonetheless introduced a meaningful definition of weight enumerators for quantum codes in terms of the codes’ projectors $P$ and a nice error basis for matrices. In particular, the Shor-Laflamme (SL) quantum weight enumerators are sums of terms of the form $|\text{tr}(E P)|^2$ and $|\text{tr}(E P^\dagger P)|$, respectively, where the sums are performed over all Paulis $E$ of a given weight. We will call the vectors of these enumerators labeled by Pauli weights the A-type and B-type quantum weight enumerators, respectively. Shor and Laflamme showed that the A-type and B-type quantum weight enumerators are still linearly related in a way reminiscent of the classical relationship.

The relation between the two enumerators is the quantum analogue of the famous MacWilliams identity. Variations on the SL enumerators were then studied by Rains, which allowed better bounds on the parameters of quantum codes. Because of the existence of a linear relationship between the two types of enumerators, quantum programming techniques can be applied to establish upper bounds on the minimum distance for (small) quantum stabilizer codes. Algebraic linear programming bounds based on the MacWilliams identity, such as the Singleton, Hamming, and the first linear programming bounds, are also derived for general quantum codes. These results have been extended to entanglement-assisted quantum stabilizer codes and quantum data-syndrome codes. Also there is a MacWilliams identity for (entanglement-assisted) quantum convolutional codes. Recently it was shown that the SL weight enumerators of a codeword stabilized quantum code has an interpretation as the enumerator of an associated classical code.

Although the distance of a quantum code is a meaningful metric with respect to adversarial noise, estimates on the performance of a quantum code derived from the distance under specific noise models are often overly pessimistic. For instance, while a minimum of five qubits is needed to perfectly correct an arbitrary error, four qubits suffice to correct a single amplitude damping (AD) error. However, most quantum weight enumerators give no direct result regarding limits on the ultimate performance of quantum codes under the influence of general quantum channels, even in the simple case of AD errors. To better understand these fundamental limits, it would be advantageous to have MacWilliams-type identities for different quantum weight enumerators defined for various noisy quantum channels, from which corresponding linear programming bounds can be obtained. Currently, most linear programming bounds for quantum codes use quantum weight enumerators only describe quantum error correction in the perfect setting. Because of this, these methods do not readily extend to quantum codes under the action of arbitrary quantum channels and in the paradigm of approximate quantum error correction (AQEC).

To address the aforementioned problems, we extend the theory of quantum weight enumerators to deal with AQEC codes for any given quantum channel. Namely, we generalize the two SL quantum weight enumerators to address quantum codes under the
A single-qubit state space is a two-dimensional complex Hilbert space $\mathbb{C}^2$, and a multiple-qubit state space is simply the tensor product space of single-qubit spaces $(\mathbb{C}^2)^\otimes n = \mathbb{C}^{2^n}$. The Pauli matrices

$$\{ I_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, Y = iXZ \}$$

form a basis of the linear operators on $\mathbb{C}^2$. Let

$$G_n = \{ M_1 \otimes M_2 \otimes \cdots \otimes M_n : M_j \in \{ I_2, X, Y, Z \} \},$$

which is a basis of the linear operators on the $n$-qubit state space $\mathbb{C}^{2^n}$. The weight of an element $E = M_1 \otimes \cdots \otimes M_n$ in $G_n$, denoted $\text{wt}(E)$, is the number of $M_j$’s that are non-identity matrices.

A quantum channel that takes an $n$-qubit state to an $n$-qubit state is a completely positive and trace-preserving linear map from $L(\mathbb{C}^{2^n})$ to $L(\mathbb{C}^{2^n})$, where $L(\mathbb{C}^{2^n})$ is the set of all linear maps from $\mathbb{C}^{2^n}$ to $\mathbb{C}^{2^n}$. In particular, every quantum channel $\mathcal{N}$ admits a (non-unique) decomposition into Kraus operators $\Omega = \{ W \} \subset L(\mathbb{C}^{2^n})$ such that for any $2^n \times 2^n$ matrix $M$, we have

$$\mathcal{N}(M) = \sum_{W \in \Omega} W M W^\dagger,$$

where

$$\sum_{W \in \Omega} W^\dagger W = I_{2^n},$$

where $I_{2^n}$ denotes the $2^n \times 2^n$ identity matrix.

C. Quantum Codes and Weight Enumerators

An $n$-qubit quantum code $\mathcal{Q}$ is a subspace of $\mathbb{C}^{2^n}$. Let $P$ denote the codespace projector onto $\mathcal{Q}$ The quantum code $\mathcal{Q}$ satisfies the Knill-Laflamme quantum error correction criterion [19] with minimum distance $d$ if and only if

$$PEP = g_{E} P$$

for some complex coefficients $g_{E}$ for every $E \in G_n$ of weight at most $d - 1$. This means that any Paulis of weight at most $d - 1$ can be detected since it brings logical codewords to orthogonal subspaces. An $n$-qubit quantum code of dimension $M$ and minimum distance $d$ is denoted $[[n, M, d]]$. If $M = 2^k$, it is denoted $[[n, k, d]]$.

Shor and Laflamme defined two weight enumerators $\{ A_i^{\text{SL}} \}$ and $\{ B_i^{\text{SL}} \}$ of $\mathcal{Q}$ by

$$A_i^{\text{SL}} = \frac{1}{\text{tr}(P)^2} \sum_{E \in G_n, \text{wt}(E) = i} \text{Tr}(E P) \text{Tr}(E^\dagger P),$$

where $g_{E}$ for every $E \in G_n$ of weight at most $d - 1$. This means that any Paulis of weight at most $d - 1$ can be detected since it brings logical codewords to orthogonal subspaces. An $n$-qubit quantum code of dimension $M$ and minimum distance $d$ is denoted $[[n, M, d]]$. If $M = 2^k$, it is denoted $[[n, k, d]]$.

Shor and Laflamme defined two weight enumerators $\{ A_i^{\text{SL}} \}$ and $\{ B_i^{\text{SL}} \}$ of $\mathcal{Q}$ by

$$A_i^{\text{SL}} = \frac{1}{\text{tr}(P)^2} \sum_{E \in G_n, \text{wt}(E) = i} \text{Tr}(E P) \text{Tr}(E^\dagger P),$$

where

$$B_i^{\text{SL}} = \frac{1}{\text{tr}(P)^2} \sum_{E \in G_n, \text{wt}(E) = i} \text{Tr}(E P) \text{Tr}(E^\dagger P).$$
and
\[ B_i^{\text{SL}} = \frac{1}{\text{tr}(P)} \sum_{E \in \mathcal{G}_n, \text{wt}(E) = i} \text{Tr}(EPE^\dagger P), \] (5)
for \( i = 0, \ldots, n \). These two weight enumerators will be called SL enumerators in this article.

Since \( \mathcal{G}_n \) is a basis for the linear operators on \( \mathbb{C}^{2^n} \), we have \( P = \sum_{E \in \mathcal{G}_n} a_E E \), where \( a_E \in \mathbb{R} \) because \( P \) is Hermitian. It follows that \( \text{tr}(EP) = a_E \). Since \( P \) is a projector, we have \( P = P^2 \), and it follows that \( \text{tr}(P) = \text{tr}(P^2) = 2^n \sum_{E \in \mathcal{G}_n} a_E^2 \). Hence
\[ \sum_i A_i^{\text{SL}} = \frac{1}{\text{tr}(P)^2} \sum_E a_E^2 = \frac{2^n \text{tr}(P)}{\text{tr}(P)^2} = \frac{2^n}{\text{tr}(P)}. \] (6)

Also \( A_0^{\text{SL}} = 1 \).

The power of the SL enumerators is that the (perfect) quantum error correction criterion of Knill and Laflamme are equivalent to certain linear constraints on these SL enumerators. This is because \( A_i^{\text{SL}} = B_i^{\text{SL}} \) if and only if (5) holds for every \( E \in \mathcal{G}_n \) of weight \( i \leq d - 1 \).

D. The space of complex square matrices

The Hilbert-Schmidt inner product of two square complex matrices \( U, V \) is defined by
\[ \langle U, V \rangle = \text{tr}(U^\dagger V), \] (7)
and induces a norm, called the the Frobenius norm. Namely, the Frobenius norm of \( U \) is defined as \( \|U\|_F = \sqrt{\langle U, U \rangle} \).

Given any complex square matrices \( U \) and \( V \) of the same size, we can use the Gram-Schmidt process to get
\[ W = U - R, \] (8)
where
\[ R = \frac{\langle V, U \rangle}{\|V\|_F} \frac{V}{\|V\|_F} \] (9)
denotes the component of \( U \) which is parallel to \( V \), and \( W \) denotes the component of \( U \) which is orthogonal to \( V/\|V\|_F \).

Geometrically, \( R \) and \( W \) are orthogonal, and they satisfy the Pythagoras theorem in the sense that
\[ \|R\|_F^2 + \|W\|_F^2 = \|U\|_F^2. \] (10)
Now using the fact that \( \|R\|_F^2 = |\langle V, U \rangle|^2 \), it follows that
\[ |\langle V, U \rangle|^2 = \|U\|_F^2 - \|W\|_F^2. \] (11)

III. QUANTUM WEIGHT ENUMERATORS FOR SETS OF Kraus OPERATORS

In what follows, we generalize the SL enumerators to allow direct consideration of an arbitrary set of Kraus operators. For the SL enumerators, the error operators considered are the Pauli operators, which form a nice error basis. In generalizing these Pauli operators to general Kraus operators, we will no longer be able to leverage many properties that the nice error basis affords. (In particular, it is unknown how to generalize the MacWilliams identity between the SL enumerators.) We nonetheless can generalize the definition of SL enumerators to general Kraus operators.

Let \( P \) be the projector onto a quantum code, and let \( \Omega \) be a set of Kraus operators for a quantum channel. In general, the set of Kraus operators \( \Omega \) does not necessarily span the space of linear operators on \( \mathbb{C}^{2^n} \), and need not even be a basis for \( \mathbb{C}^{2^n} \). Suppose that \( \Omega \) is partitioned into the disjoint sets \( \Omega_0, \ldots, \Omega_{w-1} \) in accordance to the severity of the Kraus operators therein. Here, \( w \) counts the number of such sets. We define two enumerators (vectors) with coefficients
\[ A_i = \frac{1}{\text{tr}(P)^2} \sum_{E \in \Omega_i} \text{tr}(EP)\text{tr}(E^\dagger P), \quad i = 0, \ldots, w - 1, \] (12)
\[ B_i = \frac{1}{\text{tr}(P)} \sum_{E \in \Omega_i} \text{tr}(EPE^\dagger P), \quad i = 0, \ldots, w - 1, \] (13)
respectively. In what follows, we use the Dirac ket notation to represent weight enumerators as in [15]. We denote the \( A \) and \( B \)-type enumerators as
\[ |A\rangle = \sum_{i=0}^{w-1} A_i |i\rangle, \] (14)
\[ |B\rangle = \sum_{i=0}^{w-1} B_i |i\rangle. \] (15)
Note that
\[ \sum_i B_i = \frac{1}{\text{tr}P} \sum_{E \in \Omega} \text{tr}(EPE^\dagger) \leq \frac{1}{\text{tr}P} \sum_{E \in \Omega} \text{tr}(EPE^\dagger) = \frac{1}{\text{tr}P} \text{tr} \left( \left( \sum_{E \in \Omega} E^\dagger E \right) P \right) = 1, \]
where the inequality is because both \( EPE^\dagger \) and \( P \) are positive semidefinite and \( P \leq I_{2^n} \).

Hence we have
\[ B_0 + \cdots + B_{w-1} \leq 1. \] (16)

Another interpretation of this inequality is that the sum of the coefficients of the \( B \)-type enumerator retains interpretation as the fidelity of a quantum code after the action of the quantum channel with Kraus operators in \( \Omega \) without quantum error correction.

It can be shown, as in [11], that
\[ B_i \geq A_i, \quad i = 0, \ldots, w - 1. \] (17)

Furthermore, since the code projector \( P \) is Hermitian and we have the cyclic property of the trace, it is clear that \( \text{tr}(EP)\text{tr}(E^\dagger P) = \text{tr}(EP)\text{tr}(P^\dagger E^\dagger) = |\text{tr}(EP)|^2 \). This implies that \( A_i \) is always a sum of non-negative terms, and hence we must have
\[ A_i \geq 0, \quad i = 0, \ldots, w - 1. \] (18)

In this paper, we will define approximate quantum error correction using the language of quantum weight enumerators. In fact, we will see that \( B_i - A_i = 0 \) is equivalent to saying that the Knill-Laflamme quantum error criterion is satisfied for every Kraus operator in the set \( \Omega_i \). When \( B_i - A_i \) is non-zero, we quantify this non-zero quantity precisely in terms of the deviations from the Knill-Laflamme conditions in the Frobenius norm.

For every \( E \in \Omega \), let
\[ \mathcal{E}_E = PEP - \langle PEP, P \rangle \frac{P}{\text{tr}(P)}. \] (19)

Then we have the following lemma.

**Lemma 1.** [Quantum weight enumerators and approximate quantum error correction] Let \( A_i \) and \( B_i \) be quantum weight enumerators defined by (12) and (13), respectively, using the code projector \( P \) and the subsets \( \Omega_0, \ldots, \Omega_{w-1} \). Then for every \( i = 0, \ldots, w - 1 \), we have
\[ B_i - A_i = \frac{1}{\text{tr}(P)} \sum_{E \in \Omega_i} \| \mathcal{E}_E \|_F^2. \] (20)

**Proof.** By identifying \( U = PEP \) and \( V = P \) and substituting into (11), we get
\[ |\langle PEP, P \rangle|^2 = \| PEP \|_F^2 \text{tr}(P) - \| \mathcal{E}_E \|_F^2 \text{tr}(P). \] (21)

Rewriting (21), we get
\[ |\langle PEP, P \rangle|^2 = \text{tr}(EPE^\dagger P)\text{tr}(P) - \| \mathcal{E}_E \|_F^2 \text{tr}(P). \] (22)

Since \( |\langle PEP, P \rangle|^2 = |\text{tr}(EP)|^2 \), this implies that
\[ A_i = B_i - \frac{1}{\text{tr}(P)} \sum_{E \in \Omega_i} \| \mathcal{E}_E \|_F^2, \] (23)
from which the lemma follows.

From this lemma, we obtain a perturbed quantum error correction criterion using the language of quantum weight enumerators. In particular, we can say that \( B_i - A_i \) is proportional to the sum of the squares of the Frobenius norms of \( \mathcal{E}_E \), where \( E \in \Omega_i \). The matrices \( \mathcal{E}_E \) have been previously studied in Ref. [20], where their connection to the infidelity of a quantum code is elucidated.

Given the form of Lemma [1] we define a notion of AQEC with respect to the perturbation of the KL conditions as follows.

**Definition 2.** A quantum code with code projector \( P \) is \((\epsilon_0, \ldots, \epsilon_{w-1})\)-AQEC with respect to the sets \( \Omega_0, \ldots, \Omega_{w-1} \) if
\[ \frac{1}{\text{tr}(P)} \sum_{E \in \Omega_i} \| \mathcal{E}_E \|_F^2 \leq \epsilon_i \] (24)
for all \( i = 0, \ldots, w - 1 \).

From this context, perturbations to the Knill-Laflamme quantum error correction criterion \((B_i^{\text{SL}} - A_i^{\text{SL}} > 0)\) can be understood by directly perturbing the linear constraints on the quantum weight enumerators.
IV. Auxiliary Weight Enumerators

Without the existence of a MacWilliams identity, we can nonetheless establish a linear relationship between $|A\rangle$ and $|B\rangle$ by introducing additional vectors that reside on an auxiliary space. Recall that the projector $P$ of a quantum code, when decomposed in the Pauli basis, can be written as

$$P = \sum_{\sigma \in \mathcal{G}_n} \frac{\text{tr}(\sigma P)}{2^n} \sigma.$$ \hspace{1cm} (25)

**Definition 3.** The auxiliary (exact) weight enumerator corresponding to code projector $P$ is given by

$$|\text{AUX}\rangle = |\phi\rangle \otimes |\phi\rangle,$$ \hspace{1cm} (26)

where

$$|\phi\rangle = \sum_{\sigma \in \mathcal{G}_n} \text{tr}(\sigma P)|\sigma\rangle.$$ \hspace{1cm} (27)

The auxiliary weight enumerator is exact in the sense that it encompasses complete information about the quantum code’s projector. We emphasize that the state $|\phi\rangle$ depends only on the code’s projector $P$. Hence $|\phi\rangle$ is independent of the channel in consideration. Define a swap operation

$$\Pi = \sum_{\sigma, \tau \in \mathcal{G}_n} |\sigma\rangle\langle \tau| \otimes |\tau\rangle\langle \sigma|.$$ \hspace{1cm} (28)

It follows that $|\text{AUX}\rangle$ is an eigenvector of $\Pi$ with eigenvalue $+1$

$$\Pi|\text{AUX}\rangle = |\text{AUX}\rangle,$$ \hspace{1cm} (29)

since $\text{tr}(\sigma P)\text{tr}(\tau P)$ is invariant under the swap of $\sigma$ and $\tau$. We later exploit this permutation symmetry to introduce additional constraints in our linear program for amplitude damping channels.

V. Connection Matrices

To establish the connection between our auxiliary weight enumerator $|\text{AUX}\rangle$ with the two generalized weight enumerators $|A\rangle$ and $|B\rangle$, we define two matrices as follows:

$$M_A = \sum_{i=0}^{w-1} \sum_{E \in \Omega} \sum_{\sigma, \tau \in \mathcal{G}_n} 2^{-2n} \text{tr}(E \sigma)\text{tr}(E^\dagger \tau)|i\rangle\langle \sigma|\tau|,$$ \hspace{1cm} (30)

$$M_B = \sum_{i=0}^{w-1} \sum_{E \in \Omega} \sum_{\sigma, \tau \in \mathcal{G}_n} 2^{-2n} \text{tr}(E \sigma E^\dagger \tau)|i\rangle\langle \sigma|\tau|.$$ \hspace{1cm} (31)

The matrices $M_A$ and $M_B$ establish an indirect linear relationship between the generalized enumerators $|A\rangle$ and $|B\rangle$ via an additional linear relationship with the auxiliary weight enumerator. Namely, we have the following linear relationships.

**Lemma 4.** The following matrix identities hold.

$$M_A|\text{AUX}\rangle = (\text{tr}P)^2|A\rangle,$$ \hspace{1cm} (32)

$$M_B|\text{AUX}\rangle = \text{tr}P|B\rangle.$$ \hspace{1cm} (33)

**Proof.** By (25), we get

$$|A\rangle = \frac{1}{(\text{tr}P)^2} \sum_{i=0}^{w-1} \sum_{E \in \Omega} \sum_{\sigma, \tau \in \mathcal{G}_n} 2^{-2n} \sum_{\sigma, \tau \in \mathcal{G}_n} \text{tr}(E \sigma)\text{tr}(E^\dagger \tau) \times \text{tr}(\sigma P)\text{tr}(\tau P)|i\rangle.$$ \hspace{1cm} (34)

Also we can see that

$$M_A|\text{AUX}\rangle = \sum_{i=0}^{w-1} \sum_{E \in \Omega} \sum_{\sigma, \tau \in \mathcal{G}_n} \frac{\text{tr}(E \sigma)\text{tr}(E^\dagger \tau)}{2^{2n}|i\rangle\langle \sigma|\tau|\text{tr}(\sigma P)\text{tr}(\tau P)}.$$ \hspace{1cm} (35)

Hence (32) holds.

To obtain the second identity, we also expand the code projector $P$ in the Pauli basis to get

$$|B\rangle = \frac{1}{\text{tr}(P)} \sum_{i=0}^{w-1} \sum_{E \in \Omega} \sum_{\sigma, \tau \in \mathcal{G}_n} 2^{-2n} \sum_{\sigma, \tau \in \mathcal{G}_n} \text{tr}(E \sigma E^\dagger \tau)\text{tr}(\sigma P)\text{tr}(\tau P)|i\rangle.$$ \hspace{1cm} (36)
Next, note that

\[
M_B|\text{AUX}\rangle = \sum_{i=0}^{w-1} \sum_{\sigma, \tau \in G_n} 2^{-2n} \text{tr}(E_\sigma E_\tau^\dagger)|i\rangle\text{tr}(\sigma P)\text{tr}(\tau P).
\]  

(37)

The result \(M_B|\text{AUX}\rangle = \text{tr}(P)|B\rangle\) then follows. \(\square\)

While we do not have a direct linear relationship between the generalized quantum weight enumerators \(|A\rangle\) and \(|B\rangle\), Lemma 4 establishes a linear relationship between each generalized quantum weight enumerator and the auxiliary weight enumerator. This thereby establishes an indirect linear relationship between \(|A\rangle\) and \(|B\rangle\), which allows us to establish linear programming bounds for AD codes later.

It is also important to note the following properties of connection matrices.

1) The connection matrices \(M_A\) and \(M_B\) are devoid of information about the code, because they are both independent of the code projector \(P\).
2) The connection matrices \(M_A\) and \(M_B\) depend on the set of Kraus operators \(\Omega\) that describe the underlying quantum channel.

VI. LINEAR PROGRAMMING BOUNDS FOR GENERAL QUANTUM CHANNELS

Here, given a quantum channel with a set of Kraus operators \(\Omega\), partitioned into disjoint subsets \(\Omega_0, \ldots, \Omega_{w-1}\), we introduce a linear program with optimization variables \(A_0, \ldots, A_{w-1}, B_0, \ldots, B_{w-1}\), which are non-negative. The constraints in this linear program arise from relating the \(A\)- and \(B\)-type quantum weight enumerators introduced in (12) and (13). While the \(A\)- and \(B\)-type enumerators do not necessarily have a direct linear relation to one another, they are both directly linearly related to the auxiliary exact weight enumerator of a quantum code \(26\) via the connection matrices \(30\) and \(31\). Infeasibility of this linear program allows us to to establish the non-existence of certain AQEC quantum codes. Since it is only the feasibility of the linear program that is important, we can always set the objective function of the linear program to be a constant, that is for instance 0.

If a quantum code is \((\epsilon_0, \ldots, \epsilon_{w-1})\)-AQEC with respect to the sets \(\Omega_0, \ldots, \Omega_{w-1}\), then the following linear constraints admits a feasible solution.

\[
\begin{align*}
\text{Find } A_0, \ldots, A_{w-1}, B_0, \ldots, B_{w-1}, |\text{AUX}\rangle \\
\text{subject to } (\text{tr}P)^2|A\rangle = M_A|\text{AUX}\rangle \\
\text{tr}P|B\rangle = M_B|\text{AUX}\rangle \\
0 \leq B_i - A_i \leq \epsilon_i, \quad 0 \leq i \leq w - 1 \\
B_0 + \cdots + B_n \leq 1 \\
A_i \geq 0, \quad 0 \leq i \leq w - 1 \\
\Pi|\text{AUX}\rangle = |\text{AUX}\rangle. \quad (38)
\end{align*}
\]

Here at this abstract level, the distance \(d\) does not appear. If we work with the SL enumerators, then we have \(\epsilon_0 = \cdots = \epsilon_{d-1} = 0\). We have thereby derived a linear programming bound that applies to any quantum error-correcting code given under the influence of any noisy quantum channel. Note that \(\text{tr}P\) is the dimension of the quantum code and hence a constant in the linear program.

The independence of the auxiliary weight enumerator on the underlying quantum channel allows us to establish a single linear program for an entire family of quantum channels with respect to a fixed quantum code, and we illustrate this using the amplitude damping channel in the next section.

VII. APPLICATIONS

A. Amplitude damping errors

AD errors model energy relaxation in quantum harmonic oscillator systems and photon loss in photonic systems. By ensuring that each quantum harmonic oscillator couples identically to a unique bosonic bath, in the low temperature limit, the effective noise model can be described by an AD channel. When quantum information lies in a qubit, the corresponding AD channel \(N_\gamma\) models energy loss in a two-level system, where \(\gamma\) is the probability that an excited state relaxes to the ground state. \(N_\gamma\) has two Kraus operators \(K_0\) and \(K_1\), where

\[
K_0 = \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{1-\gamma} \end{bmatrix}, \quad K_1 = \begin{bmatrix} 0 & \sqrt{\gamma} \\ 0 & 0 \end{bmatrix}.
\]

When energy loss occurs independently and identically in an \(n\)-qubit system, the corresponding noisy channel can be modeled as \(N_{n,\gamma} = N_\gamma^{\otimes n}\). The set of all Kraus operators of \(N_{n,\gamma}\) can be written as

\[
\mathcal{K} = \{K_x \triangleq K_{x_1} \otimes \cdots \otimes K_{x_n} : x \in \{0, 1\}^n\}. \quad (39)
\]

Since the Kraus operator \(K_1\) models energy loss on one qubit, it is useful to know how many times the Kraus operator \(K_1\) occurs in \(K_x\). Hence we define the following property of \(K_x\).

**Definition 5.** The weight of \(K_x\) for \(x \in \{0, 1\}^n\) is \(\text{wt}(x)\).
The weight of $K_x$ counts the number of qubits where $K_x$ induces energy loss. For example, $\text{wt}(K_1 \otimes K_0 \otimes K_1) = \text{wt}(K_{101}) = \text{wt}(101) = 2$, which corresponds to energy loss in two qubits. Using this notion of weight, we partition the set of Kraus operators $K$ accordingly. Namely, by denoting
\[ K_i = \{ E \in K : \text{wt}(E) = i \}, \]
we have $K = K_0 \cup \cdots \cup K_n$. In this terminology, a code corrects $t$ errors perfectly if all the errors in $K_i$ for $i \leq t$ satisfy the Knill-Laflamme quantum error correction criterion \[19\].

Specializing to the case of AD errors, our enumerators are vectors with coefficients
\[
A_i = \frac{1}{(trP)^2} \sum_{E \in K_i} \text{tr}(EP)\text{tr}(E^\dagger P), \quad i = 0, \ldots, n, \tag{41}
\]
\[
B_i = \frac{1}{trP} \sum_{E \in K_i} \text{tr}(EPE^\dagger P), \quad i = 0, \ldots, n. \tag{42}
\]
The corresponding connection matrices are
\[
M_A = \sum_{i=0}^{n} \sum_{E \in K_i} \sum_{\sigma, \tau} 2^{-|\sigma|} |\text{tr}(E\sigma)| |\text{tr}(E^\dagger \tau)| \langle \sigma | \langle \tau |, \tag{43}
\]
\[
M_B = \sum_{i=0}^{n} \sum_{E \in K_i} \sum_{\sigma, \tau} 2^{-|\sigma|} |\text{tr}(E\sigma E^\dagger \tau)| \langle \sigma | \langle \tau |. \tag{44}
\]
From Section [III] we know that $B_i \geq A_i \geq 0$ for all $i = 0, \ldots, n$.
Since the only Kraus operator in $K_0$ has a minimum singular value of $(1 - \gamma)^{n/2}$ for $A_0$, we have the lower bound
\[
A_0 \geq (1 - \gamma)^n. \tag{45}
\]
This is reminiscent of the scenario for SL weight enumerators, where we have $A_0^\dagger = 1$.
Furthermore, it is easy to see that every $B_i$ is at most $O(\gamma^i)$. Since the operator norm of Kraus operators from $K_i$ is $\gamma^{i/2}$, the operator norm of $EPE^\dagger$ for any $E \in K_i$ is at most $\gamma^i tr(P)$. It follows from the H"older inequality on the Hilbert-Schmidt inner product that
\[
|\text{tr}(EPE^\dagger P)| = |\langle EPE^\dagger | P \rangle| \leq \|EPE^\dagger \| \|P\|_1, \tag{46}
\]
where $\| \cdot \|_1$ denotes the trace norm and $\| \cdot \|$ denotes the operator norm, which is the maximum singular value of a matrix. Thus by counting the number of terms in $K_i$, we have
\[
B_i/\gamma^i \leq \binom{n}{i}. \tag{47}
\]
We can obtain another upperbound on $B_i$. Note that
\[
B_i = \frac{1}{trP} \sum_{E \in K_i} \text{tr}(EPE^\dagger P) \\
\leq \frac{1}{trP} \sum_{E \in K_i} \text{tr}(EPE^\dagger) \\
\leq \frac{1}{trP} \sum_{E \in K_i} \text{tr}(EE^\dagger) \\
= \frac{1}{trP} \binom{n}{i} (10 - 0) \otimes (01 - 00)^{n-i} \\
\leq \frac{1}{trP} \binom{n}{i} 2^{n-i} \gamma^i. \tag{48}
\]
The quantum weight enumerators of $Q$ for AD channels are
\[
|A\rangle = A_0 |0\rangle + \cdots + A_n |n\rangle, \\
|B\rangle = B_0 |0\rangle + \cdots + B_n |n\rangle. \tag{49}
\]
We have the following definition of AQEC criterion for AD channels, using the language of quantum weight enumerators.

**Definition 6.** An $(n,M)$ quantum code is called a $(t,c)$-AD code if its quantum weight enumerators satisfy the constraints
\[
B_i - A_i \leq c\gamma^{i+1}, \quad i = 0, \ldots, t, \tag{50}
\]
where $0 \leq \gamma \leq 1$. 
In the language of Definition 2, a \( (t, c) \) AD code is \( (c_{t+1}, \ldots, c_{t+t+1}) \)-AQEC with respect to the sets \( K_0, \ldots, K_t \).

**Example 1.** The four-qubit code in [17] has two logical codewords

\[
|0\rangle_L = \frac{1}{\sqrt{2}} ((0000) + (1111)), \\
|1\rangle_L = \frac{1}{\sqrt{2}} ((0011) + (1100)).
\]

It has weight enumerators

\[
A_0 = \gamma^4/64 - \gamma^3/4 + 5\gamma^2/4 - 2\gamma + 1; \\
A_1 = A_2 = A_3 = 0; \\
A_4 = \gamma^4/64.
\]

\[
B_0 = \gamma^4/16 - \gamma^3/4 + 5\gamma^2/4 - 2\gamma + 1; \\
B_2 = 3\gamma^4/8 - 3\gamma^3/4 + 3\gamma^2/4; \\
B_4 = \gamma^4/16; \\
B_1 = B_3 = 0.
\]

Therefore, this code cannot be a \((2, c)\)-AD code for any \( c > 0 \). Conversely, this code is known to correct an arbitrary single AD error [17].

**Example 2.** The weight enumerators of the nine-qubit Shor code are as follows. Note that (17) holds here. In addition, by Definition 6, this code cannot correct each AD error of weight three.

\[
A_0 = B_0 = 1 - 9\gamma/2 + 153\gamma^2/16 \\
- 399\gamma^3/32 + 351\gamma^4/32 + O(\gamma^5);
\]

\[
A_i = B_i = 0, \quad i = 1, 2, 4, 5, 7, 8;
\]

\[
A_3 = A_9 = 0;
\]

\[
B_3 = 3\gamma^3/4 + O(\gamma^4); \\
B_5 = \gamma^9/32; \\
A_6 = 3\gamma^6/16 + 9\gamma^7/32 + 45\gamma^8/256 + O(\gamma^9); \\
B_6 = 3\gamma^6/16 - 9\gamma^7/32 + 9\gamma^8/32 + O(\gamma^9).
\]

Since the leading order of \( B_3 - A_3 \) in \( \gamma \) is cubic, the Shor code cannot be a \((3, c)\)-AD code for any \( c > 0 \). Hence, this is consistent with the fact that the Shor code corrects two AD errors [21].

From the above discussion, the weight enumerators \(|A\rangle\) and \(|B\rangle\) of a \((t, c)\)-AD code must satisfy (50), (32), and (33). We formulate a linear program with a constant objective function, and find non-negative variables \(A_0, \ldots, A_n, B_0, \ldots, B_n\) that belong to a particular feasible region. The feasibility problem of our linear program is then equivalent to the following.

\[
\begin{align*}
\text{Find} & \quad A_0, \ldots, A_n, B_0, \ldots, B_n, |\text{AUX}\rangle \\
\text{subject to} & \quad (\text{tr}P)^2|A\rangle = M_A|\text{AUX}\rangle \\
& \quad \text{tr}P|B\rangle = M_B|\text{AUX}\rangle \\
& \quad (B_i - A_i)/\gamma^{i+1} \leq c, \quad 0 \leq i \leq d - 1 \\
& \quad B_i/\gamma^i \leq \binom{n}{i}, \quad 0 \leq i \leq n \\
& \quad B_i/\gamma^i \leq \binom{n}{i}2^{n-i}/\text{tr}P, \quad 0 \leq i \leq n \\
& \quad B_0 + \cdots + B_n \leq 1 \\
& \quad A_i \geq 0, \quad 0 \leq i \leq n \\
& \quad \Pi|\text{AUX}\rangle = |\text{AUX}\rangle.
\end{align*}
\] (51)

Note that the constraint \( B_i/\gamma^i \leq \binom{n}{i}2^{n-i}/\text{tr}P \) only becomes non-trivial for large values of \( \text{tr}P \).

Since integer programs are hard to solve in general, our feasibility conditions are attractive because they have no integer constraints, in contrast to many other linear programming bounds for stabilizer codes [10], [12], [13], [14]. Hence, we have a linear program as opposed to an integer program. However, one may wonder whether such a linear program is sufficiently constrained to be potentially infeasible. We demonstrate numerically that our linear program can be infeasible, by analyzing the potential of using three qubits to correct a single AD error. To do this, we have an additional observation that our linear program is parametrized by \( \gamma \). Since
a \((t, c)\)-AD code is defined for any value of \(\gamma\) in the unit interval, we can concatenate the linear constraints using many different values of \(\gamma\). Crucially, constraints for different values of \(\gamma\) are related because \(|\text{AUX}|\) is independent of \(\gamma\). We illustrate the linear dependence of all of our linear constraints in Fig. 1.

To determine if our concatenated linear program is feasible, we code up the linear constraints in the MATLAB solver \texttt{cvx}, and use the algorithm SDPT3. In the linear constraints of (38), we write the monomials of \(\gamma\) as denominators. This normalizes our constraints so that a numerical solver can be numerically stable even for small values of \(\gamma\). Also, when coding up the linear constraints of (38) in a solver, we do not explicitly construct the permutation matrix \(\Pi\) because it is much too big. Rather we specify its implied linear constraints directly into the optimizer environment for our linear program.

In our numerical study, we analyze the possibility of correcting a single AD error using three qubits. We obtain mainly no-go results on the existence of a three-qubits code that corrects a single AD error. For this, we consider four different values of \(\gamma\) in the construction of our linear program. More precisely, we numerically find the maximum \(c\) for which the convex solver returns a result that says that the linear program is infeasible.

**Theorem 7.** There is no three-qubit \((1, 9.8 \times 10^4)\)-AD code that has dimension two.

**Proof.** For \(n = 3\), \(M = 2\), \(t = 1\), we rule out \(c = 9.8 \times 10^4\) using \(\gamma = 0.1, 0.05, 0.01, 0.0001\). \(\square\)

Numerically, this value of \(c = 9.8 \times 10^4\) is the largest we could find for the parameters \(n = 3\), \(M = 2\), \(t = 1\). If we could rule out three-qubit \((1, c)\)-AD codes for all positive numbers \(c\), then we would able to rule out all three-qubit codes that correct a single AD error.

**B. Linear programming bounds for permutation-invariant quantum codes**

Permutation-invariant quantum codes are quantum codes that are invariant under any permutation of their underlying particles. Such codes have been studied in the qubit [22, 23, 20, 24], the qudit [25], and the bosonic [26] settings. These quantum codes are interesting because of not only their capability to correct non-trivial errors such as quantum deletions [27, 28] and insertions [29], but also their potential applications as quantum memories [30] and for robust quantum metrology [31]. One key attractive feature of permutation-invariant quantum codes is the ease in which they can be prepared in physical systems [32, 33] as compared to the usual stabilizer codes.

Here, we restrict our attention to permutation-invariant quantum codes on qubits, and use linear programming methods to establish upper bounds on the minimum distance of permutation-invariant quantum codes of designed distances \(d\). A permutation-invariant quantum code has distance \(d\) if it satisfies the Knill-Laflamme quantum error correction criterion that for every pair of orthogonal logical codewords \(|i_L\rangle\) and \(|j_L\rangle\) and for every \(E \in \mathcal{G}_n\) of weight at most \(d - 1\),

\[
\langle i_L|E|j_L\rangle = g_E \delta_{i,j}
\]

for some complex coefficient \(g_E\).

In this section, for \(i = 0, 1, \ldots, n\), we set

\[
\Omega_i = \{ E \in \mathcal{G}_n : \text{wt} (E) = i \}.
\]

Now let \(P\) be a projector onto a permutation-invariant code. We are interested in the distance of a permutation-invariant quantum code, and hence we use the usual SL-enumerators \(\{ A_i^{(1)} \}\) and \(\{ B_i^{(1)} \}\). While the \(A\)-type and \(B\)-type SL enumerators are related by

![Fig. 1. The relationship between various enumerators is depicted here. Every A-type or B-type enumerator for differing values of AD parameter \(\gamma_i\) relates linearly to the same auxiliary enumerator.](image)
Lemma 8. Let 

\[ M_A^{SL} = \sum_{i=0}^{w-1} \sum_{E \in \Omega_i, \sigma, \tau \in \mathcal{G}_n} 2^{-2n} \text{tr}(E\sigma)\text{tr}(E^\dagger\tau)|i\rangle\langle \sigma|\tau], \quad (54) \]

\[ M_B^{SL} = \sum_{i=0}^{w-1} \sum_{E \in \Omega_i, \sigma, \tau \in \mathcal{G}_n} 2^{-2n} \text{tr}(E\sigma E^\dagger\tau)|i\rangle\langle \sigma|\tau]. \quad (55) \]

Now we will proceed to explain how we can impose permutation-invariant constraints on the auxiliary weight enumerator. Note that for any qubit permutation \( \pi \), we must have

\[ P\pi = P = \pi P, \quad (56) \]

for the projector \( P \) of any permutation-invariant quantum code. Then for any Pauli \( \sigma \) and qubit permutation \( \pi \), we see that

\[ \text{tr}(\pi\sigma\pi^\dagger P) = \text{tr}(\sigma P\pi P) = \text{tr}(\sigma P) \quad (57) \]

For non-negative integers \( x, y, z \) such that \( x + y + z \leq n \), let

\[ \sigma_{x,y,z,n} = X_{x} \otimes Y_{y} \otimes Z_{z} \otimes I_{(n-x-y-z)}. \]

Now define the sets

\[ C_{x,y,z,n} = \{ \pi \sigma_{x,y,z,n} \pi^\dagger : \pi \in S_n \}, \]

where the symmetric group \( S_n \) denotes the set of \( n! \) permutations on \( n \) qubits. We can see that the set of Pauli operators \( \mathcal{G}_n \) can be partitioned into the sets \( C_{x,y,z,n} \).

We define an auxiliary enumerator for the permutation-invariant code

\[ |\phi_{\text{picode}}\rangle = \sum_{0 \leq x+y+z \leq n} \text{tr}(\sigma_{x,y,z,n}P) |\sigma_{x,y,z,n}\rangle, \quad (60) \]

denote the compressed auxiliary weight enumerator. Note that since \( P \) is a Hermitian operator, it can always be expressed as a linear combination of Pauli matrices with real coefficients. Hence both \( |\phi_{\text{picode}}\rangle \) and \( |\text{AUX}_{\text{picode}}\rangle \) are real vectors.

A simple consequence of Lemma 4 is the following result.

**Lemma 8.** Let \( P \) be a code projector onto a permutation-invariant code, and let

\[ W_n = \sum_{0 \leq x+y+z \leq n} \sum_{\tau \in C_{x,y,z,n}} |\tau\rangle\langle \sigma_{x,y,z,n}|. \quad (62) \]

denote a matrix with \( 4^n \) rows and \( \left( \begin{array}{c} n+3 \\ 3 \end{array} \right) \) columns. Then the following matrix identities hold.

\[ M_A^{SL}(W_n \otimes W_n)|\text{AUX}_{\text{picode}}\rangle = (\text{tr}P)^2 |A^{SL}\rangle, \]

\[ M_B^{SL}(W_n \otimes W_n)|\text{AUX}_{\text{picode}}\rangle = \text{tr}P |B^{SL}\rangle, \]

where \( |A^{SL}\rangle = \sum_{j=0}^{n} A_j^{SL} |j\rangle \) and \( |B^{SL}\rangle = \sum_{j=0}^{n} B_j^{SL} |j\rangle \).

**Proof.** Given any code projector \( P \), we can write \( |\phi\rangle = \sum_{\sigma \in \mathcal{G}_n} \text{tr}(\sigma P)|\sigma\rangle \). Now note that

\[ W_n |\phi_{\text{picode}}\rangle = \sum_{0 \leq x+y+z \leq n} \sum_{\tau \in C_{x,y,z,n}} \text{tr}(\sigma_{x,y,z,n}P) |\tau\rangle. \quad (65) \]

Since the code is permutation-invariant, we have that

\[ \text{tr}(\tau P) = \text{tr}(\sigma_{x,y,z,n}P) \quad (66) \]

for every \( \tau \in C_{x,y,z,n} \). Using this identity, we find that for permutation-invariant codes, we have

\[ W_n |\phi_{\text{picode}}\rangle = \sum_{0 \leq x+y+z \leq n} \sum_{\tau \in C_{x,y,z,n}} \text{tr}(\tau P) |\tau\rangle = |\phi\rangle. \quad (67) \]
Hence it follows that
\[
(W_n \otimes W_n)|\text{AUX}_\text{picode}\rangle = (W_n \otimes W_n)|\phi_\text{picode}\rangle \otimes |\phi_\text{picode}\rangle = (W_n|\phi_\text{picode}\rangle) \otimes (W_n|\phi_\text{picode}\rangle) = |\phi\rangle \otimes |\phi\rangle = |\text{AUX}\rangle.
\] (68)

Substituting this into Lemma 4 proves the result.

Here, the number of columns in $W_n$ corresponds to the number of combinations of non-negative integers $x, y, z$ such that the constraint $x + y + z \leq n$ is satisfied. The key difference between Lemma 4 and Lemma 8 is that the auxiliary weight enumerator for a permutation-invariant code has dimension that is exponentially smaller than the dimension of $|\text{AUX}\rangle$. Namely, the dimension of $|\phi_\text{picode}\rangle$ is $\binom{n+3}{3}$, which implies that the dimension of $|\text{AUX}_\text{picode}\rangle$ is $\binom{n+3}{3}^2 = O(n^6)$, which grows only polynomially in $n$.

In what follows, we show that for permutation-invariant quantum codes, we can further compress the sizes of both the auxiliary weight enumerators and the connection matrices. Namely, in place of using $|\text{AUX}_\text{picode}\rangle$, we can use $|\phi_\text{picode}\rangle$, and instead of using the connection matrices $M_A^{\text{SL}}$ and $M_B^{\text{SL}}$, we can use the following compressed connection matrices
\[
\hat{M}_A = \sum_{0 \leq i \leq n} \sum_{x+y+z=i} \binom{n}{x,y,z} |i\rangle \langle i|_{x,y,z,n},
\] (69)
and
\[
\hat{M}_B = \sum_{0 \leq i \leq n} F(i, x, y, z, n) |i\rangle \langle i|_{x,y,z,n},
\] (70)
where
\[
F(i, x, y, z, n) = \sum_{E \in \mathcal{G}_i} \sum_{\sigma \in \mathbb{C}_{x,y,z,n}} 2^{-n} \beta(E, \sigma),
\] (71)
and given any two Paulis $\sigma$ and $\tau$ in $G_n$, $\beta(\sigma, \tau) = 1$, if $\sigma$ and $\tau$ commute, and $\beta(\sigma, \tau) = -1$, otherwise. Note that
\[
F(0, x, y, z, n) = \binom{n}{x,y,z} 2^{-n},
\] (72)
where $\binom{n}{x,y,z} = n!/(x!y!z!(n-x-y-z)!)$ is a multinomial coefficient. We can furthermore exploit the symmetry of the summation in the definition of $F$ to get
\[
F(i, x, y, z, n) = \sum_{\sigma \in \mathbb{C}_{x,y,z,n}} 2^{-n} \beta(\sigma_{a,b,c,n}, \sigma) \binom{n}{a,b,c}.\] (73)

From (73), we can see that the complexity of evaluating $F$ is $O(n^3 2^n)$.

We now present the following lemma, which shows how the $A$-type and $B$-type SL weight enumerators relate to one another via the compressed connection matrices $\hat{M}_A$ and $\hat{M}_B$. For this, we define the permutation-invariant weight enumerator
\[
|\pi\rangle = \sum_{0 \leq x+y+z \leq n} \text{tr}(\sigma_{x,y,z,n}P)^2 |\sigma_{x,y,z,n}\rangle
\] (74)

\textbf{Lemma 9.}

\[
\hat{M}_A|\pi\rangle = \text{tr}(P^2 |A^{\text{SL}}\rangle) \quad \hat{M}_B|\pi\rangle = \text{tr}(P|B^{\text{SL}}\rangle).
\] (75) (76)

\textbf{Proof.} By the definition of $\hat{M}_A$, it follows that
\[
\hat{M}_A|\pi\rangle = \sum_{i=0}^{n} \sum_{x+y+z=i} \binom{n}{x,y,z} |i\rangle \text{tr}(\sigma_{x,y,z,n}P)^2.
\] (77)
We begin by simplifying the matrices $M_A^\parallel(W_n \otimes W_n)$ and $M_B^\parallel(W_n \otimes W_n)$. Note that

\[
M_A^\parallel(W_n \otimes W_n) = \sum_{0 \leq i \leq n} \sum_{0 \leq y+z \leq n} 2^{-2n} \text{tr}(E\sigma) \text{tr}(E^\dagger \tau) |i\rangle \langle \sigma_{x,y,z,n}| \langle \sigma_{a,b,c,n}|
\]

We now simplify the matrices $M_B^\parallel(W_n \otimes W_n)$.

\[
M_B^\parallel(W_n \otimes W_n) = \sum_{0 \leq i \leq n} 2^{-2n} \delta_{E,\sigma} \delta_{E^\dagger,\tau} |i\rangle \langle \sigma_{x,y,z,n}| \langle \sigma_{a,b,c,n}|
\]

Since both $M_A^\parallel|\text{AUX}_\text{picode} \rangle$ and $\hat{M}_A|\pi \rangle$ are equal to

\[
\sum_{0 \leq i \leq n} \left( \frac{n}{x,y,z} \right) |i\rangle \text{tr}(\sigma_{x,y,z,n} P)^2,
\]

the first result of this lemma follows from Lemma 8. Similarly,

\[
M_B^\parallel(W_n \otimes W_n) = \sum_{0 \leq i \leq n} \sum_{0 \leq y+z \leq n} 2^{-2n} \delta_{E,\sigma} \delta_{E^\dagger,\tau} |i\rangle \langle \sigma_{x,y,z,n}| \langle \sigma_{a,b,c,n}|
\]

Since both $M_B^\parallel|\text{AUX}_\text{picode} \rangle$ and $\hat{M}_B|\pi \rangle$ are equal to

\[
\sum_{0 \leq i \leq n} F(i, x, y, z, n) |i\rangle \text{tr}(\sigma_{x,y,z,n} P)^2
\]

the second result of this lemma follows from Lemma 8. We now continue to introduce more constraints. Note that for an $M$-dimensional permutation-invariant code, its projector $P$ admits the spectral decomposition

\[
P = \sum_{j=1}^M |L_j\rangle \langle L_j|,
\]

where $|L_j\rangle$ correspond to the logical codewords of the permutation-invariant quantum code. We can expand every logical codeword $|L_j\rangle$ in the Dicke basis to get

\[
|L_j\rangle = \sum_{w=0}^n a_{j,w} |D_w^n\rangle,
\]

Using Lemma 9 we use the effective auxiliary enumerator $|\phi_{\text{picode}}\rangle$, which is of size $O(n^3)$. 

We now continue to introduce more constraints. Note that for an $M$-dimensional permutation-invariant code, its projector $P$ admits the spectral decomposition

\[
P = \sum_{j=1}^M |L_j\rangle \langle L_j|,
\]

where $|L_j\rangle$ correspond to the logical codewords of the permutation-invariant quantum code. We can expand every logical codeword $|L_j\rangle$ in the Dicke basis to get

\[
|L_j\rangle = \sum_{w=0}^n a_{j,w} |D_w^n\rangle,
\]
where $a_{j,w}$ are in general complex coefficients. We will restrict ourselves to permutation-invariant quantum codes where $a_{j,k}$ are non-negative. This is a mild constraints because for every qubit $((n, M, d))$ permutation-invariant quantum code constructed so far \cite{20, 25}, there exists an equivalent permutation-invariant quantum code that has these properties.

Now let us consider Paulis of the form $\sigma_{x,0,0,n} = X^{\otimes x} \otimes I^{\otimes n-x}$, and analyze the properties of $\text{tr}(\sigma_{x,0,0,n}P)$ when $x$ is even. Note that

$$\text{tr}(\sigma_{x,0,0,n}P) = \sum_{j=0}^{M} \langle L_j | \sigma_{x,0,0,n} | L_j \rangle \geq \sum_{j=0}^{M} \sum_{w=0}^{n} a_{j,w}^2 \langle D^n_w | \sigma_{x,0,0,n} | D^n_w \rangle \geq \sum_{j=0}^{M} \sum_{w=x/2}^{n-x/2} a_{j,w}^2 \langle D^n_w | \sigma_{x,0,0,n} | D^n_w \rangle = \sum_{j=0}^{M} \sum_{w=x/2}^{n-x/2} a_{j,w}^2 \left( \frac{x}{x/2} \right) \left( \frac{n-x}{w-x/2} \right),$$

(82)

where the first and second inequalities arise because $\langle D^n_w | \sigma_{x,0,0,n} | D^n_w \rangle$ and $a_{j,w}$ are all non-negative for all $w, w' = 0, \ldots, n$, and in the last equality, we used a special case of \cite{31, Lemma 6}.

Using \cite{20, Lemma 2}, we find that

$$\left( \frac{x}{x/2} \right) \left( \frac{n-x}{w-x/2} \right) = \frac{2^n w}{(w-1)! \left( \frac{x}{2} \right) \left( \frac{n-w}{x/2} \right)},$$

(83)

Now denote

$$\beta_{n,x} = \min_{x/2 \leq w \leq n-x/2} \left( \frac{w}{x/2} \right) \left( \frac{n-w}{x/2} \right) \left( \frac{n}{x} \right).$$

(84)

Then

$$\text{tr}(\sigma_{x,0,0,n}P) \geq \beta_{n,x} \sum_{j=0}^{M} \sum_{w=x/2}^{n-x/2} a_{j,w}^2 = \beta_{n,x} \left( M - \sum_{j=0}^{M} \left( \sum_{w=0}^{x/2-1} a_{j,w}^2 + \sum_{w=n-x/2+1}^{n} a_{j,w}^2 \right) \right).$$

(85)

The last equality arises from the normalization condition of the logical operators $|L_j\rangle$, which implies that $\sum_{w=0}^{n} a_{j,w}^2 = 1$.

Using the fact that $a_{j,w}^2 \leq 1$, we find that

$$\text{tr}(\sigma_{x,0,0,n}P) \geq \beta_{n,x} (M - x).$$

(86)

Note that (86) is a strict inequality when $M = 2, d > 1$ and $(x, y, z) = (2, 0, 0)$. To see this, note that when (86) holds with equality, this means that $\text{tr}(\sigma_{2,0,0}P) = 0$. But the Dicke inner products $\langle D^n_0 | \sigma_{2,0} | D^n_0 \rangle$ being positive for all $w = 1, \ldots, n - 1$, implies that $P$ can only be supported on $|D^n_0 \rangle = |0\rangle^{\otimes n}$ and $|D^n_n \rangle^{\otimes n}$. Since $M = 2$, $P$ must be equal to $|0\rangle^{\otimes n} + |1\rangle^{\otimes n}$, which is the sum of the projector of the repetition code. The repetition code has a distance equal to 1, and this contradicts the premise that $d > 1$. Hence if $M = 2$ and $(x, y, z) = (2, 0, 0)$, the inequality (86) must be strictly positive.

**Theorem 10.** There is no \cite{5,13} permutation-invariant code that has logical codewords with nonnegative coefficients $a_{j,w}$ in the Dicke basis.

**Proof.** This is because we know that there is a unique solution to the SL enumerators for the [5,1,3] code \cite{6}, which corresponds to $A_{0L}^{SL} = 1, A_{1L}^{SL} = 0, A_{2L}^{SL} = 0, A_{3L}^{SL} = 0, A_{4L}^{SL} = 15, A_{5L}^{SL} = 0$. But (86) holding strictly implies that $A_{2L}^{SL} > 0$, and hence the linear program for [5,1,3] permutation invariant codes must be infeasible, and hence a [5,1,3] permutation-invariant code.

For a permutation-invariant code with nonnegative $a_{j,w}$ to have minimum distance of $d$, the SL enumerators need to satisfy not only the usual MacWilliams identity, but also the additional constraints related to the auxiliary weight enumerator for permutation-invariant codes. Let

$$T_2 = \sum_{x,y \text{ even}} |\sigma_{x,y,0}\rangle \langle \sigma_{x,y,0}|,$$

(87)
We formulate the linear program that maximizes $A_2$ subject to the following constraints:

Find $A_0^{SL}, \ldots, A_n^{SL}, B_0^{SL}, \ldots, B_n^{SL} \geq 0$

subject to $(\text{tr} P)^2 |A_i^{SL}| = \hat{M}_A |\pi|

\text{tr} P |B_i^{SL}| = \hat{M}_B |\pi|

$B_i^{SL} - A_i^{SL} = 0, \quad 0 \leq i \leq d - 1$

$B_i^{SL} \geq A_i^{SL} \geq i \leq n$

$|\pi| \geq 0$

$T_2 |\pi| \geq \tau_2$

$|\pi| \leq \text{tr}(P)^2$

$B_i^{SL} = \frac{\text{tr}(P)}{2^n} \sum_{j=0}^{n} A_j^{SL} K_i(j; n), \quad i = 0, \ldots, n.$

The last equality constraints in program (89) are from the MacWilliams identity [8] and

$$K_i(x; n) = \sum_{j=0}^{i} (-1)^{j}3^{i-j} \binom{x}{j} \binom{n-x}{i-j}$$

is the $i$-th quaternary Krawtchouk polynomial. Also let

$$M = \frac{\text{tr}(P)}{2^n} \sum_{i=0}^{d-1} \sum_{j=0}^{n} K_i(j; n)[i]\langle j|.$$ (91)

If the linear program is infeasible, then we know for sure that there do not exist $((n, M, d))$ permutation-invariant quantum codes that have logical codewords with nonnegative $a_{j,w}$. Furthermore, for an $((n, 2, d \geq 2))$ permutation-invariant quantum code to exist, we know that $A_2$ must be strictly positive, because if $A_2 = 0$, we must have $\sigma_{2,0,0,n} = 0$ which implies that the permutation-invariant code must be a repetition code with $d = 1$, which contradicts the assumption that $d \geq 2$.

To aid the running our linear program numerically using the linprog function of MATLAB so that the linear program can be evaluated using the simplex algorithm, we write the constraints of our linear program in standard form. Let $I_d = \sum_{j=0}^{d-1} |j]\langle j|$ and $\bar{I}_d = \sum_{j=d}^{n} |j]\langle j|$. Then our equality constraints are

$$
\begin{pmatrix}
\langle 0 | & 0 & 0 \\
0 & 0 & \langle \sigma_{0,0,0} | \\
M & -I & 0 \\
I_d & -I_d & 0 \\
-\text{tr}(P)^2 I & 0 & \hat{M}_A \\
0 & -\text{tr}(P) I & \hat{M}_B \\
\end{pmatrix}
= 
\begin{pmatrix}
1 \\
\text{tr}(P)^2 \\
0 \\
0 \\
0 \\
0 \\
\end{pmatrix}
$$

and the inequality constraints are

$$
\begin{pmatrix}
\bar{I}_d & -\bar{I}_d & 0 \\
0 & 0 & I \\
0 & 0 & -T_2 \\
\end{pmatrix}
\begin{pmatrix}
A_2^{SL} \\
B_2^{SL} \\
|\pi| \\
\end{pmatrix}
\leq 
\begin{pmatrix}
0 \\
\text{tr}(P)^2 \\
-\tau_2 \\
\end{pmatrix}.
$$

Finally there is a trivial upper bound that

$$M \leq n + 1,$$

since the dimension of a permutation-invariant quantum code cannot exceed the dimension of the symmetric subspace. Using our linear programming bounds, together with the trivial bound, we tabulate upper bounds on permutation-invariant codes that have logical codewords with nonnegative $a_{j,w}$ in Table II. From this table, we can see that to have $d = 2$ we need at least $n \geq 4$; for $d = 3$, we need $n \geq 3$; for $d = 4$, we need $n \geq 8$; and for $d = 5$, we need $n \geq 11$. In comparison, we give upper bounds on $M$ for general permutation-invariant codes using only the MacWilliams identities as the constraints, and the trivial $M \leq n + 1$ bound in Table III. We also give known lower bounds for $M$ using code constructions for permutation-invariant quantum codes that have logical codewords with nonnegative $a_{j,w}$ in Table III.
TABLE I
| n | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---|---|---|---|---|---|---|---|----|----|----|
| d = 2 | 1 | 3 | 5 | 7 | 9 | 10 | 11 | 12 | 13 |
| d = 3 | 1 | 2 | 4 | 6 | 10 | 11 | 12 | 13 |
| d = 4 | 1 | 2 | 4 | 6 | 9 | 13 |
| d = 5 | 1 | 1 | 1 | 2 | 4 |
| d = 6 | 1 | 1 |

TABLE II
| n | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---|---|---|---|---|---|---|---|----|----|----|
| d = 2 | 2 | 4 | 6 | 7 | 9 | 10 | 11 | 12 | 13 |
| d = 3 | 2 | 2 | 4 | 9 | 12 | 13 |
| d = 4 | 1 | 2 | 3 | 5 |
| d = 5 | 1 | 1 |

TABLE III
| n | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---|---|---|---|---|---|---|---|----|----|----|
| d = 2 | 2^g | 2^g | 2^g | 3^* | 3^* | 3^* | 3^* | 4^* |
| d = 3 | 2^g | 2^g | 2^g |
| d = 4 | 2^g | 2^g |

VIII. DISCUSSIONS

In this paper, we showed that quantum weight enumerators can be generalized to the setting of AQEC. Key to our analysis is our introduction of auxiliary weight enumerators, which allows us to establish an indirect linear relationship between the generalized quantum weight enumerators.

As it stands, the auxiliary weight enumerator is a vector of size \(4^{2n}\) in the number of qubits \(n\). We have shown how exploiting the symmetry of permutation-invariant quantum codes can greatly reduce the dimensionality of the auxiliary weight enumerator to have a size that is polynomial in \(n\). Specializing our framework to a broad family of permutation-invariant quantum codes, we use linear programming to obtain non-trivial upper bounds on the maximum number of logical codewords \(M\) of such permutation-invariant codes for given length \(n\) and distance \(d\).

IX. ACKNOWLEDGEMENTS

YO acknowledges support from the EPSRC (Grant No. EP/M024261/1) and the QCDA project (Grant No. EP/R043825/1)) which has received funding from the QuantERA ERANET Cofund in Quantum Technologies implemented within the European Union’s Horizon 2020 Programme. YO is also supported in part by NUS startup grants (R-263-000-E32-133 and R-263-000-E32-731), and the National Research Foundation, Prime Minister’s Office, Singapore and the Ministry of Education, Singapore under the Research Horizon 2020 Programme. YO is also supported in part by NUS startup grants (R-263-000-E32-133 and R-263-000-E32-731), and the National Research Foundation, Prime Minister’s Office, Singapore and the Ministry of Education, Singapore under the Research Centres of Excellence programme. CYL was supported by the Ministry of Science and Technology (MOST) in Taiwan, under Grant MOST109-2636-E-009-004 and Grant MOST110-2628-E-A49-007.

REFERENCES

[1] F. J. MacWilliams and N. J. A. Sloane, The Theory of Error-Correcting Codes. Amsterdam, The Netherlands: North-Holland, 1977.
[2] K. Feng and Z. Ma, “A finite Gilbert-Varshamov bound for pure stabilizer quantum codes,” IEEE Transactions on Information Theory, vol. 50, no. 12, pp. 3323–3325, 2004.
[3] L. Jin and C. Xing, “Quantum Gilbert-Varshamov bound through symplectic self-orthogonal codes,” in IEEE International Symposium on Information Theory Proceedings (ISIT), pp. 455–458, Aug. 2011.
[4] Y. Ouyang, “Concatenated quantum codes can attain the quantum Gilbert–Varshamov bound,” IEEE Transactions on Information Theory, vol. 60, pp. 3117–3122, June 2014.
[5] A. Schrijver, “New code upper bounds from the Terwilleger algebra and semidefinite programming,” IEEE Transactions on Information Theory, vol. 51, no. 8, pp. 2859–2866, 2005.
[6] P. Delsarte, “An algebraic approach to the association schemes of coding theory,” Philips Res. Rep. Suppl., no. 10, 1973.
[7] M. Aaltonen, “A new upper bound on nonbinary block codes,” Discrete Mathematics, vol. 83, pp. 139–160, 1990.
[8] P. Shor and R. Laflamme, “Quantum analog of the Macwilliam identities for classical coding theory,” Physics Review Letters, vol. 78, no. 8, pp. 1600–1602, 1997.
[9] E. M. Rains, “Quantum weight enumerators,” IEEE Trans. Inf. Theory, vol. 44, no. 4, pp. 1388 – 1394, 1998.
[10] A. R. Calderbank, E. M. Rains, P. W. Shor, and N. J. A. Sloane, “Quantum error correction via codes over \(GF(4)\),” IEEE Trans. Inf. Theory, vol. 44, no. 4, pp. 1369–1387, 1998.
[11] A. Ashikhmin and S. Litsyn, “Upper bounds on the size of quantum codes,” *IEEE Trans. Inf. Theory*, vol. 45, no. 4, pp. 1206 – 1215, 1999.
[12] C.-Y. Lai, T. A. Brun, and M. M. Wilde, “Duality in entanglement-assisted quantum error correction,” *IEEE Trans. Inf. Theory*, vol. 59, no. 6, pp. 4020–4024, 2013.
[13] C.-Y. Lai and A. Ashikhmin, “Linear programming bounds for entanglement-assisted quantum error-correcting codes by split weight enumerators,” *IEEE Trans. Inf. Theory*, vol. 64, pp. 622–639, Jan 2018.
[14] A. Ashikhmin, C.-Y. Lai, and T. A. Brun, “Quantum data-syndrome codes,” *IEEE J. Sel. Area. Comm.*, vol. 38, no. 3, pp. 449 – 462, 2020.
[15] C.-Y. Lai, M.-H. Hsieh, and H. f. Lu, “On the Macwilliams identity for classical and quantum convolutional codes,” *IEEE Trans. Commun.*, vol. 64, pp. 3148–3159, Aug 2016.
[16] A. Nemec and A. Klappenecker, “A combinatorial interpretation for the Shor-Laflamme weight enumerators of CWS codes,” *arXiv preprint arXiv:2107.0707*, 2021.
[17] D. W. Leung, M. A. Nielsen, I. L. Chuang, and Y. Yamamoto, “Approximate quantum error correction can lead to better codes,” *Phys. Rev. A*, vol. 56, pp. 2567–2573, Oct 1997.
[18] E. Knill and R. Laflamme, “Theory of quantum error-correcting codes,” *Phys. Rev. A*, vol. 55, pp. 900–911, Feb. 1997.
[19] Y. Ouyang, “Permutation-invariant quantum codes,” *Phys. Rev. A*, vol. 90, no. 6, p. 062317, 2014.
[20] D. Gottesman, *Stabilizer Codes and Quantum Error Correction*. PhD thesis, California Institute of Technology, 1997.
[21] M. B. Ruskai, “Pauli exchange errors in quantum computation,” *Phys. Rev. Lett.*, vol. 85, pp. 194–197, July 2000.
[22] H. Pollatsek and M. B. Ruskai, “Permutationally invariant codes for quantum error correction,” *Linear Algebra and its Applications*, vol. 392, no. 0, pp. 255–288, 2004.
[23] Y. Ouyang and J. Fitzsimons, “Permutation-invariant codes encoding more than one qubit,” *Phys. Rev. A*, vol. 93, p. 042340, Apr 2016.
[24] Y. Ouyang, “Permutation-invariant qubit codes from polynomials,” *Linear Algebra and its Applications*, vol. 532, pp. 43 – 59, 2017.
[25] Y. Ouyang and R. Chao, “Permutation-invariant constant-excitation quantum codes for amplitude damping,” *IEEE Transactions on Information Theory*, vol. 66, no. 5, pp. 2921 – 2933, 2019.
[26] Y. Ouyang, “Quantum storage in quantum ferromagnets,” *Physical Review B*, vol. 103, p. 14417, 2021.
[27] Y. Ouyang, N. Shettell, and D. Markham, “Robust quantum metrology with explicit symmetric states,” *arXiv preprint arXiv:1908.02378*, 2019.
[28] C. Wu, Y. Wang, C. Guo, Y. Ouyang, G. Wang, and X.-L. Feng, “Initializing a permutation-invariant quantum error-correction code,” *Physical Review A*, vol. 99, no. 1, p. 012335, 2019.
[29] M. T. Johansson, N. R. Mukty, D. Burgarth, T. Volz, and G. K. Brennen, “Geometric pathway to scalable quantum sensing,” *Physical Review Letters*, vol. 125, no. 19, p. 190403, 2020.