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The exact contraction of a generic two-dimensional (2D) tensor network state (TNS) is known to be exponentially hard, making simulation of 2D systems difficult. The recently introduced class of isometric TNS (isoTNS) represents a subset of TNS that allows for efficient simulation of such systems on finite square lattices. The isoTNS ansatz requires the identification of an “orthogonality column” of tensors, within which one-dimensional matrix product state (MPS) methods can be used for calculation of observables and optimization of tensors. Here we extend isoTNS to infinitely long strip geometries and introduce an infinite version of the Moses Move algorithm for moving the orthogonality column around the network. Using this algorithm, we iteratively transform an infinite MPS representation of a 2D quantum state into a strip isoTNS and investigate the entanglement properties of the resulting state. In addition, we demonstrate that the local observables can be evaluated efficiently. Finally, we introduce an infinite time-evolving block decimation algorithm (iTEBD²) and use it to approximate the ground state of the 2D transverse field Ising model on lattices of infinite strip geometry.
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I. INTRODUCTION

The simulation of strongly interacting systems is a fundamental problem in quantum-many body physics. Tensor network state (TNS) methods [1] provide a controllable and unbiased approach for approximating the exponential complexity of the wavefunction in a manner suitable for computation. Matrix product states (MPS) are one-dimensional TNS and have proven very successful in numerically and analytically investigating quantum many-body systems in one-dimension [2–4]. They have been used to find ground states and excited states, study quantum dynamics, and calculate the response to external probes [1, 3, 5, 6]. The stability and efficiency of many MPS algorithms, such as the density matrix renormalization group (DMRG) [7, 8], time-evolution block-decimation (TEBD) [9, 10], and time-dependent variational principle (TDVP) [11, 12], rely on the fact that
any MPS has an exact isometric form [13][14]. Additionally this isometric form enables efficient evaluation of expectation values, regardless of the size of the system.

Tensor network states [15–18], a.k.a. projected entangled pair states (PEPS) [19], are a natural generalization of MPS to lattices in two-dimensions and have been studied extensively in the last decade [1]. While algorithms have been introduced to determine ground states and calculate expectation values for both finite [19–24] and infinite [25–28] geometries, such methods inherently rely on costly approximations of the exact contraction [21, 29–34]. Motivated by the benefits of the isometric form in MPS algorithms, isometric tensor network states (isoTNS) were introduced in higher dimensions [35–38]. These networks impose isometric constraints on the tensors, generalizing the orthogonality center of an MPS to an orthogonality hypersurface. Such isometric TNS trade representational power for more efficient and principled optimization.

As it is not known whether or how well a generic TNS can be approximated by an isoTNS, one needs to both study the classes of physical states that can be efficiently represented by isoTNS and develop efficient numerical algorithms for isoTNS. It was shown that 2D isoTNS on a honeycomb lattice can exactly represent the fixed points of string-net liquids and states reached by finite depth circuit perturbations [39]. Manipulating such networks on a square lattice relies on the Moses Move (MM) [40] algorithm for approximately splitting a two-sided MPS $|\Psi\rangle$ into the combination of an isometric tensor network operator (isoTNO) $A$ and a normalized two-sided MPS $|\Phi\rangle$, i.e. $|\Psi\rangle \approx A|\Phi\rangle$. This is a 2D generalization of the QR-algorithm [41] and was introduced in [35]. The MM algorithm allows for efficient evaluation of observables without the need for boundary contraction approximations, as evaluating expectation values of operators contained within the orthogonality hypersurface reduces to an MPS problem. Meanwhile, optimization of finite isoTNS for the ground states of 2D models has been demonstrated both with 2D generalizations of imaginary TEBD and DMRG, denoted TEBD$^2$ and DMRG$^2$, respectively [35, 42]. These methods benefit from the isometric conditions placed on the network; the orthogonality center is moved to the tensor being updated, thus yielding well-conditioned optimization in an orthonormal basis.

MPS are often used to study quasi-2D systems with infinite lengths and finite widths, such as an infinite strip (cylinder) when open (periodic) boundary conditions are used for the finite dimension. Since an MPS is inherently a 1D ansatz targeting 1D area-law states, the complexity of such quasi-2D MPS simulation grows exponentially with the width [43, 44], necessitating the extrapolation of results from strips of modest width. To avoid this exponential scaling yet retain the benefits of the isometric form to study quasi-2D systems, we are motivated to generalize the finite isoTNS and the MM algorithm on a square lattice to infinite strip geometries.

The paper is structured as follows. We consider the generalization of the finite isoTNS on a square lattice to infinite strip geometries in Sec. II and extend the MM algorithm to the thermodynamic limit in Sec. III. This infinite Moses Move (iMM) algorithm splits a two-sided infinite MPS (iMPS) into an infinite isoTNO and a normalized iMPS, which are all translationally invariant. In Sec. III A–Sec. III D, we propose and compare four different methods for solving the splitting problem: (i) repeated application of the finite, local MM algorithm; (ii–iii) two iterative update methods optimizing over different objective functions; and (iv) a conjugate gradient optimization maximizing the overlap. In Sec. III E, we analyze the errors of this splitting procedure and introduce a structure theorem which clarifies the assignment of bond dimensions to the isoTNO and iMPS produced by iMM. We then benchmark the various iMM algorithms in Sec. IV. As the first application of iMM algorithm, in Sec. V, we iteratively transform an iMPS found by iDMRG into a strip isoTNS by repeated applications of the iMM algorithm to peel off columns. In Sec. VI, we then show that one can evaluate the expectation value of physical observables, e.g., energy, efficiently by utilizing iMM algorithm. We compare the iMM approach to different methods for evaluating expectation value, including boundary MPO contractions methods. As a highlight of applications using iMM, we develop a TEBD$^2$ algorithm and investigate its performance via imaginary time evolution for finding the ground state (GS) of the 2D transverse field Ising model in Sec. VII. We end with the discussion and outlook in Sec. VIII.

II. ISOMETRIC TNS AND MOSES MOVE

In this section we briefly review the finite isoTNS before discussing the generalization of the isoTNS to infinite strip geometries. A more detailed review of isometric tensor networks in both one- and two-dimensions as well as technical details of the finite MM algorithm can be found in [42].

A. Finite isoTNS

On a 2D square lattice, an isoTNS can be represented diagrammatically as

$$|\Psi\rangle =$$

(1)
where each tensor has five indices, one physical index and four virtual indices. Each tensor is an isometric matrix when its legs with incoming and outgoing arrows are respectively grouped as the row and column indices of the matrix. Hence when we contract a matrix with its complex conjugate over the incoming legs, the result is an identity operator. Note that the physical indices always carry incoming arrows. The dimension of the physical leg coming out of the page is the local Hilbert space dimension $d$. The bond dimension $\chi$ of the virtual indices between sites in the lattice controls the variational power and computational cost of the networks and algorithms, respectively.

The tensor with only incoming indices, e.g. the red tensor in Eq. (1), is the orthogonality center (OC) of the isoTNS. The horizontal and vertical columns of tensors with only incoming indices from other parts of the isoTNS, i.e., the red and the blue tensors in Eq. (1) with light red background, is the orthogonality hypersurface. For a 1D MPS in isometric form, the OC is a 0D wave function representing the system expressed in an orthonormal basis, and the entire MPS is the orthogonality hypersurface. In a 2D isoTNS, the orthogonality hypersurface is a 1D wave function representing the full 2D state also in an orthonormal basis. We will only work with the isoTNS with one OC [45]. Given this isometric form, expectation values of operators contained entirely within the orthogonality hypersurface are easy to evaluate, as this reduces to the standard MPS problem. For more complicated operators, we must contract all tensors that can be reached by outgoing arrows, and thus this is in principle as difficult as generic TNS contractions.

For an MPS, we can exactly move the OC to any position by the QR algorithm, enabling efficient evaluation of local operators. For an isoTNS, moving the orthogonality hypersurface to a neighboring column while ensuring consistent isometric arrows throughout the network in general cannot be performed exactly. The finite MM algorithm approximately accomplishes this task by repeatedly applying the following local tripartite decomposition at each site of the column:

\[
(i) \approx (ii) = (iii) \approx (iv) \approx \ldots \approx (v),
\]

(3)

Due to the isometric form, this local decomposition is done in an orthonormal basis and is in general a constrained optimization problem. For details of the tri-splitting algorithm in Eq. (2), see [35, 42].

The MM algorithm performs the following decomposition of the orthogonality column as a two-sided MPS:

where in the 2D isoTNS, the physical sites are grouped either with the left or the right virtual index. The MM algorithm effectively “unzips” the original MPS into an isoTNO and a new MPS. The starting point of the MM algorithm is an orthogonality column with all vertical arrows pointing down, all horizontal arrows pointing in, and the bottom-most site being the OC.

The MM algorithm has a complexity of $O(\chi^7)$, when all virtual bond dimensions in the isoTNS are $\chi$ and physical dimension $d = O(1)$ is ignored. To optimize finite isoTNS, originally a two-dimensional imaginary time evolution algorithm TEBD$^2$ was proposed [35]. TEBD$^2$ on isoTNS is equivalent to full update in unconstrained TNS, as for isoTNS, the environment of the orthogonality center (i.e., norm matrix) [21] is always an identity and doesn’t require any approximated boundary contraction. Thus the cost of the full-update in TEBD$^2$ calculations is reduced from $O(\chi^{10})$ for unconstrained TNS to $O(\chi^7)$ for isoTNS, at the expense of errors due to the MM.

Recently, DMRG$^2$, a 2D generalization of DMRG, was introduced in which effective Hamiltonian environments for each tensor are formed from local terms in the Hamiltonian [42]. DMRG$^2$ for either isoTNS or unconstrained TNS have the similar complexity [46], but the optimization problem for local tensors reduces from the generalized eigenvalue problem for unconstrained TNS to the regular eigenvalue problem for isoTNS. This is because optimization is done in an orthonormal basis, and thus the norm matrix is an identity operator [3]. This method has recently been successfully applied to the Kitaev model on honeycomb lattice [42].

B. Infinite strip geometry

An isoTNS on an infinite strip that is uniform along the infinite direction, for a $4 \times \infty$ example, can be represented
where the tensors within a column are the same but may be different for different columns. Within the 1D orthogonality hypersurface (colored light red), the OC can be placed anywhere within the column using the standard uniform MPS methods [6]. In the networks we consider, we place the OC at either \( y = \pm \infty \) (given the upward pointing arrows, it is placed at positive \( \infty \) in Eq. (4)), so that the network has uniform vertical isometry arrows for all columns. Different to the finite case, here we work with an orthogonality “column”, instead of the +shape orthogonality hypersurface. We note that while we only consider a single-site unit-cell in this work, all algorithms presented can be extended to multi-site unit cells, allowing for periodic inhomogeneity along the infinite direction.

While boundary indices for finite isoTNS are typically trivial, as in Eq. (1), in general the indices on the boundary can be non-trivial with dimension \( D_b \), as shown in the infinite strip network Eq. (4). The boundary legs always carry incoming arrows as the OC is contained within the network. When \( D_b = 1 \), \( |\Psi\rangle \) is a pure quantum state. When \( D_b > 1 \), indicating non-trivial boundary indices, \( |\Psi\rangle \) can be viewed as a purification of the density matrix of the physical sites. Typically for a bond-dimension \( \chi \) strip isoTNS, we take \( D_b = \chi \). As we will show later, having non-trivial boundaries makes optimization easier and ensures that the orthogonality column, viewed as a two-sided MPS, is injective [1].

### III. INFINITE MOSES MOVE

Similar to the case of finite isoTNS, we desire the ability to change the isometric structure and move the orthogonality column of strip isoTNS network. This would allow for evaluation of correlation functions within the orthogonality column by 1D iMPS methods and also ensures that optimization algorithms are done in an orthonormal basis. The iMM algorithm solves the problem of splitting a normalized infinite two-sided MPS \( |\Psi\rangle \) into an infinite isoTNO \( A \) and a normalized infinite two-sided MPS \( |\Phi\rangle \):

\[
|\Psi\rangle = \ldots \ldots \ldots , \quad (4)
\]

Note that we group the physical leg with the right or left legs of the \( \psi \) tensor depending on whether we want the physical leg to be on the \( a \) tensor or the \( \phi \) tensor after splitting. In cases where \( |\psi\rangle \) represents the horizontal contraction of two columns, we distribute one physical leg to each of the left and right legs of \( \psi \) so that both \( a \) and \( \phi \) will have a physical leg. For all iMM algorithms we present, we require the initial iMPS to have all vertical arrows pointing down, all horizontal arrows incoming, and the OC to be at \(-\infty\). With this, the iMM can again be viewed as unzipping the two-column iMPS into an isoTNO \( A \) and a new iMPS \( |\Phi\rangle \).

Formulating this as an optimization problem, one finds the optimal isometric tensor \( a' \) and normalized MPS tensor \( \phi' \) by maximizing the overlap density between \( |\Psi\rangle \) and \( A |\Phi\rangle \):

\[
a', \phi' = \arg\max_{a,\phi \in \text{isometry}} \Re \lambda_1(T_{|\psi a\phi\rangle}) \quad (6)
\]

where \( \Re \lambda_1 \) denotes the real part of the largest eigenvalue of the mixed transfer matrix \( T_{|\psi a\phi\rangle} \) between \( |\Psi\rangle \) and \( A |\Phi\rangle \):

\[
T \equiv T_{|\psi a\phi\rangle} = \ldots \ldots \ldots \quad (7)
\]

As any iMPS can be written exactly in isometric form with the same bond dimension, we directly search for isometric \( \phi \) tensors. In the following, when no confusion arises, we simply use \( T \) to denote this mixed transfer matrix. Note that maximizing \( \Re \lambda_1(T) \) or \( |\lambda_1(T)| \) is equivalent for our purpose because of the unitary freedom of the isometries.

We now propose and evaluate four algorithms for solving the splitting problem posed in Eq. (5): \textit{iMM-Local}, \textit{iMM-Polar}, \textit{iMM-MPO}, and \textit{iMM-CG}. We first give a brief overview of these methods. \textit{iMM-Local} is the direct generalization of the finite MM, in which the local tripartite decomposition in Eq. (2) is iterated until convergence.
The method is not guaranteed to converge, but we find it quickly provides an approximate solution. Thus, we use it as an initialization for the following optimization methods. The iMM-Polar method minimizes the error of the fixed-point tripartite decomposition using repeated polar decompositions. It is slower than iMM-Local and does not directly maximize the overlap density $\operatorname{Re} \lambda_1$. However, we find it to be nearly optimal in practice. Finally, iMM-MPO and iMM-CG maximize the overlap density $\operatorname{Re} \lambda_1$ through two different methods. The iMM-MPO method finds the $\phi$ tensor by the variational MPO-MPS compression algorithm and the $a$ tensor by the polar decomposition over the linearized overlap. The method is slightly slower than iMM-Polar and yield comparable results. The iMM-CG method is based on the conjugate gradient ascent of the overlap density $\operatorname{Re} \lambda_1$. This method has difficulty reaching a satisfying (local) minimum on its own and is best used to improve the results of other methods. It is found that the most efficient strategy is to use iMM-Local to obtain a stable initial guess and then use iMM-Polar to finish the infinite splitting optimization. Using iMM-MPO or iMM-CG in the end is optional, as the improvements they provide after iMM-Polar are very little. We include details of the four methods for completeness but do not use iMM-MPO and iMM-CG beyond benchmarking.

A. iMM-Local

Given the input iMPS $|\Psi\rangle$ made of tensors $\psi$ as shown on the left in Eq. (5), one performs the finite MM in Eq. (3) assuming that all the blue tensors above the OC equal $\psi$. The first, normalized $s_1$ is randomly generated such that the dimensions of the lower two legs match that of the desired $a$ and $\phi$ tensors; $s_1$ plays the role of the initial zero-site wavefunction. One then uses the tripartite decomposition in Eq. (2) to solve the following problem for site $n$ iteratively along the infinite direction:

$$F = \operatorname{Re} s^\dagger T s. \quad (9)$$

This iteration terminates if $\|s_n - s_{n+1}\|$ is smaller than certain threshold or $n$ exceeds certain iteration limit. One then takes $A$ and $|\Phi\rangle$ to be composed, respectively, of the last $a_n$ and $\phi_n$ in the iteration.

For faster runtime and better convergence, we found it important to minimize Rényi-2 entropy in the tripartite splitting here. We suggest the interested reader to checkout the details in previous works [35, 42] and describe the additional modification in the following. The tripartite splitting has unitary gauge redundancies on the internal bonds $i, j$, and $k$. To increase the chance that the MM iterations converge along the infinite direction, we need to fix the gauge redundancies on bond $k$ and $i$. We do not need to fix the redundancy on bond $j$, because only $S$ is used for the convergence criteria. To fix $k$ and $i$, we do an SVD on matrix $S_{i,k} = UsV^\dagger$, which is formed by grouping bond $i$ and $k$ as the column index, and replace $S$ with $sV^\dagger$. We then do an SVD on matrix $S_{i,k} = UsV^\dagger$, formed by grouping bond $k$ and $l$, and replace $S$ with $Us$.

The two SVDs almost fix the gauge redundancy except the gauge freedom in the SVD itself: every column of $U$ from an SVD can be multiplied by a phase, as long as the corresponding row of the $V^\dagger$ is multiplied by the inverse of that phase. To fix this phase freedom, we view $S_{i=0}$ as a matrix and demand its first column and first row to be all positive numbers. This can be achieved by a unitary diagonal matrix on bond $i$ and $k$ independently. When the singular values of $S_{i,k}$ and $S_{i,k}$ are not degenerate, these operations fix the gauge freedom on bond $i$ and $k$ completely. Despite the gauge-fixing, iMM-Local still often fails to converge. Thus, it is best used to provide an initial guess for the iMM-Polar algorithm which is guaranteed to converge along the infinite direction.

B. iMM-Polar

To overcome the convergence issue of iMM-Local, we consider iMM-Polar to directly optimize the approximate fixed point equation of the tripartite decomposition in Eq. (8). In other words, we enforce translational invariance of the iMM by requiring $s_n = s_{n+1} = s$ in Eq. (8) and optimize over $s$, $a$, and $\phi$ to make the equality close to exact. More precisely, we maximize the real part of the overlap between the left and right-hand side of the Eq. (8) under the constraints that $\|s\| = 1$, $a$ is an isometry, and $\phi$ is a normalized MPS tensor in isometric form [47]:
column index of $\phi$ respectively. Then the optimal isometry $\phi'$ maximizing $F$ is given by the polar decomposition of $E_\phi$: $\phi' = \text{argmax}_a F = U_\phi$ where $U_\phi P_\phi = E_\phi$ is the polar decomposition of $E_\phi$ [48].

2. When $s$ and $\phi$ are fixed, one analogously find the optimal update $a' = \text{argmax}_a F$ through the polar decomposition of $E_a$.

3. When $a$ and $\phi$ are fixed, $F = \text{Re} s^T T s = s^T \left( (T + T^\dagger)/2 \right) s$, and optimal $s' = \text{argmax}_s F$ is given by the leading eigenvector of the Hermitian matrix $(T + T^\dagger)/2$.

We repeat steps 1 to 3 to update $\phi, a, s$ many times until convergence is reached within a threshold. Note that $F$ is strictly increasing at each step. Like DMRG, this style of alternate optimization is not convex, and a good initial guess, given by IMM-Local, can speed up the optimization greatly. Typically such an optimization results in local extremum.

C. IMM-MPO

The IMM-MPO method maximizes the overlap density $\text{Re} \lambda_1$ through alternatingly updating $a$ and $\phi$ tensor until convergence. We describe the two alternative steps of IMM-MPO as follows:

1. Given $a$, which determines an matrix product operator (MPO) $A^\dagger$ acting on the state $|\Psi\rangle$, the optimal update of $\phi$ is determined by the variational MPO-MPS compression algorithm developed for uniform matrix product states [49]. The update for $\phi$ is optimal since the compression algorithm maximizes the overlap density. We perform only one update step in the MPO-MPS compression algorithm [49] instead of finding the converged solution.

2. Given $\phi$, we linearize the overlap $\text{Re} \langle \Psi | A \Phi \rangle$, i.e., viewing each $a$ tensor in $|A|$ as an independent tensor, and find the update for $a$ by the polar decomposition over the environment of $a$ tensor,

$$E_a = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \rho & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

where $L^T$ (row vector) and $R$ (column vector) are the left and right leading eigenvectors of mixed transfer matrix $T$.

We repeat steps 1 to 2 to update $\phi, a$ until convergence is reached within a threshold or the overlap density $\text{Re} \lambda_1$ starts increasing in the update for the $a$ tensor. Note that the update in step 2 usually, but is not guaranteed to, increase the overlap density. In fact, it is related to a gradient ascent update [50, 51] on tensor $a$. We observe this update is efficient in increasing the overlap at the initial stage but is slower in the final stage of the convergence comparing to a non-linear conjugate gradient update. Overall, this method tends to give slightly more accurate results at the cost of slightly longer runtimes compared to IMM-Polar.

D. IMM-CG

An alternative way to maximize the overlap density $\text{Re} \lambda_1$ is to perform non-linear conjugate gradient ascent on isometries $a$ and $\phi$. To respect the isometric constraint on $A$ and $\Phi$, we parametrize the tensors as $a = U_a a_0 = \exp(X_a) a_0$ and $\phi = U_\phi \phi_0 = \exp(X_\phi) \phi_0$, where $a_0$ and $\phi_0$ are any fixed isometries, $U_a$ and $U_\phi$ are unitary matrices acting on the incoming legs of $a$ and $\phi$, respectively, and $X_a$ and $X_\phi$ are anti-Hermitian matrices. Assuming all bonds to be dimension $\chi$, $X_a$ is a $\chi^2 \times \chi^2$ matrix, while $X_\phi$ is $\chi^3 \times \chi^3$. The variational space is now the vector space of the anti-Hermitian matrices $X_a$ and $X_\phi$, and conjugate gradient ascent can readily be applied.

Denote the fitness function as

$$O[X_a, X_\phi] \equiv \text{Re} \lambda_1(T) \equiv \text{Re} \lambda_1(T_{\psi;\alpha[X_a]\phi[X_\phi]}).$$

The change in the objective due to $dX_a$ can be computed as

$$dO = \text{Re} L^T \cdot dT \cdot R = \text{Re} t \text{Tr}(E_{X_a}, dX_a)$$

$$= \text{tTr}(\text{Re} E_{X_a}, dR X_a) - \text{tTr}(\text{Im} E_{X_a}, d\text{Im} X_a)$$

where $L^T$ (row vector) and $R$ (column vector) are the left and right leading eigenvectors of $T$. We assume they are normalized so that $L^T R = 1$. Above, tTr denotes tensor contraction, and $E_{X_a}$ is the environment of $X_a$ in the tensor contraction:

$$E_{X_a} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \rho & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

Note the implicit dependency of $L$ and $R$ on $X_a$ in the current form give zero contribution to the change in the objective [52].

The ascent direction for the maximization is thus given by the derivative:

$$\frac{\partial O}{\partial \text{Re} X_a} = \text{Re} E_{X_a}, \quad \frac{\partial O}{\partial \text{Im} X_a} = -\text{Im} E_{X_a}$$

Thus, the ascent direction of $X_a$ is $E_{X_a}^\perp$ [53]. In fact, $dO$ is manifestly positive if $dX_a = \overline{E_{X_a}^\perp}$, where the overline denotes complex conjugation. Note that the $E_{X_a}$
computed in Eq. (13) and the ascent direction $\overline{E_X}$ are generally not anti-Hermitian. Therefore, one needs to anti-Hermitian-ize $dX_a$ so that the updated $X_a$ is still anti-Hermitian. One can analogously compute the ascent direction for $X_\phi$.

With these ingredients, the conjugate gradient ascent is done as follows.

1. At CG step $k$, compute $E_{X_a}$ and $E_{X_\phi}$ and anti-Hermitian-ize them. We overload notation and use $E_X$ to refer to the anti-Hermitian environments below.

2. Set the ascent direction, $H$, using the gradient and the ascent direction from the previous step:

$$
H_a(k) = \overline{E_X} - \beta H_a(k - 1)
$$
$$
H_\phi(k) = \overline{E_X} - \beta H_\phi(k - 1)
$$

(15)

where $\beta$ is determined by a non-linear CG $\beta$-mixer, e.g. Polak-Ribière.

3. Parametrize $a(t)$ and $\phi(t)$ along the ascent direction: $a(t) = \exp(tH_a) a$ and $\phi(t) = \exp(tH_\phi) \phi$. Via the linesearch algorithm, look for $t_{\text{max}}$ at which $O(t_{\text{max}})$ is maximized along the $t$-curve. This needs the computation of $dO(t)/dt$:

$$
\frac{dO(t)}{dt} = \Re t \text{Tr}(E_{X_{a(t)}}, H_a)
$$
$$
+ \Re t \text{Tr}(E_{X_{\phi(t)}}, H_\phi)
$$

(16)

4. Update $a \rightarrow a(t_{\text{max}})$ and $\phi \rightarrow \phi(t_{\text{max}})$ and $k \rightarrow k + 1$.

This process is iterated until $a$ and $\phi$ converge to within the desired threshold.

### E. Error measures and a structure theorem

Before presenting benchmarks and applications of the iMM, we first discuss error measures for the splitting problem in Eq. (5) and introduce a structure theorem governing the assignment of bond dimensions to tensors $a$ and $\phi$.

As before, let $|\Psi\rangle$ be the input to the iMM, and $A$ and $|\Phi\rangle$ be the output. $|\Psi\rangle$ and $|\Phi\rangle$ are always normalized. We consider the error of the fidelity density,

$$
\varepsilon = 1 - (\Re \lambda_1(T))^2 = 1 - \lambda_1(T)^2,
$$

(17)

where we assume the iMM algorithm finds $A$ and $|\Phi\rangle$ such that the dominant eigenvalue of $T$ is real. To motivate this definition, let us consider the example of splitting a finite and uniform system of size $L$, as in Eq. (3). The error of the splitting is given by

$$
\|\Psi\rangle - A |\Phi\rangle\|^2 = 2 - 2 \Re \langle \Psi | A |\Phi\rangle 
\approx 2 - 2(\sqrt{1 - \varepsilon})^2 \approx \varepsilon L.
$$

(18)

Thus, $\varepsilon$ is the intensive error density.

It can be shown that $\varepsilon$ is a sum of two errors (see Appendix A for the derivation):

$$
\varepsilon = \varepsilon_p + \varepsilon_t + O(\varepsilon_p^2, \varepsilon_t^2, \varepsilon_p \varepsilon_t)
$$

(19)

where

$$
\varepsilon_p = 1 - \lambda_1(T_{A^\dagger \Phi}; A^\dagger \Phi),
$$

$$
\varepsilon_t = 1 - \left(\lambda_1(T_{A^\dagger \Phi})\right)^2.
$$

(20)

Here $A^\dagger |\Phi\rangle = A^\dagger |\Psi\rangle / \|A^\dagger |\Psi\rangle\|$ is normalized. $\varepsilon_p$ measures the norm that $A^\dagger |\Psi\rangle$ loses due to the projection and $\varepsilon_t$ measures the truncation error due to approximating $A^\dagger |\Psi\rangle$ with the MPS $|\Phi\rangle$.

In practice, these errors guide the choice of internal bond dimensions of the iMM. Let us denote the bond dimensions of the iMM as the following:

$$
\chi_0 \quad \chi_v \quad \chi_h \quad \chi_r \quad \eta
$$

(21)

Assuming the non-convex optimization in the iMM is successful, increasing $\eta$ decreases $\varepsilon_t$, and increasing $\chi_v$ and $\chi_h$ decreases $\varepsilon_p$. Perhaps less obvious is that increasing $\chi_v$ and $\chi_h$ can also decrease $\varepsilon_t$, because $A$, in addition to being a projector, also serves as a disentangler of $\Psi$; see Sec. IVB. That is, if $A$ is well-chosen, $A^\dagger |\Psi\rangle$ will have less entanglement entropy than $\Psi$, and, when truncated to an MPS with smaller bond dimension, will have less truncation error compared to directly truncating $|\Psi\rangle$. Implicitly in iMM, when minimizing $\varepsilon$, the optimization reaches a balance between the projecting ($\varepsilon_p$) and the disentangling ($\varepsilon_t$) role of $A$ so that their collective effect minimizes $\varepsilon$. The disentangling effect of $A$ will be reflected in $|\Phi\rangle$ having less entanglement entropy than $|\Psi\rangle$, as demonstrated in Sec. VIB.

The above discussion would appear to indicates that, as long as the computational cost is affordable, the internal bond dimensions should be as large as possible to reduce $\varepsilon$. In regular iMPS compression algorithms, one can set the bond dimension of the trial state to be as large as desired, and the only side-effect is that the code will run for longer. This is indeed the case $\eta$, as it is just the bond dimension of the new MPS $|\Phi\rangle$. For $\chi_h$, we have to choose $\chi_h \leq \chi_t$ in order for $A$ to be an isometry (see Eq. (B1)).

However, care must be taken in choosing the bond dimension $\chi_v$. As we explain below, carelessly increasing $\chi_v$ may cause the failure of both iMM algorithms and subsequent iTEBD algorithms. We now present a structure theorem to guide the choice of $\chi_v$ given choices for $\eta$ and $\chi_h$. 


Theorem 1. Suppose the two-sided iMPS $|\Psi\rangle$ can be exactly split via iMM: $|\Psi\rangle = A|\Phi\rangle$, with bond dimensions $\eta, \chi_h = \chi_l$, and $\chi_v$. If the iMM for $|\Psi\rangle$ is performed with bond dimensions $\eta, \chi_h$ and $\chi_v > \chi_l$, there is an exact solution $|\Psi\rangle = A'|\Phi'\rangle$, where $A'$ is an isoTNO such that, for any normalized two-sided iMPS $|B\rangle$, the dominant eigenvalue of $T_{A'B:B}'|B\rangle$ is degenerate.

Proof. Suppose that a set of internal bond dimensions $\chi_0, \chi_h, \eta$ and $\chi_v$ is sufficient to give an exact iMM splitting: $|\Psi\rangle = A|\Phi\rangle$. Then when $\chi_l' > \chi_v, \chi_h' = \chi_h, \eta' = \eta'$ are used for the same splitting problem, clearly there is an exact iMM splitting $|\Psi\rangle = A'|\Phi'\rangle$, where $|\Phi'\rangle$ is the same MPS as $|\Phi\rangle$ up to some gauge difference on the virtual bond, and $A'$ is $A$ enlarged from bond dimension $\chi_v$ to $\chi_l'$, while maintaining the isometric constraints. Let $a$ and $a'$ be the tensors making up $A$ and $A'$. When $\chi_h = \chi_l$, namely when $a$ is unitary, enlarging the bond dimension $\chi_v$ of the isometry while maintaining the isometric constraint yields $a' = a \oplus a^2$, where $a^2$ is the orthogonal complement to $a$ in the enlarged space; this is shown in Appendix B. Then, for any normalized two-sided MPS $|B\rangle$,

$$T_{A'B:A'B} = T_{AB:AB} \oplus T_{A^+B:AB} \oplus T_{AB:A^+B} \oplus T_{A^+B:A'B}. \quad (22)$$

In particular, the spectrum of both $T_{AB:AB}$ and $T_{A^+B:A'B}$ contains a copy of the spectrum of $T_{B:B}$. As $|B\rangle$ is normalized, $T_{A'B:B}'$ will have at least two eigenvalues equal to 1, meaning that $A'|B\rangle$ becomes a “cat-state” (non-injective) iMPS.

If in addition, the solution to iMM with $\chi_v'$ is unique then the cat-state described above will be the only exact solution, and if the iMM optimization is successful, the optimization will result in such cat-states. In practice, we find that such cat-states, if they exist, are always found. Such states are pathological because the convergence of many iMPS algorithms, including iDMRG and iTEBD, scales inversely with the gap of the transfer matrix of the iMPS, which for $A'|B\rangle$ is zero.

In particular, if $\eta = \chi_0$ and $\chi_h = \chi_l$, then $\chi_v = 1$ is sufficient to give an exact iMM splitting. As a consequence of Theorem 1, any larger $\chi_v$ will lead to degeneracies in the spectrum. Choosing $\chi_h$ strictly less than $\chi_l$ is a one way to avoid the conditions of the Theorem 1 from being satisfied in simulations — this motivates the choice of the boundary bond dimension, $D_b$, to be larger than 1.

IV. IMM BENCHMARKS

Having introduced algorithms for performing the iMM splitting procedure depicted in Eq. (5) and decomposed the resulting error as the sum of a truncation and projection error terms, we now perform several experiments. The first is to compare the four different iMM algorithms introduced in Sec. III and various combinations of these algorithms. From this, we conclude that the combination of iMM-Local and iMM-Polar produces accurate results without significant computational cost, and we use this combination for all future experiments. We then investigate the disentangling properties of the isoTNO $A$, finding that varying its vertical bond dimension $\chi_v$ can greatly decrease both $\varepsilon_p$ and $\varepsilon_t$. Finally, we repeatedly apply iMM to a strip isoTNS, sweeping back and forth, and find that the accumulated error saturates after about 20 iterations.

In this section and those that follow, we consider the 2D transverse field Ising (TFI) model,

$$H = -\sum_{\langle i,j \rangle} Z_i Z_j - g \sum_i X_i, \quad (23)$$

to benchmark the performance of the iMM algorithms and the iTEBD$^2$ algorithm. Unless otherwise noted, we choose $g = 3.5$ to be in the paramagnetic phase. The critical coupling for this model, obtained via cluster Monte Carlo simulations, in the thermodynamic limit in both directions $g_{cD}^2 \approx (3.04438) [54]$, while from iDMRG the critical coupling on infinite cylinders increases from $g_{cD}^1 = 1$ towards $g_{cD}^2$ with width [55].

A. Benchmark for a single run of iMM

We begin by investigating the performance of the iMM algorithms introduced earlier. The input state is the ground state of the 2D TFI model on an infinite strip of width $L_x = 4$ obtained from iDMRG with bond dimension $\chi = 128$. We conduct the four iMPS tensors in the unit cell (one row) to one iMPS tensor with four physical legs, each of dimension $d = 2$. We then group the two physical legs corresponding to the left two sites in the row into the left leg and the remaining two legs into the right leg of the two-sided iMPS. This produces the iMPS shown in Fig. 1. The splitting problem considered involves both projection and truncation, as $\chi_h < \chi_l$.

We compare all four iMM algorithms discussed above and various combinations of them to the two-sided iMPS. We report errors and the runtimes on a standard workstation, averaged over five runs, in Table I. In this discussion, we use the shorthand notation L to represent iMM-Local, $P$ for iMM-Polar, $M$ for iMM-MPO, and $C$ for iMM-CG for convenience. We find that L is indeed the fastest but does not achieve the accuracy of other standalone methods. However, even though this method is not guaranteed to converge, the gauge fixing procedure reduces variance, indicating that this method can be used to provide a stable starting point for further methods. Seeding methods $P$ and $M$ with the $a$ and $\phi$ tensors provided by L, yielding methods LP and LM, decreases the error and standard deviation, while also for LP greatly reducing the runtime, compared to $P$ and $M$ alone. Further improving the results with $C$ is possible but the improvements are not significant yet have added computational cost. Thus for all future experiments, we use LP.
Figure 1: Splitting problem considered for iMM method benchmarking results in Table I. This two-sided iMPS of $\chi = 128$ and $\chi_t = \chi_v = 4$ represents the ground state of 2D TFI model on $L_x = 4$ infinite strip, as described in Sec. IV A.

Additionally, empirically we find that when $\chi_v$ is large, it is best to use $L$ to produce starting solutions with a smaller vertical bond dimension, say $\chi_v' = 4$, and then isometrically expand the vertical dimensions of the $a$ tensor gradually. At each intermediate bond dimension between $\chi_v'$ and $\chi_v$, we use $P$ to improve the result. We then expand the isometric tensor $a$ by viewing it as a matrix by grouping the incoming legs into a row index and the outgoing legs into a column index. The incoming row index can be increased by zero padding, while the outgoing leg must be increased by adding orthogonal columns. Such a gradual iMM procedure improves the stability and performance of the splitting as $\chi_v$ grows. Theorem I indicates that isometric filling an $A$ produced by an already exactly splitting will lead to a degenerate spectrum, so we do the expansion only if either $\eta < \chi_0$ or $\chi_h < \chi_t$.

### B. Disentangling effect of $A$

We now investigate the disentangling properties of $A$. As discussed in Sec. III E, by tuning the bond dimensions $\chi_v$, $\chi_h$, and $\eta$, we can control the projection and truncation errors of the splitting procedure; see Eq. (B1) for definitions of these bond dimensions. We know that (1) increasing $\eta$ will decrease $\varepsilon_t$ as this error is simply MPS truncation error; and that (2) increasing $\chi_h$ up to the maximally allowed $\chi_t$ will reduce the projection error. Here, we want to understand the effect of increasing $\chi_v$ on both type of errors. Following a similar setup as in previous section, we obtain the result shown in Fig. 2. We find that increasing $\chi_v$ can significantly reduce both types of error with a fixed $\eta$ and $\chi_h$. While we expect the decrease in $\varepsilon_p$ with increasing $\chi_v$, the less expected decrease in $\varepsilon_t$ indicates $A$ has a disentangling effect on $\Phi$, making it easier to truncate and thus reducing $\varepsilon_t$. Increasing $\chi_v$ increases the complexity of the isoTNO, and thus a more complex operator allows for more successful disentangling.

Since the $A$ is acting only on one side of the two-sided MPS, it is similar to the disentangler used for the purified wavefunction of a mixed state, which only acts on the auxiliary indices. This indicate that iMM algorithm can also be applied to produce more efficient purified MPS description, a problem that was considered in the time evolution of thermofield double states [56]. Another implication is that there will be a minimal (purification) entanglement which cannot be removed from the two-sided MPS by applying $A^1$. We see such effect in Fig. 2 that the errors of both truncation $\varepsilon_t$ and projection $\varepsilon_p$ saturate with the increasing $\chi_v$.

### C. Repeated application of iMM to an isoTNS

The iMM algorithm performs the splitting in Eq. (5) approximately and so, unlike moving the OC by QR decomposition in 1D MPS, iMM will not exactly preserve the state. Thus it is important to quantify how repeated applications of iMM affect an isoTNS and perturb it away from the starting state. Here we consider specifically the

| iMM Method | $\varepsilon_p$ | $\varepsilon_t$ | time (s) |
|------------|-----------------|----------------|----------|
| $L$        | $1.8e-03 \pm 1.0e-06$ | $3.4e-05 \pm 8.2e-06$ | $0.7 \pm 0.01$ |
| $P$        | $1.3e-03 \pm 1.4e-03$ | $2.3e-05 \pm 4.4e-06$ | $38 \pm 15$ |
| $M$        | $1.0e-02 \pm 6.7e-03$ | $1.4e-03 \pm 1.7e-03$ | $12 \pm 21$ |
| $C$        | $2.2e-01 \pm 2.6e-01$ | $3.7e-01 \pm 3.6e-01$ | $21 \pm 10$ |
| $LP$       | $6.2e-04 \pm 1.9e-08$ | $2.6e-05 \pm 1.8e-08$ | $11 \pm 0.1$ |
| $LM$       | $5.0e-04 \pm 2.0e-10$ | $9.4e-06 \pm 5.7e-10$ | $62 \pm 0.6$ |
| $LC$       | $5.0e-04 \pm 1.2e-07$ | $4.2e-05 \pm 1.1e-06$ | $29 \pm 1.9$ |
| $LPM$      | $4.6e-04 \pm 2.0e-08$ | $5.8e-07 \pm 8.8e-11$ | $12 \pm 0.05$ |
| $LPC$      | $4.6e-04 \pm 4.2e-06$ | $5.2e-06 \pm 2.6e-07$ | $19 \pm 1.4$ |
| $LNC$      | $5.0e-04 \pm 2.1e-11$ | $9.3e-06 \pm 2.1e-11$ | $72 \pm 0.4$ |
| $LPMC$     | $4.5e-04 \pm 3.7e-10$ | $2.4e-07 \pm 1.0e-10$ | $20 \pm 0.07$ |

Table I: Projection and truncation errors as defined in Eq. (20) in Sec. IV A and runtimes for different iMM methods applied to the splitting problem in Fig. 1. Results from five different runs are average to give the standard deviations. We conclude that the combination of iMM-Local and iMM-Polar provides an accurate result without incurring a large computational cost.
Figure 2: Projection error (red), $\varepsilon_p$, and truncation error (blue), $\varepsilon_t$, as a function of $\chi_v$, calculated by Eq. (20), using the combination of $\text{iMM-Local}$ and $\text{iMM-Polar}$. (Inset) Splitting problem considered. The two-sided iMPS is the ground state of the $L_x = 4$ 2D TFI from iDMRG, similar to Fig. 1. But three physical indices are grouped to the left and one to the right.

Figure 3: Error between original isoTNS $|\Psi^{(0)}\rangle$ and isoTNS $|\Psi^{(n)}\rangle$ produced by repeated $n$ iMM sweeps. $|\Psi^{(0)}\rangle$ is an isoTNS with $L_x = 6$, $\chi_{\text{initial}} = 2$, $D_b = 1$ produced by peeling of iDMRG GS of the 2D TFI model, as described in Sec. V.

In this case where the starting state is an approximate ground state of the 2D TFI model on an $L_x = 6$ strip represented by an isoTNS. We measure the deviation of the state after consecutive iMM from the original state. Presented by an isoTNS. We measure the deviation of the state of the 2D TFI model on an $L_x = 4$ case where the starting state is an approximate ground state of the 2D TFI model on an $L_x = 6$ strip represented by an isoTNS. We measure the deviation of the state after consecutive iMM from the original state.

Suppose that the current (after $n$ iterations) isoTNS $|\Psi^{(n-1)}\rangle$ has its orthogonality column $|\Psi_A^{(n-1)}\rangle$ as the leftmost column of the strip; we then write the tensor network as $|\Psi^{(n-1)}\rangle = |\Psi_A^{(n-1)}\rangle B_2^{(n-1)} \cdots B_L^{(n-1)}$, where $B$ denotes an isoTNO with horizontal isometry arrows pointing left. We fuse the columns $|\Psi_A^{(n-1)}\rangle$ and $B_L^{(n-1)}$ to form a doubled column $|\Psi_{A,2}^{(n)}\rangle$ with two physical sites per tensor; we split this doubled orthogonality column using iMM into the isoTNO $A_1^{(n)}$ with rightward pointing isometry arrows and the new orthogonality column $|\Psi_2^{(n)}\rangle$, with each column having a physical index. We perform this procedure of merging and splitting two columns a total of $L_x - 1$ times, moving the orthogonality column entirely to the right of the strip. This completes one sweep and produces a new isoTNS $|\Psi^{(n)}\rangle = A_1^{(n)} \cdots A_{L_x-1}^{(n)} |\Psi_2^{(n)}\rangle$. We can now repeat the process moving to the left (or in practice horizontally mirroring the isoTNS and again moving to the right) to produce $|\Psi^{(n+1)}\rangle$. We measure the error of fidelity density as in Eq. (17), where the transfer matrix $T$ is formed by one row of the original state $|\Psi^{(0)}\rangle$ and the state at $n$-iteration $|\Psi^{(n)}\rangle$.

The results of this procedure for an $L_x = 6$, $\chi_{\text{initial}} = 2$ isoTNS is shown in Fig. 3. This isoTNS is produced by the peeling procedure discussed in Sec. V and thus is an approximation of the 2D TFI ground state. We choose bond dimensions in the iMM splitting to be $\chi = \chi_v = \chi_h$ and $\eta = 24$. After each sweep, the maximum bond dimension in $|\Psi_n\rangle$ is $\chi$. Some bonds will have values smaller than $\chi$ so that the isometric conditions on each tensor are satisfied. We find that for each of the bond dimensions used in the iMM and thus the bond dimensions of the resulting isoTNS, the accumulated error saturates after 20 sweeps. Additionally, we find that increasing $\chi$ decreases the error as expected, as the iMMs in the sweep can be done more accurately and thus have a less corrupting effect on the state.

V. TRANSFORMING IMPS INTO 2D ISOTNS

As the first application of the iMM algorithm, we show that we can transform an iMPS representing a 2D ground state into a 2D isoTNS with an approximation error controlled by the bond dimension. We further investigate the entanglement properties of the states produced during the procedure.

A. Peeling

To obtain an isoTNS approximating an iMPS, we use a peeling process, depicted in Fig. 4, analogous to that used for finite isoTNS in [35]. Starting from an iMPS found by iDMRG on an infinite strip of width $L_x$, we collapse the unit cell (a row) of $L_x$ sites to form an iMPS with $L_x$ physical legs per tensor. We then repeatedly apply iMM to iteratively peel isoTNO columns $A$ off of the iMPS, one physical site at a time. We use $|\Phi_1\rangle$ to denote the orthogonality column of the isoTNS after $\ell$
applications of iMMS:

$$|\text{iMPS}⟩ = |Φ_0⟩$$

$$≈ A_1 |Φ_1⟩ ≈ A_1 A_2 |Φ_2⟩$$

$$≈ A_1 A_2 \ldots A_{L_x-1} |Φ_{L_x-1}⟩ = |\text{isoTNS}⟩$$

As an example of this peeling procedure, we peel an $L_x = 6$ iMPS with $χ = 128$ representing ground state of TFI model with $g = 3.5$. The error in fidelity density for a $χ = 6$ isoTNS produced by peeling is $2.4 \times 10^{-4}$, where the mixed transfer matrix $T_{\text{iMPS:isoTNS}}$ is formed by the iMPS and isoTNS. Increasing to $χ = 10$ decreases the error to $7.3 \times 10^{-8}$, indicating that this conversion process can be done more accurately by increasing $χ$.

**B. Area Law**

For an area-law 2D ground state, one expects that the iMPS has an extensive amount of half-chain entanglement, i.e., on the order of $L_x$. In order for an isoTNS with finite bond dimension $χ$ to represent this highly entangled iMPS with finite error, it is necessary that (1) the error in each iMM application does not increase with the number of iMM applied, and that (2) during the peeling process, the half-chain entanglement entropy has been decreased from $O(L_x)$ in $|Φ_0⟩$ to $O(1)$ in $|Φ_{L_x-1}⟩$. As $O(L_x)$ number of iMMS are applied in the process as in Eq. (24), we expect that the half-chain entanglement entropy of the $|Φ_ℓ⟩$ is $O(L_x - ℓ)$. We will see that this is indeed the case.

For an area-law state, we expect the half-chain bipartite entropy of an $L_x$-strip iMPS to be given by $S_{L_x} = o(g) \cdot L_x + O(1)$, where $o(g)$ is coupling dependent slope. During the peeling process, we calculate the half-chain entropy of the iMPS $|Φ_ℓ⟩$:

$$S(|Φ_ℓ⟩) = -\sum_i σ_i^2 \log(σ_i^2),$$

where $σ_i$ are the singular values on a vertical bond of $|Φ_ℓ⟩$.

This entropy is for the half-chain subsystem composed of the physical indices and the virtual indices of $|Φ_ℓ⟩$ and is thus not a physical entropy. However, it controls the bond dimension needed for the orthogonality column $|Φ_ℓ⟩$ and is thus a key quantity in the isoTNS representation.

In Fig. 5, we present the entropy when peeling off columns of an $L_x = 8$ iMPS with $χ = 128$ representing ground state of the 2D TFI model at $g = 3.50$ found by iDMRG. We perform the iMM with $χ = 2$, so the first iMM is exact with $χ_v = 1$, and thus $A_1$ is a tensor product of on-site unitaries. Remarkably, even though $S(|Φ_ℓ⟩)$ is not physical, after an initial delay, the iMM procedure removes essentially $o(g)$ entanglement per iteration, where $o(g)$ is the coupling-dependent physical entropy density in the entropy area-law equation. We include a more detailed study of the entanglement structure in Appendix C and data from analogous experiments done at the critical coupling in Appendix D.

**VI. EVALUATION OF LOCAL OBSERVABLES:**

ENERGY AS AN EXAMPLE

The evaluation of expectation values of local observables is crucial and non-trivial for 2D finite and infinite TNS. As the second application of the iMM algorithm, we show that, up to some small error density, we can efficiently evaluate the expectation of local observables of the given strip isoTNS using iMM. We benchmark the result by comparing to results obtained by approximate PEPS contractions using boundary MPO (bMPO) approach [57, 58] and the exact contraction by collapsing the state into iMPS. Here, we consider the evaluation of energy as an example, but the method can be applied to the evaluation of other local observables.
A. Energy evaluated by iMM

Suppose we wish to evaluate the energy of a state given a Hamiltonian \( H = \sum_c H_{c,c+1} \) where \( H_{c,c+1} \) acting on columns \( c \) and \( c+1 \) is composed of a translationally invariant local operator \( h_{c,c+1} \). The expectation value of \( h_{c,c+1} \) can be found by evaluating the energy of each local operator \( h_{c,c+1} \) with an isoTNS with doubled column \( c \), \( c+1 \) as the orthogonality column. This is because calculating expectation values of operators contained entirely in the orthogonality column reduces to an efficient 1D iMPS problem. If we could move the orthogonality column freely around the strip in an exact fashion, this would give us an exact method for evaluating the energy. However, as moving the orthogonality column requires the iMM, this method inherently incurs an approximation error on the order of the iMM errors. As demonstrated in Sec. IV C, the state represented by an isoTNS is not significantly affected by iMM applications, where the individual errors of each iMM application were presented in Table I. Thus we can perform a full sweep of iMM iterations over the entire strip and use the two-site orthogonality center of each doubled column to evaluate the expectation value of \( h_{c,c+1} \). Doing this for each two-column term gives us the energy of one row, \( \langle E_{\text{row}} \rangle = \sum_c \langle h_{c,c+1} \rangle \), which can be converted to a per-site energy by dividing by strip width.

Note that the maximum bond dimension \( \chi' = \chi'_b = \chi_\nu \), and \( \eta' \) of the iMM used to calculate observables does not need to be the same as \( \chi \) and \( \eta \), that of the original isoTNS. The accuracy of calculated observables increases as we increase \( \chi' \), as this improves the accuracy of iMM.

This method for calculating observables scales linearly with the strip width and requires \( L_x - 1 \) applications of iMM, which as stated previously has a computational cost of \( \mathcal{O}(\chi^4 \eta^3) \).

B. Energy evaluated by boundary MPO

To check the energy evaluation from the iMM independently, we compute the energy of an isoTNS strip without using the iMM. To do this, we consider the isoTNS row transfer matrix and find its fixed point. We can compute local observables efficiently given the fixed points of the row transfer matrix. However, as the dimension of the transfer matrix grows exponentially in the width \( L_x \), we approximate the fixed point “vector” by the boundary MPO (bMPO) \([19]\) as depicted in Fig. 6(a). Note that the strip is oriented such that the infinite direction is vertical. Combining the bMPO contraction methods developed for finite TNS \([19, 21, 57]\) and the power method, we find the dominant eigenvector of the transfer matrix represented by a bMPO with bond dimension \( D_{\text{bMPO}} \).

We only have to converge the fixed point against the direction of the vertical isometric arrows (from the top down in Fig. 6(b)). This is because the fixed point along the direction of the arrows is, by definition, an identity operator over each column. The non-trivial fixed point against the isometric arrow direction admits a spectral decomposition \( U \rho U^\dagger \), where \( \rho \) is diagonal and positive definite, encoding the square of the Schmidt values. However, we do not utilize this property but use a bMPO directly to parametrize the fixed point vector. With this bMPO representing the fixed point of the isoTNS row transfer matrix, we calculate the energy of a row by evaluating \( \langle \sum_c h_{c,c+1} \rangle = \sum_c \langle h_{c,c+1} \rangle \). This is done by contracting the network shown in Fig. 6(b) for each two-column local operator \( h_{c,c+1} \), shown here to act on two neighboring rows.

This method can be made arbitrarily accurate by increasing the bond dimension \( D_{\text{bMPO}} \), but we note that this method is very costly as strip width \( L_x \) and the bond dimension \( \chi \) of the isoTNS grows. Calculating the fixed point scales as \( \mathcal{O}(N_{\text{iter}} L_x (\chi^4 D_{\text{bMPO}}^3 + d \chi^6 D_{\text{bMPO}}^2)) \), where \( d \) is the local Hilbert space dimension and \( \chi \) is the dimension of all virtual legs in the isoTNS. Typically \( D_{\text{bMPO}} \sim \chi^2 \), so this method scales as \( \mathcal{O}(\chi^{10}) \). The \( N_{\text{iter}} \) is the number of the transfer matrix-vector multiplications required for convergence which is related to the gap in the transfer matrix.

C. Energy Benchmarks

The exact but most computationally intensive \( \mathcal{O}(\exp(L_x)) \) method is to find the exact fixed point and perform an exact contraction. To this end, we collapse each row of an isoTNS to form an iMPS with physical dimension \( d^{L_x} \), representing \( L_x \) physical sites per tensor.
Then, standard MPS methods can be used to find the exact fixed point and evaluate the energy. We use this essentially exact method only to benchmark the previous two methods.

The benchmark result is shown in Fig. 7. We apply both methods to a $L_x = 8$, $\chi = 4$ isoTNS produced by peeling of a 2D TFI GS iMPS, as described in Sec. V. We find that the bMPO method is essentially exact for large enough $D_{\text{bMPO}}$, while the accuracy of the iMM energy increases with both $\chi'$ and $\eta'$, as the splitting can be done more accurately with the larger space of available tensors. From this, we note that the iMM energy tends to underestimate the true energy; yet for large strip widths and large $\chi$, other methods are infeasible due to computational costs.

Figure 7: Energy of the $L_x = 8$, $\chi = 4$ isoTNS produced by peeling evaluated with the iMM and bMPO methods. We compare the energies to the exact energy evaluated by exact iMPS contraction. The energy from the bMPO method is close to exact for large $D_{\text{bMPO}}$ but is very costly as $D_{\text{bMPO}}$ grows due to complexity of finding the fixed point. The accuracy of iMM energy increases with both $\eta'$ and $\chi'$ used in iMM. In the figure, we use $f \equiv \eta'/\chi'$.

The benchmark result is shown in Fig. 7. We apply both methods to a $L_x = 8$, $\chi = 4$ isoTNS produced by peeling of a 2D TFI GS iMPS, as described in Sec. V. We find that the bMPO method is essentially exact for large enough $D_{\text{bMPO}}$, while the accuracy of the iMM energy increases with both $\chi'$ and $\eta'$, as the splitting can be done more accurately with the larger space of available tensors. From this, we note that the iMM energy tends to underestimate the true energy; yet for large strip widths and large $\chi$, other methods are infeasible due to computational costs.

After each local time evolution operation $e^{-iH_j dt}$, we find the closest state within the ansatz manifold to represent the time-evolved state. This general approach leads to tensor network implementations as the TEBD algorithm for finite MPS [9, 10], the iTEBD algorithm for iMPS [59, 60], the TEBD$^2$ algorithm for 2D isoTNS [35], and the simple and full update for TNS time evolution [25, 61, 62]. Here we focus on the application of iTEBD$^2$ to strip isoTNS.

For an width $L_x$ strip, we write the Hamiltonian as

$$H = \sum_{c=1}^{L_x-1} H_{c, c+1},$$

where each $H_{c, c+1}$ is the infinite collection of local operators acting on columns $c$ and $c + 1$. Each infinite two-column operator is the sum of local terms, and we will assume the form

$$H_{c, c+1} = \sum_{i} h_{c, c+1}^{i},$$

which acts on a plaquette of four spins on columns $c$ and $c + 1$ and rows $i$ and $i + 1$. We work with models where the local term $h_{c, c+1}^{i}$ is translationally invariant in the vertical direction, so we will drop the row superscripts.

To perform time evolution, we Trotterize the full Hamiltonian according to

$$e^{-i\tau H} = e^{-iH_{1, 2} \tau} e^{-iH_{2, 3} \tau} \cdots e^{-iH_{L_x-1, L_x} \tau}$$

which is a first-order splitting of the column operators $H_{c, c+1}$. We then perform a first-order splitting of the individual plaquette terms $h_{c, c+1}$ within the column operators. The iTEBD$^2$ algorithm on an infinite strip using a Hamiltonian of this form is depicted graphically in Fig. 8. Our initial isoTNS has the orthogonality column with arrows pointing up as the left-most column. As shown in Fig. 8(a), we first merge columns 1 and 2 to form a doubled column with two physical sites per tensor. We then apply the time evolution operator $e^{-i\tau H_{1, 2}} \approx \prod e^{-i\tau h_{1, 2}}$ to only the physical legs of the doubled column, which flips the isometric arrows to point down. We note that we do not use the standard iTEBD algorithm that enforces at least a two-site unit cell along the column [59], as we do not wish to have a non-trivial unit cell. Instead we simply apply the two-site gates and do SVD truncation with gauge-fixing to sweep downward until convergence. Following this 1D iTEBD on a doubled column, we apply the chosen iMM algorithm to split this doubled column into an isoTNO $A_2$ and a new orthogonality column $|\Phi_2\rangle$, both of which have isometry arrows pointing up and a single physical

VII. iTEBD$^2$

We now introduce the TEBD-based time evolution algorithm for infinite strip isoTNS, dubbed iTEBD$^2$. We then demonstrate the algorithm by performing imaginary time evolution to find the ground states of the two-dimensional transverse field Ising model.

A. iTEBD$^2$ Algorithm

TEBD-like algorithms perform time evolution by approximating it as successive local time evolutions via the Suzuki-Trotter decomposition of a Hamiltonian, i.e., the sum of local terms:

$$\Psi(t + dt) = e^{-iH dt} |\Psi(t)\rangle$$

$$\approx \prod_j e^{-i\eta_j dt} |\Psi(t)\rangle.$$
Figure 8: iTEBD^2 Algorithm. (a) Subroutine acting on two columns, the left of which is the orthogonality column. First the two columns are fused. 1D iTEBD is applied to the physical legs (colored red) of the double column using gates $e^{-i\theta_{\text{red}+1}}$, acting on a plaquette of four physical sites; note that the gate does not act on any virtual legs. iMM is then applied to split the doubled column and move the orthogonality center to the right. (b) The iTEBD^2 algorithm involves $L_x - 1$ iterations of the subroutines described in (a) to implement a total Trotterized time evolution step of $dt$. Subsequent iTEBD^2 sweeps alternate sweep directions, left-to-right and vice-versa.

B. Ground state search

With the iTEBD^2 algorithm, we can perform imaginary time evolution to find the ground state of Hamiltonian starting from an initial state $|\Psi_0\rangle$:

$$|\Psi_{\text{GS}}\rangle = \lim_{\tau \to \infty} \frac{e^{-\tau H} |\Psi_0\rangle}{\|e^{-\tau H} |\Psi_0\rangle\|}.$$  \hspace{1cm} (31)

We benchmark the algorithm with 2D TFI model on strips of width $L_x = 4, 8, 20$ using isoTNS of bond dimensions $\chi = 4, 8$ with $D_0 = \chi$. We investigate a range of $f \equiv \eta/\chi$ values, where again $f$ controls the bond dimension of the intermediate $|\Phi\rangle$ columns produced by iMM during the iTEBD^2 sweeps. As an essentially exact benchmark, we compute the energy via quantum Monte Carlo (QMC) with the ALPS library [64] on strips of both finite width and length; we find the energy of strips of increasing length and extrapolate to infinite strips. The results are presented in Fig. 9. Here, the energy of each isoTNS is calculated by the iMM method discussed in Sec. VIA, using $\chi = 10$ and $f = 4$ to give an accurate energy estimate.

If iMM were exact, then the energy would decrease monotonically with time step $d\tau$. Yet we clearly see that there exists an energy minimum at intermediate $d\tau$. There are competing effects between less Trotter error from a smaller time step but then more error accumulated from an increased number of iTEBD and iMM iterations [35, 42]. Additionally, the largest $f$ does not provide the lowest energy, as one would naively suspect. Larger $f$ leads to increased vertical bond dimensions during the sweep, leading to larger truncation errors during the iTEBD on the doubled column.

VIII. CONCLUSIONS

In this work, we have extended isometric tensor networks on a square lattice to infinite strip geometries and introduced algorithms to both manipulate and time-evolve the ansatz. We introduced four different infinite Moses Move algorithms and found the combination of iMM-Local and iMM-Polar to be efficient and stable. The isoTNSs produced by iMM have a significant disentangling effect on a two-sided MPS. We verify this effect by showing that iMM can remove an amount of entanglement consistent with the area law of the underlying phase at each iteration, similar to MM [35]. We demonstrated three different applications based on iMM algorithms: (i) transforming an iMPS into a 2D isoTNS, (ii) the evaluation of local observables, and (iii) the iTEBD^2 algorithm, which enables ground state optimization via imaginary time evolution. These results demonstrate that the isoTNS is a 2D network ansatz permitting both efficient optimization and calculations, and we expect the benefits of this method to become apparent as strip width
Figure 9: Ground state energies achieved with iTEBD\(^2\) for paramagnetic 2D TFI with \(g = 3.50\) on an \(L_x = 4, 8,\) and 20 strip. We compare the isoTNS energies against essentially exact energies from quantum Monte Carlo (QMC) extrapolated from strips of finite length. As a comparison, the dashed line is the result of an iDMRG calculation with bond dimension \(\chi = 512.\) For \(L_x = 4,\) the iDMRG result is below the bottom axis of the plot.

increases beyond the reach of 1D methods.

We conclude by commenting interesting applications of the our work. Of foremost interest is the extension of our methods to the simulation of strongly correlated many-body systems that are infinite in both directions. Having now dealt with infinite columns through the methods we’ve introduced, a remaining challenge is to find a fixed point solution to the splitting problem \(A \Psi = \Psi B,\) where \(A (B)\) is an infinite isometric column with horizontal arrows pointing right (left) and \(\Psi\) is an infinite orthogonality column. While this is solved in 1D by iterative gauge-fixed QR decompositions, the iMM algorithms as currently formulated do not fix the gauge on the horizontal legs, so there is no a priori reason that repeatedly applying the algorithm will converge. Additionally, many interesting physical systems display spontaneous translational symmetry breaking. While in our current prescription, the tensors in a row can differ from one another, each row is repeated along the vertical direction. To allow for a non-trivial unit cell in the infinite direction, we must generalize the iMM methods discussed in Sec. III to multi-site unit cells. Such modifications are simple extensions of the iMM algorithms introduced earlier. We leave the generalization of iMM to infinite width and exploration of non-trivial unit cells as future works.

A second application is motivated by the use of tensor networks as state preparing circuits on quantum computers [65–67]. This relies on the network having an isometric structure so that tensors can be interpreted as unitaries acting on qubits and that there is a unidirectional flow of time opposite to the isometry directions. In general, the isometric tensor of bond dimension \(\chi\) would translate into a gate acting across \(\log \chi\) qubits. To really construct the circuits that could run on quantum computers, we have to further decompose such “dense” unitaries into quantum circuits consisting of two-site gate [68], resulting in the so-called quantum circuit tensor network. Quantum circuits of finite 2D isoTNS [69, 70] and infinite 1D isoTNS [71–73] have been numerically and analytically explored for this purpose. Adapting changes mentioned above, the infinite strip networks developed here can be prepared on a quantum computer, allowing for calculation of expectation values by directly measuring the state without expensive and approximate boundary contraction methods. Additionally, the finite MM algorithm was recently used to prepare isometric circuits encoding entanglement renormalization principles to accurately measure long-range correlations in critical quantum chains [74]. The IMM algorithm developed here can be used to extend this work to the thermodynamic limit.
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Appendix A: Proof of Eq. (19)

Recall $A$ is an isometry such that $A^\dagger A = 1$ and $AA^\dagger = P$. As a result, we have the following identity:

$$
\|\Psi\rangle - A^\dagger |\Phi\rangle\|^2 \approx [1 - \lambda_1(T_{A^\dagger\Psi:A^\dagger\Phi})]L,
$$

$$
\|A^\dagger |\Psi\rangle - |\Phi\rangle\|^2 \approx [1 - \lambda_1(T_{A^\dagger\Psi:A^\dagger\Phi})]^2 L,
$$

where $A^\dagger |\Psi\rangle \propto A^\dagger |\Phi\rangle$ is the normalized state [75]. Recall the definitions as in Eq. (20):

$$
\varepsilon_p \equiv 1 - \lambda_1(T_{A^\dagger\Psi:A^\dagger\Phi}),
$$
$$
\varepsilon_t \equiv 1 - \left(\lambda_1(T_{A^\dagger\Psi:A^\dagger\Phi})\right)^2.
$$

Evidently, the total error density in Eq. (17) can be decomposed as

$$
\varepsilon = \varepsilon_p + \varepsilon_t + O(\varepsilon_p^2, \varepsilon_t^2, \varepsilon_p \varepsilon_t),
$$

which is Eq. (19).

To complete this appendix, we now give the derivation of Eq. (A2). The first term in Eq. (A1) is due to the projection $AA^\dagger$:

$$
\|\Psi\rangle - A^\dagger |\Phi\rangle\|^2 \approx 1 - \|A^\dagger |\Phi\rangle\|^2 \\
\equiv 1 - (1 - \varepsilon_p)^L \approx \varepsilon_p L.
$$

The second source of $\varepsilon$ comes from the truncation error of representing the unnormalized state $A^\dagger |\Psi\rangle$ with the MPS $|\Phi\rangle$:

$$
\|A^\dagger |\Psi\rangle - |\Phi\rangle\|^2 = 1 + \|A^\dagger |\Psi\rangle\|^2 - 2\text{Re} \langle \Phi | A^\dagger |\Psi\rangle \\
= 2 - \varepsilon_p L - 2\text{Re} \langle \Phi \frac{A^\dagger |\Psi\rangle}{\sqrt{1 - \varepsilon_p}} \rangle \left(\sqrt{1 - \varepsilon_p}\right)^L \\
\equiv 2 - \varepsilon_p L - 2\text{Re} \langle \Phi | A^\dagger |\Psi\rangle \left(\sqrt{1 - \varepsilon_p}\right)^L,
$$

where we defined $\tilde{A^\dagger |\Psi\rangle} = A^\dagger |\Psi\rangle \big/ \left(\sqrt{1 - \varepsilon_p}\right)^L$ as the normalized state. Analogously to Eq. (18),

$$
\|\Phi - \tilde{A^\dagger |\Psi\rangle}\|^2 = 2 - 2\text{Re} \langle \Phi | A^\dagger |\Psi\rangle \approx \varepsilon_t L.
$$

Thus, putting everything together, we have

$$
\|A^\dagger |\Psi\rangle - |\Phi\rangle\|^2 \approx 2 - \varepsilon_p L - (2 - \varepsilon_t L) \left(1 - \frac{\varepsilon_p}{2} L\right) \\
= \varepsilon_t L.
$$

Appendix B: Isometric filling of $A$

Let $a$ denote the tensor making up $A$. Label its indices as below:

$$
\begin{array}{c}
| i_0 \\
| i_1 \\
| i_2 \\
| i_3
\end{array}
$$

To enlarge the bond dimension $\chi_v = \text{dim}(i_2) = \text{dim}(i_3)$ to $\chi_v'$, while keeping the operator that $A$ represents invariant and the isometric condition intact, one groups $i_2i_0$ and $i_3i_1$ respectively as the row and column index of the isometric matrix $a$. $i_2$ and $i_3$ are the “slow” index of their respective combined indices. Here we assume $\text{dim}(i_0) = \text{dim}(i_1)$, and thus $a$ is square. To enlarge the bond dimensions, one first zero-pads on the index $i_2$ and then adds orthogonal columns on index $i_3$:

$$
[a] \rightarrow [a] \rightarrow \left[\begin{array}{c}
0 \\
0 \varepsilon^{-\chi_v} L
\end{array}\right],
$$

where $a^\perp$ is an arbitrary unitary matrix with $(\chi_v' - \chi_v)\text{dim}(i_0)$ number of rows and columns. Thus, when $\text{dim}(i_0) = \text{dim}(i_1)$, the result of isometric filling is $a \rightarrow a' = a \oplus a^\perp$.

Appendix C: Area law in Pealing iMPS

As discussed in Sec. IV B, iMM has a disentangling effect on the new iMPS $|\Phi_{\ell}\rangle$ and we have shown by computing the half-chain entropy of the iMPS $|\Phi_{\ell}\rangle$ over the peeling process:

$$
S(|\Phi_{\ell}\rangle) = - \sum_i \sigma_i^2 \log \sigma_i^2,
$$

where $\sigma_i$ are the singular values on a vertical bond of $|\Phi_{\ell}\rangle$; see Fig. 10(a). This entropy is for the half-chain subsystem composed of the physical indices and the virtual indices of $|\Phi_{\ell}\rangle$ and is thus not physical.

To dig deeper, we ask whether iMM can extract $\alpha(g)$ using only physical quantities [76]. The answer is yes.
For each $|\Phi_\ell\rangle$, a further iMM can be applied to $|\Phi_\ell\rangle$ with $\chi_h = 1$:

$$|\Phi_\ell\rangle \approx A'_\ell |\Phi'_\ell\rangle,$$

where the isoTNS $A'_\ell$ has no physical legs. The original $|\Phi_\ell\rangle$ has virtual bonds and can be viewed as the purification state of the density matrix over the remaining physical spins. Now, the $|\Phi'_\ell\rangle$ is a pure state and the dominant eigenstate of such a density matrix. Remarkably, we find that $|\Phi'_\ell\rangle$ has an error density on the order of $10^{-5}$ when compared to the iMPS representing width $L$ TFI ground state and thus has an $S(|\Phi'_\ell\rangle)$ that obeys the entropy area law almost perfectly while also agreeing with the values found via iDMRG (see blue crosses Fig. 10(b)). This suggests that the TFI Hamiltonian of width $L$ and the entanglement Hamiltonian of a subsystem of width $L$ in a larger TFI system have approximately the same ground state. We repeat this experiment at the critical transverse field $g = g_{2D}^{cr}$ and find the same behavior. Results are shown in Appendix D.

**(a)**

\[
\begin{pmatrix}
|\Phi_\ell\rangle \\
\Phi_\ell \\
\Phi'_\ell \\
|\Phi'_\ell\rangle
\end{pmatrix} \approx \begin{pmatrix}
1 \\
\phi'_\ell \\
\phi' \phi'_\ell \\
1
\end{pmatrix}
\]

\[S(|\Phi_\ell\rangle) \approx S(|\Phi'_\ell\rangle)\]

**(b)**

Entropy of $|\Phi_\ell\rangle$ as a function of number of columns $\ell$ removed by peeling the ground state of the 2D TFI Hamiltonian with width $L_x = 8$ and $g = 3.04438$. After an initial delay, explained by $S(|\Phi_\ell\rangle)$ not being a physical entropy, IMM removes an amount of entanglement consistent with the area law. Physical entropy $S(|\Phi'_\ell\rangle)$ (as defined in Fig. 10(a)) and entropy from iDMRG GS of different width strips agree and obey area law.

**Appendix D: Numerical results for $g = 3.04438$**

Here we present numerics at $g = g_{2D}^{cr} = 3.04438$, the critical transverse field for the two-dimensional TFI in the thermodynamic limit. Close to the critical point, we expect this model on finite width strips to be more difficult to capture by an iMPS due to increased entanglement.

First we repeat the area law experiment of Sec. VB and show the results in Fig. 11. We again see that the IMM algorithm removes an amount of entanglement $\alpha(g)$ per column consistent with the area law. Additionally, the physical entropy $S(|\Phi'_\ell\rangle)$ agrees with the entropy from iDMRG, again indicating that the orthogonal column of $L_x - \ell$ columns and the iMPS of the same width have large overlap. We note that for $g = 3.50$, the amount of entanglement removed per column saturates to $\alpha(g)$ sooner than in the $g = 304438$ case, indicating that more horizontal entropy is present in latter case.

Next we use the iTEBD algorithm to search for the ground state of the $g = 3.04438$ 2D TFI. Again we compare isoTNS energies evaluated by IMM against iDMRG energies for $\chi = 512$. Results for $L_x = 4$, $L_x = 8$, and $L_x = 20$ infinite strips are shown in Fig. 12, where again we find an intermediate $dt$, which balances iTEBD and IMM errors, leads to the optimal energies.
Figure 12: Ground state energies achieved with iTEBD$^2$ for critical $g = 3.04438$ 2D TFI on $L_x = 4, 8, 20$ strip. An intermediate $d\tau$ and $f$ yield the best energy, while $\chi = 8$ outperforms $\chi = 4$. We compare the isoTNS energies against essentially exact energies from quantum Monte Carlo (QMC) extrapolated from strips of finite length. As a comparison, the dashed line is the result of an iDMRG calculation with bond dimension $\chi = 512$. For $L_x = 4, 8$, the iDMRG result is below the bottom axis of the plot.
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