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Abstract

In this paper, we derive new method for solving particular solution of linear second order ordinary differential equations whenever one solution of their associated homogeneous differential equations is given. Also, we construct second solution of the associated homogeneous differential equation from this new method. Moreover, we have general solution method of linear second order ordinary differential equations without applying the two famous methods, undetermined coefficients method and variation of parameters method, for solving their particular solution.
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Introduction

A differential equation is an equation that relates an unknown function and one or more of its derivatives with respect to one or more independent variables [1,2]. If the unknown function depends only on a single independent variable, such a differential equation is ordinary. The order of an ordinary differential equation is the order of the highest derivative that appears in the equation [3]. In real world, there are physical problems that are ordinary differential equations. Thus, we need solution methods to solve these problems. A solution of a differential equation in the unknown function y and the independent variable x on the interval I is a function y(x) that satisfies the differential equation identical for all x in I [2]. A solution of a differential equation with arbitrary parameters is called a general solution. A solution of a differential equation that is free of arbitrary parameters is called a particular solution [2]. A solution in which the dependent variable is expressed solely in terms of the independent variable and constants is said to be an explicit solution. A relation G(x,y) is said to be an implicit solution of an ordinary differential equation on an interval I, provided it is satisfied by all functions y(x) defined on I [2]. Moreover, solutions of differential equations are classified as trivial and non-trivial solutions, general and particular solutions and explicit and implicit solutions. The general solution of linear second order ordinary differential equations consists of solutions of their associated homogeneous differential equations and their particular solutions. There are two famous methods, undetermined coefficients method and variation of parameters method, for solving partial solutions of linear second order ordinary differential equations. Finally, one can solve for particular solution of linear second order ordinary differential equations without applying undetermined coefficients method and variation of parameters method.

Linear Higher Order Differential Equations

A differential equation

\[ F(y^{(n)}, y^{(n-1)}, \ldots, y^{(0)}, y) = g(x) \]

is said to be linear if F is a linear function of the variables \( y^{(n)}, y^{(n-1)}, \ldots, y^{(0)}, y \) [3]. An nth-order linear differential equation in a dependent variable y and independent variable x defined on an interval I \( \subset \mathbb{R} \) has the form

\[ a_n(x)y^{(n)} + a_{n-1}(x)y^{(n-1)} + \cdots + a_1(x)y^{(1)} + a_0(x)y = g(x). \]

If \( g(x) = 0 \) for all \( x \in I \), then the differential equation is homogeneous, otherwise, it is non-homogeneous [3].

Linear first order differential equations

The linear first order ordinary differential equation with unknown dependent variable y and independent variable x is defined by

\[ a_1(x)y' + a_0(x)y = g(x). \]

Solution of linear first order differential equations: The general solution of the equation in equation 2.1 is given by

\[ y = \frac{\int \mu(x)g(x) dx}{\mu(x)} \]

Fundamental set of solutions

A set of functions \( y_1(x), y_2(x), \ldots, f_n(x) \) is said to be linearly independent on the interval I if there exist constants \( c_1, c_2, \ldots, c_n \) not all zero, such that

\[ c_1y_1(x) + c_2y_2(x) + \cdots + c_ny_n(x) = 0 \]

for every \( x \) in the interval. If the set of functions is not linearly dependent on the interval, it is said to be linearly independent. Any set \( y_1(x), y_2(x), \ldots, f_n(x) \) of n linearly independent solutions of the homogeneous linear nth-order differential equation on an interval I is said to be a fundamental set of solutions on the interval.

General solution of linear higher order differential equations

The associated homogeneous differential equation of nonhomogeneous linear nth order differential equation

\[ a_n(x)y^{(n)} + a_{n-1}(x)y^{(n-1)} + \cdots + a_1(x)y' + a_0(x)y = g(x) \]
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Let $y_1, y_2, \ldots, y_n$ be linearly independent solutions of the associated homogeneous linear nth order differential equation

$$a_n(x)y^{(n)} + a_{n-1}(x)y^{(n-1)} + \cdots + a_1(x)y'(x) + a_0(x)y(x) = 0$$

Then the general solution of the equation in (2.3) on the interval $I$ is

$$y(x) = c_1y_1(x) + c_2y_2(x) + \cdots + c_ny_n(x)$$

where $c_i$ ($i = 1, 2, \ldots, n$) are arbitrary constants [1].

Theorem 4.1. Let $y_1, y_2, \ldots, y_n$ be linearly independent solutions of the homogeneous linear nth order differential equation

$$a_n(x)y^{(n)} + a_{n-1}(x)y^{(n-1)} + \cdots + a_1(x)y'(x) + a_0(x)y(x) = 0$$

on an interval $I$. Then the general solution of the equation in (2.3) on the interval $I$ is

$$y(x) = c_1y_1(x) + c_2y_2(x) + \cdots + c_ny_n(x)$$

where $y_1, y_2, \ldots, y_n$ are arbitrary constants [2].

Theorem 4.2. Let $y_1, y_2, \ldots, y_n$ be linearly independent solutions of the associated homogeneous linear nth order differential equation

Then the general solution of the equation

$$a_n(x)y^{(n)} + a_{n-1}(x)y^{(n-1)} + \cdots + a_1(x)y'(x) + a_0(x)y(x) = X$$

on the interval $I$ is

$$y(x) = c_1y_1(x) + c_2y_2(x) + \cdots + c_ny_n(x)$$

where $c_i$ ($i = 1, 2, \ldots, n$) are arbitrary constants [2].

General solution of linear second order differential equations: The second order linear ordinary differential equation with unknown dependent variable $y$ and independent variable $x$ is defined by

$$a_2(x)y'' + a_1(x)y' + a_0(x)y = g(x)$$

Now, to solve nonhomogeneous second order linear differential equations, first we solve their associated homogeneous differential equations. Since the general solution of the equation in equation 2.4 consists of its particular solution, we search methods for solving the particular solution of equation in equation 2.4. Most authors of differential equations books used two famous methods, namely, undetermined coefficients methods and variation of parameters method to find particular solution of nonhomogeneous linear second order differential equations. Here we would like to introduce new method for finding particular solution of nonhomogeneous linear second order differential equations. Moreover, we construct a second solution of the associated homogeneous linear second order differential equation so that the set consisting of $y$ and $y'$ is linearly independent on 1 from this new method.

Procedure for deriving new method for particular solution of nonhomogeneous linear second order differential equations: Let $y_1$ be a non-zero known solution of the associated homogeneous linear second order differential equation of the equation in equation 2.4. Thus, we have

$$a_n(x)y_1'' + a_{n-1}(x)y_1' + a_0(x)y_1 = 0$$

Then we assume that $y_1(x) = u(x)y_1(x)$ as particular solution of the equation in equation 2.4 to construct particular solution of the equation in equation 2.4.

It follows that

$$y_p''(x) = u''(x)y_1(x) + u(x)y_1''(x)$$

and

$$y_p'(x) = u''(x)y_1(x) + u'(x)y_1''(x) + u(x)y_1'$$

Since $y(x) = u(x)y_1(x)$ is particular solution of the equation in equation

2.4, we have

$$a_n(x)y_p'' + a_{n-1}(x)y_p' + a_0(x)y_p = g(x)$$

From equation in equation 2.6 It follows that

$$a_n(x)u''(x)y_1(x) + a_{n-1}(x)u'(x)y_1''(x) + a_0(x)u(x)y_1' = g(x)$$

Using equation in equation 2.5, the equation in equation 2.7 is reduced to

$$a_n(x)(u''(x)y_1(x) + u'(x)y_1''(x)) + a_0(x)u(x)y_1' = g(x)$$

From equation in equation 2.8 It follows that

$$[a_n(x)y_1 + 2a_{n-1}(x)y_1' + a_0(x)y_1''(x)]u'' + [a_n(x)y_1 + 2a_{n-1}(x)y_1' + a_0(x)y_1''(x)]u' = g(x)$$

Let $u'' = V$. Then from equation in equation 2.9, we have

$$[a_n(x)y_1 + 2a_{n-1}(x)y_1' + a_0(x)y_1''(x)]V + [a_n(x)y_1 + 2a_{n-1}(x)y_1' + a_0(x)y_1''(x)]u' = g(x)$$

The equation in equation 2.10 is linear first order ordinary differential equation. Thus, using the formula in equation 2.2, we get

$$v = \int \frac{\mu(x)g(x)}{a_n(x)y_1} dx$$

where $\mu(x) = \exp(\int \frac{a_1(x)y_1''}{a_2(x)y_1'} dx)$

Thus, $u = \int v dx$ , where

$$v = \int \frac{\mu(x)g(x)}{a_n(x)y_1} dx$$

Clearly,

$$\mu(x) = y_1 \exp(\int \frac{a_1(x)y_1''}{a_2(x)y_1'} dx)$$

Therefore, articular solution $y_2(x) = u(x)y_1$ of the equation in equation 2.4 is

$$y_2(x) = \int v dx$$

where

$$v = \int \frac{\mu(x)g(x)}{a_n(x)y_1} dx$$

and $\mu(x) = y_1 \exp(\int \frac{a_1(x)y_1''}{a_2(x)y_1'} dx)$.

Result and Discussion

There are two particular solution methods. One is method of undetermined coefficients. The general method of undetermined coefficients is limited to differential equations of the form

$$a_n(x)y'' + a_{n-1}(x)y' + a_0(x)y = g(x)$$

where $a_n(x), a_{n-1}(x)$ and $a_0(x)$ are constant functions and $g(x)$ is a constant k, a polynomial function, an exponential function, a sine or cosine function, or finite sums and product of these functions [2]. Thus, this method is not general method for particular solution. The second particular solution method is variation of parameters method. Unlike method of undetermined coefficients, this method is general method for particular solution because it works even if the conditions given for method of undetermined coefficients fail.
Now we derived the third method for particular solution of
\[ a_1(x)y + a_2(x)y'' + g(x) = 0 \]
where

\[ y_p(x) = y_1(x) \int v \, dx, \quad \text{where} \]
\[ v = \frac{\int \mu(x)g(x) \, dx}{\mu(x)} \quad \text{and} \quad y = c_1y_1 + c_2y_2 + y_p, \]

Unlike variation of parameters method, we need only one solution of the associated homogeneous differential equation of a differential equation to derive particular solution of a differential equation. Moreover, this new method for particular solution is good method because it works even if the conditions given for method of undetermined coefficients fail.

Conclusion

Now, we use equations in equation 2.12 to draw conclusion about particular solution method of the equation in equation 2.4 if \( y_1(x) \) is known solution of the associated homogeneous equation of the equation in equation 2.4. Therefore, the particular solution method of the equation in equation 2.4 is

\[ y_p(x) = y_1(x) \int v \, dx, \]

Where

\[ v = \frac{\int \mu(x)g(x) \, dx}{\mu(x)} \quad \text{and} \quad \mu(x) = y_1^2 \exp\left(\int \frac{a_2(x)}{a_1(x)} \, dx\right) \]

From this particular solution method, one can construct the second solution of the associated homogeneous equation of the equation in equation 2.4 inserting \( g(x) = 0 \) in this particular solution method. This implies that

\[ v = \int 0 \, dx, \quad \text{Thus choose} \quad v = \frac{1}{\mu(x)} \]

Therefore,

\[ y_p(x) = y_1(x) \int v \, dx, \]

Where

\[ v = \frac{1}{\mu(x)} \quad \text{and} \quad \mu(x) = y_1^2 \exp\left(\int \frac{a_2(x)}{a_1(x)} \, dx\right) \]
is the second solution of the associated homogeneous equation of the equation in equation 2.4. Moreover, the general solution of the equation in equation 2.4 is

\[ y = c_1y_1 + c_2y_2 + y_p, \]

where \( y_1, y_2 \) and \( y_p \) are as given above. Here \( c_i \) (i=1, 2) are arbitrary constants.
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