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Figure 1: We justify the spinning top hypothesis represented by Figure (a) (taken from Figure 1 in [9]), which states that many real-world games including Chess demonstrate a spinning top geometry in the strategy space, where the radial axis represents the non-transitivity dimension (e.g., A beats B, B beats C, C beats A) and the upright axis represents the transitivity dimension (e.g., A beats B, B beats C, A beats C). We study the geometric property of Chess based on one billion game records from human players. Figure (b) shows the comparison between the histogram of Elo ratings (i.e., the transitivity degree) in Lichess 2020 (left) and the degree of non-transitivity at each Elo level (right), where the non-transitivity is measured by both the size of Nash Clusters and the number of Rock-Paper-Scissor cycles (top-right corner). A skewed-normal curve is fitted to illustrate the non-transitivity profile, which verifies the spinning top hypothesis in Figure (a). Specifically, the middle region of the transitive dimension is accompanied by a large degree of non-transitivity, which gradually diminishes as skill evolves towards the high Elo ratings (upward), or diminishes as skill degrades (downward). Notably, the peak of the Elo histogram lies between 1300 to 1700, a range where most human players get stuck from making improvements. Furthermore, the peak of the non-transitivity curve coincides with the peak of the Elo histogram; this indicates a strong relationship between the difficulty of playing Chess and the degree of non-transitivity. Our discovered geometry has important implications for learning. For example, our findings can provide guidance to improve human players’ Elo ratings especially in stages with high degrees of non-transitivity (e.g., by dedicating more efforts to learn diverse opening tactics). In Figure (c), we show the performance of population-based training methods with different population sizes. A phase change in performance occurs when the population size increases; this justifies the necessity of maintaining large size and diverse populations when training AI agents to solve Chess.

ABSTRACT

It has long been believed that Chess is the Drosophila of Artificial Intelligence (AI). Studying Chess can productively provide valid knowledge about complex systems. Although remarkable progress has been made on solving Chess, the geometrical landscape of Chess in the strategy space is still mysterious. Judging on AI-generated strategies, researchers hypothesised that the strategy space of Chess possesses a spinning top geometry, with the upright axis representing the transitive dimension (e.g., A beats B, B beats C, A beats C), and the radial axis representing the non-transitive dimension (e.g., A beats B, B beats C, C beats A). However, it is unclear whether such a hypothesis holds for real-world strategies. In this paper, we quantify the non-transitivity in Chess through real-world data from human players. Specifically, we performed two ways of non-transitivity quantifications—Nash Clustering and counting the number of Rock-Paper-Scissor cycles—on over one billion match data from Lichess and FICS. Our findings positively indicate that the strategy space occupied by real-world Chess strategies demonstrates a spinning top geometry, and more importantly, there exists a strong connection between the degree of non-transitivity and the progression of a Chess player’s rating. In particular, high degrees of non-transitivity tend to prevent human players from making progress on their Elo rating, whereas progressions are easier to make at the level of ratings where the degree of non-transitivity is lower. Additionally, we also investigate the implication of the degree of non-transitivity for population-based training methods. By considering fixed-memory Fictitious Play as a proxy, we reach the conclusion that maintaining large-size and diverse populations of strategies is imperative to training effective AI agents in solving Chess types of games.
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1 INTRODUCTION

Since the mid 1960s, computer scientists have referred to Chess as the "Drosophila of AI" [14]. Similar to the role of fruit fly in genetics studies, Chess provides an accessible, familiar, and relatively simple test bed that nonetheless can be used to produce wide knowledge about other complex environments. As a result, Chess have long been used as benchmarks for the development of AI for decades. The earliest attempt dated back to Shannon’s interest in 1950 [34]. In the past decades, remarkable progress has been made on developing AIs that can demonstrate super-human performance on playing Chess; this includes IBM DeepBlue [4] and AlphaZero [35].

Despite the algorithmic achievements on Chess, we still have limited knowledge about the geometric landscape of the strategy space of Chess. Tied to the strategic geometry are the concepts of transitivity and non-transitivity [9]. Transitivity refers to how one strategy is better than other strategies. In transitive games, we know that if strategy A beats strategy B and B beats C, then A can surely beat C. On the other hand, non-transitive games refers to those where there exists a loop in the preference of strategies. For example, if A can beat B and B beats C, then there is still possibility that that C can still lose to A in such games. One of the simplest purely non-transitive game is Rock-Paper-Scissor game.

Yet, games in the real world are far more complex; their strategy space often have variations in terms of both transitive and non-transitive components. Judging on the strategies that are generated by AIs, researchers have hypothesised that the majority of real-world games possess a spinning top geometry in the strategy space, and in such geometry (see Figure 1(a)), the radial axis represents the non-transitivity degree and the upright axis represents the transitivity degree. The middle region of the transitive dimension is accompanied by a highly non-transitive dimension, and it gradually diminishes as the skill level either grows towards the Nash Equilibrium [30], or degrades to worst-performing strategies.

While the idea of non-transitivity is intuitive, how to quantify and measure the size of its dimension remains an open challenge. Early attempt has been made in quantifying non-transitivity [9], based on which they proposed the spinning top hypothesis. However, their sampled strategies are all artificial, in the sense that they only study strategies that are generated by different algorithmic models of AIs. While one can argue that both artificial and human strategies are sampled from the same strategy space, they could demonstrate completely different inherent play styles. For example, [29] showed that Stockfish AI [32] did poorly in mimicking the play style of weak human players, despite being depth-limited to mimic that player’s strength. Therefore, there is no guarantee that the conclusions from [9] would apply to human strategies. Consequently, the geometric profile of the strategy space of Chess is still unclear, this directly motivates us to investigate and quantify the degree of non-transitivity on human strategies.

Apart from its popularity in history, Chess is also one of the most popular classical games; it provides the largest amount of well-maintained human games that are publicly available in various sources. These databases include Lichess [25], which contains games played since 2013, and the Free Internet Chess Server (FICS) which contains games played since 1999 [15]. By studying over one billion records of human games on Lichess and FICS, in this paper, we measure the non-transitivity of Chess games on real-world data, and investigate its potential implications for training effective AI agents as well as on human skill progression. Specifically, we performed two ways of non-transitivity measurements by adopting Nash Clustering and counting the number of Rock-Paper-Scissor cycles. Our findings positively indicate that the strategy space occupied by real-world Chess strategies demonstrates a spinning top geometry. More importantly, there exists a strong connection between the degree of non-transitivity and the progression of a Chess player’s rating. In particular, high degrees of non-transitivity tend to prevent human players from making progress on the Elo rating, whereas progressions are easier to make at the level of ratings where the degree of non-transitivity is lower. Additionally, we also investigate the implication of the degree of non-transitivity for population-based training methods. By considering fixed-memory Fictitious Play as a proxy, we reach the conclusion that maintaining large-size and diverse populations [38] of strategies is imperative to training effective AI agents in solving Chess type of games, which also matches the empirical findings that are observed based on artificial strategies [9].

2 RELATED WORK

Our work is mostly related to [9], who proposed the Game of Skill geometry (i.e., the spinning top hypothesis), in which the strategy space of real-world games resembles a spinning top in 2-dimension, where the vertical axis represents the transitive strength, and the horizontal axis represents the degree of non-transitivity. Such hypothesis has empirically been verified on several real-world games like Hex, Go, Tic-Tac-Toe, and Starcraft. The approach taken by [9] is to sample strategies uniformly along the transitive strength, and strategies are generated by first running solution algorithms like Minimax Algorithm with Alpha-Beta pruning [33] and Monte-Carlo Tree Search (MCTS) [5]. Sampling strategies uniformly in terms of transitive strength is then conducted by varying the depths up to which Minimax is performed, and by varying the number of simulations for MCTS. Finally, for Starcraft, sampling strategies are done by using the agents from the training of AlphaStar AI [37]. However, such sampling of strategies means that the empirical verification is performed on artificial strategies, and there have been works that suggest an inherent difference in the play styles of AI and humans. For example, [29] showed that Stockfish AI [32] did poorly in mimicking the play style of human players, despite being depth-limited to mimic that player’s strength. This motivates us to perform similar investigations, but on human strategies.

This paper focuses the non-transitivity quantification on real-world Chess strategies. However, Chess players are rated primarily using the Elo rating system, which is only valid for the pool of players being considered. As such, there are various systems of player rating computations implemented in the world. The two most used implementations are the ones by the Fédération Internationale des Échecs (FIDE) [20] and the United States Chess Federation (USCF) [36]. In its most basic implementation, the Elo rating system consists of two steps, i.e., assigning initial ratings to players and updating the ratings after matches. USCF and FIDE determine a player’s starting rating by taking into account multiple factors, including the age of the player and their ratings in other systems.
However, the exact rule used in determining the starting rating differs between the two organisations. Furthermore, the update rules used also differ noticeably. These are defined in the handbook of each organisation [18, 21]. On the other hand, online Chess platforms like Lichess and the FICS, which are the source of data for this paper, typically use a refined implementation of the Elo rating system, namely the Glicko [16] system for FICS, and Glicko-2 [17] for Lichess. These systems typically set a fixed starting rating, and then include the computation of a rating deviation for Glicko while updating the player rating after matches. Glicko-2 includes the rating deviation and the rating volatility, both of which represent the reliability of the player’s current rating.

3 PRELIMINARIES AND NOTATIONS

Notations. For any positive integer $k$, $[k]$ denotes the set $\{1, \ldots, k\}$. $\Delta_k$ denotes the set of all probability vectors with $k$ elements. For a set $A$ and some function $f$, $\{f(a)\}_{a \in A}$ denotes the set constructed by applying $f$ to each element of $A$. Furthermore, for a set $A = \{A_1, \ldots, A|A|\}$, $\{s_A\}_{s \in A}$ denotes $\{s_{A_1}, \ldots, s_{A|A|}\}$. Moreover, for an integer $k$, $\{s_i\}_{i=1}^k$ denotes $\{s_1, \ldots, s_k\}$. $\mathbb{N}$ denotes the set $\{1, 2, \ldots\}$, i.e., natural numbers starting from 1. For a set $A = \{A_1, \ldots, A|A|\}$, the notation $A_{-j}$ denotes $A$ without the $j$th element, i.e., $A_{-j} = \{A_i | i \neq j\}$. Hence $A = \{A_j, A_{-j}\}$ $\forall j \in [|A|]$. Furthermore, we use $I[a > b]$ for $a, b \in \mathbb{R}$ to denote the indicator function, where $I[a > b] = 1$ if $a > b$ and 0 otherwise. Finally, for any integers $m$ and $k$ where $k \leq m$, let $e_m^k$ denote a vector of length $m$, where the vector is all zeroes, but with a single 1 at the $k$th element. Likewise, $\theta_k, I_k$ denote the vector of zeroes and ones of length $k$ respectively.

DEFINITION 1. A game consists of a tuple of $(n, S, M)$ where:

- $n \in \mathbb{N}_1$ denotes the number of players.
- $S = \prod_{i=1}^n S_i$ denotes the joint strategy space of the game, where $S_i$ is the strategy space of the $i$th player for $i \in [n]$. A strategy space is a set of strategies a player can adopt.
- $M = \{M_i\}_{i=1}^n$, where $M_i : S \rightarrow \mathbb{R}$ is the payoff function for the $i$th player. A payoff function maps the outcome of a game resulting from a joint strategy, to a real value, representing the payoff received by that player.

Normal Form (NF) Games. In NF games, every player takes a single action simultaneously. Such games are fully defined by a payoff matrix $M$ where

$$M_{a_1, a_2, \ldots, a_n} = \{M_1(a_1, a_2, \ldots, a_n), \ldots, M_n(a_1, a_2, \ldots, a_n)\}$$

for $a_k \in A_k$, $d_k \in [|A_k|]$, $k \in [n]$, $A_k$ denoting the action space of the $k$th player, and $d_k$ is the index corresponding to $a_k$. $M$ fully specifies an NF game because it contains all the components of a game by Definition 1. In an NF game, the strategy adopted by a player refers to the single action taken by that player. Therefore, the action space $A_k$ is equivalent to the strategy space $S_k$ for $k \in [n]$.

An NF game is zero-sum when $\sum_{s \in S_k} M_{a_1, a_2, \ldots, a_n} = 0$ for $d_k \in [|A_k|]$, $k \in [n]$. For two-player zero-sum NF games, the entries of $M$ can therefore be represented by a single number, since the payoff of one player is the negative of the other. Additionally, if the game is symmetric, i.e., both players have identical strategy spaces, then the matrix $M$ is skew-symmetric.

A well-known solution concept that describes the equilibrium of NF games is Nash Equilibrium (NE) [11, 30]. Let $p_i(s)$ where $s \in S_i, p_i \in \Delta_{|S_i|}, i \in [n]$, denote the probability of player $i$ playing pure strategy $s$ according to probability vector $p_i$. Also, let $p = \{p_1, \ldots, p_n\}$, and $p[j : k]$ denoting changing the $j$th element in $p$ to the probability vector $k$, where $k \in \Delta_{|S_j|}$.

DEFINITION 2. The set of distributions $p^*$, where $p^* = \{p_1^*, \ldots, p_n^*\}$ and $p_i^* \in \Delta_{|S_i|} \forall i \in [n]$, is an NE if $\sum_{s \in S} P^*(s) M_i(s) = \sum_{s \in S} p^*[i : e_k^{|S_k|}] (s) M_i(s) \forall i \in [n], k \in [|S_i|]$, where $p^*(s) = \prod_{j \in [n]} p_i^j(s_j)$ and $s = (s_1, \ldots, s_n), s_i \in S_i \forall i \in [n]$.

Definition 2 implies that under NE, no player can increase their expected payoff by unilaterally deviating to a pure strategy. While such NE always exists [30], it might not be unique. To guarantee the uniqueness of the obtained NE, we apply the maximum entropy condition when solving for the NE. The maximum-entropy NE is proved to be unique [2].

THEOREM 3. Any two-player zero-sum symmetric game always has a unique maximum entropy NE given by $\{p^*, p^*\}$ where $p^* \in \Delta_{|S_i|}$ and $S_i$ is the strategy space for each of the two players [2].

As a consequence of Theorem 3, finding the maximum entropy NE of a two-player zero-sum symmetric game amounts to solving the Linear Programming (LP) problem shown in Equation 1.

$$p^* = \arg \max_p \sigma_{j \in [n]} p_j \log p_j$$

s. t. $M_{p} \preceq 0_{|S|}$

$$p \succeq 0_{|S|}$$

$$\sum_{i \in [n]} p_i = 1$$

(1)

where $M$ is the skew-symmetric payoff matrix of the first player.

Extensive Form (EF) Games. EF games [19] model situations where participants take actions sequentially and interactions happen for more than one step. We consider the case of perfect information, where every player has knowledge of all the other player’s actions, and finite horizon, where interactions between participants end in a finite number of steps (denoted as $K$). In EF games, an action refers to a single choice of move of some player at some stage of the game. Therefore, the term action space, is used to define the available actions to a player at a certain stage of the game.

DEFINITION 4. A history at stage $k$, i.e., $h_k$ is defined as $h_k = \{a_1, \ldots, a_{k-1}\}$, where $a_j = \{a_{j1}, \ldots, a_{jn}\}$ for $j \in [k-1]$, $a_j$ is the action profile at stage $j$, denoting actions taken by all players at that stage.

The action space of player $i$ at stage $k$ is therefore a function of the history at that stage, i.e., $A_i(h_k)$ for $k \in [K], i \in [n]$, since the available actions for a player depends on how the game goes.

DEFINITION 5. Let $H_k$ be the set of all possible histories at stage $k$. Let $A_i(H_k) = \bigcup_{h_k \in H_k} A_i(h_k)$ be the collection of actions available to player $i$ at stage $k$ from all possible history at that stage. Let the mapping $s_i^k : H_k \rightarrow A_i(H_k)$ be a mapping from any history at stage $k$ (i.e., $h_k$) to an action available at that stage due to $h_k$, i.e., $s_i^k(h_k) \in A_i(h_k) \forall h_k \in H_k$. A strategy of a player $i$ is defined as $s_i = \bigcup_{k \in [K]} s_i^k$, and $s_i \in S_i$ where $S_i$ is the strategy space of player $i$. Measuring the Non-Transitivity in Chess
In EF games, behavioural strategies are defined as a contingency plan for any possible history at any stage of the game. According to the Kuhn’s theorem [22], each behavioural strategy has a realisation-equivalent mixed strategy in EF games of perfect recall. Finally, the payoff function of an EF game is defined as the mapping of every terminal histories, i.e., history at stage $K + 1$, to a sequence of $n$ real numbers, denoting the payoffs of each player, i.e., $M_{t} : H_{k+1} \rightarrow R$ for $i \in [n]$, where $H_{k+1}$ is the set of all terminal histories. However, any terminal history is produced by at least one joint strategy adopted by all players. Therefore, the payoff of a player is also a mapping from the joint strategy space to a real number, consistent with Definition 1.

An EF game can be converted into a NF game. When viewing an EF game as an NF game, the “actions” of a player in the corresponding NF game would be the strategies of that player in the original EF game. Therefore, a $n$-player EF game would have a corresponding $M$ matrix of $n$ dimensions, where the $i^{th}$ dimension is of length $|S_{i}|$. The entries of this matrix correspond to the sequence of $n$ real numbers representing the payoff of each player as a consequence of playing the corresponding joint strategies.

**Elo Rating.** The Elo Rating system is a rating system devised by Arpad Elo [13]. It is a measure of a participant’s performance relative to others within a pool of players. The main idea behind Elo rating is that given 2 players, $A$ and $B$, the system is to assign a numerical rating to each of them, i.e., $r_{A}$ and $r_{B}$ where $r_{A}, r_{B} \in \mathbb{R}^{+}$, such that the winning probability of $p(A > B)$ is approximated by

$$p(A > B) = \frac{1}{1 + \exp(-k(r_{A} - r_{B}))} = \sigma(k(r_{A} - r_{B}))$$

where $k \in \mathbb{R}^{+}$, $\sigma(x) = 1/1 + \exp(-x)$. Finally, it is worth noting that a game whose payoff function is defined by Equation 2 is a purely transitive game.

4 NON-TRANSITIVITY QUANTIFICATION

We employ two methods to quantify the degree of non-transitivity; namely, by counting strategic cycles of length three, and by counting the size of Nash Clustering [9]. Before elaborating the principle of each one of them, we start by introducing the techniques we applied for payoff matrix construction.

4.1 Payoff Matrix Construction

The raw data for the experiments were obtained from two sources. The primary source is the Lichess [25] database, which contains games played from 2013 until 2021. The second dataset is sourced from the FICS [15] database. For FICS, we use games from 2019 which contains the most number of games. Altogether, we collected over one billion records of match data from human players. To proceed with such a large amount of data, we introduce several novel procedures to turn match records into payoff matrices.

The first processing step would be to extract the required attributes from every game data. These would be the outcome of the game (to create the payoff matrix) and the Elo ratings of both players (as the measurement of transitive strength).

The second step concerns the number of games taken from the whole Lichess database. As of 2021, Lichess database contains a total of more than 2 billion games hosted from 2013. Therefore, a sampling method is required. Games are sampled uniformly across every month and year, and the number of games sampled every month is 120,000 since in January 2013, the database contains only a little more than 120,000 games. To avoid the influence of having a different number of points from each month, the number of games sampled per month is thus kept constant. In earlier years such as 2013 to 2015, sampling uniformly across a month is trivial since games from an entire month can be loaded into a single data structure. However, for months in later years, games in any given month could reach as many as 10 million. Therefore, a two-stage sampling method is required. The pseudocode for the algorithm can be found in Algorithm 2 of Appendix B. For FICS, the number of games in every month is relatively small and can be sampled directly.

The third processing step concerns discretisation of the whole strategy space to create a skew-symmetric payoff matrix representing the symmetric NF game. For this purpose, a single game outcome should represent the two participants playing two matches, with both participants playing black and white pieces once. We refer to such match-up as a two-way match-up. A single strategy in the naive sense would thus be a combination of one contingency plan (as defined in Definition 5) if the player plays the white pieces with another one if the same player plays the black pieces. However, such naive interpretation of strategy results in a very large strategy space. We thus discretise the strategy space along the transitive dimension. Since we employ real-world data from human players, we use the Elo rating of the corresponding players to measure transitive strength. Therefore, given a pair of Elo ratings $a$ and $b$, the game where the white player is of rating $a$ and black player of rating $b$, and then another game where the black player is of rating $a$ and the white player of rating $b$, corresponds to a single two-way match-up data. Discretisation is conducted by binning Elo ratings, such that given 2 bins, $b_{1}$ and $b_{2}$, any two-way match-up where one player’s rating falls into $b_{1}$ and the other player’s rating falls into $b_{2}$, will be treated as a two-way match-up between $b_{1}$ and $b_{2}$. The resulting payoff matrix of the NF game is thus outcomes of all two-way match-ups between every possible pair of bins. Since two-way match-ups are considered, the resulting payoff matrix would be skew-symmetric.

However, when searching for the corresponding two-way match-up between 2 bins of rating in the dataset, there could either be multiple games or no games corresponding to this match-up. Consider a match-up between one bin $a = [a_1, a_2]$ and another bin $b = [b_1, b_2]$. To fill in the corresponding entry of the matrix, a representative score for each case is first calculated. Let $rs_{a,b}$ denote the representative score for when the white player rating is in $a$ and the black player rating is in $b$, and $rs_{b,a}$ to denote the other direction. For argument’s sake, consider finding $rs_{a,b}$. Since games are found for bin $a$ against $b$, scores must be expressed from the perspective of $a$. The convention here is 1, 0, and $-1$ for a win, draw, and loss respectively. This convention ensures that the entries of the resulting payoff matrix are skew-symmetric. In the case that there are multiple games where the white player’s rating falls in $a$ and black player’s rating falls in $b$, the representative score is then taken to be the average score from all these games. On the other hand, if there are no such games, the representative score is then the expected score predicted from the Elo rating, i.e.,

$$E_{u}(a > b) = 2p(a > b) - 1$$

(3)
Algorithm 1: Chess Payoff Matrix Construction

**Inputs:** Dataset of games $D$, set of $m$ tuples $B = \{b_1, ..., b_m\}$; Initialise $M$ as $m \times m$ matrix of zeroes;

for $i \in [m]$ do
  for $j \in [m]$ do
    if $i \geq j$ then
      continue;
    else
      $D_{W,B} = D[W \in b_i, B \in b_j]$;
      if $D_{W,B} = \emptyset$ then
        $r_i, r_j = \frac{b_i^1 + b_j^0}{2}, \frac{b_i^0 + b_j^1}{2}$;
        $E_{W,B} = 2p(i > j) - 1$;
      else
        $E_{W,B} = \text{Av}(D_{W,B})$;
      end
      $D_{B,W} = D[B \in b_i, W \in b_j]$;
      if $D_{B,W} = \emptyset$ then
        $r_i, r_j = \frac{b_i^1 + b_j^0}{2}, \frac{b_i^0 + b_j^1}{2}$;
        $E_{B,W} = 2p(i > j) - 1$;
      else
        $E_{B,W} = \text{Av}(D_{B,W})$;
      end
      $M_{i,j}, M_{j,i} = \frac{E_{W,B} + E_{B,W}}{2}, \frac{E_{W,B} + E_{B,W}}{2}$;
  end
end

Output $M$ as the payoff matrix;

where $E_a[a > b]$ is the expected score of bin $a$ against bin $b$, and $p(a > b)$ is computed using Equation 2, by setting $k = \frac{\ln(10)}{400}$, $r_a = \frac{a+b}{2}$, and $r_b = \frac{a+b}{2}$. Since this score is predicted using Elo rating, it is indifferent towards whether the player is playing black or white pieces. After computing the representative score for both cases, the corresponding entry in the payoff matrix for the two-way match-up between bin $a$ and $b$ is simply the average of the representative score of both cases, i.e., $\frac{r_a+b+r_a+b}{2}$. The payoff matrix construction procedure is summarised in Algorithm 1.

In Algorithm 1, $D[W \in b_i, B \in b_j]$ collects all games in $D$ where the white player’s rating $W$ is $b_i^1 \leq W \leq b_i^0$ and the black player’s rating $B$ is $b_j^0 \leq B \leq b_j^1$. $\text{Av}(D_{W,B})$ averages game scores from the perspective of the white player, i.e., the score is $1$, $0$, or $-1$ if the white player wins, draws, or loses respectively. Finally, in computing $p(i > j)$ following Equation 2, $r_i$ and $r_j$ used in the equation follows from the $r_i$ and $r_j$ computed in the previous line in the algorithm.

4.2 Nash Clustering

Following the payoff matrix constructed from the previous step, the first method of quantifying non-transitivity is through Nash Clustering [9]. Nash Clustering is derived from the layered game geometry, which states that the strategy space of a game can be clustered into an ordered list of layers such that any strategy in preceding layers is strictly better than any strategy in the succeeding layers. A game in which the strategy space can be clustered in this way is known as a layered finite game of skill.

DEFINITION 6. A two-player zero-sum symmetric game is defined as a $k$-layered finite game of skill if the strategy space of each player $S_g$ can be factored into $k$ layers, i.e., $L_i \in [k]$ where $\cup_{i \in [k]} L_i = S_g$, $L_i \cap L_j = \emptyset \forall i \neq j$, and the layers are such that $M_i(s_1, s_2) > 0 \forall s_1 \in L_i, s_2 \in L_j, \forall i, j \in [k], i < j$ and $\exists z \in \mathbb{N}$ such that $\forall i < z, |L_i| \leq |L_{i+1}|, \forall i \geq z, |L_i| \geq |L_{i+1}|$.

A consequence of Definition 6 is that strategies in earlier layers would have higher win-rate than those in succeeding layers. For any strategy $s \in S_g$, the corresponding win-rate $TS(s)$ is

$$TS(s) = \frac{1}{|S_g| - 1} \sum_{z \in S_g} I[M_i(s, z) > 0].$$

Therefore, if one define the transitive strength of a layer to be the average win-rate of the strategies within that layer, the transitive strength of the layers would be ordered in descending order. Hence, intuitively, one can see the $k$-layered finite game of skill geometry as separating the transitivity and non-transitivity components of the strategy space. The non-transitivity is contained within each layer, whereas the transitivity variation takes place across layers. It is thus intuitive to use the layer sizes as a measure of non-transitivity.

Furthermore, from Definition 6, the layer sizes are such that it increases monotonically up to a certain layer, from which it then decreases monotonically. Thus, when the transitive strength of each layer is plotted against the size, a 2-dimensional spinning top structure would be observed if the change in sizes are strictly monotonic and $k > 2$. It is also because of this reason, [9] named this geometry the spinning top geometry.

For every finite game, while there always exists $k \geq 1$ for which the game is a $k$-layered finite game of skill, a value of $k > 1$ does not always exist for any game. Furthermore, the layered geometry is not useful if $k = 1$. Therefore, an alternative relaxation to the $k$-layered geometry is proposed where a layer is required to be “overall better” than the succeeding layers. However, it is not necessary that every strategy in a given layer can beat every strategy in any succeeding layers. Such layer structure is obtained by Nash Clustering.

Let $Nash(M(X))$ where $X \subset S_g$ denote the symmetric NE of a two-player zero-sum symmetric game, when both players are restricted to only the strategies in $X$, and $M$ be the payoff matrix from the perspective of player 1. Furthermore, let $supp(Nash(M(X)))$ denote the set of pure strategies that are in support of the symmetric NE. Finally, let the set notation $A \setminus B$ denote the set $A$ but excluding the elements that are in set $B$.

DEFINITION 7. Nash Clustering of a finite two-player zero-sum symmetric game produces a set of clusters $C$ defined as

$$C = \{C_j : j \in \mathbb{N}, C_j \neq \emptyset\},$$

where

$$C_0 = \emptyset, C_i = supp(Nash(M(S_g) \cup \bigcup_{k=0}^{i-1} C_k)), \forall i \geq 1.$$ (5)

Furthermore, to ensure the Nash Clustering procedure is unique, this paper uses maximum entropy NE in Equation 1. Following Nash Clustering, the measure of non-transitivity would thus be the size or number of strategies in each cluster.

One can apply the Relative Population Performance (RPP) [1] to determine if a layer or cluster is overall better than another cluster. Given 2 Nash clusters $C_i$ and $C_j$, $C_i$ is overall better or wins against
Given the average Elo rating against the cluster size for every Nash cluster from Nash Clustering, the final step would be to fit a curve to represent the spinning top geometry. We use the method of fitting an affine-transformed skewed normal distribution to minimise Mean Squared Error (MSE). The results of applying Nash Clustering is shown in Figure 2.

Furthermore, we also investigate using win-rates as a measure of transitive strength, defined in Equation 6. However, instead of using RPP to define relative performance between clusters, we use an alternative, more efficient measure, that achieves the same result when applied on Nash clusters. This measure is named the Nash Population Performance (NPP).

DEFINITION 8. Let $C = \{C_1, ..., C_{|C|}\}$ be the Nash Clustering of a two-player zero-sum symmetric game with a payoff matrix of $M$. $\text{NPP}(C_i, C_j) = p_i^T M p_j$ where $p_k = \text{Nash}(M) \cup \{C_r\}$ for $k \in [|C|]$ and $C_i, C_j \in C$.

Using NPP also satisfies the requirement that any cluster is overall better than the succeeding clusters.

THEOREM 9. Let $C$ be the Nash Clustering of a two-player zero-sum symmetric game. Then $\text{NPP}(C_i, C_j) \geq 0 \forall i \leq j, C_i, C_j \in C$ and $\text{NPP}(C_i, C_j) \leq 0 \forall i > j, C_i, C_j \in C$.

The proof of Theorem 9 is given in Appendix D. This theorem suggests that applying NPP to compute Equation 6 instead of RPP would result in an identical win-rate for any Nash cluster, and the descending win-rate guarantee is preserved. NPP is more efficient since in Definition 8, $p_k$ for any Nash cluster is the corresponding NE solved during Nash Clustering to obtain that cluster. However, this also means that NPP is more suitable as a relative performance measure of Nash clusters, and less so for general population of strategies. For the latter, RPP would be more suitable.

Figure 4 shows the results of applying Nash Clustering with win-rate as the measure of transitive strength. Again, the spinning top geometry persists for all cases, suggesting that Nash Clustering is agnostic to the measure of transitive strength.

### 4.3 Rock-Paper-Scissor Cycles

The second method to quantify non-transitivity is to measure the length of the longest cycle in the strategy space, since this stems...
directly from the definition of non-transitivity. A cycle is defined as the sequence of strategies that starts and ends with the same strategy, where any strategy beats the strategy next to it in the sequence. However, calculating the length of the longest cycle in a directed graph is well-known to be NP-hard [3]. Therefore, we use the number of cycles of length three (i.e., Rock-Paper-Scissor or RPS cycles), passing through every pure strategy as a proxy to quantify non-transitivity.

To obtain the number of RPS cycles passing through each pure strategy, an adjacency matrix is first formed from the payoff matrix. Letting the payoff matrix from Section 4.1 be $A$, the adjacency matrix $\mathcal{A}$ can be written as $\{A_{i,j}\}_{i,j=1}^{S_g}$ where $A_{i,j} = 1$ if $A_{i,j} > 0$, and 0 otherwise.

**THEOREM 10.** For an adjacency matrix $A$ where $A_{i,j} = 1$ if there exists a directed path from node $n_i$ to node $n_j$, the number of paths of length $k$ that starts from node $n_i$ and ends on node $n_j$ is given by $(A^k)_{i,j}$, where the length is defined as the number of edges.

The proof of Theorem 10 can be found in Appendix D. By Theorem 10, the number of RPS cycles passing through a strategy can therefore be found by taking the diagonal of $A^k$. Note that we cannot go beyond three because the diagonal element of $A^k$ includes cycles with repeated nodes for $n > 3$. This completes the quantification of non-transitivity via counting RPS Cycles. The results are shown in Figure 2. Finally, we also investigate the use of RPS cycles but using strategy win-rate defined in Equation 4, as a measure of transitive strength instead. Figure 7 of Appendix C shows the results of this method. Again, the spinning top geometry persists, showing that the RPS cycles method is agnostic towards the measure of transitive strength used.

### 4.4 Connections to Existing Rating Systems

As explained in Section 2 and Equation 2, there are various Chess player rating systems throughout the world, and each system is only valid for the pool of players over which the system is defined. Since the results in Figure 2 use game data from Lichess and FICS, they are not directly applicable to different rating systems such as USCF and FIDE. An investigation into the mapping between these rating systems is thus required.

We conduct a short experiment to obtain the mapping between the rating system of Lichess, USCF and FIDE. The dataset for this experiment is obtained from ChessGoals [8], which consists of player ratings in four sites, i.e., Chess.com [6], FIDE, USCF, and Lichess. To investigate the mapping, 3 plots are first created, i.e., Lichess to USCF, Lichess to FIDE, and USCF to FIDE. A linear model is then fitted for each plot by MSE minimisation. The results are shown in Figure 3. Since the mapping between these 3 rating systems are monotonic as demonstrated in Figure 3, the spinning top geometry observed in Figure 2 would still hold when mapped to USCF or FIDE rating systems. This is because the relative ordering of the Nash clusters or pure strategies based on Elo rating will be preserved. Therefore, our results can be directly translated and cross-validated to different rating systems.

### 5 IMPLICATIONS FOR LEARNING

Based on the discovered geometry, we investigate the impact of non-transitivity on multi-agent reinforcement learning [39]. Specifically we design experiments to verify the influence of non-transitivity on a particular type of MARL algorithm: population-based learning [12, 24, 28, 31], a technique that underpins many existing empirical success on developing game AIs [23, 40]. In fact, on simulated strategies [9], it has been found that if the spinning top geometry exists in the strategy space, then the larger the non-transitivity of the game is in terms of layer size (for $k$-layered geometry) or Nash cluster size (for Nash Clustering), the larger is the population size required for methods such as fixed-memory fictitious play to converge. We attempt to verify if the above conclusion still holds when real-world data is used instead. Furthermore, observing the above convergence trend with respect to the starting population size provides an even stronger evidence for the existence of the spinning top geometry in the strategy space of real-world Chess.

As a proxy for population-based training method, fixed-memory Fictitious Play starts with a population (or set) of pure strategies $P^0$, of a fixed size $k$. The starting pure strategies in $P^0$ are picked to be the $k$ weakest pure strategies, based on the win-rate against...
other pure strategies, as shown in Equation 4. At every iteration of the fictitious play, the oldest pure strategy in the population $P^{t-1}$ is replaced with a pure strategy that is not in $P^{t-1}$. The replacement strategy is required to beat all the strategies in the current population on average, i.e., suppose that $\pi$ is the replacement strategy at iteration $t$. Then $\sum_{s \in P^{t-1}} M(\pi, s) > 0$. If there are multiple strategies satisfying this condition, then the selected strategy is the one with the lowest win-rate, i.e., $\pi = \arg\min_{s \in S_0} TS(s)$, where $S_0 = \{ s \in S \} \backslash P^{t-1} \sum_{r \in P^{t-1}} M(s, r) > 0$.

To measure the performance at every iteration of the fictitious play, we use the expected average payoff of the population at that iteration. Suppose at any iteration $t$, the probability allocation over population $P^t$, which is of size $k$, is $p^t$. Given the payoff matrix $M$ is of size $m \times m$, the performance of $WR(P^t)$ is written as

$$WR(P^t) = \sum_{i \in [k]} \frac{p^t_i}{m} \sum_{j \in [m]} M(P^t_i, S_j).$$

where $S_j$ is the pure strategy corresponding to the $j^{th}$ column of $M$. Fixed-memory fictitious play is then carried out for a number of starting population sizes. The results are shown in Figure 4.

However, the minimum population size needed for training to converge does not always correspond to the largest Nash cluster size, and there are two contributing factors. The first factor is that covering a full Nash cluster, i.e., having a full Nash cluster in the population at some iteration, only guarantees the replacement strategy at that iteration to be from a cluster of greater transitive strength than the covered cluster. There are no guarantees that this causes subsequent iterations to cover Nash clusters of increasing transitive strength. The second factor is that the convergence guarantee with respect to the $k$-layered game of skill geometry defined in Definition 6. Since Nash Clustering is a relaxation of this geometry, covering a full Nash cluster does not guarantee that the minimal population size requirement will be satisfied.

### 6 LINK TO HUMAN SKILL PROGRESSION

Section 5 demonstrates that non-transitivity has implications on the performance improvement of AI agents during training. On the other hand, one of the most common issue faced by Chess players is the phenomenon of being stuck at a certain Elo rating [7, 26, 27]. Having performed experiments using real-data, we also investigate whether non-transitivity has implications on human skill or rating progression, in particular, whether there exists a link between the non-transitivity of the strategy space of real-world Chess to the phenomenon of players getting stuck in certain Elo ratings. This is conducted by comparing the histogram of player ratings at every year using the data from Section 4.1, with the corresponding Nash Clustering plot. The results are shown in Figure 5.

A plausible explanation is that in the 1300-1700 Elo rating range, there exists a lot of RPS cycles from Figure 2, which means there exists large number of counter strategies. Therefore, to improve from this Elo rating range, players would need to learn how to win against many strategies, for example, by dedicating more efforts to learn diverse opening tactics. Otherwise, their play-style would be at risk of getting countered by some strategies at that level. This is in contrast to ratings where non-transitivity is low. With a lower number of counter strategies, it is arguably easier to improve, since there are relatively fewer strategies to adapt towards.

### 7 CONCLUSION

The goal of this paper was to measure the non-transitivity of Chess games, and investigate its potential implications for training effective AI agents, as well as on human skill progression. Our work is novel in the sense that we, for the first time, profile the geometry of the strategy space based on the real-world data from human players; this in turn prompts the discovery of the spinning top geometry that was previously only observed on AI-generated strategies, and more importantly, the discovery of the relationship between the degree of non-transitivity and the progression of human skills in playing Chess. Additionally, the discovered relationship also indicates that in order to overcome the non-transitivity in the strategy space, it is imperative to maintain large population sizes and enforcing diversity when applying population-based methods in training AIs. Throughout our analysis, we managed to tackle several practical challenges. For example, despite the variations of Elo rating systems for Chess, we introduced effective mappings between those rating systems on over one billion match records; this enabled direct translations and cross-validations of our findings across different rating systems. Finally, we argue that although we only study Chess in this paper, our conclusions should also hold for other complex zero-sum games such as Go, DOTA and StarCraft; we leave the verification on real-world data for future work.
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A \ ADDITIONAL RESULTS

Figure 6: Histogram of player Elo ratings (first of each plot), Nash Clustering (second of each plot), RPS Cycles (third of each plot), and fixed-memory Fictitious Play (fourth of each plot) on Lichess 2013-2020 and FICS 2019 data.

B \ TWO-STAGED SAMPLING ALGORITHM

Algorithm 2: Two-Stage Uniform Sampling

Inputs: Set of m objects, i.e., \( U = \{U_1, \ldots, U_m\} \), number of objects to sample \( d \in \mathbb{N}_1 \);
Divide \( U \) into \( k \) chunks, i.e., \( H_1, \ldots, H_k \), each of size \( h \), i.e., \( h \times k = m \), \( h, k \in \mathbb{N}_1 \), \( H_i \cap H_j = \emptyset \) \( \forall i \neq j, i, j \in [k] \), \( \bigcup_{j \in [k]} H_j = U \);
Initialize \( G = \{\} \);
for \( i \in [k] \) do
    Sample \( d \) objects uniformly from \( H_i \), forming \( t \);
    Append all elements in \( t \) to \( G \);
end
Sample \( d \) objects uniformly from \( G \), forming \( F \);
Output \( F \) as the set of \( d \) objects sampled uniformly from \( U \);

Algorithm 2 can be proven to sample uniformly from \( U \), i.e., the probability of any objects in \( U \) being sampled into \( F \) is \( \frac{d}{m} \).

Proof. For any object in \( U \) to end up in \( F \), they must first get picked into \( G \). Since \( H_i \cap H_j = \emptyset \) \( \forall i, j \in [k] \), \( i \neq j \), the probability that any object gets sampled into \( G \) is \( \frac{h^{-1}C_{d-1}}{kC_{d}} = \frac{d}{h} \). Then given they are in \( G \), they must get sampled into \( F \). The probability that this happens is \( \frac{d\cdot k^{-1}C_{d-1}}{d\cdot kC_{d}} = \frac{1}{k} \). Hence the probability that any object from \( U \) gets sampled into \( F \) is \( \frac{d}{m} = \frac{d}{k} \).

\[ \square \]
C RESULTS WITH ALTERNATIVE MEASURE OF TRANSITIVE STRENGTH

![Image of measurements of Nash Clustering (left of each plot) and RPS Cycles (right of each plot) using win-rate as measure of transitive strength on Lichess 2013-2020 and FICS 2019 data.]

D THEOREM PROOFS

THEOREM 11. Let C be the Nash Clustering of a two-player zero-sum symmetric game. Then \( NPP(C_i, C_j) \geq 0 \) \( \forall i \leq j, C_i, C_j \in C \) and \( NPP(C_i, C_j) \leq 0 \) \( \forall i > j, C_i, C_j \in C \).

Proof. Let C be the Nash Clustering of a two-player zero-sum symmetric game with a payoff matrix of \( M \) and strategy space \( S_q \) for each of the two players. For any \( k \in [||C||] \), let \( p_k \) be the NE solved to obtain the \( k^{th} \) cluster, i.e., \( p_k = \text{Nash}(M \cup_{i=1}^{j} C_i) \) where \( p_k \in A[C] \). Since \( p_k \) is restricted to exclude \( \cup_{i=1}^{k-1} C_i \), therefore \( p_k \) would be all zeroes at the positions corresponding to all pure strategies \( s \in \cup_{i=1}^{k-1} C_i \). Let \( X_k = \cup_{i=1}^{k-1} C_i \) and \( M_{X_k} \) be the payoff matrix of the game but excluding the rows and columns that corresponds to the pure strategies in \( X_k \). Also let \( p_k \mid_{X_k} \) denote the vector \( p_k \) but removing all entries at positions corresponding to the pure strategies in \( X_k \). Hence \( M_{X_k} \in \mathbb{R}^{||S_q|| - |X_k|} \times |X_k| \) and \( p_k \mid_{X_k} \in \mathbb{R}^{||S_q|| - |X_k|} \). Furthermore, it is also true that \( p^\top M p = p_i^X \top M_{X_k} p_{X_k} \) for any \( p \in \Delta_{|S_q|} \) provided that the entries of \( p \) at positions corresponding to pure strategies in \( X_k \), are zeroes.

By definition of NE in [10], it is true that \((p_k \mid_{X_k})^\top M_{X_k} p_{X_k} \leq (p_X)^\top M_{X_k} p_X^\top \forall p' \in \Delta_{|S_q||X_k|} \) and \((p_k \mid_{X_k})^\top M_{X_k} p_{X_k} \geq p^\top M_{X_k} p_{X_k} \forall p' \in \Delta_{|S_q||X_k|} \). Now consider two clusters \( C_i \) and \( C_j \) where \( i < j \) and \( C_i, C_j \in C \). By the first definition of NE earlier, \((p_X)^\top M_{X_k} p_{X_k} \leq (p_X)^\top M_{X_k} p_{X_k} \) which implies \((p_X)^\top M_{X_k} p_{X_k} \leq (p_X)^\top M_{X_k} p_{X_k} \) and thus equivalently \( p_i^\top M p_i \leq p_j^\top M p_j \). Then by property of skew-symmetric matrices, \( p_i^\top M p_i = 0 \), hence \( p_i^\top M p_i \geq 0 \), i.e., \( NPP(C_i, C_j) \geq 0 \). Furthermore, by the second definition of NE earlier \((p_X)^\top M_{X_k} p_{X_k} \geq p^\top M_{X_k} p_{X_k} \) which implies \((p_X)^\top M_{X_k} p_{X_k} \geq (p_X)^\top M_{X_k} p_{X_k} \) and thus equivalently \( p_i^\top M p_i \geq p_j^\top M p_j \). Finally, using the property of skew-symmetric matrices again, \( p_i^\top M p_i \leq 0 \), i.e., \( NPP(C_i, C_j) \leq 0 \).

THEOREM 12. For an adjacency matrix \( A \) where \( A_{i,j} = 1 \) if there exists a directed path from node \( n_i \) to node \( n_j \), the number of paths of length \( k \) that starts from node \( n_i \) and ends on node \( n_j \) is given by \( (A^k)_{i,j} \), where length is defined as the number of edges in that path.

Proof. By induction, the base case is when \( k = 1 \). A path from node \( n_i \) to node \( n_j \) of length 1 is simply a direct edge connecting \( n_i \) to \( n_j \). The presence of such edge is indicated by \( A_{i,j} \) which follows from the definition of adjacency matrix, thereby proving the base case.

The inductive step is then to prove that if \((A^k)_{i,j} \) is the number of paths of length \( k \) from node \( n_i \) to \( n_j \) for some \( k \in \mathbb{N} \), then \((A^{k+1})_{i,j} \) is the number of paths of length \( k + 1 \) from node \( n_i \) to \( n_j \). This follows from the matrix multiplication. Let \( R = A^{k+1} = A^k A \). Then \( R_{i,j} = \sum_{k=1}^{||A||} A_{k,j} \cdot A_{i,k} \). The inner multiplicative term of the sum will only be non-zero if both \( A^k \) and \( A_{i,k} \) are non-zero, indicating that there exists a path of length \( k \) from node \( n_i \) to some node \( n_r \), and then a direct edge from that node \( n_r \) to \( n_j \). This forms a path of length \( k + 1 \) from node \( n_i \) to \( n_j \). Therefore, \( R_{i,j} \) counts the number of paths of length \( k + 1 \) from node \( n_i \) to \( n_j \), proving the inductive hypothesis.