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Abstract—In this paper, we consider online convex optimization (OCO) with time-varying loss and constraint functions. Specifically, the decision maker chooses sequential decisions based only on past information, meantime the loss and constraint functions are revealed over time. We first develop a class of model-based augmented Lagrangian methods (MALM) for time-varying functional constrained OCO (without feedback delay). Under standard assumptions, we establish sublinear regret and sublinear constraint violation of MALM. Furthermore, we extend MALM to deal with time-varying functional constrained OCO with delayed feedback, in which the feedback information of loss and constraint functions is revealed to decision maker with delays. Without additional assumptions, we also establish sublinear regret and sublinear constraint violation for the delayed version of MALM. Finally, numerical results for several examples of constrained OCO including online network resource allocation, online logistic regression and online quadratically constrained quadratical program are presented to demonstrate the efficiency of the proposed algorithms.
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I. INTRODUCTION

In recent years, online convex optimization (OCO) has attracted more and more attention, due to its broad applicability in a wide variety of fields including machine learning, signal processing and control [1–3]. In online optimization, the player or decision maker must make decisions sequentially based only on past environment feedback. In this setting, it is impossible to design an algorithm to obtain the exact optimal solution due to lack of needed information. Therefore, the standard measurement of the performance of OCO algorithms is regret for unconstrained or time-invariant constrained OCO, together with constraint violation for time-varying constrained OCO.

For OCO without functional constraint or with time-invariant constraints, a number of computationally efficient algorithms have been studied. We only name a few of them in the following. In the pioneering work [4], Zinkevich developed an online projected gradient descent algorithm for minimizing a time-varying loss function constrained to a simple stationary set, and proved that this algorithm possesses a sublinear regret of $O(\sqrt{T})$, where $T$ is the length of the total time horizon. Later, a simple example was constructed in [5] to show that $O(\sqrt{T})$ regret is tight for an arbitrary sequence of differentiable convex loss functions and better regret is possible under the assumption that each loss function is strongly convex. In [6], a second-order approach named online Newton’s method was proposed and shown to outperform online gradient descent algorithm. OCO with long term constraints, in which the constraints are time-invariant, was first studied in [7] and later solved in [8] by a low complexity algorithm with $O(\sqrt{T})$ regret and $O(1)$ constraint violation.

In this paper, we focus on constrained OCO with time-varying constraints. The authors in [9] considered a problem that minimizes a time-varying convex objective function subject to the time average of a single time-varying constraint function being less than or equal to 0. A continuous time constrained OCO with long term time-varying constraints was studied in [10]. For constrained OCO with time-varying constraints, a modified online saddle-point (MOSP) method was proposed in [11] and shown to possess $O(T^{\frac{3}{4}})$ bounds of regret and constraint violation. An online virtual-queue based algorithm (simply denoted by NY here) was developed in [12] and proved that the improved $O(\sqrt{T})$ bounds of regret and constraint violation are attained. An online saddle-point algorithm (simply denoted by CL here) associated with a modified Lagrangian was studied in [13] for constrained OCO with time-varying constraints and bandit feedback. After equivalent reformulations, MOSP, NY and CL can all be viewed as online Lagrangian-based primal-dual methods, see Section IV-A for a detailed discussion. An online alternating direction method of multipliers was proposed in [14] for OCO with linear time-varying constraints. The prediction-correction interior-point method was investigated in [15] for time-varying convex optimization, which is different from the setting of OCO since it needs the information of the current objective and constraint functions. Another related research line is distributed OCO with time-varying constraints [16–18], which is beyond the scope of this paper.

Most of the aforementioned algorithms for constrained OCO with time-varying constraints can be cast into the family of online first-order algorithms. It is well known in the community of optimization and beyond that although the iteration in first-order algorithms is computationally cheap and some of them perform well for specific structured problems, there are plenty of practical experiences and theoretical evidences of their convergence difficulties and instability with respect to the choice of parameters and stepsizes. For convex programming, augmented Lagrangian method is known to converge asymptotically superlinearly [19]. Moreover, the success of augmented Lagrangian methods for various functional con-
strained optimization problems was witnessed in past decades. For instance, a Newton-CG augmented Lagrangian method for semidefinite programming (SDP) was considered in [20] and shown to be very efficient even for large-scale SDP problems. Several augmented Lagrangian-based algorithms for distributed optimization were proposed in [21–23]. In [24], a stochastic linearized augmented Lagrangian method with proximal term was developed for solving stochastic optimization with expectation constraints and demonstrated to outperform several existing stochastic first-order algorithms. Inspired by these observations, the aim of this paper is to study efficient online augmented Lagrangian-type methods for constrained OCO with time-varying constraints. To the best of our knowledge, this is still limited in the literature.

The main contributions of this paper are summarized as follows.

• We propose a class of model-based augmented Lagrangian methods (MALM) for time-varying constrained OCO (without feedback delay). One of the notorious disadvantages for traditional augmented Lagrangian methods is that the subproblem is usually computationally intractable. However, in MALM, we show that this issue can be resolved by choose the model properly. Under standard assumptions, we establish \( O(\sqrt{T}) \) sublinear bounds of both regret and constraint violation, which are better than those of MOSP and CL. Nevertheless, in the convergence analysis, unlike MOSP and CL, the corresponding stepizes of MALM are chosen to \( \alpha = \sqrt{T} \), \( \sigma = 1/\sqrt{T} \) which are independent of problem parameters. Moreover, numerical results of two examples named online network resource allocation and online logistic regression are presented to verify the efficiency of MALM, particularly compared with MOSP, NY and CL.

• In certain applications of OCO, the feedback information of the loss and/or constraint functions is often revealed to decision makers with delay \( \tau \geq 0 \) due to environment reaction time or computation burden [25–27]. Time-varying constrained OCO with feedback delays was initially studied in [28] very recently. The algorithm in [28], which can be regarded as a “delayed” variant of CL, was shown to possess sublinear regret bound \( O(\sqrt{T}) \) and sublinear constraint violation bound \( O(T^{3/4}) \). Motivated by [28], we also extend MALM to solve time-varying constrained OCO with delayed feedback. We establish regret bound \( O(\sqrt{T}) \) and a better constraint violation bound \( O(T^{1/2}) \) (since \( \tau \) is usually much smaller than \( T \)). Additionally, unlike [28], the delay \( \tau \) is not required to be sublinear with respect to \( T \). Finally, numerical experiments of online quadratically constrained quadratical program with feedback delays are conducted to demonstrate the advantage of MALM.

The rest of this paper is organized as follows. In Section II, the formulation of time-varying constrained OCO (without feedback delay) is introduced and the performance analysis of MALM is presented. In Section III, the constrained OCO with feedback delays is formally described and the convergence of the corresponding MALM is established. Numerical results on three numerical problems are presented in Section IV. Finally, this paper is concluded in Section V.

II. AUGMENTED LAGRANGIAN METHODS FOR CONSTRAINED OCO WITHOUT FEEDBACK DELAY

A. Problem Statement

The constrained OCO problem can be viewed as a multi-round learning process. At each round (or time slot) \( t \), the online decision maker or player makes a decision \( x_t \in C \), where \( C \) is a set of admissible actions. After that, the player receives a loss (objective) function \( f_t : C \rightarrow \mathbb{R} \) and a constraint function \( g_t : C \rightarrow \mathbb{R}^p \) which can be used to make the new decision \( x_{t+1} \). Given a fixed time horizon \( T \), the best fixed decision \( x^* \) is defined by the optimal solution to a constrained optimization problem:

\[
    x^* \in \arg \min_{x \in C} \sum_{t=0}^{T-1} f_t(x), \text{ s.t. } g_t(x) \leq 0, t \in [T],
\]

where \( [T] := \{0, 1, 2, \ldots, T - 1\} \). Since the functions \( \{f_t, g_t\}_{t \in [T]} \) are unknown to the player beforehand, it is not possible to derive the best decision \( x^* \). Instead, the player proposes a learning algorithm to generate a decision sequence \( \{x_t\}_{t \in [T]} \) and evaluate its performance by the regret of the objective reduction and the constraint violation defined by

\[
    \text{Reg}(T) := \sum_{t=0}^{T-1} [f_t(x_t) - f_t(x^*)],
\]

\[
    \text{Vio}(T) := \sum_{t=0}^{T-1} g_t(x_t), \quad i = 1, \ldots, p,
\]

respectively. Here, \( g_t^{(i)} \) is the component of \( g_t \) and let us denote that \( g_t(x) := [g_t^{(1)}(x), \ldots, g_t^{(p)}(x)]^T \).

In the sequel, let us assume that \( C \subseteq \chi \) is a closed convex set and \( \chi \) is a finite-dimensional real Hilbert space equipped with an inner product \( \langle \cdot, \cdot \rangle \) and its induced norm \( \| \cdot \| \). For a vector \( \lambda \in \mathbb{R}^p \), the notation \( \| \lambda \| \) means the Euclidean norm. We make the following assumptions, which are standard in the literature, see [11–13].

Assumption 1. The set \( C \) is bounded. In particular, there exists a constant \( D > 0 \) such that \( \|x - y\| \leq D \) for any \( x, y \in C \).

Assumption 2. The function \( f_t \) and \( g_t \) are continuous convex and their subgradients are bounded. In particular, there exist positive constants \( \kappa_f \) and \( \kappa_g \) such that \( \|u_t\| \leq \kappa_f \) and \( \|v_t^{(i)}(x)\| \leq \kappa_g \) for any \( x \in C \), \( u_t \in \partial f_t(x) \) and \( v_t^{(i)}(x) \in \partial g_t(x) \).

Assumption 3. The Slater’s condition holds, i.e., there exists a positive constant \( \varepsilon_0 \) and a decision \( \hat{x} \in C \) such that \( g_t^{(i)}(\hat{x}) \leq -\varepsilon_0 \), \( i = 1, \ldots, p \).

B. Algorithm Development

In this subsection, we propose a class of model-based augmented Lagrangian methods (MALM) for solving OCO with time-varying loss and constraint functions.
Let \( F_{t,x} \) and \( G_{t,x}^{(i)} \) be conservative approximations to \( f_t \) and \( g_{t}^{(i)} \) at a reference point \( x \in \mathcal{C} \), respectively, i.e., \( F_{t,x} \) and \( G_{t,x}^{(i)} \) are convex functions and satisfy the following assumption.

**Assumption 4.**

(i) For all \( y \in \mathcal{C} \),
\[
F_{t,x}(y) \leq f_t(y) \text{ and } F_{t,x}(x) = f_t(x).
\]

(ii) For any \( i = 1, \ldots, p \) and all \( y \in \mathcal{C} \),
\[
G_{t,x}^{(i)}(y) \leq g_t^{(i)}(y) \text{ and } G_{t,x}^{(i)}(x) = g_t^{(i)}(x).
\]

(iii) The mapping \( G_{t,x}(\cdot) := [G_{t,x}^{(1)}(\cdot), \ldots, G_{t,x}^{(p)}(\cdot)]^T \) is bounded on \( \mathcal{C} \), that is, there exists a constant \( \nu > 0 \) such that
\[
\|G_{t,x}(y)\| \leq \nu g, \quad \forall y \in \mathcal{C}.
\]

In [29], the functions \( F_{t,x} \) and \( G_{t,x}^{(i)} \) were named as the model of \( f_t \) and \( g_t^{(i)} \) at \( x \in \mathcal{C} \), respectively. It was also shown that a family of model-based methods for solving stochastic optimization problems enjoy stronger convergence and robustness guarantees than classical approaches, and almost no extra computational burden. In the following subsection, we shall introduce some concrete examples of model to show the advantage.

At time slot \( t \), consider the following approximation optimization problem:
\[
\min_{x \in \mathcal{C}} \quad F_{t,x_t}(x) \\
\text{s.t.} \quad G_{t,x_t}(x) \leq 0,
\]
and the corresponding augmented Lagrangian function:
\[
\mathcal{L}_{t,\sigma}(x, \lambda) := F_{t,x_t}(x) + \frac{1}{2\sigma} \left[ \| \lambda + \sigma G_{t,x_t}(x) \|_2^2 - \| \lambda \|_2^2 \right].
\]

Here, \( \lambda \in \mathbb{R}^p \) is the multiplier, \( \sigma > 0 \) is viewed as the penalty parameter, \( [a]_+ = \max\{a, 0\} \) for a scalar \( a \in \mathbb{R} \) and the operator \( \| \cdot \|_+ \) is componentwise for a vector.

The proposed model-based augmented Lagrangian methods are conducted as follows. After the decision \( x_t \) and the multiplier \( \lambda_t \) are determined, the player receives the functions \( f_t \) and \( g_t \). Then, a new action \( x_{t+1} \) is taken by solving the following minimization problem:
\[
x_{t+1} = \arg \min_{x \in \mathcal{C}} \left\{ \mathcal{L}_{t,\sigma}(x, \lambda_t) + \frac{\alpha}{2} \| x - x_t \|_2^2 \right\},
\]
where \( \alpha > 0 \) is the parameter of the proximal term \( \frac{\alpha}{2} \| x - x_t \|_2^2 \). Furthermore, the player updates the multiplier \( \lambda_{t+1} \) by
\[
\lambda_{t+1} = [\lambda_t + \sigma G_{t,x_t}(x_{t+1})]_+.
\]

The detail of the model-based augmented Lagrangian methods for constrained OCO is summarized in Algorithm 1.

![Algorithm 1: MALM for constrained OCO](image)

**Theorem 1.** Suppose Assumptions [12] hold. Set \( \alpha = \sqrt{T} \) and \( \sigma = 1/\sqrt{T} \). Then, the regret of Algorithm 1 satisfies
\[
\sum_{t=0}^{T-1} [f_t(x_t) - f_t(x^*)] \leq \frac{\kappa_2^2 + \nu_0^2 + D^2}{2 \sqrt{T}},
\]
where \( x^* \) is defined in (1). Assume further that \( T \) is large enough such that \( T > \frac{p \kappa_2^2}{\nu_0^2} \). Then, for \( i = 1, \ldots, p \), the constraint violation of Algorithm 1 satisfies
\[
\sum_{t=0}^{T-1} g_t^{(i)}(x_t) \leq \left( \kappa_2 + 2 \sqrt{p \kappa_2^2 (\nu_0 + \kappa_2)} \right) + \left( 2 \sqrt{p \kappa_2^2} + 1 \right) \left( \kappa_0 + \kappa_1 + 2 \kappa_3 \right) + 2 \kappa_3 \kappa_f \sqrt{T},
\]
where \( \kappa_0, \kappa_1, \kappa_2, \kappa_3 \) are constants given in (18).

**Remark 1.** From Theorem 1 we obtain
\[
\frac{1}{T} \sum_{t=0}^{T-1} [f_t(x_t) - \tilde{f}_t(x^*)] \leq O \left( \frac{1}{\sqrt{T}} \right)
\]
and
\[
\frac{1}{T} \sum_{t=0}^{T-1} g_t^{(i)}(x_t) \leq O \left( \frac{1}{\sqrt{T}} \right), \quad i = 1, \ldots, p,
\]
which show that the time average regret \( \frac{\text{Reg}(T)}{T} \) is \( O(1/\sqrt{T}) \) and the time average constraint violation \( \frac{\text{Vio}(T)}{T} \) is \( O \left( 1/\sqrt{T} \right) \). This means that both of \( \frac{\text{Reg}(T)}{T} \) and \( \frac{\text{Vio}(T)}{T} \) converge to zero with sublinear rate when the time length \( T \) goes to infinity. This is the reason why \( \text{Reg}(T) = O(T^2) \) with \( \beta \in (0, 1) \) is used in OCO literature to measure the performance of algorithms.

In this paper, we use the metric \( \text{Reg}(T) \) and \( \text{Vio}(T) \) defined in (2). Nevertheless, other definitions are possible and also used in the literature. For example, in [30] the following regret was adopted:
\[
\tilde{\text{Reg}}(T) := \sum_{t=0}^{T-1} [f_t(x_t) - f_t(x^*)],
\]
where \( x^* \) is the best decision with respect to long-term budget constraints as
\[
x^* \in \arg \min_{x \in \mathcal{C}} \sum_{t=0}^{T-1} f_t(x), \text{ s.t. } \sum_{t=0}^{T-1} g_t(x) \leq 0.
\]

It is easy to see that \( \text{Reg}(T) \leq \tilde{\text{Reg}}(T) \) and hence \( \tilde{\text{Reg}}(T) \) is a better metric. However, in [19] and [30] it was shown that...
the sublinear bounds of $\tilde{\text{Reg}}(T)$ and $\text{Vio}^{(i)}(T)$ are impossible to attain simultaneously.

In [12], a dynamic regret was considered as follows:

$$\text{Reg}_d(T) := \sum_{t=0}^{T-1} [f_t(x_t) - f_t(x_t^*)],$$

where $\{x_t^*\}$ is a sequence of best dynamic decisions given by

$$x_t^* \in \arg\min_{x \in \mathcal{C}} f_t(x), \ s.t. \ g_t(x) \leq 0.$$  \hspace{1cm} (6)

Again, we have $\text{Reg}(T) \leq \text{Reg}_d(T)$. But, $\text{Reg}_d(T)$ is seldom used in the literature, even for unconstrained OCO [2].

In [17], a dynamic constraint violation was also considered:

$$\text{Vio}_d(T) := \left\| \sum_{t=0}^{T-1} g_t(x_t) \right\|,$$

which is not stronger than $\text{Vio}^{(i)}(T)$. Since $\text{Vio}^{(i)}(T) \leq O(\sqrt{T})$ must imply

$$\left\| \sum_{t=0}^{T-1} g_t^{(i)}(x_t) \right\| \leq O(\sqrt{T}),$$

and hence

$$\text{Vio}_d(T) = \sqrt{\sum_{i=1}^{p} \left( \sum_{t=0}^{T-1} g_t^{(i)}(x_t) \right)^2} \leq O(\sqrt{T}).$$

Remark 2. In [17]–[19], the algorithms MOSP, NY and CL were proposed for solving OCO with time-varying loss and constraint functions, respectively. From Section IV-A it can be shown that these three algorithms are very similar especially for linear constrained OCO. All of these algorithms can be equivalently written as the primal-dual gradient methods associated with certain modified Lagrangian functions, and hence cast into the family of online first-order methods. Meanwhile, MALM is an online version of proximal method of multipliers [19], which is a type of online augmented Lagrangian method. It is known that, for traditional convex programming, these primal-dual gradient methods have at most linear rate of convergence. In contrast, the primal method of multipliers has an asymptotic superlinear rate of convergence [19].

From Theorem 2 we observe that Algorithm 2 possesses $O(\sqrt{T})$ sublinear bounds of both regret and constraint violation, i.e.,

$$\text{Reg}(T) \leq O(\sqrt{T}), \quad \text{Vio}^{(i)}(T) \leq O(\sqrt{T}), \quad i = 1, \ldots, p,$$

which are better than MOSP with $O(T^{2/3})$ bounds of both regret and constraint violation, and CL with $O(\sqrt{T})$ regret bound and $O(T^{3/4})$ constraint violation bound.

Moreover, we observe from Theorem 1 that the stepsizes are set as $\alpha = \sqrt{T}$ and $\sigma = 1/\sqrt{T}$, which are free of parameters, such as the diameter $D$ of set $\mathcal{C}$, the subgradient bounds $\kappa_f$ and $\kappa_g$. In contrast, the stepsizes in MOSP and CL are dependent on problem parameters, which are often difficult to estimate and hence may cause inconvenience in implementation.

Finally, as stated by the authors in [17], MOSP is only efficient for linear constraints and computationally intractable for nonlinear constraints.

C. Examples of Model

Obviously, at each time slot $t$ in Algorithm 1 the main task is to compute $x_{t+1}$ by solving the minimization problem (8). If we directly use $f_t$ and $g_t$ (instead of $F_{t,x}$ and $G_{t,x}$) in (7) as the traditional augmented Lagrangian methods, in general, solving the corresponding problem (8) is a computational challenge. However, in the following we will introduce a list of examples to show that this issue can be alleviated by choosing the model carefully.

Linearized Model. We first introduce the following linearized model:

$$F_{t,x_t}(x) := f_t(x_t) + \langle u_t, x - x_t \rangle,$$

$$G_{t,x_t}(x) := g_t^{(i)}(x_t) + \langle v_{i_t}, x - x_t \rangle, \quad i = 1, \ldots, p,$$

where $u_t \in \partial f_t(x_t)$ and $v_{i_t} \in \partial g^{(i)}(x_t)$. In this case, the associated problem (8) is almost equivalent to minimizing a strongly convex quadratic function over $\mathcal{C}$. Furthermore, if $p = 1$, the closed-form solution $x_{t+1}$ to (8) can be explicitly calculated, see an example in Section IV-B.

Quadratic-linearized Model. Suppose that $f_t(\cdot)$ is $\iota$-strongly convex, i.e., for all $x, y$ and any $u \in \partial f_t(y)$,

$$f_t(x) \geq f_t(y) + \langle u, x - y \rangle + \frac{\iota}{2} \|x - y\|^2.$$  \hspace{1cm} (7)

Then, we can replace $F_{t,x_t}(x)$ in the linearized model with the following quadratic approximation:

$$F_{t,x_t}(x) := f_t(x_t) + \langle u_t, x - x_t \rangle + \frac{\iota}{2} \|x - x_t\|^2.$$  \hspace{1cm} (8)

Compared with linearized model, this is a better approximation, and the associated problem (with an extra term $\iota \|x - x_t\|^2$) is easier to be solved.

Truncated Model. If we assume that $f_t(x) \geq 0$ for all $x$, then we can replace $F_{t,x_t}(x)$ in the linearized model with the following truncated model:

$$F_{t,x_t}(x) := [f_t(x_t) + \langle u_t, x - x_t \rangle].$$

Again, it is a better approximation to $f_t$ than the linearized model, and the associated minimization problem is also very simple.

Plain Model. Finally, for certain applications, if the functions $f_t$ and $g_t$ are simple enough (such as linear functions), we can directly use the plain model:

$$F_{t,x_t}(x) := f_t(x), \quad G_{t,x_t}(x) := g_t^{(i)}(x), \quad i = 1, \ldots, p.$$  \hspace{1cm} (9)

It is trivial to check that the conditions in Assumption 3 are satisfied for all above examples. For certain special problems, other efficient models are possible to be designed. For the general problem with subdifferentiable loss and constraint functions, the linearized model is usually applicable and efficient enough.

III. AUGMENTED LAGRANGIAN METHODS FOR CONSTRAINED OCO WITH FEEDBACK DELAYS

A. Problem Statement and Algorithm Development

In this subsection, we propose a class of model-based augmented Lagrangian methods for solving time-varying constrained OCO with delayed function feedback.
As stated in Section II, in the setting of traditional constrained OCO, the feedback information of functions \( f_t \) and \( g_t \) is received immediately after the decision \( x_t \) is submitted. However, in various practical applications \([18, 22, 31]\), the feedback is always delayed by a few rounds. In the following, we assumed that the functions \( f_t \) and \( g_t \) are received by the player at time slot \( t + \tau \) after the decision \( x_t \) is submitted, where \( \tau \geq 0 \) is the feedback delay. In other words, at time \( t \geq \tau \), after the decision \( x_t \) is submitted, the player receives the delayed feedback \( f_{t-\tau} \) and \( g_{t-\tau} \), and then make a new decision \( x_{t+1} \). The performance of a decision sequence \( \{x_t\}_{t \in [T]} \) is also evaluated by \( \text{Reg}(T) \) and \( \text{Vio}^{(i)}(T) \) defined in \( \text{(2)} \). Nevertheless, here we should assume that the given time horizon \( T > \tau \), otherwise the decision sequence is meaningless since no feedback has been received yet.

We now state the model-based augmented Lagrangian methods for OCO with delayed function feedback. Recall the augmented Lagrangian function is defined as follows,

\[
L_{t,\sigma}(x, \lambda) := F_{t,x_t}(x) + \frac{1}{2\sigma} \left[ \| \lambda + \sigma G_{t,x_t}(x) \|_2^2 - \| \lambda \|_2^2 \right].
\]

At time slot \( t \geq \tau \), after the decision \( x_t \) and the multiplier \( \lambda_t \) are determined, the player receives the delayed functions \( f_{t-\tau} \) and \( g_{t-\tau} \). Then, a new action \( x_{t+1} \) is taken by solving the following minimization problem:

\[
x_{t+1} = \arg \min_{x \in \mathcal{C}} \left\{ L_{t-\tau,\sigma}(x, \lambda_t) + \frac{\alpha}{2} \| x - x_{t-\tau} \|_2^2 \right\}.
\]

Furthermore, the player updates the multiplier \( \lambda_{t+1} \) by

\[
\lambda_{t+1} = [\lambda_t + \sigma G_{t-\tau,x_{t-\tau}}(x_{t+1})]_+.
\]

The detail of the methods is summarized in Algorithm 2.

**Algorithm 2: MAML for constrained OCO with feedback delays**

1. Initialization: Choose an initial action \( x_0 \in \mathcal{C} \) and select parameters \( \sigma > 0, \alpha > 0 \). Set \( x_1 = \cdots = x_T = x_0 \) and \( \lambda_0 = \lambda_1 = \cdots = \lambda_T = 0 \in \mathbb{R}^p \).
2. for \( t = \tau, \tau + 1, \ldots, T - 1 \) do
3. Submit the decision \( x_t \).
4. Receive the delayed feedback \( f_{t-\tau} \) and \( g_{t-\tau} \).
5. Compute the new decision \( x_{t+1} \) according to (8).
6. Update the multiplier \( \lambda_{t+1} \) according to (9).

**Remark 3.** If we take \( \tau = 0 \), it means no delay and the OCO problem considered in this section goes back to that in Section II. Moreover, Algorithm 2 reduces to Algorithm 1.

Since no feedback information is revealed in the first \( \tau + 1 \) time slots, the decision maker has to choose the first \( \tau + 1 \) actions blindly. In Algorithm 2, we first choose an initial action \( x_0 \in \mathcal{C} \) and an initial multiplier \( \lambda_0 = 0 \) similarly as in Algorithm 1. Then, we simply let the first \( \tau + 1 \) decisions be \( x_1 = \cdots = x_\tau = x_0 \) and the first \( \tau + 1 \) multipliers be \( \lambda_1 = \cdots = \lambda_\tau = 0 \).

If the projection \( \Pi_{\mathcal{C}}(\cdot) \) onto \( \mathcal{C} \) is simple to compute, which is a standard assumption in the literature of OCO, the initial decision \( x_0 \in \mathcal{C} \) can be easily obtained. For example, we can simply let \( x_0 = \Pi_{\mathcal{C}}(0) \).

**B. Properties of Model**

To proceed the analysis on the performance of Algorithm 2, we now study the properties of the model \( F_{t,x_t,x_{t-1}} \) and \( G_{t,x_t,x_{t-1}} \). For any \( u_t \in \partial F_{t,x_t}(x_t) \) and \( x \in \mathcal{C} \), from Assumption 4 it follows that

\[
f_t(x) \geq f_t(x_t) + \langle u_t, x - x_t \rangle = f_t(x_t) + \langle u_t, x - x_t \rangle,
\]

which implies \( u_t \in \partial f_t(x_t) \) and hence \( \partial F_{t,x_t}(x_t) \subseteq \partial f_t(x_t) \).

Similarly, we have \( \partial G_{t,x_t}(x_t) \subseteq \partial g_t^{(i)}(x_t) \). Therefore, from Assumption 2 we get

\[
\| u_t \| \leq \kappa_f, \quad \| v_t^{(i)} \| \leq \kappa_g, \quad i = 1, \ldots, p,
\]

for any \( u_t \in \partial F_{t,x_t}(x_t) \) and \( v_t^{(i)} \in \partial G_{t,x_t}(x_t) \). Moreover, for any \( x \in \mathcal{C} \) it holds that

\[
F_{t,x_t}(x) \geq f_t(x_t) + \langle u_t, x - x_t \rangle \geq f_t(x_t) - \kappa_f \| x - x_t \|, \quad i = 1, \ldots, p.
\]

**C. Performance Analysis**

In this subsection, we shall analyze the performance of Algorithm 2 and show that the decision sequence generated by Algorithm 2 possesses both sublinear regret and sublinear constraint violation.

For simplicity, we denote \( t' = t - \tau \) in the following analysis. One of the main challenges in the analysis is to establish the bound of the multiplier \( \lambda_t \). In order to derive the bound, we first present a recursive relationship between \( \| \lambda_{t+1} \|^2 \) and \( \| \lambda_t \|^2 \).

**Lemma 1.** Under Assumptions 1-2 for any \( t \geq \tau \) we have

\[
\frac{1}{2\sigma} \left[ \| \lambda_{t+1} \|^2 - \| \lambda_t \|^2 \right] \leq 2\kappa_f D + \frac{\sigma^2}{2} \| x_t - x' \|_2^2 - \| \tilde{x} - x_{t+1} \|^2 - \varepsilon_0 \| \lambda_t \|.
\]

**Proof.** The optimality condition of problem (8) reads as follows

\[
0 \in \partial_x L_{t',\sigma}(x_{t+1}, \lambda_t) + \alpha (x_{t+1} - x') + \mathcal{N}_C(x_{t+1}),
\]

where \( \mathcal{N}_C(x_{t+1}) \) stands for the normal cone of \( \mathcal{C} \) at \( x_{t+1} \). We now consider an auxiliary optimization problem

\[
\min_{x \in \mathcal{C}} L_{t',\sigma}(x, \lambda_t) + \frac{\alpha}{2} \| x - x' \|_2^2 - \| x - x_{t+1} \|^2.
\]

Since the objective function is convex, it holds that \( \tilde{x} \in \mathcal{C} \) is an optimal solution to (14) if and only if

\[
0 \in \partial_{x} L_{t',\sigma}(\tilde{x}, \lambda_t) + \alpha (x_{t+1} - x') + \mathcal{N}_C(\tilde{x}).
\]

Therefore, in view of (13), we obtain that \( x_{t+1} \) is an optimal solution to (14). Hence, it holds that

\[
L_{t',\sigma}(x_{t+1}, \lambda_t) + \frac{\alpha}{2} \| x_{t+1} - x' \|_2^2 \leq L_{t',\sigma}(\tilde{x}, \lambda_t) + \frac{\alpha}{2} \| \tilde{x} - x' \|_2^2 - \| \tilde{x} - x_{t+1} \|^2.
\]

(15)
where \( \hat{x} \in C \) is given in Assumption 3. From (7), (9) and (11), we have
\[
L_{t', \sigma}(x_{t+1}, \lambda_t)
= F_{t', x_t}(x_{t+1}) + \frac{1}{2\sigma} \left( \| \lambda_t + \sigma G_{t', t}(x_{t+1}) \| - \| \lambda_t \|^2 \right)
\geq f_{t'}(x_{t}) - \kappa_f \| x_{t+1} - x_t \| + \frac{1}{2\sigma} \left( \| \lambda_t + \sigma \|^2 - \| \lambda_t \|^2 \right).
\]

Moreover, using (7) again we obtain
\[
L_{t', \sigma}(\hat{x}, \lambda_t)
= F_{t', x_t}(\hat{x}) + \frac{1}{2\sigma} \left( \| \lambda_t + \sigma G_{t', t}(\hat{x}) \| - \| \lambda_t \|^2 \right)
\leq f_{t'}(\hat{x}) + \frac{1}{2\sigma} \left( 2\sigma \| \lambda_t + \sigma \| + \sigma^2 \| G_{t', t}(\hat{x}) \|^2 \right)
\leq f_{t'}(\hat{x}) + \langle \lambda_t, g_{t'}(\hat{x}) \rangle + \frac{\sigma^2}{2} \| \hat{x} \|^2.
\]

where the facts \( F_{t', x_t}(\hat{x}) \leq f_{t'}(\hat{x}) \) and \( \| \lambda_t + \sigma \|^2 \leq \| \lambda_t \|^2 \) are used to get the first inequality, the facts \( \lambda_t \geq 0, G_{t', x_t}(\hat{x}) \leq g_{t'}(\hat{x}) \) and \( \| G_{t', x_t}(\hat{x}) \| \leq \nu_g \) (item (iii) in Assumption 4) are applied to get the second one. Substituting the above two results (about \( L_{t', \sigma}(x_{t+1}, \lambda_t) \) and \( L_{t', \sigma}(\hat{x}, \lambda_t) \)) into (15) and rearranging terms, we get
\[
\frac{1}{\sigma} \left( \| \lambda_t + \sigma \|^2 - \| \lambda_t \|^2 \right) + \frac{\sigma^2}{\sigma} \| x_{t+1} - x_t \|^2
\leq f_{t'}(\hat{x}) - f_{t'}(x_{t}) + \langle \lambda_t, g_{t'}(\hat{x}) \rangle + \kappa_f \| x_{t+1} - x_t \| + \frac{\sigma^2}{2} \| \hat{x} \|^2
\]
\[
+ \frac{\sigma^2}{\sigma} \left( \| \hat{x} - x_t \|^2 - \| \hat{x} - x_{t+1} \|^2 \right).
\]

From Assumptions 1 and 2 it follows that \( \| x_{t+1} - x_t \| \leq D \) and
\[
f_{t'}(\hat{x}) - f_{t'}(x_{t}) \leq \kappa_f \| \hat{x} - x_t \| \leq \kappa_f D.
\]

Furthermore, from Assumption 3 and \( \| \lambda_t \| \leq \sum_{i=1}^p \lambda_{t(i)} \) it holds that
\[
\langle \lambda_t, g_{t'}(\hat{x}) \rangle \leq -\varepsilon_0 \sum_{i=1}^p \lambda_{t(i)} \leq -\varepsilon_0 \| \lambda_t \|.
\]

Finally, combining these results with (16), we derive the claim.

The following simple auxiliary result will be used several times in the analysis.

**Lemma 2.** Consider a nonnegative scalar sequence \( \{ w_t \} \), and suppose that there exists a positive constant \( W \) such that \( w_t \leq W \) for any \( t \). Assume that \( \tau \) and \( t' = t - \tau \) are defined as before. For any \( t \geq \tau \), we have
\[
\sum_{l=0}^{s-1} \left| w_{t+l} - w_{t+l+1} \right| \leq (\tau + 1)W,
\]
where \( s \) is an arbitrary positive integer.

**Proof.** If \( s \leq \tau + 1 \), the claim is obvious since
\[
\sum_{l=0}^{s-1} \left| w_{t+l} - w_{t+l+1} \right| \leq \sum_{l=0}^{s-1} \left| w_{t+l} \right| \leq sW \leq (\tau + 1)W.
\]

If \( s > \tau + 1 \), noting that \( t' = t - \tau \) and
\[
\sum_{l=0}^{s-1} \left| w_{t+l} \right| = \sum_{l=0}^{s-1} \left| w_{t+l+1} \right|,
\]
we have
\[
\sum_{l=0}^{s-1} \left| w_{t+l} - w_{t+l+1} \right| \leq \sum_{l=0}^{s-1} \left| w_{t+l+1} \right| \leq (\tau + 1)W.
\]

The proof is completed.

To simplify notations, for any positive integer \( s \), let us define
\[
\psi(\sigma, \alpha, s) := \kappa_0 + (\tau + 1)\kappa_1 \frac{\alpha}{s} + \kappa_2 \sigma + \kappa_3 \sigma s,
\]
where \( \kappa_0, \kappa_1, \kappa_2, \kappa_3 \) are nonnegative constants given by
\[
\kappa_0 = \frac{4\kappa_f D}{\varepsilon_0}, \quad \kappa_1 = \frac{\beta^2}{\varepsilon_0}, \quad \kappa_2 = \frac{\nu^2}{\varepsilon_0} - \nu_g,
\]
\[
\kappa_3 = 2\nu_g + \frac{\sigma^2}{\varepsilon_0} + \frac{32\nu^2}{\sigma^4}.
\]

From Assumption 3 and Assumption 4, it follows that
\[
G_{t', t}(\hat{x}) \leq g_t(\hat{x}) \leq -\varepsilon_0,
\]
and hence
\[
\nu_g \geq \langle G_{t', t}(\hat{x}) \rangle \geq \langle g_t(\hat{x}) \rangle \geq \sqrt{p} \varepsilon_0 \geq \varepsilon_0,
\]
which indicates that \( \kappa_2 \geq 0 \). Next, based on Lemma 1 we present the following uniform bound of the multiplier \( \lambda_t \).

**Lemma 3.** Under Assumptions 7–14 for any \( t \geq \tau \) we have
\[
\| \lambda_t \| \leq \psi(\sigma, \alpha, s),
\]
where \( s \) is an arbitrary positive integer and \( \psi(\sigma, \alpha, s) \) is defined in (17).

**Proof.** The claim can be derived by applying Lemma 3 in the appendix, and hence the main task of this proof is to verify the conditions in Lemma 4 are satisfied with respect to the sequence \( \{ \| \lambda_t \| \} \) in (7). In particular, it is required to prove: (i) \( \| \lambda_{t+1} - \| \lambda_t \| \| \leq \sigma \nu_g ; \) (ii) for any positive integer \( s \), it holds that \( \| \lambda_{t+s} - \| \lambda_t \| \| \leq -\frac{2\nu \varepsilon_0}{s} \) if \( \| \lambda_t \| \geq \theta \), where \( \theta \) is defined by
\[
\theta = \frac{\sigma \varepsilon_0}{2} + \sigma \nu_g (s-1) + \frac{\alpha(t + 1)D^2}{\varepsilon_0 s} + \frac{4\kappa_f D}{\varepsilon_0} + \frac{\sigma \varepsilon_2}{\varepsilon_0}.
\]

In view of (18), \( \theta \) can be rewritten as
\[
\theta = \kappa_0 + (\tau + 1)\kappa_1 \frac{\alpha}{s} + \kappa_2 \sigma + (\nu_g + \varepsilon_0/2) \sigma s.
\]

Noting that the operator \( [\cdot]_+ \) is non-expansive, that is, \( \| a_+ - [b]_+ \| \leq \| a - b \| \) for all \( a, b \in \mathbb{R}^p \), we have from (9) that
\[
\| (\| \lambda_{t+1} - \| \lambda_t \| \| \leq \| \lambda_t + \sigma G_{t', t}(x_{t+1}) \| - \| \lambda_t \|_+\|
\leq \sigma \| G_{t', t}(x_{t+1}) \| \leq \sigma \nu_g,
\]
where \( \hat{x} \in C \) is given in Assumption 3 From (7), (9) and (11), we have
which gives item (i). Moreover, the above inequality also implies that \( \|x_{t+1}\| - \|x_t\| \geq -\sigma \nu_g \), which further gives
\[
\|x_{t+1}\| - \|x_t\| \geq -\sigma \nu_g l, \tag{20}
\]
where \( l \in \{0, 1, \ldots, s-1\} \).

We now prove item (ii) under the condition \( \|x_t\| \geq \theta \). For any \( l \in \{0, 1, \ldots, s-1\} \), from Lemma 1 it follows that
\[
\frac{1}{2\sigma} (\|x_{t+l+1}\|^2 - \|x_t\|^2) \leq 2\kappa_f D + \frac{\sigma}{2} \nu_g^2 + \frac{\alpha}{2} (\|\hat{x} - x_{t+l+1}\|^2 - \|\hat{x} - x_{t+l}\|^2) \leq 0, \tag{21}
\]
in which we use \( (t+l)' = t + l - \tau = t' + l \). Making a summation over \( l \in \{0, 1, \ldots, s-1\} \), we have
\[
\frac{1}{2\sigma} (\|x_{t+s}\|^2 - \|x_t\|^2) \leq 2\kappa_f D + \frac{\sigma}{2} \nu_g^2 s \sigma (\tau + 1) D^2 s + \frac{\alpha}{2} \sum_{l=0}^{s-1} \|x_{t+l}\|, \tag{22}
\]
where the fact that
\[
\sum_{l=0}^{s-1} (\|\hat{x} - x_{t+l+1}\|^2 - \|\hat{x} - x_{t+l}\|^2) \leq (\tau + 1) D^2 s \tag{23}
\]
(see Lemma 2) is used. In view of (20) and the condition \( \|x_t\| \geq \theta \), we get
\[
\sum_{l=0}^{s-1} (\|x_{t+l+1}\| - \|x_{t+l}\|) \geq \sum_{l=0}^{s-1} (\|x_{t+l}\| - \sigma \nu_g l) \geq \frac{s}{2} (\|x_t\| + \theta) - \frac{s(s-1)\sigma \nu_g}{2}.
\]
Let us plug this inequality into (21) and rearrange terms,
\[
\|x_{t+s}\|^2 - \|x_t\|^2 \leq \|x_t\|^2 - \sigma \nu_g s \|x_t\| \leq \left(\|x_t\| - \frac{\sigma \nu_g s}{2}\right)^2. \tag{24}
\]
This, together with the fact that \( \|x_t\| \geq \theta \geq \frac{\sigma \nu_g s}{2} \), implies item (ii).

Finally, observing items (i) and (ii), we have that the conditions in Lemma 3 are satisfied with respect to the sequence \( \{\|x_{t}\|\}_{t \in [T]} \). Therefore, it follows that
\[
\|x_t\| \leq \theta + s \sigma \nu_g + s \frac{8 \sigma \nu_g^2}{\varepsilon_0} \log \frac{32 \sigma^2}{\varepsilon_0} \tag{25}
\]
\[
= \kappa_0 + (\tau + 1) \kappa_1 \frac{\alpha}{s} + \kappa_2 \sigma + \kappa_3 \sigma s = \psi(\sigma, \alpha, s), \tag{26}
\]
where (a) is due to (19) and (18). The proof is completed. \( \square \)

Now, we are ready to present the sublinear regret of Algorithm 2 for constrained OCO if we set the algorithm parameters as \( \alpha = \sqrt{T/(\tau + 1)} \) and \( \sigma = \sqrt{(\tau + 1)/T} \).

**Theorem 2.** Suppose Assumptions 1-2 hold. Set \( \alpha = \sqrt{\frac{T}{\tau + 1}} \) and \( \sigma = \sqrt{\frac{\tau + 1}{T}} \). Then, the regret of Algorithm 2 satisfies
\[
T - 1 \sum_{i=0}^{T-1} [f_t(x_t) - f_t(x^*)] \leq \frac{2\kappa_f^2 + \nu_g^2 + D^2}{\sqrt{(\tau + 1) T}}, \tag{27}
\]
where \( x^* \) is defined in (1).

**Proof.** For any \( t \geq \tau \), let us replace \( \hat{x} \) with \( x^* \) in (16) and rearrange terms,
\[
f_t(x_t) - f_t(x^*) + \frac{1}{\sigma} (\|x_{t+1}\|^2 - \|x_t\|^2) \leq -\frac{\kappa_2}{2} \|x_{t+1} - x_t\|^2 + \kappa_f [\|x_{t+1} - x_t\| + \langle \lambda_t, g_t(x^*) \rangle] + \frac{\nu_g^2}{2} + \frac{\|x^* - x_t\|^2}{2} - \|x^* - x_{t+1}\|^2.
\]
Combining with the facts that
\[
-\frac{\kappa_2}{2} \|x_{t+1} - x_t\|^2 + \kappa_f [\|x_{t+1} - x_t\| + \langle \lambda_t, g_t(x^*) \rangle] \leq \frac{\kappa_2^2}{2\alpha},
\]
and \( \langle \lambda_t, g_t(x^*) \rangle \leq 0 \) (due to \( \lambda_t \geq 0 \) and \( g_t(x^*) < 0 \)), we obtain
\[
f_t(x_t) - f_t(x^*) + \frac{1}{\sigma} (\|x_{t+1}\|^2 - \|x_t\|^2) \leq \frac{\kappa_2^2}{2\alpha} + \frac{\nu_g^2}{2} + \frac{\|x^* - x_t\|^2}{2} - \|x^* - x_{t+1}\|^2.
\]
Summing it for \( t \) running from \( \tau \) to \( \tau + 1 \), we get
\[
\sum_{t=\tau}^{\tau+1} [f_t(x_t) - f_t(x^*)] \leq \frac{\kappa_2^2}{2\alpha} T + \frac{\nu_g^2}{2} T + \frac{\alpha}{2} (\tau + 1) D^2,
\]
where we have used \( \lambda_\tau = 0 \) and the fact (take \( t = \tau \) in Lemma 2 that
\[
\sum_{t=\tau}^{\tau+1} (\|x^* - x_t\|^2 - \|x^* - x_{t+1}\|^2) = \sum_{t=\tau}^{\tau+1} [f_t(x_t) - f_t(x^*)] = \sum_{t=\tau}^{\tau+1} [f_t(x_t) - f_t(x^*)],
\]
we derive the claim from (22). \( \square \)

From Theorem 2 it follows that the regret of Algorithm 2 for constrained OCO with feedback delays is bounded by \( \text{Reg}(T) \leq O(\sqrt{T}) \), which is in the same order as (28). However, in contrast to the parameter-free stepsizes in Algorithm 2 the stepsize in the Algorithm of (28) is dependent on the subgradient bound of the constraint functions.

In the following theorem, it is shown that Algorithm 2 possesses sublinear constraint violation if we set the algorithm parameters as \( \alpha = \sqrt{T/(\tau + 1)} \) and \( \sigma = \sqrt{(\tau + 1)/T} \) and the time horizon \( T \) is large enough such that \( T > (\tau + 1) \beta \kappa_2^2 \).

**Theorem 3.** Suppose Assumptions 1-2 hold. Set \( \alpha = \sqrt{\frac{T}{\tau + 1}} \) and \( \sigma = \sqrt{\frac{\tau + 1}{T}} \). Assume \( T \) is large enough such that \( T > (\tau + 1) \beta \kappa_2^2 \). Then, for \( i = 1, \ldots, p \), the constraint violation of Algorithm 2 satisfies
\[
T - 1 \sum_{i=0}^{T-1} g_i(x_t) \leq \left[ \kappa_2 + 2 \beta \kappa_2^2 \nu_g (\kappa_2 + 2\kappa_2) (\tau + 1) \right] (\kappa_0 + \kappa_1) (\tau + 1) - \frac{\beta}{\sqrt{\kappa_2}} \right] \left[ \kappa_3 + 2\kappa_3 \kappa_f + 2 \beta \kappa_3^2 \kappa_f (\kappa_0 + \kappa_1) (\tau + 1) \right] \sqrt{T} + 4 \beta \kappa_3 \kappa_3 \kappa_f (\tau + 1) \sqrt{T},
\]
where \( \kappa_0, \kappa_1, \kappa_2, \kappa_3 \) are constants given in (18).

**Proof.** Consider \( t \geq \tau \). For any \( i = 1, \ldots, p \), let us first denote
\[
a_i = [\lambda_i^{(i)} + \sigma G_t^{(i)}(x_{t-1})]_+ \quad \text{and} \quad b_i = [\lambda_i^{(i)} + \sigma G_t^{(i)}(x_{t-1})].
\]
Noting that \( G_t^{(i)}(x_{t-1}) = g_t^{(i)}(x_t) \), we have from (12)
\[
a_i - b_i \leq \sigma |G_t^{(i)}(x_{t-1}) - G_t^{(i)}(x_{t-1})| \leq \sigma \kappa_g \|x_{t-1} - x_{t-1}\|.
\]
In view of the fact that \( d + |c| \leq |d| + |c| \), it follows that
\[
\sum_{i=1}^{p} b_i \leq \sum_{i=1}^{p} |\lambda_i^{(i)} + \sigma G_t^{(i)}(x_{t-1})| \leq \sqrt{\rho} \|\lambda_t + \sigma \|G_t^{(i)}(x_{t-1})\| \leq \sqrt{\rho} \|\lambda_t + \sigma \nu g\|.
\]
From (24), (25) and the fact that \( a_i^2 - b_i^2 = (a_i - b_i) + 2b_i(a_i - b_i) \), it holds that
\[
a_i^2 - b_i^2 = (a_i - b_i) + 2b_i(a_i - b_i) \leq \rho \sigma^2 \kappa_g ^2 \|x_{t-1} - x_t\|^2 + 2\sigma \kappa_g \|x_{t-1} - x_t\| \sum_{i=1}^{p} b_i \leq \rho \sigma^2 \kappa_g ^2 \|x_{t-1} - x_t\|^2 + 2\sqrt{\rho} \|\lambda_t + \sigma \nu g\| \sigma \kappa_g \|x_{t-1} - x_t\|.
\]
We now try to get a bound of \( \|x_{t-1} - x_t\| \). Replacing \( \lambda_t \) with \( \lambda_t \) in (15), we have
\[
\lambda_t = \lambda_t - \frac{\rho}{2} \|x_{t-1} - x_t\|^2 \leq \lambda_t - \frac{\rho}{2} \|x_{t-1} - x_t\|^2.
\]
By using (23) and the definition of the augmented Lagrangian function in (7), the above inequality can be rewritten as
\[
\alpha \|x_{t-1} - x_t\|^2 \leq f_t(x_t) - f_{t-1}(x_{t-1}) + \frac{1}{2\sigma} \sum_{i=1}^{p} (a_i^2 - b_i^2).
\]
Then, it follows from (11) and (26) that
\[
\alpha \|x_{t-1} - x_t\|^2 \leq \kappa_f \|x_{t-1} - x_t\|^2 + \frac{\rho \kappa_g^2 \sigma^2}{2} \|x_{t-1} - x_t\|^2 + \sqrt{\rho} (\|\lambda_t\| + \sigma \nu g) \kappa_g \|x_{t-1} - x_t\|.
\]
Dividing both sides by \( \|x_{t-1} - x_t\| \) and rearranging terms, we get the bound of \( \|x_{t-1} - x_t\| \) as follows,
\[
\|x_{t-1} - x_t\| \leq \frac{2}{2\alpha - \rho \kappa_g^2 \sigma} (\kappa_f + \sqrt{\rho} \kappa_g \|\lambda_t\| + \sqrt{\rho} \kappa_g \nu g \sigma).
\]
Here, we have used the fact that \( 2\alpha - \rho \kappa_g^2 \sigma > 0 \) which is from the conditions that \( \alpha = \sqrt{T/(\tau + 1)} \), \( \sigma = \sqrt{\tau + 1)/T} \) and \( T > (\tau + 1) \rho \kappa_g^2 \sigma \). In this condition, it also holds that \( 2\alpha - \rho \kappa_g^2 \sigma > 0 \) and hence
\[
\|x_{t-1} - x_t\| \leq \frac{2}{\alpha} (\kappa_f + \sqrt{\rho} \kappa_g \|\lambda_t\| + \sqrt{\rho} \kappa_g \nu g \sigma).
\]
Recall that \( |\lambda_t| \leq \psi(\alpha, \sigma, s) \) in Lemma 3 from (17) we have
\[
|\lambda_t| \leq \kappa_0 + (\tau + 1) \kappa_1 \frac{\alpha}{s} + \kappa_2 \sigma + \kappa_3 \sigma s \
\leq \kappa_0 + \kappa_1 + \kappa_2 \sigma + 2 \kappa_3 (\tau + 1),
\]
where we set \( s \) to be an integer such that \( \alpha/s \leq 1/(\tau + 1) \) and \( 2 \sigma \leq 2(\tau + 1) \). Theorem 2 and Theorem 3. However, it is of its own value when the delay \( \tau \) is large enough such that \( \tau \geq T^{1/5} \).

Finally, let us point out that during the whole discussion in this section we are able to take \( \tau = 0 \). In this case, it reduces to the setting of Section III and Theorem 1 is derived by Theorem 2 and Theorem 3. However, it is of its own value to keep Section III in the current form, since constrained OCO without delay is more common and popular in practice than delayed OCO.

**IV. Numerical Experiments**

In this section, numerical results of the proposed algorithms are presented. We study three numerical examples: online network resource allocation, online logistic regression and online quadratically constrained quadratic program. The first two are examples of constrained OCO without feedback delay for testing Algorithm 1. The third one is an example of constrained OCO with delayed feedback for testing Algorithm 2. Compared with several state-of-the-art algorithms, the proposed algorithms are demonstrated to be effective.
A. Online Network Resource Allocation

In this subsection, we consider the following online network resource allocation problem. Given a cloud network represented by a directed graph \( G = (I, E) \) with node set \( I \) and edge set \( E \), where \(|I| = I\) and \(|E| = E\). The node set \( I = \mathcal{J} \cup \mathcal{K} \) contains mapping nodes collected in the set \( \mathcal{J} = \{1, \ldots, J\} \) and data centers collected in the set \( \mathcal{K} = \{1, \ldots, K\} \). At time \( t \), each mapping node \( j \) receives an exogenous data request \( b_j^t \) and forwards the amount \( z_{jk}^t \) to each data center \( k \). Each data center \( k \) schedules workload \( y_{tk} \), which can be viewed as the weight of a virtual outgoing edge \((k, \ast)\). So, the edge set \( E = \{(j, k), \forall j \in \mathcal{J}, k \in \mathcal{K}\} \) includes all the edges from mapping nodes to data centers, and all virtual outgoing edges of the data centers.

The online network resource allocation problem can be regarded as an example of constrained OCO (without feedback delay) with

\[
f_t(x_t) := \sum_{j \in \mathcal{J}, k \in \mathcal{K}} c_{jk}^t (z_{jk}^t)^2 + \sum_{k \in \mathcal{K}} p_k^t (y_{tk}^t)^2,
\]

\[
g_t(x_t) := Ax_t + b_t,
\]

where \( x_t := [z_{11}^t, z_{21}^t, \ldots, z_{J1}^t, z_{12}^t, z_{22}^t, \ldots, z_{J2}^t, \ldots, z_{1K}^t, z_{2K}^t, \ldots, z_{JK}^t]^T \in \mathbb{R}^E \) denotes the resource allocation vector, \( c_{jk}^t \) is the bandwidth cost for transmitting from mapping node \( j \) to data center \( k \), \( p_k^t \) is the energy price at data center \( k \), \( b_t := [b_1^t, \ldots, b_J^t, 0, \ldots, 0]^T \in \mathbb{R}^I \), and the \( I \times E \) node-incidence matrix \( A \) is formed with the \((i, e)\)-th entry

\[
A(i, e) = \begin{cases} 1, & \text{if edge } e \text{ enters node } i, \\ -1, & \text{if edge } e \text{ leaves node } i, \\ 0, & \text{else.} \end{cases}
\]

The constraint \( Ax_t + b_t \leq 0 \) represents the workload flow conservation. In addition, the set \( C := \{0 \leq x \leq \bar{x}\} \), where \( \bar{x} := [\bar{x}_{11}^t, \bar{x}_{21}^t, \ldots, \bar{x}_{J1}^t, \bar{x}_{12}^t, \bar{x}_{22}^t, \ldots, \bar{x}_{J2}^t, \ldots, \bar{x}_{1K}^t, \bar{x}_{2K}^t, \ldots, \bar{x}_{JK}^t]^T \) contains the bandwidth limit \( \bar{z}_{jk}^t \) of edge \((j, k)\) and the resource capability \( \bar{y}_{tk}^t \) of data center \( k \).

We shall test the following numerical case provided in [11]. Consider the allocation task with \( J = 10 \) and \( K = 10 \). The bandwidth limit \( \bar{z}_{jk}^t \) is uniformly randomly generated within \([10, 100]\), and the resource capability \( \bar{y}_{tk}^t \) is uniformly randomly generated from \([100, 200]\). The bandwidth cost is set as \( c_{jk}^t = 40/\bar{z}_{jk}^t \). The energy price is set as \( p_k^t = \sin(\pi t/12) + n_k^t \) with noise \( n_k^t \) uniformly distributed over \([1, 3]\), and the data request is set as \( b_j^t = 50\sin(\pi t/12) + v_j^t \) with noise \( v_j^t \) uniformly distributed over \([99, 101]\). Finally, we set the time horizon \( T = 10000 \).

We apply Algorithm [1] (denoted by MALM) for solving this numerical problem, in which we use Plain Model to form [3] and the associated algorithm. The stepsizes in Algorithm [1] are set to \( \alpha = 0.1\sqrt{T} \) and \( \sigma = 100\sqrt{T} \). The initial decision is set to \( x_0 = 0 \). The performance is measured by the time average regrets \( \text{Reg}(t) \) and the time average constraint violation \( \text{Vio}^{(1)}(t) \), where \( \text{Reg}(t) \) and \( \text{Vio}^{(1)}(t) \) are defined in [2], and the best fixed decision \( x^* \) is computed by the MATLAB built-in function quadprog for solving the corresponding problem [1].

In this experiment, we intend to compare the performance of MALM with the following well-studied algorithms:

- **MOSP.** The modified online saddle-point (MOSP) algorithm proposed in [11] is in the following form:

\[
x_{t+1} = \arg\min_{x \in C} \nabla f_t(x_t)^T x + \lambda_t^T g_t(x) + \frac{\|x - x_t\|^2}{2\alpha},
\]

\[
\lambda_{t+1} = [\lambda_t + \mu g_t(x_{t+1})]_+.
\]

Since \( g_t \) is linear in this experiment, we have the following equivalent reformulation of MOSP:

\[
x_{t+1} = \Pi_C[x_t - \alpha(\nabla f_t(x_t) + J_t(x_t)\lambda_t)],
\]

\[
\lambda_{t+1} = [\lambda_t + \mu g_t(x_{t+1})]_+,
\]

where \( J_t(x_t) = AT \) is the Jacobian matrix of \( g_t \) at \( x_t \). We set the parameters to \( \alpha = \mu = T^{-1/3} \).

- **CL.** The algorithm (simply denoted by CL) proposed in [13] is formed as

\[
x_{t+1} = \Pi_C[x_t - \eta(\nabla f_t(x_t) + J_t(x_t)\lambda_t)],
\]

\[
\lambda_{t+1} = [\lambda_t + \eta g_t(x_{t+1}) - \delta\eta\lambda_t]_+.
\]

We set the parameters to \( \eta = 2T^{-1/2} \) and \( \delta = 0.01 \).

- **NY.** The algorithm (simply denoted by NY) proposed in [12] can be equivalently written as

\[
x_{t+1} = \Pi_C \left[ x_t - \nu(\nabla f_t(x_t) + J_t(x_t)\lambda_t) \right],
\]

\[
\lambda_{t+1} = [\lambda_t + g_t(x_{t+1})]_+.
\]

We set the parameters to \( \alpha = T \) and \( \nu = T^{1/2} \).

We can observe that all of these three algorithms are of very similar formulations. All of them belong to the primal-dual gradient method associated with a type of Lagrangian function. For example, in CL the new action \( x_{t+1} \) can be rewritten as a primal gradient descent step as

\[
x_{t+1} = \Pi_C(x_t - \eta\nabla_x \mathcal{L}(x_t, \lambda_t)),
\]

and \( \lambda_{t+1} \) can be performed as a dual gradient ascent step as

\[
\lambda_{t+1} = \Pi_{\mathbb{R}^+_+}(\lambda_t + \eta \nabla_\lambda \mathcal{L}(x_t, \lambda_t)),
\]

where \( \mathbb{R}^+_+ := \{x \in \mathbb{R}^p : x \geq 0\} \) and \( \mathcal{L} \) is a modified Lagrangian defined by

\[
\mathcal{L}(x, \lambda) = f_t(x) + \lambda^T g_t(x) - \frac{\delta}{2}\|\lambda\|^2.
\]

The numerical results are shown in Fig. [1] in which we can see the performances of the four tested algorithms. We observe that, MOSP, CL and NY perform very well for this online network resource allocation problem, and the performance of MALM is at least comparable. Let us point out that, this online network resource allocation problem is actually very simple (with quadratical loss \( f_t \) and linear constraint \( g_t \)), thus the advantage of MALM is not obvious compared with these primal-dual gradient methods. In addition, it is shown in Fig. [10] that the time average regrets all converges to negative values, i.e.,

\[
\frac{1}{T} \sum_{t=0}^{T-1} f_t(x_t(x^*)) < \frac{1}{T} \sum_{t=0}^{T-1} f_t(x_t^*).
\]

This is possible in theory, since \( x^* \) is only the fixed best decision, not the dynamic best decision \( x_t^* \) defined in [6].
The data is generated recursively as \( u_{i,t} \) distributed over regrets and time average constraint violation for online network resource allocation.

In this subsection, we study the following online logistic regression problem, which is an example of constrained OCO without feedback delay with

\[
    f_t(x) := \sum_{i=1}^{k} \log(1 + \exp(-l_{i,t} u_{i,t}^T x)),
\]

\[
    g_t(x) := \|x\|_1 - a_t,
\]

where \( u_{i,t} \in \mathbb{R}^n \) is the \( i \)-th training data at time \( t \), \( l_{i,t} \in \{-1, 1\} \) is the corresponding label, and \( a_t \) is a threshold on \( \|x\|_1 \) to guarantee sparsity. The set \( \mathcal{C} := \{x \in \mathbb{R}^n : \|x\|_\infty \leq M\} \).

We will test the following numerical case provided in [13]. The data is generated recursively as \( u_{i,t+1} = u_{i,t} + \beta_{i,t} \), where \( \beta_{i,t} \in \mathbb{R}^n \) is uniformly distributed over \([0, 1]\). The label \( l_{i,t} \) is uniformly randomly chosen from \([-1, 1]\). The threshold is generated as \( a_{i+1} = [a_i + \zeta_t]_+ \), where \( \zeta_t \in \mathbb{R} \) is uniformly distributed over \([0, 1]\). We also set \( n = 5 \), \( k = 10 \), \( T = 5000 \).

The performance of the proposed algorithm is also measured by the time average regrets \( \bar{\text{Reg}(t)} \) and the time average constraint violation \( \bar{\text{Vio}(t)} \), where \( \text{Reg}(t) \) and \( \text{Vio}(t) \) are defined in [2], and the best fixed decision \( x^* \) is computed by CVX [22] for solving the corresponding problem [1].

We apply Algorithm 1 (also denoted by MALM) for solving this numerical problem, in which we use Linearized Model. In this setting, the corresponding subproblem (4) is rewritten as

\[
    x_{t+1} = \arg \min_{x \in \mathcal{C}} \left\{ \frac{\alpha}{2} \|x\|^2 + a_t^T x + \frac{\sigma}{2} [b_t^T x + \gamma_t]^2_+ \right\},
\]

where \( \alpha, \sigma \) are step sizes given in Algorithm 1, \( a_t, b_t, \gamma_t \) are defined by

\[
    a_t := -\alpha x_t + u_t, \quad b_t := v_t, \quad \gamma_t := \frac{\lambda}{\sigma} + g_t(x_t) - v_t^T x_t.
\]

Here, \( u_t \) and \( v_t \) are (sub)gradients of \( f_t \) and \( g_t \) at \( x_t \), respectively. By a simple calculation, we derive the closed-form solution \( x_{t+1} = \Pi_{\mathcal{C}}(\tilde{x}_t) \), where \( \tilde{x}_t \) is computed by

\[
    \tilde{x}_t = \begin{cases} 
    -\frac{\alpha}{\gamma_t}, & \text{if } \alpha \gamma_t \leq a_t^T b_t, \\
    -\frac{1}{\gamma_t}(a_t + \frac{\sigma}{2} b_t) + \frac{\sigma b_t^T}{2\alpha + \sigma \gamma_t^2} b_t, & \text{if } \alpha \gamma_t > a_t^T b_t.
    \end{cases}
\]

We also set \( \alpha = 10/\sqrt{T}, \sigma = 10/\sqrt{T} \).

In this experiment, we compare the performance of MALM with CL and NY, which are described previously. The time average regrets and time average constraint violations are shown in Fig. 2a and Fig. 2b, respectively. In both two figures, we can observe that the performances of CL and NY are very close, and MALM is apparently superior.

### C. Online Quadratically Constrained Quadratic Program

In this subsection, we consider the online quadratically constrained quadratic program (OQCQP), which is also an instance of constrained OCO with

\[
    f_t(x_t) := \frac{1}{2} x^T A_t x + b_t^T x,
\]

\[
    g_{(i)}(x) := \frac{1}{2} x^T C_{(i)}^T x + \left( d_{(i)}^T x + e_{(i)} \right), \quad i = 1, \ldots, p,
\]

where \( A_t \in \mathbb{S}^n_+, b_t \in \mathbb{R}^n, C_{(i)}^T \in \mathbb{S}^n_+, d_{(i)} \in \mathbb{R}^n \) and \( e_{(i)} \in \mathbb{R}^n \). Here, \( \mathbb{S}^n_+ \) denotes the set of all \( n \times n \) positive definite matrices. The set \( \mathcal{C} := \{x \in \mathbb{R}^n : \|x\| \leq R\} \). OQCQP arises in various applications, such as signal processing, power generation [18], optimal power flow [31], etc. Due to communication delays or environment reaction time, the data or user feedback are usually revealed to the player with delays. In this experiment, we assume that \( \tau \geq 0 \) is the feedback delay and the information of \( \{A_t, b_t, C_{(i)}^T, d_{(i)}^T, e_{(i)}\} \) is available at time slot \( t + \tau \) after the decision \( x_{t+\tau} \) is submitted. Apparently, \( \tau = 0 \) means no delay.

The following test case of OQCQP is constructed in [28]. Let \( A_t \) be the identity matrix. We generate \( A_{t+1} \) as follows: let \( A_t = A_t + \Delta_t \) where \( \Delta_t \) is a symmetric matrix and its entry is uniformly distributed over \([-0.1, 0.1]\); then, let \( A_{t+1} = \Pi_{S^+_n}(A_t) \) be the projection of \( A_t \) onto \( S^+_n \) such that \( A_{t+1} \) is positive semidefinite. The matrices \( C_{(i)}^T, i = 1, \ldots, p \) are generated similarly. Let \( b_t \) be uniformly distributed from \([-1, 1]\). Then, \( b_{t+1} = b_t + v_t \) is recursively generated, where
uniformly distributed from $[0,1]$ by the following two algorithms:

\begin{align*}
    x_{t+1} &= \Pi_{C} \left[ x_t - \frac{\nu \nabla f_{t-\tau}(x_{t-\tau}) + J_{t-\tau}(x_{t-\tau}) \lambda_{t-\tau}}{2\alpha} \right], \\
    \lambda_{t+1} &= [\lambda_t + g_{t-\tau} + J_{t-\tau}(x_{t-\tau})(x_{t+1} - x_t)]_+.
\end{align*}

We denote this algorithm by NY again. The parameters are set as $\alpha = \tau T$, $\nu = (\tau T)^{1/2}$ if $\tau \geq 1$; $\alpha = T$, $\nu = T^{1/2}$ if $\tau = 0$.

The numerical results are illustrated in Fig. 5 with delays $\tau = 0$ (no delay), $\tau = 10$, $\tau = 20$, $\tau = 50$ and $\tau = 100$, respectively. From Fig. 6 (no delay), we can see the time average regret of NY is better than CZP and NY, with constraints being not violated during the whole time. From Fig. 7 with different delays, we observe that MALM always performs better than the other two algorithms. More interestingly, in theory the bound of constraint violation of CZP is possibly better than that of MALM when the delay is large enough. However, it is shown from Fig. 7 with $\tau = 100$ that the time average constraint violation of MALM is not worse than CZP. Therefore, it is possible that the theoretical bound of constraint violation with MALM can be further improved.

\section{V. Conclusion}

In this paper, a class of model-based augmented Lagrangian methods for time-varying constrained OCO without feedback delays have been studied. For both two types of constrained OCO, we have established the sublinear regret and sublinear constraint violation bounds. Various numerical examples have been presented to verify the efficiency of the proposed algorithms.

The proposed algorithms are possible to extend in several interesting research directions. For instance, in some applications of OCO, the (sub)gradients of the loss or/and constraint functions are difficult to obtain. Instead, only function values are available sequentially to the decision maker, which is usually called \textit{bandit feedback} [13], [28]. Another interesting line of research is OCO with stochastic functional constraints that are i.i.d. generated at each time slot [33], [34].

\section{Appendix}

\textbf{An useful Lemma}

The following lemma is from [35, Lemma 6].

\textbf{Lemma 4.} Let $\{Z_t\}$ be a sequence with $Z_0 = 0$. Suppose there exist an integer $t_0 > 0$, real constants $\theta > 0$, $\delta_{\text{max}} > 0$ and $0 < \zeta \leq \delta_{\text{max}}$ such that $|Z_{t+1} - Z_t| \leq \delta_{\text{max}}$ and

\begin{align*}
    Z_{t+1} - Z_t \geq -t_0 \zeta, & \quad \text{if } Z_t \geq \theta,
\end{align*}

hold for all $t \in \{1, 2, \ldots\}$. Then,

\begin{align*}
    Z_t \leq \theta + t_0 \delta_{\text{max}} + t_0 \frac{4\delta_{\text{max}}^2}{\zeta} \log \left[ \frac{8\delta_{\text{max}}^2}{\zeta^2} \right], & \quad \forall t \in \{1, 2, \ldots\}.
\end{align*}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Comparison of algorithms with respect to time average regrets and time average constraint violation for online logistic regression. (a) Time average regrets. (b) Time average constraint violations.}
\end{figure}

$w_t$ is uniformly distributed over $[-0.1, 0.1]$. The vectors $d_t^{(i)}$, $i = 1, \ldots, p$ are generated in the same way. Finally, each $e_t^{(i)}$ is generated with a particular purpose. After $C_t^{(i)}$ and $d_t^{(i)}$ are generated, we let $h_t^{(i)}$ be uniformly distributed over $[0,1]$ and generate a decision $\bar{x}$ with its entry $\bar{x}_i$ being uniformly distributed from $\left(-\frac{J_t}{\sqrt{n}}, \frac{J_t}{\sqrt{n}}\right)$, then we compute

\begin{align*}
    e_t^{(i)} &= -\left(\frac{1}{2}\right)\bar{x}_i^T C_t^{(i)} \bar{x} + (d_t^{(i)})^T \bar{x} + h_t^{(i)}.
\end{align*}

It is not difficult to verify that in this setting $\bar{x}$ satisfies the Slater condition (Assumption3). We also set $n = 8$, $p = 3$, $R = 10$, $T = 1000$.

We will use Algorithm 2 (also denoted by MALM) for solving this numerical case of OQCOP, which is benchmarked by the following two algorithms:

- **CZP.** The algorithm (simply denoted by CZP) proposed in [28] is formed as

\begin{align*}
    x_{t+1} &= \Pi_{C} \left[ x_t - \eta \nabla f_{t-\tau}(x_{t-\tau}) + J_{t-\tau}(x_{t-\tau}) \lambda_{t-\tau} \right], \\
    \lambda_{t+1} &= [\lambda_t + \eta (g_{t-\tau}(x_{t-\tau}) - \delta \eta \lambda_{t-\tau})]_+.
\end{align*}

We set the parameters as $\eta = (\tau T)^{-1/2}$, $\delta = 10$ if $\tau \geq 1$; $\eta = T^{-1/2}$, $\delta = 10$ if $\tau = 0$. Let us remark that CZP is a simple extension of CL (proposed in [13]) for constrained OCO with feedback delays.

- **NY.** Inspired by CZP, we can easily extend algorithm NY proposed in [12] for solving constrained OCO with feedback delays as follows:

\begin{align*}
    x_{t+1} &= \Pi_{C} \left[ x_t - \frac{\nu \nabla f_{t-\tau}(x_{t-\tau}) + J_{t-\tau}(x_{t-\tau}) \lambda_{t-\tau}}{2\alpha} \right], \\
    \lambda_{t+1} &= [\lambda_t + g_{t-\tau} + J_{t-\tau}(x_{t-\tau})(x_{t+1} - x_t)]_+.
\end{align*}
Fig. 3: Comparison of algorithms with respect to time average regrets and time average constraint violation for OQCQP with $\tau = 0$ (no delay). (a) Time average regrets. (b) Time average constraint violations.

Fig. 4: Comparison of algorithms with respect to time average regrets and time average constraint violation for OQCQP with delay $\tau = 10$. (a) Time average regrets. (b) Time average constraint violations.
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Fig. 5: Comparison of algorithms with respect to time average regrets and time average constraint violation for OQCQP with delay $\tau = 20$. (a) Time average regrets. (b) Time average constraint violations.

Fig. 6: Comparison of algorithms with respect to time average regrets and time average constraint violation for OQCQP with delay $\tau = 50$. (a) Time average regrets. (b) Time average constraint violations.
Fig. 7: Comparison of algorithms with respect to time average regrets and time average constraint violation for OQCQP with delay $\tau = 100$. (a) Time average regrets. (b) Time average constraint violations.
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