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A B S T R A C T

Language abnormalities are a core symptom of schizophrenia-spectrum disorders and could serve as a potential diagnostic marker. Natural language processing enables quantification of language connectedness, which may be lower in schizophrenia-spectrum disorders. Here, we investigated connectedness of spontaneous speech in schizophrenia-spectrum patients and controls and determine its accuracy in classification. Using a semi-structured interview, speech of 50 patients with a schizophrenia-spectrum disorder and 50 controls was recorded. Language connectedness in a semantic word2vec model was calculated using consecutive word similarity in moving windows of increasing sizes (2–20 words). Mean, minimal and variance of similarity were calculated per window size and used in a random forest classifier to distinguish patients and healthy controls. Classification based on connectedness reached 85% cross-validated accuracy, with 84% specificity and 86% sensitivity. Features that best discriminated patients from controls were variance of similarity at window sizes between 5 and 10. We show impaired connectedness in spontaneous speech of patients with schizophrenia-spectrum disorders even in patients with low ratings of positive symptoms. Effects were most prominent at the level of sentence connectedness. The high sensitivity, specificity and tolerability of this method show that language analysis is an accurate and feasible digital assistant in diagnosing schizophrenia-spectrum disorders.

1. Introduction

Schizophrenia-spectrum disorders (henceforth: SSD) include a complex variety of psychiatric illnesses that affect approximately 2–3% of the population (Rossler et al., 2005). Language and speech disturbances are one of the key diagnostic features of SSD (American Psychiatric Association, 2013). Clinicians routinely use descriptions of spoken language in their mental health examinations, such as tangentiality, incoherence and ‘word salad’. Language abnormalities have been investigated extensively in patients with SSD (Chaika, 1990; Covington et al., 2005; DeLisi, 2001; Kuperberg, 2010). These studies show that greatest difficulties arise at the level of semantics (meaning) and syntax (grammar). Language abnormalities have recently gained traction due to their possible use for classification of diagnosis; for reviews, see Corcoran and Cecchi, 2020; de Boer et al., 2020a. Given the multi-facetedness of language, research on this topic is broad and there is as of yet little overlap between methodologies or approaches.

An overarching way to look at language disturbances in SSD is the conceptualization of an impairment in ‘connectedness’ of language (Covington et al., 2005). Connectedness in language can be measured at multiple levels and dimensions. Language is connected syntactically, through its structure or grammar, as well as semantically given that words with related meaning occur within the same sentence. Furthermore, connectedness is present at a word-to-word level, as well as across sentences. For example, the famous sentence “Colorless green ideas sleep furiously” is syntactically correct, but semantically not connected, making the sentence nonsensical (Chomsky, 1957).

Language disturbances in SSD can thus be understood as disruptions in connectedness. For example, sentences that are tangential can be described as having reduced connectedness across sentences. While the individual sentences may be correct, the connection between them is vague at best. Incoherence can be understood as word-level disconnectedness; as word-to-word connections are also disturbed. From this viewpoint, it makes sense that language disturbances in SSD arise at both the semantic and the syntactic level (Chaika, 1990; Covington et al., 2005; DeLisi, 2001; Kuperberg, 2010); since this is where connectedness is found in language.

In clinical practice, incoherence and tangentiality is scored by clinicians using subjective rating scales such as the PANSS (Kay et al., 1987) or the TALD (Kircher et al., 2014). Recent advances in natural
language processing have enabled quantification of connectedness in language, both at sentence and word-level (Elhevåg et al., 2010; Elhevåg et al., 2007), with evidence that these quantifications are as sensitive as or better than clinical scales (Elhevåg et al., 2007; Tang et al., 2021). A seminal study by Bedi et al. has shown that measures derived from language can be used to predict conversion to psychosis in individuals at ultra-high risk for psychosis (Bedi et al., 2015). Since then, several studies have followed the same approach to differentiate patients from healthy controls (Bar et al., 2019; Corcoran et al., 2018; Spencer et al., 2021), to measure symptomatology (Holshausen et al., 2014; Mota et al., 2012; Pauselli et al., 2018) and predict conversion to psychosis in high-risk groups (Gupta et al., 2018; Kayi et al., 2017; Rezaii et al., 2019). Sources of language assessed include not only speech but also social media posts (Birnbaum, 2019) or specific subjects like dream reports (Mota et al., 2014). These types of analyses are sensitive enough to detect differences in first-degree relatives (Elhevåg et al., 2010), moreover, they are associated with social and neurological features (Palamyappan et al., 2019). For overviews, see recent reviews by Corcoran et al., 2020; Corcoran and Cecchi, 2020; de Boer et al., 2020a.

As noted, reduced connectedness of language can take place both on a word-to-word level and across sentences, implicating the importance of the size of the context or “window” of language around the examined word or phrase. A previous meta-analysis by our group indicates that semantic space models perform best on sentences, rather than on individual words from for example semantic verbal fluency tasks (de Boer et al., 2018). Therefore, in the present study we used a semi-structured interview to collect spontaneous speech. Previous work showed excellent performance of language models on psychosis classification (Corcoran et al., 2018; Rezaii et al., 2019). However, some included other language measures (e.g. sentence length, topics) in addition to connectedness measures in their final model, or examined subsets of word connectedness features.

Here, we use language connectedness in SSD to classify SSD patients and healthy controls using spontaneous speech. Following previous research, we expect to find significant group differences in language connectedness, applicable for classification, with the most informative features in the sentence window range (de Boer et al., 2018). Language connectedness is calculated using a word2vec semantic space model. To fully acknowledge the different levels and dimensions of reduced connectedness, we applied word2vec across multiple window sizes, mitigating limitations in previous studies.

2. Methods

2.1. Participants

Language recordings were obtained from 50 SSD participants and 50 healthy controls at the University Medical Center Utrecht. All patients had a diagnosis of schizophrenia, psychosis NOS, schizophreniform or schizoaffective disorder. Diagnoses were made by the treating physician and confirmed using the CASH or the MINI diagnostic interview (Andreasen et al., 1992). Symptom severity was assessed using the Positive And Negative Syndrome Scale (PANSS) (Kay et al., 1987; Sheehan et al., 1998). Antipsychotic medication usage was calculated as chlorpromazine equivalents (Leucht et al., 2014); none of the patients were antipsychotic naïve. The inclusion criteria for healthy controls were the absence of a psychiatric diagnosis and history, and no family history of psychiatric disorders.

All participants were adult native Dutch speakers. To prevent participants focusing on their speech, participants were informed that the interview involved the analysis of ‘general experiences’; only after completion of the interview were participants told that the research also investigates their speech and produced language. Before enrollment, all participants gave written informed consent. The study was approved by the institutional review board of the University Medical Center Utrecht.

2.2. Interview procedure

To elicit spontaneous speech, we performed a semi-structured, open-ended, neutral-topiuc interview. Prompts such as “Can you tell me about your experiences at the dentist’s?” and “What would you do if you would win a million dollars?” were used as prompts. Occasional questions by the interviewer for further information regarding a topic were used to encourage the participant to continue talking. The interview was designed to reflect normal day-to-day speech about non-pathological topics in an ecologically valid dialogue setting. All interviews were performed by researchers trained for the interview procedures. For a full list of questions asked, see Table S1. Topics which might have excessive emotional valence for participants (e.g. health-related subjects) were avoided. The same procedures were followed for participants in both groups, with questions presented in a semi-randomized order.

The interview was recorded using two AKG-C544i head-worn cardioid microphones, one for the participant’s and one for interviewer’s speech. The interview was digitally recorded to a TASCAM DR-40 solid state recording device, with a sampling rate of 44,100 kHz with 16-bit quantization. An automatic second recording was made with a decreased volume of six decibels to prevent clipping.

The participants’ speech, once recorded, was transcribed following the CLAN—CHILDES transcription protocol for analysis (Brundage and Bernstein Rainer, 2018; MacWhinney, 2000). The interview was transcribed by researchers blind to the participant condition. After transcription, filled pauses such as ‘uhm’ were removed. No other preprocessing was performed; specifically, words were not stemmed and repetitions or interjections were not removed.

2.3. Word2vec model

A widely used technique to quantitatively assess connectedness in language is that of semantic space models (Landauer et al., 1998; Mikolov et al., 2013a). In these approaches, words are represented as vectors in multidimensional space. The vectors are created based on the central assumptions underlying all semantic space models; the meaning of a word is determined by its context, and similar words appear in similar contexts. The context can be defined as a (small) number of words that surround the target word, such as paragraphs or even stories. In such models, word representations are mathematical calculations associated with each word. The vectors that are used are multidimensional, in which each dimension corresponds to a ‘feature’ of the word. Examples of such features could be ‘furry’, ‘pet’, ‘run’; attempting to grasp the meaning of ‘cat’. These features are thought to have either a semantic or syntactic interpretation and are called ‘word features’ (Turian et al., 2010). These vectors can be used to quantify the similarity between words or sentences compared to their context. Consider the sentence “I sat on a bench” where “I sat on” is the context of “bench”. The similar phrase “I sat on a chair” has “chair” and “bench” occurring in the same context, making them semantically similar. Repeated over multiple varied sentences, target words can be quantified as more or less likely to occur with their context. The resulting trained model of connections can be used to quantify similarity between novel sentences. The resulting measures of similarity can be taken to indicate whether a word or phrase is properly connected to the context (being the nearby word or words).

Here, a distributed word semantic space model was trained on the Corpus Gesproken Nederlands (CGN; Corpus Spoken Dutch), a large (5654,644 words) Dutch corpus of spoken language (van Eerten, 2007). The trained word2vec model was created using the gensim software package with 300 dimensions, making use of the skip-gram method (Rehurek and Sojka, 2010). Using the trained model, transcribed interviews were vectorized, yielding a 300-dimensional vector for each word.

As outlined above, language disturbances related to meaning and coherence, can be conceptualized as reductions in connectedness.
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Semantic space models aim to capture connectedness in language by calculating ‘similarity’. Word-to-word similarity can be computed by calculating the cosine similarity between corresponding vectors. This results in a number between –1 and 1, with –1 representing large distance or low overlap and 1 representing small distance or high overlap. Highly similar vectors between words (high cosine similarity) thus indicate high connectedness. To determine the connection of a word within its context, all cosine angles between individual words within a given window were computed; these cosine angles were averaged, giving a single average similarity value of word connectedness within the window. The window was then slid one word further on the participant’s transcribed speech, repeatedly until the end of the interview, giving a per-interview set of connectedness values. This sliding window approach is well suited for spoken language, since sentences rarely are demarcated and punctuation is not available. Because reduced connectedness could be evaluated.

This resulted in the calculation of the following sets of variables:

1) **Mean similarity.** Mean similarity is defined as the mean word similarity per moving window, averaged over all calculated windows for an interview. This is repeated per window size, resulting in mean similarities for window sizes 2–20. For example, for an interview with a total of four words and a window size of two, three similarities are calculated (similarity of word 1 and 2, word 2 and 3, and word 3 and 4) of which the mean is then calculated.

2) **Minimal similarity.** Minimal similarity is defined as the lowest similarity in the set of calculated similarities throughout the interview. This is repeated for each different window size between 2 and 20. For example, if, for a given window size, similarities over an entire interview are 0.7, 0.5, and 0.8, minimal similarity is 0.5.

3) **Variance in similarity.** The variance \( \sigma^2 \) is calculated over all similarities an interview, using the formula \( \sigma^2 = \sum_{i=1}^{n} (X_i - \mu)^2 / n \) where \( X \) is the similarity, \( \mu \) is the mean of similarities of the interview and \( n \) is the number of similarities per interview. This measure is also calculated per window size 2–20 and serves as a measure of how the distribution of word similarities over an entire interview is shaped, specifically the width of the distribution. For example, if similarities over an interview are 0.7, 0.5 and 0.8, variance is 0.016, being the square of the standard deviation of similarities.

### 2.4. Statistical analysis and classification

Group demographic differences were assessed using Chi-square tests for binary variables, and ANOVAs for continuous variables. Using a random forest classifier with mean, minimum and variance of word similarity over windows of window sizes from 2 to 20 as features, participants were classified as belonging to either the SSD group or to the healthy control group. During model training 10-fold cross-validation was employed, repeated three times as an additional measure against overfitting on spurious signals in the testing fold (Vanwinckelen and Blockeel, 2012). Connectedness windows were assessed through ranking the Gini coefficient as measures of feature importance for the resulting classifier. We report ranked Gini coefficients both for all features combined and for mean, minimal and variance of similarity separately. To assess the possible confounding factors of chlorpromazine dose, years of education and their relation to classification features, Pearson’s correlations were performed.

### 3. Results

#### 3.1. Demographics

No significant differences were found between patients and healthy controls in age or sex (Table 1). Years of education showed a significant difference between participants with SSD and healthy controls; however, parental years of education did not significantly differ. Mean duration of illness was 2.6 (5.5) years, showing that this sample mainly consisted of early stage patients. Mean total PANSS score was 53.2 (12.6), indicating that most patients were in remission (Fig. 1).

#### 3.2. Classification and window sizes of connectedness

Using a random tree forest binary classification algorithm based on mean, minimal and variance in connectedness, a mean accuracy of 85% was achieved. Sensitivity was 84% (71%–92% confidence interval) and specificity reached 86% (81%–95% confidence interval). Area under the curve-receiver operating characteristic (AUC-ROC) of the classifier

| Table 1 | Demographic characteristics. |
|---------|-----------------------------|
| Category | SSD patients (n = 50) | Healthy controls (n = 50) | Statistics |
| Age | | |
| Years | M (SD) | 29.2 (9.1) | 31.5 (12.4) | \( F = 1.10, p = 0.298 \) |
| Sex | | |
| Male | n (%) | 38 (76) | 42 (84) | \( \chi^2=1.00, p = 0.227 \) |
| Years of education | | |
| Participant | M (SD) | 12.9 (2.8) | 14.5 (2.4) | \( F = 9.630, p = 0.003 \) |
| Parental | M (SD) | 11.9 (3.5) | 12.3 (3.4) | \( F = 0.207, p = 0.650 \) |
| Transcript size | | |
| Number of words | M (SD) | 1443 (535) | 1643 (812) | \( F = 4.195, p = 0.043 \) |
| Illness duration | | |
| Years | M (SD) | 2.6 (5.48) | | |
| Chlorpromazine dose | | |
| Milligram equivalent | M (SD) | 386.3 (268.4) | | |
| Diagnosis | | |
| Psychosis NOS | n (%) | 22 (44) | | |
| Schizophrenia | n (%) | 19 (38) | | |
| Schizoaffective | n (%) | 6 (12) | | |
| Schizophreniform | n (%) | 3 (6) | | |
| PANSS | | |
| Positive | M (SD) | 11.3 (4.4) | | |
| Negative | M (SD) | 14.5 (5.0) | | |
| General | M (SD) | 27.4 (7.1) | | |
| Total | M (SD) | 53.2 (12.6) | | |

Legend: M: mean, SD: standard deviation, PANSS: Positive And Negative Syndrome Scale.
was 0.88, with a 0.81–0.95 confidence interval, see Fig. 2 a.

To investigate different word similarity measures, the random forest classifier’s Gini importance was calculated to assess the value of each feature in our random forest classifier. Gini importance scores for each measure in the model are shown in Fig. 2 b. See Fig. 3 for the combined Gini feature importance scores per similarity measure. For descriptive statistics of variance in similarity, see supplemental table S2. No significant Pearson’s correlations were found between window ranges of variance and years of education (Supplemental table S3), word count (table S4) or dosage of antipsychotic medication (table S5), all \( p > 0.05 \).

4. Discussion

The aim of the current study was to thoroughly investigate connectedness in language and its use for classification of diagnosis in language produced by participants with SSD. Using a word2vec model applied to transcriptions of recorded semi-spontaneous speech, we show connectedness in language as a robust feature suitable to classify SSD participants and healthy controls. Features of connectedness fit for classification were found over word ranges of varying window sizes in minimum and especially variance of word similarity, with features most informative for classification for variance at window sizes of 5–10 words.

Our results show that word connectedness features can be used to accurately classify participants as belonging to either patients or healthy controls with sensitivity 84% and specificity 86% using word2vec. These sensitivities and specificities are comparable to blood- or imaging-based markers which attain mean accuracies of 80.3% in classification (Schwarz et al., 2010; Zeng et al., 2018). We note that our participants were in remission, and scored low on positive symptom severity, highlighting the sensitivity of connectedness as a marker of SSD. As such, our findings support the applicability of spontaneous speech as a phenotypic, quantifiable marker for classification of SSD.

Our findings support previous research in which word connectedness was used to differentiate between healthy controls and participants with SSD (Cecchi., 2016; Iter et al., 2018b). Our results are comparable to these studies in accuracy and did not include other measures such as syntactic complexity. That we found such high accuracies using one tool might be partially explained by differences between distributed word representation types. Distributional word representations are based on co-occurrence matrices (e.g. Latent Semantic Analysis (LSA) (Landauer and Dumais, 1997), Latent Dirichlet Allocation (LDA) (Blei et al., 2003)). In contrast, distributed tools use neural network language models to learn word representation, such as word2vec (Mikolov et al., 2013b, 2013a). Distributed word representations aim at capturing both semantic and syntactic information, and are better at preserving linear relations between words. In particular word2vec has been shown to outperform LSA in multiple studies (Glasgow et al., 2016; Villegas et al., 2016), although there is evidence that LSA is better suited for small corpora (Altszyler et al., 2016).

The range over which word connectedness was an informative measure for classification shows the importance of taking this methodological consideration into account. On closer examination, we notice that the features deemed most informative in the classifier correspond to variance in sentence-length windows (5–10 words), confirming earlier findings and other research investigating connectedness over windows (Corcoran et al., 2018; de Boer et al., 2018). These window sizes correspond to an average sentence length of spoken Dutch (Wiggers and Rothkrantz, 2007). The increased variance for participants with SSD at these values (See Table S2) indicate that subjects with SSD have more variation in word connectedness over sentence-size ranges. Minimum word connectedness, while included in our model, was a less
informative feature than variance. Previous studies used different ways to invoke language production, such as spontaneous speech, picture retelling tasks or written text. We noted that for each variety of produced language the part of language suitable for classification differs per task. Other research has used non-sentence level tasks such as semantic verbal fluency to assess coherence of participants (Nicodemus et al., 2014). Therefore it would be prudent to further investigate differences between different language elicitation types, and explore a certain range of word connectedness windows for specific approaches. Attention should also be paid to our finding of variance of connectedness across the 5–10 word range, as previous research has found minimum or median features of connectedness or coherence to be informative (Bedi et al., 2015). A possible explanation for this finding could be related to our interview procedure. When a person answered a certain question and did not elaborate further on the topic, the next question would be asked, thereby introducing a change of topic. Given that patients typically give shorter answers to a question, two consecutive ‘sentences’ in patients will most likely be answers to at least two different questions. The controls were more likely to expand on a certain question spontaneously, thereby staying on topic for several consecutive windows.

Moreover, previous research by our group showed that the mean length of an utterance was a strong predictor of the integrity of the white matter language tracts in both patients with SSD and healthy controls (de Boer et al., 2020b). Previous studies have also shown that there is a relation between language connectedness and brain activity (Palaniyappan et al., 2019; Tagamets et al., 2014). It could thus be that a reduced integrity of the language tracts, underlies why patients give shorter answers, and might thus explain why this is such a strong predictor of group status in the current study. Other research has examined the hierarchical temporal and topological features of speech
comprehension and production using functional imaging (Huth et al., 2016; Lerner et al., 2011). Applying these methods to subjects with SSD could inform us of the biological mechanisms of impaired coherence in speech. The classification results achieved using our approach can be seen as an initial step towards future research of word connectedness for SSD monitoring, diagnosis and prognosis. While we here explored word connectedness in depth, other sources of information should not be disregarded. To develop a precise phenotype of pathology, serving as a marker not only for the presence of pathology in general but one which is also useful to differentiate between disorders, a multitude of features and large samples are probably necessary due to overlapping features (i.e. reduced affect in both schizophrenia and depression) as well as overlap in clinical symptoms (i.e. depressive symptoms in psychosis-spectrum disorders; de Boer et al., 2020a). Such approaches should use different features of language such as phonetics, syntactic markers, or other semantic measures such as semantic density depending on the language characteristic of each disorder (Rezaii et al., 2019; for reviews, see Corcoran and Cecchi, 2020; de Boer et al., 2020a).

The progress in natural language processing and computational linguistics opens up opportunities for quantitative research of these linguistic and phonetic features; research from our group on phonetic markers in speech was similarly successful in classifying a different sample of patients from controls with a high accuracy based on a handful of acoustic features such as pausation characteristics (de Boer et al., 2020b).

4.1. Limitations and strengths

Since language is a high-level cognitive phenomenon, a variety of factors other than clinical group status could have an impact on its features. While we were able to match groups based on age and gender, years of education differed significantly between controls and participants with SSD. This group difference might partially confound our results as higher education has an effect on vocabulary (Milton and Treffers-Daller, 2013). However, the educational difference is not unexpected in SSD as the disorder usually manifests during the age at which education takes place (DeLisi, 1992). Using a correlational analysis, we did not find evidence of a relation between any of the calculated variance in connectedness and education in SSD participants (see supplemental Table S3), further making it unlikely that this group difference had an effect.

Methodological considerations should include the observation that participants with SSD produce less speech compared to healthy controls, in shorter sentences (Thomas et al., 1996) (see also Table 1). When assessing language connectedness with a moving window approach, short utterances lead to an increased percentage of different utterances within a calculated window, which is a possible explanation of our finding of increased variance in word connectedness in language produced by participants with SSD. Controlling for this confounding factor is difficult due to the absence of punctuation in spoken language, making utterance delineation a subjective process. Although we found no significant relation between the total amount of words spoken and variance of connectedness (Table S4), and we find significant group differences over all window sizes, including windows where the overlap of utterances is small such as size 2 (Table S2), sentence length could still play a role in these analyses.

As all our patients used antipsychotic medication, we cannot exclude an effect of medication on word and sentence level connectedness. Recent research from our group has shown that some measures of speech from subjects with SSD are influenced by antipsychotic medication (de Boer et al., 2020). While we cannot exclude antipsychotic medication as a confounder for analysis regarding semantic connectedness, we observed no significant correlation between any variance measures and the chlorpromazine equivalent dosage of (Table S5, all p>0.05).

While we employed repeated cross-validation to prevent model overfitting, the current study lacked an independent test sample. As a further limitation, we note that while transcribers were blinded to group status, group status could sometimes be inferred from speech produced by the participant (e.g. while talking about their last birthday, a participant might mention they were admitted).

Strengths of the current study include a relatively large sample of participants compared to previous speech research, using methodologically comprehensive word connectedness over a range of window sizes. Our findings provide support for the generalizability of previous findings in English and Spanish (Corcoran et al., 2018) to other languages (i.e. Dutch), which future research can expand on in order to position quantitative language as a reliable cross-linguistic biomarker.

Concluding, word connectedness in language is an accurate and specific feature present over a range of window sizes, that can assist in the classification of patients with schizophrenia spectrum disorder and controls. High classification accuracy using machine learning classifiers can be achieved using language connectedness. By adding other language parameters such as speech acoustics or syntax, even higher accuracies are probably feasible. We found optimal discriminative ability
in the window size of 5–10 words. As the patients of our sample were mostly in remission of psychosis, this method appears to be sensitive even to low symptom levels. Our results add to the mounting evidence that a multitude of quantifiable linguistic measures are affected in schizophrenia spectrum disorders. Combining and fine-tuning these measures can help to accurately classify psychiatric disorders in a fast, non-invasive, reliable way.
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