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The article considers two strategies for decreasing the error of universal single-mode Gaussian transformations implemented using one-way quantum computation on a four-node linear cluster state. We have shown that it is possible to choose the weight coefficients of the cluster state in such a way as to minimize the error of the universal single-mode Gaussian transformation. We have modified the computation scheme by adding a non-Gaussian state obtained using a cubic phase gate as one of the nodes of the cluster. It further decreases the computation error. We have evaluated the efficiency of the optimization scheme that we proposed after the error correction procedure based on the calculation of the probability that the error will not be corrected. We have shown that for some transformations, the error probability can be reduced by 900 times.
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I. INTRODUCTION

One-way quantum computation [1–3] is one of the promising models for universal quantum computation. In our work, we will discuss the continuous variable one-way quantum computation [1]. Unlike discrete quantum systems, the use of continuous variables ones allows us to build schemes, so that each time we access them we get a significant measurement result (deterministic schemes). In addition, such systems have great potential in terms of their scalability [4–9] and noise immunity [10, 11]. However, working with continuous-variable quantum systems also has a significant drawback: the presence of unavoidable errors associated with the finite squeezing degree of states, which are used as a resource for computation. The squeezing, which is experimentally achievable at the moment, turns out to be insufficient for performing fault-tolerant universal one-way quantum computations: the maximum experimentally achievable squeezing degree is -15 dB [12], whereas for such computations (without using surface codes and post-selection procedure) the squeezing of -20.5 dB [13] is required. The resource state requirement can be lowered by using computation schemes that are less sensitive to the inherent error. The idea of constructing such schemes is to analyze the computational procedure to identify the nodes that make the most noisy result and reduce their influence.

In our work, we set the goal of reducing single-mode operation errors. The first strategy proposed in this article employ the Gaussian transformations and is to vary the weight coefficients of the cluster state used as a resource for quantum computation. In article [14], based on the quantum teleportation protocol, we showed that it is possible to decrease the quantum signal transmission error by using the weighted Controlled-Z (CZ) transformation [15–17] as an entanglement operation. Increasing the weight coefficients made it possible to significantly decrease the error in one of the quadratures, while remaining within the Gaussian transformations. Therefore, in Sec. II, we study the role of cluster state weight coefficients in the formation of the single-mode operation error.

It is necessary to mention that according to the No-Go theorem [18] Gaussian states cannot be used to correct Gaussian errors (errors determined by Gaussian transformations) in Gaussian states. The method we propose does not contradict this theorem. We reduce the computation error not by additional error correction, but by reducing the role of nodes that contribute the most errors.

The second strategy for decreasing the computation error considered in this paper is the use of clusters with non-Gaussian nodes. In article [19] we have shown that using states prepared by the cubic phase gate [20], it is possible to reduce errors in the teleportation protocol. The teleportation protocol underlies of the one-way quantum computation. Therefore, we apply this strategy of the cluster modification to manage performing computation with fewer errors. At the same time, we place the emphasis on the minimum change in the resource state (we modify only one node), which would lead to the maximum error decreasing. It is worth noting that the non-Gaussian operation we have chosen can be performed deterministically, when each measurement leads to the desired result. This is important for scalability of quantum computation schemas and is an important advantage of computations in continuous variables. The use of probabilistic procedures (such as the photon subtraction [21, 22]) would deprive the protocol of this advantage.

In article [19], we proposed a strategy for decreasing the quantum teleportation protocol error by using a cubic phase gate to prepare a non-Gaussian resource state. In the Sec. III, we apply this strategy to decreasing the error of universal single-mode transformations. It should be noted that the generation of cubic phase states in itself is a complex experimental challenge. The first idea of generating cubic phase states was proposed by Gottesman, Kitaev, and Preskill in 2001 [20, 23, 24]. It turned out that this idea is difficult to implement in
practice, since it requires performing the quadratic displacement operation by a value far from what is achievable in an experiment. Because of this, the cubic phase gate has long remained just an abstract mathematical transform. However, the situation has changed in recent years. Many works have appeared that are devoted to new methods for the cubic phase states generation [25–30] and the implementation of the cubic phase gate [28, 31, 32]. Particularly significant progress was achieved in the microwave frequency range - it was in this range that the cubic phase state was generated for the first time [33]. As a result, the cubic phase gate gradually turns from a purely theoretical transformation into a real-life device.

This paper is organized as follows. In Sec. II, we described the transformation scheme on a weighted four-node linear cluster state and demonstrated its universality for arbitrary values of weight coefficients. Also in this section, we estimated the errors in the considered scheme and proposed options for optimizing the transformation errors for experimentally achievable values of the weight coefficients. In Sec. III, we studied a modified computation scheme in which a cubic phase gate is used to prepare the cluster state, estimated the errors in this scheme, and performed their optimization. In Sec. IV, we evaluated the efficiency of optimization of the computation proposed in the previous sections based on the calculation of the error correction probability.

II. UNIVERSAL SINGLE-MODE OPERATION ON A FOUR-NODE CLUSTER

A. Transformation scheme on a linear four-node weighted cluster

The principle of performing an arbitrary single-mode operations on an unweighted linear four-node cluster is well known [24, 34]. In this subsection, we will repeat similar transformations on a weighted cluster, and in the next subsection, we will demonstrate their universality for an arbitrary values of weight coefficients.

To get an explicit expression for the transformation error, let us start with constructing the cluster state itself. The linear cluster state (Fig. 1(a)) is prepared from four oscillators squeezed in the $y$-quadrature. The quadratures of the j-th oscillator are described as

$$\hat{x}_{s,j} = e^{\beta r} \hat{x}_{0,j}, \quad \hat{y}_{s,j} = e^{-\beta r} \hat{y}_{0,j}, \quad (1)$$

where $\beta$ is the squeezing coefficient, and $\hat{x}_{0,j}$ and $\hat{y}_{0,j}$ are the quadratures of the j-th oscillator in the vacuum state. The entanglement of the first resource oscillator with the second squeezed is performed by using the cubic phase gate $g_{jk}$ with the weight coefficients $g_{jk}$. This transformation acts on the oscillators $j$ and $k$ as

$$\hat{C}_z(g_{jk}) = e^{i g_{jk} \hat{x}_j \hat{x}_k}. \quad (2)$$

The weight coefficient of the CZ gate $g_{jk}$ can take any real values. The value of the weight coefficient determines the strength of the entanglement, i.e., how much information about the j-th system after the entanglement procedure will be contained in the k-th and vice versa. The sign of the weight coefficient indicates the creation of positive or negative correlations (anti-correlations) between oscillators. Hereinafter, in this paper, we will talk about positive weight coefficients, bearing in mind that their sign does not influence the error decrease.

All CZ transformations commute with each other. Thus, we can consider the computation on a four-node cluster state (see Fig. 1(b)) as a computation on a pair of two-node cluster states (see Fig. 1(c)). It simplifies the analysis of the scheme.

Let us consider the transformation performed on the first pair of resource states. The first and second squeezed oscillators are entangled using the CZ gate with the weight coefficient $g_1$, and the input state is entangled to the first resource oscillator by a similar operation with a weight coefficient $g_4$. As the result, the amplitudes of the oscillators take the following form:

$$\hat{a}'_1 = \hat{x}_1 + i(g_1 + g_4 \hat{x}_s, 1), \quad (3)$$

$$\hat{a}'_2 = \hat{x}_2 + i(g_1 + g_4 \hat{x}_s, 2), \quad (4)$$

We then perform homodyne measurements with the local oscillator’s phases $\theta_1$ and $\theta_2$ over the input and first oscillators, respectively. It leads to the following equalities for the photocurrent operators:

$$\hat{i}_{in} = \beta \sin \theta_1 (g_1 + g_4 \hat{x}_s, 1) + \beta \cos \theta_1 \hat{x}_1, \quad (5)$$

$$\hat{i}_1 = \beta \sin \theta_2 (g_1 + g_4 \hat{x}_s, 2) + \beta \cos \theta_2 \hat{x}_s, 1, \quad (6)$$

where $\beta$ is the amplitude of the homodyne detector’s local oscillator. Such measurements, due to the entanglement of the resource state, lead to a change in the quadrature components of the second oscillator:

$$\hat{x}'_2 = \left( \frac{\cot \theta_1 \cot \theta_2 - g_4}{g_1} \right) \hat{x}_1 + \cot \theta_2, \quad \frac{\beta g_1 \sin \theta_1}{g_4} \hat{x}_s, 1$$

$$\hat{y}'_2 = \left( \frac{\cot \theta_1 \cot \theta_2 - g_4}{g_1} \right) \hat{y}_1 + \hat{y}_s, 2 + \frac{i \sin \theta_1 g_1 \sin \theta_2}{g_4} \right) \hat{y}_1$$

Here, we replaced the operators of photocurrents by c-numbers corresponding to the results of the given measurement: $i_{1,m}$ and $i_{m,1}$. Let us rewrite this transformation in matrix form:

$$\begin{pmatrix} \hat{x}'_2 \\ \hat{y}'_2 \end{pmatrix} = \begin{pmatrix} \frac{\cot \theta_1 \cot \theta_2 - g_4}{g_1} \cot \theta_2, \cot \theta_2 - g_4 \\ \frac{\cot \theta_1 \cot \theta_2 - g_4}{g_1} \beta g_1 \sin \theta_1 \end{pmatrix} \begin{pmatrix} \hat{x}_1 \\ \hat{y}_1 \end{pmatrix} + \frac{g_1 \sin \theta_1 g_1}{g_4} \hat{x}_s, 1$$

$$+ \frac{i \sin \theta_1 g_1 \sin \theta_2}{g_4} \hat{y}_s, 2 + \beta g_1 \sin \theta_2 \right)$$

$$+ \frac{i \sin \theta_1 g_1 \sin \theta_2}{g_4} \hat{y}_s, 2.$$
It is well known that this transformation is not universal for unit weight coefficients. To ensure universality, it is necessary to perform a similar operation again on another pair of nodes. Since our task is to ensure universality for any $g_j$, its absence for $g_j = 1$ obviously requires complementing the scheme.

The operation on the second pair of nodes, up to weight coefficients of CZ gate, repeats the operation on the first pair of nodes. Thus, the second part of the scheme performs the operation similar to the transformation (10), where the input data are the quadratures $x'_2$ and $y'_2$. At the output of the scheme, the c-number components of the quadratures of the field are compensated by displacement, depending on the values of the measured photocurrents. We introduce new notation:

$$\cot \theta'_2 = \frac{\cot \theta_2}{g_2^4}, \quad \cot \theta'_4 = \frac{\cot \theta_4}{g_2^4}. \quad (11)$$

Note that in the new notation, the mathematical expression for the input-output transformation will depend not on the weight coefficients themselves, but on their ratio. It is convenient for further analysis. Thus, the operation carried out by our scheme has the form

$$\begin{pmatrix} \hat{x}_{\text{out}} \\ \hat{y}_{\text{out}} \end{pmatrix} = U(\theta_1, \theta'_2, \theta_3, \theta'_4) \begin{pmatrix} \hat{x}_{\text{in}} \\ \hat{y}_{\text{in}} \end{pmatrix} + \delta \mathbf{e}_0(\theta_3, \theta'_4). \quad (12)$$

Here, the desired transformation performed on the input state is described by the matrix

$$U(\theta_1, \theta'_2, \theta_3, \theta'_4) = \begin{pmatrix} \frac{\cot \theta_3 \cot \theta'_1 - 1}{g_3/g_4} & \frac{\cot \theta'_3}{g_3/g_4} \\ -\frac{\cot \theta_1 \cot \theta'_4 - 1}{g_4/g_2} & \frac{\cot \theta'_1}{g_4/g_2} \end{pmatrix} \times \begin{pmatrix} \frac{\cot \theta_3 \cot \theta'_1 - 1}{g_3/g_4} & \frac{\cot \theta'_3}{g_3/g_4} \\ -\frac{\cot \theta_1 \cot \theta'_4 - 1}{g_4/g_2} & \frac{\cot \theta'_1}{g_4/g_2} \end{pmatrix}, \quad (13)$$

and the transformation error associated with the finite squeezing of the oscillators is described by the vector

$$\delta \mathbf{e}_0(\theta_3, \theta'_4) = \begin{pmatrix} \frac{\cot \theta_3 \cot \theta'_1 - 1}{g_3/g_4} & \frac{\cot \theta'_3}{g_3/g_4} \\ -\frac{\cot \theta_1 \cot \theta'_4 - 1}{g_4/g_2} & \frac{\cot \theta'_1}{g_4/g_2} \end{pmatrix} \times \begin{pmatrix} \frac{\hat{x}_{\text{in}}}{g_3} \\ \frac{\hat{y}_{\text{in}}}{g_4} \end{pmatrix}.$$

It should be noted that in the scheme under consideration, the transformation error $\delta \mathbf{e}_0$ depends only on the angles $\theta_3$ and $\theta'_4$. This is because the measuring the second pair of resource oscillators transforms the error from the first pair of resource oscillators.

### B. Universality of the transformation with arbitrary weight coefficients

First, we need to find out if the transformation $U$ is universal. It was shown in [34] that the $U$ will be universal when weight coefficients of CZ gate are unity. However, we need to check whether universality is preserved for arbitrary non-unity weight coefficients. To do this, we will show that it is possible to choose the phases of local oscillators of homodyne detectors in such a way that the matrix $U(\theta_1, \theta'_2, \theta_3, \theta'_4)$ is equal to any given arbitrary symplectic matrix, i.e.

$$U(\theta_1, \theta'_2, \theta_3, \theta'_4) = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad (15)$$

where the coefficients of matrix satisfy the condition

$$ad - bc = 1. \quad (16)$$

Taking into account the explicit form (13) of the matrix $U$, the Eq. (15) is equivalent to the system of equations

$$\begin{align*}
\frac{g_2 g_4}{g_1 g_3} (\cot \theta_1 \cot \theta'_2 - 1)(\cot \theta_3 \cot \theta'_4 - 1) - \frac{g_1 g_2}{g_3 g_4} \cot \theta_1 \cot \theta'_4 &= a, \\
\frac{g_2 g_4}{g_1 g_3} \cot \theta'_2 (\cot \theta_3 \cot \theta'_4 - 1) - \frac{g_1 g_2}{g_3 g_4} \cot \theta'_1 &= b, \\
\frac{g_2 g_4}{g_1 g_3} \cot \theta'_2 (\cot \theta_3 \cot \theta'_4 - 1) - \frac{g_1 g_2}{g_3 g_4} \cot \theta_1 + \frac{g_1 g_3}{g_2 g_4} \cot \theta_1 &= c, \\
\frac{g_2 g_4}{g_1 g_3} \cot \theta'_2 \cot \theta_3 + \frac{g_1 g_3}{g_2 g_4} &= d. \quad (18)
\end{align*}$$

Figure 1. (a) The configuration of the cluster state used as a resource for computation. (b) Scheme for implementing of the universal single-mode operation on a linear weighted four-node cluster state. (c) Scheme of implementation of universal single-mode operation on a pair of two-node cluster states. In the diagram: $S_j$ are squeezed states; $C_z(g_j)$ is the CZ transformation with weight coefficient $g_j$; $\theta_j$ are the phases of the local oscillators employed for balanced homodyne detection; and X and Y are operations that displace the corresponding quadratures of the fields in the channel, depending on the detection results.
Due to the condition (16) on the matrix coefficients, any one of these equations can be derived from the three remaining. Thus, there are only three independent equations in four variables. The system of Eqs. (17)–(20) is not uniquely solved, and one of the phases can be chosen as a free parameter, which we can change. We can see that for \( \theta_2 = \pi/2 \) or \( \theta_3 = \pi/2 \) the Eq. (20) turns into the equality, so that we lose the ability to solve the system for an arbitrary matrix. Therefore, the phases \( \theta_2 \) and \( \theta_3 \) cannot be chosen as a free parameter. Of the remaining two phases, the phase \( \theta_4 \) is the best candidate for free parameter, since the transformation error depends on it. In the future, with the right choice of the phase \( \theta_4 \), we will be able to minimize the transformation error.

For some arbitrary fixed value of phase \( \theta_4 \), the solution of the system (17)–(20) exists for the remaining phases and has the form

\[
\cot \theta_1 = \frac{c}{d} + \frac{\left( \frac{g_1 g_2}{d} - d \right) \frac{g_3}{g_2}}{\left( \frac{g_1 g_2}{g_3} + d \cot \theta_4 \right) \frac{g_2}{g_3}}, \tag{21}
\]

\[
\cot \theta_2 = -\frac{g_1 g_2}{g_3 g_4} \left( \frac{g_2^2}{g_3} b + d \cot \theta_4 \right), \tag{22}
\]

\[
\cot \theta_3 = \frac{c - \frac{g_1 g_2}{g_3} b + d \cot \theta_4}{\frac{g_2}{g_3}.} \tag{23}
\]

Thus, for any arbitrary fixed value \( \theta_4 \), we can choose the phases of the local oscillators \( \theta_1 \), \( \theta_2 \), and \( \theta_3 \) in such a way that the matrix (13) is equal to any given arbitrary symplectic matrix. This means that the transformation given by the matrix (13) is universal.

C. Single mode transformation error on a weighted cluster

1. Optimization for arbitrary values of weight coefficients

Let us estimate the errors in the considered scheme of one-way computations. To do this, we pass from the error vector to one consisting of variances \( \langle \delta^2 \rangle \). We assume resource oscillators to be statistically independent and squeezed equally, i.e. \( \langle \delta^2_0 \rangle \equiv \langle \delta^2_j \rangle \) for \( j = 1, 2, 3, 4 \). Then, the vector of variances has the form:

\[
\langle \delta^2 \rangle = \begin{pmatrix} \frac{1}{g_1} \left( \frac{\cot \theta_3 \cot \theta_1 - 1}{g_1/g_2} \right) \frac{g_3}{g_2} \frac{g_3}{g_2} + \frac{1}{g_1} \left( \frac{g_1 g_2}{g_3} \cot \theta_4 \right) \frac{g_3}{g_2} + \frac{c}{g_1} \frac{g_3}{g_2} + 1 \end{pmatrix} \langle \delta^2 \rangle \tag{24}
\]

Note that the transformation errors directly depend on the weight coefficients \( g_1 \) and \( g_3 \). On the other hand, the ratio between weight coefficients \( g_3/g_2 \) determines which type of operation at the certain phase values is performed. Therefore, it makes sense to compare the transformation errors only for a fixed ratio \( g_3/g_2 \), i.e. to compare the errors of the same operations. To achieve it, let us introduce solutions (21)–(23) into Eq. (24). As a result, we get the error variance vector:

\[
\langle \delta^2 \rangle = \begin{pmatrix} \left( \frac{1}{g_1} \left( \frac{\cot \theta_3 \cot \theta_1 - 1}{g_1/g_2} \right) \frac{g_3}{g_2} \frac{g_3}{g_2} + \frac{1}{g_1} \left( \frac{g_1 g_2}{g_3} \cot \theta_4 \right) \frac{g_3}{g_2} + \frac{c}{g_1} \frac{g_3}{g_2} + 1 \end{pmatrix} \langle \delta^2 \rangle \tag{25}
\]

This vector depends on the implemented operation (on the values of \( d \) and \( b \), on the phase \( \theta_4 \) and on the value of the weight coefficients of the cluster state \( g_1, g_2, g_3, g_4 \).

The dependence of the error on the weight coefficients of the cluster state means that for each transformation (for each \( b \) and \( d \)) there is a cluster state configuration that yields the minimal error. One can use this feature to construct non-universal quantum calculators capable of solving specific tasks. Here and below, we will be interested in the errors of universal quantum computation. Therefore, we are leaving out of consideration calculators for local problems (which are usually called quantum simulators). Unfortunately, in practice, when building universal computer, we cannot choose weight coefficients for each transformation, since this would require us to rebuild the cluster generation scheme each time. In reality, we have a cluster state with fixed weight coefficients. We need to choose the weight coefficients so that any transformation have a small error. Our goal is to identify such weight coefficients.

From the Eq. (25), one can see that if we impose the conditions on the weight coefficients: \( g_1 \gg g_4, g_2 \gg g_3, g_3 \gg 1, g_4 \gg 1 \), and set \( \theta'_4 \) equal to \( \pi/2 \), then the error will be proportional to the following vector:

\[
\langle \delta^2 \rangle \approx \begin{pmatrix} 0 \\ 1 \end{pmatrix} \langle \delta^2 \rangle, \tag{26}
\]

That is, we get the minimum computation error, which does not depend on the implemented operations (on \( b \) and \( d \)). Unfortunately, in experiments we cannot make the weight coefficients infinitely large, since it require an infinite squeezed resource states. Let us see how large we can make the weight coefficients in practice.

2. Experimental implementation of CZ transformation

To understand what restrictions are imposed on the weight coefficients of cluster state, let us consider the structure of the CZ transformation. As is known, the CZ gate with the weight coefficient \( g \) transforms the vector of input quadratures into the vector of output quadratures
is usually applied. In this scheme, the quadratures of the output state Out can be represented as:

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
g & 1 & 0 & 0 \\
g & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
t & r & 0 & 0 \\
r & -t & 0 & 0 \\
0 & 0 & t & r \\
0 & 0 & r & -t
\end{pmatrix}
\begin{pmatrix}
\sqrt{s} & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{s}} & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{s}} & 0 \\
0 & 0 & 0 & \sqrt{s}
\end{pmatrix}
\begin{pmatrix}
r & t & 0 & 0 \\
t & -r & 0 & 0 \\
0 & 0 & r & t \\
0 & 0 & t & -r
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
g & 1 & 0 & 0 \\
g & 0 & 1 & 0
\end{pmatrix}.
\]

(28)

where

\[
\begin{align*}
r &= \frac{\sqrt{s}}{\sqrt{1 + s}}; \\
t &= \frac{1}{\sqrt{1 + s}}, \\
s &= \frac{1}{2} \left(2 + g^2 - g \sqrt{4 + g^2}\right). \\
\end{align*}
\]

(29)

Here, the first and last matrices describe the phase shifters. The second and fourth matrices describe the beam splitter transformation, and the third matrix describes the squeezing. Since we consider the case of non-negative weight coefficients \(g\), then \(s \in [0, 1]\).

The main difficulty in the practical implementation of the CZ gate is the in-line squeezing. The in-line squeezing is the squeezing transformation performed on the oscillator inside the computation scheme. For in-line squeezing of the oscillator in one of the quadrature, the scheme shown on Fig. 2 is usually applied. In this scheme, the squeezed state \(S\) is entangled with the input state In (the state we are transforming) on the beam splitter BS with a reflection coefficient \(R\). Next, the \(x\)-quadrature of the state in the lower channel is measured using the HD homodyne detector. After that, the measurement result is sent to a device that displaces the quadratures of the state in the upper channel (the device is indicated X in the diagram) depending on the measurement result. The quadratures of the output state Out can be represented as:

\[
\begin{pmatrix}
\hat{X}_{out} \\
\hat{Y}_{out}
\end{pmatrix}
= \begin{pmatrix}
\sqrt{R} & 0 \\
0 & \sqrt{R}
\end{pmatrix}
\begin{pmatrix}
\hat{x}_{in} \\
\hat{y}_{in}
\end{pmatrix}
+ \begin{pmatrix}
0 \\
0
\end{pmatrix}
\begin{pmatrix}
\hat{y}_{in} \\
\hat{y}_{in}
\end{pmatrix}.
\]

(30)

It can be seen from this expression that the quadrature \(\sqrt{R}\hat{y}_{in}\) is squeezed, since the reflection coefficient is in the range \(R \in [0, 1]\). Since the squeezing coefficient \(s\) in the Eq. (29) is in the range \(s \in [0, 1]\), we can set \(s = R\), implying that the reflection coefficient is responsible for the squeezing. As we can see, the main bottleneck of this implementation of the squeezing transformation is that there is an error that is added to the computation results. This error is proportional to the squeezed quadrature of the auxiliary oscillator \(S\). The more the quadrature is squeezed, the better the gate is realized.

We use considered scheme as part of the CZ transformation. Let us estimate the squeezing of the auxiliary quantum oscillators required for this. In order for the error to remain small compared to the main transformation, the following requirement must be met:

\[
(1 - R)\langle \delta y_{in}^2 \rangle \ll R\langle \delta y_{in}^2 \rangle
\]

(31)

or

\[
10\log_{10} \left[4\langle \delta y_{in}^2 \rangle \right] \ll 10\log_{10} \left[\frac{4R}{1 - R}\langle \delta y_{in}^2 \rangle \right].
\]

(32)

In this section, for simplicity, we consider fluctuations of the coherent state (\(\langle \delta y_{in}^2 \rangle = 1/4\)) as variance of the input state.

To understand what kind of squeezing we can implement experimentally, we write the expression in a general form for an arbitrary \(g\). To do this, we take into account equality \(s = R\), and substitute the relationship (29) between the values of the squeezing ratio \(s\) and the weight coefficient \(g\) to the Eq. (32). As a result, the final dependence of the weight coefficient on the squeezing of the auxiliary oscillator can be estimated by the following inequality:

\[
g < \frac{10^{-(s/20)}}{\sqrt{1 + 10^{s/10}}}
\]

(33)

where \(x = 10 \log_{10} (4\langle \delta y_{in}^2 \rangle)\). For greater clarity, the Eq. (33) is shown in Fig. 3. At the moment, the squeezing...
that has been experimentally demonstrated is $-15$ dB [12]. Given the fact that the error should be small compared to the main transformation, we can say that the weight coefficient $g$ can be no more than 5. This value we use further for numerical estimates, as corresponding to the maximum experimentally realized squeezing.

3. Optimization of errors of one-way transformations for bounded values of $g$

Let us compare the computation errors with different weight coefficients. We consider the $\| \cdot \|_\infty$ norm as a measure of errors. This norm has the form $\| (\delta e^g_{\theta}) \|_\infty = \max \left[ |\delta e^g_{\theta}1|, |\delta e^g_{\theta}2| \right]$. As we have discussed, to minimize the error, we need to require the conditions: $g_1 \gg g_2, g_2 \gg g_3, g_3 \gg 1, g_4 \gg 1$ and $\theta'_1 = \pi/2$. From the first two inequalities, we can conclude that $g_1$ and $g_2$ should be chosen as maximum, i.e. $g_1 = g_2 = 5$. It follows from the remaining conditions that $g_3$ and $g_4$ should be large enough (compared to unity), so we chose $g_3 = g_4 = 4$. As before, we investigate the effect of weight coefficients on transformation errors for $\theta'_1 = \pi/2$.

It should be noted that one can carry out a multidimensional optimization to find the global minimum of computation errors. However, this is a computationally difficult problem. In addition, the global minimum may lie outside the admissible weight coefficients. In this regard, we limited ourselves to the selection of weight coefficients of the cluster state, which provides a smaller error for a larger number of operations.

We first compare the errors for computation on a cluster state with the optimized weight coefficients ($g_1 = g_2 = 5$ and $g_3 = g_4 = 4$) with the case when an unweighted cluster state is used, i.e. a cluster state with unit weight coefficients ($g_1 = g_2 = g_3 = g_4 = 1$). It is this state that is often considered by researchers as a universal state for implementing quantum Gaussian transformations [24, 34]. Computation errors when using these two cluster states are shown in Fig. 4. One can see that errors of computation on the weighted cluster state with optimized weight coefficients are always lower than on the unweighted cluster state. In other words, we have found that a weighted cluster state with optimized weight coefficients is better suited for the computation.

After we made the optimization of errors due to the weight coefficients, we can proceed to optimization due to the phase $\theta'_2$ of the homodyne detector. Until now, we have considered only the simplest case, when $\theta'_2 = \pi/2$. As follows from Eq. (26), this case is optimal if the weight coefficients obey the conditions: $g_1 \gg g_4, g_2 \gg g_3, g_3 \gg 1, g_4 \gg 1$. As we found out, in reality, the weight coefficients are very limited in value. This limitation means that we cannot achieve the minimum error limit (26). This means that the value of phase $\theta'_2$ is $\pi/2$ is not necessarily optimal. It follows from Eq. (25) that by selecting phase $\theta'_2$ for each specific transformation (for specific $b$ and $d$), we can minimize the errors. It is this optimization that was carried out by us below.

The optimization process consists in finding the minimum value of the function $\| (\delta e^g_{\theta}) \|_\infty = h(\theta'_2, b, d)$ by the parameter $\theta'_2$ depending on $b$ and $d$. As a result of the optimization, we obtain the dependence of the optimal phase on the operation, i.e. $\theta'_{2,\min} = f(b, d)$. Fig. 5(a) shows the error surfaces of computations on the cluster state with weight coefficients $g_1 = g_2 = 5$, $g_3 = g_4 = 4$ when phase $\theta'_2 = \pi/2$ and when phase is optimized depending on the operation ($\theta'_2 = \theta'_{2,\min} = f(b, d)$). It can be seen from the figure that the errors of single-mode
transformation at optimized phase $\theta'_4$ are always smaller than the errors at $\theta'_4 = \pi/2$. In other words, the error of any single mode operation can be further decreased by optimizing the phase of the homodyne detector.

To demonstrate the superiority of our optimized scheme (with optimized weight coefficients and optimized phase $\theta'_4$), let us compare it with the case of computations on a cluster state with the maximum weight coefficients ($g_1 = g_2 = g_3 = g_4 = 5$) at $\theta'_4 = \pi/2$. Fig. 5(b) shows the errors $||\langle \delta e^2 \rangle ||_\infty$ obtained by transformations in these two schemes. It can be seen from the graph that the error in the optimized case of computations is less than the error obtained when using the cluster with maximum weight coefficients. It is important to note that to create a cluster with a large weight coefficients, we need to implement a squeezing transformation with a large coefficient $s$ (see Eq. (29)). To perform such a transformation, we need an additional resource. Without loss of generality, we can say that additional energy is required. The larger the squeezing coefficient $s$, the more energy is needed. All this means that it takes more energy to create a cluster with maximum weight coefficients than to create an optimized cluster state. Thus, we can conclude that the smart use of the available physical resource (proper distribution of weight coefficients and smart choosing of phases of the homodyne measurement) helps to reduce the quantum computation error.

III. SINGLE-MODE OPERATION USING A CUBIC PHASE GATE.

A. Transformation scheme with a cubic phase gate

As we have shown in the previous section, the transformation on a linear 4-node weighted cluster state is universal. Also, it is possible to reduce the error of this transformation by optimizing the weight coefficients of the cluster state. However, part of operations still have significant errors.

In article 19 we have shown that it is possible to reduce the teleportation error by using the cubic phase gate to prepare a non-Gaussian resource state. In this section we will apply this technique to decrease the error of the universal single-mode transformation scheme on a 4-node cluster state. To do it, we include the non-Gaussian state as the second node of the cluster (Fig. 6(a)). It can be seen from Eq. (24) that the expression for the $x$-quadrature error has a term depending on the phase $\theta_4$. We cannot suppress this term by the CZ gate weight coefficients. It arises as a consequence of the finite squeezing of the second resource oscillator, which is why we replace the second node with a non-Gaussian resource.

As in the previous scheme, we use oscillators squeezed in $y$-quadrature as a resource for cluster state preparation. A non-Gaussian resource is prepared by sequentially applying the phase shift on $\pi/2$:

$$R_{\pi/2} = e^{i\frac{\pi}{2}a_2^\dagger a_2},$$

(34)

$y$-quadrature displacement on $\alpha > 0$:

$$\hat{Y}_2(\alpha) = e^{2i\alpha \hat{x}_2},$$

(35)

and a cubic phase gate

$$\hat{Q}_2(\gamma) = e^{-2i\gamma \hat{y}_2^2},$$

(36)

where $\gamma$ is the coefficient of nonlinearity (see Fig. 6(b)). Thus, the second recourse oscillator will proceed to the non-Gaussian state, which is described by the following equation:

$$\hat{a}_2 = -\hat{y}_{s,2} + 3\gamma(\alpha + \hat{x}_{s,2})^2 + i(\alpha + \hat{x}_{s,2}).$$

(37)
The cubic phase gate (36) deforms the uncertainty region of the squeezed in $x$-quadrature state in such a way that a parabola is formed on the phase plane. However, when we displace $y$-quadrature by a positive value $\alpha$ that satisfies condition $\alpha^2 \gg \langle \dot{x}^2_{s,2} \rangle$, the quadrature values of the second oscillator will lie in the first quadrant of the phase plane. In other words, only one of the branches of the parabola will remain on the phase plane.

As in the previous section, let us start with the analysis of the transformation performed on the first pair of resource states. The first Gaussian and second non-Gaussian resource oscillators are entangled using the CZ transformation with the weight coefficient $g_1$, and the input state is entangled to the first resource oscillator by the CZ gate with a weight coefficient $g_4$. After the entanglement, the amplitudes of the oscillators are described by the following equations:

\[ \hat{a}'_{in} = \hat{x}_{in} + i(\hat{y}_{in} + g_4 \hat{x}_{s,1}), \]

where $\hat{a}'_{in} = \hat{x}_{in} + i(\hat{y}_{in} + g_4 \hat{x}_{s,1})$, $\hat{x}'_2 = \left( \frac{\cot \theta_1 \cot \theta_2}{g_1 g_4} \hat{x}_{in} + \frac{g_4}{g_1} \hat{y}_{in} - \frac{\hat{y}_{s,1}}{g_1} + \frac{i_{in,m} \cot \theta_2}{\beta g_1 g_4 \sin \theta_1} \right)$, $\hat{y}'_2 = -\frac{g_1 \cot \theta_1}{g_4} \hat{x}_{in} - \frac{g_1 \cot \theta_1}{g_4} \hat{y}_{in} + \frac{i_{in,m} g_1}{\beta g_1 g_4 \sin \theta_1}$, $\hat{a}'_1 = \hat{x}_{s,1} + i(\hat{y}_{s,1} - g_1 \hat{y}_{s,2} + 3g_1 \gamma (\hat{x}_{s,2} + g_4 \hat{x}_{in})^2 + g_4 \hat{x}_{in})$, $\hat{a}'_2 = -\hat{y}_{s,2} + 3\gamma (\hat{x}_{s,2} + g_4 \hat{x}_{in})^2 + i(\hat{x}_{s,2} + g_1 \hat{x}_{s,1})$. (39) (40)

We can see that the first resource oscillator is now containing the nonlinearity from the non-Gaussian oscillator due to entanglement. We then perform homodyne measurements with the local oscillator's phases $\theta_1$ and $\theta_2$ over the input and first resource oscillators, respectively. Thus, for the operators of photocurrent we get

\[ i_{in} = \beta \sin \theta_1 (\hat{y}_{in} + g_4 \hat{x}_{s,1}) + \beta \cos \theta_1 \hat{x}_{in}, \]

\[ \hat{i}_1 = \beta \cos \theta_2 \hat{x}_{s,1} + \beta \sin \theta_2 (\hat{y}_{s,1} - g_1 \hat{y}_{s,2} + 3g_1 \gamma (\hat{x}_{s,2} + g_4 \hat{x}_{in})^2 + g_4 \hat{x}_{in}). \]

(41) (42)

where $\beta$ is the amplitude of the homodyne detector's local oscillator. Due to the entanglement of the resource state, such a measurement lead to a change in the quadrature components of the field in the second channel:

\[ \hat{x}'_2 = \left( \frac{\cot \theta_1 \cot \theta_2}{g_1 g_4} \hat{x}_{in} + \frac{g_4}{g_1} \hat{y}_{in} - \frac{\hat{y}_{s,1}}{g_1} + \frac{i_{in,m} \cot \theta_2}{\beta g_1 g_4 \sin \theta_1} \right), \]

\[ \hat{y}'_2 = -\frac{g_1 \cot \theta_1}{g_4} \hat{x}_{in} - \frac{g_1 \cot \theta_1}{g_4} \hat{y}_{in} + \frac{i_{in,m} g_1}{\beta g_1 g_4 \sin \theta_1}, \]

\[ \hat{x}'_1 = \hat{x}_{s,1} + i(\hat{y}_{s,1} - g_1 \hat{y}_{s,2} + 3g_1 \gamma (\hat{x}_{s,2} + g_4 \hat{x}_{in})^2 + g_4 \hat{x}_{in}) \]

\[ \hat{y}'_1 = -\hat{y}_{s,2} + 3\gamma (\hat{x}_{s,2} + g_4 \hat{x}_{in})^2 + i(\hat{x}_{s,2} + g_1 \hat{x}_{s,1}). \]

(43) (44)
Here, as in the previous section, we replaced the operators of photocurrents by c-numbers corresponding to the results of the given measurement: $i_{1,m}$ and $i_{m,n}$. In contrast to Eqs. (8)-(9) for a Gaussian cluster, due to a non-Gaussian resource a square root in Eq. (49) for $y$-quadrature arises that determines the transformation error. Note that, as for the teleportation [19], we rewrite the Eq. (49) in a matrix form:

$$\begin{pmatrix} \hat{x}_2 \\ \hat{y}_2 \end{pmatrix} = \begin{pmatrix} 1 + \frac{\theta_{13}}{\sqrt{12\gamma I_m}} & 0 \\ 1 & 1 + \frac{\theta_{13}}{\sqrt{12\gamma I_m}} \end{pmatrix} \begin{pmatrix} \hat{x}_m \\ \hat{y}_m \end{pmatrix}. \quad (49)$$

Let us compare the resulting expression with the Eq. (10) for the transformation on a pair of Gaussian resource oscillators. One can see that the nonlinearity of the cubic phase gate leads to the appearance of an additional deformation (the matrix before the square brackets on the right side of the Eq. (49)). At the same time, the deformation coefficient depends on the measured values of the photocurrents, which is why we cannot control it. Therefore, we need to compensate for this deformation. Otherwise, it will distort the result, and we can significantly increase the error.

The operation on the second pair of nodes does not contain nonlinearity, so it is similar to the transformation (10) up to weight coefficients. At the output of the scheme, the c-number components of the quadratures of the field are compensated by displacement, depending on the values of the measured photocurrents. In addition, we explore notation (11), as in the previous section. Then the transformation performed on the input oscillator has the form:

$$\begin{pmatrix} \hat{x}_2 \\ \hat{y}_2 \end{pmatrix} = \frac{\cos\theta_3 \cos\theta'_{13} - \frac{g_3}{g_2} \sin\theta_3}{\frac{g_3}{g_2} - \frac{g_3}{g_4}} \begin{pmatrix} \hat{x}_m \\ \hat{y}_m \end{pmatrix} + \frac{\frac{g_3}{g_2} \sin\theta_3}{\frac{g_3}{g_2} - \frac{g_3}{g_4}} \begin{pmatrix} \hat{x}_2 \\ \hat{y}_2 \end{pmatrix}. \quad (50)$$

Now let us find if it is possible to compensate for the deformation that occurs due to the presence of the cubic phase state. This deformation leads to a distortion of the oscillator basis at the output of the first part of the scheme. Therefore, knowing the measurement results in the first part of the scheme, we have the opportunity to remove this deformation by correcting the measurement basis in the second part of the scheme. For making it, we rewrite the Eq. (50), including the deformation in the matrix of the second part of the protocol:

$$\begin{pmatrix} \hat{x}_2 \\ \hat{y}_2 \end{pmatrix} = \begin{pmatrix} \frac{g_3}{g_2} \cos\theta_3 + \frac{g_3}{g_4} \sin\theta_3 \cos\theta_3 - \frac{g_3}{g_2} \sin\theta_3 \cos\theta_3 \frac{g_3}{g_4} & -\frac{g_3}{g_2} \sin\theta_3 \sin\theta_4 \\ \frac{g_3}{g_2} \sin\theta_3 \cos\theta_3 - \frac{g_3}{g_4} \sin\theta_3 \sin\theta_4 & \frac{g_3}{g_2} \sin\theta_3 \sin\theta_4 \end{pmatrix} \begin{pmatrix} \hat{x}_m \\ \hat{y}_m \end{pmatrix} + \begin{pmatrix} \frac{g_3}{g_2} \sin\theta_3 \sin\theta_4 \\ \frac{g_3}{g_2} \sin\theta_3 \sin\theta_4 \end{pmatrix}. \quad (51)$$

If we introduce the new phase

$$\cos\theta'_3 = \cos\theta_3 + \frac{1}{\sqrt{12\gamma I_m}}, \quad (52)$$

then the transformation over the input oscillator will be determined by the matrix (13) depending on $\theta'_3$. In other words, according to the measurements results on the input and the first resource oscillators, we can adjust the
phase $\theta_3$ to compensate for the additional deformation. Thus, we can perform the given operation without additional distortion. As a result, in the modified scheme, the transformation performed on the input state is the same as the transformation to Eq. (12), but it has a different error:

$$\begin{align*}
\hat{x}_{\text{out}} & = U(\theta_1, \theta_2, \theta'_3, \theta'_4) \hat{x}_{\text{in}} + \delta \hat{e}(\theta'_3, \theta'_4).
\end{align*}$$

(53)

Here the matrix $U$ is defined by the Eq. (13), and the error is given by

$$\delta \hat{e}(\theta'_3, \theta'_4) = \begin{pmatrix}
\cot \theta'_3 \cot \theta'_4 - 1 & \cot \theta'_4 \\
-g_3/g_2 & -g_2/g_2
\end{pmatrix} \left(\frac{-\hat{y}_1}{g_2} - \frac{\hat{y}_2}{g_2} + \sqrt{g_2 - 1}\right) + \begin{pmatrix}
\frac{\hat{y}_3}{g_3} \\
\frac{\hat{y}_4}{g_3}
\end{pmatrix}.
$$

(54)

Thus, the conversion error depends not only on the phases $\theta'_3$ and $\theta'_4$, but also on the measured value $I_m$.

We have found that the considered scheme with a cubic phase gate implements the same transformation as the scheme with a Gaussian cluster considered in the previous section. Thus, we do not need to justify the universality of this transformation. However, the errors of these two operations differ significantly from each other. Next, we compare the computation errors of the two schemes we have considered, and evaluate the limitations of the scheme with a cubic phase gate.

B. Error of transformation with cubic phase gate

Let us now investigate how the error of computation in the modified scheme has changed. As in the previous section, we assume the Gaussian resource states to be squeezed equally $(\hat{y}_2^2) = (\delta \hat{y}_2^2)$ for $j \in 1, 2, 3, 4$. Then, variances of the error vector are following:

$$\langle \delta \hat{e}_3^2 \rangle = \left(\frac{1}{g_1} \left(\frac{\cot \theta'_3 \cot \theta'_4 - 1}{g_3/g_2} \right)^2 + \frac{1}{12g^4m} \left(\frac{\cot \theta'_4}{g_3/g_2} \right)^2 + \frac{1}{g_3} \right) \times \langle \delta \hat{y}_3^2 \rangle.
$$

(55)

Comparing Eqs. (24) and (55), one can see that the second term in the expressions for quadrature errors is smaller in $12\gamma I_m$. The average value of $I_m$ is proportional to the displacement $\alpha$ of resource state quadrature, therefore, with a sufficient displacement $\alpha$, we can significantly decrease the contribution to the error from these terms.

As in the previous section, we consider the norm $\|\cdot\|_\infty$ as a measure of errors. We estimate the value of $I_m$ as its average value, i.e. $\langle I_m \rangle \approx 3\gamma m^2$. We used a relatively small cubic phase gate coefficient $\gamma = 0.1$ [25, 91] and the displacement $\alpha = 5\sqrt{5}$ (i.e. $12\gamma I_m = 45$) in the calculations. This displacement satisfies condition $\alpha^2 \gg (\hat{x}_{\text{out}}^2)$ required for the correct operation of the protocol and is implemented in practice. Fig. 7 demonstrates three error distributions depending on the implemented operation, i.e. it depending on $b$ and $d$ (see Eq. (15)). All three distributions are calculated for optimized weight coefficients $(g_1 = g_2 = 5, g_3 = g_4 = 4)$. The orange and blue surfaces correspond to errors for the scheme without a cubic phase gate ($\gamma = 0$): the orange surface corresponds to the case of a fixed phase value $\theta'_4 = \pi/2$, the blue surface corresponds to the case when the angle $\theta'_4$ optimization is performed ($\theta'_1 = f(b, d)$). The green surface corresponds to the error of the scheme using the cubic phase gate ($\gamma \neq 0$) and $\theta'_4$ is being optimized.

IV. EVALUATION OF THE OPTIMIZATION EFFICIENCY OF ONE-WAY QUANTUM COMPUTATION

In the previous sections, we have shown that one-way computations on a four-node cluster state can be optimized by choosing weight coefficients as well as using non-Gaussian transformation. The optimization results in decreasing in computation errors. The important question that remains to be investigated is how effective are these optimizations? Is there a way to efficiently decrease errors if we apply all the optimizations we have proposed?
To answer these questions, we first need to understand how the resulting errors can be compared with each other and what advantages we can expect from the proposed optimization. To do this, it is necessary to recall the quantum error correction procedure. In one-way quantum computations, the error displace the quadrature of the state under computation by a small value proportional to the squeezed quadrature variance of the resource oscillators employed. In article [20] authors proposed a method for correcting errors of small displacements of quadratures using the so-called GKP (Gottesman, Kitaev, Preskill) states. In [35], this method was theoretically applied to the problem of error correction of one-way computations. In article [36], we clarified the error correction method for one-way computations taking into account the noise inherent in the error correction procedure itself, i.e. non-ideal GKP states. Omitting all the details of the theory, we can conclude that the probability that the error has not been corrected (spoils the results of computations) is given by the following expression [36]:

\[ P_{\text{err}}(x_{\text{cr}}, y_{\text{cr}}) = 1 - \text{erf} \left( \frac{\sqrt{\pi}}{2\sqrt{\langle \delta y^2_{\text{cr}} \rangle \left(x_{\text{cr}} + \frac{5\pi}{2} \right)}} \right) \times \text{erf} \left( \frac{\sqrt{\pi}}{2\sqrt{2\langle \delta y^2_{\text{cr}} \rangle (y_{\text{cr}} + \sqrt{5} + 1)}} \right), \]

(56)

where \(x_{\text{cr}}(\delta y^2_{\text{cr}})\) is the error variance of x-quadrature of the output target oscillator, \(y_{\text{cr}}(\delta y^2_{\text{cr}})\) error variance of the y-quadrature. The arguments of the functions erf are determined by two factors: the variances of the transformation errors of each quadrature (the first terms in the denominators of the arguments) and the error added when error correction itself is performed. The latter factor is also the sum of two contributions: the error from the performing of operation \(S U M(1)\) and the error from the broadening of the GKP state peaks. Note that the sequence of the correction procedure determine the distinction of x- and y-quadrature errors. The error function \(\text{erf}(1/z)\) is monotonically decreasing, which means, the greater the value of error variance of quadratures, the more likely the errors has not been corrected.

As can be seen from the definition of function \(P_{\text{err}}(x_{\text{cr}}, y_{\text{cr}})\), it directly shows the quality of computations and characterizes ones scale. Accordingly, it is convenient to utilize this function as a measure for comparing optimized and non-optimized computations and for evaluating the efficiency of the optimization procedure. Fig. 8 demonstrates the ratios of the error probabilities \(P_{\text{err}}(x_{\text{cr}}, y_{\text{cr}})/P_{\text{err}}(x_{\text{cr}}^{\text{opt}}, y_{\text{cr}}^{\text{opt}})\), where \(P_{\text{err}}(x_{\text{cr}}, y_{\text{cr}})\) is the error probabilities of non-optimized computations, \(P_{\text{err}}(x_{\text{cr}}^{\text{opt}}, y_{\text{cr}}^{\text{opt}})\) is the error probabilities of optimized computations. Non-optimized computations correspond to ones on the unweighted cluster state with \(\theta_{1} = \pi/2\). Optimized computations correspond to ones discussed above in Fig. 7: a) optimization by weight coefficients \((g_1 = g_2 = 4, g_3 = 5)\) and \(\theta_{1} = \pi/2\); b) optimization by weight coefficients and by the phase of the homodyne measurement \((\theta_{1} = f(b, d))\); c) optimization by weight coefficients, by the phase of homodyne detector, and using a cubic phase gate. All graphs calculate for squeezing of oscillators equal to \(-15\) dB. One can see, when optimization only by weight coefficients is carried out, the error probability for some transformations becomes 45 times less. When, in addition, we perform optimization by phases of the homodyne detector, the gain for some operations is 400 times. When we use a cubic phase gate and perform full optimization, the error probability for some transformations occurs 900 times less. Note that for resource oscillators with less squeezing, the benefit from the optimization procedure is even more significant.

Thus, one can see that the optimization we proposed
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works very effectively. We can decrease the error probability in the results of computations after the correction procedure by several orders. This means that the optimized computation scheme is more fault-tolerant or, paraphrasing, the fault-tolerant universal quantum computation in the proposed scheme require less squeezing than suggested earlier [35].

V. CONCLUSION

In the presented work, we have shown that varying the weight coefficients of the cluster state used as a resource for computation one can decrease the error of universal single-mode transformations. In real experiments, the squeezing resource is not infinite, so its proper distribution in the cluster is required. We estimated the upper value of the weight coefficients that could be obtained in practice with the current experimental abilities. We have shown that ratios of weight coefficient play a significant role for decreasing the error. Proper distribution of weight coefficients allows us to decrease the error for most of the operations, while spending less energy.

For non-universal operations (solving a specific problem), it is possible to select the cluster state configuration that provides the minimal computation error. Generally, the problem of multidimensional optimization is extremely complex, and its complexity is determined both by the dimension of the cluster and by the infinite dimension of the transformation space. Nevertheless, it is possible to select weight coefficient that provide a minimal error for most of the operations.

Another useful tool is optimization by phases of homodyne measurements. Unlike the weight coefficients, we can choose the optimal phases for each specific operation. This strategy allows us to decrease the computation error without using any additional resources.

We have shown that the inclusion of non-Gaussian nodes prepared by cubic phase gate into the resource cluster state can further decrease the transformation error. For correct work of the protocol, we need to make relatively small displacements of the squeezed state before applying the cubic phase gate. These displacements can be easily implemented in practice. It should be noted that the practical implementation of cubic phase gate is still a challenge for experimenters. However, the generation of the cubic phase states has recently been demonstrated for the microwave range [33]. There is also an active search for suitable systems for the implementation of non-Gaussian gates in the optics [25–27, 30–32].

We have demonstrated the effectiveness of our optimization methods. We have shown that it is possible to significantly decrease the probability of wrong error correction using optimization proposed here. It makes our scheme more fault-tolerant. Thus, the considered methods can give a significant benefit for universal single-mode transformations.
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