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Abstract—To compensate the loss from outdated channel state information in wideband massive multiple-input multiple-output (MIMO) systems, channel prediction can be performed by leveraging the temporal correlation of wireless channels. Machine learning (ML)-based channel predictors for massive MIMO systems were designed recently; however, the time overhead to collect a large amount of training data directly affects the latency of the system. In this paper, we propose a novel ML-based channel prediction technique, which can reduce the time overhead to collect the training data by transforming the domain of channels from subcarrier to antenna in wideband massive MIMO systems. Numerical results show that the proposed technique can not only reduce the time overhead but also give additional performance gain compared to the ML-based channel prediction techniques without the domain transformation.

Index Terms—Massive MIMO, wideband system, channel prediction, machine learning, domain transformation.

I. INTRODUCTION

Accurate channel state information is required in massive multiple-input multiple-output (MIMO) systems to fully exploit the advantage of a large number of antenna arrays [1]. However, the estimated channel at the current coherence time block can be outdated due to the feedback delay of a system [2], or the mobility of a user equipment (UE) [3]. Channel prediction can address the outdated channel problem by using the estimated channels of the previous coherence time blocks without consuming additional pilot resources [4].

Recently, machine learning (ML)-based channel predictors were developed using different types of neural networks [5–8]. A convolutional neural network (CNN) was combined with an autoregressive (AR) channel predictor in [5], and a multi-layer perceptron (MLP)-based channel predictor was compared with the Kalman filter-based channel predictor in [6]. A recurrent neural network (RNN) was employed for the channel prediction in wideband MIMO systems in [7], where the frequency selective channel was transformed into multiple flat fading channels by using the orthogonal frequency division multiplexing (OFDM) technique. An MLP-based channel predictor was developed for wideband massive MIMO systems using OFDM in [8], where a single MLP is trained using the training data collected from a single subcarrier, and then predicts the channels of all subcarriers by exploiting the correlation of subcarrier channels. These works, however, did not pay much attention to reduce the time overhead of collecting the data to train neural networks, which should be minimized to make practical ML-based channel predictors.

In this paper, we first demonstrate two naive ML-based channel prediction approaches for wideband MIMO systems using OFDM. The first approach separately generates ML-based channel predictors for each subcarrier channel, where the time overhead of collecting the training data is not considered. The second approach reduces the time overhead by training one neural network with the training data collected from every subcarrier channel. Although the second approach can reduce the time overhead to collect the same amount of training data as in the first approach, it turns out that high cross-correlation of the subcarrier channels in wideband massive MIMO degrades the quality of the training data, resulting in performance degradation. To overcome this issue, we propose a novel ML-based channel prediction technique that employs the domain transformation, i.e., transforms the subcarrier channels into the antenna-domain channels, to the second approach. The proposed technique can significantly reduce the time overhead to collect the training data and even have performance gain over the channel predictors without the domain transformation.

The rest of paper is organized as follows. Section II describes a system model, and Section III demonstrates two naive ML-based channel prediction approaches for the wideband massive MIMO system. In Section IV, we propose a novel ML-based channel prediction technique that employs domain transformation. In Section V, we show numerical results of the ML-based channel prediction techniques. Finally, in Section VI, we conclude our paper.

Notation: Column vectors and matrices are denoted with lowercase and uppercase letters, respectively. The multivariate normal distribution is represented as $CN(\mu, \Sigma)$. $\mu$ denotes the $m \times 1$ all zero vector, and $I_m$ is the $m \times m$ identity matrix. The Kronecker product is denoted as $\otimes$, and the vectorization of a matrix into a column vector is denoted as vec$(\cdot)$. The expectation is denoted as $E[\cdot]$, and the norm of a vector is denoted as $\|\cdot\|$. $C^{m \times n}$ denotes the set of all $m \times n$ complex matrices. $Re(a)$ and $Im(a)$ denote the real and imaginary parts of a complex number $a$, respectively.

II. SYSTEM MODEL AND CHANNEL ESTIMATION

A. System Model

Since the channel estimation and prediction can be performed separately for each UE, we consider a single user...
wideband massive MIMO system in this paper. Due to the wide bandwidth of the system, the channel experiences frequency selectivity, which causes the inter-symbol-interference (ISI) problem. To address this issue, we adopt the OFDM technique and transform the wideband channel into L narrowband channels with individual subcarriers. Assuming the base station (BS) has M antennas, the uplink received pilots of the $\ell$-th subcarrier at the $n$-th coherence time block is given as

$$y_n^\ell = \sqrt{\rho} h_n^\ell x_n^\ell + z_n^\ell,$$

(1)

where $\rho$ is the signal-to-noise ratio (SNR), $h_n^\ell \in \mathbb{C}^{M \times 1}$ is the uplink channel, $x_n^\ell \in \mathbb{C}$ is the transmit signal, and $z_n^\ell \sim \mathcal{CN}(0, M)$ is the complex additive white Gaussian noise (AWGN).

B. Channel Estimation

For the channel estimation, the UE transmits length $\tau$ pilot sequence to the BS. The overall received pilots of the $\ell$-th subcarrier at the $n$-th coherence time block, $Y_n^\ell$, is given as

$$Y_n^\ell = \sqrt{\rho} n_n^\ell \Phi_n^\ell + Z_n^\ell,$$

(2)

where $\Phi_n^\ell \in \mathbb{C}^{\tau \times 1}$ is the length $\tau$ pilot sequence, and $Z_n^\ell \in \mathbb{C}^{\tau \times M}$ is the complex AWGN. To estimate the channel from the received pilots, we transform (2) into

$$Y_n^\ell = \Phi_n^\ell h_n^\ell + Z_n^\ell,$$

(3)

where $Y_n^\ell \in \mathbb{C}^{\tau \times M}$, $\Phi_n^\ell \in \mathbb{C}^{\tau \times 1}$, $\Phi_n^\ell = \sqrt{\rho} \Phi_n \otimes I_M \in \mathbb{C}^{\tau \times M}$, and $Z_n^\ell \in \mathbb{C}^{\tau \times M}$. The channel of the $\ell$-th subcarrier at the $n$-th coherence time block can be estimated using the least square (LS) method, which is given as

$$g_n^\ell = (\Phi_n^H \Phi_n)^{-1} \Phi_n^H Y_n^\ell.$$  

(4)

In our scenario of interest, the estimated channel $g_n^\ell$ becomes outdated. Hence, we develop ML-based channel prediction techniques that predict the true channel $h_n^\ell$ using $\{g_i^\ell\}_{i=n}$. We denote the predicted channel of the $\ell$-th subcarrier at the $n$-th coherence time block as $\hat{h}_n^\ell$.

III. SEPARATE AND JOINT LEARNING APPROACHES

In this section, we demonstrate two naive ML-based wideband massive MIMO channel prediction approaches. The first approach is a separate learning (SL) approach, where the channel predictors are generated separately for each subcarrier channel. The second approach is a joint learning (JL) approach, where the channel predictor is generated by training a single neural network with the training data that are collected from every subcarrier channel.

A. SL Approach

The SL approach simply repeats the ML-based channel prediction technique in [6] for each subcarrier channel. The optimization problem for the $\ell$-th subcarrier is given as

$$\min_{\hat{h}_n^\ell} \mathbb{E} \left[ \|g_{n+1}^\ell - \hat{h}_{n+1}^\ell \|^2 \right],$$

(5)

s.t. $\hat{h}_{n+1}^\ell = f^\ell (g_{n-n_0+1}^\ell, \ldots, g_n^\ell)$,  

(6)

where the objective is to find the channel predictor $f^\ell(\cdot)$ that minimizes the mean square error (MSE) between the estimated channel $g_{n+1}^\ell$ and the predicted channel $\hat{h}_{n+1}^\ell$. The input order $n_0$ is a control parameter, which is related to the channel variation in time [6].

The optimization problem can be solved via training the neural network with the training data. The training and test datasets for the $\ell$-th subcarrier are denoted as

$$D_{tr}^\ell(N_{tr}) = \left( \{g_{n-n_0+1}^\ell, \ldots, g_{n}^\ell\} : g_{n+1}^\ell \right)_{n=n_0}^{N_{tr}+n_0-1},$$

$$D_{te}^\ell(N_{te}) = \left( \{g_{n-n_0+1}^\ell, \ldots, g_{n}^\ell\} \right)_{n=N_{gap}+n_0}^{N_{gap}+N_{te}+n_0-1},$$

(7)

where $N_{tr}$ and $N_{te}$ are the total numbers of training and test data collected from each subcarrier, respectively. To separate the training data and test data, $N_{gap}$ satisfies $N_{tr} < N_{gap}$. The features of the training data are denoted as $\{g_{n-n_0+1}^\ell, \ldots, g_{n}^\ell\}$, and the label is denoted as $g_{n+1}^\ell$. The detail of training and test phases of the SL approach is described in Fig. 1. In the training phase, the training dataset $D_{tr}^\ell(N_{tr})$ is fed into the neural network. After training the neural network, the channel predictor is generated. Then, the test dataset $D_{te}^\ell(N_{te})$ is fed into the channel predictor to predict the channel of the $\ell$-th subcarrier.

B. JL Approach

Although the SL approach can be easily applied to the wideband massive MIMO system, the time overhead to collect a sufficient amount of training data should be also considered. In the JL approach, a single channel predictor is generated by training one neural network with the training data collected from every subcarrier to reduce the time overhead. The JL approach is motivated from the ML-based channel prediction technique in [8], which exploits the correlation of subcarrier channels.
The neural network. After the training, the generated channel predictor is used to predict the channel for each subcarrier. However, we are motivated to express the channel in the antenna-domain using domain transformation since the collected training data from all subcarrier channels are highly redundant due to the large cross-correlation of the subcarrier channels. In this section, we first introduce the domain transformation of the wideband massive MIMO system, which transforms the subcarrier channels into the antenna-domain channels. Next, we investigate the auto- and cross-correlations of both the subcarrier channels and antenna-domain channels, where the auto-correlations of the channels reflect the correlation between the features of the training data, and the cross-correlations of the channels reflect the correlation between the training datasets, respectively. Finally, we propose an ML-based channel predictor that employs the domain transformation to the JL approach, which reduces the time overhead of collecting the training data and gives additional prediction performance gain compared to the SL and JL approaches.

A. Domain Transformation

To explain the domain transformation, we first denote the $m$-th element of $h_{n}^{\ell}$, $g_{n}^{\ell}$, and $h_{n+1}^{\ell}$ as $h_{n,m}^{\ell}$, $g_{n,m}^{\ell}$, and $h_{n+1,m}^{\ell}$, respectively. We then define the true, estimated, and predicted channels of the $m$-th antenna at the $n$-th coherence time block as

$$h_{n,m} = [h_{n,1,m}^{\ell}, \ldots, h_{n,L,m}^{\ell}]^T,$$

$$g_{n,m} = [g_{n,1,m}^{\ell}, \ldots, g_{n,L,m}^{\ell}]^T,$$

$$\hat{h}_{n+1,m} = [\hat{h}_{n+1,1,m}^{\ell}, \ldots, \hat{h}_{n+1,L,m}^{\ell}]^T,$$

where $(h_{n,m}^T) \in \mathbb{C}^{1 \times L}$ is the row vector of the matrix $[h_{n,1,m}^{\ell}, \ldots, h_{n,L,m}^{\ell}]^T$. Note that the elements of $h_{n,m}^T$ are the subcarrier channels that the $m$-th antenna sees. Since the expressions in (11)-(13) are for the $m$-th antenna, we call these channels as the antenna-domain channels.

B. Correlation Properties

Before applying the domain transformation to the ML-based channel prediction, we investigate the auto- and cross-correlations of both the subcarrier channels and antenna-domain channels. The auto-correlation of the $\ell$-th subcarrier channel can be computed as

$$R_{\ell}(\tau) = \frac{1}{N_{\text{avg}}} \sum_{n=1}^{N_{\text{avg}}} h_{n}^{\ell} H h_{n+\tau}^{\ell} H,$$

where $\tau$ is the time shift, and $N_{\text{avg}}$ is the total number of samples for the sample average. The cross-correlation between the $\ell$-th and $\ell'$-th subcarrier channels can be computed as

$$R_{\ell,\ell'}(\tau) = \frac{1}{N_{\text{avg}}} \sum_{n=1}^{N_{\text{avg}}} h_{n}^{\ell} H h_{n+\tau}^{\ell'}.$$

The auto- and cross-correlations of the antenna-domain channels can be also computed similarly with the channels defined in (11).

In Fig. 2, we investigate the correlation properties of both the subcarrier channels and antenna-domain channels with
respect to the time shift $\tau$ considering the channels used in Section V. The total number of samples $N_{\text{avg}}$ is set to 2000. The correlation values for the subcarrier channels and antenna-domain channels are averaged out for every subcarrier and antenna, respectively. We first observe that the auto-correlation values of the subcarrier channels and antenna-domain channels are both high regardless of $\tau$. These conditions are beneficial when predicting the channel based on the previous channel estimates because the channels are highly correlated in time. We also observe that the cross-correlation values of the subcarrier channels are close to 1 for all $\tau$, which reflects the high redundancy of the training dataset in the JL approach. Since the cross-correlation values of the antenna-domain channels are close to 0, we are motivated to use the domain transformation from the subcarrier-domain to the antenna-domain to reduce the redundancy of the training data in the JL approach.

C. JL With The Domain Transformation

Based on the discussion of correlation properties in the previous subsection, we employ the domain transformation to the JL approach. We denote the proposed technique as a joint learning with domain transformation (JLDT) approach for the rest of the paper. The subcarrier channels are transformed into the antenna-domain channels, and then the neural network is trained with every antenna-domain channel. The JLDT approach shares the same motivation with the JL approach, which is to reduce the time overhead from collecting the training data. Hence, we use the exact same amount of time overhead to collect the training data from each subcarrier channel as in the JL approach. The optimization problem for the JLDT approach is given as

$$
\min_{\mathbf{\beta}} \sum_{m=1}^{M} \mathbb{E} \left[ \| \mathbf{g}_n^{m} \| - \mathbf{\beta}_n^{m+1} \right]^2, \quad (16)
$$

s.t. $\mathbf{\beta}_n^{m+1} = f \left( \mathbf{g}_n^{m-n_0+1}, \cdots, \mathbf{g}_n^{m} \right), \forall m = 1, \cdots, M, \quad (17)$

where the channel vectors are in the form of the antenna-domain described in (12) and (13), and the objective is to generate a single channel predictor $f(\cdot)$ for every antenna-domain channel. The training and test datasets for the JLDT approach are given as

$$
\mathcal{D}_{\text{tr}}^{\text{JLDT}} = \bigcup_{m=1}^{M} \left\{ \{ \mathbf{g}_n^{m-n_0+1}, \cdots, \mathbf{g}_n^{m} \} \right\}_{n=n_0}^{N_{\text{tr}}, n_0 - 1},
$$

$$
\mathcal{D}_{\text{te}}^{\text{JLDT}} = \bigcup_{m=1}^{M} \left\{ \{ \mathbf{g}_n^{m-n_0+1}, \cdots, \mathbf{g}_n^{m} \} \right\}_{n=n_0}^{N_{\text{exp}}, n_0 - 1}. \quad (18)
$$

Although the training data in the JLDT approach have different form compared to the JL approach, both approaches collect $N_{\text{tr}}$ amount of training data from each subcarrier channel and antenna-domain channel, respectively. Hence, the time overhead for collecting the training data in the JLDT approach is reduced linearly by $L$ as in the JL approach. In the training phase, the training dataset $\mathcal{D}_{\text{tr}}^{\text{JLDT}}$ is fed into the neural network. After the training, the generated channel predictor is used to predict the channel of every antenna. From the predicted antenna-domain channels, we reconstruct the subcarrier channels.

V. NUMERICAL RESULTS

In this paper, an MLP is implemented for the neural network. As described in Fig. 4, the MLP includes the input layer, $N$ hidden layers, and output layer. For the JLDT approach, the input data has the form of $\{ \mathbf{g}_n^{t-n_0+1}, \cdots, \mathbf{g}_n^{t} \}$, which are the estimated subcarrier channels of the previous time blocks. In the MLP, the input data is split into the real and imaginary parts, i.e., $\{ \text{Re} (\mathbf{g}_n^{t-n_0+1}), \text{Im} (\mathbf{g}_n^{t-n_0+1}), \cdots, \text{Re} (\mathbf{g}_n^{t}), \text{Im} (\mathbf{g}_n^{t}) \}$, since the input should be real valued. The input data is then vectorized so that the dimension of the input layer and the output layer are $2n_0 M$ and $2M$, respectively. Similarly, since the output of the MLP are real valued, we recombine the output values into the complex channel, which corresponds to the predicted channel $\hat{h}_n^{t+1}$. The input and output data for the JL and JLDT approaches are split and recombined in a similar manner with the SL approach. For the optimizer, an adaptive moment estimation (ADAM) in (10) is employed,
and the cost function is the MSE between the estimated channel $\mathbf{g}_n^{t}$ and the predicted channel $\hat{\mathbf{h}}_n^{t+1}$.

In this paper, the channels are generated using the quasi deterministic radio channel generator (QuaDRiGa) in [11]. The urban micro (UMi) scenario is considered, where the mobility of UE is set to 1 km/h. The coherence time block duration is 20 ms, the carrier frequency is 2.53 GHz, and the number of subcarriers is 50. We implement a uniform planar array (UPA) of 8 by 8 antennas at the BS. For the MLP, two hidden layers with 512 nodes are utilized. The input order $n_0$ is set to 3. We set the size of the batch to 128, learning rate to 0.001, and epoch to 1000. The discrete Fourier transform (DFT) matrix is used for the pilot $\Phi_n^{t}$ in the channel estimation. The performance of the channel prediction is computed with the normalized MSE (NMSE), which is defined as

$$\text{NMSE} = \mathbb{E} \left[ \frac{\| \mathbf{h}_n^{t} - \hat{\mathbf{h}}_n^{t+1} \|^2}{\| \mathbf{h}_n^{t+1} \|^2} \right]. \quad (19)$$

In Fig. 5 we investigate the performance of the channel prediction of the SL approach, JL approach, and JLDT approach with respect to the SNR. The number of training data collected from each subcarrier for the JL and JLDT approaches is $N_{tr} = 20$. We also investigate the performance of the SL approach with $N_{tr} = 1000$ and $N_{tr} = 20$. The case of $N_{tr} = 1000$ is to match the total number of training data with the JL approach, and the case of $N_{tr} = 20$ is to have the same time overhead with the JL and JLDT approaches.

The figure shows that the SL approach with $N_{tr} = 20$ has the worst prediction performance since the number of training data is not sufficient to train the neural network. The JL approach experiences significant performance loss compared to the SL approach with $N_{tr} = 1000$. The high cross-correlation of the subcarrier channels led to the over-fitting in the JL approach since the training data that are collected from different subcarrier channels are highly correlated. On the contrary, the JLDT approach has a performance gain compared to the SL approach with $N_{tr} = 1000$ while consuming the same amount of the time overhead with the JL approach. This gain comes from the low cross-correlation of the antenna-domain channels as shown in Fig. 3 making all the training data for the JLDT approach highly effective.

VI. Conclusion

This paper proposed a novel ML-based channel predictor for the massive MIMO wideband system using OFDM. We first introduced two naive approaches to generate ML-based channel predictors, which are the SL and JL approaches. To reduce the large time overhead of the SL approach, the JL approach and JLDT approach train a single neural network with every subcarrier and antenna-domain channel, respectively. Different from the JL approach, the JLDT approach adopts the domain transformation, which transforms the subcarrier channels into the antenna-domain channels, on the training data. The numerical results showed the JLDT approach had superior channel prediction performance over both the SL approach and JL approach despite of its very small time overhead to collect the training data. The low cross-correlation of antenna-domain channels in the JLDT approach is beneficial to enhance the quality of the training data. We believe the concept of domain transformation, i.e., transform the domain of training data to have low cross-correlation, can reduce the time overhead to collect the training data and enhance the performance of many ML-based wireless communication systems.
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