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Abstract. It is well known that complex harmonic polynomials of degree \(n\) may have more than \(n\) zeros. In this paper, we examine a one-parameter family of harmonic trinomials and determine how the number of zeros depends on the parameter. Our proof heavily utilizes the Argument Principle for Harmonic Functions and involves finding the winding numbers about the origin for a family of hypocycloids.

1. Introduction

Let \(f = u + iv\) be a continuous complex-valued harmonic function, where both \(u\) and \(v\) are real-valued harmonic functions. Such a function can be expressed as \(f = h + \bar{g}\), where \(h\) and \(g\) are analytic.

A familiar fact about analytic functions is that they are sense-preserving (or orientation-preserving) at all points at which the derivative is not zero. Complex-valued harmonic functions, however, may be sense-preserving in one region and sense-reversing in another. Lewy’s Theorem [13] implies that \(f = h + \bar{g}\) is locally univalent and sense-preserving if and only if \(h'(z) \neq 0\) and the dilatation function \(\omega\) of \(f\), defined by \(\omega(z) = g'(z)/h'(z)\), satisfies \(|\omega(z)| < 1\). The dilatation function \(\omega(z)\) can be viewed as a measure of how far \(f(z)\) is from being analytic; \(\omega(z) \equiv 0\) for analytic functions, and \(|\omega(z)| \leq k < 1\) is the well-studied class of quasiconformal functions [11].

Much work has been done examining the similarities and differences between analytic and harmonic functions. Many familiar results for analytic functions hold for complex-valued harmonic functions with only slight modifications. The harmonic analog of the Argument Principle for Analytic Functions is a case in point [7].

Argument Principle for Harmonic Functions: Let \(D\) be a Jordan domain with boundary \(C\). Suppose that \(f\) is harmonic on \(D\), continuous on \(\overline{D}\), \(f \neq 0\) on \(C\), and there are no zeros \(z_0\) of \(f\) in \(D\) for which \(|\omega(z_0)| = 1\). Then the total change in the argument of \(f(z)\) as \(C\) is traversed in the positive direction is \(2\pi N\), where \(N\) is the number of zeros of \(f(z)\) in \(D\) counted according to their multiplicity.
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The multiplicity of a zero $z_0$ of a complex-valued harmonic function is defined via its power series expansion about the zero. That is, let

\[(1.1) \quad f(z) = h(z) + g(z) = a_0 + \sum_{j=r}^{\infty} a_j (z - z_0)^j + \left( b_0 + \sum_{j=s}^{\infty} b_j (z - z_0)^j \right),\]

where $a_r \neq 0$ and $b_s \neq 0$. If $z_0$ is in the sense-preserving region of the plane, then $r \geq s$ and the order of the zero is $r$. If $z_0$ is in the sense-reversing region of the plane, then $s \geq r$ and the order of the zero is defined to be $-s$. For more information about complex-valued harmonic functions, see [1], [5], and [6].

A tantalizing problem is to determine the number of zeros of a complex-valued harmonic polynomial. For analytic polynomials, the Fundamental Theorem of Algebra stipulates that the number of zeros counting multiplicity equals the degree of the polynomial. In the harmonic case, the results are not so straightforward. If $p = h + \overline{g}$ is a harmonic polynomial for which the degree of $h$ is $n$, the degree of $g$ is $m$, and $m \leq n$, then Sheil-Small [17] conjectured that the maximum number of zeros of $p$ is $n^2$. Wilmshurst [18] proved this conjecture and provided an example to show that $n^2$ is sharp. Independently, Peretz and Schmid [16] also proved the conjecture, while Bshouty et al. [3] provided another example to establish the sharpness of the bound. Wilmshurst further conjectured that in the more restrictive case in which $1 \leq m \leq n - 1$, $p$ has at most $m(m + 1) + 3n - 2$ zeros. Khavinson and Swiatek [9] looked at the subclass of harmonic polynomials $p(z) = h(z) - \overline{\gamma}$ related to gravitational lensing. They showed that if the degree of $h$ is $n > 1$, then the number of zeros is bounded by $3n - 2$, which satisfies Wilmshurst’s conjecture. However, Lee et al. [12] later showed that Wilmshurst’s conjecture is not true in general.

Recently, Melman [14] investigated trinomials of the form $q(z) = z^n - az^k - 1$, where $1 \leq k \leq n - 1$, $n \geq 3$, $a \in \mathbb{C}$, and $\gcd(n, k) = 1$. He gleaned information relating to the location of the zeros of $q$. In a similar fashion, Brilleslyper and Schaubroeck [11, 2], considered the family of trinomials $p(z) = z^n + z^k - 1$, where $1 \leq k \leq n - 1$, $n \geq 2$, and derived a formula for the number of zeros of $p$ located on the unit circle. Howell and Kyle [8] then proved a conjecture in [2] to determine the number of zeros of this same trinomial $p$ in the interior and exterior of the unit circle. In this paper, we look at a harmonic equivalent of these trinomials. That is, we consider the family of harmonic trinomials

\[(1.2) \quad p_c(z) = z^n + cz^k - 1,\]

where $1 \leq k \leq n - 1$, $n \geq 3$, $c \in \mathbb{R}^+$, and $\gcd(n, k) = 1$. We are interested in how the number of zeros of $p_c(z)$ changes as $c$ varies. Our main theorem is the following.

**Theorem 1.1.** Let $p_c(z)$ be as in (1.2) and let $N = \lfloor k/2 \rfloor + 1$. There exist $N$ critical values $c_j$, with $0 < c_1 < c_2 < \cdots < c_N$, such that

(a) if $0 < c < c_1$, then $p_c(z)$ has $n$ distinct zeros,

(b) if $c_j < c < c_{j+1}$ for some $1 \leq j \leq N - 1$, then $p_c(z)$ has $n + 4j - 2$ distinct zeros, and

(c) if $c > c_N$, then $p_c(z)$ has $n + 2k$ distinct zeros.

We will prove this theorem in the following section. In the process we also show that $c_1 = \left(\frac{n}{n+k}\right) \left(\frac{n+k}{k}\right)^{k/n} > 1$ and $c_N \leq \left(\frac{n}{n-k}\right) \left(\frac{n-k}{k}\right)^{k/n}$. The following example and accompanying figure provide an illustration.
Example 1.2. Consider $p_c(z) = z^5 + c\bar{z}^3 - 1$, so that, with the notation of Theorem 1.1, $N = 2$, $c_1 = \left(\frac{3}{8}\right)\left(\frac{8}{3}\right)^{3/5} \approx 1.126$, and $c_2 < \left(\frac{5}{2}\right)\left(\frac{5}{2}\right)^{3/5} \approx 1.960$. As Figure 1 illustrates, when $c = 1 < c_1$, the trinomial $p_c(z)$ has $n = 5$ zeros. When $c = 1.5$, corresponding to the case $c_1 < c < c_2$, $p_c(z)$ has $5 + 4(1) - 2 = 7$ zeros. Finally, when $c = 3 > c_2$, the number of zeros has increased to $5 + 2(3) = 11$.

![Zeros of $p_c(z)$](image)

(A) Zeros of $z^5 + z^3 - 1$  
(B) Zeros of $z^5 + 1.5\bar{z}^3 - 1$  
(C) Zeros of $z^5 + 3\bar{z}^3 - 1$

**Figure 1.** Zeros of $p_c(z)$ for $c = 1, 1.5, 3$, and circles $|z| = \left(\frac{c_k}{n}\right)^{\frac{1}{n-k}}$

Theorem 1.1 states that the behavior seen for $p_c(z) = z^5 + c\bar{z}^3 - 1$ is typical: the number of zeros of $p_c(z) = z^n + c\bar{z}^k - 1$ increases from $n$ to $n + 2k$ as $c$ increases. The $c$-values at which the number of zeros increases will be called the critical $c$-values.

The curve in the plane that separates the sense-preserving and sense-reversing regions for $p_c(z)$ plays a significant role in our analysis. A straightforward computation gives that $|\omega(z)| = 1$ if and only if $|z| = \left(\frac{c_k}{n}\right)^{\frac{1}{n-k}}$, with $p_c(z)$ being sense-reversing on the interior of this circle and sense-preserving on its exterior. Because of its central role, we make the following definition.

**Definition 1.3.** The critical circle is $\Gamma_c = \left\{ z : |z| = R_c = \left(\frac{c_k}{n}\right)^{\frac{1}{n-k}} \right\}$.

Note that in Figure 1(A) there are 5 zeros outside of $R_c$, in Figure 1(B) there are 6 zeros outside of $R_c$ and 1 zero inside, and in Figure 1(C) there are 8 zeros outside of $R_c$ and 3 zeros inside. Recall from the Argument Principle for Harmonic Functions that a zero in a sense-preserving region has a positive order while a zero in a sense-reversing region has a negative order. So, in each case in Figure 1, the sum of the orders of the zeros is 5, which is the value of $n$ for $p_c(z)$. In this paper we prove that transitions between numbers of zeros occur when $p_c(\Gamma_c)$ passes through the origin. Furthermore, we show that, for $0 \leq c < c_1$, the trinomial $p_c(z)$ has no zeros inside $\Gamma_c$, whereas for $c > c_N$, it has $k$ zeros inside $\Gamma_c$.

## 2. Proof of Theorem 1.1

To prove Theorem 1.1 we make use of a series of lemmas. First, keeping in mind that the zeros of $p_c(z)$ may include zeros of both positive and negative order, Lemma 2.1 concludes that, for all $c$, the sum of the orders of the zeros of $p_c(z)$ equals $n$. Lemma 2.2 then provides a short proof that every zero of $p_c(z)$ has order $1$ or $-1$. It is also necessary to find the winding number of the image $p_c(\Gamma_c)$ of the critical circle about the origin, because this information relates to the number of
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zeros in the sense-reversing region. Towards that end, Lemma 2.24 shows that the image $p_c(\Gamma_c)$ is a certain type of hypocycloid that is centered at $-1$ and whose size is affected only by $c$. Further, the geometry of the hypocycloid reveals that the number of zeros can only change with additional zeros being balanced inside and outside the critical circle $\Gamma_c$. Finally, Lemma 2.25 shows that $p_c(\Gamma_c)$ has $[k/2] + 1$ distinct intersections with the real axis to the right of its center at $z = -1$, and hence counts the winding number of $p_c(\Gamma_c)$ around the origin for the various values of $c$. The proof of our theorem follows by combining these lemmas.

Lemma 2.1. Let $p_c(z)$ be as in (1.2). For $R$ sufficiently large, the winding number of the image of $|z| = R$ under $p_c(z)$ around the origin is $n$. Thus, for all $c$, the sum of the orders of the zeros of $p_c(z)$ is $n$.

Proof. The proof follows immediately from a standard Rouché-type argument by comparing $|p_c(Re^{it}) - R^ne^{int}|$ with $|R^ne^{int}|$ for sufficiently large $R$.

We next demonstrate that the order of each zero is either 1 or $-1$. Consequently, counting the number of distinct zeros of $p_c(z)$ is equivalent to counting the number of zeros according to multiplicity.

Lemma 2.2. All zeros of $p_c(z) = z^n + cz^{k-1} - 1$ have order 1 or $-1$.

Proof. The trinomial $p_c(z)$ can be written as $p_c(z) = h + \overline{g} = (z^n - 1) + (cz^{k-1})$. Let $z_0$ be a zero of $p_c(z)$. We know that $z_0 \neq 0$ since $p_c(0) = -1$. The series expansions of $h$ and $g$ about $z_0$ are finite series since $h$ and $g$ are polynomials, where in accordance with the notation of equation (1.1), $a_1 = nz_0^{n-1}$ and $b_1 = cz_0^{k-1}$, neither of which is zero. Thus the order of the zero at $z_0$ is either $+1$ if $|z_0| > R_c$ or $-1$ if $|z_0| < R_c$.

As already noted, the image of the critical circle $p_c(\Gamma_c)$ plays an important role in our analysis. We show that $p_c(\Gamma_c)$ is a hypocycloid of type $(n+k,n)$ per the following definition.

Definition 2.3 ([10]). A hypocycloid centered at the origin is the curve traced by a fixed point on a circle of radius $b$ rolling inside a larger origin-centered circle of radius $a$. The curve is given by the parametric equations

$$x(\phi) = (a - b) \cos(\phi) + b \cos\left(\frac{a - b}{b} \phi\right),$$

$$y(\phi) = (a - b) \sin(\phi) - b \sin\left(\frac{a - b}{b} \phi\right).$$

If the ratio $\frac{a}{b}$ is written in reduced form as $\frac{p}{q} \in \mathbb{Q}$, then the hypocycloid has $p$ cusps, and each arc connects cusps that are $q$ away from each other in a counterclockwise direction. Such a hypocycloid is called a $(p,q)$ hypocycloid, and the range of $\phi$ values to trace the entire hypocycloid is $0 \leq \phi \leq 2\pi q$.

Lemma 2.4. The image $p_c(\Gamma_c)$ of the critical circle is an $(n+k,n)$ hypocycloid centered at $z = -1$. The value of $c$ affects only the size of the hypocycloid.

Proof. Evaluating $p_c(Re^{it}) = R_c e^{int} + cR_c^{k} e^{-ikt} - 1$ and splitting into real and imaginary parts gives

$$u(R_c e^{it}) = c^n \left[ \left(\frac{k}{n}\right)^{\frac{n-k}{n}} \cos n\theta + \left(\frac{k}{n}\right)^{\frac{k}{n}} \cos k\theta \right] - 1$$
and
\[ v(R_c e^{i\theta}) = c^{\frac{n}{n+k}} \left[ \left( \frac{k}{n} \right)^{\frac{n}{n+k}} \sin n\theta - \left( \frac{k}{n} \right)^{\frac{k}{n+k}} \sin k\theta \right]. \]

We make the substitutions \( b = c^{\frac{n}{n+k}} \left( \frac{k}{n} \right)^{\frac{k}{n+k}} \), \( a = c^{\frac{n}{n+k}} \left( \frac{k}{n} \right)^{\frac{n}{n+k}} \), and \( n\theta = \phi \).

As a consequence, we have \( a - b = c^{\frac{n}{n+k}} \left( \frac{k}{n} \right)^{\frac{n}{n+k}} \), \( a - b = \frac{k}{n} \), and \( k\theta = \frac{a-b}{b} \phi \).

Comparing with Definition 2.3, we see that the equations for \( u \) and \( v \) describe a hypocycloid centered at \( z = -1 \) instead of the origin. We observe that the ratio \( \frac{a}{b} = \frac{n+k}{n} \) does not depend upon the constant \( c \), and the entire hypocycloid is traced for \( 0 \leq \theta \leq 2\pi \).

□

Because \( b/a > 1/2 \), the smaller circle has more than half the radius of the larger circle. Thus, although the inner circle travels in a counterclockwise direction, the hypocycloid traces around its center in a clockwise direction.

It follows from Lemma 2.4 that in Example 1.2 with \( p_c(\Gamma_c) = z^5 + c\bar{z}^3 - 1 \), \( p_c(\Gamma_c) \) is an \( (8, 5) \) hypocycloid. Figure 2 exhibits this hypocycloid for three different values of \( c \).

![Figure 2. The (8, 5) hypocycloids \( p_c(\Gamma_c) \) for \( c = 1, 1.5, \) and 3.](image)

Note that any two cusps that are \( q \) cusps apart in the counterclockwise direction can also be viewed as being \( p - q \) cusps apart in the clockwise direction. For the \( (8, 5) \) hypocycloids of Figure 2 each cusp is connected by an arc to cusps that are 3 cusps away, one in the counterclockwise and one in the clockwise direction.

In the following argument we make use of the geometry of the hypocycloid. For any value of \( c \), the number of zeros of \( p_c(z) \) in the sense-reversing region of the plane can be determined by finding the winding number \( W_c \) of the hypocycloid \( p_c(\Gamma_c) \) about the origin. For \( c \) sufficiently small, the hypocycloid is entirely to the left of the origin, so \( W_c = 0 \). As \( c \) increases, \( W_c \) remains constant until the hypocycloid passes through the origin, which occurs for the first time when \( c \) equals the first critical value \( c_1 \). As \( c \) continues to increase, there will be other critical values \( c_1 < c_2 < \ldots < c_N \) for which the hypocycloid passes through the origin. These are the only places where the winding number \( W_c \) can change. Counting the number of critical values thus requires us to first count the number of intersections of an \( (n+k, n) \) hypocycloid with the portion of the real axis to the right of its center.

**Lemma 2.5.** The hypocycloid \( p_c(\Gamma_c) \) has \( N = \lfloor k/2 \rfloor + 1 \) distinct intersections with the real axis to the right of its center. These intersections, in turn, correspond to
the $N$ critical $c$-values $c_j$, with $0 < c_1 < \ldots < c_N$, at which $p_c(\Gamma_c)$ intersects the origin. The winding number, $W_c$, of $p_c(\Gamma_c)$ around the origin is as follows:

(a) If $0 < c < c_1$, then $W_c = 0$.
(b) If $c_j < c < c_{j+1}$ for $1 \leq j \leq N - 1$, then $W_c = -2j + 1$.
(c) If $c > c_N$, then $W_c = -k$.

Proof. We first show that the number of distinct intersections of the hypocycloid with the real axis to the right of its center is $N = \lfloor k/2 \rfloor + 1$. The rightmost cusp of the hypocycloid corresponds to $\theta = 0$ in the parameterization $p_c(R_c e^{i\theta})$. Hence, solving the equation $p_c(R_c) = 0$ for $c$ gives the first transition value. We easily obtain $c_1 = \left(\frac{n}{n+k}\right)\left(\frac{n+k}{k}\right)^{k/n} > 1$. Thus for $0 \leq c < c_1$, the hypocycloid lies entirely to the left of the origin.

We label the rightmost cusp of the hypocycloid with 0, and the other cusps in a counterclockwise direction with 1, 2, $\ldots$, $n + k - 1$. Note that labels on cusps must be computed modulo $n + k$. For example, the cusp with label $n + k - r$ can also be referred to using the label $-r$. Two arcs emanate from each cusp, and each arc connects cusps that are $k$ apart. Since $k < (n + k)/2$, cusp $k$ is in the upper half plane, and connects to cusp 0 on the real axis. Based on the labeling of cusps and the geometry of the hypocycloid, each cusp labeled 1, 2, $\ldots$, $k - 1$ has an arc that connects to a cusp in the lower half plane and crosses the real axis to the right of the center of the hypocycloid. No other arcs can cross this portion of the real axis. When combined with the arc from cusp $k$ to cusp 0, we see that each cusp labeled 1, 2, $\ldots$, $k$ is the end point of one arc that intersects the real axis to the right of center.

The hypocycloid is symmetric with respect to the real axis, however, so not all $k$ intersections with the real axis are unique. Let $\gamma(r, r')$ denote the arc of the hypocycloid that connects cusps $r$ and $r'$. Then for each cusp $r$ with $1 \leq r \leq k - 1$, the arcs $\gamma(r, r - k)$ and $\gamma(-r, -r + k)$ pass through the same point on the real axis. These two arcs are distinct except in the case where $r - k = -r \mod (n + k)$. This modular equation is equivalent to $2r = k \mod (n + k)$, which is only satisfied when $k$ is even and $r = k/2$. We also observe that an arc which is its own mirror image must be the leftmost intersection of the hypocycloid with the real axis that lies to the right of the center.

Thus, for $k$ odd, every distinct intersection involves a pair of arcs, except for the arc $\gamma(0, k)$. So in this case there are $1 + (k - 1)/2$ distinct intersections. For the case $k$ even, there are $1 + (k - 2)/2 + 1$ distinct intersections. These formulations can be combined using the floor function to give $N = \lfloor k/2 \rfloor + 1$ distinct intersections for all values of $k$.

Now we compute the winding number $W_c$, using the crossing condition as stated in [15]. By that condition, we only need to consider a path from the origin going to the right, and count how many curves we must cross “escape” the hypocycloid. Each curve that we cross that is moving from our right to left as we travel away from the origin contributes $-1$ to $W_c$. Combining the crossing condition with the discussion above, we see that as $c$ increases, the winding number $W_c$ changes according to the pattern $0, -1, -3, -5, \ldots$, which is expressed in part (b). Once $c$ is large enough that all intersections with the real axis to the right of the center of the hypocycloid are also to the right of the origin, we have $W_c = -k$. Note that in
the case $n$ odd and $k$ even, the last change in the winding number is from $-k - 1$ to $-k$.

Each change in the winding number occurs at a critical value of $c_j$. Thus there are $N = \lceil k/2 \rceil + 1$ such values. 

We are now prepared to prove the main theorem.

**Proof of Theorem 1.1.** By Lemma 2.1 and the Argument Principle for Harmonic Functions, the sum of the orders of the zeros of $p_c(z)$ is always $n$. Furthermore, by Lemma 2.2 all zeros of $p_c(z)$ have order 1 or −1. Since $p_c(\Gamma_c)$ is completely to the left of zero when $0 < c < c_1$, we conclude that for such $c$, $p_c(z)$ has only $n$ zeros. We next discuss $c_1 < c < c_2$. Since $W_c = -1$, there is one zero inside $\Gamma_c$, so there must be $n + 1$ zeros outside of $\Gamma_c$, for a total of $n + 2$ zeros. Now, when $c_j < c < c_{j+1}$ for $2 \leq j \leq N - 1$, we have $W_c = 1 - 2j$. We apply the Argument Principle to say that the number of zeros in the sense-preserving region of the plane must be $n + |1 - 2j| = n + 2j - 1$. Thus the total number of zeros is $n + 2(2j - 1) = n + 4j - 2$, as desired. Similarly, since $W_c = -k$ for $c > c_N$, we have that $p_c(z)$ has $n + 2k$ zeros in this case. 

Finally, we note that the upper and lower bounds for $c_1$ and $c_N$ can be found directly using the triangle inequality by examining for what $c$ values $p_c(\Gamma_c)$ goes through the origin. The condition that $p_c(R_c e^{i\theta}) = 0$ implies that

$$e^{\frac{n}{n-k}} \left( \frac{k}{n} \right)^{\frac{n}{n-k}} e^{i(k+n)\theta} + \left( \frac{k}{n} \right)^{\frac{k}{n-k}} = 1.$$ 

Applying the triangle inequality, we have that

$$\left( \frac{k}{n} \right)^{\frac{k}{n-k}} - \left( \frac{k}{n} \right)^{\frac{n}{n-k}} \leq \left( \frac{k}{n} \right)^{\frac{n}{n-k}} e^{i(k+n)\theta} + \left( \frac{k}{n} \right)^{\frac{k}{n-k}} \leq \left( \frac{k}{n} \right)^{\frac{n}{n-k}} + \left( \frac{k}{n} \right)^{\frac{k}{n-k}},$$

or, equivalently, that

$$\left( \frac{k}{n} \right)^{\frac{k}{n-k}} \left( \frac{n-k}{n} \right) \leq \left( \frac{k}{n} \right)^{\frac{n}{n-k}} e^{i(k+n)\theta} + \left( \frac{k}{n} \right)^{\frac{k}{n-k}} \leq \left( \frac{k}{n} \right)^{\frac{n}{n-k}} \left( \frac{n+k}{n} \right).$$

This, in turn, implies that

$$\frac{n}{n+k} \left( \frac{n+k}{k} \right)^{\frac{k}{n}} \leq c \leq \frac{n}{n-k} \left( \frac{n-k}{k} \right)^{\frac{k}{n}}.$$

Since $1 < c_1 < c_N < 2$, all the transitions from $n$ zeros to $n + 2k$ zeros occurs within a small range of real numbers.

3. Areas for further investigation

(1) In this paper, we showed how the number of zeros changes as $c$ varies for $p_c(z) = z^n + cz^k - 1$, but we did not prove anything about the location of the zeros. What can be shown about the location of the zeros for $p_c(z)$?

(2) What are the exact values for $c_j$ for $1 < j < N$?

(3) The subclass of harmonic polynomials $p(z) = h(z) - z$ is related to gravitational lensing, and it has been shown [9] that if the degree of $h$ is $n > 1$, then the number of zeros is bounded by $3n - 2$. Could the approach of this paper be used to improve that bound or to show that it is sharp?
(4) Our proof of Theorem 1.1 relies heavily on the fact that the image of the critical circle is a hypocycloid with a cusp on the real axis. If $c$ is complex but not real, the image curve no longer has this simple geometry. What is the analogue of Theorem 1.1 for complex $c$?

(5) What can be proven about the number of zeros of other families of harmonic polynomials?
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