Determination of Postural Control Mechanism in Overweight Adults Using The Artificial Neural Networks System and Nonlinear Autoregressive Moving Average Model
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Abstract  Being overweight is one of several causes of balance impairment, and it increases the risk of falls. Balance assessments help diagnose this impairment. The outcomes from these assessments are not usually clear to investigate balance impairment in overweight adults. Several methods such as mathematical modeling can be used to investigate the postural control mechanisms in normal balance function. However, there is no study that is focused on the postural control mechanisms in overweight adults. This study aimed to define the postural control models underlying the application of the artificial neural network (ANN) systems in normal weight and overweight populations. Ten participants were recruited and separated into two groups: normal weight (NW) and overweight (OW). There were two processes for determining the postural model in both groups. First, the optimal orders of the nonlinear autoregressive moving average (NARMA) model and the hidden nodes of the ANN system were identified. Mean square error (MSE), Akaike’s information criteria (AIC) and residual variance (RV) were used to identify these variables for both groups. Second, the coefficients of these models were defined by the learned weights in the ANN system. The MSE, percent coefficient of variation (%CV), Kolmogorov-Smirnov (KS) test and maximal distance of cumulative distribution function (CDF) were defined to evaluate the performance of the postural models. Furthermore, the orders of the NARMA model and relative importance were utilized to distinguish the postural control mechanisms between the two groups. During the training process, our results indicated that low MSE, AIC and RV were the criteria for hidden nodes and order selection in the NARMA model, which resulted in different patterns of postural models in each group. In the case of the testing process, the findings revealed that the proposed technique could present different postural control strategies for each group. The findings indicated that the postural control mechanism of NW subjects relied on the center of pressure (CoP) in the anterior-posterior (AP) direction, while body sway in the medio-lateral (ML) direction was vital to maintain equilibrium in the OW subjects. Accordingly, the proposed technique could be used to investigate the difference in postural control mechanism between the two groups.
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1. Introduction

Balance impairment due to diseases and deterioration of physiological systems is the main factor that causes the high risk of fall, especially in elderly adults, patients, and obese people [1, 2]. Several studies indicate that the overweight population has poorer performance of balance functions, which results in the increased risk of falls. To reduce this risk, the Berg Balance Scale (BBS) is a popular tool for assessing people’s balancing ability and predicting the risk of falling with high reliability [3, 4]. However, greater errors in balance evaluation may be found in overweight adults with lower ability of compensatory movements to maintain their postural steadiness [5]. Therefore, postural analysis with quantitative
approaches, e.g. posturography, is considered to investigate balance impairment. In the case of posturography, center of pressure (CoP) represents the resultant action of a vertical force on a surface [6, 7]. CoP trajectories can reflect joint angles, angular velocities and accelerations to control the center of gravity (CoG) over the base of support (BoS) [8]. These variables can be obtained by specific devices and computations including mathematical models.

Several studies focus on the mathematical models that reflect the balance ability of either healthy or balance impaired individuals. For normal balance ability, the postural control mechanism can be illustrated using different postural models. The single-link model is a simple approach to simulate the postural control mechanism in the anterior-posterior (AP) direction at the ankle joint [9, 10]. Angular velocity and acceleration are the primary factors that maintain the body’s stability [11]. Additionally, these variables affect CoG positions due to the increase or decrease in plantar flexor activation. Moreover, the postural control mechanisms can describe the underlying multi-link models. For example, Koozekanani et al. [12] reported the biomechanical models to mimic postural control mechanism and define CoP positions in the AP direction.

In the case of postural control mechanism in the medio-lateral (ML) direction, a different method can be used to acquire the model. The relationship of contractions of two muscles, such as the gluteus medius and psos major muscles, is an example of postural models in the ML direction and was derived by Jiang et al. [9]. Although these models were acquired by different methods, the outcomes from the models—such as torque of joint—are the primary variables to reflect the balance control mechanism. To complete the computation of the postural model, the kinematic data and specific variables such as angular displacement, body segment mass and length, and movement inertia are applied to estimate the torques and CoP positions in either the AP or ML direction. Based on these models, a wrong estimation of the anthropometric data negatively affects the simulation of the actual postural mechanism, especially in overweight cases. Therefore, a combination of soft computing technique and time series model is utilized to understand the postural control mechanisms in the overweight population using kinematic data. Fundamentally, there are several models of time series data; among them, the AR and MA models are widely used. The nonlinear autoregressive moving average (NARMA) model, which is a combination of these models, captures more complex structures of the time series [13].

To determine the coefficients of NARMA model, the Yule-Walker equation [14] and Burg’s formulation [15] are generally applied in many articles. In this study, the artificial neural network (ANN) system is considered because this system is more effective in predicting nonlinear dynamic pattern, including system identification [16]. Therefore, the ANN system was used to investigate the difference in postural control mechanism between two groups—normal weight (NW) and overweight (OW) groups. The different mechanism in each group was represented in the form of the NARMA model, which was considered to define the postural model due to the relationship between body sway and CoP positions. This study investigated the following: (1) methods to determine the postural models underlying the neural network system and (2) methods to investigate the different postural control mechanisms between the NW and OW groups through the proposed technique. We expected that the difference in postural control mechanism could be identified using the proposed technique.

2. Methodology

2.1 Participants

Ten healthy adults were recruited from the community around Mahidol University. The inclusion criteria were as follows: (1) No history of neurological and/or musculoskeletal diseases that affect balance control, (2) no intake of medications that affect the balance control system, and (3) no consumption of alcohol for 12 hours before testing. Participants with a history of surgery and/or orthopedic implants were excluded from the study. Prior to data collection, all the participants signed an informed consent that was approved by the Mahidol University Central Institutional Review Board (MU-IRB: 2014/112.1508). Demographic data and health information were obtained from each individual. Subsequently, these participants were categorized into the NW and OW groups, with body mass index (BMI) as the criterion. Participants with BMI between 20 to 24.9 kg/m^2 were assigned to the NW group, whereas participants with BMI ≥ 25.0 kg/m^2 were grouped in the OW group [17]. The participant characteristics and balance performance for both groups are shown in Table 1. The results indicated significant differences between the NW and OW groups in weight and BMI.

2.2 Data acquisition

The postural steadiness of each individual was collected using two devices: a three-dimensional (3D) camera motion capture system and force plate. The OptiTrack motion capture system (Natural Point Inc., Oregon, USA) consists of eight infrared cameras (model s250e) with 832 × 832 pixels and requires markers to capture the motions. The Tracking Tools® version 2.5.0 software was used to capture and record real-time motion and export
the position of the markers. Six markers, 5/8 inches in diameter, were attached to the 7th cervical vertebra (C7), 4th lumbar vertebra (L4), greater trochanter of the right and left femurs, and the lateral malleolus of both legs to receive the 3D coordinates and calculate the sway angle at the trunk and ankle joints. These coordinates were recorded in mm at a sampling rate of 64 frames per second.

A plantar pressure mat was used to simultaneously collect the CoP along the AP and ML directions. A MatScan® pressure mat model 3150 (TekScan Inc., South Boston, USA) was used in the study at a 64 Hz sampling rate. The Sway Analysis Module (SAM™) is a software that connects to this pressure mat to export the sway data. While collecting data, the participant had to cross their arms and gaze at a red, rectangular reference point. This point was 2.5 meters away from the participant. The duration of data collection was two minutes, which corresponded to the direction of the BBS. Only one trial was conducted to collect data regarding the postural steadiness of each individual.

### 2.3 Protocol of training and testing NN system

The three main steps of training ANN systems—training, after training and testing processes—are shown in Fig. 1. The training process comprises three main components—the angular displacements, CoP trajectories, and ANN system. This process commenced when the training data set in group A, B, C or D was applied to the ANN system. Group A and B represented the data sets from the NW group, whereas group C and D were the data sets in AP and ML directions, respectively, from the OW group. The outputs of the NN system were the CoP trajectories for each group, which were then compared to the CoP trajectories collected by the plantar pressure mat to provide the error values. These errors were used to update the weights while training the ANN system. When the error was less than 5%, the training process would be stopped.

After completing this process, the updated weights, coefficients of polynomial function, and errors were used to define the postural models in each group. The errors were used to determine the moving average (MA), $P$, and autoregressive (AR), $R$, orders of the postural models underlying the NARMA model. Additionally, the mean square error (MSE) was calculated based on these errors. The updated weights and coefficients of the polynomial function of the ANN system were used to identify the postural model and its coefficients, including the relation between input and output of ANN system in each group. Ten trials were performed to construct the postural mod-

### Table 1 Physical characteristics and balance performance of the participants in the normal weight (NW) and overweight (OW) groups.

| Characteristics of Participants | Mean (SD) | NW ($n = 5$) | OW ($n = 5$) | $p$-value |
|---------------------------------|----------|-------------|-------------|---------|
| **Physical Characteristic**     |          |             |             |         |
| Age (years)                     |          | 55.40 (7.23)| 52.00 (7.35)| 0.690   |
| Height (m)                      |          | 1.60 (0.03)| 1.57 (0.09)| 0.841   |
| Weight (kg)                     |          | 56.80 (2.68)* | 71.06 (11.11)* | 0.032   |
| Body Mass Index (kg/m$^2$)      |          | 22.27 (1.41)* | 28.54 (2.25)* | 0.008   |
| **Balance Performance**         |          |             |             |         |
| CoP range in AP (mm)            |          | 13.43 (5.60)| 18.08 (8.92)| 0.251   |
| CoP range in ML (mm)            |          | 4.80 (1.58)| 7.14 (3.68)| 0.465   |
| Total excursion of CoP in AP (mm)|      | 64.11 (18.85)| 68.35 (16.07)| 0.602   |
| Total excursion of CoP in ML (mm)|      | 38.04 (6.25)| 42.31 (11.13)| 0.465   |

Note: Significant difference ($p$-value < 0.05) between groups is shown in bold number.
el in each group.

The testing process was performed to define the postural model that could estimate the CoP trajectories similar to the CoP from the force plate. This process consisted of four predominant components—angular displacements, CoP trajectories, postural models, and two variables for model evaluations—as shown in Fig. 1. This process began with the testing data sets in groups A, B, C and D being applied to the postural model. The CoP trajectories were estimated through the postural models. To identify the postural model in each group, the MSE and percent coefficient of variation (%CV), CDF plot and Kolmogorov-Smirnov (KS) test were considered.

### 2.4 Data preprocessing

The training and testing of data sets for the proposed system were performed using MATLAB version 2017b (The MathWork Inc., Massachusetts, USA). Five participants in each group were randomly assigned to either the training or testing data set. The training data set was collected from three participants, while the postural steadiness data collected from the other two participants was established as the testing data set. The training and testing processes in each group comprised of two data sets. Each data set consisted of input and output data for determining the postural control model in either the AP or ML direction.

3D coordinates on the trunk and both legs were considered to determine the angle displacements of the trunk and both ankle joints in the AP and ML directions. The process of data preprocessing was initiated by splitting the data into 30-second intervals because a length of 30 seconds is recommended to assess the balance ability in adults [6]. Subsequently, these coordinates were subtracted from their means and filtered by the second order of the low-pass Butterworth filter with the cut-off frequency at 4 Hz for both directions. These filtered CoP signals were then normalized from −1 to 1. The normalized signals were provided as the output data y(n).

#### 2.5 Artificial Neural Network (ANN) system

Generally, the ANN system is a simple parallel computational structure that consists of three layers: input, hidden, and output. The NARMA model in this study was modified from Chon and Cohen [18] and is denoted as follows:

\[
y(n) = \sum_{q=1}^{N} \sum_{j=0}^{P} a_q(j)u_q(n - j) + \sum_{k=1}^{R} b(k)y(n - k) + \sum_{q=1}^{N} \sum_{j=0}^{P} a_q(i, j)u_q(n - i)u_q(n - j) + \sum_{k=1}^{R} b(k, l)y(n - k)y(n - k) + \sum_{q=1}^{N} \sum_{j=0}^{P} \sum_{k=1}^{R} c(j, k)u_q(n - j)y(n - k) + \ldots + e(n)
\]

where \(u\) and \(y\) represent the input and output variables, respectively. The input variables consisted of previous and current data, while the output variables consisted of previous data. \(q\) denotes the number of \(q^\text{th}\) input variables from a training data set. \(a_q(j)\) and \(b(k)\) are the coefficients of the linear MA and AR terms. \(a_q(i, j)\), \(b(k, l)\) and \(c(j, k)\) are the coefficients of nonlinear term in the model. \(i, j, k\) and \(l\) represent the indices on functions \(u\) and \(y\), respectively, and \(e(n)\) is the error. From equation (1), this formula can be rewritten into the architecture of the ANN system, as shown in Fig. 2. The output from this architecture can be computed with the following equations:

\[
y(n) = \sum_{i=1}^{M} c_i p_{i}(x_i) + e(n)
\]

where \(p_{i}(x_i) = \sum_{j=0}^{1} a_{ij} x_i^j\)

\[
x_i = \sum_{q=1}^{N} \sum_{j=0}^{P} w_{q}(i, j)u_q(n - j) + \sum_{k=1}^{R} v(i, k)y(n - k)
\]

From equation (2), the output can be estimated from the summation of the polynomial function \(p_{i}(x_i)\) and the weights at the hidden node of the \(i^\text{th}\) and the output layers \(c_i, M\) denotes the number of hidden nodes. Three components are involved in determining the polynomial func-
tion in each node, as shown in equation (3). First, \( a_{is} \) represents the coefficients’ parameters that relate to the polynomial function in each hidden node. Second, \( s \) is the order of the polynomial function and \( x_i \) is the summation of input/output data and its weight. \( x_i \) can be written as shown in equation (4). \( w \) and \( v \) are the weights between the input, output, and hidden node values. In this study, the weights between each layer were updated using the method of Aibinu et al. [19]. First, the updated weights on the output neuron were defined by the following:

\[
c_i = c_i + (\eta\delta)p_i
\]  
(5)

where \( \eta \) is the learning rate, and \( \delta \) is the output error that is defined by the following:

\[
\delta(n) = t(n) - y(n)
\]  
(6)

where \( t(n) \) is the desired output. Second, the coefficient update in the polynomial function was performed with the following:

\[
a_{i} = a_{i} + \eta \delta \frac{\partial p_i}{\partial a_{i}}
\]  
(7)

where \( \frac{\partial p_i}{\partial a_{i}} = x_i^2; r = 0 \) and \( 1 \) is a set that provides the same number of orders in the polynomial function. To complete equation (7), the back propagation of the error with weights in the output neuron was defined by multiplying the weights \( c_i \) and error \( \delta(n) \). This is shown in equation (8).

\[
\delta_i(n) = c_i \ast \delta(n)
\]  
(8)

Third, the weights between the input and hidden layers were updated with these equations:

\[
w_q(i, j) = w_q(i, j) + \eta \delta_j \frac{\partial p_j(x)}{\partial(x)} u_q(n - j)
\]  
(9)

\[
v'(i, k) = v(i, k) + \mu \delta_j \frac{\partial p_j(x)}{\partial x} y(n - j)
\]  
(10)

where \( \frac{\partial p_i}{\partial x} = \sum_{k=1}^{2} k a_{ik} x^{(k-1)}. \) After completing the training step, all the updated weights were used to determine the coefficients of the postural model, computed using the following equations:

\[
a_q(i) = \sum_{q=1}^{N} \sum_{s=1}^{M} c_a q(i) w_q(i)
\]  
(11)

\[
b(i) = \sum_{s=1}^{M} c_a i q v_i
\]  
(12)

The learning rate of the ANN system was 0.3 for all the groups. The number of input nodes was determined by the input data, output data, and \( P \) and \( R \) orders. The total input data \( u \) in each model was the summation of three parameters multiplied by the \( P \) order. For the total output data \( y \), the number of previous CoP trajectories on either the AP or ML direction relied on the \( R \) order. In the other layers, each hidden node was composed of the first order of the polynomial function, and the output layer consisted of one output node. The \( P \) and \( R \) orders, including the hidden nodes, were defined to acquire the accurate NARMA model with ANN [18]. According to these findings, the \( P \) and \( R \) orders rely on the ANN system during the training process. This is because these orders are used to identify the number of input nodes and sampling data. To determine the optimal orders, two methods of model selection—Akaike’s information criteria (AIC) and residual variance (RV) criteria—were considered in the study.

### 2.6 Selection of \( P \) and \( R \) orders

AIC is a popular method for model selection [20, 21]. This is because it can accurately identify effective fitting models and reflect model complexity. To determine the order, the modified equation from Aibinu et al. [20] was used, as shown below:

\[
AIC = N \ln(\sigma_{P,R}^2) + 2(P + R)
\]  
(13)

where \( N \) denotes the data length, \( P \) and \( R \) are the integral constant MA and AR orders, and \( \sigma_{P,R}^2 \) is the residual sum of squares (RSS) that is divided by the total amount of data length during training process. RSS is provided by the following:

\[
\sigma_{P,R}^2 = \frac{1}{N} \sum_{i=1}^{N} (d_i - y_i)^2; K = 1, 2, 3, \ldots, N
\]  
(14)

where \( d_i \) and \( y_i \) are the desired and estimated outputs at the \( i \)th sampling data, respectively. The equation proposed by Aibinu et al. [20] was used to determine the RV criteria, as given below.

---

**Fig. 2** Architecture of the ANN system to determine the coefficients of postural model in each group.
\[ RV(P, R) = \left( \frac{N - (P + R)}{N - 2(P + R) - 1} \right) \sigma_{PR}^2 \] (15)

The RV is based on the assumption that if the terms of the NARMA model do not fit comprehensively, the increase in the estimated variances will be obtained. The increase in these variances depends on the AR or MA terms in any model [20].

2.7 Outcome measures

2.7.1 Minimum criteria values

Minimum criteria values reflect the minimal values of AIC and RV. To determine these criteria, two steps were undertaken. First, the order model with \( P, R = (2,1), (3,2), (4,3), \ldots (8,7) \) was applied to define the criteria values. For the order of each pair, ten trials were repeated for \( M = 2,3, \ldots, 9 \). Subsequently, the average criteria values for the order of each pair were compared to define the minimal criteria value. Second, the pair with the minimal criteria value was considered to identify the optimal \( P \) and \( R \) orders. In this case, the \( P \) order and a number of hidden nodes were fixed. The \( R \) orders, on the other hand, were adjusted from 1 to 10. Ten trials were also conducted for the order of each pair to define the minimal criteria value. Finally, the averages of each pair were compared to investigate the optimal orders.

2.7.2 CoP estimation by postural models with ANN system

CoP estimation was achieved through equation (2) after the training process. To complete these models, the updated weights and coefficients of the polynomial function in the ANN system were used to identify the coefficients of postural model with equations (11) and (12). Following this, the estimated CoP positions were filtered with the second order of the Butterworth low-pass filter at the 4 Hz cut-off frequency and were normalized from -1 to 1. Subsequently, the normalized CoP positions from the device and postural models were used to investigate the model performance.

2.7.3 Mean square error (MSE)

MSE was considered to investigate the performance of the postural models in each group during the training and testing processes because it is simple and effective in defining the loss function [22]. The formula for computing the error is indicated in equation (16). A low MSE implies that the model is accurate if the estimated output corresponds to the measured data from the device. In this case, a MSE < 5% was acceptable for the training and testing processes.

\[ MSE = \left( \frac{1}{N} \sum_{i=1}^{N} (d_i - y_i)^2 \right) \times 100\% \] (16)

2.7.4 Percent of coefficient of variation (%CV)

Coefficient of variation (CV) is one of the statistical measurements that reflects the data distribution around the median. Accordingly, a large CV indicates large data distribution that results in low precision of the model. Before defining the \%CV, the CoP positions from the device and postural models were normalized from 0 to 1. Subsequently, the normalized data was used to determine \%CV by using the following equation:

\[ \%CV = \left( \frac{IQR}{Median} \right) \times 100 \] (17)

where the interquartile range (IQR) was determined by the differentiation of the 75th and 25th quartile.

2.7.5 Relative Importance (RI) of input neuron

The relative importance (RI) was employed to determine the relationship between the input and output underlying the weights inside the NN system. For this study, Garson’s algorithm (GA) was utilized to investigate which input or output variable in the input layer of the NN system affects CoP estimation in each group. The formula of GA is illustrated below.

\[ RI_x = \sum_{y=1}^{M} \left| w_{xy} \right| \sum_{k=0}^{n} a_k w_{yz} \] (18)

where \( RI_x \) is the relative importance of input neuron at node \( x \); \( w_{xy} \) and \( w_{yz} \) are the connection weight between input node \( x \) and hidden node \( y \) and between hidden node \( y \) and output node \( z \); \( a_k \) is the coefficient of the polynomial function at \( k \)th order. The RI in each input node was used to rank from the highest to smallest order. The median in each variable in the input node was defined to distinguish the postural control mechanisms between two groups.

2.8 Statistical analysis

PASW Statistics 18.0.0 [SPSS (Hong Kong) Ltd., Quarry Bay, Hong Kong] was used for statistical analysis in this study. The KS test showed no normality in kinematic and CoP data. Therefore, a nonparametric statistical analysis was applied. The Mann–Whitney U test was used to determine the difference between the physical characteristics of the NW and OW groups. To define the optimal postural model in the testing process, the MSE and \%CV were ranked from the smallest to highest order. Following this, the ranking of both the variables was defined with the following equation:

\[ \text{ranking} = \frac{\text{ranking}_{MSE} + \text{ranking}_{%CV}}{2} \] (19)

The model that had the minimal ranking was as-
signed as the postural model in each group. To investigate the performance of the proposed postural models, the KS test was performed to compare the outcomes from the postural models with the CoP positions from the device. The result in which the model was similar to the device showed high p-value null hypothesis ($H = 0$). In the case of rejection of the null hypothesis ($H = 1$), the output from the model was not the same as the device, and the p-value was small. Additionally, the CoP positions from the postural model of each group was compared based on the cumulative distribution function (CDF). The CDF plot illustrates the reliability of the model, underlying the cumulative probability associated with the function. The outcomes between the model that had maximum CDF distance from the device were different.

3. Results

The participant characteristics and postural performance in groups A, B, C and D are described in supplementary file 1. The findings revealed that there was no significant difference between training and testing data set for all groups. Additionally, the mean, standard deviation (SD) and %CV of the training and testing data sets in each group were defined.

3.1 P and R order selection for the postural models with ANN system

Our results revealed that the minimum criteria values from the AIC and RV approaches were different in the two groups. For the first step of order selection, the results of the NW group showed that the minimum criteria values of the postural model in the AP direction were $P = 7$, $R = 6$, and $M = 9$. The values of the model in the ML direction were $P = 2$, $R = 1$, and $M = 8$. The minimal AIC and RV values of the postural models were $-38,527.3$ and $0.001326$, respectively, in the AP direction, while the criteria values of the models in the ML direction were $-35,514$ and $0.00227$. The MSE values of the two models were $0.132\%$ and $0.226\%$ in the AP and ML directions, respectively.

For the OW group, the minimum criteria values for the model in the AP direction were $P = 2$, $R = 1$, and $M = 9$. The criteria values for the model in the ML direction were $P = 5$, $R = 4$, and $M = 9$. In this case, the $P$ orders higher than 6 for the model in the AP direction and higher than 5 for the model in the ML direction were not observed, because large errors occurred during the training process of the ANN system. Thus, the criteria values were not defined. The AIC and RV criteria values of the models for the OW group were $-36,498$ and $0.001896$ for the AP direction, while the criteria values on the ML direction were $-34,828.1$ and $0.002372$, respectively.

### Table 2

Criteria values and MSE during the training process of the ANN system in the NW and OW groups.

| Variables | Direction | NW     | OW     |
|-----------|-----------|--------|--------|
| Criteria values |          |        |        |
| AIC       | AP        | $-35,741.0$ | $-33,727.0$ |
|           | ML        | $-32,618.1$ | $-34,068.0$ |
| RV        | AP        | 0.002042  | 0.002862 |
|           | ML        | 0.003486  | 0.002716 |
| Error value |          |        |        |
| MSE       | AP        | 0.204\%  | 0.286\% |
|           | ML        | 0.348\%  | 0.271\% |

For the ANN training process error in the OW group, the MSE of the postural models in the AP and ML directions were $0.190\%$ and $0.237\%$, respectively.

To acquire the optimal $P$ and $R$ orders of the postural models in each group, the minimum criteria values were investigated when the $P$ order and a number of hidden nodes were fixed. For the NW group, the optimal orders of the postural model in the AP direction were $P = 7$ and $R = 9$. The order model in the ML direction were $P = 2$ and $R = 2$ (see supplementary file 2). In the OW group, the optimal orders of the postural model in the AP direction were $P = 2$ and $R = 4$. The order model in another direction were $P = 5$ and $R = 3$ (see supplementary file 3). The AIC, RV, and their errors due to the training process in each group are shown in Table 2.

In the case of the sampling data, the number of input data for the training and testing processes depended on the input nodes which relayed the $P$ and $R$ orders. Thus, the data for the training and testing processes for all the groups were defined by the following equation:

$$S_{data} = [(L_{data} - \max_{order}) \times ((input \times P) + (output \times R))] \times n_p$$

(20)

where $S_{data}$ is the number of sampling data in each group; $L_{data}$ represents the total frames, which is 1,920 frames per participant; $\max_{order}$ is the maximal $P$ or $R$ orders in each group; $input$ and $output$ are the number of considerable variables in this study; and $n_p$ is the number of participants assigned in the training and testing processes. Accordingly, the total sampling data from the training and testing processes are illustrated in Table 3.

3.2 Defining the postural models with the ANN system

The testing data set was employed to define the optimal postural model. The results revealed that the postural models provided the CoP trajectories, which were simi-
lar to the CoP positions from the force plate (see Fig. 3).

To determine the optimal model, MSE and %CV were considered. Our results revealed that the postural models with MSE /uni00A0< 5% in each group were provided by the ANN system, especially the ML direction model in the NW group. Interestingly, the results revealed that %CV values of the models with MSE /uni00A0< 5% were similar to the %CV of CoP positions from the device (see supplementary file 4). Although the output from these models are similar to the device (see Fig. 3), the models with the minimal rankings of both variables were assigned as the postural control systems for each group. The MSE, %CV of CoP estimation and CDF plot of the postural model with the minimum ranking in each group are illustrated in Table 4 and Fig. 4.

As shown in Fig. 4, the results revealed that the CoP estimation from the postural models is similar to the CoP trajectories from the device. This was because the CDF plot from the model and device was no difference. Additionally, the maximum distances of the CDF plot between the postural models and device were less than 0.12 for all groups. However, our findings from the statistical analysis investigated that the CoP positions estimated by the postural model in the ML direction for one from two participants of the NW group were congruent to those estimated by the device ($H = 0$, $p$-value = 0.743), which corresponded to the smallest CDF distance in both participants (see Table 4). Although the estimated CoP positions in the ML direction from the postural model were similar to the CoP positions from the device, there was no significant correlation in another participant from the same group ($H = 1$, $p$-value = 0.013). Moreover, the results revealed that the postural models in the other group could not estimate CoP positions similar to the ones estimated by the device ($H = 1$, $p$-value < 0.001).

Table 3  Sampling data during the training and testing processes of the ANN system in the NW and OW groups.

| Variables | Direction | NW | OW |
|-----------|-----------|----|----|
| Sampling data (training process) | | | |
| $S_{data}$ | AP | 171,990 | 57,480 |
| | ML | 46,032 | 103,410 |
| Sampling data (testing process) | | | |
| $S_{data}$ | AP | 114,660 | 38,320 |
| | ML | 30,688 | 68,940 |

Fig. 3  The CoP positions from the device (blue solid line) and postural models with the ANN system (dash line) for each group.

2 Note: The green and light blue lines indicate the CoP estimations with MSE /uni00A0> 5% and /uni00A0< 5%, respectively. The red line shows the CoP estimation with the lowest MSE and %CV.
3.3 The relative importance (RI) of four variables to estimate the CoP positions

Our findings revealed that the kinematic data and CoP positions affected CoP estimation by the NN system (see Table 4). In the NW group, the results indicated that the CoP trajectories in the AP and ML directions had the smallest ranking of RI. On the contrary, the left and right ankle joints had the smallest ranking of RI for the ANN system to determine the postural model in the AP and ML directions, respectively. Interestingly, the results indicated that the dominant leg was used to maintain the equilibrium by different mechanisms.

4. Discussion

This is the first preliminary study that focuses on the application of the artificial neural network system for describing the postural control mechanism in overweight adults. Several studies indicate that the overweight population has poorer performance of the balance functions, which results in the increased risk of falls in the future. For this population, balance evaluation is therefore instrumental for reducing the incidence of falls. To evaluate balance impairment, several modalities have been examined, such as clinical balance assessment and equipment used. However, several studies have revealed that there is no significant difference between the balance performance of the NW and OW groups [2]. Based on these reasons, other postural analysis methods were considered. In this study, the weights and coefficients in the polynomial function are valuable to clarify which input variable influences the CoP estimation, which can

| Variables          | NW group | OW group |
|--------------------|----------|----------|
|                   | AP       | ML       | AP     | ML     |
| MSE                | 2.40%    | 0.24%    | 1.33%  | 2.13%  |
| %CV                | 51.46    | 50.52    | 63.43  | 64.42  |
| Maximal distance of CDF | 0.11 | 0.03 | 0.06 | 0.06 |

**Fig. 4** The cumulative distribution function (CDF) plot which compares the CoP positions from the device (blue solid line) with the postural models of the ANN system (red dot line). (A)–(B) and (E)–(F) represent the model in AP and ML directions for the NW group. (C)–(D) and (G)–(H) represent the model in the AP and ML directions for the OW group.

**Fig. 5**. In the NW group, the results indicated that the CoP trajectories in the AP and ML directions had the smallest ranking of RI. On the contrary, the left and right ankle joints had the smallest ranking of RI for the ANN system to determine the postural model in the AP and ML directions, respectively. Interestingly, the results indicated that the dominant leg was used to maintain the equilibrium by different mechanisms.
reflect the different strategies to maintain equilibrium in each group. Additionally, the models derived by the proposed technique could project the CoP positions in each group.

Several functions were utilized to estimate the output from the data set. In this study, the recursive function is the basis of the proposed ANN system. In the training process, the kinematic data (input variable) and CoP positions (output variable) were used to define the optimal weights and coefficients of the polynomial function in the ANN system. After completing the training process, these values were utilized to define the postural model, including the relationship between the input and output of the ANN system. To obtain the postural model in each group, MSE, AIC and RV were observed to identify the $P$ and $R$ orders, including the number of hidden nodes $M$. Our results revealed that there were variations in optimal order for each group. However, the criteria values were not observed when the $P$ orders were larger than 6 or 5 for the models in the AP or ML directions, respectively. Since the %CV of CoP positions in the NW group was higher than in the OW group for both directions (see supplementary file 1), this resulted in greater variation of CoP positions in the OW participants. Thus, the variation of data set caused overfitting of NN system when higher orders were observed.

Although the results showed that the postural models could estimate the CoP positions for both groups, it remained unknown which postural model was optimal for simulation in postural control mechanism. Accordingly, the MSE, AIC, and RV values were observed during training process to identify the orders for postural models. Our findings indicated that the MSE of the postural models in the training process was less than 5%. Thus, the minimal criteria values were observed to identify the optimal orders for the postural model in each
group. From our results, the minimum MSE, AIC, and RV values were applied to develop the most efficient ANN system, which resulted in different forms of postural control mechanism for each group.

During the testing process, there were ten postural models for each group. To choose the optimal postural model, the MSE and %CV values were observed. Our findings revealed that the MSE of the postural model was less than 5%, especially in the case of the ML direction model of the NW group. Additionally, the MSE, which was less than 5%, had the same trend of %CV as the device. Thus, the CoP estimation of those models was similar to the CoP measurement from the device. Based on these findings, MSE and %CV were the criteria for choosing the postural model in each group.

In the case of model performance, the results of KS and CDF plot indicated that the models with minimum ranking of %CV and MSE could estimate the output with greater accuracy and precision. We found no differences in outcome between the device and postural models, especially in the ML direction for the NW group (see Fig. 4). This was because there was a strong significant correlation in CoP position between the postural model and device. Furthermore, the MSE and %CV values were lower in this model than the others. Additionally, the maximal CDF distance between the postural model and device was smaller than the other models, consistent with these findings. For the other groups, the postural models could estimate CoP positions correctly in some participants. We found that these models had larger MSE, %CV, and maximal distance of CDF, consistent with the statistical results.

For this study, the $P$ and $R$ orders depended on the training process of the ANN system, including the number of input and output variables. Interestingly, we found that there were differences in the number of orders for all the groups. Our results also revealed differences in the postural control strategies for both groups. For the NW group, the postural control mechanism relayed the information in the AP direction rather than in the ML direction. This was because the MA, $P$, and AR, $R$ orders of the model in the AP direction were larger. Interestingly, these models also illustrated the postural control strategies in each direction, since the $P$ and $R$ orders were used to assign the number of input and output data elements, respectively (see equation 1). In this case, the input data of the postural models in the AP and ML directions were 7 and 2 for each input variable, and the output data were 9 and 2. According to this, the postural control mechanisms in both directions did not correspond to the stimulus-response relation because the number of output elements was higher than the input. Based on this structure, the total input data were 21 and 6 for the AP and ML directions. The total input nodes of the models in the AP and ML directions were 30 and 8, respectively. This was due to the $R$ order being higher than the $P$ order, which corresponded to anticipatory postural adjustment. Anticipatory postural adjustment activates muscle contraction before a person’s movement is initiated. This action could provide equilibrium due to muscle contraction. Furthermore, the postural control in the NW group also depended on the CoP trajectories rather than the body sway, especially in the AP direction. To control the equilibrium in this situation, the predicted displacements of the CoM played a role in the postural control rather than in the responses by afferent information [23].

The mechanism of postural control in the OW group was different from that in the NW group. The findings revealed that the highest $P$ order for the postural model was in the ML direction. Angular displacement was necessary to maintain an upright position in the ML direction, since the input data for the model in the AP and ML directions were 2 and 5 for each input variable while the output data in both directions were 4 and 3. The total input data for both directions were 6 and 15, respectively. The total input nodes for the ANN system of the OW group were 10 and 18. However, we observed anticipatory postural adjustment for both directions.

To perform an in-depth analysis of postural control mechanism, the weights and coefficients in the polynomial function were utilized to determine the relationship between the input and output of the ANN system. The findings revealed that the CoP positions in the AP and ML directions influenced CoP estimation for the NW group because this was the smallest ranking of RI. On the contrary, the kinematic data depended on the CoP estimation in the OW group (see Fig. 5). Interestingly, the results revealed that there were differences between the NW and OW groups in postural control mechanisms. The dominant leg of the NW group contributed to the postural control mechanism in the AP direction, while the non-dominant leg was utilized to maintain the equilibrium in the ML direction. On the contrary, the dominant leg of the OW group was used to maintain stability in the ML direction.

Several factors resulted in the increase of postural sway, especially in the ML direction, in the OW group. Weight gain is one of many factors that influence the changes in the body’s structure and balance control mechanism. This is because weight gain induces greater plantar contact and pressure on the feet, particularly in the heel, midfoot, and metatarsal head. These regions contain mechanoreceptors that are vital to the balance control system. High pressure on the feet can reduce the reliability of afferent information from the mechanoreceptors because of a prolonged supra-threshold stimula-
tion [24, 25]. Furthermore, weight gain increases inertia and holds the whole body in the stability zone for a shorter period [2]. Increased abdominal fat is related to high anterior tilt in overweight people. The structural change encourages increased pressure on the heels and compensatory movements in the balance function through forward shifting of the CoG position [1, 25]. Our results can be summarized as follows. Maintaining an upright position is instrumental for the OW group to compensate for the balance function, especially in the ML direction. Based on these findings, the ANN system can investigate the differences in the postural control mechanisms between the NW and OW groups. Several studies have found no significant difference in the balance functions between the two groups. Furthermore, the proposed technique can provide the postural model that simulates a person’s equilibrium using only the kinematic and CoP data. Although this study revealed that the proposed models could indicate the different balance strategies between the NW and OW groups, it had some limitations. First, the small sample size resulted in incorrect CoP estimation in some cases. Second, minor factors such as the distance between two feet were not controlled during data collection, which affected output estimation of the neural network system. Third, the proposed models could only be applied to describe the mechanism of human bipedal postural steadiness when the participants’ eyes are open because the training data set was collected under this condition. Last, the input data depended on the order for all the input variables; the optimal order may vary in each parameter. Therefore, increasing the sample size would improve the accuracy of the postural models.

5. Conclusion

Our findings show the application of the artificial neural network system to define the postural control mechanism for overweight adults. Additionally, the results indicate that the proposed postural model can estimate the CoP positions with higher accuracy and precision. Furthermore, the findings reveal that there are differences in postural control strategy between the two groups. The postural control mechanism in the AP direction is necessary to maintain the upright position in the NW group. Conversely, the OW group relies on balance control in the ML direction. Interestingly, our findings indicate that both groups can maintain the upright position by utilizing the anticipatory postural adjustment.
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