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Abstract—As an indispensable ingredient of computer-assisted pronunciation training (CAPT), automatic pronunciation assessment (APA) plays a pivotal role in aiding self-directed language learners by providing multi-aspect and timely feedback. However, there are at least two potential obstacles that might hinder its performance for practical use. On one hand, most of the studies focus exclusively on leveraging segmental (phonetic)-level features such as goodness of pronunciation (GOP); this, however, may cause a discrepancy of feature granularity when performing suprasegmental (prosodic)-level pronunciation assessment. On the other hand, automatic pronunciation assessments still suffer from the lack of large-scale labeled speech data of non-native speakers, which inevitably limits the performance of pronunciation assessment. In this paper, we tackle these problems by integrating multiple prosodic and phonological features to provide a multi-view, multi-granularity, and multi-aspect (3M) pronunciation modeling. Specifically, we augment GOP with prosodic and self-supervised learning (SSL) features, and meanwhile develop a vowel/consonant positional embedding for a more phonology-aware automatic pronunciation assessment. A series of experiments conducted on the publicly-available speechocean762 dataset show that our approach can obtain significant improvements on several assessment granularities in comparison with previous work, especially on the assessment of speaking fluency and speech prosody.

Index Terms—computer-assisted pronunciation training, pronunciation assessment, goodness of pronunciation, segmental and suprasegmental features, self-supervised learning

I. INTRODUCTION

To tie in with the trend of the rapid growth of globalization, self-directed foreign language learning systems have become more and more appealing. As one of alternative pathways, computer-assisted pronunciation training (CAPT) has emerged and become an effective aid for non-native (L2) speakers to learn different foreign spoken (L1) languages. In contrast to the conventional curriculum in school, CAPT is much more time-efficient and cost-effective that can provide immediate feedback to L2 learners on their pronunciation quality, so as to help promote their speaking proficiency. In addition, standardized test services also deploy CAPT systems to assist in the proficiency evaluation of L2 speakers, such as TOFEL [1], which have received broad success in bridging the gap between academic and commercial sectors.

In light of the potential value of CAPT, there have been exhaustive studies on the development of related techniques, which may fall roughly into two categories: mispronunciation detection and diagnosis (MDD) and automatic pronunciation assessment. In order to detect the pronunciation patterns of non-native language learners, the majority of efforts have been made on the scoring of phone-level pronunciation quality by leveraging techniques originated from automatic speech recognition (ASR) [3][4][5][6][7][8][9]. Among these techniques, goodness of pronunciation (GOP) based algorithm and its variants are the most celebrated instantiations, which have been empirically shown to correlate well with the human assessment [4][6].

Compared with MDD, the aim of automatic pronunciation assessment is to give feedback to L2 learners on some specific aspects or traits of their spoken language usage. Although precise detection of mispronounced phone- or word-segments is not essential [10], providing comprehensive feedback for L2 learners is more crucial in the pronunciation assessment, where different speech granularities and perspectives of phonological patterns must be considered. For granularity, there are only a dearth of literature exploring multi-granularity assessment [14][15], but most of the previous work only provided a single score for each granularity. On the other hand, while other pronunciation aspects such as fluency [11], lexical stress [12] and intonation [13] are well-studied, these features are often modeled independently. Recently, goodness of pronunciation Transformer (GOPT) was introduced in [16], which advocated a multi-aspect and multi-granularity processing regime for pronunciation assessment. Although GOPT has achieved promising results on speechocean762 (a publicly-available benchmark dataset curated for research on CAPT), GOPT still suffers from three deficiencies that may make it suboptimal for multi-aspect pronunciation assessment: First, the GOP-based features adopted by GOPT solely capture segmental-level pronunciation characteristics which focuses mainly on the pronunciation scores of the phonetic segments and neglects the contextual influence between actually uttered phones (e.g., liaison and omission), thereby resulting in a poor grasp of other suprasegmental-level pronunciation patterns (e.g., stress, fluency and prosody). Second, the canonical phone embedding employed in GOPT is merely one-hot
encoding, which falls short in providing more representative phonological features that are anticipated to promote the assessment accuracy. Third, automatic pronunciation assessment of L2 learners is still faced with the resource-scarcity problem which will dramatically limit the model performance. As such, how to capitalize on meaningful and robust knowledge distilled from pre-trained models emerges as a prominent issue in automatic pronunciation assessment.

In the context of the above background, we propose a unified modeling approach that considers multi-view, multi-aspect and multi-granularity for pronunciation assessment (dubbed the 3M model). The main contributions of the 3M model are at least three-fold: 1) we incorporate prosodic features apart from GOP into the GOPT framework, 2) a simple yet effective vowel/consonant positional embedding scheme is employed to help render phonological patterns in an effort to predict high-level pronunciation scores accurately, and 3) to work around the inherent under-resourced issue, we seek to leverage contextualized acoustic representations, (viz. self-supervised learning (SSL) embeddings) to enhance the 3M model. Extensive experiments on a benchmark English CAPT dataset demonstrate that our proposed approach can yield considerable improvements over GOPT on several assessment granularities, especially for scoring the speaking fluency and speech prosody of L2 learners.

The remainder of this paper is organized as follows. Section 2 recapitulates the GOPT model which acts as the archetype model of our method and elucidates the details of our proposed 3M model. Section 3 presents the experimental setup, results and associated discussion. In Section 4, we conclude the paper and envisage possible future research directions.

II. METHODOLOGY

A. GOPT

To the best of our knowledge, in contrast to conventional approaches which usually model different aspect of pronunciation scores independently, GOPT is among the seminal studies that jointly predict multi-aspect scores of pronunciation assessment with different granularities. The input GOP feature of GOPT is a combination of log phone posterior (LPP) [17] and log posterior ratio (LPR) [18] that can be defined as follows:

\[
\text{LPP}(k_t) = \log p(k_t; t_s, t_e) 
\]

\[
\approx \frac{1}{t_e - t_s + 1} \sum_{j=t_s}^{t_e} \log p(k_j; \alpha) 
\]

(1)

where \(k\) is the canonical phone, \(\alpha\) is input observations, and \(t_s\) and \(t_e\) are the start and end frame indexes, while the LPR value between \(k_j\) and \(k_i\) is defined as:

\[
\text{LPR}(k_j, k_i) = \log p(k_j; \alpha; t_s, t_e) - \log p(k_i; \alpha; t_s, t_e) 
\]

(2)

Given an inventory of \(M\) phones, the GOP feature with respect to the segment \(i\) of a learner’s utterance that corresponds to a canonical phone \(k_i\) in a text prompt can be derived as follows:

\[
[LPP(k_1) \ldots LPP(k_M), LPR(k_1|k_i) \ldots LPR(k_M|k_i)]^T 
\]

(3)

Instead of using a hierarchical model structure to obtain utterance-level representations, GOPT designs five trainable...
the energy-related features collectively form a 7-dimension vector, which includes \{mean, std, median, mad, sum, max, min\}.

- **Self-supervised Learning (SSL) Features**

In the recent past, there has been a surge of research interest in self-supervised learning (SSL). By pre-training a prototype model on huge amounts of unlabeled data, a handful of SSL approaches have shown promising results on diverse low-resource tasks like CAPT, with their focus mainly on MDD [26][27][28]. To the best of our knowledge, there is little prior work on adopting SSL to complement pronunciation assessment [29]. In order to instantiate the multi-view modeling of 3M for pronunciation assessment, we further explore three dominant SSL approaches to examine their effectiveness and feasibility in this work.

**Wav2vec 2.0:** wav2vec 2.0 [30] is a unified and pre-trained model that consists of a feature encoder, a context network, and a quantization module, which are jointly learned in a combination of mask prediction and contrastive learning manner. Furthermore, wav2vec 2.0 achieves state-of-the-art results on phone recognition which is highly related to CAPT. Another study also found that its latent representation renders rich phonetic information [31]. Consequently, we investigate the utility of this model in this work.

**HuBERT:** with the same structure as wav2vec 2.0 but different training strategies, Hidden unit BERT (HuBERT) [32] has been shown to outperform wav2vec 2.0 in various tasks. The main difference between wav2vec 2.0 and HuBERT is that the latter one only applies the prediction loss over the masked region and adopts an iterative refinement strategy on predicting target labels, which uses K-means on either MFCC based acoustic features or the hidden units of Transformer to learn discriminative acoustic representations.

**WavLM:** as an extension of HuBERT, WavLM [33] was designed to learn the masked prediction and speech denoising capabilities simultaneously and obtained significant results on the full-stack downstream speech tasks of speech processing. To be more specific, WavLM adds gated relative position bias to the Transformer structure, and the noisy and overlapped speech are simulated as extra data augmentations in the pre-training phase.

Notably, we extract the above different kinds of SSL features, respectively, by averaging over time frames to align with other phone-level acoustic features, and these features collaborate to provide multiple views on the L2 learner’s pronunciation. As for the integration of these multiple views, there are several fusion mechanisms to be considered. In this work, we employ a simple concatenation of all features and subsequently use a projection layer to encapsulate these features. The whole fusion procedure can be formulated as follows:

\[
x = [E_{gop}, E_{dur}, E_{eng}, E_{w2v2}, E_{hubert}, E_{wavlm}] 
\]

\[
E_{multi-view} = \text{Dense}(x)
\]
where $E_{gop}$ denote the GOP features, $E_{dur}$ and $E_{eng}$ denote the prosodic features of duration and energy, respectively. $E_{wav2vec}$, $E_{hubert}$, and $E_{wavlm}$ represent the SSL features derived from wav2vec 2.0, HuBERT, and WavLM, respectively. $\text{Dense}(\cdot)$ is the dense projection layer. This way, the multi-view representation $E_{multiview}$ will form a 24-dimensional embedding for subsequent modeling.

- **Vowel/consonant positional embedding**

  In pronunciation assessment, the text prompt for a sentence to pronounce is known in advance. Since different phones have their own characteristics, we can make use of the canonical phones of the text prompt and provide useful information for jointly modeling, i.e., the canonical phone embedding. In addition to the one-hot canonical phone embedding used in GOPT, we develop a vowel/consonant positional embedding (taking inspiration from [15]) as extra phonological feature added to the one-hot canonical phone embedding and trained with Librispeech 960-hour data using the widely-used Kaldi recipe. To verify the effectiveness of our proposed multi-view approach, we keep all training hyperparameters the same as the original GOPT including the objective function, and all the experiments are repeated for five trials with different random seeds. The final results are reported with the mean and standard deviation, which are the Pearson Correlation Coefficient (PCC) and mean square error (MSE), respectively. For the SSL features, we use pre-trained wav2vec 2.0 [30], HuBERT [32], and WavLM [33] model from [16], which contains 5,000 English utterances from 250 non-native speakers, where the speakers range from adults to children. One of the main characteristics of speechocean762 is that the rich annotation information is provided. Specifically, the annotations are scores of pronunciation proficiency in many aspects and at different granularities (viz. utterance-level, word-level, and phone-level annotation labels), and each of them is evaluated manually by five experts independently, all following the same rubrics. For each utterance, there are five utterance-level scores including accuracy, fluency, completeness, prosody, and total scores (ranging from 0-10). For each word, it provides three word-level scores including accuracy, stress, and total scores (ranging from 0-2). On the whole, a total of 9 labels for different granularities and quality-aspect scores are provided. As suggested by [16], we normalize utterance-level and word-level scores to the same scale of the phone score (0-2) for training.
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HuggingFace [34] to extract the corresponding SSL features, and their dimensions are all set to be 1,024. Because the discrepancy of the dimensionality between SSL and other features (GOP and prosodic features) is quite large, we empirically found that randomly dropout a portion of each SSL features with probability $p_{\text{drop}}$ before combination with other features could help the model learn well and prevent it from overfitting. The $p_{\text{drop}}$ is set to 0.1 in our experiments.

### Overall performance

In the first set of experiments, we discuss the overall performance of our approach in comparison with six well-practiced methods, including Random forest regressor (RF) [2], Support vector regressor (SVR) [2], a transfer learning-based deep feature approach [35], multi-aspect and multi-granularity model (denoted by LSTM) [16], GOPT [16], and an SSL-based method proposed by [29]. Among them, LSTM, GOPT, and 3M adopt the same acoustic model trained on the Librispeech dataset to extract the GOP features. The corresponding results are shown in Table 1, from which we can make several observations. First, in relation to other DNN-enabled approaches, RF and SVR are relatively lightweight regression-based methods, which lead to poor performance. Secondly, although the deep feature method proposed by [35] can obtain some improvements compared to the GOP features in their experiments, the model is only designed to output a total utterance score where the rich annotations of other aspects of pronunciation proficiency are not sufficiently utilized. Contrastively, LSTM and GOPT, which exploit the multi-task learning scheme to learn a model to perform multi-aspect and multi-granularity assessments, deliver superior performance over [35]. Third, by means of the self-attention mechanism, the GOPT model can better learn the contextual information between consecutive phones in an utterance, resulting in better performance than LSTM on most of the assessment measures. Finally, in addition to property of multi-aspect and multi-granularity modeling, the proposed 3M approach extends to include multi-view acoustic, prosodic, and phonological features for pronunciation assessment. By leveraging these features, 3M can obtain significant results on several assessment measures in terms of PCC, particularly for the suprasegmental-level assessment measures such as the fluency and prosody scores, over GOPT and the previous SSL-based method [29]. Rather than using HuBERT as an independent acoustic input [29], the reason that the performance of 3M can go beyond Kim et. al may due to the integration of the multiple-view features, which confirm our hypothesis.

### Ablation Study

In the second set of experiments, we turn to examine the factors that will have influence on the performance of our proposed 3M model through ablation studies. As depicted in Table 2, the GOPT model with canonical phone embeddings...
is set as the baseline model here, and we add one factor at a time to investigate the variation of the performance. Meanwhile, we retain the total scores of each level as high as possible.

In addition to the canonical phone embeddings, we first apply the vowel/consonant positional embeddings as a kind of extra phonological information to augment the baseline model. By applying the positional information of vowels and consonants, we can improve not only the stress score but also the overall scores of all levels in terms of PCC, and it also shows that the position of vowels and consonants are correlated to the stress, which is in line with our intuition.

Furthermore, we incorporate the prosodic features (viz. duration and energy) into the model. Apparently, by taking prosodic features into account, the model has better performance of suprasegmental-level (prosodic-level) assessment on the fluency and prosody scores. Adding these two additional acoustic features has a trade-off that the stress score suffers a slight deterioration, whereas the word- and utterance-level overall scores are improved.

To inspect the utility of leveraging self-supervised learning for the pronunciation assessment task, we further integrate wav2vec 2.0, HuBERT, and WavLM features separately into our model. As shown in Table 2, all three SSL features can increase the overall assessment performance, especially for the total score at the utterance level. Overall, HuBERT is the dominant SSL feature on this task compared to other approaches, and it can offer a considerable improvement on the fluency score. However, the stress score decreases when we introduce additional SSL features (the same as the prosodic features). The poor performance of the stress score and completeness score may result from the extremely imbalanced distribution in the training data. In addition, the standard deviations of these two scores are also much higher than others. This phenomenon is in line with that observed in [16].

Finally, by taking full advantage of above-mentioned acoustic and phonological features, our proposed method can provide multi-view learning to integrate them and achieve the best results on several assessment measures of different granularities ranging from phone to utterance.

E. Comparative Analysis

To better understand the correlation between any pair of assessment measures, we conduct a comparative analysis by visualizing the correlation matrix separately on the expert annotations and the 3M model predictions. To this end, we average the phone- and word-level scores of each utterance to align with the utterance-level scores and then calculate the corresponding PCC. The results are presented in Figure 2.

Notably, the correlation matrix of the 3M model predictions is created by using one of the inference results in 5 trials. For simplicity, we ignore the total scores of each level in this experiment.

Investigating the results in Figure 2, the main findings are as follows. First, the top left and the bottom right areas of the human annotations and the model predictions show a similar tendency, where the phone-level and word-level scores are highly correlated to each other while the utterance-level measures only correlate well to the utterance level on its own. This may indicate that the proposed 3M model can achieve approximate pronunciation assessments as that done by human experts.

Second, there are mismatches between the expert annotations and the model predictions. In the first two rows of the correlation matrix, we find some relations across the phone-, word-, and utterance-level measures in the proposed 3M model. Interestingly, the phone-level accuracy and the word-level accuracy of the expert annotations have low correlations to the utterance-level scores. Based on these observations, we assume the 3M model may learn the correlations between different granularities through the self-
attention mechanism during the training phase. However, the PCC values between phone (or word) accuracy and utterance-level scores are less pronounced, and this may imply the incomplete modeling of these granularities. Instead of using the self-attention mechanism on all granularities, a hierarchical modeling structure or a selective attention mechanism may be more suitable.

IV. CONCLUSION

In this study, we have presented a multi-view, multi-aspect and multi-granularity approach (dubbed 3M), a unified model for automatic pronunciation assessment. Experiments conducted on the speechccean762 benchmark dataset have demonstrated that this novel modeling approach can considerably improve the pronunciation assessment performance at three different levels of granularity (phone-, word- and utterance-level), especially in scoring speaking fluency and speech prosody, which is highly correlated to the proficiency of L2 language learners. Therefore, we believe that this effective approach can provide a promising avenue for future research on CAPT developments. In our future work, we plan to explore the feasibility of equipping 3M with a hierarchical modeling structure for pronunciation assessment.
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