Protum: A New Method For Prompt Tuning Based on "[MASK]"

Pan He 1  YuXi Chen 1  Yan Wang 1  Yanru Zhang 1,2

Abstract
Recently, prompt tuning (Lester et al., 2021) has gradually become a new paradigm for NLP, which only depends on the representation of the words by freezing the parameters of pre-trained language models (PLMs) to obtain remarkable performance on downstream tasks. It maintains the consistency of Masked Language Model (MLM) (Devlin et al., 2018) task in the process of pre-training, and avoids some issues that may happen during fine-tuning. Naturally, we consider that the "[MASK]" tokens carry more useful information than other tokens because the model combines with context to predict the masked tokens. Among the current prompt tuning methods, there will be a serious problem of random composition of the answer tokens in prediction when they predict multiple words so that they have to map tokens to labels with the help verbalizer. In response to the above issue, we propose a new Prompt Tuning based on "[MASK]" (Protum) method in this paper, which constructs a classification task through the information carried by the hidden layer of "[MASK]" tokens and then predicts the labels directly rather than the answer tokens. At the same time, we explore how different hidden layers under "[MASK]" impact on our classification model on many different data sets. Finally, we find that our Protum can achieve much better performance than fine-tuning after continuous pre-training with less time consumption. Our model facilitates the practical application of large models in NLP.

1. Introduction
As the proposal of a series of pre-trained models (PLMs) based on large-scale corpus, the benchmark of downstream tasks in NLP has been pushed to a new level and fine-tuning (FT) on PLMs has gradually become the main paradigm of Natural Language Understanding (NLU) and Natural Language generation (NLG). Many scholars have also made some decent improvements in both pre-training and fine-tuning, which make the performance of the model surpassing human beings in a few NLU tasks. Unfortunately, better results also come at the unbearable consumption of time and computing power. At present, the pre-trained models are based on transformer (Vaswani et al., 2017), in which NLG (GPT3 (Brown et al., 2020), T5 (Raffel et al., 2019), CPT (Shao et al., 2021), etc.) uses both the encoder and decoder of transformer, while NLU (BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019), ALBERT (Lan et al., 2019), etc.) only uses the encoder to obtain the representation of sentences. What’s more, the time complexity of attention mechanism of transformer (Vaswani et al., 2017) is $O(n^2)$. The longer the sentence whether in pre-training or fine-tuning, the higher time consumption, which poses a great obstacle to their application. At the same time, as the tremendous volume of corpora, the size of models become larger and larger with billions of parameters. Not only does it consume a lot of time but is very easy to over-fit when we fine-tune the large model on the small data set. A constructive idea which named prompt tuning (PT) (Lester et al., 2021) converts downstream tasks to cloze tasks by constructing templates artificially or automatically, which aims to predict the masked tokens by MLM, and then constructs an unique verbalizer from tokens to labels for a specific downstream task. In an example of classification for cinecisms, we construct a template first “[X]. Overall, this is a [Z] movie.” by adding the prompt tokens. Secondly the MLM of the PLMs which fixed parameters predicts [Z] as well as the process of pre-training, where [X] represents a sentence in the cinecisms,$[Z] \in \{\text{good, bad}\}$ and $label = \text{Verbalizer}([Z]) \in \{0, 1\}$. PT maintains the consistency between pre-training and prompt tuning, which can avoid some kinds of issues such as knowledge forgetting to a certain extent. Additionally, PT has very fast training speed because it only updates a small part of parameters except those of the PLMs.

However, influenced by different prompts, there still exit two main problems in the PT methods. One is the influence of the diverse choices of [Z] in prompt. In the cinecism clas-
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2. Related Work

Pre-training language models like BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019), GPT (Radford et al., 2018) have been widely used for many natural language processing (NLP) tasks for several years. Although the language models perform well after being fine-tuned to adapt to series of specific downstream tasks, it needs to introduce and store a considerable amount of parameters, thus leading to a large cost on computation and memorizing. In order to solve this issue, many scholars have made a lot of efforts to research various useful approaches to it. In 2019, (Houlsby et al., 2019) have proposed a kind of special unit which named adapter. By inserting the adapter between the layers of transformer, the decent results can be obtained by only updating the parameters of the adapters. In 2021, Google presents prompt tuning (Lester et al., 2021) and converts various the downstream tasks of FT to the tasks of PT with the capacity of MLM to predict the masked tokens. Besides, they also make sufficient researches about how the length of prompts and the scale of the parameters of the PLMs impact on the performance of several tasks. The conclusion shows that the longer the prompts or the larger the PLMs bring more satisfying results.

According to the strategies of prompt-designing, the prompt-based methods can be roughly split into two types: discrete prompts and continuous prompts. Discrete prompts, also known as hard prompts, generate templates composed of natural language strings. Continuous prompts, though, directly work on the continuous embedding space rather than find the exact natural language tokens, so that the models can be optimized through back-propagation. Owing to the prior information provided by the hard prompts or soft prompts, researchers quickly realize the huge potentiality on the few-shot and the zero-shot learning. In this year, both Prefix-tuning (Li & Liang, 2021) and P-tuning (Liu et al., 2021b) are proposed, which are the methods of only updating the parameters of the additional layers of continuous prompts to improve the performance on the downstream tasks comparing with the PT methods before. P-tuning also designs the experiments to figure out the effectiveness of their methods on few-shot data sets and the results indicate that PT is better than FT on the few-shot learning. (Gu et al., 2021; Schick & Schütze, 2020; Zhang et al., 2021) also put forward many useful strategies to make both small and large language models become better few-shot learner.

In all of the PT methods mentioned, the proper verbalizers are selected to transfer the answer tokens predicted by MLM to labels. The disadvantage of the verbalizers is showing in the Figure 1. In the experiments of P-tuning v2 (Liu et al., 2021a), the CLS head of the PLMs is taken to make classification for comparing with the verbalizers. However, the results indicate that the performances obtained by these...
two approaches are basically the same and the CLS head has not bring any improvements.

3. Methodology

In this section, we present our Protum-base and Protum-Res simultaneously that a brand new way of prompt tuning based on ”[MASK]” without any verbalizers and construction of models for various NLP downstream tasks.

3.1. Protum-base

Comparing with others PT methods, in our Protum-base, we take the hidden states of the masked tokens rather than MLM head or classification linear head to make classification while we get rid of the verbalizer. The structure of our Protum-base is shown in the Figure 2. In the processing of training MLM, with the context around the masked tokens, PLMs can infer what the correct tokens under the ”[MASK]” are. Naturally, it is reasonable for classification to take the hidden states under the masked tokens into consideration directly rather than converting the hidden states to the specific answer tokens. The advantage of this strategy is that we do not need to care about what the masked words are while the classification layer connected to the PLMs will divide the hidden states of the masked tokens into the labels of a downstream task. Given a data set of a classification task \((X_i, Y_i)\), where \(X_i\) represents a single sentence or sentences-pair and \(Y_i\) is the label of \(X_i\). Then we construct a PT data set \((T_i, Y_i)\) by adding the appropriate hard prompt tokens. We define \(H_{T_i}\) as that the hidden states of the masked answer tokens extracted from the PLMs with fixed parameters such as BERT after inputting \(T_i\):

\[
H_{T_i} = \text{PLMs}(T_i), H_{T_i} \in \mathbb{R}^{N \times W \times M} \tag{1}
\]

where \(N\) and \(M\) represent the number of hidden layers and the size of the PLMs simultaneously. Besides, \(W\) is the length of the masked tokens in \(T_i\).

\[
\tilde{H}_{T_i} = \text{Max/Avg}(H_{T_i}, \text{dim} = 2), \tilde{H}_{T_i} \in \mathbb{R}^{N \times M} \tag{2}
\]

\[
y_i = \text{Classifier}(\tilde{H}_{T_i}[j]), j \in [1, N], j \in Z \tag{3}
\]

Then \(\tilde{H}_{T_i}\) extracted from the PLMs is taking to make max pool or average pool in the dimension of the length of the masked answer tokens. During the processing of pooling, no matter how many answer tokens there are, this step can handle the issue of random combination of the answer tokens when those PT methods predict multiple words. Lastly, \(\tilde{H}_{T_i}[j]\) is the hidden states after pooling of the layer \(j\) of the PLMs which are regard as the input for a learnable classifier to predict the labels. The whole process of our Protum-base is very simple which is a task of classifying the features of the text extracted from the PLMs in which the dimension of the features is hidden size. The MLM head (Han et al., 2021) are regard as the input for classifier layers in the previous PT methods. It means that the hidden states of the masked token where their dimension are hidden size of the PLMs are converted to the MLM head with the vocabulary size dimension.

\[
\text{MLM}_i = \text{MLMHead}(H_{T_i}[-1]), \text{MLM}_i \in \mathbb{R}^{W \times V} \tag{4}
\]

\[
y_i = \text{Verbalizer}(\text{MLM}_i) \tag{5}
\]

where \(H_{T_i}[-1]\) is the sequence output of \(H_{T_i}\) and \(V\) represents the size of vocabulary of the PLMs. In other words, they convert all downstream classification tasks of NLP to a specific classification task where the size of categories is \(V\) but a few of them which mean the answer tokens for the tasks are useful. Obviously, those PT methods using MLM head weaken the performance and robustness of the PLMs.

3.2. Protum-Res

In the above chapter, the Protum-base which makes a better choice that it updates the parameters of a classifier rather than the soft prompt during PT. Nevertheless, there still exists two serious issues in our model.

- The parameters of the classifier are too small to satisfy the condition of the convergence for our model.
- Only the hidden states of one layer of the PLMs are brought to make classification.

Obviously, it is not well making full usage for the hidden states of each layer so that this approach reduce the performance of models to some extend. Inspired by ResNet (He et al., 2016), we introduce the Protum-Res based on the Protum-base we mentioned before.

Firstly, we obtain \(\tilde{H}_{T_i}\) from the PLMs with fixed parameters as same as the step of Protum-base for avoiding the random combination between the multiple answer tokens. An instance of unit as is shown in the Figure 3, in each unit we add \(\tilde{H}_{T_i}[j]\) to \(\tilde{H}_{T_i}\) \(\left[\left\lfloor \frac{j}{K} \right\rfloor + 1\right]\) which is calculated from the last unit. After that we bring the result of the sum input into linear layer in which the parameters are about to update during training. The output of this unit \(\tilde{H}_{T_i}\) \(\left[\left\lfloor \frac{j}{K} \right\rfloor + 1\right]\) is obtained by activating with activation function.

\[
\tilde{H}_{T_i} \left[\left\lfloor \frac{j}{K} \right\rfloor + 1\right] = \text{ReLU}(\text{FC} \left[\tilde{H}_{T_i} \left[\left\lfloor \frac{j}{K} \right\rfloor \right] + \tilde{H}_{T_i}[j]\right]) \tag{6}
\]

By setting the structural unit similar to the residual network,
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Figure 2. The difference of structure between Prompt tuning and our Protum-base. We replace the verbalizer with a classifier to solve the issue of random combination between the answers tokens. Besides, we change the way of soft prompt with parameters updating to a classifier.

Figure 3. The processing of one unit of our Protum-Res. \( \hat{H}_{i,j} \) represents the hidden states after pooling of the \( j \)-th layer in PLMs. \( K \) is the number of the hidden layers crossed by a single residual unit to make full use of almost all of the hidden layers. Compared with the Protum-base, the scale of parameters of the fully connected layers can be handled by changing the value of \( K \) and the number of unit so that the model can converge better in the various data sets. With such a simple residual unit design, we can solve the disadvantages of Protum-base well and get better performance than fine-tuning and many PT methods with the same scale of parameters when we fix the parameters of the PLMs. Last but not least, the residual units do not need to change the structure of the PLMs. That is to say it is very convenient when we save and load the weights of the residual units during tuning or predicting. For those downstream tasks, it is not necessary to copy the PLMs every time but only to load the weights of the units. This is one of the most significant advantages of the PT methods.

4. Experiments & Analysis

In this section, we verify the performance of the above two models Protum-base and Protum-Res on three different scales of data size of sentence matching tasks on Super-
GLUE (Wang et al., 2019). And we also introduce the details and steps about how we achieve our experiments. Lastly, an analysis about the result of our experiments will be given.

### 4.1. NLU Tasks

We choose CB, RTE and BoolQ from SuperGLUE (Wang et al., 2019) to figure out the performance of our models in different scales of data sets. What these three types of data sets have in common is that all of them are typical sentence-pair matching tasks of NLP. As shown in the Table 1, we give the detail about data size of three kinds of data sets. We also make the statistics about the average length of the sentence-pair tokenized by official tokenizer of the PLMs of these data sets which already have been added with the hard prompt tokens. It is easy to find the difference between the scale of data size of these three data sets. The leap from hundreds of data to nearly ten thousands of data leads into the challenge of the robustness of our models. Therefore, our choice of these three types of data sets is strongly reasonable and also persuasive for us to verify the effectiveness of our models.

### 4.2. Details of Experiments

In this section, we present the experimental steps and details of the Protum-base and Protum-Res on the above data sets.

#### 4.2.1. Pre-training on Across Tasks

In the process of PT, all of the parameters of the PLMs will be fixed to solve the problem of spatial redundancy caused by reduplication of the PLMs during FT. The PLMs have never seen those texts which are added by the hard prompt tokens or soft prompt tokens that we construct for a specific downstream task. Because we have not continually pre-trained the MLM on the texts of the task for understanding the semanteme of the words in the sentences. For any given downstream tasks of NLP, people are going to comprehend the meaning of the texts first and then figure out the labels. There are two unreasonable issues if we take the original PLMs into consideration directly for PT. One is that obviously not in line with the way of people’s thought, and the other is that the performance of the various PT methods are not satisfied as well as the FT methods. Additionally, (Gu et al., 2021) also have proved that the effect of continuous pre-training will obtain much better performance. In this case, we pre-train the PLMs on the texts of across tasks first.

We construct $T_i$ for three types of data sets respectively by add the appropriate hard prompt tokens as same as PT-tuning (Liu et al., 2021b). The $T_i$ is shown in the Table 2. The approach of template construction is actually the same with different prompt tokens and answer tokens for different tasks. The only difference between training data and validation data is that we add the answer tokens in the training data while we remove them in the validation set to avoid the issue of labels leaking during the pre-training. Then all of the $T_i$ are sent to pre-train MLM after masking those tokens randomly selected. There are two essential strategies as follows for pre-training.

- We take steps of dynamic masking (Liu et al., 2019) and ten times duplication of data sets for pre-training.
- All of the selected tokens are masked during randomly masking.

The answer tokens also may be masked with a certain probability when we randomly select some tokens to mask. We have a conclusion that both the semanteme of texts and the logical relationship between the texts and the labels can be obtained in the way of pre-training. It is also the second purpose for us to pre-train to maximize the capability of the PLMs to comprehend the inference from the texts to the labels. About 15% tokens of the sequence will be selected during pre-training. Only 80% tokens are going to be masked while the left 20% will keep original tokens or replace with the tokens randomly selected from vocabulary. We think both keeping original tokens and random replacement may reduce the performance of the models we proposed because what we actually do is classify the hidden states of the masked tokens. For this reason, all of the selected tokens are masked in the process of pre-training. The experiments also prove the effectiveness of our approach.

#### 4.2.2. Hyperparameters

We choose BERT-base and BERT-large as our baseline to verify the performance of our proposed two approaches on both large scale model and small model respectively. We set the max sequence length of the PLMs to 256 during pre-training through the analysis of the average length of three types of data sets. Besides, we set the probability of randomly masked tokens for CB, RTE and BoolQ to 0.2, 0.25 and 0.2 respectively. The learning rate for both Protum-base and Protum-Res are set to 1e-4, 2e-4, 1e-3 and 2e-3. In order to compare with other FT and PT methods, the size of the full connection layer is set to the hidden size of the PLMs. Lastly, the value of $K$, we choose

| Dataset | $n_{class}$ | $|\text{Train}|$ | $|\text{Dev}|$ | Avg Length |
|---------|------------|----------------|----------------|------------|
| CB      | 3          | 250            | 57             | 92         |
| RTE     | 2          | 2500           | 278            | 78         |
| BoolQ   | 2          | 9427           | 3270           | 147        |

Table 1. The detail about data size of the data sets using to train our models.

The answer tokens also may be masked with a certain probability when we randomly select some tokens to mask. We have a conclusion that both the semanteme of texts and the logical relationship between the texts and the labels can be obtained in the way of pre-training. It is also the second purpose for us to pre-train to maximize the capability of the PLMs to comprehend the inference from the texts to the labels. About 15% tokens of the sequence will be selected during pre-training. Only 80% tokens are going to be masked while the left 20% will keep original tokens or replace with the tokens randomly selected from vocabulary. We think both keeping original tokens and random replacement may reduce the performance of the models we proposed because what we actually do is classify the hidden states of the masked tokens. For this reason, all of the selected tokens are masked in the process of pre-training. The experiments also prove the effectiveness of our approach.

4.2.2. Hyperparameters

We choose BERT-base and BERT-large as our baseline to verify the performance of our proposed two approaches on both large scale model and small model respectively. We set the max sequence length of the PLMs to 256 during pre-training through the analysis of the average length of three types of data sets. Besides, we set the probability of randomly masked tokens for CB, RTE and BoolQ to 0.2, 0.25 and 0.2 respectively. The learning rate for both Protum-base and Protum-Res are set to 1e-4, 2e-4, 1e-3 and 2e-3. In order to compare with other FT and PT methods, the size of the full connection layer is set to the hidden size of the PLMs. Lastly, the value of $K$, we choose
the factors of the number of the hidden layers in the PLMs, which is 1, 2, 3, 4, 6, 12.

4.3. Main Results

First of all, we pre-train both BERT-base and BERT-large on the data of the across tasks with actually the same strategies and hyperparameters. For different scale PLMs after pre-training on those data sets, we design various experiments for researching the performance of Protum-base and Protum-Res on three kinds of data sets.

4.3.1. Protum-base

We sent \( \tilde{H}_T[i] \) to the fully connected layer to make classification in the process of Protum-base. Generally, we used to take the sequence output \( \tilde{H}_T[-1] \) from the PLMs. However, we do not declare which the specific hidden layer could obtain the best result than other layers. On this condition, we choose RTE dataset to find out the performance of each layer in the PLMs. Initially, only a single layer in the PLMs has been taken to compare its performance with each other. Meanwhile, we also bring the last few layers to make max or average pool and then send the output into classifier. The performance on RTE dataset is showing in Table 3. Lastly, according to the results, we have come to the following two conclusions in this part of experiments.

- Generally, the hidden layer is closer to the input to get worse results.
- The third hidden layer always obtains the best performance both in large scale and small scale models on the almost all of the data sets.

It is easy to find that \( \tilde{H}_T[-3] \) always achieve the better performance on the validation data than others both BERT-base and BERT-large. By the way, the result shows pooling the last few layers is not working to make improvement. In conclusion, the last third layer in the PLMs can obtain the best performance so that the result of the follow experiments attains by \( \tilde{H}_T[-3] \). The results obtained by training the PLMs with three data sets is shown in the Table 4.

First of all, whether it is a large scale or small scale PLM, our Protum-base can basically perform decently as well as the results obtained by full-scale fine-tuning on these tasks.

![Table 2. Unifying Formats for the training dataset of three sentence-pair tasks. The formats of validation dataset is same as the training dataset only without the answer tokens.](image)

| Dataset | \( T_i \) |
|---------|------------|
| CB      | [CLS] + Premise + [SEP] + Hypothesis + [?], 'The', 'Answer', ':'] + Answer Tokens + [SEP] |
| RTE     | [CLS] + Premise + [Question', ':'] + Hypothesis + [?], 'The', 'Answer', ':'] + Answer Tokens + [SEP] |
| BoolQ   | [CLS] + Passage + ['The', 'Question', ':'] + Question + [?], 'The', 'Answer', ':'] + Answer Tokens + [SEP] |

Table 3. The results of another layers are not worthy to present in this table because of their worse results. We also run our code in the CB and BoolQ datasets and the performances which we do not show here also prove the predictable conclusion though only few times we can not obtain the best results using \( \tilde{H}_T[-3] \) on the CB because of the fluctuation caused by the small data size of the validation data. The result obtained by max pooling and average pooling the last four layers.

Although we have pre-trained the model before prompt tuning which is a kind of reasonable and effective measure, it is also sufficient to illustrate the effectiveness of our method. Secondly, the results are obviously affected by initialization and hyperparameters. The results obtained on the three types of validation datasets indicate the unstable factors exist in the process of training especially when the data size is quite small. There is no doubt that only the hidden states of the third hidden layer is utilized in Protum-base and what worse it is only the parameters of the classifier connected behind the PLMs that can be updated with the fixed PLMs. In our opinion, these are the main reason for the fluctuation of the results. Therefore, the performance of the Protum-base is not outstanding comparing with the other PT methods. In this case, we propose Protum-Res based on Protum-base.

4.3.2. Protum-Res

Owing to the additional residual blocks inserted into the PLMs, theoretically our Protum-Res can converge faster that Protum-base and the better performances is about to be obtained with making full usage of the hidden states and higher amount of parameters to update. For the purpose that how the units affect the performance of the models, we design experiments to make full research of them. \( K \), which equals the number of the hidden layer that one resid-

![Table 3. The results of another layers are not worthy to present in this table because of their worse results.](image)
Table 4. The table shows the whole results for three data sets training on the PLMs. We report the same results of FT* and P-tuning* taken from (Gu et al., 2021). Additionally, the results of P-tuning v2 and FT are also obtained from (Liu et al., 2021a) and (Wang et al., 2019) respectively.

| Model           | CB (Acc.) | BERT-large | BERT-base | RTE (Acc.) | BERT-large | BERT-base | BoolQ (Acc.) | BERT-large | BERT-base |
|-----------------|-----------|------------|-----------|------------|------------|-----------|--------------|------------|-----------|
| FT*             | 85.1      | 83.7       | 68.4      | 75.8       | 72.9       | 77.7      |
| FT              | none      | 83.6       | none      | 71.6       | none       | 77.4      |
| P-tuning*       | 89.2      | 97.4       | 71.1      | 75.5       | 73.9       | 77.8      |
| P-tuning v2     | none      | 94.6       | none      | 78.3       | none       | 75.8      |
| Protum-base     | 89.2      | 91.2       | 67.9      | 75.8       | 71.8       | 73.9      |
| Protum-Res      | 89.2      | 94.6       | 72.1      | 76.9       | 72.4       | 75.8      |

Table 5. The accuracy of the validation dataset of RTE when we set different value to $K$ during training Protum-Res. The results show the value around the median of $K$ can obtain better performance.

| $K$ | RTE (Acc.) |
|-----|------------|
|     | BERT-large | BERT-base |
| 1   | 74.4       | 66.4      |
| 2   | 75.1       | 67.2      |
| 3   | 75.5       | 67.9      |
| 4   | 75.4       | 63.9      |
| 6   | 73.7       | 63.2      |
| 12  | 72.0       | 62.5      |

Generally, the less parameters of the Protum-Res, the worse accuracy of validation dataset will be. As expected, the performances are little satisfied even worse than Protum-base when we set $K$ to 6 or 12. The results are exactly different with what we have in our opinions, which present an unexpected phenomenon that the smaller $K$ that means the maximum of the residual units in the PLMs acquires worse performances on the validation set of RTE. That is to say by adding a amount of the residual units especially close to $N$ can not bring decent improvements for our model. At the same time, we also obtain this conclusion when we do the same experiments on the CB and BoolQ datasets.

According to the conclusion in Protum-base that the hidden states closer to the input layer contain less useful information for any downstream tasks leads into the terrible performances. Nevertheless, the residual unit always has been added to the input layer of the PLMs in the above experiments. There is no doubt that the hidden states of the front layers reduce the performance and robustness of our model. For this reason, we set a extra hyperparameter $S$ which is the position where the first residual unit started. $S \in [1, \frac{N}{K}]$. The smaller the value of $S$, the closer the first residual to the input layer. In this case, we select the best $K = 3$ to design the experiments on RTE dataset for exploring the influence of $S$. As it is shown in the Figure (4). According to the experimental results, we first draw the conclusions:

- The $S$ has a great influence on the performance of Protum-Res.
- The $S$ is too large or small to obtain better results.

The value of $K$ decides the number of the residual units and the position of the first unit. Not only does it affect the scale of parameters which can be updated but also which part of
the hidden layers can be used during training. The smaller the value of $S$, the more the hidden layers closed to the input layer are input into the network. Although there are a great amount of parameters, it is still difficult to obtain decent results. In contrast, the smaller the number of residual units results in less use of the hidden states when the value of $S$ gets larger. Therefore, in order to trade off the above two effects, selecting the intermediate value is appropriate to obtain better results.

Finally, we compare our method with other recently advanced PT methods on these three types of data sets. The results are showing in the Table 4. The results obtained by synthesizing the above two experimental conclusions while we select the proper $K$ and $S$ to get the best results on these three types of data sets. It is easy to find that the results of our methods whether in both BERT-base and BERT-large models of the validation dataset of the CB and RTE greatly surpass the results obtained by the FT which report at SuperGLUE (Wang et al., 2019). On the validation dataset of BoolQ, there is still a certain gap with fine-tuning method. However, comparing against other PT methods, we can get the same level results in the case of the small parameters of our model than others. In our Protum, we choose to discard the verbalizer and directly use the hidden states of the PLMs for classification. Through inquiry and comparative experiments, whether in large language models or small language models and large scale data sets or small scale data sets, our model has obtained excellent results under the condition of freezing the parameters of the PLMs. Finally, the experimental results show that our proposed models are effective and meaningful.

5. Conclusion

In this paper, we first propose Protum-base to solve some issues of the PT methods we raised in Chapter 1. The hidden states of the answer tokens are directly used to make classification instead of being converted into a specific natural language word for avoiding random composition of the answer tokens and reducing the disadvantage of weakening the performance of the model owing to the alternative choices of the answer tokens. Through the analysis and experiments of the Protum-base, aiming at its shortcomings, we propose Protum-Res by adding the residual units which is the enhancement model based on the Protum-base. By studying the influence of various factors of the residual unit, we finally draw a reasonable conclusion and get decent results on multiple data sets with different data sizes. Especially for the small language models which can not obtain considerable results using other PT methods before, our models give play to their potential and get better performance and robustness. Meanwhile, the fast training speed and without any duplication of the PLMs for each downstream task, our methods further promote the deployment of large language models in practical applications. In the next step, we prepare to explore the robustness of our Protum when the different hard prompts are added to the sentences. Last but not least, the residual unit are not input into the hidden layers of the PLMs. What we actually do is that using the hidden states sufficiently by the residual unit make classification. The further research of the residual unit will also be included in our plan.
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