Exploring of Classification Methods for Early Detection of Alzheimer’s Disease
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Abstract: Alzheimer’s disease (AD) is a degenerative brain disease, a common health problem in elderly people which causes decline in memory and affected on nerve cells. AD has different stages like mild cognitive impairment (MCI) (early stage), moderate (middle stage), severe (late stage) it is essential to detect AD early in MIC, so that pre-emptive measures can be taken. Significant research was carried out over the past century to diagnose and detect this disease early. The objective of the article is provide a review evaluation and critical analysis of the recent research work done to early diagnosis of AD using Machine Learning Strategies.
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I. INTRODUCTION

Alzheimer's disease (AD) is a brain degenerative disease. It is a effect on human thoughts and work. It is also caused by the other diseases and conditions. Like a decline in memory, effected on nerve cells. Neuronal damage in Alzheimer’s disease consequently impacts parts of the brain that allow an person to perform general body activities such as walking, swallowing eating etc [22]. Dementia is a term describing a variety of disorders, and there are many various types of dementia, such as Alzheimer's disease, dementia with Lowy bodies and vascular dementia, and others. Dementia of the type (AD) of Alzheimer's disease is by far the most common cause of dementia. It is widely acknowledged that early detection of dementia can lead to more effective intervention and morbidity constraint. Their research concludes that people who encounter MCI criteria can be differentiated from healthy control subjects and those with very mild Alzheimer's disease. It appears that this group of subjects is a clinical entity that can described for therapy measures.

To date, most mental disorder types have been diagnosed based on clinical observation. In specific, those include recognition of disorders that tend to cluster together, the timing of disease appearance and their tendency to cure, persist or be chronic. Currently there are no effective and efficient diagnostic tools not available to detect Alzheimer’s. Boise et al. acknowledge prior research of low levels of clinical evaluation and diagnosis and conclude a possible explanation for this in the originality of the symptoms of dementia associated with the constraints encountered by physicians in their clinical practice. Through modern neuropsychological and cognitive testing, Alzheimer's disease is clinically diagnosed and other evidence of intellectual deficiency is verified [25]. According to Dubois et al., in addition to the clinical measures, the recommendations for the diagnosis of Alzheimer's disease accentuate the role that distinct biomarkers can perform. Like Computerized Tomography (CT), Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), Single Photon Emission Computed tomography (SPECT) etc, Genetic risk profiles are analysed although they are costly and complex to measure to large amounts of evaluations. There is no specific test that can prove whether a individual has Alzheimer's disease or not [23]. While physicians always can evaluate whether an person has dementia, the actual cause can be difficult to determine. Alzheimer's disease immunology and risk parameters make up 50% to 60% of all dementia situations in the modern world today. Some of the other causes of dementia are vascular, lewd body and frontal lobe. The incidence of dementia rises with age, from 1% in 60-64 to 24.3% in those 85 years of age or elder. Around 24.3 million persons suffered from dementia in 2001, which is predicted to double every two decades as life expectancy also rises to 81.1 million in 2040. Western Europe, the USA and China are the nations and regions of the globe that are most impacted. By 2040, 55.7% of the total population impacted will be due to these nations and regions.

II. ALZHEIMER’S DIESES

A. Alzheimer's early signs and symptoms [20]

- Memory loss that disrupts everyday life
- Obstacles in planning or solving problems
- Difficulty in understanding visual pictures and partial relationships
- New issues with phrases in talking or writing
- Reduced or poorly judged
- Losing the ability to retrace steps and Misplacing Things
- Withdrawal from job or social activities
- Difficulty in finishing familiar duties at home
- And at job or at leisure
- Changes in state of mind and character
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### III. DATABASES

**A. ADNI Database:**

ADNI [21] database having from known patient’s data for Alzheimer’s disease (AD) patients and the no disease patient’s data and mild cognitive implement (MIC) patients all information is there in the database. it mainly consider by the values are observed by the so many patients details of taken by the age, gender, education etc...In this database used to known the patient having Alzheimer’s disease (AD) or not.

**B. OASIS Database:**

The Open Access Series of Imaging Studies (OASIS) [19] is originates from Dr. R. Buckner which enables free availability of the brain MRI data sets available to the research community. The OASIS dataset contains two categories of data a) Cross-sectional MRI data b) Longitudinal MRI data of demented and non-demented elderly adults [25]. In this paper we use OASIS Dataset for studying the Alzheimer’s dieses. This set is a cross-sectional compilation of 416 subjects between the ages of 18 and 96. Three or four person T1-weighted MRI scans are included for each subject acquired in single scan sessions. The subjects are all right-handed, including males and females alike. Clinically, 100 of the subjects over the era of 60 were diagnosed with Alzheimer’s disease (AD) very mild to moderate.

### IV. MACHINE LEARNING STRATEGIES

“Machine learning is a data analysis technique that automates the construction of analytical models. It is a division of artificial intelligence based on the concept that, with minimal human interference, systems can learn from data, identify patterns and make decisions.” ML is categorised into Supervised and Unsupervised these techniques are used to study of AD.

![Figure 1: Machine Learning Techniques](image)

**A. Supervised Learning:**

The supervised learning concept is constructed on a supervisor, teaches the learning Model to use the training data set to reference unlabeled data to a class label [17]. In this model provide the both input and desired output and mapped between them Mapped is based on the data features acquired.

**Support vector Machine:**

“Support Vector Machine (SVM)” is a supervised algorithm for machine learning, used to solve the problems of classification and regression, the objective of SVM is to identify the ideal hyper plane for two classes between the training data. Kernel characteristics can be Use d to map the training set to a highlevel function space from input space.

**Logistic Regression:**

Logistic Regression [17] is a supervised Machine Learning algorithm, it is used to solve the classification problems; LR Regression estimates the relationship between the dependent and two or more independent variables by estimating the probabilities using the Logistic function or also called Sigmoid function defined as

\[
P(Y|X) = \frac{1}{1 + e^{- (b_0 + b_1 X_1 + \cdots + b_n X_n)}}
\]

Where \(X_i\) is the independent variable

\(b_i\) is The coefficients to be estimated in logistical regression by the fitting model.

In many AD research, LRC was used to justify discrimination against AD from other dementia types, early diagnosis, and AD progression.

**B. Unsupervised Learning:**

In Unsupervised Learning separate objects in various groups, no supervisor is provided i.e. no training data is available to use. Unsupervised Learning validates a mapping function to discover masked patterns and comparisons from unlabeled input datasets

**K-Mean:**

K-means clustering is unsupervised Machine learning strategy for grouping objects in a predefined set of K clusters. The process of K-Mean start with random center in data which are used as the beginning points for every cluster, and then tries to attach the nearest points to these centers. In several AD studies, K-means are used to cluster brain tissue, hippocampal and tumor segmentations.

### V. LITERATURE SURVEY ON CLASSIFICATION TECHNIQUES FOR ALZHEIMER’S DISEASE DETECTION

In Table I, Table II and Table III includes summary of various research articles of 2019,2018,2017 years for Classification techniques for early Alzheimer’s disease Detection .It coherent which type of classifier , data source ,type of features are extracted and outcome of the research.
### Table I: Summary of Classification approaches of Alzheimer’s disease Diagnosis of 2017

| Name of Author | Classifier | Modality | No of Images | Source | Features | Results |
|----------------|------------|----------|--------------|--------|----------|---------|
| Guilhare, K. K. 2017 [12] | DNN | MRI | AD+MCI+NC =150 | OASIS | Textural Features | Accuracy =96.6% |
| Alsam, S 2017 [13] | multi-kernel learning support vector machine (SVM) | s-MRI | AD=89 MCI=102 | ANDI | volumetric feature | The detection rate from HC and AD using volumetric features reaches 86.54 % and 75.12% respectively. |
| Raut, A. 2017 [14] | ANN | MRI | AD+MCI+NC =416 | OASIS | Texture, Shape and Area features | CDR is 0 for no AD, 0.5 for mild AD, 1 for moderate AD and 2 for severe AD. |

### Table II: Summary of Classification approaches of Alzheimer’s disease Diagnosis of 2018

| Name of Author | Classifier | Modality | No of Images | Source | Features | Results |
|----------------|------------|----------|--------------|--------|----------|---------|
| Ding, Y. 2018 [8] | Deep learning , CNN | SF-FDG PET | AD=484 MCI=861 Non-AD/MCI=764 | ANDI | Structural features | Accuracy =0.93 positive predict value (PPV) or precision=0.94 sensitivity or recall=0.93 harmonic mean of precision and sensitivity (f1-score)=0.92 |
| Islam, J. 2018 [9] | CNN | MRI | AD+MCI+NC =416 | OASIS | Texture FEATURES | Accuracy =0.93 positive predict value (PPV) or precision=0.94 sensitivity or recall=0.93 harmonic mean of precision and sensitivity (f1-score)=0.92 |
| Mathew, N A 2018 [10] | PNN_SVM and KNN | FMRI, PET and FMRI | AD+NC=600 | ADNI | Homogeneity, Correlation, Covariance, Contrast and edge direction | Classifier | AUC | SE | SP |
| Wang, S. H. 2018 [11] | convolution neural network (CNN) | MRI PET | AD=Local Hospitals =70 HC=98 | Local Hospitals and OASIS | NA | SVM KNN PNN | 70% 77% 85% 85% 85% 85% |

### Table III: Summary of Classification approaches of Alzheimer’s disease Diagnosis of 2019

| Name of Author | Classifier | Modality | No of Images | Source | Features | Results |
|----------------|------------|----------|--------------|--------|----------|---------|
| Razavi, F. 2019 [1] | Deep learning multi-class classification 1 means filtering 2. SoftMax regression | MRI, TDG-PET, GSF | AD= 51 MCI=59 HC=52 | ADNI | GM, WM and CSF | Images Adv vs HC MCI vs HC MRI PET CSF CONCAT NRI SVM | 0.91 0.82 0.82 0.82 0.82 0.82 0.82 | 0.91 0.91 0.91 0.91 0.91 0.91 0.91 |
| Varenbruck, Y 2019 [2] | Linear SVC (+ RBF kernel SVC, mixed kernel SVC, OLM) | CSF (df), MRI, TDG-PET, Amloid PET, ApoE | MCL-P=35 MCI-P=96 | ADNI | Information based feature | Classifier | AUC | SE | SP |
| Lee, G. 2019 [3] | Deep learning multimodal recurrent neural network | Cognitive score MRI, CSF biomarker, demographic data | MCL-P=107 MCI-NC =558 CN=415 AD=938 | ADNI | Single modal feature extraction and concatenation-based integration | Accuracy =90%. Sensitivity=84% Specificity=80% |
| Moustafa, R. B 2019 [4] | Classification and Regression Tree (CART) | CSF (df), ApoE genotyping | ADHD=1004 MCI=361 SCF=142 | JFND | Regression tree allowed for learning of cut-off values that established the relative importance of the markers | Accuracy = 80% Sensitivity=86% Specificity=87% |
| Xu, L. 2019 [5] | Random Forest (RF) | MRI | positive sample s + =79 negative samples s -=1,743 | UniProt | Protein information | Accuracy =85.5% |
| Ge, G. 2019 [6] | 3D multi-scale convolutional networks | MRI PET | AD=600 NC=598 | ADNI | GM, WM and CSF | Accuracy = 94.47% |
| Nafisi, S. 2019 [7] | Multiclass SVM and DEKMA | MRI | AD+MCI+NC=416 | OASIS | NA | Accuracy =82.3% Specificity=95% Specificity=85% |
VI. PROCEDURE FOR CLASSIFICATION

The detail procedure of Classification of Brain MRI Images using machine Learning Techniques given in the below figure 2.

In first stage is Pre processing, it is an improvement of image data that suppresses the redundant and Unobtrusive distortions from image or enhance image features, different image pre processing techniques like linearization, Resizing, Thresholding, Normalization used in Study of AD.

In stage2 perform the image segmentation is a process of dividing image into various parts, the objective is change representation of image and faster to analyze. Segmentation of images used in numerous AD research, Sukanta Ghosh et al [15] Proposed a Fuzzy logic-based segmentation algorithm to solve the object Border detection of brain images, its topology-based algorithm is implemented with a novel Fuzzy rule-base and FIS targeted at detecting strong and weak edges of brain MRI images. The algorithm is helpful to early detection of AD by accurately identifying the of objects boundaries and tracing of abnormal tissue losses. The described fuzzy algorithm can be associated with a deep learning technique.

![Figure2: Classification process](image)

Yeliz Karaca et.al [16] implemented “Automatic RGB Color Segment Score Algorithm” It is an decision-making method that can be helpful for the diagnosis of brain MRI by decision rules. The technique implemented in 3 stages in stage 1 is Pre processing, to extract the brain from the MRI on a gray scale of AD, perform dilation and erosion morphological Operations. Stage2 is RGB segmentation stage, RGB values for color segmentation of threshold value (μi > 15 pixels) has been defined using Otsu’s technique through multi-level thresholding. Stage3 Post-processing stage: By implementing the CART algorithm, the decision rules are acquired dilation and erosion was chosen from the morphological image processing techniques. Stage 3 is One of the significant step in the AD diagnosis is feature extraction and Selection. It extracts specific features from pre processed image of different abnormal categories [18]. It’s technique of decrease the original data by evaluating certain important characteristics of image. Different types of features used to diagnosis of AD like Structural features [8], wavelet based, Texture Features [9, 12], volumetric feature [13], histogram based, color based, shape based, GLCM based from Brain MRI. In the classification stage it try to classify image based on their properties and assign a class label for the feature set. The classifiers into two categorized one is Binary classifiers ,other is Multi-Class classifiers .In Binary classifier Classification with only 2 distinct classes or with 2 pre defined possible outcomes either presence or absence of abnormalities of brain image, Multi-Class classifiers is Classification with more than two distinct classes. In the Study of AD various classification methods are use like Support Vector Machine [7, 10, 13], convolution neural network [11], DNN [12], ANN [14], Decision tree, Naïve Bayes K-nearest neighbor, Fuzzy methods are so useful to early detection of Alzheimer’s detection.

The data set is divided into parts that are train and test data sets. Training data is used to calculate the patterns inherent the same. Testing is performed, and then observed if the patterns are in spot. For training and testing, similar data are required, generally extracted from same data set.

In the end, we have a anticipated disease based on the distinct algorithms with a final result of a disease predicted depending with certain symptoms of input.

A. Evaluation Metrics:

Evaluation metrics plays a significant role to discriminate among various machine learning models. We use Accuracy, Sensitivity and Specificity metrics to evaluate the performance of the Classifier.

**Accuracy:**

Accuracy is one of the best metric to evaluating the performance of any classification method.

“Accuracy is the ratio of number of correct predictions to the total number of input samples.”

By using the below formula we will calculate the Accuracy of any classifier.

\[
\text{Accuracy} = \frac{\text{True Positives} + \text{False Negatives}}{\text{Total No. of Samples}}
\]

**Sensitivity:**

Sensitivity (also called the True Positive Rate) is defined as the proportion of actual positives, which got predicted as the Positive, by considering all positive data points.

\[
\text{Sensitivity} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]
Specificity:
Specificity is defined as the proportion of true negative data points that are correctly considered as negative, by considering all negative data points.

\[
\text{Specificity} = \frac{\text{True Negative}}{\text{True Negative} + \text{False Positive}}
\]

Results:
In the table horizontally all the classifiers are mentioned and vertically all the performance Metrics mentioned on the basis of these parameters we can

| CLASSIFIER          | TP RATE | FP RATE | PRECISION | RECALL | F-MEASURE | MCC | ROC AREA | PRC AREA |
|---------------------|---------|---------|-----------|--------|-----------|-----|----------|----------|
| Naive Bayes         | 0.914   | 0.053   | 0.909     | 0.914  | 0.911     | 0.868| 0.978    | 0.944    |
| Logistic            | 0.93    | 0.06    | 0.935     | 0.93   | 0.916     | 0.89 | 0.986    | 0.973    |
| SVM                 | 0.976   | 0.021   | 0.976     | 0.976  | 0.975     | 0.961| 0.979    | 0.958    |
| Random Forest       | 0.954   | 0.04    | 0.957     | 0.954  | 0.948     | 0.93 | 0.999    | 0.995    |

Figure 3: Comparison of various Classifiers

CONCLUSION:
This article provided an extensive overview of prediction of Alzheimer’s disease by using different machine learning based methods, also provided the process of classification of Brain images and a summary of the results acquired by various researchers to predict Alzheimer’s disease. As recognized from the literature research, much research has been done in early detection of Alzheimer’s disease, but the crucial need remains to identify appropriate features that could detect Alzheimer are at an early stage. This article also provides various classifier and its performance evaluation on different metrics and finally concluded that SVM gives better results than other classifiers. Future research encompasses extracting reasonable set of features for early identification of Alzheimer’s disease and also to decrease the insignificant and redundant conventional feature sets to enhance Alzheimer’s methods effectively.
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