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Abstract—Estimating geometric elements such as depth, camera motion, and optical flow from images is an important part of the robot’s visual perception. We use a joint self-supervised method to estimate the three geometric elements. Depth network, optical flow network and camera motion network are independent of each other but are jointly optimized during training phase. Compared with independent training, joint training can make full use of the geometric relationship between geometric elements and provide dynamic and static information of the scene. In this paper, we improve the joint self-supervision method from three aspects: network structure, dynamic object segmentation, and geometric constraints. In terms of network structure, we apply the attention mechanism to the camera motion network, which helps to take advantage of the similarity of camera movement between frames. And according to attention mechanism in Transformer, we propose a plug-and-play convolutional attention module. In terms of dynamic object, according to the different influences of dynamic objects in the optical flow self-supervised framework and the depth-pose self-supervised framework, we propose a threshold algorithm to detect dynamic regions, and mask that in the loss function respectively. In terms of geometric constraints, we use traditional methods to estimate the fundamental matrix from the corresponding points to constrain the camera motion network. We demonstrate the effectiveness of our method on the KITTI dataset. Compared with other joint self-supervised methods, our method achieves state-of-the-art performance in the estimation of pose and optical flow, and the depth estimation has also achieved competitive results. Code will be available at: https://github.com/jianfenglih/Unsupervised_geometry.

Index Terms—Unsupervised learning, Geometry, Attention, Occlusion, Dynamic, Depth, Optical flow, Pose.

I. INTRODUCTION

With the rise of applications such as robots, autonomous driving, and augmented reality, the requirements for scene perception technology are also increasing. In various tasks of scene perception, the perception of geometric element information such as depth information, optical flow information, and camera motion information is particularly basic and important. In addition, optical flow estimation and depth estimation are basic tasks in computer vision. Many computer vision research are based on accurate estimation of optical flow and accurate estimation of depth, such as action recognition [1], video interpolation [2], 3D target detection [3], etc.

There are currently two types of methods for estimating depth, optical flow, and camera motion information from images. One is traditional methods based on nonlinear optimization, such as SLAM(simultaneous localization and mapping) and SFM(structure from motion), and the other is deep learning methods. The disadvantage of traditional methods is that it is difficult to obtain dense estimation results and is easily affected by environmental factors such as illumination and texture. In addition, traditional methods will fail when motion is degenerate. However, deep learning methods can quickly obtain dense estimation results in an end-to-end manner and are more robust.

Recent years, supervised deep learning techniques have been proposed to estimate depth, optical flow, and camera motion information. The supervised training methods need to provide ground-truth, but the ground-truth of depth and optical flow are difficult to obtain. Thus the limited training data restricts the generalization ability of the network. More recently, self-supervised methods have been proposed which only uses videos to complete the training, which greatly expands the types of training data. The self-supervised methods realize image reconstruction by establishing the pixel correspondence between two frames, and convert the direct constraints on geometric elements in supervised learning into constraints on the accuracy of image reconstruction, so as to get rid of the dependence on the ground-truth. Depth and pose establish pixel correspondence through the principle of multi-view geometry, and optical flow itself represents the pixel correspondence.

Research on supervised learning mainly focuses on improving the structure of convolutional neural networks, which greatly affects the estimation accuracy of depth, optical flow and camera motion. And most self-supervised methods also directly inherit the network structure proposed by supervised methods. In our work, we introduce the attention mechanism in NLP into the pose estimation network to improve the network’s ability to capture the similarity of camera motion between multiple frames.

Optical flow itself can realize self-supervised training, and depth and pose can cooperate with each other through geometric relations to realize self-supervision. However, there is a more close geometric relationship between optical flow and depth, and camera movement. The joint self-supervised training that combines the three elements of depth, pose, and
optical flow can make better use of the geometric constraints between them, such as epipolar constraints [4]. In our work, the eight-point method in the traditional method is used to establish geometric constraints between optical flow and pose. In addition to geometric constraints, joint self-supervised methods also consider rigid/dynamic scene, occlusion regions and consistency between the depth and optical flow [5], and we also proposed solutions to these problems.

The proposed framework is extensively evaluated on KITTI dataset [6]. As elaborated in Sec.IV-D, our work outperforms other joint self-supervised learning methods. In summary, the contributions of this paper lie in four aspects:

- We introduce the attention mechanism into the pose estimation network, and propose a convolutional attention module, which explores the continuity and similarity of the motion between camera frames to improve the accuracy of pose estimation.
- We propose a new geometric constraint. By using the eight-point method in the epipolar geometry, the constraint between the optical flow and pose is established, which improve the accuracy of estimation.
- We propose a optical flow direction consistency constraint, which effectively improve the accuracy of optical flow prediction.
- We propose a method for detecting moving objects, which effectively removes moving objects from the loss function.

II. RELATED WORKS

Estimating the depth of a single view and predicting 3D motion and optical flow based on images has long been a major problem in computer vision. Here, we summarize the most relevant works.

A. Supervised learning of depth optical flow and ego-motion

FlowNet [7] was the first to use convolutional neural networks to predict optical flow through a neural network structure of encoder and decoder. And FlowNet produced a synthetic simulation data FlyingChair for training. Inspired by the iterative optimization strategy in traditional methods, FlowNet2 [8] stacks the encoder-decoder structure on the basis of FlowNet. SpyNet [9] is inspired by traditional methods from another aspect, constructing image pyramids during the training process, and estimating optical flow in a coarse-to-fine way. Similar to SpyNet, PWC-Net [10] also uses a pyramid strategy, but the difference is that PWC-Net constructs a feature pyramid instead of an image pyramid. Compared with FlowNet2, PWC-Net has significantly improved the optical flow estimation accuracy and the amount of model parameters, and its parameter amount is 17 times smaller than that of FlowNet2. In our work, PWC-Net is also used as the backbone network of the optical flow prediction.

The first method of using deep learning technology to estimate pose is PoseNet [11]. PoseNet returns the global pose, and then DeepVO [12] proposed a method to estimate the relative pose using a neural network. DeepVO uses FlowNet network architecture to predict the relative pose of all adjacent frames, and then uses a recurrent neural network (RNN) to optimize the pose, which simulate the front and back ends of traditional SLAM. Similar to DeepVo, parisotto [13] also uses FlowNet as a network for preliminary prediction of relative pose. The difference is that parisotto uses attention-based global optimization to simulate the back end of traditional SLAM. However, the disadvantage of this method is that the relative pose cannot be estimated online, and the relative pose needs to be optimized after predicting the initial value of all frames. We also applies the attention mechanism to relative pose regression, and our method is an online estimation method that can run in real time.

Regarding the supervised learning method of depth estimation, researchers are mainly devoted to the innovation of network structure. Eigen [14] firstly use neural networks to estimate depth, and proposed a network framework for estimating depth in a coarse-to-fine way. DispNet [15] uses an encoder-decoder structure similar to FlowNet. DeMoN [16] and Li et.al [17] predict camera motion and depth in a network at the same time, and combine these two tasks to achieve higher estimation accuracy.

B. Unsupervised learning of Optical Flow

Yu et al. [18] and Ren et al. [19] proposed self-supervised learning methods for optical flow. The optical flow and the next frame are used to reconstruct the previous frame. Through the constraints of image reconstruction and the global smoothness of optical flow, the self-supervised learning of optical flow is achieved. In the smoothness constraint term, using the second-order regularization encourage the optical flow change in the neighborhood to tend to be linear, which can play a regularization role more efficiently [20] [21] [22]. In addition to the improvement of the smooth regularization, another problem that needs to be solved is the occlusion problem. Back2future [21] added a branch to the optical flow estimation network to predict the occlusion area. Unflow [20] proposes a method to detect occlusion based on the consistency of the forward and reverse optical flow. Two adjacent frames of images are stacked in the positive and negative order and then input into the optical flow network to obtain the forward and reverse optical flow OAFlow [22] also uses the forward and reverse optical flow to calculate the occlusion. Different from UnFlow and OAFlow, Li et al. [23] uses the forward and backward optical flow between three frames to calculate the occlusion, and achieves a higher optical flow estimation accuracy. We also adopted this method.

C. Unsupervised learning of Depth and Ego-motion

Clement Godard et al. [24] and Garg et al. [25] used binocular images to achieve self-supervised learning of depth estimation. There is an inverse relationship between the disparity and the depth in the binocular data. Therefore, the corresponding relationship between the left and right image pixels can be obtained according to the depth, so that the corresponding relationship can be used to reconstruct the image to achieve self-supervision. For monocular data, Zhou et al [26] proposed a self-supervised framework for depth and
camera motion estimation. In this framework, there are two networks that predict depth and camera motion respectively, and calculate pixel correspondences through camera motion and depth to achieve image reconstruction. In order to improve the estimation accuracy of the depth and pose, Mahjourian [27] proposed the ICP (Iterative Nearest Point) geometric constraint. And bian et al [28] proposed depth consistency constraint. In addition to geometric constraints, Vincent Casser et al [29] used a pre-trained semantic segmentation network to detect dynamic objects and predict the amount of motion, so as to make the geometric relationship of the dynamic region more rigorous.

D. Unsupervised Joint Learning of Depth, Optical Flow and Ego-motion

GeoNet [30] unified the three geometric elements of depth, pose, and optical flow in a self-supervised learning framework. GeoNet uses depth and pose to calculate the rigid optical flow, and then inputs the rigid optical flow into ResNet to estimate the residual optical flow. The final optical flow is the sum of the residual optical flow and the rigid optical flow. DFNet [31] uses three independent networks to predict depth, pose and optical flow respectively. In addition to the basic loss function, the consistency constraint of static optical flow and estimated optical flow is also added. However, DFNNet does not distinguish between dynamic and static regions when calculating optical flow consistency constraints. For this reason, Casser et al. [29] and Dai et al. [32] both use a pre-trained semantic segmentation network to obtain the mask of the dynamic region. Although cc [33] also uses neural networks to estimate dynamic and static regions, CC does not use a pre-trained network, but adds region segmentation to the self-supervised framework in a competitive and cooperative manner. EPC++ [5] does not use the network to estimate the dynamic area, but calculates it through rules that the scene flow estimated by camera motion and the scene flow estimated by optical flow are different in the dynamic area. We also propose a rule-based occlusion detection algorithm. In addition to the problem of dynamic objects, GLNet [4] proposed to use epipolar geometric constraints in a self-supervised framework to improve the estimation accuracy. In our work, we use epipolar geometry in a new way.

III. Method

A. Method overview

The overall process of our method is shown in Fig.1. We solve the tasks of monocular depth prediction, optical flow and camera motion estimation by relying on three independent neural networks, referred to as DepthNet, FlowNet and PoseNet respectively. DepthNet estimates a pixelwise depth map from a single image. And the input of FlowNet and PoseNet are same, both are two images. During the training phase, we utilize three adjacent frames I_{t-1}, I_{t}, I_{t+1} in every epoch. As Fig.1 demonstrates, we feed two pairs of images I_{t-1}, and I_{t, t+1} into the FlowNet respectively by sharing weights, and then the bidirectional optical flow, the backward flow F_{b} and the forward flow F_{f} are obtained. Here we define timestamp t to t-1 as backward direction, and timestamp t to t+1 as forward direction. Similarly, we feed these image pairs into PoseNet and obtain the backward camera motion R_{b}, t_{b} and forward motion R_{f}, t_{f}. For depth, we estimate the depth map of each image, referred to as D_{t-1}, D_{t} and D_{t+1}. After that, we take in all the original images and network estimation results to calculate masks, and perform unsupervised training through loss functions. There are four types of loss functions, namely photometric reprojection loss L_{ph}, smooth loss L_{s}, consistency loss L_{c} and geometric loss L_{g}. According to the adaptability of the loss function, we choose different masks to match and eliminate regions that do not fit the loss function. The masks contains validity mask M_{v}, occlusion mask M_{o} and dynamic object mask M_{d}. The total loss function is as follows:

\[ L = \lambda_{ph}^d M_{v} M_{o} d L_{ph}^d + \lambda_{ph}^f M_{v} M_{o} L_{ph}^f + \lambda_{s}^d M_{v} M_{o} d L_{s}^d + \lambda_{s}^f M_{v} M_{o} L_{s}^f + \lambda_{c}^d M_{v} M_{o} d L_{c}^d + \lambda_{c}^f M_{v} M_{o} L_{c}^f + \lambda_{g}^d M_{v} M_{o} d L_{g}^d + \lambda_{g}^f M_{v} M_{o} L_{g}^f \]  

(1)

Where \( \lambda \) represents the weight of loss, the subscript d and f represent the loss related to depth and flow respectively.

1) Geometric and appearance fundamental: The key to achieving self-supervision for depth pose and optical flow are establishing pixel correspondence and image reconstruction. Establish the pixel correspondence between image frames through the geometric elements estimated by the network, and then reconstruct the image by interpolation according to the
pixel correspondence. The more accurate the image reconstruction, the more accurate the geometric elements estimation.

Given a pixel $p$ in the image $I_t$, consider camera intrinsics $K$ is known, the 3D scene point in camera coordinate system of timestamp $t$ can be back-projected as

$$p_t = D_t(p_t)K^{-1}p_t$$

(2)

According to the camera motion $R_f, t_f$, the coordinates of the 3D scene point can be transformed from the camera coordinate system at time $t$ to coordinates at time $t+1$. And then the 3D scene point can be projected onto image $I_{t+1}$. Therefore, the process of establishing correspondence can be formulated as

$$p_{t+1}^{dp} = K[R_f|t_f]D_t(p_t)K^{-1}p_t$$

(3)

And projecting to image $t-1$ is the same process. However, it is only suitable for static scenes that establishing point correspondence by coordinate transformation. Correspondence of points suitable for dynamic objects can be established through optical flow, because the estimation of optical flow is based on appearance. The calculation is as follows.

$$p_{t+1}^f = p_t + F_f(p_t)$$

(4)

Therefore, when using the depth pose to calculate the pixel correspondence, the dynamic area should be eliminated. We detect dynamic objects based on the difference between $p_{t+1}^{dp}$ and $p_{t+1}^f$ in the dynamic area.

After establishing the correspondence between pixels, the next step is according to the correspondence interpolating on $I_{t+1}$ and reconstructing $I_t$. So we can get the image reconstruction error $E_f$ and $E_b$.

$$E_f(p_t) = |I_{t+1}^f(p_{t+1}^{dp}) - I_t(p_t)|$$
$$E_b(p_t) = |I_{t-1}^b(p_{t-1}^{dp}) - I_t(p_t)|$$

(5)

In this process, occlusion (pixels are not visible in another frame) will lead to incorrect interpolation results, which will mislead the optimization of the network during the training phase. We detect the occlusion based on the difference of reconstruction error between the forward and backward direction, as presented in our previous work [23]. The methods of occlusion detection and dynamic object detection will be explained in III-C.

B. Transformer Architecture in Pose Estimation

We add a convolutional attention module to the original pose estimation network based on the principle of the attention mechanism proposed by Transformer [34]. The motivation here is to better exploit the advantages of the continuity and similarity of camera movement between frames. Since the frame rate of the video is high enough and the camera motion is continuous, there is a high similarity between the forward camera motion $R_f, t_f$ and the backward camera motion $R_b, t_b$. But it is difficult to describe this similarity relationship with a definite mathematical formula, so we choose to use neural network to explore the similarity of motion and increase the network’s attention to similarity. The advantage of the attention mechanism in Transformer is exploring the contextual relationship in natural language, so in principle it fits our needs that exploring the motion relationship between the previous and next frames. The basic calculation formula of attention is:

$$Attention(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V$$

(6)

Where $Q$, $K$ and $V$ represent feature vectors. $Q$ and $K$ calculates the weight through the dot product operation, and weights $V$.

According to the principle of dot product attention, we designed the convolution attention module and inserted it into the original PoseNet [26].

As demonstrated in Fig.2, the feature map output by the last convolutional layer of the original network represents the description vectors of the forward and backward motion. We use three fully-connected layers to obtain $Q, K, V$ features respectively from the motion description feature map, and then use the dot-product weighting method to obtain the fused feature map. After four layers of convolution, the correction amount of camera motion is obtained. The final camera motion estimation value is the sum of the original estimation value and the correction amount. In Sec.IV-D1, we demonstrate the improvement of pose estimation by the convolutional attention module.

C. Occlusion and Dynamic Object Mask

There are three types of masks in our work, namely validity mask, occlusion mask and dynamic object mask. Where validity mask can be computed analytically from depth and egomotion estimates [27]. Next, we mainly introduce occlusion masks and dynamic object masks.

1) Occlusion mask: In this paper, we use the occlusion detection algorithm in our previous work [23]. Because the forward and backward reconstruction errors are similar in the non-occluded area and have a large difference in the occluded area, we can detect the occluded area according to this prior rule. As shown in the formula:

$$M_o = 1 - \text{softmax}(E_b, E_f) > \delta \ ? 0 : 1$$

(7)
We refer readers to original paper for further details of the intuition and implementations. In our experiment, we set $\delta$ to 0.48.

2) Dynamic object mask: As mentioned in Sec.III-A1, the pixel correspondence can be obtained by coordinate transformation using the depth and pose, or can be obtained according to the optical flow. However, for dynamic objects, using depth and pose to perform coordinate rigid-body transformation cannot get the correct pixel correspondence, but the optical flow method is still applicable. Therefore, In our paper refers to the correspondence established by depth and pose as static optical flow $F_{rig}$, as shown in Eq.8.

$$F_{rig} = p_{t+1} - p_t$$
$$F_{net} = p_{t+1} - p_t$$  (8)

Using the inconsistency between the static optical flow $F_{rig}$ and the estimated optical flow $F_{net}$ in the dynamic region, we can distinguish the dynamic region by using the threshold method as presented in [20].

$$M_d = |F_{rig} - F_{net}|^2 < \alpha_1(F^2_{rig} + F^2_{net}) + \alpha_2 \cdot 1 : 0$$  (9)

If the ratio of the optical flow difference to the optical flow is small enough, then it is considered to be a static area, otherwise it is considered to be a dynamic area. In our experiments, we set $\alpha_1$ as 0.01 and $\alpha_2$ as 0.5.

D. Optimization objectives

In this section we describe the loss we use for the self-supervised learning, namely photometric constraints, smooth constraints, consistency constraints and geometric constraints. These depth, optical flow and camera motion estimation tasks are linked together by these constraints.

1) Photometric and smooth constraints: Image reconstruction loss is widely used in self-supervised learning of optical flow and depth. After using the estimated geometric entities to obtain the pixel correspondence between $I_t$ and $I_{t+1}$. We can reconstruct $I'_t$ from $I_{t+1}$. In the same way, we can also reconstruct $I'_t$ from $I_{t-1}$. So as to get the reconstruction error $E_f$ and $E_{by}$ as Eq.5 shown. If the reconstruction error is smaller, the geometric entity estimation is more accurate. Therefore, the photometric loss is formulated as:

$$L_{ph} = \beta_1|I'_t - I_t| + \beta_2 SSIM(I'_t, I_t)$$  (10)

where the L1 function is a kind of pixel-to-pixel loss, and SSIM [35] can use neighborhood information, which helps the network to learn structural information. In our experiment, we set the trade-off parameters $\beta_1 = 0.15$ and $\beta_2 = 0.85$.

Another loss term is the smooth regularization. The way of smooth regularization is similar to [22], and we adopt second-order edge-aware formulation. Our smoothed loss function is defined as followings:

$$L_s = \sum_p |\nabla^2(G)|e^{-\alpha|\nabla^2(I)|}$$  (11)

where $G$ represents different geometry entities.

2) Consistency constraints: In our work, there are three consistency constraints, which are the consistency $L^d$ between the depth map, the consistency $L^{df}$ between the depth and the optical flow, and the consistency $L^f$ of the forward and backward optical flow. The consistency between depth and flow is the same with [31], denoted as:

$$L^d_c = \sum_{p_t} |p_{t+1} - p_{t+1}^d|$$  (12)

And the consistency of depth $L^d_c$ is the same with [36], which is formulated as:

$$L^d_c = \frac{|D_{t+1}(p_{t+1}) - D_{t+1}^{proj}(p_t)|}{D_{t+1}(p_{t+1})^2 + D_{t+1}^{proj}(p_t)^2}$$  (13)

where $D_{t+1}^{proj}$ is the computed depth map of $I_{t+1}$ by transforming the point in camera coordinate $t$ into coordinate $t + 1$.

In this paper, we propose a new optical flow consistency constraint based on the assumption that the directions of forward and backward optical flow are inverse to each other. [21] not only restricts the direction of forward and backward optical flow to be opposite to each other, but also requires the same magnitude, which is inaccurate. Because even if the camera moves at a constant speed, due to the perspective projection, the forward and backward optical flow will not be equal. But for static areas, the direction of optical flow is opposite. Therefore, the consistency of optical flow is formulated as:

$$L^f_c = \sum_{p_t} \frac{|F_{t+1}(p_t) - F_{t}^{b}(p_t)|}{||F_{t+1}||^2 + ||F_{t}^{b}(p_t)||^2}$$  (14)

3) Geometry constraint: Epipolar geometry is the basic geometry of stereo vision and is widely used in classical computer vision method. Epipolar geometry describes the relationship between corresponding epipolar points, that is, the corresponding epipolar point must lies on corresponding epipolar line on the other image. The relationship writes

$$p^{T}Fp = 0$$  (15)

where $p$ and $p'$ is corresponding points in two views respectively and $F$ represents fundamental matrix which is composed of camera motion and intrinsics as follows.

$$F = K^{-1}t \times RK^{-1}$$  (16)

GLNet [4] directly substitute Eq.16 into Eq.15, so that the optical flow and the pose are mutually constrained. However, during experiment we found that the accuracy of optical flow estimation is difficult to further improve, indicating that the error of pose is more harmful to optical flow. Therefore, this paper does not directly construct the epipolar geometric constraints like GLNet. We use the eight-point algorithm [37] to estimate the fundamental matrix $F_{est}$ from the optical flow in the manner of RANSAC. And the corresponding points used for estimation are selected from static and non-occluded optical flow regions. Subsequently, we use the pose to calculate the fundamental matrix $F_{cal}$ according to Eq.16. The resulting epipolar constraint loss writes

$$L^{epi}_g = |F_{est} - F_{cal}|$$  (17)
Since the eight-point method and RANSAC are not diversified, the pose errors in this constraint will not be transmitted to the optical flow.

IV. EXPERIMENTS

In this section, we validate the effectiveness of our method on KITTI [6] dataset through extensive experiments of depth, optical flow and camera pose. And we compare our method with existing joint self-supervised learning methods.

A. Dataset for Training

The KITTI dataset is captured in real world by a driving platform. We use KITTI raw data recordings to train our model, including 40864 samples in 65 training scenes and 3822 samples in 13 validation scenes. The original images are down-sampled to 832x256 taking into account the GPU memory and batch size restriction. And then we evaluated optical flow on KITTI Flow benchmark KITTI 2012 and 2015 benchmarks, evaluated pose on KITTI odometry sequence 09 and 10. And we evaluated the performance of depth on KITTI Eigen Split.

B. Network architecture

As Sec.III-B described, PoseNet adds the attention module proposed in this paper on the basis of SiMLearner, and there are a total of 11 convolutional layers. DepthNet is based on an encoder-decoder structure, and the encoder part is ResNet18 [38], the decoder part is the same with DispNet [15]. The optical flow network is based on PWCNet [10].

C. Training details

We implement our end-to-end approach in PyTorch [39]. And our network is trained using Adam optimizer with $\beta_1 = 0.9$ and $\beta_2 = 0.999$. The initial learning rate is set to be 1e-4, and is set to be 1e-5 after 200K iterations. Taking into account the size of GPU memory, the batch size is set to be 8. In this paper, we define $\lambda = [\lambda_{ph}, \lambda_{ph}, \lambda_{ph}, \lambda_{ph}, \lambda_{ph}, \lambda_{ph}, \lambda_{ph}, \lambda_{ph}, \lambda_{ph}]$ as loss balancing hyper-parameters.

The whole training process consists of three stages. In the first stage, the depth and pose self-supervised framework and the optical flow framework are trained independently. So that each network has a better initial value. The corresponding hyperparameter are $[1.0, 1.0, 0.1, 0.0, 0.0, 1.0, 0.5, 0.0]$. In the second stage, the two frames are jointly trained, and the dynamic object segmentation has a better initial result through the Cross-task consistency constraint. The corresponding hyperparameter are $[1.0, 1.0, 0.1, 0.0, 1.0, 1.0, 10.0, 0.5, 0.0]$. In the final stage, geometric constraints are added to the training framework, and The corresponding hyperparameter are $[1.0, 1.0, 0.1, 0.0, 1.0, 1.0, 10.0, 0.5, 0.1]$. Beside, we calculate loss at 4 resolution-scales.

D. results

1) camera motion estimation: We evaluate the performance of our method on the official KITTI visual odometry benchmark. As a standard setting, we use the 09 and 10 sequence for testing, and we use the odometry metrics as in SiMLearner [26] and [30]. We compared with the traditional method, self-supervised method and joint self-supervised method. Tab.1 demonstrates that our method achieves better odometry result than the traditional method or the self-supervised and joint self-supervised methods.

To better reveal the performance of the proposed method, we conducted ablation experiments. Ours-base represents basic self-supervised method using photometric, smooth and depth-consistency constraints. Ours-atten represents represents modifying the pose network structure according to the attention mechanism, yielding better result. Ours-atten-joint means that the joint training of depth, pose and optical flow and the geometric constraints can effectively improve the accuracy of pose estimation.

| Method       | seq.09(mean $\pm$ std) | seq.10(mean $\pm$ std) |
|--------------|------------------------|------------------------|
| ORB-Slam     | 0.014 ± 0.008          | 0.012 ± 0.011          |
| DDVO         | 0.045 ± 0.108          | 0.033 ± 0.074          |
| Zhou         | 0.016 ± 0.009          | 0.013 ± 0.009          |
| Mahjourian   | 0.013 ± 0.010          | 0.012 ± 0.011          |
| Ranjan       | 0.012 ± 0.007          | 0.012 ± 0.008          |
| Monodepth2   | 0.017 ± 0.008          | 0.015 ± 0.010          |
| DF-Net       | 0.017 ± 0.007          | 0.015 ± 0.009          |
| GeoNet       | 0.012 ± 0.007          | 0.012 ± 0.009          |
| CC           | 0.012 ± 0.007          | 0.012 ± 0.008          |
| EPC++ M      | 0.012 ± 0.007          | 0.013 ± 0.008          |
| GLNet        | 0.011 ± 0.006          | 0.011 ± 0.009          |

Ours-base 0.013 ± 0.008 0.012 ± 0.011
Ours-atten 0.011 ± 0.0058 0.011 ± 0.0073
Ours-atten-joint 0.0098 ± 0.0059 0.0090 ± 0.0074

Fig. 3. Qualitative results of optical flow estimation. left: input image, right: optical flow estimation results of our method.

2) optical flow estimation: We evaluate the performance of our method on the Flow benchmark KITTI 2012\(^1\) and KITTI 2015\(^2\). We report the performance using the average end-point error (EPE) over non-occluded regions (noc), occluded
regions (occ) and overall regions (all). We train the network on the KITTI RAW dataset, and evaluated on the training and testing set of KITTI 2012 and 2015. The detailed evaluation results of our method can be obtained from the official website.

Qualitative results are provided in Fig. 3 and the quantitative results are shown in Tab. II. We compare with several self-supervised methods and joint self-supervised SOTA methods. From the table we can see that our method is comparable to other unsupervised learning methods with slight improvement but still behind the state-of-the-art supervised methods Selfflow, which adopted a different idea to deal with occlusion, instead of excluding occlusion but training the network to guess the optical flow of occlusion. Compared with joint self-supervised methods, we achieved SOTA result. And especially, comparing with GLNet, we use epipolar geometry in different ways to reduce the influence of pose error on optical flow, yielding better result.

![Fig. 4. Qualitative results of depth estimation. left: input image, right: depth estimation results of our method.](image)

3) monocular depth estimation: We also evaluate the performance of our method using the Eigen split of the raw KITTI dataset. We compare the performance of the proposed framework with self-supervised methods and joint self-supervised methods. Tab. III illustrate that our method is competitive to other self-supervised methods and joint self-supervised methods, but still behind the state-of-the-art methods.

In order to better reveal the performance of the proposed method, we conducted a series of ablation experiments. As Tab. III shown, ours-base and ours-atten are same with methods described in Sec. IV-D1. And -dfc means adding Cross-task consistency constraint $L_{dfc}$ described in Eq. 12, after using the consistency loss the performance is improved. -g means adding epipolar geometric constraint $L_g$, after that the performance is further improved.

V. CONCLUSION

We propose self-supervised method for to jointly learn depth, optical flow and camera motion. And we improved the joint self-supervised framework from two aspects: network structure and loss function. In terms of network architecture, we propose a convolution module for pose estimation based on the attention mechanism. Experiments show that our attention module effectively improves the accuracy of pose estimation. In terms of loss function, benefiting from joint learning we propose a method of dynamic area detection, which effectively eliminates the dynamic area in the loss function. In addition, we proposed forward and backward optical flow direction constraint and we upgrade the constraint of epipolar geometry. Finally, compared with other joint self-supervised learning methods, our method achieves SOTA results in optical flow and pose estimation and competitive result in depth estimation.
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