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ABSTRACT

Studies have shown that children can be exposed to smart devices at a very early age. This has important implications on research in children-computer interaction, children online safety and early education. Many systems have been built based on such research. In this work, we present multiple techniques to automatically detect the presence of a child on a smart device, which could be used as the first step on such systems. Our methods distinguish children from adults based on behavioral differences while operating a touch-enabled modern computing device. Behavioral differences are extracted from data recorded by the touchscreen and build-in sensors. To evaluate the effectiveness of the proposed methods, a new data set has been created from 50 children and adults who interacted with off-the-shelf applications on smart phones. Results show that it is possible to achieve 99% accuracy and less than 0.5% error rate after 8 consecutive touch gestures using only touch information or 5 seconds of sensor reading. If information is used from multiple sensors, then only after 3 gestures, similar performance could be achieved.
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INTRODUCTION

The use of mobile devices and the internet by children has increased rapidly in the past decade, approaching saturation by middle childhood in developed countries. Research has been published, exploring both positive and negative consequences of this increase [58]. Important research being done includes topics such as children online safety [16, 58], parental control [61, 37], benefits of early education using mobile technology, inclusion of children in system and user interface (UI) design [59, 57]. Systems and applications have also been built based on these research efforts.

However, the above systems often assume knowledge of the presence of a child on the device. In other words, they assume that a child is using the device and the system will operate in a child-friendly mode. In addition, most parental control apps require parents to activate a restriction feature before giving the phone to the child. If they forget, the child may not be restricted at all. Having the ability to detect whether a child is using the device on the fly is desired, as it can significantly improve the reliability and user experience of these systems.

In this paper, we present techniques to automatically detect whether a child is on a mobile device. This technology, if enabled, can be used as the first step for other systems. For example, when a system detects that a child is using the device, it could switch to a more child-friendly UI or turn on parental control. We propose three new approaches to model the behavioral difference in the use of mobile devices between children and adults. A new data set was acquired which includes touch and sensor data of 25 children (age 3–12) and 25 adults (age 24–66) captured while they were operating a mobile device. We also conducted a comprehensive set of experiments to find the best classifiers as well as evaluate the performance of each approach. The results show that 99% detection accuracy can be achieved with a low error rate of less than 0.5% for all three approaches. We complete our study with a discussion on the strengths and weaknesses of the different approaches we have studied.

The rest of the paper is organized as follows. We survey related work in the next section and then present an overview and motivation of our research. Details of three different children detection approaches are presented in subsequent sections. A data collection section is presented next followed by evaluation results of proposed methods. We then summarize our work as well as its limitations and discuss broader impacts and provide some avenues for future work in the last section.

RELATED WORK

Modern mobile devices provide a rich set of sources for extracting user behavioral data. The ubiquitous touchscreen and a variety of sensors such as audio sensors, light sensors, accelerometers, gyroscope, and magnetometers can be leveraged for capturing user behavior data [47, 10, 46, 14, 15, 54, 55, 26, 34, 41, 35]. Most of such work, however, has focused on user authentication as described below.

User authentication from touch and sensor data

Existing approaches for behavioral user authentication on mobile devices can be broadly divided into two types based on the data sources used, namely, touch-based and sensor-based methods.

Touch-based user authentication

With the increased usage of mobile devices and the known limitations of passwords, user touch characteristics have emerged as a promising behavioral biometric that can be measured [3, 7, 54, 20, 55, 35] for the purposes of authentication. Since Kim et al. [23] first explored the possibility of users being authenticated by their touch-interaction behavior, there has been a growing body of work in this direction [47, 10, 46, 54, 55, 35]. It has been observed that touch trails made on the
A large body of user authentication research has focused on with widely used pattern recognition algorithms like Dynamic Time Warping [10, 54, 55], or more complex machine learning frameworks [48, 51]. In addition to these point of entry authentication techniques, continuous authentication has also emerged as a promising approach to alleviate security problems that stem from poor authentication technology [44, 45, 42]. In this approach, users are periodically re-authenticated during a session based on their touch characteristics [12, 32, 62, 11, 1].

**Sensor-based user authentication**

A large body of user authentication research has focused on extracting behavioral patterns from mobile sensors [50, 20, 45, 26]. The general idea is that user movements can be inferred from sensor data recorded while they are interacting with a mobile device and this movement pattern is distinctive enough to authenticate users. The authentication performance reported varies greatly, from as low as 75% accuracy [63] to as high as over 99% accuracy [22].

However, all of the above mentioned studies focus on capturing the distinctiveness of an individual user for the purpose of authentication. In contrast, our work seeks to find common characteristics in touch behavior of an age group. This is a more difficult task since the behavior variation between different individuals within the same group may be large. Moreover, the overlap in behavior between different groups may pose a significant challenge to overcome.

**Children age group detection**

In contrast to the research on behavior biometric based user authentication in mobile devices, studies on children age group detection is sparse. Approaches have been proposed using speech and facial features [30, 27, 43]. However, these approaches not only need explicit user permission to use the microphone and the camera, but their performance is also significantly affected by external conditions. For example, users may not speak a word during a session. Also, it may not be easy to capture an image with sufficient quality for detection (i.e., images may have only a part of user’s face or may be blurred due to shaking of user’s hand). Therefore, an implicit and less intrusive detection system is needed that runs in the background.

Recently, Vatavu et. al [56] proposed an approach to detect small children (3–6) from tap gesture analysis on mobile devices. Hernandez et. al [18] used the Sigma-Lognormal model to extract neuromotor characteristics obtained from drag and drop gestures for age group classification. Both studies used the same data set and consequently had the same limitation: requiring fixed type of gestures and only including small children (age 3–6) in their work. This is a significant drawback because these techniques may not work for older children whose behavior is more similar to adults.

Another work by Li et. al [28] extended the age group of the children subjects to 3–11. They used taps and swipes for extracting user behavior. However, only limited experiments were carried out. For example, in their evaluation, they did not have enough data to do classification of older children based on tap data. While the three above-mentioned works focused only on touch behavior, Davarci et. al [9] proposed children age group detection based on accelerometer responses when users tap on the screen. They measured the difference in accelerometer readings between different users when they tap on the screen and used it for detection of children subjects. They did not model user movements when holding the device.

**This work**

In this work, we assume that a child is sharing a mobile device with his or her parent. The objective of this work is to determine who is operating the device (a child or an adult) by analyzing the behavior of the user. If it is detected that the user is a child, the desired action can be taken like turning on parental control or switching the UI. The system should be unobtrusive, quick, accurate and user-agnostic while being passive and continuous. The general idea is that data recorded from several touch gestures and/or sensor readings is distinctive enough to distinguish between children and adults. We divide solutions into touch-based, sensor-based and a combination of touch–sensor approaches.

In the touch-based approach, the touchscreen of the device captures each touch event and generates corresponding touch data sequence. Behavioral features are extracted from this data to model a user’s behavior. The intuition is that children have smaller fingers which results in smaller touch area on the screen. In addition, they tend to swipe faster than adults do, which produces shorter and less curvy swipes. Our experimental results confirm these observations.

In the sensor-based approach, several sensors available on modern devices like accelerometers and gyroscopes are used to capture users’ movements. Our hypothesis is that children, with smaller hands, will tend to be more shaky than adults when holding the device. Also, children are more active, so they will move the phone more often when handling it, which can be inferred from sensor data.

In the touch-sensor combination approach, we combine features extracted from a touch gesture, and sensor data recorded during this gesture, for complete user behaviour model. Sensor data is captured when the user touches the screen instead of continuously recording as in the sensor-based approach. This will help reduce battery consumption and computational overhead and still achieve high detection performance of both touch and sensor-based classifers.

Our goal is to explore a generic, user-independent model for children detection. This means the model is built on aggregated data of multiple users in the same age group.

The proposed child detection framework works in two steps: training and detection. During training, a behavioral model
We build separate models for each type of gesture. A stroke is a sequence of touch events starting with a touch down and finishing with a touch up event. We extract 22 features from a stroke (see Table 1). Most of the features are self-explanatory. The Largest Deviation Point (LDP) is a point in the stroke that is farthest from the straight line drawn from the start and end touch points of the stroke. This term was first used in [60]. Some other notable features are average_size and std_size which are average and standard deviation of all size values in the stroke. Velocity is calculated by dividing the distance between two consecutive touch points in the stroke over the duration between them (calculated by subtracting timestamps of two touch points). The distance between two touch points \((x_j, y_j)\) and \((x_i, y_i)\) is defined as \(\sqrt{(x_j - x_i)^2 + (y_j - y_i)^2}\).

To rank features, we trained a Random Forest with stroke data from a new data set consisting of children and adults touch data (described in data collection section below) and configured it to return feature importance scores using scikit-learn 1, a popular Python package for machine learning. It’s notable that two of the top-3 features are extracted from the size or area of the touch. This shows that size is an important factor. The top ranked feature is \(\text{straight_to_trajectory_length_ratio}\), which is calculated as the ratio between straight line between the start and stop touch point of a stroke, and the trajectory which connects all touch points in the stroke. This feature indicates how curvy a stroke is. We expect that children tend to perform short and fast slides/scrolls, resulting in less curvy strokes.

**Classification**
Since the touch behavior differs significantly for each individual, we expect a large variance in touch features both in case of children and adults. Hence, we need a strong classifier to do the classification. Support Vector Machines (SVM) [8] and Random Forests (RF) [4] are great candidates. SVM has been shown to perform well on touch-based authentication [12, 60, 48]. In our binary classification problem (child/adult), an SVM builds a hyperplane to separate the feature space such that it maximizes the margin between the two classes. A Random Forest (RF) is another state-of-the-art robust classifier, which usually produces similar or better results than SVM. The forest is used to classify a feature vector by inputting the vector down every tree in the forest. Each tree outputs a classification label and the forest chooses the class with the most “votes” among the trees as the final prediction. RF is also easier and faster to train than SVM.

Similar to touch-based authentication [12, 60, 44], we can not expect that a single gesture (tap or stroke) would be enough to distinguish a child from adults. To increase the robustness

---

1[http://scikit-learn.org](http://scikit-learn.org)
of the detection method, multiple consecutive gestures are used for the final decision. To achieve this, we configure our classifiers to return a score – a probability of each class (child or adult) for each gesture. We then average scores of multiple gestures and return the final decision based on a threshold. The threshold can vary depending on the security sensitivity of the application being used.

SENSOR-BASED APPROACH FOR CHILDREN DETECTION

In this section, we propose a child detection approach which uses sensor data for classification. The idea is that the way children hold and move the device is different from adults. Their hands are smaller and weaker, so they shake the device more. Children are typically more active than adults, and presumably move the device around more often while using it. We describe how these differences in behavior can be extracted from multiple motion sensors readily available on mobile devices.

Sensor selection

Modern mobile devices are usually shipped with a broad range of built-in sensors including environmental, position and motion sensors. Motion sensors measure acceleration and rotational forces of the device along three axes using accelerometers, gyroscopes, linear acceleration and rotational vector sensors. Since we are interested in measuring the movement behavior of the user active on the device, we opt to only use motion sensors. In addition, including other sensors that may be influenced by the environment may introduce noise unrelated to the user’s behavior [26]. We present a brief overview of the four motion sensors we choose to use for feature extraction.

Accelerometer and gyroscope have been used extensively in sensor-based work [26, 45, 25, 50]. Accelerometer measures the velocity change rate over time of the device along three axes. Gyroscope measures the device’s rate of rotation around each of the three physical axes. Linear acceleration can be a software or hardware sensor which measures the acceleration force that is applied to the device on all three physical axes, excluding the force of gravity. It is usually calculated from the accelerometer with the help of gyroscopes to remove gravity force. Rotation sensor measures the direction change of the device along three axes.
Feature extraction and selection

The raw data of each sensor on mobile device is a timeseries with the following values: readings of three axes (x, y, z) and timestamp t in UTC format. We compute and add magnitude values to the data stream. The magnitude of a sample \((x, y, z, t)\) from a sensor is computed as \(\text{mag} = \sqrt{x^2 + y^2 + z^2}\). The processed sensor data is then used for feature extraction.

Typically, using raw sensor data streams as input for classifiers does not provide the desired performance as individual sensor values hardly capture the essence of a user’s behavior. Common practice is to segment the sensor stream into multiple time windows and extract a feature vector from each window \([26, 45, 25, 50]\). These feature vectors would then be fed into a classifier for training and testing. We use the same approach and compute following eight features from each time window of an axis of each sensor: mean, standard deviation (std), variance (var), min, max, root-mean-square deviation, skewness and kurtosis. Most features are self-explanatory.

Here, root-mean-square deviation is computed as:

\[
\sqrt{\frac{\sum_{i=1}^{n} (s_i - \bar{s})^2}{n}} \quad (1)
\]

where \(s_i\) is the value of a sensor axis in a time window that contains \(n\) samples, \(\bar{s}\) is the mean value. Skewness and kurtosis measure statistical characteristics of the sensor time window, whether it is symmetric or heavy-tailed relative to a normal distribution. They are computed as:

\[
\text{Skewness} = \frac{\sum_{i=1}^{n} (s_i - \bar{s})^3}{n \times \text{std}^3} \quad (2)
\]

\[
\text{Kurtosis} = \frac{\sum_{i=1}^{n} (s_i - \bar{s})^4}{n \times \text{std}^4} \quad (3)
\]

In total, we extract 8 features/axis \(\times 4\) axes (x, y, z, magnitude) \(\times 4\) sensors = 128 features from a time window.

Feature selection can then be done as follows. Features of all sensor segments in the training data are extracted using a window size of \(n\) seconds. A Random Forest model is then trained on this feature set and is configured to return the importance score of each feature. The ranking of all features we obtained is shown in Figure 1 (a) \((\text{window size } n = 1\ \text{second})\). Here, each feature is named in the format [sensor name abbreviation]_[axis]_[feature name]. For example, lacc_x_mean indicates the mean value of x axis of the linear acceleration sensor. To improve classification performance and speed up the training and testing process, we picked the top 20 features as depicted in Figure 1(b). It is interesting to note that the top 20 features are all extracted from rotation and linear acceleration sensors. This is because these two sensors are used to measure subtle movement of the device without unrelated factors like...
We conducted a study on Android phones and collected a new data set, which included children and adults (mostly parents of children subjects). The study was approved by our institution’s research ethics board. Children subjects were given verbal assents and their parents completed written parental consent forms. If parents also participated, they had to sign independent consent forms.

**Study procedure**

The study included three sessions. In the introductory session, subjects were given a tutorial on what they were expected to do in the study. Subjects were also given a Nexus 6 phone to get familiar with. In the main session, an experimenter turned on the logging app and put it in the background mode, the device was given to subjects to do the following tasks. First, they opened the photo app, opened two images and identified differences between them. This task was repeated twice with two different image pairs. The purpose of this task was to capture the behavior when subjects browse photos on their phone. To spot the differences between two images, they needed to swipe to switch between the two images (they could not see both images at the same time). Whenever they spotted a difference, they tapped on its position on an image.

Second, the subjects played a game in which they performed simple gestures like tap, scroll, swipe up/down/left/right to make cartoon objects displayed on the screen disappear. Third, they were asked to open the YouTube app and browse/search for videos of their choice and watch them for a few seconds. 

This task was repeated several times for different videos. We also planted some seed videos (mostly nursery rhymes) for smaller subjects who were not able to read or search to browse and click on and watch. All subjects were asked to do the experiment while sitting and holding the phone in their hands. 

In the last session, an exit survey was given to the adult subjects who had children to answer questions about mobile device usage of their children and their opinion of our study. Overall, the study lasted about 45 to 60 minutes. Each subject was compensated with a $10 gift card.

**Apparatus**

We developed a logging app in Java to collect touch data on Android devices. The app had two services running in the background to capture data. A touch-logger service that used Android’s `getevent` API to capture all touch events reported by the OS. This allowed us to capture any gesture on any application. Each touch event data included an event code (finger up/down/move), coordinates (x-y), pressure and size of the touch gesture and its corresponding sensors data. 

We configured the app to return importance scores of combined `tap+sensors` and `stroke+sensors` features. The top 50 features of each type are listed in Figure 2. 

**DATA ACQUISITION**

We conducted a study on Android phones and collected a new data set, which included children and adults (mostly parents of children subjects). The study was approved by our institution’s research ethics board. Children subjects were given verbal assents and their parents completed written parental consent forms. If parents also participated, they had to sign independent consent forms.

**Classification**

Similar to touch-based approach, we want to build a generic model based on sensor data for the child detection task. We continue to choose SVM and RF as our classifiers as they have shown great performance on sensor based methods. In addition, we combine predictions of multiple time windows to achieve a more reliable final decision. Therefore, this technique can also be used for continuous detection of children over the period of a session.

**MULTI-SENSOR TOUCH-BASED APPROACH FOR CHILDREN DETECTION**

In this section, we present an approach that combines touch and sensor features for children detection. The idea is to only record sensors whenever a user touches the screen instead of constantly recording sensors. This would help reduce battery consumption and computational overhead of the detection system and improve detection accuracy. The feature extraction module will extract features from both data sources, touch and sensors.

**Feature extraction and combination**

In this approach, two sets of features are extracted from a touch gesture and its corresponding sensors data. First, touch features are extracted from touch sequences and are similar to those in the touch-based approach. Second, sensor features, which are similar to those in the sensor-based approach, are extracted from a sensor window equals to the duration of the touch gesture. The two feature sets are then combined into one vector to represent a gesture.

Similar to previous approaches, we train a Random Forest model on a data set (described in the following section) and configure it to return importance scores of combined `tap+sensors` and `stroke+sensors` features. The top 50 features of each type are listed in Figure 2. 

**DATA ACQUISITION**

We conducted a study on Android phones and collected a new data set, which included children and adults (mostly parents of children subjects). The study was approved by our institution’s research ethics board. Children subjects were given verbal assents and their parents completed written parental consent forms. If parents also participated, they had to sign independent consent forms.

**Study procedure**

The study included three sessions. In the introductory session, subjects were given a tutorial on what they were expected to do in the study. Subjects were also given a Nexus 6 phone to get familiar with. In the main session, an experimenter turned on the logging app and put it in the background mode, the device was given to subjects to do the following tasks. First, they opened the photo app, opened two images and identified differences between them. This task was repeated twice with two different image pairs. The purpose of this task was to capture the behavior when subjects browse photos on their phone. To spot the differences between two images, they needed to swipe to switch between the two images (they could not see both images at the same time). Whenever they spotted a difference, they tapped on its position on an image.

Second, the subjects played a game in which they performed simple gestures like tap, scroll, swipe up/down/left/right to make cartoon objects displayed on the screen disappear. Third, they were asked to open the YouTube app and browse/search for videos of their choice and watch them for a few seconds. This task was repeated several times for different videos. We also planted some seed videos (mostly nursery rhymes) for smaller subjects who were not able to read or search to browse and click on and watch. All subjects were asked to do the experiment while sitting and holding the phone in their hands. 

In the last session, an exit survey was given to the adult subjects who had children to answer questions about mobile device usage of their children and their opinion of our study. Overall, the study lasted about 45 to 60 minutes. Each subject was compensated with a $10 gift card.

**Apparatus**

We developed a logging app in Java to collect touch data on Android devices. The app had two services running in the background to capture data. A touch-logger service that used Android’s `getevent` API to capture all touch events reported by the OS. This allowed us to capture any gesture on any application. Each touch event data included an event code (finger up/down/move), coordinates (x-y), pressure and size of the touch gesture and its corresponding sensors data. The two feature sets are then combined into one vector to represent a gesture.

Similar to previous approaches, we train a Random Forest model on a data set (described in the following section) and configure it to return importance scores of combined `tap+sensors` and `stroke+sensors` features. The top 50 features of each type are listed in Figure 2. Size of finger and pressure of tap features are both in the top 15 combined `tap+sensors` features. 10 stroke features are among the top 50 combined `stroke+sensors` features. These results show that touch features are still important in modelling user behavior.

For classifier selection, we continue to choose SVM and RF. In the subsequent sections, we present our study to evaluate our proposed models for children detection.
Figure 3: Touch-based approach: Performances of SVM and RF when using tap and stroke features for children/adults classification. Using strokes resulted in higher AUC and lower EER. In addition, bundling multiple gestures for a classification decision significantly boosted AUC and lowered EER.

and a timestamp in UTC format. We set the recording rate for all sensors at 100 Hz.

After a subject finished the study, the experimenter turned off the app (which stopped the two services), extracted the data out of the phone and saved it on a laptop before resetting for the next subject.

Subjects
50 subjects (25 children and 25 adults) were recruited through advertisement on social networks. Subjects who were under 13 years of age were considered child subjects in our study. We followed the definition of children in the Children’s Online Privacy Protection Rule (“COPPA”) [13]. Adults (average age=36, min=24, max=66) were mostly parents of the child subjects. Child subjects were divided into two groups: young children (19 subjects, average age=5.57, min=3.5, max=8) and older children (6 subjects, average age=10, min=9, max=12).

Data summary
A filtering step was applied to each subject’s data to remove data introduced by the experimenter (any data from the beginning and at the end of the data files, which had app id of the logging app). We then removed values in the data that have been shown to be highly contextual or personal behavioral features [12, 60]. These values included x,y-coordinates of touch data, device orientation, and stroke direction. The reason for this removal was that we want to build generic and robust models for children and adults, thus, we opted to use generic data and less context dependent features which would be influenced by the underlying application being used.

As mentioned before, we used only tap and stroke gestures similar to previous studies [12, 44]. In total, 14383 gestures (5278 taps, 9105 strokes) and over 1.1GB of raw sensor data was collected.

EXPERIMENTAL RESULTS
In this section, we report evaluation results of the three proposed models for children/adults classification. We report the performance of our classifiers using popular metrics: AUC – Area Under the Receiver Operating Characteristic (ROC) curve and Equal Error Rate (EER). ROC curve is the most common way to visualize the performance of a binary classifier. It is created by plotting True Positive Rate (TPR) against False Positive Rate (FPR) at various threshold values. AUC is arguably the best way to measure a classifier’s accuracy. Its value ranges from 0 to 1, where 1 is a perfect accuracy score. On the other hand, EER is considered the best measure for describing a classifier’s error rate. EER is the point where False Positive Rate and False Negative Rate (FNR) are equal. EER balances between usability and security. The lower the EER, the higher the accuracy and consequently, the better the classifier is. In our evaluations, we label children samples as positives and adult samples as negatives. So FPR indicates the percentage of adult samples being misclassified as children and FNR is the percentage of children samples misclassified as adult.

Touch-based Classifier
We used sklearn to implement and run our evaluations. To tune parameters of our classifiers, we used GridSearchCV class in the library. It ran many classifications on the data with different parameters of a classifier and returned the parameters set that give the best performance. For our data set, the best parameters for RF were: n_estimators=200, max_features=log2, criterion=entropy. For SVM classifiers, the best parameters were: C=5, kernel=rbf, gamma=auto. In all our evaluations, we used ten-fold cross validation, which has been commonly used in [28, 12, 60]. The data set was divided into ten equal subsets. In each round, nine subsets were used for training and the remaining subset was used for testing. The overall performance metrics were then averaged. Cross validation is a powerful technique to validate a classifier when the data set is limited.

Performance of different classifiers
As mentioned before, we ran a grid search for multiple classifiers on aggregated tap and stroke data of both children and
(a) AUCs of SVM and RF using tap features on two children groups
(b) EERs of SVM and RF using tap features on two children groups

c) AUCs of SVM and RF using stroke features on two children groups
(d) EERs of SVM and RF using stroke features on two children groups

Figure 4: Touch-based approach: Performances of SVM and RF on two children age groups. Using taps or strokes, it’s always easier to detect a young child than an older child.

Table 2: AUC of different classifiers on tap and stroke features

| Classifier          | AUC_Tap | AUC_Stroke |
|---------------------|---------|------------|
| Logistic Regression | 0.60    | 0.73       |
| Perceptron          | 0.60    | 0.67       |
| Multilayer Perceptron (MLP) | 0.63 | 0.79 |
| SVM (linear kernel) | 0.63    | 0.75       |
| SVM (rbf kernel)    | 0.68    | 0.81       |
| Decision Tree       | 0.60    | 0.73       |
| Random Forest       | 0.64    | 0.83       |

Adults and show the best performance of each classifier in Table 2. Here, only one gesture (tap or stroke) was used for a final prediction. As we can see, SVM with an rbf kernel and RF provided the best AUCs in both tap and stroke features. Hence, they were chosen to be the classifiers for remaining evaluations.

Classification power of tap and stroke features
To compare the classification performances when using tap and stroke features we performed ten-fold cross validation evaluations on aggregated tap and stroke data of all children and adults subjects using SVM and RF. The results are presented in Figure 3. It is clear that stroke features provide better detection performance for both classifiers. Specifically, with only one stroke, both SVM and RF achieved 0.81–0.83 AUC. In contrast, with only one tap, we can only achieve 0.64–0.68 AUC. In addition, the error rate of both classifiers when using strokes is much smaller than that when using taps: 0.25(RF_stroke) and 0.26(SVM_stroke) compared to 0.39(RF_tap) and 0.37(SVM_tap). The results are expected and justifiable because strokes provide richer behavioral information than taps.

Performance evaluation with multiple gestures
The detection performance can be significantly improved by bundling multiple gestures together to make a final decision. This is clearly demonstrated in Figure 3. AUC is considerably improved and EER drastically drops as we bundle more strokes together. AUC reached 0.99 for both classifiers when the number of strokes was 8 (EER_RF= 0.02 and EER_SVM= 0.05). EER reached 0.002 (or 0.2%) when the number of strokes was 16. This indicates that by combining a minimum 16 strokes during classification, it is possible to detect children with more than 99% accuracy while misclassifying adults as...
Figure 5: Sensor-based approach: Performances of two classifiers on two children age groups and overall.

Figure 6: Sensor-based approach: AUCs of two classifiers when features were extracted from different sensor window size. Horizontal axis is the window size in seconds.

children only 0.2% of the time. Similar effect is observed on tap gestures. However, when combining taps for detection, AUC increased much slower and can only reach 0.9 when the number of taps was 20. In addition, EER was still around 0.1 with 20 taps for a prediction.

**Detection performance using only size feature**

Intuitively, one may guess that it is possible to differentiate a child from an adult by measuring the size of finger tips at the time of performing a gesture. We ran a 10-fold cross validation evaluation on stroke data where only size features were used for classification. The results showed only an AUC of 0.59 (RF) and 0.61 (SVM) compared to 0.83 (RF) and 0.81 (SVM) when using the full feature set proposed in the paper (only one stroke was used for each prediction). The results point out that size is a good feature, but other features are needed for strong classification performance.

**Detection performance on different children age groups**

The inclusion of a broad range of children’s age may harm the classification performance as older children may have significantly different behavior compared to that of younger children. We further divided children subjects into two groups: young children (3–8) and older children (9–12). We then ran evaluation on data of these two groups combined with adults data using 10-fold cross validation. The results are shown in Figure 4. While Figure 4(a) and (b) show the AUCs and EERs of SVM and RF on the two children groups when using tap features, (c) and (d) showed AUCs and EERs when using stroke features. As we can see, tap features are not good enough to detect older children. The AUC was about 0.7 while EER was around 0.4 even when we combined 20 taps to make a final decision. Stroke features provided much higher AUCs and lower EERs for both children groups. Specifically, after about 8 strokes, both SVM and RF achieved over 0.99 AUC and less than 0.005 EER for younger children. It took about 14 strokes to achieve this performance with older children. These results are reasonable because younger children possibly are more different from adults in terms of physical (size of fingers and area of fingertip) and behavioral characteristics (swipe faster, make shorter strokes, touch lighter, etc.)

**Sensor-based Classifier**

In this section, we present detailed performance results of the child detection task based on sensor data. We aggregated sensor data into four different groups, namely, a generic child group representing all children subjects, a generic younger child group representing children of age 3–8, a generic older child representing children subjects of age 9–12, and a generic adult group containing all the adult subject. Children subjects’ data was labeled as positive while adults’ data was labeled as negative. Ten-fold cross validation was used in all experiments to evaluate the performance of the classifiers.

**Determine window size**

Since behavioral features are extracted from a time window, it is important to find a good window size. It affects classification performance and also determines the time needed to perform a prediction. We empirically found an appropriate window size as follows. We varied the window from 1 second to 20 seconds. For each window, we extracted features of all subjects and did a ten-fold cross validation using SVM and RF. The results are reported in Figure 6, which suggests that using a window...
size of 1 second provides us the best AUCs for both classifiers. Thus, we opted to use this window size for the remaining evaluations.

**Detection performance**
We ran ten-fold cross validations on aggregated data sets of each children age group, and of all children with adult subjects. The results are presented in Figure 5. First, as it can be observed that the RF performed better than SVM (lower EERs in all cases). Second, combining multiple windows significantly improves classification performance. Specifically, with only one window, the overall EER of RF and SVM was 0.02 and 0.10 respectively, but it quickly dropped to below 0.002 after combining 5 or more sensor windows for a final detection decision. We also achieved over 0.99 AUC for both classifiers.

Looking at different children age groups, we can see that both classifiers produced lower EERs for younger children when the number of combined windows is small (1–5). When more than 5 sensor windows were combined, this difference was negligible. Thus, we conclude that a sensor-based approach is efficient to detect both young and older children.

The results also suggested that a sensor-based approach produced higher performance than a touch-based approach. We can achieve 0.99 AUC and 0.002 EER after 5 seconds with sensor features. But it would take 16 combined strokes to achieve similar performance. In addition, we would never achieve such high performance with taps. There is, however, a drawback of using sensors: it can drain the battery much faster if we continuously track user’s movements via sensors. We can mitigate this issue by only recording sensor data whenever the device is unlocked and then periodically checking the user’s identity during a session. We do not need to keep polling sensors all the time.

**Combined Touch–Sensor Classifier**
In this section, we present child detection performance of the combined classifier which is based on both touch and sensor data. Here ten-fold cross validation was also used for all evaluations. The performance obtained is shown in Figure 7. For readability, we only present results from RF since SVM produced similar figures. As we can see, combining touch and sensor features improved accuracy and reduced error rate compared to those of touch-based features. More specifically, we achieved 0.99 AUC and only 0.01 EER after three consecutive taps and only 0.002 EER after three consecutive strokes. This approach gave us performance as good as using only sensor features, if not better. An important advantage of this approach is that we only need to record sensors when the user performs a gesture on the screen. Thus, it is much less resource intensive compared to the purely sensor-based approach.

**Comparison with previous work**
In this section, we compare our results with previous work. In terms of performance, Table 3 shows detailed comparison. Here, we use accuracy as it was used in [56, 18, 9] and AUC was not reported. Accuracy is computed as the ratio between correct predictions over all predictions of testing samples. [28] used AUC, thus we compared with them using AUC. We used the best figures reported in each paper for comparison. We also recomputed our performance with similar children age groups used in previous work. As we can see, in the touch-

### Table 3: Comparison with previous works using accuracy reported in each paper. AUC is used if accuracy was not reported.

| Age   | Touch-based        | Combined gestures |
|-------|--------------------|-------------------|
|       | Single gesture     | Combined gestures |
| 3–6   | [56] 86.5%, single tap | >99%, 7+ taps     |
|       | [18] 96%, single stroke | NA               |
|       | [28] 84%, single swipe | 97%, 8+ swipes   |
| **This work** | 89%, single stroke | 99%, 8+ strokes   |
| 7-12  | [28] 0.91 AUC, single swipe | 0.97 AUC, 8+ swipes |
|       | **This work** 0.91 AUC, single swipe | 0.97 AUC, 8+ swipes |
|       | Sensor-based       | Combined windows  |
| 3-12  | [9] 85.3%, 1 tap window | 92.5% 30 windows |
|       | **This work** 85.3%, 1 tap window | 92.5% 30 windows |
|       | 96%, 1-second window | >99%, 5 windows  |
based approach, we achieved comparable, if not better than most related work when using a single gesture for detection of children. When combining multiple gestures, we achieved similar accuracy compared to [56] and slightly better than [28] (for both younger and older children groups). In the sensor-based, our approach achieved much better performance when using a single sensor window as well as a combination of multiple ones compared to [9]. These results confirm the effectiveness of the proposed approaches.

**DISCUSSION AND FUTURE WORK**

We have presented three different behavior-based children detection methods on smart devices, namely, touch-based, sensor-based and a combination of sensor and touch-based approach. The touch-based approach leverages tap and stroke patterns recorded from a user’s touch interactions on a mobile device. The sensor-based approach tracks a user’s hand movement from a stream of data recorded by motion sensors while the user is handling the device. The combination approach utilizes both touch-based and sensor-based features to improve detection accuracy. To this end, we acquired a new data set of natural touch behavior of 50 children and adults subjects. The main findings of this work are as follows:

- The work establishes the fact that it is indeed possible to automatically detect presence of children on mobile devices with high accuracy. The advantages of the proposed techniques are as follows: first, they are implicit in nature, thus do not need active participation of the subjects. Second, the techniques are robust as multiple gestures, multiple time windows and multiple data sources are used to make the final decision.
- The results show good performance on the child detection task with over 0.99 AUC and less than 0.5% EER for all the three approaches investigated (after 8 consecutive strokes, or after 5 sensor windows of size one second, or after 3 consecutive strokes in the combination approach).
- Comprehensive evaluation results with different age group of children indicated that not only the younger children (3–8 years) but also the older ones (9–12 years) can be classified efficiently with the proposed classification frameworks.

While focus of the current work is on developing techniques to distinguish between children and adults based on touch behavior, not on how the technique will be used, we briefly discuss broader implications of this work in the next section.

**Broader implication of this work**

The proposed technique can be employed in designing various applications like methods for children online safety, parental control, user interface (UI) design for early education, etc. If this technique is to be used with parental control, it must be integrated carefully considering the multi-faceted nature of the issue. Various reports on child development have pointed out that, at very young age, different forms of parental mediation are beneficial to healthy development [38, 39]. There are five parental mediation strategies: (1) restrictive mediation [31], (2) co-use [36], (3) active mediation [40], (4) deference [40], and (5) supervision [36]. It is evident that the opportunities for parental controls will unfold differently for various age groups and in various contexts. However, all of the common types of mediation are recommended by the child development research community [52], but restrictive mediation in particular is strongly encouraged for very young children (though their stance on this subject is also in flux, see [5]). However, restrictive measures come with several drawbacks. The one-sided focus on protection may even be detrimental to children rights and well-being [21]. From this viewpoint, children may not benefit from constant parental protection [16].

Current research has emphasized the importance of balancing the needs of parents to monitor and manage usage with the needs of children to maintain the agency and autonomy that children need to develop into self-dependent adults [16, 29, 61]. Several studies have reported that appropriate balance in parental mediation can mitigate the negative aspects of digital media [37, 24, 58, 6, 33] and help to develop digital literacy and practical abilities in the use of digital devices [2]. It has been shown that mediation enforced by technology are more effective than mediation enforced by parents [19]. From this viewpoint, it is beneficial if the device can automatically detect interaction from children, which is focus of this work.

**Limitations**

Although impressive performance of the proposed approach indicates inherent strength of the behavior-based model, there still remain several limitations as identified below.

First, although we have acquired a relatively bigger and more diverse data set than previous work, it is still limited, and may not be sufficient to generalize the model of behavior for children and adults. Nevertheless, we have shown the potential of our approaches. We believe we can train a more robust model with more data, for which we plan to conduct in future work.

Second, this study has not considered the case of subjects with physical impairments or older individuals. Older individuals often have lower motor precision similar to children. It may affect the performance of the classifier substantially, as touch gestures are not only characterized by the dynamics but also by other physical properties, like pressure applied on screen and area of touch. We envision our technique being used in situations where there potentially are children users and would not be activated on a phone that has adult users with physical impairments. This class of users are a common issue for touch interaction based studies.

Third, we have not trained and evaluated our models in different contexts. For example, when users are walking, their touch and sensor readings will be affected, which may lead to differences in their behavior model. This is also a common problem in touch and sensor-based user authentication works. We can use activity recognition techniques [53] or contexts detection [17] to determine current user activity and only perform classification in a static mode. Another approach is to take into account the variance in the training data in different contexts and activities and train different models correspondingly.

In addition, current work has not examined other types of gestures like multi-finger gestures and the possibility of fusing different classifiers of different gestures for better and faster
Last but not least, we have not evaluated our models across different devices and different vendors. For example, how would a model built on mobile phones perform on a tablet? Hernandez et. al [18] suggested this might work, however, a more thorough analysis on a bigger data set is needed.
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