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The main goal of designing individualized products is to meet the specific requirements presented by the customer. Therefore, designers need to adapt the relevant components of the product for each customer, which is difficult to achieve efficiently with existing methods. In this paper, we propose an integrated approach that enables intuitive modeling of products and supports fast conversion of different customer requirements (CRs) to configuration solutions. Firstly, the product properties are decomposed, and a standardized CR expression template is established to enable the mapping of CR information to product properties change information. Secondly, the community structure in complex network theory is introduced to visualize and quantitatively describe the relationship between product parts. The community detection method based on fuzzy clustering is applied to module division, and the optimal result is obtained using the F-statistic and modularity as evaluation indexes. Finally, the individualized product configuration problem is transformed into a dynamic constraint satisfaction problem. According to CR information and product module division result, the hierarchical community structure is used to narrow the search space and quickly derive solutions with high customer satisfaction through case-based configuration. An automatic guided vehicle is used as an example to illustrate the effectiveness and practicality of this approach.

1. Introduction

Today’s consumers are increasingly eager to design and manufacture individualized products that reflect their specific needs [1]. In the upcoming paradigm of mass individualized, customers will initiate the product and manufacturers will produce at low cost [2]. Many scholars have proposed methods that consider customer requirements (CRs) in the past three decades. The design for variety method proposed by Martin and Ishii can identify components that need to be redesigned because of changing requirements. Krause et al. [3] developed a multicriterion approach using the variety allocation model to relate different CRs to variant components. Blee et al. [4] proposed an integration method based on variety and modular design to reduce the scope of variant components. Otto et al. [5] link different branches of product design research into a logical sequences that can actually be used for product platform development. Simpson et al. [6] introduced an approach to integrate several tools into a framework to translate CRs into commonality specifications. Hu et al. [7] envisaged that the product should contain three types of modules: normal modules, customized modules, and individualized modules. They all have standard interfaces to allow for easy assembly and disassembly. To conclude, individualized product design requires not only an accurate identification of CRs but also a rational architecture that can describe the structure of their functions and how they are implemented.

Generally speaking, CRs are dynamic and customers are not aware of the technical characteristics of the product but only focus on product behaviour they cause [8–10]. Therefore, tools such as Voice of Customer, KANO-model, Quality Function Deployment, Preference Graph, Kansei engineering, and Bayesian networks, are proposed to collect and analyse CRs [11–16]. These tools can be very effective in mapping requirements into product design parameters but
still have shortcomings. In the individualized product market, market expectations are characterised by CRs. If the analysis of requirements is done by designers, it is impossible to include every customer’s needs. On the contrary, if it is done by the customers themselves, who do not have the expertise, this would be too difficult. Therefore, an approach is needed to simplify the analysis of CRs.

In the area of individualization, adjustments to the product components are allowed. But also, here, ideally, the product structure remains unchanged between modular product families. Grouping components with similar characteristics can improve product maintainability and have a significant impact on the overall life cycle [17, 18]. Stone et al. [19] provided a unified description of product functions and proposed a three-stage heuristic algorithm to construct a modular structure. Kusiak and Huang [20] used graph theory as a tool to express the physical connection relationship between parts and tried to explore the balance between product performance and cost using a fuzzy neural network method. Marshall and Leaney [21] developed a new modular design approach by introducing the concept of Holon in systems engineering. Pimmner and Eppinger [22] decomposed products into different components and then cluster them into chunks by design structure matrix, taking into account spatial, energy, information, and materials. Erixon [23] took product strategy considerations into modularization and proposed the Modular Function Deployment method based on Module Indication Matrix, which links the components of a product with 12 modular drivers such as design development, differentiation, and manufacturing. Individualized products may have many parts, and using the previously proposed method may result in a huge workload. More importantly, they are not intuitive to the customer due to the lack of visualization of the product structure.

Product configuration has received continued attention from academia and industry as a technology that can deliver customized products to customers in a short period of time [24, 25]. The current product configuration approaches can be classified as rule-based, model-based, and case-based [26]. Each of the three approaches has advantages and disadvantages. The most typical model of rule-based configuration is DEC’s computer configuration system R1/XCON, which has roughly 31,000 parts and 17,500 configuration rules in its database [27]. In the early days, this technique was very popular, but when the rules changed, a large amount of knowledge in the database needed to be modified, which led to a heavy workload. Huang et al. [28] represented the product information, constraints, configuration rules, and their mapping relationships as a semantic model, which improved the flexibility of rule-based configuration. Model-based configuration usually requires the construction of a good generic model of the product, which is subsequently transformed into a constraint satisfaction problem (CSP) [29–32]. Jiao et al. [33] proposed an integrated model for market-based product transaction data to generating feasible configuration plans and selecting the best configuration solution based on CRs. The model-based configuration is more comprehensive in considering factors, but lacks generality in solving process. The case-based configuration is to find the product with the highest similarity to the CRs in the enterprise’s product database [34–36]. This method is highly maintainable for configuration models, but when the configuration knowledge is not perfect, the obtained solution is not necessarily optimal, and when there are many existing cases, the retrieval process is time-consuming, which can seriously affect the configuration efficiency. Wang et al. [37] proposed a case-based method with self-organizing mapping and fuzzy similarity priority comparison to narrow the search scope, thus improving the retrieval efficiency.

Two difficulties and challenges were identified by reviewing the results of research on CR modelling and product modelling.

1. Customer involvement in the product design process brings with it a lot of uncertainty. The whole process needs to consider the customers’ user experience. In order to facilitate the customer, it is important to dynamically describe CRs and relate them directly to individual product variant components.

2. As the number of parts increases, it will become more difficult to model, display, and configure individual products. The efficiency of the existing methods will decrease significantly.

Properties describe the product’s behaviour that cannot be directly influenced by the designer, e.g., function, weight, safety, and reliability [38]. The term product attribute refers to a specific design of a product property such as a weight of 200 kg or 300 kg [39]. By predefining product components corresponding to different attributes and then combining them, it is possible to meet almost any specific CR.

Complex network theory has been widely used in supply chains, electric power, and urban transportation [40–42]. Newman and Girvan [43] proposed the concept of community structure in complex networks, but there is still no uniform definition. In general, it is believed that the relationship between nodes within a community is tight and the nodes between the communities are loose. Because of the similarities between the community structure and the modular topology of the product, complex networks can represent the product visually. Fan [44] applied it to model the product family structure, but they only considered the physical relationships between components, which is not consistent with engineering reality. In addition, the drawback of the case-based configuration approach is the inefficiency of the retrieval due to the increasing number of product parts. By introducing the concept of hierarchical community structure and narrowing the scope of the search, product configuration time can be reduced.

Based on the above mentioned, this paper proposes an integrated approach whose goal is to quickly transform CRs into an individualized product model. The method allows to adapt the product components for each customer without taking a lot of time. Firstly, product properties are decomposed and classified. A standard CR template is established to facilitate the mapping of requirement information to product properties change information. Secondly, the community structure in complex network theory is applied
to the representation of individualized products. Physical correlation matrix, functional correlation matrix, and structural correlation matrix among product parts are established. Subsequently, all module division schemes are derived by a community detection method based on fuzzy clustering. The $F$-statistic method is used to preselect the schemes to avoid wasting unnecessary resources, and the optimal division scheme is obtained by using the evaluation of the modularity of the community. Finally, combining the advantages of model-based and case-based product configuration methods, the individualized product configuration problem (PCP) is transformed into a dynamic constraint satisfaction problem (DCSP). Hierarchical constraints of complex variables are established by the introduced complex hierarchical community structure to reduce the search scope of individualized product components, so that the solution of configuration can be obtained quickly. This approach not only shortens the product development cycle but also provides customers with an intuitive configuration process.

The rest of the paper is organized as follows. The properties of the individualized products are decomposed from the perspective of CRs in Section 2. Section 3 applies complex network theory to the modularization of individualized products. Section 4 transforms the individualized PCP into DCSP and solves it quickly by case-based configuration method. Section 5 uses an example to show that the approach is effective and reasonable. The results of the example are discussed in Section 6. Conclusions and future works are presented in Section 7.

2. Property Decomposition of Individualized Product

CRs are often specific to product functionality, performance, or other aspects. In order to correlate CRs with individual product components, an effective product decomposition is established. The product is decomposed at the property level, subsequently clarifying the different types of properties, the attributes contained in the properties, and the components corresponding to the properties.

2.1. Concept of Properties. For an individualized product, it usually has many different properties. Each property can be described in a different way. For example, automated guided vehicle (AGV) has appearance property, moving property, power property, etc. Among them, the moving attribute can be described by moving mode, moving speed, moving stability, etc. By decomposing the product properties, all aspects of a product can be described. However, the results may vary due to the different criteria of decomposition. In this paper, the decomposition of product properties is expressed as

$$P = \{c_1, c_2, c_3, \cdots, c_n\},$$

where $P$ denotes the product and $c_n$ denotes the $n$-th property of the product after decomposition.

To decompose products from the perspective of properties, on the one hand, a detailed analysis of the product is required to ensure a full description of the product. On the other hand, it should be based on historical data of the company’s interactions with customers to decompose property information that customers can understand intuitively.

2.2. Relationship between Properties and Components. In this paper, components are defined as the parts that constitute the function or performance of a product, and these parts are combined together by certain principles to determine a certain property of the product. The properties cannot be changed directly. If a property needs to be changed, it must be realized by changing the components that make up the property; i.e., the function and performance of the product must be changed by changing the components of the product. The relationship between properties and components is shown in Figure 1.

The existence of a binding relationship between properties depends on whether there is a shared component. If so, the two properties can be related through the shared component. Thus, if changes are applied to such shared components, it is possible that changes to properties other than the target property may occur. When implementing design changes, it is desirable to avoid changes to shared components. The relationship between properties and components can be expressed as follows:

$$c_i = f(s_1, s_2, \cdots, s_n),$$

where $s_j$ denotes the $n$-th component that makes up the property $c_i$, which is composed of design constraint rules $f$.

In the actual product decomposition process, the product components can be a part or a module. The granularity can be determined by the specific research problem.

2.3. Classification of Attributes of Product Properties. Since different properties can be described in different ways, it is necessary to classify the attributes to clearly represent the meaning of various properties. In this paper, the attributes of properties are classified into option-type and parameter-type, which can be expressed as

$$c_i = \{\text{Para}(c_i)_1, \cdots, \text{Para}(c_i)_j, \text{Type}(c_i)_1, \cdots, \text{Type}(c_i)_k\},$$

where $\text{Para}(c_i)_j$ denotes the $j$-th parameter-type attribute of the property $c_i$ and its attribute value can be expressed by a specific parameter value or interval. $\text{Type}(c_i)_k$ denotes the $k$-th option type attribute of the property $c_i$, and its attribute values are discrete options. For example, the set of moving speed attribute in the moving property of the AGV is $\{20\text{ cm/s}, 30\text{ cm/s}, \ldots, 60\text{ cm/s}\}$. The set of the moving mode attribute should be \{wheel type, crawler type\}. Only one value can be selected for either parametric or option type attributes.

2.4. Mapping of CR Information to Product Properties. In order to make designers know which components of the product need to be changed, a standard CR template is established to enable the mapping of CRs to product properties.
The designer should analyse the constituent components of the properties and the constraint rules between the components to determine the final modification based on the template. The CR template can be expressed as

$$CR = \{d_{ci}, s_{Tj}, s_{Pk}\} ; i, j, k \in n, \quad (4)$$

where $d_{ci}$ denotes that the requirement information proposed by the customer is for property $c_i$, $s_{Tj}$ denotes a description of the $j$-th option-type attribute $Type(c_i)_j$, and $s_{Pk}$ denotes a description of the $k$-th parameter-type attribute $Para(c_i)_k$. These values can be determined by the designer based on an understanding of the requirement information or by direct communication with the customer.

For individualized products, their own characteristics make the decomposition of product properties more complicated, which makes it difficult to match CR information with product properties; in this case, semantic similarity can be used to match between requirements and properties. The similarity of two words is determined by the commonality and individuality between words. For example, for any two words $\omega_1$, $\omega_2$, the similarity calculation equation can be expressed as

$$\text{Sim}(\omega_1, \omega_2) = \frac{\alpha}{\alpha + \text{Dis}(\omega_1, \omega_2)}, \quad (5)$$

where Sim($\omega_1, \omega_2$) denotes the similarity between $\omega_1$ and $\omega_2$, Dis($\omega_1, \omega_2$) denotes the distance between $\omega_1$ and $\omega_2$, $\alpha$ is an adjustable parameter, and Dis($\omega_1, \omega_2$) can be implemented by Analytic Hierarchy Process [45].

The complete process of mapping CR information to product properties is as follows:

Step 1. Decompose the product at the property level according to the historical change experience and the design knowledge to obtain the set of properties $\{c_1, c_2, \ldots, c_n\}$. Subsequently, the various attributes are classified.

Step 2. In the granularity division of the product components according to the specific research problem, identify the component parts of each property and the corresponding design constraint rule $f$.

Step 3. Convert the CR information into a standard template $CR_t = \{d_{ci}, s_{Tj}, s_{Pk}\}$. The processed CR information can indicate changes in the product properties. Finally, the relevant components that need to be changed are obtained by combining all the information above.

The model can be expressed as

$$\begin{align*}
P &= \{c_1, c_2, c_3, \ldots, c_n\},
\{\eta_i = \{\text{Para}(c_1)_1, \ldots, \text{Para}(c_j)_j, Type(c_i)_1, \ldots, Type(c_i)_k\} \},
\text{CR}_i &= \{d_{ci}, s_{Tj}, s_{Pk}\} ; i, j, k \in n,
\eta_i &= f(s_1, s_2, \ldots, s_n) \}. \quad (6)
\end{align*}$$

3. Product Module Division Based on Community Structure

It is important to build a product part association model. A good descriptive model not only helps customers to understand the structure of the product but also provides a solid basis for quick product configuration. Applying the complex network theory, the parts of the product are treated as network nodes, the correlation between the parts as network edges, and the degree of correlation as the weights of the edges. Thus, an undirected weighted complex network is built, and subsequently, a community detection method based on fuzzy clustering is applied to complete the module division (see Figure 2).

3.1. Correlation Matrix Building. Correlation analysis is to analyse the relationship between parts, which is a prerequisite for module division. Physical correlation, functional correlation, and structural correlation are called correlation items between parts. Their subcorrelation and fuzzy correlation values are shown in Tables 1–3.
Definition 1. Subcorrelation coefficient $c_{ij}$ between node $i$ and node $j$ is shown as follows:

$$c_{ij} = w_p \ast p_{ij} + w_f \ast f_{ij} + w_s \ast s_{ij},$$  \hspace{1cm} (7)
physical, functional, and structural correlations; $w_p + w_f + w_s = 1, w_p, w_f, w_s \in [0, 1]$.

According to Tables 1–3 and Definition 1, the physical correlation matrix $P = (p_{ij})_{n \times n}$, the functional correlation matrix $F = (f_{ij})_{n \times n}$, and the structural correlation matrix $S = (s_{ij})_{n \times n}$ are established. The centralized correlation matrix $C$ of products follows that

$$C = w_p \cdot P + w_f \cdot F + w_s \cdot S. \quad (8)$$

Matrix $P, F,$ and $S$ all satisfy the self-reflexivity $p_{ii} = f_{ii} = s_{ii} = 1$ and the symmetry $p_{ij} = p_{ji}, f_{ij} = f_{ji}, s_{ij} = s_{ji}$. Therefore, $c_{ij} = w_p p_{ij} + w_f f_{ij} + w_s s_{ij} = c_{ji};$ i.e., the centralized correlation matrix $C$ satisfies the self-reflexivity and symmetry.

The subcorrelation coefficients are assigned different weights depending on the object for which the module division is oriented. For example, if the module division is oriented to the customer for configuration, it should be more inclined to the functionality. The allocation of specific weights can be based on expert experience or entropy weight method [46].

3.2. Community Division Based on Fuzzy Clustering. Fuzzy clustering is the aggregation of objects with greater similarity in a data set. Since Ruspini proposed the concept of fuzzy partitioning in 1969 and made pioneering work in fuzzy clustering analysis, many fuzzy clustering methods have been proposed [47–49]. The transitive closure method of clustering first requires finding fuzzy similarity matrix $R$. Then, the minimum fuzzy equivalence matrix $t(R)$ is calculated. Finally, the clusters are divided based on $t(R)$.

The centralized correlation matrix $C$ is used as the fuzzy similarity matrix $R$. $R_{n \times n} = C_{n \times n}$. From Section 3.1, we know that the fuzzy similarity matrix has self-reflexivity and symmetry but does not always have equivalent transferability, so the fuzzy similarity matrix must be transformed. $t(R)$ is a transitive closure matrix transformed from $R$. According to $t(R)$, we can obtain all possible solutions for the division of the community.

The steps to divide the community are as follows:

Step 1. Find the fuzzy similarity matrix $R. R = (r_{ij})_{n \times n} = (c_{ij})_{n \times n}$.

Step 2. Find the transitive closure matrix $t(R)$.

$$R \circ R = R^2, R^2 \circ R = R^3, \cdots, R^{k-1} \circ R^{k-1} = R^k, \; ^o \circ \;$$ is the symbol for the multiplication of fuzzy matrix.

When the first occurrence of $R^k \circ R^k = R^{2k}$, $t(R) = R^{k}$.

Let $U_{n \times t}$ denote the fuzzy matrix with $n$ rows and $t$ columns. For $\forall Q = (q_{ij})_{n \times m}, \; L = (l_{ij})_{m \times t}, \; D = Q \ast L \in U_{n \times t}$ and

$$m$$

$$d_{ij} = \vee (q_{il} \wedge l_{ij}). \quad (9)$$

$D$ is the result of fuzzy multiplication of $Q$ and $L$. “$\vee$” denotes taking the larger of the two values, and “$\wedge$” denotes taking the smaller one of the two values.

Step 3. Find the $\lambda$-cut matrix.

The $\lambda$-cut matrix $R_\lambda = (\lambda_{ij})_{n \times n}$ is obtained from $t(R)$,

$$\lambda_{ij} = \begin{cases} 1, & r_{ij} \geq \lambda, \\ 0, & r_{ij} < \lambda, \end{cases} \quad (10)$$

where $i, j = 1, 2, \cdots, n$ and $\lambda$ is the elemental value of $t(R)$.

Different $\lambda$-cut matrices correspond to different community structure division schemes, thus obtaining all possible product module division schemes.

3.3. Preselection of Division Schemes Based on F-Statistic Theory. If all schemes are evaluated in turn, the amount of computation is too large. This will not only waste resources but also reduce efficiency, so a preliminary screening of all division schemes is performed. In this paper, $F$-statistic theory is used for preselection of module division.

Let the number of communities be $r$, the number of nodes of the $j \text{-th}$ community be $n_j$, the sample of the $j \text{-th}$ community be $x_{1j}^{(j)}, x_{2j}^{(j)}, \cdots, x_{n_j}^{(j)}$, the cluster centre of the $j \text{-th}$ community be the vector: $x^{(j)} = (x_{1j}^{(j)}, x_{2j}^{(j)}, \cdots, x_{n_j}^{(j)})$, and the mean of the $k \text{-th}$ variable in the $j \text{-th}$ community be $x_k^{(j)}$. Therefore,

$$x_k^{(j)} = \frac{1}{n_j} \sum_{i=1}^{n_j} x_{ik}^{(j)} \; (k = 1, 2, \cdots, m), \quad x^{(j)} = (x_{1j}^{(j)}, x_{2j}^{(j)}, \cdots, x_{m}^{(j)}),$$

$$x_k = \frac{1}{n} \sum_{j=1}^{n} x_{ik} \; (k = 1, 2, \cdots, m), \quad x = (x_1, x_2, \cdots, x_m),$$

$$F = \frac{\sum_{j=1}^{r} \sum_{i=1}^{n_j} \| x^{(j)} - x \|^2 / (r-1)}{\sum_{j=1}^{r} \sum_{i=1}^{n_j} \| x_i^{(j)} - x_k^{(j)} \|^2 / (n-r)} \; (13)$$

$F$ obeys the $F$ -distribution with degrees of freedom $(r - 1, n - r)$. The larger the value of $F$ indicating the lower the coupling between communities, the higher the cohesiveness within the community, and the more reasonable the division of the community. Determine the confidence interval in advance and check the $F$ distribution table. From the theory of multivariate statistical analysis, it is known that if the difference between communities is significant, the division scheme is more desirable. Since each node is classified as a module when $\lambda$ is maximum and all nodes are classified as a module when $\lambda$ is minimum, such a division is obviously not practical. The module division scheme corresponding to the maximum and minimum values of $\lambda$ is eliminated before performing $F$-statistics.
3.4. Preferential Selection of Division Schemes Based on Modularity

Definition 2. The weight of a node is the sum of the edge weights of the nodes connected to that node.

\[ W_i = w_{ij} + w_{ik} + w_{il}, \]

where \( W_i \) denotes the weight of node \( i \), nodes \( j, k, l, \ldots \) are the nodes connected to node \( i \), and \( w_{ij} \) is the edge weight of node \( i \) to node \( j \).

The overall quality of the community division needs an evaluation index to measure. Suppose the complex network is divided into \( m \) communities, define the \( n \times n \) symmetric matrix as \( e \), and use \( e_{ij} \) to denote the ratio of the sum of weights between community \( i \) and community \( j \) to the weights of the whole network. The trace of this matrix is \( T_i = \sum_{i=1}^{n} e_{ii} \), which denotes the ratio of the nodes weight within the \( i \)-th community to the node weight of the whole network.

The modularity [50] is defined as follows:

\[ Q = T_i - \| e^2 \|, \]

where \( \| e^2 \| \) is the modulus of matrix \( e^2 \). \( Q \in [-1/2, 1] \). The larger the modularity, the more obvious the structure of the community, and the higher the quality of the community division.

4. Configuration of Individualized Products

After the module division is completed, in order to ensure that the design constraint rules between different components are met in new individualized variant product, while companies can fully utilize their previous successful product design experience, this section solves individualized PCP based on DCSP and then queries similar cases through a case-based configuration approach.

4.1. Constraint Relationships between Nodes. Nodes are units in the community network structure, representing parts of the product, and are the smallest units in the product configuration process. In the configuration solving process, the interaction between nodes is realized through various constraint relations, which ensure that the product structure conforms to the design rules. Only when these constraint relations are satisfied, the configuration of the individualized product is reasonable. The constraint relations of nodes can be divided into mandatory constraints, conditional constraints, and exclusive constraints.

(i) Mandatory constraints: \( \text{IF} N_i \in \Omega, \text{THEN} N_j \in \Omega \) \& \( \text{IF} N_j \in \Omega, \text{THEN} N_i \in \Omega \).

Mandatory constraints describe a binding relationship that forces association between two nodes, i.e., when node \( N_i \) appears in the configuration, node \( N_j \) must also appear in the configuration, and vice versa, denoted as \( N_i \leftrightarrow N_j \).

(ii) Conditional constraints: \( N_i \cap N_j \in \Omega \).

Conditional constraints refer to the relationship between different optional configuration nodes with one-way conditions; i.e., when node \( N_i \) is selected, node \( N_j \) should be selected at the same time, but the reverse does not necessarily hold, denoted as \( N_i \longrightarrow N_j \).

(iii) Exclusive constraints: \( \text{IF} N_j \in \Omega, \text{THEN} N_j \notin \Omega \).

Exclusive constraints refer to the exclusion relationship between two product configuration nodes; i.e., for the selected set \( \Omega \), the configuration nodes \( N_i \) and \( N_j \) with mutually exclusive relationship cannot exist at the same time, denoted as \( x = N_i \longrightarrow y \neq N_j \) \( (x, y) \) is the corresponding node type in the configuration set \( \Omega \).

4.2. Converting PCP to DCSP. CSP is the assignment of respective domain to each variable in a set, so as to find all possible \( n \)-tuple elements such that the given constraints can be satisfied [51]. CSP theory has the advantages of being domain independent, descriptive, and simple to use. It has its own mature solution and simplification techniques, which is a suitable method for solving PCP. However, the process of individualized product configuration often contains a lot of dynamic knowledge, such as a variable which can cause the constraints associated with it to appear dynamically due to different assignments by the customer. Therefore, the introduction of DCP in individualized product configuration makes the whole configuration process dynamic; i.e., the variables involved need not all appear in the solution, and only the activated variables and constraints are involved.

Definition 3. The DCSP is an eight-tuple set:

\[ \text{DCSP} = \left( X, D, C, C_T, X_I, X', C', C'_T \right). \]

In the above formula, \( X = \{x_1, x_2, \ldots, x_n\} \) is the set of all configuration variables; \( D \) denotes the value domain of the variables; \( C \) denotes a set of constraints whose elements restrict the occurrence of some variable; \( C_T \) denotes the set of constraints that are activated during the solution process; \( X_I \) denotes the set of initial variables, which are variables that are necessarily present in the product configuration. During the solution process, the initial variables in \( X_I \) are always activated; \( X' \) denotes the set of all activated variables in the DCSP solution process. At the initial stage of the solution, \( X' = X_I \). As the solution progresses, \( X' \) changes dynamically depending on whether a new constraint is activated; \( C' \) denotes the set of all activated constraints that have been activated in the configuration process; \( C'_T \) denotes the set of constraints that are
activated at each step of the product configuration process and are used for the next step.

In the configuration model, each node is mapped as a variable in the DCSP, and the range of values of the node attributes is defined as the domain of the variable. The relationship between nodes is mapped as a constraint between variables, and only nodes that satisfy the design constraint relationships can be combined into products, which is similar to the role of constraints in the DCSP. The CRs can also be regarded as a special constraint. The solution of PCP can be mapped to the solution found by the DCSP (see Table 4).

Solving CR-driven PCP using DCSP can be accomplished using backtracking search algorithms [52]. In addition, a hierarchical constraint approach is proposed to reduce the search space and improve the search efficiency by introducing a hierarchical community structure in complex networks. Before solving the problem, several concepts are defined.

\textbf{Definition 4.} For complex variables, in the product configuration nodes structure, a node with multiple subnodes is called a complex variable. The number of its subnodes can be set according to the product bill of materials.

\textbf{Definition 5.} For hierarchical constraints, the dependencies between different complex variables are called hierarchical constraints. The hierarchical constraint between complex variables \( x_i \) and \( x_j \) is denoted as \( C_{x_i,x_j} = \{(p_i), (q_j)\} \), where \( p_i \in D_{x_i}, q_j \in D_{x_j} \).

As shown in Figure 3, assume that the sets of nodes \( A \) and \( B \) are compatible and one variable from each of them needs to be taken for combination. There is a hierarchical constraint \( C_{a_i,b_j} = \{a_1, b_1\} \) between complex nodes \( a_i \) and \( b_1 \). When the set of \( A \) is \( \{a_{11}, a_{12}, a_{13}, a_{14}\} \), the set of \( B \) is restricted to \( \{b_{11}, b_{12}\} \). The search space can be reduced by setting hierarchical constraints.

In addition, it is necessary to construct constraint sets and determine the constraint relationships based on the product design knowledge, including establishing hierarchical constraints between complex nodes with multiple subnodes. The solution process is as follows.

Step 1. Assign a value to the initial variables. \( X' = X_i = U_0 \) (\( U_0 \) is the customer’s 0-th requirement).

Step 2. Check if new variables and constraints (including hierarchical constraints) are activated. Update \( X', C', C'_f \).

Step 3. Make a new assignment.

Step 4. Repeat Steps 1–3 until all variables have been assigned.

4.3. Search for Similar Cases. The case-based configuration approach is to store the empirical knowledge in a database and retrieve it when it needs to be used. The advantage is that it enables enterprises to make full use of past successful cases. As long as a similar case is found, it can be partially adjusted by design constraint rules to provide a solution that meets the specific requirements. However, a problem in the case retrieval process is how to discern the similarity between different cases. For this, we use the method of similarity calculation [36] to solve it.

Before calculating the similarity of a new case to an existing case, the structural importance of the \( j \)-th node should be known first. For convenience, the node at the higher level is set closer to the final product. When the parent node is different, at least one of its subnodes on the child level will change accordingly, and conversely, when the child node changes, its parent node may remain unchanged, so the importance of the node on the parent level is greater than the importance of the node on the child level. The definition of structural importance is as follows.

\textbf{Definition 6.} The sum of the number of nodes \( N_i \) itself and its subnodes is the structural importance, denoted as \( W_i \).
Let $m$ be the number of subnodes of a node. Apparently,

$$W_i = 1 + m.$$  \hspace{1cm} (17)

For example, as shown in Figure 4, the structural importance of each node $N_i$ is $W_1 = 6, W_2 = 4, W_3 = W_4 = W_5 = W_6 = 1$.

The similarity calculation process is as follows:

Step 1. Check whether the node attribute values are the same for different cases.

Let $u^t_j$ denotes the attribute value of the $j$ -th node in case $t$ and $v^D_{ij}$ denotes the attribute value of the $j$ -th corresponding node of the $i$ -th case in the case database $D$. When $u^t_j = v^D_{ij}$, i.e., both nodes are involved in the configuration and have the same attribute value; the output value is 1; otherwise, the output value is 0.

Step 2. Calculate the similarity of each node.

The similarity between the $j$ -th node of a new case $t$ and the $j$ -th node of case $i$ in database $D$ is denoted by $\text{Sim}(u^t_j, v^D_{ij})$. The similarity between the nodes of the new case and the existing cases can be calculated by the following equation:

$$\text{Sim}(u^t_j, v^D_{ij}) = \frac{\sum_{k=1}^{n_j} S(u^t_k, v^D_{jk})}{n_j},$$  \hspace{1cm} (18)

where $n_j$ is the sum of the number subnodes of the $j$ -th node and itself.

Step 3. Calculate the similarity between new cases and existing cases.

The similarity between the new case and the existing cases can be obtained by accumulating the structural importance multiplied by the similarity and then dividing by the
sum of the structural importance of each node.

\[
\text{Similarity}(u_j^p, v_i^q) = \frac{\sum_{j=1}^{n} \frac{W_j \text{Sim}(u_j^p, v_i^q)}{W_j}}{\sum_{j=1}^{n} W_j},
\]

(19)

where \(n\) is the number of case attribute values.

### 4.4. Case Similarity Comparison

The process of maximum similarity case search algorithm is shown in Figure 5.

1. **Input node.**
   - Input the node corresponding to the new cases to be compared with the existing cases.
2. **Check whether the node has been traversed.**
   - Yes: jump to Step 5.
   - No: process Step 3.
3. **Check whether the input node and the case node attribute values are equal.**
   - Yes: process Step 4. \(S(u_j^p, v_i^q) = 1\).
   - No: jump to Step 5. \(S(u_j^p, v_i^q) = 0\).
4. **Check whether there are sub-nodes.**
   - Yes: process Step 5.
   - No: jump to Step 8.
5. **Check whether there are nodes at the same level.**
   - Check whether there are no traversed nodes at the same level.
   - Yes: jump to Step 8.
   - No: process Step 6.
6. **Go back to the upper level.**
7. **Check if the node is the root node.**
   - Yes: jump to Step 9.
   - No: process Step 8.
8. **Jump to Step 1; input another node for a new comparison.**
9. **Calculate the similarity.**
10. **The case with the maximum similarity is selected.**

By setting the threshold of similarity, all cases that meet a certain degree of similarity can be presented for selection. In addition, specific design modifications can be made after communication with the customer.

### 5. Case Study

#### 5.1. An Automated Guided Vehicle Case

AGV is widely used in warehousing, logistics, and other fields with its advantages of high automation, stable system operation, and flexible movements. As a typical individualized product, AGV can be adjusted to its structure according to different application scenarios. In this section, we take an enterprise's stack-type AGV product (see Figure 6) as an example to demonstrate our approach.

Through the analysis of the stack-type AGV, it is clear that the main function of this product is to realize the movement of goods in the warehouse. In addition to the movement according to the prescribed path, unlike the translate-type AGV, it is able to move goods up and down. The parts of the AGV are shown in Table 5. Some parts of AGV have been omitted due to article space limitations.

They are usually internal connecting parts of the AGV and usually not directly involved in the CRs.

The properties of this stack-type AGV are decomposed into loading property, lifting property, moving property, safety property, and power property. For the completeness of the decomposition, the collection of product parts not covered by the above properties is classified as other property. After the product properties are decomposed, it is necessary to clarify the attributes of each type of properties and further determine their attribute values. Among them, the loading property has only parametric attribute, which is \{weight capacity\}. Lifting property include option-type attribute and parameter-type attributes, the option-type attribute refers to \{lifting mode\}, which are \{hydraulic type, electric type, pneumatic type\}; the parameter-type attributes include \{lifting height, lifting speed, lifting weight\}. The option type attributes of the moving property include \{moving mode, guiding mode\}, where the moving mode can be \{crawler type, wheel type\} and the guide mode can be \{magnetic strip type, electromagnetic type, laser type\}; the parameter type attribute is \{moving speed\}. The safety property is expressed as a parametric attribute in terms of \{safety factor\}. The parametric description of the power property can be determined by \{power size\}. In summary, the product properties of the stack-type AGV, the properties attributes, and their attribute values are shown in Table 6.

According to the actual development process, the parts corresponding to the product properties of the stack-type AGV are listed to obtain the complete property decomposition (see Figure 7). The drive motor, for example, is a shared part of the lifting property, moving property, and power property.

Through communication with the customer, we understand that the customer is not satisfied with the lifting speed and lifting height of AGV and hopes to improve the efficiency of cargo handling. Collate CRs and express them as...
The product part correlation analysis is as follows. Firstly, according to the parts shown in Table 5, each part is viewed as a node. Secondly, correlation analysis is performed based on the fuzzy correlation values in Tables 1–3. Finally, the physical correlation matrix \( P = (p_{ij})_{15x15} \), the functional correlation matrix \( F = (f_{ij})_{15x15} \), and the structural correlation matrix \( S = (s_{ij})_{15x15} \) are established.

follows:

\[
\text{CRs} = \left\{ \begin{array}{l}
\text{Lifting property, Lifting speed, 50\% increase} \\
\text{Lifting property, Lifting height, 30\% increase}
\end{array} \right\}
\]
The physical correlation matrix is as follows:

\[
P = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0.8 & 0.4 & 0.8 & 0 & 0 & 0 & 0.4 & 0.4 & 0.4 & 0.8 \\
0 & 0.8 & 1 & 0.4 & 0 & 0 & 0 & 0 & 0.4 & 0 & 0 & 0 \\
0 & 0.4 & 0.4 & 1 & 0.4 & 0 & 0 & 0 & 0 & 0 & 0 & 0.4 \\
0 & 0.8 & 0.4 & 1 & 0.8 & 0.8 & 0.4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.8 & 1 & 0.8 & 0.8 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.8 & 1.8 & 0.8 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.4 & 0.6 & 0.6 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.4 & 0 & 0 & 0.8 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.4 & 0.4 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0.4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0.4 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0.2 & 0 \\
0 & 0.8 & 0.4 & 0 & 0 & 0 & 0 & 0 & 0.4 & 0.2 & 1 & 0.2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\]  

(21)

The functional correlation matrix is as follows:

\[
S = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.8 & 0.8 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0.6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.6 & 1 & 0.6 & 0.8 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.6 & 1 & 0.4 & 0.8 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.8 & 0.4 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.8 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0.8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0.8 & 0.8 & 0 & 0 \\
0.8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.8 & 1 & 0.2 & 0.8 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.8 & 0.2 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.8 & 0.8 & 0 & 1 & 0
\end{pmatrix}.
\]  

(22)
The structural correlation matrix is as follows:

\[
C = 0.2 \times P + 0.6 \times F + 0.2 \times S,
\]

where \( w_P = 0.2, w_F = 0.6, w_S = 0.2 \). The centralised correlation matrix \( C \) is obtained from equations (7) and (8).

The correlation coefficients are calculated by company design experts based on the entropy weight method: \( w_P = 0.2, w_F = 0.6, w_S = 0.2 \). The centralised correlation matrix \( C \) is obtained from equations (7) and (8).
Find the transitive closure matrix:

\[
t(R) = \begin{bmatrix}
1 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 1 & 0.64 & 0.56 & 0.64 & 0.64 & 0.52 & 0.56 & 0.48 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.64 & 1 & 0.56 & 0.64 & 0.64 & 0.52 & 0.56 & 0.48 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.56 & 0.56 & 1 & 0.56 & 0.56 & 0.56 & 0.56 & 0.56 & 0.48 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.64 & 0.64 & 0.56 & 1 & 0.76 & 0.76 & 0.52 & 0.56 & 0.48 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.64 & 0.64 & 0.56 & 0.76 & 1 & 0.76 & 0.52 & 0.56 & 0.48 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.64 & 0.64 & 0.56 & 0.76 & 0.76 & 1 & 0.52 & 0.56 & 0.48 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.52 & 0.52 & 0.52 & 0.52 & 0.52 & 0.52 & 1 & 0.52 & 0.48 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.56 & 0.56 & 0.56 & 0.56 & 0.56 & 0.56 & 0.52 & 1 & 0.48 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.48 & 0.48 & 0.48 & 0.48 & 0.48 & 0.48 & 0.48 & 0.48 & 1 & 0.32 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.32 & 0.32 & 0.32 & 0.32 & 0.32 & 0.32 & 0.32 & 0.32 & 0.32 & 1 & 0.16 & 0.16 & 0.16 & 0.16 \\
0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 1 & 0.32 & 0.32 & 0.32 \\
0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.32 & 1 & 0.56 & 0.40 \\
0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.32 & 0.32 & 0.56 & 1.00 \\
0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.16 & 0.32 & 0.40 & 0.40 & 1.00 \\
\end{bmatrix}
\]

(25)

The \( \lambda \)-cut matrices corresponding to \( \lambda = 0.16, \lambda = 0.32, \lambda = 0.40, \lambda = 0.48, \lambda = 0.52, \lambda = 0.56, \lambda = 0.64, \lambda = 0.76, \) and \( \lambda = 1 \) are calculated sequentially, where \( \lambda = 0.40 \) corresponds to the \( \lambda \)-cut matrix \( R_{0.4} \).

\[
R_{0.4} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
\end{bmatrix}
\]

(26)

\( R_{0.40} \) yields the division scheme as \((1)(2, 3, 4, 5, 6, 7, 8, 9, 10)(11)(12)(13, 14, 15)\).

According to the above calculation results, the community division hierarchy based on fuzzy clustering is shown in Figure 8.

The F-statistic was calculated for all division schemes (see Table 7). The confidence interval \( \alpha \) was taken to be 95%. Different F values were derived according to equation (13), and the F-statistic table was checked to obtain \( F_{0.05} \). The difference between \( F \) and \( F_{0.05} \) is \( F - F_{0.05} \).

Discard the unreasonable schemes \( (\lambda = 0.32, \lambda = 0.56, \lambda = 0.64, \) and \( \lambda = 076) \), and use the theory of community detection, where the larger the modularity, the better the quality of the community division. From equation (14), \( Q_{\lambda=0.4} = 0.159453, Q_{\lambda=0.48} = 0.0860457, \) and \( Q_{\lambda=0.52} = 0.0344529 \). \( \lambda = 0.4 \) corresponds to a larger modularity and is used as the optimal scheme. The network structure of the AGV is shown in Figure 9; the parts represented by the same colour node belong to the same module. The product module associated with the CRs is the lifting module of AGV, including lifting bracket, lifting actuator, and limit block.

For solving the configuration of AGV individualized variant, we constructed a three-level product node structure. The first level is the AGV variant. The second level is the main parameter (para), the interaction device (int-device), and the control device (con-device) associated with the module that needs to be changed. The third level is the specific parts. The total number of variables \( j = 10 \) which contains individualized variant (AGV), main module parameters (para), interaction
devices (int-device), control devices (con-device), lifting actuator (actuator), lifting bracket (bracket), limit block (block), operation panel (panel), battery (battery), and electrical box (ele-box). Since the loading platform of this type AGV is used for carrying people and is a universal part, it is ignored in the configuration nodes structure. The hierarchy of configuration nodes structure is shown in Figure 10.

The value range of each variable is as follows:

\[ D_{\text{AGV}} = \{\text{para}, \text{int-device}, \text{con-device}\}, \]
\[ D_{\text{para}} = \{\text{actuator}, \text{bracket}, \text{block}\}, \]
\[ D_{\text{con-device}} = \{\text{ele-box}, \text{battery}\}, \]
\[ D_{\text{int-device}} = \{\text{panel}\}, \]
\[ D_{\text{actuator}} = \{\text{fast}, \text{normal}, \text{slow}\}, \]
\[ D_{\text{bracket}} = \{2.0 \text{ m}, 3.0 \text{ m}, 3.5 \text{ m}, 4.0 \text{ m}, 5.0 \text{ m}\}, \]
\[ D_{\text{block}} = \{k_1, k_2, k_3\}, \]
\[ D_{\text{ele-box}} = \{\text{ele-box}_1, \text{ele-box}_2\}, \]
\[ D_{\text{ele-box1}} = \{e_1, e_2, e_4\}, \]
\[ D_{\text{ele-box2}} = \{e_3, e_5, e_6\}, \]
\[ D_{\text{battery}} = \{\text{battery}_1, \text{battery}_2\}, \]
\[ D_{\text{battery1}} = \{b_1, b_3, b_5\}, \]
\[ D_{\text{battery2}} = \{b_2, b_4, b_6, b_7\}, \]
\[ D_{\text{panel}} = \{a_1, a_2, a_3\}. \]

There are configuration constraints between the variables as follows:

(1) Conditional constraints:
\[ C_1: \text{actuator} \rightarrow \text{activation variable: block}. \]
\[ C_2: \text{bracket} \rightarrow \text{activation variable: battery}. \]
\[ C_3: \text{battery} \rightarrow \text{activation variable: ele-box}. \]

(2) Mandatory constraints:
\[ C_4: \text{actuator} = \text{fast} \leftrightarrow \text{bracket} = 4.0 \text{ m or} 5.0 \text{ m}. \]
\[ C_5: \text{bracket} = 5.0 \text{ m} \leftrightarrow \text{panel} = a_3. \]

(3) Exclusive constraints:
\[ C_6: \text{actuator} = \text{fast} \rightarrow \text{battery} \neq b_1. \]
\[ C_7: \text{actuator} = \text{fast} \& \text{bracket} = 4.0 \text{ m} \rightarrow \text{block} \neq k_1. \]

(4) Hierarchical constraints:
\[ C_8: D_{\text{battery, ele-box}} = \{(b_1, b_3, b_5), (e_1, e_2, e_4)\}. \]

The following are the configuration steps:

Step 1. The system sets the mandatory initial variables according to the product.
\[ X' = X_T = \{\text{actuator, bracket, panel}\}, C' = \emptyset, C_T' = \emptyset \]

Step 2. Select variables according to CR actuator = fast:
\[ C_T' = \{C_1, C_2, C_4, C_6\}. \]

Step 3. Select bracket = 4.0 m:
\[ C_T' = \{C_7\}. \]

Step 4. Select block = k_2:
\[ C_T' = \emptyset. \]

Step 5. Select battery = e_3:
\[ C_T' = \{C_3, C_8\}. \]

The activation of the hierarchical constraint C_8 reduces the value space of the variable ele-box.

\[ X' = \{\text{actuator} = \text{fast}, \text{bracket} = 4.0 \text{ m}, \text{block} = k_2, \text{battery} = b_3, \text{panel, ele-box}\}, C' = \{C_1, C_2, C_4, C_6, C_7, C_3, C_8\}, C_T' = \{C_3, C_8\} \]

Step 6. Select panel = a_1:
\[ C_T' = \emptyset. \]

Step 7. Select ele-box = e_4:
\[ C_T' = \emptyset. \]

From the above steps, CRs can be mapped to configuration information:
\[ u'_i = \{u'_1, u'_2, \ldots, u'_i\} = \{\text{AGV, para}, \text{actuator} = \text{fast}, \text{bracket} = 4.0 \text{ m}, \text{block} = k_2, \text{int-device, panel} = a_1, \text{con-device, battery} = b_3, \text{ele-box} = e_4\}. \]
The structural importance of each node is calculated from the variable hierarchy and equation (18) as
\[ W_1 = 10, \ W_2 = 4, \ W_3 = W_4 = W_5 = 1, \ W_6 = 2, \ W_7 = 1, \ W_8 = 3, \ W_9 = \ W_{10} = 1. \]

After searching, the similarity of the cases in the case database that best fit the CRs was 76%.

The calculation process is as follows:
Let \( i = 1 \); then \( v_{D,i}^{D} = \{ v_{D,1}^{D}, v_{D,2}^{D}, \ldots, v_{D,10}^{D} \} = \{ \text{transporter, para, actuator} = \text{"fast"}, \ \text{bracket} = 5.0 \text{ m}, \ \text{block} = k_j, \ \text{int-device}, \ \text{panel} = \text{"o"}_1, \ \text{battery} = b_5, \ \text{ele-box} = e_4 \} \).

The node similarity is obtained from equation (17) as follows:
\[
\text{Sim}(u_j, v_{D,j}^{D}) = \frac{\sum_{k=j}^{n} \sum_{k=j}^{n} S(u_k, v_{D,k}^{D})}{n_j} \quad j = 1, 2, \ldots, 10
\]

when \( j = 2 \).

From equation (19), the case similarity is
\[
\text{Similarity}(u_j, v_{D,j}^{D}) = \frac{\sum_{j=1}^{n} W_j \ \text{Sim}(u_j, v_{D,j}^{D})}{\sum_{j=1}^{n} W_j} = \frac{10 \times 4/5 + 4 \times 3/4 + \cdots + 1 \times 1 \times 1}{10 + 4 + 1 + \cdots + 1 + 1} = 76\%.
\]

### 6. Results and Discussion

As the CRs are only associated with the lifting module of the AGV, the main parameters in the retrieval process are the lifting bracket, lifting actuator, and limit block. After retrieval, the similarity of the configuration solutions that meet the design rules is 76%, which is above the 75% similarity threshold set by the company. The designer presented it to the customer. After communication, the customer agreed to use the solution and expressed satisfaction. This product is the large forward stack-type AGV with a self-weight of 3,400 kg, a rated lifting weight of 3,000 kg, a maximum lifting height of 5.0 m, and a maximum lifting speed of 300 mm/s. The approach is consistent with engineering practice.

In fact, we used this method to create a quick configuration tool using Unity (see Figure 11). The customer can quickly get a product configuration solution by selecting the parameter options. When the customer has questions, the designer will show the network diagram of the product structure and explain why the corresponding parts should be adjusted, which allows the customer to understand the
configuration solution visually. The tool can even be used by the customer himself, without the presence of a designer.

However, the method also has some limitations. Due to the module division and product configuration process with some human selected parameters, such as the identification of correlation matrices and design constraint rules, experienced design experts are required to preset them.

7. Conclusion

In the process of individualized product design with customer involvement, uncertain or even unreasonable CRs can lead to the redesign of a large number of product components, which greatly affects the design cycle. To cope with this problem, this paper presents an in-depth study of customer requirements-driven individualized product structure modelling. A community structure-based module division and configuration method is proposed to achieve a fast conversion from CRs to product configuration solutions. Compared with traditional methods, it can describe the product more intuitively due to the use of community structure, allowing customers without specialized knowledge to understand the composition of the product and thus avoiding some unreasonable CRs. This will not be possible if a large Design Structure Matrix or a complex mathematical model is used. In addition, the method has a higher efficiency and can greatly reduce the design cycle, allowing customers to get a satisfactory solution without a long wait.

The paper is concluded as follows:

(1) The concept of properties is used to decompose the product layer by layer, and the attributes of the product properties are divided into two categories: option type and parameter type. By processing the CRs, the information about the product components that need to be changed is obtained.

(2) An intuitive network model of individualized products considering physical, structural, and functional correlation is constructed. A community detection method based on fuzzy clustering was applied to achieve modularization. All division schemes were evaluated using the F-statistic and the modularity of the communities, thus improving the accuracy of the module division.

(3) PCP is converted to DCSP to address the rationality of the product structure, and a hierarchical constraint is proposed to reduce the search space. The final solution is obtained through a case-based product configuration approach.

To improve the robustness of the overall model, there are still some issues that need to be studied in the future. On one hand, reduce the parameters that need to be manually selected during module division. On the other hand, a few customers may have special requirements for the product, which requires complete redesign of some parts, so the impact assessment of engineering changes will be considered.
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