Suspensions of Active Brownian Particles (ABP) undergo motility induced phase separation (MIPS) over a wide range of mean density and activity strength [1], which implies the spontaneous aggregation of particles due to the persistence of their direction of motion, even in the absence of an explicit attraction. Both similarities and qualitative differences have been obtained when the MIPS is analysed in the same terms as a liquid-gas phase coexistence in an equilibrium attractive system. Negative values of the mechanical surface tension have been reported, from the total forces across the interface, while the stable fluctuations of the interfacial line would be interpreted as a positive capillary surface tension [2], while in equilibrium liquid surfaces these two magnitudes are equal. We present here the analysis of 2D-ABP interfaces in terms of the intrinsic density and force profiles, calculated with the particle distance to the instantaneous interfacial line. Our results provide a new insight in the origin of the MIPS from the local rectification of the random active force on the particles near the interface. As it had been pointed, that effect acts as an external potential [3] that produces a pressure gradient across the interface, so that the mechanical surface tension of the MIPS cannot be described as that of equilibrium coexisting phases; but our analysis shows that most of that effect comes from the tightly caged particles at the dense (inner) side of the MIPS interface, rather than from the free moving particles at the outer side that collide with the dense cluster. Moreover, a clear correlation appears between the decay of the hexatic order parameter at the dense slab and the end of the MIPS as the strength of the active force is lowered. We test that with the strong active forces required for MIPS, the interfacial structure and properties are very similar for ABP with purely repulsive (WCA-LJ model truncated at its minimum) and when the interaction includes a range of the LJ attractive force.

I. INTRODUCTION

Active matter focuses on systems composed of particles capable of consuming energy in order to move, constantly driving themselves away from equilibrium [4]. Characteristic features of a bulk suspension of active particles are collective behaviours such as large scale directed motion, dynamic clusters formation or non-equilibrium phase separation. A numerical model that has been thoroughly exploited to understand such properties consists of a suspension of Active Brownian Particles (ABP). ABP are self-propelled Brownian particles whose inter-particle interactions can be either purely repulsive [1, 5] or contain also some range of attractive force [6–8].

 Depending on the nature of inter-particle interactions and of the particles’ activity, the system forms different steady state structures. On the one side, a dilute suspension of attractive ABP is characterised by a distribution of dynamic clusters whenever the inter-particle attraction strength is enough to compete with the particles’ activity [6–9], without any phase separation taking place. Clustering is due to a balance between new particles joining already formed clusters and large clusters breaking into smaller ones [10–12]. On the other side, a suspension of repulsive ABP undergoes motility induced phase separation (MIPS) for relatively high densities and
activity strength \(^1\). MIPS implies a spontaneous aggregation of particles due to the persistence of their direction of motion, even in the absence of an explicit attraction. MIPS has been detected in experimental setups of active colloids \(^11\) \(^14\) \(^16\) and thoroughly characterised in numerical simulations of Active Brownian particles (ABP) \(^1\) \(^3\) \(^17\) \(^22\). Moreover, MIPS cannot be avoided in the presence of inertial effects \(^24\) \(^25\), when considering a suspension of active particles moving on a lattice \(^26\) \(^27\), or when an amount of passive particles is added to the active suspension \(^28\) \(^30\).

Trying to understand this non-equilibrium phase separation via a mechanical equation of state, one could draw similarities with the interfacial properties of equilibrium phases. However, a clear agreement has not been reached on the physical properties such as the surface tension \(^3\) \(^31\) \(^32\). The main reason behind the disagreement can be summarised in the difference between considering activity giving rise to a spatially uniform stress (the swim pressure \(^32\) \(^33\)) or activity giving rise to a spatially varying body force \(^2\) \(^39\).

Even though the swim pressure has been successfully used to determine the onset of MIPS \(^21\) \(^40\) \(^45\), when dealing with localised phenomena, adding the swim pressure to the total pressure results in state, one could draw similarities with the interfacial properties of equilibrium phases. However, a clear agreement has not been reached on the physical properties such as the surface tension \(^3\) \(^31\) \(^32\). The main reason behind the disagreement can be summarised in the difference between considering activity giving rise to a spatially uniform stress (the swim pressure \(^32\) \(^33\)) or activity giving rise to a spatially varying body force \(^2\) \(^39\).

To reconcile a stable interface with negative values of surface tension, the authors of Ref. \(^32\) discovered a strong correlation between the local curvature of the fluctuating interface and the magnitude of the surface tension. The local curvature is responsible for a local tangential motion of particles within a surface layer both in the dense and dilute phase: the combined particles’ motion in the dense and dilute phase leads to a stiffening interface that reduces the amount of local fluctuations.

Another way to reconcile a stable interface with a negative values of the surface tension consists in not including the swim pressure in the stress calculations, as in Ref. \(^2\). Instead, one can consider the effect of particle’s activity via a body force, generated by the net alignment of ABP at the interface \(^3\). As a result, this approach leads to a negligible surface tension in the dense–dilute interface of phase separated ABP \(^47\). The crucial difference with the other perspective is that, since the activity of the particles creates a net mean force at the interfaces, the two MIPS phases are like equilibrium regions with different potential energies, and therefore different bulk pressures, rather than being similar to coexisting phases at equilibrium. The mechanical surface tension across a (smooth) external potential step, that separates regions with different pressure, may be negative in equilibrium systems, and it certainly differs from the (always positive) capillary surface tension extracted from the fluctuations of that (externally induced) interface.

Therefore, a key point to understand the physics of MIPS is the origin and structure of that self-sustained effective external potential formed at the interfaces. A major issue present when extracting information on that effect from ABP simulations is that, at any fixed point \((x, y)\) located on the interfacial region, the strong interfacial fluctuations average both density and force contributions of instantaneous configurations: this affects the point’s local environments, mixing low density and high density contributions, from both sides of the instantaneous boundary of the dense cluster. The same problem appears in molecular dynamics simulations of equilibrium liquid surfaces, giving rise to density profiles that become smoother for larger sizes, without a thermodynamic limit.

The Capillary Wave Theory (CWT) \(^48\) \(^49\) formalizes the account of these interfacial fluctuations and, although some of its hypothesis (like the equivalence between the macroscopic and the capillary surface tensions) become problematic for active systems away from equilibrium \(^3\) \(^32\), it has already been used as a generic mesoscopic framework to describe the fluctuating MIPS interfaces \(^32\). In particular, we take advantage of the methods developed to establish a quantitative link between the CWT description of the interfaces as smooth fluctuations shapes, and the particle positions in computer simulations \(^50\) \(^51\), both for equilibrium and dynamical properties.

In the present work, we extend that analysis, with emphasis on obtaining intrinsic profiles for the density and for the active force acting on the particles. These intrinsic profiles give a sharper view for the formation of MIPS, with the focus on the inner side of the interface, where the particles are already quite tightly caged by their neighbours in local hexatic order structures. The decay of the capillary tension towards the end of the MIPS, as the active force is lowered, is correlated with the gradual lost of the global hexatic order at the inner part of the dense slab. The authors of Ref. \(^54\) have recently demonstrated, for a minimum continuum active model, how a negative capillary tension may result into a microphase-separated state or into an active foam state, rather than the MIPS of a large dense cluster.

We propose to make use of the approach presented in Ref. \(^52\), based on a density functional description for capillary wave fluctuations on free liquid surfaces. The reason behind this choice is that this approach can be safely applied to non-equilibrium systems. CWT can be applied to a liquid or a solid surface, as long as the system is kept above the roughening temperature. Our system satisfies this condition, being two dimensional and active.
Moreover, choosing to study the surface fluctuations at small wavevectors guarantees to safely apply CWT, given the low upper cutoff wavevector typical of a solid surface.

Thus, we estimate the surface tension in a phase separated system of Active Brownian Particles. We unravel the relevance of inter-particle interactions (whether repulsive or attractive) in both stability and structural features of the dense MIPS phase. We compare the results for ABP with WCA-LJ repulsive interactions with those including an attractive range \((r_c = 2.5\sigma)\) from the tail of the LJ potential. Over the range of high activity strength that produces MIPS we find no qualitative difference and very little quantitative effects of that attractive interaction, that becomes crucial for much lower strength of the active force when a equilibrium-like condensation phase transition may appear.

II. NUMERICAL AND THEORETICAL DETAILS

A. Model and Numerical details

A suspension of active Brownian particles (ABP) consists of particles undergoing a Brownian motion with an additional constant self-propelling force \(F_a\) acting along their orientation vector \(\vec{n} = (\cos \theta_i, \sin \theta_i)\), that fluctuates independently for each particle. The equations of motion are

\[
\dot{r}_i = \frac{D}{k_B T} \left( -\sum_{j \neq i} \nabla V(r_{ij}) + |F_a| \vec{n}_i \right) + \sqrt{2D} \xi_i, \quad (1)
\]

\[
\dot{\theta}_i = \sqrt{2D_r} \eta_i. \quad (2)
\]

being \(\eta_i\) and the components of \(\xi_i = (\xi_i^{(1)}(t), \xi_i^{(2)}(t))\) a white stochastic noise with zero mean and correlations \(\langle \eta_i(t) \eta_j(t') \rangle = \delta(t-t')\). \(V(r_{ij})\) is the inter-particle pair potential: to study a suspension of repulsive ABP, we consider a WCA, i.e. a LJ truncated and shifted at its minimum \(r_c = 2^{1/6}\sigma\); whereas for a suspension of attractive ABP, we consider a LJ truncated and shifted at \(r_c = 2.5\sigma\), that includes attractive interactions. \(\sigma = 1\) and \(\epsilon = 1\) are units of length and energy. The temperature \(T\), in units of the Boltzmann constant \(k_B\) and \(\epsilon\), is set at \(k_B T/\epsilon = 0.42\). We use the translational diffusion constant \(D = 1\) to set the time scale, \(\tau = \sigma^2 / D\). The rotational diffusion is set to obey the Stokes-Einstein equations: \(D_r = 3D/\sigma^2\).

We carry out simulations of a two dimensional suspension of ABP with an in house modified version of the \textit{LAMMPS} \cite{Plimpton1995}, open source package. The system consists of \(N = 40000\) particles in a two-dimensional box with periodic boundary conditions, that may be kept with fixed \((N, V, T)\) or fluctuating \((N, p, T)\) to stabilize and analyse a MIPS slab (see Supplementary Info for more details). The time step has been set to \(\Delta t = 10^{-5}\tau\).

As a measure of the degree of activity, we define the dimensionless \(F_a \sigma / \epsilon\), i.e. the constant active force modulus \(F_a\) in units of the LJ parameters \(\epsilon, \sigma\). Having to compare repulsive versus attractive particles, for large values of \(F_a\), and for the structural properties explored here, the value of the LJ-scaled \(F_a\) is more relevant that the thermal Péclet number \(Pe = 3\epsilon v / \sigma D\), where \(v = |F_a| D / k_B T\) is the self-propelling velocity \(\vec{v}\). Using the above mentioned parameters, we can relate the Péclet number \(Pe = 3\epsilon v / \sigma D\) to the Péclet obtained by means of our parameter choice: \(Pe = \frac{3\epsilon}{\sigma D \tau} = \frac{F_a \sigma}{\epsilon} 0.42\).

B. Theoretical details

The Capillary Wave Theory \cite{Zia1984} (CWT) describes the fluctuations of an interface with surface tension \(\gamma_o\) through an intrinsic density profile (IDP) \(\rho_I(x)\) that follows the instantaneous shape of an intrinsic surface (IS). In our 2D system the interface is really a line \(x = \xi(y) = \sum_q \xi_q e^{iqy}\) (considering the \(y\) axis along the dense slab), but we keep the trend of previous authors and use "intrinsic surface" and "surface tension", instead of "intrinsic line" and "line tension". Nevertheless, the 1D dimensional character of the interface is reflected in an enhanced dependence of the mean density profile \(\rho(x)\) with the size of the system.

The CWT describes that effect from the average over the fluctuations of the IS Fourier components \(\xi_q\): \(\rho(x) = (\rho_I(x - \xi(y)))\xi\), which in a thermal equilibrium system could be predicted from Boltzmann distribution. In our ABP system we cannot use such thermal equilibrium hypothesis, but still we may cast in the CWT terms of the IS and the IDP the results of our simulations.

Considering an ABP suspension undergoing MIPS (Fig. 1), a density gap \(\delta \rho = \rho_I - \rho_h\) appears between the low and high density phases. Thus, we use a Gaussian smoothed density distribution \(\rho(x, y) = \frac{1}{\sqrt{2\pi} \sigma_L} \sum_q e^{-(x-x_q)^2/(2\sigma^2)}\), being \(\vec{r}_I\) particle positions, to define the IS from the equation \(g(\xi, y) = (\rho_h + \rho_I)/2\), for each \(y\), and to get the Fourier components \(\xi_q\) for the wavevectors allowed by the cell size \(L_y\), up to an upper cutoff \(|q| \leq q_u\). Fig. 4 represents a typical MIPS configuration (bottom panel, for an attractive ABP system) together with a density profile (top panel). The snapshot in the bottom panel illustrates ABP (in green) and the \(x = \xi(y)\) lines on both sides of the dense phase boundaries (in black), calculated with our choice \(\alpha = 2\sigma\) and \(q_u = 0.5/\sigma\). To estimate the resolution of our mesoscopic description, we report in the two insets the \(x = \xi(y)\) lines for a different choice of \(\alpha\) and \(q_u\). The top panel in Fig. 1 shows the mean density profile \(\rho(z) = (\langle \delta(x - x_q)\rangle) / L_y\) that averages the position of the particles over 2000 configurations separated by \(1000000\) steps.
despite the random direction \( \vec{n}_i \) of the active force on each particle, the mean active force profile \( \vec{f}^\alpha(x) = F_a(\sum_i \vec{n}_i \delta(x - x_i))/L_y \) does not vanish at the interface. Therefore, as for the IDP, we may get the intrinsic active force profiles \( \vec{f}^\alpha_{\text{i}}(x) = |F_a(\sum_i \vec{n}_i \delta(x - x_i + \xi_i))/L_y | \), for a sharper view of the force distribution at the interface. In steady state, the mean active force has to be compensated by the mean repulsion between particles (which may be used as a test for statistics in the ABP simulations, see Supplementary Info). Since interfaces are along the \( Y \) direction, only the \( X \) component of the mean active force is not null: we refer to it in all the following as \( f^\alpha_{\text{i}}(x) \).

The intrinsic profiles may be computed according to particles with a given coordination \( \nu \), i.e. the number of neighbors within repulsion distance \( (r_{ij} \leq 1.12\sigma) \). Most of the particles in the dense slab have \( \nu = 6 \), with triangular lattice coordination, measured by the local hexatic order parameter, \( \eta_j = \sum_k \exp(6i\theta_k)/6 \), where \( \theta_k \) is the orientation of the relative position \( \vec{r}_{jk} \) for the \( (k = 1 \text{ to } 6) \) neighbors of particle \( j \). For each particle in the dense phase, this parameter has a modulus \( |\eta_j| \approx 1 \), but its complex phase reflects the local orientation of the neighbor. The global \( \eta = \langle \sum_i \eta_i \rangle/N \), averaged over \( N \gg 1 \) particles, may have a modulus well below 1, because of the different phase of each \( \eta_i \). The hexatic 2D phase appears when \( |\eta| \) is well above the noise (\( \sim N^{-1/2} \)). In our ABP simulations we have calculated \( \eta \) over the central half of the dense slab and, as it had been described before \[17, 50\], near the borders there are large grains, with different phases of their \( \eta \) averages. The global hexatic order is gradually lost by accumulation of \( \nu = 5 \) and 7 defects in a mesh of disclination lines denser at the edges.

Besides the intrinsic profiles, the CWT analysis gives information on the IS fluctuations. As for equilibrium fluid interfaces \[52\], we get independent Gaussian distributions for the Fourier components \( \xi_q \) (S.I.) and the mean square amplitudes, written as \( \langle |\xi_q|^2 \rangle = (q^2 \beta \gamma(q)L_y)^{-1} \), define a wavevector dependent surface (or line) tension \( \gamma(q) \). In equilibrium systems these mean square fluctuations are proportional to \( kT = \beta^{-1} \), and \( \gamma(q) \) gives the macroscopic surface tension as the limit \( \gamma_o = \gamma(0) \). In ABP interfaces we have to interpret \( \beta \gamma(q) \) together, as an (inverse) measure of the IS fluctuations.

III. RESULTS AND DISCUSSION

Besides having prepared the initial configuration for a suspension of repulsive (WCA) ABPs, we study the effect of activity on a phase separated system of attractive (LJ) active particles. We prepare a phase separated system of attractive particles at thermodynamic conditions at which its passive counterpart would phase separate. In Figure 2 panel a) we observe that adding a small activity to the attractive particles is not enough to break the dense-dilute phase separation (also detected for the equilibrium passive system): for small values of activity \( (F_a < 3) \) the dense phase is stable as a band.

Similarly to previous studies \[3\], we observe a reentrant phase behavior of the phase separated structure. When increasing the propulsion strength, \( 3 < F_a < 50 \), (Figure 2 panel a to b), activity overtakes attraction and the band melts, leading to a gas phase. Strikingly, if we increase propulsion strength even further (\( F_a > 40 \)), phase coexistence emerges again (Figure 2 panel c). The system

FIG. 1. Snapshot of the attractive ABP system, characterised by \( F_a = 55 \). The IS is drawn at the two edges of the dense slab, for different choices of the parameters. The black lines (on both sides) correspond to our preferred choice, \( \alpha = 2 \) for the Gaussian coarse-grain and \( q_a = 0.5 \) as the upper cutoff in the Fourier series. On the left side-inset, the dashed lines show the effect of changing to \( \alpha = 1 \) (red) and \( \alpha = 3 \) (blue), keeping \( q_a = 0.5 \). On the right side-inset, we keep \( \alpha = 2 \) and change to \( q_a = 0.25 \) (red) and \( q_a = 1.5 \) (blue). Top panel: mean density profile \( \rho(x) \) (continuous line); intrinsic density profiles \( \rho_i(x) \) (dashed line), with their origin set at the mean position of each edge.

FIG. 2. Snapshots of an attractive LJ-ABP suspension with \( F_a = \{3, 30, 80\} \) respectively a,b,c.
forms a more compact band, even though the mean density in the box is quite low $\rho = 0.38$. In what follows, we will consider either repulsively or attractively interacting particles at relatively high activity, where attraction is less relevant than propulsion.

Having prepared the initial configuration, we estimate the mean density profiles and the IDP for a dense-dilute MIPS formed by both repulsive and attractive ABP. Figure 3 presents the IDPs for three values of activity. To eliminate the $F_a$ dependence of the bulk densities, we scale it and shift it $(2\rho_h(x) - \rho_h - \rho_l)/\Delta\rho_{hl}$.

![FIG. 3. (Mean (inset) and intrinsic (main panel) density profiles for $F_a = 60$ (red), 75 (blue) and 120 (green). The IDP are scaled and shifted to get \pm 1 as the limit values at the two sides of the interface, and the results for all the $F_a$ values become nearly identical. Although indistinguishable, the full lines are the LJ-ABP results and the dashed line the WCA-ABP. Units of the LJ $\sigma$ diameter are used.](image)

All scaled IPDs become nearly identical and are asymmetric, with a smoother decay towards the dense side. The inset in Fig 3 shows the mean density profiles that become broader as we reduce $F_a$. The mean density profiles $\rho(x)$ become smoother for decreasing activity because of the larger IS fluctuations, rather than from any local change in the interfacial region, other than the scaling of the bulk densities. Interestingly, the results obtained for repulsive particles coincide with the ones for attractive ones. For the chosen activity range, the inter-particle interaction plays no role in the mean density profile.

To better characterise the interface, we study the density and the active force profiles for different coordination numbers, when the dense-dilute MIPS is made of either repulsive or attractive particles. Fig 4a represents mean density profiles $\rho(x)$ (continuous lines) and intrinsic density profiles $\rho_I(x)$ (dashed lines) for coordination numbers $\nu \leq 3$ (green lines), $\nu = 4$ (blue lines), $\nu = 5$ or $\nu = 7$ (red lines) and $\nu = 6$ (magenta lines).

In the low density region, comparing the coloured lines, we conclude that the low density phase is mostly made of particles with $\nu \leq 3$ (green line). Moreover, the rapid increase of $\rho_h(x)$ (dashed line) from the $\rho_l$ bulk, comes from the accumulation of $\nu = 2-3$ particles at the edge of the dense slab. Particles with $\nu = 4$ (blue line) are distributed as a very narrow peak at $x = \xi(y)$, which provides an independent test for our IS definition. In the high density phase we get $\nu \geq 5$ (red and magenta lines) and the very slow raise of $\rho_l(x)$ is produced mainly by the gradual decay of five-fold correlated particles, as we move into the bulk.

Fig 4b represents the active force profiles $f_a(x)$ for the mean density (continuous lines) and for the intrinsic density (dashed lines), and for coordination numbers $\nu \leq 3$ (green lines), $\nu = 4$ (blue lines), $\nu = 5$ or $\nu = 7$ (red lines) and $\nu = 6$ (magenta lines). When $\nu \leq 4$, the profile is peaked at the low density region, whereas when $\nu \geq 5$ the peak becomes much higher and moves towards the high density region. The high density slab is compressed to a higher pressure than the lower density phase, which makes the MIPS interface to be mechanically very different from an equilibrium liquid-vapor surface. Notice this interpretation in terms of different pressure between coexisting phases is that of Ref. 3, while other authors used to include the effect of the active force as part of the stress tensor, rather than as an effective external force, and get equal pressure between coexisting phases. Both approaches are equally valid, if treated consistently.

The active force profiles demonstrate how the correlation with the particle position rectifies the random orientation of the active force and creates the effect of a mean external potential at the interface 3. The rectification of the active force was interpreted as the result of the swimming pressure of the low density phase on the edge of the dense slab. When the active force on these highly mobile particles points inward ($n_x > 0$) it is arrested by the repulsion of the particles in the slab, but when $n_x < 0$ the particles are free to move out of the interface, they dissipate the active force as friction, and become scarcer at the interface.
Our intrinsic view for the active force profiles allows a much sharper characterization and gives a different perspective. The rectification of the active force comes mainly from the denser side of the interface, rather than from the external layer of freely moving particles. Given that mobility in the dense phase is small, the local active force’s rectification happens on time scales longer than the typical characteristic times of the angular diffusion. The \( x \) component of the active force has an asymmetric peak extended over distances \(-5\sigma \leq x \leq 20\sigma\) from the IS, similar to the asymmetry of the intrinsic density \( \rho_i(x) \). The splitting of \( f_\alpha^i(x) \) in terms of \( \nu \) shows that the rectification of the random active force comes mainly from particles with crystalline correlation (\( \nu = 6 \)) or at lattice point defects (\( \nu = 5, 7 \)). Apparently, these particles should be too tightly caged by their neighbors to get the asymmetric mobility that rectifies their active force as a swimming pressure.

The explanation for this feature comes from the slow raise of \( \rho_i(x) \) towards the dense phase, which signals the accumulation of point defects (mostly particles with \( \nu = 5 \) coordination) over that thick region \( \sim 20\sigma \) at the edge of the slab. Such accumulation of lattice defects implies the presence of disclination lines, or hexatic grain boundaries, that gradually break the nearly perfect 2D crystal correlation in the interior of the dense slab when we approach the interface. The mobility of particles along these grain boundaries should be asymmetric, more easily (collectively) shifted by the active force when \( \vec{n}_i \) points towards the interface than when it pushes towards the interior of the slab.

The gradual increase of the compression, as we move towards the center of the slab, reduces the defects, slowly increasing the density \( \rho_i(x) \), and that reduces the rectification of the active force \( F_{\alpha}\vec{n}_i \). At the inner part of the slab the distribution of lattice defects and dislocation lines becomes statistically homogeneous, the rectification of the active force disappears, and (consistently) the central part of the dense slab becomes a homogeneous hexatic phase characterised by bulk density.

Finally, within the CWT analysis we compute the mean square amplitude of the IS fluctuations, through the function \( \beta_\gamma(q) = (q^2\langle|\hat{\xi}_q|^2\rangle L_\gamma)^{-1} \), as shown in Fig. 5 (top panel).

To study the limit of \( \beta_\gamma(q) \) at low \( q \), we use the following fit \( \beta_\gamma(q) \approx \beta_\gamma + \beta_0 q^2 \), that is quite accurate and gives robust results (Fig. 5 inset). Figure 5 - top panel presents \( \beta_\gamma \) as a function of \( F_0 \). The error bars have been computed to give the difference between the results obtained on the two edges of the slab.

In a thermal equilibrium liquid-vapor interface, the \( \beta \) factor may be removed to get (from the analysis of the surface fluctuations) the same \( \gamma_\alpha \) that gives the mechanical work (the free energy change) for increasing the area. In an ABP MIPS, the mechanical evaluation of \( \gamma_\alpha \) has led to surprisingly negative values. The interpretation of the MIPS as coexistence of two phases with a bulk pressure difference, self-maintained by the rectification of the active force at the interfaces, voids that controversy. Even if we could get rid of the \( \beta \) factor, our \( \gamma_\alpha \) could not be used to get the mechanical work of a global deformation of the system without including the pressure difference between the two phases. Our capillary surface tension, \( \beta_\gamma \), is always positive, and it would vanish only if the interfacial fluctuations become unbounded and destroy the MIPS.

To conclude, we study how MIPS disappears for \( F_0 \leq 50 \). The usual description is presented in terms of the density gap \( \Delta \rho_{hl} \) in the \( (\rho, F_0) \) phase diagrams, as for equilibrium phase transitions. Our analysis adds two clearer clues with the rapid decay of the hexatic order parameter \( \langle |\eta| \rangle \) over the bulk of the dense phase, and of \( \beta_\gamma \) at the interfaces. Figure 5 - bottom panel reports half the density gap, \( \rho_\alpha - \rho_\beta \), and the mean modulus of the hexatic order parameter \( \langle |\eta| \rangle \) calculated over the
cent of the dense slab, as functions of the active force $F_a$ ($50 \leq F_a \leq 120$). The dependence of $\Delta \rho_{hl}$ over that range is very smooth, without any signal that MIPS may be close to its end for $F_a \lesssim 50$. However, both $\langle |\eta| \rangle$ and $\beta \gamma_o$ show a clear slope change at $F_a \approx 80$ and decay rapidly for lower activity.

The connection between these two magnitudes may be rationalized when we interpret the MIPS of the ABP in the terms suggested by the intrinsic density and force profiles. A weaker active force reduces the pressure on the dense slab, and its density decreases mainly by changing the mean nearest neighbor distance. When that effect is scaled out, as in Fig. 8 we get very similar IDP for all the $F_a$. However, the hexatic order at the inner part of the slab is rapidly weakened as the density decreases. Large local fluctuations in the hexatic order at the center of the slab would go against the rectification of the random active force, since the disclination lines could reach the inner part of the slab, instead of being mainly restricted to the grain boundaries over the width $\sim 20\sigma$ at the edges of the slab where $f^*(x)$ has its main contribution. The intuitive image that appears from our analysis is that when the active force, rectified through the asymmetric mobility of the particles along the grain boundaries, becomes too weak to keep the inner hexatic order of the dense slab, the grain boundaries may percolate from side to side of the slab and act as wedges that break the dense phase in pieces, to end with the MIPS.

IV. CONCLUSIONS

Most of the theoretical concepts and tools we have implemented in our work have been recently used by different authors. Patch et al. [52] presented an intrinsic surface analysis of the ABP interface similar to ours; the full phase diagram, including the analysis of the hexatic order, had been studied by several groups [17, 56–58], and the interpretation of MIPS as an effect of an effective external potential, created by the active force across density gradient, was proposed by Omar et al. [2]. Our contribution relies on unifying all these concepts, together with adding a novel view of the mechanism for MIPS coming from our CWT analysis.

The force generated at the interface, as a rectification of the random direction of active force, comes mainly from the dense side of the interface, through a rather thick layer (of about 20 particle diameters). This is shown in the intrinsic force and density profiles. The latter with an amazing similarity in their scaled shapes over the whole range of MIPS. The image of the swimming pressure, created by nearly free particles in the low density phase under the effects of the random active force, breaks down for the tightly caged particles that contribute most to the compression of the dense phase slab. The rectification of the random active force, to generate an effective external potential, has to come from collective rearrangements of the caged particles, at the hexatic phase grains which had been recently observed and characterized [17, 56–58] as an important feature of the MIPS in 2D-ABP. There is clear correlation between the rapid loss of the hexatic order at the inner part of that slab; the decrease of $\beta \gamma_o(0)$ (i.e. the growth of the interfacial fluctuations), and the end of the MIPS at $F_a \lesssim 50$.

As far as we may ascertain, the end of the MIPS comes for $F_a$ just below 50, when the compression by the active force cannot keep the hexatic order at the inner of the slab. That is correlated with the decay of $\beta \gamma_o$, i.e. the growth of the geometrical fluctuations of the interface. In their dependence with active force, both the hexatic order parameter $\langle |\eta| \rangle$ and $\beta \gamma_o$ show a change at $F_a \approx 80$, that is associated to the pinning of the hexatic phase by the direction of the boundaries. Although with different interactions and parameters, this agrees qualitatively with the distinction between ”hexatic” and ”solid” for the structure of the dense coexisting phase in the full phase diagram [17]. Nevertheless, the accurate characterization of that region of the ABP phase diagram faces great difficulties, because large spatial and temporal scales are needed to simulate the 2D hexatic crystal slab, with a thick premelted film at each border, and approaching its bulk melting conditions. In this respect, the recent work by Caporusso et al. [54] for the nucleation and growth of the hexatic grains in large ABP simulations indicates that the macroscopic separation of an inner homogeneous dense phase may be strongly propitiated, and perhaps created, by its percolation as a slab, through the periodic boundary conditions.

Finally, at the high $F_a$ values explored here, our use of the attractive interaction between particles coincide with results obtained for repulsive particles. However, at much lower $F_a$, the system of attractive particles shows a liquid-vapor coexistence, that smoothly goes to the thermal equilibrium transition at $F_a = 0$. The application of CWT-based analysis methods to those weakly-active LJ systems may be as useful as it has been in the strongly-active case studied here.
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