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Abstract
Multifields datasets are common in a large number of research and engineering applications of computational science. The effective visualization of the corresponding datasets can facilitate their analysis by elucidating the complex and dynamic interactions that exist between the attributes that describe the physics of the phenomenon. We present in this paper a new hybrid Lagrangian-Eulerian model that extends existing Lagrangian visualization techniques to the analysis of multifields problems. In particular, our approach factors in the entire data space to reveal the structure of multifield datasets, thereby combining both Eulerian and Lagrangian perspectives. We evaluate our technique in the context of several fluid dynamics applications. Our results indicate that our proposed approach is able to characterize important structural features that are missed by existing methods.

1. Introduction
Multifield datasets, which are comprised of several scalar, vector, or tensor fields, each corresponding to a different physical attribute, are common in a large number of applications of computational science. In particular, physical models based upon partial differential equations naturally produce multifield datasets. For example, in fluid dynamics (CFD) the Navier-Stokes equations combine scalar fields (e.g., pressure, temperature, density), vector fields (e.g., velocity, body acceleration), and tensor fields (stress) in the modeling of fluid flows. Similarly, the Maxwell equations state the laws of electromagnetism through a number of scalar (e.g., charge density), vector (e.g., electric and magnetic fields), and tensor fields (e.g., permittivity).

To enable new insight into multifield datasets, visualization methods must effectively convey the complex and dynamic interactions that exist between their individual attributes. Yet this task is made challenging by the high-dimensionality of the data space spanned by the available fields.

In this paper, we propose a new approach that combines Eulerian and Lagrangian perspectives and integrate them into a continuum of scales. Specifically, our model analyzes a multifield dataset through the footprint of its spatio-temporal dynamics in the data space. This paper makes following contributions. First, we introduce a new hybrid perspective to analyze the interaction between multiple physical attributes from the viewpoint of dynamic transport in multifield datasets. In addition we present a structure characterization method that derives salient geometric features from this hybrid Lagrangian-Eulerian processing. Finally, we document the benefits of this general framework in the visual analysis of several CFD datasets, whereby our results reveal important structural properties that eluded prior investigations.

The remainder of this paper is organized as follows. We first discuss related work in multifield visualization in Section 2. We then describe our proposed Lagrangian-Eulerian approach in Section 3 and comment on implementation details in Section 4. We present results for a variety of CFD datasets and offer quantitative comparisons with existing methods in Section 5. Finally, conclusion and future research directions are discussed in Section 6.

2. Related Work
We discuss in this section the prior work that is most directly related to the present approach, and in particular work that aims to extract features from multifield datasets and to analyze the correlation between individual physical attributes.

To tackle the inherent issue of visual complexity in multifield visualization, data space brushing was proposed for
interactive exploration of multifield data [MW95]. Doleisch and Hauser [DH01] combined brushing with a transfer function to show interesting flow features. Jänicke et al. [JBS08] proposed a transformation from the high-dimensional data space to a 2D space that preserves proximity. Brushing on the resulting point cloud makes it possible to highlight interesting structures. While brushing allows one to selectively probe different portions of the data space, it does not allow for an overall view of the structural contents of the data and suffers from clutter and occlusion. In addition, brushing implicitly assumes that structures form connected regions in data space and offers no explicit support for the identification of spatially connected features.

Correlation analysis was used to understand and display the relations between fields. Kniss et al. [KMM’01] presented a method to combine multiple fields through compositing. Sauber et al. [STS06] proposed a gradient similarity measure and a local correlation coefficient to visualize relationships in 3D multifields. Gosink et al. [GABJ07] defined a correlation field as the normalized dot product between two gradient fields from two variables. The derived field was used to study variable interactions with a third variable. Qu et al. [QCX’07] introduced the standard correlation coefficient for calculating the correlation strengths between different data attributes in weather data analysis. They presented a weighted complete graph where nodes correspond to data attributes and weights encode the strength of correlation. While these methods give insight into the correlation between different variables, the visualization of the variables themselves remains an open question.

A standard approach to reduce the complexity of large datasets is to focus on their most remarkable features. While a significant literature has been dedicated to the topic in the context of individual fields, only few techniques exist that are suitable for multifield datasets. Jänicke et al. [JWSK07, JBTS08] introduced methods for multifield data reduction based on statistical complexity. A visualization method based on block-wise importance analysis of different data attributes in weather data analysis. They presented a weighted complete graph where nodes correspond to data attributes and weights encode the strength of correlation. While these methods give insight into the correlation between different variables, the visualization of the variables themselves remains an open question.

Motivated by these observations, we propose in this work to reconcile the Eulerian and Lagrangian perspectives and combine them in a hybrid framework in which the transport behavior of the considered multifield dataset affords a Lagrangian lens through which the high-dimensional space of physical attributes can be analyzed. As previously noted, the only existing technique that combines Lagrangian and Eulerian perspectives [STW’08] can only visualize the spatial transport of a single scalar attribute.

3. Hybrid Lagrangian-Eulerian Perspective

We present in this section the hybrid Lagrangian-Eulerian perspective that we apply to the characterization of the geometric structure of multifield datasets.

3.1. Motivation

As pointed out in Section 2, most of the methods proposed so far to identify structures in multifield datasets adopt a fundamentally Eulerian perspective in their analysis of the data. In other words, they consider the set of physical attributes as anchored in the spatial domain and essentially ignore the spatial dynamics (or transport characteristics) of the phenomenon.

In contrast, the visualization literature has seen over the last decade so-called Lagrangian methods gain significant prominence, owing to recent advances in fluid dynamics research that have documented their ability to reveal fundamental flow structures such as transport barriers [Hal01a], vortices [HHFH16], or flow separation [WPH08]. The common aspect of all these methods is the central role played by the flow map, which describes the transport of massless tracers along the flow.

Motivated by these observations, we propose in this work to reconcile the Eulerian and Lagrangian perspectives and combine them in a hybrid framework in which the transport behavior of the considered multifield dataset affords a Lagrangian lens through which the high-dimensional space of physical attributes can be analyzed. As previously noted, the only existing technique that combines Lagrangian and Eulerian perspectives [STW’08] can only visualize the spatial transport of a single scalar attribute.

3.2. Definitions and Setup

The basic idea of our proposed solution consists in analyzing the footprint of the Lagrangian transport in the high-dimensional data space obtained by compounding the various attributes that jointly form a multifield dataset. Specifically, we consider a multifield dataset \( D = (v, f_0, f_1, \ldots, f_{n-1}) \), where \( v : (I \subset \mathbb{R}) \times (D \subset \mathbb{R}^3) \rightarrow \mathbb{R}^3 \) is a smooth three-dimensional time-dependent vector field defined over a spatial domain \( D \) and a time interval \( I \). The \( f_i \)
correspond to individual three-dimensional time-dependent scalar, vector, or tensor fields defined over the same spatio-temporal domain \( I \times D \) as \( v \). The combined image space of these fields define the high-dimensional data space.

The dynamical system associated with \( v \) describes the motion of massless particles along the flow:

\[
\begin{align*}
\mathbf{x}(t, t_0, \mathbf{x}_0) &= v(t, \mathbf{x}(t, t_0, \mathbf{x}_0)) \\
\mathbf{x}(t_0, t_0, \mathbf{x}_0) &= \mathbf{x}_0.
\end{align*}
\] (1)

The map \( \mathbf{x}(\cdot, t_0, \mathbf{y}_0) : t \mapsto \mathbf{x}(t, t_0, \mathbf{y}_0) \) describes a particle trajectory. The map \( \phi(t_0, t) := \mathbf{x}(t, t_0, \cdot) \) is called flow map and \( \phi(t_0, t)(\mathbf{x}_0) \) corresponds to the position \( \mathbf{x}(t, t_0, \mathbf{x}_0) \) reached at time \( t \) by a particle released at \( \mathbf{x}_0 \) at time \( t_0 \).

In this setup, our analysis focuses on the trajectories \( \mathbf{y}(\cdot, t_0, \cdot) \) that are obtained by lifting the trajectories of the dynamical system in Equation 1 into its embedding high-dimensional data space: \( \mathbf{y}(t, t_0, \mathbf{y}_0) = (\mathbf{x}, f_0(\mathbf{x}), f_1(\mathbf{x}), \ldots, f_{m-1}(\mathbf{x})) \), where \( \mathbf{x} \) was used as shorthand notation for \( \mathbf{x}(t_0, \mathbf{x}_0) \).

Figure 1 illustrates the above Lagrangian-Eulerian trajectory definition. The trajectory in physical space is represented by a magenta line. To each point on this trajectory corresponds a point on associated trajectory in the high-dimensional data space, shown in blue.

**Figure 1: An illustration of Lagrangian-Eulerian concept.***

### 3.3. Feature Representation

With the notations above, our approach consists in performing the structural analysis of the lifted set of trajectories \( \mathbf{y}(\cdot, t_0, \cdot) \). Specifically, we consider the mapping \( \varphi \) between the spatio-temporal domain of definition of the multifield and the space of trajectories in high-dimensional data space: \( \varphi : (t_0, \mathbf{x}_0) \in I \subset \mathbb{R} \times \mathbb{U} \subset \mathbb{R}^3 \mapsto \mathbf{y}(\cdot, t_0, \mathbf{y}_0) \), that is the image of \( \varphi \) is a trajectory in data space seeded at \( t_0 \) at \( \mathbf{y}_0 = (\mathbf{x}_0, f_0(\mathbf{x}_0), f_1(\mathbf{x}_0), \ldots, f_{m-1}(\mathbf{x}_0)) \).

Indeed, for a given value of \( t_0 \) we evaluate the mapping \( \varphi_{\mathbb{D}} \) at the vertices of a discretization of the domain \( \mathbb{U} \subset \mathbb{R}^3 \) as the discrete sampling of the corresponding trajectory in a series of successive positions in data space. However, instead of manipulating directly this potentially very large array in subsequent processing, we first transform it into a more convenient, low-dimensional feature representation that we denote \( \mu \) in the following. Practically, we use moments to produce this alternative representation and consider only the first few moments to create the low-dimensional vector values that we associate with each discrete sampling location in the spatial domain. For instance the first two (normalized) moments correspond to the mean and the square root of the covariance matrix of the high-dimensional positions in data space that form a trajectory.

### 3.4. Structural Analysis

The final step of our analysis consists in extracting the geometric structure of the vector-valued representation of the multifield dataset that we created. We define this structure as a skeleton comprised of *edges*, in other words a set of surfaces along which the vector-valued dataset exhibits discontinuities.

Adapting to our setting the general strategy developed in the image processing literature to characterize edges in images, we evaluate at each location the magnitude of the gradient (spatial derivative) of the vector-valued dataset. To ensure the robustness of our computation, we evaluate this gradient at each location through a least squares linear fit of the gradient domain. For instance the first two (normalized) moments to create the low-dimensional vector values that we associate with each discrete sampling location in the spatial domain. For instance the first two (normalized) moments correspond to the mean and the square root of the covariance matrix of the high-dimensional positions in data space that form a trajectory.

### 4. Implementation

In this section, we discuss the implementation details of the presented hybrid Lagrangian-Eulerian model.

Without loss of generality, we limit our description here to a two-dimensional uniformly spaced setting. Similar constructions are possible in any spatial dimension and on most types of discrete domains.

Assume a point \( \mathbf{x}_{i,j} := (i \cdot h, j \cdot h) \) with \( h > 0 \) and \( i, j \in \{0, \ldots, N\} \) in our discrete setting. Furthermore, let \( M > 0 \) an integer defining a time discretization \( t^m := m/M \) with \( m \in \{0, \ldots, M\} \). For a pathline \( f_{t_0, x_0}^T \) generated by tracing the particle on \( \mathbf{x}_{i,j} \) we define the discrete pathline point

\[
\mathbf{x}^m := f_{t_0, x_0}^T(t^m)
\] (2)

as the discrete representation of the pathline using a numerical integration.

Next, combining the spatial coordinate \( \mathbf{x}^m \) with time \( t_0 + t^m \)...
we have the discrete trajectory \( \mathcal{S}_{b,x_i}^T \) in space-time domain. Scalar attribute values associated to every discrete space-time point \((x^n, t_0 + t^m)\) are computed by interpolating the input scalar field and form the discrete trajectory \( \mathcal{S}_{b,x_i}^T \) in data space.

In our implementation, the measurement of edge strength in the resulting space filling data space trajectory field is achieved by estimating a function of neighboring trajectories.

For any location \( x \) in the domain of a given dataset, we define our trajectory function by the following equation,

\[
\mathcal{S} = A \cdot x + b
\]  

(3)

Thus, the spatial variations around \( x \) are determined by its Jacobian \( J(x) := \nabla_x \mathcal{S} \equiv A \) and the edge strength is measured as the spectral norm of \( J(x) \):

\[
\text{edge}(x) := \sqrt{\lambda_{\text{max}}(J(x)^T J(x))}.
\]  

(4)

Instead of directly estimating the trajectory function of equation 3, we map each data space trajectory to a fixed number of parameters and low-dimensional Euclidean feature space. A set of moments is employed to capture the statistical properties of a trajectory,

\[
S_{b,x_i}^T = (\mu_1, \mu_2, \ldots)^T
\]  

(5)

where \( S_{b,x_i}^T \) is the parameterization of \( \mathcal{S}_{b,x_i}^T \). Equation 3 is then turned into the following equation,

\[
\tilde{S}_{b,x_i}^T = \tilde{A} \cdot x_{i,j} + \tilde{b}.
\]  

(6)

Thus, the edge strength on \( x_{i,j} \) is approximated as

\[
\text{edge}(x_{i,j}) \approx \tilde{\text{edge}}(x_{i,j}) = \sqrt{\lambda_{\text{max}}(\tilde{A}^T \tilde{A})}.
\]  

(7)

Figure 2 compares a backward FTLE field computed from Boussinesq Flow (Section 5.1) using \( t_0 = 3.0 \) and \( T = 2.0 \) with the edge strength fields measured by the presented approach with different sets of moments during the trajectory parameterization. A set with higher order moments not only is hard to estimate but also presents false structures (highlighted by cyan arrows). In our system, we use the first moment (mean) and the second central moment (variance) to map trajectories to the feature space.

We recorded the running time of our hybrid Lagrangian-Eulerian approach and finite-time Lyapunov exponent (FTLE) [Hal01b] method on a machine with an Intel i7-970 processor (6 cores / 12 threads) and 12GB memory to study the performance of both methods.

Table 1 summarizes the running time of both methods on different datasets. The running time of FTLE method and hybrid Lagrangian-Eulerian approach are close to each other. It is because the computational time spends on path-line / flowmap generation dominates the running time in both cases.

5. Results

We evaluated our method with a number of multi-field datasets from analytic and real-world CFD problems.

5.1. Boussinesq Flow

The Boussinesq flow used here was simulated using the example provided in Gerris Flow Solver [Pop04] by the author. The simulation uses the classical Boussinesq approximation, in which the conservation of mass is replaced by the conservation of volume (zero divergence), to generate the turbulent vortex behavior in the physical domain. The simulation result contains a 2D unsteady velocity field as well as an associated temperature field of every time frame.

We applied both the FTLE method and the hybrid Lagrangian-Eulerian approach on this dataset and compared them through the similarity of ridge lines extracted from the resulting scalar fields. Given two ridge lines \( C_i = c_i^1, \ldots, c_i^n \) and \( C_j = c_j^1, \ldots, c_j^m \) that are represented by polylines with \( m \) and \( n \) vertices respectively, we define the dissimilarity metric \( d_{ij} \) as the distance from \( C_i \) to \( C_j \),

\[
d_{ij} = \frac{1}{m + n} \left[ \sum_{k=1}^{m} \text{dist}(c_i^k, C_j) + \sum_{k=1}^{n} \text{dist}(c_j^k, C_i) \right]
\]  

(8)

where the function \( \text{dist}(c_i^k, C_j) \) returns the shortest Euclidean distance from the vertex \( c_i^k \) to the piecewise linear curve \( C_j \). Instead of finding the maximal value in the union set of
Table 1: Running time of different datasets.

| dataset            | spatial resolution | FTLE      | Lagrangian-Eulerian |
|--------------------|--------------------|-----------|---------------------|
| Boussinesq         | 800 × 2400         | 88 minutes| 90 minutes          |
| Hurricane Isabel   | 500 × 500 × 100    | 18 minutes| 18 minutes          |
| Delta Wing (right bubble) | 600 × 350 × 400 | 69 hours  | 70 hours            |

The above three results are 7e−5, 5e−5, and 6e−5 and all of them are far less than the distance between neighboring points in our discrete setting (h = 5e−4). The comparison on the Boussinesq flow dataset shows in some simple cases, structures characterized by our hybrid Lagrangian-Eulerian approach coincide with the LCS characterized from an FTLE measure.

5.2. Hurricane Isabel

The Hurricane Isabel is the benchmark dataset of IEEE 2004 Visualization Design Contest. This dataset was generated by the National Center for Atmospheric Research in the United States to simulate the Hurricane Isabel in a large region of the West Atlantic in September 2003. It consists of 13 variables including a vector field which is the wind speed and 12 scalar properties such as temperature, pressure, and precipitation for 48 time frames (1 simulated hour between time steps). The spatial dimension of the dataset is 500 × 500 × 100 at each time frame.

The hurricane eye is the most recognizable feature and is considered as the focus of a hurricane. One major goal was to study the path and the structure of the hurricane eye. A hurricane eye is the center point about which the rest of the storm rotates and where the lowest pressure is found in the hurricane. The wind will increase its magnitude and converge towards the hurricane eye. Before reaching the eye, the Coriolis force deflects the wind slightly away from it and quickly drops the wind magnitude, causing the wind to rotate around the center of the hurricane, which is named as the hurricane eye wall. Thus, tracking and analyzing the hurricane eye wall provides an effective way to study the path and the structure of the hurricane eye.

Figure 4 (a) shows a slice of the pressure volume. The low pressure region (the black spot) on this image indicates the hurricane eye. One way to characterize the hurricane eye wall is applying an edge detection method, e.g. Canny edge detector [Can86], on the pressure volume as shown in figure 4 (b). However, the noise near the hurricane eye in the pressure volume results in low quality edges. Because of the convergence and divergence behavior of the wind around the hurricane eye, the Lagrangian method is another way to capture the geometric structure of the hurricane eye wall. However, the nearby rainbands and other structures of the hurricane make it difficult to distinguish the hurricane eye wall from other structures detected inside this dataset. Figure 4 (c) illustrates the same slice of the forward FTLE volume.
Figure 4: Salient structures characterized in Hurricane Isabel dataset using the hybrid Lagrangian-Eulerian method. (a) a slice of the pressure volume; (b) Canny edge detection result; (c) FTLE result; (d) hybrid Lagrangian-Eulerian approach result.

computed with integration time $T = 2$ hours as figure 4 (a). Using the pressure as the scalar field, and with a same integration time as the FTLE method, our hybrid Lagrangian-Eulerian approach is able to generate a clear and smooth hurricane eye wall result (figure 4 (d)).

Figure 5 visualizes the edge strength measured by the proposed approach using cutting plane and volume rendering. It is clear that with our approach, one can easily track and analyze the hurricane eye wall in this dataset.

Figure 6 shows the ridge surfaces extracted from the edge strength volume measured by our hybrid Lagrangian-Eulerian approach. The resulting ridge surfaces successfully capture the structure of the hurricane eye wall in this dataset.

5.3. Delta Wing

The so-called Delta Wing dataset is a CFD simulation that is designed to study the transient flow above a delta wing at low speeds and increasing angle of attack. The major goal of the simulation was to investigate the cause of the vortex breakdown of the primary vortices. One velocity field and four scalar attribute fields are included in this dataset.

Two asymmetric vortex breakdown bubbles, a chaotic one on the left side and a stable one the right side, have already been visualized using stream surfaces in previous studies [TGK04, GT05]. In the Lagrangian method, e.g., FTLE, the main challenge in characterizing LCS of the vortex breakdown bubble is a noisy FTLE field caused by the complexity of the flow near the edge of the delta wing. Figure 7 (a) shows a slice of the backward FTLE field computed from this dataset. The detailed FTLE fields in regions of both vortex breakdown bubbles of two primary vortices are shown in figure 7 (b) and (d). The unexpected structures at those regions, especially the ones near the outer layer of both vortex breakdown bubbles, make it difficult to extract smooth and meaningful LCS.

Using the SA viscosity, which is computed from Spalart-Allmaras model [SA92], as the associated scalar field in the presented hybrid Lagrangian-Eulerian approach, our edge strength measurement generates a clear result and captures
coherent structures of both vortex breakdown bubbles (figure 7 (c) and (e)). The resulting edge strength volume of the right vortex breakdown bubble are illustrated in figure 8 using volume rendering and ridge surfaces.

6. Conclusion

In many applications of flow visualization, the characterization of boundaries of coherent regions is a crucial step. In this paper, we have shown that combining generalized notions of Eulerian analysis and Lagrangian analysis enables better structure characterization results. We have evaluated the proposed hybrid Lagrangian-Eulerian model with real-world datasets and documented its ability to capture important features in regions where existing approaches fail.

An interesting avenue for future work concerns the improvement of the performance of this approach. Both a GPU-based implementation and a pathline reuse strategy would reduce the computational time of our approach.
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