Growth tradeoffs produce complex microbial communities without direct interactions
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The distribution of fitness effects for mutations is often believed to be key to predicting microbial evolution. However, fitness effects alone may be insufficient to predict evolutionary dynamics if mutations produce nontrivial ecological effects which depend on the composition of the population. Here we show that variation in multiple growth traits, such as lag times and growth rates, creates higher-order effects such that the relative competition between two strains is fundamentally altered by the presence of a third strain. These effects produce a range of ecological phenomena: an unlimited number of strains can coexist, potentially with a single keystone strain stabilizing the community; strains that coexist in pairs do not coexist all together; and the champion of all pairwise competitions may not dominate in a mixed community. This occurs with competition for only a single finite resource and no other interactions. Since variation in multiple growth traits is ubiquitous in microbial populations due to pleiotropy and non-genetic variation, these higher-order effects may also be widespread, especially in laboratory ecology and evolution experiments. Our results underscore the importance of considering the distribution of ecological effects from mutations in predicting microbial evolution.
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I. INTRODUCTION

The relative simplicity and experimental tractability of microbes make them convenient for studying fundamental ecological and evolutionary questions. One such question concerns the distribution of fitness effects across mutations [1], which has been measured in various microbial systems [2–6]. The ultimate goal is to use this distribution to predict the evolutionary dynamics of a population, such as microbes evolving resistance to an antibiotic. This approach assumes mutants are fully characterized by selection coefficients relative to a wild-type, which can be used to predict the population dynamics of any number of segregating mutants. However, ecologists have long recognized the possibility that the selection coefficients between pairs of strains can be altered by the presence of additional strains [7–11]. These “higher-order” effects may cause a community to be fundamentally different than the sum of its pairwise interactions and may play an important role in stabilizing coexisting communities [12, 13]. Therefore the distribution of ecological effects, rather than mere fitness effects, may be essential to accurately predict the evolutionary dynamics of a population.

Most well-known ecological effects in microbes are mediated by cross-feeding interactions or the consumption of multiple resources [14]. For example, long-term coexistence of distinct strains is often believed to depend on the existence of at least as many resource types as coexisting strains, according to the “principle of competitive exclusion” [15, 16]. However, theoretical and experimental work has demonstrated that tradeoffs in life-history traits alone — for example, growing quickly at low concentration of a resource versus growing quickly at high concentrations, but with only a single resource type and no other interactions — are sufficient to produce not only stable coexistence of two strains [17–20] but also non-transitive selection [21], in which pairwise competitions of strains can exhibit “rock-paper-scissors” behaviors [22].

Variation in multiple growth traits, such as lag time, exponential growth rate, and yield (resource efficiency), is pervasive in microbial populations [23–25]. Not only are single mutations known to be pleiotropic with respect to these traits [26, 27], but even genetically-identical lineages may demonstrate significant variation [28, 29]. The ecological effects of such variation, however, are unknown in large populations with many distinct strains simultaneously competing, as is generally the case for microbes.

Here we study a model that shows how covariation in growth traits can produce complex microbial communities without any direct interactions among cells beyond competition for a single limiting resource. We focus on variation in lag times, exponential growth rates, and yields since they are the traits most easily measured by growth curves of individual strains [30]. We show that covariation in these traits creates higher-order effects such that the magnitude and even the sign of the selection coefficient between a pair of strains may be changed by the presence of a third strain. These higher-order effects can produce nontrivial ecological phenomena: an unlimited number of strains can coexist, potentially with a single “keystone” strain stabilizing the community [31, 32]; strains that coexist in pairs do not coexist in a community all together; and the champion of all pairwise competitions may not dominate in a mixed community. Our model can be combined with high-throughput measurements of microbial growth traits across mutants to make
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more accurate predictions of the distribution of ecological effects and, in turn, evolutionary dynamics. Altogether these results show how fundamental properties of microbial growth are sufficient to generate complex ecological behavior, underscoring the necessity of considering ecology in studies of microbial evolution.

**II. METHODS**

We consider a microbial population consisting of multiple strains with distinct growth traits, all competing for a single limiting resource. These strains may represent different microbial species living in a community, mutants of the same species, or even genetically-identical cells with purely phenotypic variation. We approximate the growth of each strain $i$ by the minimal model in Fig. 1A, defined by a lag time $\lambda_i$, exponential growth time $\tau_i$ (reciprocal growth rate), and yield $Y_i$, which is the population size supported per unit resource (Supplementary Methods Sec. S1) [33]. Therefore the amount of resources strain $i$ has consumed by time $t$ is $N_i(t)/Y_i$, where $N_i(t)$ is the population size of strain $i$. Growth stops when the amount of resources consumed by all strains equals the initial amount of resources; we define the initial density of resources per cell as $\rho$. Although it is possible to consider additional growth traits such as a death rate or consumption of a secondary resource, here we focus on the growth traits $\lambda_i$, $\tau_i$, and $Y_i$ since they are most often reported in microbial phenotyping experiments [24, 34]. See Table I for a summary of all key notation.

The selection coefficient between a pair of strains $i$ and $j$ measures their relative ability to compete for resources [35, 36]:

$$s_{ij} = \log \left( \frac{x_i'}{x_j'} \right) - \log \left( \frac{x_i}{x_j} \right),$$

where $x_i$ is the density (fraction of the whole population) of strain $i$ at the beginning of the competition and $x_i'$ is the density at the end. If new resources periodically become available, as occur in both laboratory evolution experiments and natural “seasonal” environments [33], then the population will undergo cycles of lag, growth, and saturation (Fig. 1B). We assume each round of competition begins with the same initial density of resources $\rho$; the population grows until all the resources are consumed, and then it is diluted down to the original size again. We also assume the growth traits $\lambda_k, \tau_k, Y_k$ of each strain remain the same over multiple competition rounds. The selection coefficients in Eq. 1 measure the rate of change of a strain’s density $x_i$ over many rounds of these competitions (Supplementary Methods Sec. S2).

**III. RESULTS**

**A. Contribution of multiple growth traits to selection**

We can solve for the selection coefficients in Eq. 1 in terms of the strains’ traits $\{\lambda_k, \tau_k, Y_k\}$, the initial strain densities $\{x_k\}$, and the initial density of resources per cell $\rho$ (Supplementary Methods Sec. S3):

$$s_{ij} \approx s_{ij}^{\text{lag}} + s_{ij}^{\text{growth}} + \sum_k s_{ijk}^{\text{coupling}},$$

where

| Definition | Notation |
|-----------|----------|
| Lag time of strain $i$ | $\lambda_i$ |
| Exponential growth time (reciprocal growth rate) of strain $i$ | $\tau_i$ |
| Yield (cells per resource) of strain $i$ | $Y_i$ |
| Density of strain $i$ at beginning of competition round | $x_i$ |
| Density of resources per cell at beginning of competition round | $\rho$ |
| Effective exponential growth time of whole population (harmonic mean) | $\frac{1}{\frac{1}{\lambda_i} + \frac{1}{\tau_i}}$ |
| Effective yield of whole population (harmonic mean) | $Y = \frac{1}{\frac{1}{\lambda_k} + \frac{1}{\tau_k}}$ |
| Growth-lag tradeoff | $c = -\left( \frac{\lambda_i - \lambda_j}{\tau_i - \tau_j} \right)$ |

**TABLE I. Summary of key notation.**
where

\[ s_{ij}^{\text{lag}} = -\frac{\tau}{\tau_i \tau_j} \Delta \lambda_{ij}, \]

\[ s_{ij}^{\text{growth}} = -\frac{\tau}{\tau_i \tau_j} \Delta \tau_{ij} \log (\rho Y), \]

\[ s_{ijk}^{\text{coupling}} = -\frac{\tilde{\tau} \tilde{Y} x_k}{\tau_i \tau_j \tau_k Y_k} \left( \Delta \tau_{ik} \Delta \lambda_{kj} - \Delta \lambda_{ik} \Delta \tau_{kj} \right). \]

Here \( \Delta \lambda_{ij} = \lambda_i - \lambda_j \) and \( \Delta \tau_{ij} = \tau_i - \tau_j \) denote the pairwise differences in lag and growth times, while

\[ \tilde{\tau} = \frac{\sum_k \frac{\tau_k}{x_k} \bar{Y}_k}{\sum_k \frac{x_k}{\tau_k Y_k}}, \quad \bar{Y} = \frac{1}{\sum_k \frac{x_k}{Y_k}} \]

are, respectively, the effective exponential growth time (reciprocal growth rate) and effective yield for the whole population (Supplementary Methods Sec. S4). Since both of these quantities are harmonic means over the population, they are dominated by the smallest trait values. Therefore the effective growth time \( \tilde{\tau} \) for the whole population will be close to the growth time of the fastest-growing strain (smallest \( \tau_k \)), while the effective yield \( \bar{Y} \) will generally be close to the yield of the least-efficient strain (smallest \( Y_k \)).

As Eq. 2 indicates, selection consists of three distinct additive components. The first is selection on the lag phase \( s_{ij}^{\text{lag}} \), which is nonzero only if \( i \) and \( j \) have unequal lag times. The second is selection on the growth phase \( s_{ij}^{\text{growth}} \), which is similarly nonzero only if \( i \) and \( j \) have unequal growth times. The relative magnitude of selection on growth versus lag is modulated by the density of resources \( \rho \) and the effective population yield \( \bar{Y} \):

\[ \frac{s_{ij}^{\text{growth}}}{s_{ij}^{\text{lag}}} = \frac{\Delta \tau_{ij}}{\Delta \lambda_{ij}} \log (\rho \bar{Y}). \] (4)

In particular, increasing the resources \( \rho \) leads to an increase in the magnitude of relative selection on growth versus lag, since it means the growth phase occupies a greater portion of the total competition time.

If \( i \) and \( j \) are the only two strains present, then the total selection on strain \( i \) relative to \( j \) is the net effect of selection on the lag and growth phases: \( s_{ij} = s_{ij}^{\text{lag}} + s_{ij}^{\text{growth}} \) [21]. Figure 2A qualitatively shows this selection coefficient as a function of strain \( i \)'s lag and growth traits relative to those of strain \( j \). If strain \( i \)'s traits fall in the blue region, the overall selection on it relative to strain \( j \) will be positive, while if strain \( i \)'s traits fall in the red region, it will be negatively selected relative to strain \( j \). Between these two regions lies a “conditionally-neutral” region (green), where strain \( i \) will be positively selected at some densities and negatively selected at others [21]. The slope of the conditionally-neutral region is \( \log (\rho \bar{Y}) \) according to Eq. 4.

**B. Pairwise selection coefficients are modified by additional strains through higher-order effects**

If more than two distinct strains are present, then selection between \( i \) and \( j \) is modified by higher-order effects from the other strains. These modifications occur through three mechanisms, all fundamentally a consequence of having a finite resource. The first mechanism is through changes to the effective population growth time \( \tilde{\tau} \), which rescales all selection coefficients (Eq. 2b). For example, the addition of a strain with much faster growth will reduce the time all strains have to grow (Eq. 3), and thereby decrease the magnitude of all selection coefficients. The second modification is through the effective population yield \( \bar{Y} \). Like \( \tilde{\tau} \), \( \bar{Y} \) is a harmonic mean over strains, and similarly it will be significantly reduced if a strain with very low yield is added. This may change even the signs of some selection coefficients since changes in \( \bar{Y} \) modify the relative selection on growth versus lag between strains (Eq. 4).

Higher-order effects in \( \tilde{\tau} \) and \( \bar{Y} \) are non-specific in the sense that these parameters are shared by all pairs of strains in the population. In contrast, the third type of modification is through the terms \( s_{ijk}^{\text{coupling}} \), which couple the relative growth and lag traits of a pair \( i \) and \( j \) with a third strain \( k \) (Eq. 2b). This effect is specific, since each additional strain \( k \) modifies the competition between \( i \) and \( j \) differently, depending on its growth traits and density \( x_k \). We can interpret this effect graphically by considering the space of growth and lag times for strains \( i \),
If strain $k$ lies above the straight line connecting strains $i$ and $j$ in growth-lag trait space, then the coupling term will increase selection on whichever strain between $i$ and $j$ has faster growth (assumed to be strain $i$ in the figure). This is because strain $k$ has relatively slow growth or long lag compared to $i$ and $j$, thus using fewer resources than expected. This then leaves more resources for $i$ and $j$, which effectively increases the selection on growth rate between the two strains beyond the $s^{\text{growth}}_{ij}$ term. If strain $k$ instead lies below the straight line, then it increases selection on the strain with slower growth, since $k$ uses more resources than expected. For example, even if strain $i$ has both better growth and better lag compared to strain $j$, a third strain $k$ could actually reduce this advantage by having sufficiently short lag. Note that the coupling term is zero if all three strains have equal growth times or equal lag times. These coupling effects will furthermore be small if the relative differences in growth and lag traits are small, since $s^{\text{coupling}}_{ijk}$ is quadratic in $\Delta \tau$ and $\Delta \lambda$ while $s^{\text{lag}}_{ij}$ and $s^{\text{growth}}_{ij}$ are linear. In the following sections, we will demonstrate how these three higher-order mechanisms lead to nontrivial ecological dynamics.

### C. Growth tradeoffs produce stable communities of multiple strains on a single resource

Selection is frequency-dependent since each $s_{ij}$ in Eq. 2 depends on the densities $\{x_k\}$ [21]. It is therefore possible for a community of strains to be stable at certain combinations of densities (Supplementary Methods Sec. S5, Fig. S1). The strains must have a linear tradeoff between lag and growth times (Fig. 3A):

$$\lambda_i = -ct_i + \text{constant} \quad (5)$$

for all $i$ and some parameter $c > 0$, which we define as the growth-lag tradeoff. The resource density $\rho$ must also fall in the range (Fig. 3B)

$$\frac{e^c}{\max_k Y_k} < \rho < \frac{e^c}{\min_k Y_k}. \quad (6)$$

Note that $\rho > 1/\min_k Y_k$ is necessary as well, since if $\rho$ is below this limit there will be insufficient resources for some strains to grow at all. Since this limit is always lower than the upper bound in Eq. 6 (because $c > 0$), there will always be some range of $\rho$ at which all strains coexist. While real strains will not exactly obey Eq. 5, even noisy tradeoffs cause effective coexistence over a finite time scale (Supplementary Methods Sec. S5, Fig. S2).

Intuitively, coexistence occurs because strains consume resources in such a way to exactly balance selection on lag and growth for all pairs of strains. The linear growth-lag tradeoff across all strains from Eq. 5 causes the higher-order coupling terms $s^{\text{coupling}}_{ijk}$ of the selection coefficient to be zero (Fig. 2B). It also means there is some value of the effective yield $\bar{Y}$ that will enable $s^{\text{growth}}_{ij} + s^{\text{lag}}_{ij} = 0$ for all pairs $i$ and $j$; this critical value of the effective yield is $\bar{Y} = e^c/\rho$ (Eq. 4, Supplementary Methods Sec. S5).

The constraint on resource density $\rho$ (Eq. 6) ensures that the population can actually achieve this required effective yield given the yield values of the individual strains.

### D. Community stability may hinge on a single keystone strain

Coexistence will be stable against small density fluctuations if there is also a tradeoff in growth and yield (Supplementary Methods Sec. S6, Fig. S3), in addition to the growth-lag tradeoff (Eq. 5). An even stronger perturbation is to remove one strain entirely. The stability of ecosystems in response to removal of a strain or species has long been an important problem in ecology; in particular, species whose removal leads to community collapse are known as “keystone” species due to their importance in stabilizing the community [31, 32].

Coexisting communities in our model will have a keystone strain for a certain range of resource density $\rho$. Figure 3B shows a diagram of competition outcomes across $\rho$ values for four hypothetical strains (blue, red, green, orange): if $\rho$ is in the orange or blue ranges, then removal of the strain of corresponding color (orange or blue) will cause collapse of the community (all remaining strains but one will go extinct), since $\rho$ will no longer satisfy Eq. 6 for the remaining strains. Therefore the orange or blue strain is the keystone. However, if $\rho$ is within the gray region, then the community is robust to removal of any single strain. This shows that the keystone must always be the least- or most-efficient strain (smallest or highest yield $Y_k$) in the community. Figure 3C shows the population dynamics with each strain removed from a coexisting community where the orange strain is the keystone.

Besides removal of an existing strain, another important perturbation to a community is invasion of a new strain, either by migration or from a mutation. If the growth and lag times of the invader lie above the diagonal line formed by the coexisting strains’ traits (e.g., as in Fig. 3A), then the invader will quickly go extinct (Supplementary Methods Sec. S7). This would be true even if the invader has a growth time or lag time shorter than those of all the resident strains. On the other hand, if the invader lies below the diagonal line in growth-lag trait space, then it will either take over the population entirely or coexist with one of the resident strains if it is sufficiently close to the diagonal line. It cannot coexist with more than one of the resident strains, since all three points by assumption will not lie on a straight line in the growth-lag trait space.
E. Pairwise competitions do not predict community behavior

A fundamental issue for microbial ecology and evolution is whether pairwise competitions are sufficient to predict how a whole community will behave [7, 9, 10]. For example, if several strains coexist in pairs, will they coexist all together? Or if a single strain dominates all pairwise competitions, will it also dominate in the mixed community? We now show that competition for a single limiting resource with tradeoffs in growth traits is sufficient to confound these types of predictions due to the higher-order effects in the selection coefficient (Eq. 2).

Strains that coexist in pairs will generally not coexist all together. Strains i and j that coexist as a pair are characterized by a particular growth-lag tradeoff \( c_{ij} = -\Delta \lambda_{ij}/\Delta \tau_{ij} \) (Eq. 5). For a set of these pairs to coexist all together, these tradeoffs must all be equal, which will generally not be the case. However, if the growth-lag tradeoffs are equal for all pairs, then the strains can indeed coexist in a community, but not at the same resource densities as for the pairs (Supplementary Methods Sec. S8).

Pairwise champion may not dominate in the community. In a collection of strains, there may be one “champion” strain that wins all pairwise competitions. This champion, however, may not prevail in a mixed competition of all strains. For example, in Fig. 4 A the green strain beats the blue and red strains individually with a “hoarding” strategy — slower growth, but shorter lag with lower yield — but together the blue and red strains consume resources efficiently enough to use their faster growth rates to beat green (Fig. 4B). This is a unique consequence of higher-order ecological effects: the presence of the red strain actually changes the sign of the selection coefficient between green and blue (from positive to negative), and the blue strain similarly changes the sign of selection between green and red. In this example it occurs via modifications to the effective population yield \( \bar{Y} \). Even if the strains have identical yields, it is possible for the pairwise champion to lose the mixed competition over short time scales due to effects from the growth-lag coupling terms \( s_{ij}^{coupling} \) (Supplementary Methods Sec. S9, Fig. S4).

Selection can be non-transitive. It is also possible that there is no pairwise champion among a set of strains, meaning that selection is non-transitive [22]. For example, in Fig. 4C, red beats blue and green beats red, but then blue beats green, forming a rock-paper-scissors game [37, 38]. This outcome relies crucially on the existence of tradeoffs between growth traits, so that no single growth strategy always wins (Supplementary Methods Sec. S10, Fig. S5). In this example, red beats blue by having a shorter lag time, green beats red by growing faster and using resources more efficiently (higher yield), and blue beats green by having shorter lag and hoarding resources (lower yield). Non-transitivity in this model occurs only for pairwise competitions where each strain starts with equal density \( x_i(0) = 1/2 \); invasion competitions, where each strain competes against another starting from very low density (as would occur in an invasion by a migrant or a new mutant), do not demonstrate this type of non-transitivity (Supplementary Methods Sec. S10, Fig. S5).
IV. DISCUSSION

Ecological effects of growth trait variation. Variation in multiple growth traits is widespread in microbial populations [23–25], since even single mutations tend to be pleiotropic with respect to these traits [26, 27]. Genetically-identical cells can also demonstrate significant growth variation [28, 29]. We have shown how this variation, with competition for only a single finite resource and no other interactions, is sufficient to produce a range of ecological phenomena, such as coexistence, keystones, non-transitivity, and other collective behaviors where a community is more than the sum of its parts. This is because variation in multiple growth traits creates higher-order effects in which the pairwise selection coefficients themselves change in the presence of other strains. This goes beyond the effects of ordinary clonal interference [39]; for example, even the sign of the selection coefficients may change due to these higher-order effects, so that a strain that is the best in pairwise competitions actually goes extinct in the mixed community (Fig. 4A,B). For example, a mutation that is apparently beneficial against the wild-type alone may not only appear to be less beneficial in the presence of other mutations, but it could even appear to be deleterious. These results highlight the importance of considering the mutational distribution of ecological effects, rather than just fitness effects relative to a wild-type, for predicting evolutionary dynamics.

The ability to coexist on a single limiting resource contradicts the principle of competitive exclusion [15, 16]. While previous work indicated that two strains may stably coexist through tradeoffs in growth traits [17–21], here we have shown that an unlimited number of strains can in fact coexist through this mechanism, and that coexistence may be multi-stable at a range of densities. Our work also supports the hypothesis that higher-order effects should be widespread in microbial ecosystems [7, 9]. Experimental tests for these effects and the predictive power of pairwise competitions remains limited, however. A recent study found that pairwise competitions of soil bacteria generally did predict the behavior of three or more species together [10], although there were important exceptions. Our results suggest an avenue for future investigations of this problem.

Tradeoffs between growth traits. Tradeoffs among lag, growth, and yield underlie many key outcomes of the model, such as stable coexistence. The prevalence of these tradeoffs in microbial populations has been the subject of many previous studies, especially due to interest in the $r/K$ (growth-yield) selection problem. Models of metabolic constraints do imply a tradeoff between growth rate and yield [40, 41], while models of the lag phase suggest a synergy, rather than a tradeoff, with the growth phase ($c < 0$ in Eq. 5) [42–44]. While some experimental results have agreed these predictions, others have found the opposite trends or no trends at all [23–27]. In general, some sets of microbial strains certainly

Non-transitive competitions are particularly confounding for predicting the behavior of a mixed community. Since there is no clear champion, non-transitive pairwise competitions are often hypothesized as the basis for oscillations or coexistence in mixed communities [22, 37, 38]. However, a non-transitive set of strains will not coexist all together in our model. Which strain wins, though, is not directly predictable from the pairwise selection coefficients, and in fact may depend on the initial conditions. For example, Fig. 4D shows the outcomes of ternary competitions for a non-transitive set of strains as a function of their initial densities. If green starts at sufficiently high density, then it wins the mixed competition, but otherwise red wins. In the inset we show one such ternary competition, with initial conditions on the boundary between the red and green regimes. Here the outcome is very sensitive to the initial conditions, since higher-order effects from the decaying blue population draw the red and green strains toward their unstable coexistence point, where they temporarily remain until the blue strain goes extinct and either red or green eventually wins.

**Fig. 4.** Pairwise competitions do not predict community behavior. (A, B) Example of three strains (blue, red, green) with a single pairwise champion (green). Panel (A) shows density dynamics $x_i(r)$ for binary competitions, while panel (B) shows outcome of ternary competition as a function of initial conditions: red marks space of initial densities where the red strain eventually wins, while green marks initial densities where green eventually wins. Inset: density dynamics starting from equal initial densities (marked by black dot in main panel). (C, D) Same as (A, B), but for three strains without a pairwise champion (non-transitivity). See Supplementary Methods Sec. S11 for parameter values.
realize tradeoffs, but it remains unclear whether tradeoffs are routinely generated by random mutations or emerge through evolution.

**Applications to experimental ecology and evolution.** Given a collection of microbial strains, we can measure their individual growth curves to determine their growth traits [30], and then predict the population dynamics of any combination of strains using our model. If we also know the distribution of mutational effects on growth traits, we can further predict evolutionary dynamics to determine what patterns of traits are likely to evolve, which can be compared with experimental data [23–26]. In contrast to another recent computational method [45], which also aims to predict competitions from individual growth curves, our results are analytical and therefore provide greater insight into the contribution of different growth traits to selection and evolutionary dynamics.

Our results are especially relevant to evolution and ecology experiments where populations undergo periodic growth cycles. While the importance of interference among mutants has been widely studied in these experiments [6, 39], it is generally assumed that each mutant is described by a fixed selection coefficient independent of the background population, since the relative genetic homogeneity of the population suggests there should be no additional ecological interactions beyond competition for the limiting resource. But since even single mutations will produce variation in multiple growth traits, our results show that higher-order effects should actually be widespread in these populations. Even genetically-identical populations may experience higher-order effects due to stochastic cell-to-cell variation [28, 29, 42], although the effects will fluctuate from one round of competition to the next assuming cell-to-cell variation does not persist over these timescales. While natural populations likely contain more complex interactions beyond competition for a single resource between different strains or species, our results here can nevertheless serve as a null model for detecting these interactions [19].

**ACKNOWLEDGMENTS**

We thank Tal Einav for his detailed comments on the manuscript. This work was supported by NIH awards F32 GM116217 to MM and R01 GM068670 to EIS.

**AUTHOR CONTRIBUTIONS**

MM and EIS designed research; MM performed calculations; MM wrote the manuscript. Both authors edited and approved the final version.

[1] A. Eyre-Walker and P. D. Keightley. The distribution of fitness effects of new mutations. *Nat Rev Genet*, 8:610–618, 2007.
[2] M. Imhof and C. Schlotterer. Fitness effects of advantageous mutations in evolving Escherichia coli populations. *Proc Nat Acad Sci USA*, 98:1113–1117, 2001.
[3] R. Kassen and T. Bataillon. Distribution of fitness effects among beneficial mutations before selection in experimental populations of bacteria. *Nat Genet*, 38:484–488, 2006.
[4] R. C. MacLean and A. Buckling. The distribution of fitness effects of beneficial mutations in Pseudomonas aeruginosa. *PLoS Genet*, 5:e1000406, 2009.
[5] G. I. Lang, D. Botstein, and M. M. Desai. Genetic variation and the fate of beneficial mutations in asexual populations. *Genetics*, 188:647–661, 2011.
[6] S. F. Levy, J. R. Blundell, S. Venkataram, D. A. Petrov, D. S. Fisher, and G. Sherlock. Quantitative evolutionary dynamics using high-resolution lineage tracking. *Nature*, 519:181–186, 2015.
[7] I. Billick and T. J. Case. Higher order interactions in ecological communities: What are they and how can they be detected? *Ecology*, 75:1530–1543, 1994.
[8] J. T. Wootten. The nature and consequences of indirect effects in ecological communities. *Annu Rev Ecol Syst*, 25:443–466, 1994.
[9] B. Momeni, L. Xie, and W. Shou. Lotka-volterra pairwise modeling fails to capture diverse pairwise microbial interactions. *eLife*, 6:e25051, 2017.
[10] J. Friedman, L. M. Higgins, and J. Gore. Community structure follows simple assembly rules in microbial microcosms. *Nat Ecol Evol*, 1:0109, 2017.
[11] M. M. Mayfield and D. B. Stouffer. Higher-order interactions capture unexplained complexity in diverse communities. *Nat Ecol Evol*, 1:0062, 2017.
[12] E. Bairey, E. D. Kelsic, and R. Kishony. High-order species interactions shape ecosystem diversity. *Nat Commun*, 7:12285, 2016.
[13] J. Grilli, G. Barabas, M. J. Michalska-Smith, and S. Allesina. Higher-order interactions stabilize dynamics in competitive network models. *Nature*, 548:210–213, 2017.
[14] S. Widder, R. J. Allen, T. Pfeiffer, T. P. Curtis, C. Wiu, W. T. Sloan, O. X. Cordero, S. P. Brown, B. Momeni, W. Shou, H. Kettle, H. J. Flint, A. F. Haas, B. Laroche, J.-U. Kreft, P. B. Rainey, S. Freilich, S. Schuster, K. Milferstedt, J. R. van der Meer, T. Großkopf, J. Huisman, A. Free, C. Picioream, C. Quince, I. Klapper, S. Labarthe, B. F. Smets, H. Wang, Isaac Newton Institute Fellows, and O. S. Soyer. Challenges in microbial ecology: building predictive understanding of community function and dynamics. *ISME J*, 10:2557–2568, 2016.
[15] G. Hardin. The competitive exclusion principle. *Science*, 131:1292–1297, 1960.
[16] S. A. Levin. Community equilibria and stability, and an extension of the competitive exclusion principle. *Am Nat*, 104:413–423, 1970.
[17] B. R. Levin. Coexistence of two asexual strains on a single resource. *Science*, 175:1272–1274, 1972.
[18] F. M. Stewart and B. R. Levin. Partitioning of resources and the outcome of interspecific competition: A model and some general considerations. *Am Nat*, 107:171–198, 1973.

[19] P. E. Turner, V. Souza, and R. E. Lenski. Tests of ecological mechanisms promoting the stable coexistence of two bacterial genotypes. *Ecology*, 77:2119–2129, 1996.

[20] H. L. Smith. Bacterial competition in serial transfer culture. *Math Biosci.*, 229:149–159, 2011.

[21] M. Manhart, B. V. Adkar, and E. I. Shakhnovich. Trade-offs between microbial growth phases lead to frequency-dependent and non-transitive selection. *Proc R Soc B*, 285:20172459, 2018.

[22] H. A. Verhoef and P. J. Morin. *Community Ecology: Processes, Models, and Applications*. Oxford University Press, Oxford, 2010.

[23] M. Novak, T. Pfeiffer, R. E. Lenski, U. Sauer, and S. Bonhoeffer. Experimental tests for an evolutionary trade-off between growth rate and yield in *E. coli*. *Am Nat*, 168:242–251, 2006.

[24] J. Warringer, E. Zörögö, F. A. Cubillos, A. Zia, A. Gjuvvsland, J. T. Simpson, A. Forsmark, R. Durbin, S. W. Omholt, E. J. Louis, G. Liti, A. Moses, and A. Blomberg. Trail variation in yeast is defined by population history. *PLOS Genet*, 7:e1002111, 2011.

[25] J.-N. Jasmin and C. Zeyl. Life-history evolution and long-term experiments. *Evolution*, 66:3789–3802, 2012.

[26] J. M. Fitzsimmons, S. E. Schoustra, J. T. Kerr, and R. Kassen. Population consequences of mutational events: effects of antibiotic resistance on the r/K trade-off. *Evol Ecol*, 24:227–236, 2010.

[27] B. V. Adkar, M. Manhart, S. Bhattacharyya, J. Tian, M. Musharbash, and E. I. Shakhnovich. Optimization of lag phase shapes the evolution of a bacterial enzyme. *Nat Ecol Evol*, 1:0149, 2017.

[28] I. Levin-Reisman, O. Gefen, O. Fridman, I. Ronin, D. Shwa, H. Sheftel, and N. Q. Balaban. Automated imaging with ScanLag reveals previously undetectable bacterial growth phenotypes. *Nat Methods*, 7:737–739, 2010.

[29] N. Ziv, M. L. Siegal, and D. Gresham. Genetic and non-genetic determinants of cell growth variation assessed by high-throughput microscopy. *Mol Biol Evol*, 30:2568–2578, 2013.

[30] M. H. Zwietering, I. Jongenburger, F. M. Rombouts, and M. H. Zwietering, I. Jongenburger, F. M. Rombouts, and M. M. Desai. Pervasive genetic hitchhiking and clonal interference in forty evolving yeast populations. *Nature*, 500:571–574, 2013.

[31] Y. Ram, E. Dellus-Gur, M. Bibi, U. Obolski, J. Berman, and R. T. Paine. Challenges in the quest for keystones. *BioScience*, 46:609–620, 1996.

[32] C. K. Fisher and P. Mehta. Identifying keystone species in the human gut microbiome from metagenomic timeseries using sparse linear regression. *PLOS ONE*, 9:e102451, 2014.

[33] F. Vasi, M. Traversano, and R. E. Lenski. Long-term experimental evolution in *Escherichia coli*. II. changes in life-history traits during adaptation to a seasonal environment. *Am Nat*, 144:432–456, 1994.

[34] M. Zackrisson, J. Hallin, L.-G. Ottosson, P. Dahl, E. Fernandez-Parada, E. Ländström, L. Fernandez-Ricaud, P. Kaferle, A. Skyman, S. Stenberg, S. Omholt, U. Petrovic, J. Warringer, and A. Blomberg. Scanomatic: High-resolution microbial phenomics at a massive scale. *G3*, 6:3003–3014, 2016.

[35] J. F. Crow and M. Kimura. *An Introduction toPopulation Genetics Theory*. Harper and Row, New York, 1970.

[36] L.-M. Chevin. On measuring selection in experimental evolution. *Biol Lett*, 7:210–213, 2011.

[37] B. Sinervo and C. M. Lively. The rock-paper-scissors game and the evolution of alternative male strategies. *Nature*, 380:240–243, 1996.

[38] B. Kerr, M. A. Riley, M. W. Feldman, and B. J. M. Bohannan. Local dispersal promotes biodiversity in a real-life game of rock-paper-scissors. *Nature*, 418:171–174, 2002.

[39] G. I. Lang, D. P. Rice, M. J. Hickman, E. Sodergren, G. M. Weinstock, D. Botstein, and M. M. Desai. Pervasive genetic hitchhiking and clonal interference in forty evolving yeast populations. *Nature*, 500:571–574, 2013.

[40] R. C. MacLean. The tragedy of the commons in microbial populations: insights from theoretical, comparative and experimental studies. *Heredity*, 100:471–477, 2007.

[41] T. Pfeiffer, S. Schuster, and S. Bonhoeffer. Cooperation and competition in the evolution of ATP-producing pathways. *Science*, 292:504–507, 2001.

[42] J. Baranyi. Comparison of stochastic and deterministic concepts of bacterial lag. *J Theor Biol*, 192:403–408, 1998.

[43] J. Baranyi and T. A. Roberts. A dynamic approach to predicting bacterial growth in food. *Int J Food Microbiol*, 23:277–294, 1994.

[44] Y. Himeoka and K. Kaneko. Theory for transitions between exponential and stationary phases: Universal laws of competition Genetics Theory. *Proc R Soc B*, 285:20172459, 2018.

[45] J. Baranyi and T. A. Roberts. A dynamic approach to predicting bacterial growth in food. *Int J Food Microbiol*, 23:277–294, 1994.
Supplementary Methods:
Growth tradeoffs produce complex microbial communities without direct interactions

Michael Manhart and Eugene I. Shakhnovich
Department of Chemistry and Chemical Biology,
Harvard University, Cambridge, MA 02138, USA
(Dated: February 19, 2018)

S1. MODEL OF POPULATION GROWTH AND COMPETITION

For a population consisting of a single microbial strain, we approximate its growth dynamics by the following minimal model (Fig. 1A) [1]:

\[
N(t) = \begin{cases} 
N(0) & 0 \leq t < \lambda, \\
N(0)e^{(t-\lambda)/\tau} & \lambda \leq t < t_{\text{sat}}, \\
N(0)e^{(t_{\text{sat}}-\lambda)/\tau} & t \geq t_{\text{sat}},
\end{cases}
\] (S1)

where \(\lambda\) is the lag time while no growth occurs and \(\tau\) is the exponential growth time (reciprocal growth rate, or time over which the population grows \(e\)-fold). The saturation time \(t_{\text{sat}}\) at which growth stops is determined by the amount of resources in the environment. We assume that the population size at saturation \(N(t_{\text{sat}})\) is proportional to the total amount \(R\) of the limiting resource. Let \(Y\) denote this constant of proportionality \((N(t_{\text{sat}}) = RY)\), which we will refer to as the intrinsic yield since it is the total number of cells per unit resource [2]. Let \(\rho = R/N(0)\) be the initial density of resources per cell. The saturation time then equals

\[t_{\text{sat}} = \lambda + \tau \log (\rho Y).\] (S2)

If there are multiple distinct strains simultaneously competing for the same pool of resources, let each strain \(i\) grow according to Eq. S1 with its own initial frequency \(x_i\) and growth traits \(\tau_i\), \(\lambda_i\), and \(Y_i\). Since the total amount of resources used by strain \(i\) by time \(t\) is \(N_i(t)/Y_i\), the saturation time \(t_{\text{sat}}\) for the whole population is defined by

\[R = \sum_i N_i(t_{\text{sat}}).\] (S3)

By solving this equation for \(t_{\text{sat}}\), we can therefore calculate all properties of the competition, such as the frequencies of each strain at the end. While we have assumed here that resources are consumed in proportion to the total number of cells, which holds for resources such as space, it is straightforward to modify the model for other modes of resource consumption [3]. For example, resources may be consumed in proportion to the total number of cell divisions. The difference in these two models, however, will be negligible if the fold-change of the population over growth is large.

S2. POPULATION DYNAMICS OVER COMPETITION ROUNDS

If the population undergoes many rounds of dilution and resource renewal (Fig. 1B), the density of strain \(i\) at the end of a round equals its density at the beginning of the next round (ignoring stochastic effects of sampling). Let \(x_i(r)\) be the density of strain \(i\) at the beginning of competition round \(r\) and \(x_i'(r)\) be the density at the end, so that \(x_i'(r) = x_i(r + 1)\). The selection coefficients determine how the densities change over the round. Using the selection coefficient definition \(s_{ij} = \log(x_i'(r)/x_j'(r)) - \log(x_i(r)/x_j(r))\) (Eq. 1), we can obtain the recurrence relation for the change in density over each round:

\[x_i(r + 1) = \frac{x_i(r)}{\sum_k x_k(r)e^{s_{ki}(x(r))}},\] (S4)

where \(x(r)\) is the vector of densities \(\{x_i(r)\}\) at the beginning of round \(r\). Over a large number of rounds, these dynamics can be approximated by a differential equation:

\[
\frac{dx_i}{dr} = \frac{x_i}{\sum_k x_k e^{s_{ki}(x)}} - x_i \\
\approx x_i \sum_k x_k s_{ki}(x),
\] (S5)

where on the second line we have invoked the approximation that all \(s_{ki}\) values are small. This is of Lotka-Volterra form where the selection coefficients encode the effective (density-dependent) interaction coefficients between strains.

S3. DERIVATION OF THE SELECTION COEFFICIENT

To calculate an explicit formula for the selection coefficients as function of the underlying parameters, we assume the nontrivial case in which the saturation time is longer than each strain’s lag time \((t_{\text{sat}} > \max_i \lambda_i)\). Then using the minimal growth model in Eq. S1, the selection coefficient definition in Eq. 1 simplifies to

\[s_{ij} = \frac{1}{\tau_i} (t_{\text{sat}} - \lambda_i) - \frac{1}{\tau_j} (t_{\text{sat}} - \lambda_j).\] (S6)
We next rewrite the saturation condition (Eq. S3) in terms of the selection coefficients relative to strain $i$:

$$1 = e^{(t_{sat} - \lambda_i)/\tau_i} \left( \sum_k \frac{x_k}{\rho Y_k} e^{s_{ki}} \right). \quad (S7)$$

We can then solve for $t_{sat}$ and expand to first order in each $s_{ki}$:

$$t_{sat} = \lambda_i - \tau_i \log \left( \sum_k \frac{x_k}{\rho Y_k} e^{s_{ki}} \right) \approx \lambda_i + \tau_i \left( \log [\rho \bar{Y}] - \bar{Y} \sum_k \frac{x_k}{Y_k} s_{ki} \right), \quad (S8)$$

where $\bar{Y} = (\sum_k x_k/Y_k)^{-1}$ is the harmonic mean of the yields (Eq. 3). However, since we can freely choose a different strain $j$ to be the reference strain, we must also have

$$t_{sat} = \lambda_j + \tau_j \left( \log [\rho \bar{Y}] - \bar{Y} \sum_k \frac{x_k}{Y_k} s_{kj} \right). \quad (S9)$$

To be self-consistent these two expressions for $t_{sat}$ must be equal for any $i$ and $j$, which leads to the following system of linear equations for the selection coefficients:

$$s_{ij} - \bar{Y} \Delta_{ij} \sum_k \frac{x_k}{Y_k} s_{kj} = -\frac{1}{\tau_i} (\Delta_{ij} \log [\rho \bar{Y}] + \Delta_{ij}), \quad (S10)$$

where $\Delta_{ij} = \lambda_i - \lambda_j$ and $\Delta_{ij} = \tau_i - \tau_j$.

We now take the solution for $s_{ij}$ in Eq. 2 as an ansatz and show that it satisfies this system of equations. If we substitute Eq. 2 for $s_{ij}$ and $s_{kj}$ in Eq. S10, the left-hand side (LHS) of the system becomes

$$\text{LHS} = -\frac{\bar{Y}}{\tau_i} \left( \Delta_{ij} \log [\rho \bar{Y}] + \Delta_{ij} \sum_k \frac{x_k}{Y_k} [\Delta_{ik} \Delta_{kj} - \Delta_{ik} \Delta_{kj}] \right)$$

$$+ \frac{\bar{Y}}{\tau_i} \sum_k \frac{x_k}{Y_k} \left( \Delta_{kj} \log [\rho \bar{Y}] + \Delta_{kj} + \bar{Y} \sum_\ell \frac{x_\ell}{Y_\ell} \left( \Delta_{k\ell} \Delta_{ij} - \Delta_{k\ell} \Delta_{ij} \right) \right). \quad (S11)$$

Since

$$\sum_k \sum_\ell \frac{x_k}{Y_k} \frac{x_\ell}{Y_\ell} \left[ \Delta_{ik} \Delta_{kj} - \Delta_{ik} \Delta_{kj} \right] = 0 \quad (S12)$$

because the summand is antisymmetric in the summation indices, we drop the inner sum over $\ell$ and combine the remaining sums over $k$ to obtain

$$\text{LHS} = -\frac{\bar{Y}}{\tau_i} \left( \Delta_{ij} \log [\rho \bar{Y}] + \Delta_{ij} \sum_k \frac{x_k}{Y_k} \left[ \Delta_{ik} \Delta_{kj} - \Delta_{ik} \Delta_{kj} \right] \right) \times \left[ \Delta_{ik} \Delta_{kj} - \Delta_{ik} \Delta_{kj} \right]$$

$$- \Delta_{ij} \Delta_{kj} \log (\rho \bar{Y}) - \Delta_{ij} \Delta_{kj}. \quad (S13)$$

We cancel out terms and factor to obtain

$$t_{sat} = \lambda_j + \tau_j \left( \log [\rho \bar{Y}] - \bar{Y} \sum_k \frac{x_k}{Y_k} s_{kj} \right). \quad (S9)$$

where $\Delta_{ij} = \lambda_i - \lambda_j$ and $\Delta_{ij} = \tau_i - \tau_j$.

We now take the solution for $s_{ij}$ in Eq. 2 as an ansatz and show that it satisfies this system of equations. If we substitute Eq. 2 for $s_{ij}$ and $s_{kj}$ in Eq. S10, the left-hand side (LHS) of the system becomes

$$\text{LHS} = -\frac{\bar{Y}}{\tau_i} \left( \Delta_{ij} \log [\rho \bar{Y}] + \Delta_{ij} \right) \left( 1 - \bar{Y} \sum_k \frac{x_k}{Y_k} \Delta_{kj} \right)$$

$$= -\frac{\bar{Y}}{\tau_i} \left( \Delta_{ij} \log [\rho \bar{Y}] + \Delta_{ij} \right) \left( 1 - \left[ 1 - \frac{\tau_j}{\tau_i} \right] \right)$$

$$= -\frac{1}{\tau_i} \left( \Delta_{ij} \log [\rho \bar{Y}] + \Delta_{ij} \right), \quad (S14)$$

where we have used the definitions in Eq. 3 to invoke

$$\bar{Y} \sum_k \frac{x_k}{Y_k} \Delta_{kj} = 1 - \frac{\tau_j}{\tau_i}. \quad (S15)$$

This equals the right side of Eq. S10, proving the solution is correct.

**S4. SATURATION TIME AND OVERALL YIELD FOR A MIXED POPULATION**

Here we calculate expressions for the saturation time and overall yield for a mixed population of multiple
strains, which provide interpretations of the quantities \( \bar{Y} \) and \( \bar{\tau} \) in Eq. 3. Using the approximation for \( t_{\text{sat}} \) in

\[
t_{\text{sat}} \approx \lambda_i + \tau_i \left( \log \left[ \rho \bar{Y} \right] - \bar{Y} \sum_k \frac{x_k}{Y_k} s_{ki} \right)
\]

\[
= \lambda_i + \tau_i \log \left( \rho \bar{Y} \right) + \tau_i \bar{Y} \sum_k \frac{x_k}{Y_k} \bar{\tau}_k \bar{\tau}_i \left( \Delta \tau_{ki} \log \left[ \rho \bar{Y} \right] + \bar{Y} \sum_{\ell} \frac{x_{\ell}}{Y_{\ell} \bar{\tau}_{\ell}} \left( \Delta \tau_{k\ell} \Delta \lambda_{\ell i} - \Delta \lambda_{ki} \Delta \tau_{\ell i} \right) \right).
\]

We eliminate the double sums over \( k \) and \( \ell \) (since the summand is antisymmetric in the summation indices, as in Eq. S12) and invoke the identity in Eq. S15 to obtain

\[
t_{\text{sat}} \approx \lambda_i + \bar{\tau} \bar{Y} \sum_k \frac{x_k}{Y_k} \Delta \lambda_{ki} + \bar{\tau} \log \left( \rho \bar{Y} \right).
\]

Comparing with the saturation time for a homogeneous population of a single strain (Eq. S2), we see the first two terms here correspond to the overall time shift from the lag phase, while the last term determines the time during which exponential growth occurs. In analogy with Eq. S2, \( \bar{\tau} \) is therefore the mixed population’s effective exponential growth time (reciprocal growth rate), and \( \bar{Y} \) is the mixed population’s effective yield. Note that since \( 1/\bar{\tau} \) is the effective growth rate, it is just an arithmetic mean of the individual strains’ growth rates.

The quantity \( \bar{Y} \) is in fact the exact yield for a mixed population when all strains are neutral (coexisting). Let \( N_{\text{sat}} = \sum_k N_k(t_{\text{sat}}) \) be the total population size at saturation. For a set of strains to all be neutral, they must have a fixed growth-lag tradeoff \( c_{ij} = -\Delta \lambda_{ij}/\Delta \tau_{ij} = c \) for all pairs of strains \( i \) and \( j \) (Eq. 5). In that case the effective yield is \( \bar{Y} = e^c/\rho \) (Sec. S5). Since all \( s_{ij} = 0 \) by definition, then Eq. S8 implies that \( t_{\text{sat}} = \lambda_k + c\tau_k \) for any strain \( k \), which we can rewrite as \( (t_{\text{sat}} - \lambda_k)/\tau_k = c \). We then calculate the total population size at saturation to be

\[
N_{\text{sat}} = \sum_k N_k(0)e^{(t_{\text{sat}} - \lambda_k)/\tau_k}
\]

\[
= e^c \sum_k N_k(0)
\]

\[
= \bar{Y} \rho \sum_k N_k(0).
\]

Since \( \rho \sum_k N_k(0) \) equals the total amount of resources \( R \), this shows that the total saturation size \( N_{\text{sat}} \) is proportional to \( R \) with constant \( \bar{Y} \), meaning that \( \bar{Y} \) is indeed the yield for the whole population.

Eq. S8, which holds for any reference strain \( i \), we insert the selection coefficients \( s_{ki} \) from the explicit formula in Eq. 2:

---

**S5. CONDITIONS FOR COEXISTENCE**

Here we derive the conditions on parameters for multiple strains to coexist. Since that requires all pairwise selection coefficients to be zero, we substitute \( s_{ij} = 0 \) into the linear system for the selection coefficients (Eq. S10). The right-hand side of the system must therefore be zero: \( \Delta \tau_{ij} \log (\rho \bar{Y}) + \Delta \lambda_{ij} = 0 \), or equivalently \( \rho \bar{Y} = e^{-\Delta \lambda_{ij}/\Delta \tau_{ij}} \). Since this must hold for all pairs of strains \( i \) and \( j \), \( \Delta \lambda_{ij}/\Delta \tau_{ij} \) must be a constant independent of \( i \) and \( j \). We therefore arrive at the condition for coexistence:

\[
\rho \bar{Y} = e^c
\]

where

\[
c = -\frac{\Delta \lambda_{ij}}{\Delta \tau_{ij}}
\]

for all pairs of strains \( i \) and \( j \), which is equivalent to the linear growth-lag tradeoff condition in Eq. 5. Equation S19 implies that \( c > 0 \) (growth and lag must have a tradeoff, rather than a synergy), since the left-hand side of Eq. S19 is the fold-change of the whole population’s growth and therefore must be greater than 1. Equation S19 furthermore imposes a constraint on the initial density of resources \( \rho \). Since \( \bar{Y} \) is the harmonic mean of the yields \( \{Y_k\} \) (Eq. 3), it is bounded by the minimum and maximum yields:

\[
\min_k Y_k < \bar{Y} < \max_k Y_k.
\]

Combining this constraint with Eq. S19, we obtain the limits on the resource density \( \rho \) in Eq. 6.

---

**A. Space of densities with coexistence**

The coexistence condition Eq. S19 also imposes constraints on the densities at which coexistence can occur. Substituting in the definition of \( \bar{Y} \) to Eq. S19, a set of
FIG. S1. Space of densities at which strains coexist. (A) For three strains, the space of coexistence densities (satisfying Eq. S22) is one-dimensional. We project this one-dimensional region into the space of densities for two strains $x_1$ and $x_2$, with different possible values of the resource density $\rho$ (indicated by the color). (B) Same as (A) but for four strains, where the space of coexistence densities is two-dimensional. See Sec. S11 for parameter values.

Coexistence densities $\{\tilde{x}_k\}$ at which coexistence occurs must satisfy the following linear equation:

$$\sum_k \frac{\tilde{x}_k}{Y_k} = \rho e^{-c}. \quad (S22)$$

If there are $M$ total strains, then the space of densities at which coexistence occurs is a section of an $(M - 2)$-dimensional hyperplane, since the $M$ densities must satisfy two linear equations (Eq. S22 as well as normalization $\sum_k \tilde{x}_k = 1$). Figure S1 shows these strain densities for $M = 3$ (Fig. S1A) and $M = 4$ strains (Fig. S1B) as functions of the resource density $\rho$, which determines which strains are more highly represented in the coexisting community.

B. Coexistence with maximum entropy

The set of coexistence densities $\{\tilde{x}_k\}$ with maximum diversity is of particular interest. A common way to measure diversity in a population is by Shannon entropy, defined as

$$S = -\sum_k \tilde{x}_k \log \tilde{x}_k. \quad (S23)$$

This ranges from zero if only one strain is present, to $\log M$ if all $M$ strains are equally abundant. The coexistence condition on densities (Eq. S22) means that the reciprocal yield averaged over densities must be $\rho e^{-c}$. With this constraint the maximum-entropy set of densities is of Boltzmann form [4], with reciprocal yield in the role of energy:

$$\tilde{x}_k = \frac{1}{Z} e^{-\beta/Y_k}, \quad (S24)$$

where $\beta$ is defined such that

$$\frac{\sum_k Y_k}{\sum_k e^{-\beta/Y_k}} = \rho e^{-c} \quad (S25)$$

and $Z = \sum_k e^{-\beta/Y_k}$ is the normalization constant. The maximum entropy is therefore

$$S_{\text{max}} = \beta \rho e^{-c} + \log \left( \sum_k e^{-\beta/Y_k} \right). \quad (S26)$$

The parameter $\beta$ (analogous to inverse temperature) sets a yield threshold determining how much of the population consists of strains with low yields versus those with high yields. If $\rho$ is close to $e^c / \min_k Y_k$ (high end of range in Eq. 6), then $\beta$ will be negative and large in magnitude, meaning the strains with the lowest yields will be favored. Similarly, if $\rho$ is close to $e^c / \max_k Y_k$ (low end of range in Eq. 6), then $\beta$ will be large and positive, so that strains with the highest yields will be favored. All strains will be equally represented ($x_k = 1/M$) if $\beta = 0$, which occurs if the resource density is set to $\rho = e^c / M \sum_k 1/Y_k$. \quad (S27)

C. Effective coexistence with noisy tradeoffs

Equation 5 is an exact linear tradeoff between growth and lag times. A tradeoff among real strains will never be exactly linear for more than two strains, however. If the tradeoff is noisy, with some fluctuations around a linear trend, then this will still lead to effective coexistence over some finite time scale, which may be sufficiently long to be biologically relevant. To illustrate this, we randomly generate communities (sets of strains with distinct growth traits) with different correlations of growth and lag times across strains. We initialize each community at a set of densities $\{x_k\}$ such that it would coexist if all the traits exactly obeyed the linear regression of growth traits. We then measure the time (number of competition rounds) it takes for the first strain to go extinct, i.e., for its density to drop below a certain threshold. Figure S2 shows that while strains with only weak growth-lag correlations will generally not coexist for very long, as expected, the apparent coexistence time increases rapidly as the correlation becomes stronger. Thus, a community with even moderate correlation may still practically coexist over a significant time.

S6. STABILITY OF COEXISTENCE TO DENSITY FLUCTUATIONS

Density fluctuations will occur from both intrinsic and extrinsic noise, such as the random sampling of the pop-
FIG. S2. Effective coexistence of strains with approximate growth-lag tradeoffs. Each green point represents a set of 100 strains with randomly-generated trait values. We sample the yields \( \{ Y_k \} \) from a Gaussian distribution with mean \( 10^3 \) and standard deviation \( 10^2 \). We sample growth times \( \{ \tau_k \} \) from a Gaussian with mean 1 and standard deviation \( 10^{-2} \); we then generate correlated lag times \( \{ \lambda_k \} \) from the growth times using a randomly-chosen, negative correlation coefficient. The resource density is \( \rho = 1 \). From the resulting set of 100 strains, we determine the empirical growth-lag tradeoff \( c \) and correlation coefficient from the linear regression of growth and lag times. The population starts at the maximum-entropy set of densities that would allow coexistence (Eq. S24) if the strains’ growth and lag times fell exactly on the regression line. We exclude realizations where \( \rho = 1 \) falls outside of the allowed range (Eq. 6) given the tradeoff \( c \) and yields \( \{ Y_k \} \), or if any of the maximum-entropy densities is too small (\( < 10^{-6} \)) to constitute meaningful coexistence. We then evolve the densities over competition rounds (Eq. S4) and determine the number of rounds until any strain goes extinct (i.e., its density falls below \( 10^{-6} \)), which we use as the time of effective coexistence. Green points are transparent to show their density.

ulation from one round of competition to the next. Let \( \tilde{x} = \{ \tilde{x}_k \} \) be a set of densities satisfying coexistence (Eq. S22). To determine the stability, we consider small perturbations \( \Delta x \) around this point. Let the Jacobian of the selection coefficients at the coexistence point be

\[
J_{ijk} = \frac{\partial s_{ij}}{\partial x_k} \bigg|_{x=\tilde{x}} \tag{S28}
\]

so that

\[
s_{ij}(\tilde{x} + \Delta x) \approx \sum_k J_{ijk} \Delta x_k. \tag{S29}
\]

For small perturbations we can approximate the density dynamics with the differential equations in Eq. S5. Therefore the dynamics around the coexistence point at competition round \( r \) are

\[
\frac{d}{dr} \Delta x_i = -(\tilde{x}_i + \Delta x_i) \sum_k (\tilde{x}_k + \Delta x_k)s_{ki}(\tilde{x} + \Delta x)
\]

\[
\approx -\tilde{x}_i \sum_k \tilde{x}_k J_{kij} \Delta x_j,
\]

where we have dropped higher-order terms in \( \Delta x \).

To analyze the stability, we must obtain the eigenvalues of the matrix

\[
W_{ij} = -\tilde{x}_i \sum_k \tilde{x}_k J_{kij}, \tag{S31}
\]

since negative eigenvalues will correspond to directions in the space of densities that are stable to small perturbations, while positive eigenvalues will indicate unstable directions. We calculate the Jacobian of the selection coefficient using the formula in Eq. 2. We first note that the density derivatives of \( \bar{\tau} \) and \( Y \) are

\[
\frac{\partial \bar{\tau}}{\partial x_k} = \frac{\bar{Y}}{Y_k} \left( \frac{1 - \bar{\tau}}{\tau_k} \right), \quad \frac{\partial Y}{\partial x_k} = -\bar{Y}^2. \tag{S32}
\]

Therefore the derivatives of the selection coefficient are

\[
\frac{\partial \bar{\tau}}{\partial x_k} \delta_{ij}^{\text{lag}} = -\frac{\bar{\tau}}{\tau_k} \frac{\bar{Y}}{Y_k} \left( 1 - \frac{\bar{\tau}}{\tau_k} \right),
\]

\[
\frac{\partial \bar{\tau}}{\partial x_k} \delta_{ij}^{\text{growth}} = -\frac{\bar{\tau} \delta_{ij}}{\tau_k^2} \frac{\bar{Y}}{Y_k} \left( 1 - \frac{\bar{\tau}}{\tau_k} \right) \log \left( \rho Y - 1 \right),
\]

\[
\frac{\partial \bar{\tau}}{\partial x_k} \delta_{ij}^{\text{coupling}} = -\frac{\bar{\tau}}{\tau_k} Y_k \left( \frac{\Delta \tau_{ij} \delta_{ij} - \Delta \tau_{ij} \delta_{ij}}{\tau_{ij}} \right) \times \left( \delta_{ij} - x_i \frac{\bar{\tau} Y}{\tau_k Y_k} \right). \tag{S33}
\]

Summing these components and evaluating at densities \( \{ \tilde{x}_k \} \) satisfying coexistence (Eqs. S19 and S20) results in

\[
J_{ijk} = \frac{\bar{\tau} \Delta \tau_{ij}}{\tau_k \tau_i} \frac{\bar{Y}}{Y_k}. \tag{S34}
\]

Therefore the matrix for dynamics around coexistence is

\[
W_{ij} = -\tilde{x}_i \sum_k \tilde{x}_k \frac{\bar{\tau} \Delta \tau_{ki}}{\tau_k \tau_i} \frac{\bar{Y}}{Y_j}
\]

\[
= -\tilde{x}_i \frac{\bar{\tau} Y}{\tau_i \tau_j} \left( 1 - \tau_i \sum_k \frac{\tilde{x}_k}{\tau_k} \right). \tag{S35}
\]

This matrix is of the outer-product form \( W_{ij} = a_i b_j \). It is straightforward to show that such a matrix has one eigenvalue \( \mu = \sum_i a_i b_i \), while all other eigenvalues are zero.
The zero eigenvalues correspond to directions within the region of coexistence, while the one nonzero eigenvalue is the only direction orthogonal to the region. This eigenvalue is

$$\mu = -\sum_i \frac{\bar{x}_i \bar{Y}}{\tau_i Y_i} \left( 1 - \tau_i \sum_k \frac{\bar{x}_k}{\bar{Y}_k} \right)$$

$$= \bar{\tau} \sum_k \frac{\bar{x}_k}{\bar{Y}_k} - 1,$$

where we have simplified using the definitions of $\bar{\tau}$ and $\bar{Y}$ (Eq. 3).

Coexistence is stable when $\mu < 0$, which we can rewrite as

$$\sum_k \frac{\bar{x}_k}{Y_k \tau_k} - \left( \sum_i \frac{\bar{x}_i}{\bar{Y}_i} \right) \left( \sum_k \frac{\bar{x}_k}{\bar{Y}_k} \right) > 0.$$  \hspace{1cm} (S37)

That is, coexistence is stable when the covariance of reciprocal growth times and reciprocal yields is positive. If slower-growing strains always have lower yields, then the correlation is negative for any set of densities $\{\bar{x}_k\}$, and so coexistence will be stable throughout the coexistence region. Figure S3A shows an example with such a tradeoff for three strains; any initial state of the population inevitably converges to coexistence. If slower-growing strains always have lower yields, then the correlation is negative for any densities, and coexistence will be unstable (Fig. S3B). If no perfect correlation holds across the growth times and yields, then the sign of the covariance may depend on the densities $\{\bar{x}_k\}$, leading to a mix of stable and unstable points across the coexistence region as in Fig. S3C. In that case it is possible for a population that is perturbed away from an unstable set of coexistence densities to evolve to a different, stable set of coexistence densities.

**S7. SELECTION COEFFICIENT OF AN INVADER RELATIVE TO A COEXISTING COMMUNITY**

Consider a strain that invades a community of coexisting strains. We assume the invader enters at infinitesimally-low density. In this case, the quantities $\bar{\tau}$ and $\bar{Y}$ (Eq. 3) for the resident strains combined with the invader are essentially the same as their values for the resident strains alone. In particular, $\log (\rho \bar{Y}) \approx c$ (Eq. S19), where $c$ is the growth-lag tradeoff for the resident strains. The selection coefficient of the invader relative to each resident strain $j$ is therefore
\[ s_{\text{inv},j} = -\frac{\bar{\tau}}{\tau_{\text{inv},j}} \left( \Delta \lambda_{\text{inv},j} + \Delta \tau_{\text{inv},j} \log \left[ \rho \bar{Y} \right] + \bar{Y} \sum_{k} \frac{x_{k}}{\tau_{k} \bar{Y}_{k}} \left[ \Delta \tau_{\text{inv},k} \Delta \lambda_{kj} - \Delta \lambda_{\text{inv},k} \Delta \tau_{kj} \right] \right) \]

\[ \approx -\frac{\bar{\tau}}{\tau_{\text{inv},j}} (\Delta \lambda_{\text{inv},j} + c \Delta \tau_{\text{inv},j}) \left( 1 - \frac{e^{c}}{\rho} \sum_{k \neq \text{inv}} \frac{x_{k}}{\tau_{k} \bar{Y}_{k}} \Delta \tau_{kj} \right) \]

\[ \bar{\tau} = \frac{\tau_{i} \tau_{j}}{\bar{\tau}_{i} \bar{\tau}_{j}} \bar{\tau}_{ij} \]

where we have used \( \lambda_{j} = -c \tau_{j} + \text{constant} \) (Eq. 5) for the coexisting strains. This shows that the selection coefficients between the invader and each of the resident strains \( j \) are the same: if the invader’s growth and lag times are above the diagonal line of the resident strains (Fig. 3A), then the the invader will have negative selection coefficient relative to all resident strains, and so its densities will decay to zero. Otherwise, its selection coefficient will be positive and the invader will take over.

### S8. COEXISTENCE OF PAIRS AND A COMMUNITY

A collection of strains that coexist in pairs will only coexist all together if they share the same growth lag tradeoff \( c \) (Eq. 5). In this case, though, the resource densities \( \rho \) at which each pair coexist will not be the same, nor will they be the same as the values of \( \rho \) at which the whole community will coexist. Consider three strains with a growth lag tradeoff \( c \) and in order of increasing yields, so that \( e^{c}/Y_{3} < e^{c}/Y_{2} < e^{c}/Y_{1} \). For strains 1 and 2 to coexist, \( \rho \) must be between \( e^{c}/Y_{2} \) and \( e^{c}/Y_{1} \), while for strains 2 and 3 to coexist, \( \rho \) must be between \( e^{c}/Y_{3} \) and \( e^{c}/Y_{2} \). These constraints are mutually exclusive, so strains 1 and 2 will not coexist in the same environmental conditions as strains 2 and 3. Furthermore, all three strains can coexist as long as \( e^{c}/Y_{3} < \rho < e^{c}/Y_{1} \), but for any value of \( \rho \) in that range, one of the pairs will not coexist. Therefore some, but not all, pairs of strains from a coexisting community will coexist on their own in the same environment.

### S9. PAIRWISE CHAMPION MUST WIN MIXED COMPETITION WITH EQUAL YIELDS

Figure 4A,B gives an example of strains where the pairwise champion (green strain, which wins each binary competition) does not necessarily win the ternary competition with all strains present. However, that outcome requires the three strains to have significantly different yields. Here we show that if the strains have equal yields, then the pairwise champion must always win the mixed competition, although it can still lose on short time scales.

Define the signed component of the selection coefficient to be

\[ \sigma_{ij} = \frac{\tau_{i} \tau_{j}}{\bar{\tau}} s_{ij}. \]

That is, we remove the overall factor of \( \bar{\tau} / (\tau_{i} \tau_{j}) \) from \( s_{ij} \) (Eq. 2) since it is always positive and therefore does not affect the overall sign. For a set of strains with equal yields, these signed components are convenient because their values for the mixed competition \( \sigma_{ij}^{\text{mixed}} \), where all strains are present, have a simple relationship to their values for binary competitions, \( \sigma_{ij}^{\text{binary}} \), where only \( i \) and \( j \) are present:

\[ \sigma_{ij}^{\text{mixed}} = (x_{i} + x_{j}) \sigma_{ij}^{\text{binary}} + \sum_{k \neq i,j} \frac{x_{k}}{\tau_{k}} \left( \tau_{j} \sigma_{ik}^{\text{binary}} - \tau_{i} \sigma_{jk}^{\text{binary}} \right). \]

That is, the selection coefficient on \( i \) relative to \( j \) in the mixed competition is a linear combination of the selection coefficient from their binary competition, weighted by the fraction of the mixed population consisting of \( i \) and \( j \), with the binary selection coefficients of \( i \) and \( j \) relative to all other strains \( k \), each weighed by the density of that other strain.

In the case of equal yields, selection coefficients for binary competitions must obey transitivity [3], and therefore there must be one strain that wins all of the binary competitions, and another strain that loses all of them. If \( i \) is the winner of all binary competitions (\( \sigma_{ik}^{\text{binary}} > 0 \) for all \( k \)) and \( j \) the loser (\( \sigma_{jk}^{\text{binary}} < 0 \) for all \( k \)), then Eq. S40 shows that \( \sigma_{ij}^{\text{mixed}} > 0 \), i.e., the winner must always beat the loser in the mixed competition. Therefore the loser \( j \) is guaranteed to go extinct before \( i \) can. But once \( j \) goes extinct, the same argument holds for the next-worst strain among the remaining ones, so that it, too, must go extinct before \( i \). Eventually \( i \) will be left with just one other strain, in which case \( i \) must win because it wins all binary competitions. Therefore the winner of the binary competitions inevitably wins the mixed competition.
Consider a set of three strains: blue, red, and green. For competitions starting from equal densities to be non-transitive, the binary selection coefficients must satisfy $s_{red,blue} > 0$, $s_{green,red} > 0$, and $s_{blue,green} > 0$, which simplify to

\[
\begin{align*}
&\tau_{red} - \tau_{blue} < \log \left( \rho Y_{\text{equal}}^{\text{red,blue}} \right) + (\lambda_{red} - \lambda_{blue}) < 0, \\
&\tau_{green} - \tau_{red} < \log \left( \rho Y_{\text{equal}}^{\text{green,red}} \right) + (\lambda_{green} - \lambda_{red}) < 0, \\
&\tau_{blue} - \tau_{green} < \log \left( \rho Y_{\text{equal}}^{\text{blue,green}} \right) + (\lambda_{blue} - \lambda_{green}) < 0,
\end{align*}
\]

(S41)

where $Y_{ij}^{\text{equal}} = (Y_i^{-1}/2 + Y_j^{-1}/2)^{-1}$ is the harmonic mean of $Y_i$ and $Y_j$ with equal densities (cf. Eq. 3). In the top panel of Fig. S5A, these three inequalities are represented by the violet, orange, and cyan lines, respectively.

For invasion competitions to be non-transitive, each strain must beat another strain not just at equal densities, but at all densities. This results in the following inequalities:

\[
\begin{align*}
\lambda_{red} < \begin{cases} 
\lambda_{blue} - (\tau_{red} - \tau_{blue}) \log \left( \rho \min \left[ Y_{\text{blue}}, Y_{\text{red}} \right] \right) & \text{for } \tau_{red} < \tau_{blue} \\
\lambda_{blue} - (\tau_{red} - \tau_{blue}) \log \left( \rho \max \left[ Y_{\text{blue}}, Y_{\text{red}} \right] \right) & \text{for } \tau_{red} > \tau_{blue}
\end{cases} \\
\lambda_{green} < \begin{cases} 
\lambda_{red} - (\tau_{green} - \tau_{red}) \log \left( \rho \min \left[ Y_{\text{red}}, Y_{\text{green}} \right] \right) & \text{for } \tau_{green} < \tau_{red} \\
\lambda_{red} - (\tau_{green} - \tau_{red}) \log \left( \rho \max \left[ Y_{\text{red}}, Y_{\text{green}} \right] \right) & \text{for } \tau_{green} > \tau_{red}
\end{cases} \\
\lambda_{green} > \begin{cases} 
\lambda_{blue} - (\tau_{green} - \tau_{blue}) \log \left( \rho \min \left[ Y_{\text{blue}}, Y_{\text{green}} \right] \right) & \text{for } \tau_{green} < \tau_{blue} \\
\lambda_{blue} - (\tau_{green} - \tau_{blue}) \log \left( \rho \min \left[ Y_{\text{blue}}, Y_{\text{green}} \right] \right) & \text{for } \tau_{green} > \tau_{blue}
\end{cases}
\end{align*}
\]

(S42a) \hspace{1cm} (S42b) \hspace{1cm} (S42c)

These three inequalities define the violet, orange, and cyan lines, respectively, in the bottom panel of Fig. S5A. However, the green traits cannot simultaneously satisfy both Eqs. S42b and S42c, which we can show by geometrically arguing that the orange and cyan lines can never intersect. Without loss of generality we assume the blue strain has the smallest yield ($Y_{\text{blue}} < Y_{\text{red}}, Y_{\text{green}}$). Now first consider the case where $Y_{\text{red}} < Y_{\text{green}}$. Then the left branch of the orange line has (negative) slope log $Y_{\text{red}}$, while the left branch of the cyan line has the steeper slope log $Y_{\text{green}}$. Thus the lines diverge in this direction. They also diverge to the right, since the right branch of the orange line has slope log $Y_{\text{green}}$, which is steeper than the cyan line’s slope of log $Y_{\text{blue}}$. Since the orange line is also constrained to be below the violet line at $\tau = 0$ (by the constraints on the red strain, Eq. S42a), the orange and cyan lines therefore never intersect. A similar argument holds if we flip the ordering of the red and green yields, so that $Y_{\text{green}} < Y_{\text{red}}$. Therefore it is not possible for three strains to invade each other non-transitively. Figure S5 shows the invasion competitions for the same three strains that are non-transitive in equal competitions (Fig. 4C).

**S11. ADDITIONAL PARAMETER VALUES FOR FIGURES**

**Figure 3.** Growth and lag times are shown in panel (A). Yields are $Y_{\text{blue}} = 500$, $Y_{\text{red}} = 600$, $Y_{\text{green}} = 750$, (blue) effectively goes extinct, after which green then beats red.
FIG. S5. Invasions are always transitive. (A) Diagrams of growth-lag trait space for the same three strains (blue, red, green) as in Fig. 4C,D. The dots mark the same three strains in both top and bottom panels. For non-transitivity to occur, the red strain must lie below the violet line (so that it beats the blue strain) and the green strain must lie both below the orange line (so that it beats the red strain) and above the cyan line (so that it loses to the blue strain). The top panel shows these constraints for competitions starting at equal densities (Fig. 4C, Eq. S41), while the bottom panel shows these constraints for invasions (Eq. S42). (B) Invasion competitions for each pair of strains from (A). See Sec. S11 for parameter values.
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