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Abstract—Humans are experts at making decisions for challenging driving tasks with uncertainties. Many efforts have been made to model the decision-making process of human drivers at the behavior level. However, limited studies explain how human drivers actively make trustworthy sequential decisions to complete interactive driving tasks in an uncertain environment. This paper argues that human drivers intently search for actions to reduce the uncertainty of their perception of the environment, i.e., perceptual uncertainty, to a low level that allows them to make a trustworthy decision easily. This paper provides a proof-of-concept framework to empirically reveal that human drivers’ perceptual uncertainty decreases when executing interactive tasks with uncertainties. We first introduce an explainable-artificial intelligence approach (i.e., SHapley Additive exPlanation, SHAP) to determine the salient features on which human drivers base decisions. Then, we use entropy-based measures to quantify the drivers’ perceptual changes in these ranked salient features across the decision-making process, reflecting the changes in uncertainties. The validation and verification of our proposed method are conducted in the highway on-ramp merging scenario with congested traffic using the INTERACTION dataset. Experimental results support that human drivers intentionally seek information to reduce their perceptual uncertainties in the number and rank of salient features of their perception of environments to make a trustworthy decision.

Index Terms—Trustworthy decision-making, uncertainty, human driver, interaction.

I. INTRODUCTION

By continuously interacting with other road users through implicit and explicit communications, humans can complete their driving tasks smoothly in interaction-intensive, safety-critical environments with uncertainties [1]. Rational human drivers negotiate with others by actively perceiving or seeking information about the world via proactively taking specific actions that influence the world. For instance, in real traffic, human drivers usually make tentative attempts before decisively switching lanes to signify their intention of lane changes and tease out the purposes of other vehicles in the adjoining lanes. Providing insights into the underlying decision-making mechanisms of human drivers in uncertain environments can facilitate the development and deployment of autonomous vehicles in challenging scenarios by benefiting advanced algorithms and techniques. For instance, knowing the level of perceptual beliefs (i.e., perceptual uncertainty) of the human driver who intends to merge onto highways could help surrounding vehicles provide a trustworthy policy as the response to the merging vehicle’s actions.

A. Where Uncertainties Come From?

In the real world, uncertainty is a pervasive part of human interaction and arises when humans lack confidence in their ability to predict the future and explain past results [2], [3]. In a traffic scenario, the surrounding environment is not fully
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observable to human drivers [4], while other vehicles’ intentions are usually implicit [5]. People have difficulty predicting future outcomes when they are unsure which possible case is most likely to happen. Taking the freeway merge task in Fig. 1(c) for example, the driver in the red car cannot directly read the lag vehicle’s intent to yield or not but instead estimates and updates their beliefs about how possible it is that the lag vehicle will yield based on qualitative observations of speed, relative speed, and distance between them. Therefore, uncertainties are subjective and correlated to human drivers’ knowledge of the human environment and thus can evaluate people’s confidence in their prediction and explanatory abilities [1]. In general, uncertainty is related to the number of outcomes likely to happen [6], [7]. Uncertainty is low when there is only one choice and high when several alternatives are equally likely to happen. Moreover, uncertainty also depends on human beliefs about the outcomes of these alternatives, which are usually characterized by probability. For example, as shown in the left plot of Fig. 1(b), the driver in the red vehicle in the red vehicle has the highest uncertainty about the intent of the black vehicle if the driver’s probabilistic beliefs about the yield or not are equal, i.e., \( p(\text{yield} = \text{Yes}) = p(\text{yield} = \text{No}) = 0.5 \) when making decisions at the initial stage \( \alpha = 0\% \), where \( \alpha \) represents the percentage of merging progress indexed by time. This is factual since it is hard for human drivers to decide to merge or yield safely when unsure about the other vehicle’s intentions or decisions. On the contrary, when the merge behavior continues, the driver in the red vehicle can get more practical information to update and increase their beliefs about the black vehicle’s intention, as shown in the right plot of Fig. 1(b) with \( \alpha = 100\% \). The uncertainty of their beliefs about other vehicles’ intentions across the entire decision-making process would reduce as schematized in Fig. 1(a).

The above analysis, with an example of merging behavior in human environments, indicates that uncertainty mainly stems from two factors: (i) the number of possible outcomes and (ii) the probabilistic distributions of these outcomes. Researchers usually describe the possible outcomes as a random feature to quantify the perceptual uncertainty and then evaluate the uncertainty using information theory such as entropy [8]. This paper will mainly focus on the relationship between perceptual uncertainty and the distributions of possible outcomes during the decision-making process.

B. Uncertainty in Human Decision-Making

Theoretically, human agents should actively seek helpful information to update their beliefs about the environment and reduce their perceptual uncertainty to make trustworthy decisions [9], [10]. In other words, rational human drivers would not risk themselves by making unreliable decisions when the information about the possible outcomes is insufficient [11]. Taking the merging process of highway on-ramps as an example, there is intense information exchange and negotiation between drivers. Drivers must complete multi-dimensional information processing, intention recognition, and vehicle control tasks within a limited distance and time. This greatly increases the difficulty of perception and the likelihood of errors [12]. Therefore, the driver in the red vehicle would not blindly take a merge-in action when their beliefs \( p(\text{yield}) \) are characterized by the left plot of Fig. 1(b), which results in the highest entropy value from the perspective of information theory, i.e., the highest uncertainty. However, the driver would be more confident in merging if they had the beliefs shown by the right plot of Fig. 1(b). Therefore, we argue that the perceptual uncertainty would continuously decrease until a threshold allows the driver to make trustworthy decisions. This paper will empirically develop a proof of concept framework based on an open dataset to support this claim.

KL Divergence [13], [14] and Mutual Information [15], [16] are powerful tools for evaluating uncertainty change because they provide a measure of the difference between two probability distributions. The KL divergence measures the expected excess surprise when the condition changes from the prior probability distribution to the posterior probability distribution. It has a simple interpretation and is easy to compute. Mutual Information measures how much information is revealed about one random variable through observing another by quantifying how far the joint distribution is from the product of marginals. It considers every type of dependency and is stronger than other measures. By introducing these two entropy-based methods, the uncertainty changes in the decision-making process can be evaluated by considering the belief updates and the dependency on information at different moments.

C. Contributions

Given a new driving task in human environments, we hold that human drivers have uncertainty about the environment since only partial information is observable and other human agents’ behaviors are probabilistically multi-modal. Fig. 2 illustrates our designed framework by integrating with explainable Artificial Intelligence (XAI) and information theory to empirically reveal that perceptual uncertainty decreases when merging on the highway in congested traffic. Firstly,
complete samples of on-ramp merge scenarios are extracted from the INTERACTION real-world driving dataset and fed into the deep predictive model for training and testing. Then, the explainable SHAP method is developed to evaluate the contributions of each feature to predictions, generating a probability distribution of the SHAP values of all demonstrations over specific merging procedures. Finally, two entropy-based (i.e., the Kullback-Leibler (KL) divergence and the mutual information) approaches are introduced to quantify uncertainty and evaluate its change trends when making decisions. In summary, our contributions are threefold:

- Integrated an XAI approach with a deep learning-based prediction model to infer the salient features required for continuous decision-making and verified its effectiveness using real driving data.
- Provided an entropy-based approach to quantify human drivers’ perceptual uncertainty changes.
- Developed a generic proof-of-concept framework to reveal the underlying mechanisms of perceptual uncertainty reduction when human drivers make decisions in interactive driving tasks.

The remainder of this paper is organized as follows. Section II discusses related work on time-series data prediction and explainable methods. Section III introduces the specific scenario and data extraction. Section IV introduces the deep learning-based prediction model, an explainable approach (i.e., SHAP), and entropy-based evaluation methods. Section V analyzes the experimental results and provides further discussion. Section VI gives the conclusion.

II. RELATED WORK

A. Time-Series Data Prediction With AI Models

The input features of AI predictive models can be non-time series or time series. Time series data is measured during a specific period and is dominant in human driver behavior prediction [17]. Traditional classical time-series prediction algorithms include Auto-Regressive Integrated Moving Averages (ARIMA) [18], [19], and exponential smoothing (e.g., Holt-Winters) [20], [21], [22]. Although these methods are robust, they usually perform poorly in generalization and have limited learning freedom. Time-series data prediction can be formulated as a supervised learning problem, which accurately maps the input features to the output targets [23]. AI predictive models can offer superior methods for spotting systematic patterns and integrating various sources of information relevant to forecasting processes [24], [25], [26], [27]. Traditional machine learning-based methods of time-series data prediction are k-nearest neighbor, support vector machine, random forest, XGBoost, and LightGBM [28], [29]. However, a satisfying predictive model usually requires retaining the structurally spatiotemporal information embedded in the data sequence, which is highly time-consuming and depends on expert experience. Fortunately, deep learning-based predictive models can achieve a high degree of freedom in developing and training through an end-to-end framework. For example, a dynamic detection model based on Hidden Markov Model (HMM) was proposed to estimate dynamic driver fatigue in a probabilistic way using various physiological and contextual information [30]. The Long Short-Term Memory (LSTM) network is also popular, which is optimized by unrolling the neural network and back-propagating the errors through the entire input sequence [31], [32]. LSTM enables the network to benefit from the temporal relationships among the data samples. Therefore, we developed an LSTM-based network to make predictions in this paper (see Section IV-A).

B. Explanation of Learning-Based Predictive Models

Deep learning-based predictive models can capture correlations among samples. However, it is also essential to understand the reasons behind their predictions and improve the predictive performance [33]. Besides, getting a model deployed without disclosing the reason for its predictions may lead to inaccurate or potentially dangerous decisions. In general, explainability is the degree of understanding of the reasons for predicted results [34], [35], [36]. Much research on the XAI [37] has been done on their complexity, scope (local or global), and specific/agnostic models [38].

1) Complexity: Explainability can be achieved by constructing models with low-complexity structures with inherent explainability, such as logistic regression, linear regression, and decision trees. However, simple models are usually inferior to complex ones [38], [39], thereby increasing inherent explainability usually at the cost of prediction performance [40]. Interpreting machine learning models with post-hoc explainability after model training is an alternative method by introducing perturbations into the input and observing the resulting model outputs. The explainability is then obtained by reverse engineering the prediction and the model internals.

2) Scope: Explanations can be local or global according to whether they target a single forecast or the whole model. Local explainability focuses on the impact caused by the input features on the model output of specific instances. In contrast, global explainability aims to understand the overall impact of the input features on the model output [41]. Hence, local explainability has been widely used due to its flexibility in development. Still, it is challenging to determine the black-box model’s overall logic.

3) Specific/Agnostic Models: Model-specific tools can be computationally efficient, but only for specific and intrinsically explainable models. In contrast, model-agnostic tools can overcome the trade-off between performance and explainability by ignoring the internal information of the model and not extracting the complex relationship between the inputs and the target. As a result, they are usually preferred when comparing the explainability of various AI models [42].

Assessing the feature saliency for decisions can explain data and models [43], [44], such as the impacts of time-series features on predictions [45]. Many XAI techniques are developed for local post-hoc explanations [46], [47], such as SHAP [48], DeepLIFT [49], Anchors [50], LoRE [51], LIME [52] and its variants [53], [54], [55]. These methods employ surrogate models for each prediction sample with additional perturbations to the features and learn the behavior of the reference model in the particular case of interest. Thus, they
can estimate the local feature importance [37]. Existing works show that the SHAP technique is more reliable and precise for time-series data than others since it considers all potential combinations of input features with or without the presence of each feature [23], [40], [56]. SHAP is a feature attribution method and only needs to obtain a surrogate function of the deep learning-based prediction model to present its explanation. Moreover, SHAP is a unified local explanation approach and thus can ensure the prediction of a fair distribution among input features based on cooperative game theory [48]. Therefore, we employ the SHAP method to explain our deep learning-based predictive model, see Section IV-B.

III. DATASET AND DATA PROCESSING

A. Scenario Selection and Real-World Dataset

1) Scenario Selection: Many open data sets cover diverse traffic scenarios that benefit from advanced sensing equipment (e.g., drones and cameras) and data processing techniques. In this paper, we prefer interaction-intensive and safety-critical scenarios in which uncertainty is integral to human interaction. Therefore, we selected the highway on-ramp merge scenario in congested traffic without traffic control, as shown in Fig. 3(a). When merging on the highway, the human driver needs to take associated actions to seek more information to increase their confidence or beliefs about other surrounding vehicles’ underlying purposes, such as yielding or not.

2) Dataset: This paper uses the INTERACTION dataset [57] collected from the real world by considering the diversity of scenarios and behaviors and the clarity of definitions.

- **Scenario diversity:** This dataset covers interaction-intensive driving scenarios (e.g., highway on-ramp merge) collected from China. Some samples were also collected from other countries (i.e., the United States and Germany), but their traffic speeds are fast, and the distribution of vehicles over space is sparse.
- **Behavior diversity:** This dataset consists of regular, safe, and interactive driving behaviors such as adversarial, irrational, and near-collision maneuvers.
- **Clear definition:** This dataset has well-defined physical variables such as track ID, frame ID, timestamp, agent type, $x - y$ position, lateral and longitudinal speed, yaw angle, length/width of the vehicle, requiring low effort to preprocess the data.

B. Data Processing

The total video length of the Chinese highway on-ramp merge scenario in the INTERACTION dataset is 94:62 minutes with 10,359 vehicles. Through visualization and analysis of the data, we found that the scenario in the upper two lanes has a high traffic flow and covers diverse driving behaviors, as marked in the red-bounded area in Fig. 3. To define agents conveniently, we simplify the merge scenarios as Fig. 4 to represent the actual scenario in Fig. 3. The red vehicle going to merge on the highway is denoted as the ego vehicle. The lag vehicle is the black vehicle on the highway and behind the ego vehicle. The blue vehicle on the highway and in front is the lead vehicle. Driver fatigue and distraction are key factors in driving safety [58], but due to the limitations of the type of data collected, this factor has not yet been considered. Table I lists some well-defined potential features, and Fig. 1 illustrates three critical moments of the decision-making process (i.e., $\alpha = 0\%$, $\alpha = 50\%$, and $\alpha = 100\%$). In order to minimize the introduction of invalid interaction data, the starting point is defined as the moment when the left front wheel of the ego vehicle crosses the boundary between the merge lane and the rightmost highway lane. We also define the decision-making endpoint as when the ego vehicle’s center crosses the lane boundary rather than the center of the highway lane. This is because our focus is mainly on the decision-making process rather than the entire merge task. When the ego vehicle’s center is located at the lane boundary, it is reasonable to assume that the human driver has sufficient confidence to take a merging action safely.

We finally extracted 796 demonstrations in total ($D = 796$), which were then randomly divided into a training set (80%)
and a test set (20%). The learning-based prediction task is to achieve multi-step prediction from multivariate inputs to univariate output. To reduce the influence of the variance in the length of merge demonstrations, we filtered the extracted data using down- and up-sampling techniques and then took realignment. Therefore, the data format is multivariate and multi-step inputs, with the output being a univariate multi-step prediction with the same time sampling period. The input features include \( \Delta x_\text{lead}^{\text{lead}}, \Delta V_\text{lead}^{\text{lead}}, v_x^{\text{ego}}, v_y^{\text{ego}}, \Delta x_\text{lag}^{\text{lag}}, \) and \( \Delta v_x^{\text{lag}} \), while the label includes \( \Delta y_\text{label}^{\text{label}} \).

IV. METHODOLOGY

The overall framework of this paper is shown in Fig. 2. Following this, this section first introduces the proposed XAI framework consisting of the deep learning-based predictive model and the explanation module for the prediction results. The explanation is to evaluate and rank the feature contribution (i.e., feature saliency) to the decision executed by human drivers during merging tasks. Then, an entropy-based uncertainty quantification approach is developed to evaluate the changes in feature saliency across the decision-making process.

A. LSTM-Based Prediction

We applied an LSTM-based model to predict the trajectory of the ego vehicle due to its powerful ability to integrate historical information into prediction. A standard LSTM network comprises an input layer, an output layer, and numerous hidden layers [31], [32], as illustrated in Fig. 5. The LSTM memory cells are in the hidden layer. The forget gate \( f_t \) (determining information to remove), input gate \( i_t \) (specifying information to add), and output gate \( o_t \) (specifying information to output) are the three gates that each LSTM memory cell uses to retain its cell state \( s_t \). The execution procedures in an LSTM-based prediction can be completed in four steps.

1) Firstly, the information that has to be removed from the previous cell state is determined by the activation values of the forget gate \( f_t \), calculated by

\[
f_t = \sigma(W_{f,t} \xi_t + W_{h,f} s_{t-1} + b_f)
\]

where \( \sigma(\cdot) \) is a sigmoid function with an output scale in [0, 1]. We use a matrix \( W_{s,f} \) with subscripts to represent the weighted relationship between \( * \) and \( \hat{t} \), and \( b_f \) to represent the associated bias vector for gate \( f \). For example, \( W_{f,t} \) and \( W_{h,f} \) are the weight matrices of the current driving data sample \( \xi_t \) at time \( t \) and the hidden cell state’s output \( s_{t-1} \) at time \( t-1 \), respectively. \( b_f \) is the bias vector for boosting the model’s adaptability to fitting data.

2) Secondly, the new cell state will determine how much information at the current time should be updated. The hyperbolic tangent function is used to compute candidate values \( \tilde{s}_t \) that may exist in the new cell state \( s_t \). What candidate values \( \tilde{s}_t \) should be added to the cell state \( s_t \) is then determined by the input gate’s activation values \( i_t \), calculated as follows:

\[
\tilde{s}_t = \tanh(W_{i,t} \xi_t + W_{h,s} s_{t-1} + b_s)
\]

and

\[
i_t = \sigma(W_{i,t} \xi_t + W_{h,i} s_{t-1} + b_i)
\]

where the settings of \( W_{i,t} \) and \( b_i \) are the matrices defined in the same way as the ones in (1). \( b_s \) and \( b_i \) are corresponding bias terms.

3) Thirdly, the new cell states \( s_t \) are calculated by summing the previous and current information via

\[
s_t = f_t \odot s_{t-1} + i_t \odot \tilde{s}_t
\]

where \( \odot \) denotes the Hadamard (elementwise) product. We elementwise multiply \( f_t \) with the previous cell state \( s_{t-1} \) to evaluate how much the previous information should be forgotten and multiply \( i_t \) and the candidate values \( \tilde{s}_t \) to determine how much the current information should be remembered.

4) Lastly, the output \( h_t \) is derived according to (5)

\[
h_t = o_t \odot \tanh(s_t)
\]

based on the updated activation values \( o_t \), using

\[
o_t = \sigma(W_{o,t} \xi_t + W_{h,o} s_{t-1} + b_o)
\]

where \( W_{o,t} \) and \( W_{h,o} \) are the matrices defined in the same way as the one in (1), and \( b_o \) is the bias term.

We process the sequential time-series driving data at each time \( t \) to the LSTM network according to Equations (1) – (5) under the architecture of the prediction network. This network structure consists of the first layer of 32 LSTM memory cells, followed by two dense and time-distributed layers of 32 and 16 neurons, and a final dense output layer. We apply the Adam solver [59] with a learning rate of 0.005 and define the mean squared error (MSE) between the network prediction and the actual value as the training loss.

B. Explanation of Predictions Using SHAP

This section introduces a surrogate model-based explainable approach, SHapley Additive exPlanations (SHAP), to explain each feature’s contribution to the deep learning-based model predictions. We denote the feature candidates as a feature set, \( F \equiv \{\xi_1, \xi_2, \ldots, \xi_M\} \) and the prediction as \( \xi \in \mathbb{R} \). Here, \( M \) represents the number of selected features as model inputs which equal 6 because the selected features include \( \Delta x_\text{lead}, \)
interpreting the original model. Specially, \( \phi_0 = f(h_{\xi}(0)) \) denotes all simplified features are toggled off. The output of the original model \( f \) can be approximated by adding up the impacts of all feature contributions.

- **Missingness.** An absent feature is assigned a zero attribution according to the missingness property

\[
\zeta'_i = 0 \Rightarrow \phi_i = 0
\]

where \( \zeta'_i \in [0, 1]^M \). More specifically, \( \zeta'_i = 1 \) when the feature input \( \zeta'_i \) is present or \( \zeta'_i = 0 \) when excluded. Since a missing feature multiplies \( \zeta'_i = 0 \) will obtain a Shapley value of zero and not influence the local accuracy.

- **Consistency.** The consistency property states that the marginal contribution of a feature value for the simplified inputs \( \zeta' \) and the Shapley value will increase or stay the same with model change regardless of the other inputs.

The three properties mentioned above can only be satisfied by one possible explanation model \( g \). Let \( Z' \setminus i \) represents \( Z'_i = 0 \), the SHAP values \( \phi_i \) can finally be computed via

\[
\phi_i(f, x) = \sum_{Z' \subseteq \zeta'} \frac{|Z'|!}{M!} \left( |M - |Z'| - 1| \right) \left[ f_s(Z') - f_s(Z' \setminus i) \right]
\]

where \( \zeta'_i \in [0, 1]^M \). The three properties mentioned above can only be satisfied by one possible explanation model \( g \). Let \( Z' \setminus i \) represents \( Z'_i = 0 \), the SHAP values \( \phi_i \) can finally be computed via

\[
\phi_i(f, x) = \sum_{Z' \subseteq \zeta'} \frac{|Z'|!}{M!} \left( |M - |Z'| - 1| \right) \left[ f_s(Z') - f_s(Z' \setminus i) \right]
\]

where \( \zeta'_i \in [0, 1]^M \). More specifically, \( \zeta'_i = 1 \) when the feature input \( \zeta'_i \) is present or \( \zeta'_i = 0 \) when excluded. Since a missing feature multiplies \( \zeta'_i = 0 \) will obtain a Shapley value of zero and not influence the local accuracy.

The SHAP framework achieves reliability by comprehensively calculating a specific feature’s contribution to a model prediction from all possible combinations, quantifying the influence as positive or negative. Most importantly, SHAP is consistent in the importance of a particular feature even when the model changes. Therefore, we quantify the saliency of driving features listed in Table I at three key moments (i.e., \( \phi^{a=0\%}, \phi^{a=50\%}, \phi^{a=100\%} \)) to explain the predictions of the LSTM-based model. \( \phi^a \in \mathbb{R}^M \) is a vectorized SHAP value at the key moment, \( \alpha \), and represents the estimated feature saliency. The schematic diagram of Fig. 6(a) illustrates the discretized moments in the decision-making process during merging tasks.

3) **Distribution of SHAP Values:** For each merge demonstration, we use the developed SHAP tool to estimate the feature saliency (\( \phi \)) at a fixed decision-making moment \( \alpha \) to their model predictions, as illustrated in Fig. 7. However, the variant duration of merge demonstrations prevents comparison among them. To comprehensively analyze all merge events, we use percentage values to describe each demonstration’s decision-making process, allowing aligning all demonstrations, as illustrated in Fig. 6(a). The SHAP values of all demonstrations at a specific percentage point \( \alpha \) form a set \( \{\phi^\alpha\} \) characterized by a distribution \( p(\phi^\alpha) \), where \( \alpha \in [0, 100]\% \) represents how much in percentage the human driver has completed the decision-making process. For instance, \( p(\phi^{50\%}) \) represents the statistical information of feature saliency at half of the decision-making process for all demonstrations.
C. Entropy-Based Uncertainty Quantification

The above section provides a distribution of feature saliency $p(\phi^\alpha)$, which probabilistically represents what kind of information (i.e., feature candidates) human drivers use to make efficient decisions at specific moments $\alpha$. This section will focus on how the information would evolve over the decision-making process during the merge task, as shown in Fig. 6(b). In other words, we are interested in how human drivers’ beliefs about the environment change based on their perceptual information to make a trustworthy decision. The following facts inspire this assertion: A small change in information exploitation indicates that the human driver would be more confident in their current perceptions about the environment since they only need to seek less or no additional information (i.e., slightly change their beliefs) in order to make proper decisions. On the contrary, a significant change in information exploitation indicates that human drivers have less confidence in their current perceptions. Therefore, they need to seek more informative cues to update and increase their beliefs and make decisions. Therefore, by checking how much information used for decision-making is changed, we can indirectly infer how the perceptual uncertainty in the human driver’s mind varies over the decision-making process. In this paper, to quantify the changes in the information exploited to make decisions, we applied two types of entropy-based approaches: one is the Kullback-Leibler (KL) divergence [13], [14], [62], and the other one is mutual information [15], [16], [63].

1) KL Divergence: We introduced the KL divergence to measure the changes in the distribution of feature saliency across the decision-making process, starting at $\alpha = 0\%$ and ending with $\alpha = 100\%$. The KL divergence is a non-negative relative entropy and is used to measure the difference between $p(\phi^\alpha_i)$ and $p(\phi^{\alpha+1}_i)$ at two adjacent merge moments $\alpha_i$ and $\alpha_{i+1}$. In this paper, the KL divergence in a discrete case is computed by

$$D_{\text{KL}}(p(\phi^\alpha_i) \parallel p(\phi^{\alpha+1}_i)) = \sum_{\phi} p(\phi^\alpha_i) \log \frac{p(\phi^\alpha_i)}{p(\phi^{\alpha+1}_i)}$$

(14)

From the perspective of Bayesian inference, the KL divergence (14) measures the information loss when the condition changes from the prior probability distribution $p(\phi^\alpha)$ to the posterior probability distribution $p(\phi^{\alpha+1})$ [64]. Thus, the intuition behind the KL divergence in this work can be interpreted using Fig. 8. A slight KL divergence indicates that the human driver does not need a significant update of their beliefs\(^1\) of the environment based on their current perception to make next-step decisions; that is, the human driver is highly confident in their perception of the environment, corresponding to a low perceptual uncertainty. The green line in Fig. 8 can interpret this. Conversely, a large KL divergence indicates that the human driver is highly uncertain about the environment (i.e., not trustworthy about their perception) and needs to seek more valuable information to reduce the perceptual uncertainty, thus resulting in a significant KL divergence, corresponding to the blue line in Fig. 8.

2) Mutual Information: In addition to focusing on the changes in feature saliency using KL divergence, we are also

---

\(^1\)Here, updating beliefs can be viewed as a Bayesian inference procedure; that is, inferring/updating the posterior distribution once observed new samples, given a prior distribution.
interested in the dependence of feature saliency between two adjacent moments, $\phi^{t}$ and $\phi^{t+1}$. The dependency is referred to as the amount of information needed at the present moment to make a prediction and decision for the next adjacent moment, quantified through the joint distribution relative to the marginal distribution based on the mutual information theory [15].

$$I(\phi^{t}; \phi^{t+1}) = H(\phi^{t}; \phi^{t+1}) - H(\phi^{t+1} | \phi^{t})$$

where $H(\cdot)$ are the marginal entropies, $H(\cdot | \cdot)$ are the conditional entropies, and $H(\cdot, \cdot)$ is the joint entropy. Equation (15) indicates that the mutual information value reflects the perceptual uncertainty reduction at a specific moment by knowing features at other moments. More specifically, independence between $\phi^{t}$ and $\phi^{t+1}$ indicates that knowing $\phi^{t}$ does not provide any information about $\phi^{t+1}$ and vice versa. On the other hand, if both $\phi^{t}$ and $\phi^{t+1}$ are deterministic functions of each other, then they share all information — knowing $\phi^{t}$ determines the value of $\phi^{t+1}$ and vice versa. In this case, the mutual information refers to the perceptual uncertainty contained in feature saliency $\phi^{t}$ and $\phi^{t+1}$, which is bidirectional and symmetrical.

V. RESULT ANALYSIS AND DISCUSSION

This section first assesses the prediction performance of our developed LSTM-based model and then explains the prediction results quantitatively and qualitatively using SHAP with various evaluation metrics. A systematic analysis of the uncertainty changes is then provided.

A. Time-Series Prediction Performance

1) Performance Metrics: The prediction capability of a model is essential for a reliable explanation of salient features’ influences on this model. We quantified the prediction performance of our developed LSTM model using the root-mean-square error (RMSE, $\epsilon_{\text{RMSE}}$) based on each demonstration and the evaluation score of MSE, $\beta_{\text{MSE}}$.

a) RMSE: For individual merge demonstrations, RMSE describes the unbiased estimation of the error variance (accuracy) and is computed by

$$\epsilon_{\text{MSE}} = \frac{1}{N_d} \sum_{t=1}^{N_d} (\xi_t - \tilde{\xi}_t)^2$$

$$\epsilon_{\text{RMSE}} = \sqrt{\epsilon_{\text{MSE}}}$$

where $N_d$ represents the total number of data samples in demonstration $d$, where $d = 1, 2, \ldots, D$, $\xi_t$ is the prediction at time $t$ according to (5), and $\tilde{\xi}_t$ is the ground truth.

| Approach | GMM-GMR | HMM-GMR | Ours |
|----------|---------|---------|------|
| $\beta_{\text{MSE}}$ | 0.485 | 0.686 | 0.890 (↑29.7%) |
| $\epsilon_{\text{RMSE}}$ | 0.065 | 0.059 | 0.050 (↓15.3%) |

b) Evaluation score of MSE: We also introduce the evaluation score of MSE [65] to quantify the prediction stability. For each demonstration $d$, it is computed by

$$\beta_{\text{MSE}} = \frac{\epsilon_{\text{MSE}} - \epsilon_{\text{MSE}}^{\text{ref}}}{0 - \epsilon_{\text{MSE}}^{\text{ref}}}$$

where $\epsilon_{\text{MSE}}^{\text{ref}} = \frac{1}{N_d} \sum_{t=1}^{N_d} (\bar{\xi} - \xi_t)^2$.

where $\bar{\xi}$ is the mean value of $\xi_t$ for $t \in (1, N_d)$. We use the average MSE ($\beta_{\text{MSE}}$) and average evaluation score ($\epsilon_{\text{RMSE}}$) of all merge demonstrations to evaluate the performance, as listed in Tables II and III. The average metrics can embody the model performance: a high positive $\beta_{\text{MSE}}$ and low $\epsilon_{\text{RMSE}}$ implies a good prediction performance of our model. We also compare the prediction results with other data-driven models developed based on Gaussian mixture regression (GMR)/Gaussian mixture models (GMM), hidden Markov models (HMM), and their synthesizing [66], as shown in Table II.

2) Results: The comparative performance in Table II indicates that our developed LSTM-based prediction model has superior performance in terms of $\beta_{\text{MSE}}$ and $\epsilon_{\text{RMSE}}$. More specifically, compared with HMM-GMR and GMM-GMR, our model’s prediction stability and accuracy are improved by 29.7% and 15.3%, respectively. Although HMM-GMR is specifically interpretable for its model parameters, its prediction performance is lower than our deep learning-based model. In addition, we also evaluate our model with different input and output features to verify its generalization performance. Different outputs make it unfair to compare prediction errors with different units. Therefore, a fair comparison needs a dimensionless metric such as $\beta_{\text{MSE}}$. Experiment results in Table III show that our model can still obtain a relatively stable prediction even with different features for inputs and outputs.

B. Changes in Feature Saliency for Decision-Making

We quantitatively evaluate the SHAP’s capability to explain predictions across the three key decision-making moments to compare with the results in [67]. It should be mentioned that although we only choose three key decision-making moments...
for analysis (Fig. 9), the SHAP approach can predict and explain the results in a continuous time domain. Therefore, we set the input and output features of the prediction model consistent with those in [67]. We visualize the feature saliency at each key decision-making moment for convenient analysis using Violin plots, as shown in Fig. 10. Red (blue) represents the corresponding features’ high (low) value. The value of the horizontal axis represents the impact on model output $\Delta x_{\text{end}}$, and positive (negative) values would make output larger (smaller). In what follows, we will discuss and analyze the experiment results at the key decision-making moments.

1) Start Moment, $\alpha = 0\%$:
Fig. 9 indicates that the top-two salient features at the start moment are $v_{\text{ego}}^x$ and $v_{\text{ego}}^y$, with the highest values of $\bar{\phi}$, implying that human drivers make decisions mainly based on the ego vehicle’s longitude and lateral speeds when starting to merge. The difference between them is that a large value of $v_{\text{ego}}^x$ would shorten the distance to the end of the ramp since the corresponding SHAP values are red and negative. In addition, most SHAP values of $\Delta x_{\text{end}}$ lead are larger than zero, implying that its influence on model outputs is positive but only when the feature value is high since the color is red.

2) Middle Moment, $\alpha = 50\%$:
Fig. 9 indicates that human drivers mainly depend on the top-three features, $v_{\text{ego}}^x$, $v_{\text{ego}}^y$, and $\Delta v_{\text{lead}}^x$, to make decisions in the middle moment. The red colors in Fig. 10(b) imply that all these three salient features have high feature values. Conversely, the human driver would pay more attention to the distance difference with the lag vehicle ($\Delta x_{\text{lag}}$) while pay less attention to the speed difference ($\Delta v_{\text{lag}}^x$) with the lag vehicle. This behavioral decision is reasonable and consistent with the actual driving knowledge of human drivers in real congested traffic since a fast and decisive action can deliver clear and informative messages to surrounding vehicles and allow other vehicles to react, such as yielding, thus creating a trustworthy interaction.

3) End Moment, $\alpha = 100\%$:
Fig. 9 shows that human drivers in the ego vehicle would pay more attention to their speed and the difference from the lead vehicle when the decision to merge ends since $v_{\text{ego}}^x$, $v_{\text{ego}}^y$, and $\Delta v_{\text{lead}}^x$ reach high average SHAP values. Blue colors in Fig. 10(c) imply that low feature values of $v_{\text{ego}}^x$ and $v_{\text{ego}}^y$ impact the distance to the endpoint of the merge decision but negatively impact the model output since most average SHAP values are negative.

Overall, drivers always rely on certain basis variables across the merging decision-making process, such as $\Delta v_{\text{lead}}^x$, $v_{\text{ego}}^x$, and $v_{\text{ego}}^y$. The dominant $\Delta v_{\text{lead}}^x$ indicates that the ego vehicle will keep paying attention to its relative speed to the lead vehicle, to make a timely response to contextual changes. Except for certain basis variables, variable saliency varies over the merging process. For example, the driver significantly relies on variables $\Delta x_{\text{lead}}$, $\Delta x_{\text{lag}}$, and $\Delta x_{\text{lead}}^x$ at the start, middle, and
end of the procedure, respectively. All these results on feature saliency are consistent with the conclusions in [67].

In summary, the developed deep learning-based prediction model and the explainable AI approach (i.e., SHAP) can obtain satisfying performance regarding prediction accuracy and model explanation. The verification above lays a solid foundation for analyzing the perceptual uncertainty based on the model explanation in continuous space.

C. Uncertainty Change Analysis With Entropy

1) KL Divergence: Section IV-C introduces the approaches for analyzing the changes in human drivers’ perceptual uncertainty during decision-making based on the distribution of SHAP values of salient features. Fig. 11 illustrates the values of KL divergence $D_{KL}(\phi^\alpha || \phi^{\alpha+1})$ across the decision-making moments $\alpha$, the scattered blue dots are the original KL values, and the solid red line is the fitting result. It demonstrates that the uncertainty between adjacent moments gradually decreases as the human driver continues to merge.

The closer they are to the end of the decision-making procedure, the more confident they are in their perception. The human agent gradually tries to make their attention to features more compressed when interacting with the environment. Specifically, when starting to merge, the agent is highly uncertain of (i.e., low belief) other vehicles’ intentions to yield or not. To reduce uncertainty, the human driver has to seek more information to update their beliefs about the environment by focusing on various environmental features, which causes a more significant KL divergence between the distribution of salient features at adjacent moments. With more information and updated beliefs about the environment as the merging process continues, the human driver can internally ensure that some potential features are more valuable to infer other vehicles’ intentions and some are not. In such a way, it is only necessary for human drivers to focus on these salient features, resulting in a low uncertainty of the environment. The human driver’s concentration on the surrounding objects increasingly narrows as they get closer to the end of decision-making, causing a steady order of salient features, i.e., a low uncertainty.

In addition, the uncertainty variance is also decreasing over the decision-making process, as illustrated by the red highlighted region in Fig. 11.

2) Mutual Information: Fig. 12 illustrates the mutual information-based changes in the distribution of salient features across adjacent decision-making moments. The value (red line) of mutual information is low at the start of the merge decision with a significant variance (i.e., the red region is wide), indicating that the dependence of the salient features between adjacent moments is weak; that is, the ranked salient features have significant changes in their orders. As the merge behavior continues, there is a progressive increase in the dependence of salient features between adjacent decision-making moments $\alpha_i$ and $\alpha_{i+1}$. The intuition behind this trend is that the human driver progressively and selectively narrows the number of potential features to make decisions and treats two or three features as salient. In other words, the uncertainty about their perceptions or changes of salient features over the next moment continuously decreases conditioning on the environment at the last moment. An increase (decrease) in information-seeking behavior will accompany high (low) uncertainty. Reducing perceptual uncertainty in the interaction process will reduce the uncertainty of future behavior. This phenomenon is consistent with the above analysis of KL divergence.

VI. CONCLUSION

This paper provides a generic framework for explaining the human driver’s sequential decisions in an interactive scenario from the perspective of perceptual uncertainty reduction by integrating explainable AI techniques (i.e., SHAP) and entropy-based uncertainty quantification. The SHAP is used to determine which features are more salient for making decisions when interacting with nearby human-driven vehicles. We then propose an entropy-based quantification to evaluate the changes in the salient features for making decisions, thus indirectly reflecting the human driver’s perceptual uncertainty of the environment. Human drivers selectively target several salient features when making decisions and gradually narrow the number of selected features to make efficient and trustworthy decisions. This finding is consistent with the free-energy principle [68] and has the potential to provide novel approaches for belief state updates in the partially observable
driving scenarios and the exploration-exploitation trade-off in reinforcement learning (RL) [69] for autonomous driving. However, this paper is limited to one specific scenario for one type of agent (e.g., vehicles) but does not consider other types of agents (e.g., cyclists and pedestrians). In the future, we will further explore the generality of our proposed framework based on different driving scenarios.
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