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Abstract—Deep convolutional neural networks have proven their effectiveness, and have been acknowledged as the most dominant method for image classification. However, a severe drawback of deep convolutional neural networks is poor explainability. Unfortunately, in many real-world applications, users need to understand the rationale behind the predictions of deep convolutional neural networks when determining whether they should trust the predictions or not. To resolve this issue, a novel genetic algorithm-based method is proposed for the first time to automatically evolve local explanations that can assist users to assess the rationality of the predictions. Furthermore, the proposed method is model-agnostic, i.e., it can be utilised to explain any deep convolutional neural network models. In the experiments, ResNet is used as an example model to be explained, and the ImageNet dataset is selected as the benchmark dataset. DenseNet and MobileNet are further explained to demonstrate the model-agnostic characteristic of the proposed method. The evolved local explanations on four images, randomly selected from ImageNet, are presented, which show that the evolved local explanations are straightforward to be recognised by humans. Moreover, the evolved explanations can explain the predictions of deep convolutional neural networks on all four images very well by successfully capturing meaningful interpretable features of the sample images. Further analysis based on the 30 runs of the experiments exhibits that the evolved local explanations can also improve the probabilities/confidences of the deep convolutional neural network models in making the predictions. The proposed method can obtain local explanations within one minute, which is more than ten times faster than LIME (the state-of-the-art method).

Index Terms—Explainable Machine Learning, Local Explanations, Model-agnostic Explanations, Evolutionary Deep Learning, Image Classification.

I. INTRODUCTION

Deep convolutional neural networks (CNNs) have achieved the state-of-the-art classification accuracies on image classification tasks [1] [2] [3] [4] that are even hard for humans to achieve. A large number of deep CNNs have been proposed in the past decade, e.g. VGGNet [5], ResNet [6], DenseNet [7] and Mobilenetv2 [8]. A major problem of these deep CNNs are not explainable to humans due to the model complexity. Notwithstanding, it is necessary for humans to understand the rationale behind the predictions made by deep CNNs, especially when it comes to crucial decision makings, such as autonomous driving, medical diagnosis, and law enforcement. Therefore, researchers have shown interests in interpretability and explainability of machine learning models [9] [10] [11] [12]. An emerging research area — Explainable Deep Learning (XDL) [13] [14] [15] [16], has recently emerged, which aims at explaining the black-box deep learning models. XDL ranges from model translation methods [17] [18] to local approximation methods [19] [20] [21]. The model translation methods globally imitate the behaviours of deep CNNs across the entire dataset by using a much smaller and interpretable machine learning model, such as a decision tree. On the other hand, the local approximation methods learn a local explanation for each prediction. Both of the two branches of XDL have their own drawbacks. The major drawback of the model translation is that the classification accuracy is usually compromised because the deep CNNs are too complex to be explained by a much smaller model. One outstanding method of the local approximation is named Local Interpretable Model-agnostic Explanations (LIME) [20]. The main idea of LIME is to segment an image into a number of small pieces called superpixels [22] and to search for a subset of superpixels, based on which deep CNNs make their decisions. LIME requires a process of sampling a large number of perturbed images around a local instance—the input of a specific prediction, which results in the high computational cost. Another limitation of LIME is that the number of superpixels needs to be pre-defined, so it may involve a manual fine-tuning process.

Evolutionary Computation (EC) has shown its effectiveness in automatically designing deep CNNs from individual EC methods [23] [24] [25] [26] to hybrid EC methods [27] [28] [29], and from single-objective EC methods [30] [31] [32] to multi-objective EC methods [33] [34] [35]. However, no exploration has been made by using EC to learn explanations of deep CNNs. Inspired by LIME, a novel Genetic Algorithm (GA) based method, to overcome the above two limitations of LIME, is proposed as a local approximation method of XDL.

As one of the most significant evolutionary algorithms, GA has gained a great deal of interest because of its broad applications to many different tasks, such as neural architecture search and complex optimization problems. In GA, a population of candidate solutions can be automatically evolved...
without explicitly telling them specific steps. The goodness of every solution is evaluated by a fitness function, and then fitness values are used to select good solutions by a selection operator for generating potentially better solutions. This contributes to GA-based methods being independence of complex domain knowledge. It is noted that LIME still needs domain knowledge to determine which types of explanations to be used and trained, such as linear models or decision trees. The use of GAs for learning explanations can avoid this.

A. Goals

The overall goal of this paper is to propose a novel GA-based method to evolve local interpretable model-agnostic explanations. The proposed method (named E-LIME) is targeted at overcoming the aforementioned limitations of LIME, i.e., the high computational cost and the fixed number of superpixels. To the best of our knowledge, E-LIME is the first EC-based method to evolve local interpretable model-agnostic explanation for deep CNNs in image classification. To achieve the overall goal, the specific sub-goals are as follows:

1) To develop a novel GA-based method that can efficiently evolve local explanations. Since LIME uses a linear model with Lasso regularisation \[36\] to select superpixels, it requires high computational cost for sampling a large number of perturbed images. To resolve this issue, the proposed method will directly optimise the superpixel selection without any sampling process.

2) To design a new encoding strategy that can encode the interpretable features, i.e., superpixels, to a binary vector. The encoding strategy needs to accommodate all of the superpixels, so it is possible for the proposed method to select any number of superpixels. This will break LIME’s restraint of pre-fixing the number of selected superpixels.

3) To propose a new fitness function that can effectively evaluate the selected superpixels. The proposed fitness function is expected to have the ability of evaluating the selected superpixels represented by the encoded vector based on any deep CNN model. Therefore, the proposed method can be leveraged to explain the predictions of any deep CNN model.

4) To perform further analysis to examine the explainability and the model-agnostic characteristic of the proposed method. This is to investigate whether the proposed method has the ability to explain the predictions of deep CNN models without knowing the details of the deep CNNs.

B. Organisation

The paper is organised as follows. In Section II, the essential background is introduced, and the related works are reviewed. Section III introduces the proposed method. The experiment setup is introduced in Section IV and the results are shown and discussed in Section V. Section VI concludes the paper.

II. BACKGROUND AND RELATED WORKS

In this section, a widely-used method of generating superpixels is introduced, which is used by the proposed method to produce interpretable features. Next, a deep CNN model known as ResNet is described as an example to explain the black-box characteristic of deep CNNs. This is also the motivation of why it is necessary to explain the predictions of deep CNNs. Finally, a brief literature review of existing work related to explaining deep CNNs is given.

A. Simple Linear Iterative Clustering (SLIC) Superpixels

In image analysis, a group of pixels is regarded as a superpixel, which provides a convenient and compact representation of images. The use of superpixels could be useful for tasks that are computationally expensive, and it significantly reduces the complexity of subsequent image processing tasks \[22\]. For generating superpixels, many algorithms have been designed and proposed, such as graph-based and gradient-ascent-based algorithms \[37\]–\[39\]. Simple Linear Iterative Clustering (SLIC) is considered as one of the most popular and efficient superpixel generation algorithms \[20\] \[21\].

SLIC generates superpixels based on \(k\)-means clustering, i.e., pixels are grouped based on their colour proximity and spatial proximity. In more detail, a cluster centre is represented as a \(5\times1\) matrix \(C_i = [l_i, a_i, b_i, x_i, y_i]^T\), where \(l_i, a_i\) and \(b_i\) are from the pixel colour vector in the CIELAB colour space, and \(x_i\) and \(y_i\) indicate the pixel positions. After an initialisation of \(k\) cluster centres \(C_k\) by sampling pixels at regular grid intervals \(S = \sqrt{2/N}\), where \(N\) is the number of pixels), the centres move to seed locations with the lowest gradient position in a \(3 \times 3\) neighbourhood. The purpose is to avoid sampling noisy pixels or pixels located on an edge. Afterwards, for each cluster centre \(C_k\), SLIC calculates the distance \(D\) between pixel \(i\) and \(C_k\), to assign pixel \(i\) to its nearest cluster. After each iteration, SLIC updates cluster centres and a residual error E. The whole process ends when \(E \leq\) threshold, which is a pre-defined value.

When calculating Euclidean distances, the spatial proximity outweighs the colour proximity for the larger superpixels because the image size influences the spatial distance. This gives a higher priority to the spatial proximity than the colour proximity. Hence, a normalized distance measure that considers the superpixel size is defined \[22\]:

\[
D = \sqrt{d_c^2 + \left(\frac{d_s}{S}\right)^2 m^2}
\]

where \(d_c = \sqrt{(l_i - l_k)^2 + (a_i - a_k)^2 + (b_i - b_k)^2}\), \(d_s = \sqrt{(x_i - x_k)^2 + (y_i - y_k)^2}\), \(S\) is a grid interval, and \(m\) is used to weigh the relative importance between the colour similarity and the spatial proximity (\(m\) can be in the range of \([1, 40]\) when using the CIELAB color space \[22\]).

B. ResNet

ResNet \[6\] is one of the state-of-the-art deep CNNs, which has achieved superior popularity in image classification, so ResNet is taken as the first of the three deep CNNs to be
explained by the proposed method. Therefore, the background of ResNet is briefly here. Fig. 1 displays a ResNet architecture with only 12 parameter layers (while in real-world applications, ResNet usually contains more than 100 parameter layers [6]). As shown in the figure, the input image is first passed to a convolutional layer with a filter size of $7 \times 7$ and a stride size of 2, which produces 64 feature maps as the output feature maps. A pooling layer, which is a non-parameter layer, is used to downsample the output feature maps by 2. Then, a group of 4 convolutional layers with a filter size of $3 \times 3$ are appended to further build 64 output feature maps. After that, the output feature maps are then passed to another set of 6 convolutional layers with a filter size of $3 \times 3$ to construct 128 output feature maps. At the end, the output feature maps are downsampled by an average pooling layer, and then passed to a fully-connected layer to perform the final prediction of the input image’s label. One notable characteristic of ResNet is the residual connection. The curves with arrows in Fig. 1 represent the residual connections, which pass the output feature maps of one layer to the layer after its next layer. The main purpose of the residual connections is to keep the learned feature maps available to deeper layers down the CNN architecture, which improves the performance by making the architecture easier to be trained [6].

![ResNet architecture](image)

Fig. 1. ResNet architecture [6].

It can be observed from the ResNet architecture that the only output is the prediction of the input image’s label, and the whole ResNet is a black-box. The layers between the input and the output are adopted to construct feature maps. In the ResNet drawn in Fig. 1, 64 feature maps, $4 \times 64$ features maps and $6 \times 128$ feature maps are constructed by the first blue convolutional layer, the group of four orange convolutional layers, and the group of 6 purple convolutional layers, respectively. In total, there are thousands of feature maps constructed by ResNet. The visualised feature maps are shown in Fig. 2. Fig. 2a and Fig. 2c are two sample feature maps learned by ResNet from a Persian cat of Fig. 2a. The contour of the Persian cat could be seen in the two feature maps, but the two contour images look similar. It is hard to tell why ResNet generates two similar feature maps, and it is also unlikely that humans could tell what kind of cat the two feature maps indicate. Overall, ResNet is a black-box because inside ResNet, there are thousands of non-intuitive feature maps constructed that lead ResNet to make the prediction, but these feature maps do not make much sense to humans.

C. Related Work

Most existing works attempt to explain the predictions of a complex model as a whole. However, it is usually complex to explain a black-box model globally, but is relatively easy to explain each of the predictions made by the model. In this study, we focus mainly on learning local explanations to describe the behaviours of deep CNN models. Recently, most popular methods for learning local explanations are LIME [20] and anchors [21].

LIME proposed by Ribeiro et al. [20] is targeted at explaining predictions of a black-box classifier or regressor in an interpretable or a sensible way, and thereby provides humans with insights into the black-box model. An interpretable model (i.e., an explanation) is defined as a linear model, or decision trees, etc. The main idea here is that an interpretable model is used to approximate the black-box model locally. In more detail, there are three main steps in LIME to explain a prediction made by the black-box model for an unseen instance $x'$. Firstly, the instances around $x'$ are randomly sampled and weighed based on its distance to $x'$. Secondly, the black-box model is used to predict labels (or probabilities) of the weighted instances. Thirdly, these weighed instances with the predicted values are used to train a simple model (i.e., an interpretable model).

However, LIME does not consider the neighbourhood of instance $x'$. Therefore, it is unclear whether an explanation for $x'$ can be used for its neighbours, i.e., its coverage region (where the explanation applies) is not clear. In LIME, a complex model is approximated locally by a linear model, but it is likely that a complex model exhibits non-linear behaviours in the neighbourhood of instance $x'$. Therefore, LIME explanations may be misleading when explaining predictions on similar unseen instances. To address this drawback, Ribeiro et al. [21] introduced another model-agnostic explanations method (named anchors) to explain the behaviours of complex models by maximising the coverage region of an explanation. An anchor explanation is an if-then rule, which is easy to understand. However, anchors may not work well for predictions that are near a boundary of the black box model’s decision function, or predictions of very rare classes [21].

The use of EC techniques for learning explanations has not been investigated for image classification. In this paper, we attempt to use a binary GA to automatically learn explanations to approximate a complex CNN model locally, in order to explain its behaviours in an understandable way. As introduced previously, in LIME, humans need to define explanations, such as decision trees, to be trained for explaining a complex model. The use of GAs for learning explanations is independent of human expertise.

![Sample feature maps of ResNet](image)

Fig. 2. Sample feature maps of ResNet. (a) shows the original image of a Persian cat. (b) and (c) are feature maps extracted from ResNet.
III. THE PROPOSED METHOD

In this section, we introduce the overall framework of the proposed method first, and then describe each component in more detail.

A. Overall Framework

The overall framework of the proposed method is illustrated in Fig. 3. An image of a tench is taken as the input of the proposed method. The tench is a dark olive or brown fish with a distinct brick red eye. On the top pathway in the figure, the image of a tench is processed by SLIC. The image is segmented into superpixels, which are interpretable features. The initial population of GA is constructed by randomly generating binary vectors until the population is full. The dimensionality of the binary vectors is the number of interpretable features. The value of 1 indicates the corresponding feature is selected. While, 0 marks the feature not being selected (more details can be seen from Section III-C). After population initialisation, GA operators are utilised to evolve the individuals in the population, each of which can be decoded to a set of selected interpretable features. The set of selected interpretable features forms a local explanation, which is an image comprised of the selected interpretable features. The fitness value is obtained by evaluating the local explanations on the deep CNN model, which is the pre-trained model to be explained. In the end, the best individual is obtained to represent the evolved local explanation, which is the evolved subset of the interpretable features. On the bottom path of the figure, the pre-trained deep CNN model performs a prediction on the input image, and the predicted class label is another output of the framework along with the local explanation. The end-users can decide between trusting the prediction or not based on both outputs. More specifically, if the interpretable features in the evolved local explanation represent the characteristics of the object of the predicted label, the end-users may have more confidence in the prediction.

B. SLIC to Generate Interpretable Features

Deep CNNs use convolutional layers to perform feature extractions, but the extracted features are hard to be interpreted by humans. This is also one of the reasons why deep CNNs are considered to be black-box models. The convolutional layers extract features from the input feature maps to output feature maps. The original image can be deemed as a single feature map for greyscale images and three feature maps for RGB colour images. Fig. 4b shows an example of one of the feature maps extracted by the first convolutional layer of ResNet [6]. The texture of a tench fish can be vaguely noticed by humans, but the texture could be any fish. It gets worse when the feature maps are extracted from deeper layers, which could not be recognised by humans at all. Therefore, the features extracted by deep CNNs are not suitable to show how deep CNNs extract features to make the predictions. These features are non-interpretable features.

To explain deep CNNs, the superpixels are adopted as the interpretable features, inspired by LIME [20]. SLIC is used to generate the superpixels. Fig. 4c exhibits 100 superpixels generated by SLIC from the original image shown in Fig. 4a. As can be observed, each superpixel contains a set of similar
pixels nearby, which can be easily distinguished by humans. This is why the superpixels can be used as interpretable features.

The main goal of the proposed method is to select a subset of important features from all of the interpretable features generated by SLIC from the original image, which can explain how deep CNNs make their predictions. Fig. 4d presents an example of the selected interpretable features as the local explanation of a deep CNN model. The superpixels, i.e., the segments in the black colour are the features that are not selected, while the other superpixels with the original colours are the selected features. The selected interpretable features make sense for predicting the input image as a tench fish due to the following observations. Firstly, as an important characteristic of a tench fish, the interpretable feature containing the brick red eye is selected. The deep CNN model makes the prediction by taking this distinct feature of a tench fish into account, which aligns with human knowledge. Therefore, it may improve the confidence of real users. Secondly, most parts of the fish body are selected as important features. This also improves the trust of the model prediction because the body parts are crucial for distinguishing a fish. But the superpixels with the front fin of the fish are not selected. This could mean that this front fin may not be a good feature to distinguish a tench from other fish.

C. Encoding Strategy

To encode the interpretable features of a local explanation, a binary vector shown in Fig. 5 is used to encode the corresponding features. The number of superpixels $ns$ needs to be defined, which is a hyper-parameter of the proposed method. The target image is then segmented into $ns$ superpixels, i.e., $ns$ interpretable features. In the example shown in Fig. 5, $ns$ is set to 100, which will generate 100 superpixels (interpretable features), the same as Fig. 4c. To encode those 100 features, they are marked as $1st$ to $100th$ features from the top-left to the bottom-right. Each dimension in the encoded vector indicates whether the corresponding feature is selected or not, i.e., 1 means the corresponding feature is selected, and 0 otherwise. In Fig. 5, the $1st$ dimension is 1 and the $2nd$ dimension is 0. This means that the $1st$ interpretable feature is selected, while the $2nd$ is not selected.

D. Decoding a Vector to a Local Explanation

The encoded vector needs to be decoded to an image similar to Fig. 4d. The 0s in the encoded vectors are converted to the black superpixels, and the 1s means the interpretable features are kept in the decoded image. There are two steps that require the decoding process. The first is the fitness evaluation process, where the decoded image is taken as the input of deep CNNs. The second is to return the selected interpretable features—the last box in the first row of Fig. 5. The decoded image is recognisable for humans, and humans can tell whether the selected interpretable features are reliable for deep CNNs to make the prediction in order to make further decisions on trusting the predictions or not.

E. Fitness Evaluation

A softmax function $[40]$ defined in Formula (2) is appended to the last linear layer of the pre-trained deep CNN model to obtain a probability distribution over the $K$ possible class labels.

$$
\sigma(\mathbf{z})_i = \frac{e^{z_i}}{\sum_{j=1}^{K} e^{z_j}}
$$

where $\sigma(\mathbf{z})_i$ indicates the probability of the image belonging to the $i_{th}$ class label. $\mathbf{z}$ is the input vector made up of $(z_1, z_2, ..., z_K)$ to the softmax function, and $z_i$ represents the $i_{th}$ element in the input vector. Suppose the predicted class for an input image by the pre-trained deep CNN model is the class label $i$, the corresponding probability is calculated based on the above formula, which is used as the fitness value.

```
Algorithm 1: Fitness evaluation

Input: pre-trained deep CNN model $model$, original image $img_o$, individual $ind$ ;
1: Use $model$ to predict the class label, $label$, for $img_o$;
2: Decode $ind$ to produce a masked image, $img_m$, from $img_o$ according to Section III-D;
3: Use $model$ to perform a prediction of $img_m$ and get the probability, $prob$, of $label$;
4: $fitness \leftarrow prob$;
5: return $fitness$;
```

Algorithm 1 describes the details of the fitness evaluation function. Since the proposed method is model-agnostic, any pre-trained deep CNN model to be explained can be passed to the fitness evaluation step. As a local explanation method, the original image that needs to be locally explained is also required. The above two characteristics define the proposed method as a local interpretable model-agnostic method. The actual evaluation process is straightforward mainly including three steps. The first step is to predict the class label of the original image by the pre-trained model. The second is to decode the GA individual to a local explanation according to the decoding process described in Section III-D. The local explanation is a masked image, which consists of the interpretable features represented by the GA individual. In the end, the pre-trained model performs a prediction on the masked image, and the probability of having the same class label as the original image is obtained, which is then used as the fitness value of the individual. The target of the proposed method is to optimise the fitness value, i.e., the probability of the class label of the original image. The optimisation process can extract the features that are important for the deep CNN model to make the prediction, and remove noisy features that are misleading for the learning process.
F. Evolving Local Explanations

**Algorithm 2: Evolve local explanations**

**Input:** the population size \( s \), the number of generations \( g_{max} \), a local image \( img \);

1. \( pop \leftarrow \) Randomly initialize the population with \( s \) individuals;
2. Evaluate every individual in \( pop \) using the fitness evaluation illustrated in Algorithm 1 based on \( img \);
3. \( best \leftarrow \) Select the best individual from \( pop \);
4. \( g_{cur} \leftarrow 0; \)
5. while \( g_{cur} < g_{max} \) do
6. Apply tournament selection to select parents from \( pop \);
7. Apply the crossover operator;
8. Apply the mutation operator to generate new individuals to form \( offspring \);
9. Apply fitness evaluation as described in Algorithm 1 based on \( img \) to evaluate individuals in \( offspring \);
10. \( pop \leftarrow offspring; \)
11. \( g_{best} \leftarrow \) Select the best individual from \( pop \);
12. if \( g_{best} > best \) then
13. \( best \leftarrow g_{best}; \)
14. end if
15. end while
16. return \( best; \)

After the encoding strategy and the evaluation process are designed, it is straightforward to start the GA process to evolve the local explanations. During the evolutionary learning process, a local explanation is evolved for a local image instance. A local explanation is to explain why the pre-trained deep CNN model predicts a specific class label for a specific input image, where the specific input image is the local image. The main steps in the evolutionary process are introduced as follows. Firstly, a population is randomly initialized. Secondly, the fitness function is utilized to evaluate every individual in the population, and the best individual is selected and saved. Based on the fitness values, the good individuals are selected by the tournament selection, and the selected individuals are fed to the mutation and crossover operations to generate new offspring for the next population. Thirdly, every individual in the new population is evaluated, and the best individual is updated if the best individual is better than the current best individual. In the end, the best individual is returned, which is then decoded to a masked image as the explanation of the deep CNN on the local image.

IV. EXPERIMENT DESIGN

A. Benchmark Dataset

The ImageNet dataset [41] is selected as the benchmark dataset to evaluate the proposed method. This is mainly because the ImageNet is comprised of real-world images collected from flickr and other search engines, and the proposed method is expected to explain the predictions of deep CNNs on real-world images rather than just working for synthetic or preprocessed datasets, such as the CIFAR [42] or SVHN [43] datasets. There are 1,000 class labels in the ImageNet dataset. The training set consists of 1.2 million images and the validation set contains 150,000 images.

The deep CNN models to be explained, are trained on the training set of the benchmark dataset. The trained model then predicts the class labels of some images from the test set. As the proposed method is a local explanation method (i.e., the local explanation evolved by the proposed method is for a specific image), it is not possible to list all of the local explanations for the 150,000 images from the validation set. In this paper, due to the page limit, only the local explanations of 4 images, which are randomly chosen from the validation set, will be displayed and explained.

B. Selected Deep Neural Networks

ResNet [6], which is one of the state-of-the-art deep CNN models in recent years, is adopted as the main deep CNN model to be explained. A couple of major considerations are that ResNet is well-known in the deep learning community, and the pre-trained ResNet is available in many deep learning frameworks, such as Pytorch and Tensorflow. This also makes the replication of this research fairly easy for researchers with different backgrounds.

However, the proposed method is model-agnostic due to the benefits of the fitness evaluation designed in Algorithm 1. ResNet could be replaced by any deep CNN model, e.g. VGGNet [5], Xception [44], DenseNet [7], or MobileNet [45], but the deep CNN model needs to be trained on the training set first, which can then be taken as the pre-trained model in the fitness evaluation.

Therefore, to further evaluate the model-agnostic characteristic of the proposed method, two other deep CNN models — DenseNet [7] and MobileNet [45] are selected as two additional representative deep learning models to be explained. The major reasons of choosing DenseNet and MobileNet are that their architectures are considerably different from ResNet, and they are also as popular as ResNet besides the easy accessibility of their pre-trained models.

Fig. 6. DenseNet architecture [7].

Fig. 6 displays a DenseNet architecture with two dense blocks. The input image is processed by a convolutional layer to produce a set of feature maps. The feature maps are passed to the first dense block to construct a new set of feature maps. A transition layer, which consists of a convolutional layer and a pooling layer, is utilised to connect the two dense blocks. At the end, a pooling layer and a linear layer take the output feature maps of the second dense block to predict the class label of the input image. With regard to the general network architecture, there are two obvious differences between
DenseNet and ResNet. Firstly, the whole network of DenseNet splits the architecture into several dense blocks instead of having one big block in the ResNet architecture. Furthermore, the shortcut connections in dense blocks connects the current layer to all of the latter layers, while in ResNet the shortcut connections are only added to the current layer and the layer after its next layer. As a result, DenseNet could represent another type of deep CNN models that is significantly different from ResNet.

MobileNet has a fundamental modification of the standard convolutional layer used in ResNet and DenseNet. Fig. 7 illustrates the transformation from the standard convolutional layer to the so-called depthwise separable convolutional layer [45]. \( D_k \times D_k \) represents the filter size (width \( \times \) height), \( M \) is the number of channels of the image, and \( N \) is the number of the output feature maps. MobileNet splits the standard convolution filters into two separable convolutional filters — the depthwise convolution filters and the pointwise convolution filters. Given the image size of \( D_f \times D_f \), the computational cost of the standard convolution filters is \( D_k \times D_k \times M \times N \times D_f \times D_f \), while the computational cost of the depthwise separable convolution filters is \( D_k \times D_k \times M \times D_f \times D_f + M \times N \times D_f \times D_f \). It can be observed that the depthwise separable convolution filters require less computational resource than the standard ones. This is why MobileNet replaces the standard convolution filters with the depthwise separable convolution filters.

In terms of the specific models used in the experiments, ResNet-34 [6], DenseNet-121 [7], and MobileNetV2 [8] are selected to represent different types of CNN models, which are used to evaluate the explainability and the model-agnostic characteristic of the proposed method.

C. Parameter Settings

There are two sets of parameters in the proposed method, i.e., the parameters of GAs and the hyper-parameters specific to the proposed method. The GA parameters are set according to the EC community convention recommended in [46]. Specifically, the crossover rate, mutation rate, population size, and number of generations are set to 0.9, 0.2, 100 and 50, respectively. There is only one hyper-parameter specific to the proposed method, which is the number of superpixels \( n_s \), i.e., the number of interpretable features in this paper. There are two factors that determine the value of \( n_s \). The first one is the ratio of the target object in the whole image. For example, if the target object only occupies 1/10 of the whole image, \( n_s \) should be significantly larger than 10. Otherwise, even though the superpixel that only contains the target object is selected, there are still some noisy background pixels included in the selected feature. Another factor is the maximum time expected to produce the explanations. Since a larger value \( n_s \) could result in a larger search space, the proposed method may require more time to converge to obtain the evolved explanations. By taking the above two factors into account, 100 is set as the value of \( n_s \) in our experiments on the ImageNet dataset. All the experiments were ran on a single GPU card with the specific model of GeForce GTX 1080.

V. RESULTS AND ANALYSIS

In the experiments, the proposed method is used to process four images randomly selected from the ImageNet dataset to obtain the local explanations.

A. Evolved Local Explanations

1) Evolved explanations on the image of a Samoyed

Fig. 8a shows the original image of a Samoyed. In Fig. 8a, several characteristics of the Samoyed can be observed – a white and dense coat, a pair of upright and prick ears, and brown eyes and nose. In particular, a red collar can be seen on its neck. Besides, some background objects exhibit – a cabinet, a box and a vase of flowers above the cabinet, and a hanger behind the Samoyed.

Fig. 8b shows the evolved local explanation, which attempts to assist humans to understand the prediction of ResNet on the image of a Samoyed, by using E-LIME. As can be seen from Fig. 8b, the shape and size of ears are extracted in the local explanation, which are the most informative features. The features of upright and prick ears, and the size of each ear differentiate Samoyeds from others. Apart from that, the informative feature related to eyes is also extracted in the local explanation. After knowing these extracted explanations, users may feel confident to trust the prediction. In addition, most of the background objects, which could become noisy features, are filtered out, e.g. a vase of flowers and the hanger. This could further improve the confidence in the prediction and provide evidence for users to believe the prediction. Accordingly, after presenting the prediction as well as its local explanation to users, it is relatively easier for end-users to decide whether to trust the predicted class label or not.

Fig. 8c and Fig. 8d show the explanations evolved by E-LIME to explain the predictions of DenseNet and MobileNet, respectively, on the same image. In Fig. 8c, important features are also effectively extracted as the local explanation, such as the eyes and nose. Slightly different from that in Fig. 8b for ResNet, only the right ear is extracted in the local explanation. However, after considering other extracted interpretable features as supplemental materials (such as nose and eyes), it is sufficient for humans to understand the prediction although only the right ear is extracted in the local explanation (the left ear may become a redundant feature if other effective

\[ ns \geq 10 \]

The local explanations of 100 more images are provided here: https://github.com/wwwb8510/elime-report.
Fig. 8. Evolved local explanations for the image of a Samoyed. From left to right, it is the original image, evolved local explanations based on ResNet, DenseNet and MobileNet, respectively.

Fig. 9. Evolved local explanations for the image of a Persian cat. From left to right, it is the original image, evolved local explanations based on ResNet, DenseNet and MobileNet, respectively.

features are extracted). The similar situation also exists in Fig. 8d. The left ear and the nose are effectively extracted in the local explanation, which are sufficient for MobileNet to make a prediction without other information about eyes and the right ear. In addition, in Fig. 8c and Fig. 8d, most irrelevant information is filtered in order to effectively distinguish between the Samoyed and the background information.

It is experimentally proved that the proposed method is model-agnostic, i.e., it is applicable to extract local explanations for explaining predictions or behaviours of any deep CNN model. This is mainly because the proposed fitness function is able to evaluate the selected superpixels (i.e., interpretable features) represented by the encoded vector based on any deep CNN model.

2) Evolved explanations on the image of a Persian cat

In Fig. 9a, a white Persian cat stands on the ground with some moss, under the shadow of trees. Fig. 9b, Fig. 9c and Fig. 9d show the learned local explanations for the image of a Persian cat by using E-LIME to explain the predictions of ResNet, DenseNet and MobileNet, respectively.

As can be seen from Fig. 9d, useful and informative interpretable features, such as ears, eyes, nose and mouth, are learned to intuitively describe features of the cat. This is able to explain why the prediction is a cat to some extent. For example, the difference between the cat and the dog (shown in Fig. 8) is relatively obvious when comparing their shapes of eyes, nose and mouth. In Fig. 9b, information related to the left eye, nose and mouth is not extracted in the local explanation for ResNet. This is mainly because the extracted interpretable features are enough for ResNet to make a prediction and also relatively sufficient for users to understand the prediction. Similarly, in Fig. 9c, nose and mouth are not extracted in the local explanation based on DenseNet. In addition, the extracted interpretable features could further distinguish the silhouette of the cat from the background of this image, such as the leaves and ground. In Fig. 9a, it is noticed that two of the green leaves touch the left lower jaw of the cat. As can be shown from Fig. 9b and Fig. 9d, the two leaves are discerned and not selected because these two leaves are not helpful to make the prediction of a cat. This enhances the chance of predicting this image into the cat category. Therefore, E-LIME does provide intuitive explanations to users who want to know the reasons behind the prediction in order to determine whether the prediction is reasonable and trustworthy or not.

Therefore, E-LIME does provide intuitive explanations to users who want to know the reasons behind the prediction in order to determine whether the prediction is reasonable and trustworthy or not.

3) Evolved explanations on the image of a bald eagle

Fig. 10a shows a bald eagle standing on a rock. The eagle in this image has a brown body and brown wings (drooped in this image), a white head with a hooked yellow beak, and yellow feet.

Based on Fig. 10b, the contour of the head with a hooked beak is learned and extracted in the local explanation to interpret the prediction of ResNet on the image. Similarly, the useful explanation can be also found in Fig. 10c and Fig. 10d for DenseNet and MobileNet, respectively. In fact, the shape of the hooked beak is one of the most important features to effectively recognize an eagle from an image. Therefore, this extracted explanation could show why the prediction is an eagle. Besides, as shown in Fig. 10b, Fig. 10c and Fig. 10d, information related to the body silhouette of the eagle is also extracted in the local explanation, which are able to discern
Fig. 10. Evolved local explanations for the image of a bald eagle. From left to right, it is the original image, evolved local explanations based on ResNet, DenseNet and MobileNet, respectively.

Fig. 11. Evolved local explanations for the image of a tiger shark. From left to right, it is the original image, evolved local explanations based on ResNet, DenseNet and MobileNet, respectively.

the difference between the eagle and the rock. Moreover, the irrelevant features about the rock are also effectively removed in Fig. 10b, Fig. 10c and Fig. 10d. Therefore, after showing these local explanations to users, they may find it easier to understand the prediction and become confident to trust it.

4) Evolved explanations on the image of a tiger shark

In Fig. 11a, a tiger shark is swimming in the ocean, and on the lower left corner, there is a diver who exhales some bubbles. The shark has pectoral and dorsal fins, and a crescent-shaped tail. The belly of the shark is whitish, while its back and sides are gray. This image is predicted to the shark category. Fig. 11b, Fig. 11c and Fig. 11d show the evolved local explanations by E-LIME to explain the prediction of ResNet, DenseNet and MobileNet, respectively.

As can be seen from Fig. 11b, Fig. 11c and Fig. 11d, very important interpretable features, i.e., the shapes (and sizes) of the pectoral, dorsal fins and a tail, are successfully extracted in the local explanations for interpreting the predictions of ResNet, DenseNet and MobileNet for the image. As we know, the crescent-shaped tail is considered an important feature that could distinguish sharks from many other animals, and the tail size is usually much larger than that of other oceanic fishes. Moreover, E-LIME is able to effectively extract interpretable features, such as, the mouth and jaws, and the contour of the head. All of these explanations could intuitively reveal why this image is predicted into the shark category by ResNet, DenseNet and MobileNet. Moreover, the bubbles are also discerned from the contour of the shark by the learned explanations in Fig. 11b, Fig. 11c and Fig. 11d.

B. Comparison with LIME

In LIME [20], one parameter that needs to be set is the number of interpretable features selected. However, in the proposed method, the number of interpretable features is automatically evolved. To perform a fair comparison, the number of interpretable features in LIME is set as the number evolved by the proposed method. Since Section V-A has demonstrated that the proposed method can produce effective local explanations for all of the three deep CNN models, the local explanations of ResNet produced by LIME and the proposed method are compared to avoid the content redundancy in this paper.

Fig. 12. The local explanation comparison between E-LIME and LIME on a Samoyed image.

It can be observed from Fig. 12b and Fig. 12a, both LIME and E-LIME are able to select the important features of the Samoyed because the distinct ears, the main body and the eyes are all displayed in both of the local explanations. Furthermore, the vase of the flower and the hanger in the background that could possibly confuse the deep CNN model to make the prediction, do not appear, so both LIME and E-LIME can filter out the noisy background.

Similarly to the local explanations of the Samoyed image, the critical interpretable features are identified by both LIME
and E-LIME. In Fig. 13a, the right eye and the two ears, which are decisive to classify the image to a Persian cat, are selected by E-LIME. In Fig. 13b, two essential features—the left eye and the nose, show up in the local explanation obtained by LIME. E-LIME seems better than LIME because for the same number of selected superpixels, E-LIME includes more superpixels of the cat, while LIME selects more background. As expected, the background noises, such as the leaves next to the left jaw of the Persian cat, are discarded by both LIME and E-LIME.

![Fig. 13. The local explanation comparison between E-LIME and LIME on a Persian cat.](a) E-LIME (b) LIME)

![Fig. 14. The local explanation comparison between E-LIME and LIME on a bald eagle.](a) E-LIME (b) LIME)

![Fig. 15. The local explanation comparison between E-LIME and LIME on a tiger shark.](a) E-LIME (b) LIME)

The similar pattern of comparing the local explanations produced by LIME and E-LIME can be noticed in Fig. 14 and Fig. 15. For the bald eagle image, important features, such as the head, the hooked beak, and the brown wings of the bald eagle, are present in the local explanations of LIME and E-LIME. Most parts of the rock, especially the parts that are next to the foot and wings of the bald eagle, are taken out by both LIME and E-LIME. Regarding the tiger shark image, the unique features for a tiger shark are picked by both LIME and E-LIME, e.g. the pectoral, dorsal fins, and the tail, even though different parts of the tail show up in the local explanations of LIME and E-LIME. It can be noted that the diver and the other fish, which could distract the deep CNN model to predict a tiger shark, are wiped out by both LIME and E-LIME.

To sum up, E-LIME can evolve local explanations that are very competitive to those obtained by LIME. However, as mentioned earlier, the proposed targets are to reduce the computational cost and eliminate the human intervention of fine-tuning the number of interpretable features by keeping the quality and explainability of the local explanations.

### C. Performance Analysis

In TABLE I the second column shows the original probabilities achieved by ResNet on the four original images, and the fourth column reports the mean probabilities of the 30 runs achieved by the best individual from the final generation in E-LIME. By comparing between the original probabilities and mean probabilities in TABLE I E-LIME improves the probabilities on all the four images, and thereby increases the confidence of users when determining whether

| Images      | Probability | Fitness (probability) | Training time (Seconds) |
|-------------|-------------|-----------------------|-------------------------|
|             | Original    | Best | Mean ± Std | Shortest | Mean ± Std |
| Samoyed     | 0.9574      | 0.9995 | 0.9988 ± 0.0004 | 36.3771 | 38.0843 ± 0.9009 |
| Persian cat | 0.9793      | 0.9994 | 0.9981 ± 0.0013 | 33.3398 | 35.3640 ± 0.9839 |
| bald eagle  | 0.9851      | 0.99996 | 0.9994 ± 0.00004 | 38.0997 | 41.8636 ± 1.2395 |
| tiger shark | 0.8876      | 0.9903 | 0.9775 ± 0.0113 | 43.0951 | 45.7559 ± 1.7464 |

1: Std means standard deviation.

In TABLE II the second column shows the original probabilities achieved by DenseNet on the four original images, and the fourth column reports the mean probabilities of the 30 runs achieved by the best individual from the final generation in E-LIME. By comparing between the original probabilities and mean probabilities in TABLE II E-LIME improves the probabilities on all the four images, and thereby increases the confidence of users when determining whether

| Images      | Probability | Fitness (probability) | Training time (Seconds) |
|-------------|-------------|-----------------------|-------------------------|
|             | Original    | Best | Mean ± Std | Shortest | Mean ± Std |
| Samoyed     | 0.9196      | 0.9898 | 0.9832 ± 0.0047 | 39.6621 | 41.9406 ± 1.1387 |
| Persian cat | 0.9937      | 0.9998 | 0.9994 ± 0.00004 | 39.2329 | 41.3979 ± 1.1005 |
| bald eagle  | 0.9956      | 0.99988 | 0.99979 ± 0.000007 | 45.3849 | 47.5821 ± 0.9506 |
| tiger shark | 0.7970      | 0.9825 | 0.9735 ± 0.0065 | 46.9843 | 51.122737 ± 1.8917 |

1: Std means standard deviation.

In TABLE III the second column shows the original probabilities achieved by MobileNet on the four original images, and the fourth column reports the mean probabilities of the 30 runs achieved by the best individual from the final generation in E-LIME. By comparing between the original probabilities and mean probabilities in TABLE III E-LIME improves the probabilities on all the four images, and thereby increases the confidence of users when determining whether

| Images      | Probability | Fitness (probability) | Training time (Seconds) |
|-------------|-------------|-----------------------|-------------------------|
|             | Original    | Best | Mean ± Std | Shortest | Mean ± Std |
| Samoyed     | 0.5186      | 0.9975 | 0.994 ± 0.0019 | 34.5222 | 36.2646 ± 0.8991 |
| Persian cat | 0.9914      | 0.9996 | 0.9988 ± 0.00011 | 33.1101 | 35.4532 ± 1.0641 |
| bald eagle  | 0.9573      | 0.999993 | 0.999982 ± 0.000007 | 37.8212 | 39.7936 ± 1.0737 |
| tiger shark | 0.9377      | 0.9903 | 0.9800 ± 0.0067 | 40.1384 | 45.4999 ± 2.1441 |

1: Std means standard deviation.
these predictions are trustworthy or not. More specifically, on the two images (i.e., Samoyed and tiger shark), compared with original probabilities, the mean probabilities (achieved by E-LIME) increase by 0.1344 (i.e., 13.44%) and 0.0286 (i.e., 2.86%), respectively. The final column in TABLE I reports the training time of E-LIME, which shows the proposed E-LIME method is much more time-efficient than LIME which uses 10 minutes.

TABLE I and TABLE II report the results of E-LIME for interpreting predictions of DenseNet and MobileNet, respectively, on the four images. As can be seen from TABLE I, the mean probabilities of the 30 runs achieved by E-LIME are better than the original probabilities of DenseNet on all the four images, particularly on the images of a Samoyed (increased by 3.36%) and a tiger shark (increased by 17.76%).

Similarly, according to the mean probabilities shown in TABLE III, E-LIME can also improve the original probabilities of MobileNet on the four images, particularly on the images of a Samoyed (improved by 47.59%), a bald eagle (improved by 4.10%), and a tiger shark (improved by 4.23%). The improved probability on each image can increase the confidence of users when they need to judge whether these predictions are trustworthy or not. Based on the last columns in TABLE I and TABLE III, the training time of E-LIME for interpreting the predictions of DenseNet and MobileNet is much faster than LIME.

Besides, as can be seen from TABLE I, TABLE II and TABLE III, by using E-LIME on the four images, the standard deviation of the 30 probabilities are very small, and the gap between the best and mean probabilities is also very narrow. This is mainly because E-LIME is able to effectively extract the informative features in the local explanations to improve the confidence of a prediction.

By comparing the results in TABLE I, TABLE II and TABLE III, it is noticed that mean probabilities achieved by E-LIME on the four images for the three different deep CNNs are very similar. Furthermore, the training time of E-LIME based on the three deep CNNs are also similar. This could further show that the proposed method is able to effectively and efficiently evolve the model-agnostic explanations.

VI. CONCLUSIONS AND FUTURE WORK

The overall goal of proposing a novel GA-based method to evolve local interpretable model-agnostic explanations has been achieved. The proposed method has shown its effectiveness and efficiency from the experimental results. Firstly, inspired by LIME, the interpretable features, i.e., the superpixels, have been adopted in the proposed method, which are encoded in a binary vector. GA can be easily applied to evolve that and optimise it. Secondly, by applying GA to achieve the local explanations instead of a linear model with Lasso regularisation in LIME, the time-consuming sampling process has been eliminated, so the proposed method requires much less computational cost than LIME. Lastly, a new fitness function has been proposed, which takes the probability of the deep CNN model to predict a specific label of the image as the fitness value. As the probability represents the confidence of the deep CNN model to make a specific prediction, the target of proposed method is to search for an optimal subset of interpretable features that boosts the confidence of deep CNN model. Therefore, the users can examine the evolved subset to figure out the reasons behind the predictions.

Two major challenges of the method of evolving local explanations are finding the local explanations and efficiently applying the method on the entire dataset to achieve a global explanation, especially for large datasets. The proposed method has been targeting the first challenge. However, the second challenge of applying the proposed method on the entire dataset to achieve a global explanation is critical for selecting a deep CNN model that suits a specific dataset better. In the current work, it is not feasible to apply the proposed method to the entire ImageNet dataset for multiple deep CNN models, and then to examine all of the local explanations by humans to choose a model that achieves better explanations. Future work can be done to investigate an approach for selecting a subset of images from the whole dataset, which can effectively represent the whole dataset to achieve a global explanation.
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