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Abstract—Phase retrieval arises in various fields of science and engineering and it is well studied in a finite-dimensional setting. In this paper, we consider an infinite-dimensional phase retrieval problem to reconstruct real-valued signals living in a shift-invariant space from its phaseless samples taken either on the whole line or on a set with finite sampling rate. We find the equivalence between nonseparability of signals in a linear space and its phase retrievability with phaseless samples taken on the whole line. For a spline signal of order \( N \), we show that it can be well approximated, up to a sign, from its noisy phaseless samples taken on a set with sampling rate \( 2N - 1 \). We propose an algorithm to reconstruct nonseparable signals in a shift-invariant space generated by a compactly supported continuous function \( \phi \). The proposed algorithm is robust against bounded sampling noise and it could be implemented in a distributed manner.

I. INTRODUCTION

Phase retrieval plays important roles in signal/image/speech processing ([1]–[9]). It reconstructs a signal of interest from its magnitude measurements. The underlying recovery problem is possible to be solved only if we have additional information about the signal.

The phase retrieval problem of finite-dimensional signals has received considerable attention in recent years ([10]–[14]). In the finite-dimensional setting, a fundamental problem in phase retrieval is whether and how a vector \( x \) is a measurement matrix. The phase retrievability has been fully characterized via the measurement matrix \( A \) ([10], [14], [15]), and many algorithms have been proposed to reconstruct the vector \( x \) from its magnitude measurements \( y = |Ax| \), where \( A \) is a measurement matrix. The phase retrievability has been well approximated, up to a sign, from its noisy phaseless samples taken on a set with sampling rate \( 2N - 1 \). We propose an algorithm to reconstruct nonseparable signals in a shift-invariant space generated by a compactly supported continuous function \( \phi \). The proposed algorithm is robust against bounded sampling noise and it could be implemented in a distributed manner.

### A. Contribution

In this paper, we show in Theorem [12] that a real-valued signal \( f \in V(\phi) \) is determined, up to a sign, from its magnitude \( |f(t)|, t \in \mathbb{R} \), if and only if \( f \) is nonseparable, i.e., it is not the sum of two nonzero signals in \( V(\phi) \) with their supports being essentially disjoint. As an application of Theorem [12], we conclude that for any shift-invariant space \( V(\phi) \) with continuous generator \( \phi \) having compact support, not all signals in \( V(\phi) \) could be determined, up to a sign, from its magnitude \( |f(t)|, t \in \mathbb{R} \), cf. [19] Theorem 1 for the shift-invariant space generated by the sinc function \( \sin \frac{\pi t}{N} \).

Phase retrieval in a shift-invariant space is a nonlinear sampling and reconstruction problem ([31], [32], [33], [34]). In this paper, we show in Theorem [12] and Corollary [13] that a nonseparable spline signal in \( V(B_N) \) is determined, up to a sign, from its phaseless samples taken on the shift-invariant set

\[
Y_1 := X + Z,
\]

where \( N \geq 2 \) and \( X \) contains \( 2N - 1 \) distinct points in \((0, 1)\). The set \( Y_1 \) in (3.3) has sampling rate \( 2N - 1 \), which is larger than the sampling rate needed for the phase retrievability of band-limited signals [19] Theorem 1]. Let

\[
N = \min_{N_2,N_1 \in \mathbb{Z}} \{ N_2 - N_1, \phi \text{ vanishes outside } [N_1, N_2] \}
\]

be the support length of the generator \( \phi \), which is the same as the order \( N \) for the B-spline generator \( B_N \). A natural question...
is whether any nonseparable signal in the shift-invariant space $V(\phi)$ can be reconstructed from its phaseless samples taken on a set with sampling rate less than $2N - 1$. From Example III.3, we see that any nonseparable linear spline signal in $V(B_2)$ can be determined, up to a sign, from its phaseless samples taken on the set $\{x_1 + x_2 + Z \cup \{Z_3\}$ with sampling rate 2, where $x_1, x_2, x_3$ are three distinct points in $(0, 1)$. In Theorem II.4, we consider the phase retrieval problem of a nonseparable signal in the shift-invariant space $V(\phi)$ from its phaseless samples taken on a nonuniform set

$$Y_\infty := X \cup (\Gamma + Z_+) \cup (\Gamma^* + Z-)$$  \hspace{1cm} (I.5)

with sampling rate $N$, where $Z_\pm$ is the set of all positive/negative integers, and the sets $\Gamma = \{\gamma_1, \ldots, \gamma_N\}$ and $\Gamma^* = \{\gamma_1^*, \ldots, \gamma_N^*\}$ are contained in $X = \{x_1, \ldots, x_{2N - 1}\} \subset (0, 1)$.

Stability of phase retrieval is of central importance. The reader may refer to [15], [35], [36], [37] for phase retrieval in finite-dimensional setting and [38] for nonlinear frames. In this paper, we propose the MEPS algorithm to find an approximation $f$ of a nonseparable signal $f_\epsilon$ by setting $\epsilon = \sup \{f(y) : y \in Y_L\}$. In Theorem IV.1, we establish the stability of the phase retrieval problem in the above scenario.

The set $Y_L$ in (I.6) has sampling rate $N + (N - 1)/L$. It becomes the shift-invariant set $X + Z$ in (I.3) for $L = 1$. Then as an application of Theorem IV.1, any nonseparable spline signal in $V(B\gamma)$ can be reconstructed, up to a sign, approximately from its noisy phaseless samples on $X + Z$. The nonuniform sampling set $Y_\infty$ in (I.5) can be interpreted as the limit of the sets $Y_L$ as $L$ tends to infinity. Due to the exponential decay requirement (IV.29) about $\epsilon_\gamma(y)$ on the noise level, we cannot obtain from Theorem IV.1 that any nonseparable signal in the shift-invariant space $V(\phi)$ could be well approximated, up to a sign, when only its noisy phaseless samples on the nonuniform set $Y_\infty$ are available.

Many algorithms have been proposed to solve the phase retrieval problem in finite-dimensional setting (I.1), (I.3), (I.12), (I.13), (I.16), (I.17), (I.18). In this paper, we propose the MEPS algorithm to find an approximation $f_\epsilon$ of a nonseparable signal $f \in V(\phi)$ when its noisy phaseless samples $(\epsilon_\gamma(y))_{y \in Y_L}$ are available. The MEPS algorithm contains four steps: minimization, extension, phase adjustment and sewing. Our numerical simulations indicate that the MEPS algorithm is robust against bounded additive noises $\epsilon$, and the error between the reconstructed signal $f_\epsilon$ and the original signal $f$ is $O(\sqrt{|\epsilon|})$.

### B. Organization

The paper is organized as follows. In Section II, we characterize the phase retrievability of a real-valued signal $f$ in a linear space from its magnitude $|f(t)|, t \in \mathbb{R}$. We also provide several equivalent statements for the phase retrievability of a signal in the shift-invariant space $V(\phi)$ when its phaseless samples on the shift-invariant set $X + Z$ in (I.3) are available only. In Section III, we present an illustrative example of the phase retrieval problem for linear spline signals, and we prove that any nonseparable signal $f$ in the shift-invariant space $V(\phi)$ could be determined, up to a sign, from its phaseless samples $|f(t)|$ taken on the nonuniform sampling set $Y_\infty$ in (I.5). In Section IV, we propose the MEPS algorithm to reconstruct a nonseparable signal in $V(\phi)$ from its noisy phaseless samples on $Y_L$ in (I.6) and use it to establish the stability of the phase retrieval problem. In Section V, we present some simulations to demonstrate the stability of the proposed MEPS algorithm. Even though the stability requirement (IV.29) in Theorem IV.1 is not met for large $L$, the MEPS algorithm still has high success rate to save phases of nonseparable signals in $V(\phi)$. All proofs are included in appendices.

### II. Phase Retrievability and Nonseparability

In this section, we consider the problem when a signal $f$ in a shift-invariant space can be recovered, up to a sign, from its magnitude measurements $|f(t)|, t \in S$, where $S$ is either the whole line $\mathbb{R}$ or a shift-invariant set $X + Z$.

**Definition II.1.** Let $V$ be a linear space of real-valued continuous signals on the real line $\mathbb{R}$. A signal $f \in V$ is said to be separable if there exist nonzero signals $f_1$ and $f_2$ in $V$ such that

$$f = f_1 + f_2 \quad \text{and} \quad f_1 f_2 = 0. \hspace{1cm} (II.1)$$

The set of all nonseparable signals in $V$ contains the zero signal. It is a cone of $V$ but not a convex set in general. A separable signal $f \in V$ is the sum of two nonzero signals $f_1$ and $f_2 \in V$ with their supports being essentially disjoint. Then it cannot be recovered, up to a sign, from its magnitude measurements $|f|$, since $|f| = |f_1 + f_2| = |f_1 - f_2|$ and $f \neq \pm(f_1 - f_2)$. In the following theorem, we show that the converse is true.

**Theorem II.2.** Let $V$ be a linear space of real-valued continuous signals on the real line $\mathbb{R}$. Then a signal $f \in V$ is determined, up to a sign, by its magnitude measurements $|f(t)|, t \in \mathbb{R}$, if and only if $f$ is nonseparable.

Observe that all bandlimited signals are nonseparable, as they are analytic on the real line. Therefore, by Theorem II.2, we have the following result about bandlimited signals, cf. [19 Theorem 1].

**Corollary II.3.** Any real-valued bandlimited signal is determined, up to a sign, by its magnitude measurements on the real line.

Let $\phi$ be a real-valued generator of the shift-invariant space $V(\phi)$, and $N$ be its support length given in (I.4). Without loss of generality, we assume that

$$\phi(t) = 0 \text{ for all } t \notin [0, N]. \hspace{1cm} (II.2)$$
otherwise replacing \( \phi \) by \( \phi(\cdot - N_0) \) for some \( N_0 \in \mathbb{Z} \). Clearly, \( \phi(t) - \phi(t - N) \) is a separable signal in \( V(\phi) \). Then from Theorem II.2, we obtain:

**Corollary II.4.** Let \( \phi \) be a continuous function with compact support. Then not all signals \( f \) in \( V(\phi) \) can be determined, up to a sign, by their magnitude measurements \( |f(t)|, t \in \mathbb{R} \).

Next, we discuss the nonseparability of signals in a shift-invariant space \( V(\phi) \). For the case that \( N = 1 \) (i.e., the generator \( \phi \) is supported on \([0, 1]\)), one may verify that a signal \( f \in V(\phi) \) is nonseparable if and only if there exists an integer \( k_0 \) such that

\[
 f(t) = c(k_0) \phi(t - k_0) \quad \text{for some } c(k_0) \in \mathbb{R}. \tag{II.3}
\]

This implies that any nonseparable signal in \( V(\phi) \) can be recovered, up to a sign, from its phaseless samples taken on the shift-invariant set \( t_0 + \mathbb{Z} \), where \( t_0 \in (0, 1) \) is so chosen that \( \phi(t_0) \neq 0 \). So, from now on, we consider the phase retrieval problem only for signals in \( V(\phi) \) with the support length \( N \) of the generator \( \phi \) satisfying

\[
 N \geq 2. \tag{II.4}
\]

Before characterizing the nonseparability (and hence phase retrievability by Theorem II.2) of signals in a shift-invariant space, let us consider nonseparability of piecewise linear signals.

**Example II.5.** Due to the interpolation property of the B-spline \( B_2 \) of order 2, piecewise linear signals \( f \in V(B_2) \) have the following expansion,

\[
 f(t) = \sum_{k \in \mathbb{Z}} f(k + 1) B_2(t - k).
\]

Therefore \( f \in V(B_2) \) is separable if and only if there exist integers \( k_0 < k_1 < k_2 \) such that \( f(k_0) f(k_2) \neq 0 \) and \( f(k_1) = 0 \). Thus the separable signal

\[
 f = \sum_{k \leq k_1 - 2} f(k + 1) B_2(t - k) + \sum_{k \geq k_1} f(k + 1) B_2(t - k) =: f_1 + f_2,
\]

is the sum of two nonzero signals \( f_1, f_2 \in V(B_2) \) supported in \((-\infty, k_1]\) and \([k_1, \infty)\) respectively.

In the following theorem, we extend the support separation property in Example II.5 to separable signals in a shift-invariant space.

**Theorem II.6.** Let \( \phi \) be a real-valued continuous function satisfying (II.2) and (II.4). \( X := \{x_m, 1 \leq m \leq 2N - 1\} \subset (0,1) \), and let \( f(t) = \sum_{k \in \mathbb{Z}} c(k) \phi(t - k) \) be a nonseparable signal in \( V(\phi) \). If all \( N \times N \) submatrices of

\[
 \Phi = \left( \phi(x_m + n) \right)_{1 \leq m \leq 2N - 1, 0 \leq n \leq N - 1}
\]

are nonsingular, then the following statements are equivalent.

(i) The signal \( f \) is nonseparable.

(ii) \( \sum_{l=0}^{N-2} |c(k + l)|^2 \neq 0 \) for all \( K_-(f) - N + 1 < k < K_+(f) + 1 \), where \( K_-(f) = \inf \{k, c(k) \neq 0\} \) and \( K_+(f) = \sup \{k, c(k) \neq 0\} \).

(iii) The signal \( f \) is determined, up to a sign, from its phaseless samples \( |f(t)|, t \in X + Z \), taken on the shift-invariant set \( X + Z \).

The nonsingularity of \( N \times N \) submatrices of the matrix \( \Phi \) in (II.5), i.e., \( \|\Phi_N^{-1}\| < \infty \), is also known as its full sparkness (139, 40), where

\[
 \|\Phi_N^{-1}\| = \sup_{1 \leq m_0 < \ldots < m_{N-1} \leq 2N-1} \left\| \left( \phi(x_{m_i} + n) \right)_{0 \leq i \leq N-1} \right\|^{-1}, \tag{II.6}
\]

and \( \|A\| = \sup_{\|x\|_2 = 1} \|Ax\|_2 \) for a matrix \( A \).

Consider the matrix \( \Phi \) with its generating function \( \phi \) being the continuous solution of a refinement equation,

\[
 \phi(t) = \sum_{n=0}^{N} a(n) \phi(2t - n) \quad \text{and} \quad \int_{-\infty}^{\infty} \phi(t) dt = 1, \tag{II.7}
\]

where \( \sum_{n=0}^{N} a(n) = 2 \). Under the assumption that

\[
 \sum_{n=0}^{N} a(n) z^n = (1 + z) Q(z) \tag{II.8}
\]

for some polynomial \( Q \) having positive coefficients, it is known that the matrix \( \Phi \) in (II.5) is of full spark whenever \( x_m \in (0,1), 1 \leq m \leq 2N - 1 \), are distinct (41, 42). It is well known that the B-spline \( B_N \) of order \( N \) satisfies the refinement equation (II.7) with \( Q(z) \) in (II.8) given by \( 2^{-N+1}(1 + z)^{-N} \). This together with Theorem II.6 implies the following result for spline signals.

**Corollary II.7.** Let \( X \) contain \( 2N - 1 \) distinct points in \((0, 1)\). Then any nonseparable spline signal in \( V(B_N) \) is determined, up to a sign, from its phaseless samples taken on the shift-invariant set \( X + Z \).

The full sparkness of the matrix \( \Phi \) in (II.5) implies that \( \phi \) has linearly independent shifts, i.e., the linear map from sequences \( (c(k))_{k=-\infty}^{\infty} \) to signals \( \sum_{k=-\infty}^{\infty} c(k) \phi(t - k) \in V(\phi) \) is one-to-one (27, 43, 44). Conversely, if \( \phi \) is the continuous solution of a refinement equation (II.7) with linearly independent shifts, then \( \Phi \) in (II.5) is of full spark for almost all \((x_1, \ldots, x_{2N-1}) \in (0,1)^{2N-1} \), see [44] Theorem A.2.

For a signal \( f = \sum_{k \in \mathbb{Z}} c(k) \phi(t - k) \in V(\phi) \), define

\[
 S_f = \inf_{K_-(f) - N + 1 < k < K_+(f) + 1} \sum_{l=0}^{N-2} |c(k + l)|^2. \tag{II.9}
\]

By the second statement in Theorem II.6, we obtain that \( S_f = 0 \) for any separable signal \( f \in V(\phi) \), and that \( S_f > 0 \) for any nonseparable signal \( f \in V(\phi) \) with finite duration. So we may use \( S_f \) to estimate how far away a nonseparable signal \( f \) from the set of all separable signals in \( V(\phi) \), cf. Theorem IV.1.

### III. Phaseless Oversampling

A discrete set \( I \subset \mathbb{R} \) is said to have sampling rate \( D(I) \) if

\[
 D(I) = \lim_{b \to -\infty, a \to \infty} \frac{\#(I \cap [a, b])}{b - a} < \infty, \tag{III.1}
\]
where \(|E|\) is the cardinality of a set \(E\). Let \(\phi\) be the continuous function satisfying (II.2), (II.4) and (II.5). It follows immediately from Theorem II.6 that nonseparable signals in \(V(\phi)\) can be fully recovered, up to a sign, from their phaseless samples taken on the shift-invariant set \(X + Z\) with sampling rate \(2N - 1\), which is larger than the sampling rate required for recovering bandlimited signals [19] Theorem 1]. A natural question is to find necessary/sufficient conditions on a set \(I\) such that any nonseparable signal in \(V(\phi)\) can be reconstructed from its phaseless samples taken on \(I\).

In this section, we first introduce a necessary condition on the sets \(I\).

**Theorem III.1.** Let \(\phi\) be a real-valued continuous function satisfying (II.2), (II.4) and (II.5), and let \(I\) be a discrete set with sampling rate \(D(I)\). If all nonseparable signals in \(V(\phi)\) can be determined, up to a sign, from their phaseless samples taken on the set \(I\), then the sampling rate \(D(I)\) is at least one,

\[
D(I) \geq 1. \tag{III.2}\]

The lower bound estimate (III.2) is smaller than the sampling rate required for recovering bandlimited signals [19] Theorem 1]. So one may think that it can be improved. However as indicated in the example below, the lower bound estimate (III.2) is optimal if the requirement (II.5) on the generator \(\phi\) is dropped.

**Example III.2.** Let \(\varphi_0\) be a continuous function supported in \([0, 1/2]\) and set \(\varphi_N(t) = \varphi_0(t) - \varphi_0(t - N + 1/2), N \geq 1\). Similar to (II.3), one may verify that a signal \(f\) in \(V(\varphi_N)\) is nonseparable if and only if there exists \(k_0 \in Z\) such that

\[
f(t) = c(k_0)\varphi_N(t - k_0) \quad \text{for some } c(k_0) \in \mathbb{R}.
\]

Hence given any \(t_0 \in (0, 1/2)\) with \(\varphi_0(t_0) \neq 0\), all nonseparable signals in \(V(\varphi_N)\) can be reconstructed, up to a sign, from their phaseless samples taken on the set \(t_0 + Z\) with sampling rate one.

In this section, we next show that nonseparable signals in \(V(\phi)\) are determined, up to a sign, from their phaseless samples taken on a set with sampling rate \(N\). Before stating the result, let us briefly discuss an example of phaseless oversampling.

**Example III.3.** (Continuation of Example II.5) Let \(k_0 \in Z\) and \(f \in V(B_2)\) be a nonseparable piecewise linear signal. One may verify that 3 distinct points \(k_0 + x_1, k_0 + x_2, k_0 + x_3 \in k_0 + (0, 1)\) are enough to determine \(f(k_0)\) and \(f(k_0 + 1)\) (hence \(f(t), t \in k_0 + [0, 1]\)), up to a phase, from phaseless samples \(|f(k_0 + x_1)|, |f(k_0 + x_2)|\) and \(|f(k_0 + x_3)|\). Particularly, solving

\[
|f(k_0)(1 - x_i) + x_i f(k_0 + 1)|^2 = |f(k_0 + x_i)|^2, \quad i = 1, 2, 3
\]
gives

\[
|f(k_0)|^2 = (x_2 - x_1)(x_3 - x_1)(x_3 - x_2).
\]

Finally, we state the result on the phase retrieval of nonseparable signals in a shift-invariant space \(V(\phi)\) with sampling rate \(N\).

**Theorem III.4.** Let \(\phi\) be a real-valued continuous function satisfying (II.2) and (II.4). Take \(X := \{x_m, 1 \leq m \leq \}

\[
2f(k_0)f(k_0 + 1) = \begin{vmatrix}
(1 - x_1)^2 & |f(k_0 + x_1)|^2 & x_1^2 \\
(1 - x_2)^2 & |f(k_0 + x_2)|^2 & x_2^2 \\
(1 - x_3)^2 & |f(k_0 + x_3)|^2 & x_3^2
\end{vmatrix}
\]

and

\[
|f(k_0 + 1)|^2 = \begin{vmatrix}
(1 - x_1)^2 & x_1(1 - x_1) & |f(k_0 + x_1)|^2 \\
(1 - x_2)^2 & x_2(1 - x_2) & |f(k_0 + x_2)|^2 \\
(1 - x_3)^2 & x_3(1 - x_3) & |f(k_0 + x_3)|^2
\end{vmatrix}
\]

For the case that at least one of two evaluations \(f(k_0)\) and \(f(k_0 + 1)\) is nonzero,

\[
f(k_0 + 2) = \begin{cases}
0 & \text{if } f(k_0 + 1) = 0 \\
\frac{f(k_0 + 1) + \Delta^+_k}{f(k_0 + 1)} & \text{if } f(k_0 + 1) \neq 0,
\end{cases} \tag{III.3}
\]

where the first equality follows from nonseparability of the signal \(f\), the second one is obtained by solving the equations

\[
|f(k_0 + 1)(1 - x_i) + x_i f(k_0 + 2)|^2 = |f(k_0 + 1 + x_i)|^2, \quad i = 1, 2, 3. \tag{III.4}
\]

From (III.3) we see that two distinct points \(k_0 + 1 + x_1, k_0 + 1 + x_2 \in k_0 + 1 + (0, 1)\) could sufficiently determine \(f(t), k_0 + 1 \leq t \leq k_0 + 2\). For the case that \(f(k_0 + 1) = f(k_0) = 0\), solving (III.4) yields

\[
|f(k_0 + 2)|^2 = \frac{|f(x_1 + k_0 + 1)|^2 + |f(x_2 + k_0 + 1)|^2}{x_1^2 + x_2^2}.
\]

Then either \(f(t) = 0\) for all \(t \in [k_0, k_0 + 2]\) or the phase of the signal \(f_{[k_0, k_0 + 2]}\) is determined up to the sign of nonzero evaluation \(f(k_0 + 2)\). Therefore, we can continue the above procedure to determine the signal \(f\) on \([k_0, \infty)\) if there are two distinct points in intervals \(k + (0, 1)\) for every \(k \geq k_0 + 1 \in Z \backslash \{k_0\}\).

Using the similar argument, we can prove by induction on \(k < k_0\) that the signal \(f(t), t \in [k, \infty)\), can be determined, up to a sign, by its phaseless samples taken on \(l - 1 + x_1, l - 1 + x_2, k \leq l < k_0\). By now, we conclude that a nonseparable signal in \(V(B_2)\) could be determined, up to a sign, by its phaseless samples on \(\{(x_1, x_2) + Z\} \cup \{x_3 + k_0\}\), where \(x_1, x_2, x_3 \in (0, 1)\) are distinct and \(k_0 \in Z\). We remark that the additional point \(x_3 + k_0\) in the above phase retrievability is necessary in general. For instance, signals \(f(t) \equiv 1/3\) and \(g(t) = \sum_{k \in Z}(-1)^k B_2(t - k)\) in \(V(B_2)\) have the same magnitude measurements on \(\{1/3, 2/3\} + Z\), but \(f \neq \pm g\).
2N − 1 \in (0, 1), \Gamma = \{\gamma_1, \ldots, \gamma_N\} \subset X and \Gamma^* = \{\gamma_1^*, \ldots, \gamma_N^*\} \subset X so that the matrix \Phi in (II.5) is of full spark,
\[
\phi(\gamma_s) \neq 0 \text{ for all } 1 \leq s \leq N, \tag{III.5}
\]
and
\[
\phi(\gamma_s^* + N - 1) \neq 0 \text{ for all } 1 \leq s \leq N. \tag{III.6}
\]
Then for any \(k_0 \in \mathbb{Z}\), a nonseparable signal in \(V(\phi)\) is determined, up to a sign, from its phaseless samples taken on \((X + k_0) \cup (\Gamma + k_0 + \mathbb{Z}_+)\). Similarly there are at least \(N\) distinct elements \(\gamma_1, \ldots, \gamma_N\) contained in \(X\) such that (III.5) holds. Similarly there are at least \(N\) distinct elements \(\gamma_1^*, \ldots, \gamma_N^*\) in \(X\) satisfying (III.6). Therefore (III.5) and (III.6) hold for some \(\Gamma, \Gamma^* \subset X\).

By the nonsingularity of any \(N \times N\) submatrices of the matrix \(\Phi\) in (II.5), there are at least \(N\) distinct elements \(\gamma_1, \ldots, \gamma_N\) contained in \(X\) such that (III.5) holds. Similarly there are at least \(N\) distinct elements \(\gamma_1^*, \ldots, \gamma_N^*\) in \(X\) satisfying (III.6). Therefore as an application of Theorem III.4 we have the following result for spline signals.

**Corollary III.5.** Let \(X\) contain \(2N - 1\) distinct points in \((0, 1)\), and \(\Gamma\) be a subset of \(X\) of size \(N\). Then any nonseparable spline signal in \(V(B_X)\) is determined, up to a sign, from its phaseless samples taken on \((\Gamma + \mathbb{Z}) \cup X\).

### IV. Stability of Phase Retrieval

Stability of phase retrieval is of central importance, as phaseless samples in lots of engineering applications are often corrupted. In this section, we establish the stability of phase retrieval in a shift-invariant space, when its phaseless samples taken on the set \(Y_L\) are corrupted by additive noises \(\epsilon = \epsilon(y) \in Y_L\).

\[
z_{\epsilon}(y) = |f(y)|^2 + \epsilon(y), \quad y \in Y_L, \tag{IV.1}
\]
where \(Y_L\) is given in (I.6) for an odd integer \(L\), and \(\epsilon\) has the noise level
\[
|\epsilon| = \sup \{|\epsilon(y)| : y \in Y_L\}.
\]

For \(L = 1\), it follows from Theorem III.6 that nonseparable signals in \(V(\phi)\) can be recovered, up to a sign, from their exact phaseless samples on \(Y_L\). By Theorem III.4 nonseparable signals with finite duration are determined, up to a sign, from their exact phaseless samples on \(Y_L\) with sufficiently large \(L\).

To present an algorithm for phase retrieval in a noisy environment, we introduce four auxiliary functions. Let \(X, \Gamma\) and \(\Gamma^*\) be as in Theorem III.4. Define
\[
h_1(\epsilon) = \frac{\sum_{n=1}^{N} |\phi(\gamma_n)|^2 \sum_{n=1}^{N} \phi(\gamma_n)\epsilon(n)}{\sum_{n=1}^{N} |\phi(\gamma_n)|^2 \sum_{n=1}^{N} \phi(\gamma_n)^2}, \tag{IV.2}
\]
and
\[
h_2(\epsilon) = \frac{\sum_{n=1}^{N} |\phi(\gamma_n^*)|^2 \sum_{n=1}^{N} \phi(\gamma_n^*)\epsilon(n)}{\sum_{n=1}^{N} |\phi(\gamma_n^*)|^2 \sum_{n=1}^{N} \phi(\gamma_n^*)^2}, \tag{IV.3}
\]
where \(\epsilon = (\epsilon(1), \ldots, \epsilon(N)) \in \mathbb{R}^N\) and \(\gamma_n^* = \gamma_n^* + N - 1, 1 \leq n \leq N\). Define
\[
h_2(\epsilon_1, \epsilon_2) = \frac{\sum_{n=1}^{N} |\phi(\gamma_n)|^2 \sum_{n=1}^{N} \phi(\gamma_n)\epsilon_1(n) \sum_{n=1}^{N} \phi(\gamma_n)\epsilon_2(n)}{\sum_{n=1}^{N} |\phi(\gamma_n)|^2}, \tag{IV.4}
\]
and
\[
h_2^*(\epsilon_1, \epsilon_2) = \frac{\sum_{n=1}^{N} |\phi(\gamma_n^*)|^2 \sum_{n=1}^{N} \phi(\gamma_n^*)\epsilon_1(n) \sum_{n=1}^{N} \phi(\gamma_n^*)\epsilon_2(n)}{\sum_{n=1}^{N} |\phi(\gamma_n^*)|^2}, \tag{IV.5}
\]
where \(\epsilon_i = (\epsilon_i(1), \ldots, \epsilon_i(N)) \in \mathbb{R}^N, i = 1, 2\).

Take a threshold \(M_0 \geq 0\), we propose the following algorithm to construct an approximation
\[
f_k(t) = \sum_{k \in \mathbb{Z}} c_0(k)\phi(t - k) \in V(\phi), \tag{IV.6}
\]
of the original signal
\[
f = \sum_{k \in \mathbb{Z}} c(k)\phi(x - k) \in V(\phi), \tag{IV.7}
\]
when only its noisy phaseless samples in (IV.1) are available.

(i) For any \(k' \in \mathbb{Z}\), we obtain an approximation
\[
c_{0,k'}(t) = \sum_{k = k' - 1}^{k' + 1} c_k(t)\phi(x_k - k) \in V(\phi), \tag{IV.8}
\]
of the original amplitude vector \(\pm c_0|k'| + k' L\) as follows. Initialize \(c_{0,k'}(k) = 0\) for all \(k \leq k' L - N\) and \(k \geq k' L + 1\), and let \(c_{0,k'}(k) = c_0(k')L - N + 1 \leq k \leq k' L\), be solutions of the minimization problem
\[
\min_{m=1}^{k'} \left\{ \sum_{k=k'}^{L} c_0(k)\phi(x_{m,k' - k} - \sqrt{z_{x_{m,k'}}^2} \right\}, \tag{IV.9}
\]
where \(x_m \in X\) and \(x_{m,k'} = x_m + k'L, 1 \leq m \leq 2N - 1\), cf. (I.1, 17, 13, 45). The support of \(c_{0,k'}(k')\) is contained in \([k' L - N + 1, k' L]\) for any \(k' \in \mathbb{Z}\).

(ii) For any \(k' \in \mathbb{Z}\), define \(c_{1/2,k'}(t) = c_0(t)\) and
\[
c_{1/2,k',l}(t) = \sum_{k = k' - 1}^{k' + 1} c_k(t)\phi(x_k - k), 1 \leq l \leq (L - 1)/2, \tag{IV.10}
\]
recursively by the following:

- If \(|h_1(\alpha_l)| \leq M_0\), we obtain \(c_{1/2,k',l}\) from \(c_{1/2,k',l-1}\) with replacing its \((k' L + l)\)-th component by
\[
c_{1/2,k',l}(k' L + l) = \frac{\sum_{n=1}^{N} \phi(\gamma_n)\sqrt{z_{x_{n+k' L+1}}} \sum_{n=1}^{N} \phi(\gamma_n)|^{2}}{\sum_{n=1}^{N} \phi(\gamma_n)|^2}, \tag{IV.11}
\]
where \(\alpha_{l}(t) = (\alpha_{l}(1), \ldots, \alpha_{l}(N))\) and
\[
\alpha_{l}(n) = \sum_{n'=1}^{N-1} c_{1/2,k',l-1}(k' L + l - n')\phi(\gamma_n + n')
\]
for \(1 \leq n \leq N\).

- If \(|h_1(\alpha_l)| > M_0\), set
\[
d_{l,k'}(k' L + l) = \frac{h_2(\alpha_l, \eta_l)}{2h_1(\alpha_l)}, \tag{IV.12}
\]
where $\eta_{e,l} = (\eta_{e,l}(1), \ldots, \eta_{e,l}(N))$ is defined by
\[
\eta_{e,l}(n) = \bar{z}(\gamma_n + k' L + l) - |\alpha_{e,l}(n)|^2, \ 1 \leq n \leq N.
\]
For $1 \leq n \leq N$, let
\[
\delta_l(n) = \text{sgn}(\sum_{m=1}^{N-1} c_{e,k',l-1}^{1/2}(k'L + l - m)\phi(\gamma_n + m)
+ d_{e,k'}(k'L + l)\phi(\gamma_n)), \quad (IV.13)
\]
and
\[
\tilde{z}_e(k'L + l + \gamma_n) = \delta_l(n)\sqrt{z}(\gamma_n + k'L + l), \quad (IV.14)
\]
where $\text{sgn}(x) \in \{-1, 0, 1\}$ is the symbol of a real number $x$. Now we obtain $c_{e,k',l}^{1/2}$ from $c_{e,k',l-1}^{1/2}$ by updating its $(k'L + l - m)$-th terms with the unique solution $d(k'L + l - m), 0 \leq m \leq N - 1$, of the linear system,
\[
\sum_{m=0}^{N-1} d(k'L + l - m)\phi(\gamma_n + m) = \tilde{z}_e(k'L + l + \gamma_n), \quad (IV.15)
\]
where $1 \leq n \leq N$. One may verify that the support of $c_{e,k',l}^{1/2}$ is contained in $[k'L - N + 1, k'L + l]$ for any $k' \in \mathbb{Z}$ and $0 \leq l \leq (L - 1)/2$.

Finally define
\[
c_{e,k'}^{1/2} = c_{e,k' \cdot (L-1)/2}^{1/2}, \ k' \in \mathbb{Z}. \quad (IV.16)
\]

(iii) Set $\gamma_n^* = \gamma_n + N - 1, 1 \leq n \leq N$. Define $c_{0,k'}^{1/2}$ and $c_{e,k'}^{1/2}, 1 \leq l' \leq (L - 1)/2$, recursively:
- If $|h_1^{*}(\alpha_{e,l}^{*})| \leq M_0$, then we update $c_{e,k',l'}^{1/2}$ from $c_{e,k',l'-1}^{1/2}$ by replacing its $(k'L + 1 - N - l'$)-th term with
\[
c_{e,k',l'}^{1/2}(k'L + 1 - N - l') = \sum_{n=1}^{N} |\phi(\gamma_n^* + k'L - l')|^2 \sum_{n=1}^{N} |\phi(\gamma_n^*)|^2,
\]

where $\alpha_{e,l}^{*}(n) = (\alpha_{e,l}^{*}(1), \ldots, \alpha_{e,l}^{*}(N))$ is given by
\[
\alpha_{e,l}^{*}(n) = \sum_{n'=0}^{N-2} c_{e,k',l'-1}^{1/2}(k'L - l' - n')\phi(\gamma_n^* + n').
\]
- If $|h_1^{*}(\alpha_{e,l}^{*})| > M_0$, set
\[
\tilde{h}_e(k')(k'L + 1 - N - l') = \frac{h_2^{*}(\alpha_{e,l}^{*}, \eta_{e,l}^{*})}{2h_1^{*}(\alpha_{e,l}^{*})}, \quad (IV.18)
\]
where $\eta_{e,l}^{*} = (\eta_{e,l}^{*}(1), \ldots, \eta_{e,l}^{*}(N))$ is defined by
\[
\eta_{e,l}^{*}(n) = \bar{z}(\gamma_n^* + k'L - l') - |\alpha_{e,l}^{*}(n)|^2, \ 1 \leq n \leq N.
\]
For $1 \leq n \leq N$, define
\[
\delta_l(n) = \text{sgn}(\sum_{m=0}^{N-1} c_{e,k',l'-1}^{1/2}(k'L - l' - m)\phi(\gamma_n^* + m)
+ d_{e,k'}(k'L + 1 - N - l')\phi(\gamma_n^*)) \quad (IV.19)
\]
and
\[
\tilde{z}_e(k'L - l' + \gamma_n^*) = \delta_l(n)\sqrt{z}(k'L - l' + \gamma_n^*). \quad (IV.20)
\]

Now we get $c_{0,k',l'}^{1/2}$ from $c_{e,k',l'-1}^{1/2}$ by updating its $(k'L - l' - m)$-th terms with the solution $d(k'L - l' - m), 0 \leq m \leq N - 1$, of the linear system:
\[
\sum_{m=0}^{N-1} d(k'L - l' - m)\phi(\gamma_n^* + m) = \tilde{z}_e(k'L - l' + \gamma_n^*), \quad (IV.21)
\]
where $1 \leq n \leq N$. From the above construction, $c_{e,k',l'}^{1/2}$ is supported in $[k'L - N + 1 - l', k'L + (L - 1)/2]$ for any $k' \in \mathbb{Z}$ and $0 \leq l' \leq (L - 1)/2$.

Finally define the following approximation
\[
c_{e,k'}^{1/2} = c_{e,k', (L-1)/2}^{1/2}, \ k' \in \mathbb{Z}, \quad (IV.22)
\]

(iv) Adjust phases of $c_{e,k'}, k' \in \mathbb{Z}$, by
\[
c_{e,k'}^{2} = \delta_{l'}c_{e,k'}, \quad (IV.23)
\]
where $\delta_{l'} \in \{-1, 1\}$ are so chosen that
\[
\langle c_{e,k'}, c_{e,k'+1}^{2} \rangle \geq 0 \quad \text{for all} \quad k' \in \mathbb{Z}. \quad (IV.24)
\]
(v) Define $c_{e} = (c_{e}(k))_{k \in \mathbb{Z}}$ by
\[
c_{e}(k) = c_{e,k'}^{2} \quad (IV.25)
\]
where $k' = [(2k + L - 1)/(2L)], k \in \mathbb{Z}$.

The above algorithm contains four steps: 1) solving the Minimization problem (IV.9) to obtain local approximations $c_{e,k'}^{0}, k' \in \mathbb{Z}$, of $c$ on $k'L + [-N + 1, 0]$, up to a phase $\delta_{k'} \in \{-1, 1\}$; 2) Extending $c_{e,k'}^{0}$ to new local approximations $c_{e,k'}^{1}, k' \in \mathbb{Z}$, of $\delta_{k'}c$ on $k'L + [1 - N - (L - 1)/2, (L - 1)/2]$; 3) adjusting Phases of $c_{e,k'}^{1}$ to obtain local approximations $c_{e,k'}^{3}$ to either $c$ or $-c$ on $k'L + [1 - N - (L - 1)/2, (L - 1)/2]$; and 4) Sewing $c_{e,k'}^{2}, k' \in \mathbb{Z}$, together to get the approximation $c_{e}$ to either $c$ or $-c$. We call the algorithm (IV.8)–(IV.25) as the MEPS algorithm.

In the noiseless sampling environment (i.e., $\epsilon = 0$), we can set the threshold $M_0 = 0$. Then there exist signs $\delta_{k'} \in \{-1, 1\}, k' \in \mathbb{Z}$, and $\delta \in \{-1, 1\}$ such that
\[
c_{0,k'}^{0}(k) = \delta_{k'}c_{e}(k), \quad k \in k'L + [-N + 1, 0]; \quad (IV.26)
\]
and
\[
c_{0,k'}^{1}(k) = \delta_{k'}c_{e}(k), \quad k \in k'L + [-N + 1 - L/2, L - 1/2]; \quad (IV.27)
\]
Therefore the MEPS algorithm provides a perfect reconstruction of a nonseparable signal, up to a sign, in the noiseless sampling environment.

For the nonseparable signal $f \in V(\phi)$ in (IV.7), set
\[
M_f = \sup_{\kappa \cdot (f) - N + 1 < k < \kappa \cdot (f) + 1} \sum_{l=0}^{N-2} |c(k + l)|^2. \quad (IV.27)
\]
In the next theorem, we show that the MEPS algorithm (IV.8)–(IV.25) provides, up to a sign, a stable approximation to the original nonseparable signal $f$ in a noisy sampling environment.

**Theorem IV.1.** Let $\phi$, $X$, $\Gamma$ and $\Gamma^\ast$ be as in Theorem [IV.4], $f(t) = \sum_{k=-\infty}^{\infty} c(k)\phi(t-k)$ in (IV.7) be a nonseparable real-valued signal with $S_f$ in (IV.9) being positive and $M_f$ in (IV.27) being finite, and let $f_\varepsilon(t) = \sum_{k\in\mathbb{Z}} c_\varepsilon(k)\phi(t-k)$ be the signal in (IV.6) reconstructed by the MEPS algorithm (IV.8)–(IV.25) with the threshold

$$M_0 = \frac{S_f}{4\|\Phi_N\|^{-1}^2}. \quad (IV.28)$$

If

$$|\varepsilon| \leq \frac{1}{27N^3\|\Phi_N\|^{-1}^2}(C_{\varepsilon,\phi})^{4N+L-5}, \quad (IV.29)$$

then there exists $\delta \in \{-1, 1\}$ such that

$$|c_\varepsilon(k) - \delta c(k)| \leq N\|\Phi_N\|^{-1}(C_{\varepsilon,\phi})^{1-(L-1)/2}\sqrt{8|\varepsilon|} \quad (IV.30)$$

for all $k \in \mathbb{Z}$, where

$$C_{\varepsilon,\phi} = \min_{1 \leq n \leq N} \max_{|\delta\phi| + |\phi^\ast(n + N - 1)|}. \quad (IV.31)$$

The requirement (IV.29) on the noise level $|\varepsilon|$ has exponential decay about $L \geq 1$. Our numerical simulations in the next section indicate that for large $L$, the MEPS algorithm may fail to save phase of a nonseparable signal (and hence reconstruct the signal approximately) in a noisy sampling environment.

**V. Numerical Simulations**

In this section, we demonstrate the performance of the MEPS algorithm (IV.8)–(IV.25) to reconstruct a nonseparable cubic spline signal

$$f(t) = \sum_{k\in\mathbb{Z}} c(k)B_4(t-k) \quad (V.1)$$

with finite duration, where $B_4$ is the cubic B-spline in (I.2). Our noisy phaseless samples are taken on $Y_L$,

$$z_\varepsilon(y) = |f(y)|^2 + \varepsilon(y) + \|f\|^2_\infty \geq 0, \quad y \in Y_L, \quad (V.2)$$

where $L$ is an odd integer, $\varepsilon(y) \in [-\varepsilon, \varepsilon], y \in Y_L$, are randomly selected with noise level $\varepsilon > 0$, and

$$Y_L = \left(\left\{\frac{m}{8^L - 1} \leq m \leq 7 + \frac{LZ}{4}\right\} \bigcup \left\{\left\{\frac{1}{8}, \frac{3}{8}, \frac{5}{8}, \frac{7}{8}\right\} + \mathbb{Z}\right\}\right) \quad (V.2)$$

has sampling rate $4 + 3/L$. In our simulations,

$$c(k) \in [-1, 1] \setminus [-0.1, 0.1], \quad K-(f) \leq k \leq K+(f), \quad (V.3)$$

are randomly selected. Denote the signal reconstructed by the MEPS algorithm from the noisy phaseless samples (V.2) by

$$f_{\varepsilon,L}(t) = \sum_{k\in\mathbb{Z}} c_{\varepsilon,L}(k)B_4(t-k). \quad (V.4)$$

Shown in Figure [I] are a nonseparable cubic spline signal $f$ and the reconstruction error $f_{\varepsilon,L} - f$, which demonstrates the stability of the MEPS algorithm for phase retrieval of nonseparable cubic spline signals.

Define a maximal reconstruction error of the MEPS algorithm by

$$e(\varepsilon, L) := \min_{\delta \in \{-1, 1\}} \max_{k \in \mathbb{Z}} |c_{\varepsilon,L}(k) - \delta c(k)|. \quad (V.5)$$

As the cubic B-spline $B_4$ is a nonnegative function satisfying

$$\sum_{k \in \mathbb{Z}} B_4(t-k) = 1 \text{ for all } t \in \mathbb{R},$$

we have

$$\min_{\delta \in \{-1, 1\}} \max_{t \in \mathbb{R}} |f_{\varepsilon,L}(t) - \delta f(t)| \leq e(\varepsilon, L).$$

For large odd integers $L$, the MEPS algorithm may not yield an approximation to the original signal in a noisy environment, as in Theorem [IV.1] the stability requirement (IV.29) on the noise level $\varepsilon$ has exponential decay about $L \geq 1$. Our numerical simulations show that for large odd $L$, the MEPS algorithm may fail to save phases of nonseparable cubic spline signals, but its success rate to save phases (and then to reconstruct signals approximately) is still high for large $L$. Presented in Table [I] is the success rate after 500 trials for different noisy levels $\varepsilon$ and extension lengths $L$.

**TABLE I**

| $\varepsilon$ | $L$ | 7 | 11 | 15 | 23 | 31 | 47 |
|---------------|----|---|----|----|----|----|----|
| $10^{-6}$     |    | 0.3140 | 0.2400 | 0.1180 | 0.0500 | 0.0180 | 0.0040 |
| $10^{-5}$     |    | 0.8440 | 0.7780 | 0.7360 | 0.5980 | 0.5200 | 0.4220 |
| $10^{-4}$     |    | 0.9840 | 0.9760 | 0.9660 | 0.9480 | 0.9340 | 0.9020 |
| $10^{-3}$     |    | 0.9980 | 0.9960 | 0.9980 | 0.9860 | 0.9860 | 0.9980 |
| $10^{-2}$     |    | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |

In the simulation, a successful recovery implies that $c_{\varepsilon,L}(k)$ and $c(k), K-(f) \leq k \leq K+(f)$, have same signs, $c_{\varepsilon,L}(k)c(k) > 0$ for all $K-(f) \leq k \leq K+(f)$.

![Figure 1. Plotted on the left is a nonseparable cubic spline signal $f$ with $K-(f) = 5, K+(f) = 32$ and $c(k), k \in \mathbb{Z}$, in (V.3). On the right is the difference between the above signal $f$ and the signal $f_{\varepsilon,L}$ reconstructed by the MEPS algorithm from the noisy samples (V.2) with $\varepsilon = 10^{-7}$ and $L = 7$. It is observed that the MEPS algorithm has higher accuracy to recover a signal inside its support.](image-url)
The threshold selected in (V.6) for the maximal reconstruction error \( e(\varepsilon, L) \) is less than
\[
\text{min} \left( \frac{1}{N-1} \sum_{l=0}^{N-2} |c(k + l)|^2 \right)^{1/2},
\]
which is similar to the quantity \( S_f \) in (I.9) to measure the distance of a nonseparable signal \( f \) to the set of all separable signals in a shift-invariant space, cf. Theorem II.6.

By (V.11), (V.17) and Theorem IV.1, the maximal reconstruction error \( e(\varepsilon, L) \) in (V.5) and the reconstruction errors \( |e_{\varepsilon,L}(k) - c(k)|, k \notin [K_-(f), K_+(f)] \), outside the support region are about the order \( \sqrt{\varepsilon} \). Numerical simulations indicate that the reconstruction errors \( |e_{\varepsilon,L}(k) - c(k)|, K_-(f) + N \leq k \leq K_+(f) - N \), are about the order \( \varepsilon \), which is much smaller than the maximal reconstruction error \( e(\varepsilon, L) \), see Figure 2.

An alternative to measure the phase retrieval error is the following maximal squared reconstructed error,
\[
e_2(\varepsilon, L) := \max_{k \in \mathbb{Z}} |e_{\varepsilon,L}(k)|^2 - |c(k)|^2.
\]
For small \( \varepsilon > 0 \), it follows from Theorem IV.1 that
\[
e_2(\varepsilon, L) \leq 3e(\varepsilon, L) \left( \max_{k \in \mathbb{Z}} |c(k)| \right) \leq C \left( \max_{k \in \mathbb{Z}} |c(k)| \right) \sqrt{\varepsilon},
\]
where \( C \) is a positive constant. The above upper bound estimate for the measurement \( e_2(\varepsilon, L) \) should not be optimal, as our numerical simulations indicate that the above alternative measurement \( e_2(\varepsilon, L) \) is about the order \( \varepsilon \), see Figure 2.

The success rate of the MEPS algorithm could have significant improvement if the phaseless samples \( |f(y)|, y \in Y_L \cap [K_-(f), K_+(f)] \), of the original signal \( f \) in (V.1) are a distance away from the origin. Such a condition holds if the cubic spline signal \( f \) has only "one" phase, i.e., \( c(k) > 0 \) for all \( K_-(f) \leq k \leq K_+(f) \). Presentated in Table II is the success rate of the MEPS algorithm to recover the positive phase of nonseparable cubic spline signals \( f \) in (V.1) with
\[
c(k) \in [0.1, 1] \text{ for all } K_-(f) \leq k \leq K_+(f).
\]

| \( L \) | \( \delta \) | 7 | 11 | 15 | 23 | 31 | 47 |
|---|---|---|---|---|---|---|---|
| \( 10^{-4} \) | 0.6640 | 0.6300 | 0.5740 | 0.5420 | 0.5000 | 0.4040 |
| \( 5 \times 10^{-3} \) | 0.8840 | 0.9080 | 0.8600 | 0.8600 | 0.8540 | 0.8520 |
| \( \leq 10^{-1} \) | 1 | 1 | 1 | 1 | 1 | 1 |

after 500 trials, where the noise level \( \varepsilon \), the extension length \( L \) and the success threshold are the same as in Table I. Under the "one" phase assumption on the original signal, the extension parts (ii) and (iii) in the MEPS algorithm does not propagate noises at each extension step, because for all \( 1 \leq l \leq (L - 1)/2 \), signs of \( \tilde{z}_l(k)L + l + \gamma_n \) in (V.15) are the same as \( f(k)L + l + \gamma_n \), \( 1 \leq l \leq (L - 1)/2 \), and similarly for \( l' \leq (L - 1)/2 \), signs of \( \tilde{z}_{l'}(k)L - l' + \gamma_n' \) in (V.20) are the same as \( f(k)L - l + \gamma_n' \), \( 1 \leq n \leq N \).

VI. CONCLUSIONS

Let \( \mathcal{S}(\phi) \) be the set of all real-valued signals in a shift-invariant space \( V(\phi) \) that can, up to a sign, be reconstructed from its magnitude on the whole line. For a compactly supported continuous generator \( \phi \), \( \mathcal{S}(\phi) \) is neither the whole linear space \( V(\phi) \) nor its convex subset. This is a different phenomenon from the bandlimited case, for which it is observed that all bandlimited signals can, up to a sign, be reconstructed from its magnitude on the whole line (19, 24).

Phase retrieval of signals in a shift-invariant space is a sampling and reconstruction problem. The set \( \mathcal{S}(\phi) \) contains all nonseparable signals, which could be determined from its phaseless sampling on some sets with sampling rate larger than the support length of the generator \( \phi \).

Many algorithms have been introduced to solve a phase retrieval problem in the finite-dimensional setting. The MEPS algorithm is proposed to solve the infinite-dimensional phase retrieval problem for nonseparable signals in a shift-invariant space. The MEPS algorithm can be implemented in a distributed manner (46, 47), and it is stable against bounded sampling noises.

APPENDIX A

PROOF OF THEOREM II.2

(\( \implies \)) Suppose, on the contrary, that there exist nonzero signals \( f_1, f_2 \in V \) such that \( f = f_1 + f_2 \) and \( f_1 f_2 = 0 \). Set \( g = f_1 - f_2 \in V \). Then \( g \neq f \) and \( |g| = |f| = \sqrt{|f_1|^2 + |f_2|^2} \). This is a contradiction.

(\( \Leftarrow \)) Let \( g \) be a signal in \( V \) with \( |g| = |f| \). Set \( g_1 := (f + g)/2 \in V \) and \( g_2 := (f - g)/2 \in V \). Then \( f = g_1 + g_2 \) and \( g_1 g_2 = 0 \). This together with nonseparability of the signal \( f \) implies that either \( g_1 = 0 \) or \( g_2 = 0 \). Hence \( g \) is either \( -f \) or \( f \). This completes the proof.

APPENDIX B

PROOF OF THEOREM II.6

We divide the proof into three implications iii)\( \Rightarrow \)i), i)\( \Rightarrow \)ii) and ii)\( \Rightarrow \)ii).
ii)⇒iii): The implication follows immediately from Theorem II.6.

iii)⇒i): Set $K_{\pm} = K_{\pm}(f)$. For $K_- + 1 - N < k < K_- + 1$ or $K_+ + 1 - N < k < K_+ + 1$, the conclusion $\sum_{l=0}^{N-2} |c(k+l)|^2 \neq 0$ follows from the definitions of $K_-$ and $K_+$. Then it remains to establish the statement ii) for $K_- < k < K_+ + 2 - N$. Suppose, on the contrary, that

$$\sum_{l=0}^{N-2} |c(k_1 + l)|^2 = 0 \quad (B.1)$$

for some $K_- < k_1 < K_+ - N + 2$. Set

$$f_1(t) := \sum_{l=0}^{K_-} c(l)\phi(t-l) \quad \text{and} \quad f_2(t) := \sum_{l=K_1+1}^{K_+} c(l)\phi(t-l).$$

Then

$$f = f_1 + f_2 \quad \text{and} \quad f_1f_2 = 0 \quad (B.2)$$

by (B.1) and the observation that $f_1$ and $f_2$ are supported in $(-\infty, k_1 + N - 1]$ and $[k_1 + N - 1, \infty)$ respectively. Clearly, $f_1$ and $f_2$ are nonzeros in $V(\phi)$. This together with (B.2) implies that $f$ is separable, which contradicts the assumption i).

ii)⇒iii): To prove the implication, we need a lemma.

**Lemma B.1.** Let $\phi$ and $X$ be as in Theorem II.6. Then for any $l \in \mathbb{Z}$ and signal $g(t) = \sum_{l=-\infty}^{\infty} d(k)\phi(t-k) \in V(\phi)$, coefficients $d(k), l-N+1 \leq k \leq l$, are completely determined, up to a sign, by phaseless samples $|g(x_m + l)|, x_m \in X$, of the signal $g$.

The above lemma follows immediately from II.6 Theorem 2.8 and the observation that

$$g(x_m + l) = \sum_{k=-l-N+1}^{l} d(k)\phi(x_m + l - k), \quad x_m \in X.$$

Take a particular integer $K_- - 1 < k_0 < K_+ + 1$ with $c(k_0) \neq 0$. Without loss of generality, we assume that

$$c(k_0) > 0, \quad (B.3)$$

otherwise replacing $f$ by $-f$.

Using (B.3) and applying Lemma B.1 with $g$ and $l$ replaced by $f$ and $k_0$ respectively, we conclude that $c(k_0 - N + 1), \ldots, c(k_0)$ are completely determined by phaseless samples $|f(X + k_0)|$ of the signal $f$ on $X + k_0$. Now we prove that

$$c(k), \quad k \leq k_0, \quad \text{are determined by} \quad |f(X + k)|, \quad k \leq k_0 \quad (B.4)$$

by the assumption ii). Applying Lemma B.1 with $g$ and $k_0$ replaced by $f$ and $k_0 - p - 1$ respectively, we conclude that $c(k_0 - N - p), \ldots, c(k_0 - p - 1)$ are determined by $|f(X + k_0 - p - 1)|$ up to a global phase. This together with (B.5) and the inductive hypothesis implies that $c(k_0 - N - p), \ldots, c(k_0 - p - 1)$ is determined by $|f(X + k)|, k_0 - p - 1 \leq k \leq k_0$. Thus the inductive argument can proceed.

Using the similar argument, we can show that

$$c(k), \quad k \geq k_0, \quad \text{are determined by} \quad |f(X + k)|, k \geq k_0. \quad (B.6)$$

Combining (B.4) and (B.6) completes the proof.

**Appendix C**

**Proof of Theorem III.1**

By (III.1) it suffices to prove that

$$\#(I \cap [a, b]) \geq b - a - N + 1$$

for all integers $a$ and $b$ with $b - a \geq N$. Suppose, on the contrary, that

$$\#(I \cap [a_0, b_0]) < b_0 - a_0 - N + 1 \quad (C.1)$$

for some integers $a_0$ and $b_0$. Let

$$\mathcal{N} = \{f(t) := \sum_{k=a_0}^{b_0-N} c(k)\phi(t-k), \quad f(y) = 0 \text{ for all } y \in I\}.$$ 

Then $\mathcal{N}$ contains some nonzero signals in $V(\phi)$, because any signal of the form $\sum_{k=a_0}^{b_0-N} c(k)\phi(t-k)$ is supported in $[a_0, b_0]$, and the homogenous linear system

$$\sum_{k=a_0}^{b_0-N} c(k)\phi(y-k) = 0, \quad y \in I \cap [a_0, b_0]$$

of size $(\#(I \cap [a_0, b_0])) \times (b_0 - a_0 - N + 1)$ has a nontrivial solution by (C.1).

Take a nonzero signal $f \in \mathcal{N}$ with minimal support length. By the assumption on the set $I$, it must be separable as it is a nonzero signal having zero magnitude measurements on $I$. Therefore by Theorem II.6 there exist nonzero signals $f_1$ and $f_2 \in V(\phi)$ and an integer $k_0 \in (a_0, b_0)$ such that $f_1$ vanishes outside $[k_0, b_0]$, $f_2$ vanishes outside $[a_0, k_0]$ and $f = f_1 + f_2$. This implies that both $f_1$ and $f_2$ are nonzero signals in $\mathcal{N}$, which contradicts to the assumption that $f \in \mathcal{N}$ has minimal support length.

**Appendix D**

**Proof of Theorem III.4**

To prove Theorem III.4 we need a technical lemma.

**Lemma D.1.** Let $\gamma_n$ and $\gamma_n^*$, $1 \leq n \leq N$, and $\phi$ be as in Theorem III.4. Then

$$\begin{pmatrix}
\phi(\gamma_1) \\
\sum_{l=0}^{N-2} a(l)\phi(\gamma_1 + l + 1) \\
\vdots \\
\sum_{l=0}^{N-2} a(l)\phi(\gamma_N + l + 1)
\end{pmatrix}$$

(D.1)
and
\[
\left( \sum_{l=0}^{N-2} a(l) \phi(\gamma_n + l + 1) \right)_{N-2} \phi(\gamma_n + N - 1) \right) \tag{D.2}
\]
have rank 2 for any nonzero vector \((a(0), \ldots, a(N-2))\).

Proof: We prove \((D.1)\) by indirect proof. Suppose, on the contrary, that
\[
\sum_{l=0}^{N-2} a(l) \phi(\gamma_n + l + 1) = \alpha, \quad 1 \leq n \leq N
\]
for some \(\alpha \in \mathbb{R}\). This together with nonsingularity of the matrix \((\phi(\gamma_n + m))_{1 \leq n \leq N, 0 \leq m \leq N-1}\) implies that \((-\alpha, a(0), \ldots, a(N-2))\) is a zero vector, which is a contradiction.

The full rank property \((D.2)\) can be proved similarly. □

Proof of Theorem \((III.2)\) Due to the shift-invariance, without loss of generality, we assume that \(k_0 = 0\). Set \(K_\pm = K_\pm(f)\). We divide the proof into three cases: \(K_- \leq 0 \leq K_+ + N - 1\), \(K_- \geq 1\) and \(K_+ \leq -N\).

Case 1: \(K_- \leq 0 \leq K_+ + N - 1\).

In this case, it follows from Theorem \((II.6)\) and nonseparability of the signal \(f\) that there exists \(N + 2 \leq u_0 \leq 0\) such that \(c(l_0) \neq 0\) and \(c(l) = 0\) for all \(l_0 < l \leq 0\). Without loss of generality, we assume that
\[
c(l_0) > 0 \quad \text{and} \quad c(l) = 0 \quad \text{for all} \quad l_0 < l \leq 0, \tag{D.3}
\]
otherwise replacing \(f\) by \(-f\). By \((D.3)\) and Lemma \((B.1)\)
\[
c(-N + 1), \ldots, c(-1), c(0) \tag{D.4}
\]
are determined from phaseless samples \(|f(X)|\). Next we prove by induction that \(c(k), k \geq -N + 1\), are determined by phaseless samples \(|f(X)|\) and \(|f(\Gamma + q)|, q \geq 1\). Inductively, we assume that \(c(k), -N + 1 \leq k < p\), can be recovered from \(|f(X)|\) and \(|f(\Gamma + q)|, 1 \leq q < p\). The induction proof is finished if \(p > K_+\). Now it remains to consider \(p \leq K_+\).

Observe that
\[
f(\gamma_n + p) = c(p)\phi(\gamma_n) + \sum_{l=0}^{N-2} c(p - l - 1)\phi(\gamma_n + l + 1)
\]
\[= c(p)\phi(\gamma_n) + \alpha(n) \quad \text{for all} \quad \gamma_n \in \Gamma. \tag{D.5}
\]

Taking squares at both sides of the above equations yields
\[
|\phi(\gamma_n)|^2|c(p)|^2 + 2\phi(\gamma_n)\alpha(n)c(p) + |\alpha(n)|^2 = |f(\gamma_n + p)|^2,
\]
where \(1 \leq n \leq N\). Moving \(|\alpha(n)|^2\) to the right hand side and then dividing \(\phi(\gamma_n)\) at both sides, we obtain
\[
\phi(\gamma_n)(c(p))^2 + 2\alpha(n)c(p) = \frac{|f(\gamma_n + p)|^2 - |\alpha(n)|^2}{\phi(\gamma_n)} \tag{D.6}
\]
where \(1 \leq n \leq N\). As \(K_- < p \leq K_+\), we obtain from Theorem \((II.6)\) that \((c(p - N + 1), \ldots, c(p - 1))\) is a nonzero vector. Therefore by Lemma \((D.1)\) the \(2 \times N\) matrix
\[
\begin{pmatrix}
\phi(\gamma_1) & \cdots & \phi(\gamma_N)
\end{pmatrix}
\begin{pmatrix}
\alpha(1) & \cdots & \alpha(N)
\end{pmatrix}
\]
has rank 2. So there is a unique solution
\[
c(p) = \frac{h_2(\alpha, \eta)}{2h_1(\alpha)} \tag{D.7}
\]

has rank 2. So there is a unique solution
\[
c(p) = \frac{h_2(\alpha, \eta)}{2h_1(\alpha)} \tag{D.7}
\]
to the linear system \((D.6)\), where \(h_1, h_2\) are functions given in \((IV.2)\) and \((IV.4)\) respectively, \(\alpha = (\alpha(1), \ldots, \alpha(N))\), and
\[
\eta = (|f(\gamma_1 + p)|^2 - |\alpha(1)|^2, \ldots, |f(\gamma_N + p)|^2 - |\alpha(N)|^2).
\]

This completes the inductive proof. Hence \(c(k), k \geq -N + 1\), are determined from \(|f(X)|\) and \(|f(\Gamma + q)|, q \geq 1\).

Finally we use similar arguments to determine \(c(k), k \leq -N + 1\), from \(|f(X)|\) and \(|f(\Gamma + q)|, q \leq -1\). Inductively, we assume that \(c(k), \tilde{p} < k \leq 0\), has been recovered from \(|f(X)|\) and \(|f(\Gamma + q)|, \tilde{p} + N - 1 < q \leq -1\). The induction proof is done if \(\tilde{p} < K_-\). Then it remains to discuss \(\tilde{p} \geq K_-\).

Observe that
\[
f(\gamma_n^* + \tilde{p}) = c(\tilde{p})\phi(\gamma_n^*) + \sum_{l=0}^{N-2} c(\tilde{p} - N + 1 - l)\phi(\gamma_n + l + 1)
\]
\[= c(\tilde{p})\phi(\gamma_n^*) + \alpha^*(n). \tag{D.8}
\]

where \(\gamma_n^* = \gamma_n + N - 1, 1 \leq n \leq N\). By Lemma \((D.1)\) the \(2 \times N\) matrix
\[
\begin{pmatrix}
\phi(\gamma_1^*) & \cdots & \phi(\gamma_N^*)
\end{pmatrix}
\begin{pmatrix}
\alpha^*(1) & \cdots & \alpha^*(N)
\end{pmatrix}
\]
has rank 2. Therefore
\[
e \tilde{p} = \frac{h_2^*(\alpha^*, \eta^*)}{2h_1^*(\alpha^*)}, \tag{D.9}
\]

where \(h_1^*\) and \(h_2^*\) are given in \((IV.3)\) and \((IV.5)\) respectively, \(\alpha^* = (\alpha^*(1), \ldots, \alpha^*(N))\), and
\[
\eta^* = (|f(\gamma_1^* + \tilde{p})|^2 - |\alpha^*(1)|^2, \ldots, |f(\gamma_N^* + \tilde{p})|^2 - |\alpha^*(N)|^2).
\]

This completes the inductive proof. Therefore \(c(k), k \leq 0\), are determined from \(|f(X)|\) and \(|f(\Gamma^* + q)|, q \leq -1\).

Case 2: \(K_- \geq 1\).

In this case, the signal \(f\) is supported in \([1, \infty)\). Without loss of generality, we assume that \(c(K_-) \neq 0\), otherwise considering \(-f\) instead of \(f\). From the definition of \(K_-\) and the supporting property of \(\phi\), we have
\[
f(\gamma_n + K_-) = c(K_-)\phi(\gamma_n), \quad \gamma_n \in \Gamma.
\]

Thus
\[
c(K_-) = \frac{\sum_{n=1}^{N} |\phi(\gamma_n)||f(\gamma_n + K_-)|}{\sum_{n=1}^{N} |\phi(\gamma_n)|^2}.
\]

Then following the same procedure as in Case 1, we obtain that \(c(k), k \geq K_-\), are determined from \(|f(\Gamma + q)|, q \geq K_-\).

Case 3: \(K_+ \leq -N\).

In this case, the signal \(f\) is supported in \((-\infty, 0]\), and \(c(K_+)\) can be obtained, up to a sign, from phaseless samples \(|f(\Gamma^* + K_+ + N - 1)\). Following the same procedure as in Case 1, we can determine \(c(k), k \leq K_+ \leq -N\), from \(|f(\Gamma^* + q)|, q \leq K_+ + N - 1\). □
APPENDIX E
PROOF OF THEOREM [IV.1]

The proof of Theorem [IV.1] is quite technical. It includes three propositions on the approximation property of vectors in the first three steps of the MEPS algorithm [IV.8]–[IV.23], and one proposition on the phase adjustment.

To prove Theorem [IV.1] we first show that for any \( k' \in \mathbb{Z} \), the vector \( c_{\epsilon,k'}^0 \) in the first step of the MEPS algorithm approximates, up to a sign, the original vector \( c \) on \([k' L + 1 - N, k' L] \).

**Proposition E.1.** Let \( c, \epsilon \) be as in Theorem [IV.1] and \( c_{\epsilon,k'}^0 \), \( k' \in \mathbb{Z} \), be as in (IV.8). Then for any \( k' \in \mathbb{Z} \), there exists \( \delta_{k'} \in \{-1,1\} \) such that

\[
\sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} |c_{\epsilon,k'}^0(k) - \delta_{k'} c(k)|^2 \leq 8N\|\Phi_N\|_2^2 \|\epsilon\|. \tag{E.1}
\]

**Proof:** Set \( x_{m,k'} = x_m + k' \bar{L}, 1 \leq m \leq 2N-1 \). Then

\[
\sum_{m=1}^{2N-1} \left( |\sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c_{\epsilon,k'}^0(k)\phi(x_{m,k'} - k) - \sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c(k)\phi(x_{m,k'} - k)|^2 \right.
\]

\[
\leq 2 \sum_{m=1}^{2N-1} \left( \sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c_{\epsilon,k'}^0(k)\phi(x_{m,k'} - k) \right)^2
\]

\[
- \sum_{m=1}^{2N-1} \left( \sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c(k)\phi(x_{m,k'} - k) \right)^2
\]

\[
\leq 2 \sum_{m=1}^{2N-1} \left( \sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c_{\epsilon,k'}^0(k)\phi(x_{m,k'} - k) \right)^2
\]

\[
- \sum_{m=1}^{2N-1} \left( \sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c(k)\phi(x_{m,k'} - k) \right)^2
\]

\[
\leq 2 \sum_{m=1}^{2N-1} \left| \sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c_{\epsilon,k'}^0(k)\phi(x_{m,k'}) - \sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c(k)\phi(x_{m,k'}) \right|^2
\]

\[
\leq 4 \sum_{m=1}^{2N-1} \|\epsilon(x_{m,k'}) - \sqrt{\epsilon}(x_{m,k'})\|^2
\]

\[
\leq 4 \sum_{m=1}^{2N-1} |\epsilon(x_{m,k'})| \leq 8N\|\epsilon\|,
\]

where the second inequality holds by (IV.9), and the third estimate follows from the triangle inequality

\[
\sqrt{x^2 + y^2} - |x| \leq \sqrt{|y|}
\]

for all \( x \geq 0 \) and \( y \geq -x^2 \). Therefore there exist \( 1 \leq m_1, \ldots, m_N \leq 2N - 1 \) and \( \delta_{k'} \in \{-1,1\} \) such that

\[
\sum_{i=1}^{N} \left( \sum_{k=k' \bar{L}-N+1}^{k' \bar{L}} c_{\epsilon,k'}^0(k) - \delta_{k'} c(k) \right)^2 \leq 8N\|\epsilon\|.
\]

This proves (E.1).

To prove Theorem [IV.1] we next verify that for any \( k' \in \mathbb{Z} \), the vector \( c_{\epsilon,k'}^{1/2} \) in the second step of the MEPS algorithm is, up to a sign, not far away from \( c \) on \([k' \bar{L} + 1 - N, k' \bar{L} + (L - 1)/2] \).

**Proposition E.2.** Let \( c, \epsilon \) be as in Theorem [IV.1] and let vectors \( c_{\epsilon,k'}^{1/2}, k' \in \mathbb{Z} \), be as in (IV.16). Then for any \( k' \in \mathbb{Z} \),

there exists \( \delta_{k'} \in \{-1,1\} \) such that

\[
|c_{\epsilon,k'}^{1/2}(k) - \delta_{k'} c(k)| \leq \|\Phi_N\|_2^{-1} \|C_f,\phi\|^{k' \bar{L} + N - 1} / \sqrt{8N\|\epsilon\|} \tag{E.3}
\]

for all \( k' \bar{L} + 1 - N \leq k \leq k' \bar{L} + (L - 1)/2 \).

To prove Proposition E.2 we need a technical lemma.

**Lemma E.3.** Let \( h_2 \) and \( h_2^* \) be as in (IV.4) and (IV.5). Then

\[
|h_2(e_1, e_2)| \leq \frac{\|e_1\| |e_2\|}{\min_{1 \leq n \leq N} |\phi(\gamma_n)|} \tag{E.4}
\]

and

\[
|h_2^*(e_1, e_2)| \leq \frac{\|e_1\| |e_2\|}{\min_{1 \leq n \leq N} |\phi(\gamma_n^* + N - 1)|} \tag{E.5}
\]

for all \( e_1, e_2 \in \mathbb{R}^N \).

**Proof:** The upper bound estimate (E.4) holds, since

\[
|h_2(e_1, e_2)| = \sum_{n=1}^{N} \left| \frac{\epsilon_2(n)}{\phi(\gamma_n)} - \alpha \phi(\gamma_n) \right| e_1(n)
\]

\[
\leq \left( \sum_{n=1}^{N} \left| \frac{\epsilon_2(n)}{\phi(\gamma_n)} - \alpha \phi(\gamma_n) \right|^2 \right)^{1/2} \|e_1\|
\]

\[
= \left( \sum_{n=1}^{N} \left| \frac{\epsilon_2(n)}{\phi(\gamma_n)} \right|^2 - \alpha^2 \sum_{n=1}^{N} |\phi(\gamma_n)|^2 \right)^{1/2} \|e_1\|
\]

\[
\leq \left( \sum_{n=1}^{N} \left| \frac{\epsilon_2(n)}{\phi(\gamma_n)} \right|^2 \right)^{1/2} \|e_1\|,
\]

where \( \alpha = \sum_{n=1}^{N} \frac{\epsilon_2(n)}{\sum_{n=1}^{N} |\phi(\gamma_n)|^2} \).

Applying similar argument, we can prove (E.5).

Now we return to the proof of Proposition E.2.

**Proof of Proposition E.2.** Take \( k' \in \mathbb{Z} \), and let \( c_{\epsilon,k'}^{1/2}, l, 0 \leq l \leq (L - 1)/2 \), be as in (IV.11)–(IV.15). Observe that

\[
c_{\epsilon,k'}^{1/2}(k) = c_{\epsilon,k'}^{1/2}(l)(k)
\]

for all \( k \in [k' \bar{L} + 1 - N, k' \bar{L} + (L - 1)/2] \) and \( l \geq \min(k - k' \bar{L} + N - 1, (L - 1)/2) \). Then it suffices to find \( \delta_{k'} \in \{-1,1\} \) such that

\[
\sum_{k=k' \bar{L} + l-N}^{k' \bar{L} + l-N+1} |c_{\epsilon,k'}^{1/2}(k) - \delta_{k'} c(k)|^2 \leq 8N\|\Phi_N\|_2^{-1} \|C_f,\phi\|^{k' \bar{L} + N - 1} / \sqrt{8N\|\epsilon\|} \tag{E.6}
\]

for all \( 0 \leq l \leq (L - 1)/2 \).

We establish the above conclusion (E.6) by induction. The conclusion (E.6) for \( l = 0 \) follows from (E.1) in Proposition E.1 Inductively we assume that

\[
\sum_{k=k' \bar{L} + l_0-N}^{k' \bar{L} + l_0-N+1} |c_{\epsilon,k'}^{1/2}(k) - \delta_{k'} c(k)|^2 \leq 8N\|\Phi_N\|_2^{-1} \|C_f,\phi\|^{k' \bar{L} + N - 1} / \sqrt{8N\|\epsilon\|} \tag{E.7}
\]

for all \( 0 \leq l \leq (L - 1)/2 \).
for some $0 \leq l_0 \leq (L - 1)/2$. Set $e_{\epsilon,1} = (\alpha_{\epsilon}(1), \ldots, \alpha_{\epsilon}(N))$ and $e_{0,1} = (\alpha(1), \ldots, \alpha(N))$, where
\[
\alpha_{\epsilon}(n) = \sum_{l=0}^{N-2} c_{\epsilon,k',l_0}^{1/2}(k' L + l_0 - l') \phi(\gamma_n + l' + 1)
\]
and
\[
\alpha(n) = \sum_{l=0}^{N-2} c(k' L + l_0 - l') \phi(\gamma_n + l' + 1), 1 \leq n \leq N.
\]
Now we divide into two cases to prove (E.6) for $l = l_0 + 1 \leq (L - 1)/2$.

Case 1: $\sum_{k=k' L+1}^{k'+l+1} |c(k)|^2 = 0$.

Set
\[
\alpha_{\epsilon}(0) = \sum_{n=1}^{N} \phi(\gamma_n) e_{\epsilon,0}(n) e_{\epsilon,0}(0),
\]
and $\alpha(0) = \sum_{n=1}^{N} \phi(\gamma_n) \alpha(0)$. Therefore for the function $h_1$ in (IV.2), we have
\[
h_1(e_{\epsilon,1}) = N \sum_{n=1}^{N} \sum_{n=1}^{N} \left( \alpha_{\epsilon}(n) - \phi(\gamma_n) \alpha_{\epsilon}(0) \right)^2
\leq \sum_{n=1}^{N} \left( \alpha(n) \right)^2 \sum_{k=k' L+1}^{k'+l+1} |c_{\epsilon,k',l_0}^{1/2}(k)|^2
\leq 8N \Phi(N)^{-2} (C_{f,0})^2 \|e\| \leq \frac{2^{1/2} \|e\|}{\sqrt{N}} \leq M_0,
\]
(E.8)
where the third inequality follows from the inductive hypothesis (E.7) and the last two estimates hold by (IV.28) and (IV.29). Hence
\[
c_{\epsilon,k',l_0+1}^{1/2}(l_0' + 1) = \sum_{n=1}^{N} \phi(\gamma_n) \sqrt{\epsilon \gamma_n + l_0' + 1) \sum_{n=1}^{N} \phi(\gamma_n) \leq 4 \|\Phi(N)^{-1}\| \sqrt{\|e\|}
\]
by (IV.11), where $l_0' = k' L + l_0$.

Case 1a: $c(k' L + l_0 + 1) = 0$.

In this subcase,
\[
z_{\epsilon}(\gamma_n + k' L + l_0 + 1) = \epsilon(\gamma_n + k' L + l_0 + 1), 1 \leq n \leq N,
\]
and
\[
|c_{\epsilon,k',l_0+1}^{1/2}(k' L + l_0 + 1) - \delta_{k'} c(k' L + l_0 + 1)|
= \sum_{n=1}^{N} \sum_{n=1}^{N} \left( \phi(\gamma_n) \sqrt{\epsilon \gamma_n + k' L + l_0 + 1) \sum_{n=1}^{N} \phi(\gamma_n) \leq \left( \sum_{n=1}^{N} \phi(\gamma_n) \right)^{-1/2} \sqrt{\|e\|}
\leq \|\Phi(N)^{-1}\| \sqrt{\|e\|}
\]
(E.10)

Case 1b: $c(k' L + l_0 + 1) \neq 0$.

In this subcase, it follows from Theorem II.6 that $c(k) = 0$ for all $k \leq k' L + l_0$.

Therefore the inductive hypothesis (E.6) holds for all $0 \leq l \leq l_0$ with arbitrary $\delta_{k'} \in (-1, 1)$. So we may select
\[
\delta_{k'} = \frac{c(k' L + l_0 + 1)}{|c(k' L + l_0 + 1)}
\]
in this subcase. Hence
\[
|c_{\epsilon,k',l_0+1}^{1/2}(k' L + l_0 + 1) - \delta_{k'} c(k' L + l_0 + 1)|
\leq \sum_{n=1}^{N} \left( \phi(\gamma_n) \sqrt{\epsilon \gamma_n + k' L + l_0 + 1) \sum_{n=1}^{N} \phi(\gamma_n) \leq \left( \sum_{n=1}^{N} \phi(\gamma_n) \right)^{-1/2} \sqrt{\|e\|}
\leq \|\Phi(N)^{-1}\| \sqrt{\|e\|}
\]
(E.11)
where the first equality follows from (E.2), (E.9) and (E.11), together with the inductive hypothesis (E.7), imply (E.6) for $l = l_0 + 1$.

Case 2: $\sum_{k=k' L+1}^{k'+l+1} |c(k)|^2 \neq 0$.

In this case,
\[
\|e_{\epsilon,1} - \delta_{k'} e_{\epsilon,0} \| \leq \|\Phi(N)^{-1}\| (C_{f,0})^2 \sqrt{8N} \|e\| \leq 2 \|\Phi\| \left( \sum_{k=k' L+1}^{k'+l+1} |c(k)|^2 \right)^{1/2}
\leq \|\Phi\| \left( \sup_{k=k' L+1}^{k'+l+1} |c(k)| \right)^{1/2} \leq M_0
\]
by (IV.29) and the property that
\[
\|\Phi\| \left( \sup_{k=k' L+1}^{k'+l+1} |c(k)| \right)^{1/2} \leq 1.
\]
(E.14)
Therefore
\[
h_1(e_{\epsilon,1}) = \sum_{n=1}^{N} \left( \alpha_{\epsilon}(n) - \phi(\gamma_n) \alpha_{\epsilon}(0) \right)^2
\geq \|\Phi(N)^{-1}\| \left( \sum_{k=k' L+1}^{k'+l+1} |c(k)|^2 \right)^{1/2}
\leq \|\Phi(N)^{-1}\| \sqrt{\|e\|}
\]
by (IV.12), where $e_{\epsilon,2} = (\eta_1, \ldots, \eta_k(N))$ with $\eta_k(n) = z_{\epsilon}(\gamma_n + k' L + l_0 + 1) - |a_k(n)|^2, 1 \leq n \leq N$.

Set $e_{\eta,2} = (\eta_1, \ldots, \eta_2(N))$, where $\eta(n) = |f(\gamma_n + k' L + l_0 + 1)|^2 - |a(n)|^2, 1 \leq n \leq N$.

Then it follows from (D.7) that
\[
c(k' L + l_0 + 1) = \frac{h_2(e_{\epsilon,1}, e_{\epsilon,2})}{2 h_1(e_{\epsilon,1})}
\]
(E.17)
To estimate $|d_{\epsilon,k'}(k' L + l_0 + 1) - \delta_{k'} c(k' L + l_0 + 1)|$, we set $\beta_{\epsilon}(n) = \alpha_{\epsilon}(n) - \phi(\gamma_n) \alpha_{\epsilon}(0)$ and $\beta(n) = a(n) - \phi(\gamma_n) \alpha(0)$...
for $1 \leq n \leq N$. Then

$$\sum_{n=1}^{N} \left| \beta_n(n) - \delta_k \beta_0(n) \right|^2$$

$$\leq \sum_{n=1}^{N} \left| \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left( e_{k', L + l_0}^{1/2} + \delta_k c(k) \right)^2 \right|^2$$

$$\leq \Phi_e^2 \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| e_{k', L + l_0}^{1/2} + \delta_k c(k) \right|^2 \right).$$

Hence

$$|h_1(e_{1, 1}) - h_1(e_{1, 1})|$$

$$= \left| \sum_{n=1}^{N} \left( \beta_n(n) - \delta_k \beta_0(n) \right) (\beta_n(n) + \delta_k \beta_0(n)) \right|$$

$$\leq \Phi_e^2 \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| e_{k', L + l_0}^{1/2} + \delta_k c(k) \right|^2 \right)^{1/2}$$

$$\times \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| e_{k', L + l_0}^{1/2} + \delta_k c(k) \right|^2 \right)^{1/2}$$

$$\leq 3 \sqrt{8N} |c| \Phi_e \left( |\Phi_e|^{-1} \right) \left( |C_f \phi| \right)^{1/2}$$

$$\times \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| c(k) \right|^2 \right)^{1/2},$$

where the equality is true by the equality in (E.8), the first inequality holds by (E.18), and the last inequality follows from (IV.29) and the inductive hypothesis (E.7).

Observe that

$$\|e_{0, 2}\| \leq \sum_{n=1}^{N} \|\eta(n)\| \leq 2 \|\Phi_e\| \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| e_{k', L + l_0}^{1/2} + \delta_k c(k) \right|^2 \right)^{1/2}$$

and

$$\|e_{0, 2} - e_{0, 2}\| \leq \sum_{n=1}^{N} \|\eta(n) - \eta(n)\|$$

$$\leq N |c| + \|\Phi_e\|^2 \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| e_{k', L + l_0}^{1/2} + \delta_k c(k) \right|^2 \right)^{1/2}$$

$$\times \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| e_{k', L + l_0}^{1/2} + \delta_k c(k) \right|^2 \right)^{1/2}$$

$$\leq N |c| + 3 \|\Phi_e\|^2 \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| e_{k', L + l_0}^{1/2} + \delta_k c(k) \right|^2 \right)^{1/2}$$

$$\leq 4 \|\Phi_e\| \left( |\Phi_e|^{-1} \right) \left( \sqrt{8N} |c| \right) \left( |C_f \phi| \right)^{1/2}$$

$$\times \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| c(k) \right|^2 \right)^{1/2},$$

where the third inequality follows from the inductive hypothesis (E.7) and the last one holds by (IV.29). Therefore we get from (E.12), (E.13), (E.20), (E.21) and Lemma E.3 that

$$|h_2(e_{1, 1}, e_{1, 2}) - \delta_k \|h_2(e_{1, 1}, e_{1, 2})\|$$

$$\leq \left| \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left( e_{k', L + l_0}^{1/2} + \delta_k c(k) \right)^2 \right|^2$$

$$\times \left( \sum_{k=k' + L + l_0 + 2-N}^{k' + L + l_0 + 2-N} \left| c(k) \right|^2 \right).$$
For those $1 \leq n \leq N$ such that (E.25) fails,\
$$|\hat{z}_k(k^2 + t + \gamma_n) - \delta_k f(\gamma_n + k^2 L + l_0)|\
\leq |\hat{z}_k(k^2 + t + \gamma_n) + |f(\gamma_n + k^2 L + l_0)|\
\leq \frac{2\theta_k^2 \|\Phi_k\|}{\min_{1 \leq n \leq N} \|\delta_k\|^2} (C_{f,\phi})^0 N \sqrt{\epsilon}. \quad (E.27)$$

Combining (IV.15), (E.26) and (E.27), we get\
$$k^2 L + l + 0.1_N \leq \\
\leq \frac{2\theta_k \|\Phi_k\|^2 \|\delta_k\|^2}{\min_{1 \leq n \leq N} \|\delta_k\|^2} (C_{f,\phi})^{2n} N \sqrt{\epsilon}$$

Thus the inductive proof can proceed for the Case 2. This completes the proof.

To prove Theorem IV.1, we then justify that for any $k^2 \in \mathbb{Z}$, the vector $c_{k^2}^1$ in the third step of the MEPS algorithm is, up to a sign, not far away from $c$ on $[k^2 L + 1 - N - (L - 1)/2, k^2 L + (L - 1)/2]$.

**Proposition E.4.** 
Let $c, \epsilon$ be as in Theorem IV.1 and let vectors $c_{k^2}^1, k^2 \in \mathbb{Z}$, be as in (IV.22). Then for any $k^2 \in \mathbb{Z}$ there exists $\delta_k \in \{-1, 1\}$ such that\
$$|c_{k^2}^1(k) - \delta_k c(k)| \leq N \|\Phi_k\|^{-1} \|((C_{f,\phi})^{k^2 - L} + N - 1) \sqrt{\epsilon}$$

for all $k^2 L + 1 - N - (L - 1)/2 \leq k^2 \leq (L - 1)/2$.

**Proof:**
Let $c_{k^2}^1, k^2 \in \mathbb{Z}, 0 \leq l \leq (L - 1)/2$, be as in (IV.17)–(IV.21). Observe that\
$$c_{k^2}^1(k) = c_{k^2}^1(k)$$

for all $k \in [k^2 L + 1 - N - l, k^2 L + (L - 1)/2]$ and $l' = \min(k^2 L - k, (L - 1)/2)$. Then it suffices to prove (E.29)

\begin{equation}
\sum_{k=k^2 L - l'} \sum_{k=k^2 L - l'} (C_{f,\phi})^{k^2 - L} + N - 1 |c_{k^2}^1(k) - \delta_k c(k)|^2 \leq 8N^2 \|\Phi_k\|^{-1} \|((C_{f,\phi})^{k^2 - L} + N - 1) \sqrt{\epsilon} \| \quad (E.30)
\end{equation}

by induction on $0 \leq l' \leq (L - 1)/2$. The conclusion (E.30) for $l' = 0$ holds by Proposition E.2. Similar argument used to prove (E.6), we can show that (E.30) holds for any $0 < l' \leq (L - 1)/2$ by induction.

To prove Theorem IV.1 we finally adjust phases of $c_{k^2}^1, k^2 \in \mathbb{Z}$, in the fourth step of the MEPS algorithm.

**Proposition E.5.** Let $c_{k^2}^1$ and $\delta_k \in \{-1, 1\}, k^2 \in \mathbb{Z}$, be as in (IV.16) and Proposition E.4 respectively. If (IV.29) holds, there exists $\delta_k \in \{-1, 1\}$ such that\
$$c_{k^2}^2 = \delta_k c_{k^2}^1$$

for all $k^2 \in \mathbb{Z}$ with $\sum_{k=2}^{N} |c(k - k^2 L - (L - 1)/2)|^2 \neq 0$.

**Proof:**
By (IV.11), (IV.12), (IV.17) and (IV.18), we have (E.31)
\begin{equation}
\langle c_{k^2}^1, c_{k^2}^1 \rangle = \sum_{k=k^2 L - (L - 1)/2}^{k^2 L + (L - 1)/2} c_{k^2}^1(k) c_{k^2}^1(k) \leq N \|\Phi_k\|^{-1} \|((C_{f,\phi})^{k^2 - L} + N - 1) \sqrt{\epsilon} \|
\end{equation}

Therefore for any $k^2 \in \mathbb{Z}$,
\begin{equation}
\sum_{k=k^2 L - (L - 1)/2}^{k^2 L + (L - 1)/2} |c(k)|^2 \leq k^2 L + (L - 1)/2 \quad k^2 L + (L - 1)/2 \quad N + 2
\end{equation}

and
\begin{equation}
\sum_{k=k^2 L + (L - 1)/2}^{k^2 L + (L - 1)/2} |c(k)|^2
\end{equation}

where the second estimate follows from Proposition E.4 and the last inequality holds by the assumption (IV.29) on the noise level $\epsilon$. Therefore the vectors $\delta_k c_{k^2}^1$ and $\delta_k c_{k^2}^1$ have positive inner product. This together Theorem IV.1 proves (E.31).

To finish this section with the proof of Theorem IV.1

**Proof of Theorem IV.1**
Let $k_+ = \left| (K_+(f) + (L - 1)/2) / L \right|$ and $k_- = \left| (K_-(f) - (L - 1)/2) / L \right|$, and set $k^2 = \left| (2k + L - 1)/(2L) \right|, k \in \mathbb{Z}$. Then for $k \in \left| k^2 L - (L - 1)/2, k^2 L + (L - 1)/2 \right|$, we obtain from (IV.23), (IV.24), (IV.25), and Propositions E.4 and E.5 that
\begin{equation}
|c_k^1(k) - \delta c(k)| = |\delta k^2 c_{k^2}^1(k) - \delta c(k)| \leq N \|\Phi_k\|^{-1} \|((C_{f,\phi})^{k^2 - L} + N - 1) \sqrt{\epsilon} \|
\end{equation}

by induction on $0 \leq l' \leq (L - 1)/2$. The conclusion (E.30) for $l' = 0$ holds by Proposition E.2. Similar argument used to prove (E.6), we can show that (E.30) holds for any $0 < l' \leq (L - 1)/2$ by induction.

To prove Theorem IV.1 we finally adjust phases of $c_{k^2}^1, k^2 \in \mathbb{Z}$, in the fourth step of the MEPS algorithm.
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