Influences of weak disorder on dynamical quantum phase transitions of anisotropic XY chain
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In this paper, the effects of disorder on the dynamical quantum phase transitions (DQPTs) in the transverse-field anisotropic XY chain are studied by numerically calculating the Loschmidt echo after quench. We obtain the formula for calculating the Loschmidt echo of the inhomogeneous system in real space. By comparing the results with that of the homogeneous chain, we find that when the quench crosses the Ising transition, the small disorder will cause a new critical point. As the disorder increases, more critical points of the DQPTs will occur, constituting a critical region. In the quench across the anisotropic transition, the disorder will cause a critical region near the critical point, and the width of the critical region increases by the disordered strength. In the case of quench passing through two critical lines, the small disorder leads to the system to have three additional critical points. When the quench is in the ferromagnetic phase, the large disorder causes the two critical points of the homogeneous case to become a critical region. And for the quench in the paramagnetic phase, the DQPTs will disappear for large disorder.

I. INTRODUCTION

Recently, the nonequilibrium dynamics have attracted a lot of interest in quantum many-body systems. One of the interesting topics is to study the non-analytical behavior of physical quantities during the dynamical evolution with time. Such singularity phenomenon is suggested as dynamical quantum phase transition (DQPT). By considering the formal similarity with the canonical partition function in the equilibrium system, the overlap amplitude (Loschmidt amplitude) of the initial state with the evolved time state is regraded as the dynamical free energy in the quantum system. It is found that the Loschmidt amplitude $G(t)$ and the return probability Loschmidt echo $L(t)$ become non-analytical when the magnetic field is quenched through the critical point in the transverse-field quantum Ising chain. The similar singularity is also found in many systems, including the extended transverse-field Ising chain, XY model, XXZ chain, kicked quantum Ising chain, the Kitaev honeycomb model, open Dicke model and two-band topological systems, etc. The results reveal that nonanalytic dynamics is a generic feature of sudden quenches across quantum critical points. However, a substantial number of examples demonstrate that the DQPTs may occur without crossing quantum phase transitions (QPTs). In addition, the DQPTs have been observed in ultra-cold atom and quantum simulators experiments. This is a particularly important on account of disorder has a drastic effect on the equilibrium phase transition (EPT) and quantum phase transition (QPT). A large number of first-order phase transitions are smeared and developed into a smooth crossover in the presence of disorder. For continuous transitions, the Harris criterion can be used to predict the stability of a transition against weak disorder by the critical exponents. On the other hand, it is well known that the disorder can cause the extended state of electrons to Anderson’s localized state. Although there are a little works on DQPTs in inhomogeneous systems, it is still unclear to what extent the disorder influences the DQPTs on a general level.

In this paper, we study the influences of disorder on the DQPTs in the transverse-field anisotropic XY chain. In our work, five types of quench protocols that can cause the DQPTs in the homogeneous chain are used as references, including quench across the Ising transition or anisotropic transition, quench across two kinds of quantum transitions and quench inside the same phase (the ferromagnetic phase or the paramagnetic phase). We will discuss what effects on the DQPTs with the weak disordered exchange interactions $\{J_n\}$ in the system. The paper is organized as following: In Sec. II, we introduce the model and the method to calculate the Loschmidt echo in the disorder systems. The Sec.IV is a short summary.
II. MODEL AND LOSCHMIDT ECHO

The general Hamiltonian of the transverse-field anisotropic XY chain is expressed as

\[ H = -\frac{1}{2} \sum_{n=1}^{N} \left( \frac{J_n}{2} \left[ (1 + \gamma) \sigma_n^x \sigma_{n+1}^x + (1 - \gamma) \sigma_n^y \sigma_{n+1}^y \right] + h \sigma_n^z \right), \]

where \( \gamma \) is the anisotropic coefficient, \( h \) represents the transverse field, \( J_n \)s are exchange couplings between the nearest-neighbour spins, respectively. We take \( J_n = J + \Delta J_n \), where \( \Delta J_n \) is an independent random number distributed uniformly in the interval \([-w/2, w/2]\) with \( w \) denoting the strength of disorder. For convenience we take \( J = 1 \) without loss of generality. By the way, the Hamiltonian (1) describes the homogeneous system in the case \( w = 0 \).

In a quantum quench, the system is prepared in the ground state \(|\psi_0\rangle\) of the initial Hamiltonian \( H = H(\gamma_0, h_0) \). Then, at time \( t = 0 \), the parameters \((\gamma_0, h_0)\) are suddenly changed to \((\gamma_1, h_1)\) of the post-quench Hamiltonian \( \tilde{H} = H(\gamma_1, h_1) \). The Loschmidt amplitude after the quench is given by

\[ \mathcal{G}(t) = \langle \psi_0 | e^{-iHt} e^{-i\tilde{H}t} | \psi_0 \rangle, \tag{2} \]

with the associated Loschmidt echo \( \mathcal{L}(t) = |\mathcal{G}(t)|^2 \).

The Hamiltonian (1) can be mapped to a quadratic spinless fermion model by the Jordan-Wigner transformation\(^{39}\). Then both the pre-quench Hamiltonian \( H \) and the post-quench Hamiltonian \( \tilde{H} \) can be reduced to the diagonal forms by the general Bogoliubov transformation in the real space\(^{39}\)

\[ H = \sum_{k} \Lambda_k (\eta_k^\dagger \eta_k - \frac{1}{2}), \tag{3} \]

and

\[ \tilde{H} = \sum_{k} \tilde{\Lambda}_k (\tilde{\eta}_k^\dagger \tilde{\eta}_k - \frac{1}{2}), \tag{4} \]

respectively.

The Fermi operator \( \eta_k \) of the pre-quench Hamiltonian \( H \) can be expressed by the operators \( \tilde{\eta}_k^\dagger \) and \( \tilde{\eta}_k \) of the post-quench Hamiltonian \( \tilde{H} \) as

\[ \eta_k = \sum_i g_{ki} (\tilde{\eta}_i^\dagger \tilde{\eta}_k + h.c. \tilde{\eta}_k \tilde{\eta}_i) \tag{5} \]

Suppose \(|\tilde{\psi}_0\rangle\) is the ground state of the post-quench Hamiltonian \( \tilde{H} \), the initial state \(|\psi_0\rangle\) can be written as\(^{41}\)

\[ |\psi_0\rangle = \frac{1}{\mathcal{N}} \exp \left( \frac{1}{2} \sum_{i,j} \tilde{\eta}_i^\dagger G_{ij} \tilde{\eta}_j \right) |\tilde{\psi}_0\rangle, \tag{6} \]

where the antisymmetry matrix \( G \) satisfies the equations

\[ \sum_i g_{ki} G_{ij} + h_{kj} = 0, \quad j, k = 1, \cdots, N. \tag{7} \]

By substituting the Eq. (6) into Eq. (2), the Loschmidt amplitude \( \mathcal{G}(t) \) will be given as

\[ \mathcal{G}(t) = \frac{e^{i(E_0 - \tilde{E}_0)t}}{\mathcal{N}} \prod_{j,k>j} \left[ 1 + e^{it(\tilde{\Lambda}_j + \tilde{\Lambda}_k)G^2_{jk}} \right], \tag{8} \]

where \( \mathcal{N}^2 = \prod_{j,k>j} (1 + G^2_{jk}) \) is the normalization coefficient. Then the Loschmidt echo is

\[ \mathcal{L}(t) = \mathcal{G}^*(t)\mathcal{G}(t) = \prod_{j,k>j} \left[ 1 - \frac{4G^2_{jk}}{(1 + G^2_{jk})^2} \sin^2 (\frac{\tilde{\Lambda}_j + \tilde{\Lambda}_k}{2}t) \right]. \tag{9} \]

The rate function \( \lambda(t) \), served like the free energy function in equilibrium phase transition, is defined to reflect the DQPTs more directly. At the critical time, the rate function of the Loschmidt echo exhibits a nonanalytic kink. According to the definition,

\[ \lambda(t) = -\lim_{N \to \infty} \frac{1}{N} \sum_{j,k>j} \ln \left| 1 - \frac{4G^2_{jk}}{(1 + G^2_{jk})^2} \sin^2 (\frac{\tilde{\Lambda}_j + \tilde{\Lambda}_k}{2}t) \right|. \tag{10} \]

On the other hand, Heyl et al.\(^{37}\) have pointed out that the critical times on the rate function correspond to the Fisher zeros of Loschmidt amplitude \( \mathcal{G}(t) \) on the imaginary axis in the complex time plane. From Eq. (8), we can obtain the Fisher zeros of the Loschmidt amplitude \( \mathcal{G}(t) \) in the complex time plane expressed by a family of points labeled by a number \( n \in \mathbb{Z} \)

\[ it_n = \frac{1}{\tilde{\Lambda}_j + \tilde{\Lambda}_k} \left[ \ln G^2_{jk} + i(2\pi + 1)n \right], \tag{11} \]

where \( i \) denotes imaginary unit. Those Fisher zeros on the imaginary axis correspond to the critical times of the DQPTs. So with \( G^2_{jk} = 1 \), the critical times are

\[ t_n^* = t_0^* (2n + 1), \tag{12} \]

where \( t_0^* = \pi/(\tilde{\Lambda}_j + \tilde{\Lambda}_k) \). Therefore, we only need to get the first critical time, and other critical times can be calculated by Eq. (12).

For the convenience to the reader, the DQPTs of the homogeneous chain as a reference will be briefly introduced in the following. The Loschmidt amplitude \( \mathcal{G}(t) \) of the homogeneous system has already been given analytically in momentum space\(^{42}\)

\[ \mathcal{G}(t) = e^{i(E_0 - \tilde{E}_0)t} \prod_{k>0} (\cos^2 \alpha_k + \sin^2 \alpha_k e^{-2i\tilde{\Lambda}_kt}). \tag{13} \]

The corresponding Fisher’s zeros of Eq. (13) are located along the lines \( n \in \mathbb{Z} \):

\[ it_n = \frac{1}{2\tilde{\Lambda}_k} \left[ \ln \tan^2 \alpha_k + i(2\pi + 1)n \right]. \tag{14} \]
exist in this quench process [see Fig. 1 (b), (e), (f)].

Fisher zeros line, it means that two kinds of the DQPTs there are two intersections with imaginary axis on each time plane denote the critical times of the DQPTs. If Fisher zeros line and the imaginary axis in the complex plane. The critical times for different chain. And the corresponding Fisher zeros are shown in Fig. 1 (b)-(f) are the corresponding diagrams of Fisher zeros in complex time plane. The critical times for different $n$ are denoted by the intersections of the Fisher zeros lines and the imaginary axis.

From $\tan^2 \alpha_{k^*} = 1$, the $k^*$ corresponding to the critical time satisfies the following quadratic equation

$$(1 - \gamma_0 \gamma_1) \cos^2 k^* + (h_0 + h_1) \cos k^* + (h_0 h_1 + \gamma_0 \gamma_1) = 0,$$

(15)

Obviously, the solutions of Eq. (15) are determined by the values of $h_0$, $h_1$ and $\gamma_0 \gamma_1$. By analyzing the solutions, we can judge whether the DQPTs exist for a exact quench process. In Fig. 1(a), we show five quench paths which can cause the DQPTs in the homogeneous XY chain. And the corresponding Fisher zeros are shown in Fig. 1(b)-(f). In the diagram of Fisher zeros, each curve corresponds to the Fisher zeros of $n$, so that we call it Fisher zeros line for convenience. The intersections of the Fisher zeros line and the imaginary axis in the complex time plane denote the critical times of the DQPTs. If there are two intersections with imaginary axis on each Fisher zeros line, it means that two kinds of the DQPTs exist in this quench process [see Fig. 1(b), (e), (f)].

### III. NUMERICAL RESULTS

In this section, we study the influences of disorder on the DQPTs for five typical quench protocols without losing generality. The number of spins is taken as $N = 1000$, and the larger $N$ gives the similar results. We diagonalize the pre-quench Hamiltonian and the post-quench Hamiltonian by numerical method, and construct the matrix $G$ with the help of Bogoliubov transformation in real space.

#### A. quench across the Ising transition

First of all, let us consider the case of quench across the Ising transition. The Fig. 2 shows the Fisher zeros and corresponding rate functions in the homogeneous chain ($w = 0$) and two disorder chains with $w = 0.001$ and 0.1, respectively. In Fig. 2(a), we can see that the Fisher zeros of the homogeneous chain, obtained by numerical method in real space, show great agreements with that by analytical method in momentum space [see Fig. 1(b)]. There is an intersection of every Fisher zeros line and the

![FIG. 1. (a) The phase diagram of the homogeneous XY chain, in which five typical quench paths (1)-(5) are marked. (b)-(f) are the corresponding diagrams of Fisher zeros in complex time plane. The critical times for different $n$ are denoted by the intersections of the Fisher zeros lines and the imaginary axis.](image)

![FIG. 2. (a)-(c) The Fisher zeros of the homogeneous chain ($w = 0$) and two disorder chains with $w = 0.001$ and 0.1 for a quench across the Ising transition from ($\gamma_0 = 1.0, h_0 = 0.5$) to ($\gamma_1 = 1.0, h_1 = 1.5$). (d) The rate functions of Loschmidt echo for different disorder strengths $w$. The insert graph (i) is the enlarged graph of the rate functions in order to see the cases of $w = 0$ and 0.001. The insert graph (ii) is the first order derivative of rate function $d\lambda/d\tau$ for the disorder chain ($w = 0.1$).](image)
imaginary axis in complex time plane, which corresponds to the critical times $t_n^b$, $3t_n^b$, $5t_n^b$, $\cdots$, with $t_n^b \approx 2.0$. From the rate function in Fig. 2 (d), the sharp structures appear at these critical times. In the presence of small disorder, a straight line appears on the outside of every Fisher zeros line [see Fig. 2 (b) for $w = 0.001$], so that there are new additional intersections corresponding to the critical time $t_n^b = t_n^b(2n + 1)$, with $t_n^b \approx 3.14$. Meanwhile, we can see a new born kink at the critical time $t_n^b$ in the insert graph (i) of Fig. 2 (d). The results reveal that the small disorder will cause a new critical point. As the disorder strength increasing, more and more Fisher zeros will appear on the imaginary axis to constitute some continuous regions, which can be seen in Fig. 2 (c) for $w = 0.1$. At the same time, the corresponding rate function [see the blue line in Fig. 2 (d)] becomes smooth crossover near the critical time $t_n^b$. By studying the derivative of the rate function, we find that the derivative $d\lambda/dt$ has some oscillations and multiple mutation points in the critical region [see the insert graph (ii) of Fig. 2 (d)]. This demonstrates that the large disorder causes the Loschmidt echo function to exhibit non-analytic behavior in some time intervals.

In order to see the critical times more clearly, we analyze the relationship between the critical times and the transformation matrix $G$. In Fig. 3, we show the quantity $\pi/(\tilde{\Lambda}_1 + \tilde{\Lambda}_k)$ varying with the matrix elements correlated quantity $|G_{jk}^2 - 1|$. According to Eqs. 11 and 12, we know that the IQPTs occur where the elements $G_{jk}$ of antisymmetry matrix $G$ are equal to $\pm 1$, so that the values $\pi/(\tilde{\Lambda}_1 + \tilde{\Lambda}_k)$ are the critical times when $|G_{jk}^2 - 1| = 0$. The homogeneous system $w = 0$ only has one the critical time $t_n^b \approx 2.0$. While for the disorder system $w = 0.001$, there are two critical times $t_n^b \approx 2.0$ and $t_n^b \approx 3.14$, respectively. When the disorder strength is increased to $w = 0.1$, we can see two critical time regions at $t_n^b \in [2.12, 2.27]$ and $t_n^b \in [2.79, 3.15]$. This clearly confirms the above conclusions.

B. quench across the anisotropic transition

Secondly, the case of quench across the anisotropic transition is concerned. The Fisher zeros and corresponding rate functions are shown in Fig. 4. In the homogeneous chain, there are already two intersections on the each Fisher zeros line with the imaginary axis. And the corresponding critical times are $t_n^b \approx 2.19$ and $t_n^b \approx 3.66$, respectively. For the disorder chain, even with very small disorder strength, it can cause many intersections to form a continuous region. Such as the case of $w = 0.001$, we can see these Fisher zeros region near the critical time $t_n^b$ on the imaginary axis [see Fig. 4 (b)]. The width of critical regions increases with the increasing of the disorder strength [see Fig. 4 (c)]. Unlike that in the case of quench passing through the Ising transition, the disorder does not introduce new critical points of IQPTs, but expands the critical time into a critical region.
The Fisher zeros of the homogeneous chain ($w = 0$) and two disorder chains $w = 0.001$ and 0.01 for the quench across the Ising transition and anisotropic transition from ($\gamma_0 = 0.89, h_0 = 0.2$) to ($\gamma_1 = -0.89, h_1 = 1.2$). (d) The rate functions for different disorder strength. The insert graph is the derivative of rate function $d\lambda/dt$ of $w = 0.001$. A small mutation is easily overlooked at $t = 7.8$.

**C. quench across the Ising transition and anisotropic transition**

In this section, we consider the case of quench across the Ising and the anisotropic transitions. The Fisher zeros and the corresponding rate functions of the homogeneous chain ($w = 0$) and two disorder chains with $w = 0.001$ and 0.01 are shown in Fig. 5 respectively. In the homogeneous chain, one intersection can be seen at each Fisher zeros line. The critical time is $t_0^w \approx 0.90$. For the disorder chain, the weak disorder will cause three additional critical times $t_0^w \approx 1.93, t_0^w \approx 3.09$ and $t_0^w \approx 7.83$. From Fig. 5 (b), it is clearly seen that there are four intersections on each Fisher zeros line with the imaginary axis for $w = 0.001$. Although it is difficult to see the critical points from the rate function, the derivatives of rate function $d\lambda/dt$ are discontinuous at the corresponding critical times [see the insert graph of Fig. 5 (d)]. This indicates that the small disorder will cause the system to generate additional three critical points of the DQPTs. For the disorder strength increasing further, more and more Fisher zeros will appear on the imaginary axis near the three new born critical times, and the critical points form the critical time regions. For example, in the case of $w = 0.01$, the middle two Fisher zeros regions are very close, and they merge to one region [see Fig. 6 (c)]. Similarly, a clearer picture can be seen from the relationship between $\pi/(\tilde{\Lambda}_j + \tilde{\Lambda}_k)$ and $|G_{jk}^2 - 1|$ [Fig. 6]. In the presence of small disorder $w = 0.001$, there are indeed three additional critical times $1.93, 3.09$ and $7.83$. And the critical times are in good agreements with the results from the derivative $d\lambda/dt$. For the disorder chain $w = 0.01$, we can see that the middle two critical times merge into one critical region $[7.48, 7.81]$. In short summary, for case of the quench across two quantum transitions, the small disorder causes three additional critical points in the system. As the disorder increasing, these critical times will constitute critical regions.

**D. quench in the ferromagnetic phase.**

According to the Eq. (15), we can find that the quench paths inside the ferromagnetic phase may cause the DQPTs. Fig. 6 gives the Fisher zeros and the corresponding rate functions for the homogeneous chain ($w = 0$) and two disorder chains with $w = 0.01$ and 0.5, respectively. In the case of homogeneous chain, we can see two intersections on each Fisher zeros line with the imaginary axis. The corresponding critical times are $t_0^w \approx 2.58$ and $t_0^w \approx 25.57$. As can be seen in Fig. 6 (b) for $w = 0.01$, the diagram of Fisher zeros is almost the same as that in the homogeneous chain. Meanwhile, from the insert graph of Fig. 6 (d), we see that except the values of rate functions, the critical times of the disorder chain are similar to that in the homogeneous chain. Therefore, for the disorder chain, the small disorder will not influence the DQPTs. As the disorder strength increasing, the Fisher zeros near the larger critical times will shrink toward the real axis. Eventually, there will be a Fisher zeros region...
FIG. 7. (a)-(b) The Fisher zeros of the homogeneous chain \((w = 0)\) and two disorder chains with \(w = 0.01\) and 0.5 for the quench within the ferromagnetic phase from \((\gamma_0 = 0.1, h_0 = 0.2)\) to \((\gamma_1 = 0.1, h_1 = 0.8)\). (d) The corresponding rate functions for different disorder strengths. The insert graph is the enlarged graph of the rate functions.

E. quench in the paramagnetic phase.

We can also find the DQPTs in the case of quench inside the paramagnetic phase. Fig. 8 shows the Fisher zeros and the corresponding rate functions of the homogeneous chain \((w = 0)\) and two large disorder chains with \(w = 0.1\) and 0.5, respectively. In the homogeneous, there are two intersections on each Fisher zeros line with the imaginary axis. And the corresponding critical times are \(t_0^R \approx 1.25\) and \(t_0^R \approx 3.08\). Similar to that in the case of quench within the ferromagnetic phase, the small disorder can not affect the DQPTs. It can be verified from Fig. 8(a) and (b), where the Fisher zeros of \(w = 0.01\) are quite same as that of the homogeneous. Meanwhile, the rate function of \(w = 0.01\) is almost coincident with that of the homogeneous chain. As the disorder strength increasing, the Fisher zeros move to the left slowly, so that the Fisher zeros may not pass through the imaginary axis when the disorder strength is large enough. For example, there is no intersection between the Fisher zeros and the imaginary axis for \(w = 0.5\) from Fig. 8(c). This indicates that for the large disorder systems, DQOTs does not occur.

IV. SUMMARY

In summary, we have discussed the influences of weak disorder on the DQPTs of five quench protocols in the transverse-filed anisotropic XY chain. We find that when the quench passes through the Ising transition, the small disorder will cause the appearance of new critical times. And as the disorder strength increasing, many critical times will occur to form a critical time interval, where the Loschmidt echo and Loschmidt amplitude will become non-analytic. When the quench crosses the anisotropic
transition, the disorder will expand the larger critical times into the critical region. And the width of regions will increase by the disorder strength. When the quench passes through two kinds of quantum transition (Ising and anisotropic transitions), the small disorder will cause three additional critical times in the system. Similar to that in the case of quench across the Ising transition, as the disorder strength increasing, the new critical times will form regions. As to the quench within the ferromagnetic phase, the large disorder will turn the original two critical times into a critical region. And for the quench inside the paramagnetic phase, the large disorder will cause the DQPTs of the system to disappear.

It should be noticed that the results of our work are quite different from that in the Aubry-Andre model and the Anderson model. In their works, they only observe one critical time, which depends on the width of energy band. In addition, it is worth mentioning that the rate functions of the disorder system are always larger than that of the homogeneous system, which indicates that the disorder can accelerate the decay of Loschmidt echo with time.
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