Coherent coupling of molecular spins with microwave photons in planar superconducting resonators
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ABSTRACT

Within the quest for solid state quantum systems to be used for fundamental as well as applied research, molecular spins have recently emerged as a versatile platform with interesting performances in terms of quantum coherence and correlation. Molecular units provide well defined environment to electronic spins and they represent elementary bricks for complex nano-architectures and nano-devices. Here we review our recent efforts and results on their efficient integration in circuit Quantum ElectroDynamics and, more specifically, in reaching their coherent coupling with microwave photons in planar resonators. To monitor molecular spin performances over a wide temperature and magnetic field range we have first developed microwave planar resonators made of high $T_c$ superconductors, obtaining excellent performances up to liquid Nitrogen temperature and in magnetic fields up to 7 Tesla. Ensembles of different molecular spins systems are then systematically tested. The regime of high spin-photon cooperativity is achieved with molecular spins diluted in non-magnetic matrix at 0.5 K, while the strong coupling regime is observed with concentrated samples of organic radicals up to 50 K. The possibility to create coherent states among distinct spin ensembles is further explored in similar spectroscopic experiments. These results show that molecular spins can be efficiently integrated in quantum devices.
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1. Introduction

The problem of coupling electromagnetic radiation with a two level system (TLS) is a central issue in Physics that can be schematized as the problem of two coupled harmonic oscillators. Interesting phenomena occur when the two systems are brought to resonance and, under specific conditions, genuine quantum phenomena emerge. Here we focus on coherent dynamics occurring when the coupling strength between the two systems (photons and TLS) is stronger than the damping of each of the two oscillators. This issue is now getting pivotal in quantum technologies since it determines the efficiency of the exchange of quantum information between photons and TLS. This problem has been largely explored in 3D cavities containing both photons and TLS. Renewed interest is now fed by circuit Quantum ElectroDynamics (circuit-QED) technologies which, on one hand, allow the trapping of photons inside planar resonators and, on the other hand, the fabrication of TLS with different solid state platforms. This actually opens the way for the implementation of complex quantum architectures on a single chip. Along this way, although superconducting qubits are reliable mesoscopic TLS devices that efficiently couple to microwave (MW) photons in scalable architectures, an unprecedented step ahead in the miniaturization process would require the development of TLS at the molecular or the atomic scale. Here, spin centers constitute a reference test bed in the field. Color centers defects in inorganic matrices, e.g. NV center in diamond, Si or SiC, have been intensively studied in the last decades and showed great potentialities for applications both as hardware for quantum computing [1–3] and sensing [4,5]. Key circuit-QED experiments have been recently performed with these systems [6,7]. Molecular spins have attracted the interest of different communities in the last decades for the possibility to tailor their magnetic and quantum properties at a synthetic level. In fact, they can be deposited and positioned on different substrates, and the bottom-up massive production of identical molecular units is relatively cheap. Key experiments have shown that the spin coherent lifetime and entanglement can be tailored by suitable molecular engineering thus showing potentials for quantum technologies.

Here we present our early attempts to embed molecular spins in a circuit-QED architecture. The article is organized as follows: in Section 2, specific molecular spin systems of interest for our experiments are presented and their spin dynamics are characterized. The development of high quality factor planar resonators with high-$T_c$ YBCO superconductors and their characterization is presented in Section 3. In Section 4 we review key models frequently used to interpret spin-photons coherent dynamics. This can be useful for non-experts and to fix key formulas used in the data analysis. The results of circuit-QED experiments performed with different ensembles of molecular spins are presented in Section 5. Finally, we conclude with a brief discussion (Section 6) and with perspectives of this emerging field (Section 7).
2. Molecular spins for quantum technologies

Spins are prototypical quantum systems whose dynamics is fully described by quantomechanical operators, while the microwave technologies to address and manipulate them are widely developed and commercialized for applications in telecommunications and diagnostics. Thanks to the flexibility of synthetic chemistry, molecular systems offer the possibility to engineer the spin environment almost at wish and to design molecular shells which, in turns, allow the positioning of spins on different platforms as required for hybrid devices.

2.1. Coherent spin dynamics in molecular systems

Although the characterization of the spin dynamics is known since long time thanks to the magnetic resonance techniques, the interest on controlling the coherent spin dynamics in molecular spin systems has attracted the interest of physicists only recently. Spectroscopic studies in both continuous wave (CW) and pulsed MW electron spin resonance (ESR) experiments have been performed on specific classes of molecular systems, aiming at finding molecular units with sufficiently long coherence time for the spin manipulation. As discussed in textbooks, the dynamics of an isolated spin in a static magnetic field $B_0$ and under the stimuli of a probing electromagnetic radiation can be described by the Bloch's equations, while the selection rules are provided by the conservation of the energy ($\hbar \nu = g \mu_B \Delta S B_0$) and of the angular momentum. Just to fix some numbers: one electron spin ($S = 1/2$) in a magnetic field $B_0$ of few hundreds of mT resonates in the GHz frequency range. The resulting damped dynamics can be characterized by the transverse ($T_2$) and the longitudinal ($T_1$) lifetime, which account for the dephasing (spin-spin) and the relaxation (spin-phonon) mechanisms respectively (vide infra). Both contribute to the line broadening in CW-ESR spectroscopic measurements while, in real experimental conditions, additional contribution to the broadening of the ESR lines can be also given by sample and field inhomogeneities.

2.2. Radicals

Radicals are open-shell molecules largely used as spin labels for biological systems. Typically, one unpaired electron (spin $S = 1/2$) is delocalized within an organic molecule making it very reactive. Yet, notable examples can be synthesized and they are sufficiently stable to be handled as bulk samples or dispersed in solution. Among these, di(phenyl)-(2,4,6-trinitrophenyl)iminoazanium (DPPH) is commercially available and actually used as standard in ESR spectroscopy. Nitroxides like the TEMPO family [8] or Nitronyl Nitroxides [9] are widely used in organic chemistry. More recently, (3,5-dichloro-4-pyridyl)bis(2,4,6-trichlorophenyl) methyl (PyBTM) radicals has also attracted much interest for its flexibility and multi-functionality [10].
2.3. Single-ion spin centers in molecular matrix

A further interesting class of molecular spin systems is constituted by metal centers in organic matrix. One of the most popular is the family of Metallophthalocyanines, MPc, that naturally exist in biological systems and are used for many applications. The spectroscopic performances of a series of MPc have been recently reported in Ref. [11]. Among this series, CuPc ($\text{Cu}^{2+}, S = 1/2$) has shown long coherence time at finite temperature also using a simple thick film preparation protocol [12]. Extremely long relaxation times were recently reported for VOPc derivative in which the VO double bond provides a spin 1/2 to the molecule [13]. The long $T_1$ and $T_2$ measured at room temperature allow the observation of Rabi oscillations in pulsed MW experiments [13,14]. A special class of molecules closely related to MPc is constituted by Lanthanide spin centers sandwiched between two Phthalocyanine planes, from which the nickname of double-deckers. In these molecules, the coordination of the trivalent Lanthanides (Ln) provides well defined magnetic ground state given by combination of orbital and spin angular momentum which may result in a high magnetic moment for the metal center and large magnetic anisotropy. In general, pure ESR transitions are not allowed for Ln’s due to the selection rules ($\Delta m_J = 1$), and one remarkable exception (with other few Ln) is the case of Er.

2.4. Molecular spin clusters

It is worth mentioning that the list of molecular spins with interesting performances, i.e. suitable for fast and coherent manipulation and qubit encoding, is increasing each year [15]. We just mention that also molecular spin clusters (i.e. molecules with a polymeric core of metal centers behaving as a single spin) such as $\text{Cr}_3$ trimers [16] or heterometallic $\text{Cr}_7\text{Ni}$ [17] (with spin 1/2 ground state), or $\text{Mn}_{12}$ [18] and $\text{Fe}_8$ [19] (with a $S = 10$ ground state multiplet) also show multiple and spectroscopically distinguishable ESR transitions. This multi-level characteristic is an interesting feature which makes spin clusters suitable platform also for multi-qubit (qudit) encoding. It should be also reminded that low-spin systems normally present a ground state split by hyperfine interaction and that multiple ESR transitions can be observed between mixed electron-nuclear spin states. Although this hardware is not fully scalable, it is however possible to pile one molecule on top of the other [20,21] or to link two or more molecular units to create entangled spin states at supramolecular level [22,23].

Finally it is worth mentioning that molecular spins, being their properties sensible to a huge number of physical parameters, may also present multi-functionality. For instance the class of spin crossover systems [24] presents magnetic states that may switch with temperature, pressure, visible light and even magnetic field.
3. **Superconducting circuits**

3.1. **Design and optimization of planar resonators**

For spectroscopic measurements we use (simple metal) Ag/Alumina microstrip broad-band transmission lines, that allow us to vary the probing frequency \[25\]. Superconducting resonators are widely used for circuit-QED experiments since they offer sharp resonant modes in the microwave frequency range \[26\]. They are obtained by cutting a superconducting line, delimiting a length equal to half of the desired wavelength of the fundamental mode. For our experiments we used high-\(T_c\) YBCO/Sapphire superconducting films whose fabrication is detailed in our previous work \[27\].

Commercial finite element electromagnetic simulation software (CST Microwave Studio) was used to design our planar resonators and was used to tune the resonant frequency in the desired range and to match the impedance with that of the external coaxial lines \[28,29\]. The simulations are carried out with a full 3D 1:1 scale model of the resonators, in which the superconducting material is treated as a perfect electric conductor, while the substrate is modeled by taking the relative dielectric constant reported for Sapphire and assuming it constant in the 7–8 GHz range \(\varepsilon_r = 9.4\) \[30\]). To partially account for dissipative effects, after preliminary simulation runs and experimental tests of the devices, the losses of the dielectric substrate are adjusted and fixed at \(\tan \delta = 10^{-5}\) in order to improve the agreement between the simulated and the measured values of the Insertion Loss and of the Q-factor.

The typical profile of the magnetic component of the simulated MW field for a coplanar resonator is depicted in Figure 1. The fundamental harmonic has the maximum of the magnetic component at the center of the planar resonator while the maximum of the electric field component is achieved at the borders of resonator. The fundamental resonant mode can be approximated to quasi-Transverse Electromagnetic mode, in which the electric field and the magnetic field components are lying in the plane perpendicular to the longitudinal axis of the resonator, with the magnetic field component wrapping around it. Simulations also allow us to estimate the relative scaling of the intensity of the field components at different heights from the surface and for different widths (w) of the central YBCO strip (Figure 1). It can be noticed that the MW are concentrated within few (hundreds of) microns (1–100 μm, depending on the size of the resonator) above the surface. By reducing \(w\) and the lateral gap (s), the MW magnetic field is concentrated in the center of the resonator as shown in Figure 1. In this way it is possible to increase the strength of the magnetic field component in a small volume.
3.2. Basic characterization and performances of YBCO resonator vs. temperature and in magnetic field

To characterize our resonator we use a commercial (Quantum Design, PPMS) cryo-magnetic system with a custom made sample holder working at variable temperature (2–300 K) and static magnetic field ($B_0$) that, in this experimental configuration, lays parallel to the strip of the resonator (Figure 2). For measurements below 1 K, we use a $^3$He cryostat (Heliox VL by Oxford Instruments) in a vector (9 + 1 + 1) T magnet (Figure 2) that allows us to orient the static

![Figure 1. Simulation of the magnetic component of the MW field. The spatial distribution of the fundamental resonant mode in the plane of the superconducting film (a) and in a transverse section located in the middle of the resonator (b) are shown. The resonant strip is emphasized by the black rectangle. The color scale displays the normalized amplitude, with red corresponding to 100%. (c) Relative scaling of the simulated single photon magnetic fields ($b_1/b_{1\max(w=30 \, \mu m)}$) plotted along the transverse section of the coplanar resonator for different widths of the resonant strip. The fields are calculated at a distance of 5 μm from the surface and are normalized to the maximum of $w = 30 \, \mu m$. Labels indicate the length (L), the width (w) and the gap (S) between the resonant strip and the ground planes of the resonator.](image)
magnetic field $B_0$ also perpendicular to the plane of the resonator. The resonator is packed into a copper shielding box, where the signal is injected and collected through two floating antennas [27,31] (Figure 2(a)). The scattering parameters $S_{11}$ (reflection) and $S_{21}$ (transmission) are measured by a Vector Network Analyzer (Agilent Technologies 26 GHz, VNA) connected to the low temperature coaxial line (green arrows) with attenuators (ATT) and amplifiers (AMP) installed at room temperature. (c) Sketch of the inner part of the Oxford Heliox VL cryostat, showing for clarity only the Inner Vacuum Chamber (IVC). The coaxial line is thermalized at the different temperature stages of the cryostat to reach 300 mK in correspondence to the resonator box. Reproduced under CC license from Ref. [31].

Figure 2. Experimental setup used for circuit-QED experiments with spin ensembles. (a) Photograph of the shielding box with a coplanar resonator embedded inside. The MW signal (green arrows) is transmitted to the coplanar resonator by means of SMA connectors ended with two launching (floating) antennas. The position of the antennas can be adjusted to tune the coupling between the resonator and the feed lines. The red arrow represents the direction of the external static magnetic field. (b) Sketch of the QD PPMS set up. The microwave signal is generated and analyzed by means of the Vector Network Analyzer (VNA) connected to the low temperature coaxial line (green arrows) with attenuators (ATT) and amplifiers (AMP) installed at room temperature. (c) Sketch of the inner part of the Oxford Heliox VL cryostat, showing for clarity only the Inner Vacuum Chamber (IVC). The coaxial line is thermalized at the different temperature stages of the cryostat to reach 300 mK in correspondence to the resonator box. Reproduced under CC license from Ref. [31].
resonant mode is calculated with the procedure reported in Ref. [27,32]. To fix some numbers, $P_{in} = -13$ dBm corresponds to $n \approx 10^{10} - 10^{11}$ photons stored into the resonator.

In a preliminary study we have fabricated and characterized a series of coplanar resonators with different width $w$ in order to optimize their characteristics for the coupling with spin ensembles. These experiments are carried out at 2 K. In principle, for an empty resonator, the parameters of the fundamental resonant peak can be obtained by fitting the frequency dependence of the transmission with Equation (1) [33]. Since a completely different model (Equation (2)) is used to analyze the spectra of the resonators coupled to spin ensembles, we first check the reliability of the parameters obtained for the fits of our empty resonators within the two models (Figure 3). Although deviations of the lineshape are visible in the tails of the signal ($T(\nu) = 35\%$) for Equation (1), the values of the Q-factors (as

![Figure 3](image)

**Figure 3.** (a) Comparison between the fits of the transmission spectra obtained with Equations (1) and (2) (black dashed line and blue line, respectively) for a resonator with $w = 200$ $\mu$m at 2 K, $-13$ dBm and in zero magnetic field. (b, c, d) Dependence of the key parameters of YBCO coplanar resonators with respect to the width of the resonant strip. The values of resonant frequency (a), unloaded quality factor (b) and insertion loss (c) are extracted from transmission spectra taken at 2 K. The input powers used are $P_{in} = -13$ dBm ($n \approx 10^9 - 10^{11}$ photons) for $w > 70$ $\mu$m and $P_{in} = -43$ dBm ($n \approx 10^7 - 10^8$ photons) for $w \leq 70$ $\mu$m. Error bars in (b) are within the experimental points. Error bars in (c, d) are estimated taking into account the consistency of the values given by the fits performed with Equations (1) or (2) and the reproducibility of the values over different measurements, in a way similar to what previously done in Ref. [31].
FWHM), of the transmission and of the frequency are consistent within the two models. Figure 3 shows the values of the resonant frequency \( (\nu_0) \), quality factor \( (Q) \) and insertion loss \[ IL = -S_{21}(\nu_0) \] obtained as a function of \( w \).

\[
T(\nu) = -IL - 20\log_{10} \left[ 1 + Q^2 \left( \frac{\nu}{\nu_0} - \frac{\nu_0}{\nu} \right)^2 \right]
\]

(1)

The dependence of the quality factor as a function of \( w \) (Figure 3(c)) shows two different trends probably due to different effects. For the largest resonator \( (w > 70 \mu m) \) the decrease of the quality factor for increasing \( w \) can be likely related to the increase of the radiation losses \[32]. Conversely, for resonators with \( w < 70 \mu m \), the reduction of the quality factor with decreasing \( w \) can be possibly ascribed to the effect of irregular profiles in the lithographed YBCO structures introduced by the presence of grain boundaries \[34–36\].

The peculiarity of YBCO is to have a high critical temperature \( (90 \text{ K}) \) and to be resilient to the application of an external magnetic field. To test these features, we measured the transmission spectra of a bare YBCO resonators with \( w = 200 \mu m \) and \( s = 73 \mu m \) in a temperature range between 2 and 70 K and in applied magnetic field up to 7 T \[27\]. The fit with Equation (1) of the transmission spectrum at \( T = 2 \text{ K} \) and in zero field gives \( \nu_0 = 7.75 \text{ GHz} \), \( Q = 20000 \) and \( IL = 16.5 \text{ dB} \) with \( P_{in} = -13 \text{ dBm} \). At low temperature these parameters slightly change under applied magnetic field as high as 7 T \[Q(2 \text{ K}, 7 \text{ T}) \approx 18000\], while the quality factor at 50 K in zero magnetic field is still above 10000 \[27\]. Preliminary measurements with a vector magnet show that the quality factor is remarkably stable even when the magnetic field is applied out of the YBCO film plane (Figure 4(d)).

4. Modeling

4.1. Semi-classical problem and Rabi oscillations

The general problem of coupling spins with electromagnetic radiation can be tackled by considering two coupled oscillators representing spins and photons embedded in a microwave resonator \[37\]. In a semiclassical approach, the quantum properties of the up and down orientations of a spin \( 1/2 \) can be represented by the \( |\uparrow> \) and \( |\downarrow> \) eigenstates of the \( S_z \) operator. Such a problem was first treated by Rabi \[38\]. The application of a static field \( B_0 \), let’s say along the \( z \)-direction, splits the energy levels of the two states according to the Zeeman effect. At sufficiently low temperatures, the lowest laying state is the mostly populated and the spin processes around \( B_0 \) at the Larmor frequency \( \nu_0 = g \mu_B \Delta SB_0 / \hbar \). A monochromatic radiation oscillating at frequency \( \nu \), when its magnetic field component \( B_1 \) is oriented in the \( xy \) plane, couples to the spin through its magnetic dipole moment \( \mu = g \mu_B S \). The \( B_1 \) field induces magnetic dipole transitions between the \( |\uparrow> \) and the \( |\downarrow> \) states, making the spin oscillating up and down at the Rabi frequency \( \Omega_R = g \mu_B B_1 / \hbar \). The probability \( P(t) \) to find the spin in its eigenstates oscillates as:
\[ P(t) = \frac{\Omega_R^2}{\Omega_R^2 + \Delta_c^2} \sin^2 \left( \frac{\sqrt{\Omega_R^2 + \Delta_c^2} t}{2} \right) \]

where \( \Delta_c = 2\pi(v - v_0) \) is the detuning between the probing MW radiation and the Larmor frequency imposed by \( B_0 \). Note that at resonance (\( \Delta_c = 0 \)) the Rabi frequency is entirely determined by \( B_1 \).

### 4.2. Hamiltonian for the spin-photon coupling

Since spins and photons are true quantum systems and we are interested in describing genuine quantum phenomena, such as the coherent coupling, we may represent photons through the bosonic creation (\( a^\dagger \)) and annihilation (\( a \)) operators. This representation better describes the situation in which we have a finite number (\( n \)) of photons in a cavity coupled to a generic TLS, e.g. in the case of our interest, a spin 1/2. The general problem was originally treated by Jaynes and Cummings \[39\] who proposed to write the Hamiltonian of the simplest TLS-photon system as:

\[
H = H_{ph} + H_{TLS} + H_{ph-TLS}
\]

where:

\[
H_{ph} = \hbar v_0 a^\dagger a
\]

\[
H_{TLS} = \hbar v_{TLS} \sigma_{TLS}^+ \sigma_{TLS}^-
\]

while the dipolar coupling between spin and photon can be written as:

\[
H_{TLS-ph} = \hbar \Omega_{TLS} (a^\dagger \sigma_{TLS}^- + a \sigma_{TLS}^+ )
\]

being \( \Omega_{TLS} \) the TLS-photon coupling rate and \( \sigma_{TLS}^\pm \) the rising (+) and the lowering (−) operators for the TLS respectively. While atoms may coherently couple with the oscillating electric field component though their electric dipole, the interaction of the spins with the magnetic component of the electromagnetic radiation turns out to be very weak, and coherent spin-photons oscillations are hard to be achieved. It can be shown, however, that the coupling of photon with an ensemble of TLS can be enhanced by a factor \( \sqrt{N} \) with respect to \( \Omega_{TLS} \), being \( N \) the number of TLS centers of the ensemble (under the assumption that the number of photons in cavity is \( n \ll N \)) \[40\]. This problem was treated by Tavis and Cummings in term of collective modes of the TLS ensemble interacting with a resonant photon, in which the effective coupling strength is \( \Omega = \Omega_{TLS} \sqrt{N} \) \[41,42\]. This problem can be solved by a suitable choice of transformations \[40,43\] and the eigenvalues of
the system can be expressed as a function of the detuning between the TLS and the photon energies. In the simplest case of a single photon coupled to a single TLS this leads to the energies:

\[ v_\pm = v_0 + \frac{1}{2} (v_{TLS} - v_0) \pm \frac{1}{2} \sqrt{(v_{TLS} - v_0)^2 + 4\Omega_{TLS}^2} \]

This implies that at resonance two separate branches appear in the spectrum, providing a characteristic signature for the coherent coupling between TLS and photons (Figure 5). The eigenstates of the system turn out to be expressed by superposition of mixed TLS-photon states \(|m_{TLS}, n > = |1, 0 >, |0, 1>\) in the form:

\[ |\Psi_\pm > = \frac{1}{\sqrt{2}} \left( \sqrt{1 \mp a} |1, 0 > \pm \sqrt{1 \pm a} |0, 1 > \right) \]

This well represents the hybrid character of the coherent TLS-photon states, in which the degree of mixing is controlled by:

\[ a = \frac{v_{TLS} - v_0}{\sqrt{(v_{TLS} - v_0)^2 + 4\Omega_{TLS}^2}} \]

which depends by the TLS-photon detuning and by the coupling rate.

**4.3. Linewidth and line shape**

A salient ingredient of the problem that should not be neglected is the fact that photons in cavity have finite lifetime due to the intrinsic cavity losses or simply the signal outgoing. Coherent oscillations of spins are also affected by the environment, which induces decoherence processes. Both mechanisms – largely discussed in textbooks – have the net effect to provide a finite linewidth to each oscillator. By convention, the \(k\) constant accounts for the cavity linewidth while the \(\gamma\) parameter represents the line broadening of the spin resonance. The photon decay rate is related to the quality factor \(Q\) of the cavity, and we may define two contributions, \(k_{int}\) and \(k_{ext}\), accounting for the internal losses (related to the geometry and the material of the resonator) and the external losses of the resonator (i.e. the signal outgoing through the feed lines), respectively. Thus, we have \(k = k_{int} + 2k_{ext}\). In an ensemble of independent spins, the \(\gamma\) parameter is related, at first instance, to the spin-phonon relaxation time \((T_1)\) and to the dephasing (spin-spin) time \((T_2)\) of the spins through the relation [44]:

\[ \gamma_{hom} = \frac{1}{2T_1} + \frac{1}{T_2} \sqrt{1 + \gamma_c^2 T_1 T_2 B^2} \]
The $y_{\text{hom}}$ value corresponds to the homogeneous broadening limit [45]. In real experiments, however, other mechanisms can contribute to the line broadening of the spin ensemble. These include inhomogeneities due to sample quality and to either MW or static magnetic fields. Since, in practice, these mechanisms may well dominate over the homogeneous broadening, generally we have $y \geq y_{\text{hom}}$. Note that $y$, $y_{\text{hom}}$ corresponds to the Half Width at Half Maximum (HWHM) of the spectral density of the spin ensemble. The mechanism of the line broadening influences also the shape of the line. This is a controversial point in literature [46] and, as a matter of fact, either Gaussian or Lorentzian lineshapes are used in the case of inhomogeneous broadened magnetic resonance spectra.

4.4. Input–output formalism

In a typical circuit-QED experiment, the MW photons are injected and detected in a two port measure, in which the spin–cavity system is embedded between two terminals (input and output). The problem of determining the reflection and the transmission spectra can be solved by using the input–output formalism [47,48]. In particular, in the case of Lorentzian spin transition, the transmission scattering parameter $S_{21}$ is:

$$S_{21}(\nu) = \frac{k_{\text{ext}}}{i(\nu_0 - \nu) + k_{\text{ext}} + \frac{k_{\text{int}}}{2} + \frac{\Omega^2}{i(\nu - \nu) + \gamma}}$$

where $k_{\text{ext}}$ and $k_{\text{int}}$ are the external and the internal decay rates defined above, $\gamma$ is the HWHM spin linewidth (see above), $\Omega$ is the collective coupling rate between the spin ensemble and the photon and $\nu_s = g \mu_B \Delta S B_0 / h$ is the transition energy of the spin ensemble. This problem can be generalized in the case of more spin centers/ensembles and/or more photon modes inside in the cavity. The formalism and mathematical solutions have been also illustrated in recent works [49,50]. Furthermore, the effect of the inhomogeneous broadening has been considered theoretically [51,52] and possible cavity protection mechanism has been proposed [53].

4.5. Coupling regimes and cooperativity

We now have all the ingredients to understand the results of spectroscopic experiments and to define different coupling regimes. The coherent coupling between spins and photons can be achieved if the strength of the spins-photon collective coupling rate, namely:

$$\Omega = \Omega_S \sqrt{N_{\text{eff}}}$$

is larger than both the decay rate of the spin ensemble ($\gamma$) and of the photon in the cavity ($k$). Since all these quantities have the dimension of frequency, the coherent
coupling condition can be explicitly written as $\Omega > \gamma k$. It is also convenient to define the cooperativity as $C = \Omega^2 / k\gamma$, which allows us to distinguish between the different regimes at resonance. Note that, since in most of the experimental situations we have $k < \gamma$, $\Omega$, the coupling regime effectively depends on the two latter parameters. When the coupling is weak, i.e. $\Omega \lesssim \gamma$, we have incoherent absorption of photons by the spin system. This is the usual working condition in ESR experiments and the signal observed is an absorptive or dispersive spectrum. Here we have $C \lesssim 1$. For stronger coupling strengths $\Omega \approx \gamma$ (or also $\Omega \geq \gamma$) the system enters in a highly cooperative regime, in which $C > 1$. In this case, the spectrum presents a characteristic splitting in two branches, which evidences the presence of hybrid spin-photon states and coherent dynamics [41,54]. When $\Omega >> \gamma$ (and, hence $C >> 1$) we enter in the so called strong coupling regime, and the splitting between the two branches gets more evident. The different spectroscopic features obtained under the different coupling regimes are show in Figure 6.

5. Results

In the weak coupling regime, planar resonators and broadband transmission lines (see Section 3) can be used to characterize the spin transitions in bulk samples of molecular spin centers. We use either Ag/Alumina microstrips or YBCO/Sapphire coplanar resonators by means of the experimental set-ups shown in Figure 2. Bulk samples, either crystals or bulk pellets, are glued on top of the central strip with a small amount of Silicon grease or Apiezon N grease.

5.1. Preliminary ESR-like spectroscopy on Cr$_3$ trimers

We first test the molecular trimer of Cr$_3$OPIV$_6$(H$_2$O)$_3$PIV, Cr$_3$ in short. In this molecule, three Cr$^{3+}$ ($S = 3/2$) ions in triangular configuration are antiferromagnetically coupled to each other giving rise to two doublets as lowest lying energy levels [16]. The absorption spectrum obtained with the Ag resonator ($\nu_0 = 9.215$ GHz) shows the characteristic line shape of a doublet transition centered at 0.33 T (Figure 7), corresponding to $g_{||} = h\nu / \mu_B B_0 = 1.97$, with a linewidth of 12 mT (equivalent to $\gamma = 167$ MHz). By aligning the c-axis of the crystal at different angles $\theta$ with respect to $B_0$ we can monitor the angular dependence of the absorption line: as $\theta$ increases, the transition shifts toward higher fields and gets broader (Figure 7). Spectra at different frequencies were obtained by using a broadband Ag transmission line (Figure 7). The signal in this case is much weaker than what obtained with a resonator, yet information obtained are quite complementary: a linear behavior, described by $\nu = g\mu_B B/h$, is clearly observable. For $\theta = 0^\circ$ we have $g = g_{||} = 1.97$ (black line in Figure 7), while for $\theta = 22.5^\circ$ (red line) $g = \sqrt{g_{||}^2 \sin^2 \theta + g_{\perp}^2 \cos^2 \theta} = 1.65$ (with $g_{\perp} = 1.6$). These results have been previously reported in Ref. [25]
5.2. Er\(^{3+}\) magnetic centers

The effective number of spins (\(N_{\text{eff}}\)) involved in the experiments and their concentration in a bulk sample play a key role, and they need to be finely tuned to obtain high cooperative regime: on one hand we need the spins to be sufficiently dispersed to minimize dipole-dipole interaction and consequent line broadening but, at the same time, the collective coupling \(\Omega \propto \sqrt{N_{\text{eff}}}\) (Equation (3)) needs to be enhanced as well. Besides the \(\sqrt{N_{\text{eff}}}\), the strength of the coupling with electromagnetic radiation is proportional to the intrinsic g-factor of a single magnetic center according to [55]:

\[
\Omega_s = g \frac{\mu_B}{\sqrt{2}} \left| \langle E| \vec{b}_1 \cdot \vec{J}| G \rangle \right|
\]  

(4)

Here \(|E\rangle, |G\rangle\) are the excited and the ground magnetic states respectively, \(\vec{b}_1\) is the single photon magnetic field generated by the resonator and \(\vec{J}\) is the total
angular momentum of the molecule. This implies that, in principle, the coupling can be enhanced by a suitable choice of the magnetic center, by taking those with the largest g-factor, i.e. Lanthanides.

To explore this possibility, we investigated the coupling between YBCO superconducting resonators and crystals of molecular ErPc₂ double-deckers diluted in a diamagnetic YPc₂ matrix with different concentrations (100, 10, 1 and 0.1 %). In the ErPc₂ molecules, Er³⁺ ions have a ground $J = 15/2$ multiplet with a set of non-degenerate Kramer’s doublets, where the fundamental one is well separated (30 K) by the first excited one, and acts as an effective 1/2 spin. This ground doublet has easy plane anisotropy with large effective Landé g-factor component (≈9.5). Figure 8 shows different transmission spectra obtained on ErPc₂ crystals with different concentrations. The resonant peaks are centered at 0.06 T, corresponding to a g-factor component of 9.59 (close to the easy plane). For the concentrated sample (100 %), the broad linewidth (0.08 T) is due to the strong influence of dipole–dipole interaction among the spins. As the magnetic centers get more diluted, the linewidths get sharper: for the 0.1 % concentration the width is significantly reduced down to 0.01 T, although the signal gets smaller because of the lower number of spins. The shape of the signal is different with respect to the highest concentrations (i.e. 100 and 10 %), since three main lines, due to hyperfine coupling with Er³⁺ nuclear spin, can now be resolved. A detailed discussion of the ErPc₂ results has been previously reported in Ref. [56].

It is interesting to compare these spectra with those obtained in similar experiments performed on a Yttrium-Aluminum-Garnet (YAG) crystal doped with Er³⁺ impurities (hereafter, Er:YAG). The crystal environment in this case is purely inorganic, yet the ground state of Er³⁺ is still an effective $m_J = 1/2$ doublet with lower Landé g-factors with respect to ErPc₂. We used two crystals with doping percentages of 1 % and 0.1 %, respectively. The YAG crystal structure comprises 6 inequivalent Er³⁺ centers, giving a ESR spectrum with 6 main resonances and

**Figure 5.** Plot of the eigenvalues of the Jaynes-Cummings Hamiltonian calculated as a function of the detuning for the simplest case of a TLS coupled to a single cavity photon. The observation of an avoided crossing on resonance follows from the presence of mixed spin-photon states.
additional hyperfine splitting [57–59]. The simplest situation is obtained with a static magnetic field applied parallel to the \(<1\ 1\ 1>\) direction (Figure 8). For the 1 % Er:YAG specimen the spectrum presents two broad peaks centered at 0.07 and 0.12 T, respectively. A further decrease of the dilution to the 0.1 % refines this spectrum, resulting in two narrow transitions (again, along the \(<1\ 1\ 1>\) direction) and additional multiple hyperfine signals given by the \(I \neq 0\) nuclear spin isotopes \((^{167}\text{Er}, I = 7/2\) and n.a. = 23 %). We note that the width of this resonance is comparable to the equivalent 0.1 % ErPc\(_2\) samples. Although this comparison is not conclusive, we learn that the use of organic environment is not detrimental for magnetic centers.

5.3. Hyperfine splitting in Cu(mnt)$_2$ spectra

The previous discussion evidences some role of hyperfine coupling between electron and nuclear spins. Interestingly, coordination chemistry may provide tools to control nuclear spins in the ligands and in the metal center by suitable isotope substitution. For instance, one possible choice is to avoid nuclear spins in the ligands, which are known to often introduce excessive splitting of the absorption lines and line broadening [14,60,61]. Conversely, fine control of nuclear spin in the metal center may give rise to well defined split of the resonance lines that, in turns, can be exploited for multiple qubit encoding. In the next experiment [56] we used the coordination compound \((\text{PPh}_4\text{d}_{20})_2\text{[Cu(mnt)]}_2\) (where mnt$^{2+}$ = maleonitrile-dithiolate or 1,2-dicyanoethylene-1,2-dithiolate), containing Cu$^{2+}$ ions. We used a crystal of Cu(mnt)$_2$ diluted into the diamagnetic analog \((\text{PPh}_4\text{d}_{20})_2\text{[Ni(mnt)]}_2\) with a concentration of 2% and with deuterated PPh$^+_4$ counter ions. The anisotropic hyperfine interaction between the electron \((S = 1/2)\) and the nuclear spin \((I = 3/2)\) of the Cu$^{2+}$ ion gives rise to a quartet [62]. The transmission spectra of Figure 9 shows four main structures between 0.24 and 0.29 T, consistently with the expected \(g = 2.04\) and hyperfine splitting of Cu$^{2+}$. Although the linewidth is relatively sharp \((\gamma = 6 \text{ MHz})\), no evidence of coherent coupling was found at 2 K. Data analysis [56] allows us to extract the collective coupling rate for the two main central transitions, giving \(\Omega = 2.7 \text{ MHz}\), which is only slightly smaller than \(\gamma\). Further details about the transmission spectroscopy performed on Cu(mnt)$_2$ samples have been previously reported in Ref. [56].

5.4. Reaching high cooperativity with VOPc molecules

In a system of diluted spin centers, the spin-photon coupling strength effectively increases by lowering the temperature. In fact, the effective number of spins indeed depends on temperature according to the Brillouin law that, for a \(S = 1/2\) paramagnetic system, reduces to:

\[
N_{\text{eff}} = N_0 p(T) = N_0 \tanh\left(\frac{h \nu}{k_B T}\right),
\]

(5)
this suggests how it is possible to increase the effective number of spins aligned with the static field [i.e. the spin polarization \( p(T) \)] for a fixed concentration of spin centers. In the next experiment, we have investigated more deeply the temperature dependence (from 30 K down to 0.5 K) of a Vanadyl Phthalocyanine (VOPc) that has recently shown long coherence time and Rabi oscillations even at room temperature in solid dispersion [13,63]. Polycrystalline samples of VOPc diluted in its equivalent diamagnetic host (Titanium Phthalocyanine, TiOPc) were studied by using our YBCO resonators (\( w = 200 \mu \text{m}: \nu_0 = 7.7 \text{ GHz} \) and \( Q \approx 10000 \), and \( w = 600 \mu \text{m}: \nu_0 = 7 \text{ GHz} \) and \( Q = 6000 \) at 1.5 K) [31]. The transmission spectrum at 2 K shows a multi-folded pattern of resonances at \( g = 2 \), as expected from the powder spectrum of a spin \( S = 1/2 \) with additional hyperfine coupling to the \( I = 7/2 \) nuclear spin of the VO\(^{2+} \) group (Figure 10). The analysis of the central line reveals that the linewidth remains constant at \( \gamma = 30 \pm 4 \text{ MHz} \) from 30 K down to 0.5 K, while the collective coupling rate progressively increases by lowering the temperature (according to Equation (5)). We reach \( \gamma = 21 \pm 3 \text{ MHz} \) and a cooperativity \( C \approx 15 > 1 \) at 0.5 K, confirming that the high cooperativity regime is achieved at this temperature. This

Figure 6. Evolution of the transmission spectral maps simulated under three different coupling regimes: weak coupling (a), high cooperativity (b) and strong coupling (c). The spectral maps are calculated with Equation (2) by fixing \( k_{\text{ext}} = 1 \times 10^7 \text{ Hz} \); \( k_{\text{int}} = 1 \times 10^5 \text{ Hz} \); \( \nu_0 = 7 \text{ GHz} \); \( g = 2 \), and \( \gamma = 25 \text{ MHz} \), while increasing values of the collective coupling strengths \( \Omega = 15, 25 \) and 50 MHz are used, respectively, for (a), (b) and (c). The comparison between the transmission spectra calculated at resonance is shown in (d).
The fact is corroborated by the direct observation and appearance of the two branches in the dispersion and of the Rabi splitting in the central line, as shown in Figure 11. This result is particularly significant if we compare it to what obtained with spin impurities in inorganic matrix (namely NV centers and Er\(^{3+}\) in inorganic crystals) in similar circuit QED experiments reported in literature [64–67]. In fact, the cooperativity values found at 0.5 K for VOPc are comparable to the ones reported for color centers in inorganic hosts, although the latter experiments are performed in the mK temperature range. We can safely extrapolate the collective

**Figure 7.** Magnetic resonance spectra of molecular Cr\(_3\) samples. The experimental results have been obtained at 2 K with an Ag/Alumina microstrip resonator (\(\nu_0 = 9.215\) GHz) and a Ag/Alumina broadband transmission line [25]. (a) Magnetic field dependence of the numerically calculated derivative of the transmission signal with respect to the magnetic field measured for different \(\theta\) by means of a microstrip resonator. Here \(\theta\) corresponds to the polar angle between the c-axis of the crystal and the static magnetic field [inset of (b)]. (b) Comparison between \(\theta = 0^\circ\) and \(90^\circ\) and the transmission spectra obtained with a polycrystalline sample of Cr\(_3\). (c) Measured spectra (top) and resonance field (bottom) obtained for different probing frequencies and angles (\(\theta = 0^\circ\) and \(22.5^\circ\)) by means of a broadband Ag/Alumina transmission line. Reproduced with permission from Ref. [25].

**Figure 8.** Comparison between the transmission spectra obtained at 2 K for molecular ErPc\(_2\) crystals (100, 10, 1 and 0.1 % concentrations) and for Er:YAG inorganic crystals (1 % and 0.1 % doping percentage). For the ErPc\(_2\) sample the c-axis of the crystal is parallel to the magnetic field \(B_0\), while for the Er:YAG crystals the <1 1 1> axis parallel to \(B_0\). Part of the ErPc2 spectra have been previously reported in Ref. [56].
coupling to lower temperatures as shown in Figure 10 (dashed lines) and find that strong coupling regime can be achieved for VOPc in the mK temperature range (Figure 10). The full set of results and the discussion about VOPc samples have been published in Ref. [31].

5.5. DPPH and PyBTM organic radicals

Experiments described so far have been performed on bulk crystals (ErPc₂, Cu(mnt)₂) or powders (VOPc) specimens with few mm size. Additional investigations show that inhomogeneities of both the static [27,31,50] and the oscillating field occur at this length scale. Moreover, in powder samples molecules are randomly oriented and, although the single ion magnetic anisotropy can be relatively weak, this also contributes to line broadening. The presence of additional hyperfine split contributes to increase the broadening effects. It turns out that the linewidth in our spectroscopic experiments are not dominated by intrinsic coherence time of single molecule \(T_1, T_2\) and \(\gamma_{\text{hom}}\) but rather by inhomogeneity effects. An effective way to bypass this problem is to exploit exchange narrowing effect [68–71] in concentrated molecular systems with intermolecular interactions. Intuitively, exchange coupling between neighboring molecules induces collective spin excitations which, being delocalized over the ensemble, are less affected by the presence of inhomogeneities. This results in an effective narrowing of the ESR resonance line, i.e. small \(\gamma\) values. This effect is well documented for concentrated organic radicals, which typically show ESR linewidth of less than 10 MHz at 2 K [72,73]. For instance, this is the case of commercial DPPH that is widely used as marker in ESR spectroscopy.

In order to check this effect, we have performed circuit-QED experiments on DPPH organic radical powders using our standard 7.75 GHz YBCO resonator. The Rabi splitting of the transmission was observed between 2 and 50 K, and the amplitude of the splitting exceeds 80 MHz at 2 K (Figure 12). The cooperativity value of \(C = 500 >> 1\) well demonstrates that the strong coupling regime is achieved.

To consolidate this result we have also performed a systematic investigation by changing the width of our YBCO coplanar resonator. The coupling rates obtained between a DPPH pellet (100 % concentration, diameter \(\Phi = 5\) mm) and YBCO coplanar resonators with different widths are shown in Figure 13. We observe that the collective coupling vanishes as the size of the resonator is shrunk. This should not be surprising since the shrinking of the planar resonator implies a reduction of effective sample volume, i.e. of number of spins coupled to the resonator. Conversely, the intensity of electromagnetic radiation increases in proximity of the borders when the width of the resonator is shrunk (Figure 1).

Electromagnetic simulations help us to estimate the effective number of spins involved and to find a tradeoff between these two competitive effects. For instance, with CST software the magnetic sample is considered as a solid with relative dielectric constant \(\varepsilon_r = 1\), and the integral of the magnetic field distribution over the sample volume is calculated with the software’s tools. The volume obtained is used,
with the spin density of the sample, to estimate the number of spins $N_0$ involved into the magnetic coupling (see Equation (5)). Given the temperature dependence of the spin polarization, these data are used to estimate the effective number of spins coupled to the resonator for a given temperature (Figure 13). Finally, according to Equation (3) also the single spin coupling rate $\Omega_S$ is evaluated. The results (Figure 13) allow us to better understand the decrease of the coupling rate. In fact, the single spin coupling effectively increases as the resonator is narrowed but, since the volume of the resonant mode is also reducing, the decrease of the number of spin is the dominant term. This is also corroborated by the scaling laws plotted in Figure 13 (dashed lines). For the single spin coupling rate the law $\Omega_S \propto \left| \vec{b}_1 \right| \propto 1/w$ is obtained through Equation (4) under the approximation of the resonant strip as a thin wire [74]. The scaling of the collective coupling rate as $\Omega \propto w^{1/2}$ comes from Equations (3) and (4), assuming a dependence of the number of spins by the volume ($N_{\text{eff}} \propto w^3$). Circuit-QED experiments with DPPH radicals have been recently repeated by other groups [75] confirming that strong coupling regime can easily be obtained using this organic radical.

It is worth to mention that we were also able to observe strong coupling regime by using another organic radical (3,5-dichloro-4-pyridyl)bis(2,4,6-trichlorophenyl)methyl (PyBTM) for which we obtained $\gamma = 3$ to 8 MHz, $\Omega = 80$ MHz (at 2 K) and cooperativity values up to 4300 (at 2 K, depending on the number of spins in the sample). Further details concerning these results have been reported in Ref. [50].
5.6. Coupling distant spin ensembles

Interestingly, DPPH and PyBTM organic radicals have very similar g-factors (2.0037 and 2.003, respectively) and our transmission spectroscopies allow to experimentally resolve this small difference. This leads us to ask ourselves what happens when two spin ensembles with slightly different spectroscopic feature are put in the same cavity. These experiments were performed with two spectroscopically or spatially distinguishable spin ensembles at 2 K on the same 7.75 GHz YBCO coplanar resonator used in the previous sections.

Figure 14 shows the different configurations used in each experiment. Firstly, the Rabi splitting with only two branches is obtained by placing two halves of a DPPH pellet at the center of the YBCO resonator. In this case the spectroscopic...
features are perfectly equivalent to the ones shown in Figure 12, i.e. to the ones given by a unique spin ensemble. Yet, when one half of the DPPH pellet is replaced with one with PyBTM, we observe the appearance of an additional bright mode in the center of the two original branches. When two halves of the same PyBTM pellet are placed at extremes of the resonators we again observe the additional third mode between the two branches. These results can be interpreted with the help of a generalized version of the Tavis-Cummings Hamiltonian, and lead to a generalized version of Equation (2) in which two distinguishable (either spectroscopically or spatially) spin modes and one photon mode of the cavity are included [50]. The presence of multiple bright modes, along with the values of the entropy calculated for each spin and photon mode [50], confirms the coherent coupling between multiple spin ensembles through the cavity photons. These results and discussion concerning the remote coupling of molecular spin centers have been previously reported in Ref. [50].

5.7. Strong Coupling with high order harmonics

In the next series of experiments we revisit the problem of Sec. 5.6 by using a single concentrated DPPH powder sample (100% concentration, pellet with diameter Φ = 5 mm) coupled to the three lowest harmonics of a YBCO microstrip resonator (w = 700 μm and L = 7 mm, as in Figure 15). The profile of $B_1$ along the longitudinal axis of the resonator indeed effectively addresses different, spatially separated, spin sub-ensembles. In this way, multiple mixed spin-photon modes are created

Figure 11. Transmission spectroscopy on 10% VOPc:TiOPc solid dispersion at 1.5 K (a) and at 0.5 K (b). The main line at 0.5 K is magnified in (c), which clearly shows two branches that indicate the reaching of the high cooperativity regime. The corresponding transmission spectrum shows a splitted peak (f). Curve fitting performed with Equation (2) [(d) and black line of (f)] allows the extraction of the band parameters. Reproduced under CC licence from Ref. [31].
and their number increases with the order of the harmonic. Interestingly, the use of high order harmonics may be relevant for applications in which multi-frequency quantum bus or multi-frequency qubit encoding are needed [76–78]. The spectroscopic results are shown in Figure 15. Here, we can notice that the number of bright modes actually increases with the increasing order of the harmonic. We can fit these spectra with the generalized version of Equation (2) and find that both the coupling rate and the line width increase as the probing frequency increases. For the first harmonic ($\nu_0 = 7.65$ GHz) we find $\Omega = 85$ MHz and $\gamma = 19$ MHz, similar to the results of DPPH of the previous sections. For the second harmonic ($\nu = 2\nu_0$) we find two equivalent spin ensembles with $\Omega = 89$ MHz and $\gamma \approx 28$ MHz, as expected from the symmetry of the magnetic field profile. Finally, for the third harmonic ($\nu \approx 3\nu_0$) we have a further increase of the coupling rate and of the linewidth to $\Omega = 97$ MHz and $\gamma \approx 60$ MHz, respectively (here, for the central sub-ensemble). Electromagnetic simulations show a reduction of the effective number of spins in each sub-ensemble as the order of the harmonic increases. Therefore the increase in $\Omega$ is most likely due to the increase of the single spin coupling due to the enhancement of $b_1$. Conversely, the increase of the linewidth is due to the enhanced inhomogeneities of the oscillating fields. Remarkably, for the second harmonic, the applied static magnetic field is $B_0 \approx 0.78$ T that is, to the best of our knowledge, one of the highest magnetic fields at which high cooperativity has been observed with planar superconducting resonators.

6. Final comparison

Figure 16 summarizes the results presented so far and displays the key parameters characterizing the magnetic coupling between spin ensembles and microwave resonators. For each sample, the coupling rate is plotted against the corresponding linewidth. Since in our experimental conditions we have $\gamma, \Omega > k_0$, the weak and

![Figure 12](image_url). Transmission spectroscopy of a DPPH powder sample in the strong coupling regime. The Rabi splitting of the transmission spectrum is clearly visible at resonance (light blue) with respect to spectra taken off resonance (dark blue). Data are measured at 2 K by means of a YBCO coplanar resonator ($\nu_0 = 7.75$ GHz, $Q \approx 30000$) with microwave power $P_{in} = -13$ dBm. Red line is a fit based on Equation (2). Reproduced with permission from Ref. [27].
strong coupling regimes can be simply visualized below and above the $\Omega = \gamma$ dashed line, respectively. The size of the symbols accounts for temperature, which spans from 50 to 0.5 K (largest ones). Points taken from literature are added for comparison. In particular, we focus on the values reported for NV centers ([64] and blue rectangle) and Er$^{3+}$ impurities in inorganic hosts ([66,67] and green rectangle).

For diluted molecular spin systems, transition metal-based molecules, Cu(mnt)$_2$ and VOPc, exhibit higher $\Omega/\gamma$ ratios than the Lanthanide-based ones. This conclusion is probably not definitive since Rare Earths-based samples typically have higher $\Omega$, resulting from their larger g-factors but, as a matter of facts, the samples we have measured also exhibited larger $\gamma$ due to the inhomogeneous broadening [56]. Overall, the effect of the dilution of the samples is visible and, although it helps in getting sharper lines, it results also in the reduction of the coupling rate. For certain values of dilution the total benefit seems to be washed out.

The trend shown by $\Omega$ and $\gamma$ as the temperature is decreased suggests that the crossover between the weak coupling and the high cooperativity regime can be reached by lowering the temperature. For 10% VOPc:TiOPc solid dispersions, the high cooperativity regime is achieved at 0.5 K [31]. Worth to note is that the cooperativity value found at 0.5 K for this sample well compares to the one reported for NV centers and Er$^{3+}$:Y$_2$SiO$_5$ at lower temperatures (10–50 mK).

As concerns concentrated samples, the 100% powders of DPPH and PyBTM organic radicals are clearly in the region of high cooperativity, in the whole temperature range between 2 to 50 K, and have $C$ values up to $10^3$ [27,50]. Here, the exchange narrowing effect gives very sharp transitions that, together with the relatively high concentrations ($10^{20}:10^{21}$ spin/cm$^3$, hence high $\Omega$), result in the strong coupling regime [27,40,50].

**Figure 13.** Scaling of the coupling parameters measured between YBCO coplanar resonators with different sizes and a pellet of concentrated DPPH powder at 2 K. (a) Dependence of the coupling rate, $\Omega$, as a function of the width of the resonant strip. Dashed line is a guide for eyes based on a $\Omega \propto w^{1/2}$ law. (b) Single spin coupling rate, $\Omega_s$, and effective number of spins, $N_{\text{eff}}$, as a function of the width. Dashed lines are guides for eyes based on a $N_{\text{eff}} \propto w^{3}$ law (black one) and on a $\Omega_s \propto 1/w$ law (gray one).
Overall, this analysis reveals that the values of $\gamma$ found in our experiments are mainly limited by the inhomogeneous broadening and not by the intrinsic relaxation rates of the molecular spins, suggesting that further margins for improvement are still possible.

7. Perspectives

Results presented in the previous sections are preliminary, albeit important, steps towards the integration of molecular spins in circuit-QED and they evidence some pros and cons in the use of molecular units in hybrid architectures. The research on this topic was driven by curiosity and amusement so far, yet there is an impelling request for developing new quantum technologies that can exploit the best characteristics and combination of different quantum systems. Although the field is at its infancy, several challenges can be clearly seen for the near future as briefly discussed in the following. In the experiments described in the previous sections, we have used (large) ensembles of molecular spins to enhance the collective coupling with MW photons. Next challenge will be to coherently couple...
Figure 15. Transmission spectroscopic results for the coupling of an extended and concentrated DPPH pellet with the fundamental (a, b, c), the first (d, e, f) and the second (g, h, i) harmonic of a YBCO microstrip with $w = 700 \, \mu m$, $L = 7 \, mm$ at 2 K and $P_{in} = -13 \, dBm$. The number of mixed spin-photon modes increase with the order of the harmonic, as expected from the different magnetic field distributions of the λ/2 resonant modes (dashed lines in (a, d, g)). Dashed lines in (b, e, h) and (c, f, i) are fits based on Equation (2) or on its generalization to the case of multiple spin ensembles [50].

Figure 16. Plot of the collective coupling rate as a function of the spin linewidth for the molecular spin samples discussed in this work (filled symbols). Best results obtained for the Er:YAG crystals are also added. The different sizes of the symbols denote the temperature, from 50 K (smaller one) down to 0.5 K (larger one). Dashed lines is the $\Omega = \gamma$ line, which denotes the crossover between the weak and the high cooperativity regime. Additional points for NV-centers [64], Er3+ ions [66,67], P impurities in Si [98] and Fe [99] obtained in similar spectroscopic experiments are shown for comparison. Dashed rectangles show the typical working ranges obtained for NV centers (blue) and Er3+ ions in inorganic crystals (green) at temperatures between 10 and 50 mK.
small ensembles and eventually one single (molecular) spin. This objective has been already achieved by using single electron spins in quantum dots [79,80] but in this case the electric field component of the electromagnetic radiation was used. As we have already mentioned, the coupling of a single spin with the magnetic field component is much weaker and some strategies are needed to overcome this problem. One possibility is to enhance the g-factor and, to this purpose, the exploitation of spin-orbit effects and molecular engineering of the ligand field may lead to large g-factors and magnetic moments.

If one manages to use one – or eventually few – spin(s) localized in space the magnetic component of the MW photons need to be concentrated in a small volume (see Section 5.5) in order to enhance the coupling as suggested in Ref. [55]. In terms of a lumped element analogy, the inductive coupling between spin and MW circuit needs to be maximized, and this requires that the coupling inductance should be well detectable in the whole MW circuit. This strategy was recently used to couple an ensemble of $10^4$ spins in ESR like experiments [81,82]. The small number of spins requires the use of small number of photons in cavity with a consequent request of very low temperature and very long lifetime in cavity. In addition, detecting few MW photons requires the amplification of signal and extremely low level of noise [81–83]. These performances can be achieved nowadays with parametric amplifiers that make use of Josephson junctions [84]. These considerations lead us to conclude that the ambitious goal to address a single spin with MW photons does not seem to be impeded by fundamental barriers [85] and some of the technical solutions are already available. One of the main advantages in using molecular spins with respect to other spin defects in inorganic matrices is represented by the possibility to precisely position and bind molecules to the active circuit element by using specific anchoring groups. The use of superconducting circuits is assuming a central role in Quantum technologies since, besides the superconducting devices may encode qubits, planar resonators effectively work as quantum bus [86–88]. Here, the design of the circuit and the choice of superconducting materials can be crucial to obtain specific performances. While conventional superconductors are normally used to make low noise devices, the use of high-$T_c$ superconductors can be interesting – even mandatory – for applications at finite temperature and in magnetic fields. Interestingly, YBCO films can be grown on silicon [89] and they can be patterned down to $50 \times 50$ nm$^2$ by essentially preserving excellent superconducting properties [90].

The possibility to coherently couple molecular spins with MW photons gives us the chance to couple them with other quantum systems which, in turn, are coupled to the same superconducting bus. There is indeed a general consensus that next generation of quantum devices will probably use hybrid architecture in which different quantum systems exchange information in a coherent way [91–94]. The energy levels and the states of molecular spins can be tailored almost at wish in order to work in weak magnetic field but their ESR transitions may also span over several MW bands. Our early steps along this line have been presented
in the previous paragraphs, where we have shown how spectroscopically distinct spin ensembles can be coupled by MW photons in the same cavity. Next challenge along this line could be to use similar MW photons to couple molecular spins with other quantum systems.

The high cooperative regime achieved by coupling (molecular) spins with MW photons is just a prerequisite for their efficient manipulation in time domain. Next step along this line requires the use of pulse sequences that allow to store and retrieve qubits for a finite time [95,96]. In particular, if properly optimized, MW pulse sequences can help to partially recover coherence that is inevitably lost during the encoding and transmission processes [53]. While the design of optimized pulse sequence is tailored to specific architectures, there is a general interest for developing protocols of universal use and in this context (molecular) spins can play an important role as test beds.

The challenges depicted here above are only few possible directions this research may take in the near future yet, we believe, they may give an idea of the potential richness of this emerging field.

**Nomenclature/Notation**

| Abbreviation | Description |
|--------------|-------------|
| TLS | Two Level System |
| ESR | Electron Spin Resonance |
| CW | Continuous Wave |
| PW | Pulsed Wave |
| Circuit-QED | circuit Quantum ElectroDynamics |
| MW | Microwave |
| VNA | Vector Network Analyzer |
| Q | Quality factor, also referred as the unloaded one |
| Q_L | Loaded quality factor |
| L | Length of the resonant strip |
| w | Width of the resonant strip |
| s | Gap between the resonant strip and the lateral ground planes |
| h | Planck’s constant |
| μ_B | Bohr’s magneton |
| γ_e | Gyromagnetic ration for the electron |
| B_0 | Static magnetic Field |
| B_1 | Magnetic component of the MW Field |
| n | Mean photon number in the resonator |
| a, a† | Annihilation and creation operators for a single photon of the cavity |
| S | Electronic spin (in unit of \(h\)) |
| I | Nuclear spin (in unit of \(h\)) |
| S | Spin operator |
| Symbol | Description |
|--------|-------------|
| $b_1$  | Magnetic field generated by the resonator populated with a single photon |
| $\sigma^\pm_{TLS}$ | Rising and lowering operator for the TLS |
| $\nu_0$ | Resonant frequency of the empty resonator (or cavity) in zero field |
| $\nu_{TLS}$ | Zeeman transition energy for a TLS |
| $\nu_S$ | Zeeman transition energy for a spin ensemble |
| $\Omega^R$ | Rabi frequency for a TLS driven by $B_0$ and $B_1$ |
| $\Delta_c$ | Detuning between the probing frequency and the cavity frequency $\nu_0$ |
| $g$ | Landé g-factor |
| $k$ | Total decay rate of the resonator |
| $k_{ext}$ | External decay rate of the resonator |
| $k_{int}$ | Internal decay rate of the resonator |
| $\gamma$ | Ensemble decay rate or linewidth (Half Width at Half Maximum linewidth, HWMH) |
| $\gamma_{hom}$ | Homogeneous contribution to the ensemble decay rate (HWMH) |
| $T_1$ | Spin-phonon relaxation time |
| $T_2$ | Spin-spin decoherence time |
| $\Omega_{TLS}$ | Coupling rate between a TLS and a photon |
| $\Omega$ | Magnetic collective coupling rate between a spin ensemble and photon(s) |
| $\Omega_S$ | Single spin coupling rate |
| $N, N_{eff}$ | Effective number of spin involved in the collective coupling |
| $C$ | Cooperativity |
| $p(T)$ | Spin polarization as function of temperature |
| $S_{21}$ | Scattering parameter from port 1 to port 2 (i.e. transmission from port 1 to port 2) |
| $S_{11}$ | Scattering parameter from port 1 to port 1 (i.e. reflection from port 1 back to port 1) |
| $IL$ | Insertion Loss |
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