CPU-accelerated explicit three-dimensional discontinuous deformation analysis with cloud computing
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Abstract. Prompt feedback based on a numerical simulation, such as discontinuous deformation analysis, plays an important role in digitalized geotechnical engineering. Cloud computing also prevails owing its flexible configuration and computational power. This study proposes an explicit three-dimensional discontinuous deformation analysis method using explicit contact forces that can circumvent the difficulty of not converging the open–close iteration and the inefficiency of classic implicit discontinuous deformation analysis. The serial code is ready to be parallelized by relocating the postjudgment of the contact status and using LDL decomposition to solve fixed-size linear equations. We propose herein the block-wise parallelization concept, which significantly simplifies the work of parallel computation. No modification under the block level is needed. In addition, one can realize parallel computing by adding just three lines of the new code with the help of OpenMP. A simple virtual cloud machine is used to run the program to validate the improved efficiency of the newly developed algorithms. A 3.5 speedup ratio is achieved with four CPU cores and eight processors.

1. Introduction

Discrete numerical methods such as the discontinuous deformation analysis (DDA) and DEM, play an important role in analyzing the discontinuous behaviors of rock masses, especially landslides, earthquakes, tunneling, and pit excavations. DDA [1] is a widely used discrete numerical method that keeps developing in both two (2D)- [2], [3] and three (3D)-dimensional [4], [5] cases. DDA features rigorous contact analysis but also suffers from relevant inefficiency. Recently, the advent of the...
contact theory laid a solid theoretical foundation for the contact analysis in DDA. The arising multicover method [4], last entrance plane method [5], and local convex decomposition [6] have also provided an efficient method of materializing the contact theory [7]. 2D DDA is widely applied in landslides [8], [9] and tunneling [10], [11]. Meanwhile, 3D DDA is still limited to some small-scale scenarios [12] due to the bottleneck in efficiency.

3D DDA consumes a formidable amount of time when dealing with large-scale engineering cases because of its implicit contact force calculation and open–close iteration (OCI). An implicit contact force will link the unknowns of two contacting blocks, making the global stiffness matrix nondiagonal. To determine the contact status, an extra loop is needed until the open or closed status remains unchanged. Much time will be needed because solving the global equation is a tough task and might be repeated many times. To circumvent this problem, an explicit contact force will be adopted in this work.

Hardware is also used to accelerate DDA calculations. 2D DDA has been modified to use hardware acceleration. Fu et al. (2016) [13] and Song et al. (2017) [14] adopted efficient equation-solving algorithms and parallelized the equation solver with OpenMP and CUDA. Peng et al. (2020b) [15] and Yu et al. (2020) [16] achieved a high degree of parallelization by adding OpenMP instructions to the program under the block level, such as distance and angle calculations in contact detection, as well as matrix assembly and equation solvers. Xiao et al. (2017) [17] parallelized 2D DDA with CUDA. However, little work has been done on accelerating 3D DDA. In particular, Peng et al. (2019) [18] used OpenMP [19] to parallelize the equation solver and the entire stage of 3D DDA. Only a few studies have been reported as regards the explicit 3D DDA parallelization. The explicit 3D DDA is more appropriate for parallelization because the global stiffness matrix is now block-diagonal.

Cloud computing is a prevailing technology due to its flexible configuration and computing power. A very few studies have used cloud virtual machines to deploy discrete numerical programs. In this study, we adapt the explicit 3D DDA to be parallelized and create a simple virtual machine to run the parallelized program. The block-wise parallelization is realized using OpenMP directives, which leads to a very practicable parallelization scheme.

2. 3D DDA with explicit contact forces

```plaintext
Serial DDA:
For i, j:
    // Part I: Contact detection (Block i, Block j)
    Detect (Block i, Block j);
    Save_contacts (detected contacts);
For i:
    // Part II: Update (Block i)
    Assemble_matrix (Block i);
    Solve_displacements (Block i);
    Update_block (Block i);
```

![Figure 1. Serial DDA program.](image-url)

2.1. Displacement matrix
DDA takes displacements as unknowns. A block has 12 unknowns since the first-order displacement hypothesis is adopted. The displacement \((u,v,w)\) of an arbitrary point \((x,y,z)\) of a block is presented as

\[
(u,v,w) = T(x,y,z) \cdot D
\]  
\[
D = \begin{bmatrix} u_c & v_c & w_c & r_x & r_y & r_z & \varepsilon_x & \varepsilon_y & \varepsilon_z & Y_{yz} & Y_{zx} & Y_{xy} \end{bmatrix}^T
\]  
\[
T(x,y,z) = \begin{bmatrix} 1 & 0 & 0 & 0 & Z & -Y & X & 0 & 0 & 0 & Z/2 & Y/2 \\ 0 & 1 & 0 & -Z & 0 & X & 0 & Y & 0 & Z/2 & 0 & X/2 \\ 0 & 0 & 1 & Y & -X & 0 & 0 & 0 & Z & Y/2 & X/2 & 0 \end{bmatrix}
\]

\[
X = x - x_c, Y = y - y_c, Z = z - z_c
\]

where, \(D\) with shape \((12 \times 1)\) is the displacement matrix; \((u_c,v_c,w_c)\) are the centroid translations along the \(x, y,\) and \(z\) axes, respectively; \((r_x,r_y,r_z)\) are the rotations about the \(x, y,\) and \(z\) axes, respectively, of the rigid body; \((\varepsilon_x,\varepsilon_y,\varepsilon_z)\) and \((Y_{yz},Y_{zx},Y_{xy})\) are the normal and shear strains, respectively; and \((x_c,y_c,z_c)\) is the block centroid.

2.2. Time integration

\[
MD_{n+1} + CD_{n+1} + KD_{n+1} = F_{n+1}
\]

\[
\begin{align*}
\hat{K}D_{n+1} &= \hat{F} \\
\hat{R} &= \frac{2}{(\Delta t)^2}M + \frac{2}{\Delta t}C + K \\
\hat{F} &= F_{n+1} + (\Delta t^2 M + C) \hat{D}_n
\end{align*}
\]

The motion equation of DDA is depicted as Eq. (5). Constant acceleration is assumed in DDA; thus, the relation among the displacement, velocity, and acceleration can be determined using Eq. (6).

2.3. Contact detection

The classical direct search method was adopted herein. Neighbor search was first performed, followed by refined search that determines the contact point and direction. In contact detection, we only need to read the geometry of two blocks and write to a global contact array upon finding a potential contact. The postjudgment of the contact status after solving the global equations is usually performed in the end of a time step, which also needs the information of two contacting blocks. We relocated the postjudgment of the contact status right before saving the detected contacts to unify the data access pattern. Thus, the serial DDA was divided into two stages according to data access (Figure 1). The motion equation of DDA is presented as Eq. (5). Constant acceleration was assumed in DDA; thus, the relation among the displacement, velocity, and acceleration can be determined using Eq. (6).

2.4. Solving block equations

The contact constraints are treated as forces; hence, each block can now be solved independently. After assembling the matrix for each block [20], the LDL decomposition was adopted to obtain the displacements [Eq. (7)].

\[
\begin{align*}
A &= LDL' \\
Ly &= b \\
DL'x &= y
\end{align*}
\]
2.5. Explicit contact forces

The contact forces are now treated as forces. The relevant submatrices are calculated as follows:

\[ F_n = \begin{cases} 
- (p_n d_n + c_m n_{min} v_n) T_i(x_i, y_i, z_i) \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} & \rightarrow F_i \\
(p_n d_n + c_m n_{min} v_n) T_j(x_j, y_j, z_j) \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} & \rightarrow F_j 
\end{cases} \]  

(8)

\[ F_{lock} = \begin{cases} 
- p_{t} d_{t} T_i(x_i, y_i, z_i) \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} & \rightarrow F_i \\
p_{t} d_{t} T_j(x_j, y_j, z_j) \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} & \rightarrow F_j 
\end{cases} \]  

(9)

\[ F_{slide} = \begin{cases} 
- \mu p_n d_n T_i(x_i, y_i, z_i) \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} & \rightarrow F_i \\
\mu p_t d_t T_j(x_j, y_j, z_j) \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix} & \rightarrow F_j 
\end{cases} \]  

(10)

3. Block-wise parallelization

We can readily obtain the parallelized DDA program after inserting several OpenMP directives (Figure 2). This scheme is more practicable than ever because we do not need to dive into the detailed algorithms under the block level.

4. Virtual machine on the cloud

We used the Google Cloud Platform for this study. A free trial is available for everyone with $300.
credits, which will guarantee that other researchers will be able to replicate our studies without spending extra money. However, the hardware quota during the free trial is limited; hence, we created two simple virtual machines to be used in the next section.

To facilitate the notation, we called the first virtual machine as the serial machine and the second one as the parallel machine. Tables 1a and b list the CPU and the memory parameters. The allocated CPUs for these two machines were slightly different. For a better comparison, we ran a serial program on both machines and used two threads. We then explored the speedup ratio of the parallel machine using different numbers of threads.

Table 1a. Serial and parallel virtual machines.

| Parameters          | Serial machine | Parallel machine |
|---------------------|----------------|-----------------|
| CPU name            | Intel(R) Xeon(R) CPU | Intel(R) Xeon(R) CPU |
| CPU GHz             | 2.3 GHz         | 3.1 GHz         |
| # CPU cores         | 1               | 4               |
| CPU processes       | 2               | 8               |
| Cache size          | 46080 KB        | 25344 KB        |

Table 1b. Serial and parallel virtual machines.

| Running time (hours) | 1 thread | 2 threads | 4 threads | 8 threads |
|----------------------|----------|-----------|-----------|-----------|
| Serial machine       | 25.6     | 17.2      | 17.0      | 17.7      |
| Parallel machine     | 10.7     | 5.5       | 3.8       | 3.1       |

5. Numerical cases

5.1. Validation of the explicit DDA with an inclined slope sliding case

The block slide case is one of the most classical cases for validating discontinuous numerical algorithms. We set the following parameters: mass density $\rho = 2.0 \times 10^3$ kg/m$^3$; Young’s modulus $E = 30$ GPa; Poisson’s ratio $\nu = 0.3$; inclination angle $\alpha = 30^\circ$; friction angle $\varphi = 15^\circ$; number of time steps $5 \times 10^5$; time step $\Delta t = 1 \times 10^{-5}$ s; damping coefficient $\zeta_n = 100$; normal spring stiffness $k_n = 20E$; and shear spring stiffness $k_s = 0.5k_n$.

Figure 4 plots the displacements of the numerical and analytical methods. The results matched well;
thus, we can conclude that the explicit DDA is accurate in replicating the sliding block case.

![Figure 3. Block slide case.](image)

![Figure 4. Comparison between the numerical and analytical displacements.](image)

5.2. Efficiency test on the cloud virtual machines

A multiblock fall test was performed, wherein a block wall comprising of 2526 blocks falls freely under gravity. We adopted the following parameters for this test: mass density $\rho = 2.0 \times 10^3$ kg/m$^3$; Young’s modulus $E = 30$ GPa; Poisson’s ratio $\nu = 0.3$; friction angle $\varphi = 0^\circ$; time step $\Delta t = 2 \times$
10^{-6}$ s; number of time steps $6 \times 10^5$; damping coefficient $c_n = 100$; normal spring stiffness $k_n = 20E$; and shear spring stiffness $k_s = 0.5k_n$.

The falling process was similar to that presented in Figure 5. We used different threads for the serial virtual and parallel machines. The serial machine only had one CPU core with two processes; thus, the time will not decrease in the presence of more threads. On the contrary, the parallel machine had four CPU cores and eight processes; thus, a larger speedup ratio can be achieved.

6. Conclusions

This study used a block-wise parallelization scheme to parallelize the explicit 3D DDA, which is a very practicable scheme. The OCI was circumvented, and the global equation was decomposed into many small block-level linear equations. With the OpenMP directives, only three lines of the new code were needed to realize the parallelization.

Two cloud virtual machines were created on the Google Cloud Platform to validate the accelerated performance of the new algorithm. The max speedup ratios of 1.5 and 3.5 were achieved by the serial and parallel machines, respectively. The cloud computing technology endows us with flexible computational power. We can use the elementary serial computer to complete small-scale tasks. The high-performance parallel machine is also available for computation-intensive tasks.
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