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Abstract

We present a novel computational model for the numerical simulation of the blood flow in the human heart by focusing on 3D fluid dynamics of the left heart. With this aim, we employ the Navier-Stokes equations in an Arbitrary Lagrangian Eulerian formulation to account for the endocardium motion, and we model both the mitral and the aortic valves by means of the Resistive Immersed Implicit Surface method. To impose a physiological displacement of the domain boundary, we use a 3D cardiac electromechanical model of the left ventricle coupled to a lumped-parameter (0D) closed-loop model of the circulation and the remaining cardiac chambers, including the left atrium. To extend the left ventricle motion to the endocardium of the left atrium and the ascending aorta, we introduce a preprocessing procedure that combines an harmonic extension of the left ventricle displacement with the motion of the left atrium based on the 0D model. We thus obtain a one-way coupled electromechanics-fluid dynamics model in the left ventricle. To better match the 3D CFD with blood circulation, we also couple the 3D Navier-Stokes equations – with domain motion driven by electromechanics – to the 0D circulation model. We obtain a multiscale coupled 3D-0D fluid dynamics model that we solve via a segregated numerical scheme. We carry out numerical simulations for a healthy left heart and we validate our model by showing that significant hemodynamic indicators are correctly reproduced. We finally show that our model is able to simulate the blood flow in the left heart in the scenario of mitral valve regurgitation.
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1 Introduction

The study of cardiac blood flow aims at improving the knowledge of the heart physiology, assessing the pathological conditions and potentially helping the design of treatments. In the clinical routine, blood flow analysis is conventionally based on non-invasive imaging techniques. However, the space and time resolution of the available techniques is not accurate enough to capture small-scales features as recirculation regions, possible regions of transition to turbulence and small coherent structures [1]. Moreover, imaging techniques cannot provide relevant fluid dynamics indicators such as wall shear stress (WSS), turbulent kinetic energy dissipation, or the oscillatory stress index, which are correlated with the function and remodeling of the heart and vessels [15]. In this respect, numerical simulations – also known as in silico simulations – of the
heart and circulation represent a valuable tool to quantitatively assess the cardiac function and to enhance the understanding of cardiovascular diseases.

The hemodynamics in the heart is characterized by different complex features that computational modeling needs to take into account [3]. The mathematical problem is defined in complex geometries, and there is a strong interaction between the myocardial structure and the blood flow due to the electromechanical activity of the heart. This yields a complex coupled problem among electrophysiology, mechanics and fluid dynamics. Furthermore, the topology of the domain changes during the heartbeat due to the presence of unidirectional cardiac valves, affecting the dynamics of the intracardiac flow. In addition, the blood flow regime is known to be neither laminar nor fully turbulent, but rather transitional [6–9]. Eventually, the flow in the heart is strictly coupled with the flow in the pulmonary and systemic circulation.

The aim of this work is to introduce an accurate computational model accounting for all the features of the hemodynamics in the left heart (LH): the motion of the surrounding tissue, the dynamics of aortic valve (AV) and mitral valve (MV), transitional flow effects, and the flows and pressures in the rest of cardiocirculatory system. Moreover, the present study stands as a significant step towards a high fidelity fluid dynamics model of the whole human heart.

A key point in 3D computational fluid dynamics (CFD) models is the treatment of the boundary displacement, driving the blood motion in the heart chambers. Boundary displacement can be modeled mainly according to the following two paradigms: Fluid-Structure-Interaction (FSI) models and CFD simulation under a prescribed motion. In cardiac FSI problems, the fluid model is coupled with the electromechanics (EM) model and the coupling is explicitly solved, entailing a high computational effort [10–15]. In prescribed displacement CFD simulations, on the other hand, the influence of the cardiac walls motion is modeled by analytical laws [8,16,22] or by patient-specific image-based reconstructions [3,23,27].

A possible approach to account for the interdependence between the flow field of the region of interest and the one of the remaining circulation is to rely on geometric multiscale modeling [28]. The specific region of interest (a vessel or a heart chamber) is represented by a 3D model while the remaining part of the circulation is addressed by means of models characterized by a lower geometric dimension, as 0D [28,32] or 1D [28,33–35] models. Specifically, with 0D models we refer to lumped-parameter models where the dependence on the spatial coordinates is completely neglected, and a uniform spatial distribution of pressures and flowrates in a specific compartment is assumed [28,33].

The blood flow is modeled by the incompressible Navier-Stokes (NS) equations in an Arbitrary Lagrangian Eulerian (ALE) formulation to account for the moving boundary, whereas the AV and MV are immersed in the domain by the Resistive Immersed Implicit Surface (RIIS) method [23,37]. In order to account for the transitional flow regime, the Variational Multiscale - Large Eddy Simulation (VMS-LES) turbulence model is considered [8,38,39], which also acts as a stabilization method for the CFD numerical scheme. The motion of the wall is derived from an EM simulation on the left ventricle (LV) [40,41] and then extended to the whole boundary of the domain of interest by means of an original preprocessing procedure, suitably considering a volume-based definition of the displacement of the left atrium (LA). By prescribing the EM-based velocity at the endocardial wall, we enforce a one-way (kinematic) coupling condition between EM and CFD in the LV. Furthermore, to address the interdependence between the fluid dynamics of the LH and the remaining cardiovascular system, we couple the 3D CFD model to the lumped-parameter (0D) model proposed in [40,41] representing the whole cardiovascular system.

We numerically simulate the hemodynamics of the LH in physiological conditions. We analyze the obtained complex blood flow pattern, and we validate our model by comparing hemodynamic indicators with data available in the literature. Then, we apply our computational model to the case of mitral valve regurgitation, allowing to estimate several clinical indicators and to compare the WSS distribution with the healthy case.

This work is organized as follows: in Section 2 we recall the lumped-parameter circulation model of the cardiovascular system developed in [40,41]; in Section 3 we describe the mathematical model for the moving-domain hemodynamics in the LH with the immersed valves. In particular, in Section 3.4 we introduce the preprocessing procedure to reconstruct the displacement on the whole domain boundary based on an EM simulation of the LV, while in Section 3.5 we present the reduced valve dynamics model employed. The coupling between the 0D circulation model and the 3D CFD model is described in Section 4. Section 5 is devoted to the description of the numerical approximation of each component of the model and the segregated scheme for their coupling. Numerical results are reported in Section 6; specifically, we consider the case of...
Figure 1: The 0D circulation model of the whole cardiovascular system.

a healthy LH in Section 6.1 and that of mitral valve regurgitation in Section 6.2. Finally, conclusions are drawn in Section 7.

2 A 0D circulation model of the whole cardiovascular system

We employ the closed-loop lumped-parameter (0D) circulation model that was recently proposed in [40] (see also [29, 42]). As represented in Figure 1, the closed-loop model consists of the systemic and pulmonary circulations modelled with resistance-inductance-capacitance (RLC) circuits, one for the arterial part and the other one for the venous part. The electric resistance $R$ models viscosity effects, the inductance $L$ inertial effects and finally the conductance $C$ the compliance of vessels. The four heart chambers (cardiac circulation) are modeled by time-varying elastance elements $E(t)$ and the four valves by non-ideal diodes.

Let $V_{LA}(t), V_{LV}(t), V_{RA}(t), V_{RV}(t)$, $p_{LA}(t), p_{LV}(t), p_{RA}(t), p_{RV}(t)$ and $E_{LA}(t), E_{LV}(t), E_{RA}(t), E_{RV}(t)$ be respectively the volumes, pressures and elastances of left atrium (LA), left ventricle (LV), right atrium (RA), right ventricle (RV); $Q_{MV}(t), Q_{AV}(t), Q_{TV}(t)$ and $Q_{PV}(t)$ the flowrates in mitral valve (MV), aortic valve (AV), tricuspid valve (TV) and pulmonary valve (PV). $Q^{SYS}_{AR}(t), Q^{SYS}_{VEN}(t)$ and $p^{SYS}_{AR}(t), p^{SYS}_{VEN}(t)$ are the flowrates and pressures in the systemic circulation respectively in the arterial and venous parts; analogously for $Q^{PUL}_{AR}(t), Q^{PUL}_{VEN}(t)$ and $p^{PUL}_{AR}(t), p^{PUL}_{VEN}(t)$ in the pulmonary circulation.

The 0D closed-loop circulation model of the whole cardiovascular system reads [40]: for any $t \in (0,T_f)$:

$$\frac{dV_{LA}(t)}{dt} = Q^{PUL}_{VEN}(t) - Q_{MV}(t), \quad (1a)$$
$$\frac{dV_{LV}(t)}{dt} = Q_{MV}(t) - Q_{AV}(t), \quad (1b)$$
$$\frac{dV_{RA}(t)}{dt} = Q^{SYS}_{VEN}(t) - Q_{TV}(t), \quad (1c)$$
$$\frac{dV_{RV}(t)}{dt} = Q_{TV}(t) - Q_{PV}(t), \quad (1d)$$
The elastances $E(t)$ of cardiac chambers are analytically prescribed and calibrated on the basis of physiological data; the valves are represented by diodes of resistance $R_k(p_{up}^{(k)}, p_{down}^{(k)})$, being $p_{up}^{(k)}, p_{down}^{(k)}$ the pressure upwind and downwind the valve $k$, with $k = MV, AV, TV, PV$. For further details on the 0D closed-loop model adopted, the reader can refer to \[40, 41\].

### 3 A 3D fluid dynamics model of the left heart

In this section, we introduce the 3D fluid dynamics model of the LH. Specifically, we present the NS equations in ALE framework with RIIS modelling and the boundary conditions (BCs) we employ for our LH model (Sections 3.1, 3.2, 3.3). We introduce in Section 3.4 the preprocessing procedure to compute the LH displacement and in Section 3.5 the valves dynamics.

#### 3.1 The NS-ALE-RIIS equations

Let $\hat{\Omega} \subset \mathbb{R}^d$ be the reference configuration and $\partial \hat{\Omega} \equiv \hat{\Gamma}$ its sufficiently regular boundary, as displayed in Figure 2. Let $\Omega_t \subset \mathbb{R}^d$ be the fluid domain at a specific time instant $t > 0$ (current configuration), with a sufficiently regular boundary $\partial \Omega_t \equiv \Gamma_t$ oriented by outward pointing normal unit vector $n$. We denote as $\Gamma_t^D$ and $\Gamma_t^N$ the portions of the boundary where, respectively, Dirichlet and Neumann type BCs are prescribed, with $\Gamma_t = \Gamma_t^D \cup \Gamma_t^N$ and $\Gamma_t^D \cap \Gamma_t^N = \emptyset$.

\[
C_{AR} \frac{d p_{AR}^{SYS}(t)}{dt} = Q_{AV}(t) - Q_{AR}^{SYS}(t), \quad (1e)
\]
\[
C_{VEN} \frac{d p_{VEN}^{SYS}(t)}{dt} = Q_{SYS}(t) - Q_{VEN}^{SYS}(t), \quad (1f)
\]
\[
C_{AR} \frac{d p_{AR}^{PUL}(t)}{dt} = Q_{PV}(t) - Q_{AR}^{PUL}(t), \quad (1g)
\]
\[
C_{VEN} \frac{d p_{VEN}^{PUL}(t)}{dt} = Q_{PUL}(t) - Q_{VEN}^{PUL}(t), \quad (1h)
\]
\[
\frac{L_{AR}^{SYS}}{R_{AR}^{SYS}} \frac{d Q_{SYS}^{AR}(t)}{dt} = -Q_{SYS}^{AR}(t) - \frac{p_{VEN}(t) - p_{SYS}^{PUL}(t)}{R_{VEN}^{SYS}}, \quad (1i)
\]
\[
\frac{L_{VEN}^{SYS}}{R_{VEN}^{SYS}} \frac{d Q_{SYS}^{VEN}(t)}{dt} = -Q_{SYS}^{VEN}(t) - \frac{p_{PUL}(t) - p_{SYS}^{SYS}(t)}{R_{VEN}^{SYS}}, \quad (1j)
\]
\[
\frac{L_{PUL}^{SYS}}{R_{PUL}^{SYS}} \frac{d Q_{SYS}^{PUL}(t)}{dt} = -Q_{SYS}^{PUL}(t) - \frac{p_{LA}(t) - p_{VEN}(t)}{R_{PUL}^{SYS}}, \quad (1k)
\]

where

\[
p_{LA}(t) = p_{EX}(t) + E_{LA}(t) (V_{LA}(t) - V_{0,LA}), \quad (2a)
\]
\[
p_{RA}(t) = p_{EX}(t) + E_{RA}(t) (V_{RA}(t) - V_{0,RA}), \quad (3a)
\]
\[
p_{LV}(t) = p_{EX}(t) + E_{LV}(t) (V_{LV}(t) - V_{0,LV}), \quad (2b)
\]
\[
p_{RV}(t) = p_{EX}(t) + E_{RV}(t) (V_{RV}(t) - V_{0,RV}), \quad (3b)
\]

and

\[
Q_{MV}(t) = \frac{p_{LA}(t) - p_{LV}(t)}{R_{MV}(p_{LA}(t), p_{LV}(t))}, \quad (4a)
\]
\[
Q_{TV}(t) = \frac{p_{RA}(t) - p_{RV}(t)}{R_{TV}(p_{RA}(t), p_{RV}(t))}, \quad (5a)
\]
\[
Q_{AV}(t) = \frac{p_{LV}(t) - p_{AR}^{SYS}(t)}{R_{AV}(p_{LV}(t), p_{AR}^{SYS}(t))}, \quad (4b)
\]
\[
Q_{PV}(t) = \frac{p_{RV}(t) - p_{PUL}^{SYS}(t)}{R_{PV}(p_{RV}(t), p_{PUL}^{SYS}(t))}, \quad (5b)
\]
Figure 2: Fluid domain in reference configuration (left), ALE map $x = A_t(\tilde{x})$ and domain in current configuration (right). In the current configuration, the domain $\Omega_t$ is bounded by $\Gamma_t = \Gamma_t^D \cup \Gamma_t^N$; $\Sigma_k$ is an immersed surface modeled by means of the RIIS method.

We introduce the ALE map $A_t$ which associates, at each $t \in (0, T_f)$, a point $\tilde{x} \in \hat{\Omega}$ to a point $x \in \Omega_t$:

$$A_t : \hat{\Omega} \to \Omega_t : \quad x = A_t(\tilde{x}) = \tilde{x} + \hat{d}(\tilde{x}, t),$$

being $\hat{d}$ the domain displacement with respect to the reference configuration $\hat{\Omega}$. For every function $w$ defined in the current configuration we denote with $\hat{w} = w \circ A_t$ the corresponding function in the reference frame. Viceversa, $w = \hat{w} \circ A_t^{-1}$.

Assuming $\hat{d}(\tilde{x}, t)$ to be known on the whole boundary $\hat{\Gamma}$ at any time $t \in [0, T_f)$, we can extend it to the fluid domain by solving at each time step the following harmonic extension problem:

$$-\Delta \hat{d} = 0 \quad \text{in } \hat{\Omega},$$

$$\hat{d} = \hat{d}_{\Gamma} \quad \text{on } \hat{\Gamma}. \quad (7a)$$

$$\hat{d} = \hat{d}_{\Gamma} \quad \text{on } \hat{\Gamma}. \quad (7b)$$

Eq. (7) allows to compute at each time step the current domain $\Omega_t = A_t(\hat{\Omega})$. The ALE velocity is finally computed as

$$u^{\text{ALE}} = \left( \frac{\partial \hat{d}}{\partial t} \right) \circ A_t^{-1}. \quad (8)$$

In heart chambers, blood can be regarded as a Newtonian incompressible fluid and modeled with the incompressible Navier-Stokes (NS) equations [2, 44–46]. Let $u$ be the fluid velocity, $p$ the pressure. The motion of the domain is considered by expressing the NS equations in an ALE framework [43, 47]. The presence of the cardiac valves is accounted by means of the RIIS method [23, 37]. This method, inspired by the Resistive Immersed Surface (RIS) method introduced in [48] and then applied to cardiac valves in [49, 50], was introduced in [37] and then extended in [23]. It lays in the class of immersed boundary - fictitious domain methods, and it allows to account for a moving immersed surface in an Eulerian framework without requiring the use of a surface-conforming mesh. Specifically, in the RIIS method we introduce into the momentum balance of the NS equations an additional term which penalizes a kinematic condition, i.e. the adherence of the blood to $m$ immersed moving surfaces $\Sigma_k$:

$$\Sigma_k = \{ x : \varphi_k(x) = 0 \}, \quad \text{with } k = 1, \ldots, m. \quad (9)$$

In Eq. (9), $\varphi_k(x)$ is a signed-distance function that implicitly describes the $k$–th immersed surface. In particular, we denote with $R_k$ the resistance coefficient; the resistive term has support in a narrow layer
Figure 3: The LH geometry: (a) the three subdomains $\Omega_t = \Omega_{LA}^t \cup \Omega_{LV}^t \cup \Omega_{AA}^t$; (b) the boundary portions of the LH geometry $\Gamma_t = (\bigcup_{i=1}^5 \Gamma_{PVein_i}) \cup \Gamma_{AA}^t \cup \Gamma_{w}^t$; (c) the immersed surfaces $\Sigma_{MV}$ and $\Sigma_{AV}$ (respectively in their open and closed configurations), in blue the inlet Dirichlet BCs, in red the Neumann BCs (for both inlet and outlet sections) and in green the Dirichlet condition at wall.

around $\Sigma_k$ represented by a smoothed Dirac delta type function:

$$
\delta_{\Sigma_k, \varepsilon_k}(\varphi_k(x)) = \begin{cases} 
1 + \cos(\pi \varphi_k(x)/\varepsilon_k) \over 2\varepsilon_k & \text{if } |\varphi_k(x)| \leq \varepsilon_k, \\
0 & \text{if } |\varphi_k(x)| > \varepsilon_k,
\end{cases}
$$

(10)

and $\varepsilon_k > 0$ is a suitable parameter representing half of thickness of the leaflet. $u_{\Sigma_k}$ is the prescribed immersed surface velocity that, for the sake of simplicity, and similarly to [23] is taken as $u_{\Sigma_k} = 0$. We refer to [23, 37] for additional details on the RIIS method.

The incompressible NS equations in ALE framework with RIIS modeling read:

$$
\frac{\partial u}{\partial t} + \rho \left( (u - u^{ALE}) \cdot \nabla \right) u - \nabla \cdot \sigma(u, p) + \sum_{k=1}^{m} R_k \delta_{\Sigma_k, \varepsilon_k}(\varphi_k)(u - u_{\Sigma_k}) = 0 
$$

in $\Omega_t \times (0, T_f)$, (11a)

$$
\nabla \cdot u = 0 
$$

in $\Omega_t \times (0, T_f)$, (11b)

$$
u = g 
$$

on $\Gamma_t^D \times (0, T_f)$, (11c)

$$
\sigma(u, p) n = h 
$$

on $\Gamma_t^N \times (0, T_f)$, (11d)

$$
u = u_0 
$$

in $\Omega_0 \times \{0\}$. (11e)

We will refer to this formulation as NS-ALE-RIIS formulation; in particular, $\hat{\frac{\partial u}{\partial t}} = \frac{\partial u}{\partial t} + (u^{ALE} \cdot \nabla) u$ is the ALE derivative, $\rho$ the fluid density and $\sigma(u, p)$ the total stress tensor defined for Newtonian, incompressible and viscous fluids as $\sigma(u, p) = -pI + 2\mu\varepsilon(u)$. $\mu$ is the dynamic viscosity and $\varepsilon(u)$ the strain-rate tensor $\varepsilon(u) = \frac{1}{2} \left( \nabla u + (\nabla u)^T \right)$. The functions $g$ and $h$ are Dirichlet and Neumann data, $u_0$ the initial datum.

3.2 The LH geometry model

We consider a realistic LH geometry provided by Zygote [51], an accurate 3D model of the heart obtained with CT scan data. The LH is constituted by the LA, LV and a portion of the ascending aorta (AA). The two cardiac chambers (LA, LV) are separated by the MV whereas the AV separates the LV from the AA. The oxygenated blood is collected from the pulmonary veins, the inlets of our domain. The four pulmonary
veins are connected to the upper part of the LA. In the geometry considered there are four pulmonary veins, but one of them is split into two inlets, thus, our LH geometry is characterized by five inlet sections as displayed in Figure 3. The blood is then pushed into the systemic circulation through the outlet section of the AA.

As shown in Figure 3a, we decompose the geometry into three subdomains: \( \Omega_t = \Omega_t^{LA} \cup \Omega_t^{LV} \cup \Omega_t^{AA} \), namely the LA \( \Omega_t^{LA} \), the LV \( \Omega_t^{LV} \) and the AA \( \Omega_t^{AA} \). The boundary is split into \( \Gamma_t = \left( \bigcup_{i=1}^{5} \Gamma_i \right) \cup \Gamma_t^{LA} \cup \Gamma_t^{AA} \), where we denote with \( \Gamma_i \) the outlet section of the ascending aorta and with \( \Gamma_t^{AA} \) the endocardium (see Figure 3a). The boundary portions \( \Gamma_i \), \( i = 1, \ldots, 5 \) are fixed. As displayed in Figure 3c, we immerse in the LH domain two surfaces \( \Sigma_{MV} \) and \( \Sigma_{AV} \), namely the MV and the AV. Specifics on valves dynamics are given in Section 3.5.

### 3.3 Boundary conditions

To set pressures and flowrates in the LH, we prescribe Dirichlet BCs on three out of five inlet sections, and Neumann BCs on the remaining two. For the Dirichlet inlet sections, we have at our disposal the inlet flowrate \( Q_{IN}(t) \) only. Thus, the inlet BC is in principle a defective BC because the datum is provided only as averaged scalar quantity \( \bar{Q}_{IN} \).

Since a laminar flow regime is reasonably expected in the pulmonary veins, we prescribe the pressure in the pulmonary veins \( p_{IN}(t) \) with a Neumann BC as:

\[
\sigma(u, p)n = -p_{IN}n_i, \quad \text{on } \Gamma_i, \quad i = 3, 4.
\] (13)

On the outlet section \( \Gamma_t^{AA} \) we prescribe a Neumann BC by setting the outlet pressure \( p_{OUT}(t) \):

\[
\sigma(u, p)n = -p_{OUT}n, \quad \text{on } \Gamma_t^{AA} \times (0, T_f).
\] (14)

Details on the way we compute inlet flowrate \( Q_{IN}(t) \), inlet and outlet pressures \( p_{IN}(t), p_{OUT}(t) \) are given in Section 3.3. Finally, on the endocardium (wall) we prescribe the boundary ALE velocity, by time differentiating the wall displacement \( \mathbf{d}_\Gamma \) (that will be introduced in Section 3.4) in the current configuration:

\[
\mathbf{u} = \mathbf{u}_\Gamma = \frac{\partial \mathbf{d}_\Gamma}{\partial t}, \quad \text{on } \Gamma_t^w \times (0, T_f).
\] (15)

A graphical sketch of the whole set of BCs is given in Figure 3c.

### 3.4 Displacement modeling

The mathematical problem describing the hemodynamics of the LH is solved by prescribing a given displacement field denoted as \( \mathbf{d}_\Gamma \) on the endocardium. In particular, the latter is used as Dirichlet BC on \( \Gamma_t^w \) for the NS-ALE-RIIS problem in Eq. (15) and for the geometric problem in Eq. (14) on the whole boundary \( \hat{\Gamma} \). In the following, we present a procedure aimed at computing a physiological LH displacement \( \mathbf{d}_\Gamma \) on \( \hat{\Gamma} \) starting from an EM simulation of the LV.

We split the wall into \( \Gamma_t^w = \Gamma_t^w, LA \cup \Gamma_t^w, LV \cup \Gamma_t^w, AA \), being respectively the walls of LA, LV and AA as displayed in Figure 4. Let \( \psi_1 \) and \( \psi_2 \) be two characteristic functions, \( \mathbf{d}_{LV} \) and \( \mathbf{d}_{LA} \) two displacement fields.

\[\text{We use the convection of the sign of the flowrate defined according to the outward unit normal } \mathbf{n}. \text{ Thus, an inlet flowrate (entering velocity) will be, by definition, negative.}\]
Figure 4: Boundary portions of the LH geometry in reference configuration to model displacement: \( \hat{\Gamma} = \hat{\Gamma}_w \cup \left( \bigcup_{i=1}^{5} \hat{\Gamma}_{\text{PVein}_i} \right) \cup \hat{\Gamma}_{\text{AA}}, \) with \( \hat{\Gamma}_w = \hat{\Gamma}_{\text{LA}} \cup \hat{\Gamma}_{\text{LV}} \cup \hat{\Gamma}_{\text{AA}} \) and \( \hat{\gamma}_{\text{ring}} = \hat{\Gamma}_{\text{LV}} \cap \left( \hat{\Gamma} \setminus \hat{\Gamma}_{\text{LV}} \right) \) acting on the whole LH which account respectively for the motion of the LV and the LA. We define the displacement on the whole LH as

\[
d_{\hat{\Gamma}}(\hat{x}, t) = \psi_1(\hat{x})d_{\text{LV}}(\hat{x}, t) + \psi_2(\hat{x})d_{\text{LA}}(\hat{x}, t), \quad \text{on } \hat{\Gamma} \times (0, T_f).
\]

Thus, we model the LH displacement as the sum of two contributions: (I) a displacement coming from an EM simulation of the LV that we extend to the whole LH domain; (II) an ad-hoc designed displacement for the LA. In the following, we describe how we compute all the quantities involved in Eq. (16), namely the characteristic functions \( \psi_1, \psi_2 \) and the displacement fields \( d_{\text{LV}}, d_{\text{LA}} \). In Algorithm 1 we summarize the main steps required in the preprocessing procedure; in Figure 5 we represent these steps with boxes numbered as the lines in Algorithm 1. We wish to point out that, since the displacement at the LV is computed through an EM simulation, and we prescribe this datum at walls of the fluid domain, we are enforcing in the LV a kinematic one-way coupling condition between EM and CFD.

### 3.4.1 EM of a LV and harmonic extension on the whole LH geometry

We describe how we compute the LV displacement through an EM simulation and then its extension on the whole LH geometry. The steps here introduced correspond to boxes 1-5 in Figure 5 and, analogously, to lines 1-5 of Algorithm 1.

We adopt the 3D EM model of the LV developed in [40, 41]. Electrophysiology is modelled through the Monodomain equation [55] coupled with the ten Tusscher-Panfilov ionic model [56]. Subcellular generation of active force is modelled by means of artificial neural networks through the RDQ20-MF model [57]. The passive behaviour of the tissue is modelled through the Guccione strain energy density function [58]. At the epicardium we set generalized Robin-type BCs; on the rings of the AV and MV we impose energy-consistent BCs [59]. Fibers distribution is considered through rule based Bayer-Blake-Plank-Trayanova algorithm [60, 61]. The 3D EM model of the LV is coupled to the 0D closed-loop circulation model of the whole cardiovascular system introduced in Section 2. For the numerical approximation of the problem, we use linear finite elements (FE) for the space discretization. Specifically, in the EM model an intergrid transfer operator [62] is adopted to employ a coarser grid for the elastodynamic and a finer one for the electrophysiology, due to the higher resolution required by the latter. The coupled EM problem is solved by means of the staggered numerical scheme presented in [41]. For additional details on this model and for the numerical methods adopted to solve it, we refer respectively to [40] and [41].
Laplace-Beltrami problem. Specifically, we extend on LA and AA the LV displacement in the LV structure ("s", i.e. LV myocardium). In Figure 6a we show the LV in its reference configuration non-physiological flowrates and pressures. In Section 3.4.2, we propose a simplified model to account for a LH. As a consequence, at this stage, we are still not accounting for any contribution coming from the LA Γ, as shown in Figure 5, box 4. Thus, keeping the pulmonary veins fixed as (see Figure 5, box 3):

\[
\text{Algorithm 1 Preprocessing procedure to compute LH displacement}
\]

**Input**: \(\hat{\Omega}, \hat{f}\)

**Output**: \(\hat{d}_s\)

1. LV-EM simulation \(\rightarrow \hat{d}^{EM}_{LV}\) on \(\hat{\Omega}^{LV,s} \times (0, T_f)\)
2. Extract solution on LV endocardium \(\rightarrow \hat{d}^{EM}_{LV, endo}\) on \(\hat{\Gamma}^{w, LV} \times (0, T_f)\)
3. \(\hat{d}^{EM}_{LV, endo} \rightarrow \text{Laplace - Beltrami (Eq. (17)) \rightarrow } \hat{d}_s\) on \(\hat{\Gamma} \setminus \hat{\Gamma}^{w, LV} \times (0, T_f)\)
4. Compute \(\hat{d}_{LV}\) on \(\hat{\Gamma} \times (0, T_f)\) (Eq. (18))
5. Compute characteristic functions \(\psi_1, \psi_2\) on \(\hat{\Gamma}\)
6. Solve the geometric problem (7) with Dirichlet datum: \(\hat{d}_{PRE} = \psi_1 \hat{d}_{LV}\) on \(\hat{\Gamma} \times (0, T_f)\)
7. Compute \(V_{LV}(t), V_{AA}(t), \forall t \in (0, T_f)\)
8. Compute \(A(t), \forall t \in (0, T_f)\) (Eq. (22))
9. Solve the 0D circulation model \(\rightarrow V_{LA}(t) = V^{0D}_{LA}(t)\)
10. Compute \(\Phi(t), \forall t \in (0, T_f)\)
11. Compute \(\hat{c}_G^A\) on \(\hat{\Gamma}\)
12. Compute \(\tilde{B}(t), \forall t \in (0, T_f)\)
13. Solve the ODE in Eq. (24) \(\forall t \in (0, T_f) \rightarrow g_{LA}(t)\)
14. \(\hat{d}_{LA} = \hat{c}_G^A g_{LA}\) on \(\hat{\Gamma} \times (0, T_f)\)
15. \(\hat{d}_s = \psi_1 \hat{d}_{LV} + \psi_2 \hat{d}_{LA}\), on \(\hat{\Gamma} \times (0, T_f)\)

Since the one-way coupling ignores the dynamic balance among CFD and EM, the pressure in the LV during the isovolumetric phases (i.e. when both valves are closed) would not be uniquely defined and, as a consequence, we neglect the isovolumetric phases removing them in post-processing.

Let \(\hat{d}_{LV}^{EM}(\hat{x}, t)\) in \(\hat{\Omega}^{LV,s} \times (0, T_f)\) be the displacement of the LV, solution of the EM model and defined in the LV structure ("s", i.e. LV myocardium). In Figure 6a we show the LV in its reference configuration \((\hat{\Omega}^{LV,s}); in Figures 6b and 6c we display snapshots of the numerical solution during systole and diastole respectively. Moreover, we also report the solution in Figure 5 box 1.

Let then \(\hat{d}_{EM, endo}^{LV}(\hat{x}, t)\) on \(\hat{\Gamma}^{w, LV} \times (0, T_f)\) be the displacement field restricted to the LV endocardium – wall of the LV fluid domain – and shown in Figure 5 box 2. We compute a displacement \(\hat{d}_s\) acting on LA and AA only. We compute it as the solution of a vectorial Laplace-Beltrami problem. Specifically, we extend on LA and AA the LV displacement \(\hat{d}_{EM}^{LV, endo}(\hat{x}, t)\) by keeping the pulmonary veins fixed as (see Figure 5 box 3):

\[
\begin{align}
- \Delta_{\hat{\Gamma}} \hat{d}_s &= 0 & \text{on } \hat{\Gamma} \setminus \left( \hat{\Gamma}^{w, LV} \cup \bigcup_{i=1}^{5} \hat{\Gamma}^{\text{PV vein}_i} \right) \times (0, T_f), \\
\hat{d}_s &= \hat{d}_{EM, endo}^{LV} & \text{on } \hat{\Gamma}^{\text{ring}} \times (0, T_f), \\
\hat{d}_s &= 0 & \text{on } \partial \hat{\Gamma}^{\text{PV vein}_i} \times (0, T_f), \quad i = 1, \ldots, 5,
\end{align}
\]

being \(\hat{\Gamma}^{\text{ring}} = \hat{\Gamma}^{w, LV} \cap \left( \hat{\Gamma} \setminus \hat{\Gamma}^{w, LV} \right)\). We define the displacement \(\hat{d}_{LV}(\hat{x}, t)\) on \(\hat{\Gamma} \times (0, T_f)\) as:

\[
\hat{d}_{LV}(\hat{x}, t) = \begin{cases} 
\hat{d}_{EM, endo}^{LV}(\hat{x}, t) & \text{on } \hat{\Gamma}^{w, LV} \times (0, T_f), \\
\hat{d}_s(\hat{x}, t) & \text{on } \hat{\Gamma} \setminus \hat{\Gamma}^{w, LV} \times (0, T_f).
\end{cases}
\]

By combining \(\hat{d}_s\) and \(\hat{d}_{EM, endo}^{LV}\) as in Eq. (18), the resulting \(\hat{d}_{LV}\) is hence defined on the whole LH boundary \(\hat{\Gamma}\), as shown in Figure 5 box 4. Thus, \(\hat{d}_{LV}\) is obtained by extending the EM-based LV displacement on the LH. As a consequence, at this stage, we are still not accounting for any contribution coming from the LA motion. As a matter of fact, a simple extension of the LV displacement would bring to a non physiological LA volume behavior, having then a direct impact on the fluid dynamics simulation, for instance in terms of non-physiological flowrates and pressures. In Section 3.4.2 we propose a simplified model to account for a physiological LA motion.
We compute two scalar characteristic functions $\hat{\psi}_1(\hat{x})$ and $\hat{\psi}_2(\hat{x})$ on $\hat{\Gamma}$ (reported in Figure 5, box 5) by solving additional scalar Laplace-Beltrami problems. We introduce them to isolate the effects of LA and LV displacements, while still guaranteeing an overall smooth solution over the whole LH. In particular,

1. $\hat{\psi}_1(\hat{x})$ is equal to 1 on $\hat{\Gamma}_w, \text{LV} \cup \hat{\Gamma}_w, \text{AA} \cup \hat{\Gamma}_w, \text{AA}$ and smoothly vanishes in a subregion of $\hat{\Gamma}_w, \text{LA}$ and it is zero on $\bigcup_{i=1}^{5} \hat{\Gamma}_{PVein_i}$;

2. $\hat{\psi}_2(\hat{x})$ is equal to 0 on $\hat{\Gamma}_w, \text{LV} \cup \hat{\Gamma}_w, \text{AA} \cup \hat{\Gamma}_w, \text{AA}$, positive on $\hat{\Gamma}_w, \text{LA}$, and vanishes on $\bigcup_{i=1}^{5} \hat{\Gamma}_{PVein_i}$.

In the green box of Figure 5, we report the displacement field $\hat{\psi}_1^2$ arising from the aforementioned steps: on the LV it is equal to the displacement computed in the EM simulation; it is harmonically extended on the AA and it smoothly vanishes on the LA.

3.4.2 Modeling the LA motion

In absence of an EM model of the whole LH (or of the isolated LA), we propose a simplified model to compute the displacement of the whole LH, also considering the LA physiological motion.

Let $\hat{d}_{LA}(\hat{x}, t)$ be the (unknown) displacement of the LA introduced in Eq. (16); we assume that the LA displacement can be modelled by separation of variables [8]. Moreover, we assume that the LA displacement is directed towards its center of volume $\hat{x}_{LA}^G$. We introduce $\hat{e}_{LA}^G$ as the unit vector directed towards $\hat{x}_{LA}^G$ as

$$\hat{e}_{LA}^G(\hat{x}) = \frac{\hat{x} - \hat{x}_{LA}^G}{|\hat{x} - \hat{x}_{LA}^G|},$$

where $|\cdot|$ is the Euclidean norm. Thus, we define $\hat{d}_{LA}$ as

$$\hat{d}_{LA}(\hat{x}, t) = \hat{e}_{LA}^G(\hat{x}) g_{LA}(t), \text{ on } \hat{\Gamma} \times (0, T_f),$$

being $g_{LA}(t)$ a time-dependent function.

Equation (19) introduces some simplifications since – differently from the LV – we are not considering the LA fibers’ direction nor the solution of a suitable EM model. We make these assumptions in order to
model the LA displacement in all those cases in which this might not be available as input data: cases in which an EM model is available for the LV only (as in this case) or imaging data given for the LV solely. As a matter of fact, imaging data routinely acquired in diagnostic exams are commonly focused on the LV, thus CFD simulations are carried out on this chamber only, discarding the effects of the overhead atrial flow. This extension procedure can hence be used to fill the missing data and to perform numerical simulations on the whole left part of the heart.

To compute $g_{LA}(t)$, we consider the LH volume time-derivative and we express it through the Reynolds transport theorem (RTT) [64] as

$$
\frac{dV_{LH}(t)}{dt} = \frac{d}{dt} \int_{\Omega_t} dx \stackrel{RTT}{=} \oint_{\Gamma_t} \mathbf{u} \cdot d\mathbf{x},
$$

being $V_{LH}$ the LH volume. By defining $u_{1}(x, t) = \frac{\partial}{\partial t} \hat{d}_1(x, t)$ and by recalling that for a generic function $w$ holds that $w = \hat{w} \circ A_t^{-1}$, we use Eq. (16) and (19) mapped to the current configuration $\Gamma_t$ in Eq. (20) to get:

$$
\frac{dV_{LH}(t)}{dt} = \oint_{\Gamma_t} \frac{\partial}{\partial t} (\psi_1(x) \hat{d}_1(x, t)) \cdot d\mathbf{x} + \frac{dg_{LA}(t)}{dt} \oint_{\Gamma_t} \psi_2(x) e_{LA}^G(x) \cdot d\mathbf{x},
$$

Let $V_{LA}$, $V_{LV}$ and $V_{AA}$ be the volumes of LA, LV and AA, with $V_{LH}(t) = V_{LA}(t) + V_{LV}(t) + V_{AA}(t)$; we define the fluxes in (21) as

$$
\mathcal{A}(t) = \oint_{\Gamma_t} \frac{\partial}{\partial t} (\psi_1(x) \hat{d}_1(x, t)) \cdot d\mathbf{x}, \quad B(t) = \oint_{\Gamma_t} \psi_2(x) e_{LA}^G(x) \cdot d\mathbf{x},
$$

$$
\Phi(t) = \frac{dV_{LH}(t)}{dt} - \mathcal{A}(t) = \frac{dV_{LA}(t)}{dt} + \frac{dV_{LV}(t)}{dt} + \frac{dV_{AA}(t)}{dt} - \mathcal{A}(t).
$$

Solving Eq. (21) for $\frac{dg_{LA}(t)}{dt}$, yields the following Cauchy problem:

$$
\begin{align*}
\frac{dg_{LA}(t)}{dt} &= B^{-1}(t) \Phi(t), \quad t \in (0, T_f), \\
g_{LA}(0) &= g_{LA0}.
\end{align*}
$$
Such that the Zygote’s geometry is scanned at 70% of diastole [51], we consider such instant as initial time $t = 0$ such that $\Omega = \Omega_0$, thus $g_{LA_0} = 0$. To compute $V_{LA}(t)$ in Eq. (23), we solve the 0D closed-loop circulation model - tuned on the basis of the EM simulation\footnote{In principle, one could directly adopt the LA volume obtained with the 3D-0D EM model [40, 41]. However, as previously explained, since we remove in post-processing the isovolumetric phases, we calibrate the 0D model to be consistent with the LV volume achieved.} and we denote the LA volume computed as $V_{LA}^{0D}(t)$. Thus, we set:

$$V_{LA}(t) = V_{LA}^{0D}(t).$$

To compute the remaining terms in $\Phi(t)$, we define a preliminary displacement field which accounts for the LV motion only (i.e. the one appearing in the definition of $A(t)$ in Eq. (22)):

$$d_{PRE}^t(\hat{x}, t) = \hat{\psi}_1(\hat{x}) \hat{d}_{LA}(\hat{x}, t), \text{ on } \hat{\Gamma} \times (0, T_f). \tag{25}$$

As reported in Algorithm\footnote{In principle, one could directly adopt the LA volume obtained with the 3D-0D EM model [40, 41]. However, as previously explained, since we remove in post-processing the isovolumetric phases, we calibrate the 0D model to be consistent with the LV volume achieved.} in order to compute $g_{LA}(t)$, we first solve a preliminary geometric problem, as the one in Eq. (7) but using $d_{PRE}^t$ as Dirichlet BC on $\hat{\Gamma} \times (0, T_f)$. By introducing $d_{PRE}^t$, we can compute once and for all the volumes $V_{LV}(t)$, $V_{AA}(t)$ and the flux $A(t)$. We solve the 0D circulation model to get $V_{LA}(t)$ and we compute the flux $\Phi(t)$. Once we compute $d_{LA}^t$, we calculate the flux $B(t)$ to finally get $g_{LA}(t)$ as solution of the Cauchy problem [24]. The steps here mentioned are aimed at computing $g_{LA}(t)$: they are shown in lines 6-13 of Algorithm\footnote{In principle, one could directly adopt the LA volume obtained with the 3D-0D EM model [40, 41]. However, as previously explained, since we remove in post-processing the isovolumetric phases, we calibrate the 0D model to be consistent with the LV volume achieved.} and gathered in a single box in Figure 5.

Once we get $g_{LA}(t)$, we can compute $d_{LA}$ as in Eq. (19) and displayed in box 14 in Figure 6. The magnitude of the displacement $\hat{\psi}_2 \hat{d}_{LA}$ is shown in the yellow box in Figure 5, it is non-null on the LA only, smoothly vanishing towards the pulmonary veins and on the LV and the AA. We also report glyphs of $\hat{\psi}_2 d_{LA}$: the LA displacement direction coincides with $\hat{d}_{LA}^t$.

The displacement $d_t$ can be eventually computed as in Eq. (16) and as reported in Figure 5, box 15.

### 3.4.3 Algorithms, numerical methods for the displacement model and displacement results

We implemented the whole procedure in Piython [65]. To compute $\hat{d}_{LV}^t$ and $\hat{d}_{PRE}^t$, solving respectively the EM model of the LV [40, 41] and the geometric problem (7), we carry out numerical simulations using the in-house finite element library life\footnote{In principle, one could directly adopt the LA volume obtained with the 3D-0D EM model [40, 41]. However, as previously explained, since we remove in post-processing the isovolumetric phases, we calibrate the 0D model to be consistent with the LV volume achieved.} (more details will be provided in Section 5). We solved the Laplace-Beltrami problems to get $\hat{d}_s$, $\hat{\psi}_1$ and $\hat{\psi}_2$ using vtk [67, 68] and the pre-processing tools for cardiac numerical simulations [69].

Specifically, referring to Algorithm\footnote{In principle, one could directly adopt the LA volume obtained with the 3D-0D EM model [40, 41]. However, as previously explained, since we remove in post-processing the isovolumetric phases, we calibrate the 0D model to be consistent with the LV volume achieved.} the computation of $g_{LA}$ in step 13 would involve a non-linear problem. As a matter of fact, the definition of the flux $B(t)$ (specified in step 12 and required in step 13) entails an integral acting on LA and computed on $\Gamma_t$, which is still unknown. Hence, differently from $A(t)$ – where we already know the geometry since $\hat{\psi}_1 = 0$ on the LA – we cannot evaluate this flux once and for all. We address the non linearity by considering the flux $B$ at the previous time step, as reported in Algorithm\footnote{In principle, one could directly adopt the LA volume obtained with the 3D-0D EM model [40, 41]. However, as previously explained, since we remove in post-processing the isovolumetric phases, we calibrate the 0D model to be consistent with the LV volume achieved.} We denote with $n$ the quantities evaluated at time step $t_n$, with $n = 0, \ldots, N_t$ and let $\Delta t$ be the time step
size. At each time step, we compute the displacement $\hat{d}_\Gamma(\hat{x}) = \hat{d}_\Gamma(\hat{x}, t_n)$, we move the domain boundary to recover the geometry $\Gamma_n$ (computing also $e_G^{LA}$ and $\mathbf{n}$ on $\Gamma_n$), we evaluate the flux $B_n$. The ODE (24) is then numerically integrated with the backward Euler method: given $g_{LA, n}$, for $n = 0, \ldots, N_t - 1$, find $g_{LA, n+1}$ such that

$$g_{LA, n+1} = g_{LA, n} + \Delta t B_n^{-1} \Phi_{n+1}.$$  

In Figure 7 we finally report the LH geometry warped by $\hat{d}_\Gamma$ at different time steps during the heart cycle starting from the time of end diastole. Moreover, in Figure 8 we show the volumes of LA, LV and AA obtained with our preprocessing procedure.

### 3.5 Valves dynamics

As denoted in Section 3.1, the effect of MV and AV on the fluid is modelled by means of the RIIS method [23, 37]. In addition, we developed preprocessing pipelines to define a displacement to move the leaflets of the cardiac valves and hence to bring the immersed surfaces from the open to the closed configuration and vice versa. The MV and AV are given by Zygote [51] respectively in their closed and open configuration. In
Figure 9: Immersed valve $\Sigma_k$ with upwind and downwind control volumes where average pressures are computed. $Q_k$ is the flowrate across $\Sigma_k$.

Figure 10: Cardiac valves from their fully closed to their fully open configuration. Leaflets are deformed with the displacement $\hat{d}_{\Sigma_{MV}}(\hat{x})$ and $\hat{d}_{\Sigma_{AV}}(\hat{x})$.

We do not prescribe a priori the time at which valves open and close as this is the result of our numerical simulations. If a valve is closed, its leaflets start to open when the pressure jump across it becomes positive; viceversa, the valve closes when a condition of reversed flow across the orifice area is detected [50]. The condition on the pressure jump across the valve $k$, with $k = MV, AV$ is checked by considering two control volumes inside the upwind and downwind chambers, namely $\Omega_{k_{up}}$ and $\Omega_{k_{down}}$, as shown in Figure 9.
\(\mathcal{P}^\text{up}_k(t)\) and \(\mathcal{P}^\text{down}_k(t)\) be the average pressure inside each control volume:

\[
\mathcal{P}^\text{up}_k(t) = \frac{1}{|\Omega^\text{up}_k|} \int_{\Omega^\text{up}_k} p(x, t) dx, \quad \mathcal{P}^\text{down}_k(t) = \frac{1}{|\Omega^\text{down}_k|} \int_{\Omega^\text{down}_k} p(x, t) dx,
\]

respectively. Then, the pressure jump across the valve \(k\) is computed as

\[
\delta \mathcal{P}_k(t) = \mathcal{P}^\text{up}_k(t) - \mathcal{P}^\text{down}_k(t).
\]

The valve \(k\) will thus open when \(\delta \mathcal{P}_k(t) > 0\).

The closure condition at time \(t\) of reversed flow is checked when \(Q_k(t) < 0\), \(Q_k\) being the flowrate through the valve \(k\). Hinging upon a mass balance, the sign of \(Q_k(t)\) is directly related to that of \(\dot{V}_{LV}(t)\). Therefore, the MV will close when \(\dot{V}_{LV}(t) < 0\), while the AV when \(\dot{V}_{LV}(t) > 0\).

Hence, during a heart cycle, to each cardiac valve two times will be associated: a closing (superscript '0') and an opening (superscript '1') times that we assemble in

\[
\tau = \left( \tau^0_{\text{MV}}, \tau^0_{\text{AV}}, \tau^0_{\text{LA}} \right)^T.
\]

Opening and closure stages of valves are not instantaneous: we prescribe a given ramp time to fully open/close the valve. For instance, the MV starts opening at \(t = \tau^0_{\text{MV}}\) and its opening stage ends at \(t = \tau^0_{\text{MV}} + \Delta \tau^0_{\text{MV}}\), with \(\Delta \tau^0_{\text{MV}}\) given. More details on the role played by the displacement fields \(d_{\Sigma_{\text{MV}}}^{\text{AV}}\) and \(d_{\Sigma_{\text{AV}}}^{\text{LA}}\) and the opening and closing times \(\tau\) will be given in Section 5.4.

### 4 Coupling the 3D CFD model with the 0D circulation model

In order to couple the 3D CFD model of the LH with the 0D circulation model of the whole cardiovascular system, we first remove from the 0D model Eq. (1a), (1b), (2a), (2b), (4a), (4b) and we replace them with the 3D model of the LH. The coupling between the 3D and 0D models consists of the enforcement of the continuity of flowrates and pressures on the “artificially chopped” boundaries, i.e. inlet and outlet sections of the 3D domain: \(\Gamma_{\text{PVein}}, i = 1, \ldots, 5\) and \(\Gamma_{\text{AA}}\).

Referring to Figure 1, the arterial systemic pressure \(\mathcal{P}^\text{sys}_{\text{AR}}(t)\), appearing in Eq. (1c) and (1d) acts as the outlet pressure used in the Neumann BC on the AA outlet section \(\Gamma_{\text{AA}}\) in Eq. (1d), formerly denoted as \(p_{\text{OUT}}(t)\). The outlet BC hence becomes:

\[
\sigma(u, p) \mathbf{n} = -p_{\text{sys}_{\text{AR}}} \mathbf{n}, \quad \text{on } \Gamma_{\text{AA}} \times (0, T_f).
\]

Conversely, the LA pressure \(p_{\text{LA}}^{\text{in}}(t)\) appearing in Eq. (1b) represents the pressure downwind the “PUL VEN” RLC system, i.e. the one to be prescribed on the inlet sections of our 3D domain. We rename the latter as \(p_{\text{IN}}^{\text{in}}(t)\) and it replaces \(p_{\text{IN}}(t)\) in the inlet BC (3b):

\[
\sigma(u, p) \mathbf{n} = -p_{\text{IN}}^{\text{in}} \mathbf{n}_i, \quad \text{on } \Gamma_{\text{PVein}}^{\text{in}}, \times (0, T_f), \ i = 3, 4.
\]

The flowrate \(Q_{\text{VEN}}^{\text{PUL}}(t)\), appearing in Eq. (1b) and (1d), is the inlet flowrate \(Q_{\text{IN}}(t)\) used as inlet BC for the 3D problem (see Eq. (12)). Since in all the parts of the heartbeat mass conservation must be ensured, the inlet flowrate should match the volume time derivative of LA and LV in diastole (when the MV is open) and of the sole LA in systole (MV closed):

\[
Q_{\text{IN}}(t) = \begin{cases} 
-\frac{d}{dt}(V_{LV}(t) + V_{LA}(t)) & \text{if MV is open}, \\
-\frac{dV_{LA}(t)}{dt} & \text{if MV is closed}.
\end{cases}
\]

Since \(Q_{\text{IN}}(t)\) is computed in the 3D simulation and represents the flowrate in the pulmonary veins, we replace it with \(Q_{\text{VEN}}^{\text{PUL}, \text{3D}}(t)\) and the inlet BC becomes:

\[
\mathbf{u} = 2Q_{\text{VEN}}^{\text{PUL}, \text{3D}} \frac{\zeta_i}{|\Gamma_{\text{PVein}}^{\text{in}}|} \left( 1 - \frac{r^2}{R_i^2} \right) \mathbf{n}_i, \quad \text{on } \Gamma_{\text{PVein}}^{\text{in}} \times (0, T_f), \ i = 1, 2, 5.
\]
Figure 11: 3D-0D coupling among the 3D fluid-dynamics model of the LH and the 0D circulation model of the whole cardiovascular system with a zoom on the LH and a scheme explaining the adopted coupled strategy.

In an analogous fashion, the flowrate $Q_{AV}(t)$ in the 0D model represents in our 3D model the outlet flowrate at the AA section $\Gamma_{^1A}$. Hence, we replaced it as $Q_{AA}^{3D}(t)$ and we compute it – exploiting mass balance – as

$$Q_{AA}^{3D}(t) = \begin{cases} 
-dV_{AA}(t) \frac{dt}{dt} & \text{if AV is closed,} \\
-d(V_{LV}(t)+V_{AA}(t)) \frac{dt}{dt} & \text{if AV is open.}
\end{cases}$$

(34)

Eq. (32) and (34) are valid for healthy valves motion. In Section 6.2, we cope the case of a regurgitant MV and the flowrates definitions will properly consider the amount of regurgitant flow. In particular, by considering the valves characteristic times introduced in Section 3.5, Eq. (32) and (34) are conveniently rewritten as:

$$Q_{VEN}^{PUL, 3D}(t) = \begin{cases} 
\frac{d(V_{LV}(t)+V_{LA}(t))}{dt} & \text{if } t < \tau_{MV}^0 \text{ or } t \geq \tau_{MV}^0, \\
\frac{dV_{LA}(t)}{dt} & \text{if } \tau_{MV}^0 \leq t < \tau_{MV}^0.
\end{cases}$$

(35)
\[ Q_{AA}^{3D} = \begin{cases} \frac{-dV_{AA}(t)}{dt} & \text{if } t \leq \tau_{AV}^0 \text{ or } t > \tau_{AV}^0, \\ \frac{-d(V_{LV}(t) + V_{AA}(t))}{dt} & \text{if } \tau_{AV}^0 < t \leq \tau_{AV}^0. \end{cases} \] (36)

Finally, note that, in Eq. [11], the variable \( Q_{VEN}^{PUL}(t) \) can be computed from the 3D model using Eq. [32], while \( p_{LA}(t) \) is replaced by \( p_{LA}^*(t) \) and it is an unknown. Hence, we can solve (1l) in terms of the pressure to be prescribed at the inlet sections \( p_{LA}^*(t) \) (see Eq. [38a]). The reduced 0D model arising from these observations is the following: for any \( t \in (0, T_f) \):

\[
\begin{align*}
\frac{dV_{RA}(t)}{dt} &= Q_{VEN}^{SYS}(t) - Q_{TV}(t), \\
\frac{dV_{AV}(t)}{dt} &= Q_{TV}(t) - Q_{PV}(t), \\
\frac{dp_{AR}(t)}{dt} &= \frac{1}{C_{AR}^{SYS}} (Q_{AA}^{3D}(t) - Q_{AR}^{SYS}(t)), \\
\frac{dp_{VEN}(t)}{dt} &= \frac{1}{C_{VEN}^{SYS}} (Q_{AR}^{SYS}(t) - Q_{VEN}(t)), \\
\frac{dp_{PUL}(t)}{dt} &= \frac{1}{C_{PUL}^{SYS}} (Q_{PV}(t) - Q_{PUL}(t)), \\
\frac{dp_{VEN}(t)}{dt} &= \frac{1}{C_{PUL}^{SYS}} (Q_{PUL}(t) - Q_{PUL, 3D}(t)), \\
\frac{dp_{AR}(t)}{dt} &= \frac{R_{SYS}^{AR}}{L_{SYS}^{AR}} \left( -Q_{AR}^{SYS}(t) \frac{p_{VEN}(t) - p_{AR}(t)}{R_{SYS}^{AR}} \right), \\
\frac{dp_{VEN}(t)}{dt} &= \frac{R_{SYS}^{AR}}{L_{SYS}^{AR}} \left( -Q_{VEN}(t) \frac{p_{VEN}(t) - p_{AR}(t)}{R_{SYS}^{AR}} \right), \\
\frac{dp_{PUL}(t)}{dt} &= \frac{R_{PUL}^{AR}}{L_{PUL}^{AR}} \left( -Q_{PUL}(t) \frac{p_{VEN}(t) - p_{PUL}(t)}{R_{PUL}^{AR}} \right), \\
\frac{dp_{AR}(t)}{dt} &= \frac{R_{SYS}^{AR}}{L_{SYS}^{AR}} \left( -Q_{AR}^{SYS}(t) \frac{p_{VEN}(t) - p_{AR}(t)}{R_{SYS}^{AR}} \right), \\
\frac{dp_{VEN}(t)}{dt} &= \frac{R_{SYS}^{AR}}{L_{SYS}^{AR}} \left( -Q_{VEN}(t) \frac{p_{VEN}(t) - p_{AR}(t)}{R_{SYS}^{AR}} \right), \\
\frac{dp_{PUL}(t)}{dt} &= \frac{R_{PUL}^{AR}}{L_{PUL}^{AR}} \left( -Q_{PUL}(t) \frac{p_{VEN}(t) - p_{PUL}(t)}{R_{PUL}^{AR}} \right).
\end{align*}
\]

Being

\[
\begin{align*}
p_{LA}^*(t) &= p_{VEN}^{PUL}(t) - R_{VEN}^{PUL} Q_{VEN}^{PUL, 3D}(t) \frac{dQ_{VEN}^{PUL, 3D}(t)}{dt}, \\
p_{RA}(t) &= p_{EX}(t) + E_{RA}(t) (V_{RA}(t) - V_{O,RA}), \\
p_{PV}(t) &= p_{EX}(t) + E_{PV}(t) (V_{PV}(t) - V_{O,RV}), \\
Q_{TV}(t) &= \frac{p_{RA}(t) - p_{RV}(t)}{R_{TV}(p_{RA}(t), p_{RV}(t))}, \\
Q_{PV}(t) &= \frac{p_{RV}(t) - p_{PUL}(t)}{R_{PV}(p_{RV}(t), p_{PUL}(t))}.
\end{align*}
\]

We gather the unknown variables of Equations [37] in a vector \( \mathbf{c}(t) = (V_{RA}(t), V_{PV}(t), p_{AR}^{SYS}(t), p_{VEN}^{SYS}(t), p_{PUL}^{SYS}(t), p_{VEN}^{SYS}(t), Q_{AR}^{SYS}(t), Q_{VEN}^{SYS}(t), Q_{PUL}^{SYS}(t))^T \) and the left-hand side of Eq. [38] in a vector \( \dot{\mathbf{c}}(t) = (p_{LA}^{in}(t), p_{RA}(t), p_{PV}(t), Q_{TV}(t), Q_{PV}(t))^T \). We then collect the right-hand sides of Eq. [37] and [38] respectively in the vectors \( \mathbf{r}(t, \mathbf{c}(t), \dot{\mathbf{c}}(t)) \) and \( \dot{\mathbf{r}}(t, \mathbf{c}(t)) \). Hence, the reduced 0D model, enriched with suitable initial conditions, is expressed in a compact form as

\[
\begin{align*}
\frac{d\mathbf{c}(t)}{dt} &= \mathbf{r}(t, \mathbf{c}(t), \dot{\mathbf{c}}(t)) \quad t \in (0, T_f), \\
\dot{\mathbf{c}}(t) &= \dot{\mathbf{r}}(t, \mathbf{c}(t)) \quad t \in (0, T_f), \\
\mathbf{c}(0) &= \mathbf{c}_0.
\end{align*}
\]
Finally, a graphical representation of the 3D-0D coupling scheme is given in Figure 11 and the overall set of 3D-0D coupled equations is expressed as

\[
\begin{align*}
\rho \frac{\hat{\partial} \mathbf{u}}{\partial t} + \rho \left( (\mathbf{u} - \mathbf{u}^{\text{ALE}}) \cdot \nabla \right) \mathbf{u} - \nabla \cdot \sigma(\mathbf{u}, p) + \\
\frac{R_{\text{AV}}}{\varepsilon_{\text{AV}}} \delta_{\Sigma_{\text{AV}} \cdot \varepsilon_{\text{AV}}} \mathbf{u} + \frac{R_{\text{MV}}}{\varepsilon_{\text{MV}}} \delta_{\Sigma_{\text{MV}} \cdot \varepsilon_{\text{MV}}} \mathbf{u} = 0 \quad & \text{in } \Omega_t \times (0, T_f), \quad (40a) \\
\nabla \cdot \mathbf{u} = 0 \quad & \text{in } \Omega_t \times (0, T_f), \quad (40b) \\
\mathbf{u} = 2Q_{\text{PUL, 3D}}^{\text{PUL, 3D}} \left( \frac{\zeta_i}{|\Gamma_{\text{PUL, 3D}}^c|} \right) (1 - \frac{r^2}{R_i^2}) \mathbf{n}_i \quad & \text{on } \Gamma_{\text{PUL, 3D}}^c \times (0, T_f), \quad i = 1, 2, 5, \quad (40c) \\
\sigma(\mathbf{u}, p) \mathbf{n} = -p_{\text{SYS}} \mathbf{n} \quad & \text{on } \Gamma_{\text{PUL, 3D}}^c \times (0, T_f), \quad i = 3, 4, \quad (40d) \\
\sigma(\mathbf{u}, p) \mathbf{n} = -p_{\text{SYS}} \mathbf{n} \quad & \text{on } \Gamma_t^{\text{AA}} \times (0, T_f), \quad (40e) \\
\mathbf{u} = u_t \quad & \text{on } \Gamma_t^{\text{AA}} \times (0, T_f), \quad (40f) \\
\mathbf{u} = 0 \quad & \text{in } \Omega_0 \times \{0\}, \quad (40g) \\
x = \hat{x} + \hat{d} = A_t(\hat{x}) \quad & \text{in } \hat{\Omega}, \quad (40h) \\
- \nabla \cdot (K \nabla \hat{d}) = 0 \quad & \text{on } \hat{\Gamma}, \quad (40i) \\
\hat{d} = \hat{d}_t \quad & \text{on } \hat{\Gamma}, \quad (40j) \\
\mathbf{u}^{\text{ALE}} = \left( \frac{\partial \hat{\mathbf{d}}}{\partial t} \right) \circ \hat{d}^{-1}, \quad (40k) \\
\frac{dc(t)}{dt} = r(t, c(t), \hat{c}(t)) \quad & \text{for } t \in (0, T_f), \quad (40l) \\
\hat{c}(t) = \hat{r}(t, c(t)) \quad & \text{for } t \in (0, T_f), \quad (40m) \\
c = c_0 \quad & \text{for } t = 0. \quad (40n)
\end{align*}
\]

5 Numerical methods

In this section we present the numerical methods to solve the multiscale problem \[40\]. Specifically, we present the numerical schemes for the solutions of the NS-ALE-RIIS equations, the geometric problem and the 0D circulation model respectively; we show the algorithms to determine opening and closing times of valves and to update their leaflet positions. Finally, we introduce the segregated scheme for the coupled problem.

5.1 Space and time discretization of the NS-ALE-RIIS equations and VMS-LES method

For the space discretization of Eq. (11), we introduce the following infinite dimensional function spaces:

\[
V_g := \{ \mathbf{v} \in [H^1(\Omega_t)]^d : \mathbf{v} = g \text{ on } \Gamma_t^D \}, \quad Q := L^2(\Omega_t).
\]

We employ the FE method for the spatial discretization and we denote with the superscript \( h \) quantities associated to the FE discretization. We adopt the VMS-LES method \[8, 17, 38, 39\] to get a stable formulation of the NS equations discretized with FE in the sense of the inf-sup condition, to control instabilities arising from advection dominated problems, and to take into account the transitional and nearly turbulent regime that typically occurs in cardiac blood flow \[8, 38\].

For the time discretization, we partition the time domain in \( N_t \) time steps of equal size \( \Delta t = \frac{T_f}{N_t} \) and we denote with the subscript \( n \) quantities evaluated at time step \( n \): \( t_n \), with \( n = 0, \ldots, N_t \). We use the Backward Differentiation Formula (BDF) scheme of order \( \sigma_t = 1, 2, 3 \) to discretize the problem in time \[39\]
Algorithm 3 Geometric problem

Input $\hat{\mathbf{d}}_n, \hat{T}_n, \hat{\Omega}_h$
Output $\mathbf{u}^\text{ALE,}_h, \Omega_n, \mathcal{T}_n^h$

Solve lifting problem in Eq. (49) $\rightarrow \hat{\mathbf{d}}_n$
Compute ALE velocity through Eq. (50) $\rightarrow \hat{\mathbf{u}}^\text{ALE,}_h \rightarrow \mathbf{u}^\text{ALE,}_h$
Move the domain and the mesh through Eq. (51) $\rightarrow \Omega_n, \mathcal{T}_n^h$

and we adopt a semi-implicit treatment of the non linearities by extrapolating the velocity field by means of the Newton-Gregory backward polynomials of order $\sigma_t$, bringing to the extrapolated velocity $\mathbf{u}^h_{n+1,\text{EXT.}}$.

The fully discretized linearized semi-implicit VMS-LES formulation of the NS-ALE-RII equations with BDF as time integration method reads: given $\mathbf{u}^h_0, \ldots, \mathbf{u}^h_{n+1-\sigma_t}$, for any $n = 0, \ldots, N_t-1$, find $(\mathbf{u}^h_{n+1}, p^h_{n+1}) \in \mathcal{V}_h \times \mathcal{Q}_h$ such that:

$$\begin{align*}
\mathbf{v}^h \cdot \rho \frac{\partial \mathbf{u}^h_{n+1}}{\partial t} &+ \mathbf{v}^h \cdot \rho (\mathbf{u}^h_{n+1,\text{EXT}} - \mathbf{u}^\text{ALE,}_h^h) \cdot \nabla \mathbf{u}^h_{n+1} + (\nabla \mathbf{v}^h, \mu \nabla \mathbf{u}^h_{n+1})_{\Omega_{n+1}} \\
& - (\nabla \cdot \mathbf{v}^h, p^h_{n+1})_{\Omega_{n+1}} + (q^h, \nabla \cdot \mathbf{u}^h_{n+1})_{\Omega_{n+1}} + \left(v^h, \sum_{k=1}^{m} \frac{R_k}{\varepsilon_k} \delta_{\Sigma_k, n+1, \varepsilon_k} (\mathbf{u}^h_{n+1} - \mathbf{u}^h_{\Sigma_k, n+1}) \right)_{\Omega_{n+1}} \\
& + \mathcal{S}(v^h, q^h, \mathbf{u}^h_{n+1}, \mathbf{u}^\text{ALE,}_h^h, \mathbf{u}^h_{n+1,\text{EXT}}, p^h_{n+1}, p^h_{n+1,\text{EXT}}) = (v^h, h^h_{n+1})_{\Omega_{n+1}} + \left(v^h, \rho \frac{\mathbf{u}^h_{n+1,BDF}}{\Delta t} \right)_{\Omega_{n+1}}
\end{align*}$$

for all $(\mathbf{v}^h, q^h) \in \mathcal{V}_h \times \mathcal{Q}_h$, for all $n \geq \sigma_t - 1$.

In Eq. (42), the form $\mathcal{S}$ includes the stabilization and turbulence terms provided by the VMS-LES method. By defining the relative velocity $\mathbf{u}^h_{n+1,\text{EXT}} = \mathbf{u}^h_{n+1,\text{EXT}} - \mathbf{u}^\text{ALE,}_h^h$, the form $\mathcal{S}$ is expressed as:

$$\begin{align*}
\mathcal{S}(v^h, q^h, \mathbf{u}^h_{n+1}, & \mathbf{u}^\text{ALE,}_h^h, \mathbf{u}^h_{n+1,\text{EXT}}, p^h_{n+1}, p^h_{n+1,\text{EXT}}) = \\
(\rho u^h \cdot \nabla \mathbf{v}^h + \nabla q^h, \tau_M(\mathbf{u}^h) R_M(\mathbf{u}^h_{n+1}, p^h_{n+1}))_{\Omega_{n+1}} + (\nabla \cdot \mathbf{v}^h, \tau_C(\mathbf{u}^h)r_C(\mathbf{u}^h_{n+1}))_{\Omega_{n+1}} \\
& + \left(\rho u^h \cdot (\nabla \mathbf{v}^h)^T, \tau_M(\mathbf{u}^h) R_M(\mathbf{u}^h_{n+1}, p^h_{n+1}) \right)_{\Omega_{n+1}} - (\rho \nabla \mathbf{v}^h, \tau_M(\mathbf{u}^h) R_M(\mathbf{u}^h_{n+1}, p^h_{n+1}))_{\Omega_{n+1}}
\end{align*}$$

being $r_M(\mathbf{u}^h, p^h)$ and $r_C(\mathbf{u}^h)$ the strong residuals of (11a) and (11b), defined respectively as:

$$\begin{align*}
r_M(\mathbf{u}^h, p^h) = & \rho \frac{\partial \mathbf{u}^h}{\partial t} + \rho ((\mathbf{u}^h - \mathbf{u}^\text{ALE,}_h) \cdot \nabla) \mathbf{u}^h + \nabla p^h - \mu \Delta \mathbf{u}^h + \sum_{k=1}^{m} \frac{R_k}{\varepsilon_k} \delta_{\Sigma_k, \varepsilon_k} (\varphi_k) (\mathbf{u}^h - \mathbf{u}^h_{\Sigma_k}), \\
r_C(\mathbf{u}^h) = & \nabla \cdot \mathbf{u}^h
\end{align*}$$

where the temporal derivative in Eq. (44) is approximated with BDF method of the same order $\sigma_t$ adopted for the temporal discretization in Eq. (42). The stabilization parameters are chosen as in (23) (37) (39):

$$\begin{align*}
\tau_M(\mathbf{u}^h) = & \frac{\sigma_t \rho^2}{\Delta t^2} + \rho ((\mathbf{u}^h - \mathbf{u}^\text{ALE,}_h) \cdot \mathcal{G}(\mathbf{u}^h - \mathbf{u}^\text{ALE,}_h) + C_t \mu^2 \mathcal{G} + \sum_{k=1}^{m} \frac{R_k^2}{\varepsilon_k^2} \delta_{\Sigma_k, \varepsilon_k} (\varphi_k))^{-\frac{1}{2}}, \\
\tau_C(\mathbf{u}^h) = & (\tau_M(\mathbf{u}^h) \mathbf{g} \cdot \mathbf{g})^{-1}
\end{align*}$$

being $C_t = 15 \cdot 2^r$ a constant obtained by an inverse inequality depending on the local velocity polynomial degree $r$ (38) and $\mathcal{G}$ and $\mathbf{g}$ are respectively the metric tensor and metric vector (see (8) (38)).
The Galerkin formulation of Eq. (48) is expressed as

For the ALE lifting problem in Eq. (7), we introduce the infinite dimensional function space

\[ \mathbf{d}_{\tau} := \left\{ \mathbf{d} \in H^1(\Omega) : \mathbf{d} = \mathbf{d}_{\Gamma} \text{ on } \Gamma \right\} \]

to get the following weak formulation:

\[ \text{find } \mathbf{d} \in \mathbf{d}_{\tau} \text{ such that } \left( \nabla \mathbf{d}, \nabla \mathbf{w} \right) = 0 \text{ for all } \mathbf{w} \in \mathbf{d}_{\tau}. \]  

(48)

The Galerkin formulation of Eq. (48) is expressed as

for any \( n = 0, \ldots, N_{\tau} \), find \( \mathbf{d}^n \in \mathbf{d}_{\tau}^h \) such that \( \left( \nabla \mathbf{d}^n, \nabla \mathbf{w}^h \right) = 0 \) for all \( \mathbf{w}^h \in \mathbf{d}_{\tau}^h \).  

(49)
Algorithm 6 Compute volumes and flowrates

Input $\Omega_n, T_n, \tau$

Output $Q_{\text{PUL, 3D}}^{\text{VEN, } n}, Q_{\text{AA, 3D}}^{\text{VEN, } n}, \dot{V}_{\text{LV, } n}$

Compute volumes: $V_{\text{LV, } n} = \int_{\Omega_{\text{LV}}} dx, \quad V_{\text{LA, } n} = \int_{\Omega_{\text{LA}}} dx, \quad V_{\text{AA, } n} = \int_{\Omega_{\text{AA}}} dx$

Compute flowrates:

\[
Q_{\text{PUL, 3D}}^{\text{VEN, } n} = \begin{cases} 
- (V_{\text{LV, } n} + V_{\text{LA, } n}) & \text{if } t^n < \tau^0_{\text{MV}} \text{ or } t^n \geq \tau^0_{\text{MV}} \\
- V_{\text{LA, } n} - V_{\text{LA, } n-1} & \text{if } \tau^0_{\text{MV}} \leq t^n < \tau^0_{\text{MV}}.
\end{cases}
\]

\[
Q_{\text{AA, 3D}}^{\text{VEN, } n} = \begin{cases} 
- (V_{\text{AA, } n} - V_{\text{AA, } n-1}) & \text{if } t^n < \tau^0_{\text{AV}} \text{ or } t^n \geq \tau^0_{\text{AV}} \\
- (V_{\text{LV, } n} + V_{\text{AA, } n}) - (V_{\text{LV, } n-1} - V_{\text{AA, } n-1}) & \text{if } \tau^0_{\text{AV}} \leq t^n < \tau^0_{\text{AV}}.
\end{cases}
\]

Compute LV volume derivative: $\dot{V}_{\text{LV, } n} = \frac{V_{\text{LV, } n} - V_{\text{LV, } n-1}}{\Delta t}$

The ALE velocity in the reference configuration is recovered discretizing Eq. (8) with the Backward Euler Method, as

\[
\hat{u}_{n}^{\text{ALE, } h} = \frac{\hat{d}^n_{\Gamma} - \hat{d}^{n-1}_{\Gamma}}{\Delta t}.
\]

Finally, we move the domain $\Omega_n$ and the mesh $T_n$ according to the ALE map $A_n(x) = \hat{x} + \hat{d}^n_h$ defined in Eq. (6), which gives:

\[
\Omega_n = A_n(\hat{\Omega}), \quad T_n^h = A_n(\hat{T}^h).
\]

In Algorithm 3 we report the numerical scheme required to solve the geometric problem at time step $n$. We denote it in short as

\[
(u_{n}^{\text{ALE, } h}, \Omega_n, T_n^h)^T = \text{GEOMETRIC}(\hat{d}^n_{\Gamma}, \hat{\Omega}, \hat{T}^h).
\]

The geometric problem – taking as input the prescribed displacement, the domain and the mesh in its reference configuration – computes the ALE fluid velocity, the domain and the mesh at the current time step.

5.3 Time discretization of the 0D circulation model

As done in [41], we solve the system of ODEs in Eq. (39) with a 4th order explicit Runge-Kutta method. The choice of a high-order time discretization scheme is motivated by the stiffness of the circulation model [41, 70]. The time-step size $\Delta t$ adopted for its numerical discretization is the same used for the BDF advancing scheme in the 3D problem.

5.4 Valves: algorithms to update opening-closing times and leaflets position

In the following, we show the algorithms adopted to find the valves opening-closing times and to determine the valves’ leaflets position based on the displacements $\hat{d}_{\Sigma_{\text{MV}}}^n$ and $\hat{d}_{\Sigma_{\text{AV}}}^n$ introduced in Section 3.5 and the opening-closing times.

In Algorithm 4 the valves opening-closing times are obtained by checking whether the pressure jump across an immersed surface changes signs (valve opens) and if a condition of reverse flow across the valve is detected (valve closes). At the beginning of each heart cycle of period $T_{HB}$, the opening-closing times are set to zero. The algorithm is invoked at every time step of the numerical simulation as

\[
\tau = \text{VALVESOPENINGCLOSINGTIMES}(\delta \rho_{n}^{\text{MV, } h}, \delta \rho_{n}^{\text{AV, } h}, \dot{V}_{\text{LV, } n}).
\]
linearly. We will refer to this algorithm as fully closed one for the AV. During the opening and closing stages, the displacement increases (decreases) the valves reference configuration.

Define fully and partially applied displacement fields. Since our simulation starts at the end-diastole time, fields valued status described by \( \tau \) the basis of the heartbeat phases (vector \( \mathbf{u} \)).

In Algorithm 6, we show how we numerically compute \( Q_{\text{AV}} \).

5.5 A segregated scheme for the 3D-0D coupling

In Algorithm 8, we show how we numerically compute \( Q_{\text{AV}} \) and \( \dot{V}_{\text{LV}} \) given \( \Omega_n, T^h_n \) and the valves status described by \( \tau \). We denote it in short as:

\[
\left( Q_{\text{AV}}^{\text{3D}}, Q_{\text{AA}}^{\text{3D}}, \dot{V}_{\text{LV}} \right) = \text{FLOWRATES} \left( \Omega_n, T^h_n, \tau \right).
\]
Flowrates are computed hinging upon mass balance and volumes time derivatives are discretized with backward finite differences.

We gather the problems in Eq. (40l)-(40n), discretized as in Section 5.3, as

\[(c_n, \tilde{c}_n)^T = \text{Circulation}(Q_{\text{VENE},n}^{\text{PUL}}, 3D, Q_{\text{AA},n}^{3D}), \tag{56}\]

where we highlight the dependency of the circulation problem on the fluxes \(Q_{\text{VENE},n}^{\text{PUL}}\) and \(Q_{\text{AA},n}^{3D}\) computed in Algorithm 6. To solve the system of ODEs in Eq. (40l)-(40n), at every time step, the right-hand sides \(r(t_n, c_n, \tilde{c}_n)\) and \(\tilde{r}(t_n, c_n)\) is fed with \(Q_{\text{VENE},n}^{\text{PUL}}, 3D\) and \(Q_{\text{AA},n}^{3D}\) as computed in Algorithm 6; in turn, the pressures \(p_{\text{SYS},n}\) and \(p_{\text{in},LA,n}(t)\), computed in the 0D model, are used to prescribe BCs to the 3D CFD problem. We denote by \(P_{\text{NS-ALE-RIIS-VMS-LES}}\) the fluid-dynamics problem in Eq. (42):

\[P_{\text{NS-ALE-RIIS-VMS-LES}}(u_n^h, p_n^h; u_n^{\text{ALE},h}; p_{\text{LA, n}}^{\text{in}}, Q_{\text{VENE},n}^{\text{PUL}}, 3D, Q_{\text{AA},n}^{3D}, \Sigma_{\text{MV},n}, \Sigma_{\text{AV},n}, R_{\text{MV}}, R_{\text{AV}}, \varepsilon_{\text{MV}}, \varepsilon_{\text{AV}}; \Omega_n, \mathcal{T}_n^h) = 0, \tag{57}\]

where we highlight the dependency of the problem on the ALE velocity \(u_n^{\text{ALE},h}\), on quantities required to set BCs (\(p_{\text{LA, n}}^{\text{in}}, Q_{\text{VENE},n}^{\text{PUL}}, 3D, Q_{\text{AA},n}^{3D}, d_r_n\)) as in Eq. (40l), (40c), (40e) and (40f), on quantities required by the valves’ RIIS modeling (\(\Sigma_{\text{MV},n}, \Sigma_{\text{AV},n}, R_{\text{MV}}, R_{\text{AV}}, \varepsilon_{\text{MV}}, \varepsilon_{\text{AV}}; \Omega_n, \mathcal{T}_n^h\)) as in Eq. (40d) and on the domain and mesh at current time step (\(\Omega_n, \mathcal{T}_n^h\)). \(P_{\text{NS-ALE-RIIS-VMS-LES}}\) denotes the numerical solution at time step \(n\) of the fluid dynamics problem made of the NS-ALE-RIIS equations with VMS-LES modeling. The whole procedure to
Figure 13: The LH hexahedral mesh: (a) the mesh made of three conforming submeshes for LA, LV and AA; (b) a clip of the mesh showing the local mesh refinement near the MV and AV.

| Parameter | LA | LV | AA |
|-----------|----|----|----|
| ρ         | 1.06·10^3 | 3.5·10^{-3} | 10^4 |
| μ         | 10^{-3} m  | 1 | 1 |
| εk        | 0.79 | 2.3 | 5.2 |
| h         | 157 | 534 | 178 | 712 |
| DOFs (Q_1 - Q_1) | total |

Table 1: Parameters for the setup of the numerical simulations.

We solve the fluid-dynamics problem is reported in Algorithm [7] and consists of solving Eq. (57) and computing the pressure jumps across valves. The algorithm is in short called as

\[
\begin{align*}
(u^n_h, p^n_h, \delta p^n_{MV,h}, \delta p^n_{AV,h})^T &= \text{FLUIDDYNAMICS}(u^n_{ALE,h}; p^{in}_{LA,n}, Q^{PUL, 3D}_{VEN,n}, p^{SYS}_{PAR,n}, d^n_T; \\
& R_{MV}, R_{AV}, \epsilon_{MV}, \epsilon_{AV}, \Sigma_{MV,n}, \Sigma_{AV,n}; \\
& \Omega_n, T^n_h).
\end{align*}
\]

We solve the 3D-0D model in Eq. (40) by means of a segregated numerical scheme that we show in Algorithm [8]. After initialization, at each time step we solve the geometric problem (Algorithm [3]), we check the valves status through Algorithm [3], which – after checking positive pressure jumps and reversed flow conditions – returns the valves’ opening-closing times τ. The latter is used to compute the flowrates (Algorithm [5]). The flowrates \(Q^{PUL, 3D}_{VEN,n}, Q^{3D}_{AA,n}\), computed in the latter, are then used to assemble the right-hand side of Eq. (40). Finally, the pressures \(p^{in}_{LA,n}, p^{SYS}_{PAR,n}\) computed by the circulation problem and the flowrate \(Q^{PUL, 3D}_{VEN,n}\) provided by the flowrates computation are used to set BCs of the fluid dynamics problem as described in Section [3].

In Figure 12 we report a conceptual scheme of the whole problem: from the precomputed quantities to the coupling among circulation and fluid dynamics problems. We highlight the central role played by the valves status determination and all the quantities shared among different the problems.

6 Numerical simulations

We perform numerical simulations on a LH mesh built from the Zygote Solid 3D heart model [51]. To preprocess the geometry and generate the mesh, we use vmtk [67] and the pre-processing tools recently developed in [69]. We mesh each portion of the domain (LA, LV and AA) separately with a non-uniform
mesh size, refining the mesh near the MV, AV and the LV apex, exploiting algorithms based on the closest-point distances \[69\]. The three submeshes are then connected in a conforming fashion to get the hexahedral mesh in Figure 13. Specifically, with \texttt{vtik} we first generate a tetrahedral mesh, then we use mesh \texttt{tethex} \[69, 71\] to obtain an hexaedral mesh in which each tetrahedron is split into four hexaedra preserving the aspect ratio of the original element.

For the RIIS method, following arguments of \[23, 37\], we set \( R_{MV} = R_{AV} = 10^4 \, \text{kg/(m}^2\cdot\text{s}) \) and \( \varepsilon_{MV} = \varepsilon_{AV} = 10^{-3} \, \text{m} \). This choice of \( \varepsilon_{MV} \) and \( \varepsilon_{AV} \) allows to have a physiologic representation of the valves’ leaflets in a healthy subject and, with our choice of \( R_{MV} \) and \( R_{AV} \) to avoid flow penetration across the immersed surfaces \[47\]. As shown in Figure 13b, we have refined the mesh in the valves region in order to accurately represent the leaflets as described by the RIIS method with our choices of \( \varepsilon_{MV} \) and \( \varepsilon_{AV} \). Since we neglect the isovolumetric phases, we cannot employ physiological opening and closing times of the valves, thus we open and close them instantaneously (i.e. in one time step). Thus, we set \( \Delta \tau^0_{MV} = \Delta \tau^0_{AV} = \Delta \tau^\nabla_{AV} = \Delta t \).

The physical parameters for blood are density \( \rho = 1.06 \cdot 10^3 \, \text{kg/m}^3 \) and dynamic viscosity \( \mu = 3.5 \cdot 10^{-3} \, \text{kg/(m-s)} \); we start our simulation from a zero velocity initial condition \( \mathbf{u}_0 = \mathbf{0} \). We adopt linear FE spaces for velocity and pressures \((Q_1 - Q_1)\), and In Table 1 we summarize the parameters adopted for the setup of our numerical simulations.

Mathematical models and numerical methods described in Sections 2, 3, 4 and 5 have been implemented in a high-performance C++ library developed within the iHEART project \[7\] mainly focused on cardiac simulations and based on the \texttt{deal.II} finite element core \[72\]. Numerical simulations are run in a parallel framework \[7\]. The linear system arising from Eq. \( (42) \) is solved at each time step with the GMRES method. The linear system is preconditioned with the aSIMPLE preconditioner \[73\] and its blocks are preconditioned with an algebraic multigrid preconditioner based on Trilinos \[74\].

In the following, we first present our numerical results for the case of a healthy LH, then we apply our computational model to the pathological case of MV regurgitation.

### 6.1 A physiological left heart

We simulate 4 heartbeats \((T_f = 4 \, \text{s})\) of period \( T_{HB} = 1 \, \text{s} \) and we discard the first 3 cycles in order to remove the influence of a null initial condition. We show numerical results on the last heartbeat and we shift the temporal domain in \([0, T_{HB}]\). We start our simulation from the time of end diastole, with the MV open and the AV closed. In Figure 14 we report flowrates and pressure at the inlet and outlet sections of the 3D domain, which are the interfaces of the 3D-0D coupling. In Figure 15 we show the average pressure in LA, LV and AA computed by averaging the pressure field in control volumes in each chamber, as explained in Section 3.5. On the bottom box, we report the LV volume time-derivative, which is the indicator adopted to check for reversed flow across a valve and hence to determine the valves’ closing times. The MV closes at the beginning of the heartbeat when the flow becomes reverse on its section \((t = \tau^\nabla_{MV}, \text{when } \dot{V}_{LV} \text{ becomes negative})\). The pressure in the LV starts rising and the AV opens when the pressure in the LV becomes larger than the one in the AA \((t = \tau^\nabla_{AV}, \text{when } \mathbf{p}_{LV} \text{ becomes larger than } \mathbf{p}_{AA})\). This very time marks the beginning of the ejection phase in systole. In Figure 17a we report the volume rendering of the velocity magnitude and in Figure 17b the pressure on a clip in the LV apico-basal direction. During the LV contraction, as shown in Figure 17a boxes 2, the blood flows from the LV to the AA, reaching large values of velocity at the systolic peak \( t = 0.134 \, \text{s} \). In particular, we measured a maximum flowrate in the AV section equal to 489.5 ml/s and a maximum systemic arterial pressure equal to 121.07 mmHg. The numerical results achieved are consistent with standard physiological data \[75, 77\]: a peak systolic pressure in the range 119 ± 13 mmHg \[76\]; a maximum flowrate of about 489 ml/s \[75\].

Specifically on the ejection phase, as shown in Figure 18, during the acceleration phase (Figure 18 boxes 1 and 2), the spatial profile of the velocity field is almost flat, suggesting the development of a turbulent flow inside the AA. However, as the systolic peak is reached, the blood continues to flow from the LV to the AA (Figure 17a box 3) but it decelerates; differently from the acceleration stage, the velocity profile is

---

3 \textit{iHEART - An Integrated Heart model for the simulation of the cardiac function}, European Research Council (ERC) grant agreement No 740132, P.I. Prof A. Quarteroni, 2017-2022.

4 Numerical simulations were run either on the cluster iHEART (Lenovo SR590 8 x 24-Core Intel Xeon Platinum 8160, 2100 MHz and 1.7TB RAM) available at MOX, Dipartimento di Matematica, Politecnico di Milano and on the cluster GALILEO supercomputer (IBM NeXtScale cluster, 1022 nodes (Intel Broadwell), 2 x 18-Cores Intel Xeon E5-2697 v4 at 2.30 GHz, 36 cores/node, 26.572 cores in total with 128 GB/node) by CINECA.
no longer flat but the flow is partially oriented towards the LV (Figure 18, boxes 3-6). The AV closes when
the flow becomes completely reverse on its section ($t = \tau_{AV}$, when $\dot{V}_{LV}$ becomes positive). Once the AV
is closed, the pressure in the LV suddenly decreases, until it becomes smaller than the one in the LA: this
marks the beginning of diastole with the opening of the MV ($t = \tau_{MV}$, when $p_{LV}$ becomes larger than $p_{LA}$).

The diastole is characterized by two filling stages: the E-wave and the A-wave (Figure 17a, boxes 4, 5). As
the E-wave starts ($t \approx 0.43$ s), a high-speed flux coming from the LA is observed at the MV section: the LV
volume increases and the LA volume decreases. During the A-wave (atrial kick, $t \in [0.87, 1]$ s), we observe
a rapid contraction of the LA, as also observed in Figures 8 ($V_{LA}$) and 14 ($Q^{PUL, 3D}_{VEN}$), producing a second
high speed flux through the MV section, but milder than the one characterizing the E-wave. Once the atrial
kick is over and a reverse flow condition is detected on the MV section, the MV closes at the beginning of a
new heartbeat.

Figure 16 shows the computed LV pressure-volume (pV) loop. We correctly capture the standard shape
of the LV pV loop in physiological conditions, obtaining and end diastolic volume $EDV = 149.57$ ml, end
dsystolic volume $ESV = 65.13$ ml, stroke volume $SV = EDV - ESV = 84.44$ ml and the ejection fraction $EF
= 100 \ SV/EDV = 56.45\%$. The results obtained are consistent with values routinely acquired in healthy
subjects [11, 78].

Figure 19 shows the velocity magnitude computed in our numerical simulations in a control volume
immediately below the MV section. We compare our result with the velocity profile acquired through trans-
mitral valve spectral Doppler in a normal subject from [79] (normally acquired in a sample volume between
the mitral leaflet tips [80]). Specifically, we refer to Figure 4 of the paper [79]. We perform this comparison in
diastole only (yellow boxes in Figure 19, bottom box), the peak obtained in systole is due to the blood flowing
from the LV to the AA. We observe that our model is able to correctly reproduce the two characteristic waves
in diastole, namely E-wave and A-wave: as for our reference data, the first wave shows a stronger peak than
the second one. In the Doppler data, the E-wave and A-wave are characterized by amplitudes approximately
equal to 1 m/s and 0.8 m/s; from the numerical results we get 0.97 m/s and 0.85 m/s respectively. We
Figure 15: Flow properties to determine opening and closure of valves. Top: average pressure in LA, LV and AA; bottom: time derivative of LV volume. The pressure jumps among chambers determine the opening times of valves ($\tau^0_{MV}$, $\tau^0_{AV}$); the sign of LV volume time derivative determines a condition of reversed flow across the MV and the AV sections which defines valves closing times ($\tau^\emptyset_{MV}$, $\tau^\emptyset_{AV}$). Average pressures in the chambers are computed as in Eq. (27) in the control volumes shown in the LH on the top box.

compute an EA ratio equal to 1.14 (ratio among E-wave and A-wave peak velocities), which lays within the physiological range of $EA \in [0.75, 1.5]$ and is typical of young healthy subjects ($EA > 1$) \cite{80, 81}.

In Figure 20, we show the flowrate in the AA by reporting the computed flowrate in two different sections downwind the AV. We compare our result with the flowrate in a normal AA acquired through cardiac magnetic resonance through-plane phase-contrast velocity mapping. Specifically, we compare our numerical results with Figure 3 of the paper \cite{75}. By computing the flowrate at a section $\Gamma_t^*$ downwind the AV and at the outlet section $\Gamma_{AA}^*$, we match accurately the systolic peak, with amplitudes 460.18 ml/s and 489.54 ml/s respectively on $\Gamma_t^*$ and $\Gamma_{AA}^*$, against a peak approximately equal to 490 ml/s in the reference data. As diastole begins, the flow becomes reverse on the section considered, with a maximum amplitude equal to $-12.04$ ml/s and $-2.79$ ml/s on $\Gamma_t^*$ and $\Gamma_{AA}^*$ respectively. This pattern is also observed in the MR data even though with a larger amplitude.

We wish to point out that our numerical simulations are run on a template – even though realistic – geometry \cite{51} and fed with data coming from EM simulations and 0D circulation model tuned for a generic healthy subject. Thus, from our analysis we can conclude that a qualitative good and satisfactory agreement can be found with the in-vivo results available in literature, making hence the whole computational model significant and reliable from an hemodynamic view point.

In order to identify coherent structures, we introduce the scalar function $Q(u)$ defined as \cite{82}

$$Q(u) = \frac{1}{2} \left( |\epsilon(u)|^2_F - |\omega(u)|^2_F \right),$$

where $\epsilon(u)$ is the strain rate tensor introduced in Section 3.1 $\omega(u) = \frac{1}{2} (\nabla u - \nabla^T u)$ the rotation tensor.
and $|\cdot|$ the Frobenius norm of a tensor. The Q-criterion consists of analysing the iso-contours of the positive part of $Q(u)$: when $Q(u) > 0$, the rotation of a fluid is predominant with respect to its stretching. In Figure 21, we show the iso-contours of Q-criterion with $Q(u) = 200 \, \text{s}^{-2}$ at different instants during the whole heartbeat. At the beginning of the heartbeat (box 1), we observe the residual vortical structures in the LH from late diastole. As the AV opens and the ejection phase starts, coherent structures are flushed out in the AA and the LV remains almost free. During systole, the LA is filled and coherent structures coming from the pulmonary veins impact in the middle of the LA, with still some visible structures at the end of systole (boxes 2-3). As the MV opens, in the LA we observe the formation of four vortex rings coming from the pulmonary veins. As in the systolic filling, they impact in the LA producing smaller and smaller coherent structures, during the E-wave and A-wave, as described in [8]. At the same time, during E-wave, a big vortex ring rolls through the MV leaflets. The observed organized vortical pattern observed rapidly evolves into a chaotic complex flow that fills the whole LV reaching its apex (box 5). During the A-wave, a new vortex under the MV section is formed, but weaker than the one seen during the E-wave (boxes 5-6). A new cycle begins, the MV closes, the vortex under its section is suddenly broken and, with the opening of the AV, all the coherent structures are flushed out again.

In each subfigure of Figure 22, we show on the left the projection of the vorticity on the normal direction of a slice in the LV apico-basal direction; on the right the iso-contours of Q-criterion with $Q(u) = 1500 \, \text{s}^{-2}$. Each subfigure represents a snapshot during early diastole. We observe the formation of shear layers on the leaflets of the MV producing different velocities on the two sides of the leaflets. Shear layers roll on MV leaflets and enter in the main cavity producing low-pressure circulation regions. The flow rotates in clockwise direction under the anterior leaflet, counterclockwise under the posterior, as shown in the projection of the vorticity in the slice’s normal direction. This process characterizes the formation of the vortex ring that rolls through the MV leaflets (also shown in Figure 21, box 4), with a higher velocity in the inner part with respect to the exterior part of the ring. Once the vortex is formed, it evolves towards the LV apex and it breaks into smaller coherent structures. Figure 23 shows the streamlines colored according to the velocity magnitude and we compare our numerical results with 4D flow MRI visualizations. Specifically, we refer to the 4D flow MRI data available in Figure 3C of the paper [83] and Figure 4 of the paper [84] respectively. The numerical simulation well predicts the high speed jet across the MV and the formation of vortical flow under its section described by the 4D flow MRI data during the E-wave peak. Thus, our model captures the formation and the dynamic of the vortex ring (also referred to as “O vortex” [3, 17]) during diastole,
Figure 17: Velocity and pressure fields during a whole heartbeat: (a) volume rendering of velocity magnitude; (b) pressure on a clip in the LV apico-basal direction. In boxes 1, 2, 3 the 1D plot shows $Q_{AV}$, in boxes 4 and 5 the MV flowrate $Q_{MV}$.

a well studied cardiac hemodynamic feature whose characteristics and interactions with LV wall provide information about the diastolic function [3, 85–87].

### 6.2 The case of MV regurgitation

We now employ our model to investigate primary mitral valve regurgitation. In particular, we mimic the presence of MV regurgitation by redefining $\mathbf{d}^{\Sigma_{MV}}(x)$ to get the displacement field displayed in Figure 24. Due to the mitral regurgitant flow, an amount of blood flows from the LV to the LA during systole. Therefore, the flowrate at the aortic outlet can no longer be computed exploiting mass balance as in Eq. (34). Thus, for the coupling with the 0D circulation model we compute the outlet flowrate as

$$Q_{AA}^{3D}(t) = \int_{\Gamma_{AA}} \mathbf{u} \cdot \mathbf{n} \, d\mathbf{x}. \quad (59)$$

We introduce the mitral regurgitant flow $Q_{MV}^{reg}(t)$ as the amount of blood that flows from the LV into the LA during systole:

$$Q_{MV}^{reg}(t) = \begin{cases} 0 & \text{if MV in open configuration,} \\ -\frac{d}{dt} (V_{LV}(t) + V_{AA}(t)) - Q_{AA}^{3D}(t) & \text{if MV in closed (regurgitant) configuration.} \end{cases} \quad (60)$$
The inlet flowrate accounts for MV regurgitation by modifying its definition with respect to the physiological case as

$$Q_{\text{PUL, 3D VEN}}^\text{PUL, 3D VEN}(t) = \begin{cases} \frac{-d(V_{\text{LV}}(t) + V_{\text{LA}}(t))}{dt} & \text{if MV in open configuration}, \\ \frac{-dV_{\text{LA}}(t)}{dt} - Q_{\text{MV}}^\text{reg}(t) & \text{if MV in closed (regurgitant) configuration}. \end{cases}$$

The new definitions (59) and (61) replace the corresponding quantities in the coupling conditions and in the setting of BCs in Eq. (32) and Eq. (34). Moreover, the AV flow no longer matches the LV volume time derivative when the AV is open. Thus, a condition of reversed flow across the AV section – which marks the closure of the AV – is now detected by checking the sign of the following quantity:

$$-\frac{dV_{\text{LV}}(t)}{dt} - Q_{\text{MV}}^\text{reg}(t).$$

Figure 25a shows the volume rendering of velocity magnitude during systole: a high-speed jet flows from the LV to the LA (reversed flow) and a weaker jet is observed in the AA with respect to the healthy case. To better focus on the strong systolic jets, in Figure 25b we report a contour surface of the velocity magnitude ($|u| = 0.5 \text{ m/s}$) colored according to pressure. As systole starts at $t = 0.036 \text{ s}$, the blood flows from the LV to the LA, accelerates towards the LA endocardium and it impinges on the latter thus yielding higher pressure.

Figure 26 reports the flowrates at inlet and outlet sections for the healthy and the pathological cases along with the mitral regurgitant flow. Particularly, we measure a maximum $Q_{\text{MV}}^\text{reg}$ equal to 177.50 ml/s and a peak $Q_{\text{MV}}^{3D}$ of 328.94 ml/s, against the aortic flow of 489.54 ml/s measured in the healthy case. Furthermore, we observe that, due to the presence of the mitral regurgitant flow, the inlet flowrate $Q_{\text{PUL, 3D VEN}}^\text{PUL, 3D VEN}$ becomes negative during systole, thus inducing a reversal pulmonary venous flow. This phenomenon is also observed by clinicians in the case of MV regurgitation and it is a routinely employed indicator to grade its severity.
Figure 20: Flowrate computed on a section downwind the AV ($\int_{\Gamma^+} u \cdot n$) and on the outlet section ($Q_{\text{AA}}^3(t) = \int_{\Gamma^{\text{AA}}} u \cdot n$)

Figure 21: Iso-contours of Q-criterion ($Q(u) = 200 \text{s}^{-2}$) colored with velocity magnitude during a whole heartbeat. In boxes 1, 2, 3 the 1D plot shows $Q_{\text{AV}}$, in boxes 4 and 5 $Q_{\text{MV}}$.

Our numerical results allow to estimate additional hemodynamic indicators as the WSS. In particular, we compute the time averaged wall shear stress (TAWSS) in a heartbeat as

$$TAWSS(u) = \frac{1}{T_{\text{HB}}} \int_0^{T_{\text{HB}}} |WSS(u)| \, dt \quad \text{on } \partial \hat{\Omega},$$

being

$$WSS(u) = T(u) \hat{n} - (T(u) \hat{n} \cdot \hat{n}) \hat{n} \quad \text{on } \partial \hat{\Omega},$$

and $T(u) = 2 \mu \epsilon(u)$. In Figure 27a, we report the TAWSS on the LH geometry and we compare the healthy (left) and the mitral valve regurgitation (right) scenarios. In the case of valvular insufficiency we observe large values of TAWSS (up to 2.54 Pa) on the top of the LA due to the high speed retrograde flow that impinges the LA endocardium. At the same time, as shown in Figure 27b, due to a lower amount of blood flowing from the LV to the systemic arterial system, a milder interaction between the jet and the wall of the AA is reported as shown by lower values of TAWSS in the AA.

Eventually, we compute two mitral valve regurgitation indicators: the regurgitant volume ($\text{RVol}$) and the regurgitant fraction ($\text{RF}$). These indicators are routinely computed in the clinical practice via the Proximal Isovelocity Surface Area (PISA) method, an echocardiographic technique based on conservation of mass which however relies on several limiting assumptions [90]. On the contrary, numerical simulations allow to
Figure 22: Formation of ring shaped vortex during early diastole. In each subfigure: on the left, projection of the vorticity on the normal direction (pointing towards the reader) of a slice in the LV apico-basal direction; on the right: the Q-criterion with $Q(u) = 1500 \text{s}^{-2}$ to identify the vortex.

Figure 23: Streamlines colored according to velocity magnitude at early diastolic peak (E-wave).

accurately estimate these indicators without the need of hypotheses considered in the PISA method. We compute RVol as the amount of blood flowing from the LV to the LA in a heartbeat by integrating in time the regurgitant flowrate, as

$$RVol = \int_0^{T_{HB}} Q_{MV}^{reg}(t) dt. \tag{64}$$

The RF is defined as the ratio among the RVol and the stroke volume $SV$ \cite{90}. For this proof of concept
Figure 24: MV: from fully open to closed (regurgitant) configuration. Leaflets are deformed with the displacement $\hat{d}_\Sigma_{MV}$.

Figure 25: Flow field for the regurgitant mitral valve during systole: (a) volume rendering of velocity magnitude; (b) contour surface of velocity magnitude ($|u| = 0.5$ m/s) colored according to pressure.

Simulation, we get $RVol = 47.07$ ml/s and $RF = 55.74\%$, values which would indicate a severe mitral valve regurgitation [91].
7 Conclusions and future developments

We propose a computational model for the detailed analysis of the left heart hemodynamics, accounting for the displacement of the domain boundary, the motion of the aortic and mitral valve, the dynamics of the circulatory system, and transition to turbulence effects. We carry out an electromechanical simulation of the left ventricle and, for the description of the motion over the whole domain boundary, we introduce an extension procedure and a volume-based displacement definition on the atrium. The 3D CFD model of the left heart consists of the Navier-Stokes equations in an Arbitrary Lagrangian Eulerian framework, with valves accounted for by means of the Resistive Immersed Implicit Surface method. We couple the 3D CFD model to a closed-loop 0D circulation model of the whole cardiovascular system.

We simulate the blood flow in the left heart in physiological conditions by means of the proposed methodology. The results are analyzed in terms of flow and pressure distribution, velocity profiles through the valves, and turbulent coherent structures. Biomarkers such as the pressure-volume loop, the stroke volume, the ejection fraction, the EA ratio and the pressure peaks are compared with the literature and accurately reproduced; a comparison with Doppler echocardiography data and 4D flow magnetic resonance imaging allows to validate the computational model. As a proof of concept, we apply the geometric multiscale model to the case of a mitral valve regurgitation, estimating several clinical indicators and comparing the wall shear stress distribution with the healthy case.

Different further directions of investigation will be considered. Introducing an electromechanical model of the complete left heart would complete the description of the cardiac contractility and hence allow to relax some of the hypotheses we made on the atrium motion. In addition, in the present work we prescribe the electromechanics-based displacement on the boundary of the fluid dynamics system, hence enforcing a kinematic coupling condition among the two physics. Since we are neglecting the dynamic balance, the pressure would not be uniquely defined when both valves are closed. Thus, we discard the isovolumetric phases of the heart cycle. As done in [50], one could circumvent this issue by introducing an additional penalty term in the Navier-Stokes equations to control the intraventricular pressure during the isovolumetric phases. Moreover, patient-specific studies could be undertaken, with a reconstruction of the geometry and displacement of the domain from diagnostic imaging data. From a numerical point of view, we found that the stability of the numerical scheme requires a small time step during systole, the phase of the heartbeat characterized by larger velocity values. We envision that the computational cost of a cardiac fluid dynamics simulation might be reduced by employing an adaptive time-advancing numerical scheme. As a matter of fact, adaptivity would allow to use a larger time step size in diastole while satisfying the small time step requirements of systole.

The novelty of the paper is threefold. First, we introduce an original preprocessing procedure that combines i) an extension of a given left ventricular displacement on the whole left heart by means of Laplace-Beltrami equations with physiological kinematic constraints; ii) a reduced model for the motion of the atrium.
based on the volume variation dictated by a lumped-parameter circulation model. This yields an integrated system in which fluid dynamics is one-way coupled to electromechanics in the left ventricle. The extension procedure can also be employed to merge displacement fields coming from different sources, such as a reconstruction from diagnostic images, and may, thus, be applied also to patient-specific studies. As the imaging data routinely acquired in diagnostic exams is often focused on the ventricle, the extension procedure that we propose can be used to complete the missing data.

Second, we devise a coupled 3D-0D model made of the 3D CFD model of the left heart and a 0D circulation model of the whole cardiovascular system. We solve the coupled model with a segregated scheme and we develop computational strategies to solve the integrated system made of fluid dynamics, displacement, valves and circulation.

Third, we found that our numerical simulations yielded a qualitative and quantitative good agreement with clinical data from different sources, making the whole integrated multiscale model significant and realiable from an hemodynamics view point. Furthermore, the flexibility of the model also allowed to simulate pathological scenarios.

To conclude, the present work can be viewed as a significant step forward to simulate the hemodynamics of the whole human heart coupled to the external pulmonary and systemic circulation: a challenging task that might be reached with intermediate stages.

Figure 27: Comparison of TAWSS in physiologic and mitral valve regurgitation case: (a) front view of the LH (b) focus on the AA. In each subfigure: on the left the healthy case, on the right the mitral valve regurgitation.
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