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Abstract

Solving a reinforcement learning problem typically involves correctly pre-specifying the reward signal from which the algorithm learns. Here, we approach the problem of reward signal design by using an evolutionary approach to perform a search on the space of all possible reward signals. We introduce a general framework for optimizing $N$ goals given $n$ reward signals. Through experiments we demonstrate that such an approach allows agents to learn high-level goals - such as winning, losing and cooperating - from scratch without pre-specified reward signals in the game of Pong. Some of the solutions found by the algorithm are surprising, in the sense that they would probably not have been chosen by a person trying to hand-code a given behaviour through a specific reward signal. Furthermore, it seems that the proposed approach may also benefit from higher stability of the training performance when compared with the typical score-based reward signals.

1 Introduction

Typically, the most important goal of an agent in a reinforcement learning (RL) setting is to maximize the cumulative reward function over the long run, based on the immediate reward it receives at each timestep from the environment. Consequently, the reward is the main source of information for the algorithm allowing it to decide whether a given interaction within its environment was positive or not. In a way, the reward plays a similar role for an agent, as the biological sensations do for humans [Sutton and Barto, 2018].

Oftentimes, for each RL problem there exists some pre-specified goal function to maximize in designer’s mind. Generally, in simple environments, it is straightforward to translate the desired intention (our goal) into the reward signal. The process of designing a reward signal usually comes down to trying many variants of the settings, and observing the process of algorithm’s improvement on the goal along the way [Sutton and Barto, 2018]. Yet, one might argue that as we move towards more difficult environments, especially those that modern deep reinforcement learning (DRL) tries to study, this process can quickly become unpredictable and lead to surprising results [Muszyński and Wang, 2017]. Additionally, RL algorithms have also been shown to be able to “hack” their own goal functions to deliver the reward in unintended and unexpected ways [Amodei et al., 2016].

As a result, in this work we concentrate on exploring the space of all possible reward signals in a RL setting in order to bypass hand-engineering of the reward signal. We propose an algorithm for evolving the reward signal at each timestep of agents’ interaction with the environment in order to optimize $N$ goals that are of interest to the designer of the system. We demonstrate that the algorithm can work in the domain of the game of Pong when trying to learn the goals of winning, losing and cooperating.

We argue that a number of the goal and reward signal pairs found by the algorithm are non-obvious and probably would not have been specified a priori. We also find differences in the training performance between our approach and typical score-based reward signals hand-coded in Pong. Concretely, for some of the goals the evolutionary approach yielded better stability of training or an overall better performance on a given goal.

2 Background

Reinforcement learning (RL) is an area of machine learning that describes the learner as an agent in an environment [Sutton and Barto, 2018]. Mathematically, the setting is usually formalized as a Markov decision process (MDP).

The goal of the agent, the goal of learning in an MDP, is to find a policy $\pi$ that maximizes the cumulative reward by best mapping states to action selection probabilities. The cumulative reward is described by the sum of immediate scalar reward $r$ over $t$ timesteps: $\sum_{1}^{t} r_t$.

In the case when the model of the environment is not available, RL can be used to find $\pi$. $Q$-learning [Dayan, 1992] is arguably the most famous example of an RL algorithm. It is a model-free temporal difference algorithm. In $Q$-learning, a value function $Q(s, a)$ is calculated over state-action pairs. It is updated based on the immediate reward and the discounted expected future reward in the following way:

\[ Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha [ r_{t+1} + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t) ] \]

In the update rule above, $\gamma$ is the discount factor for future rewards, and $\alpha \in [0, 1]$ is the learning rate that determines
how quickly $Q$ is updated based on new reward information. Q-learning is proven to converge to the optimal policy $\pi^*$, given “sufficient” number of updates for each state-action pair, and a decreasing learning rate $\alpha$.

The growing amount of data and much better technology to work with it, have both contributed greatly to the recent reemergence of interest in neural networks. As a result, neural networks have grown from “shallow” models of a few layers to “deep” models that have quickly shown impressive practical power in the realm of image recognition and beyond [LeCun et al., 2015; Schmidhuber, 2015].

Moreover, it turned out that in complex environments (large number of states) it is possible to approximate the action-value function by a deep neural network with parameters $\theta$. This approach is known as a Deep Q-learning algorithm (DQN) [Mnih et al., 2015] - and has given birth to Deep Reinforcement Learning (DRL). Concretely, in DQN $Q^*_\theta$ is obtained by minimizing the loss function:

$$L_t(\theta) = E_{h_t,a_t,r_t,h_{t+1}}[(y_t - Q^*_\theta(h_t, a_t))^2],$$

where experience reply is a tuple $h_t = (s_t, a_t, s_{t+1}, r_{t+1}), y_t = r_t + \gamma \max_a Q^*_\theta(a, h_{t+1})$, and where $\pi$ is an $\epsilon$-greedy policy that takes an action $\arg\max_a Q(\pi(a_t, h_t))$ with probability $1-\epsilon$, or takes a random action otherwise.

The methods presented above focus on estimating value functions in order to solve RL problems. The problem can also be approached with evolutionary computation [Sutton and Barto, 2018; Eiben and Smith, 2015]. Its main building block is an evolutionary algorithm, the main components of which are: representation (definition of individuals), evaluation function (or fitness function), population, parent selection mechanism, variation operators, recombination and mutation, survivor selection mechanism (replacement) [Eiben and Smith, 2015].

In this work, we concentrate on using DQN as an approach to learn each goal based on the rewards that are generated by using a subset of elements of the evolutionary algorithm (see Algorithm 1).

### 3 Related work

We present the literature connected to our work by looking through the following lenses: approaches to learning a reward signal specifically through evolution and evolutionary methods with the focus on deep reinforcement learning.

#### Reward evolution

The most closely related works to that presented in this paper are those concentrating on the evolution of the reward. The observation leading to this approach can be the fact, that the reward can be seen as one of the variables in the general RL setting. As a result, it can be optimized, and evolutionary algorithms are often a good choice for any optimization task. The proposed solution can then be evaluated against the designer’s goal, and the worst performing solutions eliminated, leading to an improved result.

To the best of our knowledge, the work by Singh et al. [2009] is the closest in spirit to ours. The work places the design of a reward function in an evolutionary context. The paper formulates an optimal reward function given a fitness function and some distribution of environments. It then uses exhaustive search over the parameter space of the reward function. In the experiment, the authors find that the reward found through this process can differ from the one intended by the fitness function, but can still be advantageous [Singh et al., 2009].

Our work differs in the sense that we present the evolution of the reward in a complex domain of a Pong game, in an environment with an opponent present. Whereas Singh et al. [2009] concentrate on experiments in a setting with predefined features to define the combinatorial space of reward functions, we consider the mutations of the reward at each timestep. While Singh et al.[2009] present an emergence of reward functions, our approach additionally shows an emergence of complex behaviors of an agent.

Singh et al. [2009] extended their work with the focus on the problem of intrinsic versus extrinsic motivation [Singh et al., 2010]. More recently, the framework presented by Singh et al. [2009] has been expanded to the space of reward functions spanned by a given set of feature states and multi-objective evaluation function [Grunitzi et al., 2017].

Genetic Programming has also been used in order to evolve a population of reward functions [Niekum, 2010a; Niekum et al., 2011; Niekum et al., 2010b]. In order to search for reward functions, the search is preformed over the space of programmes generating the rewards. The approach is proposed as a method to “alleviate the difficulty of scaling reward function search” and replace the exhaustive search used by Singh et al. [2009].

Another approach has been to use evolutionary computation to evolve a population of agents’ behaviour, allowing them to inherit the rewards as a secondary optimization process [Ackley and Littman, 1991]. The rewards are mutated, hence the fitness can increase over time. There are two neural networks involved. The first evaluation network is fixed and uses inherited weights to produce a scalar reward. The second - action network - is also inherited, but trainable after initialization.

### Evolutionary methods in deep reinforcement learning

Lastly, we broadly describe the context of using evolutionary methods specifically in a deep reinforcement learning setting.

Perhaps the first study to present the applicability of evolutionary methods in the context of complex environments was by Salimans et al. [Salimans et al., 2017]. It showed that using evolutionary strategies and enough computational power was enough to learn to perform well in the domain of Atari games. The research mixing the worlds of DRL and evolution has quickly followed. Ideas from evolutionary computation have been mostly applied to DRL by creating populations of agents which undergo mutations and increase the diversity of strategies created for the agents. Then, when agents interact, the process of elimination guarantees high quality of the resulting solution. Such an approach was part of an algorithm mastering a difficult domain of Starcraft II [Vinyals et al., 2019], and the evolutionary aspects of that system have also been investigated [Arulkumaran et al., 2019]. Another study drawing on ideas from evolution in the DRL setting is Jaderberg et al. [Jaderberg et al., 2018] with an objective of
“the emergence of complex cooperative agents.” The goal is achieved by applying a variant of population-based training [Jaderberg et al., 2017] to DRL agents.

Recently, the reward search has been automated by adding another, evolutionary layer over standard RL layer, to find the reward that maximizes the task objective (through proxy rewards [Chiang et al., 2018] - parameterized versions of the standard environment rewards) in a continuous control task [Faust et al., 2019].

To the best of our knowledge, ours is the first study to concentrate specifically on the problem of learning a reward signal in a complex, multi-agent setting through an evolutionary algorithm without any prespecified features used as combinations to mutate the reward function. We create a population of agents by training them separately on different mutations of the reward signal. The reward signal is not prespecified, but its evolution allows us to achieve a set of complex and diverse behaviours.

4 Reward signal evolution

In this section we concentrate on the details of our approach. If we think about the interplay between the number of reward signals and goal functions, we can distinguish the following three cases: a) 1 to 1; b) n to 1; c) n to N.

Usually, in RL we have a situation in which there is one predefined reward signal, designed with one assumed goal in mind - we call it the 1 to 1 case. One can also have a situation, when many reward signals (n) can be explored to find the one best optimizing our goal (n to 1). The last combination is the one in which we have n reward signal candidates, and use them to optimize for many different goals N (n to N). The Algorithm 1 presented in this section can be used to cover these cases, and can be seen as a general framework of sorts.

Concretely, the proposed approach (see Algorithm 1) requires us to choose our learning algorithm, 1 or many goal functions we are interested in (can be seen as fitness functions), and 1 or many unique random reward sequences (here, the goal is a function representing our intended behaviour of the agent, whereas the reward is the instantaneous scalar quantity received by the agent from the environment at each timestep). The algorithm of choice is then trained on the initial reward signals, and its performance on the specified goal functions is checked periodically. At that point two things happen - first, we eliminate the rewards leading to the worst result for each of the goals, and second, we add the required number of new reward signal mutations to the population. In the example provided in Section 5 the convergence means that we have eliminated all the possible reward signal mutations, and are left with one winner per each goal. In general, in many examples one could create almost infinitely many reward signals. That could be seen as the mutation phase. Once you do not mutate any new reward signals, the algorithm enters the elimination phase, until we are left with top k solutions that we require.

Moreover, we distinguish the following ways to choose \( r_j \) in Algorithm 1:

- **Fixed** - the typical way for setting a reward signal in RL
- **Semi-evolutionary** - the algorithm is free to mutate the reward for the set of rules specified by the expert (e.g. position of the ball in a pong game, or for interacting with specific elements of the environment)
- **Evolutionary** - the algorithm is free to mutate the reward at any timestep \( t \).

Finally, we note that the evolutionary approach for choosing \( r_j \) can be seen as a reward sampling scheme, sampling from the distribution of all possible reward signals.

5 Experiment

5.1 Set-up

To illustrate how Algorithm 1 could work in practice, we chose the Pong game environment, as shown in Figure 1.

![Figure 1: The Pong game screen showing three rectangular regions (a1, a2 and a3 separated by vertical red lines) in which the reward signal can be mutated (it can take either a value of 0 or 1).](image)

In all experiments we concentrate on controlling the paddle on the right side of the screen. We use DQN [Mnih et al., 2015] as the base algorithm \( A \) in Algorithm 1.

Typically, RL algorithms have one reward function to optimize for. Here, we give the algorithm three reward functions \( \{i\} \). Concretely, the goals are:

- **Winning**, maximizing the cumulative number of points scored by the agent \( G_3(r) \)
- **Losing**, maximizing the cumulative number of points lost by the agent \( G_2(r) \)
• **Cooperation**, maximizing the time spent playing until the point is lost by either of the players \( (G_3(r)) \).

We use the semi-evolutionary way to choose \( r_j \) by introducing mutation regions to lower the computational cost of the algorithm and have a better intuition and control of the obtained results. To generate the reward sequences, \( r_j \), the algorithm can choose from the values of either 0 or 1, in any of the reward regions \( a_1, a_2, a_3 \) depicted in Figure 1. That means that there is one unique reward signal when the ball passes either of the paddles, and another one when the ball is between the paddles. The three regions, combined with a 0 or 1 reward signal in each of them, yield a total of 8 unique reward signals that the algorithm can discover through mutations. We set the initial value of \( j \) to 3. Furthermore, we initialize the parameters \( M \) and \( m \) to have the values of 1 million and 100,000 respectively. That means that we perform the elimination and mutation step of the algorithm after each 1 million timesteps, based on the test results from further 100,000 timesteps. Lastly, after each elimination, we add two new unique reward signals to the population (\( p = 2 \)).

Our aim in choosing this experiment was to first, verify if the proposed algorithm would work at all. Second, limiting the number of possible mutations allows us to perform an exhaustive search on the space of the reward signals and thus have better comparison with the typical score-based approach baseline. We also acknowledge the complexity and scalability issues of the proposed approach, which is typical for evolutionary approaches, however those were not the main focus of our work at this stage.

### 5.2 Results

First, we randomly generated three reward signals, and obtained the following values of \( r_j: r_1 = 000, r_2 = 001, \) and \( r_3 = 011 \). As an example, \( r_2 = 001 \) corresponds to the reward signal of 1 when the ball passes the paddle on the right, and 0 otherwise (see Figure 1). The DQN algorithm was trained on each of the reward signals \( r_j \) for 1 million timesteps, as a burn-in phase. Then, the algorithm entered its main loop. After the next 1 million timesteps of training, each \( A(r_j) \) was tested for 100,000 timesteps. The values of \( G_i(r_j) \) were calculated, and the reward signals corresponding to the lowest value for each goal were eliminated from \( r \). Lastly, two unique reward signal mutations were added: \( r_4 = 101 \) and \( r_5 = 110 \). Hence, the state of \( r \) after the first iteration was given by:

\[
r = \left\{ \begin{array}{l|c|c} 0 & 011 & 101 & 110 \\ 1 & 001 & 011 & 101 & 110 \\ 2 & 000 & 011 & 110 \end{array} \right\}
\]

The algorithm continued to run for six more iterations. We present the steps of that process in a graphical form in Figures 2-4. The figures capture the creation of each new mutation of the reward signal, its score for a given goal, and the reward signals eliminated along the way. Ties (in case when different reward signals led to the same outcome for a given goal) were decided at random.

Additionally, we present each of the iterations in a matrix form, to show the outcome of each loop in more detail:

\[
r = \left\{ \begin{array}{l|c|c} 0 & 011 & 101 & 110 \\ 1 & 001 & 011 & 101 & 110 \\ 2 & 000 & 011 & 110 \end{array} \right\}
\]

\[
3M \to \left\{ \begin{array}{l|c|c|c|c|c} 1 & 001 & 011 & 101 & 110 \\ 2 & 000 & 011 & 101 & 110 \end{array} \right\}
\]

\[
4M \to \left\{ \begin{array}{l|c|c|c|c|c} 1 & 001 & 011 & 101 & 110 \\ 2 & 000 & 011 & 101 & 110 \\ 3 & 011 \end{array} \right\}
\]

\[
5M \to \left\{ \begin{array}{l|c|c|c|c|c} 1 & 001 & 011 & 101 & 110 \\ 2 & 000 & 011 & 101 & 110 \\ 3 & 011 \end{array} \right\}
\]

\[
6M \to \left\{ \begin{array}{l|c|c|c|c|c} 1 & 001 & 011 & 101 & 110 \\ 2 & 000 & 011 & 101 & 110 \\ 3 & 011 \\ 4 & 011 \\ 5 & 011 \\ 6 & 011 \\ 7 & 011 \\ 8 & 011 \end{array} \right\}
\]

Eventually, the surviving reward signal combinations for each of the goals were:

- **Winning**: \( r_7 = 100 \)
- **Losing**: \( r_1 = 000 \)
- **Cooperation**: \( r_5 = 110 \)

### 5.3 Comparisons and sensitivity of the results

Here, we concentrate on analysing the sensitivity of the results presented in the previous section and on comparisons with baselines.

Table 1 shows the intermediate score on each of the goals for each of the reward signals every 1 million timesteps. This allows us to evaluate the sensitivity of the presented solutions, as we can investigate what could have happened, had the algorithm made different choices along the way. The table also includes the scores on the said 1 million checkpoints for three baseline DQN algorithms (‘b100’, ‘b010’, ‘b001’ in Table 1) and a random play baseline (rand in Table 1). The random play baseline takes random actions at each timestep. With equal probability it can move up, down, or stay it the same place. The baseline DQN algorithms have the same architecture as the DQN used in Algorithm 1, however the reward signals on which they learn differ. The rewards for the baseline DQNs are based on the score. This means that ‘b100’ receives a reward of 1 only when it scores a point, ‘b001’ when it loses a point, and ‘b010’ receives a reward of 1 as long as neither of the players scores. The baseline algorithms ‘b100’, ‘b010’, ‘b001’ are closest - it would seem - to the semi-evolved algorithms that used ‘100’, ‘010’, and ‘001’ as their respective reward signals. The main difference is in the frequency of the timeframes for which the algorithm receives the reward.
The results of the random play, as shown in Table 1 are rather consistent as far as all the three proposed goal functions are concerned. To analyze the results in Table 1 in greater detail, we look at each of the goals separately.

### Learning to win

Losing every single point seems to be the easiest goal to learn, as expected. The reward signal '001' led to a very good result on the goal of losing the maximum number of points, but its performance was close on that goal to many other reward signals that just proved too difficult to learn, and similar to the baseline score 'b001'. Semi-evolved rewards '000' and '111' did not lead to any significant learning, even over 9 million timesteps of training - and as a result achieved a good performance on the goal of losing. The final results on all the goals for the said reward signals where close to that of '011' and '101', which also proved too confusing for the DQN to learn based on the same pixel input.

### Learning to lose

Figure 2: Survival and fitness of a given reward signal when the goal is winning.

Figure 3: Survival and fitness of a given reward signal when the goal is losing.

Figure 4: Survival and fitness of a given reward signal when the goal is cooperation.

### Learning to co-operate

Table 1: Performance of DQN on the goal of winning, losing and co-operating for all evolved signal combinations, baseline score-based signals, and random signal at each 1M checkpoint between 2M and 9M time steps, when no signal elimination is performed. Additionally, average values of the score obtained per each goal across the whole training session are provided.

| $r_j$ | 2M | 3M | 4M | 5M | 6M | 7M | 8M | 9M | Avg |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| won   | lost| co-op| won | lost| co-op| won | lost| co-op| lost| co-op|
| 000   | 0   | 1366| 73.17| 0   | 1375| 72.66| 0   | 1372| 72.84|
| 001   | 27  | 1328| 73.78| 0   | 1376| 72.47| 0   | 1359| 73.54|
| 010   | 79  | 624 | 142.06| 79  | 541 | 160.97| 68  | 624 | 144.33|
| 100   | 312 | 586 | 111.05| 141 | 523 | 150.04| 284 | 553 | 119.26|
| 011   | 0   | 1123| 88.90| 2   | 1235| 80.72| 0   | 1369| 73.01|
| 101   | 0   | 1380| 72.42| 0   | 1311| 76.21| 0   | 1380| 72.42|
| 110   | 137| 579 | 139.36| 138 | 416 | 180.09| 66  | 504 | 175.07|
| 111   | 0   | 1275| 78.41| 2   | 1369| 72.90| 1   | 1385| 72.11|
| b100  | 62  | 773 | 119.54| 0   | 1311| 76.24| 256 | 895 | 86.64|
| b010  | 152| 855 | 99.18| 244 | 344 | 169.92| 110 | 644 | 132.37|
| b001  | 0   | 1378| 72.50| 0   | 1378| 72.47| 0   | 1392| 71.92|
| rand  | 62  | 997 | 94.24| 75  | 965 | 96.07| 62  | 1006| 93.46|

Learning to win

Three out of the eight semi-evolved reward signals led to an algorithm that was able to score more points than random play. Namely, '010', '100', '110'. It seems that as long as the reward is given for keeping the ball between the paddles in the lower part of the screen and only occasionally managed to hit the ball. This could be explained by the frequency of the timeframes for which the algorithm receives
the reward during training. It seems that the performance of the algorithm trained on the '100' signal was more consistently improving on its goal, and achieved the highest score at 9 million timesteps, with the highest score on $G_1$ of all the algorithms. It seems it was also learning faster than the baseline in the beginning.

Learning to cooperate

As far as cooperation is concerned, two reward signals led to a very similar average performance on that goal. Concretely, running an algorithm to learn on the reward signal ’010’ and ’110’ would give comparable performance. We find it interesting, as we would argue that ’110’ is not an obvious choice to set-up a priori with cooperation in mind. Both reward signals led to a better cooperation than the baseline ’b010’. It is worth noting, that not only did the reward signal ’110’ lead to the highest average cooperation, but also to the third highest score on the “winning” goal (including the baseline ’b100’).

Sensitivity

Finally, Algorithm 1 led to the following choice of reward signals: ’100’, ’000’, ’110’ for $G_1$, $G_2$ and $G_5$, respectively. The results are not very sensitive to the choices between different reward signals along the way. This is because in the final round we always keep the solution leading to the best performance in that particular round, and in previous iterations we only eliminate the worst performing solution. This means that as long as the signal does not lead to the worst performance on a given goal consistently, it has a high probability of making it through to the next round. The signals ’100’, ’000’, ’110’ lead to a very good performance on their respective goals in each round and are the best in the final round, as a result they emerge as the winners of the algorithm unfailingly. Those signals can be seen as dominant strategies for their particular goals and they end up surviving no matter at which stage they were introduced. In comparison, due to its low performance at one of the milestones, the baseline signal ’b100’ does not progress to the final elimination round 39% of the time.

For clarity, we summarize the main results of the experiment in the list below:

- Algorithm 1 proved to work on highly dimensional input space of pixels
- many rewards can lead to a good performance on the goal of “losing”
- fewer reward signals lead to learning to cooperate
- the goal of “winning” proved the most difficult to learn, with the smallest number of reward signals leading to the desired outcome
- our experiments give further evidence of the fact that there exist multiple reward signals to learn a given goal
- interestingly, the performance during training of the baseline ’b100’ seemed much less stable and predictable than for the algorithm trained on the reward signal ’100’, possibly due to the frequency of timesteps for which each algorithm “experienced” the reward
- lastly, the sensitivity of the results shows that it is not obvious at which point the training phase should stop, in order to have the agent performing at its best with respect to the goal.

6 Discussion

The problem of reward signal design is an interesting open area of research in RL, especially as we move from low towards highly dimensional input spaces where it is potentially easier to misspecify the reward and end up with an unwanted behaviour of the algorithm.

As a possible approach for exploring the space of all possible reward signals, in this work we presented an algorithm that allows to mutate the reward at each timestep of interacting with the environment. We showed that it is possible to use the proposed algorithm in order to learn complex behaviours of winning, cooperation and losing by specifying high-level goal functions, but without providing a concrete reward signal for any of them. The reward signals were discovered from scratch and we found that often there is no unique reward signal to achieve a certain level of performance on a given goal. The number of reward signals leading to a given goal also varies, depending on the complexity of the goal.

The proposed algorithm is highly adaptable, i.e. the designer can change the learning algorithm used, modify the goals (also look at combinations of basic goals for a specific application), change the statistic used as the fitness function, control the number of mutations, etc.

There are many possible extensions of the presented approach. First, sampling the reward from a continuous rather than discrete set of values seems worth investigating as are any ways for lowering the computational cost of the algorithm. Additionally, it has been observed that training using independent RL can lead to overfitting to opponents’ strategy [Lanctot et al., 2017; Muszyński and Wang, 2017] and one way to overcome that problem is to use population-based training [Jaderberg et al., 2018]. Hence, we argue that joining reward evolution with population-based training could improve such solutions to an even greater degree.
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