Quantitative measures of symmetry and order, such as order parameters and correlation functions, are often applied within the physical and chemical sciences to study the structural properties of particle systems. Structural quantities are particularly important in condensed systems, including nano and colloidal scale self-assembly applications, where subtle differences in particle ordering can greatly affect the thermodynamical, physical, chemical, electrical, and optical properties of a material or device. Some particularly useful order parameters, known as “bond order parameters,” were introduced by Nelson and co-workers in the context of 2d and 3d simulations of point particles. These order parameters have since been widely applied to both simulated and experimental systems for quantifying crystal-like ordering in systems of spherical particles. Some common applications of bond order parameters include, but are not limited to, identifying small ordered clusters, constructing static and temporal correlation functions, identifying structural defects, and studying nucleation and growth. Bond order parameters have the advantage that they can give a representative value for a given structure regardless of spatial orientation. Additionally, they are robust under random perturbations due to thermal noise and highlight important rotational symmetries.

Since bond order parameters were originally designed to quantify order in small point clusters, they cannot be applied directly to complex structures or particle shapes. Thus, they fail, in many cases, to fully describe the complex structures that arise in contemporary disciplines, such as nanoscale and colloidal assembly, soft matter physics, and the biological sciences. The field of nanoparticle assembly in particular encompasses a vast range of the structural complexity that is possible for particle systems. Here, nanometer and micron-sized colloidal particles with a wide range of shapes, compositions and interparticle forces self-assemble into unique structures, such as complex crystals reminiscent of atomistic condensed matter, phase-separating structures similar to those observed for block copolymer and surfactant systems, and hierarchical assemblies that resemble certain biological structures. Because there are no standard accepted structural metrics or order parameters for describing these systems, ad hoc analyses or visual inspection are often employed instead. This often yields relatively inaccurate or incomplete results when compared to statistical analysis.

Here, we generalize and extend bond order parameters for applications involving complex structures. Our primary focus is on the field of self-assembly, where we predict that these new structural characterization schemes are immediately required and readily applicable. However, the structural metrics that we introduce, known as “harmonic descriptors,” can be applied across diverse fields, including soft matter, macromolecular and biological sciences, and other applications where complex particle structures are encountered. To derive general structural metrics for these systems, we draw strongly from the computer science field of shape matching, which aids us both in constructing mathematical representations for describing complex structures, and in quantifying structural similarity based on these representations. Our approach involves constructing “shape descriptors” based on a collection of many bond order parameters computed over a range of length scales. By quantifying the similarity between pairs of these shape descriptors, we can derive order parameters and correlation functions that are applicable to complex structures. In this respect, the order parameters that we introduce actually represent the degree to which two collections of “sub-order parameters” match. This pairwise comparative approach to constructing order parameters is necessary for applications involving complex structures, which, unlike simple clusters of spherical particles, require a range of structural metrics to describe them completely. Shape matching techniques based on the harmonic descriptors described here have already been applied to complex particle systems in the context of fast database searches for retrieving macromolecules and proteins. We have applied similar database searches in the...
context of characterizing local structure in nanoparticle assemblies\cite{11, 23}. In addition to this type of application, we demonstrate how harmonic descriptors can be applied to the broad range of structural characterization problems to which bond order parameters have traditionally been applied for simpler systems.

This article is organized as follows. In section \textbf{I}, we describe how to extract patterns from complex particle systems that can be described by harmonic shape descriptors. In section \textbf{II}, we describe, in detail, how the descriptors can be computed mathematically, and explore their unique properties, such as rotational invariance and sensitivity to rotational symmetries. In section \textbf{IV}, we describe how the harmonic descriptors can be used to solve representative problems from the field of computational and experimental self-assembly and computational biology. In section \textbf{V}, we explore how the special symmetry properties of harmonic descriptors can be applied to solve unique problems that are not easily solved by other types of shape descriptors. The methods that we describe here are applicable to all types of particle systems, both simulated and experimental, for which particle positions are known or can be accurately imaged. To aid with the dissemination of these techniques and new algorithms using harmonic shape descriptors as a basis, we provide a software library via the web\cite{39}. A general review of the topic of applying shape matching algorithms to particle systems can be found in References \cite{34} and \cite{35}.

\section{I. PATTERN EXTRACTION}

The first step in the structure characterization schemes that we will employ is to extract a representative structural pattern from the particle system that can be “indexed” (i.e., described mathematically) by a harmonic shape descriptor. While this is relatively trivial for small clusters of spherical point particles\cite{8, 9}, for complex structures, some physical and mathematical intuition is often required. As we will demonstrate in detail in section \textbf{II}, the harmonic shape descriptors that we introduce are best suited to index patterns on the unit circle, sphere, disk or ball. Such representations are often sufficient to distinguish between even very similar structures with a high degree of precision. The patterns may represent the particles themselves or some interesting pattern formed by their positions or density profile. In some cases, the raw data may be preprocessed to better extract important structural features, for example, by spatial coarse-graining, time averaging, or potential energy minimization.

Structural patterns in general can be described by a set of positions \(\{x\} = \{x_1, x_2, \ldots, x_n\}\) and corresponding weights \(\{f\} = \{f_1, f_2, \ldots, f_n\}\). For point cloud data, or raw particle coordinates, \(\{x\}\) represents the particle positions and the weights \(\{f\}\) are equivalent and usually taken to be 1. For voxel data (i.e., volumetric data, often used to describe density maps), \(\{x\}\) represents the positions of bins on a grid with weights \(\{f\}\). The same representation can be used to describe experimental images; in this case, \(\{x\}\) represents the positions of the pixels and \(\{f\}\) represents their intensity. This notation allows us to write general equations for shape descriptors in section \textbf{II}.

\subsection{A. Local Structures}

As originally shown in the context of bond order parameters\cite{8, 9}, a cluster of point particles is one simple type of structure that can be trivially represented by the projection of the points onto the surface of a circle or sphere. The patterns for two different point clusters are...
shown in Fig. 1a. Notice that we exclude the center particle from the pattern, since it has no specific direction relative to itself. The clusters need not strictly consist of point particles; so long as particle shape is not important, the structural pattern can be described by placing points at the particle centroids, as depicted in Fig. 1a. Often, local structures are isolated from the bulk system by applying a clustering algorithm. One standard scheme is to cluster all particles within a cutoff range \(9, 11\). More specialized schemes can be applied for specific applications, such as particles with complex shape \(23\).

Projecting patterns onto the circle or sphere neglects radial information. Therefore, such projections can lead to non-distinguishing patterns for structures with radial dependence. One solution is to decompose structures into concentric shells, projecting each shell onto the circle or sphere independently, as depicted in Fig. 1a. Structures can be compared by matching corresponding shells. Alternatively, complex patterns can be represented on the unit disk or unit ball. These representations account for radial dependence as well as angular dependence. As described in section II A, representation on the disk or ball is optimal when decomposition into shells is inaccurate, or gives degenerate representations.

B. Global Structures

Structures with long-range ordering, such as crystals and phase-separated structures, cannot be directly indexed on the circle, sphere, disk or ball. Rather global patterns are constructed by combining different pieces of local information. One such method, originally introduced in the context of bond order parameters \(9\), is based on computing the superposition of all local patterns in a sample \(12\). Fig. 2a shows the superposition of local patterns in a face centered cubic crystal, where local patterns are defined by the projection of neighbor directions on the unit sphere. Since crystals have long-range orientational ordering, the neighbor directions are coincident throughout the sample. This type of structural pattern is independent of the shape of the underlying particles, and thus can be applied to many assembled structures, such as crystals of patchy particles \(13\), polyhedral particles \(28\), or phase-separated structures that form micelles or cylinders arranged in crystalline superlattices, such as dendrimers \(44\), block copolymers \(3\), or tethered nanoparticles \(11, 40, 45–47\). This superposition scheme is also applicable to many non-crystalline global phase-separated structures, such as layered and network structures formed by block copolymers or tethered nanoparticle systems \(40, 45, 46\). Fig. 2a shows the superposition of local density maps represented on the unit ball for a phase-separated sheet structure formed by tethered nano spheres \(40\).

For structures without long-range orientational ordering, the superposition of local patterns results in a random pattern over long ranges. Fig. 2b shows the superposition of local patterns for an atomic liquid, which results in a uniform distribution on the sphere. Since the same pattern is inherent to all liquids, gases, gels, etc., regardless of the underlying particle shape, superposition gives no structural information, other than indicating an absence of long-range orientational order. Orientationally-disordered structures of all types can be differentiated by considering the probability distribution functions of local patterns, rather than the superposition. The probability distribution scheme is also useful when comparing structures with complex local patterns where superposition becomes degenerate or non-distinguishing, such as complex network structures \(11\). This is depicted for the double-gyroid structure formed by tethered nanorods \(10, 11\) in Fig. 2a.

II. HARMONIC DESCRIPTORS

Given a pattern on the unit circle, sphere, disk or ball, the harmonic shape descriptors reviewed in this section can be used to index the pattern into a compact vector representation. This vector, or “shape descriptor,” can be compared with other shape descriptors to obtain a quantitative measure of similarity between structures. In the derivation that follows, we introduce harmonic descriptors from a perspective that draws on elements of shape matching and signal processing. This contrasts with the physics-based perspective presented in the original derivation of bond order parameters \(9\). The alternate perspective is meant to highlight the fundamentally different way in which the structural metrics are used; whereas bond order parameters are often applied directly as order parameters, harmonic descriptors represent structural fingerprints that must be matched to obtain structural information, which can subsequently be used for constructing order parameters.

Before we introduce harmonic descriptors, it is important to understand why they are more useful than simpler shape descriptor methods. Consider, for example, the problem of mathematically comparing two simple structures, such as the clusters shown in Fig. 1a. Perhaps the most obvious way to describe the different structural patterns is to simply use the coordinates themselves as the shape descriptor. While this greatly simplifies the initial step of creating a shape descriptor, it complicates matching significantly, since we do not typically know a priori the optimal correspondence between the coordinates in different lists. Reordering the lists is an optimization problem that can be solved, for example, by applying the Hungarian method \(48\). This type of problem scales as \(O(N^3)\) and thus quickly becomes inefficient for large \(N\). A simple solution to the assignment problem is to create a probability histogram on the unit circle, sphere, disk or ball, as depicted in Figs. 1 and 2. Since the histogram bins are independent of the order of the particles in the list (and number of particles), no assignment is required. Although this
FIG. 2: Extracting global patterns. (a) Superposition of local patterns for an fcc crystal. (b) Superposition of local patterns for a phase separated lamellar structure formed by tethered nanospheres [11]. (c) Superposition and probability distribution of local patterns for a liquid. Since the structure has no long range orientational ordering, superposition is non-distinguishing. (d) Superposition and probability distribution of local patterns for a double-gyroid structure formed by tethered nano rods [40, 41]. For this complex structure, the superposition of local patterns is non distinguishing, even though the structure has long-range ordering.

representation, known as the “shape histogram [49],” is very useful for some applications, one drawback is that to compare patterns in a way that is rotation-invariant, the patterns (or the histograms) must be aligned prior to matching. This “registration [50, 51]” step is computationally expensive and potentially inaccurate if applied naively. One elegant solution to these problems is to compute the discrete Fourier transform (DFT) for each shell in the shape histogram [52]. The DFT transforms the pattern into its frequency-domain representation, which can be used to obtain rotation-independent harmonic descriptors through a simple mathematical operation as described in the following section. As an additional advantage, harmonic descriptors have adjustable frequency parameters that can be tuned to highlight important rotational symmetries or give a variable degree of coarse-graining. The manner in which we compute the harmonic descriptors depends on the coordinate system best used to describe the structure. In the following sections, we first introduce Fourier descriptors [52, 54], which are suited for indexing shapes on the unit circle ($\theta$ dependence) or sphere ($\theta, \phi$ dependence), and then introduce Zernike moments which are suited for indexing shapes on the unit disk ($r, \theta$ dependence) or ball ($r, \theta, \phi$ dependence).

A. Fourier Descriptors

Fourier descriptors are designed to efficiently index structural patterns on the circle or sphere. A Fourier transform represents a function as a sum of harmonic components. For a pattern along the 1d perimeter of the circle, this representation is performed by summing complex exponential terms:

$$f(\theta_j) = \sum_{\ell=0}^{\ell_{\text{max}}} \psi_\ell \exp[i\ell \theta_j] \quad j = 1, \ldots, n_{\text{bin}}.$$  (1)

Here, $f(\theta_j)$ is the intensity of the pattern at a particular point along the perimeter of the circle $\theta_j$. The terms $\psi_\ell$, known as “Fourier coefficients,” indicate the strength of the pattern for a particular frequency $\ell$. Typically, we cut off the frequency $\ell$ at some finite value $\ell_{\text{max}}$, since
FIG. 3: Fourier descriptors. (a) Decomposition of the angular pattern obtained for a 2d hexagonal cluster into a sum of sines and cosines. Since the cluster has 6-fold symmetry, the leading coefficients are given by multiples of \( \ell = 6 \). (b) Decomposition of the angular pattern obtained for a 3d fcc cluster into a sum of spherical harmonics. Since the cluster has 4 and 6-fold symmetry, the leading coefficients are given by multiples of \( \ell = 4 \) and \( \ell = 6 \). (c) Schematic of the resulting Fourier descriptors. The value of the each component in the descriptor is proportional to the contribution of the corresponding harmonic to the overall sum. Notice that rotation-invariant Fourier descriptors contain real, positive components, while rotation-dependent descriptors contain complex components.

The Fourier coefficients contain structural information that can be used to create shape descriptors with various properties. The coefficients are given by:

\[
\psi_\ell = \frac{1}{n_{pts}} \sum_{j=1}^{n_{pts}} f_j \exp[i \ell \theta_j]^*. \tag{2}
\]

The term \( \theta_j \) is the angle of an input point \( x_j \) with intensity \( f_j \) from our pattern \( \{x\}, \{f\} \). The coefficients \( \psi_\ell \) are complex numbers. The * denotes the complex conjugate. As outlined in the previous section, the input points from our pattern can represent either the positions of bins in the circular shape histogram or the raw data if no binning is performed. The representations become equivalent as the bin size approaches zero and only one point can occupy a given bin.

Since the Fourier transform is a frequency-domain representation of the pattern, it gives the strongest signal for frequencies that reflect periodicities in the pattern around the circle. That is, patterns with \( n \)-fold rotational symmetry yield high values of \( \psi_\ell \) (and, as we will discuss later, \( q_\ell \)). Since rotational symmetries are relatively insensitive to small changes to the pattern, Fourier descriptors are relatively insensitive to thermal noise, particularly for low-frequency coefficients. Although the Fourier coefficients in their complex number form are not rotation-invariant, we can convert them to their invariant form by computing the magnitude of each coefficient. The invariant circular coefficients are given by:

\[
|\psi_\ell| = \psi_\ell \psi_\ell^* = \sqrt{\Re(\psi_\ell)^2 + \Im(\psi_\ell)^2}. \tag{3}
\]

The Fourier invariants are positive real numbers. To obtain some physical understanding of the properties of Fourier coefficients, consider the small cluster in Fig. 4a. If we normalize the cluster to the unit circle, the centroid (unweighted center of mass) is given in complex coordinates by the conjugate of the \( \ell = 1 \) coefficient \( \psi_1^* \). Using a frequency term other than \( \ell = 1 \) multiplies each angle \( \theta \) by a factor, effectively stretching or compressing the pattern along the circle. We see that choosing \( \ell = n_\ell \), where \( n_\ell \) is a rotational symmetry of the cluster, causes the different angles \( \theta_j \) to coincide, resulting in a non-vanishing centroid for the transformed cluster. Thus, the Fourier coefficient with \( \ell \neq 1 \) represents the centroid of the stretched or compressed pattern. Although the position of the centroid is dependent on the cluster orientation, this distance from the origin to the centroid is invariant under rotations. Thus, we obtain a rotation-invariant descriptor by computing the magnitude of each coefficient.

These properties of Fourier coefficients have been exploited in the context of bond order parameters\[^8, ^9\]. For example, particular coefficient magnitudes, such as \( \psi_6 \) (or, analogously \( q_4 \) and \( q_6 \); see below) have been used directly as scalar order parameters\[^9\]. This method is often sufficient for the simple structures that we encounter in systems of spherical particles. However, more complex structures often require a full range of coefficients, and order parameters must be constructed...
by comparing sets of coefficients, rather than evaluating particular coefficients. To create a descriptor from the Fourier coefficients, we simply combine the desired \( \psi_\ell \) or \( |\psi_\ell| \) into a long vector. For example, a general rotation-invariant shape descriptor that is applicable to patterns on the circle over a range of symmetries is given by:

\[
S^{F2} = < |\psi_0|, |\psi_1|, ..., |\psi_{\ell_{\text{max}}}| > .
\] (4)

It is easy to imagine how different combinations of the Fourier descriptors can be used to create shape descriptors with different levels of robustness and sensitivity to particular symmetries. For many applications it is common to include only coefficients with specific symmetries, or to use rotation-dependent coefficients.

As outlined in the previous section, many 3d structures are well represented by patterns on the surface of the sphere. The analogy to the 1d DFT on the 2d surface of the sphere is known as the discrete spherical harmonics transform (DSHT) [56], given by:

\[
f_j(\theta_j, \phi_j) = \sum_{\ell=1}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} q^m_{\ell} Y^{m}_{\ell}(\theta_j, \phi_j).
\] (5)

The terms \( Y^{m}_{\ell}(\theta_j, \phi_j) \) are spherical harmonics, defined by \( Y^{m}_{\ell}(\theta, \phi) = N^m_{\ell} P^{m}_{\ell}(\cos \theta) \exp (im\phi) \). The term \( N^m_{\ell} \) is a normalization factor \( \sqrt{(2\ell + 1)(\ell - m)!/\ell!} \) and \( P^{m}_{\ell} \) is a Legendre polynomial. We see that the DSHT is similar to the DFT except for an additional term depending on the polar angle \( \theta \).

The Fourier coefficients for the DSHT are given by:

\[
q_{\ell} = \frac{1}{n_{\text{pts}}} \sum_{j=1}^{n_{\text{pts}}} f_j N^m_{\ell} Y^{m*}_{\ell}(\theta_j, \phi_j).
\] (6)

Unlike the circular coefficients \( \psi_\ell \), which are complex numbers, the spherical coefficients \( q_{\ell} \) are \( 2\ell + 1 \) dimensional complex vectors. Like the circular coefficients, the spherical Fourier coefficients are robust under noise, sensitive to rotational symmetries corresponding to \( \ell \), and can be used to construct invariants. Although the geometrical interpretation of these properties is more complex than for the 1d case, the same principles apply.

The rotation-invariant version of the spherical coefficients is given by:

\[
|q_{\ell}| = \sqrt{\frac{4\pi}{2\ell + 1} \sum_{m=-\ell}^{\ell} |q^m_{\ell}|^2}.
\] (7)

Like the circular invariants \( |\psi_\ell| \), the spherical invariants \( |q_{\ell}| \) are positive real numbers.

In analogy with our example above, we can create a rotation-invariant shape descriptor for a pattern on the sphere by:

\[
S^{F3} = < |q_0|, |q_1|, ..., |q_{\ell_{\text{max}}}| > .
\] (8)

Again, the optimal descriptor for a particular application depends on the desired properties such as robustness, sensitivity to specific symmetries, and rotation invariance.

Notice that although we use the notation \( \psi_\ell \) and \( q_{\ell} \) to highlight the connection with bond order parameters, we have redefined the order parameters slightly, by changing the sign of the complex exponential (i.e., the conjugates in equations [2] and [6]). This sign change is inconsequential to the properties of the coefficients; our redefinition simply allows us to highlight the important relationship between \( \psi_\ell \) and \( q_{\ell} \) and the DFT, which is standard and extensively studied [57]. An overview of the Fourier descriptors method is given in Fig. [I]. As a general rule of thumb, \( \psi_\ell \) is used when we only wish to describe the 2d ordering of a system (e.g., the spatial ordering within a single plane in a confined fluid) [55].
the crystalline arrangement of cylindrical domain\cite{11,12} and “q\_\ell” is used when we wish to describe the 3d ordering (e.g., the spatial ordering in a 3d crystal\cite{12} or structure of a compact 3d cluster\cite{11}).

**B. Zernike Descriptors**

As mentioned in the previous section, when patterns cannot be properly represented by the surface of a single circle or sphere, one solution is to break up the pattern into independent radial shells, and compute the Fourier descriptor for each shell independently. We then construct a shape descriptor by combining the Fourier descriptors for each shell into a long vector:

\[
S_{\text{F, multishell}} = < S_{\text{shell}_1}^F, S_{\text{shell}_2}^F, ..., S_{\text{shell}_n}^F >. \tag{9}
\]

Here, \(S_{\text{F}}\) represents a Fourier descriptor, either \(S_{\text{F}^2}\) or \(S_{\text{F}^3}\), as defined in the previous section.

While this scheme is sufficient for many problems, it has the drawback that small perturbations to the particle positions can cause maxima in the pattern to shift between shells, causing errors in matching, particularly when \(n_{\text{pts}}\) is small. Another drawback is that, since the shells are treated independently, the rotation-invariant Fourier descriptors are insensitive to relative orientations between the different shells; this is depicted in Fig. 5 for two structures that would erroneously have matching descriptors.

We can solve these problems by representing our pattern in a coordinate system with radial dependence, which allows us to properly index patterns defined on the disk or ball rather than the unit circle or sphere. To do so, we use Zernike radial polynomials in our expansion\cite{60,61}.

We can express the intensity of a pattern at a given point on the unit disk as:

\[
f(r_j, \theta_j) = \sum_n \sum_{\ell} a_{n\ell} R_{n\ell}(r_j) \exp[i\ell \theta_j].
\]

\[
j = 1, 2, ..., n_{\text{bin}} \tag{10}
\]

The terms \(\theta_j\) and \(r_j\) represent the position of a point on the unit disk. The value of \(\ell\) is restricted such that \(\ell \leq n\) and \((n - \ell)\) is an even number. The expansion coefficients \(a_{n\ell}\) are known as “Zernike moments” and can be considered analogous to Fourier coefficients for the \(r, \theta\) coordinate system. The function \(R_{n\ell}(r)\) is a radial polynomial, where \(r\) is the radial distance from the center of the disk. Thus, the 2d Zernike expansion is very similar to the 1d Fourier expansion, but with an additional radial term.

The Zernike moments are given by\cite{59}:

\[
a_{n\ell} = \frac{n + 1}{n_{\text{pts}\ell}} \sum_{j=1}^{n_{\text{pts}\ell}} f_j(r_j, \theta_j) R_{n\ell}(r_j) \exp[-i\ell \theta_j]. \tag{11}
\]

The terms \(\theta_j\) and \(r_j\) represent the position of an input point \(x_j\) in polar coordinates, normalized on the unit disk. Again, we require that \(\ell \leq n\) and \((n - \ell)\) is even. Each moment is a complex number. Since the radial polynomial is only dependent on \(r\), the same invariance relations hold for the Zernike moments as for the Fourier coefficients. To define a rotation-invariant moment on the disk, we take the complex magnitude of the moment:

\[
|a_{n\ell}| = |a_{n\ell}|. \tag{12}
\]

The 2d Zernike invariants are positive real numbers. We can create a Zernike descriptor by combining many moments in a vector. For example, we can create a 2d rotation-invariant Zernike descriptor by:

\[
S_{\text{Z}^2} = < |a_{00}|, |a_{11}|, |a_{20}|, |a_{22}|, ..., |a_{\ell_{\text{max}}\ell_{\text{max}}}| >. \tag{13}
\]

Like the Fourier descriptors, the frequency parameter \(\ell\) has a straightforward relationship with the rotational symmetry of the pattern. Thus, we can sometimes choose important moments a\_priori. However, we typically take all moments with \(\ell\) within a limiting frequency \(\ell_{\text{max}}\).

We can express a pattern on the unit ball as the sum of 3d Zernike moments:

\[
f(r_j, \theta_j, \phi_j) = \sum_n \sum_{\ell} \sum_m z_{n\ell m}(r_j) Y_{\ell m}^*(\theta_j, \phi_j).
\]

\[
j = 1, 2, ..., n_{\text{bin}} \tag{14}
\]

The terms \([r_j, \theta_j, \phi_j]\) give the position of a point on the unit sphere. Again, we require \(\ell \leq n\) and \((n - \ell)\) is even. The moments are defined similarly to the Fourier coefficients on the surface of the sphere, but again with an additional radial component. The 3d Zernike moments are given by\cite{60}:

\[
z_{n\ell m} = \frac{3(n + 1)}{4n_{\text{pts}\ell}} \sum_{j=1}^{n_{\text{pts}\ell}} f_j R_{n\ell}(r_j) N_{m}^{*}Y_{\ell m}^*(\theta_j, \phi_j).
\]

\[
m = -\ell, -\ell + 1, ..., \ell \tag{15}
\]

The variables \([r_j, \theta_j, \phi_j]\) represent the position of an input point \(x_j\) in spherical coordinates, normalized on the
unit sphere. Whereas the 2d Zernike moments $a_{n\ell}$ are complex numbers and the 3d Zernike moments $z_{n\ell}$ are complex vectors of length $2\ell + 1$. Analogously to the spherical Fourier coefficients, we take the magnitude of the complex vector $|z_{n\ell}|$ to define invariant moments on the unit ball:

$$|z_{n\ell}| = \sqrt{\frac{4\pi}{2\ell + 1} \sum_{m=-\ell}^{\ell} |z_{m n\ell}|^2}. \quad (16)$$

The 3d Zernike invariants are positive real numbers. Like the Fourier coefficients, they are sensitive to the rotational symmetries of the pattern and are robust under small perturbations. We can create a rotation invariant symmetry-independent 3d Zernike descriptor according to:

$$S^Z_{3d} = <|z_{00}|, |z_{11}|, |z_{20}|, |z_{22}|, \ldots |z_{\ell_{\text{max}} \ell_{\text{max}}}| >. \quad (17)$$

When computing either multiple-shell Fourier descriptors or Zernike moments it is essential that the patterns being compared are normalized consistently. In the case of Zernike moments, all points in $\{x\}$ must lie on the unit ball or disk. Typically, patterns are normalized by translating the centroid to the origin and rescaling the coordinates such that every point on the pattern has a radial distance less than 1. This scheme is sufficient for the majority of patterns that we encounter in particle systems. An overview of the Zernike scheme is depicted in Fig. 6.

### C. Computational Considerations

Fourier and Zernike coefficients can be computed from either point cloud data (i.e., raw particle positions) or voxel data (i.e., volumetric data or pixel data). As mentioned previously, the two representations are essentially equivalent; point cloud data represent the limit of zero bin size, where each $f_i$ is equivalently 1. While this distinction does not affect the properties or definition of the descriptors, it becomes important when considering the computational cost of a matching application. If the input data is point cloud data, we must compute the descriptors for each structure independently. However, for volumetric data, we can compute the contribution to each coefficient for each point on the grid beforehand, and then simply multiply by the intensity of each shape $f_i$ to compute the value of the coefficients. This can greatly reduce the computational cost when $n_{\text{pts}}$ is large or many coefficients are used.

As an additional consideration, the time required for computing the transforms themselves can be greatly reduced by computing the fast Fourier transform (FFT) rather than the DFT (or the equivalent for the appropriate coordinate system). Methods for computing the FFT and the discrete spherical harmonics transform, respectively, are given in references [57] and [56]. An efficient method for computing Zernike coefficients is given in reference [60].

### III. QUANTIFYING SIMILARITY

The shape descriptors derived in the previous section can be considered compact mathematical representations of the underlying particle structures. The physical similarity between different particle structures can then be quantified by the mathematical similarity between shape
descriptors. Shape descriptor similarity is quantified by a similarity metric “M,” that gives a scalar value that is proportional to the similarity between descriptor pairs. For convenience, we define M such that, by construction, it lies on the interval \( M \in [0,1] \), or sometimes \( M \in [-1,1] \). This strengthens the analogy between M and what we normally consider to be an order parameter, since order parameters typically give a value of 1 for perfectly ordered structures and 0 for perfectly disordered structures. Since our harmonic shape descriptors are defined as vectors, we can define similarity metrics based on standard vector operations. For example, one simple similarity metric is given by the Euclidean distance between shape descriptor vectors:

\[
M_{\text{dist}}(\mathbf{S}_1, \mathbf{S}_2) = 1 - |\mathbf{S}_1 - \mathbf{S}_2|/(|\mathbf{S}_1| + |\mathbf{S}_2|).
\]

(18)

Variations of \( M_{\text{dist}} \) are common throughout the shape matching literature. Another simple similarity metric is proportional to the dot product between shape descriptors:

\[
M_{\text{dot}}(\mathbf{S}_1, \mathbf{S}_2) = \mathbf{S}_1 \cdot \mathbf{S}_2/(|\mathbf{S}_1||\mathbf{S}_2|).
\]

(19)

Schemes similar to \( M_{\text{dot}} \) have been used in applications involving standard bond order parameters, such as measuring correlation lengths\[9, 12\] and identifying crystal grains\[15\]. Similar information is obtained from \( M_{\text{dist}} \) and \( M_{\text{dot}} \); the only difference is that whereas \( M_{\text{dist}} \) is more sensitive to the absolute difference between vector components, \( M_{\text{dot}} \) is more sensitive to the overall direction of the vector and the sign of the components. Thus, \( M_{\text{dot}} \) is often superior when matching non-ideal structures from a particle system to mathematically perfect reference structures, since thermal noise will tend to damp the frequency domain signal, but the descriptor will retain the same basic character for a given class of structures and hence the same direction. The \( M_{\text{dot}} \) metric may also be favorable when comparing rotation-dependent harmonic descriptors, which may contain either negative or positive components, whereas \( M_{\text{dist}} \) may be favorable for invariant descriptors, where all values are inherently positive. Since compared shapes are usually at least grossly similar, matching values are rarely 0 for either metric. As is discussed in greater detail in reference [35], it is often necessary to determine a lower bound on M by comparing to structures that are known to match poorly to obtain a baseline value.

IV. EXAMPLE APPLICATIONS

Shape similarity information obtained from evaluating the match, M, between shape descriptors, can be applied to create various types of structural metrics for complex particle systems. In this section, we provide several example applications that can be addressed by the use of shape matching with harmonic descriptors. We provide a more extensive range of example applications based on shape matching methods in general in reference [35]. Several additional examples of shape matching applications based on the \( \mathbf{F}^3 \) descriptor are given in reference [34].

A. Order Parameters and Correlation Functions

Perhaps the most standard application of order parameters is to track structural transitions, either as a function of time or a changing reaction coordinate. As an example, consider the protein “Ubiquitin” shown in Fig. 7, which unfolds as it is pulled from both ends. This is a standard example problem from the NAMD and VMD tutorials\[62, 63\], both of which are available online. Since the structure is 3-dimensional and has radial dependence, we can index it using a Zernike descriptor on the unit ball, \( \mathbf{S}^{Z3} \). To match the shape independently of the orientation of the sheet, we take rotation invariant moments with \( \ell \) in the range \( 4 \leq \ell \leq 12 \). We use both the initial folded state \( i \) and the final unfolded state \( f \) as reference states. Fig. 7 shows the unfolding transition as a function of time \( t \) in a NAMD molecular dynamics simulation. The protein unfolds in three steps (blue dashed lines), in agreement with visual inspection. The noise in the data is indicative of the thermal fluctuations in shape observed at this temperature.

As a slightly more complex example of characterizing transitions, consider the micro-phase separated structures formed by ditethered nanospheres shown in Fig. 8. The structure of the equilibrium system goes through two transitions as a function of the effective inverse temperature, first from a disordered structure to a tetragonal cylinder/tetragonal-mesh (TC/TM) phase...
and then to a similar tetragonal cylinder (TC/TC) phase. The abbreviations indicate the structure of the tetters (blue, red) and nanoparticles (white), respectively. We can quantify this behavior by matching the global patterns obtained at different temperatures with ideal structures taken from within the three structural regimes: the disordered regime, the TC/TM regime, and the TC/TC regime. The global pattern for each structure is characterized by the probability distribution of local density maps for each particle type, as depicted in Fig. 21. To capture ordering on a range of length scales, density maps are computed for four radial shells with $r = [3\sigma, 4.5\sigma, \ldots, 9\sigma]$, where $\sigma$ is the characteristic lengthscale, given by the diameter of the tether beads in the simulation. For each shell, we compute the rotation-invariant Fourier descriptors $S^{F_3}$, where we take a range of frequencies $4 \leq \ell \leq 12$. A pseudo-order parameter for each reference structure is then given by $M_{diff}(S_i^{F_3}, S_j^{F_3})$. Fig. 7 shows the order parameters for the three reference structures as a function of inverse temperature. We observe that the structural transition between the three phases is smooth and continuous, as verified by visual inspection. In reference [55], we show that, for this particular problem, we can obtain a nearly identical result using a simpler shape descriptor akin to the radial distribution function $g(r)$. However, for more complex phase separated structures, harmonic descriptors typically give a better representation of the underlying shapes than such coarse measures as $g(r)$.

In addition to characterizing how structures change as a function of time or a reaction coordinate, another common application is to characterize how structures change in space by computing correlation functions. In this case, we choose structures from different points in space, rather than ideal structures, as references. Several examples of spatial correlation functions based on bond order parameters have already been defined in the context of measuring length scales for crystal-like ordering [8, 9, 14, 64]. This involves measuring quantities such as $M(S_i, S_j)(r_{i,j})$, that give the average similarity value as a function of the radial separation $r_{i,j}$. Typically, a particular rotation-dependent Fourier coefficient, for example $q_4$ or $q_6$, is chosen for $S$ and $M_{dot}$ is chosen for $M$. An alternative, and well known, spatial correlation function based on bond order parameters is given by the $q_6:q_6$ crystal grain detection scheme of reference [13], which has been applied to studying nucleation and growth and characterizing crystalline defects in several simulation and experimental studies involving close-packed and bcc crystals [16, 17, 20, 65]. Here, crystal grains are identified within a bulk liquid by first noticing that, for many crystals, local clusters within crystal grains match with their neighbors in terms of both shape and orientation, whereas clusters in the liquid do not. Thus, pairs of particles $i, j$ in crystals typically satisfy $M(S_i, S_j) > M_{cut}$, where $S$ is a rotation-dependent harmonic descriptor and $M_{cut}$ is a sufficiently high value so as to exclude poor matches. Even in the liquid, some pairs of particles inevitably satisfy $M(S_i, S_j) > M_{cut}$ due to random fluctuations. Thus, a local indicator of crystal-like ordering is given by:

$$f_i = \frac{1}{n_{nbr}} \sum_j n_{nbr} \Theta[M(S_i, S_j) - M_{cut}].$$ (20)

Here, $\Theta$ is the Heaviside function. Typically, we enforce $f_i \geq f_{cut}$, where the value of $f_{cut}$ is chosen to distinguish liquid and crystal-like configurations [13, 10]. Although the original scheme is based on the $q_4$ Fourier coefficient as a shape descriptor (for identifying fcc, hcp, and bcc crystals) and the $M_{dot}$ similarity metric, other instances of $S$ and $M$ can be used depending on the structure under investigation. For example, in references [43] and [19], we used different bond order parameters as shape descriptors to identify particles in the diamond lattice and in dodecagonal quasicrystals, respectively. Arbitrarily complex crystal structures can be treated using this method by harmonic descriptors with a full spectrum of Fourier coefficients or Zernike moments. We apply this scheme in the context of two examples highlighting the special symmetry properties of harmonic descriptors in section V below.

### B. Database Search and Structure Identification

In addition to computing order parameters and correlation functions, another common application of bond order parameters is to identify local structures such as icosahedral clusters [10, 11, 19, 41] within a bulk system.

![FIG. 8: Transitions in ditethered nanospheres. (a) Depiction of the three structures formed by a ditethered nanosphere system (left to right: disordered, TC/TM, TC/TC). Notice that the cylindrical structures span the simulation box in the z-dimension, into the page. (b) Matching order parameter for the three reference structures as a function of inverse temperature.](image-url)
This typically involves choosing a cutoff value for a particular Fourier coefficient (for example, $|q_6|$) above which a cluster is identified as the structure of interest. This is, in its essence, a rudimentary shape matching scheme, where the Fourier coefficient provides a coarse description of the cluster shape, and the cutoff acts as a similarity metric. This type of structure identification scheme can be applied within a much broader context by using harmonic descriptors to perform a database search for an unknown structure. The unknown structure is identified as the structure from the database of known structures that gives the best match. Database searches based on harmonic descriptors have already been applied to proteins and macromolecules[36, 37]. In an earlier publication, we applied a database search to identify local structures within a phase separated system of tethered nanoparticles[11]. In the future, they may be applied to more abstract problems, such as data mining for web-accessible particle structures.

Database searches based on harmonic descriptors can be applied to a wide range of complex local and global structures. As an example, consider the tunneling electron microscopy (TEM) image depicted in Fig. 9 which shows nanoparticles arranged in a binary crystalline superlattice from reference [5]. Although this structure was identified as the AuCu crystal viewed along the (100) direction by visual inspection[5], assume for the purpose of this example that the structure is unknown. The structure of the lattice can be identified by finding a best match from a database containing the images of known reference structures. For our proof-of-concept example, we use a minimal reference database consisting of four different ideal binary crystal structures; however for more realistic problems, the database may be much more expansive. The reference structures are created by mathematical construction and rendered by placing spheres at the lattice positions. In practice, matching can be performed using other non-ideal images or other experimental images. The images are indexed for comparison using the 2d Zernike descriptor $S^{Z_2}$. As mentioned previously, harmonic descriptors can be used to describe images[59], where $\{x\}$ and $\{f\}$ represent the positions and intensities of individual pixels. In practice, the pixel intensities are inverted ($I_i = -I_{i,0}$), since, for the current set of images, the particles are darker than the background. To ensure that the matching algorithm is not affected by the different particle shades, we apply a binary thresholding criterion $I_i = \Theta(I_i - I_{cut})$. To extract a global pattern from the image, we use the probability distributions method depicted in Fig. 4. (Notice that although the structures are crystalline, the superposition method is not applicable, since the particle centers are not known). For each local structure, we compute $S^{Z_2}$ descriptors with rotation-invariant moments and frequencies in the range $0 \leq \ell \leq 8$. Our overall results are not impacted by the inclusion of higher frequencies. For each image, local descriptors are computed for 100 different randomly chosen pixels. For each pixel, the range of neighboring pixels used to construct the local descriptor corresponds to roughly three particle diameters. The local descriptors are then combined into an overall probability histogram descriptor for matching. As shown in Fig. 9, the unknown structure most closely resembles the CuAu lattice along the (100) direction, in agreement with visual inspection[5]. Additional orientations of the crystalline lattices could also be considered to better identify structures with complex ordering.

This same basic identification scheme can be used for all types of structures, either simulated or experimental, local or global. A subtlety arises when disordered local structures are possible, since it is typically infeasible to construct a reference database for the vast space of “disordered” structures. As outlined in references [11, 35], this problem can be avoided by setting a minimum value for the best match, below which structures are considered disordered.

In addition to database searches, experimental images can be used for all of the other applications described here or in references [34] and [35], including quantifying structural perfection, computing order parameters and correlation functions, grouping and classifying structures, etc. The only caveat is that, like simulation data, the images must be properly normalized such that the particle sizes and lattice spacings (if applicable) are the same for all compared structures. In addition to images of particles, information can be extracted from other types of images, such as diffraction patterns. For many applications, image processing can be applied to experimental images to simplify the data[60, 61], for example, by identifying...
particle centroids. We explore the combination of image processing techniques and shape matching algorithms in a separate publication\[69\].

V. SPECIAL PROPERTIES OF HARMONIC DESCRIPTORS

In the previous section, we applied harmonic descriptors within the context of general particle shape matching applications, similar to those outlined in reference \[35\]. Thus, although the harmonic descriptors have useful properties, such as rotation invariance, we could just as easily base our examples on other shape descriptors with similar properties. In contrast, in this section we explore applications for which harmonic descriptors and Fourier coefficients are specifically well-suited, due to their unique symmetry properties.

A. Matching to Within an n-Fold Rotation

One such application is the problem of matching structures that are a unique rotation of one another. As an example, consider the problem of detecting the local crystal grains of different structures in the 2d system depicted in Fig. 10, where particles interact via the Lennard-Jones Gauss (LJG) potential\[70\]. For a potential-minimum-position parameter \(r_0 = 1.57\), the system forms two crystal structures: the honeycomb (hc) structure at high values of the well-depth parameter \(\varepsilon\) and the hexagonal (hex) structure at low \(\varepsilon\)[70]. As outlined in section IV A, local crystal-like pairs are typically identified by local clusters that match in terms of both shape and orientation. This method is easily applicable to the hex lattice; however, in the case of the hc lattice, the triangular first neighbor shells of neighboring particles are mirrored and rotated by \(60^\circ\) in the plane (see Fig. 10b). Thus, they match in terms of shape, but not in terms of orientation. The symmetry properties of the Fourier coefficients pose a unique solution to this problem. In the space of the \(\ell = 3\) Fourier coefficient \(\psi_3\), the triangular neighbor shells in the hc lattice are precisely antiparallel (i.e., \(M_{dot}(\psi_3(i), \psi_3(j)) = -1\), where \(i\) and \(j\) are neighbors). Thus, a matching criterion can be constructed based on \(-M_{dot}(\psi_3, \psi_3)\) to determine whether two neighbor shells are in the ideal hc configuration. In Fig. 10b, particles in the hc structure are colored blue, particles in the hex structure are colored red, and other particles, that do not belong to a particular crystal grain, are colored black. The 3d analogy of this method, using \(\mathbf{q}_3\) in the place of \(\psi_3\), was used to measure the number of particles in local diamond lattice grains in a system of patchy particles in reference \[43\] (see Fig. 10c).

B. Matching Based on Rotational Symmetries

A similar application for which Fourier coefficients are uniquely suited is the problem of matching structures based on their rotational symmetries rather than their shapes. As an example, consider the problem of matching local neighbor shells in the decagonal (i.e., 10-fold symmetric) quasicrystal formed in the 2d LJG system\[70\] (Fig. 11a). Over the range indicated, the neighbor shells exhibit strong 10-fold rotational symmetry with a common direction, but the neighbor shells have different shapes. Thus, our criterion for detecting local crystal grains outlined in section IV A fails for most shape descriptors, since the underlying shapes do not match. As a solution, we can describe each local cluster with the \(\ell = 10\) Fourier coefficient \(\psi_{10}\). Since the clusters are 10-fold symmetric, and oriented in the same direction, the complex number \(\psi_{10}\) is identical regardless of whether the clusters are missing particles. Local quasicrystalline
grains can then be detected as outlined in section IV A using $M_{\text{dot}}(\psi_{10}, \psi_{10})$ to identify local crystal-like pairs.

In reference [19] we use an analogous scheme to detect ordered grains in a 3d dodecagonal (12-fold symmetric) quasicrystal (Fig. 11b). In this case, the structure has hundreds of different neighbor shell directions\[^42\] which exhibit strong 12-fold symmetry. This is depicted by the superposition of local patterns over the range $r < 2.31\sigma$ (i.e., $\sim 2$ neighbor shells) in Fig. 11. Considering this longer range ensures that each local region contains a sizable fraction of 12-fold directions. Since we are only interested in the rotational symmetry and directional-ness of these local patterns, we remove the $r$-dependence from the patterns prior to matching (Fig. 11e). To capture the 12-fold symmetry, we use a matching criterion based on $M_{\text{dot}}(q_{12}, q_{12})$. Particles with a minimal fraction of solid-like matches $f_{\text{cut}}$ are considered to be locally quasicrystalline. The cutoffs are determined by taking the crossover points in the probability distributions $P(M_{\text{dot}}(q_{12}, q_{12}))$ and $P(f_{\text{solid}})$ (Fig. 11f). Following reference [19], we take $M_{\text{cut}} = 0.45, f_{\text{cut}} = 0.5$. As depicted in Fig. 11f, this criterion is sufficient to determine a small quasicrystal nucleus in the bulk liquid.

Notice that although both of our examples here are based on quasicrystalline structures, the method of matching dissimilar structures based on their rotational symmetries is applicable to a wide range of structures. As a trivial example, we return to our previous problem of detecting crystal structures in the 2d LJG system. Suppose now that we require an order parameter that detects crystalline grains in general, either hex or hc. In this case, we can use a scheme based on the $\ell = 6$ Fourier descriptor $\psi_6$, since in the space of $\ell = 6$ harmonics, the triangle neighbor shells of the hc structure and the hexagon neighbor shells of the hex structure are equivalent.

C. Orientation About a Symmetry Axis

As a final example of an application that exploits the symmetry properties of Fourier coefficients, consider the problem of aligning a crystal structure about a particular symmetry axis. This is useful, for example, for computer algorithms that depend on the orientational direction of a structure, such as automatically computing the diffraction pattern or rendering images of particle data. Suppose, for example that the desired symmetry axis is the $\ell = \ell_0$ plane, and the desired alignment direction is the $z$-axis. The crystal can be iteratively rotated to maximize the Fourier coefficient $|\psi_{\ell_0}|$ where all particles are projected onto the xy plane. If the crystal consists of a single grain, a relatively small test cluster can be used to perform the optimization, greatly enhancing computational efficiency.

As an example, consider the problem of aligning the face-centered cubic (fcc) crystal shown in Fig. 12, along an 8-fold planar symmetry axis. Finding the optimal rotation that maximizes $|\psi_8|$ in the plane is solved by applying a simple simulated annealing Metropolis Monte Carlo (MC) scheme. Our MC scheme involves attempting trial rotations of a small test cluster from the center of the box, which are accepted according to a Boltzmann probability distribution $\exp[-\beta |\psi_8|]$, with the fictitious energy function $-|\psi_8|$. The inverse temperature $\beta$ is increased from 0.5 to 1000 over 100 steps. In practice, the scheme only converges to a local minimum in the energy $-|\psi_8|$, so many different initial orientations are attempted to find a global minimum. As depicted in Fig. 12, optimizing $|\psi_8|$ aligns the 8-fold symmetry axis of the structure along the $z$-axis, but the structure is misaligned with the x and y-axes. To perform this alignment, we zero the complex component $\Im(\psi_8)$, such that $\Re(\psi_8) = |\psi_8|$. As depicted in Fig. 12, this scheme
Maximize planar symmetry, \( |\psi_8| \). Zero complex component \( |\psi_8| = \Re(\psi_8) \). Compute diffraction pattern (etc.).

FIG. 12: Orientation about a symmetry axis. (a) Depiction of an algorithm for orienting a face-centered cubic (fcc) crystal about an 8-fold planar symmetry axis, in this case, for the purpose of automatically computing the diffraction image. First, the planar symmetry, measured by \( |\psi_8| \), is maximized such that the 8-fold symmetry axis is oriented in the z-direction (out of the plane). Then the structure is rotated in the xy plane to zero the complex component \( \Im(\psi_8) \), such that the symmetry axis is oriented with the xy axis. Finally, the diffraction image is computed. (b) The same process, repeated for a structure with thermal disorder.

is robust, even under a large amount of thermal noise. More complex optimization algorithms may be applied to improve computational efficiency and accuracy over our simple MC scheme. This type of orientation algorithm is potentially useful for matching diffraction data, since a large number of simulated diffraction images for 3d structures can easily be computed automatically about various symmetry axes.

VI. SUMMARY AND FUTURE OUTLOOK

In summary, we have demonstrated how bond order parameters, already defined for particle structures on the unit circle and sphere, can be extended to index structures on the unit disk or ball. We have demonstrated how these bond order parameters can be used to create harmonic shape descriptors, which can in turn be applied to create unique, highly specialized order parameters and automatically identify unknown particle structures. In addition to the minimal proofs of concept reviewed here, more complex matching applications are explored in reference [35].

In the future, the ability to describe structures numerically lends itself to many novel applications. In the short term, matching applications can be used to automate structural analysis for large datasets. Shape descriptors can be used within the context of many of the enhanced computational algorithms used in self-assembly and computational biology, such as path sampling[73, 74] or metadynamics[75] in the context of pseudo order parameters or collective variables to guide the sampling. Shape descriptors can also serve as the basis for new optimization algorithms such as genetic algorithms[76], which often rely on energy rather than structure as a numerical measure of fitness. In addition to abstract computational applications, shape matching algorithms can be applied to experimental images to obtain quantitative insight into experimental data. By combining shape matching algorithms with new image processing schemes, much of the same information that we have obtained for simulation data can be obtained for experimental systems as well.
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