Gabor-type frames for signal processing on graphs

Mahya Ghandehari · Dominique Guillot · Kris Hollingsworth

Abstract In the past decade, significant progress has been made to generalize classical tools from Fourier analysis to analyze and process signals defined on networks. In this paper, we propose a new framework for constructing Gabor-type frames for signals on graphs. Our approach uses general and flexible families of linear operators acting as translations. Compared to previous work in the literature, our methods yield the sharp bounds for the associated frames, in a broad setting that generalizes several existing constructions. We also examine how Gabor-type frames behave for signals defined on Cayley graphs by exploiting the representation theory of the underlying group. We explore how natural classes of translations can be constructed for Cayley graphs, and how the choice of an eigenbasis can significantly impact the properties of the resulting translation operators and frames on the graph.
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1 Introduction

The recent field of graph signal processing was initiated to develop methods for analyzing signals defined on graphs. Given a graph \( \Gamma \) on \( N \) vertices, a graph signal is a complex-valued function on the vertex set of \( \Gamma \), which is naturally identified with a column vector in \( \mathbb{C}^N \). A natural technique to analyze signals defined on graphs that is rapidly gaining popularity involves fixing a basis of eigenvectors for a chosen matrix associated with the graph, and expanding a given graph signal in that basis. The reason for doing so is to improve signal processing efficiency by working with a basis that is more adapted to the
graph compared to an arbitrary basis of \( \mathbb{C}^N \). Natural examples of matrices associated with a graph \( \Gamma \) include: (1) the adjacency matrix \( A_\Gamma \) with entries \((i, j)\) equal to 1 when there is an edge from vertex \( i \) to vertex \( j \), and 0 otherwise; and (2) the graph Laplacian \( L_\Gamma := D_\Gamma - A_\Gamma \), where \( D_\Gamma \) is the diagonal matrix with entry \( d_i \), equal to the degree of vertex \( i \). Other matrices such as the normalized Laplacian and the random walk Laplacian have also been considered. Such choices of orthonormal bases lead to the idea of graph Fourier analysis, which was initiated in \[19\].

A challenging task in graph signal processing is to produce efficient frames for the space of signals on a given graph. A frame for an inner product space is a generalization of the notion of basis, which provides a stable, possibly redundant system for analyzing vectors in that space. An important class of frames is constructed by applying a time-frequency shift operator to a given window function. Inspired by the seminal work of Gabor on \( L^2(\mathbb{R}) \) in \[11\], such frames are called Gabor frames. Wavelet frames constitute another notable class of frames that are closely related to Gabor frames. Namely, Gabor frames are constructed through applications of translation and modulation operators to a window function, whereas the modulation operator is swapped with the dilation operator in the construction of wavelet frames.

In this paper, we investigate Gabor-type constructions of frames for graph signals. Frame and wavelet constructions for graph signals have attracted the attention of many researchers in the past couple of decades. Early methods to construct frames based on the eigen-decomposition of the graph Laplacian are given by Coifman and Maggioni in \[8\] and by Maggioni and Mhaskar in \[27\]. Efforts to directly generalize multiresolution and wavelet analysis to the graph setting can be found in \[7,9,13,16,22,24,28\]. In \[19\], Hammond, Vandergheynst and Gribonval define the graph Fourier transform and apply it to construct wavelet frames for graphs. Other examples of wavelet-type frames based on the graph Fourier transform can be found in \[10,25,34,35,45\]. Studies exploring fundamental limits of how efficiently signals can be represented in terms of uncertainty principles can be found in \[31,44\], and a proposed fast algorithm to implement frames on graphs can be found in \[23\]. Some of the extensive work of defining Gabor-type frames in the graph setting, often referred to as vertex-frequency analysis, can be found in \[2,3,36,37,38,41,42,43\]. Summaries of most of the references mentioned (and many more) can be found in the survey articles \[17,29,39\] or collected in the recent book \[40\].

In this article, we propose a general framework for constructing Gabor-type frames for signals on graphs. A major difficulty that arises in the construction of Gabor frames in the graph setting is the lack of a canonical notion of translation. Indeed, many notions of translations and shifts for signals on graphs have been defined in the literature so far, including:

1. the translation operator introduced by Shuman, Ricaud, and Vandergheynst \[37\]. Inspired by classical (commutative) Fourier analysis, they define the notions of convolution, modulation, and translation via the graph Fourier transform;
2. the linear isometric shift operator introduced by Girault, Gonçalves, and Fleury \[15\];
3. the energy-preserving shift operator introduced by Gavili and Zhang \[12\];
4. translation induced by the adjacency matrix of the graph, as proposed by Sandryhaila and Moura \[32\];
5. translation induced by pointwise multiplication with personalized PageRank vectors defined by Tepper and Sapiro \[41\], and;
6. the neighborhood preserving translation defined by Pasdeloup et al. \[18,30\].

A common feature of the above transformations is that they operate linearly on a given signal \( g \). In this paper, we construct Gabor-type frames using general and flexible families of linear operators acting as translations. This viewpoint allows us to bring many previously
defined natural graph frames under the same umbrella. That is, our frames (proposed in Theorem 2) generalize many known frame constructions, for which we also obtain sharp frame bounds.

The rest of the paper is organized as follows. In Section 2, we collect the necessary background material on discrete frames, and provide a brief overview of signal processing on graphs. In Section 3, we present a general method for constructing Gabor-type frames (Theorem 2). We then provide the associated sharp frame bounds, and propose techniques for approximating frame bounds using certain matrix theoretic concepts. Next, we devote our attention to the study of frames in which translations are defined using Fourier multipliers; examples include translations defined in [12,15,32,37]. We show that our general approach leads to sharp frame bounds for this class of frames (Theorem 5). This provides a unified proof for some formerly known frames in the literature such as [12,37], and allows us to compute sharp frame bounds in each case. In Section 4, we examine the constructed frames in the special case where the graph $\Gamma$ is a Cayley graph. In that case, an orthonormal basis of eigenvectors of the adjacency matrix or the Laplacian of the graph can be explicitly obtained by exploiting the representation theory of the associated group [11]. Building on the work in [14], we study how properties of the frames given above relate to the structure of the underlying group. For example, in Theorem 7 we show that the condition (on the window function) of Corollary 4 for producing a tight frame can be considerably relaxed in the case of a Cayley graph. Finally, we use Cayley graphs to demonstrate the importance of carefully choosing a basis of eigenvectors associated to the graph in the case where repeated eigenvalues occur.

2 Notations and Background

**Discrete Frames.** A discrete frame for a separable Hilbert space $\mathcal{H}$ is a set of vectors $\{\phi_x\}_{x \in X}$ indexed by a countable set $X$, such that for some positive real numbers $A$ and $B$, we have

$$A\|f\|_{\mathcal{H}}^2 \leq \sum_{x \in X} |\langle f, \phi_x \rangle|^2 \leq B\|f\|_{\mathcal{H}}^2, \quad \text{for every vector } f \in \mathcal{H}. \quad (1)$$

Frames provide stable, possibly redundant systems which allow reconstruction of a signal $f$ from its frame coefficients $\{\langle f, \phi_x \rangle\}_{x \in X}$. When the frame provides redundant representation, reconstruction of a signal is still possible even when some portion of its frame coefficients is lost or corrupted.

We define the frame condition number of a frame $F$ as the ratio $c(F) := B/A$, where $A, B$ denote the optimal constants satisfying Equation (1). An important class of frames is the class of tight frames, i.e., frames for which $A = B$. These frames exhibit many desirable properties, such as greater numerical stability when reconstructing noisy signals, compared to general frames or to orthonormal bases. For example, one can show that, under natural assumptions, the mean-square error of a reconstruction is minimized if and only if the frame is tight (see [6], Theorem 1.9.2). An important goal in designing frames for real applications is to design tight frames, or at least frames with a small condition number. For a detailed introduction to frame theory, see [6,20].

**Gabor frames.** A natural approach to construct frames involves applying a time-frequency shift operator to a given function $g$. In his seminal 1946 paper, Gabor [11] proposes constructing such frames for functions in $L^2(\mathbb{R})$ by defining

$$g_{u,\xi}(t) := (M_{\xi}T_u g)(t) = e^{2\pi i \xi t} g(t-u),$$
where \( (T_u g)(t) = g(t - u) \) and \( (M_{\xi} g)(t) = e^{2\pi i \xi t} g(t) \) denote the standard translation and modulation operators on \( L^2(\mathbb{R}) \). Such frames are commonly used in science and engineering and have been extensively studied – see [5] for more details.

**Graph Signal Processing.** Let \( \Gamma \) be a graph with vertex set \( V(\Gamma) = \{1, 2, \ldots, N\} \). A signal on \( \Gamma \) is a function \( f : V(\Gamma) \to \mathbb{C} \). We identify the signal \( f \) with the vector \( (f(1), f(2), \ldots, f(N))^\top \) in \( \mathbb{C}^N \), where \( M^\top \) denotes the transpose of the matrix \( M \).

To develop signal processing for a given undirected graph \( \Gamma \) with \( N \) vertices, we first fix an associated graph matrix. The most significant matrices associated with a graph \( \Gamma \) are the adjacency matrix \( A_{\Gamma} \) or the Laplacian matrix \( L_{\Gamma} \). Let \( \{\phi_j\}_{j=1}^N \) be an orthonormal basis of eigenvectors for the chosen matrix, associated to (repeated) eigenvalues \( \{\lambda_j\}_{j=1}^N \).

Inspired by commutative Fourier analysis, the graph Fourier transform was introduced by Hammond, Vandergheynst, and Gribonval in [19] as the expansion of the vector \( f \in \mathbb{C}^N \) in terms of the orthonormal basis \( \{\phi_j\}_{j=1}^N \). More precisely, the Fourier coefficients of \( f \) are given by

\[
\hat{f}(\phi_k) = (f, \phi_k)_{\mathbb{C}^N} = \sum_{j=1}^N f(j) \phi_k(j).
\]

Equivalently, letting \( \Phi \) be the matrix whose \( j^{th} \) column is \( \phi_j \), we have \( \hat{f} = \Phi^* f \). The inverse graph Fourier transform is then given by \( f = \hat{\Phi} \hat{f} \), or

\[
f(k) = \sum_{j=1}^N \hat{f}(\phi_j) \phi_j(k).
\]

Note that here, we use the notation \( \hat{f}(\phi_k) \), rather than the more conventional notation \( \hat{f}(\lambda_k) \) to avoid confusion in cases where repeated eigenvalues occur. See [29,32,33,35] for more details on the graph Fourier transform and the associated theory.

The graph Fourier transform can be used to generalize the concepts of convolution, modulation, and translation to the graph setting. To elaborate, define the convolution of two signals \( f, g \) on \( \Gamma \) to be the pointwise product in the Fourier domain

\[
f * g = \Phi(\hat{f} \circ \hat{g}),
\]

where we use \( \circ \) to denote entry-wise (Hadamard) multiplication of matrices. This convolution naturally leads to a notion of translation by defining

\[
T_j f = \sqrt{N} (f * \delta_j) \quad (j = 1, \ldots, N),
\]

where \( \delta_j \) denotes the Kronecker delta function centered at vertex \( j \), i.e.,

\[
\delta_j(k) = \begin{cases} 1 & \text{if } k = j \\ 0 & \text{otherwise} \end{cases}.
\]

Here the factor of \( \sqrt{N} \) is used so that the graph translation preserves the mean of the signal when in the setting of [37]. Finally, signal modulation is defined as entrywise multiplication with the basis functions:

\[
M_j f = \phi_j \circ f \quad (j = 1, \ldots, N).
\]

Using these definitions, Shuman et al. [37] defined a frame for graph signals that is analogous to the classical construction of Gabor frames on the real line. Given a window function \( g : V(\Gamma) \to \mathbb{C} \), let

\[
g_{j,k} := M_k T_j g \quad (j, k = 1, \ldots, N).
\]
One of the main results of [37] is the fact that, under mild assumptions, the functions $g_{j,k}$ define a frame that can be used to analyze real signals on $Γ$.

**Theorem 1** ([37], Theorem 3) Let $Γ$ be a graph. Let $\{φ_j\}_{j=1}^N$ be an orthonormal basis of real eigenvectors for the graph Laplacian matrix, and let $g \in \mathbb{R}^N$. If $\sum_{j=1}^N g(j) \neq 0$ then the collection of functions $\{g_{j,k}\}_{j,k=1,...,N}$ is a frame for $\mathbb{R}^N$, i.e., for all $f \in \mathbb{R}^N$,

$$\min_{n=1}^N \{N \|T_n g\|_2^2\} \|f\|_2^2 \leq \sum_{i=1}^N \sum_{k=0}^{N-1} |\langle f, g_{i,k} \rangle|^2 \leq \max_{n=1}^N \{N \|T_n g\|_2^2\} \|f\|_2^2$$

The proof of the above theorem relies on calculations which hold true only in the space of real-valued vectors. Moreover the statement is specific to the particular definitions of translations and modulations in [37]. In the next section, we obtain a generalization of this theorem where the translations $T_j$ are replaced by arbitrary linear operators. Our results hold for both real and complex-valued signals, and are independent of the matrix (adjacency matrix, Laplacian, etc.) associated to the graph. We also derive the sharp frame bounds of the generalized frames.

### 3 General Constructions of Gabor-Type Frames

In this section, we present a general method for constructing Gabor-type frames, and provide the associated sharp frame bounds. We also demonstrate how the frame bounds and the frame condition number can be estimated via generalized eigenvalue problems. We finish this section with the study of frames in which the translation operator is defined via Fourier multipliers. We show that our general approach leads to sharp frame bounds for this class of frames; this provides a unified proof for several formerly known frames in the literature, and allows us to compute frame bounds for each case. Finally, we discuss the case where the translation operators are given as Fourier multipliers of an orthonormal set of vectors.

**Theorem 2** Let $\{φ_j\}_{j=1}^N$ be an orthonormal basis of $\mathbb{C}^N$, let $A_1, A_2, \ldots, A_S$ be an arbitrary collection of complex $N \times N$ matrices, and let $g \in \mathbb{C}^N$. For $m = 1, \ldots, S$ and $\ell = 1, \ldots, N$, define

$$g_{m,\ell} := φ_\ell \circ (A_m g),$$

where $\circ$ denotes the entrywise product. Also let

$$v = (v_k)_{k=1}^N := \sum_{j=1}^S |A_j g|^2,$$

where the modulus and square operations are performed entrywise. Then the collection of vectors $\{g_{m,\ell} : m = 1, \ldots, S, \ell = 1, \ldots, N\}$ forms a frame for $\mathbb{C}^N$ if and only if $v_k > 0$ for all $k = 1, \ldots, N$. Moreover, in that case,

$$A \|f\|_2^2 \leq \sum_{m=1}^S \sum_{\ell=1}^N |\langle f, g_{m,\ell} \rangle|^2 \leq B \|f\|_2^2$$

with optimal frame bounds $A := \min_{k=1}^N v_k$ and $B := \max_{k=1}^N v_k$. 
Proof. For \(i = 1, \ldots, N\), let \(D_i\) denote the diagonal matrix with \(k\)-th diagonal entry equal to the \(k\)-th term of the vector \(\phi_i\). Using that notation, observe that \(g_{m,\ell} = D_{\ell} A_m g\). Now, consider the matrix whose columns are the vectors \(g_{m,\ell}\):

\[
T := (D_1 A_1 g, D_1 A_2 g, \ldots, D_1 A_S g, D_2 A_1 g, D_2 A_2 g, \ldots, D_2 A_S g, \ldots, D_N A_S g).
\]

By standard results on finite frame theory, the collection of vectors \(\{g_{m,\ell} : m = 1, \ldots, S, \ell = 1, \ldots, N\}\) is a frame if and only if the matrix \(TT^*\) is positive definite. Moreover, the associated optimal frame bounds are given by the smallest and largest eigenvalues of \(TT^*\) (see e.g. [6, Theorem 1.3.1]). Here, we have

\[
TT^* = \sum_{i=1}^{N} \sum_{j=1}^{S} D_i A_j g^* A_j^* D_i^*.
\]

Now, observe that for any diagonal matrix \(D = \text{diag}(u)\) and any matrix \(M\), we have

\[
DMD^* = M \circ (uu^*).
\]

Hence,

\[
TT^* = \sum_{i=1}^{N} \sum_{j=1}^{S} [(A_j g)(A_j g)^*] \circ (\phi_i \phi_i^*)
\]

\[
= \sum_{j=1}^{S} [(A_j g)(A_j g)^*] \circ \left( \sum_{i=1}^{N} \phi_i \phi_i^* \right)
\]

\[
= \sum_{j=1}^{S} [(A_j g)(A_j g)^*] \circ I_N,
\]

where \(I_N\) denotes the \(N \times N\) identity matrix and where the last line follows from the fact that the \(\phi_i\)'s form an orthonormal basis of \(\mathbb{C}^N\). Hence \(TT^*\) is diagonal with diagonal entries given by \(\sum_{j=1}^{S} |A_j g|^2\). The result now follows immediately from [6, Theorem 1.3.1]

Remark 1

1. Our construction in Theorem 2 holds for any orthonormal basis \(\{\phi_j\}_{j=1}^{N}\) of \(\mathbb{C}^N\). Thus, the theorem is valid regardless of the particular graph matrix one may choose to analyze graph signals.

2. The above theorem generalizes Theorem 1 to allow a general set of linear operators as translations. In addition, it yields a frame for \(\mathbb{C}^N\) rather than just \(\mathbb{R}^N\).

Corollary 1 In the same setting as Theorem 2, the family

\(\{g_{m,\ell} : m = 1, \ldots, S, \ell = 1, \ldots, N\}\)

forms a frame if and only if for every \(1 \leq k \leq N\) there exists \(1 \leq j \leq S\) such that \((A_j g)_k \neq 0\).

While Theorem 2 provides explicit frame bounds for \(g\), it is not immediately clear how the entries of the vector \(v\) in Equation (10) vary with the vector \(g\). The following result provides a different description of the entries of \(v\) that clarifies this relationship.

Theorem 3 Consider the same setting as Theorem 2 with \(A_j := (a_{j,k \ell})_{k,\ell=1}^{N}\) and \(v \in \mathbb{C}^N\) as in Equation (10). For \(k, \ell = 1, \ldots, N\), define \(w_{k,\ell} \in \mathbb{C}^S\) by

\[
w_{k,\ell} := (a_{j,k \ell})_{j=1}^{S},
\]
and let

\[ C_k := ((w_{k,n}, w_{k,m}))_{n,m=1}^{N} = \left( \sum_{j=1}^{S} a_{k,j} \overline{a_{k,m}} \right)_{n,m=1}^{N} \in \mathbb{C}^{N \times N}. \quad (11) \]

Then \( v_k = g^* C_k g \) for any \( 1 \leq k \leq N \). In particular, the family of vectors \( g_m, \ell \) forms a frame if and only if \( g \notin \cup_{k=1}^{N} \ker C_k \).

**Proof** The \( k \)-th entry of \( v \) is given by

\[
v_k = \sum_{j=1}^{S} \left| \sum_{\ell=1}^{N} a_{k,j} (g_\ell)_{m} \right|^2 = \sum_{j=1}^{S} \left( \sum_{\ell=1}^{N} a_{k,j} g_\ell \right) \overline{\left( \sum_{m=1}^{N} a_{k,m} g_m \right)} = g^* C_k g,
\]

where \( C_k \) is as in Equation (11).

Note that, for each \( k \), the matrix \( C_k \) in Theorem 3 is the Gram matrix generated by the vectors \( \{w_{k,n}\}_{n=1}^{N} \), therefore each is a positive semidefinite Hermitian matrix. Using Theorem 3, we immediately obtain useful estimates on the frame bounds given in Theorem 3 as well as the resulting condition number of the frame. Given a symmetric matrix \( M \), denote by \( \lambda_{\min}(M) \) and \( \lambda_{\max}(M) \) the smallest and largest eigenvalues of \( M \), respectively. The following result provides estimates on the frame bounds that are independent of \( g \).

**Corollary 2** Consider the same setting as Theorem 3 and assume furthermore that \( \|g\| = 1 \). Then

\[
\min_{k=1}^{N} \lambda_{\min}(C_k) \|f\|_2^2 \leq \sum_{m=1}^{N} \sum_{\ell=1}^{N} |(f, g_{m, \ell})|^2 \leq \max_{k=1}^{N} \lambda_{\max}(C_k) \|f\|_2^2.
\]

In particular, if \( \min_{k=1}^{N} \lambda_{\min}(C_k) > 0 \), then \( G := \{g_{m, \ell} : m = 1, \ldots, S, \ell = 1, \ldots, N\} \) forms a frame whose condition number \( c(G) \) satisfies

\[
c(G) \leq \frac{\max_{k=1}^{N} \lambda_{\max}(C_k)}{\min_{k=1}^{N} \lambda_{\min}(C_k)}.
\]

The analysis of the condition number of the frame \( G \) given in Corollary 2 can be further refined as follows. Recall that \( \lambda \in \mathbb{C} \) is said to be an eigenvalue of the matrix pencil \( A - zB \) if

\[ \det(A - \lambda B) = 0. \]

In that case, there exists \( v \in \mathbb{C}^N \setminus \{0\} \) such that \( Av = \lambda Bv \). We will focus on the case where \( A \) is Hermitian and \( B \) is positive definite below. In that case, the eigenvalue problem for the pencil is equivalent to the standard eigenvalue problem

\[ B^{-1/2} A B^{-1/2} v = \lambda v. \]

As a consequence, the pencil has exactly \( n \) real eigenvalues \( \lambda_1 \leq \cdots \leq \lambda_N \) that can be computed via the Courant-Fischer min-max principles:

\[
\lambda_j = \min_{\dim U = j} \max_{0 \neq u \in U} \frac{u^* Au}{u^* u} = \max_{\dim U = N-j+1} \min_{0 \neq u \in U} \frac{u^* Au}{u^* Bu}.
\]
In particular,

\[
\lambda_1 = \min_{0 \neq u \in \mathbb{C}^N} \frac{u^* A u}{u^* B u} \quad \lambda_N = \max_{0 \neq u \in \mathbb{C}^N} \frac{u^* A u}{u^* B u}
\]  

(12)

See e.g. [21,26] for more details about matrix pencils.

As a consequence of the above discussion, we immediately obtain the following sharp upper bound on the condition number of the frame \( \{ g_{m, \ell} \} \), under the assumption that \( \| g \| = 1 \). For two Hermitian positive definite matrices \( A, B \), let \( \lambda_{\min}(A, B) \) and \( \lambda_{\max}(A, B) \) denote the smallest and largest eigenvalues of the pencil \( A - zB \) respectively.

**Theorem 4** Let \( G := \{ g_{m, \ell} : m = 1, \ldots, S, \ell = 1, \ldots, N \} \) with \( g_{m, \ell} \) as in Theorem 2. Let \( C_k \) be as in Equation (11) and assume \( C_1, \ldots, C_N \) are positive definite. Then

\[
\sup_{\| g \| = 1} c(G) = \max_{k, \ell = 1, \ldots, N} \lambda_{\max}(C_k, C_{\ell}).
\]

(13)

Equality is attained when \( g \) is an eigenvector associated to the generalized eigenvalue problem \( C_k - \lambda C_{\ell} \), where \( k^* \) and \( \ell^* \) are values of \( k \) and \( \ell \) attaining the maximum in Equation (13).

**Proof** By Theorems 2 and 3, we have

\[
c(G) = \frac{\max_{k=1}^N g^* C_k g}{\min_{\ell=1}^N g^* C_{\ell} g} = \max_{k, \ell = 1, \ldots, N} \frac{g^* C_k g}{g^* C_{\ell} g}.
\]

The result follows from Equation (12) upon maximizing over \( g \).

### 3.1 Frames defined via Fourier multipliers

A common feature of several translation operators for graph signals that have been proposed in the literature is that they operate by entry-wise multiplication in the Fourier domain, i.e.,

\[
\hat{T} g = \hat{g} \circ \hat{f}
\]

for some \( f \in \mathbb{C}^N \). Using the notion of convolution defined in Equation (4), this is equivalent to \( T g = g \ast f \). Equivalently, for a given vector \( w \in \mathbb{C}^N \), denote by \( D_w \) the diagonal matrix with diagonal entries \( w_1, w_2, \ldots, w_N \). Then the above operator can be written as

\[
T = \Phi D \varphi^*,
\]

and is called a **Fourier multiplier**. In fact, the first four examples of translation/shift operators given in Section 1 are special instances of Fourier multipliers. Other examples include translations or shifts obtained by applying functions to the Laplacian of the graph via the functional calculus.

The following result provides explicit frame bounds when translations are defined as Fourier multipliers.

**Theorem 5** Let \( \{ \phi_j \}_{j=1}^N \) be an orthonormal basis of \( \mathbb{C}^N \), let \( \{ f_j \}_{j=1}^S \) be an arbitrary collection of vectors in \( \mathbb{C}^N \), and let \( g \in \mathbb{C}^N \). Define

\[
A_i = \Phi f_i \varphi^* \quad (i = 1, \ldots, S).
\]

For \( m = 1, \ldots, S \) and \( \ell = 1, \ldots, N \), define \( g_{m, \ell} \) as in Equation (9). Let \( F \) be the \( N \times S \) matrix whose \( j \)-th column is \( f_j \) and let \( \mu_j := (\phi_k(j))_{k=1}^N \in \mathbb{C}^N \). Then we have

\[
A \| f \|^2_2 \leq \sum_{m=1}^S \sum_{\ell=1}^N |(f, g_{m, \ell})|^2 \leq B \| f \|^2_2
\]
where

\[ A = \min_{k=1}^{N} \| F^*(\mu_k \circ \hat{g}) \|^2 \quad \text{and} \quad B = \max_{k=1}^{N} \| F^*(\mu_k \circ \hat{g}) \|^2. \]

The constants \( A \) and \( B \) are sharp.

Proof We compute the vector \( v \) in Theorem 2. We have

\[ v = \sum_{i=1}^{S} |A_i g|^2 = \sum_{i=1}^{S} |\Phi D f_i \Phi^* g|^2 = \sum_{i=1}^{S} |\Phi(f_i \circ \hat{g})|^2. \]

Let \( F = (f_1, \ldots, f_S) \) be the matrix whose columns are \( f_1, \ldots, f_S \). Then

\[ v_k = \sum_{i=1}^{S} |(\mu_k, f_i \circ \hat{g})|^2 = \sum_{i=1}^{S} |\langle f_i, \mu_k \circ \hat{g} \rangle|^2 = \sum_{i=1}^{S} (f_i, \mu_k \circ \hat{g}) (f_i, \mu_k \circ \hat{g}) = (\mu_k \circ \hat{g})^* F F^* (\mu_k \circ \hat{g}) = \| F^*(\mu_k \circ \hat{g}) \|^2. \]

The result now follows from Theorem 2.

Corollary 3 Assume the functions \( \{f_j\}_{j=1}^{N} \) are orthonormal in Theorem 2. Then the family of functions \( \{g_m, \ell : m, \ell = 1, \ldots, N\} \) forms a frame if and only if for every \( 1 \leq k \leq N \) there exists \( 1 \leq j \leq N \) such that \( \phi_j(k) \) and \( \hat{g}(j) \) are both non-zero. In that case, the sharp bounds for the associated frame are given by

\[ A = \min_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2 \quad \text{and} \quad B = \max_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2. \]

In particular, observe that the frame is tight when \( \hat{g} \) is constant.

Corollary 4 Assume the functions \( \{f_j\}_{j=1}^{N} \) are orthonormal in Theorem 2. Moreover, assume \( \hat{g} \) is constant. Then the family of functions \( \{g_m, \ell : m, \ell = 1, \ldots, N\} \) forms a tight frame.

Proof Assume \( \hat{g} \equiv c \) for some \( c \in \mathbb{C} \). Then

\[ A = |c|^2 \cdot \min_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 = |c|^2 \]

since the \( \{\phi_j\}_{j=1}^{N} \) are orthonormal. Similarly, we obtain \( B = |c|^2 \).

Interestingly, the frame bounds in Corollary 3 are independent of the choice of the vectors \( \{f_i\}_{i=1}^{N} \), as long as they are orthonormal. Using a trivial estimate on the above optimal frame bound and the orthonormality of the rows of \( \Phi \), we immediately obtain the following estimates that are independent of the basis \( \{\phi_j\}_{j=1}^{N} \).
Proof Observe that

\begin{align*}
    \text{where } A &= \min_{k=1}^{N} \| F^*(\mu_k \circ \hat{g}) \|^2 \geq \lambda_{\min}(FF^*) \cdot \min_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2 \geq \lambda_{\min}(FF^*) \cdot \min_{k=1}^{N} |\hat{g}(k)|^2, \\
    B &= \max_{k=1}^{N} \| F^*(\mu_k \circ \hat{g}) \|^2 \leq \lambda_{\max}(FF^*) \cdot \max_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2 \leq \lambda_{\max}(FF^*) \cdot \max_{k=1}^{N} |\hat{g}(k)|^2.
\end{align*}

In particular, if $FF^*$ is non-singular and $\min_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2 > 0$, then $G := \{g_{m,\ell} : m = 1, \ldots, S, \ell = 1, \ldots, N\}$ forms a frame whose condition number satisfies:

\begin{equation}
    c(G) \leq \kappa(FF^*) \cdot \frac{\max_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2}{\min_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2} \leq \kappa(FF^*) \cdot \frac{\max_{k=1}^{N} |\hat{g}(k)|^2}{\min_{k=1}^{N} |\hat{g}(k)|^2},
\end{equation}

where $\kappa(FF^*)$ denotes the condition number of the matrix $FF^*$.

Next, we illustrate how Theorem 5 can be applied to yield the sharp frame bounds for the frames provided by Theorem 1 (introduced in [37]). It is worth noting that Theorem 5 shows, in addition, that the construction proposed in Theorem 1 produces a frame for $\mathbb{C}^{N}$, rather than just $\mathbb{R}^{N}$.

Corollary 6 (Sharp frame bounds for frames from [37]) Let $\{\phi_j\}_{j=1}^{N}$ be an arbitrary orthonormal basis of $\mathbb{C}^{N}$ and let $g \in \mathbb{C}^{N}$. For $i = 1, \ldots, N$, define

\begin{equation}
    T_i g := g * (\sqrt{N} \delta_i).
\end{equation}

For $m, \ell = 1, \ldots, N$, define $g_{m,\ell}$ as in Equation 9, where $T_i$ plays the role of $A_i$. Then we have

\begin{equation}
    A \|f\|^2 \leq \sum_{m=1}^{N} \sum_{\ell=1}^{N} |\langle f, g_{m,\ell} \rangle|^2 \leq B \|f\|^2
\end{equation}

where

\begin{align*}
    A &= N \cdot \min_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2 \quad \text{and} \quad B = N \cdot \max_{k=1}^{N} \sum_{j=1}^{N} |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2.
\end{align*}

The constants $A$ and $B$ are sharp.

Proof Observe that $T_i g = \Phi D_{\sqrt{N} \delta_i} \Phi^*$. Now, for $k = 1, \ldots, N$, we have

\begin{equation}
    \hat{\delta}_i(k) = \langle \delta_i, \phi_i \rangle = \sum_{j=1}^{N} \delta_i(j) \hat{\phi}_j(j) = \phi_k(i).
\end{equation}

It follows easily that $\hat{\delta}_1, \ldots, \hat{\delta}_N$ is an orthonormal basis of $\mathbb{C}^{N}$. The result now follows immediately from Corollary 3.

Finally, we apply Theorem 5 to obtain sharp bounds for the frame construction given by repeatedly applying the energy preserving shift operator of Gavili and Zhang [12] to a signal $g$. Let $A = \Phi A \Phi^*$ denote the eigen-decomposition of the adjacency matrix $A$ of the graph $\Gamma$. The authors in [12] define the shift operator $A_{\alpha}$ by

\begin{equation}
    A_{\alpha} = \Phi D_{\alpha} \Phi^*,
\end{equation}

where $\alpha = \{\alpha_1, \ldots, \alpha_N\}$. Theorem 5 gives

\begin{equation}
    \kappa(FF^*) \cdot \frac{\max_{k=1}^{N} |\hat{g}(k)|^2}{\min_{k=1}^{N} |\hat{g}(k)|^2} \leq \kappa(FF^*) \cdot \frac{\max_{k=1}^{N} |\hat{g}(k)|^2}{\min_{k=1}^{N} |\hat{g}(k)|^2}.
\end{equation}

This provides useful bounds on $A_{\alpha}$.

\begin{align*}
    \kappa(FF^*) \cdot \frac{\max_{k=1}^{N} |\hat{g}(k)|^2}{\min_{k=1}^{N} |\hat{g}(k)|^2} \leq \kappa(FF^*) \cdot \frac{\max_{k=1}^{N} |\hat{g}(k)|^2}{\min_{k=1}^{N} |\hat{g}(k)|^2}.
\end{align*}

This provides useful bounds on $A_{\alpha}$.

\begin{align*}
    \kappa(FF^*) \cdot \frac{\max_{k=1}^{N} |\hat{g}(k)|^2}{\min_{k=1}^{N} |\hat{g}(k)|^2} \leq \kappa(FF^*) \cdot \frac{\max_{k=1}^{N} |\hat{g}(k)|^2}{\min_{k=1}^{N} |\hat{g}(k)|^2}.
\end{align*}

This provides useful bounds on $A_{\alpha}$.
where $\alpha \in \mathbb{C}^N$ is an arbitrary vector of distinct complex numbers of modulus 1. Of particular interest is the case where $\alpha_k \alpha_\ell = e^{-\frac{2\pi i (k-\ell)}{N}}$, i.e.,

$$\alpha_k = e^{i\left(e^{-\frac{2\pi i (k-1)}{N}}\right)}$$  \hspace{1cm} (16)

where $c \in [0, 2\pi)$. Note that [12] only considers $c = 0$ and observe that, under this assumption, the shift operator $A_\alpha$ given by (15) satisfies $A_\alpha^N = I$.

**Corollary 7 (Sharp frame bounds for frames from [12])** Let $\{\phi_j\}_{j=1}^N$ be an arbitrary orthonormal basis of $\mathbb{C}^N$ and let $g \in \mathbb{C}^N$. For $i = 1, \ldots, N$, define

$$A_i g := A_{i-1} g \quad i = 1, \ldots, N,$$

with $\alpha \in \mathbb{C}^N$ as in Equation (16). For $m, \ell = 1, \ldots, N$, define $g_{m,\ell}$ as in Equation (9). Then we have, for every $f \in \mathbb{C}^N$,

$$A \|f\|^2 \leq N \sum_{m=1}^N \sum_{\ell=1}^N |\langle f, g_{m,\ell} \rangle|^2 \leq B \cdot \|f\|^2$$

where

$$A = N \cdot \min_{k=1}^N \sum_{j=1}^N |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2$$

and

$$B = N \cdot \max_{k=1}^N \sum_{j=1}^N |\phi_j(k)|^2 \cdot |\hat{g}(j)|^2.$$

Moreover, the constants $A$ and $B$ are sharp.

**Proof** Let $\alpha = (\alpha_k)_{k=1}^N \in \mathbb{C}^N$ be given by

$$\alpha_k = e^{i\left(e^{-\frac{2\pi i (k-1)}{N}}\right)}$$

for some $c \in [0, 2\pi)$. For $1 \leq j \leq N$, let

$$f_i := (\alpha_1^{-1}, \alpha_2^{-1}, \ldots, \alpha_N^{-1})^T.$$

Observe that $A_i = \Phi D f_i \Phi^*$. Now, for $1 \leq k, \ell \leq N$, we have

$$\langle f_k, f_\ell \rangle = \sum_{j=1}^N \alpha_j^{k-\ell} \bar{\alpha}_j^{-\ell} = e^{ic(k-\ell)} \sum_{j=1}^N e^{-(k-1)\frac{2\pi i (j-1)}{N} + (\ell-1)\frac{2\pi i (j-1)}{N}}$$

$$= e^{ic(k-\ell)} \sum_{j=1}^N e^{-(k-\ell)\frac{2\pi i (j-1)}{N}} = e^{ic(k-\ell)} \sum_{j=1}^N e^{j(k-\ell)},$$

where $\zeta_j = e^{-\frac{2\pi i (k-1)}{N}}$ is a root of unity. Using the standard orthogonality relations for the discrete Fourier transform, we conclude that

$$\langle f_k, f_\ell \rangle = \begin{cases} N & \text{if } k = \ell \\ 0 & \text{otherwise.} \end{cases}$$

The result now follows from Theorem 5 after rescaling the functions $\{f_i\}_{i=1}^N$. 


4 Discrete frames for Cayley Graphs

We now examine how Gabor-type frames behave for signals defined on Cayley graphs. Given a finite (not necessarily abelian) group $G$ and a subset $S \subset G$, the Cayley graph $\text{Cay}(G; S)$ is the graph whose vertex set is indexed by the elements of $G$, with adjacency defined as $(x, y) \in E$ if and only if $x^{-1}y \in S$. If $S$ is symmetric (i.e., $S^{-1} = S$) then the graph is undirected. A Cayley graph is called normal if $S$ is closed under conjugation (i.e., $gSg^{-1} = S$ for all $g \in G$). Observe that Cayley graphs are regular of degree $|S|$. As a result, the eigenvectors of both the adjacency and Laplacian matrices of a Cayley graph are the same, so the following analysis applies to either choice of analyzing matrix. For the remainder of this chapter, we assume that $\Gamma = \text{Cay}(G; S)$ is the Cayley graph of a finite group $G$ of order $N$.

4.1 Preferred basis of eigenvectors for Cayley graphs

One major advantage of working with Cayley graphs is that their (adjacency or Laplacian) eigenvectors can be written explicitly via the representation theory of the associated group. Recall that a (unitary) representation of $G$ is a homomorphism $\pi : G \to U_d(\mathbb{C})$ from $G$ into the group of $d \times d$ unitary matrices $U_d(\mathbb{C})$, i.e., a map that satisfies

$$\pi(g_1 g_2) = \pi(g_1) \pi(g_2) \quad \forall g_1, g_2 \in G.$$

The integer $d$ is called the degree of the representation, and will be denoted by $d_\pi$. We denote by $\chi_\pi : G \to \mathbb{C}$ the character associated to the representation defined as $\chi_\pi(g) = \text{Tr}(\pi(g))$.

Let $\hat{G} = \{\hat{\pi}^{(k)}\}_{k=1}^D$ denote the set of (equivalence classes of) irreducible unitary representations of $G$. If $\hat{\pi}^{(k)}$ has degree $d$ and $1 \leq i, j \leq d$, we let $\pi_{i,j}^{(k)} : G \to \mathbb{C}$ denote the coordinate functionals of $\pi^{(k)}$ defined as $\pi_{i,j}^{(k)}(g) = \langle \hat{\pi}^{(k)}(g) e_j, e_i \rangle$. Clearly, $\pi^{(k)} = (\pi_{i,j}^{(k)})_{i,j=1}^d$. It is known that these coordinate functionals satisfy the Schur orthogonality relations:

$$\sum_{g \in G} \overline{\pi_{i,m}^{(j)}(g)} \pi_{j,n'}^{(k)}(g) = \delta_{jk} \delta_{n'm} \frac{N}{d_\pi^{(i)}},$$

where $\delta_{ij}$ is the Kronecker delta function. As a consequence, the following scaled coordinate functionals

$$\phi_{i,j}^{(k)} := \sqrt{\frac{d_\pi^{(k)}}{N}} \left( \pi_{i,j}^{(k)}(g_1), \pi_{i,j}^{(k)}(g_2), \ldots, \pi_{i,j}^{(k)}(g_N) \right)^\top$$  \hfill (18)

form an orthonormal basis for $\mathbb{C}^N$. It turns out that these vectors are precisely the eigenvectors of the adjacency matrix of $\text{Cay}(G; S)$ in the case where $S$ is closed under conjugation, i.e., $S$ is a union of conjugacy classes of $G$. For a discussion on eigenvalues of the adjacency matrix of $\text{Cay}(G; S)$, without direct calculations with eigenvectors, see [4]; for a proof in the case where $S$ is symmetric, see [4] Proposition 6.3.1. For a statement and proof matching our notations here, see [14] Theorem III.1. Note that the proof of [14] Theorem III.1 does not require the symmetry condition on the generating set.

**Theorem 6 (cf. [14] Theorem III.1)** Let $\Gamma = \text{Cay}(G; S)$ be the Cayley graph of a finite group $G$ and assume $S$ is closed under conjugation. Then for all $k = 1, \ldots, D$ and all $1 \leq i, j \leq d_\pi^{(k)}$, we have

$$A \phi_{i,j}^{(k)} = \left( \frac{1}{d_\pi} \sum_{g \in S} \chi_\pi(g) \right) \phi_{i,j}^{(k)},$$
where $A$ is the adjacency matrix of $\Gamma$.

Note that we do not assume the graph is undirected in this section, as normal Cayley graphs are not necessarily generated from inverse closed sets. However, Theorem 6 shows that these graphs are always diagonalizable.

4.2 Frame bounds for Cayley graphs

We now revisit the frame construction given in Theorem 2, in the case where $\Gamma$ is a Cayley graph and the eigenbasis of its adjacency (or Laplacian) matrix is given as proposed in Corollary 4 to show that a tight frame is always obtained when the multipliers (i.e. when they are diagonal in the above orthonormal basis. In this case, we can apply important special case where the translation operators are defined using Fourier multipliers, i.e., when these graphs are always diagonalizable.

\begin{equation}
\phi_{i,j}^\pi := \sqrt{\frac{d_{\pi}}{N}} \pi_{i,j} : \pi \in \hat{G}, 1 \leq i, j \leq d_{\pi}.
\end{equation}

When the representations of $G$ are listed as $\pi^{(1)}, \ldots, \pi^{(D)}$, we use $\phi_{i,j}^{(k)}$ to denote $\phi_{i,j}^{\pi^{(k)}}$. As usual, we denote by $\Phi$ the unitary matrix whose columns are the vectors $\phi_{i,j}^\pi$. Recall the important special case where the translation operators are defined using Fourier multipliers, i.e. when they are diagonal in the above orthonormal basis. In this case, we can apply Corollary 4 to show that a tight frame is always obtained when the multipliers $\{f_j\}_{j=1}^N$ are orthonormal and $\hat{g}$ is constant, i.e., $g = c \sum_{\pi \in \hat{G}, 1 \leq i, j \leq d_{\pi}} \phi_{i,j}^\pi$ for some $c \in \mathbb{C}$. We now show how the latter assumption can be considerably relaxed when working on Cayley graphs, by exploiting the supplementary structure of the group representations.

**Theorem 7** Let $\Gamma = \text{Cay}(G; S)$ be the Cayley graph of a finite group $G$ of order $N$, where the set $S$ is closed under conjugation. Equip $\mathbb{C}^N$ with the orthonormal basis $\{\phi_{i,j}^\pi\}_{i,j,\pi}$ as in (19). Assume that $\hat{g}$ is constant over every representation of $G$, i.e., for every $\pi \in \hat{G}$ and $i, j = 1, \ldots, d_{\pi}$,

$$
\hat{g}(\phi_{i,j}^\pi) = \hat{\pi}_\pi
$$

for some constant $\hat{\pi}_\pi \in \mathbb{C}$ that depends only on $\pi$ (i.e. it is independent of $i$ and $j$). Let $\{f_j\}_{j=1}^N$ be an orthonormal basis of $\mathbb{C}^N$ and define

$$
A_i = \Phi D_{f_i} \Phi^* \quad (i = 1, \ldots, N).
$$

Then the family of vectors $\{f_m, \ell : m, \ell = 1, \ldots, N\}$ defined as in Equation (19) forms a tight frame with optimal frame bounds $A = B = \frac{1}{N} \sum_{\pi \in \hat{G}} |\hat{\pi}|^2 d_{\pi}^2$.

**Proof** We compute the frame bounds given in Corollary 3. We have

$$
\sum_{\pi \in \hat{G}} \sum_{i,j=1}^{d_{\pi}} |\phi_{i,j}^\pi(k)|^2 \cdot |\hat{g}(\phi_{i,j}^\pi)|^2 = \sum_{\pi \in \hat{G}} \sum_{i,j=1}^{d_{\pi}} \frac{d_{\pi}}{N} |\pi_{i,j}(k)|^2 |\hat{\pi}_\pi|^2
$$

$$
= \sum_{\pi \in \hat{G}} \frac{d_{\pi}}{N} |\hat{\pi}_\pi|^2 \sum_{i,j=1}^{d_{\pi}} |\pi_{i,j}(k)|^2
$$

$$
= \sum_{\pi \in \hat{G}} \frac{d_{\pi}}{N} |\hat{\pi}_\pi|^2 \sum_{i,j=1}^{d_{\pi}} \pi_{j,i}(k^{-1}) \pi_{i,j}(k)
$$

$$
= \sum_{\pi \in \hat{G}} \frac{d_{\pi}}{N} |\hat{\pi}_\pi|^2 \sum_{j=1}^{d_{\pi}} |\pi(k^{-1}) \pi(k)|_{j,j}
$$

$$
= \frac{1}{N} \sum_{\pi \in \hat{G}} |\hat{\pi}_\pi|^2 d_{\pi}^2.
$$

where the penultimate equation holds since π is a unitary representation. Given that the right-hand side of the above equation is independent of k, the optimal frame bounds given by Corollary 3 are equal and the frame is tight.

Remark 2 Recall that all the eigenvectors associated to a given representation π ∈ ̂G correspond to the same eigenvalue 1 dπ ∑g∈S χπ(g) (see Theorem 6). However, different representations may be associated with the same eigenvalue. Thus, our assumption in Theorem 7 is a weaker condition than the one in [37], where ̂g needs to be constant on each eigenspace.

Applying Theorem 7 to the translation operators given by Equations (14) and (17), we immediately obtain the following families of tight frames for Cayley graphs.

Corollary 8 Let Γ = Cay(G; S) be the Cayley graph of a finite group G of order N, where S is closed under conjugation. Equip C N with the orthonormal basis {φπi,j} as in (19). Assume ̂g is constant over every representation of G, i.e., for every π ∈ ̂G and i, j = 1, . . . , dπ,

̂g(φπi,j) = ̂gπ ∈ C

for some constant ̂gπ ∈ C that is independent of i and j. Let {Ai}N i=1 be either

1. the translation operators Ti,g = g ∗ (√Nδi) as in Corollary 6, or
2. the repeated shifts Ai,g = Ai−1g as in Corollary 7.

Then the family of vectors {g_{m,ℓ} : m, ℓ = 1, . . . , N} defined as in Equation (9) forms a tight frame with optimal frame bounds A = B = ∑π∈ ̂G | ̂gπ|2 dπ 2.

4.3 More general translations on Cayley graphs

We conclude this paper with a short discussion on the concept of graph translations. We present natural candidates for translations; such translations may then be used to produce frames for graph signals. Notice that every Cayley graph comes equipped with its own natural notion of translation, via multiplication by a group element. As a consequence, given g ∈ G, we can translate a signal f : G → C by:

f(h) ↦ f(g · h) (h ∈ G).

Equivalently, the above translation is given by the action of the left (or the right) regular representation:

L(g)f(h) = f(g−1h) (h ∈ G).

Our next result shows that the translation operators Ti given by Equation 5 are essentially equivalent to the action of the left regular representation.

Theorem 8 Let Γ = Cay(G; S) be the Cayley graph of a finite group G of order N with S closed under conjugation, and equipped with the eigenbasis φπi,j given by Equation (18).

Assume ̂g is constant over every representation of G, i.e., for every π ∈ ̂G and i, j = 1, . . . , dπ,

̂g(φπi,j) = ̂gπ ∈ C.

Then the graph translation operator Ti given in Equation 5 is given by

(Ti ̂g)(k) = 1 √N ∑π∈ ̂G dπ ̂gπχπ(ℓ−1k),

where L is the left regular representation of G and e is the group identity.
Proof Using the definition of translations in Equation (5) and the fact that every representation $\pi$ in the sum is unitary, we have

$$
(T_\ell g)(k) = \sqrt{N} \sum_{\pi \in \hat{G}} \sum_{j=1}^{d_\pi} \sum_{i=1}^{d_\pi} \frac{d_\pi}{N} \hat{g}_j(\phi^\pi_{i,j}) \pi_{i,j}(\ell) \pi_{i,j}(k)
$$

$$
= \frac{1}{\sqrt{N}} \sum_{\pi \in \hat{G}} d_\pi \hat{g}(\pi) \sum_{j=1}^{d_\pi} \sum_{i=1}^{d_\pi} \pi_{j,i}(\ell^{-1}) \pi_{i,j}(k)
$$

$$
= \frac{1}{\sqrt{N}} \sum_{\pi \in \hat{G}} d_\pi \hat{g}(\pi) \sum_{j=1}^{d_\pi} \pi(\ell^{-1}) \pi(k)[j,j].
$$

Since each $\pi$ is a homomorphism, we get $(T_\ell g)(k) = \frac{1}{\sqrt{N}} \sum_{\pi \in \hat{G}} d_\pi \hat{g}(\pi) \chi_\pi(\ell^{-1}k)$.

Corollary 9 Under the conditions of Theorem 8, the translation operators $T_m$ for normal Cayley graphs are invariant when shifted in both indices, that is, for all $m \in G$

$$(T_m g)(k) = (T_m g)(km) = (T_m g)(mk).$$

In particular, choosing $m = \ell^{-1}$, we see that

$$(T_\ell g)(k) = (T_\ell g)(\ell^{-1}k) = L(\ell)[T_\ell g](k),$$

where $e$ is the group identity element and $L$ is the left regular representation of $G$.

Proof The proof is an immediate consequence of Theorem 8 and the fact that characters are class functions.

Remark 3 Notice that Theorem 8 immediately implies that, when translation is given by the operators $T_\ell$, the sharp frame bounds for the associated frame are $A = B = \|T_\ell g\|^2$. A simple calculation shows that

$$\|T_\ell g\|^2 = \sum_{\pi \in \hat{G}} |\hat{g}_\pi|^2 d_\pi^2,$$

recovering the expression for the frame bounds given in Corollary 8.

Remark 4 Theorem 8 and Corollary 9 show that for $g$ defined spectrally as in [36,37] so that they are constant on eigenspaces, the behavior of the translation operator reduces to $T_\ell g(k) = L(\ell)T_\ell g(k)$. Then $T_e$ can be viewed as some pre-processing of the original window function $g$, which is then translated by the usual group translation. In particular, this shows that with this particular choice of basis, by Corollary 8 one can always obtain tight frames for Cayley graphs using translations which respect the graph structure.

A ‘natural’ choice of translations for graphs would be operators which permute the vertex set while perfectly respecting the structure of the graph. That is, each translation $T$ should satisfy $(Tx, Ty)$ is an edge in $\Gamma$ if and only if $(x, y)$ is. In other words, translation preserves the adjacency structure of $\Gamma$. This is precisely the definition of a graph automorphism, and for Cayley graphs, the collection $\{L(g)\}_{g \in G}$ is in fact contained in the collection of all graph automorphisms. For the sake of completeness, we include this well-known fact and its proof below.
Theorem 9 (Natural choice of translations) Let $\Gamma = \text{Cay}(G; S)$ for a finite group $G$ and any generating set $S$. Then the automorphism group of $\Gamma$ contains the family $\{L(g)\}_{g \in G}$ as a subgroup.

Proof It is sufficient to show that $(x, y)$ is an edge in $\Gamma$ if and only if $(g^{-1}x, g^{-1}y)$ is an edge in $\Gamma$ for every element $g \in G$. However, this is clear as $(x, y)$ is an edge if and only if $S \ni x^{-1}y = x^{-1}gg^{-1}y = (g^{-1}x)^{-1}(g^{-1}y)$, therefore $(g^{-1}x, g^{-1}y)$ is also an edge. Thus $L(g)$ is an automorphism of $\Gamma$. As the left regular representation $L$ is a group homomorphism, it is obvious that its image is a subgroup.

Remark 5 In Theorem 9, we do not restrict ourselves to normal Cayley graphs. In the special case of Cayley graphs with the generating set closed under conjugation, the collection $\{R(g)\}_{g \in G}$ is also a subgroup of the automorphism group of the graph. The proof is similar, showing $(x, y)$ is an edge if and only if $(xg, yg)$ is an edge, which follows as above and from the additional fact that $S$ is closed under conjugation.

Recall that the eigenvectors of a given graph are not uniquely determined when the graph has repeated eigenvalues, as one must pick a basis for each eigenspace. We now demonstrate how this choice can dramatically impact the properties of the resulting translation operators and frames.

![Graph K3,3](image)

**Example 1** Consider the graph $K_{3,3}$, the complete bipartite graph on 6 vertices with equal partitions (Figures 1 and 2). This graph can be realized as the Cayley graph of $\mathbb{Z}_6$ or $S_3$. Depending on the group realization, the eigenvectors chosen from the group representations are considerably different. While it might seem desirable to choose the group to be $\mathbb{Z}_6$, unless we are considering a time series discretization of signals on the real line, the underlying reality of our graph is unlikely to be well-modeled by an abelian group, so it seems unlikely to capture the desired behavior of our irregular domain.

One consequence of these different eigenbases is that for non-isometric translation operators such as the one given in Equation (5), the frame bounds can vary based on the choice of the eigenbasis for a fixed graph and fixed window function. Recall that translation in this case can be written as

$$T_{fj} := \sqrt{N} \Phi(f \cdot j \circ \Phi^* \delta_j),$$

where this form makes explicit the dependence on the chosen eigenbasis $\Phi$. 

\[ \begin{array}{ccccccc}
  & x_0 & x_1 & x_2 & x_3 & x_4 & x_5 \\
 0 & 1/\sqrt{6} & 1/\sqrt{6} & 1/\sqrt{6} & 1/\sqrt{6} & 1/\sqrt{6} & 1/\sqrt{6} \\
 1 & 1/\sqrt{6} & \gamma^2 & 1/\sqrt{6} & \gamma^3 & 1/\sqrt{6} & \gamma^3 & 1/\sqrt{6} \\
 2 & 1/\sqrt{6} & \gamma^3 & 1/\sqrt{6} & \gamma^3 & 1/\sqrt{6} & \gamma^3 & 1/\sqrt{6} \\
 3 & 1/\sqrt{6} & \gamma^4 & 1/\sqrt{6} & \gamma^4 & 1/\sqrt{6} & \gamma^4 & 1/\sqrt{6} \\
 4 & 1/\sqrt{6} & \gamma^5 & 1/\sqrt{6} & \gamma^5 & 1/\sqrt{6} & \gamma^5 & 1/\sqrt{6} \\
 5 & 1/\sqrt{6} & \gamma^6 & 1/\sqrt{6} & \gamma^6 & 1/\sqrt{6} & \gamma^6 & 1/\sqrt{6} \\
 \end{array} \]
The matrix of characters described for $\mathbb{Z}_6$ (Figure 1) diagonalizes the graph adjacency matrix (or Laplacian). As all the entries lie in the $\mathbb{Z}_6$ functions of the unitary, irreducible representations of $G$, the translated basis will provide a tight frame for any window function. However, another basis can be chosen as this is the graph Cayley basis of coordinate functionals of $S_3$. Then the matrix of characters described for $\mathbb{Z}_6$ (Figure 2) diagonalizes the graph adjacency matrix for $S_3$. \( \omega := \exp\left(\frac{2\pi i}{6}\right) \).
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