Channel Estimation for Massive MIMO systems using Tensor Cores in GPU

Bhargav Gokalgandhi*, Ivan Seskar†
WINLAB, Rutgers University
671, US-1, North Brunswick Township, NJ 08902
Email: *bgokal@winlab.rutgers.edu, †seskar@winlab.rutgers.edu

Abstract—For efficient use of Massive MIMO systems, fast and accurate channel estimation is very important. But the Large-scale antenna array presence requires high pilot overhead for high accuracy of estimation. Also, when used with software-based processing systems like CPUs and GPUs, high processing latency becomes a major issue. To reduce Pilot overhead, a Pilot transmission scheme in combination with PN Sequence correlation based channel estimation scheme is implemented. Then, to deal with the issue of high processing latency, Tensor Cores in Nvidia GPUs are used for computing the channel estimation. Experiments are performed by using Nvidia V100 GPU in the ORBIT Testbed to show the performance of the Pilot transmission scheme. By varying factors like PN sequence length, Channel Impulse Response length, number of multiplexed transmitters, and scale of MIMO, the accuracy and processing latency of Tensor Core implementation of the Channel Estimation is evaluated.

Index Terms—Massive MIMO, Channel Estimation, PN Sequence, Pilot Design, GPU, Tensor Cores.

I. INTRODUCTION

To effectively use Massive MIMO systems, channel characterization and Channel State Information (CSI) acquisition are extremely crucial tasks. When performing real-time Channel Sounding and Channel Estimation in practical scenarios, issues related to high pilot overhead and pilot contamination need to be addressed [1]. The Large-scale antenna systems present at transmitter as well as the receiver make it difficult to balance the pilot overhead and data transmission time within the limited channel coherence time window. Furthermore, careful design and transmission of Pilot sequences to get reliable CSI is extremely important for precoding/decoding of data. Channel Sounding techniques and architectures for CSI acquisition in a variety of Massive MIMO and mmWave scenarios have been considered [2]–[9]. Also, techniques which address issues related to pilot contamination, pilot sequence overhead, antenna array design, etc. have been extensively studied for various Massive MIMO scenarios [10]–[14].

Recently, consideration has been given to combining Massive MIMO systems with high-performance servers consisting of multi-core CPUs and GPUs at the back-end for baseband processing. CPUs and GPUs can provide fast processing while giving high flexibility for implementation and testing of various baseband processing tasks. But the Large-Scale antennas arrays at the front-end of Massive MIMO systems result in high volume of data to be processed. This makes the processing for real-time Channel Estimation extremely difficult when using CPUs and GPUs for processing.

So, an investigation into the performance of channel estimation for Massive MIMO systems when implemented in software-based processing systems like GPU is required. Especially, consideration into the trade-off between processing latency and estimation accuracy is required when implementing algorithms in real-time Massive MIMO scenarios. Recently, investigation has been done related to implementation of various channel estimation algorithms. In [15], Least Squares Channel Estimation is implemented by using GPU and its performance in terms of processing latency is shown. [16] measures the performance of Least Squares Channel Estimation of Massive MIMO-OFDM systems through the error performance obtained after detection of M-QAM symbols. [17], [18] investigate the use of Deep Learning with GPUs to accelerate the channel estimation process for mmWave Massive MIMO systems. An issue with above channel estimation algorithms is that they have either bad error performance at low SNRs in case of LS, or in case of Deep Learning require training and high volume of initial data to get the required high performance. So, to solve the issue of low training overhead, and to maintain high estimation accuracy and low computational complexity, we look into sequence correlation based channel estimation. The advantages and limitations of correlation based channel estimation have been investigated [19], [20], but its implementation in a software-based processing system is yet to be completely explored. Specifically, exploration of newer architectures like Tensor Cores for factors like accuracy
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Pilot signals. Within the spatial multiplexed transmission case, where multiple transmitters send Pilot sequences simultaneously, overhead for sequential transmissions, we then consider the problem of pilots. To deal with the high pilot overhead while maintaining low error for the Channel Estimation, we need to be addressed.

1) We implement a Correlation based Channel Estimation algorithm which uses PN sequences as Pilot signals. We use the auto-correlation properties of the PN sequences to design multiplexed Pilot transmission which can reduce the Pilot overhead while maintaining low error for the Channel Estimation.

2) We then implement the Channel Estimation algorithm for Massive MIMO systems in a GPU and show the performance of Channel Estimation while varying factors such as PN sequence length, number of multiplexed pilots, Channel Impulse Response length, and Massive MIMO scale.

II. SYSTEM MODEL

Consider an $N_t \times N_r$ MIMO system where $N_t$ and $N_r$ are the transmitting and receiving antennas respectively. Each transmitting antenna $t$ sends a Pilot sequence of length $P$ which is represented by vector $p_t$. We consider an i.i.d. Gaussian channel with maximum $L$ length CIR. Within the $L$ length channel there are $L_{nz} \leq L$ number of taps spread randomly with uniform distribution, and each tap is normalized such that maximum power of each tap is $1/N_r\sqrt{L_{nz}}$. Firstly, we consider the sequential transmission of pilots. To deal with the high pilot overhead for sequential transmissions, we then consider spatially multiplexed transmission case, where multiple transmitters send Pilot sequences simultaneously.

A. Sequential Pilot transmission

We consider the use of an $M$-length PN sequence as Pilot signals. The circular auto-correlation properties of $M$-length PN sequence are well known and can be given as,

$$R[n] = \frac{1}{M} \sum_{m=0}^{M-1} x_t[m]x^*_t[m+n] = \begin{cases} 
1, & \text{if } n = 0 \\
-\frac{1}{M}, & \text{if } 1 \leq n \leq M 
\end{cases}$$

(1)

Where $R[n]$ is the circular auto-correlation, and $*$ denotes the complex conjugate. The correlation in Eq. 1 approximates to the Delta function for long PN sequences. So, if we transmit PN sequences as pilots, we can then perform correlation of the received PN sequence with the transmitted PN sequence to get an estimated CIR.

To exploit this property, we create a Pilot sequence consisting of a $M$-length PN Sequence denoted by $s = [s_0, s_1, ..., s_{N-1}]$, and a Cyclic Prefix (CP) of length $C$. This CP consists of the last $C$ samples of the PN sequence, and $L \leq C \leq M$ since we need at least $L$ samples to absorb the ISI (Inter-Symbol Interference) effect of the multipath channel. More importantly, the CP gives a periodic nature to the Pilot sequence. So, when transmitted through the channel, circular correlation can be performed on the received PN sequence to get the CIR. An illustration of the Pilot sequence of length $P = C + M$ is shown in Fig. 1.

The Pilot sequences are passed through the $L$ length channel. An illustration of the sequential transmission case is shown in Fig. 2. After sequential pilot transmissions by all transmitting antennas, the received PN sequence can be shown in the form of matrix multiplication. The received signal at antenna $r$ for transmitting antenna $t$ will be,

$$Y_r = S_t h_{r,t} + W$$

(2)

where $Y_r$ is the $M \times 1$ vector at receiver $r$, $x_t$ is the Pilot sequence for transmitter $t$, $h_{r,t} = [h_{0}, h_{1}, ..., h_{L-1}, 0, ..., 0]^T$ is the $M$ length CIR. Here, within the $L$ indices, only $L_{nz}$ number of channel taps exist and rest of the values are zero. $S_t$ is the matrix representation of the PN sequence in $M \times M$ circulant form i.e. first row of matrix is $[s_0, s_{M-1}, s_{M-2}, ..., s_1]$, second row is $[s_1, s_0, s_{M-1}, ..., s_2]$ and so on, and $W$ is the Additive White Gaussian Noise (AWGN). Here, CP is not considered in Eq. 2 as it represents the effect of CIR on the PN sequence.

We assume a real-valued PN sequence is transmitted. At the receiver, the CP is removed and only the PN sequence part of the received signal is taken for correlation. Due to the circular correlation property, the correlation based estimation is implemented as follows,

$$\hat{H} = \frac{1}{M} S_t S_t^T Y_r = \frac{1}{M} S_t^T S_t h_{r,t} + \frac{1}{M} S_t^T W$$

(3)

For long PN sequences, due to noise mitigation and Eq. 1 the channel estimate can then be given as,

$$\hat{H} \approx h_{r,t}$$

(4)
Due to sequential transmissions, there will be no interference between transmitters. The total transmitted samples at each receiver are $P \times N_t$. If we denote the sampling rate by $F_s$, then the propagation time can be denoted as,

$$T_{pr} = \frac{P \times N_t}{F_s} \quad (5)$$

Intuitively, for the sequential transmission case, as $N_t$ increases, due to the increase in Propagation time, the channel estimation overhead increases. Transmission time can be decreased by reducing PN sequence length. But this results in increase in the estimation error.

### B. Multiplexed Pilot transmission

To reduce the channel estimation overhead, simultaneous transmissions can be performed by multiple transmitters. We assume $N_{\text{batch}}$ transmitters will be sending Pilot sequences simultaneously, where $1 \leq N_{\text{batch}} \leq N_t$. The received signal, without the CP, at each antenna $r$ can be given as,

$$Y_r = S_t h_{r,t} + \sum_{n_i=1}^{N_{\text{batch}}} S_{n_i} h_{r,n_i} + W \quad (6)$$

Where $S_{n_i}$ is the circulant matrix representation of the PN sequence, and $h_{r,n_i}$ is the CIR for transmitting antenna $n_i$.

Since multiple transmitters send Pilot sequences simultaneously, for a transmitter $t$, all other simultaneously transmitter sequences will be interference. To mitigate this, an option is to use multiple PN sequences. But using multiple PN sequences can become an issue since the number of PN sequences with minimal cross-correlation are very limited. Also, the cross-correlation between PN sequences will not approximate to Eq. [1] which means interference will not be mitigated completely. Instead, we use a single PN sequence with circular shifts for multiple antennas which are transmitting simultaneously.

The assumption made here is that CIR length $L << M$, which means correlating with only $L$ circular shifts is required to get the CIR. Circular shifted row multiplications in Eq. [3] beyond the CIR length between matrix $S_i$ and $Y_r$ become redundant as no new information is obtained. This assumption also holds true for the sequential transmission case since CIR estimate with low error can only be obtained with longer PN sequences. So, if we circularly shift the PN sequences beyond the CIR length, they can be simultaneously transmitted without interference between the sequences.

To design such Pilot sequences, we consider the $P$ length Pilots used in Sec. [II-A]. We then batch transmitters depending on how many circularly shifted PN sequences can be obtained. This is determined by the $C$ length CP. We assume to have information about the maximum CIR length $L$ and consider $C = L$. So, the number of transmitters that can be batched are,

$$N_{\text{batch}} \leq \text{floor}(\frac{M}{C}) \quad (7)$$

The $N_{\text{batch}}$ transmitters are then given a circularly shifted version of the same PN sequence where the circular shift for transmitter $t$ is given by,

$$C_{\text{shift}} = \frac{M}{N_{\text{batch}}} \times (t \mod N_{\text{batch}}) \quad (8)$$

After the Pilot sequences are circularly shifted, the CP is added by taking the last $C$ samples of the circularly shifted PN sequence after which multiplexed transmissions are performed. An illustration of multiplexed transmissions is shown in Fig. [5]. The Pilot sequences received can be given as,

$$Y_r^b = [(S_1^T : S_2^T : \ldots : (S_{N_{\text{batch}}-1}^T)]^T \quad (9)$$

$$[h_{r,1}^T : h_{r,2}^T : \ldots : h_{r,N_{\text{batch}}-1}^T]^T + W$$

where $S_i$ is the $N_{\text{batch}} \times P$ partial circulant matrix representation of the circularly shifted Pilot sequence. Removing the CP and performing circular correlation, we get,

$$\hat{H}_{\text{batch}} = \frac{1}{N} S_{\hat{r}} Y_r^b \approx [h_{r,0}^T : h_{r,1}^T : \ldots : h_{r,N_{\text{batch}}-1}^T] \quad (10)$$

for PN sequence length $>> L$. Here $\hat{H}_{\text{batch}}$ is the CIR estimate consisting of CIRs of all transmitters whose Pilot sequences were sent in the same batch. So, the multiplexed transmission case has a propagation time of,

$$T_{pr}^b = \frac{P}{F_s} \times \frac{N_t}{N_{\text{batch}}} \quad (11)$$

which shows a reduction of the Pilot overhead by $N_{\text{batch}}$ when compared with Eq. [5]. While the multiplexed transmission case gives overhead reduction, an interesting thing to note is the potential to help mitigate the Pilot Contamination issue that occurs in Multi-User multi-cell Massive MIMO systems. Since only a single PN sequence is being used for all transmitters, other $M$-length PN sequences can be used by neighboring cells for channel estimation with mitigated interference.
III. IMPLEMENTATION

A. Setup

Consider the \( N_t \times N_r \) MIMO system from Sec. II. For our implementation scenario we assume both \( N_t \) and \( N_r \) are \( \geq 16 \) and an \( L \) length channel with \( L_{nz} \) taps. We simulate the Pilot sequence transmission through such the channel and then reception at the \( N_r \) receiving antennas. We consider the receiver side array connected to a server consisting of CPU and GPU via a switch. Here the CPU is used for control and data access whereas the GPU is used for the bulk of data processing. This type of setup has been used in various testbed deployments such as ORBIT [21] and COSMOS [22] due to the modular structure and flexibility that it provides for implementing various scenarios and testing multiple algorithms. We use this setup present in a Sandbox in the ORBIT Testbed to simulate and implement the channel estimation scenarios.

B. Implementation in Tensor Cores

Once the received sequences are sent to the GPUs for processing, we perform the correlation by using the Tensor Cores present in each GPU. For this implementation, we use the Nvidia V100 GPUs which consists of 5120 CUDA Cores and 640 Tensor Cores, 1530 MHz clock and 16 Gb of DRAM [23]. CUDA architecture abstraction in combination with the Tensor Cores is used for programming the correlation in the GPU [24].

Tensor Cores are being included in modern Nvidia (R) GPUs as an alternative micro-architecture to the CUDA cores. Tensor cores are specialized micro-architectures which will perform parallel \( 4 \times 4 \) matrix-multiply and accumulate operation for half-precision (16-bit) floating point numbers [24]. Since half-precision floats are used, the data which is usually in full-precision complex floats, is converted down to half-precision. This is done in combination with the CP removal before correlation is to be performed in the GPU.

The correlation operation, as shown in Eqs. 3 and 10, can be considered as a matrix multiplication of the circulant matrix representation of the PN sequence and the received signal. So, we can utilize these Tensor Cores present in the GPUs to implement the correlation based channel estimation as a parallel matrix multiplication. Since multiple Tensor Cores exist in the GPUs, each core can take a smaller \( 4 \times 4 \) tile of the matrix multiplication to be performed, and gives a \( 4 \times 4 \) multiplication output which is stored in an output matrix.

While Tensor Cores can provide fast processing, since they use half-precision arithmetic, the range of numeric representation can become very low. So, the final multiplication output can have increased error due to the rounding errors and early saturation of correlation output. We mitigate these errors occurring due to low precision computations by performing the normalizing operation i.e. \( (\frac{1}{N}) \) in Eq. 10 of the correlation after partial multiplication instead of normalizing after the complete matrix multiplication. This keeps the multiplication output below the saturation point for half-precision computation.

IV. EXPERIMENTS AND RESULTS

Table I shows parameter values that will be used when performing experiments. The crucial goal is to evaluate the performance of multiplexed PN sequence transmissions, and then investigate the processing latency and error performance when using Tensor Cores to perform channel estimation. We firstly look into the Mean Absolute Error (MAE) performance of the Channel Estimation. We define MAE as follows,

\[
E = \frac{1}{L N_t N_r} \sum_{l=1}^{N_r} \sum_{r=1}^{N_t} \sum_{t=1}^{L} |\hat{h}_{r, t}[l] - h_{r, t}[l]| \tag{12}
\]

where \(|.|\) denotes the absolute value.

A. Mean Absolute Error vs SNR for different PN sequence lengths

We keep the channel length \( L = 64 \) and channel taps \( L_{nz} = 64 \). Fig. 4 shows the MAE vs SNR for various PN sequence lengths and \( N_{batch} \) values. The PN sequence length affects the MAE performance significantly due to the correlation of longer PN sequences being close to the Delta function. While lower

| Parameter                  | Value          |
|----------------------------|----------------|
| MIMO scale                 | \( 16 \times 16,32 \times 32, 64 \times 64 \) |
| PN Sequence Length         | \( 511, 1023, 2047 \) |
| CP length                  | \( 64 - 128 \) |
| No. of Channel Taps        | \( 1 - 128 \) |
| \( N_{batch} \)            | \( 1, 2, 4, 8 \) |
| Iterations per experiment  | 50             |
SNR regions affect the MAE, an error floor is seen at higher SNRs which reduces with increase in PN sequence length. The error floor mainly exists due to the $-\frac{1}{M}$ in Eq. 1. But the Tensor Core implementation also introduces errors due to low precision. Also, variation in the pilot multiplexing can vary the MAE, but the MAE difference remains consistent throughout the SNR range.

B. Mean Absolute Error vs SNR for different number of channel taps

To look closely at the error performance due to use of Tensor Cores, we perform an experiment to measure the MAE while varying the SNR and the channel taps for a 2047-length PN sequence. The goal for this experiment is to evaluate the Tensor Core implementation accuracy when performing correlation for varying channel taps. 4 transmitter are multiplexed, the channel length $L = 128$, but the number of channel taps within channel length vary from 1 to 128. Fig. 5 shows the effect of varying the channel taps. $L$ length correlation is still performed by the Tensor Cores, as the number of channel taps change within the channel length, number of near non-zero correlated values will change. This affects the Tensor Core performance since the low precision computation could give increased errors for high number of channel taps. This is seen in Fig. 5 where PN sequence length is unchanged but the MAE is high for the $L_{nz} = 128$, and low for small number of $L_{nz}$. Here, since the channel length does not change which means correlation length is unchanged. So the processing latency will not be affected.

C. Frame Processing Latency vs number of multiplexed antennas for different PN sequence lengths

We then investigate the processing latency for the Tensor core implementation for a one frame. Here, a frame consists of Pilot transmissions for all transmitters and its length is $\frac{P*N_t}{N_{batch}}$. Correlation is performed for various PN sequence lengths and various $N_{batch}$ values. For calculation of the processing time, the correlation time as well as the memory transfer time between CPU and GPU is considered. From Fig. 6 it can be seen that the processing latency is heavily affected by the multiplexed pilot transmissions. This is mainly due to decrease in frame size when pilots are multiplexed, leading to decrease in memory transfer time between the CPU and GPU. Also, when we compare the processing latency with the frame propagation time from Eq. 11 the Tensor Core processing time can be lower than or equivalent to the propagation time for sampling rates up to 10 MHz. This makes it possible to use the implementation in real-time Massive MIMO deployments.

D. Frame Processing Latency vs number of multiplexed antennas for different MIMO array sizes

We increase the scale of antenna arrays and evaluate the processing latency of the correlation. Fig. 7 shows the variation in Processing time per frame vs the $N_{batch}$ value for various Massive MIMO scales. We consider
the 32 × 32 and 64 × 64 MIMO systems and compare the Frame processing latency. With no multiplexing, the processing latency varies highly with the antenna array size. But when high multiplexing is performed, the effect reduces. This effect is similarly seen in the PN sequence variation case in Fig. 5, where the decrease in memory transfer time decreases the overall processing latency. This becomes more apparent for larger MIMO scale where the frame size also increases considerably.

V. Conclusion

We implemented a fast and low-overhead channel estimation scheme for Massive MIMO systems in a GPU by exploiting the PN sequence correlation properties and using multiplexed pilot transmissions. To deal with the high complexity of correlation based channel estimation, we implemented the channel estimation by using Tensor Cores in Nvidia GPUs. We then performed experiments for various scenarios to evaluate the error performance and estimation accuracy of the Tensor Core based implementation.

While Tensor Core implementation shows potential, using only single GPU for processing limits the scale at which Massive MIMO systems can be used. To deal with this issue, further investigation into distributed multi-GPU processing is required. Heterogeneous processing architectures which combine CPUs and GPUs for processing should also be investigated.
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