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ABSTRACT

We present an approach to tackle the speaker recognition problem using Triplet Neural Networks. Currently, the i-vector representation with probabilistic linear discriminant analysis (PLDA) is the most commonly used technique to solve this problem, due to high classification accuracy with a relatively short computation time. In this paper, we explore a neural network approach, namely Triplet Neural Networks (TNNs), to built a latent space for different classifiers to solve the Multi-Target Speaker Detection and Identification Challenge Evaluation 2018 (MCE 2018) dataset. This training set contains i-vectors from 3,631 speakers, with only 3 samples for each speaker, thus making speaker recognition a challenging task. When using the train and development set for training both the TNN and baseline model (i.e., similarity evaluation directly on the i-vector representation), our proposed model outperforms the baseline by 23%. When reducing the training data to only using the train set, our method results in 309 confusions for the Multi-target speaker identification task, which is 46% better than the baseline model. These results show that the representational power of TNNs is especially evident when training on small datasets with few instances available per class.

Index Terms— TNN, KNN, SVM, i-vector, speaker classification, speaker identification, triplet neural networks

1. INTRODUCTION

This paper explores the performance of Triplet Neural Networks (TNNs) on the speaker detection and identification task in a setting with a small number of training samples per class (3 samples for each speaker). TNNs were first proposed by Google in 2015 [11] and have shown to be particularly efficient for solving classification problems that only have a few training samples available per class [2]. Prior research has reported the effectiveness of TNNs for this type of dataset in the area of computer vision [2 3 4 5 6 7]. Recently, this technique has been adapted to the audio research domain, for tackling tasks such as speaker diarization [8 9], speaker verification [10 11], speaker identifications [12], and speaker change detection [13]. In this paper, our main focus is on speaker identification, which we test using the dataset from the Multi-Target Speaker Detection and Identification Challenge [14], a competition focused on the task of automatic blacklisted speaker detection using audio recordings. This dataset consists of i-vectors [15] of length 600. Each of these i-vectors corresponds to a real-world telephone conversation by customers and agents from a call-center. Much of the existing research on multi-target speaker detection uses larger datasets than the aforementioned to train their models, for example in [11 10], they have 300 utterances for each speaker; other work by Li et al. [12] uses 10-50 utterances for each speaker. The MCE 2018 dataset [15], however, is challenging as there are only three samples for each speaker.

There is a plethora of algorithms for solving the multi-target speaker detection problem, some of the most well known methods include Gaussian Mixture Model with Universal non-blacklisted Model (GMM-UBM) [16], Joint Factor Analysis (JFA) [17], and i-vectors [18 19] with linear probabilistic linear discriminant analysis (LDA) [20 21 22]. Despite the successful results achieved by the above mentioned methods, neural network approaches are becoming ever more popular. We explore the power of TNNs on classification with a small dataset, i.e., MCE 2018 [15].

In this paper, we tackle two tasks, using the same TNN network architecture. Task 1 is a speaker verification task that consists of classifying i-vectors between blacklisted and non-blacklisted speakers (i.e., to predict whether a given unknown recording is spoken by a blacklisted speaker or not). Task 2 is a speaker identification task whereby each of the 3,631 unique blacklisted speakers form a separate class (i.e., to identify which specific blacklisted speaker was talking). The MCE 2018 [15] dataset does not provide the original audio files, but only the calculated i-vectors. We will therefore use these as input to the TNN model. Since only the i-vectors are made available, there is no way to obtain other representations such as d-vector and x-vector from the same MCE 2018 dataset at the moment. We propose a hybrid method that integrates the learned TNN representation with a classification algorithm, to solve both Task 1 and Task 2 of the MCE 2018 competition [23 1 24]. The advantage of our TNN approach

1http://MCE 2018.org/
over existing algorithms is that TNNs are known to be especially efficient for classification tasks with only a few training samples per class [2]. Given that the MCE dataset contains only three samples per class for Task 2, we expect our proposed TNN based models to reach high accuracy.

2. SYSTEM DESCRIPTION

In order to tackle the two aforementioned classification tasks, we propose to use a Triplet Neural Network (TNN) that is trained to maximize the distance between elements of different classes, and minimize the distance between elements of the same class. In our case, the classes are non-blacklisted and blacklisted speakers (for Task 1) and individual blacklisted speakers (for Task 2). The TNN allows us to transform the original i-vector into a new latent space representation. This new representation can then be used to train a classifier for each of the two tasks respectively (see Figure 1).

![Triplet Neural Network Diagram](image)

Fig. 1. Our proposed hybrid classification system, which integrates a TNN and a classifier.

2.1. Triplet Neural Networks

The TNN was trained using input data in triplet form, A-P-N, whereby A is the anchor i-vector, P is a positive example i-vector which is of the same class as A, and N is a negative example i-vector which is of a different class (non-blacklisted and blacklisted speakers for Task 1, individual blacklisted speakers for Task 2) than A. The loss function used for training the TNN is shown in Equation 1 and aims at maximizing the distance between instances of different classes when represented in a newly learned multi-dimensional space, while minimizing the distance between instances of the same class.

It is important to note that the TNN uses the same network (with exactly the same weights) for each of the three inputs. The training objective is to minimize the following function:

\[ L(A, P, N) = \max(D(A, P) - D(A, N) + \alpha, 0), \quad (1) \]

whereby \( L \) is the loss and \( \alpha \) is the margin between clusters. In order to minimize \( L \), the Euclidean distance between the anchor and positive examples, \( D(A, P) \) should be minimized, and the distance between the anchor and negative examples \( D(A, N) \) maximized [23]. The \( \max \) operation prevents the loss from becoming negative. If the \( D(A, P) - D(A, N) \) term should become negative, the \( \max \) operation will return 0, and the network will stop training.

Two different strategies for training the TNN were explored, as described below.

Method 1 (M1): Train one TNN model for Task 1 and another one for Task 2. Then, use the corresponding trained model to transform the input data into the newly learned representation for Task 1 and Task 2, respectively.

Method 2 (M2): Train the TNN weights for Task 2 only and apply the same TNN to transform the input data for both tasks into a newly learned representation.

Different architectures with varying numbers of neurons for the TNN were explored. A higher number of neurons (1,024 or 2,048) allows for a faster training convergence and better latent space representation, yet the training complexity for the classifiers also increases accordingly. A lower number of neurons causes information loss, resulting in lower classification accuracy. We also tested architectures with a varying number of layers. This showed that deeper models have a worse prediction performance, most likely due to our limited dataset. Based on our findings, a single fully connected layer TNN with 600 neurons strikes the balance between accuracy and model complexity, and was therefore chosen as our network architecture. ReLU was used as the activation function and Adam with learning rate \( 10^{-5} \) as the optimizer. A batch size of 1,024 triplets was selected and the network was trained for 100 epochs.

2.2. Classification algorithms

Although TNNs learn a latent representation that better separates classes, they are not discriminative models. We still need to feed this representation into a classifier to predict the final class of an instance. Three classifiers were considered in this work, including a one-versus-all support vector machine (SVM) with Radial Basis Function (RBF) kernel [25, 26], K-nearest neighbours (KNN) [27, 28], and a cosine similarity classifier. Due to the large number of classes (3,631), it was not practically feasible to use grid search to find the optimal parameters for SVM. Instead, we set \( C = 1 \) and \( \gamma = 1/600 \). For KNN, the number of neighbours was set to three (i.e., \( k = 3 \)), with standard Euclidean distance as the distance metric. The Python library scikit-learn was used to implement both of these classifiers [29].

Finally, the cosine similarity classifier is identical to the one used by the MCE 2018 competition to calculate the baseline score. This classifier works by calculating the average of the i-vectors for each blacklisted speaker as \( x_{av}^{(j)} \), whereby \( j \in [0, 3630] \) represents each of the different blacklisted speakers. The similarity score is then calculated by taking the dot product between the unknown i-vector, \( X \), and the average i-vector per speaker. For every i-vector with unknown label, the cosine similarity is calculated calculated 3,631 times
(i.e., for each possible blacklisted speaker). If the highest similarity score out of all the calculated scores for a given speaker is greater than a given threshold, we label the unknown \(i\)-vector as a blacklisted speaker. The corresponding speaker is chosen to be the one with the greatest similarity score.

3. EXPERIMENTAL SET-UP

To evaluate the efficiency of our TNN approach on both speaker identification and blacklisted speaker detection, we performed a series of experiments on the MCE 2018 dataset. Information on the dataset and an in-depth understanding of both classification tasks are given below.

3.1. Dataset

The MCE 2018 challenge provides a dataset that consists of recordings of conversations of both blacklisted and non-blacklisted speakers. These recordings are obtained from a call center, whereby some of the customers have been marked as blacklisted \(^{[15]}\). The exact reasons for blacklisting customers are not given, only the label (blacklisted and non-blacklisted) is provided for each recording. This dataset consists of a training set, development set, and test set, as shown in Table 1. It is important to note that the recordings of blacklisted conversations in the test set belong to the same speakers that are also present in the training and development set. The non-blacklisted conversations in the test set, however, belong to unknown speakers, thereby making evaluation on this particular set more challenging.

| Table 1. Summary of the MCE 2018 dataset. |
|------------------------------------------|
| Set          | Unique bl id (# samples) | bg id (# samples) |
| Training     | 3,631 (10,893)            | 5,000 (30,952)    |
| Development  | 3,631 (3,631)             | 5,000 (5,000)     |
| Test         | 3,631 (3,631)             | Unknown (12,386)  |

bl stands for blacklisted speaker, and bg for non-blacklisted speaker. The test set contains new non-blacklisted speakers that do not appear in the training and development set.

Two different experiments were undertaken as part of this investigation. In the first experiment, our proposed model was trained using the given training data, and evaluated using the development data (denoted as Set A). This set reflects the initial baseline provided by the MCE challenge before the test set was made available. In the second experiment, the model was trained using data from both the training and development set and was evaluated on the given test data (denoted as Set B). These details are summarized in Table 2. We introduce the two tackled classification tasks in Section 3.2 and section 3.3 below.

3.2. Task 1: Blacklisted speaker detection

The aim of this task is to identify whether a given \(i\)-vector belongs to a blacklisted speaker or not. This is a binary classification problem for which we are predicting the label of a given recording. This label can either be 1 (blacklisted) or 0 (not-blacklisted).

Given that the dataset consists of 3,631 unique blacklisted speakers (3 samples for each speaker) and 5,000 non-blacklisted speakers (at least 4 samples each), the number of possible A-P-N triplets that can be generated is huge. We randomly sampled from these possible combinations and trained the network for multiple epochs. For this task, the number of sampled triplets for each batch is 96,000. Using these samples, the network was trained for 30 epochs. After these 30 epochs, another set of 96,000 A-P-N triplets was sampled and training continued for 30 epochs. This process was repeated four times, such that the network converges and the loss function approaches zero.

The final weights of the model were used to transform the original \(i\)-vectors into a new latent space. The different classifiers described in Section 2.2 were then used to predict the likelihood of an \(i\)-vector belonging to a blacklisted speaker or not. The result is reported in terms of equal error rate (EER), a metric that finds a threshold whereby the false acceptance rate is equal to the false rejection rate. A lower EER indicates a higher classification accuracy.

3.3. Task 2: Speaker identification

Assuming that an unknown \(i\)-vector belongs to a blacklisted speaker, the aim of Task 2 is to find out the identity of the speaker from a dataset of 3,631 blacklisted speakers. This is a non-trivial task, as there are only three samples provided per speaker.

For each batch, we sampled 1,000,000 triplet combinations which were used to train the TNN. After 5 epochs, a new batch was sampled to continue the TNN training (similar to the procedure for Task 1). This was repeated until the loss was near to zero. Task 2 was then evaluated using three classifiers (KNN, SVM, and cosine similarity).

In addition, we discovered that the TNN weights learned for this task can also be applied to Task 1 (Method 2, set B), resulting in a better prediction accuracy as discussed below. The evaluation of this task is done in terms of the number of confusions, i.e., misclassifications.
4. RESULTS AND DISCUSSION

The performance of the proposed system is evaluated below for both Task 1 and 2.

4.1. Task 1: Blacklisted speaker detection

Tables 3 and 4 present a summary of the models’ performance when evaluating on evaluation set A and B respectively (see Table 2). On set A, our proposed TNN model, trained using Method 1 (i.e., by training the TNN of each task separately), combined with KNN outperforms all the other models with an EER as low as 0.84%.

Table 3. Model performance on evaluation set A. The TNN was trained using Method 1 (M1) and Method 2 (M2).

|             | Task 1 (M1) (EER) | Task 1 (M2) (EER) | Task 2 (Confusions) |
|-------------|-------------------|-------------------|---------------------|
| TNN-cosine  | 1.22%             | 1.84%             | 380                 |
| TNN-KNN     | 0.84%             | 0.84%             | 380                 |
| TNN-SVM     | 1.44%             | 1.45%             | 358                 |
| baseline    | 2.00%             | N.A.              | 444                 |

When evaluating our models on evaluation set B, which contains unknown non-blacklisted speakers, the TNN-based methods are not able to outperform the MCE 2018 competition baseline. The best method using TNNs, is the TNN combined with cosine similarity classifier, which obtains an EER of 8.49% when trained using Method 1.

Table 4. Model performance on evaluation set B. The TNN was trained using Method 1 (M1) and Method 2 (M2).

|             | Task 1 (M1) (EER) | Task 1 (M2) (EER) | Task 2 (Confusions) |
|-------------|-------------------|-------------------|---------------------|
| TNN-cosine  | 10.91%            | 8.49%             | 285                 |
| TNN-KNN     | 11.72%            | 8.37%             | 393                 |
| TNN-SVM     | 11.09%            | 11.35%            | 286                 |
| baseline    | 6.24%             | N.A.              | 369                 |

While good performance is reached, especially in the case where we are predicting the blacklisted status of known speakers, the power of TNNs lies in classification tasks with few examples per class, as becomes clear when evaluating Task 2.

4.2. Task 2: Speaker identification

The limited number of examples available per class (three) makes Task 2 extremely challenging. Our TNN-based methods, however, are able to achieve very high performance.

When examining the performance on evaluation set A in Table 3 the hybrid TNN-SVM method greatly outperforms all the other methods, resulting in only 358 confusions. In fact, all of the TNN-based methods outperform the baseline.

Looking at the performance on evaluation set B (Table 4), the method combining TNN with a cosine similarity classifier achieves the best performance with 285 confusions, as compared to a baseline of 369 confusions (23% improvement). Most of the TNN-based methods are able to outperform the baseline, except for the TNN-KNN. One interesting finding is that, when we train the TNN using training set A (which is a subset of training set B), and evaluate its performance on evaluation set B, we see that it hugely outperforms the baseline results in terms of number of confusions (309 versus 572, 46% improvement). (Not shown in Table 4 to avoid confusion.)

We can thus see that the TNN-based models always outperform the baseline for Task 2, allowing us to conclude that our proposed method is extremely effective for a sparse classification problem with little data per class such as in the case of speaker recognition. In the next subsection, we visualize some of the differences in data distribution between dataset A and B, so that we can better understand the performance of different models for Task 1.

4.3. Data Visualization

We visualize the class separation of the raw i-vectors and their latent space representations (both Method 1 and Method 2) in Figure 2. A t-Distributed Stochastic Neighbor Embedding (t-SNE) [30] was used to project the vector representations in two-dimensional space, with the two colors representing blacklisted versus non-blacklisted speakers (Task 1). We compare the representations for the evaluation set of two datasets (A and B), represented here as evaluation set A (top row) and evaluation set B (bottom row).

![Fig. 2. A t-SNE projection of the raw i-vectors, and latent space after Method 1 and 2. The colors represent blacklisted versus non-blacklisted speakers.](image-url)
between the blacklisted and non-blacklisted speakers (See Figure 2(a)). After applying the TNN transformation, the separation between classes becomes much more pronounced (See Figure 2(b) and (c)). In particular, after training on training set A, our TNN is able to best separate the two classes, which results in a low EER score for Task 1 (see Table 3).

When looking at set B, however, we can see that the initial raw data already contains a separate cluster, even though the second cluster still contains mixed data (See Figure 2(d)). When training on this set (B) we get slightly more overlap between the clusters than we did for set A (i.e., comparing Figure 2(b) and (c) with Figure 2(e) and (f), respectively), thus visualizing why the EER rate is higher after the TNN transformation for this dataset. The reason for this difference can be found by looking at Table 2. In set B, we have the additional challenge that the test set contains unknown non-blacklisted speakers. In future research, we plan on making our hybrid TNN model more robust so that it can better handle unknown speakers.

When comparing the projections of the original i-vectors for set A and B, we see that set A contains more clustered data than set B (See Figure 2(a) and (d)). Despite the cluster to the left for set B, the right half of the figure is very intertwined, thus making it hard to fully separate the classes (See Figure 2(d)). While the TNN performs well for set A, the effect of containing unknown non-blacklisted speakers and the overlapping clusters in set B cause the vectors, even after TNN transformation, to be less separable than the original i-vectors for Task 1. This is a topic of further investigation.

![Fig. 3. A t-SNE projection of the raw i-vectors, and latent space learned by the TNN. The different color/shapes represent different blacklisted speakers.](image)

The TNN performs very well on Task 2, which is arguably the more difficult task, given that we have only three samples per speaker. Figure 3 shows a t-SNE projection of the original i-vectors and latent TNN vectors for Task 2. Before the TNN transformation, the original i-vector are relatively sparse. Some speakers are even scattered across different classes as indicated by the red and green circles (same color/shape indicates the same speaker). After the TNN transformation, the vectors that belong to the same class are grouped closely together, thus making it easier for a classifier to separate them. The resulting hybrid classifier performs very well on the multi-target classification (Task 2), despite the sparsity of the classes.

### 4.4. Comparison to other methods

Our system ranked 7th in speaker recognition and 9th in speaker detection MCE 2018 challenge, out of 12 participants. The top submission obtained 0.86% EER for Task 1 and 5.96% for Task 2 (they did not report the number of confusions). Our best performing model, achieves 0.84% EER for Task 1 and 358 confusions (equivalent to 2.16% EER) for Task 2. If we only consider training on the training set and validate on development set, our model actually outperforms the other participants. However, when validating on the test set, our model’s accuracy is slightly below the best model [31, 32]. As discussed in Section 4.3, the development and test set distributions are entirely different. Our model has learned to detect and identify speakers given a certain distribution in the training data. Yet, when the test set has a different distribution from the development set, our model does not perform as good, as it violates the basic assumption that the training data and validation data should follow the same statistical distribution. Moreover, the approach used by the top submission is a hybrid system. They use LDA fused with two shallow neural networks. When using only LDA as a stand-alone classifier, it performs good in Task 2 with only 230 confusions (compared to 285 confusions for our model). However, LDA performs poorly in Task 1 with ERR 23.67% (compared to 8.37% for our model). Both TNN and LDA seem to work better for different tasks. When LDA is fused with a neural network, it becomes the top submission [31, 32] for MCE 2018. In the future, we may develop a hybrid approach that integrates TNN, as we suspect this may further improve our results just as it did for LDA.

When comparing our system to neural networks with a similar architecture, we achieve better results. For example, Rallabandi and Black [33], also used Triplet Neural Networks and Siamese networks. They, however, only obtained 2.35% EER for Task 1 and 444 confusions for Task 2. Whereas our proposed model reaches a lower EER of 0.84% on Task 1 and 358 confusions for Task 2, which is 64.3% (Task 1) and 19.4% (Task 2) better than Rallabandi et al.’s work. This difference could potentially stem from the fact that they use a more complex neural network architecture (convolutional neural networks), whereas we only use a single layer fully connected network with ReLU activation. This reveals that deeper models do not work well for this (smaller) dataset, potentially due to overfitting.

### 5. CONCLUSION

We propose a hybrid classification system for speaker detection and identification based on triplet neural networks, which...
can be downloaded online. The method first learns a new latent space representation of the given i-vectors. This new representation is used to train traditional classifiers, and evaluated on the MCE 2018 dataset. By transforming the original i-vectors into a latent space with a TNN, we achieve a 46% improvement in classification accuracy relative to the MCE 2018 competition baseline on the speaker identification task (Task 2) when training on a limited dataset (set A). When training on a more extensive dataset (set B, 33% more data), a 23% improvement in ERR is achieved, relative to the baseline. This confirms that our approach works well on a small dataset with sparse classes, given that the MCE 2018 dataset contains only three conversations per speaker. For Task 1, blacklisted versus non-blacklisted speaker classification, our approach outperforms the baseline when there are no new speakers present in the test set (e.g. evaluation set A). In future research, we plan to improve the ability of the TNN model to generalize for the presence of unknown speakers. The raw audio files are not given in the dataset, so only i-vectors can be studied at the moment. If the raw audio files are available in the future, a comparison of different representation such as d-vectors and x-vectors can be further investigated.
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