Hyperfine-Shifted $^{13}$C Resonance Assignments in an Iron–Sulfur Protein with Quantum Chemical Verification: Aliphatic C–H⋯S 3-Center–4-Electron Interactions
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ABSTRACT: Although the majority of noncovalent interactions associated with hydrogen and heavy atoms in proteins and other biomolecules are classical hydrogen bonds between polar N–H or O–H moieties and O atoms or aromatic π electrons, high-resolution X-ray crystallographic models deposited in the Protein Data Bank show evidence for weaker C–H⋯O hydrogen bonds, including ones involving sp$^3$-hybridized carbon atoms. Little evidence is available in proteins for the (even) weaker C–H⋯S interactions described in the crystallographic literature on small molecules. Here, we report experimental evidence and theoretical verification for the existence of nine aliphatic (sp$^3$-hybridized) C–H⋯S 3-center–4-electron interactions in the protein Clostridium pasteurianum rubredoxin. Our evidence comes from the analysis of carbon-13 NMR chemical shifts assigned to atoms near the iron at the active site of this protein. We detected anomalous chemical shifts for these carbon-13 nuclei and explained their origin in terms of unpaired spin density from the iron atom being delocalized through interactions of the type: C–H⋯S–Fe, where S is the sulfur of one of the four cysteine side chains covalently bonded to the iron. These results suggest that polarized sulfur atoms in proteins can engage in multiple weak interactions with surrounding aliphatic groups. We analyze the strength and angular dependence of these interactions and conclude that they may contribute small, but significant, stabilization to the molecule.

INTRODUCTION

The stability of proteins and other biomacromolecules is determined by weak interactions from hydrogen bonds, electrostatic interactions, hydrophobic effects, and van der Waals interactions. The proper formulation of the force fields that represent these interactions is required for accurate simulations of protein energetics, conformations, and dynamics.1,2 Of these interactions, hydrogen bonds play a key role in determining the specificity of molecular interactions.3 The presence of hydrogen bonds in proteins and nucleic acids generally is inferred from heavy-atom interatomic distances derived from high-resolution, single-crystal X-ray structural models; however, more recently, nuclear magnetic resonance (NMR) spectroscopy has been used as a more direct method for detecting hydrogen bonds and quantifying their strengths.4 Although the majority of hydrogen bonds in proteins and other biomolecules are between polar N–H or O–H moieties and O atoms or aromatic π electrons, high-resolution X-ray crystallographic models deposited in the Protein Data Bank5 show evidence for weaker C–H⋯O hydrogen bonds, including ones involving sp$^3$-hybridized carbon atoms.6 Still weaker C–H⋯S “hydrogen bond”-like interactions, which are more accurately referred to as generic 3-center–4-electron (3c–4e) hypervalent interactions (useful reading on general 3c–4e interactions and their relationship to H-bonding can be found in sections 3.5 and 5.1 of ref 7), have been described in the crystallographic literature on small molecules,8 but there is little evidence for their existence in proteins. The one relevant report was the observation of small couplings between metal ions and protons on an alanine methyl group separated by 10 bonds in $^{113}$Cd (or $^{199}$Hg)-substituted rubredoxin from Pyrococcus furiosus.9 This effect was attributed to a “through space” J-coupling mediated by “direct overlap of the CH₃ orbitals and the $^{113}$Cd and/or Cys-S orbital”. Here, we report anomalous chemical shifts for eight assigned aliphatic $^{13}$C nuclei in native Clostridium pasteurianum rubredoxin (CpRd). We attribute the origin of the unusual chemical shifts to electron spin–nuclear spin coupling transmitted through C–H⋯S 3c–4e interactions. These interactions are the type C–H⋯S–Fe, where S comes from one of the four cysteines that are bound covalently to the iron. We show that the hyperfine shifts can be reproduced from quantum chemical calculations based on the X-ray structure of CpRd rubredoxin,10 and we present theoretical estimates for the...
strength of these interactions and the dependence of the hyperfine shift on bond angles and distances.

**Experimental Procedures**

**Protein Production and Labeling.** The procedures used for protein production, uniform and selective labeling with $^{13}$C and $^{15}$N, iron center reconstitution, and protein purification have been described previously.$^{12,13}$

**NMR Spectroscopy.** One-dimensional $^{13}$C NMR spectra were collected on a Bruker DMX-500 MHz spectrometer with a Bruker 5 mm QNP probe, switchable for $^{19}$F, $^{31}$P, and $^{13}$C. To suppress the diamagnetic signals and enhance the sensitivity of the paramagnetic signals, a one-pulse sequence with a short repetition time or SuperWEFT pulse sequence was applied.$^{14}$ $^{13}$C [$^{15}$N] difference decoupling spectra were collected on a Bruker DMX-600 MHz spectrometer equipped with a 10 mm $^{13}$C [$^{15}$H, $^{15}$N] probe. Hyperfine-shifted resonances from amide nitrogen atoms were irradiated selectively, and changes in the $^{13}$C spectrum indicated adjacent carbonyl carbons.$^{15}$ The $^{15}$N decoupler was alternatively set to the frequency of the target amide nitrogen atom and to a region of the spectrum with no signals. Subtraction was carried out automatically in the pulse program to remove all the unchanged signals. $^{13}$C [$^{15}$C] constant time correlation spectra (CT-COSY) were collected on a Bruker DMX-500 MHz spectrometer with a Bruker 5 mm QNP probe. To resolve diamagnetic signals, the CT-COSY constant time was set to 8 ms. To resolve hyperfine-shifted signals and to suppress the diamagnetic signal, we used a pulse sequence with a SuperWEFT element ($180^\circ$−$89^\circ$) followed by the CT-COSY sequence (SW-CT-COSY experiment); the constant time was set to 4 ms to avoid the loss of the rapidly relaxing paramagnetic signals.$^{16}$

**Hyperfine Chemical Shift Calculations.** The hyperfine shift computations utilized a 209-atom model derived from the 1.5 Å crystal structure of reduced CpRd (PDB code 1FHM).$^{11}$ The coordinates for the two heptapeptides at the metal site (residues 5−11 and 38−44 including all backbone and side chain heavy atoms) and the iron atom were extracted from the crystal structure. The N-termini were capped with acetyl groups, and the C-termini were capped with N-methyl groups. DS ViewerPro 5.0 from Accelrys Inc. was used to add hydrogens to the structure. The coordinates for the protein model are supplied in XYZ format as Supporting Information (S1). The B3LYP/6-311þþ density functional theory was used for these calculations. For each of the 40 heptapeptides at the metal site, these calculations were performed on a 12-processor SGI Altix computer, a 4 core processor AMD Opteron Supermicro server, and a 4 × 6 core processor Intel Xeon Supermicro server.

**Computation of the Binding Energy for the CH$_4$−Fe(II)−[SCH$_2$I]$_4$ Model Complex.** The complex and the individual components were fully optimized at the B3LYP/6-311++G(d,p) and MPWB1K/6-311++G(d,p) levels of theory. Frequency calculations showed no imaginary frequencies, indicating that the complex and individual component models were in ground-state geometries. The complex was corrected for basis set superposition error (BSSE) by using the COUNTERPOISE keyword in Gaussian.$^{17}$ The computed BSSE was 0.25 and 0.28 kcal/mol for the B3LYP/6-311++G(d,p) and MPWB1K/6-311++G(d,p) levels of theory, respectively. The MPWB1K density functional has been shown to closely reproduce the accuracy of the more expensive MP2 and CCSD(T) levels of theory.$^{20}$ The implementation of the MPWB1K/6-311++G(d,p) functional in Gaussian was accomplished with the following keywords (comp.chem.umn.edu/info/DFT.htm): MBWP95/6-311++G(d,p) 10p(3/76=056004400).

**Results**

**Anomalous Shifts.** Carbon-13 NMR signals from *Clostridium pasteurianum* rubredoxin were assigned by methods involving selective isotope labeling (Figure 1).$^{13}$ These assignments revealed that resonances from eight sp$^2$-hybridized carbon atoms are shifted 20−80 ppm from their mean diamagnetic values listed in the BioMagResBank database,$^{19}$ all are more than 10 standard deviations from the mean diamagnetic chemical shift (Figure 2 and Table 1). Because rubredoxin contains a paramagnetic iron center, these unusual carbon chemical shifts certainly arise from hyperfine shifts caused by interactions of the nuclei with the unpaired electrons of the paramagnetic iron atom by either a through-space (pseudocontact) or a through-bond (contact) mechanism.$^{21}$ Table 1 also contains the chemical shifts determined for these atoms in the Zn$^{2+}$-substituted CpRd$^{22}$ showing that the resonances in the diamagnetic protein are not unusually shifted. The magnitude of each shift detected in Fe(II) CpRd, shown in Figure 2, is too large to be explained by the pseudocontact mechanism: calculations based on the known orientation and magnitude of the magnetic susceptibility tensor$^{23}$ yielded pseudocontact shifts less than 5.0 ppm for carbons in reduced rubredoxin and less than 1.3 ppm for carbons in oxidized rubredoxin. The contact mechanism drops off exponentially across successive bonds, and because all of the $^{13}$C atoms with anomalous shifts are 6−11 covalent chemical bonds distant from the iron atom (Figure 2), it is highly unlikely that the shifts originate from propagation of spin density via classical covalent bonds. Direct interaction of iron orbitals with the aliphatic...
The mean diamagnetic shifts in BioMagResBank. Residue and atom hyper 6-311G(d,p) level of theory was used to calculate Fermi-contact shifts on 13C. The N–H···S hydrogen bonds (blue arrows) were detected previously by trans-hydrogen-bond Fermi-contact effects on 15N chemical shifts.

Table 1. Experimentally Observed and Calculated 13C NMR Chemical Shifts for Reduced Clostridium pasteurianum Rubredoxin

| residue–carbon atom | experimental shifts | calculated hyperfine shifts |
|---------------------|---------------------|-----------------------------|
| V8–C8                 | −0.50 (30.88)       | 18.9                        |
| V8–C7                 | 42.90 (21.91)       | 76.5                        |
| Y11–C9                | −6.70 (39.44)       | −4.3                        |
| P40–C22               | 134.10 (50.68)      | 174.1                       |
| L41–C16               | 61.00 (41.63)       | 51.4                        |
| L41–C16               | 44.90 (24.83)       | 40.6                        |
| L41–C17               | 41.40 (22.20)       | 26.4                        |
| V44–C12               | −8.70 (21.43)       | −134.6                      |

The hyperfine shifts are plotted in Figure 2. The values in parentheses are the chemical shifts observed for these atoms in their mean diamagnetic chemical shifts. The error bars represent ±5 standard deviations from the mean diamagnetic shifts in BioMagResBank. Residue and atom assignments are given along the abscissa. The total number of covalent bonds separating the iron atom and each carbon is shown in parentheses. The range of hyperfine shifts reported here corresponds to 13C hyperfine coupling constants of approximately 0.02−0.1 MHz.

The hyperfine shifts are plotted in Figure 2. The values in parentheses are the chemical shifts observed for these atoms in their mean diamagnetic chemical shifts. The error bars represent ±5 standard deviations from the mean diamagnetic shifts in BioMagResBank. Residue and atom assignments are given along the abscissa. The total number of covalent bonds separating the iron atom and each carbon is shown in parentheses. The range of hyperfine shifts reported here corresponds to 13C hyperfine coupling constants of approximately 0.02−0.1 MHz.

Comparison of Experimental and Calculated Chemical Shifts. To test the validity of our analysis of the anomalous carbon chemical shifts, we used density functional theory (DFT) at the B3LYP/6-311++G(d,p) level of theory to calculate Fermi-contact contributions on the basis of a structural model derived from a crystal structure of reduced Clostridium pasteurianum rubredoxin.

C–H···S Interactions. The 3c–4e interactions detected in reduced rubredoxin are indicated in Figure 3. Eight carbons participate in nine CH···S 3c–4e interactions (represented by red arrows): the two H atoms attached to Tyr11–C22 interact with two different Cys–S atoms. Also shown are the six NH···S hydrogen bonds (blue arrows) reported previously.

The results demonstrate that each cysteiny sulfur atom can accommodate multiple 3c–4e interactions: 1 CH and 2 NH for Cys6–S1, 2 CH and 1 NH for Cys9–S1, 4 CH and 2 NH for Cys39–S2, and 2 CH and 1 NH for Cys42–S2.

The 3c–4e interactions detected in reduced rubredoxin are indicated in Figure 3. Eight carbons participate in nine CH···S 3c–4e interactions (represented by red arrows): the two H atoms attached to Tyr11–C22 interact with two different Cys–S atoms. Also shown are the six NH···S hydrogen bonds (blue arrows) reported previously.

The results demonstrate that each cysteiny sulfur atom can accommodate multiple 3c–4e interactions: 1 CH and 2 NH for Cys6–S1, 2 CH and 1 NH for Cys9–S1, 4 CH and 2 NH for Cys39–S2, and 2 CH and 1 NH for Cys42–S2.

The 3c–4e interactions detected in reduced rubredoxin are indicated in Figure 3. Eight carbons participate in nine CH···S 3c–4e interactions (represented by red arrows): the two H atoms attached to Tyr11–C22 interact with two different Cys–S atoms. Also shown are the six NH···S hydrogen bonds (blue arrows) reported previously.

The results demonstrate that each cysteiny sulfur atom can accommodate multiple 3c–4e interactions: 1 CH and 2 NH for Cys6–S1, 2 CH and 1 NH for Cys9–S1, 4 CH and 2 NH for Cys39–S2, and 2 CH and 1 NH for Cys42–S2.
rubredoxin\textsuperscript{14} (Protein Data Bank code 1FH3M). This approach earlier proved successful in reproducing the \textsuperscript{15}N NMR chemical shifts of the six hydrogen-bonded Fe–S\textsuperscript{−}–H\textsuperscript{−}–\textsuperscript{15}N units of rubredoxin.\textsuperscript{18} Figure 4 is a robust linear regression, which uses an iteratively reweighted least-squares algorithm (MATLAB\textsuperscript{26}), of the theoretical shifts versus the eight anomalous experimental \textsuperscript{13}C chemical shifts. The analysis provides a clear interaction mechanism for the observed chemical shifts. The weighting factor in the robust fit for all of the \textsuperscript{13}C is greater than 90\%, whereas the outlier designated by the \textsuperscript{C} \textsuperscript{2} atom, which is on the surface of the protein; the deviation may indicate a difference between the solution and crystal structures. The small systematic differences between theory and experiment, as suggested by the nonunit slope in the linear regression, may have to do with the lack of flexibility of the core orbitals in the basis sets and the use of a single point in space (delta function) to determine the Fermi contact values at the nuclear positions. In the calculation of J-coupling constants, which, like hyperfine interactions, require the Fermi contact spin density at the nucleus, the core basis sets are routinely decontracted, and tight polarization functions are added. This approach would probably improve the accuracy of the hyperfine values obtained. The cusp of the wave function that is located at the atomic position is well-known to be poorly described through the use of Gaussian basis orbitals. More accurate results for the Fermi contact spin density might be achieved through the use an approach like that of Rassolov and Chipman,\textsuperscript{27} which uses global operators that are less sensitive than a delta function to local errors in the wave function near the nuclei.

**Dependence of C–H⋯S Interaction Strengths on Geometry.** To estimate the strength of an optimal C–H⋯S⋅⋅⋅S interaction, we carried out quantum chemical calculations on optimized models consisting of methane complexed via the sulfur atom of Fe(II) tetramethylthiolate. Geometry, energies, and other parameters of these models that were obtained with the use of two different density functionals are collected in Table 2. Coordinates in XYZ format of the models are included in the Supporting Information (S3 and S4). The calculations employed Gaussian 03 or Gaussian 09\textsuperscript{27} at the B3LYP/6-311++G(d,p) and the MPWB1K/6-311++G(d,p) levels of theory. The counterpoise-corrected binding energy for the complex was 1.70 and 2.00 kcal/mol, respectively. As an estimate for the strength of the interaction, the second-order perturbation energy summed with the steric exchange energy obtained from the Natural Bond Orbital\textsuperscript{28} analysis gave a binding energy estimate of 1.16 kcal/mol for the B3LYP/6-311++G(d,p) model and 1.14 kcal/mol for the MPWB1K/6-311++G(d,p) model. The contact shift (hyperfine coupling constant) calculated for the methane \textsuperscript{13}C in this complex was 563 ppm (0.69 MHz) for B3LYP/6-311++G(d,p) and 256 ppm (0.37 MHz) for MPWB1K/6-311++G(d,p) (the hyperfine shift calculated using B3LYP on the MPWB1K-optimized geometry was 584 ppm); these values are about an order of magnitude larger than the contact shifts observed for the eight anomalously shifted \textsuperscript{13}C resonances in rubredoxin. This difference can be accounted for by the local geometry in rubredoxin, which is substantially suboptimal for the C–H⋯S interactions. DFT calculations showed a relatively strong dependence of the hyperfine shift on the CH⋯S angle as well as a moderate dependence on the S⋅⋅⋅H distance (Figure 5). The CH moieties in the protein have interactions with multiple S atoms and thus do not have unique angles and distances; therefore, these values are not included in Figure 5. By contrast, our previous investigation of Fe–S⋯H–N hydrogen bonds\textsuperscript{28,29} showed a strong dependence on the S⋅⋅⋅H distance but little dependence on the NH⋯S angle. A rough theoretical estimate of the strength of individual CH⋯S–3c–4e interactions in rubredoxin based on the magnitude of the Fermi contact interaction, assuming a simple linear relationship between the interaction strength and hyperfine coupling, is about one-tenth that calculated for the optimized structure. Even with such weak interactions, the nine CH⋯S 3c–4e interactions could contribute about as much as 1 kcal/mol of stabilization to the protein. However, the weakness of this interaction is exemplified by the lack of natural optimization of the geometry in the protein and might only be considered as a localized solvation of the cluster.

**Table 2. Geometric,\textsuperscript{a} Energy, and Hyperfine Parameters of the Fe(SCH\textsubscript{3})\textsubscript{4}–Methane Complex for Structures Optimized with B3LYP and MPWB1K Model Chemistries**

| parameter | B3LYP/6-311++G(d,p) | MPWB1K/6-311++G(d,p) |
|-----------|---------------------|----------------------|
| Fe–S\textsuperscript{+} (Å) \textsuperscript{−1} | 2.44 | 2.43 |
| S⋯H\textsuperscript{+} (Å) \textsuperscript{−1} | 2.88 | 2.81 |
| S⋯CMe (Å) | 3.98 | 3.88 |
| H–CMe (Å) | 1.09 | 1.09 |
| Fe–S (others) (Å) \textsuperscript{−1} | 2.42,2.42,2.44 | 2.41,2.41,2.43 |
| H–CMe (others) (Å) \textsuperscript{−1} | 1.09,1.09,1.09 | 1.09,1.09,1.09 |
| Fe–S⋯H (deg) | 162.3 | 178.2 |
| S⋯H–CMe (deg) \textsuperscript{−1} | 174.6 | 169.9 |
| Fe–S⋯H–CMe (deg) | −156.2 | 51.9 |
| binding energy (kcal/mol) \textsuperscript{−1} | 1.55 | 1.82 |
| NBO second-order perturbation + steric exchange energies (kcal/mol) \textsuperscript{−1} | 1.16 | 1.14 |
| hyperfine shift (ppm) \textsuperscript{−1} | 563 | 256 (584)/d |

\textsuperscript{a} Coordinates for both Fe(SCH\textsubscript{3})\textsubscript{4}–methane complexes in XYZ format are available in the Supporting Information (S3 and S4). \textsuperscript{b} S\textsuperscript{+} refers to the sulfur atom involved in the 3c–4e interaction. \textsuperscript{c} H\textsuperscript{+} refers to the hydrogen atom of methane involved in the 3c–4e interaction. \textsuperscript{d} Hyperfine shift calculated using B3LYP at the MPWB1K-optimized geometry.

**Discussion**

The unpaired electron density from the iron in rubredoxin provides a mechanism for direct detection of C–H⋯S–Fe
interactions in the form of hyperfine $^{13}$C chemical shifts. The observed chemical shifts are consistent with quantum chemical (DFT) calculations of the same kind used to analyze NMR $\beta$-couplings and other electron spin−nuclear spin couplings.\textsuperscript{18} Natural bond orbital (NBO) methods\textsuperscript{25} provide a means of analysis of the energetics and orbital overlaps that are responsible for the observed Fermi contact effects.\textsuperscript{18} The natural bond orbitals and natural atomic orbitals along with their occupancies are, in principle, an exact representation of the wave function. The atomic basis set of the converged wave function is recast into a complete orthonormal “natural minimal basis set” with high occupancy and a “natural Rydberg basis set” with low occupancy. The NBO representation allows for facile visualization of the orbital interactions involved in the C−H···S 3-center−4-electron interaction. NBO second-order perturbation analysis\textsuperscript{7} shows that the contributors to the nonclassical transfer of spin density from the Fe−S center to aliphatic CH moieties are $\sigma_{Fe-S} \rightarrow \sigma_{CH}^*$ and S lone pair $n_s \rightarrow \sigma_{CH}^*$ interactions. On the right side of Figure 6, an example of the latter interaction is depicted by contour plots of pre-NBOs, which are NBOs prior to interatomic orthogonalization, showing the overlaps between orbitals. A lone pair orbital of the sulfur ($n$) is spin polarized through overlap with an unfilled Fe $\beta$ d-orbital ($n_s \rightarrow d_{Fe}^*$); that is, beta electrons from the S lone pair transfer into the unoccupied Fe $\beta$ d-orbital. Electrons from the now $\alpha$-spin enriched S lone pair then flow into the overlapping antibonding CH orbital ($n_s \rightarrow \sigma_{CH}^*$). The spin polarization is thus transmitted from the unoccupied Fe $\beta$ d-orbital through the S lone pair to the antibonding CH orbital, which, in turn, places spin density on the atoms involved in the associated CH bonding orbital ($\sigma_{CH}$). This mechanism is fundamentally identical to the much stronger transfer of spin polarization from the Fe−S center to NH moieties that are hydrogen bonded to the sulfur atoms discussed previously.\textsuperscript{18} A table of natural atomic orbital occupancies for the Fe atom in the CH$_4$−Fe(II)[SCH$_3$]$_4$ model complex at the B3LYP/6-311++G(d,p) level of theory is supplied in the Supporting Information (S2).

The calculated strength of the optimized CH···S interaction in the model Fe(II) tetramethylthiolate·methane is an order of magnitude larger than binding energies calculated for C−H···S hydrogen-bonded systems not containing metal atoms.\textsuperscript{9} The polarization of iron-bound sulfur apparently strengthens the interaction. The B3LYP functional was not designed to describe long-range interactions. Density functionals such as those proposed by Truhlar\textsuperscript{20} are designed to more accurately describe long-range and weak interactions and should improve the quality of the hyperfine calculations without the need to go to the computationally expensive model chemistries such as MP2 or CCSD(T). We have found that the binding energy obtained from a computation using B3LYP is very similar to that of MPWB1K, which is a functional designed to capture the long-range interactions.\textsuperscript{20} Both calculations are in rough agreement with the binding energy obtained from NBO analysis through the sum of the second-order perturbation and steric exchange energies.

The stronger NH···S hydrogen bonds in rubredoxin\textsuperscript{26} appear to dominate the hydrogen-bonding network; they have close to optimal geometries, whereas the CH···S 3c−4e interactions with suboptimal geometries apparently serve to adventitiously solvate the iron−sulfur center. Our previous study of rubredoxin mutants showed that associated changes in reduction potentials can be explained largely in terms of effects on the strengths of the six NH···S hydrogen bonds in the oxidized and

Figure 5. Plot of the dependence of the $^{13}$C hyperfine shift of CH$_4$ on the S···H distance and the Fe−S···H angle in the CH$_4$−Fe(II)[SCH$_3$]$_4$ complex. The angle and distance were varied systematically; these values were fixed, and all other degrees of freedom were optimized at each point. The level of theory for optimization was B3LYP/6-31+G(d). The hyperfine shifts were calculated from the partially optimized structures at the B3LYP/6-311G(d,p) level of theory.
Figure 6. Three-dimensional representation of the natural bond orbitals (NBOs) for hydrogen bonds to the sulfur atom of one of the four cysteine residues (cysteine-6) that coordinate the iron atom of rubredoxin (left). The antibonding iron d-orbital is in red and rust; the sulfur lone pair p-orbital is in yellow and orange. Shown are antibonding orbitals of one carbon – hydrogen 3c–4e interaction (green, valine-8 Cβ–H) and two nitrogen – hydrogen bonds (blue, valine-6 N–H and cysteine-9 N–H) that are involved in bonding interactions with the sulfur lone pair. The figure is based on the spin densities extracted18 from a Gaussian 0317 calculation on the 209-atom model derived from the 1.5 Å crystal structure of reduced CpRd (PDB code 1FHM). The contour plot shows the overlap of orbitals involved in the 3e–4c interaction referred to in this publication (right). The contour plot was created with NBOView 1.0.32 and the space-filling model was produced with gOpenMol33,34 from a Gaussian 0317 cube file.

reduced states.29 The weak 3c–4e interactions of CH⋯⋯S moieties may serve to protect the redox potential of the Fe–S center from the effects of solvating water. Beyond these, these 3c–4e interactions may assist in the transfer of electrons by “displaying” the electron at the surface of the protein to partners during redox reactions. Similar to long-range electron transfers seen in other redox reactions,30 the delocalization of the wave function to the aliphatic CH moieties acts as a “short circuit” for the electrons over the distance from the iron atom to the protein surface and could potentially be a mechanism to increase the kinetic rate of electron transfer by reducing the transition state energy.
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