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Abstract

In recent years, large amount of high spatial-resolution remote sensing (HRRS) images are available for land-cover mapping. However, due to the complex information brought by the increased spatial resolution and the data disturbances caused by different conditions of image acquisition, it is often difficult to find an efficient method for achieving accurate land-cover classification with high-resolution and heterogeneous remote sensing images. In this paper, we propose a scheme to apply deep model obtained from labeled land-cover dataset to classify unlabeled HRRS images. The main idea is to rely on deep neural networks for presenting the contextual information contained in different types of land-covers and propose a pseudo-labeling and sample selection scheme for improving the transferability of deep models. More precisely, a deep Convolutional Neural Networks (CNNs) is first pre-trained with a well-annotated land-cover dataset, referred to as the source data. Then, given a target image with no labels, the pre-trained CNN model is utilized to classify the image in a patch-wise manner. The patches with high confidence are assigned with pseudo-labels and employed as the queries to retrieve related samples from the source data. The pseudo-labels confirmed with the retrieved results are regarded as supervised information for fine-tuning the pre-trained deep model. To obtain a pixel-wise land-cover classification with the target image, we rely on the fine-tuned CNN and develop a hybrid classification by combining patch-wise classification and hierarchical segmentation. In addition, we create a large-scale land-cover dataset containing 150 Gaofen-2 satellite images for CNN pre-training. Experiments on multi-source HRRS images, including Gaofen-2, Gaofen-1, Jilin-1, Ziyuan-3, Sentinel-2A, and Google Earth platform data, show encouraging results and demonstrate the applicability of the proposed scheme to land-cover classification with multi-source HRRS images.

1 Introduction

Land-cover classification with remote sensing (RS) images plays an important role in many applications such as land resource management, urban planning, precision agriculture, and environmental protection [1–6]. In recent years, high-resolution remote sensing (HRRS) images are increasingly available. Meanwhile, multi-source and multi-temporal RS images can be obtained over different geographical areas [7]. Such
large amount of heterogeneous HRRS images provide detailed information of the land surface, and therefore open new avenues for large-coverage and multi-temporal land-cover mapping. However, the rich details of objects emerging in HRRS images, such as the geometrical shape and structural content of objects, bring more challenges to land-cover classification \cite{8}. Furthermore, diverse imaging conditions usually lead to photographic distortions, variations in scale and changes of illumination in RS images, which often seriously reduces the separability among different classes \cite{9}. Due to these influences, optimal classification models learned from certain annotated images always quickly lose their effectiveness on new images captured by different sensors or by the same sensor but from different geo-locations. Therefore, it is intractable to find an efficient and accurate land-cover classification method for HRRS images with large diversities.

To characterize the image content of different land-cover categories, many methods investigated the use of spectral and spectral-spatial features to interpret RS images \cite{10-17}. However, due to the detailed and structural information brought by the gradually increased spatial resolution, the spectral and spectral-spatial features have difficulty in describing the contextual information contained in the images \cite{18-21}, which are often essential in depicting land-cover categories in HRRS images. Recently, it has been reported that effective characterization of contextual information in HRRS images can largely improve the classification performance \cite{22-24}. Among them, deep Convolutional Neural Networks (CNNs) have been drawn much attention in the understanding of HRRS images \cite{25, 26}, mainly because of their strong capability to depict high-level and semantic aspects of images \cite{27, 28}. Currently, various deep models have been adopted to cope with challenging issues in RS image understanding, including e.g. scene classification \cite{25, 29}, object detection \cite{30}, image retrieval \cite{31-33}, as well as land-cover classification \cite{34-39}.

Nevertheless, there are two main problems in applying deep model to land-cover classification with multi-source HRRS images, which are listed below.

- **The inadequate transferability of deep learning models**: Due to the diverse distributions of objects and spectral shifts caused by the different acquisition conditions of images, deep models trained on a certain set of annotated RS images may not be effective when dealing with images acquired by different sensors or from different geo-locations \cite{40}. To obtain satisfactory land-cover classification on a RS image of interest, referred as the target image, new specific annotated samples closely related to it are often necessary for model fine-tuning \cite{37}. Nevertheless, considering that manual annotation requires high labor intensity and is often time-consuming, it is infeasible to label sufficient samples for continuously accumulated multi-source RS images \cite{41, 42}.

- **The lack of well-annotated large-scale land-cover dataset**: The identification capability of CNN models relies heavily on the quality and quantity of the training data \cite{43}. Up to now, several land-cover datasets have been proposed in the community, and have advanced a lot deep-learning-based land-cover classification approaches \cite{44-46}. However, the geographic areas covered by most of existing land-cover datasets \cite{44, 46, 47} do not exceed 10 km$^2$ and somewhat similar in geographic distributions \cite{48}. The lack of variations in geographic distributions of annotated HRRS images may cause overfitting in model training and limit the generalization ability of learned models. Overall, the insufficient or unqualified training data restrict the availability of deep models for HRRS images.

In this paper, we propose a scheme to adapt deep models to land-cover classification with multi-source HRRS images, which don’t have any labeling information. Considering that the textures and structures of the objects are not affected by the spectral shifts, we use contextual information extracted by CNN to automatically mine samples for deep model fine-tuning. Concretely, unlabeled samples in the target image are identified by a CNN model pre-trained on an annotated HRRS dataset, which is referred to as the source data. A subset of them with high confidence are assigned with pseudo-labels and employed to retrieve similar samples from the source data. Finally, the returned results are used to determine whether the pseudo-labels are reliable. In our classification process, a patch-wise classification is initially conducted on the image relying on the multi-scale contextual information extracted by CNN. Then, a hierarchical segmentation is used for obtaining the object boundary information, which is integrated into the patch-wise classification map for
accurate results. Specifically, for pre-training CNN models, we annotate 150 Gaofen-2 satellite images to construct a land-cover classification dataset, which is named after Gaofen Image Dataset (GID).

In summary, the contributions of this paper are as follows:
- We propose a scheme to train transferable deep models, which enables one to achieve land-cover classification by using unlabeled multi-source RS images with high spatial resolution. In addition, we develop a hybrid land-cover classification that can simultaneously extract accurate category and boundary information of HRRS images. Experiments conducted on multi-source HRRS images, including Gaofen-2, Gaofen-1, Jilin-1, Ziyuan-3, Sentinel-2A, and Google Earth platform data obtain promising results and demonstrate the effectiveness of the proposed scheme.
- We present a large-scale land-cover classification dataset, namely GID, which is consist of 150 high-resolution Gaofen-2 images and covers areas more than 50,000 km$^2$ in China. To our knowledge, GID is the first and largest well-annotated land-cover classification dataset with high-resolution remote sensing images up to 4 meters. It can provide the research community a high-quality dataset to advance land-cover classification with HRSS images, like Gaofen-2 imagery.

A preliminary version of this work was presented in [49].

The remainder of the paper is organized as follows: In Section 2, we introduce the related works. In Section 3, the introduction of our land-cover classification algorithm is presented. In Section 4, the details and properties of GID coupled with other examined images are described. We present the results of experiments and sensitivity analysis in Section 5 and Section 6, and give the discussion in Section 7. Finally, we conclude our work in Section 8.

2 Related work

Land-cover Classification: Land-cover classification with RS images aims to associating each pixel in a RS image with a pre-defined land-cover category. To this end, classification approaches using spectral information have been intensively studied. These methods can interpret RS images using the spectral features of individual pixels [10–12], but their performance is often heavily affected by intra-class spectral variations and noises [50–52]. More recently, the spatial information has been taken into consideration for land-cover classification [13–17]. Spectral-spatial classification incorporates spatial information, such as texture [53–55], shape [56], and structure features [57, 58], to improve the separability of different categories in the feature space. It has been reported that spectral-spatial approaches can effectively boost the categorization accuracy compared with the methods using spectral features [59–62]. However, with the improvement of spatial-resolution of RS images, rather than discriminating in spectral or spectral-spatial information of local pixels, land-cover types are more categorized in contextual information and spatial relationship of ground objects [22,24].

Recently, deep neural network models have been intensively studied to address the task of land-cover classification and reported impressive performance, see e.g. [34–36, 63–65]. In contrast with conventional methods that employ spectral or spectral-spatial features for land-cover description, a significant advantage of deep learning approaches is that they are able to adaptively learn discriminative features from images [28]. Land-cover classification approaches that utilize deep features treat CNN models as feature extractors and employ conventional classifiers [34,35,63–65], such as support vector machine (SVM) and logistic regression, for classification. As an alternative, end-to-end CNN models are adopted to interpret RS images [37–39,66,67]. End-to-end CNN models, such as Fully Convolutional Networks (FCN) [37], conduct dense land-cover labeling for RS images without using additional classifiers or post-processing. Although, compared with utilizing deep features, end-to-end CNN models are more efficiency for classification, the receptive field in CNNs leads to the loss of fine resolution detail [67]. To address this problem, an effective solution is to replace down-sampling process with the structure that preserves spatial information [68,69], such as the max pooling indices applied in SegNet [70], and the dilated convolutions employed in DeepLab [71]. Moreover, the detailed spatial information can be obtained through complementary classification frameworks. The ensemble MLP-CNN
classifier [36] fuses results acquired from the CNN based on deep spatial feature representation and from the multi-layer perceptron (MLP) based on spectral discrimination, which compensates the uncertainty in object boundary partition. And object-based convolutional neural network (OCNN) [72] incorporates CNN into the framework of object-based image analysis for more precise object boundaries and achieves encouraging performance in high-resolution urban scenes.

**Transfer Learning:** In practical land-cover classification applications, the available ground-truth samples are usually not sufficient in number and not adequate in quality for training a high-performance classifier. Thus, to improve the classification accuracy, transfer learning has been adopted as a promising solution [9]. Transfer learning aims to adapt models trained to solve a specific task to a new, yet related, task [73]. The existing task is usually referred to as source domain and the new task is target domain. Two major categories of transfer learning approaches have been studied in the RS community: supervised learning methods and semi-supervised learning methods. Supervised learning approaches assume that the training set is available for both the source and target domain. They are commonly based on the selection of invariant features [74, 75], the adaptation of data distributions [76–78], and active learning [79–81]. By contrast, the approaches are defined as semi-supervised if they use only unlabeled samples of the target domain. Semi-supervised learning methods exploit the structural information of unlabeled samples in the feature space to better model the distribution of classes [82]. They are effective in a wide range of situations and do not require a strict match between the source and target domains [83–85]. However, their performance is extremely dependent on the classifier’s ability to learn structural information of the target domain.

On the other hand, deep neural networks are widely used for transfer learning in recent years due to their ability to model high-level abstractions of data [86]. CNN trained on large-scale natural image dataset have been transferred to interpret RS images, either by directly using the pre-trained network as a feature extractor [25, 87, 88], or fine-tuning the network with large-scale RS dataset [29]. However, due to the huge number of model parameters, deep models require large amount of supervised information of the target domain to avoid the over-fitting problem [89]. To reduce the required number of training samples, semi-transfer deep convolutional neural networks (STDCNN) is proposed for land-use mapping [90]. STDCNN fuses a small CNN designed to analyze RS images and a deep CNN used for domain adaptation. It achieves promising performance with a small amount of labeled target samples.

3 Methodology

To efficiently conduct land-cover classification with multi-source HRRS images, we propose a scheme to train transferable deep models, which is pre-trained on labeled land-cover dataset and can be applied to unlabeled HRRS images. Assume that there is a well-annotated large-scale dataset and a newly acquired image without labeling information. We define two domains, called source domain $D_S$ and target domain $D_T$ that are separately associated with the labeled and unlabeled images. Our aim is to exploit the information learned from the source domain $D_S$ to conduct classification in the target domain $D_T$.

Firstly, we use $D_S$ to pre-train a deep model specific to RS domain, which is presented in Section 3.1. Given a target image $\chi_T$ belonging to $D_T$, we divide it into patches $U = \{x_i\}_{i=1}^I$ with non-overlapping grid partition. Our method automatically searches reliable training samples from $U$ to learn transferable deep model for $\chi_T$, as introduced in Section 3.2. Subsequently, we utilize the fine-tuned deep model to classify $x_i$ for all $i \in \{1, \ldots, I\}$. Our classification scenario combines patch-wise categorization and object-based voting, which is described in Section 3.3.

3.1 Learning deep model for land-cover classification

CNN models are deep hierarchical architectures which commonly consist of three main types of layers: convolutional layers, pooling layers, and fully-connected layers. Convolutional layers perform as hierarchical feature extractors, pooling layers conduct spatial down-sampling of feature maps, while fully-connected layer
serve as the classifier to generate the predictive classification probabilities of the input data. In addition to these main layers, Residual Networks (ResNet) [91] adopt residual connections to improve the model performance. The structure of residual connection can greatly reduce the optimization difficulty, as well as enable the training of much deeper networks.

ResNet models have 5 versions, separately with 18, 34, 50, 101, and 152 layers. Compared to the models with shallow architecture, i.e. ResNet-18 and ResNet-34, ResNet-50 can achieve better classification performance. Compared to the models with very deep architecture, i.e. ResNet-101 and ResNet-152, ResNet-50 has fewer parameters and higher computational efficiency. Therefore, for a trade-off consideration between simplicity and computational efficiency, we employ ResNet-50 as the classifier in our work.

ResNet-50 consists of 16 residual blocks, each of which has 3 convolutional layers that constitute a shortcut connection. The first convolutional layer of the overall model is followed by a max pooling layer. An average pooling layer, a full-connected layer, and a softmax layer are subsequent to the last convolutional layer. Fig. 1 shows the detailed structure of ResNet-50 we employed. Note that the default input size of ResNet-50 is 224 × 224 × 3. To transfer deep model to classify images with only R, G, B bands (Jilin-1 satellite images, Google Earth platform data), we utilize ResNet-50 with 3 input channels. To classify images have R, G, B, NIR bands (Gaofen-1, Sentinel-2A, Ziyuan-3 satellite images), we adjust the input size of the convolutional ResNet-50 to 4 channels. The difference between 3-channel and 4-channel models is that the kernel sizes in conv1 are 7 × 7 × 4 and 7 × 7 × 3, respectively. The rest of structures in the models are the same.

To pre-train a CNN model with strong discrimination ability for HRRS images, we construct a large-scale land-cover dataset, Gaofen Image Dataset (GID), which contains 150 well-annotated Gaofen-2 images and will be represented in Section 4. The training images of GID are referred to as $D_S$ and are used to pre-train the ResNet-50 models.

3.2 Learning transferable model for multi-source images

Although CNNs have a certain degree of generalization ability, they are unable to achieve satisfactory classification results on multi-source RS images because of dramatic changes in acquisition conditions. To transfer CNN models for classifying RS images acquired under different conditions, we extract available information from the unlabeled target data to find a more accurate classification rule than using only labeled source data. Inspired by pseudo-label assignment [92, 93] and joint fine-tuning [89, 94] methods, we propose a semi-supervised transfer learning scheme to classify multi-source RS images. The main idea of pseudo-label assignment is to select valuable samples from the target domain based on the predicted classification confidence [92, 93], however, the pseudo-labels may be unreliable. Joint fine-tuning optimizes the classification model by adding promising target samples into the source domain training set [89, 94], however, it requires a small amount of labeled target samples. Our scheme combines the advantages of the aforementioned methods to acquire reliable training information from the unlabeled target domain for model optimization.

As shown in Fig. 2, the proposed scheme is divided into two stages: pseudo-label assignment and relevant sample retrieval, which are presented in Section 3.2.1 and Section 3.2.2, respectively. Category predictions and deep features generated by CNN are used to search target samples that possess similar characteristics to the source domain. These relevant samples and their corresponding category predictions, which are referred to as pseudo-labels, are used for CNN model fine-tuning.
3.2.1 Pseudo-label assignment

Given the patch set $\mathbf{U} = \{\mathbf{x}_i\}_{i=1}^I$ of a target image $\chi_T$, we input each patch $\mathbf{x}_i$ to ResNet-50 that has been pre-trained on $\mathbf{D}_S$. The output vectors of softmax layer form a set $\mathbf{F} = \{\mathbf{p}_i\}_{i=1}^I$, where:

$$
\mathbf{p}_i = \{p_{i,1}, p_{i,2}, \ldots, p_{i,K}\}, \mathbf{p}_i \in \mathbb{R}^K
$$

$p_{i,k}$ represents the probability that patch $\mathbf{x}_i$ belongs to class $k$, $k \in \{1, \ldots, K\}$, and $K$ is the total number of classes.

$\mathbf{p}_i$ is the predicted classification probability vector, of which the highest probability value is $h = \max_{k \in \{1, \ldots, K\}} p_{i,k}$. Since CNN model has strong discriminating ability, we use the probability value to determine whether a sample is associated with a label. If the value of $h$ is greater than or equal to a threshold $\sigma$, the patch $\mathbf{x}_i$ is reserved and assigned with a predicted category $l_i$. Otherwise, $\mathbf{x}_i$ is removed from $\mathbf{U}$. $l_i$ corresponds to the category represented by $h$ and is referred to as a pseudo-label. After removing all patches with low classification confidence from $\mathbf{U}$, the remaining samples form a new set $\mathbf{U}_1$. 
3.2.2 Relevant sample retrieval

Considering that the pseudo-labels may be inaccurate, we search source samples that are similar to the selected target samples, and use the true-labels of the retrieved source samples to determine the reliability of the pseudo-labels. Assume that there are \( J \) candidates remaining in the set \( U_1 = \{ x_j \}_{j=1}^J \). For the patch \( x_j \), the information entropy \( E_j \) is calculated to measure its classification uncertainty:

\[
E_j = - \sum_{k=1}^{K} p_{j,k} \cdot \log(p_{j,k})
\]

where \( p_{j,k} \) represents the probability that patch \( x_j \) belongs to class \( k \).

The patches with higher information entropy are considered as valuable training samples, hence we treat them as preferred candidates. The patches in \( U_1 \) are then sorted according to the descending order of \( E_j \) value, forming a sample set \( U_2 = \{ \hat{x}_j \}_{j=1}^J \). Considering that data with low information entropy provides insufficient information, we only use the top \( \mu \) candidates of each category in the set \( U_2 \) to perform retrieval as follows.

Given a patch \( \hat{x}_j \) that possesses the pseudo-label \( \hat{l}_j \), we take it as a query image and retrieve its similar samples from the source domain \( D_S \). We use the deep features extracted from full-connected layer of the pre-trained ResNet-50 for retrieval. The similarities between \( \hat{x}_j \) and the source domain samples are measured by the Euclidean distance.

Then, we use the existing labels of the source domain to determine the confidence of the pseudo-labels. If the top \( \delta \) retrieved results from the source domain have the same label \( g \), and \( g \) is the same as the pseudo-label \( \hat{l}_j \) of the query patch \( \hat{x}_j \) (i.e. \( \hat{l}_j = g \)), \( \hat{x}_j \) is considered to be a relevant sample. Otherwise, \( \hat{x}_j \) is removed from the set \( U_2 \). After sample screening, the remainders of \( U_2 \) form a new target domain set \( U_{tg} \). Finally, the image patches along with their corresponding pseudo-labels in the set \( U_{tg} \) are used to fine-tune a CNN model that is specific to the target image.

3.3 A hybrid land-cover classification algorithm

Land-cover classification aims to assign pixels in a RS image with land-cover category labels. Both the category and boundary information of the ground objects is essential for accurate classification. We therefore propose a hybrid algorithm, which combines patch-wise classification and hierarchical segmentation through a majority voting strategy, as shown in Fig. 3.
3.3.1 Patch-wise classification

Since the ground objects show different characteristics in different spatial resolutions, it is difficult to capture sufficient information of objects from the single-scale observation field. To exploit the attributes of the objects and their spatial distributions, we propose to utilize multi-scale contextual information for classification, which is illustrated in Fig. 4.

The target image $\chi_T$ is partitioned into non-overlapping patches $U = \{x_i\}_{i=1}^l$ by grid with the size of $s_1 \times s_1$ pixels ($s_1$ is the minimum value in the succession of scales). For each patch $x_i$, its center pixel is regarded as a reference pixel $z$. Around $z$, a series of patches with sizes of $s_2 \times s_2, \ldots, s_N \times s_N$ pixels are sampled, so that each reference pixel possesses $N$ multi-scale samples. Then, these multi-scale patches are uniformly resized to $224 \times 224$ and are input to the ResNet-50 model. After forward propagation, the classification probability vector $p_{s_n}(z)$ of scale $s_n$ at pixel $z$ is obtained from softmax layer:

$$p_{s_n}(z) = \{p_{s_n,1}(z), p_{s_n,2}(z), \ldots, p_{s_n,K}(z)\}, p_{s_n}(z) \in \mathbb{R}^K$$ (3)

where $n \in \{1, \ldots, N\}$, $p_{s_n,k}(z)$ represents the probability that $z$ belongs to class $k$ at the $n$-th scale.

Contextual information of multi-scale patches is aggregated using a weighted fusion strategy. The specificity measure [95], which describes the certainty of classification result, is employed as the weight:

$$W_{s_n}(z) = \sum_{k=1}^{K-1} \frac{1}{k} \cdot (\hat{p}_{s_n,k}(z) - \hat{p}_{s_n,k+1}(z))$$ (4)

where $\{\hat{p}_{s_n,1}(z), \hat{p}_{s_n,2}(z), \ldots, \hat{p}_{s_n,K}(z)\}$ is the descending order of the vector $p_{s_n}(z)$. The value of $W_{s_n}(z)$ ranges from 0 to 1, and the higher value signifies the higher categorization confidence. The weighted probability $\hat{p}_k(z)$ is expressed as:

$$\hat{p}_k(z) = \frac{\sum_{n=1}^{N} W_{s_n}(z) \cdot p_{s_n,k}(z)}{\sum_{n=1}^{N} W_{s_n}(z)}$$ (5)

where $\hat{p}_k(z) \in [0, 1]$ indicates the probability that the reference pixel $z$ belongs to class $k$. The aggregated probabilities of all categories can constitute a new classification probability vector. Then the reference pixel $z$ is classified as:

$$l(z) = \arg \max_{k \in \{1, \ldots, K\}} \hat{p}_k(z)$$ (6)
where \( l(z) \) is the category label of the pixel \( z \). Then, we assign the label \( l(z) \) to each pixel in the patch \( x_i \). After classifying all the patches in the entire RS image, a patch-wise classification map \( \chi_e \) is therefore acquired.

### 3.3.2 Object-based voting

To obtain precise boundary information of the objects, we utilize segmentation map generated by selective search method [96] to refine the preliminary classification map. Selective search is a hierarchical segmentation method. It exploits a graph-based approach [97] to produce a series of initial regions in different color spaces, and then uses the greedy algorithm to iteratively merge small regions. The color, texture, size and fill similarities are employed to control the merging level. Since various image features are considered in the process of initial segmentation and iterative merging, selective search can produce high-quality segmentation results.

After obtaining classification and segmentation maps by patch-wise classification and selective search, we integrate the category and boundary information using a majority voting strategy. Let \( V = \{ y_f \}^F_{f=1} \) denote the homogeneous regions in the segmentation map \( \chi_s \) generated from the target image \( \chi_T \). And \( \hat{y}_f \) is the corresponding area of \( y_f \) in the classification map \( \chi_c \). The number of pixels contained by \( \hat{y}_f \) is \( M = | y_f | \), and category label of the \( m \)-th pixel is \( l_m, m \in \{ 1, \ldots, M \} \). Then the number of pixels belonging to each class in \( \hat{y}_f \) is counted, and the most frequent label \( T(y_f) \) is assigned to all pixels in \( y_f \):

\[
T(y_f) = \operatorname{arg\,max}_{r \in \{1, \ldots, K\}} \sum_{m=1}^{M} \operatorname{sign}(l_m = r) \tag{7}
\]

where \( \operatorname{sign}(\cdot) \) is an indicator function, \( \operatorname{sign}(\text{true}) = 1, \operatorname{sign}(\text{false}) = 0 \), and \( r \) denotes the possible class label. For all segmented objects, the same voting scheme is applied, and the final classification result is then acquired.

### 4 GID: a well-annotated dataset for land-cover classification

We construct a large-scale land-cover dataset with Gaofen-2 (GF-2) satellite images. This new dataset, which is named as Gaofen Image Dataset (GID), has superiorities over the existing land-cover dataset because of its large coverage, wide distribution, and high spatial resolution. GID consists of two parts: a large-scale classification set and a fine land-cover classification set. The large-scale classification set contains 150 pixel-level annotated GF-2 images (see Fig. 5), and the fine classification set is composed of 30,000 multi-scale image patches (see Fig. 6) coupled with 10 pixel-level annotated GF-2 images. More details are shown in Table 1. The training and validation data with 15 categories is collected and re-labeled based on the training and validation images with 5 categories, respectively.

| Set                          | Class | Training Size          | Validation Size          |
|------------------------------|-------|------------------------|--------------------------|
| Large-scale Classification    | 5     | 120 GF-2 images        | 6800 × 7200              |
| Fine Land-cover Classification| 15    | 30,000 patches         | 56 × 56, 112 × 112, 224 × 224 |

The training images of GID are utilized to pre-train a CNN model with strong generalization ability specific to RS domain. In addition, it can serve as data resource to advance the state-of-the-art in land-cover classification task. GID and its reference annotations have been provided online at https://x-ytong.github.io/project/GID.html.
Furthermore, to validate the transferability of our method on multi-source HRRS images, we annotate high-resolution images acquired by different sensors, including Gaofen-1, Jilin-1, Ziyuan-3, Sentinel-2A satellite images, and Google Earth platform data. GID and multi-source images are introduced in Section 4.1 and Section 4.2, respectively.

![Figure 5: Left: Distribution of the geographical locations of images in GID. The large-scale classification set contains 120 training images and 30 validation images, which are marked with orange and cyan. Right: Examples of GF-2 images and their corresponding ground truth.](image)

4.1 Gaofen image dataset

4.1.1 Gaofen-2 satellite images

Gaofen-2 (GF-2) is the second satellite of the High-definition Earth Observation System (HDEOS) promoted by China National Space Administration (CNSA). Two panchromatic and multispectral (PMS) sensors with effective spatial resolution of 1 m panchromatic (pan)/4 m multispectral (MS) are onboard the GF-2 satellite, with a combined swath of 45 km. The resolution of the sub-satellite point is 0.8 m pan/3.24 m MS, and the viewing angle of a single camera is 2.1°. GF-2 satellite realizes global observation within 69 days and repeat observations within 5 days.

The multispectral image we used to establish GID provide a spectral range of blue (0.45-0.52 μm), green (0.52-0.59 μm), red (0.63-0.69 μm) and near-infrared (0.77-0.89 μm), and a spatial dimension of 6800 × 7200 pixels covering a geographic area of 506 km².

GF-2 images achieve a combination of high spatial resolution and wide field of view, allowing the observation of detailed information over large areas. Since launched in 2014, GF-2 has been made use of for land-cover surveys, environmental monitoring, crop estimation, construction planning and other important applications.

4.1.2 Land-cover types

We refer to Chinese Land Use Classification Criteria (GB/T21010-2017) to determine a hierarchical category system. In the large-scale classification set of GID, 5 major categories are annotated: built-up, farmland,
Figure 6: Top: Training samples in the fine land-cover classification set. Three examples of each category are shown. There are 30,000 images within 15 classes. Bottom: Examples of validation images and their corresponding ground truth.

Forest, meadow, and water, which are pixel-level labeled with five different colors: red, green, cyan, yellow, and blue, respectively. Areas not belonging to the above five categories and clutter regions are labeled as background, which is represented using black color. The fine land-cover classification set is made up of 15 sub-categories: paddy field, irrigated land, dry cropland, garden land, arbor forest, shrub land, natural meadow,
artificial meadow, industrial land, urban residential, rural residential, traffic land, river, lake, and pond. Its training set contains 2,000 patches per class, and validation images are labeled in pixel level. Examples of training and validation data with 15 categories are demonstrated in Fig. 6. The two parts of GID constitute a hierarchical classification system, and the affiliation of them is shown in Fig. 7.

4.1.3 Dataset properties

**Widely distributed:** GID contains 150 high-quality GF-2 images acquired from more than 60 different cities in China, which is shown in Fig. 5. It is widely distributed over the geographic areas covering more than 50,000 km². Due to the extensive geographical distribution, GID represents the distribution information of ground objects in different areas.

**Multi-temporal:** The images obtained at different time from the same location or overlapping areas are included in GID. For example, Fig. 8(a)-(b) are images acquired at Xiantao, Hubei Province on September 2, 2015 and June 14, 2016 respectively. Fig. 8(c)-(d) are images captured at Wuhan, Hubei Province on September 2, 2015 and June 14, 2016. Fig. 8(e)-(f) are images acquired around Nanchang, Jiangxi Province on August 12, 2016 and January 3, 2015. Fig. 8(g)-(h) are images acquired around Langfang, Hebei Province on August 27, 2016 and June 9, 2016. The spectral responses of the ground objects in the same area emerge in distinct differences due to seasonal changes.

Therefore, GID presents rich diversity of the ground objects in spectral response and morphological structure.

4.2 Gaofen-1, Jilin-1, Ziyuan-3, Sentinel-2A images, and Google Earth data

Newly acquired RS images may come from different sensors, the classification of the multi-source images is therefore of great significance. We also verify the effectiveness of our algorithm on HRRS images captured by other sensors, including Gaofen-1 (GF-1), Jilin-1 (JL-1), Ziyuan-3 (ZY-3), Sentinel-2A (ST-2A), and Google Earth platform data. The introduction of these images is as follows.

**Gaofen-1 Satellite Images:** GF-1 satellite configures with two PMS and four wide field of view (WFV) sensors. The resolution of PMS is 2 m pan/8 m MS, and the swath is 60 km. Two GF-1 multispectral images that were captured in Wuhan, Hubei Province on July 25, 2016, and in Jiujiang, Jiangxi Province on October 16, 2015 are employed in the experiments. We denote them as GF-1(1) and GF-1(2), as shown in Fig. 9.
**Jilin-1 Satellite Images:** The resolution of JL-1 satellite is 0.72 m pan/2.88 m MS, and it has only three bands of red, green, and blue. Two JL-1 images that were respectively captured around Ha Noi, Vietnam on June 11, 2016, and around Tokyo, Japan on June 3, 2016 are used in the experiments. We denote them as JL-1(1) and JL-1(2), as shown in Fig. 9.

**Ziyuan-3 Satellite Images:** ZY-3 satellite configures with three panchromatic time delay integration (TDI) charge coupled device (CCD) sensors and a multispectral scanner (MSS). The resolution of MSS is 5.8 m, and the swath is 52 km. Two ZY-3 multispectral images that were respectively captured in Fuzhou, Jiangxi Province on August 28, 2016, and in Shangrao, Jiangxi Province on August 28, 2016 are utilized in the experiments. We denote them as ZY-3 (1) and ZY-3 (2), as shown in Fig. 9.

**Sentinel-2A Satellite Images:** ST-2A satellite carries a PMS sensor that covers 13 spectral bands. The spatial resolution of visible and near-infrared bands is 10m. ST-2A satellite has a very wide swath of 290 km. Two ST-2A multispectral images that were respectively captured around La Rochelle, France on October 21, 2018, and around Orleans, France on October 18, 2018 are used in the experiments. We denote them as ST-2A(1) and ST-2A(2), as shown in Fig. 9.

**Google Earth Platform Data:** To confirm the practicality of our algorithm for application, we conduct land-cover classification in Wuhan, Hubei province, China. Google Earth platform data captured on December 9, 2017 from Wuhan area are utilized. They have the resolution of 4.78 m and contains only three bands of red, green, and blue. We refer to these images as GE-WH, as shown in Fig. 10.

We demonstrate the heterogeneity of multi-source data in Fig. 11. Sub images with size of 400 × 400 are cropped from 6 different data. It can be observed that, besides the significant difference in spatial resolution, the morphology of farmland and built-up varies greatly due to the diversity of geographic location. In addition, because of seasonal changes, part of farmland is fallow and the other part is covered by crops. The heterogeneity of the source and target domains brings challenges to transfer learning.
5 Experimental results

We test our algorithm and analyse the experimental results in this section. Two types of land-cover classification issues are examined: 1) transferring deep models to classify HRRS images captured with the same sensor and under different conditions, 2) transferring deep models to classify multi-source HRRS images. For performance comparison, several object-based land-cover classification methods are utilized. The implementation details, comparison methods, and evaluation metrics are introduced in Section 5.1. Section 5.2 presents the experimental results of Gaofen-2 (GF-2) images. Section 5.3 tests the transferability of our algorithm on multi-source images.
5.1 Experimental setup

Pre-processing: For pre-processing, we re-quantize the responses of GF-2, GF-1, JL-1, ST-2A, and ZY-3 images to 8-bit with the optimized linear stretch function embedded in ENVI software. For GE-WH, we perform no pre-processing. In particular, to classify 3-band images (JL-1, GE-WH), we remove the near-infrared band of GF-2 images to train the model with the input size of 3 channels. When annotating label masks, we use the lasso tool in Adobe Photoshop to mark the areas of each land-cover category in the images.

Model Training: ResNet-50 models are pre-trained on the training images of GID, and our algorithm is tested on the validation images of GID as well as multi-source images. For the large-scale classification
set, we train the models using patches with multiple scales to exploit the multi-scale contextual information. Patches of size 56 × 56, 112 × 112, and 224 × 224 are randomly sampled on each training image. If more than 80% pixels in a patch are covered by the same category, this patch is considered as a training sample. For each of the 5 categories, 10,000 samples are selected for each scale. Thus, a total of 10,000 × 3 × 5 = 150,000 patches are collected. Then, they are uniformly resized to 224 × 224 to pre-train a ResNet-50 model. For the fine land-cover classification set, we directly use the 30,000 image patches to fine-tune the ResNet-50 model pre-trained on 5 categories. In addition, image augmentation strategies [27] are adopted to avoid overfitting.

For multi-source images, we separately partition them into candidate patch sets with multi-scale sliding windows. We set different window sizes for different data according to their spatial resolution. For GF-1, the window sizes are 28 × 28, 56 × 56, and 112 × 112. For JL-1, the window sizes are 78 × 78, 156 × 156, and 312 × 312. For ZY-3, the window sizes are 38 × 38, 76 × 76, and 152 × 152. For ST-2A, the window sizes are 22 × 22, 44 × 44, and 88 × 88. For GE-WH, the window sizes are 46 × 46, 92 × 92, and 184 × 184. And the length of the stride is set as half the size of the window.

The parameters of ResNet-50 are initialized with ImageNet [98], and the softmax layer is initialized by Gaussian distribution. The last three bottlenecks and softmax layer of ResNet-50 are trained. In particular, when pre-training ResNet-50 for 4-band data, the new conv1 layer is initialized by Gaussian distribution, and is trained along with the last three bottlenecks and softmax layer. To train a deep model with multi-scale
patches, patches with multiple scales are uniformly resized to $224 \times 224$. Considering the differences in feature distribution between multi-source images, we select $U_{tg}$ set and fine-tune ResNet-50 model for each target image separately to prevent different data sources from interfering with each other. The hyper-parameters for training are set as follows: batch size is 32, epoch number is 15, momentum value is 0.9, and initial learning rate is 0.1. When the error rate stops decreasing, we divide the learning rate by 10 and use the new value to update the parameters.

**Comparison Methods:** We compare our algorithm with several object-based classification methods. Selective search method is used to segment the image into homogeneous objects. Specifically, a set of four different features are exploited, including spectral feature, gray-level co-occurrence matrix (GLCM) [99], differential morphological profiles (DMP) [100], and local binary patterns (LBP) [101]. Moreover, we consider multi-feature fusion strategy, which aggregates the above features by normalization and vector concatenation. Maximum likelihood classification (MLC), random forest (RF), support vector machine (SVM), and multi-layer perceptron (MLP) are employed as classifiers.

The parameters of the comparison methods are set to the optimal values. The window size is set to $7 \times 7$ pixels for GLCM. The radius of the structural elements for DMP is set to 4 pixels. And for LBP, the filter size is $5 \times 5$ pixels. The number of trees for RF is 500. The kernel function of SVM is radial basis function (RBF) kernel. MLP has 4 hidden layers with 20 nodes per layer. The initial segmentation size is set to 400 for selective search. We randomly select 15,000 multi-scale patches from GID’s training set to train comparison classifiers. After training, the classifiers are directly used to classify the target data.

**Evaluation Metrics:** To evaluate our algorithm, we assess the experimental results with Kappa coefficient (Kappa), overall accuracy (OA), and user’s accuracy [102].

We test our algorithm on the validation set of GID and the multi-source data. The classification accuracy is assessed on all of the labeled pixels (except for the background) in the test images. Let $P_{ab}$ denote the number of pixels of class $a$ predicted to belong to class $b$, and let $t_a = \sum_b P_{ab}$ be the total number of pixels belong to class $a$, let $t_b = \sum_a P_{ab}$ be the total number of pixels predicted to class $b$. The metrics are defined as follow:

- **Kappa coefficient:** Kappa is a statistic that measures the agreement between the prediction and the ground truth.

$$Kappa = \frac{P_o - P_c}{1 - P_c} \quad (8)$$

where

$$P_o = \sum_a \frac{P_{aa}}{t_a} \quad (9)$$

$$P_c = \frac{\sum_b (\sum_a P_{kb} \cdot \sum_a P_{ak})}{\sum_a t_a \cdot \sum_a t_a} \quad (10)$$

where $k \in [1, K]$, and $K$ is the number of categories.

- **Overall accuracy:** OA is the percentage of correctly classified pixels and all pixels in the entire image.

$$OA = \frac{\sum_a P_{aa}}{\sum_a t_a} \quad (11)$$

- **User’s accuracy:** User’s accuracy of class $b$ is the proportion of correctly classified pixels in all pixels predicted to class $b$.

$$user’s \ accuracy = \frac{P_{bb}}{t_b} \quad (12)$$
The values of Kappa, OA, and user’s accuracy are in the range of 0 to 1, and the higher value indicates the better classification performance.

5.2 Experiments on Gaofen-2 images

To test the effectiveness of CNN model pre-trained on GID, which is denoted as PT-GID, we compare our approach with object-based methods. Although the acquisition location and time are diverse, the objects belong to the same class have similar spectral response in the images captured by the same sensor (i.e., GF-2 satellite). Hence we directly use ResNet-50 pre-trained on GID’s training set to classify the validation images. Multi-scale information aggregation is exploited here, and the initial segmentation size is 400 pixels. The experimental results of our algorithm and the comparison methods are shown in Table 2.

It can be seen that PT-GID achieves the highest Kappa and OA of 0.924 and 96.28% on 5 classes, and of 0.605 and 70.04% on 15 classes. This experimental phenomenon shows the strong transferability of PT-GID. However, among the comparison methods, the optimal results are given by RF+Fusion, yielding Kappa and OA of 0.641 and 78.45% on 5 classes, and of 0.237 and 33.70% on 15 classes, respectively. This shows that conventional classifiers and features lack generalization capabilities for data shift.

To demonstrate the classification results more intuitively, we display the land-cover classification maps. Fig. 12(a)-(b) show a GF-2 image belonging to the large-scale classification set, which is obtained in Dongguan, Guangdong Province on January 23, 2015, and its ground truth. Fig. 12 (c)-(g) are the results generated by MLC+Fusion, RF+Fusion, SVM+Fusion, MLP+Fusion, and PT-GID. It can be seen that

| Methods          | 5 Classes | User’s Accuracy (%) | 15 Classes |
|------------------|-----------|---------------------|------------|
|                 | Kappa     | OA(%)               | built-up   | farmland | forest | meadow | water | Kappa     | OA(%)   |
| MLC+spectral     | 0.504     | 65.48               | 58.28      | 66.65    | 33.25  | 4.23   | 82.30 | 0.134     | 22.65   |
| MLC+GLCM         | 0.389     | 56.22               | 66.65      | 73.56    | 20.55  | 0.05   | 63.50 | 0.092     | 16.07   |
| MLC+DMP          | 0.512     | 65.82               | 59.05      | 68.04    | 33.91  | 4.19   | 82.53 | 0.028     | 23.26   |
| MLC+LBP          | 0.195     | 37.31               | 39.77      | 52.39    | 25.08  | 0.96   | 66.82 | 0.084     | 16.28   |
| MLC+Fusion       | 0.606     | 74.53               | 61.81      | 67.38    | 36.15  | 2.92   | 82.09 | 0.145     | 23.61   |
| RF+spectral      | 0.526     | 68.73               | 55.48      | 67.25    | 34.76  | 2.22   | 84.25 | 0.164     | 23.79   |
| RF+GLCM          | 0.426     | 61.83               | 65.73      | 70.71    | 18.84  | 0.68   | 67.54 | 0.119     | 19.05   |
| RF+DMP           | 0.512     | 67.04               | 56.38      | 67.08    | 34.97  | 3.22   | 83.40 | 0.173     | 24.52   |
| RF+LBP           | 0.365     | 58.76               | 46.14      | 59.42    | 23.19  | 1.40   | 68.30 | 0.063     | 11.60   |
| RF+Fusion        | 0.641     | 78.45               | 62.61      | 71.12    | 36.10  | 3.94   | 84.29 | 0.237     | 33.70   |
| SVM+spectral     | 0.103     | 46.11               | 54.68      | 42.86    | 41.82  | 1.02   | 62.11 | 0.024     | 22.72   |
| SVM+GLCM         | 0.456     | 62.15               | 72.67      | 68.64    | 20.41  | 0.91   | 67.13 | 0.096     | 16.65   |
| SVM+DMP          | 0.125     | 47.12               | 54.14      | 44.47    | 40.78  | 0.13   | 70.97 | 0.130     | 19.01   |
| SVM+LBP          | 0.293     | 51.94               | 44.65      | 59.02    | 20.40  | 1.89   | 45.83 | 0.027     | 12.28   |
| SVM+Fusion       | 0.488     | 66.88               | 61.28      | 72.27    | 23.01  | 2.26   | 54.18 | 0.148     | 23.92   |
| MLP+spectral     | 0.442     | 60.93               | 52.42      | 58.26    | 29.21  | 1.36   | 84.11 | 0.082     | 14.19   |
| MLP+GLCM         | 0.440     | 61.21               | 74.31      | 68.94    | 19.95  | 1.00   | 66.48 | 0.082     | 16.65   |
| MLP+DMP          | 0.480     | 63.05               | 55.81      | 65.25    | 41.38  | 1.55   | 82.53 | 0.162     | 26.06   |
| MLP+LBP          | 0.220     | 41.30               | 38.90      | 49.75    | 15.70  | 0.82   | 61.03 | 0.104     | 18.63   |
| MLP+Fusion       | 0.616     | 75.81               | 58.69      | 72.40    | 32.86  | 2.67   | 83.99 | 0.199     | 30.57   |
| PT-GID           | **0.924** | **96.28**           | **88.42**  | **91.85** | **79.42** | **70.55** | **87.60** | **0.605** | **70.04** |
farmland is the most difficult class to be recognized in this image. Meadow, forest and farmland categories are seriously confused by the comparison methods. Compared to the comparison methods, our algorithm generates the best classification performance for built-up and farmland categories. However, our method misclassified some paddy fields into water.

Fig. 13(a) displays a GF-2 image belonging to the fine land-cover classification set, which is acquired in Wuhan, Hubei Province on April 11, 2016, and Fig. 13(b) is its ground truth. Fig. 13 (c)-(g) show the classification results produced by MLC+Fusion, RF+Fusion, SVM+Fusion, MLP+Fusion, and PT-GID. It can be observed that the comparison methods misclassify large areas of urban residential into rural residential and industrial. This is because the spectral responses of these classes are similar. When the labeling information of the target data is unavailable, it is difficult for the conventional feature extraction methods to represent the contextual properties of these ground objects. Whereas, our scheme generates smooth classification maps that close to the ground truth.

5.3 Experiments on multi-source images

This section focuses on validating the effectiveness of the proposed algorithm on multi-source data. Two deep models are utilized to classify each target image: 1) ResNet-50 pre-trained on the source domain data, 2) ResNet-50 fine-tuned with FT-Utg, which are denoted as PT-GID and FT-Utg, respectively. For learning transferable models, we set the parameters $\sigma, \delta, \mu$ to 0.8, 5, 4000 for 5 classes, and to 0.7, 5, 2000 for 15 classes, respectively. Multi-scale information aggregation is utilized, and the initial segmentation size is 400 pixels. We compare our algorithm with object-based classification methods. The fusion of spectral feature, GLCM, DMP, and LBP is used to represent the characteristics of images. The classifiers used are MLC, RF, SVM, and MLP.
Table 3: OA (%) of different methods on images captured by different sensors.

| Image   | OA (%) | MLC   | RF    | SVM   | MLP   | PT-GID | FT-Utg |
|---------|--------|-------|-------|-------|-------|--------|--------|
| GF-1(1) | 5 classes | 62.89 | 61.95 | 43.06 | 68.13 | 82.62  | 89.84  |
|         | 15 classes | 13.09 | 21.80 | 24.33 | 8.01  | 57.72  | 60.07  |
| GF-1(2) | 5 classes | 84.87 | 84.69 | 55.45 | 78.99 | 92.40  | 95.38  |
|         | 15 classes | 14.08 | 33.46 | 35.11 | 25.04 | 74.90  | 76.89  |
| JL-1(1) | 5 classes | 66.78 | 67.86 | 28.26 | 74.26 | 88.96  | 90.37  |
|         | 15 classes | 4.49  | 8.28  | 24.90 | 11.57 | 50.12  | 52.86  |
| JL-1(2) | 5 classes | 80.67 | 61.14 | 65.25 | 67.31 | 72.51  | 89.08  |
|         | 15 classes | 6.89  | 23.60 | 17.47 | 23.87 | 66.15  | 71.09  |
| ST-2A(1)| 5 classes | 49.40 | 76.96 | 58.10 | 81.06 | 97.08  | 97.38  |
|         | 15 classes | 8.30  | 35.08 | 8.67  | 21.11 | 61.14  | 66.61  |
| ST-2A(2)| 5 classes | 55.34 | 53.37 | 45.24 | 81.58 | 94.46  | 95.46  |
|         | 15 classes | 9.28  | 11.22 | 11.09 | 2.15  | 28.96  | 56.89  |
| ZY-3(1) | 5 classes | 63.37 | 69.24 | 58.38 | 62.18 | 85.62  | 89.21  |
|         | 15 classes | 24.34 | 34.38 | 48.18 | 10.52 | 80.97  | 82.50  |
| ZY-3(2) | 5 classes | 55.91 | 72.94 | 66.74 | 64.22 | 92.75  | 94.36  |
|         | 15 classes | 17.27 | 13.86 | 30.18 | 19.32 | 49.47  | 54.95  |
methods. For all of the target images, the best OA values of both 5 classes and 15 classes are achieved by FT-Utg. These results show that the relevant samples selected from the target domain can strengthen the transferability of CNN models. Therefore, our sample selection and fine-tuning scheme is very effective for multi-source HRRS images.

When our algorithm is applied to images acquired by different sensors, FT-Utg can boost the performance compared to PT-GID. Especially for JL-1(2), compared with the results of PT-GID, the OA of FT-Utg increases by 16.57% on 5 classes, and by 4.94% on 15 classes. This experimental phenomenon indicates that, if the spectral responses of the target domain and the source domain are similar, the information learned from the source domain samples can benefit the interpretation of the target domain. Conversely, if the spectral responses of the target and source domain are very different (e.g. obtained by different sensors), the supervision information of the source domain is not reliable for the target domain.

Fig. 14(a)-(b) show JL-1(2) and its corresponding ground truth with 15 categories. Fig. 14 (c)-(h) are the results of MLC+Fusion, RF+Fusion, SVM+Fusion, MLP+Fusion, PT-GID, and FT-Utg, respectively. These results show the effect of fine-tuning schemes on the classification performance. Compared to Fig. 15(c), less urban residential area is mistakenly classified as rural residential in Fig. 15(d). This is
Figure 15: Classification results of a sub image in ZY-3(1). (a) The original sub image. (b) Ground truth. (c)-(d) Results of PT-GID and FT-\textit{U}$_{tg}$.

because the spectral responses and the textures of these categories are similar. Whereas, transferred model can learn structural information and spatial relationship of the objects specific to the target domain. These experimental phenomena further validate the robustness and transferability of our approach for diverse HRRS images.

### 5.3.2 Results of Google Earth platform data in Wuhan

To test the performance of our method for large-scale land-cover classification, we conduct experiment on GE-WH, which is partially annotated with 5 classes for accuracy assessment, as shown in Fig. 16(c). Table 4 displays the classification performance of the different methods. Overall, our method produces the most satisfactory results. The best result of the comparison methods is generated by RF+Fusion, only reaching Kappa and OA value of 0.490 and 61.43%, respectively. However, FT-\textit{U}$_{tg}$ achieves the overall highest Kappa and OA of 0.924 and 94.56%. Compared to PT-GID, FT-\textit{U}$_{tg}$ increases Kappa and OA values by 0.205 and 14.24%, respectively.

Fig. 16(a) shows the original GE-WH. Fig. 16(b) displays the intact classification map produced by FT-\textit{U}$_{tg}$. Fig. 16(c)-(d) are the partially annotated label mask and the classification result of FT-\textit{U}$_{tg}$ in the labeled areas, respectively. It can be seen that some areas in Fig. 16(d) are misclassified, for example, water area in the middle of Wuhan is identified as farmland. However, in the absence of labeling information of the target image, our method achieves Kappa and OA values that exceed 90%. These results show that our algorithm has the ability to cope with large-coverage HRRS images. Moreover, they also demonstrate the potential of our algorithm to interface with Google Earth and to be applied for practical land-cover mapping.

| Evaluation Metrics | MLC  | RF   | SVM  | MLP  | PT-GID | FT-\textit{U}$_{tg}$ |
|-------------------|------|------|------|------|--------|----------------------|
| **Kappa**         | 0.132| 0.490| 0.253| 0.424| 0.719  | 0.924                |
| **OA(%)**         | 27.05| 61.43| 41.40| 58.07| 80.32  | 94.56                |
| **Built-up**      | 58.32| 96.05| 34.73| 80.04| 99.38  | 98.27                |
| **Farmland**      | 77.51| 62.27| 61.00| 63.49| 62.65  | 87.20                |
| **Forest**        | 13.89| 82.26| 32.99| 74.90| 97.34  | 97.06                |
| **Meadow**        | 0.02 | 0.28 | 0.00 | 0.19 | 72.69  | 0                    |
| **Water**         | 47.46| 74.45| 64.46| 74.19| 99.92  | 99.97                |

Table 4: Comparison of different land-cover classification methods on GE-WH.
Figure 16: (a) GE-WH image. (b) Classification map produced by FT-$U_{tg}$. (c) Partially labeled ground truth. (d) Classification result of FT-$U_{tg}$ in the labeled areas.

6 Sensitivity Analysis

In the former section, the experimental results show the promising performance of the proposed method. However, some parameters have impact on the classification results. In this section, we analyse and discuss these factors through additional experiments, including analysis on patch size, segmentation method, and thresholds of transfer learning scheme.
6.1 Analysis on multi-scale information fusion

To verify the effectiveness of multi-scale information fusion strategy, we compare the classification performance of the single- and multi-scale methods on the dataset with 5 classes. Image patches of three different sizes are tested: $56 \times 56$, $112 \times 112$, and $224 \times 224$. For selective search segmentation, the initial segmentation size is set to 400. The classification accuracies obtained with different patch sizes are shown in Table 5.

Table 5: Comparison of different patch sample scales.

| Patch Size   | Kappa (%) | OA (%) | User’s Accuracy (%) |
|--------------|-----------|--------|---------------------|
| $56 \times 56$ | 0.915     | 95.41  | built-up 80.02      |
|              |           |        | farmland 89.47      |
|              |           |        | forest 76.83        |
|              |           |        | meadow 78.87        |
|              |           |        | water 89.12         |
| $112 \times 112$ | 0.892     | 94.36  | built-up 71.33      |
|              |           |        | farmland 87.10      |
|              |           |        | forest 76.31        |
|              |           |        | meadow 77.84        |
|              |           |        | water 89.71         |
| $224 \times 224$ | 0.880     | 92.67  | built-up 72.13      |
|              |           |        | farmland 86.41      |
|              |           |        | forest 75.95        |
|              |           |        | meadow 71.54        |
|              |           |        | water 87.75         |
| Multi-scale  | 0.924     | 96.28  | built-up 88.42      |
|              |           |        | farmland 91.85      |
|              |           |        | forest 79.42        |
|              |           |        | meadow 70.55        |
|              |           |        | water 87.60         |

For single scales, the optimal result is achieved by the smallest patch size $56 \times 56$. This is because our classification method is based on the image patches generated from non-overlapping grid partition, and all pixels in a patch are assigned with the same label. If the patch size is too large, the object details in the patches will be lost. Compared with the best results given by the single-scale approaches, multi-scale information fusion strategy attains the highest Kappa and OA of 0.924 and 96.28%, respectively. These results indicate that ground objects in HRRS images show great variations of contextual information in different scales. And combining image information of different scales helps to characterize the spatial distributions of the ground objects.

6.2 Analysis on segmentation

To analyse the influence of the segmentation scale, we test five different initial segmentation sizes of selective search method, including 200, 400, 600, 800, and 1000, on the validation set with 5 classes. The image patches of size $56 \times 56$ are used for model pre-training and patch-wise classification. The mean OA values generated by each segmentation scale are illustrated in Fig. 17.

![Figure 17: Sensitivity analysis for the segmentation scale.](image)

It can be seen that, the mean OA value first slightly increases and then continuously decreases with the increase of the segmentation scale. When the segmentation scale is set to 400, the best result is yielded. In
In general, for object-based land-cover classification, the most suitable segmentation scale depends on the spatial resolution of the RS image and the characteristics of the ground objects. If the image is over-segmented, more noise will be introduced into the classification results, and if the image is under-segmented, the classification map will lose a lot of details.

In addition, we compare the performance of selective search method with multi-resolution segmentation on 5 classes. We utilize the multi-resolution segmentation function embedded in eCognition, which is a professional and efficient software for RS image analysis, to generate segmentation maps. The scale parameter is set to 400, the same with that of selective search method. And the patch size is set to \( 56 \times 56 \). The results are shown in Table 6.

Selective search provides slightly higher Kappa and OA value than the results of multi-resolution segmentation. On farmland and water, selective search behaves better, while multi-resolution segmentation generates higher accuracy on built-up, forest and meadow categories. The experimental results show that the performance of the two methods is comparable. Since this procedure is not the key factor to determine the accuracy of our approach, one may employ either selective search or multi-resolution segmentation method.

Table 6: Comparison of selective search and multi-resolution segmentation.

| Segmentation Method                  | Kappa (%) | OA (%) | User’s Accuracy (%) |
|-------------------------------------|-----------|--------|---------------------|
|                                     |           |        | built-up  | farmland | forest | meadow | water |
| Selective Search Method             | 0.915     | 95.41  | 80.02  | 89.47    | 76.83  | 78.87  | 89.12 |
| Multi-resolution Segmentation       | 0.907     | 94.62  | 82.35  | 87.50    | 81.89  | 83.94  | 88.01 |

6.3 Analysis on transfer learning parameters

To investigate how the \( \sigma, \delta, \text{ and } \mu \) parameters affect the proposed transfer learning scheme, we study on every parameter separately, i.e. at each time experimenting with one parameter and fixing the other two. Tests are conducted on GF-1, JL-1, ZY-3 and ST-2A images, and the mean OA value of these images are calculated to indicate the impact of the parameters. The relationship between the mean OA value and \( \sigma, \delta, \mu \) is presented in Fig. 18.

Parameter \( \sigma \) is varied from 0.5 to 0.9, with an interval of 0.1. \( \delta \) and \( \mu \) are set to 5 and 4000 for 5 classes, 5 and 2000 for 15 classes, respectively. \( \sigma \) is the threshold for pseudo-label assignment. In the transfer learning scheme, candidate patches with classification probability greater than \( \sigma \) are assigned the pseudo-labels. When \( \sigma \) is set to 0.8 and 0.7, the best performance is achieved on 5 classes and 15 classes respectively. This is because smaller \( \sigma \) value leads to unreliable pseudo-labels, while larger \( \sigma \) value may result in very few candidate samples, which are insufficient to train a well-performed deep model. Furthermore, when the classes are finer, the same category of different data sources have a larger difference in characteristics, and higher confidence may filter out valuable samples.

Parameter \( \delta \) is varied from 1 to 9, with an interval of 2. \( \sigma \) and \( \mu \) are set to 0.8 and 4000 for 5 classes, 0.7 and 2000 for 15 classes, respectively. \( \delta \) is utilized to filter out the pseudo-labels that do not match the annotation information of the source domain. If the true-labels of the top \( \delta \) retrieved samples are identical to the pseudo-label of the query patch, this query patch is retained, otherwise it is removed. The \( \delta \) with value of 5 provides the highest mean OA value. The reason for this phenomenon is that smaller \( \delta \) value can not guarantee the consistency of the pseudo-labels and the true-labels, while larger \( \delta \) is too strict to extract sufficient candidate patches from the target domain.

Parameter \( \mu \) is varied from 1000 to 5000, with an interval of 1000 on 5 classes, and from 500 to 2500, with an interval of 500 on 15 classes. \( \sigma \) and \( \delta \) are set to 0.8 and 5 for 5 classes, 0.7 and 5 for 15 classes, respectively. \( \mu \) is employed to limit the number of target domain samples. It can be observed that, on 5 classes, at the beginning, the classification accuracy increases with the increase of the \( \mu \) value, and when \( \mu \) is greater than 2000, the mean OA value rises more gently. The highest accuracy is achieved when \( \mu \) is equal
to 4000. This shows that $\mu$ of 2000 is enough to select sufficient samples for training a well-performed model, although it does not provide the best performance. And when $\mu$ is larger than 4000, there is redundancy between the selected target domain samples, which causes the deep model to be biased toward the redundant information. In addition, excessive training samples distinctly reduce the model training efficiency. On 15 categories, our approach behaves best when $\mu$ is equal to 1500. This is because the 5 major categories are subdivided in the fine land-cover classification set, and each sub-class contains fewer samples.

The high diversity of the samples in the source domain (i.e. GID) enables the pre-trained CNN to be discriminating. Therefore, diverse target samples can be correctly identified and selected by the models. To ensure that sufficient samples are extracted for model fine-tuning, we have not adopted diverse criterion to deal with data redundancy. Due to the large volume of CNN’s parameters and the variety of target samples, appropriate data redundancy does not have a significant impact on model performance. In the future research, we are interested in further investigating how to address the redundancy problem with diverse criterions.

7 Discussion

Land-cover classification is closely tied to the ecological condition of the Earth’s surface and have significant implications for global ecosystem health, water quality, and sustainable land management. Most studies on large-scale land-cover classification generally use the low-/medium-spatial resolution RS images, however, due to the lack of spatial information, these images are insufficient for detailed mapping for high heterogeneous areas [103]. By contrast, high-spatial resolution images provide rich texture, shape, and spatial distribution information of ground objects, which contribute significantly to distinguish categories with similar spectral characteristics. Nevertheless, because of the narrow spatial coverage and high economic costs, high-spatial resolution images are commonly employed in land-cover classification for some specific small regions.

Figure 18: Sensitivity analysis for $\sigma$, $\delta$, and $\mu$ parameters.
addition, even if a mass of HRRS images are available, in the case where accurate annotation is difficult to quickly obtain, the classifiers will have insufficient adaptability to data and cannot be used in practical applications. Therefore, it is highly demanded to develop robust and transferable algorithms to achieve high-precision land-cover classification at large-scale.

Considering that the structure and spatial relationship of the ground objects do not change with the acquisition conditions, we relate the intrinsic characteristics of the objects in the multi-source data through the high-level deep features of the images. Our approach is inspired by pseudo-label assignment [92, 93] and joint fine-tuning [89, 94] methods. However, compared with these two methods, our semi-supervised algorithm does not need any annotation information of the target domain, and the reliability of our method is improved by the constraint of feature similarity. Our approach achieves complete automatic classification for the unlabeled target images, providing new possibilities for real-time land-cover classification applications. Although our approach proves to be effective in experiments and presents remarkable performance on 5 classes, for more complex categories, the classification accuracy still has room for improvement (see Table 2). We use confusion matrices to analyse the behavior of our method on different fine categories.

As shown in Fig. 19, (a)-(c) are the confusion matrices of classification results of PT-GID on GID, PT-GID on multi-source images, and FT-\( U_{tg}\) on multi-source images, respectively. It can be seen that the fine categories of the same major class are seriously confused, for instance, river, lake, and pond are misclassified. In addition, farmland and meadow are severely confused. This is because that they are difficult to be recognized based on spectral, texture and structure information. Furthermore, the shapes of water and farmland areas are diverse, and they present different appearances in different seasons. In this case, multi-temporal analysis may provide the information that distinguishes between these categories [104–107]. However, multi-temporal analysis generally requires explicit labels of the samples as supervised information for multi-temporal feature learning. Currently, our method cannot guarantee that the pseudo-labels of the selected samples are sufficiently accurate. Therefore, in our future work, it is of great interest to us to further study multi-supervised multi-temporal analysis.

Figure 19: Confusion matrices of land-cover classification results on GID and multi-source images with 15 categories.

8 Conclusion

We present a land-cover classification algorithm that can be applied to classify multi-source HRRS images. The proposed algorithm has the following attractive properties: 1) it automatically selects training samples from the target domain based on the contextual information extracted from deep model. In consequence,
it does not require new manual annotation or algorithm adjustment when being applied to multi-source images. 2) it uses multi-scale contextual information for classification. Therefore, the spatial distributions of the objects are characterized, and the transferability of deep models for RS images with different resolutions is strengthen. 3) it combines patch-wise classification and hierarchical segmentation. The accurate category and boundary information is simultaneously obtained, and the classification noise is reduced in the classification map.

In addition, we constructed a large-scale land-cover dataset, i.e. GID, with 150 high-resolution GF-2 images. It well represents the true distribution of land-cover categories and can be used to train CNN model specific to RS data. We conduct experiments on multi-source HRRS images, including Gaofen-2 (GF-2) images in GID, coupled with Gaofen-1 (GF-1), Jilin-1 (JL-1), Ziyuan-3 (ZY-3), Sentinel-2A (ST-2A), and Google Earth (GE-WH) platform data. The proposed algorithm shows encouraging classification performance. To benefit researchers, GID have been provided online at https://x-ytong.github.io/project/GID.html.
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