Infrared and electronic Raman response of coexisting \textit{d}-wave density wave and \textit{d}-wave superconductivity
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Abstract. We present mean-field calculations for the in-plane optical conductivity, the superfluid density, and the electronic Raman susceptibility in quasi two-dimensional systems possessing a ground state with two competing order parameters: \textit{d}-wave density wave (dDW) and \textit{d}-wave superconductor (dSC). In the coexisting dDW+dSC phase we calculate the frequency dependence of these correlation functions in the presence of impurity scattering in the unitary limit, relevant to zinc-doped cuprate superconductors.

1 Introduction

The pseudogap phase of underdoped high-temperature superconductors (HTSC) has attracted considerable theoretical \cite{1,2,3,4,5} and experimental \cite{6,7,8} attention over recent years. Despite numerous efforts the microscopic origin of the pseudogap and in particular its relationship with superconductivity still remains an open question. The destruction of the Fermi surface above the superconducting transition temperature $T_c$ has been detected by a series of experimental techniques, both indirect and direct, including tunneling \cite{9} and angle-resolved photoemission spectroscopy \cite{10,11}.

As to the theoretical description of this striking phenomenon, one class of models attributes the pseudogap phase as a precursor of superconductivity in which Cooper pairs form at a temperature $T^*$ but only acquire phase coherence at a lower temperature $T_c$, where they form a uniform \textit{d}-wave superconducting (dSC) condensate \cite{2}. Within this framework the pseudogap and the superconducting gap are intimately related. As opposed to this, another class of models invokes various phases which are not directly related to superconductivity, but rather compete with it. One of these is the \textit{d}-wave density wave (dDW) scenario \cite{1}, which has earned particular interest by now. The dDW is a prototype of an unconventional density wave (UDW), a particle-hole condensate with a fully developed gap of \textit{d}-wave symmetry. Its most interesting property is perhaps the fact that it lacks electronic charge density modulation, hence the name “hidden order”, and that there are real staggered orbital currents circulating in the plaquettes of the CuO$_2$ plane in an alternating fashion. Much attention has been devoted to show the consistency of the dDW scenario with several properties of HTSC. These include transport properties such as the in-plane and \textit{c}-axis optical conductivities \cite{5,10}, electronic Raman response \cite{5}, thermodynamic properties \cite{11}, and quasiparticle scattering on a localized impurity \cite{12,13,14}, just to mention a few. Although the dDW scenario was introduced initially on phenomenological grounds \cite{1}, its possible occurrence in microscopic models like the half-filled two-leg ladder has been checked since then \cite{15}.

As we have mentioned so far, the pure dDW phase has been studied quite extensively in recent years from many aspects due to its potential applicability to the anomalous normal state of underdoped cuprates. However, the possible coexistence of this particle-hole condensate with \textit{d}-wave superconductivity below $T_c$ and the consequences of the two-gap feature has not been fully developed, at least as far as the frequency dependent correlation functions are concerned \cite{16}. Mean-field calculations show that there is a substantial region on the temperature-doping phase diagram of the cuprates where the energetically stable solution of the gap equations is a mixture of dDW and dSC orders \cite{14,15,17}. This coexisting dDW+dSC state has been studied within the context of the \textit{c}-axis optical sum rule \cite{10} and superfluid density of HTSC \cite{10}. Also, there has been considerable interest devoted to the exploration of quasiparticle interference patterns and local density of states around a single impurity \cite{12,13,15,18}.

Partly motivated by recent infrared and electronic Raman scattering measurements showing evidence for two-gap feature in underdoped HTSC \cite{19,20}, the aim of this paper is to go beyond the study of single particle properties of dDW+dSC and calculate two-particle Green’s functions. Namely, we present analytical calculations of the in-plane optical conductivity and the electronic Raman susceptibility of dDW+dSC. Disorder effects are included within the unitary limit of impurity scattering relevant to Zn-doped high-$T_c$ cuprates \cite{21,22}. Also, coherence effects
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are studied in detail: we find that while electromagnetic absorption (conductivity) is a clear type I process in pure (single component) dDW, electronic Raman response can be either type I or II, depending on the symmetry of the Raman vertex. In particular, we find that in $A_{1g}$ and $B_{1g}$ channels the dDW coherence factor is type I, whereas interestingly in $B_{2g}$ it changes to type II. This Raman example shows that one has to be rather careful in determining the coherence factor of a response function in the different condensates, i.e., in dDW and dSC, because the general rule of thumb according to which one only has to change the coherence factor from type I to II (or vice versa) when switching between dDW and dSC, might not work every time. It works for example in the case of infrared response, but not necessarily in the Raman experiment. Further examples are given in Section 3.

The paper is organized as follows. In Sec. 2 we describe our model and the analytic formalism. In Sec. 3 we calculate the optical conductivity and the superfluid density in dDW + dSC, while in Sec. 4 electronic Raman scattering is studied in the relevant $A_{1g}$, $B_{1g}$, and $B_{2g}$ symmetries. Finally, in Sec. 5 we conclude and summarize. An Appendix is also given for some technical details.

2 Formalism

Let us consider the following effective low-energy Hamiltonian $[23,24,25]$

$$H_0 = \sum_{\mathbf{k},\sigma} (\epsilon(\mathbf{k}) - \mu) c_{\mathbf{k},\sigma}^+ c_{\mathbf{k},\sigma} + \sum_{\mathbf{k},\sigma} \left( i\Delta_1(\mathbf{k}) c_{\mathbf{k},\sigma}^+ c_{\mathbf{k}+\mathbf{Q},\sigma} + \text{h.c.} \right) + \sum_{\mathbf{k}} \left( \Delta_2(\mathbf{k}) c_{\mathbf{k}+\mathbf{Q},\uparrow}^+ c_{\mathbf{k},\downarrow} + \text{h.c.} \right),$$

(1)

where $\epsilon(\mathbf{k})$ is the electronic kinetic energy, $\mu$ is the chemical potential, $\mathbf{Q} = (\pi/a, \pi/a)$ is the dDW nesting vector, and the amplitudes and momentum dependent parts of the dDW and dSC order parameters, respectively, separate via $\Delta_1(\mathbf{k}) = \Delta_1 f(\mathbf{k})$ and $\Delta_2(\mathbf{k}) = \Delta_2 f(\mathbf{k})$, with

$$f(\mathbf{k}) = (\cos(ak_x) - \cos(ak_y))/2.$$  

(2)

Now the Green’s function of the pure system without impurities is obtained as $[23,24,25]$

$$G_0(\mathbf{k}, i\omega_n)^{-1} = i\omega_n - \xi(\mathbf{k})\rho_2\sigma_3 + \eta(\mathbf{k})\sigma_3 + \Delta_1 f(\mathbf{k})\rho_2 - |\Delta_2 f(\mathbf{k})e^{i\phi_2}\sigma_3\rho_3|,$$

(3)

where $\xi(\mathbf{k}) = (\epsilon(\mathbf{k}) - \epsilon(\mathbf{k} + \mathbf{Q}))/2$, the imperfect nesting term $[23,24,25]$ reads

$$\eta(\mathbf{k}) = \mu - (\epsilon(\mathbf{k}) + \epsilon(\mathbf{k} + \mathbf{Q}))/2,$$

(4)

and the corresponding four-dimensional spinor field is defined as

$$\Psi^+(\mathbf{k}) = (c_{\mathbf{k},\uparrow}^+, c_{-\mathbf{k},\downarrow}^+, c_{\mathbf{k}+\mathbf{Q},\uparrow}^+, c_{-\mathbf{k}-\mathbf{Q},\downarrow}).$$  

(5)

As is well known from dDW theory $[16,18]$, the order parameter of dDW is purely imaginary. Thus, by factoring out the imaginary unit $\Delta_1$ must be necessarily real. To keep the following calculations as simple as possible, but without the loss of generality we may choose the dSC order parameter $\Delta_2$ to be real too, because its phase $\phi_2$ is unrestricted in our mean-field theory. From the poles of $G_0(\mathbf{k}, \omega)$ the quasiparticle excitation spectrum is obtained as $\omega = \pm E_\pm(\mathbf{k})$ with

$$E_\pm(\mathbf{k}) = \sqrt{\left( \pm \xi^2(\mathbf{k}) + \Delta_1^2(\mathbf{k}) - \eta(\mathbf{k}) \right)^2 + \Delta_2^2(\mathbf{k})}.  \quad (6)$$

Impurity scattering can be incorporated into the theory along the lines developed first by Abrikosov and Gorkov in the early sixties $[26,27,28]$. The interaction of electrons with non-magnetic point-like impurities is described by the Hamiltonian $[29,30,31]$

$$H_1 = \frac{1}{V} \sum_{\mathbf{k},\mathbf{q},j} e^{-i\mathbf{q}\mathbf{R}_j} \Psi^+(\mathbf{k} + \mathbf{q}) U(\mathbf{R}_j) \Psi(\mathbf{k}),$$

(7)

where the potential in the four-dimensional Nambu-Gorkov space reads

$$U(\mathbf{R}_j) = U \begin{pmatrix} 1 & 0 & e^{i\mathbf{Q}\mathbf{R}_j} & 0 \\ 0 & -1 & 0 & -e^{i\mathbf{Q}\mathbf{R}_j} \\ e^{-i\mathbf{Q}\mathbf{R}_j} & 0 & 1 & 0 \\ 0 & -e^{-i\mathbf{Q}\mathbf{R}_j} & 0 & -1 \end{pmatrix},$$

(8)

with $\mathbf{R}_j$ being the position of the $j$th impurity atom and $U$ is the amplitude of the delta-potential. Following the method of Ref. [29], the electronic self-energy from impurities is

$$\Sigma(\mathbf{R})(i\omega_n) = n_i \left( U(\mathbf{R})^{-1} - \frac{1}{V} \sum_{\mathbf{k}} G(\mathbf{k}, i\omega_n) \right)^{-1},$$

(9a)

where $n_i = N_i/V$ is the impurity concentration and the subscript $\mathbf{R}$ means the position of an impurity over which the average should be taken. Its diagrammatic representation is shown in Fig. 1. But most importantly, because of the requirement of self-consistency, $G(\mathbf{k}, i\omega_n)$ is itself the renormalized Green’s function appearing in Dyson’s equation

$$G(\mathbf{k}, i\omega_n)^{-1} = G_0(\mathbf{k}, i\omega_n)^{-1} - \langle \Sigma(\mathbf{R})(i\omega_n) \rangle_{\text{imp}}.$$  

(9b)

Before proceeding further with the analytical calculation we have to comment on an important simplification we will employ. The momentum dependence of the quasiparticle band structure given by Eq. (3) is very complicated because of the finite imperfect nesting term. As is well known by now from ARPES measurements underdoped cuprates do not exhibit perfect nesting and the experimental situation is best described by a $t$-$t’$ model, where both the next-nearest neighbor hopping term $t’$ and the doping $\mu$ is finite $[16,18]$. This gives rise to finite $\eta$, and consequently to a rich temperature-doping phase diagram.
It is clear that these quasiparticles behave in some respect the same. Only the energy scale is different according to Eq. (11).

Neglecting imperfect nesting we find that electron or hole pockets will not form around the dDW gap nodes and the two gap functions add up squared as the quasiparticle energies become doubly degenerate

\[ E_{\pm}(k) = E(k) = \sqrt{\xi^2(k) + (\Delta_{1}^2 + \Delta_{2}^2)f^2(k)}. \]  

(10)

It is clear that these quasiparticles behave in some respect the same as those in dSC. Now, however, they feel a combined effective d-wave gap \( \Delta(k) = \Delta f(k) \), where

\[ \Delta = \sqrt{\Delta_{1}^2 + \Delta_{2}^2}. \]  

(11)

This mapping between a dSC and the particle-hole symmetric dDW+dSC involves that the whole thermodynamic behavior of the latter, as well as its response to static external perturbations are the same as those of a dSC, because the density of states (DOS) is itself the same. Only the energy scale is different according to Eq. (11). By direct substitution one can also verify that in unitary limit, where \( U \to \infty \), the solution of Eqs. (9) is

\[ G(k, i\omega_n)^{-1} = i\tilde{\omega}_n - \xi(k)\rho_3\sigma_3 + \Delta_1 f(k)\rho_2 - \Delta_2 f(k)\rho_3\sigma_1, \]  

(12)

where the Matsubara frequency is the only quantity to be renormalized by impurities. The detailed analysis of the unitary limit is covered in many textbooks and publications, therefore we shall not repeat it here. We shall only summarize some essential expressions that will be utilized repeatedly during the calculation of the dynamical susceptibility and the Raman response. The analytically continued renormalized frequency

\[ u = i\tilde{\omega}(\omega_n \to \omega + i\delta)/\Delta \]  

obeys

\[ \frac{\omega}{\Delta} = u + \frac{u}{2}\pi \frac{\sqrt{1 - u^2}}{uK\left(\frac{1}{\sqrt{1 - u}}\right)}. \]  

(13)

where \( K(z) \) is the complete elliptic integral of the first kind, \( \alpha = \Gamma/\Delta \) is the dimensionless pair-breaking parameter, \( \Gamma = 2\gamma/(\pi N_0) \) is the scattering rate, and \( N_0 \) is the normal state density of states per spin. In arriving to Eq. (13) the momentum integrals were performed analytically in the continuum limit, where the Fermi surface is assumed to be cylindrical, the d-wave angular dependence simplifies to \( f(k) = \cos(2\phi) \), and thus the Fermi surface average is simply an average over \( \phi \). We note that this commonly used simplification of momentum integrals is purely technical. It allows for analytical calculations, but at the same time captures the essence of physics in the sense that the qualitative features remain the same as those obtained from numerical integration with the exact lattice periodic functions. The renormalized Matsubara frequency at zero external frequency, namely \( C_0 = \tilde{\omega}(\omega_n = 0) \), plays a central role in the theory.

It is given by

\[ C_0^2 = \frac{\alpha}{2} \sqrt{1 + C_0^2} \left[ K \left( \frac{1}{\sqrt{1 + C_0^2}} \right) \right]^{-1}. \]  

(14)

Apropos of Eq. (11) we have already pointed out that the single particle properties of a dDW+dSC state with \( \eta \) set to zero are the same as those of a dSC due to the matching DOS. The similarities, however, end here because at finite frequency the dynamical response is dominated by coherence effects. These reveal the true nature of the ground state, the fact that it is actually a competing superposition of dDW and dSC condensates, both with its own order parameter.

### 3 Optical conductivity

In this section we calculate the frequency dependence of the in-plane optical conductivity and the superconducting condensate fraction at zero temperature for the coexisting dDW+dSC phase with impurities. Following standard methods the complex conductivity is obtained from the correlation function \( \chi = \langle [\beta_\alpha, J_\alpha] \rangle \), where the paramagnetic current operator reads in our four-dimensional Nambu notation as

\[ J_\alpha(q) = -\epsilon \sum_\mathbf{k} v_\alpha(\mathbf{k} + \mathbf{q}/2)\Psi^+(\mathbf{k})\rho_3\Psi(\mathbf{k} + \mathbf{q}). \]  

(15)

In this expression it is the \( \rho_3 \) matrix structure that should be really kept in mind, because this is the essential ingredient here that distinguishes the infrared response from the Raman response via the different coherence factors. As to the specific momentum dependence of the quasiparticle velocity, in accord with our assumption of a cylindrical Fermi surface, we use \( u_\alpha(\mathbf{k}) = k_\alpha/m \), with \( m \) being the effective mass of the particles. With this current correlator is

\[ \chi(\nu_n) = -\delta_{\alpha\beta} \frac{4\pi e^2 n T}{m^2 V} \sum_{\mathbf{k},\omega_n} \tilde{\omega}_n^\alpha \tilde{\omega}_n^\alpha - \frac{\xi^2(k)}{2} - \frac{\Delta_{1}^2(k)}{2} - \frac{\Delta_{2}^2(k)}{2} \times \]  

\[ \times \sum_{\mathbf{K},\omega_n} \left( \tilde{\omega}_n^2 + E^2(k) \right) \left( \tilde{\omega}_n^2 + E^2(k) \right), \]  

(16)
where \( n \) is the total electron density, and the prime on \( \tilde{\omega}' \) means that the renormalized Matsubara frequency has to be computed at the shifted frequency \( \omega_0 + \nu_n \).

At this point it is worth stopping for a moment and discuss coherence effects in the different condensates. In BCS theory [36,44] the coherence factors show up in the calculation of two-particle Green’s functions, a typical example of which is the current-current correlator we are just studying in Eq. (16). In pure superconductors the frequency sum can be performed \([43,45]\), leading to the appearance of the coherence factors. For brevity we only quote here the long wavelength result associated with the creation of two quasiparticles, it is: 1 - (\( \xi^2 + \Delta^2 \))/\( E^2 \). The upper and lower signs refer to type I and type II coherence factors, respectively. Electromagnetic absorption is a representative of type II processes, where the factor vanishes exactly, signaling the well known fact that at finite frequency the optical response of a pure superconductor is zero.\(^1\) Coming back to our original formula in Eq. (16) we see that due to the presence of impurities the Matsubara sum cannot be done analytically anymore, instead, it is the momentum integration that will be performed first. Nevertheless, it is not too difficult to figure out even from this expression that the plus sign in front of the superconducting order parameter would involve clear type II coherence effects if the ground state was a single component dSC.

As opposed to this in a single component dDW, where only \( \Delta_1(k) \) exists, the sign is just the opposite, leading to clear type I behavior. From this example one might have the impression that the same physical quantity is always of different type in a superconductor and a density wave. Another example of great importance is the charge density with \( \sigma_3 \) matrix structure, which has plus and minus signs in front of the dDW and dSC order parameters, respectively, i.e. the situation is just the opposite compared to the charge current. This general rule of thumb seems to work usually, and is related to the different structures of the Nambu space in these condensates. In density waves it is the \( k \to k + \mathbf{Q} \) transformation that spans the space, and the spinor \( \Psi \) consists of particle type operators only. In superconductors, on the other hand, the transformation properties of the physical quantities are studied under inversion in momentum space, that is under \( k \to -k \), and the spinor mixes particle and hole type operators. This extra canonical transformation from particles to holes introduces an additional minus sign compared to that in a density wave. But there are interesting exceptions as well. One of these is the electronic Raman susceptibility, which, as we shall see in Section 3 turns out to be a type I process in superconductors. In dDW, however, the symmetry of the Raman vertex decides whether it is type I or type II. Another exception is the spin density whose matrix structure is simply the identity, leading to plus signs in the numerator and type II behavior in both condensates. In order to give a brief and easy-to-use reference of all these results we gathered these physical quantities and the appropriate coherence factors in Table 1, with special emphasis on the difference between the dDW and dSC cases.

Now, after carrying out the momentum integration in Eq. (16) and transforming the frequency sum into a contour integral the (regular) real part of the optical conductivity can be expressed as [29,30,41]

\[
\sigma_1(\omega) = -\frac{e^2 n}{m\pi\Delta} \frac{I(u,\omega) + I_{pb}(\omega)}{\omega}, \tag{17}
\]

where, using density wave terminology [16]

\[
I_u(\omega) = \int_0^\infty dx \left( \tanh \left( \frac{x + \omega}{2T} \right) - \tanh \left( \frac{x}{2T} \right) \right) \times \text{Re} \left\{ F(u(x + \omega), u(x)) - F(u(x + \omega), u(x)) \right\}, \tag{18a}
\]

is the so-called normal (intra-band), while

\[
I_{pb}(\omega) = \int_0^\infty dx \tanh \left( \frac{x}{2T} \right) \times \text{Re} \left\{ F(u(x - \omega), u(x)) - F(u(x - \omega), u(x)) \right\}, \tag{18b}
\]

is the pair-breaking (interband) contribution. Further, the dimensionless function \( F \) is

\[
F(u, u') = -\frac{1}{u'^2 - u^2} \left( -u(u + u') \frac{K}{\sqrt{1 - u^2}} + 2\frac{\Delta^2}{\pi} \left( \sqrt{1 - u'^2} + u'^2 \frac{K}{\sqrt{1 - u^2}} \right) \right), \tag{19}
\]

where the argument of \( K \) and \( E \), the complete elliptic integrals of the first and second kind, is \( 1/\sqrt{1 - u'^2} \). This is the generalization of the corresponding \( F \) functions of dSC [11] and UDW [29]. Strictly speaking, as it stands above, it yields only the quasiparticle contribution to the conductivity. However, due to the fact that in our approximation the scattering potential \( U \) (see Eq. (3)) is momentum independent, the vertex corrections exactly vanish and thus

| Physical quantity | Nambu structure | dDW | dSC |
|-------------------|----------------|-----|-----|
| Charge current    | \( \rho_3 \)   | -   | +   |
| Charge density    | \( \sigma_3 \) | +   | -   |
| Spin density      | 1              | +   | +   |
| Raman \( A_{1g} \) | \( \rho_5 \sigma_3 \) | -   | -   |
| Raman \( B_{2g} \) | \( \rho_5 \sigma_3 \) | -   | -   |
| Raman \( B_{2g} \) | \( \sigma_3 \) | +   | +   |

\(^1\) Note, however, that though the real part of the conductivity vanishes at every finite frequency, the conductivity sum rule requires the optical weight to be conserved, which means that all spectral weight is necessarily shifted to \( \omega = 0 \) in the form of a Drude peak (\( D\tilde{\delta}(\omega) \)).
Eq. (14) gives the total contribution to $\sigma_1$. This is not necessarily so in the Raman calculation, as we shall see shortly in Section 4 because there the ladder diagrams can renormalize the quasiparticle result, for example in the $B_{1g}$ symmetry, and for this to see the vertex equation has to be solved too.

The conductivity at zero temperature in the coexisting dDW+dSC phase is shown in Fig. 2 for different values of impurity concentrations. Note that on different curves the only parameter varying is $\alpha$. The gap amplitudes are fixed, with the constraint in Eq. (11) of course, and their renormalization due to impurity scattering is not taken here into account.

Rather, we can think of these as experimentally adjustable parameters of the model. We can see that the stronger the pair-breaking is, the more the line-shapes approach the metallic Lorentzian form. One could think, naively, that the robust peak around $\omega = 2\Delta$ can renormalize the quasiparticle result, for example in shortly in Section 4, because there the ladder diagrams have to be solved too. Eq. (19) gives the total contribution to $\sigma_1$, $\sigma_{1e}(0)$, $\sigma_{2e}(0)$, $\sigma_{1e}(\infty)$, and $\sigma_{2e}(\infty)$.

This is not the case, however, because even in the pure case the dDW+dSC condensate that leads ultimately to a finite optical response, and in particular to the logarithmic singularity at the maximal optical gap $2\Delta$. If the ground state consists entirely of a single component dDW, with $\Delta = \Delta_1$, this expression correctly simplifies to the UDW result (40).

The fact that even in the pure case the dDW+dSC state exhibits finite absorption implies the weight of the Drude peak should decrease. In other words due to the missing electrons are in fact not missing but are frozen in a density wave, unless the phase fluctuations of the order parameter are taken into account, there is no dc conductivity in the ground state [49,50].

\begin{equation}
\sigma_{1e}(\omega) = \frac{e^2 n}{m \pi \Delta} \left( \frac{\Delta_1}{\Delta} \right)^2 \tanh \left( \frac{\omega}{4T} \right)
\end{equation}

\begin{equation}
\times \frac{\pi}{2x} \left\{ \begin{array}{ll}
x^{-1} (K(x) - E(x)) & x < 1, \\
K(x^{-1}) - E(x^{-1}) & x > 1,
\end{array} \right.
\end{equation}

Fig. 2. (Color online) Zero temperature optical conductivity of dDW+dSC in the unitary limit for $\alpha = 0, 0.01, 0.025, 0.05, 0.1, 0.2$, and 0.5. The curve belonging to $\alpha = 0$ meets the vertical axis at $\omega = 3\Delta$ at the lowest. Further $\Delta_1/\Delta = 2/3$.

where $x = \omega/(2\Delta)$. Perhaps this is the result that shows most concisely what we have discussed above apropos of Fig. 2. Namely, that it is the dDW component of the dDW+dSC condensate that leads ultimately to a finite optical response, and in particular to the logarithmic singularity at the maximal optical gap $2\Delta$. If the ground state consists entirely of a single component dDW, with $\Delta = \Delta_1$, this expression correctly simplifies to the UDW result [40].

The fact that even in the pure case the dDW+dSC state exhibits finite absorption implies the weight of the Drude peak should decrease. In other words due to the missing electrons are in fact not missing but are frozen in a density wave, unless the phase fluctuations of the order parameter are taken into account, there is no dc conductivity in the ground state [49,50].

\begin{equation}
\rho_{2e}(0, \Gamma) = \left(1 - \frac{\Delta_1^2}{\Delta^2} \right)
\times \left(1 - \frac{\alpha}{C_0} + \alpha \int_{C_0}^{\infty} \frac{du}{u^2} \left(1 - \frac{E}{K} \right)^2 \right).
\end{equation}

The argument of the complete elliptic integrals $K$ and $E$ is $1/\sqrt{1 + w^2}$. It is very interesting to observe that what appears in the large parentheses is formally the condensate fraction of dSC [42]. More remarkable is, however, that because of the prefactor not even in the pure system would the superfluid density reach unity [29,24]. The missing electrons are in fact not missing but are frozen in the dDW component of the ground state. Recall that in a density wave, unless the phase fluctuations of the order parameter are taken into account, there is no dc conductivity in the ground state [49,50].

\cite{AndrásVányolos2023}
4 Electronic Raman scattering

In this section we proceed with the calculation of the electronic Raman susceptibility in dDW+dSC with impurities. The calculation is done along the same lines as the complex conductivity. In this case, however, instead of the current, the correlation function of the effective density has to be computed, where the velocity vertex is replaced by the Raman vertex $\gamma(k)$ [51,52]. The operator of the effective density is

$$\tilde{\rho}(q) = \sum_{k,\sigma} \gamma(k + q/2) c^+_k \sigma c_{k + q, \sigma}. \quad (23)$$

In the long wavelength limit the vertex is related to the generalized mass tensor of electrons [40,53,54]. We, however, instead of making an ansatz for its momentum dependence, which obviously depends strongly on the details of the dispersion $\epsilon(k)$, expand it as usual with the basis functions of the tetragonal point group $D_{4h}$ relevant to cuprate superconductors [39,55,56].

$$\gamma(k) = \sum_{L,\mu} \gamma_{L,\mu}^\mu L(k). \quad (24)$$

Here $\mu$ represents the even parity irreducible representations of the group, $L$ stands for the $L$th-order contribution to the vertex which transforms according to the $\mu$th irreducible representation, and the unknown coefficients, responsible for the overall scale of absorption in the given channel, will be thought of as free parameters to be fitted to experimental data. As to the basis functions the following low order contributions will be considered [51,52].

$$\chi^\mu L(k) = \begin{cases} 1, & \cos(ak_x) + \cos(ak_y) \mu = A_{1g}, \ L = 0, 4, \\ \cos(ak_x) - \cos(ak_y) \mu = B_{1g}, \ L = 2, \\ \sin(ak_x) \sin(ak_y) \mu = B_{2g}, \ L = 2. \end{cases} \quad (25)$$

It is very interesting to see that among these examples neither the $L = 0$ term in the $A_{1g}$ symmetry, which is apparently nothing else than the density vertex, nor the $B_{2g}$ basis function changes sign under the transformation $k \to k + \mathbf{Q}$. This in turn leads to the observation that in Nambu space these contributions will exhibit a matrix structure equivalent to the charge density, that is $\sigma_3$. In stark contrast to this, all other basis functions do change sign leading to a distinct $\rho_3 \sigma_3$ behavior, and as we shall see in Eq. (31), to different coherence factors as far as the dDW is concerned. With these, our task is now reduced to finding the correlation functions $\chi^\mu L = \langle \tilde{\rho}^\mu L, \tilde{\rho}^\mu L \rangle$ of the channel dependent operators

$$\tilde{\rho}^\mu L(q) = \gamma_{L}^\mu \sum_k \lambda_{L}^\mu L(k) \Psi^+(k) M \Psi(k + q), \quad (26)$$

where the Nambu matrix $M$ is either $\sigma_3$ or $\rho_3 \sigma_3$, depending on the case considered.

Let us start the derivation with the definition of the correlation function we shall compute [52]. At long wavelength and imaginary frequency we find

$$\chi^\mu L(i\nu_n) = - (\gamma_{L}^\mu)^2 T \sum_{k,\omega_n} \chi^\mu L(k) \tr(MG(k, i\omega_n)) \times \Lambda^\mu L(k, i\omega_n + i\nu_n)G(k, i\omega_n + i\nu_n), \quad (27)$$

where $G$ is the Green’s function from Eq. (12), and for our approximation to be conserving [43], the impurity renormalized vertex $\Lambda^\mu L$ has to obey the following vertex equation

$$\Lambda^\mu L(k, i\omega_n + i\nu_n) = \chi^\mu L(k)M + \frac{n_{\nu_n}}{V} \sum_{\mathbf{p}} \frac{1}{N} \sum_{\mathbf{r}} T_{\mathbf{R}}(i\omega_n)G(\mathbf{p}, i\omega_n)\Lambda^\mu L(\mathbf{p}, i\omega_n + i\nu_n) \times G(\mathbf{p}, i\omega_n + i\nu_n) \times T_{\mathbf{R}}(i\omega_n + i\nu_n). \quad (28)$$

Its diagrammatic representation is shown in Fig. 3. In the full non-crossing approximation the $T$-matrix incorporates the effect of impurity potential to infinite order. Its diagrams are the same as those of the self-energy in Fig. 1. Correspondingly, its analytical expression is given by Eq. (29a) too, only the factor $n_{\nu_n}$ needs to be ignored. In the unitary limit, where $U \to \infty$, it simplifies to

$$T_{\mathbf{R}}(i\omega_n) = - \left( \sum_k G(k, i\omega_n) \right)^{-1}. \quad (29)$$

Now, making use of these results and the fluctuation-dissipation theorem, the Raman intensity is found to be proportional to the imaginary part of the retarded correlator

$$\text{Im} \chi^\mu L(\omega) = - \frac{2 N_{\nu}(\gamma_{L}^\mu)^2}{\pi \Delta} (I_n(\omega) + I_{pb}(\omega)), \quad (30)$$

where the normal and pair-breaking integrals are given by Eqs. (18), but now the $F$ function becomes channel dependent and needs to be calculated for every symmetry separately. These cases will be studied in the following subsections.
Before turning our attention to the channel dependent spectra and the full solution of the vertex equation, it is worth writing down the quasiparticle contribution to the susceptibility. Diagrammatically this is the one bubble result, the only term that survives in a pure system, and its analytical expression is very similar to that of the current-current correlator in Eq. (16). It is obtained by approximating the full vertex by the bare one

$$\chi_{\mu}(\nu)_{ab} = -4(\gamma_{\mu})^2 \frac{T}{\nu} \times \sum_{\nu,\nu^{'},n} \chi_{\mu}^{2}(k)^2 \frac{-\bar{\omega}_n\bar{\omega}_n^{'}}{\omega_n^2 + E^2(k)} \Omega_{\nu}^2(\omega_n^2 + E^2(k)),$$

(31)

where the plus and minus signs in front of the dDW gap belong to $M = \sigma_3$ and $M = \rho_3\sigma_3$, respectively. From this we can see explicitly what we have already indicated before, that (i) the appearance of $\sigma_3$ leads indeed to a sign change in front of the superconducting gap compared to Eq. (16), turning the Raman scattering to a type I process in superconductors, and (ii) in dDW it depends on the symmetry of the vertex whether inelastic light scattering is a type I or II process, see Table I.

### 4.1 Raman spectra in $A_{1g}$ symmetry

In the fully symmetric representation the leading terms in the momentum dependence of the Raman vertex are given by Eq. (25) as $\gamma_0 + \gamma_4 A_1(k)$, where for brevity we drop the superscript $\mu = A_{1g}$. As pointed out before, the first term is associated with $\sigma_3$ in Nambu space, which means that its contribution to the full $A_{1g}$ response is essentially the correlator of the charge density. However, due to the long range Coulomb interaction between electrons light scattering on intercell charge fluctuations in the long wavelength limit is totally screened out, thus its contribution vanishes exactly [10].

The $L = 4$ term does not couple to long wavelength density fluctuations, instead it is responsible for intracell charge fluctuations. Therefore, the total contribution to $A_{1g}$ Raman intensity comes from this term. First we have to address the issue of vertex corrections. For this we have to solve Eq. (25) with $M = \rho_3\sigma_3$ and $\lambda_{L=4}(k) = \cos(ak) + \cos(bk)$. The solution turns out to be rather simple: vertex corrections vanish exactly because of the mismatch between the angular dependencies of the basis function and the order parameters. From group theoretical point of view this follows immediately from the observation that the gaps belong to $B_{1g}$, see Eqs. (2) and (25), whereas the basis function transforms according to a different representation [10]. With all these we find that the quasiparticle contribution gives the total $F$ function. In the continuum limit, where

$$\chi_{\mu}^{A_{1g}}(k) = \cos(4\phi),$$

(32)

the following closed analytical formula is obtained

$$F(u, u^{'}) = \frac{1}{15} \frac{1}{u^{2} - u^{2}} \left\{ \frac{E}{\sqrt{1 - u^{2}}} (14 - 18u^{2} + 20uu^{'}) + 28u^{4} + 60u^{3}u^{'^{2}} - 24u^{6} + 40u^{5}u^{'}) + \frac{K}{\sqrt{1 - u^{2}}} (7u^{2} - 15uu^{'}) - 16u^{4} + 40u^{3}u^{' + 24u^{6} - 40u^{5}u^{'}) - |u^{} \leftrightarrow u^{'}) \right\},$$

(33)

where the arguments of the elliptic integrals are the same as in Eq. (19). Substituting this expressions in the normal and pair-breaking integrals in Eq. (20) yields the frequency dependence of the susceptibility in the dDW+dSC state. At zero temperature it is shown in Fig. 4 for different values of impurity concentration. The spectra do not depend on the relative sizes of the dDW and dSC order parameters. The only energy scale, apart from the scattering rate of course, is the amplitude of the effective d-wave gap $\Delta$. This could be inferred already from Eq. (31), reflecting the fact that Raman scattering in $A_{1g}$ symmetry is a type I process in both particle-hole and particle-particle condensates, see Table I. If we take a closer look on the plot we can see that there is a very small bump around $\omega = \Delta$, which is again caused by transitions from and to the impurity band at the Fermi energy, just like in the conductivity. What is easy to see though is that with increasing impurity concentration the peak gets suppressed and smoothed out as the lineshape approaches the normal.
state result \[57\]

\[
\text{Im} \chi^{A_{1g}}_{L=4} = 2N_0(\gamma_{L=4})^2 \frac{\omega F}{\omega^2 + (2\Gamma)^2}. \tag{34}
\]

Due to the lack of vertex corrections, here the transport lifetime equals the total lifetime, which is related to the total scattering rate as usual via \(\tau^{-1} = 2\Gamma\) \[57\].

Wrapping up our discussion on the fully symmetric representation, for \(\alpha = 0\) the pure result is found to be

\[
\text{Im} \chi^{A_{1g}}_{L=4} = 2N_0(\gamma_{L=4})^2 \tanh \left( \frac{\omega}{4\tau} \right) \frac{1}{15} \times \left\{ \begin{align*}
 x^{-1} & \left[ (7 - 8x^2 + 16x^4)K(x) \right. \\
 & \left. - (7 - 12x^2 + 32x^4)E(x) \right] & x < 1, \\
 (11 - 28x^2 + 32x^4)K^{-1}(x) & x > 1,
\end{align*} \right.
\] \tag{35}

with \(x = \omega/(2\Delta)\). In the single component ground states, where either \(\Delta_1 = 0\) or \(\Delta_2 = 0\), it transforms correctly to the results obtained in dSC \[10\] and dDW \[5\].

### 4.2 Raman spectra in \(B_{1g}\) symmetry

Next we study Raman scattering in \(B_{1g}\) symmetry. Here, the basis function coincides with the angular dependencies of the dDW and dSC order parameters, and as such with that of the full gap as well, and for this reason we suspect that this will lead to interference effects between the Raman vertex and the gaps \[40,54\]. Restricting our analysis to the continuum limit as before, where

\[
\lambda^{B_{1g}}_{L=2}(k) = \cos(2\phi),
\] \tag{36}

the quasiparticle result is again independent of the relative sizes of \(\Delta_{1,2}\), it reads

\[
F_{qp}(u, u') = \frac{1}{u'^2 - u^2} \left\{ \sqrt{1 - u'^2} \left( -uu' + \frac{4}{3} + \frac{u^2}{3} \right) E \\
+ \frac{u^2}{\sqrt{1 - u'^2}} \left( -uu' - \frac{2}{3} + \frac{u^2}{3} \right) K - [u \leftrightarrow u'] \right\},
\] \tag{37}

but the vertex corrections do change this situation. The solution of Eq. (28) in this symmetry channel is very lengthy and we shall only quote here the final result. The technical details are given in Appendix \[A\]. The analytically continued solution has the form

\[
\lambda^{B_{1g}}_{L=2}(k, u, u') = \cos(2\phi)\rho_0\sigma_3 + A(i\rho_1\sigma_3) + B(i\sigma_2),
\] \tag{38}

where the last two terms are the corrections due to disorder. The explicit expressions for the scalar functions \(A(u, u')\) and \(B(u, u')\) are given in Eqs. (15) and (16). With the impurity renormalized vertex at hand we can now go back and evaluate Eq. (27). After analytically continuing to real frequencies we find the general expression in Eq. (38) with the total Fourier function

\[
F(u, u') = F_{qp}(u, u') + \frac{\Delta_1}{\Delta}AQ + \frac{\Delta_2}{\Delta}BQ,
\] \tag{39}

where \(Q(u, u')\) is given explicitly in Eq. (10a) in Appendix.

This is the point where we can explicitly see what we have conjectured in the beginning of this subsection. Namely, the interference of the angular dependencies of the bare vertex and the order parameters resulted in additional terms in the Raman susceptibility. If the ground state is dDW alone, where \(\Delta_2 = 0\), the contribution from ladder diagrams is \(AQ\). In dSC the roles simply interchange and we find \(BQ\). In general when both orders contribute to the coexisting phase neither of these correction vanish. The \(B_{1g}\) Raman spectra in the dDW+dSC ground state is shown in Fig. 5. We can observe that the peak at \(2\Delta\) dominates the spectra. This is in fact not that surprising, because the type I coherence factor is so, as opposed to the conductivity, that it facilitates this transition in both the dDW and dSC components of the coexisting phase, thus making it more pronounced. With increasing impurity concentration the cubic low frequency behavior of the pure system changes to linear tendency, the sharp peak widens and looses of its intensity as the lineshapes approach the normal state result \[57\].

\[
\text{Im} \chi^{B_{1g}}_{L=2} = 2N_0(\gamma_{L=2})^2 \frac{\omega F}{\omega^2 + (2\Gamma)^2},
\] \tag{40}

Apart from trivial substitutions of indices this is precisely the same as Eq. (34), showing that in an isotropic metal the different symmetry spectra cannot be distinguished. There is a remarkable though we would like to make at this point. We see that it is again, interestingly, the total lifetime of electrons \(\tau^{-1} = 2\Gamma\) showing up in Eq. (40), and not the transport lifetime, although there are vertex corrections in this symmetry channel. The reason lies in the fact that in our approximation the scattering potential \(U\), see Eq. (5), does not depend on the momenta of incoming and scattered particles. Hence its expansion in the basis
functions of the point group consists of only the momentum independent \( L = 0 \) term, which cannot change the lifetime in the \( L = 2 \) channel \([57]\).

Again, we finish this subsection by stating the pure result in dDW+dSC, for which closed analytical expression exists

\[
\text{Im} \chi_{L=2} = 2N_0(\gamma_{L=2})^2 \tanh \left( \frac{\omega}{4T} \right) \frac{1}{3}
\]

\[
\times \left\{ \begin{array}{ll}
-x^{-1} \left( (2 + x^2)K(x) - 2(1 + x^2)E(x) \right) & x < 1, \\
(1 + 2x^2)K(x^{-1}) - 2(1 + x^2)E(x^{-1}) & x > 1,
\end{array} \right. \tag{41}
\]

where \( x = \omega/(2\Delta) \). If we are on the phase diagram where the system does not support dDW ordering and only d-wave superconductivity exists, we get back correctly the known result of dSC \([10]\). The reverse statement is also true: for \( \Delta = \Delta_1 \) the above expression yields the dDW result as well \([5]\).

### 4.3 Raman spectra in \( B_{2g} \) symmetry

Last but not least let us summarize the results obtained for \( B_{2g} \) symmetry. Here the basis function is \( \sin(ak_x) \sin(ak_y) \), and the Nambu matrix appearing in the effective density is \( M = \sigma_3 \), resembling the true charge density. Consequently, in dDW Raman scattering in this symmetry is a type II process, see Table \([1]\). Quite similarly to what we have discussed in \( A_{1g} \) symmetry, one finds that the vertex is not renormalized by impurities because of the mismatch between the basis function and the d-wave order parameters. They belong to different representations, hence the orthogonality. Also, it is worth mentioning that though the vertex possesses the same Nambu structure as the density itself, still there is no Coulomb screening involved, because the \( L = 0 \) and \( L = 2 \) basis functions are orthogonal too. This leads to the vanishing of the cross-susceptibility \( \langle \sigma_3, \gamma_2 \lambda_2 \sigma_3 \rangle \), so the screening RPA series cannot build up. From physical point of view the reason is that in case of short wavelength intracellular density fluctuations the Coulomb forces are irrelevant \([10]\).

In the continuum limit, where the basis function simplifies to

\[
\chi_{L=2}^{B_{2g}}(k) = \sin(2\phi), \tag{42}
\]

the total \( F \) function is again obtained from the one bubble calculation, from Eq. \([31]\). Due to the opposite coherence factors of dDW and dSC even the quasiparticle result shows explicit dependence on the relative sizes of the gaps

\[
\begin{align*}
F(u, u') &= \frac{1}{u'^2 - u^2} \left\{ \sqrt{1 - u^2} \left( u(u + u')(E - K) \right) \\
&+ \frac{2}{3} \left( \frac{\Delta_2}{\Delta} \right)^2 \left[ (1 - 2u^2)E + 2u^2K \right] - [u \leftrightarrow u'] \right\}, \tag{43}
\end{align*}
\]

where, again, the argument of \( K \) and \( E \) is the same as in Eq. \([39]\). The spectra in the dDW+dSC ground state are shown in Fig. \([6]\). The main qualitative difference here compared to the other spectra is that the obvious peak at \( 2\Delta \) is missing. This is again due to the mismatch between the angular dependencies of the bare vertex and the gap functions, the same effect that lead to the vanishing of vertex corrections. With increasing pair-breaking the curves smoothly approach the metallic result \([57]\), just as they do in the other representations

\[
\text{Im} \chi_{L=2} = 2N_0(\gamma_{L=2})^2 \frac{\omega}{2\Delta \omega^2 + (2\Gamma)^2}, \tag{44}
\]

The pure result for \( \alpha = 0 \) can again be expressed in closed form

\[
\begin{align*}
\text{Im} \chi_{L=2} &= 2N_0(\gamma_{L=2})^2 \left( \frac{\Delta_2}{\Delta} \right)^2 \tanh \left( \frac{\omega}{4T} \right) \frac{1}{3}
\times \left\{ \begin{array}{ll}
x^{-1} \left( (1 - x^2)K(x) - (1 - 2x^2)E(x) \right) & x < 1, \\
2(1 - x^2)K(x^{-1}) - (1 - 2x^2)E(x^{-1}) & x > 1,
\end{array} \right.
\tag{45}
\end{align*}
\]

with \( x = \omega/(2\Delta) \). As expected, in a single component dSC with \( \Delta = \Delta_2 \) we reobtain the known result and lineshape \([10]\). However, the other extreme where only dDW exists is rather interesting and somewhat controversial as far as the literature is concerned. In pure system Eq. \([43]\) reveals that because of the type II behavior there is no absorption at any frequency in dDW. This result is completely analogue to the optical conductivity of pure superconductors, which too vanishes in the long wavelength limit, again because of the type II coherence factor \([43]\). To further deepen the analogy we find that in the presence of non-magnetic impurities, exactly as in the case of the infrared response in superconductors \([27][31][58]\), the Raman intensity becomes finite, but is certainly very small. This result of ours is in precise agreement with the findings of Ref. \([1]\), which, though focuses on clean cuprate superconductivity, comes to the conclusion that in the strongly
underdoped region of the phase diagram the $B_{2g}$ Raman response is very small due to the relation $\Delta_2 \ll \Delta_1$. We must note at this point, however, that other authors [5] find finite $B_{2g}$ Raman susceptibility in pure dDW, which in our opinion is probably not correct. The discrepancy in their calculation originates most probably from the fact that they derived the Raman susceptibility from the conductivity, and might have overlooked the different Nambu structure of the current operator ($\rho_1$) and the effective density ($\rho_0 = 1$) in this symmetry.

5 Conclusions

In summary we have studied coherence effects and disorder in the ground state of a quasi two-dimensional coexisting $d$-wave density wave and $d$-wave superconductor (dDW+dSC). The main purpose of the paper was to generalize and extend available calculations on in-plane optical conductivity and electronic Raman response in the sense to incorporate impurity scattering on a microscopic level and to allow for the possibility of a coexisting phase with two order parameters, especially relevant in underdoped cuprates.

We calculated the frequency dependence of the in-plane optical conductivity and the superfluid density in dDW+dSC in the presence of impurities in unitary limit. The dDW component of the ground state results in finite absorption at all frequencies, even in the pure system, and in particular in a strong peak around twice the amplitude of the effective $d$-wave gap, which is reminiscent of the type I coherence behavior known from density wave theory. As to the superfluid density, we found that due to the transfer of spectral weight from zero to finite frequency, not even in the pure system would it reach unity, instead it is reduced according to the the very simple expression: $1 - \Delta_2^2/\Delta^2$.

We determined the electronic Raman susceptibility in dDW+dSC. The calculations were carried out for the $A_{1g}$, $B_{1g}$ and $B_{2g}$ symmetries. In accordance with available results on Raman lineshapes of cuprates, the spectra are strongly channel dependent. The qualitative differences, however, continuously disappear with increasing impurity concentration as the curves approach the Lorentz-like metallic form. We found that the dDW and dSC components of the coexisting dDW+dSC state contribute practically the same in $A_{1g}$ and $B_{1g}$ symmetries, because here the coherence factors in both condensates are type I. As opposed to this, in $B_{2g}$ the Nambu structure of the Raman vertex changes from $\rho_3 \sigma_3$ to $\sigma_3$, which at the same time changes the dDW coherence factor too from type I to type II. This in turn leads to the interesting conclusion that the Raman intensity in this channel is dominated by the dSC contribution, the dDW part survives only in dirty materials.

A Vertex corrections to $B_{1g}$ Raman vertex

In this appendix we summarize the technical details of the solution of the vertex equation for $B_{1g}$ symmetry. The calculation is carried out in the unitary limit. In this symmetry $M = \rho_3 \sigma_3$, and the bare vertex in the continuum limit takes the form

$$\lambda_{L=2}^{B_{1g}}(k) = \cos(2\phi).$$

(46)

In unitary limit the $T$-matrix is given by Eq. (29). Direct substitution of the bare vertex into the right hand side of Eq. (29) shows that the $\rho_3 \sigma_3$ matrix structure cannot be a consistent solution alone, because due to the interference of $\cos(2\phi)$ with the angular dependencies of $\Delta_{1,2}(k)$, new terms appear, proportional to $\rho_1 \sigma_3$ and $\sigma_2$. Therefore, the first iteration already suggests that we have to allow for the existence of new terms in Nambu space, and this leads us to the ansatz

$$A_{L=2}^{B_{1g}}(k, u, u') = \cos(2\phi)\rho_3 \sigma_3 + A(i\rho_1 \sigma_3) + B(i\sigma_2).$$

(47)

Substituting this into both sides of Eq. (28) one finds that this is indeed a consistent solution, and the problem is now reduced to finding the solution of two coupled linear equations for the unknown coefficients $A$ and $B$. For these in turn we get

$$A = \frac{be - a(f - 1)}{(c - 1)(f - 1) - de},$$

(48a)

$$B = \frac{ad - b(c - 1)}{(c - 1)(f - 1) - de},$$

(48b)

where

$$a = \frac{\pi \Gamma}{2\Delta} \sqrt{1 - u^2} \sqrt{1 - u'^2} \Delta_1 \frac{Q(u, u')}{\Delta},$$

(49a)

$$b = \frac{\pi \Gamma}{2\Delta} \sqrt{1 - u^2} \sqrt{1 - u'^2} \Delta_2 \frac{Q(u, u')}{\Delta},$$

(49b)

$$c = \frac{\pi \Gamma}{2\Delta} \sqrt{1 - u^2} \sqrt{1 - u'^2} \frac{1}{u' - u} \left( \frac{u - u'}{u + u'} \right),$$

(49c)

$$d = \frac{\pi \Gamma}{\Delta} \sqrt{1 - u^2} \sqrt{1 - u'^2} \frac{1}{u - u'} \frac{\Delta_1 \Delta_2}{\Delta^2} Q(u, u'),$$

(49d)

$$e = d,$$

(49e)

$$f = \frac{\pi \Gamma}{2\Delta} \sqrt{1 - u^2} \sqrt{1 - u'^2} \frac{1}{u' - u} \left( \frac{u - u'}{u + u'} \right),$$

(49f)
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and

\[ Q = \frac{1}{u + u'} \left( \sqrt{1 - u'^2 E'} + \frac{u'^2 K'}{\sqrt{1 - u'^2}} - \sqrt{1 - u^2 E} \frac{u^2 K}{\sqrt{1 - u^2}} \right). \]  

(49g)

In these expressions the argument of \( K \) and \( E \), the elliptic integrals of the first and second kind, is \( 1/\sqrt{1 - u^2} \), whereas in \( K' \) and \( E' \) it is \( 1/\sqrt{1 - u'^2} \).
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