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Abstract—The connectivity of networked systems is often dependent on a small portion of critical nodes. Network dismantling studies the strategy to identify a subset of nodes the removal of which will maximally destroy the connectivity of a network and fragment it into disconnected components. However, conventional network dismantling approaches focus on simple network which models only pairwise interaction between nodes while groupwise interactions among arbitrary number of nodes are ubiquitous in networked systems like integrated circuits. Groupwise interactions modeled by hypernetwork introduce higher order connectivity patterns, which limits the application of conventional network dismantling methods on hypernetwork. In this brief, we propose HyperCI, a higher order collective influence measure for hypernetwork dismantling. It considers the node co-occurrence characteristics and higher order influence ability both introduced by hyperedges in hypernetwork. We evaluate the effectiveness of our proposed HyperCI on six real world hypernetworks including integrated circuits and citation networks and the results indicate our proposed HyperCI outperforms baseline network dismantling methods for both simple network and hypernetwork.

Index Terms—Hypernetwork dismantling, collective influence, complex network

I. INTRODUCTION

NETWORKED systems composed of interacting components are ubiquitous in engineering and social systems such as circuit system [1] and critical infrastructure network [2], [3]. Recent studies [4]–[9] have shown that their proper functioning are highly dependent on the topological properties of the underlying network structure among the interacting components, and usually the failure of a rather small portion of these components will fragment the systems into disconnected sub-modules, resulting in system functionality degradation. Thus, it is critical to identify a set of critical components in networked systems for both system protection and intentional attack. For example, in an integrated circuit composed of a large number of interconnected logic gates, some critical gates play an important bridge role in connecting the whole circuit and thus face the aging problem caused by the NBTI effect. Most conventional approaches to alleviating this problem and improving the reliability of integrated circuits such as IVC [10] and TG-based [11] methods usually perform aging protection on all gates, which brings many additional area overhead and delay increase. Instead, performing aging protection on a small portion of critical gates will be more efficient. Then the remaining question becomes how to efficiently pick out these critical gates.

Fortunately, network dismantling [8], [9] as an emerging field in network science aims to identify this optimal set of critical nodes in a network the removal of which will maximize the degradation of network connectivity. Then the identified critical nodes can be utilized to perform protection or attack on the networked system. As the network dismantling problem is NP-hard [12] and it is computationally intractable to obtain the exact solution for large networks, many approximate approaches have been proposed from the perspectives of centrality and heuristic. Centrality-based approaches [13], [14] determine the optimal set of nodes based on nodes’ centrality measure while heuristic approaches [8], [9] usually design novel decycling and tree-breaking strategies for network dismantling.

However, the majority of existing network dismantling methods are limited to networks modeling pairwise interactions between two nodes while group-wise interactions among more than two nodes are also ubiquitous in many real-world systems [15], [16] and can be modeled as hypernetwork [17]. A typical real-world example is the integrated circuit in which usually more than two signals are involved within one logical gate. In such a case, an integrated circuit can be modeled as a hypernetwork with signals as nodes and logical gates as hyperedges (See Fig. 1). Group-wise interactions modeled by hyperedges introduce higher order connectivity patterns, thus the optimal dismantling of hypernetworks emerges as a distinguishing and important research topic [18].

A naive approach for hypernetwork dismantling is to project hypernetwork into its 2-section network form [20] by simplifying each group-wise interaction as pairwise interactions between each pair of nodes in the group, and then apply existing network dismantling methods to the 2-section network. But this approximation will obscure some structures like triangles [21] which are critical for dismantling. The alternative way is to extend network dismantling approaches to hypernetwork. Intuitively, degree defined in networks as the number of edges connected to a target node can be extended as hyperdegree in hypernetworks as the number of hyperedges connected to a target node. Then hyperdegree can be utilized as a hypernetwork-specific centrality measure for hypernetwork dismantling. Tudisco et al. [22] generalize existing network science concepts and propose node and edge centralities on hypergraphs which can be utilized for hypernetwork dismantling.
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In this brief, we extend the famous CI (Collective Influence) on hypernetworks and propose a novel hypernetwork-specific centrality HyperCI for hypernetwork dismantling. The HyperCI centrality takes into account not only the collective influence of nodes but also that of hyperedges which represent the higher order characteristics. Extensive experiments have been conducted on six real-world datasets including both circuit and citation hypernetworks, and the results demonstrate the effectiveness of our proposed HyperCI centrality in hypernetwork dismantling.

II. PRELIMINARIES AND PROBLEM DEFINITION

In this section, we first introduce some preliminary concepts in hypernetwork and then give a formal definition of hypernetwork dismantling problem.

A hypernetwork $H$ is a collection of $N$ nodes $V = \{v_1, v_2, \ldots, v_N\}$ and $M$ hyperedges $E = \{e_1, e_2, \ldots, e_M\}$, defined as $H = (V, E)$. And each hyperedge $e_i = \{v_{i_1}, \ldots, v_{i_k}\}$ is a subset of nodes, representing the group-wise interaction among these nodes. A hypernetwork can be mathematically represented as an incidence matrix $I \in \{0, 1\}^{|V| \times |E|}$, and $I_{ve} = 1$ indicates node $v$ is a member of hyperedge $e$, otherwise $I_{ve} = 0$.

As in simple network, degree can be defined to measure the heterogeneous connecting ability of each node in hypernetwork. But in simple network, as each edge connects only two nodes, degree in simple network simultaneously measures the number of nodes and edges a node connects to, while this is not applicable in hypernetwork due to hyperedge’s ability to connect arbitrary number of nodes. Thus, two discriminating degree measures i.e., degree $d$ and hyperdegree $d^h$ are needed to measure the number of nodes and edges a node connects to, respectively.

$$d^h(v_i) = \sum_{j=1}^{|E|} I_{v_i,e_j} \quad (1)$$

$$d(v_i) = \sum_{j=1}^{|V|} (II^T)_{ij} - d^h(v_i) \quad (2)$$

Nodes in hypernetwork are connected by hyperedges and the functionality of networked systems often resides in the connectivity among nodes. Formally, the connectivity $\sigma(H)$ of a hypernetwork $H$ is defined as the ratio of the number of nodes in the giant connected component (GCC) to the total number of nodes in the whole hypernetwork,$$\sigma(H) = \frac{|V_{GCC}|}{|V_H|} \quad (3)$$

where $GCC$ is the giant connected component of $H$ with the most hyperedges, and $|V_{GCC}|$ and $|V_H|$ denote the number of nodes in the giant connected component and the whole hypernetwork, respectively.

Hypernetwork dismantling aims at finding an optimal set of nodes $\kappa = \{v_1, v_2, \ldots, v_K\}$ the removal of which will minimize the connectivity,$$
\min_{\{v_1, v_2, \ldots, v_K\}} \sigma(H\setminus \{v_1, v_2, \ldots, v_K\}) \quad (4)$$

where $H\setminus \{v_1, v_2, \ldots, v_K\}$ denotes the hypernetwork after removing nodes set $\{v_1, v_2, \ldots, v_K\}$ from $H$.

III. PROPOSED METHOD

As CI in simple network measures the collective influence of a target node $v_i$ by considering the influence ability (i.e., degree $k$) of both itself and its $L$-hop neighbors $\partial Ball(v_i, L)$ in Equation (5), a naive extension of CI to hypernetwork is to replace the degree $k$ in simple network with hyperdegree $d^h$ in hypernetwork as shown in Equation (6) in which $(d^h(v_i) - 1)$ and $\sum_{j \in \partial Ball(v_i, L)} (d^h(v_j) - 1)$ indicate the influence ability of node $v_i$ itself and its neighbors, respectively.

$$CI_L(v_i) = (k_i - 1) \sum_{j \in \partial Ball(v_i, L)} (k_j - 1) \quad (5)$$

$$HyperCI_{naive,L}(v_i) = (d^h(v_i) - 1) \sum_{j \in \partial Ball(v_i, L)} (d^h(v_j) - 1) \quad (6)$$
where $\Gamma(v_i, L)$ is the set of $v_i$’s $L$-hop neighboring hyperedges and $\Psi(e, v_i) = \{v|v \in e \cap e', e' \in \Gamma(v_i, L + 1)\}$ is the number of nodes hyperedge $e$ can connect out. As shown in Fig. 2, $\Gamma(v_0, 2) = \{e_7, e_8, e_9\}$, $\Gamma(v_0, 3) = \{e_{10}, e_{11}, e_{12}, e_{13}\}$, $\sum_{e \in \varepsilon} |\Gamma(v)e \cap \Gamma(v_0, 3)| = |\Gamma,v_0 (v_0, 3)| = 2$, $|\Gamma(v_0, 3)| = |\{e_5, e_8\} \cap |\Gamma(v_0, 3)| + |\Gamma(v_{14}) \cap \Gamma(v_0, 3)| = 1 + 1 = 2$, we get $\sum_{e \in \varepsilon} |\Gamma(v)e \cap \Gamma(v_0, 3)| = 1 + 1 = 2$.

Besides the influence ability of the $L$-hop hyperedges, the number of nodes contained in these neighboring hyperedges also indicates the influence of the target node $v_i$. Thus, we introduce the neighboring node influence ability as Equation (9).

Finally, we get the HyperCI of a target node $v_i$ by multiplying these different influence ability as shown in Equation (10).

IV. EXPERIMENT

In this section, we will conduct experiments on six real-world hypernetwork to demonstrate the performance of our proposed HyperCI on the task of hypernetwork dismantling.

A. Experimental Settings

We evaluate the performance of our proposed metric on six real-world hypernetworks from different domains including citation hypernetwork [23]–[25], such as Cora, MAG and DBLP from scientific collaboration and logic circuit hypernetworks such c1908, c3540, s5378 from VLSI design [26], [27]. For citation hypernetwork authors are modeled as nodes and co-authorships are modeled as hyperedges, and for logic circuit hypernetworks signals are modeled as nodes and each logic gate containing multiple signals is modeled as a hyperedge.

The statistical information of these hypernetworks is listed in Table II.

To demonstrate the effectiveness of our proposed method HyperCI on hypernetwork dismantling, we compare it with dismantling methods designed for both simple network and hypernetwork, including Highest Degree (HD), Adaptive Highest Degree (HDA), CI [14] and GND [9] for simple network dismantling, and Highest Hyperdegree (HHD), Adaptive Highest Hyperdegree (HHDA), COMMP [22], subTSSH [23] and HyperCI naive for hypernetwork dismantling. It is worth noting that dismantling methods designed for simple network are often applied to hypernetwork dismantling by transforming hypernetwork into its simple network form, i.e., 2-section network for simplicity. In this experiment, we also utilize this
kind of transformation. The dismantling process is conducted with the following steps: (1) A score is calculated for each node by a given dismantling method; (2) The top 1% nodes with the highest scores are removed from the hypernetwork; (3) Reconstruct the remaining hypernetwork by deleting hyperedges containing no nodes and merging hyperedges containing same node sets; (4) Repeat the above steps until all the remaining nodes are disconnected. This dismantling process is applied for all the dismantling methods in this experiment except HD and HHD as they are not adaptive. For HD and HHD, the score is only calculated once at the beginning of the dismantling process and nodes are removed according to the score in descending order.

### B. Evaluation Metric

The performance of HyperCI and the baselines is evaluated against the accumulated normalized connectivity (ANC) metric as shown in Equation (11).

\[
\text{ANC}(\kappa) = \frac{1}{K} \frac{\sum_{k=1}^{K} \sigma(H \setminus \{v_1, v_2, \ldots, v_k\})}{\sigma(H)}
\]

where \(K\) is the size of the removed node set \(\kappa = \{v_1, v_2, \ldots, v_K\}\) and \(\sigma()\) is a connectivity measure as defined in Equation (3).

### C. Results

The overall performance of our proposed HyperCI and the baselines is shown in Table I. From the results, we can find that the simple higher order extension of CI, i.e., HyperCI naïve, can obtain a significant improvement in hypernetwork dismantling, and HyperCI performs even better. This indicates the effectiveness of taking into account the characteristics of higher order interactions in hypernetworks including both node co-occurrence in hyperedges and influence ability of hyperedges. Moreover, comparing dismantling methods designed for hypernetworks with those for simple network, we can also find the former ones often perform better than the latter ones, which strengthens the motivation to utilize the characteristics of higher order interactions for hypernetwork dismantling. Comparing HyperCI itself with different parameter \(L\), it can be found that for citation hypernetworks (Cora, DBLP, MAG) HyperCI with smaller \(L\) performs better while for logic circuit hypernetworks (c1908, c3540, s5378) HyperCI with larger \(L\) performs better. This is because the average length of shortest path of the logic circuit hypernetworks are larger than the citation hypernetworks (except MAG) and farther neighbors are needed to measure the influence of target node. As for MAG, though its average length of shortest path is even larger, its average node degree is small, making it an extremely sparse hypernetwork, thus smaller \(L\) is better.

To show the dismantling process more detailedly, we plot the residual connectivity after each dismantling step as shown in Fig. 3. It can be seen from the figure that the removal of only a small portion of nodes will significantly downgrade the connectivity. This will provide us with a strong motivation to perform protection on only a small portion of gates and signals to alleviate aging problem in integrated circuit instead of all the gates and signals.

### V. Conclusions

In this brief, we study the hypernetwork dismantling problem and propose HyperCI by extending CI with the consideration of higher order interactions among nodes. Experiments on real-world hypernetworks, including scientific collaboration and integrated circuit demonstrate the effectiveness of our proposed HyperCI. Our proposed method provides an efficient inspiration to perform aging protection on integrated circuits by strengthening only a small portion of critical circuit components.
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