A PROBABILISTIC SCHEME FOR SEMILINEAR NONLOCAL DIFFUSION EQUATIONS WITH VOLUME CONSTRAINTS
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Abstract. This work presents a probabilistic scheme for solving semilinear nonlocal diffusion equations with volume constraints and integrable kernels. The nonlocal model of interest is defined by a time-dependent semilinear partial integro-differential equation (PIDE), in which the integro-differential operator consists of both local convection-diffusion and nonlocal diffusion operators. Our numerical scheme is based on the direct approximation of the nonlinear Feynman-Kac formula that establishes a link between nonlinear PIDEs and stochastic differential equations. The exploitation of the Feynman-Kac representation successfully avoids solving dense linear systems arising from nonlocality operators. Compared with existing stochastic approaches, our method can achieve first-order convergence after balancing the temporal and spatial discretization errors, which is a significant improvement of existing probabilistic/stochastic methods for nonlocal diffusion problems. Error analysis of our numerical scheme is established. The effectiveness of our approach is shown in two numerical examples. The first example considers a three-dimensional nonlocal diffusion equation to numerically verify the error analysis results. The second example presents a physics problem motivated by the study of heat transport in magnetically confined fusion plasmas.
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1. Introduction. Nonlocal equations appear in many areas of science and engineering. Of particular interest is the study of transport where models involving integrodifferential operators have been proposed to overcome the limitations of local models based on advection-diffusion equations. The cornerstone of local transport models is the Fourier-Fick’s law that establishes a linear relationship between the fluxes and the gradients, which leads to local diffusion operators when combined with mass conservation. The widespread use of this type of models is also rooted in connection with the continuous-time random walk driven by Brownian motion, and the characteristic scaling of diffusion processes according to which the mean-squared displacement grows linearly with time.

However, despite the apparent ubiquity of local diffusive transport, departures from this paradigm have been documented experimentally and numerically. For example, early work on the study of transport in rotating fluids of interest to geophysical fluid dynamics showed that the presence of coherent structures (e.g., vortices and zonal flows) gives rise to anomalous super-diffusion processes for which the standard Brownian motion description does not apply [17,58]. The study of magnetically confined plasmas provides another important example. As in the case of fluids, coherent structures in turbulent plasmas introduce long waiting times and anomalous
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long displacements known as “Levy flights” that invalidate the use of local transport models [20,56]. This phenomenology has motivated the development of nonlocal models in which non-diffusive processes in plasmas are described using integrodifferential operators in general and fractional derivatives in particular [21,61].

Beyond their use in fluids and plasmas, nonlocal equations have found applicability in several other areas of science and engineering including pattern formation [36] and front propagation [19,42] in reaction-nonlocal-diffusion systems, image processing [9,31], option prices in financial markets with jumps [14], turbulence [15,33], groundwater flow and solute transport [7], peridynamic models of fracture dynamics [57], and nonlocal models of epidemic diseases [2] among many others.

Given the vast applications of nonlocal models, it is not surprising that significant efforts have been devoted to the computational aspects of nonlocal equations. The two main approaches to the numerical solution of nonlocal diffusion problems can be roughly classified as continuum deterministic methods and particle-based stochastic methods. Deterministic approaches are usually based on extensions of numerical methods for local partial differential equations (PDEs), including finite element method [4,5,16,59], finite difference method [18,25,41,43,59], and kernel collocation method [39,60], among many others. We refer to [27] for an overview of some of these methods. However, despite the relative success of deterministic methods in local problems, their use in nonlocal problems faces challenges, including the significant increase in computational cost specially in high-dimensional domains. For example, finite element methods need to handle a weak formulation with a sextuple integral in three-dimensional cases, and the large volume of the nonlocal interaction domains dramatically deteriorates the sparsity of the resulting linear system. Moreover, in the presence of nonlinear forcing terms, an iterative nonlinear solver needs to wrap around the linear solver, making the entire solution process computationally challenging. Even though significant efforts have been made to improve the efficiency by exploiting multigrid solvers [3] or the Toeplitz structure of the linear system [30,62] of the fractional Laplacian, the computational inefficiency remains a bottleneck that hinders the progress on the broad applicability of nonlocal diffusion models to scientific and engineering problems involving high-dimensional irregular domain and nonlinear forcing.

On the other hand, particle-based stochastic methods approach the numerical solution of nonlocal diffusion problems by exploiting the relation between nonlocal integro-differential operators and general stochastic jump processes [11,13,24], a special case of which is the connection between $\alpha$-stable processes and fractional Laplacians, see for example [44] and references therein. Although this approach does not require assembling and solving dense linear systems and the simulations of a large number of trajectories and can be easily parallelized, it suffers from the slow convergence of random walk models (e.g., $\frac{1}{2}$-order convergence rate with respect to the number of time steps), which requires a very large number of samples to achieve a prescribed accuracy. Additionally, when having an inhomogeneous or even nonlinear forcing term, the nonlocal diffusion equation is no longer the master equation of an underlying jump process for which random walk methods can be applied.

As an alternative to the above-described deterministic (e.g., finite differences) and stochastic methods (e.g., continuous time random walk models), we present here a new probabilistic scheme for time-dependent nonlocal equations. The specific model under consideration is a semilinear partial integro-differential equation (PIDE) including a local advection-diffusion operator, a nonlocal operator with an integral kernel, and a nonlinear forcing term. The theoretical foundation of our method is rooted in the
seminal works on the nonlinear Feynman-Kac theory [6,47–50,52] that establishes a connection between nonlinear PDEs/PIDEs and stochastic processes. Similar to our previous use of the Feynman-Kac theory for local problems [66], the proposed method is a kind of hybrid approach in that it is based on the stochastic representation of the nonlocal kernel but the actual computation is reduced to the continuum deterministic evaluation of integrals bypassing the need of discrete sampling of stochastic trajectories.

The nonlinear Feynman-Kac theory has been exploited to solve PIDEs in unbounded domains [8,29,38,67], usually achieving $1/2$-order convergence rates with respect to the number of time steps. However, the vast majority of applications of nonlocal models demand the use of finite domains. For example, the application of nonlocal fractional transport models in magnetically confined fusion plasmas requires the regularization of the fractional derivatives to incorporate physically meaningful boundary conditions [18]. The use of volume constraints as a proxy for boundary conditions that might not be defined for a kernel is another approach in the formulation of well-posed nonlocal problems in bounded domains [22–24,28]. The advantage of the use of volume constraints can be intuitively appreciated in the context of stochastic processes. In the case of local diffusion, the corresponding stochastic process is continuous, and the boundary corresponds to the exit location of the trajectory. However, in a nonlocal problem the underlying stochastic process is a discontinuous jump process and the trajectory can exit the domain without “touching” the boundary. Adding a volume constrain provides a fix to this problem by identifying the exit of the bounded domain as an arrival to the added volume. Here we adopt the volume constraints approach as a natural extension of Dirichlet boundary conditions, and show that our method provides an accurate and efficient numerical technique that improves the convergence rate of existing methods and opens the possibility of applying nonlocal models to high-dimensional practical problems with a particular interest to magnetically confined fusion plasmas.

In the proposed method the numerical solution of the PIDE’s is reduced to the accurate approximation of the expectation value in the Feynman-Kac representation. This task consists of several steps, including discretizing the underlying stochastic process, approximating the nonlinear forcing term, handling the exit time (i.e., the random time that the stochastic process exits the bounded domain), decomposing the entire mathematical expectation into a set of conditional expectations, and picking quadrature weights and abscissa for each conditional expectation. The key algorithmic development and error analysis challenge is the low convergence rate caused by the exit time. To address this problem, we develop an effective strategy to successfully improve the convergence rate to first-order that is comparable to PDE-based approaches. On the other hand, our method does not require assembling and solving possibly dense linear systems, which significantly improves the overall computational efficiency. Among the main contributions of this work are: (i) Development of a fully discrete scheme for the semilinear nonlocal diffusion equations with volume constraints and integrable kernels; (ii) Error estimates of the proposed fully discrete scheme, which demonstrates the first-order convergence with respect to the time step size; (iii) Demonstration of our method’s performance on 3D semilinear nonlocal diffusion problems in non-trivial domains, and an anisotropic nonlocal heat transport problem of interest to magnetically confined controlled nuclear fusion plasmas.

The outline of the rest of the paper is as follows. In Section 2 we formulate the nonlocal volume-constrained problem of interest. The details of the proposed method are described in Section 3, and the corresponding error analysis for the fully discrete
scheme is studied in Section 4. Section 5 is devoted to examples including nonlocal diffusion in four different 3D domains, and nonlocal anisotropic transport in a 3D toroidal domain of interest to controlled nuclear fusion.

2. Problem setting. Let \( D \subseteq \mathbb{R}^d \) denote a bounded open domain and \( [0, T] \) with \( T > 0 \) denote a temporal domain. The domain \( D_v \) is the interaction domain that is disjoint from \( D \). The PIDE of interest is a time-dependent semilinear nonlocal volume-constrained diffusion equation, i.e.,

\[
\frac{\partial u}{\partial t}(t, x) - L[u](t, x) = f(t, x, u), \quad \forall (t, x) \in (0, T) \times D,
\]

\[
u(0, x) = \phi_0(x), \quad \forall x \in D \cup D_v,
\]

\[
u(t, x) = \phi_v(t, x), \quad \forall (t, x) \in (0, T) \times D_v,
\]

where \( f(t, x, u) \) is the forcing term that could be a nonlinear function of \( u \), \( u(0, x) = \phi_0(x) \) is an initial condition, and \( u(t, x) = \phi_v(t, x) \) is the volume constraint acting on the nonzero domain \( D_v \). The volume constraint is a natural extension of the boundary condition for local PDEs [22, 24]. The partial integro-differential operator \( L \) in Eq. (2.1) is defined by

\[
L[u](t, x) = \sum_{i=1}^d \frac{\partial}{\partial x_i} [B_i(t, x)u(t, x)] + \sum_{i,j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} [K_{ij}(t, x)u(t, x)]
\]

\[
+ \int_E [u(t, x + c(t, x, q)) - u(t, x)] \gamma(q) dq,
\]

where \( B = (B_1, \ldots, B_d) \in \mathbb{R}^d \) is the local convection coefficient, \( K = [K_{ij}] \in \mathbb{R}^{d \times d} \) is the local diffusion coefficient satisfying \( K = \frac{1}{2} \sigma \sigma^T \) with \( \sigma \in \mathbb{R}^{d \times d} \), \( c(t, x, q) \in \mathbb{R}^d \) is the jump amplitude, \( E \subseteq \mathbb{R}^d \) defines the interaction domain for \( x \in D \), and \( \gamma(q) \) is the nonlocal kernel. In this work, we assume \( \gamma(q) \) is nonnegative and integrable, i.e.,

\[
\gamma(q) \geq 0 \text{ for } q \in E \quad \text{and} \quad \varphi(q) = \frac{\gamma(q)}{\lambda} \quad \text{with} \quad \lambda = \int_E \gamma(q) dq < \infty,
\]

where \( \varphi(q) \) can be viewed as a probability density function and the domain \( E \) is bounded. In this case, the nonlocal component in \( L \) corresponds to the compound Possion process. The well-posedness of the problem in Eq. (2.1) has been proved in [22, 24] under standard assumptions on \( B, K, c, \) and \( \gamma \).

It is well known that the nonlocal diffusion problem in Eq. (2.1) is computationally challenging to solve using standard PDE solvers, especially when \( d \geq 3 \) and the domain \( E \) has a large volume. For example, the classic finite element method needs to handle a weak formulation with a sextuple integral in the case of \( d = 3 \), and the large volume of \( E \) will dramatically deteriorate the sparsity of the resulting linear system. Moreover, when having a nonlinear forcing term, an iterative nonlinear solver needs to wrap around the linear solver, making the entire solution process computationally inefficient. To circumvent these challenges, we will exploit the connection between the operator \( L \) in Eq. (2.1) and stochastic jump processes to develop an efficient and accurate probabilistic scheme.

3. The proposed probabilistic scheme. In this section, we construct the proposed probabilistic scheme for the nonlocal diffusion problem in Eq. (2.1). In Section 3.1, we use the Feynman-Kac formula to represent the solution \( u \) of the PIDE
as a conditional expectation [48,50], which serves as the foundation of our numerical scheme. In Section 3.2, we discretize the Feynman-Kac representation to obtain an approximation to \( u \).

### 3.1. The Feynman-Kac representation of the PIDE’s solution.

#### 3.1.1. The non-divergence form of the PIDE.

The nonlocal diffusion equation in Eq. (2.1) is given in the divergence form, but the Feynman-Kac formula requires that the integro-differential operator is written in the non-divergence form [46]. Thus, we rewrite the PIDE in Eq. (2.1) in its non-divergence form, i.e.,

\[
\frac{\partial u}{\partial t}(t,x) - \mathcal{L}^*[u](t,x) = g(t,x,u),
\]

where the non-divergence form operator \( \mathcal{L}^* \) is defined by

\[
\mathcal{L}^*[u](t,x) := \sum_{i=1}^{d} b_i(t,x) \frac{\partial u}{\partial x_i}(t,x) + \sum_{i,j=1}^{d} K_{ij}(t,x) \frac{\partial^2 u}{\partial x_i \partial x_j}(t,x)
\]

\[
+ \int_{E} [u(t,x + c(t,x,q)) - u(t,x)] \gamma(q) dq,
\]

with the new drift coefficients \( b_i \) defined by \( b_i(t,x) := B_i(t,x) + 2 \sum_{j=1}^{d} \frac{\partial K_{ij}}{\partial x_j}(t,x) \), and the new forcing term \( g \) given by

\[
g(t,x,u) := f(t,x,u) + \left( \sum_{i=1}^{d} \frac{\partial B_i}{\partial x_i}(t,x) + \sum_{i,j=1}^{d} \frac{\partial^2 K_{ij}}{\partial x_i \partial x_j}(t,x) \right) u(t,x).
\]

Note that Eq. (3.1) is exactly the same as Eq. (2.1), and in the rest of this section, we use the PIDE in Eq. (3.1) as the target problem to develop our probabilistic scheme.

#### 3.1.2. The Feynman-Kac representation.

For the purpose of the numerical method to be described in Section 3.2, we only need to consider the Feynman-Kac formula within a small time interval. Thus, we first introduce a uniform mesh over the temporal domain \([0,T]\) as follows

\[
T := \{0 = t_0 \leq \cdots \leq t_{N_t} = T\},
\]

with \( \Delta t = t_n - t_{n-1}, \) for \( 1 \leq n \leq N_t \). In each small interval \([t_n, t_{n+1}]\), we define a backward stochastic process that starts from the location \((t_n, x)\) and moves backward from \(t_{n+1}\) to \(t_n\), i.e.,

\[
\tilde{X}^{n+1}_s = x + \int_{s}^{t_{n+1}} b(t, \tilde{X}^{n+1}_t) dt + \int_{s}^{t_{n+1}} \sigma(t, \tilde{X}^{n+1}_t) dW_t + \sum_{k=1}^{N_{t_{n+1}}-s} c(t, \tilde{X}^{n+1}_{t_k}, q_k),
\]

where \( s \in [t_n, t_{n+1}] \), and the almost sure right-hand limit of \( \tilde{X}_t = \{ \tilde{X}_t, t \in [t_n, t_{n+1}] \} \) is defined by

\[
\tilde{X}_{t+} = \lim_{s \downarrow t} \tilde{X}_s.
\]

Here the coefficients \( b, c \) are defined in Eq. (3.2), \( \sigma \) results from the definition of diffusion coefficient \( K \) in Eq. (2.2), \( W_t \) is the Brownian motion with the property
that $\Var(W_t) = dt$, $N_{t_{n+1}^{-s}}$ is the Poisson process following the Poisson probability distribution
\[
\mathbb{P}(N_{t_{n+1}^{-s}} = k) = (\lambda(t_{n+1} - s))^k e^{-\lambda(t_{n+1} - s)} k!,
\]
with $\lambda$ defined in Eq. (2.3), $t_k$ for $k = 1, \ldots N_{t_{n+1}^{-s}}$ is the instances of time that jumps occur, and $q_k$ follows the probability distribution defined by $\varphi(q)$ in Eq. (2.3). The jump process in Eq. (3.5) is also called compound Poisson process.

Remark 3.1. The backward stochastic process $\tilde{X}_{n}^{n+1}$ in Eq. (3.5) is defined independently for each time interval $[t_n, t_{n+1}]$ for the convenience in developing the numerical scheme. Thus, there is no continuous filtration from $T$ to the initial time. We emphasize that process $\tilde{X}_{n}^{n+1}$ depends on the starting location $x$, i.e., $\tilde{X}_{n}^{n+1,x}$. In what follows, we omit $x$ in the superscript for notational simplicity.

We define the exit time of $\tilde{X}_{n}^{n+1}$ to describe the volume constraint in Eq. (2.1) from the probabilistic perspective as follows
\[
\tau_n := \sup\{s < t_{n+1} \mid \tilde{X}_{n}^{n+1} \not\in \mathcal{D}, x \in \mathcal{D}\},
\]
where $\tau_n$ indicates the first instance of time $\tilde{X}_{n}^{n+1}$ exits the domain $\mathcal{D}$. Note that $\tilde{X}_{n}^{n+1}$ could exit the domain $\mathcal{D}$ in two ways. The first way is that $\tilde{X}_{n}^{n+1}$ exits the domain through the boundary $\partial \mathcal{D}$; the second way is that $\tilde{X}_{n}^{n+1}$ jumps out of the domain $\mathcal{D}$ without touching the boundary $\partial \mathcal{D}$.

It is well known that the operator $\mathcal{L}^*$ in Eq. (3.2) is the infinitesimal generator of $\tilde{X}_{n}^{n+1}$ for $s \in [\tau_n \vee t_n, t_{n+1}]$. Thus, we can derive the Feynman-Kac representation [26,51] of the PIDEs solution at $t_{n+1}$ as follows:
\[
u(t_{n+1}, x) = \mathbb{E}\left[u(\tau_n \vee t_n, \tilde{X}_{n}^{n+1}) + \int_{\tau_n \vee t_n}^{t_{n+1}} \left(\frac{\partial u}{\partial t} - \mathcal{L}^*[u]\right)(t, \tilde{X}_{t}^{n+1})dt\right],
\]
where $\mathbb{E}[\cdot]$ denotes a conditional expectation, and $\tau_n \vee t_n := \max(\tau_n, t_n)$. If $u$ is the unique viscosity solution of the nonlocal diffusion equation in Eq. (2.1), then the representation in Eq. (3.7) can be rewritten as
\[
u(t_{n+1}, x) = \mathbb{E}\left[u(\tau_n \vee t_n, \tilde{X}_{n}^{n+1}) + \int_{\tau_n \vee t_n}^{t_{n+1}} g(t, \tilde{X}_{t}^{n+1}, u(t, \tilde{X}_{t}^{n+1}))dt\right],
\]
where $g$ is the forcing term defined in Eq. (3.3).

Instead of directly solving the PIDE in Eq. (2.1), we intend to approximate the solution $u$ at each time step by discretizing the Feynman-Kac representation in Eq. (3.8), which will be described in the next section.

3.2. The approximation of the Feynman-Kac representation. The approximation of the representation of $u(t_{n+1}, x)$ defined in Eq. (3.8) consists of five tasks: (a) discretization of the time integral in Eq. (3.8); (b) numerical treatment of the exit time $\tau_n$; (c) approximation of the backward stochastic process $\tilde{X}_{n}^{n+1}$; (d) approximation of the expectation $\mathbb{E}[\cdot]$; and (e) reconstruction of $u(t_n, x)$ in $\mathcal{D}$. These five tasks will be accomplished in Sections 3.2.1, 3.2.2, 3.2.3, 3.2.4 and 3.2.5, respectively.

To proceed, we extend the solution $u$ from the bounded domain $\mathcal{D} \cup \mathcal{D}_v$ to $\mathbb{R}^d$. According to the Whitney extension theorem [37,63], a function of class $C^m$ on a closed set in $\mathbb{R}^d$ can be extended to the entire $\mathbb{R}^d$ and the extended function is still in the class $C^m$. The purpose of defining the extension of $u$ is only to ensure the
mathematical rigor during the derivation of the proposed numerical scheme in the rest of this section. For example, the stochastic process $\bar{X}^{n+1}_{t_n}$ in Eq. (3.5) could move to anywhere in $\mathbb{R}^d$, but the expectation $\mathbb{E}[u(t_n, \bar{X}^{n+1}_{t_n})]$ is not well defined unless $u$ is extended to $\mathbb{R}^d$. However, the final numerical scheme does not use any information of the extension, so we only need the existence of the extension. For simplicity, we use the same notation $u$ to denote its extension in the rest of the paper.

3.2.1. Temporal discretization. We use the implicit Euler scheme to discretize the temporal integral in Eq. (3.8) and obtain

$$
(3.9)\quad u(t_{n+1}, x) = \mathbb{E} \left[ u(\tau_n \lor t_n, \bar{X}^{n+1}_{\tau_n \lor t_n}) + (t_{n+1} - \tau_n \lor t_n)g(t_{n+1}, x, u(t_{n+1}, x)) \right] + R^{n+1}_1,
$$

where the truncation error $R^{n+1}_1$ is defined by

$$
(3.10)\quad R^{n+1}_1 = \mathbb{E} \left[ \int_{\tau_n \lor t_n}^{t_{n+1}} g(t, \bar{X}^{n+1}_t, u(t, \bar{X}^{n+1}_t))dt - (t_{n+1} - \tau_n \lor t_n)g(t_{n+1}, x, u(t_{n+1}, x)) \right].
$$

Even though other time stepping schemes could also be used here, the implicit Euler scheme has sufficient accuracy and stability to achieve the overall first-order convergence with respect to $\Delta t$.

3.2.2. Treatment of the exit time. Now we describe how to handle the exit time $\tau_n$ in $\mathbb{E}[u(\tau_n \lor t_n, \bar{X}^{n+1}_{\tau_n \lor t_n})]$ in Eq. (3.9). The approximation of a mathematical expectation becomes challenging in the presence of an exit time. The commonly used strategies will lead to a half-order convergence rate with respect to $\Delta t$ [10,32], which will not achieve our objective. Here, we develop a easy to use treatment for the exit time, exclusively designed for the nonlocal problem, which achieves an overall first-order convergence with respect to $\Delta t$. To proceed, the expectation $\mathbb{E}[u(\tau_n \lor t_n, \bar{X}^{n+1}_{\tau_n \lor t_n})]$ in Eq. (3.9) can be decomposed based on different scenarios of $N_{\Delta t} = N_{t_{n+1}-t_n}$ and $\tau_n$ as follows.

$$
(3.11)\quad \mathbb{E} \left[ u(\tau_n \lor t_n, \bar{X}^{n+1}_{\tau_n \lor t_n}) \right] = I_1 + I_2 + I_3 + I_4 + I_5,
$$

$$
I_1 = \mathbb{P}(N_{\Delta t} = 0, \tau_n \geq t_n) \mathbb{E} \left[ u(\tau_n, \bar{X}^{n+1}_{\tau_n}) | N_{\Delta t} = 0, \tau_n \geq t_n \right],
$$

$$
I_2 = \mathbb{P}(N_{\Delta t} = 0, \tau_n < t_n) \mathbb{E} \left[ u(t_{n}, \bar{X}^{n+1}_{\tau_n}) | N_{\Delta t} = 0, \tau_n < t_n \right],
$$

$$
I_3 = \mathbb{P}(N_{\Delta t} = 1, \tau_n \geq t_n) \mathbb{E} \left[ u(\tau_n, \bar{X}^{n+1}_{\tau_n}) | N_{\Delta t} = 1, \tau_n \geq t_n \right],
$$

$$
I_4 = \mathbb{P}(N_{\Delta t} = 1, \tau_n < t_n) \mathbb{E} \left[ u(t_{n}, \bar{X}^{n+1}_{\tau_n}) | N_{\Delta t} = 1, \tau_n < t_n \right],
$$

$$
I_5 = \sum_{k=2}^{\infty} \mathbb{P}(N_{\Delta t} = k) \mathbb{E} \left[ u(\tau_n \lor t_n, \bar{X}^{n+1}_{\tau_n \lor t_n}) | N_{\Delta t} = k \right].
$$

Each term in Eq. (3.11) is an expectation conditional on an event defined by $N_{\Delta t}$ and $\tau_n$.

Next we investigate the terms in Eq. (3.11), to determine which are small enough to be neglected in the numerical scheme. For the terms that we need to keep in the final numerical scheme, we want to avoid direct approximation of the exit time. Specific treatment of each term is given as follows.
We neglect $I_1$ because the probability $\mathbb{P}(N_{\Delta t} = 0, \tau_n \geq t_n)$ is in the order of $\mathcal{O}((\Delta t)\varepsilon)$. To see this, we note that when $N_{\Delta t} = 0$, the motion of $\tilde{X}^{n+1}_s$ is driven by the Brownian motion, and $\mathbb{P}(N_{\Delta t} = 0, \tau_n \geq t_n)$ decays rapidly as the starting location $x$ of $\tilde{X}^{n+1}_s$ moves further away from the boundary $\partial D$. In fact, we proved in our previous work [65] that if $b(t, x)$ and $\sigma(t, x)$ are bounded in $[0, T] \times D$ and the starting location $x$ of $\tilde{X}^{n+1}_s$ satisfies

$$
\text{dist}(x, \partial D) \geq \mathcal{O}((\Delta t)^{1/2-\varepsilon}),
$$

for an arbitrarily small positive number $\varepsilon > 0$ with $\text{dist}(\cdot, \cdot)$ denoting the Euclidean distance, then for sufficiently small $\Delta t$,

$$
\mathbb{P}(N_{\Delta t} = 0, \tau_n \geq t_n) \leq C(\Delta t)^{\varepsilon} \exp\left(-\frac{1}{(\Delta t)^{2\varepsilon}}\right),
$$

where the constant $C > 0$ is independent of $\Delta t$. The condition in Eq. (3.12) can be satisfied by properly defining the spatial mesh, which will be discussed in Section 3.2.5. The estimate in Eq. (3.13) allows us to neglect $I_1$ and define it as another truncation error term

$$
R^{n+1}_2 := I_1.
$$

To analyze $I_2$, we rewrite its definition as

$$
I_2 = \mathbb{P}(N_{\Delta t} = 0)\mathbb{E}\left[u(t_n, \tilde{X}^{n+1}_{t_n}) \mid N_{\Delta t} = 0\right] + R^{n+1}_3,
$$

where the truncation error $R^{n+1}_3$ is defined by

$$
R^{n+1}_3 := \mathbb{P}(N_{\Delta t} = 0, \tau_n < t_n)\mathbb{E}\left[u(t_n, \tilde{X}^{n+1}_{t_n}) \mid N_{\Delta t} = 0, \tau_n < t_n\right] - \mathbb{P}(N_{\Delta t} = 0)\mathbb{E}\left[u(t_n, \tilde{X}^{n+1}_{t_n}) \mid N_{\Delta t} = 0\right].
$$

It is easy to see that $\mathbb{P}(N_{\Delta t} = 0, \tau_n < t_n) \to \mathbb{P}(N_{\Delta t} = 0)$ as $\mathbb{P}(N_{\Delta t} = 0, \tau_n \geq t_n)$ in Eq. (3.13) goes to zero. So the error $R^{n+1}_3$ will be sufficiently small when Eq. (3.13) holds. The estimate of $R^{n+1}_3$ will be given in Section 4.1.2.

For $I_3$, we introduce the auxiliary variable, $\tilde{V}^{n+1}_s$, defined as

$$
\tilde{V}^{n+1}_s := \tilde{X}^{n+1}_s - \int_s^{t_{n+1}} b(t, \tilde{X}^{n+1}_t) dt - \int_s^{t_{n+1}} \sigma(t, \tilde{X}^{n+1}_t) dW_t
$$

$$
= x + \sum_{k=1}^{N_{t_n} - s} c(t, \tilde{X}^{n+1}_{t_k}, q_k),
$$

which is the truncation of the $\tilde{X}^{n+1}_s$ increment by only keeping the jump component. Using this variable, we can rewrite $I_3$ as

$$
I_3 = \mathbb{P}(N_{\Delta t} = 1, \tau_n \geq t_n)\mathbb{E}\left[u(t_n, \tilde{V}^{n+1}_{t_n}) \mid N_{\Delta t} = 1, \tau_n \geq t_n\right] + R^{n+1}_4,
$$

where the truncation error $R^{n+1}_4$ is defined by

$$
R^{n+1}_4 := \mathbb{P}(N_{\Delta t} = 1, \tau_n \geq t_n)\mathbb{E}\left[u(\tau_n, \tilde{X}^{n+1}_{\tau_n}) - u(t_n, \tilde{V}^{n+1}_{t_n}) \mid N_{\Delta t} = 1, \tau_n \geq t_n\right].
$$
As the probability of having one jump (i.e., $N_{\Delta t} = 1$) is in the order of $O(\Delta t)$, we only need the expectation in Eq. (3.19) to be on the order of $O((\Delta t)^2)$ to achieve the desired $O((\Delta t)^2)$ local error. The estimate of $R_{4}^{n+1}$ will be given in Section 4.1.3.

- In a similar way, for $I_{4}$, we use the auxiliary variable $\tilde{V}_{s}^{n+1}$ in Eq. (3.17), and write

\begin{equation}
I_{4} = \mathbb{P}(N_{\Delta t} = 1, \tau_{n} < t_{n})\mathbb{E} \left[ u(t_{n}, \tilde{V}_{t_{n}}^{n+1}) \right | N_{\Delta t} = 1, \tau_{n} < t_{n}] + R_{5}^{n+1},
\end{equation}

where the truncation error $R_{5}^{n+1}$ is defined by

\begin{equation}
R_{5}^{n+1} := \mathbb{P}(N_{\Delta t} = 1, \tau_{n} < t_{n})\mathbb{E} \left[ u(t_{n}, \tilde{X}_{t_{n}}^{n+1}) - u(t_{n}, \tilde{V}_{t_{n}}^{n+1}) \right | N_{\Delta t} = 1, \tau_{n} < t_{n}].
\end{equation}

Similar to $R_{4}^{n+1}$, we will prove $R_{5}^{n+1}$ is also on the order of $O((\Delta t)^2)$ in Section 4.1.3. Moreover, we can take the sum of $I_{3}$ in Eq. (3.18) and $I_{4}$ in Eq. (3.20) and obtain

\begin{equation}
I_{3} + I_{4} = \mathbb{P}(N_{\Delta t} = 1)\mathbb{E} \left[ u(t_{n}, \tilde{V}_{t_{n}}^{n+1}) \right | N_{\Delta t} = 1].
\end{equation}

- Finally, for $I_{5}$, the probability of the Poisson process $N_{\Delta t}$ having $k$ jumps within $[t_{n}, t_{n+1})$ is on the order of $O((\Delta t)^{k})$, we have $I_{5} = O((\Delta t)^{2})$ when $\mathbb{E}[u(\tau_{n} \vee t_{n}, \tilde{X}_{\tau_{n} \vee t_{n}}^{n+1}) | N_{\Delta t} = k]$ for $k \geq 2$ is bounded. So we can neglect $I_{5}$ in the final numerical scheme and define it as another truncation error term

\begin{equation}
R_{6}^{n+1} = I_{5}.
\end{equation}

Using these estimates, we rewrite Eq. (3.9) as

\begin{equation}
u(t_{n+1}, x) = \mathbb{P}(N_{\Delta t} = 0)\mathbb{E} \left[ u(t_{n}, \tilde{X}_{t_{n}}^{n+1}) \right | N_{\Delta t} = 0]
+ \mathbb{P}(N_{\Delta t} = 1)\mathbb{E} \left[ u(t_{n}, \tilde{V}_{t_{n}}^{n+1}) \right | N_{\Delta t} = 1]
+ \mathbb{E}[(t_{n+1} - \tau_{n} \vee t_{n})g(t_{n+1}, x, u(t_{n+1}, x)) + \sum_{i=1}^{6} R_{i}^{n+1}.
\end{equation}

### 3.2.3. Discretization of $\tilde{X}_{s}^{n+1}$ and $\tilde{V}_{s}^{n+1}$

To achieve an overall first-order convergence with respect to $\Delta t$, we use the standard Euler scheme [54] to discretize the stochastic processes $\tilde{X}_{s}^{n+1}$ in Eq. (3.5) and $\tilde{V}_{s}^{n+1}$ in Eq. (3.17), i.e.,

\begin{equation}
\tilde{X}_{t_{n}}^{n+1} \approx \tilde{X}_{t_{n}}^{n+1} := x + b(t_{n+1}, x) \Delta t + \sigma(t_{n+1}, x) \Delta W + \sum_{k=1}^{N_{\Delta t} \wedge 1} c(t_{n+1}, x, q_{k}),
\end{equation}

\begin{equation}
\tilde{V}_{t_{n}}^{n+1} \approx \tilde{V}_{t_{n}}^{n+1} := x + \sum_{k=1}^{N_{\Delta t} \wedge 1} c(t_{n+1}, x, q_{k}),
\end{equation}

where $\Delta W := W_{t_{n+1}} - W_{t_{n}}$, and $N_{\Delta t} \wedge 1 := \min(N_{\Delta t}, 1)$. Note that, to be consistent with the representation in Eq. (3.23), we only keep up to one Poisson jump in the approximation. Replacing $\tilde{X}_{t_{n}}^{n+1}$ and $\tilde{V}_{t_{n}}^{n+1}$ in Eq. (3.23) with $\tilde{X}_{t_{n}}^{n+1}$ and $\tilde{V}_{t_{n}}^{n+1}$ in
Eq. (3.24), we have
\[
\begin{align*}
  u(t_{n+1}, x) &= \mathbb{P}(N_{\Delta t} = 0) \mathbb{E} \left[ u(t_n, \tilde{X}^n_{t_n}) \mid N_{\Delta t} = 0 \right] \\
  &+ \mathbb{P}(N_{\Delta t} = 1) \mathbb{E} \left[ u(t_n, \tilde{V}^n_{t_n}) \mid N_{\Delta t} = 1 \right] \\
  &+ \mathbb{E} \left[ (t_{n+1} - \tau_n \vee t_n) g(t_{n+1}, x, u(t_{n+1}, x)) + \sum_{i=1}^{7} R_i^n \right],
\end{align*}
\]
where a new truncation error \( R_i^n \) is introduced as follows
\[
\begin{align*}
  R_i^n := \mathbb{P}(N_{\Delta t} = 0) &\mathbb{E} \left[ u(t_n, \tilde{X}^n_{t_n}) - u(t_n, \tilde{X}^n_{t_n}) \mid N_{\Delta t} = 0 \right] \\
  &+ \mathbb{P}(N_{\Delta t} = 1) \mathbb{E} \left[ u(t_n, \tilde{V}^n_{t_n}) - u(t_n, \tilde{V}^n_{t_n}) \mid N_{\Delta t} = 1 \right].
\end{align*}
\]

3.2.4. Approximation of the conditional expectations. Now we develop a quadrature rule to approximate the conditional expectation \( \mathbb{E}[\cdot] \) in Eq. (3.25). The expectation \( \mathbb{E}[u(t_n, \tilde{X}^n_{t_n}) \mid N_{\Delta t} = 0] \) has no jumps, and only involves Brownian motion. Therefore,
\[
\mathbb{E} \left[ u(t_n, \tilde{X}^n_{t_n}) \mid N_{\Delta t} = 0 \right] = \int_{\mathbb{R}^d} u(t_n, x + b(t_{n+1}, x) \Delta t + \sigma(t_{n+1}, x) \sqrt{2 \Delta t} \xi)d\xi,
\]
where \( \xi := (\xi_1, \ldots, \xi_d) \) follows the normal distribution with the probability density \( \rho(\xi) := \pi^{-d/2} \exp(-\sum_{i=1}^{d} \xi_i^2) \). We use the tensor-product Gauss-Hermite quadrature rule to approximate this integral, and denote the approximate expectation as
\[
\mathbb{E} \left[ u(t_n, \tilde{X}^n_{t_n}) \mid N_{\Delta t} = 0 \right] := \sum_{m=1}^{M} w_m u(t_n, x + b(t_{n+1}, x) \Delta t + \sigma(t_{n+1}, x) \sqrt{2 \Delta t} e_m),
\]
where \( \{w_m, e_m\}_{m=1}^{M} \) denote the Gauss-Hermite quadrature weights and abscissa\(^1\).

The expectation \( \mathbb{E}[u(t_n, \tilde{V}^n_{t_n}) \mid N_{\Delta t} = 1] \) only involves the Poisson jumps
\[
\mathbb{E} \left[ u(t_n, \tilde{V}^n_{t_n}) \mid N_{\Delta t} = 1 \right] = \int_{\mathbb{E}} u(t_n, x + c(t_{n+1}, x, q)) \varphi(q)dq,
\]
where \( \varphi(q) \) is defined in Eq. (2.3). In this case, the choice of the quadrature rule is determined by \( \varphi(q) \). For example, if \( \varphi(q) \) is bounded and has a compact support, we can use a Gauss-Legendre rule or a Newton-Cotes rule; if \( \varphi(q) \) is singular at the origin, e.g., \( \varphi(q) = 1/|q|^z \) with \( 0 < z < 1 \), then we can use a Gauss-Jacobi rule. In general, we write the quadrature approximation of the Poisson jump as
\[
\mathbb{E} \left[ u(t_n, \tilde{V}^n_{t_n}) \mid N_{\Delta t} = 1 \right] := \sum_{i=1}^{L} v_i u(t_n, x + c(t_{n+1}, x, a_i)),
\]
where \( \{v_i, a_i\}_{i=1}^{L} \) denote the corresponding quadrature weights and abscissa.

\(^1\)We use a single index to represent the tensor-product quadrature rule.
Using the above quadrature rules in the approximation of the conditional expectations in Eq. (3.25) we can write the solution $u(t_{n+1}, x)$ as

$$
u(t_{n+1}, x) = \mathbb{P}(N_{\Delta t} = 0) \mathbb{E} \left[ u(t_n, \bar{X}_n^{n+1}) \mid N_{\Delta t} = 0 \right]$$

$$+ \mathbb{P}(N_{\Delta t} = 1) \mathbb{E} \left[ u(t_n, \bar{V}_n^{n+1}) \mid N_{\Delta t} = 1 \right]$$

$$+ \mathbb{E} [(t_{n+1} - t_n) g(t_{n+1}, x, u(t_{n+1}, x)) + \sum_{i=1}^{8} R_i^{n+1}],$$

where the new truncation error term $R_i^{n+1}$ comes from the quadrature rules, i.e.,

$$R_i^{n+1}(x) = \mathbb{P}(N_{\Delta t} = 0) \left\{ \mathbb{E} \left[ u(t_n, \bar{X}_n^{n+1}) \mid N_{\Delta t} = 0 \right] - \mathbb{E} \left[ u(t_n, \bar{X}_n^{n+1}) \mid N_{\Delta t} = 0 \right] \right\}$$

$$+ \mathbb{P}(N_{\Delta t} = 1) \left\{ \mathbb{E} \left[ u(t_n, \bar{V}_n^{n+1}) \mid N_{\Delta t} = 1 \right] - \mathbb{E} \left[ u(t_n, \bar{V}_n^{n+1}) \mid N_{\Delta t} = 1 \right] \right\}. $$

3.2.5. Spatial approximation. For spatial discretization, we use the piecewise Lagrange polynomial interpolation on a triangular or tetrahedral mesh of the closed domain $\overline{D}$, where the set of interpolation points is denoted by

$$\mathcal{S} := \{ x_j \in \overline{D} : j = 1, \ldots, J \}$$

with $J$ being the total number of degrees of freedom. Note that we use a single index to denote the grid points $x_j$ to simplify the notation. In particular, we define the approximation of $u(t_n, x)$ using a $p$-th order Lagrange nodal basis [40] as

$$u^p(t_n, x) := \sum_{j=1}^{J} u(t_n, x_j) \psi_j(x),$$

where $\psi_j$ is the nodal basis function associated with the grid point $x_j$, and $u(t_n, x_j)$ is the nodal value at $x_j$. Substituting Eq. (3.34) into Eq. (3.31), we have

$$u(t_{n+1}, x) = \mathbb{P}(N_{\Delta t} = 0) \mathbb{E} \left[ u^p(t_n, \bar{X}_n^{n+1}) \mid N_{\Delta t} = 0 \right]$$

$$+ \mathbb{P}(N_{\Delta t} = 1) \mathbb{E} \left[ u^p(t_n, \bar{V}_n^{n+1}) \mid N_{\Delta t} = 1 \right]$$

$$+ \mathbb{E} [(t_{n+1} - t_n) g(t_{n+1}, x, u(t_{n+1}, x)) + \sum_{i=1}^{8} R_i^{n+1}],$$

where the term $R_i^{n+1}$ represents the truncation error from the piecewise polynomial interpolation given by

$$R_i^{n+1} := \mathbb{P}(N_{\Delta t} = 0) \left\{ \mathbb{E} \left[ u^p(t_n, \bar{X}_n^{n+1}) \mid N_{\Delta t} = 0 \right] - \mathbb{E} \left[ u^p(t_n, \bar{X}_n^{n+1}) \mid N_{\Delta t} = 0 \right] \right\}$$

$$+ \mathbb{P}(N_{\Delta t} = 1) \left\{ \mathbb{E} \left[ u^p(t_n, \bar{V}_n^{n+1}) \mid N_{\Delta t} = 1 \right] - \mathbb{E} \left[ u^p(t_n, \bar{V}_n^{n+1}) \mid N_{\Delta t} = 1 \right] \right\}. $$

Recall that the estimate in Eq. (3.13) requires the condition in Eq. (3.12) imposed on the starting location of $\bar{X}_n^{n+1}$. This condition is realized by letting the spatial mesh $\mathcal{S}$ satisfy

$$\text{dist}(x_j, \partial D) \geq \mathcal{O}(\Delta t^{1/2} - \varepsilon) \quad \text{for} \quad x_j \in \mathcal{S} \cap \mathcal{D}. $$
In fact, we only need to impose this condition on the layer of grid points close to the boundary $\partial D$, so that the other interior grid points will also satisfy this condition. In practice, we realize this condition by setting up the mesh $S$ such that the quadrature points used in Eq. (3.28) for all interior grid points are inside the domain $D$, i.e.,

\[
\{ x_j + b(t_{n+1}, x_j) \Delta t + \sigma(t_{n+1}, x_j) \sqrt{2 \Delta t} e_m, m = 1, \ldots, M, x_j \in S \cap D \} \subset D,
\]

which is easy to achieve when $b$ and $\sigma$ is bounded in $D$.

### 3.3. The fully discrete scheme

The fully discrete scheme is defined by neglecting all the truncation errors $R_{n+1}^i$ for $i = 1, \ldots, 9$, and by performing an iterative update from $t_0$ to $t_{N_t}$.

**Scheme 3.2.** Given a temporal and spatial mesh $T \times S$, an initial condition and a volume constraint, the approximate solution, $u^{n+1,p}(x)$, for $n = 0, \ldots, N_t - 1$, is obtained through the following steps.

1. **Step 1:** Generate the quadrature abscissae for grid points $x_j \in S \cap D$,
   
   \[
   x_j + b(t_{n+1}, x_j) \Delta t + \sigma(t_{n+1}, x_j) \sqrt{2 \Delta t} e_m, \quad \text{for } m = 1, \ldots, M, x_j + c(t_{n+1}, x_j, a_l), \quad \text{for } l = 1, \ldots, L.
   \]

2. **Step 2:** Evaluate $u^{n,p}(x)$, defined in Eq. (3.34), at the quadrature abscissae.

3. **Step 3:** Compute the approximate expectations
   
   \[
   \tilde{E}
   \left[ u^{n,p}(\hat{X}_{n+1}^n) \mid N_{\Delta t} = 0 \right] \quad \text{and} \quad \tilde{E}
   \left[ u^{n,p}(\hat{V}_{n+1}^n) \mid N_{\Delta t} = 1 \right]
   \]

   via the quadrature rules in Eq. (3.28) and Eq. (3.30), respectively.

4. **Step 4:** Solve a pointwise nonlinear equation

   \[
   u_{n+1}^j = \mathbb{P}(N_{\Delta t} = 0) \tilde{E}
   \left[ u^{n,p}(\hat{X}_{n+1}^n) \mid N_{\Delta t} = 0 \right] + \mathbb{P}(N_{\Delta t} = 1) \tilde{E}
   \left[ u^{n,p}(\hat{V}_{n+1}^n) \mid N_{\Delta t} = 1 \right] + \Delta t g(t_{n+1}, x_j, u_{n+1}^j)
   \]

   to obtain $u_{n+1}^j$ that is the approximation of the nodal values $u(t_{n+1}, x_j)$ for the interior grid points $x_j \in S \cap D$. Note that the processes $\hat{X}_{n+1}^n$ and $\hat{V}_{n+1}^n$ start from $(t_{n+1}, x_j)$.

5. **Step 5:** Construct the interpolant $u^{n+1,p}(x)$ via Eq. (3.34) using the nodal value estimations $\{u_{n+1}^j\}_{j=1}^J$.

### 3.3.1. Discussion on features of Scheme 3.2

Here we discuss the efficiency and stability properties of the proposed Scheme 3.2 in comparison with existing PDE approaches. The accuracy of the method will be analyzed in Section 4.

**Efficiency.** The nonlinear Feynman-Kac representation in Eq. (3.8) changes the entire solution paradigm to a probabilistic setting by describing the nonlocality of the operator $L$ in Eq. (2.1) using stochastic processes. Our numerical scheme addresses two major bottleneck of existing PDE approaches, e.g., finite element methods. First, the weak formulation of finite element methods for the PIDE in Eq. (2.1) involves $2d$-dimensional integrals, which makes it challenging to design an accurate quadrature rule for those integrals, especially in high-dimensional spaces (e.g., 3D). Second, when
the interaction domain \( E \) in Eq. (2.1) is large, the standard finite element discretization will result in a non-sparse linear system, which poses a significant challenge for linear solvers. Moreover, when the forcing term \( f(t, x, u) \) is a nonlinear function of \( u \), another layer of the iterative nonlinear solver is needed. In contrast, our scheme does not require solving any linear system, and the nonlinear equation for each grid point \( x_j \), i.e., Step 4 in Scheme 3.2 can be solved independently. This feature makes it straightforward to develop a parallel implementation of the proposed method.

**Stability.** The implicit Euler scheme used in Section 3.2.1 ensures absolute stability for the discretization of the temporal integral. The discretization of the stochastic processes in Section 3.2.3 only proceeds within \([t_n, t_{n+1}]\) for computing the quadrature abscissa used in Section 3.2.4. In other words, we re-initialize the stochastic processes from the grid points \( x_j \) at each time step \( t_n \), so our scheme does not have the numerical instability problem associated with the explicit Euler scheme. Moreover, the nonlinear Feynman-Kac formula converts the integro-differential operator to an expectation form, so that our scheme does not require the Courant-Friedrichs-Lewy-type condition imposed on the spatial and temporal mesh sizes.

### 4. Error estimates

In this section we present the error analysis of Scheme 3.2 in the one-dimensional case \((d = 1)\). The analysis can be extended to multi-dimensional cases without essential difficulties. For simplicity, we assume both \( T \) and \( S \) are uniform meshes with mesh sizes \( \Delta t \) and \( \Delta x \), respectively. We use the piecewise cubic Lagrange interpolation \((p = 3)\) for the spatial approximation in Eq. (3.34), and use the trapezoidal quadrature rule to approximate the expectation in Eq. (3.30).

Even though the implementation of Scheme 3.2 only requires Lipschitz continuity on \( b, \sigma, c \) and \( g \) in Eq. (3.1), we need to impose a stronger regularity condition to prove the first-order convergence with respect to \( \Delta t \). To proceed, we first introduce the following notation:

\[
C^{k_1, \ldots, k_J}(D_1 \times \cdots \times D_J) := \left\{ \phi : \prod_{j=1}^{J} D_j \rightarrow \mathbb{R} \mid \frac{\partial^{\alpha_1} \cdots \partial^{\alpha_j} \phi}{\partial^{\alpha_1} x_1 \cdots \partial^{\alpha_j} x_J} \text{is bounded and continuous for } \alpha_j \leq k_j, j = 1, \ldots, J \text{ where, } (\alpha_1, \ldots, \alpha_J) \in \mathbb{N}^J \right\},
\]

where \( J \in \mathbb{N}^+, \) and \( D_1 \times \cdots \times D_J \subset \mathbb{R}^J \). Using the notation in Eq. (4.1), we impose the following assumption on the coefficients and the solution of the PIDE in Eq. (2.1), where the rationale of the assumption can be justified by the theoretical analysis on the regularity of PIDEs (e.g., [12]).

**Assumption 4.1.** We assume the nonlocal kernel \( \gamma \) satisfies the condition in Eq. (2.3), the functions \( B, K, c, f, \phi, \phi_\nu \) in Eq. (2.1) satisfy \( f \in C_b^{2,4,4}([0, T] \times \mathcal{D} \times \mathbb{R}) \), \( B \in C_b^{(2,5)}([0, T] \times \mathcal{D}) \), \( K \in C_b^{2,6}([0, T] \times \mathcal{D}) \), \( c \in C_b^{2,4,4}([0, T] \times \mathcal{D} \times \mathcal{E}) \), \( \phi \in C_b^{4+\alpha} \) with \( \alpha \in (0, 1) \), \( \phi_\nu \in C_b^{2,4}([0, T] \times \mathcal{D}_\nu) \), and the PIDE in Eq. (2.1) admits a classical solution \( u \in C_b^{2,4}([0, T] \times \mathcal{D}) \).

Under Assumption 4.1, we have the regularities of functions \( b, g \) in Eq. (3.1) and \( \sigma \) in Eq. (3.5) as \( b \in C_b^{2,4}([0, T] \times \mathcal{D}) \), \( \sigma \in C_b^{2,4}([0, T] \times \mathcal{D}) \) and \( g \in C_b^{2,4,4}([0, T] \times \mathcal{D} \times \mathbb{R}) \). Such regularity is sufficient for the following error analysis.

**4.1. Upper bounds for the truncation errors.** In this section, we estimate all truncation errors \( R_{i+1}^n \), for \( i = 1, \ldots, 9 \), generated in the discretization process.
(see Section 3.2). These estimates will play a key role in the error estimate of the approximate solution.

**4.1.1. The estimates of \( R_1^{n+1} \) and \( R_7^{n+1} \).** We estimate the truncation errors \( R_1^{n+1} \) and \( R_7^{n+1} \) from the discretizations of the temporal integral performed in Section 3.2.1 and the approximation of the discretization of \( \bar{X}_s^{n+1} \) and \( \bar{V}_s^{n+1} \) performed in Section 3.2.3. Specifically, we have the following lemma.

**Lemma 4.2.** Under Assumption 4.1, the errors \( R_1^{n+1} \) defined in Eq. (3.10) and \( R_7^{n+1} \) defined in Eq. (3.26) satisfy

\[
| R_1^{n+1} | \leq C(\Delta t)^2, \quad | R_7^{n+1} | \leq C(\Delta t)^2, \tag{4.2}
\]

where \( C \) is a constant independent of \( \Delta t \).

**Proof.** Under Assumption 4.1, the forward Euler method defined by Eq. (3.24) achieves first-order convergence in the weak sense [45, 54]. Specifically, when \( b, \sigma \in C^2_b([0, T] \times \mathbb{D}), c \in C^2_b([0, T] \times \mathbb{D} \times \mathbb{E}) \), for any \( u \in C^2_b([0, T] \times \mathbb{D}) \), it holds (Theorem 3.3 in [45])

\[
| \mathbb{E}[u(t_n, \bar{X}_t^{n+1}) - u(t_n, \bar{X}_t^n)] | \leq C(\Delta t)^2.
\]

Then we have

\[
| R_7^{n+1} | = \mathbb{P}(N_{\Delta t} = 0) \left| \mathbb{E} \left[ u(t_n, \bar{X}_t^{n+1}) - u(t_n, \bar{X}_t^n) \mid N_{\Delta t} = 0 \right] \right| \\
+ \mathbb{P}(N_{\Delta t} = 1) \left| \mathbb{E} \left[ u(t_n, \bar{V}_t^{n+1}) - u(t_n, \bar{V}_t^n) \mid N_{\Delta t} = 1 \right] \right| \leq C(\Delta t)^2, \tag{4.3}
\]

where constant \( C \) depends on the upper bound of \( u \).

For notational simplicity, we define \( G(t, \bar{X}_t^{n+1}) := g(t, \bar{X}_t^{n+1}, u(t, \bar{X}_t^{n+1})) \), and the differential operators \( L^0, L^{-1} \) and \( L^1 \) as

\[
L^0 G(t, \bar{X}_t^{n+1}) := -\frac{\partial G}{\partial t}(t, \bar{X}_t^{n+1}) + b \frac{\partial G}{\partial x}(t, \bar{X}_t^{n+1}) + \frac{1}{2} \sigma \frac{\partial^2 G}{\partial x^2}(t, \bar{X}_t^{n+1}) \\
+ \int_{\mathbb{E}} \left[ G(t, \bar{X}_t^{n+1}) + c(t, \bar{X}_t^{n+1}, q) - G(t, \bar{X}_t^{n+1}) \right] \lambda(dq), \tag{4.4}
\]

\[
L^{-1} G(t, \bar{X}_t^{n+1}) := \sigma \frac{\partial G}{\partial x}(t, \bar{X}_t^{n+1}),
\]

\[
L^1 G(t, \bar{X}_t^{n+1}) := \frac{\partial G}{\partial x}(t, \bar{X}_t^{n+1}),
\]

Also, we define \( \mu(dq, dt) \) as the Poisson random measure of the Poisson process defined in Eq. (3.5). The compensator of \( \mu \) and the resulting compensated Poisson random measure are defined by \( \lambda(dq)dt \) and \( \nu(dq, dt) = \mu(dq, dt) - \lambda(dq)dt \). Based on the SDE defined in Eq. (3.5), the integral form of the Itô formula of \( G(s, \bar{X}_s^{n+1}) \), for \( \tau_n \leq t_0 \leq s \leq t_{n+1} \), under the condition \( \bar{X}_{t_{n+1}} = x_j \), is given by

\[
G(s, \bar{X}_s^{n+1}) = G(t_{n+1}, x_j) + \int_{t_n}^{t_{n+1}} L^0 G(t, \bar{X}_t^{n+1})dt + \int_{t_n}^{t_{n+1}} L^1 G(t, \bar{X}_t^{n+1})dW_t \\
+ \int_{t_n}^{t_{n+1}} \int_{\mathbb{E}} L^{-1} G(t, \bar{X}_t^{n+1})v(dq, dt), \tag{4.5}
\]
where \( \nu \) is the compensated Poisson measure. Thus, substituting the above formula into \( \mathbb{E} \left[ \int_{\tau_n \land t_n}^{\tau_{n+1}} G(s, \tilde{X}^{n+1}_s) ds \right] \), we obtain

\[
\mathbb{E} \left[ \int_{\tau_n \land t_n}^{\tau_{n+1}} G(s, \tilde{X}^{n+1}_s) ds \right] = \mathbb{E} \left[ \int_{\tau_n}^{\tau_{n+1}} G(t_{n+1}, x_j) + \int_s^{t_{n+1}} L^0 G(t, \tilde{X}^{n+1}_t) dt + \int_s^{t_{n+1}} L^1 G(t, \tilde{X}^{n+1}_t) dW_t \right. \\
+ \left. \int_s^{t_{n+1}} \int_E L^{-1} G(t, \tilde{X}^{n+1}_t) \nu(dq, dt) ds \right]
\]

(4.6) Due to the martingale property of the Brownian motion and compensated Poisson process, the last two terms of the above equation equal zero. Hence we have

\[
\mathbb{E} \left[ \int_{\tau_n \land t_n}^{\tau_{n+1}} G(s, \tilde{X}^{n+1}_s) ds \right] = G(t_{n+1}, x_j) \mathbb{E}[(t_{n+1} - \tau_n \land t_n)] \\
+ \mathbb{E} \left[ \int_{\tau_n \land t_n}^{t_{n+1}} \int_s^{t_{n+1}} L^0 G(t, \tilde{X}^{n+1}_t) dt ds \right].
\]

(4.7) Therefore,

\[
|R_1^{n+1}| = \left| \mathbb{E} \left[ \int_{\tau_n \land t_n}^{t_{n+1}} g(t, \tilde{X}^{n+1}_t, u(t, \tilde{X}^{n+1}_t)) dt - (t_{n+1} - \tau_n \land t_n) g(t_{n+1}, x, u(t_{n+1}, x)) \right] \right| \\
\leq \sup_{[t_n, t_{n+1}]} \mathbb{E}[|L^0 G(t, \tilde{X}^{n+1}_t)|(\Delta t)^2] \leq C(\Delta t)^2,
\]

where constant \( C \) depends on upper bounds of \( b, \sigma, g \) and their derivatives.

**4.1.2. The estimates of \( R_2^{n+1} \) and \( R_3^{n+1} \).** The truncation errors \( R_2^{n+1} \) and \( R_3^{n+1} \) are constructed when we estimate the probability \( \mathbb{P}(N_{\Delta t} = 0, \tau_n \geq t_n) \) in Section 3.2.2. As discussed, when the starting point \( x_j \in S \) is far from the boundary \( \partial D \), i.e., \( x_j \) satisfies condition in Eq. (3.37), the errors \( R_2^{n+1} \) and \( R_3^{n+1} \) are of order \( O((\Delta t)^2) \) so they can be neglected. The statement is rigorously proved in the following lemma.

**Lemma 4.3.** If the spatial mesh \( S \) satisfies the condition in Eq. (3.37), then the errors \( R_2^{n+1} \) and \( R_3^{n+1} \) are bounded by

\[
|R_2^{n+1}| \leq C(\Delta t)^2, \quad |R_3^{n+1}| \leq C(\Delta t)^2,
\]

where the constant \( C > 0 \) is independent of \( \Delta t \).

**Proof.** When \( x_j \in S \) satisfies the condition in Eq. (3.37), we can exploit the inequality in Eq. (3.13) to derive that for any positive number \( \varepsilon > 0 \)

\[
|R_2^{n+1}| \leq \mathbb{P}(N_{\Delta t} = 0, \tau_n \geq t_n) \left| \mathbb{E} \left[ u(\tau_n, \tilde{X}^{n+1}_{\tau_n}) | N_{\Delta t} = 0, \tau_n \geq t_n \right] \right| \\
\leq C(\Delta t)^\varepsilon \exp \left( -\frac{1}{(\Delta t)^{2\varepsilon}} \right) \leq C(\Delta t)^2,
\]

(4.10) for sufficiently small \( \Delta t \), where the constant \( C \) depends on the upper bound of function \( u \). We can have similar derivation for \( R_3^{n+1} \), i.e.,

\[
|R_3^{n+1}| \leq \mathbb{P}(N_{\Delta t} = 0, \tau_n \geq t_n) \left| \mathbb{E} [u(t_n, \tilde{X}^{n+1}_{t_n}) | N_{\Delta t} = 0, \tau_n \geq t_n] \right| \\
\leq C(\Delta t)^\varepsilon \exp \left( -\frac{1}{(\Delta t)^{2\varepsilon}} \right) \leq C(\Delta t)^2.
\]

(4.11)
For sufficiently small $\Delta t$. The proof is completed.

4.1.3. The estimates of $R_{4}^{n+1}$ and $R_{5}^{n+1}$. The truncation errors $R_{4}^{n+1}$ and $R_{5}^{n+1}$ were respectively defined by Eqs. (3.19) and (3.21) when handling the exit time $t_{n}$ with one Poisson jump within $[t_{n-1}, t_{n+1})$. We have the following estimates.

**Lemma 4.4.** If the mesh $S$ in Eq. (3.33) satisfies the condition in Eq. (3.37), then, for any grid point $x_{j} \in S$, the errors $R_{4}^{n+1}$ defined in Eq. (3.19) and $R_{5}^{n+1}$ defined in Eq. (3.21) can be bounded by

\[
|R_{4}^{n+1}| \leq C(\Delta t)^{2}, \quad |R_{5}^{n+1}| \leq C(\Delta t)^{2},
\]

where constant $C$ is independent with $\Delta t$.

**Proof.** We first estimate the truncation error $R_{4}^{n+1}$. To proceed, we define the time instant when jump occurs by $t_{\text{jump}}$, and we have $t_{n} \leq t_{\text{jump}} \leq t_{n+1}$. The scenarios of $\bar{X}_{t_{n+1}^{t}}$ exiting the domain $D$ can be categorized into three cases, i.e.,

1. $t_{n} \leq t_{\text{jump}} < \tau_{n} < t_{n+1}$, i.e., $\bar{X}_{t_{n+1}^{t}}$ exits $D$ before the jump;
2. $t_{n} \leq t_{\text{jump}} = \tau_{n} \leq t_{n+1}$, i.e., $\bar{X}_{t_{n+1}^{t}}$ exits $D$ due to the jump;
3. $t_{n} \leq \tau_{n} < t_{\text{jump}} \leq t_{n+1}$, i.e., $\bar{X}_{t_{n+1}^{t}}$ exits $D$ after the jump.

In the first case, we learn from Lemma 4.3 that when $\bar{X}_{t_{n+1}^{t}}$ starting from a grid point on $S$, the probability of $\bar{X}_{t_{n+1}^{t}}$ exiting $D$ within $[t_{n}, t_{n+1})$ without a Poisson jump is very small. In fact, for any $\varepsilon > 0$, we have

\[
\mathbb{P}(N_{\Delta t} = 1, \tau_{n} > t_{\text{jump}} \geq t_{n}) \mathbb{E} \left[ u(\tau_{n}, \bar{X}_{\tau_{n}^{t}}) - u(t_{n}, \bar{V}_{t_{n}^{t}}) \mid N_{\Delta t} = 1 \right] 
\leq C \mathbb{P}(N_{t_{n+1}^{t} - \tau_{n}} = 0, \tau_{n} \geq t_{n}) \leq C(\Delta t)^{\rho} \exp \left( - \frac{1}{(\Delta t)^{2\rho}} \right) \leq C(\Delta t)^{2},
\]

for sufficiently small $\Delta t$, where the constant $C > 0$ only depends on $u$.

In both second and third cases, we have

\[
\bar{X}_{\tau_{n}^{t}} = \bar{V}_{\tau_{n}^{t}} + \int_{\tau_{n}^{t}}^{t_{n+1}^{t}} b(t, \bar{X}_{t_{n}^{t}}) dt + \int_{\tau_{n}^{t}}^{t_{n+1}^{t}} \sigma(t, \bar{X}_{t_{n}^{t}}) dW_{t}.
\]

Because the compound Poisson process has the property $\bar{V}_{t_{n}^{t}} = \bar{V}_{t_{n}^{t}}$, we apply the Itô formula to $u(\tau_{n}, \bar{X}_{\tau_{n}^{t}})$ at point $(t_{n}, \bar{V}_{t_{n}^{t}})$ and obtain

\[
u(\tau_{n}, \bar{X}_{\tau_{n}^{t}}) = u(t_{n}, \bar{V}_{t_{n}^{t}}) + \int_{\tau_{n}^{t}}^{t_{n+1}^{t}} \frac{\partial u}{\partial t} dt + \int_{\tau_{n}^{t}}^{t_{n+1}^{t}} \left( b(t, \bar{X}_{t_{n}^{t}}) + \frac{\sigma^{2}}{2} \frac{\partial^{2} u}{\partial x^{2}} \right) dt
\]

\[+ \int_{\tau_{n}^{t}}^{t_{n+1}^{t}} \sigma(t, \bar{X}_{t_{n}^{t}}) dW_{t} + o(\Delta t).
\]

Substituting Eq. (4.15) into Eq. (3.19), we have

\[
\mathbb{P}(N_{\Delta t} = 1, t_{\text{jump}} \geq \tau_{n} \geq t_{n}) \mathbb{E} \left[ u(\tau_{n}, \bar{X}_{\tau_{n}^{t}}) - u(t_{n}, \bar{V}_{t_{n}^{t}}) \mid N_{\Delta t} = 1 \right]
\leq C \Delta t \mathbb{E} \left[ \int_{\tau_{n}^{t}}^{t_{n+1}^{t}} \sigma(t, \bar{X}_{t_{n}^{t}}) dW_{t} \right] + C(\Delta t)^{2}.
\]

Due to the martingale property of the Brownian motion, we have

\[
\mathbb{E} \left[ \int_{\tau_{n}^{t}}^{t_{n+1}^{t}} \sigma(t, \bar{X}_{t_{n}^{t}}) dW_{t} \right] = 0.
\]
Combining Eq. (4.13) and Eq. (4.16), we have

$$|R_{4}^{n+1}| \leq C(\Delta t)^2.$$  

For the error $R_{5}^{n+1}$, we apply the Itô formula for $u(t_n, \tilde{X}_{t_n}^{n+1})$ at point $(t_n, \tilde{V}_{t_n}^{n+1})$. Following the same procedure in Eqs. (4.15)-(4.17), we obtain

$$|R_{5}^{n+1}| \leq C(\Delta t)^2.$$  

\[4.1.4\] The estimate of $R_{6}^{n+1}$. The truncation error $R_{6}^{n+1}$ is defined when we neglect the case of the Poisson process having $k \geq 2$ jumps. Specifically, the probability of the Poisson process $N_{\Delta t}$ having $k \geq 2$ jumps within $[t_n, t_{n+1})$ is of the order $O((\Delta t)^2)$, where the intensity $\lambda$ is assumed to be bounded in Eq. (2.3). Hence the error $R_{6}^{n+1}$ in Eq. (3.22) has the bound

$$|R_{6}^{n+1}| \leq \sum_{k=2}^{\infty} \mathbb{P}(N_{\Delta t} = k) \left| \mathbb{E} \left[ u(t_n, \tilde{X}_{\tau_n}^{n+1} \vee \tilde{V}_{\tau_n}^{n+1}) | N_{\Delta t} = k \right] \right| \leq C(\Delta t)^2,$$

where the constant $C$ depends on $u$ and $\lambda$.

\[4.1.5\] The estimate of $R_{8}^{n+1}$. We analyze the quadrature rule error $R_{8}^{n+1}$ defined in Eq. (3.32) in the case that the Gauss-Hermite quadrature rule is used to approximate the integral with respect to the Brownian motion, and the trapezoidal rule is used to approximate the integral with respect to the jump.

Let $M$ denote the number of Gauss-Hermite quadrature points in each dimension. If $u(t, \cdot)$ is sufficiently smooth, i.e., $\partial^{2M}u/\partial\xi^{2M}$ is bounded, then the Hermite quadrature error is bounded by [55, 66]

$$\left| \mathbb{E} \left[ u(t_n, \tilde{X}_n^{n+1}) | N_{\Delta t} = 0 \right] - \mathbb{E} \left[ u(t_n, \tilde{X}_n^{n+1}) | N_{\Delta t} = 0 \right] \right| \leq C \frac{M!}{2^M(2M)!} (\Delta t)^M,$$

where the constant $C$ is independent of $M$ and $\Delta t$. Note that the factor $(\Delta t)^M$ comes from the $2M$-th order differentiation of the function $u(t, \cdot)$ with respect to $\xi$ defined in Eq. (3.27).

To approximate the integral with respect to jump variable $q$ in Eq. (3.29), we divide the interaction domain $E$ by equally spaced mesh size $h > 0$. Using trapezoidal rule in Eq. (3.30), we have the bound

$$\left| \mathbb{E}[u(t_n, \tilde{V}_n^{n+1}) | N_{\Delta t} = 1] - \mathbb{E}[u(t_n, \tilde{V}_n^{n+1}) | N_{\Delta t} = 1] \right| \leq Ch^2,$$

where constant $C$ depends on the second derivative $\partial^2u/\partial q^2$ and the volume of $E$.

Combining Eq. (4.19) and Eq. (4.20), $R_{8}^{n+1}$ in Eq. (3.32) is bounded by

$$|R_{8}^{n+1}| \leq \mathbb{P}(N_{\Delta t} = 0) \left| \mathbb{E} \left[ u(t_n, \tilde{X}_n^{n+1}) | N_{\Delta t} = 0 \right] - \mathbb{E} \left[ u(t_n, \tilde{X}_n^{n+1}) | N_{\Delta t} = 0 \right] \right| + \mathbb{P}(N_{\Delta t} = 1) \left| \mathbb{E} \left[ u(t_n, \tilde{V}_n^{n+1}) | N_{\Delta t} = 1 \right] - \mathbb{E} \left[ u(t_n, \tilde{V}_n^{n+1}) | N_{\Delta t} = 1 \right] \right|$$

$$\leq C \left( \frac{M!}{2^M(2M)!} (\Delta t)^M + \Delta t h^2 \right),$$

where the constant $C$ is independent of $M$, $h$ and $\Delta t$.
4.1.6. The estimate of $R_{n+1}^m$. For the error $R_{n+1}^m$ in Eq. (3.36) from the piecewise polynomial interpolation, the standard error bound of piecewise cubic Lagrange interpolation ($p = 3$) gives

$$ |R_{n+1}^m| \leq \mathbb{P}(N_{\Delta t} = 0) \mathbb{E} \left[ u(t_n, \bar{X}_{n+1}^m) - u^p(t_n, \bar{X}_{n+1}^m) \mid N_{\Delta t} = 0 \right] + \mathbb{P}(N_{\Delta t} = 1) \mathbb{E} \left[ u(t_n, \tilde{V}_{n+1}^m) - u^p(t_n, \tilde{V}_{n+1}^m) \mid N_{\Delta t} = 1 \right] \leq C(\Delta x)^4,$$

where constant $C$ is independent with $\Delta x$.

4.2. The error estimate of Scheme 3.2. We combine the estimates of the truncation errors in Section 4.1 to obtain an error estimate of Scheme 3.2. Denote

$$ \text{max}_{j=1,...,J} |e_n^{n+1}(x_j)| := \text{max}_{j=1,...,J} |u(t_{n+1}, x_j) - u_{n+1}^{n+1}|,$$

for $n = 0, \ldots, N_t - 1$, where $u(t_{n+1}, x_j)$ is the exact solution and $u_{n+1}^{n+1}$ is the nodal approximation obtained by Scheme 3.2.

**Theorem 4.5.** Let $\Delta x$ denote the spatial mesh size, $M$ denote the number of Gauss-Hermite quadrature points, $h$ denote the size of the sub-intervals of the trapezoidal rule, and assume the piecewise cubic ($p = 3$) Lagrange interpolation applied in Eq. (3.34). Then, for sufficiently small $\Delta t$, we have the following error estimate

$$ \text{max}_{j=1,...,J} |e_n^{n+1}(x_j)| \leq C \left( \Delta t + \frac{(\Delta x)^4}{\Delta t} + (\Delta t)^{M-1} + h^2 \right).$$

**Proof.** We subtract $u_{n+1}^{n+1}$ defined in Scheme 3.2 from the exact solution $u(t_{n+1}, x_j)$ defined in Eq. (3.35) and obtain

$$ e_n^{n+1}(x_j) = e_1^{n+1}(x_j) + e_2^{n+1}(x_j) + e_3^{n+1}(x_j) + \sum_{i=1}^{9} R_i^{n+1},$$

where $e_1^{n+1}(x_j), e_2^{n+1}(x_j), e_3^{n+1}(x_j)$ are defined by

$$ e_1^{n+1}(x_j) := \mathbb{P}(N_{\Delta t} = 0) \mathbb{E} \left[ u^p(t_n, \bar{X}_{n+1}^m) - u^{n,p}(\bar{X}_{n+1}^m) \mid N_{\Delta t} = 0 \right],$$

$$ e_2^{n+1}(x_j) := \mathbb{P}(N_{\Delta t} = 1) \mathbb{E} \left[ u^p(t_n, \tilde{V}_{n+1}^m) - u^{n,p}(\tilde{V}_{n+1}^m) \mid N_{\Delta t} = 1 \right],$$

$$ e_3^{n+1}(x_j) := \mathbb{E} \left[ (t_{n+1} - \tau_n \wedge t_n) g(t_{n+1}, x_j, u(t_{n+1}, x_j)) - \Delta tg(t_{n+1}, x_j, u_{n+1}^{n+1}) \right],$$

respectively.

For $e_1^{n+1}(x_j)$, we introduce an auxiliary function $\tilde{e}(x)$ defined in $D$ satisfying three properties: (i) $\tilde{e}(x_j) = u(t_n, x_j) - u_n^p$, for $x_j \in \mathcal{S}$, (ii) $\tilde{e}(x)$ is globally nonovershooting, i.e., $|\tilde{e}(x)| \leq \max_{x \in \mathcal{D}} |\tilde{e}(x_j)|$ for $x \in \mathcal{D}$, and (iii) $\tilde{e}(x) \in C_4^2(D)$. Such smooth function can be constructed using shape-preserving piecewise rational interpolation [34, 35] or radial basis functions [1, 64]. Note that we only need the existence of the function $\tilde{e}(x)$, and do not need to construct $\tilde{e}(x)$ in this error analysis. When the existence of $\tilde{e}(x)$ is ensured, $u^p(t_n, x) - u^{n,p}(x)$ can be viewed as a piecewise cubic polynomial interpolation ($p = 3$) for $\tilde{e}(x)$. Then, we can obtain the following error bound

$$ |u^p(t_n, x) - u^{n,p}(x) - \tilde{e}(x)| \leq C(\Delta x)^4.$$

Thus, the error $e_{i}^{n+1}(x_{j})$ in Eq. (4.26) has the bound
\[
|e_{i}^{n+1}(x_{j})| = |\mathbb{P}(N_{\Delta t} = 0)\mathbb{E} \left[u^{n}(t_{n}, \tilde{X}_{n}^{1+1}) - u^{n}(\tilde{X}_{n}^{1+1}) \mid N_{\Delta t} = 0 \right]|
\]
(4.28) \leq \mathbb{E} \left[u^{n}(t_{n}, \tilde{X}_{n}^{1+1}) - u^{n}(\tilde{X}_{n}^{1+1}) - e^{n}(\tilde{X}_{n}^{1+1}) + e^{n}(\tilde{X}_{n}^{1+1}) \mid N_{\Delta t} = 0 \right]
\leq \mathbb{E} \left[e^{n}(\tilde{X}_{n}^{1+1}) \right] + \mathbb{E} \left[u^{n}(t_{n}, \tilde{X}_{n}^{1+1}) - u^{n}(\tilde{X}_{n}^{1+1}) - e^{n}(\tilde{X}_{n}^{1+1}) \mid N_{\Delta t} = 0 \right]
\leq \max_{j=1,\ldots,J} |e^{n}(x_{j})| + C(\Delta x)^{4},
\]
where we have $|e^{n}(x_{j})| = |\hat{e}^{n}(x_{j})|$, for $x_{j} \in \mathcal{S}$, according to the above definitions of $\hat{e}^{n}(x_{j})$ and $e^{n}(x_{j})$.

For the error $e_{2}^{n+1}(x_{j})$, we exploit the fact that $\mathbb{P}(N_{\Delta t} = 1) \sim O(\Delta t)$ to obtain
\[
|e_{2}^{n+1}(x_{j})| \leq C\Delta t \max_{j=1,\ldots,J} |e^{n}(x_{j})| \sum_{j=1}^{J} \mathbb{E}[\psi_{j}(\tilde{V}_{n}^{1+1} | N_{\Delta t} = 1)]
\leq C\Delta t \max_{j=1,\ldots,J} |e^{n}(x_{j})|,
\]
where the constant $C$ is independent of $\Delta t$.

For the error $e_{3}^{n+1}(x_{j})$, we have
\[
|e_{3}^{n+1}(x_{j})| \leq \mathbb{E}[\Delta t - (t_{n+1} - \tau_{n} \vee t_{n}) | g(t_{n+1}, x_{j}, u(t_{n+1}, x_{j}))]
+ \Delta t |(g(t_{n+1}, x_{j}, u(t_{n+1}, x_{j})) - g(t_{n+1}, x_{j}, u_{j}^{n+1}))|
\leq \mathbb{E}[\Delta t - (t_{n+1} - \tau_{n} \vee t_{n}) | g(t_{n+1}, x_{j}, u(t_{n+1}, x_{j}))] + L\Delta t |e^{n+1}(x_{j})|,
\]
where $L$ is the Lipschitz constant of $g$. The expectation $\mathbb{E}[\Delta t - (t_{n+1} - \tau_{n} \vee t_{n})]$ can be estimated by exploiting the fact that $\mathbb{P}(\tau_{n} > t_{n}) \leq C\Delta t$ when the spatial mesh $\mathcal{S}$ satisfies the condition in Eq. (3.37), i.e.,
\[
\mathbb{E}[\Delta t - (t_{n+1} - \tau_{n} \vee t_{n})] = \mathbb{P}(\tau_{n} > t_{n})\mathbb{E}[(t_{n+1} - \tau_{n})] \leq C(\Delta t)^{2}.
\]
Substituting the above estimate into Eq. (4.30), we have
\[
|e_{3}^{n+1}(x_{j})| \leq L\Delta t |e^{n+1}(x_{j})| + C(\Delta t)^{2},
\]
where $L$ is the Lipschitz constant of $g$.

Now we substitute the estimates of truncation errors $R_{i}^{n+1}$, for $i = 1, \ldots, 9$, obtained in Section 4.1 and the estimates of $e_{1}^{n+1}(x_{j}), e_{2}^{n+1}(x_{j}), e_{3}^{n+1}(x_{j})$ into Eq. (4.25) to obtain
\[
|e^{n+1}(x_{j})| \leq \max_{j=1,\ldots,J} |e^{n}(x_{j})| (1 + C\Delta t) + L\Delta t |e^{n+1}(x_{j})| + C(\Delta x)^{4} + (\Delta t)^{2} + (\Delta t)^{M} + \Delta th^{2}.
\]
(4.32)

Then we have
\[
(1 - C\Delta t) \max_{j=1,\ldots,J} |e^{n+1}(x_{j})| \leq (1 + C\Delta t) \max_{j=1,\ldots,J} |e^{n}(x_{j})|
+ C(\Delta x)^{4} + (\Delta t)^{2} + (\Delta t)^{M} + \Delta th^{2}.
\]
(4.33)

From the above, we obtain, for sufficiently small $\Delta t$,
\[
\max_{j=1,\ldots,J} |e^{n+1}(x_{j})| \leq C \left(\Delta t + \frac{(\Delta x)^{4}}{\Delta t} + (\Delta t)^{M-1} + h^{2}\right),
\]
(4.34)

where $C$ is a constant independent of $\Delta t$. \qed
5. Numerical examples. In this section we present two numerical examples to demonstrate the performance of the proposed method. Specifically, the example in Section 5.1 aims at verifying the convergence rate of Scheme 3.2 proved in Theorem 4.5, and the example in Section 5.2 is to illustrate the application of the proposed method to a problem motivated by the study of heat transport in magnetically confined controlled nuclear fusion plasmas.

5.1. 3D nonlocal diffusion with volume constraints in irregular and bounded domains. We consider the following nonlocal diffusion equation

\[ \frac{\partial u}{\partial t}(t, x) - \mathcal{L}[u](t, x) - f(t, x, u) = 0, \quad \forall (t, x) \in (0, T] \times \mathcal{D}, \]

\[ u(0, x) = \phi_0(x), \quad \forall x \in \mathcal{D} \cup \mathcal{D}_v, \]

\[ u(t, x) = \phi_v(t, x), \quad \forall (t, x) \in (0, T] \times \mathcal{D}_v, \]

with \( x := (x_1, x_2, x_3) \in \mathbb{R}^3 \), and \( \mathcal{L} \) the operator in Eq. (2.2) with coefficients:

- Drift term \( B(t, x) = t \left( x_1^3 - \frac{3}{2} x_1^2, x_2^3 - \frac{5}{2} x_2^2, x_3^3 - \frac{3}{2} x_3^2 \right) \)
- Jump amplitude \( c(t, x, q) = (q_1, q_2 + \frac{t}{2}, q_3 + \frac{t}{2} x_3) \)
- Kernel \( \gamma(q) = 1_{|q| \leq \delta} \)
- Diffusion coefficient \( \sigma(t, x) = (1 - t) \left( \begin{smallmatrix} \sin(x_1) & 0 & 0 \\ 0 & \cos(x_2) & 0 \\ 0 & 0 & x_3 \end{smallmatrix} \right) \)

Following the method of manufactured solutions, we choose

\[ u(t, x) = \sin(5t)(x_1^4 - x_1^2 + x_2^4 - x_2^2 + x_3^4 - x_3^2), \]

which determines the initial condition \( \phi_0(x) \), and the volume constraint \( \phi_v(t, x) \), and construct the nonlinear forcing term \( f(t, x, u) \) as

\[ f = 5 \cos(5t)(x_1^4 - x_1^2 + x_2^4 - x_2^2 + x_3^4 - x_3^2) \]

\[ - u^2(t, x) - \sin(5t) \left( \sum_{i=1}^{3} (4x_i^3 - 2x_i)B_i(t, x) \right) \]

\[ - u(t, x) \left( 2 \cos(2x_1) - 2 \cos(2x_2) + 2 \right) \]

\[ - \sin(5t) \left( 2(4x_1^3 - 2x_1) \sin(2x_1) - 2(4x_2^3 - 2x_2) \sin(2x_2) + 16x_3^4 - 8x_3^2 \right) \]

\[ - \sin(5t) \left( 12x_2^2 - 2 \sin^2(x_1) + (12x_2^2 - 2) \cos^2(x_1) + 12x_3^4 - 2x_3^2 \right) \]

\[ - \sin(5t) \left( \frac{12\pi}{35} \delta^4 + \frac{4\pi}{15} \delta^2 \left( 6x_1^2 + 6x_2^2 + 6x_3^2 + \frac{3}{2} t^2 + \frac{75}{8} x_3^2 - 1 \right) \right. \]

\[ + \left. \frac{4\pi}{3} \left( 2x_2^2t^2 + \frac{1}{2} x_1 t^3 + \frac{3}{2} x_2^2 t^2 + \frac{t^4}{16} + \frac{77}{64} x_3^2 \right) \right), \]

to guarantee that \( u \) is an exact solution of Eq. (5.1).

The interaction domain \( \mathcal{D}_v \) is defined by the extension from \( \mathcal{D} \) by a radius of the horizon \( \delta \). We set the terminal time \( T = 0.5 \), \( \delta = 0.3 \) and solve Eq. (5.1) on the cubic domain \([0, 1]^3\). We use piecewise cubic Lagrange interpolation to approximate \( u(t, x) \) in \( \mathcal{D} \) in Eq. (3.34), and use the trapezoidal quadrature rule to approximate the conditional expectation in Eq. (3.30). The goal of this example is to demonstrate Scheme 3.2 can achieve first-order convergence with respect to \( \Delta t \) when we use the
error estimate in Theorem 4.5 to choose the spatial mesh size $\Delta x$, the number of Gauss-Hermite quadrature points $M$ and mesh size $h$ for the Newton-Cotes quadrature rule. According to the error bound in Eq. (4.24), we set $M = 2$, $h \sim (\Delta t)^{2}$, and $\Delta x \sim (\Delta t)^{1/2}$ to achieve the first-order convergence with respect to $O(\Delta t)$.

Table 1 demonstrates how $\Delta x$ affects the convergence rate while keeping $M = 2$ and $h \sim (\Delta t)^{2}$. When choosing $\Delta x$ guided by Theorem 4.5, Scheme 3.2 achieves the desired $O(\Delta t)$ convergence rate. When enlarging $\Delta x$ to $(\Delta t)^{1/3}$, Theorem 4.5 suggests that the total error is dominated by the term $(\Delta x)^{4}/\Delta t = (\Delta t)^{1/3}$ in Eq. (4.24). In the experiment, we obtain 0.3641 convergence rate that is very close to the 1/3-order theoretical convergence rate. This indicates the tightness of our error bound. On the other hand, when reducing $\Delta x$ to $\Delta t$, we observe that Scheme 3.2 only achieves half-order convergence. This is due to the violation of the condition in Eq. (3.37), such that the error caused by neglecting the truncation errors $R_{n}^{m+1}$ in Eq. (3.14) and $R_{n}^{m+1}$ in Eq. (3.16) in Scheme 3.2 becomes dominant.

Table 2 demonstrates the influence of the number of the Gauss-Hermite quadrature points $M$ on the $L^2$ error and the convergence rate with respect to $\Delta t$ while keeping $h \sim (\Delta t)^{1/2}$, $\Delta x \sim (\Delta t)^{1/2}$. When using only one Gauss-Hermite quadrature point, i.e., $M = 1$, it is equivalent to completely neglecting the local diffusion in Eq. (5.1). Then it is expected that Scheme 3.2 cannot converge. On the other hand, using three quadrature points does not improve the convergence rate, which verifies the correctness of the error bound in Theorem 4.5.

Table 3 demonstrates the influence of mesh size $h$ of the trapezoidal rule on the $L^2$ error and the convergence rate with respect to $\Delta t$ while keeping $\Delta x \sim (\Delta t)^{1/2}$, $M = 2$. As expected, enlarging $h$ to $(\Delta t)^{1/4}$ reduces the convergence rate to half order, which is consistent with the error bound in Eq. (4.24).

Next, we test the performance of Scheme 3.2 by solving Eq. (5.1) in the four domains of different shapes, shown in Figure 1, in order to demonstrate the broad applicability of our method. The interaction domain $D_{c}$ is defined by the extension from $D$ by a radius of the horizon $\delta$. The tetrahedral meshes are generated using DistMesh code [53] with the maximum mesh size being 0.025. We set $T = 0.5$, $h \sim (\Delta t)^{1/2}$ guided by Theorem 4.5. The result are shown in Table 4. As expected,
we observe the first-order convergence with respect to $\Delta t$ in all the four cases.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
$\Delta t$ & $2^{-6}$ & $2^{-7}$ & $2^{-8}$ & $2^{-9}$ & $2^{-10}$ & CR \\
\hline
$h \sim \Delta t$ & 1.3145e-02 & 6.2181e-03 & 3.1537e-03 & 1.6222e-03 & 7.8090e-04 & 1.0085 \\
$h \sim (\Delta t)^{\frac{1}{2}}$ & 1.3800e-02 & 6.9718e-03 & 3.4739e-03 & 1.7379e-03 & 8.9337e-04 & 0.9903 \\
$h \sim (\Delta t)^{\frac{1}{4}}$ & 6.8339e-02 & 4.9122e-02 & 3.1491e-02 & 2.0533e-02 & 1.2051e-02 & 0.4889 \\
\hline
\end{tabular}
\caption{Demonstration of the influence of mesh size $h$ of the trapezoidal rule on the $L^2$ error and the convergence rate (CR) with respect to $\Delta t$ while keeping $\Delta x \sim (\Delta t)^{1/2}$, $M = 2$, for the example in Section 5.1.}
\end{table}

5.2. Heat transport in magnetically confined plasma for controlled nuclear fusion. This example is motivated by the study of heat transport in magnetically confined plasmas. The most promising approach to achieve controlled nuclear fusion for energy production is to heat a plasma composed of hydrogen isotopes at high enough temperature, high enough density and for a long enough time. Among the many complex physical processes that need to be understood to achieve this, the transport of particles and heat play a key role. In particular, if the heat losses are too high the plasma will not reach the required temperature for nuclear fusion. Transport theories based on locality assumptions lead to the well understood advection-diffusion partial differential equations models. However recent studies have cast doubts on these simple models due to the role played by non-local transport. In particular, in a magnetized plasma transport is highly anisotropic: parallel (along the magnetic field) transport can be nonlocal, while perpendicular transport is usually local. As a simplified model to study the role of this local/nonlocal anisotropy we consider the following model

\begin{equation}
\frac{\partial u}{\partial t}(t, \phi, \theta, r) - \mathcal{L}[u](t, \phi, \theta, r) = 0,
\end{equation}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{image.png}
\caption{The four domains of different shapes used to test the performance of Scheme 3.2 by solving Eq. (5.1). The tetrahedral meshes for the four domains were generated with the maximum mesh size being 0.025.}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
& Ball & L shape & Torus & Tetrahedron & \\
\hline
$\Delta t$ & 0.0501 & 0.0228 & 0.0109 & 0.0051 & 1.0953 \\
0.05 & 0.0533 & 0.0296 & 0.0122 & 0.0061 & 1.0660 \\
0.025 & 0.0301 & 0.0169 & 0.0081 & 0.0041 & 0.9689 \\
0.0125 & 0.0314 & 0.0123 & 0.0075 & 0.0037 & 0.9969 \\
\hline
\end{tabular}
\caption{The $L^2$ errors and the convergence rates with respect to $\Delta t$ for solving Eq. (5.1) in the four domains in Figure 1, where $T = 0.5$, $h \sim \sqrt{\Delta t}$, $M = 2$.}
\end{table}
where $u$ represents the scalar field being transported, e.g., temperature, and the operator $L$ is given by

$$L[u](t,\phi,\theta) = \int_{|\hat{q}| \leq \pi} [u(t, \phi + q_1, \theta + q_2, r) - u(t, \phi, \theta, r)] \gamma(\hat{q}_1, \hat{q}_2)d\hat{q} + \frac{1}{2} \sigma^2 \frac{\partial^2 u}{\partial r^2}.$$  

The domain of interest is the 3D torus shown in Fig. 2 where $0 \leq \phi < 2\pi$ and $0 \leq \theta < 2\pi$ are the toroidal and poloidal angles and $0 < r \leq 0.5$ is the minor radius. The boundary conditions are double periodic in $\phi$ and $\theta$

$$u(t, \phi, \theta, r) = u(t, \phi + 2\pi, \theta + 2\pi, r),$$

and

$$\partial_r u(t, \phi, \theta, r = 0) = 0 \quad u(t, \phi, \theta, r = 0.5) = 0.$$  

According to the last term on the right hand side of Eq. (5.5) transport in the radial direction is assumed to be locally diffusive. On the other hand, transport in the $\phi$ and $\theta$ directions is nonlocal and governed by the kernel

$$\gamma(\hat{q}_1, \hat{q}_2) = e^{\kappa_1 \cos \hat{q}_1} e^{\kappa_2 \cos \hat{q}_2} \int_{|\hat{q}| \leq \pi} \gamma(\hat{q}_1, \hat{q}_2)d\hat{q},$$

that involves truncated von Mises probability density functions. In this model the strength of the non-locality in the angular variables $\phi$ and $\theta$ is determined by the parameters $\kappa_1$ and $\kappa_2$ respectively. In particular, the smaller the value of $\kappa_i$ the stronger the non-locality in the corresponding direction. In fusion plasmas, the magnetic field winds over the toroidal surfaces and as a result the direction of stronger non-locality is not aligned with the $\phi$ or $\theta$ direction. To incorporate this important aspect in the model we define

$$\hat{q}_1 = q_1 \cos \psi + q_2 \sin \psi,$$

$$\hat{q}_2 = - q_1 \sin \psi + q_2 \cos \psi.$$  

where the angle $\psi$ determines the direction of maximum non-locality. The initial condition corresponds to a “heat pulse” represented by a Gaussian distribution centered
at \((\phi_0, \theta_0, r_0)\)

\[
u(0, \phi, \theta, r) = \exp \left( -\frac{(\phi - \phi_0)^2}{0.5} - \frac{(\theta - \theta_0)^2}{0.5} - \frac{(r - r_0)^2}{0.005} \right)
\]

In this numerical experiment we use \(\sigma = 0.01\), \(\psi = 30^\circ\), \(\kappa_1 = 20\), \(r_0 = 0.25\), \(\phi_0 = \pi\) and \(\theta_0 = \pi\). To explore the role of different levels of nonlocality we will consider the following values of \(\kappa_2 = 20, 10, 5, 2, 1\) and 0.1. The maximum integration time will be \(t = 32\), and to visualize the results, the value of \(u\) on a given torus with a fixed \(r\) at a time \(t\), will be represented on the double periodic \([0, 2\pi) \times [0, 2\pi)\) Cartesian plane \((\phi, \theta)\).

Figure 3 shows the spatiotemporal evolution of \(u\). As indicated before, the initial pulse is centered at \(r = 0.25\). The plots on the left column of Fig. 3 show contour plots of \(u\) at the final time, \(t = 32\), in the \((\phi, \theta)\) double periodic Cartesian plane at the inner radius \(r = 0.1\), for different levels of no-locality. It is observed that as \(\kappa_2\) is decreased, the non-locality gives rise to a stronger mixing and eventual filamentation of the initial Gaussian pulse with a tilt determined by the anisotropy direction parameter \(\psi\). Note also that this mixing in the \((\phi, \theta)\) plane is accompanied by a reduction of the peak value of \(u\). The accompanying plots on the right column of Fig. 3 show the radial profiles of the response in time at \((\phi, \theta) = (0, 0)\), a location opposite to where the initial pulse was introduced, \((\phi, \theta) = (\pi, \pi)\). It is observed that, as the nonlocality increases, the response is faster and the peak of the response approaches \(r = 0.25\).

Figure 4 shows the response curves for different levels of non-locality at two different locations: (a) \((\phi, \theta, r) = (0, 0, 0.25)\) which corresponds to the same torus where the initial pulse is introduced and at (b) \((\phi, \theta, r) = (0, 0, 0.1)\) which corresponds to an inner torus. In the first case, the time of peaking and the magnitude of the peaking of the response curves is directly proportional to the level of non-locality. However, in the second case that involves the nonlocal propagation of the perturbations in the angle and the radial diffusion from the radius where the pulse is introduced, \(r = 0.25\), to the point of observation, \(r = 0.1\), the response curves show a more complicated dependence on \(\kappa_2\). Understanding the dependence of the response curves on the non-locality is key in the experimental characterization of transport in plasma physics, as well as geophysics and fluid dynamics in general. In fact, in fusion experiments the response of the plasma to “cold” pulse perturbation is used to assess the possible existence of non-local transport, and to validate and calibrate models. An example of this, is the work on Ref. [21] where non-local fractional transport models were used to interpret experimental results on heat pulse propagation in the JET (Joint European Torus) tokamak fusion experiment. The proposed transport model, as well as the numerical method, open the possibility of performing nonlocal transport simulations in fusion plasmas incorporating 3D effects and general nonlocal kernels. This type of numerical experiments are valuable to develop, calibrate, and validate predictive model of plasma transport.

6. Conclusion. We developed a novel probabilistic scheme for a class of time-dependent semilinear nonlocal diffusion equations with volume constraints and nonlinear forcing. Rigorous error estimates of the proposed fully discrete method were given to demonstrate the first-order convergence with respect to time step size \(\Delta t\). We presented two numerical examples illustrating specific aspects and advantages of the proposed numerical method. The first example showed our method’s superior performance on 3D semilinear nonlocal diffusion problems in non-trivial domains. The theoretical results were numerically verified in this example. The second example
Fig. 3. Spatiotemporal evolution of heat pulse for different levels of non-locality. The left column shows contour plots of $u$ at $t = 32$ (final time) in the $\phi \times \theta$ double periodic plane (torus) at the fixed minor radius $r = 0.1$. The right column shows the corresponding contour plots of the time evolution of the radial profile of $u$ at $\phi = \theta = 0$. In all cases $\kappa_1 = 20$ while the value of $\kappa_2$ is changed from weak non-locality, $\kappa_2 = 20$, to strong non-locality, $\kappa_2 = 1$. The level of anisotropy was kept fixed at $\psi = 30^\circ$. 
considered an anisotropic nonlocal heat transport problem of interest to magnetically confined controlled nuclear fusion plasmas and illustrated the capability of the proposed method for handling complex physics problems.

We limited attention to semilinear nonlocal diffusion equations with integrable kernels. Our next step is to extend the current scheme to enable its use in non-integrable kernels, e.g., the fractional Laplacian, which requires different discretization schemes for the corresponding stochastic processes and new quadrature rules for estimating the resulting conditional expectations. Moreover, the current scheme does not include the capability of adaptive spatial mesh refinement to handle the scenario of having non-smooth or even discontinuous solutions. Since our numerical method does not require solving linear systems, it would be fairly easy to add a mesh refinement strategy to Steps 4 and 5 in Scheme 3.2. Lastly, in more complex problems, the Euler scheme in Eq. (3.24) is too simple to describe the spatio-temporal evolution of particles (electrons). This task, which is quite challenging in the context of PDE-based methods, can be accomplished by replacing the Euler scheme with the temporal propagators provided by the external particle simulator.
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