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ABSTRACT
Regulators have signalled an interest in adopting explainable AI (XAI) techniques to handle the diverse needs for model governance, operational servicing, and compliance in the financial services industry. In this short overview, we review the recent technical literature in XAI and argue that based on our current understanding of the field, the use of XAI techniques in practice necessitate a highly contextualized approach considering the specific needs of stakeholders for particular business applications.
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1 MOTIVATION
Artificial intelligence (AI) systems are ubiquitous components of financial, compliance and operational business processes such as marketing [35], credit decisioning [34], client satisfaction [90], cybersecurity [70], and anti-money laundering [82]. The growing complexity of these systems pose new challenges for for model governance [47], fair lending compliance [17], and other regulatory needs.

However, federal regulation in the United States of America (US) has yet to catch up to the frenetic pace of innovation in AI systems, both in research and practical deployments. For example, the OCC 2011-12 / Federal Reserve SR 11-7 Guidance on Model Risk Management [13], published in 2011, is now ten years old and predates the current explosion of deep learning in AI. Similarly, federal fair lending laws like the Equal Credit Opportunity Act (ECOA, a.k.a. Regulation B; enacted in 1974) mandate a customer’s right to explanation when financial institutions take actions that adversely impact their access to credit, and other laws like the Fair Credit Reporting Act (FCRA; enacted in 1970) protect a customer’s right to dispute incorrect data on their credit reports [17].

The age of financial regulations have hindered regulatory enforcement. A recent investigation from the New York Department of Financial Services into alleged fair lending discrimination in the Apple Card credit card concluded that the letter of fair lending law was not violated insomuch as alleged spousal inequities were fully attributable to different data in the spouses’ credit reports [61], while at the same time noting that "the use of credit scoring in its current form and laws and regulations barring discrimination in lending are in need of strengthening and modernization to improve access to credit" [59]. Recently, federal regulators have issued a joint Request for Information on the use of AI in financial services [74], signalling an interest to refresh financial regulations in the light of the Biden Administration’s focus on AI [67].

Contributions. In Section 2, we review the recent literature on explainable AI (XAI) and organize the findings into seven major challenges that pose practical considerations when specifying needs for XAI in industry. We conclude in Section 3 that the diversity of core AI technologies, stakeholders and potential applications in the industry, when coupled with the relative immaturity of XAI tools, necessitate an intent-based approach to match stakeholder needs to the most appropriate XAI technique in the context of specific use cases.

2 THE CHALLENGES

Challenge 1. The intent and scope of explanations matter.

Different stakeholders have different needs for explanation [12, 75], but these needs are not often well-articulated or distinguished from each other [38, 41, 54, 65, 84]. Clarity on the intended use of explanation is crucial to select an appropriate XAI tool, as specialized methods exist for specific needs like debugging [39], formal verification (safety) [18, 28, 85], uncertainty quantification [1, 79], actionable recourse [40, 76], mechanism inference [29], causal inference [11, 26, 62], robustness to adversarial inputs [48, 52], data accountability [87], social transparency [23], interactive personalization [78], and fairness and algorithmic bias [60]. In contrast, feature importance methods like LIME [66] and SHAP [49, 50] focus exclusively on computing quantitative evidence for indicative conditions [10, 30] (of the form “If the applicant doesn’t have enough income, then she won’t get the loan approved”), with some newer counterfactual explanation methods [8, 56, 72] and negative contrastive methods [51] finding similar evidence for subjective conditions [14, 64] (of the form “If the applicant increases her income, then she would get the loan approved”).

Challenge 2. The type of data and type of model matter.

In addition, the type of explanation changes depending on the data source such as images [44, 91], symbolic logic representation [4], or text based explanations [6]. Yet other methods exist for domains beyond supervised learning / classification, applied instead to unsupervised learning / clustering [19, 32, 68], reinforcement learning [53], AI planning [15], computer vision [91], recommendation systems [88], natural language processing [57, 81, 86], speech recognition [33], or multi-agent simulations [6]. Specialized XAI techniques even exist for adaptive systems such as interactive visualization systems [77], interactive virtual agents [37, 83], active...
learning [27], and human-in-the-loop systems [86]. Furthermore, comparative studies across multiple XAI techniques have shown low mutual agreement [58], which is consistent with internal research findings at AI Research. With these research findings taken together, we expect that different explanation tools will be needed to address each problem domain effectively.

**Challenge 3. The human factors around intent and scope of explanations matter.**

Results from psychology and other social sciences highlight the social nature of explanation as a critical design criterion [54]. Some authors like Kumar et al. [46] have argued that Shapley-value-based explanations do not satisfy human needs for explanation, in particular, the desire to read causality from the explanations. Understanding human-centric factors in explanations for diverse stakeholders is now an area of intense research [24, 25] and we expect new relevant results to emerge rapidly. In particular, a recent paper from Microsoft Research [42] provides worrying results that humans generally over-trust AI-generated explanations regardless of their level of subject matter expertise. A detailed human–computer interaction (HCI) study of the use of XAI techniques for explaining fraud models did not show uniform superiority of any one explanation technique [36].

**Challenge 4. There is no consensus around evaluating the correctness of explanations.**

One of the biggest impediments to practical consumption of XAI is the inherent difficulty to evaluate if a given explanation is correct or not. For post hoc explanation methods, the usual metric is fidelity, namely how accurately the surrogate model built by the explanation method approximates the true model [63]. In fact, LIME is explicitly constructed around a trade-off between fidelity and the complexity of the resulting explanation [66]; other recent work generalizes the purpose of explanations as a multiobjective game with trade-offs between explanatory accuracy, simplicity and relevance [80]. However, fidelity is measured over the entire possible domain of inputs to a model and therefore places undue emphasis on unobserved and infeasible parts of the input space [26]. Apart from such quantitative assessments of correctness, which are not free of problems, the best we can do is appeal to formal philosophical notions of epistemology [55], but at the cost of any quantification of explanatory accuracy.

**Challenge 5. XAI techniques in general lack robustness and have strong basis dependence.**

Local feature importance methods SHAP and LIME are known to not be robust [5, 71]. Several studies have demonstrated that Shapley-value based methods like SHAP suffer from an effect similar in spirit to multicollinearity, assigning spuriously low importances to highly dependent features [31]. In the extreme case of identical features, the result Shapley values is effectively averaged over each feature, thus resulting in artificially lowered feature importances [46]. In addition, there are subtle dependencies of Shapley value-based methods on the data distribution [16, 26, 73]. Similar results exist for other techniques such as influence functions, which arise from nonconvex effects [9]. Such results caution that the basis of features has to be carefully considered in crafting an explanation.

**Challenge 6. Feature importance explanation methods can be manipulated.**

Recent work on “fairwashing” has demonstrated that feature importance methods can be easily manipulated to create arbitrary feature importance rankings, by artificially varying the behavior of the model on unobserved regions of the input space [2, 7, 21, 22, 71]. Such results argue in favor of developing new explanation methods that are robust against such manipulation [5, 29]. Initial research in this direction around robust optimization are promising [45], but their usefulnes in practice remains to be seen.

**Challenge 7. Too detailed an explanation can compromise a proprietary model that was intended to be kept confidential.**

Research has shown that the output of feature importance methods like SHAP, through repeated queries, are prone to membership attacks that can reveal intimate details about the classification boundary [69]. Similar research has shown that counterfactual explanations are vulnerable to similar attacks [3], as are image-based explanations like saliency maps [89]. Such results reveal the risk that when providing explanations to external stakeholders, the recipients of such explanations can collude to reconstruct the inner workings of a model. Such information leakage is not just theoretical, but has been realized such as the public discovery of the Chase 5/24 rule, simply by comparing decision outcomes across multiple applicants [43].

### 3 CONCLUSIONS AND OUTLOOK

We have organized the XAI literature into seven distinct challenges for providing a unified thesis for specifying the appropriate use of XAI techniques to handle the myriad use cases in industry. Numerous recent papers conclude that details such as the specific intent and needs of multiple stakeholders, global or local scope of desired explanation, and type of data and model to be explained, be they image classifiers, speech recognition engines, adaptive chatbots, or recommender systems matter greatly and argue in favor of customized techniques for each application. Furthermore, the lack of uniform evaluation criteria for verifying the correctness of explanations necessitate a nuanced consideration of how humans consumer and react to explanations provided to them, and results showing tendencies to overtrust AI-generated explanations ought to be factored in when crafting explainability guidelines for AI systems. The innate brittleness of existing XAI techniques means that they are vulnerable to malicious manipulation to produce misleading evidence for reassuring overtrusting humans. Finally, the desire for explainability needs to be balanced against other competing needs such as privacy and security, or else risk compromising the original AI system’s intended purpose or revealing details of a proprietary model that was intended to be kept confidential. Our summary of the literature reveals these common themes of real world challenges, thus meriting a cautious and principled approach for using XAI in the full appreciation of the specific context of stakeholder needs, business use case, and details of the AI system’s construction.
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