Spatial Attention Point Network for Deep-learning-based Robust Autonomous Robot Motion Generation
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Abstract—Deep learning provides a powerful framework for automated acquisition of complex robotic motions. However, despite a certain degree of generalization, the need for vast amounts of training data has been accomplished by limiting the types and shapes of objects to be picked to a small number of objects or by targeting rigid objects. For example, simple algorithms such as template matching \([1], [2]\) are used for industrial bin picking, without the need for advanced object-recognition techniques. To grasp objects of various shapes and types, an advanced object-recognition technique is required.

As an advanced object-recognition technique, deep learning has attracted significant attention. Convolutional neural networks (CNNs) have achieved very high accuracy in the field of image recognition by stacking multiple convolutional and pooling layers for feature extraction and dimensionality compression \([3], [4], [5]\). In a robotic application of deep learning, Saxena et al. \([6]\) achieved picking of household items by estimating the grasping points from RGB images. Levine et al. \([7]\) achieved picking of a variety of objects with a success rate of about 80% by training up to 800,000 grasps using deep reinforcement learning. Mahler et al. \([8]\) achieved robotic object grasping with 3D CAD simulations to reproduce objects of various shapes and orientations and to predict the grasping positions for thousands of different objects. All of these methods have enabled versatile object grasping, but they have some flaws in terms of accuracy, success rate, and learning cost.

Imitation learning is a method for achieving flexible behavior with low learning costs. Yang et al. \([9]\) successfully manipulated irregularly shaped objects by remotely teaching a robot to move and training a deep neural network (DNN), which has been difficult to achieve in the past. Ito et al. \([10]\) showed that visualization by DNNs trained by mimicking multimodal information resulted in the automatic acquisition of features for task execution. However, to achieve highly accurate object grasping, training data are required for each position of the object, and such a large amount of motion training is a challenge.

Therefore, a robot motion-generation model that can respond to a variety of work-object positions with a small amount of training data is necessary. In this paper, we propose a method robust to changes in the object’s position by automatically extracting spatial attention points in the image and generating motions on the basis of said points. Further, the obtained spatial attention points are used to predict the camera images simultaneously, which enables us to obtain stable spatial attention points. In this paper, we use a real robot to verify our method’s robustness to changes in the object’s position and situation (e.g., background, lighting and obstacles), in a picking task and a pick-and-place task. We also compare our approach to a number of baselines that are representative of previously proposed learning methods. This paper consists of the following sections. Section II describes the challenges CNNs face and related research on robot motion-generation models using CNNs. Section III describes the proposed motion-generation model, and Section IV describes the experimental setup. Experimental results and discussion are presented in Section V. We conclude in Section VI.

I. INTRODUCTION

With the increasing automation of lines in the logistics and manufacturing industries, the need for robotic picking actions is increasing. Until now, picking actions in industrial robots have been accomplished by limiting the types and shapes of objects to be picked to a small number of objects or by targeting rigid objects. For example, simple algorithms such as template matching \([1], [2]\) are used for industrial bin picking, without the need for advanced object-recognition techniques. To grasp objects of various shapes and types, an advanced object-recognition technique is required.

As an advanced object-recognition technique, deep learning has attracted significant attention. Convolutional neural networks (CNNs) have achieved very high accuracy in the field of image recognition by stacking multiple convolutional and pooling layers for feature extraction and dimensionality compression \([3], [4], [5]\). In a robotic application of deep learning, Saxena et al. \([6]\) achieved picking of household items by estimating the grasping points from RGB images. Levine et al. \([7]\) achieved picking of a variety of objects with a success rate of about 80% by training up to 800,000 grasps using deep reinforcement learning. Mahler et al. \([8]\) achieved robotic object grasping with 3D CAD simulations to reproduce objects of various shapes and orientations and to predict the grasping positions for thousands of different objects. All of these methods have enabled versatile object grasping, but
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The proposed model architecture (spatial attention point network). The model consists of three parts: an encoder part, a recurrent part, and a decoder part.

For efficient learning of the robot’s task, there is a model called a deep spatial autoencoder (DSAE) [14] that uses positional information in the image to represent the state associated with the robot’s task. This model is capable of outputting the positional coordinates of notable feature points in the input image. By multiplying the output values of the CNN by 2D Softmax, the position coordinates of the highest value in each channel are extracted. This enables us to handle explicit location information and extract task-relevant points such as robot arms and objects. However, the extracted position coordinates do not always result in points of attention at the appropriate locations, and a Kalman filter had to be designed because of the noisy nature of the extracted position coordinates.

In this paper, we propose a motion-generation algorithm with location-generalization performance using end-to-end learning. Our method uses 2D Softmax to extract task-critical location information explicitly and learn the time-series relationship between its position coordinates and the robot’s joint angles. Further, we use the positional information to predict future camera images to obtain a stable spatial attention point. The details of the motion-generation algorithm are described in the next section.

III. PROPOSED METHOD

The structure of the proposed model is shown in Figure 1. The model is similar to that proposed by Yang et al. [9]. It consists of three parts: an encoder part that extracts image features from the camera images, a recurrent part that learns the relationship between the image features and the robot’s joint angles, and a decoder part that predicts and reconstructs the camera images at the next time step from the image features and the robot’s joint angles. The camera image \( i_t \) and robot’s joint angle \( a_t \) at time \( t \) are inputted to the model, and the camera image \( \hat{i}_{t+1} \) and robot’s joint angle \( \hat{a}_{t+1} \) at the next time step \( t + 1 \) are predicted.

A. Encoder part

In the encoder part, image features and spatial attention points important to the task are output from the input images. The input is a 64×64-pixel RGB image in this study. In the encoder part, there are two CNNs blocks and they do not share the weight. The upper part (Image feature extraction block) shown in the dashed line is for extracting image features and is connected to the decoder part. The lower part (Feature area extraction block) shown in the dotted line is for extracting the feature area of the image and inputs the output to the 2D Softmax function and extracts the positional coordinates of the spatial attention points from the feature map. The number of spatial attention points corresponds to the number of feature maps (number of channels) output from the feature area extraction block.

In addition, the CNN learns the absolute position information of the image covertly, and padding is important for learning the location information [15]. Therefore, in our proposed method, we assume that the padding of the CNN is valid.

B. Recurrent part

In the recurrent part, the relationship between the spatial attention points extracted by the encoder part and the robot’s joint angle is learned. The spatial attention points and the robot’s joint angles extracted by the encoder section are input to the recurrent part, and the robot’s predicted joint angles at the next time step and the spatial attention points for image prediction are output.

C. Decoder part

In the decoder part, the image is reconstructed from the points output from the recurrent part. The output points are
used to generate a heat map centered on the output points. This indicates the region of the image that is important for image prediction. In addition, the feature map generated by the image feature extraction block is multiplied and the weighted feature map is input to deconvolution neural networks (DCNNs) to predict the image at the next time step.

D. Loss function

The loss function $g$ is shown in Eq. 1, $g_l$ and $g_o$ are the prediction errors of the camera image and the robot's joint angle, expressed in Eq. 2 and 3 respectively. $n$ and $m$ are the dimensions of the camera image and the joint angle of the robot, respectively. In addition, $g_f$ is the error of the Euclidean distance between the spatial attention points $f_i$ of the encoder output and the spatial attention points $\hat{f}_{i+1}$ of the decoder input, $l$ is the dimensions of the spatial attention points, and $\alpha$ is the weight of the loss function.

Spatial attention points of the encoder output are important for task execution, and spatial attention points of the decoder input are important for predicting the camera image. The arm and the object are moved and the camera image changed by task execution, so the spatial attention points of the encoder output and decoder input are expected to be close to each other. By adding $g_f$, stable spatial attention points are obtained.

$$g = g_l(i_{t+1}, \hat{i}_{t+1}) + g_o(a_{t+1}, \hat{a}_{t+1}) + \alpha g_f(f_i, \hat{f}_{i+1})$$

$$g_l = \frac{1}{n} \sum_{j=1}^{n} (i_j^{t+1} - \hat{i}_j^{t+1})^2$$

$$g_o = \frac{1}{m} \sum_{k=1}^{m} (a_k^{t+1} - \hat{a}_k^{t+1})^2$$

$$g_f = \frac{1}{l} \sum_{l=1}^{p} (f_l^i - f_{l+1}^{\hat{i}})^2$$

IV. EXPERIMENTS

A. Hardware

Figure 2 shows the experimental apparatus used in this paper. The robot arm is KUKA LBR iwa 7R1400 and the gripper is a Robotiq 2F-85 Adaptive Gripper. The camera is placed in front of the arm and uses Intel RealSense D435.

When collecting training data, the robot arm was operated by a human using a joystick. The camera image data and robot arm’s joint angle data were used as the training data.
### TABLE I

| Model                        | Taught | Untaught | All(99%CI) |
|------------------------------|--------|----------|------------|
| 2D Softmax + LSTM[16]        | 66.7%  | 25.0%    | 48.0±18.2% |
| DSAE + LSTM[14]              | 86.7%  | 10.0%    | 56.0±18.1% |
| MRAE[10]                     | 96.7%  | 10.0%    | 62.0±17.9% |
| SPAN (Proposed model)        | 100.0% | 100.0%   | 100-13.9%  |

Fig. 5. Visualizing attention point with input camera image during execution of picking task.
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Fig. 6. Internal state of LSTM in models during execution of picking task.

2) Pick-and-place task: To verify the applicability to more complex tasks, we conducted experiments with a pick-and-place task. Figure 3(b) shows the experimental situation of the pick-and-place task. The same blocks as in the picking task were used in the pick-and-place task, and the place position was set on a blue sheet (70 × 100 mm). The blocks and place positions were selected at 5 points at 90 mm intervals. The motion data at points A, C, and E (designated with black dots) were collected three times each for the training data, while points B and D (designated with × marks) were not taught.

We evaluated the success rate of the task with the blocks and place positions at the points A–E after ten trials. Furthermore, to evaluate the robustness of the proposed method, we conducted experiments in the four situations shown in Figure 4.

V. RESULTS

A. Picking task

1) Evaluation of robustness to position change: Table I shows the task success rates for the taught and untaught positions using each model. For the taught positions, all methods have a success rate of more than 60%, but for the untaught positions, the success rate was less than 25% except for the proposed model. The proposed model showed a 100% success rate for both the taught and untaught positions, and the proposed model was robust to changes in the object position.

![Diagram](image)

Fig. 4. Table visualizing attention point with input camera image during execution of picking task.

The spatial attention points are shown for teaching position A and untaught position B. These points are important for the grasping task and are extracted appropriately. Note that spatial attention points are on the object even if the object is in an untaught position.

Next, the internal state of the LSTM was visualized by principal component analysis (PCA) to verify the effectiveness of the models with respect to the change in position of the object. Figure 5 shows the internal state of the LSTM for each model. The principal components of the recursive coupling layer of the LSTM are represented as two dimensionless axes, and each point is the internal state of the LSTM at each operation (100 plots for 10 s every 100 ms from the start of the operation). For the models in (a), (b) and (c), the location of the object is different, but the internal state of the LSTM is often the same. For example, for the MRAE in (c), the internal state is switched for the taught positions A, C, and E, but it is the same for the untaught position B and the position E. For the MRAE in (c), the internal state of the LSTM is the same for the untaught position B and the taught position E. The actual arm motion was also the same when the object was at point B and at point E, and the grasping failed. However, for the proposed model in (d), the internal state of the LSTM is switched in response to the position of the block. For example, the untaught point B is located between taught points A and C. The internal state is also intermediate between taught points A and C in the same way. These results suggest that the proposed model is able to become robust to position changes by switching the internal state of the LSTM in accordance with the object position.
TABLE II
SUCCESS RATE OF PICKING TASK FOR PROPOSED MODEL IN EACH SITUATION.

| Situation | Taught pos. | Untaught pos. | All(99%CI) |
|-----------|-------------|---------------|------------|
| (i)       | 100.0%      | 100.0%        | 100.0%     |
| (ii)      | 100.0%      | 100.0%        | 100.0%     |
| (iii)     | 100.0%      | 100.0%        | 100.0%     |
| (iv)      | 100.0%      | 100.0%        | 100.0%     |

Fig. 7. Visualizing attention point with input camera image during execution of picking task in each situation.

2) Evaluation of robustness to Situational change: Table II shows the task success rates for taught and untaught positions in each case of the proposed model. In all cases, the success rate was 100% and did not change regardless of the situation. Figure 7 shows an example of arm movements and spatial attention points at each situation. From top to bottom, situation (ii), when the block position is at taught point A, as well as situation (iii) and (iv), are shown. In each case, as in situation (i), we show that spatial attention points are in the vicinity of the hand and the object. Less important to task execution, the hand is not paying attention to the background or obstacles and is considered robust to those changes.

B. Pick-and-place task

Table III shows the task success rate in each case for the proposed model. We categorize the cases into taught position to taught position, taught position to untaught position, untaught position to taught position, and untaught position to untaught position. The task success rates are equally high in the cases with and without the inclusion of an untaught position.

Figure 8 shows an example of the arm motion and spatial attention points in the proposed model. The block is at the untaught position B, and the goal is at the untaught position D. The images are shown at 1.7-s intervals, i.e. the time elapsed between each image from left to right is 1.7 s. There are spatial attention points in the object, the block, and the goal, and we were able to extract the change in the object’s position.

Figure 9 shows the internal state of the LSTM in the proposed model when the blocks are picked and placed (a) from positions B–D to A and (b) from position A to B–D.

In (a), the internal state is switched from the initial state in accordance with the block position, and the internal state converges to a single point because the goal position is the same. In (b), the internal state is the same until the arm is moved to the same block position A, and the internal state is switched in accordance with the goal position. These results suggest that the proposed model is able to switch the internal state of the LSTM in accordance with the position of the object and achieve a motion that is robust to changes in position, even in tasks more complex than the picking task.

In addition, the overall task success rate is robust to situational changes, with the overall task success rate remaining the same (around 90%) regardless of situation.

VI. CONCLUSION

In this paper, we proposed a method robust to changes in the position of objects by automatically extracting spatial attention points, such as the position of the object or the robot hand in the image that is important for the task, and generating motions on the basis of the spatial attention points. To obtain stable spatial attention points, we also proposed to simultaneously predict camera images with using the obtained spatial attention points. To verify the effectiveness of the proposed model, experiments were conducted using a real robot for a picking task and a pick-and-place task. In these experiments, we were able to obtain spatial attention points for the objects and hands and confirmed that the model is robust to positional changes. In addition, we confirmed that the system is robust to changes in the background, lighting, and obstacles in a situation where there is no deterioration in performance. This is because the spatial attention points are only in the areas that are important for the task and not in the backgrounds that are unimportant.
for the task. In conclusion, we confirmed that the proposed model is robust to changes in object position and situation.

A task for future work is to train the recurrent part on the basis of the image features so that we can consider not only the position of the object but also the orientation of the object and the arm. This work is necessary because complex tasks may be difficult to perform on the basis of only the position of the object in the image.

ACKNOWLEDGEMENT

Computational resource of AI Bridging Cloud Infrastructure (ABCI) provided by National Institute of Advanced Industrial Science and Technology (AIST) was used.

REFERENCES

[1] D.-M. Tsai, C.-T. Lin, and J.-F. Chen, “The evaluation of normalized cross correlations for defect detection,” Pattern Recognition Letters, vol. 24, no. 15, pp. 2525–2535, 2003.

[2] H. Barrow, J. Tenenbaum, R. Bolles, and H. Wolf, “Parametric correspondence and chamfer matching: Two new techniques for image matching,” in Proceedings: Image Understanding Workshop. Science Applications, Inc Arlington, VA, 1977, pp. 21–27.

[3] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” in Advances in neural information processing systems, 2012, pp. 1097–1105.

[4] K. Simonyan, A. Vedaldi, and A. Zisserman, “Deep inside convolutional networks: Visualising image classification models and saliency maps,” arXiv preprint arXiv:1312.6034, 2013.

[5] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, and A. Rabinovich, “Going deeper with convolutions,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 1–9.

[6] I. Lenz, H. Lee, and A. Saxena, “Deep learning for detecting robotic grasps,” The International Journal of Robotics Research, vol. 34, no. 4-5, pp. 705–724, 2015.

[7] S. Levine, P. Pastor, A. Krizhevsky, J. Irabz, and D. Quillen, “Learning hand-eye coordination for robotic grasping with deep learning and large-scale data collection,” The International Journal of Robotics Research, vol. 37, no. 4-5, pp. 421–436, 2018.

[8] J. Mahler, J. Liang, S. Niyaz, M. Laskey, R. Doan, X. Liu, J. A. Ojea, and K. Goldberg, “Dex-net 2.0: Deep learning to plan robust grasps with synthetic point clouds and analytic grasp metrics,” arXiv preprint arXiv:1703.09312, 2017.

[9] P.-C. Yang, K. Sasaki, K. Suzuki, K. Kase, S. Sugano, and T. Ogata, “Repeatable folding task by humanoid robot worker using deep learning,” IEEE Robotics and Automation Letters, vol. 2, no. 2, pp. 397–403, 2016.

[10] H. Ito, K. Yamamoto, H. Mori, S. Goto, and T. Ogata, “Visualization of focal cues for visuomotor coordination by gradient-based methods: A recurrent neural network shifts the attention depending on task requirements,” in 2020 IEEE/RSJ International Symposium on System Integration (SII). IEEE, 2020, pp. 188–194.