Mapping of land cover with open-source software and ultra-high-resolution imagery acquired with unmanned aerial vehicles

Ned Horning, Erica Fleishman, Peter J. Ersts, Frank A. Fogarty & Martha Wohlfeil Zillig

Center for Biodiversity and Conservation, American Museum of Natural History, New York, New York 10024
Department of Environmental Science and Policy, University of California, Davis, California 95616
Department of Fish, Wildlife and Conservation Biology, Colorado State University, Fort Collins, Colorado 80523

Keywords
Aerial photography, machine learning, neural networks, open source, UAV, ultra-high resolution

Abstract
The use of unmanned aerial vehicles (UAVs) to map and monitor the environment has increased sharply in the last few years. Many individuals and organizations have purchased consumer-grade UAVs, and commonly acquire aerial photographs to map land cover. The resulting ultra-high-resolution (sub-decimeter-resolution) imagery has high information content, but automating the extraction of this information to create accurate, wall-to-wall land-cover maps is quite difficult. We introduce image-processing workflows that are based on open-source software and can be used to create land-cover maps from ultra-high-resolution aerial imagery. We compared four machine-learning workflows for classifying images. Two workflows were based on random forest algorithms. Of these, one used a pixel-by-pixel approach available in ilastik, and the other used image segments and was implemented with R and the Orfeo Toolbox. The other two workflows used fully connected neural networks and convolutional neural networks implemented with Nenetic. We applied the four workflows to aerial photographs acquired in the Great Basin (western USA) at flying heights of 10 m, 45 m and 90 m above ground level. Our focal cover type was cheatgrass (Bromus tectorum), a non-native invasive grass that changes regional fire dynamics. The most accurate workflow for classifying ultra-high-resolution imagery depends on diverse factors that are influenced by image resolution and land-cover characteristics, such as contrast, landscape patterns and the spectral texture of the land-cover types being classified. For our application, the ilastik workflow yielded the highest overall accuracy (0.82–0.89) as assessed by pixel-based accuracy.

Introduction
Several peer-reviewed papers (e.g. Horning 2018; Singh and Frazier 2018; Jiménez López and Mulero-Pázmány 2019) and books (Calvo and Lovejoy 2018; Wich and Koh 2018) illustrate realized and potential applications of unmanned aerial vehicles (UAVs) in conservation and ecology, often with a focus on spatial assessment of land cover. Much of that literature emphasizes techniques that stitch together hundreds of aerial photographs to create orthophoto mosaics that are geometrically correct and can be used in a geographic information system (GIS). Few publications provide pragmatic guidance on use of methods other than visual interpretation to extract extremely detailed land-cover information from images acquired by UAVs.

There is tremendous value in visual or manual interpretation of true-color images (Ghorbani and Pakravan 2013). However, automating some of the information-extraction steps offers potential for analyzing much larger volumes of data, which might encompass larger areas, longer time periods or more-frequent sampling. Here, we test four different machine-learning workflows to extract land-cover features from low-altitude aerial imagery. Our results may be applicable to the design of future research.
Our work was informed by 3 years of experiments to automate the classification of land-cover types in sagebrush (Artemisia tridentata) shrubsteppe in the Great Basin of the western United States. We sought to improve the ability to transition from field measurements to mapping of land cover on the basis of moderate-resolution images from satellite-mounted sensors. Low-altitude aerial imagery can be a valuable source of intermediary data when transitioning from field measurements to predictions that are based on coarser-resolution imagery collected by satellite sensors (Wang et al. 2017; Leitão et al. 2018). Although kite or pole aerial photography platforms and hand-held digital cameras are valuable when drone flights are prohibited or for long-term monitoring, UAVs often are preferred because they are readily available, they can be programmed to fly precise autonomous missions, and systems with integrated cameras are widely available.

We define features (predictor variables) as dimensions of features space derived from an aerial image, objects as physical objects in an image and sub-objects as components of an object. Examples of features are spectral bands, indices derived from spectral bands and computed textures. Each of these features is a dimension in the feature space used to classify image pixels. Examples of objects are contiguous land-cover types or discrete objects, such as a rock or shrub. Sub-objects of a shrub, for example, might include leaves, branches, and shadow and soil throughout or under the shrub.

We focused on evaluating methods that are applicable to imagery acquired from a UAV at flying heights < 122 m above ground level, an upper limit set by a US federal regulation with a nadir (vertical) view. Images acquired with point-and-shoot or action cameras, which often are supplied with consumer UAVs at these flying heights, have a spatial resolution of 10 cm (decimetre resolution) or finer. At these ultra-fine resolutions, which are cases of H-resolution (Strahler et al. 1986), high intra-object spectral variability makes it difficult to identify or classify an object in its entirety with conventional classification methods. Object-based segmentation methods that use region-growing algorithms are effective with coarser-resolution (<1–4 m) satellite imagery (Yu et al. 2006). However, these segmentation methods tend to be less effective for classifying images with sub-decimeter resolutions and high intra-object spectral variability unless classification results are adjusted manually post-processing (Pande-Chhetri et al. 2017). Object-based segmentation works best when intra-object variability is low and the objects strongly contrast with the background and neighboring objects (Hsieh et al. 2017; Kalantar et al. 2017).

Materials and Methods

Image classification algorithms

We restricted this work to nonparametric classification algorithms, which are more effective than parametric algorithms when imagery has high within-class spectral variability (Zhang et al. 2006). Parametric algorithms, such as maximum likelihood, are constrained to a specific statistical model and make assumptions about how data are distributed within each class. Nonparametric algorithms do not make such assumptions, and tend to be more successful for complex classification tasks (Zhang et al. 2006).

All four of our workflows include information from neighboring pixels in the feature set. However, all but one technically are pixel-based classifiers. Some deep-learning methods, such as convolutional neural networks, can be used to identify specific objects by drawing a bounding box, or by segmenting and labeling objects, as is done with semantic segmentation, but use of these algorithms for wall-to-wall land-cover mapping still is relatively experimental. Deep learning approaches such as U-Net and other autoencoders (Feng et al. 2018; Liang et al. 2018) have been used for land-cover mapping, but they require fully classified, ground-truthed images to train models, which is not practical for many applications. Pixel-by-pixel classification algorithms, which use surrounding pixels to add context, have existed for more than a decade (Shen and Sarris 2008).

Image acquisition

We acquired imagery for this work during the second year (2017) of our experiments in the Great Basin. We used the stock red-green-blue (RGB) camera on a DJI Phantom 3 Pro quadcopter that we flew over heterogeneous vegetation within the sagebrush shrubsteppe ecosystem. For our workflow comparison, we selected three, 12 megapixel (3000 lines by 4000 columns) images, one each from a flying height of 10 m, 45 m and 90 m above the elevation of the take-off point. Because the ground was relatively level, we refer to the flying height as above ground level (AGL), and distortion due to terrain effects was minimal. We acquired the three images on 14 June 2017 from the same area in central Nevada: 38° 53′ 57.51″ N, 117° 51′ 31.73″ W (Fig. 1). We acquired the images at 10, 45 and 90 m AGL at 9:21, 9:26 and 9:27 local time, respectively. The solar altitude was 39° and azimuth was 90°.

Images with a low sun angle are not ideal for land-cover classification because long shadows cast from shrubs and other tall vegetation may obscure a high
proportion of the ground surface. Unfortunately, as in this case, it is not always possible to acquire imagery at the optimum time of day. We used the images to develop and test the accuracy and feasibility of different image-processing workflows to classify cheatgrass and general land-cover categories, primarily herbaceous vegetation and shrubs. We used the JPEG images for classification because NH’s experience suggests that JPEG is the image format most commonly used by conservation practitioners when acquiring photographs from consumer UAVs.

Training and validation data

We classified images acquired from 10 m AGL into six cover types – cheatgrass (*Bromus tectorum*), a non-native invasive grass that changes regional fire dynamics (Balch et al. 2013; Bradley et al. 2018); other grasses and forbs; shrub; soil and rock; litter; and shadow. We did not include litter in our classification of images from 45 m and 90 m AGL because individual litter objects became too small to interpret visually.

When machine learning is used to classify land cover, the volume of training data should represent the full range of variation within each feature being used as a predictor variable. However, measuring the extent to which variability has been captured in the training data is not straightforward. The machine-learning algorithms we use here are nonparametric, and information that can be used to assess the quality of training data for nonparametric methods is limited. Therefore, the tools for collection and assessment of training data for statistical models, such as maximum likelihood, cannot easily be applied when using non-statistical learning algorithms. NH’s experience suggests that in most cases a qualitative assessment is made by the analyst collecting the training data.

To increase our confidence that the training data adequately represented feature variability, we used a k-means unsupervised classifier to partition feature space into several clusters, and then selected training data from each cluster to ensure there were no major gaps in feature variability throughout the image. We selected training data from each image. We applied six steps to extract training data for all but the segmentation workflow. First, we created 50 clusters by applying a k-means unsupervised classification algorithm to the aerial photograph. Second, we displayed each of the clusters, in turn, over the aerial photograph. Third, for each cluster, we used QGIS (QGIS Development Team 2019) to draw polygons around pixels that coincided with a single cover type, and labeled each polygon with cluster number and cover type. Fourth, for each cluster, we extracted pixels that intersected with each polygon associated with the cluster, and labeled those
pixels with the polygon’s cover type attribute. Fifth, from the set of all labeled pixels, we systematically sampled 22,000 pixels. We calculated the sampling interval to ensure that the proportion of pixels extracted from a particular cluster was proportional to the number of pixels assigned to that cluster in the entire clustered image. Sixth, we applied systematic sampling to the data created in step five to extract 20,000 pixels for model training and 2000 pixels for model validation.

We implemented step five with QGIS and steps four, five and six with an R script (see supplemental material). We used the validation data to assess accuracy of all workflows. We collected training data for the segmentation workflow using QGIS to label image segments (450 segments at 10 m, 130 at 45 m and 150 at 90 m).

Classification

The workflows on which we focused are ilastik, segmentation, fully connected neural networks (FCNs), which process one-dimensional vectors; and convolutional neural networks (CNNs), which process two-dimensional image chips (subsets). All of the software for these workflows is open source and available, at no cost, for Windows, Mac and Linux operating systems. Image and training data and the variables and scripts used for each of these workflows are in the supplemental material. We ran all classifications on an Intel® Core™ i7-7820X CPU @ 3.60 GHz × 16 and 32 GB of RAM and a GeForce GTX 1080 graphics card (used by Nenetic). Image size was 4000 × 3000 × 3 bands.

Ilastik workflow

Ilastik software (Sommer et al. 2011) (https://www.ilastik.org/) was created to support image classification and segmentation for biological applications, primarily cell counting. Its interface is easy to use, even for those with limited image classification experience. The Ilastik classification workflow uses a random forest algorithm to classify an image. Random forest (Breiman 2001) is a nonparametric, machine-learning method with a well-documented record of high classification accuracy for remote sensing applications (Rodriguez-Galiano et al. 2012). Additionally, the ability of the random forest algorithm to accommodate many dimensions in the data (e.g. several dozen features) allowed us to supplement our red, green and blue spectral layers. Ilastik users may select a minimum of nine features related to color, edge detection and texture. These features can be calculated at multiple scales (variance of Gaussian smoothing). A random forest model is created from the selected features and then used to predict a class label for each image pixel. Training data for the model are selected with a paintbrush that is similar to drawing tools in graphics software such as Adobe Illustrator or Photoshop.

Ilastik can be configured to update the classification automatically when the training data are modified, providing near real-time feedback on the effect of adding or removing training data. Ilastik calculates a layer depicting the probability of correct prediction, which allows one to assess the quality of training data. Pixels with low confidence indicate that more training data that are representative of those pixels should be collected. Once created, the model can be applied to one or more images with a batch feature. Training data from multiple images can be used to create a model.

The ilastik workflow allows one to create a classified image quickly. The ilastik website provides a short guide (Ilastik 2019) to facilitate learning the workflow. Although ilastik classifies images on a pixel-by-pixel basis, its use of coarse-resolution features generates an output that is less speckled than that typically associated with pixel-by-pixel classification algorithms.

Segmentation workflow

The segmentation workflow includes two distinct steps, image segmentation and classification of image segments. After visually assessing the results from watershed and mean-shift segmentation algorithms, we selected the ‘Large Scale Mean Shift (LSMS) image segmentation’ application in the open-source Orfeo ToolBox (OTB) (https://www.orfeo-toolbox.org/) library (Grizonnet et al. 2017). The mean-shift algorithm uses spatial and range (spectral) parameters to control segment size and shape (Comaniciu and Meer 2002), and can be used to segment remotely sensed multispectral images (Michel et al. 2015). The spatial parameter controls the size of the neighborhood that becomes the basis for averaging. The range parameter controls the search distance in feature space; longer distances tend to be less sensitive than shorter distances to edges between land-cover types. The mean-shift algorithm also incorporates a minimum segment size parameter that can be used to eliminate segments with fewer than a specified number of pixels. Tuning the segmentation algorithm until the outcome is satisfactory usually requires several iterations with different parameters (Grippa et al. 2017). Tuning on subsets of images can accelerate the process. After parameters have been selected, they often can be applied to other photographs with similar qualities (e.g. region, vegetation and flying height).

After an image has been segmented and training data selected (see ‘Training and validation data’ above), the segments must be labeled with a classification algorithm.
We used a script that we wrote in R (R Development Team, 2008), which was based in part on the randomForest package (Liaw and Wiener 2007), to apply a random forest classification algorithm and label each image segment with a land-cover class. Within the R script, we calculated summary statistics (mean, median, standard deviation and coefficient of variation) for each segment within each image band. The scripts and a user guide are available at https://github.com/nedhorning/RandomForestForRemoteSensing.

FCN and CNN workflows

To implement FCNs and CNNs, we used the Neural Network Image Classifier (Nenetic – (https://github.com/persts/Nenetic), an open-source software package under development at the American Museum of Natural History. To the best of our knowledge, Nenetic is the first publicly available software application for land-cover classification that applies neural network algorithms to vectors (FCN) or image chips (CNN) that are derived from user-selected regions around a central pixel. Training data extraction locations are collected via points that can be selected individually or in a stream mode. Cre- ation of training data for each of these extraction locations is controlled with a dialog that allows the user to select features and specify the size of the region around each extraction location. Available feature-selection rules include calculating averages of pixels within regions of different sizes, selecting all pixels in a neighborhood around a central pixel and calculating a series of RGB indices for all pixels in the neighborhood defined by the user.

When running the FCN workflow, we included all pixels in a 5 × 5 pixel area as the input vector for the central pixel. In ilastik, each of the calculated feature layers is smoothed (blurred) by a Gaussian filter with standard deviation (sigma) values from 1 to 10. This smoothing uses a weighted average of neighboring pixels to recalculate the value of the center pixel. Pixels in the CNN output were relatively aggregated, a result of our use of a 31 × 31 pixel image chip (subset).

Accuracy assessment

We assessed the accuracy of each workflow on the basis of 2000 pixels selected from the original set of labeled data for each flying height. The total number of original labeled pixels from the images acquired at 10 m, 45 m and 90 m flying heights was 880 267, 267 195 and 230 670, respectively. Therefore, the number of training points equated to less than one per cent of the labeled data. Because our test data were a small fraction of the original labeled pixels, spatial autocorrelation between training and validation data likely was minimal.

We calculated overall accuracy at each flying height. We also assessed accuracy per class at each flying height by calculating user’s and producer’s accuracy (Story & Congalton 1986) and balanced accuracy (Velez et al. 2007). For a given class, user’s accuracy is the proportion of pixels attributed to that class that were classified correctly, whereas producer’s accuracy is the proportion of reference pixels for the class that were classified correctly. User’s accuracy is map-based, and producer’s accuracy is reference-based. Balanced accuracy, which compensates for differences in sample sizes among classes, is calculated as 0.5 * (proportion of all positives that are true pos- itives + proportion of all negatives that are true nega- tives).

Results

The images we used for this work and the original metadata are included with the supplemental material. The time and effort required to import an image and select training data are roughly the same for the ilastic, FCN and CNN workflows because the processes are similar. The segmentation workflow includes an image segmentation step before the classification model can be run. This step can be time-consuming because considerable trial and error can be required to select suitable segmentation parameters. Model training and prediction processing times for ilastic and segmentation each were 5 min. Processing times for FCN and CNN were 15 and 40 min, respectively. These values should be interpreted as relative; processing time will vary substantially depending on the number of classes and the number and size of features in the data, and on the hardware specifications.

On the basis of overall accuracy, the ilastic workflow yielded the most accurate results (Tables 1–4; the confusion matrix and additional accuracy metrics for each classification method are in the supplemental material). Accuracy as measured by the per-class metrics was more equivocal. At the 10 m flying height (Table 1), the FCN workflow most accurately classified the shrub class, but the ilastic workflow generally was the most accurate classifier. At the 45 m flying height (Table 2), ilastic most accurately classified all but the shrub class. At the 90 m flying height (Table 3), the CNN workflow most accurately classified grasses and forbs, shrubs and cheatgrass.

Visually, the outputs from ilastic and FCN were quite similar (Fig. 2), which may reflect the way they use information from neighboring pixels. Incorporation of neighboring pixel information also may explain why FCN and CNN workflows classified shrubs, the most heterogeneous class, more accurately than ilastic. The segmentation
output appeared quite different from that of the other workflows, in part because the training data were independent of the data to which the other three workflows were applied but also because image-segmentation algorithms group pixels into irregularly shaped segments before classification. The difference between the segmentation output and the outputs of the other workflows increased as the flying height increased; as height increased, many smaller land-cover patches appeared to merge with surrounding cover types.

All of the workflows have the potential to accurately classify cheatgrass when it is spectrally distinct from the

| Class accuracy metrics for classification of an image taken 10 m above ground level. Boldface indicates highest value for a class and accuracy metric. | Grass and forb | Litter | Shadow | Shrub | Soil and rock | Cheatgrass |
|---|---|---|---|---|---|---|
| User's accuracy | | | | | | |
| Fully connected neural networks | 0.54 | 0.68 | 0.93 | 0.86 | 0.74 | 0.83 |
| Convolutional neural networks | 0.53 | 0.69 | 0.89 | 0.88 | 0.75 | 0.76 |
| Ilastik | **0.72** | **0.81** | **0.94** | **0.90** | **0.77** | **0.79** |
| Segmentation | 0 | 0.29 | 0.93 | 0.65 | 0.53 | 0.74 |
| Producer's accuracy | | | | | | |
| Fully connected neural networks | 0.39 | 0.51 | 0.89 | 0.81 | 0.83 | 0.85 |
| Convolutional neural networks | 0.20 | 0.39 | **0.91** | 0.65 | 0.78 | 0.88 |
| Ilastik | **0.48** | **0.61** | 0.91 | 0.59 | 0.85 | **0.89** |
| Segmentation | 0 | 0.38 | 0.69 | 0.72 | **0.86** | 0.57 |
| Balanced accuracy | | | | | | |
| Fully connected neural networks | 0.69 | 0.75 | 0.93 | **0.90** | 0.87 | 0.88 |
| Convolutional neural networks | 0.60 | 0.69 | 0.94 | 0.82 | 0.85 | 0.87 |
| Ilastik | **0.74** | **0.80** | **0.95** | 0.79 | **0.89** | **0.89** |
| Segmentation | 0.50 | 0.67 | 0.84 | 0.84 | 0.81 | 0.73 |

| Class accuracy metrics for classification of an image taken 45 m above ground level. Boldface indicates highest value for a land-cover class and accuracy metric. | Grass and forb | Litter | Shadow | Shrub | Soil and rock | Cheatgrass |
|---|---|---|---|---|---|---|
| User's accuracy | | | | | | |
| Fully connected neural networks | 0.73 | 0.91 | 0.77 | 0.83 | 0.84 | 0.84 |
| Convolutional neural networks | 0.77 | 0.89 | 0.85 | 0.88 | 0.84 | 0.84 |
| Ilastik | **0.81** | **0.92** | **0.85** | **0.89** | **0.87** | **0.87** |
| Segmentation | 0.60 | **0.95** | 0.44 | 0.59 | 0.72 | 0.72 |
| Producer's accuracy | | | | | | |
| Fully connected neural networks | 0.77 | 0.90 | 0.67 | 0.75 | 0.92 | 0.92 |
| Convolutional neural networks | 0.76 | 0.94 | **0.82** | 0.80 | 0.88 | 0.88 |
| Ilastik | **0.84** | **0.97** | 0.72 | **0.87** | **0.91** | **0.91** |
| Segmentation | 0.49 | 0.56 | 0.73 | 0.61 | 0.73 | 0.73 |
| Balanced accuracy | | | | | | |
| Fully connected neural networks | 0.84 | 0.94 | 0.82 | 0.86 | 0.93 | 0.93 |
| Convolutional neural networks | 0.85 | 0.96 | **0.90** | 0.89 | 0.91 | 0.91 |
| Ilastik | **0.89** | **0.97** | 0.85 | **0.92** | **0.93** | **0.93** |
| Segmentation | 0.70 | 0.78 | 0.78 | 0.76 | 0.81 | 0.81 |

| Class accuracy metrics for classification of an image taken 90 m above ground level. Boldface indicates highest value for a land-cover class and accuracy metric. | Grass and forb | Litter | Shadow | Shrub | Soil and rock | Cheatgrass |
|---|---|---|---|---|---|---|
| User's accuracy | | | | | | |
| Fully connected neural networks | 0.70 | 0.90 | 0.83 | 0.79 | 0.84 | 0.84 |
| Convolutional neural networks | **0.91** | **0.92** | 0.85 | 0.88 | 0.91 | 0.91 |
| Ilastik | 0.84 | 0.91 | **0.88** | **0.90** | 0.90 | 0.90 |
| Segmentation | 0.27 | 0.78 | 0.42 | 0.87 | 0.80 | 0.80 |
| Producer's accuracy | | | | | | |
| Fully connected neural networks | 0.60 | **0.91** | 0.75 | 0.90 | 0.80 | 0.80 |
| Convolutional neural networks | 0.72 | 0.86 | **0.91** | 0.95 | 0.89 | 0.89 |
| Ilastik | **0.72** | 0.91 | 0.85 | **0.97** | **0.90** | **0.90** |
| Segmentation | 0.56 | 0.57 | 0.75 | 0.44 | 0.57 | 0.57 |
| Balanced accuracy | | | | | | |
| Fully connected neural networks | 0.79 | **0.95** | 0.86 | 0.89 | 0.88 | 0.88 |
| Convolutional neural networks | **0.86** | 0.92 | **0.94** | 0.95 | **0.93** | **0.93** |
| Ilastik | 0.85 | 0.95 | 0.91 | **0.96** | 0.93 | 0.93 |
| Segmentation | 0.69 | 0.77 | 0.76 | 0.71 | 0.76 | 0.76 |
surrounding vegetation. In the set of photographs we used, cheatgrass was redder than the surrounding vegetation. Classification becomes more difficult when the density of the cheatgrass within a patch is quite low or when it is shaded. The CNN workflow tended to increase the size of cheatgrass patches slightly and it missed some of the fine linear objects, such as litter, but in general its output was less noisy (less speckled) than that of the FCN and ilastik workflows.

### Discussion

A goal of automated, ultra-high-resolution mapping in the visible spectrum is to match or exceed the accuracy with which a trained human can identify and label land-cover objects, and to do so faster and more objectively. Our research indicates that automated classification of aerial photographs acquired from low flying heights with consumer UAVs and cameras remains difficult. Although much progress has been made in leveraging deep-learning algorithms to locate and identify or label features in an image, ultra-high-resolution image classification is not yet widely accessible and applicable to classification of cheatgrass, shrubs, other grasses and forbs in sagebrush shrub-steppe.

Our accuracy metrics (Tables 1–4) were generated with a pixel-based approach, which usually penalizes workflows that generalize an object rather than classify each pixel as the sub-object that it most closely resembles. The segmentation workflow tends to generalize the most, followed by the CNN and FCN workflows. The ilastik workflow tends to generalize the least.

Few existing methods for assessing the accuracy of coarse-resolution land-cover classifications (Congalton and Green 2008) are applicable to ultra-high-resolution imagery (Persello and Bruzzone 2010). Other methods for selection of validation data better represent objects, but often are more subjective, especially in landscapes with cover-class gradients. Most CNNs that classify land-cover test model accuracy on the basis of reference images and other data developed for this purpose (Long et al. 2014; Carranza-García et al. 2019). Most of those test data are from urban areas with clear delineations between land-cover objects (Volpi and Tuia 2017; Sameen et al. 2018). In undeveloped areas, by contrast, clear boundaries between cover types are uncommon. It is much more difficult to define object boundaries when the transition between objects is a gradient rather than a sharp edge. There is considerable opportunity for improving accuracy assessment protocols for land-cover maps that are based on ultra-high-resolution imagery.

The accuracy of the segmentation output was lower than that of the other workflows. In addition to the accuracy assessment challenges noted above, this low accuracy probably is a consequence of our use of the same segmentation parameters in classification of images from all flying heights. It is likely that the accuracy of the segmentation workflow would improve if the segmentation algorithm parameters (the way in which objects were defined) were better tuned to each flying height. However, even with improved parameterization, our tests (not reported) indicated that the placement of segment borders was not straightforward in cases where cheatgrass merged gradually into another cover type. The gradients between some cover types become more gradual (less stark) as flying height increases, making it more difficult to segment individual cover types. Our focal cover type, cheatgrass, can occur in relatively dense monocultures, but also co-occurs with other grasses and forbs. The latter can make it quite difficult to classify cheatgrass accurately, even with visual interpretation. Development of a workflow for ground-truthing and classifying these mixed and gradient cover types is ongoing.

For our application, accuracy assessment values for the ilastik workflow were the greatest. The overall accuracy of the ilastik and CNN workflows increased as flying height increased, whereas the FCN workflow’s overall accuracy was stable among flying heights. Overall accuracy for the segmentation workflow decreased as flying height increased. We did not expect the latter result but, as noted above, it could be due to our use of the same segmentation parameters for all flying heights.

Many of the accuracy metrics were very similar, especially those associated with the FCN and CNN workflows. Any of the other three workflows may prove to be the most accurate for other projects, and we strongly recommended that different workflows be evaluated for a particular application.

| Table 4. Overall accuracy of four classification workflows. |
|------------------------------------------------------------|
| Overall accuracy                                           |
| 10 m                                                       |
| Fully connected neural networks 0.82                       |
| Convolutional neural networks 0.79                         |
| ilastik 0.82                                               |
| Segmentation 0.65                                          |
| 45 m                                                       |
| Fully connected neural networks 0.81                       |
| Convolutional neural networks 0.84                         |
| ilastik 0.87                                               |
| Segmentation 0.62                                          |
| 90 m                                                       |
| Fully connected neural networks 0.82                       |
| Convolutional neural networks 0.89                         |
| ilastik 0.89                                               |
| Segmentation 0.56                                          |
Figure 2. Classification results for image subsets. AGL, above ground level. FCN, fully connected neural network. CNN, convolutional neural network.
We used single RGB photographs and created models for each flying height to predict land-cover classes. Adding additional spectral bands to the RGB image, including topographic layers derived from lidar, or using structure from motion can improve classification accuracy (Fraser et al. 2016; Sankey et al. 2018), but those data were not available for our study area.

We expect that the methods presented in this paper could be used to predict land cover in other images acquired during the same flight mission provided that the spectral qualities of each cover type are consistent. Models that incorporate extensive training data will make it practical to classify aerial photographs acquired over other areas in which land cover is similar but other environmental conditions, such as terrain and solar angles, are different.

Improvement of methods to select and evaluate model training data also will improve classification accuracy. Additionally, a more deliberate and objective method for tuning hyperparameters and developing network layouts substantially would advance the use of neural networks. Currently, one must test thousands of models with different sets of hyperparameters and then evaluate the results. Development of hybrid or collaborative workflows also would be worthwhile. For example, CNNs (Radovic et al. 2017) initially could be applied to an image to locate or delineate discrete objects, such as shrubs, before running a wall-to-wall land-cover classification. Moreover, it would be helpful to develop an open platform and protocol for systematically comparing different workflows for classification of land-cover from images that are challenging, such as low-altitude aerial photographs.

Many of the most recent algorithms for identifying and labeling objects in an image are available as open-source software. Much of this software is distributed as libraries instead of high-level applications. However, the open-source geospatial community aims to make state-of-the-art image-processing capabilities more accessible to people whose programming experience is insufficient to use existing software libraries. New approaches to mapping land cover and innovations for improving land-cover classification are advancing rapidly. To improve access to and effective use of machine-learning image-processing methods, the AMNH developed an online portal for development, testing and comparison of new image-processing algorithms and workflows (http://biodiversityinformatics.amnh.org/ml4conservation/ml4landcover/).
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