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Abstract
The COVID-19 pandemic affected the world through its ability to cause widespread infection. The Middle East including the Kingdom of Saudi Arabia (KSA) has also been hit by the COVID-19 pandemic like the rest of the world. This study aims to examine the relationships between meteorological factors and COVID-19 case counts in three cities of the KSA. The distribution of the COVID-19 case counts was observed for all three cities followed by cross-correlation analysis which was carried out to estimate the lag effects of meteorological factors on COVID-19 case counts. Moreover, the Poisson model and negative binomial (NB) model with their zero-inflated versions (i.e., ZIP and ZINB) were fitted to estimate city-specific impacts of weather variables on confirmed case counts, and the best model is evaluated by comparative analysis for each city. We found significant associations between meteorological factors and COVID-19 case counts in three cities of KSA. We also perceived that the ZINB model was the best fitted for COVID-19 case counts. In this case study, temperature, humidity, and wind speed were the factors that affected COVID-19 case counts. The results can be used to make policies to overcome this pandemic situation in the future such as deploying more resources through testing and tracking in such areas where we observe significantly higher wind speed or higher humidity. Moreover, the selected models can be used for predicting the probability of COVID-19 incidence across various regions.
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Introduction
At the inception of COVID-19, health care providers in Wuhan, capital of Hubei, a province of China, reported numerous cases of pneumonia by a known virus to the World Health Organization (WHO) on December 31, 2019. In January 2020, a novel virus was identified, and the samples were taken from cases (WHO 2020b). In February 2020, the WHO named it as coronavirus disease (COVID-19) (WHO 2020c) and referred to as acute respiratory syndrome coronavirus-2 (SARS-CoV-2) (Public Health England 2020). The World Health Organization (WHO) has officially announced the COVID-19 as a pandemic on March 11, 2020, due to the high contagiousness and widespread (WHO 2020d). The incubation period of the virus is argued to vary between 5 and 10 days (Chan et al. 2020; Guan et al. 2020). The initial manifestation may include cough, fever, sore throat, myalgia, anorexia, and breathing difficulties (Guan et al. 2020; Jiang et al. 2020). It is declared that the virus emanated in animals, and most of the cases came into view in the seafood market in Wuhan (HuangCL 2020; Rizwan et al. 2020; Haq et al. 2020). The genetics analysis and some clinical discoveries can be found in studies (Chan et al. 2020; Zhu et al. 2020) and references therein. It is not to deny that mRNA vaccine has been introduced in different parts of the world but yet
the best knowledge about the behavior of the COVID-19 is to be investigated. Especially, it is yet to be known as our best knowledge that how meteorological factors can play an important role in the increase/decrease of infected cases.

Many studies on the COVID-19’s influence have been concentrated on China (Gao et al. 2021; Lin et al. 2020), USA (Bashir et al. 2020; Sharma et al. 2021), and Europe (Menebo 2020; Yuan et al. 2021). There is a need to explore the virus’s influence on the Middle East as well. This research focuses on the Kingdom of Saudi Arabia (KSA) that has been negatively affected. The Kingdom of Saudi Arabia (KSA) is the largest country in the Arabian Peninsula and thus had a higher risk in terms of infections and death from COVID-19 from the very beginning. After the identification of the first case on March 2, 2020, the number of cases increased rapidly, resulting in around 3,63,061 cases as of January 3, 2021. The Kingdom of Saudi Arabia (KSA) is located in the Middle East and has a 95% desert area. It has a warm and dry climate with high temperatures during the day, unexpected drops in temperature at night, and very low annual rainfall in most of the country. The number of confirmed cases of COVID-19 started to rise quickly in the last week of March. The Saudi government took protective measures to minimize the destructive effects of COVID-19, such as suspension of Umrah, travel ban, closure of mosques for prayers, and curfew. On June 23, 2020, the Ministry of Hajj and Umrah declared that Hajj 2020 would be held with a restricted number of pilgrims. The Ministry of Health took serious measures during the Hajj 2020; pilgrims were required to quarantine themselves at hotel rooms for a week before arrival to perform Hajj, and they were asked to be carried on a safe social distance of 2 m and were split into groups of 20 individuals per group, who were followed by a guide throughout their whole Hajj performance (WHO 2020a). From March 2, 2020, to January 3, 2021, a total of around 3,63,061 COVID-19 cases have been reported in Saudi Arabia (Arab News 2020).

According to epidemiological studies, environmental circumstances may have influenced the spread of past outbreaks such as severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome disease (MERS). The SARS epidemic was gradually faded with the warming weather coming and was basically ended in July 2003 (Cao et al. 2016; Tan et al. 2005; Wang et al. 2006). Some researchers suggested that climate change may have aided the emergence and spread of different viral diseases, including the SARS and MERS (Gale et al. 2010; Lofgren et al. 2007; Stott 2016). The previous studies presented that meteorological factors play an important role in the eruption of infectious diseases like influenza (Li 2011; Lowen et al. 2007; Shaman and Kohn 2009). Researchers in Korea discovered that low daily temperature and low/high relative humidity (RH) greatly enhanced the risk of influenza, but that diurnal temperature range was positively connected with influenza incidence (DTR) (Park et al. 2020). As the coronavirus belongs to the same family of the influenza virus and has symptoms similar to colds, coughs, flu, and fever, it must be impacted by weather as well. Hence, it is essential to investigate the effects of many elements on COVID-19 instances, such as temperature, humidity, and wind speed. In this study, the authors aim to investigate the effect of weather-related variables on COVID-19 spread across the three most affected cities of KSA (i.e., Medina, Riyadh, and Jeddah). The relationships between meteorological factors and COVID-19 case counts in three cities of the KSA are not known to the best of our knowledge.

The rest of the article is organized as follows. In the next section, we provide literature review. The “Material and methods” section contains the study design, data collection methods, and analytical techniques used in this study. The “Results and discussion” section presents the results obtained using the analytical methods implemented for the data analysis and some discussion. Finally, we provide conclusions in the “Conclusion” section.

**Literature review**

COVID-19’s most researched relationship is with meteorological conditions and air pollution, which influence coronavirus transmission and contribute to COVID-19’s spread (Gao et al. 2021; Suhaimi et al. 2020). Some studies proposed that the COVID-19 epidemic might be affected by temperature and its alterations (Cao et al. 2016; Tan et al. 2005; Wang et al. 2006). Another research presents that the weather with low temperature, mild daytime temperature range, and low humidity favors the transmitting process of COVID-19 (Liu et al. 2020). The regional climatic condition might influence the COVID-19 outbreak (Mazhar Iqbal et al. 2020). It is suggested that weather is related to the spread of COVID-19, but the high temperature may not decrease the case counts without taking into account the execution of large-scale public health interventions (Luo et al. 2020). The literature (Luo et al. 2020; Wang et al. 2020) proposed that when examining a single-factor model in the higher temperature group, every 1 °C rise in minimum temperature is related to the decline of the cumulative number of COVID-19 by 0.86. In another study, it was noted that there was no association between COVID-19 outbreak and high temperature or ultraviolet (UV) radiation in Chinese cities (Yao et al. 2020). Oliveiros et al. (2020) reported that the temperature rise might not surely be related to the decline of COVID-19 case counts without taking into account containment measures.

Since the outbreak of COVID-19 in November 2019, several empirical studies have been conducted in China.
manipulate the significant factors to control the disease. The quest to find the factors affecting the disease will help most infected cities of KSA using count modeling. The parameters (temperature, humidity, and wind speed) in the three meteorological variables on daily COVID-19 cases and meteorological conditions, several statistical and scientific methods are used. For instance, Khursheed et al. (2021) applied generalized additive model (GAM) and examined a non-linear relationship between meteorological factors and COVID-19 transmission with penalized spline methods. Yuan et al. (2021) studied the impact of meteorological variables on daily COVID-19 cases employing log-linear generalized additive model. Pani et al. (2020) investigated the connection between COVID-19 and climatic indicators using Spearman and Kendall rank correlation tests. Zoran et al. (2020) conducted spatial analysis; quantile on quantile approach was used by Shahzad et al. (2020). Iqbal et al. (2020) used the wavelet approach to discover that temperature has no effect on COVID-19 instances. The M-SEIR model is used by Shi et al. (2020) to explain why there is no significant relationship between humidity and COVID-19.

In literature, most of the studies concluded that the countries that are now suffering the most from the COVID-19 epidemic are those that are located in colder climates. In regions with a warm, dry climate, there are few research exploring the relationship between meteorological parameters and COVID-19 cases. The current work hypothesizes a null relationship between the COVID-19 (confirmed cases) and meteorological parameters (temperature, humidity, and wind speed) in the three most infected cities of KSA using count modeling. The quest to find the factors affecting the disease will help manipulate the significant factors to control the disease.

**Material and methods**

This section introduces the study design, data collection methods, and the analytical approaches used to analyze the effect of meteorological factors on COVID-19 case counts.

**Study design and data collection**

A conspicuous increase in COVID-19 case counts was observed in Medina, Jeddah, and Riyadh, due to which we chose these cities to study the relationship between weather and case counts. Medina is the second holiest city for Muslims in the western region of Saudi Arabia. It has a desert climate with long and humid summers and short and windy winters. It is mostly clear all over the year with an average temperature of 81.4°F. Riyadh is located on the eastern part of the Najd (central region) plateau with a hot desert climate with an average temperature of 77.7°F and low humidity throughout the year; its wettest month is April. Jeddah is situated in the western region of Saudi Arabia, the average high temperature is 84.2°F, and November is its most wet month. The COVID-19 confirmed case counts in three cities were extracted from King Abdullah Petroleum Studies and Research Center (KAPSARC) Data Portal [https:// datasource.kapsarc.org/] for the period of March 2 to July 15, 2020. The daily meteorological data containing average temperature, average relative humidity, and average wind speed (mph) were obtained from the website of weather underground [https://www.wunderground.com/] from March 2 to July 15, 2020.

**Analytical technique**

A descriptive analysis was carried out to examine the characteristics of all variables in three cities, followed by a three-stage analysis. In the first stage, we fitted the Poisson, NB, ZIP, and ZINB distribution on the number of case counts for each city and estimated their parameters. Also, we performed diagnosis analysis based on the model selection criteria such as the Akaike information criterion (AIC) and Bayesian information criterion (BIC). In the second stage, cross-correlation analysis was conducted to identify the lag effects of meteorological factors that might be useful in predicting COVID-19 case counts. Then we adopted generalized linear models with Poisson and NB distribution. Moreover, we used zero-inflated versions of Poisson and NB models to estimate the city-specific case counts. The backward elimination method was applied to select the most significant meteorological factors in regression models. The structures of models used in this study are given below:
The Poisson model

In count modeling, the most used technique is the Poisson regression model. It requires equidispersion that is the expected value of the response variable is equal to its variance. This technique is easy to use and permits zero counts and positive skewness (Cameron and Trivedi 2013). Let \((y_i, x_i)\) be an observation and \(y_i\) given \(x_i\) has Poisson distribution. Thus, the model can be formulated as:

\[ \ln(\mu_i) = X_i' \beta; \mu_i = e^{X_i' \beta}, \]

where \(\mu_i\) is the mean vector, \(X_i\) represents covariates, \(X_i'\) is the transpose of the vector \(X_i\), and \(\beta\) is the vector of unknown parameters. According to the equidispersion property, the conditional mean and variance of the Poisson regression model are \(E(Y_i|X_i) = \text{Var}(Y_i|X_i) = e^{X_i' \beta}\). The estimation method for the Poisson regression model is maximum likelihood estimation (MLE). So the log-likelihood function for the response variable is defined as:

\[ \ln(l(Y, \beta)) = \sum_{i=1}^{n} \left( y_i \ln(X_i' \beta) - \exp(X_i' \beta) \right). \]

Furthermore, the parameter vector can be estimated iteratively using a Newton–Raphson and a Fisher scoring technique (Agresti 2003). The parameters are interpreted as: for one-unit change in an explanatory variable, the difference in the logs of the expected count is expected to change by the corresponding coefficient, given the other explanatory variables in the model are constant.

The negative binomial (NB) model

The Poisson model assumption (i.e., mean equals the variance) is often violated due to the heterogeneity in the data. Commonly, the NB regression model is used to model the overdispersed count data. It can be taken as the generalization of Poisson regression because it has the same mean structure as the Poisson regression and has an extra parameter to model the overdispersion. Let \((y_i, x_i)\) be an observation and \(y_i\) given \(x_i\) has NB distribution. Thus, the model can be formulated as:

\[ P(Y_i = y_i|X_i) = \frac{\Gamma(y_i + k)}{y_i! \Gamma(k)} \left( \frac{\mu_i}{\mu_i + k} \right)^{y_i} \left( 1 + \frac{\mu_i}{k} \right)^{-k}, \quad \mu_i > 0, k > 0 \]

The conditional mean and variance of the NB model are \(E(Y_i|X_i) = \mu_i\) and \(\text{Var}(Y_i|X_i) = \mu_i + \mu_i^2/k\). The index \(k\) represents the dispersion parameter. In NB regression model, the mean of the response variable is linked to a linear combination of explanatory variables by a log link function and given as:

\[ \ln(\mu_i) = X_i' \beta; \mu_i = e^{X_i' \beta}, \]

where \(\mu_i\) is the mean vector, \(X_i\) represents covariates, \(X_i'\) is the transpose of the vector \(X_i\), and \(\beta\) is the vector of unknown parameters. The parameters are estimated by the MLE method. So, the log-likelihood function for the response variable is given as:

\[ \ln(l(Y, k, \beta)) = \sum_{i=1}^{n} \left\{ y_i \ln\left( \frac{ke^{X_i' \beta}}{1 + ke^{X_i' \beta}} \right) - k^{-1} \ln \left( 1 + ke^{X_i' \beta} \right) + \ln\Gamma(y_i + 1) - \ln\Gamma(y_i + 1) - \ln\Gamma(k^{-1}) \right\}. \]

Similar to the Poisson model, in the NB model, the parameter vector can also be estimated by using the Newton–Raphson and a Fisher scoring method. To fit the NB model, package “MASS” (Venables et al. 2002) is used in R. Given that the other explanatory factors in the model are constant, a one-unit change in an explanatory variable is anticipated to affect the difference in the logs of the expected count by the corresponding coefficient.

The zero-inflated Poisson (ZIP) model

Sometimes, the cause of variation in the count data set might be an excess of zeros. In such a situation, the ordinary Poisson regression model is not suitable as it provides biased and inadequate estimates due to the violation of the equidispersion assumption. So, to get overcome the effect of excess zeros, an alternative to the ordinary Poisson regression model is proposed by Lambert (1992). In the proposed ZIP model, all zeros are grouped into two parts such as (i) first part models a proportion \((1 - \psi) e^{-\mu_i}\) of zeros coming from Poisson distribution and zero inflation by incorporating zeros with a proportion \(\psi\) and (ii) the second part models the non-zero counts that follow the Poisson distribution. Let the response variable be independent, and then the ZIP model is defined as:

\[ P(Y_i = y_i|X_i, Z_i) = \begin{cases} \psi_i + (1 - \psi_i) e^{-\mu_i} & \text{if } y_i = 0 \\ (1 - \psi_i) e^{\psi_i \mu_i} & \text{if } y_i > 0 \end{cases} \]

where \(Z_i\) represents the vector of covariates describing the probability of excess zero \(\psi_i\). The conditional mean and variance for the ZIP regression model are \(E(Y_i|X_i, Z_i) = (1 - \psi_i)\mu_i\) and \(\text{Var}(Y_i|X_i, Z_i) = (1 - \psi_i)(\mu_i + \psi_i \mu_i^2)\). The ZIP model is formulated by adding the following two link functions:
\( \ln(\mu_i) = e^{X_i' \beta}; \text{logit}(\psi_i) = \ln \frac{\psi_i}{1 - \psi_i} = e^{Z_i' \gamma}. \)

In the ZIP model, \( \psi_i \) is modeled as:

\[ \psi_i = \frac{e^{Z_i'}}{1 + e^{Z_i'}}, \]

where \( X_i \) is the vector of covariates, \( Z_i \) is the vector of covariates for defining the probability of excess zero \( \psi_i \), and \( \beta \) and \( \gamma \) are the vectors of unknown parameters. For estimation of parameters, the log-likelihood function for the response variable is defined as:

\[
\ln(l(Y, \beta, \gamma)) = \sum_{y_i=0} \ln[\exp(Z_i' \gamma) + \exp(-\exp(X_i' \beta))] \\
+ \sum_{y_i>0} \left[ Y_i \exp(X_i' \beta) - \exp(X_i' \beta) \ln(1 + \exp(Z_i' \gamma)) - \sum_{i=1}^n \ln[1 + \exp(Z_i' \gamma)] \right].
\]

Let \( I_i \) be an indicator variable which is defined as follows:

\[ I_i = \begin{cases} 1, & \text{if } y_i = 0 \\ 0, & \text{if } y_i > 0 \end{cases} \]

Then the log-likelihood function takes the form:

\[
\ln(l(Y, \beta, \gamma)) = \sum_{y_i=0} \left[ \ln[\exp(Z_i' \gamma) + \exp(-\exp(X_i' \beta))] \right] \\
+ \sum_{y_i>0} (1 - I_i) \left[ Y_i \exp(X_i' \beta) - \exp(X_i' \beta) \ln(1 + \exp(Z_i' \gamma)) - \sum_{i=1}^n \ln[1 + \exp(Z_i' \gamma)] \right].
\]

Furthermore, the expectation–maximization (EM) algorithm can be used to maximize the log-likelihood function iteratively (Lambert 1992). To fit the ZIP model, package “pscl” (Jackman 2010) is employed in R. The interpretation of the parameter \( \beta \) is same as in Poisson regression, but the parameter \( \gamma \) can be interpreted by the odds ratio (Lambert 1992).

**The zero-inflated negative binomial model**

The data is mostly overdispersed due to heterogeneity in the data, and the ZINB distribution is used to model such data (Haq et al. 2020). The ZINB distribution is a continuous mixture of Poisson distribution, and it allows the Poisson mean to be gamma distributed to model the overdispersion. Similar to the ZIP model, in ZINB, all zeros are grouped into two parts such as (i) first part model a proportion \( 1 - \psi_i \left( 1 + \frac{\gamma_i}{\alpha_i} \right)^{-1} \) of zeros coming from NB distribution and zero inflation by incorporating zeros with a proportion \( \psi \) and (ii) the second part models the non-zero counts that follow ordinary NB distribution. The ZINB regression model is defined as follows:

\[
P(Y_i = y_i | X_i, Z_i) = \begin{cases} \psi_i + (1 - \psi_i) \left( 1 + \frac{\gamma_i}{\alpha_i} \right)^{-1} & \text{if } y_i = 0 \\ (1 - \psi_i) \left( 1 + \frac{\gamma_i}{\alpha_i} \right)^{-1} \left( 1 + \frac{\gamma_i}{\alpha_i} \right)^{-y_i} & \text{if } y_i > 0 \end{cases}
\]

where \( Z_i \) is the vector of covariates describing the probability of excess zero \( \psi_i \). The conditional mean and variance of the ZINB model are

\[
E(Y_i | X_i, Z_i) = (1 - \psi_i) \mu_i + \psi_i \mu_i \left( 1 + \frac{\gamma_i}{\alpha_i} \right),
\]

where \( \tau \) is the dispersion parameter. The ZINB model is formulated by adding the following two link functions:

\[
\ln(\mu_i) = e^{X_i' \beta}; \text{logit}(\psi_i) = \ln \frac{\psi_i}{1 - \psi_i} = e^{Z_i' \gamma}. \]

In the ZINB model, \( \psi_i \) is modeled as:

\[ \psi_i = \frac{e^{Z_i'}}{1 + e^{Z_i'}}. \]

where \( X_i \) is the vector of covariates, \( Z_i \) is the vector of covariates for defining the probability of excess zero \( \psi_i \), and \( \beta \) and \( \gamma \) are the vectors of unknown parameters. The ZINB log-likelihood function is defined as:

\[
\ln(l(Y, \beta, \gamma, \tau)) = \sum_{i=1}^n \left[ \ln(1 + e^{X_i' \beta}) - \ln(1 + e^{Z_i' \gamma}) + \gamma_i \ln(1 + e^{Z_i' \gamma}) \right] \\
+ \sum_{i=1}^n \ln \left( \left( \frac{e^{X_i' \beta} + \gamma_i}{\tau} \right)^{\gamma_i} \right) - \sum_{i=1}^n \ln(\Gamma(\gamma_i) + \ln(1 + \gamma_i)) - \ln(\Gamma(\tau) + \ln(1 + \gamma_i)).
\]

The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is used to estimate the parameters of the ZINB model (Mahmood 2020). To fit the ZINB model, package “pscl” (Jackman 2010) is employed in R. The interpretation of the parameter \( \beta \) is the same as in Poisson regression, but the parameter \( \gamma \) can be interpreted by the odds ratio.

The autocorrelation is usually more robust in residuals from time series regression of infectious diseases (Cameron and Trivedi 2013): for that reason, in these models, the response variable (daily COVID-19 case counts) was introduced as an explanatory variable at 1-day lag. No obvious seasonal variation and long-term trend of case counts in three cities were perceived during this period (see Fig. 1).

**Model selection**

The selection of a suitable model is an essential step for data modeling. The choice of a wrong model may lead to estimation errors and false conclusions. Therefore, in the
third stage of analysis, we have used a two-step procedure known as the LRT-Vuong method; the procedure is given in Mahmood (2020) and references therein. The likelihood ratio test (LRT) is used to test overdispersion in the data, and for testing zero inflation in the data, the Vuong test is used. The Poisson model is a special case of the NB model; therefore, the former is considered an alternative model. Under LRT, the hypothesis is $H_0 : \tau = 0$, versus $H_1 : \tau > 0$. So, for the general NB regression model, the LRT for $\tau$ is defined as:

$$LRT_{\tau} = -2 \left[ l(Y, \hat{\beta}) - l(Y, \hat{\beta}, \hat{\tau}) \right],$$

where $l(Y, \hat{\beta})$ is the maximized log-likelihood under the Poisson model and $l(Y, \hat{\beta}, \hat{\tau})$ is the maximized log-likelihood under the NB model. It is assumed that, under the null hypothesis, the LRT statistic follows a chi-square distribution with one degree of freedom, and the test provides evidence of overdispersion in case of significant results.

The Vuong (Vuong 1989) test is used to choose between the Poisson model and the ZIP model or NB model and ZINB model. Let $P(Y_i = y_i | X_i)$ be the predicted probability of response variable from the standard model and $P(Y_i = y_i | X_i, Z_i)$ be the predicted probability of response variable from the zero inflation model, and then the statistic $m_i$ be defined as:

$$m_i = \log \left( \frac{P(Y_i = y_i | X_i)}{P(Y_i = y_i | X_i, Z_i)} \right).$$

Thus, Vuong’s statistic for testing the nested hypothesis of standard model versus inflation model, i.e., $H_0 : E(m_i) = 0$ versus $H_1 : E(m_i) \neq 0$, is defined as:

$$V = \frac{\sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} m_i \right)}{\sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( m_i - \frac{1}{n} \sum_{i=1}^{n} m_i \right)^2}}.$$
Under the null hypothesis, Vuong’s statistic follows normal distribution. At 5% level of significance, when $V > 1.96$, the standard model is chosen, when $V < -1.96$, the zero-inflated model is chosen, and $|V| < 1.96$, then both models are assumed equivalent.

For the assessment of overdispersion, we first applied both Poisson and NB models to the data of each city. Furthermore, the LRT test was utilized to examine whether the NB model gives the best fits or the Poisson model. The significant findings of the NB model give evidence of overdispersion in the data set. In the second step, we had used the Vuong test. In the case of overdispersion, the NB model was compared with the ZINB model; otherwise, the Poisson model was compared with the ZIP model. If the zero-inflated model yields a better fit as compared to the ordinary model, then it reveals zero inflation in the data. Hence, in the case of zero inflation, the zero-inflated model is effective for estimation and drawing conclusions. It is also to be noted that all analyses were conducted using R software with version 3.6.2.

### Results and discussion

The descriptive results for all variables are presented in Table 1. A total of 95,115 cases were officially reported in three cities of KSA from March 2 to July 15, 2020. Among the three cities, the average daily case counts were high in Riyadh with a large variance. During our study period, the daily average temperatures for Medina, Riyadh, and Jeddah were 88.92°F, 86.98°F, and 85.44°F, respectively. Medina city had a smaller number of cases with the highest average temperature, and Jeddah city had the lowest average temperature but with large case counts as compared to Medina. The humidity and wind speed were relatively higher in Jeddah than in the other two cities.

The distribution of COVID-19 case counts in three cities can be seen in Fig. 2. The distribution results for COVID-19 case counts in three cities are given in Table 2. We found that AIC and BIC were smaller for ZIP as compared to Poisson distribution and smaller for ZINB as compared to NB distribution. Overall, ZINB distribution fitted better the case counts in all three cities.

In cross-correlation analysis (cf. Table 3), we found a significant positive association between daily cases and temperature on the same day and at 1- to 3-day lag for Medina. In Riyadh, daily cases were significantly and positively associated with the temperature on the same day and at 1- to 3-day lag. A significant negative association was noticed between daily case counts and humidity on the same day and at 1- to 3-day lag. Similarly, a significant negative association was also found between daily cases and wind speed on the same day and at 1- to 3-day lag, which is in consensus with the previous study by Rendana (2020). We observed that, in Jeddah, there was a significant positive relationship between daily cases and temperature on the same day and at 1- to 3-day lag. So, our results confirmed that weather conditions influence COVID-19 case counts, and this finding is in line with previous studies on infectious diseases (Cao et al. 2016; Li 2011; Lowen et al. 2007; Tan et al. 2005). All significant lagged variables were included in city-specific regression models.

The Poisson regression analysis results for Medina (cf. Table 4) revealed that the daily cases at 1-day lag had a significant positive impact on COVID-19 daily case counts. A 1°F increase in temperature at 2-day lag was associated with an increase in daily COVID-19 case counts. However, each 1°F increase in temperature at 3-day lag was related to the decline in the number of daily cases. From ZIP regression analysis, we found that daily cases at 1-day lag had a significant positive effect on daily case counts. Each 1°F increase in temperature at 2-day lag led to a rise in the number of cases. At the same time, each 1°F increase in temperature on the same day and at 3-day lag was related to declining in case counts. We also found that the probability of COVID-19 occurrence was negatively related to the temperature on the same day. From NB and ZINB regression analysis results (cf. Table 4), it was observed that one unit increase in daily cases at 1-day lag and 1°F increase in temperature at 1- and 2-day lag were likely to increase daily case counts. Also, the probability of COVID-19 occurrence was negatively related to the temperature on the same day. The studies (Liu et al. 2011; Lowen et al. 2007; Tan et al. 2005) suggested that temperature, wind speed, and relative humidity are important factors affecting the spread of respiratory diseases.

### Table 1 Descriptive statistics for meteorological factors and COVID-19 case counts in three cities from January 2 to July 15, 2020

| City    | Cases  | Temperature (°F) | Humidity (%) | Wind speed (mph) |
|---------|--------|-----------------|--------------|------------------|
| Medina  | 114.6  | 88.92           | 14.19        | 7.17             |
| Riyadh  | 376.07 | 86.98           | 22.85        | 7.01             |
| Jeddah  | 208.70 | 85.44           | 50.56        | 9.36             |
Fig. 2  Distribution of COVID-19 case counts in three cities of KSA such as (a) about Medina, (b) about Riyadh, and (c) about Jeddah

Table 2  Output of best-fitted distribution for COVID-19 case counts in three cities

| City   | Poisson          | NB           | ZIP            | ZINB           |
|--------|------------------|--------------|----------------|----------------|
| Medina | Parameters       |              |                |                |
|        | 114.60 (0.92)    | 0.52 (0.06)  | 4.92 (0.01)    | 4.91 (0.08)    |
|        | 114.59 (13.69)   | 1.70 (0.24)  | 0.38 (0.13)    | -1.7 (0.24)    |
|        | -6527.21         | -763.43      | -3971.60       | -733.87        |
|        | 13,056.42        | 1530.85      | 7947.11        | 1473.75        |
|        | 13,059.33        | 1536.68      | 7953.02        | 1482.48        |
| Riyadh | Parameters       |              |                |                |
|        | 376.07 (1.67)    | 0.53 (0.06)  | 6.01 (0.004)   | 5.91 (0.10)    |
|        | 376.01 (44.17)   | -2.53 (0.33) | -0.26 (0.12)   | -2.65 (0.37)   |
|        | -29,121.11       | -763.43      | -3971.60       | -733.87        |
|        | 58,244.23        | 1849.92      | 50,505.33      | 1473.75        |
|        | 58,254.14        | 1855.75      | 50,511.16      | 1482.48        |
| Jeddah | Parameters       |              |                |                |
|        | 188.82(1.18)     | 0.57(0.06)   | 5.33(0.01)     | 5.33(0.09)     |
|        | 188.86(21.49)    | -2.35(0.30)  | -0.09(0.13)    | -2.42(0.33)    |
|        | -11,171.04       | -834.71      | -8839.57       | -825.34        |
|        | 22,344.08        | 1673.42      | 17,683.15      | 1656.68        |
|        | 22,346.99        | 1679.24      | 17,688.97      | 1665.42        |
of the occurrence of COVID-19 case counts was negatively associated with temperature at 1- and 3-day lag. Hence, we perceived that the temperature at 3-day lag and wind speed on the same day and 3-day lag had a greater impact on the COVID-19 epidemic than other variables in Riyadh. This finding is consistent with some previous studies (Auler et al. 2020; Guo et al. 2021; Menebo 2020; Şahin 2020). For instance, Wei et al. (2020) reported that the temperature and wind speed significantly affected the confirmed cases of COVID-19 in the spring in Beijing. Gupta (2020) identified that wind speed promoted COVID-19 spread in Turkey.

The output of Poisson and ZIP regression analysis for Jeddah (cf. Table 6) showed that the rise in daily cases at 1-day lag was likely to lead to an increase in COVID-19 daily case counts. Each 1°F increase in temperature on the same day and temperature at 2- to 3-day lag was related to rising of COVID-19 daily case counts, while 1°F increase in temperature at 1-day lag was associated with the decline of cases. It seemed no explanatory variable had a significant impact on the probability of COVID-19 occurrence. The NB and ZINB regression analysis (cf. Table 6) indicated that daily cases at 1-day lag were likely to increase COVID-19 daily case counts. Moreover, we found that each 1°F increase in temperature on the same day and at 2- to 3-day lag was correlated with increased case counts. Also, it was observed that no explanatory variable had a significant effect on COVID-19 transmission (Behnoood et al. 2020)

### Table 3 Cross-correlation coefficients between daily COVID-19 case counts and meteorological factors in three cities

| City  | Lag (days) | Temperature | Humidity | Wind speed |
|-------|------------|-------------|----------|------------|
| Medina | 0          | 0.415       | -0.435   | -0.301     |
|       | 1          | 0.418       | -0.422   | -0.334     |
|       | 2          | 0.422       | -0.420   | -0.310     |
|       | 3          | 0.399       | -0.407   | -0.310     |
| Riyadh | 0          | 0.601       | -0.435   | -0.301     |
|       | 1          | 0.591       | -0.422   | -0.334     |
|       | 2          | 0.579       | -0.420   | -0.310     |
|       | 3          | 0.574       | -0.407   | -0.310     |
| Jeddah | 0          | 0.661       | -0.435   | -0.301     |
|       | 1          | 0.622       | -0.422   | -0.334     |
|       | 2          | 0.613       | -0.420   | -0.310     |
|       | 3          | 0.604       | -0.407   | -0.310     |

2020; Wang et al. 2020; Yuan et al. 2021) reported that the spread of COVID-19 is related to temperature. In our study, as we can see from Table 4, the temperature at 1- to 3-day lag had a greater impact on COVID-19 case counts than other variables in Medina. For example, Zoran et al. (2020) found that the maximum temperature might have a major effect on COVID-19 transmission. Behnoood et al. (2020) indicated significant association between temperature and COVID-19 infection rates.

In Poisson and ZIP regression analysis for Riyadh (cf. Table 5), we perceived that the number of daily cases at 1-day lag was linked with increased case counts. Each 1°F increase in temperature on the same day and 3-day lag was associated with the prevalence of COVID-19 cases, while each 1°F increase in temperature at 2-day lag was likely to decrease the cases. Each 1% increase in humidity on the same day, at 1- and 3-day lag, was related to the increase of daily cases. At the same time, a 1% increase in humidity at 2-day lag leads to a decline in cases. Furthermore, each 1 mph increase in wind speed on the same day at 1- and 3-day lag was connected with reduced case counts. But each 1 mph increase in wind speed at 2-day lag was likely to lead rise in the case of counts. It was also observed that the temperature at 1 and 3 days was related negatively to the probability of the occurrence of COVID-19. In NB and ZINB regression analysis (cf. Table 5), we found that number of cases at 1-day lag was associated with the rise in case counts. Each 1°F increase in temperature on the same day at 3-day lag was correlated to the rise of case counts. Also, each 1% increase in humidity and 1 mph increase in wind speed at 3-day lag were related to increased case counts. Also, the probability of the occurrence of COVID-19 case counts was negatively associated with the temperature at 1- and 3-day lag. Hence,
Table 4  Estimation and diagnosis analysis of count models for COVID-19 cases in Medina

|                  | Poisson model |                        | NB model |                        | ZIP model |                        | ZINB model |                        |
|------------------|---------------|------------------------|----------|------------------------|-----------|------------------------|------------|------------------------|
|                  | Est           | S.E                    | z value  | P value                | IRR       | Est                    | S.E        | z value                | P value | IRR       | Est          | S.E | z value | P value | IRR |
| Constant         | 1.61          | 0.10                   | 16.78    | <2e-16                 | −1.11     | −0.95                  | −1.17      | 0.24                   | 3.39    | 0.11     | 31.95        | <2e-16 | 2.15    | 0.81     | 2.66 |
| Lag(case-I)      | 0.01          | 0.00                   | 59.44    | <2e-16                 | 1.01      | 0.01                   | 6.97       | 0.00                   | 1.01    | 0.00     | 46.23        | <2e-16 | 1.00    | 0.01     | 5.95 |
| Lag(T-0)         |               |                        |         |                        |           |                        |            |                        |         |          |              |      |         |          |     |
| Lag(T-1)         |               |                        |         |                        |           |                        |            |                        |         |          |              |      |         |          |     |
| Lag(T-2)         | 0.05          | 0.00                   | 14.32    | <2e-16                 | 1.05      | 0.05                   | 4.73       | 0.00                   | 1.05    | 0.05     | 12.32        | <2e-16 | 1.05    | 0.02     | 2.49 |
| Lag(T-3)         | −0.02         | 0.00                   | −6.97    | 0.00                   | 0.98      | −0.02                  | −6.81      | 0.00                   | 0.98    | 0.02     | 5.10         | 0.00  | 0.68    | 0.13     | 5.10 |
| Log(τ)           |               |                        |         |                        |           |                        |            |                        |         |          |              |      |         |          |     |
| Constant         | 27.46         | 6.81                   | 4.03     | 0.00                   | 27.62     | 6.92                   | 3.99       | 0.00                   | 27.62   | 6.92     | 3.99         | 0.00  | 27.62   | 6.92     | 3.99 |
| Lag(T-0)         | −0.36         | 0.09                   | −4.13    | 0.00                   | −0.36     | 0.09                   | −4.08      | 0.00                   | −0.36   | 0.09     | −4.08        | 0.00  | −0.36   | 0.09     | 4.08 |
| Log-Lik(df)      | −3616.517(df=4)|                       | −728.6387(df=4) |       | −2749.36(df=7) | −681.5762(df=6) |       |       |       |       |       |       |       |       |       |
| AIC              | 7241.04       |                        | 1465.28  |                       | 5512.72   |                        | 1375.15   |                       | 1375.15 |           | 1375.15 |       |       |       |       |
| BIC              | 7252.60       |                        | 1476.84  |                       | 5532.95   |                        | 1392.50   |                       | 1392.50 |           | 1392.50 |       |       |       |       |
| LR test (P value)| 5775.8(2.2e-16) |                       | 4135.6(2.2e-16) |       |                       |            |                        |           |          |              |      |         |          |     |
| Vuong test       | Poisson model |                        | ZIP model |                        | NB model |                        | ZINB model |                        |
|                  | Z value       | P value                | Result   |                        | z value   | P value                | Result   |                        |
| Raw              | −4.23         | 0.00                   | ZIP > Poisson |                        | −4.03     | 0.00                   | ZINB > NB |                        |
| AIC-corrected    | −4.22         | 0.00                   | ZIP > Poisson |                        | −3.86     | 0.00                   | ZINB > NB |                        |
| BIC-corrected    | −4.20         | 0.00                   | ZIP > Poisson |                        | −3.61     | 0.00                   | ZINB > NB |                        |
Table 5: Estimation and diagnosis analysis of count models for COVID-19 cases in Riyadh

|                  | Poisson model |           | NB model |           | ZIP model |           | ZINB model |           |
|------------------|---------------|-----------|-----------|-----------|-----------|-----------|------------|-----------|
|                  | Est | S.E | z value | P value | IRR | Est | S.E | z value | P value | IRR | Est | S.E | z value | P value | IRR | Est | S.E | z value | P value | IRR |
| Constant         | 0.63 | 0.14 | 4.62 | 0.00 | -6.30 | 1.05 | -6.01 | 0.00 | 2.03 | 0.14 | 15.00 | <2e-16 | -3.15 | 1.05 | -3.01 | 0.00 |
| Lag(case-I)      | 0.00 | 0.00 | 10.2 | 0.00 | 0.00 | 0.00 | 8.16 | 0.00 | 1.00 | 0.00 | 0.00 | 13.17 | <2e-16 | 1.00 | 0.00 | 0.00 | 8.75 | <2e-16 | 1.00 |
| Lag(T-0)         | 0.02 | 0.00 | 6.00 | 0.00 | 1.02 | 0.05 | 0.01 | 3.69 | 0.00 | 1.05 | 0.01 | 0.00 | 3.45 | 0.00 | 1.01 | 0.04 | 0.01 | 3.35 | 0.00 | 1.04 |
| Lag(T-1)         | 0.03 | 0.00 | 7.14 | 0.00 | 1.03 | 0.03 | 0.00 | 7.95 | 0.00 | 1.03 |
| Lag(T-2)         | -0.04 | 0.00 | -9.49 | <2e-16 | 0.96 | -0.04 | 0.00 | -10.34 | <2e-16 | 0.96 |
| Lag(T-3)         | 0.05 | 0.00 | 20.49 | <2e-16 | 1.05 | 0.06 | 0.01 | 4.40 | 0.00 | 1.07 |
| Lag(H-0)         | 0.01 | 0.00 | 3.24 | 0.00 | 1.01 | 0.01 | 0.00 | 4.74 | 0.00 | 1.01 |
| Lag(H-1)         | 0.01 | 0.00 | 3.31 | 0.00 | 1.01 | 0.01 | 0.00 | -9.63 | <2e-16 | 0.98 |
| Lag(H-2)         | -0.02 | 0.00 | -10.10 | <2e-16 | 0.98 | -0.02 | 0.00 | -9.63 | <2e-16 | 0.98 |
| Lag(H-3)         | 0.01 | 0.00 | 8.85 | <2e-16 | 1.01 | 0.04 | 0.01 | 3.93 | 0.00 | 1.04 |
| Log(τ)           | 0.97 | 0.13 | 7.51 | 0.00 |                | 0.07 | 0.03 | 2.40 | 0.02 | 1.07 | -0.04 | 0.00 | -13.35 | <2e-16 | 0.96 |
| Constant         | 64.38 | 26.73 | 2.41 | 0.02 |                | 64.38 | 26.79 | 2.40 | 0.02 |                |
| Lag(T-1)         | -0.47 | 0.23 | -2.00 | 0.05 |                | -0.47 | 0.24 | -1.99 | 0.05 |                |
| Lag(T-3)         | -0.46 | 0.20 | -2.34 | 0.02 |                | -0.46 | 0.20 | -2.33 | 0.02 |                |
| Log-Lik(df)      | -5963.845 (df=14) | -831.3025 (df=7) | -5419.165 (df=16) | -8032.348 (df=9) |                |
| AIC              | 11,955.69 | 1676.61 | 10,870.33 | 1624.47 |                |
| BIC              | 11,996.15 | 1696.84 | 10,916.58 | 1650.48 |                |
| LR test (P value)| 10,265(2.2e-16) | 92319.9(2.2e-16) |                |
| Vuong test       | Poisson model vs ZIP model |           | NB model vs ZINB model |           |
|                  | z value | P value | Result | z value | P value | Result |
| Raw              | -2.67 | 0.00 | ZIP > Poisson | -2.51 | 0.01 | ZINB > NB |
| AIC-corrected    | -2.66 | 0.00 | ZIP > Poisson | -2.34 | 0.01 | ZINB > NB |
| BIC-corrected    | -2.65 | 0.00 | ZIP > Poisson | -2.08 | 0.02 | ZINB > NB |
Table 6  Estimation and diagnosis analysis of count models for COVID-19 cases in Jeddah

|                | Poisson model | NB model | ZIP model | ZINB model |
|----------------|---------------|----------|-----------|------------|
|                | Est | S.E  | z value | P value | IRR | Est | S.E  | z value | P value | IRR | Est | S.E  | z value | P value | IRR | Est | S.E  | z value | P value | IRR |
| Constant       | 0.27 | 0.13 | 2.09 | 0.04 | 0.22 | 0.13 | 1.74 | 0.08 | 0.22 | 0.13 | 7.57 | 0.00 | 0.43 | 1.20 | 0.35 | 0.72 |
| Lag(case-I)    | 0.00 | 0.00 | 69.24 | <2e-16 | 1.00 | 0.00 | 68.66 | <2e-16 | 1.00 | 0.00 | 66.31 | <2e-16 | 1.00 | 0.00 | 6.02 | 0.00 | 1.01 |
| Lag(T-0)       | 0.04 | 0.00 | 14.89 | <2e-16 | 1.04 | 0.02 | 9.94 | <2e-16 | 1.02 | 0.04 | 14.21 | <2e-16 | 1.04 | 0.04 | 0.01 | 2.81 | 0.00 | 1.04 |
| Lag(T-1)       | −0.04 | 0.00 | −11.10 | <2e-16 | 0.96 | −0.04 | 0.00 | −10.53 | <2e-16 | 0.96 | −0.04 | 0.00 | −10.53 | <2e-16 | 0.96 | −0.04 | 0.00 | −10.53 | <2e-16 | 0.96 |
| Lag(T-2)       | 0.04 | 0.00 | 11.47 | <2e-16 | 1.04 | 0.02 | 5.98 | 0.00 | 1.02 | 0.03 | 9.36 | <2e-16 | 1.03 | −2.62 | 0.00 | −7.60 | 0.00 | −2.62 | 0.00 | −7.41 | 0.00 |
| Lag(T-3)       | 0.01 | 0.00 | 3.87 | 0.00 | 1.01 | 0.01 | 3.84 | 0.00 | 1.01 | 0.01 | 3.88 | 0.00 | 1.01 | −2.62 | 0.35 | −7.60 | 0.00 | −2.62 | 0.35 | −7.41 | 0.00 |
| Log(τ)         |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| Log-Lik(df)    | −4021.782 (df = 6) | −4083.019 (df = 6) | −783.1289 (df = 5) | −3488.448 (df = 7) |
| AIC            | 8055.56 | 8178.04 | 1576.26 | 7011.13 |
| BIC            | 8072.91 | 8195.38 | 1576.26 | 1590.71 |
| LR test (P value) | 122.47(2.2e-16) | 5410.6(2.2e-16) |
| Vuong test     | Poisson model vs ZIP model | NB model vs ZINB model |
|                | z value | P value | Result | z value | P value | Result |
| Raw            | −3.00 | 0.00 | ZIP > Poisson | −8.68 | 0.00 | ZINB > NB |
| AIC-corrected  | −3.00 | 0.00 | ZIP > Poisson | −8.68 | 0.00 | ZINB > NB |
| BIC-corrected  | −2.99 | 0.00 | ZIP > Poisson | −8.68 | 0.00 | ZINB > NB |
we found that the ZINB model fits best the COVID-19 case counts as compared to other models.

Conclusion

As COVID-19 is a continuous and increasing phenomenon; thus, it was vital to see the effect of meteorological factors on the disease. We examined the impact of meteorological factors on COVID-19 cases after considering the excess of zero counts. Our data revealed a significant correlation between COVID-19 cases and climatic parameters for all three most contaminated cities under study. For temperature as a meteorological factor, we found a significant positive association between COVID-19 case counts and temperature on the same day and past days. We also found that humidity and wind speed were associated negatively at various lags with COVID-19 case counts.

The epidemic of COVID-19 in Medina, Riyadh, and Jeddah indicated overdispersed daily cases and zero cases on some days. When the response variable is in a discrete nature, then the Poisson model is preferred. The ZIP and ZINB models are suitable for modeling a data set with excess zero counts (Cameron and Trivedi 2013; Lambert 1992), and in the case of the overdispersion, NB model is considered appropriate (McCullagh and Nelder 1989; Nelder and Wedderburn 1972). Hence, we built four models to fit COVID-19 daily case counts for each city. Besides, we compared these models and perceived that the ZINB model is the best-fitted model for COVID-19 daily cases in Medina, Riyadh, and Jeddah.

The Kingdom of Saudi Arabia has a warm, dry climate with high temperatures and low annual rainfall. We found that, in three cities of KSA, an increase in temperature was not necessarily associated with the decline of cases in contradiction to the hypothesis. Although our findings show an independent impact of meteorological factors on COVID-19 case counts, the public health protective measures play a vital role in controlling the epidemic of COVID-19.

This research adds to the domain of pandemic management in both a practical and theoretical sense. The findings provide a better knowledge of the situation and may aid in adopting suitable measures to implement pandemic response policies and activities as needed in a fast and effective way. For instance, our results ascertained that temperature, humidity, and wind speed contribute significantly towards the incidence of COVID-19; therefore, it can be argued that government needs to impose strict regulations during high temperature, humidity, and low wind speed. The most important implication is that, in pandemics, where widespread and effective vaccination is not possible, government preparation should be longer term, taking into account weather effects, and establish public health and safety directions accordingly.

For instance, with the proper weather-based changes, mask and distancing guidelines should be followed. Also, a robust response to the pandemic can be created by combining meteorological and medical expertise. In conclusion, our findings shed light on the association between meteorological factors and COVID-19 case counts in three cities of KSA. Overall, the areas with high temperature, low wind speed, and high humidity favor the rise in COVID-19 case counts. This study could be useful for forecasting agencies in developing predictive tools for COVID-19 prevention in KSA. The selected models could be used to predict the probability of COVID-19 occurrence and the number of cases in three cities of KSA. Furthermore, experts may reconsider and alter policy approaches in order to lessen the total impact on the environment and economy while still adhering to sustainable development.

There are certain limitations to work. Other variables regulating disease transmissions, such as air pollution, water pollution, ultraviolet radiation, rainfall, atmospheric pressure, and geographical characteristics, were not examined. These influencing variables should be taken into account in models like the ones utilized in this study. For future studies, the present work can be extended to other parts of the world with extensive data set and varying weather situations. The optimal temperature to counter-effect the spread of disease is yet to be investigated to the best of our knowledge regarding COVID-19 vaccines.
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