Lyapunov Exponents of Random Walks in Small Random Potential: The Lower Bound
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Abstract: We consider the simple random walk on \( Z^d, d \geq 3 \), evolving in a potential of the form \( \beta V \), where \((V(x))_{x \in Z^d}\) are i.i.d. random variables taking values in \([0, +\infty)\), and \( \beta > 0 \). When the potential is integrable, the asymptotic behaviours as \( \beta \) tends to 0 of the associated quenched and annealed Lyapunov exponents are known (and coincide). Here, we do not assume such integrability, and prove a sharp lower bound on the annealed Lyapunov exponent for small \( \beta \). The result can be rephrased in terms of the decay of the averaged Green function of the Anderson Hamiltonian \(-\Delta + \beta V\).

1. Introduction

Let \((S_n)_{n \in \mathbb{N}}\) be the simple random walk on \( Z^d, d \geq 3 \). We write \( P_x \) for the law of the random walk starting from position \( x \), and \( E_x \) for the associated expectation. Independently of \( S \), we give ourselves a family \((V(x))_{x \in Z^d}\) of independent random variables, which we may call the potential, or also the environment. These random variables are distributed according to a common probability measure \( \mu \) on \([0, +\infty)\). We write \( \mathbb{P} = \mu^{\otimes \mathbb{Z}^d} \) for their joint distribution, and \( \mathbb{E} \) for the associated expectation. Let \( \ell \in \mathbb{R}^d \) be a vector of unit Euclidean norm, and

\[
T_n(\ell) = \inf \{ k : S_k \cdot \ell \geq n \}
\]

be the first time at which the random walk crosses the hyperplane orthogonal to \( \ell \) lying at distance \( n \) from the origin. Our main goal is to study the quenched and annealed point-to-hyperplane Lyapunov exponents, defined respectively by

\[
\alpha_{\beta}(\ell) = \lim_{n \to +\infty} -\frac{1}{n} \log E_0 \left[ \exp \left( - \frac{T_n(\ell) - 1}{\beta} \sum_{k=0}^{T_n(\ell) - 1} V(S_k) \right) \right],
\]

(1.1)
\[
\alpha_\beta(\ell) = \lim_{n \to +\infty} -\frac{1}{n} \log \mathbb{E}_0 \left[ \exp \left( - \sum_{k=0}^{T_n(\ell)-1} \beta V(S_k) \right) \right], 
\tag{1.2}
\]

for \( \beta > 0 \) tending to 0 (the first limit holds almost surely; see [Mo12,Fl07] for proofs that these exponents are well defined).

Intuitively, these two quantities measure the cost, at the exponential scale, of travelling from the origin to a distant hyperplane, for the random walk penalized by the potential \( \beta V \). The quenched Lyapunov exponent is a measure of this cost in a typical random environment, while the annealed Lyapunov exponent measures this cost after averaging over the randomness of the environment. These exponents are related to the point-to-point Lyapunov norms by duality, and to the large deviation rate function for the position of the random walk at a large time under the weighted measure (see [Fl07,Mo12] for more precision).

Recently, [Wa01a,Wa02,KMZ11] studied this question under the additional assumption that \( \mathbb{E}[V] \) is finite (where we write \( \mathbb{E}[V] \) as shorthand for \( \mathbb{E}[V(0)] \)). They found that, as \( \beta \) tends to 0,

\[
\alpha_\beta(\ell) \sim \alpha_\beta(\ell) \sim \sqrt{2} \beta \mathbb{E}[V] 
\tag{1.3}
\]

(and they showed that this relation also holds for \( d \in \{1, 2\} \)). This means that when \( \mathbb{E}[V] \) is finite, the first-order asymptotics of the Lyapunov exponents are the same as if the potential were non-random and uniformly equal to \( \mathbb{E}[V] \).

Our goal is to understand what happens when we drop the assumption on the integrability of the potential. From now on,

we assume that \( \mathbb{E}[V] = +\infty \),

and write

\[
e_{\beta,n} = \mathbb{E}_0 \left[ \exp \left( - \sum_{k=0}^{T_n(\ell)-1} \beta V(S_k) \right) \right]. \tag{1.5}
\]

Here is our main result.

**Theorem 1.1.** Let \( \epsilon > 0 \). There exists \( C > 0 \) such that for any \( \beta \) small enough and any \( n \),

\[
e_{\beta,n} \leq C \exp \left( - (1 - \epsilon) \sqrt{2d} \mathcal{J}_\beta n \right),
\]

where

\[
\mathcal{J}_\beta = q_d \int \frac{1 - e^{-\beta z}}{1 - (1 - q_d)e^{-\beta z}} \, d\mu(z), \tag{1.6}
\]

and \( q_d \) is the probability that the simple random walk never returns to its starting point, that is,

\[
q_d = \mathbb{P}_0 \{ \forall n \geq 1, S_n \neq 0 \}. \tag{1.7}
\]
This result is a first step towards a proof that, as $\beta$ tends to 0,

$$\alpha_\beta(\ell) \sim \overline{\alpha}_\beta(\ell) \sim \sqrt{2d \, \mathcal{I}_\beta}. \quad (1.8)$$

One can check that $\overline{\alpha}_\beta(\ell) \leq \alpha_\beta(\ell)$, and Theorem 1.1 provides the adequate lower bound on $\overline{\alpha}_\beta(\ell)$ for (1.8) to hold. In order to complete the proof of (1.8), there remains to provide a matching upper bound for $\alpha_\beta(\ell)$. This will be done in a companion paper.

**Remark 1.2.** Let us write

$$f(z) = q_d \frac{1 - e^{-z}}{1 - (1 - q_d)e^{-z}} = \frac{q_d}{1 - q_d} \left(1 - \frac{q_d}{1 - (1 - q_d)e^{-z}}\right), \quad (1.9)$$

so that

$$\mathcal{I}_\beta = \int f(\beta z) \, d\mu(z).$$

It is easy to see that $f$ is concave increasing and that $f(z) \sim z$ as $z$ tends to 0. As a consequence, for any $M > 0$,

$$\int_{z \leq M} f(\beta z) \, d\mu(z) \sim \beta \mathbb{E}[1_{V_1 \leq M}], \quad (1.10)$$

while, since $f(z) \leq z$,

$$\int_{z > M} f(\beta z) \, d\mu(z) \leq \beta \mathbb{E}[1_{V_1 > M}].$$

When $\mathbb{E}[V]$ is finite, we thus obtain that the right-hand sides of (1.3) and (1.8) are equivalent as $\beta$ tends to 0, and thus (1.8) holds indeed in this case.

**Remark 1.3.** An interesting feature of (1.8) is that its right-hand side does not depend on $\ell$. In other words, asymptotically, the quenched and annealed “shapes” appearing in the shape theorems of [Fl07,Mo12] look like scaled Euclidean balls. Equation (1.8) also gives the asymptotic behaviour of the size of the critical drift required to move from sub-ballistic to ballistic behaviour for the walk under the quenched and annealed weighted measures. We refer to [Fl07, Thm. D] and [Mo12, Rem. 1.11] for details.

The main motivation behind [Wa01a] was related to questions concerning the spectrum of the discrete Anderson Hamiltonian $H_\beta = -\Delta + \beta V$, where $\Delta$ is the discrete Laplacian:

$$\Delta f(x) = \frac{1}{2d} \sum_{y \sim x} (f(y) - f(x)). \quad (1.11)$$

Powerful techniques have been devised to transfer finite-volume estimates on the Green function of $H_\beta$ within some energy interval into information on the spectrum in this interval (see [FS83,FMSS85,DK89] for the multiscale method, and [AM93,ASFH01] for the fractional-moment approach). For instance, it is known that for any $\beta > 0$, the spectrum of $H_\beta$ is pure point in a neighbourhood of 0 and corresponding eigenfunctions are exponentially localized. In [Wa01b], extending the techniques developed in [Wa01a], the author gave quantitative estimates on the Green function within an explicit
energy interval at the edge of the spectrum, as $\beta$ tends to 0. These results imply in particular that if $\mathbb{E}[V]$ is finite and the distribution $\mu$ is absolutely continuous with respect to the Lebesgue measure, then for any $\eta > 0$ and any $\beta$ small enough, the spectrum of $H_\beta$ is pure point in the interval $[0, \beta\mathbb{E}[V] - \beta \eta]$, with exponentially decaying eigenfunctions. Theorem 1.1 can be seen as a first step towards a study of these questions in the case when the potential is not assumed to be integrable. We conjecture that when this integrability condition is dropped, the upper energy $\beta\mathbb{E}[V]$ appearing in the above result should be replaced by

$$\int \left( \frac{1}{q_d} + \frac{1}{\beta z} \right)^{-1} d\mu(z). \quad (1.12)$$

The reason why this is the natural integral to consider will be explained in Sect. 6.

We now give a heuristic description of the typical scenario responsible for the behaviour of $e^{\beta_n}$ described in Theorem 1.1. Different strategies can be used to reduce the cost of travel to the distant hyperplane. (1) One approach is to reach the hyperplane in a small number of steps. (2) A second approach is to avoid sites where $V(x)$ is too large, or else, to try not to return to such sites too many times. Naturally, one should look for the optimal strategy as a combination of these two methods.

In order to quantify method (1), one can observe that, for small $v$,

$$- \log P_0[T_n(\ell) \approx n/v] \approx \frac{d v}{2} n. \quad (1.13)$$

The quantity $v$ represents the velocity of the particle. On the other hand, roughly speaking, we will show that, for small $v$,

$$- \log \mathbb{E}_0 \left[ \exp \left( - \sum_{k=0}^{T_n(\ell)-1} \beta V(S_k) \right) \left| T_n(\ell) \approx n/v \right. \right] \gtrsim J_\beta \frac{n}{v}, \quad (1.14)$$

which quantifies the gains obtained by method (2).

Assuming that these observations hold, Theorem 1.1 can be derived by optimizing $v$ so that the sum of the costs in (1.13) and (1.14) is minimized. This is achieved choosing

$$v = \sqrt{\frac{2}{d} J_\beta}. \quad (1.15)$$

Let us explain the meaning of (1.14). Recall that for any $M$, (1.10) holds. Relation (1.14) shows that sites whose potential is bounded by $M$ contribute as if they were replaced by their expectation. In other words, for these sites, method (2) is simply too costly to be effective, and we may say that these sites are in a “law of large numbers” regime. In fact, in this reasoning, we could allow $M$ to grow with $\beta$, as long as it remains small compared to $\beta^{-1}$.

The picture changes when we consider sites whose potential is very large compared to $\beta^{-1}$. Observe that the number of distinct sites visited by the random walk at time $n/v$ grows like $q_d n/v$, where $q_d^{-1}$ is the mean number of visits to any point visited (conditionally on the event $T_n(\ell) \approx n/v$, this is true in the limit of small $v$). Under the annealed measure, the sequence of potentials attached to the distinct sites visited forms a sequence of i.i.d. random variables with common distribution $\mu$. The cost of not meeting
any site whose potential lies in the interval \([\beta^{-1}M, +\infty)\) up to time \(T_n(\ell) \approx n/v\) is thus approximately

\[
- \log \left( \left( 1 - \mu \left( [\beta^{-1}M, +\infty) \right) \right)^{q_d n/v} \right) \approx q_d \mu \left( [\beta^{-1}M, +\infty) \right)^n v.
\]

When \(M\) is large, since \(f(z) \to q_d\) as \(z\) tends to infinity, this is roughly

\[
\int_{z \geq \beta^{-1}M} f(\beta z) \, d\mu(z) \frac{n}{v},
\]

and thus the strategy concerning sites whose potential is much larger than \(\beta^{-1}\) is simple to describe: simply avoid them.

To sum up, formula (1.14) reveals the following picture. Sites whose potential is much smaller than \(\beta^{-1}\) stay in a law-of-large-numbers regime. Sites whose potential is much greater than \(\beta^{-1}\) are simply avoided. Now, for sites whose potential is of order \(\beta^{-1}\), an adequate intermediate strategy is found. Heuristically, for sites whose potential is roughly \(\beta^{-1}z\), the strategy consists in (i) lowering the proportion of such sites that are visited by a factor \((1 - e^{-z})/z\); (ii) once on such a site, to go back to it with a probability \((1 - q_d)e^{-z}\) instead of \((1 - q_d)\). (When the potential is assumed to be integrable, only the law-of-large-numbers regime is relevant, and this makes the analysis substantially simpler.)

The picture described above, and in particular (1.14), must however be taken with a grain of salt. Our basic approach relies on coarse-graining arguments. We identify good boxes, which are such that we understand well the cost and the exit distribution of a coarse-grained displacement of the walk started from a point in a good box. In our arguments, we do not try to control what happens when a coarse-grained piece of trajectory starts within a bad box. As was noted in [Sz95], this is indeed a delicate matter, since the time spent in bad boxes does not have finite exponential moments in general. Instead, we introduce a surgery on the trajectories. The surgery consists in removing certain loops, which are pieces of coarse-grained trajectory that start and end in the same bad box. We show rigorous versions of (1.13) and (1.14), where \(T_n(\ell)\) is replaced by the total time spent outside of these loops; from these estimates, we then derive Theorem 1.1.

Related works. We already mentioned [Wa01a, Wa01b, Wa02, KMZ11] and the connection with Anderson localization.

In [IV12b], it is proved that under the annealed weighted measure, the random walk conditioned to hit a distant hyperplane satisfies a law of large numbers (see also [Sz95, KM12]). It would be interesting to see whether their techniques can be combined with our present estimate to show that indeed, the right-hand side of (1.15) gives the asymptotic behaviour of the speed as \(\beta\) tends to 0 (our results do not show this directly, due to the surgery on paths discussed above).

Another motivation relates to the recent investigation on whether the disorder is weak or strong. The disorder is said to be weak if the quenched and annealed Lyapunov exponents coincide, and is said to be strong otherwise. To our knowledge, this question has only been investigated for potentials of the form \(\lambda + \beta V\) with \(\lambda > 0\), see [Fl08, Zy09, IV12a] for weak disorder results when \(d \geq 4\) and \(\beta\) is small, and [Zy13] for strong disorder results when \(d \leq 3\). This additional \(\lambda > 0\) is very convenient since it introduces an effective drift towards the target hyperplane (indeed, the problem can be
rewritten in terms of a drifted random walk in the potential $\beta V$ using a Girsanov transform). In particular, the asymptotic speed of travel to the hyperplane remains bounded away from 0 in this case. One of our motivations was to get a better understanding of the behaviour of the walk when we set $\lambda = 0$. Of course, showing that the Lyapunov exponents are equivalent as $\beta$ tends to 0 does not touch upon the question whether they become equal for small $\beta$ or not.

Recently, a continuous-space version of [KMZ11] was obtained in [Ru13]. There, the author investigates Brownian motion up to reaching a unit ball at distance $n$ from the starting point, and evolving in a potential formed by locating a given compactly supported bounded function $W_n$ at each point of a homogeneous Poisson point process of intensity $\nu_n$. It is shown that if $\nu_n \| W_n \|_1 \sim D/n$ for some constant $D$, then the quenched and annealed Lyapunov exponents are both asymptotically equivalent to $\sqrt{2D/n}$.

**Organization of the paper.** As was apparent in the informal description above, the most interesting phenomena occur for sites whose associated potential is of the order of $\beta^{-1}$. Section 2 addresses this case, and proves Theorem 1.1 with $I_{\beta}$ replaced by

$$I_{\beta} = \int_{\beta z \geq a} f(\beta z) \, d\mu(z),$$

where $a > 0$ is arbitrary. This is however not sufficient to prove Theorem 1.1 in full generality, since for some distributions [and although we always assume (1.4)], it may be that whatever $a > 0$, the integral $I_{\beta}$ is too small compared to $\tilde{I}_{\beta}$ as $\beta$ tends to 0. In other words, there are cases for which the integral

$$\tilde{I}_{\beta} = \int_{\beta z < a} f(\beta z) \, d\mu(z)$$

cannot be neglected, even if we are free to choose $a > 0$ beforehand. In the very short Sect. 3, we take a specific choice for $a$ and distinguish between three cases, depending on whether $I_{\beta}$, $\tilde{I}_{\beta}$, or both integrals have to be considered. Section 4 tackles the most delicate case when both integrals must be accounted for. Section 5 concludes the proof of Theorem 1.1, covering the case when $I_{\beta}$ is negligible compared to $\tilde{I}_{\beta}$. Finally, Sect. 6 presents natural extensions of Theorem 1.1, and spells out the link with the Green function of the operator $-\Delta + \beta V$.

**Notations.** We write $| \cdot |$ for the Euclidean norm on $\mathbb{R}^d$. For $x \in \mathbb{R}^d$ and $r > 0$, let

$$D(x, r) = \{ y \in \mathbb{R}^d : |y - x| \leq r \}$$

be the ball of centre $x$ and radius $r$. For $x \in \mathbb{Z}^d$ and $r \in \mathbb{N}$, we call

$$B(x, r) = x + \{-r, \ldots, r\}^d$$

the box of centre $x$ and size $r$. For $A \subset \mathbb{Z}^d$, we write $|A|$ to denote the cardinality of $A$.

**2. The Contribution of Important Sites**

Let $\varepsilon > 0$. This $\varepsilon$ will play the role of the allowed margin of error in our subsequent reasoning. We will need to assume that is is sufficiently small (and we may do so without mentioning it explicitly), but it will be kept fixed throughout.
2.1. Splitting the interval. As a start, we fix \( a > 0 \) and focus on sites whose associated potential lies in the interval \([\beta^{-1}a, +\infty)\).

We want to approximate the integral

\[
\mathcal{I}_\beta = \int_{|\beta z| \geq a} f(\beta z) \, d\mu(z)
\]  

(2.1)

by a Riemann sum (recall that the function \( f \) was defined in (1.9)). Let \( \kappa' \) be a positive integer and \( a = a_0' < a_1' < \cdots < a_{\kappa'}' = +\infty \) be such that for every \( l \), one has \((1 - \varepsilon) f(a_{l+1}') \leq f(a_l')\). This provides us with a subdivision of the interval \([\beta^{-1}a, +\infty)\), and

\[
(1 - \varepsilon) \mathcal{I}_\beta \leq \sum_{l=0}^{\kappa'-1} f(a_l') \mu\left([\beta^{-1}a_l', \beta^{-1}a_{l+1}')\right).
\]  

(2.2)

From this subdivision, we extract those intervals which have a non-negligible weight:

\[
\mathcal{L} = \left\{ [a_l', a_{l+1}'] : \mu\left([\beta^{-1}a_l', \beta^{-1}a_{l+1}']\right) \geq \frac{\varepsilon}{\kappa'} f(a) \mu\left([\beta^{-1}a, +\infty)\right) \right\}.
\]

We let \( \kappa > 0 \) denote the cardinality of \( \mathcal{L} \), and let \( a_1 < b_1 \leq a_2 < b_2 \leq \cdots \leq a_\kappa < b_\kappa \) be such that

\[
\mathcal{L} = \{[a_l, b_l], 1 \leq l \leq \kappa\}.
\]

Although \( \kappa, a_l \) and \( b_l \) may depend on \( \beta \), we keep this dependence implicit in the notation. (Since \( \kappa \) remains bounded by \( \kappa' \), this dependence will not be a problem.) Noting that

\[
\sum_{l=0}^{\kappa'-1} f(a_l') \mu\left([\beta^{-1}a_l', \beta^{-1}a_{l+1}']\right) \geq f(a) \mu\left([\beta^{-1}a, +\infty)\right),
\]

and that \( f \) is bounded by \( q_d \leq 1 \), we obtain that

\[
\sum_{l: [a_l', a_{l+1}'] \notin \mathcal{L}} f(a_l') \mu\left([\beta^{-1}a_l', \beta^{-1}a_{l+1}']\right) \leq \varepsilon \sum_{l=0}^{\kappa'-1} f(a_l') \mu\left([\beta^{-1}a_l', \beta^{-1}a_{l+1}']\right),
\]

and thus, letting

\[
I_\beta = \sum_{l=1}^{\kappa} f(a_l) \mu\left([\beta^{-1}a_l, \beta^{-1}b_l]\right),
\]  

(2.3)

we are led to

\[
I_\beta \geq (1 - \varepsilon) \sum_{l=0}^{\kappa'-1} f(a_l') \mu\left([\beta^{-1}a_l', \beta^{-1}a_{l+1}']\right) (2.2) \geq (1 - \varepsilon)^2 \mathcal{I}_\beta.
\]  

(2.4)

Up to a multiplicative error controlled by \( \varepsilon \), we can thus consider \( I_\beta \) as a good approximation of \( \mathcal{I}_\beta \). We let

\[
T_l = \{ x \in \mathbb{Z}^d : \beta V(x) \in [a_l, b_l]\}, \quad T = \bigcup_{l=1}^{\kappa} T_l.
\]
We call elements of $T$ important sites. A relevant length scale of our problem is $\hat{L}_\beta$ defined by
\[ \hat{L}_\beta^{-2} = \mathbb{P} \{ 0 \in T \}. \] (2.5)
This scale is interesting since it is such that, if the random walk runs up to a distance $\hat{L}_\beta$ from its starting point, then it meets roughly one important site. Clearly, $\hat{L}_\beta$ tends to infinity as $\beta$ tends to 0. Let also
\[ p_l = \mu \left( [\beta^{-1}a_l, \beta^{-1}b_l] \right) = \mathbb{P} \{ \beta V \in [a_l, b_l] \} = \mathbb{P} \{ 0 \in T_l \}. \] (2.6)
Although this is not explicit in the notation, $p_l, T_l,$ and $T$ depend on $\beta$. Note that $\hat{L}_\beta^{-2} = \kappa \sum_{l=1}^{\infty} p_l$ and $p_l \gtrsim \varepsilon f(a) \hat{L}_\beta^{-2}$. (2.7)

We may write $p_l \simeq \hat{L}_\beta^{-2}$ to denote the fact that there are constants $C_1, C_2$ such that $C_1 \hat{L}_\beta^{-2} \leq p_l \leq C_2 \hat{L}_\beta^{-2}$. Similarly, we have
\[ I_\beta \leq \hat{L}_\beta^{-2} \leq \frac{I_\beta}{f(a)}, \]
so $I_\beta \simeq \hat{L}_\beta^{-2}$.

Although not really necessary, arguments developed in Sect. 4 will be clearer if instead of $\hat{L}_\beta$, we choose from now on $L_\beta$ such that
\[ L_\beta^{-2} = f(a) \hat{L}_\beta^{-2} \] (2.8)
as our length scale of reference, so that $L_\beta^{-2} \leq I_\beta$. Note that $L_\beta \simeq \hat{L}_\beta$.

2.2. A coarse-grained picture. Let $R_\beta$ be a positive integer, which we refer to as the mesoscopic scale. We define a coarse-graining of the trajectory at this scale. That is, we let $j_0 = 0$, and define recursively
\[ j_{n+1} = \inf \{ k > j_n : S_k \notin D(S_{j_n}, R_\beta) \}. \] (2.9)

We will need to say that, most of the time, the values of the potential around the position of the random walk are “typical”. For $i \in \mathbb{Z}^d$, let $B_i = B((2R_\beta + 1)i, R_\beta)$. The boxes $(B_i)_{i \in \mathbb{Z}^d}$ form a partition of $\mathbb{Z}^d$ at the mesoscopic scale. Roughly speaking, we will ask a “nice” box to contain sufficiently important sites that are not too close from one another, and are evenly spread across the box.

In order to make this informal description precise, we introduce two additional scales $r_\beta, r'_\beta$ such that $r'_\beta < r_\beta < R_\beta$. We ask that we can partition a box $B$ of size $R_\beta$ by subboxes of size $r_\beta$ (that is, we ask $(2R_\beta + 1)$ to be a multiple of $(2r_\beta + 1)$), and write $\mathcal{P}_i$ for the partition of $B_i$ into subboxes of size $r_\beta$. Similarly, we ask that any box $b$ of size $r_\beta$ can be partitioned into subboxes of size $r'_\beta$, and write $\mathcal{P}'_b$ for this partition.
Let $\varepsilon_1 < \varepsilon/2d$, $b' = B(x, r'_\beta)$, and $l \leq \kappa$. If there exists $y \in B(x, (1 - \varepsilon_1)r'_\beta)$ such that $y \in T_i$, and if moreover $y$ is the only important site inside $B(x, (1 - \varepsilon_1)r'_\beta)$, then we define $1(b', l) = 1$. Otherwise, we set $1(b', l) = 0$. In other words, we have

$$1(b', l) = 1 \iff \left| B(x, (1 - \varepsilon_1)r'_\beta) \right| \leq \left| B(x, (1 - \varepsilon_1)r'_\beta) \right| = 1. \quad (2.10)$$

The value of $\varepsilon_1$ is chosen so that

$$\left| B(x, (1 - \varepsilon_1)r'_\beta) \right| \geq \left( 1 - \frac{\varepsilon}{2} \right) |b'|. \quad (2.11)$$

We say that a box $B_i$ is balanced if for any box $b \in P_i$ (of size $r_\beta$) and any $l \leq \kappa$, one has $\sum_{b' \in P_b} 1(b', l) \geq (1 - \varepsilon) p_l |b|$. \quad (2.12)

Observe that the event that $B_i$ is balanced depends only on the values of the potential inside the box $B_i$. We say that the box $B_i$ is good if for any $j$ such that $\| j - i \|_\infty \leq 1$, the box $B_j$ is balanced; we say that it is a bad box otherwise. The construction is summarized in Fig. 1.

### 2.3. Choosing the right scales

First, we want to ensure that the walk $S$ does not visit any important site during a typical mesoscopic displacement. That is to say, we want $R_\beta \ll L_\beta$ (by this, we mean $L_\beta/R_\beta \to +\infty$ as $\beta \to 0$).

While of course we ask $r_\beta \ll R_\beta$, we will need to have a growing number of important sites inside the intermediate boxes of size $r_\beta$. In order for this to be true, we need $r_\beta \gg L_{2d}^{2/d}$. On the contrary, we want a typical box of size $r'_\beta$ to contain no important site, that is, $r'_\beta \ll L_{2d}^{2/d}$. To sum up, we require

$$1 \ll r'_\beta \ll L_{2d}^{2/d} \ll r_\beta \ll R_\beta \ll L_\beta. \quad (2.13)$$

It is convenient to make a specific choice regarding these scales. For $\delta > 0$, we define

$$r'_\beta = L_{2d}^{2/d - \delta}, \quad r_\beta = L_{2d}^{2/d + \delta}, \quad R_\beta = L_{1 - \delta}^1,$$

and fix $\delta$ small enough so that (2.13) holds (this is possible since $d \geq 3$). An additional requirement on the smallness of $\delta$ will be met during the proof, see (2.35).

Thus defined, the scales may not satisfy our requirement that $(2R_\beta + 1)$ be a multiple of $(2r_\beta + 1)$, and that $(2r_\beta + 1)$ be a multiple of $(2r'_\beta + 1)$. It is however easy to change the definitions slightly while preserving the asymptotics of the scales, and we will thus no longer pay attention to this problem.

### 2.4. Most boxes are good

We start by recalling some classical large deviations results about Bernoulli random variables. For $p \in [0, 1]$ and $\eta \in [-p, 1 - p]$, we define

$$\psi_p(\eta) = \sup_{\lambda} \left[ \lambda(p + \eta) - \log(1 - p + pe^{\lambda}) \right]$$

$$= (p + \eta) \log \left( \frac{p + \eta}{p} \right) + (1 - p - \eta) \log \left( \frac{1 - p - \eta}{1 - p} \right). \quad (2.15)$$
Fig. 1. On this two-dimensional drawing, a box of size $r_\beta$ contains 9 boxes of size $r'_\beta$. Two types of important sites are considered, marked by blue circles and red squares. Letting $b$ be the box of size $r_\beta$ depicted, we have $P_b' = \{b_1', \ldots, b_9'\}$ (colour figure online).

We let $\psi_p(\eta) = +\infty$ when $\eta \notin [-p, 1 - p]$. If $Y_1, Y_2, \ldots$ are independent Bernoulli random variables of parameter $p$ under the measure $\mathbb{P}$ (with the convention $p = \mathbb{P}[Y_1 = 1]$), then for any $\eta \geq 0$, one has

$$
\mathbb{P}\left[ \sum_{i=1}^{n} Y_i \geq (p + \eta)n \right] \leq e^{-n\psi_p(\eta)}, \quad (2.16)
$$

and

$$
\mathbb{P}\left[ \sum_{i=1}^{n} Y_i \leq (p - \eta)n \right] \leq e^{-n\psi_p(-\eta)}. \quad (2.17)
$$

A simple calculation shows that, for $\eta \in [-p, 1 - p],$

$$
\psi''_p(\eta) = \frac{1}{(p + \eta)(1 - p - \eta)}.
$$
In particular, if \( \eta \geq 0 \) is such that \( p - \eta \geq 0 \), we note that \( \psi''_p(-\eta) \geq 1/p \), and thus \( \psi_p(-\eta) \geq \eta^2 / (2p) \). (2.18)

We now proceed to show that the probability for a box to be good is very close to 1.

**Lemma 2.1.** For \( b' \) a box of size \( r_\beta' \), \( l \leq \kappa \) and \( \beta \) small enough, one has

\[
\mathbb{P}[ \mathbf{1}(b', l) = 1] \geq \left( 1 - \frac{3\varepsilon}{4} \right) p_l |b'|,
\]

where \( p_l \) was defined in (2.6).

**Proof.** Without loss of generality, we may assume that the box \( b' \) is centred at the origin. By the inclusion-exclusion principle, we have

\[
\mathbb{P}[B(0, (1 - \varepsilon_1)r_\beta') \cap T_l \neq \emptyset] \geq \sum_{x \in B(0, (1 - \varepsilon_1)r_\beta')} \mathbb{P}[x \in T_l] - \sum_{x, y \in B(0, (1 - \varepsilon_1)r_\beta')} \mathbb{P}[x, y \in T_l],
\]

where, say, \( x < y \) refers to lexicographical order. The first sum is equal to

\[
p_l |B(0, (1 - \varepsilon_1)r_\beta')| \geq \left( 1 - \frac{\varepsilon}{2} \right) p_l |b'|,
\]

while the second sum in (2.19) is bounded by \( (p_l |b'|)^2 \). We have seen in (2.7) that \( p_l \approx L_\beta^{-2} \), and since \( r_\beta' \ll L_\beta^{-2} / d \), we have that \( p_l |b'| \) tends to 0 as \( \beta \) tends to 0, so the right-hand side of (2.19) is equal to

\[
\left( 1 - \frac{\varepsilon}{2} \right) p_l |b'| (1 + o(1)).
\]

To conclude, it suffices to show that the probability of having two or more important sites within \( B(x, (1 - \varepsilon_1)r_\beta') \) is negligible (see (2.10)). But this is true since the probability is bounded by \( (L_\beta^{-2} |b'|)^2 \ll p_l |b'| \). \( \Box \)

**Lemma 2.2.** Let \( b \) be a box of size \( r_\beta \), and \( l \leq \kappa \). There exists \( c_0 > 0 \) (depending only on \( \varepsilon \)) such that for any \( \beta \) small enough,

\[
\mathbb{P} \left[ \sum_{b' \in \mathcal{P}'_b} \mathbf{1}(b', l) < (1 - \varepsilon) p_l |b| \right] \leq e^{-c_0 p_l |b|}.
\]

**Proof.** From Lemma 2.1 and the fact that \( (\mathbf{1}(b', l))_{b' \in \mathcal{P}'_b} \) are independent random variables, we know that \( (\mathbf{1}(b', l))_{b' \in \mathcal{P}'_b} \) stochastically dominate i.i.d. Bernoulli random variables with parameter

\[
p = \left( 1 - \frac{3\varepsilon}{4} \right) p_l |b'|.
\]

We are thus in the situation of inequality (2.17), with

\[
\eta = \frac{\varepsilon}{4} p_l |b'| \quad \text{and} \quad n = \frac{|b|}{|b'|}.
\]

The proposition follows using the observation made in (2.18). \( \Box \)
Proposition 2.3. There exists $c_1 > 0$ such that for $\beta$ small enough and any $i \in \mathbb{Z}^d$,  
\[ \mathbb{P}[B_i \text{ is not balanced}] \leq \frac{|B_i|}{|b|} e^{-c_1 L_\beta^{-2} |b|}, \]  
(2.20)  
where $b$ is a box of size $r_\beta$.

Proof. Considering the definition of balanced boxes given in (2.12), one obtains the result with Lemma 2.2, a union bound and the fact that $p_i \simeq L_\beta^{-2}$. \qed

We say that $i, j \in \mathbb{Z}^d$ are $*$-neighbours, and write $i \sim^* j$, if $||i - j||_\infty = 1$. We say that a subset of $\mathbb{Z}^d$ is $*$-connected if it is connected for this adjacency relation. We call a lattice animal a subset of $\mathbb{Z}^d$ which is $*$-connected and contains the origin.

We will be interested in the set of $i$’s such that $B_i$ is visited by the coarse-grained trajectory, which indeed forms a lattice animal if the walk is started at the origin. The next proposition is similar to an argument found in [Sz95, p. 1009].

Proposition 2.4. Recall the definition of the scales in terms of $\delta$ given in (2.14), and let $\eta_\beta = L_\beta^{-5\delta/2}$. For any $\beta$ small enough,  
\[ \mathbb{P} \left[ \exists A \subset \mathbb{Z}^d : A \text{ is a lattice animal, } |A| \geq N \text{ and } |\{i \in A : B_i \text{ is a bad box}\}| \geq \eta_\beta |A| \right] \leq e^{-N}. \]  
(2.21)

Proof. It suffices to show that, for some $c > 0$ and for $\beta$ small enough,  
\[ \mathbb{P} \left[ \exists A \subset \mathbb{Z}^d : A \text{ is a lattice animal, } |A| = N \text{ and } |\{i \in A : B_i \text{ is a bad box}\}| \geq \eta_\beta N \right] \leq \exp \left(-c L_\beta^{\delta/4} N \right). \]  
(2.22)

First, as observed in [Sz95, p. 1009], there are at most $3^{2dN}$ lattice animals of cardinality $N$ (to see this, one can encode the lattice animal by a $*$-nearest-neighbour trajectory starting from the origin, of length at most $2N$, that is the “depth-first search” of a spanning tree of the lattice animal). Now, given $c_2 > 0$ and a lattice animal $A$ of cardinality $N$, the probability  
\[ \mathbb{P} \left[ |\{i \in A : B_i \text{ is not balanced}\}| \geq c_2 \eta_\beta N \right] \]  
(2.23)

is of the form of the left-hand side of (2.16), with, according to Proposition 2.3,  
\[ p = \mathbb{P}[B_i \text{ is not balanced}] \leq \frac{|B_i|}{|b|} e^{-c_1 L_\beta^{-2} |b|}, \]

and  
\[ \eta = c_2 \eta_\beta - p \sim c_2 \eta_\beta. \]

With these parameters, we obtain that $\psi_p(\eta) \sim \eta \log(1/p) \sim c_1 c_2 \eta_\beta L_\beta^{-2} |b|$. Recalling that $|b| \simeq L_\beta^{2+2\delta}$, we infer that for some $c > 0$ and $\beta$ small enough, the probability in (2.23) is smaller than $\exp(-c L_\beta^{\delta/2} N)$. To conclude, note that an unbalanced box can be responsible for no more than $3^{d}$ bad boxes. Hence, choosing $c_2 = 1/3^d$, we arrive at  
\[ \mathbb{P} \left[ |\{i \in A : B_i \text{ is a bad box}\}| \geq \eta_\beta N \right] \leq \mathbb{P} \left[ |\{i \in A : B_i \text{ is not balanced}\}| \geq c_2 \eta_\beta N \right] \leq \exp \left(-c L_\beta^{\delta/2} N \right). \]
Multiplying this by our upper bound $3^{2dN}$ on the number of lattice animals, we have thus bounded the probability in the left-hand side of (2.22) by
\[ \exp \left( -c L^{d/2}_\beta N + 2d \log(3)N \right). \]
This proves that (2.21) holds for $\beta$ small enough, and thus finishes the proof. \hfill \Box

2.5. The cost of a good step. In fact, the definition in (2.12) of a balanced box asks that important sites are “nowhere missing", but it may happen that they are in excess. Since we want to bound from below the sum of the $V$’s seen by the random walk, this should not be a problem. However, for the purpose of the proof, it will be convenient to extract a selection of important sites which will not be too numerous.

Let $b' = B(x, r_\beta')$. By definition, $1_{(b', l)} = 1$ if and only if
\[ \left| B(x, (1 - \epsilon_1)r_\beta') \cap T_l \right| = \left| B(x, (1 - \epsilon_1)r_\beta') \cap T \right| = 1. \]
In this case, we let $x(b', l)$ be the unique element of these sets. Given a balanced box $B_i$, and $b \in \mathcal{P}_i$, we know that the cardinality of the set
\[ \mathcal{I}_{b,l} = \{ x(b', l) | b' \in \mathcal{P}_{b'} \text{, } 1_{(b', l)} = 1 \} \]
is at least $(1 - \epsilon)p_l |b|$. We choose in some arbitrary deterministic manner a subset $\mathcal{I}_{b,l}$ of $\mathcal{I}_{b,l}$ whose cardinality lies in the interval $[(1 - \epsilon)p_l |b|, p_l |b|]$ (this is possible for $\beta$ small since $p_l |b|$ tends to infinity as $\beta$ tends to 0). We further define
\[ \mathcal{I}_{i,l} = \bigcup_{b \in \mathcal{P}_i} \mathcal{I}_{b,l}, \quad \mathcal{I}_l = \bigcup_{i \in \mathbb{Z}^d} \mathcal{I}_{i,l}, \quad \text{and } \mathcal{I} = \bigcup_{l=1}^{\kappa} \mathcal{I}_l. \]

Note that any two elements of $\mathcal{I}$ are at a distance at least $2\epsilon_1 r_\beta'$ from one another (see Fig. 1).

We define
\[ \tau = \inf \{ k > 0 : S_k \notin D(S_0, R_\beta) \}, \quad \text{(2.24)} \]
and
\[ s = \sum_{k=0}^{\tau-1} \beta V(S_k)1_{\{ S_k \in \mathcal{I} \cap D(S_0, R_\beta - r_\beta) \setminus D(S_0, \epsilon_1 r_\beta') \}}. \quad \text{(2.25)} \]

Clearly, this last quantity is a lower bound on the “cost” of the first piece of the coarse-grained trajectory. The advantage of having dropped some important sites as we just did is this. Now, we will be able to show that if the walk starts within a good box, then with high probability the quantity $s$ is simply 0, and the probability that two or more sites in $\mathcal{I}$ actually contribute to the sum $s$ is negligible. Moreover, any important point contributing to $s$ is far enough from the boundary of $D(S_0, R_\beta)$ so that if visited, the returns to this site will most likely occur before exiting $D(S_0, R_\beta)$. See Fig. 2 for an illustration of the construction.
Proposition 2.5. If $\beta$ is small enough, then any \( x \in \mathbb{Z}^d \) lying in a good box satisfies

\[
\mathbf{P}_x [s \neq 0] \leq (1 + \varepsilon)q_d R^2_\beta L^{-2}_\beta
\]

and

\[
\mathbf{E}_x \left[ e^{-s} \right] \leq 1 - (1 - 3\varepsilon)R^2_\beta I_\beta,
\]

where \( q_d \) was defined in (1.7) and \( I_\beta \) in (2.3).

The most important step is contained in this lemma.

Lemma 2.6. For \( x \in \mathbb{Z}^d \) and \( l \leq \kappa \), define

\[
W_{x,l} = \sum_{y \in \mathcal{I} \cap D(x, R_\beta - r_\beta) \setminus D(x, \varepsilon_1 r'_\beta)} \mathbf{P}_x \left[ S \text{ visits } y \text{ before exiting } D(S_0, R_\beta) \right].
\]
If $\beta$ is small enough, then any $x$ lying in a good box satisfies
\[(1 - 2\varepsilon)q_d\ p_l\ R_\beta^2 \leq W_{x,l} \leq (1 + \varepsilon)q_d\ p_l\ R_\beta^2.\]  

**Proof of Lemma 2.6.** For greater clarity, we assume $x = 0$, and comment on the necessary modifications to cover arbitrary $x$ at the end of the proof.

Consider the set
\[B = \left\{ b \in \bigcup_{i \in \mathbb{Z}^d} \mathcal{P}_i : b \subset D(0, R_\beta - r_\beta) \text{ and } 0 \notin b \right\}.
\]
Elements of $B$ are of the form $B((2r_\beta + 1)j, r_\beta)$, with $j \neq 0$. In particular, any point contained in $b \in B$ is at distance at least $r_\beta$ from the origin.

A lower bound on $W_{0,l}$ is
\[\sum_{b \in B} \sum_{y \in \mathcal{I}_{b,l}} P_0 \left[ S \text{ visits } y \text{ before exiting } D(0, R_\beta) \right]. \tag{2.29}\]

Since by assumption 0 lies in a good box, any $b \in B$ belongs to a balanced box, and thus $\mathcal{I}_{b,l}$ is well defined, and moreover, $|\mathcal{I}_{b,l}| \in [(1 - \varepsilon)p_l|b|, p_l|b|].$

We learn from [BC07, Lem. A.2 (147)] that
\[P_0 \left[ S \text{ visits } y \text{ before exiting } D(0, R_\beta) \right] \geq c_d\ q_d \left( |y|^{2-d} - R_\beta^{2-d} \right) + O \left( |y|^{1-d} \right), \tag{2.30}\]
where $|y|$ is the Euclidean norm of $y$,
\[c_d = \frac{d}{2} \Gamma \left( \frac{d}{2} - 1 \right) \pi^{-d/2}, \]
and $\Gamma$ is Euler’s Gamma function. Let $z_f(b)$ denote the point of the box $b$ which is the furthest from the origin, and $z_c(b)$ be the closest (with respect to the Euclidean norm, and with some deterministic tie-breaking rule). Using the lower bound (2.30) in (2.29), we arrive at
\[W_{0,l} \geq (1 - \varepsilon)c_d\ q_d\ p_l \sum_{b \in B} |b| \left[ |z_f(b)|^{2-d} - R_\beta^{2-d} + O \left( |z_c(b)|^{1-d} \right) \right]. \tag{2.31}\]

We first show that the error term is negligible, that is,
\[\sum_{b \in B} |b| |z_c(b)|^{1-d} = o \left( R_\beta^2 \right). \tag{2.32}\]

Let
\[B' = \bigcup_{b \in B} \bigcup_{z \in \mathbb{Z}} z + [-1/2, 1/2]^d.\]

The left-hand side of (2.32) is equal to
\[\int_{B'} \left( |z|^{1-d} + O(r_\beta|z|^{-d}) \right) \, dz.\]
On one hand, we have
\[ \int_{B'} |z|^{1-d} \, dz \sim \omega_d R_\beta, \]
where \( \omega_d \) is the surface area of the unit sphere in \( \mathbb{R}^d \). On the other hand,
\[ \int_{B'} r_\beta |z|^{-d} \, dz \sim \omega_d r_\beta \log \left( R_\beta r_\beta \right), \]
so that (2.32) holds indeed.

The same type of argument shows that
\[ \sum_{b \in B} |b| \left[ |z_f(b)|^{2-d} - R_\beta^{2-d} \right] \sim R_\beta^2 \int_{|z| \leq 1} \left[ |z|^{2-d} - 1 \right] \, dz, \]
with
\[ \int_{|z| \leq 1} \left[ |z|^{2-d} - 1 \right] \, dz = \left( \frac{d}{2} - 1 \right) \frac{\omega_d}{d}. \]
Recalling moreover that
\[ \frac{\omega_d}{d} = \frac{\pi^{d/2}}{\Gamma \left( \frac{d}{2} + 1 \right)} = \frac{\pi^{d/2}}{\frac{d}{2} \left( \frac{d}{2} - 1 \right) \Gamma \left( \frac{d}{2} - 1 \right)}, \]
we have proved that
\[ W_{0,l} \geq (1 - \epsilon) q_d \, p_l \, R_\beta^2 \left( 1 + o(1) \right), \]
which implies the lower bound in (2.28).

We now turn to the upper bound. Recall that, as given by [La, Thm. 1.5.4], there exists \( C > 0 \) such that
\[ P_0[S \text{ visits } y] \leq C |y|^{2-d}. \] (2.33)
We will also use the more refined estimate that can be found in [BC07, Lem. A.2 (149)] stating that for \( y \in D(0, R_\beta) \),
\[ P_0[S \text{ visits } y \text{ before exiting } D(0, R_\beta)] \leq c_d \, q_d \left( |y|^{2-d} - R_\beta^{2-d} + O(|y|^{1-d}) \right) \left( 1 + O((R_\beta - |y|)^{2-d}) \right) . \] (2.34)
We first treat the contribution of important sites lying in \( b(0) \) (def) \( B(0, r_\beta) \). By definition, any important site that contributes to the sum must be at distance at least \( \epsilon_1 r_\beta' \). Moreover, since 0 is assumed to belong to a good box, one has \( |Z_{b(0),l}| \leq p_l |b| \). Using also (2.33), we can bound the contribution of sites lying in \( b(0) \) by
\[ C \, p_l \, |b| \left( \epsilon_1 r_\beta' \right)^{2-d}. \]
It suffices to choose $\delta$ small enough to ensure that this quantity is $o(p_l R_\beta^2)$. More precisely, in order to have $|b|(r_\beta')^{2-d} \ll R_\beta^2$, one should impose

$$d \left( \frac{2}{d} + \delta \right) - (d - 2) \left( \frac{2}{d} - \delta \right) < 2(1 - \delta),$$

(2.35)

which is clearly true for any small enough $\delta$.

We now turn to the contribution of the important sites lying outside of $b(0)$. Let

$$B'' = \left\{ b \in \bigcup_{i \in \mathbb{Z}^d} P_i : b \cap D(0, R_\beta) \neq \emptyset \text{ and } 0 \notin b \right\} .$$

The contribution of the important sites belonging to a box of $B''$ is bounded from above by

$$\sum_{b \in B''} \sum_{y \in I \cap D(b, R_\beta) \setminus D(b, \varepsilon_1 r_\beta')} P_0 \left[ S \text{ visits } y \text{ before exiting } D(0, R_\beta) \right].$$

(2.36)

We will now use the estimate given in (2.34). Note first that since the $y$’s considered in (2.36) are all in $D(0, R_\beta - r_\beta)$, the contribution of the error term $O((R_\beta - |y|)^{2-d})$ appearing in (2.34) is negligible. Forgetting about this error term, and using also the fact that $|I_{b,l}| \leq p_l |b|$, we get that the sum in (2.36) is smaller than

$$c_d q_d p_l \sum_{b \in B''} |b| \left( |z_c(b)|^{2-d} - R_\beta^{2-d} + O(|z_c(b)|^{1-d}) \right).$$

(2.37)

To conclude the analysis, one can proceed in the same way as for the lower bound (compare (2.37) with (2.31)).

To finish the proof, we discuss how to adapt the above arguments to the case when $x$ is not the origin. In both arguments, we treated separately the box $b(0) = B(0, r_\beta)$. It has the convenient feature that any point outside of this box is at distance at least $r_\beta$ from the origin. For general $x$, the box $b(x)$ of the form $B((2r_\beta + 1)j, r_\beta) (j \in \mathbb{Z}^d)$ containing $x$ need not have this feature. In this situation, one can consider separately the box $b(x)$ together with its neighbouring boxes on one hand, and all the other boxes on the other, and the above arguments still apply.  

Proof of Proposition 2.5. In order to prove (2.26), it suffices to observe that

$$P_x[s \neq 0] \leq \sum_{y \in I \cap D(x, R_\beta - r_\beta) \setminus D(x, \varepsilon_1 r_\beta')} P_x \left[ S \text{ visits } y \text{ before exiting } D(x, R_\beta) \right]$$

$$\leq \sum_{l=1}^\kappa W_{x,l},$$

(2.38)

and to apply Lemma 2.6.

Let $E^{(2)}$ be the event

$S$ visits at least two distinct elements of $I \cap D(S_0, R_\beta - r_\beta) \setminus D(S_0, \varepsilon_1 r_\beta')$ before exiting $D(S_0, R_\beta)$.
Let us see that from the above computation, we can also infer that
\[
P_x \left[ \mathcal{E}^{(2)} \right] = o(R_{\beta}^2 I_{\beta}). \tag{2.39}
\]

The computation in (2.38) shows that the probability to hit one element of \( I \cap D(0, R_{\beta} - r_{\beta}) \) is bounded by a constant times \( R_{\beta}^2 I_{\beta} \) (recall that \( I_{\beta} \simeq L_{\beta}^{-2} \)). Conditionally on hitting such a site, say \( z \), one can apply the same reasoning to bound the probability to hit another trap by a constant times \( R_{\beta}^2 I_{\beta} \). The key point is to observe that there is no other element of \( I \) within distance \( \varepsilon_1 r_{\beta}' \) from \( z \). The probability to hit another trap is thus bounded by
\[
P_z \left[ S \text{ visits } y \text{ before exiting } D(x, R_{\beta}) \right]. \tag{2.40}
\]

There is no harm in replacing \( D(x, R_{\beta}) \) by \( D(z, 2R_{\beta}) \) in the above sum, which thus allows us to follow the proof of Lemma 2.6 and obtain that the sum in (2.40) is \( O(R_{\beta}^2 I_{\beta}) \).

To sum up, we have thus shown that the probability in the left-hand side of (2.39) is \( o(R_{\beta}^2 I_{\beta}) \).

Let us write \( E_l \) for the event
\[
S \text{ visits an element of } I_l \cap D(S_0, R_{\beta} - r_{\beta}) \backslash D(S_0, \varepsilon_1 r_{\beta}') \text{ before exiting } D(S_0, R_{\beta}),
\]
and \( E = \bigcup_l E_l \). By the inclusion-exclusion principle, one has
\[
P_x [E_l] \geq W_{x,l} - \sum_{y < z \in I_l \atop y, z \in D(x, R_{\beta} - r_{\beta}) \backslash D(x, \varepsilon_1 r_{\beta}')} P_x [S \text{ visits } y \text{ and } z \text{ before exiting } D(x, R_{\beta})].
\]

The sum in the right-hand side above is smaller than \( P_x [\mathcal{E}^{(2)}] \), and is thus \( o(R_{\beta}^2 I_{\beta}) \).

Using Lemma 2.6, we arrive at
\[
P_x [E_l] \geq (1 - 2\varepsilon)q_d \, p_{l} \, R_{\beta}^2 (1 + o(1)). \tag{2.41}
\]

Similarly,
\[
P_x [E] \geq (1 - 2\varepsilon)q_d \, L_{\beta}^{-2} \, R_{\beta}^2 (1 + o(1)). \tag{2.42}
\]

We can now decompose the expectation under study the following way
\[
E_x [e^{-s}] \leq P_x [s = 0] + \sum_{l=1}^{\kappa} E_x [e^{-s}, E_l]. \tag{2.43}
\]

On one hand, we have
\[
P_x [s = 0] = 1 - P_x [s \neq 0] \leq 1 - (1 - 3\varepsilon)q_d \, L_{\beta}^{-2} \, R_{\beta}^2. \tag{2.44}
\]
On the other hand, conditionally on hitting a point \( y \in I_k \cap D(0, R_\beta - r_\beta) \), the walk does a geometrical number of returns to \( y \) with a return probability equal to

\[
P_y \{ S \text{ returns to } y \text{ before exiting } D(0, R_\beta) \}.
\]

This probability tends to \((1 - q_d)\) uniformly over \( y \in D(0, R_\beta - r_\beta) \). As a consequence, up to a negligible error, \( E_x [ e^{-s} \mid \mathcal{E}_I] \) is bounded by

\[
\sum_{k=1}^{+\infty} e^{-ka_i} (1 - q_d)^{k-1} q_d = \frac{q_d e^{-al}}{1 - (1 - q_d)e^{-ai}}.
\]  

(2.45)

Combining (2.44), (2.45) and (2.41), we obtain

\[
E_x [ e^{-s} ] \leq 1 - (1 - 3\epsilon)q_d R_\beta^2 \sum_{i=1}^\kappa p_i \left( 1 - \frac{q_d e^{-ai}}{1 - (1 - q_d)e^{-ai}} \right),
\]

which is precisely the bound (2.27).

\[\square\]

2.6. The cost of going fast to the hyperplane. We will need some information regarding the displacements at the coarse-grained scale. Let \( X \) be the position of the particle when exiting the ball \( D(S_0, R_\beta) \), that is, \( X = S_{j_1} - S_0 \), where \( j_1 \) is the exit time from \( D(S_0, R_\beta) \), defined in (2.9).

**Proposition 2.7.** Let \( \lambda_\beta \) be such that \( \lambda_\beta \ll R_\beta^{-1} \). As \( \beta \) tends to 0, one has

\[
E_x \left[ \exp \left( \lambda_\beta (X \cdot \ell) \right) \right] \leq 1 + \frac{\lambda_\beta^2 R_\beta^2}{2d} (1 + o(1)).
\]

**Proof.** Observe that, since \( X \cdot \ell \leq 2R_\beta \), one has

\[
E_x \left[ \exp \left( \lambda_\beta (X \cdot \ell) \right) \right] = 1 + \frac{\lambda_\beta^2}{2} E_x \left[ (X \cdot \ell)^2 \right] + o(\lambda_\beta^2 R_\beta^2).
\]

The functional central limit theorem ensures that the distribution of \( X/R_\beta \) approaches the uniform distribution over the unit sphere as \( \beta \) tends to 0. Writing \( \sigma \) for the latter distribution, we need to show that

\[
\int (x \cdot \ell)^2 \, d\sigma(x) = \frac{1}{d}.
\]

In order to do so, one can complete \( \ell \) into an orthonormal basis \( \ell = \ell_1, \ell_2, \ldots, \ell_d \), and observe that, by symmetry,

\[
d \int (x \cdot \ell)^2 \, d\sigma(x) = \sum_{i=1}^d \int (x \cdot \ell_i)^2 \, d\sigma(x) = 1.
\]

\[\square\]
2.7. Asymptotic independence of \( s \) and \( X \).

**Proposition 2.8.** Let \( \lambda \beta \) be such that \( \lambda \beta \ll R_\beta^{-1} \). For \( \beta \) small enough and any \( x \) lying in a good box, 
\[
E_x \left[ \exp \left( -s + \lambda \beta X \cdot \ell \right) \right] \leq 1 - (1 - 4\varepsilon) R_\beta^2 I_\beta + \frac{\lambda^2 \beta R_\beta^2}{2d} (1 + \varepsilon).
\]

**Proof.** We have the following decomposition:
\[
E_x \left[ \exp \left( -s + \lambda \beta X \cdot \ell \right) \right] = E_x \left[ \exp \left( \lambda \beta X \cdot \ell \right) 1_{s=0} \right] + E_x \left[ \exp \left( -s + \lambda \beta X \cdot \ell \right) 1_{s\neq0} \right]. \tag{2.46}
\]

Let us first evaluate the first term in the right-hand side above:
\[
E_x \left[ \exp \left( \lambda \beta X \cdot \ell \right) 1_{s=0} \right] = E_x \left[ \exp \left( \lambda \beta X \cdot \ell \right) \right] - E_x \left[ \exp \left( \lambda \beta X \cdot \ell \right) 1_{s\neq0} \right] \\
\leq 1 + \frac{\lambda^2 \beta R_\beta^2}{2d} (1 + o(1)) - P_x [s \neq 0] \left( 1 + O(\lambda \beta R_\beta) \right),
\]
where we used Proposition 2.7. For the second term in the right-hand side of (2.46), we have
\[
E_x \left[ \exp \left( -s + \lambda \beta X \cdot \ell \right) 1_{s\neq0} \right] = (1 + O(\lambda \beta R_\beta)) E_x \left[ e^{-s} 1_{s\neq0} \right].
\]
Moreover,
\[
E_x \left[ e^{-s} 1_{s\neq0} \right] = E_x \left[ e^{-s} \right] - P_x [s = 0].
\]

We learn from Proposition 2.5 that
\[
E_x \left[ e^{-s} \right] \leq 1 - (1 - 3\varepsilon) R_\beta^2 I_\beta.
\]

To sum up, we have shown that
\[
E_x \left[ \exp \left( -s + \lambda \beta X \cdot \ell \right) \right] \leq 1 + \frac{\lambda^2 \beta R_\beta^2}{2d} (1 + o(1)) - P_x [s \neq 0] \left( 1 + O(\lambda \beta R_\beta) \right) \\
\quad + \left( 1 + O(\lambda \beta R_\beta) \right) \left( P_x [s \neq 0] - (1 - 3\varepsilon) R_\beta^2 I_\beta \right).
\]

Since Proposition 2.5 ensures that \( P_x [s \neq 0] \leq 2 R_\beta^2 L_\beta^{-2} \), and since \( L_\beta^{-2} \simeq I_\beta \), the result follows. \( \Box \)

2.8. Discarding slow motions. We recall that \( S_0, S_{j_1}, S_{j_2}, \ldots \) denote the successive steps of the trajectory coarse-grained at scale \( R_\beta \). Let \( k_n \) be defined by
\[
k_n = \inf \left\{ k : D(S_{j_k}, R_\beta) \cap H_n(\ell) \neq \emptyset \right\}, \tag{2.47}
\]
where

\[ H_n(\ell) = \left\{ x \in \mathbb{Z}^d : x \cdot \ell \geq n \right\} \]

is the half-space not containing 0 delimited by the hyperplane orthogonal to \( \ell \) and at distance \( n \) from the origin. By the definition of \( T_n(\ell) \), we have

\[ T_n(\ell) \geq j_{k_n}. \]

We first want to discard overly slow behaviours. Out of the sequence of \( k_n \) coarse-graining instants \( j_0, \ldots, j_{k_n-1} \), we extract a maximal subsequence \( j'_0, \ldots, j'_{K_n-1} \) such that for any \( 0 \leq k < K_n \), \( S_{j'_k} \) lies in a good box. For \( 0 \leq k < K_n \), we define

\[ s_k = s \circ \Theta_{j'_k} \quad \text{and} \quad X_k = X \circ \Theta_{j'_k}, \quad (2.48) \]

where, for \( t \in \mathbb{N} \), \( \Theta_t \) denotes the time translation by \( t \) on the space of trajectories, that is, \( (\Theta_t S)_t = S_{t+i} \), and we recall that \( s \) was defined in (2.25) and \( X = S_{j_1} - S_0 \). Note that the \( j'_k \) are stopping times (under \( P_0 \) for every fixed environment, and with respect to the natural filtration associated to \( S \)). The number \( K_n \) counts how many coarse-graining instants prior to \( j_{k_n} \) are such that the walk at these instants lies in a good box.

**Proposition 2.9.** For \( \beta \) small enough, any \( c_3 > 0 \) and almost every environment, one has

\[
E_0 \left[ \exp \left( - \sum_{k=0}^{T_n(\ell)-1} \beta V(S_k) \right), \quad K_n \geq \frac{n}{c_3 R^2 \sqrt{I_2}} \right] \leq \exp \left( - \frac{\sqrt{I_2}}{2c_3} n \right). \quad (2.49)
\]

**Remark 2.10.** For small \( \beta \), the walk makes on average \( R^2 \beta \) steps in each coarse-grained unit of time. Roughly speaking, the event \( K_n > n / R^2 \beta v_\beta \) corresponds to asking \( T_n(\ell) \) to be in the interval \((n/v_\beta, +\infty)\). We will use this proposition with \( c_3 \) small, so as to discard the possibility that \( K_n \) be too large.

**Proof.** Note that with probability one, the sequence \( (s_k) \) can be defined for any \( k \in \mathbb{N} \) (that is, we may as well not stop the sequence at \( K_n \)). The left-hand side of (2.49) is smaller than

\[
E_0 \left[ \exp \left( - \sum_{k=0}^{K_n-1} s_k \right), \quad K_n \geq \frac{n}{c_3 R^2 \sqrt{I_2}} \right] \leq E_0 \left[ \exp \left( - \sum_{k=0}^{n/(c_3 R^2 \sqrt{I_2})-1} s_k \right) \right].
\]

Using the Markov property and Proposition 2.5, we obtain that for \( \beta \) small enough, the latter is smaller than

\[
\left( 1 - (1 - 3\varepsilon) R^2 \sqrt{I_2} \right)^{n/(c_3 R^2 \sqrt{I_2})} = \exp \left( \frac{n}{c_3 R^2 \sqrt{I_2}} \log \left( 1 - (1 - 3\varepsilon) R^2 \sqrt{I_2} \right) \right)
\leq \exp \left( - \frac{\sqrt{I_2}}{2c_3} n \right),
\]

where in the last step, we used the fact that \( - \log(1-x) \sim x \) as \( x \) tends to 0, and that \((1 - 3\varepsilon) > 1/2. \]
2.9. Path surgery. Before discussing the costs associated to a range of speeds that should contain the optimal speed, we introduce a “surgery” on the trajectory of the random walk, which consists in erasing certain annoying loops.

We first introduce general notations. Given $0 = g_0 \leq h_1 \leq g_1 \leq h_2 \leq \cdots \leq g_j \leq h_{j+1} = K$, we write

$$[g, h] = \{k \text{ s.t. } \exists i : g_i \leq k < h_{i+1}\}. \quad (2.50)$$

We call $[g, h]$ a surgery of $\{0, \ldots, K - 1\}$ with at most $j$ cuts, where the cuts are the sets

$$\{k \text{ s.t. } h_i \leq k < g_i\}, \quad (1 \leq i \leq j)$$

whose union is the complement of $[g, h]$ in $\{0, \ldots, K - 1\}$. Note that, since we allow the possibility that $h_i = g_i$ or $g_i = h_{i+1}$, it is not possible to recover $j$ if given $[g, h]$, hence the phrasing “at most $j$ cuts”.

Let us now discuss why some surgery is needed, and how we choose the surgery $[g, h]$. For simplicity, we write $Y_k = S_{jk}$ for the coarse-grained random walk. By the definition of $k_n$ (see (2.47)), we have $Y_{k_n-1} \cdot \ell \geq n - 2R_\beta$. Based on our previous work, we should be able to argue that there are only a few different bad boxes visited by $Y$, and we would like to conclude that

$$\sum_{k=0}^{K_n-1} X_k \cdot \ell \geq (1 - \varepsilon)n \quad (2.51)$$

(recall that $\sum_{k=0}^{K_n-1} X_k$ is the sum of the increments of the coarse-grained walk that start within a good box). In other words, we would like to say that the sum of increments that start within a bad box gives a negligible contribution in the direction of $\ell$. This may however fail to hold, even if the number of bad boxes visited is really small, since it may happen for instance that the walk visits many times the same bad box and every time makes a jump in the direction of $\ell$.

Instead of trying to control the trajectory of the walk on bad boxes (which would be a very delicate matter), we introduce a surgery on the path. Each time a new bad box is discovered, we remove the piece of trajectory between the first and last visits to the bad box. We may call the piece of trajectory which is removed a loop since, although it possibly does not intersect itself, the starting and ending points are in the same box. Once these pieces of trajectory have been removed, the remaining increments should satisfy an inequality like (2.51).

More precisely, we define

$$H_1 = \inf\{k < k_n : Y_k \text{ lies in a bad box}\},$$

$$G_1 = 1 + \sup\{k < k_n : Y_k \text{ lies in the same bad box as } Y_{H_1}\},$$

and then, recursively, as long as $H_j$ is well defined,

$$H_{j+1} = \inf\{k : G_j \leq k < k_n \text{ and } Y_k \text{ lies in a bad box}\},$$

$$G_{j+1} = 1 + \sup\{k < k_n : Y_k \text{ lies in the same bad box as } Y_{H_{j+1}}\}.$$ 

We let $J$ be the largest $j$ such that $H_j$ is well defined, and set $H_{J+1} = k_n$, $G_0 = 0$ (see Fig. 3 for an illustration).
For any $j$, one has

$$\sum_{k=H_j}^{G_j-1} (Y_{k+1} - Y_k) \cdot \ell = (Y_{G_j} - Y_{H_j}) \cdot \ell \leq 4\sqrt{d} R_\beta,$$

since $Y_{G_j-1}$ and $Y_{H_j}$ lie in the same box (this is the loop, that we cut out). Hence,

$$Y_{k_a} \cdot \ell \leq 4\sqrt{d} J R_\beta + \sum_{j=1}^{J} \sum_{k=G_j}^{H_{j+1}-1} (Y_{k+1} - Y_k) \cdot \ell,$$

and we may rewrite the last double sum as

$$\sum_{k \in [G,H]} (Y_{k+1} - Y_k) \cdot \ell.$$

Clearly, $J$ is smaller than the number of different bad boxes visited. Moreover, by definition, if $k$ is such that $G_j \leq k < H_{j+1}$ for some $j$ (that is, if $k \in [G, H]$), then $Y_k$ lies in a good box. In other words, the summands in (2.53) form a subsequence of the summands in the left-hand side of (2.51).
Considering (2.52) and the fact that $Y_{k_n} \cdot \ell \geq n - R_\beta$, we obtain a lower bound on the sum in (2.53):
\[
\sum_{k \in [G, H]} (Y_{k+1} - Y_k) \cdot \ell \geq n - R_\beta - 4\sqrt{d JR_\beta},
\]
which will be useful as soon as we have a good upper bound on $J$, the number of different bad boxes visited.

The set $[G, H]$ is a surgery on the set $\{0, \ldots, k_n - 1\}$ that indexes the successive jumps of the coarse-grained walk, and moreover, we recall that any $k \in [G, H]$ is such that $Y_k$ lies in a good box. We now transform it into a surgery $[G', H']$ of the set $\{0, \ldots, K_n - 1\}$ that indexes the successive jumps of the coarse-grained walk that start in a good box (call this a “good increment”). More precisely, for $1 \leq i \leq J$, define $H'_i$ to be the index of the last good increment occurring before $H_i$, $G'_i$ to be the index of the first good increment occurring at or after $G_i$, together with $G'_0 = 0$ and $H'_{J+1} = K_n - 1$. With this notation, we have
\[
\sum_{k \in [G, H]} (Y_{k+1} - Y_k) \cdot \ell = \sum_{k \in [G', H']} X_k \cdot \ell,
\]
where we recall that $X_k$ was defined in (2.48). The passage from the right-hand side to the left-hand side in (2.55) is purely a re-indexation of the terms, each of them appearing in both sides and in the same order. Note that $[G', H']$ has at most $J$ cuts, and $J$ is bounded by the number of distinct bad boxes visited by the walk.

**2.10. On the number of possible surgeries.** A negative aspect of the surgery is that $[G', H']$ depend on the full trajectory of the walk up to hitting the hyperplane. To overcome this problem, we will use a union bound on all reasonable surgeries, and then examine each deterministic surgery $[g, h]$ separately. We thus need a bound on the number of these surgeries. The bound we need can grow exponentially with $n$, but the prefactor must be small compared to $\sqrt{T_\beta}$.

We start with a combinatorial lemma.

**Lemma 2.11.** Let $c, c' > 0$, and $N_n$ be the total number of possible surgeries of the set $\{0, \ldots, cn\}$ by at most $c'n$ cuts. We have
\[
N_n \leq \exp \left( \left[ 2c' \log \left( 1 + \frac{c}{2c'} \right) + 2c' \right] n \right).
\]

**Proof.** The surgery in (2.50) is defined by giving $0 = g_0 \leq h_1 \leq g_1 \leq h_2 \leq \cdots \leq g_j \leq h_{j+1}$, and in our present setting, we impose $h_{j+1} = cn$ and $j \leq c'n$. Hence, in order to define such a surgery, it is sufficient to give oneself an increasing sequence (in the wide sense) of $2c'n$ elements in $\{0, \ldots, cn\}$.

We now proceed to count these objects. Consider such a sequence $(u_i)_{1 \leq i \leq 2c'n}$. We think of $0, \ldots, cn$ as a string of characters, and for each $i$, we insert a character $\star$ in this string just before the value taken by $u_i$ (for instance, $01 \star 2 \star \star 3$ is the string obtained from the sequence $2, 3, 3$). One can see that there is a bijective correspondence between increasing sequences and the set of positions of the character $\star$ within the string, provided we do not allow a $\star$ as the last character. The number of increasing sequences of length $2c'n$ in $\{0, \ldots, cn\}$ is thus equal to
\[
\left(\frac{cn + 2c'n}{2c'n}\right) \leq \frac{(cn + 2c'n)^{2c'n}}{(2c'n)!}.
\]

The result is then obtained using the fact that \(\log(n!) \geq n \log(n) - n\) (and the latter can be checked by induction on \(n\)). \(\square\)

Recalling that the space is partitioned into the family of boxes \((B_i)_{i \in \mathbb{Z}^d}\), we let

\[
A_n = \left\{ i \in \mathbb{Z}^d : \exists k < k_n \text{ s.t. } S_{jk} \in B_i \right\}
\]

be the set of indices of the boxes visited by the coarse-grained trajectory. Since the boxes are of size \(R_\beta\), the set \(A_n\) is a lattice animal when the walk is started at the origin (see Fig. 3). Moreover, the box containing \(S_{j_{k-1}}\) is within distance \(2R_\beta\) from the hyperplane, which is itself at distance \(n\) from the origin. It thus follows that, for any \(c_4 > 2\sqrt{d}\) and \(\beta\) small enough,

\[
|A_n| \geq \frac{n}{c_4R_\beta}. \tag{2.56}
\]

Let \(\mathcal{A}_n\) be the event defined by

\[
|\{i \in A_n : B_i \text{ is a bad box}\}| < \eta \beta A_n, \tag{2.57}
\]

where we recall that \(\eta \beta = L_\beta^{-5\delta/2}\). We get from Proposition 2.4 and inequality (2.56) that

\[
P[\mathcal{A}_n^c] \leq e^{-n/c_4R_\beta}. \tag{2.58}
\]

Discarding events with asymptotic cost \((c_4R_\beta)^{-1} \gg L_\beta^{-1} \simeq \sqrt{I_\beta}\), we can focus our attention on the environments for which \(\mathcal{A}_n\) holds.

We now fix

\[
c_3 = \epsilon/2. \tag{2.59}
\]

This way, the lower bound for the cost obtained in Proposition 2.9 is \(\epsilon^{-1}\sqrt{I_\beta}\), which is much larger than the cost we target to obtain in the end, that is, \(\sqrt{2dI_\beta}\) (to this end, we could as well choose a larger \(c_3\), but having a separation of the order of \(\epsilon^{-1}\) will prove useful in Sect. 4). In other words, with this choice of \(c_3\), we can assume from now on that the number of good steps made by the random walk satisfies

\[
K_n \leq \frac{n}{c_3R_\beta^2\sqrt{I_\beta}}. \tag{2.60}
\]

Since each good box has to be visited by the coarse-grained trajectory at least once, when condition (2.60) holds, we have

\[
|\{i \in A_n : B_i \text{ is a good box}\}| \leq \frac{n}{c_3R_\beta^2\sqrt{I_\beta}}. \tag{2.61}
\]

Using this together with (2.57), we obtain that

\[
|\{i \in A_n : B_i \text{ is a bad box}\}| < \frac{\eta \beta}{1 - \eta \beta c_3R_\beta^2\sqrt{I_\beta}} \frac{n}{c_3R_\beta^2\sqrt{I_\beta}}. \tag{2.62}
\]
where
\[ \frac{\eta_{\beta}}{1 - \eta_{\beta}} \frac{1}{c_3 R_{\beta}^2 \sqrt{T_{\beta}}} \simeq L_{\beta}^{-\delta/2} \sqrt{T_{\beta}}. \] (2.63)

**Proposition 2.12.** There exists \( c_5 > 0 \) such that for all \( \beta \) small enough, when \( A_n \) and (2.60) are both satisfied, the number of possible values of \([G', H']\) (that is, the cardinality of the set of surgeries having non-zero probability) is bounded by
\[ \exp \left( \left[ c_5 L_{\beta}^{-\delta/4} \sqrt{T_{\beta}} \right] n \right), \]
and moreover, if \( \varepsilon n \geq 2 R_{\beta} \), then
\[ \sum_{k \in [G', H']} X_k \cdot \ell \geq (1 - \varepsilon)n. \]

**Proof.** For the first part, considering that the number of bad boxes visited by the coarse-grained walk is an upper bound for the number \( J \) of cuts in the surgery \([G', H']\), together with (2.62), we can apply Lemma 2.11 with \( c = 1/(c_3 R_{\beta}^2 \sqrt{T_{\beta}}) \) and \( c' \) equal to the left-hand side of (2.63). The conclusion follows since \( \log(1 + c_{\beta}^{2} c_{\beta}') \) is then the logarithm of some power of \( L_{\beta} \), so is smaller than \( L_{\beta}^{\delta/4} \) when \( \beta \) is small enough. The second part also follows from the bound on \( J \), together with (2.54) and (2.55). \( \Box \)

**2.11. Speeds and their costs.** We can now give precise estimates for the cost of speeds of the order of \( \sqrt{T_{\beta}} \) or higher. We write \([|G', H'|] \) for the cardinality of the set \([G', H']\), and for \( 0 \leq v_{\beta} < v_{\beta}' \), we write \( E_n(v_{\beta}, v_{\beta}') \) for the conjunction of the events
\[ \frac{n}{R_{\beta}^2 v_{\beta}} \leq [|G', H'|] < \frac{n}{R_{\beta}^2 v_{\beta}'}, \] (2.64)
where we recall that \( A_n \) is the event defined in (2.57). We write \( E_n^c \) for the complement of the event \( E_n(0, +\infty) \), that is, for the event when either \( A_n \) or (2.60) fails to hold.

Recalling that on average, the walk makes \( R_{\beta}^2 \) steps during each coarse-grained displacement, and forgetting about the path surgery, one can interpret the event \( E_n(v_{\beta}, v_{\beta}') \) as asking the random walk to move with a speed contained in the interval \([v_{\beta}, v_{\beta}')\). We further define
\[ e_{\beta,n}(v_{\beta}, v_{\beta}') = \mathbb{E} \mathbf{E}_0 \left[ \exp \left( - \sum_{k=0}^{\tau_n(\ell)-1} \beta V(S_k) \right), E_n(v_{\beta}, v_{\beta}') \right], \] (2.65)
\[ e_{\beta,n}^c = \mathbb{E} \mathbf{E}_0 \left[ \exp \left( - \sum_{k=0}^{\tau_n(\ell)-1} \beta V(S_k) \right), E_n^c \right]. \] (2.66)

**Proposition 2.13.** (1) For \( \beta \) small enough, one has
\[ e_{\beta,n}^c \leq 2 \exp \left( -\varepsilon^{-1} \sqrt{T_{\beta}} n \right). \] (2.67)
Let $c, c' > 0$. If $v_β < v'_β$ satisfy $v_β \ll R_β^{-1}$ and either $v_β \geq c \sqrt{I_β}$ or $v'_β \leq c' \sqrt{I_β}$, then for any small enough $β$, one has
\[
eβ, n(v_β, v'_β) \leq 2 \exp \left( -\left(1 - 5ε \right) \frac{d v_β}{2} + \frac{I_β}{v_β'} \right) n \). (2.68)

Remark 2.14. Thinking about $ε \rightarrow 0$, and of $I_β$ as a proxy for $I_β^*$, this can be seen as a rigorous form of the informal statement (1.14) given in the Introduction.

Proof. For part (1), we saw in (2.58) that $\mathbb{E}[A_n] \leq e^{-n/(c_4 R_β)}$. Since $R_β^{-1} \gg \sqrt{I_β}$, this term is smaller than $\exp \left( -ε^{-1} \sqrt{I_β} n \right)$ for small enough $β$. The claim is then a consequence of Proposition 2.9 and of our choice of $c_3$ (see (2.59)).

Concerning part (2), the claim holds if $β$ is small enough and $εn < 2R_β$. From now on, we consider only the case when $εn \geq 2R_β$. An upper bound on $eβ, n(v_β, v'_β)$ is given by
\[
\mathbb{E}_0 \left[ \exp \left( -\sum_{k \in [G', H']} s_k \right), \mathcal{E}_n(v_β, v'_β) \right].
\]
Note that it follows from the assumptions that
\[
\frac{d v_β}{2} + \frac{I_β}{v_β'} \geq \tilde{c} \sqrt{I_β}
\]
for some fixed $\tilde{c}$. We let $S_n$ be the set of surgeries $[g, h]$ such that
\[
\mathbb{P}_0 \left[ (G', H') = [g, h], \mathcal{E}_n(v_β, v'_β) \right] > 0.
\]
In view of (2.69), Proposition 2.12 ensures that for $β$ small enough, the cardinality of the set $S_n$ is smaller than
\[
\exp \left( ε \left[ \frac{d v_β}{2} + \frac{I_β}{v_β'} \right] n \right).
\]
It moreover guarantees that on the conjunction of the events $[G', H'] = [g, h]$ and $\mathcal{E}_n(v_β, v'_β)$, one has
\[
\sum_{k \in [g, h]} X_k \cdot ℓ \geq (1 - ε)n.
\]
It thus suffices to show that, for any sequence of cuts $[g_n, h_n] \in S_n$, one has
\[
\mathbb{E}_0 \left[ \exp \left( -\sum_{k \in [g_n, h_n]} s_k \right), \sum_{k \in [g_n, h_n]} X_k \cdot ℓ \geq (1 - ε)n \right] \leq \exp \left( -(1 - 4ε) \left[ \frac{d v_β}{2} + \frac{I_β}{v_β'} \right] n \right). (2.70)
For $\lambda_\beta \ll R^{-1}_\beta$ to be determined, the left-hand side above is bounded by

$$e^{-(1-\varepsilon)\lambda_\beta n} \mathbb{E}_{\mathcal{E}_0} \left[ \exp \left( \sum_{k \in [g_n, h_n]} -s_k + \lambda_\beta X_k \cdot \ell \right) \right].$$

Using Proposition 2.8 and the Markov property, for all $\beta$ small enough, we can bound the latter by

$$e^{-(1-\varepsilon)\lambda_\beta n} \left( 1 - (1 - 4\varepsilon) R^2_{\beta} I_{\beta} + (1 + \varepsilon) \frac{\lambda^2_{\beta} R^2_{\beta}}{2d} \right)^{[g_n, h_n]} \leq \exp \left( -(1-\varepsilon)\lambda_\beta n + ([g_n, h_n]) \left( -\frac{(1 - 4\varepsilon) R^2_{\beta} I_{\beta} + (1 + \varepsilon) \frac{\lambda^2_{\beta} R^2_{\beta}}{2d}}{2d} \right) \right),$$

where we used the fact that $\log(1+x) \leq x$. For $[g_n, h_n] \in S_n$, inequality (2.64) transfers into an inequality on the cardinality of $[g_n, h_n]$, and thus the latter is bounded by

$$\exp \left( -\left[ (1-\varepsilon)\lambda_\beta + (1 - 4\varepsilon) \frac{I_{\beta}}{v_{\beta}} + (1 + \varepsilon) \frac{\lambda^2_{\beta} R^2_{\beta}}{2d v_{\beta}} \right] n \right).$$

Choosing $\lambda_{\beta} = d v_{\beta} (1 - \varepsilon)/(1 + \varepsilon)$, we arrive at the bound

$$\exp \left( -\left[ \frac{(1-\varepsilon)^2 d v_{\beta}}{2(1 + \varepsilon)} + (1 - 4\varepsilon) \frac{I_{\beta}}{v_{\beta}} \right] n \right),$$

which implies the bound (2.70), and thus finishes the proof. \qed

**Corollary 2.15.** There exists $C > 0$ (depending on $\varepsilon$) such that for any $\beta$ small enough, one has

$$e_{\beta, n} \leq C \exp \left( -(1 - 6\varepsilon) \sqrt{2d I_{\beta} n} \right),$$

with $I_{\beta} \geq (1 - \varepsilon)^2 I_{\beta}$.

**Proof.** The fact $I_{\beta} \geq (1 - \varepsilon)^2 I_{\beta}$ was seen in (2.4).

Let $0 = x_0 < x_1 < \cdots < x_l < x_{l+1} = +\infty$ be a subdivision of $\mathbb{R}_+$. The events

$$\mathcal{E}_{\mathcal{E}_n}(x_0 \sqrt{I_{\beta}}, x_1 \sqrt{I_{\beta}}), \ldots, \mathcal{E}_{\mathcal{E}}(x_l \sqrt{I_{\beta}}, x_{l+1} \sqrt{I_{\beta}})$$

form a partition of the probability space. Applying Proposition 2.13, we thus get that for $\beta$ small enough, $e_{\beta, n}$ is smaller than

$$2 \exp \left( -\varepsilon^{-1} \sqrt{I_{\beta} n} \right) + 2 \sum_{i=0}^{l-1} \exp \left( -(1 - 5\varepsilon) \left[ \frac{dx_i}{2} + \frac{1}{x_{i+1}} \right] \sqrt{I_{\beta} n} \right) + 2 \exp \left( -(1 - 5\varepsilon) \frac{dx_l}{2} \sqrt{I_{\beta} n} \right).$$
When \( \max_{i < l} |x_{i+1} - x_i| \) is taken small enough, and \( x_l \) large enough, the dominant exponential has an exponent which we can take as close as we wish (that is, up to a multiplicative factor going to 1) to the minimum of the function

\[
x \mapsto (1 - 5\varepsilon) \left[ \frac{dx}{2} + \frac{1}{x} \right] \sqrt{I_{\beta}}.
\]

This minimum is \( (1 - 5\varepsilon)\sqrt{2dI_{\beta}} \), and we thus obtain the proposition. \( \square \)

### 3. Sites with Small Potential Never Contribute

**Proposition 3.1.** Let \( z_0 > 0 \) be such that for any \( z < z_0 \), one has \( f(z) > z/2 \). Define

\[
M_{\beta} = \varepsilon \mathbb{E}[V 1_{V \leq z_0}].
\]

We have \( M_{\beta} \to +\infty \) as \( \beta \) tends to 0, and moreover,

\[
\int_{z \leq M_{\beta}} f(\beta z) \, d\mu(z) \leq 2\varepsilon I_{\beta},
\]

where we recall that \( I_{\beta} \) was defined in (1.6).

**Proof.** The fact that \( M_{\beta} \to +\infty \) is clear since we assume \( \mathbb{E}[V] = +\infty \). For the second part, observe that, since \( f(z) \leq z \),

\[
\int_{z \leq M_{\beta}} f(\beta z) \, d\mu(z) \leq \beta M_{\beta},
\]

while, by the definition of \( z_0 \),

\[
2I_{\beta} = 2 \int f(\beta z) \, d\mu(z) \geq \beta \mathbb{E}[V 1_{V \leq z_0}].
\]

The result follows comparing (3.2) and (3.3). \( \square \)

From now on, we fix \( a = \varepsilon^8 \). We split sites according to the value of their attached potential into three categories, according to whether the potential belongs to \([0, M_{\beta})\), to \([M_{\beta}, \beta^{-1} a)\), or to \([\beta^{-1} a, +\infty)\). In view of Proposition 3.1, sites in the first category are always negligible (under our present assumption that \( \mathbb{E}[V] \) is infinite). We call sites in the second category *intermediate sites*. Sites in the last category are the important sites considered in the previous section. Let us write

\[
I'_{\beta} = \int_{M_{\beta} \leq z < \beta^{-1} a} f(\beta z) \, d\mu(z),
\]

and recall the definition of \( I_{\beta} \) in (2.1). Three cases can occur.

Case 1: \( I'_{\beta} < \varepsilon I_{\beta} \),

Case 2: \( \varepsilon I_{\beta} \leq I'_{\beta} < \varepsilon^{-1} I_{\beta} \),

Case 3: \( I_{\beta} \leq \varepsilon I'_{\beta} \). \( \square \)

Note that we may switch infinitely many times from one case to another as \( \beta \) tends to 0. If \( \beta \) is sufficiently small and \( I'_{\beta} < \varepsilon I_{\beta} \), then Corollary 2.15 gives us a sharp upper bound on \( e_{\beta,n} \) (that is, an exponential bound with exponent \( \sqrt{2dI_{\beta}} \), up to a multiplicative error controlled by \( \varepsilon \)). In other words, Case 1 is now under control. We treat separately Cases 2 and 3 in each of the following sections.
4. When Intermediate and Important Sites Both Matter

Among the three cases displayed in (3.4), the case when
\[
\varepsilon \mathcal{I}_\beta \leq I'_\beta < \varepsilon^{-1} \mathcal{I}_\beta, \tag{4.1}
\]
which we now investigate, is the most delicate, since both intermediate and important sites have to be taken into account.

4.1. Splitting the (other) interval. We want to approximate the integral \(I'_\beta\) by a Riemann sum. Let us write \(\rho = 1 - \varepsilon\). We split the interval \([\beta M_\beta, a)\) along the subdivision given by the successive powers of \(\rho\):
\[
I'_\beta \leq \sum_{l=l_0}^{l_\beta} \int_{\beta z \in [\rho^l, \rho^{l-1})} f(\beta z) \, d\mu(z),
\]
where
\[
l_0 \text{ is the largest integer satisfying } \rho^{l_0} \geq a, \text{ and } l_\beta \text{ the smallest integer such that } \rho^{l_\beta-1} < \beta M_\beta. \tag{4.2}
\]
Since \(f(z) \leq z\) and \(\rho = 1 - \varepsilon\), we have
\[
(1 - \varepsilon) I'_\beta \leq \sum_{l=l_0}^{l_\beta} \rho^l \tilde{p}_l, \tag{4.3}
\]
where
\[
\tilde{p}_l = \mu((\beta^{-1} \rho^l, \beta^{-1} \rho^{l-1})). \tag{4.4}
\]
In order to lighten the notation, we keep implicit the fact that \(\tilde{p}_l\) depends on \(\beta\).

To begin with, we want to exclude the \(l\)'s such that \(\tilde{p}_l\) is not much larger than \(\mathcal{I}_\beta\). Roughly speaking, we will then show that for \(l\)'s such that \(\tilde{p}_l\) is indeed much larger than \(\mathcal{I}_\beta\), it is too costly to have a deviation of
\[
\sum_{k=0}^{T_{n}(Q)-1} \beta V(S_k) \mathbf{1}_{\beta V(S_k) \in [\rho^l, \rho^{l-1})}
\]
from its typical value, so that potentials falling in \([\beta^{-1} \rho^l, \beta^{-1} \rho^{l-1})\) are in a “law of large numbers” regime.

Let
\[
\tilde{\mathcal{L}}_\beta = \left\{ l : l_0 \leq l \leq l_\beta \text{ and } \tilde{p}_l \geq \rho^{-l/2} \mathcal{I}_\beta \right\}.
\]
Note that
\[
\sum_{l \notin \tilde{\mathcal{L}}_\beta} \rho^l \tilde{p}_l \leq \sum_{l=l_0}^{+\infty} \rho^{l/2} \mathcal{I}_\beta \leq \frac{\rho^{l_0/2}}{1 - \sqrt{\rho}} \mathcal{I}_\beta,
\]
and since $\rho^{l_0+1} < a = \varepsilon^8$ (see (4.2)), we obtain
\[
\sum_{l \notin \tilde{L}_\beta} \rho^l \tilde{p}_l \leq \varepsilon \mathcal{J}_\beta,
\]
and thus
\[
I'_\beta \overset{\text{def}}{=} \sum_{l \in \tilde{L}_\beta} \rho^l \tilde{p}_l \geq (1 - \varepsilon) \mathcal{J}'_\beta - \varepsilon \mathcal{J}_\beta. \tag{4.5}
\]
We also define
\[
\tilde{I}_\beta = I_\beta + I'_\beta, \tag{4.6}
\]
where $I_\beta$ was introduced in (2.3). In view of (2.4), (4.5) and Proposition 3.1, we have
\[
\tilde{I}_\beta \geq (1 - 5\varepsilon) \mathcal{I}_\beta. \tag{4.7}
\]
For $l \in \tilde{L}_\beta$, we let
\[
\tilde{T}_{l,\beta} = \{x \in \mathbb{Z}^d : \beta V(x) \in [\rho^l, \rho^{l-1})\},
\]
and we call elements of $\tilde{T}_{l,\beta}$ $l$-intermediate sites. The relevant length scale for these sites is $\tilde{L}_{l,\beta}$ defined by
\[
\tilde{L}_{l,\beta}^{-2} = P[0 \in \tilde{T}_{l,\beta}] = \tilde{p}_l \geq \rho^{-l_0/2} \mathcal{J}_\beta \geq \varepsilon^{-4} \mathcal{J}_\beta.
\]
We have defined in (2.8) the length scale $L_\beta$ in such a way that $L_\beta^{-2} \leq I_\beta$, and recall that $I_\beta \leq \mathcal{I}_\beta \leq \mathcal{J}_\beta$. As a consequence,
\[
\tilde{L}_{l,\beta}^{-2} \geq \varepsilon^{-4} L_\beta^{-2}. \tag{4.8}
\]
In particular, all the length scales $\tilde{L}_{l,\beta}$ associated to $l$-intermediate sites are smaller than the length scale $L_\beta$ we used in Sect. 2.

4.2. Very good boxes. With the same $\delta$ as in Sect. 2 and for any $l \in \tilde{L}_\beta$, we can define the scales $\tilde{r}_{l,\beta} = L_{l,\beta}^{2/d-\delta}$, $\tilde{r}_{l,\beta} = L_{l,\beta}^{2/d+\delta}$, and $\tilde{R}_{l,\beta} = \tilde{L}_{l,\beta}^{-\delta}$. The space is partitioned into the boxes $\tilde{B}_{l,i} = B((2\tilde{R}_{l,\beta} + 1)i, \tilde{R}_{l,\beta})$. Each box $\tilde{B}_{l,i}$ is itself partitioned into boxes of size $\tilde{r}_{l,\beta}$, and we write $\tilde{\mathcal{P}}_{l,i}$ to denote this partition. In turn, each box $b \in \mathcal{P}_{l,i}$ is partitioned into boxes of size $\tilde{r}_{l,\beta}'$, and we write $\tilde{\mathcal{P}}_{l,b}'$ to denote this partition.

Let $\tilde{b}' = B(x, \tilde{r}_{l,\beta}')$ be a box of size $\tilde{r}_{l,\beta}$. Define
\[
1_l(\tilde{b}') = \begin{cases} 1 & \text{if } |B(x, (1 - \varepsilon)\tilde{r}_{l,\beta}') \cap \tilde{T}_{l,\beta}| = 1, \\ 0 & \text{otherwise}. \end{cases}
\]
We say that a box $\tilde{B}_{l,i}$ is $l$-balanced if for any box $\tilde{b} \in \tilde{\mathcal{P}}_{l,i}$ (of size $\tilde{r}_{l,\beta}$), one has
\[
\sum_{\tilde{b}' \in \tilde{\mathcal{P}}_{l,b}'} 1_l(\tilde{b}') \geq (1 - \varepsilon) \tilde{p}_l |\tilde{b}|.
\]
As the reader has noticed, this definition closely parallels the definition of a balanced box given in (2.12).

Consider a box $B_i$ of size $R_\beta$ (as introduced in Subsect. 2.2). We know from (4.8) that for any $l \in \tilde{\mathcal{L}}_\beta$, one has $\tilde{R}_{l,\beta} \leq R_\beta$. As usual, we assume that we can partition the box $B_i$ into subboxes of size $\tilde{R}_{l,\beta}$, for any $l \in \tilde{\mathcal{L}}_\beta$, and write this partition $\mathcal{P}_{l,i}$.

We say that the box $B_i$ is very balanced if the following two conditions hold:

1. the box is balanced (in the sense introduced in Subsect. 2.2),
2. for any $l \in \tilde{\mathcal{L}}_\beta$, the proportion of $l$-balanced boxes in $\mathcal{P}_{l,i}$ is at least $1 - \varepsilon^{2d}$.

We say that the box $B_i$ is very good if for any $j$ such that $\|j - i\|_\infty \leq 1$, the box $B_j$ is very balanced. Similarly, we say that a box of size $\tilde{r}_{l,\beta}$ is $l$-good if the box and all its ∗-neighbours are $l$-balanced.

4.3. Most boxes are actually very good. We now show that, at the exponential scale, the probability that a box is very balanced is of the same order as the probability that it is simply balanced.

**Proposition 4.1.** There exists $\tilde{c}_1 > 0$ such that for $\beta$ small enough and any $i \in \mathbb{Z}^d$,

$$- \log \mathbb{P}[B_i \text{ is not very balanced}] \geq \tilde{c}_1 L_\beta^{d \delta}.$$  

**Proof.** An estimate of the right order is provided by Proposition 2.3 for the probability that $B_i$ is not balanced.

An examination of the proofs of Lemmas 2.1 and 2.2 shows that there exists $c_0 > 0$ such that, for any $l \in \tilde{\mathcal{L}}_\beta$, if $\beta$ is small enough to ensure

$$\tilde{L}_l^{-d \delta} \leq \varepsilon / 8,$$  

then

$$\mathbb{P}[\tilde{B}_{l,i} \text{ is not } l\text{-balanced}] \leq \frac{|\tilde{B}_{l,i}|}{|\tilde{b}|} e^{-c_0 L_{l,\beta}^{d \delta}},$$  

where $\tilde{b}$ is a box of size $\tilde{r}_{l,\beta}$. Augmenting possibly the value of $c_0$, we can assume that (4.10) holds for every $\beta$ and $l$, regardless of condition (4.9).

We now want to estimate

$$- \log \mathbb{P}[\text{the proportion of } l\text{-balanced boxes in } \mathcal{P}_{l,i} \text{ is less than } 1 - \varepsilon^{2d}].$$  

The probability inside the logarithm is of the form of (2.16) with

$$p = \frac{|\tilde{B}_{l,i}|}{|\tilde{b}|} e^{-c_0 \tilde{L}_{l,\beta}^{d \delta}},$$  

and

$$\eta = \varepsilon^{2d} - p \sim \varepsilon^{2d}.$$
As a consequence, the quantity in (4.11) is larger than

$$|\Psi_{l,i}|\psi_p(\eta) = \frac{|B_i|}{\bar{B}_{l,i}} \psi_p(\eta)$$

$$\sim \frac{|B_i|}{\bar{B}_{l,i}} \eta \log(1/p)$$

$$\sim \frac{|B_i|}{\bar{B}_{l,i}} e^{2d} c_0 L_{d,\beta}$$

$$\sim 2c \frac{L_{\beta}}{\bar{L}_{l,\beta}} L_{d,\beta}$$

$$\sim 2c \left( \frac{L_{\beta}}{\bar{L}_{l,\beta}} \right)^{d-d\delta} L_{\beta}^{d\delta}$$

for some constant $c > 0$. Observe that the derivation above, which holds for $\beta$ small enough, is valid uniformly over $l$. Indeed,

$$\tilde{L}_{l,\beta}^{-2} = \tilde{p}_l \leq \mu([M_\beta, +\infty)) \to 0,$$

(4.12)

so that all length scales go to infinity uniformly as $\beta$ tends to 0.

Now, a union bound on

$$\mathbb{P}[\exists l \in \tilde{L}_\beta : \text{the proportion of } l\text{-balanced boxes in } \Psi_{l,i} \text{ is less than } 1 - \varepsilon^{2d}],$$

together with the fact that $\tilde{L}_{l,\beta}^{-2} = \tilde{p}_l \geq \rho^{l/2} L_{\beta}^{-2}$ gives the upper bound

$$\sum_{l=l_0}^{+\infty} \exp \left(-c \rho^{-(d-d\delta)/4} L_{\beta}^{d\delta}\right),$$

and thus proves the claim. □

Although being a very balanced box is more difficult than being simply a balanced box, Proposition 4.1 gives an upper bound on the probability for a box not to be very balanced which is of the same order as the upper bound we obtained in Proposition 2.3. As a consequence, nothing changes if we replace “good boxes” by “very good boxes” throughout Sect. 2. From now on, we perform this replacement: that is, whenever we refer to Sect. 2 or to objects defined therein, it is with the understanding that the “good boxes” appearing there are in fact “very good boxes”.

4.4. Multi-scale coarse-graining. For any $l \in \tilde{L}_\beta$, we can define a coarse-grained trajectory at the scale $\tilde{R}_{l,\beta}$. For every $l \in \tilde{L}_\beta$, we define $j_{l,0} = 0$, and recursively,

$$j_{l,k+1} = \inf \{ n > j_{l,k} : S_n \notin D(S_{j_{l,k}}, \tilde{R}_{l,\beta}) \}.$$
and let $T_l$ be the largest $k$ such that $j_{l,k} < \tau$. In words, the walk makes $T_l$ coarse-grained steps of size $\tilde{R}_{l,\beta}$ inside the ball $D(S_0, R_\beta)$, and then exits this ball during the next step. We further define

$$T_l^{(g)} = \left\{ k : 0 \leq k < T_l \text{ and } S_{j_{l,k}} \text{ is in a good } l\text{-box} \right\},$$

and $T_l^{(b)} = T_l - T_l^{(g)}$. The superscripts $g$ and $b$ stand for “good” and “bad”, respectively.

We start by giving a tight control of $T_l$.

**Proposition 4.2.** For $\beta$ small enough, the following properties hold for any $x \in \mathbb{Z}^d$ and $l \in \tilde{L}_\beta$:

1. $$(1 - \frac{\varepsilon}{2}) \left( \frac{R_\beta}{\tilde{R}_{l,\beta}} \right)^2 \leq \mathbb{E}_x[T_l] \leq (1 + \frac{\varepsilon}{2}) \left( \frac{R_\beta}{\tilde{R}_{l,\beta}} \right)^2.$$  
2. For any $m \in \mathbb{N}$,  
$$\mathbb{P}_x \left[ T_l \geq 10m \mathbb{E}_0[T_l] \right] \leq \frac{1}{2^m}.$$  
3. There exists $\lambda_0 > 0$, $C_0 > 0$ independent of $\beta$ and $\varepsilon$ such that, for any $0 \leq \lambda \leq \lambda_0$,  
$$\mathbb{E}_x \left[ \exp \left( \lambda \frac{T_l}{\mathbb{E}_0[T_l]} \right) \right] \leq C_0.$$  
$$\mathbb{E}_x \left[ \exp \left( -\lambda \left( \frac{T_l}{\mathbb{E}_0[T_l]} - 1 \right) \right) \right] \leq \exp(C_0 \lambda^2).$$

**Proof.** Note that $\mathbb{E}_x[T_l]$ depends neither on $x$, nor on the environment. One can check that

$$\left( |S_{j_{l,k}} - S_0|^2 - k \tilde{R}_{l,\beta}^2 \right)_{k \geq 0}$$

is a submartingale with respect to the filtration generated by the random walk at the successive times $(j_{l,k})_{k \geq 0}$ (recall that we write $|\cdot|$ for the Euclidean norm). Hence,

$$\tilde{R}_{l,\beta}^2 \mathbb{E}_x[k \wedge T_l] \leq \mathbb{E}_x \left[ |S_{j_{l,k} \wedge T_l} - S_0|^2 \right].$$

Using the monotone convergence theorem for the left-hand side, and the dominated convergence theorem for the right-hand side, we obtain

$$\mathbb{E}_x[T_l] \leq \tilde{R}_{l,\beta}^{-2} \mathbb{E}_x \left[ |S_{j_l \wedge T_l} - S_0|^2 \right].$$

By the definition of $T_l$, we know that

$$\left| S_{j_l \wedge T_l} - S_0 \right| - R_\beta \leq \tilde{R}_{l,\beta},$$

so

$$\mathbb{E}_x[T_l] \leq \left( \frac{R_\beta}{\tilde{R}_{l,\beta}} + 1 \right)^2.$$
Now, it follows from (4.8) that
\[ \tilde{R}_{l,\beta} = \tilde{L}_{l,\beta}^{1-\delta} \leq \varepsilon^{2(1-\delta)} L_{\beta}^{1-\delta} = \varepsilon^{2(1-\delta)} R_{\beta}, \]
or equivalently,
\[ 1 \leq \varepsilon^{2(1-\delta)} \frac{R_{\beta}}{\tilde{R}_{l,\beta}}, \]
and this leads to the upper bound in part (1). The lower bound can be obtained in the same way. Indeed, (4.13) fails to be a proper martingale only due to lattice effects. Taking these lattice effects into account, we observe that
\[ (|S_{j,k} - S_0|^2 - k(\tilde{R}_{l,\beta}^2 + \sqrt{d}))_{k \geq 0} \]
is a supermartingale. Keeping the subsequent arguments unchanged, we obtain the lower bound of part (1).

We have thus seen that starting from \( x \), the expectation of the number of \( \tilde{R}_{l,\beta} \)-steps performed before exiting \( D(x, R_{\beta}) \) does not exceed \( (1 + \varepsilon) R_{\beta}^2 / \tilde{R}_{l,\beta}^2 \). Clearly, if instead we start from a point \( y \in D(x, R_{\beta}) \), then the number of \( \tilde{R}_{l,\beta} \)-steps performed before exiting \( D(x, R_{\beta}) \) is bounded by the number of steps required to exit \( D(x, 2R_{\beta}) \), so in particular, its expectation is bounded by
\[ (1 + \varepsilon) 4 R_{\beta}^2 / \tilde{R}_{l,\beta}^2 \leq 5E_0[T_l]. \]
Part (2) follows using the Markov property and Chebyshev’s inequality. Part (3) is a direct consequence of part (2). (For the second part, one can use the uniform exponential integrability obtained in the first part to justify that
\[ \mathbb{E}_x \left[ \exp \left( -\lambda \left( \frac{T_l}{E_0[T_l]} - 1 \right) \right) \right] = 1 + \frac{\lambda^2}{2} \mathbb{E}_x \left[ \left( \frac{T_l}{E_0[T_l]} - 1 \right)^2 \right] + o(\lambda^2), \]
and observe that due to part (2), the expectation on the right-hand side remains bounded uniformly over \( \beta \).)

With the next proposition, we have a first indication that \( T_l^{(b)} \) is not very large when \( S_0 \) is in a very good box.

**Proposition 4.3.** For \( \beta \) small enough and \( l \in \tilde{L}_\beta \), if \( x \) lies in a very good box, then
\[ \mathbb{E}_x \left[ T_l^{(b)} \right] \leq \varepsilon^3 E_0[T_l]. \]

**Proof.** For simplicity, we assume that \( x = 0 \). Under this circumstance, the box \( B(0, R_{\beta}) \) is very good. In particular, the set
\[ \mathcal{B} = \left\{ \tilde{B}_{l,i} \in \mathfrak{V}_{l,0} : \tilde{B}_{l,i} \text{ is not } l\text{-good} \right\} \]
has cardinality at most \( 3^d \varepsilon^{2d} |\mathfrak{V}_{l,0}|. \)
We will need the observation that there exists a constant $C_1 > 0$, independent of $\beta$ and $l$, such that
\[
P_0[S \text{ visits the box } \tilde{B}_{l,i}] \leq \frac{C_1}{|i|^{d-2}}. \tag{4.14}
\]
This fact is [La, Prop. 1.5.10] with $m = +\infty$. For the reader’s convenience, we now give a sketch of the proof. Let $G(\cdot, \cdot)$ be the Green function of $S$, and $\tau'$ be the hitting time of $\tilde{B}_{l,i}$. Let us also write $z_i = (2\tilde{R}_{l,\beta} + 1)i$ to denote the centre of the box $\tilde{B}_{l,i}$. Then
\[
G(0, z_i) = E_0[G(S_{\tau'}, z_i), \tau' < +\infty],
\]
and the conclusion, that is a bound on $P_0[\tau' < +\infty]$, is obtained through the following estimates on the Green function:
\[
G(0, z_i) \approx |z_i|^{2-d} \quad \text{and} \quad G(S_{\tau'}, z_i) \approx \tilde{R}_{l,\beta}^{2-d} \quad \text{when} \quad \tau' < +\infty.
\]
In view of (4.14), it is easy to show that the expected number of visits of the $\tilde{R}_{l,\beta}$-coarse-grained random walk inside a fixed box of size $\tilde{R}_{l,\beta}$ is bounded, uniformly over $\beta$. Indeed, from this box, one has some non-degenerate probability to move at a distance a constant multiple of $\tilde{R}_{l,\beta}$ in a bounded number of $\tilde{R}_{l,\beta}$-steps, and once there, (4.14) ensures that there is a non-degenerate probability to never go back to the box. To sum up, in order to prove the proposition, it suffices to bound the expectation of the number of $\tilde{R}_{l,\beta}$-boxes of $B$ that are visited by $S$.

Using (4.14), we get that this number is bounded by
\[
1 + \sum_{i \in B \setminus \{0\}} \frac{C_1}{|i|^{d-2}}.
\]
Whatever the set $B$ with cardinality smaller than $3^d \varepsilon^{2d} |\Psi_{l,0}|$ is, the sum above is bounded by the sum obtained when $B$ is a ball centred around 0 and of radius $C \varepsilon^2 R_\beta / \tilde{R}_{l,\beta}$. Comparing this sum with an integral leads to the upper bound
\[
C \int_{1 \leq |z| \leq C \varepsilon^2 R_\beta / \tilde{R}_{l,\beta}} |z|^{2-d} \, dz \leq C \varepsilon^4 \left( \frac{R_\beta}{\tilde{R}_{l,\beta}} \right)^2.
\]
This yields the desired result, thanks to part (1) of Proposition 4.2. Now, for $x \neq 0$, the same reasoning applies, the only difference being that one has to consider not only the $R_\beta$-box that contains $x$, but also its $*$-neighbours. \hfill \Box

**Proposition 4.4.** Let $\lambda_1 = \lambda_0/12$, where $\lambda_0$ appears in part (3) of Proposition 4.2. For $\beta$ small enough and $l \in \tilde{L}_\beta$, if $x$ lies in a very good box, then
\[
E_x \left[ \exp \left( \lambda_1 \frac{T_l^{(b)}}{E_0[T_l]} \right) \right] \leq \exp \left( \varepsilon^{5/4} \right).
\]

**Proof.** Let us write $A$ for the event
\[
\lambda_1 \frac{T_l^{(b)}}{E_0[T_l]} > \varepsilon^{3/2}.
\]
Decomposing the expectation under study along the partition \( \{ A, A^c \} \) gives the bound
\[
\exp \left( \varepsilon^{3/2} \right) + E_x \left[ \exp \left( \lambda_1 \frac{T_l^{(b)}}{E_0[T_l]} \right), A \right].
\] (4.15)

Decomposing this new expectation according to the event
\[ A' = \left\{ \exp \left( \lambda_1 \frac{T_l^{(b)}}{E_0[T_l]} \right) > \varepsilon^{-1/8} \right\}, \]
we can bound (4.15) by
\[
\exp \left( \varepsilon^{3/2} \right) + \varepsilon^{-1/8} P_x[A] + E_x \left[ \exp \left( \lambda_1 \frac{T_l^{(b)}}{E_0[T_l]} \right), A' \right].
\] (4.16)

We learn from Proposition 4.3 that \( P_x[A] \leq \varepsilon^{3/2} \lambda_1 \). Finally, the last expectation in (4.16) is bounded by
\[
\varepsilon^{11/8} E_x \left[ \exp \left( \lambda_0 \frac{T_l^{(b)}}{E_0[T_l]} \right) \right],
\]
and since \( T_l^{(b)} \leq T_l \), the result follows from part (3) of Proposition 4.2. \( \square \)

4.5. The cost of \( l \)-good steps. Let
\[
\tilde{\tau}_l = \inf \{ k > 0 : S_k \notin D(S_0, R_l, \beta) \}.
\]

We would like to derive a sharp control of
\[
\tilde{s}_l = \sum_{k=0}^{\tilde{\tau}_l-1} \beta V(S_k) I_{[\beta V(S_k) \in [\rho^l, \rho^{l-1})]}.
\] (4.17)

**Proposition 4.5.** Assume that \( \beta \) is small enough, and that \( x \) lies in an \( l \)-good box. For every \( l \in \tilde{L}_\beta \) and every \( \gamma \geq 0 \), one has
\[
E_x[e^{-\gamma \tilde{s}_l}] \leq 1 - (1 - 3 \varepsilon) \tilde{R}_{l,\beta}^2 \tilde{\rho}_l f(\gamma \rho^l),
\]
where we recall that \( f \) was defined in (1.9).

**Proof.** The starting point is to define a quantity smaller than \( \tilde{s}_l \) that matches the definition of \( s \) given in (2.25), where the length scale \( \tilde{L}_{l,\beta} \) replaces \( L_{\beta} \) throughout. The analysis is then identical to the one we have performed to prove Proposition 2.5. The fact that the identity holds for \( \beta \) small enough, uniformly over \( l \in \tilde{L}_\beta \), follows again from (4.12). \( \square \)

4.6. The law-of-large-numbers regime. We now construct a sequence of coarse-grained instants on the scale \( \tilde{R}_{l,\beta} \). We do it however with a twist, since each time the walk exits a ball of radius \( R_\beta \), the current \( \tilde{R}_{l,\beta} \)-step is simply discarded, and we start the
\( \tilde{R}_l,\beta \)-coarse-graining afresh. More precisely, recall that \( j'_{0}, j'_{1}, \ldots \) denote the maximal subsequence of \( R_\beta \)-coarse-graining instants such that for any \( k \), \( S_{j'_{k}} \) lies in a very good box (we may call these the instants of \( R_\beta \)-very good steps). We let

\[
\text{seq}_l = (j_l,0, \ldots, j_l,T_l-1),
\]
\[
\text{seq}_{l,k} = \text{seq}_l \circ \Theta_{j'_{k}},
\]

where \( \Theta \) is the time shift. Then \( j_l,0, j_l,1, \ldots \) is obtained as the concatenation of the sequences \( \text{seq}_{l,0}, \text{seq}_{l,1}, \ldots \). Out of the sequence \( j_l,0, j_l,1, \ldots \), we extract a maximal subsequence \( j'_l,0, j'_l,1, \ldots \) such that for any \( k \), \( S_{j'_{l,k}} \) lies in an \( l \)-good box (we may call this an \( l \)-good step). Note that all \( j'_l,k \) are stopping times (with respect to the natural filtration of \( S \), for every fixed environment).

Recall that \( K_n \) is such that \( j'_{K_n} \leq T_n(\ell) \). In words, \( K_n \) is a lower bound on the number of very good \( R_\beta \)-steps performed by the walk before the time it reaches the distant hyperplane. We let

\[
\tilde{K}_{l,n} = \max \{ k : j'_l,k < j'_{K_n} \}.
\]

This gives us a lower bound on the number of \( l \)-good \( \tilde{R}_l,\beta \)-steps performed by the walk before reaching the distant hyperplane. Let

\[
\mathcal{T}_{l,k} = \mathcal{T}_l \circ \Theta_{j'_l},
\]

and define similarly \( \mathcal{T}_{l,k}^{(g)}, \mathcal{T}_{l,k}^{(b)} \). By definition, the number of \( l \)-good steps performed in the \( k^{\text{th}} \) \( R_\beta \)-very good step is \( \mathcal{T}_{l,k}^{(g)} \), hence

\[
\tilde{K}_{l,n} = \sum_{k=0}^{K_n-1} \mathcal{T}_{l,k}^{(g)}.
\]

We also introduce

\[
\tilde{s}_{l,k} = \tilde{s}_l \circ \Theta_{j'_l,k},
\]

where \( \tilde{s}_l \) was defined in (4.17).

Let \([g, h] \) be a fixed surgery. We can, out of the concatenation of \( (\text{seq}_{l,k})_{k \in [g, h]} \), extract a maximal subsequence \( (\tilde{j}^{[g,h]}_l, k, 0 \leq k < \tilde{K}^{[g,h]}_l) \) such that for every \( k \), \( S_{\tilde{j}^{[g,h]}_l,k} \) lies in an \( l \)-good box, and define

\[
\tilde{K}^{[g,h]}_l = \sum_{k \in [g, h]} \mathcal{T}_{l,k}^{(g)}.
\]

For \( k \geq \tilde{K}^{[g,h]}_l \), we let \( \tilde{j}^{[g,h]}_l,k = +\infty \). The important thing to notice is that for any \( k \), \( \tilde{j}^{[g,h]}_l,k \) is a stopping time (with respect to the natural filtration of \( S \), for every fixed environment).

Finally, we let

\[
\tilde{s}^{[g,h]}_{l,k} = \tilde{s}_l \circ \Theta_{\tilde{j}^{[g,h]}_l,k}.
\]
The next proposition ensures two things: first, that if $||[g, h]||$ is of order $n/(R_\beta^2 v_\beta)$, then outside of a negligible event, $\tilde{K}_l^{[g, h]}$ is at least $(1 - 2\varepsilon)n/(\tilde{R}_l^2 v_\beta)$; second, that the contribution of the $l$-intermediate sites, cut according to the surgery $[g, h]$, is in a law-of-large-numbers regime, outside of a negligible event (recall that the average contribution of $l$-intermediate sites is of the order of $\rho l \tilde{p}_l$).

**Proposition 4.6.** There exists $c_6, C_2 > 0$ (depending on $\varepsilon$) such that the following holds. Let $v_\beta' \geq 0$ and let $[g_n, h_n]$ be a sequence of surgeries such that

$$\frac{n}{R_\beta^2 v_\beta'} < ||[g_n, h_n]|. \tag{4.20}$$

(1) We have

$$\mathbb{P}_0 \left[ \tilde{K}_l^{[g_n, h_n]} \leq (1 - 2\varepsilon) \frac{n}{R_\beta^2 v_\beta'} \right] \leq 2 \exp \left( -\frac{c_6}{R_\beta^2 v_\beta'} n \right). \tag{4.21}$$

(2) Let $E_l([g_n, h_n])$ be the event

$$\sum_{k=0}^{l-1} \tilde{s}_l^{[g_n, h_n]} > (1 - 6\varepsilon) \rho l \tilde{p}_l \frac{n}{v_\beta'},$$

and $E_l^c([g_n, h_n])$ be its complement. We have

$$\mathbb{P}_0 \left[ E_l^c([g_n, h_n]) \right] \leq 2 \exp \left( -\frac{\varepsilon^2 \tilde{p}_l}{6 v_\beta'} n \right). \tag{4.22}$$

(3) Moreover,

$$\mathbb{P}_0 \left[ \bigcup_{l \in \tilde{L}_\beta} E_l^c([g_n, h_n]) \right] \leq C_2 \exp \left( -\frac{\varepsilon^{-2} \tilde{p}_l}{6 v_\beta'} n \right). \tag{4.23}$$

**Proof.** For part (1), it is sufficient to show the result with a shortened surgery $[g_n', h_n']$, which coincides with $[g_n, h_n]$ for its first $n/(R_\beta^2 v_\beta')$ terms, and then stops. Considering (4.19) and the fact that $T_{l,k}^{(g)} = T_{l,k} - T_{l,k}^{(b)}$, it suffices to show that the following two probabilities are sufficiently small:

$$\mathbb{P}_0 \left[ \sum_{k \in [g_n', h_n']} T_{l,k} \leq (1 - \varepsilon) \frac{n}{R_\beta^2 v_\beta'} \right], \tag{4.24}$$

$$\mathbb{P}_0 \left[ \sum_{k \in [g_n', h_n']} T_{l,k}^{(b)} \geq \varepsilon \frac{n}{R_\beta^2 v_\beta'} \right]. \tag{4.25}$$
Let us start by examining \((4.24)\). With the help of part (1) of Proposition 4.2, we can bound this probability by

\[
\mathbb{P}_0 \left[ \sum_{k \in [g'_n, h'_n]} \frac{T_{l,k}}{E_0[T_l]} \leq (1 - \varepsilon) \frac{n}{R_{\beta'}^2 v_{\beta'}} \right]
\]

\[
\leq \mathbb{P}_0 \left[ \sum_{k \in [g'_n, h'_n]} \left( \frac{T_{l,k}}{E_0[T_l]} - 1 \right) \leq -\frac{\varepsilon}{3} \frac{n}{R_{\beta'}^2 v_{\beta'}} \right],
\]

since \(([g'_n, h'_n]) = n/(R_{\beta'}^2 v_{\beta'})\). Let \(0 < \lambda \leq \lambda_0\), where \(\lambda_0\) is given by part (3) of Proposition 4.2. The probability above is smaller than

\[
\exp \left( -\frac{\lambda}{3} \frac{n}{R_{\beta'}^2 v_{\beta'}} \right) \mathbb{E}_0 \left[ \exp \left( -\lambda \sum_{k \in [g'_n, h'_n]} \left( \frac{T_{l,k}}{E_0[T_l]} - 1 \right) \right) \right]
\]

\[
\leq \exp \left( -\left(\frac{\lambda}{3} - C_0 \lambda^2 \right) \frac{n}{R_{\beta'}^2 v_{\beta'}} \right),
\]

where \(C_0\) is given by part (3) of Proposition 4.2, and in the last step, we used the Markov property and the fact that \(([g_n, h_n]) \leq n/(R_{\beta'}^2 v_{\beta'})\). It then suffices to take \(\lambda\) small enough to get an appropriate bound on \((4.24)\).

We now turn to \((4.25)\). Using part (1) of Proposition 4.2, we can bound the probability appearing there by

\[
\mathbb{P}_0 \left[ \sum_{k \in [g'_n, h'_n]} \frac{T_{l,k}^{(b)}}{E_0[T_l]} \geq \frac{\varepsilon}{2} \frac{n}{R_{\beta'}^2 v_{\beta'}} \right].
\]

This in turn is bounded by

\[
\exp \left( -\lambda_1 \frac{\varepsilon}{2} \frac{n}{R_{\beta'}^2 v_{\beta'}} \right) \mathbb{E}_0 \left[ \exp \left( \lambda_1 \sum_{k \in [g'_n, h'_n]} T_{l,k}^{(b)} \right) \right].
\]

As before, using the Markov property and Proposition 4.4, we get the bound

\[
\exp \left( -\left(\lambda_1 \frac{\varepsilon}{2} - \varepsilon^{5/4} \right) \frac{n}{R_{\beta'}^2 v_{\beta'}} \right),
\]

and this proves the claim (provided we fixed \(\varepsilon\) small enough).

We now prove \((4.22)\). In view of part (1) and of the fact that \(\tilde{p}_l \ll R_{\beta'}^{-2}\), we can assume that

\[
\bar{K}_{l}^{[g_n, h_n]} > m_n^{(\text{def})} (1 - 2 \varepsilon) \frac{n}{R_{\beta'}^2 v_{\beta'}}.
\]
Let $\gamma \geq 0$ to be determined. On this event, the probability of $E^c_f([g_n, h_n])$ is bounded by
\[
\exp\left(\gamma (1 - 6\varepsilon) \rho^l \tilde{p}_l \frac{n}{\nu^l_\beta}\right) \mathbb{E}_0 \left[ \exp\left( -\gamma \sum_{k=0}^{m_n-1} \frac{z_{[g_n, h_n]}}{s_{l,k}} \right) \right].
\]

Using Proposition 4.5, the fact that $1 - x \leq e^{-x}$ for $x \geq 0$, and the Markov property, we obtain the bound
\[
\exp\left(\gamma (1 - 6\varepsilon) \rho^l \tilde{p}_l \frac{n}{\nu^l_\beta} - (1 - 3\varepsilon) \tilde{R}^2_{l,\beta} \tilde{p}_l f(\gamma \rho^l) m_n \right).
\]
Substituting by the value of $m_n$, this transforms into
\[
\exp\left(-\frac{n}{\nu^l_\beta} \tilde{p}_l \left[ (1 - 3\varepsilon)(1 - 2\varepsilon)f(\gamma \rho^l) - (1 - 6\varepsilon)\gamma \rho^l \right] \right). \tag{4.26}
\]

A simple computation shows that
\[
\frac{f(z)}{z} = 1 - \frac{z}{q_d} + O(z^2),
\]
and since $q_d < 1$, for $\varepsilon$ small enough, one has
\[
\frac{f(\varepsilon/2)}{\varepsilon/2} \geq 1 - \frac{\varepsilon}{2}.
\]
For $\gamma$ such that $\gamma \rho^l = \varepsilon/2$, the quantity in square brackets appearing in (4.26) is bounded from below by
\[
(1 - 3\varepsilon)(1 - 2\varepsilon)(1 - \frac{\varepsilon}{2}) \frac{\varepsilon}{2} - (1 - 6\varepsilon) \frac{\varepsilon}{2} \geq \frac{\varepsilon^2}{6},
\]
and this proves (4.22).

We now examine how to go from (4.22) to (4.23). We will actually show that
\[
\mathbb{P}_0 \left[ \bigcup_{l \in \tilde{L}_{\beta}} E^c_f([g_n, h_n]) \right] \leq 2 \left( 1 + \frac{6 \nu^l_\beta}{n \varepsilon^2 \mathcal{J}_\beta} \right) \exp\left( -\frac{n \varepsilon^{-2} \mathcal{J}_\beta}{6 \nu^l_\beta} \right). \tag{4.27}
\]
Since the probability is always bounded by 1, proving (4.27) is sufficient. For greater clarity, let us write
\[
c = \frac{n \varepsilon^2 \mathcal{J}_\beta}{6 \nu^l_\beta}.
\]
Since for $l \in \tilde{L}_{\beta}$, one has $\tilde{p}_l \geq \rho^{-l/2}\mathcal{J}_\beta$, it suffices to bound
\[
\exp\left( -c \rho^{-l_0/2} \right) + \sum_{l=l_0+1}^{+\infty} \exp\left( -c \rho^{-l/2} \right).
\]
The sum above is smaller than
\[
\int_{l_0}^{+\infty} \exp\left(-c \rho^{-l/2}\right) \, dl = \int_{\rho^{-l_0/2}}^{+\infty} \exp\left(-c \frac{u}{u \log(1/\rho)} \right) du,
\]
For \( u \geq \rho^{-l_0/2} \geq \varepsilon^{-4} \), one has \( u \log(1/\rho) \geq 2 \), so the latter integral is bounded by
\[
\frac{1}{c} \exp\left(-c \rho^{-l_0/2}\right),
\]
and since \( \rho^{-l_0/2} \geq \varepsilon^{-4} \), this proves (4.27), and thus also (4.23).
\[\square\]

4.7. Speeds and their costs.

**Proposition 4.7.** There exists \( C_3 > 0 \) such that the following holds. Let \( v_\beta < v'_\beta \) satisfy
\[
v'_\beta \leq \varepsilon^{-1} \sqrt{\mathcal{J}_\beta}.
\] (4.28)

For any \( \beta \) small enough, if (4.1) holds, then
\[
e_{\beta,n}(v_\beta, v'_\beta) \leq C_3 \exp\left(-\left(1 - 7\varepsilon\right) \left(\frac{d v_\beta}{2} + \frac{\tilde{I}_\beta}{v'_\beta}\right) n\right),
\] (4.29)

where \( e_{\beta,n}(v_\beta, v'_\beta) \) was defined in (2.65) and \( \tilde{I}_\beta \) in (4.6).

**Proof.** An upper bound on \( e_{\beta,n}(v_\beta, v'_\beta) \) is given by
\[
\mathbb{E} \mathbb{E}_0 \left[ \exp \left( -\sum_{l \in \tilde{L}_\beta} \sum_{k=0}^{\tilde{K}_l[G',H']-1} \tilde{s}_{l,k}^{[G',H']} - \sum_{k \in [G',H']} s_k \right), \mathcal{E}_n(v_\beta, v'_\beta) \right].
\]
Indeed, this corresponds to our partition of sites into \( l \)-intermediate sites (with \( l \in \tilde{L}_\beta \)) and important sites, where we drop certain contributions according to the surgery and the coarse-graining.

Let us first see that one can find \( c' \) such that when both (4.28) and (4.1) hold, one has \( v'_\beta \leq c' \sqrt{\mathcal{I}_\beta} \). This is true since \( \mathcal{J}_\beta \simeq \tilde{I}_\beta = I_\beta + I'_\beta \), and \( I'_\beta \simeq \mathcal{I}'_\beta \leq \varepsilon^{-1} \mathcal{I}_\beta \) under the assumption (4.1), and finally \( \mathcal{I}_\beta \simeq I_\beta \).

Hence, as in the proof of Proposition 2.13, Proposition 2.12 ensures that it suffices to show that, for any sequence of cuts \([g_n, h_n]\) satisfying
\[
\frac{n}{R^2_\beta v_\beta} < |[g_n, h_n]| \leq \frac{n}{R^2_\beta v_\beta},
\]
one has
\[
\mathbb{E} \mathbb{E}_0 \left[ \exp \left( -\sum_{l \in \tilde{L}_\beta} \sum_{k=0}^{\tilde{K}_l[g_n,h_n]-1} \tilde{s}_{l,k}^{[g_n,h_n]} - \sum_{k \in [g_n,h_n]} s_k \right), \sum_{k \in [g_n,h_n]} X_k \cdot \ell \geq (1 - \varepsilon)n \right]
\leq C_3 \exp\left(-\left(1 - 6\varepsilon\right) \left(\frac{d v_\beta}{2} + \frac{\tilde{I}_\beta}{v'_\beta}\right) n\right).
\] (4.30)
Consider the bound given by part (2) of Proposition 4.6 on the probability of the event
\[ \bigcup_{l \in \tilde{L}_{\beta}} E^c_l ([g_n, h_n]). \]
In order to see that this bound is smaller than the right-hand side of (4.30), it is enough to check that
\[ \frac{\varepsilon^{-2} J_{\beta}}{6v'_{\beta}} \geq \frac{dv'_{\beta}}{2} + \frac{\tilde{I}_{\beta}}{v_{\beta}} , \]
since \( v_{\beta} \leq v'_{\beta} \). The infimum over all possible values of the right-hand side above is \( \sqrt{2d \tilde{I}_{\beta}} \). It thus suffices to observe that
\[ v'_{\beta} \leq \frac{\varepsilon^{-2} J_{\beta}}{6\sqrt{2d \tilde{I}_{\beta}}} , \]
This is true under condition (4.28) since \( \tilde{I}_{\beta} \leq J_{\beta} \).
We can thus evaluate the expectation in the left-hand side of (4.30), restricted on the event
\[ \bigcap_{l \in \tilde{L}_{\beta}} E_l ([g_n, h_n]). \quad (4.31) \]
On this event, by definition, the contributions of \( l \)-intermediate sites is bounded from below by a deterministic quantity. More precisely, part (2) of Proposition 4.6 ensures that the expectation in the left-hand side of (4.30), once restricted on the event (4.31), is smaller than
\[ \exp \left( - (1 - 6\varepsilon) \frac{I'_{\beta}}{v_{\beta}} n \right) \mathbb{E}_{0} \left[ \exp \left( - \sum_{k \in [g_n, h_n]} s_k \right) \sum_{k \in [g_n, h_n]} X_k \cdot \ell \geq (1 - \varepsilon) n \right] , \]
where we recall that \( I'_{\beta} \) was defined in (4.5). The remaining expectation is the same as the one met during the proof of Proposition 2.13. One can thus follow the same reasoning (since we have checked that \( v'_{\beta} \leq c' \sqrt{I_{\beta}} \) at the beginning of this proof, it is also true that \( v_{\beta} \ll R_{\beta}^{-1} \)), and arrive at the conclusion, since \( I'_{\beta} + I_{\beta} = \tilde{I}_{\beta} \). \( \Box \)

**Corollary 4.8.** There exists \( C > 0 \) (depending on \( \varepsilon \)) such that for any \( \beta \) small enough, if (4.1) holds, then
\[ e_{\beta, n} \leq C \exp \left( - (1 - 8\varepsilon) \sqrt{2d \tilde{I}_{\beta}} n \right) , \]
with \( \tilde{I}_{\beta} \geq (1 - 5\varepsilon) J_{\beta} \).
Proof. The fact that $\tilde{\mathcal{I}}_\beta \geq (1 - 5\varepsilon) \mathcal{I}_\beta$ was seen in (4.7). The proof of the estimate is similar to that of Corollary 2.15. Let $0 = x_0 < x_1 < \ldots < x_l < x_{l+1} = +\infty$ be a subdivision of $\mathbb{R}_+$, with $x_l = \varepsilon^{-1}$. Note that since $\tilde{\mathcal{I}}_\beta \leq \mathcal{I}_\beta$, we have indeed $x_l\sqrt{\tilde{\mathcal{I}}_\beta} \leq \varepsilon^{-1}\sqrt{\mathcal{I}_\beta}$. We can thus apply Proposition 4.7 with $v'_\beta = x_i\sqrt{\tilde{\mathcal{I}}_\beta}$ for any $i \leq l$.

The events

$$E_n \left( x_0\sqrt{\tilde{\mathcal{I}}_\beta}, x_1\sqrt{\tilde{\mathcal{I}}_\beta} \right), \ldots, E_n \left( x_l\sqrt{\tilde{\mathcal{I}}_\beta}, x_{l+1}\sqrt{\tilde{\mathcal{I}}_\beta} \right), E^c_n,$$

form a partition of the probability space. We decompose the expectation defining $e_{\beta, n}$ according to this partition. We use Proposition 2.13 to evaluate the two last terms thus obtained, and Proposition 4.7 to evaluate the other terms, thus obtaining the bound

$$2\exp\left(-\varepsilon^{-1}\sqrt{\mathcal{I}_\beta} n\right) + \exp\left(-(1 - 5\varepsilon)\frac{d x_l}{2}\sqrt{\mathcal{I}_\beta} n\right) + C_3 \sum_{i=0}^{l-1} \exp\left(-(1 - 7\varepsilon)\left[\frac{d x_i}{2} + \frac{1}{x_{i+1}}\right]\sqrt{\mathcal{I}_\beta} n\right).$$

(4.32)

The use of Proposition 2.13 to evaluate the expectation restricted on the event $E_n \left( x_l\sqrt{\tilde{\mathcal{I}}_\beta}, +\infty \right)$ is legitimate since when (4.1) holds, one has $\sqrt{\tilde{\mathcal{I}}_\beta} \simeq \sqrt{\mathcal{I}_\beta} \approx L^{-1}_\beta \ll R^{-1}_\beta$.

When $\max_{i < l} |x_{i+1} - x_i|$ is taken small enough, the dominant exponential in the sum over $i$ that appears in (4.32) has an exponent which we can take as close as we wish to $(1 - 7\varepsilon)\sqrt{2d} \tilde{\mathcal{I}}_\beta$. The first two exponentials appearing in (4.32) are negligible, since as explained above, we have $\mathcal{I}_\beta \geq \varepsilon\tilde{\mathcal{I}}_\beta/4$, and remember that we chose $x_l = \varepsilon^{-1}$. $\square$

5. When Only Intermediate Sites Matter

We now proceed to examine the case when only intermediate sites contribute to the integral, that is, when

$$\mathcal{I}_\beta \leq \varepsilon \tilde{\mathcal{I}}_\beta.$$

(5.1)

This case is a minor adaptation of the arguments developed in Sect. 4. Since in this regime, important sites are negligible, it will be harmless to redefine their associated length scale to be

$$L^2_\beta = \mathcal{I}_\beta.$$

(5.2)

By doing so, the most important change is that the length scale $L_\beta$ is no longer tied with $\mathcal{I}_\beta$ (that is, we do not have $L^{-2}_\beta \simeq \mathcal{I}_\beta$). Relation (4.8) is preserved. We say that a box $B_i$ (of size $R_\beta = L^{-1}_\beta$) is locally balanced if for any $l \in \tilde{\mathcal{L}}_\beta$, the proportion of $l$-balanced boxes in $\mathcal{P}_l$ is at least $1 - \varepsilon 2d$. Clearly, the notion of a locally balanced box is weaker than the one of a very balanced box. As before, we say that a box $B_i$ is locally good if for any $j$ such that $\|i - j\|_\infty \leq 1$, the box $B_j$ is locally balanced.

When we refer to previous sections, it is now with the understanding that “good” or “very good” boxes are replaced by “locally good” boxes.
We will now see that techniques developed previously can handle the situation under consideration without additional complication. We start by discarding the possibility of slow motions. Recall that in our new setting, $K_n$ is a lower bound on the number of $R_\beta$-locally good steps performed by the random walk. The property we want to prove is analogous to the one obtained in Proposition 2.9.

**Proposition 5.1.** For any $c_7 > 0$ and any $\beta$ small enough,

$$
\mathbb{E} \mathbb{E}_0 \left[ \exp \left( - \sum_{k=0}^{T_n(\ell)-1} \beta V(S_k) \right), \ K_n \geq \frac{n}{c_7 R_\beta^2 \sqrt{I_\beta'}} \right] \leq 2 \exp \left( -\frac{\sqrt{I_\beta'}}{2c_7} n \right). \quad (5.3)
$$

**Proof.** Let $\nu' = c_7 \sqrt{I_\beta'}$, and $E_{l,n}$ be the event

$$
\sum_{k=0}^{\bar{k}_{l,n}-1} \tilde{s}_{l,k} > (1 - 6\varepsilon) \rho_l \tilde{\rho}_l \frac{n}{\nu_\beta'}.
$$

It is a consequence of Proposition 4.6 that

$$
\mathbb{P}_0 \left[ \bigcup_{l \in \bar{L}_\beta} E_{l,n}^c, \ K_n \geq \frac{n}{R_\beta^2 \nu_\beta'} \right] \leq C_2 \exp \left( -\frac{\varepsilon^{-2} I_\beta}{6 \nu_\beta'} n \right)
$$

$$
\leq C_2 \exp \left( -\frac{\varepsilon^{-2} \sqrt{I_\beta}}{6 c_7} n \right).
$$

This is negligible compared to the right-hand side of (5.3). When one computes the expectation on the left-hand side of (5.3) restricted to the conjunction of events

$$
\bigcap_{l \in \bar{L}_\beta} E_{l,n}, \ K_n \geq \frac{n}{R_\beta^2 \nu_\beta'},
$$

one finds the upper bound

$$
\exp \left( -(1 - 6\varepsilon) \frac{I_\beta'}{c_7 \sqrt{I_\beta'}} n \right) \leq \exp \left( -\frac{\sqrt{I_\beta'}}{2c_7} n \right),
$$

and we thus obtain the result. □

From now on, we fix

$$
c_7 = \varepsilon / 2, \quad (5.4)
$$

so that the cost associated to the event

$$
K_n < \frac{n}{c_7 R_\beta^2 \sqrt{I_\beta'}} \quad (5.5)
$$

is much larger than $\sqrt{I_\beta'}$. 
Proposition 5.2. Recall that $A_n$ is the event defined in (2.57). There exists $c_5 > 0$ such that the following holds. For any $\beta$ small enough and satisfying (5.1), the cardinality of the set of surgeries $[g, h]$ such that

$$\mathbb{P}_{P_0}[[G', H'] = [g, h], A_n and (5.5) are both satisfied] > 0$$

is bounded by

$$\exp\left(c_5 L_\beta^{-\delta/4} \sqrt{I_\beta n}\right).$$

Proof. The proof is similar to that of Proposition 2.12. The important point is to notice that when (5.1) holds, one has $L_\beta^{-2} \simeq I_\beta'$ (see (5.2)).

We change the definition of the event $\mathcal{E}_n(v_\beta, v_\beta')$ to the following:

$$\frac{n}{R_\beta^2 v_\beta'} \leq [[G', H']] < \frac{n}{R_\beta^2 v_\beta},$$

$A_n$ and (5.5) hold

(compare this definition with (2.64)). We write $\mathcal{E}_n^c$ for the complement of the event $\mathcal{E}_n(0, +\infty)$, that is, for the event when either $A_n$ or (5.5) fails to hold. We define $e_{\beta,n}(v_\beta, v_\beta')$ and $e_{\beta,n}^c$ as in (2.65) and (2.66), respectively.

Proposition 5.3. (1) For $\beta$ small enough, one has

$$e_{\beta,n}^c \leq 2 \exp\left(-\varepsilon^{-1} \sqrt{I_\beta n}\right).$$

(2) Let $v_\beta$ satisfy $v_\beta \ll R_\beta^{-1}$. For any small enough $\beta$, if (5.1) holds, then

$$\mathbb{P}_{P_0}\left[\mathcal{E}_n(v_\beta, +\infty]\right] \leq 2 \exp\left(-(1 - 5\varepsilon) \frac{dv_\beta}{2} n\right).$$

(3) Let $v_\beta < v_\beta'$ satisfy $v_\beta' \leq \varepsilon^{-1} \sqrt{I_\beta}$. For any small enough $\beta$, if (5.1) holds, then

$$e_{\beta,n}(v_1^\beta, v_2^\beta) \leq C_3 \exp\left(-(1 - 7\varepsilon) \left[\frac{dv_\beta}{2} + \frac{I_\beta'}{v_\beta'}\right] n\right).$$

Proof. The proof of part (1) is identical to the proof of part (1) of Proposition 2.13, except that we use Proposition 5.1 instead of Proposition 2.9. Part (2) is obtained in the same way as part (2) of Proposition 2.9, while part (3) is proved as Proposition 4.7.

Corollary 5.4. There exists $C > 0$ such that for any $\beta$ small enough, if (5.1) holds, then

$$e_{\beta,n} \leq C \exp\left(-(1 - 8\varepsilon) \sqrt{2d I_\beta n}\right),$$

with $I_\beta' \geq (1 - 6\varepsilon) I_\beta$. 


Proof. In order to see that \( I'_{\beta} \geq (1 - 6\varepsilon) I_{\beta} \), we recall first from (4.5) that
\[
I'_{\beta} \geq (1 - \varepsilon) I'_{\beta} - \varepsilon I_{\beta}.
\]
(5.8)
From Proposition 3.1, we know that
\[
(1 - 2\varepsilon) I_{\beta} \leq I_{\beta} + I'_{\beta}.
\]
Using also (5.1), we thus obtain
\[
(1 - 2\varepsilon) I_{\beta} \leq (1 + \varepsilon) I'_{\beta} \leq \frac{1 + \varepsilon}{1 - \varepsilon} \left( I'_{\beta} + \varepsilon I_{\beta} \right),
\]
and the announced result follows, since \( \varepsilon \) can be chosen arbitrarily small.

The proof of the upper bound (5.7) is identical to that of Corollary 4.8, except that it is now Proposition 5.3 that provides us with the necessary estimates. \qed

6. Extensions and Link with Green Functions

We begin this last section by extending Theorem 1.1 to cases when the potential itself may depend on \( \beta \). To this end, we consider for every \( \beta \) small enough, a family of i.i.d. random variables \( (V_\beta(x))_{x \in \mathbb{Z}^d} \) under the measure \( \mathbb{P} \), whose common distribution will be written \( \mu_\beta \). We are now interested in
\[
\tilde{e}_{\beta,n} = \mathbb{E} \mathbb{E}_0 \left[ \exp \left( - \sum_{k=0}^{T_\varepsilon(t)-1} \beta V_\beta(S_k) \right) \right],
\]
and the integral
\[
\tilde{J}_\beta := \int f(\beta z) \, d\mu_\beta(z)
\]
will play the role the integral \( J_\beta \) had previously.

**Theorem 6.1.** Let \( \varepsilon > 0 \). If
\[
\beta V_\beta(0) \xrightarrow{\text{prob.}} \beta \to 0 0,
\]
(6.1)
then for any \( a > 0 \), there exists \( C > 0 \) such that for any \( \beta \) small enough and any \( n \),
\[
\tilde{e}_{\beta,n} \leq C \exp \left( -(1 - \varepsilon) \sqrt{2d \int_{\beta z > a} f(\beta z) \, d\mu_\beta(z) \, n} \right).
\]
If moreover,
\[
\overline{M}_\beta := \mathbb{E} \left[ V_\beta \mathbf{1}_{V_\beta \leq z_0} \right] \xrightarrow{\beta \to 0} +\infty,
\]
(6.2)
where \( z_0 \) is as in Proposition 3.1, and for every \( \eta > 0 \),
\[
\mu_\beta \left( [\eta \overline{M}_\beta, +\infty) \right) \xrightarrow{\beta \to 0} 0,
\]
(6.3)
then there exists \( C > 0 \) such that for any \( \beta \) small enough and any \( n \),
\[
\tilde{e}_{\beta,n} \leq C \exp \left( -(1 - \varepsilon) \sqrt{2d \tilde{J}_\beta \, n} \right).
\]
Proof. The first part is an adaptation of the results of Sect. 2. The only difference is that we replace the measure $\mu$ by $\mu_\beta$ everywhere. We need to check that the reference length-scale $L_\beta$ goes to infinity as $\beta$ tends to 0. For this, it suffices to verify that for every $a > 0$,

$$\mu_\beta \left( [\beta^{-1} a, +\infty) \right) \xrightarrow{\beta \to 0} 0,$$

and this is a consequence of the assumption in (6.1).

The second part is obtained in the same way, but following Sects. 3 to 5. Assuming (6.2) enables to proceed through Sect. 3, and the condition in (6.3) ensures that the scales of reference $\tilde{L}_{l,\beta}$ go to infinity as $\beta$ tends to 0, uniformly over $l$ (see for instance (4.12)).

$\Box$

Corollary 6.2. If

$$V_\beta \xrightarrow{\text{law}} V_{\beta \to 0}$$

and $\mathbb{E}[V] = +\infty$, then for every $\epsilon > 0$, there exists $C > 0$ such that

$$\bar{e}_{\beta, n} \leq C \exp \left( -(1 - \epsilon)\sqrt{2d \bar{\rho} n} \right).$$

Proof. It suffices to apply Theorem 6.1, checking that the conditions displayed in (6.1), (6.2) and (6.3) are satisfied. Since we assume that $V_\beta$ converges in law, the condition in (6.1) is clear. For the same reason, (6.3) is clear if we can prove that (6.2) holds. In order to check (6.2), we may appeal to Skorokhod’s representation theorem, which provides us with random variables $\overline{V}_\beta$ which are distributed as $V_\beta$ for each fixed $\beta$, and which converge almost surely to $\overline{V}$ distributed as $V$. For convenience, we may assume that these random variables are defined with respect to the measure $\mathbb{P}$. Now, by Fatou’s lemma,

$$\liminf_{\beta \to 0} \overline{M}_\beta = \liminf_{\beta \to 0} \mathbb{E} \left[ \overline{V}_\beta \mathbb{I}_{\beta V_\beta \leq z_0} \right] \geq \mathbb{E} \left[ \liminf_{\beta \to 0} \overline{V}_\beta \mathbb{I}_{\beta V_\beta \leq z_0} \right] = \mathbb{E} [\overline{V}] = \mathbb{E} [V] = +\infty,$$

and this finishes the proof. $\Box$

There are simple relations linking $\bar{e}_{\beta, n}$ to the average of the Green function (in the probabilistic sense) $g_\beta(x, y)$ defined by

$$g_\beta(x, y) = \sum_{n=0}^{+\infty} \mathbb{E}_x \left[ \exp \left( -\sum_{k=0}^{n} \beta V_\beta(S_k) \right) \mathbb{1}_{S_n = y} \right].$$

We refer to [Ze98, (10)] for precise statements (note that since we consider only $d \geq 3$, the function $g_\beta$ is uniformly bounded). As was noted in [Ze98, Prop. 2], if we define

$$V_\beta = \beta^{-1} \log(\beta V + 1),$$

(6.5)
then the function $g_\beta$ is also the Green function of the operator $H_\beta = -\Delta + \beta V$ (in the usual sense of $H_\beta^{-1}\delta_y$), where $\Delta$ was defined in (1.11). Assuming that $\mathbb{E}[V] = +\infty$, the conditions of Corollary 6.2 are satisfied. Hence, for any $\varepsilon > 0$, there exists $C > 0$ such that

$$
\mathbb{E}[g_\beta(0, n\ell)] \leq C \exp\left(- (1 - \varepsilon) \sqrt{2d \bar{\gamma}_\beta n}\right). \tag{6.6}
$$

(In fact, a stronger statement can be derived from Corollary 6.2 by replacing the Green function by a “point-to-hyperplane” version of it.) Moreover, recall that

$$
\bar{\gamma}_\beta = \int f(\beta z) \, d\mu_\beta(z),
$$

where $\mu_\beta$ is the distribution of $V_\beta$ defined in (6.5). By a change of variables, we can rewrite the integral $\bar{\gamma}_\beta$ as

$$
\int f(\log(\beta z + 1)) \, d\mu(z),
$$

where $\mu$ is the distribution of $V$. Using the definition of $f$ in (1.9), we obtain that this integral is equal to that displayed in (1.12). The decay of the Green function as given in (6.6) is the signature of Lifshitz tails and of localized eigenfunctions for energies smaller than $\bar{\gamma}_\beta$ (see [Kl02]), and hence our conjecture.
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