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Abstract. In this paper, we show that Besov and Triebel–Lizorkin functions can be approximated by a Hölder continuous function both in the Lusin sense and in norm. The results are proven in metric measure spaces for Hajłasz–Besov and Hajłasz–Triebel–Lizorkin functions defined by a pointwise inequality. We also prove new inequalities for medians, including a Poincaré type inequality, which we use in the proof of the main result.

1. Introduction

By the classical Lusin theorem, each measurable function is continuous in a complement of a set of arbitrary small measure. For more regular functions, stronger versions of approximation results hold - the complement of the set where the function is not regular is smaller and is measured by a suitable capacity or a Hausdorff type content and the approximation can also be done in norm. This type of approximation by Hölder continuous functions for Sobolev functions was proven in [28] by Malý, who showed that each function \( u \in W^{1,p}(\mathbb{R}^n) \) coincides with a Hölder continuous function, that is close to \( u \) in Sobolev norm, outside a set of small capacity. The result was strengthened by Bojarski, Hajłasz and Strzelecki in [4], where they also discuss about the history of the problem. For approximation results for Sobolev spaces, see also [26], [29], [39], [40] and the references therein.

In the metric setting, approximation in Sobolev spaces \( M^{1,p}(X) \), \( p > 1 \), by Hölder continuous functions both in the Lusin sense, with the exceptional set measured using a Hausdorff content, and in norm, was studied by Hajłasz and Kinnunen in [12]. The proof uses pointwise estimates, fractional sharp maximal functions and Whitney type smoothing. For the case \( p = 1 \), see [20] and for fractional spaces, [23].

In this paper, we study a similar approximation problem by Hölder continuous functions in Besov and Triebel–Lizorkin spaces in a metric measure space \( X \) equipped with a doubling measure. We also assume that all spheres in \( X \) are nonempty. In the Euclidean case, Lusin type approximation in Besov and Triebel–Lizorkin spaces, and actually in more general spaces given by abstract definitions, has been done by Hedberg and Netrusov in [13], see also [37] (without a proof).
We prove the results for Hajlasz–Besov spaces $N^s_{p,q}(X)$ and Hajlasz–Triebel–Lizorkin spaces $M^s_{p,q}(X)$ which were recently introduced by Koskela, Yang and Zhou in [22] and studied for example in [9], [17] and [15]. This metric space approach is based on Hajlasz type pointwise inequalities and it gives a simple way to define these spaces on a measurable subset of $\mathbb{R}^n$ and on metric measure spaces. The definitions of spaces $N^s_{p,q}(X)$ and $M^s_{p,q}(X)$ as well as other definitions are given in Section 2.

In the Euclidean case, $N^s_{p,q}(\mathbb{R}^n) = B^s_{p,q}(\mathbb{R}^n)$ and $M^s_{p,q}(\mathbb{R}^n) = F^s_{p,q}(\mathbb{R}^n)$ for all $0 < p < \infty$, $0 < q \leq \infty$, $0 < s < 1$, where $B^s_{p,q}(\mathbb{R}^n)$ and $F^s_{p,q}(\mathbb{R}^n)$ are Besov spaces and Triebel–Lizorkin spaces defined via an $L^p$-modulus of smoothness, see [9]. Recall also that the Fourier analytic approach gives the same spaces when $p > n/(n + s)$ in the Besov case and when $p, q > n/(n + s)$ in the Triebel–Lizorkin case. Hence, for such parameters, our results hold also for the classical Besov and Triebel–Lizorkin spaces.

Our first main result tells that Besov functions can be approximated by Hölder continuous functions such that the approximating function coincides with the original function outside a set of small Hausdorff type content and the Besov norm of the difference is small.

**Theorem 1.1.** Let $0 < s < 1$. Let $0 < p, q < \infty$ and $0 < \beta < s$ or $0 < q \leq \infty$ and $\beta = s$. For each $u \in N^s_{p,q}(X)$ and $\varepsilon > 0$, there is an open set $\Omega$ and a function $v \in N^s_{p,q}(X)$ such that

1. $u = v$ in $X \setminus \Omega$,
2. $v$ is $\beta$-Hölder continuous on every bounded set of $X$,
3. $\|u - v\|_{N^s_{p,q}(X)} < \varepsilon$,
4. $H^{(s-\beta)p,q/p}_{R}(\Omega) < \varepsilon$,

where $R = 2^6$.

Here $H^{(s-\beta)p,q/p}_{R}$ is the Netrusov–Hausdorff content of codimension $(s - \beta)p$, see Definition 2.5. Since the underlying measure is smaller than a constant times the Netrusov–Hausdorff content by Lemma 3.1, the content estimate (4) is stronger than a corresponding estimate for the measure.

In the case of Triebel–Lizorkin spaces, the exceptional set is measured by a Hausdorff content.

**Theorem 1.2.** Let $0 < p < \infty$. Let $0 < s < 1$ and $0 < q < \infty$ or $0 < s \leq 1$ and $q = \infty$. Let $0 < \beta \leq s$. If $u \in M^s_{p,q}(X)$, then for any $\varepsilon > 0$, there is an open set $\Omega$ and a function $v \in M^s_{p,q}(X)$ such that

1. $u = v$ in $X \setminus \Omega$,
2. $v$ is $\beta$-Hölder continuous on every bounded set of $X$,
3. $\|u - v\|_{M^s_{p,q}(X)} < \varepsilon$,
4. $H^{(s-\beta)p}_{R}(\Omega) < \varepsilon$,

where $R = 2^6$.

In the case $q = \infty$, Hajlasz–Triebel–Lizorkin space $M^s_{p,q}(X)$ coincides with the Hajlasz space $M^{s,p}(X)$. Recall from [13] that, for $p > 1$, $M^{1,p}(\mathbb{R}^n) = W^{1,p}(\mathbb{R}^n)$,
whereas for \( n/(n+1) < p \leq 1 \), \( M^{1,p}(\mathbb{R}^n) \) coincides with the Hardy–Sobolev space \( H^{1,p}(\mathbb{R}^n) \) by \cite[Thm 1]{21}. The following corollary of Theorem 1.2 extends the Sobolev space approximation results of \cite{12}, \cite{23}, and \cite{20} to the case \( 0 < p < 1 \).

**Corollary 1.3.** Let \( 0 < s \leq 1 \), \( 0 < p < \infty \), and let \( 0 < \beta \leq s \). If \( u \in M^{s,p}(X) \), then for any \( \varepsilon > 0 \), there is an open set \( \Omega \) and a function \( v \in M^{s,p}(X) \) such that

1. \( u = v \) in \( X \setminus \Omega \),
2. \( v \) is \( \beta \)-Hölder continuous on every bounded set of \( X \),
3. \( \|u - v\|_{M^{s,p}(X)} < \varepsilon \),
4. \( \mathcal{H}^{(s-\beta)p}(\Omega) < \varepsilon \),

where \( R = 2^{6} \).

In the proofs of approximation results, we use \( \gamma \)-medians \( m_u^\gamma \) instead of integral averages. This enables us to handle also small parameters \( 0 < p, q \leq 1 \). Medians behave much like integral averages, but have an advantage that the function needs not be locally integrable. We prove several new estimates relating a function and its (fractional) \( s \)-gradient in terms of medians. One of these estimates is a version of a Poincaré inequality, which says that if \( u \) is measurable and almost everywhere finite and \( g \) is an \( s \)-gradient of \( u \), then

\[
\inf_{c \in \mathbb{R}} m_{u-c}^\gamma(B(x,r)) \leq 2^{s+1} r^s m_\beta^\gamma(B(x,r))
\]

for every ball \( B(x,r) \). We think that (1.1) as well as Theorem 3.6, which is a version of (1.1) for fractional \( s \)-gradients, are of an independent interest and not just tools in the proofs of our main results.

The use of medians instead of integral averages also simplifies the proofs of certain estimates. For example, the pointwise estimate

\[
|u(x) - u_{B(x,r)}| \leq Cr^s (\mathcal{M} g^p(x))^{1/p},
\]

where \( Q/(Q + s) < p < 1 \), requires a chaining argument and a Sobolev–Poincaré inequality, while the corresponding estimate for medians,

\[
|u(x) - m_u^\gamma(B(x,r))| \leq Cr^s (\mathcal{M} g^p(x))^{1/p},
\]

is almost trivial and holds for all \( p > 0 \). The advantage of medians over integral averages becomes even more evident when one considers estimates like (1.2) and (1.3) for fractional gradients, see Remark 3.10.

The paper is organized as follows. In Section 2, we introduce the notation and the standard assumptions used in the paper and give the definitions of Hajlasz–Besov and Hajlasz–Triebel–Lizorkin spaces, \( \gamma \)-medians and Netrusov–Hausdorff content. In Section 3, we present lemmas for contents and medians needed in the proof of the approximation result. Section 4 is devoted to the proofs of the approximation results, Theorems 1.1 and 1.2. Finally, in the Appendix, we show that spaces \( N_{p,q}^s(X) \) and \( M_{p,q}^s(X) \) are complete. This is not proved in the earlier papers where these spaces are studied.
2. Notation and preliminaries

In this paper, \( X = (X, d, \mu) \) is a metric measure space equipped with a metric \( d \) and a Borel regular, doubling outer measure \( \mu \), for which the measure of every ball is positive and finite. The doubling property means that there exists a constant \( c_D > 0 \), called the doubling constant, such that

\[
\mu(B(x, 2r)) \leq c_D \mu(B(x, r))
\]

for every ball \( B(x, r) = \{ y \in X : d(y, x) < r \} \), where \( x \in X \) and \( r > 0 \).

We assume that \( X \) has the nonempty spheres property, that is, for every \( x \in X \) and \( r > 0 \), the set \( \{ y \in X : d(x, y) = r \} \) is nonempty. This property is needed to prove Poincaré type inequality (3.6), and it also enables us to simplify certain pointwise estimates, see Lemma 3.9 and Remark 3.10.

Note that the nonempty spheres property implies that all annuli have positive measure: Let \( x \in X \), \( r > 0 \), \( 0 < \varepsilon < r \) and let \( A = B(x, r) \setminus B(x, r - \varepsilon) \). By the assumption, there is \( y \) such that \( d(x, y) = r - \varepsilon/2 \). Now \( B_y = B(y, \varepsilon/2) \subset A \) and hence \( \mu(A) \geq \mu(B_y) > 0 \).

By \( \chi_E \), we denote the characteristic function of a set \( E \subset X \) and by \( \mathbb{R} \), the extended real numbers \([ -\infty, \infty] \). \( L^0(X) \) is the set all measurable, almost everywhere finite functions \( u : X \rightarrow \mathbb{R} \). In general, \( C \) is positive constant whose value is not necessarily the same at each occurrence.

The integral average of a locally integrable function \( u \) over a set \( A \) of finite and positive measure is denoted by

\[
u_A = \int_A u \, d\mu = \frac{1}{\mu(A)} \int_A u \, d\mu.
\]

The Hardy-Littlewood maximal function of \( u \) is \( \mathcal{M} u : X \rightarrow \mathbb{R} \),

\[
\mathcal{M} u(x) = \sup_{r>0} \frac{1}{\mu(B(x, r))} \int_{B(x, r)} |u| \, d\mu.
\]

Our important tools are median values, which have been studied and used in different problems of analysis for example in [7], [9], [15], [18], [19], [24], [25], [33], [38] and [45]. In the theory of Besov and Triebel–Lizorkin spaces, they are extremely useful when \( 0 < p \leq 1 \) or \( 0 < q \leq 1 \).

**Definition 2.1.** Let \( 0 < \gamma \leq 1/2 \). The \( \gamma \)-median of a measurable function \( u \) over a set \( A \) of finite and positive measure is

\[
m^\gamma_u(A) = \inf \left\{ a \in \mathbb{R} : \mu(\{x \in A : u(x) > a\}) < \gamma \mu(A) \right\},
\]

and the \( \gamma \)-median maximal function of \( u \) is \( M^\gamma u : X \rightarrow \mathbb{R} \),

\[
M^\gamma u(x) = \sup_{r>0} m^\gamma_{u|B(x,r)}(B(x, r)).
\]

If \( u \in L^0(A) \), then clearly \( m^1_u(A) \) is finite. Note that the parameter \( \gamma = 1/2 \) gives the standard median value of \( u \) on \( A \). It is denoted shortly by \( m_u(A) \).
2.1. Hajlasz–Besov and Hajlasz–Triebel–Lizorkin spaces. There are several definitions for Besov and Triebel–Lizorkin spaces in metric measure spaces. We use the definitions given by pointwise inequalities in [22]. The motivation for these definitions comes from the Hajlasz–Sobolev spaces $M^{s,p}(X)$, defined for $s = 1$ in [11] and for fractional scales in [43]. We recall this definition below. For the other definitions for Besov and Triebel–Lizorkin spaces in the metric setting, see [8], [9], [11], [22], [30], [36], [44] and the references therein.

**Definition 2.2.** Let $s > 0$ and let $0 < p < \infty$. A nonnegative measurable function $g$ is an $s$-gradient of a measurable function $u$, if

$$|u(x) - u(y)| \leq d(x,y)^s (g(x) + g(y))$$

(2.2)

for all $x, y \in X \setminus E$, where $E$ is a set with $\mu(E) = 0$. The Hajlasz space $M^{s,p}(X)$ consists of measurable functions $u \in L^p(X)$ having an $s$-gradient in $L^p(X)$ and it is equipped with a norm (a quasinorm when $0 < p < 1$)

$$\|u\|_{M^{s,p}(X)} = \|u\|_{L^p(X)} + \inf \|g\|_{L^p(X)},$$

where the infimum is taken over all $s$-gradients of $u$.

**Definition 2.3.** Let $0 < s < \infty$. A sequence of nonnegative measurable functions $(g_k)_{k \in \mathbb{Z}}$ is a fractional $s$-gradient of a measurable function $u : X \to \mathbb{R}$, if there exists a set $E \subset X$ with $\mu(E) = 0$ such that

$$|u(x) - u(y)| \leq d(x,y)^s (g_k(x) + g_k(y))$$

for all $k \in \mathbb{Z}$ and all $x, y \in X \setminus E$ satisfying $2^{-k-1} \leq d(x,y) < 2^{-k}$. The collection of fractional $s$-gradients of $u$ is denoted by $\mathbb{D}^s(u)$.

For $0 < p, q \leq \infty$ and a sequence $(f_k)_{k \in \mathbb{Z}}$ of measurable functions, define

$$\|(f_k)_{k \in \mathbb{Z}}\|_{L^p(L^q(\mathbb{R}))} = \left(\|(f_k)_{k \in \mathbb{Z}}\|_{L^q(\mathbb{R})}\right)_{k \in \mathbb{Z}}$$

and

$$\|(f_k)_{k \in \mathbb{Z}}\|_{L^p(L^q(\mathbb{R}))} = \left(\|(f_k)_{k \in \mathbb{Z}}\|_{L^q(\mathbb{R})}\right)_{k \in \mathbb{Z}},$$

where

$$\|(f_k)_{k \in \mathbb{Z}}\|_{L^q(\mathbb{R})} = \left\{ \begin{array}{ll}
\left( \sum_{k \in \mathbb{Z}} |f_k|^q \right)^{1/q}, & \text{when } 0 < q < \infty, \\
\sup_{k \in \mathbb{Z}} |f_k|, & \text{when } q = \infty.
\end{array} \right.$$

**Definition 2.4.** Let $0 < s < \infty$ and $0 < p, q \leq \infty$. The homogeneous Hajlasz–Besov space $\dot{N}_{p,q}^s(X)$ consists of measurable functions $u : X \to \mathbb{R}$, for which the (semi)norm

$$\|u\|_{\dot{N}_{p,q}^s(X)} = \inf_{(g_k)_{k \in \mathbb{Z}}} \|(g_k)_{k \in \mathbb{Z}}\|_{L^p(L^q(\mathbb{R}))}$$

is finite, and the (inhomogeneous) Hajlasz–Besov space $N_{p,q}^s(X)$ is $\dot{N}_{p,q}^s(X) \cap L^p(X)$ equipped with the norm

$$\|u\|_{N_{p,q}^s(X)} = \|u\|_{L^p(X)} + \|u\|_{\dot{N}_{p,q}^s(X)}.$$
Similarly, the homogeneous Hajlasz–Triebel–Lizorkin space $M^s_{p,q}(X)$ consists of measurable functions $u: X \to \mathbb{R}$, for which
\[
\|u\|_{M^s_{p,q}(X)} = \inf_{(g_k) \in \mathcal{D}(u)} \|(g_k)\|_{L^p(X; \Lambda)}
\]
is finite and the Hajlasz–Triebel–Lizorkin space $M^s_{p,q}(X)$ is $\dot{M}^s_{p,q}(X) \cap L^p(X)$ equipped with the norm
\[
\|u\|_{M^s_{p,q}(X)} = \|u\|_{L^p(X)} + \|u\|_{M^s_{p,q}(X)}.
\]

When $0 < p < 1$, the (semi)norms defined above are actually quasi-(semi)norms, but for simplicity we call them, as well as other quasi-seminorms in this paper, just norms.

Note that, by the Aoki–Rolewicz Theorem, \cite{3, 34}, for each quasinorm $\| \cdot \|$, there is a comparable quasinorm $\| \cdot \|_r$ and $0 < r < 1$ such that $\|u + v\|_r^r \leq \|u\|_r^r + \|v\|_r^r$ for each $u$ and $v$ in the quasinormed space. Hence, if $0 < p < 1$ or $0 < q < 1$, the triangle inequality for the quasinorm does not hold but there are constants $0 < r < 1$ and $c > 0$ such that
\[
(2.3) \quad \sum_{i=1}^{\infty} u_i^{r} \leq c \sum_{i=1}^{\infty} \|u_i\|_{N^{s}_{p,q}(X)}
\]
whenever $u_i \in N^{s}_{p,q}(X)$. A corresponding result holds for Triebel–Lizorkin functions.

2.2. On different definitions of Besov and Triebel–Lizorkin spaces. The space $M^s_{p,q}(\mathbb{R}^n)$ coincides with Triebel–Lizorkin space $F^s_{p,q}(\mathbb{R}^n)$, defined via the Fourier analytic approach, when $s \in (0, 1)$, $p \in (n/(n+s), \infty)$ and $q \in (n/(n+s), \infty)$, and $M^1_{p,\infty}(\mathbb{R}^n) = M^{1,p}(\mathbb{R}^n) = F^{1,a}_{p,2}(\mathbb{R}^n)$, when $p \in (n/(n+1), \infty)$. Similarly, $N^{s}_{p,q}(\mathbb{R}^n)$ coincides with Besov space $B^s_{p,q}(\mathbb{R}^n)$ for $s \in (0, 1)$, $p \in (n/(n+s), \infty)$ and $q \in (0, \infty]$, see \cite{22} Thm 1.2 and Remark 3.3. For the definitions of $F^s_{p,q}(\mathbb{R}^n)$ and $B^s_{p,q}(\mathbb{R}^n)$, we refer to \cite{11, 12, 22} Section 3. In the metric setting, $M^{s,p}(X)$ coincides with the Hajlasz–Triebel–Lizorkin space $M^s_{p,\infty}(X)$, see \cite{22} Prop. 2.1 for a simple proof.

2.3. Netrusov–Hausdorff content. While studying the relation of Besov capacities and Hausdorff contents (sometimes called a classification problem), and Luzin type results for Besov functions, Netrusov used a modified version of the classical Hausdorff content in \cite{31, 32}. This content is used also for example in \cite{1} and \cite{14}. We use a slightly modified version where, instead of summing the powers of radii of the balls of the covering, we sum the measures of the balls divided by a power of the radii. This type of modification is natural in doubling metric spaces since the dimension of the space is not necessarily constant, not even locally.

**Definition 2.5.** Let $0 \leq d < \infty$, $0 < \theta < \infty$ and $0 < R < \infty$. The Netrusov–Hausdorff content of codimension $d$ of a set $E \subset X$ is
\[
\mathcal{H}^{d,\theta}_{R} = \inf \left[ \sum_{i: 2^{-i} \leq R} \left( \sum_{j \in E_i} \frac{\mu(B(x_j, r_j))}{r_j^d} \right)^\theta \right]^{1/\theta},
\]
where the infimum is taken over all coverings \( \{B(x_j, r_j)\} \) of \( E \) with \( 0 < r_j \leq R \) and \( I_i = \{ j : 2^{-i} \leq r_j < 2^{-i+1}\} \).

When \( R = \infty \), the infimum is taken over all coverings of \( E \) and the first sum is over \( i \in \mathbb{Z} \).

Note that if measure \( \mu \) is \( Q \)-regular, which means that the measure of each ball \( B(x, r) \) is comparable with \( r^Q \), then \( \mathcal{H}_{d,\theta} R \) is comparable with the \((Q-d)\)-dimensional Netrusov–Hausdorff content defined using the powers of radii.

A similar modification of the Hausdorff content, the Hausdorff content of codimension \( d \), \( 0 < d < \infty \),

\[
\mathcal{H}_R^d(E) = \inf \left\{ \sum_{i=1}^{\infty} \frac{\mu(B(x_i, r_i))}{r_i^d} \right\},
\]

where \( 0 < R < \infty \), and the infimum is taken over all coverings \( \{B(x_i, r_i)\} \) of \( E \) satisfying \( r_i \leq R \) for all \( i \), has been used for example in the theory of BV-functions in metric spaces starting from [2]. When \( R = \infty \), the infimum is taken over all coverings \( \{B(x_i, r_i)\} \) of \( E \), and the corresponding Hausdorff measure of codimension \( d \) is

\[
\mathcal{H}_R^d(E) = \lim_{R \to 0} \mathcal{H}_R^d(E).
\]

Note that \( \mathcal{H}_R^{d,1}(E) = \mathcal{H}_R^d(E) \) and by (3.1), \( \mathcal{H}_R^{d,\theta}(E) \leq \mathcal{H}_R^d(E) \) if \( \theta > 1 \) and \( \mathcal{H}_R^{d,\theta}(E) \geq \mathcal{H}_R^d(E) \) if \( \theta < 1 \).

### 3. Lemmas

This section contains lemmas needed in the proof of the main result and new Poincaré type inequalities for \( \gamma \)-medians.

We start with an elementary inequality. If \( a_i \geq 0 \) for all \( i \in \mathbb{Z} \) and \( 0 < r \leq 1 \), then

\[
\left( \sum_{i \in \mathbb{Z}} a_i \right)^r \leq \sum_{i \in \mathbb{Z}} a_i^r.
\]

The following two lemmas say that sets with small Netrusov–Hausdorff content have also small measure and that the content satisfies an Aoki–Rolewicz type estimate for unions even though it is not necessarily subadditive.

**Lemma 3.1.** Let \( 0 < d, \theta, R < \infty \). There is a constant \( C > 0 \) such that

\[
\mu(E) \leq C\mathcal{H}_R^{d,\theta}(E)
\]

for each measurable \( E \subset X \). The claim holds also if \( d = 0 \), \( 0 < \theta \leq 1 \) and \( 0 < R \leq \infty \).

**Proof.** We prove only the case \( 0 < d, \theta, R < \infty \), the proof for the other case is similar. Let \( \{B_j\} \) be a covering of \( E \) by balls of radii \( 0 < r_j \leq R \). Then

\[
\mu(E) \leq \sum_{j=1}^{\infty} \mu(B_j) \leq \sum_{i:2^{-i} \leq R} 2^{(-i+1)d} \sum_{j \in I_i} \frac{\mu(B_j)}{r_j^d}.
\]
Hence
\[
\mu(E) \leq CR^d \left( \sum_{i:2^{-i} \leq R} \left( \sum_{j \in I_i} \frac{\mu(B_j)}{r_j^d} \right)^\theta \right)^{1/\theta}
\]
by (3.1) when \( 0 < \theta \leq 1 \), and by the Hölder inequality for series when \( \theta \geq 1 \). The claim follows by taking infimum over coverings of \( E \).

\[ \square \]

**Lemma 3.2.** Let \( 0 \leq d < \infty \), \( 0 < \theta < \infty \) and \( 0 < R \leq \infty \). Then, for all sets \( E_k \), \( k \in \mathbb{N} \) and for \( r = \min\{1, \theta\} \),
\[
\mathcal{H}^{d,\theta}_R \left( \bigcup_{k \in \mathbb{N}} E_k \right)^r \leq \sum_{k \in \mathbb{N}} \mathcal{H}^{d,\theta}_R (E_k)^r.
\]

**Proof.** Let \( E = \bigcup_{k=1}^\infty E_k \). Let \( \varepsilon > 0 \). For every \( k \), let \( B_{kj} \), \( j \in \mathbb{N} \), be balls with radii \( 0 < r_{kj} \leq R \) such that \( E_k \subset \bigcup_{j=1}^\infty B_{kj} \) and
\[
\left( \sum_{i:2^{-i} \leq R} \left( \sum_{j \in I_i^k} \frac{\mu(B_{kj})}{r_{kj}^d} \right)^\theta \right)^{1/\theta} < \mathcal{H}^{d,\theta}_R (E_k)^r + 2^{-k} \varepsilon,
\]
where \( I_i^k = \{ j : 2^{-i} \leq r_{kj} < 2^{-i+1} \} \). Then \( \{ B_{kj} : j, k \in \mathbb{N} \} \) is a covering of \( E \) and so
\[
\mathcal{H}^{d,\theta}_R (E)^r \leq \left( \sum_{i:2^{-i} \leq R} \left( \sum_{k \in \mathbb{N}} \sum_{j \in I_i^k} \frac{\mu(B_{kj})}{r_{kj}^d} \right)^\theta \right)^{r/\theta}
\leq \sum_{k \in \mathbb{N}} \left( \sum_{i:2^{-i} \leq R} \left( \sum_{j \in I_i^k} \frac{\mu(B_{kj})}{r_{kj}^d} \right)^\theta \right)^{r/\theta}
\leq \sum_{k \in \mathbb{N}} \mathcal{H}^{d,\theta}_R (E_k)^r + \varepsilon,
\]
where the second estimate comes from the fact that
\[
\| \sum_{k \in \mathbb{N}} (a^k_{i})_{i \in \mathbb{Z}} \|_{\ell^\theta} \leq \sum_{k \in \mathbb{N}} \| (a^k_{i})_{i \in \mathbb{Z}} \|_{\ell^\theta}
\]
for all \( (a^k_{i})_{i \in \mathbb{Z}} \in \ell^\theta \), \( k \in \mathbb{N} \). The claim follows by letting \( \varepsilon \to 0 \). \( \square \)

The following lemma is easy to prove using the Hölder inequality for series when \( b \geq 1 \) and (3.1) when \( 0 < b < 1 \). We need it while estimating the norms of fractional gradients.

**Lemma 3.3** ([15], Lemma 3.1). Let \( 1 < a < \infty \), \( 0 < b < \infty \) and \( c_k \geq 0 \), \( k \in \mathbb{Z} \). There is a constant \( C = C(a, b) \) such that
\[
\sum_{k \in \mathbb{Z}} \left( \sum_{j \in \mathbb{Z}} a^{-|j-k|} c_j \right)^b \leq C \sum_{j \in \mathbb{Z}} c_j^b.
\]

**Lemma 3.4.** Let \( 0 < p, q < \infty \) and \( (g_k) \in \ell^q(L^p(\mu)) \) or let \( 0 < p < \infty \), \( 0 < q \leq \infty \) and \( (h_k) \in L^p(\ell^q(\mu)) \). Then \( \| (g_k) \|_{\ell^q(L^p(\mu))} \) and \( \| (h_k) \|_{L^p(\ell^q(\mu))} \) are absolutely continuous with respect to measure \( \mu \).
Proof. Let $\varepsilon > 0$. Let $K \in \mathbb{N}$ be such that $(\sum_{|k| > K} \|g_k\|_{L^p(X)})^{1/q} < \varepsilon$. By the absolute continuity of the $L^p$-norm, there exists $\delta > 0$ such that $(\sum_{|k| \leq K} \|g_k\|_{L^p(A)})^{1/q} < \varepsilon$, whenever $\mu(A) < \delta$. Hence, for such sets $A$

$$
\|(g_k)\|_{\nu(L^p(A))} = \left( \sum_{k = -\infty}^{\infty} \|g_k\|_{L^p(A)}^q \right)^{1/q} < C\varepsilon,
$$
from which the claim for $\|(g_k)\|_{\nu(L^p(A))}$ follows. For $\|(h_k)\|_{\nu(L^p(A))}$, the claim follows by the absolute continuity of the $L^p$-norm. □

The next lemma contains basic properties of $\gamma$-medians. We leave the quite straightforward proof for the reader, who can also look at [33].

Lemma 3.5. Let $A \subset X$ be a set with $\mu(A) < \infty$. Let $u, v \in L^0(A)$ and let $0 < \gamma \leq 1/2$. The $\gamma$-median has the following properties:

1. If $A \subset B$ and there is $c > 0$ such that $\mu(B) \leq c\mu(A)$, then $m_\gamma^u(A) \leq m_\gamma^u(B)$.

2. If $u \leq v$ almost everywhere in $A$, then $m_\gamma^u(A) \leq m_\gamma^v(A)$.

3. If $0 < \gamma_1 \leq \gamma_2 \leq 1/2$, then $m_\gamma^u(A) \leq m_{\gamma_2}^u(A)$.

4. $m_\gamma^u(A) + c = m_\gamma^{u+c}(A)$ for each $c \in \mathbb{R}$.

5. $|m_\gamma^u(A)| \leq m_\gamma^{|u|}(A)$.

6. $m_{\gamma_2}^{u,v}(A) \leq m_u^{\gamma/2}(A) + m_v^{\gamma/2}(A)$.

7. If $p > 0$ and $u \in L^p(A)$, then

$$
m_\gamma^u(A) \leq \left( \gamma^{-1} \int_A |u|^p \, d\mu \right)^{1/p}.
$$

8. $\lim_{r \to 0} m_\gamma^u(B(x,r)) = u(x)$ for almost every $x \in X$.

Property (8) above says that medians of small balls behave like integral averages of locally integrable functions on Lebesgue points. Recently, in [16], it was shown that for Hajlasz–Besov and Hajlasz–Triebel–Lizorkin functions, the limit in (8) exists outside a set of capacity zero. Note also that if $u \in L^p(A)$, $p > 0$, then by properties (7) and (8),

$$
(3.3) \quad u(x) \leq M_\gamma u(x) \leq \left( \gamma^{-1} \mathcal{M} u^p(x) \right)^{1/p}
$$

for almost all $x \in X$. It follows from (3.3) and from the Hardy–Littlewood maximal theorem that, for every $p > 0$, there exists a constant $C > 0$ such that

$$
(3.4) \quad \|M_\gamma u\|_{L^p(X)} \leq C\|u\|_{L^p(X)}
$$

for every $u \in L^p(X)$. More generally, (3.3) together with the Fefferman–Stein vector valued maximal theorem, proved in [3], [10], [35], implies that, for every $0 < p < \infty$ and $0 < q \leq \infty$, there exists a constant $C > 0$ such that

$$
(3.5) \quad \|(M_\gamma u_k)\|_{L^p(X;\ell^q)} \leq C\|(u_k)\|_{L^p(X;\ell^q)}
$$

for every $(u_k) \in L^p(X;\ell^q)$. 
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3.1. Poincaré type inequalities for medians. The definition of the fractional $s$-gradient implies the validity of Poincaré type inequalities, which can be formulated using integral averages or in terms of medians. The versions for medians are extremely useful for functions that are not necessarily locally integrable. For integral versions, see [22, Lemma 2.1] and [9, Lemma 2.1].

**Theorem 3.6.** Let $0 < \gamma \leq 1/2$ and $0 < s < \infty$. Let $u \in L^0(X)$ and $(g_k) \in \mathbb{D}^s(u)$. There exists a constant $C > 0$, depending only on $s$ and $c_D$, such that inequality

$$
\inf_{c \in \mathbb{R}} m_{[u-c]}^\gamma(B(x, 2^{-i})) \leq C 2^{-is} \sum_{k=i-3}^i m_{g_k}^{\gamma/C}(B(x, 2^{-i+2}))
$$

holds for all $x \in X$, $i \in \mathbb{Z}$.

**Proof.** Let $x \in X$ and $i \in \mathbb{Z}$. Let $y \in B(x, 2^{-i})$ and let $A = B(x, 2^{-i+2}) \setminus B(x, 2^{-i+1})$. Let $z \in A$. Then $2^{-i} \leq d(z, y) < 2^{-i+3}$ and hence

$$
|u(z) - u(y)| \leq 2^{-(i+3)s}(g(z) + g(y)),
$$

where

$$
g = \max_{i-3 \leq k \leq i} g_k.
$$

By the nonempty spheres property, there is a point $a$ such that $d(a, x) = 3 \cdot 2^{-i}$. Then $B(a, 2^{-i}) \subset A$ and the doubling property implies that $\mu(A) \geq C \mu(B(x, 2^{-i+2}))$.

Using Lemma 3.5, we have, for $c = m_u^\gamma(A)$,

$$
|u(y) - c| \leq m_{[u-u(y)]}^\gamma(A) \leq C 2^{-is} (m_y^\gamma(A) + g(y)) \leq C 2^{-is} (m_y^{\gamma/C}(B(x, 2^{-i+2})) + g(y)),
$$

and hence

$$
m_{[u-c]}^\gamma(B(x, 2^{-i})) \leq C 2^{-is} (m_y^{\gamma/C}(B(x, 2^{-i+2})) + m_y^\gamma(B(x, 2^{-i}))) \leq C 2^{-is} m_y^{\gamma/C}(B(x, 2^{-i+2})) \leq C 2^{-is} \sum_{k=i-3}^i m_{g_k}^{\gamma/C}(B(x, 2^{-i+2})),
$$

from which the claim follows.

**Remark 3.7.** Inequalities (1.1) and (1.3) mentioned in the introduction follow by similar, but even easier, arguments.

**Remark 3.8.** Recall that for a locally integrable function and a measurable set $A$ with $0 < \mu(A) < \infty$, integral average $\frac{1}{\mu(A)} \int_A |u - u_A| \, d\mu$ is comparable with $\inf_{c \in \mathbb{R}} \int_A |u - c| \, d\mu$. Using Lemma 3.5, it is easy to see that

$$
\inf_{c \in \mathbb{R}} m_{[u-c]}^\gamma(A) \leq m_{[u-m_u(A)]}^\gamma(A) \leq 2 \inf_{c \in \mathbb{R}} m_{[u-c]}^\gamma(A)
$$

for each measurable function $u$ and measurable set $A$ with finite measure.
Lemma 3.9. Let $0 < \gamma \leq 1/2$ and $0 < s < \infty$. Let $u \in L^0(X)$ and $(g_k) \in \mathbb{D}^s(u)$. Then

\[ |m_u^\gamma(B_1) - m_u^\gamma(B_2)| \leq 2 \inf_{c \in \mathbb{R}} m_{u-c}^{\gamma/c_1}(B_2) \]

whenever $B_1$ and $B_2$ are balls such that $B_1 \subset B_2$ and $\mu(B_2) \leq c_1 \mu(B_1)$,

\[ |u(x) - m_u^\gamma(B(y, 2^{-i}))| \leq C 2^{-is} \sum_{k=i-4}^{i-1} M_{\gamma/C} g_k(x) \]

for all $y \in X$, $i \in \mathbb{Z}$ and for almost all $x \in B(y, 2^{-i+1})$, and

\[ |u(x) - u(y)| \leq C d(x, y)^s \sum_{k=i-4}^{i} \left( M_{\gamma/C} g_k(x) + M_{\gamma/C} g_k(y) \right) \]

for almost all $x, y \in X$.

Proof: (1): Let $B_1$ and $B_2$ be as in the claim and let $c \in \mathbb{R}$. Using Lemma 3.5, we have

\[ |m_u^\gamma(B_1) - c| \leq m_{u-c}^{\gamma/|u-c|}(B_1) \leq m_u^{\gamma/(|u-c|)}(B_2) \quad \text{and} \quad |m_u^\gamma(B_2) - c| \leq m_{u-c}^{\gamma/|u-c|}(B_2), \]

from which the claim follows using Lemma 3.5 and inequality

\[ |m_u^\gamma(B_1) - m_u^\gamma(B_2)| \leq |m_u^\gamma(B_1) - c| + |m_u^\gamma(B_2) - c|. \]

(2): Let $x \in B(y, 2^{-i+1})$ and let $A = B(y, 2^{-i+3}) \setminus B(y, 2^{-i+2})$. Now

\[ |u(x) - m_u^\gamma(B(y, 2^{-i}))| \leq |u(x) - m_u^\gamma(A)| + |m_u^\gamma(A) - m_u^\gamma(B(y, 2^{-i}))|, \]

and, by a similar argument as in the proof of Theorem 3.6,

\[ |u(x) - m_u^\gamma(A)| \leq C 2^{-is} \left( m_y^{\gamma/C}(B(y, 2^{-i+3})) + g(x) \right), \]

where $g = \max_{i-4 \leq k \leq i-2} g_k$. Hence, by the fact that $B(y, 2^{-i+3}) \subset B(x, 2^{-i+4})$, Lemma 1.5 and (3.3), we have

\[ |u(x) - m_u^\gamma(A)| \leq C 2^{-is} \sum_{k=i-4}^{i-2} M_{\gamma/C} g_k(x). \]

The claim follows since, by Lemma 3.5, a similar argument as in the proof of Theorem 3.6 and (3.3),

\[ |m_u^\gamma(A) - m_u^\gamma(B(y, 2^{-i}))| \leq m_{|u-m_u^\gamma(A)|}(B(y, 2^{-i})) \]

\[ \leq C 2^{-is} \sum_{k=i-4}^{i-2} m_{y/k}^{\gamma/C}(B(y, 2^{-i+3})) \]

\[ \leq C 2^{-is} \sum_{k=i-4}^{i-2} M_{\gamma/C} g_k(x). \]
Lemma 3.12. Let $u(x) - u(y) \leq |u(x) - m_u^r(B(x, 2^{-i}))| + |m_u^r(B(x, 2^{-i})) - m_u^r(B(y, 2^{-i}))|$

$$+ |u(y) - m_u^r(B(y, 2^{-i}))|,$$

and the claim follows using (1) and (2), Theorem 3.6 and (3.3). □

Remark 3.10. Lemma 3.9 (2) and Lemma 3.5 imply that, for every $t > 0$, there exists a constant $C > 0$ such that

$$|u(x) - m_u^r(B(y, 2^{-i}))| \leq C 2^{-is} \sum_{k=i-4}^{i-1} (M g_k^l(x))^{1/t}$$

for all $y \in X$, $i \in Z$ and for almost all $x \in B(y, 2^{-i+1})$. For integral averages, only a weaker estimate

$$|u(x) - u_{B(y, 2^{-i})}| \leq C 2^{-is} \sum_{k=i-4}^{i-1} 2^{(i-k)s'} (M g_k^l(x))^{1/t},$$

where $t > Q/(Q + s)$ and $0 < s' < s$, is known to hold. The estimate (3.8) can be proven using a chaining argument and a Sobolev–Poincaré type inequality from [4], see [16] Lemma 4.2. Somewhat surprisingly, with medians, a better estimate (3.7) follows by a completely elementary argument.

The pointwise estimates of Lemma 3.12 in terms of the fractional sharp median maximal function are needed in the proof of the Hölder continuity of the approximating function in Theorem 3.11.

Definition 3.11. Let $0 < \gamma \leq 1/2$, $\beta > 0$, $R > 0$. Let $u \in L^0(X)$. The (restricted, uncentered) fractional sharp $\gamma$-median maximal function of $u$ is $\tilde{u}_{\beta,R}^\gamma : X \to [0, \infty]$, $\tilde{u}_{\beta,R}^\gamma(x) = \sup_{0 < r \leq R, x \in B(y,r)} r^{-\beta} \inf_{c \in \mathbb{R}} m_{[u-c]}^\gamma(B(y,r)),$

and the (restricted) fractional sharp $\gamma$-median maximal function is $u_{\beta,R}^\gamma : X \to [0, \infty]$, $u_{\beta,R}^\gamma(x) = \sup_{0 < r \leq R} r^{-\beta} \inf_{c \in \mathbb{R}} m_{[u-c]}^\gamma(B(x,r)).$

The unrestricted versions $u_{\beta,\infty}^\gamma, \tilde{u}_{\beta,\infty}^\gamma$ are denoted shortly by $u_{\beta}^\gamma$ and $\tilde{u}_{\beta}^\gamma$.

It follows easily from the definitions and Lemma 3.5 that

$$u_{\beta,R}^\gamma(x) \leq \tilde{u}_{\beta,R}^\gamma(x) \leq 2^{\beta} u^\gamma_{\beta,2R}(x).$$

Lemma 3.12. Let $0 < \gamma \leq 1/2$ and $\beta > 0$. Let $u \in L^0(X)$.

1. If $B_1$ and $B_2 = B(x, r)$ are balls such that $B_1 \subset B_2$ and $\mu(B_2) \leq c_1 \mu(B_1)$, then

$$|m_u^\gamma(B_1) - m_u^\gamma(B_2)| \leq Cr^{\beta} u_{\beta,r}^\gamma(x).$$

2. If $y \in X$ and $r > 0$, then

$$|u(x) - m_u^\gamma(B(y,r))| \leq Cr^{\beta} u_{\beta,Cr}^\gamma(x)$$

for almost all $x \in B(y, 2r)$. 
(3) Inequality

$$|u(x) - u(y)| \leq Cd(x,y)^\beta \left( u_{\beta,3d(x,y)}^\gamma(x) + u_{\beta,3d(x,y)}^\gamma(y) \right)$$

holds for almost all \( x, y \in X \).

**Proof.** Inequality (11) follows from Lemma 3.9 (11).

To prove (2), let \( x \) be such that Lemma 3.5 (8) holds and let \( c \in \mathbb{R} \). Then

$$|u(x) - m_u^\gamma(B(y,r))| \leq |u(x) - m_u^\gamma(B(x,r))| + |m_u^\gamma(B(x,r)) - m_u^\gamma(B(y,r))|,$$

where, by a telescoping argument and Lemma 3.9 (1),

$$|u(x) - m_u^\gamma(B(x,r))| \leq \sum_{j=0}^{\infty} |m_u^\gamma(B(x,2^{-j-1}r)) - m_u^\gamma(B(x,2^{-j}r))|$$

(3.10)

$$\leq 2 \sum_{j=0}^{\infty} m_u^{\gamma/c_p}(B(x,2^{-j}r))$$

$$\leq Cr^\beta u_{\beta,3r}^{\gamma/C} (x).$$

Since \( B(y,r) \subset B(x,3r) \) with comparable measures, Lemma 3.9 (11) shows that

$$|m_u^\gamma(B(x,r)) - m_u^\gamma(B(y,r))| \leq 4m_u^{\gamma/c_p}(B(x,3r)) \leq Cr^\beta u_{\beta,3r}^{\gamma/C} (x),$$

and the claim follows.

For (3), let \( x, y \in X \) be such that Lemma 3.5 (8) holds. Then

$$|u(x) - u(y)| \leq |u(x) - m_u^\gamma(B(x,d(x,y)))| + |m_u^\gamma(B(x,d(x,y))) - u(y)|,$$

and the claim follows using (2). \( \square \)

The following Leibniz rule for a function having a fractional \( s \)-gradient and a bounded, compactly supported Lipschitz function has been proved in [15, Lemma 3.10]. To prove the norm estimates of lemma below, \( s \)-gradient \( (g_k^s)_{k \in \mathbb{Z}} \),

$$g_k^s = \begin{cases} h_k, & \text{if } k < k_L, \\ p_k, & \text{if } k \geq k_L, \end{cases}$$

where \( k_L \) is an integer such that \( 2^{k_L-1} < L \leq 2^{k_L} \), is used for \( u \varphi \).

**Lemma 3.13.** Let \( 0 < s < 1, 0 < p < \infty, 0 < q \leq \infty, L > 0 \), and let \( S \subset X \) be a measurable set. Let \( u: X \to \mathbb{R} \) be a measurable function with \( (g_k^s) \in \mathcal{D}(u) \) and let \( \varphi \) be a bounded \( L \)-Lipschitz function supported in \( S \). Then sequences \( (h_k^s)_{k \in \mathbb{Z}} \) and \( (p_k)_{k \in \mathbb{Z}} \), where

$$p_k = (g_k \varphi)_{\infty} + 2^{k(s-1)}L|u|_{\chi_{\supp \varphi}} \quad \text{and} \quad h_k = (g_k + 2^{k+2}|u|)_{\infty} \chi_{\supp \varphi}$$

are fractional \( s \)-gradients of \( u \varphi \). Moreover, if \( u \in N^{s}_{p,q}(S) \), then \( u \varphi \in N^{s}_{p,q}(X) \) and \( \|u \varphi\|_{N^{s}_{p,q}(X)} \leq C \|u\|_{N^{s}_{p,q}(S)}. \) A similar result holds for functions in \( M^{s}_{p,q}(S) \).
4. Proof of Theorems 1.1 and 1.2 - Hölder approximation

In the proof, we use the representative \( \tilde{u} \),

\[
\tilde{u}(x) = \limsup_{r \to 0} m_u(B(x, r))
\]

for \( u \) and denote it by \( u \). By Lemma 3.5, the limit of \( \tilde{u} \) exists and equals \( u(x) \), except on a set of zero measure. Since, by Lemma 3.14, inequality

\[
|u(x) - u(y)| \leq C d(x, y)\beta \left( u_{\gamma/C, \#}^{\gamma/C, \#}(x) + u_{\beta, 3d(x,y)}(y) \right)
\]

holds for every \( x, y \in X \) and for all \( 0 < \beta \leq 1 \), \( u \) is \( \beta \)-Hölder continuous if \( \|u_{\beta}^{\gamma/C, \#}\|_{\infty} < \infty \).

We will first assume that \( u \) vanishes outside a ball. The general case follows using a localisation argument. We will correct the function in “the bad set”, where the fractional sharp median maximal function is large, using a discrete convolution. This kind of smoothing technique is used to prove corresponding approximation results for Sobolev functions on metric measure spaces in [12, Theorem 5.3] and [20, Theorem 5]. Since we use medians instead of integral averages in the discrete convolution, the proof works also for \( 0 < p, q \leq 1 \).

For the bad set, we will use a Whitney type covering from [5, Theorem III.1.3], [27, Lemma 2.9]. For each open set \( U \subset X \), there are balls \( B_i = B(x_i, r_i) \), \( i \in \mathbb{N} \), where \( r_i = \text{dist}(x_i, X \setminus U)/10 \), such that

1. the balls \( 1/5B_i \) are disjoint,
2. \( U = \bigcup_{i \in \mathbb{N}} B_i \),
3. \( 5B_i \subset U \) for each \( i \),
4. if \( x \in 5B_i \), then \( 5r_i \leq \text{dist}(x, X \setminus U) \leq 15r_i \),
5. for each \( i \), there is \( x_i^* \in X \setminus U \) such that \( d(x_i, x_i^*) < 15r_i \), and
6. \( \sum_{i=1}^{\infty} \chi_{5B_i} \leq C \chi_U \).

Corresponding to a Whitney covering, there is a sequence \( (\varphi_i)_{i \in \mathbb{N}} \) of \( K/\gamma \)-Lipschitz functions, called a partition of unity, such that \( \text{supp} \varphi_i \subset 2B_i \), \( 0 \leq \varphi_i \leq 1 \), and \( \sum_{i=1}^{\infty} \varphi_i = \chi_U \), see for example [27, Lemma 2.16].

Proof of Theorem 1.1 Let \( u \in N_{p,q}^s(X) \) and let \( (g_k)_{k \in \mathbb{Z}} \) be a fractional \( s \)-gradient of \( u \) such that \( \|(g_k)\|_{P(L^p(X))} \leq 2\|u\|_{N_{p,q}^s(X)} \). Let \( 0 < \beta \leq s \).

Step 1: Assume that \( u \) is supported in \( B(x_0, 1) \) for some \( x_0 \in X \).

Let \( 0 < \gamma \leq 1/2 \) and \( \lambda > 0 \). We will modify \( u \) in set

\[
E_\lambda = \left\{ x \in X : u_{\beta/c_E \#}^{\gamma/c_E \#}(x) > \lambda \right\},
\]

where \( c_E \) will be the largest constant in the fractional sharp median maximal functions of \( u \) below in the proof of the Hölder continuity of \( v \). We need a Whitney covering \( \{B_i\}_i \) of \( E_\lambda \) and a corresponding partition of unity \( (\varphi_i)_i \). For each \( x_i \), let \( x_i^* \) be the “closest” point in \( X \setminus E_\lambda \).

We begin with the properties of the set \( E_\lambda \). It follows directly from the definition that \( E_\lambda \) is open. By (3.9), \( E_\lambda \subset \left\{ x \in X : u_{\beta/c_E \#}^{\gamma/c_E \#}(x) > 2^{-\beta} \lambda \right\} \), and (4.2) shows that \( u \) is \( \beta \)-Hölder continuous in \( X \setminus E_\lambda \).
Claim 1: There is \( \lambda_0 > 0 \) such that \( E_\lambda \subset B(x_0, 2) \) for each \( \lambda > \lambda_0 \).

Proof. Since \( \text{supp } u \subset B(x_0, 1) \), by (3.9), it suffices to show that there is \( \lambda_0 > 0 \) such that

\[
(4.3) \quad r^{-\beta} m_u^{\gamma/(c_Ec_D)}(B(x, r)) < \lambda_0
\]

for all \( x \in X \) and \( r > 1 \). If \( B = B(x, r) \), \( r > 1 \) and \( r^{-\beta} m_u^{\gamma/(c_Ec_D)}(B(x, r)) = a > 0 \), then \( B \cap B(x_0, 1) \neq \emptyset \) because \( \text{supp } u \subset B(x_0, 1) \). Using Lemma 3.5 and the doubling property of \( \mu \), we obtain

\[
\begin{align*}
&\inf_{c \in \mathbb{R}} \int_{B(x, r)} |u|^p \, d\mu \\
&\leq \left( \frac{c_Ec_D}{\gamma} \mu(B(x_0, 1)) \right)^{-1} \int_{B(x_0, 1)} |u|^p \, d\mu \\
&\leq \left( \frac{c_Ec_D}{\gamma} \right)^{1/p} \mu(B(x_0, 1))^{-1/p} \|u\|_{L^p(X)},
\end{align*}
\]

from which Claim 1 follows. \( \square \)

Claim 2: There is a constant \( R > 0 \), independent of \( u \) and the parameters of the theorem, such that \( \mathcal{H}_R^{(s-\beta)p,q/p}(E_\lambda) \to 0 \) as \( \lambda \to \infty \).

Proof. We will show that

\[
(4.4) \quad \mathcal{H}_R^{(s-\beta)p,q/p}(E_\lambda) \leq C \lambda^{-p} \|u\|_{N_{p,q}(X)}^p,
\]

where the constant \( C > 0 \) is independent of \( u \) and \( \lambda \).

Let \( x \in E_\lambda \) and \( \lambda > \lambda_0 \). Let \( r > 0 \) and let \( l \in \mathbb{Z} \) be such that \( 2^{-l-1} \leq r < 2^{-l} \). Using the doubling condition, Theorem 3.6 and Lemma 3.5, we obtain

\[
\inf_{c \in \mathbb{R}} m_u^{\gamma/C}(B(x, r)) \leq C 2^{-ls} \sum_{k=l-3}^l m_u^{\gamma/C}(B(x, 2^{-l+2})) \leq C 2^{-l\beta} \sum_{k=l-3}^l \left( \frac{C}{\gamma} 2^{-l(s-\beta)} \int_{B(x, 2^{-l+2})} g_k^p \, d\mu \right)^{1/p},
\]

which implies, by (4.3), that

\[
u_{\beta}^{\gamma/C,\#}(x) = u_{\beta,1}^{\gamma/C,\#}(x) \leq C \sup_{i \geq -1} 2^{-i(s-\beta)} \left( \int_{B(x, 2^{-i+5})} g_i^p \, d\mu \right)^{1/p}.
\]

Hence

\[
E_\lambda \subset \left\{ x \in X : C \sup_{i \geq -1} 2^{-i(s-\beta)} \left( \int_{B(x, 2^{-i+5})} g_i^p \, d\mu \right)^{1/p} > \lambda \right\} =: F_\lambda.
\]
By the standard $5r$-covering lemma, there are disjoint balls $B_j$, $j \in \mathbb{N}$, of radii $r_j \leq R$ with $R = 2^6$ such that the balls $5B_j$ cover $F_\lambda$ and

$$\mu(B_j) r_j^{-(s-\beta)p} < C \lambda^{-p} \int_{B_j} g_{i+5}^p \, d\mu$$

for $j \in I_i$. Using the disjointness of the balls $B_j$, we have

$$\sum_{j \in I_i} \mu(B_j) r_j^{-(s-\beta)p} \leq C \lambda^{-p} \|g_{i+5}\|_{L^p(X)}^p$$

for every $i \in \mathbb{Z}$, which implies that

$$\mathcal{H}^{(s-\beta)p/q}_R(F_\lambda) \leq C \lambda^{-p} \left( \sum_{i \in \mathbb{Z}} \|g_i\|_{L^p(X)}^q \right)^{p/q}.$$

Hence the claim follows. \hfill \Box

Note that, by Claim 2 and Lemma 3.1, $\mu(E_\lambda) \to 0$ as $\lambda \to 0$.

**Extension to $E_\lambda$:** We define $v$, a candidate for the approximating function, as a Whitney type extension of $u$ to $E_\lambda$,

$$v(x) = \begin{cases} 
  u(x), & \text{if } x \in X \setminus E_\lambda, \\
  \sum_{i=1}^\infty \varphi_i(x)m_u^\gamma(2B_i), & \text{if } x \in E_\lambda,
\end{cases}$$

and select the open set $\Omega$ to be $E_\lambda$ for sufficiently large $\lambda > \lambda_0$. Hence property (I) of Theorem 1.1 follows from the definition of $v$ and property (I) from Claim 3. Since $\text{supp} \ u \subset B(x_0, 1)$ and $E_\lambda \subset B(x_0, 2)$ for $\lambda > \lambda_0$, the support of $v$ is in $B(x_0, 2)$. By the bounded overlap of the balls $2B_i$, there is a bounded number of indices in

$$I_x = \{i : x \in 2B_i\}$$

for each $x \in E_\lambda$, and the bound is independent of $x$.

Next we prove an estimate for $|v(x) - v(\bar{x})|$, where $x \in E_\lambda$ and $\bar{x} \in X \setminus E_\lambda$ is such that $d(x, \bar{x}) \leq 2 \text{dist}(x, X \setminus E_\lambda)$. Using the properties of the functions $\varphi_i$, we have that

$$|v(x) - v(\bar{x})| = \left| \sum_{i=1}^\infty \varphi_i(x)(u(\bar{x}) - m_u^\gamma(2B_i)) \right| \leq \sum_{i \in I_x} |u(\bar{x}) - m_u^\gamma(2B_i)|,$$

where, by the fact that $2B_i \subset B(\bar{x}, C\gamma_i)$ and $B(\bar{x}, C\gamma_i) \subset CB_i$ for all $i \in I_x$, and by Lemma 3.12

$$|u(\bar{x}) - m_u^\gamma(2B_i)| \leq |u(\bar{x}) - m_u^\gamma(B(\bar{x}, C\gamma_i))| + |m_u^\gamma(B(\bar{x}, C\gamma_i)) - m_u^\gamma(2B_i)|$$

$$\leq c r_i^\beta \gamma_i^{\beta/C,\#}(\bar{x}).$$

Since $r_i \approx \text{dist}(x, X \setminus E_\lambda)$, estimates (1.5)-(1.6) show that

$$|v(x) - v(\bar{x})| \leq c \text{dist}(x, X \setminus E_\lambda)^\beta \gamma_i^{\beta/C,\#}(\bar{x}) \leq c \lambda d(x, \bar{x})^\beta.$$

**Proof of (2) - the Hölder continuity of $v$:** We will show that

$$|v(x) - v(y)| \leq c \lambda d(x, y)^\beta \text{ for all } x, y \in X.$$
(i) If \( x, y \in X \setminus E_\lambda \), then (4.8) follows from (4.2) and the definition of \( E_\lambda \).

(ii) Let \( x, y \in E_\lambda \) and \( d(x, y) \leq M \), where
\[
M = \min \{ \text{dist}(x, X \setminus E_\lambda), \text{dist}(y, X \setminus E_\lambda) \}.
\]
Let \( \bar{x} \in X \setminus E_\lambda \) and sets \( I_x \) and \( I_y \) be as above. We may assume that \( \text{dist}(x, X \setminus E_\lambda) \leq \text{dist}(y, X \setminus E_\lambda) \). Then
\[
\text{dist}(y, X \setminus E_\lambda) \leq d(x, y) + \text{dist}(x, X \setminus E_\lambda) \leq 2 \text{dist}(x, X \setminus E_\lambda),
\]
and hence \( r_i \) is comparable to \( M \) for all \( i \in I_x \cup I_y \).

By the properties of the functions \( \varphi_i \), we have
\[
|v(x) - v(y)| = \left| \sum_{i=1}^{\infty} \left( \varphi_i(x) - \varphi_i(y) \right) \left( u(\bar{x}) - m_n^\gamma(2B_i) \right) \right| \leq c d(x, y) \sum_{i \in I_x \cup I_y} r_i^{-1} |u(\bar{x}) - m_n^\gamma(2B_i)|.
\]
Hence, using a similar argument as for (4.6), the fact that there are a bounded number of indices in \( I_x \cup I_y \), and the assumption \( M \geq d(x, y) \), we obtain
\[
|v(x) - v(y)| \leq c d(x, y) \sum_{i \in I_x \cup I_y} r_i^{\beta - 1} u_\beta^{\gamma/C, \#}(\bar{x}) \leq c d(x, y)^\beta \lambda.
\]

(iii) Let \( x, y \in E_\lambda \) and \( d(x, y) > M \). Let \( \bar{x}, \bar{y} \in X \setminus E_\lambda \) be as above. Using inequalities (4.7) and (4.2), we have
\[
|v(x) - v(y)| = |v(x) - v(\bar{x})| + |v(\bar{x}) - v(\bar{y})| + |v(\bar{y}) - v(y)| \leq c\lambda (d(x, \bar{x})^\beta + d(\bar{x}, \bar{y})^\beta + d(\bar{y}, y)^\beta) \leq c\lambda d(x, y)^\beta.
\]

(iv) Let \( x \in E_\lambda \) and \( y \in X \setminus E_\lambda \). Then, by (4.7) and (4.2),
\[
|v(x) - v(y)| = |v(x) - v(\bar{x})| + |u(\bar{x}) - u(y)| \leq c\lambda d(x, y)^\beta.
\]

The Hölder continuity of \( v \) with estimate (4.8) follows from the four cases above. Now we select \( c_E \) in the definition of \( E_\lambda \) to be the maximum of the constants \( C \) in \( \lambda/C' \)'s in the fractional median maximal functions in the proof above and (4.2).

**Proof of (iii) - a fractional s-gradient for \( v \):**

**Lemma 4.1.** There is a constant \( C > 0 \) such that \((C\tilde{g}_k)_{k \in \mathbb{Z}}, \) where
\[
(4.9) \quad \tilde{g}_k = \sup_{j \in \mathbb{Z}} 2^{-|j-k|\delta} M_{\gamma/C} g_j
\]
and \( \delta = \min\{s, 1-s\} \), is a fractional s-gradient of \( v \).

**Proof.** Since every fractional s-gradient of \( u \) is a fractional s-gradient of \( |u| \), we may assume that \( u \geq 0 \).

Let \( k \in \mathbb{Z} \) and let \( x, y \in X \) such that \( 2^{-k-1} \leq d(x, y) < 2^{-k} \). We will show that
\[
(4.10) \quad |v(x) - v(y)| \leq Cd(x, y)^s (\tilde{g}_k(x) + \tilde{g}_k(y)),
\]
where constant \( C > 0 \) is independent of \( k \). For each \( x \in E_\lambda \), let set \( I_x \) be as earlier. We consider the following four cases:
Case 1: Since $g_k \leq \hat{g}_k$ almost everywhere on $X \setminus E_\lambda$, we have, for almost every $x, y \in X \setminus E_\lambda$,

$$|v(x) - v(y)| = |u(x) - u(y)| \leq d(x, y) \cdot (\hat{g}_k(x) + \hat{g}_k(y)).$$

Case 2: $x \in X \setminus E_\lambda$ and $y \in E_\lambda$. Let $R = d(y, X \setminus E_\lambda)$ and let $l$ be such that $2^{-l-1} < R \leq 2^{-l}$. Then we have

$$|v(x) - v(y)| = |u(x) - v(y)| = \left| \sum_{i=1}^{\infty} \varphi_i(y)(u(x) - m_u^n(2B_i)) \right|,$$

$$\leq C|u(x) - u(y)| + \sum_{i \in I_y} |u(y) - m_u^n(2B_i)|,$$

where the desired estimate for the first term follows as in Case 1. For the second term, using the properties of the functions $\varphi_i$, the fact that $2B_i \subset B(y, R)$ with comparable radius for all $i \in I_y$, the doubling property, Lemma 3.9, Theorem 3.6, and the facts that there are bounded number of indices in $I_y$ and $k \leq l$, we obtain

$$\sum_{i \in I_y} |u(y) - m_u^n(2B_i)| \leq \sum_{i \in I_y} \left( |u(y) - m_u^n(B(y, R))| + |m_u^n(B(y, R)) - m_u^n(2B_i)| \right),$$

$$\leq C2^{-ls} \sum_{j=l-4}^{l} M_{\gamma/c} g_j(y),$$

$$\leq C2^{-ks} \sup_{j \geq k} 2^{(k-j)s} M_{\gamma/c} g_j(y),$$

$$\leq Cd(x, y) \cdot \hat{g}_k(y).$$

Hence inequality (4.10) follows in this case.

Case 3: $x, y \in E_\lambda$, $d(x, y) \leq M$, where

$$M = \min\{\text{dist}(x, X \setminus E_\lambda), \text{dist}(y, X \setminus E_\lambda)\}.$$

We may assume that $\text{dist}(x, X \setminus E_\lambda) \leq \text{dist}(y, X \setminus E_\lambda)$. Then $\text{dist}(y, X \setminus E_\lambda) \leq 2 \text{dist}(x, X \setminus E_\lambda)$, $r_i$ is comparable to $M$ and $2B_i \subset B(x, 4M)$ for all $i \in I_x \cup I_y$.

Let $l$ be such that $2^{-l-1} < 4M \leq 2^{-l}$. Using the doubling condition, the properties of the functions $\varphi_i$, the fact that there are bounded number of indices in $I_x \cup I_y$ and
Lemma 4.2. and Theorem 3.6, we have
\[ |v(x) - v(y)| \leq \sum_{i=1}^{\infty} |\varphi_i(x) - \varphi_i(y)| |m^u_\gamma(2B_i) - m^u_\gamma(B(x, 2^{-l}))| \]
\[ \leq Cd(x, y) \sum_{i \in I_x \cup I_y} r_i^{-1} |m^u_\gamma(2B_i) - m^u_\gamma(B(x, 2^{-l}))| \]
\[ \leq Cd(x, y) \sum_{i \in I_x \cup I_y} r_i^{-1} 2^{-ls} \sum_{j=l-3}^{l} m^\gamma/C(B(x, 2^{-l+2})) \]
\[ \leq Cd(x, y) M^{-1} 2^{-ls} \sum_{j=l-3}^{l} M_{\gamma/C} g_j(x), \]
where, since \( M \approx 2^{-l} \) and \( d(x, y) < 2^{-k} \),
\[ d(x, y) M^{-1} 2^{-ls} \leq Cd(x, y)^s d(x, y)^{1-s} 2^{(1-s)l} \leq Cd(x, y)^s 2^{(l-k)(1-s)}. \]
Hence
\[ |v(x) - v(y)| \leq Cd(x, y)^s \sup_{j \leq k} 2^{(j-k)(1-s)} M_{\gamma/C} g_j(x) \]
\[ \leq Cd(x, y)^s \hat{g}_k(x), \]
which implies the claim in this case.

Case 4: \( x, y \in E_\lambda, d(x, y) > M \). Now
\[ |v(x) - v(y)| \leq \sum_{i \in I_x} |u(x) - m^u_\gamma(2B_i)| + \sum_{i \in I_y} |u(y) - m^u_\gamma(2B_i)| + |u(x) - u(y)|, \]
and the claim follows using the properties of the functions \( \varphi_i \), similar estimates for
\( |u(x) - m^u_\gamma(2B_i)| \) and \( |u(y) - m^u_\gamma(2B_i)| \) as in (4.11), and the fact that \( r_i \) is comparable to \( \text{dist}(x, X \setminus E_\lambda) \) for all \( i \in I_x \) (and similarly for \( I_y \)).

Proof of (3) - \( v \in N^s_{p,q} \) and approximation in norm:

Lemma 4.2. \( \|\hat{g}_k\|_{L^p(L^p(X))} \leq C \|g_k\|_{L^p(L^p(X))}. \)

Proof. By (3.4),
\[ \|\hat{g}_k\|_{L^p(L^p(X))} \leq \sum_{j \in \mathbb{Z}} 2^{-|j-k|\delta_p} \|M_{\gamma/C} g_j\|_{L^p(L^p(X))} \leq C \sum_{j \in \mathbb{Z}} 2^{-|j-k|\delta_p} \|g_j\|_{L^p(L^p(X))}. \]
Hence, by Lemma 3.3, we obtain
\[ \sum_{k \in \mathbb{Z}} \|\hat{g}_k\|_{L^p(L^p(X))} \leq C \sum_{k \in \mathbb{Z}} \left( \sum_{j \in \mathbb{Z}} 2^{-|j-k|\delta_p} \|g_j\|_{L^p(L^p(X))} \right)^{q/p} \leq C \sum_{j \in \mathbb{Z}} \|g_j\|_{L^p(L^p(X))}, \]
which gives the claim. \( \square \)
By the properties of the Whitney covering and Lemma 3.5, we have
\[ |v(x)| \leq \sum_{i=1}^{\infty} \varphi_i(x)m_u^\alpha(2B_i) \leq C \sum_{i \in I_x} \varphi_i(x)M_{\gamma/C}(u\chi_{E_\lambda})(x) \]
\[ \leq CM_{\gamma/C}(u\chi_{E_\lambda})(x) \]
for each \( x \in E_\lambda \), and, by the boundedness of \( M_{\gamma/C} \) on \( L^p \), that
\[ (4.12) \quad \|v\|_{L^p(X)}^p \leq \|u\|_{L^p(X\setminus E_\lambda)}^p + C\|M_{\gamma/C}(u\chi_{E_\lambda})\|_{L^p(X)}^p \leq C\|u\|_{L^p(X)}^p. \]
Since \( v = u \) in \( X \setminus E_\lambda \), we have that
\[ \|u - v\|_{L^p(X)} = \|u - v\|_{L^p(E_\lambda)}, \]
which tends to 0 as \( \lambda \to \infty \) because \( \mu(E_\lambda) \to 0 \) as \( \lambda \to \infty \). Hence \( v \to u \) in \( L^p(X) \).

**Claim:** Sequence \( (h_k^\lambda)_{k \in \mathbb{Z}} \), where
\[ h_k^\lambda = \tilde{g}_k\chi_{E_\lambda}, \]
is a fractional \( s \)-gradient of \( u - v \) and \( \|(h_k^\lambda)\|_{\dot{W}^s(\mu(X))} \to 0 \) as \( \lambda \to \infty \).

**Proof.** We have to show that inequality
\[ (4.13) \quad |(u - v)(x) - (u - v)(y)| \leq Cd(x, y)^s(h_k^\lambda(x) + h_k^\lambda(y)) \]
holds outside a set of measure zero whenever \( 2^{-k-1} \leq d(x, y) < 2^{-k} \).

If \( x, y \in X \setminus E_\lambda \), then \( u - v = 0 \) and \( (4.13) \) holds. If \( x, y \in E_\lambda \), then inequality \( (4.13) \) holds because \( (g_k) \) is a fractional \( s \)-gradient of \( u \), \( (\tilde{g}_k) \) is a fractional \( s \)-gradient of \( v \) and \( g_k \leq \tilde{g}_k \) almost everywhere.

If \( x \in E_\lambda \) and \( y \in X \setminus E_\lambda \), then \( (u - v)(y) = 0 \) and \( h_k^\lambda(y) = 0 \) for all \( k \). Let \( R = d(x, X \setminus E_\lambda) \) and let \( l \) be such that \( 2^{-l-1} < R \leq 2^{-l} \). Then \( l \geq k \). Using similar arguments as earlier in the proof and the properties of the functions \( \varphi_i \), the fact that \( 2B_i \subset B(x, R) \) with comparable radius for all \( i \in I_x \), the doubling property, Lemma 3.3 and Theorem 3.4, we have
\[ |(u - v)(x)| \leq \sum_{i \in I_x} |u(x) - m_u^\alpha(2B_i)| \]
\[ \leq \sum_{i \in I_x} \left( |u(x) - m_u^\alpha(B(x, R))| + |m_u^\alpha(B(x, R)) - m_u^\alpha(2B_i)| \right) \]
\[ \leq C2^{-l} \sum_{j=l-4}^l M_{\gamma/C}g_j(x) \]
\[ \leq Cd(x, y)^s\tilde{g}_k(x). \]
Hence \( (h_k^\lambda) \in \mathcal{D}^s(u - v) \). Since \( \mu(E_\lambda) \to 0 \) as \( \lambda \to \infty \), Lemma 3.2 implies that \( \|(h_k^\lambda)\|_{\dot{W}^s(\mu(X))} \to 0 \) as \( \lambda \to 0 \).

We conclude that \( v \to u \) in \( N^s_{p,q}(X) \).

**STEP 2:** General case.
Let $\varepsilon > 0$. By the $5r$-covering theorem, there is a covering of $X$ by balls $B(a_j, 1/2)$, $j \in \mathbb{N}$, such that balls $B(a_j, 1/10)$ are disjoint and the balls $B(a_j, 2)$ have bounded overlap. Let $B_j = B(a_j, 1)$, $j \in \mathbb{N}$, and let $(\psi_j)$ be a partition of unity such that $\sum_{j=1}^{\infty} \psi_j = 1$, each $\psi_j$ is $L$-Lipschitz, $0 \leq \psi_j \leq 1$, and supp $\psi_j \subset B_j$ for all $j \in \mathbb{N}$.

Let $u_j = w \psi_j$. Then

$$u(x) = \sum_{j=1}^{\infty} u_j(x),$$

and the sum is finite for all $x \in X$. Lemma 3.13 shows that $u_j \in N^s_{p,q}(X)$ for each $j$ and $(g_{j,k})_{k \in \mathbb{Z}}$, where

$$g_{j,k} = \begin{cases} (g_k + 2^{sk} |u|)\chi_{B_j} & \text{if } k < k_L, \\ (g_k + 2^{(s-1)k} |u|)\chi_{B_j} & \text{if } k \geq k_L, \end{cases}$$

and $k_L$ is an integer such that $2^{k_L-1} < L \leq 2^{k_L}$, is a fractional $s$-gradient of $u_j$.

Since supp $u_j \subset B_j$, the first step of the proof shows there are functions $v_j \in N^s_{p,q}(X)$ and open sets $\Omega_j \subset 2B_j$ such that

(i) $v_j = u_j$ in $X \setminus \Omega_j$, supp $v_j \subset 2B_j$,
(ii) $v_j \in N^s_{p,q}(X)$ is $\beta$-Hölder continuous,
(iii) $\|u_j - v_j\|_{N^s_{p,q}(X)} < 2^{-j}\varepsilon$,
(iv) $H_R^{(s-\beta)p/q}(\Omega_j) < 2^{-j/r}\varepsilon$, where $r = \min\{1, q/p\}$.
(v) $(g_{j,k})_{k \in \mathbb{Z}}$ is a fractional $s$-gradient of $v_j$.

We define $\Omega = \bigcup_{j=1}^{\infty} \Omega_j$, and show that function $v = \sum_{j=1}^{\infty} v_j$ has properties (1)-(4) of Theorem 1.1. The first property follows from (i) and (4.14). The Netrusov-Hausdorff content estimate follows from (iv) and Lemma 3.2. By (4.8), $|v_j(x) - v_j(y)| \leq C\lambda_j d(x, y)^\beta$ for all $x, y \in X$. Since, by the proof above, the constant $\lambda_j$ depends on $\varepsilon$ and on $j$, the Hölder continuity of the functions $v_j$ and the fact that supp $v_j \subset 2B_j$ give Hölder continuity of $v$ only in bounded subsets of $X$. By (iii), we have

$$\sum_{j=1}^{\infty} \|u_j - v_j\|_{N^s_{p,q}(X)} < \sum_{j=1}^{\infty} 2^{-j}\varepsilon = \varepsilon,$$

that is, the series $\sum_{j=1}^{\infty} (u_j - v_j)$ converges absolutely, and hence converges in the quasi-Banach space $N^s_{p,q}(X)$. Since $u = \sum_{j=1}^{\infty} u_j$ is in $N^s_{p,q}(X)$, also $\sum_{j=1}^{\infty} v_j$ converges in $N^s_{p,q}(X)$. Moreover, by (4.15) and (2.3), we obtain

$$\|u - v\|_{N^s_{p,q}(X)} \leq C \sum_{j=1}^{\infty} \|u_j - v_j\|_{N^s_{p,q}(X)} < c\varepsilon.$$

Proof of Theorem 1.2. The proof for a Triebel–Lizorkin function $u \in M^s_{p,q}(X)$ requires only small modifications. To obtain the desired Hausdorff content estimate,
a counterpart of Claim 2 of the Besov case, let \((g_k)_{k \in \mathbb{Z}} \in \mathbb{D}^s(u) \cap L^p(X; l^q)\). Then \(g = \sup_{k \in \mathbb{Z}} g_k\) belongs to \(L^p(X)\) and is an \(s\)-gradient of \(u\). It follows that

\[
E_\lambda \subset \left\{ x \in X : C \sup_{i \geq -6} 2^{-i(s-\beta)} \left( \int_{B(x,2^{-i})} g^p \, d\mu \right)^{1/p} > \lambda \right\} = F_\lambda.
\]

Hence, using a standard argument, we obtain that \(H_2(\beta-s)^p(F_\lambda) \leq \lambda^{-p} \|g\|_{L^p(X)}^p\).

Moreover, Lemma 4.2 is replaced by the estimate

\[
\|\tilde{g}_k\|_{L^p(X; l^q)} \leq C \|g_k\|_{L^p(X; l^q)}.
\]

Since

\[
\sum_{k \in \mathbb{Z}} \tilde{g}_k^q \leq \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} 2^{-j-k}q(M_{r/C} g_j)^q \leq C \sum_{j \in \mathbb{Z}} (M_{r/C} g_j)^q,
\]

when \(q < \infty\), and \(\sup_{k \in \mathbb{Z}} \tilde{g}_k \leq C \sup_{k \in \mathbb{Z}} M_{r/C} g_k\), estimate (4.16) follows from (3.5).

Finally, when \(s = 1\), we use Leibniz rule [12, Lemma 5.20] instead of Lemma 4.13.

\[
\Box
\]

5. APPENDIX

The fact that Hajłasz–Besov and Hajłasz–Triebel–Lizorkin spaces are complete (Banach spaces when \(p, q \geq 1\) and quasi-Banach spaces otherwise) has not been proved in earlier papers.

**Theorem 5.1.** The spaces \(N_{p,q}^s(X)\) and \(M_{p,q}^s(X)\) are complete for all \(0 < s < \infty\), \(0 < p, q \leq \infty\).

**Proof.** We prove the Besov case, the proof for Triebel–Lizorkin spaces is similar. Let \((u_i)_i\) be a Cauchy sequence in \(N_{p,q}^s(X)\). Since \(L^p(X)\) is complete, there exists a function \(u \in L^p(X)\) such that \(u_i \to u\) in \(L^p(X)\) as \(i \to \infty\). We will show that \((u_i)_i\) converges to \(u\) in \(N_{p,q}^s(X)\).

We may assume (by taking a subsequence) that

\[
\|u_{i+1} - u_i\|_{N_{p,q}^s(X)} \leq 2^{-i}
\]

for all \(i \in \mathbb{N}\) and that \(u_i(x) \to u(x)\) as \(i \to \infty\) for almost all \(x \in X\). Hence, for each \(i \in \mathbb{N}\), there exists \((g_{i,k})_k \in l^q(L^p(X))\) and a set \(E_i\) of zero measure such that

\[
|(u_{i+1} - u_i)(x) - (u_{i+1} - u_i)(y)| \leq d(x, y)^s(g_{i,k}(x) + g_{i,k}(y))
\]

for all \(x, y \in X \setminus E_i\), satisfying \(2^{-k-1} \leq d(x, y) < 2^{-k}\), and that \(\|(g_{i,k})\|_{l^q(L^p(X))} \leq 2^{-i}\).

This implies that

\[
|(u_{i+k} - u_i)(x) - (u_{i+k} - u_i)(y)| \leq d(x, y)^s \left( \sum_{j=i}^{\infty} g_{j,0}(x) + \sum_{j=i}^{\infty} g_{j,0}(y) \right)
\]

for all \(i, k \geq 1\) for almost all \(x, y \in X\). This together with the pointwise convergence shows that, letting \(k \to \infty\), we have

\[
|(u - u_i)(x) - (u - u_i)(y)| \leq d(x, y)^s \left( \sum_{j=i}^{\infty} g_{j,0}(x) + \sum_{j=i}^{\infty} g_{j,0}(y) \right).
\]
Hence $u - u_i$ has a fractional $s$-gradient $(\sum_{j=i}^{\infty} g_{j,k})_k$.

When $p, q \geq 1$, we have $\| (\sum_{j=i}^{\infty} g_{j,k})_k \|_{\ell^q(L^p(X))} \leq 2^{-i+1}$. If $0 < \min\{p, q\} < 1$, then, by (2.3), there is $0 < r < 1$ such that

$$\| (\sum_{j=i}^{\infty} g_{j,k})_k \|_{\ell^r(L^p(X))} \leq C 2^{-ri}.$$ 

Hence, in both cases, $u - u_i \in N^s_{p,q}(X)$ and $u_i \to u$ in $N^s_{p,q}(X)$. Thus $u \in N^s_{p,q}(X)$ and the claim follows. □
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