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Research in functional regression has made great strides in expanding to non-Gaussian functional outcomes, however the exploration of ordinal functional outcomes remains limited. Motivated by a study of computer-use behavior in rhesus macaques (Macaca mulatta), we introduce the Ordinal Probit Functional Regression Model or OPFRM to perform ordinal function-on-scalar regression. The OPFRM is flexibly formulated to allow for the choice of different basis functions including penalized B-splines, wavelets, and O’Sullivan splines. We demonstrate the operating characteristics of the model in simulation using a variety of underlying covariance patterns showing the model performs reasonably well in estimation under multiple basis functions. We also present and compare two approaches for conducting posterior inference showing that joint credible intervals tend to out perform point-wise credible. Finally, in application, we determine demographic factors associated with the monkeys’ computer use over the course of a year and provide a brief analysis of the findings.

1. Introduction. Gazes et al. (2013) presents a study of computer-use patterns in a socially-housed group of rhesus macaques (Macaca mulatta) at the Yerkes National Primate Research Center in Atlanta, GA who were given access to automated touch-screen computer systems between March 2009 and April 2014. Usage data was collected for all non-infant monkeys in the colony for this period. Each animal had an RFID implant that was read by the computer on each trial, and used to track individual computer use. The raw data that was collected is the amount of time each monkey spends during a session using the touch-screens each day. While the raw data can be
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considered continuous, the broader trends of usage on an ordinal scale, such as no usage, low usage, moderate usage, and high usage have more practical value for psychologists making choices about which individuals will be productive research subjects. Additionally, these classifications are particularly important for assessing what types of comparative research questions can be asked in the population. For example, if the researcher is interested in comparing cognitive performance based on dominance rank, but low ranking animals show low or no usage, the researcher will not be able to collect sufficient data to address this question in this population.

Using this data, we wish to identify factors that are associated with how much a monkey uses the system on a given day—using the aforementioned scale—and how that usage changes over the course of the year, from September through August. The outcome of interest is daily usage of the touchscreens and is both functional and ordinal. Our goal is to relate this outcome to a set of demographic variables of interest that includes rank within the group, sex, and age, all of which are scalars. This will allow psychologists to determine which demographic groups produce sufficient subject numbers for cognitive tests. This information is valuable when studying cognition using automated cognitive testing systems for animals housed in large social groups, a type of testing that is increasing in popularity due to advances in relevant technology. A reasonable choice for modeling how demographic-specific usage varies over the course of a year is then a function-on-scalar regression. We now present a review of the relevant literature.

Faraway (1997) and Ramsay and Silverman (1997) represent the early work on function-on-scalar regression, however the literature since has grown. For example, Guo (2002), Shi et al. (2007), and Reiss, Huang, and Mennes (2010) consider kernel smoothing and spline-based approaches to model a functional outcome while Krafty et al. (2008) and Scheipl, Staicu, and Greven (2015) explore the use of functional principal components. Morris (2015) provides an extensive review of function-on-scalar regression literature. In the Bayesian context, Morris and Carroll (2006) introduces Wavelet-based Functional Mixed Models (WFMM) for function-on-scalar regression while Goldsmith and Kitago (2016) use splines and functional principal components (fPC) in both fully Bayesian and variational Bayesian models. Both approaches provide flexible frameworks for modeling functional outcomes in a number of settings and several authors have extended both methodologies. Zhu, Brown, and Morris (2011, 2012) discuss robust adaptive regression and robust classification in WFMMs respectively while Meyer et al. (2015) introduces the function-on-function extension. Lee et al. (2018) extend WFMM to semi-parametric models with smooth nonparametric covariate effects in
function-on-scalar regression models. Extensions of Goldsmith and Kitago (2016) include Chen, Goldsmith, and Ogden (2016) and Goldsmith and Schwartz (2017) which examine variable selection in function-on-scalar and functional linear concurrent models, respectively. However, both frameworks can only be applied to continuous valued functional responses, and thus cannot be applied to discrete valued functions including the ordinal case that is of interest in our application.

While the literature on generalized function-on-scalar regression has expanded recently, it still remains limited in scope. Hall, Müller, and Yao (2008) extend functional principal components analysis to allow for generalized outcomes. Li, Staudenmayer, and Carroll (2014), Gertheiss et al. (2015), Scheipl, Gertheiss, and Greven (2016), and Li, Huang, and Shen (2018), develop frequentist methods for binary and count functional outcomes using GEE-type, maximum likelihood-based, quasi-likelihood based, and fPC based approaches, respectively. van der Linde (2009) proposes a Bayesian version of Hall, Müller, and Yao (2008) using a variational algorithm to obtain approximate Bayesian inference for count and binary data. van der Linde (2011) extends this approach further, proposing reduced rank models for functional canonical correlation analysis and functional discriminant analysis. More recently, Wang and Shi (2014) implement an empirical Bayesian learning approach using a Gaussian approximation and B-splines for outcomes arising from exponential families. Goldsmith, Zipunnikov, and Schrack (2015) develop a fully Bayesian model for multilevel generalized function-on-scalar regression using fPC and penalized splines for binary and count data. Much of the existing literature focuses on either the binary or Poisson case and while Wang and Shi (2014) do present a method capable of handling an ordinal functional outcome, the authors only discuss a single simulated data setting and do not explore the models operating characteristics in that context nor have they made code publicly available to implement their method. To the best of our knowledge, no previous work implements wavelet-based generalized function-on-scalar regression. Moreover, most frameworks do not allow for flexibility in choice of basis functions, preferring to work with one set of basis functions over another. The available links in the current literature are also limited with the probit link not receiving attention. Thus a gap remains in the literature for generalized function-on-scalar methods that allow for the probit link, can handle ordinal outcomes, and have multiple choices in basis function including wavelets.

To address this gap, we introduce the Ordinal Probit Functional Regression Model (OPFRM), a fully Bayesian model for regressing an ordinal functional outcome onto a set of scalar covariates. The modeling framework
utilizes a data augmentation to model an ordinal functional outcome of arbitrary level using the probit link. We also allow for a flexible choice in basis functions with both wavelet and spline based representations of the model in the spirit of Morris and Carroll (2006) and Goldsmith and Kitago (2016), respectively. As such, any discrete wavelet transformation is available for use and B-splines are one option for the spline-based model. We also allow for the use of O’Sullivan splines, described by Wand and Ormerod (2008), which can be more efficient than B-splines alone and have received limited use in functional regression. We formulate the OPFRM in a way that is computational feasible even for quite large functional data sets as well as a large number of scalar covariates. We describe two MCMC algorithms for generating posterior estimates and provide MATLAB code to run all models at https://github.com/markjmeyer/OPFRM.

We organize the remainder of the manuscript in the following way: Section 2 presents the general OPFRM framework. Section 3 gives details on both the spline and wavelet based models. In Section 4, we discuss the results of our simulation. Section 5 is where we apply the OPFRM to the computer-use data. And in Section 6, we provide a discussion of the methodology.

2. Ordinal Probit Functional Regression Model. Here we detail the modeling framework for the OPFRM. Let \( Y_i(t) \) be the observed value for subject \( i \) at time \( t, i = 1, \ldots, N \) and \( t = t_1, \ldots, T \). Then \( Y_i(t) \) takes on one of \( L \) possible values: \( \ell = \{0, 1, \ldots, L-1\} \). In the context of the computer-use data, \( Y_i(t) \) takes on 0, 1, 2, or 3 depending on a monkey’s level of usage on day \( t \): none, low, moderate, or high. As \( t \) only indexes measurement time, \( Y_i(t) \) need not necessarily be sampled on an equally spaced grid; however we do assume that each subject has the same number of measurements taken at approximately the same intervals. Further, without-loss of generality, let \( x_i \) represent a single scalar covariate of interest for subject \( i \). Extension to a set of scalar covariates is straightforward.

Albert and Chib (1993) introduce a data augmentation strategy for modeling univariate binary, ordinal, and nominal outcomes in a Bayesian context. We use a similar approach to model the functional categorical outcome. That is, we represent \( Y_i(t) \) in terms of a continuous latent process, \( Y^*_i(t) \).
The behavior of $Y_i(t)$ is then specified by the relationship

$$
Y_i(t) = \begin{cases} 
0 & \text{if } c_0 \leq Y_i^*(t) < c_1 \\
1 & \text{if } c_1 \leq Y_i^*(t) < c_2 \\
\vdots & \text{if } c_\ell \leq Y_i^*(t) < c_{\ell+1} \\
\vdots & \text{if } c_{L-1} \leq Y_i^*(t) < c_L
\end{cases}
$$

(2.1)

for cut points $c_0, c_1, \ldots, c_\ell, \ldots, c_L$, satisfying $c_0 < c_1 < \ldots < c_\ell < \ldots c_L$.

Using the mapping in Model (2.1), the probability that $Y_i(t)$ equals the $\ell$th level can be expressed as

$$
P[\text{\small{\text{Y}_i(t) = \ell}}] = P[\text{\small{Y}_i^*(t) \in (c_\ell, c_{\ell+1})}], \quad \ell = 0, 1, \ldots, L - 1,
$$

(2.2)

where $c_0$ and $c_L$ will vary depending on the support of $Y_i^*(t)$. We then let the form of $Y_i^*(t)$ be the function-on-scalar regression model

$$
Y_i^*(t) = x_i \beta(t) + E_i(t),
$$

(2.3)

where $x_i$ is a single scalar covariate although inclusion of multiple covariates is straightforward. The choice of the distribution for the errors, $E_i(t)$, completes the model specification.

If we assume the errors follow a Gaussian process, then by normalizing $Y_i^*(t)$ we can re-express Model (2.2) in terms of the CDF of the standard Gaussian, $\Phi(\cdot)$. The probabilities at a fixed $t$ for subject $i$ are then

$$
P[\text{\small{\text{Y}_i(t) = \ell}}] = \Phi[c_{\ell+1} - x_i \beta(t)] - \Phi[c_\ell - x_i \beta(t)]
$$

(2.4)

for $\ell = 0, 1, \ldots, L - 1$. The Gaussian assumption results in the probit formulation of the model and $c_0$ and $c_L$ are defined to be $-\infty$ and $\infty$, respectively.

Models (2.3) and (2.4) represent the formulation for continuous functions; however, we only observe discretized realizations of $Y_i^*$. Assuming all functions have the same number of measurements—not necessarily equally spaced—and no missing values, the discrete version of model (2.3), across all subjects is

$$
Y^* = X\beta + E, \quad E \sim GP(0, \Sigma_E),
$$

(2.5)

where $Y^*$ and $E$ are $N \times T$ matrices. If $P$ is the number of covariates, then $\beta$ is a $P \times T$ matrix and $X$ is an $N \times P$ matrix. The first two steps of the samplers for both the wavelet and spline based models are the same. By making the error Gaussian, we assume the prior on latent variable is also Gaussian. After fixing the first cut point, $c_1$, typically at 0, we assume a flat prior on the remaining $c_\ell$, $\ell = 2, \ldots, L - 1$. 
2.1. Identifiability. For identifiability, the first cut point must be fixed. Further, estimation of the remaining cut points means the intercept function is not identifiable as the cut points act like global intercepts based on the level of the outcome at time \( t \). If one wants to estimate a functional intercept, then the cuts points must all be fixed. In this work, we choose to estimate the cut points, thus \( X \) does not include an intercept column. The error matrix \( \Sigma_E \) is also not identifiable due to the scale-invariance of the augmentation. In the univariate case, this is handled by assuming the errors are set to one, see Albert and Chib (1993). We make the analogous assumption in our model letting \( \Sigma_E = I_{T \times T} \), the \( T \times T \) identity matrix. We do estimate \( \Sigma_E \) indirectly using a non-informative prior with estimation depending on basis choice. However, given the non-identifiability of the variance, we do not retain these samples and only allow them to supplement our estimation of the model coefficients.

2.2. Latent Conditionals. Based on the prior assumptions, the full conditional for each component of \( Y^* \) is a truncated normal of the form

\[
y_i^*|y_i = \ell, \text{rest} \sim N(x_i \beta, 1)1\{y_i^* \in (c_\ell, c_{\ell+1})\}
\]

where for subject \( i \), \( y_i^* \) is a vector of latent outcomes, \( y_i \) is a vector of observed outcomes, and \( x_i \) is a vector of covariates. The notation \( 1\{\cdot\} \) denotes the indicator function and ensures the truncation. Note that the mean is based on the latent space coefficients \( \beta \), thus coefficients modeled in the wavelet or spline space must first be transformed back. Each cut-point has a uniform full conditional of the form

\[
c_\ell|\text{rest} \sim U(a_{c_\ell}, b_{c_\ell})
\]

where the max has the form \( a_{c_\ell} = \max \{\max (Y^*|Y = \ell), c_{\ell-1}\} \) and the minimum is \( b_{c_\ell} = \min \{\min (Y^*|Y = \ell + 1), c_{\ell+1}\} \). We now consider approaches to modeling the latent functional outcome.

3. Modeling the Latent Functional Outcome. Given the formulation in (2.5), we can model the \( Y^* \) using functional regression techniques for Gaussian functional outcomes. Typically, we would perform some form of basis expansion to model the functional form of \( \beta \). Two commonly used sets of basis functions are wavelets and splines. We develop two approaches in the spirit of Morris and Carroll (2006) and Goldsmith and Kitago (2016), utilizing both types of basis functions.
3.1. Wavelet-based Model Formulation. Working from the discretized model (2.5) and applying a Discrete Wavelet Transformation (DWT) to the latent outcome gives the decomposition $Y^* = Y^*W$ where $Y^*W$ is the resulting wavelet-space coefficients and $W$ is a matrix of wavelet basis functions. Decomposing $\beta$ gives $\beta = \beta^W$ and the DWT applied to $E$ results in $E = E^W$. Given these, we express model (2.5) as

$$Y^*W = X\beta^W + E^W. \quad (3.1)$$

Note that the matrix representations of the wavelet basis are orthogonal, thus $WW' = I_T^*$ where $T^*$ is the number of wavelet basis functions and $I_T^*$ is a $T^* \times T^*$ identity matrix. Post-multiplying model (3.1) by $W'$ gives

$$Y^* = X\beta^W + E^W, \quad (3.2)$$

where $E^W \sim \mathcal{GP}(0, \Sigma_{E^W})$ for $\Sigma_E = \Sigma_{E^W}W$. We now consider prior specifications on the latent model components.

First, we assume independence in the wavelet space which allows model (3.2) to be split up into a series of $T^*$ separate models for each coefficient in the wavelet space, double-indexed by the wavelet scale, $j$, and location, $k$. For an $N \times P$ set of scalar covariates, $X$, the independence assumption allows for the sequential fitting of separate models of the form

$$y^*_{(j,k)} = X\beta^W_{(j,k)} + e^W_{(j,k)}, \quad (3.3)$$

where $y^*_{(j,k)}$ and $e^W_{(j,k)}$ are $N \times 1$ vector components of $Y^*W$ and $E^W$, respectively, and $\beta^W_{(j,k)}$ is a $P \times 1$ vector of coefficients. We place spike and slab priors on the coefficients $\beta^W_{(j,k)} = \{\beta^W_{p(j,k)}\}$, where $p$ indexes the number of columns of $X$. The prior on the $p$th coefficient from model (3.3) is

$$\beta^W_{p(j,k)} \sim \gamma_{(p,j,k)}N(0, \tau_{pj}) + (1 - \gamma_{p,j,k})d_0, \quad \gamma_{(p,j,k)} \sim \text{Bern}(\pi_{pj}), \quad (3.4)$$

where $d_0$ is a point-mass distribution at zero. This adaptive prior performs shrinkage in the wavelet space. The independence assumption and spike and slab priors are consistent with the previous literature on wavelet-based functional regression (Morris and Carroll, 2006; Malloy et al., 2010; Zhu, Brown, and Morris, 2011; Meyer et al., 2015). For the parameters $\tau_{pj}$ and $\pi_{pj}$, we place hyper-priors on $\tau_{pj} \sim IG(a_\tau, b_\tau)$ and $\pi_{pj} \sim Beta(a_\pi, b_\pi)$, where the hyper-parameters $a_\tau, b_\tau, a_\pi$, and $b_\pi$ are fixed and based on empirical Bayes estimates. Finally, we place a mean zero normal prior on the $e^W_{(j,k)}$ with variance $\sigma^2_{(j,k)}$. The covariance induced by this assumption is $\Sigma_E =$
$W' \Sigma_{E_W} W$ which, as shown in Morris and Carroll (2006), encompasses a broad class of covariance structures.

Using these prior specifications, we can describe the full conditionals. For the wavelet-space coefficients, the conditional is a mixture of a normal and a point-mass at zero of the form

$$f(\beta_{(p,jk)}|\text{rest}) \propto f\left\{\sigma^2_{(j,k)}\right\} \left\{\sigma^2_{(j,k)}\right\}^{-N/2} \times \exp\left\{-\frac{1}{2\sigma^2_{(j,k)}}(y^*_W - X\beta_{(j,k)})'(y^*_W - X\beta_{(j,k)})\right\}. \tag{3.6}$$

The mixture probability, $\alpha_{p,jk}$, is given by

$$\alpha_{p,jk} = \frac{\gamma_{p,jk}}{\pi_{p,jk}} = \frac{(1 + \tau_{p,jk}/V_{p,jk})^{-1/2} \exp\left\{1/2\sigma^2_{(j,k)}(1 + \tau_{p,jk}/V_{p,jk})\right\}}{\pi_{p,jk}} \tag{3.7}$$

for $a_\tau, b_\tau, a_\pi,$ and $b_\pi$ fixed and estimated via empirical Bayes. All empirical Bayes estimates are as described in Morris and Carroll (2006). Combining these conditionals with the latent conditionals in Section 2.2, the MCMC sampler begins with draws from (2.6) and (2.7). Then we project the $Y^*$ into the wavelet space and draw $\beta_W$ from (3.5). Instead of drawing directly
from (3.6) we implement a Metropolis-Hastings step to ensure the variance is not too close to zero. We use a log-normal density as proposal, centered at the current step with variance tuned to achieve an ideal acceptance rate. Finally, we take draws from (3.7) and (3.8).

Use of the DWT requires selecting a type of wavelet, the number of vanishing moments, a boundary padding procedure, and the number of levels of decomposition. Common choices of wavelet type include Daubechies, Symmlets, and Coiflets with varying vanishing moments for the mother wavelets and symmetric half-point, periodic-padding, and zero-padding for the boundary padding. Choice of the mother wavelet and padding will depend largely on the data in question, however Symmlets with eight vanishing moments, also known as least asymmetric wavelets, can be used for most general purposes (Percival and Walden, 2000). In preliminary runs, we found such Symmlets in conjunction with symmetric half-point padding to be sufficient in most cases and explore two choices of number of levels of decomposition, $J = 6, 8$. Both the number of vanishing moments and the level of decomposition will control the smoothness of the estimation with larger values of each resulting in smoother estimates. The fast DWT assumes equally spaced data, which is the case for the rhesus macaques data where $t$ denotes days during the year. However, Sardy et al. (1999) show that wavelets for equally spaced data can be used if measurements are at least taken on the same, non-equally spaced grid. In this case, the domain of the wavelet basis functions is effectively $1, \ldots, T$ instead of $t_1, \ldots, t_T$.

3.2. Spline-based Model Formulation. We begin again with the discretized model in (2.5) and formulate our spline-based model in the spirit of Goldsmith and Kitago (2016). Let $\Theta$ denote a $T \times K$ matrix of basis functions and $\beta^S$ be a $K \times P$ matrix of basis coefficients such that $\beta = (\Theta \beta^S)'$. To model between curve covariance, we use fPC with $K_p$ number of scores. Let $E = C(\Theta \beta^E)' + E^S$ where $C$ is an $N \times K_p$ matrix of subject scores, $\beta^E$ is the $K \times K_p$ matrix of coefficients, and $E^S$ is an $N \times T$ matrix of independent errors. The spline-based model is then

\begin{equation}
Y^* = X \beta^S' \Theta' + C \beta^E' \Theta' + E^S
\end{equation}

for the $N \times P$ matrix of scalar covariates, $X$. We penalize the fits of both $\beta^S$ and $\beta^E$ using a penalty matrix, $\Delta$, that is dependent upon choice of spline basis. For B-splines based models, we use the same penalty matrix as in Goldsmith and Kitago (2016): $\Delta = \eta \Delta_0 + (1 - \eta) \Delta_2$ where $\Delta_0$ and $\Delta_2$ are the zeroth and second derivate penalties, respectively. The control parameter $\eta$ is between 0 and 1 and chosen to strike a balance between
smoothness and shrinkage with values near zero favoring shrinkage. We use \( \eta = 0.01 \) for all models using this penalty scheme.

The OPFRM also allows for the use of O’Sullivan penalized splines, or O-splines as we refer to them, which are described in detail in Wand and Ormerod (2008). To construct O-splines, we begin with the standard B-spline expansion using \( K + 4 \) knots. The \((d,d')\) entry of the penalty matrix is \( \Delta_{dd'} = \int_a^b \tilde{\theta}_d(x)\tilde{\theta}_{d'}(x)dx \) where \( \tilde{\theta} \) is the second derivative function of the matrix of basis functions \( \Theta \) for \( x \in \mathbb{R} \) and \( a \) and \( b \) equal to the end points of a non-decreasing sequence of knots. Fitting the model with O-splines in a mixed model framework corresponds to penalizing the fit with the penalty term \( \lambda_d \int_a^b \left\{ \tilde{f}_d(x) \right\}^2 dx \).

For both sets of penalized splines, we place mean zero normal priors on \( \beta^S \) and \( \beta^E \) with covariances equal to \( \Lambda_S \otimes \Delta \) and \( \Lambda_E \otimes \Delta \), respectively, where \( \otimes \) denotes the Kronecker product. Both \( \Lambda_S \) and \( \Lambda_E \) are diagonal matrices with the diagonal elements equal to \( \lambda^{-1}_{k,S} \) and \( \lambda^{-1}_{k,E} \), for the \( k \)th basis function and \( k_p \)th fPC basis function. We also place a mean zero normal prior on each row of \( C \) with variance \( \sigma^2_E I_{K_p} \times K_p \) identity matrix. Finally, we let the rows of \( E^S \) vary independently with mean zero and variance \( \sigma^2_E I_T \) where \( I_T \) is the \( T \times T \) identity matrix. Such specifications are consistent with prior work on spline-based function-on-scalar regression such as Goldsmith, Zipunnikov, and Schrack (2015), Goldsmith and Kitago (2016), and references therein.

The resulting full conditionals using either B-splines or O-splines are the same, varying only in the size of \( \Theta \) and the form of the penalty matrix, \( \Delta \). The conditional for \( \beta^S \) is normal with the form
\[
\beta^S|\text{rest} \sim N \left( \mu_{\beta^S}, \Sigma_{\beta^S} \right)
\]
where \( \Sigma_{\beta^S} = \left[ \frac{1}{\sigma^2_E} \{(X'X) \otimes (\Theta'\Theta)\} + (\Lambda_S \otimes \Delta) \right]^{-1} \) and \( \mu_{\beta^S} = \frac{1}{\sigma^2_E} \Sigma_{\beta^S} (X \otimes \Theta)' \left( \hat{Y}^* - \bar{P} \right) \) for the vectorized current \( Y^* \) and fPC components, \( \hat{Y}^* \) and \( \bar{P} \) respectively. That is, \( \bar{P} \) is equal to the vectorized current, evaluated step of \( C \beta^E \Theta' \). For the fPC coefficients, the conditional is also normal:
\[
\beta^E|\text{rest} \sim N \left( \mu_{\beta^E}, \Sigma_{\beta^E} \right)
\]
where \( \Sigma_{\beta^E} = \left[ \frac{1}{\sigma^2_E} \{(C'C) \otimes (\Theta'\Theta)\} + (\Lambda_E \otimes \Delta) \right]^{-1} \) and \( \mu_{\beta^E} = \frac{1}{\sigma^2_E} \Sigma_{\beta^E} (C \otimes \Theta)' \left( \hat{Y}^* - \bar{B} \right) \) for \( \hat{Y}^* \) as previously defined and \( \bar{B} \) equal to the vectorized current, evaluated step of \( X \beta^S \Theta' \). For each subject, the conditionals of the rows of \( C, c_i \), are normal
\[
c_i|\text{rest} \sim N \left( \mu_{c_i}, \Sigma_{c_i} \right)
\]
for \( \Sigma_{c_i} = \left\{ \frac{1}{\sigma_E^2} (\Theta \beta^E)'(\Theta \beta^E) + I_{K_p} \right\}^{-1} \) and \( \mu_{c_i} = \frac{1}{\sigma_E^2} \Sigma_{c_i} (\Theta \beta^E)'(y_i^* - x_i \beta^S) \).

The conditionals for the variance \( \sigma_E^2 \) and diagonals of \( \Lambda_S \) and \( \Lambda_E \) are
\[
\begin{align*}
\sigma_E^2|\text{rest} & \sim IG \left\{ A_\sigma + \frac{NT}{2}, B_\sigma + \sum_{i=1}^{N} \left( y_i^* - x_i \beta^S' \Theta' - c_i \beta^E' \Theta' \right)^2 \right\}, \\
\lambda_{k,S}|\text{rest} & \sim IG \left( A_S + \frac{K}{2}, B_S + \frac{1}{2} \beta_k^S \Delta \beta_k^S \right) \quad \text{and} \\
\lambda_{k,p,E}|\text{rest} & \sim IG \left( A_E + \frac{K_p}{2}, B_E + \frac{1}{2} \beta_{k,p}^E \Delta \beta_{k,p}^E \right)
\end{align*}
\]

where \( \beta_k^S \) and \( \beta_{k,p}^E \) denote the \( k \)-th and \( k_p \)-th rows of the matrices \( \beta^S \) and \( \beta^E \).

We take \( A_\sigma \) and \( B_\sigma \) to both be 1, \( A_E = K_p/2 \), \( B_E = K_p/2 \), and \( A_S = K/2 \).

The parameter \( B_S \) is the larger of 1 and \( (1/2) \hat{\beta}_k^S \Delta \hat{\beta}_k^S \), where \( \hat{\beta}_k^S \) is the least squares estimate, as suggested by Goldsmith and Kitago (2016). For the spline-based models, the sampler begins with (2.6) and (2.7) and then steps through (3.10) to (3.15). For both spline bases, we must select the number of basis functions for both the fixed effects and the fPC components. We use two different values of knots for B-splines, \( K = 5, 10 \), two different values for the O-splines, \( K = 2, 4 \), and let \( K_p = 2 \) for all settings.

### 3.3. Interval Estimation.

We implement two types of intervals for describing uncertainty regarding the estimate of \( \beta \). First is a point-wise credible interval approach and second is a joint-credible interval as described by Ruppert, Wand, and Carroll (2003). To construct point-wise intervals, we find the usual 100(1 \( - \alpha/2 \))\% credible interval at each \( t \) for each \( \beta(t) \).

The resulting intervals constitute the whole 95\% credible interval for the curve. For the joint-credible intervals, let \( \hat{\beta}(t) \) and \( \text{St.Dev} \{ \hat{\beta}(t) \} \) denote the mean and standard deviations of the posterior samples of \( \beta(t) \). We then construct the interval
\[
I_\alpha(t) = \hat{\beta}(t) \pm q_{(1-\alpha)} \left[ \text{St.Dev} \{ \hat{\beta}(t) \} \right]
\]
where \( q_{(1-\alpha)} \) is the \( (1-\alpha) \) quantile taken over the \( M \) MCMC samples of the quantity
\[
Z(m) = \max_{t \in \mathcal{T}} \left| \frac{\beta^{(m)}(t) - \hat{\beta}(t)}{\text{St.Dev} \{ \hat{\beta}(t) \}} \right|.
\]

Both approaches have previously been used in the Bayesian functional regression with, for example, Goldsmith, Zipunnikov, and Schrack (2015) and Goldsmith and Kitago (2016) implementing the point-wise approach and Meyer et al. (2015) and Lee et al. (2018) implementing the joint-interval approach. Two testing procedures, Bayesian False Discovery Rate and Simultaneous Band Scores, implemented in previous works, Malloy et al. (2010), Meyer et al. (2015), and references therein
are also available for use in the OPFRM but not discussed here, see the Supplementary Material for additional details.

4. Simulation Study. To investigate the operating characteristics of the OPFRM, we construct simulated scenarios designed to mimic possible computer-use patterns in rhesus macaques over the course of the year. To this end, we develop four “true” curve settings to simulate ordinal functional outcomes from a single covariate, \( x_i \), which we draw from a standard normal. We refer to the curves as the sigmoidal, seasonal, decay, and peak settings. Each of these settings suggest different patterns of usage over the course of the year. For example, in the sigmoidal setting, changes in usage associated with a positive change in \( x_i \) slowly increase over the course of the year while in the seasonal setting, usage varies with the time of year. Under these four settings, we generate functional curves using three different underlying covariance structures to mimic within curve association. The three structures we consider are independent (least realistic), exponential (most realistic), and compound symmetric, also called exchangeable. Using these curves and structures, we generate \( N = 40 \) ordinal functional outcome curves from a multinomial distribution with \( L = 4 \). The functions describing each curve setting and covariance structure are in the Supplementary Material.

For each curve and covariance structure combination, we generate 200 datasets and run six models using B-spline with \( K = 5 \) and 10, O-spline with \( K = 2 \) and 4, and Symmlets on 8 vanishing moments and levels \( J = 6 \) and 8. We take 1000 total posterior samples for each model, discarding the first 500. Runtimes for the full 1000 samples vary by basis type but B-spline models typically take between 12.51 seconds and 13.50 seconds and O-spline models take between 12.78 and 13.13 seconds. Wavelet models take considerably longer running between 93.79 and 106.93 seconds. We run models on a laptop with a 2.9 GHz Intel Core i5 processor with 16 GB of memory. All computation is done using MATLAB version R2017a.

Due to space constraints, we present tabular results for only the sigmoidal and seasonal settings and graphical results for only those two settings under the exponential covariance structure. Average mean integrated squared error (MISE) for each scenario is in Table 1 while mean point-wise coverage probabilities are in Table 2. Figures 1 and 2 contain posterior estimates for each simulated dataset plotted along with the average across all datasets as well as the true curve. In Table 1, the smallest average MISE is bolded and second smallest is italicized. Looking by scenario, we see that the O-spline model with \( K = 2 \) typically performs the best with the \( K = 4 \) model performing second best. The wavelet-based model with \( J = 6 \) levels also per-
forms well under the sigmoidal setting and the B-spline model with $K = 10$ is typically third best in terms of MISE. Figures 1 and 2 reinforce this with the O-spline models best capturing the true curve and the $K = 10$ B-spline and Symmlet $J = 6$ models performing reasonably well. Similar graphics presenting the estimated curves under the independent and compound symmetric structures are in the Supplementary Material. Looking within model, the underlying covariance structure does not appear to have too strong an effect on estimation, though the MISE is largest when the true structure is exponential and smallest when it is independent. Within basis-type, the B-spline model with more $K = 10$ knots performs better than with $K = 5$ knots. For the O-spline models, fewer knots produces a better fit though the MISEs are close to each other. When using Symmlet wavelets, the model with fewer levels performs best.

We primarily assess both the 95% joint and 95% point-wise credible intervals approaches using mean point-wise coverage probabilities. We calculate coverage by checking if the truth is contained in the interval at each $t$, averaging over all $t$ to obtain a mean coverage for each simulated dataset. Finally, we take the average of these values over all 200 datasets. Table 2 presents these results with the largest coverage probabilities in bold and second largest italicized. Here we see that, regardless of scenario, mean point-wise coverage is best for the joint interval using Symmlets with $J = 6$ levels of decomposition with the second best coverage belonging to the joint intervals from the B-spline model with $K = 10$ knots. However, with the exception of the B-spline model with only $K = 5$ knots, all joint intervals achieve the nominal coverage. None of the point-wise intervals achieve the nominal level, though some are close particularly for the $K = 10$ B-spline and both O-spline models. The underlying covariance structure of the func-
Fig 1. Posterior estimates for the sigmoidal setting under the exponential covariance structure from each simulated dataset are in light gray. Solid black curves depict the average estimate over all 200 datasets while the dashed blue curves are the truth. The first column shows estimates from B-spline models, second columns O-spline, and third column Symmlet. The top row shows the lower number of splines or level of decomposition, bottom row contains higher. This figure appears in color in the electronic version of this article.

Fig 2. Posterior estimates for the seasonal setting under the exponential covariance structure from each simulated dataset are in light gray. Solid black curves depict the average estimate over all 200 datasets while the dashed blue curves are the truth. The first column shows estimates from B-spline models, second columns O-spline, and third column Symmlet. The top row shows the lower number of splines or level of decomposition, bottom row contains higher. This figure appears in color in the electronic version of this article.
Table 2
Mean point-wise coverage probabilities of the 95% joint and 95% point-wise credible intervals for each model under the sigmoidal and seasonal scenarios averaged over all 200 datasets. Bold-faced entries denote the largest value at each Setting and Covariance Structure, Cov. Str., combination for both interval types. Italicized entries denote the second largest value. The abbreviations Ind., Exp., C. S., and P. W. refer to Independence, Exponential, Compound Symmetric, and Point Wise, respectively.

| Setting | Cov. Str. | Int. | B-Spline | | O-Spline | | Symmlets | |
|---|---|---|---|---|---|---|---|
| | | | $K = 5$ | $K = 10$ | $K = 2$ | $K = 4$ | |
| Sigmoidal | Ind. | Joint | 0.8560 | 0.9986 | 0.9942 | 0.9972 | 1.0000 | 0.9727 |
| | | P. W. | 0.6681 | 0.9490 | 0.9330 | 0.9452 | 0.9432 | 0.7798 |
| | Exp. | Joint | 0.8352 | 0.9957 | 0.9849 | 0.9938 | **0.9997** | 0.9727 |
| | | P. W. | 0.6488 | 0.9304 | 0.8955 | 0.9169 | 0.9224 | 0.7745 |
| | C. S. | Joint | 0.8479 | 0.9963 | 0.9905 | 0.9961 | **0.9992** | 0.9763 |
| | | P. W. | 0.6595 | 0.9340 | 0.9161 | 0.9322 | 0.9350 | 0.7868 |
| Seasonal | Ind. | Joint | 0.5988 | 0.9968 | 0.9922 | 0.9965 | **0.9974** | 0.9952 |
| | | P. W. | 0.4048 | 0.9417 | 0.9343 | 0.9404 | 0.8998 | 0.9127 |
| | Exp. | Joint | 0.5985 | 0.9918 | 0.9793 | 0.9880 | **0.9962** | 0.9944 |
| | | P. W. | 0.4129 | 0.9093 | 0.8756 | 0.9032 | 0.8807 | 0.9084 |
| | C. S. | Joint | 0.5997 | 0.9938 | 0.9889 | 0.9928 | **0.9979** | 0.9955 |
| | | P. W. | 0.4093 | 0.9291 | 0.9126 | 0.9247 | 0.8942 | 0.9124 |

Additional outcome does appear to affect coverage with coverage decreasing for both interval types as the structure gets more complicated. We also present joint coverage probabilities, where coverage is calculated as the percent of simulated results whose intervals contain the whole true curve, and the average width of the credible intervals in the Supplementary Material. The joint coverage is highest for the joint intervals using O-splines with $K = 4$ and Symmlets with $J = 6$ while average interval widths are smallest for the point-wise intervals. However, when using the O-spline based models, the joint intervals are similar in width.

5. Application. We now present the results of our analysis of the computer-use data. We restrict our investigation to the first full year available for analysis, encompassing all four seasons for the monkeys: the breeding season, winter, birthing season, and summer. In total, we have 72 monkeys available for analysis. Of interest is the effect the demographic factors sex, rank, and age over the course of the year. Prior to modeling, we center both rank and age. The latent model we fit is $Y_i^*(t) = \text{sex}_i\beta_1(t) + \text{rank}_i\beta_2(t) + \text{age}_i\beta_3(t) + E_i(t)$ where sex$_i$ is an indicator equal to 1 if the monkey is male and 0 if female. The observed ordinal outcome has $L = 4$ levels corresponding to no usage, low usage, moderate usage, and high usage on day $t$. For each monkey, we have 365 total functional observations.
The variable age, $i$, is the age at which the monkeys received their RFID chip and thus eligible to use the computer system.

We use six-fold cross validation to determine the predictive accuracy of all models where we calculate predictive accuracy as the percent of observed outcomes in the holdout sets correctly predicted by each model. To obtain suitable convergence, each spline-based model is fit on 3000 total samples and the wavelet-based models are fit on 4500 total samples. A discussion of both the validation procedure and model convergence is found in the Supplementary Material. The prediction accuracy for each holdout set and over all sets is in Table 3. The O-spline with $K = 2$ and both wavelet-based models have the best overall predictive accuracy, however all models demonstrate approximately the same accuracy with only a 1.56% between the smallest and largest overall prediction.

Given the performance of the O-spline model with $K = 2$ in the simulation study as well as its predictive accuracy, we focus our analysis on this model and present the results from the other models in the Supplementary Material. We refit the model on the whole dataset using 3000 total samples, discarding the first 1500. Computation time for the full models is between 1 to 1.5 minutes for the spline-based models and 14 to 16 minutes for the wavelet-based model. Figure 3 presents the posterior mean (solid blue curve) along with 95% point-wise (shaded blue band) and joint credible (shaded gray band) intervals. We also note which coefficients are deemed significant by each procedure in the top (point-wise) and bottom (joint) rugs.

From Figure 3, we see that both the sex and age of a monkey significantly contribute to its daily usage over the course of the year. Male monkeys consistently use the computers less than female monkeys and older monkeys use the computers less than younger monkeys. These patterns vary over the

### Table 3

Predictive accuracy by holdout set from six-fold cross validation and overall. Table values represent the median percent of holdout set outcomes that are correctly predicted with the median taken over all posterior estimates. Overall values are the median predictive accuracy taken over all holdout sets.

| Holdout Set | B-Spline $K = 5$ | B-Spline $K = 10$ | O-Spline $K = 2$ | O-Spline $K = 4$ | Symmlets $J = 6$ | Symmlets $J = 8$ |
|-------------|-----------------|-----------------|-----------------|-----------------|----------------|----------------|
| 1           | 0.6064          | 0.6041          | 0.6066          | 0.6009          | 0.6187         | 0.6192         |
| 2           | 0.5502          | 0.5443          | 0.5489          | 0.5463          | 0.5623         | 0.5621         |
| 3           | 0.5530          | 0.5493          | 0.5573          | 0.5514          | 0.5662         | 0.5662         |
| 4           | 0.4500          | 0.4550          | 0.4498          | 0.4534          | 0.4514         | 0.4539         |
| 5           | 0.5582          | 0.5507          | 0.5616          | 0.5589          | 0.5861         | 0.5858         |
| 6           | 0.6347          | 0.6347          | 0.6347          | 0.6347          | 0.6326         | 0.6347         |
| Overall     | 0.5580          | 0.5511          | 0.5600          | 0.5566          | 0.5667         | 0.5668         |
course of the year, but for each variable the effect is significantly less than zero for the duration of the year. Rank does play a role in usage, although it is minor by comparison and only significant during certain periods of the year. In particular, higher ranking monkeys appear to use the computers less during the breeding season and the summer season. The effects during these periods are significant, however the changes are much smaller with coefficients mostly ranging between $-0.01$ and $-0.15$. By comparison, the effects of a monkey’s sex and age are much stronger.

6. Discussion. While recent functional literature delves into non Gaussian outcomes, more work is needed to expand the reach of available methodology. For ordinal functional outcomes, the literature is quite sparse consisting of only one limited investigation and no publicly available code. In this work, we address this gap by introducing the OPFRM which can accommodate ordinal outcomes of any level. The OPFRM is flexible as it allows for the choice of basis function, either B-splines or discrete wavelets of any type, which are commonly used in the literature. It also allows for the use of O-splines which, to the best of our knowledge, have not been previously implemented in generalized function-on-scalar regression. Building on the frameworks of Morris and Carroll (2006) and Goldsmith and Kitago (2016), both spline- and wavelet-based formulations of the model account for within-curve correlations within the basis-transformed latent space either via the use of fPC or the whitening property of the DWT. The OPFRM also allows for a potentially large number of functional observations and any combination of continuous and discrete scalar covariates.

In simulation, we investigate the operating characteristics of the OPFRM
using a reasonable sample size of $N = 40$ under four different curve conditions for three different underlying correlation structures. While the O-splines perform best in terms of MISE, we show that the model performs well in estimation under any basis choice as MISE is comparable using Symmlets with $J = 6$ or B-splines with $K = 10$. Varying the underlying correlation structure from independent to time-invariant to time-varying does not have a significant impact on estimation which illustrates the ability of both the DWT and fPC to capture within-curve correlation in the latent space. We show that coverage for both point-wise and joint credible intervals can be affected when using B-splines with too few basis functions. The point-wise intervals perform best when the underlying covariance structure is independent while the joint intervals consistently provide the highest coverage. Applying the OPFRM to the monkey computer use data, we demonstrate the predictive accuracy of each basis function showing that the models perform similarly. We show that two of the demographic factors of interest, a monkey’s sex and age, are significantly associated with usage for the duration of the year. The third factor, rank, has periods of significance early and late in the year. However the effect size is quite small, suggesting the effect of rank, while significant, is minimal.

To summarize, the OPFRM is a flexible modeling framework for ordinal functional outcomes. The model performs well in simulation and application under any choice of basis function and is computationally efficient, particularly for the spline-based models. Our application has relatively smooth signals thus a spline-based approach makes sense with the O-splines allowing us to use fewer basis functions, and therefore fewer coefficients, than the B-spline models. The wavelet-based models are preferred when the signal is spiky and irregular and splines may over smooth. Thus the flexibility in choice of basis function in the OPFRM is useful in allowing us to determine the best basis function for the application all in one modeling framework. Further work is needed to explore extensions to the generalized function-on-function setting as well as the introduction of other basis functions. The model also currently uses the probit link and assumes proportionality when moving from one outcome category to the next. Finally, we assume the sampled curves are complete and not missing any values. Future work will seek to address these limitations.

SUPPLEMENTARY MATERIAL

Supplement A: Additional Details and Results (http://www.e-publications.org/ims/support/dowload/imsart-ims.zip). Supporting material to Sections 3–5 is available alongside this article.
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