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Abstract

As humans we communicate important information through fine nuances in our facial expressions, but because conscious motor representations are noisy, we might not be able to report these fine but meaningful movements. Here we measured how much explicit metacognitive information young adults have about their own facial expressions. Participants imitated pictures of themselves making facial expressions and triggered a camera to take a picture of them while doing so. They then rated confidence (how well they thought they imitated each expression). We defined metacognitive access to facial expressions as the relationship between objective performance (how well the two pictures matched) and subjective confidence ratings. Metacognitive access to facial expressions was very poor when we considered all face features indiscriminately. Instead, machine learning analyses revealed that participants rated confidence based on idiosyncratic subsets of features. We conclude that metacognitive access to own facial expressions is partial, and surprisingly limited.
Introduction

Precise motor planning and execution can occur without the brain having explicit, conscious access to the exact position of our limbs, or the exact degree of contraction of our muscles\textsuperscript{1–3}. For instance, we can simultaneously walk, speak, and gesticulate successfully while concentrating on an argument and not on the movements that enable it, and we are furthermore unable to accurately report the state of each of our muscles. Although explicit access to proprioceptive signals in highly routinized tasks like walking or talking may be unnecessary, it might be beneficial in some other cases. For example, it has been suggested\textsuperscript{4} that metacognitive reasoning plays a central role in developing and improving motor expertise: if an experienced actor has a detailed and sophisticated representation of an ideal facial expression to communicate emotion, they are better able to detect and correct deviations from the ideal, leading in turn to more accurate and consistent performance.

Proprioceptive information about our limbs and their movements is thought to originate primarily from muscle spindles, together with skin receptors, Golgi tendon organs, and joint receptors\textsuperscript{5–7}. Artificial vibration of the muscles can lead to activation of the muscle spindles, showing that their activation is sufficient to alter the representation of the body and its position\textsuperscript{8,9}. In addition, position estimates have been found to be more precise following active vs. passive movements, suggesting that efferent motor commands may either affect or inform proprioceptive representations\textsuperscript{10–12}. Finally, proprioceptive information is combined with visual information, when available, to form a multisensory and integrated representation\textsuperscript{13–17}.

Facial expressions present a particularly important yet poorly studied instance of motor control. On the one hand, we communicate a great deal of information with small, nuanced facial movements (on the order of 10 mm or less\textsuperscript{18,19}). On the other hand, we hardly ever see ourselves while making them. Perhaps with the exception of actors or public speakers who practice in front of a mirror (or the increased number of video-conferences during the 2020 SARS-CoV-2 pandemic), we do not usually have online visual feedback about our facial muscles. If visual feedback information is indeed critical to give rise to precise motor representations, facial movements might be very poorly represented. Together, the combination of the high social relevance of small movements in our facial muscles and the general lack of visual information about them raise the interesting question: How much do we know about how we look when we communicate with others?
Previous studies have focused on related questions. One line of research has quantified metacognitive access to others’ facial expressions\textsuperscript{20–22} and operationalized metacognitive performance as the precision of participants’ representations of uncertainty. While our ability to accurately represent both the facial expressions of others and our certainty about them is clearly critical for social interactions, it is equally important to correctly represent and adequately control one’s own expressions\textsuperscript{23}. In line with this notion, another line of research has aimed at measuring how accurate the representation of one’s own face is (under a neutral facial expression). One study\textsuperscript{24} found that participants showed a systematic bias to underestimate the length of their faces and slightly overestimate their width, mimicking what has been described for whole bodies\textsuperscript{25} and hands\textsuperscript{26}. More recently, large inter-individual differences have been described in how accurately healthy young adults can represent their own faces\textsuperscript{27}. These previous studies investigated relaxed faces with neutral expressions and captured, in essence, individuals’ ability to accurately describe their face, or to discriminate it from the face of another. Importantly, static features of one’s face are irrelevant to social interactions, which instead are based on dynamic information. Here, we focussed instead on metacognitive knowledge about how one’s face varies when making different expressions. In a pre-registered experiment, we asked participants to imitate expressions shown in pictures of themselves and to rate how well they thought they had imitated the expression. We then measured participants’ metacognitive access to their own facial expressions as the correspondence between subjective ratings and an objective measure of performance.

First, participants completed a task to measure their metacognitive access to facial expressions (Figure 1), consisting of three parts. Briefly, in the first part of the task, participants took pictures of themselves imitating different cue images done by actors\textsuperscript{28} to generate 32 participant-specific target images. In the second part, participants saw each of the target images on the screen and, while still looking directly into the digital camera, imitated themselves (Figure 1.B). In both the first and second parts of the task, participants pressed a keyboard key to trigger the digital camera. In the second part only, they additionally rated how confident they were in their own performance on a continuous confidence scale ranging from “Very unsure” to “Very sure”. Finally, in the third part of the task, participants saw the target and response pictures side-by-side and rated them for similarity on a continuous scale with the same labels as for the confidence rating. We quantified the distance between each image pair based on landmarks placed automatically on the pictures.
Figure 1: Experimental Design. (A.) Procedure. Cue stimuli were pictures of facial expressions taken from the MPI Small Facial Expression Database (Cunningham et al., 2005), but the images were replaced here with illustrations, to comply with the journal’s data privacy regulations. They were performed by actors and represented non-stereotypical expressions (e.g., “You lose the way in a foreign city”, see Methods for further details). Participants used these images as cues to produce 32 participant-specific target images. In part 2, each of the 32 target images (of the participants’ faces displaying the expression generated in part 1) was shown eight times (256 trials total). Participants reproduced their own expressions shown in the target pictures, pressed a key while holding their expression, and subsequently rated confidence in their own performance. The experiment was self-paced. Squares around the pictures indicate that they were displayed to participants, whereas pictures without a square frame around them represent pictures collected but not shown back to participants. (Expression drawing: Freepik.com) (B.) Predictions. The correlation between the two variables indicates the precision of the metacognitive representation. Confidence ratings were expected to be negatively correlated with the distance between two images if participants have metacognitive access to the low-level aspects of their facial expressions (solid line). Confidence ratings were not expected to vary with distance if participants had no metacognitive access to their own facial expressions (dashed line).

Results

Confirmatory Analyses
The distance between any pair of images is an inverse measure of performance in the task, as greater distance corresponds to a poorer match between target and response expressions. Thus, we reasoned that participants with precise metacognitive access to their facial expressions would have a sharp relationship between the distance between two images and the confidence ratings. The estimated regression coefficients from a multilevel model of these data should be negative and clearly different from 0. On the other hand, if a participant had no access to their own performance, their judgments would bear no relationship to the distance between two images, and the regression coefficients would be indistinguishable from 0 (Figure 1B, Predictions).

To arbitrate between these two possibilities, we first quantified our participants’ metacognitive access to their own facial expressions using a Bayesian linear mixed-effects regression model of participants’ confidence ratings. The model included the log-transformed distances as a fixed effect (for all 68 landmarks combined), as well as random intercepts for participant and facial expression. We found that participants’ confidence ratings had a small negative relationship to the distance measured (Figure 2A, $M = -0.03 \pm 0.01$, CI = [-0.05, -0.01], $R^2 = 0.21$, see also Appendix 1-Figure 1 for the participant-wise data). However, when compared to the null model without the effect of distance, we found only anecdotal evidence\textsuperscript{29} for the relationship between the two ($BF_{10} = 2.20$). Further, a robustness check revealed that, as expected given the proximity of the posterior samples to the region of practical equivalence (ROPE, defined following the default criterion of the region corresponding to a Cohen’s $d$ of 0.1, Figure 2B), the choice of the SD of the prior distribution had a strong effect on the $BF_{10}$: Widening the prior distribution from 0.4 to 0.7 led to a $BF_{10} = 1.02$, and greater SDs also strongly reduced the value of the $BF_{10}$. Together, these results point to no evidence for a relationship between confidence and distance. For illustration purposes, we plot the participant-wise posterior draws, in relationship to the ROPE (Figure 2C).
Figure 2. Poor metacognitive access to facial expressions (A.) Group effects reflecting mean metacognitive access, namely the relationship between confidence ratings and distance between two images (inverse of performance). A small but consistently negative slope suggests that participants had minimal metacognitive access to their own expressions. The solid line represents the mean of the posterior draws, the shaded region represents the 95% credibility interval (B.) Posterior draws for the group-level fixed effect of distance, shown in relation to the ROPE, marked with dashed lines. The black horizontal line indicates the mean and 95% HDI. (C.) Posterior draws for each participant, shown in relationship to the ROPE. Note that the y-axis is clipped to better display the distributions around the ROPE and therefore excludes the long tails of some of the distributions. Participants are ordered following the mean slope estimate and might not be aligned across figures.

Then, to quantify the relationship between distance and similarity, we built a regression model of participants’ similarity ratings including, as before, the log-transformed landmark distances as a fixed effect (for all 68 landmarks combined), as well as random intercepts for participant and facial expression. Here, similarity ratings did track the distance (Figure 3 and Appendix 1-Figure 2). We found a clear and, as expected, negative relationship between the two (M = -0.12 ± 0.01, CI = [-0.14, -0.09], BF₁₀ = 8.01x10⁸, R² = 0.26). This shows that the distance we measured carried information relevant for similarity ratings and thus the null effect above cannot be simply due to a poor measure of distance. Additionally, because the same participants rated both confidence and similarity, the differences between the two ratings cannot be attributed to trivial effects such as a poor understanding of the confidence scale or task instructions, or simple lack of motivation.
We emphasize that an advantage of similarity as compared to confidence ratings is almost trivial, as participants could see the picture pairs side-by-side to rate similarity, but not confidence. Hence, we simply take this result as a positive control to ensure that the landmark distances were at all related to similarity, but make no formal comparisons between the two kinds of ratings.

**Figure 3.** The distance between two images captures relevant information. (A.) Group effects reflecting the information contained in the distance between two images, namely the relationship between the similarity ratings provided by participants (when viewing each image pair side-by-side) and distance between two images. The solid line represents the mean of the posterior draws, and the shaded region represents the 95% credibility interval. (B.) Posterior draws for the group-level fixed effect of distance, shown in relation to the ROPE, marked with dashed lines. The black horizontal line indicates the mean and 95% HDI. (C.) Posterior draws for each participant, shown in relation to the ROPE. Note that the y-axis is clipped to better display the distributions around the ROPE and therefore excludes the long tails of some of the distributions. Participants are ordered following the mean slope estimate and might not be aligned across figures.

Finally, following our pre-registered plan, we explored relationships between the participant-wise random slopes with Mratio, a measure of visual metacognitive efficiency\(^\text{30}\) in a visual task. We found that visual Mratio was consistently above the chance level of 0 ($M=0.75$, $SD=0.57$, $t(38)=8.15$, $p<0.001$, $BF_{10}=1.54\times10^7$, estimated with a default Cauchy prior) but that it did not
correlate with participant-wise effects of distance on confidence (Figure 4.A, \( r = -0.19, p = 0.25, \) \( BF_{10} = 0.64 \), with a default shifted beta prior distribution). While the two measures of metacognitive access are not strictly comparable (the visual Mratio is controlled for first-order performance but the individual effects of distance on confidence are not), this analysis shows that poor metacognitive access to facial expressions cannot be attributed to generally poor domain-general metacognitive insight\(^{31}\).

Using Pearson correlations, we also measured potential associations between the inter-individual differences in metacognitive access to facial expressions and Alexithymia scores, as an indication of each participant’s ability to identify and describe their own feelings. We found no conclusive evidence for or against any relationships between alexithymia score and the participant-wise effect of distance on confidence (\( BF_{10} = 0.70 \), Figure 4.B) or on similarity ratings (\( BF_{10} = 0.43 \)).

**Participant-wise metacognitive measures**

**Figure 4:** Correlations between participant-wise estimates of metacognitive access to facial expressions and other measures of insight. Each dot corresponds to one participant’s performance estimate, and the box- and density plots on the right represent the marginal distribution of the corresponding variable on the y axis. **A. Metacognitive efficiency (Mratio) in a visual task.** Participants’ metacognitive efficiency was significantly better than chance performance (marked with the horizontal dashed line). **B. Alexithymia score (TAS).** We found no evidence for a correlation between metacognitive estimates and these measures of insight.

**Exploratory Analyses**

For completeness, we studied the relationship between similarity and confidence ratings. We built a Bayesian linear regression model of participants’ confidence ratings, this time including the...
similarity ratings as a fixed effect and random intercepts for participant and facial expression. We found a clear positive relationship between the two ratings (M = 0.10 ± 0.01, CI = [0.09, 0.12], BF₁₀ = 6.36 x 10³¹, R² = 0.21, Figure 5 and Appendix 1-Figure 6). This suggests that participants’ confidence ratings were not random or noisy but rather that they simply did not reflect the low-level features captured by the distance.

**Figure 5: Similarity ratings vary with confidence ratings.** (A.) Group effects showing the relationship between the two ratings on image pairs provided by participants (similarity vs. confidence). The solid line represents the mean of the posterior draws, and the shaded region represents the 95% credibility interval. (B.) Posterior draws for the group-level fixed effect of confidence on similarity, shown in relation to the ROPE, marked with dashed lines. The black horizontal line indicates the mean and 95% HDI. (C.) Posterior draws for each participant, shown in relation to the ROPE. Participants are ordered following the mean slope estimate and might not be aligned across figures.

Our results so far suggest that participants’ confidence ratings did not reflect performance, calculated as the Euclidean distance over all landmarks. In a final set of exploratory analyses, we
therefore aimed at identifying which pieces of information participants may have taken into
account when rating confidence.

The Euclidean distance between image pairs assigns equal weights to the distances of all facial
landmarks and is therefore a relatively naive measure of the difference between expressions, in
that it does not allow for potential differences between landmarks in their contribution to different
individuals’ confidence. However, it is in principle possible that participants attended to different
parts of their faces to different degrees and, further, that this differential attention was not
consistent across participants. For example, one participant may have focused almost exclusively
on how well their mouth matched the target image to rate their confidence, and another participant
may have focused exclusively on the eyes and ignored the mouth. While this was against the task
instructions, it remains a possibility that would undermine the strong claim that most participants
did not base their confidence ratings on the landmark distances. To obtain a more fine-grained
and flexible measure of performance we used a simple linear regression machine learning (ML)
model to predict each participant’s confidence ratings using a principal component (PC)
decomposition of the distances between corresponding landmarks as features. Building
participant-wise models provided the maximum flexibility in feature weight assignment and was
therefore the harshest test to the conclusion that metacognitive access to facial expressions is
poor. We found that these models could in fact predict confidence ratings (median $r = 0.26 \pm
0.15$), suggesting that participants did indeed base their confidence ratings on (specific subsets
of) landmark distances. Further, because confidence is known to correlate negatively with
response times$^{32,33}$, we also asked whether RTs could have served as a proxy for distance. We
found that the landmark distances could be used to build ML models that predicted confidence
ratings above and beyond RT information alone, confirming that participants did use some of the
landmark distance information to rate confidence (see Appendix 1-Figure 4).

To better understand which information participants used to rate their own performance, we
reconstructed the weights of each feature in landmark space (based on the model’s weighting of
each principal component and each feature’s loading on that component, see Methods). We first
plotted the resulting landmark weights on their corresponding mean locations to explore potential
patterns among participants based on the set of landmarks with the highest weights (both visually
and by considering the median weight over all landmarks); however, we could not identify any
landmarks or features that were consistently prioritized across participants (Figure 6). Individual
participants’ ML feature weights can be seen at
Finally, we estimated the relationship between the new landmark distance (this time considering the participant-specific weights) and confidence ratings using, as before, a linear mixed-effects regression model. In line with the non-zero r values from the ML models, the reconstructed distances did in fact show a significant relationship with confidence ratings ($M = 0.04 \pm 0.004$, CI = [0.03, 0.04], BF$_{10} = 1.34 \times 10^7$, $R^2 = 0.24$). Note that the slope estimate is now positive, because the feature weights must incorporate the negative relationship between landmarks and confidence, in order to predict confidence ratings. Taken together, the results suggest that participants were indeed able to base their confidence ratings on the distances between facial landmarks, but only on a subset of them; and that each participant had access to, or focused on, different aspects of their facial expressions.

Figure 6: Machine Learning analyses. Average feature weights for participant-wise models of confidence ratings. Each dot represents the median feature weight for each landmark in models excluding RTs. Green and red correspond to positive and negative weights, respectively. The size of the dot corresponds to the relative magnitude of the landmark’s approximated weight within the model, and their positions correspond to a normalized face. Each landmark is split into the four cardinal directions, to yield four independent features (see Methods for details). We found no consistent pattern over participants where some features are weighted more strongly than others, see https://gitlab.com/elisa.filevich/cistonetel_metacognitionoffacialexpressions for an interactive table with participant-wise weights.
Discussion

We asked how much we know about how our faces look when we make expressions. We quantified young, healthy adults’ metacognitive access to the low-level details of their own facial expressions. We emphasized to participants that we were focused on the specific shape of the face and activation of the muscles, not on the emotion that the expression conveyed. Surprisingly, our results suggest that participants were only very poorly able to consistently base their confidence ratings on the complete set of facial features. A priori, this can be interpreted in two (non-exclusive) ways: Participants' confidence ratings may not have strongly relied on the distance between a pair of images because they truly had little or no metacognitive access to their own facial expressions. Alternatively, our measured distance based on the whole set of landmarks may have been a very noisy or even invalid measure of performance. In turn, this alternative explanation would mean that it would be invalid to quantify metacognitive access as we did. To ensure that the second alternative could not fully explain our results, we quantified the relationship between ratings of similarity (provided by the participants themselves while viewing image pairs side-by-side) and distance (based on the whole set of landmarks, combined with equal weights).

Here, we did find a clear relationship between the two, suggesting that the distance between image pairs does carry information that is — to some extent — relevant for similarity. This result also shows that a poor relationship between confidence and distance cannot be attributed simply to poor use or understanding of the confidence scale. It is important to emphasize that we draw no conclusions from the direct comparison of the strengths of the association between distance and the two kinds of ratings (namely confidence and similarity), as it would not be a valid comparison. Participants had no visual information about the expression they were making when rating confidence, whereas they could do careful comparisons of image pairs using all available visual information to rate similarity. Instead, we make separate inferences based solely on the estimation of the effect size and reliability for each of the associations, and the comparison between each full model including the effect of interest and its null counterpart. Simply put, the analysis of the relationships between confidence and distance suggests that participants could access their performance only poorly. On the other hand, the analysis of the relationships between similarity and distance suggests that we measured performance adequately.

Beyond the group-level effects, we found variation between individuals. We aimed at explaining this variation by exploring correlations between these individual estimates of the relationship between distance and confidence and other measures of insight, namely visual metacognitive
efficiency and alexithymia score. No conclusive relationships emerged that could explain the variations between individuals.

Further, in another exploratory analysis, we considered that the summary distance measure could not discriminate between landmarks that heavily informed participants’ confidence ratings and those that were ignored. In other words, confidence ratings may have depended on performance defined by a subset of landmarks, which may not have been the same for all participants. To examine this possibility, we built linear regression ML models on confidence ratings that included the differences for each landmark as individual features (each of them separated into the four cardinal directions). This analysis revealed that the models built for all participants could predict confidence from the combined features (and could do so with better accuracy than the models relying solely on reaction times, which we expected to be predictive of confidence based on previous literature⁹²,⁹³). This result suggests that participants’ confidence ratings do indeed carry information about the landmark distance between target and response expressions. But, unlike what the linear regression analyses assumed, not all landmarks contribute equally. In fact, some landmarks contributed in a way that was contrary to what was expected (i.e. larger distances were associated with higher confidence). Further, the contributions from each landmark were not consistent between participants. In sum, because some variability in facial expressions did not appear to inform confidence ratings, we argue that these findings show that there is a disconnect between participants’ ability to control their faces (through their low level features) and their assessment of performance. While some aspects of participants’ facial expressions led (idiosyncratically) to higher confidence ratings, these ratings were not indicative of performance.

If it is indeed the case that young, healthy volunteers have only partial access to their own facial expressions, the obvious question arises: How do we communicate effectively in society? Drawing from previous literature, we assume that each facial expression carries both low-level information (the specific degree of contraction of each muscle and consequent location of the landmarks) and high-level information (the emotion conveyed) and that these two bits of information are not necessarily correlated. We note that the effects we observed here are valid for the low-level features which we asked participants to concentrate on, but they may not extrapolate to the high-level features of facial expressions.

In fact, we suggest a simple model (Figure 7) consistent with our results where these two aspects are dissociated. We obtained the distance using an algorithm that, we assume, has no access to
high-level information. Similarity ratings, on the other hand, were made by human observers (the study participants) and therefore were based on both the low-level features (by design, in line with our instructions) and high-level emotional information that is automatically processed\textsuperscript{34}, as we discussed above. On the basis of our results, we contend that confidence ratings may be based chiefly on high-level information, as they can only poorly incorporate low-level information. Then, the shared (high-level) information between similarity and confidence ratings explains why they correlate and the dissociation between low- and high-level information, together with their unequal contribution to different ratings, explains why confidence and distance are in turn dissociated.

**Figure 7: Suggested model for metacognitive access to facial expressions.** We consider that each facial expression carries both low-level and high-level information (here depicted as circles because they are akin to latent variables in a structural equation model, whereas the measured variables of Distance and Confidence are depicted as squares). We also consider that the distance we measured is solely based on low-level information that the algorithm has access to. Thus, this simple suggested model (where confidence has accurate access to high-level but poor or partial access to low-level information, and where similarity ratings by human judges are informed by both low- and high-level aspects of each image) is sufficient to explain both, on the one hand, the relationships that we observed between distance and similarity and between similarity and confidence, and on the other hand, the dissociations we found between confidence and distance.

The distinction between metacognitive access to high- and low-level features of facial expressions is compatible with previous literature. It has been shown that the brain regions involved in assigning confidence to the accuracy of purely perceptual decisions (the thickness of a horizontal bar presented above-fixation) were different from those assigning confidence to decisions about...
emotional faces\textsuperscript{20}. Two recent studies presented participants with two conditions with more closely matched stimuli. In the first one, two groups of participants underwent one of two kinds of perceptual learning\textsuperscript{21}. One group trained to discriminate between two faces based either on their identity (high-level features) and the other group trained to discriminate the contrast between two faces (low-level features). The results showed that, while there was perceptual learning (first-order performance remained stable despite increased task difficulty) in both groups, metacognitive accuracy improved for the low-, but not high-level features training group. The authors argued for a dissociation between metacognitive access to these two levels and for a dual-stage model of metacognition whereby perceptual learning reduces noise in the representations for low- (but not high-) level facial features. A second study used a causal intervention\textsuperscript{22} to show that continuous theta-burst suppression to the lateral prefrontal cortex led to a decrease in metacognitive performance in a task that relied on the low-level aspects of faces (discriminating between the orientation of two faces) but not one that relied on high-level aspects (discriminating the expression they communicated). Together, these results support a distinction between metacognitive access to high- and low-level features of seen faces (i.e., others’ faces). We extend these results and suggest that this distinction may also apply to the case of one’s own face, even when not seen.

Facial muscles appear to lack muscle spindles\textsuperscript{35–38}, which are the main sensors for skeletal muscle stretching\textsuperscript{5–7}. Instead, other mechanoreceptors have been suggested to replace muscle spindles in their transduction of electric signals elicited by facial muscles\textsuperscript{39}. In contrast to what we described for facial muscles, young, healthy participants have above-chance and precise metacognitive access to movements that are controlled by skeletal muscles\textsuperscript{40}. Moreover, unlike the case of metacognition of facial expressions, measures of metacognitive performance in motor control do partially correlate with those from a visual task\textsuperscript{41}. Speculatively, at least two factors may explain these discrepancies. First, different stretch receptors may lead to different kinds of representations that may be differentially accessible to metacognitive monitoring. Second, visual feedback during development and motor learning might play an important role. Extensive motor learning and concomitant visual information for limbs that are in the field of view may shape and lead to sharper conscious representations in a way that is not possible for facial expressions.
Many of the recent studies measuring metacognitive performance have capitalized on a relatively rigid operationalization of metacognition that quantifies metacognitive performance as the relationship between subjective confidence ratings (the second-order task) and objective performance in a 2AFC (the first-order task), and especially in whether a participant is able to assign high confidence exclusively to correct trials\(^42\). Unlike most experiments on metacognition, where experimenters can very easily control the (often visual) stimuli that they present to participants, the study of motor metacognition requires participants to make a movement in the first place, thereby adding another task to the standard operationalization. Participants make a movement (zero-order), then make a (first-order) judgment about it, and finally provide a (second-order) subjective confidence rating. Examples of a zero-order task include moving a finger at a given pace\(^40\) or throwing a ball to hit a target\(^41\). A different approach, which we took here, consists in operationalizing the metacognitive judgment not as confidence in accuracy of a binary choice, but instead as a judgment of performance\(^43-45\). While both operationalizations may be valid, it is important to note the differences between them to prevent assuming unwarranted relationships: The first approach, borrowed from paradigms developed for perceptual tasks, makes a very clear distinction between three different tasks with, in principle, independent performance levels. In a ball-throwing task, a person could miss a target often (poor zero-order performance), be good at discriminating whether the movement they made would hit the target or not (high first-order performance), but assign high and low confidence equally often to correct and incorrect discrimination trials (low second-order performance). This sharp distinction between three cognitive levels is elegant and makes metacognitive motor tasks directly comparable to perceptual ones. On the other hand, the comparison may not be as straightforward as it appears to be\(^46\). It has been argued that this rigid operationalization ignores a distinctive feature of (sensori)motor performance monitoring: In making a movement, we must monitor our performance in relationship to the intended goal, which includes not only perceptual uncertainty but also motor noise and skill\(^43,47\). Thus, the approach of asking participants to rate their own performance allowed us to measure metacognitive access as the relationship between true performance and the (arguably) ecologically relevant estimate of subjective performance.
Introspective vs. extrospective access

These results contribute with an interesting case to the question of introspective privilege. A classic view has argued that introspection has privileged first-person access to — and is thus the ultimate authority on — mental and emotional states. In the motor domain, this would mean that the agents always have the most precise representation of their movement. This makes intuitive sense, as a precise representation of an ongoing movement is presumably a prerequisite for fine and efficient motor control and execution, as well as for the emergence of a sense of agency. On the other hand, a reading of the empirical literature does not provide a clear answer, perhaps due to the diversity of motor paradigms examined. Some studies have shown that precise access to movements is not always available at an explicit representational level. Participants failed to report large corrections to their ongoing movements, and explicit instructions about how to solve a visuomotor rotation task can in fact be detrimental for performance, because explicit control is not a substitute for implicit corrections, which occur without participants’ awareness. Healthy participants also appear to have poor access to their own eye movements and a poor (i.e., noisy) representation of their own bodies that can be easily affected by visual cues. On the other hand, almost directly contradicting the results above, other studies have shown that metacognitive representations of movements are as precise as those of exteroceptive signals and that explicit instructions can sometimes be indeed beneficial for performance by leading to quicker adaptation times and shorter after-effects, as compared to no explicit instructions. To understand these discrepancies, it may be helpful to measure metacognitive access systematically across different muscle effectors and motor and metacognitive tasks. By examining healthy participants’ explicit knowledge of their own facial expressions, then, we explored another — and in our view very important — instance of motor control. We suggest that, perhaps just like eye movements, some parts of motor control might be opaque to explicit introspective access. This contributes to the body of literature questioning the privileges that introspective access has been argued to have as a matter of principle and levels the balance of epistemic access towards the complementary notion of extrospection.

Limitations

One important limitation in our analyses is related to one basic assumption of our approach. In our exploratory analyses, we found a clear relationship between confidence and similarity ratings at the single-participant level. We explicitly relied on the distance estimated by the algorithms as
the ‘true’ measure of performance. We argue that this assumption is valid for two main reasons.

First, we specifically instructed participants to focus on these low-level aspects. Second, we found very similar results using two completely different algorithms to place facial landmarks (see SI), suggesting that this measure of distance captures true differences in facial features and does not depend heavily on the idiosyncrasies of the algorithm. However, it could be argued that similarity ratings are in fact a better, truer measure of performance because they reflect how similarly two faces are perceived by a person (either a judge or the very same participant) in an ecologically valid setting. Against this intuition, we argue that similarity ratings could have been subject to the same biases and heuristics that confidence may have relied on. As a very simplistic example, a given participant could have consistently rated positive expressions with higher confidence and similarity than negative expressions, leading to a relationship between the two kinds of ratings that needn’t be explained by metacognitive access. We note, however, that this alternative analysis of the data, based on different assumptions, would have led to the cardinally opposite conclusion that participants do have precise metacognitive access to their own expressions.

A second limitation has to do with the predictive power of our statistical models. Despite robust effects in the Bayesian mixed models, a significant amount of variability is left unexplained (see SI). Better measures of distance, more precise motion tracking technologies (like infrared reflectors placed on the face), or different analysis methods may have reduced this unexplained variance. Additionally, we note that our analyses are based on static images, namely the endpoints of otherwise dynamic expressions. But, important information is conveyed in the dynamic pattern of facial expressions55–57, and a future direction of this work might be to relate confidence to dynamic aspects of facial expressions instead.

Finally, while the exploratory machine learning analyses allowed us to identify potential aspects of the face that participants attended to while ignoring others, we might have failed to detect any true effects where the relationship between confidence and distance differed between expressions, or relationships that changed significantly over the course of the experimental session.

It could be argued that the use of non-canonical expressions limits the ecological validity of our paradigm. However, we note that in this study we were interested in studying a potential disconnect between (zero-order) motor control and (second-order) metacognitive access to it. Canonical expressions, where a highly trained and stereotypical set of movements correspond,
one-to-one, to a specific expression, confound motor control with emotional content and would not have allowed us to make any inferences about which kind of information participants were accessing to make their judgments. For instance, had we asked participants to make a stereotypical “happy” expression and then rated confidence, we would not have been able to determine whether their confidence judgments were well calibrated with the emotional state they recreated, the highly-trained motor program, or the end state of the target expression. In short, canonical expressions would have carried with them a set of confounds that our paradigm avoided.

**Conclusion**

Our analyses suggest that healthy young volunteers were only able to estimate their performance in producing non-stereotypical facial expressions based on partial information. This indicates that we not only do not have metacognitive access to the low-level details of our facial expressions, but also suggest that we cannot access them, even when explicitly asked to do so under experimental conditions. This is surprising, we argue, because it sets facial movements apart from other body movements (namely those of arms and fingers), for which, as previous studies have shown, we do have precise metacognitive access to lower-level motor information, even when this information is decoupled from the motor goal. We speculate that this distinction might be related to the lack of concurrent visual information during social interactions, but our speculation will need to be examined in future studies.

**Material and Methods**

**Participants**

Following our pre-registered plan (https://osf.io/pnyw3), 40 healthy participants took part in the study after giving informed consent (21 female, 19 male mean ± SD: 28.2 ± 4.6 years). We based the sample size on pilot data from 12 participants (see SI) and previous studies of motor metacognition from our group. Exclusion criteria were a recent history of psychiatric disease or having a heavy beard, as we reasoned that it would occlude the view of part of the face and placing of the landmarks. The local ethics committee approved all procedures (Nr. 2017-23-R), which conformed to the Declaration of Helsinki.
Apparatus

The experimental setup consisted of a stimulus computer, a digital camera, a screen, and a half-silvered mirror tilted 45° from the vertical (Figure 8). Participants saw the image displayed on the screen by the stimulus computer indirectly through its reflection on the half-silvered mirror. Behind the mirror, a digital camera (Fire-i, UniBrain, Athens, Greece) connected to the computer took pictures of the participants’ facial expressions. This setup allowed participants to look at the pictures displayed while simultaneously looking directly into the camera. As a result, we obtained pictures of participants looking straight ahead and not downwards at the image, as would have been the case if we had used e.g. a simple laptop computer with a digital camera just above the screen.

Participants sat at approximately 60 cm from the middle-point of the half mirror, which was in turn 45 cm away from the display screen. In order to reduce head movements, we held participants’ torsos loosely in place with an elastic band tied to the chair. Additionally, at the beginning of the experiment, we showed participants the image collected by the camera in real time and asked them not to make large head movements or rotations. While it would have been desirable to further limit whole-head movements using, e.g., a chin rest, we opted against this as it would have made expressions unnatural and, more importantly, because it would have provided a form of sensory feedback, interfering with the experimental design. We ensured that participants’ faces were well-lit and took care that participants did not see any reflections of their own face on the mirror.
Figure 8. Experimental Apparatus. Participants sat in front of a dark display box and saw the pictures projected from a computer screen reflected on a half-plated mirror (tilted 45°). Behind the mirror, positioned directly in front of participants’ gaze, a digital camera took pictures of the participants when they pressed the corresponding key. This way, participants could look simultaneously directly at the to-be-imitated picture and into the camera.
Procedure

All experimental tasks were written on MATLAB (R2016b, The Mathworks, Natick, MA), using Psychtoolbox-3\textsuperscript{[58–60]} and ran on MacOS. All tasks were self-paced with no time deadlines. All participants (except for one, due to technical problems) completed all tasks in the same order.

Facial Expressions Task

The facial expressions task consisted of three parts. In the first part (Figure 1.A), participants saw 32 different pictures of four different actors in pseudorandomized order (see the description of Cue images, below) and imitated each expression as best they could. Participants pressed a key (the space bar) once they considered that their expression was as close as possible to the actor’s expression. We asked participants to try to match the low-level physical features of the face — the curvature of the lips, the elevation of the eyebrows — rather than the emotion conveyed by the expression. Upon pressing the spacebar, the digital camera behind the half-plated mirror took a picture of the participant’s facial expression, and a new trial started. On a separate test, we had determined that there was a minimum delay of approximately 80 ms between the time of key press and the time stamp of the image. Accordingly, we included in our instructions to participants to hold the expression in place after they had pressed the key that would trigger the image acquisition.

The 32 pictures of participants generated in this way served as target images for the second part of the paradigm. Here, participants saw the target images and tried to reproduce their own expressions. Once again, we emphasized that the goal was to match the low-level physical features of the face rather than the emotion conveyed. After each trial, participants used a mouse to rate their confidence (on a visual analog scale) regarding how well they thought that they had imitated their own previous expression. Participants saw each of their 32 target expressions repeated 8 times in random order (256 trials in total). We only revealed that they would have to reproduce their own expressions after the first part of the experiment was complete. Parts 1 and 2 of the experiment took on average approximately 50 minutes. Before starting part 1, participants completed four practice trials where they simply imitated pictures of famous celebrities and took pictures. They did not see the resulting pictures of themselves.
In the third part of the task, participants saw each of the 256 pairs of pictures (target and response) and rated them for similarity on a scale exactly like the one they had used for confidence. This part of the experiment took on average 30 minutes.

**Cue images**

We used 32 different facial expressions as cue pictures (14 from two different male actors, 18 from three different female actors) which would be used to generate participant-specific target expressions. To prevent participants from producing stereotypical target expressions, we sought pictures representing expressions that could not be unambiguously categorized as one of the basic emotions\(^1\). We selected pictures from the MPI Small Facial Expression Database\(^2\), which includes video sequences of expressions based on a method acting protocol in which actors produce non-standard expressions by imagining themselves in a situation described by a brief scenario and reacting accordingly. Example descriptions of expressions include: “Somebody suggests to try something. You hesitate at first, then you agree”, or “You have reached a goal and you are happy to have accomplished it”. Additionally, we selected still images from the video sequence that did not correspond to the peak expression, but instead to an intermediate step. As a result, the cue images could not easily be labeled as stereotypical expressions (e.g., “happy”, “sad”) for which participants might have a predefined motor program but could instead be assumed to be the result of an unusual and idiosyncratic combination of gestures. Note that, as the samples in Figure 1.C show, these cue images were not unnatural grimaces and so the paradigm remains ecologically valid. We reasoned that these non-canonical expressions would maximize motor variability, ensuring that confidence ratings could be based only on a true evaluation of trial-by-trial performance and not on a general knowledge of how reproducible a given expression was.

**Visual Task**

Each participant completed 200 trials of a visual metacognition task ([https://github.com/metacoglab/meta_dots](https://github.com/metacoglab/meta_dots)). On each trial of this task, two circles enclosing sets of dots appeared for 200 ms on either side of a central fixation cross (each circle with a radius of 5 degrees of visual angle, located along the middle of the screen, with an eccentricity from the vertical midline of 5.5 degrees of visual angle). One of the two circles always contained 50 dots while the other varied in dot number, and the position (left/right) of the circles was randomized on each trial. In a 2-alternative forced-choice (2AFC) task, participants discriminated which of the
circles contained more dots by pressing the left or right arrow keys on the keyboard. The difference in the number of dots was determined by a pair of interleaved 2-down-1-up adaptive staircases aimed at fixing performance at around 71% accuracy. After each response, participants reported their confidence in the accuracy of their own response using the same vertical visual analog scale that they had used for the two previous tasks rating confidence and similarity for facial expressions.

Before the main visual task, we ran 80 trials of a staircase procedure where participants did only the discrimination task without rating confidence. Here we also included two interleaved 2-down-1-up staircases starting from a difference of 3 and 20 dots respectively. One participant (unintentionally) received feedback about the accuracy of the discrimination task while rating confidence, so we excluded their data from the analysis. The visual task took approximately 20 minutes. Over all participants, we also excluded 2% of the trials where the reaction times to either the discrimination task or the confidence rating were faster than 300 ms or slower than 5 s. We estimated metacognitive efficiency as Mratio \textsuperscript{30} after scaling and binning confidence into four discrete confidence levels based on uniform intervals.

**Toronto Alexithymia Scale**

At the end of the experiment we collected responses to a computerized version of the Toronto Alexithymia Scale (TAS\textsuperscript{62}) running on a browser, and the data were stored locally\textsuperscript{63} (jatos.org). Most participants completed a German version of the scale, except for seven non-German speakers who completed an English version instead. The TAS-20 consists of 20 items that can each be answered on a 5-point Likert scale. We considered three out of the four subscales (Difficulty identifying feelings, Difficulty describing feelings, and Externally-oriented thinking, but excluded the Daydreaming subscale). We calculated Bayes Factors (BF\textsubscript{10}) for correlations between these covariates and individual slopes from the estimated models using the *BayesFactor* package\textsuperscript{64} in R (version 3.6.2).

**Data processing and analysis**

Following the pre-registered plan, we excluded trials from the facial expressions task at the single participant level if RTs (time between image onset and key press) were above the 95 percentile for that participant. This cutoff was necessary because we noticed that participants sometimes laughed at their own picture or got otherwise distracted. This resulted in seven trials excluded.
from the entire dataset where the time to take a picture was below 300 ms, and a mean lower threshold of exclusion of 9.43 s (range: 4.0 - 18.0 s).

For each of the pictures taken, we obtained the x,y coordinates of landmarks distributed on the face. In our pre-registered plan we stated that we would estimate the landmark positions using two different toolboxes and choose the best one to estimate distance based on the quality of the relationship to the similarity ratings. Instead, due to technical problems in running one of the toolboxes we opted for the Face Alignment package⁶⁶ alone (https://github.com/1adrianb/face-alignment v.1.0.0), a fully automated deep-learning based face alignment network (FAN) that places landmarks on the pictures. We used the face-alignment package together with scikit-image and pytorch to extract the landmarks from the faces, running on Python v3 in a Jupyter notebook v5. The face-alignment package automatically places 68 landmarks on the face and excludes the forehead and hairline.

Using MATLAB (R2020a), we computed the distance (in coordinate space) between each pair of target and response images. Using the x,y coordinates for all landmarks, we ran a Procrustes rigid alignment of each face in a pair to a standardized set of coordinates. We used three minimally variant reference points for this alignment: the outer corners of each eye and a point just below the nose. The transformation allowed for translation, orthogonal rotation, and scaling. Thus, these linear transformations minimized the variance in the distance data that could be accounted for by head rotations and general enlargement or shrinkage due to change in the face position. It did not account for other rotations (yaw and pitch), where the relative distance between some face components can change without the facial expression being different. After rigid transformation, we calculated the total distance for each pair of target and response images as the Euclidean distance (the root of the sum of squares, see equation in Figure 1) over all 68 landmarks between the two images. We refer to this measure simply as the distance between two images. We then log-transformed the obtained distances to ensure that the data were normally distributed before fitting the Bayesian mixed models.

**Bayesian mixed models**

In our central analysis we computed metacognitive access to facial expressions as the relationship between confidence ratings and performance. We take the distance as an inverse measure of performance: if a response image closely matches the target image, the distance between them will be small. Furthermore, a strong negative relationship between confidence...
ratings and distance will indicate that participants had metacognitive access to their own facial
expressions, as they (correctly) provided low ratings in trials where the two images differed the
most. Conversely, no relationship between confidence and distance would indicate that
participants had no metacognitive access to their own expressions.

Because finding no relationships between variables was a plausible outcome from our analyses,
we used Bayesian statistics that, unlike frequentist statistics, provide evidence for the null
hypotheses. We analyzed the data using Bayesian mixed models created in Stan (http://mc-
stan.org/) through the brms package\textsuperscript{66,67}. In all cases, we ran 4 chains with 15,000 iterations,
5,000 burn-in samples each, and no thinning. We checked for convergence by visually examining
the MCMC chains and ensured that the scale reduction factor (Rhat) of all models was equal or
close to 1. We considered that ratings might vary across participants both in their mean and in
their relationship to the landmark distance, and that different facial expressions might vary in their
associated difficulty to both reproduce (leading to greater variability in the landmark distance) and
to rate (leading to differences in the ratings). Thus, in all models and unless otherwise stated, we
included random slopes for both participants and facial expressions (see the explicit model syntax
in Table 1). We extracted the participant-wise random slopes using the mixedup package
(https://m-clark.github.io/mixedup/).

Because, to the best of our knowledge, there was no existing data to inform our priors, we followed
recommendations\textsuperscript{68} to use heuristics to define prior distributions. We built the prior for the slope
between ratings and distance based on the ratio-of-scales heuristic: we found that the range of
(log-transformed) distances was approximately 3 a.u. (arbitrary units), whereas the range of
confidence ratings is 1 point (minimum: 0). Therefore we used a normal prior centered on 0 with
an SD = $\frac{1}{3}$ (which corresponds to the ratio between confidence range and distance range) for the
slope parameter. To find a prior for the model intercept we followed the logic behind the room-to-
move heuristic. Note that raw distances ranged between [131.36 - 2493.78] a.u., hence the
expected rating at 0 distance (i.e., perfect performance) can be well approximated by the
expected rating at distance = 1, which corresponds to the intercept in a linear model with log-
transformed distances. We reasoned that a participant with maximum metacognitive performance
would consistently rate their confidence as 1, when the distance between the two images was 0.
Because we realistically expect participants to have (at most) less than perfect metacognitive
access to their own expressions, we centered the prior at 0.8 with an SD = 0.5. Following a similar
logic, we set the prior slope between the two ratings to be centered at 0 with SD = 1, and an
intercept of 0 with an SD = ½. For all models, we report the estimate, its associated error mean, the 95% credibility interval (CI), and the BF, estimated using the bayestestR package\textsuperscript{69}, to compare each model against its null counterpart, containing the same random effects structure but not the fixed effect of interest. We also include the posterior draws for each participant in relation to the region of practical equivalence (ROPE). We set the ROPE to a default range from -0.1 to 0.1 of a standardized parameter, which corresponds to a negligible effect size\textsuperscript{70,71}. Finally, we estimated R$^2$ values as implemented by the brms package\textsuperscript{72}.

| Hypothesis                                                                 | Model Formula                                                                 | Corresponding Figures          |
|---------------------------------------------------------------------------|-------------------------------------------------------------------------------|--------------------------------|
| Participants’ confidence in their own performance is inversely related to the distance between two images | confidence ~ logDistance + (1 + logDistance | participantID) + (1 | expressionID) | Figure 2 Appendix 1-Figure 5 |
| The (mean) similarity ratings are inversely related to the distance between two images | meanSimilarity ~ logDistance + (1 + logDistance | participantID) + (1 | expressionID) | Figure 3 Appendix 1-Figure 7 |
| Confidence and similarity ratings of the same participant are related | confidence ~ similarity + (1 | participantID) + (1 | expressionID) | Figure 4 |
| Confidence and reaction times are negatively related | confidence ~ RT + (RT | participantID) + (1 | expressionID) | - |
| Confidence and ML-weighted distances are related | confidence ~ MLweightDist + (1 + MLweightDist | participantID) + (1 | expressionID) | - |

We computed metacognitive access to faces using only linear regression and estimated the correlation with visual Mratios, deviating from the pre-registered plan. We initially planned to also calculate the area under a type-2 ROC curve (AUROC2) by arbitrarily assuming that first-order
performance on the Faces task was at 70% accuracy and by classifying trials with distances above the corresponding threshold as “incorrect”. This analysis had the advantage that it would have allowed us to correlate metacognitive performance measured on the same scale for both tasks (Faces and Visual), but we later reasoned that it would make the results less easily interpretable while not adding explanatory power and therefore decided to omit it.

**Machine learning models**

Using Python v3, and scikit-learn, we created a separate model for each subject wherein, first, each landmark distance was determined by (x,y) coordinate differences between the two images. We further decomposed the differences into four zero- or positive features (one for each cardinal direction). This allowed different directions of movement to be weighted differently by the model. We normalized each feature by dividing it by its median. Then, we applied dimensionality reduction using principal component analysis with a set number of principal components (66, or approximately 90% of the variance from all subjects) in order to avoid multicollinearity among the features. Finally, a least squares linear regression model was trained for each participant using trial-wise leave-one-out cross-validation.

The resulting ML model weights referred to features in principal component space. We translated the model weights back into landmark space (i.e., x,y coordinates of the facial landmarks). To do so, we approximated the weight \( w \) of each feature \( f \) using the expression in (1):

\[
    w_f = \sum_{c=1}^{66} \lambda_{f,c} \times \omega_c
\]

(1)

Where \( \lambda_{f,c} \) is the loading of feature \( f \) on principal component \( c \), and \( \omega_c \) is the ML model’s weighting of principal component \( c \).

To reconstruct the distances weighted by the results of each ML model, we used expression (2):

\[
    RSSQ_{\text{weighted}} = \sqrt{\sum_{f=1}^{272} w_f \times f^2}
\]

(2)

Where \( w_f \) denotes the weights for each feature \( f \), which is in turn the difference between response and target images for each cardinal direction, for a given landmark, if the difference was positive, and 0 otherwise. The 272 features result from decomposing 68 landmarks into the four cardinal directions. Note that unlike the case for the Euclidean distance, where distances were forced to
be positive and each of them had an effective weight of 1, here we allowed the feature weights to be signed. For those cases where the term under the square root was negative, we calculated the root of the absolute value and then reversed the sign. Note that $RSSQ_{weighted}$ is now better interpreted as a measure of performance, and not distance: because the ML-derived weights already account for the negative relationship between distance and confidence, $RSSQ_{weighted}$ is expected to show a positive relationship to confidence.

We obtained adjusted R2 for each (participant-specific) model values and compared them using a Bayesian Wilcoxon Signed-Rank test\textsuperscript{73} as implemented in JASP\textsuperscript{74} v0.14 with 10,000 MCMC samples and 5 chains, and a default Cauchy prior.
Acknowledgements

We thank student assistants for help in data collection in Experiment 1, and Manuel Zellhöfer for help in programming the experimental paradigm. We thank Soledad Galli for assistance with the ML models and Nathan Faivre for comments on an earlier version of this manuscript. ABC, CF and EF were supported by a Freigeist Fellowship to EF from the Volkswagen Foundation (grant number 91620). This work was supported by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) - 337619223 / RTG2386 and the Max-Planck Society. The funders had no role in the conceptualization, design, data collection, analysis, decision to publish, or preparation of the manuscript.

Competing Interests

The authors declare no competing interests.

Data and Code Availability

Raw data (excluding images from participants and any other personally identifiable information) along with reproducible analysis scripts are available under https://gitlab.com/elisa.filevich/cistonetal_metacognitionoffacialexpressions.
Appendix 1

Supplementary Information

Appendix 1-Figures 1-3 show the single-trial data (and linear regressions at the single-participant level) for the data reported in the main text.
Appendix 1-Figure 1: Linear regressions of confidence ratings as a function of distance (at the single-participant level, for Experiment 2). Note that all statistical inferences are made on the basis of Bayesian linear regressions, and this plot is for illustrative purposes only.
Appendix 1-Figure 2: Linear regressions of similarity ratings as a function of distance (at the single-participant level, for Experiment 2). Note that all statistical inferences are made on the basis of Bayesian linear regressions, and this plot is for illustrative purposes only.
Appendix 1-Figure 3: Linear regressions of confidence vs. similarity ratings (at the single-participant level, for Experiment 2). Note that all statistical inferences are made on the basis of Bayesian linear regressions, and this plot is for illustrative purposes only.

Supplementary analyses

Machine Learning - Effects of RT

Because confidence is known to correlate negatively with response times\(^{75,76}\) (RT), we first explored a potential relationship between the two and asked whether RTs could have served as a proxy for performance. We ran a Bayesian linear regression model of participants’ confidence ratings including the RT as a fixed effect and random intercepts for participant and facial expression, as well as a per-participant random slope for RT. We based the prior distribution for this analysis on previous data from our group\(^3\), and set a wide prior for the intercept centered at around confidence = 0.8 with SD = 0.5, and a prior for the slope centered on 0 with an SD = 0.20, which roughly corresponds to the ratio-of-scales. We confirmed that there was a small but consistent effect of RT on confidence (\(M = -0.01 \pm 0.00, CI = [-0.02, -0.00], BF_{10} = 5.66 \times 10^{39}, R^2 = 0.20\)).

To evaluate whether the landmarks informed confidence ratings above and beyond RT, we compared the resulting individual \(r\) values from the ML models (including both RTs and the \(x, y\) positions of the landmarks) to those of a ML model including only RTs as their single feature (Appendix 1-Figure 4). A non-parametric ANOVA computed with the ez package for R revealed an interaction effect (\(p = 0.001\)) on the \(r\) values between the variable predicted (confidence or similarity) and the features included in the model. Note that we do not interpret the main effect of the number of features included, as these are known to inflate the \(r\) values. Instead, we focus on the interaction effect. In particular, the interaction revealed higher \(r\) values for the models of similarity that included both landmarks and RT as compared to confidence (Wilcoxon signed rank test, \(p = 0.015\)), but lower \(r\) values for models including RTs only (Wilcoxon signed rank test, \(p = 0.068\)). This pattern of results is consistent with landmarks being predictive of confidence ratings, above and beyond RTs. To understand the contribution of RTs relative to the other features, we obtained the rank of importance of RTs within the ML model. We found that RTs varied in importance with each participant, but ranged between the 5th and the 100th percentile (Mean =
71.15, Median = 93.41), suggesting that, for some participants, RTs were the most reliable piece of information for confidence ratings, even if the variance explained by them was very low.

Appendix 1—Figure 4: r values resulting from the linear regression models built using ML. A. Distributions of individual r values (summarized with boxplots and violin plots) for models on confidence or similarity ratings, using different sets of features. B. Bootstrapped predictions from a non-parametric ANOVA for models of confidence and similarity built using RTs alone or also including landmark information.

Supplementary Pilot Experiment

Prior to pre-registering and collecting the data reported in the main text, we collected a smaller dataset as a pilot. Because there are some important differences in the experimental details, we report the methods and results as supporting information, that serve as a conceptual replication.

Supplementary Methods - Pilot Experiment

The methods for the pilot experiment were largely similar to those of the main experiment. We only describe here the differences between the two.

Participants

Thirteen healthy participants took part in the experiment after giving informed consent (seven female, mean ± SD: 24 ± 3 years). One participant was excluded from the analysis because four external judges agreed (see below) that there was no variability in their facial expressions. Participants had no recent history of psychiatric disease. The local ethics committee approved all procedures, which conformed to the Declaration of Helsinki.
**Apparatus**

Behind the mirror, a digital camera (Logitech HD C310) connected to the computer captured images of the participants’ facial expressions. The apparatus was similar to the one described in the main text, with some minor differences. Unlike in the main experiment, where the screen rested on top of the stimulus box and projected downwards, the screen lay on the table for the pilot experiment and projected upwards. From the point of view of the participants, this did not change the visual display.

**Procedure**

The task was programmed on GNU Octave and displayed stimuli using Psychtoolbox-3\textsuperscript{58–60}, and ran on a Linux Debian (Gnome 3.4.2) operating system. The task consisted of two parts (not three). Participants saw 30 (not 32) different photos of four different actors and imitated each expression as best they could. The images were presented in one of five possible pre-defined random orders to each participant. As in the main experiment, participants first generated 30 participant-specific pictures that then served as target images for the second part of the paradigm. After each trial, participants rated their confidence (on a scale from 1 to 6) regarding how well they thought that they had imitated their own previous expression. To make the task intuitive, we kept the mapping of the scale consistent with the German education system, where the best grade is a 1.0. We then reversed the ratings for further analyses, so that a rating of 6 corresponds to the highest confidence. In all cases, we recorded each picture taken, the response time (RT, measured as the time between image onset and key press) and participants’ confidence ratings. Participants saw each of their 30 target expressions repeated 8 times in random order, for a total of 240 trials. We only revealed that they would have to reproduce their own expressions after the first part of the experiment was complete. On average, the experiment took approximately 50 minutes.

**Data Processing and Analysis**

We first used the Face Modeling GUI\textsuperscript{78} to manually position 99 landmarks on their corresponding locations on a small subset of images (3-5) of each participant. The Face Modeling GUI then uses the location of these landmarks to automatically find their optimal locations in the remaining images. After the automatic fit, the landmarks in each of the images were corrected manually. In this way, we reduced the dimensionality of each of the 240 response images along with the 30 target images for each of the participants to 99 pairs of (x,y) coordinates. We then did the same
Procrustes rigid-alignment as described in the main text, with 5 reference points instead of 3 (the inner and outer corners of each eye and a point just below the nose). We did not use a mean reference face, but instead minimized the distance of each response picture to its corresponding target picture.

*Similarity ratings by external judges*

Unlike what was the case in the main experiment, here four independent judges (student research assistants) rated the image pairs for similarity on a scale from 1 to 6, exactly like the one the participants had used.

*Data processing and analysis*

Here as well we followed recommendations\(^{68}\) to use heuristics to define prior distributions. We built the prior for the slope based on the ratio-of-scales heuristic: we found that the range of (log-transformed) distances was approximately 4.93 a.u. (arbitrary units), whereas the maximum possible range of ratings is 5 points (maximum: 6, minimum: 1). The ratio between the two is approximately 1, so we used a normal prior centered on 0 with an SD = 1 for the slope parameter. To find a prior for the model intercept (the expected rating at 0 distance, i.e., perfect performance), we followed the logic behind the room-to-move heuristic. We reasoned that a participant with maximum metacognitive performance would consistently rate their confidence as 6, when the distance between the two images was 0. Because we realistically expect participants to have (at most) less than perfect metacognitive access to their own expressions, we centered the prior at 4 with an SD = 3.

*Supplementary Results - Pilot Experiment*

Because ratings were not on a visual analog scale but instead on a Likert scale, we first quantified our participants’ metacognitive access to their own facial expressions using an ordinal Bayesian mixed-effects regression model of participants’ confidence ratings. The model included the log-transformed landmark distances as a fixed effect (for all 99 landmarks combined) as well as random intercepts for participant and facial expression (See Appendix 1-Table 1). The estimated ordinal regression coefficient was indistinguishable from 0 (M = 0.04 ± 0.07, CI = [-0.10, 0.16]) and the evidence ratio favoured the (point) null hypothesis of no relationship between confidence and distance (BF\(_{10} = 0.082\)). This is illustrated by the flat probability profiles for each rating shown
in Appendix 1-Figure 5.A: while there were differences in the overall probability of each confidence rating (e.g. a rating of 5 occurring more often than others), the probability of a participant providing a given confidence rating was similar over all landmarks distances (see also Appendix 1-Figure 6 for the single-participant data).

Appendix 1-Figure 5. No evidence for metacognitive access to facial expressions (A.) Group effects reflecting mean metacognitive access, namely the relationship between confidence ratings and distance between two images (inverse of performance). While different confidence ratings appear at different frequencies in the data, they do not vary with distance as would be expected if participants had metacognitive access to their own expressions. Solid lines represent the mean of the posterior draws, the shaded regions represent the 95% credibility interval. (B.) Posterior draws for each subject, shown in relation to the ROPE. Note that the y-axis is clipped to better display the distributions around the ROPE and therefore excludes the long tails of some of the distributions.
Appendix 1-Figure 6: Linear regressions of confidence ratings as a function of distance (at the single-participant level, for Experiment 1). Note that all statistical inferences are made on the basis of Bayesian ordinal regressions, and this plot is for illustrative purposes only.

That there is no observable relationship between the combined landmark distances and participants’ confidence ratings suggests, at face value, that participants did not have access to the details of their face. However, other alternative explanations must be considered. First, it is possible that the landmark distance measure, which is essentially the result of an algorithm placing landmarks based on pixel information plus some rigid transformations, may not capture enough information relevant for the similarity of two faces. If this were true, there should also be no relationship between the landmark distance and the similarity ratings provided by external judges looking at each image pair side by side. In fact, this was not the case. To evaluate this possibility we used a Bayesian linear mixed-effects regression model on the mean of four judges. The model included the same fixed and random effects factors as in the mixed ordinal model above (namely, the log-transformed distance as a fixed effect, intercepts for participant and expression as random effects, and a by-participant random slope for the fixed effect). However,
unlike in the mixed-effects regression model on participants' confidence ratings, we did find a consistent negative relationship between the distance and the similarity ratings ($M = -0.54 \pm 0.06$, CI = [-0.67, -0.42], $BF_{10} = 71551.85$). That is, unlike the confidence ratings, the similarity ratings did show a consistent and (as expected) negative relationship to the distance (Appendix 1-Figure 7.B and Appendix 1-Figure 8). This suggests that the distance did carry some information about face similarity meaningful to human observers. For illustration purposes only, we repeated the analysis between similarity ratings and distance but this time rounded the mean ratings and ran an ordinal model (Appendix 1-Figure 7.B). We do not make any statistical inferences from this analysis but use it only to illustrate the differences between the probability profiles of the ratings that vary with distance and those who do not (Appendix 1-Figure 5.A).

As in the main experiment, here we also found that distance was related to similarity ratings. Neither the procedure to estimate distance nor the similarity ratings were identical between the two experiments (two different algorithms placed 68 or 99 landmarks respectively; and either the participants themselves or external judges rated similarity), which validated our measure of distance by showing that it does not depend on idiosyncratic properties of the algorithm or the rating process.
Appendix 1-Figure 7. The distance between two images captures relevant information. (A.) Group effects reflecting the information contained in the distance between two images, namely the relationship between the mean similarity ratings of four judges (who viewed each image pair side-by-side) and distance between two images. There is a clear relationship between mean similarity and distance, suggesting that distance contains meaningful variability. (B.) An ordinal version of the model shown in (A.) presented only to illustrate the contrast to Appendix 1-Figure 5. For both panels (A.) and (B.), solid lines represent the mean of the posterior draws, and the shaded regions represent the 95% credibility interval. (C.) Posterior draws for each subject, shown in relationship to the region of practical equivalence (ROPE). Note that the y-axis is clipped to better display the distributions around the ROPE and therefore excludes the long tails of some of the distributions.
Appendix 1-Figure 8: Linear regressions of mean similarity ratings as a function of distance. The y axis represents the mean of all four judges, and each panel represents a single participant, from the pilot experiment).

Importantly, we note that the relationships shown in Appendix 1-Figure 7, panels B. and C. and Appendix 1-Figure 8 are the result of taking the mean of four judges. Thus, this significant relationship might be accounted for by a Wisdom of the crowds effect, whereby the mean of the estimates of many individuals is better than any single individual's estimate. To evaluate this possibility, we ran Bayesian ordinal mixed regressions for the similarity ratings of each individual judge. In all cases, we found that the estimates were negative, and clearly different from 0 (all mean slope estimates < -0.53, all BF_{10} > 554. See Appendix 1-Table 1 and Appendix 1-Figure 9 for the model predictions and single-participant data, respectively).
**Appendix 1-Table 1: Bayesian ordinal model estimates for the effect of distance on similarity.** Each row contains the estimates for a single judge (and all participants in the pilot experiment) and includes the mean, standard deviation, 95% credibility interval and BF\(_{10}\) relative to the null model.

| Judge | Effect of distance on similarity rating (M ± SD) | 95% CI | BF\(_{10}\) |
|-------|-----------------------------------------------|-------|---------|
| 1     | -0.53 ± 0.11 | [-0.75, -0.32] | 554.91 |
| 2     | -0.55 ± 0.07 | [-0.70, -0.41] | 15175.95 |
| 3     | -0.89 ± 0.11 | [-1.11, -0.67] | 57346.06 |
| 4     | -0.73 ± 0.11 | [-0.95, -0.51] | 7608.01 |
Appendix 1-Figure 9: Linear regressions of similarity ratings from each judge as a function of distance. Each panel represents a single judge (columns) and participant (rows) from the pilot experiment.
Brief Discussion - Pilot Experiment

Briefly, these results suggest that participants did not have access to the low-level details of their own facial expressions. This could not be explained by any of the several alternatives we explored: neither lack of variability in performance or a poor benchmark measure (similarity ratings from external judges did show a clear relationship to the landmark distances, Appendix 1-Figure 7) nor the fact that the confidence ratings were from a single person (individual judges’ similarity ratings also showed the same clear relationship, Appendix 1-Table 1) proved to be sufficient to explain the apparent null relationship between confidence ratings and distance.

Despite these controls, alternative explanations remain in principle possible, which we incorporated when designing the experiment reported in the main text. First, participants provided their confidence ratings on a Likert scale from 1-6. Perhaps, a continuous scale would have given them the opportunity to provide more nuanced and precise ratings. Second, metacognitive ability — in both the visual\textsuperscript{80} and the motor\textsuperscript{41} domains — is known to vary in the normal population. Perhaps, due to mere chance, participants with poor general metacognitive access to their own facial expressions were overrepresented in the relatively small sample of 12 participants. Hence, to exclude the possibility that our conclusions in this pilot experiment resulted from a small (and potentially biased) sample of 12 participants, we tested a larger sample. Third, we considered the possibility that the differences we observed in this pilot experiment between the relationships of distance and confidence and similarity ratings could be attributed to differences in metacognitive traits between groups of individuals. We therefore did not recruit external judges but asked the same participants to rate their own performance in the image pairs.
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