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Abstract. Using the theory of Weyl structures, we give a natural generalization of the notion of essential conformal structures and conformal Killing fields to arbitrary parabolic geometries. We show that a parabolic structure is inessential whenever the automorphism group acts properly on the base space. As a corollary of the generalized Ferrand–Obata theorem proved by C. Frances, this proves a generalization of the “Lichniewicz conjecture” for conformal Riemannian, strictly pseudo-convex CR, and quaternionic/octonionic contact manifolds in positive-definite signature. For an infinitesimal automorphism with a singularity, we give a generalization of the dictionary introduced by Frances for conformal Killing fields, which characterizes (local) essentiality via the so-called holonomy associated to a singularity of an infinitesimal automorphism.
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1 Introduction

1.1 Motivation from conformal geometry

Let \((M,c)\) be a smooth, \(n\)-dimensional semi-Riemannian conformal manifold. For any choice of semi-Riemannian metric \(g\) from the equivalence class \(c\) defining the conformal structure, we have the obvious inclusion of the group of isometric diffeomorphisms of \((M,g)\) in the group of conformal diffeomorphisms of \((M,c)\), \(\text{Isom}(M,g) \subseteq \text{Conf}(M,c)\). At the infinitesimal level of vector fields, we have the corresponding inclusion of Killing fields in the conformal vector fields, \(\text{KVF}(M,g) \subseteq \text{CVF}(M,c)\), which is obvious from the definitions: \(\text{KVF}(M,g) := \{X \in \mathfrak{X}(M) \mid \mathcal{L}_X g = 0\}\); and \(\text{CVF}(M,c) := \{X \in \mathfrak{X}(M) \mid \exists \lambda \in C^\infty(M) \text{ s.t. } \mathcal{L}_X g = \lambda g\}\).

A conformal diffeomorphism \(\varphi \in \text{Conf}(M,c)\) is called essential if \(\varphi\) is not an isometry of any metric \(g \in c\), and the conformal structure \((M,c)\) is essential if \(\text{Isom}(M,g)\) is a proper subgroup of \(\text{Conf}(M,c)\) for all representatives \(g \in c\). Similarly, a conformal vector field \(X \in \text{CVF}(M,c)\) is called essential if there is no representative \(g \in c\) for which \(X \in \text{KVF}(M,g)\). It is a fact – although not necessarily obvious from the preceding definitions – that there are compact and non-compact essential conformal structures in all dimensions \(n \geq 2\) and all signatures \((p,q)\), which moreover admit essential conformal vector fields. The standard compact example is given by the conformal “Möbius sphere” \((S^{p,q},c)\) of any signature \((p,q)\) (also called the Einstein universe – these are the conformally flat homogeneous models of conformal geometry, which in Riemannian signature are just the standard \(n\)-spheres equipped with the conformal class of the round metric), while the standard non-compact example is \(\mathbb{R}^{p+q}\) equipped with the conformal class of the flat metric of signature \((p,q)\). In fact, as a result of the following well-known
theorem, giving a positive answering to the so-called Lichnérówicz conjecture, we know that in Riemannian signature these two examples are the only essential structures:

Theorem A (Ferrand–Obata for \( n \geq 3 \)). If \((M,c)\) is an essential Riemannian conformal structure of dimension \( n \geq 2 \), then it is conformally diffeomorphic to the \( n \)-dimensional sphere with the round metric, or to \( n \)-dimensional Euclidean space.

For compact manifolds, this theorem was proven by M. Obata and J. Lelong-Ferrand in the late 1960’s and early 1970’s. A proof for the non-compact case, announced in 1972 by Alekseevski, was later discovered to be incomplete, and a complete proof was first given in 1994 by Ferrand (cf. [7, 9] and references therein). Recently, a corresponding result was proven at the infinitesimal level by C. Frances [10] (note that this theorem does not simply follow from an application of the Ferrand–Obata theorem, because the conformal vector fields are not assumed to be complete):

Theorem B (Frances). Let \((M,c)\) be a conformal Riemannian manifold of dimension \( n \geq 3 \), endowed with a conformal vector field \( X \) which vanishes at \( x_0 \in M \). Then either: (1) There exists a neighborhood \( U \) of \( x_0 \) on which \( X \) is complete, generates a relatively compact flow in \( \text{Conf}(U,c) \), and is inessential on \( U \), i.e. \( X \in \text{KVF}(U,g) \) for some \( g \in c|U \); or (2) There is a conformally flat neighborhood \( U \) of \( x_0 \), and \( X \) is essential on each neighborhood of \( x_0 \).

1.2 Organization of the text and summary of main results

One direction of research into how these results do (or do not) generalize to other settings is to consider the analogous questions for pseudo-Riemannian metrics, where essential conformal structures turn out to be much more prevalent (cf. [9] for a survey). The aim of the present text is to introduce natural generalizations of the notion of essential structure, and the corresponding notion at the infinitesimal level, to the category of parabolic geometries. After this, we establish a generalization of Theorem A to a class of geometries which have been called “rank one parabolic geometries”: conformal Riemannian structures; strictly pseudo-convex CR structures of hypersurface type; positive-definite quaternionic contact structures; and octonionic contact structures (cf. [2]). In fact, once our general definitions have been introduced and some basic properties established, we only have to prove the easy part of this generalized Theorem A, the difficult part having been taken care of in [8]; in the CR case, similar results to [8] were obtained in [13] and [14]; in the quaternionic contact case, see [12]. Finally, we establish some local properties of essential infinitesimal automorphisms, which generalize essential conformal vector fields.

We begin in Section 2.1 with a review of relevant tools from parabolic geometry, in particular the notions of Weyl structures introduced in [4], which are then used to generalize the notions of essentiality to arbitrary parabolic geometries, cf. Definition 2.1. Next, we turn to some basic properties of essential automorphisms in Section 2.2, establishing equivalent characterizations which will be required in the proofs of the main results.

In Section 3 we establish a basic global result in the general parabolic setting: a parabolic structure is essential only if the action of the automorphism group \( \text{Aut}(G,\omega) \) on \( M \) is non-proper (cf. Proposition 3.2, which is a generalization of a result proven in the conformal case by Alekseevski in [1]). With this, we may apply the main theorem of [8] to prove a Lichnérowicz theorem for rank one parabolic geometries, confirming the conjecture formulated in Section 2.2 of [9] for these geometries:

Theorem 1.1. Let \((G \to M,\omega)\) be a regular rank one parabolic geometry, with \( M \) connected. If this parabolic structure is essential, then \( M \) is geometrically isomorphic to either the compact homogeneous model \( G/P \) or the noncompact space \( G/P\backslash\{eP\} \).
In Section 4 we establish some local properties of essential infinitesimal automorphisms which generalize some of the results of [10]. We begin in Section 4.1 by recalling a result characterizing infinitesimal automorphisms of arbitrary Cartan geometries \((\mathcal{G} \rightarrow M, \omega)\) via an identity involving the curvature of \(\omega\). This identity was established in [3] for parabolic geometries and carries over without difficulty to general Cartan geometries. Next, we show that the local study of essential infinitesimal automorphisms amounts to studying their singularities, since any infinitesimal automorphism of a parabolic geometry is inessential in some neighborhood of any point \(x\) such that \(X(x) \neq 0\) (cf. Proposition 4.2). Then, we apply the identity reviewed in Section 4.1 to prove a generalization of results of [10], which give a “dictionary” relating essentiality of an infinitesimal automorphism near a singularity \(x_0\) to properties of its holonomy \(h^t\) at \(x_0\), a one-parameter subgroup of \(P\) which is determined up to conjugacy (cf. Definition 4.2; it should be emphasized that this notion of “holonomy” of the singularity of an infinitesimal automorphism is distinct from the holonomy of, e.g., a Cartan connection which is common in the literature). The main local result can be stated as:

**Theorem 1.2.** Let \((\mathcal{G} \rightarrow M, \omega)\) be a parabolic geometry of type \((G, P)\) and \(X \in \inf(\mathcal{G}, \omega)\) an infinitesimal automorphism with singularity at \(x_0 \in M\). Then \(X\) is inessential in some neighborhood \(U\) of \(x_0\) if and only if the holonomy \(h^t\) of \(X\) at \(x_0\) is up to conjugacy a subgroup of \(\text{Ker}(\lambda) \subset G_0\) (equivalently, if and only if \(\omega(X(u_0)) \in \text{Ker}(\lambda') \subset g_0\) for some \(u_0 \in G_{x_0}\)).

Already in conformal geometry, this result is of some interest because it can be used to determine whether a conformal vector field is locally essential from looking at the adjoint tractor it determines. We expect that the generalization to arbitrary parabolic geometries will be useful in trying to generalize Theorem B to the other rank one parabolic geometries.

### 2 Essential automorphisms: basic definitions and properties

#### 2.1 Background on parabolic geometries and their Weyl structures

Let us begin by recalling the definitions of parabolic geometries and their Weyl structures (the latter, introduced by A. Čap and J. Slovák in [4], will be central to our notion of essential parabolic structures). Parabolic geometries are certain types of Cartan geometries, which are very general: given a closed subgroup \(P\) of a Lie group \(G\), a Cartan geometry of type \((G, P)\) (or modelled on the homogeneous space \(G/P\)) is given by a principal \(P\) bundle \(\pi: \mathcal{G} \rightarrow M\), equipped with a Cartan connection \(\omega\). That is, \(\omega \in \Omega^1(\mathcal{G}, g)\) satisfies:

\[
R^*_p(\omega) = \text{Ad}(p^{-1}) \circ \omega, \quad \text{for all } p \in P; \tag{1}
\]

\[
\omega(\tilde{X}) = X, \quad \text{for any } X \in \mathfrak{p}, \tilde{X} \text{ its fundamental vector field on } \mathcal{G}; \tag{2}
\]

\[
\omega(u): T_u\mathcal{G} \rightarrow g \text{ is a linear isomorphism for all } u \in \mathcal{G}. \tag{3}
\]

A Cartan geometry of type \((G, P)\) is a parabolic geometry if \(G\) is a real or complex semi-simple Lie group, and \(P \subset G\) is a parabolic subgroup as in representation theory – at the level of Lie algebras, this means, for \(g\) complex semi-simple, that \(\mathfrak{p}\) must contain a Borel (maximal solvable) subalgebra of \(g\); for \(g\) real semi-simple, the complexification \(\mathfrak{p}(\mathbb{C})\) must contain a Borel subalgebra of \(g(\mathbb{C})\). (For a more detailed discussion of the basic properties of parabolic subgroups and parabolic geometries, the reader is referred to [5]. Here we only attempt to cite some of the key facts which are germane to the subsequent text.) In particular, in the parabolic setting the Lie algebra \(g\) of \(G\) has an induced \(|k|\)-grading for some natural number \(k\), so \(g = g_{-k} \oplus \cdots \oplus g_k\) with \([g_i, g_j] \subseteq g_{i+j}\) and the subalgebra \(g_- = g_{-k} \oplus \cdots \oplus g_{-1}\) is generated by \(g_{-1}\). The Lie algebra of the parabolic subgroup \(P\) is the parabolic subalgebra \(\mathfrak{p} = g_0 \oplus \cdots \oplus g_k\), which has Levi decomposition \(\mathfrak{p} = g_0 \oplus \mathfrak{p}_+\) with \(g_0\) reductive and \(\mathfrak{p}_+ = g_1 \oplus \cdots \oplus g_k\) the nilradical of \(\mathfrak{p}\). At
the group level, we have a reductive subgroup $G_0 \subset P$ whose Lie algebra is $\mathfrak{g}_0$, and $P \cong G_0 \times P_+$ where $P_+ = \exp(p_+)$ is a normal, nilpotent subgroup of $P$ globally diffeomorphic to $p_+$ via the exponential map.

The above-stated properties of the parabolic pair $(G, P)$ and their Lie algebras are used to identify the following important geometric structures associated to a parabolic geometry $(\mathcal{G} \to M, \omega)$ of type $(G, P)$. The orbit space $\mathcal{G}_0 := \mathcal{G}/P_+$ of the $P_+$-action on $\mathcal{G}$ defines a $G_0$-principal bundle $\pi_0 : \mathcal{G}_0 \to M$, while by definition we also have a $P_+$-principal bundle $\pi_+ : \mathcal{G} \to \mathcal{G}_0$. The filtration of $\mathfrak{g}$ by $\text{Ad}(P)$-invariant submodules $\mathfrak{g}^i = \mathfrak{g}_i \oplus \cdots \oplus \mathfrak{g}_k$ descends to a filtration of $\mathfrak{g}/\mathfrak{p} \cong \mathfrak{g}_-$ which is invariant under the quotient representation $\text{Ad} : P \to \text{Gl}(\mathfrak{g}/\mathfrak{p})$, and thus determines a filtration of the tangent bundle on the base space, $TM = T^{-k}M \supset \cdots \supset T^{-1}M$, via the isomorphism

$$TM \cong_\omega \mathcal{G} \times_{\text{Ad}(P)} \mathfrak{g}/\mathfrak{p},$$

(which holds in general for Cartan geometries) and setting $T^iM \cong_\omega \mathcal{G} \times_{\text{Ad}(P)} \mathfrak{g}^i/\mathfrak{p}$. Furthermore, the Cartan connection $\omega$ descends to $\mathcal{G}_0$ to identify it as a reduction to $G_0$ of the structure group of the associated graded tangent bundle $\text{gr}(TM) = \text{gr}_{-k}(TM) \oplus \cdots \oplus \text{gr}_{-1}(TM)$, where $\text{gr}_i(TM) = T^iM/T^{i+1}M$.

The data $(M, \{T^iM\}, \mathcal{G}_0)$ – consisting of a smooth manifold $M$, a filtration $\{T^iM\}$ of its tangent bundle which satisfies $\text{rk}(T^iM) = \dim(\mathfrak{g}^i/\mathfrak{p})$, and a reduction $\mathcal{G}_0$ of the structure group of $\text{gr}(TM)$ to $G_0$, – is called an infinitesimal flag structure of type $(\mathfrak{g}, P)$. The flag structure is regular if the Lie bracket of vector fields on $M$ respects the filtration, i.e. $[\Gamma(T^iM), \Gamma(T^jM)] \subset \Gamma(T^{i+j}M)$, and if the alternating bilinear form thus induced on $\text{gr}(TM)$ gives it a point-wise Lie algebra structure isomorphic to $\mathfrak{g}_-$. When the flag structure is induced by a parabolic geometry of type $(G, P)$, this regularity assumption can be related to an equivalent regularity condition that the curvature of the Cartan connection $\omega$ have strictly positive homogeneity (cf. 3.1.8 of [5]). A fundamental theorem of parabolic geometry states that, for any regular infinitesimal flag structure of type $(\mathfrak{g}, P)$, there exists a regular parabolic geometry of type $(G, P)$ which induces it. This parabolic geometry is uniquely determined up to isomorphism by a normalisation condition on the curvature of the Cartan connection, except for a number of parabolic types $(G, P)$ where the reduction of $\text{gr}(TM)$ to $G_0$ provides no additional information and an extra geometric structure is needed for uniqueness (e.g. projective structures, where an additional choice of an equivalence class of connections is needed to fix the structure). In these cases, we will assume that the extra geometric structure is included when we speak of the "regular infinitesimal flag structure". We thus identify the geometric structure of an infinitesimal flag structure with the regular, normal parabolic geometry inducing it.

In [4], Čap and Slovák define a Weyl structure for any parabolic geometry $(\mathcal{G} \to M, \omega)$ of type $(G, P)$, to be a $G_0$-equivariant section $\sigma : \mathcal{G}_0 \to \mathcal{G}$ of the $P_+$-principal bundle $\pi_+ : \mathcal{G} \to \mathcal{G}_0$. We denote the set of Weyl structures by $\text{Weyl}(\mathcal{G}, \omega)$. By Proposition 3.2 of [4], global Weyl structures always exist for parabolic geometries in the real (smooth) category, and they exist locally in the holomorphic category. Considering the pull-back of the Cartan connection, $\sigma^*\omega$, the $[k]$-grading of $\mathfrak{g}$ gives a $G_0$-invariant decomposition into components, $\sigma^*\omega = \sigma^*\omega_{-k} + \cdots + \sigma^*\omega_k$, and by the observation that $\sigma$ commutes with fundamental vector fields (i.e. $T_X\sigma(\bar{X}(u)) = \bar{X}(\sigma(u))$ for $X \in \mathfrak{g}_0$ and $\bar{X}$ denoting the fundamental vector fields of $X$ on $\mathcal{G}_0$ and $\mathcal{G}$) for the properties of the Cartan connection, it follows that $\sigma^*\omega_i$ is horizontal for all $i \neq 0$, and that $\sigma^*\omega_0$ defines a principal $G_0$ connection on $\mathcal{G}_0 \to M$ (cf. 3.3 of [4]). In particular, we see that the pair $(\mathcal{G}_0 \to M, \sigma^*\omega_\leq)$ defines a Cartan geometry of type $(P^*, G_0)$, where $P^* \cong \exp(\mathfrak{g}_-) \rtimes G_0$ is the subgroup of $G$ containing $G_0$ with Lie algebra $p^* = \mathfrak{g}_- \oplus \mathfrak{g}_0$, and the Cartan connection is given by

$$\sigma^*\omega_\leq = \sigma^*\omega_{-k} + \cdots + \sigma^*\omega_0 \in \Omega^1(\mathcal{G}_0, p^*).$$
One reason Weyl structures are very useful for studying a parabolic geometry, is that they are in fact determined by very simple induced geometric objects, namely by the \( \mathbb{R}_+ \)-principal connections they induce on certain ray bundles associated to \( G_0 \). Fix an element \( E_\lambda \) in the center of the reductive Lie algebra \( \mathfrak{g}_0 \) such that \( \text{ad}(E_\lambda) \) acts by scalar multiplication on each grading component \( \mathfrak{g}_i \) of \( \mathfrak{g} \) (for example the grading element \( E \), which always exists and satisfies \( \text{ad}(E)|_{\mathfrak{g}_0} = i \cdot \)). Then there is a unique representation \( \lambda : G_0 \to \mathbb{R}_+ \) satisfying \( \lambda'(A) = B(E_\lambda, A) \) for all \( A \in \mathfrak{g}_0 \), \( B \) the Killing form, and hence an associated \( \mathbb{R}_+ \)-principal bundle \( \mathcal{L}^\lambda \to M \). We have \( \mathcal{L}^\lambda \cong G_0/\text{Ker}(\lambda) \) so let us denote the projection \( \pi_\lambda : G_0 \to \mathcal{L}^\lambda \). For any Weyl structure \( \sigma \), the 1-form \( \lambda' \circ \sigma \omega_0 \in \Omega^1(\mathfrak{g}_0) \) induces a \( \mathbb{R}_+ \)-principal connection \( \sigma^\lambda \) on \( \mathcal{L}^\lambda \). After introducing these objects and studying their properties in Section 3 of [4], Čap and Slovák prove the fundamental result that the correspondence \( \sigma \mapsto \sigma^\lambda \) defines a bijective correspondence between the set of Weyl structures and the set of principal connections on \( \mathcal{L}^\lambda \) (cf. Theorem 3.12 of [4]).

In particular, this fact makes it possible to define certain distinguished classes of Weyl structures: A Weyl structure \( \sigma \) is closed if the induced \( \mathbb{R}_+ \)-principal connection \( \sigma^\lambda \) has vanishing curvature; it is exact if \( \sigma^\lambda \) is a trivial connection induced by a global trivialisation of the scale bundle \( \mathcal{L}^\lambda \to M \). Čap and Slovák prove that closed and exact Weyl structures always exist (in the smooth category), and the spaces of closed and exact Weyl structures are affine spaces over the closed, respectively over the exact, 1-forms on \( (\mathfrak{g}, \mathfrak{g}_0 \mathfrak{g}_0) \) (in the smooth category), and the spaces of closed and exact Weyl structures are affine spaces over the closed, respectively over the exact, 1-forms on \( M \). Assuming a scale bundle \( \mathcal{L}^\lambda \) to be fixed, we denote the set of exact Weyl structures by \( \text{Weyl}(\mathcal{G}, \omega) \), which is naturally identified with the set of global sections of \( \mathcal{L}^\lambda \), and note that this set is non-empty (cf. Proposition 3.7 of [4]). Equivalently, an exact Weyl structure \( \sigma \) is characterized by the existence of a holonomy reduction of the \( G_0 \)-principal connection \( \sigma^* \omega_0 \) to the subgroup \( \text{Ker}(\lambda) \subset G_0 \) (cf. Sections 3.13, 3.14 of [4]). We will denote this reduction by \( r : \mathcal{G}_0 \hookrightarrow \mathcal{G}_0 \), and the corresponding reduction of \( \mathcal{G} \) to the structure group \( \text{Ker}(\lambda) \) by

\[
\bar{\sigma} := \sigma \circ r : \mathcal{G}_0 \to \mathcal{G}.
\]

Thus an exact Weyl structure determines a Cartan geometry \((\mathcal{G}_0 \to M, \bar{\sigma}^* \omega_0)\) of type \((\mathfrak{p}_+=\text{Ker}(\lambda), \text{P}^-) \) where \( \mathfrak{p}_- : = \mathfrak{g}_- \oplus \text{Ker}(\lambda') \). In the conformal case, exact Weyl structures correspond to metrics in the conformal equivalence class, while a general Weyl structure is given by a Weyl connection, i.e. a torsion free connection which preserves the conformal equivalence class.

### 2.2 Definition and basic properties of essential structures

Now we are ready to define essential parabolic structures and essential infinitesimal automorphisms. For now, let us take the following definitions for automorphisms, respectively infinitesimal automorphisms, of a Cartan geometry. For a Cartan geometry \((\mathcal{G} \to M, \omega)\) of arbitrary type \((G, P)\), an automorphism \( \Phi \in \text{Aut}(\mathcal{G}, \omega) \) is a \( P \)-principal bundle morphism of \( \mathcal{G} \) such that \( \Phi^* \omega = \omega \). An infinitesimal automorphism \( X \in \text{inf}(\mathcal{G}, \omega) \) is given by \( X \in \mathfrak{X}(\mathcal{G}) \), such that \( (R_p)_x X = X \) and the Lie derivative satisfies \( L_X \omega = 0 \).

Note that when \((\mathcal{G}, \omega)\) is a parabolic geometry, we get naturally induced \( G_0 \)-bundle morphisms \( \Phi_0 : \mathcal{G}_0 \to \mathcal{G}_0 \), \( \mathbb{R}_+ \)-bundle morphisms \( \Phi^\lambda : \mathcal{L}^\lambda \to \mathcal{L}^\lambda \), and diffeomorphisms \( \varphi : M \to M \) for the \( \Phi \in \text{Aut}(\mathcal{G}, \omega) \). These are induced thanks to the \( P \)-equivariance of \( \Phi \), by using commutativity with the appropriate projections, i.e. the defining identities are \( \Phi_0 \circ \pi_+ = \pi_+ \circ \Phi \), \( \Phi^\lambda \circ \pi_\lambda = \pi_\lambda \circ \Phi_0 \) and \( \varphi \circ \pi = \pi \circ \Phi \). Hence, we get a natural action of the automorphism group \( \text{Aut}(\mathcal{G}, \omega) \) on the set of (exact) Weyl structures, by defining, for \( \Phi \in \text{Aut}(\mathcal{G}, \omega), \sigma \in \text{Weyl}(\mathcal{G}, \omega) \),

\[
\Phi^* \sigma := \Phi^{-1} \circ \sigma \circ \Phi_0 : \mathcal{G}_0 \to \mathcal{G},
\]

and for \( \sigma \in \text{Weyl}(\mathcal{G}, \omega) \) with corresponding global scale \( s_\sigma \in \Gamma(\mathcal{L}^\lambda) \),

\[
\Phi^* s_\sigma := \Phi^{-1} \circ s_\sigma \circ \varphi : M \to \mathcal{L}^\lambda.
\]
Using the defining relation $\pi_+ \circ \Phi^{-1} = \Phi_0^{-1} \circ \pi_+$ for $\Phi_0^{-1}$ and the corresponding relation between $\Phi^{-1}_\lambda$ and $\varphi^{-1}$, we can verify that $\Phi^* \sigma = \sigma \in \Gamma(\mathcal{G} \rightarrow \mathcal{G}_0)$ and $\Phi^* s_\sigma \in \Gamma(\mathcal{L}_\lambda \rightarrow \mathcal{M})$; furthermore, $\Phi^* \sigma$ is $G_0$-equivariant by the equivariance properties of $\sigma$, $\Phi_0$ and $\Phi^{-1}$; i.e. $\Phi^* \sigma \in \text{Weyl}(\mathcal{G}, \omega)$ and $\Phi^* s_\sigma \in \text{Weyl}(\mathcal{G}, \omega)$.

Similarly, for an infinitesimal automorphism $X \in \mathfrak{X}(\mathcal{G})$, we get naturally induced vector fields $X_0 \in \mathfrak{X}(\mathcal{G}_0)$, $X_\lambda \in \mathfrak{X}(\mathcal{L}_\lambda)$ and $X \in \mathfrak{X}(\mathcal{M})$ (with the first two being invariant with respect to the appropriate right-actions). For an arbitrary point of $M$, we may choose $\varepsilon > 0$ sufficiently small so that $\Phi_{X,t}, \Phi^{-1}_{X,t}, \Phi_{X_0,t}$, etc. all exist for $-\varepsilon < t < \varepsilon$, and so on this interval we have a well-defined family

$$
\Phi^*_{X,t} \sigma := \Phi^{-1}_{X,t} \circ \sigma \circ \Phi_{X_0,t} \in \text{Weyl}(\mathcal{G}, \omega),
$$

for any $\sigma \in \text{Weyl}(\mathcal{G}, \omega)$, which is differentiable in $t$ at $t = 0$, so we can define the Lie derivative $\mathcal{L}_X \sigma := (d/dt)|_{t=0} \Phi^*_{X,t} \sigma$; this is an element of the vector space on which the space of Weyl sections (an affine space) is modeled, i.e. it can be thought of as a 1-form on $M$. For $s_\sigma \in \text{Weyl}(\mathcal{G}, \omega)$, the Lie derivative $\mathcal{L}_X s_\sigma$ is defined analogously, and it can be identified with an exact 1-form on $M$.

**Definition 2.1.** For $(\mathcal{G} \rightarrow \mathcal{M}, \omega)$ a parabolic geometry of type $(G, P)$, $\Phi \in \text{Aut}(\mathcal{G}, \omega)$ an automorphism of the geometry, and $\sigma \in \text{Weyl}(\mathcal{G}, \omega)$ a Weyl structure, $\Phi$ is an automorphism of $\sigma$, written $\Phi \in \text{Aut}(\sigma)$, if and only if $\Phi^* \sigma = \sigma$ (equivalently, $\Phi \circ \sigma = \sigma \circ \Phi_0$). If $\sigma \in \text{Weyl}(\mathcal{G}, \omega)$ is an exact Weyl structure corresponding to $s_\sigma \in \Gamma(\mathcal{L}_\lambda)$, then $\Phi$ is an exact automorphism of $\sigma$, written $\Phi \in \text{Aut}(\sigma)$, if and only if $\Phi^* s_\sigma = s_\sigma$ (equivalently, $\Phi_\lambda \circ s_\sigma = s_\sigma \circ \varphi$). An automorphism $\Phi \in \text{Aut}(\mathcal{G}, \omega)$ is essential if it is not an exact automorphism of any exact Weyl structure $\sigma \in \text{Weyl}(\mathcal{G}, \omega)$. We call $(\mathcal{G}, \omega)$ an essential parabolic structure if $\text{Aut}(\sigma) \subsetneq \text{Aut}(\mathcal{G}, \omega)$ for every exact Weyl structure $\sigma$. We call a regular infinitesimal flag structure $M = (\mathcal{M}, \{T^i \mathcal{M}\}, \mathcal{G}_0)$ of type $(\mathfrak{g}, \mathfrak{p})$ an essential structure if the regular, normal parabolic geometry inducing it is essential.

An infinitesimal automorphism $X \in \text{inf}(\mathcal{G}, \omega)$ is an infinitesimal automorphism of $\sigma$, written $X \in \text{inf}(\sigma)$, if and only if $\mathcal{L}_X \sigma = 0$. For an exact Weyl structure $\sigma \in \text{Weyl}(\mathcal{G}, \omega)$, $X$ is an exact infinitesimal automorphism of $\sigma$, written $X \in \text{inf}(\sigma)$, if and only if $\mathcal{L}_X s_\sigma = 0$. An infinitesimal automorphism is essential if it is not an exact infinitesimal automorphism for any exact Weyl structure. For $M$ a regular infinitesimal flag structure as above, we say a vector field $X \in \mathfrak{X}(\mathcal{M})$ is an essential infinitesimal automorphism of $M$ if it lifts to an essential infinitesimal automorphism of the canonical parabolic geometry inducing $M$.

**Remark 2.2.** Charles Frances has pointed out to us the definition of essential parabolic structure given in Section 2.2 of [9], which did not make explicit use of Weyl structures. That definition turns out to be almost equivalent to the one above, cf. Lemma 2.1, except that in some cases the semi-simple part of the reductive group $G_0$ can be properly contained in $\text{Ker}(\lambda)$. For example, in the case of strictly pseudoconvex CR structures, $G_0 \cong \mathbb{R}_+ \times U(n)$ and $\text{Ker}(\lambda) \cong U(n)$ for an appropriate choice of scale $\lambda$. An exact Weyl structure is seen to be equivalent to a choice of pseudo-hermitian form for the CR structure, and so the above definition of exact structure amounts to requiring that the group of CR transformations preserving any pseudo-hermitian form is always properly contained in the group of CR transformations.

**Remark 2.3.** Definition 2.1 recovers the classical definition of essentiality when the regular infinitesimal flag structure is given by a conformal semi-Riemannian structure $(\mathcal{M}, c)$ of signature $(p, q)$. In that case, $G_0$ is just the conformal group $\mathbb{R}_+ \times O(p, q)$, $\mathcal{G}_0$ is the bundle of frames which are semi-orthonormal with respect to some metric $g \in c$, and the choice of scale representation,

$$
\lambda : \mathbb{R}_+ \times O(p, q) \rightarrow \mathbb{R}_+, \quad \lambda : (s, A) \mapsto s^{-1},
$$
identifies $\mathcal{L}^\lambda \cong \mathcal{G}_0/\ker(\lambda)$ with the ray bundle $\mathcal{Q} \to M$ of metrics in the conformal class, with the standard $\mathbb{R}_+$-action given by $g_x \cdot s := s^2 g_x$ for any $g \in c$ and $x \in M$ corresponding to $g_x \in \mathcal{Q}$. Exact Weyl structures thus correspond to choices of a metric in the conformal class, and a conformal diffeomorphism $\varphi$ which uniquely corresponds to an automorphism $\Phi \in \text{Aut}(\mathcal{G}, \omega)$ of the canonical conformal Cartan geometry is essential in the sense of Definition 2.1 if $\Phi \notin \text{Aut}(\sigma)$ for all exact Weyl structures $\sigma$, i.e. if $\varphi$ fails to preserve all metrics in the conformal class.

**Remark 2.4.** Let $\mathcal{M} = (M, \{T^i M\}, \mathcal{G}_0)$ denote a regular infinitesimal flag structure of some parabolic type $(g, P)$, if necessary including the extra geometric data required so that the regular, normal parabolic geometry of type $(G, P)$ inducing it is unique up to isomorphism. If we need to distinguish this parabolic geometry from others of the same type, we will use the notation $(\mathcal{G}, \omega^{nc})$ to signify the canonical (normal Cartan) geometry. In this setting, we can define an automorphism of the structure in terms of $\mathcal{M}$: An automorphism of the regular infinitesimal flag structure, $\varphi \in \text{Aut}(\mathcal{M})$, is a diffeomorphism $\varphi \in \text{Diff}(\mathcal{M})$ which satisfies:

(i) $\varphi_x(T^i x M) \subseteq T^i_x(x) M$ for all $x \in M$ and all $-k \leq i \leq -1$; and (ii) the induced bundle map $\text{gr}(\varphi)$ (which as a consequence of (i) is a lift of $\varphi$ defined on the bundle $\mathcal{F}(\text{gr}(TM))$ of frames of the associated graded tangent bundle) preserves $\mathcal{G}_0$ as a subbundle of $\mathcal{F}(\text{gr}(TM))$ (and hence $\text{gr}(\varphi)$ restricts to a $G_0$-bundle morphism $\Phi_0$ of $\mathcal{G}_0$). We can identify $\text{Aut}(\mathcal{M})$ with $\text{Aut}(\mathcal{G}, \omega^{nc})$ since by uniqueness of $(\mathcal{G}, \omega^{nc})$ up to isomorphism, $\varphi$ (and $\Phi_0$) lift to a unique $P$-bundle morphism $\Phi$ of $\mathcal{G}$ preserving $\omega^{nc}$ under pullback. Thus, we can think of an automorphism $\varphi \in \text{Aut}(\mathcal{M})$ as including as well the automorphism $\Phi \in \text{Aut}(\mathcal{G}, \omega^{nc})$ and the induced $G_0$-bundle morphism $\Phi_0 = \text{gr}(\varphi)|_{\mathcal{G}_0}$ of $\mathcal{G}_0$.

**Lemma 2.1.** Let $\Phi \in \text{Aut}(\mathcal{G}, \omega)$ be an automorphism of a parabolic geometry, let $\sigma$ be a Weyl structure, and let a scale bundle $\mathcal{L}^\lambda \to M$ be fixed. The following are equivalent:

(i) $\Phi \in \text{Aut}(\sigma)$;

(ii) For the induced bundle morphism $\Phi_0 : \mathcal{G}_0 \to \mathcal{G}_0$, we have $\Phi_0 \in \text{Aut}(\mathcal{G}_0, \sigma^* \omega));

(iii) $\Phi_\lambda$ preserves the scale bundle connection $\sigma^\lambda \in \Omega^1(\mathcal{L}^\lambda)$: $\Phi_\lambda^* \sigma^\lambda = \sigma^\lambda$.

If $\sigma$ is exact, then $\Phi \in \text{Aut}(\sigma)$ if and only if the induced bundle morphism $\Phi_0$ preserves the sub-bundle $\overline{\mathcal{G}_0} \subset \mathcal{G}_0$ and the restriction satisfies $\left(\Phi_0\right)|_{\overline{\mathcal{G}_0}} \in \text{Aut}(\overline{\mathcal{G}_0}, \sigma^* \omega)$. For $X \in \text{inf}(\mathcal{G}, \omega), X \in \text{inf}(\sigma)$ if and only if $X_0 \in \text{inf}(\mathcal{G}_0, \sigma^* \omega)$ and, for $\sigma$ exact, $X \in \text{inf}(\sigma)$ if and only if the restriction of $X_0$ to $\overline{\mathcal{G}_0}$ is tangent to $\overline{\mathcal{G}_0}$ and induces an element of $\text{inf}(\overline{\mathcal{G}_0}, \sigma^* \omega)$.

**Proof.** (i) $\Rightarrow$ (ii), since by $\Phi \circ \sigma = \sigma \circ \Phi$ and $\Phi \in \text{Aut}(\mathcal{G}, \omega)$ we have $\Phi_0^* (\sigma^* \omega) = \sigma^* \omega$, and in particular $\Phi_0^* (\sigma^* \omega) = \sigma^* \omega$ and (ii) $\Rightarrow$ (iii), since $\Phi_0^* (\sigma^* \omega) = \sigma^* \omega$ implies that $\Phi_0^* (\sigma^* \omega) = \sigma^* \omega$. In particular, $\Phi_0^* (\lambda' \circ \sigma^* \omega_0) = \lambda' \circ \Phi_0^* (\sigma^* \omega) = \lambda' \circ \sigma^* \omega_0$. Hence, the $\mathbb{R}_+$-bundle morphism $\Phi_\lambda$ and the $\mathbb{R}_+$-principal connection $\sigma^\lambda$, induced on $\mathcal{L}^\lambda$ by $\Phi_0$ and $\lambda' \circ \sigma^* \omega_0$, respectively, satisfy: $\Phi_\lambda^* \sigma^\lambda = \sigma^\lambda$.

We now show (iii) $\Rightarrow$ (i): Consider the $\mathbb{R}_+$-principal connection $(\Phi^* \sigma)^\lambda \in \Omega^1(\mathcal{L}^\lambda)$. It is induced by:

$$
\lambda' \circ (\Phi^* \sigma)^\lambda \omega_0 = \lambda' \circ ((\Phi^{-1} \circ \sigma \circ \Phi_0)^* \omega_0) = \lambda' \circ (\Phi_0^* \sigma^* (\Phi^{-1})^* \omega_0) = \lambda' \circ (\Phi_0^* \sigma^* \omega_0) = \Phi_0^* (\lambda' \circ \sigma^* \omega_0).
$$

So $(\Phi^* \sigma)^\lambda = \Phi_0^* \sigma^\lambda$, which equals $\sigma^\lambda$ by assumption (iii). Thus, by Theorem 3.12 of [4] (cf. discussion in Section 2.1), the Weyl structures $\Phi^* \sigma$ and $\sigma$ are equal, showing that (i) holds.

To see the final statement of the lemma, let $\sigma$ be an exact Weyl structure and let us denote by $s_\sigma \in \Gamma(\mathcal{L}^\lambda)$ the global scale which induces the trivial connection $\sigma^\lambda \in \Omega^1(\mathcal{L}^\lambda)$. That is, for any point $p = s_\sigma(x), r \in \mathcal{L}^\lambda$, for $x \in M, r \in \mathbb{R}_+$, we have the decomposition

$$
T_p \mathcal{L}^\lambda = (R_r)_* ((s_\sigma)_*(T_x M)) \oplus \mathbb{R}_1(p),
$$

where $(R_r)_* : \Gamma(\mathcal{L}^\lambda) \to \Gamma(T_p \mathcal{L}^\lambda)$.
for $\zeta_1$ the fundamental vector field on $L^\lambda$ of the vector $1 \in \mathbb{R}$; the value of $\sigma^\lambda$ on a tangent vector $v \in T_p L^\lambda$ is given by the coefficient of $\zeta_1(p)$ determined by this decomposition. Then the holonomy reduction of $(L^\lambda, \sigma^\lambda)$ to the trivial structure group is given by $s_\sigma(M) \subset L^\lambda$, and the reduction of $(G_0, \sigma^*\omega_0)$ to $\text{Ker}(\lambda)$ is given by

$$\mathcal{G}_0 = \pi_\lambda^{-1}(s_\sigma(M)) \subset \mathcal{G}_0.$$ 

Hence for $x \in M$ and $u \in (\mathcal{G}_0)_x$, we have $\pi_\lambda(u) = s_\sigma(x)$ and $\Phi_0(u) \in \mathcal{G}_0$ if and only if $\pi_\lambda(\Phi_0(u)) = s_\sigma(\Phi_0(u))$. But $\pi_\lambda(\Phi_0(u)) = \Phi_\lambda(\pi_\lambda(u)) = \Phi_\lambda(s_\sigma(x))$ and $\pi_0(\Phi_0(u)) = \varphi(\pi_0(u)) = \varphi(x)$. Thus, $\Phi_0(u) \in \mathcal{G}_0$ if and only if $\Phi_\lambda(s_\sigma(x)) = s_\sigma(\varphi(x))$. But if $\Phi \in \text{Aut}(\sigma)$, then clearly $\Phi_\lambda$ preserves the induced (trivial) connection $\sigma^\lambda \in \Omega^1(L^\lambda)$, so by $(iii) \Leftrightarrow (ii)$ shown above we have $\Phi_\lambda^*(\sigma^*\omega_\leq) = \sigma^*\omega_\leq$ and since $\Phi_0$ preserves $\mathcal{G}_0$ the corresponding identity follows for the restriction and $\sigma^*\omega_\leq$.

The statements for $X \in \text{inf}(\mathcal{G}, \omega)$ are proven in the same manner. ■

Remark 2.5. In particular, it follows from the proof of Lemma 2.1 that any exact automorphism $\Phi$ of an exact Weyl structure $\sigma$ is also an automorphism of $\sigma$, i.e. $\Phi \in \text{Aut}(\sigma) \Rightarrow \Phi \in \text{Aut}(\sigma)$ as one would hope.

On the other hand, the converse does not hold: If $\Phi \in \text{Aut}(\sigma)$ for an exact Weyl structure $\sigma$, the requirement that $\Phi_0(\mathcal{G}_0) \subset \mathcal{G}_0$ is necessary to guarantee that an automorphism $\Phi$ of an exact Weyl structure $\sigma$ is in fact an exact automorphism. An instructive example is the conformal structure induced by the Euclidean metric on $\mathbb{R}^n$: The diffeomorphism given by dilation by a positive constant $r$ is always an automorphism of the exact Weyl structure corresponding to the Euclidean metric. However, for $r \neq 1$, this diffeomorphism is not an isometry, hence not an exact automorphism. We are grateful to Felipe Leitner for bringing this to our attention, which led us to modify an earlier version of Definition 2.1.

3 Lichnérowicz theorem for rank one parabolic geometries

In this section, we establish Theorem 1.1 for the so-called rank one parabolic geometries. These are parabolic geometries of types $(G, P)$ such that the homogeneous model $G/P$ is the boundary of a real rank one symmetric space $G/K$ (for $K$ a maximal compact subgroup). The boundary $G/P$ is diffeomorphic to the sphere of dimension $\dim(G/K) - 1$, while the symmetric spaces $G/K$ are given by the hyperbolic spaces of real, complex and quaternionic type in all appropriate real dimensions, and the hyperbolic Cayley plane in real dimension 16. As mentioned earlier, the rank one parabolic geometries associated to the corresponding types are, respectively, conformal Riemannian structures, strictly pseudo-convex partially-integrable CR structures, quaternionic contact structures (of positive-definite signature), and octonionic contact structures. The key result needed to prove this theorem is the following, proved by C. Frances (Theorem 3 of [8]), which generalizes theorems of Ferrand [7] and Schoen [13] in the cases of conformal Riemannian and strictly pseudo-convex CR structures:

Theorem 3.1 (Frances, [8]). Let $(\mathcal{G} \to M, \omega)$ be a regular rank one parabolic geometry, with $M$ connected. If $\text{Aut}(\mathcal{G}, \omega)$ acts improperly on $M$, then $M$ is geometrically isomorphic to either the compact homogeneous model $G/P$ or the noncompact space $G/P \setminus \{eP\}$.

Here, “geometrically isomorphic” means there is a diffeomorphism of $M$ onto the space in question, which is covered by a morphism of Cartan bundles which pulls back the Maurer–Cartan connection to $\omega$. The assumption that the parabolic geometries are of rank one type is key for the argument in [8], because it allows the author to exploit the so-called “north-south dynamics” on the homogeneous model $G/P$. Theorem 1.1 now follows as a result of Theorem 3.1 and the
following proposition, which generalizes a result of [1] and whose proof follows the same line of argumentation:

**Proposition 3.2.** If \((G \to M, \omega)\) is an essential parabolic structure, then \(\text{Aut}(G, \omega)\) acts improperly on \(M\).

**Proof.** Fix a bundle of scales \(\mathcal{L}^\lambda \to M\) for \((G, \omega)\). Assume that \(\text{Aut}(G, \omega)\) acts properly on \(M\) and let us show that the parabolic structure is not essential. By definition, it suffices to construct a global scale \(s : M \to \mathcal{L}^\lambda\) which is \(\text{Aut}(G, \omega)\)-invariant, i.e. such that \(\Phi_\lambda \circ s = s \circ \varphi\) holds for all \(\Phi \in \text{Aut}(G, \omega)\) and \(\Phi_\lambda : \mathcal{L}^\lambda \to \mathcal{L}^\lambda\), \(\varphi : M \to M\) the induced diffeomorphisms.

We construct this \(\text{Aut}(G, \omega)\)-invariant scale \(s\) using classical properties of proper group actions. The so called “tube theorem” (alias “slice theorem”, cf. e.g. Theorem 2.4.1 in [6]) guarantees the following, for a \(C^\infty\)-action of a Lie group \(H\) on a manifold \(M\) which is proper at \(x \in M\):

There exists a \(H\)-invariant neighborhood \(U\) of \(x\) on which the \(H\)-action is equivalent to the left \(H\)-action on the quotient space \(H \times_K B\) – for \(K \subset H\) a compact subgroup and \(B\) a \(K\)-invariant neighborhood of 0 in a \(K\)-module \(V\) – given by \(h_1[h_2, b] = [h_1 h_2 b]\) for \(h_1 \in H, b \in B\) and \([h, b]\) the equivalence class of \((h, b) \in H \times B\) under the left \(K\)-action \(k.(h, b) := (h k^{-1}, k. b)\). Starting from a choice of global scale \(s_0 : M \to \mathcal{L}^\lambda\), and letting \(H = \text{Aut}(G, \omega)\), \(e \in H\) the identity automorphism and \(\Phi \in H\) arbitrary, set:

\[
\begin{align*}
    s_U([e, b]) &:= \int_{\Psi \in K} (\Psi \lambda)^{-1}(s_0([\Psi, b]))d\Psi; \\
    s_U([\Phi, b]) &:= \Phi_\lambda(s_U([e, b])).
\end{align*}
\]

One verifies that this gives a well-defined local section \(s_U : U \to \mathcal{L}^\lambda_U\), which involves checking that for \((e, b) \sim (\Phi, b')\) (i.e. for \(\Phi \in K\) and \(b = \varphi(b')\)) the values \(s_U([e, b])\) given by (4) and \(s_U([\Phi, b'])\) given by (5), agree. This follows by unwinding the definitions, and using a bi-invariant Haar measure \(d\Psi\) on the compact group \(K\). And since \([\Phi, b] = \Phi.[e, b]\) corresponds to the point \(\varphi(x')\) for \(x' \simeq [e, b]\), the defining equation (5) automatically gives us the invariance property, \(s_U \circ \varphi = \Phi_\lambda \circ s_U\).

We go from local \(\text{Aut}(G, \omega)\)-invariant sections \(s_U : U \to \mathcal{L}^\lambda_U\) to a global \(\text{Aut}(G, \omega)\)-invariant scale \(s_{\text{inv}} \in \Gamma(\mathcal{L}^\lambda)\) as follows: First, note that \(\mathcal{L}^\lambda\) admits a global section \(s \in \Gamma(\mathcal{L}^\lambda)\) and hence a global trivialisation \(\mathcal{L}^\lambda \cong M \times \mathbb{R}_+\) by identifying \(s(x).r \simeq_s (x, r)\) for any \(x \in M\) and \(r \in \mathbb{R}_+\). This in turn induces a bijection \(r_s : \Gamma(\mathcal{L}^\lambda) \to C^\infty(M, \mathbb{R}_+)\). For any \(\Phi \in \text{Aut}(G, \omega)\), define the smooth function \(\varphi_s \in C^\infty(M, \mathbb{R}_+)\) by the identity \(\Phi_\lambda(s(x)) = s(\varphi(x)), \varphi_s(x)\). Then we see that a \(\Phi\)-invariant scale \(s' \in \Gamma(\mathcal{L}^\lambda)\) corresponds, under the bijection \(r_s\), to a smooth function \(r' = r_s(s') \in C^\infty(M, \mathbb{R}_+)\) which satisfies \(r'(\varphi(x)) = \varphi_s(x)r'(x)\).

Next, note that since \(\text{Aut}(G, \omega)\) acts properly on \(M\), there exists a covering \(\{U_\alpha\}\) of \(M\) by \(\text{Aut}(G, \omega)\)-invariant open sets as above (so they all admit invariant local scales \(s_\alpha : U_\alpha \to \mathcal{L}^\lambda_{U_\alpha}\) and we denote \(r_\alpha := r_s(s_\alpha) \in C^\infty(U_\alpha, \mathbb{R}_+)\)); and (applying Theorem 6 of [1]) there exists a partition of unity \(\{f_i\}\) for \(M\) which is subordinate to \(\{U_\alpha\}\) (so \(\text{supp}(f_i) \subset U_{\alpha(i)}\) for all \(i\)) and the \(f_i\) are \(\text{Aut}(G, \omega)\)-invariant. Now we define \(s_{\text{inv}} \in \Gamma(\mathcal{L}^\lambda)\) via \(r_{\text{inv}} = r_s(s_{\text{inv}}) \in C^\infty(M, \mathbb{R}_+)\) and the formula

\[
r_{\text{inv}}(x) = \sum_i f_i(x)r_{\alpha(i)}(x)
\]

for all \(x \in M\). This is well-defined, smooth, and from the \(\text{Aut}(G, \omega)\)-invariance of the \(f_i\), together with the \(\text{Aut}(G, \omega)\)-invariance of the local sections \(s_\alpha\), we compute that \(r_{\text{inv}}(\varphi(x)) = \varphi_s(x)r_{\text{inv}}(x)\) for all \(x \in M\) and all \(\Phi \in \text{Aut}(G, \omega)\), i.e. \(s_{\text{inv}} \in \Gamma(\mathcal{L}^\lambda)\) is a \(\text{Aut}(G, \omega)\)-invariant global scale. ■
4 Proof of local results

A key reference for the study of infinitesimal automorphisms of parabolic geometries is [3]. In that text, A. Čap generalized to arbitrary parabolic geometries a bijective correspondence between conformal vector fields and adjoint tractors (sections of the associated bundle to the canonical Cartan bundle, $\mathcal{G} \to M$, induced by the adjoint representation on $\mathfrak{g}$) satisfying an identity involving the Cartan curvature, which was first discovered by A.R. Gover in [11]. Moreover, the text of Čap relates this general bijective correspondence to the first splitting operator of a so-called curved BGG-sequence for the parabolic geometry, cf. Theorem 3.4 of [3]. The curvature identity of [3] extends without difficulty to general infinitesimal automorphisms of Cartan geometries. This allows us to apply this fundamental identity to the Cartan geometries of parabolic type). For any representation $\rho : P \to GL(V)$, we have the associated vector bundle $V(M) := \mathcal{G} \times_{\rho} V$. The smooth sections of such a bundle are identified with $P$-equivariant, $V$-valued smooth functions on $\mathcal{G}$ in the standard manner, and we will simply treat them as such:

$$\Gamma(V(M)) = \{ f \in C^\infty(\mathcal{G}, V) \mid f(u,p) = \rho(p^{-1})(f(u)) \} =: C^\infty(\mathcal{G}, V)^P.$$  

For the most part, the important associated bundles we are dealing with are tractor bundles, which for our purposes simply means that the representation $(\rho, V)$ is the restriction to $P$ of a $G$-representation $\hat{\rho} : G \to GL(V)$. And the primary tractor bundle is the adjoint bundle induced by the restriction of the adjoint representation $Ad : G \to GL(\mathfrak{g})$ to $P$, which we will denote by $\mathcal{A} = \mathcal{A}(M)$ if there is no danger of confusion about which Lie algebra $\mathfrak{g}$ is meant, and otherwise by $\mathcal{A}(\mathfrak{g})$. Note that the Lie bracket $[\cdot, \cdot]_\mathfrak{g}$ of $\mathfrak{g}$, by $Ad(P)$-invariance, determines an algebraic bracket on fibers of $\mathcal{A}$ as well as on sections, which we denote with curly brackets $\{\cdot, \cdot\} : \mathcal{A} \times \mathcal{A} \to \mathcal{A}$. Also, note that there is a natural projection $\Pi : \mathcal{A} \to TM$, induced by the projection $\mathfrak{g} \to \mathfrak{g}/\mathfrak{p}$ and the isomorphism $TM \cong_\omega G \times_{\mathcal{A}(P)} \mathfrak{g}/\mathfrak{p}$.

The Cartan connection determines an identification of right-invariant vector fields

$$\mathcal{X}(\mathcal{G})^P = \{ X \in \mathcal{X}(\mathcal{G}) \mid X(u,p) = (R_p)_* X(u) \},$$

with sections of the adjoint bundle. Namely, to $X \in \mathcal{X}(\mathcal{G})$ we associate a function $s_X \in C^\infty(\mathcal{G}, \mathfrak{g})$ defined by $s_X(u) := \omega(X(u))$; conversely, to a function $s \in C^\infty(\mathcal{G}, \mathfrak{g})$, associate $X_s \in \mathcal{X}(\mathcal{G})$ defined by $X_s(u) = \omega^{-1}(s(u))$. The property (3) of a Cartan connection insures that both maps are well-defined, they are inverse, and by property (1) of $\omega$ these maps restrict to an isomorphism $\mathcal{X}(\mathcal{G})^P \cong_\omega \Gamma(\mathcal{A})$. Similarly, the Cartan connection $\omega$ induces natural identifications $\Omega^k(\mathcal{G}; \mathfrak{g})^P \cong_\omega \Omega^k(M; \mathcal{A})$ of the horizontal, $Ad(P)$-equivariant $\mathfrak{g}$-valued $k$-forms on $\mathcal{G}$ with the $\mathcal{A}$-valued $k$-forms on $M$. For a tractor bundle $V(M)$, the identification $\mathcal{X}(\mathcal{G})^P \cong_\omega \Gamma(\mathcal{A})$ yields two kinds of differentiation of smooth sections with respect to adjoint tractors:

**Definition 4.1.** The invariant differentiation or fundamental $D$-operator of $V(M)$ is the map

$$D^V : \Gamma(V(M)) \to \Gamma(\mathcal{A}^* \otimes V(M))$$

defined, for any $s \in \Gamma(\mathcal{A})$ and any $v \in \Gamma(V(M))$, by:

$$D^V_s v := X_s(v).$$
The **tractor connection** of $V(M)$ is the map $\nabla^V : \Gamma(V(M)) \to \Gamma(A^* \otimes V(M))$, defined, for any $s \in \Gamma(A)$ and any $v \in \Gamma(V(M))$, by:

$$\nabla^V_s v := D^V_s v + (d\hat{\rho} \circ s) \circ v. \quad (6)$$

Recall that $\hat{\rho} : G \to GL(V)$ is the $G$-representation which $\rho$ is a restriction of, given by the definition of a tractor bundle. In fact, the quantity defined by (6) only depends on the equivalence class $[s]$ of $s$ under the quotient $A/p(M) = G \times_{\mathfrak{m}(P)} \mathfrak{g}/p \cong TM$, and we identify the tractor connection with a covariant derivative on $V(M)$:

$$\nabla^V : \Gamma(V(M)) \to \Gamma(T^*M \otimes V(M)).$$

The curvature tensor of a Cartan connection is the $\mathfrak{g}$-valued two-form on $\mathcal{G}$ defined, for any $u \in \mathcal{G}$ and $V, W \in T_u\mathcal{G}$, by the structure equation $\Omega^\omega(v, w) := d\omega(v, w) + [\omega(v), \omega(w)]$. The curvature tensor is horizontal and $P$-equivariant, and we may equivalently consider the curvature function $\kappa^\omega \in C^\infty(\mathcal{G}; \Lambda^2(\mathfrak{g}/p)^* \otimes \mathfrak{g})^P$ induced by $\kappa^\omega(u)(X, Y) := \Omega^\omega(\omega^{-1}_u(X), \omega^{-1}_u(Y))$ for any $u \in \mathcal{G}$ and $X, Y \in \mathfrak{g}$. The following identity was proven for parabolic geometries in [3] and the proof carries over without substantive changes to Cartan geometries of general type (cf. also Lemma 1.5.12 in [5]):

**Lemma 4.1.** Let $X \simeq_\omega s_X$ for $X \in \mathfrak{X}(G)^P$ and $s_X \in \Gamma(A)$. Then for $\mathcal{L}_X \omega \in \Omega^1(\mathcal{G}; \mathfrak{g})^P$ we have, under the identification $\Omega^1(\mathcal{G}; \mathfrak{g})^P \cong_\omega \Omega^1(M; A)$:

$$\mathcal{L}_X \omega \simeq_\omega \nabla^A s_X + \Pi(s_X)_* : \kappa^\omega.$$  

(7)

### 4.2 Holonomy and essentiality of infinitesimal automorphisms

Let us return now to the setting of a (regular, normal) parabolic geometry $(\mathcal{G} \to M, \omega)$ of type $(G, P)$ and the corresponding regular infinitesimal flag structure $\mathcal{M} = (M, \{T^iM\}, \mathcal{G}_0)$ of type $(\mathfrak{g}, P)$. As was noted for automorphisms of $(\mathcal{G}, \omega^{nc})$ in Remark 2.4, we may determine an infinitesimal automorphism $X \in \inf(\mathcal{G}, \omega)$ by conditions on the underlying vector field $X \in \mathfrak{X}(M)$, which just amount to imposing the same conditions for the locally defined diffeomorphisms given by flowing along $X$, i.e. we must have $[X, \Gamma(T^iM)] \subseteq \Gamma(T^iM)$ for all $-k \leq i \leq -1$, and the condition that the local flows of $X$ determine local bundle maps of $\mathcal{F}(\text{gr}(TM))$ which preserve $\mathcal{G}_0$ as a subbundle. In the different examples of parabolic geometries, this translates into more geometric language. For example, in the conformal case, the former condition is trivial, while the latter condition amounts to requiring the conformal Killing equation, $\mathcal{L}_X g = \lambda g$ for any $g \in c$ and some $\lambda = \lambda(X) \in C^\infty(M)$. In the case of CR structures, the conditions are that $[X, \Gamma(H)] \subseteq \Gamma(H)$ for $H \subset TM$ the codimension one contact distribution defining the CR structure, and that $\mathcal{L}_X J = 0$ for $J$ the almost complex structure on $H$. We write $X \in \inf(\mathcal{M})$ and consider the lift $X \in \inf(\mathcal{G}, \omega^{nc})$ to be implicitly included.

Using Lemma 4.1 and Lemma 2.1, we obtain a bijection between infinitesimal automorphisms $X \in \inf(\mathcal{G}, \omega)$ and adjoint tractors $s_X \in \Gamma(A)$ satisfying $\nabla^A s_X + \Pi(s_X)_* : \kappa^\omega = 0$. In the present setting, this gives us a bijection between $X \in \inf(\mathcal{M})$ and such $s_X$, and moreover it is easy to verify that $\Pi(s_X) = X \in \mathfrak{X}(M)$. Now, denote by $X_0 \in \mathfrak{X}(\mathcal{G}_0)^{\mathcal{G}_0}$ the invariant vector field induced, via projection by $\pi_+$, by $X \in \mathfrak{X}(\mathcal{G})^P$. For any Weyl structure $\sigma : \mathcal{G}_0 \to \mathcal{G}$, the induced Cartan connection $\sigma^* \omega_\mathcal{G}$ gives us an isomorphism denoted $\mathfrak{X}(\mathcal{G}_0)^{\mathcal{G}_0} \simeq_\sigma \Gamma(A^\sigma)$, where we denote with $A^\sigma = p^*(M)$ the adjoint bundle of the Cartan geometry $(\mathcal{G}_0 \to M, \sigma^* \omega_\mathcal{G})$. Let us write $X_0 \simeq_\sigma s_{X_0}$ for the adjoint tractor corresponding to $X_0 \in \mathfrak{X}(\mathcal{G}_0)^{\mathcal{G}_0}$. If we further denote by $\nabla^\sigma : \Gamma(A^\sigma) \to \Gamma(T^*M \otimes A^\sigma)$ the corresponding adjoint tractor connection, then Lemma 4.1
tells us that $X \in \inf(M)$ is an infinitesimal automorphism of some Weyl structure $\sigma : \mathcal{G}_0 \to \mathcal{G}$ if and only if
\[ \nabla^\sigma s_{X_0} + X_{\mathcal{G}_0} \kappa^\sigma \omega \leq 0. \]

At present, we are only interested in local properties of infinitesimal automorphisms, viz the question if some neighborhood of a given point can be found on which $X$ is non-vanishing. The following proposition shows that the points $x \in M$ for which the answer could be “no”, must all be singularities of the vector field, i.e. $X(x) = 0$ (where, incidentally, the above identity simplifies to $(\nabla^\sigma s_{X_0})(x) = 0$).

**Proposition 4.2.** Let $\mathcal{M} = (M, \{T^i M\}, \mathcal{G}_0)$ be a regular infinitesimal flag structure of type $(g, P)$, let $X \in \inf(M)$, and let $x \in M$. If $X(x) \neq 0$, then there exists a neighborhood $U$ of $x$ such that the restriction of $X$ to $U$ is non-essential.

**Proof.** Take a neighborhood $U$ of $x$ on which flow-box coordinates for the flow of $X$ can be introduced:

\[ U = \{(x_0, \varphi_{X,t}(x_0)) \mid x_0 \in M_0 \cap U, -\varepsilon < t < \varepsilon \}, \]

where $M_0$ is some locally defined hypersurface transversal to the integral curves $\varphi_{X,t}(x_0)$ of $X$, which are defined for the interval given. This can be done since we may first restrict an open neighborhood of $x$ on which $X$ is non-vanishing. But this provides all the features needed to transfer the argument used in the proof of Proposition 3.2 to establish the existence of local $\text{Aut}(\mathcal{G}, \omega)$-invariant sections $s_U : U \to \mathcal{L}^\lambda_{|U}$ to the current context: Namely, the formula $s(x_0, \varphi_{X,t}(x_0)) := \Phi_{X,t}(s(x_0))$ gives a well-defined local scale $s : U \to \mathcal{L}^\lambda_{|U}$ which by construction is invariant under the flows $\varphi_{X,t}$ for $t$ sufficiently small. \[ \blacksquare \]

From now on, let us fix a singularity $x \in M$ of an infinitesimal automorphism $X \in \inf(M)$. We also choose a point $u \in \mathcal{G}$ in the fiber over $x$, and let $u_0 = \pi_+(u) \in \mathcal{G}_0$, likewise in the fiber over $x$. The remaining text is aimed at relating the local essentiality of $X$ near $x$, to invariant properties of the holonomy of $X$ at $x$, which is a one-parameter subgroup $h^t \subset P$.

**Definition 4.2** (cf. [10], Section 6). Given $X$, $x$ and $u$ as above, the *holonomy* $h^t_u$ of $X$ at $x$ with respect to $u$ is defined, for $t$ sufficiently small, as follows: Let $\Phi_{X,t}(u)$, the integral curve of $X$ through $u$, be defined for $t \in (-\varepsilon, \varepsilon)$. Since $X$ projects to $X$, $X(u')$ is tangent to $\mathcal{G}_x$ for all $u' \in \mathcal{G}_x$, and hence all $\Phi_{X,t}(u)$ lie in $\mathcal{G}_x$. Then $h^t_u \in P$ is defined by:

\[ \Phi_{X,t}(u) := u \cdot h^t_u. \]

Since $h^{t+s} = h^t_u h^s_u$, whenever both are defined, $h^t_u = \exp(tX_{h,u})$ for some $X_{h,u} \in \mathfrak{p}$, and we define $h^t_u$ via this identity for all $t \in \mathbb{R}$.

Recall that, by definition, $s_X(u) = \omega(X(u))$. Also, since $h^t_u = \exp(tX_{h,u})$, we have $X_{h,u} = (d/dt)_{t=0} h^t_u$. By definition, the integral curve $\Phi_{X,t}(u)$ satisfies $\Phi_X(0) = X(u)$. Hence, $s_X(u) = \omega((d/dt)_{t=0}(u \cdot h^t_u))$, and so by property (2) of the Cartan connection $\omega$, we have

\[ X_{h,u} = s_X(u). \]

In particular, this implies the following equivariance properties of $X_{h,u}$ and $h^t_u$ with respect to a change of the base point $u \in \mathcal{G}_x$, so it makes sense to speak of the holonomy $h^t$ of $X$ at $x$ as a conjugacy class of one-parameter groups in $P$:

\[ X_{h,u,p} = \text{Ad}(p^{-1})(X_{h,u}), \quad \forall \ p \in P; \]
\[ h^t_{u,p} = p^{-1} h^t_{u,p}, \quad \forall \ p \in P. \]

The first part of relating essentiality of $X$ near $x$ to its holonomy, is the following:
**Proposition 4.3.** Let $X \in \text{inf}(\mathcal{M})$ have a singularity $x \in M$, and let $u \in \mathcal{G}_x$ be as above. If $X \in \text{inf}(\sigma)$ for any locally defined Weyl structure $\sigma$, then $X$ has holonomy $h_0^\pi$ conjugate under $P$ to a one-parameter subgroup of $G_0$ (equivalently, $s_X(u,p) = \text{Ad}(p^{-1})(s_X(u)) \in g_0$ for some $p \in P$).

**Proof.** Assume that $\sigma$ is any locally defined Weyl structure in a neighborhood of the point $x$ with $X \in \text{inf}(\sigma)$. From Lemma 2.1, it follows that $X_0 \in \text{inf}(\mathcal{G}_0, \sigma \circ \omega_\leq)$, i.e. we have $\mathcal{L}_{X_0} \sigma \circ \omega_\leq = 0$. Then note that the identity (7) from Lemma 4.1 simplifies, for $u \in \mathcal{G}_x$ and $u_0 := \pi_+(u) \in (\mathcal{G}_0)_x$, to give us the following two identities:

\[
(\nabla^A u, s) = 0; \\
(\nabla^\sigma s, s) = 0.
\]  

To prove the claim in the proposition, we compute the identity (8) in terms of $\sigma$, to show that (9) implies $s_X(\sigma(u_0)) \in g_0$. Since $\sigma(u_0), u \in \mathcal{G}_x$, therefore $s_X(\sigma(u_0)) = \text{Ad}(p^{-1})(s_X(u)) \in g_0$ for some $p \in P$ as claimed.

For the computation, note that in general, a Weyl structure $\sigma$ allows us to identify a section $s \in \Gamma(A)$ with $s \circ \sigma \in C^\infty(\mathcal{G}_0, g)^G \cong \oplus_{i=1}^k C^\infty(\mathcal{G}_0, g_i)^G$. We will write $[s] = (s_0^\sigma, \ldots, s_k^\sigma) \in \oplus_{i=1}^k C^\infty(\mathcal{G}_0, g_i)^G$.

Now consider any $Y \in T_x M$, and let $Y_0$ be a local right-invariant vector field on $\mathcal{G}_0$ around $u_0 \in (\mathcal{G}_0)_x$, projecting onto $Y$ at $x$, and let $\mathcal{Y}$ be a local right-invariant vector field on $\mathcal{G}$ which extends the vector field $\sigma_* Y_0$. Then by the chain rule, we have $\mathcal{Y}(s)(\sigma(u_0)) = Y_0([s]^\sigma)(u_0)$ for $u_0$ near $u_0$ in $\mathcal{G}_0$. Now compute from the definition, for $s = s_X$ as above:

\[
(\nabla^A s)(\sigma(u_0)) = Y_0(s)(\sigma(u_0)) + \{\omega \circ Y, s\}(\sigma(u_0)) = Y_0([s]^\sigma)(u_0) + \{\sigma^* \omega \circ Y_0, [s]^\sigma\}(u_0).
\]

Now the last line in vector notation, where the top, middle and bottom components correspond, respectively, to the projection onto $p_+, g_0$ and $g_-$ (denoted, as usual, with a subscript). Note that from $\Pi(s) = X$, and since $X(x) = 0$, we have $s_X(\sigma(u_0)) = 0$, and so we get the following reformulation of the left-hand side of (8):

\[
\begin{pmatrix}
Y_0(s^+_0)(u_0) \\
Y_0(s^{-}_0)(u_0)
\end{pmatrix} + \begin{pmatrix}
\{\sigma^* \omega_0(Y_0), [s]^\sigma\}_{+}(u_0) \\
\{\omega_0(Y_0), s^+_0\}_{+}(u_0) \end{pmatrix}.
\]  

On the other hand, let us compute the identity (9). The section $s_X \in C^\infty(\mathcal{G}_0, p^*)^G_0$ is given by

\[
s_X(u_0) = \omega_\leq(\mathcal{X}_0(u_0)) = \omega_\leq(\sigma(u_0))(\sigma_*(\mathcal{X}_0(u_0))).
\]

Using the facts that $\sigma$ is a section of $\pi_+: \mathcal{G} \to \mathcal{G}_0$, and that $\mathcal{X}$ projects onto $\mathcal{X}_0$ via $\pi_+$, it follows that $\mathcal{X}(\sigma(u_0)) - \sigma_*(\mathcal{X}_0(u_0))$ lies in the kernel of $T_{\sigma(u_0)} \pi_+$. In particular, this means we have:

\[
\omega_\leq(\sigma(u_0))(\sigma_*(\mathcal{X}_0(u_0))) = \omega_\leq(\mathcal{X}(\sigma(u_0))),
\]

or equivalently, $s_X = s_+^\sigma + s_-^\sigma$. Using this, a similar calculation to the one above gives:

\[
(\nabla^A s_X)(u_0) = \begin{pmatrix}
Y_0(s^+_0)(u_0) \\
Y_0(s_-^0)(u_0)
\end{pmatrix} + \begin{pmatrix}
\{\omega_0(Y_0), s^+_0\}_{0}(u_0) \\
\{\omega_-(Y_0), s^-_0\}_{0}(u_0)
\end{pmatrix}.
\]  

Comparing the $g_0$-components of (10) and (11), we see that if both terms vanish, we must have

\[
\{\omega_-(Y_0), s^-_0\}_{0}(u_0) := p^{g_0}_*(\{\omega_-(Y_0)(u_0), s^-_0\}(u_0)) = 0.
\]
But we have $g_- = \{\omega_-(Y_0)(u_0) \mid Y \in T_xM\}$, and from this it follows that $s^\pi_\omega(u_0) = 0$, by using the properties of $|k|$-graded semi-simple Lie algebras: We have the grading element $E \in g_0$, which satisfies $[E,Y_j] = jY_j$ for all $Y_j \in g_j$. Now using the $Ad$-invariance of the Killing form $B$, we have, for any $Y \in g_-$, and $0 < j \leq k$:

$$B([Y, s_j^\pi(u_0)], E) = B(Y, [s_j^\pi(u_0), E]) = -jB(Y, s_j^\pi(u_0)),$$

and since $B$ induces an isomorphism $g_j \cong (g_-)^*$, this vanishes for all $Y \in g_-$ only if $s_j^\pi(u_0) = 0$ for all $j > 0$, i.e. only if $s(\sigma(u_0)) \in g_0$, which is the claim of the proposition. 

Next we prove the converse to Proposition 4.3:

**Proposition 4.4.** Let $X \in \inf(M)$ have a singularity $x \in M$, and let $u \in G_x$, $u_0 = \pi_+(u) \in (G_0)_x$. If the holonomy $h_u^t$ is conjugate under $P$ to a one-parameter subgroup of $G_0$ (equivalently, $sX(u,p) = Ad(p^{-1})(sX(u)) \in g_0$ for some $p \in P$), then $X$ is an infinitesimal automorphism of some local Weyl structure $\sigma$ around $x$.

**Proof.** We will need the following “exponential coordinates” on $G$ and $M$ around $u$ and $x$ respectively, which are induced by the Cartan connection $\omega$: For any $Y \in g$, denote by $\hat{Y}$ the vector field on $G$ which is determined by the identity, $\omega(\hat{Y}(u')) = Y$ for all $u' \in G$. Defining

$$W_u := \{Y \in g \mid \varphi_{\hat{Y},t}(u) \text{ is defined for } 0 \leq t \leq 1\},$$

then there exist an open neighborhood $V_u$ of $0 \in g$ and an open neighborhood $V_u$ of $u \in G$ such that the exponential map $\exp_u^\omega$ defined on $W_u$ is a diffeomorphism of $V_u$ onto $V_u$, where by definition:

$$\exp_u^\omega : Y \mapsto \exp^\omega(u,Y) := \varphi_{\hat{Y},1}(u).$$

Restricting $V_u$ if necessary to a smaller neighborhood of zero, we get a diffeomorphism

$$\overline{\exp}_u^\omega := \pi \circ \exp_u^\omega : V_u^- \xrightarrow{\sim} U_x,$$

where $U_x$ is a neighborhood of $x$ in $M$ and $V_u^- := V_u \cap g_-$. Furthermore, for $V_u^- := \exp_u^\omega(V_u^-)$, the restriction of the projection $\pi$ gives a diffeomorphism of $V_u^-$ onto $U_x$.

These exponential coordinates can obviously be used to define a local Weyl structure over $U_x$, since they give a local section of $\pi : G \to M$ on $U_x$. This gives us the local trivialisations $\pi^{-1}(U_x) \cong V_u^- \times P$ and $\pi_0^{-1}(U_x) \cong \pi_+(V_u^-) \times G_0$. Then we simply define $\sigma : \pi_0^{-1}(U_x) \to \pi^{-1}(U_x)$ by

$$\sigma : \pi_+(u'), g_0 \mapsto u', g_0; \quad (12)$$

for any $u' \in V_u^-$, $g_0 \in G_0$. This is by definition a $G_0$-equivariant local section of $\pi_+ : G \to G_0$, that is a Weyl structure. We will now show, assuming $h_u^t \subset G_0$, that the local flows of $X \in \mathfrak{X}(G)$ commute with $\sigma$, i.e. we have $\Phi_{X,t} \circ \sigma = \sigma \circ \Phi_{X,0,t}$ on $\pi_0^{-1}(U_x)$, for $t$ sufficiently small so that both sides exist. By Definition 2.1, this implies $X \in \inf(\sigma)$.

To show the commutativity of the local flows of $X$ with the Weyl structure $\sigma$ given by (12), we need the following general equivariance relation for an infinitesimal automorphism in exponential coordinates (cf. the proof of Proposition 4.2 of [10]):

$$\Phi_{X,t}(\exp^\omega(u,Y)) = \exp^\omega(u, Ad(h_u^t)(Y))h_u^t. \quad (13)$$

The identity (13) is based on the observation that we have $[X, \hat{Y}] = 0$ for any infinitesimal automorphism, and any $Y \in g$ (this follows immediately from the defining equation, $\mathcal{L}_Y \omega = 0$, where $\mathcal{L}$ is the Lie derivative along $X$).
of an infinitesimal automorphism). Hence, the flows commute, \( \Phi_{X,t} \circ \Phi_{Y,s} = \Phi_{Y,s} \circ \Phi_{X,t} \) whenever both sides are defined, which together with equivariance of \( \omega \) may be used to show that both sides of (13) are given as the endpoint of the same integral curve through \( \Phi_{X,t}(u) = u h^t_u \).

Now consider an arbitrary point \( \pi_+(u') . g_0 \in \pi_0^{-1}(U_x) \), where \( u' = \exp^\omega(u, Y) \in V_u^- \) for \( Y \in V_u^- \). Then \( \sigma(\pi_+(u') . g_0) := u' . g_0 \), and we have, by \( P \)-equivariance of \( \Phi_{X,t} \) and (13):

\[
(\Phi_{X,t} \circ \sigma)(\pi_+(u') . g_0) = \Phi_{X,t}(u' . g_0) = \exp^\omega(u, \Ad(h^t_u)(Y)).h^t_u g_0.
\]

But since \( h^t_u \in G_0 \), we have \( \Ad(h^t_u)(Y) \in g_- \) and for \( t \) sufficiently small we may also assume \( \Ad(h^t_u)(Y) \in V_u \) by continuity, so \( \exp^\omega(u, \Ad(h^t_u)(Y)) \in V_u^- \). We also have \( h^t_u g_0 \in G_0 \), so \( G_0 \)-equivariance of \( \pi_+ \) gives \( \pi_+(\Phi_{X,t}(u' . g_0)) = \pi_+(\exp^\omega(u, \Ad(h^t_u)(Y))).h^t_u g_0 \), and hence combining the above gives:

\[
(\Phi_{X,t} \circ \sigma)(\pi_+(u') . g_0) = \Phi_{X,t}(u' . g_0) = (\sigma \circ \pi_+ \circ \Phi_{X,t})(u', g_0).
\]

Finally, since \( \Phi_{X_0,t} \) is defined on \( G_0 \) via the relation \( (\Phi_{X_0,t} \circ \pi_+) = (\pi_+ \circ \Phi_{X,t}) \), this shows that \( (\Phi_{X,t} \circ \sigma) = (\sigma \circ \Phi_{X_0,t}) \) on \( \pi_0^{-1}(U_x) \).

### 4.3 Proof of Theorem 1.2

There are two parts to establishing Theorem 1.2, and they are extensions of the arguments in the proofs of Propositions 4.3 and 4.4.

First, we establish the following claim, which is a strengthening of Proposition 4.3: If \( X \) is inessential in some neighborhood of \( x \), then its holonomy \( h^t_u \) is conjugate under \( P \) to a one-parameter subgroup of \( \Ker(\lambda) \subset G_0 \) for a choice of scale representation \( \lambda : G_0 \to \mathbb{R}_+ \) (equivalently, \( s_X(u, p) = \Ad(p^{-1})(s_X(u)) \in \Ker(\lambda') \subset g_0 \) for some \( p \in P \)).

The proof of this claim is analogous to the proof of Proposition 4.3. If \( \sigma \) is exact, then we have the holonomy reduction \( \mathcal{G}_0 \subset G_0 \) to structure group \( \Ker(\lambda) \subset G_0 \), and denoting the resulting reduction by \( \sigma : \mathcal{G}_0 \to \mathcal{G} \), the condition that \( X \) is an exact infinitesimal automorphism of \( \sigma \) is (using Lemma 2.1), in addition to the requirements computed in the proof of Proposition 4.3, that \( X_0(\pi) \in T_{\pi} \mathcal{G}_0 \subset T_{\pi} \mathcal{G} \) for all \( \pi \in \mathcal{G}_0 \) and that the resulting vector field \( \overline{X}_0 \) on \( \mathcal{G}_0 \) is an infinitesimal automorphism of the Cartan connection \( \overline{\sigma}^* \omega \). This gives

\[
(\nabla^\overline{\sigma} s_{\overline{X}_0})(\overline{u}_0) = 0,
\]

where \( \nabla^\overline{\sigma} \) denotes the tractor connection on the adjoint tractor bundle associated to \( \mathcal{G}_0 \) by the adjoint representation on \( g_- \oplus \Ker(\lambda') \). Then by the same considerations, if we write \( s^\sigma_0(\overline{u}_0) = s^\overline{\sigma}(\overline{u}_0) + z(\overline{u}_0) E_\lambda \), for \( \overline{u}_0 \in (\mathcal{G}_0)_x \), then this condition implies that

\[
0 = [\omega_-(Y_0(\overline{u}_0)), z(\overline{u}_0) E_\lambda] = \sum_{j=1}^k j z(\overline{u}_0) \omega_- Y_0(u_0),
\]

for all \( Y \in T_x M \), which can only happen if \( z(\overline{u}_0) = 0 \). Hence we must have \( s(\sigma(\overline{u}_0)) \in \Ker(\lambda') \subset g_0 \).

Second, we make the following, additional claim under the setting of Proposition 4.4: If the holonomy \( h^t_u \) of \( X \) is conjugate under \( P \) to a one-parameter subgroup of \( \Ker(\lambda) \subset G_0 \) for a choice of scale representation \( \lambda : G_0 \to \mathbb{R}_+ \) (equivalently, \( s_X(u, p) = \Ad(p^{-1})(s_X(u)) \in \Ker(\lambda') \subset g_0 \) for some \( p \in P \)), then \( X \) is inessential on some neighborhood of \( x \).

This claim is also proved in the same way as the claim of Proposition 4.4. The considerations of that proof also show that the local, equivariant section \( \sigma : \mathcal{G} \to \mathcal{G}_0 \) over \( U_x \) which was constructed using the exponential map, can be restricted to a map \( \overline{\sigma} : (\mathcal{G}_0)_U \to (\mathcal{G}_0)_U \) where the sub-bundle \( (\mathcal{G}_0)_U \subset (\mathcal{G}_0)_U \) is just given by \( \pi_+(V^+_U) \times \Ker(\lambda) \) in the local trivialization, giving a locally exact Weyl structure. Finally, since \( h^t_u \) is conjugate to a one-parameter subgroup of
Ker(λ), it can be arranged that the restriction of X₀ to (G₀)ₓ is always tangent to this subbundle, so X is locally inessential by Lemma 2.1: Namely, changing u ∈ Gₓ if necessary, we may assume that hₓu ⊂ Ker(λ) and (equivalently) ω(X(u)) ∈ Ker(λ′). For any u′ ∈ Vₓ⁻ := expₓ(Vₓ⁻) ⊂ Gₓ, the identity (13) can be differentiated to show that

\[ X(u') = \frac{d}{dt} \bigg|_{t=0} (\exp ṡ(u, \Ad(hₓu)(Y)).hₓu), \]

for some Y ∈ Vₓ⁻. Since hₓu ⊂ Ker(λ), this shows that X(u') is the sum of a vector tangent to Vₓ⁻ with a vertical vector corresponding to an element of Ker(λ′) ⊂ g₀. Thus, X₀(π⁺(u')) ∈ Tₓ⁻(G₀) and hence this holds for restriction of X₀ to (G₀)ₓ, since any point in the latter space is given by π⁺(u').k for some u′ ∈ Vₓ⁻ and some k ∈ Ker(λ).
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