Which significance test performs the best in climate simulations?
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ABSTRACT

Climate change simulated with climate models needs a significance testing to establish the robustness of simulated climate change relative to model internal variability. Student’s t-test has been the most popular significance testing technique despite more sophisticated techniques developed to address autocorrelation. We apply Student’s t-test and four advanced techniques in establishing the significance of the average over 20 continuous-year simulations, and validate the performance of each technique using much longer (375–1000 yr) model simulations. We find that all the techniques tend to perform better in precipitation than in surface air temperature. A sizable performance gain using some of the advanced techniques is realised in the model Ts output portion with strong positive lag-1 yr autocorrelation (>$+0.6$), but this gain disappears in precipitation. Furthermore, strong positive lag-1 yr autocorrelation is found to be very uncommon in climate model outputs. Thus, there is no reason to replace Student’s t-test by the advanced techniques in most cases.
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1. Introduction

Climate models are employed to simulate mean climatology as well as climate change. When the climate models simulate externally forced climate change (e.g. climate change induced by anthropogenic or natural radiative forcing), not only are the models simulating climate change due to this forcing but they also simulate internal variability due to the non-linearities in the climate system. Climate models always generate internal variability, and different initial conditions, different boundary conditions and radiative forcing influence this variability. Externally driven climate change is of principal interest in most cases but is often obscured by model internal variability. There is no method available yet to cleanly separate the externally driven climate change from internal variability, making interpretation of modelling results very challenging. From a statistical perspective, externally driven climate change can be considered signal and internal variability can be considered noise. Some examples of internal variability in an ocean-atmosphere coupled model are ENSO (El Niño-Southern Oscillation), PNA (Pacific–North American) variability and NAO (North Atlantic Oscillation).

Modellers attempt to reduce the impact of internal variability by generating more model output. A common approach to generating more output is to integrate a model over a long time period (say, 20 model years). The average over 20 yr of continuous model integration will contain relatively less variability. Another way of generating more output is to use a set of independent model runs (so-called ensemble simulations) that can be averaged as a whole. In both cases, Student’s t-test is the most widely used technique to quantify the significance of the model output average relative to the variability of the average. The modeller needs multiple averages from multiple sets of, e.g. 20 yr of continuous simulation, in order to correctly estimate the significance of the average over a single 20-yr run, but is forced to guess the significance by using the same single 20-yr run alone. Statistical techniques such as Student’s t-test use the temporal variation within the single 20-yr run to infer the significance. Relying on a single 20-yr run is the reason why these statistical techniques are subject to uncertainty. Here, we bypass the uncertainty in the significance estimated by these techniques, by obtaining
multiple averages from nearly 1000-yr long runs, and thus validate the performance of the techniques.

In the present study, we investigate how correctly Student’s t-test and other techniques estimate the significance of the average over 20 (or longer) years of continuous model integration. Making an average over 20 ~ 70 yr of climate model integration is a very common practice in case climate forcing is fixed over time (e.g. Chung et al., 2002; Jin et al., 2013). In this case, the modeller conducts a control run with basis forcing and carries out an experiment run with perturbed forcing. The contrast between the average over 20 yr of the control run and that over 20 yr of the experiment run yields the impact of forcing perturbation on climate. The contrast is typically shown for a particular season or calendar month, for instance as an average over December, January and February (DJF). When modellers estimate the significance of the DJF average over 20 yr by applying Student’s t-test, the technique assumes an independence of 20 DJF averages (e.g. Kunkel et al., 2010; Wei et al., 2010).

To see if DJF averages are independent of each other in continuous climate simulation, we show autocorrelation between 1 yr DJF average and the next in Figs. 1 and 2. Autocorrelation is also referred to as serial or temporal correlation. As Fig. 1 shows, autocorrelation in Ts simulation ranges widely from −0.7 to +0.8. Autocorrelation in precipitation simulation ranges somewhat less widely (Fig. 2).

Since Student’s t-test assumes independence of 20 DJF averages, the technique produces errors when there is lag-1 yr autocorrelation (Zwiers and Von Storch, 1995; Wilks 1997, 2011). A series of techniques have been developed to address autocorrelation with the aim to improve upon Student’s t-test. Only a few methods have gained attention from the climate model community: the effective sample size t-test (Zwiers and Von Storch, 1995; Wilks, 1997, a)

Fig. 1. Lag-1 yr autocorrelation in surface air temperature (Ts) averaged over December, January and February (DJF). Cross-hatched areas denote strong positive autocorrelation (> 0.6). Autocorrelation is calculated on the long simulations in Table 2. Lag-1 yr autocorrelation represents the relationship between 1 yr and the next.
the moving blocks bootstrap test (Künsch, 1989; Wilks, 1997) and the pre-whitening bootstrap test (Solow, 1985; Efron and Tibshirani, 1993). Another assumption in Student’s $t$-test is that 20-yr averages would be normally distributed. The so-called bootstrap test (Efron, 1982; Efron and Tibshirani, 1993) was developed to circumvent this assumption. However, it is not clear if these advanced techniques indeed improve upon Student’s $t$-test in climate simulations. Some of these advanced techniques (i.e. the effective sample size $t$-test in Zwiers and Von Storch, 1995 and the moving blocks bootstrap test in Wilks, 1997) were tested or optimised using positively autocorrelated time series generated from time series models such as the autoregressive model (AR) or the autoregressive moving average model (ARMA). These time series models, by varying the coefficients, can exhibit various features. Realising this power, Zwiers and Von Storch (1995), for example, assumed that these models could approximate observed climate behaviours. In reality, only after choosing a suitable time series model and a set of particular coefficients, the time series model can at best replicate some aspects of the chosen climate model output, but not all the aspects simultaneously. This shortcoming of time series models is apparent in studies by Lee et al. (2011), Soltani et al. (2007) and Zwiers and Von Storch (1990), among many others. More importantly, the techniques were tested or optimised using positively autocorrelated time series, e.g. in Wilks (1997) and in Zwiers and Von Storch (1995), when autocorrelation is often negative in climate simulations, as evident in Figs. 1 and 2. Thus, it is very important to test these techniques using actual climate model simulations, and this is the goal of the present study.

Another aspect to consider is spatial correlation. When modellers apply Student’s $t$-test to climate simulation, they do so either on each grid or on an area average. Applying the technique on each grid assumes that grids are independent of each other. This assumption is not correct, and attempts have been made to address spatial correlation.
In this study, we only test the techniques as applied over an area average, in order to focus on temporal correlation. Area averages are more independent of each other than grid points.

Table 1 summarises to what extent Student’s t-test and the four new techniques mentioned above have been used for significance tests in continuous climate model integrations in *J. Climate* publications from 2008 till 2011. In this survey, we only included the literatures where time series of a single grid point or area averages are considered. As displayed in Table 1, Student’s t-test is by far the most popular technique. However, it is even more common to simply refrain from performing any significance test at all. This is partly because signal significance is often irrelevant to the research goals, e.g. when the focus lies on understanding how a model works. Even so, some studies which could benefit from significance tests were conducted without significance analysis (Mearns, 1997). The infrequent use of sophisticated techniques (other than Student’s t-test) may be attributable to inaccessibility. The papers introducing new techniques tend to heavily use very abstract statistical terms such as ‘parametric test’, ‘asymptotic test’ ‘log-likelihood’ (more examples seen in studies by Zwiers, 1987; Wilks, 1997; Von Storch and Zwiers, 1999 and Zwiers and Thiebaux, 1987). These terms are difficult or unclear to most climate modellers. In the present paper, we attempt to avoid such terms to serve the climate model community. Another aspect of the inaccessibility is that relative to Student’s t-test the other sophisticated techniques are difficult to implement. We summarise the implementation steps for these techniques in the Appendix.

Section 2 details the climate model runs used for analysis and summarises the methodology used to quantify the performance of the statistical techniques. Section 3 presents the results of the performance analysis. We discuss the performance results in Section 4. Conclusion follows in Section 5.

### 2. Model output and methodology

We analyse the output from CAM3 (Community Atmosphere Model Version 3.1; Collins et al., 2006), ECHAM5 (European Centre Hamburg Model Version 5.3; Roeckner et al., 2003), ECHO-G (ECHAM4 + Hamburg Ocean Primitive Equation – Global version; Zorita et al., 2003) and CESM1 (Community Earth System Model Version 1.0; Gent et al., 2011). As Table 2 explains, these models are ocean-atmosphere fully coupled models as well as atmospheric models forced by prescribed sea surface temperature seasonal cycle. All of the runs we analyse are subject to temporally fixed default forcing, so that there is no real trend in the runs. In case of fully coupled models ECHO-G and CESM1, the forcing was kept at pre-industrial conditions. To prevent spin-up effects from affecting the analysis, we remove the initial period. Table 2 shows the length of integrations after removing the initial period. We analyse precipitation (precip) and surface air temperature (Ts), as these two are the most commonly studied variables.

First, we generate time series as follows. From the long simulations (of 375 to 1000 model years) as in Table 2, we select 40 areas of varying size, ranging from 15° × 15° to 30° × 30°. The chosen 40 areas do not overlap with each other, and collectively cover nearly the entire globe. An average over each area and DJF (or JJA) season is made, yielding a time series at yearly intervals.

We then apply Student’s t-test and four advanced techniques (as mentioned in Table 1) to the obtained yearly interval time series as follows. From the time series, we choose a 20-yr portion (i.e. a 20-yr long sample) and apply the five statistical significance techniques. The goal of the significance testing here is to give a confidence range for the population average (i.e. the average of infinitely long time series). In applying each technique, we construct a two-sided 95%-confidence interval from the 20 yr run. If the 95%-confidence interval is accurate, 95% of the confidence intervals from all the possible samples should contain the population average or ‘truth’. Note that in applying a technique by constructing a confidence interval, one does not need to state a null nor an alternative hypothesis.

Here is how we validate the significance techniques. We construct many 95% confidence intervals from many different 20-yr portions from the long time series. The average over the long time series is assumed to be the truth. Then we quantify the accuracy of the 95%-confidence intervals by counting how many confidence intervals actually contain/do not contain the truth. If the technique performs accurately, 95% of confidence intervals should indeed contain the truth. We extend this computation to different

---

**Table 1.** Survey of 3 yr of *J. Climate* publications (from 2008 to 2011) where significance tests are applicable on the average over a continuous climate model simulation

| Technique | Number of relevant papers |
|-----------|---------------------------|
| No test   | 108 (49%)                 |
| Student’s t-test | 97 (44%)               |
| Effective sample size t-test | 13 (6%)           |
| (modified Student’s t-test) |                     |
| Bootstrap test | 3 (1%)                   |
| Moving blocks bootstrap test and pre-whitening bootstrap test (modified bootstrap tests) | 0 (0%)               |

*This table does not contain significance tests applied on ensemble runs.*
areas by applying the techniques to 40 chosen areas altogether and counting the number of confidence intervals that do not contain the truth.

In obtaining multiple different 20-yr portions, we extract the portions starting 1 ~ 10 yr later than the end of the preceding one. 1 ~ 10 yr of separation between two runs are chosen depending on the strength of the autocorrelation in the long simulation. For instance, if the lag-1 yr autocorrelation in the long run is 0.1, 1 yr of separation suffices, but with an autocorrelation of 0.8, we find that the 20-yr run influences up to the next 4 yr (not shown). Taking a separation of up to 10 yr ensures complete independence between the extracted multiple 20-yr simulations. Thus, from a 1000-yr long simulation, for example, we extract 32 ~ 47 independent 20-yr simulations depending on the strength of autocorrelation found in the long simulation.

Please note that we are applying the statistical techniques, as commonly done by climate modellers. The goal of the present study is to quantify the performance of each technique in common climate model output processing cases.

Below, we provide a summary of the five statistical techniques used in this study. A more detailed description is given in the Appendix.

(1) Student’s t-test
This technique uses a signal-to-noise ratio (t-value) to assess the signal significance compared to noise. In the context of climate simulations, the signal is climate change driven by external forcing. It is usually calculated as the difference between the average of a simulation with external forcing and a hypothesised value (in a one-sample test) or the average of a simulation with basis forcing (in a two-sample test). Noise in climate simulations refers to internal variability, and it is estimated from the variability information in the sample (or samples in case of a two-sample test). The null distribution derived in this test is assumed to follow a t-distribution, i.e. a bell-shaped distribution, the shape of which depends on the sample size n. The null distribution is the sampling distribution under the assumption of a true null hypothesis. This technique assumes independence in the sample of size n, thus autocorrelation is ignored. It is also assumed that the population is normally distributed.

(2) Effective Sample Size t-test
This technique is exactly the same as Student’s t-test, except that an adjustment is made for autocorrelation. The sample size n is replaced by an effective sample size \( n_{eff} \). In case positive autocorrelation is found in the sample. This will result in an inflated noise estimation in the signal-to-noise ratio. For negative autocorrelation, \( n_{eff} > n \), yielding a reduced noise estimation in the signal-to-noise ratio.

(3) Bootstrap test
This technique does not make any assumption about the null distribution. Instead, the sampling distribution is constructed from numerous new samples which are created by randomly resampling the available data of the original sample of size n. It is assumed that the shape of the sampling distribution is the same as that of the null distribution. So to find the null distribution it suffices to ‘centre’ the estimated sampling distribution around the hypothesised population parameter. The resampling procedure is done with replacement so that some values may occur multiple times. This test does not adjust for autocorrelation.

(4) Moving blocks bootstrap test
This technique is similar to the bootstrap test with the difference that parts of autocorrelation structure in the original sample are conserved. This is done by resampling using consecutive elements of the original sample to form ‘blocks’ as opposed to random resampling in the classic bootstrap test. Longer blocks preserve autocorrelation better, but decrease the performance of the test.

(5) Pre-whitening bootstrap test
This version of the bootstrap technique avoids autocorrelation issues by pre-whitening the original sample, i.e. by filtering out the autocorrelation to obtain uncorrelated residuals. These residuals are resampled as in the regular bootstrap test. A new sample is created by adding to the bootstrapped residuals the original autocorrelation structure that was filtered out.

### Table 2. Climate model integrations for analysis in the present study

| Model (institution) | Resolution (atm/ocean) | Integration length (model years) | SST forcing          |
|---------------------|------------------------|---------------------------------|----------------------|
| CAM3                | T42 (2.8 × 2.8) L26    | 800                             | Climatological SSTs  |
| ECHAM5              | T42 (2.8 × 2.8) L31    | 375                             | Climatological SSTs  |
| ECHO-G              | T30 (3.75 × 3.75) L19/T42 (2.8 × 2.8) L20 | 1000  | Fully coupled          |
| CESM1               | FV (1.9 × 2.5) L26/gx1v6 (1 × 1) L60 | 879                             | Fully coupled          |

3. Results
As explained in Section 2, we group the results over all of the 40 areas. We find that the performance of the statistical techniques is insensitive to climate model choice and also insensitive to whether it is a DJF average or a JJA average. Thus, we also group the results over all the models and
different seasons in Fig. 3. Figure 3 shows the performance of each technique as a function of sample autocorrelation and variable, since the performance is found to be sensitive to variable (whether it is Ts or precip) and sample autocorrelation. Here, sample autocorrelation refers to the lag-1 yr autocorrelation of a 20-yr run.

In Fig. 3, the performance of the techniques is measured by the percentage of wrong verdicts, which should approach 5% when the technique works correctly. The percentage of wrong verdicts varies widely from near 0 to 50%, which casts doubt on the overall performance of statistical techniques. The performance is reasonably good for precipitation when the autocorrelation is weak. However, for Ts, the performance is not so good for most autocorrelations. At near zero autocorrelations, the derived 95% confidence intervals are actually 80–85% intervals. The performance difference between Ts and precipitation is very interesting, and the investigations for the reasons are in the next section.

Focussing on the performance difference between techniques, Student’s $t$-test, the moving blocks bootstrap test and bootstrap test show very similar performance, while Student’s $t$-test systematically outperforms the other two techniques by a small margin. Thus, we do not see any good reason to apply the other two techniques in climate model simulation. The pre-whitening bootstrap test and the effective sample size $t$-test show similar performance, while the latter outperforms the former. In this regard, the pre-whitening bootstrap test does not have grounds in climate simulation. Between the effective sample size $t$-test and Student’s $t$-test, the former outperforms the latter when autocorrelation is positive and strong ($> +0.6$) and Ts is analysed. Even with strong positive autocorrelation, the effective sample size $t$-test does not particularly outperform Student’s $t$-test when analysing precipitation, as it tends to give too wide confidence intervals in this case. In strong negative autocorrelation cases, Student’s $t$-test performs better in both Ts and precip by a big margin. Overall, we find that Student’s $t$-test performs at least as well as the other four techniques.

Our conclusion is that there is no reason to replace Student’s $t$-test by the advanced techniques in most cases.

---

**Fig. 3.** Performance of the five statistical techniques in establishing the robustness of 20-yr average. Percentage of wrong verdicts refers to the probability of confidence interval not containing the truth. Since two-tailed significance tests were conducted at a 5% significance level, the correct percentage of wrong verdicts should be 5% (marked with dashed line). Autocorrelation here is the lag-1 yr autocorrelation measured in a 20-yr continuous simulation.
This conclusion is based on the analysis of 20-yr averages. The technique performances are found to be qualitatively similar even if we analyse longer than 20 yr averages. Figure 4 demonstrates this by comparing the effective sample size t-test to Student’s t-test for 20 ~ 70-yr long samples. Thus, our conclusion is insensitive to the length of climate model run. Note that the results with lag-1 yr autocorrelations of +0.6 (Fig. 4a) are not robust because such strongly autocorrelated cases become very rare for precipitation when the length of the sample increases.

When autocorrelation is very strong and positive (> +0.6), the effective sample size t-test is better than or as good as Student’s t-test (Fig. 3). As Figs. 1 and 2 show, +0.6 or greater autocorrelation is almost non-existent in precipitation while it is present but rare in Ts. The area of strongly positive autocorrelation is limited to minor portions of the extratropics in fully coupled models (Fig. 1). Autocorrelation tends to be more strongly positive in the extratropics than the tropics (Fig. 1), probably because the extratropics is dominated by low-frequency variabilities associated with slow variations in ocean circulation. Figure 1 also shows salient differences between the two fully coupled models in autocorrelation structures. In CESM1, autocorrelation is mainly positive everywhere, whereas the autocorrelation in ECHO-G is characterised by negative values in the tropics and positive values in the extratropics. We also look at other seasons and find similar features. This difference between CESM1 and ECHO-G is probably attributed to the way ENSO is simulated. If ENSO exhibits a strong biennial cycle, the autocorrelation would be negative. On the other hand, if ENSO is mostly governed by 4 ~ 5 yr of cycle, the autocorrelation would be positive.

4. Discussions

Previously, we demonstrated that the advanced techniques do not work better than Student’s t-test overall. Out of these advanced techniques, three techniques account for autocorrelation: the effective sample size t-test, the moving blocks bootstrap test and the pre-whitening bootstrap test.

![Fig. 4.](image-url)
We first investigate if the poor performance of these three techniques is because a 20-yr run (to which the techniques were applied) does not represent the long simulation well in terms of autocorrelation. Figure 5 does show that 20-yr runs do not match the long simulation very well. For instance, when a long simulation of Ts has a lag-1 yr autocorrelation of +0.5, 20-yr simulations extracted from this simulation have lag-1 yr autocorrelations of −0.3 to +0.4 (ignoring top 5% extremes), which indicates high variability of the autocorrelation in 20-yr runs. In addition, Fig. 5b shows that for Ts the autocorrelation in 20-yr runs is systematically lower (or more negative in case of negative values) than the autocorrelation in the long simulations. This sampling bias is nearly constant for most of the autocorrelations in the long simulations. For precipitation however, lag-1 yr autocorrelation in the long simulations tends to be amplified in 20-yr runs (Fig. 5a).

In Fig. 6, we evaluate the performance of the significance tests as in Fig. 3, except that the autocorrelation in the long simulation is used instead of that in a 20-yr run. Since Student’s $t$-test and the bootstrap test do not account for autocorrelation, the performance for these two techniques remains unchanged. In the autocorrelation adjusting techniques, the moving blocks bootstrap test and the effective sample size $t$-test are found to be not strongly affected by this autocorrelation substitution experiment. The performance of the pre-whitening bootstrap test is somewhat enhanced in this experiment. This is most likely due to the sensitivity of the technique to the quality of the pre-whitening (Efron and Tibshirani, 1993), i.e. autocorrelation filtering. Optimal pre-whitening is achieved when nearly uncorrelated residuals remain after pre-whitening. Using the autocorrelation of the 20-yr run will yield more correlated residuals due to the uncertainty on the

![Fig. 5.](image) Scatter plot of lag-1 yr autocorrelation in 20-yr long continuous simulations against lag-1 yr autocorrelation in long simulations. Time series of area averages from climate models, as explained in Section 2, are used. Note that red dots are shown to denote the averages for the lag-1 yr autocorrelation in long simulations as a function of the sample lag-1 yr autocorrelation; the results are obtained by binning the data at intervals of 0.2 in sample lag-1 yr autocorrelation.
autocorrelation in short runs. This will in turn affect the subsequent procedure of the technique application (see Appendix). Overall, we can conclude from the autocorrelation substitution experiment that autocorrelation adjustment in the advanced techniques can be made using the autocorrelation information within the tested 20-yr run without severely affecting the technique performance.

Then, why do the advanced techniques perform poorly relative to Student’s t-test? We also looked into multiple-year lag autocorrelations instead of just lag-1 yr autocorrelation, but failed to provide a convincing explanation. It is our hope that the findings presented in this study will stimulate future studies so as to better understand the poor performance. Real climate data exhibit various features that autocorrelation alone cannot fully explain. For instance, there is strong asymmetry between positive and negative anomalies in the data, and linear measures such as autocorrelation are unable to address the asymmetry.

In the previous section, we also noted a significant performance difference between Ts and precipitation in Fig. 3. Ts shows more low-frequency variability than precipitation. This is reflected in lag-1 yr autocorrelation, in that strong positive autocorrelation is more common in Ts than in precipitation (Fig. 3). Observed temperatures also exhibits long-term persistent behaviour on a decadal or centennial time scale (Koscielny-Bunde et al., 1998; Fraedrich and Blender, 2003; Vyushin et al., 2004). When we select subsets of the time series in Ts that are equal to those in precipitation in terms of both short-term persistence (quantified by lag-1 yr autocorrelation) and long-term persistence (quantified by multiple-year lag autocorrelation), the noted performance difference between Ts and precipitation disappears. Thus, we conclude that long-term persistence makes significance techniques to work poorly.

5. Conclusions

In this study, we have measured the performance of Student’s t-test and four advanced statistical techniques in conducting two-tailed significance tests on 20-yr continuous simulations. Although the advanced techniques were developed to improve upon Student’s t-test, we find
that these advanced techniques underperform Student’s \( t \)-test in most cases. A sizable performance gain using two of the advanced techniques over Student’s \( t \)-test is limited to the model output portion with strong positive sample lag-1 yr autocorrelation (\( > +0.6 \)). This gain is not consistent, in that Ts shows the gain and precipitation does not. Thus, the modellers would benefit from using some of the advanced techniques, after making sure that the autocorrelation in the obtained 20 yr of run is strongly positive and the variable for analysis would benefit. In reality, climate modellers do not check either. In rare cases where climate modellers apply an advanced technique, they usually do so without checking these aspects. Given these typical climate model output processing tendencies by modellers, we do not see a reason to replace Student’s \( t \)-test by the advanced techniques.
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7. Appendix: Description of the five statistical techniques

A1. Student’s \( t \)-test

In Student’s \( t \)-test the observed test statistic is the signal-to-noise ratio, known as \( t \)-value. It is calculated as

\[
t = \frac{\bar{x} - \mu}{\text{SEM}}
\]

(A1)

where \( \bar{x} \) represents the average of a sample of size \( n \), \( \mu \) is the hypothesised mean of the population, and the Standard Error of the Mean (SEM), a measure for noise, is given by

\[
\text{SEM} = \frac{s}{\sqrt{n}}
\]

(A2)

where \( s \) is the sample standard deviation. For a one-sample \( t \)-test, the signal is the difference between the sample average and the hypothesised population mean. In case the goal is to test if two model simulations are significantly different, i.e. a two-samples \( t \)-test, SEM is a combination of SEMs from both simulations and the signal is the difference of the averages of the two simulations.

The \( t \)-value (eq. A1) is a standardised test statistic and must be compared with standardised distributions, namely the \( t \)-distributions: William Sealy Gosset (who published his work under the pen name Student) found that for small samples drawn from a normal distribution, the sampling distribution follows a bell-shaped distribution that deviates from the normal distribution (for larger sample sizes, the sampling distribution converges to a normal distribution). He called those distributions the \( t \)-distributions and found that the shape depends on the sample size \( n \). To find the \( t \)-distribution that represents the sampling distribution the best, the degrees of freedom \( \nu \) is calculated using eq. (A3).

\[
\nu = n - 1
\]

(A3)

More complicated equations exist for the degrees of freedom. For instance, in a two-sample \( t \)-test where the variance in both samples is different, the degrees of freedom must be calculated with a more complicated formula.

Once the best fitting \( t \)-distribution is found, confidence intervals (CIs) can be calculated with

\[
[(\bar{x} - \mu) - t_{\nu} \times \text{SEM}, (\bar{x} - \mu) + t_{\nu} \times \text{SEM}]
\]

(A4)

where \( t_{\nu} \) is the \( t \)-value that denotes the critical region of \( H_0 \) rejection on a standardised \( t \)-distribution defined by the degrees of freedom \( \nu \). \( t_{\nu} \) values are tabulated or calculated from the cumulative \( t \)-distribution function.

A2. The effective sample size \( t \)-test

This test is a modified version of Student’s \( t \)-test in which a correction is introduced for samples with autocorrelated values. When elements (or values) in a sample are not independent, the effective amount of data available for statistical inference is not the same as would be initially expected. Consequently, SEM will be wrongly estimated. It is proposed to replace \( n \) by \( \text{n}_{\text{eff}} \), where \( \text{n}_{\text{eff}} \) is the number of effectively independent values in the sample, estimated as

\[
\text{n}_{\text{eff}} = \frac{n}{V}
\]

(A5)

with

\[
V = \frac{1 - \sum_{r=1}^{K} \phi_r \rho_r}{\left[1 - \sum_{r=1}^{K} \phi_r^2\right]^2}
\]

(A6)

where the theoretical autocorrelation coefficient \( \rho_r \) is given by

\[
\rho_r = \sum_{k=1}^{K} \phi_k \rho_{r-k}
\]

(A7)

for \( r \geq k \)

where \( K \) is the order of the autoregressive (AR) process which is fitted to the sample and the \( \phi_k \) are the autoregressive parameters of the AR process. \( \tau \) represents the lags in the sample. For instance, if the sample is a monthly
time series, \( \tau \) ranges from 1 month to \( K \) months. The best order \( K \) of the AR model to fit the sample can be found using a goodness-of-fit statistic such as the Bayesian Information Criterion (Schwarz, 1978) or the Akaike Information Criterion (Akaike, 1974), both of which are described in Section A6. The autoregressive parameters \( \phi_k \) can be estimated using the Yule-Walker equations:

\[
\begin{align*}
r_1 &= \phi_1 + \phi_2 r_1 + \phi_3 r_2 + \ldots + \phi_k r_{K-1} \\
r_2 &= \phi_1 r_1 + \phi_2 + \phi_3 r_1 + \ldots + \phi_k r_{K-2} \\
r_3 &= \phi_1 r_2 + \phi_2 r_2 + \phi_3 + \ldots + \phi_k r_{K-3} \\
&\vdots \\
r_K &= \phi_1 r_{K-1} + \phi_2 r_{K-2} + \phi_3 r_{K-3} + \ldots + \phi_k
\end{align*}
\]

(A8)

where \( r_k \) are the lag-\( K \)-correlation coefficients measured in the sample.

The remainder of the effective sample size \( t \)-test is the same as Student's \( t \)-test.

For more information on the effective sample size \( t \)-test, see (Wilks, 1997) and (Zwiers and Von Storch, 1995).

A3. The bootstrap test

Student’s \( t \)-test is a parametric test, which means that an assumption about the distribution of the population is made. For Student’s \( t \)-test, the population is assumed to follow a normal distribution. Non-parametric tests do not make any assumptions about the shape of the population distribution. The bootstrap test is such a non-parametric test. To obtain the sampling distribution, the available sample is resampled numerous times (typically thousands of times). The resampling method is analogous to a lottery. Say each lottery ticket contains a single value of the sample of size \( n \). The \( n \) lottery tickets are thrown into a container and well mixed. Lottery tickets are drawn one by one, but after each draw, the tickets are replaced in the container. Some values may be drawn several times. Enough lottery tickets are drawn so that new samples of size \( n \) are 'created' from the original sample. For each new sample thus created, the statistic of interest is computed, e.g. the sample average. Thus, a reasonable approximation of the sampling distribution of that statistic is empirically constructed. The critical region of rejection can be determined on this empirical sampling distribution. Usually, this is sufficient to draw a conclusion about a stated hypothesis. If the interest is to construct CIs, they can be derived from the empirical cumulative distribution using the so-called percentile method. These CIs may have to be corrected, especially for small sample sizes (Efron and Tibshirani, 1993). Different methods exist to correct these confidence intervals, such as the normal CIs, the corrected percentile CIs, the studentised CIs or the BCa CIs, to mention just a few of the methods available. In this paper, we have used the percentile CIs without correction as the above-mentioned corrections were not found to significantly improve on the performance of the significance tests shown in Fig. 3.

The bootstrap test (Efron, 1982; Efron and Tibshirani, 1993) is a relatively recent technique known for its versatility, meaning that the sampling distribution of any test statistic can be estimated easily, not just the average of a sample.

A4. The moving blocks bootstrap test

The moving blocks bootstrap test is a modification of the bootstrap test in case dependence in the sample exists. The resampling technique from the bootstrap test tends to destroy autocorrelation patterns. However, if the resampling procedure is done in blocks of certain length in the sample (meaning the order in which values appear in the sample is not changed), parts of the autocorrelation patterns are retained. The difficulty consists in choosing the length of the blocks. Too long blocks will not give sufficiently diverse samples and the resulting sampling distribution will not be representative enough of the real sampling distribution. Too short blocks will disrupt autocorrelation patterns leading to a wrong estimation of the sampling distribution. Wilks (1997) optimised the calculation of the block length for samples that can be assumed to follow an autoregressive model (AR) (other equations to calculate the block length exist, e.g. as described by Künsch, 1989).

If the order of the AR model is 1, the formula for the block length is given by:

\[
L = (n - L + 1)^{1/(1 - V)}
\]

(A10)

With

\[
V = V \exp \left( \frac{2V}{n} \right)
\]

(A11)

If the order of the AR model is 2, the formula for the block length is given by:

\[
L = (n - L + 1)^{1/(1 - \sqrt{V})}
\]

(A12)

With

\[
V = V \exp \left( \frac{3V}{n} \right)
\]

(A13)

V in eqs. (A11) and (A13) is found using eq. (A6). In this study, we assumed eqs. (A12) and (A13) are also applicable on the samples fitting higher order AR models. The vast majority of the samples were categorised as best fitted with an AR1 or AR2 model. Only an insignificant fraction of the samples were fitted with higher order AR models (3 or 4). The best order of the AR model to fit the sample can be
found using a goodness-of-fit statistic such as the Bayesian Information Criterion (Schwarz, 1978) or the Akaike Information Criterion (Akaike, 1974), both of which are described in Section A6.

A5. The pre-whitening bootstrap test

This test is an alternative to the moving blocks bootstrap test. The main idea is to filter out or ‘pre-whiten’ any dependency found in the sample to obtain noise residues. These residues are bootstrapped with the classic bootstrap test. Afterwards, a new sample is reconstructed by adding back the filtered structures to the bootstrapped residues. On each new sample thus created the test statistic of that sample is calculated. The complication resides in a good filtering technique to obtain the noise residuals. If the data in the original sample can be well-fitted to a time series model, it is possible to isolate the dependent features from independent residues. The residues are ideally normally distributed white noise. Box and Jenkins (1976) developed a well-established fitting methodology, but the methodology is not straightforward (Wilks, 2011) and requires trial fittings and subsequent goodness-of-fit statistics (see Section A6 below) in order to find the optimal AR model to fit the data. In this paper, we only fitted samples to AR models, as is most commonly done. A more detailed description of the pre-whitening bootstrap test is given by Solow (1985) and Efron and Tibshirani (1993).

A6. Order selection criteria

For the effective sample size t-test, the moving bootstrap test and the pre-whitening bootstrap test, the samples must be fitted to a certain AR model. The order of this AR model is important to calculate the noise estimation adjustment. When a sample is overfitted, i.e. fitted to an AR with a too high order, too many terms will be added to the noise estimation correction [e.g. in eq. (A6)] resulting in wrong noise estimations (Wilks, 2011). The usual way to find the best fitting order is to use the Bayesian Information Criterion (BIC) (Schwarz, 1978) or Akaike Information Criterion (AIC) (Akaike, 1974).

\[
\text{BIC}(K) = n \ln \left( \frac{n}{n - K - 1} s^2(K) \right) + (K + 1) \ln(n) \quad (A14)
\]

\[
\text{AIC}(K) = n \ln \left( \frac{n}{n - K - 1} s^2(K) \right) + 2(K + 1) \quad (A15)
\]

with \( K \) the order of the model to test and \( s^2(K) \) is the variance of the residual noise after fitting the sample to the AR model of order \( K \). This variance term \( \hat{s}^2(K) \) can be calculated from the residual noise terms \( \hat{\epsilon}_t \) from the equation for AR model of order \( K \):

\[
x_{t+1} - \mu = \sum_{k=1}^{K} \phi_k (x_{t-k+1} - \mu) + \hat{\epsilon}_{t+1} \quad (A16)
\]

where \( x_{t+1} \) is the value at the next time lag \( \tau + 1 \), \( \mu \) is the average of the time series, \( K \) is the order of the model, \( \phi_k \) is the autoregressive coefficient that must be found with eq. (A8) and \( \hat{\epsilon}_{t+1} \) is the noise residual at the next time lag \( \tau + 1 \). Note that the collection of residuals \( \hat{\epsilon}_t \) is assumed to be normally distributed white noise. \( \hat{\epsilon}_t \) is usually assumed to be 0 or \( \mu \).

Once the BIC or AIC are calculated for several candidate orders \( K \), the BIC or AIC with the smallest value denotes the order \( K \) of the AR model that will best fit the sample.
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