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Abstract. In this paper, we study linear time-invariant nabla fractional discrete control systems. The nabla fractional difference operator is considered in the sense of Riemann-Liouville definition of the fractional derivative. We first give necessary and sufficient rank conditions for controllability of the discrete fractional system via Gramian and controllability matrices. We then obtain rank conditions for observability of the discrete fractional system. We illustrate main results with some numerical examples. We close the paper by stating that the rank conditions for the time-invariant linear dynamic system on time scales, fractional system in continuous time, and fractional system in discrete time coincide.

1. Introduction

Nowadays the concept of fractional order derivative and integrals have attracted increasing attention from various fields of science and engineering communities. The main reason for this is that many physical materials and processes can be properly described by using fractional order calculus. It has been proven by scientific findings that many fractional-order mathematical models are the best description for natural phenomena. Most of the research on the applications of the fractional difference/differential calculus are focused on the temporal state of physical change, image processing, viscoelastic theory, controller design, and random fractional dynamics [28, 29, 30, 31].

The study of controllability and observability plays an important role in the control theory and engineering. They have close connections to pole assignment, structural decomposition, quadratic optimal control, observer design, controller design, and so forth. In recent decades, the study of control systems have aroused great interest among applied mathematicians and engineers. For this reason, many active scholars contributed to controllability of continuous time systems [1, 19, 27] and controllability of dynamic systems on time scales [7, 8, 12, 14, 33]. Bartosiewicz and Pawluszewicz [7] proposed the controllability criteria for linear time-invariant dynamic systems on time scales, whereas Fausett and Murty [14] not only studied the controllability of dynamic systems but also obtained the observability and realizability criteria for linear time-invariant dynamic systems on time scales. Davis et al. [12] proved some basic
results on controllability, observability, and realizability of linear time-invariant dynamic systems, and then extended their results to time-variant systems. Pawluszewicz [8] proposed a necessary and sufficient condition for positive reachability of a positive system on an arbitrary time scale considering Gramian matrix. However, when studying the controllability of dynamic systems [7, 12, 14], one must assume that the graininess function is differentiable, an assumption that is not satisfied in general for all time scales. For this reason, Wintz and Bohner [33] altered the system and obtained controllability of time-invariant linear dynamic systems without assuming differentiability of the graininess function. Due to these solid works, the controllability theory on continuous time systems, dynamic systems, and continuous fractional order systems [9, 10, 21, 25] have been well developed.

In contrast to that for the continuous-time case, the amount of literature which focus on controllability of time-invariant linear discrete systems is much less. The controllability of the linear discrete-time systems have been investigated in [13, 26, 28], and the necessary and sufficient conditions for discrete fractional order systems with the Grünwald-Letnikov operator are given in [15, 18, 32]. Kaczorek [18] introduced the notion of the positive fractional discrete-time linear system and proposed the necessary and sufficient conditions for the positivity, reachability, and controllability to zero. Guermah et al. [15] studied controllability and observability of linear discrete-time fractional-order systems that are modeled by a discrete-time linear system with delays in states. Mozyrska et al. [22] proposed the properties of the $h$-difference linear control systems with fractional order and developed the rank conditions for controllability and observability of fractional order systems with Caputo-Type operator. Then they extended their results to $h$-difference linear control systems with $n$ different fractional orders in [23]. Mozyrska et al. [24] investigated the local controllability and observability of nonlinear discrete-time systems considering the Caputo, the Riemann-Liouville, and the Grünwald-Letnikov-type $h$-difference fractional operators. Atici and Nguyen [5] studied the controllability and observability of the discrete $\Delta$-fractional time-invariant linear systems.

Fractionalizing of mathematical models in the field of applied mathematics is a method which improves the descriptive meaning of the mathematical models of the real world problems, as illustrated in many papers in the area of applied mathematics, physics, computer science, and bioengineering [6, 20, 28, 30]. So the natural question follows: Do we keep or loose the controllability of the discrete system if we fractionalize it?

Motivated by this question and the recent work in discrete time, we shall continue to develop the control theory in discrete time and search for an answer to this question in this paper. We first consider the controllability of the following time-invariant linear nabla fractional system

$$
\nabla_{t_0}^\nu y(t) = Ay(t-1) + Bu(t-1), \quad t \in \mathbb{N}_{t_0+1},
$$

(1)

where $A, B$ are the known constant matrices, $y(t) \in \mathbb{R}^n$ state vector, $u(t) \in \mathbb{R}^m$ is control vector, and $0 < \nu < 1$.

This paper is organized as follows: In Section 2, we recall some fundamental definitions of discrete fractional calculus and give a unique solution of the nabla fractional
order system with an initial condition. Then we state and prove the Putzer Algorithm to evaluate matrix exponential functions in discrete fractional calculus. Section 3 addresses the controllability of the time-invariant nabla fractional systems. We obtain rank conditions via the Gramian and the controllability matrices. In Section 4, we study observability of the time-invariant nabla fractional systems.

2. Preliminaries

The backward difference operator, or nabla operator $\nabla$ for a function $f : \mathbb{N}_a \rightarrow \mathbb{R}$ is defined by

$$(\nabla f)(t) = f(t) - f(\rho(t)),$$

where $a \in \mathbb{R}, \mathbb{N}_a = \{a, a + 1, a + 2, \ldots\}$ and $\rho(t) = t - 1$ is known as backward jump operator on time scale calculus [11].

We define discrete interval as a set of form

$$\mathbb{N}_{ab} = \{a, a + 1, ..., b\}$$

where $a, b \in \mathbb{R}$ and $b - a$ is a positive integer.

Let $\mu$ be any real number. The rising factorial power $t^\mu$ (read ‘$t$ to the $\mu$ rising’) is defined as

$$t^\mu = \Gamma(t + \mu) / \Gamma(t),$$

where $t \in \mathbb{R} \setminus \{..., -2, -1, 0\}$, $0^\mu = 0$ and $\Gamma$ denotes the Gamma function.

We consider the $\nu$-th order fractional sum of $f$ defined as

$$\nabla_a^{-\nu} f(t) = \sum_{s=a}^{t} \frac{(t - \rho(s))^{\nu - 1}}{\Gamma(\nu)} f(s)$$

where $a \in \mathbb{R}$, $\nu > 0$, and $t \in \mathbb{N}_a$. Further, we consider the $\nu$-th order fractional difference (a Riemann-Liouville fractional difference) of $f$ defined by

$$\nabla_a^{\nu} f(t) = \nabla_a^{n} (\nabla_a^{-(n-\nu)} f(t))$$

where $\nu > 0$, $n - 1 < \nu < n$, $n$ denotes a positive integer.

For further reading, we refer the reader to [2, 3, 17]

Next, we define the following function which will be used throughout the paper.

$$\hat{y}_{\lambda, \nu}(t,a) := \sum_{n=a}^{t} \frac{\lambda^{n-a}(t - n + 1)(n-a+1)^{\nu-1}}{\Gamma((n-a+1)\nu)},$$

where $\lambda$ is any constant number, $\nu$ is positive real number and $t \in \mathbb{N}_a$.

Subsequently, we give the following theorem. The prove of this theorem can be done similarly as in the paper (Theorem 2.5, [4]).
**Theorem 1.** Assume $\lambda \in \mathbb{R}$. The fractional difference equation of order $\nu$ where $\nu \in (0,1)$

$$\nabla^\nu_a y(t) = \lambda y(t-1) + f(t-1) \quad \text{for} \quad t \in \mathbb{N}_{a+1}$$

has the general solution

$$y(t) = \hat{y}_{\lambda,\nu}(t,a)c + \sum_{s=a}^{t-1} \hat{y}_{\lambda,\nu}(t+a-s-1,a)f(s), \quad t \in \mathbb{N}_a$$

where $c$ is constant.

Next, we give some properties of $\hat{y}_{\lambda,\nu}(t,a)$.

**Lemma 1.** The following properties hold:

(i) $\hat{y}_{\lambda,\nu}(a,a) = 1$, where $\lambda \in \mathbb{R}$ and $\nu$ is positive real number.

(ii) $\nabla^\nu_a \hat{y}_{\lambda,\nu}(t,a) = \lambda \hat{y}_{\lambda,\nu}(t-1,a)$, where $0 < \nu < 1$ and $\lambda \in \mathbb{R}$.

(iii) For $\nu \geq 1$ and $\lambda$ any positive real number, $\hat{y}_{\lambda,\nu}(t,a)$ is monotone increasing on $\mathbb{N}_a$.

(iv) For $\lambda \geq 1$ and $\nu$ any positive real number, $\hat{y}_{\lambda,\nu}(t,a)$ is increasing on $\mathbb{N}_a$.

**Proof.** (i) The proof follows from the definition of $\hat{y}_{\lambda,\nu}(t,a)$.

(ii) The proof is similar to the proof of Theorem 2.3 in [4].

(iii) The proof relies on the fact that if $\nabla f(t) \geq 0$ on $\mathbb{N}_{a+1}$, then the function $f$ is monotone increasing on $\mathbb{N}_a$. Here we apply the nabla operator to the function $\hat{y}_{\lambda,\nu}(t,a)$, we have

$$\nabla \hat{y}_{\lambda,\nu}(t,a) = \nabla \sum_{n=a}^{t} \frac{\lambda^{n-a}(t-n+1)^{(n-a+1)\nu-1}}{\Gamma((n-a+1)\nu)}$$

$$= \sum_{n=a}^{t} \frac{\lambda^{n-a}(t-n+1)^{(n-a+1)\nu-1}}{\Gamma((n-a+1)\nu)} (t-n+1)$$

$$= \sum_{n=a}^{t} \frac{\lambda^{n-a}(t-n+1)^{(n-a+1)\nu-1}}{\Gamma(t-n+1)\Gamma((n-a+1)\nu-1)}$$

where we used the identity

$$\nabla \sum_{n=0}^{t} f(t,n) = \sum_{n=0}^{t} \nabla f(t,n) + f(\rho(t),t).$$

The last quantity is positive if $\nu \geq 1$.

(iv) Let $t$ be in $\mathbb{N}_a$. We show that $\hat{y}_{\lambda,\nu}(t,a)$ is increasing if $\hat{y}_{\lambda,\nu}(t+1,a) > \hat{y}_{\lambda,\nu}(t,a)$.
Next, we use one of the properties of the Gamma function, namely $\Gamma(\alpha + 1) = \alpha \Gamma(\alpha)$. We have

$$\frac{\Gamma(t - n + (n - a + 2)\nu)}{\Gamma((n - a + 2)\nu)} = \frac{(t-n+(n-a+2)\nu-1)(t-n+(n-a+2)\nu-2)\cdots((n-a+2)\nu)\Gamma((n-a+2)\nu)}{\Gamma((n-a+2)\nu)} \geq \frac{(t-n+(n-a+1)\nu-1)(t-n+(n-a+1)\nu-2)\cdots((n-a+1)\nu)\Gamma((n-a+1)\nu)}{\Gamma((n-a+1)\nu)} = \frac{\Gamma(t - n + (n - a + 1)\nu)}{\Gamma((n - a + 1)\nu)},$$

since $\nu$ is positive integer. Using this inequality, we obtain

$$\hat{y}_{\lambda,\nu}(t + 1, a) = \sum_{n=a}^{t+1} \frac{\lambda^{n-a}(t - n + 2)^{(n-a+1)\nu-1}}{\Gamma((n - a + 1)\nu)} \frac{\Gamma(t - n + (n - a + 1)\nu)}{\Gamma(t - n + 1)\Gamma((n - a + 1)\nu)} \geq \sum_{n=a}^{t} \frac{\lambda^{n-a}\Gamma(t - n + (n - a + 1)\nu)}{\Gamma(t - n + 1)\Gamma((n - a + 1)\nu)} = \sum_{n=a}^{t} \frac{\lambda^{n-a}(t - n + 1)^{(n-a+1)\nu-1}}{\Gamma((n - a + 1)\nu)} = \hat{y}_{\lambda,\nu}(t, a)$$

if $\lambda \geq 1$.

**Remark 1.** One can easily verify that the solution of the following IVP

$$\nabla_{\lambda}^{\nu} y(t) = Ay(t - 1) \quad t \in \mathbb{N}_{a+1} \quad (6)$$

$$\nabla_{\lambda}^{-(1-\nu)} y(t)|_{t=a} = y(a) = y_0, \quad (7)$$

where $A$ is an $n \times n$ constant matrix, and $y_0$ and $y(.)$ are $n \times 1$ vectors, is

$$y(t) = \sum_{n=a}^{t} \frac{A^{n-a}(t - n + 1)^{(n-a+1)\nu-1}}{\Gamma((n - a + 1)\nu)} y_0, \quad t \in \mathbb{N}_a. \quad (8)$$
Define
\[ \hat{y}_{A,v}(t,a) := \sum_{n=a}^{t} \frac{A^{n-a}(t-n+1)^{(n-a+1)v-1}}{\Gamma((n-a+1)v)}, \quad t \in \mathbb{N}_a \] (9)

In the following lemma we list some important properties for \( \hat{y}_{A,v}(t,a) \).

**Lemma 2.** For any given \( n \times n \) matrix \( A \), the following properties hold:

(i) \( \hat{y}_{A,v}(a,a) = I_n \).

(ii) \( \nabla_v \hat{y}_{A,v}(t,a) = A \hat{y}_{A,v}(t-1,a), \quad t \in \mathbb{N}_{a+1}, \) where \( 0 < v < 1 \).

Next we want to give an algorithm to calculate \( \hat{y}_{A,v}(t,a) \) in terms of \( \hat{y}_{\lambda,v}(t,a) \) where \( \lambda \) is an eigenvalue of the matrix \( A \). For this purpose, we first define the matrix exponential function in discrete fractional calculus. Then we will state and prove the Putzer algorithm for any \( n \times n \) matrix.

**Definition 1.** (Matrix exponential function) Let \( A \) be an \( n \times n \) constant matrix. The unique matrix valued solution of the initial value problem (IVP)
\[ \nabla_v Y(t) = AY(t-1) \quad \text{for} \quad t \in \mathbb{N}_{a+1} \] (10)
\[ \nabla_v^{-(1-v)} Y(t)|_{t=a} = Y(a) = I_n, \] (11)
where \( I_n \) denotes the \( n \times n \) identity matrix, is called the matrix exponential function.

**Theorem 2.** If \( \lambda_1, \lambda_2, \ldots, \lambda_n \) are (not necessarily distinct) eigenvalues of the \( n \times n \) matrix \( A \), with each eigenvalue repeated as many times as its multiplicity, then
\[ \hat{y}_{A,v}(t,a) = \sum_{i=0}^{n-1} p_{i+1}(t) M_i, \]
where
\[ M_0 = I_n, \]
\[ M_i = (A - \lambda_i I_n) M_{i-1}, \quad (1 \leq i \leq n - 1), \] (12)
\[ M_n = 0, \]
and vector valued function \( p \) defined by
\[ p(t) = \begin{bmatrix} p_1(t) \\ p_2(t) \\ p_3(t) \\ \vdots \\ p_n(t) \end{bmatrix} \]
is the solution of the initial value problem.
\[
\n\nabla^\nu_a p(t) = \begin{bmatrix}
\lambda_1 & 0 & 0 & \cdots & 0 \\
1 & \lambda_2 & 0 & \cdots & 0 \\
0 & 1 & \lambda_3 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & \lambda_n
\end{bmatrix} p(t-1) \quad \text{for all } t \in \mathbb{N}_{a+1}
\]

(13)

\[
\nabla^{-(1-\nu)}_a p(t) \big|_{t=a} = p(a) = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]

(14)

**Proof.** Let \( \Phi(t) = \sum_{i=0}^{n-1} p_{i+1}(t) M_i \). We first show that \( \Phi \) solves the IVP (10)-(11).

First note that

\[
\nabla^{-(1-\nu)}_a \Phi(a) = \nabla^{-(1-\nu)}_a p_1(a) M_0 + \nabla^{-(1-\nu)}_a p_2(a) M_1 + \cdots + \nabla^{-(1-\nu)}_a p_n(a) M_{n-1} = I_n
\]

since \( p(a) = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \end{bmatrix}^T \).

\[
\nabla^\nu_a \Phi(t) - A \Phi(t-1) = \nabla^\nu_a \sum_{i=0}^{n-1} p_{i+1}(t) M_i - A \sum_{i=0}^{n-1} p_{i+1}(t-1) M_i
\]

\[
= \nabla^\nu_a p_1(t) M_0 + \nabla^\nu_a p_2(t) M_1 + \cdots + \nabla^\nu_a p_n(t) M_{n-1} - A \sum_{i=0}^{n-1} p_{i+1}(t-1) M_i,
\]

since \( \nabla^\nu_a \) is a linear operator. Next we use (13), so the last quantity equals

\[
= \lambda_1 p_1(t-1) M_0 + [p_1(t-1) + \lambda_2 p_2(t-1)] M_1 + [p_2(t-1) + \lambda_3 p_3(t-1)] M_2
\]

\[
+ \cdots + [p_{n-1}(t-1) + \lambda_n p_n(t-1)] M_{n-1} - A \sum_{i=0}^{n-1} p_{i+1}(t-1) M_i
\]

\[
= [\lambda_1 M_0 + M_1 - AM_0] p_1(t-1) + [\lambda_2 M_1 + M_2 - AM_1] p_2(t-1)
\]

\[
+ \cdots + [\lambda_n M_{n-1} - AM_{n-1}] p_n(t-1)
\]

\[
= [\lambda_n I_n - A] M_{n-1} p_n(t-1),
\]

since \( M_i = (A - \lambda_i I_n) M_{i-1} \) for \((1 \leq i \leq n)\). The last quantity is zero matrix by the Cayley-Hamilton theorem. In fact, we have

\[
(\lambda_n I_n - A) M_{n-1} p_n(t-1) = -(A - \lambda_n I_n) (A - \lambda_{n-1} I_n) \cdots (A - \lambda_1 I_n) p_n(t-1) = 0_{n \times n}.
\]
Since \( \hat{y}_{A,v}(t,a) \) satisfies the IVP (10)-(11), we have
\[
\Phi(t) = \hat{y}_{A,v}(t,a)
\]
by the unique solution of given initial value problem.

Next, we will give an example to illustrate the use of Putzer algorithm for \( 2 \times 2 \) matrix.

**Example 1.** Given \( A = \begin{bmatrix} -0.2 & 0.5 \\ 0.6 & -0.1 \end{bmatrix} \), with eigenvalues \( \lambda_1 = 0.4, \lambda_2 = -0.7 \).

By using Theorem 1 we find that the solution of the IVP (13)-(14) is given by
\[
p_1(t) = \hat{y}_{4,v}(t,a) \quad \text{and} \quad p_2(t) = \sum_{s=a}^{t-1} \hat{y}_{-7,v}(t+a-s-1,a)\hat{y}_{4,v}(s,a).
\]

Now we compute \( \hat{y}_{A,v}(t,a) \) by using Theorem 2
\[
\hat{y}_{A,v}(t,a) = \hat{y}_{4,v}(t,a) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} + p_2(t) \begin{bmatrix} -0.6 & 0.5 \\ 0.6 & -0.5 \end{bmatrix}
\]
\[
= \begin{bmatrix} \hat{y}_{4,v}(t,a) - 0.6p_2(t) & 0.5p_2(t) \\ 0.6p_2(t) & \hat{y}_{4,v}(t,a) - 0.5p_2(t) \end{bmatrix}.
\]

We close this section by stating the variation of constant formula for the system of fractional difference equations. Since the proof of this theorem is similar to the proof of Theorem 1.1, we omit it.

**Theorem 3.** (Variation of constants.) Let \( v \in \mathbb{R}, \ 0 < v < 1 \), \( A \) be an \( n \times n \) constant matrix. Suppose \( f(t) \) is an \( n \times 1 \) vector valued function. Then the initial value problem
\[
\nabla_{\nu}^\nu y(t) = Ay(t-1) + f(t-1), \quad t \in \mathbb{N}_{a+1}
\]
\[
\nabla_{\nu}^{-(1-v)}y(t)|_{t=a} = y(a) = y_0,
\]
has a unique solution. Moreover, the solution is given by
\[
y(t) = \hat{y}_{A,v}(t,a)y_0 + \sum_{s=a}^{t-1} \hat{y}_{A,v}(t+a-s-1,a)f(s), \quad t \in \mathbb{N}_a.
\]  

### 3. Controllability

In this section, we establish the criterion for controllability of the linear discrete-fractional time-invariant system
\[
\nabla_{t_0}^\nu y(t) = Ay(t-1) + Bu(t-1), \quad t \in \mathbb{N}_{t_0+1}.
\]
where \( y(t_0) = y_0 \) is initial state, \( A \) is an \( n \times n \) constant matrix, \( y(t) \) is an \( n \times 1 \) state vector, \( B \) is an \( n \times m \) constant matrix and \( u(t) \) is an \( m \times 1 \) control vector, \( m \leq n \) and \( 0 < \nu < 1 \). Because the output does not play any role in controllability, the output equation is disregarded in this study. By Theorem 3 the corresponding solution of the system (16) is

\[
y(t) = \hat{y}_{A,\nu}(t, t_0)y_0 + \sum_{s=t_0}^{t-1} \hat{y}_{A,\nu}(t + t_0 - s - 1, t_0)Bu(s).
\] (17)

In the following definitions we assume that \( t_0, t_1 \in \mathbb{R}^+ \) and \( t_1 - t_0 \in \mathbb{Z}^+ \).

**Definition 2.** A system modeled by (16) or pair \( \{A, B\} \) is said to be completely controllable, if it is possible to construct a control signal \( u(t) \) that will transfer any initial state \( y(t_0) \) to any final state \( y(t_1) \) in finite discrete time interval \( t \in \mathbb{N}_{t_0}^{t_1-1} \). Otherwise the system (16) or \( \{A, B\} \) is said to be uncontrollable.

**Definition 3.** If every non-zero initial state \( y(t_0) \) can be transferred to final state \( y(t_1) = 0_{n \times 1} \), by control signal \( u(t) \) in finite discrete time interval \( t \in \mathbb{N}_{t_0}^{t_1-1} \), then the system (16) is said to be controllable to the origin.

To give necessary and sufficient conditions for controllability of the linear system (16) we will define controllability matrix and controllability Gramian matrix.

The controllability matrix \( \hat{W} \) of the system (16) is defined as an \( n \times (nm) \) matrix

\[
\hat{W} := \begin{bmatrix} B & AB & A^2B & \cdots & A^{n-1}B \end{bmatrix},
\]

and we define controllability Gramian matrix \( \mathcal{P} \) of the system (16) as an \( n \times n \) matrix

\[
\mathcal{P}(t, t_0) := \sum_{s=t_0}^{t-1} \hat{y}_{A,\nu}(s, t_0)BB^T[\hat{y}_{A,\nu}(s, t_0)]^T.
\]

**Theorem 4.** The following statements are equivalent:

(i) The system \( \nabla_{t_0}^\nu y(t) = Ay(t-1) + Bu(t-1) \) is completely controllable on discrete time interval \( \mathbb{N}_{t_0}^{t_1} \).

(ii) The \( n \times n \) controllability Gramian matrix \( \mathcal{P}(t_1, t_0) \) has rank \( n \).

(iii) The controllability matrix \( \hat{W} \) has rank \( n \).

**Proof.** (i) \( \Leftrightarrow \) (ii)

First we show that if a given system is completely controllable then controllability Gramian matrix \( \mathcal{P}(t_1, t_0) \) of the given system has rank \( n \). Let us prove this by
contradiction. Suppose that \( \text{rank}(\mathcal{R}(t_1,t_0)) < n \). And then there exists nonzero vector \( \eta \in \mathbb{R}^n \) such that \( \eta^T \mathcal{P}(t_1,t_0) = 0_{1 \times n} \). Then it follows that

\[
0 = \eta^T \mathcal{P}(t_1,t_0) \eta = \sum_{s=t_0}^{t_1-1} \eta^T \tilde{y}_{A,v}(s,t_0)BB^T [\tilde{y}_{A,v}(s,t_0)]^T \eta = \sum_{s=t_0}^{t_1-1} ||\eta^T \tilde{y}_{A,v}(s,t_0)B||^2_2,
\]

where \( ||\cdot||_2 \) defines the Euclidean norm. Hence

\[
\eta^T \tilde{y}_{A,v}(t,t_0)B = 0_{1 \times m}, \quad t \in \mathbb{N}_{t_0}^{t_1-1}.
\]

From the controllable assumption there exists control signal \( u(t) \) that will transfer initial state \( y(t_0) = y_0 \) to final state \( y(t_1) = y_f = \tilde{y}_{A,v}(t_1,t_0)y_0 + \eta \). By substituting initial and final state to (17) the solution of the given system becomes

\[
\tilde{y}_{A,v}(t_1,t_0)y_0 + \eta = \tilde{y}_{A,v}(t_1,t_0)y_0 + \sum_{s=t_0}^{t_1-1} \tilde{y}_{A,v}(t_1 + t_0 - s - 1,t_0)Bu(s)
\]

\[
\eta = \sum_{s=t_0}^{t_1-1} \tilde{y}_{A,v}(t_1 + t_0 - s - 1,t_0)Bu(s).
\]

Multiplying though by \( \eta^T \) and using (18) yields

\[
\eta^T \eta = \sum_{s=t_0}^{t_1-1} \eta^T \tilde{y}_{A,v}(t_1 + t_0 - s - 1,t_0)Bu(s) = 0,
\]

which contradicts the assumption that \( \eta \) is a nonzero vector in \( \mathbb{R}^n \). Thus, the controllability Gramian matrix \( \mathcal{P}(t_1,t_0) \) has rank \( n \).

Conversely, suppose \( \mathcal{P}(t_1,t_0) \) has rank \( n \). Then it follows that \( \mathcal{P}(t_1,t_0) \) is invertible. Therefore, for the given any initial state \( y(t_0) = y_0 \) and final state \( y(t_1) = y_f \) we can choose the control signal \( u(t) \) as

\[
u(t) = B^T [\tilde{y}_{A,v}(t_1 + t_0 - t - 1,t_0)]^T [\mathcal{P}(t_1,t_0)]^{-1} [y_f - \tilde{y}_{A,v}(t_1,t_0)y_0].
\]

The corresponding solution of the system at \( t = t_1 \) can be written as

\[
y(t_1) = \tilde{y}_{A,v}(t_1,t_0)y_0 + \sum_{s=t_0}^{t_1-1} \tilde{y}_{A,v}(t_1 + t_0 - s - 1,t_0)Bu(s)
\]

\[
= \tilde{y}_{A,v}(t_1,t_0)y_0 + \sum_{s=t_0}^{t_1-1} \tilde{y}_{A,v}(t_1 + t_0 - s - 1,t_0)BB^T [\tilde{y}_{A,v}(t_1 + t_0 - s - 1,t_0)]^T
\]

\[
\times [\mathcal{P}(t_1,t_0)]^{-1} [y_f - \tilde{y}_{A,v}(t_1,t_0)y_0].
\]

By performing the above last summation we obtain

\[
\sum_{s=t_0}^{t_1-1} \tilde{y}_{A,v}(t_1 + t_0 - s - 1,t_0)BB^T [\tilde{y}_{A,v}(t_1 + t_0 - s - 1,t_0)]^T
\]
By performing the sum we obtain
\[
\hat{y}_{A,v}(t_1 - 1, t_0)BB^T[\hat{y}_{A,v}(t_1 - 1, t_0)]^T + \hat{y}_{A,v}(t_1 - 2, t_0)BB^T[\hat{y}_{A,v}(t_1 - 2, t_0)]^T + \cdots + \hat{y}_{A,v}(t_0, t_0)BB^T[\hat{y}_{A,v}(t_0, t_0)]^T
\]
\[= \sum_{s=t_0}^{t_1-1} \hat{y}_{A,v}(s, t_0)BB^T[\hat{y}_{A,v}(s, t_0)]^T = \mathcal{P}(t_1, t_0).\]

Hence we have
\[
y(t_1) = \hat{y}_{A,v}(t_1, t_0)y_0 + \mathcal{P}(t_1, t_0)[\mathcal{P}(t_1, t_0)]^{-1}[y_f - \hat{y}_{A,v}(t_1, t_0)y_0] = y_f.
\]

This shows that if the controllability Gramian matrix \(\mathcal{P}(t_1, t_0)\) has rank \(n\), then a given system is completely controllable on given discrete time interval.

(i) \iff (iii) First we note that for all \(N \geq n\) the rank of matrix \(\hat{W}(N) = [B AB A^2B \cdots A^{N-1}B]\) is equal to the rank of the controllability matrix \(\hat{W}\). By the Cayley-Hamilton theorem
\[
A^n = \sum_{s=0}^{n-1} p_s A^s,
\]
where \(-p_s\) are coefficients of characteristic polynomial of \(A\). Multiplying the above last expression by the matrix \(B\) we obtain
\[
A^nB = \sum_{s=0}^{n-1} p_s A^s B.
\]
Thus columns of \(A^nB\) are linearly dependent as the columns of \(\hat{W}\) and \(\text{rank}(\hat{W}(n + 1)) = \text{rank}(\hat{W})\). Multiplying last equation by the matrix \(A\) we obtain
\[
A^{n+1}B = \sum_{s=0}^{n-1} p_s A^{s+1} B.
\]
Consequently, \(\text{rank}(\hat{W}(n + 2)) = \text{rank}(\hat{W}(n + 1)) = \text{rank}(\hat{W})\). Proceeding forward, we can concludes that \(\text{rank}(\hat{W}(N)) = \text{rank}(\hat{W})\) for all \(N \geq n\). Here we assume that \(t_1 - t_0 = n\).

First we show that if the given system is completely controllable, then the controllability matrix has full rank \(n\). Since given system completely controllable, there exists \(u(t)\) control signal that will transfer any given initial state \(y(t_0) = y_0 \in \mathbb{R}^n\) to any final state \(y(n + t_0) = y_f \in \mathbb{R}^n\). Plugging \(t_1 = n + t_0\) into the solution (17) yields
\[
y_f = \hat{y}_{A,v}(n + t_0, t_0)y_0 + \sum_{s=t_0}^{n+t_0-1} \hat{y}_{A,v}(n + 2t_0 - s - 1, t_0)Bu(s).
\]

By performing the sum we obtain
\[
y(n + t_0) - \hat{y}_{A,v}(n + t_0, t_0)y_0
\]
\[= \sum_{s=t_0}^{n+t_0-1} \hat{y}_{A,v}(s, t_0)Bu(n + 2t_0 - s - 1)\]
where we interchanged the order of the summations. Next, we define $F(\tau)$ for $t_0 \leq \tau \leq n + t_0 - 1$ by

$$F(\tau) = \sum_{s=\tau}^{n+t_0-1} s \frac{(s - \tau + 1)(\tau-t_0+1)^{v-1}}{\Gamma((\tau-t_0+1)v)} Bu(n+2t_0-s-1).$$

Substituting $F(\tau)$ into last equation, we have

$$y_f - \hat{y}_{A,v}(n+t_0,t_0)y_0 = \sum_{\tau=t_0}^{n+t_0-1} A^{\tau-t_0} BF(\tau)$$

$$y_f - \hat{y}_{A,v}(n+t_0,t_0)y_0 = [B AB A^2 B \cdots A^{n-1} B] \begin{bmatrix} F(t_0) \\ F(t_0+1) \\ F(t_0+2) \\ \vdots \\ F(t_0+n-1) \end{bmatrix} = \hat{W} F_i(n). \quad (19)$$

Suppose the controllability matrix $\hat{W}$ has rank less than $n$, then this implies that there exists a nonzero vector $\eta \in \mathbb{R}^n$ such that $\eta^T \hat{W} = 0_{1 \times (mn)}$. Hence, multiplying both sides of (19) by $\eta^T$ yields $\eta^T (y_f - \hat{y}_{A,v}(n+t_0,t_0)y_0) = 0_{1 \times n}$ regardless of control signal $u(t)$. Since the given system is completely controllable, we choose $y_f = \hat{y}_{A,v}(n+t_0,t_0)y_0 + \eta$. Then $\eta^T \eta = 0$ which contradicts the assumption that $\eta$ is a nonzero vector. Therefore, rank($\hat{W}$) = $n$.

For the converse, suppose rank($\hat{W}$) = $n$, but for the sake of a contradiction, we assume that the given system is uncontrollable. Since the system is uncontrollable, then the controllability Gramian matrix $\mathcal{P}(t_0+n,t_0)$ has rank less than $n$. Hence there exists $\eta \in \mathbb{R}^n$ such that $\eta^T \mathcal{P}(t_0+n,t_0) = 0_{1 \times n}$. Then we have

$$0 = \eta^T \mathcal{P}(t_0+n,t_0) \eta = \sum_{s=t_0}^{n+t_0-1} \eta^T \hat{y}_{A,v}(s,t_0) BB^T [\hat{y}_{A,v}(s,t_0)]^T \eta$$

$$= \sum_{s=t_0}^{n+t_0-1} \| \eta^T \hat{y}_{A,v}(s,t_0) B \|^2_2,$$

which implies that

$$\eta^T \hat{y}_{A,v}(t,t_0) B = 0_{1 \times m} \quad \text{for all} \quad t \in \mathbb{N}_{t_0}^{t_0+n-1}. \quad (20)$$

Setting $t = t_0$ and using Lemma 2 (i) we have

$$\eta^T B = 0_{1 \times m}.$$
Applying $\nu$-th order fractional difference operator to the each side of the last equality and using Lemma 2 we have $\eta^T \hat{A}_{yA,\nu}(t-1,t_0)B = 0_{1\times m}$ for all $t \in \mathbb{N}_{t_0+1}^{t_0+n-1}$. Hence we have

$$\eta^T \hat{A}_{yA,\nu}(t,t_0)B = 0_{1\times m} \quad \text{for all} \quad t \in \mathbb{N}_{t_0}^{t_0+n-2}.$$ Setting $t = t_0$ and using Lemma 2 we have

$$\eta^T AB = 0_{1\times m}.$$ Repeating the same step up to $n - 1$ times, we have

$$\eta^T A^kB = 0_{1\times m} \quad \text{for} \quad k = 0, 1, ..., n - 1.$$ Then we have

$$\eta^T [B \ AB A^2B \cdots A^{n-1}] = \eta^T \hat{W} = 0_{1\times (mn)}.$$ This contradicts the assumption that rank$(\hat{W}) = n$. Thus the controllability Gramian matrix has rank $n$ implies that the given system is completely controllable.

**Remark 2.** Note that, for every $\eta \in \mathbb{R}^n$

$$\eta^T \mathcal{P}(t_1,t_0)\eta = \sum_{s=t_0}^{t_1-1} ||\eta^T \hat{y}_{A,\nu}(s,t_0)B||^2.$$ Hence the Controllability Gramian matrix $\mathcal{P}(t_1,t_0)$ is a non-negative symmetric matrix.

Next, we provide an example to illustrate the applicability of the Theorem 4.

**Example 2.** Consider the following system

$$\nabla_{h_0}^\nu y(t) = \begin{bmatrix} -1 & 1 & 1 \\ 5 & -9 & 1 \\ 6 & -3 & -1 \end{bmatrix} y(t-1) + \begin{bmatrix} 1 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix} u(t-1),$$

where $0 < \nu < 1$.

Then the controllability matrix of the system is

$$\hat{W} = \begin{bmatrix} 1 & 0 & 0 & 1 & -1 & -1 \\ 1 & 0 & -4 & 1 & 39 & -5 \\ 0 & 1 & 3 & -1 & 9 & 4 \end{bmatrix}.$$ It can be easily verified that the rank of $\hat{W}$ is 3. Thus, by Theorem 4 the given linear fractional order system is completely controllable.

Next we give an extra assumption on $\hat{y}$ to prove that completely controllability and controllability to the origin are equivalent concepts for the given system (16).
Theorem 5. If \( \hat{y}_{A,V}(\cdot,t_0) \) in (16) is non-singular on discrete time interval \( t \in \mathbb{N}_{t_0+1} \), then the given system is completely controllable if and only if the system is controllable to the origin.

Proof. Suppose that the system (16) is completely controllable. Choose final state as \( y(t_1) = 0_{n \times 1} \). Then by the Definition 3 the given system is controllable to the origin.

Assume that \( \hat{y}_{A,V}(\cdot,t_0) \) in (16) is non-singular on discrete time interval \( \mathbb{N}_{t_0+1} \) and the system (16) is controllable to the origin. For given any initial state \( y(t_0) \) and any final state \( y(t_1) \), define

\[
x(t_0) := y(t_0) - \left[ \hat{y}_{A,V}(t_1,t_0) \right]^{-1} y(t_1) \quad x(t_1) := 0_{n \times 1}.
\]

Then we obtain a system with initial state \( x(t_0) \) and final state \( x(t_1) \), by assumption there exists \( u(t) \) in finite discrete time interval \( t \in \mathbb{N}_{t_0+1} \), such that \( x(t_0) \) can be transferred to \( x(t_1) \). By Theorem 3 we have,

\[
x(t_1) = \hat{y}_{A,V}(t_1,t_0)x(t_0) + \sum_{s=t_0}^{t_1-1} \hat{y}_{A,V}(t_1 + t_0 - s - 1,t_0)Bu(s),
\]

\[
0_{n \times 1} = \hat{y}_{A,V}(t_1,t_0)[y(t_0) - \left[ \hat{y}_{A,V}(t_1,t_0) \right]^{-1} y(t_1)] + \sum_{s=t_0}^{t_1-1} \hat{y}_{A,V}(t_1 + t_0 - s - 1,t_0)Bu(s),
\]

\[
0_{n \times 1} = \hat{y}_{A,V}(t_1,t_0)y(t_0) - y(t_1) + \sum_{s=t_0}^{t_1-1} \hat{y}_{A,V}(t_1 + t_0 - s - 1,t_0)Bu(s),
\]

\[
y(t_1) = \hat{y}_{A,V}(t_1,t_0)y(t_0) + \sum_{s=t_0}^{t_1-1} \hat{y}_{A,V}(t_1 + t_0 - s - 1,t_0)Bu(s),
\]

which for any given initial state \( y(t_0) \) and any final state \( y(t_1) \) there exists control vector \( u(t) \). This means that the given system is completely controllable.

Remark 3. (i) In [5], a criterion for controllability of the following discrete fractional system has been obtained.

\[
\Delta_{v-1}^v y(t) = Ay(t + v - 1) + Bu(t + v - 1),
\]

where \( y(v-1) = y_0 \) and \( A,B \), and \( u(t + v - 1) \) are \( n \times n \), \( n \times m \) and \( m \times 1 \) matrices respectively.

The controllability matrix of this system was given as:

\[
\hat{W} = [E_A(v-1)B \ E_A(v)B \ E_A(v+1)B \ \ldots \ E_A(n+v-2)B],
\]

where

\[
E_A(t) = \sum_{i=0}^{\infty} \frac{A^i}{\Gamma((i+1)v)}(t+i(v-1))^((i+1)v-1).
\]

The controllability criterion: The system (21) is completely controllable \( \Leftrightarrow \text{rank}(\hat{W}) = n \).

Using some basics of linear algebra, one can show that
\[
\text{rank}(\hat{W}) = \text{rank}(\begin{bmatrix} B & AB & A^2B & \cdots & A^{n-1}B \end{bmatrix}).
\]

(ii) Using Theorem (4.3) in a recent paper by Goodrich and Lizama [16], we observe that the systems (16) and (21) coincide. In other word, one system can be obtained from other using the operator of translation (see [16] for its definition).

4. Observability

In this section we discuss the observability of the following linear discrete fractional system

\[
\begin{cases}
\nabla_{t_0}^{\nu} y(t) = Ay(t - 1) + Bu(t - 1), & t \in \mathbb{N}_{t_0+1}^t \\
z(t) = Cy(t) + Du(t)
\end{cases}
\]

where \( z(t) \) is an \( r \times 1 \) the output vector, \( C \) is an \( r \times n \) constant matrix, \( D \) is an \( r \times m \) constant matrix \( A, B, y(\cdot), u(\cdot) \) are defined as in (16).

Suppose we are given \( z(t) \) and \( u(t) \) for \( t \in \mathbb{N}_{t_0}^t \). We substitute the solution of the state system (20) into the output measurement and we obtain

\[
z(t) = Cy(t) + Du(t) = C\hat{y}_{A,\nu}(t_1, t_0) y_0 + \sum_{s=t_0}^{t_1-1} \hat{y}_{A,\nu}(t_1 + t_0 - s - 1, t_0)Bu(s) + Du(t).
\]

Hence we have

\[
C\hat{y}_{A,\nu}(t_1, t_0) y_0 = z(t) - C\sum_{s=t_0}^{t_1-1} \hat{y}_{A,\nu}(t_1 + t_0 - s - 1, t_0)Bu(s) - Du(t).
\]

Since \( A, B, C, D \) matrices and control vector \( u(t) \) are given, the last two terms on the right-hand side of this equation are known quantities. Thus, we can subtract known terms from observed value of output vector \( z(t) \) and we define right-hand side by \( z_1(t) \).

Then response of the system (22) can be written as

\[
C\hat{y}_{A,\nu}(t_1, t_0) y_0 = z_1(t).
\]

**DEFINITION 4.** The system (22) is said to be completely observable, if every state \( y(t_0) \) can be uniquely determined from the observation of \( z(t) \) over a finite discrete time interval \( t \in \mathbb{N}_{t_0}^t \). Otherwise the system (22) or \( \{A, C\} \) is said to be unobservable.

We define the **observability matrix** \( \hat{O} \) of this system as \( (nr) \times n \) matrix

\[
\hat{O} := \begin{bmatrix}
C \\
CA \\
CA^2 \\
\vdots \\
CA^{n-1}
\end{bmatrix}.
\]
Next, we define observability Gramian matrix \( \mathcal{R}(t,t_0) \) of the system (22) as an \( n \times n \) matrix
\[
\mathcal{R}(t,t_0) := \sum_{s=t_0}^{t-1} \hat{y}_{A,v}(s,t_0)^T C^T \hat{y}_{A,v}(s,t_0).
\]

**Theorem 6.** The following statements are equivalent:

(i) The system (22) is completely observable on \( \mathbb{N}_{t_0}^{t-1} \).

(ii) The observability Gramian matrix \( \mathcal{R}(t_1,t_0) \) has rank \( n \).

(iii) The observability matrix \( \hat{O} \) has rank \( n \).

*Proof.* (i) \( \iff \) (ii).

First we show that if the given system is completely observable, then \( \text{rank}(\mathcal{R}(t_1,t_0)) = n \). We will prove the contrapositive, suppose \( \text{rank}(\mathcal{R}(t_1,t_0)) < n \), then there exists a nonzero vector \( \eta \in \mathbb{R}^n \) such that \( \mathcal{R}(t_1,t_0)\eta = 0_{n \times 1} \). Then we have
\[
0 = \eta^T \mathcal{R}(t_1,t_0)\eta = \sum_{s=t_0}^{t_1-1} \eta^T \hat{y}_{A,v}(s,t_0)^T C^T \hat{y}_{A,v}(s,t_0)\eta = \sum_{s=t_0}^{t_1-1} ||C\hat{y}_{A,v}(s,t_0)\eta||^2,
\]
which implies \( C\hat{y}_{A,v}(t,t_0)\eta = 0_{r \times 1} \) for all \( t \in \mathbb{N}_{t_0}^{t_1-1} \). Thus \( y(t_0) = y_0 + \eta \) yields same response for the system as \( y(t_0) = y_0 \) and contradicts the assumption that the given system is completely observable. Therefore \( \text{rank}(\mathcal{R}(t_1,t_0)) = n \).

On the other hand, suppose the matrix \( \mathcal{R}(t_1,t_0) \) has rank \( n \). Multiplying both sides of (23) by \( \hat{y}_{A,v}(t,t_0)^T C^T \) and taking summation over the discrete interval \( t \in \mathbb{N}_{t_0}^{t_1-1} \), we obtain
\[
\sum_{s=t_0}^{t_1-1} \hat{y}_{A,v}(s,t_0)^T C^T \hat{y}_{A,v}(s,t_0)y_0 = \sum_{s=t_0}^{t_1-1} \hat{y}_{A,v}(s,t_0)^T C^T z_1(s),
\]
\[
\mathcal{R}(t_1,t_0)y_0 = \sum_{s=t_0}^{t_1-1} \hat{y}_{A,v}(s,t_0)^T C^T z_1(s).
\]

Since \( \text{rank}(\mathcal{R}(t_1,t_0)) = n \), the matrix is invertible and
\[
y_0 = \mathcal{R}(t_1,t_0)^{-1} \sum_{s=t_0}^{t_1-1} \hat{y}_{A,v}(s,t_0)^T C^T z_1(s).
\]

Hence, the given system is completely observable.

(i) \( \iff \) (iii).

Firstly, for all \( N \geq n \) the rank of matrix
\[
[C \ CA \ CA^2 \ldots \ CA^{N-1}]^T
\]
is equal to the rank of observability matrix $\hat{O}$. The proof follows from the Cayley-Hamilton theorem and similar to controllability case. Here we assume $t_1 - t_0 = n$.

Assume that the system (22) is completely observable. Multiplying both sides of state response (23) by $\hat{y}_{A,v}(t_0) C^T$ and taking summation over the discrete interval $t \in \mathbb{N}_{t_0}^{t_0+n-1}$, we obtain

$$\mathcal{R}(t_0 + n, t_0) y_0 = \sum_{s=t_0}^{t_0+n-1} \hat{y}_{A,v}(s, t_0) C^T z_1(s)$$

$$= \sum_{s=t_0}^{t_0+n-1} \sum_{\tau=t_0}^{s} \frac{[A^{\tau-t_0}]^T(s - \tau + 1)(\tau - t_0 + 1)^{\nu-1}}{\Gamma((\tau - t_0 + 1)\nu)} C^T z_1(s)$$

$$= \sum_{\tau=t_0}^{t_0+n-1} [A^{\tau-t_0}]^T C^T \sum_{s=\tau}^{t_0+n-1} \frac{(s - \tau + 1)(\tau - t_0 + 1)^{\nu-1}}{\Gamma((\tau - t_0 + 1)\nu)} z_1(s),$$

where we interchanged order of the summation. Next, we define $G(\tau)$ for all $\tau \in \mathbb{N}_{t_0}^{t_0+n-1}$ by

$$G(\tau) = \sum_{s=\tau}^{t_0+n-1} \frac{(s - \tau + 1)(\tau - t_0 + 1)^{\nu-1}}{\Gamma((\tau - t_0 + 1)\nu)} z_1(s).$$

Substituting $G(\tau)$ into the last equality, we obtain

$$\mathcal{R}(t_0 + n, t_0) y_0 = \sum_{s=t_0}^{t_0+n-1} [A^{\tau-t_0}]^T C^T G(\tau)$$

$$\mathcal{R}(t_0 + n, t_0) y_0 = [C^T A^T C^T (A^2)^T C^T \ldots (A^{n-1})^T C^T] \begin{bmatrix} G(0) \\ G(1) \\ \vdots \\ G(n-1) \end{bmatrix} = \hat{O}^T G_1(n). \quad (24)$$

Since the system is completely observable and $(i) \Leftrightarrow (ii)$, then $\mathcal{R}(t_0 + n, t_0)$ has full rank $n$, thus $\mathcal{R}(t_0 + n, t_0) y_0 \in \mathbb{R}^n$. Since rank($\hat{O}^T G_1(n)$) $\leq$ rank($\hat{O}^T$) we have $\mathbb{R}^n \subseteq \text{Im}(\hat{O}^T) \subseteq \mathbb{R}^n$. Therefore, rank($\hat{O}^T$) $= n = \text{rank}(\hat{O})$.

Conversely, we show that if rank($\hat{O}$) $= n$, then the given system is completely observable. We assume to the contrary that the given system is unobservable. Since the given system is unobservable, by $(i) \Leftrightarrow (ii)$ the observability Gramian matrix has rank less than $n$, and there exists a nonzero vector $\eta \in \mathbb{R}^n$ such that $\eta^T \mathcal{R}(t_0 + n, t_0) = 0_{1 \times n}$. Then we have

$$0 = \eta^T \mathcal{R}(t_0 + n, t_0) \eta = \sum_{s=t_0}^{t_0+n-1} \eta^T \hat{y}_{A,v}(s, t_0) C^T \hat{y}_{A,v}(s, t_0) \eta = \sum_{s=t_0}^{t_0+n-1} ||C\hat{y}_{A,v}(s, t_0)\eta||^2$$

which implies that

$$C\hat{y}_{A,v}(t, t_0) \eta = 0_{r \times 1} \quad \text{for all} \quad t \in \mathbb{N}_{t_0}^{t_0+n-1}.$$
Now setting \( t = t_0 \) and using Lemma (2) (i) yields

\[ C\eta = 0_{r \times 1}. \]

Applying \( \nu \)-th order fractional difference operator to both sides of the last equality and using Lemma 2 yield \( CA\hat{y}_{A,\nu}(t-1,t_0)\eta = 0_{r \times 1} \) for all \( t \in N_{t_0}^{t_0+n-1} \) and shifting each side one unit left we obtain

\[ CA\hat{y}_{A,\nu}(t,t_0)\eta = 0_{r \times 1} \quad \text{for all} \quad t \in N_{t_0}^{t_0+n-2}. \]

Setting \( t = t_0 \) and using Lemma 2 one has

\[ CA\eta = 0_{r \times 1}. \]

Repeating the same step up to \( n - 1 \) times, we have

\[ CA^k\eta = 0 \quad \text{for} \quad k = 0, 1, 2, ..., n - 1. \]

Then

\[
\begin{bmatrix}
    C \\
    CA \\
    CA^2 \\
    \vdots \\
    CA^{n-1}
\end{bmatrix} \eta = \hat{O}\eta = 0_{(m) \times 1}.
\]

This contradicts the assumption \( \text{rank}(\hat{O}) = n \). Therefore the observability Gramian matrix has full rank implies that the given system is completely observable.

The following example illustrates the applicability of Theorem 6.

**EXAMPLE 3.** Consider the following system

\[
\begin{aligned}
\nabla_{t_0}^{\nu} y(t) &= \begin{bmatrix}
-1 & 1 & 1 \\
5 & -9 & 1 \\
6 & -3 & -1
\end{bmatrix} y(t-1) + \begin{bmatrix}
1 & 0 \\
1 & 0 \\
0 & 1
\end{bmatrix} u(t-1), \\

z(t) &= \begin{bmatrix}
1 & 0 & 1
\end{bmatrix} y(t)
\end{aligned}
\]

where \( 0 < \nu < 1 \).

Using Theorem 6, we get observability matrix of the system

\[
\hat{O} = \begin{bmatrix}
1 & 0 & 1 \\
5 & -2 & 0 \\
-15 & 23 & 3
\end{bmatrix}
\]

whose rank is 3. Thus, by Theorem 6 the given linear fractional order system is completely observable.
Remark 4. In [5], a criterion for observability of the following discrete fractional system has been obtained
\[
\begin{align*}
\Delta_{\nu-1}y(t) &= Ay(t + \nu - 1) + Bu(t + \nu - 1), \quad t = 0, 1, 2, \\
z(t) &= Cy(t), \quad t = \nu - 1, \nu, \ldots
\end{align*}
\] (25)
where \( z(t) = Cy(t) \) is the output measurement, \( z(t) \) is an \( r \times 1 \) matrix, and \( C \) is an \( r \times n \) matrix.

The observability matrix of this system was given as:
\[
\hat{O} = \begin{bmatrix}
CE_A(\nu - 1) \\
CE_A(\nu) \\
CE_A(\nu + 1) \\
\vdots \\
CE_A(n + \nu - 2)
\end{bmatrix}
\]

The observability criterion: The system (25) is observable if and only if \( \text{rank}(\hat{O}) = n \).

Using some basics of linear algebra, one can show that
\[
\text{rank}(\hat{O}) = \text{rank}\begin{bmatrix}
C \\
CA \\
CA^2 \\
\vdots \\
CA^{n-1}
\end{bmatrix}
\]

Remark 5. Let \( \mathbb{T} \) be a time scale and \( \nu \) be a real number such that \( 0 < \nu < 1 \). The following control systems have same controllability and observability matrices.

(i) The linear dynamic time-invariant system on \( \mathbb{T} \)
\[
\begin{align*}
y^\Delta(t) &= Ay(t) + Bu(t), \quad t \in [t_0, t_1] \cap \mathbb{T}, \\
z(t) &= Cy(t) + Du(t),
\end{align*}
\] (26)
where \( t_0, t_1 \in \mathbb{T} \).

(ii) The linear \( \nabla \)-discrete fractional time-invariant system
\[
\begin{align*}
\nabla_{t_0}^{\nu}y(t) &= Ay(t - 1) + Bu(t - 1), \quad t \in \mathbb{N}_{t_0+1}^t, \\
z(t) &= Cy(t) + Du(t).
\end{align*}
\] (27)

(iii) The linear \( \Delta \)-discrete fractional time invariant system
\[
\begin{align*}
\Delta_{\nu-1}y(t) &= Ay(t + \nu - 1) + Bu(t + \nu - 1), \quad t = 0, 1, 2, \\
z(t) &= Cy(t) + Du(t), \quad t = \nu - 1, \nu, \ldots
\end{align*}
\] (28)
(iv) The continuous fractional time-invariant system

\[
\begin{aligned}
D^\nu y(t) &= Ay(t) + Bu(t) \quad t \in [t_0, t_1], \\
z(t) &=Cy(t) + Du(t).
\end{aligned}
\] (29)

The system (26) in [12], the system (27) in this paper, the system (28) in [5], and the last system (29) in [21] have the same controllability matrix

\[
[B \ AB \ A^2B \ \cdots \ A^{n-1}B].
\]

Additionally, observability also studied in the mentioned papers and all have the same observability matrix

\[
\begin{bmatrix}
C \\
CA \\
CA^2 \\
\vdots \\
CA^{n-1}
\end{bmatrix}.
\]
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