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Abstract

Several approaches have been proposed in recent literature to alleviate the long-tail problem, mainly in object classification tasks. In this paper, we make the first large-scale study concerning the task of Long-Tail Visual Relationship Recognition (LTVRR). LTVRR aims at improving the learning of structured visual relationships that come from the long-tail (e.g., “rabbit grazing on grass”). In this setup, the subject, relation, and object classes each follow a long-tail distribution. To begin our study and make a future benchmark for the community, we introduce two LTVRR-related benchmarks, dubbed VG8K-LT and GQA-LT, built upon the widely used Visual Genome and GQA datasets. We use these benchmarks to study the performance of several state-of-the-art long-tail models on the LTVRR setup. Lastly, we propose a visiolinguistic hubless (VilHub) loss and a Mixup augmentation technique adapted to LTVRR setup, dubbed as RelMix. Both VilHub and RelMix can be easily integrated on top of existing models and despite being simple, our results show that they can remarkably improve the performance, especially on tail classes. Benchmarks, code, and models have been made available at: https://github.com/Vision-CAIR/LTVRR.

1. Introduction

Most existing works in visual recognition assume that training data are abundant, with typically a few hundred to thousands of examples per class [3, 16, 33, 8, 9]. A more realistic setup, however, is to assume that classes follow a long-tail distribution, where most categories have only few examples. What makes the long-tail distribution more natural is that it covers the spectrum of frequent classes, few-shot classes (classes rarely observed in the training set) and even zero-shot classes (classes that do not appear in the training set). Few-shot and zero-shot learning has been separately studied in [35, 30, 49] and [41, 41, 40], respectively. LTVRR Several approaches have been developed to advance Long-Tail Object Recognition (LTOR) [20, 22, 39, 36]. However, most of the metrics and evaluation setups in long-tail object recognition do not apply to the Visual Relationship Recognition (VRR) literature, which is more complex and structured. The goal of the VRR task is to recognize the categories of two interacting objects and their relation, e.g., recognizing triplets like <dog, riding, horse> [23, 28, 47]. In contrast to most existing VRR benchmarks, all object categories no matter their frequency contribute equally to evaluation metrics in LTOR, where the average per class accuracy is the common metric. Inspired by LTOR literature, we extend their long-tail setup to study visual relationship recognition. In our setup, dubbed Long-Tail Visual Relationship Recognition (LTVRR), subjects, objects, and relationships follow a long-tail distribu-
tion; see Fig 1. In this setup, this structured recognition task is more challenging as not only could the combination (S, R, O) be rare, but so can any of the interacting subjects/objects (S/O) and/or the relation (R). An important distinction between our and previous works is that our focus is on much more long-tailed distributions than previous methods. Most long-tail literature focuses on the range of class frequency that it is on a smaller scale than in our setup (between 5 and 5000 for [22], between 1 and 1000 for [23], and which is around a factor of 1000 between the most frequent and the least frequent classes). On the other hand, for our benchmarks, we use the following range of frequencies: For GQA-LT (1,703 object classes and 310 relation classes), the most frequent object and relationship categories have 374, 282 and 1,692, 068 examples, and the least frequent have 1 and 2 examples, respectively. This results in factors of around 300,000+ for objects and around 1.7 million for relations between the most frequent and least frequent classes. For VG8K-LT (5,330 objects classes and 2000 relation classes), the most frequent object and relationship categories have 196,944 and 618,687 examples, and the least frequent have 14 and 18 examples, respectively, which leads to factors of approximately 14,000 for objects and 34,000 for relations; see more details in Sec. 4.

We also implement several state-of-the-art models [36, 20, 13, 22] targetted on long-tail object classification in our LTVRR setup, which we believe is crucial for further work on this setup. Orthogonally, we also propose a novel augmentation technique, dubbed RelMix and a hubless regularization loss, introduced in section 3. Inspired from [38], in RelMix, we augment the training data systematically using a combination of features to improve upon the tail performance. This effectively helps in augmenting more data for tail classes, hence balancing the head and tail distribution. We also regularize the model by casting long-tail visual understanding as a hubness problem and introduce a Visio-linguistic Hubless (VilHub) loss. The approach is inspired by hubness literature in Natural Language Processing (e.g., [10, 18]) but differs in (a) they use the hubness to improve word-level translation from one language to another, at the same time we model hubness in a visio-lingual task connecting vision to language. (b) Our approach can correct learning representation that minimizes hubness from deep vision and language neural networks in an end-to-end way in contrast to only correcting bias parameters [10].

Contributions:

(1) We adapt several state of the art approaches in long-tail classification to our setup and report the performances on two proposed benchmarks GQA-LT and VG8K-LT. Due to the large vocabulary size of objects and relationships in the LTVRR setup, we also analyze the models based on their capacity to bring categories that are semantically similar to the ground-truth, higher in the rank of the model's predictions according to wordNet [26], and word2vec [48]. We found this to be useful, especially when the vocabulary of predictions is large.

(2) We propose a novel augmentation method, dubbed RelMix, for the visual relationship recognition problem. We empirically show that our augmentation method, while simple, effectively improves the performance across the whole class distribution with more focus on tail classes.

(3) We propose to cast the long-tail visual understanding as a hubness problem, and introduce a Visio-linguistic Hubless (VilHub) loss. We showed that VilHub loss can be simply integrated with some existing losses like Focal Loss (FL) [20] and Weighted Cross Entropy [20] to improve performance as an effective regularizer.

2. Related Work

Visual Relationship Detection Visual relationship detection (VRD) has been extensively studied in the past few years [23, 46, 42, 23]. Lu et.al. [23] utilizes the object detection output of an R-CNN detector and leverages language priors for relationship prediction. [48] allows for the visual and language features of the subjects, objects, and relations to be adapted into a common embedding space using a visual and language embedding sub-networks. This was shown to make the model more expressive and outperform previous approaches, such as knowledge distillation [43], ViP-CNN [19], and [28]. [17] introduced a long-tailed dataset with 600 objects and 57 relations. Our benchmarks focus on much larger vocabularies (see Sec. 4.1).

Long-tail Classification Long-tail classification has been extensively studied in the literature [7, 2, 32, 31, 50, 1, 21, 51, 27]. Focal loss [20] down-weights the loss assigned to well-classified examples which guides the optimizer to attend more to tail classes which are likely not well classified. In [22] the authors utilize a dynamic visual memory module and a modulated attention mechanism for generalizing over tail classes. In [13], the authors decouple the representation learning from classifier learning and show huge improvements on long-tail classification. Similar to weighted CE Loss, in [36], the authors propose an equalization loss that blocks out gradients from affecting rare classes when training frequent classes, which improved the performance on rare classes. In contrast, we improve the performance on tail classes by our RelMix augmentation strategy and VilHub regularizer.

Augmentation There has been much work [44, 45, 38, 4, 24] in recent years on using augmented data to target better generalization for classification problems. One of the better-known techniques, Mixup [45], trains a neural network on convex combinations of pairs of examples and their labels. Manifold Mixup [38] builds up on Mixup by using combination of image features rather than raw images.
for their augmentation technique. Cumix [24] proposes an extension of the Mixup technique to have combination between pairs belonging to different domains for better performance in domain generalization and zero-shot tasks. We propose an augmentation technique inspired by Manifold Mixup for our LTVRD setting for a better generalization on the whole frequency band (many, med, few) of classes, with a special focus on tail classes.

3. Approach

In a visual relationship \(<s, r, o>\), we define \(x^s, x^o, x^r\):

\[
\begin{align*}
x^s &= f(h(x^s), b^s) \\
x^o &= f(h(x^o), b^o) \\
x^r &= g(h(x^r), b^r, b^o, b^o)
\end{align*}
\]

(1)

Where \(x^s, x^r, \) and \(x^o\) are the cropped image regions of the subject \(s\), relationship \(r\), and the object \(o\). \(b^s, b^r, b^o\) are the corresponding bounding boxes. \(x^s, x^o, x^r\) are the transformed embeddings of \(x^s, x^r, \) and \(x^o\) respectively with corresponding labels are \(y^s, y^r,\) and \(y^o\). \(h(\theta)\) consists of the first 5 layers of VGG16, it takes the cropped image regions as input and outputs the visual features. \(f(\theta)\) and \(g(\theta)\) are neural networks that extract the visual embeddings from the visual features; see Fig. 2.

3.1. Loss Function

Per-example Loss. Given a set of each positive visual-language pair by \((x^l, y^l)\), where \(l \in \{s, r, o\}\), represented by the aforementioned neural networks, joint vision-language embeddings can be learned by a traditional triplet loss (e.g., [14, 37, 6]). The triplet loss encourages matched embeddings from the paired modalities to be closer than the mismatched ones by a margin \(m\). The triplet loss, however, does not sense a learning signal beyond the margin, and the trained model will not learn to distinguish different classes enough for a classification-oriented task. To alleviate this problem, [48] recently studied a Softmaxed version of the triplet loss for VRR achieving state-of-the-art results. Triplet Softmax loss can be defined as follows (we drop the superscript \(l \in \{s, p, o\}\) in this section for simplicity):

\[
L(x_i, y_i) = \frac{1}{N} \sum_{i=1}^{N} - \log \left( p_l \right) = \frac{e^{y^i}}{e^{y^i} + \sum_{j=1}^{K} e^{y^j}}
\]

(2)

Where \(N\) is the number of positive ROIs. For each positive pair \((x_i, y_i)\) and its corresponding set of negative pairs \((x_i, y_{ij})\), the similarities between each of them is computed with dot product and then put into a softmax layer followed...
by multi-class logistic loss so that the similarity of positive pairs would be pushed to be 1, and 0 otherwise. In Eq. 2, we show that triplet softmax can be simplified in a form that is very similar to MCE loss if all the other classes except the ground truth are considered negative. We adopted a weighted version of this visiolinguistic loss, where we allow each class to have a weight \( w_i \), this weight can be assigned higher values to less frequent classes (e.g., inverse the frequency of the object/relation class); see Eq. 3.

\[
L_w(x_i, y_i) = \frac{1}{N} \sum_{i=1}^{N} w_i \log \left( \frac{e^{x_i^T y_i}}{\sum_{j=1}^{K} e^{x_j^T y_i}} \right)
\]

**VilHub Per-minibatch Loss:** Recent NLP approaches like [29, 5, 34] observed that the accuracy of bidirectional retrieval across languages is often significantly degraded by a phenomenon called hubness, which appears when some frequent words, called hubs, get indistinguishably close to many other less represented words. In long-tail VRR context, these hubs are the head classes, which are often over-predicted at the expense of tail classes. To alleviate the hubness phenomenon, we develop a vision & language hubless loss (dubbed VilHub). Our approach alleviates the long-tail problem by correcting both the language and visual representations in an end-to-end manner. The key idea of our VilHub loss \( \mathcal{L}_h \) is to encourage fair prediction over both head and tail classes in the current batch. \( \mathcal{L}_h \) is defined as:

\[
\mathcal{L}_h = \frac{1}{B} \sum_{i=1}^{B} \left( p_f(y_i) - \frac{1}{K} \right)^2,
\]

where \( B \) is the mini-batch size, \( K \) is the number of classes. The VilHub loss \( \mathcal{L}_h \) encourages all the classes (head and tail) to be equally preferred. To achieve this behavior, we define the preference of every class as \( p_f(y_i) \) as the average probability of the class being predicted in the current minibatch of size \( B \), as shown in Fig. 2. Then, we simply encourage this marginal probability to be close to uniform (i.e., equally preferred across head and tail).

Our Final Loss. In conclusion, our final loss is defined as:

\[
\mathcal{L} = \frac{1}{B} \sum_{i=1}^{B} L_w(x_i, y_i) + \gamma \mathcal{L}_h,
\]

where \( \gamma \) is the VilHub loss weight or scale. The first term \( L_w \) encourages the examples to be discriminatively classified correctly in the visual-language space. The second term \( \mathcal{L}_h \) encourages a fair prediction over head and tail classes.

**3.2. RelMix Augmentation**

We denote the input image as \( x \), where there exists a visual relationship between subject \( s \) and object \( o \) with relationship \( r \). A visual embedding network processes the image to output three visual embeddings \( (x^s, x^r, x^o) \) with corresponding ground truth labels as \( (y^s, y^r, y^o) \) for subject, relationship and object. Our RelMix algorithm augments the training data by using a combination of these features in a systematic way to help target the tail classes in the dataset. **RelMix.** The goal of RelMix augmentation is to enrich training coverage of visual relationship labels by combining the extracted visual features generated in a meaningful way. During training, three triplets are selected \( x_i = (x^s_i, x^r_i, x^o_i) \), \( x_j = (x^s_j, x^r_j, x^o_j) \), \( x_k = (x^s_k, x^r_k, x^o_k) \) with corresponding labels \( y_i = (y^s_i, y^r_i, y^o_i) \), \( y_j = (y^s_j, y^r_j, y^o_j) \), \( y_k = (y^s_k, y^r_k, y^o_k) \). We sample these triplets such that \( (y_i, y_j, y_k) \) belong to the tail/medium classes (high class frequency domain) while the triplet \( (y_k) \) belongs to the tail class (low class frequency domain). Then inspired from existing augmentation strategies (e.g., [38]), we combine the the input embeddings and corresponding predictions as in Eq. 6.

\[
\hat{x} = \psi(x^s_i, x^r_j, x^o_k) = \lambda x^s_i + (1 - \lambda)(\alpha x^r_j + (1 - \alpha) x^o_k)
\]

\[
\hat{y} = \psi(y^s_i, y^r_j, y^o_k) = \lambda y^s_i + (1 - \lambda)(\alpha y^r_j + (1 - \alpha) y^o_k)
\]

Where \( l \in \{s, r, o\} \), \( \alpha \) is sampled from Bernoulli distribution with probability 0.5, and \( \lambda \in [0, 1] \). This allows our method to focus on long-tail classes more since the three triplets are chosen in a way to have the augmented features resemble closely to tail ones. The frequent classes are sampled in one out of three triplets to maintain representation quality while the aforementioned VilHub loss encourages fair prediction over all head and tail classes; (see Fig. 2).

While RelMix is inspired from Manifold mixup [38], with its augmentation being done at the feature representation level, there are some key differences, (1). Manifold mixup operates on object recognition setting (one object / image), compared to VRD setting where mini-batches consist of scenes; each having multiple objects and structured relations. (2). Manifold Mixup extracts the (object, label) pairs from many different images, which is not so practical in the VRD setting. We instead extract augmentation tuples of s-r-o triplets from the same scene, so the training efficiency is not significantly hurt. Concretely, we augment the most frequent classes with the least frequent ones in the same scene and vice versa. Further comparison between RelMix and Manifold Mixup is taken up in Section 4.3.

**Augmentation Loss.** Once \( \hat{x} \) and \( \hat{y} \) is computed, they are then fed to our final loss, defined in Eq. 5.

**4. Experiments**

**4.1. Datasets and Comparison Models**

We present experiments on two LTVRR benchmarks that we built on top of Visual Genome [15, 48] and GQA dataset [11] (also based on VG). Both datasets naturally
have a long-tail distribution yet only high frequency subjects, relations, and objects are mainly used in the literature.

**GQA-LT.** We used the visual relationship notations provided with the GQA dataset [11]. The main filtration we applied to GQA data was to remove the objects that did not belong to a subject-relation-object triplet. The resulting benchmark has 72,580 training images, 2,573 validation images, and 7,722 test images; with 1,703 objects and 310 relations. We call this version GQA-LT. Most frequent object and relation has 374, 282 and 1,692, 068 examples, and the least frequent are 1 and 2, respectively.

**VG8K-LT** We used the latest version of Visual Genome (VG v1.4) [15] that contains 108,077 images with 21 relationships on average per image. We used the data split in [48] which has 103,077 training images and 5,000 testing images following [12] and used the class labels that have corresponding word embeddings [25].

We selected the most frequent 5,330 object classes out of the original 53,304 and 2,000 relationships out of the original 29,086 to make a cleaner version of VG80K (noisy). The resulting dataset has 97,623 training images, 1,999 validation images, and 4,860 testing images. After the filtration the least frequent object and relation classes have 14 and 18 examples, and the most frequent are 196, 944 and 618, 687, respectively, meaning the distribution is very long-tailed. We call this version VG8K-LT.

**Comparison Models.** We compare our method with several state-of-the-art approaches that focus on the long-tail problem. We integrated FL with LSVRU on each of s/o, r classification heads.

**Focal Loss (FL)** [20]: A loss used in object detection setting to alleviate the long-tail problem. We integrated FL with LSVRU on each of s/o, r classification heads.

**Weighted Cross Entropy (WCE):** We use a weighted version of cross-entropy loss. The weight is based on the inverse class frequency, which gives a large weight to rare classes and a small weight to common classes.

**Decoupling (DCPL)** [13]: This is a state-of-the-art model in long-tail classification that is based on decoupling representation learning phase from classifier learning phase. We applied DCPL in our LTVRR setup similarly.

**OLTR** [22]: We implemented the visual memory module augmented with modulated attention by [22] into our LTVRR task using [48] as a backbone model.

**EQL** [36]: The equalization loss protects the learning of tail classes from being at a disadvantage during the network parameter updating [36].

**Visio-Lingual Hubless (VilHub):** Models using our hubless regularizer explained in section 3.1.

**RelMix:** This is the model using our proposed augmentation strategy explained in section 3.2.

### Metrics
**Average per-class accuracy** The main metric used in the tables is the average per-class accuracy, which is the accuracy of each class calculated separately, then averaged. The average per-class accuracy is a commonly used metric in the long-tail literature [13, 36, 22].

**Many, Medium, Few splits:** We report the results on the subject, object, and relation separately of an <S,R,O> triplet on GQA-LT and VG8K-LT datasets. We evaluate the models using the average per-class accuracy across several frequency bands chosen based on frequency percentiles for GQA-LT: many: top 5% frequent classes, 86 classes for S/O, and 16 classes for R. medium: the middle 15%, 255 classes for S/O, and 46 classes for R. few: the least frequent 80% of classes, 1362 classes for S/O, and 248 classes for R. VG8K-LT is split similarly; see supplementary.

### 4.2. Quantitative Results
Table 1 shows that adding VilHub loss (w/ and w/o RelMix) to any of the compared models consistently improve their performance on the medium and few classes categories. While VilHub alone can improve almost all the models in med and few categories, we also see the addition...
of RelMix further improving this in all categories for sbj/obj classification. A similar trend can also be seen when evaluating these models on VG8K-LT dataset, as seen in Table 2.

Comparing LSVRU with and without VilHub in Table 1, VilHub loss improved the performance \( \approx 7.0\% \) for sbj/obj medium category, \( \approx 3.4\% \) for the sbj/obj few category, and \( \approx 2.1\% \) for the relation medium category. In this case, we also see an improvement of \( \approx 1.2\% \) on relation few category when combining VilHub with RelMix. We also see a consistent improvement over the whole band (many, med, few) for sbj/obj and rel when using EQL [36] baseline in combination with VilHub and RelMix with a substantial gain of \( \approx 6.7\% \) in the med category for relation. A similar improvement in performance with the addition of VilHub (w/ and w/o RelMix) can also be seen in the Decoupling [13], OLTR [22] and Focal Loss [20] baselines. Comparing LSVRU - Lang. with and without VilHub, we can see that adding the VilHub loss improved \( \approx 2\% \) in the few category, and with the addition of RelMix improved \( \approx 3.2\% \) in the med category. While similar behavior can be seen in VG8K-LT evaluation (Table 2), we can see that the improvement on GQA-LT is more apparent than on VG8K-LT, since VG8K-LT dataset is more challenging and has more than 5 times the number of objects and more than 7 times the number of relationships compared to GQA-LT. With the model agnostic nature of VilHub+RelMix, they can be easily integrated on top of existing VRR models to improve their performance, especially on the med and tail categories. Some of the qualitative results can be seen in Figure 3.

4.3. Ablation

We perform ablations to better understand the influence of the proposed VilHub regularizer and RelMix augmentation; see Table 3. The entry LSVRU + Manifold Mixup represents an adapted version of Manifold Mixup [38] in our setting. We can observe a significant performance gap between the said baseline and RelMix, especially in the few categories of sbj/obj, where the gap is \( \approx 1.8\% \). Further ablations of RelMix augmentation can be found in supp.

The LSVRU - Lang. is our backbone model (LSVRU) without the language guidance network of [48], where we replace it with one FC classification layer. Table 3 shows a drop in performance when removing the language guidance. We also show that VilHub loss worsens the tail relations performance when applied without language guidance.

We further analyze the effect of changing the scale value \( \gamma \) (from Eq. 5) of the VilHub regularizer (e.g., 1k, 5k, 10k, 20k). Fig 7 shows that the performance increases on each medium and few classes as we increase the VilHub scale up to an ideal value and then tends to drop. We observe that the ideal VilHub scale value tends to be higher for subjects and objects than for relationships.

4.4. Further Analysis

We analyze in more depth the results in Table 1 to better understand the causes of improvements. Figure 4 shows head-to-head comparison between the LSVRU model [48] with and without the VilHub regularizer. For the subjects and objects in Figure 4 (top left), adding the VilHub loss improved 415 classes out of 1703 and only worsened 79 classes. For the relationships Figure 4 (bottom left), adding the VilHub improved 56 classes out of 310 and worsened

Figure 3: Qualitative examples for our model. In all of these, we see our model preferring the better choice (mostly long-tail) for sbj/obj/rel prediction.

### Table 3: Ablation Study for RelMix and VilHub.

| Model                        | Subject/Object | Relation       |
|------------------------------|----------------|----------------|
|                              | many med few all | many med few all |
| LSVRU [48]                   | 68.3 37.0 6.9 14.5 | 62.6 15.5 6.8 11.0 |
| LSVRU + Manifold Mixup [38]  | 68.3 37.5 7.5 15.1 | 62.4 15.7 6.8 11.1 |
| LSVRU + RelMix               | 68.2 37.7 9.3 16.5 | 62.6 16.0 6.9 11.1 |
| LSVRU - Lang.                | 68.7 26.0 5.2 11.5 | 49.9 9.0 5.8 8.5 |
| LSVRU - Lang. + VilHub       | 69.7 31.4 5.6 12.7 | 54.1 8.7 5.4 8.4 |
| LSVRU + VilHub(1k)           | 68.3 37.1 7.0 14.6 | 63.5 16.3 6.8 11.2 |
| LSVRU + VilHub(5k)           | 68.4 38.6 7.4 15.2 | 63.6 17.6 7.2 11.7 |
| LSVRU + VilHub(10k)          | 68.6 39.7 8.0 15.8 | 63.6 17.3 7.2 11.6 |
| LSVRU + VilHub(20k)          | 68.7 41.0 8.4 16.3 | 63.5 16.5 7.1 11.4 |

The LSVRU - Lang. is our backbone model (LSVRU) without the language guidance network of [48], where we replace it with one FC classification layer. Table 3 shows a drop in performance when removing the language guidance. We also show that VilHub loss worsens the tail relations performance when applied without language guidance.
Table 4: Average per-example accuracy on GQA-LT

| Model                  | sbj/obj | rel   |
|------------------------|---------|-------|
| LSVRU [48]             | 51.9    | 94.8  |
| LSVRU + VilHub         | 53.9    | 91.2  |
| LSVRU + VilHub + RelMix| 53.5    | 91.0  |
| EQL [36]               | 51.13   | 93.85 |
| EQL + VilHub           | 52.80   | 92.23 |
| EQL + VilHub + RelMix  | 52.74   | 92.58 |
| WCE                    | 37.6    | 72.6  |
| WCE + VilHub           | 40.0    | 74.3  |
| WCE + VilHub + RelMix  | 47.3    | 77.6  |

4.5. Compositional Results

The long-tail poses a unique problem in relationship recognition due to the combinatorial nature of the problem. **dog** and **motorcycle** could be a common subject and object, but they may never be paired with the relationship **ride**. In LTVRR, the long-tail distribution is not only on subjects, objects, and relations individually but also on their combinations. Meaning, we may not only have a rare combination of classes but also a combination of rare classes (e.g., <otter, riding, dolphin>). Here we analyze how the performance is affected by this combinatorial nature of the problem. **Fig 6** shows the performance on recognizing the entire triplet (S, R, and O) correctly on GQA-LT, which is the most important metric when evaluating relationship recognition. The results are grouped by pairs of (Subject, Object), (Subject, Relation), and (Object, Relation), and the accuracy is averaged over each group. VilHub improves existing approaches on this angle of performance; we can see in **Fig. 6** that the relationship triplet recognition performance is exceeding 40% when we group by pairs of (S, O), while it ignoring the tail. That’s why per-class accuracy is adopted in LTOR literature [13, 36, 22].
Figure 5: Soft Average Precision calculated on the tail classes on GQA-LT dataset using a variety of metrics. We visualize results using exact similarity metrics, W2V-VG, and average of 6 WordNet metrics. The models using VilHub show consistently superior performance on the tail, when compared to similar models without the VilHub.

Figure 6: Performance on relationship triplets (S, R, O) grouped by (S, O), (S, R), (O, R) on GQA-LT datasets

Figure 7: Relationships performance change on the many, medium, few shots classes as we increase the VilHub scale. The performance improves on medium and few (tail) classes up to a certain point and then declines.

Figure 5 shows the average precision of our models for the tail classes (least frequent 80%). Concretely, we use the analysis to measure which models bring classes with similar meaning to the ground truth higher in the prediction rank. In agreement with the human subject experiments, the results reveal that all models are doing significantly better than the exact match metric suggests. Another takeaway from this analysis is that similarity metrics trained on relevant data are better at evaluating the models’ performances than metrics trained on less relevant data. This can be seen when comparing the W2V-VG similarity metric (trained on VG) with the other metrics. W2V-VG metric is $\approx 7\%$ more than wordNet metrics and $\approx 10\%$ more than W2V-GN (figures for W2V-GN in supp). Fig 5 also shows a consistent improvement for models using VilHub in agreement with our previous results. Overall, these results imply that our models are better at bringing semantically relevant concepts higher in rank. We show similar observations for the head classes and analysis for RelMix in supp.

5. Conclusion

We proposed a new augmentation strategy, dubbed RelMix, and a visiolinguistic hubless regularizer (VilHub) to improve tail class performance in visual relationship recognition. We apply these approaches to the study of an important and challenging structured visual understanding problem, which aims to generalize visual relationship recognition task to the tail of the underlying distribution. We denote this problem as Long-Tail Visual Relationship Recognition (LTVRR), and we propose to study it on GQA-LT and VG8K-LT benchmarks that we built based on GQA and Visual Genome datasets. We implemented several SOTA baselines and applied them to this task. We showed that our novel adaptation of the VilHub regularizer and augmentation strategy (Relmix) improve the performance, especially for tail classes, while maintaining and sometimes improving performance on head classes. Additionally, our proposed methods are orthogonal to existing approaches and can be integrated with various SOTA models, improving their performance in most cases, as we have shown.
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