Feature Extraction and Classification for Remote Sensing Imagery Based on Orthogonal Frequency Division Method
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Abstract. Remote sensing (RS) is the unique way to monitor whole world dynamically. Feature extraction and classification for RS image is an important research direction in this field. Image classification is based on feature extraction, and is also the premise of image processing. However, at present, image classification lacks theoretical basis and is still in the stage of visual observation and empirical interpretation. There are many reasons for poor image classification, e.g. lack of clarity or lack of classification basis. In this article, a new method for RS image feature extraction and classification called the “orthogonal frequency division” (OFD) method is proposed. The method combines filtering and stratification, and the experiments prove that it can effectively classify and extract the features of RS images. The traditional filtering methods regard image contents as a whole signal space, after each filtering, only the high frequency values can be separated in the form of edges, while the low frequency values still remains in the signal space, forming an image which pixel values are doubled. If we want to label a region, we have to superimpose these edges, so we need to do filtering for many times, which is a tedious process. Moreover, the scaling ratio is usually small and fixed, therefore, if the differences among regions are large, multiple filtering must be carried out, otherwise the filtering effect is not obvious. Then, although the image compression effect is achieved, the image will become too small and lose its ability to be recognized. The OFD method only needs to be filtered once, its filter group can classify both low and high frequency values and can increase the differences among regions, so that the image contents form layers, different classification results can be extracted by different thresholds. These classification results can be used as the material of neural network training set, at this point, the classification result regions can be labeled directly. By comparing the classification results with some prevailing image processing methods (such as PCA method or wavelet transform method), the classification effect is superior to the traditional methods in terms of classification accuracy.
1. Introduction

Remote sensing [1, 2] technology can detect distant target objects with sensors on RS platforms under the circumstance of contacting with the objects indirectly, especially in harsh or dangerous environments where frequent monitoring is difficult by the common aerial photography [3, 4] technology which logistics costs [5] are high. The narrow sense of RS refers to the detection of the targets’ reflected wave or radiation wave, but generalized RS also includes the use of media such as force field, mechanical wave and gravitational field. It can be divided into several categories according to the way of obtaining information [6] and has been widely used in many important fields such as policy making, military affairs and environment detection on the basis of its advantages. With the development of space technology [7], the study of ground observation has been developed from a single, non-related basic subject research into a comprehensive study of multi-level, multi-disciplinary and multi-parameter.

In nowadays, RS is an important research orientation and its applications continue to expand. The property of RS technology is based on two factors: firstly, it depends on the development level of RS platforms and sensors [8]; secondly, it depends on the development level of RS image processing technology. However, current processing level of RS image is far behind sensor collection speed. With the improvement of RS image resolution, image data amount has increased significantly [9], but the corresponding processing technology can hardly adapt to the real-time requirement. In many cases, image processing is still rest on the visual inspection and experience interpretation stage.

Rapid and high-precision image classification [10] is the premise of realizing various practical applications. For this process to be successful, several factors should be considered, e.g. image quality, data amount, a precise classification approach and experts’ expertise. Image classification includes two main approaches: supervised [11] and unsupervised [12]. The essential to classification is feature extraction [13]. Generally speaking, image features to be extracted should include many good properties, e.g. good ability to classification, the scale invariance of translation and rotation and so on. With the rapid development of multi-sensor [14] technology, the information contained in RS images is more and more abundant, how to extract topographical information from images and how to make the information useful is an urgent and complex question with regard to RS technology at present.

The image which resolution less than 1 meter is called the hyperspectral image [15, 16, 17], it contains hundreds of different wavelengths in a same area. Its classifier may cause dimensional problem compared with conventional classifiers [18] and the classifier parameters can’t be estimated reliably. There are several critical problems in the classification of hyperspectral data: curse of dimensionality, limited number of labeled training samples and large spatial variability of spectral signature [19, 20]. The pixel dimensionality is too high and the classifier requires large training data set, however the numbers of labeled pixels [21, 22] are limited due to complexity and cost of sample collection process.

2. Materials and Methods

| Table 1. The OFD Method Design Process |
|----------------------------------------|
| **Step 1** | **Image Data Normalization** |
| Step 1.1 | Transform the image into grayscale and set the image size as a square, such as 256*256 pixels. |
| Step 1.2 | Set the image data type to double, and set the data range between 0 and 1. |
| Step 1.3 | Make the image data conform to Gaussian distribution. |

\[ I(i,j) = \frac{(I(i,j) - \mu_x)}{\sigma_x} \] (2.1)

Where:

\[ \mu_x = \frac{1}{N \times N} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} I(i,j) \] (2.2)
\[ \sigma_x^2 = \frac{1}{N \times N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (I(i,j) - \mu_x)^2 \]  

(2.3)

After normalization, image data conform to Gaussian distribution with mean value of 0 and variance of 1. The correlation function

\[ C_X(I_i, I_j) = R_X(I_i, I_j) - \mu_x(I_i) \mu_x(I_j) \]  

(2.4)

### Table

| Step 2 | Set Sliding Window |
|--------|------------------|
| Step 2.1 | Set the size of sliding window to 2*2 pixels. |
| Step 2.2 | Let the value of sliding window as equation (2.5) |

At this point, the eigenvalues and eigenvectors of sliding window can be represented as

\[ A = \begin{bmatrix} a^T \\ a^T \end{bmatrix} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \]  

(2.5)

The following conclusions can be obtained from the properties of eigenvalues and eigenvectors:

\[ \lambda_1 = v_1 \lambda_1 v_1, \lambda_2 = v_2 \lambda_2 v_2, i = 1,2 \]  

(2.7)

\[ AV = V \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix} = (\lambda_1 v_1, \lambda_2 v_2), i = 1,2 \]  

\[ VV^T = V^T V = E \]  

(2.8)

\[ v_{11}^2 + v_{21}^2 = v_{12}^2 + v_{22}^2 = 1 \]  

(2.9)

\[ v_{11} x v_{21} = - v_{21} x v_{22} \]  

(2.10)

\[ v_{11} x v_{21} = - v_{12} x v_{22} \]  

(2.11)

The equation (2.7) is equivalent of the projection from A to V, and V is basis. If A is treated as an input signal, then A contains two time series:

\[ a_1 = [X_1(t_1), X_2(t_2)] = (a, b) \]  

(2.12)

\[ a_2 = [X_2(t_1), X_2(t_2)] = (c, d) \]  

(2.13)

The equation (2.12) equivalent to a signal which abscissa is “a” and which ordinate is “b”, and the projection from A to V is \( \lambda_1 v_1 \). In the same way, the equation (2.13) equivalent to a signal which abscissa is “c” and which ordinate is “d”, and the projection from A to V is \( \lambda_2 v_2 \). Matrix V can also be expressed as a two-dimensional coordinate system. According to equation (2.7), the abscissa of v1 is v_{11}, the ordinate of v1 is v_{21}, and the length of v1 is 1. Similarly, the abscissa of v2 is v_{12}, the ordinate of v2 is v_{22}, and the length of v2 is 1. So the length of V is \( \sqrt{2} \), V is always on a circle which radius is \( \sqrt{2} \). After projection, the norm can be represented as:

\[ H(Z) = |H(Z)| \times \theta \]  

(2.14)

Where:

\[ |H(Z)| = \sqrt{\lambda_1 v_{11}^2 + \lambda_2 v_{22}^2} \]  

(2.15)

\[ \theta = \arctan \frac{v_{21}}{v_{11}} - \arctan \frac{\lambda_2 \cdot \sqrt{v_{12}^2 + v_{22}^2}}{\lambda_1 \cdot \sqrt{v_{11}^2 + v_{22}^2}} \]  

(2.16)

If V is used to filter rows and columns of A, it could be represented as
\[
V^TAV = \begin{bmatrix}
    v_{11} & v_{21} \\
    v_{12} & v_{22}
\end{bmatrix}
\begin{bmatrix}
    a & b \\
    c & d
\end{bmatrix}
\begin{bmatrix}
    v_{11} \\
    v_{21}
\end{bmatrix} = \begin{bmatrix}
    a v_{11}^2 + b v_{11} v_{21} + c v_{12} v_{21} + d v_{21}^2 \\
    a v_{11} v_{12} + b v_{11} v_{22} + c v_{12} v_{22} + d v_{22}^2
\end{bmatrix} + \begin{bmatrix}
    a v_{12}^2 + b v_{12} v_{21} + c v_{11} v_{21} + d v_{21}^2 \\
    a v_{12} v_{12} + b v_{12} v_{22} + c v_{11} v_{22} + d v_{22}^2
\end{bmatrix}
\] (2.17)

According to equation (2.8), in coordinate system, \(v_{11}\) and \(v_{12}\) are perpendicular to \(v_{21}\) and \(v_{22}\) respectively. Combined with equation (2.10) and (2.11), above result can be simplified as
\[
\begin{bmatrix}
    a v_{11}^2 + d v_{21}^2 \\
    (a - d) v_{11} v_{12}
\end{bmatrix} = \begin{bmatrix}
    a v_{12}^2 \\
    (d - a) v_{21} v_{22}
\end{bmatrix}
\] (2.18)

It can be seen that after filtering, the values of main diagonal equivalent to the projection of signal “a” and “d” on basis elements. At this point, the effect of signal “b” and “c” is removed, this process equivalent to a two-valued downsampling, or it equivalent to a time series which effect is related only to the initial and final status but not to the intermediate status. The values of secondary diagonal are expressed by the subtraction between “a” and “d”, and the sign of product result of basis elements. If \(A\) is a symmetric matrix, the values on secondary diagonal are 0. The effect of secondary diagonal equivalent to taking the partial derivatives of the values after downsampling and then projecting them on the basis, which can be expressed as equation (2.19).
\[
\frac{\partial^2 f}{\partial x \partial y} v_{21} v_{22}, \text{or}, -\frac{\partial^2 f}{\partial x \partial y} v_{11} v_{12}
\] (2.19)

This formula can describe the process of image edge detection. Since the basis element “\(V_{ij}\)” is signed number, the final result can be positive only if the product of two horizontal elements is different from the second partial derivative of the function, or the product of two vertical elements and the second partial derivative of the function are the same, then the extracted edge can be normally displayed.

**Step 3** Set Filter Group as equation (2.20)

\[
\omega_{i,j} = \frac{v_{i,j}}{\left| \sum_{j=1}^{2} \sum_{j=1}^{2} v_{i,j}^2 \right|}, i = 1, 2; j = 1, 2
\] (2.20)

Where: \(\omega\) is the low-pass filter if \(v_{1,j} * v_{2,j} > 0\), its function is to calculate the mean of local data, so as to make local data more smooth. Otherwise, \(\omega\) is the high-pass filter if \(v_{1,j} * v_{2,j} < 0\), its function is to get partial derivatives of local data, this process is usually replaced by the subtraction.

For each sliding window, the high frequency and low frequency values are random. The generation of the filter group is corresponding to current window, but not fixed. The high-pass and low-pass filtering results will appear randomly on either of two positions of main diagonal. Therefore, two images will be formed after filtering, and the two images are complementary. That is to say, for the same position on main diagonal, if it is high-pass filtering result in first image, it must be low-pass filtering result in second image, and vice versa. Therefore, if the two images are superimposed, the original image will be restored.

After filtering, the two values on the main diagonal are high-pass filtering result (dark) or low-pass filtering result (bright), while the two values on the secondary diagonal are edge detection results. Moreover, the processed image size will be reduced to half of the original, thus achieving image compression effect.

In practice, \(\lambda_1 >> \lambda_2\) or \(\lambda_1 << \lambda_2\), according to equation (2.6) and equation (2.18), the high-pass and low-pass filtering results can be replaced directly by \(\max(\lambda_1, \lambda_2)\) and \(\min(\lambda_1, \lambda_2)\), and the norm of projection is:
\[
\sqrt{\lambda_1^2 v_{11}^2 + \lambda_2^2 v_{22}^2} \approx \max(\lambda_1 v_{11}, \lambda_2 v_{22}) = \max(\lambda_1, \lambda_2)
\] (2.21)

because \(\lambda_1\) and \(\lambda_2\) usually differ much, the larger party takes the lead. The complementary effect of high-pass and low-pass filtering results are show as equation (2.22).
\( A_1 = v_1^T A v_1 \quad A_2 = v_2^T A v_2 \quad A = A_1 + A_2 \)  

(2.22)

Where:

\[ v_1 = \begin{bmatrix} -\|v_{11}\| & +\|v_{21}\| \\ -\|v_{21}\| & -\|v_{22}\| \end{bmatrix}, \quad or, v_1 = \begin{bmatrix} +\|v_{11}\| & -\|v_{21}\| \\ +\|v_{21}\| & +\|v_{22}\| \end{bmatrix} \]

\[ v_2 = \begin{bmatrix} +\|v_{11}\| & +\|v_{21}\| \\ -\|v_{21}\| & +\|v_{22}\| \end{bmatrix}, \quad or, v_2 = \begin{bmatrix} -\|v_{11}\| & -\|v_{21}\| \\ +\|v_{21}\| & -\|v_{22}\| \end{bmatrix} \]

(2.23)

The values on the main diagonal of \( A_1 \) are the low-pass filtering results and high-pass filtering results respectively. The values on the main diagonal of \( A_2 \) are high-pass filtering results and low-pass filtering results respectively. \( A \) is the original image restored after two images are superimposed.

The complementary effect of the filter in equation (2.20) could be combined to form the new filter in equation (2.24). After filtering, the first position in sliding window is the low-pass filtering result, and the other three positions are the high-pass filtering results. The first position should be retained, while the others should be removed, which is more conducive to the subsequent classification work. At this point, the size of original image is reduced to half.

\[ \omega_{i,j} = \delta_{i,j} \cdot \eta_{i,j} \cdot |v_{i,j}| \]  

(2.24)

Where:

\[ \delta_{i,j} = \begin{cases} 1, & v_{i,j} > 0 \\ \frac{v_{i,j}}{v_{2,j}}, & v_{i,j} < 0 \end{cases}, \quad \eta_{i,j} = \begin{cases} -1, & v_{i,j} = 1 \\ \frac{v_{i,j}}{|v_{i,j}|}, & v_{i,j} = -1 \end{cases} \]

Step 4 Increase Filtering Effect

In order to make the differences among filter results more obvious, the filter should be further adjusted. Exponential function has obvious effect on high frequency value, while logarithmic function has obvious effect on low frequency value. Since the low-pass filtering result is retained in equation (2.24), the logarithmic function should be selected for processing.

\[ \omega(i,j) = \log_{2} \left( \left( \omega(i,j) - \mu_i \right)^2 / \sigma_i^2 \right) \]  

(2.25)

So far, the filtered image has shown obvious stratification characteristics. The filtering results in the same region are less different, while the filtering results in different regions are more different. Moreover, the maximum is allowed to be greater than 1 and the minimum is allowed to be less than 0 (in original image, 1 is the maximum and 0 is the minimum). For example, assuming that the pond and the road are next to each other, both of them are highlighted and appear as a whole, but it is possible that the pond’s filtering result is 2 and the road’s filtering result is 70 (both of them are greater than 1). At this point, it is difficult to classify and extract each region by a single filtering method. The traditional filtering method has some limitations. Taking wavelet transform as an example, firstly, the image scaling coefficient is fixed, if a feature value is between the original image and the coefficient, the feature is likely to be directly crossed and cannot be found and extracted in filtering process. Secondly, after each filtering, the size of image will be reduced to half, while the pixel value will be doubled. This change is for the image as a whole , not for local. In other words, if two regions in the image are very similar, they will also be very similar after filtering. Therefore, the difficulty of classification is not reduced. Thirdly, if the filtering results of a region are very small, it must be filtered several times before it can be separated from the black background color, which is a tedious process. Therefore, the hierarchical processing method is better than the single filtering method, which can classify all image regions at one time and simplify the multiple filtering processes.

\[ sub = \max \left( \max (\text{image}) \right) - \min \left( \min (\text{image}) \right) \]  

(2.26)
Where: the variable “image” represents the image to be processed at this time.

\[ temp = round(sqrt(sub)) \]  

(2.27)

Where: the variable “temp” represents the layers level of the image to be divided. If:

\[
\text{image}(i, j) \in \left[ \text{minimum}(image) + \frac{sub}{temp} \times \text{level1}, \text{minimum}(image) + \frac{sub}{temp} \times \text{level2} \right]
\]  

(2.28)

Then mark the image regions which meet the requirement. Where: level1 and level2 are the upper and lower limits of image classification interval. The output marked image is the desired. The image after being classified can be used as training sample of neural network, which can directly be labeled, and the meaning of each region needs to be marked by experts.

3. Results

In order to meet the needs of follow-up work, this paper chose the hyperspectral remote sensing image of Fuping county (Baoding city, Hebei province, China) as the experimental data. The resolution of image is 0.26 meters.

![Figure 1. Separate Buildings from Trees](image1)

The classification effect of Figure 1 is obtained by classifier (2.28). According to the calculation, the original image is divided into 22 grades (this value is not fixed, the greater the difference among regions in original image, the greater the classification levels. However, in general, this classification method is too detailed, so that each classification level can only represent a part of target region. Therefore, it is necessary to combine appropriate levels to form the overall effect of a target region). The black background in second image represents trees, which are the combined effect of grade 0 through 5. The black background in third image represents buildings, which are the combined effect of grade 5 through 12. The fourth image is a useless region separated from original image. Many traditional methods cannot separate this region from buildings, while the OFD method can separate effectively, which indicates that the OFD method has more accurate classification ability.

![Figure 2. Separate Buildings from Fields](image2)

The second image and the third image are difficult to be separated by traditional methods, because the two regions are very similar. Through observation, it can be found that although both regions are fields, the region represented by the second image is darker than that of the third one because there are many plants. Moreover, the traditional methods cannot separate the buildings from surrounding land, but the OFD method can separate the buildings to achieve the classification effect of the fourth image.

![Figure 3. Filtering Effect of Roads and Plants](image3)
4. Discussion

4.1 Advantages of OFD Method

The filtering operation only needs to be done once, avoiding the definition of the basis function, which is often difficult to define in practice.

The form of the filter is not fixed, but varies dynamically according to the content of each sliding window. The filter can separate the high frequency from the low frequency so that the low frequency can be directly separated from the signal space. The high frequency exists in the form of edge, while the low frequency exists in the form of region, which is more conducive to classification operations.

Image classification is conducted in a hierarchical manner. Different from the traditional filtering method, the traditional filtering method USES multi-resolution analysis, adopts the high-frequency filter when the time domain is reduced, and USES the low-frequency filter when the time domain is enlarged, so as to adjust the precision of the filtering. The OFD method stratifies the filtering results each time, and merges the similar levels of attributes, and finally gets the classification results.

4.2 Comparison of Classification Results

In this section, some prevailing image processing methods (such as PCA method and wavelet transform method) are compared with OFD method to verify the classification effect of each method.

![Figure 4. Contrast Effect](image1)

The first image is the original image. The second image shows the effect of OFD method. The third image shows the effect of PCA method. The fourth image shows the effect of wavelet transform.

Figure 4 shows the effect of separating buildings from trees. The difficulty of this process lies in: first, from the remote sensing image, trees and buildings are very similar and difficult to distinguish; second, parts of the building are obscured by trees and do not show regular edges.

According to the classification results, the OFD method can separate the building regions along the irregular edges. Most of the buildings appear brighter, but areas close to the trees are relatively dark, probably because of the trees’ shadows. The OFD method is not affected by the shadow, which extracts all the buildings.

The classification effect of PCA method is relatively fuzzy, and the result selects the first three main components of the order. One drawback of the PCA method is how to select principal components. If the number of principal components is kept too much, the computational amount will increase and cannot achieve the effect of simplification. However, if the number of principal components is kept too little, information will be lost too much.

The classification result of wavelet transform only extracts a small part of the building, and the triangular area without content in the lower right corner of the image is also included in the classification result, resulting in wrong data.

![Figure 5. Contrast Effect II](image2)
The display order of the processing results is the same as that in Figure 4. It can be seen from the results that the wavelet transform method cannot distinguish the building from the surrounding land, while the OFD method can extract the building more precisely.

In Figure 6, it can be seen from the processing results that the OFD method and the wavelet transform method have similar effects on the extraction of buildings, but in the upper left and lower right corner of the image, the land in the original image is also extracted as a building by the wavelet transform method, while the OFD method does not extract redundant land areas.

![Figure 6. Contrast Effect III](image)

According to Figure 7, the wavelet transform cannot separate the road from the surrounding grassland, while the OFD method can accurately separate the road.

![Figure 7. Contrast Effect IV](image)

5. Conclusions
In this paper, a remote sensing image feature extraction and classification method called orthogonal frequency division method is proposed. The sliding window can be filtered by the corresponding filter group according to its content. Different from the traditional filtering method, the filter designed in this paper can directly extract the low-frequency signal and form a region, thus providing convenience for subsequent classification work. The filtering process only needs to be carried out once to avoid the redundancy of traditional filtering methods. Filtering results are orthogonal, eliminating the interaction among various factors. The difference between each part of filtering results is increased, and combined with the hierarchical processing method, the parts with similar attributes are merged into one class, and finally the image classification effect is achieved. In this paper, the classification effect of OFD method is compared with that of PCA method and wavelet transform method, and the experimental results show that OFD method has more accurate classification effect.
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