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Abstract—Simultaneous localization and map building is a key issue to ensure the mobile robot move in an unknown environment autonomously. A hot topic of SLAM is how to build a map describing the complex environment. This paper presents a new SLAM algorithm using the sampled environment map, which describes the environment in detail, rather than represent the environment with a small number of geometric parameters. The proposed method segments measurements into primitive objects and fits them with implicit polynomials. Algebraic distances or orthogonal distances are then considered as new measurements, which are used to update the whole state. A method considering geometric constraints is presented to remove redundant environment samples from the SEM. The algorithm’s main merits are its compactness and adaptability. Simulation and experimental results demonstrate the efficiency of our algorithm.

I. INTRODUCTION

Simultaneous localization and map building (SLAM) is the problem that a robot explores the environment and builds a map about it, while localizing itself relatively to this map simultaneously [1], [2]. It plays an important role in robotic application and is a challenging research topic.

Over the past two decades, many approaches have been proposed to solve this problem [3], [4], [5], [6], [7]. One of the famous approaches is the extended Kalman filter (EKF) based SLAM. Dissanayake et al. [8] proposed three theorems to prove that the standard EKF-SLAM algorithm is convergent in the case of linear motion and observation model with white Gaussian noise. Montemerlo et al. [9], [10] proposed FastSLAM 1.0 and FastSLAM 2.0, which use the particle filter instead of EKF, aiming to avoid the problem introduced by nonlinear models and non-Gaussian noise.

Early research on SLAM has focused on simplistic environment, in which the obstacles can be described by a small number of geometric parameters. Typical examples are trees in a park [11], corners and walls in office rooms [12]. However, mobile robots usually work in complex environments, in which they do not know the geometric parameters of the obstacle in advance, or the obstacle’s shapes cannot be represented by parameters explicitly. This makes the SLAM algorithm working in complex environments a problem urgent to be solved.

Up to present, there are only a few SLAM algorithms that can describe the environment in detail. One of them uses Rao-Blackwellized particle filter to estimate the mobile robot’s trajectory firstly, then builds a grid map for each particle based on the corresponding trajectory. This kind of method is referred as GridSLAM [13] and GMapping [14]. A similar algorithm is the DP-SLAM, which uses the distributed particle (DP) map instead of the grid map [15]. The difference between the grid map and the DP map is that each single grid in the grid map is a value denoting the probability of occupancy, while it is an ancestry tree in the DP map. Another algorithm is the Scan-SLAM [16], which follows the conventional EKF-SLAM building a landmark map. For each landmark in the map, there is a landmark description template created by extracting the laser measurements corresponding to the object. The process of estimating landmarks’ position together with robot’s pose is the conventional EKF-SLAM, while landmark description template describes the environment in detail additionally. All of the algorithms mentioned above do not build the rich map directly. Instead, the maps are built based on an estimation of the robot’s trajectory or current robot’s pose.

In this paper we present a new approach to localize the robot, while building a rich map at the same time. We adopt the sampled environment map to describe the complex environment. Because this map cannot be updated directly like traditional landmark-based SLAM, we have developed a new observation model to update the state and a method to eliminate the redundant sample points. The sampled environment map used in our algorithm is more compact and adaptable compared with the grid map. In addition, our algorithm updates the robot’s pose and map concurrently in one filter, which enables it a more accurate result potentially. The computational complexity of the algorithm is quadratic on the number of sample points \( N \). However, the proposed approach has the same structure as traditional EKF-SLAM. This makes it feasible to reduce the computational complexity from \( O(N^2) \) to \( O(N) \) [17].

The rest of the paper is organized as follows. Section II describes the sampled environment map. We present a new observation model in Section III and propose the algorithm of simultaneous localization and sampled environment mapping in Section IV. Section V presents a method to remove the redundant sample points from the map. Finally, we give the results of the proposed algorithm with simulation and experiment in Section VI and conclusions in section VII.
II. SAMPLED ENVIRONMENT MAP

Leal introduced the sampled environment map (SEM) [18] to represent the complex environments. This method approximates the obstacle’s contour to a set of discrete, infinitesimal points, referred to environment samples. All the environment samples form the sampled environment map. As shown in Fig. 1, the environment, which is a wall actually, is approximated by a SEM composed of 20 sample points.

Note that, there is no one-to-one correspondence between the sample points in the map and the points on the contour. All what we know is that the sample points lie on the contour, and is considered as a geometrical constraint in Section V.

![Fig. 1. (a) An environment containing an arciform wall with a groove. (b) A SEM of the environment](image)

As declared by Leal, SEM is more compact and adaptable compared with grid map [18]. SEM can allocate more points to an interested contour. There is no need to allocate space to store the area without obstacles. In contrast, grid map has to allocate the storage for the entire domain a priori, and is not easy to increase the resolution for the interested area individually. Extending the SEM representation in detail only needs to add sample points to a list. Conversely, reducing detail of the representation only needs to remove sample points from a list.

In [18], the SEM was built under the assumption of knowing robot’s pose and was updated through a sample-based Bayesian data-fusion technique. When we want to realize SLAM algorithm by using the SEM, the most difficult problem is that there is no one-to-one correspondence between the sample points in the map and the points in measurements to calculate the innovation. Moreover, the robot’s pose and sample points cannot be estimated at the same time with EKF because of the lack of correlation between them.

In the following sections, we will first give a new observation model, then present our SLAM algorithm based on the model. Finally we will give a method to eliminate the redundant sample points in SEM.

III. A NEW OBSERVATION MODEL

To update the state, the standard Kalman filter needs to calculate the innovation between the predicted value and the observed one. This requires the measurement to be an explicit function of the state. When we use the SEM in SLAM, however, the measurement is not a function of the robot’s pose and environment samples directly, because there is no one-to-one correspondence between the sample points in the map and the points in the measurement. Thus we propose another observation model as below.

Suppose that the measurement, usually collected by a scanning laser range finder, is a set of range-bearing points, denoted as:

\[
\mathbf{z} = \begin{bmatrix} r_1 & r_2 & \cdots & r_N \\ \theta_1 & \theta_2 & \cdots & \theta_N \end{bmatrix}
\]  

(1)

The raw measurement \( \mathbf{z} \) is translated into Cartesian coordinate, and expressed as:

\[
\mathbf{z}_x = \begin{bmatrix} x_1 & x_2 & \cdots & x_N \\ y_1 & y_2 & \cdots & y_N \end{bmatrix}
\]  

(2)

The points set \( \mathbf{z}_x \), denoted by equation (2), is clustered and segmented into primitive objects [19], which are then fitted with implicit polynomials (IP) of degree \( n \), \( p(x, y) = 0 \), as:

\[
p_{00} + p_{10}x + p_{01}y + p_{20}x^2 + p_{11}xy + p_{02}y^2 + p_{30}x^3 + p_{21}x^2y + p_{12}xy^2 + p_{03}y^3 + \cdots + p_{n0}x^n + p_{n-1,1}x^{n-1}y + \cdots + p_{0n}y^n = 0
\]  

(3)

To make the polynomial unique, we add an additional coefficients constraint:

\[
p_{00}^2 + p_{10}^2 + p_{01}^2 + p_{20}^2 + \cdots + p_{0n}^2 = 1
\]  

(4)

For indoor environments, we find that the first and second order polynomial are good enough to fit most of the obstacles. The objects that cannot be fitted well by a low order polynomial are again divided into smaller objects. In this way, all of the objects can be fitted well with a first or second order polynomial.

Fitting a set of points with a first order polynomial can be solved by minimizing mean square error (MSE) produced by \( y = kx + b \) or \( x = ly + c \). Considering the numerical singularity, we fit the data with both of the two forms at the same time. Then we select a better one and translate it into the standard IP model (3).

Fitting a set of points with a second order polynomial can be solved by 3L-Fitting method quickly [20], [21].

When all the objects are fitted with an IP successfully, they are used to generate new observations of sample points.

Suppose at time instant \( k + 1 \), we have divided the measurements and fitted them with IPs \( \{p_1, p_2, \cdots, p_m\} \), then we consider the algebraic distance and orthogonal distance as a kind of measurement of the sample points. The sample points will converge to the true contour if the algebraic distance or orthogonal distance approaches zero.

Given a sample point \( [x \ y]^T \), its algebraic distance and orthogonal distance are calculated as:

1. Algebraic Distance:
   
   The algebraic distance is the polynomial’s value calculated at point \( [x \ y]^T \)
   
   \[
d_{alg} = p(x, y)
\]  

(5)

2. Orthogonal Distance
Orthogonal distance is the Euclidean distance from point \([x y]^T\) to the curve \(p\) and is approximately calculated as:

\[
d^\text{oth} = |p(x, y)|/ \| \nabla p_{xy} \|
\]  
(6)

The Jacobians of \(d^\text{oth}\) is not continuous in all the defined intervals. So we use the signed function value instead of the absolute one. Thus, the distance is:

\[
d^\text{oth} = p(x, y)/ \| \nabla p_{xy} \|
\]  
(7)

For each sample points, the measurement is supposed to be zero, and the predicted value is calculated by (5) or (7).

In the rest of the paper, the distance function is written in a general form as:

\[
d = g(x, y)
\]  
(8)

We take \(g(x, y)\) as the new observation model used in our algorithm.

IV. OUR ALGORITHM — SLASEM

The proposed algorithm, namely simultaneous localization and sampled environment mapping (SLASEM), holds the same structure as conventional EKF-SLAM, which is an iteration of motion prediction and measurement update.

Denote the state at time instant \(k\) as \(X(k)\), which is a combination of the robot’s configuration and sample points’ position

\[
X(k) = [X_r^T(k) \quad X_{s1}^T \quad \ldots \quad X_{sn}^T]^T
\]  
(9)

where \(X_r\) describes the robot’s configuration, which is composed of position and orientation, and \(X_{si}(i = 1 \ldots n)\) is the sample point’s position, which is assumed to be lying on the obstacle’s contour. The mean and covariance of the state \(X(k)\) are denoted by \(\hat{X}(k|k)\) and \(P(k|k)\), and described as:

\[
\hat{X}^T(k|k) = [\hat{X}_r^T(k|k) \quad \hat{X}_{s1}^T \quad \ldots \quad \hat{X}_{sn}^T]^T
\]  
(10)

\[
P(k|k) = 
\begin{bmatrix}
P_{rr}(k|k) & P_{r1}(k|k) & \ldots & P_{rn}(k|k) \\
P_{1r}(k|k) & P_{11}(k|k) & \ldots & P_{1n}(k|k) \\
\vdots & \vdots & \ddots & \vdots \\
P_{nr}(k|k) & P_{n1}(k|k) & \ldots & P_{nn}(k|k)
\end{bmatrix}
\]  
(11)

At time instant \(k + 1\), the robot moves to \(X(k + 1)\) and gets observations \(z(k + 1)\). The motion model is

\[
X(k + 1) = f(X(k), u(k), w_k)
\]  
(12)

where \(u(k)\) is the control input and \(w_k\) is assumed to be zero mean uncorrelated Gaussian distributed noise with covariance \(Q_k\).

The robot gets measurement \(z(k + 1)\) at point \(X(k + 1)\). Following the method described in Section III, we form a new observation function \(h(X(k + 1), V_{k+1})\), which is a function vector composed by distance functions for each observed sample point.

\[
h(X(k + 1), V_{k+1}^d) = 
\begin{bmatrix}
g(x_{i1}^p, y_{i1}^p, v_{d1}^d) \\
g(x_{i2}^p, y_{i2}^p, v_{d2}^d) \\
\vdots \\
g(x_{im}^p, y_{im}^p, v_{dm}^d)
\end{bmatrix}
\]  
(13)

where, \([x_{ij}^p, y_{ij}^p]^T(j = 1 \ldots m)\) is the Cartesian coordinate of the \(i, j\)th sample point in robot-centric Cartesian space.

\(V_{k+1}^d\) is the measurement noise, which is assumed to be zero mean uncorrelated Gaussian distributed, with covariance matrix \(R_{k+1}^d\):

\[
R_{k+1}^d = 
\begin{bmatrix}
r_{11} & 0 & \cdots & 0 \\
0 & r_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & r_{mm}
\end{bmatrix}
\]  
(14)

\(r_{jj} = R_0/n_j\) \((j = 1, 2, \ldots m)\)  
(15)

Here, \(R_0\) is the basic covariance, whose value is determined by the sensor used, \(n_j\) is the number of measurement points in the neighborhood of \([x_{ij}^p, y_{ij}^p]^T\).

\[
\sum_{j=1}^n n_j = N
\]  
(16)

\(N\) is the total number of the measurement points.

We take \(h(X(k + 1), V_{k+1}^d)\) as the measurement model, and the measurement at time instant \(k + 1\) is denoted as:

\[
z_{d}(k + 1) = h(X(k + 1), V_{k+1}^d)
\]  
(17)

Here, \(z_{d}(k + 1)\) is assumed to be zero in the procedure of measurement update.

When we get the new measurement model, we can use it to update the state in the standard EKF. A single step of the EKF is described as below:

A. Motion Prediction

This step projects the state at time instant \(k\) to the state at time instant \(k + 1\).

\[
\hat{X}(k + 1|k) = f(\hat{X}(k|k), u(k), 0)
\]  
(18)

\[
P(k + 1|k) = FP(k|k)F^T + GQ_kG^T
\]  
(19)

where,

\[
F = \frac{\partial f}{\partial X}\bigg|_{X(k|k)} \quad \text{and} \quad G = \frac{\partial f}{\partial u}\bigg|_{u(k)}
\]

are the Jacobian matrices of the motion model with respect to the state \(X(k)\) and the input \(u\).

B. Measurement Update

This step updates the state \(X(k + 1)\) using measurement \(z_{d}(k + 1)\), rather than \(z(k + 1)\).

\[
\hat{X}(k + 1|k + 1) = \hat{X}(k + 1|k) + W(k + 1)\nu(k + 1)
\]  
(20)

\[
P(k + 1|k + 1) = P(k + 1|k) - W(k + 1)S(k + 1)W^T(k + 1)
\]  
(21)

where,

\[
\nu(k + 1) = z_{d}(k + 1) - h(\hat{X}(k + 1|k), 0)
\]  
(22)

\[
W(k + 1) = P(k + 1|k)H^T S^{-1}(k + 1)
\]  
(23)

\[
S(k + 1) = HP(k + 1|k)H^T + R_{k+1}
\]  
(24)
Here,
\[ H = \frac{\partial h}{\partial X} \hat{X}(k+1|k) \]
is the Jacobian matrix of the observation model with respect to the state \( X(k+1) \).

V. STATE ELIMINATION BASED ON EQUATION
CONSTRAINED KALMAN FILTER

A significant difference between SLASEM and conventional EKF-SLAM is that states in SLASEM are internal geometrically constrained, while no constraint exists in EKF-SLAM.

If the coordinate of a sample point could satisfy the polynomial that describes the contour, we say that the sample point satisfies the geometrical constraint of the contour. When removing redundant sample points, we should consider the geometrical constraint to make sure that the contour formed by the rest points has little changes compared with the previous contour. If the geometrical constraint is not considered before removing redundant sample points, there will be great differences between the shapes represented by the remaining points and the shapes before removing the redundant points. This means that the accuracy of the SEM is decreased.

![Fig. 2. Black pentagrams are the points describing a contour. Green cycles are the points updated from the black pentagrams after performing ECKF. Thin red solid line is fitted by using \{S1, S2, S3, S4, S5\}. Thick blue dashed line is fitted by using \{S2, S3, S4\}.](image)

We give an example here. Suppose sample points \{S1, S2, S3, S4, S5\} lie on a same wall as shown in Fig. 2. The polynomial that describes the contour is denoted by thin red solid line, which is fitted by using all the 5 sample points.

As shown in Fig. 2, if we eliminate points S1 and S5, the thick blue dashed line that is fitted by using points \{S2, S3, S4\} will have great changes compared to the curve fitted by using \{S1, S2, S3, S4, S5\}. It illustrates that if we have not consider the geometrical constraint when eliminating sample points, the curve fitted by the rest of the sample points would cause a wrong result of the contour. In this case, the rest of the sample points are not able to describe the contour effectively.

However, redundant sample points are desired to be eliminated to reduce the computational cost. And what we expect is that no matter which sample point is removed, the shape described by the rest sample points should not change too much.

In this section, we propose a method to eliminate sample points considering geometrical constraint. Before eliminating sample points, we firstly translate the constrained sample points set denoted by its mean \( \bar{X}(k+1|k) \) and covariance \( P(k+1|k+1) \) into free sample points set denoted by its mean \( \bar{X}^f(k+1|k+1) \) and covariance \( P^f(k+1|k+1) \) through equation constrained Kalman filter (ECKF) [22]. After that, we can eliminate the redundant sample points by removing their counterparts in \( \bar{X}^f(k+1|k+1) \) and \( P^f(k+1|k+1) \).

Suppose that there are too many sample points on a small segment of a contour, and we want to remove some of them to make the map more compact. First, we fit an IP \( p(x, y) = 0 \) using the sample points on a small segment. Then we linearize the IP at each sample point to get the linear form of the geometrical constraints as:

\[ DX(k+1) = d \] (25)

Note that fitting an IP here do not use the sample points on the whole contour, but the ones on a small segment. The reason is that the contour may hold a very complex shape, which cannot be fitted well with a low order IP. However, a small segment of the contour can be fitted well enough with a low order IP.

Using the following steps, the state with geometrical constraints is transformed into state without geometrical constraints.

\[ \hat{d}_k = D \bar{X}(k|k) \] (26)
\[ P^{dd}(k|k) = DP(k|k)D^T \] (27)
\[ P^{rd}(k|k) = P(k|k)D^T \] (28)
\[ K^P = P^{rd}(k|k)(P^{dd}(k|k))^{-1} \] (29)
\[ \bar{X}^P(k|k) = \bar{X}(k|k) + K^P_k(d - \bar{d}) \] (30)
\[ P^P(k|k) = P(k|k) - K_k^P P^{dd}(k|k) K_k^{PT} \] (31)

After the constrained state \( \bar{X}(k|k) \) and its covariance \( P(k|k) \) are transformed to unconstrained state \( \bar{X}^P(k|k) \) and its covariance \( P^P(k|k) \), we can eliminate the redundant sample points by removing their counterparts in \( \bar{X}^P(k|k) \) and \( P^P(k|k) \). Finally, we will use \( \bar{X}^P(k|k) \) and \( P^P(k|k) \) instead of \( \bar{X}(k|k) \) and \( P(k|k) \) for the next Kalman filter’s iteration.

VI. SIMULATION AND EXPERIMENTAL RESULTS

To validate the efficiency of the approach proposed in this paper, we have carried out a simulation and an indoor experiment.

A. Simulation Result

In the simulation, the mobile robot moves along the dark curve (nearly overlapped with the blue curve), while keeping observing the obstacle, as shown in Fig. 3 (a). The control noises are assumed to be Gaussian distributed ones with zero mean and covariance \( \text{diag}(v + 30\%)^2, (3^\circ)^2) \), where \( v \) denotes the current speed of the vehicle. The measurement
Fig. 3. Simulation Results. (a) The simulated environment and the map built by the proposed algorithm. Grey closed area denotes the obstacles. Red stars are the SEM built by our algorithm. Black curve denotes the estimated trajectory. The blue curve and the black one are nearly overlapped with each other. Green dashed line shows the odometry data. (b) The eight curves of the mean distance from the samples to their corresponding contour.

In this paper, we presented a SLAM algorithm, namely simultaneous localization and sampled environment mapping, which is applied in complex environment. This algorithm holds the same structure as conventional EKF-SLAM, except that it uses a SEM instead of a landmark map. In order to update the SEM, we have developed a new observation model by calculating the signed distance from the predicted sample points to the curve that is fitted with the measurements. To remove the redundant sample points, we have applied ECKF to translate the states with geometrical constraints into states without the constraints, then remove the redundant states as they are unconstrained. Finally, we have validated the efficiency of the proposed algorithm by a simulation and an indoor experiment.
Currently, the proposed algorithm cannot prohibit the inconsistency as shown in Fig. 5. In our future studies, we will apply corner constraint to the algorithm to improve its performance. We will also consider using the least samples to represent the map. The fewer the number of samples, the faster the algorithm will carry on.
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