On the graph labellings arising from phylogenetics
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1. Introduction

Throughout the article \( G \) is a non-oriented graph. We study a subset \( \tau(G) \) of the set of all labellings of edges of \( G \) by integers. It has a natural structure of a graded semigroup with edge-wise addition, see Section 2 for the definition. We call it the phylogenetic semigroup of \( G \), since the conditions on the labels come from phylogenetics. The first named author studied it in [3] as a generalisation of the polytope defining the Cavender–Farris–Neyman [13] model of a trivalent phylogenetic tree. This model was studied in many papers and is often called the 2-state statistical Jukes–Cantor model [3, 4, 14, 15]¹. This is the simplest group-based model. Hence the associated algebraic variety is a toric variety, see [15], and it is the projective spectrum of \( \mathbb{C}[\tau(G)] \). Its equations are calculated in [15], and its geometric
properties are examined in [4].

More recently Sturmfels and Xu [17] proved that given the number of leaves \( n \), the Jukes–Cantor model of a trivalent tree is a sagbi degeneration of the projective spectrum of the Cox ring of the blow-up of \( \mathbb{P}^{n-1} \) in \( n \) points. This variety is closely related to the moduli space of rank 2 quasi-parabolic vector bundles on \( \mathbb{P}^1 \) with \( n \) marked points.

Further work in this direction was done by Manon in [9, 10]. He used a sheaf of algebras over moduli spaces of genus \( g \) curves with \( n \) marked points coming from the conformal field theory. The case \( g = 0 \) is the construction of [17], thus Manon’s work generalises the Sturmfels–Xu construction. The semigroup algebras \( \mathbb{C}[\tau(\mathcal{S})] \) are the toric deformations of the algebras over the most special points in the moduli of curves in Manon’s construction. Here \( \mathcal{S} \) is the dual graph of the reducible curve represented by the special point.

Jeffrey and Weitsmann in [7] studied the moduli space of flat SU(2)-connections on a genus \( g \) Riemann surface. In their context a trivalent graph \( \mathcal{S} \) describes the geometry of the compact surface of genus \( g \) with \( n \) marked points. They considered a subset of \( \mathbb{Z} \)-labellings of the graph, which is exactly \( \tau(\mathcal{S})_d \), the \( d \)-th graded piece of \( \tau(\mathcal{S}) \). They proved that the number of elements in this set is equal to the number of Bohr–Sommerfeld fibres associated to \( \mathcal{L}^\otimes d \), where \( \mathcal{L} \) is a natural polarising line bundle on the moduli space. The Bohr–Sommerfeld fibres are also the central object of study in [7]. By the Verlinde formula [6, 18], the number of these fibres equals the dimension of the space of holomorphic sections of \( \mathcal{L}^\otimes d \). This number is the value of the Hilbert function of the toric model of a connected graph with first Betti number \( g \) and with \( n \) leaves, see [7, Theorem 8.3] and compare the conditions [7, (8.2a–c)] with Lemma 4.4 below.

Thanks to the Verlinde formula, which arises from mathematical physics, the Hilbert function of the semigroup algebra \( \mathbb{C}[\tau(\mathcal{S})] \) has significant meaning. In the case of trivalent trees it was used in [17] and studied by Sturmfels and Velasco in [16]. One of the features of this model is that the Hilbert function depends only on the combinatorial data [3, 4]. This phenomena fails to be true for other models, even group-based models [5, 8].

As a summary, three distinct areas of science lead to study of the same object of purely combinatorial nature: the phylogenetic semigroup of a graph. Firstly, it generalises the Cavender–Farris–Neyman model of a phylogenetic tree. Secondly, it is related to the moduli spaces of quasi-parabolic vector bundles and moduli spaces of marked curves. Finally, conformal field theory is interested in enumerating elements of the semigroup.

In this paper we are interested in the problem of determining the degrees of elements in the minimal set of generators of the semigroup \( \tau(\mathcal{S}) \). Originally this problem was suggested to us by Jarosław Wiśniewski and Bernd Sturmfels in a simplified version, where \( \mathcal{S} \) is trivalent. Thanks to a suggestion of a referee we extended the results to arbitrary graphs. First, we prove an upper bound for the degree of the generators in terms of first Betti number \( g \) of the graph \( \mathcal{S} \), see Section 3 for the proof.

**Theorem 1.1.**

Let \( \mathcal{S} \) be any graph with first Betti number \( g \). Any minimal generator of \( \tau(\mathcal{S}) \) has degree at most \( g + 1 \).

This result has been obtained in several special cases: for trivalent trees, i.e. \( g = 0 \), in [4], for arbitrary trees in [5], for trivalent graphs with \( g = 1 \) in [3].

Our second result shows that the upper bound of Theorem 1.1 is attained for certain graphs. We prove the theorem in Section 4 (see Example 4.9). See also Propositions 6.1 and 6.2 for extending the examples to graphs which are not trivalent, and with no loops.

**Theorem 1.2.**

Let \( g \) be even. There exists a graph \( \mathcal{S} \) with first Betti number \( g \) and an element \( \omega \in \tau(\mathcal{S}) \) of degree \( g + 1 \) which cannot be written as a non-trivial sum of two elements \( \omega = \omega' + \omega'' \) for \( \omega', \omega'' \in \tau(\mathcal{S}) \). Specifically, \( \mathcal{S} \) a \( g \)-caterpillar graph, see Figure 4, and \( \omega \) the labelling in Figure 7 is such an example.

When \( g \) is odd, for all trivalent graphs with first Betti number \( g = 3 \) the bound is attained, as proved in [3]. Also, there exist graphs with \( g = 3 \), such that the bound is sharp. The simplest of these is the 3-caterpillar graph; we illustrate an indecomposable degree 4 element in Section 6. The odd case follows from the even case, i.e. Theorem 1.2.
Corollary 1.3.
Let \( g \) be odd. There exists a graph \( S \) with first Betti number \( g \), and an element \( \omega \in \tau(S) \) of degree \( g \) which cannot be written as a non-trivial sum of two elements in \( \tau(S) \). Specifically, \( S \) can be taken as the \( g \)-caterpillar graph.

It remains to address the case when \( g \) is an odd integer greater than 3. It is natural to expect that when \( G \) is the \( g \)-caterpillar, then there exists an indecomposable element in \( \tau(G) \) of degree \( g + 1 \). This, however, is false.

Theorem 1.4.
Suppose \( G \) is the \( g \)-caterpillar graph and \( \omega \in \tau(G) \) is an element of even degree \( d \geq 6 \). Then \( \omega = \omega' + \omega'' \) for some non-zero \( \omega', \omega'' \in \tau(G) \).

In summary, the maximal degree of generators of the semigroup for the \( g \)-caterpillar graph is as follows.

Corollary 1.5.
Let \( G \) be a \( g \)-caterpillar graph. Then the semigroup \( \tau(G) \) is generated in degree

\[
\begin{cases} 
  g + 1 & \text{if } g \text{ is even or } g \in \{1, 3\}, \\
  g & \text{if } g \text{ is odd and } g \geq 5.
\end{cases}
\]

Contrary to the case of the \( g \)-caterpillar graph, the conclusion of Theorem 1.4 is false for some other graphs. In Section 6 we present an indecomposable element of degree 6 on a graph with first Betti number 6. However, we do not know if there exist a graph \( S \) with odd first Betti number \( g \geq 5 \) such that \( \tau(S) \) has a minimal generator of degree \( g + 1 \).

A complete description of the generators of \( \tau(S) \) is known for trivalent trees [4] and for trivalent graphs with first Betti number 1 [3]. We conclude by presenting results of some computational experiments. Namely, we list all the generators of \( \tau(S) \) when \( g \leq 4 \), and enumerate these generators when \( g = 5 \).

2. Semigroup associated with a graph

In this section we generalise the construction of \( \tau(S) \) introduced for trivalent graphs in [3].

Definition 2.1.
A graph \( S \) is a set \( V = V(S) \) of vertices and a set \( E = E(S) \) of edges, which we identify with pairs of vertices. We allow \( S \) to have loops or parallel edges. A graph is trivalent if every vertex has valency one or three. A vertex with valency one is called a leaf and an edge incident to a leaf is called a leaf edge. A vertex that is not a leaf is called an inner vertex. The set of inner vertices is denoted \( N = N(S) \).

A path is a sequence of pairwise distinct edges \( e_0, \ldots, e_m \) with \( e_i \cap e_{i+1} \neq \emptyset \) for all \( i \in \{0, \ldots, m-1\} \), such that either both \( e_0 \) and \( e_m \) contain a leaf, or \( e_0 \cap e_m \neq \emptyset \). In the latter case, the path is called a cycle. A cycle of length one is a loop. A graph with no cycles is a tree. Two paths are disjoint if they have no common edge. A network is a union of pairwise disjoint paths. For consistency we say that the empty set is also a network. An edge which is contained in a cycle is called a cycle edge. First Betti number of a graph is the minimal number of cuts that would make the graph into a tree.

Remark 2.2.
Given the origins of the problem it is tempting to say genus of the graph instead of first Betti number. However, this is inconsistent with the graph theory notation, where genus of a graph is the smallest genus of a surface such that the graph can be embedded into that surface.
**Definition 2.3.**
Given a graph $G$ let $ZE = \bigoplus_{e \in E} Z \cdot e$ be the lattice spanned by $E$, and $ZE^\vee = \text{Hom}(ZE, \mathbb{Z})$ be its dual. Elements of the lattice $ZE$ are formal linear combinations of the edges, thus $E$ forms the standard basis of $ZE$. The dual lattice $ZE^\vee$ comes with the dual basis $\{e^*\}_{e \in E}$. We define
\[
M = \left\{ u \in ZE : \text{ for all } v \in \mathbb{N}, \sum_{e \ni v} e^*(u) \in 2\mathbb{Z} \right\}.
\]
Then the graded lattice of the graph, with the degree map, is $M^\theta = Z \oplus M$, $\deg : M^\theta \to Z \oplus M \to Z$, given by the projection onto the first summand.

**Definition 2.4.**
Given a tree $T$, the phylogenetic polytope $P(T)$ on $T$ is
\[
P(T) = \text{conv}\left\{ \sum_{e \in E} a_e e \in M : a_e \in \{0, 1\} \right\}.
\]
That is points in $P(T) \cap M$ correspond to networks on $T$. The phylogenetic semigroup $\tau(T)$ on $T$ is
\[
\tau(T) = \text{cone}\left\{ \{1\} \times P(T) \right\} \cap M^\theta.
\]
The definition of the phylogenetic polytope on a tree corresponds to the definition of the polytope of the 2-state Jukes–Cantor binary model in [11], and in a different language in [15]. The phylogenetic semigroup on a tree is the semigroup associated to the phylogenetic polytope.

To a given graph $\mathcal{G}$ with first Betti number $g$ we associate a tree $T$ with $g$ distinguished pairs of leaf edges. This procedure can be described inductively on $g$. If $g = 0$, then the graph is a tree with no distinguished pairs of leaf edges. For $g > 0$ we choose a cycle edge $e$. We divide $e$ into two edges $e$ and $\overline{e}$, adding two vertices $l$ and $\overline{l}$ of valency 1. The edges $e$ and $\overline{e}$ form a distinguished pair of leaf edges, see Figure 1. This procedure decreases the first Betti number by one and increases the number of distinguished pairs by one. Note that usually the resulting tree with distinguished pairs of leaf edges is not unique, however a tree with distinguished pairs of leaf edges encodes precisely one graph and the following definition does not depend on the resulting tree.

**Figure 1.** One step in the procedure of “cutting” a graph.

- $e$  
- $\overline{e}$

**Definition 2.5.**
Let $\mathcal{G}$ be a graph. Let $T$ be the associated tree with a set of distinguished pairs of leaves $\{(e_i, \overline{e}_i)\}$. We define the phylogenetic semigroup on $\mathcal{G}$ as
\[
\tau(\mathcal{G}) = \tau(T) \cap \bigcap_i \text{Ker}(e_i^* - \overline{e}_i^*).
\]
In other words, the labelling on the $e_i$ is identical to one on $\overline{e}_i$, and thus the labelling descents to a labelling of $\mathcal{G}$. Thus $\tau(\mathcal{G})$ is canonically embedded in $M^\theta(T)$. We identify paths and networks in $\mathcal{G}$ as in Definition 2.1 with elements of the lattice $M$ and replace union in $E$ with sum in the group $M \subset ZE$. Under this identification, the networks correspond precisely to the degree one elements in $\tau(\mathcal{G})$. More precisely, we define:
Definition 2.6.
A network in the graded lattice $M^n$ is a pair $\omega = (1, a) \in M^n$ where $a \in M$ is a network.

3. The upper bound

The goal of this section is to prove Theorem 1.1. We proceed in three steps. First we recall the result of [5, Proposition 3.12] which gives Theorem 1.1 in case $g = 0$: if $\mathcal{T}$ is a tree, the phylogenetic polytope $P(\mathcal{T})$ is normal, meaning that any lattice point in the rescaling $nP$ can be obtained as a sum of $n$ lattice points in $P$ (usually not in a unique way). This implies that the semigroup $\tau(\mathcal{T})$ is generated by $\tau(\mathcal{T})_1$.

Corollary 3.1.
Let $\mathcal{T}$ be a tree. Every $\omega \in \tau(\mathcal{T})_d$ can be expressed as $\omega = \omega_1 + \cdots + \omega_d$, where each $\omega_i \in \tau(\mathcal{T})_1$ is a network.

In the second step, we represent a graph $\mathcal{G}$ with first Betti number $g$ as a tree $\mathcal{T}$ together with $g$ distinguished pairs of leaf edges, that are "glued" together. For an element $\omega \in \tau(\mathcal{T})$ we consider the decomposition of the corresponding element in $\tau(\mathcal{T})$ into a sum of degree 1 elements of $\tau(\mathcal{T})$. To each such decomposition we assign a matrix with entries in $\{-1, 0, 1\}$. Since the decomposition is not unique, we study how simple modifications of the decomposition affect the matrix. Finally, we apply a sequence of these modifications to the matrix to prove that any sufficiently high degree element of $\tau(\mathcal{G})$ decomposes.

3.1. Matrix associated to a decomposition of a lifted element

Let $\mathcal{G}$ be a graph with first Betti number $g$ and $\mathcal{T}$ the associated tree with $g$ distinguished pairs of leaf edges. There is a one-to-one correspondence between elements of $\tau(\mathcal{G})$ and the elements of $\tau(\mathcal{T})$ that assign the same value to the leaf edges in each distinguished pair. Thus we have the natural inclusion $\tau(\mathcal{G}) \subseteq \tau(\mathcal{T})$. See [3, Sections 2.2, 2.3] for a more geometric interpretation of this inclusion.

Let $\omega$ be an element of $\tau(\mathcal{G})$. By Corollary 3.1, in the semigroup $\tau(\mathcal{T})$ there exists a decomposition $\omega = \omega_1 + \cdots + \omega_{\deg \omega}$, where $\omega_i \in \tau(\mathcal{T})_1$. Let $\Omega = (\omega_1, \ldots, \omega_{\deg \omega})$ and consider the matrix $B_\Omega$ with $\deg \omega$ rows and $g$ columns indexed by pairs of distinguished leaf edges. The entry in the $i$-th row and column indexed by a pair of distinguished leaf edges $(g, \pi)$ is $e^*(\omega_i) - e^*(\omega_j)$. Thus, since $\omega_j$ is a network $e^*(\omega_j) \in \{0, 1\}$ for any edge, entries of $B_\Omega$ are only $-1$, $0$ or $1$.

The matrix $B_\Omega$ depends on the tree $\mathcal{T}$ and on the decomposition of $\omega$ into the sum of degree one elements. An entry of $B_\Omega$ is zero when the corresponding network is compatible on the corresponding distinguished pair of leaf edges. Our aim is to decompose any element $\omega$ with $\deg \omega > g + 1$ in $\tau(\mathcal{G})$. This means that we are looking for decompositions in $\tau(\mathcal{T})$ that are compatible on the distinguished pairs of leaf edges. Hence, it is natural to consider matrices with as many zero entries as possible.

Lemma 3.2.
Let $\omega$ be an element of $\tau(\mathcal{T})$. Let $\omega = \omega_1 + \cdots + \omega_{\deg \omega}$ be a decomposition of $\omega$ into networks. Let $B_\Omega$ be the matrix with $\deg \omega$ rows corresponding to the decomposition. For any subset of indices $\{j_1, \ldots, j_p\} \subseteq \{1, \ldots, \deg \omega\}$ the following conditions are equivalent:

(i) the element $\omega_{j_1} + \cdots + \omega_{j_p}$ is in $\tau(\mathcal{G})$;
(ii) in each column of $B_\Omega$ the sum of entries in rows $j_1, \ldots, j_p$ is equal to zero.

Even if we start from a decomposable $\omega$ the associated matrix might not have this property; it depends upon the choice of decomposition of $\omega$ in $\tau(\mathcal{T})$. The following lemma shows how to change this decomposition in order to obtain a matrix with the required property.
Lemma 3.3.  
Let $\omega$ be an element of $\tau(\mathcal{T})$. Let us choose a decomposition $\Omega$ of $\omega$ that gives a matrix $B_\Omega$, with as many zeros as possible. Let us choose two entries in the matrix $B_\Omega$ that are in the same column indexed by $(e_1, e_2)$. Suppose they are equal respectively, to $1$ and $-1$. There exists a decomposition $\Omega'$ of $\omega$ that yields a matrix $B_{\Omega'}$ the same as $B_\Omega$, except for those two entries, which are interchanged.

Proof. Let $\omega = \omega_1 + \cdots + \omega_\log\omega$ be the given decomposition. Without loss of generality we may assume that the entries are in the first and second row. Hence $\omega_1$ associates to the edges $e_1$ and $e_2$ values $0$ and $1$ respectively, and similarly $\omega_2$ associates $1$ and $0$.

To facilitate modifications of networks, we introduce the group of networks, following [12, Definition 4.1]. The elements are networks, and the group addition is modulo $2$, that is an edge is in the sum if and only if it is in exactly one of the summands. Formally:

**Notation 3.4.**
The group of networks is the subset of

$$\mathcal{Z}_2\mathcal{E} = \bigoplus_{e \in \mathcal{E}} \mathbb{Z}_2 \cdot e$$

such that a formal sum $e_1 + e_2 + \cdots + e_k \in \mathcal{Z}_2\mathcal{E}$ is in the group of networks if and only if $\{e_1, e_2, \ldots, e_k\}$ is a network. Note that this subset forms a subgroup of $\mathcal{Z}_2\mathcal{E}$.

Let $S$ be the set of all edges of the tree $\mathcal{T}$ on which the networks $\omega_1$ and $\omega_2$ disagree. $S$ is a network and in fact $S = \omega_1 + \omega_2$ (sum in the group of networks). Later we will replace $S$ with other networks.

Our aim is to construct a network $b \subset S$ which realises the swapping of entries in the following sense. For networks $\omega'_1 = \omega_1 + b$ and $\omega'_2 = \omega_2 + b$ (the sums in the group of networks), the new factorisation given by $\omega = \omega'_1 + \omega'_2 = \omega_2 + \omega_2 + \cdots + \omega_\log\omega$ (the sum is in $\tau(\mathcal{T})$) interchanges the two entries as desired. The network $b$ will consist of paths $(p_1, p_2, p_3, \ldots)$, which we construct inductively. Define $p_1$ be any path contained in $S$ starting at $\tau_1$. It is possible as all inner vertices are adjacent to an even number of edges from $S$. Next, we replace $S$ by $S + p_1$ (sum in the group of networks).

Suppose that we have constructed a sequence of paths $p_1, \ldots, p_{m-1}$ for $m > 1$, where the first edge of $p_i$ is $\tau_i$, the last is $e_{i+1}$, and $(e_i, \tau_i)$ is a distinguished pair for all $i \in \{1, \ldots, m-1\}$. After each inductive step, if $p_m$ is constructed we will replace $S$ by $S + p_m$, where the sum is taken in the group of networks.

Let us notice that the constructed paths are distinct, as each time we remove the edges of paths from $S$. In particular, the construction terminates.

We define a network $b \subset S$ to be the union of paths $(p_1, \ldots, p_{m-1})$. We use it to define two new networks $\omega'_1$ and $\omega'_2$. Namely, $\omega'_1 = \omega_1 + b$, where the sum is taken in the group of networks. In other words, $\omega'_1$ (resp. $\omega'_2$) coincides with $\omega_1$ (resp. $\omega_2$) on all edges apart from those belonging to the network $b$. On the latter ones $\omega'_1$ (resp. $\omega'_2$) is a negation of $\omega_1$ (resp. $\omega_2$), hence coincides with $\omega_2$ (resp. $\omega_1$). In particular, $\omega_1 + \omega_2 = \omega'_1 + \omega'_2$, where this time the sum is taken in $\tau(\mathcal{T})$.

We get a decomposition $\Omega' = (\omega_1', \omega_2', \omega_3, \ldots, \omega_\log\omega')$ with $\omega = \sum \Omega'$ and the associated matrix $B_{\Omega'}$. We claim that it exchanges the two chosen entries equal to $1$ and $-1$. 


Consider each distinguished pair of leaf edges through which we passed during our construction of \((p_1, \ldots, p_{n-1})\). If we did not stop at a pair \((l_1, l_2)\) each network \(\omega_1\) and \(\omega_2\) assigns the same value to \(l_1\) and \(l_2\) — otherwise we would have stopped because of case ii. On these leaf edges \(\omega_1\) and \(\omega_2\) agree with \(\omega_2\) and \(\omega_1\) respectively. Hence, they also assign the same value to \(l_1\) and \(l_2\). In particular, both \(B_\Omega\) and \(B_\Omega'\) have zeros in the first two rows in the column indexed by \((l_1, l_2)\). In fact, the only four entries on which \(B_\Omega\) and \(B_\Omega'\) might possibly differ are the entries in first two rows in the columns indexed by \((e_1, \pi)\) or \((e_\omega, \pi_\omega)\), where \(p_n\) is the last path.

Suppose the construction stopped in i. Then the last leaf edge is not paired, hence we change only entries in the column indexed by \((e_1, \pi)\). Since both \(\omega_1\) and \(\omega_2\) agree on \(e_1\) and \(\pi\), we have that \(B_\Omega\) has two zeros, whereas \(B_\Omega\) had 1 and \(-1\). This contradicts the assumption that \(B_\Omega\) has as many zeroes as possible.

Now suppose the construction terminated in case ii. Consider two sub-cases.

1) The edges \(e_\omega \neq e_1\) are distinct. We exclude this case. We change four entries in two columns. The two entries in the column indexed by \((e_1, \pi)\) are changed from 1 and \(-1\) to zero. We know that matrix \(B_\Omega\) has at most as many zero entries as \(B_\Omega\). Hence the two entries in the column indexed by \((e_\omega, \pi_\omega)\) must be changed from two zeros to two non-zeros. Having two zeros in \(B_\Omega\) in those entries contradicts the assumptions of case ii.

2) The edges \(e_\omega = e_1\) are equal. In this case \(\pi_\omega = \pi\), so we only exchange two entries in the column indexed by \((e_1, \pi)\). This means that we have exchanged 1 and \(-1\), which proves the lemma.

**Proof of Theorem 1.1.** Consider an element \(\omega\) of degree \(\deg \omega > g + 1\) in \(\tau(\Sigma)\) and a tree \(T\) associated with the graph \(\Sigma\). Let us choose a decomposition \(\Omega\) of \(\omega\) in \(\tau(T)\), so that the associated matrix \(B_\Omega\) has as many zero entries as possible. We find a subset of rows of the matrix \(B_\Omega\) such that the sum of entries in each column is even as follows. Reduce the entries of \(B_\Omega\) modulo 2 obtaining the matrix \(C_\Omega\) with entries from \(\mathbb{Z}_2\). We think of rows of \(C_\omega\) as vectors of the \(g\)-dimensional vector space over the field \(\mathbb{Z}_2\). We have \(\deg \omega > g + 1\) such vectors. Hence we can find a strict subset of linearly dependent vectors. As we work over \(\mathbb{Z}_2\) there exists a strict subset of these vectors summing to 0. The same subset \(R\) of rows in matrix \(B_\Omega\) sums to even numbers in each column.

Since \(\omega \in \tau(\Sigma)\), the sum of entries in each column of the matrix \(B_\Omega\) is zero. Suppose the sum of entries in the rows from \(R\) is non-zero in a column. Using Lemma 3.3 we exchange the entries, changing the sum by 2 until it is equal to zero. This way we get a decomposition \(\Omega'\) of \(\omega\) such that the rows from \(R\) sum to zero in each column. By Lemma 3.2 the sum of networks corresponding to rows from \(R\) is in \(\tau(\Sigma)\). The sum of the remaining networks is also in \(\tau(\Sigma)\). We have obtained a non-trivial decomposition of \(\omega\).

4. The upper bound is sharp for even \(g\)

In this section we show that if \(g\) is even, the bound \(g + 1\) is sharp for a caterpillar graph with \(g\) loops. More generally to construct high degree indecomposable elements it suffices to consider trivalent graphs.

**Lemma 4.1.**

Let \(\Sigma\) be a graph with first Betti number \(g\) and phylogenetic semigroup generated in degree \(n\). There exists a trivalent graph \(\Sigma'\) with first Betti number \(g\) and phylogenetic semigroup generated in degree \(\geq n\).

**Proof.** We construct \(\Sigma'\) from \(\Sigma\). Choose an inner vertex \(v\) of \(\Sigma\) that is not trivalent. Replace \(v\) by \(v'\) and \(v''\) together with a new edge between them, let two edges incident to \(v\) be incident to \(v'\) and the rest of the edges incident to \(v\) be incident to \(v''\). After a finite number of replacements we get a trivalent graph \(\Sigma'\), because \(\text{valency}(v') < \text{valency}(v)\) and \(\text{valency}(v'') < \text{valency}(v)\).

Now consider a tree \(T\) with \(g\) distinguished pairs of leaf edges associated to \(\Sigma\) that is attained by dividing edges \(e_1, e_2, \ldots, e_g\) into two. Dividing exactly the same edges \(e_1, e_2, \ldots, e_g\) into two in \(\Sigma'\) gives a tree \(T'\) with \(g\) distinguished pairs of leaf edges associated to \(\Sigma'\). As \(\tau(T)\) and \(\tau(T')\) are normal, the semigroup \(\tau(T)\) is a coordinate projection of the semigroup \(\tau(T')\) that forgets coordinates corresponding to new edges. Hence the semigroup \(\tau(\Sigma)\) is a coordinate projection of the semigroup \(\tau(\Sigma')\) and projections of generators of \(\tau(\Sigma')\) generate \(\tau(\Sigma)\).
4.1. Trivalent graphs

We introduce notation and definitions specific to trivalent graphs useful for constructing high degree indecomposable elements.

**Notation 4.2.**
We denote the elements of the lattice \( Z^E \) dual to the edges meeting at the inner vertex \( v \)

\[
 a_v = (i_v(e_1))^*, \quad b_v = (i_v(e_2))^*, \quad c_v = (i_v(e_3))^*,
\]

where \( \{e_1, e_2, e_3\} \) are the edges of \( G \) and \( i_v: G \rightarrow \mathbb{S} \) is a map which is locally an embedding and sends the central vertex of \( G \) to \( v \), see Figures 2 and 5.

**Figure 2.** A graph with four vertices \( t, u, v, w \) with \( a, b, c \) indicated for each vertex.

**Figure 3.** An element \( \omega \in \tau(G) \) with \( \deg \omega = 4 \), together with values of degrees at each inner vertex. Thus \( a_t(\omega) = b_t(\omega) = 3, c_t(\omega) = b_u(\omega) = 2 \), etc.

Given an element \( \omega \) in either \( Z^E, M, \) or \( M^p \), each of \( a_v, b_v, c_v \in Z^E \) measures the coefficient of \( \omega \) at an edge incident to \( v \).

**Definition 4.3.**
The degree of \( \omega \in M^p \) at an inner vertex \( v \in \mathbb{N} \) is

\[
\deg_v \omega = \frac{a_v(\omega) + b_v(\omega) + c_v(\omega)}{2},
\]

see Figure 3 for an illustrative example.

Following [3, Definition 2.18 and Lemma 2.23] we give the inequality description of phylogenetic semigroups for trivalent graphs.

**Lemma 4.4.**
For a trivalent graph \( G \) the phylogenetic semigroup \( \tau(G) \) on \( G \) is the set of elements \( \omega \) satisfying the following conditions:
parity condition: $\omega \in M^\text{ir}$,

non-negativity condition: $e^*(\omega) \geq 0$ for any $e \in \mathcal{E}$,

degree inequalities: $\deg \omega \geq \deg_v \omega$ for any $v \in \mathcal{N}$.

The triangle inequalities $[\triangle]$ are symmetric and do not depend on the embedding $i_v$.

**Remark 4.5.**
If every edge of $\mathcal{S}$ contains at least one inner vertex, then the inequalities above imply $\deg \omega \geq e^*(\omega)$ for all edges. On the other hand, in the degenerate cases where one of the connected components of $\mathcal{S}$ consists of one edge only, for consistency the inequality $\deg \omega \geq e^*(\omega)$ should be included in Lemma 4.4. However, we will not consider these degenerate cases here.

### 4.2. Loops, caterpillar graphs, and local paths

Assume $\mathcal{S}$ is trivalent. We investigate the influence of loops in the graph $\mathcal{S}$ on the semigroup $\tau(\mathcal{S})$, particularly on the parity condition. Then we define the $g$-caterpillar graph and apply the conditions coming from loops to this case. Finally, we define an element of the phylogenetic semigroup and we prove it is indecomposable.

**Example 4.6.**
Let $a \in \mathcal{E}$ be a loop with unique vertex $v_0 \in a$. There is exactly one edge $e_a$, other than $a$, such that $v_0 \in e_a$. Loops force parity of the label on $e_a$, that is if $\omega \in M$ then $e^*_a(\omega)$ is even. It is a straightforward consequence of the parity condition $[\heartsuit \spadesuit]$, or the definition of $M$ in the neighbourhood of $v_0$.

The trivalent graph obtained from the caterpillar tree with $g + 1$ leaves by attaching a loop to all but one leaf (the leftmost one) is called the $g$-caterpillar graph, see Figure 4.

**Figure 4.** The $g$-caterpillar graph.

**Example 4.7.**
Let $\mathcal{S}$ be the $g$-caterpillar graph and $\omega \in \mathbb{Z}\mathcal{E}$. The parity condition $[\heartsuit \spadesuit]$ on the $g$-caterpillar graph can be seen as a requirement of parity at each edge which is not a loop. That is $\omega \in M$ if and only if $e^*(\omega)$ is even on every edge $e$ other than loops.

The conditions defining $\tau(\mathcal{S})$ imply that every element $\omega \in \tau(\mathcal{S})$ decomposes locally in a unique way into paths around any vertex. This means that there exist non-negative integers $x_v, y_v, z_v$ related to $a_v, b_v, c_v$ as in Figure 5 such that $\deg \omega \geq x_v + y_v + z_v$, see [3, Section 2.4] for more details. In the case of the $g$-caterpillar graph we denote the local paths at an inner vertex $v$ on the horizontal line straight ($z_v$), left ($y_v$) and right ($x_v$) paths, see Figure 6. A consequence of Example 4.7 in terms of the local paths is the following.
Corollary 4.8.
Let $\mathcal{G}$ be a $g$-caterpillar graph, $\omega \in \tau(\mathcal{G})$, $v$ a vertex not on a loop. Then

- if $\deg_v \omega$ is even, $x_v(\omega), y_v(\omega), z_v(\omega)$ are all even,
- if $\deg_v \omega$ is odd, $x_v(\omega), y_v(\omega), z_v(\omega)$ are all odd.

In particular, $\deg_v \omega \neq 1$.

Example 4.9.
Suppose $g = 2k$ is even, and let $\mathcal{G}$ be the $g$-caterpillar graph. The element $\omega$ defined on Figure 7 is indecomposable.

Proof. We begin the proof by explaining the local decomposition of $\omega$. Starting from the left-most inner vertex of the caterpillar tree we have

1. $2k - 1$ left, 1 right, 1 straight paths
2. $2k - 2$ right, 2 left paths
For this proof we fix the following notation. At each vertex choose an embedding of the tripod so that \(\tau\) of \(G\) be an element of even degree at least 6. Then \(\omega\) can be decomposed into degree 2 and \(\deg \omega - 2\) elements.

\begin{align}
\Delta - 2 & \geq \deg \omega' = \deg \omega - \deg \omega'. \quad (1)
\end{align}

Note that if \(\deg \omega' = 2\), or equivalently, if \(\omega'\) is constructed using two local paths at \(v\), then (1) is automatically fulfilled. First we define the labels of \(\omega'\) on the caterpillar tree, ignoring the labels on the loops for a while. We define them inductively from left to right using local paths, in such a way that the following condition holds for every inner vertex \(v\) of the caterpillar tree

\begin{align}
b_v(\omega') = \begin{cases} 0 & \text{if } b_v(\omega) < d/2, \\
2 & \text{if } b_v(\omega) > d/2, \\
0 \text{ or } 2 & \text{otherwise.} \end{cases} \quad (2)
\end{align}
First we define $\omega'$ for the left-most edge $e$,

$$e^*(\omega') = \begin{cases} 
0 & \text{if } e^*(\omega) \leq d/2, \\
2 & \text{otherwise}.
\end{cases}$$

We need to prove that at every step there is enough of local paths in $\omega$ to fulfill conditions (1) and (2). There are six cases depending on the value of $\omega'$ on the previous edge and the value of $\omega$ on the current one.

i. If $a_s(\omega') = 2$ and $b_s(\omega) > d/2$, then we have to prove that $\omega$ has at least two straight paths at $v$, since we need $b_s(\omega') = 2$. The condition (2) gives $a_s(\omega) \geq d/2$, and

$$\# \text{straight} = x_s(\omega) = \frac{a_s(\omega) + b_s(\omega) - c_s(\omega)}{2} > \frac{d}{2} - \frac{c_s(\omega)}{2} > 0,$$

where the last inequality holds because of

$$2d \geq a_s(\omega) + b_s(\omega) + c_s(\omega) > \frac{d}{2} + \frac{d}{2} + c_s(\omega) = d + c_s(\omega).$$

As $d$ and $c_s(\omega)$ are both even, we conclude that $\omega$ has at least two straight paths at $v$.

ii. If $a_s(\omega') = 2$ and $b_s(\omega) = d/2$, then we have to prove that $\omega$ has either at least two straight paths or at least two left paths at $v$, since we need either $b_s(\omega') = 2$ or $b_s(\omega') = 0$. The condition (2) gives $a_s(\omega) \geq d/2$, and

$$\# \text{straight} + \# \text{left} = x_s(\omega) + y_s(\omega) = a_s(\omega) \geq \frac{d}{2} \geq 3.$$

iii. If $a_s(\omega') = 2$ and $b_s(\omega) < d/2$, then we have to prove that $\omega$ has at least two left paths at $v$, since we need $b_s(\omega') = 0$. The condition (2) gives $a_s(\omega) \geq d/2$, and thus $a_s(\omega) - b_s(\omega) > 0$. By the triangle inequalities $[\Delta]$ we have

$$\# \text{left} = y_s(\omega) = \frac{c_s(\omega) + a_s(\omega) - b_s(\omega)}{2} \geq \frac{a_s(\omega) - b_s(\omega)}{2} + \frac{|a_s(\omega) - b_s(\omega)|}{2} = a_s(\omega) - b_s(\omega) \geq 1.$$ 

As $a_s(\omega)$ and $b_s(\omega)$ are both even, we conclude that $\omega$ has at least two left paths at $v$.

iv. If $a_s(\omega') = 0$ and $b_s(\omega) > d/2$, then we have to prove that $\omega$ has at least two right paths at $v$, since we need $b_s(\omega') = 2$. The condition (2) gives $a_s(\omega) \leq d/2$, and thus $b_s(\omega) - a_s(\omega) > 0$. Again, by the triangle inequalities $[\Delta]$ we have

$$\# \text{right} = x_s(\omega) = \frac{c_s(\omega) + b_s(\omega) - a_s(\omega)}{2} \geq \frac{b_s(\omega) - a_s(\omega)}{2} + \frac{|b_s(\omega) - a_s(\omega)|}{2} = b_s(\omega) - a_s(\omega) \geq 1.$$ 

v. If $a_s(\omega') = 0$ and $b_s(\omega) = d/2$, we have to prove that either $\deg_v \omega \leq d - 2$ or $\omega$ has two right paths at $v$, since we need either $b_s(\omega') = 0$ or $b_s(\omega') = 2$. If $\deg_v \omega \geq d - 1$, using the condition (2) gives

$$\# \text{right} = x_s(\omega) = \frac{b_s(\omega) + c_s(\omega) - a_s(\omega)}{2} = \deg_v \omega - a_s(\omega) \geq d - 1 - \frac{d}{2} \geq 2.$$ 

vi. If $a_s(\omega') = 0$ and $b_s(\omega) < d/2$, then we have to prove that $\deg_v \omega \leq d - 2$, since we need $b_s(\omega') = 0$. The condition (2) gives $a_s(\omega) \leq d/2$, and thus $a_s(\omega) + b_s(\omega) \leq d - 1$. As $a_s(\omega)$ and $b_s(\omega)$ are both even, we even have $a_s(\omega) + b_s(\omega) \leq d - 2$. Using this and the triangle inequalities $[\Delta]$, we get the desired inequality

$$2 \deg_v \omega = a_s(\omega) + b_s(\omega) + c_s(\omega) \leq d - 2 + c_s(\omega) \leq d - 2 + a_s(\omega) + b_s(\omega) \leq 2d - 4.$$
Note that we use \(d \geq 6\) only in cases with \(b = d/2\), i.e., cases ii and v. It remains to suitably define the labels of \(\omega'\) on the loops. Fix a loop \(o\). In the local decomposition of \(\omega\) at the vertex \(v_o\) some of the local paths come in pairs: There are \(e^*_e(\omega)/2\) loops with 2 on the adjacent edge and 1 on the loop; there are \(e^*(\omega) - e^*_e(\omega)/2\) single loops with 0 on the adjacent edge and 1 on the loop.

If \(e^*_e(\omega') = 2\) then \(e^*_e(\omega) \geq 2\), and there is at least one loop with 2 on the adjacent edge in the local decomposition of \(\omega\). Set \(e^*(\omega') = 1\). Otherwise \(e^*_e(\omega') = 0\) by the construction above. This implies together with the Remark 4.5 that \(e^*_e(\omega) \leq d - 2\). Hence the number of single loops

\[
\left( e^* - \frac{e^*_e}{2} \right) (\omega) = \deg_{v_o} \omega - e^*_e(\omega) \geq \deg_{v_o} \omega - d + 2,
\]

and we define

\[
e^*(\omega') = \max \left\{ \deg_{v_o} \omega - d + 2, 0 \right\}.
\]

Finally we check that the condition (1) is fulfilled.

\[
\deg_{v_o} \omega - \deg_{v_o} \omega' \leq \deg_{v_o} \omega - (\deg_{v_o} \omega - d + 2) \leq d - 2.
\]

This completes the proof.

6. Examples on small graphs

We conclude the article with some examples of indecomposable elements for special cases of graphs with small first Betti number \(g\).

**Figure 8.** An indecomposable element of degree 4 on the 3-caterpillar graph.

**Figure 9.** An indecomposable element of degree 6 on a graph with 6 loops and two leaves.

**Figure 10.** An indecomposable element as in Figure 8 adapted to a graph with no loops and with vertices of high valency.
The example on Figure 8 is an indecomposable element of degree 4 on the 3-caterpillar graph. It shows that our bound $d \geq 6$ in Theorem 1.4 is necessary, and also proves that, in the case $g = 3$, the upper bound of Theorem 1.1 is attained.

On Figure 9 there is a degree 6 indecomposable element on a graph with 6 loops and one leaf. This shows that our decomposition Theorem 1.4 does not work on this non-caterpillar graph.

### Table 1. Generators of phylogenetic semigroup of $g$-caterpillar graph.

| $g = 1$ | $g = 4$ and $d \leq 2$ | $g = 4$, $d = 4$ | $g = 4$ and $d = 5$ |
|--------|----------------|--------------|---------------|
| $d$   | generator # | $d$ | generator # | $d$ | generator # | $d$ | generator # |
| 1     | (0) 2       | 1   | (0, 0, 0, 0, 0, 0) 16   | 4   | (0, 2, 2, 2, 2, 2) 27   | 5   | (2, 2, 2, 2, 2, 2) 32   |
| 2     | (2) 1       | 2   | (0, 0, 0, 0, 0) 10   | 4   | (0, 2, 2, 2, 4) 27   | 5   | (4, 2, 2, 2, 2) 64   |
|       |             | 2   | (0, 0, 0, 0) 10   | 4   | (0, 4, 2, 2, 2) 27   | 5   | (4, 4, 2, 2, 2) 16   |
| $g = 2$ | generator # | $d$ | generator # | $d$ | generator # | $d$ | generator # |
| 1     | (0, 0) 4    | 1   | (0, 2, 2, 0) 6   | 4   | (2, 2, 2, 2, 2) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (0, 2, 2) 1  | 2   | (0, 2, 2, 2, 0) 6   | 4   | (2, 0, 2, 2, 2) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (2, 0, 2) 3  | 2   | (0, 2, 0, 2, 0, 0) 6   | 4   | (2, 0, 2, 2, 2) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (2, 2, 0) 6  | 2   | (2, 0, 2, 0, 2) 27   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 3     | (2, 2, 2) 4  | 3   | (2, 0, 2, 2, 0, 0) 6   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| $g = 3$ | generator # | $d$ | generator # | $d$ | generator # | $d$ | generator # |
| 1     | (0, 0, 0, 0, 0) 8   | 1   | (0, 2, 2, 2, 0, 0) 6   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (0, 0, 2, 2, 0) 3   | 2   | (2, 0, 2, 0, 0, 0) 27   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (0, 2, 0, 2, 0) 3   | 2   | (2, 2, 0, 2, 0, 0) 27   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (0, 2, 2, 0, 0) 3   | 2   | (2, 2, 2, 0, 0, 0, 0) 27   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (2, 0, 2, 0, 2) 9   | 2   | (2, 2, 2, 2, 0, 0) 27   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (2, 2, 2, 0, 0) 9   | 2   | (2, 2, 2, 2, 2, 0, 0) 27   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (2, 2, 0, 2, 2) 16  | 2   | (2, 2, 2, 2, 2, 2, 0) 27   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 2     | (2, 2, 2, 2, 0) 16  | 2   | (2, 2, 2, 2, 2, 2) 64   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 4     | (2, 2, 2, 4) 9     | 4   | (2, 2, 2, 2, 2, 0) 64   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 4     | (2, 2, 2, 4, 2) 9  | 4   | (2, 0, 2, 2, 2, 0) 64   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 4     | (2, 4, 2, 2, 2) 27 | 4   | (2, 0, 2, 2, 2, 2, 2, 0) 64   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 4     | (4, 2, 2, 2, 2) 27 | 4   | (2, 2, 0, 2, 2, 2, 2) 64   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
| 4     | (4, 2, 2, 2, 2) 27 | 4   | (2, 2, 0, 2, 2, 2, 2, 0) 64   | 4   | (2, 2, 2, 2, 4) 45   | 5   | (2, 2, 2, 2, 4) 45   |
Despite our examples in Sections 4 and 6 are indecomposable elements on trivalent graphs that contain loops, it is possible to slightly modify those examples to graphs with no loops and to graphs of higher valency. This is provided by the following two elementary properties, and an example how to apply them is on Figure 10.

**Proposition 6.1.**
Suppose $e$ is an edge of $S$, and $\omega \in \tau(S)$ is such that $e^\ast(\omega) = 0$. Let $S'$ be the graph obtained from $S$ by removing the edge $e$ and let $\omega' \in \tau(S')$ be the labelling identical with $\omega$ away from $e$. Then $\omega$ is indecomposable in $\tau(S)$ if and only if $\omega'$ is indecomposable in $\tau(S')$.

**Proposition 6.2.**
Suppose $v$ is a two-valent vertex of $S$ and let $e_1$ and $e_2$ be the two edges containing $v$. Then for any $\omega \in \tau(S)$ we have $e_1^\ast(\omega) = e_2^\ast(\omega)$. Furthermore, $\tau(S)$ is naturally isomorphic to $\tau(S')$, where $S'$ is the graph obtained by removing $v$ from $S$ and replacing $e_1$ and $e_2$ with a single edge $e$.

For $g \leq 4$ Table 1 lists all generators of $\tau(S)$ by specifying the possible labellings on all edges except for the loops. The order of edges goes from left to right, beginning with the leaf, the second is the vertical edge towards the first loop, the third is the next horizontal edge, etc. For instance, the example of Figure 8 is encoded $(2, 2, 2, 2, 4)$ and can be found in the table for $g = 3$ in the 14th row. The label on each loop can be set to any integer in the range $\{c_i/2, \ldots, d - c_i/2\}$. In the third column $\#$, we specify how many possibilities there are for the labelling on the loops. An analogous table for $g = 5$ would need 359 rows, thus we omit it from this article.

Table 2 presents the numbers of generators of $\tau(S)$ in each degree, where $S$ is the $g$-caterpillar graph, and $g \leq 5$. These calculations were obtained using the convex bodies package in Magma [1, 2].

**Table 2.** Number of generators of the phylogenetic semigroup of $g$-caterpillar graph in each degree.

| $g$ | $g = 1$ | $g = 2$ | $g = 3$ | $g = 4$ | $g = 5$ |
|-----|--------|--------|--------|--------|--------|
| all | 3      | 15     | 163    | 2708   | 49187  |
| 1   | 2      | 4      | 8      | 16     | 32     |
| 2   | 1      | 7      | 37     | 175    | 781    |
| 3   | 4      | 64     | 704    | 6624   |        |
| 4   | 54     | 1701   | 35190  |        |        |
| 5   |        |        | 112    | 6560   |        |

**Acknowledgements**

Kaie Kubjas was supported by DFG via the Berlin Mathematical School. The remaining authors were supported by the research project “Deformacje rozmaitości algebraicznych ze specjalną strukturą” funded by the Polish Financial Means for Science in 2011. Weronika Buczyńska wishes to acknowledge the hospitality of Institut Mittag–Leffler supported from the AXA Mittag–Leffler Fellowship Project and sponsored by the AXA Research Fund. Jarosław Buczyński thanks Institut Mittag–Leffler for hospitality and financial support during his visit at the institute. The authors would like to thank Christian Haase and Andreas Paffenholz for helpful discussions, Alexander Kasprzyk and Zach Teitler for their comments that have helped to improve the presentation.
References

[1] Bosma W., Cannon J., Playoust C., The Magma algebra system. I. The user language, In: Computational Algebra and Number Theory, London, August 23–27, 1993. J. Symbolic Comput., 1997, 24(3-4), 235–265
[2] Brown G., Buczyński J., Kasprzyk A., Chapter: Convex polytopes and polyhedra, The Magma Handbook, University of Sydney, available at http://magma.maths.usyd.edu.au/
[3] Buczyńska W., Phylogenetic toric varieties on graphs, J. Algebraic Combin., 2012, 35(3), 421–460
[4] Buczyńska W., Wiśniewski J.A., On geometry of binary symmetric models of phylogenetic trees, J. Eur. Math. Soc. (JEMS), 2007, 9(3), 609–635
[5] Donten-Bury M., Michałek M., Phylogenetic invariants for group-based models, J. Algebr. Stat., 2012, 3(1), 44–63
[6] Faltings G., A proof for the Verlinde formula, J. Algebraic Geom., 1994, 3(2), 347–374
[7] Jeffrey L.C., Weitsman J., Bohr–Sommerfeld orbits in the moduli space of flat connections and the Verlinde dimension formula, Comm. Math. Phys., 1992, 150(3), 593–630
[8] Kubjas K., Hilbert polynomial of the Kimura 3-parameter model, J. Algebr. Stat., 2012, 3(1), 64–69
[9] Manon C., Coordinate rings for the moduli stack of SL₂(C) quasi-parabolic principal bundles on a curve and toric fiber products, J. Algebra, 2012, 365, 163–183
[10] Manon C., The algebra of conformal blocks, preprint available at http://arxiv.org/abs/0910.0577v3
[11] Michałek M. Geometry of phylogenetic group-based models, J. Algebra, 2011, 339, 339–356
[12] Michałek M., Toric geometry of the 3-Kimura model for any tree, Adv. Geom. (in press), preprint available at http://arxiv.org/abs/1102.4733v4
[13] Neyman J., Molecular studies in evolution: a source of novel statistical problems, In: Statistical Decision Theory and Related Topics, Academic Press, New York, 1971, 1–27
[14] Pachter L., Sturmfels B., Statistics, In: Algebraic Statistics for Computational Biology, Cambridge University Press, New York, 2005, 3–42
[15] Sturmfels B., Sullivant S., Toric ideals of phylogenetic invariants, Journal of Computational Biology, 2005, 12(2), 204–228
[16] Sturmfels B., Velasco M., Blow-ups of Pⁿ⁻³ at n points and spinor varieties, J. Commut. Algebra, 2010, 2(2), 223–244
[17] Sturmfels B., Xu Z., Sagbi basis and Cox–Nagata rings, J. Eur. Math. Soc. (JEMS), 2010, 12(2), 429–459
[18] Verlinde E., Fusion rules and modular transformations in 2D conformal field theory, Nuclear Phys. B, 1988, 300(3), 360–376