Chern-Simons approach to atmospheric dynamics
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A simplified model for a planet’s atmosphere as an open two-dimensional Chern-Simons system is presented. The dynamical variables describe an ideal gas with velocity $\vec{v}$, density $\rho$, temperature $T$ and pressure $P$. Radiation exchange, diffusion and mechanical dissipation are also included. The resulting dynamics is given by a set of nonlinear differential equations of first order in time for the densities of energy, momentum and mass. The initial value problem can be integrated given the radiation balance of the planet. If the nonlinearities could be neglected the integration can be done in analytic form and small nonlinearities can be incorporated as perturbative corrections.

Keywords: Chern-Simons system, atmospheric model, two-dimensional fluids

The importance of the long term behavior of the Earth’s atmosphere cannot be overestimated. In order to address this complex problem, having a robust working model that describes the time evolution of the atmosphere at the global scale would be ideal. Roughly 75% of the atmosphere’s mass is contained in the Troposphere, a layer $\sim$10 kilometers thick extending over a surface four-thousand times larger which, to a good approximation can be modelled as a two-sphere. At large scale, then, the Earth’s atmosphere is essentially two-dimensional. Horizontal motions are 3 orders of magnitude greater than vertical motions, which, nonetheless are of critical importance to atmospheric dynamics [1]. As an idealized exercise, in this note we consider a two-dimensional inviscid fluid on a rotating, perfectly spherical surface, subject to the inflow of energy coming from an external source representing the Sun. We describe the system by Chern-Simons (CS) equations in two spatial and one time dimensions [2]. In their simplest form, the CS equations are first order linear differential equations for a three-component field theory. CS models have been proposed to describe other 2+1 dimensional systems like, for instance, in the fractional quantum Hall effect, anyons, 2+1 vortices [3], or the electron gas in the two-dimensional planes of high temperature superconductors [4–6], gravity in a 2+1 dimensional spacetime [7] or graphene [8].

In the two-dimensional approximation, effects such as the vertical features of the fluid are ignored. This could be viewed as a simplified approach than that of Charney’s model, which describes the quasi-two-dimensional nature of the atmosphere as a quasi-geostrophic system [9]. The large horizontal-to-vertical scale ratio has also been used to study the large-scale behavior of the atmosphere as a two-dimensional homogeneous isotropic turbulent flow [10]. Several experiments have also used this approximation (see, e.g. [11]).

We assume the atmospheric fluid described by a velocity field $\vec{v}(t, \vec{x})$, mass density $\rho(t, \vec{x})$, pressure $P(t, \vec{x})$ and temperature $T(t, \vec{x})$, where $t$ is time and $\vec{x}$ indicates a position on the two-sphere. In an idealized situation, the dynamics of the system could be described as a compressible ideal gas under the influence of an energy source describing the Sun, and the Coriolis force due to the Earth’s rotation. In addition, we assume the two-dimensional fluid to have constant specific heat and compressibility. We will also allow for slight dissipation and diffusion, so that in the absence of external influences, the system would relax towards a static uniform equilibrium configuration with $\vec{v} = 0$, and constant $\rho$, $P$ and $T$.

One can expect that this idealized model, where nonlinearities are initially neglected, to be a reasonable approximation to describe the layers of mid- to high- troposphere. A better approximation could be obtained at a later stage by considering nonlinear effects as small perturbative corrections or in a fully nonlinear regime for larger ones. Also, a more accurate description could be expected in a multi-layer model, but for concreteness, here we concentrate in the simpler case of a single layer.

Consider the flow of a single atmospheric layer described by a three-component vector $A_\mu = (A_0, A_1, A_2)$ that encodes information about the velocity, density and pressure of a
two-dimensional fluid in a three-dimensional spacetime \( \mathcal{M} = \mathbb{R} \times S^2 \). The CS dynamics for \( A_\mu \) take the form of the system of equations

\[
\frac{\partial}{\partial t} A_\nu - \frac{\partial}{\partial x} A_\mu = \epsilon_{\mu\nu\lambda} j^\lambda .
\]

(1)

Here \( j^\mu = (j^0, j^1, j^2) \) represents the effect of the interaction with external sources of energy and matter. These interactions include solar radiation –with its variations due to Earth rotation and orbital motion–, the heat emitted to outer space and also the influx of matter from the planet’s surface and losses through precipitation or convection. The incoming and outgoing energy and matter fluxes must be such that the long-term integrated fluxes almost exactly cancel out.

If we postulate the identification \( \rho v_i = p_i \) (momentum density), and \( A_0 = -P \) (negative pressure), the CS equations become

\[
\begin{align*}
\frac{\partial}{\partial t} (p_i) + \frac{\partial}{\partial x} P &= \epsilon_{ik} j^k, \\
\dot{\mathbf{r}} \cdot [\nabla \times (\mathbf{p})] &= j^0 .
\end{align*}
\]

(2)  (3)

The first equation is identified as Newton’s second law in an instantaneous locally co-moving frame, \( dp/dt = \mathbf{F} \). In a rotating frame, the driving force on the right hand side of (2) can be identified with the Coriolis effect, \( 2\Omega \times \mathbf{p} \). We neglect the direct friction exerted on the fluid by the planet’s surface, an approximation we have also included a diffusive term to allow the system to relax into a homogeneous distribution of matter in absence of a driver.

The second equation relates the curl of \( \mathbf{p} \) to some external current \( j^0 \), which represents the rate of change of matter density and therefore can be interpreted as the net rate of change of \( \rho \). Hence, (3) establishes a connection between the curl of the momentum density \( \mathbf{p} \) and \( dp/dt \). This suggests interpreting \( \nabla \times \mathbf{p} \) as a source for the continuity equation,

\[
\frac{\partial}{\partial t} \rho + \nabla \cdot \mathbf{p} - \sigma \nabla^2 \rho = \beta \dot{\mathbf{r}} \cdot [\nabla \times \mathbf{p}] ,
\]

(4)

where we have also included a diffusive term to allow the system to relax into a homogeneous distribution of matter in absence of a driver.

Clearly, the CS equations are not sufficient to describe the atmosphere, in particular, because it is an open system that receives and emits energy in the form of radiation. The rate of change of the internal energy is proportional to the energy entering the system.

The ideal gas assumption implies that its temperature and pressure could be related through an equation of state of the form

\[
P(t, x) = \alpha \rho(t, x) T(t, x) \equiv \alpha \tau(t, x) ,
\]

(5)

where \( \alpha \) is the ideal gas constant. Substituting this equation in (2) relates the change in momentum of the fluid to the gradient of the thermal density \( \tau \equiv \rho T \).

The net amount of heat deposited on the atmosphere per unit area per unit time, \( E(t, x) \), includes radiation directly from the Sun as well as that reflected by the surface and that emitted to outer space. In addition, heat also changes by diffusion as it flows from warmer to colder regions. Hence, we postulate that in a locally co-moving frame, the thermal energy density changes as

\[
\dot{\tau} - k \nabla^2 \tau = \frac{1}{c} E(t, x) ,
\]

(6)

where \( k \) is the diffusion coefficient and \( c \) is the specific heat of the fluid that we assume to be constant.

Equations (2) and (6) are in an instantaneous co-moving frame. In order to translate the results to a reference frame fixed on the Earth, one should replace \( \partial t \) by the material derivative \( \partial_t + (\mathbf{v} \cdot \nabla) \), which takes into account the local changes in the parameters of the fluid due to drifting. Putting all this information together, we arrive at the equations

\[
\begin{align*}
\left( \partial_t \mathbf{\tau} - k \nabla^2 \mathbf{\tau} + \mathbf{v} \cdot \nabla \mathbf{\tau} \right) \mathbf{\tau} &= \frac{1}{c} E(t, x) \mathbf{\tau} , \\
\left( \partial_t + \eta + 2\Omega \times + \mathbf{v} \cdot \nabla \right) \mathbf{\tau} &= -\alpha \nabla \mathbf{\tau} , \\
\left( \partial_t - \sigma \nabla^2 \right) \rho &= \beta \dot{\mathbf{r}} \cdot (\nabla \times \mathbf{p}) - \nabla \cdot \mathbf{\tau} ,
\end{align*}
\]

(7)  (8)  (9)

where all vectors except \( \dot{\mathbf{r}} \) are tangent to the sphere, and we have added a dissipative term to the momentum density equation, with damping coefficient \( \eta \).

These coupled differential equations may be compared with more standard forms where the vertical dimension is not ignored, as for example in [12] [13], (see [14]). This set can be numerically solved given \( E(t, x) \) and the initial data \( \tau(0, x), \mathbf{\tau}(0, x), \rho(0, x) \). The problem is greatly simplified if the advective term \( \mathbf{\tau} \cdot \nabla \) is dropped. Removing it from (7) allows solving it for \( \tau \), which allows solving (8) for \( \mathbf{\tau} \), which in turn determines \( \rho \); dropping \( \mathbf{\tau} \cdot \nabla \) from (7) and (8), reduces the system to a linear problem, which allows a complete analytic solution by Green’s methods if \( E(t, x) \) is known. In what follows we discuss and simulate this latter simplified model.

Consider a single-layer fluid governed by Eqs. (7-9), neglecting the advective terms, which could be added perturbatively later on. The solution has the form of a particular inhomogeneous part, plus a homogeneous term fitted to match the initial conditions or the equilibrium
state in absence of drivers. We will take an idealized situation where the surface features (oceans, continents, ice covered regions, mountains, clouds, etc.) are ignored; the energy provided by the Sun is constant and uniformly distributed. We assume $E$ to be the difference between the absorbed ($E_{\text{in}}$) and emitted ($E_{\text{out}}$) contributions as

$$E_{\text{in}}(t, \theta, \phi) = E_0 \hat{r} \cdot \hat{s} \Theta(\hat{r} \cdot \hat{s})$$,

(10)

where $-\pi/2 \leq \theta \leq \pi/2$, $0 \leq \phi \leq 2\pi$, $\hat{r} \cdot \hat{s} = \cos \Delta \cos \theta \sin(\phi + \omega t) + \sin \Delta \sin \theta$, $E_0$ is some fraction of the solar radiative flux density, $\Theta$ is the Heaviside step function, $\hat{r}$ the unit vector in the radial direction, $\hat{s}$ is the unit vector in the direction of the Sun, $\Delta$ is the tilt angle between the spin axis and the normal to the ecliptic plane and $\omega$ is the rotation (spin) frequency. The emitted energy is taken to be in a form similar to black-body radiation, $E_{\text{out}} = \lambda \tau(t, \theta, \phi)$, where $\lambda$ is an emissivity coefficient [15]. With this information, the thermal density can be found as

$$\tau(t, \vec{x}) = \int d\vec{x}' \int_0^t dt' G_k(t, t'; \vec{x}, \vec{x}') e^{-\frac{1}{c}(t-t')} \times \frac{1}{c} E_{\text{in}}(t', \vec{x}') + \tau(0, \vec{x}) e^{-\frac{1}{c}t} ,$$

(11)

where the Green function is given by

$$G_k(t, t'; \vec{x}, \vec{x}') = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} g_{k,l}(t, t') \times Y_l^m(\theta, \phi') Y_l^m(\theta, \phi) ,$$

(12)

$$g_{k,l}(t, t') = \Theta(t - t') e^{-lt(t+1)(t-t')} ,$$

(13)

where $Y_l^m(\theta, \phi)$ are the spherical harmonics. Equating the integral of (10) to the emitted energy in a period of rotation, gives the global average equilibrium temperature $T_0$

$$T_0 = \frac{E_0}{4\lambda \rho_0} .$$

(14)

The analytic integration for $\vec{p}$ uses $\tau$ as input and the Green function for a damped harmonic oscillator,

$$\vec{p}(t, \vec{x}) = -\alpha \int_{-\infty}^{\infty} e^{-\nu(t-t')} \sin[\nu(t-t')] \times \nabla \tau(t', \vec{x}) dt' ,$$

(15)

where $\nu = 2\omega \sin \theta$ is the Foucault precession frequency. Finally, using this solution for $\vec{p}$, the matter density is obtained as

$$\rho(t, \vec{x}) = \int d\vec{x}' \int_0^t dt' G_\rho(t, t'; \vec{x}, \vec{x}') \times F(t', \vec{x}') + \rho_0 ,$$

(16)

where $G_\rho$ has the same form of (12) replacing $k$ for $\sigma$, $\rho_0$ is the equilibrium value for the density and the source function $F$ in convolution with the Green function is

$$F(t, \theta, \phi) = \beta \frac{\partial_0 (\cos \theta p^\theta) - \partial_0 p^\theta}{R \cos \theta} + \partial_0 p^\theta .$$

(17)

The details of the integration outlined above can be found in [14] and are included as supplemental material. The plots of $\tau$, $\vec{p}$ and $\rho$ for some representative values of parameters are plotted in Figure 1. The effect of varying those parameters can be explored using the Python interactive code in [16].

Figure 1: (a) Momentum density field $\vec{p}$ with background colors showing the thermal density distribution $\tau$ for (a) $\Delta = 0^\circ$ and (b) $\Delta = 23^\circ$. These plots use parameters $E_0 = 0.02$, $c = 1.1$, $k = 0.3$, $\alpha = 0.3$, $\eta = 0.5$, $\sigma = 0.3$, $\beta = 0.9$ and $\lambda = 0.005$.

Comments: 1. Equations (7-9) resemble those obtained by E. N. Lorenz in 1948 [12] or, in the current approach to atmosphere dynamics, as for example in [13]. A natural question then is under what assumptions our model can be related to the standard equations. We address this question in [14], where we show that the corresponding equations match if the effective parameters $\eta, k, \sigma$ are properly identified.
2. The CS assumption suggests taking the thermal density ($\tau$), matter density ($\rho$), and momentum density ($\vec{p}$) as independent variables. The linearized equations decouple and are easily integrable. Identifying $\nabla \times \vec{p}$ as proportional to the flux of matter into the system is a hypothesis that could be tested by analyzing the effect of changing the value of $\beta$ in the solution, which affects the distribution of $\rho$.

3. For the set of parameters chosen in the simulations—which might be pertinent for the Earth—$\rho$ turns out to be quite uniform, varying by less than 1% of its entire range. In this case, the fields $\vec{v}$ and $\vec{p}$ differ roughly by a constant factor, and the same would be true of $T$ and $\tau$.

4. The energy function $E(t, \vec{x})$ is the main input of the model. The parameters $E_0, c, k, \alpha, \eta, \sigma, \beta, \lambda, \Delta$ can be adjusted to describe different features of our atmosphere or that of a different planet. In our simulation, we chose an $E(t, \vec{x})$ that corresponds to a fraction of the energy from the sun, ignoring the local differences in albedo or other geographic effects.

5. The simulated fields resemble the migrating components of thermally driven atmospheric diurnal tides that occur due to solar heating in upper levels of the atmosphere (mesosphere and lower thermosphere, 80-120 km, and stratosphere) and also have an expression in the troposphere and at the surface. Indeed, for small perturbations, the linearized momentum equations for linear waves in a motionless atmosphere have the form of eq. (8), without the advective term.

6. As shown in [14], eqs. (7-9) can be compared to the steady state version of shallow water equations proposed in [20, 21] for the atmospheric response to diabatic forcing confined to the tropics. This is another atmospheric phenomenon that can be described by our model.

7. The simplified simulation above neglects the advective terms (that are not necessarily small in the Earth’s atmosphere), the effect of the underlying geography and interactions with other atmospheric layers. By ignoring the vertical dimension we neglect the hydrostatic approximation, a crucial aspect for the quasi-geostrophic equations, which include the vertical advection of potential temperature required for the description of large-scale dynamics of a static stable atmosphere [22].

Including nonlinearities, geographic features and multiple layers would make the integration more challenging and the numerical approach unavoidable. These questions are left for future investigation.
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