A MATHEMATICAL APPROACH TOWARDS THZ TOMOGRAPHY FOR NON-DESTRUCTIVE IMAGING
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ABSTRACT. In this paper, we consider the imaging problem of terahertz (THz) tomography, in particular as it appears in non-destructive testing. We derive a nonlinear mathematical model describing a full THz tomography experiment, and consider linear approximations connecting THz tomography with standard computerized tomography and the Radon transform. Based on the derived models we propose different reconstruction approaches for solving the THz tomography problem, which we then compare on experimental data obtained from THz measurements of a plastic sample.

1. Introduction. The plastics industry is a major player in the global economy and has an important role to play in the ecological transition into an energy-efficient and waste-free society. In addition to a higher recycling rate, a better design and more reliable methods for the production of plastic products are critical to reach the Sustainable Development Goals.

In this work, we particularly focus on the non-destructive testing of extruded plastic profiles. Presently, only simple geometries like pipes and thin layers can be measured in a safe way with inline sensors [32]. Often, only single points along a profile are evaluated in this way, while more complex geometries are either tested in a destructive way, which results in long feedback times for process control, or with unsafe radiation [10]. In the latter case, bulky and cost-intensive X-ray scanners are used, which is often undesirable due to human safety concerns and costs. Here, we
try to improve the current state-of-the-art by utilizing Terahertz (THz) radiation, with the long-term goal being an inline tomography measurement system for plastic profiles applicable in industry. Since typical polymers exhibit low absorption in a range of frequencies up to several THz [16], this type of radiation is a highly suitable candidate for performing non-destructive testing in a safe way. Furthermore, newly developed source and detector technology [6] opens up the possibility of designing relatively compact, cheap, fast and robust measurement devices for the use in industrial environments.

Several approaches for THz-CT have been reported in the literature [12, 18, 31], often based on intensity measurements using continuous wave (cw) technology [25, 29] in the 100 GHz regime. These systems typically offer far more output power and therefore the potential for imaging larger objects, but on the other hand their diffraction limited resolution is lower. Different approaches use the method of THz time-domain spectroscopy [23] (THz-TDS) for CT imaging [8, 1, 21]. Modern THz-TDS systems typically employ broadband sources with a bandwidth of several THz, emitting short pulses with a duration of roughly one picosecond. Due to the higher frequency, better diffraction-limited resolution can be achieved. Furthermore, the possibility of such systems to additionally detect the THz pulse phase opens a new path for data evaluation and information extraction [9]. Alternatively, one can also work with a more general imaging model, for instance by considering refraction in the sample [28], or even by working with a full-wave model for THz wave propagation [30]. These approaches can also be beneficially supplemented with a-priori knowledge about the sample geometry.

In this paper, we develop a new imaging model specifically for the use case of THz imaging on plastic profiles, in order to comprehensively make use of the information contained in the measurement signal of the THz-TDS system. Based on physical considerations, our derivation results in a nonlinear model involving the object density function and the Radon transform. Furthermore, we derive linear approximations of this model revealing connections to standard computerized (X-ray) tomography. Based on the derived models, we then consider a number of linear and nonlinear reconstruction approaches for solving the THz tomography problem, and compare their performance on experimental data obtained from THz measurements of a plastic sample.

The outline of this paper is as follows: In Section 2 we give some physical background on THz tomography, and discuss the experimental setup which we work with. In Section 3 we derive mathematical models describing that setup, which then forms the basis of the numerical reconstruction procedures presented in Section 4. The application of the presented methods to experimental data is considered in Section 5, and is followed by a short conclusion given in Section 6.

2. Physical background. In this section, we outline the THz CT measurement setup and postulate a THz imaging model based on geometrical optics. Starting from Maxwell’s equations, several approximations will be introduced, until the final imaging model can be expressed in the form of five simple statements.

2.1. Measurement setup and procedure. The schematic drawing in Figure 1 shows the imaging part of the experimental setup. It shall be noted, that several other components, mostly those relevant for generating and detecting THz radiation, are omitted as they are not directly relevant for understanding the imaging procedure.
A photoconductive antenna (PCA) is used to transmit linearly polarized THz radiation (Tx in Figure 1). By means of two off-axis parabolic mirrors (OPM) the beam of THz radiation is firstly collimated and secondly focussed into the imaging region. The object of interest is mounted on motorized stages for performing rotary and translatory movement in the focal plane. After interacting with the object, the THz radiation is analogously guided and focussed into a receiving PCA (Rx in Figure 1).

One important aspect in the design of the imaging setup is a suitable choice of OPMs, mainly regarding the focal length of the OPMs next to the object. Larger focal lengths result in a wider focal spot and a larger Rayleigh zone and vice versa. In general, the focal spot size determines the lateral resolution of an imaging system, whereas the Rayleigh length determines the maximum size of the object which can be reasonably measured before the beam diverges. In our setup, two identical OPMs with a focal length of 101.6 mm were used in order to achieve a good trade-off between a small focal spot size and a large enough Rayleigh zone.

Both the emitting and the receiving PCA act as a point-like emitter/detector pair. The transmitting PCA is capable of generating THz pulses with a duration of \( \approx 5 \) ps, which corresponds to a signal bandwidth of \( \approx 3 \) THz. The receiving PCA is used for sampling the electric field of the THz pulse over time. In Figure 1, an exemplary reference signal and a signal measured through an object is shown. Two effects, namely absorption and a time delay with respect to the reference signal, are clearly visible and their explanation will be subject to Section 2.2.

The direct accessibility of amplitude and phase information of the transmitted THz pulses opens up new possibilities for extracting information from the measured signals and modelling the imaging process. Therefore, a customized model for imaging with THz radiation is discussed below.

2.2. Imaging model. In general, the propagation of THz radiation is described by the well-known Maxwell’s equations [11]. For our work on THz imaging, we have chosen to use a more suitable model for our use case based on the approximation of geometrical optics. Geometrical optics can be understood as a limiting case of Maxwell’s equations with infinitely large radiation frequency. In this common approximation (see e.g. [11]), radiation is generally modelled in the form of mathematical rays. As a consequence, typical phenomena of electromagnetic wave propagation, such as scattering and refraction are not considered in our model. In general, scattering is more prominent in the presence of sample structures with a size in the order of the wavelength (\( \approx 100 \) \( \mu \)m) [11]. However, since no structures of such sizes exist within the class of samples we are considering, we assume scattering to be negligible. We further assume that effects caused by refraction are also negligible, since our work is specifically dedicated to imaging of plastic profiles with planar/parallel surfaces and thin walls only. Even though the direction of the rays is not significantly altered by the sample, reflections on air-material interfaces are a source of error. This error can be estimated from Fresnel’s equations [11] and spectroscopic measurements [27] for our considered sample. Since this error was found to be approximately 5% (assuming normal incidence) for a single air-material transition, we chose to neglect it in our imaging model. Previous work addressed the presence of wave propagation effects in THz-CT by means of more general imaging models [28, 30], which can also benefit from a-priori knowledge about the sample geometry.
Figure 1. Schematic drawing and image of the measurement setup. The THz radiation is generated by a transmitting antenna (Tx). Two Off-Axis Parabolic Mirrors (OPM) are used to create a focused THz beam. After interacting with an object, the THz beam is guided to the detecting antenna (Rx) by two OPMs again. Exemplarily, a measured reference signal through air and one measured signal through an object is shown.

Furthermore, the interaction of THz radiation with different media is assumed to be linear, isotropic and frequency independent. While assuming linearity and isotropy of the frequently used plastic materials is common practice, we found that in our experimental setup the frequency dependence of material parameters can be sufficiently approximated by a mean value over a given spectral range. Therefore, the remaining two possible ways for radiation to interact with media are absorption and a change in the propagation speed of light, both described by the scalar refractive index $n$ and absorption coefficient $\alpha$ of the material. Absorption is conveniently described by Lambert-Beers law, while the change in the speed of light simply induces a timeshift in the measured THz signal.

In order to increase the practical applicability of our imaging model, we include the fact that THz radiation is only reasonably focusable up to focal diameters in the
mm-range. This practical limitation is considered by assuming that one focussed THz beam consists of multiple parallel geometrical rays, travelling independently. In our model, these independent rays have the same time dependence, but different amplitudes, based on the focal spot intensity distribution (see Figure 2).

![1D Beam Profile](image)

Figure 2. THz beam profile in the focal plane along the parallel scanning direction. The energy density distribution was measured by shifting a rectangular aperture through the focal spot in z-direction.

The final assumptions in our proposed imaging model are listed below in five statements, that will act as the basis for further mathematical derivation of the imaging model in Section 3.

Model Assumptions

1. A THz beam behaves like an ensemble of independently travelling parallel rays. The rays have the same time dependence, but different amplitudes based on the focal spot intensity profile.
2. Each parallel ray experiences damping and a timeshift due to the object’s absorption coefficient $\alpha$ and refractive index $n$.
3. The timeshift depends on the refractive index $n$ and is directly proportional to the thickness of the penetrated medium.
4. The transmitted pulse amplitude decreases exponentially with the thickness of the penetrated medium and $\alpha$ (Lambert-Beers law).
5. Scattering and refraction effects inside the object are negligible.
3. Mathematical modelling of THz tomography. In this section, we derive mathematical models of THz tomography for the specific setting and physical assumptions described above. These are then used as the starting point for associated reconstruction processes presented in Section 4 below. As we shall see, the derived models are closely related to the Radon transform [22, 19], which we thus now briefly review in the following section.

3.1. The Radon transform. The Radon transform [22, 19] maps a density (absorption) function \( f(x, y) \) to its line integrals, i.e.,

\[
(Rf)(s, \theta) = \int_{\mathbb{R}} f(su(\theta) + \sigma u(\theta)^\perp) d\sigma ,
\]

where \( u(\theta) = (\cos(\theta), \sin(\theta))^T \) for different angles \( \theta \in [0, 2\pi) \). In X-ray tomography, the Radon transform provides a connection between the loss of intensity of an X-ray passing through an object and its density function \( f \). In particular, if \( I_0(s, \theta) \) and \( I(s, \theta) \) denote the initial- and the measured intensity of the X-ray corresponding to the line \( L(s, \theta) = L(su(\theta) + \sigma u(\theta)^\perp) \), respectively, then

\[
I(s, \theta) = I_0(s, \theta) \exp \left(- (Rf)(s, \theta) \right) .
\]

After rearranging the terms, we obtain the linear operator equation

\[
(Rf)(s, \theta) = \log \left( \frac{I(s, \theta)}{I_0(s, \theta)} \right) ,
\]

which typically serves as the basis of numerical reconstruction approaches.

3.2. Nonlinear THz tomography model. In THz tomography, we do not measure intensities \( I(s, \theta) \) but time-dependent electric fields. More precisely, we are measuring the component of these fields which corresponds to the polarization direction of the light we are working with. This real-valued scalar function is denoted by \( E(t; s, \theta) \). Note that, since we are working with linearly polarized light, the other two components of the electric fields are zero. Furthermore, we do not measure these fields for all \((s, \theta)\) but only for certain pairs \((s_i, \theta_j)\). Hence, in the future we use subscripts \(i, j\) to emphasize the dependence of quantities on \((s_i, \theta_j)\), e.g., we write \( E_{i,j}(t) \) instead of \( E(t; s, \theta) \) etc. Note that regularity properties of the electric fields could be derived from Maxwell’s equations, which is however not considered here.

Now, as we saw in the previous section, the fields \( E_{i,j} \) are the result of fields \( E_{i,j}^{\text{in}}(t, s) \) sent through the object, and of a subsequent focusing of the resulting fields \( E_{i,j}^{\text{out}}(t, s) \) on a single-pixel detector. Mathematically, this can be described by

\[
E_{i,j}(t) = \int_{\mathbb{R}} E_{i,j}^{\text{out}}(t, s) ds .
\]

Next, we need to relate the fields \( E_{i,j}^{\text{out}} \) to the input fields \( E_{i,j}^{\text{in}} \). Due to our above assumptions, we can interpret these fields as bundles of rays, each of which experiences both a delay \( \Delta T_{i,j}(f, s) \) and a damping caused by the medium, described by the real-valued scalar function \( D_{i,j}(f, s) \), which results in

\[
E_{i,j}^{\text{out}}(t, s) = E_{i,j}^{\text{in}}(t - \Delta T_{i,j}(f, s), s) D_{i,j}(f, s) .
\]

Since we assumed that the loss of energy is directly proportional to the density \( f \) of the medium, we can argue in the same way as for for X-ray tomography [22, 19] to obtain

\[
D_{i,j}(f, s) = \exp \left(- \frac{1}{2} (Rf)(s, \theta_j) \right) ,
\]
where the factor $1/2$ appears for scaling purposes. Note that for a fixed non-negative density function $f$ there holds $D_{i,j}(f,\cdot) \in L^\infty(\mathbb{R})$. Together with (3) this yields

$$E_{i,j}(t) = \int_{\mathbb{R}} E_{i,j}^\text{in}(t - \Delta T_{i,j}(f, s), s) \exp \left( -\frac{1}{2} (Rf)(s, \theta_j) \right) \, ds .$$

Furthermore, due to the experimental setup (see Figure 2 and 1), there holds

$$E_{i,j}^\text{in}(t, s) = w(s - s_i) E_{\text{ref}}(t) ,$$

where $E_{\text{ref}}(t)$ is a reference field and $w(s)$ is a weight function, both of which can be determined experimentally. Combining this with (4) we obtain

$$E_{i,j}(t) = \int_{\mathbb{R}} w(s - s_i) E_{\text{ref}}(t - \Delta T_{i,j}(f, s)) \exp \left( -\frac{1}{2} (Rf)(s, \theta_j) \right) \, ds .$$

Now, it is also possible to derive explicit expressions for the delay (see below). However, we can also get rid of it by integrating the above equation with respect to time, which formally yields

$$\int_{-\infty}^{\infty} E_{i,j}(t) \, dt = \int_{-\infty}^{\infty} E_{\text{ref}}(t) \, dt \int_{\mathbb{R}} w(s - s_i) \exp \left( -\frac{1}{2} (Rf)(s, \theta_j) \right) \, ds .$$

The time-integrals in the above equation typically exist since the measured fields $E_{i,j}(t)$ and the reference field $E_{\text{ref}}(t)$ are bounded and effectively (i.e., excluding noise effects) have compact support; cf. e.g. Figure 3 (right). Hence, if we define the quantities

$$P_{i,j} := \int_{-\infty}^{\infty} E_{i,j}(t) \, dt , \quad \text{and} \quad P_{\text{ref}} := \int_{-\infty}^{\infty} E_{\text{ref}}(t) \, dt ,$$

then (6) can be written in the form

$$P_{\text{ref}} \int_{\mathbb{R}} w(s - s_i) \exp \left( -\frac{1}{2} (Rf)(s, \theta_j) \right) \, ds = P_{i,j} ,$$

and thus we arrive at the following

**Problem 1.** Given the data $P_{i,j}$ and $P_{\text{ref}}$, as well as the weight function $w(s)$, the full-beam THz tomography problem consists in finding the density function $f$ as the solution of the nonlinear system of equations (7).

### 3.3. Linear THz tomography models.

In practical applications, the weight function $w(s)$ often takes the shape of a Gaussian function centered at 0, which becomes narrower the shorter the wavelength and the larger the numerical aperture. Hence, it is not unreasonable to formally approximate $w(s)$ by the delta distribution, which corresponds to the case that the field $E_{i,j}^\text{in}(t, s)$ consists only of a single ray (at $s = 0$). With this, equation (5) simplifies to

$$E_{i,j}(t) = E_{\text{ref}}(t - \Delta T_{i,j}(f, s_i)) \exp \left( -\frac{1}{2} (Rf)(s_i, \theta_j) \right) .$$

Now we can proceed in two ways. On one hand, we can again integrate the equation with respect to time, which yields

$$P_{i,j} = P_{\text{ref}} \exp \left( -\frac{1}{2} (Rf)(s_i, \theta_j) \right) ,$$

which after rearranging becomes

$$(Rf)(s_i, \theta_j) = -2 \log \left( P_{i,j} / P_{\text{ref}} \right) .$$
This leads us to

**Problem 2.** *Given the data \( P_{i,j} \) and \( P_{\text{ref}} \), the single-ray THz tomography problem consists in finding the density function \( f \) by solving the system of equations (10).*

Alternatively, we can first square equation (8) before integrating it, which yields

\[
\int_{-\infty}^{\infty} E_{i,j}(t)^2 \, dt = \exp\left(- (Rf)(s_i, \theta_j)\right) \int_{-\infty}^{\infty} E_{\text{ref}}(t)^2 \, dt.
\]

Now if we define the quantities

\[
I_{i,j} := \int_{-\infty}^{\infty} E_{i,j}(t)^2 \, dt, \quad \text{and} \quad I_{\text{ref}} := \int_{-\infty}^{\infty} E_{\text{ref}}(t)^2 \, dt,
\]

which are exactly the intensities of the fields \( E_{i,j} \) and \( E_{\text{ref}} \), respectively, we obtain

\[
I_{i,j} = \exp\left(- (Rf)(s_i, \theta_j)\right) I_{\text{ref}}.
\]

Rearranging this equation we get

\[
(Rf)(s_i, \theta_j) = - \log \left( \frac{I_{i,j}}{I_{\text{ref}}} \right),
\]

which is exactly (2) with \( s = 0 \). Hence, our THz tomography model includes the classic X-ray Radon transform model as a special case. This now leads us to

**Problem 3.** *Given the data \( I_{i,j} \) and \( I_{\text{ref}} \), the single-ray intensity THz tomography problem consists in finding the density function \( f \) by solving the system of equations (11).*

Note that while Problem 1 is a nonlinear problem, both Problem 2 and Problem 3 are linear. Each of these problems is used as basis for an associated reconstruction process presented in Section 4 below.

3.4. **Nonlinear model for uniform samples.** In case that the scanned sample only consists of a single material and air, the density function \( f \) only takes two values. These are 0 for air and \( \alpha_M \neq 0 \) for the material. In this case the delay \( \Delta T_{i,j}(f,s) \) can be computed explicitly via the kinematic equation

\[
\text{time} = \frac{\text{distance}}{\text{velocity}}
\]

as follows: Consider a ray passing through the object along a line corresponding to \((s, \theta_j)\). The total distance which this ray travels inside material is then given by

\[
\text{distance} = \int_{\mathbb{R}} \chi_{\text{sup}(f)}(su(\theta_j) + \sigma u(\theta_j)\perp) \, d\sigma,
\]

where \( \chi_{\text{sup}(f)} \) denotes the indicator function of the support of \( f \). Denoting by \( c_0 \) the speed of light in vacuum and by \( n \) the refractive index of the material, it follows that the total time which the ray travels inside material is given by

\[
\text{time} = \frac{n}{c_0} \int_{\mathbb{R}} \chi_{\text{sup}(f)}(su(\theta_j) + \sigma u(\theta_j)\perp) \, d\sigma.
\]

If instead the ray had travelled the same distance through air, the time which this would have taken can be calculated the same way but with \( n \) replaced by the refractive index of air \( n_0 \). Thus, the delay \( \Delta T_{i,j}(f,s) \) due to the ray traveling through material is

\[
\Delta T_{i,j}(f,s) = \frac{n - n_0}{c_0} \int_{\mathbb{R}} \chi_{\text{sup}(f)}(su(\theta_j) + \sigma u(\theta_j)\perp) \, d\sigma = \frac{n - n_0}{\alpha_M c_0} (Rf)(s, \theta_j).
\]
Now, combining this with (4) we obtain

\[ E_{i,j}(t) = \int_{\mathbb{R}} w(s - s_i) E_{\text{ref}} \left( t - \frac{n - n_0}{\alpha_M c_0} (Rf)(s, \theta_j) \right) \exp \left( -\frac{1}{2} (Rf)(s, \theta_j) \right) ds, \]

which leads us to the following

**Problem 4.** Given the data \( E_{i,j}(t) \) and \( E_{\text{ref}}(t) \), the time-dependent full-beam THz tomography problem for uniform material samples consists in finding the density function \( f \) which satisfies (12).

Note that the structure of the sample, more precisely the fact that it is composed from a single material, directly enters into Problem 4. For samples composed of multiple different materials, similar formulas can be derived, which however lead to much more complicated mathematical models, which are out of scope of the present paper.

Furthermore, note that for determining the density function \( f \) via Problem 4 we implicitly have to assume that the refractive index \( n \) and the absorption coefficient \( \alpha_M \) are known. While this is often the case in practice, in particular for the plastic samples considered in this paper, one can of course also aim to reconstruct these quantities together with \( f \) from (12). Alternative approaches for simultaneously reconstructing both the absorption coefficient and the refractive index can e.g. be found in [28, 30].

4. **Reconstruction approaches.** In this section, we consider various reconstruction approaches for obtaining solutions to the Problems 1-3 introduced above. For this, we differentiate between the nonlinear Problem 1 and the linear Problems 2 and 3, which are based on the same operator and can thus be treated in a similar way. Since each of those problems is ill-posed, which follows from the ill-posedness of the Radon transform [19, 22], regularization plays a crucial role in all of the following considerations [7].

4.1. **Reconstruction approach for the nonlinear model.** In this section, we derive a reconstruction approach for solving Problem 1 based on nonlinear Landweber iteration. We start by defining the nonlinear operator

\[ G(f)(s, \theta) := \int_{\mathbb{R}} w(r - s) \exp \left( -\frac{1}{2} (Rf)(r, \theta) \right) dr. \]

With this, equation (7) can be written in the form

\[ G(f)(s_i, \theta_j) = \frac{P_{i,j}}{P_{\text{ref}}}, \]

which is a discrete version of the nonlinear operator equation

\[ G(f) = g, \]

where the right-hand side \( g \) is defined by

\[ g(s, \theta) := \left( \int_{-\infty}^{\infty} E(t; s, \theta) dt \right) / \left( \int_{-\infty}^{\infty} E_{\text{ref}}(t) dt \right). \]

Equation (14) models the situation that measurements of the electric fields \( E \) and \( E_{\text{ref}} \) are available for all parallel lines \( s \) and angles \( \theta \). Thus, a reconstruction approach for Problem 1 can be obtained by discretizing a solution approach for the continuous equation (14). Hence, we now turn our attention to (14).

First of all, we need to fix suitable definition and image spaces for \( G \). Without loss of generality we can assume that the density function \( f \) has compact support.
within the domain \(\Omega_D := \{x \in \mathbb{R}^2 \mid |x| \leq 1\}\). Now if in addition we define the domain \(\Omega_S := [-1,1] \times [0,2\pi]\), then it is known \([22, 19]\) that
\[
R : L_2(\Omega_D) \to L_2(\Omega_S),
\]
is a bounded linear operator. Furthermore, for any \(f\) with compact support within \(\Omega_D\) there holds \((Rf)(s,\theta) = 0\) for all \(|s| > 1\). Hence, its natural extension
\[
R : L_2(\Omega_D) \to L_2(\mathbb{R} \times [0,2\pi]),
\]
is a bounded linear operator as well. Unfortunately, these results do not hold for the operator \(G\), due to the presence of the exponential function. A similar problem also has been encountered with the attenuated Radon transform \([22, 19]\), which in dependence of the so-called attenuation function \(\mu\) is defined by
\[
(R_{\mu}f)(s,\theta) = \int_{\mathbb{R}} f(su(\theta) + \sigma u(\theta)^1) \exp\left(-\int_{\sigma}^{\infty} \mu(su(\theta) + \rho u(\theta)^1) d\rho\right) d\sigma.
\]
A popular remedy proposed in \([5, 4]\) is based on the fact that for realistic density functions \(f\) there holds \(f \geq 0\) and consequently also \(Rf \geq 0\). Hence, the exponential function can be replaced by a function \(E \in C^2(\mathbb{R})\), which is such that
\[
E(x) = \exp(-x), \quad \forall x \in \mathbb{R}^+_0,
\]
and for which \(|E|, |E'|, |E''|\) are bounded. With this, we can define the operator
\[
F : L_2(\Omega_D) \to L_2(\Omega_S),
\]
(15) \[
f \mapsto F(f)(s,\theta) := \int_{\mathbb{R}} w(r-s) E \left(\frac{1}{2} (Rf)(r,\theta)\right) dr,
\]
which coincides with \(G\) for any \(f \geq 0\), and instead of (14) consider the equation
\[
(16) \quad F(f) = g.
\]
For the operator \(F\) it is now possible to prove the following well-definedness result:

**Proposition 1.** For any \(w \in L_1(\mathbb{R})\) the operator \(F\) given in (15) is well-defined.

**Proof.** Since from the definition of \(F\) there follows
\[
\|F(f)\|_{L_2(\Omega_S)}^2 = \int_{-1}^{1} \int_{0}^{2\pi} \left(\int_{\mathbb{R}} w(r-s) E \left(\frac{1}{2} (Rf)(r,\theta)\right) dr\right)^2 d\theta ds
\]
\[
\leq 4\pi \|w\|_{L_1(\mathbb{R})}^2 \|E\|_{L_\infty(\mathbb{R})}^2,
\]
the statement follows from the assumption that \(w \in L_1(\mathbb{R})\) and that \(|E|\) is bounded.

For our reconstruction approach, we need the following

**Proposition 2.** For any \(w \in L_1(\mathbb{R}) \cap L_\infty(\mathbb{R})\) the operator \(F : L_2(\Omega_D) \to L_2(\Omega_S)\) defined in (15) is continuously Fréchet differentiable with
\[
(17) \quad (F'(f)h)(s,\theta) := \frac{1}{2} \int_{\mathbb{R}} w(r-s) E' \left(\frac{1}{2} (Rf)(r,\theta)\right) (Rh)(r,\theta) dr.
\]

**Proof.** For any \(f \in L_2(\Omega_D)\) we define the linear operator
\[
(A(f)h)(s,\theta) := \frac{1}{2} \int_{\mathbb{R}} w(r-s) E' \left(\frac{1}{2} (Rf)(r,\theta)\right) (Rh)(r,\theta) dr.
\]
Now since for any $h \in L_2(\Omega_D)$ there holds
\[
\|A(f)h\|_{L_2(\Omega_S)}^2 = \int_{-1}^1 \int_0^{2\pi} \left( \frac{1}{2} \int_{\mathbb{R}} w(r-s)E' \left( \frac{1}{2} (RF)(r, \theta) + \frac{1}{2} (Rh)(r, \theta) \right) \right)^2 \, d\theta \, ds 
\leq \frac{1}{4} \left\| E' \right\|_{L_\infty(\mathbb{R})}^2 \int_{-1}^1 \int_0^{2\pi} \left| w(r-s) \right|^2 \, dr \int_{\mathbb{R}} \left| (Rh)(r, \theta) \right|^2 \, d\theta \, ds 
= \frac{1}{2} \| w \|_{L_2(\mathbb{R})}^2 \left\| E' \right\|_{L_\infty(\mathbb{R})}^2 \left\| Rh \right\|_{L_2(\Omega_S)}^2 ,
\]
the boundedness of $R$ and $|E'|$ together with $w \in (L_1(\mathbb{R}) \cap L_\infty(\mathbb{R})) \subset L_2(\mathbb{R})$ yields
\[
\|A(f)h\|_{L_2(\Omega_S)}^2 \leq \frac{1}{2} \| w \|_{L_2(\mathbb{R})}^2 \left\| E' \right\|_{L_\infty(\mathbb{R})}^2 \left\| Rh \right\|_{L_2(\Omega_S)}^2 \leq C \| h \|_{L_2(\Omega_D)}^2 ,
\]
and thus $A(f)h : L_2(\Omega_D) \rightarrow L_2(\Omega_S)$ is a bounded linear operator. Hence, it remains to show that $A(f)h$ is in fact the Fréchet derivative of $F$. For this, we start by looking at
\[
(F(f + h) - F(f) - A(f)h)(s, \theta) = \int_{\mathbb{R}} w(r-s)E \left( \frac{1}{2} (RF)(r, \theta) + \frac{1}{2} (Rh)(r, \theta) \right) \, dr 
- \int_{\mathbb{R}} w(r-s)E \left( \frac{1}{2} (RF)(r, \theta) \right) \, dr - \int_{\mathbb{R}} w(r-s)\frac{1}{2}E' \left( \frac{1}{2} (RF(r, \theta)) \right) \, (Rh)(r, \theta) \, dr.
\]
Now since $E$ is twice continuously differentiable, for any $a, b \in \mathbb{R}$ there holds
\[
|E(a + b) - E(a) - E'(a)b| = \left| \frac{1}{2} \int_a^{a+b} (a + b - t)E''(t) \, dt \right| \leq \frac{1}{4} \left\| E'' \right\|_{L_\infty(\mathbb{R})} |b|^2 .
\]
Using this together with the choice
\[
a = \frac{1}{2} (RF)(r, \theta) , \quad \text{and} \quad b = \frac{1}{2} (Rh)(r, \theta) ,
\]
it thus follows from (18) that
\[
|F(f + h) - F(f) - A(f)h| (s, \theta) \leq \frac{1}{4} \left\| E'' \right\|_{L_\infty(\mathbb{R})} \int_{\mathbb{R}} |w(r-s)| \left| \frac{1}{2} Rh(r, \theta) \right|^2 \, dr ,
\]
which implies
\[
\|F(f + h) - F(f) - A(f)h\|_{L_2(\Omega_S)}^2 = \int_{-1}^1 \int_0^{2\pi} |F(f + h) - F(f) - A(f)h|^2 \, d\theta \, ds 
\leq 2^{-8} \| E'' \|_{L_\infty(\mathbb{R})}^2 \int_{-1}^1 \int_0^{2\pi} \left( \int_{\mathbb{R}} |w(r-s)| \left| Rh(r, \theta) \right|^2 \, dr \right)^2 \, d\theta \, ds 
\leq 2^{-7} \| E'' \|_{L_\infty(\mathbb{R})}^2 \| w \|_{L_\infty(\mathbb{R})}^2 \int_0^{2\pi} \left( \int_{\mathbb{R}} \left| Rh(r, \theta) \right|^2 \, dr \right)^2 \, d\theta .
\]
Next, note that due to [24, Theorem 1] (with the choice $n = 2$, $r = 2$, $p = 4/3$, $q = 4$) there exists a constant $C_R > 0$ independent of $h$ such that
\[
\left( \int_0^{2\pi} \left( \int_{\mathbb{R}} \left| Rh(r, \theta) \right|^2 \, dr \right)^2 \, d\theta \right)^{1/4} \leq C_R \| h \|_{L_{4/3}(\Omega_D)} .
\]
Since due to the Hölder inequality there holds

$$\|h\|_{L^4/3(\Omega_D)} \leq |\Omega_D|^{1/4} |h|_{L^2(\Omega_D)} = \pi^{1/4} \|h\|_{L^2(\Omega_D)},$$

it thus follows that

$$\int_0^{2\pi} \left( \int_R |Rh(r, \theta)|^2 \, dr \right)^2 \, d\theta \leq C^4_R \|h\|_{L^4/3(\Omega_D)}^4 \leq \pi C^4_R \|h\|_{L^2(\Omega_D)}^4.$$  

Combining this with (19) we obtain

$$\|F(f + h) - F(f) - A(f)h\|_{L^2(\Omega_S)} \leq (2^{-7}\pi)^{1/2} C^2_R \|E''\|_{L^\infty(R)} \|w\|_{L^\infty(R)} \|h\|_{L^2(\Omega_D)},$$

which together with \(w \in L^\infty(R)\) and the boundedness of \(|E''|\) implies that \(A(f)h\) is the Fréchet derivative of \(F\), and thus concludes the proof. □

Next, we characterize the adjoint of the Fréchet derivative of \(F\) in the following

**Proposition 3.** Let \(w \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})\) and let \(F : L^2(\Omega_D) \rightarrow L^2(\Omega_S)\) be defined as in (15). Then

$$\langle F'(f)g \rangle(x, y) := R^* \left( \frac{1}{2} \mathcal{E}' \left( \frac{1}{2} (Rf)(s, \theta) \right) \int_{-1}^1 w(s - r)g(r, \theta) \, dr \right) (x, y),$$

where the adjoint of the Radon transform \(R^*\) is understood w.r.t. the variables \(s\) and \(\theta\).

**Proof.** For any \(g \in L^2(\Omega_S)\) it follows from (17) that

$$\langle F'(f)h, g \rangle_{L^2(\Omega_S)} = \int_{-1}^1 \int_0^{2\pi} (F'(f)h)(s, \theta)g(s, \theta) \, d\theta \, ds$$

$$= \int_{-1}^1 \int_0^{2\pi} \left( \frac{1}{2} \int_R w(r - s)\mathcal{E}' \left( \frac{1}{2} (Rf)(r, \theta) \right) (Rh)(r, \theta) \, dr \right) g(s, \theta) \, d\theta \, ds$$

$$= \int_{-1}^1 \int_0^{2\pi} (Rh)(r, \theta) \left( \frac{1}{2} R^* \left( \frac{1}{2} (Rf)(r, \theta) \right) \int_{-1}^1 w(s - r)g(s, \theta) \, ds \right) \, d\theta \, dr.$$  

Thus, defining the operator

$$\langle B(f)g \rangle(s, \theta) := \frac{1}{2} \mathcal{E}' \left( \frac{1}{2} (Rf)(s, \theta) \right) \int_{-1}^1 w(s - r)g(r, \theta) \, dr,$$

we obtain

$$\langle F'(f)h, g \rangle_{L^2(\Omega_S)} = \int_{-1}^1 \int_0^{2\pi} (Rh)(s, \theta)(B(f)g)(s, \theta) \, d\theta \, ds$$

$$= \int_{-1}^1 \int_0^{2\pi} (Rh)(s, \theta)(B(f)g)(s, \theta) \, d\theta \, ds$$

$$= \langle Rh, B(f)g \rangle_{L^2(\Omega_S)} = \langle h, R^* B(f)g \rangle_{L^2(\Omega_D)},$$

which yields the assertion. □

Having derived the Fréchet derivative and its adjoint, we are now in the position to consider a solution approach for (16). A popular iterative reconstruction approach is nonlinear Landweber iteration [7, 17], defined by

$$f_{k+1}^\delta = f_k^\delta + \gamma_k \mathcal{E}'(f_k^\delta)^* \left( g^\delta - F(f_k^\delta) \right),$$
where $\gamma_k^\delta$ is a stepsize, either chosen constant or e.g. as the steepest descent stepsize \[26\]:

\[
\gamma_k^\delta := \frac{\|s_k^\delta\|^2}{\|F'(f_k^\delta)s_k^\delta\|^2}, \quad s_k^\delta := F'(f_k^\delta)^* (g^\delta - F(f_k^\delta)).
\]

In the above equations, the superscript $\delta$ indicates that instead of $g$ one typically only has access to noisy data $g^\delta$, which are assumed to satisfy

\[
\|g - g^\delta\| \leq \delta,
\]

where $\delta$ denotes the noise level. Typically, the iteration (21) is combined with the discrepancy principle as a stopping rule, which determines the stopping index $k^*$ by

\[
k^* := \inf \{ k \in \mathbb{N} \mid \|F(f_k^\delta) - g^\delta\| \leq \tau \delta \},
\]

for some parameter $\tau > 1$. Under suitable assumptions, Landweber iteration combined with the discrepancy principle gives rise to a convergent regularization method \[13\].

After these considerations, we can now define a solution approach for Problem 1. Since for all $f \geq 0$ there holds $F(f) = G(f)$, it follows from (13) that

\[
F(f)(s_i, \theta_j) = g(s_i, \theta_j).
\]

Hence, for solving Problem 1 we propose to use the Landweber iteration (21) for the operator $F$ together with a discretization for the space $L^2(\Omega_S)$ based on collocation at the points $(s_i, \theta_j)$, combined with either a constant or the steepest descent stepsize.

4.2. Reconstruction approaches for the linear models. In this section we consider reconstruction approaches for Problems 2 and 3, which both amount to solving a linear system of the form

\[
(Rf)(s_i, \theta_j) = g(s_i, \theta_j).
\]

Since this is a discrete version of the continuous Radon transform equation

\[
(Rf)(s, \theta) = g(s, \theta),
\]

reconstruction approaches based on methods for solving (24) suggest themselves. Among the earliest approaches is the so-called filtered back-projection \[22, 19\], which combines the classic Radon inversion formula with a suitable filter acting as a regularization. Another very prominent approach is Tikhonov regularization \[7\], which defines the approximation $f_\beta^\delta$ of the density $f$ as the minimizer of the Tikhonov functional

\[
f \mapsto \|Rf - g^\delta\|_{L^2}^2 + \beta \|f\|_{L^2}^2,
\]

where $\beta = \beta(\delta, g^\delta)$ is a regularization parameter. Many variations of this approach are possible, which allow to include different a-priori information on the density function $f$, for example knowledge on its sparsity with respect to a given basis.

Alternatively to Tikhonov regularisation, we can also use iterative regularization approaches such as the Landweber iteration (21), which for linear problems reads

\[
f_{k+1}^\delta = f_k^\delta + \gamma R^* (g^\delta - Rf_k^\delta),
\]

and is e.g. again combined with the discrepancy principle as a stopping rule. Similarly to Tikhonov regularisation, also Landweber iteration can be adapted in many different ways, e.g., by incorporating sparsity constraints \[3\] and acceleration strategies \[2, 15\].
A conceptually different approach for the solution of (23) is contour tomography, which as the name suggests aims not at reconstructing the density function \( f \) but its contours. On its most basic level, it amounts to a differentiation of the data, followed by a back-projection, the result of which is a function whose jumps are roughly equivalent to the jumps of the original density function \( f \). For details, we refer to [20].

In Section 5, we apply the reconstruction methods discussed above (filtered back-projection, Tikhonov regularisation, Landweber iteration, contour tomography) to obtain solutions to both Problems 2 and 3.

5. **Numerical results.** In this section, we present a number of numerical results demonstrating the usefulness of our different reconstruction approaches. These tests are based on experimental data obtained from THz measurements of the plastic sample depicted in Figure 3 (left).

The sample was scanned from 360 uniformly distributed angles \( \theta_j \) using 71 equally spaced parallel beams \( s_j \). An example of the measured electric field \( E_{i,j} \) corresponding to \( (s_i, \theta_j) = (35, 0) \) as well as the reference field \( E_{\text{ref}} \) is depicted in Figure 3 (right). Note that the reference field \( E_{\text{ref}} \) was determined by averaging over consecutive measurements of a THz beam travelling through air only.

As can already be seen from these examples, both \( E_{i,j} \) and \( E_{\text{ref}} \) contain a certain amount of measurement noise, which mostly affects the signal quality away from the main peak, see Figure 4. While this does not have a strong influence on the reconstructions obtained from intensity data \( I_{i,j} \) and \( I_{\text{ref}} \) (i.e. in Problem 3), it does affect the reconstruction when \( P_{i,j} \) and \( P_{\text{ref}} \) are used as data (i.e. in Problem 1 and Problem 2). Fortunately, the most relevant information of the data is contained in the main peak, even though different sections of the beam might go through different thicknesses of the material. Hence, we pre-processed the measured electric fields \( E_{i,j} \) and \( E_{\text{ref}} \) by extracting and considering only the main peak of each signal (see Figure 4 for an example).

Another technicality when dealing with \( P_{i,j} \) and \( P_{\text{ref}} \) as data has to do with the fact that in theory, all \( P_{i,j} \) should have the same sign as \( P_{\text{ref}} \); compare to (7) and (9).
Unfortunately, this is not satisfied for measured $P_{i,j}$ due to noise and discretization errors in the signal. Apart from the analytical inconsistencies which it introduces, this also leads to numerical problems when one has to compute the right-hand side $-2 \log \left( \frac{P_{i,j}}{P_{\text{ref}}} \right)$ of (10) for solving Problem 2. However, note that mathematically both (7) and (9) remain the same if one first divides by $P_{\text{ref}}$ and then applies the absolute value on both sides. Hence, for obtaining the results presented below, we always used $|P_{i,j}/P_{\text{ref}}|$ instead of $P_{i,j}/P_{\text{ref}}$ in order to circumvent these issues.

When working with experimental data, it is advantageous to carry out a number of pre-processing steps on the quantities $|P_{i,j}/P_{\text{ref}}|$ and $I_{i,j}/I_{\text{ref}}$ before computing the actual data $-2 \log(|P_{i,j}/P_{\text{ref}}|)$ and $-\log(I_{i,j}/I_{\text{ref}})$ for Problem 2 and Problem 3, respectively. In our case, this pre-processing consists of a thresholding to remove unnaturally large values induced by measurement errors, a suitable scaling, and the
application of a Gaussian filter to remove some high-frequency noise components. The resulting data (sinograms) are depicted in Figure 5. The data $P_{i,j}/P_{\text{ref}}$ corresponding to the nonlinear Problem 1 is pre-processed in the same way and is depicted in Figure 7 (left).

Concerning the implementation of the different reconstruction approaches: the density function $f$ was discretized as a piecewise constant function on an $81 \times 81$ pixel grid, and for the assembly of the corresponding Radon transform matrix the AIR TOOLS II toolbox by Hansen and Jorgensen [14] was used. All computations were carried out in Matlab on a desktop computer with an Intel Xeon E-2136 processor with 3.30GHz and 16 GB RAM, and for the solution approach based on filtered back-projection, the Matlab function $\text{iradon}$ was used.

**Figure 6.** Simulated measurement data $|P_{i,j}/P_{\text{ref}}|$ for the triangular plastic sample depicted in Figure 3 (left), and the resulting reconstruction obtained via the nonlinear Landweber approach introduced in Section 4.1 (right).

**Figure 7.** Pre-processed data $|P_{i,j}/P_{\text{ref}}|$ obtained from THz measurements of the triangular plastic sample depicted in Figure 3 (left), and the resulting reconstruction obtained via the nonlinear Landweber approach introduced in Section 4.1 (right).

First, in order to check the validity of our general nonlinear model (7), we set up a numerical representation of the density function of the triangular plastic sample
shown in Figure 3 (left). Applying the nonlinear operator $F$ defined in (15) to this, we obtain the simulated data depicted in Figure 6 (left). Even though the numerical representation is only a coarse approximation of the real sample, and effects like scattering are not included in our model, the simulated data are in good agreement with the experimental data obtained from the actual THz measurement, which are shown in Figure 7 (left). Hence, our nonlinear model appears to be a sufficiently accurate approximation of the actual underlying physical reality. The corresponding reconstructions via the nonlinear Landweber approach presented in Section 4.1, obtained after 200 iterations from both the simulated and the experimental data, are depicted in Figure 6 (right) and Figure 7 (right), respectively. In both cases, we clearly recover the triangular structure of the sample, as well as the difference in thickness between the top edge of the triangle and its other two sides; compare also to Figure 3 (left).

Figure 8. Reconstructions for Problem 2 obtained from the data $-2 \log(|P_{i,j}/P_{\text{ref}}|)$ depicted in Figure 5 (right) via the application of the following reconstruction methods introduced in Section 4.2: filtered back-projection (top left), contour tomography (top right), Landweber iteration (bottom left), Tikhonov regularization (bottom right).

After considering the nonlinear Problem 1 we now turn our attention to the linear Problems 2 and 3. In particular, we apply the different reconstruction approaches introduced in Section 4.2, i.e., filtered back-projection, contour tomography, Landweber iteration, and Tikhonov regularization, to the data $-2 \log(|P_{i,j}/P_{\text{ref}}|)$ and $-\log(|I_{i,j}/I_{\text{ref}}|)$ depicted in Figure 5 in order to obtain solutions to Problem 2 and 3, respectively. The resulting reconstructions are shown in Figure 8 and Figure 9.
Figure 9. Reconstructions for Problem 3 obtained from the data \( -\log(I_{i,j}/I_{\text{ref}}) \) depicted in Figure 5 (left) via the application of the following reconstruction methods introduced in Section 4.2: filtered back-projection (top left), contour tomography (top right), Landweber iteration (bottom left), Tikhonov regularization (bottom right).

Note that for Landweber iteration, a zero initial guess and 2000 iterations were used, while for Tikhonov regularization we chose \( \alpha = 500 \) for the regularization parameter. In all reconstructions, the triangular structure of the sample is clearly recovered. Additionally, in the contour tomography reconstructions the outer and inner edges of the object are clearly visible. Note that all reconstructions feature more or less pronounced bumps in the corners of the triangle, which we suppose to be due to scattering effects not covered by our model. However, all reconstructions are sufficient to allow for a qualitative inspection of the internal structure of the measured plastic sample. Concerning the differences between the reconstructions, note that the reconstructions obtained via Problem 2 feature somewhat sharper edges than those obtained via Problem 3.

In summary, all of the presented reconstruction approaches were successful in recovering the triangular structure of the object. In addition, the reconstruction approach based on the nonlinear Problem 1 is also able to resolve the difference in thickness between the top edge and the two side edges of the triangular sample. This indicates that the nonlinear model is closer to the physical reality, and that the corresponding nonlinear reconstruction approach can be beneficial in practice.
6. **Conclusion.** In this paper, we considered the imaging problem of THz tomography, with an emphasis on the use case of THz imaging on plastic profiles via a THz-TDS system. In particular, we derived a nonlinear mathematical model describing this problem, and considered a number of linear approximations revealing connections to computerized tomography. Furthermore, we proposed different reconstruction approaches, which were numerically tested on experimental data obtained from THz measurements of a plastic sample.
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