Survival prediction among heart patients using machine learning techniques
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**Abstract:** Cardiovascular diseases are regarded as the most common reason for worldwide deaths. As per World Health Organization, nearly 17.9 million people die of heart-related diseases each year. The high shares of cardiovascular-related diseases in total worldwide deaths motivated researchers to focus on ways to reduce the numbers. In this regard, several works focused on the development of machine learning techniques/algorithms for early detection, diagnosis, and subsequent treatment of cardiovascular-related diseases. These works focused on a variety of issues such as finding important features to effectively predict the occurrence of heart-related diseases to calculate the survival probability. This research contributes to the body of literature by selecting a standard well defined, and well-curated dataset as well as a set of standard benchmark algorithms to independently verify their performance based on a set of different performance evaluation metrics. From our experimental evaluation, it was observed that decision tree is the best performing algorithm in comparison to logistic regression, support vector machines, and artificial neural networks. Decision trees achieved 14% better accuracy than the average performance of the remaining techniques. In contrast to other studies, this research observed that artificial neural networks are not as competitive as the decision tree or support vector machine.
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1. Introduction

Cardiovascular diseases, commonly referred to as CVDs, are identified as the most common cause of death worldwide [1]. World Health Organization (WHO) estimates that nearly 17.9 million people die each year of CVDs which is around 1/3rd of the worldwide deaths. Notably, CVD does not refer to a specific heart problem, on the contrary CVD is a general term pointing to a set of disorders of the heart and blood vessels. These disorders include coronary heart disease—a heart condition where the
arteries are not able to supply the required amount of oxygenated blood to the heart, cerebrovascular
disease—a disease that negatively affects the blood flow in the brain, rheumatic heart disease where
heart valves are damaged permanently [1]. Due to its high share in the worldwide deaths and continued
increase, predicting heart failure is an important task for clinicians. The early discovery of heart failure
can lead to medical interventions that can increase the recovery from CVDs and decrease the number of
fatalities as well. However, predicting heart failure is not a trivial task and several studies have focused
on identifying features that are associated with predicting heart failure [2–4]. The introduction of
Electronic Medical Records (EMR) facilitated medical practitioners to move from paper-based record
to electronic record management of patients, simplifying the analysis of large medical data, thereby
facilitating the acquisition, storage and processing of medical data [5]. The availability of medical data
in electronic form also benefited the scientific community as they used the data to perform various
types of analysis to identify novel and previously unknown patterns [3, 4]. The availability of data
in general also led to the advent of new computational techniques such as deep learning in a wide
variety of applications. Some of the application areas include medical sciences [6], social networks
analysis [7], environmental science [8], and others [9, 11, 12].

Machine learning techniques and deep neural networks are also used in predicting heart failure
by several researchers [2–4, 13]. However, these researchers used a set of techniques from machine
learning and some primitive techniques for comparison. This motivated us to consider the current state-
of-the-art of machine learning algorithms for heart failure prediction and evaluate the machine learning
algorithms on a standard benchmark dataset. Therefore, the objective of the work is to identify the
best-performing machine learning algorithms on the benchmark dataset by selecting various machine
learning techniques and evaluating them on the standard benchmark dataset.

The remainder of this work is organized in the following sections. Section 2 discusses state-of-
the-art techniques concerning the use of machine learning algorithms for cardiovascular diseases. In
Section 3, we present the experimental set-up and the relevant details. Section 4 covers the results and
discussions. Section 5 concludes the work and discusses potential future research directions.

2. Literature review

In the recent past, there is a considerable attention towards the applications of machine learning
techniques in medical diagnostic [6–10]. The advancement of Information and Communication Tech-
nologies has resulted in development in many fields including medical sciences. The design of smart
hardware has enabled the collection of large scale medical data that paved the way for the design of
sophisticated machine learning and deep learning techniques used in health sciences [19, 20]. Re-
searchers have used a variety of novel approaches obtaining better results [19, 20]. Further, novel and
effective computational techniques are also developed. As the coverage of these works are beyond the
scope of this work, in the following, we only focus on machine learning and related techniques in the
area of cardiovascular diseases.

Ahmad et al. [13] collected the data of 299 patients with heart failure problems and applied statisti-
cal techniques to identify important features that contribute to the survival of the patients. The authors
identified growing age, high blood pressure, and lower EF values to be key factors that affect the high
mortality rate. Chicco and Jurman [2] considered the dataset as used by Ahmad et al. [13] and applied
several machine learning algorithms to achieve two objectives. The first objective was to predict the
survival possibility of patients whereas the second objective was to identify the features that are more relevant with respect to objective 1. Unlike [13] the authors found that serum creatinine and ejection fraction are the two important feature capable to identify the survival rate from heart failure.

Khourdifi and Bahaj [14] opined that for CVD prediction machine learning algorithms can provide good results in comparison to other techniques as they can model complex problems with non-linearity. The authors explored the concept of selective features selections which imply that not all features are important to predict the outcome. Further, the authors proposed to use particle swarm optimization and ant colony optimization techniques in conjunction with neural networks, random networks, and support vector machines. Shah et al. [15] used naive bayes, k-nearest neighbors, random forest and decision tree techniques for heart disease prediction using the dataset available at the UCI repository. The original dataset contained 76 attributes, however, the authors used only 14 attributes and observed that the k-nearest neighbor technique performed the best.

Diwakar et al. [16] reviewed the literature addressing the problem of medical diagnosis using machine learning and image fusion techniques. The work of Mohan et al. [17] focused on the long-standing issue of cardiovascular disease prediction. The authors argued that the prediction of heart disease is a challenging scientific problem of real-world importance and the solution of the problem can be of significant importance for medical practitioners including physicians and surgeons. In the work [17], the authors focused on the identification of important features that can help in predicting heart disease. The authors proposed a feature selection method and evaluated several machine learning algorithms, including decision trees and support vector machines.

Ghosh et al. [3] considered three different datasets and combined them to use as a single dataset for evaluation of the various machine learning algorithms for CVD prediction. The authors used the LASSO feature selection technique to identify important features and produced better results than the other standard approaches. Chen et al. [4] argued that the present techniques of medical diagnostic related to heart failure are heavily dependent on physician knowledge as well as interpretation of the case. The work proposed to use the DPCNN and XGBOOST based hybrid approach for automatic extraction of features from patients’ test history text. The authors claimed to achieve significant improvement in prediction sensitivity with the help of the hybrid approach. Porum et al. [18] advocated the use of Convolutional Neural Networks (CNN) for predicting Congestive Heart Failure (CHF) from raw electrocardiogram (ECG) heartbeat. The model is trained on a dataset containing 490,505 heartbeats and the authors claimed to achieve 100% CHF detection accuracy. Machine learning techniques are also used in medical image processing. For instance, machine learning techniques can be used in the pre-processing step to remove noise and other irrelevant information from medical images (such as CT-scans). Further, machine learning techniques are also used for automatic image segmentation and thus reducing the laborious task of manual segmentation of medical imagery [19]. For a detailed review on the use of machine learning techniques for heart failure prediction, readers are highly recommended to look into the following pieces of literature [20–22].

From the literature survey, this research concluded that a variety of techniques are used in the literature for CVDs, however, for survival prediction there is a gap to experimentally evaluate the machine learning algorithms on a standard data set. This research fills this gap by considering various machine learning techniques and evaluate them on a standard benchmark dataset as used in [2, 13].
3. Experimental setup

In this section, the experimental setup is discussed including the description of the methodology, explanation of the dataset, the set of machine learning algorithms, and the evaluation criteria.

3.1. Methodology

The steps followed in performing the experiments are listed below:

i) The dataset is reviewed manually to understand the structure of the data as well as the meaning of the various features. ii) The dataset is pre-processed for missing values, irregular values, values not matching the column description, and outliers. For this purpose various functions of Python's pandas library were used. After ensuring that the pre-processing phase resulted in a cleaned dataset, the data is saved for reproducibility of the results. No feature selection is carried out and all features are selected for model development and implementation. The dataset is split into training and test dataset. The training set contains 80\% of the data, whereas the test set contains 20\% of the data. Note that the data is randomly divided into training and test sets. Machine learning models are trained using the training set. Models are evaluated based on the performance evaluation criterion using the test set.

3.2. Dataset

We use the dataset collected by Ahmad et al. [13] and was previously used by Chicco and Jurman [2]. The dataset consists of 299 patients' data. The disease among the patients was identified by the use of the Cardiac Echo report as well as the notes written by the physician. Follow-up meetings were arranged with patients with an average period of 130 days. The gender distribution of the data is 194 men and 105 women. All the patients were over 40 years old and belong to NYHA classes III and IV [13]. The dataset consists of 12 features which include age, anemia, Blood Pressure (BP), Creatinine Phosphokinase, diabetes, Ejection Fraction, gender, platelets, serum creatinine, serum sodium and smoking. The target variable is named DEATH EVENT which is a binary variable expressing the survival outcome. Of the feature variables, age, Creatinine Phosphokinase, and serum sodium are continuous variables whereas ejection fraction, serum creatinine, and platelets are categorical variables. Gender, diabetes, anemia, blood pressure, and smoking are considered binary variables. Note that blood pressure and anemia were continuous variables but were transformed into binary variables. The cause of death of a patient is heart-related diseases. The authors [13] claimed to follow the necessary protocols including informed consent from the patients in data collection.

3.3. Algorithms

3.3.1. Logistic Regression

The Logistic Regression (LR) classifier is the most basic yet effective classifier. LR is used in situations where an input needs to be classified into a pre-defined set of classes. Logistic regression-based classifiers can be used both for binary and multi-class classification problems. Sigmoid is the most commonly used activation function, however, other alternatives exist as well.
3.3.2. Support Vector Machine (SVM)

Support Vector Machine (SVM) is a supervised machine learning technique and is used for classification problems where the boundary between various classes is nonlinear [17]. SVM supports several kernel functions such as linear, non-linear and Lagrangian, etc.

3.3.3. Decision Tree

Like SVM, the Decision Tree (DT) is a type of supervised machine learning-based classifier [17]. DTs can be used both for categorical variables as well as continuous variables. DTs can be binary as well as multiway, depending on the nature of the problem. At each level in DT, a decision variable exists (root at the top) and the decision to move to a lower level is based on the corresponding value observed against the node. The leaf nodes contain the outcome, i.e., in case of classification problem the possible values/outcomes of the target variable are present at the leaf.

3.3.4. Artificial Neural Networks

Artificial Neural Networks (ANN) are among the most favoured techniques in the machine learning domain for regression as well as classification problems [7]. ANNs are used in a variety of applications [2, 12]. The basic constituent of ANN is a neuron which is a computational unit that receives an input (one or more) and produces an input. Other than the input and output layers, ANN contains multiple layers (called hidden layers) each of which contains many neurons. The final layer of the ANN is called the output layer which contains one or more units depending on the nature of the problem being solved.

3.3.5. Model parameters

To ensure reproducibility of the results, we present the various parameters used for the model in our experiments in Table 1. Note that during the experimentations, several parameters were used, and only the optimal parameters are reported here.

| Technique                        | Parameters                                      |
|----------------------------------|-------------------------------------------------|
| Decision Tree                    | Max Depth = 4                                   |
| Support Vector Machine           | kernel = poly                                   |
|                                  | Degree = 4                                      |
| Artificial Neural Networks       | Two layers other than input and output layers   |
|                                  | 2nd layer: 6 neurons, activation is sigmoid     |
|                                  | 3rd layer, 4 neurons, activation is relu        |
|                                  | loss function: binary-cross entropy             |
|                                  | Metric: Accuracy                                |

It is important to mention that the parameters given in Table 1 are obtained after testing various combinations. For instance, in case of Artificial Neural Networks various combinations of hidden layers and neurons in each layers were tested and the configuration which resulted in best performance is chosen.
3.4. Performance evaluation criteria

As per se, our machine learning problem is a classification problem, therefore, we will use performance evaluation criteria for classification problems. In this regard, we consider the following evaluation criteria:

- Accuracy
- Precision
- Recall
- F1-Score

However, before defining these terms, let us define some key terminologies that are in turn used to define accuracy, precision, recall and F1-score [7].

True Positive (TP): An outcome is called as true positive if both the original outcome and predicted outcome are true.

False Positive (FP): An outcome is referred to as a false positive if the original outcome is false and the predicted outcome is true.

False Negative (FN): An outcome is called as false negative if the original outcome is positive whereas the predicted outcome is negative.

True Negative (TN): An outcome is referred to as true negative if both the original outcome and predicted outcome are negative.

Based on the \( TP, FP, FN \) and \( TN \), we define the performance evaluation terms as follows [7]:

Accuracy: Accuracy is the ratio between all the true predictions (sum of \( TP \) and \( TN \)) and the total number of predictions.

Precision: Precision is a ratio between the number of true predictions (TP) and that of the sum of instances that are predicted as true (TP + FP).

Recall: Recall is the ratio between truly predicted records (TP) and that of the total number of positive records (TP + FN).

F1-Score: The F1-score uses the precision and recall score and is considered as the harmonic mean of precision and recall.

4. Results and discussions

In this section, we present the results and discussions based on the evaluation criteria of accuracy, precision, recall and F1-score. However, before discussing the results based on the criteria, we present the summary of \( TP, FP, FN \) and \( TN \) in Table 2.

Table 2. Summary of the confusion matrix scores.

| Technique                  | True Positives | False Positives | False Negatives | True Negatives |
|----------------------------|----------------|-----------------|-----------------|---------------|
| Logistic Regression        | 11             | 1               | 12              | 36            |
| Decision Tree              | 15             | 4               | 8               | 33            |
| Support Vector Machine     | 4              | 1               | 19              | 36            |
| Artificial Neural Networks | 2              | 3               | 21              | 34            |
DT is found to be the technique that obtained the best accuracy among the set of algorithms. The achieved accuracy of DT is 80% which is 14% better than the average accuracy of the other 3 models. ANN achieved the minimum accuracy of 60% whereas the accuracy achieved by LR is 78.34% and that of SVM is 66.67%. Figure 1 presents the accuracy achieved by each of the models.
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**Figure 1.** Accuracy score by each of the machine learning technique.

When the machine learning algorithms are evaluated using precision as the criterion, this research observed that LR outperformed the remaining techniques. LR achieved a precision score of 91.67% whereas the DT achieved 78.94% precision. SVM and ANN scored 80% and 40% respectively in terms of precision. The precision scores of all the algorithms are reflected in Figure 2.
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**Figure 2.** Precision score by each of the machine learning technique.

Figure 3 shows the recall score of the selected four machine learning techniques. DT has achieved the highest recall score of 65.21%, whereas the minimum recall score is achieved by ANN which is 8.69%. LR achieved a recall of 47.82% whereas SVMs recall score is 17.39%.

Finally, in terms of F1-score, this research observed that DT achieved the highest score of 71.4 whereas the second-best performing technique is LR with an F1-score of 62.8. SVM achieved an F1-
score of 28.57 and ANN is the least performing technique with an F1-score of 14.28. Figure 4 shows the summary of the F1-score by each of the machine learning techniques.

![Figure 3. Recall score by each of the machine learning technique.](image)

![Figure 4. F1 score by each of the machine learning technique.](image)

We observed that DT performance is better than the rest of the machine learning techniques on all performance evaluation measures except precision. When precision is considered as a performance measure, LR performs better than the rest of the techniques. Overall, LR is better than SVM and ANN. Only DT performs better than LR. The performance of ANN is observed to be the worst, even worse than a basic logistic regression.

For experiments, the data was randomly divided into 80% and 20% training and test sets respectively. This might result in biased datasets for training and testing. In order to address the shortcoming of random division of data, we performed k-fold cross validation by setting $k = 5$. The results obtained for accuracy metric using k-fold cross validation are presented in Figure 5. The k-fold cross validation confirmed the original performance ordering of the machine learning algorithms. We observed that al-
though there is a slight increase in accuracy scores of all the machine learning techniques, the relative order remained same.

**Figure 5.** Accuracy using k-fold cross validation.

**Figure 6.** Visualization of the decision tree.

As identified that decision tree is the best performing technique, it is appropriate to visualize it and identify the factors that play an important role in the decision. Figure 6 is a graphical representation of the decision-making process by the decision tree model. Note that the DT is derived based on the number of instances in the training set (80% of the total data). At the root is variable serum creatinine, if the value of serum creatinine is less than or equal to 0.151 then the left sub-tree is traversed, otherwise, the decision is transferred to the right sub-tree. In the left sub-tree (true block), the ejection fraction
value is evaluated, whereas, in the right sub-tree (false block), the Phosphokinase value is checked. A point of importance is to note that these values are normalized. It is important to note that we used a standard scaler for values normalization in the pre-processing phase. Our findings are in line with that of Chicco and Jurman [2] who also identified serum creatinine and ejection fraction as important variables. However, our findings are different from that of Ahmad et al. [13] where age and high blood pressure were marked as key factors.

5. Conclusions

CVDs are the most common cause of death worldwide with an estimated figure of 17.9 million annual deaths. Early prediction and diagnosis of cardiovascular diseases can reduce the number of associated deaths. In this regard, several computational techniques are introduced in the literature that focuses on various aspects of predicting, identifying, and controlling heart-related diseases. In terms of machine learning techniques, the work mainly focused on identifying features that are vital in influencing the survival rate in CVDs. Several different techniques and datasets are used by the researchers with varying degrees of success.

In this work, we considered a set of algorithm/techniques as well as a standard benchmark dataset to review the performance of algorithms/techniques against various performance measures. We identified decision tree to be the best performing algorithm and artificial neural networks to be the worst performing on various performance measures. The performance of DT is 14% better than the average performance of other techniques. In terms of accuracy, the performance difference between DT and LR is not significant. This work can be further extended in terms of designing robust machine learning algorithms that can effectively perform well on real-world data sets. Further, the current dataset is relatively imbalanced and it will also be important to collect more robust data regarding various heart-related conditions and use the data for training more robust models. Another potential research direction is to explore the use of medical image processing techniques for CVDs.
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