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Abstract — We present NeuriCam, a key-frame video super-resolution and colorization based system, to achieve low-power video capture from dual-mode IoT cameras. Our idea is to design a dual-mode camera system where the first mode is low power (1.1 mW) but only outputs gray-scale, low resolution and noisy video and the second mode consumes much higher power (100 mW) but outputs color and higher resolution images. To reduce total energy consumption, we heavily duty cycle the high power mode to output an image only once every second. The data from this camera system is then wirelessly streamed to a nearby plugged-in gateway, where we run our real-time neural network decoder to reconstruct a higher resolution color video. To achieve this, we introduce an attention feature filter mechanism that assigns different weights to different features, based on the correlation between the feature map and contents of the input frame at each spatial location. We design a wireless hardware prototype using off-the-shelf cameras and address practical issues including packet loss and perspective mismatch. Our evaluation shows that our dual-camera hardware reduces camera energy consumption while achieving an average gray-scale PSNR gain of 3.7 dB over prior video super resolution methods and 5.6 dB RGB gain over existing color propagation methods.

Open-source code: https://github.com/vb000/NeuriCam

1 Introduction

The power consumption of video camera systems is a bottleneck for multiple applications like security cameras [26, 37, 55, 64], wearable cameras (e.g., Google glass), robotics and sensor deployments for wildlife monitoring and smart farms [13, 40]. While advances in sensor hardware have enabled microphones, temperature and pressure sensors that are low-power (10 to 100 uW) [72, 83], camera sensor hardware can generate significantly more data and thus have orders of magnitude higher power consumption [1, 2].

There is roughly a 100x difference in the power consumption of grey-scale, noisy, low resolution image sensors and higher resolution RGB sensors (Fig. 2) — the HM01B0 sensor supports grey-scale, noisy QQVGA (160x120) resolution and consumes only 1.1 mW, while the OV7735 color sensor consumes 100 mW at VGA (640x480) resolution [1, 2]. Three key factors contribute to this power difference.

• Video resolution. In contrast to a temperature sensor that outputs a single value, a VGA camera outputs 640x480 pixels per frame. At a frame rate of 15 fps, this is around 4.6 million pixels per second. Thus, increasing the video resolution requires both a higher clock rate and significantly more energy consumption to support the I/O operations [45, 60].

• Supporting color. RGB image sensors that can support color require increasing the number of channels per pixel which further increases the clock rate and I/O requirements.

• Noise and dynamic range. CMOS image sensors can reduce the power consumption at the cost of a higher read noise and fixed pattern noise. This however results in a lower signal to noise ratio (SNR) and dynamic range [4, 48].

This paper explores the following problem: can we design high resolution color video camera systems while minimiz-
ing camera energy consumption? Our idea is to design a dual-mode camera system where the first mode is low power (1.1 mW) but only outputs grey-scale, low resolution and noisy video and the second mode consumes much higher power (100 mW) but outputs color and higher resolution images. To reduce total energy consumption, we heavily duty cycle the high power camera to output an image only once every second. This data can then be wirelessly streamed to a nearby plugged-in access point or router that is not power constrained, where we run our real-time neural network decoder to reconstruct a higher resolution color video.

Our dual-mode\(^1\) approach to low-power video capture has three key advantages. First, heavily duty cycling the high power image sensor reduces its energy consumption. For example, duty-cycling it to capture one frame per second, can reduce its average power consumption by a factor of the target frame rate (e.g., a power reduction of roughly 15x for 15 fps video). Second, capturing lower resolution monochrome video for the remaining frames, can significantly reduce the amount of data captured by the camera system. For example, capturing greyscale 160x120 video at 15 fps and the key frame instead of RGB 640x480 video reduces the amount of data captured by a factor of 48. Finally, the router can combine the data across the two streams by super-resolving the low-resolution grey-scale video using the heavily duty-cycled high-resolution video frames, which we refer to as key-frames. We show that these key-frames act as ground-truth priors for reconstructing precise high-frequency details that is missing in the low-resolution frames. In addition, these key-frames are also a source of information for color, allowing us to generalize the super-resolution task to color.

Reconstructing high resolution color video from our low-power dual-camera system is challenging for three reasons: (i) since the input video from the always-ON camera is grey-scale, key frames from the heavily duty-cycled color camera are the only source of color. One naïve approach is to use the closest key frame to propagate color across the video. However, occlusions in the current frame may not always be present in the closest key frame due to motion, (ii) since we capture the higher resolution color key frames only once per second, there can be significant relative motion between the objects in the key frame and current frame. Standard convolutional operations mostly focus on local features and if there is a significant relative motion between these frames, they tend to fail to capture features that may have moved hundreds of pixels away, and (iii) since in our practical implementation, we use two cameras in slightly different locations, we can not assume that the transformation between the two views will preserve parallel lines. Thus, we need to account for a change in the perspective between the two cameras as well as different fields of view while combining the data.

We present a novel deep learning-based system to achieve video capture from low-power dual-mode IoT systems. To achieve this, we tackle key-frame based video super-resolution and colorization as a single problem. Our design uses a bidirectional recurrent network architecture that propagates information between the key-frames. The bidirectional nature of our network ensures that the two high-resolution key frames that appear before and after the low-resolution frames are both used to super-resolve and colorize the video. We introduce a novel attention feature filter mechanism that assigns different weights to different features, based on the correlation between the feature map and contents of the input frame at each spatial location. This ensures that correct features are used across the two key-frames to colorize different objects in the current frames (see §3.1.1). To address the problem of high mobility across frames, we use optical flow based alignment as an initial step to do long range motion alignment, and then refine it using deformable convolutions. We also aggregate temporal information to extract details from neighboring frames using grid propagation (see §3.1.2).

We first evaluate our neural network using standard datasets to emulate a dual-mode system with different resolutions, which we train using the Vimeo-90K dataset and perform evaluation on the Vid4, UDM10 and REDS4 datasets. The REDS4 dataset is a first-person point-of-view camera dataset with a lot of random motion. Our evaluation shows that:

- Compared to state-of-the-art video super resolution techniques (BasicVSR++ [11]), our key-frame based approach increases the grey-scale video PSNR by 1.7-4 dB across the three datasets\(^2\). These improvements in the video quality can help with more faithful reconstruction of finer details such as signs, letters, shapes and textures (Fig. 5) and are possible because we can learn from the finer details in the high-resolution key frames that are absent in the low-resolution video.

- We achieve a 4-6 dB gain in the colorization performance compared to prior color propagation methods (DEVC [25]). In comparison to reference based image super resolution methods (TTSR [85]), our bidirectional recurrent method with attention mechanism that use the key-frames achieves a 4-7 dB performance improvement across the three datasets.

We prototype a low-power dual-camera hardware using off-the-shelf components. Our prototype includes a Himax HM01B0 image sensor capturing greyscale video at 15 fps and QQVGA resolution and a OmniVision OV7692 color VGA sensor capturing key-frames once every second. Our prototype design includes microcontrollers and wireless ra-

\(^1\)Ideally, one could design a custom camera IC that can read out low resolution gray scale continuously and provide a higher resolution color frame periodically with minimal switching delay. In practice, given the switching delays and resolutions of commodity low-power cameras, we implement the dual-modes using two different cameras. In the rest of the paper, we reuse dual-mode and dual-camera interchangeable, given this context.

\(^2\)For fairness, our PSNR computations exclude the key-frames.
The runtime of our model on a Nvidia RTX 2080 Ti GPU is around 54 ms per frame. For context, at 15 fps, the receiver must process each frame in less than 66 ms to be real-time. By increasing the batch size and GPU utilization, we can reduce the per-frame processing time to 44 ms.

Our system can achieve color 640x480 wireless video streaming at 15 fps while consuming only 46 mA. The active power is much lower than existing wireless video streaming systems at comparable frame rates and resolution (Table 1).

Contributions. We address the problem of designing high resolution color video camera systems while minimizing camera energy consumption. To this end, 1) we introduce a dual-mode camera approach where the first mode is low power but outputs grey-scale, low resolution video while the second mode is high power but outputs heavily duty-cycled color and higher resolution images. 2) we design an efficient deep learning technique for key-frame based video super-resolution and colorization. 3) we address practical issues including perspective mismatch and wireless packet losses. 4) We provide extensive evaluations showing significant gains over state-of-the-art video super resolution methods as well as prior color propagation methods. 5) We built a prototype hardware that shows significant energy savings achieved by our low-power wireless camera system. 6) By making our algorithms and designs open-source at publication, we will help sustain progress in creating these low-power video systems.

2 Related Work

Energy-efficiency and cameras. There has been recent work on designing more power-efficient camera sensors [8, 35, 54], mixed-signal vision integrated circuits [43, 80] and processors [63, 70]. The general relation between power consumption versus resolution, color and SNR however still applies. [14] uses a combination of image compression and a simple pixel-difference based motion detection on the receiver to compress the input video. [6] on the other hand does not use image compression but implements a remote control mechanism that can trigger the transmission of a single image. [32, 61] shows wireless cameras for medical diagnosis.

Many commercial wireless cameras use on-device video compression algorithms to reduce the data transmission rate, including recent work that uses neural networks for on-device video compression [49, 62, 69, 79]. These neural networks, however, are typically designed for internet streaming, which assumed a complex encoder running on a compute-intensive device and a simple decoder for the compute-constrained device side. Low-power IoT cameras on the other hand have reversed complexity, where the encoder is extremely resource constrained, but the decoder can be relatively complex. While low power accelerators have been proposed for compression, they are limited to images [8, 26]. [38, 57, 77] use low-power image compression, and also serve as good references for limits on power consumption of compression-based techniques. We focus on the camera sensor power consumption and explore the use of key-frame based super resolution and colorization. Compression is complementary to sensor power and can also be applied to our low-power dual camera system.

More recently, BeetleCam [33] presents a Bluetooth-based video compression system for low-resolution video. [37, 55, 64] proposed backscatter systems for achieving low-power wireless video streaming (see Table 1). Backscatter is complementary to our approach and can be used instead of our off-the-shelf radio to reduce communication power consumption.

Neural networks for video processing. Super-resolution is a classic problem that has gained renewed popularity with the effectiveness of deep learning methods [10, 27, 29, 41, 47, 65, 67]. Variations to traditional convolution operations like sub-pixel convolutions [67], deformable convolutions [18, 18, 19, 36, 73, 75, 88] have been shown to work well for video super-resolution. However, more recently, it has been
shown that recurrent networks [11, 24, 31] can outperform feed-forward networks that operate on a small batch of frames, at much lower complexity. [11] performs super-resolution on these low-resolution frames and the rest of the frames are super-resolved using motion information and residual present in the encoded bit stream referring to super-resolved key-frames. In contrast to our use of high-resolution key-frames to super resolve and colorize low-resolution grey-scale noisy video, these works perform super-resolution using low-resolution frames and hence cannot extract high-frequency details that may be non-existent in the low-resolution input.

While reference based image super resolution has been explored [86, 87], key-frame based video super-resolution has not received much attention from the research community in recent years. Early work on key-frame based super-resolution considers this problem as a special case of more general example-based super-resolution problem [23], where a low-resolution image or video is super-resolved based on a pool of high resolution images. While generalized block matching methods have been proposed for the example-based super-resolution problem [23, 59], works on key-frame based super-resolution specialize those methods by performing motion compensated block matching. Those methods, however, only achieve a 2x scaling and do not consider color [9, 28, 71]. Recent related work on reference-based super-resolution (RefSR) [20, 68, 85–87] only consider images, not video, and do not transfer color. To the best of our knowledge, our work presents the first deep learning technique to tackle both key-frame based video super-resolution and colorization.

Early work on colorization focused on techniques to propagate user edits or suggestions to other parts of an image using optimization techniques [44, 50]. More recently, deep learning methods have been shown to be more effective by gaining a higher level understanding of image contents [17, 22, 30, 31, 66, 84]. These methods are primarily designed for image editing applications, and need color hints at precise locations. As a result, they tend to lose temporal coherence within a few frames [52]. Welsh et al. [32], suggested that color spaces that separate luminance and color channels work better than RGB color space. In recent years, deep learning methods have been proposed for color propagation to achieve reliable transfer of color for large number of frames [34, 52, 53]. These methods operate on input videos in original resolution and as a result do not perform scaling on luminance channel. Further, we demonstrate that our two-way propagation mechanism, achieves a much higher PSNR.

Prior work also designed neural networks for dual-camera settings. [76] improves the performance of stereo image super resolution by using the symmetry cues in stereo image pairs. [74] targets super resolution for the wide-angle and telephoto cameras on the phones that capture a scene with different focal lengths. More concurrently, [42] proposes a three-color camera system for super-resolving a low-resolution ultra-wide video utilizing wide-angle and tele-photo videos. [16] addresses the problem of super resolution using two cameras where one camera shoots a video with high spatial resolution and low frame rate while the second camera captures a low spatial resolution and high frame rate video. Their target application is high resolution video (4K) at high frame rate (240 fps). In contrast, in our low-power application scenario, our high resolution camera is heavily duty cycled and further, the low resolution camera has a very low resolution (160x120) and in contrast to all the above systems does not support color.

### 3 System Design

Video camera systems in the IoT context, typically involve a transmitter that is power constrained, and a receiver with a relatively high power budget. As seen in Table 1, low-power video streaming systems operating on the order of 10mW are only able to stream QQVGA (160x120) grayscale video at 1-5fps. On the other hand, high-resolution color video streaming systems consume 700-1800mW for streaming VGA (640x480) to HD resolutions. We observe that the sensor power is significant at high-resolutions due to the large number of pixels being activated for each frame as well as the I/O required to handle the data rates. To reduce the sensor power while also preserving the high-frequency details available in high-resolution frames, we propose a dual-camera system where the first camera is low power camera capturing 15fps grayscale video at 160x120 resolution, operating at 1.1mW, and the second high-resolution camera is heavily duty cycled for 1fps color video at 640x480 resolution, operating at 100mW, pre-duty cycling. The two video streams transmitted from this transmitter are then fed to a neural network decoder on the receiver to generate 15 fps color video at 640x480 resolution. We also note that the power numbers in Table 1 includes the image sensors as well as communication and on-device processing.

While, we reduce the amount of data captured by the sensor, one can optimize the energy consumption of communication by using backscatter communication, like prior approaches. This however is not in the scope of our paper.

In this section, we describe the design process of the neural
network model that works with the proposed sensing method as well as address practical issues such as perspective mismatch and packet losses. We then provide a description of the hardware prototype we designed to demonstrate our system.

3.1 Design of the neural network model

Specific to our task of key-frame based video super-resolution and colorization, since key-frames are received only once every second, the model should be capable of mapping objects in the key-frames to 15 low-resolution frames in the presence of large relative motion. This is especially challenging if an object in the current low-resolution frame is occluded in the key-frame. To address this, we implement a bidirectional recurrent network that propagates information between the key-frames, and introduce a novel attention mechanism to selectively choose forward or backward features from each region of the image.

Fig. 3 shows the architecture of our neural network model. We split the input video sequence into key-frame to key-frame sequences before they are fed into the network. So, in each iteration, the network operates on 15 low-resolution frames, \( \{f_i\} \), and two key-frames (previous and next), \( \{k_i\} \). Multiple key-frame to key-frame sequences can be stacked along the batch dimension to increase the throughput of the network. While the bidirectional recurrent network with forward and backward paths as well as the feature extractors are building blocks we use from prior work, the attention feature filters are novel blocks we introduce in this work for this task, applying the attention mechanism. In the rest of this section, we describe our attention mechanism and then provide a detailed description of the complete architecture.

3.1.1 Attention feature filters

**Problem.** Since our method is based on extracting and mapping high-resolution details and color from key-frames, it is vulnerable to scenarios where an object appears in a frame between the key-frames, but the closest key-frame does not have the object. Since we get color information primarily from the key-frames, consider a scenario where frame 2 has an object that appears in view, but is not present in previous (closest) key frame 0 but is present in next key frame. The recurrent forward blocks in Fig. 3 are heavily influenced by the previous key frame since it is closest key frame. The color information for such an object might only be present in the next (farther) key frame. While alignment and propagation are effective at aggregating features from the entire sequence, those blocks do not explicitly consider the content of the frame and its correlation to features at each level. This results in blurred and grayed out details, limiting our ability to effectively super-resolve and colorize.

**Our attention mechanism.** To solve this problem, we propose feature filter based on attention mechanism [7], that assign varying level of weightage to each filter level, based on the correlation between the feature map and contents of the input frame at each spatial location.

For time steps \( t \in \{0, 14\} \), let \( w \times h \) be the resolution of the low-resolution input frames, \( f_i \in \mathbb{R}^{w \times h \times 64} \) be the low-resolution input feature map computed by the low-resolution feature extractor, and \( f_{ij} \in \mathbb{R}^{w \times h \times 64} \) be aggregated features output by alignment and propagation blocks at level \( l \) in the grid shown in Fig. 3. 64 is the channel depth of the feature maps that our network operates on. Then, the features computed by the attention feature filter, \( \hat{f}_i \in \mathbb{R}^{w \times h \times 64} \), is given by:

\[
\hat{f}_i = \sum_{l=0}^{3} f_{ij} \odot A(f_{ij}, f_{il})
\]

where \( A(f_{ij}, f_{il}) \in \mathbb{R}^{w \times h} \) is the attention score value (which effectively is the weight) between low-resolution input feature map and the aggregated feature map at level \( t \) at each spatial location. And, \( \odot \) effectively denotes the element wise multiplication between the feature map and attention value computed for that feature map at that spatial location where all the 64 values/channels in the feature map are multiplied by the attention value. Thus, the attention score value is unique for each spatial location in the frame but is the same across all the 64 channels in the feature map. This allows us to uniquely sample the relevant feature maps at each spatial location, based on the contents of that location.

We use the following definition for attention score function at each spatial location \((i, j)\):

\[
A(f_{ij}, f_{il}) = \text{Softmax}(f_{il}^i, f_{ij}^l)
\]

Here, we first compute the dot product similarity between the low-resolution features, \( f_i \in \mathbb{R}^{64} \), and aggregated features \( f_{ij} \in \mathbb{R}^{64} \), at spatial location \( i, j \). This results in four similarity scores, one for each propagation level. We use these scores to choose the features map with maximum similarity. But since choosing the maximum would be a non-differentiable operation, we use the Softmax function to perform non-maximum suppression of the scores in a differentiable way.

Essentially, the summation in Eq. 1 is a weighted average of correlation between feature map and low-resolution input frame at each spatial location, over all propagation levels in the network. The importance of our attention mechanism to our task of key-frame based super-resolution and colorization is demonstrated in Fig. 4. Here, we can observe that the occluded region is better predicted by the model with attention using information from the next key-frame, despite frame 7 being closer in time, to the previous key-frame. The model without attention is able to predict the structure well from the low-resolution input, but fails to prioritize the second key-frame to infer the accurate color information.

3.1.2 Neural network details

We describe the remaining blocks in Fig. 3 for completeness.
**Figure 3:** Complete architecture of our model with aligned grid propagation and attention similarity filters. Residual blocks (shown in blue in the right figure) are the processing elements used in feature extraction and feature propagation. Recurrent element (green block in the right figure) align the neighboring features and compute aggregated features at each level in the grid.

**Feature extractors.** Both the low-resolution and high-resolution input frames are fed into feature extraction blocks. We use 5 residual blocks for the low-resolution feature extractor and 7 residual blocks for key-frame feature extractor. As shown in Fig. 3, each residual block is a sequence of two 2D convolution operations followed by a residual skip connection. The first two convolutional layers in the key-frame feature extractor subsample the input spatially while increasing the channel depth to generate key-frame features that have the same dimensions as low-resolution features. We use separate feature extraction blocks with independent parameter sets for low-resolution frames and key-frames. However, the feature extractors used for individual low-resolution frames, or individual key-frames, is the same.

**Deformable alignment.** In videos with high relative motion between subsequent frames, hidden states computed based on previous frames might align poorly with the current frame. Since convolution operations tend to fail at effectively considering global correlations [21,51], it is hard for residual blocks to transform previous frame features to align with the current frame. [73, 75] proposes the use of deformable convolutions to mitigate this problem. [12] further improves this by using optical flow based alignment as an initial step before applying deformable convolutions. Deformable convolutions are generally hard to train due to the instability caused by large filter offsets. [12] uses optical flow based alignment as an initial step to do long range motion alignment, and then refine it using deformable convolutions, which would now have reasonable offsets. Since we perform similar alignment between neighboring frames, we use the same alignment scheme.

**Grid propagation.** Aggregating temporal information is
important for extracting details from neighboring and key-frames. We use grid propagation to achieve feature aggregation over the entire input sequence refined over multiple levels. Each cell in the grid is shown in Fig. 3(b), contains an flow based deformable alignment module and residual feature propagation module. It has to be noted that alignment and propagation module at each level are different (with unique parameter sets), but same module is used across all time steps.

**Upsampler.** Once we compute aligned feature propagated from both directions, we apply the attention filter described in §3.1.1 to obtain the final feature map, that we can predict the high-resolution color frames with. We use two convolutional layers to generate 48 channel output, which is then followed by a pixel shuffle layer [67] to upsample the output to a 3-channel high-resolution output. We apply tanh activation to the final layer to convert the output to be in the \([-1, 1]\) range. The output we obtain is in \(L^\ast a^b\ast\) colorspace, so we normalize the output to \([0, 1]\) range, convert it to RGB colorspace. We normalize the resulting RGB output to \([0, 255]\) range, round the values and store them in 8-bit unsigned integer format.

**Color space and loss function.** Most prior super-resolution works operate in the RGB colorspace. However, since we are also performing colorization task in tandem, using RGB colorspace resulted in subpar colorization results in our experiments. So, we convert the key-frame, and during training ground-truths, to CIELAB colorspace, which has been shown to perform better for colorization [25, 84]. For loss function however, we found that Charbonnier loss [15] popular in video super-resolution works better compared to L1 or Huber loss functions used in colorization works. Given the high-resolution output frame \(HR_{\text{predicted}}\), and ground-truth high-resolution frame \(HR_{\text{gt}}\), the Charbonnier loss is given by,

\[
L = \sqrt{||HR_{\text{predicted}} - HR_{\text{gt}}||^2 + \epsilon^2},
\]

where \(\epsilon\) is the regularization factor which we set to \(1e-3\) for training.

### 3.2 Practical Issues

**Perspective correction.** Since in practice, the low-resolution and high-resolution sensors are spatially shifted relative to each other, the images captured by the low-resolution and high-resolution sensors would have a different perspectives. Having a same perspective however would be beneficial for alignment. Thus, we compute a fixed homographic transformation for low-resolution frames to transform them into the perspective of the high-resolution frames and use the transformed frames as inputs to the model.

Since the camera location with respect to each other are fixed, any transformation between them would be a fixed transformation that can also be applied as a prepossessing step to the model’s input. As the two cameras might be capturing different planes, we cannot assume that the transformation between them would be an affine transformation. But assuming planar views of both cameras, we can estimate the homographic transformation of the two views. Given four reference points in low-resolution frame and key-frame, we can transform an arbitrary point \((x, y)\) in low-resolution plane to key-frame plane \((x_k, y_k)\), by:

\[
\begin{bmatrix}
  x_k \\
  y_k \\
  1
\end{bmatrix} =
\begin{bmatrix}
  h_{11} & h_{12} & h_{13} \\
  h_{21} & h_{22} & h_{23} \\
  h_{31} & h_{32} & 1
\end{bmatrix}
\begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix}
\]

We estimate this fixed homographic matrix using four known reference points during a one-time calibration step. We then identify the reference points in the low-resolution frame and key-frame frame. Using these points in low-resolution frame as the start, we estimate the above parameters using opencv’s `getPerspectiveTransform` method. The resulting transformation matrix is then applied as a prepossessing step to the input of the model.

**Packet losses.** In practice, video data transmitted wirelessly can be lost due to packet losses on the wireless channel. We characterize these losses in our evaluation, and here, we describe our approach for handling these losses. In our experiments, we observe that packet loss translates to a loss of 1-2 image lines, on average. However in adverse cases, multiple packets might be lost at a time, and our packet loss handling mechanism should handle that gracefully. With these considerations, we implement a packet correction mechanism, that first detects the start index and count of the number of lines lost and stores it in a key-value map. Starting from the top index in the map, we consider extracting a 5 pixel tall snippet of the error free image, immediately on top of the error line and use bicubic interpolation to expand the snippet to cover the lost lines, while keeping the existing lines as is. This ensures that, starting from the top we progressively fill the lost

---

**Algorithm 1: Packet loss correction algorithm**

```plaintext
Function CorrectPacketLoss(image):
   lost_index_map ← {}
   curr_height ← 0
   while curr_height < Height(image) do
      if IsLineZero(image, curr_height) then
         lost_index_map[curr_height] ← 0
         while curr_height < Height(image) do
            lost_index_map[curr_height] ←
            curr_height ← curr_height + 1
         end
      end
      for each [idx, count] in lost_index_map do
         top ← GetLines(start = idx - 5, end = idx)
         top ← BicubicResized(top, height = count + 5)
         image(start = idx, end = idx + count) =
         top(start = 5, end = count + 5)
      end
   return image
```

---

7
lines all the way to the bottom index.

3.3 Low-power dual-camera hardware design

Low-resolution grayscale camera system. We use a low-power STM32L496 microcontroller (MCU) to initialize the Himax HM01B0 image sensor in QQVGA mode and record 15 frames of grayscale video in one second. Our MCU operating at 80 MHz, uses its PLL (Phase Locked Loop) module to provide a 10 MHz clock for the image sensor operation. Once the image sensor clock is ready, the MCU uses the I2C module to initialize the image sensor in streaming mode and send commands to the Himax camera. Next, the MCU uses the SPI module in slave mode to receive the 8-bit pixels value from the image sensor (SPI master). A DMA (Direct Memory Access) channel is enabled to transfer the data from the sensor (peripheral) to the MCU (memory). This allows us to leave the MCU central core out of the reading process and keep it in sleep mode, which results in lower power consumption. Finally, to transfer the collected data to the basestation, we can use a TI CC2640R2F radio in 8-FSK mode with a maximum throughput of 2.5 Mbps. The radios can be set to different frequencies across at 2.4 MHz band and generates RF signal at 0 dBm. Our STM32L496 MCU uses a DMA channel to transfer data to the TI radio’s memory via UART.

High-resolution color camera system. Our design uses a STM32U575 MCU plus an OmniVision OV7692 color VGA image sensor to record one key-frame per second. The MCU, operating at 160 MHz, generates a 12 MHz clock signal for the image sensor’s operation and initializes it in YUV 4:2:2 mode through an I2C connection. In this mode, the image sensor outputs 16 bits of data per pixel, resulting in a frame data size of 5 Mb, which is smaller than our MCU’s RAM capacity. After the initialization process, the sensor captures a picture and uses its digital video port (DVP) parallel output interface with 8 data lines and three synchronization signals (horizontal reference, vertical reference, and pixel clock) to transfer the image. A DMA channel of the microcontroller is activated to transmit 8 bits of data on the positive edge of the pixel clock signal until a frame is complete. The central MCU core is mainly kept in sleep mode during image reading to preserve energy. To reduce the energy consumption even more, the VGA image sensor is only active for 40 ms which is the duration of the initialization and reading processes. Since the radio’s maximum throughput is 2.5 Mbps, we can should divide the data into two sections and use two separate TI radios operating at two different center frequencies to transfer the data. Our STM32U575 MCU can enable two DMA channels and two UART modules (one for each radio) to send the video data to the radios’ memory.

To synchronize the frames across the two cameras, we add a specific three-byte footer at the end of every frame (13, 0, and 10) and transfer it alongside the image data. The basestation looks for the first footer in the coming data to find the start pixel and reconstruct the images. We implement a 32-bit timer on the low and high-resolution MCUs with a precision of 1 ms. After capturing a frame, the MCU reads the 32-bit timer value and appends it to the image data.

4 Evaluation

4.1 Benchmarking our neural network

Training setup. We use the Vimeo-90K [81] dataset as the standard training dataset for all the methods we compare with. The Vimeo-90K dataset is a large collection of 39K videos with 7 frames per video. Given the limited number of frames per video, we use a key frame interval size of 6 for training (but 15 for evaluation). The sequences are selected such that each sequence has sufficient motion. Following [31], we pad the input frames with 2 pixels, and equivalently pad the key-frames with 8 pixels, along the borders in reflect mode. This would result in an output padded with 8 pixels along the borders, with any edge artifacts induced by the model limited to those 8 pixels. Later, the padding on the output is removed as a post-processing step before evaluation. During training, we augment the dataset by sampling a random crop of size 256x256 from a video sample and then applying random flipping and rotation transformations. Each video sample is converted to the L*a*b* color space and normalized to $[-1, 1]$ range. We use Matlab’s imresize in bicubic downsampling mode to obtain low-resolution input stream for evaluations on standard datasets. We use Adam optimizer [39] with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 10^{-8}$. We train the model with a batch size of 8 for a total of 80 epochs, with an initial learning rate set to $10^{-4}$. The learning rate is scheduled using ReduceLROnPlateau learning rate scheduler with reduction factor and patience set to 0.1 and 5 epochs.

Evaluation setup. We use three widely used data sets for evaluation: Vid4 [46], UDM10 [82] and REDS4 [75]. Vid4 is a set of 4 videos with varying resolutions and frame count, that contain fine textures that are hard for models to predict. UDM10 is a set of 10 1280x720 videos, each containing 32 frames, that captures relatively high motion. REDS4 is a first-person point-of-view dataset, and thus has a lot of random motion spanning the entire video. REDS4 is set of 4 1280x720 videos each containing 100 frames. The key frame interval is set to 15 matching that of the hardware system and the models are evaluated on PSNR and SSIM [78] metrics computed between individual output frames and corresponding ground-truth frames. As key-frames are available as inputs to the model at original resolution, output frames corresponding to key-frames are of high quality. So, for a fair comparison, per frame metrics are averaged over all frames except the key-frames, to obtain average metrics on a video sample.

Compared schemes. Our model performs multiple vision tasks as a single task: (i) super-resolving the low-resolution
video stream using key-frames as references, and (ii) colorizing the output stream by propagating color from key-frames. We compare the following aspects of our model’s performance to evaluate the effectiveness of our approach:

- **BasicVSR++ and RSDN.** We first evaluate the usefulness of key-frames by comparing with state-of-the-art video super-resolution methods, BasicVSR++ [11] and RSDN [31] that improve the resolution by the same scale (4x) as our system. Since super-resolution methods do not perform colorization of the input low-resolution grayscale stream, we only use Y-channel output of our model for comparisons.

- **DEVC.** To understand how effectively our model can propagate color from key-frames, we compare the colorization performance of our method with the state-of-the-art color propagation method DEVC [25] that propagate color from a reference color frame to a sequence of grayscale frames. We convert the outputs of our method as well as DEVC, to CIELAB color space and evaluate the performance on channels, which contain all of the color information.

- **TTSR.** Finally, we compare our use of temporal information from multiple frames to existing reference based methods that are for images and do not leverage similarities across frames. Since RefSR methods are primarily trained to use images in the wild as reference, they might not be well tuned to super-resolve and colorize sequence of frames in a video. So we retrain the RefSR method TTSR [85] with the same dataset we use for a fair comparison.

**Effectiveness of key-frames for super-resolution.** One alternate solution to achieving high-resolution output video is to stream low-resolution video as is, and use recent advances in deep learning based video super-resolution methods to upscale the low-resolution video. We evaluate the effectiveness of key-frames, both qualitatively and quantitatively, by comparing the performance with video super-resolution methods: BasicVSR++ and RSDN. Since video super-resolution methods do not support colorization, we convert the outputs to YCbCr color space and compare the Y-channels.

In Fig. 5, we compare frame 7 of a video from each of the datasets. Since the key-frame interval is 15, frame 7 is farthest from forward and backward key-frame and hence serves as the worst case scenario for our model. The plots show that our key-frame approach can generate more accurate details compared to traditional super-resolution methods. Our method is able to more faithfully reconstruct the fine details such as signs, letters, shapes and textures.

Fig. 6 compares the Y-channel performance of our method with BasicVSR++ and RSDN. Each bar in the plot represents the distribution of average PSNR and SSIM over each video in the datasets. The results show a 1.7-4dB improvement in PSNR across the three datasets. We also examine the frame-by-frame PSNR progression and compare it to that of prior methods. Fig. 7 plots the PSNRs for each frame averaged across all videos in each dataset. As expected, key-frames improve the baseline quality of the output video, in addition to providing larger gains closer to the key-frames.

**Effectiveness of color propagation.** Obtaining color is an additional challenge in low-power video streaming as color sensors are more power hungry compared to monochrome sensors. To mitigate this problem, in our method, we use low-resolution grayscale sensor as our primary sensor and use key-frames captured from the high-resolution color sensor to colorize the output. While our method upscales the input to higher resolution in addition to colorization, the colorization task is similar to deep learning methods proposed for color propagation which colorize a grayscale video using a color frame as reference. To evaluate the colorization aspect of our model, we compare our model’s color output with the state-of-the-art color propagation method DEVC [25].

DEVC natively operates on 768x432 resolution, and as result we center crop the high-resolution test sets UDM10 and REDS4 to 768x384 to obtain UDM10_768x432 and
Figure 8: We compare our approach with DEVC which does not perform super resolution but can propagate color.

Figure 9: Qualitative comparisons with reference-based image super-resolution methods.

Figure 10: Quantitative comparisons with reference-based image super-resolution methods.

Figure 11: Qualitative comparison on real world data.

4.2 Evaluation with our prototype hardware

Simulating the downsampling process with bicubic downscaling, and generating key-frames from periodically sampled ground truths is effective for evaluating the neural network model architecture by providing a standard and controlled platform to compare with prior methods. However, real world resolution degradation process is much different from the standardized bicubic downsampling process and moreover, varies from one sensor to the other. Using a second camera for capturing key-frames results in image and color artifacts induced by the sensor. In addition to the sensor characteristics, low-resolution and high-resolution streams have a different perspective due to a small difference in their spatial locations. To address these concerns, we evaluate the system’s
we retrain our method as well are BasicVSR++ and TTSR for when there is lot of random motion between frames, for ex-
we observed this method achieves 3 synchronized timers for mark results we observed, our model shows least gains
to both low-resolution and high-resolution micro-controllers. We observed this method achieves 3 synchronized timers for each of the 3 video streams, separated by less than 10ms, which is sufficient to synchronize 15fps video streams.

Capturing the ground truth data. We use a low-power micro-controller for our hardware prototype, so it only supports the high resolution color video at 1 fps. Training the network however, requires 15 fps ground truth video stream that has one-to-one correspondence to the 15fps low-resolution stream. To overcome this problem, we use a third Raspberry Pi camera [5] that can operation at VGA resolution to collect the ground-truth data. For effective training of the model, the input streams have to synchronized with the ground truth stream, which can be challenging. We address the synchronization problem by measuring the relative timestamps. At the start of the data collection, the Raspberry Pi initiates a local counter and at the same time, sends a synchronization pulse to both low-resolution and high-resolution micro-controllers. We observed this method achieves 3 synchronized timers for each of the 3 video streams, separated by less than 10ms, which is sufficient to synchronize 15fps video streams.

Training and evaluation procedure. Based on the benchmarking results we observed, our model shows least gains when there is lot of random motion between frames, for example in the REDS4 dataset. While our system works when pointed towards a busy intersection, to evaluate our method against a similar level of high mobility as is seen in the first-person point-of-view REDS dataset, we capture the entire REDS dataset [58] projected on a screen using our three camera setup. With this setup, we capture a total of 11565 ground truth and low-resolution frames, and, 877 key-frames. We then split the dataset into 224 samples, with each sample approximately containing 50-60 frames. We split the samples making sure that each sample is a contiguous scene without jump cuts. The 224 samples are then split into non-overlapping train and evaluation sets containing 220 and 4 samples, respectively. Since the resulting dataset is significantly smaller than typical simulated datasets, in addition to all the augmentations we apply, in every epoch, we train on each video sample multiple times starting at a random start frame. Using these techniques, we retrain our method as well are BasicVSR++ and TTSR for 40k forward and backward passes with a batch size of 8.

Y-channel performance with hardware data. Similar to our approach for evaluating our model with standard datasets, we compare the Y-channel performance of the model with that of BasicVSR++. Fig. 13 shows an average gain of 3.7dB in Y-channel performance compared to BasicVSR++, more than the 1.7dB gain we observed for REDS4 dataset with simulated downsampling. This shows that our key-frame approach adapts well to the real-world data. Moreover, the improvement in performance gain shows that our method performs better when the amount of training data is limited.

Fig. 11 also shows that relative to the ground truth we trained with, our model generates much clearer details compared to BasicVSR++. The results with hardware data, show the overall effectiveness of key-frames in case of limited data. While traditional super-resolution methods achieve non-trivial quality improvements, compared to bicubic upsampling, the high-frequency details that are not present in the low-resolution input stream cannot be accurately reconstructed. This results in smoothing of details, that results in a loss of sharpness in the resulting video. Periodic snapshots of high-resolution information in the form of key-frames paired with improvements like attention filter enable our model to do faithful reproduction of details.

RGB-channel performance with hardware data. We evaluate the RGB performance of our model on the hardware data, by comparing it against TTSR. In Fig. 14, we observe an RGB performance gain of 5.6dB, correlating well with the 5.7dB gain observed on the standard datasets. Similar to qualitative results observed with standard datasets, Fig. 11 shows that our bidirectional recurrent model with attention feature filters, leverages temporal information to better map the color and high-frequency details from key-frames.
Addressing wireless packet losses. We use the testbed in Fig. 15a to understand the packet-error rate in our system. We fix the location of the transmitter and place the receiver at 10 different locations. The tested locations span a variety of line-of-sight, non-line-of-sight as well as locations that are not in the same room. At each receiver location, we transmit 1000 packets from the transmitter and compute the packet error rate (PER) at the receiver. We repeat this three times at each location to have a total of 30,000 transmitted packets. across all the locations. Fig. 15b plots the CDF of the PER across all the receiver locations. The plot shows that the worse case PER is around 7%. Note that since the packets come with a CRC, we know which of the packets have been incorrectly received. So an incorrect packet can be considered as missing data in the corresponding video frames. Fig. 16 shows that the bicubic interpolation method we implemented to correct the lines lost due to packet error is effective. For most cases, we observe that no noticeable artifacts remain in the corrected images. Even in adverse scenarios where multiple line losses occur together and interpolation method does not have the required information (as seen in the last example of Fig. 16), the artifacts are much less pronounced in the corrected image.

Model run-time analysis. At 15 fps, the receiver must process each frame in less than 66 ms. We measure the model runtime on a Nvidia RTX 2080 Ti GPU where it took less than 54 ms per frame. Since our model operates on key-frame to key-frame sequences, the minimum latency of our system is equal to the period of the key-frame, i.e., 1 s. Running inference on our model with multiple batches (key-frame to key-frame sequences) at a time increases the GPU utilization and as a result, could improve the overall throughput of our model. That is, multiple key-frame to key-frame sequences can be stacked along the batch dimension to improve the throughput of the model. We observe significant throughput gains until a batch size being 4, where the runtime per frame results to around 44 ms. We observe no noticeable throughput gains when increase the batch size to more than 4.

Power analysis. Table 2 shows the average current for the various hardware components. Since we heavily duty cycle the high power camera, its average current is reduced by a factor of 25 (1000 ms/40 ms). Since we do not perform compression on device, the radios require significant current to transmit the data to the basestation. We note that while one can reduce the wireless power consumption by using compression, compression adds to the power consumption of computing. One alternative to further reduce power consumption is to use backscatter, which is not in the scope of this work.

Table 2: Power consumption of different components in camera hardware. *This camera requires 27.52mA current for its operation, but this sensor is only active for 40 ms and hence is heavily duty cycled to reduce its average current.

5 Discussion and Conclusion

We introduce the first deep learning-based system that can capture video from low-power dual-mode IoT camera systems. Here, we discuss some of our design decisions.

Power asymmetry. We reduce the power consumption at the camera device while using a neural network decoder at the plugged-in router. The IoT devices are typically battery-
powered and hence are more power constrained than
the plugged-in routers. We exploit this asymmetry to reduce to
power consumption at the IoT device. We believe that this
design choice is reasonable given that 1) the plugged-in router
is not power constrained like the IoT camera, and 2) neural
accelerator chips are being developed to run neural networks
more energy-efficiently than using GPUs.

Compression. We note that our current prototype does not
perform compression. This is because it was not feasible to
implement MPEG compression on our target microcontrollers
at a frame rate of 15 fps. While custom ASICs might reduce
the power consumption of compression, this is complementa-
tory to our work. Future implementations can compress the
video at the IoT device using custom ASIC, thus, reducing the
communication bandwidth and potentially further reducing
the energy consumption of our system.
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