The effect of local environment on photoluminescence: A time-dependent density functional theory study of silanone groups on the surface of silica nanostructures
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The optical absorption spectrum and lowest photoluminescence (PL) signal for silanone terminated silica nanostructures are studied using time-dependent density functional theory calculations on a range of realistic low energy silica nanocluster models. We show that the broad experimental absorption spectrum for silanone centers [V. A. Radtsig and I. M. Senchenya Russ. Chem. Bull. 45, 1849 (1996)] is most likely the result of a synergetic combination of inhomogeneous broadening, thermal broadening and the small energy differences between different excitations. We further demonstrate that upon relaxation of the excited state the excited electron and hole localize on only one silanone center, and that there is a clear and distinct link between the local environment of a silanone center and its absorption and PL spectra. Finally, we provide strong evidence that the silanone center does not have a double bond between the constituent silicon and oxygen atoms but rather can be probably more aptly described as the $\text{=Si}^+\text{–O}^-$ charge-transfer species. © 2009 American Institute of Physics. [DOI: 10.1063/1.3155083]

I. INTRODUCTION

A wide variety of silica (SiO$_2$) nanostructures have been shown to display room temperature red, green, blue, and white photoluminescence (PL). Silica is a wide-gap insulating material with the top of its valence band strongly localized on the oxygen sublattice. The observed PL is thus unlikely to be the result of quantum confinement (as is commonly assumed to be the case for semiconductor nanostructures) but rather originates from defect states within the gap. Often such defect states are created through a continuous network of cornersharing SiO$_4$ tetrahedra (i.e., four-coordinated silicon atoms linked by two-coordinated oxygen atoms) and forms other more energetically favorable structural motifs with electronic signatures distinct from the bulk. As silica nanostructures inherently possess large surface area to volume ratios it is reasonable to anticipate that much of the nanospecific silica PL is due to such terminating defects.

Detailed theoretical studies have demonstrated that low energy nanosized silica clusters [(SiO$_2$)$_N$ with $5 < N < 28$] are terminated with silanone groups (\textbf{=}Si =O) and/or a distinct combination of a triply and a singly coordinated oxygen atoms (the compensated nonbridging oxygen defect). Other higher energy terminating defects (e.g., isolated triply coordinated silicon centers, =Si) have also been proposed in the literature. These latter defects, tend not to be found in low energy nanoclusters, but can be thought to be formed as the result of kinetic trapping (e.g., by high barriers preventing amorphous silica exploring low(er) energy structures when quenched below its glass temperature) or high energy irradiation during preparation or measurement (e.g., in cathodoluminescence).

To assist in the experimental identification of the defect centers responsible for particular luminescence signals, theoreticians have attempted to calculate the absorption and emission spectra for the above mentioned defects. However, as the majority of these calculations were performed using correlated wave function based methods, complete active space second-order perturbation theory (CASPT2) and multireference doubly excited configuration interaction method such studies were typically limited to very small specifically constructed hydrogen-terminated fragments. While this approach allows one to obtain accurate estimates of the intrinsic absorption and luminescence energies of an isolated defect, it does not include the effect of the local environment of a defect on its spectra. Such studies, therefore, inherently do not yield information on the width and shape of absorption and luminescence lines in amorphous or poorly crystallized samples. Herein, in contrast, we employ the computationally less expensive time-dependent density functional theory (TD-DFT) to calculate the absorption and emission spectra of realistic dry silica clusters obtained through global optimization. By taking a range of low energy cluster isomers we naturally and directly probe the influence of variations in the local environment in which the defect is embedded on the PL. This methodology exploits...
the fact that low energy (SiO₂)ₙ clusters are natural model systems of the dry surfaces of nanosilica.²⁵,²⁶ Specifically, we apply this approach to the study of the PL spectra of silanone terminated nanoclusters.

Experimentally silanone defects can be formed by the condensation of geminal hydroxyls on hydroxylated silica surfaces or specifically prepared via a four step route using condensation of geminal hydroxyls on hydroxylated silica. We apply this approach to the study of the PL spectra of charge-transfer species =Si−O=CH²⁷ and Zybun et al.³¹ respectively. Using a range of realistic low energy silica nanocluster models we show that the broad experimental absorption spectrum for silanone centers is most likely the result of a combination of inhomogeneous broadening and the small energy differences between different excitations. We further demonstrate, that, when multiple silanone centers are present upon relaxation of the excited state, the excited electron and hole localize on only one silanone center. Furthermore, we show that there is a clear and distinct link between the local environment of a silanone center and its absorption and PL spectra. Finally, we provide strong evidence that the silanone center does not have, by analogy with the C=O group, a double bond between the constituent silicon and oxygen atoms, but rather can be perhaps more appropriately described as the charge-transfer species =Si−O−CH²⁷.

II. COMPUTATIONAL DETAILS

The luminescence spectra of silanone terminated clusters were calculated using a three step approach. In the first step the ground state geometry of each cluster was optimized using conventional DFT, in the second step the absorption spectra of the clusters were calculated using TD-DFT, while in the final step the energy of a selected excited state was minimized using TD-DFT. A critical comparison of the available literature data (including our recent work on the spectra of Si₂O₆ clusters¹⁴) suggests that the combination of B3LYP (Ref. 32) with a Pople 6–31G⁰ basis set³³,³⁴ is a reasonable choice with respect to the results of wave function based methods for silanone terminated clusters. This combination of functional and basis set was therefore used in the majority of the results discussed. Results for selected small systems were further rechecked using a combination of (TD-)B3LYP with the larger aug-cc-pVTZ basis³⁵,³⁶ that also includes diffuse basis functions, and by CASPT2 single point calculations on (TD-)B3LYP/aug-cc-pVTZ basis optimized geometries.

All the DFT results were obtained using the TURBOMOLE 5.10 code³⁷ which includes analytical forces for TD-DFT (using the Lagrangian formalism developed by Furche and co-workers³⁸–⁴⁰) and thus allowed us to obtain numerically accurate relaxed excited state energies. In each case ground state and excited state geometries were relaxed until the maximum norm of the Cartesian gradients in the cluster was smaller than 1×10⁻⁵ Hartree/Bohr.

The ground and low-lying excited states of selected small clusters were also calculated using the CASPT2 method as implemented in the MOLCAS-7 package. In this approach, first an N-electron complete active space self-consistent field (CASSCF) wave function is computed, which includes an important part of the electron correlation in a variational way, and in a second step, the remainder, mainly dynamical electron correlation, is obtained by a second-order perturbational treatment with the CASSCF wave function as zeroth-order wave function. This strategy has been successfully applied to study excited states in solid-state compounds³²–³⁴ including the study of the optical spectra of point defects in silica.³⁵ The basis sets used in the CASPT2 calculations for all atoms is the augmented aug-cc-pVTZ basis³⁵,³⁶. The CASSCF wave functions were constructed according to the symmetry point groups of the systems. To define the active space, restricted active space SCF calculations have been performed and the orbitals with the largest deviation from 0 or 2 in the natural orbital occupation numbers have been included in the active space. Thus, the final active space included 12 orbitals and 12 electrons where all valence electrons of the silanone groups (Si 3s, 3p and O 2s, 2p) have been correlated in the CASPT2 calculation.

III. RESULTS AND DISCUSSION

As a first step we geometry optimized the ground states for a set of low energy silica clusters terminated exclusively with silanone groups and subsequently calculated their vertical absorption spectra. This set included the lowest energy isomers for Si₄O₈, Si₆O₁₂, Si₈O₁₆, Si₁₀O₂₀, Si₁₂O₂₈, Si₁₄O₃₂, Si₁₆O₃₄, and Si₁₇O₄₂ (see Refs. 12 and 13) together with the second lowest energy isomer for Si₆O₁₂ (which is nearly degenerate in energy with the lowest energy cluster for Si₆O₁₂). This set of clusters employed allows us to sample a large range of environments around the silanone (e.g., O₅−Si−O₆, 89.5⁰–115⁰, see Fig. 1 for notation). While this set by no means covers all possible environments a silanone groups could reside in on a dry silica surface; it allows for an efficient first assessment of the influence of local environment on the electronic spectra of silanone groups. The TD-DFT calculated absorption spectra up to 6.5 eV for five representative clusters in the set are presented in Fig. 2 and show that the onset of absorption (S₀→S₁) lies between 4.7 and 5.1 eV (depending on the cluster in question). This onset does not change with increasing the basis-set quality beyond
6-31G* as calculations with a aug-cc-pVTZ basis on the four smallest clusters (for which the geometry was also re-optimized) show that the lowest excitation energies for each cluster are consistently shifted downwards by only 0.02–0.1 eV. Finally, a CASPT2 calculation on the B3LYP/aug-cc-pVTZ optimized Si4O8 cluster yields an absorption onset of 5.56 eV (compared with 5.04 for TD-B3LYP/aug-cc-pVTZ), suggesting that the TD-B3LYP results may be approximately 0.5 eV (or 10%) too low. The latter difference is in line with the general trend observed in an extensive comparison of TD-B3LYP and wave-function methods for excitation energies of silica defects.

The previously reported TD-B3LYP absorption onsets of the (OSiH3)2Si=O molecule (5.09 and 5.12 eV in Refs. 31 and 30, respectively) lie near the top of the range obtained herein. Specifically, comparing with our results, we find that these values are similar to the absorption onsets in those clusters in which the silanone center is attached to a two-membered (i.e., Si2O2) ring. This can be understood as the local geometry around the silanone center in the (OSiH3)2Si=O molecule (e.g., an O–Si–O angle of 105.7° as reported in Ref. 31) lies between that exhibited by the two- and three-membered (i.e., Si3O8) rings in the clusters in our study.

It is interesting to compare our calculated data with the experimental absorption spectrum of silanone groups prepared on the surface of amorphous silica, for which Radzig reports an absorption band with broad maximum at 5.65 ± 0.1 eV with a full width at half maximum (FWHM) of ~0.9 eV (represented by the dashed line in the inset in Fig. 2). While the very large broadening of the experimental band makes it difficult to match our computed absorption bands to the one observed in experiment, we find that the experimental onset of absorption lies in the same range as predicted by our calculations. This agreement is particularly striking if the calculated bands are shifted upwards by 0.5 eV, as is suggested by the CASPT2 result (see inset in Fig. 2). Between the absorption onset and 6.5 eV there are several strong intensity absorption peaks. The presence of more than one strong intensity absorption peak (even when considering only a single defect) within the experimental peak width, strongly suggests that the experimental broadening is not merely the result of conventional inhomogeneous broadening (i.e., whereby defect centers have slightly different local environments resulting in a distribution of absorption energies and an averaged absorption spectrum) and thermal broadening, but is also due to the overlap of the individual broadened peaks.

We have further estimated the expected life-time τ of the lowest excited state of the clusters at their ground state geometry from the calculated oscillator strength f (using τ = c²/(2E₂ f), where E₂ is the absorption energy and c the speed of light). The obtained life-time estimates (e.g., for the Si3O8 chain: 22 ns for TD-DFT/6-31G*, 32 ns for TD-DFT/aug-cc-pVTZ, and 9 ns with CASPT2/aug-cc-pVTZ) are more than two orders of magnitude larger than the characteristic time-scale of a low energy phonon (~1 cm⁻¹ corresponding to ~33 ps). This suggests that after excitation, either directly or by trickling down from higher excited states, the lowest excited singlet state lives long enough for the system to relax toward one of the minima on the first singlet excited state surface before collapsing back to the ground state. Luminescence, therefore most likely will take place in a Franck–Condon fashion vertically from the excited state singlet minima (S1 state at the minimal energy geometry for the S1 state: S1/S1_min) back to the ground state surface (S0 state at the minimal energy geometry for the S1 state: S0/S1_min) and at a lower energy than at absorption. (Note: In principle a lower energy defect state could lie across a barrier on the ground state potential energy surface, which would result in a more complex process of photostimulated defect formation; however, no such states were found in this study.) The latter red shift, often referred to as Stokes shift, is a direct result of the relaxation in the excited state and its calculation is what we will focus on in the remainder of this paper.

To study the relaxation of a given excited state of a particular cluster, the geometry of the excited state was optimized using TD-DFT yielding the geometry of the excited state minimum, the vertical emission energy at the excited state minimum and the Stokes shift (as the difference be-
Finally, a re-optimization step starting from point S1 found to break symmetry completely upon relaxation down the symmetry breaking reaction coordinate. The Si$_8$O$_8$ cluster has D$_{2h}$ symmetry, and when the lowest excited singlet state is optimized in this point group the re-optimization step starting from point S1$^{D_{2h}}$ and the point group symmetry constraint is relaxed from D$_{2h}$ to C$_s$ (where also manually the two terminal oxygen atoms are moved away by a finite but small amount from the twofold axis running down the length of the cluster), a lower energy stationary point with six imaginary frequencies (see Fig. 3, point S1$^{C_s}$) is obtained. Finally, a re-optimization step starting from point S1$^{C_s}$ without any symmetry constraints results in the proper minimum (see Fig. 3, point S1$^{C_1}$). The Si$_8$O$_8$ chain cluster thus is found to break symmetry completely upon relaxation down the excited state energy surface. In this context especially the latter symmetry breaking from C$_s$ to C$_1$ is interesting, as while in C$_s$ (as for D$_{2d}$) both terminal silanone groups are symmetrically equivalent this equivalence is lost in C$_1$. This loss of equivalence has important implications as it is associated with a complete localization of the excited electron and hole on one of the two silanone groups (as probed by the Mulliken charges for the excited state), where the silanone bond on which the electron localizes elongates to 1.65 Å while the other silanone shortens back to its length in the ground state. The mechanism underlying the symmetry breaking appears to be pseudo-Jahn–Teller$^{48,49}$ like in nature, where the splitting of the two highest occupied molecular orbitals of the ground state (32 meV) is very small compared with the energy lowering associated with the symmetry breaking distortion (1.35 eV). All other clusters studied (bar Si$_{12}$O$_{42}$) also have symmetrically equivalent silanone groups in the ground state, and are found to undergo a similar symmetry breaking upon relaxation.

The TD-B3LYP/6-31G$^*$ calculated PL energies and Stokes shifts from the lowest singlet excited states span narrow ranges of 1.48−1.61 eV and 3.22−3.55 eV, respectively (see Fig. 4). These calculations thus show that the effect of the environment on the PL peak of the silanone defect is small and that it will be inherently much sharper than the corresponding absorption peak. TD-B3LYP/aug-cc-pVTZ calculations on the four smallest clusters (in which the structures were reoptimized using the larger basis set) do not change this observation, as they yield only a minor shift upwards (0.07−0.1 eV) upon increasing the basis-set quality. Finally, CASPT2 calculation on the TD-B3LYP/aug-cc-pVTZ optimized Si$_8$O$_8$ cluster gives a PL energy for the lowest excited singlet state of 1.61 eV (6% lower than the 1.71 eV obtained for TD-B3LYP/aug-cc-pVTZ) and reinforces our trust in the reliability of the TD-B3LYP results.

Our obtained PL energies agree well with the PL energy obtained for the lowest excited state of the (OSiH$_3$)$_2$Si=O molecule (1.58 eV) by Zyubin et al.$^{31}$ using TD-B3LYP and a manual and partial (i.e., only considering one angle and the silanone bond length) optimization of the excited state geometry starting from the geometry of the lowest triplet state.
Moreover, a CASPT2 calculation by Zyubin et al.\(^{31}\) on the CASPT2 optimized geometry of the second lowest excited singlet state of the (OSiH\(_3\))\(_2\)Si=O molecule (which most likely is very similar in structure to the lowest excited singlet state) yields an excitation energy for the lowest exited singlet state of 1.63 eV which also fits well with the results obtained herein.

As discussed above and as can be seen in Fig. 3 the relaxation of the lowest singlet excited state of a silanone terminated cluster is associated with a number of structural changes. First, the silanone bond on which the excited electron localizes elongates. Second, there is a bending of the Si–O\(_b\) bond out of the plane defined by the silicon atom and the two doubly coordinated oxygen (O\(_b\) and O\(_s\)) atoms bonded to it (see Fig. 1 for definitions of the relevant angles and distances). Furthermore, upon relaxation the O\(_b\)–Si–O\(_b\)' angle also shows a significant change toward larger values and overall the geometry around the silicon changes from trigonal to trigonal pyramidal [which fits with the observation of Zyubin et al.\(^{31}\) for the manually optimized (OSiH\(_3\))\(_2\)Si=O molecule].

Figure 4 demonstrates that even though the PL energies of the different clusters span a narrow range, there is nevertheless a strong correlation between the local environment of the silanone center and its predicted Stokes shift. The larger the change in the O\(_b\)–Si–O\(_b\)' angle is upon relaxation of the excited state, the smaller is the Stokes shift. In other words the larger the mechanical flexibility of the cluster around the silanone center is, the smaller is the energy gained by relaxation. In contrast, the elongation of the silanone bond (Si–O\(_b\)), which is not in any way mechanically constrained by the remainder of the cluster, is maximal for the clusters with the largest Stokes shift and seems to be anticorrelated with the change in the O\(_b\)–Si–O\(_b\)' angle. This effect is so pronounced that one could argue that if a cluster cannot relax sufficiently by enlarging the O\(_b\)–Si–O\(_b\)' angle it attempts to relax instead by elongating the silanone bond further than it would have done otherwise.

Finally, it should be noted here that the clusters with the largest Stokes shift are not, as perhaps expected, the clusters with the lowest PL energy. The change in O\(_b\)–Si–O\(_b\)' angle upon relaxation of the excited state is positively correlated with the ground state O\(_b\)–Si–O\(_b\)' angle; the larger the O\(_b\)–Si–O\(_b\)' angle the more flexible the structure is around the silanone center. The Stokes shift increases upon decreasing the flexibility of the structure (see above), thus the Stokes shift is negatively correlated with the size of the ground state O\(_b\)–Si–O\(_b\)' angle. Moreover, the lowest absorption energies of the clusters (the absorption onset) also decrease with the ground state O\(_b\)–Si–O\(_b\)' angle. As the PL energy equals the absorption energy minus the Stokes shift, and as the decrease in the Stokes shift is smaller than the lowering of the absorption energy with respect to the ground state O\(_b\)–Si–O\(_b\)' angle, the PL energy tends to decrease with the ground state O\(_b\)–Si–O\(_b\)' angle.

A possible driving force for the Stokes shift and associated geometry changes can be seen from a closer inspection of the orbitals involved in the absorption and PL. Figure 5 shows that upon absorption of a photon an electron is excited from a nonbonding orbital on the oxygen atom of the silanone defect (corresponding to an O 2p orbiton lone-pair) into an antibonding \((\sigma^*)\) orbital of the silanone bond which has as largest contributor the silicon 4s orbital. The PL, however, takes places from a nonbonding orbital located on the same silicon atom (corresponding to a Si sp\(^3\)-hybrid like lone-pair) back to a nonbonding orbital on the pendant oxygen atom. Furthermore, a critical analysis of the ground state molecular orbitals strongly suggests that in the ground state geometry there is no double bond between the silicon and oxygen atoms that form the silanone center. B3LYP and CASSCF results show no evidence for a \(\pi\) bond between silicon and oxygen. In contrast, we observe that the silicon donates its \(p_z\) electron to the pendant O and that the bonding in the silanone center is perhaps better described as \(=\text{Si}^+\text{−}\text{O}^-\) instead of Si=O. This classification, which differs from that commonly used in the literature (in which the silanone is assumed to be analogous to a carbonyl C=O center), is consistent with the short bond length of the silanone [1.51–1.52 Å, slightly shorter than that found for the siloxy anion \(=\text{Si}^+\text{−}\text{O}^-\sim 1.55\) Å (Refs. 50 and 51)], the more electropositive nature of Si compared to C and the substantial ionic nature of bonding in silica.\(^{52}\) Moreover, this interpretation is also consistent with the notable difference in reactivity between silanone and carbonyl groups. The silanone center is known to be extremely reactive with respect to nucleophilic attack by water\(^{53,54}\) while the carbonyl group (e.g., in formaldehyde) is virtually unreactive under similar conditions.

Based on this information we suggest a set of events occurring upon absorption of a photon. First, an electron is transferred away from the oxygen in the silanone center toward the silicon. This electron transfer results in the formation of a hole in the oxygen nonbonding orbital that the electron was excited from and thus the formation of what is effectively a close analog of a nonbridging oxygen hole center (NBOHC) \((=\text{Si}^−\text{O}^-)\). This process in conjunction with the occupation by the excited electron of an antibonding \((\sigma^*)\) orbital, destabilizes the silanone bond and leads to its elongation to a length (1.64–1.65 Å) that approaches that typical of a NBOHC \([\sim 1.66−1.69\) Å (Refs. 50 and 51)]. Finally, the excited electron orbital converts into a sp\(^3\)-hybridlike nonbonding orbital on the silicon atom (much like \(=\text{Si}^+\), the
surface $E'$ center$^{19,55}$), and the cluster relaxes away from the original planar symmetry to minimize repulsion between the three oxygen atoms around the silicon center and its now partly occupied non-bonding orbital. The large Stokes shift (3.22–3.55 eV) observed for the silanone defects thus seems to stem directly from the significant redistribution of electron density upon excitation ($=\text{Si}^+\cdot\cdot\cdot\text{O}^\cdot\cdot\rightarrow=\text{Si}^+\cdot\cdot\cdot\text{O}\cdot\cdot$) and the geometry changes that this electron transfer induces.

Based on our theoretical results presented above, we believe that it would be very interesting to repeat the original experiments of Radtsig and Senchenya$^{56}$ using a well-defined silica surfaces as obtained in surface science experiments (e.g., by studying the optical spectra of quartz single crystals after conversion of their surface silanols into silanone groups). Such investigations, in combination with advanced spectroscopic techniques such as hole burning spectroscopy$^{56}$ and/or site-selective luminescence spectroscopy,$^{57}$ would both yield a better resolved absorption spectrum (e.g., as a result of reduced inhomogeneous broadening due to increased uniformity of surface sites) to compare with our predictions, and provide experimental evidence for the predicted PL signal.

IV. CONCLUSIONS

The optical absorption spectrum and lowest PL signal for silanol terminated nanosized silica are studied using TD-DFT calculations on realistic low energy silica clusters. In doing so we exploit the fact that such silica clusters are natural model systems of the dry surfaces of nanosilica and can yield information on the influence of the local environment of a defect. In particular, we stress that such an approach allows for insights that are unattainable with the small specifically constructed hydrogen-terminated fragments most likely results from a synergistic combination of inhomogeneous broadening, thermal broadening and the small differences in energy between different excitations. Silanone centers that are symmetrically equivalent for the ground state geometry are found to contribute in equal amounts to excitations from the ground state, but we observe that this symmetry is broken upon relaxation of the excited state. The excited electron and hole localize on only one silanone center and most if not all of the original symmetry of the cluster is lost. We observe that while the calculated lowest PL signals for the different clusters span a narrow range (1.48–1.61 eV) there is nevertheless a clear and distinct link between the local environment of a silanone center and the position of the lowest PL signal. The weaker the mechanical constraint imposed on the silanone center by the remainder of the cluster, the lower the PL energy. Finally, we show that the large Stokes shift observed for the silanone center (3.22–3.55 eV) finds its origin in the fact that the silanone center does not contain a double bond but rather consists of a positively charged silicon atom and a negatively charged oxygen atom, between which an electron is transferred upon excitation. We envisage that the methodology followed in our study is likely to be beneficial for the study and interpretation of the optical properties of localized defect centers in other inorganic systems.
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