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Abstract—Segmentation of abdominal organs has been a comprehensive, yet unresolved, research field for many years. In the last decade, intensive developments in deep learning (DL) have introduced new state-of-the-art segmentation systems. Despite outperforming the overall accuracy of existing systems, the effects of DL model properties and parameters on the performance is hard to interpret. This makes comparative analysis a necessary tool to achieve explainable studies and systems. Moreover, the performance of DL for emerging learning approaches such as cross-modality and multi-modal tasks have been rarely discussed. In order to expand the knowledge in these topics, CHAOS – Combined (CT-MR) Healthy Abdominal Organ Segmentation challenge has been organized in the IEEE International Symposium on Biomedical Imaging (ISBI), 2019, in Venice, Italy. Despite a large number of the previous abdomen related challenges, the majority of which are focused on tumor/lesion detection and/or classification with a single modality, CHAOS provides both abdominal CT and MR data from healthy subjects. Five different and complementary tasks have been designed to analyze the capabilities of the current approaches from multiple perspectives. The results are investigated thoroughly, compared with manual annotations and interactive methods. The outcomes are reported in detail to reflect the latest advancements in the field. CHAOS challenge and data will be available online to provide a continuous benchmark resource for segmentation.
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I. INTRODUCTION

In the last decade, medical imaging and image processing benchmarks have become the strategy to compare the performance of different approaches in clinically important tasks [1]. These benchmarks have gained a particularly important role in the analysis of learning-based systems by enabling the use of the same dataset for training and testing [2]. Challenges, which use these benchmarks, get a prominent role to report the outcomes of the state-of-the-art results in a structured way [3]. In this respect, the benchmarks establish standard datasets, evaluation strategies, fusion possibilities (e.g., ensembles), and (un)resolved difficulties related to the specific biomedical image processing task(s) being tested [4]. An extensive website, grand-challenge.org [5], has been designed for hosting the challenges related to medical image segmentation and currently includes around 200 challenges.

Comprehensive researches of biomedical image analysis challenges reveal that construction of the datasets, inter- and intra-observer variations for ground truth generation, and evaluation criteria might prevent establishing the true potential of such events [6]. Suggestions, caveats, and roadmaps are being provided by reviews [7], [8] to improve the challenges.

Considering the dominance of the machine learning (ML) approaches, two main points are continuously being emphasized. 1) Recognition of the current roadblocks in applying ML to medical imaging. 2) Increasing the dialogue between radiologists and data scientists [9]. Accordingly, challenges are either continuously updated [4], repeated after some time [10], or new ones having similar focuses are being organized to overcome the pitfalls and shortcomings of the existing ones.

A detailed literature review about the challenges related to abdominal organs (see Section II) revealed that the existing challenges in the field are significantly dominated by CT scans and tumor/lesion classification tasks. Up to now, there
have only been a few benchmarks containing abdominal MRI series (Table I). Although this situation was typical for the last decades, the emerging technology of MRI makes it the preferred modality for further and detailed analysis of the abdomen. The remarkable developments in MRI technology in terms of resolution, dynamic range, and speed enable joint analyses of these modalities [11].

To gauge the current state-of-the-art in automated abdominal segmentation and observe the performance of various approaches on different tasks such as cross-modality learning and multi-modal segmentation, we organized Combined (CT-MR) Healthy Abdominal Organ Segmentation (CHAOS) in conjunction with the IEEE International Symposium on Biomedical Imaging (ISBI) in 2019. For this purpose, we prepared and made available a unique dataset of CT and MR scans from unpaired abdominal image series. A consensus-based multiple expert annotation strategy was used to generate the ground truths. A subset of this dataset was provided to the participants for training, and the remaining images were used to test performance against the (hidden) manual delineations using various metrics. In this paper, we report the setup as well as the results of this CHAOS benchmark and its outcomes.

The rest of the paper is organized as follows. A review of the current challenges in abdominal organ segmentation is given in Section II together with surveys on benchmark methods. Next, CHAOS datasets, setup, ground truth generation, and employed tasks are presented in Section III. Section IV describes the evaluation strategy. Then, participating methods are comparatively summarized in Section V. Section VI presents the results, and Section VII concludes the paper.

II. RELATED WORK

According to our literature analysis, currently, there exist 11 challenges focusing on abdominal organs [5]. Being one of the pioneering challenges, SLIVER07 initialized the liver benchmarking [12], [13]. It provided a comparative study of a range of algorithms for liver segmentation under several intentionally included difficulties such as patient orientation variations or tumors and lesions. Its outcomes reported a snapshot of the methods that were popular for medical image analysis. However, since then, abdomen related challenges were mostly aimed at disease and tumor detection rather than organ segmentation. In 2008, “3D Liver Tumor Segmentation Challenge (LTSC08)” [14] was organized as the continuation of the SLIVER07 to segment liver tumors from the abdomen CT scans. Similarly, Shape 2014 and 2015 [15] challenges focused on liver segmentation from CT data. Anatomy3 [16] provided a unique challenge, which was a very comprehensive platform for segmenting not only upper-abdominal organs, but also various others such as left/right lung, urinary bladder, and pancreas. In a similar vein, LiTS - Liver Tumor Segmentation Challenge [17] is another example that covers liver and liver tumor segmentation tasks in CT. Other similar challenges can be listed as Pancreatic Cancer Survival Prediction [18], which targets pancreas cancer tissues in CT scans; KiTS19 [19] challenge, which provides CT data for the kidney tumor segmentation; and PAIP 2019 [20], which aims at automatically detecting liver cancer from whole slice images.

In 2018, Medical Segmentation Decathlon (MSD) [2] was organized by a joint team and provided an immense challenge that contained many structures such as liver parenchyma, hepatic vessels and tumors, spleen, brain tumors, hippocampus, and lung tumors. The focus of the challenge was not only measuring the performance for each structure, but to observe generalizability, translatability, and transferability of a system for unseen data. Thus, the main idea behind MSD was to understand the key elements of DL systems that can work on many tasks. To provide such a source, MSD included a wide range of challenges including small and unbalanced sample sizes, varying object scales and multi-class labels. The approach of MSD underlines the ultimate goal of the challenges that is to provide large datasets on several highly different tasks, and evaluation through a standardized analysis and validation process.

In this respect, a recent survey shows that another trend in medical image segmentation is the development of more comprehensive computational anatomical models leading to multi-organ related tasks rather than traditional organ and/or disease-specific tasks [21]. By incorporating inter-organ relations into the process, multi-organ related tasks require a complete representation of the complex and flexible abdominal anatomy. Thus, this emerging field requires new efficient

### Table I

| Challenge                  | Task(s)                        | Structure (Modality)                             | Organization and year          |
|----------------------------|--------------------------------|--------------------------------------------------|--------------------------------|
| SLIVER07                   | Single model segmentation      | Liver (CT)                                       | MICCAI 2007, Australia         |
| LTSC08                     | Single model segmentation      | Liver tumor (CT)                                 | MICCAI 2008, USA               |
| Shape 2014                 | Building organ model          | Liver (CT)                                       | Delémont, Switzerland          |
| Shape 2015                 | Completing partial segmentation| Liver (CT)                                       | VISCERAL Consortium, 2014      |
| Anatomy3                   | Multi-model segmentation       | Kidney, urinary bladder, gallbladder, spleen, liver, and pancreas (CT and MRI for all organs) | ISBI 2017, Australia; ISBI 2017, Canada |
| LSIT                       | Single model segmentation      | Liver and liver tumor (CT)                       | MICCAI 2018, Spain             |
| Pancreatic Cancer Survival | Quantitative assessment of cancer | Pancreas (CT)                                 | MICCAI 2018, Spain             |
| Prediction MSD             | Multi-model segmentation       | Liver (CT), liver tumor (CT), spleen (CT), hepatic vessels in the liver (CT), pancreas and pancreas tumor (CT) | MICCAI 2018, Spain             |
| KITs19                     | Single model segmentation      | Kidney and kidney tumor (CT)                     | MICCAI 2019, China             |
| PAIP 2019                  | Detection                     | Liver cancer (Whole-slide images)                | MICCAI 2019, China             |
| CHAOS                      | Multi-model segmentation       | Liver, kidney(s), spleen (CT, MRI for all organs) | ISBI 2019, Italy               |

OVERVIEW OF CHALLENGES THAT HAVE UPPER ABDOMEN DATA AND TASK. (OTHER STRUCTURES ARE NOT SHOWN IN THE TABLE.)
computational and machine learning models.

Under the influence of the above-mentioned visionary studies, CHAOS has been organized to strengthen the field by aiming at objectives that involve emerging ML concepts (cross-modality learning, multi-modal segmentation, etc.) through an extensive dataset. In this respect, it focuses on segmenting multiple organs from unpaired patient datasets acquired by two modalities, CT and MR (including two different pulse sequences).

III. CHAOS CHALLENGE

A. Aims and Tasks

CHAOS challenge has two separate but related aims:
1) Achieving accurate segmentation of the liver from CT.
2) Achieving accurate segmentation of abdominal organs (liver, spleen, kidneys) from MRI sequences.

CHAOS provides different segmentation algorithm design opportunities to the participants through five individual tasks:

Task 1: Liver Segmentation (CT-MRI) focuses on using a single system that can segment the liver from both CT and multi-modal MRI (T1-DUAL and T2-SPIR sequences). This corresponds to “cross-modality” learning, which is expected to be used more frequently as DL develops.

Task 2: Liver Segmentation (CT) covers a regular segmentation task, which can be considered relatively easier due to the inclusion of only healthy livers aligned in the same direction and patient position. On the other hand, the diffusion of contrast agent to parenchyma and the enhancement of the inner vascular tree creates challenging difficulties.

Task 3: Liver Segmentation (MRI) has the aim of Task 2, but presents multi-modal MRI datasets, which are randomly collected within routine clinical workflow. The methods are expected to work on both T1-DUAL (in & oppose phases) and T2-SPIR MR sequences.

Task 4: Segmentation of abdominal organs (CT-MRI) is similar to Task 1 with an extension to multiple organ segmentation from MR. In this task, the interesting part is that only the liver is annotated as ground truth in the CT datasets, but the MRI datasets have four annotated abdominal organs.

Task 5: Segmentation of abdominal organs (MRI) is the same as Task 3 but extended to four abdominal organs.

In all tasks, a fusion of individual models for different modalities (i.e. two models, one working on CT and the other on MRI) is not valid. However, the fusion of individual models for MRI sequences (T1-DUAL and T2-SPIR) is allowed in all MRI-included tasks. More details about the tasks are available on the CHAOS challenge website.

B. Data Information and Details

The CHAOS challenge data contains 80 patients. 40 of them went through a single CT scan and 40 of them went through MR scans including 2 pulse sequences of the upper abdomen area. Both CT and MR datasets include healthy abdomen organs without any tumors, lesions, etc. The datasets were collected from the Department of Radiology, Dokuz Eylul University Hospital, Izmir, Turkey. The scan protocols are briefly explained in the following subsections. Further details and explanations are available on the CHAOS website.

1) CT Data Specifications: The CT volumes were acquired at the portal venous phase after contrast agent injection. In this phase, the liver parenchyma is enhanced maximally through blood supply by the portal vein. Portal veins are well enhanced but some enhancements also exist for hepatic veins. This phase is widely used for liver and vessel segmentation prior to surgery. Since the tasks related to CT data only include liver segmentation, this set has only annotations for the liver. The details of the data are presented in Table I.

2) MRI Data Specifications: The MRI dataset includes two different sequences (T1 and T2) for 40 patients. In total, there are 120 DICOM datasets from T1-DUAL in phase (40 datasets), opposite phase (40 datasets), and T2-SPIR (40 datasets). Each of these sets is routinely performed to scan the abdomen in the clinical routine. T1-DUAL in and oppose phase images are registered. Therefore, their ground truths are the same. On the other hand, T1 and T2 sequences are not registered. The datasets were acquired on a 1.5T Philips MRI, which produces 12-bit DICOM images. The details of this dataset are given in Table II.

C. Annotations for reference segmentation

All 2D slices were labeled manually by three different radiology experts who have 10, 12, and 28 years of experience, respectively. The final shapes of the reference segmentations were decided by majority voting. Also, in some extraordinary situations, experts have made joint decisions. Although this handcrafted annotation process has taken a significant amount of time, it was preferred to create a consistent and consensus-based ground truth image series.

D. Challenge Setup and Distribution of the Data

Both CT and MRI datasets were divided into 20 sets for training and 20 sets for testing. Typically, training data is presented with ground truth labels, while testing data only contains original images. To provide sufficient data that contains enough variability, the datasets in the training data were selected to represent all the difficulties that are observed on the whole database.

1CHAOS Description: https://chaos.grand-challenge.org/
2CHAOS FAQ: https://chaos.grand-challenge.org/News_and_FAQ/
3CHAOS Data Info: https://chaos.grand-challenge.org/Data/
The images are distributed as DICOM files to present the data in its original form. The only modification was removing patient-related information for anonymization. The ground truths are also presented as image series to match the original format. CHAOS data can be accessed with its DOI number via zenodo.org webpage under CC-BY-SA 4.0 license.

IV. Evaluation

A. Metrics

Since the outcomes of medical image segmentation are used for various clinical procedures, using a single metric for 3D segmentation evaluation is not a proper approach to ensure acceptable results for all requirements. Thus, in the CHAOS challenge, four different metrics are combined. The metrics have been chosen among the most preferred ones in previous challenges and to analyze results in terms of overlapping, volumetric, and spatial differences:

Assume that $S$ represents the voxels in a segmentation result, $G$ represents the voxels in the ground truth.

a) **DICE coefficient (DICE):** Dice coefficient is calculated as $DICE = 2|S \cap G|/(|S| + |G|)$, where $|\cdot|$ denotes cardinality (the larger, the better).

b) **Relative absolute volume difference (RAVD):** RAVD compares two volumes. $RAVD = \frac{|S - G|}{G}$, where ‘abs’ denotes the absolute value (the smaller, the better).

c) **Average symmetric surface distance (ASSD):** This metric is the average Hausdorff distance between border voxels in $S$ and $G$. The unit of this metric is millimeters.

d) **Maximum symmetric surface distance (MSSD):** This metric is the maximum Hausdorff distance between border voxels in $S$ and $G$. The unit of this metric is millimeters.

B. Scoring System

In the literature, there are two main ways of ranking results via multiple metrics. One way is ordering the results by metrics’ statistical significance with respect to all results. Another way is converting the metric outputs to the same scale and averaging all. In CHAOS, we adopted the second approach. Values coming from each metric have been transformed to span the interval $[0, 100]$ so that higher values correspond to better segmentation. For this transformation, it was reasonable to apply thresholds in order to cut off the unacceptable results and increase the sensitivity of the corresponding metric. We are aware of the fact that decisions on metrics and thresholds have a very critical impact on ranking. Instead of setting arbitrary thresholds, we used intra- and inter-user similarities among our experts who created the ground truth. We asked some of the experts to repeat the annotation process at different times. These collections of reference masks were used for the calculation of our metrics in a pair-wise manner. These values were used to specify the thresholds as given in Table III. By using these thresholds, two manual segmentations performed by the same expert on the same CT data set resulted in liver volumes of 1491 mL and 1496 mL. The volumetric overlap is found to be 97.21%, while RVD is 0.347%, ASSD is 0.611 (0.263 mm), RMSD is 1.04 (0.449 mm), and MSSD is 13.038 (5.632 mm). These measurements yielded a total grade of 95.14. Similar analysis of the segmentation of the liver from MRI showed a slightly lower grade of 93.01%.

| Metric name | Best value | Worst value | Threshold |
|-------------|------------|-------------|-----------|
| DICE        | 1          | 0           | DICE > 0.8 |
| RAVD        | 0%         | 100%        | RAVD < 5% |
| ASSD        | 0 mm       | ∆           | ASSD < 15 mm |
| MSSD        | 0 mm       | ∆           | MSSD < 60 mm |

The metric values outside the threshold range get zero points. The values within the range are mapped to the interval $[0, 100]$. Then, the score of each case in the testing data is calculated as the mean of the four scores. The missing cases (sets which do not have segmentation results) get zero points and these points are included in the final score calculation. The average of the scores across all test cases determines the overall score of the team for the specified task. The code for all metrics (in MATLAB, Python, and Julia) is available at [https://github.com/emrekavur/CHAOS-evaluation]. More details about the metrics, CHAOS scoring system, and a mini-experiment that compares sensitivities of different metrics to distorted segmentations are provided on the same website.

V. Participating Methods

The participated methods are summarized in Table IV and VI. Detailed descriptions with figures can be found in the challenge proceedings and here, an overview is given. The majority of the applied methods (i.e. all except IITKGP-KLIV) used variations of U-Net. This seems to be a typical situation as the corresponding architecture dominates most of the recent DL based studies. Among all, two of them rely on ensembles (i.e. MedianCHAOS and nnU-Net), which uses multiple models and combine their results. To compare the automatic DL methods with semi-automatic ones, interactive methods including both traditional iterative models and more recent techniques are employed from our previous work. In this respect, the results also present and discuss the accuracy and repeatability of emerging automatic DL algorithms with those of well-established interactive methods, which are applied by a team of imaging scientists and radiologists through two dedicated viewers, Slicer and exploreDICOM.

VI. Results

The training dataset was published approximately three months before the ISBI 2019. The testing dataset was given 24 hours before the challenge session. The submissions were evaluated during the conference, and the winners were announced. After ISBI 2019, training and testing (only DICOM images) datasets were published on zenodo.org website and the online submission system was activated on the challenge website.
Table IV

| Participating Methods |
|-----------------------|
| Team                  | Details of the method                                      | Training strategy                                           |
| **OvGU MEMoRiAL**     | • Modified Attention U-Net [28], employing soft attention gates and multiscaled input image pyramid for better feature representation is used. | • Tversky loss is computed for the four different scaled levels. |
| (O. Etem, B. Chalupsky, O. Sp¨uck, A. Naasberger) | • Parametric ReLU activation is used instead of ReLU, where an extra parameter, i.e. coefficient of leakage, is learned during training. | • Adam optimizer is used, training is accomplished by 120 epochs with a batch size of 256. |
| **ISDUE**             | • The proposed architecture consists of three main modules: | • The segmentation networks are optimized separately using the Dice loss and regularized by $L_1$ with weight of $\lambda = 0.001$. |
| (G. D. Pham, G. Derks, J. Pauli) | - Autoencoder net composed of a prior encoder $f_{enc_p}$ and decoder $g_{dec_p}$; - Hourglass net composed of an initiating encoder $f_{enc_i}$, and decoder $g_{dec_i}$; - U-Net module, i.e. $h_{u-net}$, which is used to enhance the decoder $g_{dec}$ by guiding the decoding process for better localisation capabilities. | • Adam optimizer with an initial learning rate of 0.001, and 2400 iterations are performed to train each model. |
| **Lachinov**          | • 3D U-Net, with skip connections between contracting/expanding paths and exponentially growing number of channels across consecutive resolution levels [29]. | • The network was trained with ADAM optimizer with learning rate 0.001 and decaying with a rate of 0.1 at 7th and 9th epoch. |
| (D. Lachinov)         | • The encoding path is constructed by a residual network for efficient training. | • The network is trained with batch size 6 for 10 epochs. Each epoch has 3200 iterations in it. |
| **IKTGP-KLIV**        | • Group normalization [29] is adopted instead of batch [29] (# of groups = 4). | • The loss function employed is Dice loss. |
| (M. Saitkii, R. Raja, D. Moist) | • Pixel shuffle is used as an upsampling operator | • The segmentation network and C2 are trained using cross-entropy loss while the discriminator D and auxiliary classifier C1 are trained by binary cross-entropy loss. |
| **METU_MMLAB**        | • A U-Net variation and a Conditional Adversarial Network (CAN) is introduced. | • Adam optimizer is the combination of all four modalities, i.e. CT, MRI T1 DUAL In and Oppose Phases, MRI T2 SPIR. |
| (O. Oktar, B. Baydın G. B. Akar) | • Batch Normalization is performed before convolution to prevent vanishing gradients and increase selectivity. | • To improve the performance around the edges, a CAN is employed during training (not as a post-process operation). |
| **PKDIA**             | • Parametric ReLU to preserve negative values using a trainable leakage parameter. | • This introduces a new loss function to the system which regularizes the parameters for sharper edge responses. |
| (H. Ceviz)            | • Conditional Generative Adversarial Networks (cGANs): the generator is built by cascaded pre-trained encoder-decoder (ED) networks extending the standard U-Net (sU-Net) [31] (VGG19, following [32]), with 64 channels (instead of 32 for sU-Net) generated by first convolutional layer. After each max-pooling, channel number doubles until 512 (256 for sU-Net). Max-pooling followed by 4 convolutional layers instead of 2. Two and a discriminator network $D$. | • Adam optimizer with a learning rate of 10$^{-5}$ is used. |
| **MedianCHAOS**       | • DualTail-Net that is composed of an encoder, central block and 2 dependent decoders. | • Fuzzy Dice score is employed as loss function. |
| (V. Groza)            | • Other four networks are U-Net variants, i.e. TernaU-Net (U-Net with VGG11 backbone [30]), LinkNet[34] and two with ResNet50 and SE-ResNet50. | • Batch size was set to 3 for CT and 5 for MR scans. |
| **Mountain**          | • Averaged ensemble of five different networks is used. The first one is DualTail-Net that is composed of an encoder, central block and 2 dependent decoders. | • The training for each network was performed with Adam. |
| (Oscar Hart)          | • Other four networks are U-Net variants, i.e. TernaU-Net (U-Net with VGG11 backbone [30]), LinkNet[34] and two with ResNet50 and SE-ResNet50. | • DualTail-Net and LinkNet34 were trained with soft Dice loss and the other three networks were trained with the combined loss: $0.5 \text{soft Dice} + 0.5 \text{BCE}$ (binary cross-entropy). |
| **CIRM-Perkonig**     | • 3D network adopting U-Net variant in [55] and differs from sU-Net in [31], by: 1) A pre-activation residual block in each scale level at the encoder, 2) Convolutions with stride 2 to reduce the spatial size, 3) Instance normalization [37]. | • Adam optimizer is used with the initial learning rate $= 1 \times 10^{-3}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$, and $\epsilon = 1 \times 10^{-8}$. |
| (M. Perekonig)        | • Two nets, i.e. NET1 and NET2, adopting [55] with different channels and levels, NET1 locates organ and outputs a mask for NET2 performing finer segmentation. | • Dice coefficient was used as the loss function. Batch size was set to 1. |
| **nuU-Net**           | • For joint training with all modalities, the IVD-Net [35] is used with a number of modifications: 1) dense connections between encoder path of IVD-Net are not used since no improvement is achieved, 2) training images are split. | • Modality Dropout [40] is used as the regularization technique to decrease over-fitting on certain modalities. |
| (F. Erkin, K. H. Mao-Hsio) | • Moreover, residual convolutional blocks [55] are used. | • Training is done by using Adam optimizer with a learning rate of 0.001 for 75 epochs. |
| | • An internal variant of nuU-Net [21], which is the winner of Medical Segmentation Decathlon (MSD) in 2018 [18], is used. | • T1 in and out are treated as separate training examples, resulting in a total of 60 training examples for the tasks. |
| | • Ensemble of five 3D U-Nets (“3d_fullres” configuration), which originate from cross-validation on the training cases. Ensemble of T1 in and oppose phases was used. | • Task 3 is a subset of 5, so training was done only once and the predictions for Task 3 were generated by isolating the liver. |

Table V

| Submission numbers | Task 1 | Task 2 | Task 3 | Task 4 | Task 5 |
|-------------------|--------|--------|--------|--------|--------|
| ISBI 2019         | 5      | 14     | 7      | 4      | 5      |
| Online            | 20     | 263    | 42     | 15     | 71     |
| The most by the same team (ISBI 2019) | 0 | 5 | 0 | 0 | 7 |
| The most by the same team (Online) | 3 | 8 | 8 | 2 | 7 |

There exist two separate leaderboards at the challenge website, one for the conference session[2] and another for post-conference online submissions[3]. In this section, we present the majority of the results from the conference participants and the best two of the most significant post-conference results collected among the online submissions. To be specific, Metu_MMLab and nuU-Net results belong to online submissions while others are from the conference session. Each method is assigned a unique color code as shown in the figures and Table VII.

[2]https://chaos.grand-challenge.org/Results_CHAOS/  
[3]https://chaos.grand-challenge.org/evaluation/results/
a good opportunity to test the effectiveness of the participated models compared to the existing approaches. Although the provided datasets only include healthy organs, the injection of contrast media creates several additional challenges as described in Section III.B. Nevertheless, the highest scores of the challenge were obtained in this task (Fig.1b).

The on-site winner was MedianCHAOS with a score of 80.45±8.61 and the online winner is PKDIA with 82.46±8.47. Being an ensemble strategy, the performances of the sub-networks of MedianCHAOS are illustrated in Fig.2a. When individual metrics are analyzed, DICE performances seem to be outstanding (i.e. 0.98±0.00) for both winners (i.e. scores 97.79±0.43 for PKDIA and 97.55±0.42 for MedianCHAOS).

Similarly, ASSD performances have very high mean and small variance (i.e. 0.89±0.36 [score: 94.06±2.37] for PKDIA and 0.90±0.24 [94.02±1.6] for MedianCHAOS). On the other hand, RAVD and MSSD scores are significantly low resulting in reduced overall performance. Actually, this outcome is valid for all tasks and participating methods.

Regarding semi-automatic approaches in [42], the best three have received scores 72.8 (active contours with mean interaction time (MIT) 25 minutes), 68.1 (robust static segmenter having MIT of 17 minutes), and 62.3 (i.e. watershed MIT 8 minutes). Thus, the successful designs among participated in deep learning-based automatic segmentation algorithms have outperformed the interactive approaches by a large margin.
This increase reaches almost to the inter-expert level for volumetric analysis and average surface differences. However, there is still a need for improvement considering the metrics related to maximum error margins (i.e. RAVD and MSSD). An important drawback of the deep approaches is observed as they might completely fail and generate unreasonably low scores for particular cases.

Regarding the effect of architectural design differences on performance, comparative analyses have been performed through some well-established deep frameworks (i.e. DeepMedic [53] and NiftyNet [46]). These models have been applied with their default parameters and they have both achieved scores around 70. Thus, considering the participating models that have received below 70, it is safe to conclude that, even after the intense research studies and literature, the new deep architectural designs and parameter tweaking does not necessarily translate into more successful systems.

### B. MR Liver Segmentation (Task 3)

Segmentation from MR can be considered as a more difficult operation compared to segmentation from CT because CT images have a typical histogram and dynamic range defined by Hounsfield Units (HU), whereas MRI does not have such a standardization. Moreover, the artifacts and other factors in clinical routine cause significant degradation of MR image quality. The on-site winner of this task is PKDIA with a score of 70.71 ± 6.40, which had the most successful results not only for the mean score but also for the distribution of the results (shown in Figure 2c). Robustness to the deviations in MR data quality is an important factor that affects performance. For instance, CIRR_MPPerkonigg, which has the most successful scores for some cases, but could not show a high overall score.

The online winner is nnU-Net with 75.10 ± 7.61. When the scores of individual metrics are analyzed for PKDIA and nnU-Net, DICE (i.e. 0.94 ± 0.01 [score: 94.47 ± 1.38] for PKDIA and 0.95 ± 0.01 [score: 95.42 ± 1.32] for nnU-Net) and ASSD (i.e. 1.32 ± 0.83 [score: 91.19 ± 5.55] for nnU-Net and 1.56 ± 0.68 [89.58 ± 4.54] for PKDIA) performances are again extremely good, while RAVD and MSSD scores are significantly lower than the CT results. The reason behind this can also be attributed to the low resolution and higher spacing of the MR data, which cause a higher spatial error for each mis-classified pixel/voxel (See Table II). Comparisons with the interactive methods show that they tend to make regional mistakes due to the spatial enlargement strategies. The main challenge for them is to differentiate the outline when the liver is adjacent to isodense structures. On the other hand, automatic methods show much more distributed mistakes all over the liver. Further analysis also revealed that interactive methods seem to make fewer over-segmentations. This is partly related to iterative parameter adjustment of the operator which prevents unexpected results. Overall, the participated methods performed equally well with interactive methods if only volumetric metrics are considered. However, the interaction seems to outperform deep models at other measures.

### C. CT-MR Liver Segmentation (Task 1)

This task aims cross-modality learning and it involves the usage of CT and MR information together during training. A model that can effectively accomplish cross-modality learning would: 1) help to satisfy the big data needs of deep models by providing more images and 2) reveal common features of incorporated modalities for an organ. To compare cross-modality learning with individual ones, Figure 2a should be compared to Figure 2c for CT. Such a comparison clearly reveals that participated models trained only on CT data show significantly better performance than models trained on both modalities. A similar observation can also be made for MR results by observing Figure 2b and Figure 2d.

The on-site winner of this task was OvGUMEMoRIAL with a score of 55.78 ± 19.20. Although its DICE performances are quite satisfactory (i.e. 0.88 ± 0.15 correspond to a score of 83.14 ± 0.43), the other measures cause the low grade. Here, a very interesting observation is that the score of OvGUMEMoRIAL is lower than its score on CT (61.13 ± 19.72) but higher than MR (41.15 ± 21.61). Another interesting observation of the highest-scoring non-ensemble model, PKDIA, both for Task 2 (CT) and Task 1 (MR), had a significant performance drop in this task. Finally, it is worth to point that the online results have reached up to 73, but those results could not be validated (i.e. participant did not respond) and achieved after multiple submissions by the same team. In such cases, the possibility of peeking is very strong and therefore, not included in the manuscript.

It is important to examine the scores of cases with their distribution across all data. This can help to analyze the generalization capabilities and real-life use of these systems. For example, Figure 2a shows a notable case with a high score. The winner of Task 1, OvGUMEMoRIAL, shows lower performances than...
the second method (ISDUE) in terms of standard deviation. Figures 2a and 2b show that the competing algorithms have slightly higher scores on the CT data than on the MR data. However, if we consider the scattering of the individual scores along with the data, CT scores have higher variability. This shows that reaching equal generalization for multiple modalities is a challenging task for Convolutional Neural Networks (CNNs).

D. Multi-Modal MR Abdominal Organ Segmentation (Task 5)

Task 5 investigates how DL models contribute to the development of more comprehensive computational anatomical models leading to multi-organ related tasks. Deep models have the potential to provide a complete representation of the complex and flexible abdominal anatomy by incorporating inter-organ relations through their internal hierarchical feature extraction process.

The on-site winner was PKDIA with a score of 66.46±18.65 and the online winner is nnU-Net with 72.44±5.05. When the scores of individual metrics are analyzed in comparison to Task 3, the DICE performances seems to remain almost the same for nnU-Net and PKDIA. This is a significant outcome as all four organs are segmented instead of a single one. It is also worth to point that the model that the third-place (i.e. Mountain) have almost exactly the same overall score for Task 3 and 5. The same observation is also valid for the standard deviation of these models. Considering RAVD, the performance decrease seems to be higher compared to DICE. These reduced DICE and RAVD performances are partially compensated by better MSSD and ASSD performances. On the other hand, this increase might not be directly related to multi-organ segmentation. One should keep in mind that generally the most complex abdominal organ for segmentation is the liver (Task 3) and the other organs in Task 5 can be considered relatively easier to analyze.

E. CT-MR Abdominal Organ Segmentation (Task 4)

This task covers segmentation of both the liver in CT and four abdominal organs in MRI data. Hence, it can be considered as the most difficult task since it contains both cross-modality learning and multiple organ segmentation. Therefore, it is not surprising that it has the lowest attendance and scores.

The on-site winner was ISDUE with a score of 58.69±18.65. Fig. 2e-f shows that their solution had consistent and high-performance distribution in both CT and MR data. It can be thought that two convolutional encoders in their system boost performance on cross-modality data. These encoders are able to compress information about anatomy. On the other hand, PKDIA also shows promising performance with a score of 49.63±23.25. Despite their success on MRI sets, the CT performance can be considered unsatisfactory similar to their situation at Task 1. This reveals that the CNN may not perform efficient training. The encoder part of their solution uses transfer learning and the pre-trained weights approach might not be successful on multiple modalities. The OvGUMEMoRIAL team achieved third position with an average score and they have a balanced performance on both modalities. Their method can be considered successful in terms of generalization.

Together with the outcomes of Task 1 and 5, it is shown that in current strategies and architectures, CNNs have better segmentation performance on single modality tasks. This might be considered as an expected outcome because the success of CNNs is very dependent on the consistency and homogeneity of the data. Using multiple modalities creates a high variance in the data even though all data were normalized. On the other hand, the results also revealed that CNNs have good potential for cross-modality tasks if appropriate models are constructed. This potential was not that clear before the development of deep learning strategies for segmentation.

VII. CONCLUSIONS AND DISCUSSIONS

In this paper, we presented the CHAOS abdominal healthy organ segmentation benchmark. We generated an unpaired multi-modality (CT-MR), multi-Sequence (T1 in / oppose, T2) public dataset for five tasks and evaluated a significant number of well-established and state-of-the-art segmentation methods. The evaluation is performed using four metrics. Our results indicate various important outcomes. First, deep learning-based automatic methods outperformed interactive semi-automatic strategies for CT liver segmentation. They have reached inter-expert variability for DICE and volumetry, but still need some more improvements at distance-based measures, which are critical for determining surgical error margins. Second, considering MR liver segmentation, the participated deep models have performed almost equally well with interactive ones for DICE, but lack performance for distance-based measures. Third, when all four abdominal organs are considered, the performance of deep models get better compared to only liver segmentation. However, it is unclear if this improvement can be attributed to multi-tasking since the liver can be considered as the most complex organ to segment among the ones in the challenge. Fourth, cross-modality (CT-MR) learning still proved more challenging than individual training. Last, but not least, multi-organ cross-modality segmentation remains the most challenging problem until appropriate ways to take advantage of multi-tasking properties of deep models and bigger data advantage of cross-modal medical data are developed. Such complicated tasks would benefit from spatial priors, global topological or shape-representations in their loss functions as employed by some of the suggested models.

Given the outstanding results for single-modality tasks and the fact that the resulting volumes will be visualized by a radiologist-surgeon team prior to clinical operations in the context of clinical workflow, it can be concluded that minimal user interaction, especially in the post-processing phase, would easily bring the single modality results to clinically acceptable levels. This would require not only having a software implementation of the participated successful methods, but also their integration to an adequate workstation/DICOM viewer that is integrated and easily accessible in the daily workflow of clinicians.

Except for one, all teams involved in this challenge have used a modification of U-Net as a primary classifier or as a
The high variance between reported scores, even though they use the same baseline CNN structure, shows the interpretability of the model performance still relies on many parameters including architectural design, implementation, parametric modifications, and tuning. Although several common algorithmic properties can be derived for high-scoring models, an interpretation and/or explanation of why a particular model performs well or not is far from being trivial even as one of these factors is poorly determined. As discussed in the previous challenges, such an analysis is almost impossible to be performed on a homogeneous set of models developed by different teams and programming environments. Therefore, the selection of evaluation metrics, their transformations to scoring and calculation of the final scores might have a significant impact on the reported performance.

Since the start of the competition, the most popular task, Task 2, has received more than 200 submissions. Quantitative analyses on Task 2 show that CNNs for segmentation of the liver from CT have achieved great success. Supporting the quantitative analyses, our qualitative observations unveil the top methods can be used in real-life solutions with little effort on post-processing. That is why we believe that the solutions of Task 2 have reached saturation. Of course, new future results may have better segmentation performance than the methods we review here. However, the impact and the significance of these slight improvements may not justify the effort in developing them. We suggest to researchers that they should focus more on the implementation of their solutions to real-world applications instead of pushing hard to gain minimal score upgrades. They should try to reduce the computational cost, increase generalization, attach importance to repeatability and reproducibility, and make the solutions easy to implement.
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