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Abstract

Cyberbullying is bullying perpetrated via the medium of modern communication technologies like social media networks and gaming platforms. Unfortunately, most existing datasets focusing on cyberbullying detection or classification are i) limited in number ii) usually targeted to one specific online social networking (OSN) platform, or iii) often contain low-quality annotations. In this study, we fine-tune and benchmark state of the art neural transformers for the binary classification of cyberbullying in social media texts, which is of high value to Natural Language Processing (NLP) researchers and computational social scientists. Furthermore, this work represents the first step toward building neural language models for cross OSN platform cyberbullying classification to make them as OSN platform agnostic as possible.
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1. Introduction

The cyberbullying nomenclature and its propagation medium has evolved over the years, but it can still be understood as a hostile and aggressive behaviour to intentionally and repeatedly hurt or embarrass someone over the internet. Cyberbullying has only exacerbated over recent months due to the COVID-19 pandemic, which has resulted in a surge in online activity among young people. (McBride, 2021), (Raisbeck, 2020), (Jain et al., 2020). Victims of such an act of bullying propagated over the internet may experience lower self-esteem, increased suicidal ideation, and mixed negative emotional responses. (Hinduja and Patchin, 2014). Recent studies by (Chen and Li, 2020) (Salawu et al., 2020) have leveraged deep neural network (DNN) and neural language modelling (LM) approaches like Bi-directional Encoder Representations for Transformers (BERT) by (Devlin et al., 2018) to model cyberbullying detection and classification. As studied by (Emmery et al., 2019), many previous studies in this field of cyberbullying detection are bound by scanty datasets from specific OSN platforms.

This study aims to develop a cyberbullying text classification language model by evaluating it across multiple Online Social Networking (OSN) platforms to achieve an OSN agnostic cyberbullying classification language model. To that end, we conduct experiments to benchmark pre-trained language models - BERT by (Devlin et al., 2018) and HateBERT by (Caselli et al., 2020) on real-life cyberbullying textual datasets. Although our intent is to cover all OSN platforms, due to the limited nature of the existing research, we are only able to leverage 390,934 sentences or phrases from real-life cyberbullying textual datasets provided by (Hosseinmardi et al., 2015), (Rafiq et al., 2015), (Xu et al., 2012), (Salawu et al., 2020), and (Van Hee et al., 2018). We also establish baselines using traditional Machine Learning (ML) algorithms to benchmark the neural language models.

2. Related Work

Most of the current work in this field by (Tomkins et al., 2018), (Van Hee et al., 2018), (Talpur BA, 2020) is focused on social-context-based approaches for binary classification of cyberbullying texts, and these studies rely on Word2Vec by (Goldberg and Levy, 2014), Glove by (Pennington et al., 2014), and FastText (AI, 2015) based word representation techniques. Despite the satisfactory results of recent studies with an amalgamation of NLP and DNN techniques, studies by (Van Hee et al., 2018), (Samghabadi et al., 2020), (Emmery et al., 2019) are bound to ASK.fm data. Studies (Salawu et al., 2020), (Tahmasbi and Rastegari, 2018), (Chatzakou et al., 2017) are restricted to only Twitter data, and studies by (Chen and Li, 2020), (Sourodip Ghosh, 2020), (Paul, 2020) take a multi-modal approach, i.e., text supplemented by social network analysis (SNA) features, are bound to only Instagram and Vine datasets published by (Hosseinmardi et al., 2015) and (Rafiq et al., 2016) respectively. Other studies by (Sprugnoli et al., 2018), (Breitschneider and Peters, 2016) and a dataset published by (Van Hee et al., 2018) have participant-level annotations that help identify roles of cyberbullying like harasser, bystander or victim. Given that the scope of this study focuses on the binary classification of cyberbullying texts, these datasets are not explored for multi-class classification.
cyberbullying classification, and labels of the dataset by (Van Hee et al., 2018) are converted to binary form, i.e., bullying or non-bullying. Also, studies by (Rafiq et al., 2016), (Novianto et al., 2017), (Al-Ajlan and Ykhlef, 2018), (Hamiza Wan Ali et al., 2018) in cyberbullying text classification have used the traditional ML algorithm Support Vector Machines (SVM) (Wang et al., 2006), as a ML baseline and some other studies by (Dadvar and Eckert, 2018), (Paul, 2020), (Sourodip Ghosh, 2020) have used Bi-directional Long Short-Term Memory (Bi-LSTM) (Huang et al., 2015) for language modelling. To that effect, this study makes the following key contributions,

- First steps to benchmark transformer-based models, neural network and machine learning models for binary classification of cyberbullying texts sourced from real-life cyberbullying textual datasets.
- First steps towards developing an OSN agnostic cyberbullying detection model by training language models on text from one type of OSN platform and evaluating it across multiple OSN platform-types.

3. Experimental Setup

3.1. Datasets

Instagram (IG) dataset sourced from (Hosseinmardi et al., 2015), Vine dataset sourced from (Rafiq et al., 2015), hereafter referred to as User-Comment datasets (UC), are similar multimedia content sharing platforms, as they allow users to comment, like and share, multi-media content with one another. ASK.fm and Formspring.me datasets sourced from (Van Hee et al., 2018), hereafter referred to as Question-Answering datasets (QA) are an anonymous question and answering social networking platform. Twitter datasets sourced from (Xu et al., 2012) and (Salawu et al., 2020), hereafter referred as Twitter datasets, are from the OSN platform, Twitter - that allows users to share 280 characters of text as messages termed tweets. The lengths of tokens (words) in each phrase or comment within each of the seven dataset, depicts the platform similarity, as represented in the Figure 1. This helps understand that similar platforms have almost similar lengths of tokens. The label and sentence-level details is depicted in Table 1. Each merged dataset is split into 70% for training, 20% for validation, and the remaining 10% is held out for test-set. All language models trained on the three merged datasets were evaluated individually across the 10% hold-out test for all merged datasets.

| Dataset | Platforms | # of Sentences | Bullying % |
|---------|-----------|----------------|------------|
| User-Comments (UC) | IG + Vine | 249,123 | 23.53% |
| Question-Answering (QA) | Ask.fm + F.me | 129,501 | 4.60% |
| Twitter | Twitter | 12,310 | 6.51% |

Table 1: Percentage-wise Bullying Label Distribution and Sentence Count of all datasets

3.2. Data Imbalance

There is a high imbalance skewed toward the non-bullying class in all datasets, as depicted in Figure 2. Handling the imbalance is paramount to avoid any learning bias towards the majority class. As the dataset is limited in bullying instances, to avoid any risk of contextual loss and not to alter the sequence of words in sentences, we ruled out the synthetic minority oversampling technique (SMOTE) (Chawla et al., 2002) and the random under-sampling technique (Prusa et al., 2015). Instead, we leveraged the random over-sampling technique (Fernández et al., 2018), i.e., a technique that duplicates examples of minority class randomly, to balance the data towards the majority class.

3.3. Data Pre-processing

Adhering to General Data Protection Regulation (GDPR) directive (Council of European Union, 2016), we fully anonymised and normalised the datasets for any PII data by leveraging GATE Cloud (Tablan et al., 2016).
Furthermore, the TwitIE API (K. Bontcheva, 2013) to extract named entities in the text. In addition, we also a) removed URLs, user mentions, and non-ASCII characters for all datasets, b) retweet (RT) markers in text for twitter datasets, c) lower-cased all text, and d) converted textual contractions to formal format.

3.4. Language Models

Each neural classifier is fine-tuned by adding a fully connected layer on top of its respective pre-trained model.

- **BERT**: Provided by (Devlin et al., 2018), with 12 layers, also known as transformer blocks, and trained with 110 M parameters. We fine-tune pre-trained BERT\textsubscript{base-uncased} language model with different hyperparameters. (See Section 3.5).

- **HateBERT**: Provided by (Caselli et al., 2020), it is a re-trained BERT\textsubscript{base-uncased} language model, trained on comments from RAL-E Reddit’s banned communities\footnote{https://en.wikipedia.org/wiki/Controversial_Reddit_communities}. Further pre-training of BERT model is an effective and cost ineffectiv strategy to port pre-trained language model for other language specific tasks.

- **Bi-LSTM**: A baseline deep neural network model based on Bi-directional Long Short-Term Memory (Huang et al., 2015). We trained this model on five epochs with different hyper-parameters and pre-trained 50 dimensional GloVe-based Twitter word-embedding.

- **Support Vector Machines (SVM)**: A traditional machine learning algorithm known as Support Vector Machines proposed by (Hearst et al., 1998). This algorithm is trained by leveraging Term Frequency - Inverse Document Frequency (TF-IDF) (Zhang et al., 2011).

3.5. Hyper-parameters and evaluation

- **Hate-BERT & BERT**: Our experiments\footnote{All the experiments in this work were conducted on a local system with a 16 core CPU, 16GB RAM and a NVIDIA RTX 2070 GPU (8GB GPU Memory)} utilised the implementations provided by HuggingFace’s Transformer library (Wolf et al., 2019) and the authors of HateBERT. We used the ModelForSequenceClassification which matches BERT model to the proper implementation. We trained the transformer-based models for 2, 3, 4 epochs and fine-tuned each model for all 3 merged datasets individually and thus the maximum sequence length varied between 128 to 256 tokens depending on the dataset. We fine-tuned the classification layer for transformer-based models using ReLU and the Adam Optimizer by (Kingma and Ba, 2015) with a learning rate ranging from $0.1, 0.001, 1e^{-5}$ to $5e^{-5}$.

- **Bi-LSTM**: For the Bi-LSTM model, the recurrent dropout rate was set to 0.2 and the fully connected layer was added with 256 neurons and ReLU activation function, and since it was engineered for a binary task, the output layer was set to softmax. The Cross Entropy loss function was used for fine-tuning both transformer-based models and training Bi-LSTM.

- **SVM**: For the SVM model, we first conducted a grid search with five cross-validation and the hyper-parameters from the best model were used for training.

To benchmark and evaluate the fine-tuned transformer-based models, we conducted experiments with one traditional approach using SVM with TF-IDF and one Bi-LSTM algorithm with GloVe-based pre-trained 50-dimensional vectors. In addition, we evaluate the performance of these language models based on F1 scores (Chinchor and Sundheim, 1993) for positive (bullying) and negative (non-bullying) and overall F1 scores. F1 scores consider both the precision and recall to compute their metrics, and it can be interpreted as the weighted average of the two classes.

4. Results

As indicated in Table 2, the fine-tuned Hate-BERT language model has a significant advantage over the fine-tuned BERT, Bi-LSTM and traditional SVM. Although our experiment results indicated in the Table 2 show that models trained and tested on texts from the same OSN platform perform better when evaluated across different OSN platforms. The Hate-BERT language model, when fine-tuned on the Question-Answering datasets (ASK.fm and Formspring.me) and Twitter datasets for binary classification of cyberbullying text, has outperformed other baselines earlier discussed in the Section 3.4. Although the SVM model
trained on user-comment datasets (Myspace, Vine, Instagram) performs well with a 0.75 F1 score in classifying bullying samples as bullying, the same model only performs with 0.56 F1-score for classifying bullying samples. The Bi-LSTM model trained on Twitter datasets performs well with a 0.69 F1-score for classifying bullying samples, the same model achieves 0.63 F1-score for classifying bullying samples for the user-comment dataset. Additionally, our experiments depict that when the Hate-BERT model is fine-tuned on the Question-Answering datasets, it is able to achieve 0.73 F1-score in classifying bullying samples for both user-comment and question-answering dataset. Moreover, when we fine-tune the Hate-BERT model on twitter datasets, though it achieves 0.78 F1-score for twitter datasets, it is only able to achieve 0.71 F1-score for classifying bullying samples for the user-comment dataset. These exhaustive experiments indicate that fine-tuning language models from three OSN platforms are the first step toward developing an OSN platform-agnostic cyberbullying detection mechanism. Moreover, our results suggest that more work will be beneficial in developing such platform-agnostic detection mechanisms.

### 5. Conclusion & Future Work

We have provided a comprehensive benchmark on the binary classification of cyberbullying in a social media text. Our experiments demonstrate that merging existing datasets from similar platforms can improve the performance of transformer-based models. Also, fine-tuning the pre-trained Hate-BERT model outperforms the BERT, Bi-LSTM and SVM models. This novel benchmarking study is the first step toward building an OSN agnostic neural language model for the cyberbullying domain. One limitation of our study is that we use word-count (TF-IDF) and non-contextual word-embeddings (Glove) for text representation while training the baseline models - SVM and Bi-LSTM. Instead, future research should leverage contextual word embeddings from BERT and Hate-BERT language models for training these baseline models. The current availability of datasets and resources in the area of cyberbullying, as highlighted by [Emmery et al., 2021] and observed in this study, is scarce and highly skewed to negative class, i.e., to non-bullying instances. Therefore, there is a need to divulge qualitative and not quantitative cyberbullying research to build better language models to detect cyberbullying. Moreover, a detailed ablation study of the language models will aid in future benchmarking of such cyberbullying classifiers. In addition, it will help clarify how language models better classify specific samples from certain classes than the others.
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