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ABSTRACT

Improving the quality of Natural Language Understanding (NLU) models, and more specifically, task-oriented semantic parsing models, in production is a cumbersome task. In this work, we present a system called AutoNLU, which we designed to scale the NLU quality improvement process. It adds automation to three key steps: detection, attribution, and correction of model errors, i.e., bugs. We detected four times more failed tasks than with random sampling, finding that even a simple active learning sampling method on an uncalibrated model is surprisingly effective for this purpose. The AutoNLU tool empowered linguists to fix ten times more semantic parsing bugs than with prior manual processes, auto-correcting 65% of all identified bugs.

1 INTRODUCTION

Natural Language Understanding (NLU) models are widely used by virtual assistants to complete task-oriented requests. For example, given a request in natural language like, “Play my running playlist,” an NLU model returns a structured representation that could be more easily executed downstream. Typically, NLU models classify a user's request into a domain, and further parse the request into intents and slots (Mesnil et al., 2013; Gupta et al., 2018). 1

Developers, or linguists, frequently desire to add new domains, or to expand the coverage of existing domains to support a wider variety of user requests. Unfortunately, ensuring the quality of new domains is high or continuously improving existing domains is non-trivial. Each step of the quality improvement process, from discovering areas where the model is failing, understanding why it is failing, and finally, applying a fix, is highly manual.

We first look at discovering model bugs. Traditional approaches to discovering model bugs are either too fine or too coarse-grained. The traditional software engineering quality assurance (QA) approach is too fine-grained. In the QA approach, the model is hand-tested one by one, either with utterances that are construed to be prototypical of that domain or adversarial examples. The traditional ML approach is too coarse-grained. In the ML approach, a model is evaluated on a randomly-sampled validation set and test set; metrics on these sets may obfuscate the presence of bugs in a relatively small domain. Slicing, as discussed by (Ribeiro et al., 2020), can be a great way of finding and inspecting bugs that would otherwise be hidden. However, there is still an opportunity cost in annotating a large validation and test set where bugs may be relatively rare. Active learning is often used to build a training set in a cost-effective way (Monarch, 2021); however, it is not typically framed with the explicit goal of finding bugs.

Once bugs are detected, developers hope to correct them. However, before they can correct the bug, they must understand what is causing them. Unfortunately, this is also non-trivial. Model interpretability tools can help, but fundamentally bugs often stem from training data (Breck et al., 2019), which can be time-consuming to explore.

Finally, the quality improvement process is slowed down by a lack of tools to quickly fix bugs. While a machine learning engineer’s instinct may be to try a new architecture, pre-training, or a parameter sweep, a domain confusion could be caused by lack of training data or even a mislabel. Linguists often have to create data patches, i.e., data augmentations or relabels, by hand without tools to assist them.

These three challenges significantly slow down iteration speed, and we propose a more scalable approach to finding and fixing NLU bugs. In this work:

- We describe and demonstrate a system tailored to scaling the quality improvement process for task-oriented NLU models (Sections 2, 3.1).
- We present a fresh take on the objective of active learn-
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We found that even a simple uncertainty sampling method is four times more effective than random sampling at finding utterances where the model will make a mistake (Sections 3.2, 4.1).

We describe an approach to automatic error attribution and data augmentation and show that they are effective ways of fixing NLU bugs in large volumes (Sections 3.3, 3.4, 4.2).

2 AUTO NLU

We designed a system called AutoNLU, which ties together and provides automation around three key steps to quality improvement.

Detection AutoNLU re-frames the goal of active learning to maximizing bug detection: find all observable examples that may be parsed incorrectly, rank them by importance (e.g., frequency), and annotate as many as possible within the available annotation budget. We are particularly interested in correcting “known unknowns” (Monarch, 2021). Traditional active learning setups, on the other hand, aim to increase sample efficiency: annotate the fewest possible examples to reach acceptable performance on a test set. The flaw of this framing is that it assumes the test distribution is static. In contrast, in production settings, the test distribution is dynamic and thus it’s desirable to make model improvements continuously. Moreover, sample efficiency is often not a concern by the time the model is put in production – models are bootstrapped with pre-labeled crowd-sourced or generated data.

Error Attribution Once we have obtained a collection of bugs, AutoNLU attempts to attribute their root cause. We provide a small set of high-level error classifications that map directly to actionable next steps that a developer can take to fix the bug. These classifications can be made more specific and accurate over time.

Correction Finally, based off the error classification from the previous step, AutoNLU suggests an appropriate fix. For example, if the error is that there is not enough training data similar to the bug utterance, AutoNLU generates similar utterances that could be added to the training set.

2.1 Defining an NLU Bug

Using the conventions described by (Gupta et al., 2018), given a user request like, “Play my running playlist,” our NLU model should predict it belongs to the music domain, and produce a parse like [IN:PLAY_MUSIC Play my

[SL:PLAYLIST_NAME running]
[SL:MUSIC_TYPE playlist]],

where IN: is the prefix of the intent, and SL: is the prefix of all the slots within the intent. If the domain or intent-level classification of the sentence is incorrect, or if an expected slot is missing or has the incorrect span, or if an extra slot is produced, we consider the prediction incorrect and the corresponding input a bug. For example, for a user request like, “Play my holiday cooking playlist,” if the NLU model produced a parse like [IN:PLAY_MUSIC Play my holiday cooking
[SL:MUSIC_TYPE playlist]], we would consider the request a bug because the SL:PLAYLIST_NAME slot is missing.

2.2 NLU Model Architecture

Throughout this paper, we loosely use the term NLU model to actually describe a collection of two sets of models. The first set consists a single domain classifier. The second set contains many sequence-to-sequence parsing models, which jointly produce the intent and slot predictions. There is a parser per domain (or per small grouping of similar domains). The domain classifier routes the request to the appropriate intent-slot parser.

The domain classifier is a BiLSTM model with an MLP output layer (Huang et al., 2015). The intent-slot parsers have a RoBERTA (Liu et al., 2019) encoder and have either a non-autoregressive (NAR) decoder, similar to that described by (Shrivastava et al., 2021), or an autoregressive BERT decoder (Chen et al., 2019a).

3 SYSTEM DESIGN

The high-level system design of AutoNLU is shown in Figure 1.

Figure 1. This diagram illustrates the flow of production data. The components highlighted in green are discussed in more detail in the following sections.
3.1 User Interface

The user interface (UI) for AutoNLU is a table showing a list of bugs for a domain developer or linguist to fix. By default, the bugs are ranked by their frequency. However, the ranking could also take into account other factors such as recency or uncertainty score. The UI also shows the user the failure reason and a suggested action to fix the bug. Examples are shown in Figures 2 and 3.

3.2 Detection

When designing our algorithm for bug detection, we kept the following principles in mind:

- It should identify utterances that the NLU model will parse incorrectly.
- It should provide a numerical score that can allow us to rank and compare unlabeled production data (candidates) for sampling.
- Ideally, it should be feasible to run on hundreds-of-thousands to millions of examples. Else, we would have to decrease the size of our candidate set.

3.2.1 Simple Uncertainty Baseline

The algorithm we use for bug detection is least-confidence uncertainty sampling, similar to that described by (Monarch, 2021). This method assigns high uncertainty scores for candidates where the model prediction had low confidence.

For all $n$ candidates, we assign an uncertainty score of $1 - \text{intent\_confidence}$. We then select the top $k$ samples for human grading according to this score.

For simplicity, we do not use domain and slot confidence scores when computing the uncertainty score. If the semantic frame contained nested intents, we only use the score from the top-level intent. Combining uncertainty scores across the semantic frame is an interesting future direction.

3.2.2 Intrinsic vs. Extrinsic Sampling Methods

One of the key considerations for the detection algorithm was whether we should use an intrinsic or extrinsic approach. By intrinsic, we mean using the model confidence, scores, or logits to decide what to sample. By extrinsic, we mean training a meta-model that can predict when the base, i.e., NLU model will make a mistake (Koçak et al., 2021).

An advantage of the intrinsic approach is that, unlike extrinsic, it does not require training and maintaining a separate model. However, the downside is that it may rely on the base model being well-calibrated. Deep learning models are known to produce over-confident predictions even when they are incorrect (He et al., 2020).

An advantage of the extrinsic approach is that it may allow you to consider other features that are available in logs but not at inference (e.g., Did the user repeat their request? – which could indicate frustration from an incorrect NLU prediction).

We went with the intrinsic, least-confidence uncertainty method because it was simple to implement and computationally inexpensive, since we already stored the logged model prediction and confidence scores from run-time on our candidates. Despite the lack of calibration, we found we were still able to get good results as described in Section 4.1.

3.3 Error Attribution

Once we’ve sampled bugs, the next step is to identify their root cause. The key principle we held in mind for error attribution is that the error categories must be actionable, i.e., map to a concrete next step that can be applied automatically or by a linguist to fix the bug. This mapping is shown in Table 1 and the corrections are described in Section 3.4.

We determine the error attribution by sequentially checking the cases below, in the order provided; the attribution falls through to unknown if none of the criteria are met. Note that we use the term golden annotation to refer to the annotation given to the bug utterance.

3.3.1 Rule Mismatch

In addition to using the NLU model to parse language requests, we have a small set of high-precision rules that trigger on must-pass requests. Sometimes the parse produced by a rule conflicts with the golden annotation provided for the bug. In this case, either the rule or the golden annotation needs to be updated so that they are in agreement.

3.3.2 Mislabeled

A surprisingly common cause of bugs is a labeling error, either in the training data or of the golden annotation itself. We assign this attribution whenever we see an exact match of the bug utterance in the training set, the annotation in training conflicts with the golden annotation, and the model’s confidence in its prediction is above some threshold $\lambda$. We set $\lambda >= 0.9$. These signals indicate that the golden annotation may be incorrect.

A golden annotation can be incorrect for many reasons. First, labeling bugs is a more cognitively difficult task than labeling training data. Bugs are not pre-sorted by domain, and by nature of being bugs, may be more linguistically challenging to annotate than typical training data. Second, the people who create training data and label golden data are usually not the same. Training data is created under the instruction of linguists, who are subject-matter experts.
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Figure 2. AutoNLU produces results as a pandas DataFrame (Wes McKinney, 2010; Reback et al., 2021), viewable from a Jupyter notebook (Kluyver et al., 2016). It displays confidence scores, the expected and predicted parse, the estimated contribution of the bug to overall accuracy, the failure reason, and where possible, an auto-generated correction. It also displays additional debugging information such as the training set annotation, under cached_seqlogical.

Golden annotation of incoming production data is often done with the help of third-party vendors. And third, annotation guidelines can be difficult to keep up-to-date. Often the ontology (label set) is updated faster than annotation guidelines can keep up.

3.3.3 Low Training Data

If a bug has made it past the first two filters, there’s a good sign that there is a real issue with the model. Often bugs arise because there is not enough training data similar to the bug in order for the model to generalize. For the example used earlier, [IN:PLAY_MUSIC Play my holiday cooking [SL:MUSIC_TYPE playlist]], the model may have not seen “holiday cooking,” or something similar being used as playlist name.

We have a simple heuristic to check if a bug should get the low training data error attribution: we check for an exact match of the bug utterance in the training data, and if none exists, we assign this error. This heuristic could over-trigger, and in the future we hope to change it to look for similar training utterances as opposed to exact matches. For example, if the training set did not have an exact match but had the utterance, “Play my Christmas baking playlist,” then we should not assign the low training data attribution, since this example should have been sufficient for the model to generalize.

3.3.4 Unknown

Finally, if none of the above criteria pass, we assign the bug to the unknown category.

3.4 Correction

Once the error attribution is known, the appropriate correction can be applied. We discuss these potential corrections in further detail.
3.4.1 Data Augmentation

In the low training data scenario, AutoNLU automatically applies templated data augmentation with slot-based replacement. For example, given the bug utterance, “Play my holiday cooking playlist,” it may produce the template Play my `<SL:PLAYLIST_NAME> playlist`. The template can then be expanded to new training examples, such as “Play my baking playlist,” “Play my road trip playlist,” etc.

While we used this templated approach for our experiments to have more control of the generated data, one could conceivably use language models for text generation instead.

3.4.2 Annotation Conflict Correction

In the case where there is a conflict between the golden annotation of the bug and the training data, AutoNLU shows the user the conflicting annotations. The user can then manually update the annotations, or use a labeling library for semantic frames, which we call data transformers, to update them. The data transformer library supports operations such as renaming or adding intents and slots on large batches of data.

3.4.3 Rule Generation

In the rule mismatch case, we may need to update an incorrect rule. In the case where the error attribution is unknown, and it’s not possible to manually inspect and find the root cause of the bug, our only option may be to generate a new high-precision rule.

Rule generation is simple to do given the golden annotation and utterance as inputs. For our previous example, we could create the rule `IN:PLAY_MUSIC<Play my `<SL:PLAYLIST_NAME> holiday cooking> <SL:MUSIC_TYPE playlist>` which would trigger if the same utterance was received at runtime. The downside of adding a rule as opposed to training data for the NLU model is, of course, limited generalization.

4 Experiments

Our evaluation of the AutoNLU system focused on its ability to detect bugs and to auto-correct them. We found that even our simple methods for sampling and data generation led to significant increases in the number of bugs detected and fixed.

4.1 Simple Uncertainty

Our evaluation of uncertainty sampling was split into two stages, an offline and an online evaluation. In the offline evaluation, we aimed to understand the relationship between NLU misclassifications and the uncertainty score. In the online evaluation, we aimed to understand the effectiveness of uncertainty sampling at finding failed tasks on production data.

4.1.1 Offline Evaluation

For our offline evaluation, we computed the simple uncertainty score of the NLU model on 20,000 crowd-sourced test examples. As shown in Figure 4, there was a sharp peak of low uncertainty scores. This is not surprising given that NLU model’s accuracy on this test set was also high, > 90%.

Next, we observed how the histogram changes if we only looked at misclassified samples. This allowed us to get a sense of how correlated the uncertainty metric is with misclassified points. A perfect histogram would have a sharp peak at 1.0 and very little presence at 0.

As shown in Figure 5 (left), we found that the model is unfortunately highly certain (has low uncertainty) about most of the misclassified samples. However, compared to Figure 5 (right), which only contains correctly classified samples, there is a much greater tendency for misclassified samples to have high uncertainty scores than there is for correctly classified samples to have high uncertainty scores.

Thus, despite the NLU model being poorly calibrated – in fact, only 27% of the misclassified samples have an uncertainty higher than 0.5 – we found that for sufficiently small values of k i.e. $k << n$, sampling the top k utterances by uncertainty score is likely to yield mostly misclassifications i.e., NLU bugs.

4.1.2 Online Evaluation

For the online evaluation, we created a candidate pool of 30 days of production data from September 2021. The size n of the candidate pool was approximately one million requests. From this candidate set, we independently applied two sampling strategies. The first sampling strategy was random selection. The second sampling strategy was simple
uncertainty selection, which we described in Section 3.2.1. We set \( k = 10,000 \). The number of utterances we wanted to sample was an order of 100 times smaller than the candidate pool, i.e., \( k \ll n \).

For each of these sampled sets, we then counted the number of sampled utterances that were not part of a successful task. A dialog task is a higher-level abstraction than an intent. It may contain multiple back-and-forth interactions between the user and the voice assistant. Refer to (Liu et al., 2018) for more details on tasks and computing task success rate.

We did not grade the task success manually, but rather used an automated metric for estimating task success that correlates closely with the true task success rate. This automated metric checks whether the final NLG dialog act was to inform the user by providing a response (as opposed to replying with an error message). While this may over-estimate true task success, it serves as a good proxy.

Returning to our comparison of the sampling strategies, we found that uncertainty sampling yielded four times more task failures than random sampling. The raw counts are given in Table 2.

Note that an NLU prediction for a given utterance can be correct, even when there is task failure; inversely, an NLU prediction for a given utterance can be incorrect, despite a task success. So while these results suggest that simple uncertainty will find more NLU bugs than random sampling in an online setting, it does not guarantee it.

### 4.2 Data Augmentation

For our final experiments, we tested the effectiveness of automated data augmentation at correcting bugs deemed to have the low training data error attribution. We compared models trained with three different data augmentation strategies:

- **Baseline** An NLU model with no data augmentation applied.
- **Data Augmentation (Exact Match)** For each bug, we added the exact utterance to the training data. For example, for the bug, “Please call mom,” we also added, “Please call mom” to training. Each training utterance was given a weight of 5 (copied 5 times).
- **Data Augmentation (Templated)** For each bug, we generated 0 to 5 templates, each of which was expanded up to 10 times. For example, for the bug, “Please call mom,” we created the template Please call <SL:CONTACT>. This would then be expanded to “Please call dad,” “Please call Jill,” etc. and added to training.

We used a set of 1200 unique bug utterances, sampled from production data, as seeds for data generation. We then evaluated the performance of the augmented models against the original bug utterances, as well as our validation and test set (which were randomly sampled from production data), and finally a crowd-sourced test set. The results of the augmentation are shown in Table 3.

Both the exact match and templated data augmentation strategies led to significant improvements on the data sets shown. Using templated data augmentation, we were able to automatically correct 65%, i.e., 789 out of 1207, of identified bugs. This was an order of magnitude higher than the number of bugs we are able to correct in the prior three months using manual data augmentation.

Interestingly, exact match performed even better than templated data augmentation, which went against our hypothesis: we had expected templated augmentation to lead to a better model, since the additional variety in the training data could improve generalization. We believe the reason the performance of templated data was slightly worse was...
Table 2. For each sampling strategy, we counted the number of sampled utterances that were part of a task failure.

| Sampling Strategy       | # of Sampled Rows | # of Task Failures |
|-------------------------|-------------------|--------------------|
| RANDOM                  | 10K               | 1394               |
| SIMPLE UNCERTAINTY      | 10K               | 5620               |

Table 3. We show the improvement that automated data augmentation techniques have on various test sets.

|                         | Unique Bugs  | Production Validation | Production Test | Crowd-sourced Test |
|-------------------------|--------------|-----------------------|-----------------|-------------------|
| BASELINE                | 5.5%         | 96.1%                 | 93.9%           | 90.9%             |
| EXACT MATCH             | 95.8%        | 98.0%                 | 95.4%           | 90.4%             |
| TEMPLATED               | 70.6%        | 97.5%                 | 95.0%           | 90.0%             |
| Δ TEMPLATED             | +65.1%       | +1.4%                 | +1.1%           | -0.9%             |

due to noise in the extracted templates and slot substitutions, which we discuss further in Section 4.3.

Finally, another point worth mentioning is that while performance on the data sets sampled from production traffic increase, performance on the crowd-sourced data set actually dropped slightly. Digging into this, we found the reason for the drop was because production data and crowd-sourced data sometimes had the same or similar utterances annotated slightly differently. Apart from the labeling discrepancy, there could also be a genuine domain shift between our production and crowd-sourced data.

4.3 Qualitative Feedback

In addition to the evaluations above, we also received qualitative feedback from linguists, who were the primary users of the AutoNLU user interface. We share a few highlights of the constructive feedback:

Include humans-in-the-loop while generating data. Although the original goal of AutoNLU was to automate as much of the quality improvement process as possible, we found it was beneficial, and in many cases necessary, to have a human i.e., a developer or linguist, review the generated data prior to landing it in the training set. Templated data generation can produce nonsensical utterances and sometimes even incorrect annotations. Until better data generation strategies are developed, a human is needed to catch and remove incorrect examples.

Make it easy to update annotations across data sets. Another suggestion we received was to make it easier for linguists to update incorrect annotations that are spread across multiple data sets. A change in the annotation of an utterance in one data set should propagate to others.

Track bug fixes landed over time. Finally, linguists requested the ability to track bugs that have been fixed in the past. This empowers linguists to measure the impact of their work, and enables tracking of when a bug recurs again.

5 RELATED WORK

Previous work applying active learning to NLU focuses on improving performance on a fixed test set with fewer training examples (Duong et al., 2018; Sen & Yilmaz, 2020; Chen et al., 2019b); instead, we propose framing active learning as a problem of continuous bug detection.

Valuable libraries and tools for model interpretability and error analysis exist, some specifically tailored for NLP (Kokhlikyan et al., 2020; Tenney et al., 2020). However, the debugging information provided by these tools is quite granular. The error classifications provided by AutoNLU are intended to be higher-level and map to a concrete next-action that a linguist or developer can take to resolve a production bug.

On the error correction side, there has been recent work in programmatic labeling (Ratner et al., 2017) and frameworks for adversarial data collection and generation for NLP (Kiela et al., 2021; Morris et al., 2020). However, these stand-alone libraries are not tied to tools for model and training data analysis. AutoNLU, in contrast, attempts to bring error attribution and correction together.

Finally, in industry, there has recently been work by HuggingFace called AutoNLP and work by DeepOpinion also called AutoNLU. Despite their similarity in name, these libraries have a different purpose than the AutoNLU described here: they allow users to create new NLP or NLU models in a no- or low-code way. The AutoNLU we present here has the entirely different goal of automating the quality improvement process of already-built NLU models.

6 CONCLUSION

Key Takeaways We presented a system called AutoNLU, which aims to automate three steps of the NLU quality
improvement process: error detection, attribution, and correction.

We showed that error detection can be done with active learning methods. A simple least-confidence uncertainty baseline can be surprisingly effective at finding failed tasks, even with an uncalibrated model, as long as the number of utterances to be sampled \( k \) is significantly smaller than the number of candidates \( n \) (in our experiments, \( n \) was 100 times larger than \( k \)). In an online test, we found four times as many failed tasks with this method as we did with random sampling.

In addition, we presented some heuristics for attributing the cause of a model error and strategies for fixing these errors. We showed that templated data generation, where entities inside of slots are substituted, is an effective and scalable method for fixing NLU bugs. However, a human-review step may still be required to inspect the generated data.

Using this method, we were able to auto-fix nearly 800 bugs from production traffic, a scale ten-fold of what we were able to achieve when doing data augmentation by hand. Despite these gains, we acknowledge that there are limitations of automated data generation, such as generating nonsensical utterances, that will need to be addressed before fully removing humans from the loop.

Future Directions We believe there are many interesting avenues to improve AutoNLU. On the active learning front, we hope to test both new intrinsic and extrinsic sampling strategies to see if they yield an even higher rate of NLU bugs and failed tasks. (Desai & Aly, 2021) showed that an extrinsic, SVM model can accurately predict when a Transformer model will make a mistake. This SVM could be trained to incorporate features only available at runtime, such as whether the user had to repeat their request. Another aspect to think about is the quality of bugs selected to fix. BatchBALD (Kirsch et al., 2019) may help eliminate sampling of redundant bugs and increase their diversity, for example.

Error attribution could be improved by providing more fine-grained classifications that rely less on heuristics on the training data but rather a more nuanced view of the model’s uncertainty. For example, being able to distinguish between epistemic uncertainty (uncertainty due to a fundamental lack of knowledge) and aleatoric uncertainty (uncertainty due to probabilities being distributed across multiple plausible outcomes) (Ülkümen et al., 2016) would also enable us to better decide if a bug is caused because of a lack of training data or labeling conflicts.

Finally, on the data augmentation front, we are excited about the potential of using language models to generate data (Brown et al., 2020), which may produce more natural new training examples than the data generated by a rule-based template system.
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