Real Time Face Expression Recognition along with Balanced FER2013 Dataset using CycleGAN
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Abstract—Human face expression recognition is an active research area that has massive applications in medical field, crime investigation, marketing, online learning, automobile safety and video games. The first part of this research defines a deep neural network model-based framework for recognizing the seven main types of facial expression, which are found in all cultures. The proposed methodology involves four stages: (a) pre-processing the FER2013 dataset through relabeling to avoid misleading results and getting rid of non-face and non-frontal faces; (b) design of an efficient stable Cycle Generative Adversarial Network (CycleGAN), which provides unsupervised expression-to-expression translation. The CycleGAN has been designed and trained with a new cycle consistency loss. (c) Generating new images to overcome the class imbalance and finally (d) building the DNN architecture for recognizing the face sign expression, using the pretrained VGG-Face model with vggface weights. The second part encompasses the design of a GPU-accelerated face expression recognition system for real time video sequences using NVIDIA’s Compute Unified Device Architecture (CUDA). OpenCV library has been compiled from scratch with CUDA and NVIDIA CUDA Deep Neural Network library, cuDNN. For face detection stage Haar Cascaded and deep learning were used and tested using both CPU and GPU as backend. Results show that the designed model run time to recognize a face sign is 0.44 seconds. Besides, the average test accuracy has been increased from 64% for the original FER2013 dataset to 91.76% for the modified balanced version using the same transfer learning model.
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I. INTRODUCTION

Face sign expressions are one of the most active research areas in computer vision since they are a form of nonverbal communication for people in the deaf community. It is, also, used for understanding human behavior, mental disorder detection, cognition of human emotions, and lie detection. They convey non-verbal cues, which play an important role in interpersonal relations. Automatic recognition of facial expressions can be a vital component of natural human-machine interfaces; it may also be used in different areas such as artificial intelligence, computer vision, psychology, physiology, behavioral science and in clinical practice. Some robots can also benefit from the ability to recognize expressions [1]. Automated analysis of facial expressions for behavioral science or medicine is another possible application domain. It can be used to detect the state of the learner in E-learning, help doctors to understand and analyze the behavior of children with Autism Spectrum Disorder (ASD) who are known to have difficulty in producing and perceiving emotional facial expression [2]. The system of facial expression recognition is divided into three steps: optimal preprocessing, feature extraction or selection, and classification, particularly under conditions of input data variability to attain successful recognition performance.

Dataset preprocessing is an elementary step in machine learning systems especially when the dataset contains wrongly labeled images due to source crowding and suffers from class imbalance, which leads to biased learning toward majority classes. In this paper, an innovative strategy has been adopted to overcome this shortage. CycleGAN is a promising data augmentation scheme recently adopted to solve the class imbalance problem by generating new samples of the minority class. An efficient stable CycleGAN has been designed and trained to perform style transfer from a reference domain, which is the neutral class, to a target domain, which could be any of the other face expression classes. After creating a clean balanced dataset, the transfer learning approach has been adopted for model design. Designing a model from scratch is a time-consuming process and will never outperform efficiently, since the pretrained models have been trained on datasets containing millions of images which is a huge number compared to our dataset.

Many machine learning algorithms have been proposed for successful recognition performance, but they have not reached the optimal performance due to lack of the optimal set of features required for classification. Feature extraction is the process of using domain knowledge of the data to create features that make machine learning algorithms work. Coming up with features is difficult, time-consuming, requires expert knowledge. Deep learning aims at learning feature hierarchies where features from higher levels of the hierarchy are formed by lower-level features, so it eliminates the bad need to feature extraction and as a result achieving better performance in less time than traditional machine learning algorithms. Convolutional Neural Networks, CNN, are currently one of the most prominent algorithms for deep learning with image data. Whereas for traditional machine learning relevant features must be extracted manually. In computer vision machines, storing the knowledge learned by solving one problem and applying it to another similar problem is challenging. The cross-domain transfer learning models have received enormous
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attention in face expression classification and generally artificial intelligence applications, where the training and test data are drawn from different feature space and different distribution. The knowledge learned from the learning dataset can help improve prediction accuracy in the testing domain, especially when the testing data are target scant. Also, knowledge from a labeled domain can help generate labels for an unlabeled domain, which may avoid a costly human labeling process.

In recent years, massive computer visions algorithms and techniques have been developed and employed for designing real time face expression recognition system due to its significance not only in human-to-human interaction but also in Human Machine Interaction (HMI). HMI is an extruded field in computer science that aims at making the computer intelligent such that it interacts with human the way human and human interact. This task can be decomposed into two stages, face detection for face localization and face expression classification. Recently, two main approaches have been adopted for face detection, the traditional machine learning approach, and the deep learning approach.

In this paper, a new framework for real time face expression recognition in video sequences has been designed and tested. It comprises two phases. For face detection phase, two versions of OpenCV library have been employed. The first version is standard OpenCV library that was used for machine learning approach. With the rapid development of GPU, deep learning became more powerful in classification tasks. The second version is compiled from scratch with CUDA and cuDNN support to achieve optimal hardware resources employment through interaction between our Graphical Processing Unit (GPU) and deep learning module of OpenCV which undoubtedly has a great effect in improving the speed of video by increasing number of frames that can be processed per second (FPS) making our system more convenient for real time applications.

The rest of the paper is organized as follows: Section 2 discusses the work related to the face expression classification problem. Section 3 illustrates the dataset and the proposed methodology for the facial expression recognition. Experimental results and discussion are presented in Section 4. Finally, Section 5 concludes the paper and outlines directions for future work.

II. RELATED WORK

In the last decade, face expression recognition has become a hot research area. Several papers have been published using classical machine learning approaches like Support Vector Machine (SVM) and Random Forest, whereas others use modern schemes like deep learning, convolutional neural networks (CNNs), transfer learning and ensemble models.

Ying Zilu and G. Zhang [3] adopted a framework for facial expression recognition based on the combination of non-negative matrix factorization (NMF) and support vector machine (SVM). They achieved a recognition rate of 66.19% with their algorithm applied to Japanese female facial expression database (JAFFE database). In [4], face expression recognition system was designed by Y. Luo, C. M. Wu and Y. Zhang based on a hybrid scheme of principal component analysis (PCA) and local binary pattern (LBP) for feature extraction and support vector machine (SVM) for facial expression classification. They achieved a recognition rate of 93.75% using a small dataset of 350 face sign images. C. Shan, S. Gong and P. W. McOwan [5] proposed a novel scheme based on local binary pattern (LBP) for facial expression recognition. The Cohn-Kanade Database was used to demonstrate the efficiency of their proposed approach. Their model attains a recognition rate of 79.1%. In [6], Ahmed A. Nashat proposed a new approach for extracting features for facial expression classification. Firstly, the discrete wavelet packet best tree (DWPBT) decomposition is used to remove the spatial and spectral redundancies for each block of the desired face regions. Then, the radial difference LGBP (RD-LGBP) in radial directions of a circular grid is used as a descriptor for facial expression recognition. The average recognition rate was 83.4%.

Y. Wang, Y. Li, Y. Song and X. Rong [7] have proposed an effective hybrid approach of random forest and convolutional neural networks. Their approach achieved an accuracy of 98.9% on JAFFE dataset, 99.9% on CK+ dataset, 84.3% on FER2013 dataset and 92.3% on RAF-DB dataset. E. Barsoum, C. Zhang, C. C. Ferrer and Z. Zhang [8] worked on using a deep CNN on noisy labels acquired via crowdsourcing for ground truth images. They used 10 taggers to relabel each image in the dataset, and used various cost functions for their DCNN, achieving decent accuracy. They reached accuracy of 84.986% on FER+ dataset. C. Pramerdorfer and M. Kampel [9] formed an ensemble of recent deep convolutional neural networks. They investigated the approaches adopted by six current state-of-the-art papers and ensembles their networks to reach 75.2% test accuracy on FER2013 outperforming previous works without needing auxiliary training data.

In [10], X. Wang, J. Huang, J. Zhu, M. Yang and F. Yang have utilized transfer learning using Keras VGG-Face library and each of ResNet50, SeNet50 and VGG16 as pre-trained models. They managed to achieve test accuracy of 75.8% which surpassed all existing publications at this time. A. Chen, H. Xing, and F. Wang [11] proposed an efficient and secure facial expression recognition method based on the edge cloud framework combined with the improved CycleGAN to solve class imbalance of FER2013 dataset by generation 4000 new sample for disgust class and 800 new samples for surprised class achieving higher recognition rate not only on the data augmented classes but also on the other classes. They achieved average recognition rate of 78.61% on the enhanced dataset. Z. Zhang, P. Luo, C. C. Loy, and X. Tang [12] also achieved 75.1% test accuracy by adding auxiliary data and additional features: a vector of HoG features was computed from face patches and processed by the first FC layer of the CNN. Facial landmark registration has been also employed.

In this work, a neoteric relabeled balanced FER2013 dataset has been introduced. A balanced CycleGAN has been designed and trained using new cycle consistency loss to preserve luminance conditions of reference class to overcome class imbalance problem through generating new images for minority class (Disgust). State of the art results have been achieved through dataset cleaning and pre-processing. A new
deep neural network architecture for recognizing the face sign expression, using the pretrained VGG-Face model with vggface weights and the modified balanced version of the FER2013 dataset is designed and implemented. To enhance our work, A GPU-accelerated system for face expression recognition in real-time video stream is introduced achieving 312.01% faster inference for feature-based approach and inference speed improvement by up to 169.74% for deep learning-based approach.

III. METHODOLOGY

A. The Dataset

The proposed methodology was trained and tested using the open-source FER2013 dataset [13-14], which is created for an ongoing project by Pierre-Luc Carrier and Aaron Courville from university of Montreal, then shared publicly for a Kaggle competition, shortly before ICML 2013. The dataset consists of 35,887 labelled 48x48 grayscale human facial expressions. These are afraid (11.42%), angry (11.13%), disgusted (1.21%), happy (20.1%), neutral (13.84%), sad (13.46%) and surprised (8.84%). To train and test the performance of the proposed classification model, we selected 80% of the set for training and the rest for testing. Fig. 1 shows some sample images from the FER2013 dataset.

B. DataSet Preprocessing Phase

Crowdsourcing has become a widely used approach to gather ground truth labels to form a dataset. However, these labels can be very noisy which causes model misleading and as a result low recognition rate [8]. FER2013 suffers from severe crowdsourcing as it contains non-face images, text images, sleepy faces, profile images which are indistinguishable by humans, and large number of wrongly labelled images. According to [15], the overall accuracy of the facial expression classification using this dataset does not exceed 65%. In this research, three steps have been taken to resolve this problem. First, we deleted non-face images, text images and profile images. Second, we re-labelled wrongly labelled images based on class distribution using convolutional neural networks (CNN). Finally, the class imbalance problem has been solved by designing a CycleGAN used for generating new samples for the minority class. CycleGAN phase will be discussed in detail in the next section.

Besides crowd resourcing, the dataset suffers from class imbalance problem which results in model biasing. As shown in Fig. 4, class1 contains only 436 images which are too low compared to other classes which contain thousands of images. The class imbalance problem has been solved by designing a CycleGAN used for generating new samples for the minority class. CycleGAN phase will be discussed in detail in the next section.

As shown in Fig. 3, a few examples of wrongly labelled misleading images due to crowd sourcing are displayed with the wrong expression in the red color and the right expression in the blue color.
C. CycleGAN Phase

It is a challenging task to classify images with multiple class labels using only a small number of labelled examples, especially when the label (class) distribution is imbalanced. Generative Adversarial Networks (GANs) can be used to generate images from an adversarial training. The generator attempts to produce a realistic image to fool the discriminator, which tries to distinguish whether its input image is from the training set or the generated set. The flow chart of the GAN architecture is shown in Fig. 5. J. Y. Zhu, T. Park, P. Isola, and A. Efros [16] proposed the CycleGAN model, which can do image-to-image transition between two unpaired image domains. This model has been employed to build our framework.

The architecture of the discriminator, the generator and the composite model are like those used in [17] except for employing some training tricks like using dropout layers to avoid GAN failure modes, labels flipping (True label was used for generated images while false label was used for Real images) and using Batch Normalization layers to produce sharper generated images. Unlike other GAN models for image translation, the CycleGAN does not require a dataset of paired images.

The discriminator and the composite model architecture of the CycleGAN are shown in Fig. 6 and Fig. 7, respectively.

1) CycleGAN loss functions: Each generator model is optimized via the combination of four outputs with four loss functions and are defined by (1), (2), (3), and (4) as follows:

- Adversarial loss ($L_2$ or mean squared error). It is calculated as the $L_2$ distance between the model output and the target values of 1.0 for real and 0.0 for fake.

\[
\text{Adversarial loss} = L_2 
\]

(1)

- Identity loss ($L_1$ or mean absolute error). It is calculated as the $L_1$ distance between the input and output image for each sequence of translations.

\[
\text{Identity loss} = L_1 
\]

(2)

- Forward cycle loss

Forward cycle loss = $\frac{1}{3}(L_1 + L_2 + \text{SSIM loss})$

(3)
Backward cycle loss

\[
\text{Backward cycle loss} = \frac{1}{3} (L_1 + L_2 + \text{SSIM loss}) \quad (4)
\]

In this paper, the cycle consistency loss, for a better-quality image, is defined as the average of the L_1 distance and the L_2 distance. The structural similarity index measure (SSIM) loss is defined by (5) as:

\[
\text{SSIM loss} = 1 - \text{SSIM index} \quad (5)
\]

Where SSIM Index is computed by considering the luminance, contrast, and structural similarity. Since the image pixels are correlated and not independent, L_2 loss is unsuitable choice to improve the quality of generated images. SSIM loss term is added to the cycle consistency loss to compensate for this disadvantage by reducing structural distortions between the input and output images. It is worthy mentioned that SSIM was designed for grayscale images.

2) Training details: In our design, after five trials, the forward and the backward cycle loss are given more weight than the adversarial loss whereas the identity loss weight has been set to two. In other words, \( \lambda_{\text{cyc}} \) is set to five and \( \lambda_{\text{id}} \) equals to two.

For all the experiments, the Adam optimizer has been used with a batch size of one. All networks were trained from scratch with a learning rate of 0.0002. The learning rate was kept constant for the first 100 epochs and linearly decays to zero over the next 100 epochs. Fig. 8 shows two sets of sample images of translation from class 6, (Neutral), to class 1, (Disgust).

![Fig. 8. Two Sets, a and b, of Samples of Neutral to Disgust Translation.](image)

Fig. 8.

D. Transfer Learning Phase

In this paper, transfer learning scheme has been adopted as it has a significant role in achieving state of the art accuracy. Keras VGG-Face pre-trained model [18] has been employed with vggface weights. As this network accepts RGB images with size 224x224, the 48x48 grayscale images in FER2013 during training time have been resized and recolored using image data generator.

1) Training details: In our design, the top layers of the VGG-Face model, which include last fully connected layers and softmax layer have been removed and a flatten layer was added to extract the bottleneck feature vector. To reduce overfitting due to large network size, the last three fully connected (dense) layers have been replaced by only one fully connected layer with 128 neurons followed by a dropout layer with dropout rate equals to 0.3 and then a softmax layer with seven outputs has been added to match the seven output facial expressions.

![Fig. 9. Two Sets, a and b, of Samples of Disgust to Neutral Translation.](image)

![Fig. 10. Data Distribution of the New Balanced FER2013 Dataset.](image)
Fig. 11. The Transfer Learning Model.
During training the network, the model has been compiled using Adam optimizer with learning rate equals to 0.001 and Beta_1 equals to 0.5. The input to the network has been divided into minibatches of 128 images and the total number of epochs equals to twenty epochs. All experiments have been conducted using Keras with TensorFlow backend on Alien ware laptop with Nvidia GeForce GTX 1070 GPU. To prevent model overfitting and performance deterioration, early stopping callback function is used to halt training the model at the right time. Model Check Point callback has been used to save the model only when better results are obtained according to predefined performance measures. Reduce on Plateau callback has been used to reduce learning rate when the validation accuracy decays. The detailed description of our transfer learning model is shown in Fig. 11.

The upcoming sections discuss the procedure of designing a real time facial expression recognition system to detect face and recognize the seven standard face expressions in real time video sequences.

E. Compiling OpenCV from Source

In this stage OpenCV with CUDA and cuDNN support has been compiled from source to achieve the best optimum utilization of hardware resources (Alien ware laptop with NVidia GeForce GTX 1070 GPU). OpenCV has been compiled with eight cores which should be adjusted according to the number of processor cores you use. The block diagram of this process is shown in Fig. 12.

The CMake output for NVIDIA CUDA and cuDNN indicates that CUDA version, is 10.1 and cuDNN version is 7.6.5. Another important CMake output that should be verified before proceeding to compilation step are the proper python paths to Interpreter and Libraries.

F. Face Detection Phase

Face detection is a challenging computer vision problem which aims to identify and localize faces in images. It is a primary step for any facial expression recognition (FER) system. It can be accomplished using the classical machine learning (feature based) Haar cascaded classifier or using recent deep learning-based approaches through using the OpenCV library.

1) Feature-based approach (Haar cascaded classifier): OpenCV provides the cascade classifier class that can be used for face detection. The constructor can take a filename as an argument that specifies the XML file for a pre-trained model. The model can be used for face detection on an image or video by calling the detectMultiScale function whose output is a list of bounding boxes for all faces detected. ScaleFactor and minNeighbors are two parameters that should be carefully tuned for a given dataset as the ScaleFactor controls how the input image is scaled before detection.

2) Deep learning-based approach: After building OpenCV from source with CUDA and cuDNN support, now its Deep Neural Network (DNN) module can be used. It contains a CNN-based face detector which enhances the face detection performance compared to machine learning-based models like Haar Cascade classifier. It utilizes the Single Shot Detector (SSD) framework with ResNet as the base network. The confidence level is extracted after looping over the detections to suppress weak detections if they do not meet the minimum confidence level. In our experiment, the minimum confidence level was set to 0.5.

G. Face Expression Recognition Phase

In this phase, the system classifies each frame of the video into one of the seven universal expressions - Anger, Disgust, Fear, Happiness, Sadness, Surprise and Neutral as labelled in the FER2013 dataset. The flowchart of the proposed deep learning framework and machine learning framework are shown in Fig. 13 and Fig. 14, respectively.

![Fig. 12. The Block Diagram of OpenCV Compilation Process.](image-url)
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Fig. 13. Flowchart of Deep Learning-based Approach.

Fig. 14. Flowchart of Machine Learning (Haar Cascaded) based Approach.
IV. RESULTS AND DISCUSSION

The designed FER transfer learning model has been tested on both the original FER2013 dataset and the modified balanced version of FER2013 dataset. Fig. 15 and Fig. 16 show the robustness of the model and the effectiveness of the modified balanced dataset. It is seen that the test loss approaches zero and the overall test accuracy reaches 91.76%, which is a state-of-the-art result, for our model using the modified balanced FER2013 dataset. However, the test loss increases, and the average overall test accuracy drops to 64% for our model using the traditional FER2013 dataset despite using dropout layer and a dense layer with small number of neurons to prevent model overfitting.

Results show that our approach starting from dataset cleaning, re-labelling, and solving class imbalance problem by generating new samples of the minority class using CycleGAN is a promising scheme.

Fig. 17 shows the normalized confusion matrix for our model using the original FER2013 dataset and the modified balanced version of FER2013 dataset. It is seen that the class recognition rate has improved remarkably using the modified balanced FER2013 dataset. The recognition rate is higher by 35% for the angry class, 71% for the disgust class, 50% for the fear class, 14% for the happy class, 34% for the sad class, 21% for the surprised class, and 29% for the neutral class.

Table I summarizes the top test accuracies of recent approaches applied to FER-2013 dataset, where our approach achieves state of the art results.

Table I  COMPARISON OF THE STATE OF THE ART ACCURACIES ON FER-2013 DATASET

| Methodology | Test Accuracy |
|-------------|---------------|
| Zhang et al [12] | 75.1% |
| Christopher Pramerdorfer et al [9] | 75.2% |
| Amil Khanzada et al [10] | 75.8% |
| An Chen et al [11] | 78.61% |
| Barsoum et al [8] | 84.986% |
| **Our approach** | **91.76%** |

To test our model in real time, Multi-task Cascaded Convolutional Networks (MTCNN) [19] has been used to detect the face prior to recognizing the type of the expression. Fig. 18 shows results.

In this stage, the compiled OpenCV DNN module is ready to be used. Four experiments have been conducted using Keras with TensorFlow backend on Alien ware laptop with NVidia GeForce GTX 1070 GPU. The first and third experiments used CPU as backend. On the other hand, the second and forth experiments utilized GPU as backend.
Fig. 17. The Confusion Matrix. (a) Original FER2013 Dataset and (b) Modified Balanced FER2013 Dataset.

Fig. 18. Real Time Face Expression Recognition for different Subjects Showing the Seven Principal Expressions.
As shown in Table II, machine learning-based methodology which used Haar cascaded classifier in face detection phase has been tested on CPU and GPU and the frame per second (FPS) has been compared. Using NVIDIA GPU has improved inference speed by up to 312.01%.

Deep learning-based methodology which used deep learning in face detection phase has also been tested on CPU and GPU and FPS has been compared. FPS throughput rate is improved by over 169.74% with OpenCV’s DNN module and an NVIDIA GPU.

Fig. 19 displays the output of FER system for real time video sequence using deep learning and Haar cascaded classifier in face detection phase, respectively.

V. CONCLUSION AND FUTURE WORK

A deep neural network model based upon VGG-Face pre-trained framework for face expression recognition has been implemented. An efficient stable Cycle Generative Adversarial Network, (CycleGAN), is designed and used to produce a balance relabeled FER2013 dataset. The designed model produced an optimal performance and a state-of-the-art overall recognition rate of 91.76% in only 0.44 second using Alien ware laptop with Nvidia GeForce GTX 1070 GPU. A GPU-based framework has been designed for face expression recognition in real time video stream. OpenCV library has been compiled from source to achieve the best exploitation of hardware resources (GPU). The framework involves two main stages, face detection and face expression recognition. The face detection phase has been realized through machine learning-based approach (Haar cascaded classifier) and deep learning-based approach. Face expression recognition has been accomplished using transfer learning approach. Both Methodologies have been tested with CPU and GPU as backend. The performance is evaluated through FPS of the whole process. Deep learning has been assessed to be faster and more accurate.

Future directions will focus on applying the model for real time face expression recognition in video sequences or online learning platform. The simplicity, the high recognition rate and the speed of the facial expression classification model make it appropriate for implementing a productive and profitable computer vision machine.
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