QUANTUM $K$-THEORY OF TORIC VARIETIES, LEVEL STRUCTURES, AND 3D MIRROR SYMMETRY

YONGBIN RUAN, YAOXIONG WEN, ZIJUN ZHOU

Abstract. We introduce a new version of 3d mirror symmetry for toric stacks, inspired by a 3d $\mathcal{N} = 2$ abelian mirror symmetry construction in physics. Given some toric data, we introduce the $K$-theoretic $I$-function with effective level structure for the associated toric stack. When a particular stability condition is chosen, it restricts to the $I$-function for the particular toric GIT quotient. The mirror of a toric stack is defined by the Gale dual of the original toric data. We then proved the mirror conjecture that the $I$-functions of a mirror pair coincide, under the mirror map, which switches Kähler and equivariant parameters, and maps $q \mapsto q^{-1}$.
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1. INTRODUCTION

One of the recent remarkable discoveries is the connection between quantum $K$-theory and 3d TQFT. For a long time, quantum $K$-theory has been viewed as a variant to quantum cohomology, which comes from a 2d TQFT. The new connection puts quantum $K$-theory in a different path to the new territory of 3d physics, the mathematics of which was much less understood. The 3d
physics has its own mirror symmetry phenomenon, which falls into two versions, for $N = 4$ theories versus $N = 2$ theories. 3d $N = 4$ theories are much better behaved in physics, but apply to more restrictive targets such as Nakajima quiver varieties, due to the presence of more supersymmetries.

There are many mathematical results on the enumerative-geometric aspect of 3d $N = 4$ mirror symmetry by Okounkov’s group [2, 15, 19, 20, 23].

Our main interest is in 3d $N = 2$ theories which apply to a general Kähler manifold. Its mirror symmetry was poorly understood even in physics. In addition, for such theories there is a new feature called level structure introduced by Ruan–Zhang [22]. Any duality for $N = 2$ theories should incorporate the level structure, which makes it quite difficult. Right now, we are still in the early stage of exploration. There are many conjectural examples for 3d $N = 4$ mirror pairs in physics. However, as far as our knowledge of physics literature [8, 1, 3], the only major class of 3d $N = 2$ mirror pairs are toric varieties as follows.

Consider the following short exact sequence

$$0 \rightarrow \mathbb{Z}^k \xrightarrow{\iota} \mathbb{Z}^n \xrightarrow{\beta} \mathbb{Z}^{n-k} \rightarrow 0.$$  

(1.1)

3d Toric Mirror Conjecture:

• **Model A:** Let $\iota = (\iota_{ij})$ for $j = 1, \cdots, k$ and $i = 1, \cdots, n$. One side of the mirror symmetry is the toric quotient $[\mathbb{C}^n/(\mathbb{C}^*)^k]$ defined by the charge matrix $\iota$, with the so-called effective level (see Definition 3.12) $\frac{1}{2} \sum_{j,l=1}^k \iota_{ij} \iota_{il}$. We consider its equivariant theory with quantum parameters $\zeta^b_i$ for $b = 1, \cdots, k$ and the equivariant parameters $m_i$ for $i = 1, \cdots, n$.

• **Model B:** Let $\beta = (\beta_{ji})$ for $j = 1, \cdots, n - k$ and $i = 1, \cdots, n$. The other side of mirror is the toric quotient $[\mathbb{C}^n/(\mathbb{C}^*)^{n-k}]$ defined by the charge matrix $\beta^T$, with the effective level $\frac{1}{2} \sum_{j,l=1}^{n-k} \beta_{ji} \beta_{li}$. We consider its equivariant theory with quantum parameters $\hat{\zeta}^p_i$ for $p = 1, \cdots, n - k$ and equivariant parameters $\hat{m}_i$ for $i = 1, \cdots, n$.

Model A is “equivalent” to Model B via the mirror map

$$\zeta^b - \frac{1}{2} \sum_{i=1}^n \iota_{ib} m_i = \sum_{i=1}^n \iota_{ib} \hat{m}_i$$

(1.2)

$$- \sum_{i=1}^n \beta_{pi} m_i = \hat{\zeta}^p + \frac{1}{2} \sum_{i=1}^N \beta_{pi} \hat{m}_i.$$  

(1.3)

Note that the above statement is slightly different from that in [1].

One can study the above “equivalence” in different contexts. The main goal of this article is to prove the conjecture for equivariant quantum $K$-theoretic $I$-functions. For a person with background in 2d mirror symmetry, the above conjecture is rather strange, since in 2d mirror symmetry, a toric variety is mirrored to a Landau–Ginzburg model, instead of another toric variety. Furthermore, there are many chambers of toric quotients for given toric data, which in general admit different cohomology/K-groups. A logical first step, which is the first approach we tried, seems to be an attempt to match different chambers of mirror pairs. Unfortunately, for the simplest example of projective spaces, this turns out to be false! Our main conceptual breakthrough is the realization that we should consider the $I$-function for the entire toric stack (see Definition 1.2 and 3.3), rather than any of its particular GIT quotients, in the sense to sum up the contributions from ALL chambers. Of course, a naive sum would result in double counting. At this point, we do not know how to do this in general.
For the equivariant theory of toric variety, its $I$-function (defined by quasimap graph moduli space) localizes to the fixed point contributions. It is easy to see from examples that a fixed point could appear in multiple chambers.

Let $K := (\mathbb{C}^*)^k$, and $T := (\mathbb{C}^*)^n$. Let $X$ be the quotient stack $[\mathbb{C}^n/K]$. Choose a character $\theta \in \text{Lie}_R(K^\vee)$. We obtain a GIT quotient $X_\theta$, and some of the $T$-fixed points $p \in X$ descend to $X_\theta$. Combinatorially, the $T$-fixed points of $X$ can be identified with subsets $p \subset \{1, \cdots, n\}$ of size $k$, where the $k \times k$ submatrix of $\iota$ corresponding to $p$ is of full rank.

Let $I_{p, \theta}$ be the fixed point contribution of $p$ to the $I$-function of $X_\theta$. A key technical lemma is

Lemma 1.1 (Corollary 3.7). $I_{p, \theta}$ is independent of the chamber and we denote it by $I(p)$.

The above lemma leads to the following definition.

Definition 1.2. We introduce the $I$-function for the toric stack $X$ with the effective level as follows

$$I^{\text{eff}}(X) := \sum_{p \in X^T} I^{\text{eff}}(p).$$

Let $p \in X$ be a fixed point, the modified $I$-function with the effective level is defined as

$$\tilde{I}^{\text{eff}}(p) := e^{-\sum_{i \notin p} \ln U_i \ln q} \cdot \prod_{i \notin p} \frac{1 - U_i^{-1} |p|}{(qU_i |p|)_\infty} \cdot I^{\text{eff}}(p).$$

Similarly, we define

$$\tilde{I}^{\text{eff}}(X) := \sum_{p \in X^T} \tilde{I}^{\text{eff}}(p).$$

The exponential prefactor $e^{-\sum_{i \notin p} \ln U_i \ln q}$ here is a $q$-analogue of the exponential factor $e^{\sum_i \frac{t_i p_i}{q}}$ as in the cohomological $I$-functions. The factors $\frac{1 - U_i^{-1} |p|}{(qU_i |p|)_\infty}$ are $q$-analogues of gamma functions.

The $Q$-coefficients of $\tilde{I}^{\text{eff}}(p)$ no longer lie in $K_{\mathbb{C}^q}(p)_{\text{loc}}$.

We consider the dual exact sequence of (1.1) as the mirror:

$$(1.4) \quad 0 \longrightarrow (\mathbb{Z}^d)^{\vee} \stackrel{\iota^!}{\longrightarrow} (\mathbb{Z}^n)^{\vee} \stackrel{\beta^!}{\longrightarrow} (\mathbb{Z}^k)^{\vee} \longrightarrow 0,$$

where

$$\iota^! := \beta^T, \quad \beta^! := \iota^T.$$

This is often referred to as the Gale dual.

Definition 1.3 (Definition 4.1). Let $A := T/K \cong (\mathbb{C}^*)^d$ be the quotient torus.

• The mirror toric stack to $X$ is defined as

$$\mathcal{X}^! := [\mathbb{C}^n/A^{\vee}],$$

the toric quotient stack associated with the short exact sequence (1.4), where the action by $A^{\vee}$ is defined by $\iota^!$.

• There is a natural bijection between fixed points of a mirror pair. Given a fixed point $p$ of $X$, the mirror fixed point is defined as the complement

$$p^! := \{1, \cdots, n\} \setminus p \in (\mathcal{X}^!)^T.$$

The main result of this article is a proof of above mirror conjecture for modified $I$-functions with effective level structure for toric stacks.
which is the same as (1.5) if we let

Applying mirror map (4.3), we obtain

3.5 we know the relation between effective and redundant Kähler parameters are as follows

\begin{equation}
\zeta = \text{effective Kähler parameter} = \text{redundant Kähler parameter}
\end{equation}

In Section 2.3, we introduced two versions of Kähler parameters, the effective and the redundant. Our mirror map \( \tau \) is written in terms of the redundant parameters.

To see how they are related, first rewrite (1.2) and (1.3) as

\begin{equation}
\zeta^b = \sum_{i=1}^{n} \tau_{ib} \left( \hat{m}_i + \frac{1}{2} m_i \right), \quad - \sum_{i=1}^{n} \beta_{pi} \left( \frac{1}{2} \hat{m}_i + m_i \right) = \zeta^p.
\end{equation}

\( \zeta^b \) can then be interpreted as our effective Kähler parameter \( Q_b \) (see Section 2.3). From Remark 4.5 we know the relation between effective and redundant Kähler parameters are as follows

\begin{equation}
\ln Q_b = \sum_{i=1}^{n} \tau_{ib} \ln z_i, \quad \ln Q_p^i = \sum_{i=1}^{n} \beta_{pi} \ln z_i.
\end{equation}

Applying mirror map (4.3), we obtain

\begin{equation}
\tau(\ln Q_b) = \sum_{i=1}^{n} \tau_{ib} \ln a_i^1, \quad \tau(\ln Q_p^i) = \sum_{i=1}^{n} \beta_{pi} \ln a_i,
\end{equation}

which is the same as (1.5) if we let

\begin{equation}
\hat{m}_i + \frac{1}{2} m_i = \ln a_i^1, \quad \frac{1}{2} \hat{m}_i + m_i = \ln a_i^{-1}.
\end{equation}
The paper is organized as follows. In Section 2, we briefly outline the duality of combinatorial structures for mirror pairs. This section is an extension of previous results of the last author [23]. The main technical results are in Section 3 where we prove the main technical lemma and compute the modified $I$-function with effective level structure. The proof of the main theorem is in the Section 4. To give the reader a sense of the problem, we also show a hands-on approach to the case of projective space, using the $q$-binomial formula. The general case follows from the duality of $q$-difference equations and the analysis of their solution spaces.
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2. Toric stacks and GIT quotients from fixed points

Toric varieties [9] have been studied for decades and provide important examples in algebraic geometry that can be explicitly described in terms of combinatorial data. To define a toric variety, one starts with a fan $\Sigma$ in a lattice $N \cong \mathbb{Z}^r$, whose rays are denoted by $\rho_1, \cdots, \rho_n$. The toric variety is then constructed as a quotient $(\mathbb{C}^n - Z)/K$, where $Z$ is the irrelevant locus determined by the fan, and $K \cong (\mathbb{C}^*)^k$ (we denote $k := n - r$) is a torus acting on $\mathbb{C}^n$, whose action is determined by the relations among the rays $\rho_i$'s.

An alternative way to construct toric varieties is to consider them as (real) symplectic reductions, or equivalently, GIT quotients. By choosing an appropriate stability condition $\theta$, the irrelevant subvariety $Z$ turns out to be the unstable locus of the action, and the quotient stated as above is the GIT quotient $\mathbb{C}^n/\theta K$. However, there are more possible choices of $\theta$ that might be interesting. The variation of GIT [7, 24] implies that when $\theta$ crosses a wall and enters a different chamber, one obtains a different GIT quotient, which might not be the toric variety defined by the original fan $\Sigma$. Even if one happens to obtain the same variety, it is not canonically isomorphic to the original one, but related to it by a birational transformation. Therefore, if we are interested in a global understanding of all possible GIT quotients, it is better to study the quotient stack $[\mathbb{C}^n/K]$ directly. This is the viewpoint we would take in the following of this paper.

Let $T := (\mathbb{C}^*)^n$ be the standard $n$-dimensional torus acting on $\mathbb{C}^n$. The action by $K$ is then characterized by an injective homomorphism $K \rightarrow T$, or equivalently, an injective homomorphism of free $\mathbb{Z}$-modules $\iota : \mathbb{Z}^k \rightarrow \mathbb{Z}^n$. The map $\iota$ will be our starting datum. A more convenient and symmetric way is to consider the short exact sequence

$$0 \longrightarrow \mathbb{Z}^k \overset{\iota}{\longrightarrow} \mathbb{Z}^n \overset{\beta}{\longrightarrow} \mathbb{Z}^r \longrightarrow 0.$$

Definition 2.1. A matrix $\iota$ is called totally unimodular if the determinants of all its maximal square submatrices are either $\pm 1$ or $0$.

Remark 2.2. Let $\iota$ be the $n \times k$ matrix as above, which is of rank $k$. The definition of totally unimodularity is equivalent to the following: there exists $P \in GL(k, \mathbb{Z})$, such that the determinants of all square submatrices (of any size) of $\iota P$ are either $\pm 1$ or $0$. In particular, all entries of $\iota P$ are $\pm 1$ or $0$.  

1which is, by construction, faithful.
In the rest of this paper, we will always assume that \( \iota \) is totally unimodular. It then follows that \( \beta \) is also totally unimodular.

Consider the quotient stack
\[
\mathcal{X} := [\mathbb{C}^n/K],
\]
where the action of \( K \) on \( \mathbb{C}^n \) is defined by \( \iota \). The action of \( T \) on \( \mathbb{C}^n \) descends to \( \mathcal{X} \), and to any of its GIT quotients \( X \). The existence of this torus action enables us to study the geometry from the aspect of \( T \)-equivariant theory. Moreover, this torus is large enough, in the sense that \( X \) is a GKM manifold [13], whose \( T \)-equivariant geometry can be completely recovered from the information of its \( T \)-fixed points and the 1-dimensional \( T \)-orbits connecting them. For the quotient stack \( \mathcal{X} \), its \( T \)-fixed points are characterized as follows.

**Lemma 2.5.** A \( T \)-fixed point of \( \mathcal{X} \) is given by a subset \( p \subset \{1, \cdots, n\} \), such that the \( i \)-th rows of the matrix \( \iota \) with \( i \in p \) are linearly independent.

**Proof.** Geometrically, the locally closed subset \( \{ x \in \mathbb{C}^n \mid x_i \neq 0, \ i \in p; x_i = 0, \ i \notin p \} \cong (\mathbb{C}^*)^k \) in \( \mathbb{C}^n \) defines a closed substack in \( \mathcal{X} \) which is isomorphic to \( [(\mathbb{C}^*)^k/K] \cong \text{pt} \), and invariant under the \( T \)-action, in the sense of [21]. \( \square \)

By abuse of notation, we will also denote this closed substack by \( p \), and write \( p \in \mathcal{X}^T \).

### 2.1. Kähler cone and GIT quotients

Let \( \text{Lie}_\mathbb{R}(K^\vee) \cong \mathbb{R}^k \) be the (real) Lie algebra of the character group of \( K \), which can be identified with the space of stability conditions one can take when performing GIT quotients. Given any \( \theta \in \text{Lie}_\mathbb{R}(K^\vee) \), the GIT theory [18] defines an open subscheme in \( \mathcal{X} \):
\[
X_\theta := \mathbb{C}^n//_\theta K.
\]
By results on the variation of GIT, the space of stability conditions \( \text{Lie}_\mathbb{R}(K^\vee) \) admits a wall-and-chamber structure. In other words, there exist certain walls (i.e. codimension one subsets) in \( \text{Lie}_\mathbb{R}(K^\vee) \), the connected components of whom are called chambers, such that when we vary \( \theta \) in a single chamber, the resulting space \( X_\theta \) stays the same.

In this paper we will only consider the case where \( \theta \) is chosen generically, i.e. avoiding all the walls. By the totally unimodularity of \( \iota \), if nonempty, \( X_\theta \) obtained for generic \( \theta \) is always a smooth toric variety of dimension \( d \).

The action by the torus \( T \) descends naturally to the quotient. However, not all fixed points \( p \) of \( \mathcal{X} \) lie in the quotient \( X_\theta \). Recall that for generic \( \theta \), the GIT quotient can be defined as \( X_\theta = \mathbb{C}^{n,s}/K \), where \( \mathbb{C}^{n,s} \subset \mathbb{C}^n \) is the stable locus, determined by the stability condition \( m \). It might happen that representatives for \( p \) in \( \mathcal{X} \) fall in the unstable locus, and hence \( p \) is excluded in the GIT quotient procedure.

**Definition 2.4.** Let \( p \in \mathcal{X} \) be a \( T \)-fixed point. The Kähler cone \( \mathcal{K}(p) \) associated with \( p \) is defined as
\[
\mathcal{K}(p) := \{ \theta \in \text{Lie}_\mathbb{R}(K^\vee) \mid p \in X_\theta \}.
\]
We also define the effective cone \( \text{Eff}(p) := \mathcal{K}(p)^\vee \) as the dual of \( \mathcal{K}(p) \), which lies in \( \text{Lie}_\mathbb{R}(K) \).

The following lemma provides a combinatorial description of \( \mathcal{K}(p) \).

**Lemma 2.5.** \( \mathcal{K}(p) \) is the interior of the cone in \( \mathbb{R}^k \) generated by the \( i \)-th rows of \( \iota \) with \( i \in p \).

**Proof.** Let \( m \in \text{Lie}_\mathbb{R}(K^\vee) \) be a stability condition. To tell whether \( p \in X_m \), or equivalently, to tell whether a representative \( x \in \mathbb{C}^n \) of \( p \) is stable, we apply the Hilbert–Mumford criterion. It states that \( x \in \mathbb{C}^n \) is stable, if and only if for any 1-parameter subgroup \( \lambda : \mathbb{C}^* \to K \), either the limit \( \lim_{t \to 0} \lambda(t) \cdot x \) does not exist, or \( \langle \lambda, \theta \rangle > 0 \).
A general 1-parameter subgroup $\lambda : \mathbb{C}^* \to K$ is of the form $\lambda(t) = (t^{\lambda_1}, \cdots, t^{\lambda_k})$, with $\lambda_1, \cdots, \lambda_k \in \mathbb{Z}$. It acts on $x \in \mathbb{C}^n$ as
\[
\lambda(t) \cdot x = \left( t^{\sum_{j=1}^k \lambda_j} x_1, \cdots, t^{\sum_{j=1}^k \lambda_j} x_n \right).
\]
A representative of $p \in \mathbb{Z}$, where
\[
\text{criterion then implies that } \langle \lambda, \theta \rangle > 0 \text{ for all such } \lambda. \text{ Therefore the lemma holds.}
\]

Consider all fixed points $p \in \mathfrak{X}$. The closure of each Kähler cone $K(p)$ is a rational polyhedral strictly convex cone in $\text{Lie}_R(K^\vee)$. The codimension-one boundaries of such cones in $\text{Lie}_R(K^\vee)$ then form the walls in the variation of GIT. We have the following direct description of the chambers.

**Lemma 2.6.** Let $X \subset \mathfrak{X}$ be a generic GIT quotient. Then the Kähler cone $K(X)$ of $X$ is a chamber in the wall-and-chamber structure of the variation of GIT. More precisely, we have
\[
K(X) = \bigcap_{p \in X} K(p), \quad \text{Eff}(X) = \bigcup_{p \in X} \text{Eff}(p).
\]

**Example 2.7.** Consider the exact sequence
\[
0 \longrightarrow \mathbb{Z}^2 \overset{\iota}{\longrightarrow} \mathbb{Z}^4 \overset{\beta}{\longrightarrow} \mathbb{Z}^2 \longrightarrow 0,
\]
where
\[
\iota = \begin{pmatrix} 1 & 1 \\ 0 & 1 \\ 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 & 0 & -1 & -1 \\ 0 & 1 & 0 & -1 \end{pmatrix}.
\]

Denote $C_1 = \mathbb{R}_+ \cdot (1, 0) + \mathbb{R}_+ \cdot (1, 1)$ and $C_2 = \mathbb{R}_+ \cdot (1, 1) + \mathbb{R}_+ \cdot (0, 1)$. There are 5 fixed points:

- $\{1, 2\}$, with Kähler cone $C_2$;
- $\{1, 3\}$, with Kähler cone $C_1$;
- $\{1, 4\}$, with Kähler cone $C_2$;
- $\{2, 3\}$, with Kähler cone $\mathbb{R}_+^2$, whose closure is $\overline{C_1} \cup \overline{C_2}$;
- $\{3, 4\}$, with Kähler cone $\mathbb{R}_+^2$.

We can see that $C_1$ and $C_2$ are the two chambers in the variation of GIT. The GIT quotients for them are the following.

- Chamber $C_1$, $X = \mathbb{P}^2$, containing fixed points $\{1, 3\}$, $\{2, 3\}$, $\{3, 4\}$.
- Chamber $C_2$, $X = \text{Bl}_{\text{pt}} \mathbb{P}^2$, containing fixed points $\{1, 3\}$, $\{1, 4\}$, $\{2, 3\}$, $\{2, 4\}$.

See Figure 1 below.

**Example 2.8.** Let’s consider the dual exact sequence of that in Example 2.7, i.e.
\[
0 \longrightarrow \mathbb{Z}^2 \overset{\iota}{\longrightarrow} \mathbb{Z}^4 \overset{\beta}{\longrightarrow} \mathbb{Z}^2 \longrightarrow 0,
\]
where
\[
\iota = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ -1 & 0 \\ -1 & -1 \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 1 \end{pmatrix}.
\]

\footnote{The fan determined by such walls is the so-called secondary fan.}
\footnote{We denote $\mathbb{R}_+ := (0, +\infty)$, and $\mathbb{R}_- := (-\infty, 0)$.}
Denote $C_1 = \mathbb{R}^2_+, C_2 = \mathbb{R}_- \times \mathbb{R}_+, C_3 = \mathbb{R}_+ \cdot (-1, 0) + \mathbb{R}_+ \cdot (-1, -1)$, $C_4 = \mathbb{R} \cdot (-1, -1) + \mathbb{R}_+ \cdot (1, 0)$. There are also 5 fixed points:

- $\{3, 4\}$, with Kähler cone $C_3$;
- $\{2, 4\}$, with Kähler cone $\mathbb{R}_+ \cdot (0, 1) + \mathbb{R}_+ \cdot (-1, -1)$, whose closure is $\overline{C_2} \cup \overline{C_3}$;
- $\{2, 3\}$, with Kähler cone $C_2$;
- $\{1, 4\}$, with Kähler cone $C_4$;
- $\{1, 2\}$, with Kähler cone $C_1$.

$C_i$ $(1 \leq 4)$ are the 4 chambers in the variation of GIT. The GIT quotients are the following.

- Chamber $C_1$, $X = \mathbb{C}^2$, containing fixed point $\{1, 2\}$.
- Chamber $C_2$, $X = \text{Bl}_{\text{pt}} \mathbb{C}^2$, containing fixed points $\{2, 3\}, \{2, 4\}$.
- Chamber $C_3$, $X = \text{Bl}_{\text{pt}} \mathbb{C}^2$, containing fixed points $\{2, 4\}, \{3, 4\}$.
- Chamber $C_4$, $X = \mathbb{C}^2$, containing fixed point $\{1, 4\}$.

See Figure 2 below.

**Remark 2.9.** In Section 4, we will see that Example 2.7 and 2.8 are mirror to each other. We can directly see that there is a natural bijection between the fixed points. However, this symmetry only exists if we include all $T$-fixed points of the stack $\mathfrak{X}$, i.e. of all possible GIT quotients. Also it might happen that different GIT quotients share a few common fixed points.

### 2.2. Attracting cone

In this subsection, following Maulik–Okounkov [17], we would like to associated to each fixed point $p \in \mathfrak{X}$ a cone in the space of equivariant parameters.

Let $p \in \mathfrak{X}$ be a $T$-fixed point. First, let's choose $\theta \in K(p)$, and consider the GIT quotient $X = X_\theta$. By definition of the Kähler cone, $p$ is then a $T$-fixed point in $X$.

The action of $T$ contains the kernel $K$ which acts trivially. Hence the actual torus acting on $X$ is the quotient torus $A = T/K \cong (\mathbb{C}^*)^r$. Its Lie algebra $\text{Lie}_\mathbb{R}(A) \cong \mathbb{R}^r$ can be identified with the space of cocharacters of $A$. For any cocharacter $\sigma : \mathbb{C}^* \to A$, the 1-parameter subgroup $\mathbb{C}^*_\sigma$ induced by it acts on $X$ and gives a Bialynicki–Birula stratification. Each stratum will be a union of $A$-orbits. When $\sigma$ is generic (which we will always assume), the fixed loci of $\mathbb{C}^*_\sigma$ will be the same as the fixed loci of $A$ itself. Therefore, the BB strata are the “attracting sets”, parameterized by the fixed points

$$\text{Attr}^\theta_p := \{ q \in X_\theta \mid \lim_{t \to 0} \sigma(t) \cdot q = p \}.$$
There exists a unique \( p \), such that \( \text{Attr}_p^\theta \) is the the largest stratum, i.e. has the same dimension as \( X_\theta \). In particular, this \( \text{Attr}_p^\theta \) contains points \( q \in X_\theta \) whose representatives \( x \) has all \( x_i \neq 0 \). In other words, this \( \text{Attr}_p^\theta \) contains the largest open \( T \)-orbit. We call such a \( p \) the minimal fixed point.

**Definition 2.10.** The attracting cone \( \mathcal{A}(p) \) is defined as
\[
\mathcal{A}(p) := \{ \sigma \in \text{Lie}_R(A) \mid p \text{ is minimal under } C_{\sigma}^* \}.
\]

A priori, the definition depends on the choice of \( \theta \). However, we can easily see that it actually does not depend on \( \theta \).

A cocharacter \( \tilde{\sigma} \in \text{Lie}_R(T) \) is called a lift of \( \sigma \) if it is a preimage of \( \sigma \) along the map \( \beta : \text{Lie}_R(T) \to \text{Lie}_R(A) \).

**Lemma 2.11.** 1) There is a unique lift \( \tilde{\sigma} = (\tilde{\sigma}_1, \cdots, \tilde{\sigma}_n) \) such that \( \tilde{\sigma}_i = 0 \), for all \( i \in p \).

2) \( p \) is minimal, if and only if for the lift \( \tilde{\sigma} \) in 1), we have \( \tilde{\sigma}_i > 0 \), for all \( i \notin p \). In particular, the minimality of \( p \) does not depend on the choice of the stability condition \( \theta \).

3) \( \mathcal{A}(p) \) is the interior of the cone in \( \text{Lie}_R(A) \) generated by the \( i \)-th columns of \( \beta \) with \( i \notin p \).

**Proof.** For 1), all lifts \( \tilde{\sigma} \) in \( \text{Lie}_R(T) \) form a \( k \)-dimensional affine linear subspace \( \beta^{-1}(\sigma) \). Moreover, since \( \sigma \) is generic, \( \beta^{-1}(\sigma) \) intersects transversally with \( x_i = 0, i \in p \). Therefore, they intersect at a unique point.

For 2), we know that \( p \) is minimal if and only if for a generic point \( q \in X_\theta \), \( \lim_{t \to 0} \sigma(t) \cdot q = p \). Choose the lift \( \tilde{\sigma} \) as in 1), and let \( x \) be a representative of a generic point, which implies that \( x_i \neq 0 \) for all \( i \). Then \( \tilde{\sigma}(t) \cdot x \) is a representative of \( \sigma(t) \cdot q \), and we see that
\[
(\tilde{\sigma}(t) \cdot x)_i = \begin{cases} x_i, & i \in p \\ t^{\tilde{\sigma}_i} x_i, & i \notin p \end{cases}
\]

The limit as \( t \to 0 \) is \( p \) if and only if \( \tilde{\sigma}_i > 0 \) for all \( i \notin p \).

By 2), we see that the cone \( \mathcal{A}(p) \) is exactly the image under \( \beta \) of the cone \( \{0\} \times \mathbb{R}_+^n \), where the \( \{0\} \) is for the indices in \( p \), and \( \mathbb{R}_+^n \) is for the indices not in \( p \). The image is just the cone described in 3). \( \square \)

### 2.3. Equivariant K-theory, Kähler and equivariant parameters.

The \( A \)-equivariant \( K \)-theory ring of \( X \) is
\[
K_A(X) = K_A([\mathbb{C}^n/K]) \cong K_{K \times A}(pt).
\]
However, the product \( K \times A \) here is not canonical. There is no natural basis for the equivariant parameters of \( A \); more precisely, for different fixed points \( p \), there are different choices of decompositions \( K \times A \) and different coordinates on \( A \).

A better way is to introduce the redundant parameters. Recall the exact sequence
\[
1 \longrightarrow K \longrightarrow T \longrightarrow A \longrightarrow 1,
\]
where we view
\[
T = \text{Spec} \ K_T(pt) = \text{Spec} \ \mathbb{C}[a_1^\pm 1, \cdots, a_n^\pm 1], \quad A = \text{Spec} \ K_A(pt).
\]
Here \( a_i \) are the standard coordinates on \( T \), or functions associated with the standard basis. We call them the redundant equivariant parameters. We will then call functions on the quotient torus \( A \) the effective equivariant parameters.

Similar phenomenon occurs for the Kähler parameters, and the dual exact sequence
\[
1 \longrightarrow A^\vee \longrightarrow T^\vee \longrightarrow K^\vee \longrightarrow 1.
\]
We write
\[ T^\vee = \text{Spec} \, K_{T^\vee}(pt) = \text{Spec} \, \mathbb{C}[z_1^{\pm 1}, \ldots, z_n^{\pm 1}], \]
where \( z_i \)'s are the redundant Kähler parameters. Functions on \( K^\vee \) are called the effective Kähler parameters. We denote the standard coordinates on \( K^\vee \) by
\[ Q_j, \quad 1 \leq j \leq k. \]
The relationship between \( z_i \)'s and \( Q_j \)'s is
\[ Q_j = \prod_{i=1}^{n} z_i^{\beta_{ij}}, \quad 1 \leq j \leq k. \]

**Remark 2.12.** The effective parameters are what usually appear in the literature, which records the degrees of curves. The redundant ones, introduced by the third author in a previous work [23], is a set of globally chosen coordinates on the Kähler and equivariant tori, which would make the presentation of the \( I \)-functions much more convenient. The mirror map also looks more concise in terms of the redundant parameters.

Now we apply the base change \( T \rightarrow A \) to the \( A \)-equivariant theory and consider the \( T \)-equivariant \( K \)-theory of \( X \). The ring admits a global presentation
\[
K_T(X) = \mathbb{C}[a_1^{\pm 1}, \ldots, a_n^{\pm 1}, u_1^{\pm 1}, \ldots, u_n^{\pm 1}] / \langle \prod_{j=1}^{n} \left( \frac{u_j}{a_j} \right)^{\beta_{ij}} = 1, \ 1 \leq i \leq r \rangle,
\]
where the \( u_i \)'s are the characters associated with the 1-dimensional representations given by the standard basis in \( \mathbb{C}^n \).

It is easy to see that the monomials \( \prod_{j=1}^{n} a_j^{\beta_{ij}} \) appearing in the relations are functions on the quotient torus \( A \); hence the ring is indeed a base change from \( A \). The picture is the following Cartesian diagram
\[
\begin{array}{ccc}
\text{Spec} \, K_T(X) & \longrightarrow & \text{Spec} \, K_A(X) \\
\downarrow & & \downarrow \\
T & \longrightarrow & A.
\end{array}
\]

The \( K \)-theory spectrum \( \text{Spec} \, K_T(X) \) is a fibration of \( k \)-torus over \( T \), and the ring \( K_T(X) \) is of infinite dimensions over \( K_T(pt) \). Same holds for \( A \). An alternative way to look at this is as follows. Let \( s_j \) be the \( T \)-character associated with the \( j \)-th standard basis vector in \( \mathbb{C}^k \). We have the relation
\[
u_i = a_i \prod_{j=1}^{k} s_j^{\beta_{ij}}, \quad 1 \leq i \leq n,
\]
and hence we have an alternative presentation of the \( K \)-theory ring
\[
K_T(X) = \mathbb{C}[a_1^{\pm 1}, \ldots, a_n^{\pm 1}, s_1^{\pm 1}, \ldots, s_k^{\pm 1}].
\]
We see that \( s_j \)'s form a set of global coordinates of the above fibration. In computations of the later sections, we will always consider \( a_i \) and \( s_i \) as independent parameters, and \( u_i \)'s as functions in terms of \( a_i \) and \( s_i \)'s.

For any (generic) GIT quotient \( X \subset \mathfrak{X} \), there is a Kirwan surjection \([14, 4]\) \( K_T(\mathfrak{X}) \rightarrow K_T(X) \), under which \( u_i \) and \( s_i \) map to the corresponding tautological line bundles on \( X \), equivariant and nonequivariant respectively. The ring \( K_T(X) \) then admits similar presentations as (2.3) and (2.5), with some extra relations described by the following lemma.

**Lemma 2.13.** Let \( p \) be a fixed point of \( \mathfrak{X} \).
1) Spec $K_T(p)$ is the section of the fibration Spec $K_T(X) \to T$ defined by $u_i = 1$, for all $i \in p$.

2) For any generic GIT quotient $X$, its $K$-theory ring is

$$\text{Spec } K_T(X) = \bigcup_{p \in X} \text{Spec } K_T(p),$$

where the irreducible components intersect transversally.

We see that the restriction of the line bundle $u_i$ to a fixed point $p$ is $u_i|_p = 1$ for $i \in p$, and

$$\{u_i|_p \mid i \not\in p\}$$

is the unique solution to the system of linear equations

$$\begin{cases}
\prod_{j=1}^{n} \left( \frac{u_j}{a_j} \right)^{\beta_{ij}} = 1, & 1 \leq i \leq r \\
u_l = 1, & l \in p.
\end{cases}$$

(2.6)

In terms of $s_j$'s, the fixed point $p$ is given by the equations

$$\prod_{j=1}^{k} s_j^{u_j} = a_i^{-1}, \quad l \in p.$$

(2.7)

In particular, $u_i|_p$’s are functions on $A$, i.e. only in terms of effective equivariant parameters; however $s_j|_p$’s involve all redundant equivariant parameters.

### 3. $K$-theoretic $I$-function for toric stacks

The quantum $K$-theory was introduced by Givental [10] and Y.-P. Lee [16] decades ago. Recently, Givental shows that $q$-hypergeometric solutions represent $K$-theoretic Gromov–Witten invariants in the toric case [12]. Ruan–Zhang [22] introduce the level structures and there is a serendipitous discovery that some special toric spaces with certain level structures result in Mock theta functions. Nevertheless, beyond the toric case, much less is known.

Let $X := X_\theta$ be a GIT quotient $V//_\theta G$ where $V$ is a vector space and $G$ is a connected complex reductive group. The theory of the moduli space of quasimaps to GIT is established in [6] where Ciocan-Fontanine, Kim and Maulik define the cohomological big $I$-function. The first two authors prove the wall-crossing formula which relates big $I$-function and Givental’s big $J$-function of $X$ in their following paper [5]. The $K$-theoretic stable quasimaps invariants are defined by Tseng–You in [25].

Let $Q_{g,n}(X,d)$ be the moduli stack of $\epsilon$-stable quasimaps [9] parametrizing quasimaps $f = (C,p_1,\cdots,p_n,P,s)$ where $C$ is an $n$-pointed nodal curve of genus $g$, $P$ is a principal $G$-bundle over $C$, $s$ is a section and $d \in \text{Hom}(\text{Pic}^G(V),\mathbb{Z})$. There are natural maps:

$$\text{ev}_i : Q_{g,n}(X,d) \to X, \quad i = 1,\cdots,n,$$

given by evaluation at the $i$-th marked point. There are line bundles

$$\mathbb{L}_i \to Q_{g,n}(X,d), \quad i = 1,\cdots,n,$$

called universal cotangent line bundles. The fiber of $\mathbb{L}_i$ over a point $(C,p_1,\cdots,p_n,P,s)$ is the cotangent line to $C$ at the point $p_i$.
The permutation-equivariant $K$-theoretic quasimap invariants with level structures \cite{22} are holomorphic characteristics over $Q_{g,n}^e(X,d)$ of the sheaves:

\[(3.1) \quad (t(\mathbb{L}_1), \cdots, t(\mathbb{L}_n))_{g,n,d}^{R,l,0,\epsilon} := \pi_*\left(Q_{g,n}^e (X,d); \mathcal{O}_{g,n,d}^{\text{vir}} \otimes \prod_{m,i} \mathbb{L}^{k_i} t_{k,i} eV_i^* (\phi_i) \otimes \mathcal{D}^{R,l}\right)\]

where $\mathcal{O}_{g,n,d}^{\text{vir}}$ is the virtual structure sheaf \cite{16}, and $t(q)$ is a Laurent polynomial in $q$ defined as follows

\[\pi_* : (Q_{g,n}^e (X,d)/S_n) \rightarrow \text{pt},\]

\[\{\phi_\alpha\} \text{ is a basis of } K^0(X_\theta) \otimes \mathbb{Q}, \text{ and } t_{k,i} \alpha \text{ are formal variables. The last term in (3.1) is the level } l \text{ determinant line bundle over } Q_{g,n}^e (X_\theta, \beta), \text{ defined as}\]

\[\mathcal{D}^{R,l} := (\text{det} R^* \pi_* (P \times_G R))^{-l},\]

where the bundle $P \times_G R$ is the pullback of the vector bundle $[V \times R/G] \rightarrow [V/G]$ along the evaluation map to the quotient stack $[V/G]$.

Similarly, we can define the moduli space for graph space quasimaps $QG_{0,n}^e(X,d)$, which parametrizes quasimaps with parametrized domain component $\mathbb{P}^1$. As a result, there is a natural $C^*$-action, coming from the $C^*$-action that scales the parametrized domain component. Denote by $F_{0,d}$ the special fixed loci in $QG_{0,n}^e(X,d,C^*)$, i.e., the open substack consisting of quasimaps $f$ such that $\infty \in \mathbb{P}^1$ is not a base point, and denote by $q$ the $C^*$-character of the cotangent bundle at $0 := [1, 0]$ of $\mathbb{P}^1$ (sometimes we denote by $C_q$, the same $C^*$ to emphasize the character). For details, see \cite{6}.

**Definition 3.1.** \cite{22} The permutation-equivariant $K$-theoretic $J^{R,l,\epsilon}$-function of $V/G$ with level $l$ is defined as

\[J^{R,l,\epsilon}_{S_\infty} (t(q), Q) := \sum_{k \geq 0, d \in \text{Eff}(V,G,\theta)} Q^d (ev_\bullet)_* \left[ \text{Res}_{F_{0,d}} (QG_{0,n}^e(V/G,d)_0)^{\text{vir}} \otimes \mathcal{D}^{R,l} \otimes_{i=1}^n t(\mathbb{L}_i) \right]_{S_n}\]

\[= 1 + \frac{t(q)}{1 - q} + \sum_a \sum_{d \neq 0} Q^d \chi (F_{0,d}, \mathcal{O}_{F_{0,d}}^{\text{vir}} \otimes ev^* (\phi_\alpha) \otimes \left( \text{tr}_{C^*} \mathcal{D}^{R,l}_{\lambda^{-1}_i N_{F_{0,d}}^V} \right) \phi^a)\]

\[\quad + \sum_{a : n \geq 1 \text{ or } d \in (0, d)} \sum_{\mathbb{P}^1(1,0) \neq (n,d)} Q^d \left\langle \frac{\phi_\alpha}{(1 - q)(1 - q^{l+1})}, t(\mathbb{L}_1), \cdots, t(\mathbb{L}_n) \right\rangle_{R,l,\epsilon, S_n, 0,n+1,d} \phi^a,\]

where $ev_\bullet$ is the evaluation map at the point $\infty \in \mathbb{P}^1$, $\{\phi_\alpha\}$ is a basis of $K^0(X)$ and $\{\phi^a\}$ is the dual basis with respect to twisted pairing $(\ , )^{R,l}$, i.e.,

\[(u,v)^{R,l} := \chi \left( X, u \otimes v \otimes \text{det}^{-l}(V^{ss} \times_G R) \right).\]

**Definition 3.2.** \cite{22} When $\epsilon$ is small enough (denoted by $\epsilon = 0^+$), we call $J^{R,l,0^+}(0)$ the small $L$-function of level $l$, i.e, 

\[J^{R,l,0^+}(0) = 1 + \sum_{d \geq 0} Q^d (ev_\bullet)_* \left( \mathcal{O}_{F_{0,d}}^{\text{vir}} \otimes \left( \text{tr}_{C^*} \mathcal{D}^{R,l}_{\lambda^{-1}_i N_{F_{0,d}}^V} \right) \right) \cdot \text{det}^{-l}(V^{ss} \times_G R).\]

Note that here we take $(g,n) = (0,0)$. 

In the rest of this section, we will compute the explicit formula for the contribution of fixed points to the $I$-function.

3.1. Quasimaps to fixed points and their $I$-functions. From now on, let $V = \mathbb{C}^n$, and let $G = K \cong (\mathbb{C}^*)^k$ act on $V$ by the charge matrix $\iota$. Consider the GIT quotient $X_{\theta} = \mathbb{C}^n/\gamma K$ with respect to a character $\theta \in \text{Lie}_{\mathbb{R}}(K^V)$, there is a natural $T$-action on $X_{\theta}$, which induces an action on $Q_{0,0}(X_{\theta}, d)$, then

$$Q_{0,0}(X_{\theta}, d)^T = \bigsqcup_{p \in X_{\theta}^d} Q_{0,0}(p, d),$$

where $Q_{0,0}(p, d)$ be the moduli space of quasimaps from $\mathbb{P}^1$ to $p$ of degree $d$.

Recall that $u_i$ and $s_j$, for $1 \leq i \leq n$, $1 \leq j \leq k$, are the characters associated with the basis of $\mathbb{C}^n$ and $\mathbb{C}^k$ respectively. Let $(-)|_{X_{\theta}}$ be the restriction map $K_T(X) \to K_T(X_{\theta})$ induced by the open inclusion $X_{\theta} \hookrightarrow X$. Denote by

$$U_i := u_i|_{X_{\theta}}, \quad L_j := s_j|_{X_{\theta}}$$

the tautological line bundles on $X_{\theta}$ associated with the standard characters. By abuse of notations, we often use the same letters $U_i$ and $L_j$’s for line bundles pulled back to $\mathbb{P}^1$, i.e. $f^*u_i$ and $f^*s_j$.

An alternatively description of a quasimap is the datum consisting of $k$ line bundles $\{L_j\}_{j=1}^k$ (which are identified with $f^*s_j$’s), and a certain section of the associated vector bundle $\bigoplus_{i=1}^n U_i$ (which is identified with $\bigoplus_{i=1}^n f^*u_i$).

**Definition 3.3.** The modified $I$-function is defined as

$$\tilde{I}_R^I(q, Q) := e^{-\sum_{i=1}^n \frac{\ln s_i \cdot \ln u_i}{\ln q}} \cdot \frac{\lambda_{-1}(T^*X_{\theta})}{(q \cdot T^*X_{\theta})_\infty} \cdot I^R_I(q, Q),$$

where $(-)_\infty$ and $\lambda_{-1}(-)$ are characteristic classes defined as

$$(E)_\infty := \prod_i (L_i)_\infty, \quad \lambda_{-1}(E) = \prod_i (1 - L_i)$$

if a vector bundle $E$ splits into line bundles $E = \bigoplus_i L_i$. Recall that $z_j$’s are the redundant Kähler parameters.

**Remark 3.4.** The exponential prefactor $e^{-\sum_{i=1}^n \frac{\ln s_i \cdot \ln u_i}{\ln q}}$ is a $q$-analogue of the exponential factor $e^{\sum \frac{t_i H_i}{\ln q}}$ as in the cohomological $I$-functions. The factor $\frac{1}{(q \cdot T^*X_{\theta})_\infty}$ are $q$-analogue of the Gamma class, which lies in a completion of the $K$-group.

The degree of a quasimap is defined as $d = (d_1, \cdots, d_k) \in \mathbb{Z}^k$, where $d_j = \deg L_j$ for $1 \leq j \leq k$. One can also describe it by $D = (D_1, \cdots, D_n) \in \mathbb{Z}^n$, where $D_i = \deg U_j$, for $1 \leq i \leq n$. The relation between them, by (2.4), is

$$D_i = \sum_{j=1}^k t_{ij}d_j, \quad \text{or} \quad D = \iota d.$$

A point in $\mathbb{P}^1$ is called a base point if it is not mapped to $p$ under $f$.

Let $Q_{0,0}(p, d)^\circ$ be the open substack consisting of quasimaps $f$ such that $\infty \in \mathbb{P}^1$ is not a base point. We have the following diagram

$$Q_{0,0}(p, d)^\circ \longrightarrow Q_{0,0}(p, d) \longrightarrow Q_{0,0}(X_{\theta}, d),$$
where the second inclusion is a closed embedding. There is a perfect obstruction theory on $Q_{0,0}(X_\theta, d)\circ$, (whose dual is) given by

$$R\pi_*f^*TX_\theta,$$

where $\pi: \mathbb{P}^1 \times \text{Hom}(\mathbb{P}^1, X_\theta) \to \text{Hom}(\mathbb{P}^1, X_\theta)$ is the universal curve, and $f: \mathbb{P}^1 \times \text{Hom}(\mathbb{P}^1, X_\theta) \to X_\theta$ is the universal morphism. Let $T_{\text{vir}}(p)$ be the pull-back of $R\pi_*f^*TX_\theta$ to $Q_{0,0}(p, d)\circ$, which is (the dual of) a perfect obstruction theory on $Q_{0,0}(p, d)\circ$.

Let $O_{\text{vir}}(p)$ be the virtual structure sheaf [16] associated with the obstruction theory $T_{\text{vir}}(p)$. There is an evaluation map $\text{ev}_\infty: Q_{0,0}(p, d)\circ \to X_\theta$, which is not proper. From the following commutative diagram

$$
\begin{array}{ccc}
Q_{0,0}(p, d)\circ & \xrightarrow{\text{ev}_\infty} & Q_{0,0}(X_\theta, d)\circ \\
\downarrow & & \downarrow \\
X_\theta & \xrightarrow{\text{ev}_\infty} & X_\theta,
\end{array}
$$

by using Atiyah-Bott localization formula, we obtain

$$I^{R,L}(q, Q) = \sum_{d \in \text{Eff}(X_\theta)} \sum_{p \in X^\uparrow_\theta} Q^d(\text{ev}_\infty)_* \left( O_{\text{vir}}(p) \otimes \text{tr}_{\mathbb{C}^*} \mathcal{D}^{R,L} \right) \cdot \frac{\det^l(\mathbb{C}^{n,s} \times_K R)}{\lambda_{s-1}(T^*_p X_\theta)}.$$ 

It is a formal power series lying in

$$K_{T \times \mathbb{C}^*_p}(p)_{\text{loc}}[Q^{\text{Eff}(p)}],$$

where “loc” means tensor with the fractional field, $Q_j$ with $1 \leq j \leq k$ are the effective Kähler parameters, and $Q^d = \prod_{j=1}^k Q^d_j$.

**Remark 3.5.** By $D = \iota d$, the relation between effective and redundant parameters is $Q_j = \prod_{i=1}^n z_i^{d_{ij}}$. It then follows that $Q^d = z^D = \prod_{i=1}^n z_i^{D_i}$. Later we will use redundant parameters $z_i$ more often.

We claim the contribution from each fixed point $p$ to the $I$-function is

$$I^{R,L}(p, \theta) := \sum_{d \in \text{Eff}(p)} Q^d(\text{ev}_\infty)_* \left( O_{\text{vir}}(p) \otimes \text{tr}_{\mathbb{C}^*} \mathcal{D}^{R,L} \right) \cdot \frac{\det^l(\mathbb{C}^{n,s} \times_K R)}{\lambda_{s-1}(T^*_p X_\theta)}.$$ 

Note that the summation is over $\text{Eff}(p)$, which is a subcone of $\text{Eff}(X_\theta)$. This is based on the following observation.

**Lemma 3.6.** Let $f$ be a quasimap from $\mathbb{P}^1$ to $p$. Then

1) $D_i \geq 0$, for all $i \in p$;

2) the vector $d = (d_1, \cdots, d_k)$ lies in the effective cone $\text{Eff}(p)$.

**Proof.** Since $f$ generically maps into $p$, we know that for $i \in p$, the section of the line bundle $U_i$ defined by $f$ is generically nonzero. Therefore $D_i \geq 0$ for all $i \in p$. In other words, $\sum_{j=1}^k \iota_{ij}d_j \geq 0$ for all $i \in p$, which means that $d$ lies in the dual of $\mathcal{K}(p)$.

**Corollary 3.7.** The contribution of the $I$-function $I^{R,L}(p, \theta)$ is independent of the choice of the stability condition $\theta$.

**Proof.** Every step in the localization computation can be performed on the quotient stack $\mathcal{X}$, instead of the GIT quotient $X_\theta$. More precisely, one has the embedding

$$Q_{0,0}(p, d)\circ \xrightarrow{\text{ev}_\infty} Q_{0,0}(X_\theta, d)\circ \xrightarrow{\text{ev}_\infty} \text{Hom}(\mathbb{P}^1, \mathcal{X}),$$
where \( \text{Hom}(\mathbb{P}^1, \mathcal{X}) \) is the Artin stack parametrizing representable morphisms from \( \mathbb{P}^1 \) to \( \mathcal{X} \). The obstruction theory on \( \mathcal{Q}_{0,0}(X_\theta, d) \) is the restriction from an obstruction theory

\[
T_{\text{vir}} := R\pi_* f^* T\mathcal{X},
\]

where \( T\mathcal{X} \) is the tangent complex of the stack \( \mathcal{X} \), and \( \pi, f \) are similar as above. One can then define the obstruction theory \( T_{\text{vir}}(p) \) alternatively, as the restriction of \( T_{\text{vir}} \) to \( \mathcal{Q}_{0,0}(p, d)^\circ \). Replacing \( T_p X_\theta \) by the same space \( T_p \mathcal{X} \), we see that every factor in the formula (3.2) can be defined directly from the embedding \( p \hookrightarrow \mathcal{X} \), without a choice of \( X_\theta \). Recalling that the effective cone \( \text{Eff}(p) \) also does not depend on \( \theta \), the corollary follows.

\[\square\]

**Definition 3.8.** According to Corollary 3.7, we denote from now on

\[
I_{R,l}(p) := I_{R,l}(p, \theta),
\]

for any \( \theta \) such that \( p \in X_\theta \). The \( I \)-function with level structure for the toric stack is then defined as

\[
I_{R,l}(\mathcal{X}) := \sum_{p \in \mathcal{X}} I_{R,l}(p) \in \bigoplus_{p \in \mathcal{X}} K_{T \times C^*_q}(p)_{\text{loc}}[[Q_{\text{Eff}}(p)]].
\]

Similarly, the modified \( I \)-function with levels structure is defined as

\[
\bar{I}_{R,l}(\mathcal{X}) := \sum_{p \in \mathcal{X}} \bar{I}_{R,l}(p).
\]

### 3.2. Explicit formula for \( I \)-functions.

Let \( p \in X_\theta \subset \mathcal{X} \) be a \( T \)-fixed point. Recall that the restriction of the line bundle \( U_i|_p \) is the character \( u_i|_p \), given as in (2.6).

The virtual tangent bundle, restricted to a fixed quasimap \( f \), is

\[
T_{\text{vir}}|_{f} = H^\bullet(\mathbb{P}^1, U_1|_p \oplus \cdots \oplus U_n|_p) - H^\bullet(\mathbb{P}^1, \mathcal{O}^\text{vir})
\]

\[
= \sum_{i=1}^n H^\bullet(\mathbb{P}^1, U_i|_p) \otimes \mathcal{O}(D_i) - k
\]

\[
= \sum_{i \in \mathcal{P}} (H^\bullet(\mathbb{P}^1, \mathcal{O}(D_i)) - 1) + \sum_{i \notin \mathcal{P}} H^\bullet(\mathbb{P}^1, U_i|_p) \otimes \mathcal{O}(D_i)).
\]

Recall that we have

\[
H^\bullet(\mathbb{P}^1, \mathcal{O}(d)) = \begin{cases} 
1 + q^{-1} + \cdots + q^{-d}, & d \geq 0 \\
-q - \cdots - q^{-d-1}, & d < 0.
\end{cases}
\]

\[
= \sum_{l=0}^{\infty} q^{-l} - \sum_{l=d+1}^{\infty} q^{-l}.
\]

Since

\[
\lambda_{-1}[U \cdot (H^\bullet(\mathbb{P}^1, \mathcal{O}(d)) - 1)]^\vee = \prod_{l=0}^{d} (1 - U^{-1} q^l) =: (qU^{-1})_d,
\]

the \( I \)-function is

\[
I(p) := \sum_{d \in \text{Eff}(p)} \frac{1}{\lambda_{-1}(T_{\text{vir}}|_{f})^\vee}
\]

\[
= \frac{1}{\prod_{i \notin \mathcal{P}} (1 - U^{-1}_i|_p)} \cdot \left( \sum_{d \in \text{Eff}(p)} \frac{Q^d}{\prod_{i=1}^{n} (qU^{-1}_i|_p) D_i} \right).
\]

\[\text{We write } (x)_\infty := (x; q)_\infty. \text{ When we need sybols such as } (x; q^{-1})_\infty \text{ or } (x; q^2)_\infty, \text{ we do not omit the } q^{-1} \text{ or } q^2.\]
Remark 3.9. The summation over \( d \in \text{Eff}(p) \) here can actually be replaced with summation over the entire lattice \( d \in \mathbb{Z}^k \). The reason is that one always have
\[
\frac{1}{(qU^{-1}_{i} | p)_d} = \frac{1}{(q)_d} = 0, \quad \text{if } d < 0 \quad \text{and} \quad i \in p.
\]

Remark 3.10. The I-function is invariant under the \( GL(k, \mathbb{Z}) \)-action on \( \mathbb{Z}^k \), i.e. the matrices \( \iota \) (resp. \( \beta \)) we start with can be replaced up to a right multiplication by a matrix in \( GL(k, \mathbb{Z}) \) (resp. left multiplication by a matrix in \( GL(d, \mathbb{Z}) \)). Under such a change of basis, the redundant parameters \( z_i \) are unchanged, while the effective parameters \( Q_j \) will be changed accordingly.

3.3. Effective level and modified I-function. In Section 4, we will use the following special representation in the mirror symmetry construction. Let
\[
R = \text{Hom}(\mathbb{C}, \mathbb{C}^n) \simeq \mathbb{C}^n,
\]
and the \( K = (\mathbb{C}^*)^k \)-action be given by the matrix \( \iota \) in the exact sequence (2.1).

We choose the level \( l = 1 \). Then
\[
\text{tr}_{\mathbb{C}^*} D^{C^*, 1} = \text{tr}^{-1} \left( \det R^* \left( \bigoplus_{i=1}^n U_i \otimes \mathcal{O}_{\mathbb{P}^1}(D_i) \right) \right)
\]
\[
= \bigotimes_{i=1}^n \left( U_i^{-D_i+1} q^{D_i(D_i+1)/2} \right),
\]
and
\[
\text{det} (\mathbb{C}^n \times_K R) = \bigotimes_{i=1}^n U_i.
\]

Thus
\[
I^{C^*, 1}(p) = \frac{1}{\prod_{i \notin p} (1 - U_i^{-1} | p)} \cdot \sum_{d \in \text{Eff}(p)} \frac{\prod_{i=1}^n (U_i^{-1} | p) q^{D_i(D_i+1)/2}}{\prod_{i=1}^n (qU_i^{-1} | p) D_i} \frac{Q^d}{D_i}
\]
\[
= \prod_{i \notin p} (1 - U_i^{-1} | p) \cdot \sum_{d \in \text{Eff}(p)} \frac{\prod_{i=1}^n (U_i^{-1} | p) q^{D_i^2/2} : (q^{1/2}z_i)^{D_i}}{\prod_{i=1}^n (qU_i^{-1} | p) D_i}.
\]

Here we use the relation between effective parameters \( Q_i \)'s and redundant parameters \( z_i \)'s, see Remark 3.5.

Remark 3.11. If we write out the expression of
\[
\frac{1}{2} \sum_{j=1}^n D_j^2 = \frac{1}{2} \sum_{j=1}^n \left( \sum_{i=1}^k t_{ij} \cdot d_i \right)^2
\]
\[
= \frac{1}{2} \sum_{j=1}^n \sum_{a,b=1}^k t_{aj} t_{bj} \cdot d_a d_b
\]
the term \( \frac{1}{2} \sum_{a,b=1}^k t_{aj} t_{bj} \) appears in physics literatures as effective Chern-Simons term, thus we define this special level as follows:

Definition 3.12. We call the number \( \frac{1}{2} \sum_{a,b=1}^k t_{aj} t_{bj}, j = 1, \cdots, n \) the effective levels, and we call \( (3.4) \) the I-function with effective levels, denoted by \( I^{\text{eff}}(p) \)
From the above computations, the modified $I$-function with effective level $\tilde{I}^{\text{eff}}(p)$ is

$$\tilde{I}^{\text{eff}}(p) := e^{-\sum_{i \notin p} \frac{\ln z_i \ln U_i|_p}{\ln \tau}} \prod_{i \notin p} \frac{1 - U^{-1}_i|_p}{(U_i|_p)_\infty} \cdot I^{\text{eff}}(p).$$

Note that the $Q$-coefficients of $\tilde{I}(p)$ no longer lie in $K_T \times \mathbb{C}^*|_p$.

4. 3D $\mathcal{N} = 2$ Mirror Symmetry

Recall the toric stack $X$ is defined according to the following short exact sequence

$$0 \longrightarrow \mathbb{Z}^k \xrightarrow{\iota} \mathbb{Z}^n \xrightarrow{\beta} \mathbb{Z}^d \longrightarrow 0.$$  

(4.1)

Inspired by [8, 1], we consider the dual short exact sequence, i.e., the Gale dual to (4.1):

$$0 \longrightarrow (\mathbb{Z}^d)^\vee \xrightarrow{\iota^!} (\mathbb{Z}^n)^\vee \xrightarrow{\beta^!} (\mathbb{Z}^k)^\vee \longrightarrow 0,$$

where

$$\iota^! := \beta^T, \quad \beta^! := \iota^T.$$

Definition 4.1. Let $A := T/K \cong (\mathbb{C}^*)^d$ be the quotient torus.

- The mirror toric stack to $X$ is defined as

  $$X^! := [\mathbb{C}^n/A^\vee],$$

  the toric quotient stack associated with the short exact sequence (4.2), where the action by $A^\vee$ is defined by $\iota^!$.

- There is a natural bijection between fixed points of a mirror pair. Given a fixed point $p$ of $X$, the mirror fixed point is defined as the complement

  $$p^! = \{1, \cdots, n\} \setminus p \in (X^!)^T.$$

  It is easy to check that the columns of $\beta$, i.e. the rows of $\iota^!$, corresponding to $p^!$, are linearly independent.

Lemma 4.2. The Kähler and attracting cones of $p^!$ are

$$\mathcal{K}(p^!) = A(p), \quad A(p^!) = \mathcal{K}(p).$$

Proof. This follows from the combinatorial descriptions (Lemma 3.6 and Lemma 2.11 3)) of the Kähler and attracting cones of fixed points. □

Definition 4.3. The mirror map is defined as an isomorphism of tori $\tau : T \times T^\vee \times \mathbb{C}^*_q \cong T^\vee \times T \times \mathbb{C}^*_q$,

$$\tau(z_i) = a_i, \quad \tau(a^!_i) = z_i, \quad \tau(q) = q^{-1}.$$  

(4.3)

We would like to apply the mirror map $\tau$ to the modified $I$-functions $\tilde{I}(p)$. However, the map $q \mapsto q^{-1}$ only makes sense for rational functions in $q$. For functions such as $(u_i^{-1}|_p)_\infty$, which converges for $|q| < 1$, the operation $q \mapsto q^{-1}$ will result in a function which converges for $|q| > 1$. Therefore, it is necessary to understand the meaning of $\tilde{I}(p)$ under the mirror map.
We are now going to regard the modified $I$-function with effective level $\overline{\text{I}}^{\text{eff}}(p)$ also as a formal power series with respect to equivariant parameters. More precisely, we treat it as in the following larger space of functions:

\[
\overline{\text{I}}^{\text{eff}}(p) \in e^{-\sum_{\ell \neq p} \frac{\ln z_i \ln U_{i|p}}{\ln q} \cdot \mathbb{C}(q)[[a^{A(p)^\vee}, Q^{\text{Eff}}(p)]],
\]

where $a^{A(p)^\vee}$ here means the power series consists of monomials of the form $\prod_{i=1}^n a_i^{\ell_i}$, which are themselves effective equivariant parameters, such that the vector $(l_1, \cdots, l_n)$ lies in the image of $A(p)^\vee$ under the map $\beta^T$. Moreover, according to the combinatorial description of $A(p)$ in Lemma 2.11 we see that

\[
U_{i|p} \in \mathbb{C}[[a^{A(p)^\vee}]], \quad i \not\in p.
\]

So the embedding (4.4) in fact simply means to expand functions such as $1/(U_{i|p})$ and $1/(q^{-1}U_{i|p}; q^{-1})_{D_i}$ for $i \not\in p$ as formal power series in $U_{i|p}$, $i \not\in p$.

**Example 4.4.** We look at a simplest example to see what the above means. The function $1/(x)_\infty$, can be expanded as a power series in $x$ by the $q$-binomial formula:

\[
\frac{1}{(x)_\infty} = \sum_{d=0}^{\infty} \frac{x^d}{(q)_d} \in \mathbb{C}(q)[[x]].
\]

Assume that the mirror map $\tau$ acts trivially on $x$. Now by our definition, the operation $q \mapsto q^{-1}$ applies to the coefficients. So

\[
\tau\left(\frac{1}{(x)_\infty}\right) = \sum_{d=0}^{\infty} \frac{x^d}{(q^{-1}; q^{-1})_d} \in \mathbb{C}(q)[[x]].
\]

A second application of the $q$-binomial formula implies that

\[
\tau\left(\frac{1}{(x)_\infty}\right) = (qx)_\infty.
\]

Now the mirror map $q \mapsto q^{-1}$ makes sense for formal power series with coefficients rational in $q$, such as in (4.4). Our main theorem is the following.

**Theorem 4.5.** Let $(X, X')$ be a mirror pair of toric stacks. Let $q^{z_i \partial z_i}$ denote the $q$-difference operator that shifts $z_i \mapsto qz_i$, and similar with $q^{a_i \partial a_i}$.

1) The modified $I$-function of $X$ with effective level structure satisfies the following two sets of $q$-difference equations, with respect to the Kähler and equivariant parameters.

- Let $\{e_i\}_{i=1}^n$ be the standard basis of $\mathbb{Z}^n$, and consider any $\sum_{i=1}^n \mu_i e_i \in \ker \beta$ such that $\mu_i = \pm 1$ or 0. Denote by $S_\pm$ the subset of indices with $\mu_i = \pm 1$. Then

\[
\prod_{i \in S_+} (z_i^{-1}(1 - q^{-z_i \partial z_i})) - \prod_{i \in S_-} (z_i^{-1}(1 - q^{-z_i \partial z_i})) \overline{\text{I}}^{\text{eff}}(X) = 0.
\]

- Let $\{e_i\}_{i=1}^n$ be the standard basis of $\mathbb{Z}^n$ in the dual exact sequence, and consider any $\sum_{i=1}^n \mu_i e_i \in \ker i^T$ such that $\mu_i = \pm 1$ or 0. Denote by $R_\pm$ the subset of indices with $\mu_i = \pm 1$. Then

\[
\prod_{i \in R_+} (a_i^{-1}(1 - q^{a_i \partial a_i})) - \prod_{i \in R_-} (a_i^{-1}(1 - q^{a_i \partial a_i})) \left(e^{\sum_{i=1}^n \frac{\ln z_i \ln a_i}{\ln q}} \cdot \overline{\text{I}}^{\text{eff}}(X)\right) = 0.
\]

Moreover, the solution to the above difference equations is unique, with certain prescribed asymptotic initial condition (see Lemma 4.8).
2) Under the mirror map
\[ \tau(z_i^j) = a_i, \quad \tau(a_i^j) = z_i, \quad \tau(q) = q^{-1}, \]
the two sets of q-difference equations \((4.5)\) \((4.6)\), for modified I-functions of the mirror pair \((\mathcal{X}, \mathcal{X}^\vee)\) with the effective level structure, coincide with each other. Therefore, combining it with the uniqueness result, we have
\[ \tilde{I}^\text{eff}(\mathcal{X}) = e^{\sum_{i=1}^{n} \frac{\ln z_i \ln a_i}{\ln q}} \cdot \tau(\tilde{I}^\text{eff}(\mathcal{X}^\vee)). \]

The rest of this section is to prove the main theorem. Before the proof of the general case, we give a direct computation in the special case of projective spaces.

4.1. Special case: \(\mathbb{P}^N\). Let’s consider the following exact sequence
\[ 1 \rightarrow \mathbb{C}^* \xrightarrow{\iota} (\mathbb{C}^*)^{N+1} \xrightarrow{\beta} (\mathbb{C}^*)^N \rightarrow 1, \]
where \(\iota\) and \(\beta\) are given as follows
\[ \iota = \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix} \quad \text{and} \quad \beta = \begin{pmatrix} 1 & 0 & \cdots & 0 & -1 \\ 0 & 1 & \cdots & 0 & -1 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & -1 \end{pmatrix}_{N \times (N+1)}. \]

Then the GIT quotient with respect to \(\iota\) is projective space \(\mathbb{P}^N\) and \(\beta\) gives the mirror. There is only one GIT chamber for \((\mathbb{C}^*)^{N+1}/\theta\mathbb{C}^*)\), whose GIT quotient is \(\mathbb{P}^N\). The \((\mathbb{C}^*)^{N+1}\)-fixed points are given by \(p_j := \{j\} \subset \{1, \cdots, N+1\}\). It’s well known that its I-function is
\[ I_{\mathbb{P}^N} = \sum_{d \geq 0} \frac{Q^d}{\prod_{k=1}^N \prod_{i=1}^{N+1} (1 - U_i^{-1}q^k)}. \]
The restriction to one of the \((\mathbb{C}^*)^{N+1}\)-fixed points is
\[ I_{\mathbb{P}^N}|_{p_j} = \sum_{d \geq 0} \frac{Q^d}{\prod_{i=1}^{N+1} (qU_i^{-1}|_{p_j}; q^k)}, \]
where
\[ U_i^{-1}|_{p_j} = \begin{cases} 1, & i \in p_j \\ \frac{a_i}{a_j}, & i \notin p_j \end{cases}. \]

Then the restriction of I-function with effective level structure to the fixed point \(p_j\) is
\[ I_{\mathbb{P}^N}^\text{eff}|_{p_j} = \sum_{d \geq 0} \frac{Q^d}{\prod_{i=1}^{N+1} (q^{-1}U_i|_{p_j}; q^{-1})^d} \]
\[ = \sum_{d \geq 0} \frac{(z_1 \cdots z_{N+1})^d}{\prod_{i=1}^{N+1} (q^{-1}a_i/a_j; q^{-1})^d}. \]

Let’s consider the mirror of projective space \(\mathbb{P}^n\), i.e. the GIT quotient \(\mathbb{C}^{n+1}/\theta(\mathbb{C}^*)^n\) with charge matrix coming from the dual exact sequence of \((4.7)\), i.e.
\[ 1 \rightarrow (\mathbb{C}^*)^N \xrightarrow{\iota'} (\mathbb{C}^*)^{N+1} \xrightarrow{\beta'} \mathbb{C}^* \rightarrow 1, \]
where

\[
\eta' = \beta^T = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
-1 & -1 & \cdots & -1 \\
\end{pmatrix}^{(N+1) \times N}
\]

Let \( v_j = (0, \ldots, 1, \ldots, 0) \), \( j = 1, \cdots, N \) be the standard basis of \( \mathbb{R}^N \), and let \( v_{N+1} = (-1, -1, \cdots, -1) \).

Using the Hilbert–Mumford criterion, we find there are \( N+1 \) generic chambers

\[
C_j := \mathbb{R}_{\geq 0} v_1 + \cdots + \mathbb{R}_{\geq 0} \hat{v}_j + \cdots + \mathbb{R}_{\geq 0} v_{N+1}.
\]

For example, the following picture is the chamber structures of \( \mathbb{P}^2 \) and its mirror.

![Chamber Structures of \( \mathbb{P}^2 \) and its Mirror](image)

The GIT quotient for each \( C_j \) is the affine space \( \mathbb{C} \), containing exactly one fixed point

\[
p_j^1 = \{1, \ldots, N+1\} \setminus \{j\}.
\]

The restriction of the \( I \)-function with effective level is

\[
I_{\text{eff}}\big|_{p_j^1} = \sum_{D \in \text{Eff}(p_j^1)} \frac{(z')^D}{\prod_{i=1}^{N+1}(q^{-1}U_i|p_j^1;q^{-1})D_i},
\]

where

\[
\text{Eff}(p_j^1) = \{D_i \geq 0, \ i \neq j, \ D_j = -D_1 - \cdots - \hat{D}_j - \cdots - D_{N+1} \leq 0\}.
\]

So

\[
(4.9) \quad I_{\text{eff}}\big|_{p_j^1} = \sum_{\text{Eff}(p_j^1)} \frac{\prod_{i=1}^{N+1}(z'_i/z_j^1)^D_i}{(a_1^1 \cdots a_{N+1}^1 q^{-1}; q^{-1})D_j \prod_{i=1, i \neq j}^{N+1}(q^{-1}; q^{-1})D_i}.
\]

Recall the \( q \)-binomial formula.

\[
\frac{(ax)_{\infty}}{(x)_{\infty}} = \sum_{m=0}^{\infty} \frac{(a)_m}{(q)_m} x^m, \quad |q| < 1, \ |x| < 1.
\]

Let \( a = 0 \), or let \( a = b/x \) and let \( x \to 0 \). Get

\[
(4.10) \quad \frac{1}{(x)_{\infty}} = \sum_{m=0}^{\infty} \frac{x^m}{(q)_m}, \quad (b)_{\infty} = \sum_{m=0}^{\infty} \frac{q^m(q-1)^m}{(q)_m} = \sum_{m=0}^{\infty} \frac{(q^{-1}b)^m}{(q^{-1}; q^{-1})_m}.
\]
Then under the mirror map, we have

\[
(I^\text{eff}_{\mathbb{P}^N}|_{\mathcal{P}_j})(z_i \mapsto a_i^1, a_i \mapsto z_i^1, q \mapsto q^{-1})
\]

\[
= \sum_{d \geq 0} \frac{(a_1^1 \cdots a_{N+1}^1)^d}{\prod_{i=1}^{N+1}(q^{d+1}z_i^1/z_j^1;q)_d}
\]

\[
= \frac{1}{\prod_{i \neq j}(q^{z_i^1/z_j^1};q)_\infty} \sum_{d \geq 0} \frac{(a_1^1 \cdots a_{N+1}^1)^d}{(q;q)_d} \prod_{i=1, i \neq j}^{N+1} (q^{d+1}z_i^1/z_j^1;q)_\infty
\]

\[
= \frac{1}{\prod_{i \neq j}(q^{z_i^1/z_j^1};q)_\infty} \sum_{D \geq 0} \left( \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1};q)_\infty \right) \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1}D_i) \sum_{D_i \geq 0} \left( \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1}D_i) \sum_{d \geq 0} \frac{(a_1^1 \cdots a_{N+1}^1)^d}{(q;q)_d} \right)
\]

\[
= \sum_{D_1, \ldots, D_{N+1} \geq 0} \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1};q)_\infty \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1}D_i) \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1}D_i) \cdot \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1}D_i) \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1}D_i)
\]

Comparing the above formula (4.11) with (4.9), we know that under the change of Kähler parameters with equivariant parameters and also the change \( q \mapsto q^{-1} \), the \( I \)-functions with effective level structure restricting to the corresponding fixed points are the same by multiplying a prefactor.

The modified \( I \)-function with effective level for \( \mathbb{P}^N \) is as follows,

\[
\overline{I}^\text{eff}_{\mathbb{P}^N}(\mathcal{P}_j) = e^{-\sum_{i \notin \mathcal{P}_j} \frac{\ln z_i \ln a_i}{\ln q}} \cdot \prod_{i \notin \mathcal{P}_j} (U_i|_{\mathcal{P}_j})_\infty \sum_{\text{Eff}(\mathcal{P}_j)} \frac{\prod_{i=1, i \neq j}^{N+1} (z_i^1/z_j^1)^D_i}{\prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1};q)_\infty \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1}D_i)}.
\]

In the following, let’s compute the prefactor under the mirror map.

\[
\tau(\sum_{i=1, i \neq j}^{N+1} \ln z_i \ln a_i) = \sum_{i=1, i \neq j}^{N+1} \ln a_i \ln z_i^1/z_j^1
\]

\[
= \sum_{i=1}^{N+1} \ln a_i \ln z_i^1 - \ln z_j^1 \ln \left( \prod_{i=1}^{N+1} a_i \right),
\]

and from Example 4.3, we have

\[
\tau(\prod_{i=1, i \neq j}^{N+1} \frac{1}{(a_i/a_j)_\infty}) = \prod_{i=1, i \neq j}^{N+1} (q^{z_i^1/z_j^1})_\infty.
\]

In summary, we obtain

\[
\tau(\overline{I}^\text{eff}_{\mathbb{P}^N}(\mathcal{P}_j)) = e^{\sum_{i=1}^{N+1} \frac{\ln z_i^1 \ln a_i}{\ln q}} \overline{I}^\text{eff}(\mathcal{P}_j).
\]

In the following subsection, we consider general cases, and compare the modified \( I \)-function with level structure.
4.2. Proof of the main theorem. In this subsection we prove our main Theorem 4.5. We briefly summarize the structure of the proof. First, we use the explicit formula of the modified $I$-function to find the $q$-difference equations. We then show the uniqueness of the $q$-difference equations in Lemma 4.8, which uniquely characterizes the modified $I$-functions. Finally, we compare the modified $I$-functions of a mirror pair, under the mirror map, and identify them.

Proof of Theorem 4.5 1): $q$-difference equations. By definition of the modified $I$-function with effective level structure, it suffices to prove this for the contribution from each fixed point $I_{\text{eff}}(p)$. Let $p \in X^T$ be a fixed point. Let's compute the actions of $q$-difference operators on the $I$-function. Recall that by Remark 3.9,

\[ I_{\text{eff}}(p) = e^{-\sum_{i \not\in p} \frac{\ln x_i \ln U_i|p}}{\ln q} \prod_{i \in p} \frac{1}{(U_i|p)_\infty} \sum_{d \in \mathbb{Z}^k} \frac{z^D}{\prod_{i=1}^n (q^{-1}U_i|p;q^{-1})_{D_i}}. \]

Therefore for all $1 \leq i \leq n$,

\[ q^{-z_i \partial_{z_i}} I_{\text{eff}}(p) = e^{-\sum_{i \not\in p} \frac{\ln x_i \ln U_i|p}}{\ln q} \prod_{i \in p} \frac{1}{(U_i|p)_\infty} \sum_{d \in \mathbb{Z}^k} \frac{z^D}{\prod_{i=1}^n (q^{-1}U_i|p;q^{-1})_{D_i}} \cdot q^{-D_i}U_i|p. \]

To compute the action of $q^{-a_i \partial_{a_i}}$'s, we need an explicit expression of $U_i|p$ in terms of $a_i$'s. Let $P$ be the $k \times k$ submatrix of $\iota$ with rows in $p$, which is of full rank, and let $Q$ be the $d \times k$ submatrix of $\iota$ with rows not in $p$. Let $C := QP^{-1}$. The unique solution to the system (2.6) is then

\[ U_i|p = \begin{cases} 1, & i \in p \\ a_i \prod_{j \in p} a_j^{-C_{ij}}, & i \not\in p. \end{cases} \]

We see that for $i \not\in p$,

\[ q^{a_i \partial_{a_i}} I_{\text{eff}}(p) = e^{-\sum_{i \not\in p} \frac{\ln x_i \ln U_i|p}}{\ln q} \prod_{i \in p} \frac{1}{(U_i|p)_\infty} \sum_{d \in \mathbb{Z}^k} \frac{z^D}{\prod_{i=1}^n (q^{-1}U_i|p;q^{-1})_{D_i}} \cdot z_i^{-1}(1 - q^{-D_i}U_i|p), \]

and for $j \in p$,

\[ q^{a_j \partial_{a_j}} I_{\text{eff}}(p) = e^{-\sum_{i \not\in p} \frac{\ln x_i \ln U_i|p}}{\ln q} \prod_{i \in p} \frac{1}{(U_i|p)_\infty} \sum_{d \in \mathbb{Z}^k} \frac{z^D}{\prod_{i=1}^n (q^{-1}U_i|p;q^{-1})_{D_i}} \cdot \prod_{i \not\in p \text{ such that } U_i|p \neq 0} \prod_{i \in p} \left( z_i (U_i|p)_{-C_{ij}}(q^{-1}U_i|p;q^{-1})_{C_{ij}} \right) \]

\[ = e^{-\sum_{i \not\in p} \frac{\ln x_i \ln U_i|p}}{\ln q} \prod_{i \in p} \frac{1}{(U_i|p)_\infty} \sum_{d \in \mathbb{Z}^k} \frac{z^D}{\prod_{i=1}^n (q^{-1}U_i|p;q^{-1})_{D_i}} \cdot \prod_{i \not\in p \text{ such that } U_i|p \neq 0} \prod_{i \in p} \left( z_i (U_i|p)_{-C_{ij}}(q^{-1}U_i|p;q^{-1})_{C_{ij}} \right). \]
\begin{equation}
\left(q^{-z_i \partial_{z_i}} + z_i q^{a_i \partial_{a_i}} - 1\right) \tilde{I}^{\text{eff}}(p) = 0.
\end{equation}

By (4.12), (4.5) is equivalent to the identity
\begin{equation}
\prod_{i \in S_+} q^{a_i \partial_{a_i}} \prod_{i \in S_-} q^{-a_i \partial_{a_i}} \tilde{I}(p) = \tilde{I}^{\text{eff}}(p),
\end{equation}

which follows from the fact that \( \tilde{I}(p) \) depends only on \( a_i \)'s in terms of \( U_i|_p \), and hence only depends on the \textit{effective} equivariant parameters. Indeed, the \textit{effective} equivariant parameter is as follows
\begin{equation}
\Lambda_b = \prod_{j=1}^{n} a_j^{\beta_{bj}}, \quad 1 \leq b \leq d.
\end{equation}

Then
\begin{equation}
\prod_{i \in S_+} q^{a_i \partial_{a_i}} \prod_{i \in S_-} q^{-a_i \partial_{a_i}} \Lambda_b = q^{\sum_{i \in S_+} \beta_{bi} - \sum_{i \in S_-} \beta_{bi}} \prod_{j=1}^{n} a_j^{\beta_{bj}}.
\end{equation}

Let \( \{e_i\}_{i=1}^{n} \) be the standard basis of \( \mathbb{Z}^n \), and consider any \( \sum_{i=1}^{n} \mu_i e_i \in \ker \beta \) such that \( \mu_i = \pm 1 \) or 0. Denote by \( S_\pm \) the subset of indexes that \( \mu_i = \pm 1 \). We know that \( \sum_{i \in S_+} \beta_{bi} - \sum_{i \in S_-} \beta_{bi} = 0 \), and hence \( q^{\sum_{i \in S_+} \beta_{bi} - \sum_{i \in S_-} \beta_{bi}} = 1 \).

For (4.6), note that \( \sum_{i=1}^{n} \frac{\ln z_i \ln a_i}{\ln q} \cdot \tilde{I}^{\text{eff}}(p) \) satisfies an analogue to Proposition 4.12
\begin{equation}
\left( a_i q^{-z_i \partial_{z_i}} + q^{a_i \partial_{a_i}} - 1 \right) \left( \sum_{i=1}^{n} \frac{\ln z_i \ln a_i}{\ln q} \cdot \tilde{I}^{\text{eff}}(p) \right) = 0.
\end{equation}

Moreover, we have
\begin{equation}
\sum_{i=1}^{n} \ln z_i \ln a_i - \sum_{i \notin p} \ln z_i \ln u_i|_p = - \sum_{j \notin p} \ln \left( z_j^{-1} \prod_{i \in p} z_i^{-C_{ij}} \right) \ln a_j,
\end{equation}
and hence \( \sum_{i=1}^{n} \frac{\ln z_i \ln a_i}{\ln q} \cdot \tilde{I}(p) \) depends only on the \textit{effective} Kähler parameters. (4.6) then follows from similar arguments as (4.5) does.

We can also deduce the \textit{q}-difference equations satisfied by the \textit{I}-functions without modification.

\textbf{Corollary 4.6.} Let \( \{e_i\}_{i=1}^{n} \) be the standard basis of \( \mathbb{Z}^n \), and consider any \( \sum_{i=1}^{n} \mu_i e_i \in \ker \beta \) such that \( \mu_i = \pm 1 \) or 0. Denote by \( S_\pm \) the subset of indexes that \( \mu_i = \pm 1 \). Then the \textit{I}-function (without modification) \( \tilde{I}^{\text{eff}}(p) \) satisfies
\begin{equation}
\left[ \prod_{i \in S_+} (z_i^{-1} - U_i|_p \cdot q^{-z_i \partial_{z_i}}) - \prod_{i \in S_-} (z_i^{-1} - U_i|_p \cdot q^{-z_i \partial_{z_i}}) \right] \tilde{I}^{\text{eff}}(p) = 0.
\end{equation}

To study the uniqueness of the \textit{q}-difference equations, we need the following lemma.
Lemma 4.7. Let $K$ be a field. Suppose $f(x_1, \ldots, x_k) \in K(q)[x_1, \ldots, x_k]$ satisfies the following system of $q$-difference equations
\[
\left[ F_j(q^{x_1 \partial x_1}, \ldots, q^{x_k \partial x_k}) - x_j G_j(q^{x_1 \partial x_1}, \ldots, q^{x_k \partial x_k}) \right] f(x_1, \ldots, x_k) = 0, \quad 1 \leq j \leq k,
\]
where $F_j$ and $G_j$’s are polynomials with coefficients in $R(q)$, such that $F_j(q^{n_1}, \ldots, q^{n_k}) \neq 0$ for any $n_1, \ldots, n_k \in \mathbb{Z}_{\geq 0}$, $n_j > 0$. Then the solution $f(x_1, \ldots, x_k) \in R(q)[x_1, \ldots, x_k]$ is uniquely determined by its constant term $f(0, \ldots, 0)$.

Proof. Let $f$ be
\[
f(x_1, \ldots, x_k) = \sum_{n_1, \ldots, n_k \geq 0} f_{n_1, \ldots, n_k} x_1^{n_1} \cdots x_k^{n_k}, \quad f_{n_1, \ldots, n_k} \in K(q).
\]
For any $1 \leq j \leq k$, the $j$-th $q$-difference equation implies the following recursion relations among the coefficients:
\[
F_j(q^{n_1}, \ldots, q^{n_k}) f_{n_1, \ldots, n_k} = G_j(q^{n_1}, \ldots, q^{n_j-1}, \ldots, q^{n_k}) f_{n_1, \ldots, n_j-1, \ldots, n_k},
\]
for any $n_j \geq 1$, and other $n_i \geq 0$, $i \neq j$. By the nonvanishing assumption on $F_j(q^{n_1}, \ldots, q^{n_k})$, the coefficient $f_{n_1, \ldots, n_k}$ is determined by $f_{n_1, \ldots, n_j-1, \ldots, n_k}$. The entire formal power series $f$ is then uniquely determined by $f_{0, \ldots, 0}$. □

Lemma 4.8. Let $p \in \mathbb{X}$ be a $T$-fixed point.

1) The $I$-function $I_{\text{eff}}(p)$ is uniquely characterized as the solution to the system of $q$-difference equations (4.13), taking values in $K_{T \times C_q^*}(p)_{\text{loc}}[Q_{\text{Eff}}(p)]$, and satisfying the initial condition $I_{\text{eff}}(p)|_{Q=0} = 1$.

2) $I_{\text{eff}}(p)$ is uniquely characterized as the solution to the system of $q$-difference equations (4.5), with the following prescribed asymptotic behavior:
\[
I_{\text{eff}}(p) \in e^{-\sum_{i \not\in p} \frac{\ln z_i \ln u_i}{\ln q} \hat{p}} \cdot \prod_{i \in p} \frac{1}{(U_i|p)_\infty} \cdot \left(1 + Q \cdot K_{T \times C_q^*}(p)_{\text{loc}}[Q_{\text{Eff}}(p)]\right),
\]
where $Q : K_{T \times C_q^*}(p)_{\text{loc}}[Q_{\text{Eff}}(p)]$ denotes the maximal ideal in $K_{T \times C_q^*}(p)_{\text{loc}}[Q_{\text{Eff}}(p)]$ generated by monomials $Q^\beta$, with $\beta \in Eff(p) \setminus \{0\}$.

Proof. It suffices to prove 1), which 2) directly follows from. Let $p \in \mathbb{X}$ be a fixed point. Up to a change of basis on $\mathbb{Z}^k$, we can assume that the matrix $\iota$ is of the form $\begin{pmatrix} I & C \end{pmatrix}$, where $I$ is the $k \times k$ submatrix with rows in $p$. To avoid complicated notations, we assume that $p = \{1, \ldots, k\}$, without the loss of too much generality. We have $Q_j = z_j \prod_{i=k+1}^n z_i^{C_{ij}}$, $1 \leq j \leq k$. Each column of $\iota$ then gives a circuit, and the $q$-difference equations (4.13), written in terms of $Q_j$’s, are
\[
\begin{bmatrix}
(1 - q^{-Q_j \partial Q_j}) \\
\prod_{i \not\in p, C_{ij} = 1} (1 - U_i|p : q^{-\sum_{l \in p} C_{il} Q_l \partial Q_l})
\end{bmatrix}
\begin{bmatrix}
(1 - Q_j) \\
\prod_{i \not\in p, C_{ij} = -1} (1 - U_i|p : q^{-\sum_{l \in p} C_{il} Q_l \partial Q_l})
\end{bmatrix}
I_{\text{eff}}(p) = 0
\]
for any $1 \leq j \leq k$. We used the fact $U_j|p = 1$ since $j \in p$; and note that $U_i|p \neq 1$ for all $i \not\in p$. The system of $q$-difference equations then satisfies the assumption in Lemma 4.7 and hence the lemma follows. □
Lemma 4.8 proves the uniqueness part in 1) of Theorem 4.5. Now let’s prove the second part of Theorem 4.5.

Proof of Theorem 4.5 2). From (4.6), we know that \( \tilde{I}(p) \) satisfies

\[
\prod_{i \in R_+} ((a_i^1)^{-1}(1 - q^{a_i^1 a_i^1})) - \prod_{i \in R_-} ((a_i^1)^{-1}(1 - q^{-a_i^1 a_i^1})) \left( \sum_{i=1}^{n} \frac{\ln z_j \ln a_i^1}{\ln q} \cdot \bar{I}_{\text{eff}}(p^1) \right) = 0.
\]

Applying the mirror map \( \tau \) to both sides, we can see that the two functions

\[
\tilde{I}(p), \quad e^{-\sum_{i=1}^{n} \frac{\ln z_j \ln a_i^1}{\ln q} \cdot \tau(\bar{I}_{\text{eff}}(p^1))}
\]
satisfy the same \( q \)-difference equations. We regard the two functions as formal power series in Kähler parameters, with appropriate exponential prefactors. Therefore, by the uniqueness result, it suffices to check that \( e^{\sum_{i=1}^{n} \frac{\ln z_j \ln a_i^1}{\ln q} \cdot \tau(\bar{I}_{\text{eff}}(p^1))} \) admits the same asymptotic form as in 2) of Lemma 4.8.

Recall that

\[
\bar{I}_{\text{eff}}(p^1) = e^{-\sum_{i \in p^1} \frac{\ln z_j \ln U_i}{\ln q} \cdot \prod_{i \notin p^1} \frac{1}{(U_i|_{p^1})} \cdot \sum_{d' \in \text{Eff}(p^1)} \prod_{i \in p^1}(q^{-1}; q^{-1})_{D'_{ij}} \prod_{i \notin p^1}(q^{-1}U_i|_{p^1}; q^{-1})_{D'_{ij}}}
\]

Its asymptotes as \( U_i|_{p^1} \to 0 \) is

\[
e^{-\sum_{i \in p^1} \frac{\ln z_j \ln U_i}{\ln q} \cdot \prod_{i \notin p^1} \sum_{D'_{ij} = 0} \frac{(z_j^{D'_{ij}})}{(q^{-1}U_i|_{p^1}; q^{-1})_{D'_{ij}}}}
\]

where the summation \( D'_{ij} \geq 0 \) for \( i \in p^1 \) is by the combinatorial description of \( \text{Eff}(p^1) \) in Lemma 3.6.

Without loss of generality, we assume that the matrix \( \iota \) is of the form \( \begin{pmatrix} I & C \\ -C^T & I \end{pmatrix} \), and the matrix \( \beta \) is of the form \( \begin{pmatrix} -C^T & I \end{pmatrix} \). Denoted by \( C_{ij} \) the entries of submatrix \( C \) in \( iota \) and denoted by \( C_{ij}^1 \) the entries of submatrix \( -C^T \) in \( \beta \), then we have \( C_{ij}^1 = -C_{ij} \), for \( j \in p, i \notin p \). So

\[
U_j|_{p^1} = a_j^1 \prod_{i \in p^1} (a_i^1)^{C_{ij}} \quad \text{and} \quad (z_j^{D'_{ij}}) = \prod_{j \in p^1} (z_j^{D'_{ij}}) \prod_{j \notin p^1} \sum_{i \in p^1} C_{ij} \prod_{j \notin p^1} (z_j^{D'_{ij}})
\]

Under the mirror map, we have

\[
\tau \left( \sum_{j \notin p^1} \ln z_j \ln U_j|_{p^1} \right) = \tau \left( \sum_{j \notin p^1} \ln z_j \ln \left( a_j^1 \prod_{i \in p^1} (a_i^1)^{C_{ij}} \right) \right)
\]

\[
= \sum_{j \in p} \ln a_j \ln \left( z_j \prod_{i \notin p} (z_i)^{C_{ij}} \right)
\]

\[
= \sum_{j=1}^{n} \ln z_j \ln a_j + \sum_{i \notin p} \ln z_i \ln \left( a_i^{-1} \prod_{j \in p} a_j^{C_{ij}} \right)
\]

\[
= \sum_{j=1}^{n} \ln z_j \ln a_j - \sum_{i \notin p} \ln z_i \ln U_i|_{p^1},
\]
and
\[
\tau \left( \sum_{D'_{ij} \geq 0, i \in \mathbb{P}} \frac{(z')^{D'_i}}{\prod_{i \in \mathbb{P}} (q^{-1}; q^{-1})^{D'_i}} \right) = \sum_{D_i \geq 0, i \notin \mathbb{P}} \frac{\prod_{i \notin \mathbb{P}} a_i^{D_i} \prod_{j \in \mathbb{P}} a_j^{D'_j} \sum_{p \notin \mathbb{P}} -C_{ij} D_i}{\prod_{i \notin \mathbb{P}} (q; q)^{D_i}}
\]

\[
= \sum_{D_i \geq 0, i \notin \mathbb{P}} \frac{\prod_{i \notin \mathbb{P}} \left( a_i \prod_{j \in \mathbb{P}} a_j^{-C_{ij}} \right)^{D_i}}{\prod_{i \notin \mathbb{P}} (q; q)^{D_i}}
\]

\[
= \prod_{i \notin \mathbb{P}} \frac{1}{(U_i|_{\mathbb{P}})_{\infty}}
\]

where we use the $q$-binomial formula \((4.10)\).

Hence as $\tau(U_i|_{\mathbb{P}}) \to 0$,
\[
\tau(\tilde{I}^{\text{eff}}(p')) \sim e^{\sum_{i=1}^{n} \frac{\ln z_i \ln a_i}{\ln q}} \cdot e^{-\sum_{i \notin \mathbb{P}} \frac{\ln z_i \ln a_i}{\ln q}} \cdot \prod_{i \notin \mathbb{P}} \frac{1}{(U_i|_{\mathbb{P}})_{\infty}}.
\]

We see that $e^{-\sum_{i=1}^{n} \frac{\ln z_i \ln a_i}{\ln q}} \cdot \tau(\tilde{I}^{\text{eff}}(p'))$ admits the same prefactor as in Lemma \[4.8\] when $Q \to 0$. The theorem is then proved. \(\square\)

**Remark 4.9.** Here we only treat the modified $I$-functions as \textit{formal} power series in Kähler or equivariant parameters. In general they do not converge as (multi-valued) analytic functions. For Kähler parameters this is due to the possible divergence of the $I$-function $I^{\text{eff}}(p)$ itself. For equivariant parameters, this can be seen already from the formula of $\tilde{I}^{\text{eff}}(p)$: in terms of $U_i|_{\mathbb{P}}$, it admits an infinite family of poles $U_i|_{\mathbb{P}} = q^Z$. 
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