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This paper presents an automatic grading method DGRADER, which handles complex multifile programs. Both the dynamic and the static grading support multifile program analysis. So, it can be an advantage to handle complex programming problem which requires more than one program file. Dynamic analysis takes advantage of object file linker in compilation to link complex multifile program. The static grading module consists of the following steps. Firstly, the program is parsed into abstract syntax tree, which is mapped into abstract syntax tree data map. Then, the information of preprocessor is used for linking external sources called in main program by complex multifile program linker-fusion algorithm. Next, standardization process is performed for problematic code removal, unused function removal, and function sequence ordering based on function call. Finally, program matching successfully tackles structure variance problem by previous standardization process and by simple tree matching using tag classifier. The novelty of the approach is that it handles complex multifile program analysis with flexible grading with consideration of modularity and big scale of programming problem complexity. The results have shown improvement in grading precision which gives reliable grading score delivered with intuitive system.

1. Introduction

Automatic Grading System (AGS) is program which can determine student grade automatically based on score objective parameter. AGS is needed as popular courses especially in computer science often have hundreds or thousands of students but only a few staff [1]. Programming assignment in these courses is necessary to improve technical programming and problem solving skill of students. Manual assessment method of programming practices is a tedious and time-consuming task [2, 3]. This method is inadequate because first programming course are often typically complex for a lecturer to assess correctness accurately and comprehensively by manual assessment [4]. In here, AGS can become a key role to maintain accuracy and avoid biases as the grading process is based on objective scoring rules. Importantly, the system must provide immediate feedback to students so they can learn from their mistakes [5], allowing them to make self-learning without an instructor [6].

With the development of information technology, more and more schools and organizations try to realize the inclusive and fair education through online learning, human-computer interaction [7, 8] learning, etc. Nowadays, various AGS systems already exist and are used by higher education institutions to enhance learning process [9, 10] or as programming communities to self-improve in programming and problem solving skills. The question “why do so many automatic assessment systems exist, and why are new ones created every year?” pops up into discussion in this research field [11]. One of the reasons for various AGS is that each system may deliver some features which are not provided by others to distinguish their advantage factor.

The research still continues until today to pursue reliable grading system and solve the issues existed in this field. In here, current major issues are listed, which work as a sample. This gives an idea to produce final reliable grading and potential future work.

According to Table 1, these are recent knowledge issues chosen as the main objective overview in this work to do novelty works.

Firstly, code variance which can be said as the biggest factor to affect the result of static program analysis. In static


2. Related Work

2.1. Complex Multifile Program Analysis. AGS should be capable to quickly grade multiple and complex computer literacy assignments while providing meaningful feedback in order to stimulate an efficient learning process [16].

Specially, for larger and complex programming assignment, it is still not possible for most existing systems to assess good programming solution. In this case, semiautomated system is still used, which requires the human evaluator to use partial part of results from system to decide final grading [17]. It makes the task more complicated for humans to assess modular code. This issue will be faced by the current grading system as a programming problem is more scaled and complex for advance programming courses or real practice programming project. It makes the automatic grading system not follow their primary principle as an automatic system and become ineffective.

Complex multifile program analysis can be an advantage to handle complex programming and scaled project, which requires more than one file program. As stated before, it also makes modularity and flexibility such as creating user-based custom libraries to support core program file without rewriting into main program. In this feature, the implementation of complex multifile program analysis uses their primary concept.

2.2. Dynamic and Static Grading Methods. Dynamic analysis uses black-box concept which depends on output results. The analysis requires program to be compiled and run with test cases. The final grade uses comparison results of the produced output with the expected output. However, it has fatal drawback, in which student program may not produce an output because problematic code such as syntactical errors makes the program fail in the compilation process [18]. This means the program will fail before processing test cases. Hence, dynamic analysis itself is not enough for completely giving all objective scores when it fails and static analysis is needed.

Static analysis uses white-box concept without compiling and running the program. It uses rapid advancement technology from compiler and language-based tool. The approach also uses code analysis knowledge to analyze program and gives grading based on scoring objective rules and parameters.

However, both methods are having their advantage and disadvantage since static analysis require more complex process of code analysis. It requires predefined rules and
Objectives. On the contrary, dynamic analysis is a more direct approach but does not cover all aspects, especially, when it fails to perform grading. Choosing which methodology is more feasible makes dynamic versus static analysis become a topic for consideration for the grading system. According to dynamic and static analysis principle in the previous section, both methods have their advantage and disadvantage factors. Table 2 summarizes of their comparison.

In here, the knowledge summarizes that static analysis cannot be used for checking the correctness of student programs using test cases as an input which produces an output. On the contrary, traditional dynamic analysis systems will completely fail to perform grading and miss important aspects when assessing student programs such as checking the code quality [19]. This may be the reason to why some existing automatic grading systems combine the best of both approaches by improving dynamic testing mechanism with static technique. By carrying out mutual combination of both analysis and providing immediate feedback in grading result, it gives an additional positive value to the user and advantage of the grading system.

Back to 1992, when Cellidh [20] was introduced, it was actually a pioneer grading system which combined both approaches by introducing semantic error detection. It used for detecting infinite loop issue which is critical for dynamic grading. The system also uses static verification including structure, indentation, detect comment, readability measurement, and complexity metrics in dynamic analysis.

In 1997, system called ASSYST [21] combined both analyses in practice to automate some aspects of grading for introductory Ada classes, as well as a second-year C programming course. It gives grading score to students based on the correctness (actual output compared to the expected output), efficiency (run time) on dynamic analysis side, check program source code style, and its complexity on static analysis side. In 2000, more systems adopt this combined method for providing flexible analysis and pursuing potential grading system which provide meaningful intermediate feedback.

In 2006, Marmoset [22] was built in the University of Maryland. The main purpose of the system is to collect information about development of student programming skill while doing a programming assignment for triggering self-improvement. The unique feature is allowing a full snapshot about student progress in the system, so it can be analyzed in detail by using different types of test cases (student, public, release, and secrete) and a personal support from the lecturer through comments on the code in the page.

In 2008, Web-CAT [23] provided extensibility and flexibility as its plugins-based architecture taking advantage of recent development technologies was built using Java servlet. It provides security features by authentication, erroneous or dangerous code detection, and portability. It also supports manual grading by allowing the lecturer to check program submitted by the student. It allows lecturers to give the comment, suggestion, and grading modification. The programming language supported are C or C++, Java, Pascal, Prolog, and others flexibility support for integration.

The grade is based on correctness through test cases, completeness of program, and validity.

In 2011, eGrader [24] provided detailed feedback reports and allowed students to see model solution provided by the lecturer or course owner. It also gives specific comments on syntax and semantic errors if occurred. The static analysis process implemented in the system consists of two parts, which are the structural similarity and quality analysis. Structural similarity analysis is based on the graph representation of the program. Quality analysis was achieved by measurements using software metrics.

In the same year, a system called AutoLEP [25], as an automatic grading system tool, was developed. It improves the traditional static grading mechanisms by combining dynamic code testing. The approach is enriching static analysis in source code analysis with a comparison of the similarity degree of compared program. The dynamic analysis was used to evaluate correctness of the submitted program using test cases and comparing the expected output. The static analysis does not compile or execute the programs. It uses model program to evaluate student program construction and how close the student source code is from the correct solution which is model programs provided in programming assignment by the lecturer. The final grading result was achieved by calculation of summarization from each grading analysis. The works were reported to distinguish syntactic and semantic analysis from the previous work. The architecture includes (1) the client and a computer used by a student, and it performs the static analysis and can provide quick feedback; (2) a testing server which has to perform the dynamic analysis; and (3) a main server which has to control the information of the other components to establish a grade.

In 2012, a new automatic grading system called Quimera [26] was built as a web-based application. It was able to evaluate the program source code written in C language and provide a full management system for programming contests. It also allows to create and manage programming exercises both in competitive learning and programming contest environments. Besides the traditional dynamic approach, this system provides a static analysis of the program by measuring the source code quality. Thus, the final grade is based not only on the source code capability of producing the expected output but also on its quality and accuracy.

Finally, these are examples of automatic grading tools existed with flexible code analysis which primarily combine both method to achieve advantages of grading in their grading system. The listed tools will be used in comparison analysis.

3. Overview

As mentioned before, our approach is implemented in our automatic grading system tools called DGRADER as a web-based online automatic programming judgement platform. Web platform chosen as a researcher focused on web-based assessment system shows positive influence on learning effectiveness [27]. It is also very effective in distributing material and collecting the student assignment online [28].
Our tool is built by using Spring Model View Controller (MVC) as framework foundation with Spring Tool Suite (STS) Integrated Development Environment (IDE) written in Java programming language. It uses several technologies integrated to the system to support MOOCs. The full system will be running on the host server which can support Apache Tomcat Server. The database technology used in this application is MySQL database.

Architecture: Figure 1 shows three blocks of the system, i.e., user, application (front and back-end), and expanded core grading API block. Every core page contains a block of the modular page with defined web services and API. The system manages basic web features provided by Spring such as servlet, session handler, and its core features.

Core grading Application Programming Interface (API) of the system is shown on the right side. It has several API for specific purposes and functions. The API is triggered by using defined query parameter and handled by the API handler. Core grading APIs cover main functions of DGRADER for the grading task. The first layered API is the assignment handler. Its main purpose is to handle raw materials of assignments and extract the information before the grading task. Submission API is the connector triggered by submission activities. Its role is to forward information to grading analysis process in the grading analysis APIs. The information passed by the query parameter is used to target specific grading in the system. Each grading will be detailed in its section. Finally, the grading activities will produce an output feedback which will be displayed in the interface to users.

3.1. Main Features. The main features of DGRADER are as follows:

(1) Providing e-learning environment management for programming courses.

(2) Supporting flexible grading analysis: dynamic and static analysis. Flexible grading makes the instructor or programming assignment task creator become more flexible to choose assessment methods. The grading method can be based on the complexity of programming task or its purpose. It also makes the system capable to cover grading assessment task when one of the grading fails.

(3) Supporting complex multifeile program analysis in submission activity for solving one programming problem.

(4) Providing instant feedback and result of grading analysis for programming assignment problem. The grading is provided in both categorical and numerical results.

Feedback results in static analysis include

(i) Presenting the final linked-fused program source code and its standardization result

(ii) Presenting AST traverse log with visitor activities

(iii) Providing visualization for transformation graph comparison for final linked-fused and standardized program structure

(iv) Presenting function information such as function list in program, function call sequence, and unused function list removed by standardization

(v) Presenting the original AST data mapper of final program and standardized AST data mapper of standardized program

(vi) Providing root tree visualization by AST root data mapper

(vii) Providing experimental AST visualization of standardized program by standardized AST data mapper

(viii) Presenting AST simple tree matching trace analysis in data mapper

(5) Flexible source program uploading or submission by using file upload or directly using integrated CodeMirror text editor.

(6) Supporting course system management similar to Massive Open Online Courses (MOOCs) and Learning Management System.

4. Multiple Program Files Analysis

Multiple program file analysis is a novel feature of our automatic grading system. The reason to present this feature is because existing systems usually support single file to keep simplicity of its grading analysis process. However, if a programming problem is more complex and users need more files, this will become a limitation factor. In other cases, users may want to use some libraries which do not require to be written again or the compiler in dynamic analysis does not support the library. In order to support multiple program file submission, this section presents implemented approaches including file model, multiple program file linker in each grading process, and linker-fusion algorithm.

| Method   | Concept                                      | Advantage                                    | Disadvantage                                      |
|----------|----------------------------------------------|----------------------------------------------|---------------------------------------------------|
| Dynamic  | Black-box (output) with test cases           | (i) More direct for grading                  | (i) Requires compilation process and fails when compilation is unsuccessful |
|          |                                              | (ii) Correctness checking                    | (ii) Security issues                               |
|          |                                              | (iii) Popular usage                          | (iii) Does not cover all aspect of grading          |
|          |                                              | (i) Does not require compilation process      | (i) Computational complexity                        |
|          |                                              | (ii) Capable to analyze code quality          |                                                   |
| Static   | White-box (code analysis) and comparison of the correct model |                                                      |                                                   |

| Method Concept Advantage Disadvantage |
|---------------------------------------|-------------------------------------|
| Dynamic Black-box (output) with test cases | (i) More direct for grading                  |
|                                           | (ii) Correctness checking                          |
|                                           | (iii) Popular usage                          |
| Static White-box (code analysis) and comparison of the correct model | (i) Does not require compilation process |
|                                           | (ii) Capable to analyze code quality         |

Table 2: Dynamic versus static analysis in the automatic grading system.
4.1. File Model. File model is implemented to handle multiple file program submission. It separates into the following two parts:

1. Preprocessor: the beginning part of source statement or preprocessing statement #include<library> which can be parsed by using ASTPreprocessorStatement. The user can use several external files to support main files for solving one programming problem. The filename of the sources should be the same in file upload process because it will be linked via parameter search. Custom libraries by the user can be written in this defined statement #include "[external_sources_filename]" as a rule. The double quote indicates its user custom libraries or external sources. The system will process linker-fusion process to combine linked multiple program file.

2. Content: this part contains the body of source program or other parts below preprocessor statements.

4.2. Multifile Linker in Dynamic Grading. Dynamic grading use compilation for handling complex multifile to be linked, as shown in Figure 2. As an example for linking complex multifile program C or C++ programming language, it uses the linking process of GCC compilation process. It uses two input: main source and path of external source (multiple files paths). The differentiation from static is the type of the main source in here which will become .bin files from ProcessBuilder. The linking process in the system is possible with GCC command by using the parameter in backend program as an example:

> gcc-o [main].exe [multiple_files_path] -w (for C complex multifile program) > g++ -o [main].exe [multiple_files_path] -w (for C++ complex multifile program)

Multiple_files_path expression is files’ path of external sources used in main_source. The command will process the main program in the compilation process to become an object and call every external source in the linking process. The linking process will continue to analyze and expand the preprocessor to make every external source become intend object of executable file with -o command. The -w command used to give warning error feedback such as preprocessor is not linked in case of file not found which makes compilation process fail.

4.3. Multifile Linker in Static Grading. The process still has two inputs: main source (raw source) and the external source path of multiple files which are already generated in the preparation process. The two inputs will be linked and fused in the next process, as shown in Figure 3 by linker and fusion. Static grading using source program linker-fusion algorithm is in Algorithm 1. Final output is a fused program with all the source code as a whole. The fused source code will not be processed through compilation but processed with code analysis using AST to parse element of program in external source used in the main program.

The algorithm is divided into four steps:

Step 1: get preprocessor statement set $ps$ of the main source program by Eclipse CDT/JDT API features which can generate AST of main source using getAllPreprocessorStatements().

Step 2: handling preprocessor statement set $ps$. Every $ps$ found will be filtered by using patternMatch() to detect
user custom libraries defined by the following format: #
[TYP_E_OF_ LANGUAGE_IMPORT_WAY(import/include)]<space>“[FILENAME].” Regex is used to parse
preprocessor filenames into pfname set.

Step 3: linking process by analyzing the file path da-
base mp. Each pfname found mp will generate fmp as
final linked string query for every external source used
in main source of the program.

Step 4: final step of the process is to get fused source
code fs. The searchContent() function will analyze the
code by using textual search (e.g., .dll,.h) or AST
(source code which can be parsed) to get the contents of
the files, denoted by ∈ es, used by the main source of the
program. These contents are fused into one source file.

4.4. Dynamic Grading. The dynamic grading method covers
multiprogram file submission for solving one programming
assignment. The main source file triggered in here stated as a
student program with several preprocessor statements is
used to direct the external sources files. The first phase is
program preparation, involving program builder process to prepare .bin file for C/C++ and class for java or other languages will be supported in future update. It also processes external source locator for linking process based on the preprocessor statement. Linking and compilation task example for C and C++ program use GNU GCC compiler which produce executable file.exe of linked and final program. Next process is using the executable file to run in DGRADER host machine with input from test case data. The running process of each test case produces an output.txt file. It will be compared with the test case expected output in database grading criterion. The grading process will be taken after achieving the comparison value of real output and expected output. Finally, final dynamic grading score will be produced.

4.5. Static Grading. The inputs of the static grading process include a student program with external sources (if any) and model programs. A student program and its external source will be finalized with program linker-fusion which was already explained before. In this case, both fused student
Program and model programs will be parsed and produce their program AST. Next process will conduct refactoring of both programs. In our preferred way, model programs are already have been standardized before by the course assignment creator in assignment registration menu to save total time of analysis process. Only student program will be refactored as standardization rule in program matching. S’he standardization as “one-rule” for avoiding some variances issues will impact the accuracy result in the matching process. After this process, both sides can be compared using program matching using modified AST simple tree matching-pattern algorithm. The task of standardization and program matching will breakdown in Section 4.5.1.

4.5.1. Program Standardization. The program standardization algorithm is shown in Algorithm 2. It is an essence work to solve program matching issues such as code variance in programs.

It starts with program AST and continues with traversing and visiting tree process using ASTVisitor. In here, the approach introduces AST data mapper rather than using raw program tree or AST directly to manipulate program which is required in the refactoring process to ease the process of data representation and rebuilding program tree. The AST data mapper stores AST information from ASTVisitor by using map with indexing key (ASTdata key written in Table 3). After mapping process, it continues to refactoring process by calling RefactoringCore() to modify or transform the program by using this datamap. S’he procedure will create final ASTdata. It will be used for rebuilding final standardized program source code and program tree representation in feedback.

Program refactoring consists of the following steps.

Step 1: removal of problematic code such as syntax error, expression error, and any other with tag problem in ASTdata by problem binder which processed while...
traversing the program using AST and mapped into AST\textit{data} mapper. The problem binder takes advantage of parser to detect syntactical problem. As an example for traversing the C and C++ program using Eclipse CDT \textit{ASTVisitor CPPASTProblem}.

Step 2: identifying and removal of unused function in \textit{AST\textit{data}}. This task deletes its related elements by using start–end index of the node which is already mapped in \textit{AST\textit{data}}.

Step 3: reordering function calling sequences. In this case, main function will become first function call in sequence as the rule of program. The process continues to detect other call function by creating \textit{AST\textit{root}} data mapper. It only targets root type of the node with the root tag filter or classifier. The node is considered as a root node according to flag root detail in Table 3. The result of transformation can be seen from transformation from original AST into root AST.

Step 4: the final step is producing a final standardized program from \textit{AST\textit{root}}.

4.5.2. Program Matching. The program matching process requires two program trees as an input which are the student program and model program \textit{i}. Both programs are already standardized automatically by the system in the previous process to achieve same structure as one-rule policy in process of program matching.

In program matching, AST simple tree matching is chosen to compare program AST which takes advantage of dynamic programming to calculate maximum node-pair between compared tree program with semantic similarity [29]. However, this algorithm has an issue with overhead memory as it does the code changes when code variance occurred in matching process to make the variance for both compared programs unified. It is also stated in the result test that some code changing activity fail in the process. This will impact the matching similarity accuracy score. Finally, we have improved the approach with AST simple tree matching algorithm, as shown in Algorithm 3.

The algorithm is modified to use advantage of AST tag classifier concept which can be implemented by the method in program AST traversing with any parser. This will solve the overhead and the variance issues.

The improved program matching algorithm has two steps:

Step 1: both programs will be mapped into \textit{AST\textit{Map}} which contains key information. It uses root node \textit{r} which is already ordered by following the rule in the standardization process. Tag and node are used as matching parameters. \textit{Tag\textit{Map}} is used to take advantage of the AST tag classifier in tag matching comparison. \textit{GlobalNode\textit{Map}} and \textit{LocalNode\textit{Map}} are used for node element which will be considered equal if encountered in the same tag in the same root node position.

Step 2: after both program trees are mapped into \textit{AST\textit{Map}}, the process will invoke \textit{Similarity\textit{Matching}()}. Every index data in map will be compared and paired. Accumulate the global \textit{Tag\textit{Map}} and compare \textit{GlobalNode\textit{Map}} with \textit{LocalNode\textit{Map}} per indexed data in \textit{AST\textit{Map}}. Next process is to encounter the exact tag to be compared with it pairs and add into \textit{Tag\textit{Map}} in tag matching task. \textit{LocalNode\textit{Map}} used for detection of the identical node in node matching. As stated before, as long as the node follows the same tag and position it will be considered as equal otherwise it will add pattern to find the matching target invoking recursive \textit{Similarity\textit{Matching}()} call. For every matching node with same position in local A and B will increase node similarity and pattern count. Total accumulate \textit{ns} will be compared to maximum node coverage of both programs. Finally, the final score can be calculated based on how many maximum nodes are covered by \textit{ns} in the grading process.

5. Experimental Analysis

5.1. Dynamic Grading. In dynamic grading, testing conduct with 2 tasks in Table 4. The concurrent process is used to measure system capability to handle concurrent grading process when students finalize their submission at the same time.

| Assignment name | Main goal |
|-----------------|-----------|
| Task 1 | Calculate numbers (data) | Calculate \( n \) of \( i_0 \) data |
| Task 2 | Reverse fibonacci number | Print \( n \) reversed fibonacci number |
| Task 3 | Coin changing | Consider the problem of making change for \( n \) cents using the fewest number of coins |
| Task 4 | Bitonic tour | Input: \( n \) Points: \( v_1, \ldots, v_n \) on a plane with different \( x \) coordinates; \( d_{ij} \) distance between any pair of points \( (v_i, v_j), i \neq j \); output: a bitonic tour with smallest distance |

### Table 5: Dynamic grading result.

| Assignment | Grading feedback | Result | Average execution time (ms) |
|------------|-----------------|--------|-----------------------------|
| Task 1     | Yes             |        | 20                          |
| Task 2     | Yes             |        | 136                         |

### Table 6: Static programming assignment example.
Table 7: General testing solution program condition.

|          | LOC | Function | Max node | Unused node | Transform node | Program efficiency improvement rate (%) |
|----------|-----|----------|----------|-------------|----------------|------------------------------------------|
| Solution 1 | 12  | 1        | 40       | 6           | 38             | 1.9                                      |
| Solution 2 | 48  | 7        | 94       | 43          | 49             | 52.128                                   |
| Solution 3 | 55  | 9        | 182      | 24          | 158            | 13.19                                    |
| Solution 4 | 120 | 14       | 424      | 35          | 389            | 8.25                                     |

Table 8: General testing condition.

|          | Task 1 | Task 2 | Task 3 | Task 4 |
|----------|--------|--------|--------|--------|
| No. of model program | 2      | 2      | 5      | 8      |
| Concurrent process     | 4      | 3      | 7      | 4      |

Table 9: General static grading result.

|          | Grading feedback | Analysis time (ms) | Expected result |
|----------|------------------|--------------------|-----------------|
| Task 1   | Yes              | 88                 | Yes             |
| Task 2   | Yes              | 90                 | Yes             |
| Task 3   | Yes              | 1022               | Yes             |
| Task 4   | Yes              | 678                | Yes             |

5.2. Static Grading. In static grading, programming assignment tasks are shown in Table 6. Task 1 and task 2 are reused in this testing as DGRADER offer flexibility grading assessment method change by updating the assignment configuration. The lecturer just needs to add model programs in the assignment material. Back to testing focus, each sample solution has its behaviour and condition according to Table 7 such as Line of Code (LOC), number of functions, max number of nodes (generated by traversing program AST), and number of unused nodes (code node which are not used in the program).

Standardization data present transforms result from maximum number of nodes to number of transform nodes as automatic transform by program standardization in the system. The number of transform nodes implies the efficiency of the standardized program. The program efficiency improvement rate can be calculated by comparing original maximum number of nodes and number of transform nodes. For example, solution 2 data showed significant 52.128% program efficiency improvement.

Based on Table 8 as the testing condition, the result is shown in Table 9. All solution submitted successfully gives grading feedbacks and results. Expected result means that every variance tolerant achieve full 100% mark as it uses tag from the AST classifier. It makes every variation occurred in the program solved or tolerated as long as it has true condition from tag and node matching in program matching. The expectation of testing by manual assessment produced. Finally, static grading approach implemented in DGRADER can be found reliable as it is giving good precision of grading score and is also proved by manual assessment.

5.3. Reliability and Grading Precision Testing. This testing is focused in reliability of the final grading score in the static grading assessment. In here, assignment “reverse Fibonacci number” in the previous assignment sample is chosen. The approach uses 1 solution submission and sees its comparison with 4 models (chosen) provided in the assignment. Solution and model programs are shown in Figure 4. The solution program is chosen solution 2 in the previous test, and its condition can be seen in Table 7, and model condition is listed in Table 10.

In here, testing activity hypothesis for model 1 and model 2 will give perfect grading score in the final result. Both the models are nearly same to program solution and also its algorithm which used recursive function to do the job for printing reversed Fibonacci number. The purpose is to check the reliability and precision of logically similar programs by manual assessment. Model 3 is actually .cpp program which uses array approach, and model 4 uses more variables to save values for producing reversed Fibonacci number without recursive function call. They adopt different algorithms to the student solution.

It is clearly evident from Table 11 that similar nodes of solution to models 1 and 2 have 100% final coverage. As stated before, model 1 and model 2 are not exactly the same to the solution. The perfect coverage achieved by variance tolerance successfully tolerates the code variance issues in program matching process. Variance type divided into 3 categories is used based on 9 listed code variance issues in Table 1. In here, the division is based on their related impact into the issue listed variable (name), function (invocation or call, expression, naming), and control structure (compound statement, redundancy, structure order, code format, and algorithm).

Starting analysis with model 1 which is nearly the same, but program solution has code structure data [int x*, int y*]. In matching, the pattern increased as it tries to find the node first related to the code with ending in not finding any possible node related to that code. In here, matching still processed and ignored as tolerant in the control structure as the code categorized to impact in the compound statement.
and structure order. It also occurs function naming variance print() and fib() in model compared with printReversedFib() and f() in solution which are successfully tolerated as it is expected to be considered the same. Left remaining codes are exactly the same with solution, which means similarity node coverage of program solution and model 1 is perfect. It covers 81 nodes of model 1 program with 100% (tolerate all variances) in final coverage.

In model 2, there exists variable variances of node x which is node n in program solution. In matching process, it is found that x corresponds to node n for the following code. The matching process considered in this node is the same as

![Figure 4: Feedback result of program matching trace analysis.](image-url)

```c
#include <stdio.h>
#include <math.h>
int main()
{
    int x;
    scanf("%d", &x);
    printReversedFib(x);
    return 0;
}
int printReversedFib(int n)
{
    if(n<=1)
        printf("%d ", f(n));
    else
        printf("%d ", f(n));
    printf("n");
    return 0;
}
int fib(int n)
{
    if(n<=1)
        return n;
    else
        return fib(n-1) + fib(n-2);
}
```
expected, as algorithm uses the AST tag classifier in nodes. Besides, structure variance occurs as declaration of $x$ inside main() compared to program solution which is global variable. The matching process is also successful to tolerate this variance and gives similarity 64 node coverages perfectly as expected.

However, models 3 and 4 as expected have low final coverage because both are completely different. The major factor is because both models have distinguished control structure such as algorithm, code format, and related factor which is categorized in this category. Model 3 as stated before is .cpp but the system still is capable to compare .c program solution with this model which is a plus point. Models 3 and 4 use different approach from solution that uses recursive method. It impacts the matching process which gives less node coverage and tolerant percentage. The issues can be solved by providing more template program to the system for assignment problem. Finally, final grading score still gives correct score as expected.

### 5.4. Case Study Similar Program Comparison Analysis

The columns in Table 12 refer main features of this objective comparison parameter. From the above parameter, we compare DGRADER as our web-based automatic grading system with the other similar programs which provide flexible grading analysis.

The first key element for comparison analysis is programming language support. Marmoset and Web-CAT are strong in this aspect as they support multilanguages.

### Table 10: Model program condition.

|        | LOC | Function | Max node | Variable | Function | Control structure |
|--------|-----|----------|----------|----------|----------|-------------------|
| Model 1 | 48  | 3        | 81       | 2        | 2        | 1                 |
| Model 2 | 48  | 3        | 64       | 1        | 2        | 1                 |
| Model 3 | 25  | 2        | 98       | 1        | 1        | 2                 |
| Model 4 | 22  | 1        | 105      | 4        | 0        | 2                 |

### Table 11: Static grading precision result.

|        | Similarity node | Max node | Final coverage (%) | Variable (%) | Function (%) | Control - Structure (%) | Total pattern matching process |
|--------|-----------------|----------|--------------------|--------------|--------------|--------------------------|-------------------------------|
| Model 1 | 81              | 81       | 100                | —            | 100          | 100                      | 394                           |
| Model 2 | 64              | 64       | 100                | 100          | 100          | 100                      | 387                           |
| Model 3 | 13              | 98       | 13, 26             | 100          | <10          | <20                      | 137                           |
| Model 4 | 14              | 105      | 13, 33             | 100          | <20          | <20                      | 159                           |
| Total pattern Precision matching | 1077 | >98 |

### Table 12: Existing similar program comparison (main features).

| Approaches | Supported languages | Complex multifiles analysis | Platform | Work mode | Grading metric | Static |
|------------|---------------------|-----------------------------|----------|-----------|----------------|--------|
| Cellidh    | Java, C++           | No                          | Web      | Standalone, competitive learning | Code correctness |        |
| ASSYST     | C/C++               | No                          | Web      | Standalone, competitive learning | Code correctness, run time check | Code analysis, complexity matrices |
| Marmoset   | Multilanguage       | No                          | Web      | Standalone | Code correctness | Code analysis (model) |
| Web-CAT    | Multilanguage       | No                          | Web (Java) | Standalone, plugins | Code correctness, completeness | Validity check (model) |
| eGrader    | Java                | No                          | Desktop (Java) | Standalone | Code correctness | Structure matching (model) |
| AutoLEP    | C/C++               | No                          | Desktop (C#) | Standalone | Code correctness | Similarity matching (model) |
| Quimera    | C/C++               | No                          | Web      | Standalone, competitive learning | Code correctness | Code quality and accuracy (model) |
| DGRADER    | C/C++, Java         | Yes                         | Web (Java) | Standalone, API services, competitive learning | Code correctness, run time check | AST similarity matching (model) |
The second one is complex multifile program analysis feature. Only DGRADER provides complex multifile program analysis for the user to solve one programming problem within more than one modules, libraries, or files. It improves flexibility to solve complex problems with an efficient approach without rewriting program if some libraries exist.

In platform perspective, web platform has become popular consideration rather than becoming a local tool such as AutoLEP and eGrader. Nowadays, everything can be accessed online easily by using browser or mobile device which increases the portability which adds value for flexibility scale.

Next on aspect of work mode, common tools only work as standalone or specific usage. Web-CAT provides plugin for their integration with other platform which require installation. Only DGRADER can work as standalone or integrated with other system by providing its API services which potential for widespread usage. It also delivers with MOOCs with user course management and programming contest platform as feature to support competitive learning. Cellidh, ASSYST, and Quimera also support this competitive learning. It is purposed to increase interest of the user as the content in the system can become user content based.

In grading metrics, compared tools provide flexible grading analysis, which are dynamic and static. However, each approach is different as listed. In dynamic approach, it can be generalized that all approaches are tested with code correctness by using test case input and the output is compared with the expected output. In static, there are various approaches using code analysis. DGRADER uses AST similarity matching with model programs. The approach with model is popularly used by the existing tools. This model is more practical and easier to be measured but requires more models to increase the accuracy and grading precision.

The columns in Table 13 refer the scoring features of this objective comparison parameter. DGRADER comes with various result analyses as their instant feedback and scoring. Instant feedback includes error explanation if any error occurred specially in dynamic grading. In static grading assessment, present feedback such as linked-fused program source, standardized program source, and mapped into AST data map can be read by the user in result analysis. It also presents transformed graph structure to see change by automatic standardization process, function call sequence, AST visualization of program, and matching trace analysis.

Final scoring provided both in number range 0–100 and categorical score with stars to make the system more interactive. User ranking also provided to stimulate usage and improve user programming and problem solving skill through the reward system with point and level. Plagiarism detection feature is also considered in this scoring feature as it will impact the final grading score. In these compared tools, only Cellidh, ASSYST, and our tool DGRADER provide this feature. The programming assignment creator also can enable plagiarism detection features.

Finally, all comparison analysis can measure to see improvement of each compared tools. Back to DGRADER, our tool currently limited programming language as listed. However, API services will be potential for future development of cross platform integration which means more support of programming language and other features. DGRADER also provides meaningful and informative feedback with novelty complex multifile program analysis feature.

### 6. Conclusions

In this paper, we have presented a novel technique to handle complex multifile program with flexible static and dynamic grading. It is implemented practically as an automatic grading system platform called DGRADER. In order to deal with multifiles program, the dynamic analysis process takes an advantage of the compiler in linking process to compile complex multifile program. The static analysis process uses the presented complex multifile program linker-fusion algorithm which parsed preprocessor from program AST to find other external sources. It is successful to link and fuse elements in external sources which are used in the main program. In static analysis, code variance issues in program matching are tackled by the improved algorithm of AST simple tree matching. The AST tag classifier creates tolerant factor of variances from the compared node of solution and
model programs. Program standardization also contributes to transform the program by following the rules in program matching. The results have shown good accuracy in final grading precision as expected in the case of sufficient model programs.
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