Translocation of short and long polymers through an interacting pore
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We perform two-dimensional Langevin dynamics simulations of electric-field driven polymer translocation through an attractive nanopore. We investigate the effect of the location of the attractive region using different pore patterns. This is found to have an impact on both the translocation time as a function of the chain length and on the polymer entry frequency. We qualitatively compare our results to available experimental data.

I. INTRODUCTION

The passage of a molecule through a pore connecting two regions, known as translocation, is involved in many biological processes. Examples include the transport of RNA molecules through nuclear pores between the nucleus and the cytoplasm of the cell\textsuperscript{7} and the insertion of proteins in the membrane of cell components\textsuperscript{2}. Today it is also the basis of technological applications, such as using pores as sensors for fast molecule sequencing\textsuperscript{3–5} and as molecular sieves\textsuperscript{6}.

In 1996, Kasianowicz \textit{et al.}\textsuperscript{3} established what is today the standard experimental method for studying the translocation of a macromolecule through a nanopore. A system composed of two distinct volumes connected only by the pore is filled with an ionic solution. The macromolecules to be translocated (polymers in our case) are placed in one or both volumes. Applying an electrical voltage across the pore causes a stable ionic current to flow through it. The presence of a polymer inside the pore reduces the available volume for the flow of ions, causing the measured current to decrease. Measuring the time intervals between current blockades allows the determination of the frequency at which a polymer enters the pore. The duration of the blockade gives the time it spends inside.

Through the numerous studies devoted to polymer translocation, a variety of parameters have been shown to have a possible influence on the process depending on the conditions: If the pore diameter is smaller than the size of the polymer coil, the confinement of the polymer in the pore induces a loss of entropy which resists to its entry but helps its escape\textsuperscript{7,8}. An external force may be applied to drive the polymer through the pore. In the case of a charged polymer, the force results from the applied electric field\textsuperscript{9–11}. Such a driving force may also come from a difference of polymer concentration\textsuperscript{12} or solvent quality\textsuperscript{13,14} between the two compartments connected by the pore. Depending on the charge of the pore walls, there might exist an electro-osmotic flow which can either help or resist the polymer translocation. This effect is expected to be an important effect in synthetic pores\textsuperscript{15,16}, which may be highly charged, but the relevance to biological pores, such as α-hemolysin, is still debated\textsuperscript{17–19}. Since the electro-osmotic flow depends on the external-field strength, it is difficult to isolate the effect of electro-osmosis when translocating charged polymers in an external field. Finally the polymer may interact with the pore. This interaction contains at least a steric part which prevents the polymer from penetrating the pore walls\textsuperscript{20}. In some cases specific repulsive or attractive interactions also exist between the polymer and the pore, which have been shown to have a great influence on the translocation process\textsuperscript{20–23}.

Here we use a simple two-dimensional model for the translocation of a charged polymer moving through an interacting channel. In this study we shall concentrate on the effect of an attractive interaction with the pore and the effect of the external field. The simplicity and the two-dimensional nature of our model prevents us from any direct comparison with experiments, our results do however exhibit common qualitative features with experimental data, which will be discussed below.

Translocation experiments use either biological or synthetic solid-state nanopores. The most commonly used biological pore is α-hemolysin\textsuperscript{24}. This pore exhibits both a geometrical and electrical asymmetry. It consists of two pieces of roughly equal length (≈5 nm): a spacious vestibule connected to a narrower stem. In standard pH conditions the stem has a negatively charged ring at its outer extremity, while the rest of the pore is globally neutral\textsuperscript{17}. Henrickson \textit{et al.}\textsuperscript{9} and Gibrat \textit{et al.}\textsuperscript{25} measured the entry frequency of negatively charged polymers (single-stranded DNA\textsuperscript{9} and dextran sulfate sodium\textsuperscript{25}) during translocation through α-hemolysin as a function of the applied voltage. They considered both the case where polymers enter the pore from the vestibule side and the case where they enter from the stem side. The blockade frequencies were found to be always greater on the vestibule side in the voltage range they explored. Two reasons were suggested to explain this result: Firstly, the larger diameter of the vestibule entry reduces the loss of entropy necessary for the chain to enter the pore\textsuperscript{9,25}. Secondly, the negative extremity of the stem acts as a repulsive region for a negatively charged chain (while it would be an attractive region for a positive chain)\textsuperscript{9}. These two mechanisms contribute to make entry of negatively charged polymers easier from the vestibule side of α-hemolysin. While Henrickson \textit{et al.}\textsuperscript{9} did not distinguish between these two contributions, Gibrat \textit{et al.}\textsuperscript{25} ...
considered the easier entropic confinement to be mainly responsible for the greater polymer entry frequency on the vestibule side. Nevertheless, it has been shown experimentally that a modification of the charge distribution in the α-hemolysin pore dramatically affects the entry frequency of ssDNA. Such an effect has been observed regardless of which side the polymers enter, vestibule or stem side. The entry frequency was affected even when the charge was modified in a region of the pore that was not expected to influence chain insertion. The Debye length represents the distance over which an electrostatic interaction is thought to be screened by ions in solution. Surprisingly it was found that a modification the charge located further than a Debye length from the pore entry still had a significant effect on the polymer entry frequency. It has been suggested that the head part of the polymer could explore the pore more quickly and deeply than previously thought before being sufficiently inserted to provoke a detectable current blockade. In this paper we test the entry of a polymer into a pore with a symmetrical shape but an asymmetrical interacting pattern. We show that an asymmetrical interaction alone can lead to significant differences in the probability of chain entrance. This probability depends on which side the polymer enters.

We also investigate the dependence of the polymer translocation time \( \tau \) on the chain length \( N \). Meller et al. performed the translocation of single-stranded DNA through α-hemolysin from the vestibule side. They identified two regimes in the chain length dependence of the translocation time, according to whether the polymer is sufficiently short to be accommodated as a whole inside the pore (stem) or not. In particular, they found that the mean translocation speed per monomer is constant for chains longer than the pore size. This observation was supported by a theoretical model based on the transport of the polymer through the free-energy landscape it experiences during the process and by Langevin dynamics simulation. The model used contains the contributions of entropy, external driving force, as well as a polymer-pore interaction. The difference between the two regimes is attributed to an additional entropic contribution in the case of long chains from the portion of the chain that cannot be accommodated in the pore.

Reiner et al. reported the translocation of poly(ethylene glycols) (PEG) polymers through α-hemolysin from the stem side. Whilst PEG is a neutral polymer, under certain circumstances it can coordinate cations in ionic solution and therefore behave like a positively charged chain. Reiner et al. considered these captured cations to be responsible for an attractive interaction between the PEG and the α-hemolysin pore. In contrast to Meller et al., Reiner et al. described their results with a single free-energy barrier model, regardless of the chain length, short or long. They assumed the translocation time to be overwhelmingly dominated by the time it takes for the polymer to escape from the pore. The barrier the chain must overcome to escape results from the dominance of the pore attraction over the external driving force and the entropy gain due to deconfinement. Both the single and two-regime models mentioned above take the pore as fully interacting, ignoring the asymmetry of the pore. However it has been shown experimentally and numerically that the location of the interacting region can also have a great effect on the translocation time. In this article we perform simulations in order to test the existence of a single regime or several regimes in the relation between the translocation time and the chain length. In particular we explore the effect of the position of the interacting region within the pore. We confirm that, whatever the pore pattern, a crossover exists in the \( N \)-dependence of \( \tau \). We reexamine the experimental data from ref. and identify the crossover. As already noted in ref., the transition distinguishes between short chains, where all monomers can reside together in the pore, and longer ones. Nevertheless, we do not use the entropic argument previously used by Matysiak et al. to explain the difference between the two regimes and propose our own interpretation.

The chronology of a translocation event gives us some further insight into the mechanisms at work. In particular, in addition to the contributions of entropy, external force and pore attraction, we highlight the importance of a crowding effect in the polymer chain. We show that the collective movement of the monomers, which must move together in a one direction for the chain to progress, plays a significant role when the external driving force acting on the chain is not too strong.

### II. SIMULATION METHOD

The results presented here come from two-dimensional simulations performed using the ESPResSo simulation package. The simulation system and the parameters values follow closely the work of Luo et al. and Cohen et al.

The polymer is modelled by a self-avoiding bead-spring chain, each bead representing a monomer. The excluded volume interaction between monomers is set by a purely repulsive truncated Lennard-Jones potential:

\[
U_{nm}^{LJ}(r) = \begin{cases} 
4\epsilon_{nm} \left[ \left( \frac{r}{\sigma} \right)^{12} - \left( \frac{r}{\sigma} \right)^{6} \right] & \text{if } r \leq r_{nm}^c \\
U_{nm}^{LJ}(r_{nm}^c) & \text{if } r > r_{nm}^c
\end{cases}
\]

where \( r \) is the distance between consecutive monomers, \( \epsilon_{nm} \) is the potential depth and \( \sigma \) the monomer diameter. The cutoff distance \( r_{nm}^c \) is set to the potential minimum to eliminate the attractive part, giving \( r_{nm}^c = 2^{\frac{1}{6}} \sigma \). The chain connectivity is maintained by a FENE potential:

\[
U_{nm}^{FENE}(r) = -\frac{1}{2} k_m^2 \ln \left[ 1 - \left( \frac{r}{r_{max}} \right)^2 \right]
\]
where $k = 30\epsilon/\sigma^2$ is the spring stiffness and $r_{\text{max}} = 2\sigma$ the maximum distance between consecutive monomers. These parameter values lead to a mean bond length equal to $\sigma$. All the beads are identical and carry unit charge.

The pore and membrane walls consist of static beads separated from each other by a distance $\sigma$. The pore length is $L = 25\sigma$. The distance $D = 2.25\sigma \approx 2 \times 2\frac{1}{2}\sigma$ between the centres of the wall beads ensures that there is a strong energetic penalty for any significant deviation of a monomer from the central axis of the pore, ensuring single-file translocation (see figure 2 for snapshot). This restriction is not a problem, since the model may be considered to be a coarse grained version of the real polymer, and as long as the pore is narrow enough, the model monomers may be considered to be blobs in the de Gennes picture. We define two types of bead (A and B) which have different interactions with the polymer. All the beads in the membrane walls are of type A. The channel walls are symmetric about a median axis and can be made of beads of type A or B (Fig. 1).

The interaction between a monomer and a bead of type A or B is again described by a truncated LJ potential but with parameters $(\epsilon_{mA}, r_{mA}^e)$ and $(\epsilon_{mB}, r_{mB}^e)$ respectively. A type A bead acts as a purely repulsive site for a monomer; we set $\epsilon_{mA} = \epsilon_{mm}$ and $r_{mA}^e = r_{mm}$. A type B bead is an attractive site, thus we choose $\epsilon_{mB} = \epsilon_{mm}$ and $r_{mB}^e = 2.5\sigma$ to ensure the existence of an attractive part. Finally, each monomer inside the pore experiences a driving force $\vec{f}$ directed along the pore axis simulating the effect of the external electric field.

The equation of motion of a monomer $i$ can be written:

$$m\ddot{r}_i = -\nabla U_i + \vec{f} - \zeta \dot{r}_i + \vec{\eta}$$

where $m$ is the monomer mass, $U_i$ is the sum of the interactions from the other monomers of the chain and from the wall beads on the monomer $i$, $\vec{\eta}$ is a random force mimicking the thermal agitation caused by collisions with the solvent molecules, and related to the friction coefficient $\zeta$ by the fluctuation-dissipation theorem\textsuperscript{37}. For $\vec{\eta}$, we use the Langevin thermostat provided by the simulation package to set the system temperature $T$.

Every run begins with an equilibration phase, during which one end of the polymer is fixed at the pore entrance while the rest of the chain is free to fluctuate. As we do not consider any hydrodynamic interactions, we take the time for the polymer to relax to equilibrium as the Rouse time $\tau_R \sim N^{1.2}$. The first bead is then released and the process is monitored. Each data point reported here results from averaging over 2000 independent simulations, at least in the region of interest.

In the molecular dynamics simulations all quantities are expressed in terms of an energy scale $\epsilon_{mm}$, a length scale, $\sigma$, and a mass scale, $m$. In terms of these parameters, the time scale is defined by the time unit $t = (m\sigma^2/\epsilon_{mm})^{1/2}$. The temperature is given by $k_B T = 0.85\epsilon_{mm}$ and the frictional coefficient $\zeta$ is set to $0.7m/\nu t$. The driving force on a monomer in the pore is set to $f = 1.0\epsilon_{mm}/\sigma$. The parameter values were chosen to be in the range typically used in the literature\textsuperscript{21,35}. It is difficult to relate the results directly to an experimental setup of a polymer with a particular voltage and charge per monomer, since the simulation groups different types of interaction together. For example an electro-osmotic flow within the pore would, at the level of our simulation, also appear like a charged polymer in a field. The interest of the simulations here are to gain some qualitative insight. However, if one where to take $\epsilon_{mm} = 35$ meV\textsuperscript{39}, $\sigma = 0.35$ nm\textsuperscript{40} and $m = 44$ amu as the PEG monomer binding energy, length and mass respectively. We would have a temperature of about 20°C and a force of about 13 pN per monomer in the pore.

### III. RESULTS AND DISCUSSION

#### A. Probability of Entry

The frequency of blockade events depends on both the electric field and on which side the polymer enters from\textsuperscript{9,25}. The time between blockades may be broken down into three parts. The first is related to the time it takes a polymer to diffuse in the solution to the region of the pore entrance. For narrow pores, such as considered here, once the polymer has arrived near the pore, it must position itself such that one end is presented to the pore entrance before it can enter. The second part
corresponds to the time for this to happen. Lastly, for there to be a blockade, the polymer must overcome any free-energy barrier and enter the pore for a time long-enough for there to be a measurable drop in the current. This blockade event may or may not correspond to an actual translocation. The first step should not depend on the pore or the applied electric field. The second step could depend on the electric field strength, as the field is expected to extend weakly beyond the entrance of the pore, and is sensitive to hydrodynamic effects. However, one expects that only the third step depends on the detailed nature of the interior of the pore. The third step is the most amenable to simulation, and the first two steps are both independent of which side the pore enters. In what follows we concentrate on this third step.

In order to test the effect of an asymmetric interaction on the polymer entry frequency, each wall of the pore we use consists of an attractive part made of type B beads, on a length $l = 13$, completed by $L - l = 12$ purely repulsive type A beads. In the rest of this paper, when using this asymmetric pore, the pore side made of type B beads will be naturally referred to as the pore attractive side, while its other end will be referred to as the repulsive side, for the sake of simplicity.

The probability that the polymer enters the pore from an initial configuration with a monomer in the pore entrance has been extracted from our simulations for several chain lengths $N$ and one value of the external force $f$, in both the case where the polymer initially faces the pore attractive side and the case where the polymer faces the pore repulsive side (Fig. 3a). It must be noted that in experiments a criterion is adopted to distinguish between current blockades due to the presence of a polymer in the pore and current variations due to the noise of the system. One or both of the following criteria are commonly used: the current drop must be sufficiently strong and/or its duration must be sufficiently long. These criteria in themselves cannot distinguish between polymers which translocate and polymers which exit from the side they entered. In order to perform an analysis comparable to what is done experimentally, we shall only consider that the polymer succeeds in entering the pore when it dwells more than a minimal time $t_{\text{min}}$ inside the pore. We choose $t_{\text{min}} = 80t$ to obtain a selection criterion comparable with experiments of Reiner et al.

Our results (Fig. 3a) show that, for each chain length, the probability of observing a current blockade is greater on the polymer entry side, although an overwhelming majority of events (more than 95%) are still translocations. This reveals that the entropic cost to confine the first monomers and dwell more than $t_{\text{min}}$ in the pore does not depend on the chain length in this range. It is also of interest to check the proportion of failed events (where the polymer exits from the pore on the same side it entered) in the total number of recorded current blockades as a function of the polymer entry side (Fig. 3b). It appears that, for the chosen value of $t_{\text{min}}$, all the events where the polymer entered on the pore attractive side are translocations. This is not the case on the repulsive entry side, although an overwhelming majority of events (more than 95%) are still translocations. It is likely that the proportion of failed events is involved in the nonmonotonic behavior of the residence time that has been experimentally observed for very long chains, as has been suggested.

**B. Translocation time**

The translocation process is divided into three steps: filling, transfer and escape. To allow an easier compari-
son between the different pore patterns we use, the different stages are delimited by the position of the polymer relative to the pore interacting region. The filling stage ($\tau_1$) begins with the entry of the first monomer into the pore and ends either when the interacting zone has been filled (long chain) or when the whole chain has entered this region (short chain). Then the transfer stage ($\tau_2$) lasts until the chain end enters the interacting part of the pore (long chain) or until the head monomer reaches the exit of this region (short chain). Finally, the escape stage ($\tau_3$) corresponds to the pore emptying.

1. Uniformly attractive pore

In order to highlight the main features of the translocation process, we first study the case of a pore whose walls are uniquely made of attractive beads. The mean translocation time $\tau$ and its components $\tau_{1,2,3}$ as a function of the chain length $N$ are shown in Fig. 4a. Because in this case the pore (length $L$) and its interacting part (length $l$) are equal, we shall refer to them both as the pore. Two regimes clearly appear for $\tau$ separated by a transition region corresponding to the pore size $L$, with a linear behaviour for $N > L$. The $\tau_{1,2,3}$ curves reveal that the first regime is dominated by the escape stage $\tau_3$ (and filling stage $\tau_1$ to a lesser extent), while the second regime is dominated by the transfer step $\tau_2$.

In order to enter the pore, the chain must experience a force sufficiently strong to counterbalance the loss of entropy due to confinement. This force is due to the external driving force and the pore attraction. The filling time $\tau_1$ increases with $N$ until $N = L$ because of an increasing number of beads to confine. All chains longer than $L$ contain more monomers than the pore can accommodate. For all of these chains, the filling stage corresponds to the confinement of the same number of monomers, which is the maximum number of monomers the pore can accommodate. Thus the filling time $\tau_1$ remains roughly constant for chains longer than the pore size. This reveals that, at least for long chains, the chain length does not play any significant role in the filling process which begins with one polymer end facing the pore entrance. In particular, it does not significantly affect the entropic cost to fill the pore.

During the transfer stage, the entropic and pore attraction contributions remain constant. This is obvious when the chain is sufficiently short to be accommodated as a whole in the pore. In this case, the transfer stage is just the transport of the chain inside the pore, from one end to the other. This begins when the tail end of the chain leaves the pore entrance and finishes when its head end reaches the front exit. An increase of the chain length reduces the distance it needs to cover inside the pore and increases the external force it feels, causing the transfer time $\tau_2$ to decrease until $N = L$. For chains longer than the pore size, the transfer stage is the transport of the chain tail that has not been confined during the filling step. Constant entropic and pore attraction contributions result from the entry of a new monomer at one end of the pore that coincides with the exit of a monomer at the other end. This suggests that the entropic variation when confining/deconfining a monomer is roughly independent of the chain length outside the pore. This is compatible with our observations in the range we consider. Thus a constant driving force, due to the action of the external force on a constant number of monomers, which is the maximum number of monomers the pore can accommodate, remains roughly constant for chains longer than the pore.

FIG. 4: Translocation time and its components versus chain length.
of confined monomers, is equilibrated by the attraction from the pore walls and friction with the solvent. This leads to a constant speed of transfer, i.e. a linear increase of $\tau_2$ with $N$.

The emptying stage $\tau_3$ is similar to the filling one, except that now the gain of entropy due to deconfinement and the external driving force must overcome the pore attraction for the polymer to escape. As for the filling time, the escape time first increases as the number of monomers to release increases until $N = L$.

Then, for longer chains, emptying a full pore requires roughly the same time, independently of the chain length.

Analysing the chronology of a translocation event gives us some further insight into the translocation process (Fig. 5). With our parameter values, the external force is sufficiently strong compared to the pore attraction to avoid the existence of any significant energy barrier. Adding the entropic contribution to obtain the polymer free energy could reveal a free-energy barrier in the filling stage, as it resists polymer confinement, but not in the emptying stage where it works with the electric field in helping the polymer escape. We find that considering an entropy cost of $k_B \ln \mu$ for the confinement of a monomer (where $\ln \mu$ is of order one) is not sufficient to create an entry barrier. The correction term for the polymer segment of $N_{out}$ monomers yet to enter is $(\gamma - 1) \ln (N_{out})$ with $\gamma = 0.70$, chosen to take into account the presence of the membrane wall$^{47}$. This correction would tend to make the entropy cost even smaller. It should be noted that these expressions for the entropic contribution may not be appropriate for two reasons: firstly they are scaling relations, valid for long chains, and secondly they assume that equilibrium conditions apply.

Whilst we have just shown that, with our parameters, no barrier exists in the pore emptying stage, and that it seems unlikely to find one in the filling stage, the translocations we recorded are not continuous drifts. On the contrary, we observe that, whatever the stage of the process, it consists of a stepwise stick-slip type motion (see Fig. 4). A similar observation was made in all atom molecular dynamics simulations$^{48, 49}$ during the filling stage, the number of beads entering the pore in a single forward movement increases with time (from one to eight monomers at once). The longer the part of the chain inside the pore, the greater the external force it feels, while the entropic cost and energy gain from pore attraction when a new monomer is confined remain roughly constant. Then, as the chain progresses through the pore, the stronger external driving force allows larger groups of monomers to enter in one go. Despite this increasing driving force, the waiting time between two jumps to fill the pore first increases until the first eight monomers have entered, and then decreases. While the number of monomers inside the pore is small, the external force acting on it is weak and the progress of the chain through the attractive channel is hindered by the fact that for one monomer to move forwards it must wait for the monomers ahead to move first (crowding effect). As the confined part of the chain increases, every new step requires a longer time since more monomers have to diffuse at the same time. Once a threshold number of monomers have been confined ($\approx 8$ in our example), the driving force acting on the polymer overcomes the crowding effect. The monomers ahead move fast enough to free space for those behind, allowing larger groups of beads to enter in shorter time intervals. This interpretation correlates with the observed inflexion of $\tau_3$ in the $N < L$ regime: as the pore attraction dominates the progression of short chains ($N \lesssim 15$, Fig. 4a), confining every new bead takes an increasing time until the external force becomes the dominant effect, after which the mean entry time per new monomer decreases.

The same story, but in reverse order, describes the escape stage $\tau_3$. Now the driving force and the gain of entropy due to deconfinement act against the pore attraction. If the confined part of the chain is sufficiently long, the beginning of the emptying process is dominated by the driving force. After a threshold number of monomers have been released from the pore, the confined part of the chain is sufficiently short for the crowding effect to be dominant.

2. Influence of the location of the attractive region

We perform simulations in order to investigate the effect of an asymmetric interaction between the polymer and the pore on the translocation time. We consider the half-interacting pore we previously used, with an attractive region of length $l = 13$. We simulate both the case where the polymer initially faces the pore attractive side and the case where it faces the repulsive side (Fig. 4b and 4c).
Clearly the mean translocation time is shorter, since the attractive region is shorter. The interesting effect is the difference in behaviour depending on which end the polymer enters. When the polymer enters the attractive side, a new regime appears, for chain lengths comprised between the length of the interacting region \((l)\) and pore size \((L)\). With our parameter values, the translocation time stays nearly constant in this range. On both sides of this region, no qualitative change can be observed compared to the case of a uniform interaction.

Considering the \(\tau\) components in the case where the polymer enters on the attractive side of the pore (Fig. 4b), we first note that the filling time \(\tau_1\) now reaches a roughly constant value for chains longer than the length of the interacting part of the pore. This results from the definition of \(\tau_1\), which corresponds to the filling of the pore interacting region. More spectacular changes concern the transfer and escape times. Between \(l\) and \(L\), the curve of the transfer time \(\tau_2\) exhibits a new non-linear part, while the escape time \(\tau_3\) decreases. These two results have the same origin. As the interacting region now covers only a part of the pore, a part of the chain can be located in a pore region where it feels the external force but not the pore attraction. When the polymer enters the pore on its attractive side, such a situation does not occur during the filling stage. During the transfer stage, the head portion of the chain that has already escaped from the attractive zone but not from the pore experiences an increasing driving force as it moves forward. This makes the confinement of every new bead easier and easier, leading to a decreasing mean additional transfer time per monomer for \(l < N < L\). Similarly, the emptying stage for chains with \(l < N < L\) is facilitated by the action of the external force on the head part of the chain, already outside the interacting zone but still inside the pore. This additional help, compared to chains with \(N < l\), causes \(\tau_3\) to decrease. Globally, with our parameter values, the help provided by an extra bead interacting with the external force and not with the pore is such that the reduction of the escape time balances the additional transfer time. This leads to a nearly constant value of the translocation time for chain lengths between \(l\) and \(L\). For chains longer than the pore length, once the first monomer has escaped from the pore, the number of monomers experiencing the external force remains constant. While the pore is full, the entropic and pore interaction contributions also remain constant. The transfer stage is thus completed by the linear transport of the end part of the chain which has not yet been confined and \(\tau_2\) increases linearly for \(N > L\). Finally, because all the chains with \(N > L\) must extract the same number of monomers from the pore in order to empty it, we observe once again a constant value for the escape time.

The results obtained when the polymer enters on the repulsive side of the half-interacting pore are shown in Fig. 4c. Even if a region still exists where the external force acts on the monomers unbalanced by the pore attraction, all the curves exhibit a monotonic behaviour, in contrast with the previous case. The resulting extra force now contributes to the \(\tau_{1,2}\) steps. The acceleration it provides when one monomer is added to the chain is not sufficient to balance the additional filling and transfer times endured.

If the total chain length did not have any significant impact on the chain progression once the chain is long enough, we would have expected \(\tau_3\) to be constant for \(N > l\). This is not the case: \(\tau_3\) still increases above \(l\), albeit more and more slowly reaching a constant asymptote. We conclude that the total chain length does have an influence here. We examine the converse situation, i.e. the entry stage on the pore attractive side (Fig. 4b). Even if the effect is smaller, \(\tau_1\) also shows a slightly increasing part above \(l\). We deduce that the effect of the chain length is not entropic in nature, because it slows both the polymer entry and escape. It is rather a manifestation of the crowding effect between the monomers, which dominates the chain progression at the beginning of the filling stage and at the end of the emptying stage. Our observation reveals that this crowding effect not only involves the confined monomers but also the monomers located near the pore entrance, whose movements are correlated with those of the inserted part of the chain. Monomers located further in the chain structure outside the pore, if they exist, are sufficiently decorrelated from those inside the pore to have a negligible influence on their movements. Hence the crowding effect saturates above a certain chain length.

3. Comparison with experiment

We must first recall that experimental data in references\(^{10,18}\) relate to the time the polymer spends inside the pore, and do not distinguish on which side the polymer escapes. The discussion above only dealt with translocation events. In this section we show our results for the dwell time as a function of chain length for all events where at least a portion of the chain resides more than a minimum time \(t_{min}\) inside the pore. Once again we chose \(t_{min} = 80\) so as to be consistent with the experimental criterion. The results for all events were quantitatively and qualitatively the same as before, reflecting the fact that we are in the strong field limit, and virtually all the polymers which enter the pore translocate. Thus in what follows we use the results shown on Fig. 4 to compare with experimental work.

Our results on the translocation of a charged polymer through an interacting pore are in good qualitative agreement with the experimental observations of Meller et al.\(^{10}\) on the transport of single-stranded DNA (4 to 100 bases) through \(\alpha\)-hemolysin. The distribution of translocation times from our simulations (Fig. 6) is qualitatively similar with the experimental distribution reported in ref\(^{10}\). This indicates that our choice of parameters is compatible with the conditions of the experiments we refer to. Meller et al.\(^{10}\) identify a crossover in the chain-
length dependence of the translocation time for a strand length \( N^* \approx 12 \) DNA bases. The DNA bases translocate in single file, just as in our simulations. They also observe a crossover for the mean pore current as a function of the chain length, and the current attenuation remains constant at its minimal value. As the current through the pore decreases when the number of monomers inside the pore increases, this indicates that the crossover corresponds to the maximal chain length which can be accommodated in the pore and contributes to the current drop. But a value of 12 DNA bases corresponds to a linear chain length of 4.8 nm\(^ {19} \), i.e. only half of the \( \alpha \)-hemolysin pore length. This suggests that the current drop is mainly due to the presence of a polymer in a limited region of the \( \alpha \)-hemolysin pore. The duration of the current blockades corresponds to the transport of the polymer through this particular region. This region can accommodate a maximum of 12 DNA bases, and thus has a maximum length of roughly 5 nm considering the confined part of the chain as totally unfolded. While the two parts of the \( \alpha \)-hemolysin pore (vestibule and stem) have roughly equal lengths of 5 nm, the narrowness of the stem part causes greater current drops in the presence of a polymer inside. Moreover molecular dynamics simulations have shown that the essential of the potential drop occurs through the stem part of \( \alpha \)-hemolysin\(^ {50} \). Thus we can reduce the translocation through \( \alpha \)-hemolysin to the crossing of the stem channel, which is assimilated to the pore we used in simulations. Our simulation results confirm the experimental observation that a crossover occurs for the behaviour of the translocation time with the chain length when the chain becomes too long to be accommodated in the pore.

We also compare our conclusions to the experimental results of Reiner \textit{et al.}\(^ {18} \) on the translocation of PEG (19 to 50 monomers) through \( \alpha \)-hemolysin (Fig. 7). These results were interpreted with a single-regime model, i.e. without a crossover in the polymer length\(^ {18} \). Reexamining their data in the light of our results, we identify the crossover between a non-linear and a linear behaviour of the translocation time with the chain length for each voltage value (Fig. 7). This transition occurs for a polymer of length \( N^* \approx 38 \) PEG monomers. By contrast with Meller \textit{et al.}\(^ {10} \), the mean pore current as a function of the chain length still decreases for chains longer than this threshold value\(^ {18} \). Taking a PEG monomer length as \( \sigma \approx 0.35 \) nm\(^ {40} \), the linear length of a chain of 38 PEG monomers is approximately equal to 13 nm. Translocation through \( \alpha \)-hemolysin is essentially equivalent to the polymer transport through the stem channel. Unfolded, such a chain would greatly exceed the length of the stem (5 nm). The diameter of the smallest part of the \( \alpha \)-hemolysin (\( \approx 1.5 \) nm\(^ {50} \)) is about four PEG monomers lengths, we expect the confined polymer to be coiled as a linear chain of "blobs"\(^ {51} \) under the voltages used in ref.\(^ {18} \). The size of a blob is determined by the channel diameter (vestibule or stem depending of its position in the pore). For chains made of more than 38 PEG monomers, the additional monomers in the vestibule add a significant additional contribution to the drop in current. This contrasts with the case of Meller \textit{et al.}\(^ {10} \), where the DNA was also extended in the vestibule. This might explain the continued decrease of the current for chains longer than \( N^* \) observed by Reiner \textit{et al.}\(^ {18} \).

\textbf{IV. CONCLUSION}

Through the simulations, we have shown the importance of the location of a polymer-pore interaction in the electric-field-driven translocation of a charged polymer. When only one of the two ends of the pore is interacting with the polymer, the probability for the chain to enter the pore is naturally greatly affected when the pore side
on which the polymer tries to enter is reversed. This is in agreement with experimental work testing the effect of a modification of the charge distribution inside the \( \alpha \)-hemolysin pore on the polymer entry frequency from a given pore side\(^{26-28} \). As well as the geometrical asymmetry of the \( \alpha \)-hemolysin pore, the asymmetry of the interaction may play a significant role in the differences observed experimentally in the polymer entry frequency depending on which end the polymer enters\(^{3,25} \). The position of the interaction also causes quantitative as well as qualitative changes in the dependence of the polymer translocation time \( \tau \) on the chain length \( N \). The qualitative behaviour of \( \tau \) with \( N \) may serve as a criterion to resolve the location of the polymer-pore interaction in experiments, although the effects may be small compared to the thermal noise. We have demonstrated that a crossover exists in the relation between \( \tau \) and \( N \), regardless of the interacting pattern. The crossover corresponds to the maximum chain length that can be accommodated in the pore. This crossover has been identified in experimental results for single-stranded DNA\(^{10} \) and for PEG\(^{18} \) translocation through \( \alpha \)-hemolysin. We have shown that the transition from a non-linear to a linear dependence of the translocation time on the chain length does not arise from the entropy as suggested by Matysiak \emph{et al.}\(^{31} \). It is rather the consequence of constant velocity transport of a portion of a long chain. The question of very long chains was out of the scope of this paper, at least for reason of excessive computational time. With our choice of parameters, we expect the linear behaviour of the translocation time with the chain length to be still valid for very long chains as it has been observed in experiments\(^{10,52} \) and numerical studies\(^{20,21,31} \) under appropriate conditions. Some of the qualitative factors of the dwell time were attributed to a crowding effect between monomers, which hinders the chain’s progress through the pore when the external force acting on it is not too strong, as is the case in many experiments. It would be interesting to study this point further.

**ACKNOWLEDGMENTS**

The authors would like to thank J. Pelta and A. Oukhaled for many useful discussions and introducing us to the problem of polymer translocation.

\(^{1} \) J. Bustamante, J. Hanover, and A. Liepins, The Journal of Membrane Biology 146, 239 (1995).

\(^{2} \) S. M. Simon and G. Blobel, Cell 65, 371 (1991).

\(^{3} \) J. Kasiannowicz, E. Brandin, D. Branton, and D. Deamer, Proceedings of the National Academy of Sciences 93, 13770 (1996).

\(^{4} \) J. Clarke, H.-C. Wu, A. Jayasinghe, L. Patel, S. Reid, and H. Bayley, Nature Nanotechnology 4, 265 (2009).

\(^{5} \) J. W. F. Robertson, C. G. Rodrigues, V. M. Stanford, K. A. Rubinson, O. V. Kratihnikov, and J. J. Kasiannowicz, Proceedings of the National Academy of Sciences 104, 8207 (2007).

\(^{6} \) J. Han, J. Fu, and R. B. Schoch, Lab Chip 8, 23 (2008).

\(^{7} \) W. Sung and P. J. Park, Phys. Rev. Lett. 77, 783 (1996).

\(^{8} \) M. Muthukumar, The Journal of Chemical Physics 111, 10371 (1999).

\(^{9} \) E. Henrickson, M. Misakian, B. Robertson, and J. J. Kasiannowicz, Phys. Rev. Lett. 85, 3057 (2000).

\(^{10} \) A. Meller, L. Nivon, and D. Branton, Phys. Rev. Lett. 86, 3435 (2001).

\(^{11} \) A. Aksimentiev, Nanoscale 2, 468 (2010).

\(^{12} \) A. G. Oukhaled, A.-L. Bla, J. Pelta, L. Auvray, and L. Baci, Phys. Rev. Lett. 108, 088104 (2012).

\(^{13} \) D. Wei, W. Yang, X. Jin, and Q. Liao, The Journal of Chemical Physics 126, 204901 (2007).

\(^{14} \) F. Kapahnke, U. Schmidt, D. W. Heermann, and M. Weiss, The Journal of Chemical Physics 132, 164904 (2010).

\(^{15} \) B. Luan and A. Aksimentiev, Phys. Rev. E 78, 021912 (2008).

\(^{16} \) B. Luan and A. Aksimentiev, Journal of Physics: Condensed Matter 22, 454123 (2010).

\(^{17} \) C. T. A. Wong and M. Muthukumar, The Journal of Chemical Physics 133, 045101 (2010).

\(^{18} \) J. E. Reiner, J. J. Kasiannowicz, B. J. Nabulo, and J. W. F. Robertson, Proceedings of the National Academy of Sciences 107, 12080 (2010).

\(^{19} \) L.-Q. Gu, S. Cheley, and H. Bayley, Proceedings of the National Academy of Sciences 100, 15498 (2003), http://www.pnas.org/content/100/26/15498.full.pdf+html.

\(^{20} \) P. Tian and G. D. Smith, The Journal of Chemical Physics 119, 11475 (2003).

\(^{21} \) K. Luo, T. Ala-Nissila, S.-C. Ying, and A. Bhattacharya, Phys. Rev. E 78, 061918 (2008).

\(^{22} \) Y.-C. Chen, C. Wang, Y.-L. Zhou, and M.-B. Luo, The Journal of Chemical Physics 130, 054902 (2009).

\(^{23} \) K. Luo, T. Ala-Nissila, S.-C. Ying, and A. Bhattacharya, Phys. Rev. Lett. 99, 148102 (2007).

\(^{24} \) L. Z. Song, M. R. Hobaugh, C. Shustak, S. Cheley, H. Bayley, and J. E. Gouaux, Science 274, 1859 (1996).

\(^{25} \) G. Gibrait, M. Pastoriza-Gallego, B. Thiebot, M.-F. Breton, L. Auvray, and J. Pelta, The Journal of Physical Chemistry B 112, 14687 (2008).

\(^{26} \) G. Maglia, M. R. Restrepo, E. Mikhailova, and H. Bayley, Proceedings of the National Academy of Sciences 105, 19720 (2008).

\(^{27} \) A. J. Wolfe, Mohammad, S. Cheley, H. Bayley, and L. Movileanu, J. Am. Chem. Soc. 129, 14034 (2007).

\(^{28} \) Mohammad, S. Prakash, A. Matouschek, and L. Movileanu, J. Am. Chem. Soc. 130, 4081 (2008).

\(^{29} \) G. Oukhaled, L. Baci, J. Mathe, J. Pelta, and L. Auvray, EPL 82, 48003 (2008).

\(^{30} \) E. Slokina and A. B. Kolomeisky, The Journal of Chemical Physics 118, 7112 (2003).

\(^{31} \) J. Kasiannowicz, A. Montesi, M. Pasquali, A. B. Kolomeisky, and C. Clementi, Phys. Rev. Lett. 96, 118103 (2006).

\(^{32} \) C. G. Rodrigues, D. C. Machado, S. F. Chevtchenko, and O. V. Kratihnikov, Biophysical Journal 95, 5186 (2008).

\(^{33} \) K. Tasaki, Computational and Theoretical Polymer Science 9, 271 (1999).

\(^{34} \) M. F. Breton, F. Discal, L. Baci, D. P. Foster, J. Pelta, and A. Oukhaled, preprint (2012).

\(^{35} \) I. A. Cohen, A. Chaudhuri, and R. Golestanian, Phys. Rev. X 2, 021002 (2012).

\(^{36} \) H. Limbach, A. Arnold, B. Mann, and C. Holm, Computer Physics Communications 174, 704 (2006).

\(^{37} \) B. Callen and T. A. Welton, Phys. Rev. 83, 34 (1951).

\(^{38} \) P. E. Rouse, The Journal of Chemical Physics 21, 1272 (1953).

\(^{39} \) H. Lee, A. H. de Vries, S.-J. Marrink, and R. W. Pastor, The Journal of Physical Chemistry B 113, 13186 (2009).

\(^{40} \) P. H. Hansen, A. N. M. Mann, and G. P. K. van der Velde, Biophysical Journal 84, 350 (2003).

\(^{41} \) P. Frarapour, A. Maleknejad, F. Varin, and M. R. Etehanghi, ArXiv e-prints (2012), arXiv:1206.1967 [cond-mat.soft].

\(^{42} \) R. M. Jendrejak, D. C. Schwartz, J. J. de Pablo, and M. D. Graham, The Journal of Chemical Physics 120, 2513 (2004).

\(^{43} \) A. Meller, L. Nivon, and D. Branton, Phys. Rev. Lett. 86, 3435 (2001).
44 K. Luo and R. Metzler, J. Chem. Phys. 134, 135102 (2011).
45 O. V. Krasilnikov, C. G. Rodrigues, and S. M. Bezrukov, Phys. Rev. Lett. 97, 018301 (2006).
46 L. I. Klushin, A. M. Skvortsov, H.-P. Hsu, and K. Binder, Macromolecules 41, 5890 (2008).
47 K. De'Bell and T. Lookman, Rev. Mod. Phys. 65, 87 (1993).
48 S. Bhattacharya, I. M. Derrington, M. Pavlenok, M. Niederweis, J. H. Gundlach, and A. Aksimentiev, ACS Nano 6, 6960 (2012).
49 D. B. Wells, V. Abramkina, and A. Aksimentiev, The Journal of Chemical Physics 127, 125101 (2007).
50 A. Aksimentiev and K. Schulten, Biophysical Journal 88, 3745 (2005).
51 P. G. de Gennes, Scaling Concepts in Polymer Physics (Cornell University Press, Ithaca, 1979).
52 A. Meller and D. Branton, ELECTROPHORESIS 23, 2583 (2002).