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ABSTRACT

Millet bran possesses good fuel quality and can be successfully used as a professional feedstock for producing solid biofuel. In this paper, a framework for developing an Artificial Neural Network (ANN) to estimate the performance of millet bran briquettes is presented by using experimental data to train, test, and validate the ANN. With the capacity of the developed multi-layer ANN, the effects of moisture content, temperature, and applied pressure on the density, durability, and impact resistance are predicted. Different cases considering three parameters as inputs to the ANN, namely, moisture content, temperature, and applied pressure were analyzed. The outputs of the ANN are the density, durability, and impact resistance for each of the input parameters separately. By comparing with the experimental values, it is shown that the ANN-based method can predict the data well with a Mean Square Error (MSE) value ~ 0.2%. Further, Multiple Linear Regression (MLR) model is used to check the efficiency of ANN prediction from which it is shown that the proposed ANN-based method provides useful guidance for the prediction of the physical parameters efficiently, with the least deviation and high accuracy.
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1 Introduction

Nearly up to three billion people worldwide cook using fuel wood daily [1]. In the search for an alternative source of energy, biomass is considered as an important renewable energy source because of its appealing properties, such as lower production cost, less greenhouse, and acidic gas emissions. The conversion of energy from the biomass does not demand a unique process to be executed; instead, several processes are available for this underlying conversion [2]. Examples include direct combustion, gasification, pyrolysis, anaerobic digestion, hydrolysis, hydrogenation, and fermentation. This aspect brings intense interest among the researchers to interrogate several aspects of the biomass energy conversion systematically. An overview of the available technologies to produce heat, electricity, or other products like...
ethanol composites, absorbents from rice husks, and rice straw has been well documented in the reported review [3]. It may be mentioned in this context here that briquettes have gained huge popularity to the community, attributed primarily to their advantages over the traditional cooking means of charcoal and firewood [4]. Albeit a closer inspection of the pertinent literature largely vouches for the documentary proof of the uses and development of briquettes as well as the briquetting technology [5], several pieces of research focusing on the different aspects of biomass briquettes have been conducted as well [6–8]. Mani et al. determined the mechanical properties of wheat straw, barley straw, corn stover and switchgrass by the application of compressive forces, particle size and moisture contents [6]. Kaliyan et al. helped to determine the important process parameters to produce strong and durable biomass pellets, briquettes and cubes. The strength was determined by parameters such as compressive resistance, impact resistance, and water resistance [7].

In India, the average waste millet straw generated every year ranges in tons, and most of the straws are either abandoned in the field or burnt away [9]. Biomass densification into briquettes results in an increase of energy density and minimizes particulate emission per unit volume of fuel transported and, at times, improves the combustion efficiency [1,10,11]. Muazu et al. provided the study on blending of different types of biomass. This helped to improve the properties such as compressive strength, durability and mass loss due to impact of densified biomass briquettes [10]. Properties such as ash content, heating value, and physical properties (e.g., durability or impact resistance, density, and compressive strength) affect the combustion and handling issue of the biomass briquettes [12]. Ash content and heating value are feedstock dependent, whereas durability, impact resistance, density, and compressive strength depend on the briquetting conditions. The quality of briquettes made is also dependent on several parameters like density, drop resistance, calorific value, and resistance to water absorption [13,14]. Yank et al. used rice husks to make briquettes and the physical properties (density, moisture content, calorific value, durability, and compressive strength) were tested to identify the briquettes with the highest quality [1]. From the preceding discussion, it is easily perceptible a complex and non-linear relationship among the input parameters, which, in turn, necessitating an expensive computational approach or statistical method to predict the performance of millet bran briquettes. Application of the ANN approach to predict the performance in various processes of biomass energy conversion could be an interesting proposition, primarily attributed to its high accuracy.

In recent years, artificial neural network (ANN) has emerged as an efficient, quick and accurate problem-solving method because of its ability to establish complex relationships between input and output values without any physical relation and system non-linearity. At the same time, a multi-layer feed-forward neural network has become an alternative to present the statistical techniques for data fitting and functional approximations [15,16]. The use of artificial neural network (ANN) in the field of mechanical engineering is being considered from the last decade, and its applicability is getting gradually increasing prominence as well. It is important to mention here that ANN is becoming quite popular in the field of thermal engineering [17–20], albeit remaining sparsely explored in the paradigm of renewable energy systems [21]. In this study, ANN as an approach is used to predict the physical conditions such as density, durability, and impact resistance, which are influenced by the parameters viz., the moisture content, temperature, and applied pressure of millet bran briquettes. A limited study on the prediction of the performance of briquettes made from millet bran is the motivation behind this study.

2 Artificial Neural Network

Artificial Neural Network (ANN) is a non-linear data processing device, which is built from interconnected processing units known as neurons and illustrated in Fig. 1. Neurons are the units that handle the computation in an ANN model (Fig. 2). They are interconnected and operate in parallel. The ANN model is data-driven and where it learns from the data (example), where input and output are fed to the model. The input and output layers are connected with neurons in which the hidden layer falls in between the layers. Each connection carries weight, and it is multiplied by the input.
Figure 1: ANN diagram representing 3-10-10-1 structure

Figure 2: An artificial neuron containing elements like weights, bias, connections, and functions

This product and external bias is added and passes through the transfer function, also known as activation function consisting of algebraic equations. Every ‘connection’ between a node in one layer to the node of next layer has a ‘weight’. It can be of positive or negative value and represents how strongly the source node influences any particular node to which it is connected. Next, a ‘bias’ value which can be either positive or negative is assigned to every node in the next layer. This allows further improvement in that node’s value. The weight and bias are selected randomly, or it can be predefined. Activation functions (Transfer functions) are non-linear transformation that is performed over input signals. The transformed output is then sent to the next layer of neurons as input. There are various activation functions available such as linear, sigmoid, hyperbolic tangent, etc. out of which sigmoid is the most commonly used transfer function (Eq. 1) [22]. The transfer function captures the non-linear relationship between the inputs and converts them into more useful output [19].

\[
f(x) = \frac{1}{1 + e^{-x}}
\]  

Mathematically, a neuron can be described by writing Eq. 2, where \(x_1, x_2, ..., x_m\) are the input signal; \(w_{k1}, w_{k2}, ..., w_{km}\) are the synaptic weights of the neuron \(k\); \(u_k\) is the linear combination output due to input signals; \(b_k\) is the bias; \(\Phi(.)\) is the activation function; \(y_k\) is the output signal of the neuron [23].
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\[ u_k = \sum_{j=1}^{m} w_{kj} x_j \]

\[ y_k = \Phi (u_k + b_k) \]

The ANN process consists of training, testing, and validation. There are several algorithms available for training neural network models, and the most popular among them is the backpropagation (BP) algorithm. In this technique, the neural network learns by altering the connection weights. The BP algorithm has three methods, which are Pola-Ribiere conjugate gradient (CGP), scaled conjugate gradient (SCG), and the widely used is Levenberg-Marquardt (LM) [24,25]. The LM method is most stable and efficient but consumes more significant memory to process the data. Levenberg-Marquardt (LM) algorithm is used because of fast convergence and stability while training the ANN [26]. Several studies using ANN of variable characteristics have been applied previously in the field of biomass for the prediction of properties such as the use of Support Vector Machine (SVM) [27,28], Radial Basis Function (RBF) [29,30], Adaptive Neuro [31,32], and Artificial Neural Network [33].

3 Problem Statement

In this analysis, for predicting the physical conditions of the millet bran briquettes, namely density (\( \rho \)), durability (\( \delta \)), impact resistance (\( \eta \)), the effects of three influencing parameters which are moisture content (\( mc \)), temperature (\( T \)) and applied pressure (\( P_a \)) have been considered [7-8, 10]. The network aims to predict the physical conditions (density (\( \rho \)), durability (\( \delta \)), impact resistance (\( \eta \))) using data of three influencing parameters (as input variables), which are \( mc, T \) and \( P_a \). The task is performed by MATLAB® using neural networks toolbox (version 9.60.1072779, 2019a The MathWorks Inc., USA). In general, structure, a single hidden layer, is considered in major applications [34,35]; however, the optimum number of hidden layers, as well as neurons, is problem-dependent and depends on many factors. A few factors include input complexity, mapping of output, noise in data, and the number of data points available. A double hidden layer structure for the training has been used with the number of neurons as 10 [31], and the network looked like, as shown in Figure 1. In this study, twenty-three experimental data points are taken from J. Zhang et al. [8] for ANN analysis. The main aim of the study is to show how ANN can be implemented to small number of experimental data set and bring a better statistical prediction as compared to other methods (such as regression). Out of the twenty-three data points, sixteen data points were randomly selected for training purposes and the remaining seven data points for testing and validation purpose. Important to mention here, the ANN model was devised using measured (experimental) data and to get a better prediction, different number of ANN structures where used and the one with highest accuracy is reported. Also in the end, the accuracy of our ANN model with statistical modelling method such as multiple linear regression (MLR) has been compared.

3.1 ANN Modelling

In this work, the four-layer structure 3-b-b-1 is used where \( b \) is the number of neurons in the hidden layer. The value of \( b \) is varied from 1 to 12 and the most suitable structure is reported in present analysis. Hyperbolic tangent (\( \tanh() \)) is chosen as the transfer function for the hidden layer, and the linear transfer function (\( \text{purelin} \)) is chosen for the output layer. For each training, three input variables (\( mc, T \) and \( P_a \)) and one output variable is taken. In the first run, density (\( \rho \)) is taken as an output variable followed by durability (\( \delta \)) and impact resistance (\( \eta \)) in the successive runs. All the output variables (density, durability, impact resistance) are independent from each other in physical regard [8]. Because of it, while modelling ANN, all the variables are taken separately and not in a single model (3-x-x-3). This task is continued until the minimization of the error function during the training is achieved by altering the values of weights and
biases of the network. In the present analysis, mean square error (MSE), mean absolute error (MAE), and mean bias error (MBE) is used as the error functions, which gives the measure of different errors between outputs of the network \( o \) and target (experimental values) outputs, \( t \) as shown in Eq. 3, Eq. 4, and Eq. 5 respectively.

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (t_i - o_i)^2
\]

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |t_i - o_i|
\]

\[
MBE = \frac{1}{N} \sum_{i=1}^{N} (t_i - o_i)
\]

Another important indicator to declare the performance of the network is the correlation coefficient \( R \) between target and predicted outputs. The value of \( R \) lies between 0 and +1, where the values close to +1 indicates a positive linear correlation and values close to 0 indicates a weak correlation [36,37]. The complete process of the ANN approach is summarized in the flowchart and given in Figure 3 for the sake of comprehensiveness in the understanding of the readers.

Figure 3: Flowchart of ANN program for the present analysis
3.2 MLR Modelling

Multiple linear regression (MLR) is a traditional statistical technique to formulate complex input-output relationships [38]. The key aim of the MLR is to search out for an approximate linear function between a set of independent variables \( (mc, T, a) \) and the dependent variable \( \rho, \delta, \eta \) taken separately for each case. The regression line in MLR can be written as shown in Eq. 6:

\[
y = \beta_0 + \beta_1 x_1 + \ldots + \beta_k x_k + \epsilon
\]

where, \( y \) is dependent variable, \( x_k \) is the \( k \)-th independent variable, \( \beta_k \) is polynomial coefficients of \( x_k \), \( k \) is the number of independent variables, and \( \epsilon \) is possible variation form.

4 Results and Discussion

Demonstration of the results is done in Table 1 for the proposed ANN model, and the parameters selected to train the neural network are shown in Table 2.

| Sl. No | mc | \( T \) | \( P_a \) | Density | Durability% | Impact Resistance% |
|-------|----|------|-------|---------|-------------|------------------|
|       |     |      |       | Experimental | ANN | Experimental | ANN | Experimental | ANN |
| 1     | 8   | 90   | 130   | 1.01     | 1.01       | 90.46           | 82.79 | 96.72        | 96.70 |
| 2     | 8   | 90   | 130   | 1       | 1.01       | 87.91           | 82.79 | 94.9         | 96.70 |
| 3     | 8   | 90   | 130   | 1.1     | 1.01       | 89.71           | 82.79 | 98.52        | 96.70 |
| 4     | 8   | 90   | 130   | 0.92    | 1.01       | 62.95           | 82.79 | 98.57        | 96.70 |
| 5     | 8   | 90   | 130   | 0.98    | 1.01       | 80.95           | 82.79 | 94.9         | 96.70 |
| 6     | 8   | 90   | 130   | 1.02    | 1.01       | 85.92           | 82.79 | 97.48        | 96.70 |
| 7     | 8   | 90   | 130   | 1.03    | 1.01       | 85.51           | 82.79 | 95.75        | 96.70 |
| 8     | 8   | 90   | 130   | 1.05    | 1.01       | 88.83           | 82.79 | 97.83        | 96.70 |
| 9     | 8   | 90   | 130   | 1      | 1.01       | 86.24           | 82.79 | 95.82        | 96.70 |
| 10    | 6   | 80   | 120   | 0.98    | 0.92       | 82.4            | 76.22 | 97.64        | 95.76 |
| 11    | 6   | 80   | 140   | 0.93    | 0.93       | 64.62           | 62.95 | 97.1         | 96.23 |
| 12    | 6   | 100  | 120   | 1.13    | 1.13       | 87.55           | 103.76 | 99.19       | 99.10 |
| 13    | 6   | 100  | 140   | 0.95    | 0.95       | 79.95           | 85.42 | 94.8         | 95.04 |
| 14    | 10  | 80   | 120   | 0.89    | 0.89       | 63.48           | 68.18 | 89.27        | 89.84 |
| 15    | 10  | 80   | 140   | 0.91    | 0.91       | 67.52           | 84.50 | 97.44        | 95.93 |
| 16    | 10  | 100  | 120   | 1.04    | 1.04       | 85.07           | 85.92 | 98.09        | 97.85 |
| 17    | 10  | 100  | 140   | 0.91    | 0.94       | 61.61           | 62.14 | 98.03        | 98.25 |
| 18    | 4.6 | 90   | 130   | 1.06    | 1.06       | 90.33           | 88.66 | 97.34        | 97.27 |
| 19    | 11.4| 90   | 130   | 0.9    | 0.90       | 67.48           | 67.45 | 95.4         | 95.10 |
| 20    | 8   | 73   | 130   | 0.92    | 0.92       | 76.3            | 71.78 | 95.36        | 95.82 |
| 21    | 8   | 107  | 130   | 1.09    | 1.02       | 92.99           | 91.36 | 98.38        | 98.29 |
| 22    | 8   | 90   | 113   | 0.92    | 0.92       | 68.93           | 72.48 | 94.12        | 93.57 |
| 23    | 8   | 90   | 147   | 1.02    | 1.02       | 84.48           | 81.80 | 95.7         | 95.69 |

Table 1: Comparison of ANN results with the experimental data taken from J. Zhang et al. [8]
Table 2: Training parameters used for the ANN model

| Training Parameter       | Value          |
|-------------------------|----------------|
| Training Function       | TRAINLM        |
| Learning Function       | LEARNGDM       |
| Performance Function    | MSE            |
| Transfer Function       | TANSIG, PURELIN|
| epochs                  | 10000          |
| min_grad                | 1e-07          |
| mu                      | 0.001          |
| max_fail                | 60             |

The total Epochs considered here are 10,000. Epoch states the single presentation of each input and output data on the training set, which presents the iteration at which the validation performance reaches a minimum [23]. At $b=10$, which is the structure, ’3-10-10-1’ has been used to predict each physical condition, and discussed in the following sections:

4.1 Prediction of Density ($\rho$)

ANN structure with input variables ($m_c, T$ and $P_a$) are taken in the input layer, and density ($\rho$) is taken in the output layer. Relevant to mention here, a total of twenty-three data points was fed into the network and trained until the lowest value of MSE is obtained. After training, testing, and validating, it is found that 82.6% of the predicted data are within the error range of $\pm 5\%$ as shown in Figure 4(a). This prediction occurred at epoch 4 with mean square error (MSE) as 0.0022096. The best performance is obtained as epoch 4 because of the occurrence of the lowest value of MSE on the validating sets Figure 10(a). Later, in Fig. 4(b), the comparison of the prediction made by ANN and MLR is shown. If the same error range of $5\%$ is taken for MLR, it can be noted that 69.57% of data is predicted with standard error of 0.05603.

Figure 4: (a) Plot between predicted (with $\pm 5\%$ error bar) versus actual density values (b) Plot between actual versus predicted by ANN versus predicted by MLR density values
The training, validation and testing curve for density prediction is shown in Fig. 5. The polynomial coefficients obtained from MLR is given in Table 3. The effect of three input parameters altogether is not found on the density with much significance, and the only parameter that has a major impact on density here is temperature. The word altogether here tries to convey that all three input variables do not have any linear implications on the output collectively. Input variable(s) may show non-linear behavior depending on the range of values. As the temperature increases, density also increases, which is visible in both experimental and predicted results. It can also be noticed that the increase in the densifying pressure of a specific range increases density. However, when the pressure exceeds a particular value (130 MPa in this case) then the density starts reducing. This phenomenon can be observed in the predicted result as well, with substantial accuracy as shown in Table 1.

![Figure 5: Neural network training, validation and testing curve for density prediction](image)

### 4.2 Prediction of Durability ($\delta$)

The ANN structure, which is used to predict durability with input variables as $mc, T$ and $P_a$ is taken in the input layer and durability, ($\delta$) is taken in the output layer. After training, testing, and validating, it is found that 47.82% of the data predicted are within the error range of ±5% as witnessed in Figure 6(a). This prediction occurred at epoch 2 with mean square error (MSE) as 0.001134. The best performance is
obtained as epoch 2 because of the occurrence of the lowest value of MSE on the validating sets Figure 10(b). In Fig. 6(b), the comparison between ANN and MLR predictions with actual experimental values is done. It can be seen that the performance of MLR prediction is very poor as it was only able to predict 26.09% of the data points in the same error range of ±5%, which is nearly half of what ANN predicted. The standard error in this case is 9.38. The polynomial coefficients obtained from MLR is given in Table 3.

Figure 6: (a) Plot between predicted (with ±5% error bar) versus actual durability values (b) Plot between actual versus predicted by ANN versus predicted by MLR durability values

The training, validation and testing curve for durability prediction is shown in Fig. 7. Similar to density ($\rho$), the effect of the three input parameters altogether is not found on the durability ($\delta$). However, the influence of the three factors can be stated from both experimental and predicted data as follows: increasing the temperature, decreasing the moisture content, and increasing the pressure, increases the durability.

Figure 7: Neural network training, validation and testing curve for durability prediction
4.3 Prediction of Impact Resistance ($\eta$)

The ANN structure (3-10-10-1) also is used with the same input variables $m_c, T$, and $P_a$ in the input layer, and impact resistance ($\eta$) is taken in the output layer for the prediction of impact resistance. Quite remarkably, from Fig. 8(a) it is found that, after training, testing, and validating, 100% of the predicted data are within the error range of ±5%. This prediction occurred at epoch 1 with mean square error (MSE) as 0.00116. The best performance is obtained as epoch 1 because of the occurrence of the lowest value of MSE on the validating sets Figure 10(c). In Fig. 8(b), ANN and MLR prediction is compared with actual experimental values. It can be observed that both ANN and MLR is able to predict data points with high accuracy however in this case too MLR lags behind ANN since only 95.65% of data points are being predicted by MLR in the error range of ±5%. The standard error is 2.02. The polynomial coefficients obtained from MLR is given in Table 3. The training, validation and testing curve for impact resistance prediction is shown in Fig. 9. Impact resistance ($\eta$) also did not get affected by the interaction of three parameters altogether. However, an increase in impact resistance is observed with an increase in temperature within a specific pressure range.

**Figure 8:** (a) Plot between predicted (with ±5% error bar) versus actual impact resistance values
(b) Plot between actual versus predicted by ANN versus predicted by MLR impact resistance values

**Figure 9:** Neural network training, validation and testing curve for impact resistance prediction
Figure 10: Best validation performances for (a) Density (b) Durability, and (c) Impact Resistance

All the error values (MSE, MAE, and MBE) are summarized in Table 4. Finally, to validate the performance of the network (3-10-10-1), we present correlation coefficient (regression, R) values for the network outputs in Table 5 concerning the actual outputs (targets) in training, testing, and validation phases. The overall values indicate a good fit as the value of R is closer to 1. The overall value of R is greater than 0.85 for both density and impact resistance but somewhat lower for durability. This value can be further improved with different ANN models by changing the number of hidden layers and the number of neurons [39]. But to keep uniformity with current analysis and to show how ANN could be useful in predicting any complex relation, the model (3-10-10-1) is constant for predicting all three parameters. Further in Table 6, the comparison of the correlation coefficient values obtained from ANN with MLR is done. It can be easily depicted from the table that ANN can predict all the three parameters more effectively than MLR with higher accuracy.

Table 4: Different error values obtained after ANN modeling for 3-10-10-1 structure

|                | MSE     | MAE     | MBE     |
|----------------|---------|---------|---------|
| Density (ρ)    | 0.0022  | 0.02031 | -0.00601|
| Durability (δ) | 0.00113 | 5.36386 | 0.72021 |
| Impact Resistance (η) | 0.00116 | 0.78939 | -0.18843|

Table 5: Correlation coefficient (R) values of the ANN structure in different phases

|                | Training | Testing | Validation | Overall |
|----------------|----------|---------|------------|---------|
| Density (ρ)    | 0.89191  | 0.47234 | 0.90419    | 0.86057 |
| Durability (δ) | 0.82011  | 0.94975 | 0.47008    | 0.7133  |
| Impact Resistance (η) | 0.91445  | 0.3116  | 0.71648    | 0.87362 |

Table 6: Correlation coefficient (R) values of the ANN versus MLR prediction

|                | Density (ρ) | Durability (δ) | Impact Resistance (η) |
|----------------|--------------|----------------|-----------------------|
| R Values       | ANN          | MLR            | ANN                   | MLR                   |
|                | 0.861        | 0.668          | 0.713                 | 0.554                 |
|                | 0.874        | 0.474          |                       |                       |
5 Conclusions

In this paper, a multi-layer perceptron neural network trained with back propagation using Levenberg-Marquardt (LM) algorithm to predict the performance of the millet bran briquettes has been developed. It is shown that the artificial neural network (ANN) model developed in this study accurately predicts the physical conditions of the briquettes made from millet bran. Furthermore, a double hidden layer ANN structure (3-10-10-1) is used in the prediction for all the three output parameters to maintain linearity with the program. The comparison between actual values (target) and predicted values suggests that the LM algorithm-driven ANN model can establish a relation between input and output events. The value of the correlation coefficient (R) is used to validate this relation. Later, a comparison between ANN and MLR is also incorporated. In case of ANN, overall R values for density, durability, and impact resistance are 0.86057, 0.7133, and 0.87362 respectively, whereas, it is 0.668, 0.554, and 0.474 respectively in case of MLR. From the analysis of the present endeavour, it can be inferred that ANN can be used as a quick and flexible modelling tool with a greater degree accuracy degree for any non-linear problem related to biomass briquettes. The present work is the one of the few attempts in the application of artificial neural networks in this field, and it gives significant motivation to the authors to use ANN in the future works. The use of ANN as an important validation tool (of experimental works) could be considered especially in the field of biomass pellets, briquettes and other related products. It makes the validation quick as well as accurate. Until present investigation, there are not many studies reported in the paradigm of biomass briquette and ANN together, but as seen in the current work, the use of the artificial neural network is the best approach to solve problems where complex relation between parameters are involved.
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