UNIMODULAR HOMOTOPY ALGEBRAS AND CHERN–SIMONS THEORY
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ABSTRACT. Quantum Chern–Simons invariants of differentiable manifolds are analyzed from the point of view of homological algebra. Given a manifold $M$ and a Lie (or, more generally, an $L_\infty$) algebra $g$, the vector space $H^*(M) \otimes g$ has the structure of an $L_\infty$ algebra whose homotopy type is a homotopy invariant of $M$. We formulate necessary and sufficient conditions for this $L_\infty$ algebra to have a quantum lift. We also obtain structural results on unimodular $L_\infty$ algebras and introduce a doubling construction which links unimodular and cyclic $L_\infty$ algebras.

CONTENTS

1. Introduction
1.1. Notation and conventions
2. $L_\infty$ algebras
3. Lie algebras of vector field and the doubling construction
4. Unimodular $L_\infty$ algebras
5. Spaces of unimodular lifts
6. Quantum lifts of cyclic $L_\infty$ algebras
7. Unimodularity of tensor products
8. Application to Chern–Simons theory
Appendix A. Maurer–Cartan elements and lifts
  A.1. The Maurer–Cartan moduli set
  A.2. Gauge equivalence
Appendix B. Minimal models of operadic algebras
  B.1. Weakly non-degenerate bilinear forms and endomorphism operads
  B.2. Homotopy equivalence and minimal models
Appendix C. Tensor products of operadic algebras
References

1. INTRODUCTION

This paper is motivated by the work of Costello [8], who constructed a version of Chern–Simons quantum field theory associated to any smooth oriented closed manifold $M$ and a Lie superalgebra $g$ with an invariant scalar product $(,)$ whose parity is opposite to that of $\dim M$. Similar constructions are also contained in [3, 25, 17]. Note that in the classical version the dimension of $M$ is odd, or even three, [28, 19]; in this case $g$ is usually taken to be a reductive Lie algebra, such as a matrix algebra.
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The invariant that Costello associates to the data of $M$ and $\mathfrak{g}$ is an even formal power series $S(h) \in \hat{\mathcal{S}}(H^*(M) \otimes \mathfrak{g})[[h]]$ satisfying a certain differential equation called the *quantum master equation* (QME); here $\Pi$ stands for the parity reversion functor. Heuristically, this can be interpreted as a functional integral

$$S(h) = \int_{H^*(M)} e^{\hat{S}/h} DA$$

where $\hat{S}(A) := \int_M \left( \frac{1}{3!} \langle A, dA \rangle + \frac{1}{4!} \langle A, [A, A] \rangle \right)$ is the classical Chern–Simons functional and the integration in (1.1) is over the (infinite-dimensional) subspace of $\mathfrak{g}$-valued forms on $M$ orthogonal to $H^*(M)$ with respect to the Hodge decomposition corresponding to the choice of a metric on $M$. Thus, $S(h)$ is an $\mathbb{R}[[h]]$-valued formal function on $H^*(M) \otimes \mathfrak{g}$, sometimes called the *effective action*. Note that the space $\hat{\mathcal{S}}(H^*(M) \otimes \mathfrak{g})$ has the structure of an odd Poisson algebra where the Poisson bracket $\{,\}$ is determined by the Poincaré pairing on $H^*(M)$ and the invariant scalar product on $\mathfrak{g}$. The constant (in $h$) term of $S(h)$ is an even element $S_0 \in \hat{\mathcal{S}}(H^*(M) \otimes \mathfrak{g})$ satisfying the classical master equation (CME): $\{S_0, S_0\} = 0$. To put it differently, $S_0$ is the structure of an *odd cyclic $L_\infty$ algebra* on $H^*(M) \otimes \mathfrak{g}$. This $L_\infty$ algebra is just a minimal model of the differential graded Lie algebra $\Omega(M) \otimes \mathfrak{g}$ where $\Omega(M)$ is the de Rham algebra of $M$. Furthermore, a solution to the full QME can be viewed as a quantization of $S_0$; it is therefore called a *quantum $L_\infty$ algebra*. There is a natural homotopy equivalence on the set of quantum $L_\infty$ algebras and the equivalence class of $S(h)$ is, according to Costello, a quantum Chern–Simons invariant of $M$.

We analyze Costello’s construction from the point of view of homological algebra. It is not difficult to construct the classical term $S_0$; we show that this term is actually a homotopy invariant of $M$. To proceed further, we need the Lambrechts–Stanley result [21] which proves the existence of a Poincaré model of the de Rham algebra of a closed orientable smooth manifold. Along the way we strengthen the Lambrechts–Stanley theorem by showing that this model is unique up to homotopy in a certain precise sense. This is then used to show that if $M$ is simply-connected and has zero Euler characteristic or $\mathfrak{g}$ is itself an $L_\infty$ algebra. This can be viewed as an alternative approach to Costello’s construction, although we do not address the question whether a *canonical* lift exists. Conversely, if a quantum lift exists, then either $M$ has zero Euler characteristic or $\mathfrak{g}$ must satisfy a certain algebraic condition, called unimodularity.

The notion of a unimodular $L_\infty$ algebra was introduced in [13] and it is central to the present paper. It is already nontrivial for ordinary Lie algebras and it reduces in that case to the condition of tracelessness of the adjoint representation. For example, nilpotent or semisimple Lie algebras are unimodular. We show that the notion of a unimodular $L_\infty$ algebra can be, essentially, reduced to that of a strict unimodular $L_\infty$ algebra, i.e. such that the corresponding homological vector field has vanishing divergence.

Further, we prove that a cyclic $L_\infty$ algebra admits a quantum lift to first order if an only if it is equivalent to a unimodular $L_\infty$ algebra. We also give the construction of an odd double, associating to an $L_\infty$ algebra an odd cyclic $L_\infty$ algebra $V$ on a space twice the dimension of $V$ and such that it admits a quantum lift if and only if the original $L_\infty$ algebra is (equivalent to) a unimodular one. There is also an even analogue of this construction, which we also describe, for completeness.

Given a commutative differential graded algebra $A$ and an $L_\infty$ algebra $V$ their tensor product $A \otimes V$ naturally has the structure of an $L_\infty$ algebra. The application to the Chern–Simons theory requires that this tensor product be (equivalent to) a unimodular $L_\infty$ algebra, when $A$ is the de Rham algebra of a manifold. We analyze this problem and provide a necessary and sufficient condition for this in terms of $A$ and $V$.

Appendix [A] establishes basic facts and terminology concerning Maurer–Cartan elements in differential graded Lie algebras. Appendix [B] proves a version of the minimal model theorem for
algebras over cyclic operads. The cyclic case is a good deal more complicated than the non-cyclic one and we develop a completely new approach to minimal models, based on the closed model category structure on cyclic operads. This approach also works, under some restrictions, in the case when the underlying space of an operadic algebra is infinite-dimensional (which is needed in our applications). One particularly noteworthy feature of our treatment is a construction of a cyclic endomorphism operad for a differential graded vector space having \textit{finite-dimensional homology}. In the infinite-dimensional case it is strictly smaller than the usual endomorphism operad; however under certain favorable conditions, usually satisfied in practice, it has the same homotopy type. Appendix \[C\] explains how to construct tensor products of homotopy algebras (e.g. of two \(A_\infty\) algebras) in a homotopy invariant way, both in the cyclic and non-cyclic situations. The results in Appendices \[B\] and \[C\] are of independent interest; the main text does not use the language of operads and is, mostly, independent of the material in these appendices.

1.1. \textbf{Notation and conventions.} In this paper we work in the category of \(\mathbb{Z}/2\)-graded vector spaces (also known as super vector spaces) over a field \(k\) of characteristic zero. However, all our results (with obvious modifications) continue to hold in the \(\mathbb{Z}\)-graded context. The adjective ‘differential graded’ will mean ‘differential \(\mathbb{Z}/2\)-graded’ and will be abbreviated as ‘dg’. A (commutative) differential graded (Lie) algebra will be abbreviated as (c)dg(l)a. All of our unmarked tensors are understood to be taken over \(k\). For a super vector space \(V = V^0 \oplus V^1\) the symbol II\(V\) will denote the \textit{parity reversion} of \(V\); thus \((II\!V)^0 = V^1\) while \((II\!V)^1 = V^0\).

We will often invoke the notion of a \textit{complete} (dg) vector space; this is just an inverse limit of finite-dimensional discrete (dg) vector spaces. An example of a complete space is \(V^*\), the \(k\)-linear dual to a discrete vector space \(V\). A complete vector space comes equipped with a topology (the inverse limit topology) and whenever we deal with a complete vector space all linear maps from or into it will be assumed to be continuous; thus we will always have \(V^{**} \cong V\). If \(V\) is a discrete space and \(W = \varprojlim W_i\) is a complete space we will write \(V \otimes W\) for \(\varinjlim V \otimes W_i\); thus for two discrete spaces \(V\) and \(U\) we have \(\text{Hom}(V, U) \cong U \otimes V^*\).

The category of complete dg vector spaces is naturally a symmetric monoidal category with the \textit{completed} tensor product defined for two complete spaces \(V = \varprojlim V_i\) and \(W = \varprojlim W_j\) as \(V \otimes W := \varinjlim V_i \otimes W_j\). Symmetric monoids in this category \textit{which are in addition local} as commutative algebras will be called \textit{complete} cdgas. The free complete commutative algebra on a complete graded space \(V\) will be denoted by \(\hat{SV}\). The complete algebra \(\hat{SV}\) has a grading by the number of symmetric factors; we will write \(\hat{S} \geq n V\) for the ideal of \(\hat{SV}\) consisting of (possibly infinite) linear combination of monomials in \(V\) of length at least \(n\). Derivations of the graded algebra \(\hat{SV}\) will be denoted by \(\text{Der}(\hat{SV})\); we will write \(\text{Der}_{\geq n}(\hat{SV})\) and \(\text{Der}_n(\hat{SV})\) for those derivations which raise the grading by at least \(n\) or exactly by \(n\), respectively. \(\text{Aut}(\hat{SV})\) stands for the groups of continuous automorphisms of \(\hat{SV}\).

2. \(L_\infty\) \textbf{algebras}

In this section we recall the relevant basic definitions of \(L_\infty\) algebras and their cyclic versions. We refer to \cite{14, 5} for details.

Let \((V, d)\) be a dg vector space. The differential \(d\) on \(V\) (which will frequently be omitted from notation) induces the differential \(L_d\) on the graded Lie algebra \(\text{Der}_{\geq 1}(\hat{SIIV}^*)\) acting, as the notation suggests, by the Lie derivative with the linear vector field \(d\) and making it a dglia; we will frequently abuse the notation by writing \(d\) for \(L_d\).

\textbf{Definition 2.1.} \footnote{In earlier works of the authors, such as \cite{2, 15}, the adjective ‘formal’ was used instead of ‘complete’; we have chosen to use the latter to avoid clashes with established terminology.}
(1) An $L_\infty$ structure on $V$ is an odd element $m \in \text{Der}_{\geq 2}(\hat{S}\Pi V^*)$ which satisfies the MC equation $d(m) + \frac{1}{2}[m,m] = 0$. The pair $(V,m)$ will be referred to as an $L_\infty$ algebra and the algebra $\hat{S}\Pi V^*$, supplied with the differential $d + m$, as its representing complete cdga.

(2) For an $L_\infty$ algebra $(V,m)$ its representing complete cdga $\hat{S}\Pi V^*$ will often be denoted as $\text{CE}(V)$ and called the Chevalley–Eilenberg complex of $V$; note that this is consistent with the usual terminology in the case when $m$ is a quadratic derivation and thus, $V$ is an ordinary graded Lie algebra. We will also write $\text{CE}_{\geq n}(V)$ for the cdga $\hat{S}_{\geq n}\Pi V^*$. The corresponding cohomology will be denoted by $\text{HCE}(V)$ and $\text{HCE}_{\geq n}(V)$ respectively.

Now suppose that $V$ has a non-degenerate even or odd symmetric bilinear form $\langle \cdot, \cdot \rangle$ (or, equivalently, $\Pi V$ has a linear even or odd symplectic structure). Of course, we also assume that it is compatible with the differential, which means that for $u, v \in V$ it holds that $\langle d(u), v \rangle + (-1)^{|u|} \langle u, d(v) \rangle = 0$. Then there is a notion of a cyclic $L_\infty$ algebra supported on $V$.

**Definition 2.2.** An $L_\infty$ structure on $V$ is called (even or odd) cyclic if it preserves the given (even or odd) symplectic structure on $\Pi V$.

**Remark 2.3.**

- Following tradition, we defined cyclic $L_\infty$ algebras as $L_\infty$ algebras supplied with a non-degenerate form. In particular, they must be finite-dimensional. It will be convenient to relax this notion a little by dropping the requirement of non-degeneracy. Suppose that $\langle \cdot, \cdot \rangle$ is a symmetric bilinear form on a dg vector space $V$. This form can be viewed as a differential two-form $\omega$ on the graded complete algebra $\hat{S}\Pi V^*$. Suppose that a vector field $m \in \text{Der}_{\geq 2}(\hat{S}\Pi V^*)$ preserves $\omega$, i.e. $L_m(\omega) = 0$ where $L_m$ denotes the Lie derivative along $m$. If $m$ determines an $L_\infty$ structure on $V$, then we will slightly abuse the terminology by referring to $V$ as a cyclic $L_\infty$ algebra, even though $\langle \cdot, \cdot \rangle$ might be degenerate. We denote by $\text{Der}_{\geq 2}(\hat{S}\Pi V^*)$ the subspace of derivations in $\text{Der}_{\geq 2}(\hat{S}\Pi V^*)$ which preserve $\omega$. This is clearly a dg Lie subalgebra and a more succinct definition of a cyclic $L_\infty$ algebra in this sense is as an MC element in the dgla $\text{Der}_{\geq 2}(\hat{S}\Pi V^*)$.

- In the definition of an $L_\infty$ algebra, we can let $V$ have vanishing differential and consider instead the dgla $\text{Der}_{\geq 1}(\hat{S}\Pi V^*)$. This results in an equivalent definition; however it is sometimes less convenient since the latter dgla is not pronilpotent (it has a reductive part consisting of linear endomorphisms of $\Pi V^*$).

There is a concomitant notion of an $L_\infty$ map.

**Definition 2.4.**

1. Let $((V,d_V),m_V)$ and $((W,d_W),m_W)$ be two $L_\infty$ structures on $V$ and $W$. An $L_\infty$ map $f: (V,m_V) \to (W,m_W)$ is an algebra map between their representing complete cdgas $f: \hat{S}\Pi V^* \to \hat{S}\Pi W^*$ such that $f \circ (m_V + d_V) = (m_W + d_W) \circ f$.

2. If $V$ and $W$ are supplied with bilinear forms (even or odd) and the $L_\infty$ structures $(V,m_V)$ and $(W,m_W)$ are cyclic with respect to these, then an $L_\infty$ map $f: (V,m_V) \to (W,m_W)$ is cyclic if the corresponding map on representing complete cdgas preserves the two-forms (symplectic structures in the non-degenerate case).

A more traditional approach to defining $L_\infty$ algebras and maps is through multi-linear maps. Note that a derivation $m \in \text{Der}_{\geq 2}\Pi V^*$ has the form $m = m_2 + m_3 + \ldots$ where $m_n$ is a derivation of order $n = 2,3,\ldots$. In other words, any derivation is determined by the collection of maps $m_n: \Pi V^* \to (\Pi (\Pi V^*)^\otimes n)_{S_n}$. We have an identification between $S_n$ coinvariants and $S_n$ invariants:

$$i_n: (\Pi (\Pi V^*)^\otimes n)_{S_n} \to ((\Pi (\Pi V^*)^\otimes n)^{S_n}) \cong ((\Pi (\Pi V^*)_{S_n}^\otimes n)^{S_n})^*$$
where \( i_n(x_1 \otimes \cdots \otimes x_n) = \sum_{\sigma \in S_n} \sigma[x_1 \otimes \cdots \otimes x_n] \). Then the dual to the composite map

\[
i_n \circ m_n : \Pi V^* \to ((\Pi V^\otimes n)_{S_n})^*
\]

is a map \( \tilde{m}_n : (\Pi V^\otimes n)_{S_n} \to \Pi V \). Thus, an \( L_\infty \) structure on \( V \) is equivalent to a collection of symmetric multilinear maps \( \tilde{m}_n : (\Pi V)^\otimes n \to \Pi V \) of odd degree as above subject to appropriate conditions stemming from the MC equation \( d(m) + m \circ m = 0 \). For uniformity we can set \( m_1 : \Pi V^* \to \Pi V^* \) to be the internal differential and then the MC constraint could be written as \( M \circ M = 0 \) where \( M := m_1 + m_2 + \cdots \in \text{Der}_{\geq 1}(\Pi V) \).

A similar argument shows that an \( L_\infty \) map \( f : \hat{\Pi} V^* \to \hat{\Pi} V^* \) is equivalent to a collection of symmetric multi-linear maps \( \hat{f}_n : (\Pi V)^\otimes n \to \Pi V, n = 1, 2, \ldots \) of even degree satisfying suitable identities. An \( L_\infty \) map is strict if \( \hat{f}_n = 0 \) for \( n = 2, 3, \ldots \).

From the point of view of multi-linear maps, an \( L_\infty \) algebra structure \( m \) on a vector space \( V \) together with a non-degenerate pairing \( \langle \cdot, \cdot \rangle \) is cyclic if and only if the tensors \( \langle \tilde{m}_n(v_1, \ldots, v_n), v_{n+1} \rangle \) are \( S_{n+1} \)-symmetric where \( v_1, \ldots, v_n \in V \).

We can now define the notion of an \( L_\infty \) (quasi-)isomorphism.

**Definition 2.5.** A (cyclic) \( L_\infty \) map \( f : (V, m_V) \to (W, m_W) \) is a (cyclic) \( L_\infty \) (quasi-)isomorphism if its linear component \( \hat{f}_1 : \Pi V \to \Pi W \) is a (quasi-)isomorphism. If the spaces \( V \) and \( W \) coincide and the component \( \hat{f}_1 \) of an \( L_\infty \) map \( f \) is the identity map, then \( f \) is called a pointed \( L_\infty \) map. A pointed \( L_\infty \) map is necessarily an isomorphism.

**Remark 2.6.**

- If one understands an \( L_\infty \) structure as an MC element in the pronilpotent dgla \( \text{Der}_{\geq 2}(\hat{\Pi} V^*) \) then the notion of a pointed \( L_\infty \) isomorphism becomes identical with the notion of gauge equivalence of MC elements (see Appendix A). When we say two \( L_\infty \) algebras are equivalent we will mean that they are gauge equivalent \( L_\infty \) structures (and so are supported on the same space, i.e. pointed \( L_\infty \) isomorphic).
- The same comments apply in the cyclic situation: the notion of a pointed cyclic \( L_\infty \) isomorphism is equivalent to the notion of gauge equivalence of MC elements in the pronilpotent dgla \( \text{Der}_{\geq 2}(\Pi V^*) \).
- Sometimes however, it is natural to consider the action of the reductive part of \( \text{Aut}(\hat{\Pi} V^*) \) on the set of \( L_\infty \) structures, even though it does not quite fit with the general theory of MC elements and their gauge transformations.

It is generally more convenient to think about \( L_\infty \) algebras geometrically, as formal vector fields of square zero. There is, however, one exception: a tensor product of an \( L_\infty \) algebra and a cdga is easier to understand in terms of multi-linear maps.

**Definition 2.7.** Let \( A \) be a cdga and \( V \) be an \( L_\infty \) algebra specified by a collection of multi-linear maps \( \tilde{m}_n : (\Pi V)^\otimes n \to V \). Denote by \( X^n : A^\otimes n \to A \) the \( n \)-fold product map. Then \( A \otimes V \) has the structure of an \( L_\infty \) algebra determined by the multi-linear maps

\[
\tilde{m}_n^{A \otimes V} = X^n \otimes \tilde{m}_n : (A \otimes V)^\otimes n \to A \otimes V.
\]

Suppose that \( A \) has an invariant scalar product \( \langle \cdot, \cdot \rangle \) so that \( [ab, c] = [a, bc] \) for all \( a, b, c \in A \) and that \( V \) has a scalar product \( \langle \cdot, \cdot \rangle \) making it a cyclic \( L_\infty \) algebra; we do not assume finite dimensionality of \( A \) or \( V \) here. Then the \( L_\infty \) algebra \( A \otimes V \) can be endowed with a scalar product \( \langle \cdot, \cdot \rangle \) so that

\[
\langle a \otimes v, b \otimes u \rangle := (-1)^{|v||b|}\langle [a, b], v, u \rangle,
\]

where \( a, b \in A \) and \( v, u \in V \). The scalar product \( \langle \cdot, \cdot \rangle \) makes \( A \otimes V \) into a cyclic \( L_\infty \) algebra.
Furthermore, given a basis \( a \) Hamiltonian on each of the even and odd doubles of \( V \rightarrow \hat{SV} \cdot V \). In addition, the odd Leibniz identity holds:

\[
\{ f, gh \} = (-1)^{|f||g|} \{ f, h \} + (-1)^{|f|+1} g \{ f, h \}.
\]

The bracket \( \{, \} \) makes \( \hat{S}_+(V^* \oplus V) \) into an odd Lie algebra; that means that it is symmetric (as opposed to antisymmetric):

\[
\{ f, g \} = (-1)^{|f||g|} \{ g, f \}
\]

and satisfies the odd Jacobi identity

\[
\{ f, \{ g, h \} \} = (-1)^{|f||g|+1} \{ \{ f, g \}, h \} + (-1)^{|f|+1} \{ g, \{ f, h \} \}.
\]

In addition, the odd Leibniz identity holds:

\[
\{ f, gh \} = \{ f, g \} h + (-1)^{|f|+1} g \{ f, h \}.
\]

Furthermore, given a basis \( x_1, \ldots, x_n \) in \( V \), the Poisson brackets for linear functions are given as:

\[
(x_i^*, x_j) = \{ x_i^*, \Pi x_j \} = \delta_{ij}.
\]

We will now introduce the doubling construction, associating to any formal vector field on \( V \) a Hamiltonian on each of the even and odd doubles of \( V \). Note that the obvious embedding \( V \hookrightarrow \hat{SV} \cong \prod_{k=0}^{\infty} S^k V \) induces a map

\[
D_{ev} \colon \text{Der}(\hat{SV}^*) \cong \hat{SV}^* \otimes V \hookrightarrow \hat{SV}^* \otimes \hat{S}_+ V \subset \hat{S}_+(V^* \oplus V).
\]
We will also define an odd map
\[ D_{od} : \text{Der}(\hat{SV}^*) \cong \hat{SV}^* \otimes V \rightarrow \hat{SV}^* \otimes \hat{SV}^+ \subset \hat{SV}^+(V^* \oplus IV) \]

by the formula \( \hat{S}V^* \otimes V \ni f \otimes v \mapsto (-1)^{|f|} f \otimes v \in \hat{S}V^* \otimes \hat{SV}^+ \subset \hat{SV}^+(V \oplus IV^*) \).

**Definition 3.1.** The maps \( D_{ev} \) and \( D_{od} \) are called even and odd doubling maps respectively.

**Theorem 3.2.**

1. The map \( D_{ev} \) is a dgla map, realizing \( \text{Der}(\hat{SV}^*) \) as a sub-dgla in the dgla of formal Hamiltonians on \( V^* \oplus V \).
2. The map \( D_{od} \) is an odd dgla map, i.e. it satisfies the equality
   \[ D_{od}[\xi, \eta] = (-1)^{|[\xi]|} [D_{od} (\xi), D_{od} (\eta)]. \]

   This map realizes \( \text{Der}(\hat{SV}^*) \) as a sub-dgla in the odd dgla of formal Hamiltonians on \( V^* \oplus IV \).

**Proof.** Note that the maps \( D_{ev} \) and \( D_{od} \) are clearly injective and respect the differentials. Consider the even case first. Choose a basis \( x_1, \ldots, x_n \) in \( V^* \) and the dual basis \( x_1^*, \ldots, x_n^* \) in \( V \). Note any derivation of \( \hat{SV}^* \) is a linear combination of derivations of the form \( f\partial_{x_i} \) where \( f \in \hat{SV}^* \). Then \( D_{ev}(f\partial_{x_i}) = f x_i^* \in \hat{SV}^\ast \ast \). It is, therefore, sufficient to prove that for any \( 1 \leq i, j \leq n \)

\[ D_{ev}[f\partial_{x_i}, g\partial_{x_j}] = (fx_i^*, gx_j^*) \in \hat{S}(V^* \oplus V), \]

where \( f, g \in \hat{SV}^*, \) and \( [\cdot, \cdot], (\cdot, \cdot) \) stand for the commutator of derivations and the Poisson bracket of formal functions on \( V^* \oplus V \) respectively. We have

\[
D_{ev}[f\partial_{x_i}, g\partial_{x_j}] = D_{ev} \left( f \partial_{x_i}(g) \partial_{x_j} + (-1)^{|f|+|x_i|+|x_j|} g(f \partial_{x_i}, \partial_{x_j}) \right)
= f \partial_{x_i}(g)x_j^* - (-1)^{|f|+|x_i|+|x_j|} \partial_{x_j}(f)x_i^* + (-1)^{|f|+|x_i|+|x_j|} g(\partial_{x_i}, \partial_{x_j}) x_i^* x_j^*
= (fx_i^*, gx_j^*) + (-1)^{|f|+|x_i|+|x_j|} g(f x_i^*, x_j^*)
= (fx_i^*, gx_j^*)
\]

where we used the identities \( \partial_{x_i} \partial_{x_j} = (x_i^*, x_j^*) \).

The proof in the odd case is similar, although getting the signs right is a little painful. We have, taking into account the identities \( \{ \Pi x_i^*, \Pi x_j^* \} \) = 0; \( \{ \Pi x_i^*, g \} = \partial_{x_i} g \) and \( \{ \Pi x_i^* f, \} = \partial_{x_i} f \).

\[
[D_{od}(f\partial_{x_i}), D_{od}(g\partial_{x_j})] = (-1)^{|f|+|g|} \{ f \Pi x_i^*, g \Pi x_j^* \}
= (-1)^{|f|+|g|} \{ f \Pi x_i^*, \Pi x_j^* + (-1)^{|f|+|x_i^*|+|g|+|f|} g(f \Pi x_i^*, \Pi x_j^*)
= (-1)^{|f|+|x_i^*|+|g|} \{ f \Pi x_i^*, \Pi x_j^* + (-1)^{|f|+|x_i^*|+|g|+|f|} g(f \Pi x_i^*, \Pi x_j^*)
= (-1)^{|g|+|x_i^*|+|f|} \{ g \Pi x_i^*, \Pi x_j^* + (-1)^{|g|+|x_i^*|+|f|} g(f \Pi x_i^*, \Pi x_j^*)
= (-1)^{|g|+|x_i^*|+|f|} \{ g \Pi x_i^*, \Pi x_j^*(\partial_{x_i} g f \Pi x_j^*)
= (-1)^{|g|+|x_i^*|+|f|} \{ g \Pi x_i^* \Pi x_j^* \}
\]

as desired. \( \Box \)
Remark 3.3. Associated to a (formal) function \( h \in \hat{S}(V^* \oplus V) \) is a (formal) derivation \( X_h \) of \( \hat{S}(V^* \oplus V) \), the Hamiltonian vector field, associated to \( h \). The action of \( X_h \) on \( g \in \hat{S}(V^* \oplus V) \) is given by \( X_h(g) = (-1)^{|h|}(h, g) \). This gives an (of course, well-known) Lie algebra map \( \phi_{ev} : \hat{S}(V^* \oplus V) \to \text{Der} \hat{S}(V^* \oplus V) \). Similarly, there is an odd Lie algebra map \( \phi_{od} : \hat{S}(V^* \oplus \Pi V) \to \text{Der} \hat{S}(V^* \oplus \Pi V) \). Composing the even and odd doubling maps with \( \phi_{ev} \) and \( \phi_{od} \) we obtain the following two maps of Lie algebras:

\[
\text{Der}(\hat{S}V^*) \to \text{Der} \hat{S}(V^* \oplus V)
\]

\[
\text{Der}(\hat{S}V^*) \to \text{Der} \hat{S}(V^* \oplus \Pi V)
\]

Abusing the notation, we shall refer to the latter maps as even and odd doubling maps respectively. Thus, in this interpretation the Lie algebra of vector fields on \( \Pi V, \Pi m \) is clearly compatible with the Lie bracket. It is easy to see that the obtained Lie algebra structure is a (formal) derivation.

Definition 3.4. Let \( m \in \text{Der}_{\geq 2}(\hat{S}\Pi V^*) \) be an \( L_\infty \) algebra structure on the dg vector space \( V \). The even double of \( (V, m) \) is the \( L_\infty \) structure \( D_{ev}(m) \in \text{Der}_{\geq 2}(\hat{S}\Pi(V^* \oplus V)) \). The odd double of \( (V, m) \) is the \( L_\infty \) structure \( D_{od}(m) \in \text{Der}_{\geq 2}(\hat{S}\Pi(V^* \oplus \Pi V)) \).

Remark 3.5. The even and odd doubles of an \( L_\infty \) algebra have naturally the structures of cyclic \( L_\infty \) algebras (even and odd respectively).

Example 3.6. Let us consider the case when \( V \) is an ordinary Lie algebra, possibly ungraded. The dual vector space \( V^* \) has the structure of a \( V \)–module (the coadjoint module) and we can form the square-zero extension Lie algebra \( V \oplus V^* \). The Lie bracket on \( V \oplus V^* \) is specified by the formula:

\[
[v + v^*, u + u^*] = [v, u] + v \cdot u^* - (-1)^{|v^*||u|} u \cdot v^*
\]

Here \( v, u \in V \), \( v^*, u^* \in V^* \), \([v, u]\) is the Lie bracket on \( V \) and the expressions \( v \cdot u^* \) and \( u \cdot v^* \) denote the coadjoint actions of \( v \) on \( u^* \) and \( u^* \) on \( v^* \) respectively. The canonical inner product on \( V \oplus V^* \) is clearly compatible with the Lie bracket. It is easy to see that the obtained Lie algebra structure on \( V \oplus V^* \) is precisely \( D_{ev}(V) \).

Similarly, \( \Pi V^* \) is a \( V \)–module and we can similarly form the square-zero extension Lie algebra \( V \oplus \Pi V^* \), supplied with an invariant odd inner product. Again, it follows straightforwardly from calculations that the obtained Lie algebra is nothing but \( D_{od}(V) \). Thus, the notions of even and odd doubles are infinity versions of even and odd square-zero extensions of Lie algebras.

Let us now recall the notion of the divergence of a formal vector field.

Definition 3.7.

(1) The divergence of a vector field \( \xi = \sum_i f_i \partial x_i \in \text{Der} \hat{S}V^* \) is defined as

\[
\nabla \xi = (-1)^{|f_i||x_i|} \sum_i \partial x_i f_i \in \hat{S}V^*.
\]
(2) The (odd) Laplacian $\Delta: \hat{S}(V^* \oplus IV) \to \hat{S}(V^* \oplus IV)$ is the operator which acts on $g \in \hat{S}(V^* \oplus IV)$ according to the formula

$$\Delta(g) = \frac{1}{2} \nabla(X_g).$$

**Remark 3.8.** The definition of the divergence of a vector field and that of the Laplacian do not depend on the choice of a basis in $V$.

Choose a basis $x_1, \ldots, x_n$ in $V^*$ and the odd dual basis $\Pi x_1^*, \ldots, \Pi x_n^* \in IV$. Let $g \in \hat{S}(V^* \oplus IV)$. Then direct inspection gives the following familiar formula:

$$\Delta(g) = \sum_{i=1}^{n} \partial_{x_i} \partial_{\Pi x_i^*} g$$

The following useful formula for the divergence of the commutator of two vector fields $\xi$ and $\eta$ could also be verified by direct inspection:

$$\nabla[\xi, \eta] = \xi \nabla \eta - (-1)^{|\xi||\eta|}\eta \nabla \xi. \quad (3.2)$$

**Proposition 3.9.** Let $\xi \in \text{Der}(\hat{S}V^*)$ be a formal vector field of $V$. Then $\Delta(\text{D}_{od}(\xi))$ belongs to $\hat{S}V^* \subset \hat{S}(V^* \oplus IV)$ and the following identity in $\hat{S}V^*$ holds:

$$\nabla(\xi) = \Delta(\text{D}_{od}(\xi))$$

**Proof.** Choose a basis $x_1, \ldots, x_n$ in $V^*$ and the odd dual basis $\Pi x_1^*, \ldots, \Pi x_n^* \in IV$. It suffices to consider the case $\xi = f \partial_{x_i}$ for some $i = 1, \ldots, n$. Then $\text{D}_{od}(\xi) = (-1)^{|f|} f \Pi x_i^*$. We have

$$\nabla(\xi) = (-1)^{|f||x_i|} \partial_{x_i} f = \partial_{x_i} \partial_{\Pi x_i^*} \left((-1)^{|f|} f \Pi x_i^*\right) = \Delta \left((-1)^{|f|} f \Pi x_i^*\right)$$

as required. $\square$

**Remark 3.10.** Proposition 3.9 can be reformulated as the identity $\nabla(X_{\text{D}_{od}(\xi)}) = 2\nabla(\xi)$. Note that in the even case one always has $\nabla(X_{\text{D}_{ev}(\xi)}) = 0$.

### 4. Unimodular $L_\infty$ algebras

For a dg vector space $(V, d)$ consider the following graded Lie algebra

$$\mathfrak{g}[V] := \text{Der}_{\geq 2}(\hat{S}V^*) \ltimes \Pi \hat{S}_{\geq 1} V^*,$$

the semidirect product of $\text{Der}_{\geq 2}(\hat{S}V^*)$ and $\Pi \hat{S}_{\geq 1} V^*$. The Lie bracket is defined by the formula

$$[([\xi, \Pi f], (\eta, \Pi g)) = \left( ([\xi, \eta], \Pi \xi(g) + (-1)^{(|f|+1)|\eta|} \Pi \eta(f) ) \right).$$

where $\xi, \eta \in \text{Der}(\hat{S}V^*)$, $f, g \in \hat{S}V^*$. The differential $d$ in $V$ induces one in $\mathfrak{g}[V]$ acting as by the Lie derivative along the linear vector field $d$. Furthermore, introduce an *external* differential $d_e$ in $\mathfrak{g}[V]$ by setting $d_e|_{\Pi \hat{S}_{\geq 1} V^*} = 0$ and

$$d_e(\xi) = \frac{1}{2} \Pi \nabla(\xi) \in \Pi \hat{S}_{\geq 1} V^*$$

for $\xi \in \text{Der}_{\geq 2}(\hat{S}V^*)$.

**Lemma 4.1.** The operator $d + d_e$ in $\mathfrak{g}[V]$ squares to zero.
Proof. It is clear that each $d_e$ and $d$ squares to zero. It remains to prove that

$$d \circ d_e + d_e \circ d = 0.$$  

We only need to verify this identity on a formal vector field $\xi \in \text{Der}_{\geq 2}(\hat{S}\Pi V^*) \hookrightarrow g[V]$. Note that the linear map $d$ is traceless and thus, its corresponding linear vector field has zero divergence. Using this and formula (3.2) we compute:

$$\begin{align*}
(d \circ d_e + d_e \circ d)(\xi) &= d(\Pi\nabla \xi) + \Pi \nabla[d, \xi] \\
&= -\Pi d(\nabla \xi) + \Pi d(\nabla \xi)(-1)^{\xi}\Pi\xi(\nabla d) \\
&= 0.
\end{align*}$$

□

Definition 4.2. A unimodular $L_\infty$ algebra structure on $V$ is an odd element in the dgla $g[\Pi V]$ satisfying the MC equation. In more detail, it is a pair $(\xi, f)$ consisting of an odd vector field $\xi \in \text{Der}_{\geq 2}(\hat{S}\Pi V^*)$ and an even formal function $f \in \hat{S}\Pi V^*$, which satisfy the following equations:

$$d(\xi) + \frac{1}{2}[\xi, \xi] = 0;$$

$$d(f) + \frac{1}{2}\nabla(\xi) + \xi(f) = 0.$$  

Two unimodular $L_\infty$ algebra structures on $V$ are called equivalent if they are equivalent as MC elements in the pronilpotent dgla $g[\Pi V]$. In more detail: $(\xi, f)$ is equivalent to $(\xi', f')$ if there exists an even vector field $\eta \in \text{Der}_{\geq 2}(\hat{S}\Pi V^*)$ and and odd function $h \in \hat{S}_{\geq 1}\Pi V^*$ such that

$$\begin{align*}
\xi' &= e^n \cdot \xi := e^n(\xi + d)e^{-n} - d; \\
(4.1) f' &= e^n \cdot f + (\xi + d)(h) := e^{\nabla e}\xi(f) + (\xi + d)(h).
\end{align*}$$

Remark 4.3.

(1) Sometimes it will be convenient for us to abuse the notation by referring to the first component $\xi$ of the pair $(\xi, f)$ as a unimodular $L_\infty$ algebra.

(2) A unimodular $L_\infty$ algebra can also be described as an algebra over the cobar construction of the wheeled closure of the operad $\mathcal{C}om$; cf. [13]. We will not use this point of view.

(3) The theory already exhibits all its properties when the internal differential $d$ on $V$ vanishes. In fact, choosing a split quasi-isomorphism $H(V) \hookrightarrow V$ we obtain an inclusion of dglas $g[\Pi H(V)] \hookrightarrow g[\Pi V]$ which is a filtered quasi-isomorphism. Thus, equivalence classes of unimodular algebras on $V$ and on $H(V)$ coincide. Moreover, this also implies that an $L_\infty$ structure on $V$ admits a unimodular lift if and only if the minimal model on $H(V)$ admits a unimodular lift (the theory of minimal models is recalled in Appendix [B]).

Definition 4.4. The Lie subalgebra of $\text{Der}(\hat{S}V^*)$ consisting of vector fields with zero divergence will be denoted by $\text{SDer}(\hat{S}V^*)$. We will also use the notation

$$\text{SDer}_{\geq 2}(\hat{S}V^*) := \text{SDer}(\hat{S}V^*) \cap \text{Der}_{\geq 2}(\hat{S}V^*).$$

A unimodular $L_\infty$ algebra structure on $V$ of the form $(\xi, 0)$ is called strictly unimodular. In that case $\xi$ necessarily belongs to $\text{SDer}(\hat{S}\Pi V^*)$.

It turns out that considering only strictly unimodular $L_\infty$ structures leads, with a small caveat, to no loss of generality. In preparation for this result we need the following elementary lemma showing that the divergence map is almost always surjective.
Lemma 4.5. Let $V$ be a vector space of dimension $m|n$. If $m > 0$ then the map $\nabla: \text{Der}_{\geq 2}(\hat{SV}^*) \to \hat{S}_{\geq 1}V^*$ is surjective. If $m = 0$ then the cokernel of $\nabla$ is one-dimensional. More precisely, if $y_1, \ldots, y_n$ is a basis in the odd space $V^*$ then the element $y_1 \cdots y_n \in \hat{S}V^*$ does not belong to the image of $\nabla$.

Proof. Choose a basis $x_1, \ldots, x_m, y_1, \ldots, y_n$ in $V^*$ where the $x_i$s and $y_i$s are even and odd basis elements respectively. Suppose that $m > 0$; to show that $\nabla$ is surjective it suffices to show that any monomial $f$ in $x_i$ and $y_i$ is in the image of $\nabla$. Suppose that $x_1$ enters into $f$ in the power $j \geq 0$. Then $f = \nabla \left( \frac{x_i^j f}{j!} \partial x_i \right)$ as required. Now suppose that $m = 0$; consider a monomial $f$ in the odd variables $y_i$. If there exists $j = 1, \ldots, n$ for which $y_j$ does not enter into $f$ then $f = \pm \nabla(y_j f \partial y_j)$. It is also clear that the element $y_1 \cdots y_n$ is not in the image of $\nabla$. The lemma is proved. \hfill $\square$

Theorem 4.6. Let $(m, f)$ be a unimodular $L_\infty$ algebra structure supported on a dg vector space $V$ of dimension $l|n$.

1. If $n > 0$ or if $l$ is an odd number then $(m, f)$ is equivalent to a strictly unimodular $L_\infty$ structure.

2. If $n = 0$ and $l$ is an even number then $(m, f)$ is equivalent to a unimodular $L_\infty$ structure of the form $(m', c(x_1 \cdots x_l))$ where $m'$ is a unimodular $L_\infty$ structure, $x_1, \ldots, x_l$ is a basis in $\text{II}V^*$ and $c$ is a number.

Proof. Let $V$ be the underlying space of a unimodular $L_\infty$ algebra. Suppose first that $V$ is not purely even; then $\text{II}V^*$ is not purely odd. In that case by Lemma 4.5 the map $\nabla: \text{Der}_{\geq 2}(\hat{SV}^*) \to \hat{S}_{\geq 1}\text{II}V^*$ is onto. It follows that $\text{SDer}_{\geq 2}(\hat{SI}V^*) = \ker \nabla: \text{Der}_{\geq 2}(\hat{SV}^*) \to \hat{S}_{\geq 1}\text{II}V^*$ is quasi-isomorphic to the dgla $g[\text{II}]$. Note that $g[\text{II}]$ has a filtration: $F_p g[\text{II}] = \text{Der}_{\geq p+1}(\hat{SI}V^*) \times \hat{S}_p V^*$ and the inclusion $i: \text{SDer}_{\geq 2}(\hat{SI}V^*) \hookrightarrow g[\text{II}]$ is compatible with this filtration and is a filtered quasi-isomorphism. It is well known (cf. for example, [9, Theorem 2.1]) that in such a situation the map $i$ induces a bijection between MC moduli sets of $\text{SDer}_{\geq 2}(\hat{SI}V^*)$ and $g[\text{II}]$. The desired conclusion follows.

The case when $V$ is even is not much different; let $\dim V = l|0$. Then $\dim \text{II}V^* = 0|l$; choose an odd basis $x_1, \ldots, x_l$ in this space. The dgla $g[\text{II}]$ is quasi-isomorphic to the graded Lie algebra $\text{SDer}_{\geq 2}(\hat{SI}V^*) \oplus \Pi \langle x_1, \ldots, x_l \rangle$. Here $\langle x_1, \ldots, x_l \rangle$ denotes a one-dimensional space spanned by the central element $x_1, \ldots, x_l$. If $l$ is odd then any MC element in $\text{SDer}_{\geq 2}(\hat{SI}V^*) \oplus \Pi \langle x_1, \ldots, x_l \rangle$ has the form $(m', 0)$ where $m'$ is an MC element in $\text{SDer}_{\geq 2}(\hat{SI}V^*)$ (and so is a unimodular $L_\infty$ structure). If $l$ is even then, in addition, the element $x_1 \cdots x_l$ is MC and so, an arbitrary MC element is a pair $(m', c(x_1 \cdots x_l))$ where $m'$ is an MC element in $\text{SDer}_{\geq 2}(\hat{SI}V^*)$ and $c$ is any scalar. \hfill $\square$

Remark 4.7.

- Another point of view on the above result is afforded by the notion of the Berezin volume form. [23]. Namely, let $\xi \in \text{Der}_{\geq 2}(\hat{SI}V^*)$ be an $L_\infty$ algebra structure on $V$ and $f \in \hat{SI}V^*$. Then the condition that $(\xi, f)$ determines a unimodular $L_\infty$ algebra is equivalent to the statement that $\xi$ preserves the volume form $e^f \mu$ where $\mu$ is a standard constant volume form given by choosing linear coordinates on $\text{II}V$. It is not hard to prove that if $V$ is not purely even or if the even dimension of $V$ is an odd number, then any two volume forms on $\text{II}V$ are equivalent via a formal diffeomorphism and thus, one can take $f = 0$.
- The case of a purely even space $V$ whose dimension is an even number is slightly different. Let us call such a dimension exceptional. Theorem 4.6 effectively shows that the moduli space of unimodular $L_\infty$ structures on a space of exceptional dimension is the direct product of the moduli space of strict unimodular structures on $V$ and the ground field $k$.
- The notion of a unimodular $L_\infty$ algebra should be compared to that of a symplectic $L_\infty$ algebra, cf. [14] concerning this notion. In the case when a symplectic structure is the standard
linear one (which can always be achieved by the Darboux theorem), symplectic \( L_\infty \) algebras are usually called cyclic \( L_\infty \) algebra.

**Corollary 4.8.** An \( L_\infty \) algebra \((V,m)\) admits a unimodular lift if and only if it is equivalent to a strictly unimodular \( L_\infty \) algebra.

**Proof.** If \((V,m)\) is equivalent to a strictly unimodular \( L_\infty \) algebra \((V,m')\) then since the latter admits a unimodular lift, namely the trivial one, so does \((V,m)\) by Proposition A.12. Conversely, if \((V,m)\) admits a unimodular lift, at worst it must be equivalent to a unimodular \( L_\infty \) structure of the form \((m',c(x_1 \cdots x_l))\) as in Theorem 4.11. Note that the \( L_\infty \) structures \(m\) and \(m'\) are equivalent. But since \(x_1 \cdots x_l\) is a central element in the dgla \(g[V]\), the pair \((m',0)\) is also an MC element in it and so \(m'\) is in fact a strictly unimodular \( L_\infty \) structure. \(\Box\)

**Remark 4.9.** IF \((V,m)\) is \( L_\infty \) quasi-isomorphic to a strictly unimodular \( L_\infty \) algebra then, by passing to minimal models, we see that \((V,m)\) admits a unimodular lift and is therefore in fact equivalent (i.e. pointed \( L_\infty \) isomorphic) to a strictly unimodular \( L_\infty \) structure on \(V\).

**Remark 4.10.** There is another criterion for an \( L_\infty \) algebra to be equivalent to a strictly unimodular one. Recall from [13, Section 7] that associated to a \( n \) \( L_\infty \) algebra \(\xi \in \text{Der}(\hat{\text{SIIV}}^*)\) is a characteristic class \([\nabla(\xi)]\in\text{HCE}(V)\) which vanishes if and only if \(\xi\) admits a unimodular lift. Thus, the vanishing of \([\nabla(\xi)]\) is equivalent to the condition that \(V\) is \( L_\infty \) quasi-isomorphic to a strictly unimodular \( L_\infty \) algebra.

**Example 4.11.** Let \(V\) be an ordinary graded Lie algebra. It is easy to see that \(V\) is unimodular if and only if the adjoint action on \(V\) by any element in \(V\) has zero trace. In that case the notions of unimodularity and of strict unimodularity are the same. This property holds if \(V\) is a semisimple or nilpotent Lie algebra. The smallest example of a non-unimodular Lie algebra is given by a Lie algebra spanned by two vectors \(x, y\) in degree zero with \([x,y]=y\).

## 5. Spaces of unimodular lifts

Given an \( L_\infty \) algebra \((V,\xi)\) one can ask whether it can be lifted to a unimodular \( L_\infty \) algebra \((\xi,f)\) and if so, in how many ways. We have seen (cf. [13]) that the existence of a lifting is equivalent to the vanishing of the characteristic class \([\nabla(\xi)]\) or, equivalently (Corollary 4.8) \((V,\xi)\) is \( L_\infty \) equivalent to a strictly unimodular \( L_\infty \) algebra. The purpose of this subsection is to give a homological characterization of the space of unimodular lifts. The result is, in principle, a consequence of Theorem A.13 but we will give here a simple and direct treatment. We restrict to considering lifts of \emph{strictly unimodular} \( L_\infty \) algebras. Since any \( L_\infty \) algebra which admits a unimodular lift is \( L_\infty \) equivalent to a strictly unimodular one according to Corollary 4.8, this restriction results in no loss of generality by Proposition A.12.

**Definition 5.1.** Let \((V,m)\) be a strictly unimodular \( L_\infty \) algebra and let \((m,f)\) and \((m,g)\) be unimodular lifts of \(m\). Then \((m,f)\) and \((m,g)\) are called equivalent, if they are gauge equivalent as MC elements in the dgla \(g[IV]\).

Recall that an \( L_\infty \) automorphism of an \( L_\infty \) algebra \( (V,d,m) \) is an automorphism \( F \in \text{Aut}(\hat{\text{SIIV}}^*) \) such that \( F \circ (m+d) \circ F^{-1} = m+d \). Excluding automorphisms with a nontrivial reductive part we obtain a pronilpotent group of pointed \( L_\infty \) automorphisms which will be denoted by \( \text{PAut}_{L_\infty}(V) \). It is easy to see that any pointed automorphism of \((V,m)\) has the form \( e^\xi \) where \( \xi \in \text{Der}_{\geq 2}(\hat{\text{SIIV}}^*) \) with \( d(\xi) + [m,\xi] = 0 \).

**Definition 5.2.** The quotient of the group \( \text{PAut}_{L_\infty}(V) \) by the normal subgroup consisting of elements of the form \( e^{d(\eta) + [m,\eta]} \) with \( \eta \in \text{Der}_{\geq 2}(\hat{\text{SIIV}}^*) \) will be called the group of \emph{homotopy} \( L_\infty \) automorphisms of \(V\) and will be denoted by \( \text{HAut}_{L_\infty}(V) \).
Remark 5.3. Consider the complex $\mathrm{CE}_{\geq 2}(V, V)$; it is a clearly a pronilpotent dgla and the space of cocycles $\mathrm{ZCE}_{\geq 2}(V, V)$ forms a graded Lie subalgebra in it; moreover the cohomology $\mathrm{HCE}_{\geq 2}(V, V)$ also has the structure of a graded Lie algebra. Then $\mathrm{PAut}_{L_{\infty}}(V)$ is the pronilpotent group corresponding the the pronilpotent Lie algebra $\mathrm{ZCE}^0_{\geq 2}(V, V)$ whereas $\mathrm{HAut}_{L_{\infty}}(V)$ is the group corresponding to $\mathrm{HCE}^0_{\geq 2}(V, V)$.

By definition the group $\mathrm{Aut}_{L_{\infty}}(V)$ acts on $\hat{\mathrm{SIIV}}^*$, however we need to consider a twisted action, defined by formula (1.2). This twisted action naturally lifts to an action of the group $\mathrm{HAut}_{L_{\infty}}(V)$ on $\mathrm{HCE}(V)$.

Remark 5.4. The twisted action defined above has the following natural interpretation; let $\mu$ be the constant Berezin volume form on $\Pi_V$. The twisted action defined by formula (4.2). This twisted action naturally lifts to an action of the group $\mathrm{HAut}_{L_{\infty}}(V)$ on $\mathrm{HCE}(V)$.

Theorem 5.5.

1. Let $(V, m)$ be a strictly unimodular $L_{\infty}$ algebra. Then the correspondence $f \mapsto (m, f)$ establishes a 1–1 correspondence between cocycles $f \in \mathrm{ZCE}_{\geq 1}^0(V)$ and $L_{\infty}$ unimodular structures on $V$ lifting $m$.
2. Two such structures $(m, f)$ and $(m, g)$ are equivalent if and only if there exists a pointed $L_{\infty}$ automorphism $F \in \mathrm{Aut}(\hat{\mathrm{SIIV}}^*)$ such that the CE cocycles $f$ and $F \cdot g$ are cohomologous.
3. The set of equivalence classes of unimodular lifts of $(V, m)$ is in 1–1 correspondence with the set of orbits of $\mathrm{HCE}_{\geq 1}^0(V)$ with respect to the twisted action of the group $\mathrm{HAut}_{L_{\infty}}(V)$.

Proof. A pair $(m, f)$ is a unimodular $L_{\infty}$ structure if and only if $\nabla(m) + m(f) = 0$ which in the strictly unimodular case simply means that $m(f) = 0$. Let $f$ be a CE cocycle; this proves (1). Given two unimodular lifts $(m, f)$ and $(m, g)$ they are equivalent if and only if there is an even element $(\xi, h) \in g[IIV]$ such that $e^{(\xi, h)} \cdot (m, f) = (m, g)$. We have:

$$e^{(\xi, h)} \cdot (m, f) = \left( e^{\xi} \circ (m + d) \circ e^{-\xi} - d, e^{\xi} \cdot f + (m + d)(h) \right),$$

which implies (2). Part (3) follows from the observation that the (twisted) action of $\mathrm{PAut}_{L_{\infty}}(V)$ on $\mathrm{ZCE}(V)$ factors through the quotient $\mathrm{HAut}_{L_{\infty}}(V)$. □

We have the following corollary, which can be expressed solely in terms of strictly unimodular $L_{\infty}$ algebras. To formulate it, we need the following definition.

Definition 5.6. A formal automorphism $f \in \mathrm{Aut}(\hat{\mathrm{SIIV}}^*)$ is called unimodular if it is of the form $f = e^\xi$ where $\xi \in \text{Der}_{\geq 2}(\hat{\mathrm{SIIV}}^*)$ and $\nabla(\xi) = 0$.

In other words, a unimodular automorphism is an automorphism whose linear part is the identity and which is volume-preserving. Note that any unimodular lift of a strictly unimodular $L_{\infty}$ algebra $(V, m)$ is $L_{\infty}$ equivalent to a strictly unimodular one. Conversely, any strictly unimodular $L_{\infty}$ structure $m'$ on $V$ that is $L_{\infty}$ equivalent to $m$ is equivalent (as a unimodular $L_{\infty}$ structure) to a unimodular lift of $(V, m)$. Furthermore, two strictly unimodular $L_{\infty}$ structures on $V$ are equivalent if and only if they are equivalent through a strictly unimodular $L_{\infty}$ map. We have, therefore, the following result.

Corollary 5.7. Let $(V, m)$ be a strictly unimodular $L_{\infty}$ algebra. The set of strict unimodular equivalence classes of strictly unimodular $L_{\infty}$ algebras on $V$ which are $L_{\infty}$ equivalent to $(V, m)$ is in bijective correspondence with $\mathrm{HCE}_{\geq 1}^0(V)/\mathrm{HAut}_{L_{\infty}}(V)$. □

Example 5.8.
(1) Let \( m \) be the zero \( L_\infty \) structure on \( V \); it is, of course, strictly unimodular. The CE complex of \( (V, m) \) has trivial differential; the group of pointed \( L_\infty \) automorphisms of \( V \) is simply the group \( G \) of automorphisms of \( \hat{SV}^* \) whose linear part is the identity. The moduli space of unimodular lifts of \( m \) is identified with the set of even formal functions \( f \in \hat{SV}^* \) modulo the twisted action of \( G \). The classification of the corresponding orbits is, of course, an intractable problem.

(2) By contrast, let the space \( V \) be even and consider a semisimple Lie algebra on \( V \). It is easy to see that it is unimodular and that the group \( H\text{Aut}_{L_\infty}(V) \) is trivial. Thus, the moduli space of unimodular lifts coincides with even elements in \( \text{HCE}_{\geq 1}(V) \).

### 6. Quantum Lifts of Cyclic \( L_\infty \) Algebras

In this section we consider the notion of a quantum \( L_\infty \) algebra and the problem of quantum lifting of cyclic \( L_\infty \) algebras.

Let \( (V, d) \) be a dg vector space with an odd symplectic form; we introduce the weight grading on the cdga \( \hat{SV}^* [[h]] \) by requiring that for a monomial \( f \in \hat{SV}^* \) of degree \( n \) the element \( \{ f h^g \} \) has weight \( 2g + n \). Let \( \mathfrak{h}[V] \subset \hat{SV}^* [[h]] \) be the subspace of weight grading \( > 2 \). The cdga \( \hat{SV}^* [[h]] \) has the standard structure of an odd Poisson algebra and \( \mathfrak{h}[V] \) inherits this structure; in particular it is a dgla with respect to the odd bracket \( \{ , \} \). It is clear that \( \mathfrak{h}[V] \) is pronilpotent, as opposed to \( \hat{SV}^* [[h]] \). As usual, we let \( d \) act on \( \mathfrak{h}[V] \) by the Lie derivative.

**Lemma 6.1.** The operator \( d + h \Delta \) endows \( \mathfrak{h}[V] \) with the structure of an odd dgla.

**Proof.** The operators \( d \) and \( \Delta \) separately square to zero. It suffices to show that \( d \Delta + \Delta d = 0 \); expressing \( \Delta \) in terms of the divergence of the corresponding Hamiltonian vector field, we reduce the calculation to the one performed in the proof of Lemma 5.1. \( \square \)

**Definition 6.2.** Let \( (V, d) \) be a dg vector space with an odd non-degenerate symmetric bilinear form. An even element \( S(h) = S_0 + h S_1 + h^2 S_2 + \cdots \in \mathfrak{h}[IV] \) satisfying the MC equation

\[
(d + h \Delta) S(h) + \frac{1}{2} \{ S(h), S(h) \} = 0
\]

is called the structure of a quantum \( L_\infty \) algebra on \( V \).

**Remark 6.3.** The MC equation \( 6.1 \) is known under the name ‘quantum master equation’ (QME). The corresponding algebraic structure, which we call ‘quantum \( L_\infty \) algebra’ appeared in the work of Zwiebach [29] on closed string field theory. It was further studied by Markl under the name ‘loop homotopy algebras’, [24]. The restriction on the weight, defining the dgla \( \mathfrak{h}[V] \) is a manifestation of the so-called stability condition for modular operads, cf. [11]. This allows one to interpret quantum \( L_\infty \) algebras as algebras over the Feynman transform of the modular closure of the cyclic operad \( \mathcal{C}om \) governing commutative algebras. We will not use this interpretation here.

Let \( S(h) = S_0 + h S_1 + h^2 S_2 + \ldots \) be a solution of the QME \( 6.1 \) in \( \mathfrak{h}[IV] \). The constant term in \( h \) of the QME gives \( dS_0 + \frac{1}{2} \{ S_0, S_0 \} = 0 \). Therefore \( X_{S_0} \) is an odd cyclic \( L_\infty \) algebra structure on \( V \); this is the genus zero part of the corresponding quantum \( L_\infty \) algebra. Furthermore, the \( h \)-linear term in the QME gives

\[
dS_1 + \Delta(S_0) + \{ S_0, S_1 \} = 0.
\]

Since \( \Delta(S_0) = \frac{1}{2} \nabla(X_{S_0}) \), the pair \( (X_{S_0}, S_1) \) determines a unimodular \( L_\infty \) structure on \( V \).

Next, given an odd cyclic \( L_\infty \) algebra structure \( S_0 \) on \( V \) one can ask whether it is the genus zero part of a quantum \( L_\infty \) algebra. Since

\[
dS_0 + \frac{1}{2} \{ S_0, S_0 \} = 0
\]
the operator $? \mapsto d(?) + \{S_0, ?\}$ has square zero on $\hat{\Pi}V^*$. Moreover, the dg vector space $\hat{\Pi}V^*$ supplied with this operator is precisely CE($V$), the Chevalley–Eilenberg complex of $V$ regarded as an $L_\infty$ algebra.

Applying $\Delta$ to (6.2) and using commutativity of $d$ and $\Delta$ we obtain
\[ d\Delta S_0 + \{S_0, \Delta S_0\} = 0. \]

Thus, $\Delta(S_0)$ is a cocycle in CE($V$); it is cohomologous to zero precisely when there exists $S_1 \in \hat{\Pi}V^*$ such that $dS_1 + \Delta(S_0) + \{S_0, S_1\} = 0$. All told, we obtain the following result.

**Proposition 6.4.** Let $S(h)$ be a quantum $L_\infty$ algebra structure on $V$. Then $X_{S_0}$ is an odd cyclic $L_\infty$ structure on $V$ and the pair $(X_{S_0}, S_1)$ is a unimodular $L_\infty$ structure on $V$. Moreover, an odd cyclic $L_\infty$ algebra structure on $V$ lifts to order one to a quantum $L_\infty$ algebra if and only if it is unimodular.

**Proposition 6.5.** Let $m_1, m_2$ be two odd cyclic $L_\infty$ structures on $V$ which are cyclic $L_\infty$ isomorphic. Then the sets of quantum lifts of $m_1$ and $m_2$ are isomorphic.

**Proof.** Saying that $m_1, m_2$ are cyclic $L_\infty$ isomorphic is equivalent to saying that the $m_1, m_2$ are gauge equivalent MC elements in the dgla of cyclic derivations $\text{Der}_{\geq 2}(\hat{\Pi}V^*)$, cf. Remark 2.6. But now the result follows by Proposition A.12.

**Remark 6.6.** Since a quantum $L_\infty$ structure $S = S_0 + hS_1 + \ldots$ is an MC element in a certain dgla there is a corresponding notion of equivalence, or infinity isomorphism of two quantum $L_\infty$ structures defined on the same space $V$. Note that even though the $L_\infty$ algebra $(V, X_{S_0})$ is equivalent to a strict unimodular $L_\infty$ structure, it does not imply that any quantum $L_\infty$ structure is equivalent to one having unimodular genus zero part since the notion of equivalence is different.

In general, it is not so easy to decide whether an odd cyclic $L_\infty$ algebra $\xi = X_{S_0}$ can be lifted to a quantum $L_\infty$ algebra. The first obstruction to such a lift is provided, according to Proposition 6.4 by the cohomology class $\Delta(S_0)$. If $S_0$ is harmonic, i.e. $\Delta(S_0) = 0$ on the nose (as opposed to up to a coboundary) then a constant lift $S = S_0$ is possible. We can give a complete answer in the case of the odd double of an $L_\infty$ algebra.

**Theorem 6.7.** Let $(V, \xi)$ be an $L_\infty$ algebra structure on $V$ and $(V \oplus \Pi^*, X_{D_{\odot}(\xi)})$ be its odd double. Then the following statements are equivalent.

1. The $L_\infty$ structure $(V, \xi)$ admits a unimodular lift.
2. The odd double $(V \oplus \Pi^*, X_{D_{\odot}(\xi)})$ of $V$ admits a unimodular lift.
3. The odd double $(V \oplus \Pi^*, X_{D_{\odot}(\xi)})$ of $V$ admits a quantum lift.

**Proof.** Suppose that $(V, \xi)$ admits a unimodular lift. By Corollary 6.8 it is equivalent to a strictly unimodular $L_\infty$ algebra $(V, \xi')$. Since $D_{\odot}$ is an odd dgla map the double $(V \oplus \Pi^*, X_{D_{\odot}(\xi')})$ (which is strictly unimodular by Proposition 5.9) is equivalent to $(V \oplus \Pi^*, X_{D_{\odot}(\xi)})$ and so the latter also admits a unimodular lift. This proves the implication (1) $\Rightarrow$ (2).

Suppose that the $L_\infty$ algebra $X_{D_{\odot}(\xi)}$ admits a unimodular lift, so that
\begin{equation}
(6.3) \quad df + \frac{1}{2} \nabla(X_{D_{\odot}(\xi)}) + X_{D_{\odot}(\xi)}(f) = 0
\end{equation}
for some $f \in \hat{\Pi}(\Pi^* \oplus V)$. Note that $D_{\odot}(\xi) \in \hat{\Pi}(\Pi^* \oplus V) \subset \hat{\Pi}(\Pi^* \oplus V)$. Therefore, writing $f = f_0 + f_1 + \ldots$ where $f_i \in \hat{\Pi}(\Pi^* \oplus V)\otimes V$ we see that
\[ df_i + X_{D_{\odot}(\xi)}(f_i) = df_i + \{D_{\odot}(\xi), f_i\} \in \hat{\Pi}(\Pi^* \oplus V)\otimes V \subset \hat{\Pi}(\Pi^* \oplus V). \]
Since $\nabla(X_{\text{od}}(\xi)) \in \hat{SV}^* \subset \hat{S}(\Pi V^* \oplus V)$ We conclude from (6.3) that

$$df_0 + \frac{1}{2}\nabla(X_{\text{od}}(\xi)) + X_{\text{od}}(\xi)(f_0) = 0.$$  

It follows from Proposition 3.9 that the pair $(\xi, f_0/2)$ is a unimodular $L_\infty$ structure lifting $\xi$ and so $(2) \Rightarrow (1)$. Furthermore $\Delta f_0 = 0$ and therefore $D_{\text{od}}(\xi) + hf_0$ is a quantum $L_\infty$ structure lifting $D_{\text{od}}(\xi)$, proving $(2) \Rightarrow (3)$.

To complete the proof it remains to show that $(3) \Rightarrow (2)$, but this is immediate from Proposition 6.4.

**Remark 6.8.** In fact, the set of lifts of a given $L_\infty$ structure $\xi$ on $V$ to a unimodular $L_\infty$ structure on $V$ *injects* into the set of quantum lifts of the odd $L_\infty$ structure $D_{\text{od}} \xi$. Of course, the set of quantum lifts is potentially much bigger.

### 7. Unimodularity of tensor products

It is known that a tensor product of an $L_\infty$ algebra and a cdga is itself an $L_\infty$ algebra. In this section we investigate the question of when the resulting tensor product admits a unimodular lift (which we know is the same as being equivalent to a strictly unimodular $L_\infty$ algebra). We start by recalling a general construction from [15].

Let $V$ be a dg vector space and $A$ be a cdga. We construct a map of dglas

(7.1) $\Psi_A: \text{Der}_{\geq 2} \hat{SV}^* \to \text{Der}_{\geq 2} \hat{S}(A \otimes V)^*$

as follows. Any derivation $\xi \in \text{Der} \hat{SV}^*$ is determined by its value on $V^*$ which could be any element in $\hat{SV}^*$. If this element belongs to $\hat{S}^n V^*$ we say that $\xi$ has degree $n$. Without this restriction, therefore, we can write $\xi = \xi_0 + \xi_1 + \ldots$ where $\xi_n$ has degree $n$. Any derivation $\xi$ of degree $n$ can be identified with a map $V^* \to \hat{S}^n V^*$. We have a symmetrization isomorphism $i_n: \hat{S}^n V^* \to (S^n V)^*$ (cf. Section 2) and dualizing, we obtain a map $S^n V \to V$, i.e. a multi-linear symmetric map $\tilde{\xi}: S^n V \to V$. We thus have for $v_1, \ldots, v_n \in V$:

$$\tilde{\xi}(v_1, \ldots, v_n) = \xi^* \left( \sum_{\sigma \in S_n} \sigma(v_1 \otimes \cdots \otimes v_n) \right)$$

**Example 7.1.** Take $V$ to be the one-dimensional even space $k$ so that $\hat{SV}^* \cong k[[t]]$ and consider $\xi = t^n \partial_t$ for $n \geq 0$. The map $\tilde{\xi}: k \to k$ is multiplication by $n!$.

There is clearly a one-to-one correspondence between such multi-linear maps and derivations $\xi \in \text{Der} \hat{SW}^*$ of degree $n$. We define the map $\Psi_A$ on derivations of a fixed degree $n > 0$ and then extend by linearity. Denote by $X^n: A^{\otimes n} \to A$ the $n$–th iterated multiplication map, so $X^n(a_1, \ldots, a_n) = a_1 \cdot \ldots \cdot a_n$.

**Definition 7.2.** For $\xi \in \text{Der}_n \hat{SV}^*$ the derivation $\Psi_A(\xi)$ is the derivation of $\hat{S}(A^* \otimes V^*)$ which corresponds to the multilinear map

$$X^n \otimes \tilde{\xi}: A^{\otimes n} \otimes V^{\otimes n} \to A \otimes V.$$

**Proposition 7.3.** The map (7.1) is a map of dglas.

*Proof.* A detailed direct proof is given in [15] Lemma 6.4]. Here we sketch a more conceptual, non-computational proof. Denote by $\mathfrak{h}(V)$ the graded Lie algebra $\text{Der}_{\geq 2} \hat{SV}^*$; similarly $\mathfrak{h}(A \otimes V)$ will stand for the graded Lie algebra $\text{Der}_{\geq 2} \hat{S}(A^* \otimes V^*)$. We wish to prove that the map $\Psi_A: \mathfrak{h}(V) \to \mathfrak{h}(A \otimes V)$ respects the dgl structure.

Note that an MC element in $\mathfrak{h}(V)$ is an $L_\infty$ algebra structure on $\Pi V$ whereas an MC element in $\mathfrak{h}(A \otimes V)$ is an $L_\infty$ structure on $A \otimes \Pi V$. Let $m^{\Pi V}$ be an $L_\infty$ structure on $\Pi V$; recall that we write
\(\tilde{m}_n : V^{\otimes n} \rightarrow V\) for the corresponding multi-linear maps. Associated to \(m^{IV} V\) is an \(L_\infty\) structure \(m^{IV} \otimes IV\) on \(A \otimes IV\) given by a tensor product with the cdga \(A\) (see Section 2). This gives a map on MC elements \(MC(\mathfrak{g}(V)) \rightarrow MC(\mathfrak{g}(A \otimes V))\). This map can be extended functorially over any dg base; i.e. for any cdga \(B\) there is a natural map \(MC(B \otimes \mathfrak{g}(V)) \rightarrow MC(B \otimes \mathfrak{g}(A \otimes V))\). But the existence of such a map is tantamount to having an \(L_\infty\) map \(\mathfrak{g}(V) \rightarrow \mathfrak{g}(A \otimes V)\), see [6, Corollary 2.5] for this type of argument. It is then easy to check that this map is precisely \(\Psi_A\) and, in particular, that it is strict. \(\square\)

A slight modification of the proof also yields a map of dglas \(\text{Der} \hat{S}V^* \rightarrow \text{Der} \hat{S}(A \otimes V)^*\); we will not use this extended map. An interesting special case is obtained by setting \(V = k\), the ground field. In that case we obtain a Lie algebra map \(\text{Der} k[[t]] \rightarrow \text{Der} \hat{S}A^*\) (which is easily seen to be injective). This can be phrased as saying that the Lie algebra of formal vector fields on the line has a (nonlinear) action on the underlying space on any commutative and associative algebra \(A\). In fact, it is easy to see that in this case \(A\) need not even be commutative; formal vector fields could also be replaced by polynomial ones. This observation was also made in [18, Theorem 1.7.8].

The following result expresses the divergence of a formal vector field in terms of traces; it was proved in [15, Proposition 6.12]; the proof is just a straightforward unwrapping of definitions.

**Lemma 7.4.** Let \(V\) be a finite-dimensional vector space and \(\xi \in \text{Der}_n(\hat{S}V^*)\) and \(\tilde{\xi} : V^{\otimes n} \rightarrow V\) be the corresponding multi-linear map. Then the multi-linear map \(i_{n-1}(\nabla \xi) : S^{n-1}V \rightarrow k\) has the form:

\[
v_1 \otimes \cdots \otimes v_{n-1} \mapsto \text{Tr} \left( x \mapsto \tilde{\xi}(v_1, \ldots, v_{n-1}, x) \right)
\]

\(\square\)

The dgla map \(\Psi_A\) can be extended to a dgla map \(\mathfrak{g}[V] \rightarrow \mathfrak{g}[A \otimes V]\) where \(V\) is a dg vector space and \(A\) is a cdga. Consider the map

\[
\hat{S}_{\geq 1} V^* \cong \text{Hom}(S_{\geq 1} V, k) \rightarrow \hat{S}_{\geq 1}(A \otimes V)^*
\]

which associates to a symmetric multilinear map \(f : V^{\otimes n} \rightarrow k\) the symmetric multilinear map \(\hat{f}(A \otimes V)^{\otimes n} \rightarrow k\) such that

\[
\hat{f}(a_1 \otimes v_1, \ldots, a_n \otimes v_n) = \pm \text{Tr}(a_1 \ldots a_n)f(v_1, \ldots, v_n)
\]

for \(a_i \in A, v_i \in V, i = 1, \ldots, n\); the sign \(\pm\) is determined by the Koszul sign rule.

The map \(f \mapsto \hat{f}\) induces a map \(\Pi \hat{S}_{\geq 1} V^* \rightarrow \Pi \hat{S}_{\geq 1}(A \otimes V)^*\) which we will denote by \(\Psi_A\). Then we have the following result.

**Proposition 7.5.** The map

\[
(\Psi_A, \Psi'_A) : \text{Der}_{\geq 2} \hat{S}V^* \times \Pi \hat{S}_{\geq 1} V^* \rightarrow \text{Der}_{\geq 2} \hat{S}(A \otimes V)^* \times \Pi \hat{S}_{\geq 1}(A \otimes V)^*
\]

is a map of dglas \(\mathfrak{g}[V] \rightarrow \mathfrak{g}[A \otimes V]\).

**Proof.** Let \(\xi \in \text{Der}_n(\hat{S}V^*)\) and let \(\tilde{\xi} : V^{\otimes n} \rightarrow V\) be the corresponding multi-linear map. Given a symmetric map \(f : V^{\otimes m} \rightarrow k\) then the symmetric map \(\{\xi, f\} : V^{\otimes n+m-1} \rightarrow k\) is given by the formula

\[
\{\xi, f\}(v_1, \ldots, v_{n+m-1}) = \sum_{i=1}^{m} \pm f(v_1, \ldots, v_{i-1}, \tilde{\xi}(v_i, \ldots, v_{i+n}), \ldots, v_{n+m-1})
\]

where \(\pm\) is determined by the Koszul sign rule. By straightforward inspection using this formula and the formula for the map \((\Psi_A, \Psi'_A)\), the Lie bracket is preserved. Similarly, commutation with the differential follows from the formula for the divergence in Lemma 7.4. \(\square\)

We can now give a criterion for a tensor product of an \(L_\infty\) algebra and a cdga to be a (strictly) unimodular \(L_\infty\) algebra. First, a relevant definition.
Definition 7.6. A finite dimensional cdga $A$ is **unimodular** if the operator of multiplication by any element $a \in A$ has zero trace.

Note for future use that the map $\Psi_A'$ is zero if the cdga $A$ is unimodular. Next, there is a simple criterion for a graded commutative algebra to be unimodular.

Proposition 7.7. Let $A$ be a finite dimensional graded commutative algebra and $e_i, i = 1, \ldots, n$ be a complete set of orthogonal idempotents in $A$ so that $A \cong \bigoplus_{i=1}^n e_i A$. Then $A$ is unimodular if and only if for each $i = 1, \ldots, n$ the even and odd dimensions of $e_i A$ coincide, i.e. there exist $m_i \in \mathbb{Z}$ such that $\dim(e_i A) = m_i | m_i$.

Proof. Without loss of generality we assume that the ground field $k$ is algebraically closed. Clearly $A$ is unimodular if and only if every $e_i A$ is. Next, $e_i A$ is a local algebra with residue field $k$ and it is unimodular if and only if the trace of the multiplication by $1$ in it is zero. If $\dim e_i A = m_i | n_i$ then this trace equal to $m_i - n_i$ so it is zero if and only if $m_i = n_i$ as required. \qed

Remark 7.8. The reader may feel that Definition 7.6 is really a definition of **strict** unimodularity. Indeed, there exists a notion of a unimodular $C_\infty$ algebra and regarding a cdga $A$ as a $C_\infty$ algebra, it can be shown that $A$ lifts to a unimodular $C_\infty$ algebra if and only if $H(A)$ is unimodular in the sense of Definition 7.6 although $A$ itself will not be unless it admits the trivial/zero lift. However, it turns out that there is no difference between unimodularity and strict unimodularity for cdgas. Indeed, assuming without loss of generality that $k$ is algebraically closed, we saw that the unimodularity of a cdga $A$ is equivalent to the condition that for any idempotent $e \in A$ we have $\text{Tr}(x \mapsto e x) = 0$. Note that $e$ is necessarily a cycle in $A$ and since the map $A \to k$ given by $a \mapsto \text{Tr}(x \mapsto ax)$ is a chain map, the trace of the multiplication by $e$ is zero if and only if the trace of the induced map on $H(A)$ is also zero. Therefore $A$ is unimodular in the sense of Definition 7.6 if and only if $H(A)$ is.

Example 7.9. Let $A = H^*(M)$ be the cohomology ring of an orientable manifold $M$. In that case $A$ is local and so it is unimodular if and only if the Euler characteristic of $M$ vanishes: $\chi(M) = 0$. This is the case, e.g. if $\dim M$ is odd. In fact, it is easy to see that any graded unital odd Frobenius algebra (i.e. having an invariant odd inner product) is necessarily unimodular.

Theorem 7.10. Let $A$ be a cdga and $V$ be an $L_\infty$ algebra. Then:

1. The $L_\infty$ algebra $A \otimes V$ is strictly unimodular if and only if either $V$ is strictly unimodular or $A$ is unimodular.
2. The $L_\infty$ algebra $A \otimes V$ admits a unimodular lift if and only if either $V$ admits a unimodular lift or $A$ is unimodular.

Proof. Let $m \in \text{Der}_{\geq 2} \hat{S}II^*$ be the given $L_\infty$ structure on $V$. Then by Proposition 7.5 we have

$$\nabla \Psi_A(m) = \Psi_A'(\nabla m).$$

It follows that if $V$ is strictly unimodular, i.e. if $\nabla m = 0$ then $\nabla \Psi_A(m) = 0$, i.e. the $L_\infty$ algebra $A \otimes V$ is strictly unimodular. Taking into account that $\Psi_A' : \hat{S}_{\geq 1}II^* \to \hat{S}_{\geq 1}II(A \otimes V)^*$ is a chain map we conclude, similarly, that if $V$ admits a unimodular lift, i.e. $\nabla m$ is a coboundary in $\hat{S}II^*$ then $\nabla \Psi_A(m)$ is a coboundary in $\hat{S}II(A \otimes V)^*$, i.e. $A \otimes V$ admits a unimodular lift.

Further, if $A$ is unimodular then the map $\Psi_A'$ is zero and so again, the $L_\infty$ algebra $A \otimes V$ is unimodular. This proves the ‘if’ statement of both (1) and (2).

Conversely, assume $A \otimes V$ admits a unimodular lift. For any idempotent $e \in A$, define the map $\phi_e : \hat{S}II(A \otimes V)^* \to \hat{S}II^*$ by:

$$\phi_e(f)(v_1, \ldots, v_n) = f(e \otimes v_1, \ldots, e \otimes v_n).$$
Then $\phi_e$ can be viewed as a strict $L_\infty$ map $V \to A \otimes V$; $v \mapsto e \otimes v$ and thus, it is a chain map with respect to the CE differentials. Furthermore, the following formula can be easily checked:

$$\phi_e(\nabla \Psi_A) = \text{Tr}(a \mapsto ea)(\nabla m).$$

But since $A \otimes V$ admits a unimodular lift then $\nabla \Psi_A \in \hat{SI}(A \otimes V)^*$ is cohomologous to zero and hence so is $\text{Tr}(a \mapsto ea)(\nabla m) \in \hat{SI}IV^*$. Therefore, either $\text{Tr}(a \mapsto ea) = 0$ for any idempotent $e \in A$ or $\nabla m$ is cohomologous to zero. In the first case $A$ is unimodular and in the second case $V$ has a unimodular lift.

If $A \otimes V$ is strictly unimodular then a similar argument shows that either $A$ is unimodular or $V$ is strictly unimodular. □

8. Application to Chern–Simons theory

Let $M$ be a smooth closed oriented manifold of dimension $n$. Its de Rham algebra $\Omega^*(M)$ is a cdga with the Poincaré duality pairing: given two forms $\omega_1$ and $\omega_2$ their inner product is

$$[\omega_1, \omega_2] = \int_M \omega_1 \cdot \omega_2.$$ 

This pairing is invariant in the sense that the identity $[\omega_1, \omega_2, \omega_3] = [\omega_1, \omega_2 \omega_3]$ holds for any three forms $\omega_1, \omega_2$ and $\omega_3$. Note that the pairing $[,]$ is even or odd depending on whether $n$ is even or odd. Of course $\Omega(M)$, being infinite-dimensional, is not a Frobenius algebra, however its cohomology $H^*(M)$ is.

Let $V$ be a finite-dimensional cyclic $L_\infty$ algebra. We assume that the inner product $\langle \cdot, \cdot \rangle$ on $V$ has parity which is opposite to that of $[,]$. Thus, if $\dim V$ is odd, $V$ is an even cyclic $L_\infty$ algebra and if $\dim V$ is even, then $V$ is an odd cyclic $L_\infty$ algebra. Consider the tensor product $\Omega(M) \otimes V$. This is itself an $L_\infty$ algebra (as a tensor product of a cdga and an $L_\infty$ algebra) and it has an odd pairing that is the tensor product of pairings on $\Omega(M)$ and $V$, making it into an odd cyclic $L_\infty$ algebra. We will want to consider when this $L_\infty$ algebra admits a unimodular or quantum lift. However, this only makes sense for finite dimensional $L_\infty$ algebras. Therefore we replace this $L_\infty$ algebra with its minimal model, which is a finite dimensional cyclic $L_\infty$ algebra which is homotopy equivalent to the original cyclic $L_\infty$ algebra, so still encodes its homotopy type.

We will also need to briefly consider cyclic $C_\infty$ algebras and their minimal models in this section and we refer to [15] for the relevant definitions. The theory of minimal models of cyclic $L_\infty$ algebras and cyclic $C_\infty$ algebras which we make use of is treated in detail in Appendix B in the generality of algebras over operads and cyclic operads. The general notion of homotopy equivalence for algebras over operads and cyclic operads relevant to this section is also introduced in Appendix B.

We will make use of the following fact about $C_\infty$ algebras, which is a rewording of the main theorem of [15]. It says, essentially, that a minimal cyclic $C_\infty$ algebra is determined up to homotopy equivalence by the equivalence class of the underlying (non-cyclic) $C_\infty$ algebra and the isomorphism class of the underlying Frobenius algebra.

**Theorem 8.1 ([15] Theorem 13.5 (1)).** Let $A$ be a unital commutative Frobenius algebra with zero differential. Then two minimal cyclic $C_\infty$ structures on $A$ which lift this Frobenius algebra structure are homotopy equivalent as cyclic $C_\infty$ algebras if and only if they are homotopy equivalent as (non-cyclic) $C_\infty$ algebras.

Let us denote by $g(M, V)$ a cyclic $L_\infty$ minimal model of $\Omega(M) \otimes V$. It has $H(M) \otimes V$ as its underlying graded vector space; it is thus finite-dimensional and the scalar product is non-degenerate.
Proposition 8.2. Let $M$ and $N$ be two closed oriented manifolds which are homotopy equivalent through an orientation-preserving homotopy equivalence. Then the cyclic $L_\infty$ algebras $g(M,V)$ and $g(N,V)$ are cyclic $L_\infty$ isomorphic.

Proof. The given homotopy equivalence $M \to N$ induces a quasi-isomorphism of cdgas $f : \Omega(N) \to \Omega(M)$ which preserves the pairings: $[\omega_1, \omega_2] = [f(\omega_1), f(\omega_2)]$ for $\omega_1, \omega_2 \in \Omega(N)$. It follows that the $C_\infty$ minimal models of $\Omega(M)$ and $\Omega(N)$ are homotopy equivalent (in the sense of Definition B.8) as (non-cyclic) $C_\infty$ algebras. Furthermore, $H(M)$ and $H(N)$ are isomorphic as Frobenius algebras. Therefore, by Theorem 8.1 the cyclic $C_\infty$ minimal models of $\Omega(M)$ and $\Omega(N)$ are homotopy equivalent as cyclic $C_\infty$ algebras. Tensoring these cyclic $C_\infty$ minimal models with $V$ we obtain, by Theorem C.2 two homotopy equivalent cyclic $L_\infty$ algebras. These cyclic $L_\infty$ algebras are minimal models for $\Omega(M) \otimes V$ and $\Omega(N) \otimes V$, so are homotopy equivalent to $g(M,V)$ and $g(N,V)$ by the uniqueness of minimal models up to homotopy, cf. Theorem B.10 (2). Therefore $g(M,V)$ and $g(N,V)$ are homotopy equivalent and hence cyclic $L_\infty$ isomorphic, cf. Remark B.15.

Thus, the cyclic isomorphism class of $g(M,V)$ is a homotopy invariant of the manifold $M$. In fact, it is clear that one only needs $M$ to be a Poincaré duality space in order to define $g(M,V)$. Using sophisticated renormalization techniques, Costello [8] proved that the $L_\infty$ algebra $g(M,V)$ admits a quantum lift $g^0(M,V)$, which is determined up to homotopy by the smooth structure on $M$. The homotopy type of the resulting quantum $L_\infty$ algebra is, therefore, a smooth invariant of $M$. It is not known whether $g^0(M,V)$ is a homotopy invariant of $M$ but its genus zero part, which is just the $L_\infty$ algebra $g(M,V)$, certainly is a homotopy invariant. We will now analyze the situation using the obstruction-theoretic approach. To this end let us recall the following theorem due to Lambrechts–Stanley [21], which we restate in our current language.

Theorem 8.3. Let $A$ be a unital $\mathbb{Z}$–graded cdga with a possibly degenerate invariant graded pairing and which is simply-connected, meaning $H^0(A) = k$ and $H^1(A) = 0$. Furthermore assume that the pairing on $H(A)$ is non-degenerate. Then there exists a unital $\mathbb{Z}$–graded cyclic cdga $A'$ with a non-degenerate invariant pairing which is weakly equivalent to $A$, meaning it can be connected to $A$ by a zig-zag of quasi-isomorphisms of cdgas.

Remark 8.4. A non-degenerate graded pairing on $A'$, is equivalent to a non-degenerate graded trace $A' \to k$. Because $A'$ is connected, any such trace corresponds uniquely to a fundamental cycle in $A'$, i.e. a non-zero element of top degree, moreover it can be chosen arbitrarily. With a suitable choice of a fundamental cycle in $A'$ we can always achieve that the cohomology of $A$ and $A'$ are isomorphic as Frobenius algebra and we will assume this in what follows.

It is not claimed that a Lambrechts–Stanley model is unique. However we have the following useful strengthening of the Lambrechts–Stanley theorem showing that it is unique up to a strong cyclic homotopy equivalence.

Proposition 8.5. Let $A$ be a unital $\mathbb{Z}$–graded cyclic cdga which is simply connected and let $A'$ be a Lambrechts–Stanley model. Then the cyclic $C_\infty$ minimal models of $A$ and $A'$ are homotopy equivalent.

Proof. Since $A$ and $A'$ are weakly equivalent as cdgas, it follows that the cyclic $C_\infty$ minimal models of $A$ and $A'$ are homotopy equivalent as (non-cyclic) $C_\infty$ algebras, moreover this homotopy equivalence induces an isomorphism of graded Frobenius algebra structures on $H(A)$ and $H(A')$. Then by Theorem 8.1 it follows that the minimal models are in fact homotopy equivalent as cyclic $C_\infty$ algebras.

Now, let $M$ be a simply-connected closed oriented manifold and consider the finite-dimensional cyclic cdga $\tilde{\Omega}(M)$ corresponding to $\Omega(M)$ by Theorem 8.3 according to our conventions we will
view \( \tilde{\Omega}(M) \) as a \( \mathbb{Z}/2 \)-graded cdga. Let \( V \) be a cyclic \( L_\infty \) algebra of parity opposite to that of \( \dim M \). By the homotopy invariance of tensoring with \( V \) (see Theorem 6.7) we see that \( g(M, V) \) is cyclic \( L_\infty \) isomorphic as a cyclic \( L_\infty \) algebra to the cyclic minimal model of \( \tilde{\Omega}(M) \otimes V \). Therefore \( g(M, V) \) lifts to a unimodular (or quantum) \( L_\infty \) algebra if and only if \( \Omega(M) \otimes V \) does.

Note that the cdga \( \tilde{\Omega}(M) \) is local and so, its only non-zero idempotent is the identity element 1. It is unimodular if and only if the multiplication by 1 has zero trace which in turn holds if and only if \( \chi(M) = 0 \). These arguments, together with Theorem 7.10, yield the following result.

**Theorem 8.6.** Let \( M \) be a simply-connected closed oriented manifold and \( V \) be a cyclic \( L_\infty \) algebra whose parity is opposite to \( \dim M \). Then \( g(M, V) \) has a unimodular lift if and only if either \( V \) has a unimodular lift or \( \chi(M) = 0 \).

We can also analyze the existence of a quantum lift of \( g(M, V) \).

**Corollary 8.7.** Let \( M \) and \( V \) be as in Theorem 8.6. Then if either \( \chi(M) = 0 \) or \( V \) is strictly unimodular then \( g(M, V) \) admits a quantum lift. Conversely, if \( g(M, V) \) admits a quantum lift then either \( \chi(M) = 0 \) or \( V \) has a unimodular lift.

**Proof.** If \( \chi(M) = 0 \) then \( \tilde{\Omega}(M) \) is a unimodular cdga and thus, by Theorem 7.10 (1) the \( L_\infty \) algebra \( \tilde{\Omega}(M) \otimes V \) is strictly unimodular and thus, admits a trivial quantum lift. This implies that \( g(M, V) \) likewise admits a quantum lift. Similarly if \( V \) is strictly unimodular then \( \tilde{\Omega}(M) \otimes V \) is strictly unimodular which again, implies that \( g(M, V) \) admits a quantum lift.

Finally, assume that \( g(M, V) \) admits a quantum lift. Then it must also admit a unimodular lift and by Theorem 8.6 either \( \chi(M) = 0 \) or \( V \) has a unimodular lift.

**Example 8.8.** Let \( g \) be an \( L_\infty \) algebra which does not have a unimodular lift; e.g. one can take an ordinary Lie algebra that is not unimodular, cf. Example 4.11 Then the odd double \( D_{od}(g) \) is a cyclic \( L_\infty \) algebra which does not admit a unimodular lift by Theorem 6.7. It follows that for a simply-connected manifold \( M \) with \( \chi(M) \neq 0 \) the \( L_\infty \) algebra \( \Omega(M) \otimes D_{od}(g) \) does not have a unimodular lift. Since quantum liftability is a stronger condition, it does not admit a quantum lift either.

**Remark 8.9.**

(1) If \( M \) is a formal manifold, meaning that the de Rham algebra \( \Omega(M) \) is quasi-isomorphic as a cdga to its cohomology \( H(M) \) (for example, if \( M \) is a two dimensional surface, or a Kähler manifold), then we may drop the assumption that \( M \) is simply connected from Theorem 8.6 and Corollary 8.7 since we no longer need the Lambrechts–Stanley result in this case. Indeed, we just use the Frobenius algebra \( H(M) \) for the algebra \( \tilde{\Omega}(M) \) in the arguments above.

(2) If \( \dim M \) is odd (as in the traditional setup of Chern–Simon theory) then \( \chi(M) = 0 \) and it follows that \( g(M, V) \) admits a quantum lift (and thus, also a unimodular lift).

(3) We proved, therefore, that in favorable circumstances the cyclic \( L_\infty \) algebra \( g(M, V) \) has a quantum lift. However our methods do not extend to constructing a canonical lift. The existence of a canonical lift was claimed by Costello in [8]. The necessity of \( V \) being unimodular in the case \( \dim M \) is even and \( \chi(M) \neq 0 \) was omitted in op. cit.

**Appendix A. Maurer–Cartan elements and lifts**

The purpose of this appendix is to review the theory of Maurer–Cartan (MC) elements in dglas and their moduli. The material here is more or less standard, perhaps excepting the theory of lifts of MC elements. A more detailed and general overview is contained in [2].
**Definition A.1.** Let \( \mathfrak{g} \) be a differential graded Lie algebra. An **MC element in** \( \mathfrak{g} \) is a degree one element \( \xi \in \mathfrak{g} \) satisfying the Maurer–Cartan equation

\[
d\xi + \frac{1}{2}[\xi, \xi] = 0.
\]

We denote the set of MC elements in \( \mathfrak{g} \) by \( \text{MC}(\mathfrak{g}) \).

Since a map of dglas \( \mathfrak{g} \to \mathfrak{h} \) takes MC elements to MC elements we see that MC defines a functor on dglas.

**Definition A.2.** For a dgla \( \mathfrak{g} \) and \( \xi \in \text{MC}(\mathfrak{g}) \) define the differential \( d\xi \) on \( \mathfrak{g} \) as \( d\xi := d + \text{ad}(\xi) \). It is straightforward to check that \( (d\xi)^2 = 0 \). We will denote by \( \mathfrak{g}^\xi \) the dgla whose underlying graded Lie algebra is the same as \( \mathfrak{g} \) but instead of the differential given by just \( d \), the differential is given by \( d\xi \).

**Proposition A.3.** Let \( \mathfrak{g} \) be a dgla and let \( \xi \in \mathfrak{g} \) be an odd element. Then there is a bijection \( \text{MC}(\mathfrak{g}^\xi) \to \text{MC}(\mathfrak{g}) \) given by \( \eta \mapsto \eta + \xi \).

**Proof.** We calculate that

\[
d(\eta + \xi) + \frac{1}{2}[\eta + \xi, \eta + \xi] = d\xi + \frac{1}{2}[\xi, \xi] + d\eta + \frac{1}{2}[\eta, \xi] + \frac{1}{2}[\xi, \eta] + \frac{1}{2}[\eta, \eta]
\]

and so \( \eta \in \text{MC}(\mathfrak{g}^\xi) \) if and only if \( \eta + \xi \in \text{MC}(\mathfrak{g}) \). \( \square \)

**A.1. The Maurer–Cartan moduli set.** Denote by \( k[z, dz] \) the free unital differential graded commutative algebra on the generators \( z \) and \( dz \) with \( |z| = 0, |dz| = 1 \) and \( d(z) = dz \).

**Definition A.4.** Two elements \( \xi, \eta \in \text{MC}(\mathfrak{g}) \) are called *homotopic* if there is an element \( h \in \text{MC}(\mathfrak{g} \otimes k[z, dz]) \) with \( h|_0 = \xi \) and \( h|_1 = \eta \).

Homotopy of Maurer–Cartan elements defines a relation that may not be transitive (unless \( CE(\mathfrak{g}) \) is cofibrant) so we will consider the transitive closure.

**Definition A.5.** We denote by \( \mathcal{MC}(\mathfrak{g}) \) the set of equivalence classes under the transitive closure of the homotopy relation. We call this the **Maurer–Cartan moduli set of** \( \mathfrak{g} \).

**A.2. Gauge equivalence.** Let \( \mathfrak{g} \) be a *pronilpotent* Lie algebra, by which we mean an inverse limit of nilpotent algebras. Recall that for every such Lie algebra there is an associative product \( \bullet : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g} \) given by the Baker–Campbell–Hausdorff formula which is functorial (given \( f : \mathfrak{g} \to \mathfrak{h} \) then \( f(x \bullet y) = f(x) \bullet f(y) \)) and for any unital associative algebra \( A \) with pronilpotent ideal \( I \) it holds for any \( a, b \in I \) that \( e^a e^b = e^{a+b} \) where \( e^a = \sum_{n \geq 0} \frac{a^n}{n!} \in A \) and \( \bullet \) is taken with respect to the commutatorLie bracket on \( A \). A property of \( \bullet \) is that for any \( x, y \in \mathfrak{g} \) if \( [x, y] = 0 \) then \( x \bullet y = x + y \).

Define the group \( \exp(\mathfrak{g}) = \{ e^x : x \in \mathfrak{g} \} \) with product defined as \( e^x \cdot e^y = e^{x \bullet y} \). The identity is \( 1 = e^0 \) and \( e^x \cdot e^{-x} = e^{-x} \cdot e^x = 1 \). It follows from the pronilpotency of \( \mathfrak{g} \) and the above properties of \( \bullet \) that the adjoint representation \( y \mapsto \text{ad}(y) \) exponentiates to an action of \( \exp(\mathfrak{g}) \) on \( \mathfrak{g} \) given by \( e^y \mapsto e^{\text{ad}(y)} \).

Let \( \mathfrak{g} \) be a pronilpotent dgla and let \( \xi \in \text{MC}(\mathfrak{g}) \) and \( y \in \mathfrak{g}^0 \). Define the *gauge action* by

\[
e^y \cdot \xi = e^{\text{ad}(y)} \xi + (de^{\text{ad}(y)})y = \xi + \sum_{n=1}^\infty \frac{1}{n!} (\text{ad}(y))^{n-1} (\text{ad}(y)\xi - dy).
\]

Then this indeed gives an action of \( \exp(\mathfrak{g}^0) \) on \( \text{MC}(\mathfrak{g}) \).
Proposition A.6. Let $g$ be a pronilpotent dgla. Given $\xi \in MC(g)$ then $\exp(g^0) = \{ e^y : (d + d^{s\xi})y = 0 \}$ where $\exp(g^0)$ is the stabiliser of $\xi$ by the gauge action.

Proof. Let $y \in g^0$. Since $(d + d^{s\xi})y = -(ad(y)\xi - dy)$ then if $(d + d^{s\xi})y = 0$ it is clear that $e^y \cdot \xi = \xi$. Conversely since $g = \lim_{i} g_i$ it is sufficient to show that $ad(y)\xi - dy = 0$ under the image of every $g \to g_i$. The $g_i$ are nilpotent so for each $g_i$ there exists some least $N$ such that $(ad(y))^N(ad(y)\xi - dy) = 0$. Then $(ad(y))^{N-1}(e^y \cdot \xi - \xi) = (ad(y))^{N-1}(ad(y)\xi - dy) = 0$ so $ad(y)\xi - dy = 0$ as required.

Definition A.7. Let $g$ be a pronilpotent dgla. Two Maurer–Cartan elements $\xi, \eta \in MC(g)$ are called gauge equivalent if there is an element $y \in g^0$ such that $e^y \cdot \xi = \eta$.

Remark A.9. We will not consider here the most general case, when there are obstructions to lifting. In other words we will assume that there exists at least one MC element $\xi \in MC(g)$ such that $f(\xi) = \xi_0$. This assumption can be easily dropped by working with curved Lie algebras (for example, see [2, Chapter 7]) but we will not need this here.

Proposition A.10. Let $f : g \to h$ be a map of pronilpotent dglas. Let $\xi_0 \in MC(h)$ and $\xi \in MC(g)$ with $f(\xi) = \xi_0$. Let $\mathfrak{t}^{s\xi} \subset g$ be the kernel of $f$, endowed with the twisted differential $d^s := d + ad(\xi)$. The fibre over $\xi_0 \in MC(h)$ of $MC(g) \to MC(h)$ is isomorphic to $MC(\mathfrak{t}^{s\xi})$ by the map $MC(\mathfrak{t}^{s\xi}) \hookrightarrow MC(g)$.

Proof. It is elementary to check that an odd element $\eta$ in $\mathfrak{t}^{s\xi}$ is MC if and only if $\eta + \xi \in MC(g)$. Moreover, $f(\eta + \xi) = f(\eta) + \xi_0 = \xi_0$ so $\eta + \xi$ indeed belongs to the fibre of $f$ over $\xi_0$. In particular it is independent of the choice of $\xi$.

Remark A.11. Note that, despite what the notation may suggest, $\mathfrak{t}^{s\xi}$ is not necessarily obtained by twisting $\mathfrak{t}$ by some element of $\mathfrak{t}$.

Proposition A.12. Let $f : g \to h$ be a surjective map of pronilpotent dglas. The fibres over any two gauge equivalent (and hence homotopy equivalent) elements $\xi_0, \xi'_0 \in MC(h)$ are isomorphic.

Proof. There is a degree zero element $y_0 \in h$ such that $e^{y_0} \cdot \xi_0 = \xi'_0$. Choose elements $\xi, y \in g$ with $f(\xi) = \xi_0$ and $f(y) = y_0$ so that $MC(\mathfrak{t}^{s\xi})$ is the fibre over $\xi_0$ and $MC(\mathfrak{t}^{s\xi})$ is the fibre over $\xi'_0$ (since $f(e^{y} \cdot \xi) = e^{y_0} \cdot \xi_0 = \xi'_0$). Given $\eta \in MC(\mathfrak{t}^{s\xi})$ set $g(\eta) = e^{y} \cdot \eta$. Then $g(\eta) \in MC(\mathfrak{t}^{s\xi})$ since $f(e^{y} \cdot \eta + e^{y} \cdot \xi) = \xi'_0$. This gives an isomorphism $g : MC(\mathfrak{t}^{s\xi}) \to MC(\mathfrak{t}^{s\xi})$ as required.
Remark A.14. There is perhaps a more conceptual, albeit less elementary, way to understand \( H^f \) fibrations \( \text{Hom}(\text{CE}(\mathfrak{g}), \mathfrak{h}) \). In terms of Sullivan homotopy, this means that there is an element \( h \in \text{MC}(\mathfrak{t}^\xi[z, dz]) \) with \( h|_0 = \eta \) and \( h|_1 = \eta' \). In particular at every value for \( z \) it is the case that \( h \) is an element of \( \text{MC}(\mathfrak{t}^\xi) \). In other words this is a homotopy through lifts of \( \xi_0 \), or more precisely, this homotopy is a lift of the constant homotopy \( \xi_0 \in \text{MC}(\mathfrak{h}^g[z, dz]) \). Therefore, the space of lifts of \( \xi_0 \) modulo equivalence in this sense is then just \( \mathcal{M}C(\mathfrak{t}^\xi) \) and does not depend on the choice of \( \xi \). Note that if \( \xi_0 = e^{y_0} \cdot \xi_0 \) given \( y \in \mathfrak{g} \) with \( f(y) = y_0 \) and a homotopy \( h \in \text{MC}(\mathfrak{t}^\xi[z, dz]) \) with \( h|_0 = \eta \) and \( h|_1 = \eta' \) then \( e^y \cdot h \in \text{MC}(\mathfrak{t}^{y+\xi}[z, dz]) \) is a homotopy from \( e^\eta \cdot \eta \) to \( e^\eta' \cdot \eta' \) so by Proposition A.12 gauge equivalent elements have the same space of lifts up to homotopy in this sense. Therefore the space of lifts of up to homotopy in this sense is well defined for a homotopy class \( \xi_0 \in \mathcal{M}C(\mathfrak{h}) \).

Alternatively we could say that \( \eta, \eta' \in \text{MC}(\mathfrak{t}^\xi) \) are equivalent if they are equivalent as Maurer–Cartan elements in \( \mathfrak{g} \). That is, the elements \( \eta + \xi, \eta' + \xi \in \text{MC}(\mathfrak{g}) \) are equivalent as Maurer–Cartan elements. In general this will not be the same since two elements may now be homotopic via a homotopy not necessarily through lifts of \( \xi_0 \). The space of lifts up to homotopy in this sense is just the fibre in \( \mathcal{M}C(\mathfrak{g}) \) over \( \xi_0 \in \mathcal{M}C(\mathfrak{h}) \). These two different notions are related as follows.

**Theorem A.13.** Let \( f : \mathfrak{g} \to \mathfrak{h} \) be a surjective map of pronilpotent dglas. Then \( \exp(H^0(\mathfrak{h}^{\xi_0})) \) acts on \( \mathcal{M}C(\mathfrak{t}^\xi) \) and \( \mathcal{M}C(\mathfrak{t}^\xi)/\exp(H^0(\mathfrak{h}^{\xi_0})) \) is isomorphic to the fibre in \( \mathcal{M}C(\mathfrak{g}) \) over \( \xi_0 \in \mathcal{M}C(\mathfrak{h}) \).

**Proof.** Given \( y_0 \in \mathfrak{h}^0 \) such that \( (d + d^{\xi_0})y_0 = 0 \) and \( y, y' \in \mathfrak{g}^0 \) with \( f(y) = f(y') = y_0 \) then for any \( \eta \in \text{MC}(\mathfrak{t}^\xi) \) let

\[
h = e^{y \cdot \eta} \cdot e^{y \cdot \xi} \cdot (\eta + \xi)
\]

so that \( h \in \text{MC}(\mathfrak{g}[z, dz]) \) is a homotopy from \( e^{y \cdot (\eta + \xi)} \) to \( e^{y' \cdot (\eta + \xi)} \). Then \( f(h) = e^{y_0 \cdot \xi_0} = \xi_0 \) by Proposition A.6 so \( h \) is a homotopy through lifts of \( \xi_0 \) and so \( e^{y \cdot (\eta + \xi)} - \xi_0 \) and \( e^{y' \cdot (\eta + \xi)} - \xi_0 \) are homotopy equivalent as elements in \( \text{MC}(\mathfrak{t}^\xi) \). Therefore this gives a well defined action \( e^{y_0} \star \eta = e^{y^\star(\eta + \xi)} - \xi \) on \( \mathcal{M}C(\mathfrak{t}^\xi) \) for cycles in \( (\mathfrak{h}^{\xi_0})^0 \). Furthermore given \( x_0 \in \mathfrak{h}^0 \) such that \( x_0 = y_0 + (d + d^{\xi_0})b_0 \) for some \( b_0 \in \mathfrak{h}^{-1} \) and \( b \in \mathfrak{g}^{-1} \) with \( f(b) = b_0 \) set \( x = y + (d + d^{\xi_0})b \) so that \( f(x) = x_0 \). Set

\[
h = e^{y + (d + d^{\xi_0})b(z)} \cdot (\eta + \xi)
\]

for \( \eta \in \text{MC}(\mathfrak{t}^\xi) \) and then \( h \in \text{MC}(\mathfrak{g}[z, dz]) \) so \( h \) gives a homotopy from \( e^{y \cdot (\eta + \xi)} \) to \( e^{x \cdot (\eta + \xi)} \). Since \( y_0 + (d + d^{\xi_0})(b_0z) \) is a cycle in \( \mathfrak{h}^{\xi_0}[z, dz] \) then again by Proposition A.6 \( f(h) = \xi_0 \) so \( h \) is a homotopy through lifts of \( \xi_0 \) and hence \( e^{y_0} \star \eta \) and \( e^{x_0} \star \eta \) are equivalent as elements in \( \text{MC}(\mathfrak{t}^\xi) \). Therefore \( \star \) descends to a well defined action of \( \exp(H^0(\mathfrak{h}^{\xi_0})) \) on \( \mathcal{M}C(\mathfrak{t}^\xi) \).

That \( \mathcal{M}C(\mathfrak{t}^\xi)/\exp(H^0(\mathfrak{h}^{\xi_0})) \) is isomorphic to the fibre in \( \mathcal{M}C(\mathfrak{g}) \) over \( \xi_0 \in \mathcal{M}C(\mathfrak{h}) \) follows from how the action of \( \exp(H^0(\mathfrak{h}^{\xi_0})) \) was defined above together with Proposition A.6. \( \square \)

**Remark A.14.** There is perhaps a more conceptual, albeit less elementary, way to understand Theorem A.13 from a topological viewpoint. Let \( \mathfrak{g} \) and \( \mathfrak{h} \) be complete dglas (by which we mean an inverse limit of finite dimensional nilpotent dglas). Then a fibration \( \mathfrak{g} \to \mathfrak{h} \) induces a fibration \( \text{MC}_*(\mathfrak{g}) \to \text{MC}_*(\mathfrak{h}) \) where \( \text{MC}_* \) is the Maurer–Cartan simplicial set. Indeed one way to see this is as follows. The model category of cdgas is almost a simplicial model category, for example using the results of [16], in particular it satisfies the corner axiom: Given a cofibration \( \text{id} : A \to B \) and a fibration \( p : X \to Y \) the induced map

\[
(i^*, p^*) : \text{Hom}(B, X)_\bullet \to \text{Hom}(A, X)_\bullet \times_{\text{Hom}(A, Y)_\bullet} \text{Hom}(B, Y)_\bullet
\]

is a fibration of simplicial sets. Next, a fibration \( g : \mathfrak{g} \to \mathfrak{h} \) induces a cofibration \( \text{CE}(\mathfrak{h}) \to \text{CE}(\mathfrak{g}) \) of cdgas \( \mathfrak{g} \to \text{CE}(\mathfrak{g}) \) is a contravariant Quillen functor) and hence by the corner axiom induces a fibration \( \text{Hom}(\text{CE}(\mathfrak{g}), k)_\bullet \to \text{Hom}(\text{CE}(\mathfrak{h}), k)_\bullet \). But for any complete dglas \( \mathfrak{g} \) then \( \text{MC}_*(\mathfrak{g}) \) is precisely \( \text{Hom}(\text{CE}(\mathfrak{g}), k)_\bullet \) and this is the required fibration of Maurer–Cartan simplicial sets.
Now a version of Theorem A.13 can be obtained, at least for $g$ and $h$ complete dglas over $\mathbb{Q}$ of finite type, by considering the long exact sequence in homotopy of this fibration together with the facts that $\pi_0MC_\ast(g) = MC(g)$ and $H^0(g^\xi)$ is $\pi_1$ of the connected component of $MC_\ast(g)$ containing $\xi$. In particular, from this point of view the standard picture in Figure A.1 now becomes quite enlightening to keep in mind.

![Diagram](figure.png)

**Figure A.1.** In this standard picture of a fibration $MC(h)$ has one element, $MC(g)$ has two elements and $MC(f^\xi)$ has four elements, although the fibre in $MC(g)$ over $\xi_0$ has two elements.

### Appendix B. Minimal models of operadic algebras

In this section we give a treatment of minimal models of algebras over operads and cyclic operads. Our references for the theory of dg operads are [12, 10] and we will be freely using results and terminology from these sources.

Let $\mathcal{O}$ be a dg operad which we assume to be non-unital and admissible; i.e. $\mathcal{O}(n) = 0, n = 0, 1$ and all spaces $\mathcal{O}(n)$ are finite dimensional for $n = 2, 3, \ldots$. We will denote by $B\mathcal{O}$ the cobar construction of $\mathcal{O}$. If $\mathcal{O}$ is quadratic, we denote by $\mathcal{O}!$ the quadratic dual to $\mathcal{O}$; there is a natural map $p_\mathcal{O} : B\mathcal{O}! \to \mathcal{O}$ which is a quasi-isomorphism in the case when $\mathcal{O}$ is Koszul. If $\mathcal{O}$ is a cyclic operad then $B\mathcal{O}$ and $\mathcal{O}!$ will be anti-cyclic operads and vice-versa. We denote by $\Lambda \mathcal{O}$ the operadic suspension of $\mathcal{O}$. In the case that $\mathcal{O}$ is cyclic then $\Lambda \mathcal{O}$ is anti-cyclic and vice-versa; $\Lambda$ is an equivalence of categories between cyclic and anti-cyclic operads. The tensor product of two operads $\mathcal{O}_1$ and $\mathcal{O}_2$ is defined component-wise so that $\mathcal{O}_1 \otimes \mathcal{O}_2(n) = \mathcal{O}_1(n) \otimes \mathcal{O}_2(n)$. The tensor product of two cyclic operads is a cyclic operad, the tensor product of two anti-cyclic operads is a cyclic operad and the tensor product of an anti-cyclic and a cyclic operad is an anti-cyclic operad.

The category of reduced operads has the structure of a closed model category, cf. [1] where weak equivalences are component-wise quasi-isomorphisms and fibration are component-wise surjections. Similarly, there is closed model category structure on the category of reduced cyclic operads obtained in [22].

For a dg vector space $V$ we denote by $E(V)$ the *endomorphism operad* of $V$, so that $E(V)(n) = \text{Hom}(V^\otimes n, V), n = 2, 3, \ldots$. In the case when $V$ has a non-degenerate inner product, the operad $E(V)$ is cyclic. If the non-degenerate inner product on $V$ is even then we define the *cyclic endomorphism operad* of $V$ to be the cyclic operad $\mathcal{E}(V) = E(V)$. If the non-degenerate inner product on $V$ is odd then we define the *anti-cyclic endomorphism operad* of $V$ to be the anti-cyclic operad $\mathcal{E}(V) = \Lambda E(V)$. An algebra over an operad $\mathcal{O}$ is a dg vector space $V$ and an operad map
\( \mathcal{O} \to \mathcal{E}(\mathcal{V}) \). An algebra over a cyclic operad \( \mathcal{O} \) is a dg vector space \( \mathcal{V} \) with a non-degenerate even inner product and a cyclic operad map \( \mathcal{O} \to \mathcal{E}(\mathcal{V}) \). Similarly, an algebra over an anti-cyclic operad \( \mathcal{O} \) is a dg vector space \( \mathcal{V} \) with a non-degenerate odd inner product and an anti-cyclic operad map \( \mathcal{O} \to \mathcal{E}(\mathcal{V}) \). The operad governing commutative algebras is denoted by \( \text{Com} \); thus \( \text{Com}(n) = k \) for \( n > 1 \) and \( \text{Com}(n) = 0 \) for \( n = 0, 1 \). The algebras of the cofibrant operad \( B\text{Com} \) are \( L_\infty \) algebras (introduced in Section 2 using a different approach). The operad \( \text{Com} \) is cyclic and algebras over the cofibrant anti-cyclic operad \( B\text{Com} \) are odd cyclic \( L_\infty \) algebras.

**B.1. Weakly non-degenerate bilinear forms and endomorphism operads.** We will need a certain extension of the notion of a cyclic algebra to the case of a possibly degenerate inner product. Let \( \mathcal{V} \) be a dg vector space together with a symmetric bilinear form \( \langle , \rangle \), possibly degenerate and \( \mathcal{O} \) be a (anti-)cyclic operad. In this situation it still makes sense to consider a (anti-)cyclic \( \mathcal{O} \)-algebra structure on \( \mathcal{V} \) by imposing a suitable (anti-)cyclic invariance condition on \( \langle , \rangle \), cf. [10, Section 4]. In the case when \( \langle , \rangle \) is non-degenerate, this notion is equivalent to a map of (anti-)cyclic operads \( \mathcal{O} \to \mathcal{E}(\mathcal{V}) \) as above. In the degenerate case the endomorphism operad \( \mathcal{E}(\mathcal{V}) \) is not cyclic, so the definition of the (anti-)cyclic endomorphism operad given above no longer makes sense. However we will see that there still exists a suitable analogue of the (anti-)cyclic endomorphism operad under the condition that \( \langle , \rangle \) is weakly non-degenerate, i.e. that it induces an injective map \( \mathcal{V} \hookrightarrow V^* \) (note that in the case \( \dim \mathcal{V} \) is finite this notion coincides with the usual notion of non-degeneracy).

The map \( \mathcal{V} \to V^* \) induced by \( \langle , \rangle \) gives rise to maps

\[
\alpha_n: \text{Hom}(V^\otimes n, V) \cong V^* \otimes V \to V^* \otimes n+1.
\]

Note that in the case when \( \langle , \rangle \) is weakly non-degenerate the maps \( \alpha_n \) are injective. To alleviate notation, we will suppress the subscript \( n \) from now on.

**Definition B.1.** Let \( \mathcal{V} \) be a dg vector space with a weakly non-degenerate inner product \( \langle , \rangle \). Let \( E_c(\mathcal{V})(n) \subset E(\mathcal{V})(n) \) be the subspace consisting of such multi-linear maps \( f \in \text{Hom}(V^\otimes n, V) \) that for any \( \sigma \in S_{n+1} \) the element \( \sigma(f) \) lies in the image of \( \alpha \). The operad structure maps in \( E_c(\mathcal{V}) \) are determined by requiring that it be a suboperad of \( \mathcal{E}(\mathcal{V}) \) and the action of \( S_{n+1} \) on \( E_c(\mathcal{V}) \) is given by the inclusion \( E_c(\mathcal{V})(n) \hookrightarrow V^* \otimes n+1 \).

**Proposition B.2.** *Definition B.1 makes \( E_c(\mathcal{V}) \) into a cyclic operad.*

**Proof.** Given an element \( h \in V^* \otimes n+1 \) let \( h \mapsto h^* \) be the action of the cycle \( (1 2 \ldots n+1) \) on \( V^* \otimes n+1 \). Given an element \( f \in E_c(\mathcal{V})(n) \) denote similarly by \( f \mapsto f^* \) the result of the action of this cycle on \( E_c(\mathcal{V})(n) \). To show that \( E_c(\mathcal{V}) \) is a cyclic operad we must show the following two conditions are satisfied for all \( f \in E_c(\mathcal{V})(n) \) and \( g \in E_c(\mathcal{V})(m) \):

1. It holds that \( f \circ_i g \in E_c(\mathcal{V})(n+m-1), i = 1, \ldots, m \), or equivalently \( (\alpha(f \circ_i g))^* \in \text{Im}(\alpha) \).
2. It holds that \( (f \circ_n g)^* = g^* \circ_1 f^* \).

We will show that \( (\alpha(f \circ_n g))^* = \alpha(g^* \circ_1 f^*) \). This identity clearly implies condition (1) above. Furthermore, since \( \alpha \) is injective, it also then implies condition (2) above. Let \( v_1, \ldots, v_{n+m} \in \mathcal{V} \). For simplicity we assume that the elements \( f, g, v_i \) are even; the proof in the general case is slightly
messier because of the signs. Then we have
\[
(α(f ◦ g))^∗(v_1, \ldots, v_{n+m}) = α((f ◦ g)(v_2, \ldots, v_{n+m}, v_1)
= ((f ◦ g)(v_2, \ldots, v_{n+m}), v_1)
= (f(v_2, \ldots, v_n, g(v_{n+1}, \ldots, v_{n+m})), v_1)
= (f^∗(v_1, \ldots, v_n), g(v_{n+1}, \ldots, v_{n+m}))
= ⟨g(v_{n+1}, \ldots, v_{n+m}), f^∗(v_1, \ldots, v_n)⟩
= (g^∗((f^∗(v_1, \ldots, v_n), v_{n+1}, \ldots, v_{n+m}), v_{n+m})
= α(g^∗ ◦ 1 f^∗)(v_1, \ldots, v_{n+m})
\]
as required. □

**Remark B.3.** In the case when \( V \) is finite dimensional, the operad \( E_c(V) \) is clearly isomorphic to \( E(V) \). In the infinite dimensional case it is strictly smaller; e.g. if \( V \) has an orthonormal basis, then \( E(V)(1) \) can be represented as the space of matrices having columns of finite length whereas \( E_c(V) \) consists of matrices having both columns and rows of finite length. In that case the action of \( S_2 \) is given by transposition of matrices.

Let \( V \) be a dg vector space with a weakly non-degenerate bilinear form so that \( E_c(V) \) is a cyclic operad. As before, if the bilinear form is even then we define the **cyclic endomorphism operad** of \( V \) to be the cyclic operad \( Έ(V) = E_c(V) \). If the bilinear form is odd then we define the **anti-cyclic endomorphism operad** of \( V \) to be the anti-cyclic operad \( Έ(V) = Λ E_c(V) \). Let \( Ξ \) be a (anti-)cyclic operad. It is now straightforward to see that an (anti-)cyclic \( Ξ \)-algebra on \( V \) in the sense of [10, Section 4] is the same as a map of (anti-)cyclic operads \( Ξ → Έ(V) \).

From now on, by an algebra over a cyclic operad \( Ξ \) we will mean a dg vector space \( V \) with a *weakly* non-degenerate even bilinear form and a cyclic operad map \( Ξ → Έ(V) \). Similarly an algebra over an anti-cyclic operad \( Ξ \) will from now on mean a dg vector space \( V \) with a *weakly* non-degenerate odd bilinear form and an anti-cyclic operad map \( Ξ → Έ(V) \).

### B.2. Homotopy equivalence and minimal models

We will now introduce a notion of **homotopy equivalence** of operadic algebras and prove a version of the ‘minimal model theorem’ for algebras over operads and (anti-)cyclic operads.

In order to define our notion of homotopy equivalence of two operadic algebras we will need to understand when maps between dg vector spaces induce maps between endomorphism operads. To this end, recall the notion of a strong deformation retract.

**Definition B.4.** A **strong deformation retraction** (SDR) from vector space \( V \) to a vector space \( B \) is a pair of operators
\[
i: B ⟷ V \quad \text{and} \quad p: B → V
\]
of even degree and an operator \( s: V → V \) of odd degree, such that:
\begin{enumerate}
  \item \( di = id \) and \( dp = pd \)
  \item \( pi = id_B \)
  \item \( ds + sd = id_V − ip \)
  \item \( si = 0 \) and \( ps = 0 \)
  \item \( s^2 = 0 \)
\end{enumerate}
If \( V \) is equipped with a bilinear form \( ⟨,⟩ \) then it is also required that \( B \) have a bilinear form \( ⟨,⟩ \) such that:
\begin{enumerate}
  \item \( ⟨ix, iy⟩ = ⟨x, y⟩ \)
  \item \( \ker p ⊥ \text{Im } i \)
  \item \( ⟨sx, y⟩ = (−1)^{|x|}⟨x, sy⟩ \)
\end{enumerate}
The conditions (4) and (5) are the so-called side conditions and they are not always included in the definition of SDR data. The following result shows that they could always be imposed at no cost.

**Lemma B.5.** Let $V$ and $B$ be dg vector spaces and $(i, p, s)$ be maps satisfying conditions (1), (2) and (3) above and, in the presence of bilinear forms, conditions (6), (7) and (8). Then the map $s$ can be replaced by $s'$ in such a way so that $(i, p, s')$ is an SDR.

**Proof.** If condition (4) is not satisfied, replace $s$ with $\tilde{s} = (ds + sd)s(ds + sd)$ to obtain a triple $(i, p, \tilde{s})$ additionally satisfying condition (4): $\tilde{s}i = 0$ and $p\tilde{s} = 0$. If $(i, p, \tilde{s})$ satisfies condition (4) but not condition (5) then replace $\tilde{s}$ with $\hat{s} = \tilde{s}d\tilde{s}$ to obtain a triple $(i, p, \hat{s})$ additionally satisfying both (4) and (5).

**Remark B.6.** One can show that the notion a strong deformation retract is equivalent to that of an abstract Hodge decomposition, cf. [5, 4].

The following proposition shows that an SDR from $V$ to $B$ is precisely the data required to induce a quasi-isomorphism of operads $E(B) \leftrightarrow E(V)$ or (anti-)cyclic operads $\mathcal{E}(B) \leftrightarrow \mathcal{E}(V)$.

**Proposition B.7.** Let $B, V$ be dg vector spaces. Then a pair $i : B \rightarrow V$ and $p : V \rightarrow B$ satisfying conditions (1) and (2) of a strong deformation retract induces a map of operads $E(B) \rightarrow E(V)$ which is a quasi-isomorphism if and only if there is $s : V \rightarrow V$ such that $(i, p, s)$ is a strong deformation retract.

If $B$ and $V$ have weakly non-degenerate bilinear forms and the pair $i, p$ also satisfy conditions (6) and (7) of a strong deformation retract then there is an induced map of (anti-)cyclic operads $\mathcal{E}(B) \leftrightarrow \mathcal{E}(V)$ which is a quasi-isomorphism if and only if there is $s : V \rightarrow V$ such that $(i, p, s)$ is a strong deformation retract.

**Proof.** Define maps $E(B)(n) \rightarrow E(V)(n), n = 1, 2, \ldots$ by $f \rightarrow ifp^{\otimes n}$; these clearly constitute a map of operads $E(B) \leftrightarrow E(V)$. Let us show that in the presence of bilinear forms this restricts to a map of cyclic operads $E_c(B) \rightarrow E_c(V)$ which will immediately imply the existence of a map of (anti-)cyclic operads $\mathcal{E}(B) \leftrightarrow \mathcal{E}(V)$ as required. Let $f \in E_c(B)(n)$ and $f^*$ be the result of applying the cycle $(12 \ldots n)$ to $f$. It suffices to show that

\[(B.1) \quad \langle if(p(x_1), \ldots, p(x_n)), x_{n+1} \rangle = \pm \langle if^*(p(x_2), \ldots, p(x_{n+1})), x_1 \rangle\]

where $x_1, \ldots, x_n \in V$ and the $\pm$ is worked out from the Koszul sign rule. For clarity of presentation we will assume that $f$ and $x_i$s are all even, so in that case the sign $\pm$ disappears; the proof in the general case is the same, albeit messier. By our assumption there is an orthogonal decomposition $V \cong \text{Ker } p \oplus \text{Im } i$. If $x_1 \in \text{Ker } p$ or $x_{n+1} \in \text{Ker } p$ then both sides of equation (B.1) vanish. Therefore assume that $x_1, x_{n+1} \in \text{Im } i$ so that $x_1 = i(w)$ and $x_{n+1} = i(z)$ for some $w, z \in B$. We have

\[
\langle if(p(x_1), \ldots, p(x_n)), x_{n+1} \rangle = \langle if(p(i(w), \ldots, p(x_n)), i(z))
\]

\[
= \langle f(w, \ldots, p(x_n)), z \rangle
\]

\[
= \langle f^*(p(x_2), \ldots, p(x_n)), z \rangle, w \rangle
\]

\[
= \langle if^*(p(x_2), \ldots, p(x_n)), i(w) \rangle
\]

\[
= \langle if^*(p(x_2), \ldots, p(x_{n+1})), x_1 \rangle
\]

as desired.

Assume there exists $s : V \rightarrow V$ such that $(i, p, s)$ is a strong deformation retract. To show the map of operads $E(B) \rightarrow E(V)$ is a quasi-isomorphism we must show that the maps $E(B)(n) \rightarrow E(V)(n)$ given by $f \rightarrow ifp^{\otimes n}$ are isomorphisms on homology. Since $pi = \text{id}_B$, the maps $E(V)(n) \rightarrow E(B)(n)$ given by $f \rightarrow pf^{\otimes n}$ are left inverses. To show that these maps induce right inverses on homology, let $f \in E(V)(n)$ be a cycle, then it is sufficient to show that $ipf(ip)^{\otimes n}$ is homologous to $f$ as an
element in the chain complex $E(V)(n)$. But $d(sf(ip)^{\otimes n}) = f(ip)^{\otimes n} \setminus (ip)f(ip)^{\otimes n}$ so $ipf(ip)^{\otimes n}$ and $f(ip)^{\otimes n}$ are homologous as cycles in $E(V)(n)$. Similarly, for $k < n$ we have

$$d(f \circ (id^k \otimes s \otimes (ip)^{\otimes n-k})) = f \circ (id^{k+1} \otimes (ip)^{\otimes n-k-1}) - f \circ (id^k \otimes (ip)^{\otimes n-k})$$

so, by induction, $ipf(ip)^{\otimes n}$ is homologous to $f$ as required. The (anti-)cyclic case is the same, except it is necessary that elements such as $sf(ip)^{\otimes n}$ are in $E(V)(n)$, but this is true by condition (8) of a strong deformation retract.

Conversely, assume that the map of operads $E(B) \hookrightarrow E(V)$ is a quasi-isomorphism. Then in particular $ip \in E(V)(1)$ is homologous to the identity, in other words there is some $s: V \to V$ such that $ds + sd = id_V - ip$ as required. Similarly, if $V$ and $B$ have bilinear forms and the map of operads $E(B) \hookrightarrow E(V)$ is a quasi-isomorphism then $ip \in E(V)(1)$ is homologous to the identity, in other words there is some $s \in E(V)(1)$ such that $ds + sd = id_V - ip$. By replacing $s$ with $\bar{s} = (s + s^*)/2$, where $s^*$ is the action of the cycle (12) on $s \in E(V)(1)$, then $d\bar{s} + \bar{s} = id_V - ip$ and $\langle \bar{s}x, y \rangle = (-1)^{|x|}\langle x, sy \rangle$ as required.

**Definition B.8.**

- Let $\mathcal{P}$ be a cofibrant operad and $\mathcal{P} \to E(A)$ be a $\mathcal{P}$-algebra. Then a $\mathcal{P}$-algebra $\mathcal{P} \to E(B)$ is a model for $A$ if there is an SDR from $A$ to $B$ such that the following diagram of operads is commutative up to homotopy:

$$\begin{array}{ccc}
\mathcal{P} & \to & E(A) \\
\downarrow & & \downarrow \\
E(B) & & 
\end{array}$$

- Similarly, let $\mathcal{P}$ be a cofibrant (anti-)cyclic operad and $\mathcal{P} \to E(A)$ be a $\mathcal{P}$-algebra. Then a $\mathcal{P}$-algebra $\mathcal{P} \to E(B)$ is a model for $A$ if there is an SDR from $A$ to $B$ such that the following diagram of (anti-)cyclic operads is commutative up to homotopy:

$$\begin{array}{ccc}
\mathcal{P} & \to & E(A) \\
\downarrow & & \downarrow \\
E(B) & & 
\end{array}$$

- Two $\mathcal{P}$-algebras $A, A'$ are homotopy equivalent if there exists a $\mathcal{P}$-algebra $B$ that is a model for both $A$ and $A'$.

**Definition B.9.** Let $B$ be a model for a $\mathcal{P}$-algebra $A$. If $B$ has vanishing differential it is called a minimal model for $A$.

**Theorem B.10** (Minimal model theorem).

1. Let $\mathcal{P}$ be a cofibrant operad and $A$ a $\mathcal{P}$-algebra. Then there exists a minimal model for $A$ which is unique up to homotopy equivalence.

2. Let $\mathcal{P}$ be a cofibrant (anti-)cyclic operad and $A$ a $\mathcal{P}$-algebra for which the induced form on $H(A)$ is non-degenerate. If $A$ admits an SDR onto $H(A)$ then there exists a minimal model for $A$ which is unique up to homotopy equivalence.

**Proof.** We first prove (1). Let $C$ be a complement to the space $\text{Im}d$ as a subspace of $\text{Ker}d \subset A$, so that $\text{Ker}d \cong \text{Im}d \oplus C$. Then $C \cong H(A)$ and so the inclusion $i: C \cong H(A) \hookrightarrow A$ is a quasi-isomorphism since it is the identity on homology. Therefore there is a splitting $\pi: A \to H(A)$ so that $\pi i = id_{H(A)}$ and $ip$ induces the identity on homology, so is chain homotopic to $id_A$. In other words there is a strong deformation retraction $(i, p, s)$ of $A$ onto $H(A)$. This induces a quasi-isomorphism of operads $E(H(A)) \hookrightarrow A$, in other words this map is invertible in the homotopy
category of operads. Therefore there is a map \( \mathcal{P} \to E(H(A)) \), unique up to homotopy, making \( H(A) \) into a model for \( A \).

We need to show that this construction does not depend, up to homotopy, on the choice of the complement to \( \text{Im} \, d \) and the splitting \( p \). Let \((i_0, p_0, s_0)\) and \((i_1, p_1, s_1)\) be two strong deformation retraction maps of \( A \) onto \( H(A) \) arising in this way. It is sufficient to show that the maps of operads \( E(H(A)) \to E(A) \) induced by these SDRs are homotopic as maps of operads. Note that, by construction, \( p_1 i_0 = p_0 i_1 = \text{id}_{H(A)} \). Define \( i: H(A)[z, dz] \to A[z, dz] \) by setting

\[
(B.2) \quad i(x) = i_0(x) + (i_1 - i_0)(x)z - s_0 i_1(x)dz
\]

for \( x \in H(A) \) and extending \( k[z, dz] \)-linearly. Define \( p: A[z, dz] \to H(A)[z, dz] \) by setting \( p(x) = p_0(x) \) for \( x \in A \) and extending \( k[z, dz] \)-linearly. Then \( p i = \text{id}_{H(A)} \). Therefore, there is a map of operads \( E(H(A)) \to E(H(A))[z, dz] \to E(A)[z, dz] \). Moreover, upon setting \( z = 0 \) we recover the map induced by the pair \((i_0, p_0)\) and upon setting \( z = 1 \) we recover the map induced by the pair \((i_1, p_0)\), therefore these two maps are homotopic as maps of operads. By a similar argument, the maps of operads induced by \((i_1, p_0)\) and \((i_1, p_1)\) are also homotopic as maps of operads. This completes the proof of (1). As an aside, note that the pair \((i_1, p_0)\) could be viewed as part of an SDR and the pair \((i, p)\) is thus a homotopy between the two SDRs corresponding to \((i_0, p_0)\) and \((i_1, p_0)\).

We will now prove (2). By assumption, \( A \) admits an SDR \((i_0, p_0, s_0)\) onto \( H(A) \), without loss of generality we assume that \( i_0: H(A) \to A \) induces the identity map on homology. Recall from Proposition [3.7] that this induces a map of \((a-)\)cyclic operads \( \mathcal{E}(H(A)) \to \mathcal{E}(A) \) which is a quasi-isomorphism. Therefore, as for part (1), this map is invertible in the homotopy category of \((a-)\)cyclic operads and so there is a map \( \mathcal{P} \to \mathcal{E}(H(A)) \), unique up to homotopy, making \( H(A) \) into a model \( A \).

We need to show that this construction does not depend, up to homotopy, on the choice of an SDR. Let \((i_0, p_0, s_0)\) and \((i_1, p_1, s_1)\) be two SDRs, such that \( i_0, i_1: H(A) \to A \) induce the identity map on homology. As before it is sufficient to show that the maps of \((a-)\)cyclic operads \( \mathcal{E}(H(A)) \to \mathcal{E}(A) \) induced by these SDRs are homotopic as maps of \((a-)\)cyclic operads. Note that \( H(A)[z, dz] \) and \( A[z, dz] \) have \( k[z, dz] \)-bilinear forms defined by

\[
\langle xp, yq \rangle = (-1)^{\pi + |p| \cdot |q|} \langle x, y \rangle pq
\]

where \( x, y \in H(A) \) or \( x, y \in A \), \( p, q \in k[z, dz] \) and \( \pi \) is the parity of the inner products on \( A \) and \( H(A) \) cf. for example, [23], for the notion of a superalgebra valued bilinear form. Define an inclusion \( i: H(A)[z, dz] \to A[z, dz] \) as before, by the same formula (B.2). Then we have:

\[
\langle i(x), i(y) \rangle = \langle i_0(x), i_0(y) \rangle + \langle i_1(x) - i_0(x), i_0(y) \rangle z + \langle i_1(x), i_1(y) - i_0(x), i_1(y) \rangle \frac{z^2}{2} + \langle i_0(x), s_0 i_1(y) \rangle d z
\]

\[
\quad + \left( \langle i_0(x), s_0 i_1(y) \rangle + (-1)^{\pi + |y|} \langle s_0 i_1(x), i_0(y) \rangle \right) zd z
\]

\[
\quad - \left( \langle i_1(x), s_0 i_1(y) \rangle + (-1)^{\pi + |y|} \langle s_0 i_1(x), i_1(y) \rangle \right) zd z
\]

Since \( i_0 \) and \( i_1 \) induce the same maps on homology, there is \( \epsilon \in A \) such that \( i_1(y) = i_0(y) + \epsilon c \). Therefore

\[
\langle i_0(x), i_1(y) \rangle = \langle i_0(x), i_0(y) \rangle + \langle i_0(x), \epsilon c \rangle = \langle x, y \rangle
\]
Since \( i_0(x) \) is a cycle. Similarly, \( \langle i_1(x), i_0(y) \rangle = \langle x, y \rangle \). It follows that the coefficients of \( z \) and \( z^2 \) in \( \langle i(x), i(y) \rangle \) vanish. By conditions (4) and (8) of Definition B.4, the coefficient of \( dz \) also vanishes. For the same reason, the first two coefficients of \( zdz \) above also vanish. It remains to show

\[
\langle i_1(x), s_0i_1(y) \rangle + (-1)^{\pi+|y|} \langle s_0i_1(x), i_1(y) \rangle = \langle i_1(x), s_0i_1(y) \rangle + (-1)^{\pi+|y|+|x|} \langle i_1(x), s_0i_1(y) \rangle
\]

is zero. If \(|y|+|x|−1\) is of opposite parity to \( \pi \) then both these terms vanish separately. Otherwise, they cancel each other.

Note that the given \( k[z,dz] \)-bilinear form on \( H(A)[z,dz] \) is non-degenerate in the sense that it induces a \( k[z,dz] \)-linear isomorphism \( H(A)[z,dz] \to H(A)^*[z,dz] \). Therefore there is an orthogonal decomposition \( A[z,dz] \cong \text{Im } i \oplus (\text{Im } i)^\perp \) and we define \( p: A[z,dz] \to H(A)[z,dz] \) to be the corresponding \( k[z,dz] \)-linear orthogonal projection onto \( \text{Im } i \). By uniqueness of orthogonal decompositions, \( p|_{z=0} = p_0 \) and \( p|_{z=1} = p_1 \). The pair \((i,p)\) yields a map of \((\text{-})\)-cyclic operads \( \mathcal{E}(H(A)) \to \mathcal{E}(H(A))[z,dz] \to E(A)[z,dz] \) and furthermore at \( z = 0 \) we recover the map induced by the pair \((i_0,p_0)\) and at \( z = 1 \) we recover the map induced by the pair \((i_1,p_1)\) and so they are homotopic as maps of \((\text{-})\)-cyclic operads as required.

Remark B.12. If a space \( A \) with a bilinear form is finite-dimensional, an SDR onto \( H(A) \) always exists. In infinite-dimensional cases it often exists too. For example, if \( A = \Omega(M) \), the de Rham algebra on a smooth oriented compact manifold, then the geometric Hodge decomposition on \( M \) gives, essentially, an SDR onto \( H(A) \), see [4] Example 2.9 (2).

Remark B.13. Theorem B.10 (1) is by now rather well known and we give a proof here mainly for comparison with part (2). The decomposition theorem for cyclic algebras was proved in [4] from which the existence of cyclic minimal models was deduced, however it does not immediately follow from this that cyclic minimal models are unique up to homotopy equivalence, as \( \mathcal{P} \)-algebra structures on the homology.

The proof of uniqueness of minimal models given here is slightly different than that usually found in the literature; more commonly one defines the notion of infinity quasi-isomorphism of \( \mathcal{P} \)-algebras and observes that a minimal model of \( A \) is infinity quasi-isomorphic to \( A \). Then it follows that any two minimal models are infinity isomorphic (and hence homotopy equivalent) after observing that infinity quasi-isomorphisms are always invertible, in an appropriate sense. However, we have taken a different approach since this argument does not work in part (2), the cyclic case, because cyclic infinity quasi-isomorphisms are not necessarily invertible.

Corollary B.14.

1. Let \( \mathcal{P} \) be a cofibrant operad and \( A \) and \( A' \) be \( \mathcal{P} \)-algebras. Then \( A \) and \( A' \) are homotopy equivalent if and only if they have homotopy equivalent minimal models.

2. Let \( \mathcal{P} \) be a cofibrant \((\text{-})\)-cyclic operad and \( A \) and \( A' \) be \( \mathcal{P} \)-algebras admitting SDRs onto their homology and for which the induced forms on homology are non-degenerate. Then \( A \) and \( A' \) are homotopy equivalent if and only if they have homotopy equivalent minimal models.

Proof. Let \( B \) be the minimal model of \( A \). If \( B \) is homotopy equivalent to the minimal model of \( A' \) then \( B \) is clearly also a model for \( A' \).

Conversely let \( B \) be a model, not necessarily minimal, for \( A \) and \( A' \). Then the minimal model of \( B \) is also a model for \( A \) and \( A' \) so, by uniqueness up to homotopy of minimal models, is homotopy equivalent to the minimal models of both \( A \) and \( A' \).

Remark B.15. Two minimal (cyclic) \( L_\infty \) algebras are homotopy equivalent if and only if they are (cyclic) \( L_\infty \) isomorphic (by, essentially, Theorem A.8 together with Remark 2.6).
In this section we explain how to form tensor products of operadic algebras, generalizing the tensor products of $L_\infty$ algebras and cdgas, discussed in Section 7.

For any operad $\mathcal{O}$ there exists a canonical map
\begin{equation}
\phi: \mathcal{B}\mathcal{C}\text{om} \to \mathcal{O} \otimes \mathcal{B}\mathcal{O}
\end{equation}
cf. [12, Proposition 3.2.18]. If $\mathcal{O}$ is cyclic or anti-cyclic then (C.1) is a map of anti-cyclic operads. Further, (C.1) can be used to define the structure of an (odd cyclic) $L_\infty$ algebra on a tensor product of an $\mathcal{O}$–algebra and a $\mathcal{B}\mathcal{O}$–algebra. For example, the tensor product of an odd cyclic $L_\infty$ algebra and a cyclic cdga has a structure of an odd cyclic $L_\infty$ algebra, a fact that was used in Section 7.

**Lemma C.1.** Let $\mathcal{O}$ be a Koszul operad. There exists a map of operads $\Phi: \mathcal{B}\mathcal{C}\text{om} \to \mathcal{O} \otimes \mathcal{B}\mathcal{O}_1$, unique up to homotopy, making commutative the following diagram:

\[
\begin{array}{ccc}
\mathcal{B}\mathcal{O}_1 \otimes \mathcal{B}\mathcal{O} & \xrightarrow{\Phi} & \mathcal{B}\mathcal{C}\text{om} \\
\downarrow p_{\mathcal{O}} \otimes \text{id} & & \downarrow \phi_{\mathcal{O}} \\
\mathcal{O} \otimes \mathcal{B}\mathcal{O} & \xrightarrow{\phi} & \mathcal{B}\mathcal{C}\text{om}
\end{array}
\]

If $\mathcal{O}$ is a cyclic or anti-cyclic operad then $\Phi_{\mathcal{O}}$ can be chosen to be a map of anti-cyclic operads.

**Proof.** We use the model structures on reduced operads and reduced cyclic operads. Note that the map $p_{\mathcal{O}}$ is an acyclic fibration and therefore so is the map $p_{\mathcal{O}} \otimes \text{id}$. Since the operad $\mathcal{B}\mathcal{C}\text{om}$ is cofibrant the lifting $\Phi_{\mathcal{O}}$ must exist and is unique up to homotopy by standard model structure arguments.

The above lemma allows us to construct an $L_\infty$ algebra structure, well defined up to homotopy, on a tensor product of a $\mathcal{B}\mathcal{O}_1$–algebra and a $\mathcal{B}\mathcal{O}$–algebra, extending the case of a tensor product of an $\mathcal{O}$–algebra and a $\mathcal{B}\mathcal{O}$–algebra. Indeed, if $V$ is a $\mathcal{B}\mathcal{O}$–algebra corresponding to an operad map $f: \mathcal{B}\mathcal{O} \to E(V)$ and $A$ is a $\mathcal{B}\mathcal{O}_1$–algebra corresponding to an operad map $g: \mathcal{B}\mathcal{O}_1 \to E(A)$ then there is a map
\[
(g \otimes f) \circ \Phi_{\mathcal{O}}: \mathcal{B}\mathcal{C}\text{om} \to E(A) \otimes E(V) \cong E(A \otimes V)
\]
specifying an $L_\infty$ structure on $A \otimes V$. This construction depends on the choice of $\Phi_{\mathcal{O}}$ but different choices lead to homotopic operad maps and therefore $L_\infty$ isomorph $L_\infty$ algebra structures on $A \otimes V$.

Similarly, let $\mathcal{O}$ be a cyclic operad, $V$ be a space with a weakly non-degenerate odd bilinear form and $f: \mathcal{B}\mathcal{O} \to \mathcal{E}(V)$ be a $\mathcal{B}\mathcal{O}$–algebra structure on $V$. Then given a space $A$ with a weakly non-degenerate even bilinear form and $g: \mathcal{B}\mathcal{O}_1 \to \mathcal{E}(A)$ a $\mathcal{B}\mathcal{O}_1$–algebra structure on $A$, there is a map
\[
(g \otimes f) \circ \Phi_{\mathcal{O}}: \mathcal{B}\mathcal{C}\text{om} \to \mathcal{E}(A) \otimes \mathcal{E}(V) \cong \mathcal{E}(A \otimes V)
\]
in other words an odd cyclic $L_\infty$ structure on $A \otimes V$, well defined up to homotopy of anti-cyclic operad maps (and hence well defined up to cyclic $L_\infty$ isomorphism). If $\mathcal{O}$ is anti-cyclic, then $\mathcal{O}_1$ is cyclic and the same construction applies.

We will now show that our construction of a tensor product is homotopy invariant in each argument.

**Theorem C.2.** Let $\mathcal{O}$ be a Koszul operad and $A, A'$ be homotopy equivalent $\mathcal{B}\mathcal{O}_1$–algebras and $V$ be an $\mathcal{B}\mathcal{O}$–algebra. Then the $L_\infty$ algebras $A \otimes V$ and $A' \otimes V$ are homotopy equivalent.

In the case $\mathcal{O}$ is a cyclic or anti-cyclic Koszul operad then the odd cyclic $L_\infty$ algebras $A \otimes V$ and $A' \otimes V$ are homotopy equivalent.
Proof. Since $A$ and $A'$ are homotopy equivalent, there is a common model $B$ for both, so the following diagram of operads is commutative up to homotopy.

$$
\begin{array}{ccc}
B \otimes \mathcal{O} & \xleftarrow{\Phi} & E(A) \\
\downarrow & & \downarrow \\
E(B) & \xleftarrow{\Phi} & E(A') \\
\end{array}
$$

Tensoring $A, A'$ and $B$ with $V$, we obtain a homotopy commutative diagram

$$
\begin{array}{ccc}
B \mathcal{C}om & \xleftarrow{\Phi} & E(A \otimes V) \\
\downarrow & & \downarrow \\
B \otimes \mathcal{O} \otimes B \mathcal{O} & \xleftarrow{\Phi} & E(B \otimes V) \\
\end{array}
$$

Thus, the $L_\infty$ algebras $A \otimes V$ and $A' \otimes V$ are homotopy equivalent.

The case when $\mathcal{O}$ is cyclic or anti-cyclic is proved in the same way, by replacing the endomorphism operads with cyclic or anti-cyclic endomorphism operads, as appropriate. 
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