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Abstract. We derive the Wick calculus for test and generalized functionals of noncommutative white noise corresponding to $q$-deformed commutation relations with $q \in (-1, 1)$. We construct a Gel’fand triple centered at the $q$-deformed Fock space in which both the test, nuclear space and its dual space are algebras with respect to the addition and the Wick multiplication. Furthermore, we prove a Våge-type inequality for the Wick product on the dual space.
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1. Introduction

White noise analysis is a theory of test and generalized functionals of the time derivative of Brownian motion—white noise. It has found numerous applications, in particular in mathematical physics and mathematical finance, see e.g. [8, 11, 14, 15, 21] and the references therein. This theory is based on the Wiener–Itô–Segal isomorphism between the $L^2$-space with respect to a Gaussian measure and the symmetric Fock space. Consider a linear functional $\langle \omega, \varphi \rangle$, the dual pairing of white noise $\omega$ and a test function $\varphi$, and then $\langle \omega, \varphi \rangle$ is a Gaussian random variable with mean 0 and variance $|\varphi|_{L^2}^2$. Under the Wiener–Itô–Segal isomorphism the operator of multiplication by $\langle \omega, \varphi \rangle$ in the $L^2$-space becomes the operator $a^+(\varphi) + a^-\varphi$ in the symmetric Fock space, which is called the quantum decomposition of the Gaussian
random variable \( \langle \omega, \varphi \rangle \). Here \( a^+ (\varphi) \) and \( a^- (\varphi) \) are creation and annihilation operators, respectively, and satisfy the canonical commutation relations.

A crucial technical tool in white noise analysis is the Wick product, denoted by \( \diamond \). Unlike the point-wise product, the Wick product is a well-defined operation on certain spaces of generalized functionals of \( \omega \), like for example, the Hida space \([14, 21]\) or the Kondratiev space \([17, 18, 15]\). In the latter space, one can additionally treat an infinite Wick-power series:

\[
\phi^\diamond (F) = \sum_{n=0}^{\infty} a_n F^{\diamond n}, \tag{1.1}
\]

where \( F \) is an element of the Kondratiev space and \( \phi(z) = \sum_{n=0}^{\infty} a_n z^n \) is an analytic function of a complex variable \( z \) from a neighborhood of zero. In particular, one shows that a distribution \( F \) has an inverse with respect to Wick product if and only if the expectation of \( F \) (in a generalized sense) is not equal to zero. Generalized functionals \( \phi^\diamond (F) \) are used in stochastic differential equations involving the Wick product, e.g. \([15, 11]\). While the original proof of the convergence of the series given as in (1.1) was done through the analytic characterization theorem in terms of the so-called \( S \)-transform \([17, 18]\), an alternative proof of this fact is based on the Våge inequality \([15, 23]\).

Let us also recall that, in terms of the symmetric Fock space, the Wick product corresponds to the symmetric tensor product. Equivalently, in terms of the creation and annihilation operators acting on the symmetric Fock space, the Wick product \( \diamond \) means normal ordering, i.e., moving the creation operators to the left and the annihilation operators to the right, see e.g. \([14]\). For example, for test functions \( \varphi \) and \( \psi \),

\[
(a^+ (\varphi) + a^- (\varphi)) \diamond (a^+ (\psi) + a^- (\psi)) = a^+ (\varphi)a^+ (\psi) + a^+ (\varphi)a^- (\psi) + a^+ (\psi)a^- (\varphi) + a^- (\varphi)a^- (\psi). \tag{1.2}
\]

In the framework of the free probability, Alpay and Salomon \([3]\) (see also \([4]\)) constructed a noncommutative analog of the Kondratiev space and proved a Våge-type inequality on it. More precisely, they constructed a Gel’fand triple with the center space being the full Fock space, defined the Wick product on it as the usual tensor product, and proved that the tensor product on the dual space satisfies a Våge-type inequality. For \( q \in (-1, 1) \), Bożejko and Speicher \([10]\) constructed a representation of the \( q \)-deformed commutation relation:

\[
a^- (\varphi)a^+ (\psi) = qa^+ (\varphi)a^- (\psi) + (\varphi, \psi)_\mathcal{H}. \tag{1.3}
\]

Here \( \varphi \) and \( \psi \) are elements of a Hilbert space \( \mathcal{H} \). Note the absence of commutation relations between \( a^+ (\varphi) \) and \( a^+ (\psi) \), respectively between \( a^- (\varphi) \) and \( a^- (\psi) \). The operators \( a^+ (\varphi) \) and \( a^- (\varphi) \) are realized as the creation and annihilation operators in the \( q \)-deformed Fock space. By analogy with the classical case \((q = 1)\), the operators \( a^+ (\varphi) + a^- (\varphi) \) are called a \( q \)-deformed (noncommutative) Gaussian random variable \([10, 9]\).
Choose $\mathcal{H} = L^2(\mathbb{R}_+, dx)$, and let $\chi_{[0,t]}$ denote the indicator function of the interval $[0,t]$. Then the operators

$$B(t) = a^+(\chi_{[0,t]}) + a^-(\chi_{[0,t]}), \quad t \geq 0,$$

form a $q$-Brownian motion. In the special case $q = 0$, we get a free Brownian motion. In particular, this noncommutative stochastic process has freely independent increments, see e.g. [20]. In the case of a general $q \in (-1,1)$, the $q$-Brownian motion has $q$-independent increments according to the definition of $q$-independence in [6], see also [7].

Let us informally define a $q$-white noise by

$$\omega(t) := \frac{d}{dt} \bigg|_{t=0} B(t) = a^+ (\delta_t) + a^- (\delta_t),$$

where $\delta_t$ is the delta function at $t$. Thus $\omega(t)$ is an operator-valued distribution which satisfies

$$\langle \omega, \varphi \rangle = \int_{\mathbb{R}_+} \omega(t) \varphi(t) dt = a^+(\varphi) + a^- (\varphi)$$

for any test function $\varphi$.

As shown in [10], the normal ordering for the creation and annihilation operators on the $q$-deformed Fock space means moving the creation operators to the left and the annihilation operators to the right with the help of the rule $a^- (\varphi) \diamond a^+ (\psi) = qa^+ (\psi) a^- (\varphi)$. For example,

$$(a^+ (\varphi) + a^- (\varphi)) \diamond (a^+ (\psi) + a^- (\psi)) = a^+ (\varphi) a^+ (\psi) + a^+ (\varphi) a^- (\psi) + qa^+ (\psi) a^- (\varphi) + a^- (\varphi) a^- (\psi), \quad (1.4)$$

which, of course, becomes (1.2) as $q \to 1$. The corresponding Wick product $\diamond$ on the $q$-deformed Fock space has again the form of the tensor product. However, for $q \neq 0$, one has to deal with the $q$-deformed scalar product on tensor powers of a Hilbert space.

The aim of the present paper is to introduce a proper mathematical framework of $q$-white noise based on which the Wick calculus for $q$-white noise is available. For our purpose, we will construct a Gel'fand triple centered at the $q$-deformed Fock space in which both the test, nuclear space and its dual space are algebras with respect to the addition and the Wick multiplication, and furthermore a Våge-type inequality holds on the dual space. In the limit $q \to 1$, we will recover the Kondratiev space of generalized functionals of white noise, while for $q = 0$, in a special case, we will recover the space from [3]. We note that the Våge-type inequalities derived in this paper for both the classical case ($q = 1$, see [23]) and the free case ($q = 0$, see [3]) differ from the known ones, and actually have a simpler form.

The paper is organized as follows. In Section 2 we discuss orthogonalization of polynomials of $q$-white noise $\omega$ in the corresponding noncommutative $L^2$-space with respect to the vacuum expectation. In Section 3 we introduce the Wick product and discuss how it is related to the orthogonal polynomials. The main results of the paper are in Sections 4 and 5. In Section 4 we construct spaces of noncommutative test functionals of $\omega$ which are algebras
under the addition and the Wick multiplication. Finally, in Section 5 we prove that the corresponding dual spaces are also algebras under the addition and the Wick multiplication, and furthermore a Våge-type inequality holds on them. Just like in the classical and free cases, we get immediate consequences of this result, like well-definiteness of an infinite Wick-power series given as in (1.1).

2. Orthogonal polynomials of $q$-white noise

Let us first recall a representation of the $q$-commutation relations, see [10] for details. Let $H$ be a real separable Hilbert space with the scalar product $(\cdot, \cdot)_H$. Let $q \in (-1, 1)$. For each $n \in \mathbb{N}$, we define a bounded linear operator $P^{(n)}_q : H^\otimes n \to H^\otimes n$ by

$$P^{(n)}_q f_1 \otimes \cdots \otimes f_n := \sum_{\pi \in S_n} q^{\text{inv}(\pi)} f_{\pi(1)} \otimes \cdots \otimes f_{\pi(n)}$$

for $f_1, \ldots, f_n \in H$, where $S_n$ is the symmetric group of order $n$ and, for each permutation $\pi \in S_n$, $\text{inv}(\pi)$ denotes the number of inversions in $\pi$, i.e., the number of all pairs $(i, j)$, $1 \leq i < j \leq n$, such that $\pi(i) > \pi(j)$. In this paper, for convenience, we use that $0^0 := 1$ when $q = 0$. Then the operator $P^{(n)}_q$ is strictly positive (see [10]). We define $F_q^{(n)}(H)$ as the real separable Hilbert space which coincides with $H^\otimes n$ as a set and has scalar product $(f^{(n)}_n, g^{(n)}_n)_{F_q^{(n)}(H)} := (P^{(n)}_q f^{(n)}_n, g^{(n)}_n)_{H^\otimes n}$.

We also set $F_q^{(0)}(H) := \mathbb{R}$. We define the $q$-Fock space

$$F_q(H) := \bigoplus_{n=0}^{\infty} F_q^{(n)}(H).$$

As usual, we will identify any $f^{(n)}_n \in F_q^{(n)}(H)$ with the corresponding element of $F_q(H)$.

For each $\varphi \in H$, we consider bounded linear operators $a^+(\varphi)$ and $a^-(\varphi)$ in $F_q(H)$ which are defined by

$$a^+(\varphi) f^{(n)}_n := \varphi \otimes f^{(n)}_n,$$

$$a^-(\varphi) f_1 \otimes \cdots \otimes f_n := \sum_{i=1}^{n} q^{i-1} (\varphi, f_i)_H f_1 \otimes \cdots \otimes \tilde{f}_i \otimes \cdots \otimes f_n$$

for $f^{(n)}_n \in F_q^{(n)}(H)$ and $f_1, \ldots, f_n \in H$, where $\tilde{f}_i$ denotes the absence of $f_i$. Thus, $a^+(\varphi)$ and $a^-(\varphi)$ are called the creation and annihilation operators, respectively, and are adjoint of each other in $F_q(H)$.

Although our results will hold for any infinite dimensional separable Hilbert space $H$, it will be convenient to think of $H$ as an $L^2$-space $L^2(X, \sigma)$. Here $X$ is a separable topological space with a $\sigma$-finite non-atomic Borel
measure $\sigma$. For $x \in X$, we introduce, at least informally, the annihilation operator $\partial_x$ and the creation operator $\partial_x^\dagger$ at point $x$ so that, for each $\varphi \in \mathcal{H}$,

$$a^-(\varphi) = \int_X \partial_x \varphi(x) \, d\sigma(x), \quad (2.2)$$

$$a^+(\varphi) = \int_X \partial_x^\dagger \varphi(x) \, d\sigma(x). \quad (2.3)$$

Thus, for $f^{(n)} \in \mathcal{F}_q^{(n)}(\mathcal{H})$, it holds that

$$(\partial_x f^{(n)})(x_1, \ldots, x_{n-1}) = \sum_{i=1}^n q^{i-1} f^{(n)}(x_1, \ldots, x_{i-1}, x, x_i, \ldots, x_{n-1}),$$

$$(\partial_x^\dagger f^{(n)}) = \delta_x \otimes f^{(n)},$$

where $\delta_x$ is the delta function at $x$. A rigorous meaning of the above formulas is given through the corresponding quadratic forms, cf. e.g. [22].

We define the $q$-white noise by

$$\omega(x) = \partial_x^\dagger + \partial_x, \quad x \in X.$$ 

Thus, for each $\varphi \in \mathcal{H}$, we obtain a bounded self-adjoint operator in $\mathcal{F}_q(\mathcal{H})$ by setting

$$\langle \omega, \varphi \rangle := \int_X \omega(x) \varphi(x) \, d\sigma(x) = a^+(\varphi) + a^-(\varphi).$$

We define the vacuum expectation on $\mathcal{P}$ by

$$\mu(\mathcal{P}) := (\mathcal{P} \Omega, \Omega)_{\mathcal{F}_q(\mathcal{H})}, \quad \mathcal{P} \in \mathcal{P},$$

where $\Omega := (1, 0, 0, \ldots)$ is the vacuum vector in $\mathcal{F}_q(\mathcal{H})$. We define an inner product

$$(\mathcal{P}_1, \mathcal{P}_2)_{L^2(\mu)} := \mu(\mathcal{P}_1^* \mathcal{P}_2) = (\mathcal{P}_1 \Omega, \mathcal{P}_2 \Omega)_{\mathcal{F}_q(\mathcal{H})}, \quad \mathcal{P}_1, \mathcal{P}_2 \in \mathcal{P}. \quad (2.5)$$

Note that, for each $\mathcal{P} \in \mathcal{P}$ with $\mathcal{P} \neq 0$, we have $(\mathcal{P}, \mathcal{P})_{L^2(\mu)} > 0$. Hence, we can define a noncommutative $L^2$-space $L^2(\mu)$ to be the real Hilbert space obtained as the closure of $\mathcal{P}$ with respect to the norm induced by the inner product $(\cdot, \cdot)_{L^2(\mu)}$. In particular, $\mathcal{P}$ is a dense subset of $L^2(\mu)$.

The following proposition immediately follows from the definition of $L^2(\mu)$. 
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Proposition 2.1. For each $P \in \mathcal{P}$, define $IP := P\Omega$. Then, $I$ is extended by the continuity to a unitary operator $I : L^2(\mu) \to \mathcal{F}_q(\mathcal{H})$. Furthermore, under the action of $I$, the operator of the left multiplication by $\langle \omega, \varphi \rangle$ in $L^2(\mu)$ (denoted by $L_{(\omega,\varphi)}$) becomes $\langle \omega, \varphi \rangle$, i.e.,

$$IL_{(\omega,\varphi)}I^{-1} = \langle \omega, \varphi \rangle. \quad (2.6)$$

For $k \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}$, we denote by $\mathcal{P}_k$ the subset of $\mathcal{P}$ consisting of all polynomials of order $\leq k$, i.e., all $P \in \mathcal{P}$ given as in (2.4) with $n \leq k$. Let $\mathcal{M}\mathcal{P}_k$ denote the closure of $\mathcal{P}_k$ in $L^2(\mu)$ (measurable polynomials of order $k$). Let

$$\mathcal{O}\mathcal{P}_k = \mathcal{M}\mathcal{P}_k \ominus \mathcal{M}\mathcal{P}_{k-1}$$

(orthogonal polynomials of order $k$). Here $\ominus$ denotes orthogonal difference in $L^2(\mu)$. Since $\mathcal{P}$ is dense in $L^2(\mu)$, we get the orthogonal decomposition:

$$L^2(\mu) = \bigoplus_{n=0}^{\infty} \mathcal{O}\mathcal{P}_n.$$

For each $f^{(n)} \in \mathcal{H}^{\otimes a_n}$, we denote by $\langle \omega^{\otimes n}:, f^{(n)} \rangle$ the orthogonal projection of the monomial $\langle \omega^{\otimes n}, f^{(n)} \rangle$ onto $\mathcal{O}\mathcal{P}_n$.

Proposition 2.2. For each $f^{(n)} \in \mathcal{H}^{\otimes a_n}$, we have

$$I\langle \omega^{\otimes n}:, f^{(n)} \rangle = f^{(n)}.$$

Proof. It can be easily checked that, for each $n$,

$$IP_n = \bigoplus_{k=0}^{n} \mathcal{H}^{\otimes a^k}.$$

Therefore,

$$I\mathcal{M}\mathcal{P}_n = \bigoplus_{k=0}^{n} \mathcal{F}_q^{(k)}(\mathcal{H}),$$

and so

$$I\mathcal{O}\mathcal{P}_n = \mathcal{F}_q^{(n)}(\mathcal{H}).$$

Hence, $I\langle \omega^{\otimes n}:, f^{(n)} \rangle$ is the orthogonal projection in $\mathcal{F}_q(\mathcal{H})$ of

$$I\langle \omega^{\otimes n}, f^{(n)} \rangle = \langle \omega^{\otimes n}, f^{(n)} \rangle \Omega$$

onto $\mathcal{F}_q^{(n)}(\mathcal{H})$. But the latter vector is equal to $f^{(n)}$. \qed

Corollary 2.3. The following recursive formula holds:

$$\langle :\omega:, f \rangle = \langle \omega, f \rangle, \quad f \in \mathcal{H}, \quad (2.7)$$

$$\langle \omega^{\otimes n}:, f_1 \otimes \cdots \otimes f_n \rangle = \langle \omega, f_1 \rangle \langle \omega^{\otimes (n-1)}:, f_2 \otimes \cdots \otimes f_n \rangle - \langle \omega^{\otimes (n-2)}:, a^- f_1 f_2 \otimes \cdots \otimes f_n \rangle \quad (2.8)$$

for $n \geq 2$ and $f_1, \ldots, f_n \in \mathcal{H}$. In particular, for each $f^{(n)} \in \mathcal{H}^{\otimes a_n}$, we have

$$\langle \omega^{\otimes n}:, f^{(n)} \rangle \in \mathcal{P}.$$
Proof. By Proposition 2.2, for \( f \in \mathcal{H} \)
\[
I(\omega; f) = f = \langle \omega, f \rangle \Omega = I(\omega, f),
\]
so (2.7) holds. Next, for any \( f_1, \ldots, f_n \in \mathcal{H} \) \((n \geq 2)\), we get, by Propositions 2.1 and 2.2,
\[
I(\langle \omega, f_1 \rangle \langle \omega^{(n-1)}; f_2 \otimes \cdots \otimes f_n \rangle) = \langle \omega, f_1 \rangle f_2 \otimes \cdots \otimes f_n
\]
\[
= (a^+(f_1) + a^-(f_1)) f_2 \otimes \cdots \otimes f_n
\]
\[
= I(\langle \omega^{(n-1)}; f_1 \otimes \cdots \otimes f_n \rangle
\]
\[
+ \langle \omega^{(n-2)}; a^-(f_1)f_2 \otimes \cdots \otimes f_n \rangle,
\]
from which (2.8) follows. \( \square \)

Corollary 2.4. The set \( P \) consists of all (noncommutative) polynomials of the form:
\[
P = f^{(0)} + \sum_{i=1}^{n} \langle \omega^{\otimes i}; f^{(i)} \rangle, \quad f^{(0)} \in \mathbb{R}, \quad f^{(i)} \in \mathcal{H}^{\otimes a^i}. \tag{2.9}
\]

Proof. By Corollary 2.3, each polynomial of the form (2.9) belongs to \( P \). So we only need to prove that, for any \( n \in \mathbb{N}, f_1, \ldots, f_n \in \mathcal{H} \), the monomial \( \langle \omega^{\otimes n}; f_1 \otimes \cdots \otimes f_n \rangle \) can be represented in the form (2.9). But this can be easily shown by induction. Indeed, for \( n = 1 \), this follows from (2.7). Assume that the statement is true for \( 1, 2, \ldots, n \). For any \( f_1, \ldots, f_{n+1} \in \mathcal{H} \), by Corollary 2.3
\[
\langle \omega^{(n+1)}; f_1 \otimes \cdots \otimes f_{n+1} \rangle = \langle \omega^{(n+1)}; f_1 \otimes \cdots \otimes f_{n+1} \rangle
\]
is a polynomial from \( P \) of order \( \leq n \). Hence, the statement follows by the induction assumption. \( \square \)

3. Wick product

We will now introduce the Wick product. Let \( \mathcal{W} \) be the linear span of the bounded linear operators in \( F_q(\mathcal{H}) \) of the form:
\[
a^+(f_1) \cdots a^+(f_n)a^-(g_1) \cdots a^-(g_m) \tag{3.1}
\]
for \( n, m \in \mathbb{N}_0, f_1, \ldots, f_n, g_1, \ldots, g_m \in \mathcal{H}, \) and the identity operator. Note that the operator in (3.1) is in the normal ordered form, i.e., all creation operators are to the left of all annihilation operators. We define the Wick product \( \diamond \) on \( \mathcal{W} \) by setting
\[
(a^+(f_1) \cdots a^+(f_n)a^-(g_1) \cdots a^-(g_m)) \diamond (a^+(\varphi_1) \cdots a^+(\varphi_k)a^-(\psi_1) \cdots a^-(\psi_l))
\]
\[
:= q^{km} a^+(f_1) \cdots a^+(f_n)a^+(\varphi_1) \cdots a^+(\varphi_k)
\]
\[
\times a^-(g_1) \cdots a^-(g_m)a^-(\psi_1) \cdots a^-(\psi_l), \tag{3.2}
\]
and by extending this operation by the linearity. Thus, the Wick product is nothing but bringing all terms in the usual product, with the help of the rule
In particular, for any \( P \) Formula (3.8) and Corollary 2.4 imply that, for any \( P \) lar formula (3.5). Formula (3.8) follows from (3.4) (equivalently from (3.5)).

Proof. Formula (3.6) follows from Proposition 2.2 and Corollary 2.4. The finite vectors \( (f) \) and for any \( P \) the tensor multiplication

\[
(\partial^+_{x_1} \cdots \partial^+_{x_n} \partial_{s_1} \cdots \partial_{s_m}) \odot (\partial^+_{y_1} \cdots \partial^+_{y_k} \partial_{t_1} \cdots \partial_{t_l}) := q^{km} \partial^+_{x_1} \cdots \partial^+_{x_n} \partial^+_{y_1} \cdots \partial^+_{y_k} \partial_{s_1} \cdots \partial_{s_m} \partial_{t_1} \cdots \partial_{t_l}
\] (3.3)

(see [10] and the references therein), and extend this definition by linearity. Thus, the formula given in (3.2) is the smeared version of the formula given in (3.3).

The following proposition follows from [9] (see, in particular, the last paragraph on p. 137). Its meaning is that the orthogonalization of polynomials in \( L^2(\mu) \) is equivalent to taking the Wick product.

**Proposition 3.1.** We have

\[
\omega^{\otimes n}(x_1, \ldots, x_n) = \omega(x_1) \odot \cdots \odot \omega(x_n),
\]

or in the smeared form

\[
\langle \omega^{\otimes n}, f(n) \rangle = \int_{X^n} \omega(x_1) \odot \cdots \odot \omega(x_n) f(n)(x_1, \ldots, x_n) d\sigma(x_1) \cdots d\sigma(x_n)
\] (3.4)

for each \( f(n) \in \mathcal{H}^{\otimes a^n} \). In particular, for any \( f_1, \ldots, f_n \in \mathcal{H} \),

\[
\langle \omega^{\otimes n}, f_1 \otimes \cdots \otimes f_n \rangle = \langle \omega, f_1 \rangle \odot \cdots \odot \langle \omega, f_n \rangle.
\] (3.5)

We denote by \( G^{a}_{\text{fin}}(\mathcal{H}) \) the linear subspace of \( F_q(\mathcal{H}) \) which consists of all finite vectors \( (f^{(0)}, f^{(1)}, \ldots, f^{(n)}, 0, 0, \ldots) \), where \( f^{(i)} \in \mathbb{R}, f^{(i)} \in \mathcal{H}^{\otimes a^i} \) for \( i = 1, \ldots, n, n \in \mathbb{N} \). As easily seen, \( G^{a}_{\text{fin}}(\mathcal{H}) \) is an algebra for the addition and the tensor multiplication \( \otimes \) with neutral element \( \Omega \).

**Corollary 3.2.** We have \( \mathcal{P} \subset \mathcal{W} \) and for any \( P_1, P_2 \in \mathcal{P} \), we get \( P_1 \odot P_2 \in \mathcal{P} \). Thus, \( \mathcal{P} \) is an algebra for the addition and the Wick multiplication \( \odot \) with neutral element 1. Furthermore,

\[
IP = G^{a}_{\text{fin}}(\mathcal{H})
\] (3.6)

and for any \( P_1, P_2 \in \mathcal{P} \),

\[
I(P_1 \odot P_2) = IP_1 \otimes IP_2.
\] (3.7)

In particular, for any \( f^{(n)} \in \mathcal{H}^{\otimes a^n} \) and \( g^{(m)} \in \mathcal{H}^{\otimes a^m} \),

\[
\langle \omega^{\otimes n}, f^{(n)} \rangle \odot \langle \omega^{\otimes m}, g^{(m)} \rangle = \langle \omega^{\otimes (n+m)}, f^{(n)} \otimes g^{(m)} \rangle.
\] (3.8)

**Proof.** Formula (3.6) follows from Proposition 2.2 and Corollary 2.4. The inclusion \( \mathcal{P} \subset \mathcal{W} \) follows Corollary 2.4 and Proposition 3.1. Formula (3.8) follows from (3.4) (equivalently from (3.5)). Formula (3.8) and Corollary 2.4 imply that, for any \( P_1, P_2 \in \mathcal{P} \), we have

\[
I(\langle \omega^{\otimes n}, f^{(n)} \rangle \odot \langle \omega^{\otimes m}, g^{(m)} \rangle) = f^{(n)} \otimes g^{(m)}.
\]
from which formula (3.7) follows. □

4. Algebras for Wick multiplication

Our next aim is to extend the Wick multiplication from \( P \) to a wider class of elements of \( L^2(\mu) \). By Corollary 3.2, this problem is equivalent to extending the usual tensor product from \( G^a_{\text{fin}}(\mathcal{H}) \) to a wider class of vectors from the \( q \)-Fock space \( F_q(\mathcal{H}) \). Note that \( F_q(\mathcal{H}) \) is not closed under the tensor product, see e.g. [3, Proposition 2.5] for the proof of this statement for \( q = 0 \).

Let us first recall some standard notations from \( q \)-calculus. For \( n \in \mathbb{N} \),

\[
\begin{align*}
[n]_q &:= 1 + q + q^2 + \cdots + q^{n-1} = \frac{1 - q^n}{1 - q}, \\
[n]_q ! &:= [1]_q [2]_q \cdots [n]_q = \frac{(1 - q)(1 - q^2) \cdots (1 - q^n)}{(1 - q)^n}, \\
(\begin{array}{c} n \\ i \end{array})_q &:= \frac{[n]_q !}{[i]_q ![n - i]_q}, \quad i = 0, 1, \ldots, n.
\end{align*}
\]

Below, for a real Hilbert space \( \mathcal{H} \) and \( c > 0 \), we denote by \( \mathcal{H}^c \) the real Hilbert space which coincides with \( \mathcal{H} \) as a set and which has scalar product \( \langle \cdot, \cdot \rangle_{\mathcal{H}^c} := c \langle \cdot, \cdot \rangle_{\mathcal{H}} \).

Lemma 4.1. Define the real Hilbert space

\[
\mathcal{G}_q(\mathcal{H}) := \bigoplus_{n=0}^\infty \mathcal{H}^\otimes n [n]_q !.
\]

Then \( \mathcal{G}_q(\mathcal{H}) \) is densely and continuously embedded into \( F_q(\mathcal{H}) \).

**Proof.** We first note that \( G^a_{\text{fin}}(\mathcal{H}) \) is a dense subset of both spaces \( F_q(\mathcal{H}) \) and \( \mathcal{G}_q(\mathcal{H}) \). By [10, Remark on p. 525], the norm of the bounded linear operator \( P_q^{(n)} \) in \( \mathcal{H}^\otimes n \) is equal to \([n]_q !\). Hence, for each \( F = (f^{(n)})_{n=0}^\infty \in G^a_{\text{fin}}(\mathcal{H}) \), it holds that

\[
\| F \|_{F_q(\mathcal{H})}^2 \leq \sum_{n=0}^\infty \| f^{(n)} \|_{\mathcal{H}^\otimes n}^2 [n]_q ! = \| F \|_{\mathcal{G}_q(\mathcal{H})}^2.
\]

This immediately implies the assertion. □

Analogously to \( \mathcal{G}_q(\mathcal{H}) \), we define, for a real separable Hilbert space \( \mathcal{H} \), \( r > 0 \), and \( \alpha \geq 1 \), a real Hilbert space

\[
\mathcal{G}_q(\mathcal{H}, r, \alpha) := \bigoplus_{n=0}^\infty \mathcal{G}_q^{(n)}(\mathcal{H}, r, \alpha), \quad \text{where} \quad \mathcal{G}_q^{(n)}(\mathcal{H}, r, \alpha) := \mathcal{H}^\otimes n r^n ([n]_q !)^\alpha.
\]

**Lemma 4.2.** Let \( \mathcal{H}_+ \) be a Hilbert space which is densely embedded into \( \mathcal{H} \) and satisfies \( \| \cdot \|_{\mathcal{H}} \leq \| \cdot \|_{\mathcal{H}_+} \). (In particular, we may have \( \mathcal{H}_+ = \mathcal{H} \).) Let \( \alpha \geq 1 \) and let

\[
r \geq \max \{ 1, (1 + q)^{1-\alpha} \}.
\]

Then, the Hilbert space \( \mathcal{G}_q(\mathcal{H}_+, r, \alpha) \) is densely and continuously embedded into \( F_q(\mathcal{H}) \).
Proof. In view of Lemma 4.1 it suffices to prove that, for all \( n \in \mathbb{N} \),
\[
r^n ([n]_q!)^{\alpha - 1} \geq 1.
\] (4.2)
If \( q \in [0, 1) \), then for each \( n \in \mathbb{N} \), \([n]_q \geq 1\), and if \( q \in (-1, 0) \), then \([n]_q \geq 1+q\).
From here inequality (4.2) easily follows. \( \square \)

Below, we will use the notions of a projective limit and an inductive limit of Hilbert spaces. For the definition, see e.g. [8].

**Theorem 4.3.** Let \( \mathcal{H}_+ \) be a Hilbert space as in Lemma 4.2. Let \( \alpha \geq 1 \). We define
\[
\mathcal{G}_q(\mathcal{H}_+, \alpha) := \text{proj lim}_{n \geq 1} \mathcal{G}_q(\mathcal{H}_+, r, \alpha).
\] (4.3)
Then \( \mathcal{G}_q(\mathcal{H}_+, \alpha) \) is densely and continuously embedded into \( \mathcal{F}_q(\mathcal{H}) \) and is an algebra under the addition and the tensor multiplication. Furthermore, for any \( s > r \geq 1 \), there exists \( C_1 > 0 \) such that
\[
\| F \otimes G \|_{\mathcal{G}_q(\mathcal{H}_+, r, \alpha)} \leq C_1 \| \mathcal{G}_q(\mathcal{H}_+, s, \alpha) \| G \|_{\mathcal{G}_q(\mathcal{H}_+, s, \alpha)}
\] (4.4)
for any \( F, G \in \mathcal{G}_q(\mathcal{H}_+, \alpha) \).

**Remark 4.4.** Evidently, when \( \mathcal{H}_+ = \mathcal{H} \), the space \( \mathcal{G}_q(\mathcal{H}, \alpha) \) is an extension of \( \mathcal{G}_q(\mathcal{H}) \).

**Proof of Theorem 4.3.** For any \( F = (f^{(n)})_{n=0}^{\infty}, G = (g^{(n)})_{n=0}^{\infty} \in \mathcal{G}_q(\mathcal{H}_+) \),
\[
\| F \otimes G \|^2_{\mathcal{G}_q(\mathcal{H}_+, r, \alpha)} = \sum_{n=0}^{\infty} \left( \sum_{i=0}^{n} f^{(i)} \otimes g^{(n-i)} \right)^2_{\mathcal{H}_+^{\otimes n}} r^n ([n]_q!)^\alpha
\]
\[
\leq \sum_{n=0}^{\infty} r^n ([n]_q!)^\alpha \left( \sum_{i=0}^{n} f^{(i)} \| g^{(n-i)} \|_{\mathcal{H}_+^{\otimes (n-i)}} \right)^2
\]
\[
\leq \sum_{n=0}^{\infty} r^n ([n]_q!)^\alpha (n+1) \sum_{i=0}^{n} f^{(i)} \| g^{(n-i)} \|_{\mathcal{H}_+^{\otimes (n-i)}}^2.
\] (4.5)

Note that, for each \( n \),
\[
\| f^{(n)} \|^2_{\mathcal{H}_+^{\otimes n}} \leq \frac{\| F \|^2_{\mathcal{G}_q(\mathcal{H}_+, s, \alpha)}}{s^n ([n]_q!)^\alpha} \quad \text{by (4.5) and (4.6)}.
\] (4.6)
Let \( r < r_1 < s \) and choose \( C_2 > 0 \) so that \( r^n(n+1) \leq C_2 r_1^n \) for all \( n \). Then, by (4.5) and (4.6), we get
\[
\| F \otimes G \|^2_{\mathcal{G}_q(\mathcal{H}_+, r, \alpha)} \leq C_2 \| F \|^2_{\mathcal{G}_q(\mathcal{H}_+, s, \alpha)} \| G \|^2_{\mathcal{G}_q(\mathcal{H}_+, s, \alpha)} \times \left( \sum_{n=0}^{\infty} \left( \frac{r_1}{s} \right)^n \sum_{i=0}^{n} \left( \frac{n}{i} \right) \frac{\alpha}{q} \right).
\] (4.7)
Denote
\[
z := \left( \frac{r_1}{s} \right)^{1/\alpha}.
\]
Then we obtain that
\[ \sum_{n=0}^{\infty} \left( \frac{r_1}{s} \right)^n \sum_{i=0}^{n} \binom{n}{i} q^n = \sum_{n=0}^{\infty} \sum_{i=0}^{n} \left[ z^n \binom{n}{i} q_i \right] \leq \left[ \sum_{n=0}^{\infty} \sum_{i=0}^{n} z^n \binom{n}{i} q_i \right]^{\alpha} . \]

On the other hand, by using \[ 5, \text{p. 17 and p. 36}], we get
\[ \sum_{n=0}^{\infty} \sum_{i=0}^{n} z^n \binom{n}{i} q_i = \sum_{n=0}^{\infty} \sum_{i=0}^{n} \left( \binom{n}{i} q_i \right) \alpha \leq \left[ \sum_{n=0}^{\infty} \sum_{i=0}^{n} z^n \binom{n}{i} q_i \right]^{\alpha} . \]

Therefore, we see that
\[ \sum_{n=0}^{\infty} \left( \frac{r_1}{s} \right)^n \sum_{i=0}^{n} \binom{n}{i} q^n \leq \left[ \sum_{n=0}^{\infty} \sum_{i=0}^{n} z^n \prod_{i=0}^{\infty} \frac{1}{1 - z|q|} \right]^{\alpha} . \] (4.8)

Thus, by (4.7) and (4.8), we only need to prove that \( \prod_{i=0}^{\infty} \frac{1}{1 - z|q|} < \infty \). But this holds since
\[ \sum_{i=0}^{\infty} \left( \frac{1}{1 - z|q|} - 1 \right) = \sum_{i=0}^{\infty} \frac{z|q|^i}{1 - z|q|^i} \leq \frac{z}{1 - z} \sum_{i=0}^{\infty} |q|^{i} < \infty . \]

Recall that a real nuclear space \( \Phi \) is defined as a projective limit
\[ \Phi = \text{proj lim}_{\tau \in T} H_{\tau} , \] (4.9)

where \( T \) is an index set, \((H_{\tau})_{\tau \in T}\) is a family of separable Hilbert spaces which are directed by embedding: for any \( \tau_1, \tau_2 \in T \), there exists \( \tau_3 \in T \) such that the space \( H_{\tau_3} \) is densely and continuously embedded into both \( H_{\tau_1} \) and \( H_{\tau_2} \), and furthermore, for each \( \tau_1 \in T \) there exists \( \tau_2 \in T \) such that the embedding operator of \( H_{\tau_2} \) into \( H_{\tau_1} \) is of Hilbert–Schmidt class. We define, for \( \alpha \geq 1 \),
\[ G_q(\Phi, \alpha) := \text{proj lim}_{(\tau, r) \in T \times [1, \infty)} G_q(H_{\tau}, r, \alpha) . \] (4.10)

Analogously to \[ 18, 19 \], one can show that \( G_q(\Phi, \alpha) \) is also a nuclear space.

**Corollary 4.5.** Let \( \Phi \) be a nuclear space as in (4.9). Assume that \( \Phi \) is densely and continuously embedded into \( H \). Then, for each \( \alpha \geq 1 \), \( G_q(\Phi, \alpha) \) is densely and continuously embedded into \( F_q(H) \). Furthermore, \( G_q(\Phi, \alpha) \) is an algebra.
with respect to the addition and the tensor multiplication, with tensor multiplication being a continuous mapping from $\mathcal{G}_q(\Phi, \alpha)^2$ into $\mathcal{G}_q(\Phi, \alpha)$.

**Proof.** Analogously to $\mathcal{G}^n_{\text{fin}}(\mathcal{H})$, we define the linear space $\mathcal{G}^n_{\text{fin}}(\Phi)$ which consists of all finite vectors $(f^{(0)}, f^{(1)}, \ldots, f^{(n)}, 0, 0, \ldots)$, where $f^{(i)} \in \Phi^{\otimes \alpha}$ for $i = 1, \ldots, n$, $n \in \mathbb{N}$. Since $\Phi$ is dense in $\mathcal{H}$, $\Phi^{\otimes \alpha}$ is dense in $\mathcal{H}^{\otimes \alpha}$ for each $n \in \mathbb{N}$. Hence, $\mathcal{G}^n_{\text{fin}}(\Phi)$ is dense in $\mathcal{F}_q(\mathcal{H})$. But $\mathcal{G}^n_{\text{fin}}(\Phi) \subset \mathcal{G}_q(\Phi, \alpha)$. Hence $\mathcal{G}_q(\Phi, \alpha)$ is dense in $\mathcal{F}_q(\mathcal{H})$. The other statements of Corollary 4.5 follow from Theorem 4.3. \[\square\]

**Remark 4.6.** Let $q \in (-1, 0)$. The obvious inequality $[n]_q \leq [n]_q!$ implies that, instead of the spaces $\mathcal{G}_q(\mathcal{H}_+, \alpha)$ and $\mathcal{G}_q(\Phi, \alpha)$ in Theorem 4.3 and Corollary 4.5, respectively, we can use the smaller spaces $\mathcal{G}_q(\mathcal{H}_+, \alpha)$ and $\mathcal{G}_q(\Phi, \alpha)$. We will use this observation below.

5. Wick calculus for generalized functionals of $q$-white noise

In view of the unitary operator $I : L^2(\mu) \to \mathcal{F}_q(\mathcal{H})$, Theorem 4.3, Corollary 4.5 and Remark 4.6, $\mathcal{G}_q(\mathcal{H}_+, \alpha)$ and $\mathcal{G}_q(\Phi, \alpha)$ may be thought of as spaces of test functionals of noncommutative $q$-white noise $\omega$. Our next aim is to extend the Wick product (equivalently the tensor product) to the dual spaces, which may be thought of as spaces of generalized functionals of $\omega$.

For a real separable Hilbert space $\mathcal{H}$ and $n \in \mathbb{N}$, we define $\mathbb{F}^{(n)}(\mathcal{H})$ as the Hilbert space which coincides with $\mathcal{H}^{\otimes n}$ as a set and which has scalar product

$$(f^{(n)}, g^{(n)})_{\mathbb{F}^{(n)}(\mathcal{H})} := (P_q^{(n)} f^{(n)}, P_q^{(n)} g^{(n)})_{\mathcal{H}^{\otimes n}}.$$ 

In particular,

$$\|f^{(n)}\|_{\mathbb{F}^{(n)}(\mathcal{H})} = \|P_q^{(n)} f^{(n)}\|_{\mathcal{H}^{\otimes n}}.$$ 

We also set $\mathbb{F}^{(0)}(\mathcal{H}) := \mathbb{R}$. For $r \geq 1$ and $\alpha \in \mathbb{R}$, we then define a Hilbert space

$$\mathbb{F}_q(\mathcal{H}, r, \alpha) := \bigoplus_{n=0}^{\infty} \mathbb{F}^{(n)}(\mathcal{H}, r, \alpha),$$

where $\mathbb{F}^{(n)}(\mathcal{H}, r, \alpha) := \mathbb{F}_q(\mathcal{H}) r^{n} ([n]_q!)^\alpha$.

Note that we use $[n]_q!$ rather than $[n]_q$! in the definition of $\mathbb{F}_q(\mathcal{H}, r, \alpha)$.

**Proposition 5.1.** Let $\mathcal{H}_+$ be a Hilbert space as in Lemma 4.2. Consider the standard triple of Hilbert spaces

$$\mathcal{H}_+ \subset \mathcal{H} \subset \mathcal{H}_-,$$

where $\mathcal{H}_-$ is the dual space of $\mathcal{H}_+$ with respect to the center space $\mathcal{H}$, i.e., the dual pairing between elements of $\mathcal{H}_-$ and $\mathcal{H}_+$ is given by an extension of the scalar product in $\mathcal{H}$. Let $\alpha \geq 1$ and let $r \geq 1$. Then we get the standard triple of Hilbert spaces

$$\mathcal{G}_q(\mathcal{H}_+, r, \alpha) \subset \mathcal{F}_q(\mathcal{H}) \subset \mathbb{F}_q(\mathcal{H}_-, r^{-1}, -\alpha).$$
Proof. By Lemma 4.2 and Remark 4.6, the Hilbert space $G_{[q]}^{(n)}(\mathcal{H}, r, \alpha)$ is densely and continuously embedded into $F_q^{(n)}(\mathcal{H})$. Hence, using the construction of a rigged Hilbert space, see e.g. [8] Chapter 1, Section 1], we easily obtain the standard triple

$$G_{[q]}^{(n)}(\mathcal{H}, r, \alpha) \subset F_q^{(n)}(\mathcal{H}) \subset F_q^{(n)}(\mathcal{H}, r^{-1}, -\alpha).$$

From here the statement follows. □

Proposition 5.1 implies that the dual of the space $G_{[q]}(\mathcal{H}, r, \alpha)$ with respect to the center space $\mathcal{F}$, densely and continuously embedded into $F_q^{(n)}(\mathcal{H})$. Hence, using the construction of a rigged Hilbert space, see e.g. [8] Chapter 1, Section 1], we easily obtain the standard triple

$$G_{[q]}^{(n)}(\mathcal{H}, r, \alpha) \subset F_q^{(n)}(\mathcal{H}) \subset F_q^{(n)}(\mathcal{H}, r^{-1}, -\alpha).$$

Proposition 5.1 implies that the dual of the space $G_{[q]}(\mathcal{H}, r, \alpha)$ with respect to the center space $\mathcal{F}$, densely and continuously embedded into $F_q^{(n)}(\mathcal{H})$. Hence, using the construction of a rigged Hilbert space, see e.g. [8] Chapter 1, Section 1], we easily obtain the standard triple

$$G_{[q]}^{(n)}(\mathcal{H}, r, \alpha) \subset F_q^{(n)}(\mathcal{H}) \subset F_q^{(n)}(\mathcal{H}, r^{-1}, -\alpha).$$

Theorem 5.2. The space $F_q^{(n)}(\mathcal{H}, -2)$ is an algebra under the addition and the tensor multiplication. Furthermore, for any $r > s \geq 1$, we have

$$\|F \otimes G\|_{F_q^{(n)}(\mathcal{H}, r^{-1}, -2)} \leq \left( \frac{r}{r - s} \right)^{1/2} \|F\|_{F_q^{(n)}(\mathcal{H}, s^{-1}, -2)} \|G\|_{F_q^{(n)}(\mathcal{H}, r^{-1}, -2)},$$

(5.1)

where $F \in F_q^{(n)}(\mathcal{H}, s^{-1}, -2)$, $G \in F_q^{(n)}(\mathcal{H}, r^{-1}, -2)$.

Remark 5.3. There is an important difference between formulas (4.4) and (5.1): in the latter formula, one uses the same norm for $F \otimes G$ and $G$, namely the norm of the space $F_q^{(n)}(\mathcal{H}, r^{-1}, -2)$. This observation will be crucial for the proof of Theorem 5.7 below.

Remark 5.4. By taking the limit as $q \to 1$, we easily conclude that inequality (5.1) also holds in the classical (commutative) case $q = 1$ for the space $F_1^{(n)}(\mathcal{H}, -2)$ in which the corresponding $F_1^{(n)}(\mathcal{H}, -2)$ spaces consist of symmetrized elements $(n!)^{-1} f^{(n)}(n)$ with $f^{(n)}(n) \in \mathcal{H}^{\otimes n}$. (The operator $(n!)^{-1} P_1^{(n)}$ is the symmetrization projection.) In particular, choosing $\mathcal{H} = \mathcal{H}$, we get inequality (5.1) on $F_1^{(n)}(\mathcal{H})$. The latter space is the Kondratiev space of regular generalized functions, constructed by Grothaus, Kondratiev and Streit [12], see also [13]. Formula (5.1) is then a version of the Våge inequality, originally derived in [23] (see also [15]), for the Kondratiev space of (non-regular) generalized functions [17, 18, 19]. Note that, for the space $F_1^{(n)}(\mathcal{H}, -2)$, Theorem 5.7 below was proven in [13] by different methods, without the use of a Våge-type inequality. So, even in the commutative case $q = 1$, inequality (5.1) is a new result.

Alpay and Salomon [11] introduced a concept of a Våge space on which a Våge-type inequality holds. In the noncommutative, free setting ($q = 0$), a Våge-type inequality was derived in [2] [8], see also [4]. Note that, even for $q = 0$, the form of inequality (5.1) significantly differs from the result in [2] [8].

Remark 5.5. Let $G = \mathbb{Z}$ be the additive group of integers and consider its semigroup $S = \mathbb{N}_0 = \{0, 1, 2, \ldots\} \subset G$. Let $\mu$ be the counting measure on $G$. For any $r \geq 1$, define the measure $\mu_r$ on $S$ by

$$\frac{d\mu_r}{d\mu}(n) := (\lfloor n \rfloor_q!)^{-2} r^{-n}.$$
Then for any \( r > s \geq 1 \), it holds that
\[
\int_S \frac{d\mu_r}{d\mu_s}(n) \, d\mu(n) = \frac{r}{r-s}
\]
and for any \( m, n \in S \),
\[
\frac{d\mu_r}{d\mu}(n+m) = ([n+m]q!)^{-2} r^{-(n+m)} \leq ([n]q!)^{-2} r^{-(n+m)} = \frac{d\mu_r}{d\mu}(n) \frac{d\mu_r}{d\mu}(m).
\]
Therefore, in the case where \( H_\infty \) is a one-dimensional real Hilbert space (equivalently \( H_\infty = \mathbb{R} \)), the result of Theorem 5.2 follows from Theorem 3.4 in Alpay and Salomon [2].

Note that Theorem 3.4 in [2] implies both the Våge inequality in the classical setting and the Våge-type inequality in the free setting, see Section 6 in [2]. This is shown by a proper choice of a discrete group \( G \), a semigroup \( S \subset G \), and measures \( \mu_r \) on \( S \). In particular, for each \( s \in \mathbb{N} \), there should exist \( r \in \mathbb{N} \), \( r > s \), such that
\[
\int_S \frac{d\mu_r}{d\mu_s}(\alpha) \, d\mu(\alpha) < \infty, \tag{5.2}
\]
where \( \mu \) is the counting measure. But condition (5.2) implies that the operator of embedding of \( L^2(S, \mu_s) \) into \( L^2(S, \mu_r) \) is of Hilbert–Schmidt class. However, in the case of an infinite-dimensional space \( H_\infty \) and \( r > s \geq 1 \), the operator of embedding of \( \mathbb{F}_q(H_\infty, s^{-1}, -2) \) into \( \mathbb{F}_q(H_\infty, r^{-1}, -2) \) is not of Hilbert–Schmidt class. Hence, in the general case, the result of Theorem 5.2 does not follow from [2] Theorem 3.4.

**Proof of Theorem 5.2.** We will first prove the following lemma, which can be of independent interest.

**Lemma 5.6.** Let \( f^{(m)} \in H^\otimes m \), \( g^{(n)} \in H^\otimes n \), \( m, n \in \mathbb{N} \). Then
\[
\| f^{(m)} \otimes g^{(n)} \|_{\mathbb{F}_q(m+n)(H)} \leq \binom{m+n}{m} \| f^{(m)} \|_{\mathbb{F}_q(m)(H)} \| g^{(n)} \|_{\mathbb{F}_q(n)(H)}. \tag{5.3}
\]

**Proof.** We denote by \( \mathcal{S}(m+n, m) \) the collection of all subsets
\[
A = \{i_1, i_2, \ldots, i_m\} \subset \{1, 2, \ldots, m+n\}.
\]
We assume that \( i_1 < i_2 < \cdots < i_m \). Let also
\[
\{1, 2, \ldots, m+n\} \setminus A = \{j_1, j_2, \ldots, j_n\}
\]
with \( j_1 < j_2 < \cdots < j_n \). We denote by \( \text{inv}(A) \) the number of all pairs \((j_k, i_l)\) such that \( j_k < i_l \).

For each permutation \( \pi \in S_{m+n} \), there exist unique permutations \( \theta \in S_m \), \( \nu \in S_n \), and a set \( A \in \mathcal{S}(m+n, m) \) as above such that
\[
\pi(i_1) = \theta(1), \pi(i_2) = \theta(2), \ldots, \pi(i_m) = \theta(m),
\]
\[
\pi(j_1) = m + \nu(1), \pi(j_2) = m + \nu(2), \ldots, \pi(j_n) = m + \nu(n). \tag{5.4}
\]
In fact, we first construct a set \( A \in \mathfrak{S}(m + n, m) \) by 
\[
A := \pi^{-1}(\{1, 2, \ldots, m\}) := \{i_1, i_2, \ldots, i_m\},
\]
and then the permutations \( \theta \in S_m, \nu \in S_n \) are constructed as given in (5.4). Inversely, any \( \theta \in S_m, \nu \in S_n, \) and \( A \in \mathfrak{S}(m + n, m) \) determine by formula (5.4) a permutation \( \pi \in S_{m+n} \). Note that 
\[
\text{inv}(\pi) = \text{inv}(\theta) + \text{inv}(\nu) + \text{inv}(A). \tag{5.5}
\]
For each \( A \in \mathfrak{S}(m + n, m) \) as above, we define a unitary operator 
\[
U(A) : \mathcal{H}^{\otimes (m+n)} \to \mathcal{H}^{\otimes (m+n)}
\]
by setting, for any \( f_1, f_2, \ldots, f_m, f_{m+1}, f_{m+2}, \ldots, f_{m+n} \in \mathcal{H} \), 
\[
U(A)f_1 \otimes f_2 \otimes \cdots \otimes f_{m+n} := g_1 \otimes g_2 \otimes \cdots \otimes g_{m+n},
\]
where 
\[
g_{i_1} = f_1, \; g_{i_2} = f_2, \ldots, g_{i_m} = f_m, \]
\[
g_{j_1} = f_{m+1}, \; g_{j_2} = f_{m+2}, \ldots, g_{j_n} = f_{m+n}
\]
inequation{i.e., \( U(A) \) swaps the vectors in the tensor product according to \( A \) and preserving the order of \( f_1, \ldots, f_m \) and \( f_{m+1}, \ldots, f_{m+n} \)}. Then, for \( \pi \in S_{m+n} \) given by (5.4), we get 
\[
\begin{align*}
q^{\text{inv}(A)}U(A) &= \left( \sum_{\theta \in S_m} q^{\text{inv}(\theta)} f_{\theta(1)} \otimes f_{\theta(2)} \otimes \cdots \otimes f_{\theta(m)} \right) \\
&\quad \otimes \left( \sum_{\nu \in S_n} q^{\text{inv}(\nu)} f_{m+\nu(1)} \otimes f_{m+\nu(2)} \otimes \cdots \otimes f_{m+\nu(n)} \right) \\
&= \sum_{A \in \mathfrak{S}(m+n,m)} q^{\text{inv}(A)}U(A) [(P_q^{(m)} f_1 \otimes f_2 \otimes \cdots \otimes f_m) \\
&\quad \otimes (P_q^{(n)} f_{m+1} \otimes f_{m+2} \otimes \cdots \otimes f_{m+n})].
\end{align*}
\]
Hence 
\[
\|P_q^{(m+n)} f_1 \otimes f_2 \otimes \cdots \otimes f_{m+n}\|_{\mathcal{H}^{\otimes (m+n)}} \\
\leq \left( \sum_{A \in \mathfrak{S}(m+n,m)} |q|^{\text{inv}(A)} \right) \|P_q^{(m)} f_1 \otimes f_2 \otimes \cdots \otimes f_m\|_{\mathcal{H}^{\otimes m}} \\
\times \|P_q^{(n)} f_{m+1} \otimes f_{m+2} \otimes \cdots \otimes f_{m+n}\|_{\mathcal{H}^{\otimes n}}. \tag{5.7}
\]
By MacMahon theorem, see e.g. [5, Section 3.4], 
\[
\sum_{A \in \mathfrak{S}(m+n,m)} |q|^{\text{inv}(A)} = \binom{m+n}{m} |q|. \tag{5.8}
\]
Thus, by (5.7) and (5.8), inequality (5.3) holds for \( f^{(m)} = f_1 \otimes \cdots \otimes f_m \), \( g^{(n)} = f_{m+1} \otimes \cdots \otimes f_{m+n} \). The case of general \( f^{(m)} \) and \( g^{(n)} \) can be done by analogy.

Let \( r > s \geq 1 \) and let \( F = (f^{(n)})_{n=0}^\infty \), \( G = (g^{(n)})_{n=0}^\infty \in \mathcal{G}_{2m}^0 (\mathcal{H}_-) \). Then by using Lemma 5.6 we obtain that

\[
\|F \otimes G\|_{\mathcal{F}(\mathcal{H}_-; r^{-1}, -2)}^2 = \sum_{n=0}^\infty \left( \sum_{i=0}^n \|f^{(i)} \otimes g^{(n-i)}\|_{\mathcal{F}_q^{(n)}(\mathcal{H}_-)}^2 \right)^{2 - n} \left( \left[ n \right]_q! \right)^{-2}
\]

\[
\leq \sum_{n=0}^\infty \left( \sum_{i=0}^n \left( \sum_{j=0}^i \binom{n}{i} \binom{n-i}{j} a_i b_{n-i} \right)^2 \right) \left( \left[ n \right]_q! \right)^{-2}
\]

\[
= \sum_{n=0}^\infty \left( \left[ i \right]_q! \left[ j \right]_q! \left[ n - i \right]_q! \left[ n - j \right]_q! \right)^{-1} a_i b_{n-i} a_j b_{n-j} r^{-n}
\]

\[
= \sum_{i,j=0}^\infty a_i a_j \left( \left[ i \right]_q! \left[ j \right]_q! \right)^{-1} \times \left( \sum_{n=0}^\infty b_{n-i} b_{n-j} \left( \left[ n - i \right]_q! \left[ n - j \right]_q! \right)^{-1} r^{-n} \right)
\]

\[
\leq \sum_{i,j=0}^\infty a_i a_j \left( \left[ i \right]_q! \left[ j \right]_q! \right)^{-1} \left( \sum_{n=0}^\infty b_{n-i}^2 \left( \left[ n - i \right]_q! \right)^{-2} r^{-n} \right)^{1/2}
\]

\[
\times \left( \sum_{n=0}^\infty b_{n-j}^2 \left( \left[ n - j \right]_q! \right)^{-2} r^{-n} \right)^{1/2}
\]

\[
\leq \left( \sum_{i=0}^\infty a_i \left( \left[ i \right]_q! \right)^{-1} r^{-i/2} \right)^2 \left( \sum_{n=0}^\infty b_n^2 \left( \left[ n \right]_q! \right)^{-2} r^{-n} \right)
\]

\[
\leq \left( \sum_{i=0}^\infty \left( \frac{r}{s} \right)^{-i} \right) \|F\|_{\mathcal{F}_q(\mathcal{H}, r^{-1}, -2)}^2 \|G\|_{\mathcal{F}_q(\mathcal{H}, r^{-1}, -2)}^2.
\]

From here the theorem follows.
Analogously to [3 Section 4], we will now derive several consequences of inequality (5.1).

**Theorem 5.7.** Let \( \phi(z) = \sum_{n=0}^{\infty} a_n z^n \) be an analytic function of a complex variable \( z \) defined in a neighborhood of zero. Assume that the series \( \sum_{n=0}^{\infty} a_n z^n \) converges absolutely in the open disk of radius \( R > 0 \). Then, for each \( F = (f^{(n)})_{n=0}^{\infty} \in \mathbb{F}_q(\mathcal{H}_{-}, -2) \) such that \( |f^{(0)}| < R \), we have

\[
\phi \otimes (F) := \sum_{n=0}^{\infty} a_n F \otimes^n \in \mathbb{F}_q(\mathcal{H}_{-}, -2)_C.
\]

Here \( \mathbb{F}_q(\mathcal{H}_{-}, -2)_C \) denotes the complexification of \( \mathbb{F}_q(\mathcal{H}_{-}, -2) \). More precisely, there exists \( r \geq 1 \) such that the series \( \sum_{n=0}^{\infty} a_n F \otimes^n \) converges in \( \mathbb{F}_q(\mathcal{H}_{-}, r^{-1}, -2)_C \).

**Proof.** Choose \( s \geq 1 \) so that \( F \in \mathbb{F}_q(\mathcal{H}_{-}, s^{-1}, -2) \). Since \( |f^{(0)}| < R \), by choosing \( s \) sufficiently large, we may assume that \( \|F\|_{\mathbb{F}_q(\mathcal{H}_{-}, s^{-1}, -2)} < R \). Using (5.1), we can easily show by induction that, for each \( r > s \) and \( n \geq 2 \),

\[
\|F \otimes^n\|_{\mathbb{F}_q(\mathcal{H}_{-}, r^{-1}, -2)} \leq \left( \frac{r}{r - s} \right)^{(n-1)/2} \|F\|^n_{\mathbb{F}_q(\mathcal{H}_{-}, s^{-1}, -2)}.
\]

Let \( \varepsilon := R - \|F\|_{\mathbb{F}_q(\mathcal{H}_{-}, s^{-1}, -2)} > 0 \). Then,

\[
\|F \otimes^n\|_{\mathbb{F}_q(\mathcal{H}_{-}, r^{-1}, -2)} \leq \left( \frac{r}{r - s} \right)^{(n-1)/2} (R - \varepsilon)^n.
\]

Hence, the statement follows if we choose \( r \) so large that

\[
\left( \frac{r}{r - s} \right)^{1/2} (R - \varepsilon) < R.
\]

\( \square \)

**Corollary 5.8.** Let \( \phi(z) \) be an analytic function of a complex variable \( z \) defined in a neighborhood of zero. Then, for each \( F \in \mathbb{F}_q(\mathcal{H}_{-}, -2) \), we have \( \phi \otimes (zF) \in \mathbb{F}_q(\mathcal{H}_{-}, -2)_C \) for all complex \( z \) from a neighborhood of zero.

Analogously to [3 Proposition 4.10], we also obtain

**Corollary 5.9.** Let \( F = (f^{(n)})_{n=0}^{\infty} \in \mathbb{F}_q(\mathcal{H}_{-}, -2) \). Then \( F \) has an inverse element \( F \otimes (-1) \in \mathbb{F}_q(\mathcal{H}_{-}, -2) \) with respect to tensor multiplication if and only if \( f^{(0)} \neq 0 \). In the latter case,

\[
F \otimes (-1) = (f^{(0)})^{-1} \sum_{n=0}^{\infty} (\Omega - (f^{(0)})^{-1} F)^{\otimes n}.
\]

Finally, let us briefly discuss the case of a nuclear space. Let \( \Phi \) be a nuclear space as in (4.9). Assume that \( \Phi \) is densely and continuously embedded into \( \mathcal{H} \). Without loss of generality, we may assume that each Hilbert space \( \mathcal{H}_\tau (\tau \in T) \) is a dense subset of \( \mathcal{H} \) and \( \| \cdot \|_\mathcal{H} \leq \| \cdot \|_{\mathcal{H}_\tau} \). Denote by \( \mathcal{H}_{-\tau} \) the
dual space of $\mathcal{H}_\tau$ with respect to the center space $\mathcal{H}$. We then get a Gel’fand triple

$$\Phi \subset \mathcal{H} \subset \Phi',$$

where the dual space $\Phi'$ has representation

$$\Phi' = \text{ind lim}_{\tau \in T} \mathcal{H}_{-\tau},$$

see e.g. [8].

Let us consider the nuclear space $\mathcal{G}_{|q|}(\Phi, 2)$, see (4.10). We also define

$$\mathbb{F}_q(\Phi', -2) := \lim \text{ind}_{(\tau, r) \in T \times [1, \infty)} \mathbb{F}_q(\mathcal{H}_{-\tau}, r^{-1}, -2).$$

By Proposition 5.1, we then get the Gel’fand triple

$$\mathcal{G}_{|q|}(\Phi, 2) \subset \mathcal{F}_q(\mathcal{H}) \subset \mathbb{F}_q(\Phi', -2),$$

where the co-nuclear space $\mathbb{F}_q(\Phi', -2)$ is the dual of $\mathcal{G}_{|q|}(\Phi, 2)$ with respect to the center space $\mathcal{F}_q(\mathcal{H})$.

**Corollary 5.10.** The co-nuclear space $\mathbb{F}_q(\Phi', -2)$ is an algebra under addition and tensor multiplication.

**Proof.** Immediate from Theorem 5.2.

Clearly, the results of Theorem 5.7 and Corollaries 5.8, 5.9 admit straightforward generalization to the case of $\mathbb{F}_q(\Phi', -2)$.
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