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ABSTRACT

This paper describes that semi-supervised learning called peer collaborative learning (PCL) can be applied to the polyphonic sound event detection (PSED) task, which is one of the tasks in the Detection and Classification of Acoustic Scenes and Events (DCASE) challenge. Many deep learning models have been studied to find out what kind of sound events occur where and for how long in a given audio clip. The characteristic of PCL used in this paper is the combination of ensemble-based knowledge distillation into sub-networks and student-teacher model-based knowledge distillation, which can train a robust PSED model from a small amount of strongly labeled data, weakly labeled data, and a large amount of unlabeled data. We evaluated the proposed PCL model using the DCASE 2019 Task 4 datasets and achieved an F1-score improvement of about 10% compared to the baseline model.

Index Terms— ensemble training, knowledge distillation, semi-supervised training, sound event detection, student-teacher model

1. INTRODUCTION

In the present, speech recognition tasks have occupied a leading position in acoustic signal recognition, but it is unavoidable that various environmental sound processing, including speech, will become the acoustic information processing of the next era. Recently, the Detection and Classification of Acoustic Scenes and Events (DCASE) community has been established, where various research tasks (challenges) related to environmental sound processing have been proposed, and researchers around the world are studying them.

In this paper, we focus on the research of “Task 4: sound event detection in domestic environments” proposed in DCASE 2019 [3] and DCASE 2020 [4], which is the task of identifying where a certain sound is occurring in an audio clip. When we focus on a certain moment in an audio clip, we have to consider all the sound events that may be occurring at the same time. This kind of task is called polyphonic sound event detection (PSED) [5]. Unlike monophonic sound event detection (MSED), which assumes that only one type of sound event occurs at a given moment, the PSED task is more difficult from various perspectives. For example, from a technical point of view, we have to estimate multiple sound types simultaneously, which is more difficult than MSED. The DCASE Task 4 is one of the PSED tasks.

In order to solve this PSED task using machine learning such as deep learning, a large amount of supervised labeled data is required to train a machine learning model. In this case, the supervised label is the data with the exact sound event tag of what kind of sound event occurs in which section of a sound file. This kind of supervised data is called the strongly labeled data. It would be easy to train the model if there is a large amount of such strongly labeled data. However, it takes much time and human resources to prepare the strongly labeled data. On the other hand, a labeling method only assigns a supervised label to an acoustic file with the information of what kind of sound event is contained in the file instead of labeling the exact interval of sound event occurrence. This type of supervised data is called weakly labeled data. Although the weakly labeled data is easier to prepare than the strongly labeled data, there is no doubt that labeling a large number of acoustic files is still expensive.

The DCASE 2019 and 2020 Task 4 provided a small amount of strongly labeled, weakly labeled, and a large amount of unlabeled data. Semi-supervised learning methods using these data are being actively studied. The baseline method provided by the Task 4 organizers also adopts semi-supervised learning, as shown in Figure 1. The baseline model is trained in the framework of a mean-teacher method based on a student-teacher model [6, 7]. The model parameters based on the loss value are updated only in the student model, and the parameters of the student model are also reflected in the teacher model. In other words, the teacher model will accumulate the knowledge of the student model. By constraining the output of the teacher model to be the same as the output of the student model, the training of the student model is stabilized.

In this other previous work, for example, Lin et al. [8] proposed a guided learning method to train the student-teacher model more efficiently. Park et al. [9] suggested a tri-training approach, in which two different classifiers are used to acquire pseudo-labels from weakly labeled and unlabeled datasets and use them. Similarly, Ebbers et al. also proposed [10] a method to train a classifier after assigning pseudo-labels to weakly labeled and unlabeled data sets. In addition, Kim et al. [11] improved the mean-teacher method and proposed a two-stage distillation method using a fine-tuning model based on semi-supervised loss, which achieved state-of-the-art performance on the DCASE 2020 Task 4 test set. Fukuda et al. [12] showed that the accuracy of knowledge distillation can be improved by ensemble fusion of multiple teacher networks in the Aurora 4 test set (speech recognition task under noise condition). Thus, the methods for utilizing weakly labeled or unlabeled data can be divided into two categories: using knowledge distillation and using pseudo-labeling with tentative model. In this paper, we propose a method based on knowledge distillation. Our method differs from existing methods in that it performs knowledge distillation in the student’s network in addition to knowledge distillation between student-teacher networks. Therefore, our method can collaborate with other proposed methods such as [11].

Recently, an online knowledge distillation method [13, 14, 15], an ensemble-based model for knowledge distillation into sub-networks, has been proposed, and it has achieved high accuracy in image recognition tasks. This paper adopts a knowledge distillation model based on semi-supervised learning called "peer collaborative
2. SOUND EVENT DETECTION MODELS

2.1. Mean-Teacher Model

The mean-teacher method [2] has been adopted as the baseline method for the DCASE 2019 Task 4. Figure 1 already shown, provides an overview of the mean-teacher method, and Fig. 2 shows the specific network structure of the student and teacher models.

This method uses two models with the same structure, and the two models are trained in a consistent way to maintain the consistency of their outputs. First, normal input sound data (sound signal) is input into the student model. On the other hand, the data with noise added to the sound signal is input to the teacher model, and each output result is obtained. Then, for the student model, the model parameters are updated using the classification loss (cross-entropy) for the assigned labels and the consistency loss (minimum square error) with the output of the teacher model. Finally, the parameters of the teacher model are updated by an exponential moving average of the parameter values of the student model. This exponential moving average is a parameter-copying method that gives weight to the most recently trained weight parameters of the model and considers model parameters that have been trained in the past. This makes the teacher model a temporal ensemble model of the student model, i.e., the teacher model stores the past learning states of the student model.

As this process is repeated, the teacher model is gradually trained into a model that reflects the learning process of the student model and finally becomes a role model for the student model, and can guide the training of the student model through the calculation of consistency loss. The loss for parameter update based on back propagation are calculated based on total sum of $L_{BCE}$ and $L_{MSE}$ shown in Fig. 1.

2.2. Online Knowledge Distillation

Figure 3 shows the training framework of the online knowledge distillation method. Figure 5 shows an example of the whole network with two sub-networks. The number of sub-networks can be increased, and the number of sub-networks is set to five in this paper. The detailed layer structure is the same as that of the PCL method in Fig. 4 and the student model of the PCL method and the network structure of the online knowledge distillation model in Fig. 5 are consistent.

This method uses parallel sub-networks inside the student model and an ensemble net that combines the feature representations extracted by each sub-network. The ensemble net is a very powerful feature extraction model because it integrates the output of each sub-network. By distilling the output of this ensemble net into each sub-network, they can extract complementary features for sound event classification. This means that the feature extraction performance of each sub-network is improved, and the generalization performance of the entire model is improved. This knowledge distillation using ensemble nets is very effective.

The number of sub-networks will be explained in the next section. For simplicity, we adopt a method that determines the sub-networks according to what kind of data augmentation process has been adopted on the input acoustic data. Note that the loss used to train the knowledge distillation model is the sum of the consistency losses and classification losses of the outputs of the ensemble net and sub-networks.
2.3. Peer Collaborative Learning

This section describes the PCL method, which combines the advantages of both the online knowledge distillation method and the average teacher method. The entire network of the model is shown in Fig. 3.

First of all, the input acoustic data is subjected to a data augmentation process. In this study, we prepare mixup, Gaussian noise addition, and frequency mask as data augmentation methods. In practice, the following five processes are employed: 1. no data augmentation, 2. mixup \[\text{Mixup} \]
3. Gaussian noise addition, 4. frequency mask \[\text{Frequency mask} \]
5. Gaussian noise + frequency mask \[\text{Gaussian noise + frequency mask} \]

In the student model, we adopt a method called the peer ensemble model. The characteristic of this method is that the network is branched depending on the data augmentation process. When inputting data into the model, each data after data augmentation passes through lower layers shared by sub-networks. The features of each data extracted in the lower shared layers are then input to the respective sub-network corresponding to the training of that data. After each sub-network extracts the features of the input data, it passes through the classifier layer (fully connected layer) and outputs the sound event prediction results. Here, as in Section 2.2 for online knowledge distillation, ensemble feature extraction is achieved by combining the features finally extracted by each sub-network. The classifier using these ensemble features is treated as an ensemble net and outputs the acoustic event prediction results. This ensemble output is then distilled into the output of each sub-network. In addition, the parameters of the teacher model are also updated using the method described in Section 2.1. Note that ensemble nets are not used in the teacher model.

The point of this method is to increase the generalizability of the acoustic feature representation extracted by the sub-networks according to the data augmentation methods. In addition, the proposed method incorporates the advantages of traditional online knowledge distillation methods in that the sub-networks can extract complementary acoustic feature representations from each other, because the ensemble net, which consolidates the knowledge of each sub-network, distills the knowledge for the sub-networks inside the student model. Furthermore, knowledge distillation is performed between sub-networks to make the training between sub-networks more consistent. The knowledge distilled here is not the knowledge of the sub-networks in the student model, but the knowledge of the more powerful teacher model built by the mean-teacher method, which allows for more stabilized training.
3. EXPERIMENTS

3.1. Experimental Setup

3.1.1. Dataset and evaluation metrics

The dataset consists of audio clips with a maximum length of 10 seconds that were recorded in a home environment or synthesized to assume a home environment. The number of classes of sound events is 10. The training dataset consists of three types of datasets: weakly labeled set, unlabeled set, and strongly labeled set. The weakly labeled set and the unlabeled set are sounds obtained from Audio Set [19], while the strongly label set is a synthetic sound generated by Scaper [20]. The weakly labeled, unlabeled, and strongly labeled sets contain 1578, 14,412, and 2045 audio clips, respectively. In this paper, two types of datasets are used to evaluate the model: strongly labeled validation set and strongly labeled test set. The validation set is a combination of the validation set and the evaluation set from the DCASE 2018 Task 4 [21], and the test set is part of Audio Set. The validation and test datasets contain 1168 clips and 692 clips, respectively.

The event-based F1-score was used as the evaluation measure. This is a measure of how accurately the acoustic event intervals were estimated for the audio clips in the validation and test set. The evaluation program was provided by the Task 4 organizer and we used it.

3.1.2. Models and training condition

In this paper, we conducted the following six experiments to evaluate the effectiveness of the proposed method. First, as a baseline method, we use the mean-teacher method used in the DCASE 2019 Task4, which was described in Section 2.1. In the DCASE 2020 Task 4, a slightly improved baseline model has been proposed [22], denoted as the baseline-advanced (adv). Next, as a comparison method, we use the online knowledge distillation method (One-line KD) described in Section 2.2, which is a knowledge distillation method using sub-networks and ensemble net. The number of sub-networks was set to five to accommodate the data augmentation process. For the PCL method, three models were prepared: five sub-networks with data augmentation (PCL w/ DA), five sub-networks without data augmentation (PCL w/o DA), and PCL w/ DA without ensemble net (PCL w/o ensemble). In all the models, basic data augmentation processes such as frequency filter, time shift, and time mask are applied. Note that Online KD, PCL w/ DA model, and PCL w/o ensemble apply mixup, etc., in addition to these basic data augmentation processes for branching the sub-networks in the student model.

The baseline model structure is shown in Fig. 2. As input acoustic features, a 64-dimensional log Mel spectrogram was extracted from an audio clip recorded at 44.1 kHz using a window function with a width of 2048 points and 511 point hops. The optimization function used to train the model was Adam, and the learning rate was set to 0.001.

The baseline-adv. model is an improved version of the baseline model (see [22] for details of the model), and the input features are different from the baseline. The model structures used in the One-line KD and PCL methods are shown in Fig. 3 and 4, respectively. The input acoustic features for these models, including the baseline-adv., are 128-dimensional log Mel spectrograms computed from audio clips downsampled to 16 kHz and cut with a width of 2048 points and 255 point hops window function. The optimization function was Adam, and the learning rate follows a ramp-up strategy [23], where the maximum learning rate was set to reach 0.001 after 50 epochs. Note that we used the dataset of DCASE 2019 Task 4, so the experimental conditions of DCASE 2019 are as close as possible to those of DCASE 2020 to emulate the experimental environment.

3.2. Results

Table 1 shows the experimental results for the two test sets.

First, it can be seen that the proposed method, PCL w/ DA, has the highest performance. This demonstrates the usefulness of the proposed method. Second, we can also see that both the Online KD and PCL w/o ensemble models also show significant improvement compared to the two baselines. This can be attributed to the significant effect of knowledge distillation by the ensemble net and also knowledge distillation from the teacher model to the student model in the mean-teacher framework. Besides, when comparing Online KD, PCL w/o ensemble, and PCL w/ DA, the F1-score was improved by 1 to 2% compared to the case where each distillation method was separately applied. Therefore, it is clear that the fusion of each knowledge distillation method is more effective in improving the model than treating each method independently.

Furthermore, it is evident from the comparison between PCL w/ DA and PCL w/o DA that the model is improved by building sub-networks that depend on the data augmentation process.

These experimental results indicate two things: the PCL method is an effective method for the PSED task, and the accuracy of the model can be improved by designing the internal network of the student model based on the data augmentation method for acoustic data.

4. CONCLUSIONS

In this paper, we proposed the knowledge distillation method, PCL, for the PSED task, which makes effective use of weakly labeled and unlabeled data.

The PCL method is different from previous knowledge distillation methods for PSED tasks in that it uses multiple sub-networks and an ensemble net that combine them in the student model. As a result of experiments using the test set of DCASE 2019 Task 4, we confirmed the effectiveness of knowledge distillation based on ensemble net. In addition, the PCL approach, incorporating the existing the mean-teacher method, further improved the performance of PSED. We also found that the model with better generalization performance can be trained by changing the input sub-network according to the data augmentation method of the input sound data.

In future work, we are going to implement and experiment with new knowledge distillation methods, such as collaboration with other knowledge distillation methods (e.g. [11]).

**Table 1.** Sound event detection performance for each model (F1-score [%]). The numbers in parentheses are the published values on the DCASE website

| Model                | Validation set | Test set  |
|----------------------|---------------|-----------|
| Baseline             | 25.9 (23.7)   | 31.1 (29.0) |
| Baseline-adv.        | 34.7 (34.8)   | 36.2      |
| Online KD            | 43.1          | 43.4      |
| PCL w/ DA (proposed) | 43.8          | 44.2      |
| PCL w/o DA           | 41.7          | 42.4      |
| PCL w/o ensemble     | 41.9          | 41.0      |

[https://github.com/TUT-ARG/sed_eval](https://github.com/TUT-ARG/sed_eval)
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