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Abstract

Clinical NLP tasks such as mental health assessment from text, must take social constraints into account - the performance maximization must be constrained by the utmost importance of guaranteeing privacy of user data. Consumer protection regulations, such as GDPR, generally handle privacy by restricting data availability, such as requiring to limit user data to ‘what is necessary’ for a given purpose. In this work, we reason that providing stricter formal privacy guarantees, while increasing the volume of user data in the model, in most cases increases benefit for all parties involved, especially for the user. We demonstrate our arguments on two existing suicide risk assessment datasets of Twitter and Reddit posts. We present the first analysis juxtaposing user history length and differential privacy budgets and elaborate how modeling additional user context enables utility preservation while maintaining acceptable user privacy guarantees.

Introduction

A growing body of work shows that NLP models can effectively support professional human counselors in identifying mental health risk markers in online user behavior, for example to aid suicide risk assessment (McCarthy 2010; De Choudhury et al. 2016; Reger, Stanley, and Joiner 2020; Shing et al. 2018). An early intervention by a counselor can be crucial, as 80% of patients at suicidal risk do not undergo medical treatment. On the contrary, people turn to online platforms, with 8 out of 10 people disclosing their suicidal plans (Golden, Weiland, and Peterson 2009; Robinson et al. 2016). It is therefore desirable to train analytical models for these platforms, however, without unnecessarily exposing personal details of the patients in the training data.

State-of-the-art models for this task typically employ large contextual models (Matero et al. 2019; Losada, Crestani, and Parapar 2019; Zirikly et al. 2019). Leveraging additional data, such as user’s history on social media, augments the predictive power (Zirikly et al. 2019; Sawhney et al. 2021). However, as every machine learning model, these can be prone to learning undesired data artifacts, for example users mentioning certain locations, persons, or other rare pieces of information can be systematically misclassified as suicidal.

Moreover, privacy risks in such NLP models might lead to severe individual consequences. Not only can adversaries exploit sensitive artifacts from the models, but in extreme cases they can target vulnerable users (Hsin, Torous, and Roberts 2016).

Although consumer data laws address protection of vulnerable users to some extent, e.g., by limiting the amount of necessary personal data for processing, data minimization does not ensure increased privacy protection. In contrary, this can be even counterproductive, as reducing user data may lead to less robust classifiers and more artifacts learned. At the same time, advanced approaches such as differentially private learning (Dwork and Roth 2013) can be taken to abstain from using the privacy-breaching information in the learning process. However, these approaches typically lead to lower predictive power, making the classifiers less useful in practice (Alvim et al. 2011).

This raises an obvious empirical research question - how much user data shall we use? If data minimization does not increase privacy protection of users, can we include more data instead and protect its privacy by design? If so, which decisions do we need to consciously make in the model design? What are the trade-offs between increasing formal user privacy preservation guarantees, maintaining predictive power, and minimizing users’ training data? Is there a way to find optimal thresholds for these?

In this paper, we present the first empirical analysis juxtaposing user history length and differential privacy budgets, demonstrating how modeling additional user context can compensate the performance loss while keeping acceptable privacy guarantees. Specifically, we demonstrate our approach on two suicide risk assessment datasets of Twitter and Reddit posts, as these tasks are vulnerable to user harm by privacy leaks (O’Loughlin et al. 2019; Rubanovich, Zisook, and Bloss 2022; Mikal, Hurst, and Conway 2016). We qualitatively inspect data points where enforcing differential privacy leads to performance changes, quantitatively estimate the privacy leakage by adversarial attacks, and examine the impact of different levels of class imbalance. Based on our experiments, we argue that
providing stricter formal privacy guarantees, while increasing the volume of user data in the model, in most cases increases the benefit for all parties involved, and that this effect shall be taken into account by future policy makers.

**Background and Prior Work**

A straight-forward approach to privacy protection in text is to identify sensitive user-revealing passages in a document and replace them with more general expressions (Hill et al. 2016; Alawad et al. 2020). However, removing personally identifiable information is typically not sufficient, as the summary statistics of the dataset provide means to infer individual’s membership with high probability (Jones et al. 2007; Sweeney 1997). Not only datasets, but also trained NLP models are vulnerable to attacks reconstructing the training data (Shokri et al. 2017). Privacy preservation efforts in NLP mostly follow adversarial approaches to obscure sensitive user characteristics at training time, such that the representations learned are invariant to these attributes (Li, Baldwin, and Cohn 2018; Friedrich et al. 2019; Coavoux, Narayan, and Cohen 2018). However, this approach offers only empirical privacy improvements, without any formal guarantees.

**Differential Privacy (DP)** has been adopted as a standard framework to provide a quantifiable privacy guarantee (Dwork and Roth 2013). Intuitively, a randomized algorithm is differentially private if the output distributions from two neighboring input databases, that are identical in all but a single training example, are indistinguishable (Fig. 1). The basic idea is that the output of the mechanism is “not much different” whether or not a single individual (example) is present in the dataset. The amount of “not much different” is controlled by the parameter \( \varepsilon \), the privacy budget, and has a probabilistic interpretation of how much privacy of a single individual can be “lost” in the worst case.

In NLP, this paradigm is being mainly applied in the context of learning private word representations (Fernandes, Dras, and McIver 2019; Beigi et al. 2019; Coavoux, Narayan, and Cohen 2018) to prevent memorization in large language models (Carlini et al. 2019; Canfora et al. 2018) rather than directly in the downstream NLP classifiers, which we explore in this paper.

**DP and performance drop.** An increased privacy protection comes with a performance cost, typically leading to a decreased utility of the model (Alvim et al. 2011; Bassily, Smith, and Thakurta 2014; Shokri and Shmatikov 2015; Shokri et al. 2017), mainly due to memorization being prevented (van der Veen et al. 2018). While this effect has been described in machine learning research, its practical qualitative implications in the NLP field remain largely underexplored.

**DP and disparate impact.** Another challenge for applying privacy-preserving algorithms arises with data imbalance. Machine learning studies on other types of data (e.g. clinical records and images) show that the performance degradation is disparate, with minority subgroups of data suffering more utility loss (Shokri et al. 2017). Moreover, when stricter privacy guarantees are imposed, the utility gap widens disproportionally, i.e. the performance gap between the minority and majority subgroups is increasing (Bagdasaryan, Poursaeed, and Shmatikov 2019). In other words, the less represented groups which already have lower accuracy end up losing more utility. This disparate impact of DP can occur even where classes are only slightly imbalanced, and isn’t limited to strict privacy budgets (Farrand et al. 2020).

**DP and the choice of privacy budget.** The question of how to set the privacy budget (\( \varepsilon \)) has been present since the introduction of differential privacy and perceived as a “social question” (Dwork et al. 2006) with numerous mathematical answers proposed, such as utility-maximization optimizers (Geng and Viswanath 2014) and interval estimations (Naldi and D’Acquisto 2015). Voting mechanisms (Kohli and Laskowski 2018) gain popularity as they enable users to express their privacy budget; however, some studies find none to minimal links between privacy concerns reported by users and recorded behavior in a system with privacy warnings (Zimmerman et al. 2019). Some works argue for setting \( \varepsilon \) based on inferred user traits instead (Vu et al. 2017). In practice, values in the literature vary from as little as 0.01 to as much as 7, often with little to no justification. Recently, researchers examined DP settings of commercial companies (Tang et al. 2017), criticizing their generous \( \varepsilon \) choice. However, to date there is no clear consensus in the community on what strong or acceptable privacy budget values are. Generally, values under 1 can be considered strongly private, as a well-known DP method called Randomized response (\( \varepsilon = \ln(3) \)) has been used for decades for highly sensitive questionnaires in social sciences (Warner 1965).

**DP versus data minimization.** Our motivation for contrasting the theoretical privacy preservation (as formalized by DP) with the data minimization approach originates from examining how the goal of personal data protection of the users is anchored in consumer data laws. For example the European Union’s General Data Protection Regulation (GDPR) requires limiting user data to what is necessary concerning the purposes for which they are processed,
encouraging data minimization rather than privacy protection by design. The operationalization of these laws in machine learning applications, including NLP, has been controversial (Tene and Polonetsky 2012; Biega et al. 2020), with practical implications of various design choices often remaining rather opaque to the engineers and policy makers alike. Several data minimization studies have been conducted in the domain of large recommender systems, noting that the overall performance often does not drop after removing random data points (Chow et al. 2013) or drastically reducing user history length (Wen et al. 2018). However, the incurred changes disparately impacted result quality for specific users or user groups (Biega et al. 2020). In this work, we conduct experiments to empirically examine such effects in the area of sensitive NLP tasks.

Methodology

We explore to which extent varying amounts of users’ historical data in combination with varying privacy budget impact performance of sensitive user-centric social NLP tasks, that is the suicide ideation and risk detection tasks.

Let $S_i$ be the $i$-th training sample associated with user $u_j$ from the set of $M$ users. Each sample consists of a sequence of historical posts authored by the particular user $u_j$ which we denote as $H^i_j = \{h^i_1, h^i_2, \ldots, h^i_L\}$ which occur strictly before the time step where the prediction is made. The task is a classification problem, namely to predict label $y_i$.

We study two kinds of user-centric classification tasks. First, for post-level tasks, the suicidality label is associated with the most recent post to be assessed $p_i$. Here the user’s historical posts provide an additional context. The training sample $S_i$ is hence the tuple $(p_i, y_i, H^i_j)$. Second, for user-level tasks, the suicidality label is associated with the user $u_j$, with the sample $S_i$ representing the tuple $(y_i, H^i_j)$.

Tasks and Data Studied

We identify suicide ideation and risk detection on social media as prediction tasks which benefit from additional contextual data (Zirikly et al. 2019; Sawhney et al. 2021), with the need to protect private and sensitive data (Huckvale, Torous, and Larsen 2019; Rubanovich, Zisook, and Bloss 2022).

Suicide Ideation (SI) A post-level binary classification task, for which we use an existing Twitter dataset ( Mishra et al. 2019) comprising Twitter timelines of 32,558 unique users, spanning over ten years of historical tweets from 2009 to 2019, summing up to 2.3M unlabeled tweets. These tweets were identified using a lexicon of 143 suicidal phrases. Out of these, 34,306 latest tweets were labeled as $y_i \in \{\text{Suicidal Intent Absent, Suicidal Intent Present}\}$. The dataset contains 3,984 suicidal tweets, indicating a high class imbalance of 9:1.$^1$

Suicide Risk – Reddit (SR) A user-level multi-class classification task, for which we use an existing dataset released by Gaur et al. (2019). The dataset consists of 9,127 Reddit posts by 500 users. Each user is associated with a suicide risk severity label $y_i \in \{\text{Indication, Ideation, Behaviour, Attempt}\}$ in increasing order of suicide risk. The average number of posts made by a user is $18.25 \pm 27.45$. $^2$

User-Contextual NLP Modeling

We describe our base user-contextual model HistLSTM, which sequentially models user’s historical posts. For post-level tasks, features obtained by HistLSTM are combined with the post to be assessed before the classification step.

Encoding Posts We use the 768-dimensional representation of the \([\text{CLS}]\) token obtained from BERT which tend to yield holistic representations of text, including posts on social media. We encode $P^i_j \in \mathbb{R}^{768}$ for a post to be assessed $p_i$ as $P^i_j = \text{BERT}(p_i)$. Similarly, we encode each historical post $h^i_k$ to yield the representation $E^i_k \in \mathbb{R}^{768} = \text{BERT}(h^i_k)$.

Historical Context The sequential nature of historical posts makes LSTMs a natural method for contextual modeling. Each historical post embedding $E^i_k \in \mathbb{E}^i$ is fed sequentially to the LSTM to obtain the final hidden state $H^i_L \in \mathbb{R}^d = \text{LSTM}(E^i)$. For post-level tasks, HistLSTM jointly learns from the language of the post to be assessed along with the sequentially modeled representation of the user’s timeline. For such tasks we apply the concatenation operation $\oplus$ to $P^i_j$ and $H^i_L$ before feeding it to a dense layer with ReLU activation, followed by softmax.

\[ \tilde{y}_i = \text{softmax}(\text{ReLU}(W_y(P^i_j \oplus H^i_L) + b_y)) \]

For user-level tasks, $H^i_L$ is directly fed to dense layer:

\[ \tilde{y}_i = \text{softmax}(\text{ReLU}(W_y(H^i_L) + b_y)) \]

where $\tilde{y}_i$ is the class probabilities vector and $\{W_y, b_y\}$ are trainable network parameters.

Differentially Private Optimization

Differential privacy has been adopted as a standard framework for privacy-preserving analysis. DP protects privacy of each single individual in the dataset by introducing random noise into a mechanism that queries the dataset. When a trained model is differentially private, the $\varepsilon$ parameter limits the probability of an adversary to attack the model and reveal sensitive information from its training dataset. Formally, a mechanism $\mathcal{M}$ with domain $\mathcal{D}$ and range $\mathcal{R}$ represented by $\mathcal{M} : \mathcal{D} \to \mathcal{R}$ satisfies $(\varepsilon, \delta)$-differential privacy if for two adjacent datasets $d, d' \in \mathcal{D}$ that differ in one example and for any subset of outputs $S \subseteq \mathcal{R}$ it holds that:

\[ \Pr[\mathcal{M}(d) \in S] \leq \exp(\varepsilon) \cdot \Pr[\mathcal{M}(d') \in S] + \delta \quad (1) \]

Lower $\varepsilon$ implies better privacy. The term $\delta$, which is typically ‘cryptographically small,’ is a relaxation of the ‘pure’ $(\varepsilon, 0)$-DP. It enables much better composition of several private algorithms in exchange for a small probability of privacy ‘failure’ (Abadi et al. 2016). In deep learning, the mechanism $\mathcal{M} : \mathcal{D} \to \mathcal{R}$ can be considered as a training

\[^1\text{The imbalance is much greater in the real world.}\]

\[^2\text{We provide further insights on the individual class distributions in the appendix.}\]
Figure 2: An overview of HistLSTM: We first encode all user posts. The historical post representations are sequentially modeled via an LSTM to obtain user historical context. For post-level tasks, it is concatenated with the post to be assessed and is used for classification. The model is optimized using a differentially private optimizer.

Network Optimization and Classification

Often, in user-centric social NLP tasks, the posts of interest form only a small percentage of the data, leading to class imbalance. Thus, we apply Class-Balanced loss (Cui et al. 2019) to train HistLSTM, which introduces a weighting factor that is inversely proportional to the number of samples per class, yielding the loss $L$ as:

$$L(y_i, \hat{y}_i) = \text{CB}_\text{focal}(y_i, \hat{y}_i; \beta, \gamma)$$

where $\text{CB}_\text{focal}$ is class-balanced focal loss, $y_i$ is the true label, and $\beta$ and $\gamma$ are hyperparameters.

We use a differentially private Adam optimizer, a variant of DP-SGD. This optimization procedure leverages gradient clipping and noise addition to calculate the model parameter update $\Delta w$ in the loss landscape. The moments accountant simultaneously computes the privacy budget $\epsilon$ at the end of each epoch.

Evaluation Metrics

We choose the evaluation metrics following existing work on suicide ideation detection (Gaur et al. 2019). For the Suicide Ideation dataset, we use Recall on the minority class (Suicidal Intent Present) as it is important to not misclassify posts with suicidal intent. We also report Macro F1 score for overall performance. For the Suicide Risk dataset, we use Graded Recall, Graded Precision and FScore, which are calculated using altered definitions of Recall and Precision to account for ordinal nature of risk labels (Gaur et al. 2019).
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Table 1: Mean of results obtained over 15 independent runs. * and † indicate that the result is significantly (p < 0.005) better than CurrentPostLSTM (Non-contextual model), and HistDecay (SOTA) under Wilcoxon’s Signed Rank test respectively. Bold and italics indicates best and second best performance respectively.

Results

What Is the Impact of User History Length?

In line with previous work (Khattri et al. 2015), we observe that adding historical context of a user timeline leads to significant (p < 0.005) improvement in performance for both tasks, as illustrated in Figure 3. With longer history, there is consistent increase in performance, as shown in Figure 4.

We additionally compare our model (HistLSTM) with other works that use single post only (CurrentPost), and those utilizing historical user context (Hist). In Table 1. Among models with user history, temporally sequential models (HistDecay, HistLSTM) outperform bag-of-posts (HistCNN), likely due to their ability to capture the timeline build-up (Brádvik et al. 2008).

What Is the Impact of Privacy Budget Choice?

Incorporating differential privacy leads to performance drops, as shown in Figure 3. With less privacy (higher \( \varepsilon \)), the performance increases for a fixed window of historical volume (Figure 4). However, stricter private models (\( \varepsilon < 1 \)) with historical user context (HistLSTM + Strict DP) outperform non-private single-post methods, as shown in Table 1. For the SR dataset, strictly private models are on par with contextual models like HistCNN. Interestingly, models with a relaxed privacy budget perform on par with SOTA user-contextual methods, showing although there is a performance-privacy trade-off, there exist optimal balances where both aspects can be equitable.
How Vulnerable to Privacy Attacks Are the Models?

To aid interpretability of the privacy budget and trade-offs involved, we present empirical results from conducting black-box membership inference attacks (Shokri et al. 2017) for various values of the privacy budget as shown in Table 2. We evaluate adversarial robustness using the privacy leakage metric (Jayaraman and Evans 2019), which is defined as the difference between the true positive (TP) and false positive (FP) rate of the adversary. Key takeaways from our experiments are that data minimization alone is not sufficient to preserve privacy, reinforced by the observation that the non-private single-post model (CurrentPost) shows significant privacy leakage. The non-private HistLSTM performs best, at the cost of the highest privacy leakage. The incorporation of DP drastically reduces the adversarial efficacy with decreasing privacy budgets (ε), however at the cost of high performance degradation of the single-post model. Contrastingly, the addition of historical context to differentially private models increases performance while maintaining adversarial robustness. Specifically, even for strict privacy budgets (ε = 0.6), HistLSTM shows significant utility, maintaining similar adversarial robustness as single-post models.

Can We Compensate Stricter Privacy Budget by Richer User History?

We observe adding historical context to the DP model leads to significant performance improvements (p < 0.005) with moderate DP budgets (ε ≈ 2.6, ε ≈ 1.8) (Figure 3). We note that DP models accounting for historical context outperform the non-contextual, non-private models in both tasks. Such models with user context and relaxed privacy budgets are able to match models with historical context (HistDecay), while models with strict privacy budgets (ε < 1) outperform single-post methods (Current), as shown in Table 1.

We now contrast how performance varies over different user contexts (amount of historical volume) and privacy budgets in Figure 4. Specifically, we focus on Recall for the minority class (Suicidal Intent Present), and Graded Recall (SR dataset) as the metrics of interest (Figure 4). Also, for

| Model       | No DP | ε = 2.6 | ε = 0.6 |
|-------------|-------|---------|---------|
| CurrentPost | PL ↓ 0.19 | M. F1 ↑ 0.54 | PL ↓ 0.03 | M. F1 ↑ 0.45 |
| HistLSTM    | PL ↓ 0.38 | M. F1 ↑ 0.75 | PL ↓ 0.05 | M. F1 ↑ 0.69 |

Table 2: Model performance on the SI dataset with corresponding privacy leakage (PL) on conducting membership inference attacks for various values of privacy budget (ε).

Figure 5: Changes in performance metrics with increasing class imbalance over 10 different runs (SI).

DP models, the performance for both tasks consistently increases with increasing historical volume. For more relaxed privacy budgets (ε > 2), performance with full post history (over 50 tweets) is comparable to the non-private models. For lower privacy budgets the performance suffers significantly, yet surpassing non-private, single-post (Current) models (Table 1). The tradeoff between privacy and utility coupled with the historical data volume, is somewhat task-dependent. For the suicide ideation task, a more distant history (50 tweets) contributes to notable utility compensation (outperforming non-private counterparts with no historical context), even with strict privacy budgets, while the suicide risk model saturates earlier.

Probing the Impact of Class Imbalance

To study the effect of class imbalance on model performance and privacy, we train the model with varying class balances in Figure 5. For these experiments, we randomly sub-sample the full dataset before performing the split. We perform the random sub-sampling for each run of the experiments to minimize any sampling biases. We observe that for a given privacy budget (ε), the Macro F1 gradually decreases with increasing class imbalance. The recall of DP models drops much faster for the minority class when higher privacy guarantees are required, with drastic drops for the strict budgets (ε < 2.6). Our observations align with existing work which suggest that privacy and fairness are fundamentally at odds under empirical risk minimization (Chang and Shokri 2021; Agarwal 2021; Tran, Dinh, and Fiorett 2021). Note that the performance degradation is disparate, with the underrepresented user groups (those at high suicide risk) suffering more utility loss. Interestingly, at the most extreme imbalance settings, we note slight performance improvements. Possibly
the tighter privacy guarantees degrade the utility on minority class so much that the model becomes more random, sometimes leading to an improvement (Farrand et al. 2020).

Qualitative Analysis

To add further insight beyond the challenging mathematical formulations of interpreting DP, we present a qualitative insight in Figure 6. Generally, we observe that augmenting models with DP leads to a failure in capturing relationships between the class labels and specific personal data related to named entities and numbers, which is sometimes desirable. For example, we see that tweets of User A and User B contain personal details such as locations and age. The non-private models likely leverage and memorize such details (Carlini et al. 2019), whereas the DP-based model misclassifies the tweet. For user C, models are thrown off by the positive words. Due to most of the historical tweets containing personal data, the tweet from 2016 may seem of higher importance to the DP variant, which correctly predicts the tweet to be suicidal.

Choice of Privacy Budget

In our experiments, we observe moderate privacy budgets (0.5 < ε < 4.5) to notably decrease the sensitivity to names and digits (based on our subjective error analysis) while yielding acceptable performance when combined with full user timelines. Models with more benevolent (higher) ε choices tend to perform similarly to non-private settings.

Discussion

Trade-Offs: Privacy, Performance, Data Volume

Overall, settings where performance loss caused by high privacy guarantees is compensated by high data volumes, appear appealing and socially desirable. However, there might be cases in practice, where this choice is suboptimal, e.g. when highly imbalanced classes can result to socially and economically problematic disparate impact (Bagdasaryan, Poursaeed, and Shmatikov 2019). Furthermore, experiments of Shokri et al. (2017) also indicate disparate privacy vulnerability - smaller groups are more vulnerable to privacy disclosure under DP, which is in case of suicidal behavior a considerable design issue. Overall, an intervention in the form of stricter privacy budget (lower ε) can increase the risk of high outcome bias (error disparity), while a stricter data minimization may increase the risk of high input bias (selection bias or over-amplification) (Khani and Liang 2020).

Data minimization can be also consciously applied for purposes beyond privacy preservation, e.g. Vincent, Hecht, and Sen (2019) explore the “data strike” as a form of collective action of users against technology platforms, starving business-critical models of training data. The authors find the impact of data strikes rather limited. Moreover, the resulting data voids can be exploited by malicious users to bias the system (Golebiewski and Boyd 2018). Sometimes overall data minimization can be a prevalent goal for environmental reasons, as large models leave a major carbon footprint (Strubell, Ganesh, and McCallum 2019).

Conclusions

In this paper we have shown that leveraging more user-centric data enables competitive utility in prediction tasks
and, at the same time, protects individual’s privacy, provided the training procedure uses differential privacy with a strict privacy budget. This setup increases the benefit for all parties involved, especially in sensitive tasks such as mental health assessment, where a strong privacy protection, hand in hand with low error rate, has been the most relevant factor for the patients themselves (Aledavood et al. 2017; Hsin, Torous, and Roberts 2016; Torous and Baker 2016). Strong privacy guarantees also enable sharing the research outcomes, such as deploying the trained models, in this sensitive domain (Lehman et al. 2021).

We present the first analysis juxtaposing user history length and differential privacy budgets. We demonstrate on two publicly available (Twitter and Reddit) datasets for suicide risk assessment how increasing the historical context used for each user helps compensate for the performance loss of DP models even with strict privacy budgets ($\varepsilon \approx 0.6$), i.e., preserving high formal privacy guarantees.

We qualitatively inspect data points where enforcing differential privacy leads to performance drops and surprising performance improvements. We observe decreased importance of named entities and numerals in the model, such as the author’s age and location, potentially leading to preferable, robust representations.

We show that increasing the imbalance of the predicted classes impacts the utility of DP models, given the disparate degradation in performance for minority classes, i.e., tweets with suicide intent. We also observe that a stricter choice of privacy budget results in more pronounced disparate degradation, i.e. steeper drop in recall for the minority class.

While we generally endorse applying private and data-minimizing model designs on user-centric NLP tasks, we point out that the disparate impact of such choice shall be reflected in design decisions.

**Broader Impact & Ethical Considerations**

Emphasizing the sensitive nature of this work, we acknowledge the trade-off between privacy and effectiveness. To avoid coercion and intrusive treatment, we work within the purview of acceptable privacy practices suggested by Chancellor et al. (2019). We paraphrase all examples shown in this work using the moderate disguise scheme (Bruckman 2002) to protect user privacy (Chancellor et al. 2019). We utilize publicly available data in a purely observational (Norval and Henderson 2017), and non-intrusive manner. For all tasks, we specifically only use existing datasets, and all user data is kept separately on protected servers linked to the raw text and network data only through anonymous IDs.

We acknowledge that suicidality is subjective, the interpretation of this analysis may vary across individuals on social media (Puschman 2017), and we do not know the true intentions of the user behind the post. Care should be taken so as not to create stigma, and interventions must hence be carefully planned by consulting relevant stakeholders, such as clinicians, designers, and researchers (Chancellor et al. 2016). We acknowledge that suicide risk exists on a diverse spectrum (Bryan and Rudd 2006), and a binary distinction is a task simplification intended to alert the human in the loop about exceeding a possible intervention threshold. We note that the studied data is limited to English-speaking Twitter, and also recognize that the data may be susceptible to other demographic, annotator, and medium-specific biases (Hovy and Spruit 2016). Although our work attempts to analyze aspects of users’ nuanced and complex experiences, we acknowledge the limitations and potential misrepresentations that can occur when researchers analyze social media data, particularly data from a group to which the researchers do not explicitly belong.

We acknowledge that it is almost impossible to prevent abuse of released technology even when developed with good intentions (Hovy and Spruit 2016). Hence, we ensure that this analysis is shared only selectively and subject to IRB approval (Zimmer 2009) to avoid misuse such as Samaritan’s Radar (Hsin, Torous, and Roberts 2016). Moreover, we aim to strive for an informed public, by addressing the dual-use threat with preemptive disclosure accompanying the code, in line with Solaiman et al. (2019). Our work does not make any diagnostic claims related to suicide. Our models and analysis should form part of a distributed human-in-the-loop system for finer interpretation of risk.
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