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Abstract

First-order stochastic optimization methods are currently the most widely used class of methods for training deep neural networks. However, the choice of the optimizer has become an ad-hoc rule that can significantly affect the performance. For instance, SGD with momentum (SGD+M) is typically used in computer vision (CV) and Adam is used for training transformer models for Natural Language Processing (NLP). Using the wrong method can lead to significant performance degradation. Inspired by the dual averaging algorithm, we propose Modernized Dual Averaging (MDA), an optimizer that is able to perform as well as SGD+M in CV and as Adam in NLP. Our method is not adaptive and is significantly simpler than Adam. We show that MDA induces a decaying uncentered $L_2$-regularization compared to vanilla SGD+M and hypothesize that this may explain why it works on NLP problems where SGD+M fails.

1 Introduction

Stochastic first-order optimization methods have been extensively employed for training neural networks. It has been empirically observed that the choice of the optimization algorithm is crucial for obtaining a good accuracy score. For instance, stochastic variance-reduced methods perform poorly in computer vision (CV) (Defazio & Bottou, 2019). On the other hand, SGD with momentum (SGD+M) (Bottou, 1991; LeCun et al., 1998; Bottou & Bousquet, 2008) works particularly well on CV tasks and Adam (Kingma & Ba, 2014) out-performs other methods on natural language processing (NLP) tasks (Choi et al., 2019). In general, the choice of optimizer, as well as its hyper-parameters, must be included among the set of hyper-parameters that are searched over when tuning.

In this work we propose Modernized Dual Averaging (MDA), an optimizer that matches the performance of SGD+M on CV tasks and Adam on NLP tasks, providing the best result in both worlds. Dual averaging (Nesterov, 2009) and its variants have been heavily explored in the convex optimization setting. Our modernized version updates dual averaging with a number of changes that make it effective for non-convex problems. Compared to other methods, dual averaging has the advantage of accumulating new gradients with non-vanishing weights. Moreover, it has been very successful for regularized learning problems due to its ability to obtain desirable properties (e.g. a sparse solution in Lasso) faster than SGD (Xiao, 2010).

In this paper, we point out another advantage of dual averaging compared to SGD. As we show in Section 2, under the right parametrization, dual averaging is equivalent to SGD applied to the
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same objective function but with a *decaying \( \ell_2 \)-regularization*. This induced \( \ell_2 \)-regularization has two primary implications for neural network training. Firstly, from an optimization viewpoint, \( \ell_2 \)-regularization smooths the optimization landscape, aiding optimization. From a learning viewpoint, \( \ell_2 \)-regularization (often referenced as weight decay) is crucial for generalization performance (Krogh \\& Hertz, 1992; Bos \\& Chng, 1996; Wei et al., 2019). Through an empirical investigation, we demonstrate that this implicit regularization effect is beneficial as MDA outperforms SGD+M in settings where the latter perform poorly.

**Contributions**

This paper introduces MDA, an algorithm that matches the performance of the best first-order methods in a wide range of settings. More precisely, our contributions can be divided as follows:

- *Adapting dual averaging to neural network training*: We build on the subgradient method with double averaging (Nesterov \\& Shikhman, 2015) and adapt it to deep learning optimization. In particular, we specialize the method to the \( L_2 \)-metric, modify the hyper-parameters and design a proper scheduling of the parameters.

- *Theoretical analysis in the non-convex setting*: Leveraging a connection between SGD and dual averaging, we derive a convergence analysis for MDA in the non-convex and smooth optimization setting. This analysis is the first convergence proof for a dual averaging algorithm in the non-convex case.

- *MDA matches the performance of the best first-order methods*: We investigate the effectiveness of dual averaging in CV and NLP tasks. For supervised classification, we match the test accuracy of SGD+M on CIFAR-10 and ImageNet. For image-to-image tasks, we match the performance of Adam on MRI reconstruction on the fastMRI challenge problem. For NLP tasks, we match the performance of Adam on machine translation on IWSLT’14 De-En, language modeling on Wikitext-103 and masked language modeling on the concatenation of BookCorpus and English Wikipedia.

**Related Work**

**First-order methods in deep learning.** While SGD and Adam are the most popular methods, a wide variety of optimization algorithms have been applied to the training of neural networks. Variants of SGD such as momentum methods and Nesterov’s accelerated gradient improve the training performance (Sutskever et al., 2013). Adaptive methods as Adagrad (Duchi et al., 2011a), RMSprop (Hinton et al., 2012) and Adam have been shown to find solutions that generalize worse than those found by non-adaptive methods on several state-of-the-art deep learning models (Wilson et al., 2017). Berrada et al. (2018) adapted the Frank-Wolfe algorithm to design an optimization method that offers good generalization performance while requiring minimal hyper-parameter tuning compared to SGD.

**Dual averaging.** Dual averaging is one of the most popular algorithms in convex optimization and presents two main advantages. In regularized learning problems, it is known to more efficiently obtain the desired regularization effects compared to other methods as SGD (Xiao, 2010). Moreover, dual averaging fits the distributed optimization setting (Duchi et al., 2011b; Tsianos et al., 2012; Hosseini et al., 2013; Shahrampour \\& Jadbabaie, 2013; Colin et al., 2016). Finally, this method seems to be effective in manifold identification (Lee \\& Wright, 2012; Duchi \\& Ruan, 2016). Our approach differs from these works as we study dual averaging in the non-convex optimization setting.

**Convergence guarantees in non-convex optimization.** While obtaining a convergence rate for SGD when the objective is smooth is standard (see e.g. Bottou et al. (2016)), it is more difficult to analyze other algorithms in this setting. Recently, Zou et al. (2018); Ward et al. (2019); Li \\&
Orabona (2019) provided rates for the convergence of variants of Adagrad towards a stationary point. Défossez et al. (2020) builds on the techniques introduced in Ward et al. (2019) to derive a convergence rate for Adam. In the non-smooth weakly convex setting, Davis & Drusvyatskiy (2019) provides a convergence analysis for SGD and Zhang & He (2018) for Stochastic Mirror Descent. Our analysis for dual averaging builds upon the recent analysis of SGD+M by Defazio (2020).

Decaying regularization  Methods that reduce the amount of regularization used over time have been explored in the convex case. Allen-Zhu & Hazan (2016) show that it’s possible to use methods designed for strongly convex optimization to obtain optimal rates for other classes of convex functions by using polynomially decaying regularization with a restarting scheme. In Allen-Zhu (2018), it is shown that adding regularization centered around a sequence of points encountered during optimization, rather than the zero vector, results in better convergence in terms of gradient norm on convex problems.

2 Modernizing dual averaging

As we are primarily interested in neural network training, we focus in this work on the unconstrained stochastic minimization problem

$$\min_{x \in \mathbb{R}^n} E_{\xi \sim P}[f(x, \xi)] := f(x).$$

(1)

We assume that $\xi$ can be sampled from a fixed but unknown probability distribution $P$. Typically, $f(x, \xi)$ evaluates the loss of the decision rule parameterized by $x$ on a data point $\xi$. Finally, $f: \mathbb{R}^n \to \mathbb{R}$ is a (potentially) non-convex function.

**Dual averaging.** To solve (1), we are interested in the dual averaging algorithm (Nesterov, 2009). In general, this scheme is based on a mirror map $\Phi: \mathbb{R}^n \to \mathbb{R}$ assumed to be strongly convex. An exhaustive list of popular mirror maps is present in Bregman (1967); Teboulle (1992); Eckstein (1993); Bauschke et al. (1997). In this paper, we focus on the particular choice

$$\Phi(x) := \frac{1}{2}\|x - x_0\|^2,$$

(2)

where $x_0 \in \mathbb{R}^n$ is the initial point of the algorithm.

**Algorithm 1 (Stochastic) dual averaging**

| Input: initial point $x_0$, scaling parameter sequence $\{\beta_k\}_{k=1}^T$, step-size sequence $\{\lambda_k\}_{k=1}^T$, stopping time $T$. |
| for $k = 0 \ldots T$ do |
| Sample $\xi_k \sim P$ and compute stochastic gradient $g_k = \nabla f(x_k, \xi_k)$ |
| $s_k = s_{k-1} + \lambda_k g_k$. |
| $x_{k+1} = \text{argmin}_{x \in \mathbb{R}^n} \left\{ (s_k, x) + \frac{\beta_k}{2}\|x - x_0\|^2 \right\}$ |
| // Update the sum of gradients |
| // Update the iterate |
| end for |
| return $\hat{x}_T = \frac{1}{1+T} \sum_{k=0}^T x_k$. |

Dual averaging generates a sequence of iterates $\{x_k, s_k\}_{k=0}^T$ as detailed in Algorithm 1. At time step $k$ of the algorithm, the algorithm receives $g_k$ and updates the sum of the weighted gradients $s_k$. Lastly, it updates the next iterate $x_{k+1}$ according to a proximal step. Intuitively, $x_{k+1}$ is chosen to minimize an averaged first-order approximation to the function $f$, while the regularization term $\beta_k \Phi(x)$ prevents the sequence $\{x_k\}_{k=0}^T$ from oscillating too wildly. The sequence $\{\beta_k\}_{k=1}^T$ is chosen
to be non-decreasing in order to counter-balance the growing influence of \( \langle s_k, x \rangle \). We remark that the update in Algorithm 1 can be rewritten as:

\[
x_{k+1} = -s_k/\beta_k.
\]  

(3)

In the convex setting, Nesterov (2009) chooses \( \beta_{k+1} = \beta_k + 1/\beta_k \) and \( \lambda_k = 1 \) and shows convergence of the average iterate \( \bar{x}_T \) to the optimal solution at a rate of \( O(1/\sqrt{T}) \). That sequence of \( \beta \) values grows proportionally to the square-root of \( k \), resulting in a method which an effective step size that decays at a rate \( O(1/\sqrt{T}) \). This rate is typical of decaying step size sequences used in first order stochastic optimization methods when no strong-convexity is present.

Connection with SGD. With our choice of mirror map (2), stochastic mirror descent (SMD) is equivalent to SGD whose update is

\[
x_{k+1} = x_k - \eta_k g_k.
\]  

(4)

Dual averaging and SMD share similarities. While in constrained optimization the two algorithms are different Juditsky et al. (2019), they yield the same update in the unconstrained case when \( \lambda_k = \eta_k \) and \( \beta_k = 1 \). In this paper, we propose another viewpoint on the relationship between the two algorithms.

Proposition 2.1. Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a function and let \( T > 0 \). Let \( \{h^{(k)}\}_{k=0}^T \) be a sequence of functions such that

\[
h^{(k)}(x) = f(x) + \frac{\alpha_k}{2} \|x - x_0\|^2,
\]  

(5)

where \( \{\alpha_k\}_{k=0}^T \) is a sequence in \( \mathbb{R} \). Then, for \( k \in \{1, \ldots, T\} \), the update of dual averaging at iteration \( k \) for the minimization problem on \( f \) is equivalent to the one of SGD for the minimization problem on \( h^{(k)} \) when

\[
\eta_k = \frac{\lambda_k}{\beta_k} \quad \text{and} \quad \alpha_k = \frac{\beta_k - \beta_{k-1}}{\lambda_k}.
\]  

(6)

Proof of Proposition 2.1. We start by deriving the SGD update for \( h^{(k)} \).

\[
x_{k+1} = x_k - \eta_k g_k - \eta_k \alpha_k x_k.
\]  

(7)

We now rewrite the update of dual averaging. By evaluating (3) at iterations \( k \) and \( k-1 \), we obtain:

\[
\begin{align*}
x_{k+1} &= -s_k/\beta_k, \\
x_k &= -s_{k-1}/\beta_{k-1}.
\end{align*}
\]  

\[
\implies x_{k+1} = x_k - \frac{\lambda_k}{\beta_k} g_k - \left( 1 - \frac{\beta_{k-1}}{\beta_k} \right) x_k.
\]  

(8)

By comparing (7) and (8), we obtain (6).

Proposition 2.1 shows that dual averaging implicitly induces a time-varying \( L_2 \)-regularization to an SGD update.

Modernized dual averaging. The modernized dual averaging (MDA) algorithm, our adaptation of dual averaging for deep learning optimization, is given in Algorithm 2.

MDA differs from dual averaging in the following fundamental ways. Firstly, it maintains an iterate \( x_{k+1} \) obtained as a weighted average of the previous average \( x_k \) and the current dual averaging iterate \( z_{k+1} \). It has been recently noticed that this averaging step can be interpreted as introducing momentum in the algorithm (Sebbouh et al., 2020; Tao et al., 2018) (more details in Appendix A). For this reason, we will refer to \( c_k \) as the momentum parameter. While dual averaging with double averaging has already been introduced in Nesterov & Shikhman (2015), it is our choices of parameters...
Algorithm 2 Modernized dual averaging (MDA)

**Input**: $x_0 \in \mathbb{R}^n$ initial point, $\eta_k > 0$ stepsize sequence, $c_k$ momentum parameter sequence, $T > 0$ stopping time.

Initialize $s_{-1} = 0$.

for $k = 0 \ldots T-1$ do

Set the scaling coefficient $\beta_k = \sqrt{k+1}$ and the stepsize $\lambda_k = \eta_k \sqrt{k+1}$.

Sample $\xi_k \sim P$ and compute stochastic gradient $g_k = \nabla f(x_k, \xi_k)$.

$s_k = s_{k-1} + \lambda_k g_k$ // Update the sum of gradients

$z_{k+1} = x_0 - s_k / \beta_k$ // Update the dual averaging iterate

$x_{k+1} = (1 - c_{k+1}) x_k + c_{k+1} z_{k+1}$ // Update the averaged iterate

end for

return $x_T$.

that make it suitable for non-convex deep learning objectives. In particular, our choice of $\beta_k$ and $\lambda_k$, motivated by a careful analysis of our theoretical convergence rate bounds, result in the following adaptive regularization when viewed as regularized SGD with momentum:

$$\alpha_k = \frac{\sqrt{k+2} - \sqrt{k+1}}{\eta_k \sqrt{k+2}} \approx \frac{1}{k+2}$$

In practice, a schedule of the momentum parameter (in our case $c_k$) and learning rate ($\eta_k$) must also be chosen to get the best performance out of the method. We found that the schedules used for SGD or Adam can be adapted for MDA with small modifications. For CV tasks, we found it was most effective to use modifications of existing stage-wise schemes where instead of a sudden decrease at the end of each stage, the learning rate decreases linearly to the next stages value, over the course of a few epochs. For NLP problems, a warmup stage is necessary following the same schedule typically used for Adam. Linear decay, rather than inverse-sqrt schedules, were the most effective post-warmup.

For the momentum parameter, in each case the initial value can be chosen to match the momentum $\beta$ used for other methods, with the mapping $c_k = 1 - \beta$. Our theory suggests that when the learning rate is decreased, $c_k$ should be increased proportionally (up to a maximum of 1) so we used this rule in our experiments, however it doesn’t make a large difference.

3 Convergence analysis

Our analysis requires the following assumptions. We assume that $f$ has Lipschitz gradients but in not necessarily convex. Similarly to Robbins & Monro (1951), we assume unbiasedness of the gradient estimate and boundedness of the variance.

**Assumption 1** (Stochastic gradient oracle). We make the two following assumptions.

(A1) Unbiased oracle: $\mathbb{E}_{\xi \sim P}[\nabla f(x, \xi)] = \nabla f(x)$.

(A2) Bounded second moment: $\mathbb{E}_{\xi \sim P}[\|\nabla f(x, \xi)\|^2] \leq \sigma^2$.

**Assumption 2** (Boundedness of the domain). Let $x_0 \in \mathbb{R}^n$. Then, we assume that there exists $R > 0$ such that $R^2 = \sup_{x \in \mathbb{R}^n} \|x - x_0\|^2 < \infty$.

**Theorem 3.1.** Let $f$ be a Lipschitz-smooth function with minimum $f^\ast$. Let Assumption 1 and Assumption 2 for (1) hold. Let $x_0 \in \mathbb{R}^n$ be the initial point of MDA. Assume that we run MDA for $T$ iterations. Let $z_1, \ldots, z_T$ and $x_1, \ldots, x_T$ be the points returned by MDA and set $\lambda_k = \eta_k \sqrt{k+1}$,
\[ \beta_k = \sqrt{k + 1} \text{ and } c_k = c \text{ where } \eta_k = 1/\sqrt{T} \text{ and } c \in (0,1]. \text{ Assume that } T \geq L^2/c^2. \text{ Then, we have:} \]

\[
\frac{1}{2T} \sum_{k=0}^{T} \left( \| \nabla f(x_k) \|^2_2 + \| \nabla f(z_k) \|^2_2 \right) \\
\leq \frac{2((f(x_0) - f^*) - E[f(z_{T+1}) - f^*])}{\sqrt{T}} \\
+ 2 \left( \frac{1}{c} - 1 \right) \frac{(L+1)(f(x_0) - f^*) - (L + \alpha_T)E[f(x_T) - f^*]}{T} \\
+ 2 \left[ \left( \frac{L}{\sqrt{T}} + \frac{\log(T+1)}{T} \right) \sigma^2 + \left( \frac{L \log(T)}{T} + \frac{2 \log(T)}{\sqrt{T}} \right) R^2 \right],
\]

where \( f^* \) is the value of \( f \) at a stationary point and \( \alpha_T = \sqrt{T \left( 1 - \frac{T+1}{\sqrt{T+2}} \right)} \).

Theorem 3.1 informs us that the convergence rate of MDA to a stationary point is of \( O(1/\sqrt{T}) \) and is similar to the one obtained with SGD. A proof of this statement can be found in Appendix B.

4 Numerical experiments

We investigate the numerical performance of MDA on a wide range of learning tasks, including image classification, MRI reconstruction, neural machine translation (NMT) and language modeling. We performed a comparison against both SGD+M and Adam. Depending on the task, one of these two methods is considered the current state-of-the-art for the problem. For each task, to enable a fair comparison, we perform a grid-search over step-sizes, weight decay and learning rate schedule to obtain the best result for each method. For our CV experiments we use the torchvision package, and for our NLP experiments we use fairseq (Ott et al., 2019). We now briefly explain each of the learning tasks and present our results. Details of our experimental setup and experiments on Wikitext-103 can be respectively found in Appendix C and Appendix D.

4.1 Image classification

We run our image classification experiments on the CIFAR-10 and ImageNet datasets. The CIFAR-10 dataset consists of 50k training images and 10k testing images. The ILSVRC 2012 ImageNet dataset has 1.2M training images and 50k validation images. We train a pre-activation ResNet-152 on CIFAR-10 and a ResNet-50 model for ImageNet. Both architectures are commonly used baselines for these problems. We follow the settings described in He et al. (2016) for training. Figure 1 (a) represents the accuracy obtained on CIFAR-10. MDA achieves a slightly better accuracy compared to SGD with momentum (by 0.36%). This is an interesting result as SGD with momentum serves as first-order benchmark on CIFAR-10. We speculate this difference is due to the beneficial properties of the decaying regularization that MDA contains. Figure 1 (b) represents the accuracy obtained on ImageNet. In this case the difference between MDA and SGD+M is within the standard errors, with Adam trailing far behind.

4.2 MRI reconstruction

For our MRI reconstruction task we used the fastMRI knee dataset (Zbontar et al., 2018). It consists of more than 10k training examples from approximately 1.5k fully sampled knee MRIs. The fastMRI challenge is a kind of image-to-image prediction task where the model must predict a MRI image from raw data represented as “k-space” image. We trained the VarNet 2.0 model introduced by Sriram et al. (2020), which is currently the state-of-the-art for this task. We used 12 cascades, batch-size 8, a 4x acceleration factor, 16 center lines and the masking procedure described
**4.3 Neural Machine Translation (NMT)**

We run our machine translation task on the IWSLT’14 German-to-English (De-En) dataset (approximately 160k sentence pairs) (Cettolo et al., 2014). We use a Transformer architecture and follow the settings reported in Ott et al. (2019), using the pre-normalization described in Wang et al. (2019). The length penalty is set to 0.6 and the beam size is set to 5. For NMT, BLEU score is used (Papineni et al., 2002). We report the results of the best checkpoints with respect to the BLEU score averaged over 20 seeds. We report tokenized case-insensitive BLEU. Figure 3 reports the training loss and the BLEU score on the test set of SGD, MDA and Adam on IWSLT’14. SGD as reported in (Yao et al., 2020) performs worse than the other methods. While Adam and MDA match in terms of training loss, MDA outperforms Adam (by 0.20) on the test set. Despite containing no adaptivity, the MDA method is as capable as Adam for this task.
Figure 2: Reconstruction images for an illustrative knee slice for the same model trained with each of the 3 methods, using the best model for the seeds for each. The difference image between the ground-truth and the noise is shown on the right.

4.4 Masked Language Modeling

Our largest comparison was on the task of masked language modeling. Pretraining using masked language models has quickly become a standard approach within the natural language processing community (Devlin et al., 2019), so it serves as a large-scale, realistic task that is representative of optimization in modern NLP. We used the RoBERTa variant of the BERT model (Liu et al., 2019), as implemented in fairseq, training on the concatenation of BookCorpus (Zhu et al., 2015) and English Wikipedia. Figure 3 shows the training loss for Adam and MDA; SGD fails on this task. MDA’s learning curve is virtually identical to Adam. The “elbow” shape of the graph is due to the training reaching the end of the first epoch around step 4000. On validation data, MDA achieves a perplexity of 5.3 broadly comparable to the 4.95 value of Adam. As we are using hyper-parameters tuned for Adam, we believe this small gap can be further closed with additional tuning.

4.5 Ablation study

As our approach builds upon regular dual averaging, we performed an ablation study on CIFAR-10 to assess the improvement from our changes. We ran each method with a sweep of learning rates, both with flat learning rate schedules and the standard stage-wise scheme. The results are shown in Figure 1 (d). Regular dual averaging performs extremely poorly on this task, which may explain why dual averaging variants have seen no use that we are aware of for deep neural network optimization. The best hyper-parameter combination was LR 1 with the flat LR scheme. We report the results based on the last-iterate, rather than a random iterate (required by the theory), since such post-hoc sampling performs poorly for non-convex tasks. The addition of momentum in the form of iterate averaging within the method brings the test accuracy up by 3.7%, and allows for the use of a larger learning rate of 2.5. The largest increase is from the use of an increasing lambda sequence, which improves performance by a further 4.78%.
Figure 3: Left: performance of Adam and MDA in NMT on IWSLT’14. The plot shows the training loss convergence, while the table provides the BLEU score on the test set. Right: performance of Adam and MDA on RoBERTa training.

5 Tips for usage

When applying the MDA algorithm to a new problem, we found the following guidelines to be useful:

- MDA may be slower than other methods at the early iterations. It is important to run the method to convergence when comparing against other methods.

- The amount of weight decay required when using MDA is often significantly lower than for SGD+M or Adam. We recommend trying a sweep with a maximum of the default for SGD+M or Adam, and a minimum of zero.

- Learning rates for MDA are much larger than SGD+M or Adam, due to their different parameterizations. When comparing to SGD+M with learning rate $\eta$ and momentum $\beta$, a value comparable to $\eta/(1 - \beta)$ is a good starting point. On NLP problems, learning rates as large at 15.0 are sometimes effective.

6 Conclusion

Based on our experiments, the MDA algorithm appears to be a good choice for a general purpose optimization algorithm for the non-convex problems encountered in deep learning. It avoids the sometimes suboptimal test performance of Adam, while converging on problems where SGD+M fails to work well. Unlike Adam which has no general convergence theory for non-convex problems under the standard hyper-parameter settings, we have proven convergence of MDA under realistic hyper-parameter settings for non-convex problems. It remains an open question why MDA is able to provide the best result in SGD and Adam worlds.
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Notation. Let $x_0, ..., x_k$ be the iterates returned by a stochastic algorithm. We use $\mathcal{F}_k$ to refer to the filtration with respect to $x_0, ..., x_k$. For a random variable $Y$, $\mathbb{E}_k[Y]$ denote the expectation of $Y$ conditioned on $\mathcal{F}_k$ i.e. $\mathbb{E}_k[Y] = \mathbb{E}[Y|\mathcal{F}_k]$.

Lemma 1 (LEMMA 1.2.3, Nesterov (2013)). Suppose that $f$ is differentiable and has $L$-Lipschitz gradients, then:

$$\left| f(x) - f(y) - \langle \nabla f(y), x - y \rangle \right| \leq \frac{L}{2} \|x - y\|^2, \quad \forall x, y \in \mathbb{R}^n. \quad (11)$$

A Convergence analysis of non-convex SGD+M

We remind that the SGD+M algorithm is commonly written in the following form

$$m_{k+1} = \beta_k m_k + \nabla f(x_k, \xi_k),$$
$$x_{k+1} = x_k - \alpha_k m_{k+1}, \quad (12)$$

where $x_k$ is the iterate sequence, and $m_k$ is the momentum buffer. Instead, we will make use of the averaging form of the momentum method Sebbouh et al. (2020) also known as the stochastic primal averaging (SPA) form Tao et al. (2018):

$$z_{k+1} = z_k - \eta_k \nabla f(x_k, \xi_k),$$
$$x_{k+1} = (1 - c_{k+1}) x_k + c_{k+1} z_{k+1}. \quad (13)$$

For specific choices of values for the hyper-parameters, the $x_k$ sequence generated by this method will be identical to that of SGD+M. We make use of the convergence analysis of non-convex SPA by Defazio (2020).

Theorem A.1. Let $f$ be a $L$-smooth function. For a fixed step $k$, let $\eta_k > 0$ be the stepsize and $c_k$ the averaging parameter in SPA. Let $x_k$ and $z_k$ be the iterates in SPA. Then, we have:

$$\frac{1}{2\eta_k} \|\nabla f(x_k)\|^2 + \frac{1}{2\eta_k} \|\nabla f(z_k)\|^2 \leq \Gamma_k - \mathbb{E}_k[\Gamma_{k+1}] + L \mathbb{E}_k[\|\nabla f(x_k, \xi_k)\|^2]$$
$$+ \frac{1}{2} \left[ \frac{1}{\eta_k^2} \left( \frac{1}{c_k} - 1 + \eta_k L \right) \left( \frac{1}{c_k} - 1 \right) + \frac{L}{\eta_k} \left( \frac{1}{c_k} - 1 \right)^2 \right]$$
$$- \frac{1}{\eta_k^2 c_k} \|x_k - x_{k-1}\|^2, \quad (14)$$

where $\Gamma_k$ is the Lyapunov function defined as

$$\Gamma_k = \frac{1}{\eta_k} f(z_{k+1}) + \frac{L}{\eta_k} \left( \frac{1}{c_k} - 1 \right) f(x_k) + \frac{L}{2\eta_k c_k} \|x_{k+1} - x_k\|^2. \quad (15)$$

B Convergence analysis of MDA

This section is dedicated to the convergence proof of MDA. To obtain the rate in Theorem 3.1, we use Proposition 2.1 and Theorem A.1. We start by introducing some notations.

B.1 Notations and useful inequalities

At a fixed step step $k$, we remind that the function $h^{(k)}: \mathbb{R}^n \rightarrow \mathbb{R}$ is defined as

$$h^{(k)}(x) = f(x) + \frac{\alpha_k}{2} \|x - x_0\|^2. \quad (16)$$
We now introduce the following notions induced by $h^{(k)}$. $\Gamma_{k+1}$ is the Lyapunov function with respect to $h^{(k)}$ and is defined as
\[
\Gamma_{k+1} := \frac{1}{\eta_k} h^{(k)}(z_{k+1}) + \frac{L_{h^{(k)}}}{\eta_k} \left( \frac{1}{c_k} - 1 \right) h^{(k)}(x_k) + \frac{1}{2 \eta_k c_{k+1}} \|x_{k+1} - x_k\|_2^2,
\]
(17)
\[\nabla h^{(k)}(x_k, \xi_k)\] is the stochastic gradient of $h^{(k)}$ and is equal to
\[
\nabla h^{(k)}(x_k, \xi_k) := \nabla f(x_k, \xi_k) + \alpha_k (x_k - x_0),
\]
(18)
and $L_{h^{(k)}}$ is the smoothness constant of $h^{(k)}$,
\[
L_{h^{(k)}} := L + \alpha_k.
\]
(19)
As our proof assumes that $\eta_k$ and $c_k$ are constant, we remind that our parameters choices in Algorithm 2 are
\[
\eta_k = \eta \sqrt{k + 1} \quad \text{and} \quad \beta_k = \sqrt{k + 1},
\]
(20)
where $\eta > 0$. As a consequence, we have:
\[
\alpha_k = \frac{\sqrt{k + 2} - \sqrt{k + 1}}{\eta \sqrt{k + 2}}.
\]
(21)
Therefore, $\alpha_k$ is a non-increasing sequence and as a consequence,
\[
\alpha_{k+1} - \alpha_k \leq 0.
\]
(22)
It can further be shown that
\[
\alpha_k (\alpha_{k+1} - \alpha_k) \leq 0,
\]
(23)
and
\[
\alpha_{k+1} (\alpha_{k+1} - \alpha_k) \leq 0.
\]
(24)
Moreover, by using the inequality $\sqrt{k + 2} - \sqrt{k + 1} \leq (2\sqrt{k + 1})^{-1}$, we have:
\[
\alpha_k \leq \frac{1}{2\eta (k + 1)}.
\]
(25)
We will encounter the quantity $\alpha_{k+1} - \alpha_k$ in the proof and would like to upper bound it. We first start by upper bounding $\alpha_{k+1} - \alpha_k$:
\[
\alpha_{k+1} - \alpha_k = \frac{\sqrt{k + 3} - \sqrt{k + 2}}{\eta \sqrt{k + 3}} - \frac{\sqrt{k + 2} - \sqrt{k + 1}}{\eta \sqrt{k + 2}}
\]
\[
\leq \frac{1}{2\eta \sqrt{(k + 3)(k + 2)}} - \frac{1}{2\eta (k + 2)}
\]
\[
= \frac{1}{2\eta \sqrt{k + 2}} \frac{\sqrt{k + 3} - \sqrt{k + 3}}{(k + 2)(k + 3)}
\]
\[
\leq -\frac{1}{4\eta (k + 2)^{3/2} \sqrt{k + 3}},
\]
(26)
(27)
where we used the inequalities for any $x > 1$, $\sqrt{x - 1} - \sqrt{x} \leq -(2\sqrt{x})^{-1}$ in (26) and (27) and for any $x > 0$, $\sqrt{x + 1} - \sqrt{x} \leq (2\sqrt{x})^{-1}$ in (26).
B.2 Proof of Theorem 3.1

Adapting the proof of non-convex SPA. We start off by using the inequality satisfied by non-convex SPA (Theorem A.1). By applying it to \( h^{(k)} \), we obtain:

\[
\frac{1}{2\eta_k} \left\| \nabla h^{(k)}(x_k) \right\|^2_2 + \frac{1}{2\eta_k} \left\| \nabla h^{(k)}(z_k) \right\|^2_2 \leq \Gamma_k - \mathbb{E}_k[\Gamma_{k+1}] + L_{h^{(k)}} \mathbb{E}_k \left\| \nabla h^{(k)}(x_k, \xi_k) \right\|^2_2 \\
+ \frac{1}{2} \left[ \frac{1}{\eta_k^2} \left( \frac{1}{c_k} - 1 + \eta_k L_{h^{(k)}} \right) \right] \left( \frac{1}{c_k} - 1 \right) \\
+ \frac{1}{\eta_k} L_{h^{(k)}} \left( \frac{1}{c_k} - 1 \right)^2 \left[ \frac{1}{\eta_k^2 c_k^2} \right] L_{h^{(k)}} \left\| x_k - x_{k-1} \right\|^2_2.
\]

By using (18) and the inequality \( \|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2 \) for \( a, b \in \mathbb{R}^n \) in (28), we obtain:

\[
\frac{1}{4\eta_k} \left\| \nabla f(x_k) \right\|^2_2 + \frac{1}{4\eta_k} \left\| \nabla f(z_k) \right\|^2_2 \leq \Gamma_k - \mathbb{E}_k[\Gamma_{k+1}] + L_{h^{(k)}} \mathbb{E}_k \left\| \nabla f(x_k, \xi_k) \right\|^2_2 \\
+ L_{h^{(k)}} \alpha_k \left\| x_k - x_0 \right\|^2_2 \leq \frac{\alpha_k}{2\eta_k} \left( \left\| x_k - x_0 \right\|^2_2 + \left\| z_k - x_0 \right\|^2_2 \right) \\
+ \frac{1}{2} \left[ \frac{1}{\eta_k^2} \left( \frac{1}{c_k} - 1 + \eta_k L_{h^{(k)}} \right) \right] \left( \frac{1}{c_k} - 1 \right) \\
+ \frac{1}{\eta_k} L_{h^{(k)}} \left( \frac{1}{c_k} - 1 \right)^2 \left[ \frac{1}{\eta_k^2 c_k^2} \right] L_{h^{(k)}} \left\| x_k - x_{k-1} \right\|^2_2.
\]

Now, by using the definition (19) of \( L_{h^{(k)}} \), the choice of parameters (20), the boundedness assumption (Assumption 2) and the properties on the stochastic oracle (Assumption 1), (29) becomes:

\[
\frac{1}{4\eta} \left\| \nabla f(x_k) \right\|^2_2 + \frac{1}{4\eta} \left\| \nabla f(z_k) \right\|^2_2 \leq \Gamma_k - \mathbb{E}_k[\Gamma_{k+1}] + \left( L + \frac{1}{2\eta(k+1)} \right) \left\| x_k - x_0 \right\|^2_2 + \frac{R^2}{2\eta(k+1)} \left( \frac{1}{\eta} + L + \frac{1}{2\eta(k+1)} \right) \\
+ \left( L + \frac{1}{2\eta(k+1)} \right) \left[ \frac{1}{\eta^2} \left( \frac{1}{c} - 1 + \eta \left( L + \frac{1}{2\eta(k+1)} \right) \right) \right] \left( \frac{1}{c} - 1 \right) \\
+ \frac{1}{\eta} \left( L + \frac{1}{2\eta(k+1)} \right) \left( \frac{1}{c} - 1 \right)^2 \left[ \frac{1}{\eta^2 c^2} \right] \left\| x_k - x_{k-1} \right\|^2_2.
\]

Bound on the \( \left\| x_k - x_{k-1} \right\|^2 \) term. We now expand the condition on the stepsize parameter \( \eta \) that yields a negative factor in the \( \left\| x_k - x_{k-1} \right\|^2_2 \) term in (30).

\[
\frac{1}{\eta^2} \left( \frac{1}{c} - 1 + \eta \left( L + \frac{1}{2\eta(k+1)} \right) \right) \left( \frac{1}{c} - 1 \right) + \frac{1}{\eta} \left( L + \frac{1}{2\eta(k+1)} \right) \left( \frac{1}{c} - 1 \right)^2 \leq \frac{1}{\eta^2 c^2}
\]

\[
\left( \frac{1}{c} - 1 \right) + \frac{1}{\eta c} \left( L + \frac{1}{2\eta(k+1)} \right) \left( \frac{1}{c} - 1 \right)^2 \leq \frac{1}{c^2},
\]

which leads to

\[
\eta \frac{L}{c} \left( \frac{1}{c} - 1 \right) \leq \frac{1}{L} \left( \frac{1}{c} - 1 \right) - \frac{1}{2c(k+1)} \eta \leq \frac{1}{L} \left( c + \frac{1}{2} \right).
\]
In what follows, we set the stepsize parameter $\eta$ such that it satisfies (32). The rest of the proof is dedicated to bounding the difference of Lyapunov functions in (30).

**Bound on the difference of Lyapunov functions.** By using (17), the difference of Lyapunov functions is:

$$\Gamma_k - E_k[\Gamma_{k+1}] = \frac{1}{\eta_k} h^{(k)}(z_k) - \frac{1}{\eta_k} E_k[h^{(k)}(z_{k+1})]$$

(33)

$$+ \frac{Lh^{(k)}(\frac{1}{c_{k-1}} - 1)}{\eta_k - 1} h^{(k)}(x_{k-1}) - \frac{Lh^{(k)}(1 - 1)}{\eta_k} h^{(k)}(x_k)$$

(34)

$$+ \frac{1}{2} \frac{Lh^{(k)} \eta_{k-1}}{\eta_k - 1} \|x_k - x_{k-1}\|^2 - \frac{1}{2} \frac{Lh^{(k)} \eta_{k-1}}{\eta_k - 1} \|x_{k+1} - x_k\|^2.$$  

(35)

We now expand each term in the equality above. We start off by looking at (33). By using the definition of $h^{(k)}$, this latter can be rewritten as:

$$\frac{1}{\eta_k} h^{(k)}(z_k) - \frac{1}{\eta_k} E_k[h^{(k)}(z_{k+1})]$$

$$= \frac{1}{\eta^2} (f(z_k) - f(z_{k+1})) + \frac{\alpha_k \|z_k - x_0\|^2 - \alpha_{k+1} \|z_{k+1} - x_0\|^2}{\eta^2}$$

$$+ \frac{\alpha_{k+1} - \alpha_k}{\eta^2} \|z_{k+1} - x_0\|^2$$

(36)

$$\leq \frac{1}{\eta^2} (f(z_k) - f(z_{k+1})) + \frac{\alpha_k \|z_k - x_0\|^2 - \alpha_{k+1} \|z_{k+1} - x_0\|^2}{\eta^2}$$

$$= \frac{1}{\eta^2} ((f(z_k) - f^*) - (f(z_{k+1}) - f^*)) + \frac{\alpha_k \|z_k - x_0\|^2 - \alpha_{k+1} \|z_{k+1} - x_0\|^2}{\eta^2}$$

where we successively used (22) in the inequality and introduced $f^*$ as defined in subsection B.1.

We now turn to (34) and obtain:

$$\frac{Lh^{(k)} \eta_{k-1}}{\eta_k - 1} \left( \frac{1}{c_{k-1}} - 1 \right) h^{(k)}(x_{k-1}) - \frac{Lh^{(k)}(1 - 1)}{\eta_k} h^{(k)}(x_k)$$

$$= \frac{L}{\eta} \left( \frac{1}{c} - 1 \right) \left[ f(x_{k-1}) - f(x_k) + \frac{\alpha_k}{2} \|x_{k-1} - x_0\|^2 - \frac{\alpha_{k+1}}{2} \|x_k - x_0\|^2 \right]$$

(37)

$$+ \frac{\alpha_k}{\eta} \left( \frac{1}{c} - 1 \right) \left[ f(x_{k-1}) - f(x_k) + \frac{\alpha_k}{2} \|x_{k-1} - x_0\|^2 - \frac{\alpha_{k+1}}{2} \|x_k - x_0\|^2 \right]$$

$$+ L + \frac{\alpha_k}{\eta} \left( \frac{1}{c} - 1 \right) (\alpha_{k+1} - \alpha_k) \|x_k - x_0\|^2.$$  

By using (22) and (23), the last term in (37) can be bounded as:

$$\frac{L + \alpha_k}{\eta} \left( \frac{1}{c} - 1 \right) (\alpha_{k+1} - \alpha_k) \|x_k - x_0\|^2 \leq 0.$$  

(38)

The second term in (37) can be rewritten as:

$$\frac{\alpha_k}{\eta} \left( \frac{1}{c} - 1 \right) \left[ f(x_{k-1}) - f(x_k) + \frac{\alpha_k}{2} \|x_{k-1} - x_0\|^2 - \frac{\alpha_{k+1}}{2} \|x_k - x_0\|^2 \right]$$

$$= \frac{1}{\eta} \left( \frac{1}{c} - 1 \right) \left[ \alpha_k f(x_{k-1}) - \alpha_{k+1} f(x_k) + \frac{\alpha_k^2}{2} \|x_{k-1} - x_0\|^2 - \frac{\alpha_{k+1}^2}{2} \|x_k - x_0\|^2 \right]$$

(39)

$$+ \frac{1}{\eta} \left( \frac{1}{c} - 1 \right) (\alpha_{k+1} - \alpha_k) f(x_k) + \frac{1}{\eta} \left( \frac{1}{c} - 1 \right) \left( \alpha_{k+1} - \alpha_k \right) \frac{\alpha_{k+1}}{2} \|x_{k+1} - x_0\|^2.$$
By using (24) and (27), (39) becomes

$$\frac{\alpha_k}{\eta} \left( \frac{1}{c} - 1 \right) \left[ f(x_{k-1}) - f(x_k) + \frac{\alpha_k}{2} \|x_{k-1} - x_0\|^2 - \frac{\alpha_{k+1}}{2} \|x_k - x_0\|^2 \right]$$

$$= \frac{\alpha_k}{\eta} \left( \frac{1}{c} - 1 \right) \left[ (f(x_{k-1}) - f^*) - (f(x_k) - f^*) + \frac{\alpha_k}{2} \|x_{k-1} - x_0\|^2 \right.$$  
$$\left. - \frac{\alpha_{k+1}}{2} \|x_k - x_0\|^2 \right]$$

$$\leq \frac{1}{\eta} \left( \frac{1}{c} - 1 \right) \left[ \alpha_k (f(x_{k-1}) - f^*) - \alpha_{k+1} (f(x_k) - f^*) + \frac{\alpha_k^2}{2} \|x_{k-1} - x_0\|^2 \right.$$  
$$\left. - \frac{\alpha_{k+1}^2}{2} \|x_k - x_0\|^2 \right]$$

$$\leq \frac{1}{\eta} \left( \frac{1}{c} - 1 \right) \left[ \alpha_k (f(x_{k-1}) - f^*) - \alpha_{k+1} (f(x_k) - f^*) + \frac{\alpha_k^2}{2} \|x_{k-1} - x_0\|^2 \right.$$  
$$\left. - \frac{\alpha_{k+1}^2}{2} \|x_k - x_0\|^2 \right],$$

where we used $f(x_k) - f^* > 0$ in the last inequality. Finally, we deal with (35).

$$\frac{1}{2} \frac{L_{h(k)}^{(L)}}{\eta c_k} \|x_k - x_{k-1}\|^2 - \frac{1}{2} \frac{L_{h(k)}^{(L)}}{\eta c_{k+1}} \|x_{k+1} - x_k\|^2$$

$$= \frac{1}{2} \frac{L}{\eta^2 c^2} \left( \|x_k - x_{k-1}\|^2 - \|x_{k+1} - x_k\|^2 \right)$$

$$+ \frac{1}{2} \frac{L}{\eta^2 c^2} \left( \alpha_k \|x_k - x_{k-1}\|^2 - \alpha_{k+1} \|x_{k+1} - x_k\|^2 \right)$$

$$+ \alpha_{k+1} - \frac{\alpha_k}{2} \frac{L}{\eta^2 c^2} \|x_{k+1} - x_k\|^2.$$  

(41)

By using (22), the last term in (41) is upper bounded

$$\frac{\alpha_{k+1} - \alpha_k}{2\eta^2 c^2} \|x_{k+1} - x_k\|^2 \leq 0.$$  

(42)
Now, by assembling (36), (37), (41), (40), (41) and (42), we have
\[
\begin{align*}
\Gamma_k - E_k[\Gamma_{k+1}] & \leq \frac{1}{\eta^2}((f(z_k) - f^*) - (f(z_{k+1}) - f^*)) \\
& + \frac{\alpha_k}{\eta^2}||z_k - x_0||_2^2 - \alpha_{k+1}||z_{k+1} - x_0||_2^2 \\
& + \frac{L}{\eta} \left(\frac{1}{c} - 1\right) \left(((f(x_{k-1}) - f^*) - (f(x_k) - f^*) \right) \\
& + \frac{\alpha_k}{2}||x_{k-1} - x_0||_2^2 - \frac{\alpha_{k+1}}{2}||x_k - x_0||_2^2 \tag{43}
\end{align*}
\]

Finalizing the convergence bound. By summing (30) for \(k = 0, \ldots, T\), plugging the bound (43) on the difference of Lyapunov functions and using the condition (32) on the stepsize parameter \(\eta\), we obtain:
\[
\begin{align*}
\frac{1}{4T} \sum_{k=0}^{T} ||\nabla f(x_k)||_2^2 + \frac{1}{4T} \sum_{k=0}^{T} ||\nabla f(z_k)||_2^2 \\
\leq \frac{(f(z_0) - f^*) - (f(z_{T+1}) - f^*)}{\eta T} + \frac{\alpha_0}{\eta T} ||z_0 - x_0||_2^2 \\
+ \left(\frac{1}{c} - 1\right) \frac{(L + \alpha_0)(f(x_0) - f^*) - (L + \alpha_T)(f(x_T) - f^*)}{T} \\
+ \frac{1}{2 \eta c^2} \frac{L + \alpha_0}{\eta c^2} ( ||x_0 - x_1||_2^2) \\
+ \left(L \eta + \frac{1}{2T} \sum_{k=0}^{T} \frac{1}{k+1}\right) \sigma^2 + \left(\frac{1}{\eta} + L\right) \frac{1}{2T} \sum_{k=0}^{T} \frac{1}{k+1} + \frac{1}{4\eta T} \sum_{k=0}^{T} \frac{1}{(k+1)^2} \right) R^2.
\end{align*}
\]

By using the inequality \(\sum_{k=0}^{T} \frac{1}{k+1} \leq \log(T + 1)\) and setting \(z_0 = x_0, x_1 = x_0\) and \(\eta = 1/\sqrt{T}\) for \(T \geq L^2/c^2\), we obtain the aimed result.

C Experimental setup

CIFAR10

Our data augmentation pipeline consisted of random horizontal flipping, then random crop to 32x32, then normalization by centering around (0.5, 0.5, 0.5). The learning rate schedule normally used for SGD, consisting of a 10-fold decrease at epochs 150 and 225 was found to work well for MDA and Adam. Flat schedules as well as inverse-sqrt schedules did not work as well.
| Hyper-parameter       | Value          |
|-----------------------|----------------|
| Architecture          | PreAct ResNet152 |
| Epochs                | 300            |
| GPUs                  | 1xV100         |
| Batch Size per GPU    | 128            |
| Decay                 | 0.0001         |
| Seeds                 | 10             |

**ImageNet**

Data augmentation consisted of the RandomResizedCrop(224) operation in PyTorch, followed by RandomHorizontalFlip then normalization to mean=$[0.485, 0.456, 0.406]$ and std=$[0.229, 0.224, 0.225]$. The standard schedule for SGD, where the learning rate is decreased 10 fold every 30 epochs, was found to work well for MDA also. No alternate schedule worked well for Adam.

| Hyper-parameter       | Value          |
|-----------------------|----------------|
| Architecture          | ResNet50       |
| Epochs                | 100            |
| GPUs                  | 8xV100         |
| Batch size per GPU    | 32             |
| Decay                 | 0.0001         |
| Seeds                 | 5              |

**fastMRI**

For this task, the best learning rate schedule is a flat schedule, with a small number fine-tuning epochs at the end to stabilize. To this end, we decreased the learning rate 10 fold at epoch 40.

| Hyper-parameter       | Value          |
|-----------------------|----------------|
| Architecture          | 12 layer VarNet 2 |
| Epochs                | 50             |
| GPUs                  | 8xV100         |
| Batch size per GPU    | 1              |
| Decay                 | 0.0            |
| Acceleration factor   | 4              |
| Low frequency lines   | 16             |
| Mask type             | Offset-1       |
| Seeds                 | 5              |

**IWSLT14**

Our implementation used FairSeq defaults except for the parameters listed below. For the learning rate schedule, ADAM used the inverse-sqrt, whereas we found that either fixed learning rate schedules or polynomial decay schedules worked best, with a decay coefficient of 1.0003 starting at step 10,000.
| Hyper-parameter               | Value                                      |
|------------------------------|--------------------------------------------|
| Architecture                | transformer_iwslt_de_en                   |
| Epochs                       | 55                                         |
| GPUs                         | 1xV100                                    |
| Max tokens per batch         | 4096                                      |
| Warmup steps                 | 4000                                      |
| Decay                        | 0.0001                                    |
| Dropout                      | 0.3                                       |
| Label smoothing              | 0.1                                        |
| Share decoder/input/output embed | True                                    |
| Float16                      | True                                      |
| Update Frequency             | 8                                          |
| Seeds                        | 20                                         |

**RoBERTa**

Our hyper-parameters follow the released documentation closely. We used the same hyper-parameter schedule for ADAM and SGD, with different learning rates chosen by a grid search.

| Hyper-parameter               | Value                                      |
|------------------------------|--------------------------------------------|
| Architecture                | roberta_base                               |
| Task                         | masked_lm                                  |
| Max updates                  | 20,000                                     |
| GPUs                         | 8xV100                                     |
| Max tokens per batch         | 4096                                       |
| Decay                        | 0.01 (ADAM) / 0.0 (MDA)                    |
| Dropout                      | 0.1                                         |
| Attention dropout            | 0.1                                        |
| Tokens per sample            | 512                                        |
| Warmup                       | 10,000                                     |
| Sample break mode            | complete                                   |
| Skip invalid size inputs valid test | True                                    |
| LR scheduler                 | polynomial_decay                          |
| Max sentences                | 16                                         |
| Update frequency             | 16                                         |
| tokens per sample            | 512                                        |
| Seeds                        | 1                                           |

**WikiText**

Our implementation used FairSeq defaults except for the parameters listed below. The learning rate schedule that gave the best results for MDA consisted of a polynomial decay starting at step 18240 with a factor 1.00001.
Figure 4: Training loss performance on the wikitext-103 language modeling task (left) and the test performance (right). Some over-fitting is observed for ADAM.

| Hyper-parameter                        | Value                  |
|----------------------------------------|------------------------|
| Architecture                           | transformer_lm         |
| Task                                   | language_modeling      |
| Epochs                                 | 46                     |
| Max updates                            | 50,000                 |
| GPUs                                   | 1xV100                 |
| Max tokens per batch                   | 4096                   |
| Decay                                  | 0.01                   |
| Dropout                                | 0.1                    |
| Tokens per sample                      | 512                    |
| Warmup                                 | 4000                   |
| Sample break mode                      | None                   |
| Share decoder/input/output embed      | True                   |
| Float16                                | True                   |
| Update Frequency                       | 16                     |
| Seeds                                  | 20                     |

D Further experiments

D.1 Language modeling

We use Wikitext-103 (Merity et al., 2016) dataset which contains 100M tokens. Following the setup in Ott et al. (2019), we train a six-layer tensorized transformer and report the perplexity (PPL) on the test set. Figure 3 (c) reports the training loss and (d) the perplexity score on the test set of SGD (as reported in (Yao et al., 2020)), MDA and Adam on Wikitext-103. We note that the MDA reaches a significantly worse training loss than Adam (2.33) in this case. Yet, it achieves a better perplexity (1.51) on the test set. As with CIFAR-10, we speculate this is due to the additional decaying regularization that is a key part of the MDA algorithm.