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ABSTRACT

We study the propagation of mildly-relativistic cosmic rays (CRs) in multiphase interstellar medium environments with conditions typical of nearby disk galaxies. We employ the techniques developed in Armillotta et al. (2021) to post-process three high-resolution TIGRESS magnetohydrodynamic simulations modeling local patches of star-forming galactic disks. Together, the three simulations cover a wide range of gas surface density, gravitational potential, and star formation rate (SFR). Our prescription for CR propagation includes the effects of advection by the background gas, streaming along the magnetic field at the local ion Alfvén speed, and diffusion relative to the Alfvén waves, with the diffusion coefficient set by the balance between streaming-driven Alfvén wave excitation and damping mediated by local gas properties. We find that the combined transport processes are more effective in environments with higher SFR. These environments are characterized by higher-velocity hot outflows (created by clustered supernovae) that rapidly advect CRs away from the galactic plane. As a consequence, the ratio of midplane CR pressure to midplane gas pressures decreases with increasing SFR. We also use the post-processed simulations to make predictions regarding potential dynamical impacts of CRs. The relatively flat CR pressure profiles near the midplane argue that they would not provide significant support against gravity for most of the ISM mass. However, the CR pressure gradients are larger than the other pressure gradients in the extra-planar region (|$z| > 0.5$ kpc), suggesting that CRs may affect the dynamics of galactic fountains and/or winds. The degree of this impact is expected to increase in environments with lower SFR.
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1. INTRODUCTION

Cosmic rays (CRs) are charged particles moving with relativistic speeds, directly detected in and near the solar system and observed from emission they create in the Milky Way and in other galactic disks. Except for the highest energy particles, CRs are believed to be mostly produced in shocks created by supernovae, with $\sim 10\%$ of the injected supernova energy going into CR acceleration (e.g. Bell 2004; Morlino & Caprioli 2012). Direct observations of CRs at the Earth and in the heliosphere indicate that their kinetic energy spectrum extends from at least $\sim 10^6$ eV up to $\sim 10^{20}$ eV, and for the protons that comprise most of the CR energy is well approximated by a broken power law at energies near $10^9$ eV (see reviews by Strong et al. 2007; Grenier et al. 2015). The total CR energy density in the solar neighborhood is $\sim 1$ eV cm$^{-3}$, a value comparable to the measured thermal, turbulent and magnetic energy densities (e.g. Boulares & Cox 1990; Beck 2001). This evidence suggests that CRs can significantly contribute to the dynamics of the interstellar medium (ISM). A fundamental question is whether the rough equipartition among different pressure components holds in other galactic environments.

Far from the solar system, where CRs cannot be directly detected, indirect observations of hadronic CRs (protons and heavier nuclei) come from high-energy γ-ray emission. CRs with kinetic energies $\gtrsim 1$ GeV collide with thermal gas in the ISM producing pions, which decay into γ-rays. So far, γ-ray emission has been observed in the Milky Way, in star-forming galaxies in the Local Group, and in a few low-redshift starburst galaxies (Abdo et al. 2010a,b,c; Ackermann et al. 2012;
Accro et al. 2016; Aharonian et al. 2020; Peron et al. 2021), revealing on large scales a tight correlation with the far-infrared luminosity of the galaxy that is emitted by dusty gas surrounding star-forming regions. Since pionic γ-ray luminosity is proportional to the CR energy density, the correlation between γ-ray and far-infrared luminosity hints at a connection between the CR energy density and the star formation rate (SFR). A relationship of this kind is understandable given that the majority of supernovae originate from recently formed massive stars, but CR transport as well as the CR production rate affects the CR energy density. Combining γ-ray observations with observations of synchrotron emission by CR electrons, several works have tried to constrain the energy density of CRs in external galaxies and suggested that while the energy equipartition observed in the solar neighborhood holds in local star-forming galaxies, starburst environments are characterized by CR energy densities lower than the other relevant energy densities (e.g. Lacki et al. 2011; Yoast-Hull et al. 2013, 2016). The number of galaxies detected in γ-rays thus far however remains too limited to draw any robust conclusion about the relevance of CRs in different star-forming environments.

From a theoretical point of view, the dynamical impact of CRs is of particular interest for their possible role in driving galactic winds. This process has been widely studied in both one-dimensional analytic models (e.g. Ipavich 1975; Breitschwerdt et al. 1991; Everett et al. 2008; Dorfi & Breitschwerdt 2012; Mao & Ostriker 2018; Crocker et al. 2021a; Quataert et al. 2021a,b; Recchia 2021) and numerical simulations of isolated galaxies or cosmological zoom-ins (e.g. Booth et al. 2013; Hanasz et al. 2013; Salem & Bryan 2014; Pakmor et al. 2016; Ruszkowski et al. 2017; Chan et al. 2019; Dashyan & Dubois 2020; Hopkins et al. 2020; Girichidis et al. 2021) and portions of ISM (e.g. Girichidis et al. 2016; Simpson et al. 2016; Farber et al. 2018; Girichidis et al. 2018). In addition to driving galactic outflows, CRs may also contribute to the internal support of disks against gravity (regulating their level of star formation), and contribute to heating and ionization of both the ISM and circum-galactic medium (e.g. Wiener et al. 2019; Butsky et al. 2020; Ji et al. 2020; Kempski & Quataert 2020; Bustard & Zweibel 2021). However, the degree to which CRs are able to affect these phenomena is strongly sensitive to CR propagation (both in models and in reality).

One of the main uncertainties in modeling the propagation of CRs is that the microphysical processes coupling CRs to the thermal gas are not completely understood (see review by Amato & Blasi 2018). The interaction between CRs and thermal gas is mostly collisionless and mediated by the ambient magnetic field. As CRs stream along magnetic field lines, they scatter off small-scale (of order the CR gyroradius) magnetic fluctuations, reducing their effective propagation speed. It is still unclear to what extent these fluctuations are Alfvén waves excited by the CRs themselves via resonant streaming instability (the “self-confinement” scenario; e.g. Kulskr & Pearce 1969; Wentzel 1974; Bai et al. 2019), or background turbulent fluctuations (“extrinsic turbulence” scenario; e.g. Chandran 2000; Yan & Lazarian 2002), although detailed spectral modeling supports self-confinement for the lower-energy CRs representing most of the total energy, and external turbulence for very high energy CRs (Blasi et al. 2012; Evoli et al. 2018). In the self-confinement scenario, scattering by resonant Alfvén waves can in principle prevent CRs from streaming faster than the local Alfvén speed if wave amplitudes are sufficiently large. However, wave amplitudes and therefore scattering rates are reduced by wave damping, which is especially effective in the higher-density, lower-ionization portions of the ISM containing almost all of the mass and the majority of the volume near the midplane (e.g. Kulskr 2005; Plotnikov et al. 2021; Bambic et al. 2021). For self-excited waves, the transport of CRs relative to the background gas can be described as a combination of streaming down CR pressure gradients at the local Alfvén speed and diffusion relative to the Alfvén waves. In the extrinsic turbulence scenario, CRs propagate relative to the gas through field-aligned diffusion only. In both scenarios, the magnetic field mediates exchange of energy and momentum between CRs and background gas.

In most studies of ISM dynamics and thermodynamics the CR kinetic scales are much smaller than the spatial scales of interest and CRs must be approximated as a fluid. The transport of the CR fluid is generally described in terms of advection along with the background thermal gas velocity and either streaming at the local Alfvén speed or diffusing (primarily along the magnetic field) relative to the gas, or a combination of these (see review by Hanasz et al. 2021). As explained above, the dichotomy between streaming and diffusion comes from the distinction between the self-confinement versus the extrinsic-turbulence picture for the formation of scattering waves. Another uncertainty in CR-fluid prescriptions concerns the dependence between the dominant scattering mechanism and the properties of the background gas (e.g. magnetic field structure, gas density, ionization fraction). The most common approach in previous magnetohydrodynamic (MHD) simulations has been to assume a CR scattering rate (or diffusion coefficient) that ignores the multiphase structure of the gas. In these works, the degree of scattering is generally parametrized by a constant coefficient, whose value is based on empirical estimates in the Milky Way (e.g. Trotta et al. 2011; Cummings et al. 2016; Jönsson et al. 2016), although other approach to setting the scattering rate have recently been explored in galactic-scale MHD simulations by Hopkins et al. (2020).

With the goal of studying the dependence of CR propagation on the properties of the underlying multiphase ISM, in Armillotta et al. (2021), we post-processed the
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TIGRESS\(^1\) MHD simulation modeling a region of a galactic disk representative of our solar neighborhood (Kim & Ostriker 2017) with a two-moment fluid algorithm for CR transport (Jiang & Oh 2018). The solar neighborhood TIGRESS simulation we used employs a tall box that intersects the galactic midplane in a square kpc patch and extends seven kpc vertically, with uniform resolution \(\Delta x = 8\) pc so that both hot and cool ISM phases are well resolved. In addition to simple propagation prescriptions with spatially-constant scattering, we explored the physically-motivated case in which the scattering coefficient varies spatially. We mostly focused on GeV CRs as they contain most of the energy and momentum of the CR population and are therefore more relevant for the gas dynamics. Since estimates for the Galactic disk suggests that the waves that scatter GeV CRs are mostly driven by the streaming instability (e.g., Zweibel 2013, 2017; Evoli et al. 2018), in our physically-motivated model we assumed that CRs are scattered by self-excited Alfvén waves and that the wave amplitude is set by the balance of streaming-driven growth and damping (considering both ion-neutral damping and non-linear Landau damping, Kulsrud & Pearce 1969; Kulsrud 2005). We also separately ran post-processing transport models of CRs with kinetic energy 30 MeV (representative of the population most important for producing ionization), which have a streaming instability growth rate and collisional loss terms that differ from those of the GeV CRs.

In Armillotta et al. (2021), we found that advection by thermal gas is the main CR transport mechanism in the fast-moving hot gas, while both diffusion and streaming are important in the cooler and denser gas, which moves at lower velocity. The analysis of our physically-motivated model showed that the scattering coefficient may vary over more than four orders of magnitude depending on properties of the background gas. The scattering rate in the neutral gas is quite low due to strong ion-neutral wave damping, which makes the CR pressure nearly uniform in warm-cold gas at density \(\gtrsim 0.1\) cm\(^{-3}\). The propagation of CRs out of the neutral gas is however limited by the high scattering rate in the surrounding hotter and lower-density gas. As a consequence, CRs are strongly confined in the dense galactic disk, where most of the neutral mass resides.

In this work, we go beyond the solar-neighborhood environment and apply the physically-motivated transport prescription developed in Armillotta et al. (2021) to other galactic conditions. For this analysis, we compare the solar neighborhood model with two other TIGRESS simulations from the suite described in (Kim et al. 2020a), which cover a range of input gas surface density and gravitational potential and output SFR surface density and thermal, turbulent, and magnetic pressures. Our overall goal is to understand how the propagation of CRs in star-forming galaxies is affected by the detailed interstellar properties. Key questions we address are: are there systematic variations across environment in (1) diffusion coefficients and effective transport speeds? (2) ratios of CR pressure to other pressures and ratios of CR pressure to the star formation rate? (3) the potential for CRs to drive winds, based on the CR momentum flux? Related to the last question, we also explore the CR pressure gradient forces and the gas flow and Alfvén speeds at high altitudes, which may have implications for understanding cloud acceleration.

The layout of the paper is as follows. In Section 2, we briefly describe the suite of TIGRESS simulations analyzed in this work and the algorithms we use to compute the transport of CRs. In Section 3, we present the results of our post-processed simulations and characterize how and why CR propagation differs with environment. In Section 4, we use the simulation outcomes to investigate the potential for CR momentum transfer to drive large-scale galactic winds. Finally, in Section 5, we summarize and discuss our main results.

2. METHODS

We apply the methods used in Armillotta et al. (2021) to compute the propagation of CRs depending on the underlying distribution of thermal gas density, velocity, and magnetic field. Here we briefly summarize our models and methods, and refer readers to Armillotta et al. (2021) for further details.

2.1. TIGRESS models

In the TIGRESS MHD simulations, local patches of galactic disks are self-consistently modeled including star formation and feedback in the form of far-UV (FUV) heating and resolved supernova remnant expansion (Kim & Ostriker 2017; Kim et al. 2020a). The TIGRESS framework is built on the grid-based MHD code Athena (Stone et al. 2008). The ideal MHD equations are solved in a shearing-periodic box (Stone & Gardiner 2010) representing a ~kpc-sized patch of a differentially-rotating galactic disk. The physics treated includes gas self-gravity and gravitational forces from an old stellar disk and dark matter halo (treated via fixed external potentials), optically thin cooling, and FUV photoelectric heating. Sink particles are created to represent star cluster formation in cells undergoing unresolved gravitational collapse. Each sink/star particle is treated as a star cluster with coeval stellar population that fully samples the Kroupa initial mass function (Kroupa 2001). Young massive stars (star particle age \(t_{sp} \lesssim 40\) Myr) provide feedback to the ISM representing effects of FUV radiation and core-collapse supernova. The instantaneous FUV luminosity and the rate of supernova explosions for each star cluster are adopted from the STAR-
BURST99 population synthesis model (Leitherer et al. 1999).

The TIGRESS simulations are run for a time long enough to cover several star-formation/feedback cycles. After the first star formation burst and feedback cycle, an overall self-regulated state – with periods of enhanced star formation followed by periods of enhanced feedback – is reached, and a realistic multiphase ISM is produced. Feedback drives turbulent motions and heats the ISM, thus providing the turbulent, thermal, and magnetic support needed to offset the vertical weight of the gas. Part of the gas heated and accelerated by supernova blast waves breaks out of the galactic plane, generating large-scale outflows in the coronal region. These outflows present a multiphase structure consisting of hot winds and warm fountains (Kim & Ostriker 2018; Vijayan et al. 2020), with the dependence of outflow “loading” on SFR and other ISM properties characterized in Kim et al. (2020a,b).

In this work, we extend our analysis to other two TIGRESS environments (hereafter denoted as R2 and R4), in addition to the solar neighborhood model (hereafter denoted as R8) already studied in Armillotta et al. (2021). In Table 1, we summarize the key parameters and properties of the three models. These are meant to represent environments in a generic Milky Way-like star-forming galactic disk at radial distances of roughly 2, 4, and 8 kpc from the galactic center. From R8 to R2, the models are initialized with increasing old-star, dark-matter and gas surface densities. While the former are fixed in time, the latter decreases over time because gas turns into sink particles due to star formation and it is vertically lost as a wind. The scale height of the stellar disk is $z_\star = 245$ pc in all cases, with midplane stellar volume density related to surface density by $\rho_\star = \Sigma_\star/(2z_\star)$. The R2 and R4 simulations have box size $L_x = L_y = 512$ pc and $L_z = 3584$ pc with a uniform spatial resolution $\Delta x = 4$ pc, while the R8 simulation has box size $L_x = L_y = 1024$ pc and $L_z = 7168$ pc with resolution $\Delta x = 8$ pc. The larger box size in R8 is needed because, due to the lower mean gas density, individual superbubbles created by correlated supernovae explosions can fill the whole midplane volume if the box size is too small. The higher resolution in R2 and R4 is required to achieve robust convergence of several ISM and outflow properties (see Kim et al. 2020a). In Armillotta et al. (2021), we found that a resolution $\Delta x \leq 16$ pc is sufficient to achieve convergence of CR properties.

For each TIGRESS model, we select and post-process about ten snapshots at equal intervals within the time range $0.5 < t/t_{\text{orb}} < 1.5$, with $t_{\text{orb}} = 2\pi/\Omega$ the orbital time (col. 7 in Table 1) and $\Omega$ the angular velocity of galactic rotation at the domain center. In this way, we exclude the initial transient state from our analysis. In Table 1 (col. 5 – 7), we list some relevant properties of the three models averaged over the time interval investigated here. As a consequence of the stronger gravitational potential and the higher gas surface density, the time-averaged gas density, pressure, and SFR surface density increase from R8 to R4 to R2. The three models thus cover a wide range of environmental properties, in terms of gas surface density ($\Sigma_{\text{gas}} \sim 100 – 10^3\, M_\odot\, \text{pc}^{-2}$), SFR surface density ($\Sigma_{\text{SFR}} \sim 0.005 – 1\, M_\odot\, \text{kpc}^{-2} \, \text{yr}^{-1}$), and midplane total pressure ($P_{\text{mid}}/k_B \sim 10^6 – 10^8\, \text{cm}^{-3} \, \text{K}$), computed as the sum of thermal, turbulent, and magnetic pressure averaged over two horizontal slices at $z = \pm \Delta x/2$. We note that, unlike the other properties, the value of the gas scale height $H_{\text{gas}}$ happens to be quite similar in the three models.

### 2.2. Algorithm for CR transport

We post-process the TIGRESS simulations with the two-moment algorithm for CR transport implemented in the Athena++ code (Stone et al. 2020) by Jiang & Oh (2018) and extended by Armillotta et al. (2021). The two-moment equations governing the CR transport are:

\begin{equation}
\frac{\partial e_c}{\partial t} + \nabla \cdot \mathbf{F}_c = -(\mathbf{v} + \mathbf{v}_s) \cdot \mathbf{\eta}_{\text{tot}} \cdot \left[ \mathbf{F}_c - \mathbf{v} \cdot \hat{\mathbf{P}}_c + e_c \hat{\mathbf{I}} \right],
\end{equation}

\begin{equation}
\frac{1}{v_m^s} \frac{\partial \mathbf{F}_c}{\partial t} + \nabla \cdot \mathbf{\hat{P}}_c = -\mathbf{\eta}_{\text{tot}} \cdot \left[ \mathbf{F}_c - \mathbf{v} \cdot \hat{\mathbf{P}}_c + e_c \hat{\mathbf{I}} \right],
\end{equation}

where $e_c$, $F_c$ and $\hat{\mathbf{P}}_c$ are the CR energy density, energy flux and pressure tensor, respectively. We assume approximately isotropic pressure, so that $\hat{\mathbf{P}}_c \equiv P_c \hat{\mathbf{I}}$, with $P_c = (\gamma_c - 1) e_c = e_c/3$, where $\gamma_c = 4/3$ is the adiabatic index of the relativistic fluid, and $\hat{\mathbf{I}}$ is the identity tensor. The speed $v_m^s$ represents the maximum velocity CRs can propagate. In principle, $v_m^s$ is equal to the speed of light $c$ for relativistic CRs. However, here we adopt $v_m^s = 10^4 \, \text{km} \, \text{s}^{-1} \ll c$ as it is demonstrated that the simulation outcomes are not sensitive to the exact value of $v_m^s$ as long as $v_m^s$ is much larger than any other speed in the simulation (Jiang & Oh 2018). Adoption of a “reduced speed of light” enables larger numerical timesteps based on the CFL condition for this set of hyperbolic equations.

In Equation 1 and Equation 2, $\mathbf{v}$ indicates the gas velocity which directly advects the CR fluid, while $\mathbf{v}_s$ represents the CR streaming velocity,

\begin{equation}
\mathbf{v}_s = -v_{A,i} \frac{\mathbf{B} \cdot \left( \nabla \cdot \hat{\mathbf{P}}_c \right)}{|\mathbf{B} \cdot \left( \nabla \cdot \hat{\mathbf{P}}_c \right)|} = -v_{A,i} \frac{\hat{\mathbf{B}} \cdot \nabla P_c}{|\hat{\mathbf{B}} \cdot \nabla P_c|},
\end{equation}

defined to have the same magnitude as the local Alfvén speed in the ions $v_{A,i} \equiv B/\sqrt{4\pi \rho_i}$, oriented along the local magnetic field and pointing down the CR pressure.
For the relativistic case, \( \sigma \) is the magnetic field, −an MHD “back-reaction”). For the energy equation, source terms in the gas momentum and energy equation represent injection of CR energy from supernovae and diffusion (−\( \mathbf{e}_\perp \cdot \nabla \rho \mathbf{v}_s \)), where the diffusion term becomes small if wave amplitudes are large (large \( \sigma \)). In addition to the gas-advection and streaming velocity, we can define the diffusion velocity as

\[
\mathbf{v}_d = -\frac{3}{4} \frac{\partial^{-1}}{\mathbf{e}_c} \cdot \nabla \rho \mathbf{v}_s \tag{7}
\]

which indicates the CR propagation speed relative to the wave frame.

In Armillotta et al. (2021), we supplement Equation 1 and Equation 2 with additional source and sink terms representing injection of CR energy from supernovae and collisional losses due to the interaction of CRs with the star-forming ISM. These additional terms are described in Section 2.2.1. In Section 2.2.2, we explain how the scattering coefficients \( \sigma_{\parallel} \) and \( \sigma_{\perp} \) are calculated in the code.

2.2.1. Source/sink terms

The injection of CR energy from supernovae enters in the RHS of Equation 1 through a source term \( Q \), representing the injected CR energy density per unit time. We assume that the injected energy is distributed around each star cluster particle following a Gaussian profile, and, in each cell, we calculate \( Q \) as

\[
Q = \frac{1}{2 \pi 2 \pi r_{\text{inj}}^2} \sum_{sp=1}^{N_{sp}} \frac{1}{\sqrt{2 \pi}} \exp(-r_{sp}^2/2\sigma_{\text{inj}}^2) \tag{8}
\]

where the sum is taken over all the star cluster particles in the simulation box. In Equation 8, \( r_{sp} \) is the
distance between the cell center and the star particle, \( \sigma_{\text{inj}} = 4 \Delta x \) is the standard deviation of the distribution\(^2\), while \( \dot{E}_{\text{c},\text{sp}} \) is the rate of injected CR energy. The latter is calculated as \( \dot{E}_{\text{c},\text{sp}} = \epsilon_e E_{\text{SN}} N_{\text{SN}} \), where \( \epsilon_e \) is the fraction of supernova energy that goes into production of CRs, assumed to be equal to 0.1 (e.g. Morlino & Caprioli 2012; Ackermann et al. 2014); \( E_{\text{SN}} = 10^{51} \) erg is the energy released by an individual supernova event, and \( N_{\text{SN}} = m_{\text{sp}} \xi_{\text{SN}}(t_{\text{sp}}) \) is the number of supernovae per unit time, with \( m_{\text{sp}} \) the star particle mass and \( t_{\text{sp}} \) the mass-weighted age. \( \xi_{\text{SN}} \), defined as the number of supernovae per unit time per star cluster mass at a given time \( t_{\text{sp}} \), is determined from the STARBURST99 code (see Kim & Ostriker 2017).

Sink terms, associated with the interaction of CRs with the surrounding gas, are included by adding the terms

\[
\Gamma_{\text{c}} = -\Lambda_{\text{coll}}(E)n_{\text{H}}\epsilon_e
\]

and

\[
\Gamma_{\text{F}} = -\frac{\Lambda_{\text{coll}}(E)n_{\text{H}}}{v_p^2} F_{\text{c}}.
\]

to the RHS of Equation 1 and Equation 2, respectively. Here, \( n_{\text{H}} \) is the hydrogen number density, while \( v_p = \sqrt{1 - (m_p c^2/E)^2} \) is the CR proton velocity, where \( m_p \) is the proton mass and \( E \equiv E_k + m_p c^2 \) is the total relativistic energy, with \( E_k \) the kinetic energy. For CRs with \( E_k \simeq 1 \) GeV, \( v_p \approx c \). Finally, \( \Lambda(E) \) is defined as \( \Lambda(E) = v_p L(E)/E \), where \( L(E) \) is the energy loss function for protons, defined as the product of the energy lost per ionization event and the cross section of the collisional interaction.

\( L(E) \) is a function of the CR energy and its value at a given energy can depend on one or more collisional processes. GeV CRs, which are the focus of this study, primarily collide with the ambient gas through hadronic interactions leading to a decay of pions into \( \gamma \)-rays. We extract the value of \( L(E) \) at \( E_k \simeq 1 \) GeV from the gray line in Figure 2 of Padovani et al. (2020), representing the loss function for a medium of pure atomic hydrogen, and multiply it by a factor 1.21, to account for elements heavier than hydrogen. We adopt \( L(E) = 3 \times 10^{-17} \) eV cm\(^2\), meaning that \( \Lambda_{\text{coll}} \) in Equation 9 and Equation 10 is equal to \( 4 \times 10^{-16} \) cm\(^3\) s\(^{-1}\).

### 2.2.2. Scattering coefficient

For GeV CRs – which are the focus of this paper – the dominant transport mode is self-confinement via streaming instability (Zweibel 2013, 2017). In this picture, CRs with a bulk drift speed greater than the Alfven speed can excite Alfven waves through gyro-resonance and scatter off these waves as they propagate in the direction of decreasing CR density (Kulsrud & Pearce 1969; Wentzel 1974). We derive the scattering coefficient \( \sigma_{\text{scat}} \) based on the predictions of the self-confinement picture and assuming that, in steady state, the conversion of CR energy to wave energy is balanced by some form of wave damping (Kulsrud & Pearce 1969; Kulsrud & Cesarsky 1971).

In Armillotta et al. (2021), we demonstrate that in steady state the growth rate of streaming-driven Alfven waves (from Kulsrud 2005) can be written as

\[
\Gamma_{\text{stream}}(p_1) = \frac{\pi^2}{4} \frac{\Omega_0 m_p v_{A,i}}{B^2} \left| \frac{\mathbf{B} \cdot \nabla P_c}{\sigma_p} \right| n_1 ,
\]

where \( p_1 = m_p \Omega_0/k \) is the resonant momentum for wavenumber \( k \) and \( \Omega_0 = e|\mathbf{B}|/(m_p c) \) is the cyclotron frequency for \( e \) the electron charge. \( n_1 \) is defined as

\[
n_1 \equiv 4\pi p_1 \int_{p_1}^{\infty} p F(p) dp ,
\]

where \( F(p) \) is the CR distribution function in momentum space, normalized as \( 4\pi \int_0^{\infty} F(p) p^2 dp/n_1 = 1 \) with \( n_1 \) the CR number density. The CR spectrum is well determined in the solar neighborhood for CRs with kinetic energies \( E_k \gtrsim 1 \) GeV, although there are considerable uncertainties at lower energy (see e.g. Padovani et al. 2018, 2020, and references therein). At \( E_k \gtrsim 1 \) GeV, \( F(p) \) can be parametrized with a power law distribution, whose slope is \(-4.7 \) (e.g. Aguilar et al. 2014, 2015). In Armillotta et al. (2021), we show that \( n_1 = 1.1 \times 10^{-10} [c(E_k \gtrsim 1\text{GeV})/1\text{eV}] \) cm\(^{-3}\) for \( p_1 = p_1(E_k = 1\text{GeV}) \) even allowing for a range of low-energy slopes.

We consider two mechanisms that can limit the amplitude of Alfven waves, namely ion-neutral damping and nonlinear Landau damping. The ion-neutral damping arises from friction between ions and neutrals in partially ionized gas, where the latter are not tied to magnetic fields. The rate of ion-neutral damping is (Kulsrud & Pearce 1969)

\[
\Gamma_{\text{damp, in}} = \frac{1}{2} \frac{n_n m_n}{m_i} \langle \sigma v \rangle_{\text{in}} ,
\]

where \( n_n \) is the neutral number density, \( m_n \) is the mean mass of neutrals, \( n_i \) is the mean mass of ions (see Section 2.2.5 of Armillotta et al. 2021 for the derivation of \( n_n \), \( m_n \) and \( m_i \)) and \( \langle \sigma v \rangle_{\text{in}} \) is the rate coefficient, equal to \( \sim 3 \times 10^{-9} \) cm\(^3\) s\(^{-1}\) for ion-neutral collisions between H and H\(^+\) (Draine 2011, Table 2.1).

Nonlinear Landau damping occurs when thermal ions have a resonance with the beat wave formed by the interaction of two resonant Alfven waves. The rate of nonlinear Landau damping is (Kulsrud 2005)

\[
\Gamma_{\text{damp, nll}} = 0.3 \Omega \frac{v_{i,i}}{c} \left( \frac{\delta B}{B} \right)^2 = 0.3 \frac{v_{i,i}}{c} \sigma_p ,
\]
where $\Omega = \Omega_0/\gamma(p_1)$ is the relativistic cyclotron frequency, with $\gamma$ the Lorentz factor of CRs with momentum $p_1$, $n_{i1}$ is the ion thermal velocity (which we set equal to the gas sound speed $c_s$), and $\delta B/B$ is the magnetic field fluctuation at the resonant scale. The quasi-linear theory predicts that the scattering rate is $\nu_s \sim \Omega(\delta B/B)^2$, while the scattering coefficient is $\sigma_{\parallel} \sim \nu_s / v_i^2 \sim \Omega(\delta B/B)^2 / v_i^2$. This relation explains the last equivalence in Equation 14.

Assuming wave growth and damping balance, we set

$$\Gamma_{\text{stream}} = \Gamma_{\text{damp}, \text{in}} + \Gamma_{\text{damp}, \text{nll}}$$  \hspace{1cm} (15)$$

and solve$^3$ this equation for $\sigma_{\parallel}$. The solution of Equation 15 reduces to

$$\sigma_{\parallel, \text{nll}}(p_1) = \frac{\pi}{8} \mathbf{\hat{B}} \cdot \nabla P_e \frac{\Omega_0}{v_{A,i}^3} \frac{m_p}{n_{i1} n_{H,1}}$$  \hspace{1cm} (16)$$

$$ \sim 1.3 \times 10^{-28} \frac{s}{\text{cm}^2} \mathbf{\hat{B}} \cdot \nabla P_e^{-1/4} c_{s,200} n_{i1}^{-1/2} n_{H,3}^{-1/4}$$

in well ionized, low-density gas where nonlinear Landau dominates, and to

$$\sigma_{\parallel, \text{in}}(p_1) = \frac{\pi}{8} \mathbf{\hat{B}} \cdot \nabla P_e \frac{\Omega_0}{v_{A,i}^3} \frac{m_p}{n_{i1} n_{H,1}}$$  \hspace{1cm} (17)$$

$$ \sim 3.4 \times 10^{-31} \frac{s}{\text{cm}^2} \mathbf{\hat{B}} \cdot \nabla P_e^{-1/2} n_{H,0}^{-3/2}$$

in primarily-neutral, denser gas where ion-neutral damping dominates (Armillotta et al. 2021). In the above, $x_i = n_i/n_H$ is the ion fraction, with $n_i$ the ion number density. For gas at $T > 2 \times 10^4$ K, the ion fraction is calculated from the values tabulated by Sutherland & Dopita (1993), while for gas at $T \lesssim 2 \times 10^4$ K, the ion fraction is calculated as in Equation 16.5 in Draine (2011). In the latter, $x_i$ depends on the CR ionization rate, which we evaluate in each cell depending on the local value of the CR energy density (see Armillotta et al. 2021 for more details). We find $x_i = 1.099$ for collisionally ionized gas at $T \gg 2 \times 10^4$ K, and $x_i \ll 1$, decreasing at higher density, in the atomic and molecular gas that is ionized by low-energy CRs.

In the dimensional versions of Equation 16 and Equation 17, $|\mathbf{B} \cdot \nabla P_e|^{-1} = |\mathbf{B} \cdot \nabla P_e|/(10^{-4}\text{eV cm}^{-3}\text{pc}^{-1})$, $c_{s,200} = c_s/(200\text{km s}^{-1})$, $n_{H,3} = n_H/(10^{-3}\text{cm}^{-3})$, $n_{H,0} = n_H/(1\text{cm}^{-3})$, $x_{i,2} = x_i/10^{-2}$. We note that two different normalizations are used in the dimensional versions of Equation 16 and Equation 17 based on typical values in model R8 in the regions where NLL and IN damping are important; pressure gradients and densities are overall higher in R4 and R2.

We note that, from MHD-PIC simulations of CRs in which the theoretical quasi-linear prediction is compared to an effective fluid scattering rate and to measured pitch angle diffusion of individual particles (Bamba et al. 2021), the value of Equation 16 or Equation 17 may be reduced by a factor $\sim 2$. While $\sigma_{\parallel}$ represents the gyro-resonant scattering coefficient along the local magnetic field direction, $\sigma_{\perp}$ can be understood as scattering along unresolved fluctuations of the mean magnetic field. Even though in our simulations we directly follow the CR transport along the magnetic field, we cannot resolve this all the way down to the gyroradius scales ($\sim 10^{-6}$ pc $\ll \Delta x$), and there would be an effective perpendicular scattering along unresolved magnetic-field perturbations. The scattering coefficient in the direction perpendicular to the mean magnetic field can be expressed as $\sigma_{\perp} \sim \sigma_{\parallel} (B/\delta B)^2$, with $(\delta B/B)$ the fractional magnetic field perturbation (see Shalchi 2019, 2020). If we assume order-unity perturbations at the scale height of the disk ($\sim 300$ pc) and extrapolate the large-scale power down to the resolution of our simulations ($4 \times 8$ pc), we obtain $(\delta B/B)^2 \approx 0.1$. Although this argument is only heuristic (and should be replaced by direct numerical measurements of the effective perpendicular diffusion with realistic ISM turbulence), for current purposes we simply set $\sigma_{\perp} = 10 \sigma_{\parallel}$ for our post-processing. In Armillotta et al. (2021), we explored the transport of CRs in the absence of perpendicular scattering ($\sigma_{\perp} \gg \sigma_{\parallel}$) as well as the case $\sigma_{\perp} = 10 \sigma_{\parallel}$, and did not find any substantial difference in the CR distribution.

3. COSMIC-RAY TRANSPORT IN DIFFERENT ENVIRONMENTS

We use the algorithm presented in Section 2.2 to post-process the snapshots selected from the three TIGRESS simulations (Section 2.1). In post-processing, we freeze the MHD variables and evolve only the CR energy and flux density according to the methods of Section 2.2 until the CR energy density has reached a steady state; quantitatively we adopt the criterion $(\varepsilon_{c, \text{tot}}(t) - \varepsilon_{c, \text{tot}}(t - 0.1\text{Myr})/\varepsilon_{c, \text{tot}}(t) < 10^{-6}$, with $\varepsilon_{c, \text{tot}} = \int \varepsilon_c dV$). The time required to reach equilibrium varies from a few tens to a few hundreds of Myr depending on the conditions of the background gas, tending to be shorter in systems with a faster outflow. In this section, we present the results of our post-processed runs.

In Figure 1, Figure 2, and Figure 3, the first five columns from the left show the distribution on grid of some relevant MHD quantities in sample snapshots extracted from R2, R4, and R8, respectively. In particular, they display slices at $y = 0$ (upper panels) and $z = 0$ (lower panel) of hydrogen number density $n_H$, ion fraction $x_i$, gas temperature $T$, magnitude of gas velocity $v$, and magnitude of ion Alfvén speed $v_{A,i}$. The ion fraction is relevant for the calculation of both the ion Alfvén speed ($v_{A,i} \propto 1/\sqrt{n_i}$) and the scattering coeffi-
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$^3$ We note that in Armillotta et al. (2021), we do not solve Equation 15, but rather we set $\sigma_{\parallel}$ equal to the minimum of Equation 16 and Equation 17. The distribution of $\sigma_{\parallel}$ is however almost unaffected by this change.
Figure 1. Sample snapshot from the R2 simulation. The upper (lower) row of panels shows $x$-$z$ ($x$-$y$) slices through the center of the simulation box, where $x$, $y$, and $z$ are the local radial, azimuthal, and vertical directions. From left to right, columns show hydrogen number density $n_H$, ion fraction $x_i$, gas temperature $T$, gas speed $v$, ion Alfvén speed $v_{A,i}$, scattering coefficient $\sigma_\parallel$, cosmic ray pressure $P_c$, and vertical cosmic ray flux $F_{c,z}$. The arrows overlaid on the gas velocity, Alfvén speed and vertical CR flux slices indicate the projected directions of the gas velocity, Alfvén speed and CR flux, respectively, in each slice.
Figure 2. Same as Figure 1, but for a sample snapshot from the R4 simulation.
Figure 3. Same as Figure 1, but for a sample snapshot from the R8 simulation.

cient (see Equation 16 and Equation 17). An accurate estimate of the ionization fraction is therefore important for a proper computation of CR transport. In particular, since most of the mass in the ISM is in neutral atomic and molecular gas that is too cool to be collisionally ionized and too shielded to be photoionized, the ionization is produced mainly by impact of low-energy CRs on atomic and molecular hydrogen (e.g. Draine 2011, Ch. 16). We refer to Armillotta et al. (2021) for details.

In all models, most of the computational volume is occupied by hot ($T > 10^6$ K) and rarefied gas, with a decrease in the hot-gas volume filling factor near the midplane. Most of the mass resides near the midplane in the warm/cold ($T \lesssim 10^4$ K) ISM. As noted in Section 2.1, the average ISM density decreases from R2 to R4 to R8 (see also Table 1). Figure 1-Figure 3 show that the ion fraction is $x_i < 0.1$ in the higher-density, lower-temperature structures (both at the midplane and in the fountain region) where gas is mostly ionized by low-energy CRs, while $x_i \approx 1.099$ in regions with temperature above $10^4$ K, where gas is assumed to be collisionally ionized. Therefore $n_i \ll n_H$ for $T \lesssim 10^4$ K, while $n_i \approx n_H$ for $T > 10^4$ K.
Regardless of the model, the gas velocity $v$ exceeds the ion Alfvén speed $v_{A,i}$ in the hot phase of the gas, while $v_{A,i}$ exceeds $v$ in the warm phase. A visual comparison between the three figures suggests that R2 is characterized by higher velocities in the hot gas and higher ion Alfvén speeds in the warm gas; see Section 3.3 for a more quantitative analysis of these quantities.

In the mostly-neutral warm and cold gas, the ionization fraction is low and the ion-neutral collision frequency is small compared to the resonant frequencies relevant for CRs (see e.g. Table 1 of Plotnikov et al. 2021). As a result, for these high frequencies ions and neutrals are decoupled and Alfvén waves propagate only in the ions, at speed $v_{A,i} \equiv B/\sqrt{4\pi \rho}$. Since $\rho_i \ll \rho$ for the neutral gas, $v_{A,i}$ exceeds the ideal Alfvén speed $v_A \equiv B/\sqrt{4\pi \rho_i}$ (which is commonly adopted in many models of CR transport). In the three models analysed here, the average value of $x_i$ in the warm gas is $\approx 0.01 - 0.1$, which means $v_{A,i} \simeq \sqrt{e} v_A \simeq (3 - 10) v_A$. For hot gas, the high ionization state implies $v_{A,i} \approx v_A$. The distinction between $v_{A,i}$ and $v_A$ is important because the Alfvén waves that interact with CRs propagate at $v_{A,i}$, and this is reflected in the CR transport implementation of Jiang & Oh (2018). Only at much higher density than we have in our simulations would the ion-neutral collision frequency be high enough for the well-coupled limit to apply, such that waves resonant with CRs propagate in the combined ion-neutral fluid at $v_A$.

The three rightmost panels in Figure 1-2-3 display some outputs of the CR transport algorithm: scattering coefficient $\sigma_{||}$, CR pressure $P_{c}/k_B$, with $k_B$ the Boltzmann constant, and magnitude of CR flux in the $z$-direction, $F_{c,z}$. The scattering coefficient distribution closely follows the distribution of the background MHD quantities. In particular, $\sigma_{||}$ is relatively high (above $10^{-28}$ cm$^{-2}$ s) in hot, high-ionization regions and quite low (below $10^{-29}$ cm$^{-2}$ s) in cooler, neutral regions. The highest values of $\sigma_{||}$ are reached in intermediate-density regions at the interface between neutral and ionized gas. The main evidence that emerges from a visual comparison between the three figures is that the value of $\sigma_{||}$ is overall higher in R2 and R4 than in R8. We refer to Section 3.2 for a detailed analysis of $\sigma_{||}$ as a function of gas density.

The qualitative distribution of CR pressure is overall similar in the three models: CRs accumulate in high-density regions, where the relatively-low gas velocities ($v < 50$ km s$^{-1}$) do not foster their removal, while CRs in regions with hot and fast-moving winds ($v \gg 100$ km s$^{-1}$) are rapidly advected away from the mid-plane. One can note that the CR-flux streamlines mostly align with the velocity streamlines in regions with hot winds, meaning that CRs coupled to the hot gas escape the disk through these “chimneys.” Also, all models are characterized by extremely uniform CR pressure in high-density regions, where the very low scattering coefficient makes diffusion effective in smoothing out CR inhomogeneities. Although the three models share these qualitative features, the quantitative value of $P_c$ and $F_{c,z}$ increases from R8 to R4 to R2, as a consequence of the increasing the SFR ($P_c \propto Q \propto \dot{N}_{SN} \propto \Sigma_{SFR}$ – see Equation 8). We shall come back to this point in the next section.

### 3.1. Cosmic-ray pressure

In all the TIGRESS simulations, the overall system reaches a quasi-steady state (see Section 2.1 and also Kim et al. 2020c; Vijayan et al. 2020). Hereafter, we therefore focus on the analysis of CR properties averaged over time rather than at a single time, so that we can study mean trends. For each TIGRESS model, we use all the post-processed snapshots to construct temporally-averaged quantities.

In Figure 4, the purple lines show the horizontally- and temporally-averaged vertical profiles of CR pressure $P_c$ in the three different galactic environments. In all models, the CR pressure peaks in the mid-plane, mostly occupied by slow-moving dense gas, and decreases at higher $z$. For comparison, the gray lines indicate the vertical profiles of thermal pressure $P_t$, (averaged) vertical kinetic pressure $P_{k,z} = \rho v^2_c$, and vertical magnetic stress $P_{m,z} = (B_z^2 + B_x^2 - B_y^2)/8\pi$, with $v_c$ the gas velocity in the vertical direction, and $B_x$, $B_y$, $B_z$ the magnetic field components along the $x$-, $y$- and $z$-directions, respectively. Both CR and MHD pressures decrease going from R2 to R4 to R8. The overall reduction in pressure is due to the decrease in the feedback energy injection rate (per unit area) from R2 to R4 to R8 as $\Sigma_{SFR}$ decreases. However, the ratio between $P_c$ and $P_{k,z}$ (or $P_t$) increases from R2 to R4 to R8. Near the midplane, thermal, kinetic and CR pressures are in equipartition in R2, while the CR pressure is more than a factor of two higher than the other pressures in R8.

In steady state, thermal, kinetic, and magnetic pressure components in the ISM are set by balancing energy gains from star formation feedback and energy losses due to dissipative processes (Ostriker et al. 2010; Ostriker & Shetty 2011; Kim & Ostriker 2015). The efficiency of star formation feedback can be measured through so-called “feedback yields” $\Upsilon$, defined as the ratios between midplane pressure components and SFR surface density $\Sigma_{SFR}$ (note that Kim et al. 2011, 2013, instead used the notation $\eta$ for the yield). The ratios among the individual pressure components therefore reflects the relative feedback yields. Analysis of the full set of TIGRESS models from Kim et al. (2020a) shows that the ther-
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4 We note that scale shown for the CR pressure is cm$^{-3}$ K to enable straightforward comparison to MHD pressures; the CR energy density in eV cm$^{-3}$ can be obtained by multiplying by a factor $8.6 \times 10^{-3}$. Similarly, the CR flux, shown in units erg kpc$^{-2}$ yr$^{-1}$, can be converted to eV cm$^{-2}$ km s$^{-1}$ by multiplying by $2.1 \times 10^{-44}$. 
In Table 2, we list the mean values of some quantities that are important in regulating the distribution of CRs. First, for each TIGRESS model, we calculate time-averaged sink/source energy terms. These consist of integrals over the whole simulation domain of the energy source terms, followed by averages over snapshots. The total CR energy injected per unit time, \( E_{\text{inj}} \), is the integral of \( Q \) (Equation 8). The total rate of CR energy losses due to collisions is the integral of \( -\Delta E_{\text{coll}}(E) n_H c \) (Equation 9). From the RHS of Equation 1, the energy gain of CRs (or loss if negative) from adiabatic work done by the gas flow is the integral of \(-\mathbf{v} \cdot \mathbf{d}_{\text{tot}} \cdot (F_c - 4/3v_c c)\), while the CR energy loss due to CR steaming is \(-\mathbf{v}_s \cdot \mathbf{d}_{\text{tot}} \cdot (F_c - 4/3v_c c)\) (streaming always drains energy from CRs based on the definition in Equation 3). The CR energy injected per unit time per unit area \( E_{\text{inj}} \) is \(1.19 \times 10^{48} \text{ erg kpc}^{-2} \text{ yr}^{-1} \) for R2, \(2.19 \times 10^{47} \text{ kpc}^{-2} \text{ yr}^{-1} \) for R4 and \(5.56 \times 10^{45} \text{ kpc}^{-2} \text{ yr}^{-1} \) for R8.

In Table 2, we report the fractional collisional loss \( f_{\text{Coll}} \), the fractional streaming loss \( f_{\text{Stream}} \), and the fractional gain from the gas work \( f_{\text{Adiab}} \), where each is defined as a ratio of the term written above to the respective input energy. In all cases, we find that the rate of work exchange is positive, meaning that on average the gas is doing work on the CR population, and the fractional exchange does not vary much for different models. The fraction of energy lost to collisions decreases by a factor of two from model R2 to R8, the fractional streaming loss decreases by 5%, while the fractional work gain decreases by 18%. We note that the fraction of the original energy that escapes as a wind may be expressed as \( f_{\text{wind}} = 1 + f_{\text{Coll}} + f_{\text{Stream}} + f_{\text{Adiab}} \), which is in the range \( \sim 0.4 - 0.5 \).

Overall, the CR population is losing energy within the ISM in all models. This fractional loss relative to the input is roughly similar for the three models: \( f_{\text{tot}} = f_{\text{Coll}} + f_{\text{Stream}} + f_{\text{Adiab}} \) is \(-0.53 \) for R2, \(-0.58 \) for R4, and \(-0.50 \) for R8. This result suggests that the different CR pressure relative to the MHD pressures cannot be explained by different fractional losses in the three environments. The difference must therefore owe to differences in CR transport.

To investigate the differences in transport for different environments, we start with an idealized “average” vertical diffusion equation that relates CR pressure to CR flux,

\[
P_c(0) \equiv H_{c, \text{eff}} \frac{F_{c,z}}{\kappa_{c, \text{eff}}} \tag{18}
\]

with \( P_c(0) \) the measured midplane pressure, \( H_{c, \text{eff}} \) an effective CR scale height (measured in the simulation through a linear fit of \( \ln P_c(z) \) vs. \( z \) within 1.5 kpc), \( F_{c,z} \) the vertical CR flux measured at \( |z| = H_{c, \text{eff}} \), and \( \kappa_{c, \text{eff}} \equiv c_{s, \text{eff}}^{-1} \) an effective diffusion coefficient that is defined by this equation. All quantities for each model, using time-averaged CR profiles, are listed in Table 2.

In the case of negligible losses, the average vertical flux of CR energy above the SN input layer would be \( 0.5 m_\odot E_{\text{SN}} \Sigma_{\text{SFR}} / m_* \), where \( m_* \) is the total mass of new stars per supernova (95.5M_\odot) in Kim & Ostriker 2017.
from a Kroupa IMF. In our models, losses are on average not negligible (see above). Nevertheless, we note that the value of $F_{\mathrm{c, x}}$ computed at $|z| = H_{\mathrm{c, eff}}$ is not so different from the flux we would obtain in the absence of losses $(\sim 0.5 \dot{E}_{\mathrm{inj}}/(L_\nu L_\nu) = 0.5 \epsilon_c E_{\Sigma SFR}/m_\star)$. This differs by a factor of 1.14, 1.16, 0.93 for model R2, R4, R8, respectively. From a detailed examination of the simulations, we find that the largest gain of energy from the gas comes from the disk region $(|z| < H_{\mathrm{c, eff}})$ at interfaces where hot gas is expanding at high velocity into warm/cold gas where CR densities are high. At the same time, most of the collisional losses and about 50% of the streaming losses happen within $|z| < H_{\mathrm{c, eff}}$. Energy losses are therefore balanced by energy gains at low latitudes. In the coronal region, where the wind term becomes negligible, streaming energy losses lead to a factor $\sim 2$ drop in the CR flux relative to the input value.

The values of $H_{\mathrm{c, eff}}$ and $\kappa_{\mathrm{eff}}$ are listed in Table 2. The effective scale heights differ by at most a factor of 1.5 for the three models, and no clear trend with $\Sigma_{\text{SFR}}$ is present. On the other hand, $\kappa_{\text{eff}}$ decreases from R2 to R4 to R8, meaning that the transport of CRs becomes less effective with decreasing $\Sigma_{\text{SFR}}$. The larger CR pressure relative to the MHD pressure in model R8 can therefore be attributed primarily to its lower $\kappa_{\text{eff}}$, and secondarily to its larger $H_{\text{c, eff}}$. Here it is important to note that the effective diffusion coefficient defined in Equation 18 may be different from the actual diffusion coefficient $(\kappa_l \equiv \sigma_{ll}^{-1})$, as $\kappa_{\text{eff}}$ encodes the effects of advection and streaming, in addition to diffusion. In Section 3.2 and Section 3.3, we shall analyse the individual contribution of advection, streaming and diffusion to the propagation of CRs. There, we shall show that the main reason $\kappa_{\text{eff}}$ is lower in model R8 is the lower advection speed in hot gas.

Finally, we derive an expression for the CR feedback yield, $\Upsilon_c$, as a function of $H_{\text{c, eff}}$ and $\kappa_{\text{eff}}$. Since $F_{\text{c, x}} \approx 0.5 \epsilon_c E_{\Sigma SFR}/m_\star$ at $|z| = H_{\text{c, eff}}$, we can write the CR feedback yield as

$$\Upsilon_c \equiv \frac{P_c(0)}{\Sigma_{SFR}} \sim \frac{1}{2} \frac{\epsilon_c}{\kappa_{\text{eff}}} \frac{E_{\Sigma SFR}}{m_\star}. \quad (19)$$

The values of $\Upsilon_c$, as well as the ratio between CR and kinetic feedback yields ($\Upsilon_c/\Upsilon_k = P_c(0)/P_k(0)$), are listed in Table 2. While both CR and kinetic feedback yields increase from R2 to R4 to R8, the former increase is larger ($\Upsilon_c \propto \Sigma_{SFR}^{0.20}$, $\Upsilon_k \propto \Sigma_{SFR}^{-0.09}$). It is worth recalling, however, that there is more than two orders of magnitude reduction in $\Sigma_{SFR}$ from R2 to R8.

It is important to note that it is the difference $\Delta P$ between midplane pressures and pressures at the top of the atomic/molecular layer, rather than midplane pressure $P(0)$ itself, that contributes to the vertical support of the ISM against gravity. We compute the differences $\Delta P$ in Section 4.1 and we show that $P_c(0) \gtrsim P_{k, x}(0)$ does not necessarily imply $\Delta P_c \gtrsim \Delta P_{k, x}$.

### 3.2. Diffusion coefficient

In the previous section, we have seen that the effective diffusion coefficient increases with the SFR surface density. The effective diffusion coefficient must be understood as a measurement of the efficiency of CR propagation, including not only CR diffusion, but also advection and streaming. Hence, higher $\kappa_{\text{eff}}$ does not necessarily mean stronger CR diffusivity.

Figure 5 shows the weighted mean of the actual diffusion coefficient $\kappa_l$ as a function of $|z|$ averaged over time. At a given $z$, $\langle \kappa_l \rangle$ is defined as:

$$\langle \kappa_l \rangle (z) = \frac{\int \int \kappa_l(x, y, z) |\nabla P_{c, l}(x, y, z)| dx dy}{\int \int |\nabla P_{c, l}(x, y, z)| dx dy}. \quad (20)$$

Table 2. Comparison of properties related to CR distribution

| Model | $f_{\text{Coll}}$ | $f_{\text{Stream}}$ | $f_{\text{Adiab}}$ | $f_{\text{tot}}$ | $P_e(0)/k_B$ | $F_{\text{c, x}}(|z| = H_{\text{c, eff}})$ | $H_{\text{c, eff}}$ | $\kappa_{\text{eff}}$ | $|v|$ | $|v_{\text{A, i}}|$ | $\Upsilon_c$ | $\Upsilon_c/\Upsilon_k$ |
|-------|------------------|------------------|------------------|------------------|----------------|----------------------|----------------|----------------|------|-------------|-------------|--------------|
| R2    | -0.42            | -1.40            | 1.29             | -0.53            | 8.87 x 10^5   | 5.20 x 10^{27}  | 0.61            | 2.75 x 10^{28} | 320  | 110         | 185         | 1.16          |
| R4    | -0.33            | -1.37            | 1.12             | -0.58            | 3.01 x 10^5   | 9.41 x 10^{26}  | 0.56            | 1.30 x 10^{28} | 205  | 30          | 346         | 1.86          |
| R8    | -0.21            | -1.33            | 1.05             | -0.50            | 1.57 x 10^4   | 2.99 x 10^{25}  | 0.81            | 1.14 x 10^{28} | 105  | 30          | 570         | 2.25          |

Notes: Columns: (1) Model name; (2) collisional loss relative to the injected energy; (3) streaming loss relative to the injected energy; (4) energy gained from the gas relative to the injected energy; (5) net loss relative to the injected energy; (6) CR pressure at the midplane; (7) horizontally-averaged vertical CR flux measured at $z = H_{\text{c, eff}}$; (8) effective CR scale height; (9) effective diffusion coefficient calculated at $z = H_{\text{c, eff}}$; (10) volume-weighted magnitude of gas-advection velocity; (11) volume-weighted magnitude of ion Alfvén speed; (12) CR feedback yield; (13) ratio between CR and kinetic feedback yields (Equation 19).
where the weight $\nabla P_c \parallel \equiv |\mathbf{B} \cdot \nabla P_c|$ is the CR pressure gradient parallel to the magnetic field direction. In steady state, the RHS of Equation 20 can be written as the ratio between the moduli of the volume-weighted mean diffusive flux (in steady state $F_{d,\|} = -\nabla P_{c,\|}/\sigma_{\|} = -\kappa_{\|} \nabla P_{c,\|}$, see Equation 6) and the volume-weighted mean CR pressure gradient along the magnetic field lines. Figure 5 shows that, in all cases, $\kappa_{\|}$ decreases with $|z|$ at low latitudes, while having a roughly constant value in the coronal region. As we shall see below, diffusion is particularly effective in the denser neutral gas, which is mostly located in the galactic disk (see also the distribution of $\sigma_{\|}$ in Figure 1-2-3). This explains why $\langle \kappa_{\|} \rangle$ is larger near the midplane, while it decreases with $|z|$ as the average gas density decreases. R8 exhibits the highest values of $\kappa_{\|}$ near the disk ($|z| \lesssim 0.5$ kpc), thus explaining the fact that the CR scale height is slightly larger for this model compared to the other two (see Table 2) – the distribution of CRs is more extended due to stronger diffusion.

In Figure 5, the dotted vertical line and the dashed horizontal line respectively indicate the effective scale height and the value of the effective diffusion coefficient at $|z| \simeq H_{c,\text{eff}}$ for a given model. The effective diffusion coefficient is always higher than the actual diffusion coefficient at $|z| \simeq H_{c,\text{eff}}$, confirming that other mechanisms, in addition to diffusion, are at play to foster the transport of CRs out of the disk. The difference between effective and actual diffusion coefficient at $|z| \simeq H_{c,\text{eff}}$ is smaller in R8 compared to R2 and R4, suggesting that diffusion plays a larger role in the former model.

We point out that, in all models, $\nabla P_{c,\|}$ is almost one order of magnitude lower than $|\nabla P_c|$, meaning that the magnetic field lines are mostly tangled or not aligned with the CR pressure gradients. If we neglected the real structure of the magnetic field and assumed open magnetic field lines parallel to the large-scale CR pressure gradient, $\kappa_{\|}$ ($\propto \nabla P_{c,\|}$, see Equation 16 and Equation 17) would be lower than what we found in this work.

For a better understanding of the importance of diffusion in the three different environments, in the left panel of Figure 6, we show the temporally-averaged median value of the scattering coefficient $\sigma_{\|} \equiv 1/\kappa_{\|}$ as a function of hydrogen density. The overall profiles are similar in the three models: $\sigma_{\|}$ slowly increases with $n_H$ at low densities, where the gas is well ionized and nonlinear Landau damping dominates, while $\sigma_{\|}$ rapidly decreases at high densities, where the gas is mostly neutral and ion-neutral damping becomes stronger than nonlinear Landau damping (see Armillotta et al. 2021 for a detailed explanation of the dependence of $\sigma_{\|}$ on $n_H$).

More specifically, in R2 $\sigma_{\|}$ goes from a few times $10^{-28}$ cm$^{-2}$ s at $n_H \simeq 10^{-4}$ cm$^{-3}$ to $\simeq 10^{-27}$ cm$^{-2}$ s at $n_H \simeq 10^{-1}$ cm$^{-3}$ and decreases at higher densities, becoming $\lesssim 10^{-31}$ cm$^{-2}$ s at $n_H \simeq 10^{2}$ cm$^{-3}$; in R4 $\sigma_{\|}$ goes from a few times $10^{-28}$ cm$^{-2}$ s at $n_H \simeq 10^{-4}$ cm$^{-3}$ to $\simeq 10^{-27}$ cm$^{-2}$ s at $n_H \simeq 10^{-1}$ cm$^{-3}$ and then decreases down to $\simeq 10^{-32}$ cm$^{-2}$ s at $n_H \simeq 10^{2}$ cm$^{-3}$; in R8 $\sigma_{\|}$ goes from $\simeq 10^{-28}$ cm$^{-2}$ s at $n_H \simeq 10^{-4}$ cm$^{-3}$ to $\lesssim 10^{-27}$ cm$^{-2}$ s at $n_H \simeq 10^{-2}$ cm$^{-3}$ and decreases at higher densities, assuming a value $\simeq 10^{-33}$ cm$^{-2}$ s at $n_H \simeq 10^{2}$ cm$^{-3}$. At the average ISM density ($n_H \simeq 7.7/1.4/0.86$ cm$^{-3}$ for R2/R4/R8, see Table 1), the average scattering coefficient is $\simeq 4 \times 10^{-30}$, $\simeq 4 \times 5 \times 10^{-30}$, and $\simeq 10^{-31}$ cm$^{-2}$ s for R2, R4, and R8, respectively.
Two main differences emerge from the comparison between the three models. First, the turnover happens at different densities: at \( n_H \approx 10^{-2} \text{ cm}^{-3} \) for R8 and at \( n_H \approx 10^{-1} \text{ cm}^{-3} \) for R2 and R4. Regardless of the model, gas becomes fully ionized at temperatures above a few times \( 10^4 \text{ K} \) (Sutherland & Dopita 1993). As the average thermal pressure increases, the average density corresponding to the transition temperature between partially- versus fully-ionized regime increases from R8 to R4 to R2. The second difference in the scattering coefficient-density relation is that the value of \( \sigma_{\parallel} \) at a given \( n_H \) increases going from R8 to R2, especially in the high-density regime. This difference can be mainly attributed to the different CR pressure gradients in the three models (see Equation 16 and Equation 17). The value of \( \sigma_{\parallel} \) is proportional to \( (|\mathbf{B} \cdot \nabla P_e|)^{1/2} \) at low densities and to \( |\mathbf{B} \cdot \nabla P_e| \) at high densities. As a consequence of the increasing CR pressure (see Figure 4), the CR pressure gradient generally increases from R8 to R4 to R2. We note however that, even thought \( P_e \) is larger in R2 than in R4, the scattering coefficient is roughly similar in the two models. As we shall see in the next section, both advection and streaming are more effective in R2 than in R4, especially in low-density gas. The more effective transport makes the CR pressure gradients in the magnetic field direction smaller in R2 compared to R4.

From Figure 6 we see that the environment of the R8 model, with lower density and star formation rate, is characterized by an overall higher physical diffusivity (lower scattering rate and longer mean free path at a given density) than the other models. The differences are most pronounced at high density, and the midplane region in Figure 5 indeed shows the highest mean \( \kappa_{\parallel} \) for model R8, with fairly similar high-latitude \( \kappa_{\parallel} \) in all models.

Finally, in the right panel of Figure 6, we show the temporally-averaged CR mean free path as a function of hydrogen density. The mean free path \( \lambda_c \) is calculated as \( (v_p \sigma_{\parallel})^{-1} \), where \( v_p \) is the CR velocity. The mean free path distribution reflects the scattering coefficient distribution. At low densities in ionized gas, where scattering is strong, the mean free path decreases from \( \lambda_c \approx 0.01 - 0.03 \text{ pc} \) (\( \lambda_c \approx 0.07 - 0.08 \text{ pc} \)) at \( n_H = 10^{-4} \text{ cm}^{-3} \) to \( \lambda_c \approx 0.005 - 0.006 \text{ pc} \) (\( \lambda_c \approx 0.01 - 0.02 \text{ pc} \)) at \( n_H \approx 10^{-1} \text{ cm}^{-3} \) in R2 and R4 (R8). At higher densities, the mean free path quickly increases as the scattering coefficient decreases in denser, neutral gas. At \( n_H \approx 10^2 \text{ cm}^{-3} \) – the characteristic density of cold atomic and diffuse molecular clouds – \( \lambda_c \approx 2 \times 10^2 \text{ pc} \) in R2, \( 5 - 6 \times 10^2 \text{ pc} \) in R4, and \( \approx 10^4 \text{ pc} \) in R8. With a mean free path in the cold dense gas comparable to or larger than the size of individual clouds (\( \approx 10 - 10^2 \text{ pc} \)), CRs can freely stream across them. In Armillotta et al. (2021), we found that, when scattering perpendicular to the magnetic field is neglected, the scattering coefficient increases by more than one order of magnitude at very high densities. Therefore, the actual value of \( \lambda_c \) at in cold, dense gas may be higher or lower than the one shown in Figure 6 depending on whether the actual perpendicular scattering coefficient is lower or higher than the one assumed in this work (\( \sigma_{\perp} = 10 \sigma_{\parallel} \)). Nevertheless, the conclusion that CRs would freely stream across dense, cold clouds is insensitive to the treatment of perpendicular diffusion since waves are strongly damped (see also Plotnikov et al. 2021) and magnetic fields are too strong to be tangled.

### 3.3. Role of streaming, diffusive and advective transport

In the previous section, we have seen that diffusion is overall more effective in R8 than in the other two models, based on its lower scattering rates. This result at first may seem to conflict with our previous finding showing that the total propagation efficiency decreases going from R2 to R8 (as quantified by the decrease in \( \kappa_{\text{eff}} \) and increase in \( \Upsilon_c \) shown in Table 2). To understand the different transport efficiencies in the three models, we now investigate the contribution of advection and streaming, in addition to diffusion.

Figure 7 shows the volume-weighted (red histograms) and mass-weighted (blue histograms) probability distributions of the gas advection speed, the Alfvén speed, and the diffusion speed (see Equation 7) for the three models (see also volume-weighted mean values in Table 2). For all models, when volume-weighted the transport of CRs is mostly through advection, as the gas velocity dominates over the other relevant velocities in hot, low-density, well ionized regions which occupy most of the volume. In contrast, if we consider the mass-weighted distributions, both diffusion and streaming transport dominate over advection. In higher-density regions containing most of the gas mass, the ion Alfvén speed is higher than the gas flow speed (see Figure 1-2-3). Moreover, the very low values of the scattering coefficient in poorly ionized gas (see Figure 6) makes CR diffusion quite strong.

Comparing the distribution of individual propagation-velocity components, we can note some relevant differences among the three models. First, both the volume-weighted and the mass-weighted distribution shift towards higher velocity values going from R8 to R4 to R2: the median value of the volume-weighted distribution increases by a factor of \( \sim 2 \), while the median value of the mass-weighted distribution increases by a factor of \( \sim 3 \). This implies that on average the gas velocity increases with the SFR both in hot low-density regions and in warm/cold high-density regions. As advection is the dominant mechanism of CR propagation at least in the volume-filling low-density gas, this result explains why the efficiency of CR propagation increases from R8 to R4 to R2.
We can conclude that the propagation of CRs out of the
galactic disk becomes more and more effective going
from R8 to R2 mostly because the gas advection velocities
become higher and higher, especially in hot gas.
At the same time, the denser poorly-ionized gas that
makes up most of the mass is dominated by diffusion.
Meanwhile, ion Alfvén speeds exceed advection speeds
in the higher-density poorly-ionized gas and exceed dif-
fusion speeds in the low-density well-ionized gas. Thus,
in well-ionized hot gas, diffusion is always quite small
and CRs are transported by a combination of advection
( primary) and Alfvénic streaming (secondary), while in
poorly-ionized dense gas the CRs are very strongly diffu-
sive. The effect of all three transport mechanisms must
therefore be considered to understand the relation be-
tween CR pressure in the disk and SFR surface density.

4. PREDICTIONS FOR THE DYNAMICAL
EFFECTS OF COSMIC RAYS

Although the back-reaction of thermal gas and mag-
netic field to the CR pressure cannot be directly studied
in this work, we can use the distribution of CR pressure
inferred from our post-processed simulations to make
predictions about the dynamical effect of CRs in galax-
ies. In the following, we investigate the potential impact
of CRs on the dynamics of the ISM gas overall, as well
as individual thermal phases. We define three different
gas phases based on temperature: warm (5050 K < T <
2 × 10^4 K), intermediate (2 × 10^4 K < T < 5 × 10^5 K),
and hot (T > 5 × 10^5 K) phase.

4.1. Momentum Flux and Weight

In the presence of CRs, the gas-momentum equation
becomes (e.g. Jiang & Oh 2018):
\[
\frac{\partial (\rho v)}{\partial t} + \nabla \cdot (\rho v v + P I + B^2 I - B B) = -\rho \nabla \Phi_{\text{tot}} + \sigma_{\text{tot}} \cdot \left( F_c - \frac{4}{3} c_v v \right),
\]  
\[(21)\]
where for our simulations \(\Phi_{\text{tot}}\) is given by the sum due to the “external” gravitational potential from the old stellar disk and dark matter halo plus the gravitational potential of the gas obtained by solving Poisson’s equation (see Kim & Ostriker 2017). The term \(\sigma_{\text{tot}} \cdot \left( F_c - \frac{4}{3} c_v v \right)\) represents the force exerted from the CR population on the thermal gas.

We now focus on the momentum equation in the z di-
rection, considering a shearing-periodic box and taking
horizontal and temporal averages. We formally separate
the terms from different thermal phases and sum over
them, obtaining the following equation for the vertical
momentum of gas:
\[
\sum_{\text{ph}} \left( \frac{\partial}{\partial t} \langle \rho v_z \rangle \right)_{\text{ph}} + \frac{d}{dz} \sum_{\text{ph}} \langle P_{k,z} + P_t + P_{m,z} \rangle_{\text{ph}} \\
+ \frac{d}{dz} \sum_{\text{ph}} \langle P_c \rangle_{\text{ph}} = -\sum_{\text{ph}} \left( \rho \frac{\partial}{\partial z} \Phi_{\text{tot}} \right)_{\text{ph}}.
\]  
\[(22)\]
Here, \(\langle q \rangle_{\text{ph}}\) is the average over time of \(\bar{q}_{\text{ph}}(z; t)\), the hori-
zontal average of a quantity \(q\) for a given thermal phase
at height \(z\), defined as
\[
\bar{q}_{\text{ph}}(z; t) = \frac{\int_{x,y} q(x, y, z; t) \Theta_{\text{ph}}(T) \Delta x \Delta y}{L_x L_y},
\]  
\[(23)\]
with \(\Theta_{\text{ph}}(T)\) the top-hat function that returns 1 for gas
at temperatures within the temperature range of each
Figure 7. Temporally-averaged volume-weighted (red histograms) and mass-weighted (blue histograms) probability distribution of gas velocity $|v|$ (left column), ion Alfvén speed $|v_{A,i}|$ (middle column), and diffusion velocity $|v_d|$ (right column) for the R2 (top row), R4 (middle row) and R8 (bottom row) models. The red and blue dashed lines indicate the median values of the volume-weighted and mass-weighted distributions, respectively.
phase (ph = warm, intermediate, or hot) or 0 otherwise. In Equation 22, we have assumed that the time-dependent term in Equation 2 is on average negligible, so that \( \langle \dot{\rho}_s \rangle (\mathbf{F}_c - 4/3c_s v) \) reduces to \(- \langle \nabla P_c \rangle \). From Equation 22, \( F_{\text{MHD}, \text{ph}}(z) \equiv \langle P_{\text{c,ph}} + P_t + P_{\text{m,ph}} - 4/3c_s^2 v_z \rangle \) is the contribution to the momentum flux from the MHD pressures of gas in a given phase, while \( F_{\text{c,ph}}(z) \equiv \langle P_c \rangle \) is the contribution to the momentum flux from CRs located with that gas phase. We note that the contribution to the momentum flux from each phase is equal to the area filling factor of that phase (at a given \( z \)) times the mean pressure of gas in that phase.

Equation 22 is a function of \( z \), and we may therefore integrate from either the top or bottom of the simulation domain to an arbitrary height \( z \). In this way, we express the momentum equation in terms of momentum flux differences across the ISM and the weight of gas (see Kim & Ostriker 2015; Vijayan et al. 2020):

\[
- \sum_{\text{ph}} \langle \dot{\rho}_s \rangle_{\text{ph}}(z) + \sum_{\text{ph}} \Delta \bar{\rho}_{\text{MHD,ph}}(z) + \sum_{\text{ph}} \Delta \bar{\rho}_{\text{c,ph}}(z) = \sum_{\text{ph}} W_{\text{ph}}(z) .
\]  

(24)

Here, \( \langle \dot{\rho}_s \rangle_{\text{ph}}(z) \) is the volume-integrated rate of change in \( z \)-momentum normalized to the area of the horizontal plane,

\[
\langle \dot{\rho}_s \rangle_{\text{ph}}(z) = \int_{z}^{L_z/2} \langle \frac{\partial}{\partial t} (\rho v_z) \rangle_{\text{ph}} \, dz',
\]  

(25)

\( W_{\text{ph}}(z) \) is the gas weight in a given phase above \( z \), and

\[
W_{\text{ph}}(z) = \int_{z}^{L_z/2} \langle \rho \frac{\partial \Phi_{\text{tot}}}{\partial z} \rangle_{\text{ph}} \, dz'.
\]  

(26)

The differences

\[
\Delta \bar{\rho}_{\text{MHD,ph}}(z) \equiv F_{\text{MHD,ph}}(z) - F_{\text{MHD,ph}}(\pm L_z/2)
\]  

(27)

and

\[
\Delta \bar{\rho}_{\text{c,ph}}(z) \equiv F_{\text{c,ph}}(z) - F_{\text{c,ph}}(\pm L_z/2)
\]  

(28)

can be considered the MHD and CR vertical “support against” or “counteraction of” gravity. The former terminology is perhaps more appropriate for a quasi-hydrostatic region, while the latter may be more suited to a wind acceleration region.

In the TIGRESS simulations, the system is in quasi-steady state, meaning that \( \sum_{\text{ph}} \langle \dot{\rho}_s \rangle_{\text{ph}}(z) \approx 0 \), and CRs are not included. Hence, Equation 24 reduces to:

\[
\sum_{\text{ph}} \Delta \bar{\rho}_{\text{MHD,ph}}(z) = \sum_{\text{ph}} W_{\text{ph}}(z) .
\]  

(29)

We compute the value of each term in Equation 24 using our post-processed simulations for the three galactic environments investigated in this paper. For each model, Figure 8 displays the MHD vertical support, the (potential) CR vertical support, and the weight of the total gas as a function of \( z \); we do not show \( \sum_{\text{ph}} \langle \dot{\rho}_s \rangle_{\text{ph}} \) as its value is negligible. In each model, the MHD vertical support, \( \Delta \bar{\rho}_{\text{MHD}} \equiv \sum_{\text{ph}} \Delta \bar{\rho}_{\text{MHD,ph}} \), fairly closely follows the gas weight, \( W \equiv \sum_{\text{ph}} W_{\text{ph}} \), thus confirming that Equation 29 holds in the TIGRESS simulations (see Vijayan et al. 2020 for a more detailed analysis of the solar neighborhood model). Figure 8 shows flux differences and weights normalized to \( \langle \Sigma_{\text{SFR}} \rangle \), so that the midplane value is equivalent to the total feedback yield \( Y \); we note that this yield increases slightly from model R2 to R4 to R8 (see also Ostriker & Kim 2021, in prep.).

Figure 8 also shows that the momentum flux difference due to CRs, \( \Delta \bar{\rho}_{\text{C}} \equiv \sum_{\text{ph}} \Delta \bar{\rho}_{\text{C,ph}} \), is larger than the gas weight at most \( z \) away from the midplane — except in model R2 for the \( z > 0 \) region\(^5\), where \( \Delta \bar{\rho}_{\text{C}} \approx W \). Notably, the difference between \( \Delta \bar{\rho}_{\text{C}} \) and \( W \) at a given height increase from R2 to R4 to R8. This result suggests that the relative contribution of CRs to the vertical support against or counteraction of gravity might be more significant in environments with lower star formation.

In order to investigate the momentum flux further, in Figure 9 we show the horizontally- and temporally-averaged vertical profiles of individual pressure contributions to the momentum flux for each thermal phase separately (Equation 23). If we consider MHD pressures only, we can note that in the warm gas the vertical kinetic pressure is the largest contributor to the momentum flux at all \( z \). In the hot gas, the thermal pressure is the largest momentum flux component near the midplane, while at higher latitude, the thermal and kinetic pressures are comparable in the hot gas, having been accelerated by pressure gradients. At the midplane, the contributions from warm and hot gas to the total momentum flux are comparable. However, the contribution to total momentum flux from the warm gas drops more rapidly with \( z \) (due to the turnaround of the warm fountain flow) than the contribution from the hot gas. Above \( \sim 1 \) kpc the hot gas is the largest contributor to the total momentum flux.

If we now consider the CR momentum flux profile, we can see that the contribution from CRs associated with warm gas exceeds the contribution from CRs associated with hot gas up to \( |z| \sim 1–1.5 \) kpc, while the latter dominates at higher latitudes. At high \( z \), there is a relatively flat profile of \( \langle P_c \rangle_{\text{hot}} \). This suggests that the contribution of CRs in the hot gas to offsetting gravity — which is based on a momentum flux difference — is not more significant than the contribution of CRs in other phases of the gas. In the warm and intermediate-temperature gas,

\(^5\) Asymmetries in the CR distribution are due to the chaotic nature of the turbulent ISM, which results in different injection of CR energy above and below the plane.
In conclusion, our analysis suggests that the contribution of CRs to offsetting gravity in disks is likely irrelevant in environments with low star formation, and subdominant even in environments with higher star formation rates. The main reason is that waves are strongly damped in neutral gas so the CR pressure is highly uniform within the denser gas in the midplane region. By contrast, CRs could be more dynamically important at the interface between the mostly-neutral disk and the surrounding corona. In our present simulations, this region is characterized by very large CR pressure gradients, which in turn are a consequence of the primarily-horizontal magnetic field topology near the midplane that limits the propagation of CRs out of the disk (see Armillotta et al. 2021). It is likely, however, that the magnetic field topology would be different if the backreaction of the CR pressure on the gas were included. In particular, local instabilities near the disk-corona interface, or possibly even global instabilities, could cause the magnetic field lines to bend and open up (Parker 1969; Heintz et al. 2020). Rearrangement of the magnetic field topology would enable CRs to stream and diffuse away from the midplane, leading to a significant decrease in the CR pressure gradients at the disk-corona interface. While we can intuitively expect that the self-consistent state is likely to have both lower CR pressure at the

---

6 In the simulations, the regions at $|z| < 500$ pc contain almost 80% of the total gas mass.
Figure 9. Horizontally- and temporally-averaged vertical profiles of CR pressure $P_c$ (purple), thermal pressure $P_t$ (coral), kinetic pressure $P_{k,z}$ (turquoise) and magnetic stress $P_{m,z}$ (gold) divided by the temporally-averaged SFR surface density $\Sigma_{\text{SFR}}$. Each column indicates a different model: R2 (left column), R4 (middle column) and R8 (right column) models. Each row represents a different phase of the gas: from top to bottom warm ($T \leq 2 \times 10^4 \text{ K}$), intermediate ($2 \times 10^4 < T \leq 5 \times 10^5 \text{ K}$) and hot ($T > 5 \times 10^5 \text{ K}$) phase. The magnetic pressure profiles of the intermediate and hot phases, as well as the thermal pressure profile of the intermediate phase in R2, are not shown as their values are much lower than the other pressure components ($\langle P_{\text{inter.}} \rangle / \langle \Sigma_{\text{SFR}} \rangle \ll 1 \text{ km s}^{-1}$).
midplane and lower CR gradients at the disk-corona interface, testing this remains an important open question.

4.2. Transfer of momentum to the warm extra-planar gas

In the previous subsection, we introduced a formalism to analyze the contributions of the various terms that appear in the momentum equation based on a horizontal and temporal averages. We also quantitatively compared MHD and CR momentum flux terms to gravitational weight terms.

In this section, we focus on dynamics of the warm extra-planar gas (here defined as gas at $|z| > 0.5 \, \text{kpc}$) only. Explaining the high observed velocities of the warm component of galactic outflows is a longstanding theoretical issue, and various mechanisms have been proposed (see review by Veilleux et al. 2020). The hot gas accelerates under its own pressure gradients, and recent high resolution simulations of a starburst-driven wind have used passive scalars to show that momentum transfer from hot outflowing gas to cooler, denser clouds in a wind can be accomplished by mixing and subsequent cooling, enabling the cooler gas to reach velocities up to 600 km s$^{-1}$ (Schneider et al. 2020). The TIGRESS simulations represent more normal star-forming disks rather than starbursts, and in this case previous analyses have also shown that the warm phase gains considerable momentum flux from the hot phase as gas flows away from the disk (Kim et al. 2020a; Vijayan et al. 2020). In principle, additional momentum could be transferred from CRs to the warm gas, which would augment the momentum transfer from hot gas. In the following, we estimate the potential gain of momentum flux from the CR population in comparison to the gain of momentum flux from the hot phase.

To quantify the exchange of momentum flux between different gas phases and between gas and CRs outward along the vertical direction, we integrate Equation 22 from an initial height $z_i$ to an arbitrary height $z$ and separate the contribution of different phases:

$$
\Delta_x F_{\text{MHD}, w}(z) - \Delta_x W_w(z) = - \Delta_x F_{\text{MHD}, h}(z) - \Delta_x F_c(z). \tag{30}
$$

Here, the gas weight $W$ is defined by Equation 26, the momentum flux and weight differences are defined as $\Delta_x q \equiv q(z) - q(z_i)$, and $F_c(z)$ is a sum over CRs in all thermal phases. In Equation 30, we retain only the weight term from warm gas as it dominates ($\Sigma_{\text{ph}} W_{\text{ph}} \approx W_w$), and we have dropped contributions from the intermediate-temperature phase to the MHD momentum flux difference since these are small ($|\Delta_x F_{\text{MHD}, i}| \ll |\Delta_x F_{\text{MHD}, w+h}|$; see Figure 9 and also Vijayan et al. 2020).

The LHS of Equation 30 can be understood as the “net” momentum flux difference of the warm gas that arises from interactions. The momentum flux in warm gas tends to decreases as the flow moves outward, $\Delta_x F_{\text{MHD}, w}(z) < 0$, simply because it must climb out of the gravitational potential, with $\Delta_x \mathcal{V}_w(z) < 0$ quantifying the corresponding gravitationally-induced loss of momentum flux. In the absence of CRs, the LHS and the RHS of Equation 30 would individually be equal to zero if there were no exchange of momentum between hot and warm phases. However, this is not the case in the TIGRESS simulations: the momentum flux of the hot gas decreases outward ($F_{\text{MHD}, h}(z) < 0$) as a consequence of transferring momentum to the warm gas, with the LHS of Equation 30 positive.

In Figure 10, we display for each model the vertical profile of $\Delta_x (F_{\text{MHD}, w} - W_w)$ as measured directly from the TIGRESS simulation in the absence of CRs, with increase toward larger $z$ due to momentum transfer from hot gas. We also show the profile $-\Delta_x F_c(z)$ of the CR momentum flux change with height as measured from the post-processed simulations. The latter corresponds to momentum flux that could in principle have been gained by the warm gas if the back-reaction were included, according to Equation 30. Thus, by adding these two terms we obtain a “virtual” profile of the momentum flux in the warm medium, shown with a dashed curve for each of the three TIGRESS models. To normalize, each profile is divided by the MHD momentum flux at $z = z_i$.

Figure 10 shows that from the original TIGRESS MHD simulation (without CRs), the normalized momentum flux increase is enhanced from R8 to R4 to R2. That is, the fractional gain in momentum flux due to transfer from the hot to the warm phase is larger for higher $\Sigma_{\text{SFR}}$. From $z = 1.0 \, \text{kpc}$ to $z = 1.8 \, \text{kpc}$, the warm phase gains about 0.5, 1, and 2 times the original momentum flux in R8, R4, and R2, respectively. In contrast, the magnitude of momentum flux transfer from the CRs is higher at low $\Sigma_{\text{SFR}}$, dropping from R8 to R4 to R2 (see also Section 4.1). Quantitatively, the change in $F_c$ from $z = 0.5 \, \text{kpc}$ to $z = 1.8 \, \text{kpc}$ is about 6, 5, and 4 times the original momentum flux in model R8, R4, and R2, respectively. The dashed lines in Figure 10 displaying “virtual” momentum flux profiles for warm gas show that the potential CR effect in model R8 is much more significant than in model R4. Quantitatively, the momentum flux increase accounting for CRs could be as large as a factor of 12, 6, or 3 compared to the increase due to the hot gas interaction alone in model R8, R4, or R2, respectively. We note, however, that these values should be considered upper limits, since in fact not all of the CR momentum would be transferred to the warm gas.

In conclusion, this analysis shows that the impact of CRs on the dynamics of the warm extra-planar gas is potentially important in all the environments investigated in this paper. However, compared to the momentum flux gained from the hot and fast-moving gas, the potential enhancement from CRs is much greater in en-
environments with relatively low $\Sigma_{\text{SFR}}$. In other words, CRs may have the most impact to launching of warm outflows in relatively quiescent environments.

4.3. Cosmic rays in extra-planar clouds

In our TIGRESS simulation, warm gas structures are resolved in the extra-planar region, where they are surrounded by (faster-moving) low-density, hot gas (see Figure 1-2-3). It is interesting to use our post-processed CR distribution to estimate the acceleration that a given cloud might experience as a result of CR pressure forces. For this exercise, we focus on the R8 simulation modeling the solar neighborhood environment, where CRs are expected to give a more relevant contribution to the cloud dynamics (see Section 4.2).

Figure 11 and Figure 12 show the results of this analysis for two clouds: the cloud of Figure 11 is extracted from a snapshot representative of an outflow-dominated period, while the cloud of Figure 12 is extracted from a snapshot representative of an inflow-dominated period. In both plots, the left-hand panels show a density slice through the cloud, and loci of selected pencil beam cuts along the $z$ direction through the cloud (shown with white dashed lines). The middle panels show the profiles of gas speed, ion Alfvén speed and their sum along the respective pencil beam cuts. The right panels show the acceleration driven by CR pressure gradients $-\partial P_{\text{c}}/\partial z/\rho$, as well as the absolute value of the gravitational acceleration, along the same lines. Colors (blue, green, red) indicate the temperature of the gas at a given point along each line.

In the cloud of Figure 11, representative of an outflow-dominated period, the CR-driven acceleration is mostly positive in the warm phase and larger than the absolute value of the gravitational acceleration, meaning that CRs pressure forces would push the cloud outward in the vertical direction. In contrast, for the cloud shown in Figure 12, representative of an inflow-dominated period, the CR-driven acceleration presents a less regular pattern in the warm gas, as it either oscillates between high positive and high negative values or it is lower than the absolute value of the gravitational acceleration. The net dynamical impact of CRs on this cloud would therefore be negligible. We conclude that, even though the CR pressure in the warm gas overall decreases outward along the vertical direction (see top panels of Figure 9) the force arising from CR pressure gradients across individual clouds is not necessarily positive and significant compared to the other forces. The extent to which CRs impact the dynamics of individual clouds may vary with the local conditions of gas and magnetic field.

Previous idealized simulations of a CR front impinging on a warm cloud surrounded by a hotter and more tenuous medium have shown that CRs can accelerate the cloud through the so-called “bottleneck effect” (e.g. Wiener et al. 2017, 2019; Brüggen & Scannapieco 2020). These simulations assume fully-ionized gas ($|v_s| = |v_A|$) and uniform magnetic field. As CRs stream down their pressure gradient, they encounter a decrease in the ideal Alfvén speed on the upstream side of the cloud ($v_A \propto \rho^{-1/2}$). In case of streaming-dominated transport ($v \ll v_A$), this leads to a bottleneck in which CRs pile up at the cloud interface, build up their pressure, and exert a force on the cloud. In our simulations, the magnetic field structure and the ionization conditions are quite different from those adopted in idealised sim-
Figure 11. Zoom-in on an extra-planar cloud in the simulation modeling the solar environment (R8 model). The cloud has been extracted from a snapshot representative of an outflow-dominated period ($t = 214$ Myr). In each row, the left panel shows a slice through the cloud (in the $z - x$ plane) of hydrogen number density $n_H$, the middle panel shows the magnitude of gas velocity (solid line), ion Alfvén speed (dashed line) and their sum (gray solid line) along the direction highlighted by the white dashed line in the left panel, while the right panel shows the CR pressure-driven acceleration (solid line) and gravitational acceleration (dashed gray line) of the gas along the same direction. In the middle and right panels, colors represent different thermal phases of the gas: blue for warm ($T \leq 2 \times 10^4$ K), green for intermediate ($2 \times 10^4 < T \leq 5 \times 10^5$ K) and red for hot ($T > 5 \times 10^5$ K).
Figure 12. Same as Figure 11, but showing a cloud extracted from a snapshot representative of an inflow-dominated period ($t = 250$ Myr).
CRs in Varying Galactic Environments

5. SUMMARY AND DISCUSSION

In this paper, we use the distribution of thermal gas, magnetic field, and supernova energy inputs computed in the TIGRESS MHD simulations (Kim & Ostriker 2017; Kim et al. 2020a) to study the propagation of GeV CRs in the multiphase, star-forming ISM. We employ the techniques developed in the previous work of Armillotta et al. (2021) and applied to a simulation with solar neighborhood conditions, now extending to simulations of additional galactic environments. Together, the three environments cover a wide range of galactic conditions typical of Milky Way-like star-forming galaxies in terms of gas surface density ($\Sigma_{\text{gas}} \sim 10 - 100 M_\odot \text{pc}^{-2}$), SFR surface density ($\Sigma_{\text{SFR}} \sim 0.005 - 1 M_\odot \text{pc}^{-2} \text{yr}^{-1}$), and midplane total pressure ($P_{\text{mid}}/kB \sim 10^{-4} - 10^{6} \text{cm}^{-3} \text{K}$).

For this study, we extract a set of snapshots from the three TIGRESS simulations and post-process them using the algorithm for CR transport implemented in Athena++ by Jiang & Oh (2018). The propagation of CRs includes effects of advection by the background gas, streaming parallel to magnetic field lines down the CR pressure gradient at the local ion Alfvén speed, and diffusion relative to the Alfvén waves due to wave damping. We consider the realistic scenario in which Alfvén waves excited by streaming are responsible for scattering, with a scattering coefficient that varies with the properties of both the background gas and the CRs. We calculate the scattering coefficient assuming that the local wave amplitude is set by the balance of growth and damping, considering both ion-neutral damping and non-linear Landau damping.

A key finding from our study is that the combined transport processes are more effective at removing CRs from galaxies in environments with higher SFR (see Section 3). These environments are characterized by faster winds (see also Kim et al. 2020a) that rapidly advect CRs away from the galactic midplane. As a result of more efficient transport, the CR feedback yield, defined as the ratio between midplane CR pressure and $\Sigma_{\text{SFR}}$, decreases at higher $\Sigma_{\text{SFR}}$. Since the CR pressure increases with $\Sigma_{\text{SFR}}$ more slowly than other MHD pressures, the ratio between CR pressure and the kinetic/thermal/magnetic pressure decreases at higher $\Sigma_{\text{SFR}}$. We find that the midplane CR pressure is in equipartition with the midplane thermal and kinetic pressures in the model with the highest $\Sigma_{\text{SFR}}$, while it is more than a factor 2 larger than the other pressures in the solar neighborhood model.

To our knowledge, numerical simulations systematically studying the propagation of CRs as a function of galaxy properties have not previously been conducted. Recently, however, there have been several analytic works modeling the transport of CRs in a broad range of galactic environments, from those typical of dwarf galaxies to those typical of extreme starbursts (e.g. Lacki et al. 2011; Crocker et al. 2021a; Quataert et al. 2021a). In agreement with our conclusion, these models find that the ratio of midplane CR pressure to midplane gas pressures decreases at higher $\Sigma_{\text{SFR}}$. In these models, the midplane CR pressure is determined by the efficiency of CR transport and/or the fraction of hadronic losses relative to the energy input rate. In Section 3.1, we have seen that increased hadronic losses are not responsible for the fractional reduction in CR pressures at high $\Sigma_{\text{SFR}}$ in our models; rather, we attribute the difference primarily to increased advection. However, unlike the analytic works mentioned here, we do not consider highly star-forming environments representative of starburst galaxies ($\Sigma_{\text{SFR}} > 10^3 M_\odot \text{ kpc}^{-2} \text{ yr}^{-1}$). Due to their high gas densities, these environments would undergo significant CR energy losses that strongly reduce the ratio of CR to gas pressure.

We point out that the above analytic works adopt simplified prescriptions for CR transport compared to our simulations. They assume CR diffusion only, with the diffusion coefficient either constrained through observations of non-thermal emission (Lacki et al. 2011; Quataert et al. 2021a) or estimated based on the average properties of the background gas (Crocker et al. 2021a,b). Despite this difference, they all find that the efficiency of CR diffusion increases with $\Sigma_{\text{SFR}}$. Here, we also find that the “effective” diffusion coefficient – which encodes the effects of advection and streaming, in addition to true diffusion – increases with $\Sigma_{\text{SFR}}$ (see Table 2). However, we find that the true diffusion coefficient (the inverse of the scattering rate) is in fact higher at given density in the environment with lower $\Sigma_{\text{SFR}}$ (see Figure 6). This is because the CR pressure gradients are overall lower at lower $\Sigma_{\text{SFR}}$ due to the lower CR pressure, which reduces scattering (cf. Equation 17 and Equation 16). As we have seen in Section 3.3, diffusion dominates transport of CRs in the warm/cold neutral gas, while advection dominates in the hot, ionized gas that fills much of the volume. This renders advection the main mechanism responsible for the over-
all efficiency of CR transport in our models. Streaming at the ion Alfvén speed is secondary to diffusion when mass-weighted and secondary to advection when volume-weighted.

The current work takes a post-processing approach for studying CR transport in realistic galactic ISM conditions, rather than self-consistently computing the MHD together with the CRs. Nevertheless, we are able to use our results to investigate the potential dynamical impacts of CRs, and to make predictions for how these are likely to vary with galactic environmental conditions. Our analysis suggests that the CRs have only a minor contribution to disk dynamical equilibrium in the midplane regions, due to the high diffusion in the mostly-neutral gas there. In particular, our model R8 with the lowest $\Sigma_{\text{SFR}}$ (representative of the solar neighborhood), the net force across the midplane region ($|z| < 500 \text{pc}$) from the vertical gradient of CR pressure is an order of magnitude smaller than the forces arising from the vertical gradient of thermal, kinetic, and magnetic pressures. By contrast, CR pressure gradient forces become much larger than the other pressure gradients in the extra-planar region ($|z| > 0.5 \text{ kpc}$) for model R8; for model R4 the extra-planar pressure forces still exceed MHD forces, while in model R2 they are comparable (see Figure 8). Our predictions are in qualitative agreement with the results of recent simulations of Milky Way-like galaxies including CRs (Chan et al. 2021). Similar to our approach in Section 4.1, Chan et al. (2021) quantify gravitational weight and momentum flux differences (“vertical support”) from different pressure components as a function of the height from the disk. The momentum flux profiles of CRs in their simulations (see their Fig. 2) are flatter than in our simulations (Figure 8). This is mainly because Chan et al. (2021) adopt a spatially-constant diffusion coefficient of $\kappa = 3 \times 10^{29} \text{ cm}^2 \text{ s}^{-1}$, which is more than an order of magnitude larger than the average diffusion coefficient in the extra-planar regions of our models (Figure 5). Nevertheless, they also find that CRs can become dynamically dominant beyond a few kpc from the midplane.

Finally, our analysis of extra-planar regions suggests that CRs may have important dynamical impacts on galactic fountains and/or winds. The contribution of CRs to the acceleration of warm clouds is of particular interest for understanding what drives observed fast outflows in gas at $T \lesssim 10^7 \text{K}$. Based on Figure 10, transfer of momentum from CRs could significantly accelerate extra-planar warm gas in all our models, with an increasing impact at lower $\Sigma_{\text{SFR}}$. In the R8 model, the momentum transfer from CRs to extra-planar warm gas could exceed the transfer from hot gas to warm gas at $|z| > 0.5 \text{ kpc}$ by up to an order of magnitude. Clearly, fully self-consistent simulations with time-dependent MHD and CRs are required to explore this intriguing possibility.
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