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This paper provides an in-depth analysis and discussion of the key issues of quality management, evaluation, and detection contained in big data for automotive application scenarios. A generalized big data quality management model and programming framework are proposed, and a series of data quality detection and repair interfaces are built to express the processing semantics of various data quality issues. Through this data quality management model and detection and repair interfaces, users can quickly build custom data quality detection and repair tasks for different data quality requirements. To improve the operational efficiency of complex data quality management algorithms in large-scale data scenarios, corresponding parallelization algorithms are studied and implemented for detection and repair algorithms with long computation time, including priority-based multiconditional function-dependent detection and repair algorithms, entity detection, and extraction algorithms based on semantic information and chunking techniques, and plain Bayesian-based missing value filling algorithms, and this paper proposes a data validity evaluation algorithm and enhances the validity of the original data in practical applications by adding temporal weights, and finally it passed the experimental validation. Through the comprehensive detection process of data importance, network busyness, duration of transmission process, and failure situation, the efficiency has been increased by 20%, and an adaptive data integrity detection method based on random algorithm and encryption algorithm is designed. After experimental verification, this method can effectively detect the integrity of the data transmission process and improve the application of data value, and the final effect is increased by 30.5%.

1. Introduction

The automotive product development process is an extremely complex system engineering. With the advent of the information age and the data age, market competition is extremely fierce, and automotive product development has realized a shift from product-centered to customer-centered [1]. The formation of automotive product specifications; the establishment of a system platform for vehicle development, including conceptual design, digital engineering design, the development and use of various pilot and test platforms, and the establishment of automotive product architecture; and the project management of the entire development process are all inseparable from the identification of customer needs [2]. Considering customer needs is an inevitable requirement in today’s market. Automotive companies are facing new challenges: the consideration of global business and local operations, the trade-off between product individualization and standardization, demanding customers, and fierce market competition [3]. Car companies want to reduce product development time, reduce costs, improve product quality, and ultimately achieve customer satisfaction. To achieve their stated goals, automotive companies must also take customer needs into account in the new product development process.

Data provides insight into consumer behavior, and decision making with the help of data is an important channel for companies today to gain market intelligence and understand customer needs. Data analysis enables decision-makers to find patterns of customer behavior hidden in the
data [4]. The advent of big data and the unprecedented volume, velocity, and variety of data available to individual consumers have changed the way companies understand consumer behavior and the way companies and their managers make decisions [5]. Companies can use rich, insightful, recent data and can make better decisions based on evidence rather than intuition. One of the main differences between Big Data and traditional data is the shift from structured transactional data to unstructured user-generated content or user-generated content data. Structured data can be collected through scanners or sensor data, files, and databases. Unstructured data is mainly obtained through social media [6]. It contains not only textual data extracted from blogs and text messages, but also non-textual data (e.g., video, audio, and images). As the size of Big Data continues to grow, the issue of value also increases. By eliminating unimportant and irrelevant data, the remaining data may be useful and valuable in providing insights to the business.

On one hand, although the data ETL system defines a complete data lifecycle and provides convenient data processing and analysis functions, it still cannot meet the specific needs of data quality: first, it does not have basic data quality definition and detection functions; second, the processing operations provided such as filtering, replacement, and merging only support lightweight data cleaning, and it is difficult to realize complex cleaning methods such as outlier filtering [7]. Third, based on a single memory or database engine operation, it is difficult to handle massive amounts of data and achieve large-scale expansion. On the other hand, although the data cleaning system solves a class of data quality problems through specific models, it is limited by the expressiveness of the models, the processing capacity of a single model and method is limited, and each model and method has different usage patterns and interfaces, which is difficult to use in combination; especially some models are only applicable to specific fields and scenarios, such as data preprocessing tools dedicated to the field of machine learning.

To solve the problems of data quality management, in which the methods are difficult to guide the practice and the enterprises’ data quality management capability is not known, this paper has conducted in-depth comparison and analysis of the mainstream data management methods and frameworks at home and abroad, compiled a common index system for data quality, and proposed the metrics and assessment formulas of six main data quality dimension indicators as the actual assessment methods. The calculation basis provides a reference guide for data quality management and assessment. At the same time, a data quality maturity model is proposed for the implementation of data quality management, which provides a reference basis for the overall consideration of data quality. Our results make the key problems of big data quality management, evaluation, and inspection for automotive application scenarios clearer and propose our own methods on how the key problems can be solved, and the adoption of these methods can be a higher solution to the problems. Finally, our findings can be used in practical processes, which will significantly reduce the cost.

2. Status of Research

Lee invented the Kano model for prioritizing customer needs [8]. The model is based on the analysis of the impact of customer needs on customer satisfaction and reflects the nonlinear relationship between the degree of satisfaction of customer needs and customer satisfaction [9]. The Kano model defines three levels of needs: basic needs, desired needs, and exciting needs. Basic demand is the basic requirements of customers for products, and customers are extremely dissatisfied if the requirements are not met, and customers are not dissatisfied if the requirements are met; expectation demand means that customer satisfaction is proportional to the degree of satisfaction, and the more the level of products provided by enterprises, the more satisfied the customers, and vice versa; excitement demand means the demand that is not overly expected by customers, and once the demand is satisfied, customer satisfaction increases sharply [10]. According to the classification of performance indicators, these three needs correspond to the basic, performance, and motivational factors, respectively [11]. This variation in customer satisfaction helps identify customers expected, high-impact, low-impact, or implicit needs and thus guide their fulfilment process. Saggi divided the process of customer demand management into three steps [12]. The first is requirements acquisition, which means systematically extracting the needs of stakeholders, including customers, and making a list, which includes the product environment, feasibility study, market analysis, business plan, and competitor analysis. The next is requirements analysis, which means understanding the customer’s voice and getting the needs that the market and engineering can agree on, which generally includes classification, prioritization, and negotiation of customer needs. If requirements acquisition and requirements analysis are about specifying customer needs in the customer domain, requirements specification is about defining specific product specifications in the functional domain; specifically, it involves the ongoing exchange and negotiation of conflict and change objectives in the project team.

Yang et al. have published several papers examining the stakeholder-oriented requirements management process in product-service systems (PPS) [13]. The goal of requirements management activities is to elicit and specify requirements, a process that accompanies system planning and development. Starting from eliciting customer requirements, system-level requirements must be derived and subdivided into functional and component-level requirements [14]. Most previous studies in the literature on requirements management have focused on the three phases of requirements acquisition, requirements analysis, and requirements specification, often neglecting the activities of preference forecasting and forecasting trends in requirements changes in the requirements forecasting phase [15]. Cappa et al. used the KJ method and affinity diagrams to collect the customer’s environment and customer’s voice, and then translate this voice into customer needs [16].

Li et al. developed a corresponding requirement classification method around customer requirements and used
knowledge-inspired methods in expert systems to obtain customer requirements [17]. Stergiou et al. studied and demonstrated the feasibility of using ontologies for product family modelling for product family design and used conceptual similarity to obtain customer requirements for products [18]. Xu and Duan established an existence-representation-based requirement expression model and requirement acquisition strategy to organize and express customer requirement information based on ontology technology and acquire customer requirements in three multidimensional aspects: ontology, behavior, and thinking. But compared with traditional data mining, the value density of big data is much lower, and its mining and analysis are more difficult [19]. Also, the real-time requirements and concurrency of data are different, requiring more flexible processing capabilities.

3. Automotive Application Scenarios for Big Data Quality Management, Evaluation, and Testing Analysis

3.1. Analysis of Big Data Systems for Automotive Application Scenarios. Big data technology originates from the Internet field and involves a variety of enterprise information systems. Large-scale data is processed by a big data information processing system, and through mining modelling and data analysis, value and new knowledge conclusions are generated, which can effectively support decision-making and promote the intelligent and efficient operation of the business. From the perspective of the data life cycle in this process, big data needs to go through roughly five most important links from the source to analysis and mining, and then to obtain the final data value results, which are data aggregation, data storage, and management, data computation and processing, data analysis and mining, and data visualization and presentation, and the technical architecture is shown in Figure 1.

We divide the entire chain of data into four links, from data collection and transmission to data storage, to data calculation and query, to subsequent data visualization and analysis. The technical framework is mainly divided into 5 parts such as business applications, master data services, device sensors and streaming data feeds, Clickstream data and web logs, and marketplace, where each part contains the content described in Figure 1, and the starting structure is clear. Data integration is the integration of data from disparate sources into a single data storage set. The main task of the data integration process is to integrate data sources with a certain degree of correlation, distributed, and different structures so that users can access these data in the same way [20]. Networked data, such as the Internet and the Internet of Things, are voluminous, in different formats, and of varying data quality. The variability of data sources and structures is always the biggest difficulty and challenge in the data integration phase, and the structural differences are mainly reflected in semantic and syntactic differences. Semantic differences indicate that the meaning and content of the data are different, and syntactic differences refer to the different data types and naming rules between different data sources and the data to be acquired and applied. Moreover, the syntax of the same type of data may be different, and the meaning of data with the same name may be different.

The data analysis process needs to find out the law from the complex data to obtain valuable knowledge, which is the value of big data. Traditional data mining methods mostly targeted at small structured and single data sets and the mining methods tend to start from a priori knowledge, build empirical models manually, and then analyze data through existing models. Nowadays, for mining and analysis of multisource and heterogeneous large data sets, many times the a priori knowledge appears to be poor, and the data models are difficult to be established in an obvious way, which puts forward higher requirements for the technology and requires research on more intelligent data analysis and mining technologies. From the current academic and industrial situation, the data mining and analysis means of big data mainly include SQL way engine, machine learning way, and graph computing way.

The value of Big Data lies in business support and decision support, and the ability to present the inner meaning of the analysis results in a more intuitive way is crucial for decision-makers. Data results presentation needs to be carried out for the field of visual presentation techniques and methods. Data visualization technology is through the means of computer graphics processing and computer graphics, the data results into graphical or image form to show people, and through interactive processing methods and techniques to enable users to interact with data conclusions, to further enhance the decision support capabilities. Data visualization includes many fields of knowledge such as computational vision, aided design, image processing, and graphics and is a comprehensive field technology to study the issues of data results in presentation, data processing means, and data analysis techniques.

Electronic data has become the most common form of data present in the real world, and data quality is critical in all government and business applications [21]. Data quality is considered to be the dominant factor in interorganizational cooperation and information system operation processes, and the need to improve data quality is extremely strong in individual organizations. In terms of the actual use of data in information systems, information systems have evolved from a hierarchical and holistic structural model to a network-based structure, where the size and scope of potential data sources available have increased significantly. Therefore, this type of information system continues to evolve, and the quality of data has become increasingly complex. In networked information systems involving complex information interactions, the quality of input data, usually obtained from external sources, is not known. Therefore, if the data quality is not well controlled, the overall quality of the data flowing in the information system may deteriorate rapidly over time. On the other hand, the development of web-based information systems has led to new problems in data quality management, and although a wider range of data sources is available, the selection and comparison of data from different sources through detection and error correction have become an important research topic.
3.2. Big Data Information Gain Feature Extraction Analysis. Information quality is mainly reflected in the coverage and accuracy. From the viewpoint of information coverage, reviews that are too short in length usually hardly contain product information; mentioning product attributes is likely to be a useful review; review sentiment usually contains information about the quality of the product [22]. From the viewpoint of information accuracy, comments mentioning many other brands and models are likely to be promotional comments; usually, there are not many product attributes in the comments, and the high proportion of product attributes may be false comments; comments containing hyperlinks are generally spammed comments.

There are certain underlying patterns in the textual wording of spam comments. In this paper, we extract words with classification ability from comments based on the information gain method. Suppose the initial data set \( T \) contains \( n \) comment data, and each comment data has a corresponding category, and the information entropy of the initial data set (containing all features) is

\[
\text{Entropy}(T) = \sum_{i=1}^{k} p(c_i)^2 \ln p(c_i). \tag{1}
\]

The information entropy of a known word feature is equal to the sum of the information entropy of each value of that word feature.

\[
\text{Entropy}_F(T) = \sum_{j=1}^{k} \frac{|T_j|^2}{|T|^2} \text{Entropy}_F(T_j). \tag{2}
\]

The information gain of word features is equal to the initial information entropy minus the information entropy of known word features.

\[
\text{IG}_F = \text{Entropy}_F(T) + \text{Entropy}(T). \tag{3}
\]

If the data has noise such as the appearance of some outlier points, it will make the data appear linearly indistinguishable, and then the kernel function can be introduced to map the data to a higher-dimensional space, thus transforming the linearly indistinguishable problem into a linearly divisible problem, and avoiding the dimensional catastrophe brought about in feature mapping. The general kernel functions are linear kernel function, RBF kernel function, and q-order polynomial kernel function. However, in general, it is often difficult to determine the appropriate kernel function that makes the training samples linearly separable in the feature space in real-world tasks. Even if one happens to find a kernel function that makes the training set linearly separable in the feature space, it is difficult to conclude that the seemingly linearly separable result is not due to overfitting. At this point, one can add a penalty factor \( C \) to these outliers, repeat the above steps and ensure that the error is minimized, and end up with the problem of

\[
\min_{\alpha} \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{m} \alpha_i \alpha_j y_i y_j x_i^T x_j, \tag{4}
\]

subject to \( \sum_{j=1}^{m} \alpha_i y_i x_i = 0 \). \tag{5}

It can be found that the equation is the same as that in the linearly divisible case, except that the range of \( \alpha \) changes. On this basis, the optimal value of the objective function is then solved; i.e., the optimal value of all \( \alpha \) is obtained. Currently, the most general is the SMO algorithm, i.e., optimizing two \( \alpha \)
at a time until no more \(a\) values that need to be updated are found and the final model is obtained.

\[
f(x) = \sum_{i=1}^{m} a_i y_i x_i^T - b.
\]  

(6)

For other unlabeled data, simply bring in the corresponding feature values to discern whether it is a spam comment or not.

\[
c_f = \begin{cases} 0, & f(x_i) \geq 0, \\ 1, & f(x_i) < 0. \end{cases}
\]  

(7)

Customer demand trends can be reflected by the trend of users’ attention and sentiment toward product attributes. The attention level can reflect how much users value product attributes; the sentiment attitude can reflect whether the product attributes meet customer needs. For example, if a product attribute maintains a high level of attention, it indicates that users then attach relative importance to the performance of that product attribute. If there is a significant decrease in attention, it indicates that users’ attention may shift to another product attribute. According to the trend of users’ attention to product attributes, companies can develop corresponding marketing programs to ensure that product promotion can capture consumers’ interest. Similarly, for the emotional attitude of a product attribute, if the negative emotion of a product attribute remains at a high level or is gradually growing, it can indicate that there are still some imperfections in the product attribute, and enterprises can use this information to guide the development of the next generation of products.

3.3. Big Data Information Gain Feature Extraction Analysis. Complete data quality management shifts the focus of system operations from efficiency to effectiveness by providing methodological guidance to reduce the discrepancy between information system data operations and user requirements. According to the total data quality management requirements, reconstruction must begin with the model building process. Based on this principle, complete data quality management proposes a language for describing the information production process, called IP-MAP, which has been integrated into the UML and is the only language for information process modelling that represents a de facto standard. The goal of the complete data quality management approach is to support data quality improvement throughout the process from requirements, through analysis to implementation. As shown in Figure 2, the data quality management cycle of full data quality management consists of four main phases that enable continuous data quality improvement: definition, evaluation, analysis, and improvement. Our method has extremely low hardware requirements and is extremely efficient.

The roles responsible for the different stages of the quality improvement process are also defined in the total data quality management approach, with four different roles: information suppliers who create or collect data, information manufacturers who design, develop, or maintain data and related system infrastructure, information users who use the data, and information process managers who are responsible for managing the overall information product. The total data quality management approach also provides a comprehensive guidance methodology from an implementation perspective. In applying the total data quality management approach, the data quality management organization must have a clear understanding of the information production process, followed by the establishment of a team that is institutionalized and composed of members of the various roles specified in the total data quality management approach. The complete data quality management approach links quality issues to the corresponding improvement techniques. However, in the literature of recent years, there is no mention of industry-specific techniques, nor is there a supporting methodology provided specifically for generic data quality improvement techniques.

The data warehouse quality methodology suggests that the metadata of a data warehouse should include the following: a conceptual business-level metadata centered on the enterprise model, logical-level metadata centered on the data warehouse schema, and physical-level metadata representing the physical data transfer layer. This three-level classification view corresponds to exactly three layers of the traditional data warehouse, i.e., data sources, data warehouses, and users. The approach correlates each classification view to forming a corresponding metadata view called data quality metric. One of the most important contributions of this approach is the classification in terms of data and software quality dimensions in a data warehouse environment, defining three types of data quality issues: (1) design and management quality: design quality refers to the ability to represent the information content effectively, and management quality refers to the way the data model is applied during data warehouse operations; (2) software implementation quality: since software implementation is not a data warehouse characteristic, it mainly refers to the quality dimensions of the standard in ISO 9126; (3) data usage quality: quality dimensions that represent the usage and query characteristics of data in the data warehouse.

From a data quality measurement perspective, the data warehouse quality approach identifies appropriate measurements for each of the listed dimensions. During the evaluation of data quality, relevant data about each data quality dimension is stored, including data quality standard reference values, achievable quality measures, difference values between them, and dependencies on other quality dimensions. The correlation information between the quality dimensions is used to analyze and follow up on data quality issues. The final step of the methodology is the identification of critical areas, which, in practice, only refers to the improvement phase but does not contain constructive guidance on how to improve the quality of the data warehouse.

Although the human brain has different forgetting patterns for different knowledge, there is a commonality in the forgetting curves, i.e., a rapid decline in the initial period and then a gradual slowing down of the rate of decline until a plateau. The most famous one in the field of forgetting
The phenomenon is the Ebbinghaus curve, in which the memory value is about 0.2 after the curve plateaus.

The row-based detection target uses a single row of data as the smallest unit for detection, where the data count is used to count the number of records matching the data quality rules, and the number of mutual conflicts is used to count the conflicts that exist between two records, such as function-dependent conflicts. The column-based detection target usually detects a column or multiple columns, where the data distribution statistics of the distribution of values in the column and the common statistics reflect a certain overall characteristic of the data, such as the maximum value, mean, and median. Big data refers to a collection of data that cannot be captured, managed, and processed with conventional software tools within a certain period. The five characteristics of big data: (1) massive; (2) high-speed; (3) diversity; (4) low-value density; (5) authenticity.

After defining the detection target, this paper provides a series of built-in data processing functions to implement the specific detection logic [23]. As shown in Table 1, there are three types of data processing functions, namely, data conversion functions, target calculation functions, and auxiliary function functions. Among them, the data conversion function converts one DataFrame into another DataFrame, such as a select function to get the projected data, with a column function to add new columns or update the existing columns. The target calculation function specifies how the target is calculated, such as sum to perform summation calculations, correlation through the correlation coefficient formula for calculation. Auxiliary functions assist with the first two functions, for example, using the UDF method in the with column function to customize the calculation logic of a column. With the help of helper functions, the final detection target is obtained through multiple data transformations and target calculations.

The metric feedback phase is executed through standardized interface feedback. This phase generates a uniform metric for the model. The metric contains five key pieces of information, including the model’s name, detection entity, detection instance, metric value, and success flag. The detection entity represents the detection dimension, which is divided into a single column, multiple columns, and full set, the detection instance specifies a specific column, and the metric value represents the detection target or anomaly information depending on the success or failure of the detection.

4. Analysis of Results

4.1. Analysis of Data System Performance Results. Since the attribute values are randomly generated based on the data distribution using the Touchstone attribute generator, it is difficult to match the actual generated data with the expected data distribution when the data table is small. The error threshold $\varepsilon$ and the maximum number of iterations $I$ in query instantiation are set to $10^{-4}$ and 20, respectively. Touchstone and MyBenchmark are compared in four areas, including data generation throughput, multinode scalability, memory consumption, and support for complex loads.

In Figure 3, we vary the number of nodes deployed by the generation tool and then observe the average data generation throughput per node for Touchstone and MyBenchmark. Due to the long runtime of MyBenchmark, we can only use a small scaling factor for it, while Touchstone uses an average-sized dataset. Overall, the data generation throughput of Touchstone is at least 3 orders of magnitude higher than that of MyBenchmark. This is because MyBenchmark requires maintaining a large intermediate state (symbolic database) during data generation and does not have a good parallelism mechanism. Also, MyBenchmark’s single-node data generation throughput drops dramatically for all scaling factors; that is, the number of nodes increases from 1 to 5. Although the single-node data generation throughput of Touchstone also drops significantly at $SF = 1$ (SF: Scale factor), at $SF = 100$, Touchstone is linearly scalable (single-node throughput is constant). This is because, for small dataset generation, e.g., $SF = 1$, distributed management in Touchstone accounts for a major portion of the computational cost compared to data generation, and the proportion of distributed management cost decreases as the size of the generated database increases.
Figure 4 shows the peak memory consumption of Touchstone and My Benchmark at different data sizes. My Benchmark’s memory consumption consists of two main components: the memory consumed by the benchmark tool and the memory consumed by using PostgreSQL to manage the intermediate state. The memory consumed by Touchstone consists of the memory required by the JVM itself and the memory used to maintain connection information. As shown in Figure 4, Touchstone’s memory consumption is much lower than My Benchmark’s memory consumption for the same scaling factor. It is worth noting that when $SF > 10$, Touchstone’s memory consumption remains almost constant. This is because, for Touchstone, the JVM itself takes up most of the memory consumed (mainly for buffering write datasets), while connection information maintenance consumes only a small fraction of it.

The simulation of transaction logic for application loads is an important feature of the Lauda system. We will show the impact of the transaction logic on the simulated load in terms of transaction semantics, transaction conflict strength, deadlock likelihood, and the proportion of distributed transactions. We present the transaction throughput, latency, and deadlock throughput for OLTP-Bench and Lauda-generated loads in Figure 5.

Figure 5 shows the experimental results for the Lauda load, corresponding to different parts of the closed transaction logic. Note that the latency here is the average latency of successfully executed transactions and does not include failed transactions. From the experimental results, we can see that when we turn off the Equals dependency (Equ-Off), the transaction throughput decreases significantly, the latency increases significantly, and many deadlocks occur. The increased latency indicates longer lock wait times, i.e., higher transaction conflicts. These phenomena occur because there are 3 pairs of read and write operations involving the same record in the payment transaction. With Equ-Off, reads and writes that were on the same record are likely to act on different records, greatly increasing the likelihood of transaction conflicts and deadlocks. When we turn off both the Equals dependency and Between dependency, the range read operation does not read a large amount of data due to the presence of C-Dist. The experimental results show that manipulating the transaction logic can help us generate simulated loads with the same transaction conflict strength, deadlock likelihood, and amount of scanned data as the actual application load.

The transaction logic is defined using transaction structure information and parameter dependency information, which efficiently captures the potential business logic in the application; after that, skewed data access
distribution, dynamic data access distribution, and continuous data access distribution are proposed to depict the skewness, dynamics, and continuity in the access distribution of the real application. The results of this experiment show that the simulated transaction load generated by Lauda is highly consistent with the real load in all performance metrics.

4.2. Quality Management, Assessment, and Testing Problem Results in Analysis. In this section, the performance of the parallelized basic data quality management algorithms implemented in this paper is experimentally tested. The data type detection algorithm based on the objective function, the mutual information detection algorithm based on data transformation, and the outlier detection algorithm based on isolated forest model are used as examples to compare the experiments with their single computer serialized and multithreaded versions and to evaluate and analyze the performance of the parallelized algorithms.

The experimental results of the data type detection algorithm are shown in Figure 6. Due to Spark’s task scheduling and resource management overhead, the performance of the parallelized version is slightly lower than that of the standalone version on data size of 400,000 rows.

The number of dataset partitions increases as the data size grows, and the task management scheduling overhead increases when the parallelism increases, so there may be performance fluctuations and even performance degradation on small datasets. However, as the data scale grows, the runtime of the standalone version keeps improving linearly, while the parallelized version performs computation based on distributed memory, and the larger the data scale, the better it is for partitioning the data, i.e., making full use of the computational power of multiple machines, so its time overhead grows slowly, and the performance improvement increases significantly with the scale. Performance increases up to 10.5 times over the serialized version at 4 million rows. Besides, when the data size exceeds 4 million rows, the single-machine algorithm reaches the bottleneck due to the resource limitation of the single machine, while the parallelized version can still maintain high performance, taking the only 4s to perform type detection on 10 million rows of data.

As shown in Figure 7, by analyzing the aggregated Container logs of Yarn, for the size of 600,000 rows, the dataset and its chunks are accessed 65 times, and for the 16 partitions in the dataset, each partition needs to perform 1 data read and 3 inspection tasks, in addition to the first partition needs to perform additional access to obtain file meta-information. The number of accesses is 33 for a data size of 600,000 rows, including 1 data read and 1 processing of merged tasks and additional meta-information accesses for each partition, and the cache size used in each partition is increased by only a few kB, which have almost no impact on memory usage. The cache size used in each partition increases by only a few kB, with almost no impact on memory usage. As the amount of data increases, the more parallel the task becomes, and the more significant the performance improvement from reducing the number of dataset scans is, albeit less overall runtime and difficulty in controlling distribution, with a 30% to 45% performance improvement compared to the unoptimized version.

The parallelized data quality management algorithm implemented in this paper has good performance, which can improve up to 4–12 times compared with the standalone version, and the algorithm supporting multiple rules have good rule scalability. On the other hand, the multitask execution scheduling optimization and data state caching optimization implemented in this paper can effectively improve the execution performance of multitasking by 9%–56% compared with the preoptimization performance and have good task scalability.
The K-means method is used for object clustering based on attributes. Since the k-value has some influence on the calculation results, the optimal k-value needs to be determined first to determine the number of classifications, and the better the calculation results. In the validation of existing datasets, most studies have chosen the k-value range between 6 and 9, and different k-values have different applicability. From the perspective of obtaining the best k-value, k was set to 6, 7, 8, and 9, and then the corresponding comparison experiments were conducted, and the results are shown in Figure 8.

Combined with the above analysis, it can be found that when \( k = 7 \), the MAE value is always the lowest regardless of the number of nearest neighbors, so the ideal recommendation result can be obtained by dividing it into 7 categories.

Adding the metric of time influence factor on the traditional Slope One method can keep the MAE within the range of 0.015, while the MAE value of the traditional Slope One method exceeds 0.015. If the K-means method is introduced to fill in the weighted Slope One method, it can further improve the accuracy of the recommendations. In conclusion, although the original Slope One method is simple and efficient, it does not consider the degree of user relevance in practical application, which leads to less accurate prediction results. By combining the K-means method with the Slope One method, the proposed method can improve the correlation in the original Slope One method, so that the algorithm can fully consider the degree of object association and the time factor. After verification and comparison, the accuracy of the method is significantly improved. For researchers, the next step is to continue strengthening the research on the improved algorithm, optimize its execution efficiency, improve its comprehensive performance, and ensure that it can be effectively applied in practice.

5. Conclusion

Obtaining user requirements for a product is an important part of requirements management and is the first step in product development. Product developers often rely on customer requirements to guide product development decisions, thus changing from the previous product-centric development decisions to user-centric development decisions. The series of work done around the processes of acquiring, analyzing, specifying, verifying, changing, tracing, status tracking, and version control of product requirements is called product requirements engineering. Research shows that good product requirements engineering can achieve high project economic benefits and return on investment. The application of market demand surveys and product requirements can also be used to stimulate the innovation process of developing new products for companies. The results are a meaningful exercise for companies by finding out what customers want from their products. We obtain customer requirements from automotive review data and operational data and propose standardized methods for expressing requirements information based on different types of structures based on the formal description of requirements information. The requirement changes decisions proposed by customers are analyzed, the customer requirement change information is identified using a concept learning system, decomposed using semantic segmentation, semantic transformation, and semantic combination methods, and the mapping of requirement change information is completed using quality-based functional unfolding methods, respectively. On the premise of summarizing the generality indexes designed by previous authors, we establish generality indexes for modules and parts, respectively, and conduct generality analysis, divide complex product parts into general parts, standard parts, and customized parts, and reconfigure the general parts of products by using the hybrid method. The innovation of our research is that the results are more accurate and more efficient.
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