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**Abstract**—With the rapid growth of location-based social networks (LBSNs), Point-Of-Interest (POI) recommendation has been broadly studied in this decade. Recently, the next POI recommendation, a natural extension of POI recommendation, has attracted much attention. It aims at suggesting the next POI to a user in spatial and temporal context, which is a practical yet challenging task in various applications. Existing approaches mainly model the spatial and temporal information, and memorize historical patterns through user’s trajectories for recommendation. However, they suffer from the negative impact of missing and irregular check-in data, which significantly influences the model performance. In this paper, we propose an attention-based sequence-to-sequence generative model, namely POI-Augmentation Seq2Seq (PA-Seq2Seq), to address the sparsity of training set by making check-in records to be evenly-spaced. Specifically, the encoder summarises each check-in sequence and the decoder predicts the possible missing check-ins based on the encoded information. In order to learn time-aware correlation among user history, we employ local attention mechanism to help the decoder focus on a specific range of context information when predicting a certain missing check-in point. Extensive experiments have been conducted on two real-world check-in datasets, Gowalla and Brightkite, for performance and effectiveness evaluation.

**Index Terms**—Data Augmentation, Point-of-interest, POI Recommendation

I. INTRODUCTION

The huge explosion of location-based social networks (LBSNs) enables users to check in at real-world locations and share posts with others, which facilitates the development of location-aware services. Point-of-interest recommendation is one of the most extensively studied tasks among those services. Generally, users’ check-in data contain textual, temporal and geographical information. This provides great opportunities for understanding user movement behaviours, such as users’ short-term and long-term preferences, mobile patterns, based on which location-based service providers can finally tailor more accurate customer marketing strategies. Given this background, next POI recommendation is proposed targeting at recommending where a certain user is likely to visit in the next time period based on his check-in history.

The recent work or studies on sequential data analysis and recommendation, latent representation models and the Markov chain models have been widely explored. Rendle et al. [1] propose Factorizing Personalized Markov Chain (FPMC) for the next basket recommendation problem. After that, Cheng et al. [2] extend the FPMC model by embedding user movement constraint and setting the basket number to be 1 for next POI recommendation. Zhao et al. [3] introduce a time-aware model, namely STELLAR, which learns to score each successive POI via a ranking-based pairwise tensor factorization framework. In recent years, deep learning techniques have demonstrated magical power by delivering state-of-the-art performance in various research areas. Recurrent neural network (RNN) and its variants, such as Long-Short Term Memory (LSTM) and Gated Recurrent Unit (GRU), have become commonly implemented means for sequential data analysis tasks. Liu et al. [4] develop a novel RNN-based model, called ST-RNN, which is designed to model temporal and spatial contexts via a set of discrete time and distance transition matrices. Zhao et al. [5] and Jarana et al. [6] both add designed gates for spatial-temporal modelling inside RNN or RNN variants. Zhao et al. [5] implement a time gate and a distance gate in the standard LSTM cell to control the updating process of users’ short-term and long-term interests, while, Jarana et al. [6] aim at capturing the influences of time interval and distance factors by adding corresponding gates in GRU cell. Kong et al. [7] not only consider the impact of time and user movement but also introduce area-of-interest (AOI) into his hierarchical model.

Nevertheless, the existing methods mentioned above are affected by the negative influence of data sparsity issue to some extent. Users’ check-in data collected from LBSNs is much more sparse than the general item-rating dataset. In movie or shopping rating data, users are more likely to give comments and ratings on the items or movies they have watched or purchased. However, it is unlikely for a user to check in every time when he visits a POI. As a result, the datasets for next POI recommendation naturally lose many possible check-in records between each consecutive check-
in pairs. Suffering from incomplete user check-in trajectories, the existing models are hard to learn accurate user transition patterns. For instance, as shown in Figure 2, only the locations \( A \) and \( B \) were checked in and the possible check-in \( C \) is missing. It will be hard for RNN to learn the \( A \rightarrow C \) and \( C \rightarrow B \) transition patterns. Therefore, it is reasonable that adding possible missing check-in data into the existing dataset can help to improve the next POI recommendation model performance and stability.

To the best of our knowledge, this is the first study on data augmentation for next POI recommendation task. As illustrated in Figure 1, our task is to insert possible missing check-in data into the training set making it to be evenly-spaced in terms of time interval. Finally, helping the next POI recommendation model better understand user preference and behaviour patterns. Traditionally, a common way for data augmentation is linear interpolation, which, in this task, calculates the point \( p \)'s geographical position on straight line between two observed POIs and the nearest POI \( I \) of \( p \) is selected as the predicted missing check-in. However, this method is unreliable, since the user trajectory path is more likely to be a curve rather than straight line due to the geographical constraint and temporal preference. Therefore, it could be easy to imagine that the some points imputed by linear interpolation are far away from the actual check-in locations, which misleads learning models. To capture and model the actual user trajectories in real-world, we propose to address the drawbacks described above through an encoder-decoder model, namely POI-Augmentation Sequence-to-Sequence model (PA-Seq2Seq). More specifically, as illustrated in Figure 3 the model maps the check-in sequence masked with missing check-in tokens denoted as \( m_c \) in Figure 3 to context vectors by a multi-layer encoder and outputs missing check-ins with a multi-layer decoder conditioned on encoded context information. To better utilise the context based on the current target check-in, we choose to adopt local attention mechanism that can guide the decoder to pay attention to a specific range of contextual information for better missing record imputation performance. Moreover, we propose a multi-stage training strategy including maximum log likelihood, randomly masking to help our model alleviate over-fitting problem and coverage faster.

Our main contributions are summarized as follows:

- To the best of our knowledge, it is the first work to investigate the advanced augmentation techniques for next POI recommendation task.
- An attention-based sequence-to-sequence model is developed for check-in data generation with multiple training stages, which guarantees the stability and performance of our model.
- Extensive experiments have been conducted, which demonstrates that the proposed model outperform linear interpolation methods in both imputation accuracy and augmentation effectiveness.

The remaining parts of this paper are organized as follows. In Section 2, we discuss the advances of next POI recommendation, data augmentation as well as sequence-to-sequence models. Section 3 describes the details of the proposed model, PA-Seq2Seq, which is followed by experimental results for proving the performance and effectiveness of this model in Section 4. Finally, we give a conclusion and represent our future work in Section 5 and Section 6 respectively.

## II. RELATED WORK

In this section, we first review a number of methods for next POI recommendation, which can be categorised as matrix factorization methods, the Markov chain methods and RNN-based methods. Then, we review the advances of sequential data augmentation techniques and finally describe the development of sequence-to-sequence model.

### A. Next POI Recommendation

Next POI recommendation is recently proposed and has received great research interests. It is an extension of conventional POI recommendation, which pays more attention to sequential influence as well as spatial and temporal context compared with the traditional one. Cheng et al. [2] recommend successive POI by decomposing tensors which are constructed utilising the first-order Markov chain with geographical distance constraints. He et al. [8] argue that temporal and categorical information plays an important role in next POI recommendation. Thus, they develop a tensor-based latent model that studies user’s behaviour patterns via personalized...
Markov chain and train the model through Bayesian Personalised Ranking (BPR) [9]. Feng et al. [10] employ embedding technique to jointly consider check-in sequence transition pattern and user’s preferences in recommendation. Furthermore, they extend the proposed model PRME to PRME-G whose ranking metrics are incorporated with geographical influences when predicting the next POI. Xie et al. [11] adopt bipartite graph in their graph-based embedding learning model called GE for next location recommendation task. The success of recurrent neural network (RNN) in various areas attracts many researcher to use RNN and its variants for this problem. Liu et al. [4] propose a RNN-based model ST-RNN. They replace the standard weight matrix in RNN cell with time-specific and distance-specific transition matrices, which can help to capture temporal and spatial influences. The original RNN can easily cause gradient vanish and gradient explosion during the training process. Long-short-term memory (LSTM) [12], a popular variant of RNN, is proposed to address the issues mentioned above. It has three different gates: input gate, output gate and forget gate, which largely alleviate the gradient vanish and explosion problems. Several recent work focusing on modifying gating mechanisms inside LSTM cell to better learn temporal and spatial information from check-in sequential data. Zhu et al. [13] modify the inner structure of standard LSTM cell by adding time-specific gates for time-aware next item recommendation. Kong et al. [7] design the ST-LSTM whose three standard LSTM gates are enriched by spatial-temporal specific weight matrices. They believe the influence of distance and time can offer learning guidance for the proposed model in such manner. They further extend ST-LSTM by employing hierarchical architecture. More specifically, incorporating ST-LSTM in encoder-decoder structure for modelling contextual visiting history, which boosts model performance. Inspired by coupled LSTM architecture [14], Zhao et al. propose ST-CLSTM which has carefully design coupled time and distance gates for capturing spatial and temporal contextual information. The model achieves state-of-the-art performance in next POI recommendation problem.

B. Time-series Data Augmentation

Data augmentation includes a set of methods that introduce unobserved data or latent variables via sampling algorithms or other generative models. Such techniques are frequently employed in time series data, since imputation of missing values can be of benefit in various types of time-series data-driven applications, such as health care [15], financial market, etc. Several statistical methods have been studied for years, ARIMA [16] and state space model [17] eliminate non-stationarity in the time-series dataset for missing data imputation. Recent works utilise deep learning techniques, e.g., recurrent neural networks for data augmentation task. GRU-D is proposed by Che et al. [15] that predicts the missing value of health data by combining the last observed value and global mean. In this paper, we investigate the solution on augmenting POI sequence data for better recommendation results.

C. Sequence-to-sequence Models and Attention Mechanism

The sequence-to-sequence models have achieved satisfactory results in various areas, such as machine translation [18]–[21], dialogue systems [22], text summarisation [23], [24], headline generation [23], [25], speech to text conversion [26], [27] and image captioning [28]–[30]. This general framework comprises two main components: encoder and decoder. The encoder reads the sequence of data from input and the decoder uses the outputs passed from the encoder to produce a sequence of tokens used as final outputs. Sutskever et al. [31] and Luong et al. [32] both present a general sequence-to-sequence model which consists of multilayered LSTM in both encoder and decoder for machine translation task. However, the tradition encoder-decoder model does not work well on long sequences. This is because the encoder compresses all the information of a source sequence into a fixed-length vector. Cho et al. [33] show that the performance of a basic encoder-decoder deteriorates quickly when the input length increases. To address such an issue, a number of studies employ attention mechanism to extend the basic Seq2Seq model. Bahdanau et al. [34] propose an attention mechanism that can automatically search for the sentence parts which are related to the target translating word. Luong et al. [18] combine the hard attention and soft attention mechanism for translation. Specifically, the attention module will calculate an alignment centre and compute the attention score according to a range of source hidden states around the this centre. In this way, the computation consumption is largely reduced as the model only needs to calculate a small range of hidden states for attention weights.

III. PROPOSED METHOD

In this section, we first describe the key definitions used in this paper and formulate our problem, and then present the details of our proposed model POI Augmentation Seq2Seq.

A. Problem Formulation

Let \( S = \{s_1, s_2, ..., s_m\} \) be the set of training data, where each entry \( s \) denotes a sequence of check-in data \( s = \{c_1, c_2, ..., c_n\} \), and \( c_t \) indicates a user-place-time tuple \((u, l, t)\) for simplicity. \( \Delta t \) and \( \Delta d \) denote the time interval and distance between two consecutive check-ins \( c_t \) and \( c_{t+1} \) respectively. Our target is to address the sparsity issue of training data \( S \) by imputing each possible missing check-in record denoted as \( m_{c_t} \) to enrich the training set and make each check-in sequence \( s \) to be evenly-spaced. Consequently, the performance of POI recommendation will be boosted to a large extend with the augmentation by our proposed method.

B. Attention-based POI Augmentation Sequence-to-sequence Model

The missing check-in imputation task requires the model to consider both past and future check-in contextual information, and hence, an encoder-decoder model combined with attention mechanism is adopted for this task. The general framework
architecture of the proposed POI-Augmentation Sequence-to-Sequence model (PA-Seq2Seq) is shown in Figure 3. It has three components, encoder network, decoder network and attention network.

C. Stacked Encoder for Check-in Sequence Annotation

The missing check-in imputation task requires our model to generate possible missing check-in tokens based on the given context. Therefore, a stacked-LSTM is proposed to be used as encoder. The Figure 4 demonstrates this encoder structure. The bi-directional LSTM is the first layer consists of forward and backward LSTMs. It is stacked by a uni-directional LSTM. When encoding a check-in sequence at each timestep $t$, a concatenated vector $x_t$, which contains POI representative vector $v_t$, time-specific vector $\Delta t$ and distance-specific vector $\Delta d$, is fed into the model (i.e., $x_t = [v_t, \Delta t, \Delta d]^\top$). The forward LSTM reads the fed data from the first one $c_1$ to the last one $c_n$, while the backward one reads in reverse order, i.e., $\{c_n, c_{n-1}...c_1\}$. The hidden state $h_t$ and cell state denoted as $cs$ produced from both LSTM layers are concatenated to $h^{BiLSTM}_t$ at each timestep $t$, it can be calculated in the following equation:

$$
\begin{align*}
    h^{fw}_t &= \text{LSTM}_{fw}(h^{fw}_{t-1}, cs^{fw}_{t-1}, x_t) \\
    h^{bw}_t &= \text{LSTM}_{bw}(h^{bw}_{t-1}, cs^{bw}_{t-1}, x_t) \\
    h^{BiLSTM}_t &= [h^{fw}_t, h^{bw}_t]^\top \\
    cs^{BiLSTM}_t &= [cs^{fw}_t, cs^{bw}_t]^\top
\end{align*}
$$

Inspired by Wu et al. [19], instead of using direct connection, we employ residual connection structure between two stacked layers for information propagation. It empirically improves the gradient flow of the model, and thus is helpful for training each layer more effectively, which is expected to receive better training result than the directly-connected one. Specifically, in a common stacked LSTM model, the inputs for the second layer are hidden states output from first layer. Therefore, both layers’ hidden states can be calculated as:

$$
\begin{align*}
    cs^1_t, h^1_t &= \text{BiLSTM}(cs^1_{t-1}, h^1_{t-1}, x^1_t) \\
    x^1_t &= h^1_t \\
    cs^2_t, h^2_t &= \text{LSTM}(cs^2_{t-1}, h^2_{t-1}, x^1_t)
\end{align*}
$$

However, with residual connection, as shown in Figure 4 the inputs for the next layer are changed to the concatenation of the inputs and hidden states from the previous layer. More concretely, at timestep $t$, for the proposed two-layer stacked LSTM with residual connection, the formula is changed to:

$$
\begin{align*}
    cs^1_t, h^1_t &= \text{BiLSTM}(cs^1_{t-1}, h^1_{t-1}, x^0_t) \\
    x^1_t &= h^1_t + x^0_t \\
    cs^2_t, h^2_t &= \text{LSTM}(cs^2_{t-1}, h^2_{t-1}, x^1_t)
\end{align*}
$$

D. Attention-based Decoder for Check-in Imputation

The decoder works to conditionally impute the possible missing check-in tokens. If the previous check-in is a missing one, the predicted one will be fed into the decoder. In order to make the missing token imputation more accurate, it is necessary to consider a set the past and future check-in records around the current check-in token. Thus, the decoder is integrated with attention mechanism, which is similar to [18]. When predicting a missing check-in token, the last check-in plays the most important role in prediction. Therefore, we set the alignment pointer $p_t$ targets at the last check-in timestep $t$, i.e., $pt = t$. To capture user’s temporal preference at $t$, we set the window size $D$ to be 10, which means when
predicting the missing check-in at time step $t$, the model takes the information of check-ins $[c_{t-D}, ..., c_{t+D}]$ into account by putting a Gaussian distribution centred around the last check-in $c_t$. Therefore, the alignment vector $a_t$ can be computed as:

$$score(h_t, \overline{h}_s) = h_t^T W_a \overline{h}_s$$

$$a_t(s) = \text{align}(h_t, \overline{h}_s) \exp\left(-\frac{(s - p_t)^2}{2\sigma^2}\right)$$

$$a_t(s) = \frac{\exp(score(h_t, \overline{h}_s))}{a}$$

where $h_t$ denotes the current check-in’s hidden state and $\overline{h}_s$ denote the source states in the design attention window. The general attention score function is adopted in this paper.

### E. Zoneout and Mask Training Strategy

To make our model more robust, we adopt zoneout regularisation approach [35] during the training stage, which randomly preserves the hidden states. Under this POI check-in sequence context, the zoneout mechanism actually randomly removes a part of check-in information. This way facilitates our model to capture the unobserved check-ins in a check-in sequence through backpropagation. It also makes the gradient flow to earlier timesteps more effectively. As a result, the model is able to study the check-in distribution better and alleviate overfitting problem. Apart from this mechanism, a mask training strategy is also employed to guide the model learn to impute missing check-ins. More concretely, when training the model, a set of observed check-ins are randomly selected and replaced by missing check-in tokens (i.e., the index of missing check-in token in the one-hot table is the number of total check-ins). As the example shown in Figure 5, the model needs to predict the masked check-in token $mc_t$ conditioned on the masked context $m(s)$ from the encoder and the information of check-in sequence $\{c_1, c_2, ..., c_{t-1}\}$.

### IV. EXPERIMENT

We conduct extensive experiments to prove the effectiveness of our model. In this section, we first briefly introduce the datasets used in the experiment and then describe the details of our method implementation.

#### A. Dataset Description

We train and evaluate our model on two public large-scale extremely sparse LBSN check-in datasets, Gowalla and Brightkite, with density 0.012% and 0.209% respectively.

**Gowalla Dataset**: It is a location-based social network mobile application that was launched in 2007 and eventually
| Methods          | Original | Linear Interpolation (POP) | Linear Interpolation (NN) | PA-Seq2Seq |
|------------------|----------|---------------------------|---------------------------|------------|
|                  | HR@1     | HR@5                      | HR@10                     | HR@1      |
| FPMC-LR          | 0.029    | 0.052                     | 0.085                     | 0.033     |
| PRME-G           | 0.034    | 0.065                     | 0.087                     | 0.042     |
| RNN              | 0.064    | 0.129                     | 0.170                     | 0.066     |
| LSTM             | 0.073    | 0.151                     | 0.191                     | 0.084     |
| ST-CLSTM         | 0.085    | 0.147                     | 0.179                     | 0.091     |
|                  | HR@5     | HR@10                     | HR@10                     | HR@10     |
| FPMC-LR          | 0.163    | 0.247                     | 0.316                     | 0.187     |
| PRME-G           | 0.197    | 0.299                     | 0.349                     | 0.413     |
| RNN              | 0.408    | 0.468                     | 0.489                     | 0.364     |
| LSTM             | 0.356    | 0.445                     | 0.483                     | 0.379     |
| ST-CLSTM         | 0.446    | 0.496                     | 0.522                     | 0.456     |

TABLE I

Performance of various next POI recommendation approaches evaluated by HR@1, HR@5 and HR@10, which are trained on original Gowalla dataset and augmented ones respectively.

shut down in 2012 due to the acquisition by Facebook. Users can check in a named POI and share with their friends through this app. In this paper, a complete snapshot of Gowalla check-in data is used. The dataset contains 18,737 POIs, 32,510 users with 1,278,274 check-in records over the period of February 2009 to October 2010.

Brightkite Dataset: This dataset was collected during the period from April 2008 to October 2010. Brightkite enables users check in via text messaging or application. Users can also connect with their friends and meet new friends through viewing the places they have previously visited. There are 4,747,288 check-in records containing 51,406 POIs and 772,967 users in this dataset.

B. Experiment Details

The training process for PA-Seq2Seq has three stages. Initially, a uni-directional LSTM and bi-directional LSTM are trained via maximum likelihood estimation (MLE) respectively. The weights of pretrained models will be used as encoder and decoder initialization. In the second training stage, the PA-Seq2Seq is also pretrained via MLE. Finally, in the third training stage, the model is trained through mask training strategy, which has already been described in Section 3.E. Note that the mask percentage increases iteratively from 10% at first epoch to 50% at 50th epoch. This three-stage training can keep the training process to be stable and the model coverage faster. We set the dimensionality of POI embeddings to be 16. We use Adam optimizer [36] for gradient decent and set the learning rate to be 0.008 in the experiment.

C. Baseline Methods

To the best of our knowledge, missing check-in imputation is the first time to be used in the next POI recommendation. Therefore, we compare the proposed model with two types of basic linear interpolation methods both assuming users tend to go through the two POIs between $l_1$ and $l_2$ along the shortest path. Assume there are two observed check-ins $c_1$ and $c_2$ associated with their coordinates \{lat$_1$, lng$_1$\} and \{lat$_2$, lng$_2$\}. The point $p_1$ One way is to select the nearest neighbour according to the calculated point $p$, while the other one chooses the most popular POI around $p$.

D. Next POI Recommendation Methods

There are a number of next POI recommendation.

- FPMC-LR [2]: The model constructs transition probability matrices via personalisation Markov chain approach. It factorizes the transition tensor of each user under the user movement constraints around a localized region to calculate the transition probability of selected POIs when predicting next location.
- PRME-G [10]: The method projects users and POIs into the latent spaces to calculate feature similarity between users and POIs for recommendation.
- LSTM [12]: A variant of recurrent neural network, which has a memory cell, an input gate, an output gate and a forget gate. It largely helps to solve gradient vanishing problem, and enables long-term dependency learning.
- RNN [37]: This method uses standard recurrent neural network to learn temporal dependencies in user’s behavioural sequential information.
- ST-CLSTM [5]: The state-of-art approach that integrates coupled input and forget gates to capture spatio-temporal interval information between check-ins.

E. Evaluation Methods

We first separate the dataset according to each record’s user ID. Then, each user’s check-in records are ordered by timestamp. The first 80% of check-ins are used as training set and the remaining ones are used for testing. In the training set, the last 10% of check-in data are used for validation to help tune hyper-parameters of the model.
We use Hit Ratio at $K$ (HR@$K$) metric, which is widely adopted in [38]–[41] to evaluate our effectiveness of our method. The formula of HR@$k$ is given as follows:

$$HR@k = \frac{\#hit@k}{|test|}$$

where $\#hit@k$ indicates the number of times that the ground truth $l$ appears in the top-$k$ ranking result produced by the model. $\#hit$ is added by 1 if $l$ is in the result list, otherwise, keeps the same value. $|test|$ denotes the number of test cases.

F. Results Analysis

The performance comparison on the two datasets is evaluated by HR@1, HR@5 and HR@10 which are illustrated in Table I and Table II. The training set augmented by the proposed model PA-Seq2Seq gives significant performance boost to all the next POI recommendation models achieve better accuracy performance. The HR@1, HR@5 and HR@10 of the state-of-the-art method ST-CLSTM increases HR@10 from 0.179 to 0.207 on Gowalla dataset and from 0.522 to 0.543 on Brightkite dataset. This proves that our model is able to extract user’s latent visiting distribution from the both dataset. It can be observed that, linear interpolation methods can also improve all the existing methods’ performance, but the effectiveness still lower than PA-Seq2Seq by relatively around 4%. It is likely because the linear interpolation methods ignore the temporal and spatial context of the dataset.

G. Visualisation

As illustrated in Figure 6 and Figure 7 the black icons are the original check-in data, while the red icons are augmented data imputed by our model. The numbers on the icons are the order of a check-in sequence. The results have demonstrated that the model successfully model user’s transition pattern to some extent, though there are some augmented check-ins seem not so reasonable on the map. The main reason is that both datasets are extremely sparse, it is common to see that the distance of two consecutive check-ins are larger than 10km, which is extremely hard for our model to correctly make prediction.

Fig. 6. Two examples from Gowalla dataset before and after augmentation.

Fig. 7. Two examples from Brightkite dataset before and after augmentation.

V. CONCLUSION

In this paper, an attention-based sequence-to-sequence model incorporating spatial and temporal information, named PA-Seq2Seq, is proposed to augment the check-in datasets for next POI recommendation. Our model learns missing check-in using an encoder-decoder model. The experiment results show that our model is able to boost the next POI recommendation model performance significantly. Additionally, different from linear interpolation, the model can also be applied in the next POI recommendation task directly, as it has learned the visiting distribution through training.

VI. FUTURE WORK

As mentioned in Section 4.G, two consecutive check-ins may be posted in two different cities by the user, it is reasonable to consider the geographical factor in the future. Besides, although making check-in data to be evenly-space by a manually-designed time length has received promising result, we can also investigate how to model a trajectory automatically according to the given-length time slot, starting place and end place, i.e., the number of augmented check-ins and check-in time can vary. Moreover, since our model not only can be used for data augmentation task, but also is capable to make prediction in next POI recommendation task. We would like to further evaluate the performance of our model for next POI problem. Apart from this, the model for data augmentation task requires the starting and end point as well as time slots, which is very similar to the trip recommendation task that aims at recommending a trip plan based on the given departure place and destination place under the time limit. Therefore, enlightened by the successful application of generative adversarial networks in NLP, such as SeqGAN [42] and MaskGAN [43], we would like to adopt adversarial training strategy in our model for trip recommendation through learning from the real travelling historical data in the future. [44–46]
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