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Abstract

We study $\mathcal{N} = 2$ supersymmetric Yang–Mills theory in four dimensions and then compactify it on $\mathbb{R}^3 \times S^1$. The gauge symmetry of the theory is broken by a vacuum expectation value of the scalar field, which parametrises the moduli space. The spectrum of BPS states, carrying electric and magnetic charges, is piece-wise constant, changing only when the vacuum expectation value crosses the so-called walls of marginal stability. For gauge group $SU(2)$, there is only one wall, separating the strong- and weak-coupling regions of the moduli space; for gauge groups $SU(n)$ with $n > 2$, there are walls extending into the weak-coupling region, allowing us to study wall-crossing semiclassically.

Kontsevich and Soibelman proposed an algebraic construction relating BPS spectra on both sides of a wall of marginal stability. Given the BPS spectrum on one side of the wall, in principle, one can determine the BPS spectrum on the other side of the wall using the wall-crossing formula. These formulae are known to correctly relate the strong- and weak-coupling spectra in theories with gauge group $SU(2)$ with and without fundamental flavours; we generalise this result to gauge group $SU(n)$ without flavours in the weak-coupling regime. In addition, we find the walls of marginal stability in the $SU(n)$ theory at the root of the Higgs branch and, employing the wall-crossing formula, determine the BPS spectrum in all regions of the moduli space.

Gaiotto, Moore, and Neitzke (GMN) proposed an ansatz expressing the moduli space metric of $\mathcal{N} = 2$ theory on $\mathbb{R}^3 \times S^1$ in terms of a set of integral equations. It was shown that although the BPS spectrum jumps across the walls, the predicted moduli space metric remains continuous because the BPS spectra in different regions are related by the wall-crossing formulae. Using the GMN ansatz, we find perturbative and instanton corrections in $\mathbb{R}^3 \times S^1$ for gauge group $SU(2)$ with or without flavours and for gauge group $SU(n)$ without flavours. For gauge group $SU(n)$, we also demonstrate that the predicted two-instanton metric is continuous across the walls. Then, we calculate instanton corrections from first principles. We find that the overall factor of fluctuations of fermionic and bosonic fields in $\mathbb{R}^3 \times S^1$ is a non-trivial function, reproducing the factor coming from purely electrically charged states in the GMN ansatz. We find perfect agreement between the GMN prediction and the first-principles result. We also take the limit of small radius of the compactified dimension finding one- and two-instanton corrections in three dimensions, recovering some of the previously known semiclassical results.
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Chapter 1

N=2 supersymmetric Yang–Mills theory

In this chapter, we review some facts about $\mathcal{N} = 2$ supersymmetric Yang–Mills theories and introduce our conventions. We start by constructing the microscopic action for $\mathcal{N} = 2$ theory using the $\mathcal{N} = 1$ formalism. Then, we show how the gauge symmetry of the theory is broken by the Higgs mechanism and discuss the resulting moduli space. We also discuss the electric-magnetic duality and central charges in the $\mathcal{N} = 2$ supersymmetry algebra.

In particular, we focus on the easiest non-trivial case of the theory with gauge group $SU(2)$, considered by Seiberg and Witten [1, 2]. At low energy, the gauge symmetry is broken down to $U(1)$ by a vacuum expectation value of the scalar field $\phi$. The moduli space can be parametrised by the gauge-invariant Casimir operator $u = \langle \text{tr} \phi^2 \rangle$. Different vacuum expectation values lead to physically different theories. The problem of finding the spectrum was solved by considering monodromies of the moduli space, which consists of two regions separated by a wall of marginal stability. In the $u$ plane, this wall has the form of a curve topologically equivalent to a circle: outside the curve, in the weak-coupling region, an infinite set of BPS states is present; as the VEV crosses the curve, they decay into a finite set of states in the strong-coupling region: these states are responsible for the strong-coupling singularities where they become massless.

In the more general case of a theory with gauge group $SU(n)$, the gauge symmetry breaks down to $U(1)^{n-1}$, and some elements of the analysis performed by Seiberg and Witten are still applicable. Although this theory has not been completely solved, its weak-coupling spectrum [24] as well as strong-coupling spectrum for the $SU(3)$ theory [70, 71] have been found: solving the monodromies problem, the charges of states can be conveniently expressed in terms of roots of the gauge group. When $n > 2$, the walls of marginal stability exist at weak and at strong coupling, and their structure becomes more complicated.

---

1 Direct semiclassical tests of the Seiberg–Witten solution itself were conducted in [72, 50, 73].
1.1 N=1 and N=2 supersymmetric actions

First of all, we introduce our conventions and construct the supersymmetric actions. \( \mathcal{N} = 2 \) super Yang–Mills action for the theory without flavours combines a scalar field \( \phi \), a pair of two-component spinor fields \( \psi, \lambda \), and a vector field \( A_\mu \) in Minkowski space in a single supersymmetric multiplet. One can construct the \( \mathcal{N} = 1 \) action and then promote it to the more constrained \( \mathcal{N} = 2 \) action.

In the \( \mathcal{N} = 2 \) theory, it is necessary to consider the fields \( \phi, \psi, \lambda \), and \( A_\mu \) in the adjoint representation. We will introduce a basis \( T^a \) for the Lie algebra of the gauge group in the space of \( n \times n \) matrices, so that every field \( X \) can be written as a sum of its components counted by index \( a \) as \( X^a T^a \) (implying tensor summation for every pair of repeating indices). We normalise the basis so that \( \text{tr}(T^a T^b) = \delta^{ab} \); the commutation relation is \( [T^a, T^b] = i f^{abc} T^c \), where \( f^{abc} \) is antisymmetric. E.g., in the case of gauge group \( SU(2) \), \( T^a \) are Pauli matrices divided by \( \sqrt{2} \), \( \{a, b, c\} \subset \{1, 2, 3\} \), and \( f^{123} = \sqrt{2} \).

Introduce the set of mutually anticommuting variables \( \theta^\alpha \) and \( \bar{\theta}_\dot{\alpha} \) (\( \alpha \in \{1, 2\} \), \( \theta^\alpha = \theta^\alpha \theta_\alpha \), \( \bar{\theta}_\dot{\alpha} = \bar{\theta}_\dot{\alpha} \bar{\theta}^{\dot{\alpha}} \)). These indices can be raised and lowered by acting on them with antisymmetric symbols \( \epsilon^{\alpha\beta}, \epsilon_{\dot{\alpha}\dot{\beta}} \) and \( \epsilon_{\dot{\alpha}\dot{\beta}} \); we define \( \epsilon^{12} = \epsilon_{12} = 1 \), \( \epsilon_{12} = -\epsilon^{12} = -1 \). The signature of Minkowski space is defined as \( (+, -, -, -) \) with respect to its 0, 1, 2, 3 space-time components.\(^2\) The superspace derivatives \( D_\alpha, \bar{D}_{\dot{\alpha}} \) and the supercharges \( Q_\alpha, \bar{Q}_{\dot{\alpha}} \) are then given by \([29]\)

\[
D_\alpha = \frac{\partial}{\partial \theta^\alpha} + i \sigma^\mu_{\alpha\dot{\alpha}} \bar{\theta}^{\dot{\alpha}} \partial_\mu \quad \bar{D}_{\dot{\alpha}} = - \frac{\partial}{\partial \bar{\theta}_{\dot{\alpha}}} - i \theta^\alpha \sigma^\mu_{\alpha\dot{\alpha}} \partial_\mu; \tag{1.1}
\]

\[
Q_\alpha = \frac{\partial}{\partial \theta^\alpha} - i \sigma^\alpha_{\alpha\dot{\alpha}} \bar{\theta}^{\dot{\alpha}} \partial_\mu \quad \bar{Q}_{\dot{\alpha}} = - \frac{\partial}{\partial \bar{\theta}_{\dot{\alpha}}} + i \theta^\alpha \sigma^\alpha_{\alpha\dot{\alpha}} \partial_\mu. \tag{1.2}
\]

We start by constructing the \( \mathcal{N} = 1 \) action. In order to do this, it is convenient to gather the fields \( \lambda \) and \( A_\mu \) in a vector superfield \( V = V^\dagger \), which can be expressed in Wess–Zumino gauge as

\[
V = (\theta \sigma^\mu \bar{\theta}) A_\mu + i (\theta \theta)(\bar{\theta} \lambda) - i (\bar{\theta} \bar{\theta})(\theta \lambda) + \frac{1}{2} D(\theta \theta)(\bar{\theta} \bar{\theta}). \tag{1.3}
\]

\(^2\) Dirac matrices are defined as \( \gamma^\mu = \begin{pmatrix} 0 & \sigma^\mu \\ \bar{\sigma}^\mu & 0 \end{pmatrix} \) where \( \sigma^0 = \bar{\sigma}^0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \), \( \sigma^1 = -\sigma^3 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), \( \sigma^2 = -\bar{\sigma}^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \), \( \bar{\sigma}^3 = -\bar{\sigma}^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \). The indices of \( \sigma^\alpha \) and \( \bar{\sigma}^\dot{\alpha} \) are defined as \( \sigma^\mu_{\alpha\dot{\alpha}} \) and \( \bar{\sigma}^\alpha_{\alpha\dot{\alpha}} = \epsilon^{\alpha\dot{\beta}} \epsilon_{\beta\dot{\beta}} \sigma^\mu_{\alpha\dot{\beta}} \).
1.1. N=1 AND N=2 SUPERSYMMETRIC ACTIONS

Using this superfield, one can construct

$$W_\alpha = -\frac{1}{8g}(\bar{D}_\alpha \bar{D}^\alpha) \left(e^{-2gV}D_\alpha e^{2gV}\right), \quad (1.4)$$

which is a chiral superfield (i.e., $\bar{D}_1 W_\alpha = 0$); here we introduce the gauge coupling constant $g$. The fields $\phi$ and $\psi$ are grouped together in another chiral superfield, $\Phi$, and we will use the adjoint representation for these fields:

$$\Phi = \phi + \sqrt{2} \phi \psi + (\theta \theta) f + i(\theta \sigma^\mu \bar{\theta}) \partial_\mu \phi - \frac{i}{\sqrt{2}}(\theta \theta)(\partial_\mu \psi \sigma^\mu \bar{\theta}) - \frac{1}{4}(\theta \theta)(\bar{\theta} \bar{\theta}) \partial_\mu \bar{\theta}^\mu \phi. \quad (1.5)$$

Actions invariant under supersymmetry transformations can be constructed by projecting a chiral superfield on its $F$-term and projecting a general field on its $D$-term: we define the $\mathcal{N} = 1$ Lagrangian densities for field and for matter as

$$\mathcal{L}_F = \frac{1}{8\pi} \text{Im} \int d^2 \theta (\tau \text{tr} (W^\alpha W_\alpha)), \quad \mathcal{L}_M = \frac{1}{g^2} \int d^2 \theta d^2 \bar{\theta} \text{tr} \left(\Phi^\dagger e^{2gV} \Phi\right) \quad (1.6)$$

where the integration for anticommuting variables is defined as $\int d^2 \theta (\theta \theta) = 1$, $\int d^2 \bar{\theta} (\bar{\theta} \bar{\theta}) = 1$, and the complex constant is

$$\tau = \frac{\Theta}{2\pi} + \frac{4\pi i}{g^2}. \quad (1.7)$$

Since covariant derivatives of $W_\alpha$ with respect to $\bar{\theta}^\alpha$ yield zero, $\mathcal{L}_F$ does not contain integration over $\bar{\theta}^\alpha$, and the adjoint representation, covariant partial derivatives are given as $\nabla_\mu = \partial_\mu - ig[A_\mu, ]$, the field strength is $F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ig[A_\mu, A_\nu]$ and the dual field strength is $F^{\mu \nu} = \frac{1}{2} \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma}$, where $\epsilon^{\mu \nu \rho \sigma}$ is antisymmetric with $\epsilon^{0123} = 1$. After expanding (1.6), the two parts of the $\mathcal{N} = 1$ action become

$$S_F = \frac{1}{g^2} \int d^4 x \text{tr} \left(-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} + \frac{g^2}{32\pi^2} F_{\mu \nu} F^{\mu \nu} - i\lambda \sigma^\mu \nabla_\mu \bar{\lambda} + \frac{1}{2} D^2\right), \quad (1.9)$$

$$S_M = \frac{1}{g^2} \int d^4 x \text{tr} \left(f^\dagger f + g \phi^\dagger D \phi + i\sqrt{2} g \phi^\dagger (\lambda \psi) - i\sqrt{2} g (\bar{\psi} \bar{\lambda}) \phi - i\phi \sigma^\mu \nabla_\mu \bar{\psi} + (\nabla_\mu \phi)^\dagger \nabla^\mu \phi\right). \quad (1.10)$$

Let us now turn to the $\mathcal{N} = 2$ supersymmetry, which imposes additional requirements on the Lagrangian. The new Lagrangian must be symmetric with respect to the $SU(2)_R$ rotation of the spinor fields $\psi$ and $\lambda$. From now on, all fields are in the adjoint representation, so the terms involving $D$ in (1.9) and (1.10) become $\frac{1}{g^2} \int d^4 x \text{tr} \left(\frac{1}{2} D^2 + g D[\phi^\dagger, \phi]\right)$: this expression has no derivatives of $D$, allowing us to eliminate $D$ using its equation of motion in favour of $\phi$. The auxiliary field $f$ gives no contribution and can be eliminated.

---

3 Its gauge components are $F^a_{\mu \nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + g f^{abc} A^b_\mu A^c_\nu$.

4 In these conventions,

$$W_\alpha = -\frac{1}{4}(\bar{D}_\alpha \bar{D}^\alpha)(D_\alpha V) + \frac{1}{4}(\bar{D}_\alpha \bar{D}^\alpha)[V, D_\alpha V] = -i\lambda_\alpha + \theta_\alpha D + (\theta \theta)(\sigma^\mu_\alpha \nabla_\mu \bar{\lambda}^\alpha) + (\sigma^\mu_\alpha)^* \bar{\theta} \bar{\theta} F_{\mu \nu}. \quad (1.8)$$

where $(\sigma^\mu_\alpha)^* \bar{\theta} \bar{\theta} F_{\mu \nu} = \frac{i}{4}(\sigma^\mu_\alpha \bar{\sigma}^\nu \gamma^\beta - \sigma^\mu_\alpha \bar{\sigma}^\nu \gamma^\beta)$ and $(\sigma^\mu_\alpha)^* \bar{\theta} \bar{\theta} F_{\mu \nu} = \frac{i}{4}(\sigma^\mu_\alpha \bar{\sigma}^\nu \gamma^\beta - \bar{\sigma}^\nu \sigma^\mu_\alpha \gamma_\beta)$ are conjugate $2 \times 2$ matrices, so that the generators of the Lorentz group are $M_{\mu \nu} = \frac{1}{4}([\gamma_\mu, \gamma_\nu]) = \text{diag}(\sigma^\mu, \bar{\sigma}^\mu)$. 

CHAPTER 1. \(N=2\) SUPERSYMMETRIC YANG–MILLS THEORY

After these refinements, the action of \(N = 2\) supersymmetric Yang–Mills theory in four dimensions can be expressed as

\[
S = \frac{1}{g^2} \int d^4x \tr \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{g^2}{32\pi^2} F_{\mu\nu} F^{\mu\nu} + (\nabla_\mu \phi)^\dagger \nabla^\mu \phi - i\lambda \sigma^\mu \nabla_\mu \lambda - i\psi \sigma^\mu \nabla_\mu \bar{\psi} + i\sqrt{2} g \phi^\dagger \{\lambda, \psi\} - i\sqrt{2} g \{\bar{\psi}, \bar{\lambda}\} \phi - \frac{1}{2} g^2 [\phi^\dagger, \phi]^2 \right).
\]

(1.11)

In addition to the \(N = 2\) vector multiplet of the pure theory, there can also be \(N = 2\) matter hypermultiplets. In terms of \(N = 1\) notations, each hypermultiplet contains a chiral superfield \(Q_i\) and an antichiral superfield \(\tilde{Q}_i^\dagger\), both transforming under the same representation of the gauge group, where \(i\) labels different hypermultiplets. The Lagrangian density for hypermultiplets in \(N = 2\) supersymmetric theory with \(N_f\) flavours including mixing terms with the vector multiplet has the following form:

\[
L_H = \frac{1}{g^2} \sum_{i=1}^{N_f} \left( \int d^2\theta d^2\bar{\theta} \tr \left( Q_i^\dagger e^{2gV} Q_i + \tilde{Q}_i^\dagger e^{2gV} \tilde{Q}_i \right) + \int d^2\theta \tr \left( \tilde{Q}_i (\Phi + m_i) Q_i \right) + \int d^2\bar{\theta} \tr \left( Q_i^\dagger (\Phi^\dagger + \bar{m}_i) \tilde{Q}_i^\dagger \right) \right)
\]

(1.12)

where the flavour masses \(m_i\) are complex parameters, which we will denote collectively as \(\bar{m} = (m_1, \ldots, m_{N_f})\).

1.2 Gauge symmetry breaking in \(N=2\) theory

The \(N = 2\) action (1.11) contains the bosonic term

\[
U(\phi) = \frac{1}{2} \int d^4x \tr [\phi^\dagger, \phi]^2.
\]

(1.13)

It is always non-negative and, therefore, breaks supersymmetry except the case when it is always zero. However, it does not mean that one must require \(\phi = 0\): it is necessary and sufficient that \(\phi\) and \(\phi^\dagger\) commute, in other words, that the vacuum expectation value (VEV), \(\langle \phi \rangle\), belongs to the Cartan subalgebra of the gauge group, in effect, breaking the gauge symmetry by the Higgs mechanism to \(U(1)^r\) where \(r\) is the rank of the Cartan subalgebra (for \(SU(n)\), we have \(r = n - 1\)).

The moduli space can be parametrised by \(r\) complex variables. Introduce a basis \(\hat{H}_I\) of diagonal matrices generating the Cartan subalgebra (1 \(\leq I \leq r\); from now on, hats above letters denote matrices of the gauge group). \(\langle \phi \rangle\) can be chosen to be a linear combination of \(\hat{H}_I\) since the VEV \(\langle \phi \rangle\) is given up to a gauge transformation. The commutator of the elements of the Cartan subalgebra with an element \(\hat{A}\) corresponding to a root \(\vec{a}_\hat{A}\) of the algebra is

\[
[\hat{H}, \hat{A}] = \vec{a}_\hat{A} \hat{A}.
\]

(1.14)
Let $\vec{a}$ be the VEV in the above-mentioned basis. One obvious consequence of non-vanishing $\langle \phi \rangle$ is generating masses by the kinetic term, $(\nabla_\mu \phi)^\dagger \nabla^\mu \phi$. Explicitly, for every root $\vec{\alpha}_A$, the mass of the corresponding $W$ boson charged under $\vec{\alpha}_A$ is equal to $|\vec{a} \cdot \vec{\alpha}_A|^5$.

The special case of the $\mathcal{N} = 2$ theory with gauge group $SU(2)$ was solved by Seiberg and Witten [1, 2]. In this case, the condition $[\phi^\dagger, \phi] = 0$ implies that by performing gauge transformations, we may choose the scalar field to be proportional to the third Pauli matrix. We define the vacuum expectation value as $\langle \phi \rangle = a \sigma^3/2$ with a complex parameter $a$ (also referred to as VEV). For $a \neq 0$, the gauge symmetry is broken to $U(1)$. It is convenient to describe gauge inequivalent vacua using a gauge invariant complex expectation value, $u = \langle \text{tr} \phi^2 \rangle$, whose classical value is simply $a^2/2$. Then, the perturbative spectrum consists of $W^\pm$ bosons with electric charge $\pm 1$ and quarks with electric charge $\pm 1/2$ and one non-zero flavour charge $1$ or $-1$.

In Lagrangian formalism, the $\mathcal{N} = 2$ supersymmetry can be made manifest by using an extra set of anticommuting variables, $\tilde{\theta}^a$ and $\bar{\tilde{\theta}}^\dot{a}$ (with the same conventions as above). We define the $\mathcal{N} = 2$ prepotential $F(\Psi)$ as some function of a chiral superfield $\Psi$ and construct the general action constrained by the $\mathcal{N} = 2$ supersymmetry [26], following the approach of [8]:

$$S = \frac{1}{4\pi} \text{Im} \int d^4x \, d^2\theta \, d^2\bar{\theta} \, F(\Psi).$$

(1.15)

The chiral $\mathcal{N} = 2$ superfield $\Psi$ can be expanded as

$$\Psi(x, \theta, \bar{\theta}, \tilde{\theta}, \bar{\tilde{\theta}}) = \Phi(\tilde{y}, \theta) + \sqrt{2} \tilde{\theta}^a W^a(\tilde{y}, \theta) + \tilde{\theta}^a \bar{\tilde{\theta}}^\dot{a} G(\tilde{y}, \theta)$$

(1.16)

where the constituent superfields are functions of $\tilde{y}^\mu = x^\mu + i \theta^\sigma \bar{\theta} + i \bar{\tilde{\theta}}^\sigma \tilde{\theta}$, ensuring that they are chiral. After expanding the prepotential in powers of $\tilde{\theta}$ and integrating over $\tilde{\theta}$, the low-energy effective action becomes

$$S = \frac{1}{8\pi} \text{Im} \int d^4x \left( \int d^2\theta \, F_{ab}(\Phi) W^a W^b + 2 \int d^2 \theta \, G^a F_{a}(\Phi) \right),$$

(1.17)

$$F_a(\Phi) = \frac{\partial F(\Phi)}{\partial \Phi^a}, \quad F_{ab}(\Phi) = \frac{\partial^2 F(\Phi)}{\partial \Phi^a \partial \Phi^b}.$$  

(1.18)

From (1.6), one can see that to obtain the classical $\mathcal{N} = 2$ supersymmetric Yang–Mills action (1.11) from this expression, the prepotential should be defined as

$$F(\Psi) = \frac{1}{2} \text{tr} \left( \tau \Psi^2 \right)$$

(1.19)

where the complex parameter $\tau$ is given by its classical value (1.7), the superfields $\Phi$ and $W_\alpha$ in (1.16) should be identified with the $\mathcal{N} = 1$ expressions (1.5) and (1.4), and $G$ should be defined as

$$G(\tilde{y}, \theta) = \int d^2 \tilde{\theta} \left( \Phi(\tilde{y} - i \theta^\sigma \bar{\theta}, \theta, \bar{\tilde{\theta}}) \right)^\dagger \exp \left( 2gV(\tilde{y} - i \theta^\sigma \bar{\theta}, \theta, \bar{\tilde{\theta}}) \right).$$

(1.20)

---

$^5$ $\vec{a} \cdot \vec{b}$ denotes the scalar product of two vectors, $\vec{a}$ and $\vec{b}$, here and everywhere else in the text (we omit the dot in $\vec{a} \cdot \vec{b}$).
1.3 Moduli space and duality

Consider the theory with gauge group $U(1)$ after gauge symmetry breaking. The $\mathcal{N} = 2$ action (1.17) is

$$S = \frac{1}{8\pi} \text{Im} \int d^4x \left( \int d^2\theta \mathcal{F}''(\Phi) W^\alpha W_\alpha + 2 \int d^2\theta d^2\bar{\theta} \Phi^1 \mathcal{F}'(\Phi) \right).$$

The action of the scalar field $\phi$ is encoded in the second term of (1.21). To extract it, we write out $\Phi$ and Taylor-expand $\mathcal{F}'(\Phi)$ at $\phi$ using (1.5); then, integrating over the anticommuting variables, we obtain

$$\frac{1}{4\pi} \text{Im} \int d^4x \mathcal{F}''(\phi) \partial_\mu \bar{\phi} \partial^\mu \phi.$$  

(1.22)

This is a sigma model whose metric is given by

$$g = \text{Im} \mathcal{F}''(a) da d\bar{a} = \text{Im} \tau(a) da d\bar{a}$$

(1.23)

where $a$ is the VEV, $\bar{a}$ is its complex conjugate, and $\tau(a) = \mathcal{F}''(a)$ is the complex coupling.

Let us now show how to dualise [1] the low-energy action (1.21), following [11]. Define a superfield $\Phi_D$ dual to $\Phi$ by setting $\Phi_D = \mathcal{F}'(\Phi)$ and a prepotential $\mathcal{F}'_D(\Phi_D)$ dual to $\mathcal{F}(\Phi)$ by setting $\mathcal{F}'_D(\Phi_D) = -\Phi$. This transformation obeys

$$\mathcal{F}'_D(\Phi_D) = \mathcal{F}(\Phi) - \Phi \Phi_D.$$  

(1.24)

Making use of these relations, we can rewrite the second term in (1.21) in terms of the dual variables:

$$\frac{1}{4\pi} \text{Im} \int d^4x d^2\theta d^2\bar{\theta} \Phi^1 \mathcal{F}'(\Phi) = \frac{1}{4\pi} \text{Im} \int d^4x d^2\theta d^2\bar{\theta} \left( -\mathcal{F}'_D(\Phi_D) \right)^\dagger \Phi_D$$  

$$= \frac{1}{4\pi} \text{Im} \int d^4x d^2\theta d^2\bar{\theta} \Phi^\dagger_D \mathcal{F}'_D(\Phi_D).$$

(1.25)

Now, consider the first term in (1.21). To dualise the action, we introduce a Lagrange multiplier in the functional integral:

$$\int \mathcal{D}V \exp \left( \frac{i}{8\pi} \text{Im} \int d^4x d^2\theta \mathcal{F}''(\Phi) W^\alpha W_\alpha \right) =$$

$$\int \mathcal{D}W \mathcal{D}V_D \exp \left( \frac{i}{8\pi} \text{Im} \int d^4x \left( \int d^2\theta \mathcal{F}''(\Phi) W^\alpha W_\alpha + \frac{1}{2} \int d^2\theta d^2\bar{\theta} V_D D_\alpha W^\alpha \right) \right).$$

(1.26)

Using that $\bar{D}_\beta W^\alpha = 0$, we modify the second term as

$$\int d^2\theta d^2\bar{\theta} V_D D_\alpha W^\alpha = -\int d^2\theta d^2\bar{\theta} (D_\alpha V_D) W^\alpha =$$

$$-\int d^2\theta d^2\bar{\theta} (\bar{D}_\alpha \bar{D}^\beta D_\beta V_D) W^\alpha = 4 \int d^2\theta (W_D)_\alpha W^\alpha.$$  

(1.27)

Integrating over $W^\alpha$ in the functional integral, we get

$$\int \mathcal{D}V_D \exp \left( \frac{i}{8\pi} \text{Im} \int d^4x d^2\theta \left( -\mathcal{F}''(\Phi) W^\alpha_D W_D \right) \right).$$

(1.28)
1.3. MODULI SPACE AND DUALITY

We have obtained a dual action where the initial effective coupling $\tau(a) = F''(a)$ is replaced by $-1/\tau(a) = -1/F''(a)$. One can also show that changing $W^a \to W^a_D$ corresponds to changing $F_{\mu \nu} \to F_{\mu \nu}$; this generalises the electromagnetic Montonen–Olive duality [36]. Since $F''_D(\Phi_D) = -d\Phi_d/d\Phi_D = -1/F''(\Phi)$, we can relate the two complex couplings:

$$-\frac{1}{\tau(a)} = \tau_D(a_D) \quad (1.29)$$

where $a_D$, the VEV of the dual scalar field, is the magnetic dual of $a$. Finally, we see that the full action (1.21) is invariant under substituting all its constituent fields by their duals. Using both $a$ and $a_D = F'(a)$, we can rewrite the metric in a symmetric way:

$$g = \text{Im}(da_D d\bar{a}) \quad (1.30)$$

where $a_D$ and $a$ are non-trivial functions of $u$.

The theory is symmetric under $F_{\mu \nu} \leftrightarrow \tilde{F}_{\mu \nu}$ (for the electric field $E$ and the magnetic field $B$, this means $E \to B$, $B \to -B$). To preserve this symmetry, Dirac introduced magnetic monopoles with charge $q_m$ in addition to the electric charge $q_e$ (so that the duality exchanges $q_m$ and $q_e$). It can be shown that this construction can be consistent only if all charges obey $q_m q_e \in 2\pi \mathbb{Z}$, hence, all electric and magnetic charges quantise, and their minimal values are related as $q_m q_e = 2\pi$.

In our notations, each particle in the theory with gauge group $U(1)$ has an electric charge $\gamma_e$ and a magnetic charge $\gamma_m$ [37, 38, 39, 40], denoted together as $\gamma = (\gamma_e, \gamma_m)$. In general, for a theory with gauge group of rank $r$ after symmetry breaking, BPS states have $r$ electric charges $\gamma_e I$ and $r$ magnetic charges $\gamma_m I$ under the residual $U(1)^r$ gauge symmetry whose components are labelled by $I$; in addition, when flavours are present, BPS states have flavour charges $s_i$ for each hypermultiplet labelled by $i$:

$$\gamma = (\bar{\gamma}_e, \bar{\gamma}_m, \bar{s}) = (\gamma_e 1, \ldots, \gamma_e r), (\gamma_m 1, \ldots, \gamma_m r), (s_1, \ldots, s_{N_f}) \quad (1.31)$$

In the $\mathcal{N} = 2$ supersymmetry algebra, the anticommutators of the supercharges depend on the central charge $Z$ [25]:

$$\{Q_\alpha, \bar{Q}_\beta\} = 2\epsilon_{\alpha \beta} Z, \quad \{\tilde{Q}_\alpha, \tilde{Q}_\beta\} = 2\epsilon_{\dot{\alpha} \dot{\beta}} \bar{Z} \quad (1.32)$$

The mass of any state obeys $M \geq |Z|$, with equality holding only for BPS states, i.e., states belonging to short representations of the superalgebra. We will focus on the BPS case. In the simplest case of Seiberg–Witten theory with gauge group $SU(2)$ without flavours, the central charge [30] of a particle with charge $\gamma$ is given by

$$Z_\gamma = a\gamma_e + a_D\gamma_m \quad (1.33)$$

where $Z(u) = (a(u), a_D(u))$. Thus, the mass $M_{(\gamma_e, \gamma_m)}$ of a particle with charge $(\gamma_e, \gamma_m)$ is given by the length of $a(u)\gamma_e + a_D(u)\gamma_m$ in the complex plane [10]. Analogously, for an $\mathcal{N} = 2$ theory with gauge group of rank $r$ and with $N_f$ flavours, the central charge takes the form

$$Z_\gamma = \bar{a}^I\gamma_e^I + \bar{a}^I_D\gamma_m^I + \bar{m}^I s^I = \sum_{I=1}^{r} (a^I \gamma_e I + a_D^I \gamma_m I) + \sum_{i=1}^{N_f} m_i s_i \quad (1.34)$$
where $\bar{a}$ is the VEV of the scalars in the Cartan subalgebra, $\bar{a}_D$ is its dual, and $\vec{m}$ is the vector of complex masses of hypermultiplets.

Let us find the conditions required for a decay process $\gamma_0 \to \sum_{i=1}^{p} \gamma_i$ to take place (conversely, we can consider creation of a state). First, all total electric, magnetic, and flavour charges must be conserved; this also implies conservation of the total central charge: $Z_{\gamma_0} = \sum_{i=1}^{p} Z_{\gamma_i}$. Second, since the total mass must remain the same, there is another constraint on the central charges: $|Z_{\gamma_0}| = \sum_{i=1}^{p} |Z_{\gamma_i}|$. Applying the extended triangle inequality to the central charges, we see that these two conditions are simultaneously satisfied when

$$\arg Z_{\gamma_i} = \arg Z_{\gamma_0}, \quad \forall \ i.$$ (1.35)

The regions in the moduli space where such processes are possible are called walls of marginal stability. They form hyper-surfaces. In particular, they must contain all singular points where one of the states $\gamma$ becomes massless ($Z_{\gamma} = 0$, its complex argument is not well-defined, and rotating around the singularity, $\arg Z_{\gamma}$ jumps by a non-zero multiple of $2\pi$, therefore (1.35) is satisfied somewhere near the singularity).

In the pure $SU(2)$ theory, the wall determined by (1.35) has a particularly simple form: it is a curve in the $u$ plane where the VEV and its dual are aligned in the complex plane:

$$r(u) = \frac{a_D(u)}{a(u)} \in \mathbb{R}. \quad (1.36)$$

The general exact solution for $a(u)$ and $a_D(u)$ was found in [11] by solving a differential equation with periodic boundary conditions corresponding to the monodromies around singularities (which will be discussed below). The solution is given in terms of hypergeometric functions:

$$a(u) = \sqrt{2(u+1)} F \left( -\frac{1}{2}, -\frac{1}{2}; 1; \frac{2}{u+1} \right),$$

$$a_D(u) = \frac{i}{2} (u-1) F \left( \frac{1}{2}, \frac{1}{2}; 2; \frac{1-u}{2} \right) \quad (1.37)$$

where the dynamically generated scale has been set as $\Lambda = 1$. This result allows one to recover the wall of marginal stability: the curve in the complex $u$ plane is approximately (up to $10^{-2}$), although not exactly, an ellipse [12] with axes $[-1,1]$ and $\approx [-0.86,0.86]$ (figure 1.1). Let us consider how $r$ (1.36) changes along the curve. As we move from $u = -1$ clockwise, $r$ grows monotonically from $r = -2$ (when $u = -1 + i \varepsilon$) to $r = 2$ (when $u = -1 - i \varepsilon$), with $r = 0$ at $u = 1$. The wall divides the complex plane into two disconnected regions: the weak-coupling region corresponds to large $|u|$, the strong-coupling region lies inside the curve, when $|u|$ is small. In theories with flavours, the solution and the walls of marginal stability, which are topologically equivalent to a circle, were found in [13, 14] using a similar approach.
1.4 Spectrum and monodromies

We start by computing the BPS spectrum of the $SU(2)$ theory [1] by requiring that it is consistent with the monodromies corresponding to the singularities in the moduli space. Then, following [24], we compute the weak-coupling BPS spectrum of the $SU(n)$ theory from the semiclassical monodromies of the associated Seiberg–Witten curve [17, 18] (this analysis can also be extended to all other gauge groups [19, 20, 21, 22, 23]).

This solution (1.37) has singularities at $u = \pm 1$ and at infinity. Near these points, the VEV and its dual can be approximated as [12]

$$
a(u) \simeq \sqrt{2u} \\
a_D(u) \simeq \frac{i}{\pi} \sqrt{2u} \left(\log u + 3 \log 2 - 2\right)
$$

for $u \to \infty$, (1.38)

$$
a(u) \simeq \frac{4}{\pi} - \frac{u - 1}{2\pi} \log \frac{u - 1}{2} + \frac{u - 1}{2\pi} (1 + 4 \log 2) \\
a_D(u) \simeq \frac{i(u - 1)}{2}
$$

for $u \to 1$, (1.39)

$$
a(u) \simeq \frac{i}{\pi} \left(\frac{u + 1}{2} \log \frac{u + 1}{2} + \frac{u + 1}{2} (-i\pi - \epsilon (1 + 4 \log 2)) + 4\epsilon\right) \\
a_D(u) \simeq \frac{i}{\pi} \left( -\frac{u + 1}{2} \log \frac{u + 1}{2} + \frac{u + 1}{2} (1 + 4 \log 2) - 4\right)
$$

for $u \to -1$ (1.40)

where $\epsilon = \text{sign} \text{Im} u$. The singularity at $u = 1$ arises when $\pm (0, 1)$ becomes massless; $u = -1$ corresponds to the massless particle described as $\pm (-1, 1)$ for $\text{Im} u < 0$ and $\pm (1, 1)$ for $\text{Im} u > 0$. 

Figure 1.1: The wall of marginal stability in the pure $\mathcal{N} = 2$ $SU(2)$ theory in the $u$ plane [12].
1.4.1 SU(2) theory

Consider what happens as we turn clockwise around the singular points: for $u = \pm 1$, $\log(u \mp 1) \to \log(u \mp 1) + 2\pi i$; for $u \to \infty$, $\log u \to \log u + 2\pi i$ (and $\sqrt{u} \to -\sqrt{u}$). Thus, the values $a$ and $a_D$ jump: their changes are characterised by the monodromy matrices

\[ M_1 = \begin{pmatrix} 1 & -2 \\ 0 & 1 \end{pmatrix}, \quad M_{-1} = \begin{pmatrix} 3 & -2 \\ 2 & -1 \end{pmatrix}, \quad M_{\infty} = \begin{pmatrix} -1 & 0 \\ 2 & -1 \end{pmatrix} \]

(1.41)

acting on the vector $(a, a_D)$ from the left where $M_1$, $M_{-1}$, and $M_{\infty}$ denote clockwise rotations around $u = 1$, $u = -1$, and $u \to \infty$. Since the central charge is given by $(\gamma_e, \gamma_m) \cdot (a, a_D)^T$, these monodromies can be thought of as transformations acting on the electromagnetic charge $(\gamma_e, \gamma_m)$ from the right.

Each of the two strong-coupling singularities, $u = 1$ and $u = -1$, corresponds to a state with vanishing mass: its electromagnetic charge must be invariant under the corresponding monodromy. We assume that at strong coupling, there are only two states satisfying this condition: $(0, 1)$ is a left eigenvector of $M_1$, and $(-1, 1)$ is a left eigenvectors of $M_{-1}$. We also observe that the contour around $u \to \infty$ can be split into a contour around $u = -1$ and a contour around $u = 1$; as there are no other singularities, this means that the monodromies are related by

\[ M_{\infty} = M_1 M_{-1} , \]  

(1.42)

and one can see that the condition is satisfied. The monodromy at infinity transforms electromagnetic charges as $(\gamma_e, \gamma_m) \to (-\gamma_e + 2\gamma_m, \gamma_m)$. As a result, the weak-coupling spectrum is larger than the strong-coupling spectrum: semiclassically, there is an infinite tower of dyons $\pm (m, 1)$, $m \in \mathbb{Z}$, and $W^\pm$ bosons with charge $\pm (1, 0)$. In other words, the monodromy at infinity and the two states existing in the strong-coupling region give rise to the tower of semiclassical Julia–Zee dyons [39].

1.4.2 SU(n) theory

Now we are prepared to proceed to the $\mathcal{N} = 2$ theory with gauge group $SU(n)$. We will restrict ourselves to the weak-coupling regime, constructing the $SU(n)$ spectrum by acting with monodromies on the $SU(2)$ spectrum. Let $r$ be the dimension of the Cartan subalgebra of the gauge group: for the $SU(n)$ group, $r = n - 1$. The gauge symmetry is maximally broken as $SU(n) \to U(1)^{n-1}$ by the vacuum expectation value of the scalar field $\phi$. $\langle \phi \rangle = \bar{a} \tilde{H}$, where $\bar{a}$ is called the electric coordinate, $\tilde{H}$ is the vector of matrices generating the Cartan subalgebra (all vectors are $(n - 1)$-dimensional). As a result, the spectrum of the theory has $n(n - 1)/2$ massive pairs of $W^\pm$ bosons.

Denote the set of all roots of the gauge group $SU(n)$ as $\Phi$, the set of the $r = n - 1$ simple roots as $\Phi_0$, and the set of the $n(n - 1)/2$ positive roots as $\Phi_+$. Each $W^+$ boson corresponds to a positive root $\alpha_A \in \Phi_+$ (and vice versa), so that it has charge $W_A = (\alpha_A, \bar{a})$ and mass $M_{W_A} = |\alpha_A \bar{a}|$ (analogously, anti-bosons are paired with negative roots). In the $SU(n)$ case, we normalise every root $\alpha$ as $|\alpha| = 1$. By default, all roots will be denoted by Greek letters ($\alpha$, ...), positive roots
will have capital Latin indices \((A, \ldots)\), and simple roots will have small Latin indices \((i, \ldots)\). In terms of an orthonormal basis \(\vec{e}_i\), simple roots for the \(SU(n)\) group can be set as
\[
\vec{\alpha}_i = \frac{1}{\sqrt{2}} (\vec{e}_i - \vec{e}_{i+1}), \quad 1 \leq i \leq n.
\] (1.43)

E.g., for the \(SU(3)\) gauge group, there exists a set of 3 positive roots, which may be chosen as \(\Phi_+ = \{\vec{\alpha}_1 = (1,0), \vec{\alpha}_2 = (-1/2, \sqrt{3}/2), \vec{\alpha}_3 = (1/2, \sqrt{3}/2)\}\), where \(\Phi_0 = \{(1,0), (-1/2, \sqrt{3}/2)\}\) is the set of simple roots for the two-dimensional Cartan subalgebra. For the \(SU(2)\) gauge group, there is only one positive root, 1, which is also simple.

We will be dealing with the weak-coupling region, setting
\[
\left| \frac{\vec{\alpha}_A \vec{a}}{\Lambda} \right| \gg 1, \quad \forall \vec{\alpha}_A \in \Phi_+
\] (1.44)
where \(\Lambda\) is the dynamical scale. The global gauge transformations are not completely fixed: one can still perform discrete transformations in the Weyl group. This discrete degree of freedom can be eliminated by requiring that \(\text{Re} \vec{a}\) lies in the fundamental Weyl chamber corresponding to some choice of positive roots:
\[
\text{Re} (\vec{\alpha}_i \vec{a}) \geq 0, \quad \forall \vec{\alpha}_i \in \Phi_0.
\] (1.45)

The spectrum of dyons whose magnetic charge-vectors are given by simple roots (“simple dyons”) is analogous to the \(SU(2)\) case:
\[
(p\vec{\alpha}_i, \vec{\alpha}_i), \quad \vec{\alpha}_i \in \Phi_0, \ p \in \mathbb{Z}.
\] (1.46)

The tree-level and one-loop corrections were analysed in [8]. Higher order perturbative corrections are absent. Instanton corrections produce new terms, which are suppressed in this limit, and we will ignore them. In this limit, the prepotential is [27, 28]
\[
\mathcal{F}(\vec{a}) \simeq \frac{i}{2\pi} \sum_{\vec{\alpha}_A \in \Phi_+} (\vec{\alpha}_A \vec{a})^2 \log \left( \frac{\vec{\alpha}_A \vec{a}}{\Lambda} \right)^2.
\] (1.47)

The coefficient of the logarithm follows from the one-loop beta function and preserves the anomalous \(U(1)_R\) symmetry. To the leading order, the magnetic coordinate \(\vec{a}_D = \nabla_\vec{a} \mathcal{F}(\vec{a})\) is given as
\[
\vec{a}_D \simeq \frac{i}{\pi} \sum_{\vec{\alpha}_A \in \Phi_+} \vec{\alpha}_A (\vec{\alpha}_A \vec{a}) \log \left( \frac{\vec{\alpha}_A \vec{a}}{\Lambda} \right)^2 = \hat{\tau}_{\text{eff}} \vec{a}
\] (1.48)
where \(\hat{\tau}_{\text{eff}}\) is the effective complex coupling. The important feature of this expression is that it has singularities when one of the bosons becomes massless. For each singularity \(\vec{\alpha}_i \vec{a} = 0\), there should

---

6 This basis has \(n = r + 1\) dimensions, whereas all other vectors being considered are restricted to lie in \(n - 1 = r\) dimensions.

7 In [79], the convention is \(\|\vec{\alpha}_A\| = 2\), and therefore, the resulting coefficient is divided by 2 with respect to our conventions.
be a Weyl reflection [24] acting on the VEV when \( \text{Re} \tilde{\alpha}_i \tilde{a} = 0 \) to ensure that it stays within the fundamental Weyl chamber (1.45). This transformation reflects the projection of \( \tilde{a} \) onto \( \tilde{\alpha}_i \):

\[
\tilde{a}(t) = \tilde{a} - \tilde{\alpha}_i (\tilde{\alpha}_i \tilde{a}) (1 - e^{it}) , \quad 0 \leq t \leq \pi
\]  

(1.49)

where \( t = 0 \) and \( t = \pi \) correspond to the initial and the final position (as \( t \) increases, \( \tilde{a}(t) \) moves counterclockwise). The associated monodromy matrix \( \tilde{M}_i \) acting on the vector \((\tilde{a}, \tilde{a}_D)\) from the left, and its inverse are given as

\[
\tilde{M}_i = \begin{pmatrix}
\hat{1} - 2\tilde{\alpha}_i \otimes \tilde{\alpha}_i & 0 \\
-2\tilde{\alpha}_i \otimes \tilde{\alpha}_i & \hat{1} - 2\tilde{\alpha}_i \otimes \tilde{\alpha}_i
\end{pmatrix} , \quad \tilde{M}_i^{-1} = \begin{pmatrix}
\hat{1} - 2\tilde{\alpha}_i \otimes \tilde{\alpha}_i & \hat{0} \\
2\tilde{\alpha}_i \otimes \tilde{\alpha}_i & \hat{1} - 2\tilde{\alpha}_i \otimes \tilde{\alpha}_i
\end{pmatrix} .
\]  

(1.50)

We shall follow the approach in [24] to obtain the full spectrum of dyons. All dyons whose magnetic charges are not simple roots (“composite dyons”), up to their overall sign, are generated by acting on simple dyons with these monodromies (from the right). Some possibilities are

\[
(p\tilde{\alpha}_i, \tilde{\alpha}_i) \tilde{M}^{i_1+1}_{i+1} \tilde{M}^{i_2+2}_{i+2} \ldots \tilde{M}^{j-1}_{j-1} = \left( p \sum_{m=1}^{j-1} \tilde{\alpha}_m + \sum_{l=i+1}^{j-1} \epsilon_l \sum_{m=l}^{j-1} \tilde{\alpha}_m , \sum_{m=1}^{j-1} \tilde{\alpha}_m \right)
\]  

\[= \frac{1}{\sqrt{2}} \left( p(\tilde{e}_i - \tilde{e}_j) + \sum_{l=i+1}^{j-1} \epsilon_l (\tilde{e}_l - \tilde{e}_j) , \tilde{e}_i - \tilde{e}_j \right)
\]  

(1.51)

where \( \epsilon_l = \pm 1 \) (as for \( |\epsilon_l| > 1 \), the VEV would cross a wall of marginal stability), \( 1 \leq j \leq n \). The most general product of monodromies acting on a state whose magnetic charge is a simple root is given as

\[
(p\tilde{\alpha}_k, \tilde{\alpha}_k) \tilde{M}^{k+1}_{k+1} \tilde{M}^{k+2}_{k+2} \ldots \tilde{M}^{j-1}_{j-1} \tilde{M}^{k-1}_{k-1} \tilde{M}^{k-2}_{k-2} \ldots \tilde{M}^{i}_{i} = \left( p \sum_{m=1}^{j-1} \tilde{\alpha}_m + \sum_{l=k+1}^{j-1} \epsilon_l \sum_{m=l}^{j-1} \tilde{\alpha}_m + \sum_{l=1}^{k-1} \epsilon_l \sum_{m=l}^{k-1} \tilde{\alpha}_m , \sum_{m=1}^{j-1} \tilde{\alpha}_m \right).
\]  

(1.52)

This is, in fact, equal to the previous result, (1.51), if we set \( \tilde{e}_l = -\epsilon_{l+1} \) for \( i \leq l \leq k-1 \), \( \tilde{e}_l = \epsilon_l \) for \( k \leq l \leq j-1 \), and \( p = p + \sum_{l=i+1}^{k} \epsilon_l \).

In the case of gauge group \( SU(3) \) (considered explicitly in [69]), (1.51) has only one monodromy matrix, \( \tilde{M}_2 \), and the composite dyons are \((p\tilde{\alpha}_3 \pm \tilde{\alpha}_2, \tilde{\alpha}_3)\), where \( \tilde{\alpha}_3 = \tilde{\alpha}_1 + \tilde{\alpha}_2 \), depending on whether one acts with \( \tilde{M}_2 \) or \( \tilde{M}_2^{-1} \) on \((p\tilde{\alpha}_1, \tilde{\alpha}_1)\). This demonstrates that the moduli space of the theory at weak coupling consists of two separate regions.

Summing up, the spectrum is given by the sets of simple dyons (1.46), composite dyons (1.51), \( W \) bosons whose charges are \((\tilde{\alpha}_A, 0)\), and their antiparticles.

### 1.5 Dimensional reduction

Following [3], we can compactify the Euclidean \( \mathbb{R}^4 \) theory on \( \mathbb{R}^3 \times S^1 \) along \( x^0 \) imposing periodic conditions on bosonic and fermionic fields, which preserve supersymmetry. First of all, let us restrict
our attention to the bosonic part of the $\mathbb{R}^4$ action:

$$S_B = \int d^4x \left( \frac{1}{4g^2} F_{\mu\nu} F^{\mu\nu} + \frac{i\Theta}{32\pi^2} F_{\mu\nu} \tilde{F}^{\mu\nu} + \frac{1}{2g^2} \partial_{\mu} \phi \partial^{\mu} \phi \right),$$

(1.53)

where the complex parameter that we are using is (1.7). Define the Wilson line:

$$\theta_e = \oint_{S_R^1} dx_0 A_0.$$  

(1.54)

The theory is invariant under the following gauge transformation:

$$A_\mu \to A_\mu + \partial_\mu w.$$  

(1.55)

In $\mathbb{R}^3 \times S^1$, one must require $e^{iw(x_0=0)} = e^{iw(x_0=2\pi R)}$ to preserve periodicity along the compactified dimension. For the Wilson line, this means that it is defined up to shifting $\theta_e \to \theta_e + 2\pi n$, $n \in \mathbb{Z}$. The first two terms of (1.53) compactified on $\mathbb{R}^3 \times S^1$ at low energy (where we are retaining only zero modes, ignoring Kaluza–Klein massive terms) are given by

$$S_B = \int d^3x \left( \frac{\pi R}{2g^2} F_{\mu\nu} F^{\mu\nu} + \frac{1}{4\pi R g^2} \partial_\mu \theta_e \partial^\mu \theta_e + \frac{i\Theta}{16\pi^2} \epsilon^{\mu\nu\rho} F_{\mu\nu} \partial_\rho \theta_e + \frac{i}{8\pi} \epsilon^{\mu\nu\rho} B_{\mu\nu} \partial_\rho \theta_m \right).$$

(1.56)

where the spatial indices run over 1, 2, 3.

We can now dualise the three-dimensional photon: to achieve this, we modify the Lagrangian by defining a new field strength:

$$B_{\mu\nu} = \partial_\mu C_\nu - \partial_\nu C_\mu,$$

(1.57)

so that in addition to the original gauge invariance (1.55), the action is invariant under

$$A_\mu \to A_\mu + C_\mu,$$

$$B_{\mu\nu} \to B_{\mu\nu} + \partial_\mu C_\nu - \partial_\nu C_\mu.$$  

(1.58)

Introduce a periodic scalar field $\theta_m \in [0, 2\pi]$ which will serve as a Lagrange multiplier. The initial action (1.56) can then be rewritten as

$$S_B = \int d^3x \left( \frac{\pi R}{2g^2} (F_{\mu\nu} - B_{\mu\nu})(F^{\mu\nu} - B^{\mu\nu}) + \frac{1}{4\pi R g^2} \partial_\mu \theta_e \partial^\mu \theta_e + \frac{i\Theta}{8\pi} \epsilon^{\mu\nu\rho} B_{\mu\nu} \partial_\rho \theta_m \right).$$

(1.59)

Dirac quantisation for magnetic charges in three dimensions is

$$\frac{1}{8\pi} \int d^3x \epsilon^{\mu\nu\rho} \partial_\mu F_{\nu\rho} \in \mathbb{Z},$$

hence, the dual photon $\theta_m$ is invariant under shifting $\theta_m \to \theta_m + 2\pi n$, $n \in \mathbb{Z}$. In the path integral, integrating over $\theta_m$ allows one to set $B_{\mu\nu} = 0$ and recover the original action. On the other hand, one can use the extended gauge invariance to set $F_{\mu\nu} = 0$ and integrate over $B_{\mu\nu}$. Then, the compactified bosonic action becomes

$$S_B = \frac{1}{4} \int d^3x \left( \frac{g^2}{16\pi^3 R} \partial_\mu \bar{z} \partial^\mu z + \frac{4\pi R}{g^2} \partial_\mu \bar{\phi} \partial^\mu \phi \right)$$

(1.60)

where $z = \theta_m - \tau \theta_e$. The fermionic part of the low-energy action after compactifying one dimension is

$$S_F = \frac{2\pi R}{g^2} \int d^3x \left( i\bar{\psi} \partial^\mu \psi + i\bar{\lambda} \sigma^\mu \partial_\mu \lambda \right).$$

(1.61)
CHAPTER 1. N=2 SUPERSYMMETRIC YANG–MILLS THEORY

For generic gauge group, we can define \( r \) Wilson lines \( \theta^I_e \) and \( r \) dual photons \( \theta^I_m \) (where \( I \) counts gauge components); it is also convenient to introduce a new field mixing Wilson lines and dual photons:

\[
z_I = \theta^I_m - \sum_{J=1}^r \tau^I_{IJ} \theta^J_e. \quad (1.62)
\]

For the \( r \)-vectors of Wilson lines and dual photons, \( \vec{\theta}_e = (\theta^1_e, \ldots, \theta^r_e) \) and \( \vec{\theta}_m = (\theta^1_m, \ldots, \theta^r_m) \), we define

\[
\theta_\gamma = \vec{\theta}_e \gamma^e + \vec{\theta}_m \gamma^m = \sum_{I=1}^r \left( \theta^I_e \gamma_e I + \theta^I_m \gamma^I_m \right). \quad (1.63)
\]

In general, (1.60) and (1.61) contain summations over all gauge components where one should treat the effective complex parameter \( \text{Im} \tau_{\text{eff}} = 4\pi/g^2_{\text{eff}} \) (1.7) as a matrix \((\text{Im} \tau_{\text{eff}})_{IJ}\) where \((\tau_{\text{eff}})_{IJ} = \partial^2 F(\vec{a})/\partial a^I \partial a^J \) (in our case, the prepotential is given in (1.47)):

\[
S_B = \frac{1}{4} \int d^3x \sum_{I=1}^r \sum_{J=1}^r \left( \frac{1}{4\pi^2 R} (\text{Im} \tau_{\text{eff}})^{-1} \right)_{IJ} \partial_\mu \bar{z}_I \partial^\mu z_J + R(\text{Im} \tau_{\text{eff}})_{IJ} \partial_\mu \bar{\phi}_I \partial^\mu \phi^J, \quad (1.64)
\]

\[
S_F = \frac{R}{2} \int d^3x \sum_{I=1}^r \sum_{J=1}^r (\text{Im} \tau_{\text{eff}})_{IJ} \left( i \bar{\psi}_I \gamma^\mu \partial_\mu \psi^J + i \bar{\lambda}_I \gamma^\mu \partial_\mu \lambda^J \right). \quad (1.65)
\]

The real dimension of the Coulomb branch is \( 4r \) (parametrised by complex \( \phi^I \) and \( z_I \) for all \( I \)).

1.6 Hyper-Kähler description

As has been shown above, the compactified low-energy effective theory on the Coulomb branch is a three-dimensional sigma model. It is known that the metric of the target space of the theory is hyper-Kähler [31]. This is ensured by the presence of 8 real supercharges. In this section, using this property, we will describe the metric via a symplectic product depending on Darboux coordinates.

Let us recall some definitions. A Kähler manifold has a potential \( K \) defining the corresponding symplectic form

\[
\omega_3 = i \frac{\partial^2 K}{\partial z^a \partial z^b} dz^a \wedge dz^b, \quad (1.66)
\]

which is related to the metric

\[
g = 2 \frac{\partial^2 K}{\partial z^a \partial z^b} dz^a dz^b = 2 g_{ab} dz^a dz^b. \quad (1.67)
\]

After dimensional reduction (1.64), the leading behaviour of the metric of the moduli space is given by its semiflat component:

\[
g^{\text{sf}} = R(\text{Im} \tau) |da|^2 + \frac{1}{4\pi^2 R} (\text{Im} \tau)^{-1} |dz|^2 \quad (1.68)
\]
where gauge indices are suppressed (the term “semiflat” refers to the two-torus spanned by $\theta^{I}$ and $\theta_{mI}$ being flat). A hyper-Kähler manifold [76, 77] is defined as a Kähler manifold with respect to a triplet of complex structures $J$ obeying the quaternion relations

$$J_{1}J_{2} = J_{3}, \quad J_{2}J_{3} = J_{1}, \quad J_{3}J_{1} = J_{2}, \quad J_{a}^{2} = -1$$

(1.69)

for $a = 1, 2, 3$. Each complex structure has a corresponding Kähler form $\omega_{a}$. More generally, a hyper-Kähler manifold is Kähler for any complex structure $v^{a}J_{a}$ parametrised by a vector $\vec{v}$ such that $||\vec{v}|| = 1$. Its corresponding Kähler form is $v^{a}\omega_{a}$.

The three Kähler forms can be combined in a single form depending on an auxiliary complex parameter $\zeta$:

$$\omega(\zeta) = -\frac{i}{2\zeta} \omega_{+} + \omega_{3} - \frac{i}{2} \omega_{-}$$

(1.70)

where we have introduced $\omega_{\pm} = \omega_{1} \pm i\omega_{2}$. After adding infinity, $\zeta$ parametrises $\mathbb{CP}^{1}$.

For an abelian gauge theory of rank $r$, this form can be expressed in terms of Darboux coordinates ($X^{I}_{e}$ and $X^{I}_{m}$ are called electric and magnetic components, $I$ is the index counting gauge group components):

$$\omega(\zeta) = -\frac{1}{4\pi^{2}R} \sum_{I=1}^{r} \frac{dX^{I}_{e}(\zeta)}{X^{I}_{e}(\zeta)} \wedge \frac{dX^{I}_{m}(\zeta)}{X^{I}_{m}(\zeta)}.$$  

(1.71)

We can expand this definition of Darboux coordinates to any charge $\gamma$:

$$X^{\gamma}(\zeta) = \prod_{I=1}^{r} (X^{I}_{e}(\zeta))^{\gamma_{eI}} (X^{I}_{m}(\zeta))^{\gamma_{mI}}$$

(1.72)

where $X^{I}_{e}$ and $X^{I}_{m}$ are Darboux coordinates corresponding to the charges with only one non-zero component, $\gamma_{eI} = 1$ and $\gamma_{mI} = 1$, respectively. Thus, we demand that the logarithm of Darboux coordinates is linear with respect to all components of $\gamma$; as we will see later, this is always the case.

We also introduce the symplectic product of two charges, $(\vec{\alpha}_{e}, \vec{\alpha}_{m})$ and $(\vec{\beta}_{e}, \vec{\beta}_{m})$:

$$\langle (\vec{\alpha}_{e}, \vec{\alpha}_{m}), (\vec{\beta}_{e}, \vec{\beta}_{m}) \rangle = -\vec{\alpha}_{e}\vec{\beta}_{m} + \vec{\alpha}_{m}\vec{\beta}_{e}.$$  

(1.73)

To make use of this formalism, we need to match the symplectic form with the semiflat metric (1.68). In [6], it was shown that this condition is satisfied by the following choice of coordinates in (1.71):

$$X^{\gamma}_{(\vec{\gamma}_{e}, \vec{\gamma}_{m}, \vec{s})}(\zeta) = \tilde{X}^{\gamma}_{(\vec{\gamma}_{e}, \vec{\gamma}_{m}, \vec{0})}(\zeta) = \exp \left( \pi R^{-1}Z_{(\vec{\gamma}_{e}, \vec{\gamma}_{m})} + i\theta_{(\vec{\gamma}_{e}, \vec{\gamma}_{m})} + \pi R\tilde{Z}_{(\vec{\gamma}_{e}, \vec{\gamma}_{m})} \right)$$  

(1.74)

(in this section, we can ignore all flavour charges). Indeed, reinterpreting the magnetic central charge as

$$Z_{(\vec{\alpha}_{m})} = D_{\alpha}^{\gamma} \gamma_{m} = \sum_{I=1}^{r} \gamma_{m}^{I} \frac{\partial F}{\partial a^{I}},$$  

(1.75)
we re-express the symplectic form as

\[
\omega^{sf}(\zeta) = \frac{1}{4\pi^2 R} \sum_{I=1}^{r} \left( \pi R \zeta^{-1} \frac{\partial F}{\partial a^I} + i \theta^I_m + \pi R \zeta \frac{\partial F}{\partial a^I} \right) \wedge \left( \pi R \zeta^{-1} a^I + i \theta^I_e + \pi R \zeta a^I \right)
\]

\[
= \frac{1}{4\pi^2 R} \sum_{I=1}^{r} \sum_{J=1}^{r} \left( \pi R \left( \zeta^{-1} \frac{\partial^2 F}{\partial a^I \partial a^J} da^I + \zeta \frac{\partial^2 F}{\partial a^I \partial a^J} d\bar{a}^I \right) + i \theta^I_m \right) (1.76)
\]

and introduce the inverse matrix for \( \text{Im} \tau_{IJ} \) as (\( \text{Im} \tau^{-1} \)) and \( \text{Im} \tau^{-1} \). The three components of the semiflat symplectic form are

\[
\omega^f_3 = \frac{i}{2} R \text{Im} \tau_{IJ} da^I \wedge d\bar{a}^J + \frac{1}{4\pi^2 R} \left( \text{Im} \tau^{-1} \right) d\zeta_I \wedge d\bar{\zeta}_J , \quad (1.78)
\]

\[
\omega^f_+ = \frac{1}{2\pi} da^I \wedge d\zeta_I , \quad (1.79)
\]

\[
\omega^f_- = \frac{1}{2\pi} da^I \wedge d\zeta_I . \quad (1.80)
\]

Thus, we have matched the semiflat metric (1.68) and the symplectic form \( \omega^f_3 \) corresponding to \( J^f_3 \). Hence, the manifold is hyper-Kähler with respect to the triplet \( \vec{J} \) defined above.

The semiflat symplectic form can be written in short as

\[
\omega^f(\zeta) = \frac{1}{8\pi} \left( \frac{i}{\zeta} \langle d\zeta', d\theta \rangle + \left( 2\pi R \langle d\zeta', d\bar{\zeta}' \rangle - \frac{1}{\pi R} \langle d\theta', d\theta' \rangle \right) + i \zeta \langle d\bar{\zeta}', d\theta' \rangle \right) , \quad (1.81)
\]

\[
Z' = (\vec{a}, \vec{a}_D) , \quad \theta' = (\vec{\theta}_e, \vec{\theta}_m) .
\]

We also note that the symplectic form has no terms of order \( \zeta^{\pm 2} \) as \( \langle d\zeta', d\zeta' \rangle = 0 \), ensuring self-consistency of this construction.

If we ignored all instanton-like corrections from BPS states of the compactified theory, \( g^sf \) would be the final answer for the moduli space metric. However, the metric in \( \mathbb{R}^3 \times S^1 \) receives corrections from the BPS states whose worldlines wrap around the compactified dimension. In order to take these corrections into account, it was suggested in [6] that the Darboux coordinates \( \chi_{m_I}(\zeta) \) and \( \chi_e^I(\zeta) \) in (1.71) should have discontinuities corresponding to the BPS states belonging to the spectrum. We will discuss how to construct these general Darboux coordinates in chapter 2.

---

8 To prove this, we can expand the wedge-products as

\[
d\zeta_I \wedge d\bar{\zeta}_J \left( \langle \text{Im} \tau^{-1} \rangle \right) = \left( d\theta^I_m - (\text{Re} \tau_{IK} + i \text{Im} \tau_{IK}) d\theta^I_k \right) \wedge \left( d\theta^J_m - (\text{Re} \tau_{JL} - i \text{Im} \tau_{JL}) d\theta^J_k \right) \left( \langle \text{Im} \tau^{-1} \rangle \right)
\]

\[
= 2i d\theta^I_m \wedge d\theta^I_k \text{Im} \tau_{JL} \left( \langle \text{Im} \tau^{-1} \rangle \right) = 2i d\theta^I_m \wedge d\theta^I_k , \quad (1.77)
\]

where the real part of \( \tau \) disappears due to antisymmetry of the wedge-product.
Chapter 2

Wall-crossing formulae

As has been discussed in chapter 1, the BPS spectrum of $\mathcal{N} = 2$ supersymmetric theory is not constant in the moduli space, rather, it jumps across the walls of marginal stability. This wall-crossing phenomenon also appears in other contexts: it was first discovered in two-dimensional theories with $\mathcal{N} = (2, 2)$ supersymmetry [16] with a class of explicit formulae considered in [32], the decays $\gamma \rightarrow \gamma_1 + \gamma_2$ in supergravity were considered in [33, 34, 35]. Kontsevich and Soibelman conjectured an exact formula relating the BPS spectra on both sides of any wall of marginal stability [4]. Knowing the spectrum on one side of a given wall and using the wall-crossing formula, technically, one is able to predict the spectrum on the other side of the wall.

It was suggested by Gaiotto, Moore, and Neitzke that the group elements in the wall-crossing formula should lead to discontinuities of the Darboux coordinates on $\mathbb{R}^3 \times S^1$ with respect to the $\mathbb{C}P^1$ parameter $\zeta$ introduced above [6]. These discontinuities and the asymptotic behaviour of Darboux coordinates for large radius of the compactified dimension defines a Riemann–Hilbert problem whose solution is a set of non-linear integral equations of rank $2r$ where $r$ is the rank of the unbroken gauge group. These equations express Darboux coordinates as functions of their semiflat values and convolutions depending on the set of BPS charges and their multiplicities. The discontinuities of the Darboux coordinates constructed according to this method depend on the BPS spectrum, which has jumps across the walls of marginal stability, however, the predicted moduli space metric is manifestly continuous: this is ensured by the Kontsevich–Soibelman wall-crossing formula relating the BPS spectra in every region of the moduli space. The integral equations for Darboux coordinates appeared in another form in string theory: the problem in $\mathcal{N} = 2$ supersymmetric Yang–Mills theory with one electric charge turns out to be mathematically the same as the problem of finding the surface with minimal area ending on a polygon at the boundary of the AdS space, studied in [67]. This area defines the amplitude of a gluon scattering at strong coupling.

We start by discussing the Kontsevich–Soibelman algebra and constructing the group elements which will be used in the wall-crossing formula. Then, we provide the Gaiotto–Moore–Neitzke solution for Darboux coordinates and show that it correctly reproduces the discontinuities generated by Kontsevich–Soibelman operators. After reviewing the general method, we construct and prove several formulae for actual physical theories. First, we consider wall-crossing formulae in $\mathcal{N} = 2$
theories with gauge group $SU(2)$ and up to three fundamental flavours $[4]$: in this case, there is only one wall, and these formulae are known to correctly relate the weak- and strong-coupling spectra. Then, we generalise the result to the pure theory with gauge group $SU(n)$ by considering decay processes at the walls of marginal stability, which extend into the weak-coupling region for $n > 2$, and verify that wall-crossing formulae relate the spectra on both sides of each wall; combining these individual formulae, we find general equalities relating the BPS spectra in different regions of the moduli space.

2.1 Kontsevich–Soibelman algebra

The wall-crossing formula, which was first considered by Kontsevich and Soibelman in $[4, 5]$, can be described in terms of a Lie algebra with generators $e_{\gamma}$, which will be paired with transformations preserving the symplectic form, whose arguments are $\gamma = (\gamma_e, \gamma_m)$, $\{\gamma_e, \gamma_m\} \subset \mathbb{Z}$. We will then show that $\gamma_e$ and $\gamma_m$ should be identified with electric and magnetic charges $^1$. For our purposes, it will be sufficient to construct the group elements which serve as operators in the wall-crossing formula. The commutation relation for two elements of the algebra is given by

$$[e_{\gamma_1}, e_{\gamma_2}] = (-1)^{\langle \gamma_1, \gamma_2 \rangle} \langle \gamma_1, \gamma_2 \rangle e_{\gamma_1 + \gamma_2} \quad (2.1)$$

where the symplectic product of $\gamma_1 = (\gamma_{e_1}, \gamma_{m_1})$ and $\gamma_2 = (\gamma_{e_2}, \gamma_{m_2})$ is defined as

$$\langle \gamma_1, \gamma_2 \rangle = -\gamma_{e_1} \gamma_{m_2} + \gamma_{m_1} \gamma_{e_2}, \quad (2.2)$$

we will prove the Jacobi identity later. We define an “electric” coordinate $X_e = X_{(1,0)}$ and a “magnetic” coordinate $X_m = X_{(0,1)}$; the product of two elements is defined as $X_{\gamma_1} X_{\gamma_2} = X_{\gamma_1 + \gamma_2}$ (so that $X_{(p,q)} = X_e^p X_m^q$). For this definition to be consistent, one must require that $\log X_{(p,q)}$ is linear with respect to $p$ and $q$.

We introduce the symplectic form as

$$\tilde{\omega} = \langle \gamma_1, \gamma_2 \rangle^{-1} \frac{dX_{\gamma_1}}{X_{\gamma_1}} \wedge \frac{dX_{\gamma_2}}{X_{\gamma_2}}, \quad (2.3)$$

for any pair of charges $\gamma_1$ and $\gamma_2$ obeying $\langle \gamma_1, \gamma_2 \rangle \neq 0$. Then, we identify $e_{\gamma}$ with the infinitesimal symplectomorphism generated by the Hamiltonian $X_{\gamma}$ preserving this form, and the Poisson bracket is defined as

$$\{X_{\gamma_1}, X_{\gamma_2}\} = (\tilde{\omega})^{-1}_{\gamma_1 \gamma_2} = \langle \gamma_1, \gamma_2 \rangle X_{\gamma_1} X_{\gamma_2}. \quad (2.4)$$

The Hamilton equations corresponding to this symplectomorphism must have the following form:

$$\delta_{\gamma} X_{\gamma'} = \{X_{\gamma}, X_{\gamma'}\} \quad (2.5)$$

$^1$ In this section, we require all electric charges to be integers for conciseness. In the rest of the paper, the default convention is to allow half-integer charges for theories with flavours, so that $W$ bosons have electric charge one. Although here we deal with abelian group of rank one, generalising the results of this section to gauge groups of higher ranks is straightforward and amounts to redefining Darboux coordinates as in (1.72) and symplectic products as in (1.73).
where $\delta_\gamma$ means variation with respect to charge $\gamma$ (it acts as an equivalent of the time derivative in classical mechanics). Using the Jacobi identity for Poisson brackets, we find the commutator of two variations:

$$(\delta_{\gamma_1} \delta_{\gamma_2} - \delta_{\gamma_2} \delta_{\gamma_1}) X_{\gamma} = (\gamma_1, \gamma_2) \delta_{\gamma_1 + \gamma_2} X_{\gamma}. \tag{2.6}$$

In order to connect this construction with the Kontsevich–Soibelman algebra (2.1), one needs to find a quadratic refinement $\tilde{\sigma}(\gamma)$ obeying

$$\tilde{\sigma}(\gamma_1) \tilde{\sigma}(\gamma_2) = (-1)^{\langle \gamma_1, \gamma_2 \rangle} \tilde{\sigma}(\gamma_1 + \gamma_2). \tag{2.7}$$

Although $\tilde{\sigma}(\gamma)$ is not uniquely defined, it is sufficient to set

$$\tilde{\sigma}(\gamma) = (-1)^{\gamma_e \gamma_m}. \tag{2.8}$$

Then, we can see that the correspondence between the symplectomorphisms and the Lie algebra is

$$e_\gamma \leftrightarrow \tilde{\sigma}(\gamma) \delta_\gamma, \tag{2.9}$$

and the commutation relation in (2.1) can be re-expressed in terms of these variations:

$$[e_{\gamma_1}, e_{\gamma_2}] \leftrightarrow \tilde{\sigma}(\gamma_1) \tilde{\sigma}(\gamma_2) (\delta_{\gamma_1} \delta_{\gamma_2} - \delta_{\gamma_2} \delta_{\gamma_1}). \tag{2.10}$$

This identification also shows that the Jacobi identity holds for the Lie algebra.

For every charge $\gamma$, Kontsevich and Soibelman associate a group element defined as

$$\tilde{K}_\gamma = \exp \left( \sum_{n=1}^{+\infty} \frac{1}{n^2} e_{n\gamma} \right). \tag{2.11}$$

These operators act on Darboux coordinates as

$$\tilde{K}_\gamma \mathcal{X}_{\gamma'} = \exp \left( \sum_{n=1}^{+\infty} \frac{1}{n^2} \tilde{\sigma}^n(\gamma) \{ \mathcal{X}_{n\gamma}, \log \mathcal{X}_{\gamma'} \} \right) = \exp \left( \sum_{n=1}^{+\infty} \frac{1}{n} \langle \gamma, \gamma' \rangle \ (\tilde{\sigma}(\gamma) \mathcal{X}_\gamma)^n \log \mathcal{X}_{\gamma'} \right) \tag{2.12}$$

where in the last equality, we used the fact that the infinite sum is the Taylor series of a logarithm. Using the definition of symplectic product, one can easily see how powers of these operators act on Darboux coordinates:

$$\tilde{K}^{\gamma}_{(p,q)} : (x, y) \to \left( (1 - (-1)^{pq} x^p y^q)^{-np}, (1 + (-1)^{pq} x^p y^q)^{np} \right), \quad n \in \mathbb{Z}. \tag{2.13}$$

Kontsevich–Soibelman operators given in this form and their generalisations will serve as building blocks in constructing the wall-crossing formula.
2.2 Kontsevich–Soibelman wall-crossing formula

The wall-crossing phenomenon can be described in terms of Kontsevich–Soibelman operators introduced above [4], where each group element \( K_\gamma \) corresponds to a BPS particle with charge \( \gamma \). In theories without flavours and with gauge group of any rank, we reparametrise the Kontsevich–Soibelman operator as

\[
K_\gamma : \mathcal{X}_\beta \to \mathcal{X}_\beta (1 - \sigma(\gamma) \mathcal{X}_\gamma)^{2(\beta, \gamma)}
\]

where the quadratic refinement is now given by

\[
\sigma(\gamma) = (-1)^{2\vec{\gamma} \cdot \vec{m}} = (-1)^{2 \sum_{r=1}^{r} \gamma_r \gamma'_m}
\]

(for gauge group of rank \( r = 1 \), \( \sigma(\gamma) = 1 \) for all charges). Our default conventions differ from [4, 6] (where \( \tilde{K}_\gamma \) and \( \tilde{\sigma}(\gamma) = (-1)^{\vec{\gamma} \cdot \vec{m}} \) from the previous section were used instead of \( K_\gamma \) and \( \sigma(\gamma) \)), because we allow electric charges to be any integers (not necessarily even). In theories with flavours, however, it will often be convenient to use \( \tilde{K}_\gamma \) and \( \tilde{\sigma}(\gamma) \), so that all electric charges are integers.

For a BPS particle with charge \( \gamma \) belonging to the spectrum \( \Gamma(\vec{a}) \), for later convenience, we associate a BPS ray \( l_\gamma \) in the \( \zeta \) plane (where \( \zeta \in \mathbb{C} \) is an auxiliary parameter), determined by the central charge of the particle \(^2\)

\[
l_\gamma = \left\{ \zeta : \frac{Z_\gamma(\vec{a})}{\zeta} \in \mathbb{R}_- \right\}.
\]

The Darboux coordinates \( \mathcal{X}_\gamma(\zeta) \) (for any \( \gamma \)) are discontinuous along every ray \( l \) which is aligned with one or more BPS rays \( l_{\gamma'} \) with \( \gamma' \in \Gamma(\vec{a}) \) and \( \langle \gamma, \gamma' \rangle \neq 0 \). Explicitly, the jump is given as

\[
\mathcal{X}^{cw(l)}_\gamma(\zeta) = S_l \mathcal{X}^{ccw(l)}_\gamma(\zeta), \quad S_l = \prod_{\gamma' \in \Gamma(\vec{a}); l_{\gamma'} = l} K_{\gamma'}^{\Omega(\gamma', \vec{a})}
\]

where \( \mathcal{X}^{cw(l)}_\gamma(\zeta) \) and \( \mathcal{X}^{ccw(l)}_\gamma(\zeta) \) denote the limits of \( \mathcal{X}_\gamma(\zeta) \) as it approaches \( l \) clockwise (cw) and counterclockwise (ccw) in the complex \( \zeta \) plane, \( \Omega(\gamma, \vec{a}) \) is the degeneracy of the BPS state with charge \( \gamma \); all operators in products (i.e., their BPS rays) are ordered clockwise where the counting starts from the right operator (equivalently, their central charges as complex vectors are ordered counterclockwise). Explicitly, the \( N = 2 \) index \( \Omega(\gamma, \vec{a}) \) is \[^1\]

\[
\Omega(\gamma, \vec{a}) = -\frac{1}{2} \text{tr}_{\mathcal{H}_{\gamma, \text{BPS}}} (-1)^{2J_3} (2J_3)^2
\]

where \( J_3 \) is a generator of the rotational subgroup of the massive little group. When \( \vec{a} \) does not lie on a wall of marginal stability, no BPS rays coincide, and these discontinuities reduce to

\[
\mathcal{X}^{cw(l)}_\gamma(\zeta) = K_{\gamma'}^{\Omega(\gamma', \vec{a})} \mathcal{X}^{cw(l)}_\gamma(\zeta), \quad \gamma' \in \Gamma(\vec{a}).
\]

\[^2\] \( \mathbb{R}_+ \), \( \mathbb{R}_- \) denote positive and negative real numbers, in integrals, we will imply integration from 0 to +\( \infty \) and from 0 to −\( \infty \).
The BPS rays change their position as we vary $\vec{a}$. When $\vec{a}$ is on a wall of marginal stability, (1.35) is satisfied (reducing to (1.36) for gauge group of rank 1), and there is a set of charges $\gamma$ for which $l_\gamma$ become aligned. The set of charges with aligned BPS rays can be parametrised as $\gamma = n_1\gamma_1 + n_2\gamma_2$ with $\{n_1, n_2\} \subset \mathbb{N}$ for some basis $\{\gamma_1, \gamma_2\}$ with $Z_{\gamma_1}/Z_{\gamma_2} \in \mathbb{R}_+$. Near the wall, we form the product of operators corresponding to every aligned BPS ray at the wall:

$$P_{\gamma_1, \gamma_2} = \prod_{\gamma = n_1\gamma_1 + n_2\gamma_2 \in \Gamma(\vec{a}); \{n_1, n_2\} \in \mathbb{N}} k_\gamma^{\Omega(\gamma, \vec{a})} = \text{const}.$$  (2.20)

The statement of the wall-crossing formula [4] is that as $\vec{a}$ crosses the wall of marginal stability, some multiplicities $\Omega(\gamma, \vec{a})$ jump, the order of operators reverses, but the total product $P_{\gamma_1, \gamma_2}$ remains invariant. If the number of operators is infinite, the Lie algebra must be truncated by setting $e^{n_1\gamma_1 + m_1\gamma_2} = 0$ for $n + m > L$, and the infinite product can be understood as taking the limit $L \to \infty$. In principle, if $\Omega(\gamma, \vec{a})$ on one side of the wall are known, one can calculate them on the other side, however, this is difficult to implement in practice. When dealing with several walls of marginal stability, the statement above is equivalent to requiring that the clockwise-ordered product of operators corresponding to all BPS states is conserved throughout the moduli space:

$$S = \prod_{\gamma \in \Gamma(\vec{a})} k_\gamma^{\Omega(\gamma, \vec{a})} = \text{const}.$$  (2.21)

It is not difficult to extend this construction to include massive hypermultiplets [6]: for a vector of flavour charges $\vec{s} = (s_1, \ldots, s_{N_f})$, define its corresponding mass as

$$m_{\vec{s}} = \sum_{i=1}^{N_f} s_im_i.$$  (2.22)

The resulting central charge (1.34) has additional terms depending on the flavour masses $m_i$ and charges $s_i$:

$$Z_{(\vec{\gamma}, \vec{m}, \vec{s})}(\vec{a}) = Z_{(\vec{\gamma}, \vec{m}, \vec{0})}(\vec{a}) + m_{\vec{s}},$$  (2.23)

where $Z_{(\vec{\gamma}, \vec{m}, \vec{0})}(\vec{a})$ is the central charge of the pure theory, and $m_{\vec{s}}$ is the shift corresponding to the massive flavours. After compactifying the theory on $\mathbb{R}^3 \times S^1$, in addition to the complex mass $m_i = m_{i1} + im_{i2}$, $\{m_{i1}, m_{i2}\} \in \mathbb{R}$, an extra periodic mass parameter $m_{i3}$ appears, and we introduce the flavour Wilson line as $\psi_i = 2\pi Rm_{i3}$ with period $2\pi R$. Define a new factor $\mu_\gamma$ acting as a semiflat Darboux coordinate (1.74) for flavours, so that $\log(\mu_\gamma X_\gamma)$ is linear with respect to $Z_\gamma$ and $\bar{Z}_\gamma$:

$$\mu_\gamma(\zeta) = \mu_{\vec{s}}(\zeta) = \exp\left(\pi R\zeta^{-1}m_{\vec{s}} + i\psi_{\vec{s}} + \pi R\zeta \bar{m}_{\vec{s}}\right).$$  (2.24)

From (2.23), we can deduce that Kontsevich–Soibelman operators carrying flavour charges should be defined as

$$K_\gamma : X_\beta \rightarrow X_\beta (1 - \sigma(\gamma)\mu_\gamma X_\gamma)^{2(\beta, \gamma)}.$$  (2.25)

3 Note that in our conventions, all flavour information is encoded in $\mu_\gamma$, and Darboux coordinates $X_\gamma$ do not explicitly depend on flavour masses.
2.3 Gaiotto–Moore–Neitzke equation

The discontinuities of Darboux coordinates along the BPS rays in the complex plane and their asymptotic behaviour define a Riemann–Hilbert problem having a unique solution. In the present case, the discontinuities of Darboux coordinates \( X \) along (2.16) are given by (2.17). It was demonstrated [6] that this knowledge is sufficient to recover the values of \( X \) for any argument \( \zeta \). As we will show, their values are determined implicitly by a set of integral equations.

To completely define the problem, we need to fix the asymptotic behaviour of \( X \) as \( \zeta \to 0 \) and \( \zeta \to \infty \). To do this, we introduce

\[
\Upsilon = X(X_{\text{sf}})^{-1}
\]

and require that the limits

\[
\lim_{\zeta \to 0} \Upsilon = \Upsilon_0, \quad \lim_{\zeta \to \infty} \Upsilon = \Upsilon_\infty
\]

exist and obey the reality condition

\[
\Upsilon_0 = \overline{\Upsilon}_\infty .
\]

Because of the relation \( \Omega(\gamma, \vec{a}) = \Omega(-\gamma, \vec{a}) \) between particles and their antiparticles, the problem possesses a discrete symmetry: for any given solution \( X \) of the problem, we can obtain another solution, \( \tilde{X} \), by defining

\[
\tilde{X}_\gamma(\zeta) = X_{-\gamma}(-1/\zeta),
\]

guarantying that (2.27) is satisfied. In fact, one can see that the initial solution is invariant under this transformation, i.e., that \( \tilde{X} = X \). To prove this, consider \( Y = \tilde{X}X^{-1} \). As \( X \) and \( \tilde{X} \) have the same discontinuities in the \( \zeta \) plane, \( Y \) is analytic in \( \zeta \). Equation (2.28) means that \( Y \to 1 \) as \( \zeta \to 0 \) and \( \zeta \to \infty \); therefore, by Liouville’s theorem, \( Y = 1 \), and \( \tilde{X} = X \). As a consequence of this,

\[
\omega(-1/\zeta) = \omega(\zeta).
\]

The solution of the Riemann–Hilbert problem can be expressed in terms of integral equations. Choosing the integration kernel that matches the boundary conditions, one can obtain the Gaiotto–Moore–Neitzke equation [6, 32]:

\[
X_{\gamma}(\zeta) = X_{\gamma}^{\text{sf}}(\zeta) \exp \left( \frac{1}{4\pi i} \sum_{l \in L(\Gamma)} \int_{l} \frac{d\zeta'}{\zeta' - \zeta} \log \frac{X_{\gamma}(\zeta')}{(S_l X_{\gamma})(\zeta')} \right)
\]

where \( L(\Gamma) \) is the set of different BPS rays for the BPS spectrum \( \Gamma \). The sum is over all rays along which the jump operator \( S_l \) is a non-trivial product. Since the solution is unique, in order to prove (2.31), it is sufficient to show that it reproduces the discontinuities of Darboux coordinates and their asymptotic behaviour correctly.
2.4. WALL-CROSSING IN SU(2) THEORIES

We can choose one ray, \( l \), and verify that the jump across \( l \) is reproduced correctly: when \( l \) is crossed counterclockwise, the jump of the right-hand side is given in terms of a residue because the integrand has a first-order pole at \( \zeta' = \zeta \) along the ray:

\[
\frac{X_{ccw}^\gamma(l)(\zeta)}{X_{cw}^\gamma(l)(\zeta)} = \exp \left( \text{res}_{\zeta' = \zeta} \frac{1}{4\pi i} \int_l \frac{d\zeta'}{\zeta' - \zeta} \log \frac{X_\gamma(\zeta')}{(S_l X_\gamma)(\zeta')} \right),
\]

(2.32)

here, the residue is equal to the logarithm, hence, the jump is given correctly. The asymptotic constraint is satisfied by setting the overall coefficient.

With respect to the discontinuities that we are considering (2.17), the solution of the Riemann–Hilbert problem is encoded in a set of \( 2r \) integral equations:

\[
X_\gamma(\zeta) = X^{sf}_\gamma(\zeta) \exp \left( -\frac{1}{2\pi i} \sum_{\gamma' \in \Gamma} \Omega(\gamma', \bar{a})(\gamma, \gamma') \int_{l_{\gamma'}} \frac{d\zeta'}{\zeta' - \zeta} \log \left( 1 - \sigma(\gamma)\mu_{\gamma'}(\zeta')X_{\gamma'}(\zeta') \right) \right).
\]

(2.33)

In theories without flavours, one should set all \( \mu_{\gamma'}(\zeta') = 1 \). This equation allows us to construct the moduli space metric if the relevant BPS spectrum is known. In the following chapters, we will consider some specific cases.

2.4 Wall-crossing in SU(2) theories

The easiest example of the wall-crossing formula is the so-called pentagon identity [4]:

\[
\tilde{K}_{(1,0)}\tilde{K}_{(0,1)} = \tilde{K}_{(0,1)}\tilde{K}_{(1,1)}\tilde{K}_{(1,0)},
\]

(2.34)

The formula predicts that as we cross the wall, only one extra particle is created in this case. To prove the relation, it is sufficient to show that both sides are equal when they act on a basis of Darboux coordinates, say, \( X_{(1,0)} \) and \( X_{(0,1)} \), which is straightforward. The pentagon formula is atypical in the sense that on both sides of the wall, the spectrum is finite.

Another useful example involves an infinite product [4]:

\[
\tilde{K}_{(0,1)}^2\tilde{K}_{(1,0)}^2 = \tilde{K}_{(1,0)}^2\tilde{K}_{(2,1)}^2\tilde{K}_{(3,2)}^2\tilde{K}_{(4,3)}^2\cdots \tilde{K}_{(1,1)}^4\tilde{K}_{(2,2)}^{-2}\cdots \tilde{K}_{(3,4)}^2\tilde{K}_{(2,3)}^2\tilde{K}_{(1,2)}^2\tilde{K}_{(0,1)}^2.
\]

(2.35)

In [6], this formula was proven by using the following recursion:

\[
x_{n+1}x_{n-1} = (1 - x_n)^2.
\]

(2.36)

Its general solutions is

\[
x_n = -\frac{\cosh^2(an + b)}{\sinh^2 a}.
\]

(2.37)

\[\text{This formula appears in another form in Thermodynamic Bethe Ansatz [74, 75].}\]
It will be convenient to deal with only one infinite product of operators, so we will use a different form of (2.35):

$$
\cdots \tilde{K}_{(3,4)}^2 \tilde{K}_{(2,3)}^2 \tilde{K}_{(0,1)}^2 \tilde{K}_{(1,0)}^{-2} \tilde{K}_{(0,1)}^{-2} \tilde{K}_{(1,0)}^2 \tilde{K}_{(2,3)}^2 \tilde{K}_{(3,2)}^2 \tilde{K}_{(2,1)}^2 \cdots = \tilde{K}_{(2,2)}^2 \tilde{K}_{(1,1)}^{-4}.
$$

(2.38)

To start with, identify $\chi^{(0)}_{(1,0)} = x_0$, $\chi^{(0)}_{(0,1)} = x_1^{-1}$. The superscript (0) indicates Darboux coordinates before acting on them with $\tilde{K}_{(1,0)}^2$; moving left (right) by one operator corresponds to increasing (decreasing) the superscript by 1 (to move right, one needs to invert all operators starting with $\tilde{K}_{(1,0)}^{-2}$). First, we act on the Darboux coordinates with $\tilde{K}_{(0,1)}^2$ and get $\chi^{(1)}_{(0,1)} = x_1^{-1}$, $\chi^{(1)}_{(1,2)} = x_0x_1^{-2}(1-x_1^{-1})^{-2} = x_2^{-1}$; then, we act with $\tilde{K}_{(2,1)}^2$ and get $\chi^{(2)}_{(1,3)} = x_2^{-1}$, $\chi^{(2)}_{(2,3)} = x_1x_2^{-2}(1-x_2^{-1})^{-2} = x_3^{-1}$. We keep applying $\tilde{K}_{(n,n+1)}^2$ for $n \geq 0$. After acting with $\tilde{K}_{(n,n+1)}^2$, the coordinates are $\chi^{(n+1)}_{(n+1,n+2)} = x_{n+2}^{-1}$ indeed, if $\tilde{K}_{(n,n+1)}^2$ acts on the coordinates for which $\chi^{(n)}_{(n-1,n)} = x_n^{-1}$ and $\chi^{(n)}_{(n,n+1)} = x_{n+1}^{-1}$, we see that $\chi^{(n+1)}_{(n,n+1)} = \chi^{(n)}_{(n,n+1)}$, and the transformed values are determined by

\begin{align*}
\chi^{(n+1)}_{(n+1,n+2)} &= \chi^{(n)}_{(n+1,n+2)} (1 - \chi^{(n)}_{(n,n+1)}) 2^{(-n+1)^2+n(n+2)} \\
&= \left(\chi^{(n)}_{(n+1,n+1)}\right)^{-1} \left(\chi^{(n)}_{(n,n+1)}\right)^{2} (1 - \chi^{(n)}_{(n,n+1)})^{-2} = x_{n}x_{n+1}^{-2}(1-x_{n+1}^{-1})^{-2} = x_{n}(1-x_{n+1}^{-1})^{-2} = x_{n+1}^{-1}.
\end{align*}

(2.39)

In the limit $n \to +\infty$, according to (2.37), we find

\begin{align*}
\chi^{(\infty)}_{(1,1)} &= \chi^{(\infty)}_{(n+1,n+2)} \left(\chi^{(\infty)}_{(n,n+1)}\right)^{-1} = \lim_{n \to +\infty} x_{n+2}^{-1}x_{n+1}^{-1} = e^{-2a}, \\
\chi^{(\infty)}_{(0,1)} &= \chi^{(\infty)}_{(n,n+1)} \left(\chi^{(\infty)}_{(1,1)}\right)^{-n} = \lim_{n \to +\infty} x_{n+1}^{-1}e^{2na} = -e^{-2b}(1-e^{-2a})^{-2}.
\end{align*}

(2.40)

On the other hand, we can go in the opposite direction in (2.38) using inverse operators: $\chi^{(0)}_{(1,0)} = x_0$, $\chi^{(0)}_{(0,1)} = x_1^{-1}$, after acting with $\tilde{K}_{(1,0)}^2$, become $\chi^{(-1)}_{(1,0)} = x_0$, $\chi^{(-1)}_{(0,1)} = x_1^{-1}(1-x_0)^2 = x_1^{-1}$; then, after acting with $\tilde{K}_{(0,1)}^2$ on the result, they become $\chi^{(-2)}_{(1,0)} = x_0(1-x_1)^{-2} = x_1^{-1}$, $\chi^{(-2)}_{(0,1)} = x_1^{-1}$ (and $\chi^{(-2)}_{(0,1)} = x_1^{-2}$). To shorten the proof, we notice that the two infinite series, $\tilde{K}_{(2,1)}^2, \tilde{K}_{(3,2)}^2, \cdots$ and $\tilde{K}_{(1,0)}^2, \tilde{K}_{(2,1)}^2, \tilde{K}_{(3,2)}^2, \cdots$, are symmetric under simultaneous swapping of electric and magnetic charges and inverting the powers of operators, which is a symmetry of Kontsevich–Soibelman operators. Therefore, after applying $\tilde{K}_{(n+1,n)}^2$ for $n \geq 0$, we have $\chi^{(-n-3)}_{(n,n+1)} = x_{n+1}^{-1}, \chi^{(-n-3)}_{(n+2,n+1)} = x_{n+1}^{-1}$ (with $n = -1$ corresponding to the initial state). In the limit $n \to -\infty$, using (2.37) again, we find

\begin{align*}
\chi^{(-\infty)}_{(1,1)} &= \chi^{(-\infty)}_{(n+2,n+1)} \left(\chi^{(-\infty)}_{(n+1,n)}\right)^{-1} = \lim_{n \to -\infty} x_{n+3}^{-1}x_{n+2}^{-1} = e^{-2a}, \\
\chi^{(-\infty)}_{(0,1)} &= \chi^{(-\infty)}_{(n+1,n)} \left(\chi^{(-\infty)}_{(1,1)}\right)^{-n} = \lim_{n \to -\infty} x_{n+2}^{-1}e^{-2(n+1)a} = -e^{-2b}(1-e^{-2a})^{-2}.
\end{align*}

(2.41)

Thus, the full recursion from $n \to -\infty$ to $n \to +\infty$, corresponding to the left-hand side of (2.38), transforms the Darboux coordinates as

\begin{align*}
\chi^{(1,1)}_{(1,1)} &\to \chi^{(1,1)}_{(1,1)} = e^{-2a}, \\
\chi^{(0,1)}_{(0,1)} &\to \chi^{(0,1)}_{(0,1)}(1-e^{-2a})^{-4} = \chi^{(0,1)}_{(0,1)}(1-e^{-4a})^{-4}(1+e^{-2a})^{-4}.
\end{align*}

(2.42)

This is precisely the transformation generated by $\tilde{K}_{(2,1)}^2 \tilde{K}_{(1,1)}^{-4}$ (this follows directly from (2.14) as these two operators commute). This completes the proof.
2.4. WALL-CROSSING IN SU(2) THEORIES

Changing the basis in (2.35), one can obtain [7]

\[
\tilde{K}^2_{\gamma_1} \tilde{K}^2_{\gamma_2} = \tilde{K}^2_{\gamma_2} \tilde{K}^2_{\gamma_1+2\gamma_2} \tilde{K}^2_{\gamma_1+3\gamma_2} \tilde{K}^2_{\gamma_1+4\gamma_2} \cdots \tilde{K}^4_{\gamma_1+\gamma_2} \tilde{K}^2_{\gamma_1+2\gamma_2} \cdots \tilde{K}^2_{\gamma_3+\gamma_2} \tilde{K}^2_{\gamma_1+2\gamma_2} \tilde{K}^2_{\gamma_1+\gamma_2} \tilde{K}^2_{\gamma_1} \tilde{K}^2_{\gamma_2} \tilde{K}^2_{\gamma_1+2\gamma_2} \tilde{K}^2_{\gamma_1+\gamma_2} \tilde{K}^2_{\gamma_1} (2.43)
\]

for all \((\gamma_1, \gamma_2)\) obeying \((\gamma_1, \gamma_2) = \pm 1\). In particular, we can select the basis as \(\gamma_1 = (1, -1), \gamma_2 = (0, 1)\) to match the charges on the right-hand side of this equation with the weak-coupling spectrum of the SU(2) theory with \(N_f = 2\) flavours (we need to transform the coordinates as \(X_m \rightarrow -X_m\) in (2.35) prior to changing the basis), then, the left-hand side predicts the strong-coupling spectrum; analogously, one can find the formulae for \(N_f = 1\) and \(N_f = 3\); explicitly, the results are

\[
N_f = 1: \; \tilde{K}_{(1,-1)} \tilde{K}_{(1,0)} \tilde{K}_{(0,1)} = \tilde{K}_{(1,0)} \tilde{K}_{(1,1)} \tilde{K}_{(2,1)} \cdots \tilde{K}^2_{(1,0)} \tilde{K}^2_{(2,0)} \cdots \tilde{K}^2_{(4,-1)} \tilde{K}_{(3,-1)} \tilde{K}_{(2,-1)} \tilde{K}_{(1,-1)} ,
\]

(2.44)

\[
N_f = 2: \; \tilde{K}^2_{(1,-1)} \tilde{K}^2_{(1,0)} = \tilde{K}^2_{(0,1)} \tilde{K}_{(1,1)} \tilde{K}_{(2,1)} \cdots \tilde{K}^4_{(0,1)} \tilde{K}^2_{(2,0)} \cdots \tilde{K}^2_{(4,-1)} \tilde{K}^2_{(3,-1)} \tilde{K}^2_{(2,-1)} \tilde{K}^2_{(1,-1)} ,
\]

(2.45)

\[
N_f = 3: \; \tilde{K}^4_{(1,-2)} \tilde{K}^2_{(0,1)} = \tilde{K}^4_{(0,1)} \tilde{K}_{(1,2)} \tilde{K}^4_{(1,1)} \tilde{K}_{(3,1)} \cdots \tilde{K}^6_{(1,0)} \tilde{K}^2_{(2,0)} \cdots \tilde{K}^2_{(4,-1)} \tilde{K}^2_{(3,-2)} \tilde{K}^4_{(2,-1)} \tilde{K}^4_{(1,-2)} \tilde{K}_{(1,-1)} .
\]

(2.46)

The charges on the left-hand side are indeed the strong-coupling spectrum of the SU(2) theory [2]. In fact, it can be shown that equations (2.44, 2.46) can be derived from (2.45) by repeatedly applying the pentagon formula (2.34) [66].

Changing the Darboux coordinates in (2.45) as \(X_{(x,y)} \rightarrow (-1)^x X_{(\frac{x}{2},y)}\) and using \(K\) instead of \(\tilde{K}\), one can get another important formula:

\[
N_f = 0: \; K_{(1,-1)} K_{(0,1)} = K_{(0,1)} K_{(1,1)} K_{(2,1)} \cdots K_{(2,0)} K_{(1,0)} K_{(1,1)} K_{(3,1)} \cdots K_{(4,-1)} K_{(3,-1)} K_{(2,-1)} K_{(1,-1)} .
\]

(2.47)

It describes the same theory, but without flavour charges [1].

In the case of massive flavours, the operators in (2.44, 2.45, 2.46) must also contain the flavour charges. We will focus on modifying the massless formula (2.35) in order to derive an analogue of (2.45) applicable in the massive case. When \(N_f = 2\), the operators contain flavour charges under the Cartan generators of \(SU(2)_A\) and \(SU(2)_B\) of the \(SO(4) = SU(2)_A \times SU(2)_B\) flavour symmetry. The wall-crossing formula should take this into account by alternating the operators for \(SU(2)_A\) and \(SU(2)_B\). The recursion relation (2.36) should be generalised to [6]

\[
x_{n+1}x_{n-1} = (1 - e^{u+(-1)^nv}x_n)(1 - e^{-u+(-1)^nv}x_n) .
\]

(2.48)

Its solution, which reduces to (2.37) for \(u = v\), is

\[
x_n = - \frac{\cosh(2an + 2b)\sqrt{(\cosh(2a) + \cosh(2u))(\cosh(2a) + \cosh(2v))}}{\sinh^2(2a)} - \frac{1}{2} \frac{\cosh u \cosh v}{\sinh^2 a} + (-1)^n \frac{1}{2} \sinh u \sinh v .
\]

(2.49)
To preserve the relations between the recursion elements and Darboux coordinates that we found in the massless case, we should identify the masses under $SU(2)_A$ and $SU(2)_B$ as $\mu_A = e^{u-v}$ and $\mu_B = e^{u+v}$. We also substitute
\begin{align}
\hat{K}^2_{(2n+1,2n)} &\rightarrow \hat{K}_{(2n+1,2n)}, (1,0) \hat{K}_{(2n+1,2n)}, (-1,0), \\
\hat{K}^2_{(2n,2n-1)} &\rightarrow \hat{K}_{(2n,2n-1)}, (0,1) \hat{K}_{(2n,2n-1)}, (0,-1)
\end{align}
where $n \in \mathbb{Z}$. After these changes, the total infinite product in (2.38) generates the following transformations:
\begin{align}
X_{(1,1)} &\rightarrow X_{(1,1)}, \\
X_{(1,0)} &\rightarrow X_{(1,0)} \frac{(1 - X^2_{(1,1)})^4}{(1 + \mu_A \mu_B X_{(1,1)}) (1 + \mu_A \mu_B^{-1} X_{(1,1)}) (1 + \mu_A^{-1} \mu_B X_{(1,1)}) (1 + \mu_A^{-1} \mu_B^{-1} X_{(1,1)})}.
\end{align}
Alternatively, these transformations can be generated by the operators corresponding to four hypermultiplets with flavour charges $(\pm 1, \pm 1)$ and $(-1, 1)$ and a vector multiplet without flavour charges. In other words, the operators for hypermultiplets in the original formula (2.35) should be generalised as
\begin{align}
\hat{K}^4_{(1,1)} &\rightarrow \hat{K}_{(1,1)}, (1,1) \hat{K}_{(1,1)} (-1,-1) \hat{K}_{(1,1)}, (1,1) \hat{K}_{(1,1)}, (-1,1) \hat{K}_{(1,1)}, (-1,1).
\end{align}
Then, we can modify (2.45) when the matter hypermultiplets become massive. Denote the flavour charges of the four quarks as $(\pm 1, 0)$ and $(0, \pm 1)$. This means that in order to reuse (2.35), we must rotate all flavour charges as $(1, 1) \rightarrow (1, 0)$, $(1, -1) \rightarrow (0, 1)$, therefore, the dyons $(2n, 1)$ and $(2n + 1, 1)$ (with $n \in \mathbb{Z}$) have flavour charges $(\frac{1}{2}, \frac{1}{2})$ and $(\frac{1}{2}, -\frac{1}{2})$, respectively.

For any pair $\gamma$ and $-\gamma$ of particles from the spectrum, the wall-crossing formulae considered above contain only one operator, $K_\gamma$ or $K_{-\gamma}$. To consider all particles preserving the order of operators, both sides of the formula should be multiplied (from the left or from the right) by the same expression but with opposite charges (including flavour charges).

### 2.5 Wall-crossing in higher-rank theories

This section is based on [98].

As we have already mentioned, in $\mathcal{N} = 2$ theories with gauge group $SU(n)$, $n \geq 3$, the weak-coupling spectrum is different in different regions of the moduli space. These regions are separated by walls of marginal stability: on each wall, one composite dyon becomes unstable and decays (or, conversely, gets created). Such decays are possible when the total central charge (1.34) and the total mass are preserved. For the decay process $\gamma \rightarrow \gamma_1 + \gamma_2$, the condition is simply $Z_\gamma = Z_{\gamma_1} + Z_{\gamma_2}$, $|Z_\gamma| = |Z_{\gamma_1}| + |Z_{\gamma_2}|$; this means that $\arg Z_{\gamma_1} = \arg Z_{\gamma_2}$. To the leading order at weak coupling, the values of central charges for dyons depend only on their magnetic charges. Hence, in this limit, the walls of marginal stability are given by
\begin{align}
\frac{\alpha_{A\bar{a}}}{\alpha_{B\bar{a}}} &\in \mathbb{R}_+
\end{align}
for some pair of positive roots, $\vec{\alpha}_A$ and $\vec{\alpha}_B$. The composite dyon given by (1.51) decays near the wall of marginal stability which can be reparametrised as
\[
\sum_{m=1}^{k} a_m \vec{\alpha}_m \vec{a} \in \mathbb{R}_+ \quad \iff \quad \frac{\vec{c}_i \vec{a}}{\vec{c}_j \vec{a}} \in \mathbb{R}_+ .
\] (2.54)

When we take into account the electric charges of dyons, there is, in fact, no single wall of marginal stability, but rather, a collection of walls. For every composite dyon, there is an individual wall where it can decay (these walls extend into the strong-coupling region [70, 71]). Precisely at (2.53), no decay reactions take place (although at this wall, $\arg Z(\vec{\alpha}_A, \vec{\alpha}_B) = \arg Z(\vec{\alpha}_A + \vec{\alpha}_B, \vec{\alpha}_B)$). On the other hand, taking the effective coupling constant $g_{\text{eff}}$ sufficiently small, all these walls can be set infinitely close to each other; this is the reason why for the VEV far from (2.53), they can be treated as a single wall.

Using the fact that each composite dyon can be parametrised as (1.51), we can write down the decay processes:
\[
\pm \left( p \sum_{m=i}^{j-1} a_m + \sum_{l=i+1}^{j-1} \epsilon_l \sum_{m=l}^{j-1} a_m, \sum_{m=i}^{j-1} a_m \right) \rightarrow \pm \left( p \sum_{m=i}^{k} a_m + \sum_{l=i+1}^{k} \epsilon_l \sum_{m=l}^{k} a_m, \sum_{m=i}^{k} a_m \right) \quad \pm \left( p + \sum_{l=i+1}^{k} \epsilon_l \sum_{m=k+1}^{j-1} a_m + \sum_{m=k+1}^{j-1} a_m, \sum_{m=i}^{k} a_m \right).
\] (2.55)

or, rewriting it in terms of the orthonormal basis introduced above,
\[
\pm \frac{1}{\sqrt{2}} \left( p (\vec{c}_i - \vec{c}_j) + \sum_{l=i+1}^{j-1} \epsilon_l (\vec{e}_i - \vec{e}_j) \right)
\rightarrow \pm \frac{1}{\sqrt{2}} \left( p (\vec{c}_i - \vec{c}_{k+1}) + \sum_{l=i+1}^{k} \epsilon_l (\vec{e}_i - \vec{e}_{k+1}) \right)
\] (2.56)
\[
\pm \frac{1}{\sqrt{2}} \left( p + \sum_{l=i+1}^{k} \epsilon_l (\vec{e}_{k+1} - \vec{e}_j) + \sum_{l=k+1}^{j-1} \epsilon_l (\vec{e}_l - \vec{e}_j) \right).
\]

In particular, for gauge group $SU(3)$, with one possible weak-coupling wall (2.53), $\vec{\alpha}_1 \vec{a}/\vec{\alpha}_2 \vec{a} \in \mathbb{R}_+$, there are two types of decays corresponding to the VEV approaching the wall from different sides:
\[
\pm (p(\vec{\alpha}_1 + \vec{\alpha}_2) + \vec{\alpha}_1, \vec{\alpha}_1 + \vec{\alpha}_2) \rightarrow \pm ((p + 1)\vec{\alpha}_1, \vec{\alpha}_1) \pm (p\vec{\alpha}_2, \vec{\alpha}_2),
\]
\[
\pm (p(\vec{\alpha}_1 + \vec{\alpha}_2) + \vec{\alpha}_2, \vec{\alpha}_1 + \vec{\alpha}_2) \rightarrow \pm ((p + 1)\vec{\alpha}_2, \vec{\alpha}_2) \pm (p\vec{\alpha}_1, \vec{\alpha}_1).
\] (2.57)

Our goal is to express the spectra and decays discussed above in terms of Kontsevich–Soibelman operators [4] and show that the wall-crossing formulae are satisfied.
First, let us show how to change the basis of charge-vectors in a wall-crossing formula. Any given formula
\[ K \prod_{k=1}^{K} K_{\gamma_k} = 1, \quad K \in \mathbb{N} \cup \{+\infty\}, \] (2.58)
can be re-expressed in different coordinates \((\gamma_k \rightarrow \beta_k)\) if the transformation of charge-vectors is linear, and if for any pair of charges in the formula, their symplectic product remains the same, i.e., \(\langle \beta_i, \beta_j \rangle = \langle \gamma_i, \gamma_j \rangle\). The formula in these new coordinates is
\[ K \prod_{k=1}^{K} K_{\beta_k} = 1. \] (2.59)

Let us prove this statement. Suppose that we change coordinates as \(\gamma_i \rightarrow \beta_i\) for all possible charges \(\gamma_i\). Linearity of the transformation ensures that all symplectic products are also linear, i.e.,
\[ \langle \beta_1 + \beta_2, \beta_3 \rangle = \langle \beta_1, \beta_3 \rangle + \langle \beta_2, \beta_3 \rangle, \] (2.60)
and that changing the coordinates does not violate the condition
\[ K_{\beta_1} K_{\beta_2} = K_{\beta_1} K_{\beta_2}. \] (2.61)
The operators \(K_{\beta_k}\) act depending only on the symplectic products between \(\beta_k\) and \(\beta_l\) where \(k < l \leq K\), which are conserved.

Now, consider the standard pentagon wall-crossing formula:
\[ K_{(\frac{1}{2},0)} K_{(0,1)} K_{(\frac{1}{2},1)} K_{(\frac{1}{2},0)} = K_{(0,1)} K_{(\frac{1}{2},1)} K_{(\frac{1}{2},0)}, \] (2.62)
In the case of \(r\) electric and \(r\) magnetic charges, the equations are
\[ K_{((0,0,...,0),(1,0,...,0))} K_{((\frac{1}{2},0,...,0),(0,0,...,0))} = K_{((\frac{1}{2},0,...,0),(0,0,...,0))} K_{((\frac{1}{2},0,...,0),(1,0,...,0))} K_{((0,0,...,0),(1,0,...,0))}, \]
\[ K_{((\frac{1}{2},0,...,0),(0,0,...,0))} K_{((0,0,...,0),(1,0,...,0))} = K_{((0,0,...,0),(1,0,...,0))} K_{((\frac{1}{2},0,...,0),(1,0,...,0))} K_{((\frac{1}{2},0,...,0),(0,0,...,0))}. \] (2.63)
The proof is straightforward: the relation is known to be valid when the left and the right-hand sides act on \(X^I_e\) and \(X_{m1}\); both sides give identity when acting on \(X^I_e\) and \(X_{m1}\) for \(I > 1\).

Therefore, more generally, changing the basis, we obtain the following form of the pentagon formula for any \(r\):
\[ K_{\gamma_1} K_{\gamma_2} = K_{\gamma_2} K_{\gamma_1 + \gamma_2} K_{\gamma_1}, \quad \forall \langle \gamma_1, \gamma_2 \rangle = \pm \frac{1}{2}. \] (2.64)
This is an extension of the \(SU(2)\) formula to the charges with any number of components for any basis.
2.5. WALL-CROSSING IN HIGHER-RANK THEORIES

2.5.1 SU(3) theory

Let us start by considering the theory with gauge group SU(3). The pentagon formula (2.64) can be applied to the decay reaction of the composite dyons. Indeed, in (2.57), symplectic product of the two simple dyons is

\[ \langle \pm (p \tilde{a}_1, \tilde{a}_1), \pm ((p+1) \tilde{a}_2, \tilde{a}_2) \rangle = -\frac{1}{2}, \]  

and the decay of the composite dyon in (2.57) is described by the following formula:

\[ K_{\pm (p \tilde{a}_1, \tilde{a}_1)} K_{\pm ((p+1) \tilde{a}_2, \tilde{a}_2)} = K_{\pm (p \tilde{a}_1, \tilde{a}_1) + \tilde{a}_2, \tilde{a}_1 + \tilde{a}_2} K_{\pm (p \tilde{a}_1, \tilde{a}_1) \cdot \cdot \cdot} \]  

Starting with these formulae, we will construct the wall-crossing formula for the pure SU(3) theory at weak coupling. It is closely related to the wall-crossing formula (2.47) for the pure SU(2) theory. In the SU(n) case, we will require electric charge-vectors of W bosons and magnetic charge-vectors of dyons to be positive roots, ignoring their antiparticles. Let us begin by writing out the wall-crossing formula implied by the known spectra of the SU(3) theory [24] on either side of the walls of marginal stability (this equation will be proven shortly):

\[ \cdots K_{-3 \tilde{a}_1, \tilde{a}_1} K_{-(3 \tilde{a}_1 + \tilde{a}_2), \tilde{a}_1 + \tilde{a}_2} K_{-(3 \tilde{a}_2, \tilde{a}_2)} \times K_{-(\tilde{a}_1, \tilde{a}_1)} K_{-(2 \tilde{a}_1 + \tilde{a}_2), \tilde{a}_1 + \tilde{a}_2} K_{-(2 \tilde{a}_2, \tilde{a}_2)} \times K_{(6, \tilde{a}_1)} K_{-(\tilde{a}_1 + \tilde{a}_2), \tilde{a}_1 + \tilde{a}_2} K_{-(\tilde{a}_2, \tilde{a}_2)} \times K_{(3 \tilde{a}_1, \tilde{a}_1)} K_{(2 \tilde{a}_1 + \tilde{a}_2), \tilde{a}_1 + \tilde{a}_2} K_{(2 \tilde{a}_2, \tilde{a}_2)} \cdots \]  

where “×” are used only to group operators. The BPS ray at which the ordering starts is chosen differently from the SU(2) case for further convenience.

We will now verify (2.67) by evaluating both sides. We can see how both sides of (2.67) change when the VEV passes thorough the walls. For each decaying composite dyon, there is a corresponding pentagon identity (2.66) modifying a fragment (separated by “×”) in (2.67). Close to the wall (2.53), when all composite dyons decay, the wall-crossing formula (2.67) reduces to

\[ \cdots K_{-(3 \tilde{a}_2, \tilde{a}_2)} K_{-(2 \tilde{a}_1, \tilde{a}_1)} \times K_{-(2 \tilde{a}_2, \tilde{a}_2)} K_{-(\tilde{a}_1, \tilde{a}_1)} \times K_{-(\tilde{a}_2, \tilde{a}_2)} K_{(6, \tilde{a}_1)} \times K_{(6, \tilde{a}_2)} K_{(\tilde{a}_1, \tilde{a}_1)} \times K_{(\tilde{a}_2, \tilde{a}_2)} K_{(2 \tilde{a}_1, \tilde{a}_1)} \times K_{(2 \tilde{a}_2, \tilde{a}_2)} K_{(3 \tilde{a}_1, \tilde{a}_1)} \cdots \]  

(2.68)
We can see that this equation is an identity: \( \mathcal{K}_{(p\vec{a}_1, \vec{a}_1)} \) commutes with \( \mathcal{K}_{(p\vec{a}_2, \vec{a}_2)} \), the three purely electric operators commute with each other (two operators commute when symplectic product of their charges is zero); these commuting operators reverse their order precisely at the wall of marginal stability (2.53). By proving (2.68), we have also shown that (2.67) is correct via substituting the pentagon identity (2.64).

### 2.5.2 SU(n) theory

Let us generalise our results for gauge group \( SU(2) \) to any gauge group \( SU(n) \), whose weak-coupling spectrum was found in [24]. The approach is very similar. Consider symplectic product between the decay products in (2.55): after some algebra, we can simplify it as

\[
\begin{align*}
\left\langle \pm \left( p \sum_{m=i}^k \vec{a}_m + \sum_{l=i+1}^k \epsilon_l \sum_{m=1}^k \vec{a}_m, \sum_{m=i}^k \vec{a}_m \right) \rightangle, \\
\pm \left( p + \sum_{l=i+1}^k \epsilon_l \right) \left( \sum_{m=k+1}^{j-1} \vec{a}_m + \sum_{l=k+1}^{j-1} \epsilon_l \sum_{m=1}^{j-1} \vec{a}_m, \sum_{m=k+1}^{j-1} \vec{a}_m \right) \rightangle \\
= \left\langle \left( p + \sum_{l=i+1}^k \epsilon_l \right) \vec{a}_k, \vec{a}_k \right\rangle, \left\langle \left( p + \sum_{l=i+1}^k \epsilon_l \right) \vec{a}_{k+1} + \epsilon_{k+1} \vec{a}_{k+1}, \vec{a}_{k+1} \right\rangle = -\frac{\epsilon_{k+1}}{2} = \pm \frac{1}{2}.
\end{align*}
\]

(Making use of this, we apply the pentagon identity to the decay processes of the \( SU(n) \) composite dyons in (2.55) and obtain

\[
\begin{align*}
\mathcal{K}_\pm(p \sum_{m=i}^k \vec{a}_m + \sum_{l=i+1}^k \epsilon_l \sum_{m=1}^k \vec{a}_m, \sum_{m=i}^k \vec{a}_m) \\
\mathcal{K}_\pm\left( p + \sum_{l=i+1}^k \epsilon_l \right) \sum_{m=k+1}^{j-1} \vec{a}_m + \sum_{l=k+1}^{j-1} \epsilon_l \sum_{m=1}^{j-1} \vec{a}_m, \sum_{m=k+1}^{j-1} \vec{a}_m \right) \\
= \mathcal{K}_\pm\left( p + \sum_{l=i+1}^k \epsilon_l \right) \sum_{m=k+1}^{j-1} \vec{a}_m + \sum_{l=k+1}^{j-1} \epsilon_l \sum_{m=1}^{j-1} \vec{a}_m, \sum_{m=k+1}^{j-1} \vec{a}_m \right) \\
\mathcal{K}_\pm(p \sum_{m=i}^{j-1} \vec{a}_m + \sum_{l=i+1}^{j-1} \epsilon_l \sum_{m=1}^{j-1} \vec{a}_m, \sum_{m=i}^{j-1} \vec{a}_m) \\
\mathcal{K}_\pm(p \sum_{m=i}^k \vec{a}_m + \sum_{l=i+1}^k \epsilon_l \sum_{m=1}^k \vec{a}_m, \sum_{m=i}^k \vec{a}_m).
\end{align*}
\]

Suppose that we have a product \( S \) of Kontsevich–Soibelman operators for a given vacuum expectation value. We want to show that all such products are equal. In order to do this, let us move the VEV continuously into the region where all composite dyons decay. For each decay process, the product looses one operator according to (2.70), but \( S \) remains constant. When VEV is in the region with no composite dyons, this product simplifies to

\[
\prod_{p=-\infty}^{+\infty} \prod_{i=1}^{r} \mathcal{K}_{(p\vec{a}_i, \vec{a}_i)} \times \prod_{i=1}^{r} \mathcal{K}_{(-2)}^{\vec{a}_i}(\vec{a}_i, \vec{a}_i).
\]

We have used that for a given \( p \) and any \( i \), \( \mathcal{K}_{(p\vec{a}_i, \vec{a}_i)} \) commute with each other; purely electric operators commute. Therefore, every initial product of operators is equal to this expression. Putting all pieces together, we recover the wall-crossing formula for any weak-coupling region of the moduli
space:

\[
\mathcal{O}\left( \prod_{p=-\infty}^{+\infty} \prod_{i=1}^{r} K_{(p\vec{a}_i, \vec{a}_i)} \times \prod_{i=1}^{r} \prod_{j=i+1}^{r} K_{(p \sum_{m=1}^{j} \vec{a}_m + \sum_{l=i+1}^{j} \vec{a}_m, \sum_{m=1}^{j} \vec{a}_m, \sum_{m=1}^{j} \vec{a}_m)} \times \prod_{i=1}^{r} K_{-2}^{(\vec{a}_i, \vec{0})} \right)
\]

\[
= \prod_{p=-\infty}^{+\infty} \prod_{i=1}^{r} K_{(p\vec{a}_i, \vec{a}_i)} \times \prod_{i=1}^{r} K_{-2}^{(\vec{a}_i, \vec{0})} = \mathcal{O}\left( \prod_{\gamma \in \Gamma(\vec{a})} K_{\gamma} \right)
\]

(2.72)

where \( \mathcal{O} \) is the clockwise-ordering operator. This equation relates the spectra far from every wall of marginal stability, in the region with no composite dyons, and located at an arbitrary point in the weak-coupling region (where \( \Gamma(\vec{a}) \) is the set of all particles), respectively. Our result confirms that the weak-coupling BPS spectrum for the \( SU(n) \) theory found in [24] is correct.
Chapter 3

Instantons in the pure theory

This chapter is based on [96].

The simplest case one can consider to test the predictions of the Gaiotto–Moore–Neitzke equation (2.33), which was discussed in chapter 2, is the pure $\mathcal{N} = 2$ supersymmetric Yang–Mills theory with gauge group $SU(2)$ compactified on $\mathbb{R}^3 \times S^1$. The moduli space is parametrised by a single complex VEV $a$. We investigate corrections to the moduli space metric in the weak-coupling region [52], that is, we set $|a| \gg |\Lambda|$ where $\Lambda$ is the dynamical scale of the theory. These corrections come from BPS states of the theory winding around the compactified dimension of radius $R$. We start by calculating the perturbative corrections, produced by the $W^\pm$ bosons with electric charge $\pm 1$: they reproduce the shift of the effective coupling constant $g_{\text{eff}}$ found in [48, 78], where $g_{\text{eff}} \ll 1$ for $|a| \gg |\Lambda|$. Then, we consider the non-perturbative corrections, produced by the tower of dyons with magnetic charge $\pm 1$: they give rise to a sum of semiclassical three-dimensional instanton contributions, which are exponentially suppressed in the limit $g_{\text{eff}} \to 0$. These corrections are complicated functions of the dimensionless parameters $|a|R$, which is kept finite, and $g_{\text{eff}}$; they are also proportional to the factor corresponding to the $W^\pm$ bosons. As found in previous investigations of instanton effects in compactified gauge theory [54, 55], the leading semiclassical contribution can be expanded in two distinct ways depending on whether $|a|R$ is finite or infinitely small (corresponding to $R \to 0$).

For finite values of $|a|R$, the result can be expanded as a sum over the contributions of magnetic monopoles and Julia–Zee dyons [39] regarded as classical solutions of finite Euclidean action on $\mathbb{R}^3 \times S^1$. Focusing on one-instantons, we calculate the four-fermion correlation function from the metric predicted by the GMN formalism. Then, we reproduce the correlator via a direct semiclassical computation based on first principles and find that the two result match exactly. An important feature is that, unlike similar calculations in four dimensions, the functional determinants corresponding to fluctuations of the bosonic and fermionic fields do not cancel [42, 49]. We evaluate the ratio of fluctuation determinants from first principles and find that it precisely reproduces the prefactor appearing in the weak-coupling expansion of the GMN results corresponding to the $W^\pm$ bosons. Given the relation between the GMN integral equations and the Kontsevich–Soibelman conjecture, the agreement between these can also be regarded as an indirect test of the latter.
When $|a|R$ becomes small, the infinite sum over electric charges of dyons diverges and requires Poisson resummation. As in [54, 55], the resulting series also admits an interpretation in terms of classical configurations of finite action. The relevant configurations are an infinite tower of twisted monopoles obtained by applying large gauge transformations to the BPS monopole [65]. In the context of $\mathcal{N} = 4$ supersymmetric Yang–Mills theory realised on the world volume of two parallel D3 branes in IIB string theory, the relation between the two corresponding expansions can be understood as T-duality to an equivalent configuration of D2 branes in the IIA theory [54]. In the limit $R \to 0$, the twisted monopoles decouple, and only one monopole remains.

Another interesting question concerns the three-dimensional limit of the GMN results. Taking the limit $|a|R \to 0$ with the effective three-dimensional coupling held fixed, we obtain $\mathcal{N} = 4$ supersymmetric Yang–Mills theory in three dimensions with gauge group $SU(2)$. The exact metric on the moduli space of this theory was conjectured to coincide with the Atiyah–Hitchin metric in [3]. This proposal was then tested against an explicit semiclassical calculation of the one-monopole contribution [49]. The leading semiclassical contribution to the GMN metric studied here can easily be continued to three dimensions after the Poisson resummation described above. We show that it reproduces the one-monopole contribution to the Atiyah–Hitchin metric including the correct numerical prefactor. As explained in [49], this coefficient together with the constraints of supersymmetry and other global symmetries uniquely determines the Atiyah–Hitchin metric.

### 3.1 Moduli space and BPS spectrum

We consider the pure $\mathcal{N} = 2$ supersymmetric gauge theory in four dimensions with gauge group $SU(2)$ and dynamical scale $\Lambda$. To begin with, let us review the relevant results in this case and set the subsequent notations. The massless bosonic fields on the Coulomb branch consist of a $U(1)$ gauge field and a complex scalar $a$ whose VEV we also denote as $a$.

Each BPS state carries a central charge $Z_\gamma(u)$ which lies on a lattice in the complex plane with periods $a$ and $a_D$. The magnetic period is determined by the prepotential $F(a)$ via

$$a_D = \frac{\partial F(a)}{\partial a}.$$  

The prepotential $F(a)$ also determines the low-energy effective gauge coupling:

$$\tau_{\text{eff}}(a) = \frac{4\pi i}{q^2_{\text{eff}}(a)} + \frac{\Theta_{\text{eff}}(a)}{2\pi} = \frac{\partial^2 F(a)}{\partial a^2}.$$  

In this chapter, we will be interested in the weak coupling regime, where $|a| \gg |\Lambda|$. The effective coupling constant can be approximated by its one-loop value (1.47, 1.48), in this case,

$$\tau_{\text{eff}}(a) \simeq \frac{i}{\pi} \log \left( \frac{a}{\Lambda} \right)^2,$$

up to corrections proportional to powers of $(\Lambda/a)^4$ coming from four-dimensional Yang–Mills instantons. Ignoring these corrections, we can approximate the magnetic central charge as

$$a_D \simeq \tau_{\text{eff}} a.$$
3.1. MODULI SPACE AND BPS SPECTRUM

The exact mass formula for BPS states of charge $\gamma$ is $M_\gamma = |Z_\gamma|$ where the central charge $Z_\gamma$ was defined in (1.33). Seiberg–Witten solution does not immediately specify the set of values of $\gamma$ which are present in the theory. Formally, this corresponds to determining the values of the second helicity supertrace (2.18) at each point on the Coulomb branch. This yields $\Omega(\gamma, a) = -2$ for the vector multiplet and $\Omega(\gamma, a) = +1$ for the half-hypermultiplet.

In the weakly coupled region, the BPS spectrum can be determined by semiclassical analysis. It consists of the $W$ bosons of charges $\pm (1, 0)$ and an infinite tower of Julia–Zee dyons $\pm (n, 1)$ with unit magnetic charge and arbitrary integer electric charge $^1$. The degeneracies $\Omega(\gamma, u)$ change discontinuously only when we cross the wall of marginal stability. However, in the weak-coupling limit of the theory, the spectrum does not experience jumps. As has been demonstrated in chapter 2, the spectrum of the pure theory with gauge group $SU(2)$ can be expressed in terms of Kontsevich–Soibelman operators by (2.47).

Let us now turn to the compactified theory. The Wilson line, which corresponds to the $A_0$ component of the $U(1)$ gauge field along the compactified direction, $x^0$, is

$$\theta_e = \oint_{S^1_R} dx^0 A_0. \tag{3.5}$$

Large gauge transformations shift the value of $\theta_e$ by integer multiples of $2\pi$, so, we periodically identify $\theta_e \sim \theta_e + 2\pi$. In three dimensions, we can also dualise the $U(1)$ Abelian gauge field $A_i$ with $i = 1, 2, 3$ in favour of another real scalar, $\theta_m \in [0, 2\pi]$, known as the magnetic Wilson line. In other words, it is a magnetic analogue of (3.5) that can be expressed in terms the dual field strength:

$$\theta_m = \oint_{S^1_R} dx^0 A_{D0}. \tag{3.6}$$

This new scalar appears in the classical action in the combination $\gamma_m \theta_m$. Dirac quantisation requires $\gamma_m$ to take integer values, and as a result, the theory is invariant under the shifts of $\theta_m$ by integer multiples of $2\pi$.

Taking into account all the scalars, $a, \bar{a}, \theta_e, \theta_m$, the Coulomb branch of the compactified theory is a manifold of real dimension four. The low-energy effective field theory on the Coulomb branch is then given by a three-dimensional sigma model with moduli space serving as its target space.

To reduce the number of terms in the compactified bosonic action, we use the complex combination $z = \theta_m - \tau_{eff}(a)\theta_e$ parametrising a torus with complex parameter $\tau_{eff}(a)$. The moduli space of the compactified theory corresponds to a fibration of this torus over the Coulomb branch of the four-dimensional theory. After compactification (see chapter 1 for more details), the real part of the resulting bosonic action in the low-energy theory is given in terms of $a, \bar{a}, z, \bar{z}$ as

$$S_B = \frac{1}{4} \int d^4 x \left( \frac{4\pi R}{g_{eff}^2} \partial_\mu a \partial^\mu \bar{a} + \frac{g_{eff}^2}{16\pi^2 R} \partial_\mu z \partial^\mu \bar{z} \right). \tag{3.7}$$

1 We follow the same normalisation convention for electric charges as in [1], which differs from the convention used in [6] by a factor of $1/2$. 
In addition to this, surface terms in (1.58) give rise to imaginary terms in the action depending on the total electric and magnetic charges:

$$S_{\text{Im}} = i \left(\gamma_e + \frac{\Theta_{\text{eff}}}{2\pi} \gamma_m\right) \theta_e + i \gamma_m \theta_m.$$  (3.8)

The term proportional to $\Theta_{\text{eff}}$ arises from dimensional reduction of the $F \wedge F$ term in the low-energy action of the four-dimensional theory after replacing $A_0$ by $\theta_e/2\pi R$. The corresponding fermionic terms in the action take the form

$$S_F = \frac{2\pi R}{g_{\text{eff}}} \int d^3 x \text{tr} \left(i \bar{\psi} \tilde{\sigma}^\mu \partial_\mu \psi + i \bar{\lambda} \tilde{\sigma}^\mu \partial_\mu \lambda\right)$$  (3.9)

where $\lambda$ and $\psi$ are the fermions after dimensional reduction along the compactified direction of the four-dimensional fermions.

As was discussed in chapter 1, the leading-order behaviour of the metric when $R \to \infty$ is given by its semiflat value,

$$g^{sf} = \frac{4\pi R}{g_{\text{eff}}} |da|^2 + \frac{g_{\text{eff}}^2}{16\pi^3 R} |dz|^2.$$  (3.10)

The metric (3.10) also makes apparent that $g^{sf}$ is Kähler. When we consider finite values of the radius $R$, the semiflat metric gets corrected by instanton contributions which arise from the four-dimensional BPS states wrapping around the compactified dimension $S^1$. To take these corrections into account, we will use the Gaiotto–Moore–Neitzke equation (2.33): the weak-coupling spectrum and discontinuities of the Darboux coordinates are given by the right-hand side of the wall-crossing formula (2.47).

## 3.2 Semiclassical limit via the wall-crossing formula

Taking the logarithm in the Gaiotto–Moore–Neitzke equation (2.33), we see that the right-hand side contains a source term corresponding to the semiflat expression and an integral convolution produced by the BPS particles in $\mathbb{R}^3 \times S^1$. Although the integral equation is too complicated to be solved exactly, we can approximate the solution iteratively by choosing an appropriate expansion parameter. For this approach to be valid, the series of corrections must be much smaller than the semiflat terms. In [6], a simple expansion of this sort was considered for large radius, more precisely, for $R|a| \gg 1$. It is valid for any point on the Coulomb branch: this is due to the fact that the contribution of a BPS state with charge $\gamma$ is exponentially suppressed by a factor of $\exp(-2\pi R|Z_\gamma|)$ for all $\gamma$ when $R|a| \gg 1$. Here, we are instead interested in a weak-coupling expansion of the integral equation. Thus, we will restrict our attention to the semiclassical region of the moduli space, that is, we set $|a| \gg \Lambda$, or, equivalently, $g_{\text{eff}}^2 \ll 1$, where the dimensionless parameter $R|a|$ is fixed. The factor of $\exp(-2\pi R|Z_\gamma|)$ in this case is suppressed for all states with non-zero magnetic charge. This is the case for all states except the massive gauge bosons $W^\pm$. These magnetically charged states give rise to a series of instanton corrections. On the other hand, the contributions of the $W^\pm$ bosons have to be calculated exactly.
3.2. SEMICLASSICAL LIMIT VIA THE WALL-CROSSING FORMULA

We begin by decomposing the Darboux coordinate $\mathcal{X}_r(\zeta)$ as

$$
\mathcal{X}_r(\zeta) = (\mathcal{X}_e(\zeta))^{\gamma_e} (\mathcal{X}_m(\zeta))^{\gamma_m}, \quad \gamma = (\gamma_e, \gamma_m).
$$

(3.11)

The GMN solution (2.33) of the problem in this case is given by a set of two integral equations: the electric and the magnetic Darboux coordinates obey

$$
\mathcal{X}_e(\zeta) = \mathcal{X}_{e}^{\text{sf}}(\zeta) \exp \left(-\frac{1}{2\pi i} \sum_{\gamma' \in \Gamma} c_e(\gamma') \mathcal{I}_{\gamma'}(\zeta)\right), \quad c_e(\gamma') = -\Omega(\gamma', a) \gamma'_m,
$$

(3.12)

$$
\mathcal{X}_m(\zeta) = \mathcal{X}_{m}^{\text{sf}}(\zeta) \exp \left(-\frac{1}{2\pi i} \sum_{\gamma' \in \Gamma} c_m(\gamma') \mathcal{I}_{\gamma'}(\zeta)\right), \quad c_m(\gamma') = \Omega(\gamma', u) \gamma'_e,
$$

(3.13)

where $\mathcal{X}_{e}^{\text{sf}}(\zeta)$ and $\mathcal{X}_{m}^{\text{sf}}(\zeta)$ are given by (1.74) with $Z_{\gamma}$ replaced by $Z_e$ and $Z_m$, respectively; $\Gamma$ is the weak-coupling BPS spectrum, and $\mathcal{I}_{\gamma'}(\zeta)$ is given by

$$
\mathcal{I}_{\gamma'}(\zeta) = \int_{I_{\gamma'}} \frac{d\zeta' \zeta' + \zeta}{\zeta' - \zeta} \log (1 - \mathcal{X}_{\gamma'}(\zeta')),
$$

(3.14)

where, since there are no flavour hypermultiplets, we have set the quadratic refinement $\sigma(\gamma') = 1$ for all states. The symplectic form (1.71) of the $SU(2)$ theory is simply

$$
\omega(\zeta) = -\frac{1}{4\pi^2 R} \frac{d\mathcal{X}_e(\zeta)}{\mathcal{X}_e(\zeta)} \wedge \frac{d\mathcal{X}_m(\zeta)}{\mathcal{X}_m(\zeta)} = \frac{1}{4\pi^2 R} (\gamma_1, \gamma_2)^{-1} \frac{d\mathcal{X}_{\gamma_1}(\zeta)}{\mathcal{X}_{\gamma_1}(\zeta)} \wedge \frac{d\mathcal{X}_{\gamma_2}(\zeta)}{\mathcal{X}_{\gamma_2}(\zeta)}.
$$

(3.15)

Now, taking the weak coupling limit, to the one-loop order, we find

$$
\log \mathcal{X}_{e}^{\text{sf}}(\zeta) = \pi R a \zeta^{-1} + i\theta_e + \pi R a \tilde{\zeta}, \quad \log \mathcal{X}_{m}^{\text{sf}}(\zeta) = \pi R a \tau_{\text{eff}}(a) \zeta^{-1} + i\theta_m + \pi R a \tau_{\text{eff}}(a) \zeta.
$$

(3.16)

We can see that in this limit $\log |\mathcal{X}_{m}^{\text{sf}}| \gg \log |\mathcal{X}_{e}^{\text{sf}}|$. This has interesting consequences for deriving an iterative solution to $\mathcal{X}_r(\zeta)$. Explicitly, let us expand $\log \mathcal{X}_e(\zeta)$ and $\log \mathcal{X}_m(\zeta)$ for the weak-coupling spectrum of $\mathcal{N} = 2 SU(2)$ gauge theory using (3.12, 3.13):

$$
\log \mathcal{X}_e(\zeta) = \log \mathcal{X}_{e}^{\text{sf}}(\zeta) - \sum_{\gamma_e' \in \mathbb{Z}} \sum_{\gamma_m = \pm 1} \frac{c_e(\gamma'_e)}{2\pi i} \mathcal{I}_{(\gamma'_e, \gamma_m)}(\zeta),
$$

(3.17)

$$
\log \mathcal{X}_m(\zeta) = \log \mathcal{X}_{m}^{\text{sf}}(\zeta) - \sum_{\gamma_e' \in \mathbb{Z}} \sum_{\gamma_m = \pm 1} \frac{c_m(\gamma'_e)}{2\pi i} \mathcal{I}_{(\gamma'_e, \gamma_m)}(\zeta)
- \frac{c_m(W^+)}{2\pi i} \mathcal{I}_{(1,0)}(\zeta) - \frac{c_m(W^-)}{2\pi i} \mathcal{I}_{(-1,0)}(\zeta).
$$

(3.18)

The BPS spectrum $\Gamma$, which in this theory is the same for any VEV at weak coupling, consists of the $W$ bosons of charge $\pm(1, 0)$, which we denote as $W^\pm$, and only contribute to the middle two terms in (3.18), and the remaining summations in (3.17) and (3.18) are over the infinite tower of dyons with charges $\pm(n, 1)$, $n \in \mathbb{Z}$. 
The central charge can be approximated as \( Z_\gamma(a) = a(\gamma_e + \gamma_m \tau_{\text{eff}}(a)) \). The mass of a BPS particle \( \gamma = (\gamma_e, \gamma_m) \) in the weak-coupling limit is then given by

\[
|Z_\gamma(a)| = |a| \sqrt{\left( \gamma_m \frac{4\pi}{g_{\text{eff}}^2} \right)^2 + \left( \gamma_e + \gamma_m \frac{\Theta_{\text{eff}}}{2\pi} \right)^2} \quad (3.19)
\]

where \( g_{\text{eff}} \) and \( \Theta_{\text{eff}} \) now denote the effective coupling constant and the effective vacuum angle.

Figure 3.1: The BPS rays in the \( \zeta \) plane for \( a \in \mathbb{R} \): the red horizontal line corresponds to the \( W \) bosons, all other lines correspond to dyons. In the weak-coupling limit, the BPS rays for dyons are infinitely close to the imaginary axis.

Let us further describe our iterative approach of finding \( \log \mathcal{X}_\gamma \) at weak coupling. At the leading order, we substitute the semiflat coordinates (3.16) into the right hand side of (3.17) and (3.18) ignoring the components negligible for \( g_{\text{eff}} \to 0 \). In this regime, the magnetic coordinate \( \mathcal{X}_m \) receives additional order one contribution from the \( W \) bosons, while the dyon contributions to both \( \mathcal{X}_e \) and \( \mathcal{X}_m \) are exponentially suppressed as \( \sim \exp(-c/g_{\text{eff}}^2) \) with some \( c > 0 \). We denote the resulting coordinates at this order as \( \mathcal{X}_e^{(0)}, \mathcal{X}_m^{(0)} \). Thus, we have

\[
\log \mathcal{X}_e^{(0)}(\zeta) = \log \mathcal{X}_e^{\text{sf}}(\zeta), \quad \log \mathcal{X}_m^{(0)}(\zeta) = \log \mathcal{X}_m^{\text{sf}}(\zeta) + \log \mathcal{D}(\zeta),
\]

\[
\log \mathcal{D}(\zeta) = \frac{1}{2\pi i} \left( \int_{l_{W^+}} \frac{d\zeta'}{\zeta' - \zeta} \log \left( 1 - \mathcal{X}_e^{\text{sf}}(\zeta') \right) - \int_{l_{W^-}} \frac{d\zeta'}{\zeta' - \zeta} \log \left( 1 - 1/\mathcal{X}_e^{\text{sf}}(\zeta') \right) \right),
\]

where the BPS rays for the \( W^\pm \) bosons are given as \( l_{W^\pm} = \{ \zeta' : \pm a/\zeta' \in \mathbb{R}_+ \} \) (thick lines in figure 3.1). We have used the fact that \( \Omega(W^\pm, a) = -2 \) as \( W \) bosons belong to the vector multiplet, and \( c_m(W^\pm) = \mp 2 \). After taking account of the suppressed corrections, \( \mathcal{X}_e(\zeta) \) and \( \mathcal{X}_m(\zeta) \) can be rewritten as

\[
\log \mathcal{X}_e(\zeta) = \log \mathcal{X}_e^{(0)}(\zeta) + \delta \log \mathcal{X}_e(\zeta),
\]

\[
\log \mathcal{X}_m(\zeta) = \log \mathcal{X}_m^{(0)}(\zeta) + \delta \log \mathcal{X}_m(\zeta),
\]

(3.22)
where the second terms will be obtained approximately performing one more iteration. By inserting $\mathcal{X}_e^{(0)}(\zeta)$ and $\mathcal{X}_m^{(0)}(\zeta)$ into the right-hand side of (3.17) and (3.18), we can get subleading-order corrections to the coordinates:

$$\delta \log \mathcal{X}_e(\zeta) = -\frac{1}{2\pi i} \sum_{\gamma'_m \in \mathbb{Z}} \sum_{\gamma_m = \pm 1} c_e(\gamma') \mathcal{I}_{(\gamma'_e, \gamma'_m)}^{(0)}(\zeta),$$

$$\delta \log \mathcal{X}_m(\zeta) = -\frac{1}{2\pi i} \sum_{\gamma'_m \in \mathbb{Z}} \sum_{\gamma_m = \pm 1} c_m(\gamma') \mathcal{I}_{(\gamma'_e, \gamma'_m)}^{(0)}(\zeta),$$

where the integration along the dyonic BPS rays (thin lines in figure 3.1) takes the form

$$\mathcal{I}_{(\gamma'_e, \gamma'_m)}^{(0)}(\zeta) = \int_{\gamma'_e} d\gamma' \left( \frac{\zeta' + \zeta}{\zeta' - \zeta} \right) \log \left( 1 - \left( \mathcal{X}_e^{(0)}(\zeta') \right)^{\gamma'_e} \left( \mathcal{X}_m^{(0)}(\zeta') \right)^{\gamma'_m} \right).$$

We will soon see that these terms generate the exponentially suppressed instanton and anti-instanton contributions.

To extract the corresponding correction to the metric of the moduli space, we compute the symplectic form (3.15) to the subleading order: we will need to find the corrections (3.23) and (3.24) to (3.20). The result is

$$\omega(\zeta) \approx \frac{1}{4\pi^2 R} \left( d \log \mathcal{X}_e^{(0)}(\zeta) + \delta \log \mathcal{X}_e(\zeta) \right) \wedge d \left( \log \mathcal{X}_m^{(0)}(\zeta) + \delta \log \mathcal{X}_m(\zeta) \right)$$

$$= \omega^{sf}(\zeta) + \omega^P(\zeta) + \omega^{NP}(\zeta) + \mathcal{O}(\delta^2),$$

where the semiflat form $\omega^{sf}(\zeta)$ and its perturbative correction $\omega^P(\zeta)$ (the one-loop correction due to the $W^\pm$ bosons) are the wedge-product of the first terms, the non-perturbative correction $\omega^{NP}(\zeta)$ (the leading-order correction due to the dyons) appears when only one term in the wedge-product has $\delta$, $\mathcal{O}(\delta^2)$ is the wedge-product of the second terms and has greater exponential suppression than the other three terms, allowing us to ignore it in the one-instanton calculation. Expanding the symplectic forms in (3.26), we get

$$\omega^{sf}(\zeta) = -\frac{1}{4\pi^2 R} d \log \mathcal{X}_e^{sf}(\zeta) \wedge d \log \mathcal{X}_m^{sf}(\zeta),$$

$$\omega^P(\zeta) = -\frac{1}{4\pi^2 R} d \log \mathcal{X}_e^{sf}(\zeta) \wedge d \log \mathcal{D}(\zeta),$$

$$\omega^{NP}(\zeta) = -\frac{1}{4\pi^2 R} \left( d \delta \log \mathcal{X}_e(\zeta) \wedge d \log \mathcal{X}_m^{(0)}(\zeta) + d \log \mathcal{X}_e^{(0)}(\zeta) \wedge d \delta \log \mathcal{X}_m(\zeta) \right).$$

Let us now calculate the integrals in $\omega^P(\zeta)$ and $\omega^{NP}(\zeta)$ when $g_{\text{eff}} \to 0$.

### 3.2.1 Perturbative corrections

We can start by evaluating the perturbative contribution, without having to deal with the full BPS spectrum. This prediction can then be compared with the previously known results. $\omega^P(\zeta)$ in (3.28) can be found by adapting the calculation in [6] where the contribution of a single electrically charged
multimultiplet was considered. Differentiating the electric Darboux coordinates under the logarithms in (3.21), we get

\[
d \log \left( 1 - (\mathcal{X}_e^{sf}(\zeta'))^{\pm 1} \right) = -d \log \left( (\mathcal{X}_e^{sf}(\zeta'))^{\pm 1} \right) \frac{(\mathcal{X}_e^{sf}(\zeta'))^{\pm 1}}{1 - (\mathcal{X}_e^{sf}(\zeta'))^{\pm 1}} = \pm d \log \mathcal{X}_e^{sf}(\zeta') \sum_{k=1}^{+\infty} \left( \mathcal{X}_e^{sf}(\zeta') \right)^{\mp k},
\]

(3.30)

where we have Taylor-expanded the fraction (the infinite series is a convergent geometric progression along the corresponding contours of integration, although it does not converge in general). We will use the following equality:

\[
\log \mathcal{X}_e^{sf}(\zeta) \land \zeta' + \zeta \log \mathcal{X}_e^{sf}(\zeta') = \log \mathcal{X}_e^{sf}(\zeta) \land \zeta' + \zeta \left( \log \mathcal{X}_e^{sf}(\zeta') - \log \mathcal{X}_e^{sf}(\zeta) \right)
\]

(3.31)

Then, evaluating the integrals, we obtain

\[
\omega^P(\zeta) = -\frac{i}{4\pi^2 R} d \log \mathcal{X}_e^{sf}(\zeta) \land (2\pi A^P(a, \bar{a}) + \pi V^P(a, \bar{a})(\zeta^{-1} da - \zeta d\bar{a})),
\]

(3.32)

\[
A^P = \frac{R}{\pi} \sum_{k \neq 0} |a| e^{ik\theta_c} K_1(2\pi R|ka|) \left( \frac{da}{a} - \frac{d\bar{a}}{\bar{a}} \right),
\]

(3.33)

\[
V^P = -\frac{2R}{\pi} \sum_{k \neq 0} e^{ik\theta_c} K_0(2\pi R|ka|),
\]

(3.34)

where \( K_\nu(x) \) are modified Bessel functions of second kind (\( K_\nu(x) \sim \sqrt{\frac{\pi}{2x}} e^{-x} \) for \( x \gg 1 \)). In [6], the limit \( R \gg 1/|\Lambda| \) and \( 2\pi R|a| \gg 1 \) was considered: this sets \( K_\nu(2\pi R|ka|) \sim e^{-2\pi R|ka|} \), and the series in (3.33) and (3.34) can be naturally interpreted as series of exponentially suppressed, instanton-like, contributions. In the weak coupling limit, we only demand \( |a/\Lambda| \gg 1 \), while keeping \( 2\pi R|a| \) fixed and arbitrary.

If we ignored all non-perturbative corrections, the metric would still be symmetric under \( \theta_m \rightarrow \theta_m + \delta \) for any \( \delta \), while the symmetry with respect to shifts of \( \theta_e \) is broken by the presence of \( W \) bosons. The Gibbons–Hawking ansatz for this hyper-Kähler metric in this case is [6]

\[
g = V(\vec{x})^{-1} \left( \frac{d\theta_m}{2\pi} + A(\vec{x}) \right)^2 + V(\vec{x})d\vec{x}^2,
\]

(3.35)

\[
a = x_1 + ix_2, \quad \theta_e = 2\pi R x_3, \quad \vec{x} = (x_1, x_2, x_3),
\]

where the potentials are given by

\[
V = V^{sf} + V^P, \quad V^{sf} = R \Im \tau_{eff},
\]

(3.36)

\[
A = A^{sf} + A^P, \quad A^{sf} = -\frac{\Re \tau_{eff}}{2\pi}.
\]
For the formulae (3.33, 3.34) to make sense for small values of \( |a| \), one needs to Poisson-resum the series of Bessel functions [48]. The resulting geometry corresponds to a finite shift of the effective coupling constant (as in [78]):

$$\frac{2\pi R}{g_{\text{eff}}} \to \frac{2\pi R}{g_{\text{eff}}} - \sum_{n \in \mathbb{Z}} \frac{1}{2\pi |M(n)|},$$  \hspace{1cm} (3.37)

$$|M(n)| = \sqrt{|a|^2 + \left( \frac{\theta_c}{2\pi R} + \frac{n}{R} \right)^2}.$$  \hspace{1cm} (3.38)

In the limit \( R|a| \to 0 \), this reproduces the three-dimensional shift found in [49]:

$$\frac{1}{\epsilon_{\text{eff}}} \to \frac{1}{\epsilon_{\text{eff}}} - \frac{1}{2\pi M_W}$$  \hspace{1cm} (3.39)

where \( \epsilon_{\text{eff}} = g_{\text{eff}}/\sqrt{2\pi R} \) and \( M_W = M(0) \) are the gauge coupling and the mass of \( W \) boson in three dimensions.

### 3.2.2 Instanton corrections

Let us now evaluate \( \omega^{\text{NP}}(\zeta) \) in (3.29). At weak coupling, the integrals contain exponentially suppressed terms, allowing us to use the saddle-point approximation. First of all, we decompose \( \omega^{\text{NP}}(\zeta) \) into a series:

$$\omega^{\text{NP}}(\zeta) = \sum_{\gamma'=(\gamma',\pm 1)\in \mathbb{Z}} \omega_{\gamma'}^{\text{NP}}(\zeta),$$  \hspace{1cm} (3.40)

where for every dyon, we have

$$\omega_{\gamma'}^{\text{NP}}(\zeta) = -\frac{1}{4\pi^2 R} \frac{dX_{\gamma'}^{(0)}(\zeta)}{X_{\gamma'}^{(0)}(\zeta)} \wedge \left( \frac{1}{2\pi i} \int_{\gamma'} \frac{d\zeta' + \zeta}{\zeta' - \zeta} \frac{X_{\gamma'}^{(0)}(\zeta')}{1 - X_{\gamma'}^{(0)}(\zeta')} \frac{dX_{\gamma'}^{(0)}(\zeta')}{X_{\gamma'}^{(0)}(\zeta')} \right)$$

$$\approx -\frac{1}{4\pi^2 R} \frac{dX_{\gamma'}^{\text{sf}}(\zeta)}{X_{\gamma'}^{\text{sf}}(\zeta)} \wedge \left( \frac{1}{2\pi i} \int_{\gamma'} \frac{d\zeta' + \zeta}{\zeta' - \zeta} \frac{X_{\gamma'}^{(0)}(\zeta')}{1 - X_{\gamma'}^{(0)}(\zeta')} \frac{dX_{\gamma'}^{\text{sf}}(\zeta')}{X_{\gamma'}^{\text{sf}}(\zeta')} \right),$$  \hspace{1cm} (3.41)

as \( \Omega(\gamma', a) = 1 \) for all the dyon states (a convenient way to obtain (3.41) is to use the last equality in (3.15) setting \( \gamma_1 = \gamma' \) and then apply (2.33) directly to get \( X_{\gamma_1} \)). In the second line, we have further approximated \( dX^{(0)}(\zeta)/X^{(0)}(\zeta) \) as \( dX_{\gamma'}^{\text{sf}}(\zeta)/X_{\gamma'}^{\text{sf}}(\zeta) \) since they behave as \( g_{\text{eff}}^{-\frac{1}{2}} \), and \( dD(\zeta)/D(\zeta) \) is independent of \( g_{\text{eff}} \). Along each integration contour \( l_{\gamma'} \), the zeroth order Darboux coordinate \( X_{\gamma'}^{(0)}(\zeta') = X_{\gamma'}^{\text{sf}}(\zeta')D(\zeta') \) is proportional to \( \exp\left(-\pi R|Z_{\gamma'}|(|\zeta'| + 1/|\zeta'|)\right) \). At weak coupling, \( |\tau_{\text{eff}}| \gg 1, |Z_{\gamma'}| \gg 1 \), so we can Taylor-expand \( X_{\gamma'}^{(0)}(\zeta')/(1 - X_{\gamma'}^{(0)}(\zeta')) \) in the integrand above into

$$\frac{X_{\gamma'}^{(0)}(\zeta')}{1 - X_{\gamma'}^{(0)}(\zeta')} = \sum_{k=1}^{+\infty} \left( X_{\gamma'}^{(0)}(\zeta') \right)^k, \quad \zeta' \in l_{\gamma'},$$  \hspace{1cm} (3.42)

and we need to consider only the term \( k = 1 \) as all other terms have higher order of exponential suppression. To find this term, we perform the saddle-point approximation

$$\int_a^b e^{f(x)} dx \approx \sqrt{\frac{2\pi}{|f''(x_0)|}} e^{f(x_0)}.$$  \hspace{1cm} (3.43)
for $f(x)$ having sharp peak at $x = x_0$, $a < x_0 < b$. Along the BPS rays, the saddle-point analysis amounts to finding the extremum of $\exp(-\pi R |Z_{\gamma'}|(|\zeta'| + 1/|\zeta'|))$ with respect to $|\zeta'|$. We can now easily see that the saddle is located at $\zeta' = -Z_{\gamma'}/|Z_{\gamma'}|$ (i.e., $|\zeta'| = 1$). Then, the integrals become Gaussian integrals, and the leading-order expression for the dyonic corrections is given by

$$\omega_{\gamma'}^{NP}(\zeta) = \mathcal{J}_{\gamma'} \frac{dX_{\gamma'}^t(\zeta)}{X_{\gamma'}^t(\zeta)} \wedge \left( |Z_{\gamma'}| \left( \frac{dZ_{\gamma'}}{Z_{\gamma'}} - \frac{d\bar{Z}_{\gamma'}}{Z_{\gamma'}} \right) - \left( dZ_{\gamma'}/\zeta - \zeta d\bar{Z}_{\gamma'} \right) \right),$$  \hspace{1cm} (3.44)

$$\mathcal{J}_{\gamma'} = -\frac{1}{8\pi^2 i} \left( D(e^{i\phi_{\gamma'}}) \right) \frac{1}{\sqrt{|Z_{\gamma'}|}} \exp \left( -2\pi R |Z_{\gamma'}| + i\theta_{\gamma'} \right),$$  \hspace{1cm} (3.45)

$$\gamma'_m \log D(e^{i\phi_{\gamma'}}) \approx \pm \log D(\mp i) = \frac{1}{\pi i} \int_0^{+\infty} dy \left( \frac{y + i}{y + i} \log \left( 1 - e^{-\pi R|a|(y+1)/y+i\theta_e} \right) - \frac{y - i}{y + i} \log \left( 1 - e^{-\pi R|a|(y+1)/y-i\theta_e} \right) \right),$$  \hspace{1cm} (3.46)

where $e^{i\phi_{\gamma'}} = (\gamma'_e + \tau_{eff}\gamma'_m)/|\gamma'_e + \tau_{eff}\gamma'_m|$, and in the weak-coupling limit, we have further approximated $e^{i\phi_{\gamma'}} \approx i\gamma'_m$. This ensures that $D$ is real. By substituting $y = e^t$, the equation (3.46) can be re-expressed as

$$\log D(-i) = \frac{2}{\pi} \int_0^{+\infty} \frac{dt}{\cosh t} \left( \log \left( 1 - e^{-2\pi R|a| \cosh t+i\theta_e} \right) + \log \left( 1 - e^{-2\pi R|a| \cosh t-i\theta_e} \right) \right).$$  \hspace{1cm} (3.47)

In the next section we will show that this expression precisely corresponds to the ratio of one-loop determinants which appear due to small fluctuations around a classical dyon background.

We can extract the correction to the metric of the moduli space from the $\zeta$-independent part of $\omega^{NP}(\zeta)$. Focusing only on instanton (i.e., $\gamma'_m = +1$) contributions, we obtain

$$\omega^{\text{inst}}_3 = \sum_{\gamma'=(\gamma'_e,1):\gamma'_e \in \mathbb{Z}} \mathcal{J}_{\gamma'} \left( 2\pi R dZ_{\gamma'} \wedge d\bar{Z}_{\gamma'} + i|Z_{\gamma'}|d\theta_{\gamma'} \wedge \left( \frac{dZ_{\gamma'}}{Z_{\gamma'}} - \frac{d\bar{Z}_{\gamma'}}{Z_{\gamma'}} \right) \right)$$

$$= \sum_{\gamma'=(\gamma'_e,1):\gamma'_e \in \mathbb{Z}} \mathcal{J}_{\gamma'} \left( 2\pi R |\gamma'_e + \tau_{eff}|^2 da \wedge d\bar{a} + i|\gamma'_e + \tau_{eff}| d\theta_{\gamma'} \wedge |a| \left( \frac{da}{a} - \frac{d\bar{a}}{\bar{a}} \right) \right),$$  \hspace{1cm} (3.48)

where $\omega^{NP}_3 = \omega^{\text{inst}}_3 + \tilde{\omega}_3^{\text{inst}}$ ($\tilde{\omega}_3^{\text{inst}}$ corresponds to the $\gamma'_m = -1$ contributions). In the second line of (3.48), we have used the weakly coupled expression for the central charge: $Z_{\gamma'} \simeq a(\gamma'_e + \tau_{eff}(a))$. Explicitly, let us write down the $g_{a\bar{a}}$ component, which is the dominant term of the weak-coupling metric, using (3.48):

$$g_{a\bar{a}}^{\text{inst}} = \frac{R^{1/2}}{4\pi} \sum_{\gamma'=(\gamma'_e,1):\gamma'_e \in \mathbb{Z}} \frac{D(-i)|Z_{\gamma'}|^{3/2}}{|a|^2} \exp \left( -2\pi R |Z_{\gamma'}| + i\theta_{\gamma'} \right).$$  \hspace{1cm} (3.49)

Other metric components, $g_{\alpha\bar{\alpha}}^{\text{inst}}$ and $g_{zz}^{\text{inst}}$, which are suppressed by $g_{a\bar{a}}^{2\text{eff}}$, can also be readily extracted from (3.48). By including these additional metric components and using the complex coordinates $z$ and $\bar{z}$ introduced earlier, we can calculate the Kähler potential $K^{\text{dyon}}$ corresponding to the symplectic form $\omega^{\text{dyon}}_3$. After substituting

$$\theta_m = \frac{1}{2} \left( (z + \bar{z}) + \frac{i}{1\text{Re} \tau_{eff}} (z - \bar{z}) \right), \quad \theta_e = \frac{i}{2 \text{Im} \tau_{eff}} (z - \bar{z}),$$  \hspace{1cm} (3.50)
we recover the Kähler potential (which is a real function):

\[ K^{\text{dyon}} = \sum_{\gamma'=(\gamma'_e, \pm 1); \gamma'_e \in \mathbb{Z}} \mathcal{D} \left( \frac{(-i)}{4\pi^2 R^{3/2}|Z_{\gamma'}|^{1/2}} \exp \left( -2\pi R|Z_{\gamma'}| + i\theta_{\gamma'} \right) \right). \] (3.51)

Finally, we further approximate the metric (3.49) at weak coupling as

\[ g_{a\bar{a}}^{\text{inst}} \simeq \frac{2\sqrt{\pi R}}{g_{\text{eff}}^2} \sum_{\gamma'=(\gamma'_e, 1); \gamma'_e \in \mathbb{Z}} \frac{\mathcal{D} \left( \frac{(-i)}{\sqrt{|a|}} \right)}{\sqrt{|a|}} \exp \left( -S_{\text{mon}} - S_{\phi}^{(\gamma'_e)} \right), \] (3.52)

\[ S_{\text{mon}} = \frac{8\pi^2 R}{g_{\text{eff}}^2} |a| - i\theta_m, \] (3.53)

\[ S_{\phi}^{(\gamma'_e)} = \frac{g_{\text{eff}}^2 R |a|}{4} \left( \gamma'_e + \Theta_{\text{eff}} \right)^2 - i\gamma'_e \theta_e. \] (3.54)

The action (3.53) in the exponent is the usual Euclidean action of a magnetic monopole can be thought of as a static field configuration on \( \mathbb{R}^3 \times S^1 \). The remaining term \( S_{\phi}^{(\gamma'_e)} \) is the leading correction to the monopole action, coming from the electric charges of dyons belonging to the spectrum. This is the contribution to the dyon mass appearing due to the slow motion of the monopole in the \( S^1 \) direction [80]. The shift of the electric charge

\[ \gamma'_e \rightarrow \gamma'_e + \frac{\Theta_{\text{eff}}}{2\pi} \] (3.55)

corresponds to the Witten effect [9]: we have obtained this for the real part of the action, we will also show that our choice of coordinates implies that the same shift should appear in the imaginary part.

This additional shift corresponds to the appropriate choice of global coordinates on the torus fibre of the moduli space [6]. When working near a singularity in the moduli space where a ratio of BPS particle masses vanishes, it is appropriate to change variables to a coordinate which is single-valued in a neighbourhood of the singular point. In the present case, we are interested in the semiclassical region of the moduli space near infinity and the singularity corresponds to the logarithm in the one-loop effective coupling (3.3). Adapting eq. (4.13) of [6] to this case, the corresponding change of variable is

\[ \theta_m \rightarrow \theta_m + \frac{\Theta_{\text{eff}}}{2\pi} \theta_e. \] (3.56)

Implementing this replacement, equation (3.54) takes the form

\[ S_{\phi}^{(\gamma'_e)} = \frac{g_{\text{eff}}^2 R |a|}{4} \left( \gamma'_e + \Theta_{\text{eff}} \right)^2 - i\left( \gamma'_e + \Theta_{\text{eff}} \right) \theta_e, \] (3.57)

and we see that the resulting imaginary part of the total action \( S_{\text{mon}} + S_{\phi}^{(\gamma'_e)} \) agrees with the surface terms of the action (3.8) obtained directly from dimensional reduction of the four-dimensional metric.
CHAPTER 3. INSTANTONS IN THE PURE THEORY

The hyper-Kähler metric on the moduli space completely determines the low-energy effective action for the massless fields (the action has up to two derivatives and up to four fermions). This action is a three-dimensional supersymmetric sigma model:

$$S_{\text{eff}}^{(3D)} = \frac{1}{4} \int d^3x \left( g_{ij}(X) \left( \partial_\mu X^i \partial^\mu X^j + i \bar{\Omega}^i \bar{\varphi} \Omega^j \right) + \frac{1}{6} R_{ijkl}(\bar{\Omega}^i \cdot \Omega^k)(\bar{\Omega}^j \cdot \Omega^l) \right)$$  (3.58)

where \( X^i \) are four bosonic scalar fields, and \( \Omega^i \) are their Majorana fermionic superpartners. Specifically, we are interested in finding the instanton correction to the Riemann tensor.

The metric of the moduli space is a function of the scalars. In the semiclassical limit, the metric of the effective action (3.58) is given by its semiflat value, and therefore, we should scale the scalar fields here so that the bosonic terms in (3.58) reproduce (3.7) in this limit. One can see that after rescaling the bosonic fields as

$$X^1 = \frac{2\sqrt{\pi R}}{g_{\text{eff}}} a, \quad X^2 = \frac{g_{\text{eff}}}{4\sqrt{\pi R}} z,$$  (3.59)

the semiflat metric \( g_{\text{sf}} \) (3.10) becomes flat: explicitly, the components of the new metric \( \tilde{g} \) are

$$\tilde{g}_{ij} = \delta_{ij} / 2, \quad \{i, j\} \subset \{1, 2\}.$$

By comparing the fermionic terms in the action with (3.9), we can rewrite the action (3.58) using the Weyl spinors \( \lambda_\alpha, \bar{\lambda}_{\dot{\alpha}}, \psi_\alpha, \bar{\psi}_{\dot{\alpha}} \). Following the approach in [49], we rewrite the latter in terms of the three-dimensional Majorana fermions \( \chi^a, \bar{\chi}_a \)

$$\lambda_\alpha = \chi^1_\alpha, \quad \bar{\lambda}_{\dot{\alpha}} = \bar{\chi}^1_{\dot{\alpha}}, \quad \psi_\alpha = \chi^2_\alpha, \quad \bar{\psi}_{\dot{\alpha}} = \bar{\chi}^2_{\dot{\alpha}}.$$  (3.60)

The Majorana fermions \( \Omega^i \) appearing in (3.58) can be then be expressed as

$$\Omega^i_\alpha = M^{ic}(X) \bar{\chi}_c \alpha, \quad \bar{\Omega}^i_{\dot{\alpha}} = M^{i\bar{c}}(X) \chi_{\bar{c}} \dot{\alpha}, \quad c \in \{1, 2\},$$  (3.61)

where \( M^{ic}(X) \) and \( M^{i\bar{c}}(X) \) are undetermined matrices which can depend non-trivially on the bosonic scalars \( X^i \). Matching with the fermion kinetic terms in (3.58) with (3.9) to the leading order imposes the normalisation condition:

$$\delta_{ij} M^{ia}(X) M^{bj}(X) = \left( \frac{8\pi R}{g_{\text{eff}}^2} \right) \delta^{ab}.$$  (3.62)

In a vacuum where \( \theta_e = 0 \), the relation between the fermions appearing in (3.58) and in (3.9) can be made explicit:

$$\bar{\Omega}^1 \cdot \Omega^1 = \left( \frac{8\pi R}{g_{\text{eff}}^2} \right) \psi \cdot \bar{\psi}, \quad \bar{\Omega}^2 \cdot \Omega^2 = \left( \frac{8\pi R}{g_{\text{eff}}^2} \right) \lambda \cdot \bar{\lambda}.$$  (3.63)
The four-fermion term in the action (3.58) involves the Riemann tensor of the hyper-Kähler moduli space metric. We shall find the leading order of this term using our result (3.52) for the instanton metric. The non-zero components of the Christoffel symbol on a Kähler manifold, have only holomorphic or only antiholomorphic indices:

\[ \Gamma^a_{bc} = g^{ad} \partial_b g_{cd}, \quad \Gamma^{\bar{a}}_{bc} = g^{\bar{a}d} \partial_{\bar{b}} g_{cd}. \]  

(3.64)

Then, the non-zero components of the Riemann tensor are

\[ R_{abcd} = -R_{bacd} = -R_{abdc} = R_{dabc} = g_a f \partial_b \Gamma^f_{bc}. \]  

(3.65)

Since the metric is Kähler with respect to \( a, \bar{a}, z, \bar{z} \), we conclude that at the leading order in \( g_{\text{eff}} \), the non-vanishing components of the Riemann tensor with four different indices, up to the standard symmetries of a Riemann tensor, are

\[ R_{a\bar{a}z\bar{z}} = R_{\bar{a}\bar{a}z\bar{z}} = g_{a\bar{p}} \partial_z (g^{a\bar{q}} \partial_{\bar{z}} g_{a\bar{q}}) \approx g^{a\bar{p}} \partial_z (g^{a\bar{q}} \partial_{\bar{z}} g_{a\bar{q}}^{\text{inst}}) \]

\[ = \partial_z \partial_{\bar{z}} g_{a\bar{a}}^{\text{inst}} = -\frac{1}{4} g_{a\bar{a}}^{\text{inst}}, \quad \{ p, q \} \subset \{ a, \bar{a} \}, \]  

(3.66)

where we have treated \( g^{\text{inst}} \) as a perturbation of the dominant \( g^{sf} \) (which is independent of the coordinates), the anti-instanton correction has the same form. Consider all symmetries of the Riemann tensor and the four-fermion product in (3.58); in the tensor summation, one has \( 4! = 24 \) ways to allocate these four different indices; to obtain a non-zero result, first pair (and, consequently, second pair) of indices should contain one holomorphic and one antiholomorphic index leading to an extra factor of \( 1/2 \); finally, the resulting symmetry factor is 12. Taking this into account, the action (3.58), expressed in terms of \( X^1, \bar{X}^1, X^2, \bar{X}^2 \) (3.59), can be simplified to

\[ S_{\text{eff}}^{(3D)} = \frac{1}{4} \int d^3x (\delta_{ij} (\partial_{\mu} X^i \partial^{\mu} \bar{X}^j + i \Omega^i \bar{\psi} \bar{\psi}^j) + 2 R_{12\bar{1}\bar{2}} (\Omega^1 \cdot \Omega^1) (\bar{\Omega}^2 \cdot \bar{\Omega}^2)) , \]  

(3.67)

where the sum is over \( i \) and \( j \) only. The Riemann tensor (3.66) in these new coordinates is

\[ R_{12\bar{1}\bar{2}} = \left| \frac{a}{dX^1 dX^2} \right|^2 R_{a\bar{a}z\bar{z}} = (2\pi)^2 R_{a\bar{a}z\bar{z}}. \]  

(3.68)

Now we can use the above conversion between \( \Omega^1, \Omega^2 \) and \( \lambda, \psi \) (3.63) to extract the prediction for the four-fermion vertex in the low-energy effective Lagrangian from (3.52). Thus, considering only the leading \( k = \gamma_m' = 1 \) sector, we obtain the four-fermion vertex \(^2\):

\[ S_{4F} = \frac{2^{8} \pi^{9/2} R^{5/2}}{|a|^{1/2} g_{\text{eff}}^4} D(-i) \exp \left( -S_{\text{mon}} \right) \sum_{\gamma \in \mathbb{Z}} \exp \left( -S_{\psi}^{(\gamma)} \right) \int d^3x (\psi \cdot \bar{\psi}) (\lambda \cdot \bar{\lambda}) . \]  

(3.69)

We shall verify this term in the effective action via a direct semiclassical calculation.

\(^2\) Strictly speaking, for \( \theta_c \neq 0 \), the matrices appearing in (3.61) give rise to a rotation which changes the chirality, but preserves the overall normalisation, which is subject to (3.62).
3.3 Semiclassical instanton calculation

In this section, we will compute the dyonic contribution to the action in $\mathbb{R}^3 \times S^1$ from first principles. We focus on the leading instanton contribution coming from magnetic charge $\gamma_m = 1$ with winding number $k = 1$ and arbitrary electric charges $\gamma_e \in \mathbb{Z}$; in particular, our goal is to find the appropriate four-fermion correlator. A similar calculation was performed in [49] in three dimensions and in [54, 55] in the corresponding theory with 16 supercharges on $\mathbb{R}^3 \times S^1$.

We begin by considering a static BPS monopole of the $\mathcal{N} = 2$ theory. The bosonic moduli of this soliton consist of three coordinates $X^1, X^2, X^3$ defining the position of its centre in $\mathbb{R}^3$ and an additional periodic angle $\varphi \in [0, 2\pi)$ describing orientation of the instanton in the unbroken gauge subgroup $U(1)$. The moduli space is thus $\mathbb{R}^3 \times S^1_\varphi$. There are four fermionic zero modes in the monopole background, which are generated by half of the eight supercharges (Weyl fermions $\psi$ and $\bar{\lambda}$ each have two independent zero-mode solutions).

The left- and right-handed Weyl fermions of the auxiliary theory are denoted $\rho^A_\delta$ and $\bar{\rho}^A_\delta$, respectively, where $A \in \{1, 2\}$, $\delta \in \{1, 2\}$. In terms of these fermions, the four zero modes of the instanton are all left-handed, yielding a non-zero contribution to the correlator

$$G_4(y_1, y_2, y_3, y_4) = \left\langle \prod_{A=1}^2 \rho^A_1(y_{2A-1})\rho^A_2(y_{2A}) \right\rangle,$$

(3.70)
corresponding to a vertex of the form $$(\bar{\rho}^1 \cdot \bar{\rho}^1)(\bar{\rho}^2 \cdot \bar{\rho}^2)$$ in the low-energy effective action. The fermions of the auxiliary theory are related to the original four-dimensional Weyl fermions by an $SO(3)$ $R$-symmetry rotation which mixes left- and right-handed chiralities but preserves the normalisation of the four-fermion vertex in the effective Lagrangian. In a vacuum where $\theta_e = 0$, the zero modes of a monopole are chirally symmetric in the original four-dimensional theory, and the explicit relation takes the form

$$(\bar{\rho}^1 \cdot \bar{\rho}^1)(\bar{\rho}^2 \cdot \bar{\rho}^2) = (\psi \cdot \bar{\psi})(\lambda \cdot \bar{\lambda}).$$

(3.71)

In the weak-coupling regime, we can replace the fermions in the correlation function (3.70) with their zero mode values multiplied by corresponding Grassmann collective coordinates $\xi^A_\delta$. The explicit form of the zero modes is given in appendix C of [49]. As we are interested in deriving the low-energy effective action, we focus on the long-distance limit of the correlation function and fermionic zero modes. We can then express the long-distance limit of $\rho^A_\alpha$ in terms of $\xi^A_\delta$ and the three-dimensional Dirac fermion propagator $S_F(x) = \gamma^\mu x_\mu/4\pi|x|^2$ as

$$\rho^{(LD)}^A_\alpha(y) = 8\pi S_F(y - X)_\beta^\alpha \xi^A_\beta.$$

(3.72)

---

3 As in the previous section, when $\theta_e \neq 0$, the rotation leads to chirally asymmetric vertex when written in terms of $\psi$ and $\lambda$. 

3.3. SEMICLASSICAL INSTANTON CALCULATION

In four dimensions, the semiclassical dynamics of monopoles is described by supersymmetric quantum mechanics on the moduli space \([43, 44]\). For a single monopole of mass

\[ M = \frac{4\pi}{g^2} |a| , \]  

(3.73)

this corresponds to the dynamics of a free non-relativistic particle moving on \(\mathbb{R}^3 \times S^1_\varphi\). These bosonic degrees of freedom have four free fermionic superpartners. The Lagrangian of collective coordinates takes the form

\[ L_{QM} = L_X + L_\varphi + L_\xi , \]  

(3.74)

\[ L_X = M \frac{1}{2} |\dot{X}|^2 , \quad L_\varphi = \frac{M}{2} \frac{1}{|a|^2} \varphi^2 , \quad L_\xi = \frac{M}{2} \frac{\dot{\xi}_A \dot{\xi}_A}{s_{\alpha A}} , \]  

(3.75)

where dot denotes time derivative. The combination \(M/|a|^2\) is the moment of inertia of a monopole with respect to global gauge rotation, \(L_\varphi\) describes a free particle of mass \(M/|a|^2\) moving along \(S^1_\varphi\) with \(\varphi \in [0, 2\pi]\).

The quantity of interest here is the long-distance behavior of the four-fermion correlation function (3.70). To consider the theory on \(\mathbb{R}^3 \times S^1\), we Wick-rotate the quantum mechanics for collective coordinates described above so that the Euclidean time is identified with the periodic \(x^0\) coordinate introduced earlier. As a result, there are periodic boundary conditions for both bosons and fermions. To the leading semiclassical order, the fermionic fields in the correlator are replaced by their values in the monopole background. The resulting long-distance correlation function then takes the following form:

\[ G_4(y_1, y_2, y_3, y_4) = \int d\mu \prod_{A=1}^{2} \rho_1^{(LD)}(y_{2A-1}) \rho_2^{(LD)}(y_{2A}) , \]  

(3.76)

\[ \int d\mu = \frac{1}{4\pi^2} \int d^3X(x^0) d\varphi(x^0) d^4\xi(x^0) \mathcal{R} \exp \left( -\int_0^{2\pi R} dx^0 L_{QM} \right) \exp \left( -\frac{8\pi^2 R |a|}{g^2} + i \theta_m \right) , \]  

(3.77)

where we consider the long-distance behaviour of the fermionic zero modes (3.72). The actor of \(1/4\pi^2\) arises from the Jacobian corresponding to the change of variables from bosonic and fermionic measures to the four bosonic and four fermionic collective coordinates and can be traced to the same factor in \([45]\) given explicitly by eq. (114, 125) in \([49]\). The integration measure \(d\mu\) consists of the bosonic \(d^3X d\varphi\) and fermionic \(d^4\xi\) zero mode measures, and the one-loop factor \(\mathcal{R}\) describing the non-zero mode fluctuations. It is multiplied by the expression corresponding to the monopole action and the collective coordinates Lagrangian (3.74). We shall now evaluate various contributions in turns following the approaches in \([55]\) and \([42]\).

For the bosonic \(d^3X(x^0)\) and fermionic \(d^4\xi(x^0)\) zero mode measures, we note that \(\bar{X}(x^0)\) and \(\xi_{\alpha}^A(x^0)\) need to satisfy the periodic boundary conditions \(\bar{X}(x^0) = \bar{X}(x^0 + 2\pi R)\) and \(\xi_{\alpha}^A(x^0) = \xi_{\alpha}^A(x^0 + 2\pi R)\). This implies that for the free lagragians \(L_X\) and \(L_\xi\), the path integrals are dominated by the constant classical paths, which we again denote as \(\bar{X}\) and \(\xi_{\alpha}^A\). We can then expand these coordinates around the classical paths:

\[ \bar{X}(x^0) = \bar{X} + \delta \bar{X}(x^0) , \]  

(3.78)
\( \xi^A(x^0) = \xi^A + \delta \xi^A(x^0) \). \quad (3.79)

Then, we decompose the path integrals as
\[
\int d^3 X(x^0) \exp \left( -\int_0^{2\pi R} dx^0 L_X \right) = \int d^3 X \int d^3 \delta X(x^0) \exp \left( -\int_0^{2\pi R} dx^0 \frac{M}{2} (\delta \dot{X}(x^0))^2 \right),
\]
\[
\int d^4 \xi(x^0)^0 \exp \left( -\int_0^{2\pi R} dx^0 L_\xi \right) = \int d^4 \xi \int d^4 \delta \xi(x^0) \exp \left( -\int_0^{2\pi R} dx^0 \frac{M}{2} \delta \dot{\xi}^A(x^0) \delta \dot{\xi}_A(x^0) \right). \quad (3.80)
\]

The Gaussian integrals in (3.80) and (3.81) over \( \delta X(x^0) \) and \( \delta \xi(x^0) \) can be readily evaluated using standard results, and we obtain
\[
\int d^3 X(x^0) \exp \left( -\int_0^{2\pi R} dx^0 L_X \right) = \int d^3 X \left( \frac{1}{2\pi} \sqrt{\frac{M}{R}} \right)^3,
\]
\[
\int d^4 \xi(x^0) \exp \left( -\int_0^{2\pi R} dx^0 L_\xi \right) = \int d^4 \xi \left( \frac{1}{2\pi} \sqrt{\frac{M}{R}} \right)^4. \quad (3.82)
\]

Next, consider the path integral for \( \varphi \), which encodes the motion of the monopole along \( S^1_\varphi \). The conjugate momentum \( P_\varphi = \dot{\varphi} M / |a|^2 \) to \( \varphi \) is identified with electric charge quantised in integer units. The corresponding Hamiltonian is, therefore, \( H_\varphi = P_\varphi^2 |a|^2 / 2M \). The resulting states in four dimensions carry one unit of magnetic charge and \( P_e = \gamma_e \) units of electric charge; they are naturally identified as the corresponding BPS dyons. We can then equate the path integral for \( d\varphi(x^0) \) with the quantum-mechanical partition function \( \text{tr} \exp(-2\pi RH_\varphi) \), where the trace sums over the eigenstates corresponding to \( H_\varphi \):
\[
\int d\varphi(x^0) \exp \left( -\int_0^{2\pi R} dx^0 L_\varphi \right) = \sum_{\gamma_e} \exp \left( -\frac{|a|^2 \pi R}{M} \gamma_e^2 \right) \quad (3.84)
\]
when \( \Theta = 0, \theta_e = 0 \). A further phase in the classical action arises from the surface terms coupled to electric and magnetic charges. Adding the appropriate surface term, a bare vacuum angle \( \Theta \), and including the Witten effect, which shifts \( \gamma_e \rightarrow \gamma_e + \Theta / 2\pi \), the summation in (3.84) is replaced by
\[
\int d\varphi(x^0) \exp \left( -\int_0^{2\pi R} dx^0 L_\varphi \right) = \sum_{\gamma_e} \exp \left( -\frac{|a|^2 \pi R}{M} \left( \gamma_e + \Theta \right)^2 + i \left( \gamma_e + \frac{\Theta}{2\pi} \right) \theta_e \right). \quad (3.85)
\]

We note that this coincides with the corresponding sum appearing in the GMN prediction (3.52) up to replacing the bare coupling and vacuum angle by their one-loop renormalised counterparts.

To complete the semiclassical integration measure, in addition to the zero modes discussed so far, it is necessary to include the non-zero mode fluctuations, which lead to a non-cancelling factor \( R \) given via a ratio of functional determinants. Again, we start by reviewing the situation in the four-dimensional theory, where similar fluctuations are taken into account in the calculation [42] of the
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one-loop corrections to the monopole mass. In this case, the ratios of determinants corresponding to the fluctuations of the scalars, spinors, and ghosts around the static monopole background can be ultimately described in terms of two operators \( \Delta_\pm \) [46] given explicitly as

\[
\Delta_+ = D_i^2 + |a|^2, \\
\Delta_- = D_i^2 + |a|^2 + 2\epsilon_{ijk}\sigma_j F_{jk}^{\text{mon}}, \quad \{i, j\} \subset \{1, 2, 3\}
\]

where the three-dimensional covariant derivative \( D_i = \partial_i + iA_i^{\text{mon}} \) is with respect to background static monopole and, as above, \( a \) is the VEV of the complex scalar in the \( U(1) \) vector multiplet. The one-loop correction to the monopole mass in four dimensions then involves the ratio \( \left( \frac{\det(\Delta_+)}{\det'(\Delta_-)} \right)^{1/2} \) where the prime indicates removing the zero mode contribution. In this section, we are interested in the corresponding fluctuations around the monopole, thought of as a static configuration yielding a finite Euclidean action on \( \mathbb{R}^3 \times S^1 \). In the absence of Wilson line, the corresponding fluctuation operators in this case are

\[
\mathbb{D}_\pm = \Delta_\pm + \left( \frac{\partial}{\partial x^0} \right)^2,
\]

where the extra derivatives with respect to \( x^0 \) take account of the modes of each fluctuation field on \( S^1 \). We then identify the corresponding one-loop contribution to the path integral measure as

\[
\mathcal{R} = \left( \frac{\det \mathbb{D}_+}{\det' \mathbb{D}_-} \right)^{1/2}.
\]

By translation invariance on \( S^1 \), we can decompose any eigenfunction of \( \mathbb{D}_\pm \) as \( \Phi_\pm(\vec{x}, x^0) = \phi_\pm(\vec{x}) f_\pm(x^0) \), where \( \phi_\pm(\vec{x}) \) satisfies

\[
\Delta_\pm \phi_\pm(\vec{x}) = \lambda_\pm^2 \phi_\pm(\vec{x}),
\]

while \( f_\pm(x^0) \) along the compactified circle takes the plane-wave form \( f_\pm(x^0) \sim e^{i\omega_\pm x^0} \). In a supersymmetric theory, the total number of non-zero eigenvalues for the bosonic and for the fermionic fields is the same; this seems to imply that their contributions cancel completely and that \( \mathcal{R} = 1 \). However, the spectra of \( \mathbb{D}_\pm \) contain both normalisable bound states and continuous scattering states, as inherited from \( \Delta_\pm \); the precise cancellation requires the densities of bosonic and fermionic eigenvalues to be identical. As discovered by [42], this is not the case in the monopole background. The same effect leads to the non-cancelling one-loop factor \( \mathcal{R} \) in the three-dimensional instanton calculation of [49], and we find a similar effect in the present case of \( \mathbb{R}^3 \times S^1 \).

Splitting the determinants in (3.89) as \( \det_{x, x^0} = \det x \det_{x^0} \) and making use of the operator identity \( \log \det M = \text{tr} \log M \) for \( \det x \) while keeping \( \det_{x^0} \) intact, we can rewrite the one-loop factor \( \mathcal{R} \) as the following integral expression:

\[
\mathcal{R} = (2\pi R)^{-2} \exp \left( \frac{1}{2} \text{tr}_x \log \det_{x^0} \mathbb{D}_+ - \frac{1}{2} \text{tr}_x \log \det_{x^0} \mathbb{D}_- \right)
\]

\[
= (2\pi R)^{-2} \exp \left( - \int_0^{+\infty} d\lambda^2 \delta \rho(\lambda) \log K(\lambda, 2\pi R) \right)
\]
where the integration kernel for $\theta_e = 0$ is given by

$$K(\lambda, 2\pi R) = \text{det}_{x^0} \left( \frac{\partial}{\partial x^0} \right)^2 + \lambda^2. \tag{3.92}$$

The overall normalisation constant $(2\pi R)^{-2}$ was introduced so that $R$ reproduces the corresponding three-dimensional factor which is given as $[49]^4$

$$\mathcal{R}^{(3D)} = \left( \frac{\text{det } \Delta_+}{\text{det } \Delta_-} \right)^{1/2} = 4M_W^2. \tag{3.93}$$

in the limit $R \to 0$, $g_{\text{eff}}^2 \to 0$ where the gauge coupling in three dimensions $e_{\text{eff}} = g_{\text{eff}} / \sqrt{2\pi R}$ is held fixed (we will find the three-dimensional value of (3.91) in the next section). The quantity $\delta \rho(\lambda) = \rho_+ - \rho_- = \rho_+(\lambda) - \rho_-(\lambda)$ is the difference between the densities of eigenvalues of the operators $\Delta_+$ and $\Delta_-$. This quantity was calculated in [42] using the Callias index theorem [41]. In our notations, the result of [42] gives

$$d\lambda^2 \delta \rho(\lambda) = -\frac{2|a|}{\pi \lambda^2 \sqrt{\lambda^2 - |a|^2}} \theta(\lambda^2 - |a|^2) \, d\lambda^2 \tag{3.94}$$

where $\theta(y)$ is a step function such that $\theta(y) = 1$ for $y \geq 0$, $\theta(y) = 0$ for $y < 0$. For the remaining kernel $K(\lambda, 2\pi R)$, we observe that $K(\lambda, 2\pi R)^{-1}$ is precisely the partition function of harmonic oscillator with frequency $\omega = \lambda$ at inverse temperature $\beta = 2\pi R$. Summing over all energies, we get

$$K(\lambda, 2\pi R)^{-1} = \frac{\exp(-\pi R\lambda)}{1 - \exp(-2\pi R\lambda)}. \tag{3.95}$$

Introducing a non-vanishing Wilson line $\theta_e$ corresponds to turning on the compactified component of the gauge field. This can be incorporated in the operators $D_\pm$ defined in (3.88) by the minimal coupling prescription

$$\frac{\partial}{\partial x_0} \to \frac{\partial}{\partial x_0} + \frac{\gamma_e \theta_e}{2\pi R}, \tag{3.96}$$

which introduces a chemical potential shifting the oscillator frequencies to the complex values $\omega = \lambda \pm i\theta_e / 2\pi R$. Summing over both contributions, we find that the modified kernel in (3.91) must obey $K^2 = K_+ K_-$ where

$$K_{\pm}(\lambda, \theta_e, 2\pi R)^{-1} = \frac{\exp(-\pi R\lambda \pm i\theta_e/2)}{1 - \exp(-2\pi R\lambda \pm i\theta_e)}. \tag{3.97}$$

Substituting (3.94) and (3.97) into (3.91) and changing the variable $\lambda = 2|a| \cosh t$, we rewrite the ratio of one-loop determinants $\mathcal{R}$ as

$$\log \mathcal{R} = 4R|a| \text{arccosh } \frac{\Lambda_{\text{UV}}}{|a|} - 2\log(2\pi R)$$

$$+ \frac{2}{\pi} \int_0^{+\infty} \frac{dt}{\cosh t} \log \left( 1 - e^{-2\pi R|a| \cosh t + i\theta_e} \right) + \frac{2}{\pi} \int_0^{+\infty} \frac{dt}{\cosh t} \log \left( 1 - e^{-2\pi R|a| \cosh t - i\theta_e} \right) \tag{3.98}$$

$^4$ To take the three-dimensional limit, we will need to first Poisson-resum the explicit logarithmic expressions arising in (3.91), cf. (3.98) and (3.107) in the next section, before setting $R \to 0$. 
where we have evaluated the integral over the eigenvalues with an ultraviolet cutoff \( \Lambda_{UV} \). We can see that after exponentiating (3.98), the ultraviolet divergence in the first term is precisely that encountered in the four-dimensional calculation of [42]. The divergence is cancelled by the counter-term responsible for renormalisation of the coupling constant, and the net effect is replacing the classical coupling \( g^2 \) appearing in the monopole mass by the one-loop effective coupling, \( g_{\text{eff}}^2(a) \). Similarly, the chiral anomaly results in the replacement of the classical vacuum angle \( \Theta \) by its effective counterpart \( \Theta_{\text{eff}}(a) \) defined above. The remaining finite terms yield a complicated function of the dimensionless parameter \( |a|/R \). However, we recognise the integrals in the second line as precisely the same appearing in the expression (3.47) for the perturbative factor \( \log D(-i) \) in the semiclassical expansion of the moduli space metric.

Collecting all the pieces and summing over electric charges \( \gamma_e \), we can extract the four-fermion vertex in the low-energy effective action from examining the large distance behavior of the four-fermion correlation function \( G_4(y_1, y_2, y_3, y_4) \). Substituting (3.72), (3.82, 3.83, 3.85), and (3.98) into (3.76) and (3.77), we rewrite the four-fermion correlation function as

\[
G_4(y_1, y_2, y_3, y_4) = \frac{2^{13/2} \pi}{R |a|^{1/2}} \frac{2 \pi R}{g_{\text{eff}}^2} D(-i) \left( \frac{2 \pi R}{g_{\text{eff}}^2} \right)^{-1/2} \exp(-S_{\text{mon}}) \sum_{\gamma_e \in \mathbb{Z}} \exp(-S_\varphi^{(\gamma_e)}) \int d^3 X \epsilon^{'\alpha ' \beta ' \gamma ' \delta '} S_F(y_1 - X)_{\alpha \alpha '} S_F(y_2 - X)_{\beta \beta '} S_F(y_3 - X)_{\gamma \gamma '} S_F(y_4 - X)_{\delta \delta '},
\]

where we have used the relation between \( D(-i) \) and \( R \). We have also taken into account the one-loop renormalisation effect discussed earlier. Finally, for consistency, the same renormalisation of the classical coupling \( g^2 \) leading to its replacement by the corresponding effective coupling \( g_{\text{eff}}^2(a) \) in the exponent must also be implemented wherever the coupling appears \(^5\), so that the monopole action \( S_{\text{mon}} \) and the angular action \( S_\varphi^{(\gamma_e)} \), both including surface terms, are given in terms of the effective parameters \( g_{\text{eff}} \) and \( \Theta_{\text{eff}} \) as

\[
S_{\text{mon}} = 8 \pi^2 R \frac{R}{g_{\text{eff}}} |a| - i \theta_m, \quad (3.100)
\]

\[
S_\varphi^{(\gamma_e)} = g_{\text{eff}}^2 R |a| \left( \frac{\Theta_{\text{eff}}}{2 \pi} \right)^2 - i \left( \frac{\gamma_e + \Theta_{\text{eff}}}{2 \pi} \right) \theta_e. \quad (3.101)
\]

In the low-energy effective action, the resulting correlator implies the appearance of a four-fermion interaction term which, after expanding the fermion propagators in (3.99), is given by

\[
S_{4F} = \frac{2^{9/2} \pi}{R |a|^{1/2}} \left( \frac{2 \pi R}{g_{\text{eff}}^2} \right)^{7/2} D(-i) \exp(-S_{\text{mon}}) \sum_{\gamma_e \in \mathbb{Z}} \exp(-S_\varphi^{(\gamma_e)}) \int d^3 x (\bar{\psi} \cdot \gamma) (\lambda \cdot \bar{\lambda}). \quad (3.102)
\]

We see that this is exactly our prediction (3.69) which was obtained from expanding the GMN equation (2.33).

\(^5\) Concretely, this renormalisation corresponds to a divergent contribution to the instanton measure arising from loop diagrams of perturbation theory in the monopole background.
3.4 Interpolating to three dimensions

Having matched the predicted instanton action (3.69) and the semiclassical result (3.102), in this section we explain the relation to the semiclassical instanton result in three-dimensional theory, found in [49], which confirms that in the limit $R \to 0$, the hyper-Kähler metric on the Coulomb branch is given by Atiyah–Hitchin manifold [82]. To achieve this, we take the semiclassical metric (3.49), which is given by an infinite sum over all electric charges $\gamma'_e$ of the dyons with magnetic charge 1, and Poisson-resum it using the standard formula:

$$\sum_{k=\infty}^{+\infty} f(k) = \sum_{n=\infty}^{+\infty} \hat{f}(n), \quad \hat{f}(n) = \int_{-\infty}^{+\infty} f(k) e^{-2\pi ink} dk. \quad (3.103)$$

This transformation exchanges the electric charges of dyons with a corresponding set of winding modes [54]. This resummation is necessary because the sum over electric charges appearing in (3.52) and (3.102) diverges when $R|a| \to 0$. We can, in fact, directly perform the Poisson resummation on the initial expression (3.49) for the metric component $g_{\text{inst}}^a\bar{a}$. The relevant Fourier transform can be evaluated using eq. (6.726-4) in [81], allowing us to rewrite the expression as

$$g_{\text{inst}}^a\bar{a} = \frac{4\pi}{g_{\text{eff}}} \sum_{n \in \mathbb{Z}} \frac{|a|^2 D(-i)}{|M(n)|^2} \exp\left(-\frac{8\pi^2 R}{g_{\text{eff}}} |M(n)| + i\Psi(n)\right), \quad (3.104)$$

where we have used the short-hand notation:

$$|M(n)| = \sqrt{|a|^2 + \left(\frac{\theta_e + 2\pi n}{2\pi R}\right)^2}, \quad (3.105)$$

$$\Psi(n) = \theta_m - \frac{\Theta_{\text{eff}}}{2\pi} (\theta_e + 2\pi n). \quad (3.106)$$

One can also Taylor-expand and Poisson-resum the prefactor $D(-i)$ (3.47) to demonstrate that it satisfies the following equation:

$$\frac{d \log D(-i)}{d(2\pi R|a|)} = 2 \left(\sum_{n \in \mathbb{Z}} \frac{1}{2\pi R |M(n)|} - \frac{1}{\pi} \arcsinh \frac{\Lambda_{\text{UV}}}{|a|}\right). \quad (3.107)$$

The quantity $M(n)$ appearing in the exponent of (3.104) corresponds to the Euclidean action of BPS field configurations in the compactified gauge theory on $\mathbb{R}^3 \times S^1$, which are obtained by applying a large gauge transformation of the form $A_0(x) \to A_0(x) + \partial \chi(x)$ with $\chi(x_0 + 2\pi R) = \chi(x_0) + 2\pi n$ [65, 53, 54, 55]. As a result, the Wilson line (3.5) undergoes periodic shifts

$$\theta_e \to \theta_e + 2\pi n. \quad (3.108)$$

These transformations are topologically non-trivial and are classified by an element of $\pi_1(S^1) = \mathbb{Z}$. This leads to an infinite tower of field configurations labelled by the winding number $n$; summing over these configurations ensures that the metric retains the correct periodicity with respect to $\theta_e$.

---

6 The required result is obtained by approximating the Bessel function in the integrand of eq. (6.726-4) by its asymptotic form for large arguments.
To compare our prediction with the three-dimensional result, we take the limit $R \to 0$ while keeping the three-dimensional gauge coupling fixed $7$: $1/e_{\text{eff}}^2 = 2\pi R/g_{\text{eff}}^2$. Note that in three dimensions, $|M(n)| \to \infty$ for $n \neq 0$, and thus in (3.104) and (3.107), only the $n = 0$ terms remain. Since we fix $\theta_e/2\pi R$ when $R \to 0$, the surface term containing $\theta_e$ vanishes. In the strict three-dimensional limit, $(\text{Re} a, \text{Im} a, \theta_e/2\pi R)$ transform as a $3$ under the global $SU(2)_N$ symmetry [3], and we can rotate the vector into a vacuum for which $\theta_e = 0$. After this rotation, we can easily calculate (3.47) by Taylor-expanding the integrands to the lowest non-zero term to obtain $D(-i) = (4\pi R|a|)^2$; therefore, in generic vacuum, we have

$$D(-i) = (4\pi R M_W)^2.$$ (3.109)

Using the normalisation factors (3.66, 3.68, 3.63) and the one-loop factor (3.109), calculated above, we can again evaluate the four-fermion vertex in the low-energy effective action (3.67):

$$S_{4F} = \frac{27}{2} \pi^3 M_W e_{\text{eff}}^8 \exp\left(-\frac{4\pi}{e_{\text{eff}}^2} M_W + i\theta_m\right) \int d^3x (\bar{\psi} \cdot \psi) (\bar{\lambda} \cdot \lambda)$$ (3.110)

where the mass of the $W$ boson in three dimensions is

$$M_W = \sqrt{|a|^2 + \left(\frac{\theta_e}{2\pi R}\right)^2}.$$ (3.111)

Comparing this result with eq. (29) and (34) in [49] obtained from the direct semiclassical analysis of three-dimensional instantons, we see that we have correctly reproduced the four-fermion vertex. As has been shown in [49], the resulting four-fermion action implies that the moduli space of the theory is, in fact, the Atiyah–Hitchin manifold [82].

---

7 Note that in [49], the three and four-dimensional couplings are related via $1/e^2 = R/g^2$, which differs from our convention by $1/2\pi$. 
Chapter 4

Instantons in theories with matter

This chapter is based on [97].

In this chapter, we extend the semiclassical analysis conducted in chapter 3 to theories with $N_f \leq 4$ fundamental flavours compactified on $\mathbb{R}^3 \times S^1$ focusing on gauge group $SU(2)$ [2]. It is known that theories with $N_f < 4$ fundamental hypermultiplets are asymptotically free, hence, in the semiclassical regime, we need to set $|a| \gg |\Lambda|$ where $\Lambda$ is the dynamical scale; the theory with $N_f = 4$ is conformally invariant, and we select small values of the coupling constant. We expand the Gaiotto–Moore–Neitzke equation (2.33) on the Coulomb branch at weak coupling and compare the expression with the semiclassical result obtained from first principles. In theories with flavours, the perturbative corrections to the moduli space metric are produced by $W^\pm$ bosons with electric charge $\pm 2$ and $W^\pm$ bosons with electric charge $\pm 1$ and one of the flavour charges equal to $\pm 1$ (these charges correspond to $N_f U(1)$ flavour symmetries, contributing to the central charge). They give rise to a shift of the effective coupling constant $g_{\text{eff}}$, in particular, reproducing the three-dimensional result derived in [56]. The non-perturbative corrections are produced by dyons: they have integer electric charge and magnetic charge $\pm 1$ for all $N_f < 4$ and magnetic charge $\pm 2$ for $N_f = 3$; in the special case of $N_f = 4$, their charges are $(p, q)$ and $(2p, 2q)$ where $p$ and $q$ are relatively prime integers.

For finite values of $|a| R$, we expand the non-perturbative corrections to the moduli space metric as a linear combination of terms corresponding to individual dyons. Analogous expressions have been derived in chapter 3, but in theories with flavours, the formulae are more complicated due to the presence of flavour charges. For one-instantons, we calculate the four-fermion correlation function and verify the result semiclassically. In the present case, the one-loop factor, which can be found by extending our analysis in chapter 3, corresponds to the contributions of $W^\pm$ bosons and quarks.

For small $|a| R$, we Poisson-resum the moduli space metric. Then, we demonstrate how the previously known three-dimensional quantities [56] can be recovered in the three-dimensional limit $|a| R \to 0$. From dimensional analysis of the one-loop factor, we show that only one- and two-instanton corrections can exist in three dimensions. If all flavour hypermultiplets are massive, there
are only one-instanton corrections; if exactly one flavour hypermultiplet is massless, there are only two-instanton corrections; if there are more than one massless flavour hypermultiplets, there are no non-perturbative corrections in three dimensions. Finally, we briefly describe the relevant Hanany–Witten D-brane configuration [60] providing a geometric understanding of some of the field theory results discussed above.

### 4.1 Moduli space and BPS spectrum

We start by considering the four-dimensional $\mathcal{N} = 2$ supersymmetric gauge theory with gauge group $SU(2)$ and $N_f \leq 4$ hypermultiplets in the fundamental representation. In terms of $\mathcal{N} = 1$ superfield notations, each $\mathcal{N} = 2$ vector multiplet consists of a vector multiplet and an adjoint chiral scalar $\Phi$, while each $\mathcal{N} = 2$ hypermultiplet contains two chiral superfields, $Q_{ia}$ and $\tilde{Q}_{ia}$ ($i = 1, \ldots, N_f$ is the flavour index, and $a = 1, 2$ is the colour index). The superpotential preserving $\mathcal{N} = 2$ supersymmetry that includes these chiral superfields is given by

$$W = \sum_{i=1}^{N_f} \left( \tilde{Q}_i \Phi Q_i + m_i \tilde{Q}_i Q_i \right)$$

(4.1)

where $m_i$ are complex masses, and the colour indices are suppressed. We consider the Coulomb branch of the theory, where $\phi$, the scalar component of $\Phi$, acquires a VEV $\langle \phi \rangle = a \sigma^3 / 2$ where $\sigma^3$ is the third Pauli matrix, and the $SU(2)$ gauge group is spontaneously broken down to $U(1)$. The VEV parametrises the Coulomb branch as a complex manifold, and the gauge-invariant parameter $u = \langle \text{tr} \phi^2 \rangle$ provides a globally defined coordinate.

The BPS spectrum of the theory on the Coulomb branch contains BPS states of the form $\gamma = (\gamma_e, \gamma_m, \vec{s})$ carrying electric and magnetic charges, $\gamma_e$ and $\gamma_m$, under the unbroken gauge $U(1)$ and a vector $\vec{s}$ of flavour charges consisting of $N_f$ components $s_i$. Due to additional matter fields, the BPS states also transform under the flavour symmetry: when all $m_i = 0$, the symmetry is $SO(2N_f)$, while for distinct $m_i \neq 0$, the $SO(2N_f)$ symmetry is broken down to $U(1)^{N_f}$, and the BPS states are distinguished by the charges $s_i$ under the $U(1)$ flavour symmetries (the representations are summarised in [62]). The central charge (1.34) in this case is

$$Z_{\gamma}(u) = \gamma_e a(u) + \gamma_m a_D(u) + \sum_{i=1}^{N_f} m_i s_i.$$  

(4.2)

As before, the magnetic coordinate is determined by the prepotential $F(a)$ [1] via (3.1). The prepotential is also related to the low-energy effective complex coupling $^2$:

$$\tau_{\text{eff}}(a) = \frac{8\pi i}{g_{\text{eff}}^2(a)} + \frac{\Theta_{\text{eff}}(a)}{\pi} = \frac{\partial^2 F(a)}{\partial a^2}$$

(4.3)

---

1. Our normalisation of the complex mass $m_i$ differs from that in [2] by a factor of $1/\sqrt{2}$.
2. In this chapter, we follow the same normalisation convention for electric charges as in [2] (i.e., $W^\pm$ bosons have electric charges $\pm 2$), so that the complex gauge coupling $\tau$ is multiplied by a factor of 2 with respect to our default convention (1.7), and $a$ is scaled to $a/2$ to compensate.
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where $g_{\text{eff}}$ and $\Theta_{\text{eff}}$ are the effective coupling constant and the effective vacuum angle. We will mostly be interested in the weak coupling regime, i.e., we set $|a| \gg |\Lambda|$ for $N_f < 4$ (so that $g_{\text{eff}} \to 0$) and $g \to 0$ for $N_f = 4$. The one-loop value of the effective complex coupling for $N_f < 4$ is

$$\tau_{\text{eff}}(a) \simeq \frac{i (4 - N_f)}{2\pi} \log \left( \frac{a}{\Lambda} \right)^2. \quad (4.4)$$

Semiclassically, $a$, $a_D$, and $\tau_{\text{eff}}$ are related via

$$a_D \simeq \tau_{\text{eff}} a, \quad (4.5)$$

up to suppressed corrections coming from four-dimensional Yang–Mills instantons (see [50, 51] for explicit instanton computations).

It is well-known [15, 13, 14] that the $\mathcal{N} = 2$ theories with gauge group $SU(2)$ and $N_f < 4$ fundamental flavours have non-trivial curves of marginal stability. In the case of massless hypermultiplets for $N_f < 4$, the curve of marginal stability is given by the locus $\text{Im}(a_D(u)/a(u)) = 0$ in the moduli space, and its solution can be obtained numerically using explicit expressions for $(a(u), a_D(u))$. When we further include the masses $m_i \neq 0$, the walls of marginal stability become very complicated [14] because of extra parameters in the problem. Such curve divides the Coulomb branch into the weakly and strongly coupled regions and goes through the singular points where BPS particles become massless, and the BPS spectrum is different inside and outside the curve. The spectrum in theories with $N_f < 4$ flavours is encoded in the wall-crossing formulae (2.44, 2.45, 2.46): outside the curve, there is a finite number of $W$ bosons and quarks and an infinite number of dyons, inside the curve, most states decay into a finite number of stable dyons, as explicitly determined in [13].

In the weak-coupling regime, the perturbative BPS spectrum on the Coulomb branch includes $W$ bosons with electric charge $\gamma_e = \pm 2$ and fundamental quarks with electric charge $\gamma_e = \pm 1$ and exactly one non-zero flavour charge $s_i = \pm 1$ where we consider all possible $i$. We denote the full set of charges as $(\gamma_e, \gamma_m, \vec{s})$ where $\gamma_e$ is electric charge, $\gamma_m$ is magnetic charge, $\vec{s}$ are $N_f$ flavour charges, omitting flavour charges when they are all zero. We will discuss the non-perturbative spectrum for $N_f < 4$ and $N_f = 4$ separately. In the case of $N_f < 4$, the dyons are $(n, \pm 1, \vec{s})$ with $n \in \mathbb{Z}$ and $\vec{s}$ denoting all possible flavour charges for any $N_f < 4$ and $(2n + 1, \pm 2)$ with $n \in \mathbb{Z}$ for $N_f = 3$. The rank of the flavour group representation in theories with $N_f < 4$ for all states with non-zero flavours is given by the multiplicity in the relevant wall-crossing formula (2.44, 2.45, 2.46) (where the formulae do not include flavour charges). For $N_f = 1$, the flavour charge is $+1/2$ for even $n$ and $-1/2$ for odd $n$; for $N_f = 2$, $\vec{s}$ is $\pm (1/2, 1/2)$ for even $n$ and $\pm (1/2, -1/2)$ for odd $n$; for $N_f = 3$, $\vec{s}$ is $\pm (1/2, 1/2, 1/2)$, $\pm (1/2, 1/2, -1/2)$, $\pm (1/2, -1/2, 1/2)$, $\pm (1/2, -1/2, -1/2)$ for even $n$ and $\pm (1/2, -1/2, 1/2)$, $\pm (1/2, -1/2, -1/2)$ for odd $n$ [62]. In the conformal case of $N_f = 4$ flavours, the theory is $SL(2, \mathbb{Z})$ invariant [2, 63, 62], allowing one to find the full BPS spectrum: for a pair of relatively prime integers $p$ and $q$, the states $(2p, 2q)$ (including $W$ bosons) transform as a singlet $1$ under the flavour group $SO(8)$, the states $(2p + 1, 2q)$ (including quarks) transform as a vector $8_s$, the dyons $(2p, 2q + 1)$ are in a spinor representation.

---

3 Systematic determination of BPS spectrum for general four-dimensional $\mathcal{N} = 2$ supersymmetric theories with gauge group $SU(n)$ where $n > 2$ is currently lacking.
\( s, (2p + 1, 2q + 1) \) are in the conjugate spinor representation \( s_c \). When \( N_f = 4 \), the set of flavour charges of dyons can be determined by considering charges under the four \( SU(2) \) subgroups of the full flavour symmetry group \( SO(8) \) \[68\] using the fact that the flavour charge-vector is the sum of a self-dual and an anti-self-dual components with sign plus or minus; then, the sets of flavour charges for all three non-trivial representations of the flavour group \( SO(8) \) are

\[
\begin{align*}
8_v : & \pm (1, 0, 0, 0), \pm (0, 1, 0, 0), \pm (0, 0, 1, 0), \pm (0, 0, 0, 1), \\
8_s, 8_c : & \pm \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right), \pm \left( \frac{1}{2}, -\frac{1}{2}, \frac{1}{2}, -\frac{1}{2} \right), \pm \left( \frac{1}{2}, \frac{1}{2}, -\frac{1}{2}, -\frac{1}{2} \right), \pm \left( \frac{1}{2}, -\frac{1}{2}, -\frac{1}{2}, \frac{1}{2} \right).
\end{align*}
\]

In addition, one needs to specify the degeneracies of all BPS states: for \( W \) bosons and all states transforming under \( 8_v \), \( \Omega(\gamma, a) = -2 \), for all other BPS states, including fundamental quarks and dyons with a given set of flavour charges, \( \Omega(\gamma, a) = +1 \).

Let us now compactify the \( x^0 \) dimension on \( S^1 \) of radius \( R \). At length scales much larger than \( R \), the low-energy effective action on the Coulomb branch becomes three-dimensional. In addition to the four-dimensional complex scalar \( a \), the electric Wilson line, \( \theta_e \in [0, 2\pi] \), and its magnetic dual, \( \theta_m \in [0, 2\pi] \), appear. As in the pure theory, we periodically identify \( \theta_e \sim \theta_e + 2\pi \), \( \theta_m \sim \theta_m + 2\pi \); collectively, they describe a torus. Turning to the matter sector, in four dimensions, the mass of a hypermultiplet is defined by a complex parameter, \( m_i \), but when one dimension is compactified on \( S^1 \), one more real component, \( \tilde{m}_i \), appears. In the brane picture, this additional real mass has a simple interpretation as the separation of the gauge and flavour branes in the dual compactified dimension.

The rest of the analysis in this section essentially repeats chapter 3, up to modifying numerical coefficients in several formulae. The leading-order low-energy effective action follows from direct dimensional reduction of the four-dimensional low-energy theory. To describe the action, we define the complex combination \( z = \theta_m - \tau_{eff}\theta_e \) parametrising a torus with complex structure \( \tau_{eff}(a) \). The real bosonic part of the action is given in terms of \( a, \bar{a}, z, \bar{z} \) as

\[
S_B = \frac{1}{4} \int d^3 x \left( \frac{8\pi R}{g^2_{eff}} \partial_\mu a \partial^\mu \bar{a} + \frac{g^2_{eff}}{32\pi^3 R} \partial_\mu z \partial^\mu \bar{z} \right). \quad (4.8)
\]

In addition, surface terms lead to the following purely imaginary terms:

\[
S_{Im} = i \left( \frac{\gamma_e + \Theta_{eff}}{\pi} \gamma_m \right) \theta_e + i \gamma_m \theta_m. \quad (4.9)
\]

The corresponding fermionic terms in the action take the form

\[
S_F = \frac{4\pi R}{g^2_{eff}} \int d^3 x \text{tr} \left( i\bar{\psi}\sigma^\mu \partial_\mu \psi + i\bar{\lambda}\sigma^\mu \partial_\mu \lambda \right). \quad (4.10)
\]
The bosonic effective Lagrangian (4.8) allows us to extract the leading \( R \to \infty \) behaviour of the hyper-Kähler metric on the moduli space:

\[
g^{sf} = \frac{8\pi R}{g_{\text{eff}}^2}|da|^2 + \frac{g_{\text{eff}}^3}{32\pi^3 R}|dz|^2. \tag{4.11}
\]

The metric (4.11) is manifestly Kähler with respect to the complex structure in which \( a, z \) are holomorphic coordinates. Going to finite radius \( R \), this semiflat metric receives corrections from the four-dimensional BPS states whose worldlines wrap around the \( S^1 \) direction: perturbative one-loop corrections have the same form for any number of fundamental flavours, \( N_f \), however, the form of non-perturbative corrections depends on \( N_f \) because the set of BPS states with non-zero magnetic charge is a function of \( N_f \). We shall discuss these two types of corrections in turns.

### 4.2 Semiclassical limit in theories with flavours

We employ the same approach as in chapter 3 for the pure \( SU(2) \) theory, but also introduce some modifications to take into account the hypermultiplets and the extended BPS spectrum. To approximate the solution of (2.33), we take the logarithm and generalise the iterative weak-coupling expansion considered in chapter 3. Again, we restrict our attention to the semiclassical region of the moduli space, i.e., we set \( |a| \gg \Lambda \) and, equivalently, \( g_{\text{eff}}^2 \ll 1 \), whereas \( R|a| \) is kept finite. As we have explained in chapter 3, semiclassically, the quantity \( \exp(-2\pi R|Z|) \) is exponentially suppressed for all states with non-zero magnetic charge. This is the case for the infinite series of dyons. The purely electrically charged fundamental quarks and gauge bosons generate the perturbative one-loop corrections to the moduli space metric.

We begin by decomposing the Darboux coordinates as \( \mathcal{X}_\gamma(\zeta) = (\mathcal{X}_e(\zeta))^{7e} (\mathcal{X}_m(\zeta))^{7m} \) for every \( \gamma = (\gamma_e, \gamma_m) \). In the case of a theory with flavours, it is also necessary to include the mass terms \( m_i \) and \( \bar{m}_i \) for BPS states having non-zero flavour charges. The relevant factor, analogous to the semiflat Darboux coordinates (1.74), which we introduce to account for the flavour contributions to the total central charge, is

\[
\mu_\gamma(\zeta) = \exp \left( \sum_{i=1}^{N_f} s_i \left( \frac{\pi R}{\zeta} m_i + i\psi_i + \pi R\zeta\bar{m}_i \right) \right), \quad \psi_i = 2\pi R\bar{m}_i. \tag{4.12}
\]

The general integral equation (2.33) for the electric and magnetic Darboux coordinates can be expanded as

\[
\mathcal{X}_e(\zeta) = \mathcal{X}_e^{\text{ef}}(\zeta) \exp \left( -\frac{1}{4\pi i} \sum_{\gamma' \in \Gamma} c_e(\gamma') \mathcal{I}_{\gamma'}(\zeta) \right), \quad c_e(\gamma') = -\Omega(\gamma', a) \gamma'_m, \tag{4.13}
\]

\[
\mathcal{X}_m(\zeta) = \mathcal{X}_m^{\text{ef}}(\zeta) \exp \left( -\frac{1}{4\pi i} \sum_{\gamma' \in \Gamma} c_m(\gamma') \mathcal{I}_{\gamma'}(\zeta) \right), \quad c_m(\gamma') = \Omega(\gamma', u) \gamma'_e, \tag{4.14}
\]
where $\mathcal{X}_e^\text{sf}(\zeta)$ and $\mathcal{X}_m^\text{sf}(\zeta)$ are given by (1.74) with $(\gamma_e, \gamma_m)$ being equal to (1, 0) and (0, 1), and $\mathcal{I}_{\zeta'}(\zeta)$ is

$$
\mathcal{I}_{\zeta'}(\zeta) = \int_{I_{\zeta'}} \frac{d\zeta'}{\zeta' - \zeta} \log \left(1 - \mu_{\zeta'}(\zeta') \mathcal{X}_{\zeta'}(\zeta') \right)
$$

(cf. (3.12, 3.13) in the pure theory). Here, $\mu_{\zeta'}(\zeta')$ serves as a source term in the integral equations; this factor does not affect the semiflat Darboux coordinates and the semiflat metric, but it is involved in the BPS corrections. Now, we take the weak-coupling limit: after setting $a_D \simeq \tau_{\text{eff}} a$ to the one-loop order, we approximate the semiflat Darboux coordinates (3.16) and notice that $\log |\mathcal{X}_m^\text{sf}| \gg \log |\mathcal{X}_e^\text{sf}|$. The expansion of $\log \mathcal{X}_e(\zeta)$ and $\log \mathcal{X}_m(\zeta)$ for the weak-coupling spectrum of $SU(2)$ theories with $N_f$ fundamental flavours is

$$
\log \mathcal{X}_e(\zeta) = \log \mathcal{X}_e^\text{sf}(\zeta) - \sum_{\gamma' = (\gamma'_e, \pm 1, \varepsilon'_m) \in \Gamma} \frac{c_e(\gamma')}{4\pi i} \mathcal{I}_{(\gamma'_e, \gamma'_m, \varepsilon'_m)}(\zeta),
$$

$$
\log \mathcal{X}_m(\zeta) = \log \mathcal{X}_m^\text{sf}(\zeta) - \sum_{\gamma' = (\gamma'_e, \pm 1, \varepsilon'_m) \in \Gamma} \frac{c_m(\gamma')}{4\pi i} \mathcal{I}_{(\gamma'_e, \gamma'_m, \varepsilon'_m)}(\zeta)
$$

$$
- \frac{c_m(W^+)}{4\pi i} \mathcal{I}_{(2,0)}(\zeta) - \frac{c_m(W^-)}{4\pi i} \mathcal{I}_{(-2,0)}(\zeta)
$$

$$
- \sum_{i=1}^{N_f} \left( \frac{c_m(q^+_i)}{4\pi i} \mathcal{I}_{(1,0,\varepsilon_i)}(\zeta) + \frac{c_m(q^-_i)}{4\pi i} \mathcal{I}_{(-1,0,\varepsilon_i)}(\zeta) + \frac{c_m(q^+_i)}{4\pi i} \mathcal{I}_{(1,0,-\varepsilon_i)}(\zeta) + \frac{c_m(q^-_i)}{4\pi i} \mathcal{I}_{(-1,0,-\varepsilon_i)}(\zeta) \right)
$$

(4.17)

where $\varepsilon_i$ denotes unit vector aligned with $i$-th direction. In the expansion of $\mathcal{X}_m(\zeta)$, we have singled out the purely electrically charged BPS states, $W^\pm, q^\pm_i, \bar{q}^\pm_i$, as they yield greater corrections than the dyons. Let $\tilde{\Gamma}$ denote the remaining weakly coupled BPS spectrum, in other words, all magnetically charged states. They act as non-perturbative instanton corrections to the Coulomb branch metric on $\mathbb{R}^3 \times S^1$. At weak coupling, the full central charge can be approximated as $Z_{\gamma}(a) \simeq a(\gamma_e + \gamma_m \tau_{\text{eff}}(a)) + \sum_{i=1}^{N_f} s_i m_i$.

To approximate the corrections to $\log \mathcal{X}_e$ at the leading order, we substitute the semiflat coordinates (3.16) into the right-hand side of (4.16, 4.17) and ignore the components that vanish as $g_{\text{eff}} \to 0$. In this limit, BPS contributions from $\tilde{\Gamma}$ to $\mathcal{X}_e, \mathcal{X}_m$ (i.e., the $\gamma'_m = \pm 1$ terms in (4.16) and (4.17)) are not relevant; $\mathcal{X}_m$ does, however, receive order one contributions from purely electrically charged $W^\pm, q^\pm_i, \bar{q}^\pm_i$, which we can compute directly. Let us denote the corrected coordinates at this order as $\mathcal{X}_e^{(0)}, \mathcal{X}_m^{(0)}$. We can reuse our expansion (3.20) from the pure $SU(2)$ theory: after including quark contributions, we have

$$
\log \mathcal{D}(\zeta) = \log \mathcal{D}_W(\zeta) + \log \mathcal{D}_q(\zeta) + \log \mathcal{D}_{\bar{q}}(\zeta).
$$

(4.18)

Here we have split the electric contributions $\mathcal{D}(\zeta)$ to $\mathcal{X}_m(\zeta)$ into three components: $\mathcal{D}_W(\zeta)$ comes from the $W$ bosons, $\mathcal{D}_q(\zeta)$ and $\mathcal{D}_{\bar{q}}(\zeta)$, come from the quarks belonging to fundamental hypermultiplets. Explicitly, these components are

$$
\log \mathcal{D}_W(\zeta) = \frac{1}{\pi i} \left( \int_{W^+} \frac{d\zeta'}{\zeta'} \log \left(1 - \mathcal{X}_W^\text{sf}(\zeta') \right) - \int_{W^-} \frac{d\zeta'}{\zeta'} \log \left(1 - \mathcal{X}_W^\text{sf}(\zeta') \right) \right),
$$

(4.19)
We can compute \( \delta \) the non-perturbative corrections: 

\[
\log D_q(\zeta) = -\frac{1}{4\pi i} \sum_{i=1}^{N_f} \left( \int_{l_{q_i}^+} \frac{d\zeta'}{\zeta'} \frac{\zeta'}{\zeta'} - \zeta \log \left( 1 - \mu_{q_i^+}(\zeta') \mathcal{A}_{q_i^+}^s(\zeta') \right) \right) \tag{4.20}
\]

\[
- \int_{l_{q_i}^-} \frac{d\zeta'}{\zeta'} \frac{\zeta'}{\zeta'} - \zeta \log \left( 1 - \mu_{q_i^-}(\zeta') \mathcal{A}_{q_i^-}^s(\zeta') \right) \right) ,
\]

\[
\log D_\bar{q}(\zeta) = -\frac{1}{4\pi i} \sum_{i=1}^{N_f} \left( \int_{l_{\bar{q}_i}^+} \frac{d\zeta'}{\zeta'} \frac{\zeta'}{\zeta'} - \zeta \log \left( 1 - \mu_{\bar{q}_i^+}(\zeta') \mathcal{A}_{\bar{q}_i^+}^s(\zeta') \right) \right) \tag{4.21}
\]

\[
- \int_{l_{\bar{q}_i}^-} \frac{d\zeta'}{\zeta'} \frac{\zeta'}{\zeta'} - \zeta \log \left( 1 - \mu_{\bar{q}_i^-}(\zeta') \mathcal{A}_{\bar{q}_i^-}^s(\zeta') \right) \right) ,
\]

where the BPS rays for the \( W^\pm \) bosons and for the quarks \( q_i^\pm \) and \( \bar{q}_i^\pm \) are \( l_{W^\pm} = \{ \zeta' : \pm(a+m_i)/\zeta' \in \mathbb{R}_- \} \), \( l_{q_i^\pm} = \{ \zeta' : \pm(a-m_i)/\zeta' \in \mathbb{R}_- \} \). To obtain (4.19, 4.20, 4.21), we have used the fact that the charges are \( \pm(2,0) \) for \( W^\pm \) and \( \pm(1,0) \) for \( q_i^\pm \) and \( \bar{q}_i^\pm \), and we have set the degeneracies at weak coupling as \( \Omega(W^\pm,a) = -2 \), \( \Omega(q_i^\pm,a) = \Omega(\bar{q}_i^\pm,a) = 1 \). The mass parameters for flavours are given by

\[
\mu_{q_i^+}(\zeta) = \exp \left( \pm \left( m_i \zeta^{-1} + i\psi_i + \bar{m}_i \zeta \right) \right) , \tag{4.22}
\]

\[
\mu_{q_i^-}(\zeta) = \exp \left( \mp \left( m_i \zeta^{-1} + i\psi_i + \bar{m}_i \zeta \right) \right) , \tag{4.23}
\]

where \( \psi_i = 2\pi R\bar{m}_i \). For the fundamental hypermultiplets \( q_i^\pm \) and \( \bar{q}_i^\pm \), the flavour charges are \( s_j = \pm\delta_{ij} \) and \( s_j = \mp\delta_{ij} \), respectively; for the \( W^\pm \) bosons, one has \( s_i = 0 \) since they are in the vector multiplet.

Having discussed the leading-order contributions, we now further expand \( \mathcal{X}_c(\zeta), \mathcal{X}_m(\zeta) \) to extract the non-perturbative corrections:

\[
\log \mathcal{X}_c(\zeta) = \log \mathcal{X}_c^{(0)}(\zeta) + \delta \log \mathcal{X}_c(\zeta) , \tag{4.24}
\]

\[
\log \mathcal{X}_m(\zeta) = \log \mathcal{X}_m^{(0)}(\zeta) + \delta \log \mathcal{X}_m(\zeta) .
\]

We can compute \( \delta \mathcal{X}_c(\zeta), \delta \mathcal{X}_m(\zeta) \) by substituting \( \mathcal{X}_c^{(0)}(\zeta), \mathcal{X}_m^{(0)}(\zeta) \) into (4.16) and (4.17):

\[
\delta \log \mathcal{X}_c(\zeta) = -\frac{1}{4\pi i} \sum_{\gamma' = (\gamma'_c,\pm1,\bar{m})} c_e(\gamma') \mathcal{I}_{(\gamma'_c,\gamma^0_m,\bar{s})}^{(0)}(\zeta) , \tag{4.25}
\]

\[
\delta \log \mathcal{X}_m(\zeta) = -\frac{1}{4\pi i} \sum_{\gamma' = (\gamma'_c,\pm1,\bar{m})} c_m(\gamma') \mathcal{I}_{(\gamma'_c,\gamma^0_m,\bar{s})}^{(0)}(\zeta) , \tag{4.26}
\]

where the integral is given by

\[
\mathcal{I}_{(\gamma'_c,\gamma^0_m,\bar{s})}^{(0)}(\zeta) = \int_{l_{\gamma'_c}} \frac{d\zeta'}{\zeta'} \frac{\zeta'}{\zeta'} - \zeta \log \left( 1 - (-1)^\gamma' \gamma^0_m \mu_{\bar{s}}(\zeta') \left( \mathcal{X}_c^{(0)}(\zeta') \right)^{\gamma'_c} \left( \mathcal{X}_m^{(0)}(\zeta') \right)^{\gamma^0_m} \right) , \tag{4.27}
\]

the BPS ray \( l_{\gamma'_c} \), which is the integration contour, is defined as in the case without flavours (2.16) with \( Z_{\gamma'_c} \) given by (4.2). We can now follow our approach in chapter 3: we insert the corrected Darboux coordinates into the symplectic form (3.15) and then find the corresponding corrections to the metric (3.26, 3.27, 3.28, 3.29).
4.2.1 Perturbative corrections

The non-perturbative corrections to the metric $\omega^P(\zeta)$, coming from the $W^\pm$ bosons and the quarks $q_i^\pm$ and $\bar{q}_i^\pm$, and, using the same approach as in the pure theory, they can be evaluated in terms of modified Bessel functions of second kind, $K_n(x)$:

$$\omega^P(\zeta) = -\frac{i}{4\pi^2 R} d \log \mathcal{X}_e(\zeta) \wedge (2\pi A^P(a, \bar{a}) + \pi V^P(a, \bar{a})(\zeta^{-1} da - \zeta d\bar{a})),$$

$$A^P = -\frac{R}{4\pi} \sum_{k>0 \gamma \in \{W^\pm, q_i^\pm, \bar{q}_i^\pm\}} \sum_{\gamma} \gamma c_m(\gamma)|Z_{\gamma}| e^{ik(\gamma_e + \sum_{i=1}^{N_f} s_i \psi_i)} K_1(2\pi R|ka|) \left(\frac{da}{Z_{\gamma}} - \frac{d\bar{a}}{Z_{\gamma}}\right),$$

$$V^P = \frac{R}{2\pi} \sum_{k>0 \gamma \in \{W^\pm, q_i^\pm, \bar{q}_i^\pm\}} \sum_{\gamma} \gamma c_m(\gamma)e^{ik(\gamma_e + \sum_{i=1}^{N_f} s_i \psi_i)} K_0(2\pi R|ka|),$$

where the moduli space metric is given as (3.35, 3.36) (cf. (3.32, 3.33, 3.34) in the pure theory). Setting $\gamma_e = \pm 2$ for $W^\pm$ and $\gamma_e = \pm 1$ for $q_i^\pm$ and $\bar{q}_i^\pm$, we can see that $c_m(W^\pm) = \mp 4$, $c_m(q_i^\pm) = c_m(\bar{q}_i^\pm) = \mp 1$. We are taking the limit $g_{\text{eff}} \to 0$ while keeping $R|a|$ fixed and arbitrary. In particular, $K_n(x)$ diverges when $x \to 0$, and we should Poisson-resum the series of Bessel functions over $k$ in order to obtain a summation over all Kaluza–Klein momentum modes. After comparing these perturbative contributions with the semiflat components (4.11), we can extract the shift of the coupling constant from the corrected moduli space metric:

$$\frac{8\pi R}{g_{\text{eff}}^2} - \frac{1}{8\pi} \sum_{n \in \mathbb{Z}} \left(\frac{8}{|M_W(n)|} + \sum_{i=1}^{N_f} \left(\frac{1}{|M_{q_i}(n)|} + \frac{1}{|M_{\bar{q}_i}(n)|}\right)\right),$$

$$|M_W(n)| = \sqrt{|2a|^2 + \left(\frac{\theta_e}{\pi R} + \frac{n}{R}\right)^2},$$

$$|M_{q_i}(n)| = \sqrt{|a + m_i|^2 + \left(\frac{\theta_e + \psi_i}{2\pi R} + \frac{n}{R}\right)^2}, \quad |M_{\bar{q}_i}(n)| = \sqrt{|a - m_i|^2 + \left(\frac{\theta_e - \psi_i}{2\pi R} + \frac{n}{R}\right)^2},$$

where in the limit $R \to 0$, all Kaluza–Klein momentum modes with $n \neq 0$ decouple. On the other hand, if one takes the limit of large mass for one flavour (i.e., $m_i \to \infty$ for some $i$), the corresponding matter components decouple, and the number of flavours $N_f$ effectively decreases by 1. Taking the limit $R|a| \to 0$, we obtain the corresponding shift in three dimensions:

$$\frac{1}{e_{\text{eff}}^2} \to \frac{1}{e_0^2} - \frac{1}{4\pi M_W} + \sum_{i=1}^{N_f} \left(\frac{1}{16\pi M_{q_i}} + \frac{1}{16\pi M_{\bar{q}_i}}\right)$$

where $e_{\text{eff}} = g_{\text{eff}}/\sqrt{2\pi R}$, $M_W = M_W(0)$, $M_{q_i} = M_{q_i}(0)$ and $M_{\bar{q}_i} = M_{\bar{q}_i}(0)$ are the gauge coupling and the masses of $W$ boson and quarks in three dimensions. This matches with the first-principles one-loop computations performed in [56] after taking into account the normalisation of the coupling parameter.
4.2. SEMICLASSICAL LIMIT IN THEORIES WITH FLAVOURS

4.2.2 Instanton corrections

For the non-perturbative contributions \( \omega^\text{NP}(\zeta) \), as we have already explained in chapter 3, the expression contains exponentially suppressed factors, and they can be readily evaluated using the saddle-point approximation:

\[
\omega^\text{NP}(\zeta) = \sum_{\gamma \in \mathbb{G}} \Omega(\gamma', a) \omega_{\gamma'}^\text{NP}(\zeta),
\]

where all terms depend on the degeneracies of dyon states, \( \Omega(\gamma', a) \); assuming that each flavour is massive, one has \( \Omega(\gamma', a) = 1 \) for all dyons (however, this is not so if the \( SO(2N_f) \) flavour symmetry is not completely broken: in such case, we can still formally sum over all flavour charges setting all \( \Omega(\gamma', a) = 1 \) for convenience). Each dyon produces a correction:

\[
\omega_{\gamma'}^\text{NP}(\zeta) = - \frac{1}{4\pi^2 R} \frac{d\chi_{\gamma'}(0)}{\chi_{\gamma'}(0)} \cdot \left( \frac{1}{2\pi i} \int_{l_{\gamma'}} d\zeta' \frac{\zeta' + \zeta}{\zeta' - \zeta} \left( \sigma(\gamma') \mu(\gamma') \chi_{\gamma'}(0) \right) k \frac{d\chi_{\gamma'}(0)}{\chi_{\gamma'}(0)} \right) \approx - \frac{1}{4\pi^2 R} \frac{d\chi_{\gamma'}(0)}{\chi_{\gamma'}(0)} \cdot \left( \frac{1}{2\pi i} \int_{l_{\gamma'}} d\zeta' \frac{\zeta' + \zeta}{\zeta' - \zeta} \left( \sigma(\gamma') \mu(\gamma') \chi_{\gamma'}(0) \right) k \frac{d\chi_{\gamma'}(0)}{\chi_{\gamma'}(0)} \right). \tag{4.36}
\]

We should also note that along each integration contour \( l_{\gamma'} \), the zero order Darboux coordinate \( \mu(\gamma') \chi_{\gamma'}(0) \) is suppressed exponential factor ensuring convergence of the integral since the infinite sum is a geometric series. As has been shown in chapter 3, at weak coupling, the saddle point of this integral is located at \( \zeta' = -Z_{\gamma'}/|Z_{\gamma'}| \approx -i \text{sgn } \gamma_m \). Upon evaluating the Gaussian fluctuation integral around this point, the leading expression for \( \omega_{\gamma'}^\text{NP}(\zeta) \) is given by

\[
\omega_{\gamma', k}^\text{NP}(\zeta) = \sum_{k=1}^{+\infty} \omega_{\gamma', k}^\text{NP}(\zeta),
\]

\[
\omega_{\gamma', k}^\text{NP}(\zeta) = \mathcal{J}_{\gamma', k} \frac{d\chi_{\gamma'}(0)}{\chi_{\gamma'}(0)} \cdot \left( \left| Z_{\gamma'} \right| \left( \frac{dZ_{\gamma'}}{Z_{\gamma'}} - \frac{d\bar{Z}_{\gamma'}}{\bar{Z}_{\gamma'}} \right) - \left( \frac{dZ_{\gamma'}}{\zeta} - \zeta \frac{d\bar{Z}_{\gamma'}}{\zeta} \right) \right), \tag{4.38}
\]

\[
\mathcal{J}_{\gamma', k} = -\frac{1}{16\pi^2 R} (\mathcal{D}(-i))^{k|\gamma_m|} \frac{1}{k R |Z_{\gamma'}|} \exp \left( -2\pi k R |Z_{\gamma'}| + ik \left( \theta_{\gamma'} + \sum_{i=1}^{N_f} s_i^\gamma \psi_i \right) \right), \tag{4.39}
\]

where we have used the identity \( \mathcal{D}(\mp i)^{+1} = \mathcal{D}(-i) \) for the one-loop factor (4.19, 4.20, 4.21), and we also shift \( \theta_m \rightarrow \theta_m + \theta_{\text{eff}}/\pi \) in \( \gamma \) (this is required to correctly define \( \theta_m \) near the singularity at infinity), so that \( \sigma(\gamma') \) is absorbed by the global definition of \( \theta_m \) (cf. eq. (4.16b) in [6]). At the saddle point, \( \mathcal{D}(-i) = \mathcal{D}_W(-i) \mathcal{D}_q(-i) \mathcal{D}_q(-i) \) can be evaluated analogously to (3.47) using symmetries of the integrals:

\[
\log \mathcal{D}_W(-i) = \frac{2}{\pi} \int_0^{+\infty} \frac{dt}{\cosh t} \left( \log \left( 1-e^{-4\pi R |a| \cos t + 2i\theta_e} \right) + \log \left( 1-e^{-4\pi R |a| \cos t - 2i\theta_e} \right) \right), \tag{4.40}
\]

\[
\log \mathcal{D}_q(-i) = -\frac{1}{2\pi} \sum_{i=1}^{N_f} \int_0^{+\infty} \frac{dt}{\cosh t} \left( \log \left( 1-e^{-2\pi R |a+m_i| \cos t + i(\theta_e+\psi_i)} \right) + \log \left( 1-e^{-2\pi R |a+m_i| \cos t - i(\theta_e+\psi_i)} \right) \right), \tag{4.41}
\]
\[
\log D_q(-i) = -\frac{1}{2\pi} \sum_{i=1}^{N_f} \int_0^{+\infty} \frac{dt}{\cosh t} \left( \log \left( 1 - e^{-2\pi R|a-m_i| \cosh t + i(\theta_e - \psi_i)} \right) + \log \left( 1 - e^{-2\pi R|a-m_i| \cosh t - i(\theta_e - \psi_i)} \right) \right).
\]

In deriving the quark components, we have also used the residual \(U(1)^{N_f}\) flavour symmetries to set \(\text{Im}(m_i/a) = 0\), so that that the quark terms are manifestly real. In chapter 3, it was shown that (4.40) corresponds to the ratio of one-loop determinants for non-zero mode fluctuations around a monopole in the \(SU(2)\) theory. We will also perform similar semiclassical computations to demonstrate that (4.41) and (4.42) correspond to the fundamental hypermultiplets non-zero mode fluctuations around a monopole.

Now, we focus on the leading one-instanton correction to the moduli space, i.e., we set \(\gamma_m = 1, k = 1\) in (4.36, 4.37). As in the case without flavours, the moduli space metric can be extracted by finding the \(\zeta\)-independent part of \(\omega^{\text{NP}}(\zeta)\) for dyons with magnetic charge 1: the corresponding symplectic form is formally given by (3.48) with each term multiplied by the degeneracy of the dyon state, \(\Omega(\gamma', a)\). Using our results above, we can write out the dominant component of the instanton metric:

\[
g_{\text{inst}}^a = \frac{R^{1/2}}{\sqrt{8\pi}} \sum_{\gamma'=(\gamma',s')} \Omega(\gamma', a) \frac{D(-i)|Z_{\gamma'}|^{3/2}}{|a|^2} \exp \left( -2\pi R|Z_{\gamma'}| + i \left( \theta_{\gamma'} + \sum_{i=1}^{N_f} s'_i \psi_i \right) \right). \tag{4.43}
\]

All other metric components can also be readily extracted from this formula using the fact that the metric is Kähler. However, in order to find the leading order of the four-fermion action, it is sufficient to consider only one component, (4.43), which we can expand at weak coupling as

\[
g_{\text{inst}}^a \approx \frac{2\sqrt{2\pi R}}{g_{\text{eff}}} \sum_{\gamma'=(\gamma',s') \in \Gamma} \Omega(\gamma', a) \frac{D(-i)}{|a|^2} \exp \left( -S_{\text{mon}} - S_{\varphi}(\gamma',s') \right), \tag{4.44}
\]

\[
S_{\text{mon}} = \frac{16\pi^2 R}{g_{\text{eff}}} |a| - i\theta_m, \tag{4.45}
\]

\[
S_{\varphi}(\gamma',s') = \frac{g_{\text{eff}}^2 R}{8|a|} \left( \left( \gamma'_e + \Theta_{\text{eff}} \right) |a| + \sum_{i=1}^{N_f} s'_i |m_i| \right)^2 - i \left( \left( \gamma'_e + \Theta_{\text{eff}} \right) \theta_e + \sum_{i=1}^{N_f} s'_i \psi_i \right). \tag{4.46}
\]

The term \(S_{\text{mon}}\) here is the action of a magnetic monopole dimensionally reduced on \(\mathbb{R}^3 \times S^1\). \(S_{\varphi}(\gamma',s')\) is the leading contribution from the electric charges. The \(\Theta_{\text{eff}}\) piece in the second term of \(S_{\varphi}(\gamma',s')\) should be introduced to account for the shift \(\theta_m \rightarrow \theta_m + \theta_e \Theta_{\text{eff}} / \pi\), as discussed above.

We can calculate the two-instanton correction analogously. It comes from two sources: when we set \(\gamma'_m = 2, k = 1\) and \(\gamma'_m = 1, k = 2\) in (4.36, 4.37). Writing out both types of corrections, we
obtain the dominant component of the two-instanton metric:

$$g_{\text{st}}^{\text{inst}(2)} = \frac{R^{1/2}}{8\pi} \sum_{\gamma'=(\gamma',2,s')} \Omega(\gamma', a) \frac{(D(-i))^2 |Z_{\gamma'}|^3/2}{|a|^2} \exp \left( -2\pi R |Z_{\gamma'}| + i \left( \theta_{\gamma'} + \sum_{i=1}^{N_f} s'_i \psi_i \right) \right)$$

Expanding the central charges to the leading order, we get

$$g_{\text{st}}^{\text{inst}(2)} \approx \frac{8\sqrt{\pi R}}{g_{\text{eff}}^3} \sum_{\gamma'=(\gamma',2,s') \in \Gamma} \Omega(\gamma', a) \frac{(D(-i))^2}{\sqrt{|a|}} \exp \left( -2S_{\text{mon}} - S_{\phi}^{(\gamma',s',2)} \right)$$

Finally, let us find the leading order of the four-fermion vertex in theories with flavours. We can follow our approach for the pure theory in chapter 3: the low-energy effective action is given by (3.58), where the semiflat metric (4.11) gets corrections from the instanton metric (4.44); the leading-order expression for the Riemann tensor components is (3.66). Then, after identifying the bosonic and fermionic fields in three dimensions (4.8, 4.10) with those in the effective action (3.58) by scaling the fields appropriately, we obtain the four-fermion action:

$$S_{4F} = \frac{2^{1/2} \pi^{9/2} R^{5/2}}{|a|^{1/2} g_{\text{eff}}^4} \frac{D(-i)}{\exp (-S_{\text{mon}})} \sum_{\gamma'=(\gamma',1,s') \in \Gamma} \Omega(\gamma', a) \exp \left( -S_{\phi}^{(\gamma',s')} \right) \int d^3 x (\bar{\psi} \gamma_\mu \psi) (\lambda \cdot \lambda).$$

We shall verify this result via a semiclassical calculation including flavour hypermultiplets.

### 4.3 Semiclassical instanton calculation with matter

In this section, we will perform a first-principles computation for the dyonic contributions to the low-energy effective action in $\mathbb{R} \times S^1$ in the theory with $N_f$ fundamental hypermultiplets. We focus on the states with $\gamma_m = 1$ with winding number $k = 1$, arbitrary electric charges $\gamma_e \in \mathbb{Z}$ and all permitted flavour charges $\vec{s}$, which preserve four out of eight supersymmetries; we find their contributions to the four-fermion correlation function, extending our approach in chapter 3. We will reuse many of our previous results, so we will concentrate on highlighting the essential modifications due to the fundamental hypermultiplets.
The main object of interest is the four-fermion correlation function of the form (3.70) where we are using our conventions from chapter 3. We want to evaluate it in the monopole background. Let us now consider the zero modes in the monopole background. The Callias index theorem [41] tells us there are \(4\gamma_m\) real bosonic zero modes for monopole configuration of charge \(\gamma_m\). In our case, therefore, there are four bosonic zero modes for the monopole: \(X^1, X^2, X^3\) parametrising its centre in \(\mathbb{R}^3\) and a global \(U(1)\) angle \(\varphi\); then, the bosonic moduli space is \(\mathbb{R}^3 \times S^1_\varphi\). For general \(\gamma_m\), the remaining \(4(\gamma_m - 1)\) bosonic zero modes parametrise the relative moduli space. As required by supersymmetry, there are \(4\gamma_m\) adjoint fermionic zero modes for theories with eight supercharges, in particular, four of them are generated by the action of the four broken supersymmetries. We denote the corresponding collective fermionic coordinates \(\xi^1_{1,2}\); these fermionic zero modes are protected from lifting by the supersymmetry. The long-distance limit \(|y - X| \gg |a|^{-1}\) of \(\rho^{(LD)}_\alpha A(y) = 16\pi S_F(y - X)_\alpha^\beta \xi^A_\beta\) is given by

\[
\rho^{(LD)}_\alpha A(y) = 16\pi S_F(y - X)_\alpha^\beta \xi^A_\beta
\]

(4.51)

where \(S_F(x) = \gamma^\mu x_\mu/(4\pi|x|^2)\) is the three-dimensional Dirac propagator. The remaining \(4(\gamma_m - 1)\) fermionic zero modes are the supersymmetric partners of the \(4(\gamma_m - 1)\) bosonic coordinates on the relative moduli space.

When we include additional \(N_f\) fundamental hypermultiplets \(q_i, \tilde{q}_i\) with masses \(m_i\) and \(-m_i\), they can also contribute additional zero modes in the monopole background, therefore, it is necessary to perform an index computation to count their numbers. To do so, we follow [46, 42, 56] to define the following four-dimensional fluctuation operators for the massive fundamental hypermultiplets in the monopole background:

\[
\Delta_{+q_i}(m_i) = D^2_\mu + |a + m_i|^2,
\]

(4.52)

\[
\Delta_{-q_i}(m_i) = D^2_\mu + |a + m_i|^2 + 2\epsilon_{ijk}\sigma_i F^{\text{mon}}_{jk}, \quad \{i, j\} \subset \{1, 2, 3\}.
\]

(4.53)

The three-dimensional covariant derivative \(\tilde{D} = \tilde{\partial} + i\tilde{A}_{\text{mon}}\) is with respect to background static monopole in \(A_0 = 0\) gauge. We can define similar operators \(\Delta^\pm_{\tilde{q}_i}(m_i)\) for \(\tilde{q}_i\) with \(|a + m_i| \rightarrow |a - m_i|\). The number of the (complex) hypermultiplet zero modes coming from \(q_i\) and \(\tilde{q}_i\) then comes from the \(\mu^2 \rightarrow 0\) limit of the regularised trace:

\[
\mathcal{I}_H(m_i) = \text{tr}_i \left( \frac{\mu^2}{\Delta_{-q_i}(m_i) + \mu^2} - \frac{\mu^2}{\Delta_{+q_i}(m_i) + \mu^2} \right) + \text{tr}_i \left( \frac{\mu^2}{\Delta_{-\tilde{q}_i}(m_i) + \mu^2} - \frac{\mu^2}{\Delta_{+\tilde{q}_i}(m_i) + \mu^2} \right)
\]

(4.54)

where \(\text{tr}_i\) indicates summing over the flavour indices and normalisable states. The trace in (4.54) can be evaluated analogously following the steps in [46, 47] for monopole of charge \(\gamma_m\), and we get

\[
\mathcal{I}_H(m_i) = \sum_{i=1}^{N_f} \frac{\gamma_m}{2} \left( \frac{|a| + |m_i|}{(|a| + |m_i|)^2 + \mu^2} \right)^{1/2} + \left( \frac{|a| - |m_i|}{(|a| - |m_i|)^2 + \mu^2} \right)^{1/2},
\]

(4.55)

where in writing out \(\mathcal{I}_H(m_i)\) we have also used the fact \(\text{Im}(a/m_i) = 0\). In the limit \(\mu^2 \rightarrow 0\), we have

\[
\mathcal{I}_H(m_i) \rightarrow \frac{\gamma_m N_f}{2} \left( \text{sign}(|a| + |m_i|) + \text{sign}(|a| - |m_i|) \right).
\]

(4.56)
At weak coupling, we set $|a| \gg |m|$, therefore, there are $2\gamma_m N_f$ additional real zero modes appearing. As discussed in [63], these additional hypermultiplet zero modes facilitate a natural $O(\gamma_m)$ bundle over the $\gamma_m$ monopole moduli space, and they are required to form bound states with the BPS dyons for them to transform under the flavour symmetry group [2]. In our computation of single monopole $\gamma_m = 1$, the $O(1)$ index bundle $\text{Ind}_1 = \mathbb{R}^3 \times \text{M"ob}$, where $\text{M"ob}$ is the Möbius bundle over $S^1$ of the monopole moduli space. This bundle is obviously flat with vanishing curvature, however, the non-trivial twisting comes from the fact that the $2\pi$ global rotation about the $S^1$ acts as non-trivial element of the centre of $SU(2)$ gauge group [63]. We shall return to this point shortly in the following discussions.

Having discussed the zero modes, the semiclassical dynamics for a single monopole of mass $M = 8\pi |a|/g^2$ can be described by supersymmetric quantum mechanics on its moduli space [43]. The collective coordinates Lagrangian, including the hypermultiplet zero modes, takes the form [63, 64]:

$$L_{QM} = L_X + L_\varphi + L_\xi + L_\eta. \tag{4.57}$$

Here, $L_X$ and $L_\varphi$ are the bosonic Lagrangians introduced in (3.74), where $X$ is the position of the monopole in $\mathbb{R}^3$, and $\varphi$ is the angular position; the supersymmetric counterparts of the bosonic degrees of freedom are the adjoint fermionic collective coordinates $\xi_A^A$, $\{A, \alpha\} \subset \{1, 2\}$ with the free Lagrangian introduced in (3.74). The $2N_f$ real hypermultiplet collective coordinates $\eta^i$ are encoded in the Lagrangian

$$L_\eta = \frac{1}{2} (\eta_1 \mathcal{D}_{x^0} \eta^i_1 + m_i \eta_i \eta^i_1), \tag{4.58}$$

where $\mathcal{D}_{x^0}$ is the covariant derivative with respect to the connection on the index bundle, and we have also included the complex mass term. We can now write down the long-distance form of the four-fermion correlation function:

$$G_4(y_1, y_2, y_3, y_4) = \int d\mu \prod_{A=1}^{2} \rho_1^{(LD)}(y_{2A-1}) \rho_2^{(LD)}(y_{2A}), \tag{4.59}$$

$$\int d\mu = \frac{1}{4\pi^2} \int d^3X(x^0) dx_0 d^4\xi(x^0) d^{2N_f} \eta(x^0) \mathcal{R} \exp \left( - \int_0^{2\pi R} dx_0 L_{QM} \right) \exp \left( -\frac{16\pi^2 R |a|}{g^2} + i \theta_m \right), \tag{4.60}$$

where the long-distance fermionic zero modes $\rho_{1,2}^{(LD)} A$ are as given in (4.51); as in the pure theory, the prefactor of $1/(2\pi)^3$ is the Jacobian for changing the variables from the initial measures to the four collective coordinates. The integration measure consists of bosonic collective coordinates $d^3Xd\varphi$, fermionic collective coordinates $d^4\xi$, and integration over the $2N_f$ hypermultiplet collective coordinates, denoted as $d^{2N_f} \eta(x^0)$. The one-loop ratio of determinants $\mathcal{R}$ gets contributions from non-zero mode fluctuations of both vector multiplets and fundamental hypermultiplets, and will be evaluated below. The factors involving $L_{QM}$ and $S_{\text{mon}}$ in (4.57) correspond to the monopole action after compactifying along $x^0$. 

Since the fermionic factors $\rho^{(LD)}_\alpha(y)$ from (4.51) only depend on the spatial coordinates and the fermionic zero modes, we can split the four-fermion correlation function as

$$\mathcal{G}_4 = \mathcal{G}^{\text{COM}}_4 \mathcal{Z} \mathcal{R}$$

(4.61)

where the first two factors, for the centre of mass and for all other zero modes, are given by

$$\mathcal{G}^{\text{COM}}_4(y_1, y_2, y_3, y_4) = \int \frac{d^3X(x^0) d^4\xi(x^0)}{(2\pi)^{3/2}} \prod_{A=1}^2 \rho^{(LD)}_1(y_{2A-1}) \rho^{(LD)}_2(y_{2A})$$

(4.62)

$$\exp \left(-\int_0^{2\pi R} dx^0 (L_X + L_\xi) - S_{\text{mon}}\right),$$

$$\mathcal{Z} = \int \frac{d\varphi(x^0)}{(2\pi)^{1/2}} \mathcal{Q}^{\text{QM}} \exp \left(-\int_0^{2\pi R} dx^0 (L_\varphi + L_\eta)\right).$$

(4.63)

In calculating $\mathcal{G}^{\text{COM}}_4$, we can follow the same method as in chapter 3: impose usual periodic boundary condition $\vec{X}(x^0) = \vec{X}(x^0 + 2\pi R)$ and $\xi^A_{\alpha}(x^0) = \xi^A_{\alpha}(x^0 + 2\pi R)$, then for the spatial bosonic and fermionic collective coordinate integration measures, integrating over the classical paths, which constitute the dominant contribution, we have (see chapter 3 for more details)

$$\int d^3X(x^0) d^4\xi(x^0) \exp \left(-\int_0^{2\pi R} dx^0 (L_X + L_\xi)\right) = \int d^3X d^4\xi \left(2\pi \frac{R}{M}\right),$$

(4.64)

where we have also used $\vec{X}$ and $\xi^A_{\alpha}$ in the integrations to denote the classical values of the bosonic and fermionic zero modes, respectively.

To evaluate $\mathcal{Z}$, it is convenient to recall an alternative interpretation of the four-fermion correlator $\mathcal{G}_4(y_1, y_2, y_4, y_4)$ (3.70) in the compactified theory [54, 57]. That is, we can instead work in the Hamiltonian formalism and regard it as a generalisation of the Witten index:

$$\left(\prod_{A=1}^2 \rho^A_1(y_{2A-1}) \rho^A_2(y_{2A})\right) = \text{tr} \left(\prod_{A=1}^2 \rho^A_1(y_{2A-1}) \rho^A_2(y_{2A})(-1)^F \exp (-2\pi R H_{\text{QM}} - S_{\text{mon}})\right).$$

(4.65)

Here, $H_{\text{QM}}$ is the Hamiltonian for the collective coordinates Lagrangian $L_{\text{QM}}$, the trace sums over the BPS states, which will be discussed immediately below, each contributes with the exponential suppression factor $\exp(-S_{\text{mon}})$. In particular, the interpretation above allows us to re-express the factor $\mathcal{Z}$ as

$$\mathcal{Z} = \text{tr}_i \left((-1)^F \mathbb{P}_{\gamma_\epsilon} \exp (-2\pi R (H_\varphi + H_\eta))\right)$$

(4.66)

where $\mathbb{P}_{\gamma_\epsilon}$ is a projector which depends on the electric charge of the state, and the subscript $i$ indicates summing over the representations of the flavour group. In the semiclassical quantisation of monopole quantum mechanics, the wave function of any BPS states in the one-monopole moduli space can be decomposed schematically into a tensor product $|\Psi_{\text{BPS}}\rangle = f(\vec{X}, \varphi)|\xi\rangle \otimes |\eta_i\rangle$ where $f(\vec{X}, \varphi)$ is the bosonic part, $|\xi\rangle$ comes from the superpartners, the remaining $|\eta_i\rangle$ corresponds to transformations under the flavour group $(SO(2N_f))$ in the massless case, $U(1)^N_f$ in the massive case.
4.3. SEMICLASSICAL INSTANTON CALCULATION WITH MATTER

Recall that without flavours, a $2\pi$ rotation around the $S^1$ direction in the moduli space with generator $Q$ leaves the monopole wave function invariant, i.e., $e^{2\pi i Q} = 1$. This gives rise to the whole tower of quantised electric charges $\gamma_e \in \mathbb{Z}$ [80], which we can identify with the quantised conjugate momentum: $P_{\phi} = M \dot{\phi} / |a|^2 = \gamma_e$. The corresponding Hamiltonian is $H_{\phi} = |a|^2 \gamma_e^2 / 2M$, and the trace in (4.66) means summing over the BPS dyons of the theory. In the presence of flavours, there is a key modification in the above discussion [2, 59]: now, the $2\pi$ rotation around the $S^1$ direction does not give identity, but a topologically non-trivial gauge transformation, whose eigenvalue is given by $e^{i\pi Q} = e^{i\Theta} (-1)^H$ \footnote[4]{The factor of 2 for the generator $Q$ is to ensure that the fundamental quarks have charge $\pm 1$, and $W$ bosons have charge $\pm 2$.}, where $(-1)^H$ is the centre of the gauge group $SU(2)$, and $\Theta$ is the Witten angle. If we set the electric charge $Q = \gamma_e + \Theta / \pi$ with $\gamma_e \in \mathbb{Z}$, this means that the states with odd $\gamma_e$ have odd chirality operator $(-1)^H$, and the states with even $\gamma_e$ have even $(-1)^H$. This also implies that when $m_i = 0$, $(−1)^H$ acts as an analogue of $\gamma^5$ in the $SO(2N_f)$ Clifford Algebra [59], and we can form the projection operators $\mathbb{P}_{\gamma_e} = (1 ± (-1)^H)/2$ (such as the one inserted into (4.66)) to decompose the original reducible $2N_f$-dimensional spinor representation into two irreducible $2^{N_f−1}$-dimensional representations with definite electric charge $\gamma_e$. Similar analysis can also be done for $m_i \neq 0$, which decomposes the wave functions into components carrying definite charge under each $U(1)$ of the residual $U(1)^{N_f}$ group, whose value depends on $\gamma_e$. The discussion above leads to the following result:

$$Z = \sum_{\gamma=(\gamma_e,1,\bar{s}) \in \Gamma} \Omega(\gamma,a) \exp \left( \frac{\pi R}{M} \left( \gamma_e + \frac{\Theta}{\pi} |a| + \sum_{i=1}^{N_f} s_i |m_i| \right)^2 + i \left( \gamma_e + \frac{\Theta}{\pi} \right) \theta_e + i \sum_{i=1}^{N_f} s_i \psi_i \right).$$

\hspace{1cm} (4.67)

In above, the degeneracy factor $\Omega((\gamma_e,1),a)$ comes from tracing over the factor $e^{-2\pi RH_\eta}$ over different $|\eta^i\rangle$, and it should be identified with $\Omega(\gamma,a)$ appearing in (4.44). We have also included the shift of electric charges due to the mass terms for $m_i$ and $\bar{m}_i$: this can be motivated from our earlier choice $\text{Im}(a/m_i) = 0$, and the $S^1$ rotation is now a combination of the global $U(1)$ within the gauge group $SU(2)$ and the residual flavour group $U(1)^{N_f}$. A further phase $\gamma_e \theta_e + \sum_{i=1}^{N_f} s_i \psi_i$ in the classical action appears from the surface terms. In summary, we note that this matches the corresponding sum appearing in the GMN prediction (4.44) up to replacing the bare coupling and the vacuum angle by their one-loop renormalised counterparts.

To obtain the semiclassical integration measure, it is also necessary to evaluate the one-loop ratio of determinants $\mathcal{R}$ accounting for the non-zero mode fluctuations in the monopole background. In the case of a theory with $N_f$ fundamental hypermultiplets on $\mathbb{R}^3 \times S^1$, we can decompose $\mathcal{R}$ into three components:

$$\log \mathcal{R} = \log \mathcal{R}_W + \log \mathcal{R}_q + \log \mathcal{R}_{\bar{q}}$$

(4.68)

where $\log \mathcal{R}_W$ is the $W$ boson contribution, $\log \mathcal{R}_q$ and $\log \mathcal{R}_{\bar{q}}$ are the additional contributions corresponding to hypermultiplets. In chapter 3, $\mathcal{R}_W$ was explicitly computed using Kaul’s earlier result for the density of states of the fluctuations in the monopole background [42]; we will follow similar steps to calculate $\mathcal{R}_q$ and $\mathcal{R}_{\bar{q}}$, which depend on flavour masses. Let us begin with $\mathcal{R}_{\bar{q}}$: the
computation for $R_q$ can be carried out analogously. The spatial fluctuations of the hypermultiplets can be encoded by the non-zero eigenfunctions of the fluctuation operators $\Delta_{\pm, q_i}$ (4.52) and (4.53). To further include the fluctuations along $S^1$ ($x^0 \sim x^0 + 2\pi R$), we define:

$$\mathbb{D}_{\pm, q_i} = \Delta_{\pm, q_i} + \left( \frac{\partial}{\partial x^0} \right)^2,$$

where the derivative with respect to $x^0$ corresponds to the fluctuation modes on $S^1$, and we initially set $\theta_e = \psi_i = 0$ to simplify the discussion. For $N_f$ different flavours, the one-loop factor associated with the $q_i$ fluctuations is given by the following ratio:

$$R_q = \prod_{i=1}^{N_f} \left( \frac{\text{det} \mathbb{D}_{+, q_i}}{\text{det} \mathbb{D}_{-, q_i}} \right)^{-1/2}.$$

To evaluate (4.70), we can decompose each eigenfunction of $\mathbb{D}_{\pm, q_i}$ as $\Phi_{\pm}(\vec{x}, x^0) = \phi_{\pm}(\vec{x}) f_{\pm}(x^0)$ by $S^1$ translational invariance, where $\phi_{\pm}(\vec{x})$ are eigenfunctions of $\Delta_{\pm, q_i}$ with eigenvalues $\lambda^2_{\pm}$, and $f_{\pm}(x^0)$ has the form $f_{\pm}(x^0) \sim e^{i\pi \pm x^0}$. As we discussed in chapter 3, the densities of states for the bosonic and for the fermionic eigenvalues are not equal in the monopole background [42]. This leads to non-trivial quantum corrections to the monopole mass. In our case, the operators $\mathbb{D}_{\pm, q_i}$ on $\mathbb{R}^3 \times S^1$ also inherit this subtle effect from $\Delta_{\pm, q_i}$, giving a non-trivial formula for $R_q$.

We can rewrite $R_q$ (4.70) as the following integral expression:

$$R_q = (2\pi R)^{N_f/2} \prod_{i=1}^{N_f} \exp \left( \frac{1}{2} \text{tr}_x \log \text{det}_{x^0} \mathbb{D}_{-, q_i} - \frac{1}{2} \text{tr}_x \log \text{det}_{x^0} \mathbb{D}_{+, q_i} \right)$$

$$= (2\pi R)^{N_f/2} \exp \left( \sum_{i=1}^{N_f} \int_0^{+\infty} d\lambda^2 \delta \rho_{q_i}(\lambda) \log K_{q_i}(\lambda, 2\pi R) \right),$$

where the integration kernel for $\theta_e = 0$ and $\theta_i = 0$ is given by

$$K_{q_i}(\lambda, 2\pi R) = \text{det}_{x^0} \left( \left( \frac{\partial}{\partial x^0} \right)^2 + \lambda^2 \right),$$

where we have used the identity $\log \text{det} M = \text{tr} \log M$. The quantity $\delta \rho_{q_i}(\lambda) = \rho_{+, q_i}(\lambda) - \rho_{-, q_i}(\lambda)$ is the difference between the densities of eigenvalues of the operators $\Delta_{+, q_i}$ and $\Delta_{-, q_i}$. This can be worked out using the index theorem following [42], yielding

$$d\lambda^2 \delta \rho_{q_i}(\lambda) = -\frac{|a + m_i|}{2\pi \lambda^2 \sqrt{\lambda^2 - |a + m_i|^2}} \theta(\lambda^2 - |a + m_i|^2) d\lambda^2.$$

As noted in chapter 3, the integration kernel $K_{q_i}(\lambda, 2\pi R)$ is the partition function of harmonic oscillator with frequency $\omega_i = \lambda$ at inverse temperature $\beta = 2\pi R$. $\theta_e$ and $\psi_i$, which are non-vanishing components along the compactified direction, can be minimally coupled in the operators $\mathbb{D}_{\pm, q_i}$ given in (4.69):

$$\frac{\partial}{\partial x^0} \rightarrow \frac{\partial}{\partial x^0} + \gamma_e \theta_e + \psi_i \frac{\partial}{2\pi R},$$

where

$$\gamma_e = \frac{\theta_e}{2\pi R}.$$
4.3. SEMICLASSICAL INSTANTON CALCULATION WITH MATTER

introducing a chemical potential to the harmonic oscillator and shifting its frequencies to the complex values \( \omega_i = \lambda \pm i(\theta_e + \psi_i)/2\pi R \). Summing the contributions, we find that \( K_{q^2}^2 = K_{q^+} K_{q^-} \) is determined by

\[
K_{q^q}^2(\lambda, \theta_e, 2\pi R)^{-1} = \frac{\exp(-\pi R\lambda \pm i(\theta_e + \psi_i)/2)}{1 - \exp(-2\pi R\lambda \pm i(\theta_e + \psi_i))}.
\]

(4.75)

Substituting (4.75) and (4.73) into (4.71) and setting \( \lambda = |a + m_i| \cosh t \), we re-express the one-loop factor for quarks \( R_q \) as

\[
\log R_q = \sum_{i=1}^{N_f} \left( -R|a + m_i| \text{arcosh} \frac{\Lambda_{UV}}{|a + m_i|} + \frac{1}{2} \log(2\pi R) \right)
\]

\[
- \frac{1}{2\pi} \int_0^{+\infty} \frac{dt}{\cosh t} \log \left( 1 - e^{-2\pi R|a + m_i| \cosh t + i(\theta_e + \psi_i)} \right)
\]

\[
- \frac{1}{2\pi} \int_0^{+\infty} \frac{dt}{\cosh t} \log \left( 1 - e^{-2\pi R|a + m_i| \cosh t - i(\theta_e + \psi_i)} \right)
\]

(4.76)

where we have introduced the ultraviolet cutoff \( \Lambda_{UV} \). We immediately recognise that the integral here is precisely the same as the integral in \( D_q(-i) \) (4.41) in the semiclassical expansion of the GMN equation. The terms depending on \( \Lambda_{UV} \) should be cancelled by the corresponding counter-term for the coupling constant. We can follow similar steps to evaluate \( R_q \) by changing \( m_i, \tilde{m}_i \) to \( -m_i, -\tilde{m}_i \), while for the W boson contribution \( R_W \), we can recover the result by setting \( m_i = \tilde{m}_i = 0 \) and replacing \( |a|, \theta_e \) in the operators \( D_q^\pm \) by \( 2|a|, 2\theta_e \). A further factor given as a power of \( 2\pi R \) needs to be introduced into \( \log R \) to account for the removal of zero modes in the functional determinant, as well as matching with the three-dimensional limit computed in [49] (see chapter 3 for more details).

The resulting \( R_W \) and \( R_q \) match with (4.40) and (4.42) up to \( \Lambda_{UV} \)-dependent terms, which combine with the \( \Lambda_{UV} \)-dependent term in \( R_q \) (4.76) to give the renormalised \( \tau_{\text{eff}} \) in the monopole mass.

Putting all the pieces together and summing over electric charges \( \gamma_e \) and flavour charges \( \vec{s} \), we express the large-distance behaviour of the four-fermion correlation function as

\[
G_4(y_1, y_2, y_3, y_4) = 2^{10/3} \pi R |a|^{1/2} \text{D}(\gamma_e) \left( \frac{2\pi R}{g_{\text{eff}}^2} \right)^{-1/2} \exp(-S_{\text{mon}}) \sum_{(\gamma_e, \vec{s}) \in \Gamma} \Omega(\gamma, a) \exp\left(-S_{\phi}^{(\gamma_e, \vec{s})}\right)
\]

\[
\int d^3 X e^{\alpha' \beta'} e^{\gamma' \delta'} S_F(y_1 - X)_{\alpha\beta} S_F(y_2 - X)_{\gamma\delta} S_F(y_3 - X)_{\gamma'\delta'} S_F(y_4 - X)_{\alpha'\beta'},
\]

(4.77)

where we have substituted (4.51), (4.64), and (4.76) into (4.59), and the actions \( S_{\text{mon}} \) and \( S_{\phi}^{(\gamma_e, \vec{s})} \) are given in (4.45) and (4.46). For consistency, we should also use the same renormalised \( g_{\text{eff}}^2(a) \) wherever the coupling appears. The four-fermion correlator computed here corresponds to the following four-fermion interaction vertex in the low-energy effective action:

\[
S_{4F} = \frac{2^{7/2}}{R |a|^{1/2}} \left( \frac{2\pi R}{g_{\text{eff}}^2} \right)^{7/2} \text{D}(\gamma_e) \exp(-S_{\text{mon}})
\]

\[
\sum_{(\gamma_e, \vec{s}) \in \Gamma} \Omega(\gamma, a) \exp\left(-S_{\phi}^{(\gamma_e, \vec{s})}\right) \int d^3 x \left( \bar{\psi} \cdot \gamma \right) (\lambda \cdot \bar{\lambda}),
\]

(4.78)
4.4 Interpolating to three dimensions

In this section, we demonstrate how some of the three-dimensional physical quantities can be recovered from our earlier results taking the limit $R \to 0$ and reproduce some of the results in [56, 58]. First, we focus on finding the explicit expressions for the one-loop determinants (4.40, 4.41, 4.42). Then, we use these results to find the four-fermion action.

The three-dimensional limit of $D_W(-i)$ has already been calculated in the pure theory (3.109). Here, we need to find the one-loop determinants $D_q(-i)$ and $\tilde{D}_q(-i)$ (4.20, 4.21), corresponding to quarks. We should treat massive and massless hypermultiplets separately: for each massless hypermultiplet (when $m_i = 0, \psi_i = 0$), the appropriate factors in (4.41) and (4.42) have the same form as (4.40); on the other hand, for massive hypermultiplets, setting $R|a| \to 0$ would lead to divergences in the integrals in (4.41, 4.42), and it is necessary to Poisson-resum (3.103) the expressions to obtain finite values. We decompose the one-loop factor as

$$D(-i) = D_W(-i) \prod_{i=1}^{N_f} D_{H_i}(-i),$$

where $W$ denotes the vector multiplet, $H_i$ denotes $i$-th hypermultiplet, $q_i$ and $\tilde{q}_i$ mean restricting (4.41) and (4.42) to the $i$-th term.

First, consider the one-loop factors for $W$ bosons and quarks corresponding to the massless flavours. For each massless flavour, labelled by $i$, its factor can be obtained by scaling the coefficients in the result for $W$ bosons (4.40):

$$D_W(-i) = (4\pi RM_W)^2,$$

$$D_{q_i}(-i) = D_{\tilde{q}_i}(-i) = (2\pi RM_W)^{-1/2}, \quad D_{H_i}(-i) = (2\pi RM_W)^{-1}.$$ (4.81)

Second, let us Taylor-expand the exponents in log $D_q(-i)$ and log $D_{\tilde{q}}(-i)$ corresponding to the massive flavours, ignoring all massless ones, and Poisson-resum each term of the resulting series. After this procedure, we obtain

$$\log D_q(-i) = -\frac{1}{2} \sum_{i=1}^{N_f} \sum_{n \in \mathbb{Z}} \left( \operatorname{Arsinh} \left( \frac{|a + m_i|}{2\pi R} + \frac{a}{R} \right) - \kappa_n R|a + m_i| \right)$$

$$+ \sum_{i=1}^{N_f} R|a + m_i| \left( \log \frac{|\Lambda_{UV}|}{|a + m_i| + 1} \right),$$ (4.82)
4.4. INTERPOLATING TO THREE DIMENSIONS

\[
\log \mathcal{D}_q(-i) = -\frac{1}{2} \sum_{i=1}^{N_f} \sum_{n \in \mathbb{Z}} \left( \text{Ar sinh} \left( \frac{|a - m_i|}{\theta_e - \psi_i + n \frac{\pi R}{4}} \right) - \kappa_n R|a - m_i| \right) \\
+ \sum_{i=1}^{N_f} R|a - m_i| \left( \log \frac{|A_{\text{UV}}|}{|a - m_i|} + 1 \right)
\]

(4.83)

where \( \kappa_n \) are regularisation constants; this expression is applicable only for \( \theta_e \pm \psi_i \neq 0 \), when the term with \( n = 0 \) does not diverge. We now restrict ourselves to the \text{Ar sinh} terms since the other terms, being proportional to \( R|a \pm m_i| \), vanish in three dimensions. Rewriting the inverse hyperbolic functions in terms of logarithms \(^5\) and exponentiating, we express the product of the one-loop quark factors \( \mathcal{R}_H = \mathcal{D}_q(-i)\mathcal{D}_q(-i) \) as

\[
\mathcal{R}_H = \prod_{i=1}^{N_f} \prod_{n \in \mathbb{Z}} \left( \frac{\sqrt{|a - m_i|^2 + \left( \frac{\theta_e + \psi_i + n \frac{\pi R}{4}}{2} \right)^2} - |a - m_i|}{\sqrt{|a + m_i|^2 + \left( \frac{\theta_e - \psi_i + n \frac{\pi R}{4}}{2} \right)^2} + |a + m_i|} \right)^{1/2}
\]

(4.84)

where \( n/R \) should be regarded as Kaluza–Klein momentum over the compactified \( S^1 \). Let us now take the limit \( R \to 0 \): in order to do this, one should keep \( \theta_e/2\pi R \) and \( \psi_i/2\pi R \) fixed, then all \( n \neq 0 \) terms in (4.84) yield 1. In three dimensions, there is a symmetry under which \( (\text{Re} a, \text{Im} a, \theta_e/2\pi R) \) and \( (\text{Re} m_i, \text{Im} m_i, \tilde{m}_i) \) transform as vectors (we have defined \( \psi_i = 2\pi R\tilde{m}_i \)). In particular, this allows us to exchange \( |a \pm m_i| \) and \( (\theta_e \pm \psi_i)/2\pi R \) in (4.84) and then rotate the VEV into the new vacuum for which \( |a| = 0 \); after these manipulations, (4.84) can be rewritten as

\[
\mathcal{R}_H = \prod_{i=1}^{N_f} \left( \frac{\sqrt{\left( \tilde{m}_i - \frac{M_W}{2} \right)^2 + |m_i|^2 + \tilde{m}_i - \frac{M_W}{2}}}{\left( \tilde{m}_i + \frac{M_W}{2} \right)^2 + |m_i|^2 + \tilde{m}_i + \frac{M_W}{2}} \right)^{1/2}
\]

(4.85)

This formula correctly reproduces the one-loop factor for quarks given by eq. (34) in [56] (this factor also appears in a calculation of three-dimensional superpotentials in [58]). In these notations, sending one flavour mass \( m_i \) to infinity removes the corresponding factor, i.e., reduces the number of massive flavours, \( N_f \), by 1, as expected.

Summarising the results above, the one-loop factor in three dimensions is given by the product of three components: \( \mathcal{D}_W(-i) \) (4.80) for the W bosons, \( \mathcal{D}_H_i(-i) \) (4.81) for each massless flavour labelled by \( i \), and \( \mathcal{R}_H \) (4.85) for the remaining massive flavours.

To determine which corrections (4.37) survive in the limit \( R \to 0 \), we can use dimensional analysis: the leading order of the metric in three dimensions must depend only on the effective coupling \( \epsilon_{\text{eff}} = g_{\text{eff}}/\sqrt{2\pi R} \), which is held fixed, but not on the infinitely small value of \( R \) itself since setting \( R \) to zero would cancel the correction. In chapter 3, we have shown that for one-instanton in

\(^5\) We are using the following identity: \( x = \sinh(\pm \log(\pm x + \sqrt{x^2 + 1})) \); note that the expression for \( \mathcal{D}_q(-i)\mathcal{D}_q(-i) \) is dimensionless with respect to \( R \).
three dimensions, the four-fermion correction is non-zero; this must also be the case in theories with fundamental hypermultiplets when all flavours are massive since $\mathcal{R}_H$ is of order one, and all corrections for BPS states with magnetic charge 1 are of the same order with respect to $a$ and $R$. However, the situation is different if there is a massless flavour. The overall power of $R$ in the metric depends on the perturbative coefficient $(\mathcal{D}(-i))^{k |\gamma'_m|}$. As we know, for the $W$ bosons, $\mathcal{D}_W(-i) \sim R^2$, for massive hypermultiplets, $\mathcal{R}_H \sim R^0$, and for massless hypermultiplets, $\mathcal{D}_H(-i) \sim R^{-1}$. Note that adding massive flavours does not change the order with respect to $R$; this is in agreement with the fact that massive flavours do not affect the number of zero modes. From the case of only massive flavours, it follows that the perturbative factor must behave as $(\mathcal{D}(-i))^{k |\gamma'_m|} \sim R^2$ in order to yield a non-zero correction. Denoting the number of massless flavours $N_f^{(0)}$, we can conclude that this requirement leads to

$$2 - N_f^{(0)} k |\gamma'_m| = 2.$$  

This equality can be satisfied only in three cases:

$$|\gamma'_m| = 1, \quad k = 1, \quad N_f^{(0)} = 0.$$  

$$|\gamma'_m| = 1, \quad k = 2, \quad N_f^{(0)} = 1.$$  

$$|\gamma'_m| = 2, \quad k = 1, \quad N_f^{(0)} = 1.$$  

The first case corresponds to one-instanton corrections (4.43), the other two correspond to two-instanton corrections (4.47), where the last condition can hold only for $N_f = 3$ and $N_f = 4$; no higher-order corrections exist in three dimensions.

### 4.4.1 One-instanton corrections

Let us Poisson-resum the metric component $g_{\bar{a}a}^{\text{inst}}$ (4.43) over the electric charges $\gamma'_e$: in the present case, to get the exact formula, even and odd electric charges need to be resummed separately as the associated flavour charges are different. The sum of the two resulting series yields the one-instanton metric:
After taking the limit $2\pi R \to 0$, the only $M(n)$ that does not diverge has $n = 0$, therefore, only the $n = 0$ terms survive in the summation. Furthermore, as $\theta_e/2\pi R$ and $\tilde{m}_i$ are also kept fixed, $2\pi R F_i(0)$ becomes negligible. We keep the combination $1/e^2_{\text{eff}} = 2\pi R/g^2_{\text{eff}}$ fixed, and the mass of the $W$ boson is $M_W = 2M(0)$. It has been established that the one-instanton metric is non-zero when all flavours are massive, hence, the perturbative factor is

$$D(-i) = (4\pi R M_W)^2 R_H.$$  (4.94)

Collecting all factors together and applying the three-dimensional $SU(2)_N$ symmetry, we find that the Poisson-resummed metric (4.90) leads to the following four-fermion vertex in the effective Lagrangian in three dimensions:

$$S_{4F} = \frac{2^{11} \pi^3 M_W R_H \Omega(1)}{e^8_{\text{eff}}} \exp \left( -\frac{4\pi}{e^2_{\text{eff}}} M_W + i\theta_m \right) \int d^3 x \left( \bar{\psi} \cdot \lambda \right) \left( \lambda \cdot \bar{\lambda} \right) \left( \psi \cdot \bar{\psi} \right)$$  (4.95)

where $\Omega(1)$ is the multiplicity of dyons with charge $(\gamma_e,1)$ over all flavour charges. For $N_f < 4$, $\Omega(1)$ appears in the wall-crossing formulae (2.44, 2.45, 2.46); for $N_f = 4$, $\Omega(1) = 8$ as all dyons with magnetic charge 1 transform under $8_s$ or $8_c$ representations of the flavour group; for any $N_f$, the multiplicity can be expressed as

$$\Omega(1) = 2^{N_f - 1},$$  (4.96)

which is the number of dimensions of the irreducible representation of the $SO(2N_f)$ Clifford Algebra. This, after rescaling the gauge coupling and electric charges, matches with the semiclassical result for the four-fermion vertex [56, 49].

### 4.4.2 Two-instanton corrections

To calculate the two-instanton corrections, which are present only if exactly one flavour is massless, we need to resum the metric with $k\gamma'_m = 2$ (4.47) in the same manner. From the very beginning, we restrict our attention to the terms surviving in the limit $R \to 0$: at the leading order, flavour charges are irrelevant because the dominant correction to the monopole mass is given by the infinite tower of electric charges with $\gamma'_e \in \mathbb{Z}$; however, the number of states for each pair of $\gamma'_e$ and $\gamma'_m$ affects the overall factor.

We need to consider corrections coming from dyons with magnetic charge $\gamma'_m = 1$ and winding number $k = 2$ and from dyons with magnetic charge $\gamma'_m = 2$ and winding number $k = 1$ in (4.47). The latter case applies only to the theories with $N_f = 3$ and $N_f = 4$. All such corrections are proportional to $(D(-i))^2$. The perturbative factor $D(-i)$ in theories with one massless flavour, which we denote as $H_0$, is

$$D(-i) = D_W(-i) D_H(-i) R_H = 8\pi R M_W R_H.$$  (4.97)

This factor behaves as $\sim R$ rather than as $\sim R^2$ (as was the case for massive flavours), and the overall coefficient behaves as $(D(-i))^2 \sim R^2$. 
We can Poisson-resum the metric repeating the steps in our one-instanton computation: to get the \( \gamma'_m = 1 \) contributions, all central charges in the one-instanton formulae need to be multiplied by 2; to get the \( \gamma'_m = 2 \) contributions, all magnetic charges (or, equivalently, \( 1/g^2_{\text{eff}} \)) need to be multiplied by 2; in addition, both expressions are proportional to the multiplicity of dyons with magnetic charge \( \gamma'_m \). After these modifications in \((4.90)\), we obtain the two-instanton metric in three dimensions:

\[
g^{\text{inst}(2)}_{\alpha\bar{\alpha}} = \frac{4\pi}{g^4_{\text{eff}}} \frac{(D(-i))^2(\Omega(1) + 8\Omega(2))}{|a|} \exp(-2S_{\text{mon}} + 2i\theta_m) \tag{4.98}
\]

where \( \Omega(2) \) is the average between degeneracies of dyons with charges \((2p, 2)\) and \((2p + 1, 2)\), \( \Omega(1) \) has been defined and calculated above \((4.96)\). In the case of \( N_f = 4 \), BPS states with charges \((2p, 2)\) have multiplicity \(-2\) (they transform as \( W \) bosons), BPS states with charges \((2p + 1, 2)\) have multiplicity 8 (they transform as \( 8_{\nu} \)); for \( N_f < 4 \), these multiplicities can be read off from the wall-crossing formulae \((2.44, 2.45, 2.46)\); summing up, we get

\[
\begin{align*}
\Omega(2) &= 0, & N_f < 3, \\
\Omega(2) &= \frac{1}{2}, & N_f = 3, \\
\Omega(2) &= 3, & N_f = 4.
\end{align*}
\tag{4.99}
\]

Combining all corrections and expanding the one-loop factor, we see that the four-fermion vertex for two-instantons is

\[
S^{(k=2)}_{4F} = \frac{2^{12}x^3 M_W R^2_H}{\epsilon^8_{\text{eff}}} \frac{(\Omega(1) + 8\Omega(2))}{\epsilon^8_{\text{eff}}} \exp(-2S_{\text{mon}} + 2i\theta_m) \int d^3x \left( \bar{\psi} \gamma \cdot \lambda \right) \left( \bar{\psi} \gamma \cdot \lambda \right). \tag{4.100}
\]

This formula reproduces the semiclassical result in eq. \((45, 46)\) of [56] up to a numerical coefficient. This discrepancy requires further investigation.

### 4.4.3 Brane configuration

It is possible to understand the form of many of the previous field theory results in an elegant way in terms of Hanany–Witten brane configurations [60] (figure 4.1). In order to make the discussion more transparent, we will work in terms of a T-dual picture, in which instead of a four-dimensional theory compactified on a circle, we have a three-dimensional field theory localised in a compact transverse direction. Consider IIB theory in the presence of two D3 branes with world volume coordinates \( x^0, x^1, x^2, x^6 \) suspended between two NS5 branes with world volume coordinates \( x^0, x^1, x^2, x^3, x^4, x^5 \) and located \( L_6 \) apart in the \( x^6 \) direction. Additional \( N_f \) D5 branes with world volume coordinates \( x^0, x^1, x^2, x^7, x^8, x^9 \) provide the flavours. The Coulomb branch of the gauge theory in the \( x^0, x^1, x^2 \) directions is realised when the D3 branes are split along \( x^3, x^4, x^5 \) with separation \( \Delta x^3 \). We take \( x^3 \) to be the compact direction in which we have T-dualised our original four-dimensional theory; it has dual radius \( \tilde{R} = 1/R \) where \( R \) is the compactification radius of the original four-dimensional theory.
4.4. INTERPOLATING TO THREE DIMENSIONS

The open string stretching between the D3 brane at $\vec{x}$ and the additional D5 brane sitting at $\vec{m}_i$, where $\vec{x}$ and $\vec{m}_i$ are their respective positions in the $x^3, x^4, x^5$ directions, gives fundamental quark of mass $|\vec{x} - \vec{m}_i|$. Again, due to the compactification in $x^3$, it is necessary to periodically identify

$$x^3 - m_i^3 \sim x^3 - m_i^3 + \frac{2\pi n}{R}$$

and sum over the copies. Combining with the mass of the $W$ boson, $|\Delta \vec{x}(n)|$, and using appropriate weights for different representations, they explain the form of the perturbatively corrected gauge coupling (4.31), which can alternatively be obtained from explicit one-loop computation [78, 49, 56].

Instanton corrections to the Coulomb branch metric come from Euclidean D1 strings stretching between D3 and NS5 branes whose world volume is bounded between the intervals $\Delta \vec{x}$ in $x^3, x^4, x^5$ and $L_6$ in $x^6$ [58, 60, 61]. The D1 DBI action is given by the tension of the D1:

$$S_{D1} \simeq -\frac{L_6 \|\Delta \vec{x}(n)\|}{g_s}$$

where $\|\Delta \vec{x}(n)\|$ is the norm of the vector $(\Delta x^3 + 2\pi n R = \Delta x^3 + 2\pi n/R, \Delta x_4, \Delta x_5)$. Due to the periodicity in $x^3$, we need to sum over all multiply wound D1 branes with winding number given by $n \in \mathbb{Z}$. Using the expression

$$\frac{8\pi}{\epsilon_{\text{eff}}} = \frac{L_6}{g_s}$$

for the gauge coupling, we see that $S_{D1}$ coincides with the real part of the twisted monopole action in (4.90). To account for the phase $i\theta_m$ in (4.90), we recall that the D1 action also receives a boundary contribution since D1 branes are charged magnetically under the D3 gauge fields. This was made explicit in [58], where the dual photon was identified with the $x^6$ component of the magnetic gauge potential $A_{D6}$. Integrating over the boundary of D1 branes, we obtain the desired phase.
Chapter 5

Moduli space in higher-rank gauge theories

This chapter is based on [98].

In chapter 1, we have demonstrated that $\mathcal{N} = 2$ supersymmetric theories with gauge group of higher rank (i.e., those with Cartan subalgebra of rank higher than 1) have walls of marginal stability extending into the weak-coupling region. The spectrum of composite dyons changes as the vacuum expectation value crosses these walls (whereas the $W$ bosons and simple dyons exist everywhere in the weak-coupling region). This feature allows us to study the moduli space and decay processes at these walls explicitly using semiclassical methods. We focus on theories with gauge group $SU(n)$ where $n > 2$, for which we have shown in chapter 2 that the Kontsevich–Soibelman wall-crossing formula agrees with the weak-coupling BPS spectrum and its jumps across the walls; the general formula is given by (2.72), and the jumps are governed by (2.70). The hyper-Kähler moduli space metric in $\mathbb{R}^3 \times S^1$ can be obtained by introducing the BPS spectrum from (2.72) into the Gaiotto–Moore–Netitzke solution (2.33); the resulting metric must remain continuous everywhere in the moduli space by construction.

As before, the dyons of the original four-dimensional theory give rise to multi-instantons in the compactified theory. We expand the integral equations (2.33): in addition to the single-instanton corrections to the moduli space metric, we also extract the two-instanton mixing terms, ignoring higher-order corrections, and demonstrate smoothness of the resulting metric at the walls of marginal stability via a direct calculation. More specifically, requiring that the two-instanton metric is continuous is equivalent to imposing a constraint on the degeneracies of composite dyons. This constraint is satisfied by the pentagon formulae (2.70). Then, we compare the predicted one-instanton contribution with the result of an explicit field theory calculation. The main challenge here is to evaluate the non-cancelling ratio of functional determinants [49] arising from fluctuations around the instanton background, which is a complicated function of the compactification radius. We express this contribution in closed form and find a precise match with the prediction from the expansion of the integral equations.
Finally, after performing the Poisson resummation, we continue our results to zero radius and make contact with an earlier semiclassical computation in the three-dimensional theory [79]. The latter results also provide a direct check of the smoothness of the metric in three dimensions.

5.1 Semiclassical expansion of the moduli space metric

Let us consider the $\mathcal{N} = 2$ supersymmetric theory with any gauge group compactified on $\mathbb{R}^3 \times S^1$, where $R$ is the radius of $S^1$. As discussed in chapter 2, it was conjectured that the hyper-Kähler metric of the moduli space of compactified theory is determined by a set of integral equations. In the case of gauge group of rank $r$ (for gauge group $SU(n)$, $r = n - 1$), the Gaiotto–Moore–Nekitzke solution for Darboux coordinates (2.33) is given by a set of $2r$ integral equations:

$$
X^I_\gamma(\zeta) = X^{Isf}_\gamma(\zeta) \exp \left( -\frac{1}{2\pi i} \sum_{\gamma' \in \Gamma(\vec{a})} c^I_{\gamma'}(\gamma') \mathcal{I}_{\gamma'}(\zeta) \right), \quad c^I_{\gamma'}(\gamma') = -\Omega(\gamma', \vec{a}) \gamma^I_{m'},
$$

(5.1)

$$
X^m_{mI}(\zeta) = X^{mI}_{mI}(\zeta) \exp \left( -\frac{1}{2\pi i} \sum_{\gamma' \in \Gamma(\vec{a})} c_m^I(\gamma') \mathcal{I}_{\gamma'}(\zeta) \right), \quad c_m^I(\gamma') = \Omega(\gamma', \vec{a}) \gamma^I_{eI},
$$

(5.2)

where the integrals, which give rise to BPS corrections, are

$$
\mathcal{I}_{\gamma'}(\zeta) = \int_{\mathcal{I}_{\gamma'}} \frac{d\zeta'}{\zeta'} \frac{1}{\zeta' - \zeta} \log \left( 1 - \sigma(\gamma') \mathcal{X}_{\gamma'}(\zeta') \right).
$$

(5.3)

Using these equations, we shall perform semiclassical expansion of the metric in the $SU(n)$ theory at weak coupling: taking the limit $g_{\text{eff}} \to 0$, we approximate the solution by performing iterations using $X^{Isf}_{\gamma'}(\zeta')$ as the initial approximation for $X_{\gamma'}(\zeta')$. In addition to the one-instanton corrections to the moduli space metric, we shall also extract the two-instanton mixing terms and demonstrate smoothness of the moduli space metric at the walls of marginal stability. These results will then be compared with calculations based on first principles. We will approximate the corrected symplectic form as

$$
\omega(\zeta) \approx \omega^{sf}(\zeta) + \omega^P(\zeta) + \omega^{NP}(\zeta)
$$

(5.4)

where $\omega^P(\zeta)$ denotes perturbative corrections, corresponding to $W$ bosons, $\omega^{NP}(\zeta)$ denotes non-perturbative corrections, corresponding to dyons.

5.1.1 Perturbative corrections

Analogously to the approximation used in chapter 3, our first step is to find the perturbative contributions to the Darboux coordinates: we decompose the perturbatively corrected coordinates as

$$
X^{(0)}_{\gamma}(\zeta) = X^{sf}_{\gamma}(\zeta) \mathcal{D}_{\gamma}(\zeta)
$$

(5.5)

where $\mathcal{D}_{\gamma}(\zeta)$ will be related to the one-loop determinants in the semiclassical calculation. The electric components remain unchanged:

$$
X^{(0)}_{(\gamma_e, \vec{a})}(\zeta) = X^{sf}_{(\gamma_e, \vec{a})}(\zeta) \mathcal{D}_{(\gamma_e, \vec{a})}(\zeta) = X^{sf}_{(\gamma_e, \vec{a})}(\zeta), \quad \forall \gamma_e,
$$

(5.6)
whereas the magnetic components receive corrections:

\[ \mathcal{X}_{A(\bar{A},\bar{a})}^{(\bar{m})}(\zeta) = \mathcal{X}_{A(\bar{A},\bar{a})}^{\text{sf}}(\zeta) \mathcal{D}_{A(\bar{A},\bar{a})}^{(\bar{m})}(\zeta), \quad \forall \bar{m}, \]  

(5.7)  

\[
\log \mathcal{D}_{A(\bar{A},\bar{a})}^{(\bar{m})}(\zeta) = \frac{1}{\pi i} \sum_{\bar{A} \in \Phi_+} \bar{\gamma}_{m} \bar{\alpha}_{A} \left( \int_{l_{(\bar{A},\bar{a})}} \frac{d\zeta'}{\zeta' - \zeta} \log \left( 1 - \mathcal{X}_{(\bar{A},\bar{a})}^{\text{sf}}(\zeta') \right) \right) 
- \int_{l_{(-\bar{A},\bar{a})}} \frac{d\zeta'}{\zeta' - \zeta} \log \left( 1 - 1/\mathcal{X}_{(\bar{A},\bar{a})}^{\text{sf}}(\zeta') \right) \right), 
\]  

(5.8)  

where \( l_{(\pm \bar{A},\bar{a})} \) means integrating from zero to infinity along the BPS ray \( \bar{A}\bar{a} \leftrightarrow \zeta' \in \mathbb{R}_+ \) in the \( \zeta' \) plane. The semiflat Darboux coordinate for electric charges is given by

\[ \mathcal{X}_{(\bar{A},\bar{a})}^{\text{sf}}(\zeta) = \exp \left( \pi R \bar{\alpha}_{A} \bar{\theta}_{e} + \pi R \bar{\alpha}_{\bar{a}} \bar{\zeta} \right). \]  

(5.9)  

Rotating the contours of integration via introducing \( y = -\zeta'/\exp(i\phi_{WA}) \) where \( \phi_{WA} = \arg(\bar{A}\bar{a}) \) in the first term and \( 1/y = -\zeta'/\exp(-i\phi_{WA}) \) in the second term, we rewrite (5.8) as

\[
\log \mathcal{D}_{A(\bar{A},\bar{a})}^{(\bar{m})}(\zeta) = \frac{1}{\pi i} \sum_{\bar{A} \in \Phi_+} \bar{\gamma}_{m} \bar{\alpha}_{A} \int_{0}^{+\infty} dy \left( \frac{y - \zeta e^{-i\phi_{WA}}}{y + \zeta e^{-i\phi_{WA}}} \log \left( 1 - e^{-\pi R \bar{A}\bar{a}(y+1/y)+i\bar{A}\bar{a}\theta_e} \right) \right) 
- \frac{y - \zeta^{-1}e^{i\phi_{WA}}}{y + \zeta^{-1}e^{i\phi_{WA}}} \log \left( 1 - e^{-\pi R \bar{A}\bar{a}(y+1/y)-i\bar{A}\bar{a}\theta_e} \right) \right), \]  

(5.10)  

The expression is real if and only if \(|\zeta| = 1\). Expanding the corrected magnetic Darboux coordinates, we can extract the perturbative corrections:

\[
\omega^{P}(\zeta) = -\frac{1}{4\pi^2 R} \sum_{I=1}^{r} d\log \mathcal{X}_{e}^{I}\mathcal{D}_{E_{I}}(\zeta) \]  

(5.11)  

where \( E_{I} \) is defined as a unit vector along the \( I \)-th direction. It is straightforward to modify the \( SU(2) \) calculations to find the explicit formula for the perturbative corrections:

\[
\omega^{P}(\zeta) = -\frac{1}{4\pi^2 R} \sum_{I=1}^{r} \sum_{\bar{A} \in \Phi_+} d \left( \pi R \zeta^{-1} a^{I} + i\theta_{e}^{I} + \pi R \zeta \bar{a}^{I} \right) 
\wedge (2\pi i A_{I,\bar{A}}^{P}(\bar{a},\bar{a}) + \pi i V_{IJ,\bar{A}}^{P}(\bar{a},\bar{a}) \left( \zeta^{-1} d a^{J} - \zeta \bar{a}^{J} \right) \right) \]  

(5.12)  

where the potentials \( A_{I}^{P} = \sum_{\bar{A} \in \Phi_+} A_{I,\bar{A}}^{P} \) and \( V_{IJ}^{P} = \sum_{\bar{A} \in \Phi_+} V_{IJ,\bar{A}}^{P} \) are given as

\[
A_{I,\bar{A}}^{P} = \frac{R}{\pi} (\bar{A}\bar{E}_{I}) \sum_{k \neq 0} |\bar{A}\bar{E}_{I}| e^{i\kappa \bar{A}\bar{a}} K_{1}(2\pi R |k\bar{A}\bar{a}|) \left( \frac{d(\bar{A}\bar{a})}{\bar{A}\bar{a}} - \frac{d(\bar{A}\bar{a})}{\bar{A}\bar{a}} \right), \]  

(5.13)  

\[
V_{IJ,\bar{A}}^{P} = -\frac{2R}{\pi} (\bar{A}\bar{E}_{J})(\bar{A}\bar{E}_{I}) \sum_{k \neq 0} e^{i\kappa \bar{A}\bar{a}} K_{0}(2\pi R |k\bar{A}\bar{a}|). \]  

(5.14)  

The resulting shift of the effective complex coupling receives contributions from all massive bosons, counted by subscript \( A \) (for \( SU(n) \), \( 1 \leq A \leq n(n-1)/2 \)).
The corrections can be rewritten in another form using the Gibbons–Hawking ansatz for generic gauge group [6]:

\[
g = (V^{-1}(\vec{x}))^{IJ} \left( \frac{d\theta_{mJ}}{2\pi} + A_I(\vec{x}) \right) \left( \frac{d\theta_{mJ}}{2\pi} + A_J(\vec{x}) \right) + V_{IJ}(\vec{x}) d\vec{x}^I d\vec{x}^J, \tag{5.15}
\]

where each component of these potentials is defined as in (3.36).

### 5.1.2 Non-perturbative corrections and smoothness of the metric

The non-perturbative corrections to the metric are given by the following iterative expansion of the integral equation:

\[
\delta \log \mathcal{X}^{(n)}(\zeta) = -\frac{1}{2\pi i} \sum_{\gamma' \in \Gamma(\vec{a})} \Omega(\gamma', \vec{a}) \langle \gamma, \gamma' \rangle \int_{I_{\gamma'}} \frac{d\zeta'}{\zeta' - \zeta} \log \left( 1 - \sigma(\gamma) \mathcal{X}^{(n-1)}(\zeta') \right),
\]

\[
\mathcal{X}^{(n)}(\zeta) = \mathcal{X}^{sf}_{\gamma} \exp \left( \delta \log \mathcal{X}^{(n)}(\zeta) \right) \tag{5.16}
\]

with \( n = -1 \) meaning the semiflat values (\( \mathcal{X}^{(0)}(\zeta) \) has already been derived above). To be consistent, one need to show that for each iteration, the associated correction to the moduli space metric is much smaller than for all previous iterations. Indeed, if \( \gamma' \) is a dyon, the integration in (5.16) creates an extra exponentially suppressed term (this can be seen by expanding the logarithm in a Taylor series and taking the limit \( g_{\text{eff}} \to 0 \) and will be demonstrated explicitly for \( n = 1 \) and \( n = 2 \)); if \( \gamma' \) is a \( W \) boson, the correction can be obtained by substituting \( \mathcal{X}^{sf}_{(\vec{a}, \vec{0})} \) in (5.8) with \( \mathcal{X}^{(n-1)}_{(\vec{a}, \vec{0})} \), where the latter Darboux coordinate is equal to its semiflat value corrected by exponentially suppressed terms coming from the dyons, leading to an extra small correction to (5.11). This iterative process will be used below to find the contributions from one and two dyons, i.e., we will consider \( n \in \{0, 1, 2\} \). For our purposes, we can ignore the mixing terms between \( W \) bosons and dyons since they are smaller than the one-instanton corrections (because (5.11) is smaller than the semiflat metric) and are manifestly continuous in the two-instanton approximation (because all terms involving both \( W \) bosons and composite dyons produce corrections smaller than the two-instanton corrections). In other words, having found \( \mathcal{X}^{(0)}_{\gamma} \), which is corrected by the \( W \) bosons, instead of the full spectrum \( \Gamma(\vec{a}) \), we will consider only the dyons, denoted collectively as \( \bar{\Gamma}(\vec{a}) \). Then, the superscript \( n \) in \( \mathcal{X}^{(n)}_{\gamma}(\zeta) \) should be understood as keeping up to \( n \)-instanton terms in the series expansion. Of course, the smoothness property of \( \mathcal{X}_{\gamma}(\zeta) \) is built in by construction [6], our expansion merely makes this explicit and suitable for the semiclassical instanton checks.

Using (5.16), we can write out the explicit expression for \( \mathcal{X}^{(1)}_{\gamma'}(\zeta') \):

\[
\mathcal{X}^{(1)}_{\gamma'}(\zeta') = \mathcal{X}^{(0)}_{\gamma'}(\zeta') \exp \left( \frac{1}{2\pi i} \sum_{\gamma'' \in \bar{\Gamma}(\vec{a})} \Omega(\gamma'', \vec{a}) \langle \gamma', \gamma'' \rangle \int_{I_{\gamma''}} \frac{d\zeta''}{\zeta'' - \zeta'} \sum_{l=1}^{+\infty} \frac{1}{l} \left( \sigma(\gamma'') \mathcal{X}^{(0)}_{\gamma''}(\zeta'') \right)^l \right). 
\]

\[
(5.17)
\]
5.1. SEMICLASSICAL EXPANSION OF THE MODULI SPACE METRIC

In our two-instanton calculation, it is sufficient to set \( l = 1 \). Furthermore, since \(|\delta \log \mathcal{X}_\gamma^{(1)}(\zeta')|\) is small, we make the following approximation:

\[
\mathcal{X}_\gamma^{(1)}(\zeta') \approx \mathcal{X}_\gamma^{(0)}(\zeta') \left( 1 + \delta \log \mathcal{X}_\gamma^{(1)}(\zeta') \right),
\]

where we are only keeping up to two-instanton terms in the expansion. Higher order terms in the \( \exp(\delta \log \mathcal{X}_\gamma^{(1)}(\zeta')) \) expansion will contribute as \( n > 2 \) instanton terms.

The non-perturbative corrections to the symplectic form include terms corresponding to one dyon and two dyons (distinguished by an upper index):

\[
\omega^{\text{NP}}(\zeta) \approx \omega^{\text{NP}(1)}(\zeta) + \omega^{\text{NP}(2)}(\zeta) + \omega^{\text{NP}(2)}(\zeta),
\]

where the first two terms and the last term are

\[
\omega^{\text{NP}(1)}(\zeta) + \omega^{\text{NP}(2)}(\zeta) = -\frac{1}{4\pi^2 R} \sum_{l=1}^r \left( \int_{L_I} d\zeta' \zeta' + \Omega(\gamma', \bar{a}) \right) \frac{1}{2\pi i} \int_{L_I} d\zeta' \zeta' - \zeta \left( \sum_{k=1}^{\infty} \left( \sigma(\gamma') \mathcal{X}^{(1)}_{\gamma'}(\zeta') \right)^k \right) \mathcal{X}_{\gamma'}^{(1)}(\zeta') \mathcal{X}_{\gamma'}^{(1)}(\zeta').
\]

This expression implicitly contains \((1 + \delta \log \mathcal{X}_\gamma^{(1)}(\zeta'))\) in \( \mathcal{X}_\gamma^{(1)}(\zeta') \) (5.18): substituting 1, we obtain \( \omega^{\text{NP}(1)}(\zeta) \); substituting the exponentially suppressed expression \( \delta \log \mathcal{X}_\gamma^{(1)}(\zeta') \), we obtain \( \omega^{\text{NP}(2)}(\zeta) \). Generally speaking, the spectrum \( \Gamma(\bar{a}) \) here consists of both simple and composite dyons; \( k \) is the winding number of the dyon world line over the compactified \( S^1 \). In order to check that the sum of one- and two-instanton terms is continuous, we need to consider only the singly wound states, i.e., the terms with \( k = 1 \). To the leading order, \( \omega^{\text{NP}(1)}(\zeta) \) is a series of terms proportional to the instanton suppression factor \( \exp (-2\pi kR|Z_{\gamma'}| + ik\theta_{\gamma'}) \):

\[
\omega^{\text{NP}(1)}(\zeta) = -\frac{1}{4\pi^2 R} \frac{1}{2\pi i} \sum_{\gamma' \in \Gamma(\bar{a})} \Omega(\gamma', \bar{a}) \frac{1}{2\pi i} \int_{L_I} d\zeta' \zeta' + \zeta \left( \sum_{k=1}^{\infty} \left( \sigma(\gamma') \mathcal{X}^{(0)}_{\gamma'}(\zeta') \right)^k \right) \mathcal{X}_{\gamma'}^{(0)}(\zeta').
\]
The two-instanton correction $\omega^{\text{NP}(2)}(\zeta)$ in (5.22) contains integrating along two different BPS rays:

$$\omega^{\text{NP}(2)}(\zeta) = -\frac{1}{4\pi^2 R} \left( \frac{1}{2\pi i} \right)^2 \sum_{(\gamma',\gamma'') \in \Gamma(\tilde{a})} \Omega(\gamma', \tilde{a}) \Omega(\gamma'', \tilde{a}) \sigma(\gamma') \sigma(\gamma'') \gamma' \gamma'' \int_{l_{\gamma'}} d\zeta' \zeta' + \zeta \int_{l_{\gamma''}} d\zeta'' \zeta'' + \zeta' \left( \mathcal{X}_{\gamma'}^{(0)}(\zeta') d\mathcal{X}_{\gamma'}^{(0)}(\zeta') + \mathcal{X}_{\gamma''}^{(0)}(\zeta'') d\mathcal{X}_{\gamma''}^{(0)}(\zeta'') \right).$$

(5.24)

For later convenience, we decompose (5.23) and (5.24) as

$$\omega^{\text{NP}(1)}(\zeta) = \sum_{\gamma' \in \Gamma(\tilde{a})} \omega^{\text{NP}(1)}_{\gamma'}(\zeta), \quad \omega^{\text{NP}(2)}(\zeta) = \sum_{\{\gamma', \gamma''\} \subset \Gamma(\tilde{a})} \omega^{\text{NP}(2)}_{\gamma', \gamma''}(\zeta).$$

(5.25)

For the continuous terms in (5.19), the expression can be expanded as

$$\omega^{\text{NP}(2)}(\zeta) = \frac{1}{4\pi^2 R} \left( \frac{1}{2\pi i} \right)^2 \sum_{\{\gamma', \gamma''\} \subset \Gamma(\tilde{a})} \Omega(\gamma', \tilde{a}) \Omega(\gamma'', \tilde{a}) \sigma(\gamma') \sigma(\gamma'') \gamma' \gamma'' \int_{l_{\gamma'}} d\zeta' \zeta' + \zeta \int_{l_{\gamma''}} d\zeta'' \zeta'' + \zeta' \left( \mathcal{X}_{\gamma'}^{(0)}(\zeta') d\mathcal{X}_{\gamma'}^{(0)}(\zeta') + \mathcal{X}_{\gamma''}^{(0)}(\zeta'') d\mathcal{X}_{\gamma''}^{(0)}(\zeta'') \right).$$

(5.26)

We need to find out how (5.24) changes at the wall, when $l_{\gamma''}$ goes through $l_{\gamma'}$ clockwise. First of all, at the wall, $Z_{\gamma'}/Z_{\gamma''} \in \mathbb{R}_+$, and there is a singularity at $\zeta'' = \zeta'$, so that (5.24) diverges. The only components that jump are $\omega^{\text{NP}(2)}_{\gamma', \gamma''}$ and $\omega^{\text{NP}(2)}_{\gamma'' \gamma'}$. Let us restrict our attention to $\omega^{\text{NP}(2)}_{\gamma', \gamma''}$. When we cross the wall, the contour $l_{\gamma''}$ passes through the singularity. The jump of the second (internal) integral in (5.24) is given by the residue at $\zeta'' = \zeta'$:

$$\frac{1}{2\pi i} \left( \lim_{\zeta'' \to \zeta' -} - \lim_{\zeta'' \to \zeta' +} \right) \left( \int_{l_{\gamma''}} d\zeta'' \zeta'' + \zeta' \int_{l_{\gamma'}} d\zeta' \zeta' + \zeta' \left( \mathcal{X}_{\gamma'}^{(0)}(\zeta') d\mathcal{X}_{\gamma'}^{(0)}(\zeta') + \mathcal{X}_{\gamma''}^{(0)}(\zeta'') d\mathcal{X}_{\gamma''}^{(0)}(\zeta'') \right) \right) = \text{res}_{\zeta'' = \zeta'} \left( \mathcal{X}_{\gamma'}^{(0)}(\zeta') d\mathcal{X}_{\gamma'}^{(0)}(\zeta') + \mathcal{X}_{\gamma''}^{(0)}(\zeta'') d\mathcal{X}_{\gamma''}^{(0)}(\zeta'') \right) = 2 d\mathcal{X}_{\gamma'+\gamma''}'(\zeta').$$

(5.27)

The jump of $\omega^{\text{NP}(2)}_{\gamma'' \gamma'}$ is the same as the jump of $\omega^{\text{NP}(2)}_{\gamma', \gamma''}$ (symplectic product and contour orientation both give an extra minus factor).

In particular, suppose that we cross the wall where a dyon with charge $\gamma_1 + \gamma_2$ changes its multiplicity by $\Delta \Omega(\gamma_1 + \gamma_2, \tilde{a})$. To ensure smoothness of the metric, one needs to make sure that

$$\left( \lim_{\zeta' \to \zeta_1 +} - \lim_{\zeta' \to \zeta_1 -} \right) \left( \omega^{\text{NP}(1)}_{\gamma_1 + \gamma_2}(\zeta') + \omega^{\text{NP}(2)}_{\gamma_1 + \gamma_2}(\zeta') + \omega^{\text{NP}(2)}_{\gamma_2 + \gamma_1}(\zeta') \right) = 0.$$

(5.28)

This condition imposes a constraint on multiplicities on both sides of the wall. After finding this constraint, we will see that it is indeed satisfied by the pentagon wall-crossing formulae.
5.1. SEMICLASSICAL EXPANSION OF THE MODULI SPACE METRIC

Let us calculate the jumps of $\omega_{NP}^{(2)}(\gamma')$ and $\omega_{NP}^{(2)}(\gamma'')$ when the VEV crosses the wall. In order to employ our results in (5.24) and (5.27), we need to set $\gamma' = \gamma_1$ and $\gamma'' = \gamma_2$. Using the fact that at the wall, $l_{\gamma_1}$, $l_{\gamma_2}$, and $l_{\gamma_1+\gamma_2}$ coincide, we see that the jump of $\omega_{NP}^{(1)}(\xi)$ can be written as

$$
\left( \lim_{\arg Z_{\gamma_1} \to 0^-} - \lim_{\arg Z_{\gamma_1} \to 0^+} \right) \left( \omega_{NP}^{(1)}(\gamma_1, \gamma_2) - \omega_{NP}^{(1)}(\gamma_2, \gamma_1) \right) = -\Omega(\gamma_1, \bar{a}) \Omega(\gamma_2, \bar{a}) \sigma(\gamma_1) \sigma(\gamma_2) 2 \langle \gamma_1, \gamma_2 \rangle
$$

(5.29)

The increment of $\omega_{NP}^{(1)}(\xi)$ across the wall can be easily seen from (5.23) setting $\gamma' = \gamma_1 + \gamma_2$:

$$
\left( \lim_{\arg Z_{\gamma_1} \to 0^-} - \lim_{\arg Z_{\gamma_1} \to 0^+} \right) \omega_{NP}^{(1)}(\gamma_1 + \gamma_2) = -\Delta \Omega(\gamma_1 + \gamma_2, \bar{a}) \sigma(\gamma_1 + \gamma_2)
$$

(5.30)

Using the relation between two quadratic refinements,

$$
\sigma(\gamma_1) \sigma(\gamma_2) = (-1)^{2(\gamma_1, \gamma_2)} \sigma(\gamma_1 + \gamma_2),
$$

(5.31)

we can see that the continuity condition (5.28) is equivalent to

$$
\Delta \Omega(\gamma_1 + \gamma_2, \bar{a}) = 2 \langle \gamma_1, \gamma_2 \rangle \left( -1 \right)^{2(\gamma_1, \gamma_2)} - 1 \Omega(\gamma_1, \bar{a}) \Omega(\gamma_2, \bar{a}).
$$

(5.32)

It is satisfied by the pentagon formulae (2.66) and (2.70):

$$
\Delta \Omega(\gamma_1 + \gamma_2, \bar{a}) = \Omega(\gamma_1, \bar{a}) = \Omega(\gamma_2, \bar{a}) = 1, \quad \langle \gamma_1, \gamma_2 \rangle = 1/2.
$$

(5.33)

This allows us to conclude that the moduli space metric remains continuous to the two-instanton order across the walls where composite dyons decay. This analysis can be repeated to ensure that higher-instanton mixing terms are smooth across the walls by expanding the higher $X^{(n)}(\gamma)$ terms.

5.1.3 Saddle-point approximation of the metric

Knowing the general expressions for one- and two-instanton corrections (5.23, 5.24, 5.26), we can extract the moduli space metric using the saddle-point approximation. To approximate (5.24), this method can only be used far from the walls, where the integrands do not have poles near the contour of integration. The approximation that we will be using is (3.43). For the terms of first type (5.23), the peak is at $\zeta' = -Z_{\gamma'}/|Z_{\gamma'}| = e^{i\phi_{\gamma'}}$ (where $\phi_{\gamma'}$ is the complex argument of $Z_{\gamma'}$). Reusing our one-instanton results from chapter 3, we have

$$
\omega_{NP}^{(1)}(\xi) = \frac{i}{8\pi^2} \sum_{\gamma' \in \Gamma(\bar{a})} \sum_{k=1}^{+\infty} \left( D_{\gamma'} (-e^{i\phi_{\gamma'}}) \right)^k \frac{1}{\sqrt{kR|Z_{\gamma'}}} \exp \left( -2\pi kR|Z_{\gamma'}| + ik\theta_{\gamma'} \right)
$$

$$
\frac{dX_{\gamma'}^{(1)}(\xi)}{X_{\gamma'}^{(1)}(\xi)} \wedge \left( |Z_{\gamma'}| \left( \frac{dZ_{\gamma'}}{Z_{\gamma'}} - \frac{d\bar{Z}_{\gamma'}}{Z_{\gamma'}} \right) - \left( \frac{dZ_{\gamma'}}{\zeta'} - \zeta d\bar{Z}_{\gamma'} \right) \right),
$$

(5.34)
where the global definition of $\tilde{\theta}_m$ leads to the shift
\[
\tilde{\theta}_m \to \tilde{\theta}_m + \text{Re} \tilde{\tau}_{\text{eff}} \tilde{\theta}_e
\] (5.35)
in $\theta_e$ in order to define it consistently at infinity. Now, let us approximate the two-instanton terms, (5.24) and (5.26). Using the same saddle-point approximation (3.43) in both integrals here (the maxima of the integrands are at $\zeta' = -Z_{\gamma'}/|Z_{\gamma'}| = -e^{i\phi_{\gamma'}}$ and $\zeta'' = -Z_{\gamma''}/|Z_{\gamma''}| = -e^{i\phi_{\gamma''}}$), we see that both two-instanton terms behave as $\exp\left(-2\pi R(|Z_{\gamma'}| + |Z_{\gamma''}|)\right)$, correctly reproducing the two-instanton action. At weak coupling, when masses of dyons are large, (5.24) and (5.26) give higher order corrections with respect to (5.34). Computing the third component of the symplectic form,

\[
\omega_3 = \frac{\omega(i) + \omega(-i)}{2},
\] (5.36)
we express the contribution for two dyons in terms of their central charges:

\[
\omega_3 \overset{\text{NP}(2)}{=} -\frac{1}{4\pi^2 R} \left(\frac{1}{2\pi i}\right)^2 \sum_{\{\gamma', \gamma''\} \subset \Gamma(a)} S_{\gamma', \gamma''} \frac{1}{R \sqrt{|Z_{\gamma'} Z_{\gamma''}|}} \sigma(\gamma') \sigma(\gamma'') \frac{\gamma'_m \gamma''_m - \gamma'_e \gamma''_e}{2} \frac{e^{i\phi_{\gamma'}} + e^{i\phi_{\gamma''}}}{e^{i\phi_{\gamma'}} - e^{i\phi_{\gamma''}}}
\]
\[
\left(\frac{e^{i\phi_{\gamma'}} - i}{e^{i\phi_{\gamma'}} + i} (i\pi R (-dZ_{\gamma'} + d\bar{Z}_{\gamma'}) + id\theta_{\gamma'}) + \frac{e^{i\phi_{\gamma''}} + i}{e^{i\phi_{\gamma''}} - i} (i\pi R (dZ_{\gamma''} - d\bar{Z}_{\gamma''}) + id\theta_{\gamma''})\right) \wedge
\]
\[
-\pi R \left( e^{-i\phi_{\gamma'}} dZ_{\gamma'} + e^{i\phi_{\gamma'}} d\bar{Z}_{\gamma'} \right) - \pi R \left( e^{-i\phi_{\gamma''}} dZ_{\gamma''} + e^{i\phi_{\gamma''}} d\bar{Z}_{\gamma''} \right) + id\theta_{\gamma' + \gamma''},
\] (5.37)

\[
\omega_3 \overset{\text{NP}(2)}{=} \frac{1}{4\pi^2 R} \left(\frac{1}{2\pi i}\right)^2 \sum_{\{\gamma', \gamma''\} \subset \Gamma(a)} S_{\gamma', \gamma''} \frac{1}{R \sqrt{|Z_{\gamma'} Z_{\gamma''}|}} \sigma(\gamma') \sigma(\gamma'') \frac{\gamma'_m \gamma''_m}{2}
\]
\[
\left(\frac{e^{i\phi_{\gamma'}} - i}{e^{i\phi_{\gamma'}} + i} (e^{i\phi_{\gamma''}} - i) + \frac{e^{i\phi_{\gamma'}} + i}{e^{i\phi_{\gamma'}} - i} (e^{i\phi_{\gamma''}} + i)\right)
\]
\[
-\pi R \left( e^{-i\phi_{\gamma'}} dZ_{\gamma'} + e^{i\phi_{\gamma'}} d\bar{Z}_{\gamma'} \right) + id\theta_{\gamma'} \wedge -\pi R \left( e^{-i\phi_{\gamma''}} dZ_{\gamma''} + e^{i\phi_{\gamma''}} d\bar{Z}_{\gamma''} \right) + id\theta_{\gamma''}
\] (5.38)

where the common factor for two dyons reproducing the action and non-zero modes determinants is

\[
S_{\gamma', \gamma''} = D_{\gamma'} (-e^{i\phi_{\gamma'}}) D_{\gamma''} (-e^{i\phi_{\gamma''}}) \exp\left(-2\pi R(|Z_{\gamma'}| + |Z_{\gamma''}|) + i\theta_{\gamma' + \gamma''}\right).
\] (5.39)

Note that (5.37) is applicable only far from the walls of marginal stability: it diverges at the walls, where the saddle-point approximation cannot be used; (5.38) has no singularities at the walls.

Let us extract the dominant metric components, $g_{\alpha_i \bar{a}^j}$, from these symplectic forms. At weak coupling, all central charges can be approximated as

\[
Z_{\gamma} = \tilde{\gamma}_e \tilde{a} + \tilde{\gamma}_m \tilde{\tau}_{\text{eff}} \tilde{a},
\] (5.40)
\[
\tilde{\tau}_{\text{eff}} \simeq \frac{i}{\pi} \sum_{\alpha_A \in \Phi_+} \bar{a}_A \otimes \bar{a}_A \log \left( \frac{\bar{a}_A \tilde{a}}{\Lambda} \right)^2.
\] (5.41)
5.1. SEMICLASSICAL EXPANSION OF THE MODULI SPACE METRIC

Furthermore, everywhere, except the exponents, we can approximate central charges for dyons as

$$Z_{\gamma} \simeq \tilde{\gamma}_m (i \text{ Im } \tilde{\tau}_{\text{eff}}) \mathbf{a}, \quad \tilde{Z}_{\gamma} \simeq -\tilde{\gamma}_m (i \text{ Im } \tilde{\tau}_{\text{eff}}) \mathbf{a}. \quad (5.42)$$

For the symplectic product of central charges, we have

$$dZ_{\gamma'} \wedge d\tilde{Z}_{\gamma''} \simeq (\gamma'_m \text{ Im } \tilde{\tau}_{\text{eff}}) I (\gamma''_m \text{ Im } \tilde{\tau}_{\text{eff}}) J \, da^I \wedge d\bar{a}^J, \quad \text{Im } \tilde{\tau}_{\text{eff}} \simeq \frac{2}{\pi} \sum_{\tilde{a}_A \in \Phi_+} \widetilde{\alpha}_A \otimes \widetilde{\alpha}_A \log \left| \frac{\widetilde{\alpha}_A \mathbf{a}}{A} \right|. \quad (5.43)$$

The resulting correction for single dyons is

$$g_{a_I a_J}^{NP(1)} = -\frac{1}{4\pi} \sum_{\gamma' \in \Gamma(d)} \left( D_{\gamma'} (-e^{i\phi_{\gamma'}}) \right)^k \exp \left( -2k\pi R |Z_{\gamma'}| + i k \theta_{\gamma'} \right) \sqrt{\frac{R}{k |Z_{\gamma'}|}} \quad (5.44)$$

In (5.38), since the wedge-product is antisymmetric, we substitute $\gamma'_m \gamma''_m \rightarrow (\gamma'_m \gamma''_m - \gamma''_m \gamma'_m)/2$. After some tedious but straightforward calculations, we obtain the dominant components of the moduli space metric coming from pairs of dyons:

$$g_{a_I a_J}^{NP(2)} = -\frac{1}{16\pi^2} \sum_{\gamma' \in \Gamma(d)} \frac{1}{|Z_{\gamma'} Z_{\gamma''}|} \mathcal{S}_{\gamma', \gamma''} \sigma(\gamma') \sigma(\gamma'') i(\gamma'_m \gamma''_m - \gamma''_m \gamma'_m) e^{i\phi_{\gamma'} + i\phi_{\gamma''}}$$

$$\left( 2 (\gamma'_m \text{ Im } \tilde{\tau})_I (\gamma''_m \text{ Im } \tilde{\tau})_J + \exp(-i\phi'') \cos \phi'' (\gamma''_m \text{ Im } \tilde{\tau})_I (\gamma'_m \text{ Im } \tilde{\tau})_J + \frac{\exp(-i\phi'')}{\cos \phi''} (\gamma''_m \text{ Im } \tilde{\tau})_I (\gamma'_m \text{ Im } \tilde{\tau})_J \right) \quad (5.45)$$

$$g_{a_I a_J}^{NP(2)} = -\frac{1}{32\pi^2} \sum_{\gamma' \in \Gamma(d)} \mathcal{S}_{\gamma', \gamma''} \left( -\frac{1}{|Z_{\gamma'} Z_{\gamma''}|} \sigma(\gamma') \sigma(\gamma'') i(\gamma'_m \gamma''_m - \gamma''_m \gamma'_m) \exp(-i\phi_{\gamma'} + i\phi_{\gamma''}) \right.$$

$$\left( (e^{i\phi_{\gamma'}} - i)(e^{i\phi_{\gamma''}} - i) + (e^{i\phi_{\gamma'}} + i)(e^{i\phi_{\gamma''}} + i) \right) (\gamma''_m \text{ Im } \tilde{\tau})_I (\gamma'_m \text{ Im } \tilde{\tau})_J \right). \quad (5.46)$$

The reality condition for these expressions can be checked using the fact that these summations are symmetric under $\gamma' \rightarrow -\gamma'$, $\gamma'' \rightarrow -\gamma''$.

Let us find the perturbative one-loop factor extracted from [6], i.e., $D_{\gamma}(\zeta)$ in (5.10), explicitly; then, we will explain how it can be reproduced from semiclassical analysis. First, we notice that in the semiclassical limit, the phase $\phi_{\gamma}$ is given via

$$\exp(i\phi_{\gamma}) = \frac{(\gamma_e I + \tau_{\text{eff}} I J \gamma_m^I) a^I}{(\gamma_e I + \tau_{\text{eff}} I J \gamma_m^I) a^I} \simeq \frac{\tau_{\text{eff}} I J \gamma_m^I a^I}{\tau_{\text{eff}} I J \gamma_m^I a^I}. \quad (5.47)$$

This differs from the rank one case where $\exp(i\phi_{\gamma}) \simeq ia/|\mathbf{a}|$: in the $SU(n)$ case, even in the semiclassical limit, the phase $\phi_{\gamma}$ remains different for monopoles and dyons charged under different roots, and so, we need to carefully re-evaluate the one-loop factors.
For a given monopole $\gamma_A = (\vec{0}, \vec{\alpha}_A)$ charged under root $\vec{\alpha}_A$ (simple or composite), we can split the summation over different $W$ bosons into the term where the boson is charged under $\vec{\alpha}_A$ and all other terms where the boson is charged under $\vec{\alpha}_B \neq \vec{\alpha}_A$. We can then rewrite $\log \mathcal{D}_{(\vec{\gamma}_e, \vec{\gamma}_m)}(\zeta)$ (for any charges $(\vec{\gamma}_e, \vec{\gamma}_m)$) at the saddle point $\zeta = -e^{i\phi_A}$ as

$$
\log \mathcal{D}_{(\vec{\gamma}_e, \vec{\gamma}_m)}(-e^{i\phi_A}) = \log \mathcal{D}_{(\vec{\gamma}_e, \vec{\gamma}_m), A}(-e^{i\phi_A}) + \sum_{B \neq A} \log \mathcal{D}_{(\vec{\gamma}_e, \vec{\gamma}_m), B}(-e^{i\phi_A}).
$$

Introducing $y = e^t$ in (5.10), we re-express the first term (coming from the $W_A$ boson and its antiparticle):

$$
\log \mathcal{D}_{(\vec{\gamma}_e, \vec{\gamma}_m), A}(-e^{i\phi_A}) = \frac{2\vec{\alpha}_A \vec{\gamma}_m}{\pi} \int_0^{+\infty} \frac{dt}{\cosh t} \left( \log \left( 1 - e^{-2\pi R|Z_{W_A}|\cosh t + i\theta_{W_A}} \right) + \log \left( 1 - e^{-2\pi R|Z_{W_A}|\cosh t - i\theta_{W_A}} \right) \right).
$$

This term is analogous to the $SU(2)$ one-loop factor evaluated in chapter 3. For generic gauge group, $\mathcal{D}_{(\vec{\gamma}_e, \vec{\gamma}_m)}(\zeta)$ also has contributions from other roots $\vec{\alpha}_B \neq \vec{\alpha}_A$. To calculate them, we set $\vec{\alpha}_B$ in the summation in (5.10) and substitute $y = e^t$ as above, then, at the saddle point $\zeta = -e^{i\phi_A}$, we express these terms in terms of complex phases $\phi_{\gamma_A}$ and $\phi_{W_B}$:

$$
\log \mathcal{D}_{(\vec{\gamma}_e, \vec{\gamma}_m), B}(-e^{i\phi_A}) = \frac{2\vec{\alpha}_A \vec{\gamma}_m}{\pi} \int_0^{+\infty} dt \rho(t, \Delta \phi) \left( \log \left( 1 - e^{-2\pi R|Z_{W_B}|\cosh t + i\theta_{W_B}} \right) + \log \left( 1 - e^{-2\pi R|Z_{W_B}|\cosh t - i\theta_{W_B}} \right) \right)
$$

where the integration kernel is given by

$$
\rho(t, \Delta \phi) = \frac{\cosh t \cos \Delta \phi}{\cosh^2 t - \sin^2 \Delta \phi} = \frac{\cos \Delta \phi}{2} \left( \frac{1}{\cosh t - \sin \Delta \phi} + \frac{1}{\cosh t + \sin \Delta \phi} \right),
$$

$$
\Delta \phi = \phi_{W_B} - \phi_{\gamma_A} + \frac{\pi}{2} = \phi_{W_B} - \phi_{W_A}
$$

(the case that we are dealing with is $(\vec{\gamma}_e, \vec{\gamma}_m) = \gamma_A$). In three dimensions, $(\text{Re} \vec{a}, \text{Im} \vec{a}, \vec{\theta}_e/2\pi R)$ form a vector of enhanced $SO(3)$ triplets, and the one-loop factor should be invariant under such rotations. In the next section, we will use this property to match this expression with the semiclassical result for non-zero mode fluctuations.

### 5.2 Semiclassical derivation of one-loop determinants

In chapter 3, it was shown that the one-loop factor from $W$ bosons with electric charges $\pm \vec{\alpha}_A$, i.e., $\mathcal{D}_{\gamma_A, A}(-e^{i\phi_A})$ in (5.49), can be derived directly by considering the non-zero mode fluctuations around the associated $SU(2)$ monopole. To see how additional contributions $\mathcal{D}_{\gamma_A, B \neq A}(-e^{i\phi_A})$ in (5.50, 5.51) can also be obtained from semiclassical analysis, the key is to adapt the difference of the densities of states $\delta \rho_A(x^2)$ in the pure $SU(2)$ theory to the $SU(n)$ case. We can work this out by considering the index function

$$
\mathcal{I}(\mu^2) = \sum_B \mathcal{I}_B(\mu^2)
$$

(5.53)
(we imply summation over all possible indices $B$ corresponding to positive roots) counting the zero modes in the context of three-dimensional instanton computation for gauge groups of any rank [79]. For completeness, we first write down the index function for the zero mode fluctuations charged under the same root $\tilde{\alpha}_A$:

$$I_A(\mu^2) = \frac{2M_{W_A}}{(M_{W_A}^2 + \mu^2)^{1/2}}$$

(5.54)

where $M_{W_A} \equiv |Z_{W_A}|$ is the mass of the $W$ boson charged under $\tilde{\alpha}_A$. After compactifying the theory, each of the $r$ components of $\tilde{v}^i = (\text{Re} \tilde{a}, \text{Im} \tilde{a}, \theta/2\pi R)^i$ (consisting of three adjoint scalars, as in the case of gauge group $SU(2)$) belongs to a three-dimensional multiplet (with respect to superscript $i$). We can then define the three-dimensional analogue of the four-dimensional phase angle corresponding to the VEV:

$$\lambda_I^B = \frac{\tilde{v}^i_1 \tilde{\alpha}_B}{||\tilde{\alpha}_B||}.$$  

(5.55)

For the fluctuations charged under $\tilde{\alpha}_B \neq A$, a simple manipulation gives the index function (see eq. (15) in [79]):

$$I_B(\mu^2) = \frac{2(\tilde{\alpha}_A \cdot \tilde{\alpha}_B)M_{W_B}}{(M_{W_B}^2 + \mu^2)^{1/2}} \frac{(\lambda_I^B \lambda_I^B)}{(\mu^2 + M_{W_B}^2(1 - (\lambda_I^A \lambda_I^B)^2))}$$

(5.56)

where $M_{W_B} \equiv |Z_{W_B}|$ is the mass of the $W$ boson charged under $\tilde{\alpha}_B$. We can now use the identity for the index function from [42] to derive the difference in the density of states in this case:

$$I_B(\mu^2) - I_B(0) = \int_0^{+\infty} dx^2 \frac{\mu^2}{x^2 + \mu^2} \delta \rho_B(x^2).$$

(5.57)

Using our earlier results for gauge group $SU(2)$, we can derive the required $\delta \rho_B(x^2)$:

$$\delta \rho_B(x^2) = -\frac{2(\tilde{\alpha}_A \cdot \tilde{\alpha}_B)M_{W_B}}{\pi} \frac{\theta(x^2 - M_{W_B}^2)}{x^2(x^2 - M_{W_B}^2)^{1/2}} \frac{x^2(\lambda_I^A \lambda_I^B)}{x^2 - M_{W_B}^2(1 - (\lambda_I^A \lambda_I^B)^2)}$$

(5.58)

$$+ 2\delta(x^2 - M_{W_B}^2(1 - (\lambda_I^A \lambda_I^B)^2))$$

where $\theta(y)$ is a step function. We can now set $x = M_{W_B} \cosh t$ and rearrange $dx^2 \delta \rho_B(x^2)$ as

$$\int_0^{+\infty} dx^2 \delta \rho_B(x^2) = -\frac{4(\tilde{\alpha}_A \cdot \tilde{\alpha}_B)}{\pi} \int_0^{+\infty} dt \frac{\cosh t (\lambda_A^A \lambda_B^B)}{\cosh^2 t - (1 - (\lambda_A^A \lambda_B^B)^2)}.$$

(5.59)

By using the $SO(3)$ symmetry to rotate into the vacuum $\tilde{v}_e = 0$, the difference in the densities of states $\delta \rho_B(x^2)$ obtained here for $\mathbb{R}^3$ can be identified with the corresponding quantities for $\mathbb{R}^3 \times S^1$. From the definition of $\lambda_I^A$, it follows that

$$\lambda_I^A \lambda_I^B = \cos \Delta \phi,$$

(5.60)

where $\Delta \phi$ was introduced in (5.51), and we see that $dx^2 \delta \rho_B(x^2)$ can be identified with $dt \rho(t, \Delta \phi)$ given in (5.50, 5.51) up to an overall numerical factor, we also match the scalar product by setting $\tilde{\alpha}_B = \tilde{\alpha}_B$ in (5.50). At this point, we can repeat our analysis in chapter 3 where enumeration of non-zero mode fluctuations in the monopole background in $\mathbb{R}^3 \times S^1$ was mapped to the partition
function of harmonic oscillators with inverse temperature $2\pi R$ and background chemical potential $\theta_e/2\pi R$. This yields the additional logarithmic integrands appearing in (5.50). The overall factor can be fixed by requiring that for $B = A$, the formula reproduces the $SU(2)$ one-loop factor. This completes our semiclassical derivation of the additional one-loop factor $D_{\gamma A,B}(-e^{i\theta_e A})$.

We have calculated the ratio of one-loop determinants in $\mathbb{R}^3 \times S^1$ and matched it with the GMN prediction extracted in the previous section (5.48, 5.49, 5.50, 5.51). All other steps required to find the one-instanton action and the overall coefficient for the moduli space metric are essentially equivalent to the $SU(2)$ case. Summing up, we conclude that the one-instanton metric calculated semiclassically coincides with the prediction (5.44) obtained in the previous section.

5.3 Interpolating to three dimensions

In [79], it was shown how the corresponding three-dimensional metric remains smooth as the VEV crosses the wall of marginal stability; this can be shown by Poisson-resumming the metric in $\mathbb{R}^3 \times S^1$. In addition, we will also show that in this limit, our one-instanton correction coincides with the result obtained in [79].

We consider the strict three-dimensional limit

$$2\pi R \to 0, \quad \left(\text{Re} \bar{a}, \text{Im} \bar{a}, \frac{\bar{\theta}_e}{2\pi R}\right) = \text{const}.$$  \hfill (5.61)

The semiclassical one-loop factor is then given by [49]

$$R^{(3D)} = \lim_{\kappa \to 0} \left(\kappa^2 \exp \left(\int_{\kappa}^{+\infty} \frac{d\nu}{\nu} I(\nu)\right)\right)^{1/2}. \hfill (5.62)$$

Substituting the index function $I_B(\mu^2)$ (5.56) into this expression and exchanging the order of $x^2$ and $\nu$ integrations, we obtain

$$\log R^{(3D)} = \lim_{\kappa \to 0} \left(\log \kappa + \frac{1}{2} \sum_B \left(\int_{0}^{+\infty} dx^2 \delta_B(x^2) \left(\log(x^2)\right)^{+\infty}_\kappa + I_B(0) \left(\log \nu\right)^{+\infty}_\kappa\right)\right) \hfill (5.63)$$

$$= -\frac{1}{2} \sum_B \int_{0}^{+\infty} dx^2 \delta_B(x^2) \log(x^2) + \text{(cutoffs)}.$$  \hfill (5.63)

The same result can be obtained by considering the one-loop factor $D_{\gamma A,B}(-e^{i\theta_e A})$ given in (5.50): in the three-dimensional limit (5.61), the logarithmic integrands in $D_{\gamma A,B}(-e^{i\theta_e A})$ become

$$\log \left(1 - e^{-2\pi R|Z_{WB}|\cosh t + i\theta_{WB}}\right) + \log \left(1 - e^{-2\pi R|Z_{WB}|\cosh t - i\theta_{WB}}\right) + \log \left(\left|Z_{WB}\right|^2 \cosh^2 t + \left(\frac{\theta_{WB}}{2\pi R}\right)^2\right) + 2 \log(2\pi R), \hfill (5.64)$$

then, after substituting $x = M_{WB} \cosh t$, rotating into the vacuum where $\bar{\theta}_e/2\pi R = \bar{0}$, and combining with the earlier identification of the density of states, we can see that in the limit $R \to 0$, $D_{\gamma A,B}(-e^{i\theta_e A})$ corresponds to the ratio of determinants (5.63).
5.3. **INTERPOLATING TO THREE DIMENSIONS**

It is fairly straightforward to Poisson-resum the two-instanton terms and demonstrate that the metric remains smooth in three dimensions (to show this, it is convenient to perform the resummation before integrating over auxiliary parameters). In [79], it was noted that the one-loop factor in three dimensions has singularities at the wall of marginal stability; this singularity is cancelled by the factor arising from integration over the soft modes (the modes that become zero modes at the wall of marginal stability). In the context of our semiclassical expansion, this corresponds to the multiplicity $\Omega(\gamma, \vec{a})$ of composite dyons jumping to zero as the VEV approaches the wall, so that the metric remains continuous.

To extrapolate the one-instanton metric (5.44) to three dimensions, for each positive root $\vec{\alpha}_A$, we can Poisson-resum the terms corresponding to dyons with magnetic charge $\vec{\alpha}_A$ (the terms corresponding to $-\vec{\alpha}_A$ are their complex conjugates). Again, we split the relevant one-loop factor, $D(\vec{0}, \vec{\alpha}_A)(-ie^{i\phi W_A})$, into the $A$ term and $B \neq A$ terms (5.48). The $A$ term in this limit was considered in chapter 3 and is known to give

$$g_{\alpha_1 \bar{\alpha}_1, A} = (4\pi R M_{W_A})^2,$$

(5.65)

the $B \neq A$ terms were calculated above. After Poisson-resumming and taking the limit $R \to 0$, we find the following result:

$$g_{\alpha_1 \bar{\alpha}_1, A} = \frac{16\pi}{e_{\text{eff}}^2} M_{W_A} \left( \prod_{B \neq A} D(\vec{0}, \vec{\alpha}_A), B (-ie^{i\phi W_A}) \right) \exp \left( -\frac{4\pi}{e_{\text{eff}}^2} M_{W_A} + i\vec{\alpha}_A \vec{\theta}_m \right)$$

(5.66)

where $1/e_{\text{eff}}^2 = 2\pi R/g_{\text{eff}}^2$ is the effective gauge coupling in three dimensions. Having matched the one-loop factor derived semiclassically (5.63) and the corresponding expression in the GMN expansion (5.50, 5.64), we conclude that the one-instanton metric (5.66) reproduces the first-principles result in [79].
Chapter 6

The BPS spectrum at the root of the Higgs branch

This chapter is based on [99].

We study the BPS spectrum of the $\mathcal{N} = 2$ SQCD with gauge group $SU(n)$ and $n \leq N_f < 2n$ fundamental flavours at the root of the Higgs branch in four dimensions [86, 87, 88]. The central charge of this theory was shown [84, 85] to be the same as in the $\mathcal{N} = (2, 2)$ supersymmetric $\mathbb{C}P^{2n-N_f-1}$ sigma model in two dimensions [32, 83]; the BPS spectra of these two theories were then conjectured to be the same [84, 85]. In this chapter, we confirm the conjecture using the Kontsevich–Soibelman wall-crossing formula in four dimensions. The finite set of BPS states of the two-dimensional theory in the strong-coupling regime is known [89]; assuming that the strong-coupling spectrum of the four-dimensional theory is the same, we find the walls of marginal stability and, employing the wall-crossing formula, extrapolate the spectrum, recovering the semiclassical spectrum derived in [84, 85], thus confirming that our assumption is correct.

For a given magnetic charge, there is a (“primary”) wall separating the strong-coupling region from the rest of the moduli space. Outside this wall, the spectrum expands and includes an infinite (“primary”) tower of dyons, quarks, and $W$ bosons. In addition, we show that if a particular condition on the complex masses is satisfied, there is one extra (“secondary”) tower of bound states consisting of a dyon and one or more quarks from different towers of charges. According to the wall-crossing formula, an extra tower cannot be created at a single wall (considered in [89]), rather, for every bound state, there is a unique (“secondary”) wall where it is created. We also show that each secondary wall separates the primary wall from the weak-coupling region.

A particular configuration of $\mathbb{Z}_n$-symmetric masses, when all $n$ masses form a regular polygon in the complex plane, can be analysed more explicitly: we find that there exists one secondary tower of bound states with one quark for odd $n$ and no bound states for even $n$.

Let us introduce our conventions in the four-dimensional theory: $N_f = n + \bar{n}$ is the total number of flavours, $\vec{q}_e$ and $\vec{q}_m$ are the vectors of electric and magnetic charges with $n$ components (counted
by $I$), $\vec{S}$ is the vector of flavour charges with $n + \tilde{n}$ components (counted by $i$). The central charge is given by

$$Z_{(\vec{q}_e, \vec{q}_m, \vec{M})} = \vec{a} \vec{q}_e + \vec{a}_D \vec{q}_m + \vec{S} \vec{M} = \sum_{I=0}^{n-1} (a^I q_{eI} + a_D^I q_{mI}) + \sum_{i=0}^{N_f-1} S_i M_i \quad (6.1)$$

where $\vec{a}$ is the vacuum expectation value, $\vec{a}_D$ is its magnetic dual, $\vec{M}$ is the vector of flavour masses. We divide $\vec{S}$ and $\vec{M}$ into two pieces: $\vec{s}$ and $\vec{m}$ contain the first $n$ components corresponding to the massless quarks at the root of the Higgs branch, $\vec{\tilde{s}}$ and $\vec{\tilde{m}}$ contain the remaining $\tilde{n}$ components; we distinguish the remaining $\tilde{n}$ flavour components by putting a tilde above their masses, charges, and indices. The root of the Higgs branch is determined by setting $\vec{a} = -\vec{m}$; analogously, we define $\vec{m}_D = -\vec{a}_D$. Therefore, the central charge (6.1) reduces to

$$Z_{(\vec{\gamma}_e, \vec{\gamma}_m, \vec{\tilde{s}})} = m_1 \vec{\gamma}_e + m_D \vec{\gamma}_m + \vec{\tilde{s}} \vec{\tilde{m}} = \sum_{I=0}^{n-1} (m^I \gamma_{eI} + m_D^I \gamma_{mI}) + \sum_{i=0}^{\tilde{n}-1} s_i \tilde{m}_i \quad (6.2)$$

(we will be using $m_I = m^I$). Now, for each BPS state, the complete set of (electric, magnetic, and flavour) charges is $\vec{\gamma} = (\vec{\gamma}_e, \vec{\gamma}_m, \vec{\tilde{s}})$; if $\vec{\tilde{s}} = \vec{0}$, we will omit it.

6.1 The wall at strong coupling

Our starting point is the strong-coupling spectrum of the theory. We consider only the BPS states corresponding to kinks interpolating between two neighbouring vacua in the two-dimensional theory. Without loss of generality, we can set the magnetic charge to be equal to $(-1,1,0,0,\ldots)$. It is known that the electric charges are determined up to a fixed shift [85]; for our purposes, it is convenient to normalise the strong-coupling spectrum as [89]

$$\pm \gamma_1 = \pm((1,0,0,0,0,\ldots),(-1,1,0,0,0,\ldots)), \quad \pm \gamma_2 = \pm((0,1,0,0,0,\ldots),(-1,1,0,0,0,\ldots)), \quad \pm \gamma_3 = \pm((0,0,1,0,0,\ldots),(-1,1,0,0,0,\ldots)), \quad \ldots \quad (6.3)$$

These are the states that become massless at Argyres–Douglas points [93] located in the strong-coupling region.

Consider the case of $Z_n$-symmetric masses. We set

$$m_I = m_0 \exp \frac{2\pi i I}{n}, \quad (6.4)$$

where $m_0$ is not fixed (see figure 6.1 for an example). Then, all central charges and walls of marginal stability depend only on $m_0$, and the masses automatically obey

$$\sum_{I=0}^{n-1} m_I = 0 \quad (6.5)$$
The magnetic duals of $Z_n$-symmetric masses are given by [90, 92, 32, 91]

$$m_{DI} = e^{2\pi i/n} \left( n \sqrt{m_0^2 + \Lambda^n} + \sum_{k=0}^{n-1} m_0 e^{2\pi ik/n} \log \frac{\sqrt{m_0^2 + \Lambda^n} - m_0 e^{2\pi ik/n}}{\Lambda} \right)$$  \hspace{1cm} (6.6)

where we have transformed the masses as $m_i \to -m_i$. Then, the Argyres–Douglas points, where the strong-coupling states (6.3) become massless, are located at [89]

$$m_0 = \Lambda \exp \frac{\pi i (2j + 1)}{n}, \quad j \in \mathbb{Z}$$  \hspace{1cm} (6.7)

(figure 6.2). As explained in [94], for $Z_n$-symmetric masses, it is sufficient to consider $m_0$ belonging to the sector between two neighbouring Argyres–Douglas points, $\Lambda e^{\pi i/n}$ and $\Lambda e^{-\pi i/n}$, where $\gamma_1$ and $\gamma_2$ from (6.3) are massless.

Let us find out how the spectrum changes when $\vec{M}$ crosses the primary wall of marginal stability, where the central charges of the first two dyons in (6.3), $\gamma_1$ and $\gamma_2$, become aligned:

$$\frac{Z_{\gamma_1}}{Z_{\gamma_2}} \in \mathbb{R}_+$$  \hspace{1cm} (6.8)

(figure 6.3). Using the wall-crossing formula, we can compute the spectrum on the external side of the wall. The symplectic product is

$$\langle \gamma_1, \gamma_2 \rangle = -2, \hspace{1cm} (6.9)$$

hence, the relevant wall-crossing formula is a modification of the formula relating the strong- and weak-coupling spectra of the pure $SU(2)$ theory in four dimensions [4]:

$$\tilde{K}_{-\gamma_2} \tilde{K}_{\gamma_1} = \tilde{K}_{\gamma_1} \tilde{K}_{2\gamma_1-\gamma_2} \tilde{K}_{3\gamma_1-2\gamma_2} \tilde{K}_{4\gamma_1-3\gamma_2} \cdots \tilde{K}_{-2\gamma_2} \cdots \tilde{K}_{3\gamma_1-4\gamma_2} \tilde{K}_{2\gamma_1-3\gamma_2} \tilde{K}_{\gamma_1-2\gamma_2} \tilde{K}_{-\gamma_2}. \hspace{1cm} (6.10)$$
In our notations, the part of the wall-crossing formula that changes across the wall takes the following form:

\[ \tilde{K}_{-((0,1),(-1,1))}\tilde{K}_{((1,0),(-1,1))}\tilde{K}_{((2,-1),(-1,1))}\tilde{K}_{((3,-2),(-1,1))}\tilde{K}_{((4,-3),(-1,1))} \]
\[ \cdots \tilde{K}_{-((-1,1),(0,0))}\tilde{K}_{-((-3,4),(-1,1))}\tilde{K}_{-((-2,3),(-1,1))}\tilde{K}_{-((-1,2),(-1,1))}\tilde{K}_{-((0,1),(-1,1))} \]  

(6.11)

where we consider only the first two electric and magnetic charges because all other charges are equal to zero. This relation shows that the spectrum outside the wall consists of a tower of dyons and a finite number of quarks and \( W \) bosons:

\[ \pm ((-\nu + 1, \nu, 0, 0, \ldots), (-1, 1, 0, 0, \ldots)), \]
\[ \pm ((-1, 1, 0, 0, \ldots), (0, 0, 0, 0, \ldots)). \]  

(6.12)
6.2 Bound states

The complete BPS spectrum is not limited to the primary tower of states found above: depending on the values of masses, there can also be secondary towers of bound states formed by a dyon and $p$ quarks \cite{85}. Creation (or, conversely, destruction) of these extra states is described by the pentagon formula:

$$\hat{K}_{\gamma_1}\hat{K}_{\gamma_2} = \hat{K}_{\gamma_2}\hat{K}_{\gamma_1+\gamma_2}\hat{K}_{\gamma_1}, \quad \forall \langle \gamma_1, \gamma_2 \rangle = \pm 1$$  \hspace{1cm} (6.13)

where the new state $\gamma_1 + \gamma_2$ is created from $\gamma_1$ and $\gamma_2$ where one of the initial states is a quark, and the other one is either a dyon or a bound state consisting of a dyon and $p - 1$ quarks. This process occurs when

$$\frac{Z_{\gamma_1}}{Z_{\gamma_2}} \in \mathbb{R}_+.$$  \hspace{1cm} (6.14)

We will find the secondary walls and prove that they are located outside the primary wall and have to be crossed as the VEV moves from strong to weak coupling. The restriction on the wedge-product of the two interacting states in (6.13) allows us to determine which states can combine to form a bound state if the corresponding secondary wall exists.

Starting with the states constructed in the previous section, when $\tilde{n} = 0$, we can see that there can be two possible types of creation processes, both leading to the same set of new states:

1 : $$((-\nu + 1, \nu, 0, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots)) + ((-1, 0, 1, 0, 0, \ldots), (0, 0, 0, 0, 0, \ldots))$$
$$\leftrightarrow ((-\nu, \nu, 1, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots)),$$  \hspace{1cm} (6.15)

2 : $$((-\nu, \nu + 1, 0, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots)) + ((0, -1, 1, 0, 0, \ldots), (0, 0, 0, 0, 0, \ldots))$$
$$\leftrightarrow ((-\nu, \nu, 1, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots)).$$  \hspace{1cm} (6.16)

These are the bound states formed by a dyon and one quark. Explicitly, the walls of marginal stability for these processes (6.14) are determined by

1 : $$\frac{-m_0 + m_2}{(\nu + 1)m_0 + \nu m_1 - m_{D0} + m_{D1}} \in \mathbb{R}_+,$$  \hspace{1cm} (6.17)

2 : $$\frac{-m_1 + m_2}{-\nu m_0 + (\nu + 1)m_1 - m_{D0} + m_{D1}} \in \mathbb{R}_+.$$  \hspace{1cm} (6.18)

For general $N_f$, there are additional bound states involving the remaining $\tilde{n}$ flavours:

$$((-\nu + 1, \nu, 0, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots)) + ((-1, 0, 0, 0, 0, \ldots), (0, 0, 0, 0, 0, \ldots), (1, 0, 0, \ldots))$$
$$\leftrightarrow ((-\nu, \nu, 0, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots), (1, 0, 0, \ldots)),$$  \hspace{1cm} (6.19)

$$((-\nu, \nu + 1, 0, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots)) + ((0, -1, 0, 0, 0, \ldots), (0, 0, 0, 0, 0, \ldots), (1, 0, 0, \ldots))$$
$$\leftrightarrow ((-\nu, \nu, 0, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots), (1, 0, 0, \ldots)).$$  \hspace{1cm} (6.20)

They are completely analogous to the ones above: the walls of marginal stability for these processes can be obtained by changing $m_2$ to $\tilde{m}_0$ in the previous formulae.

---

1 These extra towers were considered in \cite{89}; they are the same as the states obtained in \cite{85} up to shifting $\gamma_{e0}$ by $-1$ here.
As has been discussed above, there can also be bound states formed by a dyon and \( p \) quarks:

\[
((−ν + 1 + p, ν, j_3, j_4, j_5, \ldots), (−1, 1, 0, 0, 0, \ldots), (\tilde{j}_1, \tilde{j}_2, \tilde{j}_3, \ldots))
\]

\[
j_i(j_i - 1) = j_i(\tilde{j}_i - 1) = 0, \quad p + \sum_{i=2}^{n-1} j_i + \sum_{i=0}^{\tilde{n}-1} \tilde{j}_i = 0.
\] (6.21)

They exist if, starting with the strong-coupling spectrum and moving into the weak-coupling region, \(|p|\) different secondary walls of marginal stability (6.14) are crossed.

We need to find out if the processes (6.15) and (6.16), which we rewrite as

1: \[d_1 + q_1 \leftrightarrow b,\] (6.22)

2: \[d_2 + q_2 \leftrightarrow b,\] (6.23)

actually take place when the masses move from strong to weak coupling: to do this, we should check whether the secondary walls (6.14) are crossed, i.e., if the following conditions are satisfied somewhere outside the primary wall of marginal stability:

1: \[\arg Z_{d_1} = \arg Z_{q_1},\] (6.24)

2: \[\arg Z_{d_2} = \arg Z_{q_2}.\] (6.25)

Note that \( Z_{q_j} (j = 1 \text{ or } j = 2) \) is independent of the region in the moduli space, and \( \arg Z_{d_j} \) changes continuously between the primary wall and the weak-coupling region, therefore, (6.24) (with \( j = 1 \)) and (6.25) (with \( j = 2 \)) are satisfied somewhere if in the complex plane, \( Z_{q_j} \) lies between the values of \( Z_{d_j} \) at the primary wall and in the weak-coupling limit. To check if this is the case, it is convenient to start at the Argyres–Douglas point where \( d_1 \) with \( ν = 0 \), i.e., \( γ_1 \) in (6.3), becomes massless: near this point, the central charge of a dyon can be approximated as

\[
(Z_{d_1})_s \simeq ν(−m_0 + m_1).
\] (6.26)

Then, we continuously move the masses into the semiclassical region, where

\[
(Z_{d_1})_w \simeq i(−m_0 + m_1).
\] (6.27)

From (6.26) and (6.27), we have

\[
\lim_{g_{\text{eff}} \to 0} \arg \frac{(Z_{d_1})_w}{(Z_{d_1})_s} = \frac{π}{2}, \quad \arg \frac{(Z_{d_1})_w}{(Z_{d_1})_s} < \frac{π}{2}
\] (6.28)

where the inequality is strict for any \( g_{\text{eff}} \) as the central charge receives corrections from its electric components at weak coupling. All these statements also hold if \( d_1 \) is substituted by \( d_2 \). Comparing \( Z_{q_j} \) with (6.26) and (6.27) and using (6.28), we conclude that the walls (6.17, 6.18) exist if

1: \( ν > 0 \): \[\arg \frac{m_k - m_0}{m_1 - m_0} \in \left( 0, \frac{π}{2} \right),\]

\[ ν < 0 \): \[\arg \frac{m_k - m_0}{m_1 - m_0} \in \left( \frac{π}{2}, π \right),\] (6.29)
6.2. BOUND STATES

\[ 2 : \nu > 0 : \quad \arg \frac{m_k - m_1}{m_1 - m_0} \in \left(0, \frac{\pi}{2}\right), \]
\[ \nu < 0 : \quad \arg \frac{m_k - m_1}{m_1 - m_0} \in \left(\frac{\pi}{2}, \pi\right). \]  

(6.30)

Since the bound states with \( \nu \neq 0 \) do not exist at strong coupling, they appear at weak coupling if exactly one of the two walls (6.24, 6.25) is crossed. For both \( \nu > 0 \) and \( \nu < 0 \), this means that one of the following conditions must be satisfied:

\[ 0 < \Re \frac{m_k - m_0}{m_1 - m_0} < 1, \]
\[ 0 < \Re \frac{m_k - m_1}{m_1 - m_0} < 1 \]  

(again, the inequalities are strict because of (6.28)). In fact, the conditions are equivalent to each other \(^\dagger\), and the first equation in (6.31) is precisely the semiclassical constraint derived in [85] from first principles. Finally, we can conclude that the secondary tower of bound states exists if and only if the complex masses obey the equivalent inequalities in (6.31). Analogously, if (6.31) holds for \( \nu > 0 \) and \( \nu < 0 \), this means that one of the walls (6.24, 6.25) is crossed. For both \( \nu > 0 \) and \( \nu < 0 \), this means that only the bound states formed by one quark with \( \gamma \) and \( \tilde{\gamma} \), there are towers of bound states with \( \nu > 0 \), and the corresponding walls are determined by (6.17) with \( \nu > 0 \) and \( \nu < 0 \), plotted for \( \mathbb{Z}_3 \) in figure 6.5).

Applying this result to \( \mathbb{Z}_n \)-symmetric masses, it is easy to determine which bound states exist in the weak-coupling limit. The constraint (6.31) reduces to

\[ 0 < \Re \frac{e^{2\pi k/n} - 1}{e^{2\pi i/n} - 1} = \Re \frac{e^{2\pi(k-1/2) i/n} - e^{-\pi i/n}}{2i \sin(\pi/n)} < 1 \quad \iff \quad -1 < \frac{\sin \frac{2\pi k/n}{n}}{\sin \frac{\pi}{n}} < 1. \]  

(6.32)

Here, \((2\pi k - \pi)/n\) is a multiple of \(\pi/n\), therefore, the inequality holds only for \((2\pi k - \pi)/n = \pi\), that is, for \(k = (n + 1)/2\). For \(\mathbb{Z}_{2l+1}\)-symmetric masses with \(l \in \mathbb{N}\), this means that only the bound states formed by one quark with \(\gamma_{e(l+1)} = 1\) are present (figure 6.4); for \(\mathbb{Z}_{2l}\)-symmetric masses, there are no bound states. We can go back to equations (6.29, 6.30) to find out which secondary walls of marginal stability exist in the case of \(\mathbb{Z}_{2l+1}\)-symmetric masses: (6.15) is realised for \(\nu > 0\), (6.16) is realised for \(\nu < 0\), and the corresponding walls are determined by (6.17) with \(\nu > 0\) and (6.18) with \(\nu < 0\) (plotted for \(\mathbb{Z}_3\) in figure 6.5).

In [89], it was noted that the weak-coupling spectrum of the two-dimensional theory can also contain extra towers of charges which are given as \(((-\nu, \nu, 1, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots))\). The simplest theoretically possible decay process for this tower is [89]

\[ \rho \mapsto ((0, 0, 1, 0, 0, \ldots), (-1, 1, 0, 0, 0, \ldots)) + \nu((-1, 1, 0, 0, 0, \ldots), (0, 0, 0, 0, 0, \ldots)). \]  

(6.33)

However, we can argue that in the four-dimensional theory, such process would be inconsistent with the wall-crossing formula. To see this, suppose that the spectrum on right-hand side is correct, and we cross the wall in the other direction. The symplectic product of the two charges on the

---

\(^\dagger\) This can be seen by reflecting the complex plane so that \(m_0\) and \(m_1\) exchange their positions.
right-hand side is 2; then, we can use (6.11) to find the infinite tower of states on the left-hand side: we can see that (6.11) implies that magnetic charges of these states are \((-\nu, \nu, 0, 0, 0, \ldots)\) for all \(\nu \in \mathbb{Z}\), and not \((-1, 1, 0, 0, 0, \ldots)\), as they should be.

Finally, assuming that the BPS spectrum of the four-dimensional theory considered above is identical to the BPS spectrum of the two-dimensional \(\mathcal{N} = (2, 2) \ \mathbb{C}P^{2n-N_f-1}\) sigma model with \(\vec{c}\) and \(\vec{m}\) being the vectors of global and topological charges, as conjectured in [84, 85], we can also claim that we have found the BPS spectrum of the two-dimensional theory (which does not agree with the result obtained in [89]).
Figure 6.5: Secondary walls of marginal stability for $\mathbb{Z}_3$-symmetric masses in the $m_0^2/|m_0|^2$ plane (left column: $|\nu| = 1$, right column: $|\nu| = 2$; first row: bound state with the quark $(-1, 0, 1)$, second row: bound state with the quark $(0, -1, 1)$). The plots corresponds to the sector in figure 6.2.
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