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Abstract

Deep learning has achieved incredible success over the past years, especially in various challenging predictive spatio-temporal analytics (PSTA) tasks, such as disease prediction, climate forecast, and traffic prediction, where intrinsic dependency relationships among data exist and generally manifest at multiple spatio-temporal scales. However, given a specific PSTA task and the corresponding dataset, how to appropriately determine the desired configuration of a deep learning model, theoretically analyze the model’s learning behavior, and quantitatively characterize the model’s learning capacity remains a mystery. In order to demystify the power of deep learning for PSTA in a theoretically sound and explainable way, in this paper, we provide a comprehensive framework for deep learning model design and information-theoretic analysis. First, we develop and demonstrate a novel interactively- and integratively-connected deep recurrent neural network (I^2DRNN) model. I^2DRNN consists of three modules: an Input module that integrates data from heterogeneous sources; a Hidden module that captures the information at different scales while allowing the information to flow interactively between layers; and an Output module that models the integrative effects of information from various hidden layers to generate the output predictions. Second, to theoretically prove that our designed model can learn multi-scale spatio-temporal dependency in PSTA tasks, we provide an information-theoretic analysis to examine the information-based learning capacity (i-CAP) of the proposed model. In so doing, we can tackle an important open question in deep learning, that is, how to determine the necessary and sufficient configurations of a designed deep learning model with respect to the given learning datasets. Third, to validate the I^2DRNN model and confirm its i-CAP, we systematically conduct a series of experiments involving both synthetic datasets and real-world PSTA tasks. The experimental results show that the I^2DRNN model outperforms both classical and state-of-the-art models on all datasets and PSTA tasks. More importantly, as readily validated, the proposed model captures the multi-scale spatio-temporal dependency,

*This work was supported in part by the General Research Fund from the Research Grant Council of Hong Kong SAR under Projects RGC/HKBU12201318, RGC/HKBU12201619, RGC/HKBU12202220, and RGC/HKBU12202417, and in part by the Faculty Research Grant of Hong Kong Baptist University (HKBU) under Project FRG2/17-18/027. Jiming Liu is the corresponding author. Qi Tan, Yang Liu and Jiming Liu are with the Department of Computer Science, Hong Kong Baptist University, Hong Kong SAR, China (e-mail: {csqtan,csygliu,jiming}@comp.hkbu.edu.hk).
which is meaningful in the real-world context. Furthermore, the model configuration that corresponds to the best performance on a given dataset always falls into the range between the necessary and sufficient configurations, as derived from the information-theoretic analysis.

Index terms— Demystification of deep learning; information-based learning capacity (i-CAP); necessary and sufficient configurations; predictive spatio-temporal analytics (PSTA); multi-scale spatio-temporal dependency; interactively- and integratively-connected deep recurrent neural network (IIDRNN)

1 Introduction

Deep learning has received remarkable attention over the past years and achieved incredible success in various applications. Recently, studies of deep learning for predictive spatio-temporal analytics (PSTA) have become increasingly important as their applications are closely related to human well-being, and the instrumented and interconnected world makes spatio-temporal data more ubiquitous than ever before.

One of the most challenging tasks in PSTA [14] is to learn the intrinsic dependency relationships among data, as in many real-world applications such as disease prediction [32, 52], climate forecast [19, 51, 59], and traffic prediction [56, 53, 48, 58], such dependency relationships are generally exhibited at multiple spatio-temporal scales among heterogeneous data sources [15, 2, 50]. Taking infectious disease as an example, the infected case number in a specific region might be on a downward trend each year, but the actual case number for various smaller regions at different time of year may fluctuate with a multitude of factors, such as environmental, geographic, meteorological, and demographic factors, at varying scales [52]. Those governing factors, which affect the real-world in different ways, complicate the spatio-temporal dependency and make it difficult to capture.

As a powerful nonlinear learner for data representation and information extraction, deep learning has demonstrated its unique ability in capturing complex spatio-temporal dependency among data for making accurate predictions. However, there remain certain open questions: Given a specific PSTA task and the corresponding dataset, how to appropriately determine the desired configuration of the deep learning model, so that the useful information contained in the data can be effectively extracted; and how to theoretically analyze the model’s learning behavior and quantitatively characterize the model’s learning capacity, so that the outstanding performance of the model can be well explained. These are the questions that we aim to answer in this paper.

1.1 Related Work

1.1.1 Traditional Learning Models for PSTA

The earliest spatio-temporal prediction models are based on the classical time series models (e.g., vector autoregressive model [4] and Gaussian process regression
model [42]). The spatial observations in one time step are treated as a vector, and the spatial dependency can be regarded as the multivariate dependency in the time series models.

Some tensor-based models have been proposed to account for the underlying dependency among spatio-temporal variates from different data sources. Bahadori et al. [3] treated the spatio-temporal data as tensors and proposed a low-rank tensor learning framework for spatio-temporal prediction. Furthermore, the spatial autocorrelation [44], temporal autocorrelation [55], and high-order temporal correlation [23] have been modelled as constraints and integrated into the tensor factorization frameworks for the PSTA task.

1.1.2 Deep Learning for PSTA

Various deep learning models have recently been proposed to capture the spatio-temporal dependency and predict spatio-temporal series. On the one hand, some studies treated the spatio-temporal prediction as a regression problem. Zhang et al. [56, 57] proposed a spatio-temporal residual network (ST-ResNet) that integrates the temporal closeness, period and trend properties of the target data and some external features for regression. Yao et al. [54] considered spatial and temporal information as different views and proposed a deep multi-view spatio-temporal network framework to predict taxi demand.

Recurrent neural network (RNN)-based models have also been widely adopted to model spatio-temporal data. Ziat et al. [60] proposed a neural hidden state model in which the transition between states is modeled using a neural network. The attention mechanism has recently been considered in capturing the context-dependent dependency [38, 31]. RNNs can also be regarded as a hidden state model with rich representation capacity [24, 12, 39, 25].

1.1.3 Theoretical Understanding on Deep Learning

In order to explore the learning behavior of deep learning, some studies attempted to understand the deep models from the theoretical perspective. Tishby and Zaslavsky investigated the deep neural networks based on the information bottleneck (IB) principle [45]. Following the IB principle, Goldfeld et al. described the mutual information between the input of a deep neural network and the output vector of its hidden layer [16]. In addition to investigating the deep neural networks via information, researchers also studied deep learning from other perspectives, e.g., physics and geometry.

1.2 Motivation

Although existing models aim to tackle the PSTA task, they have not explicitly addressed the issue of multi-scale dependency modeling and hence have presented cer-
tain limitations in their performance. The classical time series models, tensor-based models, and regression-based deep neural networks are mainly derived from the autoregressive model, which emphasizes the short-range temporal dependency but ignores the long-term dependency to some extent. RNNs are promising in processing sequential data, and in particular, stacked RNNs can learn a hierarchical representation of information. However, stacked RNNs do not allow the feedback information to flow from the top layers to the bottom layers, nor is there a direct connection between the output layer and the non-top layers, which weakens the memorization of information at different scales and the effect of information from the bottom/intermediate layers in generating predictions.

More importantly, even though the existing deep learning models have achieved good performance in some given PSTA tasks, and earlier studies have been conducted to examine the learning behaviors of deep neural networks, it still lacks an in-depth understanding on why a specific deep learning model works well on a given dataset and what is the relationship between the configuration of a deep learning model and its corresponding learning capacity on the given task and dataset. Without such a clear understanding, it remains a mystery how to determine the desired configurations of a certain deep model with respect to the given learning datasets, and thus making it difficult to sustain the success of deep learning.

To address the above unsolved yet challenging issues in a theoretically sound and explainable way, it is of great importance to answer three questions:

1. How can we design a learning model to characterize the complex multi-scale dependency of spatio-temporal data?
2. How can we quantify and analyze the designed model’s capacity in capturing the multi-scale dependency of spatio-temporal data?
3. How can we validate the learning behavior and performance of the designed model in various scenarios of multi-scale spatio-temporal dependency?

1.3 Our Contributions

This paper is aimed to specifically tackle the challenge of demystifying deep learning in PSTA by answering the three questions above. The contributions of the paper can be highlighted as follows:

1. We propose a novel interactively- and integratively-connected deep recurrent neural network (I^2DRNN) model to answer the first question. I^2DRNN is composed of three important modules: an Input module to integrate heterogeneous data, a Hidden module to allow information interaction between layers, and an Output module to integrate the information from varying scales to make predictions. With the integration of these modules, I^2DRNN can model the integrative effects of varying scales of spatio-temporal data, within and/or across diverse factors, as observed from heterogeneous sources. The designed I^2DRNN model provides the basis for our subsequent information-theoretic analysis.
2. We develop an information-theoretic framework to answer the second question. This framework enables us to theoretically analyze \( I^2 \)DRNN’s learning behavior, to quantitatively characterize the information-based learning capacity (i-CAP) of each component of \( I^2 \)DRNN in terms of capturing the multi-scale spatio-temporal information, and to appropriately determine the necessary and sufficient configurations for \( I^2 \)DRNN with respect to a given dataset. With the information-theoretic guarantees, the developed framework serves as a rigorous and explainable guidance for designing a desirable deep architecture for a given learning task.

3. We systematically design a series of experiments on both synthetic datasets with multi-scale dependency and real-world PSTA tasks with heterogeneous data sources to answer the third question. \( I^2 \)DRNN achieves better performance than existing models on all datasets and PSTA tasks. The multi-scale spatio-temporal dependency captured by \( I^2 \)DRNN can be interpreted in a real-world context. Moreover, on all datasets and PSTA tasks, the model configuration that achieves the best performance always falls within the interval between the necessary configuration and the sufficient configuration, which is consistent with our information-theoretic analysis.

1.4 Organization of the Paper
The rest of the paper is organized as follows. Section 2 elaborates the details of our model design, including the problem definition, preliminaries in RNN, and the proposed \( I^2 \)DRNN model. Section 3 presents the information-theoretic framework to analyze the i-CAP of our model and to determine the appropriate model configurations with respect to a given dataset. Section 4 provides extensive experimental results on both synthetic datasets and real-world PSTA tasks to validate the effectiveness of the proposed \( I^2 \)DRNN model and to confirm its i-CAP derived from the information-theoretic analysis. Section 5 concludes this paper.

2 Model Design
In this section, we provide the details of the deep model design, serving as the basis of our information-theoretic analysis. First, we formally define the problem of multi-scale spatio-temporal dependency learning in PSTA, including the variables and formulations. We then present some necessary preliminaries in RNN, which are the foundation of the proposed model. After that, we propose our \( I^2 \)DRNN model, explain its architecture as well as the role of each designed module in capturing the multi-scale dependency among spatio-temporal data, and present the learning procedure.

2.1 Problem Definition
Let \( Y \in \mathbb{R}^{N \times T} \) be the target variable collected in \( N \) locations during \( T \) time steps and \( y_t \in \mathbb{R}^N \) be the target variable at time step \( t \) (\( t = 1, \cdots, T \)). Let \( X^{(i)} \in \mathbb{R}^{N^{(i)} \times T^{(i)}} \)
be the covariate observed from the \( i \)-th data source, where \( d \) denotes the number of data sources. Note that the spatial and temporal resolutions of these data are not necessarily well aligned. The target of multi-scale spatio-temporal dependency learning in PSTA is to learn such a function \( f(\cdot) \) that reflects the complex intrinsic relationships among the target variable and multiple covariates, so that \( y_t \) can be well predicted with the learned function \( f(\cdot) \) and the input of historical observations on \( Y \) and observed covariates:

\[
y_t = f(Y_{[1:t-1]}, q^{(i)}(X^{(i)}_{[1:t]}))_{i=1}^d),
\]

where \( Y_{[1:t-1]} \) denotes the target variable collected from time steps 1 to \( t-1 \), \( X^{(i)}_{[1:t]} \) denotes the covariate observed from the \( i \)-th data source up to time step \( t \), and \( q^{(i)}(X^{(i)}_{[1:t]}) \) indicates the effect of \( i \)-th covariate on the target variable. The notations used in this paper are described and explained in Table 1.

### 2.2 Preliminaries

RNN is a typical neural network model that has been widely used in sequential prediction [33]. By forming a directed cycle between hidden units, the historical information of the input sequences is well preserved in RNN. The state of the hidden unit of a conventional RNN at time step \( t \) is computed as a function of the current input \( x_t \) and the previous hidden state \( h_{t-1} \):

\[
h_t = f_h(h_{t-1}, x_t).
\]

It is common to adopt the element-wise nonlinear activation function as the transition function:

\[
h_t = \sigma_h(W_h h_{t-1} + U x_t),
\]

\[
o_t = \sigma_o(V h_t),
\]

where \( W \) is the state-to-state transition matrix, \( U \) is the input-to-state weight matrix, \( V \) is the state-to-output weight matrix, \( \sigma_h(\cdot) \), \( \sigma_o(\cdot) \) are the element-wise activation functions, and \( o_t \) is the output value of the RNN model.

In practice, it is difficult for a single-layer RNN to represent the complex distribution, whilst the deep structure is desirable to capture more information via multiple hidden states. The stacked RNN, an RNN model with a deep structure, organizes the multiple hidden states in a hierarchical manner:

\[
h'_l = f'_l(h'_{l-1}, h'_{l-1}) = \sigma_h(W'_l h'_{l-1} + U'_l h'_{l-1}),
\]

where \( h'_l \) is the hidden state of the \( l \)-th level at time \( t \), \( l \in [1, L] \). When \( l = 1 \), the state is computed using the input \( x_t \). The hidden states of all levels are recursively computed from the bottom level \( l = 1 \). This architecture can perform hierarchical processing of the temporal data and capture the structure of time series. Empirical evaluations have demonstrated the effectiveness of the deep structure in RNN [18].
Figure 1: The proposed Interactively- and Integratively-connected Deep Recurrent Neural Network (I^2DRNN) model. (a) I^2DRNN is composed of the Input (I) module, the Hidden (H) module, and the Output (O) module. The encoder and decoder structures in I module integrate data from heterogeneous sources. The hierarchical structure in H module is used to capture multiple spatio-temporal effects on target variable caused by covariates from different data sources by allowing interaction of information among various layers. The integrative effects at varying scales are then modeled in O module to generate the output predictions. (b) x_t is a vector that represents the data from multiple heterogeneous sources (denoted by different maps) in all different locations at time step t and o_t is an N-dimensional vector representing the predicted values of target variable in N locations at time t. By extracting the information from x_t using the hidden layers, i.e., h^1_t, h^2_t, and h^3_t, the spatial dependency of various locations can be captured. Specifically, the target variable in one location can be influenced by the effects from individual locations (e.g., the black node in h^1_t) or the collective effects from different locations at multiple scales (e.g., the green node in h^2_t and the yellow node in h^3_t). The hierarchical structure can learn such multi-scale spatial dependency. Note that the hierarchical layers are fully connected (i.e., x_t \rightarrow h^1_t, h^1_t \rightarrow h^2_t, h^2_t \rightarrow h^3_t, h^1_t \rightarrow o_t, h^2_t \rightarrow o_t, and h^3_t \rightarrow o_t). Some of the connections are highlighted simply for illustration.
Table 1: Notations and descriptions.

| Notations       | Descriptions                                                                 |
|-----------------|-------------------------------------------------------------------------------|
| $Y$             | Target variable                                                              |
| $X$             | Input covariates                                                             |
| $Y_{[1:t-1]}$   | Target variable from time step 1 to time step $t-1$                           |
| $X_{[1:t-1]}$   | Input covariates from time step 1 to time step $t-1$                         |
| $y_t$           | Target variable in time $t$                                                  |
| $x_t$           | Input covariates in time $t$                                                 |
| $h_t^l$         | Hidden state of the $l$-th level at time step $t$, $l \in [1, L]$            |
| $o_t$           | Output value of RNN models at time step $t$                                  |
| $W^l$           | State-to-state transition matrix of $l$-th layer in stacked RNN               |
| $U^l$           | Input-to-state weight matrix of $l$-th layer in stacked RNN                   |
| $V$             | State-to-output weight matrix                                                |
| $W^{i\rightarrow j}$ | State-to-state transition matrix from $i$-th layer in time step $t-1$ to $j$-th layer at time step $t$ in I$_2$DRNN |
| $V^{l\rightarrow O}$ | State-to-output weight matrix of $l$-th layer in I$_2$DRNN                   |
| $X^F_t$         | Fine-scale features at time step $t$                                         |
| $x^C_t$         | Coarse-scale features at time step $t$                                       |
| $x^S_t$         | The same scale features at time step $t$                                    |
| $c_t$           | Context features                                                             |
| $I(y; x)$       | Mutual information (MI) between two variables $y$ and $x$                   |
| $D^R(\tau)$    | Recurrent Information Rate with time tag $\tau$                             |
| $\lambda$      | Recurrent coefficient                                                        |
| $D^X$           | Input Information Rate                                                       |
| $\eta$         | Input coefficient                                                            |
| $I(y_t; o_t)$   | i-CAP of a model for a given dataset                                         |
2.3 The I$^2$DRNN Model

Fig. 1(a) illustrates the architecture of the proposed I$^2$DRNN, which is composed of three key modules: the Input (I) module that integrates heterogeneous data sources via the encoder and decoder structures, the Hidden (H) module that captures the information on various scales and allows information interaction among layers via the hierarchical structure, and the Output (O) module that integrates effects at varying scales to generate the output predictions.

2.3.1 Input Module: Integration of Heterogeneous Data

To handle the heterogeneity of multi-source data, we adaptively incorporate data from various sources into the I module of I$^2$DRNN. Heterogeneous data sources describe multiple dynamic processes in various scales. We consider three kinds of scales: the coarse-scale, the same-scale, and the fine-scale. Here the coarse-, same-, and fine-scales are determined with respect to the temporal scale of the target variable. The coarse-scale process serves as the context/condition of the fine-scale process, while the dynamics of the fine-scale process reflect the state of the coarse-scale process. In other words, when predicting the fine-scale process, coarse-scale data are fed in as the context variable, and when predicting the coarse-scale process, fine-scale data are used to construct the state of the coarse-scale process.

The bottom of Fig. 1(a) shows the encoder and decoder structures designed in the I module of I$^2$DRNN to process the data of various scales. The encoder transforms a sequence into a vector representation, while the decoder generates a sequence output, given a vector representation as the input [43]. In our model, we use the encoder structure for fine-to-coarse inference:

$$c_t = f_E(X^F_t),$$

(5)

where $X^F_t \in \mathbb{R}^{N^F \times T^F}$ are the fine-scale features and $f_E$ is an encoder RNN. Note that the fine-scale processes progress multiple time steps during the coarse time interval $t$. The coarse features are fed in repeatedly to predict the target variable. We use $x^C_t$ to denote the coarse-scale features.

Moreover, the heterogeneous data may not be grid-distributed nor well aligned in a unified spatial resolution. The bottom of Fig. 1(b) gives an example of spatial data from various resources (denoted by different maps) that are not well aligned. We concatenate all heterogeneous spatial data that in the same temporal scale to form the input vectors in the coarse-scale (denoted as $x^C_t$), same-scale (denoted as $x^S_t$), or fine-scale (denoted as $x^F_t$), respectively.

Combining the feature representations from heterogeneous data sources, the input layer is constructed as follows:

$$x_t = \text{concatenate}(c_t, x^C_t, x^S_t),$$

(6)

where $\text{concatenate}(c_t, x^C_t, x^S_t)$ denotes the operation of concatenating $c_t$, $x^C_t$, and $x^S_t$ into a single vector $x_t$. 
2.3.2 Hidden Module: Hierarchical Structure for Multi-scale Information Interaction

To learn the multi-scale spatio-temporal dependency, the H module should be able to model the interaction and integration of information from various layers.

With information flowing over multiple time scales, temporal data often display hierarchical properties. The fast-moving component dominates the fine-scale dynamics, whilst the slow-moving component plays an important role in the coarse-scale dynamics. The observation is the integrative effects of information over multiple scales. As demonstrated in some representative works [20, 27], the multi-scale representation of context can be learned by the hierarchical RNN with each layer working on a certain time scale.

The middle of Fig. 1(a) shows the design of the H module in $I^2$DRNN that provides the feedback connections in each layer to adaptively capture the multi-scale information in the spatio-temporal dynamic processes. The hidden state of the $j$-th layer in Eq. (4) is computed as follows:

$$h^j_t = \sigma_h(U^{j-1\to j}h^{j-1}_t + \sum_{i=j}^{L} W^{i\to j} h^{i}_{t-1}),$$

where the superscript $i \to j$ indicates the gate from layer $i$ in time step $t - 1$ to layer $j$ in time step $t$, and we have $h^0_t = x_t$. Organizing the RNN at multiple time scales helps to capture the long-term dependency by allowing information to flow long distances more easily at the coarser time scales [17]. Moreover, the feedback connections can decrease the variance of the current input to preserve the historical information.

For the multi-scale spatial dependency, we use a fully connected hierarchical structure in $I^2$DRNN to characterize it.

2.3.3 Output Module: Integrative Effects at Multiple Scales

The spatio-temporal observation is the combined effect of the dynamics at various scales. For instance, the target variable in one location (shown in black in layer $o^t$ in Fig. 1(b)) can be influenced by the effects from individual locations (e.g., the black node in the layer $h^1_t$ in Fig. 1(b)) and by the collective effects from various locations on multiple scales (e.g., the green node in layer $h^2_t$ and the yellow node in layer $h^3_t$ in Fig. 1(b)). To model such a phenomenon, the output of our model in time step $t$ should be from the integrative effects of information at all scales. The top of Fig. 1(a) shows the design of the O module in $I^2$DRNN that provides a connection from each hidden layer to the output layer. As a result, the output at time step $t$ is computed as follows:

$$o_t = \sum_{l=1}^{L} V^{l\to O} h^l_t.$$
Algorithm 1: Interactively- and Integratively-connected Deep Recurrent Neural Network (I^2DRNN) Learning

**Input:** Historical observations: $Y$; heterogeneous data sources: $X^S$, $X^F$, $X^C$;

**Output:** Learned parameters of I^2DRNN: $\Theta$

$X \leftarrow [X^S, X^F, X^C]$;

$D \leftarrow \langle X, Y \rangle$;

$\{D^v, D^w\} \leftarrow D$;

$v^i \leftarrow \emptyset$;

while stopping criteria is not satisfied do

for $t = 1 : T$ do

/* Compute Model Prediction */

$c_t \leftarrow f_E(X^F_t)$

$x_t \leftarrow \text{concatenate}(c_t, x^C_t, x^S_t, x^{sp}_t)$;

for $j = 1 : L$ do

$h^j_t \leftarrow \sigma_h(U^{j-1\rightarrow j}h^j_{t-1} + \sum_{i=j}^{L} W^{i\rightarrow j}h^i_{t-1})$;

end

$o_t \leftarrow \sum_{i=1}^{L} V^{i\rightarrow O}h^i_t$;

end /* Update Parameters */

$\text{Loss}(D^i, \Theta) \leftarrow \sum_{y_t \in D^i} ||y_t - o_t||^2_2$;

$\Theta \leftarrow \Theta - \eta \frac{\partial \text{Loss}(D^i, \Theta)}{\partial \Theta}$

/* Compute Validation Performance */

$v^i \leftarrow [v^i, \text{Loss}(D^v, \Theta)]$

end

2.3.4 The Learning Procedure

Finally, we introduce the learning procedure of the proposed model. As described in Algorithm 1, we first construct the training dataset and the validation dataset from the original data sources. The proposed model is trained to predict the target variable $y_t$. Therefore, the objective is to determine the parameters of the proposed model that can minimize the difference between the predicted values and the ground truth:

$$\arg\min_{\Theta} \text{Loss}(Y, \Theta) = \sum_{y_t \in Y} ||y_t - o_t||^2_2,$$

(9)

where $\Theta$ is the parameter set of the model, and $o_t$ is the output of I^2DRNN. The model is trained via Adam [26].

3 Information-Theoretic Analysis

In this section, we develop an information-theoretic framework to examine the proposed model’s learning behavior. First, we explore the problem of spatio-temporal
dependency learning from the perspective of information theory, and we then deduce
the learning capacity of RNN. On that basis, we analyze the i-CAP of the proposed
model. Finally, we determine the necessary and sufficient configurations for the pro-
posed model with respect to the given datasets.

3.1 Information-Theoretic Perspective on Spatio-Temporal Depen-
dency Learning

We characterize the multi-scale dependency of spatio-temporal data using the concept
of mutual information (MI) [13], which measures the degree of correlation between
two random variables. The larger the MI, the more uncertainty in one variable that can
be eliminated when given the information for the other variable.

To fully capture the spatio-temporal dependency, learning models should extract
sufficient information from $X_{[1:t]}$ into the representation $h_t$ and then use
$h_t$ to infer $o_t$. Therefore, we expect that the learned representation is informative with respect to
predicting $y_t$, i.e., maximizing $I(y_t; o_t)$. In fact, the information that one can obtain
about $y_t$ through encoding $X_{[1:t]}$ is upper bounded by $I(y_t; X_{[1:t]})$. According to
the data processing inequality [5], if three random variables form the Markov chain
$A \rightarrow B \rightarrow C$, i.e., the conditional distribution of random variable $C$ depends only on
$B$ and is conditionally independent of $A$ given $B$, then we have $I(A; B) \geq I(A; C)$. In
the case of RNN modeling, since $o_t$ is generated from $X_{[1:t]}$: $o_t = RNN(X_{[1:t]})$, $y_t$
is independent of $o_t$ given $X_{[1:t]}$ and there is a Markov chain $y_t \rightarrow X_{[1:t]} \rightarrow o_t$ [45].
Therefore, we have

$$I(y_t; X_{[1:t]}) \geq I(y_t; o_t), \quad (10)$$
i.e., $\exists \alpha \in [0, 1]$ such that $I(y_t; o_t) = \alpha I(y_t; X_{[1:t]})$. Accordingly, we can define the
model’s learning capacity $I(y_t; o_t)$:

**Definition 1.** The information-based learning capacity (i-CAP), $I(y_t; o_t)$, of a model
$M$ for a specific dataset can be defined as the proportion $\alpha$ ($0 \leq \alpha \leq 1$) of the
information extracted by model from $X_{[1:t]}$ about $y_t$:

$$I(y_t; o_t) = \alpha I(y_t; X_{[1:t]}) \quad (11)$$

3.2 Learning Capacity of RNN

To deduce RNN’s learning capacity, we first qualitatively demonstrate that the memory
of previous inputs would leak when a new input is encoded in the hidden layers, and
we then analyze the relationship between the recurrent information rate and the input
information rate in conventional RNN.

3.2.1 New Information vs. Historical Information

Assume that $h_{t-1}$ contains partial information about $x_t$: $H(x_t) = I(h_{t-1}; x_t) +
H(x_t|h_{t-1})$, where $H(x_t|h_{t-1}) > 0$, and thus there exists some function $g(\cdot)$ such
that $x_t = g(h_{t-1}) + \epsilon_t$, where $E(\epsilon_t^2) = 0$ and $Var[\epsilon_t|h_{t-1}] > 0$ [7]. We can
model the $\epsilon_t$ as a Gaussian random white noise. In so doing, the input $x_t$ is a Gaussian random variable. The MI between the hidden states in consecutive time steps is given in the following theorem:

**Theorem 1.** Consider $x_t \sim N(0, \text{diag}(\sigma^2, \sigma^2, \ldots, \sigma^2))$, $W$ is a full-rank matrix with the dimension of $\text{dim}(h)$, then we have:

$$I(h_t, \tanh(Ux_t + Wh_t + b)) = \frac{\text{dim}(h)}{2} \log(1 + \frac{\lambda}{\sigma^2 \eta}),$$  \hspace{0.5cm} (12)

where $\lambda$ and $\eta$ are the largest eigenvalues of $W^T W$ and $U^T U$, respectively.

**Proof.** Consider two random variables $c, d \in \mathbb{R}^{\text{dim}(H)}$ that are linearly correlated with each other by $c = Wd + \epsilon$, where $\epsilon \sim N(0, \Sigma)$, then according to [10], we have

$$I(c, d) = \frac{1}{2} \log(|I + \Sigma^{-1/2} W^T W \Sigma^{-1/2}|).$$  \hspace{0.5cm} (13)

Because MI is invariant under reparameterization by homeomorphisms [28], we have the following:

$$I(h_t, \tanh(Ux_t + Wh_t + b)) = I(h_t, Ux_t + Wh_t).$$  \hspace{0.5cm} (14)

Following Proposition 1.4 in [7], we combine Eqs. (13) and (14) and thus obtain Eq. (12). This completes the proof of Theorem 1.

Based on Theorem 1, we can evaluate how the new information affects the memory of RNN on previous inputs.

**Corollary 1.** Assume $H_x = H(x_t | X_{1:t-1})/N^i$, where $N^i$ is the dimension of $x_t$, then

$$I(h_t, \tanh(Ux_t + Wh_t + b)) = \frac{\text{dim}(h)}{2} \log(1 + \frac{2\pi e \lambda}{\eta e^{2H_x}}).$$  \hspace{0.5cm} (15)

**Proof.** The RNN would extract information of $x_t$ into the hidden layer via $Ux_t$, and the information presenting at time step $t$ is $H(x_t | X_{1:t-1})$. For the Gaussian random variable $x_t$, the relation between the variance $\sigma^2$ and entropy $H_x$ is given as follows:

$$\sigma^2 = \frac{e^{2H_x}}{2\pi e}.$$  \hspace{0.5cm} (16)

The proof of Eq. (16) can be found in Page 244 of [13]. By substituting it into Eq. (12), we complete the proof.

Therefore, the information about the previous inputs would decrease when increasing $\eta H(x_t | X_{1:t-1})$. In other words, more information about previous inputs would be lost if more new information is stored. To store more information, we can increase the size of the hidden layers or increase $\lambda$, which can help preserve the long-range dependency [29][47].
3.2.2 Recurrent Information Rate \(D^R\) and Input Information Rate \(D^X\)

Given the limited capacity of one hidden layer with a fixed number of hidden units, some information about previous inputs would be lost when new information is stored. Based on Theorem 1 and Corollary 1, we have the following corollary.

**Corollary 2.** Assume that \(h_{t-1} \sim N(0, I)\), then the input rate \(D^X\) and the recurrent rate \(D^R\) can be defined as follows:

\[
\begin{align*}
D^X &:= I(h_t; x_t) = \frac{\text{dim}(h)}{2} \log(1 + \frac{\eta}{\lambda}), \\
D^R(1) &:= I(h_t; x_{t-1}) = \frac{\text{dim}(h)}{2} \log(1 + \frac{2\pi e \lambda}{\eta e^{2H_x}}), \\
D^R(\tau) &:= I(h_t; x_{t-\tau}) = \frac{\text{dim}(h)}{2} \log(1 + \frac{2\pi e (1 - \lambda) \lambda^\tau}{(1 - \lambda^\tau) \eta e^{2H_x}}).
\end{align*}
\]

As shown in this corollary, if we increase the strength of \(\eta\), the input rate \(D^X\) will increase accordingly while the recurrent rate \(D^R\) will decrease. Therefore, \(D^X\) and \(D^R\) are inversely correlated. In other words, in the RNN with a fixed number of hidden units, the input rate \(D^X\) and the recurrent rate \(D^R\) cannot both be high.

In this paper, we assume that \(0 \leq \lambda < 1\), because the spectral radius of \(W\) tends to be smaller than 1 for compressing the long-range information to match the real-world information pattern shown in Fig. 2(b) and to avoid the gradient exploding [35]. Under this mild assumption, we show that the memory regarding previous inputs would decay exponentially.

**Proposition 1.** \(I(h_t; h_{t-\tau})\) decays exponentially in the long-range dependency if \(0 \leq \lambda < 1\).

**Proof.** From Eq. (17), we know that when \(\tau\) becomes large, \((\lambda)^\tau\) becomes very small. Thus using Taylor expansion at the point \((\lambda)^\tau = 0\), we have:

\[
D^R(\tau) \approx \frac{\text{dim}(h)}{2} \cdot \frac{2\pi e (1 - \lambda) \lambda^\tau}{\eta e^{2H_x}} = O(\lambda^\tau).
\]

So the information decays exponentially with time lag \(\tau\). \qed

3.3 Information-based Learning Capacity (i-CAP) of \(I^2\)DRNN

In this subsection, we examine the capacity of \(I^2\)DRNN to learn multi-scale spatio-temporal dependency. We first intuitively explain the advantage of the structure of \(I^2\)DRNN over the stacked RNN in capturing multi-scale information. We then quantitatively demonstrate the superiority of \(I^2\)DRNN by comparing its capacity with that of the stacked RNN for explaining the potential performance gains.
Figure 2: Information-theoretic perspective on multi-scale spatio-temporal dependency. (a) MI between the target variable $Y_{t,j}$ and input covariates $X_{t-lag,k}$ in a climate dataset, where $j$ represents the location of (286.1E, 40.7N) marked with a pointer and $lag$ indicates the time lag of $X_{t-lag,k}$ with respect to $Y_{t,j}$. The colour intensity in each location $k$ visualizes the value of $\sum_{t=lag}^{T} I(Y_{t,j}; X_{t-lag,k})/T$, with $lag = 0, 4, \text{and } 8$ weeks in the top, medium, and bottom layers, respectively. (b) Normalized MI between the target variable $y_t$ and the lagged input covariates $x_{t-\tau}$, i.e., $I(y_t; x_{t-\tau})/I(y_t; x_t)$, with varying time lags $\tau$ in a traffic dataset.

3.3.1 Structures: I\textsuperscript{2}DRNN vs. Stacked RNN

Multi-scale spatio-temporal dependency exists in many real-world datasets. Fig. 2(a) shows the MI between the target variable and input covariates with various locations and different time lags in a climate dataset\textsuperscript{1}. The colour intensity in each point indicates the MI between the input covariates at this point and the target variable at the marked point (286.1E, 40.7N) in the top layer. Fig. 2(b) shows the MI between the target variable and the lagged input with varying time lags $\tau$ in a traffic dataset\textsuperscript{2}. As shown in these two figures, in addition to the information about the target variable among the input features in nearby locations and time steps, considerable amounts of information are in faraway locations and time steps, which should be considered in an aggregate manner.

Stacked RNN performs well in many applications. However, in the following, we interpret the limitations of stacked RNN in balancing the input and memories, and demonstrate the corresponding improvement to overcome these limitations.

- First, in the procedure of predicting $y_t$, the information $I(y_t; x_t)$ would go through layer 1 to layer $L$ in the stacked RNN, as illustrated in the left of Fig. 3(a). As shown in Eq. (17), more memory about past inputs would be lost when more new information is inputted. In other words, the long-term memory in the higher layers would be lost due to the flow of $I(y_t; X_{[1:t]})$. In contrast to

\textsuperscript{1}Please refer to Section 4.1.2 for the details of this climate dataset.
\textsuperscript{2}Please refer to Section 4.1.2 for the details of this traffic dataset.
Information flow of stacked RNN

Information flow of I^2DRNN

\[ y_t \longrightarrow h_t^2 \longrightarrow h_t^3 \longrightarrow x_t \]

\[ x_t \longrightarrow h_t^1 \longrightarrow h_t^2 \longrightarrow h_t^3 \rightarrow y_t \]

(a) (b)

Figure 3: The advantage of I^2DRNN’s structure over a stacked RNN’s structure. (a) Compared to stacked RNN (left), the fully connected output module in I^2DRNN (right) provides shortcuts from \( h_1^t, h_2^t, h_3^t \) to \( y_t \) to preserve short-term and long-term memories in different layers. (b) Stacked RNN (left) uses only the information in \( h_1^{t-1} \) in the previous time step; I^2DRNN (right) uses all available information in \( h_1^{t-1}, h_2^{t-1}, h_3^{t-1} \) in the previous time step to control the input to prevent redundant information filling in the memory bank.

The stacked RNN, I^2DRNN provides the shortcut from each hidden layer to the output layer, as illustrated in the right of Fig. 3(a), which directly utilizes the information from the bottom layers without sacrificing the long-term information in the higher layers.

- Second, as shown in Eq. (16), the variance of the input noise is determined by the conditional entropy \( H(x_t|h_t) \). In the stacked RNN, the input of each layer is controlled simply by the hidden units of the same layer, as illustrated in the left of Fig. 3(b). Because \( H(x_t|h_{t-1}^1) \geq H(x_t|h_{t-1}^2, h_{t-1}^1) \), I^2DRNN adds the feedback connection to reduce the variance of \( \epsilon_t \) to preserve the information about historical inputs, as illustrated in the right of Fig. 3(b).

From the information-theoretic perspective, these two improvements in the hidden module and output module could increase the recurrent feed forward rate \( D^R \) by properly redesigning the multi-layer structure while keeping the same input feed forward rate \( D^X \). By doing so, I^2DRNN is able to characterize multi-scale information, so as to achieve more accurate prediction. Note that this information-theoretic analysis will not be affected by the operations in the input module, as the \( x_t \) used for analysis, as shown in Eq. (6), is a general notation that represents the output from the input module.
3.3.2 i-CAP: \( I^2 \)DRNN vs. Stacked RNN

To demonstrate the advantage of \( I^2 \)DRNN over a stacked RNN, without loss of generality, we specifically compare the capacity of a two-layer \( I^2 \)DRNN and a two-layer stacked RNN. We use superscripts ‘\( \tau \)’ and ‘\( \cdot \)’ to denote the notations in \( I^2 \)DRNN and those in stacked RNN, respectively. Let the input coefficients and recurrent coefficients of the \( l \)-th (\( l = 1, 2 \)) layer in \( I^2 \)DRNN be \( \eta^\tau_l \) and \( \lambda^\tau_l \), respectively, and let those in the stacked RNN be \( \eta^\cdot_l \) and \( \lambda^\cdot_l \), respectively. In the following, we will show that with the same input information rate \( D^X \), \( I^2 \)DRNN is able to achieve higher \( D^R(\tau) \) than stacked RNN, i.e., \( D^{R^\tau}(\tau) > D^{R^\cdot}(\tau) \).

In stacked RNN, \( o_t \) is conditionally independent of other variables given the top hidden layer \( h^\cdot_t \). Let \( \eta^\cdot_2 \) and \( \lambda^\cdot_2 \) be the input and recurrent coefficients of the second layer that satisfy \( \text{dim}(h^\cdot_2) \log(1 + \frac{\eta^\cdot_2}{\lambda^\cdot_2}) \geq D^X \). Since the information of \( x_t \) flows to \( h^\cdot_t \) through \( h^\cdot_1 \), we have \( I(h^\cdot_1; x_t) \geq I(h^\cdot_t; x_t) \). As a result, the second layer has a smaller input information rate and a larger recurrent information rate than the first layer, and thus preserves more long-term memory. In this case, the recurrent information rate of stacked RNN is given as follows:

\[
D^{R^\cdot}(\tau) = \frac{\text{dim}(h^\cdot)}{2} \log(1 + \frac{2\pi e(1 - \lambda^\cdot_2)\lambda^\cdot}{(1 - \lambda^\cdot_2)\eta^\cdot_2 e^{2H_x}}).
\]

In \( I^2 \)DRNN, a shortcut is provided to transfer the information of \( x_t \) to \( o_t \). Let \( \eta^\tau_1 = \eta^\cdot_2 \) and \( \lambda^\tau_1 = \lambda^\cdot_2 \), then we have \( D^{X^\tau} = D^X \). Assume that \( h^\tau_2 \) contains sufficient information of \( x_t \). Moreover, we have \( 0 \leq \lambda^\tau_2, \lambda^\cdot_2 < 1 \). Let \( \eta^\tau_2 = \eta^\cdot_2 \) and \( \lambda^\tau_2 > \lambda^\cdot_2 \). Since \( \tau \) is a positive integer, when \( \tau = 1 \), we have:

\[
D^{R^\tau}(1) = \frac{\text{dim}(h^\tau)}{2} \log(1 + \frac{2\pi e(1 - \lambda^\tau_2)\lambda^\tau}{(1 - \lambda^\tau_2)\eta^\tau_2 e^{2H_x}}) > \frac{\text{dim}(h^\cdot)}{2} \log(1 + \frac{2\pi e\lambda^\cdot_2}{\eta^\cdot_2 e^{2H_x}}) = D^{R^\cdot}(1).
\]

When \( \tau > 1 \), we have:

\[
D^{R^\tau}(\tau) = \frac{\text{dim}(h^\tau)}{2} \log(1 + \frac{2\pi e(1 - \lambda^\tau_2)\lambda^\tau}{(1 - \lambda^\tau_2)\eta^\tau_2 e^{2H_x}}) = \frac{\text{dim}(h^\tau)}{2} \log(1 + \frac{2\pi e}{\lambda^\tau_2 + \frac{1}{\lambda^\tau_2} + \cdots + \frac{1}{\lambda^\tau_2})\eta^\tau_2 e^{2H_x}}) > \frac{\text{dim}(h^\cdot)}{2} \log(1 + \frac{2\pi e}{\lambda^\cdot_2 + \frac{1}{\lambda^\cdot_2} + \cdots + \frac{1}{\lambda^\cdot_2})\eta^\cdot_2 e^{2H_x}} = D^{R^\cdot}(\tau).
\]

Combining Eqs. \([20],[21]\), we know that given the same \( D^X \), \( I^2 \)DRNN is able to achieve higher \( D^R(\tau) \) than stacked RNN. As a result, \( I^2 \)DRNN can provide more accurate estimation on target variable via capturing more information from input data, with fixed amount of hidden units.
3.4 Configuration Determination

In order to gain more insight into the i-CAP of our model on various datasets, we analyze the model capacity when learning the data with parametric exponential information functions. More importantly, based on the capacity analysis, we further introduce the concepts of necessary and sufficient configurations for the designed model with respect to the given datasets, and the way to determine them, which may provide some hints during the real-world model deployment.

We first explain how to estimate the capacity of a model with certain number of layers and units. Based on that, we can select the range of model configuration for an acceptable performance. Without loss of generality, we conduct the analysis on a two-layer I^2DRNN with \( h_1 \) hidden units in the first layer and \( h_2 \) hidden units in the second layer. We analyze the capacity to capture MI from an optimization point of view: the first layer is optimized to capture as much useful information as possible, and the second layer is then optimized to capture the information that is not captured by the first layer.

3.4.1 Capacity Estimation

Capacity of the First Layer: Consider the data information function following the parametric form \( g(\tau) = a \cdot k^\tau \), where \( g(\tau) \) is the mutual information between \( y_t \) and the time-lagged input \( x_{t-\tau} \) with \( a \in \mathbb{R}^+ \) and \( \tau \in [0, 1] \). Such parametric function well matches the information curves of typical real-world spatio-temporal datasets with exponential information decay. The capacity of the first layer to capture the previous inputs can be written as:

\[
I(h_1^t; X_{1:t}) = \sum_{\tau=0}^{t-1} I(h_1^t; X_{t-\tau})
= \frac{\text{dim}(h)}{2} \sum_{\tau=0}^{t-1} \log(1 + \frac{2\pi e(1 - \lambda_1)\eta \lambda_1^\tau}{2\pi e\lambda_1^{\tau+1}(1 - \lambda_1) + \eta e^{2H_x}(1 - \lambda_1^\tau)}).
\]

(22)

We focus on the long-range behaviors and approximate \( \lambda_1 \) after model training by maximizing the following \( f(\lambda_1) \):

\[
f(\lambda_1) = \sum_{\tau=1}^{\infty} \log(1 + \frac{2\pi e(1 - \lambda_1)\eta \lambda_1^\tau}{2\pi e\lambda_1^{\tau+1}(1 - \lambda_1) + \eta e^{2H_x}(1 - \lambda_1^\tau)}) \cdot a k^\tau,
\]

(23)

which encourage the curve pattern of information function captured by model being similar to the true distribution.

By doing so, we make the information distribution captured by the first layer approach the true distribution. Because \( \lambda^\tau \to 0 \) when \( \tau \gg 1 \), by carrying out the Taylor expansion on \( f(\lambda_1) \), we have the following:

\[
f(\lambda_1) \approx \sum_{\tau=1}^{\infty} \frac{a2\pi e(1 - \lambda_1)\lambda_1^\tau k^\tau}{e^{2H_x}} = \frac{a2\pi e(1 - \lambda_1)\lambda_1 k}{(1 - \lambda_1 k)e^{2H_x}}.
\]

(24)
Similarly, we approximate 1 in λf because q where f0 is the first layer in lag τ ≫ λ. We make the information distribution captured by the second layer approach the remaining information that has not yet been captured by the first layer. Because λτ ≫ 1, by carrying out the Taylor expansion on f(λ2), we have the following:

\[
f(\lambda_2) = \sum_{\tau=1}^{\infty} \log(1 + \frac{2\pi e(1 - \lambda_2)\eta\lambda_2^{\tau + 1}}{2\pi e\lambda_2^{\tau + 1}(1 - \lambda_2) + \eta e^{2H_x}(1 - \lambda_2^{\tau + 1})}) \approx (ak^\tau - h_1q^\tau),
\]

where q = λ1 and h1qτ is the information captured by the first layer in lag τ. We make the information distribution captured by the second layer approach the remaining information that has not yet been captured by the first layer. Because λτ → 0 when τ ≫ 1, by carrying out the Taylor expansion on f(λ2), we have the following:

\[
\begin{align*}
f(\lambda_2) &\approx \sum_{\tau=1}^{\infty} \frac{2\pi e(1 - \lambda_2)\lambda_2^{\tau + 1}}{e^{2H_x}(1 - k\lambda_2)(1 - q\lambda_2)} (ak^\tau - h_1q^\tau) \\
&= \frac{2\pi e(1 - \lambda_2)\lambda_2((h_1 - a)\lambda_2kq + ak - h_1q)}{e^{2H_x}(1 - k\lambda_2)(1 - q\lambda_2)} \\
&\approx \frac{2\pi e(1 - \lambda_2)\lambda_2(ak - h_1q)}{e^{2H_x}(1 - k\lambda_2)(1 - q\lambda_2)}.
\end{align*}
\]

Note that a and h1 are the information within data in lag 0 and that captured by the first layer in lag 0, respectively, and we can assume that a ≈ h1. Taking the derivative of f(λ2), we have the following:

\[
f'(\lambda_2) = \frac{(ak - h_1q)}{\eta e^{2H_x}} \cdot \left(1 - 2\lambda_2 + (k + q + kq)\lambda_2^2\right) \frac{1}{((1 - k\lambda_2)(1 - q\lambda_2))^2}.
\]

Because f'(0) > 0, f'(1) < 0 and f''(λ2) < 0 for λ2 ∈ (0, 1), we have a maximal in λ2 ∈ (0, 1), and the corresponding λ2 can be obtained by solving the equation: 1 - 2λ2 + (k + q + kq)λ2^2 = 0.

Overall Capacity: As max(I(h1; x_{t-}), I(h2; x_{t-})) ≤ I([h1, h2]; x_{t-}), we can obtain the lower bound of the model capacity:

\[
C = \sum_{\tau} \max(I(h_1; x_{t-}), I(h_2; x_{t-})),
\]

The information bottleneck (IB) principle has been widely used to study the insight of deep neural networks (DNN) [45][16][41] and guide the learning of DNN [1][6][30]. The IB principle is applicable to various structures, such as the recurrent architectures [30] and the ReLU activation function (Section 5.3 of [4]). According to the IB principle, the neural network learns the compact representation that contains sufficient information about inputs regarding the target variable to enhance the generalization [22]. We can then estimate the i-CAP of the model as:

\[
I(y_t; o_\tau) = \sum_{\tau} \min(g(\tau), \max(I(h_1; x_{t-}), I(h_2; x_{t-}))).
\]
Figure 4: Necessary configuration ($I_n$) and sufficient configuration ($I_s$) of the designed model for a given dataset. (a) The $I(Z;Y)$ curve. (b) The first-order derivative of $I(Z;Y)$. (c) The second-order derivative of $I(Z;Y)$.

Remarks: In some situations, $X_t$ ($t = 1, \cdots, T$) are not completely independent of one another. In terms of practical calculation, we assume that the RNN is randomly initialized and thus captures only short-range information. While training with back propagation over time, the RNN would gradually learn to capture longer-range information to minimize the empirical error. Therefore, in characterizing the task-specific requirement for capturing short- or long-range information, we apply the chain rule for MI: $I(h_t;X[1:T]) = \sum_{\tau=1}^{T} I(h_{t};X_{t-\tau}|X_{[t-\tau+1:T]})$. In this way, the RNN needs only to capture the conditional MI at lag $\tau$, i.e., $I(h_{t};X_{t-\tau}|X_{[t-\tau]:t})$, regardless of whether $X_t$ are independent of one another. A similar procedure can be used to estimate the capacity of the higher layers. For example, to estimate the capacity of the third layer, let $f(\lambda_3) = \sum_{\tau=1}^{\infty} \log\left(1 + \frac{2\pi e(1-\lambda_3)^{\eta\lambda_3^{\tau}}}{2\pi e(1-\lambda_3)^{\eta\lambda_3^{\tau}} + \eta e^{2\mu_\tau}+1-\lambda_3^{\tau}}\right) \ast \left(ak - C(h_1, q_1, h_2, q_2, \tau)\right)$, where $C(h_1, q_1, h_2, q_2, \tau)$ denotes the capacity of the first two layers at time lag $\tau$. We notice that the third layer would contribute to capturing the long-range dependency left out of the second layer. Similar to the procedure for calculating the approximate recurrent rate in the second layer, let $C(h_1, q_1, h_2, q_2, \tau) = h_2\lambda_2$, we can obtain the recurrent coefficient in the third layer, $\lambda_3$, by solving the equation: $1 - 2\lambda_3 + (k + \lambda_3)\lambda_3^2 - k\lambda_2\lambda_3^2 = 0$.

3.4.2 Necessary and Sufficient Configurations

Based on the estimated capacity of a specific configuration, when given a dataset, we can determine the model’s minimum requirement (referred to as the necessary configuration) and maximum requirement (referred to as the sufficient configuration) to achieve an acceptable learning performance.

According to the information bottleneck theory, the deep learning model is attempting to make an accurate prediction by learning the representation in as compact a manner as possible: $\arg\max_{p(Z|X)} \max I(Z;Y) - \beta I(X;Z)$, where $Z$ is the learned representation for prediction and $\beta$ is the Lagrange multiplier introduced to balance the complexity of the learned representation and the amount of the extracted useful information [45]. When the model is under-parametric, that is, when $I(Z;Y)$ is low, it cannot capture enough information for prediction, and the error rate is bounded by
the conditional entropy, $H(Y|Z) = H(Y) - I(Z;Y)$. When the model is overparameterized, it may suffer from the over-fitting problem. Therefore, it is important to achieve an appropriate balance between the representation complexity and the learning capacity.

In our work, instead of tuning the trade-off parameter $\beta$ to achieve such a balance, we control the complexity of the learned representation while ensuring the learning capacity by configuring a proper number of hidden units for the model. Although it is difficult to determine in advance the exact best configuration for the model in terms of test data, we can, from the information-theoretic perspective, give a suitable range of model configurations. On the one hand, we can define the necessary configuration $I_n$ as follows:

**Definition 2.** The necessary configuration, $I_n$, of a model with respect to a given dataset is the configuration that minimizes the second-order derivative of $I(Z;Y)$.

As clearly illustrated in the $I(Z;Y)$ curve of Fig. 4(a), the information captured by the developed model increases steadily at a decreasing rate before reaching the turning point on the first-order derivative of the $I(Z;Y)$ demonstrated in Fig. 4(b), which corresponds to the minimal point of the second-order derivative of $I(Z;Y)$ shown in Fig. 4(c). Before such a turning point is reached, the rate of increase in the information captured is rather steady, and thus increasing the size of the configuration improves the model’s learning capacity. Beyond the turning point marked by the vertical dashed line, the increase in information captured quickly diminishes to approach zero, which implies that it may not be as efficient to further increase the size of the model configuration.

On the other hand, we can define the sufficient configuration $I_s$ as follows:

**Definition 3.** The sufficient configuration, $I_s$, of a model with respect to a given dataset is the minimal configuration that satisfies $I(Z;Y) = I(Y;X)$.

An illustrative example of $I_s$ is shown by the vertical solid line in Fig. 4(a). At this point, the model can capture all available information to predict $Y$, and increasing the size of the configuration no longer provides additional information.

## 4 Systematic Validation

In this section, we conduct a series of experiments on both synthetic datasets and real-world PSTA tasks to validate the capacity of the proposed model to learn multi-scale spatio-temporal dependency and its learning behavior characterized by the information-theoretic framework.

### 4.1 Learning Performance Evaluation

First, we evaluate the performance of the proposed model by comparing it with other classical and state-of-the-art models, including the time series models, tensor-based learning models, deep neural network models, and RNN models, on both synthetic
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Figure 5: Performance of I^2DRNN on synthetic datasets. (a) Illustration of settings of the multi-scale copy task. (b) Performances of I^2DRNN and stacked RNN with fixed parameter setting on the two-scale copy task. (c)(d)(e) Performances of I^2DRNN and stacked RNN with varying N, S1 and T_s on the two-scale copy task. (f) Performance of I^2DRNN with different configurations on the two-scale copy task. (g) Performance of I^2DRNN with different configurations on the three-scale copy task.

datasets with multi-scale dependency and real-world PSTA tasks with heterogeneous data sources.
Table 2: Overview of the datasets used in three real-world PSTA tasks: I) Disease Prediction, II) Climate Forecast, and III) Traffic Prediction. All tasks include data from heterogeneous sources with different spatial and temporal scales. The target variables are in bold face.

| PSTA Tasks      | Data Sources          | Attributes                     | # of Spatial Points | Time Interval | Duration |
|-----------------|-----------------------|--------------------------------|---------------------|---------------|----------|
| I) Disease      | TYCHO Scarlet Fever   | Number of Infection            | 59 (states/territories) | 1 week        | 24 years |
|                 | Climate               | Temperature, Precipitation     | 48 (states)         | 1 month       |          |
|                 | Covariate Risk        | Influenza, Measles, Polio     | 59 (states/territories) | 1 week        |          |
| II) Climate     | NARR                  | Air Temperature 2m             | 100 (grids)         | 1 week        | 38 years |
| Forecast        | NCEP                  | cpr., dlr., dsrf., Precipitation rate, Temp max, Temp min, Pressure | 390 (grids) | 1 month       |          |
|                 | USHCN                 | Min Temp, Max Temp, Precipitation | 100 (stations)    | 1 day         |          |
| III) Traffic    | Traffic               | Traffic Jam Index             | 68 (sections)      | 10 mins       | 1 month  |
| Prediction      | Weather               | Rainfall                      | 11 (districts)     | 3 hours       |          |
|                 | Air Quality           | AQI                           | 10 (sites)         | 1 hour        |          |

4.1.1 Synthetic Datasets

We design the Multi-scale Copy Task, which includes data dependency at different scales, to validate the performance of \( \text{I}^2 \text{DRNN} \) in capturing multi-scale dependency. The top of Fig. 5(a) illustrates the setting of the two-scale copy task. In this task, the input sequence consists of the following segments:

- A segment of \( S_1 \) entries chosen randomly from the values of 1, \ldots, 8;
- A segment of \( T_1 \) entries with the value of 0;
- A segment of \( S_2 \) entries chosen randomly from the values of 11, \ldots, 18;
- A segment of \( S_2 \) entries with the value of 19;
- A segment of \( T_2 \) entries with the value of 0; and
- A segment of \( S_1 \) entries with the value of 9.

Each output sequence is the same length as its corresponding input sequence and consists of the following segments:

- A segment of \( S_1 + T_1 + S_2 \) entries with the value of zero;
- A segment of \( S_2 \) entries the same as the third segment in the input sequence;
- A segment of \( T_2 \) entries with the value of zero; and
- A segment of \( S_1 \) entries the same as the first segment in the input sequence.
Here $S_1$ indicates the amount of information that is long-range correlated, and $T_1$ and $T_2$ determine the distance to transfer the long-range information. We compare the performance of I$^2$DRNN and the stacked RNN in predicting the output sequence, in terms of the root mean square error (RMSE): 

$$RMSE = \sqrt{\frac{\sum_{t=1}^{T_{test}} ||\hat{y}_t - y_t||^2_2}{N \times T_{test}}},$$

where $\hat{y}_t$ and $y_t$ are the predicted value and the ground truth at time step $t$ of the output sequence, respectively, $N$ is the number of output sequences in one sample, and $T_{test}$ is the length of the output sequences. The I$^2$DRNN and the stacked RNN both consist of two layers with 10 hidden units in each layer. For each setting, we randomly generate 200 samples, among which 70% are used for training and 30% are used for testing. Fig. 5(b) shows the performance of I$^2$DRNN and the stacked RNN with settings of $N = 80$, $S_1 = S_2 = 10$, $T_1 = T_2 = T_s = 15$. We can observe that I$^2$DRNN achieves a lower RMSE than the stacked RNN. To further evaluate the robustness of I$^2$DRNN, we vary the parameters $N, S_1, T_s$: $N = 10, 30, 50, 70, 90$, $S_1 = 5, 10, 15, 20, 25, 30$, and $T_s = 5, 10, 15, 20, 25$. When varying one parameter, we fix the others. Figs. 5(c), 5(d) and 5(e) demonstrate the performance of I$^2$DRNN and the stacked RNN with various values of $N$, $S_1$, and $T_s$, respectively. The proposed model consistently outperforms the stacked RNN on various settings in terms of the prediction accuracy, thus validating the robustness of its superiority. Note that when $T_s$ increases, more 0s are involved in the data sequences. To remove the impact in performance evaluation brought by these 0s, we use the adjusted MSE to replace RMSE in the evaluation when varying the parameter $T_s$: 

$$Adjusted MSE = \frac{\sum_{t=1}^{T_{test}} ||\hat{y}_t - y_t||^2_2}{N \times T_{test} \times ((S_1 + S_2) + (S_1 + S_2 + T_s))}.$$ 

Furthermore, we evaluate the effect of increasing the number of layers to capture the multi-scale dependency. In the aforementioned two-scale copy memory task, there are two scales of dependency to be captured: a short-range one (between two $S_2$s) and a long-range one (between two $S_1$s). We make the task more challenging by increasing one more scale: the bottom of Fig. 5(a) illustrates the setting of a three-scale copy memory task, presenting an additional scale of extremely long-range dependency (between two $S_3$s). We evaluate the performance of I$^2$DRNN with three configurations: one layer with 60 hidden units (referred to as $H_{60}$); two layers with 30 hidden units in each layer (referred to as $H_{30, 30}$); and three layers with 20 hidden units in each layer (referred to as $H_{20, 20, 20}$). Figs. 5(f) and 5(g) show the performance of I$^2$DRNN with various configurations on the two-scale and three-scale copy memory tasks, respectively. Generally, more layers give better performance. However, as shown in Fig. 5(f), the performance of $H_{30, 30}$ is comparable with that of $H_{20, 20, 20}$, possibly because the two-layer I$^2$DRNN is already sufficient to capture the short-range and long-range dependency in the two-scale copy memory task. For the three-scale copy memory task, because one more scale of extremely long-range dependency is included, the I$^2$DRNN with three-layers can learn the additional scale of dependency, which is not fully captured by the two-layer structure, and thus $H_{20, 20, 20}$ further outperforms $H_{30, 30}$ in this task, as shown in Fig. 5(g).
4.1.2 Real-World PSTA Tasks

We evaluate the performance of the proposed model on three representative real-world PSTA tasks: I) disease prediction, II) climate forecast, and III) traffic prediction.

Dataset Description: Table 2 summarizes the statistics of datasets used for the three PSTA tasks. The dataset of each task contains heterogeneous data sources with different spatial and temporal scales.

- Disease prediction: We use the state-wide scarlet fever data from the TYCHO dataset [46, 32], which includes weekly surveillance reports from the United States collected from 1928 to 1951. The scarlet fever dataset includes 59 spatial regions and 1252 time points. Empirical studies have revealed the influence of climate conditions [8] and co-evolving diseases on the outbreak of scarlet fever. The monthly historical record of climate indices is collected by the National Centers for Environmental Information (https://www.ncdc.noaa.gov/data-access/quick-links) from 1895 to 2017.

- Climate forecast: We use the climate dataset collected in the United States, which includes the air temperature data at the 2-meter level from the North American Regional Reanalysis (NARR) (https://www.esrl.noaa.gov/psd/data/gridded/data.narr.monolevel.html), the data about 7 climate variables from National Centers for Environmental Prediction (https://www.esrl.noaa.gov/gmd/dv/data), and the data about 3 climate variables from the United States Historical Climatology Network (USHCN) (https://cdiac.ess-dive.lbl.gov/ftp/ushcn_daily). We select the data during 1980-2017 (38 years in total) and in the spatial region of the United States. For the NARR temperature data, we average the original values into the weekly level and uniformly select 100 grids as the forecast target.

- Traffic prediction: We use an urban dataset collected in Shanghai that includes weather conditions, air quality indices and traffic jam indices for April 2015. The weather data, air quality index data, and traffic jam index data were collected by the Shanghai Meteorological Bureau, the Shanghai Environmental Protection Bureau, and the Shanghai Urban and Rural Construction and Traffic Development Academy, respectively. The dataset was released by the organizing committee of the Shanghai Open Data Apps (Season information technology Co. Ltd. Shanghai open data apps (2015). http://soda.datashanghai.gov.cn/). We aim to predict the traffic index, which contains a total of 2160 time points and 68 spatial regions.

Experimental Settings: We compare the proposed $I^2$DRNN with six representative models: Gaussian Process (GP) model [40], Long Short-Term Memory (LSTM) network [21], Fast-Slow Recurrent Neural Network (FS-RNN) [34], Low-Rank Tensor Learning (LRTL) [3], Spatio-Temporal Residual Network (ST-ResNet) [57], and Dual-Stage Attention RNN (DA-RNN) [38]. We implement our model using the PyTorch [36]. We use vanilla RNN cell on the disease dataset and LSTM cell [21] on the
Table 3: Comparison of the proposed model (I^2DRNN) and six representative models (GP [40], LSTM [21], FS-RNN [34], LRTL [3], ST-ResNet [57], and DA-RNN [38]) on three real-world PSTA tasks: I) Disease Prediction, II) Climate Forecast, and III) Traffic Prediction. The best performances among the seven models on different tasks are highlighted in bold face.

| PSTA Tasks          | Criteria | GP [40] | LSTM [21] | FS-RNN [34] | LRTL [3] | ST-ResNet [57] | DA-RNN [38] | I^2DRNN       |
|---------------------|----------|---------|-----------|-------------|----------|----------------|-------------|---------------|
| I) Disease Prediction | RMSE     | 83.66   | 38.47 ± 0.96 | 51.54 ± 0.85 | 52.89    | 50.20 ± 0.92   | 42.66 ± 3.90 | 37.13 ± 1.19  |
|                     | MAE      | 51.17   | 25.54 ± 1.04 | 36.86 ± 0.10 | 29.86    | 27.46 ± 0.54   | 32.27 ± 1.95 | 22.69 ± 1.04  |
| II) Climate Forecast | RMSE     | 2.81    | 8.83 ± 0.0007 | 9.22 ± 0.075 | 5.13     | 4.61 ± 0.13    | 8.22 ± 0.0008 | 2.71 ± 0.07   |
|                     | MAE      | 2.06    | 6.85 ± 0.0001 | 6.96 ± 0.055 | 4.19     | 3.69 ± 0.11    | 6.66 ± 0.0005 | 2.00 ± 0.06   |
| III) Traffic Prediction | RMSE    | 6.38    | 5.30 ± 0.12  | 5.96 ± 0.068 | 5.88     | 5.76 ± 0.11    | 5.15 ± 0.08   | 5.08 ± 0.01   |
|                     | MAE      | 4.44    | 3.70 ± 0.07  | 4.53 ± 0.086 | 4.46     | 3.94 ± 0.13    | 3.69 ± 0.07   | 3.65 ± 0.004  |

traffic and climate dataset, since the disease dataset has smaller sample size. We train our model using Adam optimizer [26] with backpropagation through time (BPTT) [49] with the step size of 0.001. The size of hidden units in each layer is 90 and the number of layers is 3. The size of hidden units in LSTM, FS-RNN, ST-ResNet, and DA-RNN is the same as that in our model. For each dataset, we normalize the data to the range of [0, 1]. We use the data in the first 64% of time points for training, the following 16% for validation, and the final 20% for testing. We use two standard criteria for performance evaluation: the RMSE and the mean absolute error: $MAE = \frac{1}{N} \sum_{t=1}^{T_{test}} |\hat{y}_t - y_t|$ [11].

The GP model is learned by a stable deterministic algorithm implemented in the Scikit package [37], and the results of the best kernel combination (RBF and dot-product kernels) are reported. For disease prediction task, we use PCA to reduce the dimension of external features while preserving 99.9% of the energy. For LSTM, FS-RNN, ST-ResNet, DA-RNN, and I^2DRNN, we repeat the experiment 10 times with random initializations of the neural networks and report the average result.

**Results:** Table 3 shows the performances of the aforementioned seven methods on the three PSTA tasks. As can be seen, I^2DRNN performs the best among all models. Specifically, I^2DRNN outperforms LRTL because LRTL uses the linear autoregressive model to capture the temporal dependency, while I^2DRNN uses the recurrent structure, which has a more powerful representation capacity. Compared with ST-ResNet, I^2DRNN integrates all available information rather than predefining a few attributes to be fed into the model, and it thus captures the multi-scale dependency of spatio-temporal data in a more comprehensive way. By incorporating the all-hidden-output connections and the feedback structure, I^2DRNN further improves the capacity of spatio-temporal dependency learning and thus performs better than LSTM, FS-RNN, and DA-RNN.
Figure 6: MI between hidden layers and the input layer in various time lags, $I(h_l^t; X_{t-lag})$, on (a) disease prediction, (b) climate forecast, and (c) traffic prediction. The lower layers tend to capture the shorter dependency, while the upper layers tend to capture longer and coarser dependency.

4.2 Analysis and Interpretation

In addition to the quantitative evaluation on the performance of I²DRNN, we further analyze its learning behavior and interpret its learning results in the real-world context.

4.2.1 Analysis of I²DRNN’s Learning Behavior

The MI between hidden layers and the input layer on three PSTA tasks is shown in Fig. 6. The MI between the first layer and the input layer is high in small time lags and decays quickly as the time lag increases, indicating that the lower layer tends to capture short-range dependency. The MI between the second/third layers of I²DRNN and the input layer is relatively high when the time lag is large, indicating that the higher layer tends to capture long-range dependency.

In the spatial context, we calculate the correlations among various locations at various scales. As shown in Eq. (8), the hidden units can be regarded as the hidden common factors of the output variables. Fig. 7(a) recalls the architecture of the proposed I²DRNN. Accordingly, we can calculate the correlations among various locations that arise from these common factors at the $l$-th scale ($l = 1, 2, 3$) using the output weights of I²DRNN in the $l$-th layer: $\text{Cov}^l = \mathbf{V}_l \rightarrow \mathbf{O} \mathbf{V}_l \rightarrow \mathbf{O}^T$. Fig. 7(b) shows the correlations among the top 20 states in United States in terms of the number of scarlet fever cases, and Fig. 7(c) shows the correlations among the various states in terms of temperature. The dynamic processes over these regions are self-correlated at the fine scale and that they tend to form some block-wise correlations at the coarser scales.

4.2.2 Interpretation of I²DRNN’s Learning Results

For illustration purposes, we interpret the learning results of our model for the traffic prediction task in Fig. 7(d), as an example. First, similar to the results for the
Figure 7: Multi-scale dependency among various regions on three real-world tasks.  
(a) Correlations at various scales are calculated using the output weights of our model in different layers. (b) Correlation matrices at various scales on the disease prediction task. (c) Correlation matrices at various scales on the climate forecast task. (d) Left column: correlation matrices at various scales on traffic prediction task; middle column: top 5 correlated regions to Xujiahui district at various scales; right column: spatial distributions of dominant attributes to shape spatial correlations at various scales. Ten locations for the most dominant attribute with the largest POI counts in each scale are marked as red points.

disease and climate tasks shown in Figs. 7(b) and 7(c), the traffic jam indices among various regions on the traffic prediction task also demonstrate the fine-scale correlations in the bottom layer and coarser-scale correlations in the higher layers, as shown in the left column of Fig. 7(d). Moreover, we show the top 5 correlated regions to Xujiahui district on the traffic prediction task in the middle column of Fig. 7(d). The correlated regions at the low level are near Xujiahui, while those at the higher levels are relatively distant. This result indicates that our model can learn the spatio-temporal dependency at varying scales by using different layers, which helps to make predictions.

To further mine the underlying mechanism that generates such traffic patterns, we collect the point-of-interest (POI) data in each region and count the number of POIs in 19 categories defined by the Baidu Map API SDK: food, hotel, shopping place, life service, beauty, tourist attraction, entertainment, sport, education, culture, medical service, car service, transportation, finance, real estate, corporation, government, doorway and natural features. We then normalize the counts along each category and use Isometric Projection [9] to identify the attributes that make the greatest contribution to shaping these traffic patterns. Isometric Projection learns a linear projection $W \in \mathbb{R}^{19 \times l_5}$ from the POI feature space to an $l_5$-dimensional space where the distances between locations are similar to those in the left column of Fig. 7(d). Finally,
the summation of the weights for each category could be regarded as the importance of this category in shaping the spatial correlation in the corresponding scale. The ten locations of the attributes that make the greatest contribution to the largest POI counts are shown as red points in the right column of Fig. 7(d).

The discovered scales display a strong resemblance to the real-world context and conform to observations of the physical world. We notice that the attribute that makes the greatest contribution to the first scale (the bottom hidden layer) is tourist attraction, that to the second scale (the middle hidden layer) is real estate, and that to the third scale (the top hidden layer) is shopping place. Tourist attractions are usually positioned near one another at central locations within a city, so they can be reached conveniently by many people and are much more densely populated than real estate districts, which can be seen across the city in various regions. Yet, when compared to shopping places, which are widely distributed on every street corner in the city, real estate districts are more compact than the shopping places.

4.3 Necessary and Sufficient Configurations

We validate the necessary and sufficient configurations of our model as derived from the information-theoretic analysis on both synthetic datasets and real-world PSTA tasks.

4.3.1 Synthetic Datasets

We use Fractional ARIMA($p, d, q$) model to generate $D$ long-range dependent time series. We set $p = 0.9, d = 0.1, q = 0$ and $D = 20, 40, 60$ in our experiment. Obviously, larger $D$ indicates greater complexity of the dependency. For each $D$, we measure the time-lagged MI and determine the range of hidden size accordingly. Without loss of generality, we set the number of layers to 2. Following the work in [45], we use the bin method to estimate the MI. As shown in Table 4, the best configurations corresponding to the minimum RMSE always fall within the range between the necessary and sufficient configurations, thus validating the effectiveness of our information-theoretic analysis.
4.3.2 Real-World PSTA Tasks

We further evaluate the effectiveness of our information-theoretically derived model configurations on disease prediction, climate forecast, and traffic prediction tasks used in Section 4.1.2. The numbers of layers of I²DRNN used for these three datasets are 1, 3, and 2, respectively.

Fig. 8 shows the configuration-capacity on the three tasks (the top row), as well as the first- and second-order derivatives of the curve (the middle and bottom rows, respectively). The range between the necessary configuration and the sufficient configuration is shaded in green, and the best configuration with respect to the test performance is highlighted with a vertical red line. As with synthetic datasets, the best configurations always fall within the recommended interval for all tasks. This fact is consistent with the results of our information-theoretic analysis, which provides a way to answer an open question in deep learning, i.e., how to determine the range of desirable configurations of a certain model for the given datasets.
5 Conclusions

In this study, we investigated an important and challenging problem in deep learning for PSTA: Given a learning dataset with multi-scale spatio-temporal dependency, how to theoretically guide the specific design, analytical understanding, and empirical validation of a deep learning model, so that its behaviors and performance can be guaranteed and explained. To address this problem, we first presented an I\textsuperscript{2}DRNN model that can incorporate data from heterogeneous sources and use the hierarchical recurrent structure to characterize the complex spatio-temporal dependency at varying scales to make predictions. We then introduced an information-theoretic framework to quantitatively characterize the i-CAP of the model and analytically derive the necessary and sufficient configurations of the model with respect to the given datasets. Finally, we conducted comprehensive experiments to validate the effectiveness of our model and examine the consistency with our information-theoretic analysis. Along this direction, in our future work, we plan to extend the current study to other representative deep architectures and learning tasks.
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