Cross-location wind speed forecasting for wind energy applications using machine learning based models

Valsaraj Perumpalot\textsuperscript{a,b}, G. V. Drisya\textsuperscript{a}, K. Satheesh Kumar\textsuperscript{a,*}

\textsuperscript{a}Department of Futures Studies, University of Kerala, Kariavattom, Kerala, India - 695 581
\textsuperscript{b}Agency for Non-conventional Energy and Rural Technology (ANERT), Thiruvananthapuram, Kerala, India - 695 033

Abstract

The widespread utilisation of grid-integrated wind electricity necessitates accurate and reliable wind speed forecasting to ensure stable grid and quality power. Machine learning algorithm based wind speed forecasting models are getting increased attention in the literature owing to its superior ability to learn by effectively capturing the changing patterns from the data. Most of the reported wind forecasting models built on machine learning algorithms are location specific and tested against data adjacent to the training data. In this work, we develop the machine learning based wind speed forecasting models and analyse their performance when applied to data from different cross-locations up to a year ahead. Two distinct machine learning models based on Support Vector Machine (SVM) and Random Forest (RF) algorithms have been developed and tested separately for a relatively large geographical area. The results of analysis of 1-hour forecasts obtained at various cross-locations and points of time up to a year ahead show 80\% of predictions within a Root Mean Square Error (RMSE) of 1.5 m/s, 95\% within 2.5 m/s and 98\% within an RMSE of 3.5 m/s. The 75\% of 2-hour predictions are within RMSE of 1.5 m/s, 16-hour predictions within RMSE of 2.5 m/s and 48-hour predictions within RMSE of 3.5 m/s. When applied to the same location of training data, the models generate reliable forecasts for periods up to 22 hours, with the added advantage that the models perform consistently throughout the year ahead horizon, independent of the lead time from the training data. The output of the analysis is highly promising to the wind energy industry in wind forecasting for locations where historical wind speed data are not available for model building and training.
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1. INTRODUCTION

As the energy demand multiplies the world over and the conventional energy resources deplete alarmingly, wind energy utilisation has attained greater importance from the perspective of sustainable development, as it is renew-
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able, clean and comparatively cost effective. As a result, wind energy has already emerged as an essential constituent in the global energy mix and is all set to grow to its maximum potential across countries and regions in the years to come. As wind power is directly proportional to the cube of wind speed, even slightest variations in wind speed will significantly affect the power output from wind energy generators. Since wind is a fluctuating resource in respect of availability and speed, precise wind forecasting becomes essential, especially when wind power penetration grows, for the effective management of electricity grid to ensure quality power supply. Accurate wind forecasts on different lead time scales help wind farms in real-time grid operations, economic load dispatch planning, reserve requirement decisions, market trading, maintenance planning and the like.

Wind forecasting continues to be an area of high research interest owing to its practical relevance in the ever-expanding wind energy industry. Costa et al.¹ have reviewed the research in short-term wind prediction over 30 years, giving attention to forecasting methods, mathematical, statistical and physical models, as well as meteorology. Foley et al.² and Okumus et al.³ have conducted an extensive review of the current methods and improvements in the field of wind power forecasting. Based on the methodology adopted, wind forecasting models are grouped mainly into physical, statistical, data learning and hybrid models. The physical models, which utilize different atmospheric parameters are useful for identifying recurring patterns and making long-term predictions. Statistical models assume that the wind speed fluctuations are stochastic. However, it has recently been demonstrated that the underlying dynamics of apparent random-like fluctuations of wind speed measurements is deterministic, low-dimensional and chaotic.⁴,⁵,⁶ Hybrid models have been developed recently by combining different methods such as physical, statistical and machine learning methods to enhance prediction accuracy.⁷,⁸ Models based on artificial neural network and other data learning techniques have also been gaining increased attention in literature in the recent past. Mohandes et al.⁹ have compared a support vector regression (SVR) approach for wind speed prediction favourably against a multi-layer perceptron (MLP) for systems with orders 1 to 11. Liu et al.¹⁰ attempted short-term wind speed forecasting using wavelet transform and Support Vector Machines, applying a genetic algorithm for parameter optimization. Fugon et al.¹¹ applied linear and non-linear data mining algorithms for the short-term wind power forecasting at three distinct wind farm locations in France. Lahouar et al.¹² tried out Random Forest model for an hour ahead wind power prediction and tested the model with measured wind data and showed good improvement of forecast accuracy compared to classical neural network prediction. Mohandes et al.¹³ conducted a study within Saudi Arabia to estimate the mean monthly wind speed at certain locations using the historic mean monthly wind speed data from a number of other locations and reported good agreement between estimated and measured monthly mean wind speed values. Browell et al.¹⁴ attempted very short-term wind forecasting by incorporating large-scale meteorological information into a vector autoregressive model and showed improved accuracies in forecasting in different case studies conducted in the United Kingdom.

Various machine learning algorithms have been tested successfully to predict wind speed variations. However, almost all reported studies are location specific as training and testing data are sourced from the same location. Apart from that, application of such models
have not been tested for time independence as
the test data considered are adjacent in time
to the training data. In this work, we investi-
gate the possibility of developing time and lo-
cation independent models based on machine
learning algorithms for wind speed forecast-
ing for the wind energy industry. Such mod-
els hold practical value for wind energy indus-
try for locations where sufficient past data are
not available for model training. The first ob-
jective of this study is to investigate the accu-
racy of models applied to data moving away
from the training data set. The second objec-
tive is to analyse the accuracy of cross-location
predictions in which models trained using data
from one location are tested against data from
another location. Proper training of the fore-
cast model with the available data is a cru-
cial factor for its performance. In the case
of wind speed time series, it raises the ques-
tion of deciding the optimum size of past data
required to train the model for producing ac-
curate time ahead predictions, as the duration
of wind speed time series is significant since
the fluctuation characteristics vary remark-
ably over different seasons. The theory of mutual
information has been applied to estimate the
optimum size of preceding data set to be ap-
plied in the training of models and testing of
forecasts. The study reported here investigates
the efficacy of two uniquely trained and tested
machine learning models based on (i) Support
Vector Machine (SVM) and (ii) Random For-
est (RF) algorithms for wind speed forecasting
in the same-location as well as cross-location
scenarios, wherein promising results are ob-
tained.

2. MACHINE LEARNING MODELS

Machine learning is a method of improving
the performance of a computational software
programme by itself with experience. In ma-
chine learning, past experience is fed to the
machine as input, and it gives the output as
a typical model that is capable of solving fu-
ture problems of the same nature. Here, past
experience is collected for the purpose of im-
parting training. An abstract target function
is determined that well describes the relation-
ship between existing input and desired output.
Subsequently, a machine learning model is se-
lected to approximate the target function. In
the end, a suitable algorithm is used to build
the model from the training examples. In this
paper, two different machine learning models,
namely, Support Vector Machine and Random
Forest models have been used for the inves-
tigations. The e1071 package in R is used in
this research to develop, train and test the mod-
els.15

2.1. Support Vector Machine model

Support Vector Machine (SVM) is a su-
pervised learning method derived from Vap-
nik’s work on statistical learning theory which
was initially used for classification problems
and later generalized for regression.16,17 It
is an optimization technique of finding a sur-
face which maximizes the margin between two
classes based on two main ideas namely, the
maximization of distance between the classi-
yfying surface and the nearest elements called
support vector and the transformation of the
input dimension into higher dimensional space

| Location | Latitude    | Longitude    |
|----------|-------------|--------------|
| L1       | 09°45′30.2″  | 77°10′41.3″  |
| L2       | 09°59′09.5″  | 77°11′50.0″  |
| L3       | 12°01′32.7″  | 75°20′32.4″  |
| L4       | 09°39′11.5″  | 76°53′3.0″   |
| L5       | 10°48′57.7″  | 76°40′10.3″  |

Table 1: Geographic coordinates of the wind masts used for wind data collection.
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Figure 1: Geographical locations of the wind measuring masts indicated on 3D map (Courtesy: Google Maps).

using a kernel function. SVM method performs classification tasks by constructing hyperplanes in a multidimensional space that separate cases of different class labels. To construct an optimal hyperplane, SVM employs an iterative training algorithm which is used to minimize an error function. In the case of a linear classification problem, the hyperplane can be expressed as

\[ y_i(w \times x_i + b) \geq 1 - \psi_i \]

where \( x_i, y_i \in \mathbb{R}^n \) are the training data pairs and \( w \) the coefficient vector of classification hyperplane, \( b \) the offset of the hyperplane from the origin and \( \psi_i \) are the positive slack variables. The optimum hyperplane is obtained by solving the minimization problem

\[
\begin{align*}
\text{Minimize} & \quad \sum_{i=1}^{n} \frac{1}{2} \sum_{i=1}^{n} \sum_{i=1}^{n} n \alpha_i \alpha_j y_i y_j (x_i, x_j) \\
\text{subject to} & \quad \sum_{i=1}^{n} n \alpha_i y_j = 0 \text{ and } 0 \leq \alpha_i \leq C
\end{align*}
\]

where \( \alpha_i \) are Lagrange multipliers and \( C \) the penalty. RBF kernel has been used in our present analysis. The SVM can also be used for regression without sacrificing its main features and it is resistant to overfitting.

2.2. Random Forest model

The Random Forest (RF) algorithm is a non-parametric ensemble based learning technique used for both classification and regression. The decision tree algorithm works on a set of rules and the possible outcomes to form a tree-like structure. However, such a system is prone to error propagation contributed by an incorrect rule which adds the impurity to the subsequent nodes. Random Forest algorithm eliminates error diffusion process inherent in decision trees by constructing multiple trees. Random samples of given data set are generated and fed to several tree-based learners to form a random forest. Splitting condition for each node in a tree is based only on the randomly selected predictor attributes which lower the error rate by avoiding the correlation among the trees. The successful application of random forest regression algorithm has already been reported in many fields like chemoinformatics, speech recognition, bioinformatics, classification and prediction in ecology. The random forest regression, which is a non-parametric, captures the functional relationship between dependent and independent variables from the features of the data. From a given data set, algorithm generates a forest of \( n \) trees as \( \{T_1(X), T_2(X), \ldots, T_n(X)\} \), using an \( m \) dimensional vector input \( X = (x_1, x_2, \ldots, x_m) \).
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Figure 2: The mutual information of hourly wind speed time series as function of delay.

Every tree $T_i(X)$ generates an outcome $W_i = T_i(X)$. The average of all individual outputs is considered as the response of random forest. The bagging process of selection with replacement is done both on the samples and the attribute. Normally two third of the data will be the size of bootstrap samples, and the rest is known as out-of-bag samples. The combined effect of bootstrap and attribute bagging helps the algorithm to reduce misclassification error.

3. RESULTS AND DISCUSSIONS

The hourly wind speeds at the height of 80 m above the ground level at five different windy locations situated in the Indian state of Kerala, represented by L1 to L5 as shown in 3D map given in Fig. 1 and summarised in Table 1 measured using wind masts over a continuous period of two years 2012 and 2013 have been utilised for the analysis in this work. These locations are geographically distributed in such a way that the locations L2, L3, L4 and L5 are at radial distances 25 km, 321 km, 34 km and 130 km respectively from the location L1 and the triangular area formed by the locations L1, L2 and L4 comes to 385 square kilometres. Two different machine learning forecast models built on SVM and RF algorithms have been employed for the analysis. The wind speed data for the first year (2012) have been used for training and validating the models, in order to ensure effective learning of the dynamics of wind flow fluctuations over a complete seasonal cycle. The wind speed data for the second year (2013) have been used for the testing of forecast results.

The extent of dependence of a value in a time series on the previous values can be estimated by the calculation of mutual information between delayed time series. Relying on this, the optimum length of dependency of wind speed values on the past data has been determined by computing values of mutual information and the same knowledge made use of in the training of models and testing of forecasts. The mutual information in the present analysis appears to become negligible by 72 data points, after which the plot starts to level-off, as observed in Fig. 2. It is therefore taken that every wind speed data point is a function of its previous 72 data points. Hence, the training of SVM model using the past data has been done for all the wind speed values in the
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Figure 4: Comparison between the actual and forecast wind speeds with repeated 5 hour ahead predictions for the same-location forecasting for location L1, using SVM model.

In the first stage, same-location predictions (where data from the same location is used in parts for training and testing) have been examined for all the five locations, for all hours ahead predictions from 1 hour up to 48 hours ahead using SVM model. Each of the one step ahead predictions is generated by inputting the immediately preceding 72 data points into the trained model. In 2 and higher hour ahead predictions, one step ahead predictions are repeated, each time by using the lastly predicted value as the last of the preceding 72 input points. The predicted time series segments have been compared with actual values along the one year test period, and the deviations analysed using the statistical measure of Root Mean Square Error (RMSE). In the next step, all possible combinations of cross-location predictions have been experimented, wherein, SVM model trained with data from one location has been employed to generate wind speed forecasts at the other four locations by inputting test data from those four locations respectively. In the subsequent stage, all the above investigations have been repeated by developing and using the machine learning model of RF and the results obtained with both the models have been analysed and compared.

In the typical prediction scenario we input past 72 wind speed data points and obtain one step ahead prediction. Further values are predicted recursively using one step ahead prediction. Fig. 3 shows a typical 3-hour ahead prediction up to 1000 hours ahead of the training data set at location L1 using SVM model. Similar plot of 5-hour ahead prediction is given in Fig. 4. In both these plots, the predictions are seen remarkably close to the original measured data, except for some over predictions at peaks. With the SVM model trained using the data in 2012, we obtained predictions up to 48 hours ahead corresponding to each data point in 2013 by inputting 72 previous values. These predictions were compared with actual data to find the RMSE. Fig. 5 shows the mean RMSE versus prediction time averaged over predictions with respect to each data point in

Figure 5: Mean of RMSEs of predictions versus prediction time, for predictions at the locations L1 to L5 using SVM model trained with data from the respective locations.
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Figure 6: Comparison between the actual and forecast wind speeds with 3-hour ahead predictions for the cross-location forecasting for location L1, using SVM model trained with data from location L5.

2013 for all the five locations. It may be noted that the RMSE is less than 2 m/s up to 48-hour ahead prediction for locations L1 and L3 whereas the same is almost less than 3 m/s for other locations. However, up to 22-hour ahead, predictions show RMSEs less than 2.5 m/s in all the locations.

As a next step, we trained the model with data of one location of the year 2012 and applied to predict, corresponding to each data point in 2013, up to 48 hours ahead for each other location. Two sample predictions, 3-hour and 5-hour ahead, up to 1000 hours ahead of the time of training data are given in Figs. 6 and 7. When the above investigation is carried out under the cross-location scenario for the five locations, a total of 5 prediction scenarios, each with predictions for four locations using the SVM model trained with the data from the other location is available for analyses. Fig. 8 depicts one such scenario, wherein predictions are generated for the locations L2 to L5 using the SVM model trained with the historic data from the location L1. In this case, it can be seen that the mean RMSE is less than 2.5 m/s for up to 48-hour predictions even in the worst case of location L4. In a similar fashion, we repeated the cross-prediction sequence by selecting one location for modelling and other locations for prediction. In order to have a better understanding of the efficacy of the cross-location predictions, a percentage-wise representation of all predictions throughout the year 2013 for all possible cross-location prediction situations, that show individual RMSE values less than 1.5 m/s, 2.5 m/s and 3.5 m/s are plotted against the prediction time in Fig. 9. This plot is useful in two different ways as it helps to determine (i) the length of time ahead predictions that is achievable for a given accuracy of prediction and (ii) the accuracy levels for a given length of time ahead prediction. For prediction accuracy with RMSE less than 1.5 m/s 75 % of predictions goes up to 2-hour ahead in time. When the level of prediction accuracy with RMSE is less than 2.5 m/s, up to 16-hour ahead predictions constitute up to 75% of the prediction samples. More than 85% of the 48-hour ahead cross-location predictions are with RMSE less than 3.5 m/s. In another way of interpreting the above plot is to say that, for example, if 10 hour ahead prediction is consid-
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Figure 8: Mean of RMSEs of predictions versus prediction time, for cross-location predictions at the locations L2, L3, L4 and L5 using SVM model trained with data from the location L1.

Figure 9: Percentage of cross-location predictions with RMSEs below 1.5 m/s, 2.5 m/s and 3.5 m/s versus prediction time, when using SVM model.

...ed, around 94% of prediction samples show individual RSME values below 3.5 m/s, 80% of samples show the same value below 2.5 m/s and 45% of samples show the same below 1.5 m/s.

In the final phase of the research, the above investigations have been repeated by employing RF model in place of SVM model. The results show predicted values to match closely with the actual wind time series dynamics almost as seen as in the case of SVM model, both for same-location as well as cross-location forecasting. The typical cross-location predictions presented in Fig. 6 and Fig. 7 are reproduced in Fig. 10 and Fig. 11 respectively with RF model in place of SVM model for the forecasting, which again show comparable results in terms of wind flow dynamics and forecast accuracy.

In Fig. 12 the scenario in Fig. 9 for SVM model is reproduced with the corresponding results generated by the RF model overlaid. As can be seen from Fig. 12 both models show similar behaviour, especially for lower time ahead predictions. If more stringent levels of forecast accuracy is desired, the SVM model shows marginal supremacy over the RF model in the shorter time ahead predictions and vice versa in the longer time ahead predictions.

4. CONCLUSION

In this work, we investigated the prospect of employing machine learning based predictive models for the cross-location prediction of wind speed variations. We analysed wind speed data for a period of two years from 5 locations separated by a minimum of 25 km and a maximum of 321 km by using both Support Vector Machine (SVM) and Random Forest (RF) models. The dependency of wind speed on past data has been assessed using the theory of mutual information and the same estimate has been made use of in the intelligent training of models with proper time delay embedding matrix and also in inputting proper length of past data in the testing of forecasts. The results indicate that the models developed and trained here can be effectively used in wind speed forecasting on the same time series at far away points in relation to the training data with respect to time. This time-independent characteristic is helpful in avoiding the need in
the usual methods for training of models using the immediate past data every time predictions are attempted. The research further proves that both these models, together with the methods of training and testing followed here, can generate reliable and quality cross-location short-term wind speed forecasts to a duration of 16 to 17 hours from a given point in time across a geographical area as wide as in the present case, with not less than 75% of such time ahead prediction samples from all along the testing period showing individual RMSE values below 2.5 m/s. In the case of one hour ahead predictions along the one year test period of all the 20 cross-location prediction scenarios from the 5 locations, almost 95% of such predictions show RMSE values below the same value. The results obtained further show that in cross-location forecasting, the RF model slightly outperforms the SVM model in the longer time ahead predictions when higher levels of accuracies are desired. The promising results obtained in the cross-location forecasting of wind speed point to the possible existence of certain collective characteristics hidden within the surface wind flow dynamics, which deserve to be studied further. From the practical perspective, the research outcome is very promising for supporting the growing wind energy industry, by being able to help develop hardware instruments embedded with trained models for time as well as location independent wind speed forecasting tasks. The cross-location forecast capability makes it possible to predict wind speeds at newly identified locations where sufficient past data are not available for model-building by employing a model trained with historical wind speed data from a different location within that geographical area.
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