Application of MARSplines Method for Failure Rate Prediction
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Abstract

In this paper MARSplines method was presented to model failure rate of water pipes in years 2015-2016 in the selected Polish city. The output parameters were chosen as three dependent variables - three values of failure rate of water mains, distribution pipes and house connections. Diameter, season, material and kind of the conduit were selected as independent variables. At the beginning of modelling 21 basis (splines) function were assumed. On a final note two functions were selected (after reduction of negligible functions). The model consists of three factors: $\beta_0$, $\beta_1$, and $\beta_2$. The penalty for adding basis function was assumed at the level of 2. The correlation was equalled to 0.44. Relatively huge discrepancies between real and predicted values of failure rate of water mains and house connections were observed. In the future investigations concerning this problem the three separated models for each kind of conduit should be created. The calculations using MARSplines method were carried out in the program Statistica 13.1.
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1 Introduction

Water distribution systems are now commonly used almost everywhere in Poland. The statistics for 2015 [1] show that 96.5% of the population is connected to the water-pipe network. In 2015 the total length of the water-pipe network in rural areas amounted to 240000 km. In comparison with the year 2005, network length has increased by about 50000 km [1]. In this context the emphasis as regards water supply systems should be put on the use of new approaches of estimating of water losses and pipes’ failures [2] and on the chemical stability of water delivered to the consumers [3] as well as modelling of water consumption [4]. Considering the current research on this subject in Poland [5], [6], [7], [8], [9], [10] and abroad [11], [12], based on operational data and on laboratory studies of the frequency of failures of water pipes, it seems that such research needs to embrace new methods of predicting reliability indices, i.a. the failure rate. In recent years predictive methods, such as the support vector method [13], the K-nearest neighbours method [14], the regression and classification trees method [15] and artificial neural networks [16], have become popular in the modelling of various broadly understood engineering problems. A method exploiting the “splining” of many functions, called the MARS (Multivariate Adaptive Regression Splines) method, is one of the regression algorithms which can be applied to solve variables prediction problems not easily described by typical mathematical models [17].

The primary aim of this paper is to show the potential of MARSplines nonparametric regression method for describing the failure frequency of water pipes. The available publications on the subject indicate that currently this algorithm is not widely used to solve engineering problems. Recently it was used to locate places with the highest risk of landslides [18] and to predict the effect of changes in temperature on the formation of crystals [19]. Since the MARS method has not been applied to the modelling of the technical condition of underground facilities the author decided to try this out. Moreover, in the course of further research it will be possible to compare several regression methods and choose the optimal algorithm for predicting the failure rate of water conduits in selected Polish towns.

2 Material and methods

The failure rate ($\lambda$, fail./(km·year)) of water mains – WM ($\lambda_m$), distribution pipes – DP ($\lambda_r$) and house connection – HC ($\lambda_p$), in a selected seaside town with a population of
over 41000 was the dependent variables predicted using the MARSplines method. Operational data for the years 2015–2016, obtained from a water company, were used for modelling. The training sample and the testing sample, randomly generated from the whole data set, amounted to respectively 70% (66 cases) and 30% (26 cases). Water pipe diameter was the quantitative independent variable while material and type of conduit were the qualitative independent variables. The non-heating (summer) season was assumed to last from the beginning of March to the end of October. In the years 2015–2016 on average the values of failure rate $\lambda$ calculated on the basis of the operational data amounted to: 0.10, 0.24 and 0.30 for the water mains, the distribution pipes and the house connections, respectively. For the heating (winter) season (H) and the non-heating season (NH) the failure rate amounted to: $\lambda_{mh}=0.06$, $\lambda_{rh}=0.23$ and $\lambda_{mh}=0.25$, $\lambda_{ph}=0.33$ and $\lambda_{ph}=0.29$ fail.(/km-year). In the system of water mains all the conduits with a diameter larger than 300 mm were considered. The diameter of the distribution pipes ranged from 100 to 300 mm. The house connections were pipelines with a diameter of up to 90 mm inclusive. The water conduits in the analysed system are made of asbestos cement (AC), PE, steel (S) and cast iron (CI). The house connections are made of steel and PE while the other types of conduits (water mains and distribution pipes) are made of all the materials mentioned above.

According to the best knowledge the problem of the reliability level, technical condition and failure rate of water-pipe network was not solved till now using MARSplines methodology. For modelling purposes very basic exploitation data were used. The first step in prediction by means of nonparametric method should be to check if at all proposed methodology (in this case MARSplines algorithm) is useful for estimation of failure frequency and reliability level. In this connection the beginning, data listed in the table 1 were treated as independent and dependent variables. In the next step of investigation should be including more precise information about water-pipe network and its exploitation.

MARSplines is a multivariate adaptive regression which uses spline functions (curves) [20]. It can be applied to solve both classification problems, i.e. problems in which the dependent (predicted) variable is a qualitative variable, and regression problems where the predicted value is a random variable. In both cases the independent variables (the predictors) can be quantitative and qualitative variables. An important advantage of the MARSplines method (which is a nonparametric algorithm) is that one does not need to know the functional relation between the dependent variables and the independent variables. It is not necessary to a priori define the type of function (e.g. a linear, logistic, etc., function) as in other predictive methods, such as SVM and artificial neural networks. A dependence between the two kinds of variables is found solely through an analysis of the set of coefficients and basis functions acquired from the modelling data. The MARSplines method can be described as a segmented and multiple linear regression. The applicability of the linear functions is closely bound with the boundaries of the segments. Moreover, the input data collected in the decision space are divided to obtain separate subsets with appropriate regression or classification functions. This is an advantage mainly in the case of an extensive (comprising many variables) vector of input variables. In such a case, other predictive algorithms can encounter the multidimensionality problem. The above mentioned coefficients defining the influence of a given predictor on the dependent variable can be compared with one another (for different independent variables) only when the variables are normalized to a zero average and a unit standard deviation. Otherwise, when the predictors are measured on different scales, this approach has no mathematical sense. In the MARSplines method the basis functions are linear functions (t-x) and (x-t). Parameter $t$, the value of which depends on the problem currently being solved and on the analysed data, is a basis function node. Using the basis functions and the model parameters (determined by the least squares method) one predicts the dependent variable on the basis of the input data. The general equation in the MARSplines method can be written as follows [20]:

$$y = f(X) = \beta_0 + \sum_{k=1}^{K} \beta_k h_k(X)$$

Addition is performed for all the $K$ functional model components. Dependent variable $y$ is calculated as a function of independent variables $X$ (and their interactions). The elements of this function are: the initial ordinate ($\beta_0$) and the weighted (with weights $\beta_k$) sum of one or many basis functions $h_k(X)$. In other words, this model is the sum of the basis functions selected (from many available functions) to solve a specific problem.

The primary truncated basis functions for modelling the dependent variable are expressed as follows [20]:

$$x - t = \begin{cases} x - t, & x > t \\ 0, & x \leq t \end{cases}$$
The MARSplines algorithm is used to search the space of all the input data values and to analyse the interactions between the data. The aim is to maximize the goodness of fit and to find the most vital predictors. There is a risk of overtraining on the training data set (then the testing data will not be correctly predicted) since MARSplines as a nonparametric model exceptionally well fits to data. Trimming, i.e. the reduction of basis functions, is a way of avoiding too excessive goodness of fit of the predicted variable to the actual values. The reduction of the number of basis functions entails the selection of the most important predictors. Functions which have a significant bearing on the prediction of the dependent variable [20] and the ones the removal of which causes the smallest increase in the square error are selected. Calculations by the MARSplines method were performed using Statistica 13.1. After removing insignificant functions, maximally 21 basis functions were used. The order of interaction amounted to 1 while the penalty was equal to 2 and the threshold to 0.0005. The interaction order of 1 takes into account the main effects between the variables while the order of 2 takes into account all the interactions between the pairs of variables. A specified penalty is added at each instant when another basis function is added to the algorithm. The threshold prevents overtraining and excessive fitting of the model results to the actual results.

Table 1 shows the values of the independent variables used to build the MARSplines model and to predict the dependent variable – the failure rate of water conduits.

It should be noted that in the testing sample the range of two independent variables, i.e. type of conduit and diameter, was narrowed. This is due to the fact that the cases for the particular samples had been randomly selected by the same algorithm which is used to select subsets in the artificial neural network algorithm. In the present study the problem of water conduit failure rate modelling is considered for the heating season and the non-heating season. Previously this division was not used in the author’s investigations of the problem of failure rate prediction by regression methods and the failure frequency level was modelled for a given selected period (usually a few years, without the division into winter and summer months) [21].

Table 2 shows the extract (10 cases) from the whole matrix (66 cases) of learning data. The matrix consists of independent variables and output data (failure rate). The model was built and learnt using the whole matrix and special toolbox (just MARSplines) in Statistica software was adopted to forecast failure frequency. All data were registered by water utility and are real one. Similar matrix was created for testing the model using testing sample of data.

### 3 Results and discussion

In the MARSplines method the quality of the model is expressed by the GCV (Generalized Cross Validation) coefficient which is an approximate cross validation coefficient and is calculated from the relation [17, 20, 22]:

\[
GCV = \frac{\sum_{i=1}^{N} (y_i - \hat{f}(x_i))^2}{N(1 - \frac{C}{N})} 
\]

\[ C = 1 + c \cdot d \]

\( N \) – number of cases,
\( C \) – penalty for adding the next basis function,
\( d \) – effective of degrees of freedom; equals to the number of independent functions,
\( c \) – controls the penalty value.

The model describing the failure rates of the water mains, the distribution pipes and the house connections for the respective seasons was characterized by \( GCV = 0.010508 \). Two basis functions (the number of functions was reduced by as many as 19) and three factors, i.e. a free term \( (\beta_0 = 0.281709) \) and two coefficients \( (\beta_1 = 0.134385 \) and \( \beta_2 = -0.000296 \)), were sufficient to solve the failure frequency problem. Such variables as diameter and type of conduit (only house connection) were taken into account.
in a failure rate modelling relation. One of features of the MARSplines method is the generation of an equation describing the considered problem, which includes the two factors mentioned above. The frequency of failures of the water pipes in the considered town can be described by the following relation:

\[
\lambda = 0.281709 + 0.134385 \cdot \max(0; \text{type}_{HC} - 0) - 0.000296 \cdot \max(0; \text{diameter} - 15)
\] (5)

It is somewhat surprising and inexplicable why "type_HC" in particular was the predictor used to create (by splitting two basis functions) the global function describing the failure frequency of all the types of pipelines. The number of training cases for the house connections was not dominant at all. From the 66 training cases 5 concerned water mains, 37 – distribution pipes and 24 – house connections. Perhaps this is due to the MARSplines algorithm’s non-parametricity. If at the start no functional relation between the predictors and the dependent variables is assumed, then the type of function (Equation (5)) is acceptable. But one should also pay attention to the correlation between the actual values and the predicted ones. Determination coefficient \( R^2 = 0.44 \) is not a satisfactory value and indicates discrepancies between the model results and the operational failure rate values. The discrepancies are also observed in Figs. 1–3, which show the actual (A) and predicted (P) values of failure rates \( \lambda_m \), \( \lambda_r \) and \( \lambda_p \). Symbols H and NH stand for heating season and non-heating season, respectively. The results presented below are for both the training set and the testing set since the modelling results are identical in both cases, which indicates, on one hand, that the model was not overtrained and, on the other hand, that further research on the MARSplines method with regard to the modelling of the frequency of failures of water conduits is needed since the results obtained so far are not satisfactory from the engineering point of view.

Fig. 1 Real and predicted values of failure rate of water mains

An analysis of Fig. 1 shows that the failure rate of the water mains was not correctly modelled by the MARSplines method. In the year 2015 (both the heating season and the non-heating season) and in the non-heating season of 2016 the \( \lambda_m \) values are significantly overestimated. In the 2016 heating season the failure rate is underestimated. The water mains perform a significant and the most important role in the whole water distribution system. A failure of a conduit of this type sometimes results in no water supply to a considerable area. Therefore the failure rate for water mains should be predicted most accurately since an incorrect prediction can lead to disastrous consequences, e.g. an incorrect selection of conduits for renovation or replacement can result in a serious construction failure.

Indicator \( \lambda_r \) was modelled a little better. The differences between the actual values and the predicted ones are insignificant. Similarly as in the case of water mains, the estimate for the heating season was inaccurate. For distribution pipes the MARSplines algorithm was found to be a relatively good method of modelling the failure rate. However, in the considered case there were three dependent variables (\( \lambda_m, \lambda_r, \lambda_p \)) at the model’s output whereby the model should be considered as a whole, i.e. for all the three types of conduits. Thus, even though the modelling results for the distribution pipes are acceptable, the lack of correlation for the water mains and the house connections is conspicuous and should be corrected.
However, Fig. 3 shows that the modelled failure frequency level for the house connections differs considerably from the operational values. Only for the heating season of 2015 the correlation between the predicted values and the actual ones is acceptable. Perhaps in the future analyses one should consider modelling each of the failure rates separately, i.e. creating separate models for describing the failure rate of respectively water mains, distribution pipes and house connections, which has already been done in the case of other regression methods [21].

4 Conclusions

The obtained prediction results indicate that even though the MARSplines method has many advantages it is not an algorithm which could be unreservedly used to analyse the failure rate of water conduits. The main limitation is using linear relation between dependent and independent variables. As far as it is known the relationships between operational parameters as e.g. material, diameter and season are not always described by linear function. Extending the model by adding new independent variables is also limited just by the fact that MARSplines can be described as a segmented and multiple linear regression. In many cases such limitation to only linear regression could be a problem resulting in improper prediction of dependent variable. A different approach to model building seems to be necessary, i.e. separate models for each type of conduit should be created, which can lead to more accurate prediction results. Moreover, perhaps the range of the data included in the analysis should be widened so that even random sampling will generate data sets comprising the same predictors, but with a different range of assumed values (tab. 1). It is also necessary to check this nonparametric method by applying it to other water supply systems, whereby it will be possible to draw further conclusions and compare this kind of modelling with other predictive algorithms. The obtained results of modelling (not only by means of MARSplines method, but also by other regression algorithms) could be useful for water utility to predict failure frequency, plan the modernization schedule and to get to know what kind of operational and exploitation data should be registered. Sometimes the range and scope of information which is collected by water utility is not enough for scientific purposes and such investigations as e.g. modelling can be helpful for better understanding the forecasting problem and for minimizing the risk of damage by proper management [23].
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