A SUPER Powerful Method for Genome Wide Association Study
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Abstract

Genome-Wide Association Studies shed light on the identification of genes underlying human diseases and agriculturally important traits. This potential has been shadowed by false positive findings. The Mixed Linear Model (MLM) method is flexible enough to simultaneously incorporate population structure and cryptic relationships to reduce false positives. However, its intensive computational burden is prohibitive in practice, especially for large samples. The newly developed algorithm, FaST-LMM, solved the computational problem, but requires that the number of SNPs be less than the number of individuals to derive a rank-reduced relationship. This restriction potentially leads to less statistical power when compared to using all SNPs. We developed a method to extract a small subset of SNPs and use them in FaST-LMM. This method not only retains the computational advantage of FaST-LMM, but also remarkably increases statistical power even when compared to using the entire set of SNPs. We named the method SUPER (Settlement of MLM Under Progressively Exclusive Relationship) and made it available within an implementation of the GAPIT software package.

Introduction

Genome-Wide Association Study (GWAS) has become the leading method to identify genes underlying human diseases and agriculturally important traits. However, the genetic variants identified so far only explain a small portion of phenotypic variation [1]. Rare genes and genes without large effect still remain unidentified due to lack of statistical power [2]. Statistical power is determined by many factors such as gene effect, allele frequency, sample size, marker density, and null distribution of type I error [3]. Inflation of type I error (false positives) leads to more false discoveries than expected [4,5].

Population stratification and cryptic relationships are two common reasons for the inflation of false positives [6,7]. Compared to the general linear model (GLM), the Mixed Linear Model (MLM) method effectively eliminates false positives by incorporating these two factors simultaneously [8]. The population stratification is fit as a fixed effect through population structure [6] or principal components [9]. The cryptic relationship among individuals is joined with variance components to collectively define variance and covariation of the random genetic effects from individuals.

The number of individuals in the population largely determines the size of a MLM equation [10]. The computing complexity of solving a MLM is a cubic function of the number of individuals. It is prohibitive to solve a MLM with large number of individuals, especially with iterations to estimate unknown variance components [11]. Several advances have partially solved the computational problem. The Efficient Mixed-Model Association (EMMA) algorithm turns the two-dimensional optimization of genetic and residual variance components into one dimensional optimization by deriving the likelihood as a function of their ratio [12].

Efforts have been made to change the computational function from cubic to quadratic, especially for marker screening, which dominates the entire computation for data with high marker density. The Population Parameter Previously Determined (P3D), or Efficient Mixed-Model Association eXpedited (EMMAX), estimates variance components (or their ratio) only once and then fixes them to test genetic markers [13,14]. Furthermore, an exact method, Genome-wide Efficient Mixed-Model Association (GEMMA), was developed to estimate the population parameters for each testing marker with the similar computational efficiency of P3D or EMMAX [15].

The method of compressed MLM [13] clusters individuals into groups and fits the groups as the random effect. The computing
complexity function is thus reduced from the cubic of the number of individuals to the cubic of a smaller number of groups. However, the cubic property still remains. In practice, the maximum compression (i.e., the average number of individuals per group) observed is only about twenty-fold [16]. Consequently, solving a MLM is still prohibitive with extremely large numbers of individuals.

The Factorized Spectrally Transformed Linear Mixed Model (FaST-LMM) partitions the cubic function of computing complexity as the product of two parts: 1) the number of individuals and 2) the square of the rank of the relationship among individuals [17]. When all the genetic markers (usually much larger than the number of individuals) are used to define the relationship among individuals, the kinship among individuals has full rank (i.e., is the same as the number of individuals). The computing complexity is still cubic to the number of individuals. Using a small subset of randomly selected markers to define a rank-reduced relationship has been suggested [17]. When the small subset has a constant number of Single Nucleotide Polymorphisms (SNPs) relative to the number of individuals, the computing complexity becomes linear to the number of individuals. The authors of FaST-LMM show a few examples using a small subset of randomly selected markers to define kinship that have similar results to those using all genetic markers [17]. Further the study demonstrated that a small set of associated genetic markers has better statistical power than a small set of genetic markers selected randomly. The small set of associated genetic markers are used in such way that some of these markers are removed for defining individual relationship if they are from the same region of the testing markers (e.g., within 2 Mb) [18]. The size and content of the set of markers selected becomes critical for computing speed and statistical power.

In this study, we developed a method that dramatically reduces the number of genetic markers used to define individual relationships and remarkably increases statistical power. First, we divide the whole genome into small bins. Each bin is represented by the most significant marker. Second, we select only the influential bins. Third, we use a maximum likelihood method to optimize the size and number of bins selected as the pseudo Quantitative Trait Nucleotides (QTNs) underlying the phenotypes. Fourth, in the final test of each marker, the small set of markers is used to define the relationship among the individuals by excluding the markers that are in Linkage Disequilibrium (LD) to the testing marker, regardless local distance. We call the algorithm the Settlement of MLM Under ProgressivelyExclusive Relationship (SUPER).

Materials and Methods

SUPER method

We developed the SUPER method in the framework of a standard MLM approach, which decomposes the observation (Y) into fixed effect (β), random genetic effect (u) and residual (e) as follows.

\[ y = X\beta + Zu + e \]  \hspace{1cm} (1)

where u is a vector of size n (number of individuals) for unknown random polygenic effects having a distribution with mean of zero and covariance matrix of \( G = 2\Omega \sigma_u^2 \), where Ω is the kinship (coancestry) matrix with element \( K_{ij} \), \( i, j = 1, 2, \ldots, n \) calculated from genetic markers, and is an unknown additive genetic variance. X and Z are the incidence matrices for \( \beta \) and \( u \), respectively, and random residual effects e are normally distributed with zero mean and covariance \( R = \sigma_e^2 I \), where I is the identity matrix and is the unknown residual variance. Solving equation (1) involves determining all the unknown parameters under which the observations (y) have the maximum likelihood, defined as the following:

\[ L(y|\beta, \sigma_u^2, \sigma_e^2) \]  \hspace{1cm} (2)

To perform a GWAS, marker effect (\( \psi \)) is added to equation (1), one at a time:

\[ y = Wv + X\beta + Zu + e \]  \hspace{1cm} (3)

where W is the incidence matrix for \( \psi \). Solving equation (3) by using P3D [13] or EMMAX [14] only involves optimization of \( \psi \) and \( \beta \) to optimize following likelihood:

\[ L(y|\psi, \beta, \sigma_u^2, \sigma_e^2) \]  \hspace{1cm} (4)

where, \( \sigma_u^2 \) and \( \sigma_e^2 \) are estimates to maximize equation (2).

Kinship (K) is a known parameter, which is derived from genetic markers. Consequently, different sets of genetic markers create different kinships. This is the only difference among all the methods compared in this study. We used the efficient algorithm [19] of Van Raaden et.al. [20] to calculate the kinship matrix. The first method is to use the QTNs only. The second method is to use all the SNPs including QTNs. The third method is to use all SNPs except QTNs. The second and third methods are barely different when the number of SNPs is large. The fourth method is similar to the first method in respect of using QTNs. The difference is that a QTN is excluded for deriving the kinship when the testing SNP is the same as the QTN. The kinship is called complementary trait specific kinship. The fifth method is similar to the fourth method except that the QTNs are masked and have to be identified by estimation. Therefore, the method can be used in practice where the true QTNs are unknown. We developed a procedure to find QTN-like SNPs, called pseudo QTNs.

Our procedure consists of three steps. The first two steps perform the inclusion of pseudo QTNs. The last step performs GWAS with exclusion of the pseudo QTNs that are in LD with the tested SNP.

Step 1: To sort SNPs on their p values or effects through a preliminary GWAS or genomic prediction for a specific trait.

Step 2: For each bin (segment) on a chromosome, choose the most influential SNP (e.g., with the lowest P value) as the representative for the bin. Then select s most influential bins to build kinship. The size of bins and number of bins chosen are treated as parameters to maximize the restricted maximum likelihood for a trait. The s selected SNPs (each represent a bin) are then used as a base of a SNP pool to define individual relationships for the later association test. More precisely, we optimize the following likelihood:

\[ L(y|\psi, \beta, \sigma_u^2, \sigma_e^2, s, b) \]  \hspace{1cm} (5)

where s and b are the number and size of bins.

Step 3: When testing a SNP in equation (3), we exclude the SNPs in the SNP pool that are in LD with the testing SNP to derive a complementary trait specific kinship. We call this method as the Settlement Under Progressively Exclusive Relationship (SUPER).
Solving equation (3) only involves the optimization of \( \mathbf{v} \) and \( \mathbf{b} \) to optimize following likelihood:

\[
L(\mathbf{y}\mid \mathbf{v}, \mathbf{b}, \sigma^2_a, \sigma^2_e, \delta, \mathbf{b})
\]  

(6)

Where \( \sigma^2_a \), \( \sigma^2_e \) and \( \mathbf{b} \) are estimates to maximize equation (5).

Real Data

Six published datasets from dog, maize, rice, Arabidopsis, mouse, and human were examined. The datasets from dog, maize, and rice were the same datasets used in our previous study [13,16]. The dog dataset was sampled from a dataset used for mapping Quantitative Trait Loci (QTLs) underlying canine hip dysplasia [21] and a dataset used to estimate heritability of canine hip dysplasia [22]. The data contained 292 dogs from two breeds (Labrador Retriever and Greyhound) and their crosses (F1, F2, and two backcrosses). All dogs were genotyped with 23,500 SNPs at genome-wide coverage.

The maize data contained 282 inbred lines. The genotypes (2,911 SNPs) were released as a tutorial dataset of the TASSSEL and GAPTIT software packages [23].

The rice data contained 374 inbred lines, 50,000 SNPs randomly sampled from the one million SNPs from genotyping by sequencing technology [16].

The Arabidopsis dataset included 199 landraces genotyped by 216,130 SNPs [24]. We randomly sampled 50,000 SNPs for this study.

The mouse data contained 688 34th generation advanced intercross lines (AIL) derived from two inbred strains (SM/J and LG/J). The genotype data contained 3,117 SNPs [25]. The methamphetamine-induced locomotor activity on day 3 was used to compare SUPER with other methods.

The Human Framingham Heart Study (FHS) data were downloaded from the database of Genotypes And Phenotypes (dbGAP) databases (phg000005.v5). The total cholesterol (Offspring exams 7) was used as the phenotype for the association study. The present study sample comprised 806 FHS offspring participants who were genotyped using the 100K Affymetrix GeneChip and have fasting blood lipid traits for exams 7. We imputed the missing values using mean values by the program GCTA [26]. The genotype data consist of 57,581SNPs on 22 autosomes after exclusion of rare SNPs with Minor Allele Frequency (MAF) less than 0.1 and SNPs with missing genotypes more than 5%. We adjusted the test to control for age, gender, and body mass index to perform GWAS.

Phenotype simulations

A set of SNPs was randomly sampled as causal QTNs for the simulated traits [27, 20, 24, and 20 QTNs for maize, Arabidopsis, rice, and dog, respectively]. The location of QTNs were restricted under two scenarios. One scenario was implemented for all the species without any restriction, e.g., a QTN could be any SNP. The other scenario was implemented on the maize dataset only where the last chromosome was excluded to sample QTNs. The last chromosome in the second scenario was used to investigate the effect of a clear null distribution, i.e., no genetic correlation existed between QTNs and non-QTN SNPs.

The distribution of these QTN effects followed a normal distribution with a mean of 0 and variance of 1. Phenotypes were simulated as the following equation: \( y = \text{additive} + \text{residual} \). For each individual, the total additive effect is calculated as the sum of additive effects across all QTNs. The residual variance was calculated as \( \text{Ve} = \text{Vaa} / (1-h^2)/h^2 \), where \( \text{Vaa} \) is the additive genetic variance and \( h^2 \) is the heritability. A residual error following a normal distribution with mean of 0 and variance of \( \text{Ve} \) was added to the total additive effect to form the simulated phenotype for each individual. Heritability was set to 0.75 for examination of statistical power in all datasets. Another five levels of heritability (\( h^2 = 0, 0.25, 0.4, 0.5 \) and 1) were set to further compare the statistical power of SUPER with other methods by using the maize dataset.

Null distribution and power examination

The association tests on the markers were performed by conducting F tests. In the scenario that sampled QTNs without any restriction, the empirical distribution of the non-QTN markers was used as the null distribution of type I error. For the second scenario—last chromosome was excluded for sampling QTNs—the empirical distribution of the markers on the last chromosome was used as the null distribution of type I error. The power is examined as the proportion of QTNs that pass a testing threshold for a given type I error (5%). A total of 100 replications were conducted for each method and the average over the 100 replicates was reported.

Ethics statement

All the datasets analyzed herein have been previously published. This study did not obtain actual samples from human or animals.

Results

Through simulations, we demonstrated that the effective components in the small set of selected genetic markers are the QTNs underlying a trait. To remove the confounding between the QTNs and testing markers, the exclusion of QTNs is more effective when LD is used instead of local distance. We examined our proposed method for the practical situations where QTNs are unknown.

We compared SUPER and other popular mixed model methods through a series of simulations. The difference among these methods is how to build kinship. We showed that a small subset of randomly selected genetic markers will not always produce the equivalent statistical power compared to using all genetic markers (Figure 1a). The average statistical power of the small subset of randomly selected genetic markers was significantly less than the power by using all genetic markers (\( p<0.01 \)). The statistical power was about 50% when using all the markers in a maize dataset with 282 individuals. It does not make difference to include or exclude QTNs as the number of markers is usually much larger than the number of QTNs underlying a trait. Exclusion of all the markers in LD with QTNs, does not make difference compared to using all the markers to build kinship (Figure 1b, Table 1).

In the above simulation study, 35% of the time the small set of randomly selected SNPs had higher power than using all SNP kinship. This finding indicates that the gold-standard kinship of using all SNPs is definitely not the best choice. So, the interesting question is: what type of small subset of SNPs produces higher power than using all the SNPs? We were motivated by the fact that a trait specific kinship derived from weighted SNPs has better prediction accuracy than the kinship derived from all the SNPs in genomic prediction [27].

However, when we applied kinship from all the QTNs for GWAS, we found that statistical power decreased to about 30%, which was much lower than using kinship derived from all SNPs. This result is not surprising because the kinship derived from all
QTNs is confounded with the effect of the tested SNP if this SNP is one of the QTNs. This finding confirmed the strategy for selecting the kinship method for GWAS. When testing a SNP, we remove the SNP from the QTN list if the SNP is a QTN. We then use the remaining QTNs to derive a complementary trait specific relationship for the SNP (Figure 1b). When the complementary trait specific relationship is applied to GWAS, statistical power is boosted to 66% for the 282 maize dataset, which is much higher than using all SNPs.

For the real situation, where QTNs are unknown, we developed an algorithm to derive a set of pseudo-QTNs for the SUPER method. The algorithm involves three steps. The first step is to perform a preliminary GWAS to sort SNPs. The second step determines the size and number of bins that give the maximum likelihood for a specific trait. Then, for each bin, the most associated SNP is used as the pseudo-QTN to represent that bin.
Table 1. Statistical power of using different kinship for four species (Arabidopsis, Rice, Dog and Maize).

| Method to build kinship          | Arabidopsis | Rice    | Dog    | Maize    |
|---------------------------------|-------------|---------|--------|----------|
| All SNPs, including true QTNs   | 0.63±0.0070 | 0.52±0.0063 | 0.59±0.0079 | 0.51±0.0095 |
| All SNPs, excluding true QTNs   | 0.63±0.0072 | 0.52±0.0061 | 0.59±0.0083 | 0.52±0.0091 |
| True QTNs only                  | 0.42±0.0066 | 0.29±0.0064 | 0.40±0.0083 | 0.30±0.0064 |
| SUPER with known QTNs           | 0.75±0.0065 | 0.65±0.0057 | 0.72±0.0076 | 0.66±0.0075 |
| SUPER with unknown QTNs         | 0.72±0.0063 | 0.60±0.0059 | 0.68±0.0078 | 0.61±0.0084 |

A set of SNPs was randomly sampled as causal QTNs for the simulated traits (0.04%, 0.05%, 0.085% and 1%, of the total number of SNPs for Arabidopsis, Rice, Dog, and Maize, respectively). The statistical power was estimated with heritability of 0.75. Power is defined as the proportion of QTNs detected under type I error of 5%. A total of 100 replications was conducted for each method. The statistical power shown here is the average of 100 replications.

doi:10.1371/journal.pone.0107684.t001

The size and number of bins are the two parameters chosen for optimization. The third step is to perform the complementary process in GWAS by excluding the pseudo-QTNs that are in LD with the tested SNP. The remaining pseudo-QTNs are used to define the complementary relationship among individuals. In the simulation study where the QTNs were masked, we obtained a statistical power of 61%, lower than the situation with known QTNs, but still much higher than using all SNPs (Figure 1c, 1d).

We extended our examination of statistical power against the type I error for four methods: SUPER, FaST-LMM-Select, EMMAX, and GLM (Figure 2a). The SUPER method is consistently better than the others over the entire range of type I errors. The GLM is consistently the worst. The FaST-LMM-Select and EMMAX performed better than GLM. We also compared the statistical power under different levels of heritability. When a trait is more heritable, (e.g., heritability 0.25), the four methods perform differently from each other. FaST-LMM-Select performs better than EMMAX and GLM. SUPER performs better than FaST-LMM-Select (Figure 2b).

We explored several ways to reduce the computing time of SUPER. First, we examined the effect using P3D/EMMAX [13,28]. We found SUPER works well with P3D/EMMAX to reduce computing time and retain similar statistical power. No significant difference (p>0.05) in power was found whether we used P3D/EMMAX or not. Thus, re-estimating population parameters (e.g., genetic variance, residual variance, or their ratio) for testing each SNP is unnecessary. This completely eliminates the iteration time to optimize these population parameters for screening SNPs (Figure S1).

Second, we explored speeding up computation by using a fast method to derive the P values at the first stage of SUPER. Three methods were compared: GLM, MLM [8], and Compressed MLM (CMLM) [13]. The GLM method is much faster than the other two methods. Although using GLM in the first step tends to have less power than using the other two methods, the difference is not significant. Thus, even when using GLM to keep computing cost low, the statistical power of the SUPER method is not affected significantly (Figure S2).

Third, we provided a procedure to determine the threshold of LD between tested SNPs and QTNs. When the threshold is too high (e.g., r² = 100%), QTNs are barely removed. The result should be similar to the complete trait specific kinship. In the opposite case, where the threshold is too low (e.g., r² = 0.01%), QTNs are hardly survived in the exclusion process. The kinship matrix does not retain much information and the results would be similar to the GLM. We observed that a threshold of r² = 10% was best for both maize and rice. This threshold also worked well for the other species (dog and Arabidopsis) we examined (Figure S3).

Nevertheless, this finding only provides guidance for the optimizations, which might be necessary for other populations or species.

We examined our findings for a variety of circumstances. We verified the effect of the correlation between QTNs and the non-QTN SNPs. The non-QTN SNPs were used to derive the empirical null distribution of type I error. Two scenarios were examined. In the first scenario, no correlation was found because QTNs and non-QTN SNPs were sampled from different chromosomes. In the second scenario, correlation was possible because random sampling might place QTNs and non-QTN SNPs next to each other. We observed that, in either case, our findings still held. That is, 1) SUPER with known QTNs had the highest statistical power, 2) complete trait specific kinship had the lowest power, 3) kinship from all SNPs was in the middle, and 4) SUPER with unknown QTNs fell between SUPER with known QTNs and the kinship from all SNPs (Figure S4).

We then examined the impact of the magnitude of QTN effect (Figure S5) and heritability (Figure S6). We observed the same trend in statistical power as above. SUPER with known QTNs is the best and SUPER with unknown QTNs is the second best.

We expanded the comparisons of SUPER with EMMAX and FaST-LMM-Select to real traits. The first is from the Advanced Interccross Line (AIL) mouse data [25]. Manhattan plots of all mouse data for the three different methods are shown in Figure 3 (A to C). The SNPs identified using SUPER at a Bonferroni correction threshold of 0.05 and a False Discovery Rate (FDR) less than 0.1 are listed in Table 2. Using the SUPER method, we identified all the associations previously detected by the original paper. Two of these significant SNPs were located in known genes (Rsc2 and Pippum2) [29,30]. EMMAX and FaST-LMM-Select did not identify significant SNPs that reached the same threshold.

The second real data is from the Human Framingham Heart Study (FHS) project. Missing genotypes were imputed. As FaST-LMM-Select does not accept dosage genotypes, the comparison was performed between SUPER and EMMAX. Manhattan plots of total cholesterol for SUPER and EMMAX are shown in Figure 3 (D and E). Neither method identified significant SNPs that reached the Bonferroni correction threshold of 0.05. However, using the SUPER method, we identified two significant SNPs (rs1599231 and rs898408) at a FDR less than 0.1. The identified SNPs are located in known gene (CACNA1D) associated with cholesterol [31]. EMMAX did not identify significant SNPs at this FDR threshold.

With the SUPER method, the restriction of the computationally efficient FaST-LMM method is no longer a problem. Their joint usage retains the similar computing speed while remarkably improving the statistical power.
Discussion

The concept of complementary trait specific kinship reflects a landmark in the development of kinship. As essential information in population and quantitative genetics, kinship is traditionally derived from pedigree as an expected chance that two individuals share the same allele by descent [32]. The pedigree-kinship relationship has been widely used to study human diseases and predict breeding values for animals and plants [33,34].

An alternative way to derive kinship is to rely on genetic markers [35,36]. This marker-based kinship more precisely specifies the actual difference between individuals. Some of these differences are not distinguishable using the kinship derived from pedigree [37]. For example, all full siblings have the same relationship with each other based on pedigree. These relationships become distinguishable with genetic markers. The realized kinship revealed by markers could be quite different from the kinship derived from pedigree due to factors like allele sampling and segregation distortion [37]. The realized kinship is superior to the pedigree kinship for ranking individuals for their genetic merit [38]. When the realized kinship is used jointly with population structure in a MLM for GWAS, it performs well in controlling false positives [8]. Furthermore, the realized kinship can be derived for a specific trait using the markers that are influential to the trait. This trait specific kinship produces higher prediction accuracy than the universal realized kinship [27].

Obviously, the best kinship to define individual genetic relationship on a complex trait is the one derived from all the QTNs underlying the trait as they define it [39]. Adding additional SNPs (non QTNs) would dilute the actual relationship. Complete trait specific kinship works the best for genomic prediction [27]. But, when used for GWAS, the markers defining the kinship are confounded with the tested markers, consequently decreasing the statistical power of GWAS.

However, less obvious, is that a small proportion of randomly sampled SNPs would have higher statistical power than using all SNPs. The increased power might result from the combination of the following factors: 1) sampled SNPs contain QTNs or SNPs in LD with QTNs, 2) fewer non-QTN SNPs result in less dilution, and 3) a portion of QTNs, or SNPs in LD with QTNs are excluded and become more detectable.

There is a random chance that a small subset of SNPs selected randomly could have higher power than using all SNPs. In general, the randomly selected subsets of SNPs have less power. Therefore, randomly selecting a small set of SNPs is unsafe. The goal of this study was to find a better method to find subsets. Ideally, the subset contains fewer SNPs than number of individuals and has the same or higher power than using all the SNPs.

FaST-LMM-Select has been undertaken to find small subsets of SNPs [18]. Similar to SUPER, the strategy works best for a scenario in which a complex trait is controlled by genes with large effect, small effect, and anything between. For an extreme case having only a few (e.g., 1 to 3) genes with major effects and the rest (e.g., 500) with very small effects, the power will be saturated to 100% for the major genes even with a small sample and a simple method. However, the rest of the genes will have no power regardless of method, including FaST-LMM-Select or SUPER proposed in this study if the sample is not large enough.

Our study was unique in a several ways. Overall, our study gives the biological, inside-view for the statistical phenomena observed in the FaST-LMM-Select study. Through a series of simulations, we proved that their finding — that using a small set of randomly selected SNPs generates the equivalent statistical power as using all
the SNPs — is not always true. In fact, statistical power can be reduced significantly. This result is not surprising as a small random sample of SNPs is less informative than using all the SNPs [40].

Furthermore, we explained why the kinship for GWAS should be specific for a trait and complementary to a testing SNP. We started with known QTNs and showed how different scenarios impact statistical power, such as using all QTNs or using QTNs excluding the one being tested. These studies demonstrate how the inclusion of all QTNs confounds with the effects of testing SNPs when compared to all SNPs and how the exclusion of QTNs eliminates the confounding.

We applied the method derived from situations with known QTNs to real-life situations with unknown QTNs. We developed

Figure 3. Results of association studies on real mouse and human phenotypes. The mouse phenotype is methamphetamine-induced locomotor activity on day 3 measured on 688 Advanced Intercross Lines (AIL). The human phenotype is cholesterol collected by the Framingham Heart Study (FHS) Project. Each dataset was analyzed with three different methods (SUPER, EMMAX, and FaST-LMM-Select) except the combination between FaST-LMM-Select and human data. The missing genotypes in the human data were imputed in format of dosage, which is not accepted by FaST-LMM-Select. The most significant SNP is highlighted by a horizontal blue line and labeled by its corresponding False Discover Rate (FDR). The p value threshold of 0.05 (after bonferroni multiple test correction) is indicated by a horizontal red line. doi:10.1371/journal.pone.0107684.g003

| SNP          | Chromosome | Position | EMMAX   | Fast_LMM_Select | SUPER   | Gene  |
|--------------|------------|----------|---------|-----------------|---------|-------|
| 5-122651666  | 5          | 125405148| 5.60E-05| 2.15E-03        | 3.22E-07|       |
| mUC-rs13478501| 5          | 124051672| 1.47E-04| 2.81E-02        | 6.09E-07|       |
| NE514715162  | 5          | 124119050| 1.28E-04| 8.81E-03        | 9.82E-07| Pitpm2|
| 5-122053167  | 5          | 124768242| 1.15E-04| 7.75E-03        | 9.98E-07|       |
| 5-121026072  | 5          | 123740172| 2.80E-04| 4.46E-02        | 1.04E-06| Rinc2 |

P values that reached the Bonferroni correction threshold (1.6E-5) are shown in bold.
doi:10.1371/journal.pone.0107684.t002
the algorithm to find their representatives (pseudo-QTNs) and demonstrated that the SUPER approach has statistical power close to that achieved with known QTNs. We determined the set of pseudo-QTNs by optimizing bin size and bin number to define the trait through a method of maximum likelihood. This set of pseudo-QTNs is the best combination among all SNPs compared with the FaST-LMM-Select study, which selects only the top significant SNPs. That we demonstrated a higher power by using SUPER, compared to FaST-LMM-Select, is not surprising.

The top significant SNPs selected in the FaST-LMM-Select study likely include multiple SNPs from each association peak in GWAS. These SNPs are in strong LD among themselves. One obvious disadvantage is that this SNP selection method causes severe dilution. The other disadvantage is that computational time increases by including more SNPs than necessary. The SUPER method avoids this problem by using the pseudo-QTNs. Only one SNP is selected from many SNPs on each peak. Consequently, the optimum number of SNPs used to derive kinship is much smaller.

Moreover, LD is not only caused by local genetic linkage. Many other factors can cause LD between SNPs (e.g., population structure), even when SNPs are on different chromosomes. Therefore, our complementary process is performed genome-wide, and is not limited to the nearby SNPs (FaST-LMM-Select uses a 2 cM interval).

FaST-LMM-Select uses an arbitrary interval (2 cM) as the threshold of exclusion for LD. We use a precise LD parameter (R²). We demonstrated that R² of 10% was robust enough to give the highest statistical power in all species we examined.

Last, but certainly not least, FaST-LMM-Select complements our method. FaST-LMM-Select provides an elegant algorithm to reduce computation time by conducting single value decomposition only once. Thus, the joint usage of these two methods will provide powerful and flexible tools.

We anticipate that the SUPER method could be used jointly with the CMLM to further improve statistical power. Each individual would still have its group assignment. However, the kinship of groups would be replaced by the assignment of individual QTN to groups. The effects of different assignments remain an open research question.

SUPER has been implemented in the publicly available software package, GAPIT. This method makes it possible to detect a gene with smaller samples, or alternatively, to detect a smaller effect gene with the same sample size.

**URLs**: Computer programs (R source code) are available at http://www.zzlab.net/GAPIT/.

**Supporting Information**

**Figure S1** P3D (Population Parameter Previously Determined) can be used in SUPER. Similar to kinship derived from other methods, the statistical power of SUPER with unknown QTNs was the same for using or not using P3D. The other methods include the kinship derived from all the SNPs including true QTNs, the kinship derived from all SNPs excluding true QTNs, SUPER with known QTNs, and the complete trait specific kinship (True QTNs only).

**Figure S2** Effect of the methods to derive the P values at the first stage of SUPER. Three methods were compared: General Linear Model (GLM), Mixed Linear Model (MLM) and Compressed Mixed Linear Model (CMLM).

**Figure S3** The effect of linkage disequilibrium threshold to exclude QTNs for testing SNPs. The scenarios were implemented on the Maize, Arabidopsis, Rice, and Dog datasets, respectively. When the threshold is large, e.g. r² = 100%, QTNs are barely removed. The result should be similar to the complete trait specific kinship. In the opposite case, when the threshold is too small, e.g. r² = 0.01%, QTNs hardly survived the exclusion process. The kinship does not retain much information and the result would be similar to GLM. Interestingly, we observed that the threshold of r² = 10% work well for all species.

**Figure S4** Effect from the relation between the QTNs and the other SNPs to derive the null distribution of test statistics. The power was examined on a trait simulated from 27 causative mutations (QTNs) sampled from the Maize dataset under a type I error of 0.05. A total of 100 replications were conducted for each method. No linkage was found between QTNs and the null SNPs in the ideal situation, when all SNPs and the null SNPs were sampled from different chromosomes. In the opposite situation (regular SNPs), when QTNs and the null SNPs were randomly sampled from the entire SNPs, a potential linkage was found between QTNs and the null SNPs. The statistical power was the same between these two scenarios for all methods. These methods include SUPER with known QTNs, SUPER with unknown QTNs, the complete trait specific kinship (true QTNs only), kinship from all SNPs including true QTNs, and kinship from all SNPs except QTNs.

**Figure S5** Statistical power of five methods under different magnitudes of QTN effect. The power was examined on a trait underlying causative mutations (QTNs) sampled from ~3000 SNPs in maize. A total of 100 replications was conducted for each method. The statistical power shown here is the average of 100 replications. The heritability of the trait was 50%. The five methods are: 1) complete trait specific kinship (true QTNs only), 2) complementary trait specific kinship with known QTNs (SUPER with known QTNs), 3) complementary trait specific kinship with unknown QTNs (SUPER with unknown QTNs), 4) all SNPs including QTNs, and 5) all SNPs except QTNs.

**Figure S6** Statistical power of five methods under different heritability levels. The power was examined on a trait simulated from 27 causative mutations (QTNs) sampled from ~3000 SNPs in maize. A total of 100 replications was conducted for each method. The statistical power shown here is the average of 100 replications. The heritability of the trait varied from 0 to 1. The differences between complete trait specific kinship (true QTNs only) and complementary trait specific kinship (SUPER with known QTNs) were greater when heritability was between 0 and 1. The difference between SUPER with known QTNs and kinship derived from all SNPs increases with heritability. No significant difference was found between kinship derived from all SNPs and all SNPs except QTNs.

**Acknowledgments**

The authors thank Sara J. Miller and Linda R. Klein for editing the manuscript.
Author Contributions

Conceived and designed the experiments: ZZ YP ESB. Performed the experiments: QW FT. Analyzed the data: QW ZZ. Contributed reagents/materials/analysis tools: QW ZZ FT. Wrote the paper: QW ZZ.

References

1. Yang J, Benyamin B, McEvoy BP, Gordon S, Henders AK, et al. (2010) Common SNPs explain a large proportion of the heritability for human height. Nat Genet 42: 565–569.
2. Buckler ES, Holland JB, Bradbury PJ, Acharya CB, Bresan PJ, et al. (2009) The genetic architecture of maize flowering time. Science 325: 714–718.
3. Pe'er I, de Bakker PJ, Maller J, Yelensky R, Abhulier D, et al. (2006) Evaluating and improving power in whole-genome association studies using fixed marker sets. Nat Genet 38: 663–667.
4. Moonesinghe R, Khoury MJ, Janssens AC (2007) Most published research findings are false-but a little replication goes a long way. PLoS Med 4: e28.
5. Ioannidis JPA (2005) Why most published research findings are false. Plos Medicine 2: 696–701.
6. Pritchard JK, Stephens M, Rosenberg NA, Donnelly P (2000) Association mapping in structured populations. American Journal of Human Genetics 67: 170–181.
7. Zhang Z, Buckler ES, Casstevens TM, Bradbury PJ (2009) Software engineering the mixed model for genome-wide association studies on large samples. Brief Bioinform 10: 664–675.
8. Yu JM, Pressoir G, Briggs WH, Bi IV, Yamasaki M, et al. (2006) A unified mixed-model method for association mapping that accounts for multiple levels of relatedness. Nature Genetics 38: 203–208.
9. Zhao K, Aranzana MJ, Kim S, Lister C, Shindo C, et al. (2007) An Arabidopsis example of association mapping in structured populations. PLoS Genet 3: e1.
10. Henderson CR (1984) Applications of Linear Models in Animal Breeding. University of Guelph, Guelph, Ontario, Canada.
11. Gilmour AR, Thompson R, Cullis BR (1995) Average Information REML: An Efficient Algorithm for Variance Parameter Estimation in Linear Mixed Models. Average Information REML: An Efficient Algorithm for Variance Parameter Estimation in Linear Mixed Models. Biometrics 51: 1440–1450.
12. Kang HM, Zaitlen NA, Wade CM, Kirby A, Heckerman D, et al. (2008) Efficient Control of Population Structure in Model Organism Association Mapping. Genetics 178: 1709–1723.
13. Zhang Z, Ersöz E, Lai CQ, Todd-Brown R, Tiwari HK, et al. (2010) Mixed linear model approach adapted for genome-wide association studies. Nat Genet 42: 355–360.
14. Kang HM, Sul JH, Service SK, Zaitlen NA, Kong SY, et al. (2010) Variance component model to account for sample structure in genome-wide association studies. Nat Genet 42: 538–544.
15. Zhou X, Stephens M (2012) Genome-wide efficient mixed-model analysis for association studies. Nat Genet 44: 832–840.
16. Huang X, Wei X, Sang T, Zhao Q, Feng Q, et al. (2010) Genome-wide association studies of 14 agronomic traits in rice landraces. Nat Genet 42: 961–967.
17. Lippert C, Langgarten J, Liu Y, Kadie CM, Davidson RJ, et al. (2011) FaST linear mixed models for genome-wide association studies. Nat Methods 8: 333–335.
18. Langgarten J, Lippert C, Kadie CM, Davidson RJ, Eskin E, et al. (2011) Improved linear mixed models for genome-wide association studies. Nat Methods 9: 525–526.
19. VanRaden PM (2008) Efficient methods to compute genomic predictions. J Dairy Sci 91: 4414–4423.
20. Lipka AE, Tian F, Wang Q, Peiffer J, Li M, et al. (2012) GAPT: genome association and prediction integrated tool. Bioinformatics 28: 2397–2399.
21. Zhou Z, Sheng X, Zhang Z, Zhao K, Zhu L, et al. (2010) Differential Genetic Regulation of Canine Hip Dysplasia and Osteoarthritis. PLoS ONE 5: e13219.
22. Zhang Z, Zhu L, Sandler J, Friedenberg SS, Egelhoft J, et al. (2009) Estimation of heritabilities, genetic correlations, and breeding values of four traits that collectively define hip dysplasia in dogs. American Journal of Veterinary Research 70: 483–492.
23. Bradbury PJ, Zhang Z, Kroon DE, Casstevens TM, Ramdoss Y, et al. (2007) TASSEL: software for association mapping of complex traits in diverse samples. Bioinformatics 23: 2633–2635.
24. Arweil S, Huang YS, Vihljamsson BJ, Willems G, Horton M, et al. (2010) Genome-wide association study of 107 phenotypes in Arabidopsis thaliana inbred lines. Nature 465: 627–631.
25. Cheng R, Lim JE, Samooha KE, Sukuloff G, Abney M, et al. (2010) Genome-wide association studies and the problem of relatedness among advanced intercross lines and other highly recombinant populations. Genetics 185: 1033–1044.
26. Yang J, Lee SH, Goddard ME, Visscher PM (2011) GCTA: a tool for genome-wide complex trait analysis. Am J Hum Genet 88: 76–82.
27. Zhang Z, Liu JJ, Ding XD, Bijma P, de Koning DJ, et al. (2006) An Arabidopsis example of association mapping in structured populations. PLoS Genet 3: e1.
28. Kang HM, Sul JH, Service SK, Zaitlen NA, Kong S-y, et al. (2010) Variance component model to account for sample structure in genome-wide association studies. Nature genetics 42: 348–354.
29. Kaye J, Shinagawa A, Shihata K, Yoshino M, Itoh M, et al. (2001) Functional annotation of a full-length mouse cDNA collection. Nature 409: 685–690.
30. Diz-Roux G, Banfi S, Sultan M, Geffers L, Amund S, et al. (2011). A high-resolution anatomical atlas of the transcriptome in the mouse embryo. PLoS Biol 9: e1005302.
31. Kathiresan S, Manning AK, Demissie S, F’Agostino RB, Sarti A, et al. (2007) A genome-wide association study for blood lipid phenotypes in the Framingham Heart Study. BMC Med Genet 8 Suppl 1: S17.
32. Wright SI (1922) Coefficient of inbreeding and relationship. The American Naturalist 56: 330–338.
33. Henderson CR (1953) Estimation of Variance and Covariance Components. Biometrics 9: 226–252.
34. Bernardo R (2003) Parental selection, number of breeding populations, and size of each population in inbred development. Theor Appl Genet 107: 1252–1256.
35. Hardy OJ, Vekemans X (2002) Spageti: a versatile computer program to analyse spatial genetic structure at the individual or population levels. Molecular Ecology Notes 2: 618–620.
36. Zhang Z, Todd-Brown RJ, Buckler ES, Van Vleck LD (2007) Technical note: Use of marker-based relationships with multiple-trait derivative-free restricted maximal likelihood. J Anim Sci 85: 881–883.
37. Myles S, Peiffer J, Brown PJ, Ersöz E, Zhang Z, et al. (2009) Association Mapping: Critical Considerations Shift from Genotyping to Experimental Design. Plant Cell 21: 2194–2202.
38. Hayes BJ, Visscher PM, Goddard ME (2009) Increased accuracy of artificial selection by using the realized relationship matrix. Genet Res 91: 47–60.
39. Pinien M, Donnelly P, Spencer CC (2012) Including known covariates can reduce power to detect genetic effects in case-control studies. Nat Genet 44: 848–851.
40. Yu J, Zhang Z, Zhu C, Tabanao DA, Pressoir G, et al. (2009) Simulation Assay Analysis of the Adequacy of Number of Background Markers for Relationship Estimation in Association Mapping. Plant Genome 2: 63–77.