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Abstract

Light harvesting as the first step in photosynthesis is of prime importance for life on earth. For a theoretical description of photochemical processes during light harvesting, spectral densities are key quantities. They serve as input functions for modeling the excitation energy transfer dynamics and spectroscopic properties. Herein, a recently developed procedure is applied to determine the spectral densities of the pigments in the minor antenna complex CP29 of photosystem II which has recently gained attention because of its active role in non-photochemical quenching processes in higher plants. To this end, the density functional based tight binding (DFTB) method has been employed to enable simulation of the ground state dynamics in a quantum-mechanics/molecular mechanics (QM/MM) scheme for each chlorophyll pigment. Subsequently, the time-dependent extension of the long-range corrected DFTB approach has been used to obtain the excitation energy fluctuations along the ground-state trajectories also in a
QM/MM setting. From these results the spectral densities have been determined and compared for different force fields and to spectral densities from other light-harvesting complexes. In addition, the excitation energy transfer in the CP29 complex has been studied using ensemble-average wave packet dynamics.

**Introduction**

Chlorophylls (Chl), bacterio-chlorophylls (BChl) and carotenoids (Car) are the key pigment molecules involved in excitation energy transfer (EET) processes in light-harvesting (LH) complexes of plants and bacteria. Actively involved are mainly the low-lying excited states of these pigment molecules. Aim of these processes is to transport the energy absorbed from the sunlight to reaction centers where charge separation takes place as one of the steps of photosynthesis\(^1\). In the last two decades, the interest in some LH complexes of bacteria and marine algae has been spurred due to the claim of experimentally observed long-lived quantum coherences in EET processes at low as well as at ambient temperatures\(^2\)–\(^6\). Recently, however it became clear that these long-lived oscillations likely originate from impulsively excited vibrations and are too short-lived to have any functional significance in photosynthetic energy transfer\(^6\)–\(^8\).

Independent of these developments, the attention towards plant LH systems has significantly increased in recent years. Especially the topic of photoprotection became a field of growing interest. Under the stress of excess solar energy, LH complexes of plants activate a mechanism termed non-photochemical quenching (NPQ) which can be invoked to avoid photo-inhibition\(^9\)–\(^11\). Excess sunlight leads to an enlarged pH gradient across the thylakoid membrane containing the LH complexes of the photosystem II (PSII). An increased pH gradient triggers the switching between the photochemical light harvesting and a non-photochemical quenching mode\(^12\)–\(^15\). Moreover, not only the pH gradient but also the presence of a protein termed photosystem II subunit S (PsbS) induces conformational changes in the antenna complexes and thus take part in activating the quenching mechanism\(^16\)–\(^19\).
The detailed changes in the conformations are, however, still not well understood at the molecular level. The excess sunlight absorbed by the Chl molecules gets released as heat via carotenoid pigments in a mechanism that is a topic of active research\textsuperscript{9,12,20}. Based on experimental findings, it has been claimed that the major antenna LHCII and the minor antennas, in particular the CP29 complex, play a crucial role in protecting the photosynthetic apparatus of PSII from excess excitation energy\textsuperscript{11–13,19,21,22}.

In order to study the dynamics of the LH systems of plants, various models were built based on crystal structures of the LHCII\textsuperscript{23–27} and CP29 complexes\textsuperscript{28–33}. Furthermore, additional models were created taking into account the luminal pH gradient and the presence of PsbS proteins trying to realistically mimic the NPQ process\textsuperscript{34–38}. In these models, either the population transfer of excitons\textsuperscript{39,40} or the associated rates were determined\textsuperscript{33,34}. The major input parameters which are required in such calculations are the excitation energies of the individual pigments, also known as site energies, the excitonic couplings between the pigments and the so-called spectral densities. In the present study, the latter quantity is in the focus while also some of the parameters are being determined.

The spectral density is the key ingredient for performing exciton dynamics of LH complexes within the framework of open quantum systems\textsuperscript{41}. It accounts for effects of the pigment environment but also internal modes on the energy gap between ground and first excited states. The accurate determination of spectral densities is, however, a challenging task especially for LH systems due to the complexity of these entities and the numerical effort involved. One approach to determine spectral densities which has been employed in several previous investigations\textsuperscript{42–46} is to determine the excitation energy gap along a classical MD trajectory using ZINDO/S-CIS (Zerner’s Intermediate Neglect of Differential Orbital method with spectroscopic parameters together with the configuration interaction using single excitation) or TDDFT (time-dependent density functional theory) calculations. This approach, however, has problems especially in the high frequency region of the respective spectral densities\textsuperscript{47,48}. The shortcoming is due the inability of classical force fields to
Figure 1: The protein part of the CP29 minor antenna complex of spinach represented in an iceblue cartoon representation. The Chl-a and Chl-b molecules are depicted in green and red while the carotenoids Lut, Vio and Neo are shown in orange. In addition, the arrangement of the chlorophylls is displayed in the right panel together with the respective residue numbering according to the crystal structure (pdb code: 3PL9).

accurately described the vibrational modes of the pigments as well as to provide a proper sampling of the geometrical phase space. Inaccuracies in the ground state conformations and dynamics are subsequently passed on to the determination of the energy gap fluctuations. The inconsistency in geometry between the ground and excited state is commonly known as “geometry mismatch” problem. Some recent methods to determine the intramolecular vibrational modes accurately are based on normal mode analyses or ground state dynamics on pre-calculated quantum mechanical potential energy surfaces and have been employed in calculations of spectral densities. In spite of providing impressive agreements compared to experimental results, these aforementioned schemes are computationally still demanding. A sophisticated quantum-mechanics/molecular mechanics (QM/MM) MD with an accurate description of the vibrational properties of the pigments would be an alternative way, however, semi-empirical schemes have a limited accuracy while DFT-based calculations are numerically expensive for pigments in LH systems. To this end, we recently proposed a scheme using QM/MM MD dynamics employing the numerically efficient
density functional based tight binding (DFTB) approach\textsuperscript{56} and have shown to be able to obtain a good agreement between the spectral densities obtained in such a manner and their experimental counterparts\textsuperscript{48,57}.

In this study, we have applied a recently developed multiscale protocol to determine the spectral densities of the individual pigments within the minor antenna complex CP29 of the PSII system. The CP29 complex contains a total of thirteen chlorophyll molecules including nine Chl-a and four Chl-b. In addition, three different types of carotenoids, i.e., lutein (Lut), violaxanthin (Vio) and neoxanthin (Neo) are present in this antenna complex (see Fig 1). The Chl-b chromophores in the periphery of the protein matrix act as accessory pigments transferring the absorbed light energy towards the pool of Chl-a molecules quite rapidly since the excited states of the latter pigments are slightly lower in energy. From the Chl-a molecules, the energy obtained during light harvesting is moved on to the PSII reaction center. While the carotenoids are speculated to participate in the quenching process, here the aim is to accurately determine the spectral densities for the key pigments, i.e., the chlorophyll molecules in the CP29 complex. To this end, the AMBER force field has been employed in connection with the DFTB approach in a QM/MM framework. Details of the computational scheme can be found in the following method section. The spectral density profiles obtained in the present calculations show a very good agreement with the experimental counterparts in line with our previous work for other LH systems\textsuperscript{48,57}. Furthermore, the impact of the choice of the classical force field in the QM/MM setting has been investigated by redoing the calculations using the OPLS force field in connection with the DFTB method. Only very small differences can be seen in the spectral density profiles when using the two different force fields within the QM/MM framework. This finding indicates that both force fields are suitable for the modeling LH complexes. The present study also incorporates a brief comparison of the spectral densities of the BChl and Chl pigments in different LH systems. Before concluding, we report on time-averaged and time-dependent exciton Hamiltonians and on ensemble-averaged wave-packet dynamics within the Ehrenfest formalism for the
Computational Method

The X-ray crystal structure of the CP29 antenna complex from spinach (pdb code: 3PL9) has been used as the starting point for the atomistic modeling. The first 87 residues were not resolved in the X-ray structure and neglected in the present study since their influence on the spectral densities is assumed to be small. Furthermore, the glyceraldehyde 3-phosphate (G3P) molecule which was tentatively found in-between Chl-a 611 and 615 was not taken into account during the system preparation. The AMBER03 force field has been employed for the protein using the GROMACS-5.1.4 suite of programs for the simulations. Moreover, the force field parameters for Chl-a/b and carotenoids have been taken from previous studies. First, a POPC lipid membrane was prepared using the CHARMM-GUI server, then the topology for the membrane was generated using the LEaP program of AmberTools-20 together with the Lipid-17 force field of AMBER. Thereafter, the topology and coordinates were transformed to the GROMACS format with the help of the ACEPYPE interface. The simulation box size was chosen to be 115 × 115 × 90 Å and the system was solvated with TIP3P water molecules. Furthermore, four potassium ions were added to neutralize the whole system. After preparing the system, an energy minimization was performed using the steepest-descent algorithm to remove close contacts. Subsequently, a 2 ns NVT equilibration was carried out at 300 K with a 1 fs integration time step, keeping position restraints on protein, lipid and cofactor atoms. Subsequently, a 20 ns NPT run was performed using the same time step and position restraints. After that, another 10 ns NPT simulation was run keeping the restraints on protein, pigments and the phosphorous atoms of the lipid molecules. An additional 10 ns NPT run was carried out using a 1 fs time step in which the first 5 ns were performed with restraints on protein and pigments whereas for the last 5 ns the restraints were only on the protein and Chl molecules. Subsequently, in the next 5 ns
NPT equilibration, the position restraint was kept only on the protein and the Mg atoms of Chl pigments. Subsequently, yet another 5 ns NPT run was performed using a 2 fs time step in which the position restraints were kept on the protein for the first 2 ns, then for 1 ns on the side chains atoms and 1 ns on the Cα atoms of the protein. Finally, a 50 ns long NPT unbiased simulation was carried out without any position restraints and the coordinates were stored using a 25 ns stride which were subsequently employed as starting structures for the QM/MM MD simulations in the next step. The LINCS algorithm was applied and the constraints were kept on the H-bonds throughout the equilibration process. The equilibrated structure was further equilibrated for another 200 ns where the coordinates were stored at 20 ps. This produces 10,000 frames which were utilized for the excitonic coupling calculations using the TrESP (transition charges from electrostatic potentials) approach in order to construct the system Hamiltonian. A shift in the position of pigment Chl-a 615 was observed after the classical simulations (see Fig. 2). Structurally, this pigment is solvent exposed in case of an isolated CP29 crystal structure and thus can more easily move than a pigment embedded in the middle of the protein. A movement by 3.97 Å was found after the 100 ns equilibration whereas after the 200 ns production run the movement was by 7.12 Å. This finding is consistent with the latest cryo-EM structure of the C2S2M2 supercomplex, in which a different Chl-a 601 was found close to the position where Chl-a 615 was found in the X-ray structure used in the present study. Thus, we assume that the contribution of Chl-a 615 will be similar to that of the Chl-a 601 found in the latter case.

Two sets of QM/MM MD simulations, based on starting geometries extracted at 25 and 50 ns from the unbiased classical simulations, were performed to minimize the sampling problems of spectral densities found earlier for the present kind of simulations. A 80 ps NPT QM/MM dynamics was performed with a 0.5 fs integration time step without any bond constraints for the Chl-a and Chl-b molecules. The phytyl tail was truncated at the so-called “C1-C2” bond and capped by a hydrogen link atom. This truncation is sensible since the tails play no role in the π-conjugated rings but their partial charges potentially influence
the $Q_y$ excitation energies of the Chl molecules and thus need to be included in the MM part. Such a treatment significantly reduces the computational costs compared to a full QM treatment of the Chl molecules. The DFTB3 theory\textsuperscript{69} with the frequency corrected 3OB parameter set (3OB-f)\textsuperscript{70} was employed coupled to an AMBER force field as implemented in the GROMACS-DFTB+ interface for the ground state dynamics\textsuperscript{71,72}. The 3OB-f parameter set was specially designed in connection with the so-called 3OB parameters to describe the vibrational frequencies of C=C, C=N and C=O bond stretching modes more accurately. These modes are very relevant for molecules including porphyrins ring such as Chl pigments. The last 60 ps of each trajectory were stored with a stride of 1 fs. This procedure results in $2 \times 60,000$ frames for each Chl molecule using the two different starting structures of the QM/MM MD trajectories. In addition, we extended the first set of the simulations up to 1.1 ns with a 1 fs integration time step and stored the geometries for the last 1 ns dynamics with a stride of 100 fs. Thus, another 10,000 frames were generated which were mainly utilized to calculate the average site energies of the CP29 complex. Furthermore, the CP29 complex, as modeled using the OPLS force field in a previous study\textsuperscript{37}, was used as starting structure for
QM/MM MD simulations. Again, two different starting structures were considered as the initial geometries for the QM/MM dynamics. This time the starting structure were 10 ns apart in the unbiased trajectories. Again we have stored \(2 \times 60,000\) frames for each Chl pigment in order to perform the spectral density calculations.

The snapshots collected from the DFTB-QM/MM MD trajectories were utilized to calculate the \(Q_y\) excitation energies employing the time-dependent extension of the long-range corrected DFTB (TD-LC-DFTB) in a QM/MM fashion. The LC-DFTB method is the DFTB analogue of the long-range corrected DFT (LC-DFT) approach with functionals like CAM-B3LYP and \(\omega\)B97X which has lately been developed to overcome problems related to charge transfer and overpolarization in conjugated systems\(^73\). In recent studies, we have shown that TD-LC-DFTB is a close to ideal alternative to DFT with long-range corrected functionals in order to compute excitation energies and excitonic couplings in a numerically efficient way\(^68\). To this end, we have employed the DFTB+ package in which the TD-LC-DFTB scheme is implemented based on the OB2 parameter set\(^72,73\). Moreover, during the excitation energy calculations the QM region is shifted towards the center of the simulation box to avoid boundary problems during the non-periodic QM/MM calculations. After capturing the excitation energies along the QM/MM trajectories, these were used to determine the autocorrelation functions from which the spectral densities were calculated by performing Fourier transformations as described in below.

The excitonic couplings have been determined based on the 200 ns classical MD simulation. 10,000 snapshots were collected and utilized for the TrESP excitonic coupling calculations as described below. For this purpose, the transition charges for the Chl-a and Chl-b molecules were determined with the help of the Multiwf\(n\)\(^74\) and the ORCA\(^75\) packages. Transition charges of these molecules exist\(^30\), but we repeat them here with a long-range corrected functional and a larger basis set. First, a geometry optimization was performed at the B3LYP level of theory together with a def2-TZVP basis set as implemented in the ORCA program. Furthermore, the resolution of identity RIJCOSX was employed together
with the auxiliary basis set def2/J in order to speed up the calculations. In a subsequent step, the optimized geometries were utilized to performed excited state TD-DFT calculation employing the Tamm-Dancoff approximation at the CAM-B3LYP level of theory as implemented in ORCA. The same basis set and the resolution identity were applied again for these calculation. Finally, the transition densities obtained from the TD-DFT calculations were used in the Multiwfn package for the electrostatic fitting. During the fitting procedure, the charges on the hydrogen atoms were set to zero and the transition densities were distributed among the heavier atoms of the Chl-a and Chl-b molecules. The obtained TrESP charges are listed in the SI (see Table S1) and were used in the TrESP calculations for the excitonic couplings. Moreover, we have employed a scaling factor of 0.81 for the Chl-a charges and of 0.83 for the Chl-b charges in order to reproduce the experimental transition dipole moments of 5.7 D and 4.6 D, respectively.

Theoretical Background

To be able to determine the exciton dynamics in LH complexes within a tight-binding model, one needs to construct the excitonic system Hamiltonian based on the site energies $E_m$ of the pigments $m$ and the respective couplings $V_{nm}$:

$$H_S = \sum_m E_m |m\rangle \langle m| + \sum_{n \neq m} V_{mn} |n\rangle \langle m|. \quad (1)$$

If the site energies and coupling are determined based on (quantum) molecular dynamics trajectories, these quantities are time-dependent. Two main options are available how to determine the exciton dynamics. One option is to perform calculations directly based on these time-dependent Hamiltonians, e. g., some kind of ensemble-averaged Ehrenfest approach (without back-reaction on the bath) sometimes also termed NISE (numerical integration of the Schrödinger equation). Alternatively, one can average the elements of the Hamiltonian over time. The site energy fluctuations are then represented by the so-called
spectral density. In principle, one can also define spectral densities for the coupling fluctuations but this is very rarely done since the effect of these fluctuations on the dynamics is negligible\textsuperscript{79}. On the experimental side, spectral densities corresponding to those based on the excitation energy fluctuations can be obtained using delta fluorescence line narrowing (ΔFLN) spectroscopy. In the present study, we employ a cosine transformation of the energy autocorrelation functions decorated with a thermal prefactor to determine the spectral density\textsuperscript{42,44,80}

\[ J_m(\omega) = \frac{\beta \omega}{\pi} \int_0^\infty dt \ C_m(t) \cos(\omega t) \ . \] (2)

The necessary autocorrelation functions for each pigment \( m \) can be written as

\[ C_m(t_l) = \frac{1}{N-l} \sum_{k=1}^{N-l} \Delta E_m(t_l+t_k) \Delta E_m(t_k) \ . \] (3)

Here \( \Delta E_m \) denotes the difference of site energy \( E_m \) from its average value \( E_m = E_m - \langle E_m \rangle \) and \( N \) the number of snapshots present in the respective part of the trajectory. Moreover, we follow the same procedure as detailed in our previous work\textsuperscript{48,57} to obtain the final correlation functions and spectral densities.

For computing excitonic couplings in LH complexes, the TrESP method has been shown to be accurate for medium and large distances. Once the atomic transition charges of the pigment molecules have been determined, the coupling values can be calculated as

\[ V_{mn} = \frac{f}{4\pi \varepsilon_0} \sum_{I,J} q^T_I \cdot q^T_J \frac{1}{|r^I_m - r^I_n|} \ . \] (4)

where \( q^T_I \) and \( q^T_J \) denote the transition charges of atoms \( I \) and \( J \) and \( f \) a distance-dependent screen factor which taking environmental influences on the excitonic coupling into account.

Here, we have employed an exponential screening factor derived by Scholes et al.\textsuperscript{81}

\[ f(R_{mn}) = A \exp(-BR_{mn} + f_0) \ . \] (5)
In this expression $A$, $B$, and $f_0$ have the values 2.68, 0.27 and 0.54, respectively.$^8$

**Results and Discussion**

**Site Energy Calculations**

As starting point of the analysis, the average site energies of the thirteen Chl molecules have been determined for the three QM/MM MD trajectories. The structurally very similar Chl-a and Chl-b pigments contain Mg-porphyrin rings which are main responsible for the electronic properties of the respective molecules and especially the excited $Q_y$ state. When the methyl group of a Chl-a porphyrin ring is oxidized to become an aldehyde group, the molecules becomes a Chl-b molecule with a blue shift in the excitation energies (see Fig. S1). Due to the higher $Q_y$ excitation energies of Chl-b molecules, excitation energy from these pigments will, depending on the respective couplings, flow to neighboring Chl-a molecules. The energy is subsequently shared between the Chl-a molecules and transferred further into the direction of lower energies ending up at a reaction center. In the present study, the TD-LC-DFTB approach has been employed as the QM approach to compute the excitation energies for the individual Chl molecules along the QM/MM MD trajectories. As for basically all DFT approaches, the energy gaps are overestimated which in line with our previous observations.$^{48,57,68}$ In many cases, this does, however, not cause problems since we are mainly interested in the relative site energies. The energy ladder and the corresponding standard deviations due to the thermal fluctuations along the two different 60 ps-long and the one 1 ns-long QM/MM MD trajectories are shown in Fig. 3A. The results for the average site energies of the individual pigments are almost identical for the three different trajectories. Although, the 1 ns QM/MM MD trajectory is averaging over a much longer time span than the 60 ps runs, no significant differences are observed. The respective distributions for the site energies which are also known as the densities of states (DOS) are depicted in Figs. S2 and S3. The shape of these distributions is Gaussian, i.e., symmetric, and not skewed as
observed in similar calculations using the semi-empirical ZINDO/S-CIS approach\textsuperscript{43,46}. As expected, the average site energies of the Chl-b pigments are higher in energy than the Chl-a molecules although the spectral densities for these two types of molecules are almost identical as shown below. The structural difference between the Chl-a and b molecules has already been mentioned above and, as depicted in Fig. S1, is the only reason behind the blue shifted site energies of Chl-b molecules. Furthermore, the excitation energy fluctuations of the Chl-a molecules are in the same range as those found for the same pigment type in the LHCII complex\textsuperscript{57}. Moreover, we have compared the calculated site energies with literature results as shown in Fig. 3B. In case of the results by the Jurinovich et al.\textsuperscript{31}, TD-DFT calculations were carried out along classical MD trajectory based on the CAM-B3LYP/6-31G(d) level of theory within a polarizable QM/MM description. Since CAM-B3LYP is a long-range corrected DFT functional, the site energies obtained employing this approach, are quite similar to our TD-LC-DFTB calculations. In case of the calculations by Müh et al.\textsuperscript{30}, the results are accurately matching the findings by Jassas et al.\textsuperscript{82}. This agreement is due to the fact that the TrESP approach was applied in both studies to calculate the excitonic
Figure 4: Average Chl-a and Chl-b autocorrelation function calculated along the two sets of QM/MM MD trajectories and averaged over the pigments of the same time. The inset highlights the first 200 fs.

couplings and energies. Subsequently the absorption spectrum was fitted to determine the site energies. However, in case of the results by Mascoli et al.\textsuperscript{83}, the site energies differ slightly from the former results due to the utilization of the dipole-dipole approximation to determine the excitonic energies and the corresponding spectrum. As mentioned above, the results based on DFT approaches clearly show an overall overestimation of the excitation energy gaps which is also reflected in a shift in site energies compared to the experimental outcomes. For this reason, we introduced a common shift for our site energies towards the experimental values and compared with measurements by Jassas et al.\textsuperscript{82} and Mascoli et al.\textsuperscript{83}. The shifted energies are depicted in the Fig. S4.

**Autocorrelation Functions and Spectral Densities**

The primary step of calculating spectral densities from site energy trajectories is to compute the autocorrelation functions of the site energy fluctuations. Here, we have determined the
correlation functions for each Chl-a and Chl-b molecule separately. The autocorrelation functions averaged over the two 60 ps-long QM/MM MD trajectories and the nine Chl-a and the four Chl-b molecules, respectively, are depicted in Fig. 4. From the figure, it is clear that the Chl-a and Chl-b molecules have very similar correlation functions. This was, however, to be expected because of their very similar structures and fluctuations of site energies. The resulting correlation functions show that the shortest oscillation period is around 22-32 fs which can be attributed to intramolecular collective modes including C=C, C=O and C=N vibrational stretching in the porphyrin rings. This observation is in line with our previous work on different LH systems based on DFTB-QM/MM MD simulations\textsuperscript{48,57}. The associated spectral densities are shown in Fig. 5 for the Chl-a and Chl-b molecules and, as to be expected, also show very similar lineshapes. The spectral densities of the individual Chl molecules are shown in Figs. S5 and S6.
Comparison to Experimental Spectral Densities

In experiment, ∆FLN spectroscopy is used to determine the exciton-phonon and exciton-vibrational coupling of pigment molecules. From the fluorescence profiles, the corresponding frequencies $\omega$ are extracted together with the respective Huang-Rhys (HR) factors. In a subsequent step, these HR factors and the frequencies $\omega$ are used to construct the spectral densities. Often these spectral densities are given in the form

$$J_{\text{exp}}(\omega) = J_{\text{exp}}^0(\omega) + J_{\text{exp}}^{\text{vib}}(\omega), \quad (6)$$

where $J_{\text{exp}}^0(\omega)$ represents the continuous low frequency component of the spectral density representing the exciton-phonon coupling, i.e., the coupling to the protein and solvent environment. This part is estimated as one over-damped Brownian oscillator. The second part, $J_{\text{exp}}^{\text{vib}}(\omega)$, describes the high frequency component consisting of more or less separate parts describing intramolecular vibrations of the pigment molecules. Experimentally, in total 48 vibrational frequencies were extracted for the Chl molecules in the entire PSII system or separately for the LHCII complex which are generally described by under-damped Brownian oscillators. The first part of the spectral density can be modeled by a log-normal expression

$$J_{\text{exp}}^0(\omega) = \frac{\hbar \omega S}{\sigma \sqrt{2\pi}} \exp\left(-\frac{[\ln(\omega/\omega_c)]^2}{2\sigma^2}\right) \quad (7)$$

where the HR factor $S$, the cut-off frequency $\omega_c$ and the standard deviation $\sigma$ are given in Fig. 3 of Ref. 86. The second part of the spectral density is specified by a sum of Lorentzian functions given by

$$J_{\text{exp}}^{\text{vib}}(\omega) = \frac{2\hbar}{\pi} \sum_k s_k \omega_k^3 \frac{\gamma_k \omega}{(\omega_k^2 - \omega^2)^2 + \gamma_k^2 \omega^2} \quad (8)$$

where the HR factors $s_k$ and their corresponding frequencies $\omega_k$ have been extracted from Table S4 in Ref. 83 for the CP29 complex. Moreover, the broadening factor $\gamma_k$ has been chosen to be $\hbar \gamma_k = 7 \text{ cm}^{-1}$ (for all $k$) to obtain intensities of the experimental spectral...
density peaks similar to those calculated here. This broadening factor $\gamma_k$ can be chosen freely within certain limits. Moreover, the HR factors utilized for the CP29 complex are the same as for the LHCII complex but scaled by a factor in order to reproduce the fluorescence spectrum.

The comparison of the theoretically calculated average spectral density of the CP29 complex with the experimentally determined one are depicted in Fig. 6A. Since the average over all pigments washes out some peaks, here we have also compared the experimental results with the individual pigment Chl-a 604 (shown in Fig. 6B) which has the lowest site energy in our calculations. In both plots, the simulated spectral density for the CP29 complex shows a remarkable agreement with the experimental results. The major peaks and their amplitudes are matching well as shown in Fig. 6. This finding agrees well with our previous studies for the FMO and the LHCII complexes. In the low frequency region, however, the amplitude is moderately overestimated. The reason is not entirely clear but may be due to inaccuracies in the classical point charges in the QM/MM simulations and the finite length of the correlation functions since low frequencies correspond to modes with long periods. Further research in this direction is ongoing.
Figure 7: Average spectral density of the CP29 complex based on the DFTB approach in combination either with the AMBER or the OPLS force field. The inset highlights the low frequency region.

**Impact of the Classical Force Fields on Spectral Density in the QM/MM MD Simulation**

The major peaks in the spectral densities lie in the range from 1030 to 1550 cm\(^{-1}\) caused by the fastest oscillations in the correlation functions. Here, we would like to point out that in case of spectral densities based on pure classical force fields, the major peaks were located in the region from 1450 to 1800 cm\(^{-1}\) as found in previous work on bacterial LH complexes\(^{43,44,46,48}\). Furthermore, the spectral densities for Chl molecules based on the semi-empirical PM6 method in a QM/MM MD dynamics showed a shift in the dominant frequencies by about 100 to 130 cm\(^{-1}\) compared to the experimental results\(^{54}\). The inaccurate positions of the high-amplitude peaks in the spectral densities arise due to poor descriptions of the vibrational features using classical force fields or low-level semi-empirical theories. Using DFTB ground state dynamics together with the 30B-f parameter set, however, leads to a proper description of the most important vibrational frequencies. The choice of the DFTB
method rather than DFT approaches becomes necessary due to the high numerical cost of the latter for larger molecules especially when calculating along trajectories. The low frequency part in the spectral densities is due to electrostatic interactions with the environment, i.e., protein as well as water and ions. However, different force field sets follow (partially) unlike parametrization schemes for the partial charges. Since the partial charges are key ingredients in electrostatic QM/MM schemes as employed in the present study, we have analyzed the effect of different force field sets. For the ground state dynamics based only on classical MD simulations a comparison between CHARMM and AMBER-compatible force fields has been performed earlier\textsuperscript{87}. Although, quite some differences between the spectral densities were seen in that case one has to keep in mind that the parametrization of the pigment molecules was of large importance. For this reason, in the present case, we have utilized a setup of the CP29 complex pre-equilibrated using the OPLS force field\textsuperscript{37} and determined the spectral densities in the same way as for the AMBER force field in a QM/MM fashion. As can be seen in Fig. 7, the average spectral density based on the OPLS force field shows an almost identical profile to that one based on the AMBER force field in the QM/MM simulations. The positions of the peaks are at the same for both variants since these basically rely on the QM part, i.e., the DFTB approach only which was the same in both variants. More surprisingly, the contributions in the low frequency part of the spectral density are almost identical although the environment is described by different force fields, i.e., different sets of partial charges. This finding is probably due to the fact that the partial charges in both force fields are determined by fitting of the electrostatic potentials\textsuperscript{88}. The observed similarity between the QM/MM simulations in combination with different force fields suggests that both force fields are equally well suited for the present kind of calculations on LH systems.
Comparison of Spectral Density for other LH Complexes

Furthermore, in order to analyze the accuracy and robustness of our method for LH systems, in Fig. 8 we have compared the average spectral density of the CP29 complex with those of the FMO\textsuperscript{48} and LHCII\textsuperscript{57} complexes obtained using the same QM/MM procedure. In case of the LHCII complex, the Chl-a pool was considered for the whole trimeric complex\textsuperscript{57} whereas for FMO, all BChl-a pigments have been taken into account from one monomeric unit of the trimer\textsuperscript{48}. As can be seen, the CP29 and LHCII complexes have almost identical average spectral density profiles. This is, however, not too surprising since in both complexes Ch-a and Chl-b are considered which show almost identical spectral densities as described earlier. In case of the bacterial FMO complex, however, the amplitudes of the major peaks are lower compared to those of the plant complexes\textsuperscript{48}. This finding is consistent with the fact that the range of site energy fluctuations is higher for the Chl molecules in the respective complexes than those of the BChl pigments in the FMO protein. Likely, the larger values of the $Q_y$ excitation energies in Chl molecules is one of the fact behind this larger site energy.

Figure 8: Average spectral density of the CP29 complex compared to those from the FMO\textsuperscript{48} and the LHCII\textsuperscript{57} system.
fluctuations in plant LH complexes, however, further investigation is required to understand this observation in more detail. Moreover, the number of major peaks in the FMO complex is less than for the two plant ones which seems to be surprising since the porphyrin ring of the BChl molecules is more flexible having one C=C double bond less than the Chl molecules (see Fig. S1). This computational observation is also underlined by experimental measurements since in case of the FMO complex 62 vibrational peaks were resolved\textsuperscript{89} whereas for the plant systems 48 peaks were found\textsuperscript{84,85}. A comparison between the experimental spectral densities of the FMO and CP29 complexes are shown in the Fig. S7. The higher number of vibrational peaks in the experiments suggests that in our calculations, some peaks have probably been washed out during the averaging procedure over all pigments or that some peaks might have merged to form a single peaks with larger width.

**Excitonic Coupling and Wave Packet Dynamics**

DFTB-QM/MM MD simulations are still computationally expensive when one wants to treat several pigments at a time. Therefore, we have constructed the time-averaged Hamiltonian based on the coupling values calculated from the 200 ns classical MD simulation and the site energies based on the 1 ns QM/MM MD trajectory (see Table. 1). As described in the methods section, the excitonic couplings between all Chl pigments of the CP29 complex were calculated using the TrESP approach. A total of 10,000 frames from the 200 ns long classical MD trajectory were employed to calculate the coupling values. The distribution of larger coupling values are represented in Fig. 9. Most of the larger coupling values originate from the Chl-a pairs as a consequence of their spatial proximity. In case of the Chl-b chromophores, pigments 606 and 608 are participating in stronger couplings with Chl-b 606 shows the highest coupling value to neighboring pigments. Once the excitonic couplings have been determined, the system Hamiltonian can be established based on Eq. 1. This time-independent Hamiltonian together with the spectral densities obtained in the present study can serve as a starting point for future calculations using density matrix approaches.
Table 1: Time-averaged system Hamiltonian of the CP29 complex based on the exciton coupling values along the 200 ns classical MD trajectory and the site energies from the 1 ns QM/MM MD simulation. The site energies and couplings (in cm\(^{-1}\)) with absolute values above 30 cm\(^{-1}\) are shown in bold.

|       | a602 | a603 | a604 | b606 | b607 | b608 | a609 | a610 | a611 | a612 | a613 | b614 | a615 |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| a602  | 16594| 30.08| 4.23 | -3.33| -1.06| -2.97| -9.64| -2.96| 86.80| 6.50 | -0.67| 0.77 | 0.52 |
| a603  | 30.08| 16617| -1.06| 2.97 | -9.64| -2.96| 86.80| 6.50 | -0.67| 0.77 | 0.52 | 1.95 | -2.18|
| a604  | 4.23 | -1.06| 16408| -72.97| -2.37| 2.05 | -0.67| -1.97| 0.77 | 0.52 | 1.95 | -2.18|
| b606  | -3.33| 2.97 | -72.97| 16796| 1.73 | -1.89| -5.14| 1.18 | 1.50 | -1.11| -0.73| -0.82| 1.33 |
| b607  | -1.68| -9.64| -2.37| 1.73 | 16997| -2.12| 8.71 | -1.87| 1.08 | -0.13| 1.26 | -1.71| 0.23 |
| b608  | 3.85 | 2.05 | -1.89| 2.12 | 17442| -22.17| 50.39| -3.48| 1.51 | 1.42 | 0.62 | -3.00|
| a609  | -23.65| 86.80| -0.67| -5.14| 8.71 | -22.17| 16612| -0.94| 3.13 | -0.26| -2.15| -1.28| 4.62 |
| a610  | -5.75| 6.50 | -1.58| 1.18 | -1.87| -50.39| -0.94| 16360| -27.43| 42.57| 5.23 | 0.12 | -2.85|
| a611  | -1.26| -0.67| -1.97| 1.50 | 1.08 | -3.48| 3.13 | -27.43| 16462| 93.09 | -4.11| 1.18 | 44.99|
| a612  | 7.32 | -2.06| 0.77 | -1.11| -0.13| 1.51 | -0.26| 42.57| 93.09 | 16617| -6.078| -1.50| 7.38 |
| a613  | -1.98| 0.66 | 0.52 | -0.73| 1.26 | 1.42 | -2.15| 5.23 | -4.11| -6.08| 16409| 7.38 | 6.48 |
| b614  | -0.58| 2.92 | 1.95 | -0.82| -1.71| 0.62 | -1.28| 0.12 | 1.18 | -1.50| 7.38 | 17030| 10.65|
| a615  | 56.03| -3.65| -2.18| 1.33 | 0.23 | -3.00| 4.62 | -2.85| 44.99| -3.82| 6.48 | 10.65| 16537|

As accurate density matrix calculations remain numerically expensive for spectral densities as the ones derived here, we have performed ensemble-averaged wave-packet dynamics within the Ehrenfest approach (without back reaction of the thermal bath). For certain
parameter regimes, the Ehrenfest wave packet approach has been shown to yield the same results as accurate density matrix calculations properly representing the dephasing but not the relaxation\textsuperscript{77}. In the wave packet-based scheme, the time-dependent Schrödinger equation needs to be solved for the time-dependent system Hamiltonian

\[
i\hbar \frac{\partial |\Psi_S(t)\rangle}{\partial t} = H_S(t)|\Psi_S(t)\rangle \tag{9}
\]

where \(|\Psi_S(t)\rangle\) denotes an excitonic state in the single-exciton manifold. This state can be expanded in terms of time-independent states \(|\alpha\rangle\)

\[
|\Psi_S(t)\rangle = \sum_\alpha c_\alpha(t) |\alpha\rangle \tag{10}
\]

with time-dependent coefficients \(c_\alpha(t)\). Moreover, the excitonic states \(|\alpha\rangle\) can be written in terms of the site-local states \(|m\rangle\) as

\[
|\alpha\rangle = \sum_m c^\alpha_m |m\rangle . \tag{11}
\]

Combining these equations, the probability density of finding an exciton on an individual pigment site \(m\) is given by

\[
P_m(t) = |\langle m|\Psi_S(t)\rangle|^2 = |\sum_\alpha c^\alpha_m . c_\alpha(t)|^2 \tag{12}
\]

The dynamics of the probability density \(P_m(t)\) shows how an exciton can propagate from pigment to pigment and spread at the same time. To obtain a meaningful exciton transfer dynamics, the solution of the time-dependent Schrödinger equation needs to be repeated many times form different starting point along the trajectory to obtain ensemble-averaged results.

In case of the CP29 complex, we have taken the average coupling values calculated from
Figure 10: A) Decay of the exciton population from different initially excited Chl-a pigments. B) Population transfer from an initially excited Chl-a 611 pigment to the other pigment molecules inside the CP29 complex. C) Same as panel A but for the Chl-b pigments. D) Same as panel B but for the initially excited Chl-b 606 pigment.

The 200 ns classical MD simulation together with the site energies obtained from the first set of the 60 ps QM/MM MD trajectories to propagate the wave packet dynamics. This leads to a realistic time-dependent Hamiltonian for the 60 ps trajectory since the coupling fluctuations hardly impact the exciton propagation as shown in earlier studies\(^{48,79}\). Furthermore, for the averaging procedure we have assumed that the temporal site energy fluctuations are basically uncorrelated after 500 fs (see also Fig. 3). Thus, every 500 fs a new starting point in the trajectory is used for the averaging procedure using a sliding window technique. In our calculations, we initially excite a single pigment and then monitor the propagation of the
exciton wave function towards the other pigments inside the CP29 complex. Each of the 13 Chl pigments was excited individually and the exciton distributions were captured for each case. To this end, Fig. 10A shows the decay of an excitation from individually excited Chl-a pigments. The pigment Chl-a 611 shows the fastest decay since it has the largest excitonic coupling values to its neighbors whereas for Chl-a 613 the decay is very slow because of its weak interpigment couplings. In Fig. 10B we show the case of Chl-a 611 separately including the populations of the other chlorophylls to which the excitation energy is transferred. The population leaves pigment Chl-a 611 exponentially fast and moves to neighboring pigments within a few 100 fs. Since Chl-a 612 is strongly coupled to Chl-a 611, its population gain is very fast within the first 400 fs before the excitation energy is transferred further. At this point one has to keep in mind that due to the implicit high-temperature approximation in the Ehrenfest approach, the scheme will not lead to a proper thermodynamic equilibrium state but rather to an equal population of all sites. Moreover, it should be mentioned that the population curves become smoother within increasing the number of samples in the averaging procedure which is limited here due to the finite length of the QM/MM trajectory.

Similar to the Chl-a pigments, the transfer dynamics for the Chl-b molecules is shown in Figs. 10C and D. Since the pigments Chl-b 607 and 614 have only weak coupling values to the other chlorophylls, the exciton transfer is expected to be slow from these sites. As one can see in Fig. 10C, more than 80% of the population is still present on these pigments if they were initially excited. The coupling values of pigment Chl-b 608 are slightly higher which is also visible in the respective exciton transfer time. However, Chl-b 606 is strongly coupled to its neighboring pigment Chl-a 604 and within about 500 fs, almost the full population is equally shared between these pigments. Moreover, the dynamics continues for a longer time more than 1.5 ps where the population gain of the other pigments is close to zero.
Conclusions

The molecular details and the mechanism of the pH-induced photoprotective mechanism in higher plants has raised significant interest in recent years. It has been proposed that under excess sunlight an enhanced pH gradient is established across the thylakoid membrane embedding the PSII complex which induces conformational changes in the associated proteins in order to release the extra energy as heat. In this process, the major antenna complex LHCII has been identified as one of the key players. Furthermore, recent studies show that the minor antenna complex CP29 which acts as a bridge between LHCII and the reaction center is also involved in this quenching mechanism. In order to study the energy transfer dynamics involved in this system, the bath-induced spectral density is one of the key ingredients in tight-binding descriptions of the underlying processes.

Earlier theoretical approaches for calculating spectral densities were based on classical MD simulations for the ground state dynamics followed by excited state calculations. In these calculations, the high frequency regions of these spectral densities were rather inaccurately described since standard classical force fields cannot properly describe the intramolecular vibrational dynamics of the respective pigments. To avoid this issue, a QM/MM MD ground state dynamics has to be performed. Using DFT approaches with a reasonable functional and basis set is numerically quite expensive. To this end, we performed the ground state QM/MM MD dynamics followed by excited state calculations within the numerically efficient DFTB formalism. This procedure yielded spectral densities with a remarkable accuracy compared to experimental findings. In this study, we have extended this multiscale approach to the CP29 minor antenna complex containing Chl-a and Chl-b molecules as primary pigments.

The trend of the site energy ladder is in good agreement with other computed and measured results while the values of the site energies are overestimated due to the well-known issues of DFT approaches with overestimating excitation energy gaps. For this reason, we introduced a common shift for the present site energies towards the experimental energies to match the average experimental results. Moreover, as expected, the average site
energies based on TD-LC-DFTB calculations along DFTB-QM/MM MD trajectories for the Chl-b molecules in the CP29 complex are slightly blue shifted compared to those of the Chl-a chromophores. However, in the energy gap autocorrelation functions and spectral densities, such a difference is not visible since both Chl molecules produce very similar correlation functions and spectral densities. Moreover, the accuracy of the present method can also be judged by comparing with spectral densities obtained from experiments. Most of the major peaks are found at the same frequencies and the intensities show a very good agreement with experimental results. In the present findings the lower frequency peaks are, however, moderately overestimated which needs to be further analyzed.

Moreover, in order to check the robustness and reliability of the present scheme, two different variants of classical force fields, i.e., AMBER and OPLS, were employed together with the DFTB approach in a QM/MM fashion. The description of the environment with the two different force fields resulted in almost indistinguishable spectral densities which supports the fact that either of the two force fields might be used when modeling LH complexes within a QM/MM framework. Moreover, based on our previous study on the FMO complex of green sulfur bacteria, the range of the site energy fluctuations of BChl pigments is noticeable smaller than that of the Chl molecule calculated in the present study and in a previous one for the LHCII complex. This fact is also reflected in the amplitudes of the spectral density peaks which are lower for the FMO complex when compare to those of the two plant systems. In experimental measurements, the spectral density of the FMO complex shows more peaks since it contains one C=C double bond less in the Mg-porphyrin rings compared to the bacterial systems. However, in our theoretical calculations, we found a smaller number of peaks since some of them seem to be merged to form wider peaks.

In addition to determining site energies and spectral densities, we have also calculated the excitonic couplings based on the TrESP approach and constructed a time-averaged system Hamiltonian. Since the QM/MM MD simulation numerically is still expensive when talking several pigments into account simultaneously, the couplings were determined from a
200 ns classical MD trajectory and combined with the site energies from the 1 ns QM/MM MD trajectory. This mixed approach is reasonable as the coupling fluctuations are less significant during the energy transfer dynamics. A time-averaged version of the Hamiltonian together with the obtained spectral densities can possibly be employed in future density matrix-based studies. In the present study, however, the time-averaged coupling values together with the time-dependent site energies from the first set of 60 ps QM/MM MD trajectories have been used in an ensemble-averaged wave packet scheme. Using such an approach, one can analyze how excitons are transferred between the individual pigments and how they spread within the system.

Recently, we have established a multiscale protocol with the numerically efficient DFTB method which can accurately describe spectral densities which are key quantities for modeling of photochemical processes. In the present study, the approach has been tested once more for an important plant LH system and it has been shown that the scheme produces reproducible, robust and reliable results based on different simulations and various LH complexes. To this end, the multiscale protocol was utilized for the CP29 complex which recently has gained quite some interest because of its active participation in the non-photochemical quenching. The outcome of the present calculations are the site energy, couplings and most importantly the spectral densities. Moreover, we have also presented a realistic time-averaged Hamiltonian and obtained results for the exciton dynamics based on a time-dependent Hamiltonian. In conclusion, the present study has shed light on the electronic properties of the pigment molecules in the CP29 complex as well as on the exciton-phonon and exciton-vibrational couplings within this pigment-protein aggregate. This molecular-level insight can be used in future investigations of this biologically relevant complex or of the whole PSII machinery. Simulations of entire bacterial photosynthetic organelles became possible recently while similar simulations of larger aggregates of plant pigment-protein complexes are yet to come.
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