Markov-modulated marked Poisson processes for modeling disease dynamics based on medical claims data
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We explore Markov-modulated marked Poisson processes (MMMPs) as a natural framework for modeling patients’ disease dynamics over time based on medical claims data. In claims data, observations do not only occur at random points in time but are also informative, that is, driven by unobserved disease levels, as poor health conditions usually lead to more frequent interactions with the health care system. Therefore, we model the observation process as a Markov-modulated Poisson process, where the rate of health care interactions is governed by a continuous-time Markov chain. Its states serve as proxies for the patients’ latent disease levels and further determine the distribution of additional data collected at each observation time, the so-called marks. Overall, MMMPs jointly model observations and their informative time points by comprising two state-dependent processes: the observation process (corresponding to the event times) and the mark process (corresponding to event-specific information), which both depend on the underlying states. The approach is illustrated using claims data from patients diagnosed with chronic obstructive pulmonary disease by modeling their drug use and the interval lengths between consecutive physician consultations. The results indicate that MMMPs are able to detect distinct patterns of health care utilization related to disease processes and reveal interindividual differences in the state-switching dynamics.
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1 INTRODUCTION

Whenever a patient interacts with the health care system, claims data are routinely collected from all providers caring for the patient (such as physicians, pharmacies, or hospitals), containing information on costs, patient-specific diagnoses, and received treatments like medication. These rich databases on real-life health care provisions are increasingly prominent in public health research as well as decision-making processes of different stakeholders. For example, claims data are used to optimize health service provisions, estimate the prevalence and incidence of diseases, or identify patients at risk of hospital readmission. While claims data have been extensively used for disease prediction, much less attention has been paid to their vast amount of (implicit) information on disease dynamics over time, such as (changes in) medication,
hospital stays, or the frequency of physician consultations (but see Ploner et al\textsuperscript{17}). In this contribution, we thus draw on these comprehensive datasets to model the temporal courses of diseases and to learn about patients’ health conditions over time. Gaining insights into the latter is crucial to assess treatment effects on disease progression and to distinguish health conditions associated with different demands of care. These results, in turn, can be used to evaluate individual as well as economic consequences of specific diseases.

For modeling patients’ disease processes over time, medical claims data pose two main challenges, namely (1) that patients’ disease stages are not (directly) observed and (2) that patients’ interactions with the health care system are driven by the disease stages themselves, with more frequent interactions when the patient’s condition is poor. Regarding (1), while claims data provide extensive records on patients’ received services and diagnoses, they lack information on the actual health condition, specifically on distinct disease stages (such as mild, moderate, and severe) graded according to disease-specific practice guidelines. Therefore, the unobserved evolution of patients’ disease activity over time needs to be inferred from available medical data. A popular approach for estimating properties of the disease process underlying the observed data are (continuous-time) hidden Markov models (HMMs).\textsuperscript{8,9} Although these latent-state models have been successfully applied in different studies on disease progression, for example based on monthly MRI scans\textsuperscript{10} or screening data,\textsuperscript{11} they are not appropriate for modeling routinely collected claims data due to the second (2) challenge: whereas the occurrence of earthquakes,\textsuperscript{14} if additional event-specific information, so-called marks, are collected at each event time, then both can be modeled jointly using Markov-modulated Poisson processes (MMPPs). MMPPs generalize homogeneous Poisson point processes in that they assume the event rate to depend on a latent finite-state Markov process in continuous time. According to this underlying discrete-valued Markov process, the event rates switch between different levels over time, thus resulting in clustering of events. These events can, for example, correspond to mouse clicks (i.e., Web page requests),\textsuperscript{12} the surfacing of whales,\textsuperscript{13} or the occurrence of earthquakes.\textsuperscript{14} If additional event-specific information, so-called marks, are collected at each event time, then both can be modeled jointly using Markov-modulated marked Poisson processes (MMPMs). These models thus consist of three stochastic processes: the state process, the observation process, and the mark process. The state process, corresponding to the unobserved Markov process, governs both the observation process, consisting of the observation times, and the mark process, consisting of the data collected at each observation time (i.e., the marks). In particular, the distributions of the marks and of the time intervals between consecutive observations are both determined by which latent, discrete-valued state is active at the time.

While MMPPs have been applied in various areas—for example, to model occurrence patterns of earthquakes,\textsuperscript{14} opportunistic capture-recapture data\textsuperscript{15} as well as check-in\textsuperscript{16} and clickstream data\textsuperscript{17}—applications in the medical context and especially in disease modeling are rare. Lange et al\textsuperscript{18} introduced the use of MMPPs to jointly model patients’ visit times and their observed (though possibly misclassified) disease status at each observation time based on electronic health records (EHR) data. Their motivating example was screening for mammography in women with a first diagnosis of breast cancer, and the observed data consisted of the visit times and the mammography result at each time, which they modeled as an MMMPP. Furthermore, Alaa et al\textsuperscript{19} used a similar modeling approach in the medical context, namely the semi-Markov-modulated marked Hawkes process, to infer hospitalized patients’ latent clinical states over time. In particular, they modeled a sequence of informatively sampled physiological data from critically ill patients in regular wards to assess their risk of clinical deterioration and prevent delayed transfer to intensive care units.

This contribution presents claims data as another key application for MMPPs, since it is reasonable to assume that increased disease activity results in higher health care utilization.\textsuperscript{18–21} Consequently, claims data contain information on the underlying disease process by accurately reflecting (the frequency of) patients’ interactions with the health care system, which often occur in clusters (see Figure 1). These health care interactions can thus be modeled as an MMPP, where the rate of interactions is governed by a continuous-time Markov chain, whose states serve as a proxy for the patients’ unobserved disease levels. At each interaction time with the health care system, claims data provide additional observations (i.e., marks), such as the amount of drug use or costs associated with each health care interaction, that can help to improve inference on the underlying disease process. In particular, by allowing different observations to be considered in the mark process, we extend the method of Lange et al\textsuperscript{18} to a more general representation of the marks’ state-dependent distributions. Regarding Alaa et al,\textsuperscript{19} the main difference to our approach is that they focus on risk prognosis based on EHR data, particularly patients’ vital signs and lab tests, whereas we aim to extract information on patients’ health conditions over time from claims data. While claims data pose particular challenges as outlined above, these can be addressed...
naturally by MMMPPs, which allow inference on the latent disease process based on observations occurring at informative and clustered points in time.

2. **MARKOV-MODULATED MARKED POISSON PROCESSES**

2.1. **Basic model formulation**

We consider (claims) data containing information on the random observation times \( T_0, T_1, \ldots, T_n \), \( 0 = T_0 < T_1 < \ldots < T_n \), which occur at irregularly spaced points in time, as well as additional data \( Y_{t_0}, \ldots, Y_{t_n} \) collected at the realized observation times. These sequences of random variables are referred to as the observation process and the mark process, respectively, and depend on an underlying, unobserved state process \( \{ S_t \}_{t \geq 0} \). From now on, let the integer \( \tau = 0, 1, \ldots, n \) denote the index of the observation in the sequence, such that \( Y_{\tau} \) and \( S_{\tau} \) shorten to \( Y_\tau \) and \( S_\tau \), respectively.

The state process is modeled as an \( N \)-state continuous-time Markov chain. Transitions between the states are governed by a transition intensity matrix \( Q = (q_{ij})_{i,j=1,\ldots,N} \), whose off-diagonal elements \( q_{ij} \geq 0, i,j = 1, \ldots, N, i \neq j \), can be interpreted as the rates at which transitions from state \( i \) to state \( j \) occur. The duration in each state \( i = 1, \ldots, N \) is exponentially distributed with parameter \( \lambda_i \), where \( \lambda_i \) is the \( i \)th diagonal entry in \( Q \). Furthermore, the initial distribution of the state process is denoted by \( \delta = (\delta_1, \ldots, \delta_N) \), where \( \delta_i = \Pr(S_0 = i) \). In the context of claims data, the states represent disease levels associated with different frequencies of health care interactions (as reflected in the observation process) and different distributions of variables collected at each observation time (as reflected in the mark process). It is important to note that although the states can approximate distinct disease levels, they are purely data-driven, as the model just picks up the strongest patterns in the data. With no information on patients’ actual health condition available, the states thus do not (necessarily) correspond to any formally defined disease stages based on practice guidelines or grading systems.

The observation process is modeled as a doubly stochastic point process, namely an MMPP whose event rates \( \lambda_i, i = 1, \ldots, N \), are selected by the underlying Markov chain. Conditional on the current state \( i = 1, \ldots, N \) being active throughout the time interval \([0, t]\), the number of events in \([0, t]\) follows a Poisson distribution with parameter \( \lambda_i t \). Furthermore, the waiting times between consecutive events \( X_\tau = T_\tau - T_{\tau-1}, \tau = 1, \ldots, n \), are exponentially distributed with parameter \( \lambda_i \) within each state. In the context of modeling medical claims, the frequency, or rate, of observations (ie, health care interactions) \( \lambda_i \) is thus determined by the underlying (disease) state \( i = 1, \ldots, N \). We assume that severe disease levels are associated with higher event rates \( \lambda_i \), as an increased disease activity (usually) causes higher health
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**Figure 1** Example daily defined dose sequence, that is, a measure of drug use, (upper plot) and step function of the number of consultations over time (lower plot) for one patient.
likelihood evaluation and maximization

For the mark process, we assume the distribution of a variable (ie, mark) \( Y_t \) collected at observation time \( t \) to be fully determined by its underlying state. In particular, the conditional independence assumption \( f(y_t | t_1, \ldots, t_r, y_1, \ldots, y_{r-1}, s_1, \ldots, s_r) = f(y_t | s_r) \) implies that the underlying Markov chain selects which state-dependent distribution \( f(y_t | s_r = i) \) is active at time \( t_r \). As the state-dependent distributions can take on any (parametric) form, various data types, such as binary, count, or continuous variables, can be considered in the mark process. Note that while the marks are conditionally independent of all previous (and future) marks, observation times, and states, the state process induces correlation in the mark (as well as the observation) process. For now, we assume all stochastic processes to be homogeneous, but will discuss how to relax this assumption in Section 2.3.

### 2.2 Likelihood evaluation and maximization

Subject to the unobserved Markovian state process, the MMMPP jointly models the mark process and the observation process. To evaluate the corresponding likelihood of the model, inferential tools from the HMM framework, in particular the corresponding efficient algorithms for parameter estimation, can be applied. In contrast to Lu et al, who estimate the model parameters based on the EM algorithm, we numerically maximize the likelihood using the HMM-based forward algorithm. Defining the observation process by its waiting times, the likelihood of the observed sequence \( \{(x_t, y_t)\}_{t \in \{0,1,\ldots,n\}} \) is given by:

\[
\mathcal{L} = \delta \mathbf{P}(y_0) \left( \prod_{r=1}^{n} \exp((Q - \Lambda)x_r) \Lambda \mathbf{P}(y_r) \right) \mathbf{1},
\]

where \( \mathbf{P}(y_r) = \text{diag} \{ \Pr(y_r | s_r = 1), \ldots, \Pr(y_r | s_r = N) \} \) and \( \Lambda = \text{diag} \{ \lambda_1, \ldots, \lambda_N \} \) are diagonal matrices and \( \mathbf{1} \in \mathbb{R}^N \) denotes a column vector of ones. Note that different methods to compute the matrix exponential \( \exp(\mathbf{A}) = \sum_{d=0}^{\infty} \mathbf{A}^d/d! \) can be used. Equation (1) corresponds to a recursive calculation of the likelihood, where the joint likelihood of the observed sequence up to time \( t_r \) is updated based on the likelihood up to time \( t_{r-1} \), retaining information on the probabilities of the different states being active. To avoid numerical under- or overflow in the maximization, a scaling strategy needs to be applied (see Zucchini et al for further details on technical issues arising in the likelihood maximization).

### 2.3 Incorporating covariates

Covariates can be incorporated in all three components of the MMMPP using a general linear regression framework. Depending on whether the covariates affect the switching dynamics of the state process, the event frequency of the observation process, or the state-dependent distributions of the mark process, the respective parameters can be modeled as a function of both individual-specific and time-varying covariates.

Regarding the mark process, for example the mean of the state-dependent distributions can be specified as \( \mu_{ij}^{(t)} = g^{-1}(\beta_0^{(t)} + \beta_1^{(t)} z_t) \), where \( z_t \) is a time-varying covariate, \( \beta_0^{(t)} \) and \( \beta_1^{(t)} \) are state-dependent coefficients, and \( g^{-1}(\cdot) \) denotes an inverse link function accounting for possible parameter constraints. In contrast to the mark process, modeling the state process or the observation process as a function of covariates is straightforward only if covariate values are constant across time. For instance, given a time-constant, individual-specific covariate \( z_{(k)} \) for the \( k \)-th person in the dataset, the (off-diagonal) state transition intensities can be specified as \( q_{ij}^{(k)} = \exp(\beta_0^{(t)} + \beta_1^{(t)} z_{(k)}), \) and the event rates as \( \lambda_{ij}^{(k)} = \exp(\beta_0^{(t)} + \beta_1^{(t)} z_{(k)}) \), respectively. In this case, the parameters of the respective process differ between individuals, but importantly, they remain constant over time. If instead, a covariate varies (continuously) across time, leading to (either) nonhomogeneous state transition intensities or event rates, the resulting matrix exponentials in Equation (1) are not analytically tractable. However, the latter can be calculated recursively over shorter intervals with constant parameter values. For time-varying covariates that are piecewise constant over time—such as the age of a person measured in years—the matrix exponentials are thus calculated separately for each time interval on which the covariate, and hence the parameters \( q_{ij}^{(t)} \) or \( \lambda_{ij}^{(t)} \), respectively, are constant.
diagnosis—their effects and hence the respective parameters \( q_{ij}^{(t)} \) or \( \lambda_i^{(t)} \) can be approximated by constant step functions (see, eg, Langrock et al\(^{13}\) or Mews et al\(^{25}\) for a detailed account of the approach).

### 3 | CASE STUDY: MODELING DISEASE ACTIVITY OF COPD PATIENTS

#### 3.1 | Data description and model formulation

We consider data from one of the largest statutory health insurance (SHI) companies in Germany, providing comprehensive information on interactions of the insured with the health care system. Covering a period of 16 years, namely from 2005 to 2020, the data comprise, inter alia, the insured persons’ sex and age as well as their diagnoses (based on ICD-10 classification), prescriptions, hospitalizations, sick days, and associated health care costs. Consequently, the data set allows not only to identify particular groups of patients suffering from a certain disease but also to derive details on their health condition. In this case study, we focus on patients diagnosed with chronic obstructive pulmonary disease (COPD), which was previously analyzed in similar studies on latent-state modeling.\(^{26}\) COPD is a common lung disease with a prevalence of 6.37% in Germany in 2017.\(^{27}\) It is associated with persistent respiratory symptoms and can be treated to slow, though not fully reverse its progression. Due to its (usually) slow progression, longitudinal data are necessary to gain insight into the disease process of COPD over time.

To cover the longest possible observation period and to reduce heterogeneity in our study population, we consider persons initially diagnosed with COPD in 2008 (using the years 2005-2007 as a pre-observation period; see Section A in Appendix S1 for detailed information on the criteria used to select the study population). As COPD is often associated with various comorbidities, which hinder inference on the disease dynamics, we calculate the age-adjusted Charlson comorbidity index (ACCI) based on Quan et al\(^{28}\) for each person. Data from persons with an ACCI maximum score larger than four (corresponding to severe age-adjusted comorbidities)\(^{29}\) were excluded from analyses. As a consequence, our study population is younger than COPD patients in the general population. The final dataset includes 470 persons (141 males and 329 females) with a median age of 49 years (min: 21; max: 69) at initial diagnosis. Regarding the ACCI, most persons (80%) show a moderate age-adjusted comorbidity burden (ie, an ACCI of 3 or 4), while the rest (20%) have mild age-adjusted comorbidities (ie, an ACCI of 1 or 2).\(^{29}\) Overall, the final data comprise 112,297 observations, covering a mean observation period of 12 years per person (min: 6; max: 13) after initial COPD diagnosis.

For modeling COPD patients’ disease activity over time, we consider both the interval length between consecutive physician consultations (ie, the waiting times) and patients’ drug use. The latter is measured in daily defined doses (DDDs)—a standardized unit for drug consumption—based on physicians’ prescriptions contained in the SHI data. As not every consultation is associated with a drug prescription, we have a large amount of zero DDDs (ie, no prescribed drugs; 59.5%) in our data. If the patient received a prescription, the average amount of DDDs prescribed is 106 (SD: 115). Regarding the waiting times, on average 18 days pass between consecutive physician consultations (SD: 25). Histograms indicating the distribution of the observed variables are shown in Figure S1 in Appendix S1. Furthermore, an example trajectory of a patient’s DDDs over time together with the accumulative number of consultations is shown in Figure 1, reflecting the clustered structure of the observations. In particular, one can easily distinguish periods with high (eg, 12 consultations within 31 days) and low health care utilization (eg, more than 1 year between consecutive consultations). The relation between the frequency of physician consultations and DDDs, in contrast, is not as obvious: there is a tendency to observe more consultations without drug prescription (ie, zero DDDs) if the frequency of interactions is high, but no clear patterns regarding the amount of DDDs prescribed is evident.

#### 3.2 | Model formulation

We model the observed waiting times between consecutive physician consultations and the DDDs prescribed as an MMMPP, where the underlying states can be interpreted as patients’ health condition over time. Regarding the observation process, this means the waiting times are modeled using state-dependent exponential distributions, while for the mark process, we assume the DDDs to follow a zero-adjusted gamma distribution with state-specific parameters. As we are interested in interindividual differences in the state-switching dynamics, we model the state transition intensities as
a function of patients' sex, their age at initial diagnosis (ageD), and the ACCI (dichotomized into either mild or moderate age-adjusted comorbidities):

\[ q_{ij} = \exp\left( \beta^{(ij)}_0 + \beta^{(ij)}_1 \text{sex} + \beta^{(ij)}_2 \text{ACCI} + \beta^{(ij)}_3 \text{ageD} \right), \quad \text{for} \quad i \neq j. \]

For simplicity, we restrict ourselves to a two-state model, noting that the methodology is generally applicable for any finite number of states. Arguably, this is only one of many possible model formulations that can be considered (cf. Section 4)—however, presenting a comprehensive analysis of COPD patients' disease progression is beyond the scope of this case study. The parameters of the MMMP, namely the regression coefficients and the state-dependent rate parameters as well as the parameters of the gamma distributions, are estimated by numerically maximizing the joint likelihood over all patients, which is calculated as the product of the individual likelihoods given in Equation (1). The R code for model fitting, subsequent state decoding, and data simulation, as well as to reproduce the tables and figures presented in this article is available in Appendix S2.

### 3.3 Results

The parameter estimates of both the observation and the mark process are presented in Table 1, while plots visualizing the estimated state-dependent distributions are shown in Figure S1 in Appendix S1. The small 95% CIs of the estimated parameters reflect that uncertainty within the estimated densities is very low, which is due to the large sample size. Regarding the observation process, the rate of health care interactions in state 1 is roughly $1/8$, whereas in state 2, it is $1/34$. Therefore, we would expect one consultation every 8 days in state 1 compared to one consultation every 34 days in state 2. Regarding the mark process, while the estimated gamma distribution in state 1 comprises, on average, lower DDDs than the one in state 2, the estimated variances in both states are high. Consequently, there is substantial overlap of both estimated gamma distributions. In state 1, however, the probability of observing no prescription (ie, a zero DDD) is much higher than in state 2, namely by 36 percentage points. The latter appears reasonable: if a patient has many physician consultations in a short time interval (eg, because of different examinations or tests), they will not receive a prescription at each of these visits. Taking into account the state-dependent interaction rates, the expected sum of DDDs per month (30 days) is 245 in state 1 compared to 208 in state 2, indicating that although the amount of prescribed drugs at a single consultation is expected to be lower in state 1, the higher interaction rate leads to a larger expected number of DDDs than in state 2. Overall, state 1 is thus characterized by frequent health care interactions and higher drug use (over a longer time period), which could be interpreted as a state of poor health condition or, alternatively, a period in which a treatment needs to be appropriately adjusted to a patient (eg, right after disease diagnosis)—an interpretation supported by the estimated initial state probabilities, as it is 2.5 times more likely that a person is in state 1 rather than state 2 right after their initial COPD diagnosis. In contrast, state 2 consists, on average, of approximately monthly health care interactions with higher DDDs at a single consultation and hence could be interpreted as a state in which a patient’s therapy is maintained. Therefore, we (tentatively) describe state 1 as the high and state 2 as the low disease level. Importantly, however, these disease states are derived in a data-driven way and as such should not be expected to match disease stages postulated in the literature exactly.

### Table 1

(State-dependent) parameter estimates with 95% confidence intervals (CIs) for the initial state distribution, the observation process, and the mark process, where the (zero-adjusted) gamma distribution is parameterised in terms of its mean and SD.

| Parameter                  | Estimate       | 95% CI       |
|----------------------------|----------------|--------------|
|                            | State 1        | State 2      | State 1        | State 2      |
| Initial state prob. $\delta_i$ | 0.707          | 0.293        | [0.633; 0.771] | [0.229; 0.367] |
| Rate of exponential dist. $\lambda_i$ | 0.123          | 0.029        | [0.121; 0.125] | [0.029; 0.030] |
| Mean of gamma dist. $\mu_i$ | 80.9           | 124.5        | [79.1; 82.7]   | [122.8; 126.3] |
| SD of gamma dist. $\sigma_i$ | 85.0           | 116.9        | [82.8; 87.2]   | [115.0; 118.8] |
| Prob. at zero $\pi_0^{(i)}$ | 0.726          | 0.370        | [0.721; 0.730] | [0.362; 0.379] |

Note: The CIs were calculated based on the observed Fisher information.
TABLE 2 Expected duration (in days) as well as expected percentage of time spent in each state with 95% CIs, calculated for different groups (based on the estimated regression coefficients presented in Table S1 in Appendix S1).

| Group          | Expected duration (in days) | Expected percentage of time |
|----------------|----------------------------|----------------------------|
|                | State 1 | State 2 | State 1 | State 2 |
| Reference group| 48.2    | [45;51.7] | 94.2    | [88.3;100.3] | 33.8%    | [32.8;35.0] | 66.2%    | [65.0;67.2] |
| Male           | 49.1    | [44.7;54.3] | 175.1   | [158.4;194.4] | 21.9%    | [20.7;23.2] | 78.1%    | [76.8;79.3] |
| Mild ACCI      | 53.5    | [47.3;60.6] | 148.3   | [131.7;167.8] | 26.5%    | [24.9;28.3] | 73.5%    | [71.7;75.1] |
| Min. age: 21   | 61.3    | [52.0;72.7] | 77.0    | [65.9;90.1] | 44.3%    | [41.5;47.2] | 55.7%    | [52.8;58.5] |
| Max. age: 69   | 40.7    | [36.2;45.7] | 108.4   | [96.6;121.4] | 27.3%    | [25.7;28.8] | 72.7%    | [71.2;74.3] |

Notes: CIs were obtained based on Monte Carlo simulation from the estimators’ approximate distribution as implied by maximum likelihood theory. The reference group are female patients with moderate comorbidities and age 49 at initial diagnosis (corresponding to the mean age at diagnosis in the study population). For all other groups, only the specified characteristic is changed with regard to the reference group (for instance, the second row are male patients with moderate ACCI and mean age at diagnosis).

The estimated regression coefficients governing the state process are presented in Table S1 in Appendix S1. From these, we can calculate the transition intensity matrix $Q$ for different covariate values, from which in turn we can derive the expected durations within each state (cf. Section 2.1). Results are presented in Table 2. The reference group of female patients with moderate comorbidities and age 49 at initial diagnosis (corresponding to the mean age at diagnosis in the study population) is expected to spend roughly 48 days in state 1 compared to 94 days in state 2. Thus, we would expect a person from the reference group to spend approximately one third of her time in the high disease level and two thirds in the low disease level (corresponding to the stationary distribution of the latent Markov chain, given the respective covariate values). In contrast, male patients with otherwise the same characteristics spend considerably more time in the low disease level (ie, 11.9 percentage points more), mainly because they remain in state 2 for a longer time period before switching to state 1. A similar pattern is found for mild (in contrast to moderate) comorbidities, with a difference of 7.3 percentage points in the expected time spent in each state. Regarding age at diagnosis, there is a clear effect that younger persons spend both more time in state 1 and less time in state 2 compared to the reference group, which is reversed in older age (cf. Figure S2 in Appendix S1, which plots the expected percentage of time spent in the high disease level for the whole age range observed in the study population).

Based on the fitted MMMPP, we can use the Viterbi algorithm to infer the most probable sequence of latent (disease) states for each person. These decoded state sequences provide insight into the individual course of a disease by classifying each observation into either the high or low disease level (see Figure 2). In addition, we calculated the local state probabilities using the forward-backward algorithm, which allow us to quantify uncertainty in the decoded state sequence (cf. Figure S3 in Appendix S1). Overall, most observations in the SHI data (namely 69.3%) are assigned to one of the two states with a probability higher than 80%. This proportion is higher for state 1 compared to state 2 (cf. Figure S4 in Appendix S1). Given that the state-dependent distributions of the observation process and the mark process overlap substantially, uncertainty in state allocation is to be expected and moreover, reflects that disease dynamics within the data are less distinct. Nevertheless, the model appears to adequately distinguish (qualitatively) different periods of health care utilization and drug use, while taking into account the temporal dependence structure of the data.

To further assess the model fit, we additionally fitted a simple (ie, single-state) marked Poisson process to the data and then simulated observations based on both estimated models (ie, the simple model and the MMMPP) to check whether they could reproduce the patterns found in the SHI data. The resulting synthetic data of both models adequately reflect the distribution of the DDDs, indicating that a single state seems sufficient to describe the marks (cf. Figures S5 and S6 in Appendix S1). Regarding the observation process, however, (consecutive) short and long waiting times are underrepresented when simulating from the simple model, whereas simulations from the MMMPP match the distribution of the real waiting times well. The more flexible Markov-modulated modeling approach is thus needed to adequately capture the patterns of the SHI data and especially periods with varying frequencies of health care interactions, which is also reflected in the BIC values of both models (simple model: 1 533 714; MMMPP: 1 506 409). Furthermore, comparing simulated state sequences from the MMMPP to the decoded ones of the SHI data shows similar dynamics over time, implying that the MMMPP can reproduce reasonable (disease) state trajectories for COPD patients. Regarding the tails of the distributions of simulated DDDs and waiting times, however, the MMMPP as well as the simple model generate less
extreme values than can be observed in the real data, hence indicating that more heavy-tailed distributions might improve the model fit.

### 3.4 Limitations and discussion of findings

When interpreting the model results, it is important to keep in mind that the physician consultations and DDDs considered in the analysis are not exclusively related to COPD, but comprise all health care interactions of a patient. Consequently, the (disease) states identified correspond to general health conditions of COPD patients, meaning that a higher disease level (i.e., state 1) does not necessarily correspond to a worsening of COPD but could relate to any (temporary) poor health condition. This allows us to capture a wide range of COPD-related health issues. To be able to draw any medical conclusions or practical implications from the case study, however, the data basis would need to be refined and the model further developed as well as validated.

As the state-dependent distributions of the mark process overlap substantially (except for the probabilities of zeros), state decoding is mainly driven by the waiting times and less by the DDDs. It is thus unclear if the states merely distinguish periods of high and low health care interactions or if they provide further information on the disease process by accounting for drug use. In particular, the informative value of DDDs for the disease severity is questionable, given that some vitamin supplements can have much higher DDDs than COPD-specific drugs. However, information on specific clinical measurements like biomarkers is unavailable, since claims data are collected for billing purposes and not originally intended for scientific research. Yet, other variables contained in claims data—such as costs associated with each health care interaction or specific treatments—could (additional) be used in the mark process to facilitate inference on the underlying disease levels. Furthermore, to validate the interpretation of the states as (distinct) disease levels, the decoded state sequences of the fitted MMMPP would need to be compared to additional data on persons’ true health status over time.

Regarding the estimated covariate effects in our model, the result that persons with mild ACCI spend less time in state 1 compared to those with moderate ACCI reinforces the interpretation of state 1 as a higher disease level than state 2. Of all considered groups, male patients are expected to remain in state 2 longest, which is characterized by less frequent health care interactions, before switching to state 1—whether this is caused by different underlying disease dynamics or by the fact that men tend to wait longer before seeking medical advice than women cannot be answered by our model. Furthermore, it may appear puzzling that the expected percentage of time in the high disease state
considerably decreases as a function of age at diagnosis (while accounting for patients’ sex and ACCI). This effect, however, is likely confounded by our use of the age-adjusted comorbidity index (ACCI): since the ACCI adds one additional point for each decade after fifty, persons in their sixties, for instance, are only allowed two additional comorbidities to remain in the study population (as we excluded everyone with an ACCI larger than 4), whereas persons younger than 50 can have up to four additional comorbidities. As persons with more comorbidities have a higher health care utilization, the age-specific difference in (known) comorbidities thus leads to younger patients spending more time in state 1.

4 | DISCUSSION

When working with longitudinal data to understand the evolution of disease processes, a high-level decision to be made is whether observation times are (assumed to be) noninformative or informative (ie, dependent on the measure of interest, such as the disease severity). In particular, neglecting an informative observation process in the analysis of disease dynamics or outcomes potentially leads to biased parameter estimates. This risk of bias, however, appears to be lacking in awareness, since health care longitudinal studies rarely report on the potential informativeness of observation times. While joint models incorporating both informative observation times and disease processes exist, they mostly rely on data with directly observed disease stages and assume prescribed examinations with informative missingness instead of patient-initiated visit times. Specifically for EHRs and medical claims data, however, observation times are likely correlated with patients’ latent disease dynamics: for example, patients with more severe conditions or acute symptoms possibly visit their physicians more often than those with mild conditions or no symptoms. In addition to the observation times, observed variables like patients’ drug consumption or health care costs depend on the disease status, which is unobserved in claims data. Therefore, we propose to infer disease dynamics from the latter using Markov-modulated marked Poisson processes. Instead of regarding the informative observation process as a nuisance that needs to be accounted for, MMMPPs explicitly use it to infer latent (disease) states by integrating both the event times (ie, the observation times of health care interactions) and event-specific information (ie, the observed marks) into a joint model.

Due to their flexible model structure, MMMPPs offer manifold possibilities to analyze claims data; they not only operate in continuous time and allow for (potentially multivariate) observations consisting of various data types but can also include covariate effects on the disease dynamics, the event rates, or the mark distributions. In many applications, however, it is not a priori clear which parameters, that is, which model components, depend on covariates. For example, persons’ sex might directly affect their event rate—for example, women might have more frequent interactions with the health care system than men—or rather the disease dynamics, which then result in varying event rates—for example, women might spend more time in poor health states than men, resulting in more frequent health care interactions. While model selection methods can be applied to choose between different candidate models, this task already becomes impractical for a moderate number of covariates, given that each can possibly affect all three processes. In addition, model selection is not only a challenge regarding covariates but also regarding the number of (disease) states underlying the observation sequences. As medical claims are complex data sets characterized by, for example, outliers, multimodality, and individual heterogeneity, additional states can capture otherwise neglected structure in the data and thus, significantly improve the model likelihood, which is why information criteria such as AIC and BIC usually point to models with undesirably high numbers of states—a problem well known for HMMs. Therefore, we recommend to be pragmatic about both including covariates and selecting the number of (disease) states by taking into account expert knowledge, the current state of research, computational considerations, and especially the specific research question(s) tackled. To include a covariate in only one of the possible processes and to select a small, reasonable number of distinct states can help retain the model’s interpretability.

Although the MMMPPs presented incorporate significant characteristics of claims data, such as the informative observation process, they do not yet allow for unobserved individual heterogeneity or a flexible distribution of the duration in the states. While both issues are particularly relevant in the medical context, including random effects and/or (continuous-time) semi-Markov processes in the model proves challenging. For numerically maximizing the likelihood, integrating over all possible values of random effects renders the likelihood calculation intractable, which is why other estimation techniques such as Bayesian methods or the Monte-Carlo EM algorithm are required. Furthermore, (continuous-time) semi-Markov processes are generally more demanding to apply than models assuming the Markov
property,\textsuperscript{19,46,47} while incorporating covariates is not straightforward anymore.\textsuperscript{48} Despite this potential for model extensions, MMMPPs are able to detect distinct patterns of health care utilization related to disease dynamics and their (possible) association with person characteristics, as illustrated in the case study on statutory health insurance data from Germany. In conclusion, the continuous-time latent-state approach of MMMPPs offers a natural framework to analyze the evolution of patients’ disease activity underlying claims data by jointly modeling observations and their informative time points.
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