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\textbf{Abstract}—This paper addresses a novel architecture for person-following robots using active search. The proposed system can be applied in real-time to general mobile robots for learning features of a human, detecting and tracking, and finally navigating towards that person. To succeed at person-following, perception, planning, and robot behavior need to be integrated properly. Toward this end, an active target searching capability, including prediction and navigation toward vantage locations for finding human targets, is proposed. The proposed capability aims at improving the robustness and efficiency for tracking and following people under dynamic conditions such as crowded environments. A multi-modal sensor information approach including fusing an RGB-D sensor and a laser scanner, is pursued to robustly track and identify human targets. Bayesian filtering for keeping track of human and a regression algorithm to predict the trajectory of people are investigated. In order to make the robot autonomous, the proposed framework relies on a behavior-tree structure. Using Toyota Human Support Robot (HSR), real-time experiments demonstrate that the proposed architecture can generate fast, efficient person-following behaviors.

\section{I. INTRODUCTION}

Following people is a highly desirable skills for mobile robots to support daily chores. To achieve robust and efficient person-following capabilities, perception, robot gaze control, and navigation need to be effectively integrated.

Vision-based human recognition has dramatically improved with new softwares that rely on deep learning based technologies such as YoLo [1] and OpenPose\textsuperscript{2}. On the flip side, they have a limited range of sight [3], [4]. To resolve this problem, laser-based methods [5], [6], and various sensor fusion techniques combining face recognition and leg detection have been introduced [7], [8], [9]. However, major difficulties include handling occlusions, identifying target people among crowds, and difficulty on effectively detecting human faces [10]. To surpass these limitations this, new techniques have been devised relying on extra features such as the detection of clothes, bags, and shoes [11].

Another problem is due to using passive perception techniques where the robot stays stationary thus loosing the target. It is therefore best for robots to achieve active perception such that people can be followed despite their movement [12]. We are interested in these questions: i) where should the robot navigate to? and ii) what should the robot look at? Many researchers have studied this topic withing the topic of active perception or visual sensor planning [13].

This kind of problem is intractable because there are too many variables. However, using prior knowledge, context, and logical assumptions about the environment it is possible to find solution approximations. If a robot is aware of the connectivity between spaces, when the target suddenly disappears from the view of the robot, one strategy could be to navigate to the last observed location to look for the target. This space connectivity can be simplified by the use of a topology map or graph [14], [15].

Robot skills should be integrated in harmony with the perceptual processes to improve a robot’s ability to adapt to the various dynamic circumstances. For example, actions such as searching for a target, tracking, and navigating should be properly coordinated. To achieve this coordination, a Behavior-Tree framework is applied to sequence the skills [16].

In that light, the main contribution of this paper is on integrating sensor fusion, context-base motion planning, person movement prediction, and behavior decision making. The rest of paper is organized as follows: Section II gives an overview of the methods to track and follow people. Experimental setup and results are describes in section III. In section IV, we draw conclusions and, finally, we present ideas for future improvements.
II. FRAMEWORK

A. Behavior-Tree

A behavior tree (BT) framework [16] allows a robot to achieve autonomous planning in response to various situations. Similarly to (hierarchical) finite state machines, BT’s are being utilized because of their modularity, efficiency, and intuitive usage. BT’s are considered as generalizations of three classical concepts including Subsumption architecture [17], Sequential behavior composition [18], and Decision trees [19]. BT’s contain four types of control flow nodes (fall back, sequence, parallel, and decorator) and two execution nodes (action and condition) [16]. BT’s start from a root node toward child nodes with a predefined frequency, and child nodes return one of the values running, success, or failure. Autonomous behaviors of robots can be designed with two fallback nodes and two sequence nodes as shown in Fig. 2.

B. Map Representation

To efficiently describe spatial information of the environment, a polygon-based decomposition method can be used. A map consists of sub regions, while each region can be bounded by a polygon. The connectivity information can be obtained from the map. The main functionality of a high-level map representation is to infer the robot’s current location and reason about where it is heading to. This information can be used as an important clue for robots to follow or search for target objects. To compute where a robot is headed, a person-following algorithm is described in Algorithm 1. The main idea is to compare the relative distance between a robot and each neighborhood and find the location for which relative distance has decreased for a certain duration of time.

As for low-level map representations, an occupancy grid mapping scheme, which aims to geometrically represent surroundings with occupancy probabilities, is adopted. This filter uses three types of occupancies including occupied, free, and unknown: \( m \in \{ O(1), F(0), U(0.5) \} \) to characterize a map \( m \). From the initial distribution of the occupancy grid which is set to 0.5 for all cells, sequential sensor measurements can update the occupancy grid using inverse sensor models \( p_c(m|x) \) for every time step. For the grid within the field of view (FOV), the posterior occupancy probability at time \( k+1 \), \( p_{k+1}(m_{k+1}) \) can be obtained via the equation [20]:

\[
p_{k+1}(m_{k+1}|z_{k+1}) \propto p_k(m_k) p_c(m_{k+1}|z_{k+1})
\]

where \( p(\tilde{m}) = 1 - p(m) \).

C. Frontier-Based Exploration

Generally, the purpose of exploration for mobile robots is to cover the environment. This exploration strategy can be linked to an uncertainty of the map, described with Shannon’s entropy [21]. Assuming there exist map boundaries, the entropy can be defined as \( H(M) = -\sum_{i=1}^{N} m_i^l \log(m_i^l) \), where, \( m_i^l \) is the \( i \)-th entry of the map state from the 2D occupancy grid and \( N \) denotes the total number of grids. The entropy of map has higher value when there remains many unknown grids. Using this concept, one possible approach is for a robot to choose the best sensing spot that maximizes information gain of the current map. Regarded as the best solution, frontier-based exploration [22] has been widely used, where a frontier reveals the boundaries between known (occupied or free) and unknown areas. This boundaries are potentially informative because they are close to unknown areas. Geometrically, frontiers can be characterized with following equation [23],

\[
F = \|\nabla \Lambda\|_1 - \beta (\|\nabla \Lambda\|_1 + \Lambda_0 - 0.5)
\]
where $\nabla$ is the gradient operator, and $\beta$ is a weight factor for the effect of obstacle boundaries. $||\nabla A||$ defines all boundaries, while the second and third terms mean occupied regions including obstacles and their boundaries. The last constant term, is subtracted to remove the biased probability for unknown region in the occupancy map. The resulting frontier map $F$ contains only known-free and unknown boundaries and by clustering points in this map we can select goals for further exploration.

Although this approach was originally developed for SLAM, the core concept of frontiers is quite useful for target search. Frontiers can provide a practical representation for the selection of the observation location for target search. Therefore, this type of information can be used in combination with a priori knowledge or observation models for the target, to achieve synergistic effects.

### D. Utility Function

A utility function can be defined using frontier clusters. Counting the number of unknown cells in a frontier cluster can be regarded as the amount of information gain as the robot observes that area. In other words, the entropy of clusters is regarded as the number of unknown cells. Therefore, the utility function can be modeled with this information gain. Using this idea, the utility function can be written as:

$$U(c, x, l^*) = \alpha N - d(x, c) + d(c, l^*),$$  \hspace{1cm} (3)

where $d(\cdot)$ is a distance function and $\alpha$ is the weight factor that affects the information gain and the travel cost. As described in Algorithm 1, the proposed algorithm will find the best sensing spot to look for the target.

### E. People Detection and Tracking

In order to be practical, the real-time detection and tracking of people is essential. In our study, RGB-D camera and laser scanners are combined to detect, identify, and track people. The use of a multi-modal sensor fusion technique can improve the accuracy of recognition and tracking people.

**a) Leg Detection and Tracking:** Using a laser range finder, human leg patterns can be recognized. We adopt a random forest classifier as described in [24]. Each leg position is tracked by an Extended Kalman Filter with a constant velocity assumption. The filter consists of prediction and correction steps. Each filter estimates the state of each leg candidate position and velocity, $x$, $\dot{x}$. The extended Kalman Filter uses a set of linear dynamical systems and a measurement model, $\dot{x} = Ax + Bu + w$, and $z = Hx + v$, respectively. $A$ is a state transition matrix, $B$ is the input matrix, $u$ is input variable, and $w$ is a white Gaussian noise with co-variance $Q$. The measurement variable, $z$, can be modeled with the observation matrix, $H$, and $v$ is the observation noise variable, with co-variance $R$.

In the case of multi-object tracking, data associations are required. In other words, during the update step, the filter needs to select the best observations to update the current objects being tracked. Here, the Nearest Neighbor based data association method [25] is adopted to link new candidates ($i$) and objects ($j$). The main idea is finding pairs $(i, j)$ for all observations and the existing target to minimize the total sum of the distances among all the individual assignments.

**b) Human Pose Detection:** Recently, a real-time convolution neural network based algorithm named OpenPose [26] [2] to estimate 2D human poses with a skeleton tracking has been developed and widely used. A major advantage of this algorithm is that it can robustly detect and track multiple people while providing not only a bounding box of the people but also recognizing the human body parts. It is possible to compute the distance to the person from a robot by using the average coordinates of the recognized body parts, and clustering the point clouds of that average. Therefore, 3D bounding boxes of the human can be obtained.

**c) Person Identification:** The face recognition package [27] is also applied for our proposed system. It basically uses Histograms of Oriented Gradients (HOG) [28] to detect faces and face landmark estimation [29] to extract face features. Then, the extracted features are used to train a Deep Convolutional Neural Network to recognize faces. Therefore, human faces can be recognized from the image stream, which leads to identifying people. Because the face is the most definite feature that distinguishes a person from another, the highest level of trust is given to the face recognition process. However, using face information has limitations when the robot is following people. For this, our framework is required

---

**Algorithm 2 Target Identification Strategy**

**Input:** $B = \{h_1, h_2, \ldots, h_k\}$ (Current human belief), $k$ : Number of human candidates

**Output:** True ($H^*$: Human target) or False

- **Step 1** Filterwithlegs()
- **Step 2** Filterwithface()
- **Step 3** Filterwithclothes()
to have other clues to identify people such as identifying clothes [30]. Thus, firstly, the OpenPose recognition tool is used to extract the region of interest for cloth detection. Then, the color or pattern of that bounding box can be characterized using the histogram intersection algorithm [31], which is known for its invariance to translations, scaling, and robustness to occlusions with other objects. Given a learned template \((T)\), a histogram intersection is defined as \(\sum_{j=1}^{n} \min(I_j, T_j)\), where \(n\) is the number of bins. To obtain similarity values between input images \(I\) and \(T\) it uses the normalized ratio given the following formula, \(S = \frac{\sum_{j=1}^{n} \min(I_j, T_j)}{\sum_{j=1}^{n} I_j}\). Using this histogram-based metric, each image extracted from OpenPose, and the corresponding similarity is computed. Then, a person having the similarity exceeding the critical similarity can be regarded as a target.

d) Human belief: We start by combining laser-based detection and vision-based detection using Algorithm 2. It is assumed that vision information is more reliable because lasers provide candidates of human legs, rather than precise information. An important point when fusing is that the FOV of the laser sensor and that of the RGB-D camera are different, so that the robot has to be aware of the position of the people being recognized. Similarly to the low-level map representation discussed earlier, the human belief (the probability that human exists in a grid cell) can be expressed using occupancy grid mapping with a Bayesian inference method. Keeping track of the human belief, the robot considers a human to be present in that region until it observes that region. The grid cell inside a current FOV can be iteratively updated over time with following equation,

\[
p(h|o) = \frac{p(o|h)P(o)}{p(o|h)P(h) + p(o|h')P(1-h)}
\]

where \(o\) stands for the OpenPose detection results.

e) Trajectory prediction: An efficient person-following robot should be able to anticipate where the target might be when it suddenly disappears. The basic idea is to build a regression model from the past history and to extrapolate the person’s possible trajectory. A Support Vector Machine Regression (SVR) is adopted to predict the trajectory of people. This can approximately nonlinear relationships, and provide a parsimonious fit, since it relies on kernel functions. Assuming that we have a set of training data where \(x = (x_1, x_2, ..., x_k)\) is a vector that comprises the input variables \(k\) being the number of such variables, and that we have \(n\) observations: \((x_1, y_1), (x_2, y_2), ..., (x_n, y_n)\), where \(y\) is the variable to predict. The problem becomes, according to the theory of Support Vector Machines (SVM) [32] as that of finding a function \(f(x) = w^T \phi(x) + b\), and using that function to fit the training data, where: \(w\) is the vector that contains the weights that affect each predictor; \(b\) is a real number; and \(\phi\) is a non-linear mapping. SVM theory [33] states that the solution to this problem is the same as the solution of the equation:

\[
\min_{\omega, b, \xi} \left( -\omega^T \phi(x) + C \sum_{i=1}^{n} \xi_i \right), \tag{5}
\]
interfaces. The tested environment is at UT Austin’s Anna Hiss Gymnasium (AHG). A prototype of a home-like arena was built to perform tasks including perception, navigation, manipulation, and more.

B. Results

1) Trajectory prediction: Human walking is quite unpredictable, so that future positions can only be estimated in a limited time and from the previous positions in a short time margin. For that reason, the last observations are the most significant for trajectory prediction. To address this relative importance in the trajectory estimation, increased weight is given to the last samples. In the case of SVR, the sample weighting re-scales the \( C \) parameter, which means that the model puts more emphasis on getting these points right [37]. To compare the experimental results, a three-degree polynomial regression is also implemented.

The parameters of SVR with radial basis function (RBF) kernel were selected while the grid search method and the optimal values that we have used are \( C = 1000.0, \varepsilon = 0.01, \) and \( \gamma = 1.0 \). The prediction algorithms were tested with three difficult, but common situations regarding person-following: when the target goes through a door, she hides completely from the robot and can turn left, go straight or turn right. The results obtained are shown in figure 4. In the case of turning right or left, the polynomial regression prediction diverges from the real trajectory, while the SVR prediction gets a good approximation. However, we must take into account the limitations of the prediction algorithm since the extrapolation process is full of uncertainties and can produce meaningless predictions. The divergence with the actual trajectory is a characteristic of extrapolation methods. Thus, estimations might only be considered valid within a limited time range.

2) Person-Following Performance: We address the case of person-following in indoor environments to validate performance of the proposed architecture. The result is shown in Fig. 5 and Fig. 6. After learning the target’s face and clothing information, robot following is initiated from a starting point. At a certain moment, the target was lost during its way from the kitchen to the office. The first strategy of the robot is to try to predict where person has gone via SVR-based prediction using the input data. Then, the robot decided to go to that location to look for the existence of the person. Since it failed to seek the target using the robot’s gaze for that position, the way-point search is activated for further search. Using the Algorithm 1, the robot navigated to the office location. There, the robot re-identified the target and
started to follow her again. The robot status of awareness of target and corresponding actions during the experiment are well described in the second and third rows in Fig. 5.

Three main achievements should be highlighted. Firstly, the versatility of implementing the person-following architecture with the support of a behavior tree. As it can be seen in the action sequence it confers the robot the ability to perform complex tasks based on reasoning about simple tasks. Secondly, regarding person tracking, Fig. 5 shows that the robot is able to track, follow and successfully re-identify the target in a dynamic environment. Finally, the robustness of the architecture has been achieved by using active search techniques such as the SVR based trajectory prediction and the way-point search that allowed the robot to re-identify the target and complete its task successfully.

IV. CONCLUSIONS

This paper proposes a novel architecture for a human-following robot that allows robust and efficient tracking in highly dynamic environments. Autonomous behavior planning can successfully coordinate perception and navigation for the robot. Information regarding regions on the map and frontiers from the current observations are used to obtain best observational location. A trajectory prediction algorithm based on Support Vector Machine (SVM) has also been implemented. Finally, we achieved robust autonomous person-following using the HSR.

Although the proposed framework is effective, there are still a lot of situations that can cause the robot to freeze or fail. Similarly to humans, to cope with uncertain situations, reinforcement learning can improve the performance. A probabilistic model can be developed that contributes to solve the uncertainties that arise. On the other hand, regarding following behaviors, the utility function or the cost must be formulated mathematically. What should be the cost function for person-following? These kind of criteria could be learned through exploration of human-robot interactions.
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