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Abstract

We describe the implementation of the shearing box approximation for the study of the dynamics of accretion disks in the Athena magnetohydrodynamic (MHD) code. Second-order Crank–Nicholson time differencing is used for the Coriolis and tidal gravity source terms that appear in the momentum equation for accuracy and stability. We show that this approach conserves energy for epicyclic oscillations in hydrodynamic flows to round-off error. In the energy equation, the tidal gravity source terms are differenced as the gradient of an effective potential in a way that guarantees that total energy (including the gravitational potential energy) is also conserved to round-off error. We introduce an orbital advection algorithm for MHD based on constrained transport to preserve the divergence-free constraint on the magnetic field. This algorithm removes the orbital velocity from the time step constraint, and makes the truncation error more uniform in radial position. Modifications to the shearing box boundary conditions applied at the radial boundaries are necessary to conserve the total vertical magnetic flux. In principle, similar corrections are also required to conserve mass, momentum, and energy; however in practice we find that the orbital advection method conserves these quantities to better than 0.03% over hundreds of orbits. The algorithms have been applied to studies of the nonlinear regime of the MRI in very wide (up to 32 scale heights) horizontal domains.
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1. INTRODUCTION

Numerical methods are an important tool for studying the nonlinear gas dynamics in accretion flows. For example, much of what we have learned about the saturation of the magnetorotational instability (MRI) has come from magnetohydrodynamic (MHD) simulations (Balbus & Hawley 2003). A large fraction of such calculations adopt a local approximation (Hill 1878) termed the “shearing box,” first introduced in studies of the MRI by Hawley et al. (1995, hereafter HGB). In this approximation, the equations of motion are written in a local, Cartesian reference frame co-rotating with the disk at some arbitrary radius $r_0$. The approximation is valid provided the linear extent of the domain under study is small compared to $r_0$. The shearing box approximation has limitations (Regev & Umurhan 2008), in particular it cannot be used to calculate important global properties of the disk like the net mass accretion rate, radial density, and temperature profiles, or the spectrum of emitted radiation. Nevertheless, it has provided a useful laboratory for the study of important questions related to the local dynamics of accretion disks (Balbus 2003). For example, recent studies that use the shearing box include the effect of microscopic diffusivities on the saturation level of MHD turbulence driven by the MRI (Fromang et al. 2007; Lesur & Longaretti 2007; Simon & Hawley 2009), the saturation of the MRI in radiation pressure dominated disks (Hirose et al. 2009), and the effects of non-ideal MHD and dust on the properties of the MRI in protostellar disks (Turner & Sano 2008; Ilgner & Nelson 2008).

The shearing box approximation requires that source terms be added to the momentum and energy equations, and special boundary conditions be used in the radial direction. Most of the simulations of the MRI presented to date have used operator-split methods like ZEUS (e.g., HGB; Stone et al. 1996), or simple finite-difference methods like the PENCIL code (e.g., Johansen et al. 2009). In both cases, adding the shearing box source terms is straightforward (HGB). More recently, higher-order Godunov methods that adopt the conservative form have begun to be applied to studies of accretion flows in the shearing box (Shen et al. 2006; Fromang & Papaloizou 2007; Bodo et al. 2008; Piontek et al. 2009; Simon et al. 2009; Tilley et al. 2010; Gressel 2010).

In this paper, we provide a detailed description of the algorithmic extensions for the shearing box approximation in Athena, a recently developed higher-order Godunov code for astrophysical MHD. The basic MHD algorithms in Athena are documented in Gardiner & Stone (2005a, 2008), and details of the implementation and tests of the methods are given in Stone et al. (2008, hereafter SGTHS) and Stone & Gardiner (2009). Currently there are two versions of Athena, one implemented in C and the other in Fortran. An extension of the Fortran version for the shearing box has already been used for new studies of the MRI (Simon & Hawley 2009; Simon et al. 2009). The numerical algorithms in the C version are slightly different. They were first introduced by Gardiner & Stone (2005b), and used to study hydrodynamic shearing waves by Shen et al. (2006) and Balbus & Hawley (2006). They have the advantage of preserving the energy integral in epicyclic motion to round-off, conserving the total (including gravitational potential) energy to round-off, and producing virtually no aliasing of trailing into leading waves. We emphasize, however, that since epicyclic motion is destabilized by a weak magnetic field (Balbus & Hawley 1991), the accuracy of this approach can only be quantitatively demonstrated for hydrodynamic flows. Although similar methods were adopted and extended by Gressel & Ziegler (2007), this paper provides the first comprehensive description of the algorithms in the C version of Athena. The C version is also being used for new studies of the MRI (Davis et al. 2010).

In addition to methods for the shearing box source terms, we also describe the implementation of an orbital advection algorithm for MHD in Athena. Orbital advection can greatly
increase the efficiency of calculations in domains that span more than one scale height in the radial direction (so that the difference in the orbital speed across the domain is supersonic), since the time step constraint for stability does not depend on the magnitude of the local orbital velocity, but only on the amplitude of the fluctuations in the velocity around this value. Moreover, orbital advection can improve the accuracy of the integration by making the truncation error more uniform in radius (Johnson et al. 2008, hereafter JGG). Orbital advection was first introduced for hydrodynamic studies of disks by Masset (2000) in the FARGO code. More recently, JGG have described an extension of orbital advection methods to MHD for ZEUS-type codes. Johansen et al. (2009) have described the extension of the PENCIL code with orbital advection using Fourier transform methods. The method we have implemented in Athena is quite different from these previous approaches. In particular, we update the magnetic field using constrained transport (Evans & Hawley 1988) to guarantee the divergence-free constraint is enforced to machine precision, using an effective electric field produced by the orbital motion. This greatly simplifies the method.

This paper is organized as follows. In the following section, we catalog the basic equations solved by Athena in the shearing box approximation. In Section 3, we describe our implementation of the source terms in these equations, including tests of our methods. In Section 4, we describe the shearing box boundary conditions for the conservative variables, including issues associated with parallelization of the algorithms with MPI. Finally, in Section 5 we describe our orbital advection method, along with tests. We present preliminary simulations of the MRI in very wide horizontal domains and summarize in Section 6.

2. BASIC EQUATIONS

The local shearing box approximation adopts a frame of reference located at radius $r_0$ corotating with the disk at orbital frequency $\Omega_0 = \Omega(r_0)$. In this frame, the equations of MHD are written in a Cartesian coordinate system ($x$, $y$, $z$) that has unit vectors $\hat{i}$, $\hat{j}$, and $\hat{k}$ as

$$\frac{\partial\rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, \quad (1)$$

$$\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{v} + \mathbf{T}) = \rho \Omega_0^2 (2q_x \hat{i} - z \hat{k}) - 2\Omega_0 \hat{k} \times \rho \mathbf{v}, \quad (2)$$

$$\frac{\partial E}{\partial t} + \nabla \cdot (E \mathbf{v} + \mathbf{T} \times \mathbf{v}) = \Omega_0^2 \rho \mathbf{v} \times (2q_x \hat{i} - z \hat{k}), \quad (3)$$

$$\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v} \times \mathbf{B}) = 0, \quad (4)$$

where $\mathbf{T}$ is the total stress tensor

$$\mathbf{T} = (p + B^2/2)I - \mathbf{BB}, \quad (5)$$

$p$ is the gas pressure, $E$ is the sum of the internal, kinetic, and magnetic energy densities

$$E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho v^2 + B^2, \quad (6)$$

and $v^2 = \mathbf{v} \cdot \mathbf{v}$, $B^2 = \mathbf{B} \cdot \mathbf{B}$. The shear parameter $q$ is defined as

$$q = \frac{1}{2} \frac{d \ln \Omega^2}{d \ln r} \quad (7)$$

so that for Keplerian flow $q = 3/2$. The other symbols have their usual meaning. These equations are written in units such that the magnetic permeability $\mu = 1$, and an equation of state appropriate to an ideal gas has been assumed in writing Equation (6), that is $p = (\gamma - 1) e \rho$ (where $\gamma$ is the ratio of specific heats, and $e$ is the internal energy density). The techniques described in this paper are easily generalized to other equations of state.

The first two source terms on the right-hand side of Equation (2) represent the radial and vertical components of the gravitational force in the rotating frame, while the third term represents the Coriolis force. In the energy Equation (3), the two source terms on the right-hand side represent the work done by the radial and vertical components of gravity in the rotating frame. Most of the challenges associated with the addition of the shearing box source terms to Godunov schemes like Athena are related to the tidal gravity and Coriolis terms which act in the orbital ($x$-$y$) plane, therefore in the discussion below we describe the algorithms for the source terms in the horizontal and vertical directions separately.

The equations of motion in the shearing box admit a simple equilibrium solution representing uniform orbital motion,

$$\mathbf{v}_k = -q \Omega_0 x \hat{j}. \quad (8)$$

Note this velocity is time independent, varies only in the $x$-direction, and only the $y$-component is non-zero. These properties are important for the orbital advection scheme described in Section 5.

3. SHEARING BOX SOURCE TERMS

One approach to implementing source terms in Godunov schemes like Athena is to operator split them from the flux divergence terms, resulting in a system of ordinary differential equations (ODEs) that can be integrated with any number of methods. For example, Simon et al. (2009) have successfully used this approach to study the saturation of the MRI with the Fortran version of Athena. However, in studies of decaying hydrodynamic turbulence in the shearing box (Shen et al. 2006), we found that the kinetic energy in velocity fluctuations could increase at very late times, rather than decay monotonically to zero. We traced the source of this growth to an artificial amplification of epicyclic motions by the truncation error associated with the source terms in the momentum equations. As we show below, in hydrodynamics it is possible to develop a discretization that will instead conserve this energy to round-off error. While this approach may not provide significant improvement for MHD flows, since epicyclic motion is unstable with weak magnetic fields, we show below that it is more accurate for hydrodynamics, and therefore we have adopted it as the default algorithm in both hydrodynamics and MHD. The methods for integrating the source terms described below were first introduced by Gardiner & Stone (2005b), subsequently Gressel & Ziegler (2007) have adopted and expanded upon this approach.

To describe our methods, it is useful to define the $x$- and $y$-components of the momentum density fluctuations

$$m = \rho v_x \quad (9)$$
\[ n = \rho(v_y + q\Omega_0 x). \]  

To investigate the properties of epicyclic motion in a stress-free medium, we consider the case in which the velocity fluctuation is a function of time and rewrite the momentum Equation (2) using these variables, giving

\[ \frac{\partial m}{\partial t} = 2\Omega_0 n \]  
\[ \frac{\partial n}{\partial t} = (q - 2)\Omega_0 m. \]  

Multiplying Equation (11) by \( m \), Equation (12) by \(-2n/(q-2)\), and adding gives

\[ \frac{\partial}{\partial t} \left( m^2 + \frac{2}{2 - q} n^2 \right) = 0. \]  

Thus, there is a conserved energy which for Keplerian flow \((q = 3/2)\) is \( E_{\text{epi}} = \frac{m^2 + 4n^2}{2\rho}\).

We would like the numerical discretization of the momentum equation to conserve \( E_{\text{epi}} \) exactly. Remarkably, nothing more complicated than Crank–Nicholson time differencing is required. Following the usual convention, we discretize time into \( N \) non-uniform steps, and use a superscript to denote the time level of any quantity, with the time step \( \delta t \) defined as \( \delta t = t^{n+1} - t^n \).

We define time difference and averaging operators as

\[ [x] = \bar{x}^{n+1} - \bar{x}^n \]  

\[ \bar{x} = \frac{1}{2}(\bar{x}^{n+1} + \bar{x}^n), \]

respectively. Then, the Crank–Nicholson time difference formulae for Equations (11) and (12) are

\[ [m] = 2\Omega_0 \delta t \bar{m} \]  
\[ [n] = (q - 2)\Omega_0 \delta t \bar{m}. \]

By multiplying the first of these equations by \( \bar{m} \), the second by \(-2\bar{m}/(q-2)\), and adding, after some manipulation

\[ \left[ m^2 + \frac{2}{2 - q} n^2 \right] = 0. \]

Thus, Crank–Nicholson discretization conserves the energy integral for epicyclic oscillations in a discrete sense. There is a simple physical interpretation of this result. The Coriolis force \( \mathbf{F}_c = (-2 \times \mathbf{v}) \), hence \( \mathbf{v} \times \mathbf{F}_c = 0 \) and the Coriolis force can do no work. Without care, the discretized Coriolis force may not be orthogonal to the velocity (in a time-averaged sense). This can lead to unphysical growth or decay of the energy in epicyclic motion. Our tests have revealed that a forward Euler discretization leads to a growing amplitude for epicyclic oscillations, while a backward Euler discretization leads to a decaying amplitude. Fortunately, the average of the two (Crank–Nicholson differencing), conserves the energy. Similarities can be drawn between integrating fluid motion due to the Coriolis force, and particle orbits in a central potential, e.g., forward Euler applied to the latter leads to outward spiraling rather than closed orbits.

### 3.1. Source Terms in the Momentum Equation

We now develop a finite-volume discretization of the momentum Equation (2), using a Crank–Nicholson time discretization of the tidal gravity and Coriolis source terms. We consider only the \( x \)- and \( y \)-components of this equation. Written in terms of the momentum density fluctuations, \( m \) and \( n \) respectively, these equations are

\[ \frac{\partial m}{\partial t} + \nabla \times \mathbf{F}_m = 2\Omega_0 n \]  
\[ \frac{\partial n}{\partial t} + \nabla \times \mathbf{F}_n = (q - 2)\Omega_0 m. \]

where \( \mathbf{F}_m \) and \( \mathbf{F}_n \) are vectors whose components are the fluxes of the momentum density fluctuations in each direction. These are related to the vector of fluxes of the corresponding components of the momentum density, \( \mathbf{F}_{\rho m} \) and \( \mathbf{F}_{\rho n} \) respectively, via

\[ \mathbf{F}_m = \mathbf{F}_{\rho m} + q\Omega_0 x \mathbf{F}_p. \]

We now adopt a finite-volume discretization of Equations (19) and (20) (see Section 3 in SGTHS for a discussion of this approach). We use indices \((i, j, k)\) to denote spatial locations on a discrete grid with cell-centered locations \((x_i, y_j, z_k)\). Half-integer indices are used to denote the appropriate cell interfaces. The dependent variables stored on this mesh \( m_{i,j,k}^n \) and \( n_{i,j,k}^n \) are understood to be volume-averaged values in the sense of Equation (12) in SGTHS. Integrating over a time step \( \delta t = t^{n+1} - t^n \) and over the volume of a cell, Equations (19) and (20) become

\[ \frac{(m_{i,j,k}^{n+1} - m_{i,j,k}^n)}{\delta t} + (\nabla \times \mathbf{F}_m)_{i,j,k} = 2\Omega_0 \left( \frac{m_{i,j,k}^n + m_{i,j,k}^{n+1}}{2} \right) \]  
\[ \frac{(n_{i,j,k}^{n+1} - n_{i,j,k}^n)}{\delta t} + (\nabla \times \mathbf{F}_n)_{i,j,k} = (q - 2)\Omega_0 \left( \frac{n_{i,j,k}^n + n_{i,j,k}^{n+1}}{2} \right). \]

In a finite-volume approach, the time- and volume average of the flux divergence (the second term in both equations) would be rewritten, using the divergence theorem, as the difference of the integral for epicyclic oscillations in a discrete sense. There is a difference of the time- and area-averaged fluxes at each of the cell faces, e.g., Equations (11)–(15) in SGTHS. In a Godunov scheme, these fluxes are computed with a Riemann solver. For brevity, we have suppressed expanding the flux divergence terms into these differences, with the understanding that our notation is meant to represent these terms.

Solving Equation (24) for \((n_{i,j,k}^n + n_{i,j,k}^{n+1})\) and substituting into Equation (23) gives, after some manipulation

\[ m_{i,j,k}^{n+1} = m_{i,j,k}^n - \delta t (\nabla \times \mathbf{F}_m)_{i,j,k} \]

\[ + \left( \frac{4\Omega_0 \delta t}{2 + (2 - q)(\Omega_0 \delta t)^2} \right) \left( \frac{m_{i,j,k}^n - \delta t (\nabla \times \mathbf{F}_m)_{i,j,k}}{2} \right) \]

\[ + \frac{(q - 2)\Omega_0}{2} \delta t \left( \frac{m_{i,j,k}^n - \delta t (\nabla \times \mathbf{F}_m)_{i,j,k}}{2} \right). \]
Similarly, solving Equation (23) for \( m_{i,j,k}^{n+1} \) and substituting into Equation (24) gives
\[
n_{i,j,k}^{n+1} = n_{i,j,k}^n - \delta t (\nabla \times \mathbf{F}_m)_{i,j,k} + \left( \frac{2(q - 2) \Omega_0 \delta t}{2 + (2 - q) (\Omega_0 \delta t)^2} \right) \left( m_{i,j,k}^n - \frac{\delta t}{2} (\nabla \times \mathbf{F}_m)_{i,j,k} \right) + \Omega_0 \delta t \left\{ m_{i,j,k}^n - \frac{\delta t}{2} (\nabla \times \mathbf{F}_m)_{i,j,k} \right\}.
\]

In order to convert these updated equations for \( m_{i,j,k} \) and \( n_{i,j,k} \) respectively, into updated equations for \( (\rho v_x)_{i,j,k} \) and \( (\rho v_y)_{i,j,k} \) (the discrete form of the conserved quantities actually updated in the code), relationships between the discrete fluxes of these quantities are required. For any cell \( (i, j, k) \) with zone-center \( x \)-position \( x_i \), the relationships between the components of the volume-averaged momentum density fluctuations and the momentum density are
\[
m_{i,j,k} = (\rho v_x)_{i,j,k}
\]
\[
n_{i,j,k} = (\rho v_y)_{i,j,k} + q \Omega_0 \rho_1 x_i.
\]

From Equations (21) and (22), the divergence of the fluxes of these quantities is related via
\[
\nabla \times \mathbf{F}_m = \nabla \times \mathbf{F}_{\rho v_x}
\]
\[
\nabla \times \mathbf{F}_n = \nabla \times \mathbf{F}_{\rho v_x} + q \Omega_0 \nabla \times (x \mathbf{F}_\rho),
\]
which can be written in a finite-volume discretization as
\[
(\nabla \times \mathbf{F}_m)_{i,j,k} = (\nabla \times \mathbf{F}_{\rho v_x})_{i,j,k}
\]
\[
(\nabla \times \mathbf{F}_n)_{i,j,k} = (\nabla \times \mathbf{F}_{\rho v_x})_{i,j,k} + q \Omega_0 x_i (\nabla \times \mathbf{F}_\rho)_{i,j,k} + (q/2) \Omega_0 x_i ((F_\rho)_{x,i-1/2} + (F_\rho)_{x,i+1/2}).
\]

Finally, inserting Equations (28) and (32) into (26) gives
\[
(\rho v_y)_{i,j,k}^{n+1} = (\rho v_y)_{i,j,k}^n - \delta t (\nabla \times \mathbf{F}_{\rho v_y})_{i,j,k} - \frac{q}{2} \Omega_0 \delta t x_i ((F_\rho)_{x,i-1/2} + (F_\rho)_{x,i+1/2}) + \left( \frac{2(q - 2) \Omega_0 \delta t}{2 + (2 - q) (\Omega_0 \delta t)^2} \right) \left( m_{i,j,k}^n - \frac{\delta t}{2} (\nabla \times \mathbf{F}_m)_{i,j,k} \right) + \Omega_0 \delta t \left\{ m_{i,j,k}^n - \frac{\delta t}{2} (\nabla \times \mathbf{F}_m)_{i,j,k} \right\}.
\]

Since the \( m_{i,j,k} \) and \( (\rho v_x)_{i,j,k} \) are identical, the updated relation for the latter is given by Equation (25).

Equations (25) and (33) above represent the desired finite-volume discretization of the momentum equation, where the divergence of the fluxes of the momentum fluctuations that appear in these equations is given in terms of the divergence of the fluxes of the conserved quantities actually returned by the Riemann solver by Equations (31) and (32). As we will show through the tests described in Section 3.4, the Crank–Nicholson time differencing of the shearing box source terms used in these equations exactly conserves the energy integral associated with epicyclic motion.

To implement these difference equations in a computer code additional algorithmic steps are required. For example, the reconstruction of the left- and right-interface states in the \( x \)-direction (see Section 4.2 of SGTHS), which is needed to compute the time- and area-averaged fluxes of the conserved variables at the \( x \)-interfaces using a Riemann solver, requires the addition of shearing box source terms. In particular, before the left and right states in the primitive variables at \( x \)-interfaces are converted back to the conserved variables \( q_{R,i-1/2} \) and \( q_{R,i+1/2} \) in the notation of SGTHS) at the end of the first-, second-, or third-order reconstruction algorithms describe in Section 4.2 of SGTHS, the shearing box source terms for the velocity components \( v_x \) and \( v_y \) must be added for \( \delta t/2 \). We have found that simple forward Euler time differencing is adequate for this step.

Similarly, the directionally unsplit corner transport upwind (CTU) integrator used in Athena (see Section 5.1 and Section 6.1 in SGTHS) uses transverse flux gradients to correct the interface states in multidimensions. For the flux gradients in the \( x \)-direction (added to the \( y \)-interface states in two dimensions, and the \( y \)- and \( z \)-interface states in three dimensions), the appropriate shearing box source terms must be added to \( x \)- and \( y \)-components of the momentum for \( \delta t/2 \). Again, we have found that simple forward Euler differencing is adequate for this step.

Finally, in order to compute the cell-centered reference electric field at the half time step \( E_{i,j,k}^{n+1/2} \) needed for the CT algorithm (computed in step 5 of the two-dimensional CTU algorithm, or step 6 in the three-dimensional CTU algorithm), the shearing box source terms with forward Euler discretization must be added in the calculation of the velocity components at the half time step.

In summary, our algorithm for the momentum equation update in the shearing box approximation as implemented in Athena consists of the following modifications to the CTU+CT algorithm described in SGTHS:

1. Add shearing box source terms to the left- and right states for the velocity at \( x \)-interfaces only during the reconstruction step, before converting the reconstructed primitive variables to conserved variables.
2. Add shearing box source terms to the \( x \)- and \( y \)-components of the momentum when a transverse flux gradient in the \( x \)-direction is applied to \( y \)- and \( z \)-interface states as part of the CTU integrator.
3. Add shearing box source terms to velocity when computing the cell-centered reference electric field at the half time step needed by the CT algorithm (see step 5 in Section 4.2 of Gardiner & Stone 2008).
4. Use Equations (25) and (33) to evolve the momentum in the final conservative update, where the divergence of the fluxes of the momentum fluctuations come from Equations (31) and (32).

As we show with tests, the main advantage of this algorithm is that it conserves the energy integral for epicyclic motion exactly.

### 3.2. Source Terms in the Energy Equation

Next we consider the finite-volume discretization of the energy Equation (3) including the shearing box source terms. The key to this discretization is to define an effective potential
for the shearing box

\[ \Phi_{SB} = -q \Omega_0^2 x^2 + \frac{1}{2} \Omega_0^2 z^2 \]  

(34)

so that the source terms in the energy Equation (3) can be written as

\[ \frac{\partial E}{\partial t} + \nabla \times [E \mathbf{v} + \mathbf{T} \times \mathbf{v}] = \rho \mathbf{v} \times \nabla \Phi_{SB}. \]  

(35)

When written in this form, it is clear that the source term represents the rate of change in the gravitational potential energy per unit volume.

We seek a discretization of this term such that when integrated over volume, we recover the rate of change of energy due to the work done at the boundaries. This suggests that for each computational cell, we discretize the source term by the difference of the work done at the edges of the cell. Ignoring for the moment the vertical component of gravity, so that the effective potential depends only on \( x \), the appropriate finite-volume discretization of Equation (35) is

\[
E_{i,j,k}^{n+1} = E_{i,j,k}^n - \frac{\delta t}{2} \left( (F_\rho)_{i, i+1/2, j, k} \Phi_{SB,i+1/2,j,k} - \Phi_{SB,i,j,k} \right)
+ \frac{\delta t}{2} \left( (F_\rho)_{i, i-1/2, j, k} \Phi_{SB,i-1/2,j,k} - \Phi_{SB,i,j,k} \right),
\]  

(36)

where \((F_\rho)_{i, i+1/2, j, k}\) are the mass fluxes in the \( x \)-direction returned by the Riemann solver at the \( x \)-interfaces. It is straightforward to confirm that when integrated over volume, the source term reduces to the net mass flux times the difference in the gravitational potential across the domain. Thus, the only route via which the total energy in the domain can change is through work done at the boundaries. Within the domain energy can be exchanged between its kinetic, magnetic, and thermal forms, but it cannot be lost as truncation error. Even though we evolve an energy variable that does not contain the gravitational potential energy, we use a discretization that conserves to machine precision the total energy, that is \( E + \rho \Phi_{SB} \).

In addition to the use of the updated Equation (36), one other algorithmic step is required to include the shearing box source terms in the energy equation. This step is to include source terms to the transverse flux gradient corrections to the left- and right-interface states for \( E \) in the multidimensional CTU algorithm. To be more precise, when the flux gradients in the \( x \)-direction are added to the \( y \)-interface states of \( E \) in two dimensions, and the \( y \)- and \( z \)-interface states of \( E \) in three dimensions, the appropriate shearing box source terms must included for \( \delta t/2 \). Again, we have found that simple forward Euler differencing is adequate for this step. Note that since the reconstruction step uses the primitive \( (\rho) \) rather than conserved \( (E) \) variables, no additional source terms are required for the evolution of the energy equation in the reconstruction step.

Thus, the extensions to the algorithms for the energy equation update in the shearing box approximation consists of the following modifications:

1. Add shearing box source terms to \( E \) when a transverse flux gradient in \( x \)-direction is applied to \( y \) - and \( z \)-interface states of \( E \) as part of the CTU integrator.
2. Use Equation (36) to evolve \( E \) in the final conservative update.

As shown in Gardiner & Stone (2005b) in studies of the MRI in the shearing box with Athena, with this algorithm the rate of change of \( E \) is equal to the work done at the boundaries to machine precision.

### 3.3 Including Vertical Gravity

To simplify the discussion in the previous subsections, we considered only the two components of the momentum equation in the orbital \( (x-y) \) plane, and the source term associated with the vertical component of gravity in the energy equation was ignored. We have shown that care is needed in the discretization of the source terms in these equations in order to correctly capture the dynamics of epicyclic motion. However, for the discretization of the gravitational acceleration term in the vertical \( (z) \) component of the momentum equation, and the work term associated with the vertical component of gravity in the energy equation, we have found that less complicated methods are adequate.

In Athena, the vertical gravity terms in both the vertical component of the momentum and the energy equation are added by differencing the effective potential \( \Phi_{SB} \). For the vertical component of the momentum equation, several algorithmic steps are required:

1. At the end of the reconstruction step, vertical acceleration for \( \delta t/2 \) is added to the left and right states of \( v_z \) at \( z \)-interfaces using the vertical gradient of the potential.
2. When the transverse flux corrections in the \( z \)-direction are applied to the \( x \)- and \( y \)-interface states as part of the CTU unsplit integrator, vertical acceleration for \( \delta t/2 \) is added to \( \rho v_z \) using the gradient of the potential.
3. When computing the cell-centered reference electric field at the half time step needed by the CT algorithm (see step 5 in Section 4.2 of Gardiner & Stone 2008), vertical acceleration for \( \delta t/2 \) is added to \( v_z \) using the gradient of the potential.
4. In the final conservative update, the vertical force for \( \delta t \) is added to \( \rho v_z \) using the gradient of the potential and the density evaluated at the half time step, \( (\rho^0_{z,j,k} + \rho^0_{z,j,k+1})/2 \).

For the energy equation, the final conservative update Equation (36) must be extended to include a term \( S_{E,z} \), where

\[
S_{E,z} = -\frac{\delta t}{2} \left( (F_\rho)_{z, i, j, k+1/2} \Phi_{SB,i,j,k+1/2} - \Phi_{SB,i,j,k} \right)
+ \frac{\delta t}{2} \left( (F_\rho)_{z, i, j, k-1/2} \Phi_{SB,i,j,k-1/2} - \Phi_{SB,i,j,k} \right),
\]  

(37)

This leads to the following algorithmic steps:

1. Add shearing box source terms to \( E \) when a transverse flux gradient in the \( z \)-direction is applied to \( x \)- and \( y \)-interface states of \( E \) as part of the CTU integrator.
2. Use Equation (36), including the term given by Equation (37) on the right-hand side, to evolve \( E \) in the final conservative update.

Inclusion of the source terms for vertical gravity, along with appropriate boundary conditions in the vertical direction, allow studies of the MRI in stratified disks (e.g., Stone et al. 1996) to be continued using Athena (Davis et al. 2010).

### 3.4 Tests of the Source Terms

There are a variety of axisymmetric \( (\partial/\partial y \equiv 0) \) solutions to the MHD equations in the shearing box that serve as
of nonlinear axisymmetric density waves in the shearing box is relevant only for hydrodynamics, since with weak magnetic fields the ordinary wave dispersion is the same order of magnitude as the magnetic field, and the magnetic field is not advected by the flow. For problems with large aspect ratios or large magnetic fields, the magnetic effects dominate and the waves become nonlinear. The density waves are important because they can drive turbulence and transport energy and angular momentum. The key result is that even with large time steps, the amplitude of the time step, makes this error converge at second order. The third-order relation for slow MHD waves (which was also shown in the linear wave convergence tests) is therefore used for the evaluation of the accuracy of the methods. Figure 1 shows the oscillations in the density evolution per orbit. Thus, the small dispersion error in the largest domain. However, in this case (due to the Crank–Nicholson differencing) is to be expected. Increasing the resolution, and therefore decreasing the time step, makes this error converge at second order. The key result is that even with large time steps, the amplitude of oscillations is constant. However, we emphasize that this result is relevant only for hydrodynamics, since with weak magnetic fields the dispersion is unstable.

4. SHEARING BOX BOUNDARY CONDITIONS

As first discussed in HGB, non-axisymmetric solutions in the shearing box require special boundary conditions that offset the solutions by the distance the radial edges of the domain have been displaced by the background shear. Mathematically, the shearing box boundary conditions can be expressed as (HGB; Gressel & Ziegler 2007)

\[ f(x, y, z) \mapsto f(x \pm L_x, y \mp wt, z), \]  

where \( f = (\rho, \rho v_x, \rho v_z, B) \), and

\[ \rho v_x(x, y, z) \mapsto \rho v_x(x \pm L_x, y \mp wt, z) \mp \rho w \]  

\[ E(x, y, z) \mapsto E(x \pm L_x, y \mp wt, z) \mp \rho v_z w + \rho w^2 / 2, \]
Figure 2. Left: fractional change in density in an axisymmetric nonlinear density wave at $t = 10T$ (dotted line), $50T$ (dashed line), and $100T$ (solid line), where $T = 5254.31$ is the wave period, on a grid of 40 cells. Right: fractional change in the wave amplitude as a function of time. Both quantities are defined in the text.

Figure 3. Images of the azimuthal velocity fluctuations $\delta v_y = v_y - 0.75 \Omega_0 x$ in the axisymmetric MRI computed with a grid of 256$^2$. From left to right and top to bottom the images are shown at times of 3.45, 3.70, 4.0, and 6.0 orbits, respectively. The images are scaled over $\pm 6 \times 10^{-4}$.

where $w = q \Omega_0 L_x$ is the difference in the orbital velocity across the domain. Although a variety of authors have already described the implementation of the shearing box boundary conditions in various codes (e.g., HGB; Gressel & Ziegler 2007), the details of the implementation can be important, thus we describe our methods below.

In Athena, we implement the shearing box boundary conditions by first applying periodic boundary conditions in the radial direction (with the appropriate shift in the $y$-momentum and energy given by Equations (39) and (40)), and then use a conservative remap of all quantities in the ghost cells in the $y$-direction by a displacement $wt$, the distance the boundaries have sheared in time $t$. This distance in general is not an integer number of cells. To remap the solution a fractional portion of a cell, we use the same higher order reconstruction functions as used in the integrator to compute the amount of each conserved variable to assign to the remapped cells. For the magnetic field, we remap each component in the ghost zones directly, rather
in three dimensions, and find the net toroidal flux introduced
and use the arithmetic average of flux in the domain is not conserved. Since the dynamics of the radial faces may not be identical due to the remap. In particular, integral of the fluxes of the conserved quantities over the two ghost zones anything more than interpolation, we have not found this to be a problem.

As pointed out by Gressel & Ziegler (2007), the shearing box boundary conditions can destroy conservation, because the integral of the fluxes of the conserved quantities over the two radial faces may not be identical due to the remap. In particular, if the integral in the y-direction of the azimuthal component of the emf at each radial face is not equal, then the net vertical flux in the domain is not conserved. Since the dynamics of the MRI is sensitive to the amplitude of the net vertical flux, this can represent a serious problem. To circumvent this issue, we remap the azimuthal component of the emf at each radial face, and use the arithmetic average of \( E_z \) computed for each grid cell at each radial face, and the remapped value of \( E_z \) from the corresponding grid cell on the opposite face, to update the magnetic field in the cells next to the boundary. Since the remap conserves the integral of \( E_z \) in the y-direction, the integral of the averaged \( E_z \) used to update the field on each boundary will be identical, and therefore this procedure conserves the net flux in the vertical direction to machine precision. In principle, this same procedure could be used for the fluxes of all the conserved quantities, to restore conservation in the domain. In particular, it can also be used to remap \( E_z \), so that the volume-averaged azimuthal flux of the magnetic field is conserved to machine precision. In practice, we find that with the orbital advection algorithm described in Section 5, the hydrodynamic variables are conserved accurately even without this extra step, so that we generally only correct \( E_z \) in this fashion.

In the same way that the net vertical flux in the domain is not conserved without a special treatment of the remap of \( E_z \), the net toroidal flux is not conserved without a special treatment of the remap of \( E_z \). We have run a variety of simulations of the MRI in three dimensions, and find the net toroidal flux introduced in this way is very small: the magnetic energy associated with this flux shows random fluctuations with a peak amplitude of around \( 10^{-9} \) of the thermal pressure for a zero-net-vertical flux simulation with an initial \( \beta = 4000 \). However, we have found that matching the order of the reconstruction used in the ghost cells with the order used in the integrator (that is, using third-order reconstruction in the ghost cells when third-order reconstruction is used throughout the rest of the domain) is important to keep this anomalous flux small. Using second-order reconstruction in the ghost zones produced a mean toroidal flux that is still very small, but 10 times larger than when third-order reconstruction is used in the ghost zones.

Efficient use of a large number (\( \gtrsim 10^3 \)) of processors on modern parallel computers requires domain decomposition of the grid in all three coordinate directions. However, parallelization of the shearing box boundary conditions can require complex book keeping if domain decomposition in the azimuthal direction is allowed, because the data in the ghost zones for each processor on the radial boundaries can require communication with up to three processors on the opposite boundary, depending on the configuration of the domains as they shear. To simplify the implementation, we first apply periodic boundary conditions (which are easily parallelized) to pass ghost cells between processors in the radial direction, followed by a remap in the azimuthal direction. The latter is easily parallelized using a cyclic shift operation across those processors that store neighboring grid patches in the azimuthal direction. The cyclic shift is also easily parallelized, and always occurs between the same set of processors along the boundary. The disadvantage of this method is that it adds extra MPI calls, however this is more than offset by the reduction in complexity of the code, and the fact that the resulting communication pattern is more regular and therefore in most circumstances likely to be more efficient.

5. ORBITAL ADVECTION

Orbital advection methods (Masset 2000; JGG: Johansen et al. 2009) exploit the fact that the background orbital motion \( \mathbf{v}_K \) is time independent and varies only in radius (the \( x \)-coordinate in the shearing box). Thus, by decomposing the velocity into two parts

\[
\mathbf{v} = \mathbf{v}_K + \mathbf{v}',
\]

where the components of the velocity fluctuation vector \( \mathbf{v}' \) are

\[
\begin{bmatrix}
    v'_x \\
    v'_y \\
    v'_z \\
\end{bmatrix} = \begin{bmatrix}
    v_x \\
    v_y + q\Omega_0 x \\
    v_z \\
\end{bmatrix}
\]

the equations of MHD in the shearing box (Equations (1) through (4)) can be rewritten as

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho}{\partial y} + \nabla \times [\rho \mathbf{v}'] = 0,
\]

\[
\frac{\partial \rho v'}{\partial t} + \frac{\partial \rho v'}{\partial y} + \nabla \times [\rho \mathbf{v}' \mathbf{v}' + T] = 2\Omega_0 (\rho v'_y \mathbf{j} + (q - 2)\Omega_0 (\rho v'_z \mathbf{j} - \rho \Omega_0^2 z \mathbf{k})
\]

\[
\frac{\partial E'}{\partial t} + \frac{\partial E'}{\partial y} + \nabla \times [E' \mathbf{v}' + T \times \mathbf{v}'] = \rho \mathbf{v}' \times \nabla \Phi_{SB} + (B_x B_y - \rho v'_x v'_y) \frac{\partial v_K}{\partial x}
\]
\[
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (v_K \times \mathbf{B}) - \nabla \times (\mathbf{v}' \times \mathbf{B}) = 0, \tag{46}
\]

where the total energy \( E' \) contains the kinetic energy in the velocity fluctuations (but not the background shear flow)

\[
E' = \frac{p}{\gamma - 1} + \frac{1}{2} \rho (\mathbf{v}' \cdot \mathbf{v}') + \frac{B^2}{2}, \tag{47}
\]

and the effective potential for the shearing box in the orbiting frame contains only the vertical gravity

\[
\Phi'_{SB} = \frac{1}{2} \Omega_0^2 z^2. \tag{48}
\]

Note the second term on the left-hand side in each of Equations (43) through (46) is a linear advection term with characteristic speed \( v_K \). This suggests a numerical algorithm based on splitting these equations into two systems, the first containing only the linear advection operators

\[
\frac{\partial \rho}{\partial t} + v_K \frac{\partial \rho}{\partial y} = 0, \tag{49}
\]

\[
\frac{\partial \rho \mathbf{v}'}{\partial t} + v_K \frac{\partial \rho \mathbf{v}'}{\partial y} = 0 \tag{50}
\]

\[
\frac{\partial E'}{\partial t} + v_K \frac{\partial E'}{\partial y} = (B_y B_y - \rho v'_x v'_y) \frac{\partial v_K}{\partial x}  \tag{51}
\]

\[
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (v_K \times \mathbf{B}) = 0. \tag{52}
\]

Note the extra terms on the right-hand side in the energy equation. These terms cannot be written as flux gradients, and must be treated as source terms. We discuss them in more detail below.

The remaining system of equations are the usual equations of MHD, written in terms of the velocity fluctuations \( \mathbf{v}' \) rather than the velocity \( \mathbf{v} \), that is,

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot [\rho \mathbf{v}'] = 0, \tag{53}
\]

\[
\frac{\partial \rho \mathbf{v}'}{\partial t} + \nabla \cdot [\rho \mathbf{v}' \mathbf{v}' + \mathbf{T}] = 2 \Omega_0 (\rho v'_y) \hat{i} \\
+ (q - 2) \Omega_0 (\rho v'_y) \hat{j} - \rho \Omega_0^2 z \hat{k} \tag{54}
\]

\[
\frac{\partial E'}{\partial t} + \nabla \cdot [E' \mathbf{v}' + \mathbf{T} \times \mathbf{v}'] = \rho \mathbf{v}' \times \nabla \Phi'_{SB}, \tag{55}
\]

\[
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v}' \times \mathbf{B}) = 0. \tag{56}
\]

Note that since these equations written using \( \rho v'_y \) and \( E' \) as the conserved variables, instead of \( \rho v_y \) and \( E \), the shearing box source terms are modified compared to the original system Equations (1) through (4).

Developing numerical algorithms to solve these two systems of equations is straightforward. In particular, since the second system Equations (53) through (56) are just the usual equations of MHD, but written in terms of a vector of conserved variables \( \mathbf{q} = (\rho, \rho \mathbf{v}' , E', \mathbf{B}) \), the standard CTU+CT algorithm in Athena can be used to integrate these equations, with the appropriate Crank–Nicholson time differencing of the shearing box source terms in the momentum fluctuation equation, and the gradient of the effective gravitational potential in the energy equation. These source terms are in fact simpler than in the original system, and the techniques described in Section 3 apply directly. Since the variables being updated are the momentum fluctuations themselves, the source terms added to the reconstruction step and transverse flux gradient corrections (see Section 3.2) are modified appropriately. Moreover, since the Riemann solver now returns the fluxes of the momentum fluctuations directly, the conversions in Equations (31) and (32) are no longer necessary. Note that the CFL stability condition for this system is based only on the amplitude of the velocity fluctuations, that is,

\[
\delta t = C_o \min \left( \frac{\partial x}{|v'_y| + C_{f_x} h_{i,j,k}}, \frac{\partial y}{|v'_y| + C_{f_y} h_{i,j,k}}, \frac{\partial z}{|v'_y| + C_{f_z} h_{i,j,k}} \right), \tag{57}
\]

where \( C_o \ll 1 \) is the CFL number, and \( C_{f_x}, C_{f_y}, C_{f_z} \) are the fast magnetosonic wave speeds in the \( x, y, z \)-directions, respectively, and the minimum is taken over all grid cells. Since the background orbital flow becomes supersonic for \( |x| > H/q \), where \( H = C_s / \Omega_0 \) is the scale height in the disk, the time step can be much larger using orbital advection in domains that roughly span \( H \) or larger in the radial direction. This is the primary advantage of the method.

Since the first system of Equations (49) through (52) are linear advection operators in one dimension, the numerical algorithms to integrate these equations are particularly simple. The finite-volume discretization of the first three of these equations can be written as

\[
U^n_{i,j,k} = U^n_{i,j,k} - (\delta t / \delta y) (\bar{f}_{i,j+1/2,k} - \bar{f}_{i,j-1/2,k}), \tag{58}
\]

where \( U \) represents each of the conserved quantities, and \( \bar{f}_{i,j+1/2,k} \) are the upwind fluxes of these quantities at cell interfaces in the \( y \)-direction. These fluxes are simply the integral of \( U \) over the domain \( v_K t \) upstream of the appropriate interface, for example,

\[
\bar{f}_{i,j-1/2,k} = \int_{(y_{j-1/2})}^{y_{j+1/2}} U^n(x_i, y, z_k) dy. \tag{59}
\]

Numerically, this integral is converted into a finite sum over all the grid cells upstream of the interface in the \( y \)-direction. In general, the domain of dependence \( v_K t \) will span a non-integer number of cells. For those cells entirely contained in the domain, the volume-averaged value of \( U \) is added to the sum. For the one cell that is only partially contained within the integral, the higher-order reconstruction functions described in Section 4 of SGTHS are used to evaluate the fraction of the conserved variable that contributes to the integral. Note there is no time step constraint for stability of this algorithm. The domain of dependence can be arbitrarily large, and span any
number of grid cells. The step simply represents a conservative remap of the solution in the y-direction by a distance \( v_K \delta t \).

There are two aspects to the orbital integration algorithm that warrant some discussion. The first is the integration of the induction equation. Note, we have written Equation (52) in a form that suggests the use of the CT algorithm with an effective emf given by \( \mathbf{E} = -v_K \times \mathbf{B} \). The components of this emf are

\[
(E_z, E_y, E_x) = (-v_K B_z, 0, v_K B_x).
\]  

(60)

The centering of the components of the emf used in Athena are shown in Figure 1 in SGTHS. The discrete form of the CT update for each component of the magnetic field is given by Equations (16) through (18) in SGTHS. The CT algorithm for orbital advection simply requires the calculation of the effective emf by integration of each component of the electric field \( \mathbf{E} \) upstream of the appropriate cell edges distance \( v_K \delta t \), that is,

\[
E_{x,i,j-1/2,k-1/2}^{n+1/2} = -\int_{\gamma_{j-1/2}-v_K\delta t}^{\gamma_{j-1/2}} v_K B_x^{n}(x_j, y, z_{k-1/2}) dy
\]

(61)

\[
E_{z,i,j-1/2,k-1/2}^{n+1/2} = \int_{\gamma_{j-1/2}-v_K\delta t}^{\gamma_{j-1/2}} v_K B_z^{n}(x_j-1/2, y, z_{k}) dy.
\]

(62)

By using a CT discretization of Equation (52) to evolve the magnetic field in the orbital advection step, we preserve the divergence-free constraint to machine round-off during the orbital advection step. Moreover, note that there are no source terms required in Equation (52). The growth or decay of \( B \), due to the shear is naturally captured in the CT difference formulae, avoiding any divergence-free interpolation as required in the algorithm of JGG.

The second aspect of the orbital advection step that requires further discussion is the integration of the energy Equation (51). Note the source terms that appear on the right-hand side, which represent the work done by Reynolds and magnetic fields. The growth or decay of energy source terms required in Equation (52). The growth or decay of energy due to the shear is naturally captured in the CT difference formulae, avoiding any divergence-free interpolation as required in the algorithm of JGG.

The growth or decay of the total volume-averaged energy \( \Omega_0 \), which represents the work done by Reynolds and magnetic field, is

\[
\frac{d}{dt} \left( \Omega_0 \right) = \sum_{\text{source terms}}.
\]

The growth or decay of energy due to the shear is naturally captured in the CT difference formulae, avoiding any divergence-free interpolation as required in the algorithm of JGG.

### 5.1. Tests of Orbital Advection

To test our orbital advection algorithm, we have run calculations in both two dimensions (in the x-y plane), and full three dimensions. Our calculations span \(-L_x/2 \leq x \leq L_x/2\), \(-L_y/2 \leq y \leq L_y/2\), and \(-L_z/2 \leq z \leq L_z/2\). We set the orbital frequency \( \Omega_0 = 10^{-3} \), the shear parameter \( q = 3/2 \), and unless otherwise stated adopt an isothermal equation of state with sound speed \( C_s \) (we give the value of \( C_s \) used for each test below). As before, we set the initial density \( \rho_0 = 1 \) and orbital velocity \( v_i,0 = -q \Omega_0 x_i \), and we use third-order reconstruction, the HLLC (for hydrodynamics) or HLLD (for MHD) Riemann solver, and the CTU+CT unsplit integrator for all the tests.

Our first test of orbital advection is the evolution of a hydrodynamic shearing wave (Johnson & Gammie 2005, Balbus & Hawley 2006; Shen et al. 2006). We use a domain of size \( L_x = L_y = L_z = 1 \), an isothermal equation of state with sound speed \( C_s = 1.29 \times 10^{-3} \), and an initial wavevector \( 2\pi k_0/L = (8, 2, 2) \). We expect the maximum amplification of the wave amplitude to be 17, at time \( t \Omega_0 = 8/3 \). Figure 5 compares the amplitude of the kinetic energy associated with the x-component of the velocity both with and without the orbital advection algorithm at various resolutions. In both cases, the evolution is accurately captured provided there are at least eight grid points per wavelength in the initial conditions. Most importantly, there is virtually no aliasing in the solutions at late times. In both cases, the kinetic energy decays over five orders of magnitude, with no periods of sustained growth after the maximum.

Our first full MHD test of orbital advection is the advection of a weak \( (\beta = 2 \times 10^6) \) field loop. This test has been useful for developing the CT algorithm implemented in Athena (Gardiner & Stone 2005a, 2008; Stone et al. 2008). We use a domain of size \( L_x = 3 \) and \( L_y = 8 \), an isothermal equation of state with sound speed \( C_s = 10^{-3} \), and initialize the field loop following the method described in GS05 centered at the origin. To make the problem more complex, we introduce a uniform radial velocity \( v_r = C_s \), which causes the loop to execute epicyclic oscillation as it is sheared. The amplitude of these oscillations is large enough so that the outer one quarter of the loop crosses the radial boundary at the extrema of the motion. This tests whether our implementation of the shearing box boundary conditions described in Section 4 can maintain the integrity of the loop. Figure 6 shows plots of the field lines at four times in the evolution. Note there are no indications of the stripes that appear if the emfs are computed incorrectly (see Figures 2 and 3 in GS05), confirming the upwind CT method developed by GS05 to compute the emfs also works well with orbital advection. In addition, there are no features in the loop associated with the boundaries, indicating our implementation of the shearing box boundary conditions is accurate.

Another sensitive MHD test recently introduced by JGG is the evolution of a compressible shearing wave (Johnson 2007). We have repeated the test shown in Figure 11 of JGG, and compared the resulting solution to a numerical integration of the ODEs that describe the analytic solution to the problem kindly provided to us by B. Johnson. The calculation uses a domain of size \( L_x = L_y = L_z = 1 \), and a numerical resolution of \( N \times N/2 \times N/2 \), where \( N = 16, 32, \) and 64 (these values are chosen to match those used by JGG). An isothermal equation of state with \( C_s = 1 \) is adopted, and for this test we use \( \Omega_0 = 1 \). Although the details of how to initialize such tests are given in the Addendum to JGG, to be specific we give the initial conditions that we actually used in Athena for this test,
namely density $\rho = 1 + 5.48082 \times 10^{-6} \cos (k_0 \times x)$, velocity fluctuations $\mathbf{v} = (-4.5856 \times 10^{-6}, 2.29279 \times 10^{-6}, 2.29279 \times 10^{-6}) \cos (k_0 \times x)$, and magnetic field $\mathbf{B}/\sqrt{4\pi} = (5.48082 \times 10^{-7}, 1.0962 \times 10^{-6}, 0) \cos (k_0 \times x) + (0.1, 0.2, 0)$, where the wavevector $k_0$ has components $(-2, 1, 1)(2\pi/L)$. Figure 7 shows the time evolution of the volume-averaged perturbations in the real part of the azimuthal component of the magnetic field, defined as

$$\delta B_y = \int_V 2(B_y - \hat{B}_y) \cos (k(t) \times x), \quad (64)$$

where $B_y$ is the numerical solution computed by Athena, $\hat{B}_y = 0.2 - 0.15\Omega_0 t$ is the expected evolution of the real part of the field, and the wavevector has components $k(t) = (-2 + q\Omega_0 t, 1, 1)(2\pi/L)$. Note the highest resolution solution, which has 32 grid points per wavelength in each direction initially, is indistinguishable from the semi-analytic solution.

It is instructive to compare the nonlinear saturation of the MRI in calculations both with and without orbital advection. We present the evolution of two different three-dimensional calculations, one with orbital advection and the other without. Both start with net vertical flux, $\mathbf{B} = (0, 0, (2p_{0/\beta})^{1/2} \sin 2\pi x/L_x)$,
where $\beta = 400$, use a domain of size $L_x = L_y = 8H$, and $L_z = H$ (where $H = C_s/\Omega_0 = 1$), and adopt an isothermal equation of state with $C_s = 10^{-3}$. The resolution is $32/H$ in each dimension. Figure 8 plots the time evolution of the magnetic energy in both cases. In the nonlinear regime, the time step in the calculation with orbital advection was on average 4.3 times larger than the calculation without. The results show that the solutions are in excellent qualitative agreement. Because the nonlinear evolution of the MRI is chaotic (Winters et al. 2003), we do not expect exact agreement, but only the same values for suitably time-averaged quantities. The level of agreement between our two calculations is similar to that reported by JGG. These authors point out that because the truncation error varies between our two calculations is similar to that reported by JGG, and indeed we confirm this result. A variety of other results from this study will be reported elsewhere. Here we note that without orbital advection, mass conservation can be a problem at the lowest resolutions. At $32/H$, roughly 8% of the initial mass is lost by 100 orbits, with the mass loss rate essentially constant with time. The mass loss rate decreases with resolution, however even at $256/H$, 1.5% of the mass is lost by 100 orbits. The use of orbital advection greatly improves conservation. After 100 orbits, we find only 0.03% of the initial mass is lost by 100 orbits with orbital advection, and this number is independent of resolution.

Finally, we have also used simulations of the MRI with an adiabatic equation of state to investigate the implementation of the source terms in the energy equation in the orbital advection step. We have repeated a simulations with net vertical flux $B = (0, 0, (2p_0/\beta)^{1/2})$, where $\beta = 400$, in a domain of size $L_x = H$, $L_y = 2\pi H$, and $L_z = H$, using a resolution of $64 \times 128 \times 64$. This is a repeat of run Z2 in Gardiner & Stone (2005b). The calculation starts with $p_0 = 10^{-6}$, and uses $\gamma = 5/3$. We have run calculations both with and without orbital advection, and compared the resulting time evolution of the total energy with Figure 3 in Gardiner & Stone (2005b). Again, because of the chaotic nature of the MRI, we do not recover exact agreement in the two calculations; however both show growth of the total energy at very similar time-averaged rates, with all of the increase after saturation occurring in the internal energy density.

6. APPLICATION TO THE MRI

The test results presented in the previous section demonstrate that the orbital advection algorithm is at least as accurate (although perhaps not any more accurate) as integrations that do not use it. The primary advantage of orbital advection, however,
is not that it is more accurate, but that it removes the background shear flow from the time step stability limit, and therefore enables much more efficient studies of accretion flows over a wide range of radii. Moreover, the new method based on CT introduced in this paper is simpler than previous approaches, and preserves the divergence-free constraint to machine precision.

Figure 10 shows images of the density and azimuthal velocity fluctuations in a shearing box simulation of the MRI in a very wide domain of size $L_x = L_y = 32H$, and $L_z = H$, using a resolution of $32/H$ in each dimension, or $1024 \times 1024 \times 32$. The initial conditions and parameters of the calculation are identical to that presented in Figure 8. Interestingly the spiral density waves excited by the MRI are immediately obvious, and have the same pitch angle as in smaller domains, indicating the box size does not determine these features (Heinemann & Papaloizou 2009a, 2009b). Recently Johansen et al. (2009) have reported long-lived density features in domains with wide vertical extent, and a more careful analysis of this and other runs reproduces this result. The time-averaged Maxwell stress in this calculation is little different than the value in much smaller domains, indicating the turbulent stress must be localized on scales $\lesssim H$ (Guan et al. 2009).

JGG found unphysical features in the time-averaged radial density profile even with orbital advection, wherever the orbital shear displacement was close to an integer number of zones.

In Figure 11, we plot this profile for the calculation shown in Figure 10. Using the time step measured from this simulation,
the radial locations where $\delta t q_0 / \delta y$ is an integer are plotted as vertical dashed lines. There are no significant extrema at these locations, indicating the stress and truncation error are smooth with radius. This is another advantage of the MHD orbital advection algorithm developed in this paper.

In summary, we have described the inclusion of source terms for the shearing box approximation in the Athena MHD code, including a Crank–Nicholson time differencing that preserves the amplitude of epicyclic oscillations exactly. We have also described an orbital advection algorithm based on CT for evolving the induction equation to preserve the divergence-free constraint on the magnetic field. We have shown that this algorithm provides more accurate solutions at less computational cost. These algorithms have already been used to study hydrodynamic turbulence in the shearing box (Shen et al. 2006). A number of new studies of the MRI in wide radial domains in both unstratified, and vertically stratified disks are underway (Davis et al. 2010).

We thank Sebastien Fromang, Charles Gammie, John Hawley, Bryan Johnson, E. Ostriker, and Jake Simon for helpful discussions, and S. Fromang for providing the initial conditions for the nonlinear density wave test, and B. Johnson for providing the reference solution for the MHD shearing wave test. Financial support was provided by the DOE through DE-FG52-06NA26217. Simulations were performed on computational facilities at the Princeton Institute for Computational Science and Engineering, and through resources provided by the NSF grant AST-0722479.
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