SVD-PINNs: Transfer Learning of Physics-Informed Neural Networks via Singular Value Decomposition
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Abstract—Physics-informed neural networks (PINNs) have attracted significant attention for solving partial differential equations (PDEs) in recent years because they alleviate the curse of dimensionality that appears in traditional methods. However, the most disadvantage of PINNs is that one neural network corresponds to one PDE. In practice, we usually need to solve a class of PDEs, not just one. With the explosive growth of deep learning, many useful techniques in general deep learning tasks are also suitable for PINNs. Transfer learning methods may reduce the cost for PINNs in solving a class of PDEs. In this paper, we proposed a transfer learning method of PINNs via keeping singular vectors and optimizing singular values (namely SVD-PINNs). Numerical experiments on high dimensional PDEs (10-d linear parabolic equations and 10-d Allen-Cahn equations) show that SVD-PINNs work for solving a class of PDEs with different but close right-hand-side functions.

Index Terms—Physics Informed Neural Networks, Transfer Learning, Singular Value Decomposition

I. INTRODUCTION

Deep learning methods are widely studied empirically and theoretically, in computer vision, natural language processing, and healthcare, etc. Recently, researchers began to focus on solving complicated scientific computing problems by deep learning techniques, e.g., forward and inverse problems of PDEs, uncertainty quantification as well as solving large-scale linear systems.

Following some pioneering works of solving PDEs by deep neural networks, Raissi, Perdikaris and Karniadakis proposed the physics-informed neural networks which efficiently solve high-dimensional forward and inverse PDEs problems by leveraging interior and initial/boundary conditions. Later, PINNs is extended to solve some more complicated and specific scientific computing problems, e.g., fractional PDEs, stochastic PDEs, and high dimensional problems.

Some theoretical and empirical investigations contribute to understanding and improving the performances of PINNs. Shin, Darbon and Karniadakis introduced Hölder regularization terms in the loss function for PINNs and analyzed the convergence of the loss in terms of the number of training data. Under Hölder’s continuity, the empirical loss with a finite number of training data is close to the exact loss. Moreover, the accuracy of the solution is also guaranteed for second-order elliptic equations under the maximal principle. Jagtap, Kawaguchi, and Karniadakis introduced learnable parameters in the activation functions of neural networks to adaptively control learning rates and weights for each node. In Wang, Yu, and Perdikaris analyzed the training dynamics of PINNs using neural tangent kernel theory and adaptively assigned weights of the loss to accelerate the convergence of PINNs.

However, there are still a bunch of unsolved works for PINNs to be investigated. For example, how to automatically determine hyperparameters that balance interior and initial/boundary conditions? To the best of our knowledge, we tune the hyperparameters mostly by trials and experience. Moreover, we can only solve a single PDE by one neural network and we are required to retrain and store the model for another one even if they have some similarities. For example, if several PDEs have the same differential operators but different right-hand-side functions, can we reduce the computation and storage for solving these PDEs based on their similarities and shared information? In this paper, we aim to solve the latter problem for PINNs by transfer learning methods.

A. Transfer Learning

Transfer learning is a machine learning problem that aims to gain some information from one problem and apply it to different but related problems for lower costs. For deep neural networks, transfer learning may generalize better and avoid overfitting. Parameters in front layers are usually used for extracting some fundamental information and thus are applicable for various related tasks. Therefore, a straightforward strategy is fixing the front layers and only optimizing the top layers in the current task. Moreover, previously trained parameters sometimes are good initialization for current models.
A natural question is whether transfer learning is valid for training PINNs. Specifically, for a class of PDEs whose differential operators are the same but their right-hand side functions are different, transfer learning may help to train PINNs at lower costs. The idea of transfer learning for training PINNs was studied in [1]. Parameters of hidden layers are frozen and only the parameters for the output layer are trainable. Experimental results in [1] show that transfer learning works well and reduces the storage of PINNs. A transfer neuroevolutionary algorithm was proposed recently in [21], which is computationally more efficient than the original neuroevolutionary algorithm in training PINNs. Unlike some popular transfer learning methods, it does not strictly freeze any of the model parameters, allowing the learning algorithm to adaptively transfer online.

B. The Contribution

In this paper, we proposed a singular-values-based transfer learning method of PINNs for solving a class of PDEs, namely SVD-PINNs. Compared with works in [1], the proposed SVD-PINNs freeze the bases for the parameters matrix of the hidden layer and singular values are trainable. Numerical experiments on high-dimensional PDEs (10-d linear parabolic equations and 10-d Allen-Cahn equations) are conducted. We observed that the main challenge and difficulty of the proposed method is the optimization of singular values. Successful optimization of singular values contributes to better performances of SVD-PINNs than the model in [1]. Conversely, SVD-PINNs with biased and inaccurate singular values have worse results.

The outline of the paper is given as follows. In section II, we first briefly introduce and review PINNs and a transfer learning method of PINNs for solving a class of PDEs, namely SVD-PINNs. In section III, some numerical observations are displayed. We discuss some potential future works in section IV.

C. Some Potential Limitations

However, there are some potential limitations of the SVD-PINNs that are not well studied in the paper and we left them as future works.

Firstly, the theoretical analysis for SVD-PINNs. In section II we provide some intuitive explanations for designing SVD-PINNs. However, it lacks strict mathematical guarantees (e.g., convergence and generalization analysis).

Secondly, the optimization for singular values. Gradient-based (global) methods and projections are adapted for optimizing SVD-PINNs since singular values are non-negative. However, these optimizers usually are not valid and convergent for solving constrained optimization problems, without the convexity condition. Numerical results show that successful optimization of singular values for SVD-PINNs performs well, while SVD-PINNs with inaccurate singular values have large relative errors to solutions.

D. Notations

Throughout the paper, we denote $\| \cdot \|_2$ as the Euclidean norm for vectors and the corresponding 2-norm for matrices. We use boldface capital and lowercase letters to denote matrices and vectors respectively. Singular value decomposition (SVD) always exists for any real matrix $A \in \mathbb{R}^{m \times n}$, i.e., there exist real unitary matrices $U$ and $V$, and non-negative diagonal matrix $D$, such that

$$A = U \ast D \ast V^T,$$

where diagonals of $D = \text{diag}(\sigma_1, \cdots, \sigma_m)$ are singular values of $A$. The relative error is defined as

$$\text{err}\{\{\hat{y}_i\}; \{y_i\} \} = \sqrt{\sum_{i=1}^n (\hat{y}_i - y_i)^2 / \sum_{i=1}^n y_i^2},$$

where $\{\hat{y}_i\}$, $i = 1, \cdots, n$ are predictions and $\{y_i\}$ are accurate values.

II. METHODS

A. Physics-Informed Neural Networks (PINNs)

We first briefly review the significant work in [15], which opened the door for mathematical machine learning in scientific computing. For a given PDE

$$\begin{align*}
D[u, x] &= f(x), \quad x \in \Gamma \subset \mathbb{R}^d, \\
B[u, x] &= g(x), \quad x \in \partial \Gamma,
\end{align*}$$

where $D$ and $B$ are differential operators in the interior and on the boundary respectively, $\Gamma$ is an open set of our interest and $\partial \Gamma$ is its boundary, we adopt a neural network $\phi(x; \theta)$ as a surrogate to the solution $u(x)$. Here, $\phi(x; \theta)$ is a fully connected neural network parameterized by $\theta$. In this paper, we consider two-hidden-layer neural networks defined as

$$\begin{align*}
\phi(x; \theta) &= W_2 \cdot (\sigma(W_1 \cdot (\sigma(W_0 x + b_0) + b_1)) + b_2), \\
\theta &= \{W_2, W_1, W_0, b_2, b_1, b_0\},
\end{align*}$$

with activation function $\sigma(x) = \text{ReLU}^k(x)$ [22] or $\sigma(x) = \text{tanh}(x)$ [15]. With interior training samples $\{x_i\}_{i=1}^{n_1}$ and initial/boundary samples $\{\bar{x}_j\}_{j=1}^{n_2}$, the loss function of PINNs is formulated as

$$\min_{\theta} \nu \cdot \frac{1}{n_1} \sum_{i=1}^{n_1} \frac{1}{2} \|D[\phi(x_i; \theta), x_i] - f(x_i)\|^2_2 + \frac{1}{n_2} \sum_{j=1}^{n_2} \frac{1}{2} \|B[\phi(\bar{x}_j; \theta), \bar{x}_j] - g(\bar{x}_j)\|^2_2,$$

where the hyperparameter $\nu > 0$ balances the interior and initial/boundary conditions.

The method above solves a single PDE, which implies that one neural network corresponds to one PDE, even if several PDEs have similarities and shared information. DeepONet [10] is capable of solving a class of PDEs by learning the differential operator from training samples. However, it requires sufficient solution data, which is usually inaccessible.
B. Transfer Learning of PINNs

Desai, Mattheakis, Joy, Protopapas, and Roberts [3] proposed a transfer learning method of PINNs for solving a class of PDEs. For a class of PDEs with the same differential operators \( D \) and \( B \) but different right-hand side functions \( \{f_c(x)\}_c \) and \( \{g_c(x)\}_c \), the corresponding approximate solution \( \phi(x;\theta_c) \) shares some parameters \( \{W_1, W_0, b_2, b_1, b_0\} \) but only \( W_2 \) is trainable. More specifically, we first pre-train the model \( \phi(x;\theta_c) \) for a given \( c \), and then parameters \( \{W_1, W_0, b_2, b_1, b_0\} \) are frozen. For other \( c \), we only optimize the parameters \( W_2 \) in the output layer to minimize \( SVD-PINNs \). Note that the loss function for \( W_2 \) is convex, when the differential operators \( D \) and \( B \) are linear. Therefore, efficient solvers can accurately find the optimal \( W_2 \). However, it raises a concern for the capacity of the model, since only \( W_2 \) is trainable.

C. SVD-PINNs

In this part, we present a novel singular-value-decomposition (SVD) based transfer learning of PINNs, namely SVD-PINNs.

1) Motivation: It is redundant and costly to train PINNs one-by-one for a class of right-hand side functions \( \{f_c(x)\}_c \) and \( \{g_c(x)\}_c \). If the image of the solution is in \( \mathbb{R}^\epsilon \) and both the first and the second hidden layers are of the same length \( m \), then we need to store \( (m^2 + (r + d + 1) \cdot m + r) \) parameters for each PINN. Therefore, techniques that make use of shared information and reduce costs are essential for solving a class of similar PDEs. When \( m \) is large, the dominant storage comes from the matrix \( W_1 \in \mathbb{R}^{m \times m} \).

The parameters matrix \( W_1 \) is mostly related to the differential operators \( D \) and \( B \). Considering a linear PDE, the finite difference method is equivalent to solving a linear system

\[
A v = b. \tag{4}
\]

Here, the matrix \( A \) is a discretization of the differential operator \( D \) with \( B \). The vector \( v \) denotes the approximate solution at discretization (grid) points, i.e., \( v \approx [u(x_i)] \) for \( x_i \in S \), where \( S \) is the set of grid points. If we approximate the solution by neural networks \( \phi(x;\theta) \), i.e.,

\[
A \phi(X;\theta) = b,
\]

then

\[
A \left( \sigma \left( \sigma(X W_0^T) \right) \right) \cdot W_1^T \cdot W_2^T = b,
\]

where we omit the bias terms in the neural networks and \( X = [x_i] \) is the collection matrix of grid points. For different right-hand functions \( f \) and \( g \), we may merely need to change \( b \). Therefore, the transfer learning of PINNs with training on \( W_2 \) performs well in this sense. However, empirically, we will never achieve the optimal (exact) weights of \( W_0 \) and \( W_1 \). However, the estimated weights should be close enough to the desired ones. For further corrections on estimated \( W_0 \) and \( W_1 \) but keeping lower computational and storage costs, we freeze the base vectors of \( W_1 \). Specifically, for PDEs with different right-hand side functions, the corresponding approximate solution \( \phi(x;\theta_c) \) may share the bases of \( W_1 \), i.e., \( U \) and \( V \) are frozen with \( W_1 = U \ast D \ast V^T \) for different \( c \). Therefore, instead of updating the whole matrix \( W_1 \), only \( m \) singular values of \( W_1 \) are trainable.

2) Algorithm: Bases \( \{U, V\} \) for \( W_1 \) are frozen after pre-training and parameters \( \{D, W_2, W_0, b_2, b_1, b_0\} \) are trainable, where \( D \) is the singular values of \( W_1 \). The detailed algorithm for the singular-value-decomposition-based transfer learning of PINNs (SVD-PINNs) is shown in Algorithm [1]. We adopt some state-of-the-art gradient-based first-order methods to iteratively update parameters (in lines 6 and 7 in Algorithm [1]), e.g., simple gradient descent, RMSProp [5] and Adam [7]. Numerical explorations in section III show better performances of gradient descent and RMSProp than Adam in several examples. However, we should be careful that singular values \( D \) should be non-negative. Therefore, the target is a constrained optimization problem. The above gradient-based (global) methods with projection are not guaranteed to converge and find the optimal solution, without the convexity condition. Gradient-based (global) methods with projection are widely used for solving constrained (nonconvex) problems in deep learning applications and achieving numerical efficiency. For example, in training Wasserstein GANs, we first transform the Lipschitzness constraints to the boundedness of parameters, and then gradient-based (global) methods with clipping are adopted [1].

3) Advantages: Imaging that if we aim to solve \( n \) PDEs with the same differential operators but different right-hand side functions \( f_c \) and \( g_c \), the general PINNs method without transfer learning are required to optimize and store \( n \) different neural networks, where the total storage is of \( n \cdot (m^2 + (r + d + 1) \cdot m + r) \) parameters. For the proposed SVD-PINNs, \( n \cdot ((r + d + 2) \cdot m + r) + 2m^2 \) parameters are stored. The SVD-PINNs method saves much storage compared with the general PINNs method when \( n \gg 1 \).

Furthermore, numerical comparisons in section III show the reasonableness and effectiveness of singular-values optimization in the transfer learning of PINNs (SVD-PINNs).

III. EXPERIMENTAL RESULTS

In this section, we report experimental results on transfer learning of PINNs in solving high dimensional PDEs (10-d Allen-Cahn equations and 10-d hyperbolic equations) via optimizing singular values. Compared with the simple method that fixes the hidden layer, the proposed method achieves lower relative error for the solution.

All parameters are optimized by the Adam optimizer with the learning rate 1e-3, except updating singular values in the proposed SVD-PINNs method. Two-hidden-layer and fully connected neural networks are adopted.
Algorithm 1 SVD-PINNs

**Input:** samples \( \{x_i\}_{i=1}^{n_x} \) and \( \{\tilde{x}_j\}_{j=1}^{n_y} \) in

**Output:** \( \{\theta_i\}_n \) out

**Pretraining:**
1. Using gradient-based methods to optimize the loss \( f_0, g_0 \), we have the output parameters \( \theta_0 = \{W_2, W_1, W_0, b_2, b_1, b_0\} \).
2. Applying the SVD to \( W_1 = U \ast D \ast V^T \) and \( \{U, V\} \) are frozen for all \( \theta_\epsilon \). \( \{D, W_2, W_0, b_2, b_1, b_0\} \) are trainable parameters. **Transfer Learning of PINNs for a given \( \epsilon \) (Finetuning):**
3. \( \theta_\epsilon(0) = \theta_0 \).
4. for \( t = 1 \) to \( T \) do
5. Updating parameters \( \{W_2, W_0, b_2, b_1, b_0\} \).
6. Updating singular values \( D \).
7. We have the current parameters \( \theta_\epsilon(t) \).
8. end for
9. \( \theta_\epsilon = \theta_\epsilon(T) \)
10. **Return** \( \{\theta_\epsilon\}_n \)

---

**A. Linear Parabolic Equations**

We test the proposed SVD-PINNs in solving the following 10-dimensional linear parabolic equations:

\[
\frac{\partial u}{\partial t} (t, x) - \nabla_x \cdot (a(x) \nabla_x u(t, x)) = f_\epsilon(t, x), \quad \text{in } (0,1) \cup \Omega,
\]

\[
u(t, x) = g_\epsilon(t, x), \quad \text{on } (0,1) \cup \partial\Omega,
\]

\[
u(0, x) = h_\epsilon(x), \quad \text{in } \Omega,
\]

where \( a(x) = 1 + \frac{1}{2} ||x||_2 \), \( \Omega = \{x : ||x||_2 < 1\} \) is the region of our interest for the spatial domain and \( \partial\Omega = \{x : ||x||_2 = 1\} \) is its boundary. Here, right-hand sides of the PDE (i.e., \( f_\epsilon, g_\epsilon \) and \( h_\epsilon \)) are set by the exact solution

\[
u_\epsilon(t, x) = \exp \left(||x||_2 \cdot \sqrt{1-t} + \epsilon \cdot (1-t)\right).
\]

Note that \( u_\epsilon, f_\epsilon, g_\epsilon \) and \( h_\epsilon \) are differential (and thus continuous) with respect to \( \epsilon \). We first pretrain the model on the PDE with \( \epsilon = 0 \), and then some transfer learning strategies are adopted in solving PDEs with different \( \epsilon \) (i.e., \( \epsilon = 0.5 \) and \( \epsilon = 2 \)).

Figures 1 and 2 show results of SVD-PINNs in solving linear parabolic equations with \( \epsilon = 0.5 \) and \( \epsilon = 2 \) respectively.
We try different state-of-the-art optimizers in deep learning, e.g., simple gradient descent (GD), RMSProp, and Adam, in optimizing singular values of the parameters matrix $W_1$. We observe from curves in Figures 1a and 2a that GD with learning rate $\eta = 1e^{-1}$ and RMSProp with $\eta = 1e^{-2}$ achieve the lowest relative error of the solution. Moreover, SVD-PINNs with other optimizers perform comparatively or a little bit better than the simple transfer learning method that fixes the parameters $W_1$ (i.e., $\eta = 0$). It further implies that we should focus on the optimization of singular values, since inappropriate optimization may lead to worse results. Note that we apply the gradient-based methods for singular values and then directly do clipping (projection) to guarantee the non-negative definiteness. However, as mentioned before, singular values are non-negative, and thus optimizing SVD-PINNs is actually a constrained optimization problem. Strictly speaking, gradient-based methods with clipping may not be suitable for SVD-PINNs. Therefore, a more practical and reasonable method for optimizing SVD-PINNs may further enhance the performance of SVD-PINNs and reduce the relative error. We also compare the proposed method and the simple transfer learning method with full training that updates all parameters. As are shown in Figures 1b and 2b, full training (i.e., training all parameters simultaneously) is sensitive to learning rates and achieves larger relative error while transfer learning methods are relatively more stable. It is consistent with the fact that transfer learning may stabilize the training of parameters and generalize better.

**B. Allen-Cahn Equations**

In this section, we consider the following 10-dimensional nonlinear parabolic (Allen-Cahn) equation:

$$
\frac{\partial u}{\partial t}(t, x) - \Delta_x u(t, x) - u(t, x) + u^3(t, x) = f_\epsilon(t, x),
$$

in $(0, 1) \cup \Omega$,

$$
u(t, x) = g_\epsilon(t, x), \text{ on } (0, 1) \cup \partial \Omega$$

$$
u(0, x) = h_\epsilon(x), \text{ in } \Omega, \quad (7)
$$

with $\Omega = \{x : \|x\|_2 < 1\}$. Here, right-hand sides of the PDE (i.e., $f_\epsilon$, $g_\epsilon$ and $h_\epsilon$) are set by the exact solution

$$
u_\epsilon(t, x) = \exp(-t) \cdot \left( \sin\left(\frac{\pi}{2}(1 - \|x\|_2)^{2.5}\right) + \epsilon \cdot \sin\left(\frac{\pi}{2}(1 - \|x\|_2)\right) \right). \quad (8)
$$
Similarly, $u_\epsilon$, $f_\epsilon$, $g_\epsilon$ and $h_\epsilon$ are differentiable (and thus continuous) with respect to $\epsilon$. We first pretrain the model on the Allen-Cahn equation with $\epsilon = 0$, and then apply some transfer learning strategies to solve PDEs with $\epsilon = 0.5$, $\epsilon = 2$ and $\epsilon = 50$.

Results are displayed in Figures 3 and 4. Here are our observations. Firstly, SVD-PINNs optimized by GD with learning rates 1e-2 have the lowest relative error. However, in solving linear parabolic equations, RMSProp outperforms other optimizers. It further implies the difficulty of the optimization for singular values. We typically regard optimizers as hyperparameters in deep learning and choose them mainly by trials. In Figures 3b and 4b, it is within our expectation that the neural network with full training definitely achieves lower relative error if well optimized, because of its larger capacity compared to transfer learning models that fix some parameters.

Figure 5 shows the effectiveness of training singular values in SVD-PINNs, especially for large $\epsilon$. In Figures 3b, 4b and 5, the full training method achieves comparable results but the gap between SVD-PINNs and the simple transfer learning method is enlarged, in the case of large $\epsilon$. We also plot singular values of $W_1$ for the pretrained model ($\epsilon = 0$), fully trained models and SVD-PINNs with $\epsilon = 0.5$ and $\epsilon = 50$ in Figures 6 and 7. We observed slight changes in singular values during training, even for large $\epsilon$. It further validates our conjecture that $W_1$ are closely related to the differential operators.

IV. CONCLUSION AND DISCUSSION

In this paper, we proposed a novel singular-values-based transfer learning of PINNs (SVD-PINNs), where singular vectors of the parameters matrix are frozen. Numerical investigations show that the transfer learning method stabilizes the training procedure compared with the full training. Moreover, singular-values optimization determines the performances of the SVD-PINNs. SVD-PINNs with suitable optimizers outperform the transfer learning method of PINNs in [3] where $W_1$ is frozen (cases with $\eta = 0$ in the numerical part).

Some future explorations are essential for the transfer learning of PINNs. Firstly, the theoretical analysis for the SVD-PINNs, e.g., the convergence and the generalization. Secondly, the optimization for singular values is challenging since it is a constrained optimization problem. Gradient-based (global) methods and projections are adopted for optimizing SVD-PINNs. However, they usually are not valid or not convergent in solving constrained optimization problems without the
convexity condition. Numerical results show that successful optimization of singular values for SVD-PINNs contributes to the prediction of solutions, while SVD-PINNs with inaccurate singular values have large relative errors. Furthermore, the effectiveness of the SVD-PINNs and other transfer learning methods in solving PDEs with different but close differential operators or in other application backgrounds is an interesting topic.
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Fig. 6: Singular values of $W_1$ for the pretrained model, trained model with $\epsilon = 0.5$.

Fig. 7: Singular values of $W_1$ for the pretrained model, trained model with $\epsilon = 50$.
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