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A B S T R A C T
Starting from the existing input- and output-oriented plant capacity measures, this contribution proposes new long-run input- and output-oriented plant capacity measures. While the former leave fixed inputs unchanged, the latter allow for changes in all input dimensions to gauge either a maximal plant capacity output or a minimal input combination at which non-zero production starts. We also establish a formal relation between the existing short-run and the new long-run plant capacity measures. Furthermore, for a standard nonparametric frontier technology, all linear programs as well as their variations are specified to compute all efficiency measures defining these short- and long-run plant capacity concepts. Furthermore, it is shown how the new long run plant capacity measures are identical to existing models of a variable returns to scale technology without inputs or without outputs: thus, we offer an interesting production economic justification for these models. Finally, we numerically illustrate this basic relationship between these short-run and long-run technical concepts of capacity utilisation and provide an empirical application.
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1. Introduction

The notion of plant capacity was introduced by Johansen (1968, p. 362) as “… the maximum amount that can be produced per unit of time with existing plant and equipment, provided that the availability of variable factors of production is not restricted.” Färe (1984) established necessary and sufficient conditions for the existence of plant capacity. For instance, he shows that the plant capacity notion cannot be obtained for certain popular parametric technology specifications. Färe, Grosskopf, and Kokkelenberg (1989) and Färe, Grosskopf and Valdmanis (1989) introduce a nonparametric frontier framework in which plant capacity as well as a measure of the capacity utilisation can be determined from data on observed inputs and outputs using a pair of output-oriented efficiency measures.

For over 25 years, no major methodological innovation has occurred related to this plant capacity concept. While input- and output-oriented efficiency measurement models have become widely available in most frontier models (e.g., Hackman (2008) or Zhu (2014)), only an output-oriented plant capacity concept was existent. Recently, Cesaroni, Kerstens, and Van de Woestyne (2017) use the same framework to define a new input-oriented measure of plant capacity utilisation based on a couple of input-oriented efficiency measures.

In addition to this engineering notion of plant capacity, one can mention at least three ways of defining an economic, cost-based capacity concept in the literature (e.g., Nelson (1989)). A first concept concentrates on the outputs produced at short-run minimum average total cost given existing input prices (e.g., Hickman (1964)). A second definition focuses on the outputs for which short- and long-run average total costs curves are tangent (e.g., Segerson and Squires (1990)). A third capacity notion considers the outputs determined by the minimum of the long-run average total costs (e.g., Klein (1960)). Alternative economic capacity concepts are discussed in Griffell-Tatjé and Lovell (2014).

Each of these capacity notions has its advantages and disadvantages. Estimates of plant capacity have regularly been reported in the literature, though it cannot be denied that the plant capacity...
notion is nowhere as popular as some of the cost-based notions of capacity.

Both plant capacity concepts as well as each of these cost-based notions attempt to determine the short run inadequate or excessive utilisation of existing fixed inputs. One exception is the minimum of the long-run average total cost function: it assumes that all inputs are variable. Therefore, by analogy there is in our view a need to define new long-run plant capacity concepts that are similar in nature to the latter concept and that take a long-run perspective wherein all inputs are variable.

This paper thus develops two new plant capacity measures using nonparametric frontier technologies that take a long-run instead of a short-run perspective: one output-oriented, and one input-oriented. Furthermore, this paper compares both these short- and long-run plant capacity notions to one another. It turns out to be the case that the long run plant capacity measures are identical to existing models of a variable returns to scale technology without inputs or without outputs as proposed by Lovell and Pastor (1999). Therefore, these new long run plant capacity measures offer an interesting production economic justification for the use of these existing models of Lovell and Pastor (1999).

The paper is structured as follows. Section 2 introduces technologies and their representations using efficiency measures, the inverses of distance functions. Section 3 defines the traditional short-run input- and output-oriented plant capacity measure. Then, the new long-run plant capacity measures are proposed. Also a relation between short- and long-run plant capacity measures is established. For a standard nonparametric frontier technology, Section 4 specifies all linear programs as well as their variations needed to compute all efficiency measures defining these short- and long-run plant capacity concepts. It also establishes a relation with the literature on frontier models without inputs and without outputs. A numerical example in Section 5 illustrates these relations between short-run and long-run plant capacity concepts. Some concluding remarks are made in the final section.

2. Technology: Distance functions and efficiency measures

We start by defining technology and some basic notation. Given an N-dimensional input vector \((x \in \mathbb{R}^N)\) and an M-dimensional output vector \((y \in \mathbb{R}^M)\), the production possibility set or technology can be defined: \(S = \{(xy) : x \text{ can at least produce } y\}\). It is customary to impose the following conditions on the input and output data (Färe, Grosskopf, and Lovell (1994): p. 44–45): (i) Each producer uses nonnegative amounts of each input to produce nonnegative amounts of each output; (ii) there is an aggregate production of positive amounts of every output, and an aggregate utilisation of positive amounts of every input; and (iii) each producer employs a positive amount of at least one input to produce a positive amount of at least one output. Associated with this technology \(S\), the input set denotes all input vectors \(x \in \mathbb{R}^N\) that can produce at least a given output vector \(y \in \mathbb{R}^M: L(y) = \{x : (x, y) \in S\}\). Analogously, the output set associated with \(S\) denotes all output vectors \(y \in \mathbb{R}^M\) that can be produced from at most a given input vector \(x \in \mathbb{R}^N: P(x) = \{y : (x, y) \in S\}\). Furthermore, the output set \(P = \{y : 3x : (x, y) \in S\}\) denotes the set of all possible outputs regardless of the needed inputs.

In this contribution, technology \(S\) satisfies some combination of the following standard assumptions: (S.1) Possibility of inaction and no free lunch; (S.2) Technology \(S\) is closed; (S.3) Strong input and output disposability; (S.4) Technology \(S\) is convex (see, e.g., Färe et al. (1994)) or Hackman (2008) for details). Note that not all of these axioms are simultaneously maintained in the empirical analysis.\(^2\) Note furthermore that we do not add a specific returns to scale assumption: this amounts to a flexible or variable returns to scale hypothesis.

It is common to partition the input vector into a fixed and variable part \(x = (x^\prime, x^\prime\prime)\), with \(x^\prime \in \mathbb{R}^N\) and \(x^\prime \in \mathbb{R}^N\) with \(N = N_0 + N_1\). This leads to sharpen the conditions on the input and output data. Färe et al. (1989: p. 659–660) state: each fixed input is used by some producer and each producer uses some fixed input. We also need: each variable input is used by some producer and each producer uses some variable input. Inspired by Färe, Grosskopf, and Valdmanis (1989: p. 127), we define a short-run technology \(S^\prime = \{(x^\prime y) : \text{there exists some } x^\prime\text{ such that } (x^\prime, x^\prime)\text{ can produce at least } y\}\) and the corresponding input set \(L^\prime (y) = \{x^\prime : (x^\prime, y) \in S^\prime\}\) and output set \(P^\prime (y) = \{y : (x^\prime, y) \in S^\prime\}\).

Note that this short-run technology \(S^\prime\) is obtained by projection of the initial technology \(S \in \mathbb{R}^{N+M}\) into the subspace \(\mathbb{R}^{N+M}\) (i.e., by setting all variable inputs equal to zero).\(^3\) By analogy, the set \(P\) is realized by projection of technology \(S \in \mathbb{R}^{N+M}\) into \(\mathbb{R}^{N+M}\) (i.e., by setting all inputs equal to zero).\(^4\) We return to the precise relations between the set \(S\) and its projections \(S^\prime\) and \(P\) when developing the numerical illustration in Section 5.

One can define the radial input efficiency measure as:

\[
DF_i(x, y) = \min \{\lambda : \lambda \geq 0, \lambda x \in L(y)\}.
\]

It offers a complete characterization of the input set \(L(y)\). The main properties are that it is situated between zero and unity \((0 < DF_i(x, y) \leq 1)\), with efficient production on the boundary (isoquant) of the input set \(L(y)\) represented by unity, and that the radial input efficiency measure has a cost interpretation (see, e.g., Hackman (2008)).

By analogy, denote the radial input efficiency measure of the input set \(L(y)\) by \(DF_i^\prime(x^\prime, y)\). This is defined as follows: \(DF_i^\prime(x^\prime, y) = \min\{\lambda : \lambda \geq 0, \lambda x \in L(y)\}\). Next, one can define the radial output efficiency measure as:

\[
DF_i(x, y) = \max \{\theta : \theta \geq 0, \theta y \in P(x)\}.
\]

It offers a complete characterization of the output set \(P(x)\). Its main properties are that it is larger than or equal to unity \((DF_i(x, y) \geq 1)\), with efficient production on the boundary (isoquant) of the output set \(P(x)\) represented by unity, and that the radial output efficiency measure has a revenue interpretation (e.g., Hackman (2008)).

By analogy, denote the radial output efficiency measure of the output set \(P(x)\) by \(DF_i^\prime(x^\prime, y)\). Then, this efficiency measure can be defined as \(DF_i^\prime(x^\prime, y) = \max\{\theta : \theta \geq 0, \theta y \in P(x)\}\). Next, denote \(DF_i(x, y) = \max\{\theta : \theta \geq 0, \theta y \in P\}\). Contrary to the radial output efficiency measure (2), this new efficiency measure \(DF_i(x, y)\) does not depend on a particular input vector \(x\). Hence, this measure is allowed to choose the inputs needed for maximizing \(\theta\).

Furthermore, we need the following particular definitions. First, \(L(0) = \{x : (x, 0) \in S\}\) is the input set with zero output level.\(^5\) Second, \(DF_i^\prime SR(x^\prime, x^\prime, 0) = \min\{\lambda : \lambda \geq 0, (\lambda x^\prime, \lambda x^\prime) \in L(0)\}\) is a sub-vector input efficiency measure reducing only the variable inputs. Third, \(DF_i^\prime SR(x^\prime, x^\prime, 0) = \min\{\lambda : \lambda \geq 0, (\lambda x^\prime, \lambda x^\prime) \in L(0)\}\) is the sub-vector input efficiency measure reducing variable inputs evaluated relative to this input set with a zero output level.

\(^2\) E.g., the nonparametric convex strongly disposable technology with variable returns to scale does not satisfy inaction: see also infra.

\(^3\) This projection maps \((x^\prime, x^\prime, y)\) onto \((0, 0, y)\) which can mathematically be identified with \((x^\prime, y)\). More information on this projection is provided in Section 4.1.

\(^4\) This projection maps \((x^\prime, x^\prime, y)\) onto \((0, 0, y)\) which can mathematically be identified with \((x, y)\). More information on this projection is provided in Section 4.2.

\(^5\) \(L(0)\) can be equivalently defined by \(L(0) = \{x : (x, y) \in S\}\) where \(y = \min\{\lambda \theta : \theta \geq 0, \lambda y \in K\}\). This minimum is taken in a component-wise manner for every output \(y\) over all observations \(K\).
3. Plant capacity utilisation: Literature review and definitions

Since this paper focuses on plant capacity, we discuss some empirical studies based on this concept. Since the large majority of empirical plant capacity studies focuses on fisheries and health care, we briefly summarise some of these studies.

The existing plant capacity measures can in fact be interpreted as focusing on the short-run, where a subvector of fixed inputs cannot be changed. The new plant capacity measures take a long-run perspective and assume that all inputs can be varied when determining plant capacity measures. We first treat the existing short-run plant capacity measures. Thereafter, the new long-run plant capacity measures are defined.

3.1. Plant capacity utilisation: A literature review

Felthoven (2002) analyses the impact of the American Fisheries Act (AFA) of 1998 on the Pollock fishery and finds that decommissioned vessels exhibited a lower level of technical efficiency and that the capacity utilization of the AFA-eligible vessels increased after the law came into effect. Other fisheries studies include Gugayer and Daurès (2005) analysing the French seaweed fleet, Kirkley, Squires, Alam, and Ishak (2003) focusing on the Malaysian purse seine fishery, Reid, Squires, Jeon, Rodwell, and Clarke (2003) reporting on the Western and Central Pacific Ocean tuna fishery, and Walden and Tomberlin (2010) discussing US bottom trawl gear fishing.

Valdmanis, Bernet, and Moises (2010) compute state-wide hospital capacity in Florida based on the whole hospital population as part of an emergency preparedness plan. Starting from a scenario involving patient evacuations from Miami due to a major hurricane event, they assess whether hospitals in proximity to the affected market can absorb the excess patient flow. Alternative health care studies are Magnusson and Rivers Mobley (1999) comparing Norwegian and Californian hospitals, Karagiannis (2015) analysing Greek public hospitals, Kerr, Glass, McCallion, and McKillop (1999) focusing on Northern Irish acute hospitals, and Valdmanis, DeNicola, and Bernet (2015) reporting on Florida's public health departments.

Apart from the use of basic plant capacity estimates, one can also mention some methodological refinements making use of the plant capacity concept. These plant capacity estimates are also parameters in a so-called short-run industry model trying to reallocate outputs and resources across units in an effort to reduce excess capacity at the industry level. For instance, Yagi and Managi (2011) explore such model in a fishery context. Another methodological refinement using the plant capacity notion is its inclusion in a decomposition of the Malmquist productivity index (see De Borger and Kerstens (2000) and the extension by Yu (2007)). Färe, Grosskopf, and Kirkley (2000) suggest integrating the plant capacity notion into the revenue function and the cost indirect output distance function and they derive a decomposition of the corresponding Malmquist productivity indices.

3.2. Short-run plant capacity utilisation

We now first recall the definition of the short-run output-oriented plant capacity utilisation measure (see Färe, Grosskopf, and Kokkelenberg (1989) and Färe, Grosskopf, and Valdmanis (1989)). The definition of the output-oriented measure of plant capacity utilisation \( \text{PCU}^{SR}_S(x, x^l, y) \) requires solving an output efficiency measure relative to both a standard technology and the same technology without restrictions on the availability of variable inputs and is defined as:

\[
\text{PCU}^{SR}_S(x, x^l, y) = \frac{\hat{D}_F(x, y)}{\hat{D}_E(x^l, y)},
\]

where \( \hat{D}_F(x, y) \) and \( \hat{D}_E(x^l, y) \) are output efficiency measures relative to technologies including respectively excluding the variable inputs as defined before. Notice that \( 0 < \text{PCU}^{SR}_S(x, x^l, y) \leq 1 \), since \( 1 \leq \hat{D}_F(x, y) \leq \hat{D}_E(x^l, y) \). Thus, output-oriented plant capacity utilisation has an upper limit of unity, but no lower limit. This output-oriented plant capacity utilisation compares the maximum amount of outputs with given inputs to the maximum amount of outputs in the sample with potentially unlimited amounts of variable inputs, whence it is smaller than unity. It answers the question how the current amount of efficient outputs relates to the maximal possible amounts of efficient outputs. Notice that the last efficiency measure provides a reliable estimate of the maximum amount of outputs to the extent that the sample also contains the largest plants combining the highest levels of variable inputs with the highest levels of outputs.

Following Färe et al. (1989): 660, this leads to the following short-run output-oriented decomposition:

\[
\hat{D}_E(x, y) = \hat{D}_E(x^l, y). \text{PCU}^{SR}_S(x, x^l, y).
\]

Thus, the traditional output-oriented efficiency measure \( \hat{D}_E(x, y) \) can be decomposed into a biased plant capacity measure \( \hat{D}_E(x, y) \) and an unbiased plant capacity measure \( \text{PCU}^{SR}_S(x, x^l, y) \) depending on whether the measure ignores inefficiency or adjusts for inefficiency (following the terminology introduced by Färe et al. (1989): 661).

Cesaroni et al. (2017) offer a definition of the input-oriented plant capacity measure \( \text{PCU}_S^F(x, x^l, y) \):

\[
\text{PCU}_S^F(x, x^l, y) = \frac{\hat{D}_F^S(x^l, x^l, y)}{\hat{D}_F^S(x^l, x^l, 0)},
\]

where \( \hat{D}_F^S(x^l, x^l, y) \) and \( \hat{D}_F^S(x^l, x^l, 0) \) are both sub-vector input efficiency measures reducing only the variable inputs relative to the technology, whereby the latter efficiency measure is evaluated at a zero output level.8 Notice that \( \text{PCU}_S^F(x, x^l, y) \geq 1 \), since \( 0 < \hat{D}_F^S(x^l, x^l, y) \leq \hat{D}_F^S(x^l, x^l, 0) \). Thus, input-oriented plant capacity utilisation has a lower limit of unity, but no upper limit. This input-oriented plant capacity utilisation compares the minimum amount of variable inputs for given amounts of outputs with the minimum amount of variable inputs with output levels where production is initiated, whence it is larger than unity.

It answers the question how the amount of variable inputs compatible with the initialisation of production must be scaled up to produce the current amount of outputs. Notice that the efficiency measure \( \hat{D}_F^S(x^l, x^l, 0) \) provides a reliable estimate of the minimum amount of variable inputs compatible with the start-up of production to the extent that the sample also contains the smallest plants combining the lowest levels of variable inputs with zero or low levels of outputs.

This leads to the following short-run input-oriented decompostion:

\[
\hat{D}_F^S(x^l, x^l, y) = \hat{D}_F^S(x^l, x^l, 0). \text{PCU}_S^F(x, x^l, y).
\]

Thus, the traditional sub-vector input-oriented efficiency measure \( \hat{D}_F^S(x^l, x^l, y) \) is decomposed into a biased plant capacity measure \( \hat{D}_F^S(x^l, x^l, 0) \) and an unbiased plant capacity measure \( \text{PCU}_S^F(x, x^l, y) \).

8 An important issue raised by a referee is the dual relation of the efficiency measure \( \hat{D}_F^S(x^l, x^l, 0) \) with the cost function. We conjecture that this efficiency measure is somehow related to the setup cost, i.e., the cost of starting to produce positive amounts of outputs. The exact duality relationship remains to be explored in future work.

9 The zero output levels in fact allow for any output levels where production is initiated. It is easy to see that if one fixes for each output dimension the level at the minimum observed over all units (see \( y_{min} \) defined supra), then exactly the same solution for the sub-vector input efficiency measure \( \hat{D}_F^S(x^l, x^l, 0) \) would result. Thus, \( \hat{D}_F^S(x^l, x^l, 0) = \hat{D}_F^S(x^l, x^l, y_{min}) \).
3.3. Long-run plant capacity utilisation

A new definition of a long-run output-oriented measure of plant capacity utilisation \( PCU_{\text{LR}}^y(x, y) \) involves an output efficiency measure relative to both a standard technology and the same technology without restrictions on the availability of inputs and is defined as:

\[
PCU_{\text{LR}}^y(x, y) = \frac{DF_0(x, y)}{DF_0(y)} \tag{7}
\]

where \( DF_0(x, y) \) and \( DF_0(y) \) are output efficiency measures relative to technologies including all inputs respectively ignoring all inputs. Notice that \( 0 < PCU_{\text{LR}}^y(x, y) \leq 1 \), since \( 1 \leq DF_0(x, y) \leq DF_0(y) \). Thus, long-run output-oriented plant capacity utilisation has an upper limit of unity, but no lower limit. This long-run output-oriented plant capacity utilisation compares the maximum amount of outputs with given inputs to the maximum amount of outputs in the sample with potentially unlimited amounts of both fixed and variable inputs, whence it is smaller than unity. Since fixed inputs can now be adjusted, this implies that to mimic the maximum amount of outputs in the sample one may need investments to adjust production capacity (which is not the case in the short-run version).

The same remark applies as for the short-run version.

This leads to the following long-run output-oriented decomposition:

\[
DF_0(x, y) = DF_0(y) \cdot PCU_{\text{LR}}^y(x, y). \tag{8}
\]

Thus, the traditional output-oriented efficiency measure \( DF_0(y) \) can be decomposed into a biased plant capacity measure \( DF_0(y) \) and an unbiased plant capacity measure \( PCU_{\text{LR}}^y(x, y) \).

A new definition of the long-run input-oriented plant capacity measure \( PCU_{\text{LR}}^x(x, y) \) is:

\[
PCU_{\text{LR}}^x(x, y) = \frac{DF_0(x, y)}{DF_0(x, 0)}, \tag{9}
\]

where \( DF_0(x, y) \) and \( DF_0(x, 0) \) are both input efficiency measures aimed at reducing all input dimensions relative to the technology, whereby the latter efficiency measure is evaluated at a zero output level.\(^8\) This definition presupposes the following definition of an input efficiency measure reducing all inputs relative to an input set with a zero output level: \( DF_0(x, 0) = \min\{\lambda : \lambda \geq 0, \lambda x \in U(0)\} \).

Notice that \( PCU_{\text{LR}}^x(x, y) \geq 1 \), since \( 0 < DF_0(x, 0) \leq DF_0(x, y) \leq 1 \). Thus, long-run input-oriented plant capacity utilisation has a lower limit of unity, but no upper limit. This long-run input-oriented plant capacity utilisation compares the minimum amount of all inputs for given amounts of outputs with the minimum amount of all inputs with outputs where production is initiated, whence it is larger than unity. It answers the question how the amount of all inputs compatible with the initialisation of production must be scaled up to produce the current amount of outputs. Again, the same remark applies as for the short-run version.\(^9\)

This leads to the long-run input-oriented decomposition:

\[
DF_0(x, y) = DF_0(x, 0) \cdot PCU_{\text{LR}}^x(x, y). \tag{10}
\]

Thus, the input-oriented efficiency measure \( DF_0(x, y) \) is decomposed into a biased plant capacity measure \( DF_0(x, 0) \) and an unbiased plant capacity measure \( PCU_{\text{LR}}^x(x, y) \).

\(^8\) A referee raises the issue about the dual relation of the efficiency measure \( DF_0(x, 0) \) with the cost function. We conjecture that again this efficiency measure is somehow related to the setup cost, i.e., the cost of starting to produce positive amounts of outputs. Future work will have to explore the exact duality relationship.

\(^9\) Again, the zero output levels allow in fact for any output levels where production is started. If one fixes for each output dimension the level at the minimum observed over all units (see \( y_{\text{min}} \) defined supra), then the same solution for the input efficiency measure \( DF_0(x, 0) \) would result. Thus, \( DF_0(x, 0) = DF_0(x, y_{\text{min}}) \).

3.4. Relations between short- and long-run plant capacity utilisation

Fig. 1 develops the geometric intuition behind the short-run and long-run plant capacity measures. The isoquant denoting the combinations of fixed and variable inputs yielding a given output level \( L(y) \) is represented by the polyline \( abcd \) and its vertical and horizontal extensions in \( a \) and \( d \), respectively. We focus on observation \( e \) to illustrate first the short-run output-oriented plant capacity utilisation measure: for a given fixed input vector, it scales up the use of variable inputs to reach a translated point \( e' \) that allows maximizing the vector of outputs. For the development of the short-run input-oriented plant capacity measure, it therefore seems logical to look for a reduction in variable inputs for given fixed inputs towards the translated point \( e'' \) that is situated outside the isoquant \( L(y) \) because it produces an output vector of zero (it is compatible with the isoquant \( L(0) \) that is situated lower).

In brief, while the short-run output-oriented plant capacity measure evaluates capacity by contrasting the frontier outputs for a given observation with respect to the maximal outputs available net of inefficiency, the short-run input-oriented plant capacity measure assesses capacity by contrasting the minimal variable inputs for an observation with given outputs with respect to the minimal variable inputs for a translated observation producing a zero output, also net of inefficiency. Otherwise stated, while the output-oriented plant capacity measure compares output levels relative to the maximum level of outputs available, the input-oriented plant capacity measure compares variable input levels relative to the amount of variable inputs compatible with a zero output level.

The long-run plant capacity notions are now straightforward to illustrate. The long-run output-oriented plant capacity measure scales up all inputs to reach a translated point \( e''' \) that allows maximizing the vector of outputs. The long-run input-oriented plant capacity measure now equally looks for a reduction in all inputs towards the translated point \( e''' \) that is situated outside the isoquant \( L(y) \) because it corresponds to a zero output level.

Output- and input-oriented plant capacity notions differ with respect to the concept of attainability. Johansen (1968, p. 362) already stated that the short-run output-oriented plant capacity notion is not attainable in that the extra variable inputs necessary to reach the maximal plant capacity output may not be available at the firm level or at the industry level. Kerstens, Sadeghi, and Van De Woestyne (2018) document empirically that the amount of variable inputs needed to reach plant capacity outputs is simply implausible.

By contrast, the short-run input-oriented plant capacity notion is always attainable in that one can always reduce the amount of existing variable inputs such that one reaches an input set with
zero output level. Reducing variable inputs to reach zero production levels is normally possible because of the axiom of inaction. Inaction implies that one can stop producing: but, producing a zero output need not imply that no inputs are used. Examples of zero production with positive amounts of variable inputs include maintenance activities in large industrial plants impeding production. Clearly, the same properties apply to the long-run plant capacity concepts.

We now establish a relation between the short- and long-run output-oriented plant capacity measures. Recalling that the short-run plant capacity measures leave a subvector of fixed inputs unaltered while the long-run plant capacity measures assume that all input dimensions can be varied to gauge plant capacity, the following proposition follows suit:

**Proposition 1.** Assuming that all conditions required for having properly defined short- and long-run output-oriented plant capacity measures (3) and (7) are satisfied, then the following relation can be established between short- and long-run output-oriented plant capacity measures (3) and (7), respectively:

\[
PCU_{0}^{SR}(x, y) \leq PCU_{0}^{RS}(x, x^{l}, y) \leq 1
\]

**Proof.** Since the numerator in the short-run output-oriented plant capacity measure (3) equals the numerator in the long-run output-oriented plant capacity measure (7), the result follows from \(1 \leq DF_{0}(x^{l}, y) \leq DF_{0}(y)\).

For the input-oriented short- and long-run plant capacity measures no such relation can be established. While both the numerators \((DF_{0}^{SR}(x^{l}, x^{t}, y) \leq DF_{0}(x, y) \leq 1)\) and denominators \((DF_{0}^{SR}(x^{l}, x^{t}, 0) \leq DF_{0}(x, 0) \leq 1)\) can be ranked, the ratios of both cannot be ranked.

4. Nonparametric technologies

We choose to specify these plant capacity notions using nonparametric frontier technologies, because these primal capacity notions are difficult to estimate using traditional parametric specifications. For instance, Färe (1984) shows that a plant capacity notion cannot be obtained for certain popular parametric specifications of technology (e.g., the CES production function under certain parameter restrictions).

Therefore, plant capacity is measured relative to a nonparametric frontier technology obtained from \(K\) observations \((x_{k}, y_{k})\), \((k = 1, \ldots, K)\) imposing strong disposal of both inputs and outputs, convexity and flexible or variable returns to scale (see Hackman (2008) or Zhu (2014)):

\[
S^{VRS} = \left\{ (x, y) : \quad x \geq \sum_{k=1}^{K} x_{k}, \quad y \leq \sum_{k=1}^{K} y_{k}, \quad \sum_{k=1}^{K} z_{k} = 1, \quad z_{k} \geq 0 \right\}
\]

where \(z\) is the activity vector.\(^{10}\) We now turn to the computation of all plant capacity notions with respect to this variable returns to scale technology. Note that alternative assumptions on technology (e.g., constant returns to scale) are ignored.\(^{11}\)

4.1. Short-run plant capacity utilisation

For the sake of clarity, we explicitly add the two linear programs (LPs) for computing the short-run output-oriented plant capacity measure. For an evaluated observation \((x_{0}, y_{0})\), one can obtain the radial output measure \(DF_{0}(x_{0}, y_{0})\) as follows:

\[
\begin{align*}
DF_{0}(x_{0}, y_{0}) &= \max_{\theta, \tau} \theta \\
\text{s.t.} & \quad \sum_{k=1}^{K} y_{km} z_{k} \geq \theta y_{om} \quad m = 1, \ldots, M, \\
& \quad \sum_{k=1}^{K} x_{kn} z_{k} \leq x_{on} \quad n = 1, \ldots, N, \\
& \quad \sum_{k=1}^{K} z_{k} = 1, \\
& \quad \theta \geq 0, \quad z_{k} \geq 0, \quad k = 1, \ldots, K.
\end{align*}
\]

Following Färe et al. (1989: p. 128), the efficiency measure \(DF_{0}^{I}(x_{0}, y_{0})\) is computed for observation \((x_{0}, y_{0})\) as:

\[
\begin{align*}
DF_{0}^{I}(x_{0}, y_{0}) &= \max_{\theta, \tau} \theta \\
\text{s.t.} & \quad \sum_{k=1}^{K} y_{km} z_{k} \geq \theta y_{om} \quad m = 1, \ldots, M, \\
& \quad \sum_{k=1}^{K} x_{kn} z_{k} \leq x_{on} \quad n = 1, \ldots, N, \\
& \quad \sum_{k=1}^{K} z_{k} = 1, \\
& \quad \theta \geq 0, \quad z_{k} \geq 0, \quad k = 1, \ldots, K.
\end{align*}
\]

Observe that there are no input constraints on the variable inputs. Note that Färe et al. (1994: p. 262) introduce an alternative LP with a scalar for each variable input dimension. This LP and (14) are equivalent to making each variable input a decision variable. Thus, (14) can be alternatively written as:

\[
\begin{align*}
DF_{0}^{I}(x_{0}, y_{0}) &= \max_{\theta, \tau} \theta \\
\text{s.t.} & \quad \sum_{k=1}^{K} y_{km} z_{k} \geq \theta y_{om} \quad m = 1, \ldots, M, \\
& \quad \sum_{k=1}^{K} x_{kn} z_{k} \leq x_{on} \quad n = 1, \ldots, N, \\
& \quad \sum_{k=1}^{K} z_{k} = 1, \\
& \quad \theta \geq 0, \quad z_{k} \geq 0, \quad k = 1, \ldots, K.
\end{align*}
\]

To see how the projection described in footnote 3 works, one can set \(x_{kn}^{I} = 0\) for all \(k\) in (15). Consequently, the variable input constraints become \(0 \leq x_{kn}^{I}\) which is always satisfied: thus, these constraints can be removed to yield (14).

Turning now to the short run input-oriented plant capacity measure, one computes the radial sub-vector input measure \(DF_{0}^{RS}(x_{0}^{l}, x_{0}^{I}, y_{0})\) for an evaluated observation \((x_{0}, y_{0})\):

\[
\begin{align*}
DF_{0}^{RS}(x_{0}^{l}, x_{0}^{I}, y_{0}) &= \min_{\lambda, z} \lambda \\
\text{s.t.} & \quad \sum_{k=1}^{K} y_{km} z_{k} \geq \theta y_{om} \quad m = 1, \ldots, M, \\
& \quad \sum_{k=1}^{K} x_{kn}^{I} z_{k} \leq x_{on} \quad n = 1, \ldots, N, \\
& \quad \sum_{k=1}^{K} z_{k} = 1, \\
& \quad \theta \geq 0, \quad z_{k} \geq 0, \quad k = 1, \ldots, K.
\end{align*}
\]

\(^{10}\) This technology satisfies (5.2)–(5.4) and only partially (5.1): it satisfies no free lunch, but not inaction: see also supra.

\(^{11}\) For instance, under constant returns to scale all capacity notions except \(PCU_{0}^{RS}(x, x^{l}, y)\) are not well-defined, since some of the input and output efficiency measures are not nonzero and finite.
The sub-vector efficiency measure $D_{1}^{SR}(x_{o}^{f}, x_{o}^{u}, 0)$ is obtained for observation $(x_{o}, y_{o})$ by solving:

\[
D_{1}^{SR}(x_{o}^{f}, x_{o}^{u}, 0) = \min_{\lambda, z} \lambda \\
\text{s.t.} \sum_{m=1}^{K} y_{km} z_{k} \geq 0 \quad m = 1, ..., M, \\
\sum_{m=1}^{K} x_{km}^{f} z_{k} \leq x_{om}^{f} \quad n = 1, ..., N^{f}, \\
\sum_{m=1}^{K} x_{km}^{u} z_{k} \leq \lambda x_{om}^{u} \quad n = 1, ..., N^{p}, N^{f} + N^{p} = N, \\
\sum_{k=1}^{K} z_{k} = 1, \\
\lambda \geq 0, z_{k} \geq 0, \quad k = 1, ..., K.
\]  

Note that the observed output levels on the right-hand side of the output constraints are set equal to zero. These zero output levels are compatible with any output levels where production is initiated. If one fixes for each output dimension the level at the minimum observed over all units, then the right-hand side would be identical for each DMU and the same solution would result for the sub-vector input efficiency measure $D_{1}^{SR}(x_{o}^{f}, x_{o}^{u}, 0)$. In fact, since the output constraints are redundant, this problem can be rewritten:

\[
D_{1}^{SR}(x_{o}^{f}, x_{o}^{u}, 0) = \min_{\lambda, z} \lambda \\
\text{s.t.} \sum_{k=1}^{K} x_{km}^{f} z_{k} \leq x_{om}^{f} \quad n = 1, ..., N^{f}, \\
\sum_{k=1}^{K} x_{km}^{u} z_{k} \leq \lambda x_{om}^{u} \quad n = 1, ..., N^{p}, N^{f} + N^{p} = N, \\
\sum_{k=1}^{K} z_{k} = 1, \\
\lambda \geq 0, z_{k} \geq 0, \quad k = 1, ..., K.
\]  

Observe that the LPs (14) and (18) are similar in that certain constraints are suppressed: the variable input constraints in LP (14) and the output constraints in LP (18). Given the nature of the inequality constraints, this is again similar to making the variable inputs decision variables in LP (15) and to setting the outputs equal to zero in LP (17): both approaches allow for an arbitrary scaling of inputs downwards and of outputs upwards.

4.2. Long-run plant capacity utilisation

To obtain the long-run plant capacity measures, just three more efficiency measures need to be computed. For the input-oriented case, $D_{0}(x_{o}, y_{o})$ has already been computed in (13). One just needs to compute the efficiency measure $D_{0}(y_{o})$ for a given observation $(x_{o}, y_{o})$:

\[
D_{0}(y_{o}) = \max_{\theta, z} \theta \\
\text{s.t.} \sum_{k=1}^{K} y_{km} z_{k} \geq \theta y_{om} \quad m = 1, ..., M, \\
\sum_{k=1}^{K} x_{km} z_{k} \leq x_{m} \quad n = 1, ..., N, \\
\sum_{k=1}^{K} z_{k} = 1, \\
\theta \geq 0, z_{k} \geq 0, \quad k = 1, ..., K.
\]  

This is the long-run equivalent of LP (15). Thus, the input constraints in (19) are redundant, since these constraints can take any arbitrary value. Hence, by omitting these input constraints, LP (19) simplifies to

\[
D_{0}(y_{o}) = \max_{\theta, z} \theta \\
\text{s.t.} \sum_{k=1}^{K} y_{km} z_{k} \geq \theta y_{om} \quad m = 1, ..., M, \\
\sum_{k=1}^{K} z_{k} = 1, \\
\theta \geq 0, z_{k} \geq 0, \quad k = 1, ..., K.
\]  

This is the long-run equivalent of LP (14). To see how the projection described in footnote 4 works, one can set $x_{k} = 0$ for all $k$ in (19). Consequently, the input constraints become $0 \leq x_{n}$ which is always satisfied: thus, these constraints can be removed to yield (20).

Finally, for the input-oriented case, the efficiency measure $D_{1}(x_{o}, y_{o})$ is calculated for a given observation $(x_{o}, y_{o})$ as follows:

\[
D_{1}(x_{o}, y_{o}) = \min_{\lambda, z} \lambda \\
\text{s.t.} \sum_{k=1}^{K} y_{km} z_{k} \geq y_{om} \quad m = 1, ..., M, \\
\sum_{k=1}^{K} x_{km} z_{k} \leq \lambda x_{om} \quad n = 1, ..., N, \\
\sum_{k=1}^{K} z_{k} = 1, \\
\lambda \geq 0, z_{k} \geq 0, \quad k = 1, ..., K.
\]  

Last but not least, the efficiency measure $D_{1}(x_{o}, 0)$ is obtained for observation $(x_{o}, y_{o})$ by solving:

\[
D_{1}(x_{o}, 0) = \min_{\lambda, z} \lambda \\
\text{s.t.} \sum_{k=1}^{K} y_{km} z_{k} \geq 0 \quad m = 1, ..., M, \\
\sum_{k=1}^{K} x_{km} z_{k} \leq \lambda x_{om} \quad n = 1, ..., N, \\
\sum_{k=1}^{K} z_{k} = 1, \\
\lambda \geq 0, z_{k} \geq 0, \quad k = 1, ..., K.
\]  

12 The determination of input utilization rates for the variable inputs is straightforward in the output-oriented case (e.g., Färe, Grosskopf, and Lovell (1994): § 10.3)), the determination of optimal variable inputs is equally straightforward in this input-oriented case.

13 We thank John Walden for comments that lead to formulation (18).
Note again that the observed output levels on the right-hand side of the output constraints are constrained to equal zero. Again, these zero output levels are compatible with any output levels where production is initiated. If each output dimension is fixed at the level of the minimum observed over all units, then the right-hand side would be identical for each DMU and the same solution would result for the input efficiency measure $DF(x_0, 0)$. Again, since the output constraints are redundant, this problem simplifies as follows:

$$DF(x_0, 0) = \min_{\lambda, z} \lambda \quad \text{s.t.} \quad \sum_{k=1}^{K} x_{kn} z_k \leq \lambda x_{en} \quad n = 1, \ldots, N, \quad \sum_{k=1}^{K} z_k = 1, \quad \lambda \geq 0, z_k \geq 0, \quad k = 1, \ldots, K.$$

(23)

Observe that the LPs (20) and (23) are similar in that some constraints are eliminated: all input constraints in LP (20) and again all output constraints in LP (23). Given the nature of the inequality constraints, we again make all inputs decision variables in LP (19) and we set all outputs equal to zero in LP (22). This makes an arbitrary scaling of the inputs downwards and of the outputs upwards possible.

4.3. Relation with Lovell and Pastor (1999)

Here we establish a link between some of our short- and long-run plant capacity models and the models without inputs or without outputs proposed in Lovell and Pastor (1999). Further refinements of these Lovell and Pastor (1999) models are found in Amirteimoori, Daneshian, Kordrostami, and Shahroodi (2013), Liu, Zhang, Meng, Li, and Xu (2011), Toloo and Tavana (2017), and Yang, Shen, Zhang, and Liu (2014).

Remark that LP (20) is formally identical to the output-oriented efficiency measure computed relative to a convex variable returns to scale technology without inputs proposed by Lovell and Pastor (1999). An early empirical application is Lovell and Pastor (1997) who have applied such a model to a target setting procedure established by a large Spanish savings bank. More recent examples include Horta, Camanho and Moreira da Costa (2012) as well as Horta and Camanho (2014). We are inclined to think that in a clear production setting where inputs can be specified (but are not for whatever reason), such a model can be interpreted as an estimate of the long run output-oriented plant capacity.

Clearly, such model without inputs is also often used when evaluating so-called synthetic indicators. When efficiency measures are used to summarise or aggregate the information provided by several variables for which improvements are desirable (more is better, just like in the case of outputs) but the link to a real production process where physical inputs are transformed into physical outputs is at best indirect, then we can call this a synthetic indicator. Cherchye, Moesen, Rogge, and Van Puyenbroeck (2007) provide an introduction and motivation to this literature (calling it a ‘benefit of the doubt’ approach). We provide some examples to clarify what we mean. First, there is a literature assessing the efficiency of combined accounting ratios (e.g., see Cai and Wu (2001) or Halkos and Salamouris (2004)). For instance, Halkos and Salamouris (2004) summarise the performance of Greek banks by combining six accounting ratios: return difference of interest bearing assets (RDIBA), return on equity (ROE), return on total assets (ROA), profit/loss per employee (P/L), net interest margin (NIM), and an efficiency ratio (EFF) defined as operational expenses divided by gross operating profit/loss. However, since three of the outputs (ROE, ROA, and P/L) have a common numerator (i.e., profit/loss before tax), there is clearly a problem of double counting which prevents interpreting this as a strict production process. Second, there is a literature evaluating economic and social policies using synthetic indicators (the Human Development Index is a well-known example). For instance, in a similar vein Lefèbvre, Coelli, and Pestieau (2010) evaluate welfare states using a synthetic indicator of social protection by aggregating the following variables: at-risk-of-poverty rate, inequality of income distribution, long-term unemployment, early school leavers, and life expectancy. Again, it is hard to maintain that there is a strict production process. In conclusion, when we leave a clear
production setting and inputs cannot be specified because we simply aggregate a series of outputs in a synthetic indicator, then the fact that we use the same formal model (20) does not imply that it makes sense to interpret the outcome as a biased long-run output-oriented plant capacity measure.

Further remark that the LPs (18) and (23) are related to the input-oriented efficiency measure computed relative to a convex variable returns to scale technology without outputs proposed by Lovell and Pastor (1999). Again, in a clear production setting where outputs can be specified (but are not for whatever reason), we are inclined to think that such a model can be interpreted as an estimate of the short-run (18) or long-run (23) input-oriented plant capacity. Clearly, when we leave a clear production setting and outputs can simply not be specified (e.g., in case of synthetic indicators where we summarise or aggregate in this case the information provided by several variables for which reductions are desirable (less is better, just like in the case of inputs)), then of course the above interpretation is not valid. We are unaware of any other economic context in which these specific variable returns to scale models without outputs have ever been used.

5. Numerical illustration

We illustrate the ease of implementing some of the new plant capacity definitions introduced in this contribution by using a small set of artificial data. Table 1 contains 16 fictitious observations with two inputs generating a single output: one input is variable, the other one is fixed. A three-dimensional representation of the technology resulting from these 16 fictitious observations is provided by Figs. 2 and 3.

Table 1  
| Nr | x₁ | x₂ | y  |
|----|----|----|----|
| 1  | 1.0| 7.0| 3.0|
| 2  | 2.0| 5.0| 3.0|
| 3  | 4.5| 2.0| 3.0|
| 4  | 6.0| 1.0| 3.0|
| 5  | 7.5| 4.0| 3.0|
| 6  | 2.0| 9.5| 4.0|
| 7  | 10.0| 2.0| 4.0|
| 8  | 5.5| 6.0| 4.0|
| 9  | 6.0| 3.5| 5.0|
| 10 | 6.5| 6.5| 5.0|
| 11 | 5.5| 8.5| 5.0|
| 12 | 9.0| 5.0| 5.0|
| 13 | 10.0| 4.5| 5.0|
| 14 | 7.0| 10.0| 6.0|
| 15 | 8.0| 8.0| 6.0|
| 16 | 10.0| 6.0| 6.0|

Table 2  
| Nr | D_F(x, y) | D_F(y) | PCU_0(x, y) | PCU_0(y) |
|----|-----------|--------|-------------|----------|
| 1  | 1.0000    | 2.0000 | 0.5000      | 0.5000   |
| 2  | 1.0000    | 1.8333 | 0.5000      | 0.5455   |
| 3  | 1.0000    | 1.3333 | 0.5000      | 0.7500   |
| 4  | 1.0000    | 1.0000 | 0.5000      | 1.0000   |
| 5  | 1.5250    | 1.6667 | 0.7625      | 0.5150   |
| 6  | 1.0000    | 1.5000 | 0.6667      | 0.6667   |
| 7  | 1.0000    | 1.0000 | 0.6666      | 1.0000   |
| 8  | 1.1339    | 1.5000 | 0.7560      | 0.7560   |
| 9  | 1.0000    | 1.1875 | 0.6667      | 0.8421   |
| 10 | 1.0071    | 1.2000 | 0.8393      | 0.8393   |
| 11 | 1.0278    | 1.2000 | 0.8565      | 0.8565   |
| 12 | 1.0700    | 1.1000 | 0.8937      | 0.9727   |
| 13 | 1.0500    | 1.0500 | 1.0000      | 1.0000   |
| 14 | 1.0000    | 1.0000 | 1.0000      | 1.0000   |
| 15 | 1.0000    | 1.0000 | 1.0000      | 1.0000   |
| 16 | 1.0000    | 1.0000 | 1.0000      | 1.0000   |

Fig. 4. Short run technology S constructed from numerical example.
polyline; the section depicting the long-run plant capacity measure is denoted by the red dashed polyline.

Again, consider observation a with inputs \( x_3 \) = 7.5, \( x_4 \) = 5.5, and output \( y \) = 3.5. This observation is visible both in Figs. 3 and 4. Then, \( D_{F1}^{SR}(x_3, y, 0) = \frac{1.0517}{1.3817} = 0.7600 \) while \( D_{F1}^{SR}(x_3, x_4, 0) = \frac{1.0517}{1.3817} = 0.7600 \). Hence, \( PCU_{F1}^{SR}(x_3, y) = \frac{1.0517}{1.3817} = 0.7600 \). Since \( D_{F1}^{SR}(x, y) = \frac{1.0517}{1.3817} = 0.7600 \), Eq. (5) returns \( PCU_{F1}^{SR}(x, y) = \frac{1.0517}{1.3817} = 0.7600 \).

Similar computations as those illustrated above can be executed on all observations provided in Table 1. The resulting plant capacity measures and its components are reported in Tables 2 (output-oriented) and 3 (input-oriented).

6. Empirical application

We now illustrate the newly introduced plant capacity measures on a selection of observations drawn from the data set used in Atkinson and Halabi (2005) and Atkinson and Dorfman (2009) concerning Chilean hydroelectric power plants. From the initial data set containing monthly data related to 21 power plants in the period 1986–1997, all records for the year 1989 only are selected. This results in 252 observations: 84 of these have missing data and are thus not considered. Hence, technology in this application contains 168 observations with electricity production as output and capital, water and labour as inputs.

For the short-run capacity measures, capital is considered a fixed input while water and labour are considered variable inputs. Descriptive statistics of inputs and output are reported in the first part of Table 4. Observe from the minimum values that there are observations with zero inputs and zero outputs. In the second part of Table 4, three individual observations are presented, one of which having zero output and one zero input (i.e., water). While a zero variable input is no problem given that there is another non-zero variable input, a zero output in the single output case violates the conditions on the data initially imposed. Since these hydro-power plants are run-of-river type, having a zero output is definitely technologically possible during maintenance. Hence, the existence of solutions for the efficiency measures is no longer guaranteed.

For all 168 observations, efficiencies composing both the short- and long-run efficiency measures are computed. Summarising descriptive statistics of these results for the output oriented measures can be found in the first part of Table 5. Notice a total of 10 infeasibilities corresponding to those observations having zero outputs. For these observations the corresponding LPs are unbounded leading to these infeasibilities. The second part of Table 5 reports the resulting values for the three selected observations. Since power plant 2 has zero output in March, all output PCU-measures are infeasible. Consequently, the output PCU-measures are not well-defined in the case of zero outputs. For power plant 3 in January, the long- and short-run PCU-measures are 0.086 and 0.826 respectively, while for power plant 11 in May a long-run PCU of 0.761 and a short-run PCU of 0.920 are obtained. Considering the latter plant, these values can be interpreted as follows. In the long-run scenario, the output oriented efficiency measure of power plant 11 in May equals 76.1% of the maximal possible output oriented effi-
ciency obtained by ignoring all inputs. Roughly speaking, one could say that power plant 11 produces at a level of 76.1% of its maximal output capacity. When considering the short-run scenario, this capacity increases to 92% of the maximal output capacity.

For the input oriented PCU-measures, the summary descriptive statistics are available in the first part of Table 6. Contrary to the output oriented case, no infeasibilities occur for observations having zero outputs. The second part of Table 6 again reports the results for the three selected power plants. Power plant 2 has zero output in March. Consequently, the efficiencies in the numerator and denominator of PCU-measures (5) and (9) coincide, leading to a value of 1. Power plant 11 now has coinciding long- and short-run PCU-measures while this is not the case for power plant 3 in January. The long-run PCU-measure of 3.174 represents the factor by which the minimum possible input oriented efficiency (i.e., obtained by allowing zero outputs) must be multiplied to obtain the input efficiency of power plant 3 in January. Put differently, one could say that power plant 3 uses in January in optimal circumstances (i.e., when inputs would be reduced to the minimum possible level accommodating the given output) 317.4% of the minimum possible inputs provided that no output is required. In the short-run scenario, this value increases to 628.7%.

7. Conclusions

This contribution introduces new output- and input-oriented plant capacity measures taking a long-run perspective complementing the existing short-run output- and input-oriented plant capacity measures. While the short-run output- and input-oriented plant capacity measures leave a subvector of fixed inputs unaltered, the new long-run plant capacity measures allow for changes in all input dimensions to determine either a maximal plant capacity output in the output-oriented case or a minimal input combination at which non-zero production starts in the input-oriented case.

Also a relation between these short- and long-run plant capacity measures has been established. For a standard nonparametric frontier technology with variable returns to scale, all linear programs (including some variations) are discussed computing the efficiency measures defining these plant capacity concepts. We also develop a relation with frontier models without inputs and without outputs: these long-run plant capacity measures turn out to offer a perfect production economic justification for the use of these existing frontier models earlier proposed by Lovell and Pastor (1999). A numerical example has served to clarify the geometric intuition behind these new plant capacity measures and Section 5 illustrates these relations between short-run and long-run plant capacity concepts. Section 6 has reported a short empirical application.

In a companion paper, Kerstens, Sadeghi, and Van de Woestyne (2017) compare both short- and long-run input- and output-oriented plant capacity notions to the rather popular cost-based notions of capacity utilisation. It rather clearly turns out that the input-oriented plant capacity notions rank correlate better than the output-oriented plant capacity notions with these various cost-based notions of capacity utilisation. Obviously, it is desirable that more studies try to corroborate these preliminary findings.

Though the existing short-run plant capacity measures have enjoyed some popularity among applied economists, it is fair to say that these concepts have mainly been employed in a specialised efficiency literature. We hope these new long-run plant capacity definitions can contribute to enlarge the empirical toolbox available for practitioners in production economics at large.
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