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Abstract

The busy beaver value BB(n) is the maximum number of steps made by any n-state, 2-symbol deterministic halting Turing machine starting on blank tape. The busy beaver function n ↦ BB(n) is uncomputable and, from below, only 4 of its values, BB(1) . . . BB(4), are known to date. This leads one to ask: from above, what is the smallest BB value that encodes a major mathematical challenge? Knowing BB(4,888) has been shown by Yedidia and Aaronson [31] to be at least as hard as solving Goldbach’s conjecture, with a subsequent improvement, as yet unpublished, to BB(27) [6, 2]. We prove that knowing BB(15) is at least as hard as solving the following Collatz-related conjecture by Erdős, open since 1979 [10]: for all n > 8 there is at least one digit 2 in the base 3 representation of 2n. We do so by constructing an explicit 15-state, 2-symbol Turing machine that halts if and only if the conjecture is false. This 2-symbol Turing machine simulates a conceptually simpler 5-state, 4-symbol machine which we construct first. This makes, to date, BB(15) the smallest busy beaver value that is related to a natural open problem in mathematics, bringing to light one of the many challenges underlying the quest of knowing busy beaver values.

1 Introduction

In the theory of computation, there lies a strange and complicated beast, the busy beaver function. This function tracks a certain notion of algorithmic complexity, namely, the maximum number of steps any halting algorithm of a given program-size may take. Although formulated in terms of Turing machines, the underlying notion of “maximum algorithmic bang for your buck” that it captures could be defined in any reasonable programming language.

The busy beaver function n ↦ BB(n) was introduced by Tibor Radó in 1962 and corresponds to the maximum number of steps made by a halting deterministic Turing machine with n states and 2 symbols starting from blank input [24]. It was generalised by Brady [4, 22] to machines with k symbols; BB(n, k). Busy beaver functions, i.e. n, k ↦ BB(n, k), or n ↦ BB(n, k) for fixed k ≥ 2, are not computable. Otherwise the halting problem on blank tape would be computable: take any machine with n states and k symbols, run it for BB(n, k) + 1 steps; if it has not halted yet, we know that it will never halt. They also dominate any computable function.

To date, only four non-trivial busy beaver values are known: BB(2) = 6, BB(3) = 21, BB(4) = 107 and BB(2, 3) = 38 [22, 20]. Machines that halt without input after so many steps that they beat previously known record-holders, with the same n and k, are called busy beaver champions and they give lower bounds for BB(n) or BB(n, k). It is conjectured that BB(5) = 47,176,870 as there is an explicit 5-state 2-symbol champion that halts after 47,176,870 steps [19, 2]. It is known [14, 20] that BB(6) ≥ 10 ↑↑ 15 = 10^{10^{10^{10^{10^{10^{10}}}}}}, a tower of 15 powers of 10, well beyond 10^{80}, the estimated number of atoms in the observable universe. Also, BB(2, 6) ≥ 10 ↑↑ (10 ↑↑ 10^{10^{10^{10^{10^{10}}}}}) [15, 20] and BB(3, 4) ≥ Ack(14).
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2 Radó originally used the notation S(n). The more modern [2] notation BB(n) can be a source of confusion since some authors, for example [12, 14], use BB to mean Radó’s Σ which counts the number of 1s on the final tape of a halting Turing machine [24].

3 Trivial values include those where n = 1 since for all k ≥ 1, BB(1, k) = 1.

Current busy beaver champion [19] for machines with 5 states (A–E) and 2 symbols (0,1), it halts in 47,176,870 steps starting from all-0 input and state A, which gives the lowerbound BB(5) ≥ 47,176,870. Proving that bound tight is the goal of the bbchallenge project [1].
with the Ackerman number defined as \( \text{Ack}(n) = n \uparrow^n n \) [16, 18]. These results highlight the sheer growth of the busy beaver function (it provably grows faster than any computable function [24]). However, lower bounds like this one do not give us a concrete sense of how hard it is to know busy beaver values, we just know that they quickly become “huge”.

Can we give a more formal notion of hardness of finding busy beaver values? Indeed, for specific values of \( n \) and \( k \), how hard is it to find \( \text{BB}(n, k) \)? A recent trend, that we follow here, seeks to formally relate values of \( \text{BB}(n, k) \) to notoriously hard mathematical problems. For instance, one can imagine [5] designing a Turing machine that, starting from blank tape, will halt if and only if it finds a counterexample to Goldbach’s conjecture (every even integer greater than 2 is the sum of two primes). Such a machine was actually built, using 4,888 states and 2 symbols [31]. This result implies that knowing the value of \( \text{BB}(4,888) \) would allow us to computably decide Goldbach’s conjecture: run the machine for \( \text{BB}(4,888) + 1 \) steps – which, as we’ve seen, must be an unbelievably huge number – and if it has halted before, then the conjecture is false otherwise it is true. The result was later claimed to be improved to a 27-state 2-symbol machine [6, 2], which, subject to being proved correct, would be the smallest busy beaver value, before our work, that relates to a natural mathematical problem. Similar efforts led to the construction of a 5,372-state 2-symbol machine that halts if and only if the Riemann hypothesis is false [31]; with a later claimed improvement to 744 states [2], hence knowing the value of \( \text{BB}(744) \) is at least as hard as solving the Riemann hypothesis.

1.1 Results and discussion

Here, we continue the approach of relating small busy beaver values to hard mathematical problems towards obtaining insight into the location of the frontier between knowable and unknowable busy beaver values. Our particular approach gives upper bounds on the smallest counterexample to such problems. We do this by giving machines that search for counterexamples to an open, Collatz-related conjecture formulated in 1979 by Erdős:

**Conjecture 1** (Erdős [10]). For all natural numbers \( n > 8 \) there is at least one digit 2 in the base 3 representation of \( 2^n \).

In Section 1.2 we discuss existing literature on the conjecture as well as its relationship with the Collatz and weak Collatz conjectures [17, 9, 8, 28].

The main technical contribution of this paper is to prove the following theorem:

**Theorem 1.** There is an explicit 15-state 2-symbol Turing machine that halts if and only if Erdős’ conjecture is false.

That Turing machine, called \( M_{15,2} \), is given in Figure 4 and proven correct in Section 4. The proof shows that \( M_{15,2} \) simulates, in a tight (linear time) fashion, an intuitively simpler machine with 5 states and 4 symbols, that we call \( M_{5,4} \) (Figure 3) and whose behaviour is proven correct in Section 3:

**Theorem 2.** There is an explicit 5-state 4-symbol Turing machine that halts if and only if Erdős’ conjecture is false.

From these theorems, we get that knowing the value of \( \text{BB}(15) \) is at least as hard as solving Erdős’ conjecture since \( \text{BB}(15) \) gives a finite—although particularly impractical—algorithmic procedure to decide the conjecture as it upperbounds the set of values that need to be considered:

**Corollary 3.** Erdős’ conjecture is equivalent to the following conjecture over a finite set: for all \( 8 < n \leq \min(\text{BB}(15), \text{BB}(5, 4)) \) there is at least one digit 2 in the base 3 representation of \( 2^n \).

Finally, we also get an upper bound on the smallest counterexample to Erdős conjecture, if it exists:

**Corollary 4.** Let \( x \in \mathbb{N} \) be the smallest counterexample to Erdős conjecture, if it exists. Then we have: \( \text{BB}(15) \geq \log_2 x \) and \( \text{BB}(5, 4) \geq \log_2 x \).

**Discussion.** Why are these theorems important? They give us more knowledge on the busy beaver function: we get that values as small as \( \text{BB}(15) \) are related to hard open problems in mathematics and thus correspondingly hard to know. Our results make \( \text{BB}(15) \) the smallest busy beaver value linked to an open problem in mathematics, a significant improvement on the \( \text{BB}(4,888) \) and \( \text{BB}(5,372) \) results cited earlier (that have a proof of correctness), and the \( \text{BB}(27) \) and \( \text{BB}(744) \) results (that as yet lack a published proof of correctness).
An even more drastic way to establish hardness is to find an \( n \) for which \( \text{BB}(n) \) is independent of some standard set of axioms such as PA, or ZFC. In that spirit, a 7,910-state machine whose halting problem is independent of ZFC was constructed [31] and this was later improved to 748 states [13, 2]. The 748-state machine explicitly looks for a contradiction in ZFC (such as a proof of \( 0 = 1 \)) which is, by Gödel’s second incompleteness theorem, independent of ZFC. Aaronson [2] conjectures that \( \text{BB}(10) \) is independent of PA and \( \text{BB}(20) \) is independent of ZFC meaning that the frontier between knowable and unknowable busy beaver values could be as low as \( \text{BB}(10) \) if we limit ourselves to typical inductive proofs. With our work, any independence result on Erdős’ conjecture would automatically transfer to busy beaver value \( \text{BB}(15) \) and higher. As for Erdős’ conjecture, Corollary 3 gives a finite bound on the number of counter-examples needed to check in order to prove or refute the conjecture. However, this is not a practical bound: first, we don’t know its value, and second, it must be so astronomical as to not give a tractable procedure to prove or disprove the conjecture. Moreover, since we now know that \( \text{BB}(15) \) embeds Erdős’ conjecture, and that it could embed other horrible beasts, finding \( \text{BB}(15) \) itself could indeed be much harder than answering the conjecture. However, it is not unthinkable that methods for automatically deciding whether certain Turing machines halt or not [1, 19, 11] could one day solve the halting problem of the machines constructed in this article (or future improved machines with less states) and thus solve Erdős’ conjecture that way. This approach might highlight unforeseen links between theoretical computer science and number theory. As we’ve noted, some claimed results on the busy beaver function come with proofs, but some do not [2]. We advocate for proofs, although we acknowledge the challenges in providing human-readable correctness proofs for small programs that are, or almost are, program-size optimal.\(^4\) Here, the proof technique for correctness of our \( \text{BB}(15) \) candidate \( M_{15,2} \) amounts to proving by induction that \( M_{15,2} \) simulates (in a tight sense via Definition 8 and Lemma 10) another Turing machine \( M_{5,4} \) (giving Theorem 1). \( M_{5,4} \) exploits the existence of a tiny finite state transducer (FST), in Figure 2, for multiplication by 2 in base 3. We directly prove \( M_{5,4} \)’s correctness by induction on its time steps (giving Theorem 2). A Turing machine simulator, \texttt{bbsim}, was built in order to test our constructions.\(^5\) The reader is invited to run the machines of this paper through the simulator.

1.2 Erdős’ conjecture and its relationship to the Collatz and weak Collatz conjectures

A first obvious fact about Conjecture 1 is that the bound \( n > 8 \) is set so as to exclude the three known special cases: 1, 4 and 256 whose ternary representations are respectively 1, 11 and 100111. Secondly, since having no digit 2 in ternary is equivalent to being a sum of distinct powers of three, Conjecture 1 can be restated as: for all \( n > 8 \), the number \( 2^n \) is not a sum of distinct powers of 3.

The conjecture has been studied by several authors. Notably, Lagarias [17] showed a result stating that, in some sense, the set of powers of 2 that omits the digit 2 in base three, is small. In [9], the authors showed that, for \( p \) and \( q \) distinct primes, the digits of the base \( q \) expansions of \( p^x \) are equidistributed on average (averaging over \( n \)) which in our case suggests that digits 0, 1, 2 should appear in equal proportion in the base 3 representation of \( 2^n \). Dimitrov and Howe [8] showed that 1, 4 and 256 are the only powers of 2 that can be written as the sum of at most twenty-five distinct powers of 3.

The Collatz conjecture states that iterating the Collatz function \( T \) on any \( x \in \mathbb{N} \) eventually yields 1, where \( T(x) = x/2 \) if \( x \) is even and \( T(x) = (3x + 1)/2 \) if \( x \) is odd. The weak Collatz conjecture states that if \( T^k(x) = x \) for some \( k \geq 1 \) and \( x \) a natural number then \( x \in \{0, 1, 2\} \).

Although solving the weak Collatz conjecture, given current knowledge, would not directly solve Erdős’ conjecture, intuitively, Erdős’ conjecture seems to be the simpler problem of the two. Indeed, Tao [28] justifies calling Erdős’ conjecture a “toy model” problem for the weak Collatz conjecture by giving the number-theoretical reformulation that there are no integer solutions to \( 2^n = 3^{a_1} + 3^{a_2} + \cdots + 3^{a_k} \) with \( n > 8 \) and \( 0 \leq a_1 < \cdots < a_k \), which in turn seems like a simplification of a statement equivalent to the weak Collatz conjecture, also given in [28] (Conjecture 3; Reformulated weak Collatz conjecture).

The three conjectures have been encoded using the same size-6 Wang tile set by Cook, Stézin and Woods [26, 7]. As Figure 1 shows, their construction illustrates the complexity of the patterns occurring in ternary representations of powers of 2 which gives a sense of the complexity underlying Erdős’ conjecture. Beyond making complex, albeit pretty, pictures there is deeper connection here: the small tile set of [26, 7] can be shown to simulate the base 3, \texttt{mul2}, Finite State Transducer that we introduce in Section 3,

\(^4\)The situation can be likened to the hunt for small, and fast, universal Turing machines [30], or simple models like Post tag systems, with earlier literature often missing proofs of correctness, but some later papers using induction on machine configurations to do the job, for example refs [23, 29].

\(^5\)Simulator and machines available here: \url{https://github.com/tcosmo/bbsim}
Figure 1: The first 75 powers of two assembled in base 3 by the size-6 Wang tile set introduced in [26, 7]. Reading left-to-right, each column of glues (colours) corresponds to a power of two: beige glues represent ternary digit 0, green glues 1 and red glues 2. For instance, the rightmost column encodes (from top to bottom) 110210021020120002120010212220223 = 2^{75}. The complexity of the patterns illustrates the complexity of answering Erdős conjecture which amounts to asking if each glue-column (except for the few first) has at least one red glue.

Figure 2, and our small Turing machines use it to look for counterexamples to Erdős’ conjecture. The tile set also simulates the inverse of the mul2 FST (which computes the operation $x \mapsto x/2$ in ternary) which was used to build a 3-state 4-symbol non-halting machine that runs the Collatz map on any ternary input [21] and finally, it also simulates the dual of that FST (which computes the operation $x \mapsto 3x + 1$ in binary) which can be used to simultaneously compute the Collatz map both in binary and ternary [27]. So these three closely-related FSTs are all encoded within that small tile set, that in turn encodes the three conjectures.

1.3 Future work

This paper opens a number of avenues for future work.

We’ve given a finite bound on the first counterexample to Erdős’ conjecture, an obvious future line of work is to improve that cosmologically large bound by shrinking the program-size of our 15-state machine. An avenue for reducing the number of states needed to encode Erdős’ conjecture is to study small Turing machines and look for machines with the expected behaviour “in the wild”\(^6\).

It would be interesting to design small Turing machines that look for counterexamples to the weak Collatz conjecture. That way we could relate the fact of knowing busy beaver values to solving that notoriously hard conjecture. We have already found 124-state 2-symbol, and 43-state 4-symbol, machines that look for such counterexamples\(^7\) but we would like to further optimise them (i.e. reduce their number of states) before formally proving that their behaviour is correct.

There are certain other open problems amenable to BB-type encodings. For instance, the Erdős–Mollin–Walsh conjecture states that there are no three consecutive powerful numbers, where $m \in \mathbb{N}$ is powerful if $m = a^{2b^3}$ for some $a, b \in \mathbb{N}$. It would not be difficult to give a small Turing Machine, that enumerates unary encoded natural numbers, i.e. candidate $m$ and $a, b$ values, and runs the logic to check for counterexamples. Algorithms that bounce back and forth on a tape marking off unary strings have facilitated

\(^6\)Such an effort has been done for 5-state Turing machines [1].

\(^7\)These machines are also available here: https://github.com/tcosmo/bbsim
the finding of incredibly small universal Turing machines [23, 25, 30], so stands a chance to work well here too, although we wouldn’t expect it to beat our main results in terms of program-size.

In fact, any problem that can be expressed as a \( \Pi_1 \) sentence [2] should be relatable to a value of BB in the same way that we did for Erdős’ conjecture, although many problems would presumably yield unsuitably large program-size. It is also worth noting that some problems seem out of reach of the busy beaver framework: for instance the Collatz conjecture, as to date, there are no known ways for an algorithm to recognise whether or not an arbitrary trajectory is divergent, making it seemingly impossible for a program to search for a divergent counterexample\(^8\). Aaronson [2] gives a number of open problems and conjectures on the structure of BB functions.

## 2 Definitions: busy beaver Turing machines

Let \( \mathbb{N} = \{0, 1, 2 \ldots \} \) and \( \mathbb{Z} = \{\ldots, -1, 0, 1, \ldots \} \). We consider Turing machines that are deterministic, have a single bi-infinite tape with tape cells indexed by \( \mathbb{Z} \), and a finite alphabet of \( k \) tape symbols that includes a special ‘blank’ symbol (we use \( \# \) or \( b \)). For readability, we use bold programming-style names, for example check\_halt. We use ‘(init)’ to denote the initial state. Each state has \( k \) transitions, one for each of the \( k \) tape symbols that might be read by the tape head, and a transition is either (1) the halting instruction ‘Halt’ or (2) a triple: write symbol, tape head move direction (L or R), and next state. In the busy beaver setting used throughout this paper, we start machines in their initial state on an all-blank tape and, at each time step, according to what symbol is read on the tape, the specified transition is performed, until ‘Halt’ is encountered (if ever).

Let \( \text{TM}(n, k) \) be the set of such \( n \)-state, \( k \)-symbol Turing machines. Given a machine \( M \in \text{TM}(n, k) \), let \( s(M) \) be the number of transitions it executes before halting, including the final Halt instruction\(^9\) and let \( s(M) = \infty \) if \( M \) does not halt. Then, \( \text{BB}(n, k) \) is defined [2] by

\[
\text{BB}(n, k) = \max_{M \in \text{TM}(n, k), s(M) < \infty} s(M)
\]

In other words, \( \text{BB}(n, k) \) is the number of steps by a machine in \( \text{TM}(n, k) \) that runs the longest without halting. By convention, \( \text{BB}(n) = \text{BB}(n, 2) \), this being the most classic and well-studied busy beaver function.

Some conventions: A busy beaver candidate is a Turing machine for which we don’t currently know whether it halts or not on blank input. A busy beaver contender is a Turing machine that halts on blank input. A busy beaver champion is a Turing machine that halts on blank input in more steps than any other known machine with the same number of states and symbols.

A Turing machine configuration is given by: the current state, the tape contents, and an integer tape head position. We sometimes write configurations in the following condensed format: state\_name, \( \ast \ast \ast \ast \ast \ast \ast \ldots \) with \( \ast \) any tape symbol of the machine and \( \_ \) for tape head position. Let \( c_1 \) and \( c_2 \) two configurations of some machine \( M \) and let \( k \in \mathbb{N} \), we write \( c_1 \vdash_M c_2 \) to mean that \( M \) transitions from \( c_1 \) to \( c_2 \) in \( k \) steps. We write \( \vdash \) (without \( M \)) if \( M \) is clear from the context.

## 3 Five state, four symbol Turing machine

In this section we prove Theorem 2. To do this we define, and prove correct, a 5-state 4-symbol Turing machine that searches for a counterexample to Erdős’ conjecture, the machine is given in Figure 3. The construction begins with the \texttt{mul2} finite state transducer (FST) in Figure 2.

A similar FST, and its ‘dual’, can be used to compute iterations of the Collatz map [27] (Appendix B). The fact that there is an FST that multiplies by 2 in base 3 is not surprising, since there is one for any affine transformation in any natural-number base \( \geq 1 \) [3]. However, in this section, we will exploit \texttt{mul2}'s small size. We begin by proving its behaviour is correct (by reverse-ternary we mean the base-3 representation written in reverse digit order):

**Lemma 5.** Let \( x \in \mathbb{N} \) and let \( w = w_1 \ldots w_0 \in \{0, 1, 2\}^n \) be its reverse-ternary representation, with \( n \geq 0 \), and a single leading 0. Then, on input \( w \) the \texttt{mul2} FST outputs \( y = \gamma_1 \gamma_2 \ldots \gamma_{n+1} \in \{0, 1, 2\}^{n+1} \) which represents \( y = 2x \) in reverse-ternary.

---

\(^8\)Said otherwise: given current knowledge there are no reason to believe that the set of counterexamples to the Collatz conjecture is recursively enumerable.

\(^9\)As in [2], we took the liberty of not defining a symbol to write and a direction to move the tape head to when the halting instruction is performed as this does not change the number of transitions that the machine executed.
Proof. We give an induction on ternary word length $n$, with the following induction hypothesis: given a word $w = w_1 \ldots w_n0$ that represents $x \in \mathbb{N}$ (as in the lemma statement), if the FST reads from state $F$. Then, from state $F$, by applying the induction hypothesis to the length-$m$ word $w_2 \ldots w_{n+1}$, which represents the number $(x - w_1)/3 = x/3$ in base 3, we get that the FST output (on $w_2 \ldots w_{n+1}$) is the representation of $2x$.

Then, by including the first output 0, the complete output of the FST represents the number $0 + 3 \cdot 2^x = 2x$ which is what we wanted. Similarly, if $w_1 = 1$ the FST outputs the representation of the number $2 + 3 \cdot \frac{2^{n-1}}{3} = 2x$, or if $w_1 = 2$ the FST outputs the representation of $1 + 3 \cdot (\frac{2^{n-2} + 1}{3}) = 2x$ since it moves to state $G$ after the first transition. Likewise, if we start the FST in state $G$ the FST outputs: $1 + 3 \cdot 2^x = 2x + 1$ if $w_0 = 0$, or $0 + 3 \cdot (\frac{2^{n-1} + 1}{3}) = 2x + 1$ if $w_0 = 1$, or $2 + 3 \cdot (\frac{2^{n-2} + 1}{3}) = 2x + 1$ if $w_0 = 2$. In all the cases we get the result. 

\begin{figure}
\centering
\includegraphics[width=0.3\textwidth]{uni.png}
\caption{The $\mathfrak{mul2}$ Finite State Transducer that multiplies a reverse-ternary represented number (base-3 written in reverse digit order) by 2. For example, the base 10 number 64₁₀ is 2101₁₃ in base 3, which we represent in reverse-ternary with a leading zero to give the input 10120, which in turn yields the FST output 20211; the reverse-ternary of 128₁₀. Transition arrows are labelled $r : w$ where $r$ is the read symbol and $w$ is the write symbol.}
\end{figure}

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\multicolumn{1}{|c|}{mul2 F} & \multicolumn{1}{|c|}{mul2 G (init)} & \multicolumn{1}{|c|}{find 2} & \multicolumn{1}{|c|}{rewind} & \multicolumn{1}{|c|}{check_halt} \\
\hline
0 & 0 & L & 0 & L rewind \\
1 & 2 & R & mul2 F & 1 L find 2 \\
2 & 1 & R & mul2 G & 2 L rewind \\
\# (blank) & \# & L & find 2 & \# L mul2 F \\
\hline
\end{tabular}
\caption{5-state 4-symbol Turing machine $M_{5,4}$ that halts if and only if Erdős’ conjecture is false. The initial state of the machine is $\mathfrak{mul2 G}$, denoted ‘(init)’. The blank symbol is # and, since this is a busy-beaver candidate, the initial tape is empty: \ldots \# \# \# \# \# \# \ldots (tape head underlined). Example 6 shows the initial 333 steps of $M_{5,4}$. States $\mathfrak{mul2 F}$ and $\mathfrak{mul2 G}$ implement states $F$ and $G$ of the “mul2” FST in Figure 2, that multiplies a reverse-ternary number by 2. The other states check whether the result is a counterexample to, or one of the three special cases of, Erdős’ conjecture.}
\end{table}

Intuitively, the 5-state 4-symbol Turing machine $M_{5,4}$ in Figure 3 works as follows. Starting from all-# tape and state $\mathfrak{mul2 G}$, $M_{5,4}$ constructs successive natural number powers of 2 in base 3 (in fact in reverse-ternary) by iterating the $\mathfrak{mul2}$ FST, which is embedded in its states $\mathfrak{mul2 F}$ and $\mathfrak{mul2 G}$. Then, for each power of two, $M_{5,4}$ checks that there is at least one digit 2 using state $\mathfrak{find 2}$. If at least one digit 2 is found, then, using state $\mathfrak{rewind}$ the machine goes back to the start (left) and iterates on to the next power of 2. If no digit 2 is found, such as in the three known special cases $1_{10} = 1₃$, $4_{10} = 11₃$ and $256_{10} = 100111₁₃$ (giving the condition $n > 8$ in Erdős’ conjecture), then a counter is incremented on the tape (using state $\mathfrak{check_halt}$) and if this counter goes beyond value three the machine halts. The machine halts, if we have found a counterexample to Erdős’ conjecture, a fact we prove formally below in Theorem 2.
Example 6. Here, we highlight 11 out of the first 334 configurations of $M_{5,4}$. Five of the first 16 configurations are shown on the left (read from top to bottom), and 6 out of configurations 17 to 334 are shown on the right.\footnote{State $mul2_G$ was not designed to kick-start the process, but starting with it happens to give us what we need.} From step 5 onwards, the content of the tape is of the form $c\# w_1 \ldots w_n \#$ with $c, w_i \in \{0, 1, 2\}$, where $c$ represents a single-symbol counter keeping track of the 3 special cases of Erdős' conjecture and $w_1 \ldots w_n$ is the reverse-ternary representation of a power of two. For instance, in the final configuration below we have $11010111202221$ as the reverse-ternary representation of $2^{20} = 1220211010113$:

| $mul2_G$ | rewind | rewind | rewind | rewind | rewind |
|---------|--------|--------|--------|--------|--------|
| $i^5$   | $i^6$  | $i^{40}$| $i^8$  | $i^{254}$|

| $find_2$ | check_halt |
|----------|-------------|
| $i^3$    | $i^{2}$    |

| $\text{rewind, }$ | $\text{\#}$ | $\text{\#}$ | $\text{\#}$ |
|-------------------|--------------|--------------|--------------|
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

Theorem 2. There is an explicit 5-state 4-symbol Turing machine that halts if and only if Erdős' conjecture is false.

Proof. The machine is called $M_{5,4}$ and is given in Figure 3. We index tape positions by integers in $\mathbb{Z}$. Initially (at step 0), the tape head is at position 0 and each position of the tape contains the blank symbol $\#$.

The construction organizes the tape as follows: position $-1$ holds a counter to keep track of the 3 known special cases of the Erdős' conjecture (1, 4 and 256 in base 10 which are 1, 11 and 100111 in base 3), position 0 always contains a blank $\#$ to act as a separator, and positive positions will hold reverse-ternary representations of powers of two, i.e. least significant digit at position 1 and most significant at position $\lceil \log_3 (2^n) \rceil$. States $mul2_F$ and $mul2_G$ reproduce the logic of the "mul2" FST (Figure 2) where, in state $mul2_G$ the blank symbol behave like ternary digit 0 while in $mul2_F$ it triggers the end of the multiplication by 2.

Starting the Turing machine in state $mul2_G$ appropriately initialises the process, the reader can verify that at step 5 the machine is in state $\text{rewind}$, the tape head is at position 0 and the tape contains positions $-1$ to 2 included is: $0\#1\#$ (tape head position underlined) and all other positions are blank.\footnote{States $mul2_G$ and $mul2_F$ are blank.}

From there we prove the following result (IH) by induction on $n \in \mathbb{N}$: at step $s_n = 5 + c_n + \sum_{k=1}^{n} 2 \ast (\lceil \log_3 (2^k) \rceil + 1)$ either (a) $M_{5,4}$ has halted, the tape head is at position $-1$ and the reverse-ternary represented number written on the positive part of the tape (with digits in reverse order) is a counterexample to Erdős' conjecture, i.e. it has no digit equal to 2 and is of the form $2^{2^2}$ with $n_0 > 8$, or (b) $M_{5,4}$ is in state $\text{rewind}$, the tape head is at position 0 which contains a blank symbol and the reverse-ternary represented number by the digits between position 1 and $\lceil \log_3 (2^n) \rceil$ are blank. The number $c_n$ in the expression of $s_n$ accounts for extra steps that are taken by $M_{5,4}$ to increment the counter at position $-1$ which keeps track of the three known special cases of the conjecture: $1 = 1_3, 4 = 11_3$ and $256 = 100111_3$. In practice, $c_n$ is defined by $c_n = 0$ for $n \leq 1$, $c_n = 2$ for $2 \leq n \leq 7$ and $c_n = 4$ for $n \geq 8$.

For $n = 0$ we have $s_0 = 5$ and case (b) of the induction hypothesis (IH) is verified as $1 = 2^0$ is represented on the positive part of the tape as seen above.

Let's assume that the result holds for $n \in \mathbb{N}$. If $M_{5,4}$ had already halted at step $s_n$, then case (a) of IH still holds and nothing is left to prove. Otherwise, by case (b) of IH, at step $s_n$ then $M_{5,4}$ is in state $\text{rewind}$ at position 0 which contains a $\#$ and between positions 1 and $\lceil \log_3 (2^n) \rceil + 1$ the following word is written: $w = w_1 \ldots w_{\lceil \log_3 (2^n) \rceil} \#$ such that $w_1 \ldots w_{\lceil \log_3 (2^n) \rceil}$ is the reverse-ternary representation of $2^n$. At step $s_n + 1$, tape position 0 still contains the blank symbol $\#$, $M_{5,4}$ is in state $mul2_F$ and the tape head is at position 1 where it begins simulating the $mul2$ FST on $w$. By having the final $\#$ of $w$ encode a 0 then Lemma 5 applies which means that, after scanning $w$, the positive part of the tape contains the reverse-ternary expression of $2 \ast 2^n = 2^{n+1}$. Either $M_{5,4}$ was in state $mul2_F$ when it read the final $\#$ of $w$, in which case it will stop simulating the FST and jump to state $\text{find}_2$ and move the tape head to the left. Otherwise it was in state $mul2_G$ and read the $\#$ in which case it jumps to state $mul2_F$ and moves the tape head to the right where, by IH, a $\#$ will be read bringing us back to the previous case. In both cases, $\lceil \log_3 (2^{n+1}) \rceil + 1$ symbols have been read since $s_n, M_{5,4}$ is in state $\text{find}_2$ and all positions after and including $\lceil \log_3 (2^{n+1}) \rceil + 1$ are still blank.

State $\text{find}_2$ will scan to the left over the reverse-ternary expression that was just computed to search for a digit equal to 2. If a 2 is found, then it switches to state $\text{rewind}$ and will reach position 0 at step
In that case, we also have $c_{n+1} = c_n$ as by definition of $c_n$, one can verify that $c_{n+1} \neq c_n$ implies that $2^{n+1}$ has no ternary digit equal to 2. Hence, if a 2 was found the machine reaches tape position 0 at step $s_{n+1} = 5 + c_{n+1} + \sum_{k=1}^{n+1} 2^k \lceil \log_3(2^{n+1}) \rceil$, position 0 contains the blank symbol, positions 1 to $\lceil \log_3(2^{n+1}) \rceil$ hold the reverse-ternary representation of $2^{n+1}$ and all positions after $\lceil \log_3(2^{n+1}) \rceil$ are still blank, which is what we wanted under case (b) of IH. If no 2s were found then $M_{5,4}$ will reach position $-1$ in state check_halt and if $n + 1 = 2$ or $n + 1 = 8$ it will respectively read a 0 or 1 which will respectively be incremented to 1 or 2, then $M_{5,4}$ goes back to position 0 in state rewind and case (b) of IH is verified as the value $c_n$ accounts for the extra steps that were taken to increment the counter in those cases. However, if $n + 1 > 8$ then $M_{5,4}$ will read a 2 at position $-1$ and consequently halt with positions 1 to $\lceil \log_3(2^{n+1}) \rceil$ giving the base three representation of $2^{n+1}$ containing no digit equal to two: a counterexample to Erdős’ conjecture has been found and it is consequently false and case (a) of IH holds.

From this proof, if $M_{5,4}$ halts then Erdős’ conjecture is false. For the reverse direction, note that $M_{5,4}$ will test every single successive power of two until it finds a potential counterexample meaning that if Erdős’ conjecture is false $M_{5,4}$ will find the smallest counterexample and stop there. Hence the 5-state, 4-symbol Turing machine given in Figure 3 halts if and only if Erdős’ conjecture is false.

4 Fifteen states, two symbols Turing machine

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{mul2_f_sim} & \text{mul2_g_sim (init)} & \text{find_2_sim} & \text{rewind_sim} & \text{check_halt_sim} \\
\hline
\text{a} & \text{R} & \text{mul2_f_a} & \text{a} & \text{L} & \text{find_2_a} & \text{a} & \text{L} & \text{rewind_a} \\
\hline
\text{b} & \text{R} & \text{mul2_f_b} & \text{a} & \text{L} & \text{find_2_b} & \text{a} & \text{L} & \text{rewind_b} \\
\hline
\text{mul2_f_a} & \text{mul2_g_a} & \text{find_2_a} & \text{rewind_a} & \text{check_halt_a} \\
\hline
\text{b} & \text{R} & \text{mul2_f_g_sim} & \text{a} & \text{L} & \text{rewind_sim} & \text{a} & \text{L} & \text{rewind_sim} \\
\hline
\text{mul2_f_b} & \text{mul2_g_b} & \text{find_2_b} & \text{rewind_b} & \text{check_halt_b} \\
\hline
\text{a} & \text{L} & \text{find_2_a} & \text{rewind_b} & \text{check_halt_sim} \\
\hline
\text{b} & \text{R} & \text{mul2_f_sim} & \text{a} & \text{L} & \text{find_2_sim} & \text{a} & \text{L} & \text{find_2_sim} \\
\hline
\text{mul2_g_extra} & \text{mul2_g_sim} & \text{find_2_sim} & \text{rewind_sim} & \text{check_halt_sim} \\
\hline
\text{a} & \text{R} & \text{mul2_g_a} & \text{a} & \text{L} & \text{check_halt_a} & \text{a} & \text{L} & \text{check_halt_a} \\
\hline
\end{array}
\]

Figure 4: 15-state 2-symbol Turing machine $M_{15,2}$ that halts if and only if Erdős’ conjecture is false. The initial state is \textit{mul2_g_sim}, denoted ‘(init)’. The blank symbol is \textit{b}, and, since this is a busy-beaver candidate, the initial tape is empty: \ldots bb\ldots (tape head position bold and underlined). States are organised into 5 columns, one for each state of $M_{15,2}$ in Figure 3, and inherit name prefixes from $M_{15,2}$.

In Lemma 10 we prove that $M_{15,2}$ simulates $M_{5,4}$.

In this section, we prove Theorem 1. To do this we define the 15-state 2-symbol Turing machine $M_{15,2}$ in Figure 4 and then prove that it halts if and only if it finds a counterexample to Erdős’ conjecture. We begin with some remarks to guide the reader.

4.1 Intuition and overview of the construction

Turing machines with two symbols can be challenging to reason about and prove correctness of for two reasons: (1) the tape is a difficult-to-read stream of bits and (2) simple algorithmic concepts need to be distributed across multiple states (because of the low number of symbols). We took the approach of first designing $M_{5,4}$ (Figure 3, relatively easy to understand), and then designing $M_{15,2}$ to simulate $M_{5,4}$.

(With the caveat that both machines have a few program-size optimisations.)

In order to avoid confusion, $M_{15,2}$ uses alphabet \{\textit{a, b}\} (with \textit{b} blank) which is distinct to that of $M_{5,4}$. In Lemma 10 we prove that $M_{15,2}$ \textit{simulates} $M_{5,4}$, via a tight notion of simulation given in Definition 8 and the Lemma statement; with only a linear time overhead. Symbols of $M_{5,4}$ are encoded by those of $M_{15,2}$ using the encoding function $E:\{\#, 0, 1, 2\} \rightarrow \{a, b\}^2$ defined by $E(\#) = bb$, $E(0) = ba$, $E(1) = ab$, $E(2) = aa$. Intuitively, the 15 states of $M_{15,2}$ are partitioned into 5 sets: the idea is that each of the five states of $M_{5,4}$ is simulated by one of the five corresponding column of states in Figure 4.

The naming convention for states in $M_{15,2}$ is as follows: for each state of $M_{5,4}$, there is a state with the same name in $M_{15,2}$, followed by \textit{sim} (short for ‘simulate’), that is responsible for initiating the behaviour of the corresponding state in $M_{5,4}$. Then, from each \textit{sim} state in $M_{15,2}$ control moves to
one of two new states, suffixed by \(a\) and \(b\), after reading symbol \(a\) or symbol \(b\). At the next step, two consecutive letters have been read and \(M_{15,2}\) knows which of the 4 possible cases of the encoding function \(E\) it is considering and has sufficient information to simulate one step of \(M_{5,4}\). However, in many cases, for program-size efficiency reasons, \(M_{15,2}\) makes a decision before it has read both symbols of the encoding.

There are two exceptions to the \(M_{15,2}\) state naming rule: there is no state \(\text{check} \_ \text{halt} \_ b\) as our choice of encoding function \(E\) meant not needing to consider that case when simulating \(\text{check} \_ \text{halt}\), and the state \(\text{mul} \_ 2 \_ G \_ \text{extra}\) which is involved in simulation of both \(\text{mul} \_ 2 \_ G\) and \(\text{check} \_ \text{halt}\).

**Example 7.** Here, we highlight 11 of the first 742 configurations of \(M_{15,2}\). These configurations represent the simulation (via encoding \(E\)) of those highlighted in Example 6. For instance, in the second configuration shown we have \(bb \ ba \ bb \ ab \ bb = E(\#)E(0)E(\#)E(1)E(\#)\) which corresponds to the tape content of the second configuration shown in Example 6. Simulation comes with a (merely linear) cost in time, as here, the first 333 steps of \(M_{5,4}\) are simulated in 741 steps in \(M_{15,2}\).

\[
\begin{array}{c|c}
\text{mul} \_ 2 \_ G \_ \text{sim}, & \ldots bb \ ba \ bb \ \ldots \\
\text{rewind} \_ b, & \ldots bb \ ba \ bb \ \ldots \\
\text{rewind} \_ \text{sim}, & \ldots bb \ ab \ bb \ \ldots \\
\text{find} \_ 2 \_ \text{sim}, & \ldots bb \ ba \ bb \ \ldots \\
\text{check} \_ \text{halt} \_ \text{sim}, & \ldots bb \ ba \ bb \ \ldots \\
\text{rewind} \_ b, & \ldots bb \ ba \ bb \ \ldots \\
\text{rewind} \_ \text{sim}, & \ldots bb \ ba \ bb \ \ldots \\
\text{find} \_ 2 \_ \text{sim}, & \ldots bb \ ba \ bb \ \ldots \\
\text{rewind} \_ b, & \ldots bb \ ba \ bb \ \ldots \\
\text{rewind} \_ \text{sim}, & \ldots bb \ ba \ bb \ \ldots \\
\text{rewind} \_ \text{sim}, & \ldots bb \ ba \ bb \ \ldots \\
\end{array}
\]

4.2 Proof of correctness

We define what we mean by ‘simulates’: the definition couples the dynamics of two machines so that the tape content of one machine is mapped in a straightforward way to that of the other.

**Definition 8** (simulates). Let \(M\) and \(M'\) be single-tape Turing machines with alphabets \(\Sigma\) and \(\Sigma'\). Then, \(M'\) **simulates** \(M\) if there exists \(m \in \mathbb{N}\), a function \(E : \Sigma \rightarrow \Sigma'^m\) and a computable time-scaling function \(f : \mathbb{N} \rightarrow \mathbb{N}\), such that for all time steps \(n \in \mathbb{N}\) of \(M\), then for step \(f(n)\) of \(M'\), either both \(M\) and \(M'\) have already halted, or else they are both still running and, if \(M\) has tape content \(\ldots t^n_{-1}t^n_0t^n_1\ldots\) (where \(t_i \in \Sigma\)) then \(M'\) has tape content \(\ldots E(t^n_{-1})E(t^n_0)E(t^n_1)\ldots\).

**Definition 9** (\(M_{15,2}\)’s encoding function \(E\)). Let \(E : \{\#, 0, 1, 2\} \rightarrow \{a, b\}^2\) be \(M_{15,2}\)’s encoding function, where \(E(\#) = bb\), \(E(0) = ba\), \(E(1) = ab\) and \(E(2) = aa\).

Our main technical lemma in this section states that \(M_{15,2}\) (Figure 4) simulates \(M_{15,2}\) (Figure 3), with a linear time overhead:

**Lemma 10.** Machine \(M_{15,2}\) simulates \(M_{5,4}\), according to Definition 8, with encoding function \(E\) (Definition 9) and time-scaling function \(f\) recursively defined by: \(f(0) = 0\) and \(f(n + 1) = f(n) + g((q_n, d_n), \sigma_n)\) with: \(q_n\) being the state of \(M_{5,4}\) at step \(n\), \(d_n \in \{L, R\}\) the tape head direction at step \(n - 1\) (where \(d_0 = R\)), \(\sigma_n \in \{\#, 0, 1, 2\}\) the read symbol at step \(n\), and \(g\) the partial function defined in Figure 5.

**Proof.** Let \(S = \{\text{mul} \_ 2 \_ F, \text{mul} \_ 2 \_ G, \text{find} \_ 2, \text{rewind}, \text{check} \_ \text{halt}\}\) be the set of 5 states of \(M_{5,4}\) and \(S'\) be the set of 15 states of \(M_{15,2}\) given in Figure 4. We prove the result by induction on \(n \in \mathbb{N}\), the number of steps taken by the **simulated** machine \(M_{5,4}\). Let \(k_n = (q_n, d_n) \in S \times \{L, R\}\) be \(M_{5,4}\)’s state at step \(n\) together with the tape-head direction at the **previous** step \(n - 1\) (we take the convention \(d_0 = R\), let \(\sigma_n \in \{0, 1, 2, \#\}\) be \(M_{5,4}\)’s read symbol at step \(n\), and let \(i_n \in \mathbb{Z}\) be \(M_{5,4}\)’s tape head position at step \(n\). We note that by inspecting Figure 3 the set of possible values for \(k_n\) is

\[
K = \{\text{(mul} \_ 2 \_ F, R), (\text{mul} \_ 2 \_ G, R), (\text{find} \_ 2, L), (\text{check} \_ \text{halt}, L), (\text{rewind}, L), (\text{rewind}, R)\}
\]

observing that \text{rewind} is the only \(M_{5,4}\) state reachable from both left and right tape head moves.

The induction hypothesis (IH) is the definition of simulation (Definition 8) instantiated with \(E\) (Definition 9), \(f\) as defined in the lemma statement, and the following: at step \(f(n)\) machine \(M_{15,2}\)’s head
is at position $2i_n + \pi(d_n)$ with $\pi(L) = 1$ and $\pi(R) = 0$ and the machine is in state $h(k_n)$ with $h : K \to S'$ defined by $h(\text{mul}_2 F, R) = \text{mul}_2 F\text{.sim}$, $h(\text{mul}_2 G, R) = \text{mul}_2 G\text{.sim}$, $h(\text{find}_2 L) = \text{find}_2\text{.sim}$, $h(\text{check\_halt}\_L) = \text{check\_halt}\_\text{sim}$, $h(\text{rewind}_L) = \text{rewind\_sim}$ and $h(\text{rewind}_R) = \text{rewind\_b}$.

If $n = 0$, we have $f(0) = 0$ and both tapes are entirely blank: $\ldots \# \ldots \# \ldots$ for $M_{5,4}$, and $\ldots bbb \ldots$ for $M_{15,2}$ which is consistent with $E(\#) = bb$. Additionally, $k_0 = (\text{mul}_2 G, R)$, the tape head of $M_{15,2}$ is at position $0 = 2i_0 + 0$ with $i_0 = 0$ being the tape head position of $M_{5,4}$ and finally, $M_{15,2}$ is in state $h(k_0) = \text{mul}_2 G\text{.sim}$ (which is also its initial state).

Let’s assume that the induction hypothesis (IH) holds for $n \in \mathbb{N}$. If at step $n$ for $M_{5,4}$, and step $f(n)$ for $M_{15,2}$, both machines have already halted they will still have halted at any future step and the IH still holds. Let’s instead assume from now on, IH holds and we are in the second case of Definition 8 (both are still running and tape contents are preserved under the encoding function $E$).

If $k_n = (\text{mul}_2 F, R)$ and $\sigma_n = 2$ then the configuration of $M_{5,4}$ at step $n$ is $\text{mul}_2 F, \ldots 2 \ldots$ with tape head at position $i_n$. By Figure 3, at step $n + 1$ the configuration becomes $\text{mul}_2 G, \ldots 12 \ldots$ and $i_{n+1} = i_n + 1$ with $\sigma_n$ being whatever symbol is at position $i_{n+1}$ and $k_{n+1} = (\text{mul}_2 G, R)$. By IH, at step $f(n)$ the tape head position of $M_{15,2}$ is $2i_n + \pi(R) = 2i_n$ and the configuration of $M_{15,2}$ is $\text{mul}_2 F\text{.sim}$, $\ldots aa \ldots$ since $E(2) = aa$ and $h(k_n) = \text{mul}_2 F\text{.sim}$.

By Figure 4, at step $f(n + 1) = f(n) + g((\text{mul}_2 F, R), 1) = f(n) + 2$, the configuration of $M_{15,2}$ is $\text{mul}_2 G\text{.sim}$, $\ldots ab \ldots$ with tape head at position $2i_n + 2$. We have $E(1) = ab$ (and no other tape positions than $2i$ and $2i + 1$ were modified), $2i_n + 2 = 2(i_n + 1) = 2i_{n+1} + \pi(R) = 2i_{n+1} + \pi(d_{n+1})$ and $\text{mul}_2 G\text{.sim} = h(k_{n+1})$ which is everything we needed to satisfy IH at step $n + 1$. We leave verifications of cases $\sigma_n = 0$ and $\sigma_n = 1$ to the reader as they are very similar. If $\sigma_n = \#$ then $M_{5,4}$ writes $\#$ then goes left to state $\text{find}_2$, which gives $k_{n+1} = (\text{find}_2 L)$ and $i_{n+1} = i_n - 1$. By IH, at step $f(n)$ the tape head position of $M_{15,2}$ is $2i_n + \pi(R) = 2i_n$ and the configuration of $M_{15,2}$ is $\text{mul}_2 F\text{.sim}$, $\ldots bb \ldots$.

After $g((\text{mul}_2 F, R), \#) = 3$ steps, the configuration becomes $\text{find}_2\text{.sim}$, $\ldots bbb \ldots$. This is consistent with having $E(\#) = bb$, moving the tape head to position $2i_n - 1 = 2(i_n - 1) + 2i_{n+1} + \pi(d_{n+1})$ and having $\text{find}_2\text{.sim} = h(k_{n+1})$ which is all we needed.

If $k_n = (\text{mul}_2 G, R)$ and $\sigma_n = 1$ then the configuration of $M_{5,4}$ at step $n$ is $\text{mul}_2 G, \ldots 1 \ldots$ with tape head at position $i_n$. By Figure 3, at step $n + 1$ the configuration becomes $\text{mul}_2 G, \ldots 0 \ldots$ and $i_{n+1} = i_n + 1$ and $k_{n+1} = (\text{mul}_2 G, R)$. By IH, at step $f(n)$ the tape head position of $M_{15,2}$ is $2i_n + \pi(R) = 2i_n$ and the configuration of $M_{15,2}$ is $\text{mul}_2 G\text{.sim}$, $\ldots gb \ldots$ as $E(1) = ab$ and $h(k_n) = \text{mul}_2 G\text{.sim}$. In that case, the machine will need $g((\text{mul}_2 G, R), 1) = 4$ steps as it will have to bo back one step to the left after having scanned the second symbol of $E(1) = ab$ in order to write the first symbol $E(0) = ba$. This is realised by the first transition of intermediate state $\text{mul}_2 G\text{extra}$ as we are assured to read symbol $a$ in that case. Altogether, we get that at step $f(n + 1) = f(n) + 4$ the configuration of $M_{15,2}$ is $\text{mul}_2 G\text{.sim}$, $\ldots bg \ldots$ with $\text{mul}_2 G\text{.sim} = h(k_{n+1})$ and tape head at position $2i_n + 2 = 2i_{n+1} + \pi(d_{n+1})$ which is everything we need. We leave cases $\sigma_n \in \{0, 2, \#\}$ to the reader.

If $k_n = (\text{find}_2 L)$, the simulation is straightforward for any $\sigma_n \in \{0, 1, 2, \#\}$ as the content of the tape is not modified and the tape head always moves to the left, hence we leave those cases to the reader.

If $k_n = (\text{rewind}_L)$ and $\sigma_n = \#$ then the configuration of $M_{5,4}$ at step $n$ is $\text{mul}_2 G, \ldots \# \ldots$ with tape head at position $i_n$. By Figure 3, at step $n + 1$ the configuration becomes $\text{mul}_2 F, \ldots \# \ldots$ and $i_{n+1} = i_n + 1$ and $k_{n+1} = (\text{mul}_2 F, R)$. By IH, at step $f(n)$ the tape head position of $M_{15,2}$ is $2i_n + \pi(L) = 2i_n + 1$ and the configuration of $M_{15,2}$ is $\text{rewind\_sim}$, $\ldots bn \ldots$ as $E(\#) = bb$ and $h(k_n) = \text{rewind\_sim}$. By Figure 4, at step $f(n + 1) = f(n) + g((\text{rewind}_L), \#) = f(n) + 3$, the configuration of $M_{15,2}$ is $\text{mul}_2 F\text{.sim}$, $\ldots bb \ldots$, with $bb = E(\#)$, $\text{mul}_2 F\text{.sim} = h(k_{n+1})$ and tape head at position $2i_n + 2 = 2i_{n+1} + \pi(d_{n+1})$, which is everything that we need. We leave cases $\sigma_n \in \{0, 1, 2, \#\}$ to the reader as those cases the tape head always moves to the left and the tape content is also not

| (mul2 F, R) | (mul2 G, R) | (find 2 L) | (check local L) | (rewind L) | (rewind R) |
|-------------|-------------|------------|----------------|------------|------------|
| 0           | 2           | 2          | 2              | 3          | 2          |
| 1           | 2           | 4          | 2              | 1          | 2          |
| 2           | 2           | 2          | 2              | 2          | -          |
| #           | 3           | 2          | 2              | 1          | 3          | 2          |

Figure 5: The partial function $g$ of Lemma 10 that defines how many steps are needed by $M_{15,2}$ to simulate one step of $M_{5,4}$, for each (state, move-direction-on-previous-step), and symbol, of an $M_{5,4}$ step. The function is partial, defined on only one entry of the final column, as the proof of Theorem 2 shows that only symbol $\#$ can be read if $M_{5,4}$ reaches state $\text{rewind}$ coming from the left (hence by moving tape head in direction $R$).
modified.

If \( k_n = \text{(rewind, R)} \), by the proof of Theorem 1, we know that necessarily \( \sigma_n = \# \), since in that case, the tape head of \( M_{5,4} \) is at position \( i_n = 0 \) which always holds a \( \# \) (the machine is just after incrementing the ‘3 special cases of Erdős’ conjecture’ counter at position –1), hence the configuration of \( M_{5,4} \) at step \( n \) is \( \text{rewind, \ldots \#} \) and at step \( n + 1 \) it becomes \( \text{mul2, F} \ldots \# \ldots \) (Figure 3) and \( i_n + 1 = i_n + 1 \) and \( k_{n+1} = (\text{mul2, F, R}) \). By IH, at step \( f(n) \) the tape head position of \( M_{15,2} \) is \( 2i_n + \pi(R) = 2i_n \), and the configuration of \( M_{15,2} \) is \( \text{rewind, \ldots \#} \ldots \) \( \text{sim} \). By Figure 4, at step \( f(n + 1) = f(n) + g(\text{(rewind, R), \#}) = f(n) + 2 \), the configuration of \( M_{15,2} \) is \( \text{mul2, F, sim} \ldots \# \ldots \) \( \text{sim} \) and the tape head is at position \( 2i_n + 2 = 2i_n + 1 + \pi(d_{n+1}) \), which is everything that we need.

If \( k_n = (\text{check, L}) \) then note that for \( n \in \{0, 1, \#\} \) machine \( M_{5,4} \) will ‘increment’ the value of \( \sigma_n \) then transition to \( k_{n+1} = (\text{rewind, R}) \) moving its head to \( i_{n+1} = i_n + 1 \). Cases \( n \in \{\#, 1\} \) are arguably where we make the most use of the encoding function \( E \) in order to use very few states in \( M_{15,2} \) to simulate the behavior of \( M_{5,4} \). Indeed, if \( \sigma_n = \# \) or \( \sigma_n = 1 \) then \( M_{5,4} \) must respectively write 1 and 2. This means that encodings must go from \( E(\#) = bb \) to \( E(1) = ba \) and from \( E(1) = ab \) to \( E(2) = aa \). By IH, machine \( M_{15,2} \) is currently reading the second symbol of the encoding (because the head is at position \( 2i_n + \pi(L) = 2i_n + 1 \), which is symbol \( b \), then it is enough for \( M_{15,2} \), using only one step, just to turn that \( b \) into an \( a \) which deals with both cases and then go right to state \( h(k_{n+1}) = \text{rewind, b} \) while moving the head to \( 2i_n + 2 = 2i_n + 1 + \pi(d_{n+1}) \) which is what we need. This gives \( g(\text{(check, L), \#}) = g(\text{check, L}, 1) = 1 \). We let the reader verify the case \( \sigma_n = 0 \) which gives \( g(\text{check, L}, 0) = 3 \).

If \( k_n = (\text{check, L}) \) and \( \sigma_n = 2 \) then, at step \( n + 1 \) machine \( M_{5,4} \) will halt. By IH, at step \( f(n) \) the tape head position of \( M_{15,2} \) is \( 2i_n + \pi(L) = 2i_n + 1 \) and the configuration of \( M_{15,2} \) is \( \text{check, sim} \ldots \# \ldots \) \( \text{sim} \ldots \# \ldots \) \( \text{check, sim} \). By Figure 4, at step \( f(n + 1) = f(n) + g(\text{(check, L), \#}) = f(n) + 2 \) machine \( M_{15,2} \) halts. Hence if \( M_{5,4} \) halts then \( M_{15,2} \) halts. Machine \( M_{15,2} \) has only one halting instruction and this proof shows that it is reached only in the case where \( k_n = (\text{check, L}) \) and \( \sigma_n = 2 \) meaning that if \( M_{15,2} \) halts then \( M_{5,4} \) halts. Hence the machines are either both running at respectively step \( n + 1 \) and \( f(n + 1) \) or both have halted.

In all cases, the induction hypothesis is propagated at step \( n + 1 \) and we get the result: machine \( M_{15,2} \) simulates \( M_{5,4} \) according to Definition 8.

4.3 Main result and corollaries

Using our previous results, the proofs of Theorem 1, and Corollary 3 and 4 are almost immediate:

**Theorem 1.** There is an explicit 15-state 2-symbol Turing machine that halts if and only if Erdős’ conjecture is false.

**Proof.** By Lemma 10, \( M_{15,2} \) simulates \( M_{5,4} \) which in turns means that \( M_{15,2} \) halts if and only if \( M_{5,4} \) halts. By Theorem 2 this means that \( M_{15,2} \) halts if and only if Erdős’ conjecture is false.

**Corollary 3.** Erdős’ conjecture is equivalent to the following conjecture over a finite set: for all \( 8 < n \leq \min(\text{BB}(15), \text{BB}(5, 4)) \) there is at least one digit 2 in the base 3 representation of \( 2^n \).

**Proof.** From the proof of Theorem 2, if we run \( M_{5,4} \) then, at step \( \text{BB}(5, 4) + 1 \) we know if Erdős’ conjecture is true or not: it is true if and only if \( M_{5,4} \) is still running. If \( M_{5,4} \) is still running, and because the machine outputs fewer than one power of 2 per step, at step \( \text{BB}(5, 4) + 1 \) the power of 2 written on the tape is at most \( 2^{\text{BB}(5, 4)} \). Analogously, \( M_{15,2} \) writes fewer than one power of 2 per step, hence, at step \( \text{BB}(15) + 1 \) we know that the power of 2 written on the tape is at most \( 2^{\text{BB}(15)} \). In either case, by then, we know whether the conjecture is true or not. Hence, it is enough to check Erdős’ conjecture for all \( n \leq \min(\text{BB}(15), \text{BB}(5, 4)) \) and we get the result.

**Corollary 4.** Let \( x \in \mathbb{N} \) be the smallest counterexample to Erdős conjecture, if it exists. Then we have: \( \text{BB}(15) \geq \log_2 x \) and \( \text{BB}(5, 4) \geq \log_2 x \).

**Proof.** By Theorems 1 and 2, if Erdős’ conjecture has a counterexample \( x \), then we have explicit busy beaver contenders for \( \text{BB}(15) \) and \( \text{BB}(5, 4) \), respectively, i.e. machines \( M_{15,2} \) and \( M_{5,4} \). These machines both halt with \( x = 2^{n_0} \), \( n_0 \in \mathbb{N} \), written on their tape in base 3 (by the proofs of Theorems 1 and 2). \( M_{15,2} \) and \( M_{5,4} \) enumerate less than one power of 2 per time step, hence their running time is \( \geq n_0 = \log_2 x \), giving the stated lowerbound on \( \text{BB}(15) \) and \( \text{BB}(5, 4) \).
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