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Abstract—A system is invariant with respect to an input transformation if we can transform any dynamic input by this function and obtain the same output dynamics after adjusting the initial conditions appropriately. Often, the set of all such input transformations forms a Lie group, the most prominent examples being scale-invariant \((u \mapsto \alpha u, \alpha \in \mathbb{R})\) and translational-invariant \((u \mapsto pu)\) systems, the latter comprising linear systems with transfer function zeros at the origin. Here, we derive a necessary and sufficient normal form for invariant systems and, by analyzing this normal form, provide a complete characterization of the mechanism by which invariance can be achieved. In this normal form, all invariant systems (i) estimate the applied input transformation by means of an integral feedback, and (ii) then apply the inverse of this estimate to the input before processing it in any other way. We demonstrate our results based on three examples: a scale-invariant “feed-forward loop”, a bistable switch, and a system resembling the core of the mammalian circadian network.

II. Background and Notation

The exposition in this section shortly summarizes the theoretical foundation described in [11], [10], [7] and closely follows the notation established in these articles.

We consider systems of ordinary differential equations with single inputs and outputs (systems in the following) of the form

\[
\frac{d}{dt} x(t) = f(x(t), u(t)), \quad x(0) = x_0 \tag{1a}
\]

\[
y(t) = h(x(t)). \tag{1b}
\]

The states \(x(t) = [x_1(t), \ldots, x_n(t)]^T \in X, n \geq 1\), the input \(u(t) \in U\) and the output \(y(t) \in Y\) depend on the time \(t \in \mathbb{R}_{\geq 0}\), and take values in some state space \(X \subseteq \mathbb{R}^n\), input space \(U \subseteq \mathbb{R}\) and output space \(Y \subseteq \mathbb{R}\), respectively. The dynamics of the system are described by the vector field \(f : X \times U \to \mathbb{R}^n\), while \(x_0 \in X\) denotes the initial conditions at \(t = 0\), and \(h : X \to Y\) a function mapping the state of the system to the output. We assume that \(f\) and \(h\) are analytic, and that all admissible inputs \(u \in U, u : [0, \infty) \to U\) are piecewise continuous, i.e. \(U \subseteq \mathcal{P}(\mathbb{R}_{\geq 0}, U)\). We further assume that, for every initial condition \(x_0 \in X\) and every input \(u \in U\), there exists a unique, piecewise differentiable and continuous solution for all \(t \geq 0\) denoted by \(\xi(t, x_0, u) := x(t)\).

For the system (1), we consider sets \(P = \{\pi_p\} \subseteq P\) of one-to-one onto input transformations \(\pi_p : U \to U\) parametrized by \(p \in P\) in the interval \(P \subseteq \mathbb{R}\). By a slight abuse of notation, we also denote by \(\pi_p : U \to U\) the corresponding (point-wise) transformations of input trajectories defined by \(\pi_p(u)(t) = \pi_p(u(t))\). We assume that \(P\) forms a one-parameter Lie group under function composition \(\circ\) with law of composition given by \(\phi \circ \pi_p = \pi_{\phi(p)}\). Recall that this implies that \(\pi_p\) is differentiable in \(U\) and analytic in \(P\), and that \(\phi\) is analytic in both its parameters [2] p. 34. In the following, we assume that \(P\) is parametrized additively, i.e. such that \(P = \mathbb{R}, \phi(p_1 + p_2) = p_1 + p_2\), and \(\pi_0\) is the identity transformation. By the first fundamental theorem of Lie [2] p. 37], such an additive parametrization is always possible. For example, translations of the input are described by \(\pi_p(u) = u + p\) and scalings by \(\pi_p(u) = e^pu\), with \(\bar{u} \in U\).

Given these definitions, the system (1) is invariant with respect to \(P\) if, for every initial condition \(x_0 \in X\), every input \(u \in U\) and every \(\pi_p \in P\), there exists a \(x_0^p \in X\) such that

\[
h(\xi(t, x_0, u)) = h(\xi(t, x_0^p, \pi_p(u))). \tag{2}
\]

Note that different to earlier definitions of invariance [11], this definition does not require that the system possesses a globally asymptotically stable steady-state.

It was shown that the system (1) is invariant with respect to the input transformations \(\mathcal{P}\) if and only if it is equivariant with respect to the same transformations [11], [2], i.e. if there exist state transformations \(R = \{\rho_p : X \to X\} \subseteq R\) such that, for every \(\bar{u} \in U\) and every \(\bar{x} \in X\),

\[
f(\rho_p(\bar{x}), \pi_p(\bar{u})) = \frac{\partial \rho_p}{\partial \bar{x}}(\bar{x}) f(\bar{x}, \bar{u}) \tag{3a}
\]

\[
h(\rho_p(\bar{x})) = h(\bar{x}). \tag{3b}
\]
III. THE MECHANISM OF INVARIANCE

We define the following normal form for systems (1) invariant with respect to a one parameter Lie group \( P = \{ \pi_p \} \subseteq R \) of input transformations (Figure 2):

\[
\begin{align*}
\text{common part} \quad & \quad \frac{d}{dt} \hat{p}(t) = e(t) & (4a) \\
& \quad \hat{u}(t) = \pi_{-p}(t)(u(t)) & (4b) \\
\text{variable part} \quad & \quad \frac{d}{dt} z(t) = f_z(z(t), \hat{u}(t)) & (4c) \\
& \quad e(t) = h_e(z(t), \hat{u}(t)) & (4d) \\
& \quad y(t) = h_z(z(t)). & (4e)
\end{align*}
\]

This normal form naturally decomposes into a part common to all invariant networks \( \{4a\}\{4b\} \), and a variable part \( \{4c\}\{4d\}\). The common part has a single state \( \hat{p}(t) \in R \), whereas the variant part has \( n - 1 \) states \( z \in Z \subseteq R^{n-1} \). The two parts are interconnected in a feedback loop, whereby the output \( \hat{u} \) of the common part serves as the input of the variable part, and the output \( e \) of the variable part serves as an input to the common part. Note, that the variable part (i.e. \( f_z \), \( h_e \) and \( h_z \)) only indirectly depends on the input \( u \) via \( \hat{u} \).

For the following theorem, recall that we assume that every Lie group is parameterized additively.

**Theorem 1.** Given the assumptions stated in Section 2, the system (1) is invariant with respect to a one parameter Lie group \( \{ \pi_p \} \subseteq R \) of input transformations if and only if it can be transformed into normal form (4). Furthermore, given state transformations \( \{ \rho_p \} \subseteq R \) satisfying (4), a transformation \( (z, \hat{p}) = (\delta_p(z), \delta_p(\hat{p})) \) into normal form is given by \( n - 1 \) functionally independent solutions of the linear first-order homogeneous partial differential equation \( E_\rho \delta_\rho, (d) = 0 \), and a particular solution of \( E_\rho \rho_p(d) = 1 \), with \( E_\rho = \sum_{i} \frac{\partial \rho_p}{\partial p}(x) \bigg|_{p=0} \frac{\partial}{\partial x_i} \), the infinitesimal generator of \( \rho_p \).

**Proof.** For sufficiency, consider a system given in normal form (4). Then, \( \rho_p(z, \hat{p}) = (z, \hat{p} + p) \) satisfies (4), that is, the system is equivalent and thus invariant with respect to \( \{ \pi_p \} \subseteq R \).

For necessity, consider a system (1) invariant with respect to \( \{ \pi_p \} \subseteq R \) satisfying (4). Recall that for every one-parameter Lie group \( \{ \pi_p : D \rightarrow D \} \subseteq R \) of transformations, there exists a one-to-one and continuously differentiable transformation \( \delta_p : D \rightarrow D^*, \delta^* = \delta_p(d) \), satisfying \( \rho_p(d^*) = \pi_{p}(d) \). The elements \( \delta_1, \ldots, \delta_{n-1} \) of \( \delta_p \) are given by \( n - 1 \) functionally independent solutions of the linear first-order homogeneous partial differential equation \( E_\rho \delta_\rho, (d) = 0, \) and \( \delta_{n-1} \) satisfies \( E_\rho \delta_{n-1}(d) = 1 \), with \( E_\rho = \sum_{i} \frac{\partial \rho_p}{\partial p}(x) \bigg|_{p=0} \frac{\partial}{\partial x_i} \) [2, p. 45ff]. Let \( \delta_p : X \rightarrow Z \times R, (z, \hat{p}) = \delta_p(x), \) and \( \delta_\rho : U \rightarrow R, \) \( \delta_\rho(u) \), be such transformations for \( \{ \rho_p \} \subseteq R \) and \( \{ \pi_p \} \subseteq R \) respectively. In \( Z \times R \), the Jacobian \( \frac{\partial \delta_p}{\partial x} \) is the identity, and (4) becomes

\[
\begin{align*}
f^*(z, \hat{p} + p, u^* + p) &= f^*(z, \hat{p}, u^*) \\
h^*(z, \hat{p} + p) &= h^*(z, \hat{p}),
\end{align*}
\]

with \( f^*(z, \hat{p}, u^*) = \frac{\partial \rho_p}{\partial p}(\delta_{n-1}^{-1}(z, \hat{p})) f(\delta_{n-1}^{-1}(z, \hat{p}), \delta_{n-1}^{-1}(u^*)) \) and \( h^*(z, \hat{p}) = h(\delta_{n-1}^{-1}, \hat{p}) \). Since the system is reducible, this implies that \( f^* \) can only depend on \( u^* - \hat{p} \), but not on \( u^* \) or \( \hat{p} \) separately, and \( h^* \) must not depend on \( \hat{p} \) at all. Then we obtain that

\[
\begin{align*}
f^*(z, \hat{p}, u^*) &= f^*(z, 0, u^* - \hat{p}) \\
h^*(z, \hat{p}) &= h^*(z, 0).
\end{align*}
\]

With \( \hat{u} = \pi_{-p}(u), (f_z, h_e)(z, \hat{u}) = f^*(z, 0, \delta_x(\hat{u})) \) and \( h_z(z) = h^*(z, 0) \), we then obtain normal form (4). \( \square \)
Given an invariant system in normal form (4), we refer to \( \hat{p} \) as its estimates of the input transformation and the “untransformed input”, respectively, and to \( e \) as the adaptation error. This nomenclature is motivated by the following considerations: assume that we transform a signal \( u_{org} \) by \( \pi_p \in \mathcal{P} \) before using it as the input for (4), i.e. we set \( u = \pi_p(u_{org}) \). Further, assume that this input \( u \) and the initial conditions \((z_0, \hat{p}_0)\) solve the problem of zeroing the error signal \( e(t) \) (see [5] p. 162ff), i.e. that \( e(t) = 0 \) and, thus, \( \hat{p}(t) = \hat{p}_0 \) for all \( t \geq 0 \). Then,

\[
\hat{u}(t) = \pi_{-\hat{p}(t)}(\pi_p(u_{org}(t))) = \pi_{p-p_0}(u_{org}(t)).
\]

As we show below, it is always possible to choose the normal form such that \( p_0 = p \). Then, \( \pi_{p-p_0} = \pi_p \) becomes the identity transformation, and the system’s estimate of the untransformed input is precise, i.e. \( \hat{u} = u_{org} \).

Given a system in normal form (4), we refer to all inputs \( u_{TI} \in \mathcal{U} \) for which a \( z_0 \in Z \) exists such that \( u \) zeroes the adaptation error \( e \) for the initial conditions \( z(0) = z_0 \) and \( \hat{p}(0) = 0 \), as transmissible inputs \( U_{TI} \). If, for a given transmissible input \( u_{TI} \in U_{TI}, \hat{p}(t) \to 0 \) for all initial conditions in an open region \( B \subseteq Z \) around \( z(0) = z_0 \) and \( \hat{p}(0) = 0 \), we say that \( U_{TI} \) is stable transmissible, and if \( B = Z \), that \( U_{TI} \) is globally stable transmissible. Clearly, if \( u_{org} \in U_{TI} \) is (globally) stable transmissible and \( u(t) = \pi_p(u_{org}(t)) \), we get that \( \hat{p}(t) \to p \) and thus \( \hat{u}(t) \to u_{org}(t) \) for all \( (z(0), \hat{p}(0) = p) \in B \). We thus interpret the normal form (4) in the sense that the invariant system estimates the input transformation \( \pi_p \) by means of an integral feedback, and immediately applies the inverse \( \pi^{-1}_p \) of this estimated transformation to the input before processing it in any other way (Figure 2). When interpreting the adaptation error \( e(t) \) as an additional output, the internal model principal (IMP, see e.g. [12]) then suggests that the normal form (4)—more precisely, its variant part (4)–(7)–should contain an internal model capable to generate the transmissible input.

The transformation of an invariant system into normal form (4) is however not unique: given a transformation \([z, \bar{p}] = [\delta_z(x), \delta_p(x)]\) into normal form (4), \([\tau_z, \tau_p] = [\tau_z(\delta_z(x)), \delta_p(x) + \tau_p(\delta_z(x))]\) is a transformation into normal form, too, with \( \tau_z : Z \to \hat{Z} \) and \( \tau_p : Z \to \mathbb{R} \) analytic functions. The function \( \tau_p \) thereby only changes the coordinates of the variable part of the normal form, but does not influence the dynamics of \( \bar{p} \) or \( e \). The set \( \mathcal{U}_{TI} \) of transmissible inputs is thus invariant with respect to \( \tau_p \), and we thus w.l.o.g. assume that \( \tau_z(z) = z \) in the following. The function \( \tau_p \), on the other hand, has a profound influence on \( \mathcal{U}_{TI} \), and thus on our interpretation of the IMP.

Given an invariant system in normal form (4), this transformation results in (omitting dependencies on \( t \) for clarity):

\[
\frac{d}{dt} \hat{p} = \bar{e}.
\]

Thus, given a system in normal form, if an input \( \bar{u} \) zeros the function \( h_z(z, \bar{u}) + L_{fs} \tau_p, \) with \( \tau_p : Z \to \mathbb{R} \) analytic and \( L_{fs} \) the Lie derivative in the direction of \( f_x \), then there exists another normal form of the system with \( \tau_p(u_{org}(t)) \) a transmissible input.

If \( \tau_p \) is constant, this results in a constant offset \( \bar{p} = \bar{p} + const \) of the invariant system’s estimate of the applied input transformation and a corresponding change in the transmissible inputs. This justifies that we can always assume \( \bar{p}(t) \to p \) whenever \( \bar{p}(t) \) converges. Note, that already the notion of an original “untransformed input” \( u_{org} \) which we used above and to which we applied the input transformation \( \pi_p \) to generate \( u = \pi_p(u_{org}) \) was not unique. Indeed, we can always interpret \( u_{org} = \pi_q(u_{org}) \) as another “untransformed input” to which we applied the input transformation \( \pi_{p-q} \) to generate exactly the same input \( u = \pi_{p-q}(u_{org}) \). The result above means that, for every such interpretation, a corresponding normal form exists.

For non-constant transformations \( \tau_p \) of the normal form, the transmissible inputs and even their number may change more profound. For example, in Section IV-B, we discuss two normal form representations of the same system: (i) the first has a single, globally stable, constant transmissible input, for which the variable part of the normal form is bistable; and (ii) the second has two stable and one unstable constant transmissible inputs, for each of which the variable part of the normal form is monostable. In such cases, the IMP suggests that the invariant system possesses (usually distinct) internal models which can generate all sets of transmissible inputs corresponding to all normal forms. However, in many practically relevant cases, the system’s structure or prior knowledge likely renders a given normal form “natural”. Indeed, as our third example shows (Section IV-C), such prior knowledge might exist in form of the transmissible inputs themselves.

IV. EXAMPLES

A. A scale-invariant feed-forward loop

In the literature, it is often stated that systems can achieve invariance by two distinct mechanisms: negative feedback and incoherent feedforward loops [11]. In spite of this research, this distinction however seems to exists mainly on the level of specific choices of coordinates used to model the system, however justified, than to be a property of the system itself. For example, consider the system in “feed-forward form” shown in Figures 4–C. This system is equivariant with respect to the input and state transformations \( \mathcal{P} = \{\pi_p(\bar{u}) = e^{p}\bar{u}\}_{p \in \mathbb{R}} \) and \( \mathcal{R} = \{\rho(x, \bar{y}) = [e^{x}, \bar{y}]\}_{x \in \mathbb{R}} \), and thus scale-invariant.

The infinitesimals of the state transformations \( \mathcal{R} \) are given by \( \eta_{\rho}(x, \bar{y}) = \frac{\partial}{\partial x} \rho(x, \bar{y}) \bigg|_{p=0} = [x, 0]^T \), and the infinitesimal generator by \( E_{\rho}(x, \bar{y}) = \eta_{\rho}(x, \bar{y}) \cdot \begin{bmatrix} \frac{\partial}{\partial x} \rho \end{bmatrix} = x \frac{\partial}{\partial x} E_{\rho}(x, \bar{y}) \). The transformations \( z = \delta_z(x, y) = y \) and \( \bar{p} = \delta_p(x, y) = \log(x) \) solve the partial differential equations

\[
E_{\rho}(x, \bar{y}) \delta_z(x, y) = x \frac{\partial}{\partial x} \delta_z(x, y) = 0 \quad (6a)
\]

\[
E_{\rho}(x, \bar{y}) \delta_p(x, y) = x \frac{\partial}{\partial x} \delta_p(x, y) = 1, \quad (6b)
\]

and transform the system into the normal form

\[
\frac{d}{dt} \bar{p}(t) = -a + b \bar{u}(t)
\]
Different to the previous normal form, this normal form possesses three transmissible inputs, two stable and one unstable one (Figure 3), while the variable part of the system is monostable. It is however easy to see that the bistability was merely shifted from the variable part of the first normal form into the estimation of the untransformed input of the second one—our interpretation changed, while the system’s I/O-dynamics remained the same.

C. Mammalian circadian Rhythm

Consider the model shown in Figure 1–4. This model is a simplified representation of the core of the mammalian circadian rhythm (compare [3, 9], consisting of the two species Per and Cry (denoted by P and C) forming a dual negative feedback loop. Subscripts m correspond to Per and Cry mRNA levels, and subscripts 1, . . . , N, N ∈ N, to different post-translational states, localizations and similar of the respective proteins. For simplicity, formation of the PER-CRY complex and (indirect) inhibition of Per and Cry mRNA production by this complex is lumped into a single inhibitory Hill equation, utilizing the separation of timescales as compared to the other relevant reactions. Daylight exposure leads to an increase in Per mRNA expression (but not of Cry mRNA), represented by the input u. The output y was chosen purely hypothetical and merely to demonstrate that an appropriate output rendering the system scale-invariant (see below) can be approximated by simple Michaelis-Menten kinetics.

With $\hat{p} = \log \left( \frac{P_{m+1}}{m+1} \right) + \alpha \tau_p(\hat{\delta}_n(x))$, $\tau_p(\hat{\delta}_n(x)) = \log \left( \frac{P_{m+1}}{m+1} C_N \right)$, $z_{P,k} = P_{m+1} P_k$, $z_{C,m} = P_{m+1} C_m$, and $z_{C,N} = P_{m+1} C_N$, the system is transformed into the normal form

\[ \frac{d}{dt} \hat{p} = \frac{2n + 1}{n + 1} \Omega(\hat{u}) + \alpha \left( k_p z_{C,N-1} z_{C,N} - k_{DC} \right) \]

\[ \hat{u} = \exp(-\hat{p}) \hat{u} \]

\[ \frac{d}{dt} z_{P,1} = k_{TL} - z_{P,1}(k_p + k_{DP} + \Omega(\hat{u})) \]

\[ \frac{d}{dt} z_{P,k} = z_{P,k-1} - z_{P,k} (k_p + k_{DP} + \Omega(\hat{u})) \]

\[ \frac{d}{dt} z_{P,N} = k_p z_{P,N-1} - z_{P,N} (k_p + k_{DC} + \Omega(\hat{u})) \]

\[ \frac{d}{dt} z_{C,m} = v_C \frac{1}{k_{C,m} + \Omega(\hat{u})} - z_{C,m} \left( k_{DM} - \frac{n + 1}{n + 1} \Omega(\hat{u}) \right) \]

\[ \frac{d}{dt} z_{C,1} = k_{TL} z_{C,1} - z_{C,1} \left( k_p + k_{DC} - \frac{n + 1}{n + 1} \Omega(\hat{u}) \right) \]

\[ \frac{d}{dt} z_{C,k} = k_p z_{C,k-1} - z_{C,k} \left( k_p + k_{DC} - \frac{n + 1}{n + 1} \Omega(\hat{u}) \right) \]

\[ \frac{d}{dt} z_{C,N} = k_p z_{C,N-1} - z_{C,N} \left( k_{DC} - \frac{n + 1}{n + 1} \Omega(\hat{u}) \right) \]

with

\[ \Omega(\hat{u}) = v_p \frac{1}{k_{P,N} + k_{C,N}} \pi_\alpha \log(z_{C,N}(\hat{u})) - k_{DM} \]

For this transformation, we utilize the non-uniqueness of the transformation into normal form to “shape” the transmissible input by changing the parameter $\alpha$ which multiplies $\tau_p(\delta_n(x))$. The simulations in Figure 4 for example show the system excited by the transmissible input corresponding to $\alpha = -1.5$ and scaled by the factors 1 and 2, respectively. The dynamics of the two inputs thereby resemble the light intensities of the day-night rhythm during spring/autumn on cloudy, respectively sunny days.
Fig. 4. Dynamics of the circadian rhythm model in response to the invariant input (left) and two times the invariant input (right). While the mRNA species $C_m$ and $P_m$ show oscillations with different amplitudes for the two inputs, the species $z_{CM}$ of the normal form oscillates with the same amplitude for both inputs, while $\hat{\beta}$ converges to 0 and $\log(2)$, respectively, i.e. the logarithm of the light amplitude scaling.

V. Discussion

We derived a (necessary and sufficient) normal form for invariant systems demonstrating that all possible ways to achieve invariance are equivalent to a relatively simple integral-feedback mechanism. That one and only one such mechanism exists represents the most surprising result of our study, given that invariant networks are able to show a wide variety of dynamics.

Besides being of theoretical interest itself, the knowledge of the normal form lies the foundation for the rational design of invariant systems and thus for the application of the concept in engineering. Indeed, we enjoyed some distraction from the global pandemic by designing a wide variety of systems with specific properties by simply starting directly from the normal form representation itself. For example, we constructed scale-invariant systems with ramps as transmissible inputs, a rather interesting combination. Furthermore, due to its sufficiency, the normal form also represents an excellent tool for the construction of counter-examples for various conjectures posed about invariant systems, a task we have to leave to the interested reader due to space limitations.

Finally, our last example represents a semi-realistic model of the core of the mammalian circadian rhythm. While the model is comparatively simple, it is structurally still sufficiently related to more realistic ones [3, 9] such that it becomes at least plausible that the dual negative feedback structure of the mammalian circadian rhythm evolved to not only learn the phase, but also the amplitude of the day/night cycle. If this is however really the case remains a task for future theoretical and experimental studies.
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