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ABSTRACT

Aims. We measure the thermodynamic properties of cluster outer regions to provide constraints on the processes that rule the formation of large scale structures.

Methods. We derived the thermodynamic properties of the intracluster gas (temperature, entropy) by combining the Sunyaev-Zel’dovich thermal pressure from Planck and the X-ray gas density from ROSAT. This method allowed us to reconstruct for the first time temperature and entropy profiles out to the virial radius and beyond in a large sample of objects.

Results. At variance with several recent Suzaku studies, we find that the entropy rises steadily with radius, albeit at a somewhat lower rate than predicted by self-similar expectations. We note significant differences between relaxed, cool-core systems and unrelaxed clusters in the outer regions. Relaxed systems appear to follow the self-similar expectations more closely than perturbed objects.

Conclusions. Our results indicate that the well-known entropy excess observed in cluster cores extends well beyond the central regions. When correcting for the gas depletion, the observed entropy profiles agree with the prediction from gravitational collapse only, especially for cool-core clusters.
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1. Introduction

The outskirts of galaxy clusters are characterized by ongoing accretion processes and significant departures from virialization and hydrostatic equilibrium. Still, at the present epoch they host the transition between regular large-scale accretions and the injection of shocks and turbulent motions, and they are the sites where the transition between large-scale infall motions and the dense and hot ICM occurs. Departures from hydrostatic equilibrium in the form of turbulence motion (e.g., [1]), magnetic fields (Dolag et al. 1999, Brüggen et al. 2005) and possibly energy sources such as cosmic rays (e.g., [2], [3]) are expected to play a more important role in these regions than in cluster cores, and the infall of smaller structures along large-scale filaments may cause the material in these regions to be clumpy (Nagai & Lau 2011, Simionescu et al. 2011) and asymmetric (Vazza et al. 2011a, Eckert et al. 2012). These effects may bias the measurements of cluster masses using X-ray and SZ proxies (Rasia et al. 2004, Nagai et al. 2007a, Piffaretti & Valdarnini 2008, Burns et al. 2010), thus limiting the use of galaxy clusters as high-precision cosmological probes (Allen et al. 2011).

For all these reasons, a deeper understanding of the state of the intracluster gas in cluster outskirts is required. However, because of the very low surface brightness of the X-ray signal, providing reliable temperature measurements in these regions is challenging (Ettori & Molendi 2011, Eckert et al. 2011). Recently, the low background of the Suzaku satellite allowed for the measurement of temperature profiles out to $R_{200}$ in a handful of systems (e.g., Reiprich et al. 2009, Bautz et al. 2009, Kawaharada et al. 2010, Hoshino et al. 2010, Simionescu et al. 2011, Akamatsu et al. 2011, Humphrey et al. 2012). However, these measurements are often probing a small fraction of the total extent of these objects around the virial radius, and they may be subject to systematic problems (Eckert et al. 2011). Hence the general behavior of the temperature profiles beyond $R_{500}$ is still largely unknown. Conversely, while direct temperature measurements require high-quality X-ray spectra and an excellent knowledge of the systematic uncertainties, estimates of the (projected) gas density can be easily obtained from the flux in the soft band (0.5-2 keV), provided that the temperature does not fall below $\sim 1.5$ keV. In this respect, the large field-of-view of ROSAT/PSPC has allowed for the reconstruction of gas density profiles out to the virial radius in relatively large samples (Eckert et al. 2012, Vikhlinin et al. 1999).

¹ For a given overdensity $\Delta$, $R_\Delta$ is the radius for which $M_\Delta/(4/3\pi R_\Delta^3) = \Delta \rho_c$. 
Neumann (2005), providing a consistent indication of a steepening of the gas density profiles beyond $R_{500}$.

While the X-ray signal is proportional to the square of the gas density, and thus decreases sharply in cluster outskirts, the SZ effect (Sunyaev & Zeldovich 1972) depends on the integrated pressure along the line of sight, which decreases more gently with radius (Arnaud et al. 2010). New-generation SZ instruments are now routinely detecting galaxy clusters, sometimes out to large radii (e.g., Plagge et al. 2010; Morandi et al. 2012). Recently, measurements of the SZ effect in a sample of 62 galaxy clusters with the Planck satellite were reported (Planck Collaboration et al. 2012, hereafter P12), detecting a stacked signal as far as $\sim 3R_{500}$ from the cluster center. Planck therefore provides high-quality pressure profiles in cluster outskirts, which can be combined with X-ray information to get some important insight on the state of the intracluster medium (ICM) beyond $R_{500}$.

In this paper, we demonstrate that by combining the average SZ pressure profiles from P12 with the average ROSAT gas density profiles presented in Eckert et al. (2012 hereafter E12), it is possible to accurately recover the temperature and entropy profiles in galaxy clusters, bypassing the use of X-ray spectroscopic information (see also Ameglio et al. 2007, 2009). This allows us to probe the importance of additional effects (non-thermal pressure support, gas clumping, asymmetry) on the quantities recovered by assuming that the gas is in hydrostatic equilibrium. In a companion paper (hereafter Paper II), we use this information to infer the average hydrostatic mass and gas fraction profiles. Similar results are also presented for a subset of 18 individual clusters that are in common between the samples of P12 and E12.

Throughout the paper, we assume a ΛCDM cosmology with $\Omega_m = 0.3$, $\Omega_b = 0.05$, and $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$.

2. Method

2.1. Basic formalism

For this work, the two main observables are the electron pressure $P_e(r)$ from SZ measurements and the number density of electrons $n_e(r)$ from X-ray observations. The gas temperature can be obtained from these two quantities as

$$kT(r) = \frac{P_e(r)}{n_e(r)},$$

with $n_e \sim 1.21 n_H$. Similarly, the entropy $K$ can be written as

$$K(r) = kT(r)n_e(r)^{-2/3} = P_e(r)n_e(r)^{-5/3}.$$

From the self-similar model (e.g., Bryan & Norman 1998; Arnaud et al. 2002), these quantities are expected to scale like

$$T \sim M^{2/3}h(z)^{2/3},$$

$$K \sim M^{2/3}h(z)^{-2/3},$$

where $h(z) = \sqrt{\Omega_m(1+z)^3 + \Omega_A}$, until the accretion radius ($\sim 1.5 - 2$ times the cluster’s virial radius), and thus we rescale the profiles by these factors, such that in a purely self-similar case all profiles should match.

The radial dependence of the pressure is assumed to follow a generalized Navarro-Frenk-White (GNFW) profile (Navarro et al. 1997; Nagai et al. 2007a),

$$P(r) = \frac{P_0}{(c_{500}x)^{\gamma}(1 + (c_{500}x)^{\gamma})^{(\beta-\gamma)/\alpha}},$$

where $x = r/R_{500}$, and $P_0$ is the expected self-similar pressure at $R_{500}$ (see Appendix A of Arnaud et al. 2010 for details),

$$P_{500} = 1.65 \times 10^{-3} h(z)^{8/3} \left(\frac{M_{500}}{3 \times 10^{14} M_\odot}\right)^{2/3} h_7^2 \text{keV cm}^{-3}.$$ (6)

In addition, the pressure profiles are rescaled by the quantity

$$f(M) = \left(\frac{M_{500}}{3 \times 10^{14} M_\odot}\right)^{0.12},$$

which accounts for the dependence of the gas fraction on mass (e.g., Arnaud & Evrard 1999; Ettori & Fabian 1999; Vikhlinin et al. 2006). In Fig. C.1 and C.2 of the online version we show the best-fit GNFW profiles compared to the Planck data. The best-fit parameters are found to be always consistent with the results given in P12.

To describe the gas density profiles, we use a simplified version of the functional form given by Vikhlinin et al. (2006),

$$n_{gas}(r) = n_0 \left(\frac{1}{1 + r^2/r_c^{\gamma/3}}\right)^{\alpha/\gamma} \left(\frac{1}{1 + r^2/r_c^{\gamma/3}}\right)^{\beta/\gamma} R,$$

where $n_{gas} = n_e + n_H$. This function is projected along the line-of-sight $\ell$ assuming spherical symmetry, and is fit to the observed ROSAT emission-measure (EM) profiles,

$$EM(r) = 1.21 \int n_H^2(\omega) \, d\ell,$$

with $\omega^2 = r^2 + \ell^2$. (9)

The parameters in Eq. 8 are strongly degenerate, therefore following Vikhlinin et al. (2006), we fix the parameter $\gamma$ to the value of 3. We stress that this functional form can allow for both a steepening and a flattening of the density profiles, through the sign of the $\epsilon$ parameter. This function is found to adequately fit the observed emission-measure profiles in all cases ($\chi^2_{red} \leq 1$). For comparison, we also used the density profiles extracted through direct deprojection as in E12 (Kriss et al. 1983). The Kriss et al. (1983) geometrical deprojection technique assumes that the outermost density bin is unaffected by projection effects, which leads to flatter profiles at the edge. To alleviate this problem, we applied a correction for the edge effect as explained by McLaughlin (1999); Buote (2000). After applying this correction, the parametric and deprojected density profiles are found to match very well, showing differences that usually do not exceed 10% at all radii. The comparison between the deprojected and parametric density profiles can be found for each individual cluster in Fig. C3 and C4 of the online material.
Fig. 1. Thermal pressure (left, using the best-fit parameters from P12) and gas number density profiles (right, from E12) for the 18 objects in common between the two samples. The profiles are drawn using the functional forms defined in Eqs. (2) and (3) respectively. In both cases, blue lines indicate CC systems, while NCC profiles are shown in red.

In Fig. 1 we show the pressure (left) and density profiles (right) for a subset of 18 clusters which are in common between P12 and E12. Based on their central entropy (Cavagnolo et al. 2009), six of these clusters are classified as cool-core (CC, $K_0 < 30$ keV cm$^2$), while the remaining 12 are non-cool core (NCC). The list of these clusters is given in Table A.1. We note that in our sample, a detection of the emission beyond $R_{500}$ at a significance of at least 2σ is achieved for only three CC clusters, so the average CC profiles may not be representative in this radial range. To rescale the density profiles, we used the values of $R_{500}$ given in Planck Collaboration et al. (2011). For the general properties of these clusters, we refer to Planck Collaboration et al. (2011) and E12.

2.2 Monte-Carlo Markov chain estimation of errors and confidence intervals

Providing accurate and meaningful error estimates and confidence intervals is crucial to probe the state of the ICM in cluster outskirts, where both the X-ray and SZ signal are weak. We adopt here a Monte-Carlo Markov chain (MCMC) technique to compute the confidence envelope of the functional forms describing the gas density (Eq. 5) and the pressure (Eq. 6). MCMC (e.g., Gilks et al. 1996) is the method of choice to probe the error distribution of parameters in fitting multi-dimensional functions. It is particularly suitable to cases where the parameter space is complex and parameters are strongly correlated. MCMC also allows one to make any statistical inference on the basis of the distributions it has sampled.

We developed an implementation of MCMC based on the Metropolis-Hastings algorithm (formally Metropolis algorithm, because the Hastings ratios were always 1). Chains were calculated for all parameters of the pressure and density profiles for all 18 objects and for the average profiles. Gaussian proposals were used, taking into account the one-dimensional errors on each parameter, which were rescaled to reach a rejection ratio between 0.5 and 0.8 for each chain. Each of the 38 chains contains $10^6$ steps. No burn-in phase was used, because the chains started from the best fit; however, we checked that discarding the first $10^5$ steps had no effect on the chain distributions. Since we are mostly interested in the cluster external regions, the procedure was applied only on the data beyond 0.2$R_{500}$. The parameters affecting only the central regions ($\leq 0.1R_{500}$) were fixed to their best-fit values during the MCMC procedure; these parameters are $\gamma$ for the pressure profiles, which was fixed to the value of 0.31 as in P12, and $r_{c2}$ and $\beta$ for the density profile. Since for both functional forms the parameters are strongly correlated, this allows one to explore the parameters relevant to the outer regions in more detail. In the case of the average NCC pressure profile, fixing the inner slope $\gamma$ to the value of 0.31 leads to an underestimation of the data points by 10-15% at all radii beyond 0.2$R_{500}$. Since our focus for this work is on the outer regions, in this specific case we allowed this parameter to vary during the chain, which gives a better description of the data beyond 0.2$R_{500}$. We checked the convergence of the chains by running a few of them for $2 \times 10^6$ steps and comparing the distributions of the short and long chains.

Uncertainties in the fit parameters can be straightforwardly propagated in the determination of the temperature and entropy profiles using the chains, allowing one to determine the confidence intervals on these profiles. For the average profiles and for each object, the temperature and entropy profiles were constructed for each step of the corresponding chains. The confidence interval at a given radius is then given by the distribution of the profile values at this radius. For example, Fig. 2 shows the error distributions for the temperature (left) and entropy (right) at $R_{500}$ from the average pressure and EM profiles built using MCMC.

3. Results

3.1. Validation of the method

To validate our method for the reconstruction of gas temperatures, we used temperature measurements from the literature (Leccardi & Molendi 2008; Cavagnolo et al. 2009; Snowden et al. 2008) and compared our temperature profiles reconstructed through Eq. 4 with the measured temperatures. Given that most of these measurements are limited to the central regions ($< 0.5R_{500}$), a similar check
cannot be performed for the outer regions. In Appendix B we show the temperatures for all 18 objects compared with the available data. Outside the innermost \( R \approx 1 \) arcmin, good agreement is found between the measured and reconstructed temperatures. Our method is typically able to reproduce the observed temperatures with an accuracy of \( \pm 10\% \). In the innermost regions \( (R < 0.1R_{500}) \), angular resolution effects may play a role, and thus we excluded these regions from our analysis.

We also tested whether the average profiles extracted from the P12 and E12 samples agree with the individual objects. Indeed, when average quantities are extracted from different samples, selection effects may play a role, in particular in the central regions where large cluster-to-cluster variations are found. In Fig. 3 we show the temperature profile obtained by computing the median of the temperature profiles from each individual object and compare it with the temperature profiles from the universal pressure profile (P12) and the median gas density profile (E12). The uncertainty in the median was computed at all radii through 1000 bootstrap resampling of the populations. At each radius, we randomly resampled a set of 18 data points with replacement, and computed the median of the shuffled dataset. The median value and its error are then given by the median and the root mean square deviation of the distribution obtained in this way. We note that this error estimation method is sensitive to the scatter of the data points around the mean value, i.e., a larger scatter (statistical or intrinsic) leads to a larger error on the median value.

In both cases, we show the temperature profiles obtained from the best-fit parametric function to the predicted EM and pressure profile (Eq. 8 with its associated MCMC error envelope (1σ confidence level)), and by interpolating the deprojected density profile using a cubic spline method. The difference between these two curves thus highlights the uncertainties associated with the different deprojection techniques. All methods are found to give consistent results around \( R_{200} \), where the scatter of the values obtained with the different methods is consistent with zero. In the outer regions, the uncertainties on the median associated with the parametric forms are smaller than with the deprojection. This effect is caused by the larger scatter of the data points in the latter. Indeed, in the parametric approach the shape of the profiles is forced to be regular, which reduces the cluster-to-cluster scatter and thus the errors on the median (see above). For this reason, the profiles obtained through deprojection stop at lower radii.

In the central regions \( (R < 0.3R_{500}) \), the temperature extracted from the average samples falls below the one obtained for the individual systems. This probably indicates the presence of different selection effects in the two samples. Namely, the X-ray sample is likely constituted of objects with a more peaked density profile in the central regions compared to the SZ sample, which leads to a decline in the temperature. In the outer regions, the temperature profiles reconstructed from the average profiles appear to be somewhat steeper than the average of the 18 individual systems. This may once again reflect a selection bias. In all cases, the profiles extracted from the 18 systems should be preferred, since their selection is much better controlled.

For the remainder of the paper, we present only the results obtained with the parametric form for better readability. However, as shown in Fig. 3 the profiles obtained through geometrical deprojection are found to agree very well with those obtained with the parametric form, since at all radii the differences are smaller than the statistical uncertainties. This conclusion is also valid for the other derived quantities.

Another possible source of uncertainty in our temperature determination is the conversion between ROSAT/PSPC count rate and EM in the low-temperature regime. Indeed, if the temperature in the outer regions falls below \( \sim 1.5 \) keV, this factor depends strongly on the temperature, while at higher temperatures the dependence is mild. To take this effect into account, we used the Planck pressure profiles and Eq. 1 to obtain an estimate of the temperature at each radius assuming temperature profiles from the literature, as in E12. Then we used this temperature to recompute the conversion factors at each radius and extract again the density profiles and the derived quantities. This procedure leads to small differences \( (<10\%) \) in the conversion factors, which converts into differences of less than 3% in the reconstructed density. On the other hand, line cooling becomes important especially at low X-ray temperatures, and thus the assumed metallicity can have an impact on the conversion factors. Several works (e.g., De Grandi & Molendi 2001; Leccardi & Molendi 2008) in-
We observe no significant differences between the two samples. Beyond $\sim 0.4R_{500}$, NCC clusters are known to exhibit a higher density (by $\sim 15\%$) than CC clusters, which was highlighted in E12 (see also Maughan et al. 2012). When the central slope $\gamma$ of the GNFW profile (Eq. 5) is left free in the MCMC procedure (see Sect. 2.2), a similar effect is seen for the pressure, such that the temperature profiles for the two populations are found to agree.

3.3. Entropy

In addition to the gas temperature, we used Eq. 2 to probe the behavior of the gas entropy at $R_{500}$ and beyond. Several recent results using the Suzaku satellite (e.g., Bautz et al. 2009; Kawaharada et al. 2010; Simonescu et al. 2011; Walker et al. 2012a) found that the gas entropy increases less steeply than expected from gravitational collapse ($K \sim r^{-1}$). Voit et al. 2003; Borgani et al. 2005), suggesting that non-gravitational effects (e.g., Lapi et al. 2010) or gas clumping (Nagai & Lau 2011) play an important role beyond $R_{500}$. Our dataset thus offers an excellent opportunity to test the validity of these results in the framework of a large sample. To allow a meaningful comparison of our entropy profiles with the theoretical expectations, we rescaled them using the self-similar expectation (Eq. 10) and compared them with the universal profile obtained from non-radiative simulations (Voit et al. 2003), which is normalized by the quantity

$$K_{500} = 106 \left( \frac{M_{500}}{10^{14} M_\odot} \right)^{2/3} \left( \frac{1}{f_b} \right)^{2/3} h(z)^{-2/3} \text{keV cm}^2,$$

where $f_b = \Omega_b/\Omega_m$ is the cosmic baryon fraction (see Eq. 3 and 4 of Pratt et al. 2011 for details). In Fig. 5, we show the average entropy profiles obtained from the universal pressure and density profiles, and from the median of the 18 individual systems. The same figure showing the profiles obtained with the two deprojection techniques can be found in Fig. C.5 of the online material. These profiles are compared with the self-similar expectation from Voit et al. 2003, scaled according to Eq. 10 (Pratt et al. 2011; Sun et al.)

**Fig. 4.** Average self-similar scaled temperature profiles for the CC (blue) and NCC (red) populations separately. The shaded areas show the results obtained by combining the average CC/NCC pressure profiles from P12 with the corresponding profile from E12, while the data points show the median of the individual systems in common between the two samples.

**Fig. 5.** Average self-similar scaled entropy profiles obtained from the median of the 18 individual systems (black points) and the average pressure and density profiles (green shaded area). For comparison, the dashed line shows the relation expected from gravitational collapse only (Voit et al. 2003), using the proper normalization (Eq. 10).
profiles are indeed flatter than the self-similar relation in 2009). As can be seen in Fig. 5, the combined X-ray/SZ collapse only (Voit et al. 2005), using the proper normalization dashed line shows the relation expected from gravitational CC and 12 NCC individual systems. For comparison, the profiles, while the data points show the median of the 6 CC and 18 individual objects. This result is explained by the higher density in the outer regions of NCC systems (E12; Maughan et al. 2012). Similar results are found for the average of the individual systems are returning a somewhat steeper slope, \( \alpha = 0.90 \pm 0.06 \). This may again reflect differences in the selection of the two samples. However, as can be seen in Fig. 5, the differences with respect to the Voit et al. (2005) profile tend to decrease when going further out. This result disagrees with the behavior generally observed with Suzaku (see Walker et al. 2012) and references therein.

In Fig. 5 we show the average entropy profiles for the CC and NCC populations, derived both from the average pressure and EM profiles and for the 18 individual objects. The profiles are compared to the self-similar expectation \( r^{1.1} \). The power-law slopes obtained in the \([0.5 - 2]R_{500}\) range are presented in Table 1. We notice a significant difference between the CC and NCC slopes in the outer regions. In CC clusters, the slope of the entropy profile is consistent with the self-similar expectations, whereas in NCC clusters we observe slightly flatter entropy profiles. Similar results are found for the average of the individual systems. This result is explained by the higher density in the outer regions of NCC systems (E12; Maughan et al. 2012).

### 3.4. Polytropic index

Another quantity of interest for comparison with semi-analytical models is the polytropic index (Tozzi & Norman 2001; Ascasibar et al. 2003; Capelo et al. 2012), which is defined as

\[
\gamma = \frac{d \log P}{d \log \rho}. \tag{11}
\]

The polytropic relation that relates gas density and pressure by a simple power law is the simplest extension of the isothermal model and is indeed expected in ideal adiabatic processes. In these cases, the polytropic index is equal to 5/3 and represents the ratio of specific heats at constant pressure and constant volume. As a result of the combined action of shock heating and adiabatic compression, the index \( \gamma \) is found in numerical studies (e.g., Tozzi & Norman 2001) to be between 0.8 and 1.2 over the cluster’s volume. It has been shown (e.g., Ascasibar et al. 2003) that polytropic models provide a fairly accurate description of the radial structure of galaxy groups and clusters, failing in reproducing the cluster properties in merging systems, where the dark matter potential may differ considerably from a predicted NFW form and the assumptions of hydrostatic equilibrium might not hold.

Since pressure and density are our primary observables, the dataset explored here is ideal to measure the polytropic index and study its dependence with radius. In Fig. 7 we show the median pressure as a function of the median gas temperature, the individual systems are returning a some-what significant difference between the CC and NCC slopes in the radial range \([0.5 - 2]R_{500}\) obtained from different datasets.

**Table 1.** Slope of the average entropy profiles in the radial range \([0.5 - 1]\) and \([1 - 2]R_{500}\) obtained from different datasets.

| Dataset          | \( \alpha_{[0.5 - 1]} \) | \( \alpha_{[1 - 2]} \) |
|------------------|--------------------------|--------------------------|
| Average          | 0.59 \( \pm 0.06 \)     | 0.82 \( \pm 0.11 \)     |
| 18 objects       | 0.86 \( \pm 0.11 \)     | 1.01 \( \pm 0.21 \)     |
| Average CC       | 0.74 \( \pm 0.06 \)     | 1.14 \( \pm 0.16 \)     |
| 6 objects CC     | 0.80 \( \pm 0.12 \)     | 1.16 \( \pm 0.24 \)     |
| Average NCC      | 0.58 \( \pm 0.08 \)     | 0.85 \( \pm 0.11 \)     |
| 12 objects NCC   | 0.74 \( \pm 0.16 \)     | 1.05 \( \pm 0.30 \)     |
Table 2. Best-fit polytropic index for various datasets and radial ranges.

| Dataset          | $\gamma_{0.1-0.5}$ | $\gamma_{0.5-1}$ | $\gamma_{1-2}$ |
|------------------|---------------------|-------------------|----------------|
| Entire sample    | 1.06 ± 0.07         | 1.24 ± 0.07       | 1.24 ± 0.11    |
| CC               | 1.11 ± 0.10         | 1.22 ± 0.14       | 1.23 ± 0.16    |
| NCC              | 1.05 ± 0.12         | 1.26 ± 0.12       | 1.31 ± 0.14    |

outcome of the processes of shock heating and adiabatic compression acting on the X-ray emitting plasma during its accretion in the cluster’s potential well.

4. Discussion

4.1. Comparison with previous results

Exploiting the low background of the Suzaku satellite, several recent X-ray observations claimed the measurement of the thermodynamic properties out to $R_{200}$ (see [Akamatsu et al. 2011; Walker et al. 2012]) and references therein). These results are reporting a decline in the temperature out to $R_{200}$, in qualitative agreement with the results presented here (see Sect. 2 and Fig. 3), and a flattening of the entropy profiles at the outermost radii, falling below the prediction from numerical simulations. For relaxed systems, Walker et al. (2012) suggested the existence of a universal entropy profile, showing a general flattening of the entropy profiles. Using a method similar to the one presented here, they combined the universal pressure profile from P12 with the mean deprojected density profile from E12, and claimed that these measurements are supporting the Suzaku measurements in the case of relaxed clusters. This claim is however incorrect. Indeed, Walker et al. (2012) used the average profiles for the entire P12 and E12 samples, and compared them with results obtained by Suzaku on relaxed systems. Our analysis (see Fig. 5 and 6 and Table 1) clearly shows that the trend of entropy flattening is driven by the NCC systems, which are in majority both in the Planck and ROSAT samples. The comparison with the relaxed Suzaku systems is therefore not appropriate. Moreover, to compare with the simulation results, Walker et al. (2012) arbitrarily set the normalization of the Voit et al. (2003) profile to match the observed profiles at a radius of 0.3$R_{200}$, while the normalization (Eq. 10) cannot be fixed arbitrarily (Sun et al. 2009; Pratt et al. 2010; Humphrey et al. 2012). This causes the CC profiles to fall below the self-similar prediction at larger radii, whereas our analysis shows that, in particular for CC clusters, the profiles are in excess compared to the predicted entropy out to $R_{500}$ (see Cavagnolo et al. 2006; Pratt et al. 2010; references therein), but converge to the expected behavior in the outermost regions.

4.2. Comparison with ENSO simulations

We compared our observational results with the properties of simulated galaxy clusters produced in a set of high-resolution cosmological simulations with the adaptive mesh refinement code ENSO (see Vazza et al. 2010, for the description of the simulated cluster sample). This set of simulations already allowed us to highlight some important differences in the amount of turbulent motions, shock waves, azimuthal scatter, and gas clumping factor between CC-like and NCC-like simulated systems, showing that all these effects tend to be stronger in NCC-like clusters compared to CC-like objects ([Vazza et al. 2010; McNamara & Nulsen 2012, Eckert et al. 2012]). From the results of E12, we report that the gas density profiles of CC-like and NCC-like clusters with simple non-radiative setup qualitatively agree with observations for $R > R_{500}$, while present results are at odds with observations in the internal radial range. Similar trends are also found in the simulated gas pressure. Overall, these results may be understood in terms of a slightly different gas mass distribution, due to the lack of radiative cooling and inward contraction of the gas/DM atmosphere in non-radiative systems (e.g., E12 and discussion therein). This comparison can now be extended to all other thermodynamic properties of simulated and observed clusters out to $R_{200}$.

For each cluster, we computed the profile of mass-weighted temperature, $T_{\text{MW}}$, and mass-weighted entropy, $S_{\text{MW}}/n^{2/3}$, and generated average profiles for the CC-like and NCC-like classes at $z = 0$ using the same weighting by the cluster mass, as in Eq. 1. Figure 8 shows the average temperature profiles obtained in this way compared with the observational results of the previous sections (median of the 18 objects). Looking at the mass-weighted temperature for $R > 0.3 R_{500}$ (where the problem of missing cooling in the simulations should be unimportant), the degree of qualitative agreement with observations is similar for both populations, with a tendency of simulated CC-like systems to present a slightly steeper trend than the observed CC. Apart from this, the agreement between the observed and simulated temperature profiles is excellent. In the right-hand panel of Fig. 8 we show the average entropy profiles obtained in this way compared with the observational results of the previous sections (median of the 18 objects). While inside $0.2 R_{200}$ the trend of simulated and observed NCC are qualitatively similar (with NCC systems showing a flatter profile and a higher level of central entropy), the relative difference between CC and NCC is much more marked in real systems, which points toward the additional mechanisms of radiative cooling and non-gravitational heating. For $R > 0.2 R_{200}$ the slope of the simulated entropy profiles is close to the self-similar expectation, but with the tendency of producing a $20 - 30$ percent higher entropy at all radii. This finding is consistent with the result we obtained in E12, where the gas density at $R > R_{200}$ in our simulated clusters has been shown to be slightly lower compared to the density profiles obtained with ROSAT. In addition, unlike in observations, the simulated NCC systems present no evidence of a flatter entropy profile at large radii.

4.3. Entropy flattening or entropy excess?

In the central regions, galaxy clusters are known to exhibit an excess of entropy with respect to the prediction from pure gravitational collapse, which indicates the existence of an additional heating mechanism, such as feedback from active galactic nuclei (AGN) within already-formed clusters (see Fabian 2012; McNamara & Nulsen 2012 for reviews) or intense heating episodes until the formation epoch (McCarthy et al. 2008; Burns et al. 2008). This effect is known to be stronger in group-scale objects (e.g., David et al. 1996; Ponman et al. 1999), which causes the
Fig. 8. Comparison of average temperature (left) and entropy (right) profiles for the observed CC (cyan) and the NCC (yellow) populations derived from the median of the 18 objects, and the CC-like (blue) and NCC-like (red) populations simulated with ENZO. The dot-dashed lines show the median profiles from our simulated ENZO sample, while the solid lines indicate the confidence intervals on the median. In the right panel, we additionally show the self-similar expectation from Pratt et al. (2010) (dashed gray line).

inner slope of the entropy profiles to be flatter in low-mass systems with respect to massive clusters (Sun et al. 2009). The entropy excess is known to extend significantly beyond the cluster core, at least out to $R_{2500}$ (Sun et al. 2009) and possibly even out to $R_{500}$ (Pratt et al. 2010; Humphrey et al. 2012). The results presented here for relaxed systems indicate that instead of a flattening at large radii, the average entropy profiles actually match the self-similar expectation at $\sim R_{500}$, and are consistent with the expected behavior beyond this radius (see Table 1). The flatter slopes observed in the outer regions are thus resulting from the entropy excess in the central regions and extending out to large radii, instead of highlighting a further flattening at the outermost radii.

This result is at odds with most of the results obtained from Suzaku data (e.g., Simionescu et al. 2011; Akamatsu et al. 2011; Walker et al. 2012a). It highlights the importance of using the expected normalization for the self-similar entropy profile when comparing with the predicted behavior instead of normalizing at an arbitrary radius, as shown by Humphrey et al. (2012) for the galaxy group RX J1159+5531, which exhibits a behavior very similar to our findings. Alternatively, the difference could also arise from the fact that most of the Suzaku measurements were obtained along narrow sectors, which may not be representative of the global properties in the virial region. Indeed, E12 demonstrated that deviations from azimuthal symmetry increase with radius, in particular in CC systems. A coverage of the entire azimuth is thus required to infer the average properties of a cluster at large radii. In addition, we stress that, unlike the case of XMM-Newton (Leccardi & Molendi 2008a), the level of systematic uncertainties in recovering the thermodynamical properties at large radii from Suzaku data is still poorly known, and no clear criteria are available to assess the reliability of a result (Molendi, private communication). All these effects could contribute to some extent to the discrepancy between the results presented here and those of Suzaku. However, determining the exact origin of the discrepancy would require a detailed analysis of each case separately, which is beyond the scope of this paper.

4.4. Correcting for the gas depletion

In the REXCESS sample, Pratt et al. (2010) observed that the excess entropy correlates with the gas depletion with respect to the expected value, such that when the entropy profiles are corrected by the observed gas fraction profile ($(f_{\text{gas}}/f_b)^{2/3}$, where $f_b$ is the expected hot gas fraction), the expectation from gravitational collapse is recovered. In other terms, non-gravitational effects (AGN feedback, preheating) injects a substantial amount of entropy per particle, which leads to a depletion of gas in the central regions and a high central entropy. Correcting for the gas depletion allows one to correct for the redistribution of the gas induced by non-gravitational effects.

The dataset explored here offers the unique opportunity to test whether this effect also applies to the external regions. Using the gas fraction profiles presented in Paper II, we rescaled the reconstructed entropy profile using the method introduced by Pratt et al. (2010), both for the average profile and the 18 individual systems. In Fig. 9 we show the entropy profiles scaled by the self-similar $K_{500}$ (Eq. 10) and corrected for the variations in gas fraction following Pratt et al. (2010). As we can see in the figure, the result obtained within $R_{500}$ by Pratt et al. (2010) holds
over the entire radial range (see also Humphrey et al. 2012), in particular in the case of relaxed CC clusters. For NCC clusters, slight deviations with respect to the prediction are observed, although the general trend is qualitatively similar. In these systems, we observe a gas fraction in excess of the expected hot gas value beyond $R_{200}$ (see Paper II), which can be caused either by the breakdown of hydrostatic equilibrium under the influence of non-gravitational effects (e.g., turbulence, bulk motions, cosmic rays), or by an inhomogeneous gas distribution (see Paper II and references therein). Correcting for this observed excess of baryons in cluster outskirts thus allows one to recover the expected behavior in the outer regions of perturbed systems. Conversely, in CC systems both the observed hot gas fraction and the entropy (Fig. 9) agree with the expected behavior, indicating that on the large scale these systems are governed mainly by simple gravitational physics.

4.5. Possible interpretations

4.5.1. Gas clumping

As we can see in Fig. 6, the entropy of NCC clusters falls below the expectation from pure gravitational collapse beyond $\sim 0.7R_{200}$. Since the X-ray emissivity is proportional to the squared density, inhomogeneities in the gas distribution can lead to biased density measurements if one assumes a constant density within each spherical shell. This could bias the measured entropy low, which would lead to a deficit of entropy with respect to the expected behavior (Mathiesen et al. 1999, Nagai & Lau 2011, Vazza et al. 2012b). The lower entropy of NCC systems could thus indicate the presence of significant gas clumping at large radii. In the same way, large deviations from azimuthal symmetry could affect the NCC population, although the mean azimuthal scatter on large scales appears to be similar in both cluster populations (see E12).

Following Mathiesen et al. (1999), we define the clumping factor as the bias in the density reconstructed from X-ray measurements compared to the true density, $C = (\rho^2)/\langle \rho \rangle^2$. Assuming that the difference between the NCC entropy profile and the Voit et al. (2005) profile is caused by gas clumping, one can thus derive the clumping factor needed to recover the self-similar expectation. At $R_{200}$, we find $\sqrt{C} = 1.23 \pm 0.06 (1.18 \pm 0.12$ from the 12 individual systems). This value is in the range allowed by simulations (Mathiesen et al. 1999, Nagai & Lau 2011), and well below the value proposed by Simionescu et al. (2011) to explain the Suzaku observations of the NW arm of Perseus. This suggests that either this measurement, which covers less than 5% of the azimuth at $R_{200}$, is not representative of the cluster as a whole, or another mechanism must be invoked to reconcile it with the theoretical expectations.

Numerical simulations also predict differences in the clumping factor between merging systems and relaxed clusters, even if by a smaller factor than required here. Since merging clusters exhibit more accretion than relaxed systems, especially along filaments, they are expected to host a significantly larger number of clumps (Nagai & Lau 2011, Vazza et al. 2012b), in agreement with the trend observed here for NCC. Conversely, in the case of CC systems good agreement is found with the predictions of gravitational collapse of uniform smooth cells of matter, which translates into a clumping factor consistent with unity at all radii.

4.5.2. Non-thermal energy supply

Cosmological simulations generally agree in reporting that the amount of turbulent energy is expected to be $\sim 20-30$ percent of the thermal energy at $R_{200}$ in NCC systems, and only $\sim 15$ percent in CC (e.g., Lau et al. 2009, Vazza et al. 2011a). After major merging events, the magnetic energy in the ICM should be boosted by a factor $\sim 2-4$ (e.g., Roettiger et al. 1999, Dolag et al. 2002, Xu et al. 2011), and so is the relative boost of CR energy within clusters following merger shock waves (e.g., Pfrommer et al. 2007, Vazza et al. 2012a). Indeed, the more intense activity of merger and large-scale accretions (e.g. from filaments) that is likely at work in NCC systems is expected to promote a larger injection of turbulent motions, cosmic-ray (CR) energy and magnetic field amplification compared to CC systems, soon after crossing the cluster virial radius. All these mechanisms reduce the thermalization efficiency of kinetic energy within clusters so that, for a given total mass, an NCC system is expected to have a lower temperature than a CC system in the outskirts ($< R_{200}$), where non-thermal phenomena are expected to be more important due to the departure from the simple “smooth accretion” at work in real systems. This is indeed what various simulations report (Lau et al. 2009, Vazza et al. 2011a), including those presented in this paper (see Sect. 4.2).

Conversely, our observations show that, outside the core, the CC and NCC temperature profiles are indistinguishable (see Fig. 3). This would seem to imply that the thermalization process in the outer regions of NCC and CC systems is equally efficient, possibly indicating that the mechanism that are responsible for thermalization are significantly more rapid than those currently included in simulations. While this is an intriguing possibility, we must however note that, given the limited statistical quality of our data, we cannot exclude that NCC profiles are on average lower than CC profiles by about 20-25% at $R_{200}$. Thus, while our data do not require that NCC and CC system
have a different fraction of non-thermal energy they cannot, at least to some extent, exclude this.

5. Conclusion
Combining X-ray (ROSAT) and SZ (Planck) data, we analyzed the properties of the ICM at large radii using both sample-averaged profiles and the data for 18 individual systems. This allowed us to measure for the first time the thermodynamic properties (temperature, entropy) of galaxy clusters out to the virial radius in relatively large samples. Gravitating mass profiles obtained using the same dataset are presented in a companion paper. Our results can be summarized as follows:

- We have shown that the thermodynamic properties of the ICM can be efficiently recovered by using the thermal pressure profiles from SZ observations and the gas density profiles from X-ray data. Comparing the results with temperature profiles from the literature, we found that this method allows us to reconstruct the gas temperature within ~10% of the X-ray spectroscopic value.

- In cluster outskirts, the temperature is found to decrease like $T(r) \propto r^{-0.51\pm0.06}$ in the radial range $[0.5 - 2]R_{200}$ ($T(r) \propto r^{-0.76\pm0.03}$ from the average profiles). The temperature at $R_{200}$ is on average lower than that at 0.2$R_{200}$ (which is close to the spectroscopic X-ray temperature) by a factor of 2.5. No significant differences are observed between the temperature profiles of relaxed CC clusters and unrelaxed NCC objects.

- As indicated by several recent Suzaku observations, the entropy $K = P_n^{-5/3} T$ is slightly flatter than the self-similar expectation in the radial range $[0.5 - 2]R_{200}$, although it rises steadily with radius. However, we note that at the outermost radii the observed behavior of the entropy is close to the one expected from simulations, once the proper normalization for the entropy profile is used (Voit et al. 2005; Pratt et al. 2010). When a correction for the gas depletion is introduced (Pratt et al. 2010), the entropy profiles for the two populations are found to be in close agreement with the expectation from gravitational collapse. Therefore, instead of a decrement of entropy at large radii as indicated by Suzaku (see also Walker et al. 2012), our results indicate that the well-known entropy excess observed in the inner regions extends well beyond the core of clusters out to $R_{200}$.

- Unlike what was recently reported by Walker et al. (2012b), the average entropy profile in relaxed systems is found to agree with the expectations from gravitational collapse at the outermost radii, while in perturbed NCC systems the average entropy profile falls below the self-similar prediction. This indicates that non-gravitational effects (turbulence, cosmic rays) and/or accretion of non-virialized structures (i.e., gas clumping) is more important in these systems.

- The polytropic index is found to exhibit a weak radial dependence and to have an average value of 1.2, with no obvious difference between the two cluster populations. This result agrees well with the theoretical expectations (e.g., Tozzi & Norman 2001; Capelo et al. 2012).

- The differences observed between CC and NCC clusters at large radii could be explained by a higher clumping factor in the latter population. If the deviations with respect to the self-similar expectations are due to gas clumping, we measure a clumping factor $V_c = 1.23\pm0.06$ at $R_{200}$ for NCC systems, which is well within the range expected from numerical simulations. In CC systems, our observations are consistent with a smooth ICM at all radii.

- Alternatively, some of the observed trends in CC and NCC profiles could be interpreted in terms of a more efficient injection of non-thermal energy (turbulence, cosmic rays, magnetic fields) in the latter population following from merging events, at the level of ~20 – 40 percent at $R_{200}$. However, given the lack of observed differences in temperature between CC and NCC systems, this interpretation is not favored by our data, although it cannot be firmly excluded.
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Appendix A: Master table

In Table A.1 we give the list of clusters in common between the Planck and ROSAT samples. For the detailed properties of these clusters, we refer to [Planck Collaboration et al. (2011)] and E12.

Appendix B: Comparison with literature temperature profiles

To ensure that the reconstruction of thermodynamic quantities from the X-ray density and the SZ pressure is giving correct results, we used the data for the 18 individual systems in common between the ROSAT and Planck samples (see Sect. 2.1 and Table A.1) and compared them with temperature profiles from XMM-Newton (Snowden et al. 2008) or Chandra (Cavagnolo et al. 2009). Given that the angular resolution of ROSAT is poorer than that of Chandra and XMM-Newton, we restricted our comparison to the radial range beyond 0.1R_{500}. We also excluded the observational data points beyond R_{500}, since the techniques used to extract X-ray temperatures in large samples may not be valid in regions with a low signal-to-background ratio (see Ettori & Molendi 2011).

In Fig. B.1 we show the temperatures reconstructed using our method versus the observed temperatures for all available data points. The data were fit with a maximum-likelihood estimator that accounts for the scatter around the mean value, which needs to be computed simultaneously (see Maccacaro et al. 1988, and paper II). The best-fit value for the data points in the [0.1 – 1]R_{500} range gives

\[ T_{\text{rec}} \approx 0.97 \pm 0.01 , \]  

with a scatter of 9%. This analysis demonstrates that combining X-ray density profiles with SZ pressure profiles is an effective way of reconstructing thermodynamic quantities.

Appendix C: Notes on individual objects

- A478: The line of sight of this system is known to exhibit a complex, varying column density (Pointecouteau et al. 2004). For this work, as in E12, we fixed N_H to the 21cm value (Kalberla et al. 2005). This may result in a slightly incorrect density profile.
Table A.1. Individual systems in common between the E12 and P12 samples.

| Name | State | \( \alpha_T \) | \( \alpha_K \) | \( f_{\text{gas}, 500} \) | \( f_{\text{gas}, 200} \) | \( R_{\text{max}} \) |
|------|-------|----------------|----------------|-----------------|-----------------|----------------|
| A85  | CC    | 0.05 ± 0.08   | 1.52 ± 0.09   | 11.3 ± 1.1      | 9.4 ± 1.0       | 1.59           |
| A119 | NCC   | −0.41 ± 0.13  | 0.94 ± 0.14   | 15.3 ± 2.4      | 13.9 ± 2.5      | 1.55           |
| A401 | NCC   | −0.27 ± 0.08  | 1.02 ± 0.08   | 15.8 ± 1.7      | 18.9 ± 2.1      | 1.83           |
| A478 | CC    | −0.40 ± 0.13  | 0.94 ± 0.13   | 13.4 ± 1.7      | 15.7 ± 2.3      | 1.81           |
| A665 | NCC   | −0.54 ± 0.10  | 0.86 ± 0.11   | 20.7 ± 2.6      | 24.8 ± 3.4      | 2.11           |
| A1651| NCC   | −0.09 ± 0.10  | 1.35 ± 0.10   | 12.8 ± 1.3      | 11.8 ± 1.5      | 1.43           |
| A1689| NCC   | −0.66 ± 0.11  | 0.72 ± 0.12   | 13.9 ± 1.9      | 20.9 ± 3.3      | 2.10           |
| A1795| CC    | −0.60 ± 0.14  | 0.95 ± 0.15   | 10.9 ± 1.4      | 12.3 ± 2.2      | 1.56           |
| A2029| CC    | −0.44 ± 0.09  | 0.97 ± 0.10   | 13.8 ± 1.5      | 15.8 ± 1.8      | 1.62           |
| A2163| NCC   | −0.29 ± 0.09  | 1.15 ± 0.11   | 32.5 ± 3.0      | 27.3 ± 4.0      | 1.53           |
| A2204| CC    | −0.61 ± 0.09  | 0.70 ± 0.11   | 14.9 ± 1.7      | 20.1 ± 3.2      | 1.80           |
| A2218| NCC   | −0.16 ± 0.10  | 1.10 ± 0.10   | 19.6 ± 1.6      | 22.6 ± 2.5      | 2.07           |
| A2255| NCC   | −0.54 ± 0.10  | 0.72 ± 0.10   | 11.7 ± 1.4      | 15.5 ± 2.3      | 2.11           |
| A2256| NCC   | −1.02 ± 0.13  | 0.42 ± 0.10   | 14.2 ± 3.0      | 21.7 ± 4.4      | 1.81           |
| A3112| CC    | −0.80 ± 0.10  | 0.45 ± 0.10   | 11.8 ± 1.3      | 16.5 ± 2.3      | 1.75           |
| A3158| NCC   | −0.57 ± 0.12  | 0.77 ± 0.13   | 17.5 ± 2.6      | 22.8 ± 4.0      | 1.68           |
| A3266| NCC   | −0.22 ± 0.12  | 1.64 ± 0.14   | 12.3 ± 1.7      | 10.0 ± 1.9      | 1.51           |
| A3558| NCC   | −0.14 ± 0.10  | 1.34 ± 0.11   | 13.9 ± 1.7      | 12.3 ± 1.6      | 1.66           |

Column description. 1. Core state: cool-core (CC) or non-cool core (NCC). 2. Slope of the temperature profile in the radial range \([0.5-1.5]R_{500}\). 3. Same for the entropy. 4. Gas fraction at \(R_{500}\) (see Paper II). 5. Same at \(R_{200}\). 6. 2σ maximum detection radius in the ROSAT data.

- **A401**: This system is in an early stage of merging with its neighbor A399, located \(\sim 35°\) SW, and connected to it by a bridge of X-ray emission. The density profile was thus extracted in a sector excluding the direction connecting A401 to A399. Because it is unclear whether the same was done for the SZ profile, the resulting profiles may be unreliable.

- **A2163**: This very perturbed merging cluster may be out of hydrostatic equilibrium, which causes the mass estimates from X-rays to be overestimated by a factor of \(\sim 2\) with respect to the mass derived from weak lensing and galaxy distribution (Soucail 2012). Therefore, the scaling factors (Eq. 6 and 7) may be incorrect, as well as the estimate of \(R_{500}\) from Planck Collaboration et al. (2011).
Fig. C.1. Best fit to the Planck pressure profiles of the 18 systems (black points, from P12) with a GNFW profile (green lines), in the radial range of interest for this paper ([0.2 – 1.9]R_{500}). The bottom panels show the ratio between the data and the model.
Fig. C.2. Same as Fig. C.1.
Fig. C.3. *ROSAT* density profiles of the 18 systems obtained through geometrical deprojection (black points) and parametric forward fitting (green-shaded areas), in the radial range of interest for this paper ([0.2 – 1.9]$_{R_{500}}$). The bottom panels show the ratio between the two methods.
Fig. C.4. Same as Fig. C.3.
Fig. C.5. Average entropy profiles for the total population for the average populations and for the median of the 18 systems in common. Similar to Fig. 5, but showing the differences between the parametric and deprojection techniques in both cases.