Ab initio Investigation of Structural Stability and Exfoliation Energies in Transition Metal Dichalcogenides based on Ti-, V-, and Mo-Group Elements
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In this work, we report an ab initio investigation based on density functional theory of the structural, energetic and electronic properties of 2D layered chalcogenides compounds based in the combination of the transition-metals (Ti, Zr, Hf, V, Nb, Ta, Cr, Mo, W and chalcogenides (S, Se, Te)) in three polymorphic phases: trigonal prismatic (2H), octahedral (1T) and distorted octahedral (1T d ). We determined the most stable phases for each compound, verifying the existence of the 1T d phase for a small number of the compounds and we have also identified the magnetic compounds. In addition, with the determination of the exfoliation energies, we indicated the potential candidates to form one layer material and we have also found a relation between the exfoliation energy and the effective Bader charge in the metal, suggesting that when the materials present small exfoliation energy, it is due to the Coulomb repulsion between the chalcogen planes. Finally, we analyzed the electronic properties, identifying the semiconductor, semimetal and metal materials and predicting the band gap of the semiconductors. In our results, the dependence of the band gap on the d-orbital is explicit. In conclusion, we have investigated the properties of stable and metastable phases for a large set of TMD materials, and our findings may be auxiliary in the synthesis of metastable phases and in the development of new TMDs applications.

I. INTRODUCTION

Layered Materials have been known for 50 years 1 and are applied in areas as diverse as dry lubricants, batteries, catalysts, among others. Recently, layered transition-metal dichalcogenides (TMDs), materials with chemical formula i MQ 2 , with M being a transition-metal and Q a chalcogen (S, Se and Te), have attracted wide technological interest due to their capacity of being isolated into one layer, like graphene does, 10 and the wide spectrum of the electronic properties they present, being metals, semimetals, semiconductors and insulators. 15 Recently, there were reported TMDs presenting exotic electronic properties, such as having topological insulator states 16 being a Weyl semimetal 17 and displaying charge density waves. 12 The wide spectrum of properties presented by TMDs is enabled by their large number of chemical compositions combining M and Q and the existence of several polymorphic phases. 18

In TMDs, layers composed of covalently bound M and Q planes are bound to each other by van der Waals interactions, and distinct coordination environments of the metal atoms within each layer generate structural polymorphism in these materials. Among these polymorphic phases, we highlight the most stable ones for a wide variety of materials 10,11 (i) trigonal prismatic (2H), (ii) octahedral (1T) and (iii) distorted octahedral (1T d ). The lowest energy polymorph for a TMD depends mainly on the atomic radii and on the filling of the metal d-orbitals, e.g., Ti group metals (Ti, Zr and Hf) favor 1T as the lowest energy phase 12. On the other hand, the Peierls distortion mechanism is crucial for the energetic favoring of the 1T d phase in some compounds, since it breaks the degeneracy of electronic states, reducing the energy. 13,14

The coexistence among different phases is linked to parameters such as temperature or pressure, 15,16 and for the same material two different polymorphic phases may drastically change properties, e.g., MoS 2 in 2H and 1T phase is a semiconductor and a metal respectively. 17 The synthesis of many polymorphic phases has been possible with the advance of experimental techniques, 18 allowing to obtain polymorphic phases which are not at the lowest energies. However, few studies were done in these metastable phases and a comprehensive characterization of TMD compounds and polymorphs is important to explore their properties and identify stability factors.

A key factor for the renewed interest in layered TMDs is the production of two-dimensional (2D) materials from the mechanical or chemical exfoliation of the layer. 21 The easiness to exfoliate the materials comes from the weak binding between layers, which depends on the van der Waals interactions, much weaker than the in-plane covalent bonding. However, some materials are more difficult to exfoliate than others due to stronger interlayer binding and, as suggested by Monet et al., 22 the exfoliation energy can be used to determine how easy it is to exfoliate the layers from the crystal. Previous studies report exfoliation energies only for TMDs at the lowest energy phases and studies involving another polymorphic phases are not common. Therefore, a thorough evaluation of the exfoliation energy in different TMD compounds and polymorphs is called for as an effective way to guide the production of two-dimensional materials.

To obtain a comprehensive description of the properties of layered TMDs, we performed a first-principles investigation of the stability, exfoliation energy and electronic properties of TMDs formed by Ti-, V- and Cr-
II. THEORETICAL APPROACH AND COMPUTATIONAL DETAILS

Our first-principles calculations are based on the density functional theory (DFT) formalism\textsuperscript{22,23} within the semi-local exchange and correlation functional proposed by Perdew–Burke–Ernzerhof (PBE)\textsuperscript{24}. The Kohn–Sham equations were solved using the PAW method\textsuperscript{25} as implemented in the Vienna \textit{ab initio} simulation package (VASP), version 5.4.\textsuperscript{26,27} We focus on layered dichalcogenides, and it is well known from the literature that the PBE functional underestimates long range interactions such as the London dispersion\textsuperscript{31}. To minimize this problem, we employed the semi-empirical DFT-D3 method proposed by Grimme \textit{et al.}\textsuperscript{32}, which has been shown to provide structural properties for MoS\textsubscript{2} in good agreement with experimental results\textsuperscript{33}.

It has been well known that (semi-) local functionals fail to accurately predict band gap energies\textsuperscript{34,35}, and hence, to minimize this problem, the electronic properties, such as density of states (DOS) and band structures were computed using the hybrid functional proposed by Heyd–Scuseria–Ernzerhof\textsuperscript{36,37} (HSE06), which contains the PBE correlation and separates the exchange term in long and short range terms by a screening function with the parameter $\omega = 0.206 \text{ Å}^{-1}$. The short range term is composed of 25\% of exact exchange and 75\% of PBE exchange, while the long-range term is composed only by PBE exchange. We included also the relativistic effects of spin-orbit-coupling (SOC) for the valence states through the second-variational approach\textsuperscript{38}.

Spin-orbit coupling (SOC) effects were included for the valence states through the second-variational approach\textsuperscript{39}. As shown in our previous work\textsuperscript{40}, the SOC have small impact in the structural properties, hence, for volume equilibrium, relative energy stability, exfoliation energy and elastic constants calculations, the SOC was neglected. For electronic properties, such as band structures and DOS, SOC corrections were considered only in combination with the PBE functional, due to the high computational cost of the combined HSE06-SOC calculations.

Structural optimizations were performed with PBE+D3 through the minimization of the stress tensor and of the forces on every atom. We used, for the plane-waves basis set, cutoff energy of 2$\times$ the maximum energy recommended by VASP (ENMAX parameter from POTCAR file, as described in Table I of Supplemental Material) to determine the equilibrium lattice parameters. Using the optimized structures, the elastic constants were computed using (i) contributions from strain-stress relations for distortions in the lattice with rigid ions and (ii) ionic relaxation contributions, determined from the inversion of ionic Hessian matrix\textsuperscript{41,42}. To achieve the convergence condition for the elastic constant we increased the cutoff energy to 2.5$\times$ENMAX. The cutoff energy employed to compute the electronic properties, i.e., DOS, band structure and Bader charge, as well as to obtain cohesive energy and exfoliation energy, was 1.125$\times$ENMAX.

For the integration in the first Brillouin zone, we employed a Monkhorst–Pack scheme\textsuperscript{43} using a $k$-mesh of 11$\times$11$\times$2 for 2H-MoS\textsubscript{2}, and meshes with same $k$-point density for the remaining structures, to obtain the equilibrium structure parameters. On the other hand, the $k$-mesh was increased in all systems, e.g. to 22$\times$22$\times$5 for 2H-MoS\textsubscript{2}, to compute the electronic properties. Due to the limitations of parallel calculations of elastic constants in VASP, we employed a Γ-centered $k$-mesh with fixed grid of 16$\times$16$\times$4, 12$\times$12$\times$6 and 10$\times$18$\times$5 for 2H, 1T, and 1T\textsubscript{d} structures, respectively, for all chemical compositions. More details about the computational approach are provided in the Supplemental Material.

III. CRYSTAL STRUCTURES: MQ\textsubscript{2}

Our study concentrates on the most commonly observed TMD structural phases, 2H, 1T and 1T\textsubscript{d}.\textsuperscript{11} In Fig. 1 we present the schematics of the polytypes crystal structures, with (1a), (1b) and (1c) showing the top and lateral views, and (1d) indicating an example of supercell employed to access the magnetic ordering. The 2H structure, shown in (1a), is composed of a hexagonal lattice, with 2 formula units (f.u.) per unit cell, whose atoms planes are in the AbA BaB stacking sequence (capital and lower case letters for chalcogen and metal atoms planes, respectively), belonging to the $P6_3/mmc$ space group\textsuperscript{19}. The 1T structure, shown in (1b), is composed of a hexagonal lattice with 1 f.u. per unit cell, with AB-ABC stacking sequence, belonging to the $P3m1$ space group\textsuperscript{19}. Each layer of the 1T\textsubscript{d} structure, shown in (1d), can be generated from a 1T monolayer by reconstructions in a $2 \times 1$ orthorhombic cell, originating dimerized lines of metal atoms, a distortion which has been shown to be driven by a Peierls transition mechanism\textsuperscript{12}. The 1T\textsubscript{d} structure is composed of an orthorhombic lattice with 4 f.u. in the unit cell, belonging to the $Pnmn_2$ space group. The bonding geometry symmetries correspond to $D_{6h}$, $D_{4d}$ and $C_{2v}$ point groups for 2H, 1T and 1T\textsubscript{d}, respectively.

We address materials composed by Ti-, V- and Mo-group metals, with not fully occupied $d$-orbitals,
FIG. 1. Lateral and top view of the TMDs crystal structures of polytypes a) Trigonal prismatic (2H), b) octahedral (1T) and c) distorted octahedral (1T<sub>d</sub>). The unit cells are represented in dashed lines. d) Example of the supercell used to obtain the magnetic ordering, where the red arrows represent the initial magnetic moments in transition metal atoms.

thus some of the TMDs can exhibit non-zero magnetic moment, as has been experimentally observed in VS<sub>2</sub> and VSe<sub>2</sub> with ferromagnetic ordering in low temperatures<sup>10,45</sup>. To address the intrinsic magnetism in bulk TMDs, we employed supercells containing eight f.u., allowing to model antiferromagnetic configurations, as exemplified in Fig. 1d). For non-magnetic and ferromagnetic orderings, the unit cell was employed, since it can represent such configurations. To increase the reliability of our results, we built four antiferromagnetic initial configurations with supercells, plus the ferromagnetic one, and equilibrium volumes were obtained for every initial configuration, from which the lowest energy structure was subsequently selected. Tables with the energy comparison for the five initial configurations can be found in the Supplemental Material.

IV. RESULTS

A. Relative energy stability

We obtained the equilibrium geometric configurations for all compounds and analyzed the relative stability between the phases (2H, 1T, 1T<sub>d</sub>) by comparison of the total energy, Fig. 2. For Ti group compounds, V group selenides and tellurides, and CrTe<sub>2</sub>, the 1T<sub>d</sub> phase does not present a local minimum structure in the potential surface, i.e., even if the structural relaxation starts from the 1T<sub>d</sub> structure, it yields the structural configuration of the 1T phase. Therefore, these compounds are not stable in the 1T<sub>d</sub> phase and these structures were not further considered in our calculations.

Figure 2 shows the relative total energies obtained for the three polymorphic phases using 2H phase as the reference. For all the Ti group compounds (Ti, Zr and Hf combined with S, Se and Te) the lowest energy phase is 1T, as expected<sup>5</sup>, while for the V and Cr groups compounds there is an alternation of the lowest energy phase. The V group compounds have a small energy difference between the phases, which is manifested with the synthesis of 2H and 1T phases among these materials<sup>7</sup> and 2H is the most stable for compounds with S and Se whereas 1T<sub>d</sub> is the most stable for compounds with Te. Compounds with V are experimentally observed in the 2H phase, in contrast with our results, however it has been shown that due to the small energy difference between the phases, temperature effects might change the lowest energy phase, in agreement with the synthesis of 1T-VS<sub>2</sub> at room temperature<sup>46</sup>

In Cr group, 2H predominates as the lowest energy phase (MoQ<sub>2</sub>, WS<sub>2</sub>, WSe<sub>2</sub>), as expected<sup>5</sup>. The exceptions are CrSe<sub>2</sub> (1T), CrTe<sub>2</sub> (1T), and WTe<sub>2</sub> (1T<sub>d</sub>), which were all experimentally observed crystal structures<sup>7,47,48</sup>. Finally, the room temperature crystal structures of NbTe<sub>2</sub> and TaTe<sub>2</sub>, which are formed of a monoclinic lattice<sup>49</sup>, are not considered in our calculations. However, among the structures considered, the 1T<sub>d</sub> phase, that has the same intra-layer structural configuration of distorted octahedral coordination of metal atoms, was obtained as the lowest energy one for these compounds.

Therefore, our results are in line with the general rule of the strong influence of the filling of metal d orbitals on the lowest energy phase of each compound<sup>12</sup>, as can be seen in the preference of 1T phase for Ti group compounds, and mostly 2H phase for TMDs of V and Cr groups. However, other effects are important to determine the energetic favored phase, like magnetism. From our results, only the V group and Cr compounds favor a magnetic ordering, depending on the phase: VS<sub>2</sub>, VSe<sub>2</sub>, VTe<sub>2</sub> and NbS<sub>2</sub> in 2H phase are ferromagnetic, as well as VSe<sub>2</sub> and TaTe<sub>2</sub> in 1T phase, while CrS<sub>2</sub> and VTe<sub>2</sub> in 1T phase are antiferromagnetic. This information is
also presented in Fig. 2. A recent theoretical work\textsuperscript{23} reported that the 1T monolayers of V dichalcogenides are ferromagnetic, and 1T-CrSe\textsubscript{2} monolayer is reported as antiferromagnetic.

The antiferromagnetic ordering was also obtained by experimental measurements in bulk 1T-CrSe\textsubscript{2}\textsuperscript{57}, although we obtained lower energy for the ferromagnetic ordering. The energy difference between the two orderings in our calculations, however, is of only 4meV, i.e., the phases are approximately degenerate and stable. Furthermore, this difference is so small that, the use of a different vdW correction may change the result, also considering that variations on the c lattice parameter were shown to modify the energetic preference between the two orderings\textsuperscript{17}. The relative energies for all magnetic configurations are presented in the Supplemental Material.

\section*{B. Exfoliation energy}

To investigate the strength of interlayer binding in TMDs and determine how easily they can be exfoliated, we calculated the exfoliation energy. As the polymorphic structures have different unit cells, we calculate exfoliation energies per monolayer area in the unit cell. In Fig. 3, the exfoliation energy is shown as a function of metal effective Bader charge\textsuperscript{20,21}, i.e., an estimate of the charge transfer from metal to chalcogen atoms. Several works, using different levels of vdW corrections\textsuperscript{23,24,25,56} propose a classification of the materials that are easily or potentially exfoliable based on the exfoliation energy. We adopt the classification in which materials with exfoliation energy of 15 to 20 meV/Å\textsuperscript{2} are considered easily exfoliable, while materials with energies above these values up to 130 meV/Å\textsuperscript{2} are considered potentially exfoliable.

In our results, almost all the studied compounds have exfoliation energy in the range of 10 to 17 meV/Å\textsuperscript{2} and can be classified as easily exfoliable, as shown in Fig. 3. The exceptions are: (i) CrSe\textsubscript{2} and CrTe\textsubscript{2} in the 1T phase, with 20 and 21 meV/Å\textsuperscript{2}, respectively; (ii) VTe\textsubscript{2}, TaTe\textsubscript{2} and NbTe\textsubscript{2} in the 1T\textsubscript{d} phase, with 22, 22 and 21 meV/Å\textsuperscript{2}, respectively.

An analysis of Fig. 3 shows that the exfoliation energy decreases linearly with the increase of the metal effective Bader charge. Presenting a clear trend. This relation arises because with the increase of the charge on metal atoms, and consequently increase of the magnitude of the charge on the chalcogen plane, the effective Coulomb repulsion among the layers also increases, resulting in larger interlayer distances and smaller exfoliation energy. There is a small difference between polymorphic phases, as indicated by the separate linear fittings in Fig. 3, which may be related to the atom ordering in the chalcogen plane. As generally 1T phase has higher in-plane lattice parameters when compared with 2H, less charge is accumulated in the chalcogen plane in 1T than in 2H. As a result, the distance between planes is smaller and the exfoliation energy is larger. Nevertheless, this difference is small, as shown for 2H and 1T ZrS\textsubscript{2} in Fig. 3. When the charge transfer is lower, Coulomb repulsion plays a smaller role, leading the exfoliation energies to be more dependent on other effects, e.g. \textit{van der Waals} interaction, causing larger deviations from the linear trend, as with the cases of stronger (> 20 meV/Å\textsuperscript{2}) interlayer binding. Thus, the linear correlation is not clear for 1T\textsubscript{d}, which may be due to the non-uniformities in the chalcogen plane caused by the distortions typical of this phase. All values of exfoliation energy and Bader charge are available in Supplemental Material.

\section*{C. Equilibrium volume}

In Fig. 4 we show in-plane, $a$, and perpendicular, $c$, lattice parameters. Due to the different number of layers in the unit cells between the polymorphs, in order to compare all the materials, we used the value of the
out-of-plane lattice parameter divided by the number of layers to obtain \( c \). As expected, the lattice parameters increase monotonically with the chalcogen atomic radius (covalent radius reference values are 1.04 Å, 1.14 Å and 1.32 Å for S, Se, Te respectively), as shown in Fig. 4c). There is no clearly defined trend in the column number of the transition metal that determines the decrease of the parameter. Compared with the experimental data for the already synthesized TMDs, as showed in the Table I, the calculated lattice parameters present mean absolute percentage errors (MAPE) lower than 1% for in-plane lattice parameters \( (a \) and \( b \) ) and lower than 2% for the perpendicular lattice parameter \( c \), indicating that PBE-D3 predicts reasonable values for VdW effects in TMDs.

The effect of varying transition-metal period, with fixed metal group and chalcogen species, on the lattice parameters is represented in Fig. 4 b), e). Compounds with transition-metal belonging to period 4 (Ti, V and Cr) have the smallest parameters, while compounds with transition metals belonging to periods 5 (Zr, Nb and Mo) and 6 (Hf, Ta and W) have similar lattice parameters. This is also in agreement with the trend of atomic radii of transition metals (e.g., 1.46 Å, 1.35 Å and 1.28 Å for Ti, V and Cr, respectively) also determine the decrease of the parameter \( a \) with the increase of the column number of the transition metal group, for a fixed period and a chalcogen species, as shown in Fig. 4c). There is no clearly defined trend for the \( c \) parameter.

The atomic radii of transition metals (e.g., 1.46 Å, 1.35 Å and 1.28 Å for Ti, V and Cr, respectively) also determine the decrease of the parameter \( a \) with the increase of the column number of the transition metal group, for a fixed period and a chalcogen species, as shown in Fig. 4c). There is no clearly defined trend for the \( c \) parameter. Compared with the experimental data for the already synthesized TMDs, as showed in the Table I, the calculated lattice parameters present mean absolute percentage errors (MAPE) lower than 1% for in-plane lattice parameters \( (a \) and \( b \) ) and lower than 2% for the perpendicular lattice parameter \( c \), indicating that PBE-D3 predicts reasonable values for VdW effects in TMDs.

D. Elastic constants

As we consider some compositions and polymorphic phases not yet synthesized, the structural stability of the materials was addressed by the Born elastic stability criteria, and hence, we analyzed the stability of the TMDs through the evaluation of the elastic constants and verification of the Born elastic stability criteria as discussed by Mouhat and Coudert. Due to their symmetry, the crystals of 1T, 2H and \( \Gamma_4 \) phases present 6, 5 and 9 non-zero and independent elastic constants, respectively, which must satisfy the necessary and sufficient conditions for stability discussed below.

For the 1T phase (\( P\bar{3}m1 \) space group), with elastic constants \( C_{11}, C_{12}, C_{13}, C_{14}, C_{33} \) and \( C_{44} \) (and \( C_{66} = (C_{11} - C_{12})/2 \)), the conditions are:

\[
C_{11} > |C_{12}|, \quad C_{44} > 0, \\
C_{13}^2 < \frac{1}{2}C_{33}(C_{11} + C_{12}), \quad C_{14}^2 < \frac{1}{2}C_{44}(C_{11} - C_{12}) .
\]

(1)

For the crystal of 2H phase (\( P6_3/mmc \) space group), that has the elastic constants \( C_{11}, C_{12}, C_{13}, C_{33}, C_{44} \) (with \( C_{66} = (C_{11} - C_{12})/2 \)), the conditions are:

\[
C_{11} > |C_{12}|, \quad C_{13}^2 < \frac{1}{2}C_{33}(C_{11} + C_{12}), \quad C_{44} > 0 .
\]

(2)

Finally, the elastic constants of the \( \Gamma_4 \) phase crystal (\( P\bar{4}m2 \) space group), \( C_{11}, C_{12}, C_{13}, C_{22}, C_{23}, C_{33}, C_{44}, C_{55} \) and \( C_{66} \), must satisfy the following conditions:

\[
[C_{11}C_{22}C_{33} + 2C_{12}C_{13}C_{23} - C_{11}C_{23}^2 - C_{22}C_{13}^2 - C_{33}C_{12}^2] > 0, \\
C_{11}C_{12} > C_{12}^2, \quad C_{11} > 0, \quad C_{44} > 0, \\
C_{55} > 0, \quad C_{66} > 0.
\]

(3)
All the elastics constants values are shown in the Supplemental Material, while the diagonal elastic constants are shown in Fig. [5]. We found that all conditions for the elastic stability are satisfied, and hence, those configurations are local minimum structures. Our results are in agreement with previous calculations [59] and experimental results [60]. For the elastic constants $C_{11}$ and $C_{22}$, which are not related to the out of plane direction ($z$), the magnitude decreases with the chalcogen radius and have higher values when compared with the other elastic constants, as shown in Fig. [3]. This occurs because in plane binding, that is dominated by covalent bonds, is weaker for larger chalcogen radius, and is stronger than the out of plane van der Waals interactions. Therefore, the other elastic constants, which are related to the $z$ direction, have a smaller magnitude, and present deviant trends for the chalcogen radius, due to the role of the van der Waals interactions in the interlayer interactions.

### E. Band structure and density of states

To characterize the materials according to their electronic properties, we calculated the band structure and the density of states of the 64 stable TMDs with the hybrid functional HSE06. The results for 2H-phase semiconductors of the $3d$-metals are shown in Fig. [6], and the results for the other systems are in the Supplemental Material. From the analysis of the results, the materials were classified as metals, semi-metals or semiconductors, as indicated in Fig. [7]. Among all the studied TMDs, 22 were identified as semiconductors, with band gaps ranging from 0.20 eV to 1.75 eV.

In the literature, works that estimate the band gaps for TMDs in the bulk phase mainly use the crystal structures acquired from crystallographic databases [61,62] presenting band gap values that differ from our results. The difference of values is due to the use of the PBE functional, that is known to underestimate the band gap [33,38,63]. In Table [1], we present the values of PBE, PBE+SOC, HSE06 and experimental band gaps for the TMD semiconductor materials. The comparison of PBE and PBE+SOC shows that the inclusion of SOC modify the gap values usually from less than one to a few decades of meV, exception made for ZrSe$_2$-1T, HfSe$_2$-1T and WTe$_2$-2H where this difference is about 150 meV. However, the PBE functional usually underestimates the gap in the order of several hundreds of meVs. Despite...
Table I. Lattice parameters obtained from DFT, compared to their experimental values. Materials that are unstable in the phase 1T<sub>d</sub> are indicated. The experimental values were extracted from Ref. 10. All values are presented in Å.

| Phase  | a<sub>0</sub> | b<sub>0</sub> | c<sub>0</sub> | Phase  | a<sub>0</sub> | b<sub>0</sub> | c<sub>0</sub> | Phase  | a<sub>0</sub> | b<sub>0</sub> | c<sub>0</sub> |
|--------|-------------|-------------|-------------|--------|-------------|-------------|-------------|--------|-------------|-------------|-------------|
| TiS<sub>2</sub> | 3.33 | 3.33 | 11.99 | TiSe<sub>2</sub> | 3.48 | 3.48 | 12.51 | TiTe<sub>2</sub> | 3.73 | 3.73 | 13.50 |
| 1T     | 3.38 | 3.38 | 5.73 | 1T     | 3.51 | 3.51 | 5.98 | 1T     | 3.74 | 3.74 | 6.45 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| ZrS<sub>2</sub> | 3.56 | 3.56 | 12.38 | ZrSe<sub>2</sub> | 3.69 | 3.69 | 12.85 | ZrTe<sub>2</sub> | 3.91 | 3.91 | 13.95 |
| 1T     | 3.65 | 3.65 | 5.87 | 1T     | 3.77 | 3.77 | 6.18 | 1T     | 3.95 | 3.95 | 6.63 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| HfS<sub>2</sub> | 3.51 | 3.51 | 12.41 | HfSe<sub>2</sub> | 3.64 | 3.64 | 12.90 | HfTe<sub>2</sub> | 3.87 | 3.87 | 13.95 |
| 1T     | 3.61 | 3.61 | 5.87 | 1T     | 3.73 | 3.73 | 6.21 | 1T     | 3.91 | 3.91 | 6.61 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| NbS<sub>2</sub> | 3.33 | 3.33 | 12.18 | NbSe<sub>2</sub> | 3.45 | 3.45 | 12.78 | NbTe<sub>2</sub> | 3.64 | 3.64 | 13.76 |
| 1T     | 3.34 | 3.34 | 5.87 | 1T     | 3.45 | 3.45 | 6.26 | 1T     | 3.65 | 3.65 | 6.76 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| VSe<sub>2</sub> | 3.15 | 3.15 | 12.05 | VSe<sub>2</sub> | 3.31 | 3.31 | 12.72 | VTe<sub>2</sub> | 3.56 | 3.56 | 13.36 |
| 1T     | 3.15 | 3.15 | 5.84 | 1T     | 3.32 | 3.32 | 6.21 | 1T     | 3.60 | 3.60 | 6.39 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| TaS<sub>2</sub> | 3.32 | 3.32 | 12.16 | TaSe<sub>2</sub> | 3.44 | 3.44 | 12.98 | TaTe<sub>2</sub> | 3.32 | 3.32 | 11.98 |
| 1T     | 3.34 | 3.34 | 5.96 | 1T     | 3.46 | 3.46 | 6.29 | 1T     | 3.64 | 3.64 | 6.81 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| CrS<sub>2</sub> | 3.02 | 3.02 | 12.15 | CrSe<sub>2</sub> | 3.18 | 3.18 | 12.83 | CrTe<sub>2</sub> | 3.49 | 3.49 | 13.92 |
| 1T     | 3.31 | 3.31 | 5.34 | 1T     | 3.51 | 3.51 | 5.51 | 1T     | 3.79 | 3.79 | 5.94 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| MoS<sub>2</sub> | 3.16 | 3.16 | 12.34 | MoSe<sub>2</sub> | 3.29 | 3.29 | 13.03 | MoTe<sub>2</sub> | 3.51 | 3.51 | 14.04 |
| 1T     | 3.17 | 3.17 | 6.02 | 1T     | 3.26 | 3.26 | 6.53 | 1T     | 3.46 | 3.46 | 7.28 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| WS<sub>2</sub> | 3.16 | 3.16 | 12.24 | WS<sub>2</sub> | 3.28 | 3.28 | 12.99 | WTe<sub>2</sub> | 3.50 | 3.50 | 13.99 |
| 1T     | 3.18 | 3.18 | 6.11 | 1T     | 3.26 | 3.26 | 6.59 | 1T     | 3.37 | 3.37 | 5.73 |
| 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable | 1T<sub>d</sub> unstable |
| 2H     | Exp. 3.17 | 3.17 | 12.36 | 2H     | Exp. 3.28 | 3.28 | 12.95 | Exp. 3.47 | 6.25 | 7.01 |

The absence of the SOC corrections on the HSE06 calculations this functional shows more realistic band gaps when compared with the experimentally measured values, preventing the high computational costs associated to the combined use of HSE06 and SOC.

For each phase and considering compositions with the same chalcogen, the transition metal d electron count determines the electronic character of the material. For example, in 2H-QSe compounds, as shown in Fig. 6, with the progressive filling of the d band from Zr to Nb to Mo ZrSe<sub>2</sub> is a semiconductor, while NbSe<sub>2</sub> is a metal, and the band is fully occupied in MoSe<sub>2</sub>, recovering the semiconductor character. Therefore, if the d orbitals are completely occupied or empty, the TMDs have semiconducting behavior, while if the d orbitals have the partial occupation, the TMDs have conducting behavior. These results are in agreement with other reports in the literature. Because the crystal symmetry, i.e. the polymorphic phase, strongly affects the energy of the d bands, the same compound can have different electronic...
properties depending on the polymorphic phase. For example, MoS$_2$ is metallic in the 1T phase, but is a semiconductor in the 2H phase.

Band gaps vary with the composition in a similar way for the three studied phases. The increase in chalcogen atomic number narrows the band gap, because the energy of $Q$-$p$ derived states, which compose the valence band maximum, is increased. For semiconductors with the same phase and chalcogen, the band gap increases with the transition metal atomic number, e.g., TiQ$_2$ gap < ZrQ$_2$ gap < HfQ$_2$ gap in phase 1T, as shown in Fig. 7. This trend occurs due to the localization of the $d$ orbitals, since their energy difference from the Fermi energy increases, i.e., looking for compounds with the same phase, the $d$-orbitals in TiS$_2$ have energies closer to Fermi energy than those in ZrS$_2$.

### Table II. PBE, PBE with spin-orbit coupling (PBE+SOC), HSE06 and experimental band gaps for TMD semiconductor materials. All energies are given in meV.

| Material Phase | PBE | PBE+SOC | HSE06 | Exp. |
|----------------|-----|---------|-------|------|
| TiS$_2$ 1T     | 0   | 15      | 360   |      |
| ZrS$_2$ 1T     | 848 | 850     | 1648  |      |
| ZrSe$_2$ 1T    | 260 | 109     | 952   |      |
| HfS$_2$ 1T     | 988 | 974     | 1748  |      |
| HfSe$_2$ 1T    | 378 | 203     | 993   |      |
| TiS$_2$ 2H     | 0   | 0       | 341   |      |
| TiSe$_2$ 2H    | 0   | 0       | 140   |      |
| ZrS$_2$ 2H     | 0   | 0       | 691   |      |
| ZrSe$_2$ 2H    | 0   | 0       | 203   |      |
| HfS$_2$ 2H     | 159 | 172     | 812   |      |
| HfSe$_2$ 2H    | 0   | 0       | 346   |      |
| VS$_2$ 2H      | 0   | 0       | 600   |      |
| VSe$_2$ 2H     | 0   | 0       | 577   |      |
| CrS$_2$ 2H     | 604 | 600     | 986   |      |
| CrSe$_2$ 2H    | 600 | 589     | 934   |      |
| CrTe$_2$ 2H    | 327 | 313     | 703   |      |
| MoS$_2$ 2H     | 918 | 912     | 1425  | 1230$^b$ |
| MoSe$_2$ 2H    | 870 | 860     | 1300  | 1090$^b$ |
| MoTe$_2$ 2H    | 739 | 720     | 1102  | 880$^a$  |
| WS$_2$ 2H      | 1040| 990     | 1538  | 1350$^b$ |
| WSe$_2$ 2H     | 959 | 882     | 1405  | 1200$^b$ |
| WTe$_2$ 2H     | 757 | 603     | 1194  |      |

$^a$ Scanning tunneling spectroscopy and ionic-liquid gated transistors at room temperature $^{64}$

$^b$ Photocurrent spectra at room temperature $^{65}$

#### V. CONCLUSION

We investigated 27 TMD bulk compounds obtained by the combination of nine transition-metals (Ti, Zr, Hf, V, Nb, Ta, Cr, Mo and W) with three chalcogens (S, Se and Te) in three polymorphic phases, namely, 1T, 2H, and 1T$_d$. We obtained the equilibrium geometry configuration and the lowest energy phase for each material, which are in good agreement with experimental data for the already synthesized compositions. The magnetic ordering was also addressed, and some of the materials with transition-metal from the V group and compounds with Cr showed ferromagnetic or antiferromagnetic behavior. The effects of chemical composition on the equilibrium lattice parameters mostly follow the expected trends based on the atomic radius.

To investigate the stability of the crystal structures, we obtained the elastic constants and employed the Born elastic stability criteria, which was satisfied for all the systems. The exfoliation energy of all stable materials was calculated, indicating that the majority of the studied TMDs have weak interlayer binding and therefore are predicted as easy to exfoliate in order to obtain their...
FIG. 6. 2H-phase DFT-HSE06 band structures and densities of states of ZrSe₂ (left), NbSe₂ (center) and MoSe₂ (right). Dashed lines indicate high-symmetry points in the first Brillouin zone. At the right panels, shadowed curves indicate the Density of States (DOS) while the solid lines indicate the local density of states in s-, p- and d-orbitals of each atomic species.

FIG. 7. Classification of stable material phases according to their electronic band gap: metal (m), semimetal (sm) or semiconductor. In semiconductors, predicted gap energy values are shown in meV units. Unstable phases are indicated by (uns).
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