Dialogue Enhancement and Listening Effort in Broadcast Audio: A Multimodal Evaluation
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Abstract—Dialogue enhancement (DE) plays a vital role in broadcasting, enabling the personalization of the relative level between foreground speech and background music and effects. DE has been shown to improve the quality of experience, intelligibility, and self-reported listening effort (LE). A physiological indicator of LE known from audiology studies is pupil size. The relation between pupil size and LE is typically studied using artificial sentences and background noises not encountered in broadcast content. This work evaluates the effect of DE on LE in a multimodal manner that includes pupil size (tracked by a VR headset) and real-world audio excerpts from TV. Under ideal listening conditions, 28 normal-hearing participants listened to 30 audio excerpts presented in random order and processed by conditions varying the relative level between foreground and background audio. One of these conditions employed a recently proposed source separation system to attenuate the background noise 

Fig. 1. Test methodology: after an initial phase for calibration and training, the participants were asked to listen one time to each of the 30 audio excerpts, repeat the heard sentence, and self-report the listening effort. While listening, the pupil size was tracked by an off-the-shelf VR headset. Each audio excerpt presented was processed by a random condition varying the relative level between foreground speech and background noise, music, and effects.

multiple phenomena. It is hypothesized that different measures of LE potentially tap into different underlying dimensions, highlighting the importance of a multimodal evaluation [14]. The main methods to measure LE are:

1) Self-report, i.e., rating the perceived effort on a scale.
2) Behavioral, i.e., performance on one or more given tasks.
3) Physiological, e.g., electroencephalography, skin conductance, and pupil size.

Pupil size was shown to have an inverse relation with the signal-to-noise ratio (SNR) while listening to speech over noise [8], [15]–[17]. This is usually studied under conditions not encountered in TV, e.g., starting from very low intelligibility levels or using artificial types of noise (white, bubble, speech-shaped) and sentences (e.g., the Harvard Sentences). It is unclear if pupillometry can also be used under test conditions that allow for increased ecological validity, e.g., using real-world TV material. A few recent works investigated LE considering material and conditions closer to the TV application [18]–[20], but they did not consider pupillometry.

This work presents a multimodal evaluation of LE on real-world TV audio excerpts. Self-report, word recall rate (as the behavioral measure), and pupil size are recorded and analyzed. An off-the-shelf VR headset is used for pupillometry: besides offering full control on the luminance [21], this opens up future research directions, e.g., including video and VR applications.

II. TEST METHODOLOGY

As depicted in Figure 1, the adopted test procedure consisted of three main phases: listening, repeating, and self-report. Each participant in the test listened to 30 audio excerpts

1 https://www.cs.columbia.edu/~hgs/audio/harvard.html
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with no repetitions. After each excerpt, they were asked to repeat all the words they could memorize and report how difficult it was to understand the heard sentence. Before starting, the set-up and the procedure were illustrated, and the participants provided consent for collecting the required data. Two extra audio excerpts were used during the training phase (not considered in the following results), and it was explained how the VR headset (HTC Vive Pro Eye) works and how it can be adjusted to be as comfortable as possible. The eye calibration built in the VR headset was performed with each participant. The full experiment session (including calibration and training) took between 20 and 30 minutes.

The participants in the evaluation were 28 colleagues and students. They were German native speakers, aged between 21 and 46 years (median age was 30; 10 participants were female), with no known hearing impairments. The expertise level was heterogeneous. Almost all work on audio-related topics and had previously participated in listening tests. Only a small minority had previous experience with VR headsets.

Each participant was asked to sit on a non-revolving chair without head support. The chair was positioned in front of two studio monitors, approximately at the height of the listener’s head. The participant and the loudspeakers formed an equilateral triangle with sides of 2 m. The room was quiet and partially acoustically treated. The VR environment consisted of a monochromatic space, including only a virtual interface used to rate the LE. For this, the 5-point P.800 scale [22] translated to German was used. In-between values could also be selected, making the scale continuous in practice.

As audio stimuli, 30 stereo excerpts from German TV were selected (sampling frequency 48 kHz), for which the original audio stems were available. The accompanying video was not used. The excerpts from TV documentaries and movies had a length of 8 seconds, and a speech-to-background ratio of [-6, 6] dB. The number of words spoken in the excerpts was in the range [7, 29], without counting articles. The excerpts included varying types of voices, paces, speech clarity, emotions, types of background music, and effects. With this heterogeneous real-world audio material, we take a step towards a more ecologically valid test. The video should be considered in the future to take a further step in this direction.

For each participant, the excerpts were presented in random order. For each participant and excerpt, a random processing condition was selected, i.e., each participant was presented with only one excerpt/condition combination and listened to each sentence only once. This is fundamental for evaluating LE, as listening to the same sentence a second time would make it easier to understand, regardless of the processing condition. There were four processing conditions:

1) OM: The unprocessed stereo original mixture from TV.
2) Dialog+: This condition takes the OM and inputs it to the source separation system in [5], [23]–[25]. This is a fully convolutional deep neural network, trained on 48 kHz high-quality TV material. The estimated background component is remixed with a −12 dB factor together with the estimated foreground component. This simulates the case in which the original audio stems are not available from production.
3) BG-12dB: This condition uses the original foreground speech (FG) and background (BG) stems, simulating a native NGA production. FG and BG are mixed with a −12 dB factor applied to the BG. (In OM, they are mixed with a 1:1 ratio.)
4) FG: FG only is presented and BG is discarded entirely.

All audio excerpts were loudness normalized to -23 LUFS before and after processing, and the playback level was kept constant over the full session and for all participants. Pink noise at -23 LUFS resulted in 59 dBA at the listening position. Our main interest was comparing OM and Dialog+. These two conditions were twice as likely to be selected during the condition randomization. This means that the final sample size for OM and Dialog+ is twice as big as BG-12dB and FG.

III. MULTIMODAL EVALUATION DATA ANALYSIS

The self-report was simply stored without post-processing. As a behavioral measure, the sentence repeated by the participant was compared against the ground-truth transcript and a word recall rate (WRR) was computed. Articles were ignored as well as the exact order of the words.

The pupil size while listening was recorded using the eye-tracking system built in the VR headset. This provided a stream of observations over time that was analyzed as follows. The mean over both eyes was considered. A delay of 0.5 s was applied to compensate for the pupil reaction time [21], [26]. To discard unrealistically fast changes in pupil size (due to measurement noise), we removed the samples for which we observed changes larger than 2 times the standard deviation (computed over the full session) with respect to the previous sample, similarly to [27]. Following [17], a first-order interpolation was applied to bridge missing points resulting from the previous data cleaning, blinking, and occlusions.

The pupil baseline was computed as the mean over a 0.5 s window before audio playback. Mean pupil dilation (MPD) and peak pupil dilation (PPD) were computed with respect to the baseline. Both MPD and PPD were transformed into z-scores to account for individual variability [21], obtaining $z_{MPD}$ and $z_{PPD}$. The relative luminance of the head-mounted display was also tracked. This was 0.13 throughout the full session, with negligible variations.

IV. RESULTS

Figure 2 shows the main results. An analysis was performed using different statistical tools2. Pairs that were found to be significantly different are indicated in Figure 2.

All measures show a clear trend: the highest LE is observed for OM. This is then reduced by lower relative background

---

2For self-report, conditions are not normally distributed (Shapiro’s test), so Kruskal-Wallis H-test is selected (independent variable: condition, dependent variable: self-report, $p < 10^{-7}$), and followed by Dunn’s post-hoc. For WRR, conditions are normally distributed, but not homoscedastic (Levene’s test). Welch’s ANOVA ($p = 0.02$) and Games-Howells post-hoc are performed. For $z_{MPD}$ and $z_{PPD}$, normality and homoscedasticity of the conditions are verified. One-way ANOVAs are performed for independent variable condition on dependent variable $z_{MPD}$ and $z_{PPD}$, returning $p < 10^{-6}$ for both, and followed by a Tukey’s HSD tests (95% confidence).
levels (Dialog+ and BG-12dB), followed by the least LE measured for speech only (FG). The difference between OM and FG is statistically significant for all measures, suggesting that background music and effects introduce significant LE in TV audio. DE reduces LE, both via the original stems (BG-12dB) and via blind source separation (Dialog+). In particular, Dialog+ shows a significant difference with OM in terms of $z_{MPD}$, $z_{PPD}$, and self-report. This is the first time that source separation is shown to reduce pupil size on real-world TV audio. BG-12dB behaves similarly to Dialog+ (no statistically significant difference observed between them).

The similar trends observed across self-report, WRR, and pupil size measures support that the multimodal approach taken in this study can be employed in an experimental set-up representative of real-world settings and stimuli, using off-the-shelf hardware, while still obtaining consistent results overall.

WRR shows the biggest variance and suffers the most from real-world stimuli and sentences. In many cases, participants could guess or reconstruct the real-world sentences based on semantics and independently of the level of the background, which is undesired in WRR studies. Additionally, some errors were not considered, e.g., a common mistake was to repeat "He was not married" while the correct transcript was "He was married". As all words in the ground-truth transcript are repeated, both correspond to 100% WRR.

A clear effect of the presentation order is observed on the pupil size and the self-report (Figure 3), while no effect is observed in terms of WRR (hence not shown in the figure). Considering the full session, the pupil size measures exhibit a steep decrease at the beginning (even though this is preceded by a training phase) followed by a steady decline. The decrease at the beginning is also observed in literature and explained as possibly due to participants getting comfortable with tasks and devices [16], [28], [29]. The following steady decline would suggest a slow decrease in mental workload. Self-report shows an opposite (increasing) trend, suggesting increasing fatigue. In [30], it is argued that a more fatigued individual will expend less, not more, resources to achieve the same task. Fatigued individuals may be less motivated to perform well in the test and will exert less effort to perform the task, resulting in a reduction in pupil size, and an increased self-report.

V. CONCLUSIONS AND FUTURE WORKS

In TV, background music and effects introduce significant LE, even under ideal listening conditions. Decreasing the background level via DE, also via source separation, reduces the LE, as evaluated in a multimodal manner, including self-report, word recall rate, and pupil size. Background music and effects can carry vital information [31] and play an important role in engaging and entertaining the audience. Yet, they come with a LE cost, requiring care at the production stage (see, e.g., the recommendations in [7]), and personalization functionalities at the user’s end [5], [10], [20].

The similar overall trends observed across measures indicate that a multimodal evaluation that includes pupillometry can be employed with stimuli representative of real-life TV content. Finer scale effects, e.g., the effect of presentation order, can be better understood when looking at different measures accommodating the multidimensional nature of LE. The effect of presentation order calls for particular caution while designing experiments of this type. The test phase order (e.g., first repeat, then self-report) might also have an entanglement effect, as well as the natural memory skills of the participants and their engagement with the content. These are points that should be studied in the future. We considered 8 seconds long excerpts, while pupillometry offers the possibility to analyze longer periods, e.g., the full duration of a movie. This is left for future works, for which this study lays the foundation.
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