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Abstract
Federated learning (FL) is a promising approach for training decentralized data located on local client devices while improving efficiency and privacy. However, the distribution and quantity of the training data on the clients’ side may lead to significant challenges such as data imbalance and non-IID (non-independent and identically distributed) data, which could greatly impact the performance of the common model. While much effort has been devoted to helping FL models converge when encountering non-IID data, the imbalance issue has not been sufficiently addressed. In particular, as FL training is executed by exchanging gradients in an encrypted form, the training data is not completely observable to either clients or server, and previous methods for data imbalance do not perform well for FL. Therefore, it is crucial to design new methods for detecting data imbalance in FL and mitigating its impact. In this work, we propose a monitoring scheme that can infer the composition proportion of training data for each FL round, and design a new loss function – Ratio Loss to mitigate the impact of the imbalance. Our experiments demonstrate the importance of detecting data imbalance and taking measures as early as possible in FL training, and the effectiveness of our method in mitigating the impact. Our method is shown to significantly outperform previous methods, while maintaining client privacy.

1 Introduction
The emergence of federated learning (FL) enables multiple devices to collaboratively learn a common model without the need to collect data directly from local devices. It reduces the resource consumption on the cloud and also enhances the client privacy. FL has seen promising applications in multiple domains, including mobile phones [1–3], wearable devices [4, 5], autonomous vehicles [6, 7], etc.

In standard FL, a random subset of clients will be selected in each iteration, who will upload their gradient updates to the central server. The server will then aggregate those updates and return the updated common model to all participants. During FL, one major challenge is that data owned by different clients comes from various sources and may contain their own preferences, and the resulting diversity may make the convergence of the global model challenging and slow. Moreover, the phenomenon of data imbalance happens frequently in practical scenarios, e.g., the number of patients diagnosed with different diseases varies greatly [8], and people have different preferences when typing with G-board [3] (a practical FL application proposed by Google). When a model encounters data imbalance, samples of majority classes account for a very large proportion of the overall training data, while those of minority classes account for much less. The direct impact of data imbalance is the reduction of classification accuracy on minority classes. In many practical cases, those minority classes play a much more important role beyond their proportion in data, e.g.,
wearable devices need to be more sensitive to abnormal heart rates than normal scenarios, and it is more important for G-board to predict SOS precisely than restaurant names.

In the literature, a number of approaches have been proposed to address data imbalance, e.g., applying various data sampling techniques [9, 10], using generative augmentation to make up for the lack of minority samples [11, 12], and integrating cost-sensitive thoughts into model training [13]. However, during FL, the communication between clients and the server is restricted to the gradients and the common model, and for privacy concern, it is preferable that the server does not require clients to upload additional information about their local data [14, 15]. Thus, it is infeasible to gather the information of all local data and conduct an aggregated analysis globally. This makes the vast majority of imbalance solutions not applicable to FL. There are several approaches that may be applied locally, without uploading data distribution to the server [16–18]. However, due to the mismatch between local data distributions and the global one, these approaches are not effective and may even impose negative side-effect on the global model. The work in [19] directly addresses data imbalance in FL, however, it requires clients to upload their local data distribution to the server, which may expose latent backdoor to attacks and lead to privacy leakage. Moreover, it requires placing a number of proxy server, which increases the FL complexity and incurs more computation overhead.

In this work, we address the data imbalance issue in FL and tackle the above challenges. We consider FL as a scheme that is always in training [20]. During FL, new data is constantly generated by the clients, and data imbalance could happen at any time. If such imbalance cannot be detected in time, it may poison the common model and deteriorate the FL result. Thus, to detect the imbalance in FL timely and accurately, we propose to design a monitor that constantly samples the data imbalance across different classes/labels during FL and alerts the administrator when to apply measures that can mitigate its negative impact. Moreover, we develop a new loss function Ratio Loss based on our monitoring method, and compare our approach to existing loss-based imbalance solutions based on CrossEntropy Loss and Focal Loss [21] (those loss functions are for general data imbalance problems, and we implement them under FL setting).

The basic workflow of our method is shown in Fig. 1. At round $t + 1$, the monitor downloads the global common model $G_t$ of the last round and feeds samples of the auxiliary data to it. For each class, the monitor obtains corresponding gradient updates $g_L$. And by applying our method to compare these updates with $G_{t+1}$, our monitor can acquire the composition of training data at round $t + 1$. If data imbalance is detected, our method will try to mitigate its impact by applying the Ratio Loss function in FL.

Our contributions. More specifically, we made the following contributions in this work:

- Our approach monitors the composition of training data at each training round in a passive way. The monitor can be deployed at either the central server or a client device, and it will not incur significant computation overhead or reduce client privacy.
- Our works show the importance of detecting data imbalances as early as possible during FL and taking timely measures; otherwise, a greater price has to be paid at later training stages to mitigate the impact of imbalance.
- Our approach defines two types of imbalance in FL: local imbalance and global imbalance (details in Sec. 3.2), and addresses global imbalance based on our monitoring scheme and a new loss function (Ratio Loss). Our method significantly outperforms previous state-of-the-art methods while maintaining privacy for the clients.

2 Related Work

Data Imbalance. In supervised learning, models require labeled training data for updating their parameters. The imbalance of the training data (i.e., the variation of the number of samples for different classes/labels) occurs in many scenarios, e.g., image recognition for disease diagnosis [8], object detection in autonomous vehicles [21], resource exploration [22], etc. Such data imbalance may worsen the performance of the learning models, in particular decreasing the classification accuracy for minority classes [23]. Several works have designed new metrics [24–26] to quantify the model performance with data imbalance, rather than just considering the overall accuracy. Prior approaches to address data imbalance can be classified into three categories: data-level, algorithm-
level, and hybrid methods. Data-level approaches leverage data re-sampling [27, 9, 28, 29, 10] and data augmentation [11, 12]. Algorithm-level approaches modify the training algorithm or the network structure, e.g., meta learning [30], model tuning [12], cost-sensitive learning [31, 16–18, 24], and changing the loss function [24, 13, 21]. Then, from the perspectives of both data and algorithm levels, hybrid methods emerge as a form of ensemble learning [32, 33].

As stated in Sec. 1, data-level methods cannot be applied in FL due to their violation of the privacy requirements. Some cost-sensitive approaches [31, 16–18] at the algorithm level need to analyze the distribution of training data, e.g., re-weighting the loss via inverse class frequency, and are not effective for FL due to the mismatch between local data distribution and the global one. Other cost-sensitive methods need specific information of minority classes, e.g., MFE Loss [24] regards minority classes as positive classes, and calculates false positive and false negative to generate a new loss form. Such requirement on prior knowledge is also difficult to acquire in FL. To address data imbalance in FL, we think that it is important to measure the imbalance according to the common model rather than depending on the knowledge of training data.

Federated Learning. Due to the heavy computation burden for training deep learning models, researchers have been exploring using multiple devices to learn a common model. There are many studies on organizing multiple devices for distributed learning, with both centralized [34–36] and decentralized [37, 38] approaches. Recently, more and more local client devices (e.g., mobile phones) can participate in model learning, with the advancement of their computation power. Under such circumstances, the training data on local devices is more personal and privacy-sensitive. In order to avoid privacy leakage, federated learning [39, 40, 20] has emerged as a promising solution, which enables a global model to be learned while keeping all training data on local devices. The privacy protection in the training is guaranteed by secure aggregation protocols [41] and differential privacy techniques [14, 15]. In general, with these technologies, neither local participants or central server of FL can observe the local gradient information during training. Despite of various types of inference attacks [42–45], inferring information of particular clients is still extremely difficult. Therefore, how to extract useful information from the global gradient after the central aggregation is interesting – and in this work, we focus on extracting such information for addressing data imbalance.

3 Our Method

3.1 Definition and Background

Our problem is formulated on a multi-layer feed-forward neural network. Here we consider a classifier with output size equals to the number of classes $Q$. It is defined over a feature space $X$ and a label space $Y = \{1, \cdots, Q\}$. Without losing generality for our problem, we combine all the middle layers as a hidden layer $HL$. The feature vector and calibrated label for the $j$-th sample of class $p$ is denoted as $X_{(p)}^j$ and $c_{(p)}^j$, respectively, where $X_{(p)}^j = (x_{(p)}^{(j,1)}, ..., x_{(p)}^{(j,r)})$ and its corresponding output of $HL$ is denoted as $Y_{(p)}^j = (y_{(p)}^{(j,1)}, ..., y_{(p)}^{(j,s)})$. The inputs of the classifier and the $HL$ contain $r$ and $s$ neurons, respectively. A function $f : \{X \Rightarrow S\}$ maps $X$ to the output probability simplex $S$ of the network.
with $f$ parameterizing over the hypothesis class $\mathcal{W}$, i.e., the overall weight of the neural network. Further, the link between the input layer and the $HL$ is denoted as $\mathcal{W} = (\mathcal{W}(1), \mathcal{W}(2), \ldots, \mathcal{W}(s))$. The connection weight from the $HL$ to the output layer is denoted as $\mathcal{W} = (\mathcal{W}(1), \mathcal{W}(2), \ldots, \mathcal{W}(Q))$. Finally, the weights of the network are denoted as $\mathcal{W} = (\mathcal{W}', \mathcal{W})$. At each training iteration, we apply backpropagation to compute the gradient of loss $L(\mathcal{W})$ subject to the weights in $\mathcal{W}$. We use $\mathcal{W}(m)$ to denote the weights in the $m$-th training iteration, and $\lambda$ to denote the learning rate. We then have:

$$\mathcal{W}(m + 1) = \mathcal{W}(m) - \lambda \nabla L(\mathcal{W}(m))$$  \hfill (1)

We also leverage the following two theorems for two-class classifiers [46].

**Theorem 1:** If inputs over a period of time belong to the same class, the weight changes in the early stage of training have the same sign for all samples of the positive class and the opposite sign for all samples of the negative class.

**Theorem 2:** The expectations of gradient square for different classes have the following relation:

$$\varepsilon(\|\nabla L_p(\mathcal{W})\|^2) : \varepsilon(\|\nabla L_n(\mathcal{W})\|^2) \approx n_p^2 : n_n^2$$  \hfill (2)

where $n_p$ and $n_n$ are the number of samples for the positive and negative class, respectively, and $\varepsilon$ denotes the calculation of expectation values. The work in [46] also presents the following numeric results. For a particular class $i$, the coefficient before $n_i^2$ is a function $\varepsilon : \{e^{(i)}\}$ parameterized over the calibrated label:

$$\varepsilon(\|\nabla L_i(\mathcal{W})\|^2) \approx e^{(i)} n_i^2 \quad (i = 1, 2, \ldots, C)$$  \hfill (3)

### 3.2 Monitoring Scheme

We define two types of data imbalance in FL: **local imbalance** and **global imbalance**. On every local client device $j$, the number of samples for each class $i$, denoted by $N_j^i$, may vary. The concept of local imbalance measures the extent of such variation on each client device. Specifically, we define the local imbalance $\gamma_j$ for device $j$ as the ratio between the sample number of the majority class on $j$ and the sample number of the minority class on $j$, i.e., $\gamma_j = \max_i\{N_j^i\} / \min_i\{N_j^i\}$, similar to the prevailing imbalance ratio measurement as in [47]. It is possible that $\min_i\{N_j^i\} = 0$, we regard this situation as the extreme imbalance. Then, from a global perspective, considering the aggregation of all the training data on local devices, we can measure the extent of global data imbalance $\Gamma$ by defining it as the ratio between the total sample number of the majority class across all devices and that of the minority class, i.e., $\Gamma = \max_i\{\sum_j N_j^i\} / \min_i\{\sum_j N_j^i\}$.

In general, the local imbalance on each device may be different from the global imbalance, and in practice such difference could be quite significant. We may even have the cases where a class is the majority class on certain local device but the minority class globally. To better quantify such mismatch between local and global imbalance, we use a vector $v_j = [N_j^1, N_j^2, \ldots, N_j^Q]$ to denote the composition of local data on device $j$, where $Q$ is the number of classes; and we use a vector $V = [\sum_j N_1^j, \sum_j N_2^j, \ldots, \sum_j N_Q^j]$ to denote the composition of global data. We then use cosine similarity (CS) score to compare their similarity, i.e., $CS_j = (v_j \cdot V) / (\|v_j\| \|V\|)$.

Because of the mismatch between local and global imbalance, simply adopting existing approaches at local devices is typically not effective and may even impose negative impact on global imbalance. To detect and mitigate the performance degradation caused by global imbalance, we develop a monitoring scheme to monitor the composition of training data during FL. First, we extend the **Theorem 2** to FL, and prove that the proportional relation between the expectation value of weight updates and the sample quantity still holds in FL.

**Proof of Proportional Relation.** The local training process of FL on a client device can be regarded as how a normal neural network learns from the training data. When a feed-forward network is optimized by modifying weights according to the gradient of training batch loss, for each sample within the batch, the feeding order is independent to the final batch gradient. Thus, the feeding process can be regarded as inputting all samples of the first class to the network, and when the feeding of the last class is over, the next class starts; although the feeding of batch could be out of order in practical training. With the order change, the feeding follows the assumption of **Theorem 1**, and we can remove the square symbol in Eq. (3).
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Based on the proportional relation, we formulate the accumulation of weight changes under FedAvg:

$Ra = \frac{(Q - 1) \cdot \Delta W^{(i)} - \Delta W^{(i)}}{\sum Q (\Delta W^{(j)} - \Delta W^{(i)})}$

where $W(i)$ is a weight vector whose size equals to the number of neurons at the hidden layer $HL$. We set a threshold $T_{Ra}$ (in our experiments, $T_{Ra} = 1.25$), and we select components of $W(i)$ whose corresponding ratios $Ra$ are larger than $T_{Ra}$.

Based on the proportional relation, we formulate the accumulation of weight changes under FedAvg:

$\Delta W^{(i)} = \frac{K}{Q} \sum_{j=1}^{K} \Delta W^{(j)} = 1 \sum_{j=1}^{K} \nabla L(W)^{j}_{t+1}$

where $K$ represents the number of selected clients.

Eq. (4) depicts how FedAvg aggregates the uploaded gradient updates at iteration $t + 1$. We can then calculate the expectation value of the aggregated loss gradient:

$\frac{\sum Q \cdot \nabla L(W)^{j}_{t+1}}{K} = 1 \sum_{j=1}^{K} \nabla L(W)^{j}_{t+1}$

For a particular class $\alpha$, its samples owned by different clients can be calibrated as the same, and thus the $c(e(\alpha,j))$ of different clients are identical. Then, the corresponding expectation of aggregated gradient updates is:

$\frac{\sum Q \cdot n(\alpha,j)}{K} = \frac{\sum Q \cdot n(\alpha,j)}{K}$

where $N_{\alpha}$ is the number of overall samples for class $\alpha$. Now, we conclude that the proportional relation between the expected weight updates and the sample quantity still holds in FL.

Based on this relation, we develop our monitoring scheme as follows. In round $t + 1$, the monitor will feed samples of every class in the auxiliary data to the global common model from the last round, i.e., $G_{t}$. It then obtains corresponding weight updates $\{g_{L_{1}}, \ldots, g_{L_{i}}, \ldots, g_{L_{Q}}\}$, where each $g_{L_{i}}$ corresponds to the class $i$. In practice, we observe that not all weights get updated significantly – some of them increase little and thus easily get offset by other negative updates from feeding data of other classes. Accordingly, we design a filter to select the weights whose updating magnitudes are relatively large. Specifically, for class $i$, we extract its corresponding $\Delta W^{(1-Q)}$ from $\{g_{L_{1}}, \ldots, g_{L_{i}}, \ldots, g_{L_{Q}}\}$, and compute the ratio $Ra_i$ of weight changes as follows:

$Ra_i = \frac{(Q - 1) \cdot \Delta W^{(i)}}{\sum Q (\Delta W^{(j)} - \Delta W^{(i)})}$

where $W(i)$ is a weight vector whose size equals to the number of neurons at the hidden layer $HL$. We set a threshold $T_{Ra}$ (in our experiments, $T_{Ra} = 1.25$), and we select components of $W(i)$ whose corresponding ratios $Ra_i$ are larger than $T_{Ra}$.
3.3 Ratio Loss based Mitigation

Once our monitor detects the data imbalance by checking $v_{pt}$, we will apply a mitigation strategy that is based on our design of the Ratio Loss function. The reasoning of this design is explained below.

As aforementioned, applying existing approaches locally will not be effective in mitigating the impact of global imbalance. Our method instead measures the global imbalance based on the current global common model. According to Theorem 2, weight updates are proportional to the quantity of samples for different classes, and the current network is built by accumulating such updates round by round. Due to the difference of feature space among classes, it seems more reasonable to use the contribution to gradient updates rather than just the numbers of data samples for demonstrating the imbalance problem in FL. In other words, after feeding some data to train the network, if weights of different nodes are updated similarly in terms of magnitude, we can regard the training as balanced, and vice versa. Because the layers before output nodes are shared by all classes, we restrict our interest on link weights between the $HL$ and output nodes. Specifically, we consider the imbalance problem in FL as the weight changes of different output nodes present noticeable magnitude gap when feeding samples of the corresponding class.

We have also proven that the magnitude of weight updates for different classes will have significant difference if the current model is trained with data imbalance. The detailed proof is shown in the Supplementary Materials. Based on these observations, we propose to mitigate global imbalance by designing a new loss function – Ratio Loss (denoted as $L_{RL}$). Specifically, we first consider the widely-used CrossEntropy Loss function for multi-class classifier (denoted as $L_{CE}$):

$$L_{CE}(i, f) = -\sum_{j} i \cdot \log(f_j)$$  

where $i$ is the ground-truth label and it is always the one-hot form in multi-class classifiers, while $f_j$ denotes the probability results of different output nodes. In order to address the data imbalance, a common method is to introduce a weight vector $\Pi = [\pi_1, ..., \pi_Q]$, then $L_{CE}$ becomes balanced - $\Pi \cdot L_{CE}$. Usually, $\pi$ is determined by the proportions of different classes for the overall training data. Intuitively, a larger proportion corresponds to a lower $\pi$, and vice versa.

As stated above, we use the noticeable differences of weight changes to evaluate the global imbalance. Taking the CrossEntropy Loss $L_{CE}$ as the basic term, we define the Ratio Loss function $L_{RL}$ as:

$$L_{RL} = -(\alpha + \beta \cdot R) \cdot L_{CE}$$  

where $\alpha$ and $\beta$ are two hyper-parameters. In our experiments, when $\alpha = 1.0$ and $\beta = 0.1$, the mitigation results are the best (the experiment results on this can be found in the Supplementary Materials). $R$ is determined from the aforementioned $\{g_{L1}, ..., g_{Li}, ..., g_{LQ}\}$. After computing $Ra_i$ of all output nodes as Sec. 3.2, we can compose $R = [Ra_1, ..., Ra_i, ..., Ra_Q]$. Finally, in the local training, when a sample of class $i$ is fed to the neural network, its corresponding loss is:

$$L_{RL}(i, f) = -(\alpha + \beta \cdot Ra_i) \sum_{j} i \cdot \log(f_j)$$  

We mitigate the impact of data imbalance by modifying the coefficient $\pi$ before $L_{CE}$. Intuitively, when the input is a minority class, its corresponding $Ra$ is relatively large, and then its contribution to the overall loss will increase, and vice versa.

4 Experimental Results

4.1 Experiment Setup

All experiments are conducted on a server running Ubuntu 18.04 LTS, equipped with a 2.10GHz CPU Intel Xeon(R) Gold 6130, 64GB RAM, and NVIDIA TITAN RTX GPU cards. We implement the deep learning mainly in the PyTorch learning framework. Our experiments follow the standard structure of federated learning [48], with some modifications for communication efficiency [20]. We choose three different datasets: MNIST, CIFAR10, and Fer2013 [49]. The former two are classical datasets in image classification, while Fer2013 relates to face recognition. For each dataset, we
utilize the following convolutional neural networks: LeNet5 for MNIST, a 5-layer CNN for CIFAR10, and Resnet18 [50] for Fer2013. The size of the local training batch is 32, and the learning rate is 0.001. We use the standard SGD optimizer to optimize the training process. The auxiliary data is a set of samples of different classes that is fed into the current learning model by the monitor. It can be acquired from the public data or generated by clients who are willing to share part of their data. Such auxiliary data can be utilized for a long time, unless the training data of the overall FL system changes significantly. Moreover, the required size of the auxiliary data is small. In our experiments, we use just 32 samples for each class, while the sample quantity of a client is more than 10000. Due to the small size of the auxiliary data, the deployment of the monitor does not incur significant computation overhead, and we indeed did not observe noticeable additional processing time during our experiments.

4.2 Effectiveness of Monitoring Scheme

We first conduct a set of experiments to evaluate the effectiveness of our monitoring scheme. In these experiments, the central server randomly selects 20 clients from 100 participants during each round of the FL training, and each client trains its model for 10 local epochs. We observe from the experiments that training 30 global epochs can make the model on MNIST converge, 50 for CIFAR10, and 50 for Fer2013. For each client, first the number of classes they have locally is randomly determined as an integer between 1 and Q. Then, the specific classes are randomly chosen for each client, with equal sample quantity for each class. During FL, different client selections at each round lead to varying data compositions. As introduced in Sec. 3.2, our monitor computes a data proportion vector \( v_{pt} = [N_1, \ldots, N_i, \ldots, N_Q] \) for each training round, which is an estimation of the global imbalance. We can compare it against the ground truth, defined as \( V \) in Sec. 3.2.

Fig. 2 shows the comparison between our estimated global imbalance \( (v_{pt}) \) and the ground truth \( V \), measured by a cosine similarity score. The closer it is to 1, the more accurate our estimation is. From the figure, we can observe that our estimation of the data composition is very close to the ground truth. Among four datasets, the average similarity score is above 0.98 and higher than 0.99 for most of the time. Such results demonstrate the effectiveness of our monitoring scheme and its broad applicability. We also carry out experiments with different numbers of clients, and we find that the similarity score gets even closer to 1 with the increase of client number. The detailed results can be found in the Supplementary Materials.

4.3 Overall Comparison with Previous Methods

We then conduct experiments to evaluate the overall effectiveness of our method, with both monitoring and Ratio Loss based mitigation, and compare it with previous methods based on CrossEntropy Loss and Focal Loss (those methods are for general data imbalance, and we implement them under FL setting). We use the similar experiment setting as Sec. 4.2, except that we now explicitly explore different levels of global imbalance \( \Gamma \), i.e., setting the ratio between the majority class and the minority class as 10 : 1, 20 : 1, 50 : 1, and 100 : 1, respectively. The evaluation metrics are the AUC score and the classification accuracy of minority classes (Ac.M).

First, we would like to demonstrate the importance of detecting the data imbalance as early as possible. Table 1 shows the different results when the global data imbalance \( (\Gamma = 100 : 1) \) is detected at the
beginning (10-th epoch out of a total of 50 epochs), middle (30-th epoch), or towards the end (45-th epoch) of FL training. We can see that earlier detection can greatly help improve the performance.

In Table 2, we demonstrate the comparison between our method with Ratio Loss (LRL) and the previous methods based on CrossEntropy Loss (LCE) and Focal Loss (LFL), over all three datasets and different levels of global data imbalance. We can see that our method can effectively mitigate the impact of data imbalance and outperforms the previous methods in almost all cases (except in one case, where for Fer2013 and 100 : 1 imbalance, the Ac.M of our method is slightly worse than that of Focal Loss). Our improvement is particularly significant for MNIST, where the absolute improvement of Ac.M ranges between 6%-15%, and for the imbalance level of 10 : 1 across all datasets, where the absolute improvement of Ac.M ranges between 3%-7%.

In order to further evaluate the effectiveness of our method, we compare it with the two previous methods in the regular training of neural networks without federated learning. Table 3 demonstrates that in these cases, our method still outperforms the other two in most scenarios. This shows the broader potential of our Ratio Loss function.

### 4.4 Impact of Mismatch between Local and Global Imbalance

As stated in Sec. 3.2, the mismatch between local and global imbalance (measured by their CS score $CS$) could have significant impact on the training performance. Here, we conduct a set of experiments to explore such impact. We adjust the mismatch level by setting different number of classes each client may have, i.e., from 2 to 5 out of a total number of 10 classes globally. Intuitively, the smaller the number, the less representative each client is with respect to the global training set, and hence the larger the mismatch. Fig. 3 shows the Ac.M of the three methods under different levels of mismatch for the CIFAR10 dataset with a global imbalance of 10 : 1 (more results for other datasets and global imbalance level can be found in the Supplement Materials). Note that the x-axis shows the average mismatch level between local and global imbalance, measured by the average of the CS score $CS_j$ over $j$ – the larger the number, the more similar the two imbalance measurements are and the less the mismatch. From the figure, we can observe that 1) larger mismatch between local and global impact will worsen the performance for all methods, and 2) our method constantly outperforms the other methods under all levels of mismatch.
Table 3: Comparison between our method ($L_{RL}$) and previous methods based on CrossEntropy Loss ($L_{CE}$) and Focal Loss ($L_{FL}$), when the models are not trained with federate learning.

5 Conclusion

We present a novel method to address the data imbalance issue in federate learning (FL). Our approach includes a monitoring scheme that can infer the composition of training data at every round of the FL and detect the possible global imbalance, and a new loss function (Ratio Loss) for mitigating the impact of global data imbalance. Experiments demonstrate that our method can significantly outperform previous methods in its accuracy of classifying minority classes, while maintaining the privacy for clients (with the total local sample quantities as the only information required).
6 Supplementary Material

6.1 Weight Update Difference Caused by Data Imbalance

In Section 3.3 of the paper, we stated that “the magnitude of weight updates for different classes will have significant difference if the current model is trained with data imbalance”, which led to the design of our Ratio Loss function. Here we will provide more detailed reasoning on this point, to explain the magnitude difference of weight updates among classes when the classifier is trained with imbalanced data. The symbols we use here follow the same notations in the main body of the paper.

To help illustrate our idea, we consider a network structure as shown in Fig. 4.

Figure 4: The structure of a multi-class feed-forward network.

In FL training, all weight changes are calculated as a product of the error signal for a node and the output of its former node [46, 24]. The weight update for each component in $W^{(p)}$ with respect to the $(j, p)$-th sample is given by:

$$
\Delta W^{(j, p)} = \lambda \left[ (c_j^p - f_j^p) f_j^p (1 - f_j^p) \right] y_j^p \quad (i = 1, 2, ..., s)
$$

(12)

Error signal of node

Take an imbalanced scenario as an example. Assume that there is a 3-class (A, B, C) classifier as Fig. 4 shows, and class A is the majority class while class B is the minority one. The feeding features and output results of the network layers are non-negative under different activation functions (e.g., Sigmoid, ReLu), and the computation result of the $p$-th output neuron is a product between $Y_j^p$ and $W_j^p$. After inputting part of the dataset to train the network, if we feed a sample of class A to the network, the probability results of node A is much higher than that of node B [21], and thus this sample will be classified into class A. For nodes A and B, the output vector of the hidden layer $HL$ is the same. What makes the difference between probability results is the difference between $W_A$ and $W_B$. We can thus conclude:

$$
f_A^{(C)} \gg f_B^{(C)} \Rightarrow W_A \gg W_B
$$

(13)

Now let us analyze the magnitude difference of weight changes for nodes A and B when the network is first fed with a sample of class C. For node A, we can transfer the classification task into a two-class problem, and regard class A as the positive label and class C as the negative. Moreover, because the training of the current model has not received any contribution from class C, class A can be regarded as the majority class. Similar analysis can be applied to node B. When computing the probability results of nodes A and B, the results of the former layers ($Y^{(C)}$) are identical. Combined with Eq. (13), the relation between probability results can be obtained as:

$$
f_A^{(C)} = Y^{(C)} W_A \gg f_B^{(C)} = Y^{(C)} W_B
$$

(14)

Based on Eq. (12), we can determine that the signs of weight change $\Delta W^{(C)}$ for both nodes A and B are negative. In addition, since nodes A and B are not the corresponding output nodes of class C, the probability results of these two nodes are not very high. Furthermore, with the relation given by Eq. (14), the probability output of node B is close to zero. For the magnitude of weight updates
given by Eq. (12), the second term $y_{i,j}^{(p)}$ of different output nodes is the same, and thus the difference between the Error signal of node $c$ is responsible for the different degrees of weight change. When there is a large error ($|c_j^{(p)} - f_j^{(p)}| \rightarrow 1$), the output probability is very high or very low ($f_j^{(p)} \rightarrow 0$ or $f_j^{(p)} \rightarrow 1$). In either case, one of the two terms, $f_j^{(p)}$ or $(1 - f_j^{(p)})$, will remain relatively small. Because of this, the magnitude of weight updates will be very small accordingly.

Considering the analysis above, we can infer that when fed with a sample of class C, the magnitude of the Error signal for node B is very small and much smaller than that of node A:

$$|\Delta W_{(A)}^{(C)}| \gg |\Delta W_{(B)}^{(C)}|$$

(15)

If the current model is fed with samples of class A or B, weight $W$ of the corresponding output node will change. In this case, we consider the mean value of link weights for a single node, e.g., the average value of $\Delta W_{(A,i)} = [\Delta W_{(A,1)}^{(A)}, ..., \Delta W_{(A,s)}^{(A)}]$ (as the notations in Fig. 4) when inputting the samples of class A. Under such circumstances, the output results of the hidden layer $HL$ can be written as:

$$y_i^{(A)} = x^{(A)}_i \mathcal{W}_{(i)}^{(A)} \quad (i = 1, 2, ..., s)$$

(16)

Here, $\mathcal{W}_{(i)}^{(A)}$ is a weight vector $[\mathcal{W}_{(i,1)}^{(A)}, ..., \mathcal{W}_{(i,r)}^{(A)}]$. With Eq. (12), we can compute the mean of $\Delta W_{(A)}^{(A)}$:

$$\frac{1}{s} \sum_{i=1}^{s} \Delta W_{(A,i)}^{(A)} = \frac{1}{s} \lambda \mathcal{X}^{(A)} \sum_{i=1}^{s} \mathcal{W}_{(i)}^{(A)}$$

(17)

Eq. (17) can be similarly applied to the weight changes of node B when the current network is fed with samples of class B. In either case, the $\mathcal{W}_{(i)}^{(A)}$ in Eq. (17) is the same. Because class A is the majority class, the corresponding probability results are higher than that of class B [21]. Thus, we can conclude that:

$$[(c^{(A)} - f^{(A)})(1 - f^{(A)})] \ll [(c^{(B)} - f^{(B)})(1 - f^{(B)})]$$

(18)

Note that the magnitude of weight changes also depends on the size of inputting feature vectors of different classes, i.e., $|\mathcal{X}^{(p)}|$. If we assume that $|\mathcal{X}^{(A)}| = |\mathcal{X}^{(B)}|$, then the relation of weight changes in different cases can be determined:

$$\frac{1}{s} \sum_{i=1}^{s} \Delta W_{(A,i)}^{(A)} \ll \frac{1}{s} \sum_{i=1}^{s} \Delta W_{(B,i)}^{(B)}$$

(19)

This shows that the weight updates of different classes can be significantly different if the model is trained with data imbalance, which motivates our design of the Ratio Loss function, as explained in the main body of the paper.

### 6.2 Additional Experimental Results

**Monitoring Scheme under Different Number of Selected Clients.** To further evaluate the effectiveness of our monitoring scheme, we carry out experiments with different number of participating clients at each ground on CIFAR10. For experiment setting, we set the overall number of clients to 1000, and randomly select 50, 100, 200 of them at each round, respectively, to upload their gradient updates. The results are shown in Fig. 5. We can see that with the increase of the selected client number, the similarity score between our estimation of the global imbalance and the ground truth becomes closer to 1, which helps further improve the performance of our approach.

**Hyper-parameters of Ratio Loss.** As stated in Section 3.3, the hyper-parameters $\alpha$ and $\beta$ in the Ratio Loss function are set to 1.0 and 0.1, respectively, in our experiments reported in Section 4. This is based on our calibration experiments on MNIST, as shown in Tables 4 and 5. The calibration experiments have the same setting as in Section 4.3, with the global imbalance ratio set as $\Gamma = 50 : 1$.

**Impact of Mismatch between Local and Global Imbalance (Additional Results).** In Section 4.4, we demonstrate the impact of the mismatch between local imbalance and global imbalance. Here we report more experimental results on this aspect, as shown in Table 6 for MNIST, Table 7 for more
Evaluation of MFE Loss based Method under Our Monitoring Scheme. We also implemented MFE Loss [24] in FL, and conducted experiments to evaluate the effectiveness of using our monitoring scheme with MFE Loss. As MFE Loss ($L_{MFE}$) is based on MSE Loss ($L_{MSE}$), we regard $L_{MSE}$ as the baseline.

First of all, as stated in the main body of the paper (Section 2), using MFE Loss $L_{MFE}$ requires knowing what minority classes specifically are. In FL, such information is difficult to acquire globally, and the standard method based on $L_{MFE}$ can only analyze the local data of each client. However, our monitoring scheme is able to estimate the global imbalance accurately, which can provide the MFE Loss based method with the global information it needs.

Table 9 shows the comparison between the baseline method based on MSE Loss ($L_{MSE}$), the standard MFE Loss based method that can only analyze local data of each client in FL setting (denoted as $L_{MFE-L}$), and our improvement of the MFE Loss based method with our monitoring scheme that provides the global imbalance information (denoted as $L_{MFE-G}$). In the experiments, the global imbalance ratio $\Gamma = 20:1$. From the results, we can clearly see that knowing the global imbalance information from our monitoring scheme can drastically improve the performance of the MFE Loss based method. Without such information, the standard MFE Loss based method cannot mitigate the impact of global data imbalance, and has similar performance as the baseline. We also notice that combining our monitoring scheme with MFE Loss may provide better results than Ratio Loss in some cases (e.g., MNIST) but worse ones in other cases (e.g., CIFAR10). We will investigate this further in our future work.

Source Code
The source code of our work can be found in https://github.com/balanced-fl/Make_FL_More_Balanced.
Table 6: Comparison between our method based on Ratio Loss ($L_{RL}$) and previous methods based on CrossEntropy Loss ($L_{CE}$) and Focal Loss ($L_{FL}$) in FL, over MNIST, under different levels of global imbalance (from 10 : 1 to 100 : 1) and various levels of mismatch between local and global imbalance (measured by the similarity score $CS$).

Table 7: Comparison between our method based on Ratio Loss ($L_{RL}$) and previous methods based on CrossEntropy Loss ($L_{CE}$) and Focal Loss ($L_{FL}$) in FL, over CIFAR10, under different levels of global imbalance (from 10 : 1 to 100 : 1) and various levels of mismatch between local and global imbalance (measured by the similarity score $CS$).

Table 8: Comparison between our method based on Ratio Loss ($L_{RL}$) and previous methods based on CrossEntropy Loss ($L_{CE}$) and Focal Loss ($L_{FL}$) in FL, over Fer2013, under different levels of global imbalance (from 10 : 1 to 100 : 1) and various levels of mismatch between local and global imbalance (measured by the similarity score $CS$).

Table 9: Comparison between the baseline method based on MSE Loss, the standard MFE Loss based method with only local knowledge in FL setting ($L_{MFE-L}$), and our improved MFE Loss based method with global knowledge from our monitoring scheme ($L_{MFE-G}$), over MNIST and CIFAR10, with global imbalance ratio $\Gamma = 20 : 1$ and under different levels of mismatch between local and global imbalance (measured by CS). We can see the significant improvement from using our monitoring scheme to obtain global imbalance information and use it in the MFE Loss based method.
Broader Impact

Federated learning (FL) is proposed with two goals in mind: 1) utilize the distributed computation resources efficiently, and 2) enhancing data privacy protection at the client devices. There have been a number of FL applications in domains such as healthcare, transportation, and economy. Unlike standard machine learning techniques, FL-based applications run on local client devices, e.g., wearable smartwatches, autonomous vehicles, or digital bank accounts. The data collected at the clients in FL tend to be quite diverse. Moreover, due to the privacy consideration, participants in FL are not required to share their local data and just need to upload the gradients when they are selected. Therefore, the problems of diverse data distributions and sample imbalance among clients are often more serious in FL than centralized schemes.

In this work, we present a novel method to address the data imbalance issue in FL. Our method can be beneficial in a variety of scenarios:

- With our method, the system administrator can assess whether the learning process has encountered data imbalance in a timely manner, and if so, take measurements to mitigate its impact.
- Our method can help detect the intrusion from backdoor and poisoning attacks. Such attacks need to guide the model to their target directions by enhancing part of the weight updates while diminishing other weight changes. By monitoring the training round by round, the system can detect the abnormal changes in weight updates and the possibility of malicious attacks.
- The inferred information from our method can provide useful statistics without the collection of raw data, e.g., the government can infer the morbidity or infectivity of particular diseases when building an online disease diagnosis system among all hospitals.

However, note that if the monitor is compromised by malicious clients, there could be several risks: 1) attackers can identify the classes that may be easily attacked, e.g., by placing backdoor on majority classes to avoid the detection that is based on measuring the abnormal gradient increase; 2) attackers can obtain unfair competitive advantage, e.g., when there is a commodity registration system trained with FL, a malicious market can obtain the information of supply and demand for certain products from the inference in monitoring and adjust their price accordingly; and 3) attackers may use minority classes to identify particular clients, e.g., attackers can learn how many VIP clients participate in the training and when to participate in a chain sports clubs where there are some activities exclusively for the VIPs.

Our method includes a monitoring scheme and a new loss function (Ratio Loss) for mitigating the impact of data imbalance in FL. The Ratio Loss function $L_{RL}$ can be applied in FL while maintaining privacy for clients (the vast majority of existing data imbalance solutions cannot). Our experiments demonstrate the advantage of this new loss function in mitigating data imbalance for FL, when compared with the popular Focal Loss and CrossEntropy Loss functions (Table 2 and Fig. 3). Moreover, the experimental results also demonstrate its effectiveness for standard neural network training without FL (Table 3), which shows its potential for other data imbalance problems.
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