Uncertainty and global sensitivity analysis of bladed disk statics with material anisotropy and root geometry variations
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Monocrystalline blades used in gas turbines exhibit material anisotropy, and the orientation of the anisotropy axis affects the deformation of the bladed disk. Considering the orientation of the anisotropy axis as a random design parameter, the uncertainty and sensitivity analysis for static blade deformations are presented for the first time. The following two cases are analyzed using a realistic bladed disk model with friction contacts: (i) deformation of the tuned bladed disks considering the uncertainty in anisotropy orientation and variations in fir tree root geometry and (ii) deformation of mistuned bladed disks with uncertain blade crystal orientations. For efficient uncertainty and sensitivity analysis, the applicability of the following surrogate models are explored: (i) an ensemble of regression trees (random forest) and (ii) gradient-based polynomial chaos expansion. Faster convergence in statistical characteristics has been obtained using a surrogate model compared to that obtained from finite element model based Monte Carlo simulation. From sensitivity analysis, it has been inferred that the uncertainty in static displacements of a blade in a bladed disk is primarily due to the uncertainty in anisotropy angles of that blade itself and secondarily due to the interaction of different blade anisotropy angles.
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1 | INTRODUCTION

1.1 | Background and motivation

The response of bladed disks to various mechanical and thermal loads depends on a multitude of geometric, material, and loading parameters. The values of some of these parameters are uncertain especially when taking into account the varying operating conditions of a gas turbine engine. To ensure the safe operation of the gas turbine engine, it is essential to account for the uncertainty in input design parameters to assess the deformation of the structure accurately.

The nickel-based alloy blades in the high-pressure turbine stage of modern gas turbine engines are monocrystalline, the crystallographic orientations of which influence the mechanical properties of the blades. Scatter in crystal orientation arises from inaccuracies in the casting process of single-crystal blades, which results in scatter in material properties of blades in a bladed disk. There are few articles in the literature that investigate the effect of blade anisotropy orientation on blade deformation. Kaneko, Manetti et al., and Wen et al. studied the effects of variation in crystal orientation on natural frequencies of blades. Savage investigated the effects of crystal orientation on elastic stresses in single-crystal blades, whereas Arakere and Swanson studied the effects of crystal orientation on the fatigue life of a bladed disk. Weiss et al. investigated the effects of crystal orientation on low-cycle fatigue and creep damage–based lifetime of monocrystal blades using probabilistic finite element (FE) analysis based on Monte Carlo simulation (MCS) techniques.

In a bladed disk assembly, the blade-disk joints are the most critically loaded part, and therefore, a detailed analysis of the stresses in the region close to the joint is mandated for the lifetime certification of an aero-engine turbine disk. The most common design for blade root joints is dovetail and fir tree joints. While dovetail joints are commonly used to secure compressor blades to disks, fir tree root joints are widely used to fit turbine blades to disks. As far as the design of the joints is concerned, it is necessary to ensure that the service life of the bladed disk is not limited by the failure of the joint. Several studies that consider the deformation and stresses on bladed disk joints are available in the literature for both dovetail and fir tree joints. There are few studies investigating the effects of fir tree geometry on stresses developed in the turbine disk. Meguid et al. studied the effect of variation in certain key geometric features of the fir tree, such as the number of teeth, flank angle, and flank length, on von-Mises stresses on disk slot. There are articles in the literature that deal with the optimization of the fir tree root joint geometry with the objective of reducing the stresses in the joint.

Random errors in manufacturing process introduce variability in the geometry of the blade root and the disk slots. Due to the variability in blade and disk geometry within the tolerance limits, the contact area at joints could be higher or lower than that of the nominal design geometry. The variation in contact areas affects the magnitude of contact pressure and, therefore, the contact stresses at the bladed disk root joint. In his investigation, Zboinski found that manufacturing deviations can significantly change the contact stresses and concluded that neglecting the deviations in geometry can result in an erroneous estimation of the contact stresses on fir tree joints. Deshpande et al. addressed the issue of variation in geometry of fir tree tooth by parametrizing the geometry using parametric CAD models. Qin et al. studied the effect of geometry mismatch in fir tree joints on the natural frequency of a blade by varying the surfaces where contact or gap exists. Avalos et al. investigated the effects of blade-disk interface mistuning on the force response amplification of bladed disks.

To maximize the efficiency of gas-turbine engines, clearance between the blades and turbine casing must be minimized to reduce tip leakage. Modern gas-turbine engines use an abradable material seal that allows the formation of an optimal gap between blades and casing during the initial runs. Even though this technique has proved to be effective in minimizing the radial gap, there are two main concerns associated with it: (i) the possibility of the abradable material sticking to the blades, thereby inducing turbulence in the gas flow, and (ii) the phenomenon of blade wear due to friction between blades and abradable material. However, for a mistuned bladed disk with significant scatter in blade mechanical properties, each blade will have marginally different radial elongation, which then precludes the possibility of creating an optimal gap. In this case, the blade with the largest radial elongation will determine the amount of abradable material removed, thereby creating a suboptimal tip-casing gap for other blades in the bladed disk. To minimize the amount of abradable material removed and to maintain the optimal tip-casing gap for all blades, there is a need to quantify the scatter in static deformation of mistuned bladed disks due to scattering in material properties of the blades.

Uncertainty analysis (UA) often requires numerous evaluations of computational models based on the sampling of input parameter space. Uncertainty analysis using conventional Monte Carlo methods is prohibitive when using high-fidelity FE models. Therefore, in order to perform UA, the use of reduced-order FE models or surrogate models that can closely approximate the FE model is very attractive. The following are some of the approaches used to construct surrogate models: (i) polynomial regression, (ii) polynomial chaos, (iii) kriging, and (iv) supervised learning methods such as random forest (RF), support vector machines (SVM), and artificial neural networks.
The structure of the input parameter space is one of the deciding factors in the choice of surrogate models. When the input parameter space is $n$-dimensional real space, the choice of polynomial chaos or kriging is recommended. For situations when the input parameter set includes both categorical and continuous variables, RF is a viable option. Random forest is a predictive model constituted by an ensemble of binary regression trees. A regression tree divides the input parameter space into distinct and nonoverlapping regions where the dependent variable is approximated by a constant value. The input-output data obtained from FE model evaluations are randomly partitioned into a training set and test set. To train the RF model, each regression tree in the ensemble is trained on a random subset of the training data where the subset is obtained by bootstrap sampling. The predictions from individual regression trees are then aggregated by averaging. This so-called bagging (or bootstrap aggregating) procedure significantly reduces the variance in prediction associated with individual regression trees. The performance of the RF model is validated using data in the test set. Random forest methods have been applied with varying degree of success to regression and classification problems arising in different fields ranging from fluid flow modeling to medical prognosis. Ling and Templeton investigated the use of three different data-driven algorithms including RF and support vector machines to identify regions in a fluid flow where the inaccuracy of Reynolds-averaged Navier-Stokes (RANS) models is high. They concluded that data-driven algorithms provide a substantial improvement over conventional RANS error detection methods and showed the performance of RF to be superior compared with that of the other algorithms used. Trehan et al. used RF-based regression to model the error introduced by reduced-order models of parametrized dynamical systems. For uncertainty quantification, the possibility of using data-driven algorithms such as RF to avoid MCS using high-fidelity FE models has not been adequately investigated in the existing literature.

The surrogate models based on polynomial chaos expansion (PCE) have been studied extensively for quantifying uncertainty in dynamic systems. The main feature of PCE is the decomposition of output response into a linear combination of deterministic and stochastic components. The computational effort in obtaining PCE is associated with the calculation of coefficients in the expansion based on a finite number of evaluations of the deterministic FE model of the bladed disks. Panunzio et al. used PCE to study the effects of uncertainty in the tip-casing gap on nonlinear normal modes of turbine blades. Considering the modal stiffness of blades as random variables, Sinha obtained the statistics of forced response for mistuned bladed disks using PCE. Rahul and Petrov used gradient-enhanced PCE (gradPCE) to obtain the statistical characteristics of scattering in static displacements due to random anisotropy orientation of blades in bladed disks with material anisotropy mistuning.

The aim of sensitivity analysis is to obtain a measure of output variation with respect to system input parameter variations. It provides valuable insights on how scattering in individual design parameters influences the response of the structure. The two approaches to sensitivity analysis are (i) local sensitivity analysis (LSA), and (ii) global sensitivity analysis (GSA). The aim of LSA is to calculate sensitivity coefficients, that is, first- or higher-order derivatives of response with respect to design parameters, at a chosen point in the domain of variation of the design variables. There are only a few articles in the literature that deal with sensitivity analysis of bladed disks. In one work of Petrov, analytical expressions for first- and second-order sensitivity derivatives, with respect to parameters of friction contact interface, frequency, and level of excitation forces for the nonlinear forced response of a structure, were derived. In another work of Petrov, sensitivity derivatives to calculate uncertainty ranges and stochastic characteristics of forced response for the nonlinear vibrations of bladed disks with friction and gap contact interfaces were used.

Local sensitivity analysis cannot capture the higher-order interactions between different input parameters if it exists in the model. Therefore, for sensitivity analysis of nonlinear, nonadditive models, GSA is recommended. The objective of GSA is to quantify the variation in system output with respect to variations in input parameters over the entire domain of variation. Methods available to perform GSA can be classified into the following two groups: (i) regression-based methods such as Pearson or Spearman correlation coefficient, which are suitable for linear (Pearson) or monotonic (Spearman) models, and (ii) variance-based techniques such as Fourier amplitude sensitivity analysis and Sobol indices. The idea behind variance decomposition methods is to partition the output variance into contributions from each of the input parameters.

Variance decomposition-based GSA is useful to identify the subset of the input parameters that contribute significantly to output variance. This information can be used to reduce the dimensionality of the input parameter space, and therefore, the computational cost for UA. Kala and Vales used Sobol indices to study the influence of initial geometric imperfections and residual stresses on lateral-torsional buckling resistance of I-beams. To reduce the computational cost involved in calculating Sobol indices using conventional MCS, they used a polynomial approximation of the output. Hesse et al. used Sobol indices to identify important design parameters that influence the maximum deformation of an automotive structure in order to reduce the complexity involved in designing the structure for crashworthiness. They used...
1.2 Objective and scope of this paper

In this paper, the effects on the static deformation of bladed disks due to uncertainty in anisotropy orientation of monocrystalline blades, together with the effects of root joints geometry variations, are investigated for the first time using a realistic bladed disk sector model. Using a RF-based surrogate model, the uncertainty in static deformation of tuned bladed disks caused by scattering in anisotropy orientation and root geometry variation is quantified. The choice of the surrogate model depends on, among other factors, the type of design parameters. On one hand, when the design parameters are a combination of categorical and continuous variables, an RF-based model is an attractive option especially because of the minimum number of model parameters compared to that of other data-driven models such as neural networks or support vector machines. On the other hand, when the design parameter space is composed of only continuous variables, anisotropy angles in the case of mistuned bladed disk, the choice is mainly between PCE and kriging. In this paper, for uncertainty and sensitivity analysis of the mistuned bladed disk, gradPCE is used considering its ease of implementation and the straightforward calculation of statistical characteristics and global sensitivity measures for output function. Global sensitivity analysis for blade displacements is presented for the case of the mistuned bladed disk with several blades having random anisotropy axis orientation. Using GSA, the rank order of importance of anisotropy angles considering static displacements of the mistuned bladed disk is obtained for the first time.

The rest of this article is structured in the following manner. The mathematical formulation associated with the modeling of static deformation of bladed disk with material anisotropy is presented in Section 2.1, which is followed by a section on mathematical formulation for obtaining local sensitivity of blade displacements w.r.t crystal orientation of blades. In Section 3, the theoretical aspects, the two surrogate models, that is, RF and PCE, is discussed. The mathematical formulation for a variance-based GSA is presented in Section 4. The FE model of bladed disks used in this study are introduced in Section 5.1. The numerical results for the tuned bladed disk with different root geometry variants are presented in Section 5.2, which is followed by Section 5.3, where the results for the mistuned bladed disk are presented. Finally, in Section 6, the conclusions obtained from this study are given.

The examples of application of the methodology developed here are provided for realistic bladed disk models shown in Figure 1A. The statistic characteristics are estimated using the realistic statistical data for variation of three material angles: the primary angle and two secondary angles of the anisotropy orientation. The blade anisotropic material properties and the friction coefficient values at the contact interfaces of blade-disk joints correspond to the temperatures at the operating regime of the analyzed bladed disk.
2 | FINITE ELEMENT ANALYSIS OF BLADED DISK AND CALCULATION OF LOCAL SENSITIVITIES

2.1 | Modeling of bladed disks with anisotropic blades

Figure 1A shows an example of a realistic bladed disk model. The single-crystal nickel alloy blades have a face-centered cubic structure, of which the material properties are different along the three orthogonal directions of the crystal axis. The rotation of crystal axis is represented by coordinate system (CS) rotation, defined by three angles, \( \alpha, \beta \) and \( \zeta \), as shown in Figure 1B. These angles are obtained from the manufacturer of the blades and are defined as follows.

- \( \alpha \) - The angle between crystallographic direction \([001]\) and \(Z\)-axis (radial direction). It is also called the primary angle and is always positive.
- \( \beta \) - The angle between crystallographic direction \([100]\) and \(X\)-axis (axial direction) or angle between crystallographic direction \([010]\) and \(X\)-axis depending on whichever is smaller. It is also called the secondary angle and is always positive.
- \( \zeta \) - The angle of rotation defining the orientation of crystallographic direction \([001]\) with respect to the \(Z\)-axis.

These angles are similar to Euler angles in that it has a defined sequence of rotation, which is \( \alpha \) followed by \( \beta \) and \( \zeta \), but the admissible range for each angle is restricted by the manufacturer. The range of value of the angles and its probability distribution is not presented in the article to maintain the confidentiality of the information obtained from the industry.

The elastic stress-strain relationship for orthotropic materials is given by the following equation:

\[
\{ \varepsilon \} = [S] \{ \sigma \} \quad \text{or} \quad \{ \sigma \} = [E] \{ \varepsilon \},
\]

where \( \sigma \) and \( \varepsilon \) are the stress tensor and strain tensor in the crystal CS, and \([E] = [S]^{-1}\) is the elasticity matrix written in the crystal CS. The compliance matrix, \([S]\), expressed in the CS coinciding with the anisotropy axes, is written as

\[
[S] = \begin{bmatrix}
1 & -\nu_{xy} & -\nu_{xz} & 0 & 0 & 0 \\
-\nu_{xy} & 1 & -\nu_{yz} & 0 & 0 & 0 \\
-\nu_{xz} & -\nu_{yz} & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{G_{xy}} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{G_{yz}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{G_{xz}}
\end{bmatrix}
\]

where \( \nu \) is Poisson's ratio, \( E \) is Young's modulus, and \( G \) is shear modulus.

To perform FE analysis of a bladed disk, the stress-strain relationship (Equation (1)) has to be transformed to a global CS. The coordinate transformation for stresses in the crystal CS to stresses in global CS is given by Equation (3).

\[
\{ \sigma' \} = [T_\sigma]\{ \sigma \}
\]

Similarly, strains could be transformed:

\[
\{ \varepsilon' \} = [T_\varepsilon]\{ \varepsilon \},
\]

where \( \sigma' \) and \( \varepsilon' \) are stresses and strains in global CS, and \([T_\sigma]\) and \([T_\varepsilon]\) are transformation matrices for stress and strain, respectively. These matrices are formed from direction cosines of blade anisotropy CS, while allowing for orientation of blade stacking axis in the bladed disk. From Equations (1), (3), and (4), the elasticity matrix in global CS could be written as

\[
[E'] = [T_\varepsilon][E][T_\sigma]^{-1},
\]

and FE matrices comprising the blades are calculated as

\[
k^e = \int_{V_e} B^T E'(r_j) B \, dV, \quad e = 1, \ldots, N_{el},
\]
where \( r_j = \{r_x, r_y, r_z\} \) is the rotation vector defining the orientation of crystallographic axis of the \( j \)th blade in the bladed disk, \( B \) is the strain-displacement matrix that include the derivative of quadratic shape functions, \( V^e \) is the element volume, and \( N_{el} \) is the total number of elements.

For nonlinear static analysis, the solution is obtained by solving the governing equation of the bladed disk:

\[
K(r_1, \ldots, r_j, \ldots, r_{N_B})x + F_{nl}(x) = P, \tag{7}
\]

where \( N_B \) is the number of blades in the bladed disk; \( F_{nl}(x) \) is the vector of nonlinear internal forces, which takes into account nonlinear friction contact interaction at blade-disk contact interfaces and geometric nonlinearities due to effect of centrifugal force; \( P \) is the vector of static external forces; and the global stiffness matrix, \( K \), of the bladed disk is obtained by assembling the element stiffness matrices \( k_e \). Equation (7) is solved using Newton-Raphson iteration method:

\[
x_{k+1} = x_k + J \left( Kx_k + F_{nl}(x_k) - P \right), \tag{8}
\]

where \( J = \left( K + \frac{\partial F_{nl}}{\partial x} \right) \) is the Jacobian of Equation (7) and \( x_k, x_{k+1} \) are the approximate solutions obtained at the \( k \)th and \((k + 1)\)th iterations, respectively. The iterative process terminates when the solution reaches sufficient accuracy, \( \epsilon \), for example, when \( \| x_{k+1} - x_k \| < \epsilon \).

2.2 Sensitivity to blade material anisotropy

The equation for displacement sensitivity corresponding to the \( j \)th blade anisotropy is obtained by differentiating Equation (7) with respect to the anisotropy orientation vector, \( r_j \):

\[
\frac{\partial K}{\partial r_j} x + K \frac{\partial x}{\partial r_j} + \frac{\partial F_{nl}}{\partial x} \frac{\partial x}{\partial r_j} = 0. \tag{9}
\]

Rearranging terms in Equation (9),

\[
\left( K + \frac{\partial F_{nl}}{\partial x} \right) \frac{\partial x}{\partial r_j} = J \frac{\partial x}{\partial r_j} = -\frac{\partial K}{\partial r_j} x^*, j = 1, \ldots, N_B, \tag{10}
\]

where \( x^* \) is solution vector obtained by solving Equation (7), \( \frac{\partial x}{\partial r_j} \) are the required sensitivities, and \( N_B \) is the total number of blades in the bladed disk.

The sensitivities of the element stiffness matrix with respect to crystal orientation is calculated from Equation (11).

\[
\frac{\partial k^e}{\partial r_j} = \int_{V_e} B^T \frac{\partial E^e}{\partial r_j} B dV^e \tag{11}
\]

The sensitivities of the element stiffness matrix is assembled using the conventional FE assembling procedure to obtain the sensitivities of global stiffness matrix, \( \frac{\partial K}{\partial r_j} \), in the right-hand side of Equation (10).

The Jacobian matrix, \( J \), in Equation (10) is evaluated while solving Equation (7), and hence, the computational cost involved in calculation of sensitivities is kept to a minimum. The sensitivities are calculated for all blades of interest in the bladed disk.

3 SURROGATE MODELING IN UA OF BLADED DISKS

This paper investigates the use of efficient surrogate models as an alternative for computationally intensive MCSs for UA of high-fidelity FE models of bladed disks. The choice of the surrogate model is dependent on different considerations including the type of design parameters. When the design parameter space is a combination of categorical variables, representing contact or no contact, and continuous variables, RF is a good choice considering that the underlying function is nonlinear. In comparison to other data-driven models, such as support vector machines and neural networks, the number of model parameters associated with the RF model are fewer. When the design parameter space is composed of only continuous variables, as in the case of the mistuned bladed disk with numerous random blade anisotropy angles, PCE allows
efficient uncertainty and GSA. The following two surrogate models used to obtain the statistics for blade deformation due to scattering in material anisotropy orientation are discussed in detail in this section: (i) RF and (ii) PCE.

3.1 Regression trees and RF

The computational cost associated with the UA of bladed disks could be significantly reduced by using computationally inexpensive surrogate models that can closely approximate the FE model. In this section, the idea behind an RF-based surrogate model is explained. An RF is a collection of randomized regression trees. Each regression tree consists of a series of criteria, about the input parameters, that split the input parameter space into different subspaces (or regions) where the response function (such as displacements or stresses) is then approximated by a constant value. Therefore, the regression tree could be thought of as a piecewise constant regression model.

To split a node in the regression tree into two daughter nodes, a splitting rule is chosen such that the weighted average of the error in the resulting nodes is minimum. In other words, the splitting condition that minimizes the error $e_s(r)$ resulting from split $s$ of the region $r$ is chosen, where

$$e_s(r) = \frac{n_1}{n_r} e(r_1) + \frac{n_2}{n_r} e(r_2)$$

with $n_1$ and $n_2$ being the number of model evaluations included in regions $r_1$ and $r_2$ resulting from the binary split and with $n_r$ being the number of model evaluations associated with region $r$.

Two popular splitting criteria used to build regression trees are (i) mean square error (MSE) and (ii) mean absolute error (MAE). For the MSE criterion, the error of a node in the decision tree is the average of the squared differences between the instances of the response variable in the node and the node constant. The node constant in this case is the mean of all values for the set of model evaluations associated with the node. If $\{x_i, y_i\} : i \in M_r$ is the set of model evaluations associated with a node that represents a region $r$ in the input parameter space, where $x_i$ is a vector of input parameters and $y_i$ is the corresponding response value, the MSE of the node is

$$e(r) = \frac{1}{n_r} \sum_{i \in M_r} (y_i - \bar{y})^2,$$

where $n_r$ is the number of model evaluations associated with the node, $y_i$ is the output from the $i$th evaluation of the FE model, and $\bar{y}$ is the mean of all values of the model evaluations associated with the input parameter region $r$.

The MAE splitting criterion requires that the mean absolute deviation at all nodes be reduced to minimum. The value of the node constant that minimizes the MAE of the node, for the set of model evaluations $\{\{x_i, y_i\}\}$ within the node, is given by the median of the response functions in the set. The MAE associated with the node is given by

$$e(r) = \frac{1}{n_r} \sum_{i \in M_r} |(y_i - \hat{y})|,$$

where $\hat{y}$ is the median of the response function in set $M_r$.

The set of model evaluations, $\{x, y\} \in M$, is divided into the following two subsets: (i) training set ($M_{\text{train}}$) and (ii) test set ($M_{\text{test}}$). The training set is used to build the surrogate model and the test set is used to test the performance of the model on the cases that are not used at the stage of model building.

The application of regression trees is limited because these models suffer from high variance and overfitting. The primary reason for the high variance is the hierarchical nature of the process where an error in the higher nodes of the tree affects all the nodes below it. By averaging the regression estimate of an ensemble of regression trees, the RF algorithm reduces high variance and overfitting associated with the individual regression trees and thereby improves the predictive accuracy of the surrogate model. For this study, we use scikit-learn, which is a Python module that integrates several state-of-the-art machine learning algorithms. The main steps involved in the RF algorithm are shown in Figure 2.

3.2 Polynomial chaos expansion

The idea behind PCE is to project the stochastic output $y(\xi)$ in the n-dimensional random space spanned by orthogonal polynomial basis $\psi(\xi)$, which are functions of the n-dimensional random variable $\xi = \{\xi_1, \xi_2, \ldots, \xi_n\}$. The output function, which can be displacement, stress, or modal characteristics like natural frequency, can be expanded using PCE as
shown in the following equation:

\[ y(\xi) = \sum_{i=0}^{\infty} c_i \psi_i(\xi) \approx \sum_{i=0}^{p} c_i \psi_i(\xi), \tag{15} \]

where \( c_i \) are unknown coefficients in the expansion that need to be evaluated. For practical reasons, the series is truncated by limiting the order of basis polynomials, \( p \). The orthogonality of the basis functions with respect to the probability distribution of the random variables implies that the inner product of the function satisfy the following equation:

\[ \langle \psi_r(\xi), \psi_s(\xi) \rangle = \int_{\Omega} \psi_r(\xi) \psi_s(\xi) d\mu(\xi) = \gamma_n \delta_{rs}, \tag{16} \]

where \( \gamma_n \) are constants, \( \delta_{rs} \) is the Kronecker delta, and \( d\mu(\xi) \) is the probability measure in the \( n \)-dimensional random space given by Equation (17) for statistically independent random variables

\[ d\mu(\xi) = \rho_1(\xi_1) \rho_2(\xi_2) \ldots \rho_n(\xi_n) d\xi_1 d\xi_2 \ldots d\xi_n, \tag{17} \]

where \( \rho_n \) is the probability density function of \( \xi_n \). The choice of basis functions in Equation (15) is based on the probability distribution of the random variables. For the case of the univariate output function, Table 1 provides examples of basis functions for some common random distributions: (i) normal distribution, (ii) uniform distribution, and (iii) exponential distribution: \( \mu = 0, \sigma = 1 \) for normal distribution; (ii) uniform distribution is taken over interval \([-1, 1]\); and \( \lambda = 1 \) is assumed for exponential distribution. The basis function expressions can be obtained for any realistic parameter values of these and many other distributions. For the case of multivariate output functions, the polynomial basis functions are obtained as tensor products of the orthogonal polynomial basis for corresponding univariate cases.

When the number of evaluations of the exact model is greater than the number of coefficients in Equation (15), then the system of linear equations is overdetermined and is solved using the least squares approach.

### 3.3 Polynomial chaos expansion using gradient information

The number of terms in the PCE increases exponentially as the dimension of random space increases, increasing the computational cost. This problem is often referred to in the literature as the “curse of dimensionality.” To address this
issue, the use of gradient values in evaluating the coefficients of polynomial response surfaces for maximum amplitude of vibrations in mistuned bladed disks was shown to be very useful. For an $n$-dimensional random space, the number of linearly independent equations obtained by including gradient values is $(1 + n)$ times the number of FE evaluations, where $n$ is the number of random variables. Therefore, the minimum number of model evaluations required to obtain the coefficients in a polynomial approximation is reduced by a factor of $1/(1 + n)$. In addition to the value of the output function, the values of the gradients of the output function with respect to random design parameters evaluated at chosen points are used to determine the coefficients of PCE:

$$
\begin{bmatrix}
\psi_0(\xi_1) & \psi_1(\xi_1) & \ldots & \psi_p(\xi_1) \\
\frac{\partial \psi_0(\xi_1)}{\partial \xi_1} & \frac{\partial \psi_1(\xi_1)}{\partial \xi_1} & \ldots & \frac{\partial \psi_p(\xi_1)}{\partial \xi_1} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \psi_0(\xi_N)}{\partial \xi_n} & \frac{\partial \psi_1(\xi_N)}{\partial \xi_n} & \ldots & \frac{\partial \psi_p(\xi_N)}{\partial \xi_n}
\end{bmatrix}
\begin{bmatrix}
c_0 \\
c_1 \\
\vdots \\
c_P
\end{bmatrix}
= 
\begin{bmatrix}
y(\xi_1) \\
y(\xi_2) \\
\vdots \\
y(\xi_N)
\end{bmatrix},
$$

(18)

where $\psi_0(\xi_1), \psi_1(\xi_1), \ldots, \psi_p(\xi_1)$ are basis functions evaluated at the first sample point, $c_0, c_1, \ldots, c_P$ are deterministic coefficients in the polynomial expansion, and $y(\xi_1), \ldots, y(\xi_N)$ are exact values of the output obtained from $N$ number of FE model evaluations. $\frac{\partial y(\xi_j)}{\partial \xi_j}$ represents the gradient value of output with respect to the $j$th random parameter evaluated for the $i$th model evaluation.

4 | GLOBAL SENSITIVITY ANALYSIS

Sobol indices are a measure of sensitivity based on the variance decomposition method, which allows partitioning of the output variance into contributions from each of the input parameters. It is classified as a global sensitivity measure that differs from the gradient-based LSA in its ability to account for the variation in design parameters over its entire domain of variation. On the other hand, the LSA is based on an evaluation of gradients at any chosen point in the domain of variation of the design parameters.

The analysis of variance representation allows decomposition of stochastic output $f(\xi)$ into summands of increasing dimensions, as it was shown in the work of Sobol:

$$
y = f(\xi) = f_0 + \sum_{i=1}^{n} f_i(\xi_i) + \sum_{1 \leq i < j \leq n} f_{ij}(\xi_i, \xi_j) + \ldots + f_{1,\ldots,n}(\xi_1, \ldots, \xi_n),
$$

(19)

where $n$ is the total number of random input parameters.

This allows the decomposition of the variance of $y$ to be written in the form

$$
D = \sum_{i=1}^{n} D_i + \sum_{1 \leq i < j \leq n} D_{ij} + \ldots + \sum_{1 \leq i_1 < \ldots < i_k \leq n} D_{i_1 \ldots i_k} + \ldots + D_{1,2,\ldots,n},
$$

(20)

where $D_i = \text{var}(E[y|\xi_i])$ is the first-order partial variance, $D_{ij} = \text{var}(E[y|\xi_i, \xi_j]) - D_i - D_j$ is the second-order partial variance, and so on, and

$$
D_{i_1 \ldots i_k} = \int_{\Omega_{\xi_k}} f_{i_1 \ldots i_k}^2(\xi_k) \prod_{j=1}^{s} \rho_j(\xi_j) d\xi_j \quad \forall \ k = \{i_1, \ldots, i_k\}.
$$

(21)

The first-order partial variance, $D_i$, can be understood as the average reduction in the variance of $y$ when the value of $\xi_i$ is fixed. Therefore, the first-order partial variance with respect to an input parameter gives the individual contribution of that parameter to the output variance. The second-order partial variance $D_{ij}$ measures the contribution to the output variance due to the interaction between $\xi_i$ and $\xi_j$. 
The Sobol sensitivity indices are obtained by dividing the partial variance by the total variance \( D \):

\[
S_{i_1, \ldots, i_j} = \frac{D_{i_1, \ldots, i_j}}{D}.
\]  

(22)

\( S_{i_1, \ldots, i_j} \) is a measure of the contribution to the total variance coming from the uncertainty in set of design parameters \( \{ \xi_{i_1}, \ldots, \xi_{i_j} \} \).

From Equations (20) and (22), the sensitivity indices satisfy the condition

\[
\sum_{i=1}^{n} S_i + \sum_{1 \leq i < j \leq n} S_{ij} + \cdots + S_{1,2,\ldots,n} = 1.
\]  

(23)

The total-order Sobol indices \( S_{i}^{\text{tot}} \) are defined as the sum of all Sobol indices, starting from the first order to the maximum order, that involve the input parameter \( i \). For example, for \( n = 3 \), the total-order Sobol index for the first parameter is

\[
S_{1}^{\text{tot}} = S_1 + S_{12} + S_{13} + S_{123} = 1 - S_2 - S_3.
\]  

(24)

The total-order Sobol indices can be used to rank the parameters in the order of their importance in contributing to the variance of output \( y(\xi) \). Considering the extreme cases, (i) when \( S_{i}^{\text{tot}} = 0 \), it means that the uncertainty in parameter \( i \) does not contribute to the uncertainty in the system response, and (ii) when \( S_{i}^{\text{tot}} = 1 \), it implies that the uncertainty in output is solely due to the uncertainty in parameter \( i \).

The conventional method for calculating Sobol indices using MCS is computationally intensive. Polynomial chaos–based calculation of Sobol indices was proposed as an alternative to using MCS in the work of Sudret.46

5 | NUMERICAL STUDIES OF BLADED DISK MODELS

The methodology described in previous sections for uncertainty and GSA using surrogate models is applied to a realistic bladed disk model. The full model of the bladed disk is shown in Figure 1A. The blades are attached to the disk using fir tree root joints and the adjacent blades are also connected through shrouds. For the analysis of tuned bladed disk, the sector model (shown in the inset in Figure 1A) of the bladed disk is used. In the analysis presented in this study, the authors have not considered the variation material properties due to variation in temperature.

To study the effect of variations in root geometry on the static deformation, bladed disk sector models with different root geometries are studied. Five different root geometry variants, each differing in the relative position of contact surfaces on the fir tree, are chosen for the study. Nominal geometry (Figure 3A) has contacts on upper and lower surfaces on both sides of the fir tree. The variant “Lower” (Figure 3C) has contact only at lower fir tree surfaces prior to applying load.

FIGURE 3  Variants of fir tree root geometry. A, Nominal; B, Upper; C, Lower; D, Asym-A; E, Asym-B
and the variant “Upper” (Figure 3B) has contact only at upper fir tree surfaces. The variants “Asym-A” (Figure 3D) and “Asym-B” (Figure 3E) have asymmetric contact geometries with each side of the blade having contact surfaces either on the upper fir tree or lower fir tree as shown in the figure.

5.1 Bladed disk models

The FE models for the full bladed disk and the sector model are shown in Figures 4A and 4B, respectively. The total number of blades in the bladed disk is 75. The disk is modeled as isotropic material and the blades are modeled as an anisotropic material. For the tuned bladed disk case, a sector model of the bladed disk is analyzed with cyclic symmetric constraints applied on all nodes on either side of the sector model. Ten-node tetrahedral elements are used to model the blade and disk and have 126,275 nodes. Face-to-face penalty frictional contact elements are used to define the contacts. The frictional and unilateral interactions are considered at (i) blade-disk interfaces and (ii) at shrouds in the blade sector model. The axial and tangential degrees of freedom for nodes on the rim of the disk are constrained.

The FE mesh for the full bladed disk model used for the analysis of the mistuned case has 0.5 million nodes. Similar to that for the sector model, face-to-face penalty frictional contact elements are used to define the contacts at root and shroud contact interfaces. The total number of friction contact elements in the FE model of the full bladed disk is 17,475. The FE analysis is performed using CalculiX,53 which is an open source FE analysis package. The capability for sensitivity analysis with respect to material anisotropy orientation was introduced in CalculiX as part of the current project.54

5.2 Tuned bladed disks

The effects of scattering in anisotropy angles on the deformation of tuned bladed disks for the following cases of fir tree root contact geometry variation are investigated: (i) Nominal, (ii) Upper, (iii) Lower, (iv) Asym-A, and (v) Asym-B. In this study, the effects of crystal orientation on static displacements of the blades and the contact pressure at fir tree roots are investigated. For any root geometry variant of bladed disk, the contact stresses experienced by fir tree roots under centrifugal loading is directly proportional to the contact pressure on the surface for that geometry. The average value of contact pressure on a fir tree root surface is calculated as the mean value of contact pressure on all FE nodes on that surface.

5.2.1 Effects of root geometry

To study the effects of root geometry on the deformation of bladed disks under centrifugal force, blade sector models with five different root geometry conditions have been investigated. Figure 5 shows an example of the radial displacement of blades with the Nominal geometry and Asym-A contact geometry. The figure shows that there is a noticeable difference in displacements near the blade tip region. For the cases studied, Table 2 shows the values of maximum blade displacements in radial, tangential, and axial directions along with the values for resultant displacements. The values for displacement are normalized with respect to the corresponding value for nominal geometry. From the table, it is clear that a maximum deviation of 8.2%, 66.4%, and 13.9% is possible for displacements in radial, tangential, and axial directions, respectively.
TABLE 2  Variation in normalized maximum blade displacements

| Root geometry variants | Normalized maximum blade displacements |
|------------------------|---------------------------------------|
|                        | Radial  | Tangential | Axial  | Resultant |
| Nominal                | 1.000   | 0.398      | 0.623  | 1.205      |
| Upper                  | 1.023   | 0.431      | 0.598  | 1.202      |
| Lower                  | 1.045   | 0.546      | 0.648  | 1.288      |
| Asym-A                 | 1.004   | 0.157      | 0.686  | 1.174      |
| Asym-B                 | 1.094   | 0.656      | 0.648  | 1.374      |

TABLE 3  Variation in average contact pressure with respect to anisotropy angle $\alpha$

| Root geometry variants | Normalized average contact pressure on left side of fir tree |
|------------------------|-------------------------------------------------------------|
|                        | $X$  | $3 \times X$ | $5 \times X$ | $7 \times X$ | $9 \times X$ |
| Asym-A                 | 2.07 | 2.03         | 2.01         | 1.96         | 1.97         |
| Asym-B                 | 2.52 | 2.52         | 2.51         | 2.52         | 2.50         |
| Lower                  | 2.15 | 2.15         | 2.14         | 2.15         | 2.15         |
| Nominal                | 1.51 | 1.52         | 1.53         | 1.54         | 1.54         |
| Upper                  | 1.12 | 1.12         | 1.12         | 1.12         | 1.13         |

5.2.2  Effects of anisotropy axis orientation

To study the effects of variation in primary anisotropy angle $\alpha$ on blade deformations, keeping the values of anisotropy angles $\beta$ and $\zeta$ constant, the value of $\alpha$ was increased. Table 3 gives the variation in average contact pressure for the left side of the fir tree as the value of one of the anisotropy angles, $\alpha$, is increased from $X$ to $9X$ in steps of $2X$, keeping the other two angles constant. The values are normalized with respect to the corresponding values on upper-left fir tree surface for Nominal geometry when the blade anisotropy axis is aligned with blade geometric axis. Note that, while the variation in contact pressure is negligible for the three symmetric root geometry variants including the nominal geometry, for asymmetric root geometry cases, the contact pressure has noticeable variation with respect to angle $\alpha$.

5.2.3  Uncertainty analysis

To efficiently calculate the statistical characteristics for blade deformation with respect to variations in root geometry and anisotropy orientation, the RF-based surrogate model is used. The input parameters for this model will include four categorical variables and three continuous variables. The categorical variables are used to determine whether the blade root surfaces are in contact or out of contact with corresponding disk surfaces; the continuous variables are the three
anisotropy angles. The probability distribution function for the anisotropy angles was provided by the manufacturer of the single blades.

To build the RF-based surrogate model, for each of the five root geometry variants, FE model evaluations are obtained based on sampling of anisotropy angles \( \alpha, \beta, \) and \( \zeta \) using Sobol sequences from the known probability distribution for these angles. The blade deformation values obtained from model evaluations are divided into the training set and test set in the proportion 9:1. The choice of the ratio of the training set to test set is made such that most of the function evaluations obtained from FE analysis are used for building the RF model. From Table 3, it is evident that the variation in average contact pressure is significant for the two models with asymmetric root contact geometry compared with that for the other three geometry variants studied. Therefore, to minimize the computational cost associated with building the RF model, 20 FE model evaluations of the Nominal, Upper, and Lower geometry models each and 60 FE model evaluations of the Asym-A and Asym-B models each are used.

The residual error in predicted values for the normalized average contact pressure on the left side contact surface is shown in Figure 6. The residual error is calculated as the difference between the predicted value and the true value obtained using model realization. The values of predicted average contact pressure and the corresponding residual are normalized with respect to the value of average contact pressure for the Nominal geometry. The maximum error in prediction is less than 6.5% of the predicted value of contact pressure for all root geometry variants analyzed. The figure shows that the predicted values for contact pressure form clusters where each of the clusters corresponds to a different root geometry variant.

The accuracy of the surrogate models can be expressed in terms of normalized mean squared error, which is defined as the ratio of the difference in the variance of predicted value from mean squared error to variance of the predicted value:

\[
R^2 = \frac{Var(y) - MSE(y)}{Var(y)},
\]

where \( Var(y) = \sum_{i=1}^{n} (y^{(i)} - \bar{y})^2 / n; \bar{y} \) is the mean of the predicted value, \( y^{(i)} \) is the \( i \)th predicted value, and \( MSE(y) \) is the MSE of the RF prediction. For the case when \( R^2 = 1 \), the model captures the variation in the response variable perfectly. For the present RF model, the \( R^2 \) values for the training set and test set are shown in Table 4. The error estimate indicates that the RF model can sufficiently capture the variation in average contact pressure at the fir tree root joints with respect to variation in the root geometry and blade material anisotropy angles.

For MCSs, using the FE model and an RF-based surrogate model, the convergence of the mean and STD of average contact pressure on the left side of the fir tree root joint for Asym-B variant is shown in Figure 7. While the mean value of average contact pressure obtained using the surrogate model converges to that obtained using the FE model–based MCS,
there is a noticeable difference in the converged value of the STD obtained from the two models. It must be noticed from the figure that the convergence in statistical characteristics obtained from the RF-based model is faster, especially for the mean value, compared with that obtained using the FE model.

The normalized mean and the STD for average contact pressure with respect to variation in the anisotropy angles are calculated for different root geometry variants using the RF model. The statistics are calculated from one thousand random samples of the blade anisotropy angles, as the computational cost associated with RF model evaluation is negligible. Table 5 gives the value of the mean and STD for average contact pressure on the left and right sides of the fir tree for different root geometry variants. The mean values of average contact pressure for each variant are normalized with respect to the corresponding value for the upper-left surface of the fir tree for Nominal geometry with the crystal axis aligned with the geometry axis. As indicated by the value of STD, the variation in average contact pressure is significant for the two geometries with asymmetric contacts. This indicates that, for the two geometries with asymmetric contacts, the effect of uncertainty in the crystal orientation results in comparatively high uncertainty in average contact pressure values at the fir tree root interfaces.

5.3 | Mistuned bladed disks

5.3.1 | Uncertainty analysis

The effects of mistuning due to the material anisotropy orientation on static deformation of the bladed disks with nominal root geometry are investigated in this section. For efficient estimation of the scattering in blade displacements due to random blade anisotropy orientation, PCE-based surrogate models are used. The statistics for blade displacements of a mistuned bladed disk are calculated using the gradPCE surrogate model of the second order. For mistuned bladed disks with linear contacts, it has been shown that the value of mean and STD obtained using second-order gradPCE will converge to the Monte Carlo estimates with fewer model evaluations compared to conventional PCE.37 In the work of Rahul and Petrov,37 the reduction in computational cost obtained by using gradPCE in comparison with conventional PCE method has been presented. In this paper, GSA for blade displacements with respect to uncertainty in blade anisotropy orientations of a mistuned bladed disk is presented.

Using gradPCE, the statistics for blade#1, displacements for the following two cases are calculated: (i) 9 (Figure 9A) and (ii) 30 (Figure 9B) blades adjacent to the considered blade have random anisotropy orientations. For the first case,
a comparison of statistics obtained from two different approaches for sampling, namely, Sobol sequences and pseudo-random sampling, is presented. Furthermore, GSA for blade displacements with respect to variation in blade anisotropy orientations was performed. This study uses Chaospy to obtain PC-based statistics and to obtain Sobol indices.

For the example case of a mistuned bladed disk, the radial displacement (Figure 8) shows small differences from blade to blade. This is not discernible from the plot of displacements for the full bladed disk. In order to highlight the scatter in radial displacements, a zoomed view of several blades in the bladed disk is shown in the inset. To estimate the maximum possible range in the scattering of blade displacements, 250 different mistuning patterns of blade anisotropy orientations are studied. Considering the displacements at blade tip node of all 75 blades in the bladed disk, across 250 mistuning patterns, maximum percentage scatter in displacement is calculated. Table 6 shows that a maximum scatter of 16.7%, 18.6%, and 3.0% is possible in axial, tangential, and radial directions, respectively. The blade tip displacement values in axial, circumferential, and radial directions are normalized with respect to corresponding values for the tuned bladed disk where the blade anisotropy angles of all blades are aligned with the blade geometry axis.

To obtain PCE approximations for blade displacements, the coefficients in the PC expansion must be calculated using FE model evaluations. There are different approaches to sample the input parameter space. Table 7 shows the statistics for normalized displacements at blade#1 tip, with respect to variation in anisotropy angles of nine blades, obtained using two different sampling approaches. It is evident that, for this study, the choice of sampling approach has a negligible effect on the statistical characteristics obtained. The variations in displacements are small, especially in the radial direction as indicated by the value of STD. To capture the effect of randomness in anisotropy orientation of more blades, the polynomial chaos approximation was expanded by including anisotropy angles of 30 blades (Figure 9B) as random variables. Table 8 shows that the value of mean and STD for normalized blade#1 tip displacements have not increased even though the number of blades in the bladed disk with random anisotropy angles was increased from 9 to 30.

### Table 6: Scatter in normalized blade tip displacements

| Displacement component | Displacement Maximum scatter (%) |
|------------------------|----------------------------------|
| Axial Max             | 1.0972 16.7                      |
| Axial Min             | 0.9273                           |
| Circumferential Max   | 1.0459 18.6                      |
| Circumferential Min   | 0.8674                           |
| Radial Max            | 1.0045 3.0                       |
| Radial Min            | 0.9744                           |

### 5.4 Global sensitivity analysis

Global sensitivity analysis is performed to understand the effect of individual blade anisotropy angles of bladed disks on displacements at blade#1 tip. A quantitative measure for the influence of each blade anisotropy angle on the static
### Table 7

Statistics for normalized blade tip displacements obtained from gradient-based polynomial chaos expansion

| Type of sampling | Displacement | Mean   | STD   |
|------------------|--------------|--------|-------|
|                  | Axial        | 1.0034 | 0.0347|
| Sobol sequence   | Tangential   | 0.9809 | 0.0373|
|                  | Radial       | 0.9936 | 0.0056|
|                  | Axial        | 1.0053 | 0.0355|
| Psuedorandom     | Tangential   | 0.9779 | 0.0367|
|                  | Radial       | 0.9927 | 0.0061|

Abbreviation: STD, standard deviation.

### Table 8

Statistics for normalized blade tip displacements

| Number of random blade angles | Number of terms in PCE | Model evaluations | Displacement | Mean   | STD   |
|------------------------------|------------------------|-------------------|--------------|--------|-------|
| 27                           | 406                    | 110               | Axial        | 1.0042 | 0.0345|
|                              |                        |                   | Tang         | 0.9797 | 0.0363|
|                              |                        |                   | Rad          | 0.9924 | 0.0059|
| 90                           | 4186                   | 110               | Axial        | 1.0040 | 0.0309|
|                              |                        |                   | Tang         | 0.9787 | 0.0300|
|                              |                        |                   | Rad          | 0.9924 | 0.0059|

Abbreviations: PCE, polynomial chaos expansion; STD, standard deviation.

Displacement of blade#1 is obtained by calculating Sobol indices for blade displacements. Figure 10A,B shows the Sobol indices for axial displacement on blade#1 tip with respect to variation in anisotropy angles \( \alpha \) and \( \zeta \) of 30 adjacent blades, respectively. As described in Section 4, while the first-order index is a measure of the contribution to displacement variance due to the randomness of individual blade anisotropy angles considered alone, total-order index also accounts for the possible contribution to output variance due to the interaction of an angle with other anisotropy angles. Therefore, the total-order index of a blade anisotropy angle is always greater than its first-order index. For a given anisotropy angle, the difference between total-order index and first-order index is a measure of the contribution to blade displacement variance resulting from the interaction between the angle with other anisotropy angles. It is evident from Figure 10B that more than 50% of the variance in axial displacement of blade#1 is due to anisotropy angle \( \zeta \) of blade#1 and blade#75. In the same figure, the small difference in magnitude of the first-order index from the total-order index for blade#1 confirms that the uncertainty in anisotropy angle \( \zeta \) of blade#1 has a predominant effect on uncertainty of axial displacement on that blade. Figure 10A shows that the contribution to axial displacement variance of blade#1 from anisotropy angle \( \alpha \) of that blade#1 is mostly due to the interaction of the angle with other anisotropy angles. The uncertainty in the value of anisotropy angle \( \beta \) of blades contributes only marginally to uncertainty in axial displacement of blade#1 as indicated by Sobol indices for that angle, which is not shown here for the sake of brevity. From Figure 11A,B, it is clear that the most predominant effect on the variance of radial displacement of blade#1 is due to scattering in anisotropy angles \( \alpha \) followed by \( \zeta \). Finally, from the value of Sobol indices, it is apparent that the randomness in anisotropy angles of blades located...
farther from blade#1 has a negligible effect on the uncertainty in displacements on blade#1. Therefore, accounting for uncertainty in anisotropy angles of a higher number of blades farther from blade#1 will not increase the scatter in static displacements of blade#1.

6 | CONCLUSIONS

For efficient UA of deformation of high-fidelity bladed disk models, the usefulness of surrogate models based on RF and PCE has been studied. For mistuned bladed disks with numerous random parameters, in the form of blade anisotropy angles, gradPCE has been used to reduce the computational cost involved in building PCE approximation.

The effect of variations in blade material anisotropy orientations on the deformation of bladed disks with friction contacts at fir tree root and shroud has been investigated. For tuned bladed disk under static centrifugal load, the effect of variation in anisotropy orientation on blade displacements has been investigated, taking into consideration some of the possible variations in fir tree root geometry. It has been observed that, for root geometry variants with asymmetric contacts on fir tree root, the influence of anisotropy orientation is noticeable compared with that for nominal design geometry. The usefulness of the random forest surrogate model in performing UA for the static deformation of bladed disk has been investigated. Statistics for contact pressure at fir tree root joint obtained through numerous Monte Carlo evaluations of RF
model has been compared with that obtained using the FE model. For some root geometry variants, faster convergence for mean and STD of contact pressure has been obtained from the RF model compared with that obtained using the FE model–based MCS. For those models, this has resulted in a reduction in computational cost involved in UA when using the surrogate model.

For bladed disks with material anisotropy mistuning, analysis has been performed to quantify the uncertainty in blade displacements due to scattering in anisotropy angles of several blades. Gradient-enhanced PCE has been used to calculate the statistical characteristics for blade displacements efficiently. Using PCE, Sobol indices for blade displacements with respect to variation in anisotropy angles of individual blades in the bladed disk has been obtained. It has been inferred that the scatter in displacements of a blade in a bladed disk is predominantly due to the scatter in anisotropy angles of that blade and to some degree due to the interaction of the anisotropy angles of the blade with anisotropy angles of the rest of the blades in the bladed disk.
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