Lattice model for self-folding at the microscale
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Abstract

Three-dimensional shell-like structures can be obtained spontaneously at the microscale from the self-folding of 2D templates of rigid panels. At least for simple structures, the motion of each panel is consistent with a Brownian process and folding occurs through a sequence of binding events, where pairs of panels meet at a specific closing angle. Here, we propose a lattice model to describe the dynamics of self-folding. As an example, we study the folding of a pyramid of \( N \) lateral faces. We combine analytical and numerical Monte Carlo simulations to find how the folding time depends on the number of faces, closing angle, and initial configuration. Implications for the study of more complex structures are discussed.

1 Introduction

Folding is considered a promising strategy to design shape-changing materials with fine tuned mechanical, electrical, and optical properties \[1–4\]. The idea is to act over a single degree of freedom to promote a reversible change in shape, as in the case of the Miura-Ori fold \[5–7\]. The folding trajectories are usually deterministic and the final folded configuration unique. However, with technology putting pressure to go to smaller and smaller scales as, for example, in encapsulation and soft robotics \[8–11\], new challenges are posed. At the microscale, thermal fluctuations are no longer negligible and so the folding process is stochastic. Experimental and numerical results show that the final folded configuration is no longer unique, but rather dependent on the experimental conditions \[12–15\].

Thermal fluctuations have also advantages. They can drive the folding process and, if the templates are properly designed, there is no need to control any degree of freedom. Recently, the spontaneous folding of a pyramid from a planar template consisting of rigid micron-size panels connected through flexible hinges has been studied using molecular dynamics simulations \[16\]. The numerical results suggest that, when thermal fluctuations dominate, the motion of individual panels is well described by a Brownian process and folding evolves through a sequence of binding events between pairs of faces, which correspond to first-passage processes.

The first binding event occurs when the first pair of lateral faces meet at the closing angle \( \phi \). The characteristic time is the first binding time \( T_F \) and can be estimated by mapping the problem into a two-dimensional first-passage process \[16\]. The remaining \( N – 2 \) faces move freely until they also have the same closing angle. Therefore, the subsequent binding events can all be mapped to a one-dimensional first-passage processes \[16\]. When the last face binds, the folding process is complete. The time between the first and last binding is called the last binding time \( T_L \). The total folding time \( T \) is then \( T = T_F + T_L \).

Due to the stochastic nature of the folding process, the timescale of binding is typically much larger than the one of thermal jiggling of the individual panels. Thus, to observe the complete folding, one needs very long molecular dynamics simulations. In order to access the folding timescales efficiently, here, we propose a lattice model. We also consider the folding of a pyramid with \( N \) lateral faces. We show that the dynamics of folding can be mapped into a set of random walks on a lattice, each one representing a lateral face, and the binding events occur when two random walks visit a predefined set of lattice sites simultaneously. We show that our model is consistent with existing results and reproduces the relation between folding time and number of faces \( N \), reported previously \[16\]. The proposed lattice model allows...
2 Model

We map the spontaneous folding of a regular pyramid with \( N \) lateral faces onto a set of random walks on a one-dimensional lattice. Each face \( i \) is a random walk and the angle \( \theta_i \) relative to the base is given by the position on a 1D lattice of \( l \) sites.

To study the folding of a regular pyramid without misfolding, we consider that the domain of the lattice ranges from \( \theta \in [0, \pi] \), such that the site \( j \) corresponds to an angle in the range \( \left[ j \frac{\pi}{N}, (j + 1) \frac{\pi}{N} \right] \), see model scheme in Fig. 1.

We consider a rejection-free kinetic Monte Carlo scheme [17–19], where, at each time step, a randomly selected walker tries to hop to one of its neighbors. Time is incremented by \( \Delta t = \frac{\Delta \theta^2}{2D} \), where \( \Delta \theta = \frac{\pi}{2} \) is the lattice spacing, \( D \) is the angular diffusion coefficient of the lateral faces, and \( N_F \) is the number of walkers that are still free. For simplicity, we consider an unbiased folding, and thus the hopping probability is the same in both directions.

The binding between any two lateral faces occurs when two random walkers first meet at a specific site corresponding to the closing angle \( \phi \). Additionally, when two faces are in the region beyond the closing angle \( (\theta > \phi) \) there is a geometrical constraint that they cannot overlap each other. To include this interaction, we assume that in the region \( \theta \in [\phi, \pi] \), random walkers interact through excluded volume: If a walker tries to hop into an already occupied site, it goes back to the original site.

3 Results

For each number of random walkers \( N \), we performed \( 10^4 \) independent samples, starting with all walkers at the origin of the lattice, which correspond to the open template shown in Fig. 1. Figure 2 shows the average folding time \( \langle T \rangle \), where we recover the non-monotonic dependence on the number of lateral faces \( N \), reported previously [16]. This behavior stems from a different functional dependence on \( N \) of the mean first binding time \( \langle T_F \rangle \) and the mean last binding time \( \langle T_L \rangle \), as discussed below.

3.1 First binding time

We first estimate the dependence of \( \langle T_F \rangle \) on \( N \). For a pyramid with \( N \) lateral faces, the time that the first two faces bind can be estimated in the following way. Let us define \( g(t) \) as the probability density function that a pair of Brownian particles meet at an angle \( \phi \) at time \( t \) for the first time. Assuming there is no correlation between the movement of the \( N_p = \binom{N}{2} = \frac{N(N-1)}{2} \) pairs, for each sample, \( T_F = \min(t_1, t_2, t_3, \ldots t_{N_p}) \), where \( t_i \) is a random number drawn from the distribution \( g(t) \), for each pair \( i \). From the theory of order statistics [20]...
the expected time for the first binding is,

$$
\langle T_F(N_p) \rangle = N_p \int_0^\infty t g(t) G(t)^{N_p-1} dt,
$$

(1)

where $G(t) = \int_0^\infty g(t') dt'$ is the survival function. Using partial integration we obtain,

$$
\langle T_F(N_p) \rangle = \int_0^\infty e^{N_p \ln G(t)} dt.
$$

(2)

Equation 2 shows that, since $\ln G(t) \leq 1$, the first binding time $T_F$ is a monotonic decreasing function of $N$, as also observed with the lattice model (see Fig. 2). The value of $\langle T_F \rangle$ for $N \to \infty$ can be estimated for different geometries and initial conditions [21–25]. For all faces starting at $\theta_i(0) = 0$ (planar initial condition), it was shown that $\langle T_F \rangle \sim 1/\ln(N_p)$ [22, 26], which is in agreement with the simulation results shown in Fig. 3(a).

For the random initial condition, all walkers start at a lattice site selected uniformly at random. Since there is a chance of two faces to start close to $\phi$, we can assume that $G(t)$ decays rapidly with $t$, and for large values of $N$ the most significant contribution for the integral in Eq. 2 is from $t$ near zero. Therefore, using the approximation $\ln G(t) \approx \ln(G_0) + \frac{G_0'}{G_0} t$, where $G_0 = G(t = 0) = 1$ and $G_0' = \frac{dG}{dt}(t = 0)$, the first binding time can be calculated as

$$
\langle T_F(N) \rangle \approx \frac{-2}{N(N-1)G_0}.
$$

(3)

Since $G_0 < 0$, Eq. 3 implies that the first binding time decays with $1/N(N-1)$ in perfect agreement with the simulation results shown in Fig. 3(a).

Fig. 2 Dependence of the folding time on the number of lateral faces $N$. $\langle T_F \rangle$, $\langle T_L \rangle$ and $\langle T \rangle$ are the average first binding, last binding and folding time, respectively. Time is in units of Brownian time, i.e. $\pi D$, where $D$ is the diffusion coefficient of each face. We started from a planar condition, where $\theta_i = 0$ for all faces $i$, and a fixed closing angle to $\phi = \frac{3}{4} \pi$. Results are averages over $10^3$ independent samples on a lattice of $l = 181$ sites and the error bars are given by the standard error.

Fig. 3 Dependence on the initial conditions. We consider two initial conditions: all faces start at the origin (planar) or uniformly distributed (random). (a) First binding time as a function of $N$ for the two initial conditions. The solid and dashed lines are given by $T_F = \vartheta_0 + \vartheta_1/\ln(N(N-1)/2)$ where $\vartheta_0 = -0.0632 \pm 0.0003$ and $\vartheta_1 = 1.1999 \pm 0.002$ for the planar, and $T_F = 2\vartheta_0/N(N-1)$ with $\vartheta_0 = 2.830 \pm 0.007$ for the random, all obtained by least mean square fitting. (b) Last binding time as a function of $N$. Asymptotically for both initial conditions time scales logarithmically with $N$, as predicted by Eq. 5. The solid and dashed lines given by $T_L = \tau_0 + \tau_1 \ln(N-2)$ where $\tau_0 = 0.196 \pm 0.002$ and $\tau_1 = 0.3662 \pm 0.0006$ for the planar, and $T_L = \tau_0 + \tau_1 \ln(N-2)$ where $\tau_0 = 0.171 \pm 0.002$ and $\tau_1 = 0.3217 \pm 0.0006$ for the random, all obtained by least square fitting. (c) Total folding time. All times are in units of Brownian time and a fixed closing angle of $\phi = \frac{3}{4} \pi$. Results are averages over $10^4$ independent samples on a lattice of $l = 181$ sites and the error bars are given by the standard error.

3.2 Last binding time

After the first closing, the two faces that form a bond stay fixed at the angle $\phi$, while the remaining $N - 2$ faces move until they reach the same angle for the first time. To determine $\langle T_L \rangle$, we calculate the average time for the binding of the last face. From a first-passage time probability $f(t)$, we have $T_L = \max(t_1,t_2,t_3...t_{N-2})$, where the average time is
given by
\[ \langle T_L(N) \rangle = (N - 2) \int_0^\infty t f(t) [1 - F(t)]^{(N-2)-1} dt, \]  
(4)
where \( F(t) = \int_0^t f(t') dt' \). We assume an uniform distribution of \( \theta_i < \phi \) for all the \( N - 2 \) free faces at the moment of the first binding. For large values of \( t \), the distribution of first-passage times is well described by \( f(t) \approx e^{-t/\tau} \), with \( \tau_L = 4\phi^2/\pi D^2 \) [27], and the average time for the last binding is
\[ \langle T_L(N) \rangle = \tau_L \sum_{i=1}^{N-2} \frac{1}{i}. \]  
(5)
For large \( N \), \( \langle T_L(N) \rangle \approx \tau_L \ln(N-2) + \gamma \tau_L \), where \( \gamma \) is the Euler-Mascheroni constant. In Fig. 3(b) we show that the last binding time grows with the logarithm of \( N \) as predicted by our analytical calculations for both initial conditions.

For low values of \( N \), the first binding time is large and, therefore, after the first binding the \( N - 2 \) free faces are uniformly distributed. \( T_L \) is the same for the planar and random initial condition (see Fig. 3(b)). However, for large values of \( N \), we have a fast first binding and the remaining \( N - 2 \) free faces will still be close to \( \theta_i = 0 \) for the planar initial condition. This is consistent with the fact that \( T_L \) is larger for the planar than the random initial condition (see Fig. 3(b)).

Since the average folding time is the sum between \( \langle T_F \rangle \) and \( \langle T_L \rangle \), the different functional dependencies for these two quantities explains the non-monotonic behavior of \( \langle T \rangle \) shown in Fig. 3(c) for both initial conditions, in line with previous results obtained using molecular dynamic simulations [16].

3.3 Closing angle

Since the overall dynamics of all faces is diffusive, we would expect that the time scale that controls the binding process is the Brownian time \( \phi^2/2D \). Figure 4 shows simulation results for the average first (a) and last (b) binding times as a function of \( \phi \), for different values of the number of faces \( N \). The solid and dashed lines are given by fitting the simulation data to a power law \( \langle T_F \rangle = A_F \phi^{m_F} \) and \( \langle T_L \rangle = A_L \phi^{m_L} \), using least mean square method, with fitting parameters \( (A_F, m_F) \) and \( (A_L, m_L) \). However, the results show that the binding time tends to be proportional to \( \phi^2 \) only for large values of \( N \). In particular, for \( N = 2 \) and \( N = 3 \), we see that there is a slight deviation from the quadratic scaling. This deviation is due to the fact that the first binding is a two-dimensional first-passage process where the binding site is located inside the domain, and the time scale is controlled by the size of the boundary. However, for large values of \( N \) the path for the first binding will be close to a straight line [28], recovering the timescale \( \phi^2/2D \) as shown in Fig. 4(c).

4 Discussion and conclusions

We proposed a lattice model to simulate the spontaneous folding of a pyramid at the microscale, driven by thermal fluctuations. We map the angular motion of each face to a random walk on a lattice. The pairwise binding of faces corresponds to having two walkers at a specific lattice site. We recover a recent result obtained from Molecular Dynamics simulations, namely, that the average folding time is a non-monotonic function of the number of lateral faces \( N \). The
folding dynamics involves two types of first-passage processes: The first binding, where the first two faces bind together; and the last binding, where the last face binds. We show that the first binding corresponds to a two-dimensional first-passage process, where two random walkers have to bind for the first time at a specific lattice site. After that, the remaining free walkers bind through a sequence of one-dimensional first-passage processes. The total folding time is the sum of the first and last binding times.

Describing folding as a sequence of binding events, we demonstrated that the characteristic time of the first binding has to decrease with $N$, while for the last binding it increases. It is the balance between these two processes that leads to a non-monotonic dependence on the number of faces. We show that this non-monotonic dependence is robust to changes on the initial conditions or value of the closing angle. Although the initial condition could affect both first and last binding times, it only affects significantly the first binding time and only for large $N$. For a small number of lateral faces the binding times slightly deviates from a quadratic dependence on $\phi$, however for large $N$ the quadratic dependence is recovered, as expected for a diffusive process.

The lattice model allows to evaluate not only the folding time, but also the yield of more complex structures by extending the domain and including new closing angles. For example, an additional closing angle at $-\phi$ corresponds to the possibility of folding in two different sides of the base of the pyramid, with possible misfolding for a pyramid with $N > 3$, where the final folded configuration combines faces at $\phi$ and $-\phi$. Analytical techniques developed for first-passage processes with multiple adsorbing boundaries can be used to calculate the yield as a function of $N$.
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