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Abstract

“Localization” has proven to be a valuable tool in the Statistical Learning literature as it allows sharp risk bounds in terms of the problem geometry. Localized bounds seem to be much less exploited in the stochastic optimization literature. In addition, there is an obvious interest in both communities in obtaining risk bounds that require weak moment assumptions or “heavier-tails”. In this work we use a localization toolbox to derive risk bounds in two specific applications. The first is in portfolio risk minimization with conditional value-at-risk constraints. We consider a setting where, among all assets with high returns, there is a portion of dimension $g$, unknown to the investor, that has significant less risk than the other remaining portion. Our rates for the SAA problem show that “risk inflation”, caused by a multiplicative factor, affects the statistical rate only via a term proportional to $g$. As the “normalized risk” increases, the contribution in the rate from the extrinsic dimension diminishes while the dependence on $g$ is kept fixed. Localization is a key tool to show this property. As a second application of our localization toolbox, we obtain sharp oracle inequalities for least-squares estimators with a Lasso-type constraint under weak moment assumptions. One main consequence of these inequalities is to obtain persistence, as posed by Greenshtein and Ritov, with covariates having heavier tails. This gives improvements in prior work of Bartlett, Mendelson and Neeman.
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1 Introduction

One fundamental problem in Stochastic Programming is to understand the behavior of sample average approximations [44, 48]. Suppose we are given an optimization problem:

\[
    f^* := \min_{x \in Y} f_0(x)
\]

s.t. \( f_i(x) \leq 0, \ \forall i \in \mathcal{I}, \) \hspace{1cm} (1)

with \( Y \subset \mathbb{R}^d \) and a nonempty feasible set

\[
    X := \{ x \in Y : f_i(x) \leq 0, \forall i \in \mathcal{I} \}. \hspace{1cm} (2)
\]

Additionally, assume each of the functions \( f_i \) is given by an expectation

\[
    f_i(x) = \mathbf{P} F_i(x, \cdot) := \int_{\Xi} F_i(x, \xi) \mathbf{P}(d\xi) \hspace{1cm} (3)
\]

where \( \mathbf{P} \) is a probability measure over a set \( \Xi \) and the \( F_i : Y \times \Xi \to \mathbb{R} \) are Carathéodory functions.

Sample average approximation. In typical settings, the measure \( \mathbf{P} \) and the functions \( f_i \) are not directly accessible but a random sample \( \{\xi_k\}_{k=1}^N \) from \( \mathbf{P} \) is available. If that is the case, it is natural to consider the sample-average approximation (or SAA) to (1), where the \( f_i \) are replaced by sample averages:

\[
    \hat{F}_i(x) := \hat{\mathbf{P}} F_i(x, \cdot) = \frac{1}{N} \sum_{k=1}^N F_i(x, \xi_k). \hspace{1cm} (4)
\]

The following natural questions have been considered in numerous works in stochastic optimization:

1. Are (nearly) optimal solutions to the SAA also nearly feasible and nearly optimal for the original problem (1)?
2. Are the values of the two problems typically close?

One approach to answer Questions 1 and 2 above is asymptotic in nature: the sample size \( N \) diverges whereas the functions \( F_i, f_i \), the set \( Y \) and the measure \( \mathbf{P} \) remain fix. These type of results are important as they justify consistency and the construction of validation procedures. Numerous works from the optimization literature have undertaken this program, e.g., [1, 13, 20, 21, 38, 41, 42, 45–48]. See [17, 19, 48] for extensive reviews.

Alternatively, non-asymptotic analysis, the main focus of this work, consists in obtaining bounds for the value and quality of SAA solutions with explicit dependence on the sample size \( N \) and other problem parameters. For instance, letting \( f^* \) and \( \hat{F}^* \) be the values of the original problem (1) and its SAA (respectively), a recent non-asymptotic result by Guigues, Juditsky and Nemirovski [14] gives guarantees of the form:
\[
\forall t \geq 0 : \mathbb{P} \left\{ \left| \hat{F}^* - f^* \right| \leq \frac{A + B \sqrt{t}}{\sqrt{N}} \right\} \geq 1 - e^{-t}, \tag{5}
\]

where \( A \) and \( B \) do not depend on \( N \) or \( t \) (but do depend on other problem parameters). Guarantees of this kind are called “sub-Gaussian” because they imply that the tail decay \( \sqrt{N} |\hat{F}^* - f^*| \) roughly matches that of a Gaussian distribution with standard deviation \( B \).

In a nutshell, the goal of the companion paper [37] was to obtain a more precise understanding of the SAA in finite-sample settings, with a focus on high-dimensional problems. In particular, [37] explores how the nonasymptotic properties of a SAA depend on the structure of the ideal optimization problem (1), including its dimension, shape of feasible set and growth of the objective function. In the context of Eq. (5), this means understanding how the constants \( A \) and \( B \) actually depend on the SAA. We note that [37] focuses on problems where the functions \( F_i \) are continuous; this excludes chance constraints, which typically require specific techniques.

Some of the technical contributions of [37] include making weak moment guarantees on the data (in particular, finite moment assumptions are all we need) and using better “chaining” methods in the analysis of the fluctuations of the SAA. Additionally, in the favorable setting where the ideal problem is convex; a Slater-type condition is satisfied; and the objective function satisfies a growth condition, the error bounds of the problem depend only on the local geometry of the feasible set around the optimum point. As explained in [37], this is a manifestation of the same “localization” phenomenon that has been explored in the Statistical Learning literature [2, 3, 22, 27]. In particular, there are cases where this phenomenon may lead to faster-than-\( (1/\sqrt{N}) \) decay of the errors or other favorable properties. Theorem 1 in the present paper is a restatement of this result from [37].

1.1 Our contribution

Applying the general method from [37] to convex problems is not at all simple, and requires detailed calculations in each specific case. For instance, in [37], we apply our general localized bounds to the case when the problem is locally strong convex or weak sharp. See Propositions 3 and 4 in this paper.

The goal of the present paper is to work out two particular applications in detail. In the first one, presented in Sect. 1.2, we apply the results of [37] directly to a problem with linear objective function and a constraint on the conditional value-at-risk.

The second, more challenging application considers the LASSO estimator in a setting where weak moment assumptions are made on the data. In this application, direct application of Theorem 1 is not sufficient; instead, we resort to the “localization toolbox” that was developed in [37] to obtain a sharper result. Our LASSO result is discussed in Sect. 1.3.
1.2 A problem with risk constraints

This example is a caricature of a portfolio maximization problem where there is a constraint on the conditioned value-at-risk CV@R of the losses. It turns out that the localization theory in [37], as encapsulated in Theorem 1 below, has a crucial impact in this application.

Here,

\[ \xi = (\xi[1], \ldots, \xi[d_0])^T \]

is a random vector whose coordinates correspond to losses of \( d_0 \) distinct financial assets. If \( x = (x[1], \ldots, x[d_0])^T \) is a vector whose coordinates describe the fractions of the initial capital invested in assets \( 1, \ldots, d_0 \), then the total loss is proportional to \( \langle x, \xi \rangle \). We wish to minimize the expectation of \( \langle x, \xi \rangle \) subject to a constraint on the conditional value-at-risk of the solution [14, 43]. In this problem, the case of light-tailed \( \xi \) would be of little interest. In Sect. 4, we describe a specific Assumption 4 that allows heavier tails. In principle, the most general problem would associate “high risk” to every asset having high returns. Still, it makes sense to envision a case in which, among these assets, there is a portion of them which might have significant more risk than the other portion having, say, \( g \) assets. This is the content of Assumption 4 in Sect. 4.

Under Assumption 4, we obtain statistical rates for the SAA problem showing that “risk inflation”, caused by a multiplicative factor, affects the statistical rate only via a term proportional to \( g \). As the “normalized risk” increases, the contribution from the extrinsic dimension \( d_0 \) in the rate diminishes while the dependence on \( g \) is kept fixed. Localization is the key tool to show this type of property.

1.3 The LASSO estimator

The ordinary least squares estimator is known to suffer from consistency problems in high dimensions (for instance, it is an underdetermined optimization problem). The LASSO estimator, introduced by Tibshirani [51], circumvents this difficulty via a \( \ell^1 \) restriction of the feasible set, or via \( \ell^1 \) penalization of potential solutions.

The LASSO has generated a huge amount of practical as well as theoretical interest. One perspective on it is that it promotes sparsity of solutions. Assume that the data for the problem takes the form:

\[ \xi = (y, x) \in \mathbb{R} \times \mathbb{R}^d; \]

here \( y \) should be thought of as a response variable, and \( x \) as a set of covariates. Assume further that \( y \) can be written as the sum of \( \langle x_*, x \rangle \) (with \( x_* \in \mathbb{R}^p \) unknown) and a mean-0 noise term with variance \( \sigma^2 \). Much work on the LASSO shows results of the following form: if the vector \( x_* \) is sparse, then the LASSO solution approximates it well [7]. Moreover, generally, the LASSO solution \( \hat{x} \) satisfies an “oracle inequality with respect to sparse predictors.” Concretely, this means that the penalized estimator satisfies inequalities of the following general form [5]:
\[ \| \hat{\Sigma}^{1/2}(\hat{x} - x^*) \| \leq C \min_{x \in \mathbb{R}^p} \left( \| \hat{\Sigma}^{1/2}(x - x^*) \| + \sigma^2 \mu_2(x^*) \log d \frac{\| x \|_0}{N} \right), \]

with \( \hat{\Sigma} \) the “design matrix” determined by sample points and \( C \geq 1 \) a constant. In above, \( \mu(x^*) \) is the “restricted eigenvalue constant” depending on \( x^* \). Results of this form are now numerous, but they are somewhat restricted in application: they usually require light-tailedness of \( \xi \), as well as strong assumptions on the design matrix, such as the Restricted Eigenvalue Property introduced in [5]. More details about this line of research are given in Remark 1 below.

A separate line of research, which we pursue here, makes no assumptions on the design matrix, and obtains results of a different kind. Greenshtein and Ritov [16] introduced the notion of persistence of an estimator. While their main result is asymptotic, one may summarize it in a nonasymptotic fashion. Given \( R > 0 \), let \( \hat{x}_R \) denote a solution to the optimization problem:

\[ \min_{x \in \mathbb{R}^d, \| x \|_1 \leq R} \hat{\mathbf{P}}(y - (x, x))^2. \]

The main problem of [16] was the following: how large can one take \( R \) in terms of other problem parameters so that \( \hat{\mathbf{P}}(y - (x, \hat{x}_R))^2 - \) the “population risk” associated with \( \hat{x}_R \) – is close to the smallest possible risk \( \inf_{\| x \|_1 \leq R} \mathbf{P}(y - (x, x))^2 \) that is possible under the same \( \ell^1 \) norm constraint? Note that this formulation of the problem makes sense even in the absence of a “ground truth” \( x^* \); in Statistical Learning lingo, one wishes \( \hat{x}_R \) to have nearly the same risk as the best \( x \in \mathbb{R}^d \) satisfying \( \| x \|_1 \leq R \).

Both [16] and the subsequent paper [15] obtain results under relatively strong assumptions on the data that we do not reproduce here. Bartlett, Mendelson and Neeman [4] significantly improve earlier results by obtaining stronger, nonasymptotic results. In precise terms, their result is as follows (Theorem 4.5 in [4]). Suppose \((y, x) \in \mathbb{R} \times \mathbb{R}^d \) is such that each coordinate \( x_j \) of \( x \) is subexponential. Let \( h := \log^{3/2} N \log^{3/2}(Nd) \) and set \( \rho = \max_{j \in [d]} \| x_j \|_{\psi_1}, \) where \( \| \cdot \|_{\psi_1} \) denotes the subexponential Orlicz norm. Then, for some constant \( C > 0 \) and for any \( \delta \in (0, 1), \) the constrained Lasso estimator \( \hat{x}_R \) satisfies, with probability \( \geq 1 - \delta: \)

\[ \mathbf{P}(y - (x, \hat{x}_R))^2 - \inf_{\| x \|_1 \leq R} \mathbf{P}(y - (x, x))^2 \leq \frac{C}{\delta^2} \left\{ \sup_{\| x \|_1 \leq R} \mathbf{P}(y - (x, x))^2 \right\} \left\{ \frac{R h^2 \rho^2}{\sqrt{N}} + \frac{R h^2 \rho^2}{N} \right\}. \]

As a corollary, the right hand side (RHS) is typically small whenever \( R \ll \sqrt{N}/\log(dN)^c \), where \( c > 0 \) is a positive constant. The authors also discuss in [4] the application of their results to the problem of convex aggregation of least-squares estimators with weights constrained in the \( \ell_1 \)-ball. We note that in this result the “slow rate” \( 1/\sqrt{N} \) can be achieved without extra assumptions. As noted above, the oracle inequalities described above achieve faster \( 1/N \) rates, at the cost of stronger assumptions on the design matrix. For a more in depth discussion on this topic, we refer to [28] and references therein.

One main contribution of this paper is to obtain an improved consistency result in the line of (6). Specifically, we consider a small variant of the LASSO, and prove
an improved version of the above inequality, where only finite moment assumptions on the covariates are needed. In fact, even in the subexponential setting, our inequality improves the \( \log N \) and \( \log d \) factors in (6). Most importantly, we also obtain a logarithmic dependency on \( 1/\delta \). As we will see, our proof strategy is distinct than the one used in [4]. The localization arguments in [4] makes use of the “isomorphic method” initiated in [3]. In this work, we use the localization toolbox developed in our companion paper [37] as a building block of the proof. See Proposition 4 in Sect. 3.4.

**Remark 1** Because the literature on the LASSO is so extensive, we give here a few additional pointers to it that are not directly related to this work. Several oracle inequalities for LASSO have been established [5–7, 23]; this includes results where the LASSO is applying for model selection in nonparametric regression or, as an aggregator of estimators. See also [8–11, 52]. Bickel, Ritov and Tsybakov [5] improve on the oracle inequalities of Bunea, Tsybakov and Wegkamp [7] obtaining fast rates for LASSO under the Restricted Eigenvalue condition, the weakest known to date. The first sharp oracle inequalities for LASSO were obtained in [23]. In [6], oracle inequalities for LASSO and Slope regularization are obtained showing that the tuning parameter can be taken independent of the confidence level and achieving the minimax rate (improving on log terms). We also refer to [5, 12, 24] for oracle inequalities of a related estimator, the so called Dantzig selector [12], which minimizes the \( \ell_1 \)-norm subjected to an approximate KKT condition of the empirical squared loss. Oracle inequalities using entropy or \( \ell_p \) norms (with \( p \) close to 1) were studied in [24–26]. Regarding LASSO, see also [53, 55] for oracle inequalities related to the even more challenging problem of variable selection [30–34, 54, 56], that is, checking if the ground truth and the estimator have the same zero coordinates.

### 1.4 Organization

The remainder of the paper is organized as follows. Section 2 presents some preliminaries, including notation. Section 3 recalls some of the assumptions, definitions and results from the companion paper [37]. The example of the conditioned-value-at-risk is presented in Sects. 4, and 5 discusses the LASSO example. An appendix contains proofs of some additional technical results.

### 2 Preliminaries

#### 2.1 Basic notation

Given a set \( S \), we denote its (potentially infinite) cardinality by \( |S| \). The complement of an event \( E \) in a probability space is \( E^c \). For \( m \in \mathbb{N} \), we write \([m] := \{1, \ldots, m\}\). Elements of \( \mathbb{R}^d \) are column vectors. Given \( x \in \mathbb{R}^d \), its coordinates are denoted by \( x[i] \), \( 1 \leq i \leq d \). A superscript \( T \) is used to denote transposition of a vector, so \( x \in \mathbb{R}^d \) is given by \((x[1], \ldots, x[d])^T \). The inner product of \( x, y \in \mathbb{R}^d \) is denoted by \( \langle x, y \rangle \) or \( x^T y \). Norms are denoted by \( \| \cdot \| \) and the unit ball around 0 in that norm is \( \mathbb{B} \). Given
Given positive numbers \(x\) and \(y\), \(x \preceq y\) means that \(x \leq Cy\) for an absolute constant \(C > 0\).

Let \((\mathcal{M}, d)\) be a metric space. We let \(\text{diam}(A)\) denote the (potentially infinite) diameter of \(A \subseteq \mathcal{M}\). Given \(x \in \mathcal{M}\) and \(A \subset \mathcal{M}\) nonempty, \(d(x, A) := \inf_{a \in A} d(x, a)\).

We fix from now on a probability space \((\Omega, \mathcal{A}, \mathbb{P})\) and assume all random variables we consider are defined on it. Given a random variable \(Z\), we let \(\mathbb{E}[Z]\) denote its mean, \(\mathbb{V}[Z]\) denote its variance and \(|Z|_p := (\mathbb{E}[|Z|^p])^{1/p}\) denotes \(L^p\) norm (for \(p \geq 1\)).

### 2.2 Complexity parameters for sets

We review in this section some definitions and results about “generic chaining”. Talagrand’s book [50] is the best reference for these concepts.

The “generic chaining” functional of a metric space \((\mathcal{M}, d)\) is a measure of the “complexity” of discretizing \(\mathcal{M}\) at different scales. To define it, we need the following concept. A sequence \(\{A_j\}_{j=0}^{\infty}\) is admissible if each \(A_j\) is a partition of \(\mathcal{M}\), with \(|A_0| = 1\) and \(|A_j| \leq 2^{2^j}\) for each \(j \geq 1\). For each \(j\), we let \(\text{diam}(A_j)\) to denote the largest diameter of a set in partition \(A_j\). Talagrand’s \(\gamma_2\)-functional is then defined by

\[
\gamma_2^{(\alpha)}(\mathcal{M}, d) := \inf_{\{A_j\}_{j=0}^{\infty}} \left\{ \sum_{j \geq 0} 2^j \text{diam}(A_j)^\alpha \right\}.
\]

(7)

Talagrand’s celebrated majorizing measures theorem [49, 50] shows that:

\[
c \mathbb{E} \left[ \sup_{x \in \mathcal{M}} |Y_x - Y_{x_0}| \right] \leq \gamma_2^{(\alpha)}(\mathcal{M}, d) \leq C \mathbb{E} \left[ \sup_{x \in \mathcal{M}} |Y_x - Y_{x_0}| \right],
\]

(8)

with \(c, C > 0\) universal, when the \(Y_x\) are mean-zero Gaussian and \(\mathbb{V}[Y_x - Y_{x'}] = d(x, x')^{2\alpha}\).

The functional \(\gamma_2^{(\alpha)}(\mathcal{M}, d)\) is somewhat mysterious, and can be quite difficult to compute. One can upper bound it via Dudley’s entropy integral [50]. Recall that an \(r\)-net in \(\mathcal{M}\) is a set \(A \subset \mathcal{M}\) such that \(d(x, A) \leq r\) for all \(x \in \mathcal{M}\). The \(r\)-covering number of \(\mathcal{M}\) is the size of the smallest \(r\)-net. The \(r\)-entropy number of \(\mathcal{M}\), \(H(\mathcal{M}, r)\), is the natural log of the \(r\)-covering number. It is known that

\[
\gamma_2^{(\alpha)}(\mathcal{M}) \leq C \int_0^{\text{diam}(\mathcal{M})} \sqrt{H(\mathcal{M}, r^{1/2})} \, dr,
\]

(9)

with \(C > 0\) is a universal constant. An important special case is when \(\mathcal{M} \subset \mathbb{R}^d\) and \(d\) is given by a norm, in which case the entropy integral bound is upper bounded by \(\text{diam}(\mathcal{M})^{\alpha} \sqrt{d}\) up to a universal constant. In particular, we obtain,

\[
\gamma_2^{(\alpha)}(\mathcal{M}) \leq C \alpha \sqrt{d} \text{diam}(\mathcal{M})^\alpha
\]

(10)
with $C_\alpha > 0$ only depends on $\alpha$. However, this bound can be very loose, as the next example shows.

**Example 1** Let $\mathcal{M} \subset \mathbb{R}^d$ denote the standard simplex in $d$ dimensions, that is, the convex hull of the $d$ canonical basis vectors. Let $d$ denote the standard Euclidean metric. In this case, (10) bounds $\gamma_2^{(1)}(\mathcal{M}) = O(\sqrt{d})$. By contrast, (8) shows that $\gamma_2^{(\alpha)}(\mathcal{M})$ is of the order of $\sqrt{\log d}$.

Finally, we state a proposition that will be useful later. It shows that the generic chaining functional is well-behaved under Cartesian products.

**Proposition 1** (Proof in the Appendix) Let $(\mathcal{M}_i, d_i)$ be metric spaces for $i = 1, 2$. Set $\mathcal{M} = \mathcal{M}_1 \times \mathcal{M}_2$. Define the metric $d$ on $\mathcal{M}$ given as follows: for every $(x_1, x_2), (y_1, y_2) \in \mathcal{M}$,

$$d((x_1, x_2), (y_1, y_2)) := d_1(x_1, y_1) + d_2(x_2, y_2).$$

Then $\gamma_2^{(\alpha)}(\mathcal{M}, d) \leq (\sqrt{2} + 1) (\gamma_2^{(\alpha)}(\mathcal{M}_1, d_1) + \gamma_2^{(\alpha)}(\mathcal{M}_2, d_2))$.

### 3 Setup and results from the companion paper

In this section we review the notation, assumptions and results from [37] that we need in the present paper.

#### 3.1 Ideal optimization versus SAA

**Functions and sets.** As in the introduction, $\mathcal{I}$ is a finite set which will index the constraints of our problem. We use $0 \notin \mathcal{I}$ to index the objective function and set $\mathcal{I}_0 := \mathcal{I} \cup \{0\}$.

We are given a set $Y \subset \mathbb{R}^d$ and functions $f_i : Y \to \mathbb{R}$, for $i \in \mathcal{I}_0$. We will also write $f := f_0$. Given $\delta \in \mathbb{R}$, we define:

$$X_\delta := \{ x \in Y : \forall i \in \mathcal{I}, f_i(x) \leq \delta \}.$$

We also write $X$ instead of $X_0$. Note that $X = X_\delta = Y$ for all $\delta > 0$ when $\mathcal{I} = \emptyset$. The “ideal” optimization problem we consider is:

$$f^* := \min_{x \in Y} f(x) \quad \text{s.t.} \quad f_i(x) \leq 0, \ i \in \mathcal{I}. \quad (11)$$

In other words, the feasible set is $X$, the objective function is $f = f_0$ and the value of the problem is $f^*$. We will always assume implicitly that $X \neq \emptyset$. We let

$$x^* \in \arg\min_{x \in X} f(x) \text{ so that } f^* := f(x^*).$$
In particular, we assume implicitly that our problem always has minimizers. We also use the symbols:

\[ f_\delta^* := \inf_{x \in X_\delta} f(x) \text{ and } \text{gap}(\delta) := |f_\delta^* - f^*| \text{ (when } X_\delta \neq \emptyset). \]

In case the above infimum is attained, we let

\[ x_\delta^* \in \arg \min_{x \in X_\delta} f(x) \text{ so that } f_\delta^* := f(x_\delta^*). \]

We will need some additional notation. We write \( X_\delta, \text{act}(i) \) for the subset of \( X_\delta \) where constraint \( i \) is active:

\[ X_\delta, \text{act}(i) := \{ x \in X_\delta : f_i(x) = \delta \}. \]

We also define the set of points \( x \in X_\delta \) that achieve \( f(x) \leq f^* + \vartheta \):

\[ X_\delta^{*, \vartheta} := \{ x \in X_\delta : f(x) \leq f^* + \vartheta \}. \]

We set

\[ X_\delta^{*, \vartheta} := \{ x \in X_\delta : f(x) = f^* + \vartheta \} \]

and finally

\[ X_\delta^{*, \vartheta}, \text{act}(i) := X_\delta^{*, \vartheta} \cap X_\delta, \text{act}(i). \]

We emphasize that \( \delta \) will be omitted from our notation when it is equal to zero.

**Randomness.** Let \( (\Xi, \sigma(\Xi), P) \) denote a probability space. We write \( \xi \sim P \) to denote a random element of \( \Xi \) with law \( P \). In this paper, \( \{\xi_k\}_{k=1}^N \subset \Xi \) is an i.i.d. random sample of size \( N \) from the probability measure \( P \). The \( \xi_k \) are defined over a common probability space \( (\Omega, \mathcal{A}, \mathbb{P}) \) that will be always kept implicit. \( \hat{P} \) denotes the empirical measure of the sample:

\[ \hat{P} := \frac{1}{N} \sum_{k=1}^N \delta_{\xi_k}. \]

Given a measurable function \( H : Y \times \Xi \to \mathbb{R} \) and \( y \), we define:

\[ PH(y, \cdot) := \int_{\Xi} H(y, \xi) P(d\xi) \text{ and } \hat{P} H(y, \cdot) := \frac{1}{N} \sum_{k=1}^N H(y, \xi_k) \]

to denote the expectation and sample average (respectively) of \( H(y, \cdot) \) with \( y \) fixed. Our assumptions will be such that the integral over \( P \) will always be well defined.
Sample average approximation. We are given measurable functions $F_i : Y \times \mathcal{X} \to \mathbb{R}$ for $i \in I_0$. We assume that

$$\forall i \in I_0 \forall x \in Y : P|F_i(x, \cdot)| < +\infty \text{ and } P F_i(x, \cdot) = f_i(x).$$

(12)

Write:

$$\hat{F}_i(x) := \hat{P} F_i(x, \cdot) = \frac{1}{N} \sum_{k=1}^{N} F_i(x, \xi_k)$$

to denote the sample average of $F_i$. Formally, $\hat{F}_i(x)$ is a function of $x$ and the sample, but we omit the sample from our notation. We sometimes write $\hat{F} := \hat{F}_0$. The sample average approximation to problem (11) is:

$$\hat{F}^* := \min_{x \in Y} \hat{F}(x) \quad \text{s.t.} \quad \hat{F}_i(x) \leq \hat{\delta}, \ i \in I.$$  

(13)

for some $\hat{\delta} \in \mathbb{R}$. The most typical situation is $\hat{\delta} = 0$ but we consider the general case for completeness.

Intuitively, the $\hat{F}_i$ should give random approximations to the $f_i$ for large $N$, and optimization problems with the $\hat{F}_i$ should be similar to the “ideal” problems involving the $f_i$. We will need the following analogues of the notation introduced above:

$$\hat{X} := \{x \in Y : \forall i \in I, \hat{F}_i(x) \leq \hat{\delta}\};$$

$$\hat{X}^{*, \vartheta} := \{x \in \hat{X} : \hat{F}(x) \leq \hat{F}^* + \vartheta\};$$

$$\hat{x}^* \in \arg\min_{x \in \hat{X}} \hat{F}(x).$$

Again, we implicitly assume that the SAA always has solutions.

### 3.2 Assumptions on the random functions

We now give our probabilistic assumptions on the random functions $F_i$. We start with a definition.

**Definition 1** (Good and great random variables) Given $(\sigma^2, \rho) \in \mathbb{R}_+$, a function $h : \mathcal{X} \to \mathbb{R}_+$ is said to be $(\sigma^2, \rho)$-good if $P h(\cdot) \leq \sigma^2$ and

$$\mathbb{P}\left\{\hat{P} h(\cdot) > 2\sigma^2\right\} \leq \rho.$$  

Given $\sigma^2 > 0$, $p \geq 2$ and $\kappa_p > 0$, we say that $h$ is $(\sigma^2, p, \kappa_p)$-great if $P h(\cdot) \leq \sigma^2$ and in addition we have the $L^p$ norm bound:

$$|h(\xi) - \hat{P} h(\cdot)|_p \leq \kappa_p \sigma^2.$$
Any fixed integrable function $h \geq 0$ with $\mathbf{P} h(\cdot) \leq \sigma^2$ is $(\sigma^2, \rho)$-good when $N$ is large enough due to the Law of Large Numbers. The point of our definition is to have finite-$N$ results. The next proposition says that great random variables satisfy a quantitative form of goodness.

**Proposition 2** (Proof in companion paper [37]) If $h$ as above is $(\sigma^2, p, \kappa_p)$-great, it is also $(\sigma^2, \rho)$-good, with

$$\rho := \left( c_{bdg} \kappa_p \sqrt{\frac{p}{N}} \right)^p$$

and $c_{bdg}$ is a universal constant.

The kind of assumption we will make on the $F_i$ is described below. In what follows, $Z \subset Y$ is a subset of $Y$ containing $x^*, \sigma^2, \sigma_*^2, \rho > 0, \alpha \in (0, 1], \kappa_p \geq 1$ and $p \geq 2$. Also, $\| \cdot \|$ is a norm over $\mathbb{R}^d$.

**Assumption 1** ($(\sigma_*^2, \sigma^2, \alpha, \rho)$-goodness over $Z$) The functions $\{ f_i \}_{i \in I_0}$ and $\{ F_i \}_{i \in I_0}$ are continuous in $x \in x$. Moreover,

1. The maps $\xi \mapsto (F_i(x^*, \xi) - f_i(x^*))^2 \in \mathbb{R}_+$ are $(\sigma_*^2, \rho)$-good for each $i \in I_0$;
2. For each map $F_i$ with $i \in I_0$, there exists $L_i : \Xi \rightarrow \mathbb{R}$ such that $L_i^2$ is $(\sigma^2, \rho)$-good and:

$$\forall x, x' \in Z, \forall \xi \in \Xi : |F_i(x, \xi) - F_i(x', \xi)| \leq L_i(\xi) \| x - x' \|^\alpha.$$

**Assumption 2** ($(\sigma_*^2, \sigma^2, \alpha, p, \kappa_p)$-greatness over $Z$) The functions $\{ f_i \}_{i \in I_0}$ and $\{ F_i \}_{i \in I_0}$ are continuous in $x \in Y$. Moreover,

1. The maps $\xi \mapsto (F_i(x^*, \xi) - f_i(x^*))^2 \in \mathbb{R}_+$ are $(\sigma_*^2, p, \kappa_p)$-great for each $i \in I_0$;
2. For each map $F_i$ with $i \in I_0$, there exists $L_i : \Xi \rightarrow \mathbb{R}$ such that $L_i^2$ is $(\sigma^2, p, \kappa_p)$-great and:

$$\forall x, x' \in Z, \forall \xi \in \Xi : |F_i(x, \xi) - F_i(x', \xi)| \leq L_i(\xi) \| x - x' \|^\alpha.$$

In general, one may require $Z = Y$. In convex settings, we may take potentially much smaller sets $X_{\delta, \vartheta}^* \subset X$. Notice that each of the above assumptions implies:

$$\forall i \in I_0, \forall x, x' \in Z : |f_i(x) - f_i(x')| \leq (\mathbf{P} L(\cdot)) \| x - x' \|^\alpha \leq \sigma \| x - x' \|^\alpha,$$

(14)

that is, the functions $f_i$ are $\alpha$-Hölder continuous over $Z$. In particular, when $Z = Y$, our assumptions impose restrictions on the growth of the objective function $f_0$.

We note the following simple consequence of Proposition 2.

**Proposition 3** (Great implies good; Proof in companion paper [37]) Assumption 2 implies Assumption 1 with the same set $Z$, the same parameters $\sigma^2, \sigma_*^2$, and

$$\rho := \left( c_{bdg} \kappa_p \sqrt{\frac{p}{N}} \right)^p.$$
In particular, our assumptions may be satisfied with \( \rho \) polynomially small in \( N \), even if the random variables involved do not have light tails.

### 3.3 Assumptions on the geometry of the problem

When there are constraints in expectation, the SAA will unavoidably have a different feasible set than the ideal problem. In this section, we present a standard assumption that allows us to bound the difference between the two sets. It is standard in the analysis of perturbations and algorithms for problems in Optimization and Variational Analysis [18, 40]. For convex problems, we consider a localized version of the Slater CQ condition. Here, we only require that the set \( X^{\ast, \vartheta} \) be bounded and has an “interior point”.

**Assumption 3** (Localized Slater CQ with convexity (LSCQ)) The set \( Y \) is convex and closed, and the functions \( \{ f_i \}_{i \in I_0} \) are continuous and convex. Moreover, there exist \( \eta_* > 0 \) and \( \vartheta_* \) such that \( X^{\ast, \vartheta} \) is bounded and \( X^{\ast, \vartheta} \neq \emptyset \) (that is, there exists \( x \in Y \) with \( f(x) \leq f^\ast + \vartheta_* \) and \( f_i(x) \leq -\eta_* \) for all \( i \in I \)).

Boundedness of \( X^{\ast, \vartheta} \) may be guaranteed by usual assumptions. In that case, the Slater CQ, i.e., \( X_{-\eta_*} \neq \emptyset \) for some \( \eta_* > 0 \), implies Assumption 3 with \( \vartheta_* \geq \inf_{x \in X_{-\eta_*}} f(x) - f^\ast = \text{gap}(-\eta_*) \). Assumption 3 allows us to control the complexity of \( X^{\ast, \vartheta} \) in terms of \( X^{\ast, \vartheta} \), for suitable \( \vartheta \) and \( \delta \); see Lemma 5 in [37] for details.

We conclude this section by noting that in the next Sect. 3.5, the functional \( \gamma_2^{(\alpha)} \) is defined with respect to \( d \), i.e., the set-to-point distance associated to the norm \( \| \cdot \| \) over \( \mathbb{R}^d \). See Assumptions 1 and 2.

### 3.4 Deviation and localization arguments under convexity

This section presents a general deterministic perturbation result which is useful in analyzing how the SAA problem differs from the ideal one. In Proposition 4 below, lower and upper tails are distinguished. For estimation, the fact that lower bounds hold under much weaker tail assumptions were already exploited in the literature [29, 35, 36]. Our persistency results for Lasso in Sect. 5 also makes use of this fact. Proposition 4 below is one fundamental ingredient.

**Remark 2** The results in this section are purely deterministic in the sense that we do not need (3) and (4) to hold. We simply need to assume that \( Y \) is as given in Sect. 3; that \( f_i, \hat{F}_i : Y \to \mathbb{R} \) are functions (with \( i \in I_0 \)) and that \( X, \hat{X}, \) etc are defined in terms of the \( f_i \) and \( \hat{F}_i \) as prescribed in Sect. 3. Our results will be the most interesting when the \( \hat{F}_i \) are good approximations to the respective \( f_i \). Proposition 4 below may be useful in other applications where the perturbation of convex optimization problems is of interest.

For convenience, we introduce the following notation. Given \( x, y \in Y, Z \subset Y \) and \( i \in I_0 \):

\[
\hat{\Delta}_i(x) := \hat{F}_i(x) - f_i(x); \tag{15}
\]
\[ \hat{\Delta}_i(y; x) := \hat{\Delta}_i(y) - \hat{\Delta}_i(x). \]  

**Proposition 4** (Proof in companion paper [37]) Assume that \( Y \) is convex and closed and that the functions \( \{ f_i \}_{i \in I_0} \) and \( \{ \hat{F}_i \}_{i \in I_0} \) are all convex and continuous. Given \( \delta^0, \delta > 0 \), assume \( x_{-\delta^0} \in X_{-\delta^0} \). Fix \( \epsilon \geq f(x_{-\delta^0}) - f^* \) and \( \epsilon_0 > 0 \). Define \( \hat{\epsilon} := \hat{F}(x_{-\delta^0}) - \hat{F}^* + \epsilon_0 \). If the following three conditions hold:

1. \[ \max_{i \in I} \hat{\Delta}_i(x_{-\delta^0}) \leq \delta + \delta^0; \]  
2. \[ \min_{i \in I} \inf_{x \in X_{\hat{\epsilon}, \text{act}(i)} \cap \hat{X}^\star_{\hat{\epsilon}}} \hat{\Delta}_i(x) > \delta - \delta; \]  
3. \[ \inf_{x \in X_{\hat{\epsilon}, \text{act}(i)} \cap \hat{X}^\star_{\hat{\epsilon}}} \hat{\Delta}_0(x; x_{-\delta^0}) > -(\epsilon - (f(x_{-\delta^0}) - f^*) - \epsilon_0), \]

then:

1. \( \hat{X}^\star_{\epsilon, \epsilon_0} \subset X_{\hat{\epsilon}}^\star_{\hat{\epsilon}}, \) or equivalently, any \( x \in \hat{X} \) with \( \hat{F}(x) \leq \hat{F}^* + \epsilon_0 \) satisfies \( x \in Y \), \( \max_{i \in I} f_i(x) \leq \delta \) and \( f(x) \leq f^* + \epsilon; \)
2. The values of the SAA and the ideal problem satisfy

\[ |\hat{F}^* - f^*| \leq |\hat{\Delta}_0(x^\star)| + \sup_{x \in X_{\hat{\epsilon}}^\star_{\hat{\epsilon}}} |\hat{\Delta}_0(x; x^\star)| + \max \{ \epsilon, \text{gap}(\delta) \}. \]

**Remark 3** In Proposition 5 in [37], we set \( \hat{\delta} = 0 \). The change in the proof is minor.

### 3.5 Localized bounds for SAA under convexity and heavier tails

We now recall a fundamental result from a companion paper [37]. Theorem 1 below establishes bounds for the SAA problem when the set \( Y \), the functions \( F_i \) are convex and the feasible set satisfies a localized Slater-type condition (Assumption 3). There are two fundamental features in Theorem 1 to be noted. The first concerns “localized” bounds in terms of the geometry around approximate solutions. Unfortunately, the statement of such precise bounds are somewhat involved. Localized bounds in Statistical Learning are also somewhat technical [2]; in our case an additional difficulty lies in the fact that feasibility affects optimality. We recommend reading the preliminary discussion in Section 5.1 in [37]. Additionally, in Section 5.3 in [37], we present two concrete applications of Theorem 1 when the problem has a local regular solution set. They include locally strongly-convex and locally weak sharp problems. In Sect. 4, we apply Theorem 1 to the risk-averse optimization problem, clarifying how to use it in a concrete application. A second observation is that the bounds stated in Theorem 1 hold for a large class of heavier tails. Precisely, it distinguishes two separate components: a subgaussian tail dictated by the geometry of near-optimal solutions and the heavy-tailed behavior of the objective function’s Hölder’s modulus.

**Theorem 1** (Convex sets and functions; proof in companion paper [37]) Make Assumption 3 with constants \( \eta^*, \vartheta^* \). Also assume \( (\sigma^2_\vartheta, \sigma^2(\vartheta, \delta), \alpha, \rho) \)-goodness over the set
$Z = X^*_{\delta}$ for every choice of $(\vartheta, \delta) \in [0, \vartheta_\ast] \times [0, \eta_\ast]$ (cf. Assumption 1), where $\sigma^2(\vartheta, \delta)$ depends continuously on $\vartheta$ and $\delta$ (note that $\sigma^2(\vartheta, \delta)$ depends on $(\vartheta, \delta)$ but the other parameters in Assumption 1 are fixed).

Set $\hat{\vartheta} = 0$. Fix parameter $t \geq 0$. For every $0 < \epsilon \leq \vartheta_\ast$ and $0 < \delta < \eta_\ast$ satisfying $\epsilon + \text{gap}(-\delta) \leq \vartheta_\ast$, set:

$$\hat{w}_N(t; \delta; \epsilon) := \sigma(\epsilon + \text{gap}(-\delta), \delta) \left\{ \frac{4\sqrt{3} \gamma(\alpha)}{\sqrt{N}} \left( X^{*, \epsilon + \text{gap}(-\delta)} \right) \right. + \frac{6 \sqrt{3} \text{diam}_\alpha(X^{*, \epsilon + \text{gap}(-\delta)})}{\sqrt{1 + \log(2|I| + 2) + t}} \right\},$$

For $(\epsilon, \delta)$ as above, we define parameters $\tilde{\vartheta}(t; \epsilon)$ and $\tilde{w}(t; \epsilon)$ as follows.

1. If $I = \emptyset$ (there are no constraints in expectation), then $\tilde{\vartheta}(t; \epsilon) := 0$ and $\tilde{w}(t; \epsilon) = \hat{w}_N(t; 0; \epsilon)$.
2. Otherwise, assume that $S_{N, \eta_\ast}(t; \epsilon) := \{ \delta \in (0, \eta_\ast) : \hat{w}_N(t; \delta; \epsilon) + \sigma_\ast \sqrt{\frac{6(1 + \log(2|I| + 2) + t)}{N}} < \delta \}$ is nonempty, and define

$$\tilde{\vartheta}(t; \epsilon) := \inf S_{N, \eta_\ast}(t; \epsilon) \text{ and } \tilde{w}(t; \epsilon) := \hat{w}_N(t; \tilde{\vartheta}(t; \epsilon); \epsilon).$$

Now, fix $\epsilon_0 \in [0, \vartheta_\ast)$ and assume the set

$$R_{N, \eta_\ast}(t; \epsilon_0) := \{ \epsilon \in (\epsilon_0, \vartheta_\ast] : \epsilon > \epsilon_0 + \text{gap}(-\tilde{\vartheta}(t; \epsilon)) + 2\tilde{w}(t; \epsilon) \},$$

is nonempty so that

$$\tilde{r}(t; \epsilon_0) := \inf R_{N, \eta_\ast}(t; \epsilon_0)$$

is well defined. Also set

$$\tilde{\vartheta}(t) := \lim_{\epsilon \searrow \tilde{r}(t; \epsilon_0)} \tilde{\vartheta}(t; \epsilon).$$

Now define GoodThm.1 $(t, \epsilon_0)$ as the event where the following properties all hold.

(a)

$$\hat{X}^{*, \epsilon_0} \subset X^{*, \tilde{r}(t; \epsilon_0)}_{\tilde{\vartheta}(t)};$$

that is, all $x \in \hat{X}$ with $\hat{F}(x) \leq \tilde{r} + \epsilon_0$ also satisfy $f(x) \leq f^* + \tilde{r}(t; \epsilon_0)$ and $\max_{i \in I} f_i(x) \leq \tilde{\vartheta}(t);$
(b) the values of the SAA and the ideal problem satisfy:

$$|\hat{F}^* - f^*| \leq \sigma_*^\prime \frac{6(1 + \log(2|I| + 2) + t)}{N} + \frac{\hat{r}(t; \epsilon_0)}{2} + \max\{\hat{r}(t; \epsilon_0), \text{gap}(\delta(t))\}.$$  

(c) for all $x \in \hat{X}^*, \epsilon_0$,

$$d(x, X) \leq \min \left\{ \frac{\text{diam}(X^*, \delta)}{\eta_*}, 2\text{diam}(X^*, \hat{r}(t; \epsilon_0)) \right\}.$$  

Then

$$\mathbb{P}(\text{GoodThm.1}(t, \epsilon_0)) \geq 1 - e^{-t} - 2(|I| + 1)\rho.$$  

If we assume instead $(\sigma_*^2, \sigma^2(\theta, \delta), \alpha, p, \kappa_p)$-greatness of the functions $F_i$ (cf. Assumption 2) instead of $(\sigma_*^2, \sigma^2(\theta, \delta), \alpha, \rho)$-goodness, then one may take $\rho = (c_{bdg}\kappa_p \sqrt{p/N})^p$ above.

**Remark 4** For further comments, see Section 5.1 and remarks after Theorem 3 in our companion paper [37]. The non-emptyness of the sets $S_{N, \eta_*}(\cdot; \cdot)$ and $R_{N, \eta_*}(\cdot; \cdot)$, required in Theorem 1, are equivalent to a lower bound on the sample size $N$. As with the obtained rates, a localized lower bound on $N$ can be obtained by using the control on the quantities $\text{gap}(\delta)$, $\sigma(\epsilon + \text{gap}(\delta), \delta)$, $\gamma^2(\alpha)$ and $\text{diam}(X^*, \epsilon + \text{gap}(\delta))$ and solving the inequalities defining $S_{N, \eta_*}(\cdot; \cdot)$ and $R_{N, \eta_*}(\cdot; \cdot)$. This is more concretely exemplified in Propositions 3–4 in our companion paper [37] and also in Sect. 4 when applying Theorem 1 for the risk-averse optimization problem.

### 4 Risk-averse portfolio optimization

In this section we illustrate our results to portfolio risk minimization with conditional value-at-risk constraints. One fundamental tool is the localized bound of Theorem 1. Let us recall that the conditional value at risk at probability level $p$ of an integrable random variable $Z$ is the quantity:

$$\text{CV@R}_p(Z) := \inf_{t \in \mathbb{R}} \left\{ t + \frac{\mathbb{E}(Z - t)_+}{p} \right\}.$$  

Equivalently, CV@R$_p(Z)$ is the expectation of $Z$ when it is conditioned to lie above its $(1 - p)$th quantile. The conditional value at risk is one of the so-called coherent risk measures, which are applied in Finance due to their desirable properties [43].

Consider a random vector $\xi \in \mathbb{R}^{d_0}$ whose law $\mathbf{P}$ has finite first moment. The coordinates of $\xi$ describe the losses of $d_0$ distinct assets $\xi[j]$ ($1 \leq i \leq d_0$) over a period of time; negative losses correspond to gains. One must decide what fraction $x[i]$ of resources to allocate to each asset so as to maximize the expected return. The
vector $x = (x[1], \ldots, x[d_0])^T$ lives in the standard simplex in $\mathbb{R}^{d_0}$:

$$Y_0 := \left\{ x \in \mathbb{R}^{d_0}_+ : \sum_{j=1}^{d_0} x[j] = 1 \right\},$$

and our goal will be to minimize the expected loss $P\langle x, \cdot \rangle$ over $x \in Y_0$ subject to a constraint over the conditional value at risk:

$$\min_{x \in Y_0} P\left( \langle x, \cdot \rangle \right) \quad \text{s.t.} \quad \text{CV@R}_p(\langle x, \xi \rangle) \leq \beta. \quad (20)$$

To make this fit the framework of Sect. 3.1, we set $d := d_0 + 1$ and write elements of $\mathbb{R}^d$ as $(x, t)$ with $x \in \mathbb{R}^{d_0}$ and $t \in \mathbb{R}$. We set $Y := Y_0 \times \mathbb{R}$, $I = \{1\}$ and define functions:

$$F(x, t, \xi) := \langle x, \xi \rangle \quad \text{and} \quad F_1(x, t, \xi) := t + \frac{\langle x, \xi \rangle - t}{p} - \beta.$$

Letting $f(x, t) := P F(x, t, \cdot)$ and $f_1(x, t) := P F_1(x, t, \cdot)$, we see that (11) is an equivalent formulation of the above problem. Here,

$$X := \left\{ (x, t) \in Y : t + \frac{\mathbb{E}[\langle x, \xi \rangle - t]}{p} - \beta \leq 0 \right\}.$$

We will assume that we have i.i.d. samples from $\xi \sim P$. This is probably not a realistic assumption in Finance, but is a good way to illustrate our general theory. In principle, the most general portfolio optimization problem would associate “high risk” to every asset with high returns. Still, it makes sense to envision a case in which, among these, there is a portion of them with significant more risk than the other remaining portion. We formalize this in the next assumption.

**Assumption 4** The coordinates of random vector $\xi \sim P$ take the form:

$$\xi[j] := \begin{cases} -\mu + v[j], & 1 \leq j \leq g; \\ v[j], & g + 1 \leq j \leq g + m; \\ -\mu + \phi W + v[j], & g + m + 1 \leq j \leq d_0. \end{cases}$$

Here:

1. $g, m \geq 1$ are positive integers with $g + m < d_0$;
2. $\mu > 0$ is a positive constant;
3. $v = (v[1], \ldots, v[d_0])^T \in \mathbb{R}^{d_0}$ is a vector of independent and identically distributed random variables with mean 0, variance 1. We also assume that $\mathbb{E}[\|v\|^2_\infty] \leq a$ and $\mathbb{E}[\|v\|^4_\infty] \leq \kappa^2 a^2$ for some $a, \kappa > 0$. 
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4. Finally, $W \in \mathbb{R}$ is a random variable independent of vector $v$ with mean 0, $\phi \geq 1$, $E[W^2] \leq w < +\infty$, $E[W^4] \leq \kappa^2 w^2$, and $\text{CV@R}_p[W] \geq \beta_*$, where $\kappa > 0$ is defined in item 3.

The random vector $\xi$ represents a caricature of a scenario where certain assets have highly correlated risks. The first $g$ assets in $\xi$ are high-return, low-risk assets. Their average return is $-\mu$ and the losses/gains (given by the $v[j]$) have relatively light tails.

The next $m$ assets are also low-risk, but have significantly smaller expected gains. The last $d_0 - m - g$ assets yield as large expected returns as the first $g$ ones, but they also carry a correlated “risk factor” $\phi W$ with large conditional value-at-risk $\phi \beta_*$. Here, $\beta_*$ is the “normalized risk” and $\phi$ is the “risk inflation” factor when $W$ is multiplied by $\phi$. We highlight that, in Assumption 4, the set of “good” $g$ assets are associated to the first $g$ coordinates of $\xi$ for simplicity. Of course, the user does not know which these coordinates are.

Even when Assumption 4 holds, it is not obvious if the SAA of (20) will behave well statistically (when $\phi$ or $\beta_*$ are large compared to other parameters). Precisely, we could in principle expect that the large parameters $(\phi, \beta_*)$ could affect the rate proportionally to the “extrinsic dimension” $d = d_0 + 1$. The content of the next Theorem 2 is to show that this is not the case: $(\phi, \beta_*)$ only affects the statistical rate via a term that is proportional to $g$, the number of “good” assets. We next explain what we mean by this exactly before the precise rates of Theorem 2 are presented.

Let $x^*$ be the solution of (20) and $\hat{x}^*$ be the solution of its SAA. To understand this theorem, note first that for a large class of distributions for $v$ and $W$, we may take $\kappa$ relatively small, say $\kappa = 10$. If other problem parameters are kept fixed, Theorem 2 implies that there exist constants $c, C > 0$ depending on $p, \mu, \beta, \beta_*$ and $w$ such that, if $N \geq d (\phi^2 + a)$ then

$$
P(\hat{x}^*, \cdot) \leq P(x^*, \cdot) + c \frac{\sqrt{1 + t + g} + (\phi^2 + a) \sqrt{d - g}}{\sqrt{N}},$$

$$
\text{CV@R}_p(\langle \hat{x}^*, \xi \rangle) \leq \beta + c \frac{\sqrt{1 + t + g} + (\phi^2 + a) \sqrt{d - g}}{\sqrt{N}},$$

with probability $1 - e^{-t} - C/N$. The above inequalities establish the rate of convergence of the optimal value and feasibility constraint of the SAA solution $\hat{x}^*$ (compared to the true solution $x^*$). We have modeled a correlated “risk factor” $\phi W$ with a variance proportional to $\phi^2$ and conditional value-at-risk of at least $\phi \beta_*$. Examining the above rates, we see they can be split into the components of order

$$
\sqrt{\frac{\phi^2 + a}{N} g} \quad \text{and} \quad \frac{\beta + \mu}{\phi \beta_*} \sqrt{\frac{\phi^2 + a(d - g)}{N}}.
$$

We illustrate the above rates in two “high risk” regimes. First, suppose the risk inflation factor is reasonable, say, $\phi = 1$. In this case, the dependence of the rate with $d - g$ decreases proportionally to $\beta_*^2$. In particular, if the normalized risk $\beta_*$ is very
large, say, \( \beta^* \geq (\beta + \mu) \sqrt{\frac{d-g}{g}} \), then the optimality and feasibility rates of the SAA are of the order \( \sqrt{\frac{(\phi^2 + a)g}{N}} + (\beta + \mu) \sqrt{\frac{d-g}{N}} \). This rate depends only on \( g \). Secondly, suppose now that the normalized risk \( \beta^* \) is reasonable, say \( \beta^* = 1 \), but the risk inflation factor \( \phi \) is very large (compared to the other parameters). Then the optimality and feasibility rates of the SAA are of the order \( \sqrt{\frac{(\phi^2 + a)g}{N}} + (\beta + \mu) \sqrt{d-g} \). While this rate still depends on the extrinsic dimension \( d \) it satisfies a “robust” property with respect to risk inflation: \( \phi^2 \) affects the rate via a term proportional to \( \sqrt{N} \) but not to \( d - g \). In establishing such precise rates, we crucially use the “localization” feature of Theorem 1.

We now state the theorem.

**Theorem 2** Let \( x^* \) denote the solution (20) and \( \hat{x}^* \) denote the solution of its SAA problem. Let \( A := a + \phi^2 w + 1 \). Then there exist absolute constants \( C, C_0 > 0 \) such that, for all \( t \geq 0 \), if \(-\mu + (1/p \sqrt{g}) \leq \beta/2 \) and

\[
C_0 \sqrt{A} \frac{\sqrt{g} + \left( \frac{1}{\mu} + \frac{\beta + \mu}{\phi \beta^*} \right) \sqrt{d-g} + (\Delta + 2) \sqrt{1+t}}{p \sqrt{N}} < \beta/2,
\]

\[
C_0 \frac{\sqrt{A} \sqrt{d-g}}{p \sqrt{N} \mu} \leq 1/2,
\]

where \( \Delta := \frac{\beta + \mu}{1-p} \), then the following holds with probability \( \geq 1 - e^{-t} - C \kappa^2 / N \):

\[
P(\langle \hat{x}^*, \cdot \rangle) \leq P(\langle x^*, \cdot \rangle) + C \frac{\sqrt{A}}{p \sqrt{N}} \left\{ \sqrt{g} + \frac{\beta + \mu}{\phi \beta^*} \sqrt{d-g} + (\Delta + 2) \sqrt{1+t} \right\},
\]

\[
CV@R_p(\langle \hat{x}^*, \xi \rangle) \leq \beta + C \frac{\sqrt{A}}{p \sqrt{N}} \left\{ \sqrt{g} + \frac{\beta + \mu}{\phi \beta^*} \sqrt{d-g} + (\Delta + 2) \sqrt{1+t} \right\}
\]

\[
+C \frac{\sqrt{A} \sqrt{d-g}}{p \sqrt{N} \mu} \cdot \frac{\sqrt{A}}{p \sqrt{N}} \left\{ \sqrt{g} + \frac{\beta + \mu}{\phi \beta^*} \sqrt{d-g} + (\Delta + 2) \sqrt{1+t} \right\}.
\]

**Remark 5** We note that, from Proposition 6, \( P(\langle x^*, \cdot \rangle) = -\mu \).

### 4.1 Preliminaries

We will prove Theorem 2 via Theorem 1. To do this, we first prove some properties about the corresponding ideal problem. One fact that we will often use implicitly is that the conditional value-at-risk of a random variable \( Z \) satisfies:

\[ \forall a \in \mathbb{R}_+, \forall b \in \mathbb{R} : CV@R_p(a Z + b) = a CV@R_p(Z) + b. \]

In the rest of this section, \( \| \cdot \| \) denotes the \( \ell_1 \) norm over \( \mathbb{R}^d \).
Proposition 5 For any $x \in Y_0$,

\[
P(\langle x, \cdot \rangle) = -\mu \left( 1 - \sum_{j=g+1}^{g+m} x[j] \right).
\]

In particular, the value of the problem (20) is at least $-\mu$ and any solution $x$ with $\mathbb{E}[\langle \xi, x \rangle] \leq \epsilon - \mu$ must satisfy

\[
\sum_{j=g+1}^{g+m} x[j] \leq \frac{\epsilon}{\mu}.
\]

Proof Note that

\[
\langle x, \xi \rangle = \langle x, v \rangle - \mu \left( 1 - \sum_{i=g+1}^{g+m} x[i] \right) + W \left( \sum_{i=g+m+1}^{d_0} x[i] \right).
\]

(21)

Since $\mathbb{E}[v] = 0$ and $\mathbb{E}[W] = 0$, we obtain the expression for $\mathbb{E}[\langle \xi, x \rangle]$. The other statements follow trivially.

Proposition 6 Assume $-\mu + 1/(p\sqrt{g}) \leq \beta/2$. Choose

\[
(x^*, t^*) \in Y \times \mathbb{R}
\]

with $x^*[j] = 1/g$ for $1 \leq j \leq g$, $x^*[j] = 0$ for $j > g$, and $t^*$ a $(1-p)$-quantile of $-\langle x^*, \xi \rangle$. Then $(x^*, t^*)$ is an optimal solution to (20), and $\text{CV@R}_p[\langle \xi, x^* \rangle] \leq \beta/2$.

Proof Clearly, $P(\langle x^*, \cdot \rangle) = -\mu$. Moreover,

\[
\text{CV@R}_p(\langle x^*, \xi \rangle) = \text{CV@R}_p \left( -\mu + \frac{1}{g} \sum_{j=1}^{g} v[j] \right) \leq -\mu + \frac{\mathbb{E} \left( \frac{1}{g} \sum_{j=1}^{g} v[j] \right)}{p}.
\]

Since

\[
\mathbb{E} \left| \frac{1}{g} \sum_{j=1}^{g} v[j] \right| \leq \sqrt{\mathbb{E} \left( \frac{1}{g} \sum_{j=1}^{g} v[j] \right)^2} = \frac{1}{\sqrt{g}},
\]

we deduce (using our assumptions) that $\text{CV@R}_p(\langle x^*, \xi \rangle) \leq -\mu + 1/(p\sqrt{g}) \leq \beta/2$ and $(x^*, t^*)$ is feasible.

Proposition 7 For any pair $(x, t) \in Y$,

\[
\sum_{j=g+m+1}^{d_0} x[j] \leq \frac{\text{CV@R}_p(\langle x, \xi \rangle) + \mu}{\phi \beta_*}.
\]
Proof Looking at (21) and the fact that \( v \) and \( W \) are independent and centered, we see that:

\[
\mathbb{E}[[x, \xi] \mid W] = -\mu \left( 1 - \sum_{j=g+1}^{g+m} x[j] \right) + \phi W \left( \sum_{j=g+m+1}^{d_0} x[j] \right).
\]

In particular, for any \( t \in \mathbb{R} \), the conditional Jensen’s inequality implies:

\[
\mathbb{E}((x, \xi) - t)_+ \geq \mathbb{E} \left( -\mu \left( 1 - \sum_{j=g+1}^{g+m} x[j] \right) + \phi W \left( \sum_{j=g+m+1}^{d_0} x[j] \right) - t \right)_+,
\]

and we obtain:

\[
\text{CV@R}_p((x, \xi)) \geq - \left( 1 - \sum_{j=g+1}^{g+m} x[j] \right) \mu + \left( \sum_{j=g+m+1}^{d_0} x[j] \right) \text{CV@R}_p(\phi W) \geq -\mu + \phi \beta_* \left( \sum_{j=g+m+1}^{d_0} x[j] \right).
\]

\[
\square
\]

Proposition 8 Given a feasible pair \((x, t) \in X\), we have

\[
\beta - \Delta \leq t \leq \beta, \text{ with } \Delta := \frac{\beta + \mu}{1 - p}.
\]

Proof Write

\[
\tilde{F}_1(x, t, \xi) := t + \frac{(x, \xi) - t}{p}. \tag{22}
\]

If \((x, t)\) is feasible, \(\mathbb{P}[	ilde{F}_1(x, t, \cdot)] \leq \beta\), so \(t \leq \beta\). Moreover,

\[
\mathbb{P}[	ilde{F}_1(x, t, \cdot)] \geq t + \mathbb{P} \left[ \frac{(x, \cdot) - t}{p} \right] = \mathbb{P} \left[ \frac{(x, \cdot)}{p} \right] - \frac{(1 - p) t}{p} \geq -\frac{\mu}{p} - \frac{(1 - p) t}{p},
\]

so

\[
-\frac{\mu}{p} - \frac{(1 - p) t}{p} \leq \beta \Rightarrow t \geq \beta - \Delta.
\]

\(\square\) Springer
Lemma 1 Assume $\| \cdot \|$ is the $\ell^1$ norm over $\mathbb{R}^d$. Then:

(i) The $(\sigma^2, \alpha, q, \kappa_q)$-greatness assumption is satisfied over $Y$ (cf. Assumption 2) with

$$\sigma^2 = \sigma^2 = \frac{2A}{p^2} = \frac{a + \phi^2w + 1}{p^2}, \alpha = 1, q = 2 \text{ and } \kappa_2 = \kappa.$$

As a consequence, the $(\sigma^2, \alpha, q, \kappa_q)$-greatness assumption over $Y$ is also satisfied with

$$\rho := \frac{2}{N} (c_{bdg} \kappa)^2.$$

(ii) Given $\epsilon > 0$, $\text{diam}(X^{*, \epsilon}) \leq \Delta + 2$ and

$$\gamma_2^{(1)}(X^{*, \epsilon}) \leq \sqrt{g} + \min \left\{1, \left(\frac{\epsilon}{\mu} + \frac{\beta + \mu}{\phi \beta_*}\right)\right\} \sqrt{d - g + \Delta}.$$

Proof We fix the $\ell^1$ norm over $\mathbb{R}^d = \mathbb{R}^{d_0+1}$. With this notation, it is clear that $x \mapsto F_1(x, t, \xi)$ is a $L_1(\xi)$-Lipschitz function of $x$, with

$$L_1(\xi) := \frac{\phi |W| + \|v\|_\infty + 1}{p}.$$ 

Under our assumptions,

$$\mathbb{P}_{L_1^2}(\cdot) \leq \frac{2(\phi^2w + a + 1)}{p^2} = \frac{2A}{p^2} \text{ and } \mathbb{P}_{L_1^4}(\cdot) \leq 4\kappa^2 \frac{\phi^4w^2 + a^2 + 1}{p^4} \leq \kappa^2 \left(\frac{2A}{p^2}\right)^2,$$

so the $(\sigma^2, \alpha, q, \kappa_q)$-greatness assumption is indeed satisfied as claimed in item i).

Let us now prove item ii). Given $m \in \mathbb{N}$, let $\mathbb{B}^m$ be the $\ell_1$ unit ball in $\mathbb{R}^m$. Propositions 5, 7 and 8 give:

$$X^{*, \epsilon} \subset \mathbb{B} \times \left\{\min \left[1, \left(\frac{\epsilon}{\mu} + \frac{\beta + \mu}{\phi \beta_*}\right)\right] \mathbb{B}^{d-g}\right\} \times [\beta - \Delta, \beta].$$

This fact, Proposition 1 and (10) give the claimed bound on $\gamma_2^{(1)}(X^{*, \epsilon})$ (with room to spare in the constant factor). Finally, for any $(x, t), (x', t') \in X^{*, \epsilon}$, $\|x - x'\| = \sum_{j=1}^{d_0} |x[j] - x'[j]| + |t - t'| \leq 2 + \Delta$, since $x$ and $x'$ lie in the unit simplex and $|t - t'| \leq \Delta$. We thus conclude that $\text{diam}(X^{*, \epsilon}) \leq 2 + \Delta$. 

\qed
4.2 Proof of SAA approximation properties

We are now ready to prove our main result on the CV@R-constrained portfolio optimization problem.

Proof of Theorem 2 In this proof, \( C, C_0 > 0 \) denote absolute constants whose value may change from line to line. We will apply Theorem 1 in what follows, and we take the notation in that theorem for granted. Let us fix \( t \geq 0 \). In our setting \( \epsilon_0 := 0 \). The assumptions of Theorem 1 are satisfied with \( |I| = 1, \vartheta_* := 1 \) and \( \eta_* = \beta/2 \) (say). Indeed, the optimal solution \((x^*, t^*)\) from Proposition 6 belongs to \( X_{\vartheta_*}^{\eta_*} \) under the assumptions of the present theorem and the feasible set is compact. Therefore, \( \text{gap}(-\delta) = 0 \) for all \( 0 \leq \delta \leq \eta_* \). This ensures Assumption 3 is satisfied. As for Assumption 2, by Lemma 1 we may take \( \sigma_*^2 = \sigma^2(\vartheta, \delta) = 2A/p^2 \) and \( \rho \) as in item i) of Lemma 1. It follows that the \((\sigma_*^2, \sigma^2(\vartheta, \delta), 1, \rho)\)-goodness assumption is satisfied over \( Y \) and so over \( X_{\vartheta_*}^{\eta_*} \) for all \( \vartheta \in [0, \vartheta_*] \) and \( \delta \in [0, \eta_*] \).

We assume \( N \) satisfies
\[
C_0 \sqrt{A} \frac{\sqrt{g} + \left( \frac{1}{\mu} + \frac{\mu + \phi \delta_*}{\varphi \delta_*} \right) \sqrt{d - g} + (\Delta + 2) \sqrt{1 + t}}{\sqrt{N}} < \frac{\beta}{2}, \tag{23}
\]
\[
C_0 \frac{\sqrt{A} \sqrt{d - g}}{p \sqrt{N} \mu} \leq 1/2, . \tag{24}
\]

By item ii) in Lemma 1, the quantity \( \hat{w}_N(t; \delta; \epsilon) \) in Theorem 1 satisfies:
\[
\hat{w}_N(t; \delta; \epsilon) \leq C \frac{\sqrt{g} + \left( \frac{\epsilon}{\mu} + \frac{\mu + \phi \delta_*}{\varphi \delta_*} \right) \sqrt{d - g} + (\Delta + 2) \sqrt{1 + t}}{p \sqrt{N}}, \tag{25}
\]
for all \( 0 \leq \delta \leq \eta_* \) and \( 0 \leq \epsilon \leq \vartheta_* \). Recalling that \( \sigma_*^2 = 2A/p^2 \) and by adjusting the constant \( C_0 \) in (23) if necessary, we may ensure that, for all \( 0 \leq \epsilon \leq \vartheta_* \), \( S_{N, \eta_*}(t; \epsilon) \neq \emptyset \) and
\[
\hat{\delta}(t; \epsilon) \leq C \frac{\sqrt{g} + \left( \frac{\epsilon}{\mu} + \frac{\mu + \phi \delta_*}{\varphi \delta_*} \right) \sqrt{d - g} + (\Delta + 2) \sqrt{1 + t}}{p \sqrt{N}}. \tag{26}
\]

Consider now the definition of \( R_{N, \eta_*}(t; 0) \) and recall that \( \text{gap}(-\tilde{\delta}(t, \epsilon)) = 0 \) for all \( 0 \leq \epsilon \leq \vartheta_* = 1 \). As, of course, \( \hat{w}_N(t; \epsilon) := \hat{w}_N(t; \tilde{\delta}(t; \epsilon); \epsilon) \) satisfies the same upper bound (25), we may adjust \( C_0 \) in (23) if necessary and obtain that \( R_{N, \eta_*}(t; 0) \neq \emptyset \). By definition, in establishing an upper bound on \( \tilde{r}(t; 0) \), it is sufficient to find the least \( \epsilon \in (0, \vartheta_*] \) satisfying
\[
2C \frac{\sqrt{A}}{p \sqrt{N}} \left\{ \sqrt{g} + \frac{\beta + \mu}{\varphi \delta_*} \sqrt{d - g} + (\Delta + 2) \sqrt{1 + t} \right\} < \left( 1 - 2C \frac{\sqrt{A}}{p \sqrt{N}} \cdot \frac{\sqrt{d - g}}{\mu} \right) \epsilon.
\]
Therefore, by adjusting the constant in (24) if necessary,

$$
\tilde{r}(t; 0) \leq C \sqrt{\frac{A}{p\sqrt{N}}} \left\{ \sqrt{g} + \frac{\beta + \mu}{\phi_\delta} \sqrt{d - g + (\Delta + 2)\sqrt{1+t}} \right\}.
$$

Finally, by setting $\epsilon \searrow \tilde{r}(t; 0)$ in (26), we get

$$
\tilde{\delta}(t) \leq C \sqrt{\frac{A}{p\sqrt{N}}} \left\{ \sqrt{g} + \frac{\beta + \mu}{\phi_\delta} \sqrt{d - g + (\Delta + 2)\sqrt{1+t}} \right\} + C \sqrt{\frac{A}{p\sqrt{N}}} \frac{A}{\sqrt{\mu} p\sqrt{N}} \left\{ \sqrt{g} + \frac{\beta + \mu}{\phi_\delta} \sqrt{d - g + (\Delta + 2)\sqrt{1+t}} \right\}.
$$

$\square$

### 5 Persistency results for least squares with LASSO-type constraints

In this section we obtain improved persistence bounds for a variant of LASSO method for least squares in very high dimensions. One main building block is Proposition 4.

The sample space considered is $\Xi := \mathbb{R}^d \times \mathbb{R}$ and a point $\xi \in \Xi$ will be decomposed as $\xi = (x(\xi), y(\xi))$ where $x(\xi) \in \mathbb{R}^d$ and $y(\xi) \in \mathbb{R}$. Within the setup of Sect. 3, we define the loss function $F(x, \xi) := [y(\xi) - \langle x(\xi), x \rangle]^2$ ($x \in \mathbb{R}^d$),

where $\langle \cdot, \cdot \rangle$ denotes the standard inner product. In our notation, we define the risk $f(x) := \mathbb{P} F(x, \cdot)$ and empirical risk $\hat{F}(x) := \hat{\mathbb{P}} F(x, \cdot)$, where $\hat{\mathbb{P}}$ is the empirical distribution with respect to a size-$N$ i.i.d. sample $\xi^N$ of $\mathbb{P}$. Finally, we let $Y \subset \mathbb{R}^d$ denote a closed convex set and consider minimizing $f$ over (a subset of) $Y$ via estimators $\hat{x} := \hat{x}(\xi^N)$. We define the population and empirical design matrices, $\Sigma \in \mathbb{R}^{d \times d}$ and $\hat{\Sigma} \in \mathbb{R}^{d \times d}$, respectively, by

$$
\forall v \in \mathbb{R}^d, \quad \Sigma v := \mathbb{P}\langle v, x(\cdot) \rangle x(\cdot), \quad (27)
$$

$$
\hat{\Sigma} v := \hat{\mathbb{P}}\langle v, x(\cdot) \rangle x(\cdot). \quad (28)
$$

Recall that the usual ordinary least squares method minimizes $\hat{F}$. When $N \gg d$, this method typically produces a good approximation of the minimizer of $f$. This is not true in the $N \ll d$ setting, where the least squares estimator is not consistent. For this setting, Tibshirani [51] proposed minimizing $\hat{F}$ subject to a constraint on the $\ell_1$ norm $||x||_1$ of $x$: for some $R > 0$,

$$
\hat{x}_{\text{lasso}, 0}^R := \arg\min \left\{ \hat{F}(x) : x \in \mathbb{R}^d, ||x||_1 \leq R \right\}.
$$

Since then there has been an explosion of theoretical and practical work on the LASSO. Most of the current literature considers a penalized variant of this estimator.
Let’s denote the \( \ell \)th coordinate of \( \mathbf{x}(\xi) \) as \( x(\xi)[\ell] \) and the diagonal matrix in \( \mathbb{R}^{d \times d} \) with entries \( a_1, \ldots, a_p \) as \( \text{diag}(a_\ell)_{\ell=1}^d \). Given \( q \in [1, \infty) \), we define the following diagonal matrices in \( \mathbb{R}^{d \times d} \):

\[
\hat{\mathbf{D}}_q := \text{diag} \left( \sqrt[q]{\hat{\mathbf{P}}[\mathbf{x}(\cdot)[\ell]]} \right)_{\ell=1}^d, \quad \mathbf{D}_q := \text{diag} \left( \sqrt[q]{\mathbf{P}[\mathbf{x}(\cdot)[\ell]]} \right)_{\ell=1}^d.
\]

It is instructive to remark that the diagonal elements of the matrices in (27)–(29) are related by

\[
\Sigma_{1}[\ell, \ell] = D_2[\ell, \ell]^2 \quad \text{and} \quad \hat{\Sigma}_{1}[\ell, \ell] = \hat{D}_2[\ell, \ell]^2.
\]

Bickel, Ritov and Tsybakov [5] considers the penalized least squares problem under fixed design:

\[
\hat{x}^R_{\text{lasso}} := \arg\min_{\mathbf{x} \in \mathbb{R}^d} \{ \hat{F}(\mathbf{x}) + \lambda \| \hat{D}_2 \mathbf{x} \|_1 : \mathbf{x} \in \mathbb{R}^d \}.
\]

**Theorem 3** (A persistent result for LASSO-type constraints with heavier tails) Assume \((\mathbf{x}(\xi), y(\xi)) \in \mathbb{R}^d \times \mathbb{R} \) is a random vector with finite \( q \)th moments, \( q \geq 9 \). Considering Definition (27), we assume that there exist numbers \( C, u > 0 \) and \( p \in (0, 1] \) such that

\[
\forall v \in \mathbb{R}^d, \quad \mathbf{P} \left\{ \xi \in \Xi : |\langle v, \mathbf{x}(\xi) \rangle| > u \sqrt{\langle v, \Sigma v \rangle} \right\} \geq p,
\]

\[
\forall 1 \leq \ell \leq d, \quad \sqrt{\mathbf{P}[\mathbf{x}(\cdot)[\ell]]} \leq C \sqrt{\mathbf{P}[\mathbf{x}(\cdot)[\ell]]^3}.
\]

Let \( \hat{\mathbf{P}} \) be the empirical distribution corresponding to a size-\( N \) i.i.d. sample \( \{\xi_j\}_{j \in [N]} \) of \( \mathbf{P} \). Choose \( R > 0 \) and define:

\[
\hat{x}_{\text{lasso}} := \arg\min_{\mathbf{x} \in \mathbb{R}^d} \{ \hat{F}(\mathbf{x}) : \| \hat{D}_3 \mathbf{x} \|_1 \leq R \}.
\]

Choose also the confidence level \( \delta \in (0, 1) \).

Then there exists \( C_0 > 0 \) depending only on \( C, q, u \) and \( p \) such that the following holds. Suppose that the sample size is large enough so that \( N \geq (1/\delta)^{4/3q} \) and

\[
\alpha := C_0 \sqrt{\frac{\ln(d/\delta)}{N}} \leq \frac{1}{2}.
\]

We define the “true solution”

\[
x_* := \arg\min_{\mathbf{x} \in \mathbb{R}^d} \{ f(\mathbf{x}) : \| \mathbf{D}_3 \mathbf{x} \|_1 \leq (1 + \alpha)R \},
\]

and the “noise” \( \epsilon(\xi) := y(\xi) - (x_*, \mathbf{x}(\xi)) \). Then with probability \( \geq 1 - \delta \), the following exact feasibility and near-optimality hold for the SAA solution \( \hat{x}_{\text{lasso}} \):

\[
\| \mathbf{D}_3 \hat{x}_{\text{lasso}} \|_1 \leq (1 + \alpha)R,
\]

\[
f(\hat{x}_{\text{lasso}}) - f(x_*) \leq C_1 \left[ (\mathbf{P} + \hat{\mathbf{P}}) \epsilon(\cdot) \right]^6 \left( R \sqrt{\frac{\ln(d/\delta)}{N}} + R^2 \frac{\ln(d/\delta)}{N} \right),
\]

\( \square \) Springer
where \( C_1 > 0 \) is a constant that only depends on \( C \) and \( q \).

### 5.1 Proof of Theorem 3

The proof of Theorem 3 will be derived as a consequence of the following four probabilistic Lemmas 2–5 and the verification that these lemmas imply, with high-probability, the conditions of Proposition 4. The proofs of such lemmas are postponed to Sect. 5.1.1.

**Lemma 2** Let \( \alpha \) as in Theorem 3 with \( C_0 \) only depending on \( C \). Then the event

\[
\text{Norm} := \{ \| \hat{D}_3 x_\# \|_1 \leq (1 + \alpha)^2 R \},
\]

has probability \( \mathbb{P}(\text{Norm}) \geq 1 - \frac{\delta}{4} \).

**Lemma 3** Let \( \alpha \in (0, \frac{1}{2}] \) be defined as in Theorem 3. Then, by enlarging \( C_0 \) (as a function only of \( C \)), the event

\[
\text{Diag} := \bigcap_{\ell=1}^d \left\{ \hat{P}[x(\cdot)[\ell]]^3 \geq \frac{1}{(1 + \alpha)^3} P[x(\cdot)[\ell]]^3 \right\},
\]

has probability \( \mathbb{P}(\text{Diag}) \geq 1 - \frac{\delta}{4} \).

**Lemma 4** By enlarging \( C_0 \) (as a function only of \( C \) as stated in Theorem 3), there exists a constant \( C_2 > 0 \), depending only on \( C \), such that the event

\[
\text{Grad} := \left\{ \left\| \hat{D}_3^{-1} (P - \hat{P}) \epsilon(\cdot) x(\cdot) \right\|_\infty \leq C_2 \sqrt{\frac{\ln(d/\delta)}{N}} \sqrt{(P + \hat{P}) \epsilon(\cdot)} \right\},
\]

has probability \( \mathbb{P}(\text{Grad}) \geq 1 - \frac{\delta}{4} \).

**Lemma 5** By enlarging \( C_0 \) (as a function of \( C \), \( u \) and \( p \) as stated in Theorem 3), there exists constants \( C_3 > 0 \) and \( \phi \in (0, 1) \), depending only on \( C \), \( u \) and \( p \), such that the event

\[
\text{Quad} := \left\{ \forall v \in \mathbb{R}^d, \langle v, \hat{\Sigma} v \rangle \geq \phi \langle v, \Sigma v \rangle - C_3 \frac{\ln(d/\delta)}{N} \| \hat{D}_3 v \|_1 \right\},
\]

has probability \( \mathbb{P}(\text{Quad}) \geq 1 - \frac{\delta}{4} \).

Granting the above lemmas, our proof strategy is to prove the following claim:

**Claim:** Whenever the events Norm, Diag, Quad and Grad all take place, the inequalities (32)–(33) are valid.
From this point on we will assume that \( \text{Norm} \cap \text{Diag} \cap \text{Quad} \cap \text{Grad} \) takes place with the constants \( C_0, C_1 \) and chosen \( R, \alpha, N \) and \( \delta \) as stated in Theorem 3 (leaving their proof to Sect. 5.1.1). Our goal is then to prove the Claim since it implies that

\[
P \{ (32) \text{ and } (33) \text{ hold} \} \geq P \{ \text{Norm} \cap \text{Diag} \cap \text{Quad} \cap \text{Grad} \} \geq 1 - \delta,
\]

which in turn implies Theorem 3. We will prove Claim by verifying the conditions of the Proposition 4, which is a deterministic perturbation result.

In our case we take \( Y := \mathbb{R}^d \) and let

\[
f(x) := \mathbf{P}(y(\cdot) - (x(\cdot), x))^2,
\]
\[
f_1(x) := \|D_3x\|_1 - (1 + \alpha)R, \quad (x \in \mathbb{R}^d)
\]

be, respectively, the objective and the unique soft constraint. We thus have \( X := \{ x \in \mathbb{R}^d : \|D_3x\|_1 \leq (1 + \alpha)R \} \). Our noisy objective and constraint are, respectively,

\[
\hat{F}(x) := \mathbf{P}(y(\cdot) - (x(\cdot), x))^2,
\]
\[
\hat{F}_1(x) := \|\hat{D}_3x\|_1 - (1 + \alpha)R, \quad (x \in \mathbb{R}^d),
\]

with the tuning parameter \( \hat{\delta} := -\alpha R \), so that

\[
\hat{X} := \{ x \in \mathbb{R}^d : \|\hat{D}_3x\|_1 \leq R \}.
\]

To continue, we state the following formulae obtained from the first-order condition of problem \( \min_X f \).

Lemma 6 The following identities hold:

\[
f(x) - f(x_*) = \langle (x - x_*) , \Sigma (x - x_*) \rangle - 2\langle \mathbf{P} \epsilon(\cdot) x(\cdot), x - x_* \rangle,
\]
\[
\hat{F}(x) - \hat{F}(x_*) = \langle (x - x_*) , \hat{\Sigma} (x - x_*) \rangle - 2\langle \hat{\mathbf{P}} \epsilon(\cdot) x(\cdot), x - x_* \rangle.
\]

Moreover, for all \( x \in X \),

\[
\langle \mathbf{P} \epsilon(\cdot) x(\cdot), x - x_* \rangle \leq 0, \quad \langle (x - x_*) , \Sigma (x - x_*) \rangle \leq f(x) - f(x_*).
\]

Proof To prove the first identity, just note that, by definition of \( \epsilon(\xi) \), we have that \( f(x) - f(x_*) = \mathbf{P}(\epsilon(\cdot) + (x(\cdot), x_* - x))^2 - \mathbf{P}\epsilon(\cdot)^2 \). To finish, just expand such relation and use that \( \langle v, \Sigma v \rangle = \mathbf{P}(x(\cdot), v)^2 \) for any \( v \in \mathbb{R}^d \). The proof is analogous for the second identity replacing the measure \( \mathbf{P} \) by \( \hat{\mathbf{P}} \). We omit the details.

From the first identity in the statement, we conclude that the first-order condition of problem \( \min_X f \) is:

\[
2\Sigma (x - x_*) - 2\mathbf{P} \epsilon(\cdot) x(\cdot), x - x_* \rangle \geq 0, \quad \forall x \in X.
\]

The above relation and, again, the first identity in the statement prove the inequalities stated in the lemma. \( \square \)
It will be useful to bound the quantities in the previous lemma in terms of norms of \( D_3x \) and \( \hat{D}_3x \) for given \( x \in \mathbb{R}^d \). This is the content of the next lemma.

**Lemma 7** For all \( x \in \mathbb{R}^d \),

\[
\langle x, \Sigma x \rangle \leq \| D_3x \|^2, \\
\langle x, \hat{\Sigma} x \rangle \leq \| \hat{D}_3x \|^2, \\
\langle P \epsilon(\cdot)x(\cdot), x \rangle \leq \sqrt[6]{P \epsilon(\cdot)} \cdot \| D_3x \|_1.
\]

**Proof** In order to prove the first inequality, we let \( z := D_3x \) and note that

\[
\langle x, \Sigma x \rangle = \langle z, D_3^{-1} \Sigma D_3^{-1} z \rangle = \sum_{\ell,k=1}^d z[\ell]z[k] \left\{ \frac{P(x(\cdot)[\ell]x(\cdot)[k])}{\sqrt[6]{P(x(\cdot)[\ell])^3} \cdot \sqrt[6]{P(x(\cdot)[k])^3}} \right\},
\]

where we have used that \( D_3^{-1} \) is diagonal with \( i \)th entry \( (P|x(\cdot)[i]|^3)^{-\frac{1}{3}} \) and \( \Sigma[\ell, k] = P(x(\cdot)[\ell]|x(\cdot)[k]) \). We claim that the terms in curly brackets above are less than 1. To prove this, we just need to apply the Cauchy-Schwarz and Jensen inequalities:

\[
P(x(\cdot)[\ell]|x(\cdot)[k]) \leq [P|x(\cdot)[\ell]|^3]^\frac{1}{2} [P|x(\cdot)[k]|^3]^\frac{1}{2} \leq [P|x(\cdot)[\ell]|^3]^{\frac{1}{2}} [P|x(\cdot)[k]|^3]^{\frac{1}{2}}.
\]

We deduce that

\[
\langle x, \Sigma x \rangle \leq \sum_{\ell,k=1}^d z[\ell]z[k] = \| z \|^2 = \| D_3x \|_1,
\]
as claimed. The proof of the second inequality stated in the lemma is analogous.

For the last inequality stated in the lemma, we use a similar reasoning. We have

\[
\langle P \epsilon(\cdot)x(\cdot), x \rangle = \langle D_3^{-1} P \epsilon(\cdot)x(\cdot), z \rangle \\
\leq \sum_{\ell=1}^d |z[\ell]| \frac{|P(\epsilon(\cdot)x(\cdot)[\ell])|}{|P|x(\cdot)[\ell]|^3}^{\frac{1}{3}}
\]

(by Holder’s inequality)

\[
\leq \sum_{\ell=1}^d |z[\ell]| \|P(\epsilon(\cdot)[\ell])\|^{\frac{3}{2}}
\]

(by Jensen’s inequality)

\[
\leq \| z \|_1 [P|\epsilon(\cdot)|^6]^{\frac{1}{6}} = \| D_3x \|_1 [P|\epsilon(\cdot)|^6]^{\frac{1}{6}}.
\]

We have thus finished the proof. \( \square \)

We now prepare the ground for applying Proposition 4 for appropriate \( \delta^0, \delta, \epsilon \). In our setting \( \epsilon_0 = 0 \) as we are interested in the exact Lasso solution. We set \( \delta := 0 \). We first find \( y_* \in X \) such that \( f_1(y_*) < -\alpha R \). We claim that it suffices to choose

\[
y_* := \frac{1 - \alpha}{1 + \alpha} x_*.
\]

(34)
Indeed, \(y_* \in X\) and \(\|D_3y_*\|_1 - (1 + \alpha) R = \frac{1 - \alpha}{1 + \alpha} \|D_3x_*\|_1 - (1 + \alpha) R \leq (1 - \alpha) R - (1 + \alpha) R = -2\alpha R\). We now set \(\delta^o := -f_1(y_*) > 0\) and \(x_\delta^o := y_*\).

If Norm holds and \(\alpha \leq \frac{1}{2}\) (under the conditions of Theorem 3), then we also have the following useful inequality

\[
\|D_3(y_* - x_\delta^o)\|_1 \leq 3\alpha R. \tag{35}
\]

Indeed, \(\|D_3(y_* - x_\delta^o)\|_1 = \frac{2\alpha}{1 + \alpha} \|D_3x_*\|_1 \leq 2\alpha R\), since \(x_* \in X\) and \(\|D_3(y_* - x_\delta^o)\|_1 = \frac{2\alpha}{1 + \alpha} \|D_3x_*\|_1 \leq 2\alpha(1 + \alpha)R \leq 3\alpha R\), since Norm holds and \(\alpha \leq \frac{1}{2}\).

From Lemmas 6–7 and (35), we get

\[
f(y_*) - f(x_\delta^o) \leq \|D_3(y_* - x_\delta^o)\|_1^2 + 2\|D_3(y_* - x_\delta^o)\|_1 \sqrt{P_\epsilon(\cdot)}^6 \leq \alpha^2 R^2 + \alpha R \|D_3x_*\|_1 \sqrt{P_\epsilon(\cdot)}^6 \leq C_4 \left( \frac{\ln(d/\delta)}{N} R^2 + \sqrt{\frac{\ln(d/\delta)}{N}} R \sqrt{P_\epsilon(\cdot)}^6 \right) \leq \epsilon, \tag{36}
\]

for some constant \(C_4\) depending on \(C_0\). In above, the last inequality is chosen by definition of \(\epsilon\) so that \(\epsilon \geq f(y_*) - f^*\) as required by Proposition 4.

We will now check conditions (17)–(19) of Proposition 4. We start with (17): since \(\delta^o = -f_1(y_*)\) it is enough to obtain \(\hat{F}_1(y_*) \leq -\alpha R = \hat{\delta}\). Indeed,

\[
\hat{F}_1(y_*) = \|D_3y_*\|_1 - (1 + \alpha) R = \frac{1 - \alpha}{1 + \alpha} \|D_3x_*\|_1 - (1 + \alpha) R \leq (1 - \alpha)(1 + \alpha)R - (1 + \alpha) R = -\alpha(1 + \alpha)R < -\alpha R.
\]

We now check (18). As \(\delta = 0\) and \(\hat{\delta} = -\alpha R\), it is enough to prove the stronger bound

\[
\sup_{x \in \mathbb{R}^d} \{ -\hat{F}_1(x) : f_1(x) = 0 \} \leq \alpha R.
\]

With our definition of \(\hat{F}_1\) and \(f_1\) this is tantamount to proving that for all \(x \in \mathbb{R}^d\) with \(\|D_3x\|_1 = (1 + \alpha) R\), we have \(\|\hat{D}_3x\|_1 \geq R\). Indeed, this follows from the fact that on the event \(\text{Diag}\),

\[
\forall x \in \mathbb{R}^d, \quad \|\hat{D}_3x\|_1 \geq \frac{\|D_3x\|_1}{(1 + \alpha)}.
\]

To finish the proof, we must also check (19). Recall \(\delta = 0\). It is actually sufficient to give a stronger upper bound on the quantity

\[
I := -\hat{\Delta}_0(x_*, y_*) + \sup\{ -\hat{\Delta}_0(x, x_*) : x \in X \cap \hat{X}, f(x) - f^* = \epsilon \}. \tag{37}
\]
We start by bounding $-\hat{\Delta}_0(x_*, y_*)$. We have

$$-\hat{\Delta}_0(x_*, y_*) = \hat{F}(y_*) - \hat{F}(x_*) - (f(y_*) - f(x_*))$$

(by Lemma 6) $$= \langle (y_* - x_*), (\Sigma - \hat{\Sigma})(y_* - x_*) \rangle - 2((\hat{P} - P)\epsilon(\cdot)x(\cdot), y_* - x_*)$$

(by Lemma 7) $$\leq \|\hat{D}_3(y_* - x_*)\|_1^2 + \|D_3(y_* - x_*)\|_1^2$$

$$+ 2\|\hat{D}_3^{-1}(\hat{P} - P)\epsilon(\cdot)x(\cdot)\|_\infty \|\hat{D}_3(y_* - x_*)\|_1$$

(by (35)) $$\lesssim \alpha^2 R^2 + \alpha R\|\hat{D}_3^{-1}(\hat{P} - P)\epsilon(\cdot)x(\cdot)\|_\infty$$

(Grad holds) $$\lesssim \alpha^2 R^2 + C_2 \alpha R \sqrt{\ln(d/\delta) N \sqrt{(P + \hat{P})\epsilon(\cdot)^6}}$$

$$\leq C_5 \left\{ \frac{\ln(d/\delta)}{N} R^2 + \frac{\ln(d/\delta)}{N} R \sqrt{(P + \hat{P})\epsilon(\cdot)^6} \right\}. \quad (38)$$

for some constant $C_5$ depending on $C_0$.

Now we bound the sup in (37). For all $x \in X \cap \hat{X}$ with $f(x) - f(x_*) = \epsilon$,

$$-\hat{\Delta}_0(x, x_*) = f(x) - f(x_*) - (\hat{F}(x) - \hat{F}(x_*))$$

(by Lemma 6) $$= \langle (x - x_*), (\Sigma - \hat{\Sigma})(x - x_*) \rangle - 2((\hat{P} - P)\epsilon(\cdot)x(\cdot), x - x_*)$$

$$\leq \sup \left\{ \langle h, (\Sigma - \hat{\Sigma})h \rangle : \langle h, \Sigma h \rangle \leq \epsilon, \|\hat{D}_3 h\|_1 \leq 5R \right\}$$

$$+ 2 \sup \left\{ \langle h, (\hat{P} - P)\epsilon(\cdot)x(\cdot) \rangle : \|\hat{D}_3 h\|_1 \leq 5R \right\} =: I_1 + I_2,$$ 

(39)

where in last inequality we used $\langle x - x_*, (\Sigma(x - x_*) \rangle \leq f(x) - f(x_*)$ by Lemma 6 and the fact that $\|\hat{D}_3(x - x_*)\|_1 \leq \|\hat{D}_3 x\|_1 + \|\hat{D}_3 x_*\|_1 \leq R + (1 + \alpha)^2 R \leq 5R$ since $x \in \hat{X}$, the event Norm holds and $0 \leq \alpha \leq 1$.

The first term $I_1$ in (39) may be bounded as

(by Quad) \begin{align*}
I_1 &\leq \sup \left\{ (1 - \phi)\langle h, \Sigma h \rangle + C_3 \frac{\ln(d/\delta)}{N} \|\hat{D}_3 h\|_1 : \langle h, \Sigma h \rangle \leq \epsilon, \|\hat{D}_3 h\|_1 \leq 5R \right\} \\
&\leq (1 - \phi)\epsilon + 5C_3 R \frac{\ln(d/\delta)}{N}. \quad (40)
\end{align*}

The second term $I_2$ in (39) may be bounded as

$$(1 - \phi)\epsilon + 5C_3 R \frac{\ln(d/\delta)}{N} + 10C_2 R \sqrt{\ln(d/\delta) N \sqrt{(P + \hat{P})\epsilon(\cdot)^6}}. \quad (41)$$

Hence, from (39)–(41) we finally get that the sup in (37) is upper bounded by

$$(1 - \phi)\epsilon + 5C_3 R \frac{\ln(d/\delta)}{N} + 10C_2 R \sqrt{\ln(d/\delta) N \sqrt{(P + \hat{P})\epsilon(\cdot)^6}}. \quad (42)$$
To finalize the proof of (19), we just need to show
\[ I + f(y^*_u) - f^* < \epsilon. \] (43)

Let \( I_3 := (R \lor R^2)^\frac{\ln(d/\delta)}{N} + R^\sqrt{\frac{\ln(d/\delta)}{N}} \sqrt{(P + \hat{P})\epsilon^6}. \) We observe from (36) (which gives an lower bound for \( \epsilon \)), (38) and (42), that we may choose \( \epsilon = O(I_3) \) in order to (43) to hold. Condition (19) is checked.

From Proposition 4, we conclude that \( \hat{X}^* \subset X^*_{\epsilon}. \) This means that \( \hat{x}_{lasso} \) satisfies conditions (32)–(33) of the Claim under the conditions of \( \alpha, N, R \) and \( \delta \) of Theorem 3. The Claim is proved.

5.1.1 Proofs of probabilistic lemmas

As mentioned in the previous section, we need to prove Lemmas 2–5 in order to complete the proof of Theorem 3. This is carried out in this section.

of Lemma 2 Without loss on generality, we may assume \( D_3x_u \neq 0. \) Since \( \|D_3x_u\|_1 \leq (1 + \alpha)R \), it is sufficient to prove
\[
\mathbb{P}\left\{ \frac{\|\hat{D}_3x_u\|_1}{\|D_3x_u\|_1} \geq 1 + \alpha \right\} \leq \mathbb{P}\left\{ \left( \frac{\|\hat{D}_3x_u\|_1}{\|D_3x_u\|_1} \right)^3 \geq 1 + \alpha \right\} \leq \frac{\delta}{4},
\] (44)
the first inequality above being trivial.

Set \( z := \frac{D_3x_u}{\|D_3x_u\|_1} \) so that \( \|z\|_1 = 1. \) By the definition of \( z \), convexity and (29),
\[
\left( \frac{\|\hat{D}_3x_u\|_1}{\|D_3x_u\|_1} \right)^3 - 1 = \left( \sum_{\ell=1}^{d} \frac{\hat{P}|x(\cdot)[\ell]|^3 \cdot |x_u[\ell]|}{\|D_3x_u\|_1} \right)^3 - 1 = \left( \sum_{\ell=1}^{d} \frac{|z[\ell]|^3 \hat{P}|x(\cdot)[\ell]|^3}{\hat{P}|x(\cdot)[\ell]|^3} \right)^3 - 1 \leq \left( \sum_{\ell=1}^{d} \frac{|z[\ell]| \hat{P}|x(\cdot)[\ell]|^3}{P|x(\cdot)[\ell]|^3} \right) - 1 = \left( \sum_{\ell=1}^{d} \frac{|z[\ell]| \hat{P}|x(\cdot)[\ell]|^3}{P|x(\cdot)[\ell]|^3} \right) - 1 = \sum_{\ell=1}^{d} |z[\ell]| \frac{\hat{P}|x(\cdot)[\ell]|^3 - P|x(\cdot)[\ell]|^3}{P|x(\cdot)[\ell]|^3} = \hat{P}g(\cdot),
\] (45)
where we have defined the function
\[
\xi \mapsto g(\xi) := \sum_{\ell=1}^{d} |z[\ell]| \frac{|x(\xi)[\ell]|^3 - P|x(\cdot)[\ell]|^3}{P|x(\cdot)[\ell]|^3}.
\]
Note that \( \mathbb{E}[g(\xi)] = 0. \)
We next estimate the variances $P_g(\cdot)^2$ and $\hat{P}_g(\cdot)^2$. We have

$$P_g(\cdot)^2 = \mathbb{E} \left[ \left( \sum_{\ell=1}^{d} |z[\ell]| \frac{|x(\xi)[\ell]|^3 - P|x(\cdot)[\ell]|^3}{P|x(\cdot)[\ell]|^3} \right)^2 \right]$$

(by convexity)

$$\leq \sum_{\ell=1}^{d} |z[\ell]| \mathbb{E} \left[ \left( \frac{|x(\xi)[\ell]|^3 - P|x(\cdot)[\ell]|^3}{P|x(\cdot)[\ell]|^3} \right)^2 \right]$$

$$\leq \|z\|_1 \max_{\ell \in [d]} \frac{P|x(\cdot)[\ell]|^6}{(P|x(\cdot)[\ell]|^3)^2} \leq c_0,$$  \hspace{1cm} (46)

for some constant $c_0$ depending only on $C$, where we have used that $\sqrt[\ell]{P|x(\cdot)[\ell]|^6} \leq \sqrt[\ell]{P|x(\cdot)[\ell]|^9}$ and (31).

Following the same guideline above, we get

$$\hat{P}_g(\cdot)^2 \leq \max_{\ell \in [d]} \frac{\hat{P}|x(\cdot)[\ell]|^3 - P|x(\cdot)[\ell]|^3)^2}{(P|x(\cdot)[\ell]|^3)^2}$$

$$= \max_{\ell \in [d]} \frac{\hat{P}|x(\cdot)[\ell]|^6 + (P|x(\cdot)[\ell]|^3)^2 - 2\hat{P}|x(\cdot)[\ell]|^3 \cdot P|x(\cdot)[\ell]|^3}{(P|x(\cdot)[\ell]|^3)^2}$$

$$\leq \max_{\ell \in [d]} \frac{\hat{P}|x(\cdot)[\ell]|^6}{(P|x(\cdot)[\ell]|^3)^2} + 1.$$  \hspace{1cm} (47)

From Markov’s inequality for the random variable $Z := |x(\cdot)[\ell]|^6$ with $q$ replaced by $p := q/6$, we obtain that

$$\mathbb{P} \left\{ \hat{P}Z \leq PZ + c_p \frac{|Z - PZ|_p}{N^{1-1/p}} (8/\delta)^{1/2} \right\} \geq 1 - \frac{\delta}{8},$$  \hspace{1cm} (48)

where $c_p$ is a constant that only depends on $p$. From (47)–(48) and $N \geq (\delta^{-1})^{1/(p-1)}$, we obtain that, with probability $\geq 1 - \delta/8$,

$$\hat{P}_g(\cdot)^2 \leq \max_{\ell \in [d]} \left\{ \frac{(1 + 8^{1/p} c_p)P|x(\cdot)[\ell]|^6}{(P|x(\cdot)[\ell]|^3)^2} + 8^{1/p} c_p \frac{P|x(\cdot)[\ell]|^q}{(P|x(\cdot)[\ell]|^3)^2} \right\} + 1$$

$$\leq C_p,$$  \hspace{1cm} (49)

for some constant $C_p$ depending only on $C$ and $p = q/6$, where we have used that $\sqrt[\ell]{P|x(\cdot)[\ell]|^6} \leq \sqrt[\ell]{P|x(\cdot)[\ell]|^9}$ and (31).

First, from (46) and (49), we obtain that, with probability $\geq 1 - \delta/8$, the bound $\hat{\sigma}^2 := (\hat{P} + P)g(\cdot)^2 \leq C_p + c_0$ holds. Secondly, the upper tail in Lemma 8 in the Appendix with $t := \ln(16/\delta) < \ln(\mathcal{O}(1)d/\delta)$, implies that, with probability $\geq 1 - \delta/8$,

$$\hat{P}_g(\cdot) \leq \sqrt{\frac{2(1+\ln(16/\delta))}{N}} \hat{\sigma}^2.$$  From the two previous facts, the union bound and proper
definitions of $C_0$ and $\alpha$ stated in Theorem 3 in terms of $c_0$ and $C_p$ above, we get that

$$\mathbb{P}\{\hat{\mathbf{P}} g(\cdot) \geq \alpha\} \leq \frac{\delta}{4}. \quad (50)$$

Relations (45) and (50) prove the second inequality in (44) as desired. \hfill \Box

**of Lemma 3** For each $\ell \in [d]$, we will apply Lemma 9 in the Appendix with $Z_1 := |x(\xi_1)[\ell]|^3$ and $a := 2$. In our case, from (31) we have $\mathbf{P}|x(\cdot)[\ell]|^6 \leq \mathbf{P}|x(\cdot)[\ell]|^7 \leq C_6 [\mathbf{P}|x(\cdot)[\ell]|^3]^\frac{6}{7}$, that is, $\frac{\mathbb{E}[Z_1]}{(\mathbb{E}[Z_1])^2} \leq C_6$. From this fact, Lemma 9 and the union bound over $\ell \in [d]$ we obtain

$$\mathbb{P}\left\{ \bigcap_{\ell \in [d]} \left( \hat{\mathbf{P}} |x(\cdot)[\ell]|^3 \geq (1 - \epsilon) \mathbf{P}|x(\cdot)[\ell]|^3 \right) \right\} \geq 1 - d \exp \left\{ - \frac{\sqrt{\epsilon}}{2C_6} N \right\}. \quad (51)$$

From the above relation, we observe that, in order to obtain the desired claim $\mathbb{P}(\text{Diag}) \geq 1 - \frac{\delta}{4}$ with $\alpha$ defined in Theorem 3, it is enough find a (deterministic) $\epsilon > 0$ such that $\sqrt{\epsilon} \geq \frac{2\epsilon^6}{N} \ln(4d/\delta)$ and $1 - \epsilon \geq \frac{1}{(1+\alpha)^3} \Leftrightarrow \epsilon \leq \frac{\alpha^3 + \alpha^2 + \alpha}{(1+\alpha)^3}$. By increasing $C_0$ (as a function of $C$) in the definition of $\alpha$ in Theorem 3, such property is satisfied if we can find an $\epsilon$ such that $\alpha^4 < \epsilon \leq \frac{\alpha^3 + \alpha^2 + \alpha}{(1+\alpha)^3}$. Since $0 < \alpha \leq \frac{1}{2}$ for large enough $N$, we obtain $\alpha^4 (1 + \alpha^3) < \alpha^3 + \alpha^2 + \alpha$ and, hence, such $\epsilon > 0$ exists. The claim is proved. \hfill \Box

**of Lemma 4** As a first step, for every $\ell \in [d]$, we will apply Lemma 8 in the Appendix to the random variable $g(\xi) := \epsilon(\xi)x(\xi)[\ell]$ with $\ell := \ln(32d/\delta)$ (considering the upper and lower tails inequalities). From the obtained tail inequalities, the union bound and the fact that, for all $\ell \in [d]$,

$$\left(\hat{\mathbf{P}} + \mathbf{P}\right) \{\epsilon(\cdot) x(\cdot)[\ell] - \mathbf{P}\epsilon(\cdot) x(\cdot)[\ell]\}^2 \leq 2\hat{\mathbf{P}} \left\{ \epsilon(\cdot) x(\cdot)[\ell] \right\}^2 + 3\mathbf{P}\epsilon(\cdot) x(\cdot)[\ell] \right\}^2 \leq 3\left(\hat{\mathbf{P}} + \mathbf{P}\right) \left\{ \epsilon(\cdot) x(\cdot)[\ell] \right\}^2,$$

we conclude that, with probability $\geq 1 - \frac{\delta}{8}$, the following holds: for all $\ell \in [d]$,

$$|\left(\hat{\mathbf{P}} - \mathbf{P}\right)\epsilon(\cdot) x(\cdot)[\ell]| \leq \sqrt{\frac{6(1 + \ln(32d/\delta))}{N}} \left(\hat{\mathbf{P}} + \mathbf{P}\right) \left\{ \epsilon(\cdot) x(\cdot)[\ell] \right\}^2. \quad (51)$$

We also note that Hölder’s inequality guarantees that

$$\sqrt{\left(\hat{\mathbf{P}} + \mathbf{P}\right) \left\{ \epsilon(\cdot) x(\cdot)[\ell] \right\}^2} \leq \left(\hat{\mathbf{P}} + \mathbf{P}\right) \epsilon(\cdot)^{\frac{1}{2}} \left(\hat{\mathbf{P}} + \mathbf{P}\right) x(\cdot)[\ell] \right\}^{\frac{1}{2}}. \quad (52)$$

For each $\ell \in [d]$, we will now apply Lemma 9 in the Appendix with $Z_1 := |x(\xi_1)[\ell]|^3$, $a := 2$ and $\epsilon := \frac{1}{2}$. As observed in the proof of Lemma 3, we obtain
\[
\frac{\mathbb{E}[Z_1]}{(\mathbb{E}[Z_1])^2} \leq C^6 \text{ from the condition (31). From this fact, Lemma 9 and the union bound over } \ell \in [d] \text{ we obtain that, with probability } \geq 1 - d \exp\left(-\frac{N}{2\sqrt{2C}}\right), \text{ the following holds:}
\]
\[
\forall \ell \in [d], \quad \mathbb{P}|x(\cdot)[\ell]|^3 \leq 2\hat{\mathbb{P}}|x(\cdot)[\ell]|^3.
\]  \tag{53}

Hence, by enlarging the constant \(C_0\) as a function of \(C\) in the definition of \(\alpha\) in Theorem 3, we obtain that (53) holds with probability \(\geq 1 - \frac{\delta}{8}\).

Combining (51)–(53) with an union bound, we deduce that, with probability \(\geq \frac{\delta}{4}\), the following holds:
\[
\forall \ell \in [d], \quad |(\hat{\mathbf{P}} - \mathbf{P})e(\cdot)x(\cdot)[\ell]| \leq C_2 \sqrt{\frac{\ln(d/\delta)}{N}}[|\hat{\mathbf{P}} + \mathbf{P})e(\cdot)|^6]^{\frac{1}{3}}[\hat{\mathbf{P}}x(\cdot)[\ell]|^3]^{\frac{1}{3}},
\]
for some constant \(C_2 > 0\) depending just on \(C\). The above relation is exactly the property defining the event \(\text{Grad}\) since the \(\ell\)th diagonal entry of \(\hat{\mathbf{D}}_3\) is \([\hat{\mathbf{P}}x(\cdot)[\ell]|^3]^{\frac{1}{3}}\). We have thus proved that \(\mathbb{P}(\text{Grad}) \geq 1 - \frac{\delta}{4}\). \(\square\)

**of Lemma 5** Recall that \(\{\xi_j\}_{j=1}^N\) is an i.i.d. sample from \(\mathbf{P}\) so that \(\{x(\xi_j)\}_{j=1}^N\) are i.i.d. random vectors. Using definitions (27)–(28), we have, for any \(h \in \mathbb{R}^d\),
\[
\langle h, \Sigma h \rangle = \mathbf{P}(x(\cdot), h)^2, \quad \langle h, \hat{\Sigma} h \rangle = \mathbf{P}(x(\cdot), h)^2 = \frac{1}{N} \sum_{j=1}^N \langle x(\xi_j), h \rangle^2.
\]

Related to the above expressions, we will now invoke the “small-ball condition” (30) and a related result of Lecué and Mendelson stated in Corollary 2.5, item (2) of [29]. Such corollary implies that, under (30), there exist universal constants \(c_1, c_2 > 0\) such that, if \(s \in \mathbb{N} \setminus \{0\}, N \geq c_1 \frac{s \ln(2ed/s)}{p^2}\) and \(\phi := 1 \wedge (u^2 p/2)\), then\(^1\)
\[
\mathbb{P} \left\{ \forall h \in \mathbb{R}^d, \quad \|h\|_0 \leq s \Rightarrow \langle h, \hat{\Sigma} h \rangle \geq \phi \langle h, \Sigma h \rangle \right\} \geq 1 - e^{-c_2 p^2 N}. \tag{54}
\]

Secondly, we will now invoke a result of Oliveira stated in Lemma 5.1 of [35].\(^2\) That lemma shows that the property
\[
\forall h \in \mathbb{R}^d, \quad \|h\|_0 \leq s \Rightarrow \langle h, \hat{\Sigma} h \rangle \geq \phi \langle h, \Sigma h \rangle, \tag{55}
\]

stated in the event in (54) and *restricted to \(s\)-sparse vectors*, actually implies the property
\[
\forall h \in \mathbb{R}^d, \quad \langle h, \hat{\Sigma} h \rangle \geq \phi \langle h, \Sigma h \rangle - \frac{\|D^{1/2} h\|_1}{s - 1} .
\]

\(^1\) Actually, the Corollary 2.5 in [29] cover only the case when \(\Sigma\) is the identity matrix, but the arguments are based on VC dimension theory that are readily extendable to our setting. We omit such details.

\(^2\) See also Corollary 2.5, item (2) of [29] for essentially the same statement. See also [36].
extended to all vectors in $\mathbb{R}^d$ at a cost of an extra $\ell_1$ error in the lower bound, where $D$ is the diagonal matrix with entries $D[\ell, \ell] := (\hat{\Sigma}[\ell, \ell] - \phi \Sigma[\ell, \ell])_+$ and $D^{1/2}$ is the square-root of $D$. Since,

$$\forall \ell \in \mathbb{R}^d, \quad \hat{\Sigma}[\ell, \ell] - \phi \Sigma[\ell, \ell] \leq \hat{\Sigma}[\ell, \ell] = \hat{D}_2[\ell, \ell]^2 \leq \hat{D}_3[\ell, \ell]^2,$$

we obtain from the two previous inequalities that

$$\forall h \in \mathbb{R}^d, \quad \langle h, \hat{\Sigma} h \rangle \geq \phi \langle h, \Sigma h \rangle - \frac{\|\hat{D}_3 h\|_1}{s - 1}. \quad (56)$$

From (54) and the fact that (55) $\Rightarrow$ (56), we obtain

$$\Pr \left\{ \forall h \in \mathbb{R}^d, \quad \langle h, \hat{\Sigma} h \rangle \geq \phi \langle h, \Sigma h \rangle - \frac{\|\hat{D}_3 h\|_1}{s - 1} \right\} \geq 1 - e^{-c_2p^2N}.$$ 

Using the above relation with $s := 1 + \frac{N}{C_3 \ln(d/\delta)}$ for a sufficiently large constant $C_3 > 0$ and by enlarging $C_0$ in the statement of Theorem 3 as functions of $C$, $u$ and $p$, we obtain that $\Pr(\text{Quad}) \geq 1 - \delta^4$ as desired. □
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**Appendix**

**of Proposition 1** Given admissible sequences $\{A_{1,j}\}_{j \geq 0}$ and $\{A_{2,j}\}_{j \geq 0}$ for $\mathcal{M}_1$ and $\mathcal{M}_2$, one may define an admissible sequence $\{C_j\}_{j \geq 0}$ for $\mathcal{M}$ via:

$$C_0 := \{\mathcal{M}\} \text{ and } C_j := A_{1,j-1} \times A_{2,j-1} \quad (j \geq 1).$$

It is easy to see that this is indeed admissible and moreover

$$\text{diam}(C_0) = \text{diam}(\mathcal{M}) = \text{diam}(\mathcal{M}_1) + \text{diam}(\mathcal{M}_2),$$

$$\text{diam}(C_j) \leq \text{diam}(A_{1,j-1}) + \text{diam}(A_{2,j-1}).$$

Therefore,

$$\gamma_2^{(\alpha)}(\mathcal{M}) \leq \text{diam}(\mathcal{M})^\alpha + \sum_{j \geq 1} 2^{j/2}(\text{diam}(A_{1,j-1})^\alpha + \text{diam}(A_{2,j-1})^\alpha)$$

or equivalently

$$\gamma_2^{(\alpha)}(\mathcal{M}) \leq \text{diam}(\mathcal{M}_1)^\alpha + \text{diam}(\mathcal{M}_2)^\alpha$$

$$+ \sqrt{2} \left( \sum_{j \geq 0} 2^{j/2}\text{diam}(A_{1,j-1})^\alpha \right) + \sqrt{2} \left( \sum_{j \geq 0} 2^{j/2}\text{diam}(A_{2,j-1})^\alpha \right).$$

Springer
The proof finishes when we note that \( \text{diam}(\mathcal{M})^\alpha \leq \gamma_2^{(\alpha)}(\mathcal{M}) \) and take the infimum over admissible sequences. \( \square \)

We recall the following fundamental result due to Panchenko. It establishes a sub-Gaussian tail for the deviation of an heavy-tailed empirical process around its mean after a proper self-normalization by a random quantity \( \hat{V} \).

**Theorem 4** (Panchenko’s inequality [39]) Let \( \mathcal{F} \) be a finite family of measurable functions \( g : \mathcal{X} \to \mathbb{R} \) such that \( P g^2(\cdot) < \infty \). Let also \( \{\xi_j\}_{j=1}^N \) and \( \{\eta_j\}_{j=1}^N \) be both i.i.d. samples drawn from a distribution \( P \) over \( \mathcal{X} \) which are independent of each other. Define

\[
\mathcal{S} := \sup_{g \in \mathcal{F}} \sum_{j=1}^N g(\xi_j), \quad \text{and} \quad \hat{V} := \mathbb{E} \left\{ \sup_{g \in \mathcal{F}} \sum_{j=1}^N [g(\xi_j) - g(\eta_j)] \left| \sigma(\xi_1, \ldots, \xi_N) \right| \right\}.
\]

Then, for all \( t > 0 \),

\[
P \left\{ \mathcal{S} - \mathbb{E}[\mathcal{S}] \geq \sqrt{\frac{2(1+t)}{N} \hat{V}} \right\} \vee P \left\{ \mathcal{S} - \mathbb{E}[\mathcal{S}] \leq -\sqrt{\frac{2(1+t)}{N} \hat{V}} \right\} \leq 2e^{-t}.
\]

The following result is a direct consequence of Theorem 4 applied to the unitary class \( \mathcal{F} := \{g\} \). It provides a sub-Gaussian tail for any random variable with finite 2nd moment in terms its variance and empirical variance.

**Lemma 8** (Sub-Gaussian tail for self-normalized sums) Suppose \( \{\xi_j\}_{j=1}^N \) is i.i.d. sample of a distribution \( P \) over \( \mathcal{X} \) and denote by \( \hat{P} \) the correspondent empirical distribution. Then for any measurable function \( g : \mathcal{X} \to \mathbb{R} \) satisfying \( P g(\cdot)^2 < \infty \) and, for any \( t > 0 \),

\[
P \left\{ (\hat{P} - P)g(\cdot) \geq \sqrt{\frac{2(1+t)}{N} (\hat{P} + P) [g(\cdot) - Pg(\cdot)]^2} \right\} \leq 2e^{-t},
\]

\[
P \left\{ (\hat{P} - P)g(\cdot) \leq -\sqrt{\frac{2(1+t)}{N} (\hat{P} + P) [g(\cdot) - Pg(\cdot)]^2} \right\} \leq 2e^{-t}.
\]

Finally, we present the sub-gaussian tail of nonnegative random variables.

**Lemma 9** (Sub-Gaussian lower tail for nonnegative random variables) Let \( \{Z_j\}_{j=1}^N \) be i.i.d. nonnegative random variables. Assume \( a \in (1, 2] \) and \( 0 < \mathbb{E}[Z_1^a] < \infty \). Then, for all \( \epsilon > 0 \),
\[
\mathbb{P}\left\{ \frac{1}{N} \sum_{j=1}^{N} Z_j \leq (1 - \epsilon) \mathbb{E}[Z_1] \right\} \leq \exp\left\{ -\left( \frac{a-1}{a} \right) \epsilon \frac{a-1}{a} \left\{ \frac{\mathbb{E}[Z_1]^a}{\mathbb{E}[Z_1]^a} \right\}^{\frac{1}{a-1}} N \right\}.
\]

**Proof** Let \( \theta, \epsilon > 0 \). By the usual “Bernstein trick”, we get

\[
\mathbb{P}\left\{ \frac{1}{N} \sum_{j=1}^{N} Z_j \leq (1 - \epsilon) \mathbb{E}[Z_1] \right\} \leq \mathbb{P}\left\{ \sum_{j=1}^{N} (\mathbb{E}[Z_1] - Z_i) \geq \epsilon \mathbb{E}[Z_1] N \right\} \\
\leq \mathbb{P}\left\{ e^{\theta \sum_{j=1}^{N} (\mathbb{E}[Z_1] - Z_i)} \geq e^{\theta \epsilon \mathbb{E}[Z_1] N} \right\} \\
\leq e^{-\theta \epsilon \mathbb{E}[Z_1] N} \mathbb{E}\left[ e^{\theta \sum_{j=1}^{N} (\mathbb{E}[Z_1] - Z_i)} \right] \\
= e^{-\theta \epsilon \mathbb{E}[Z_1] N} \mathbb{E}\left[ e^{\theta (\mathbb{E}[Z_1] - Z_1)} \right]^N. \tag{57}
\]

It is a simple calculus exercise to show that \( \forall x \geq 0, e^{-x} \leq 1 - x + \frac{x^2}{2} \). Applying this with \( x := \theta Z_1 \), we obtain

\[
\mathbb{E}\left[ e^{\theta (\mathbb{E}[Z_1] - Z_1)} \right] \leq e^{\theta \mathbb{E}[Z_1]} \left( 1 - \mathbb{E}[\theta Z_1] + \frac{\mathbb{E}[(\theta Z_1)^2]}{a} \right) \\
\leq e^{\theta \mathbb{E}[Z_1]} e^{-\theta \mathbb{E}[Z_1] + \frac{\mathbb{E}[\theta Z_1]^{\frac{a}{2}}}{a}} = e^{\frac{\mathbb{E}[\theta Z_1]^{\frac{a}{2}}}{a}},
\]

where the second inequality follows from the relation \( 1 + x \leq e^x \) for all \( x \in \mathbb{R} \). We plug this back into (57) and get, for all \( \theta > 0 \),

\[
\mathbb{P}\left\{ \frac{1}{N} \sum_{j=1}^{N} Z_j \leq (1 - \epsilon) \mathbb{E}[Z_1] \right\} \leq e^{-\theta \epsilon \mathbb{E}[Z_1] + \frac{\mathbb{E}[\theta Z_1]^{\frac{a}{2}}}{a}} N. \tag{58}
\]

Since \( a \in (1, 2) \), we may actually minimize the above bound over \( \theta > 0 \). The minimum is attained at \( \theta_* := \left( \frac{\mathbb{E}[Z_1]}{\mathbb{E}[Z_1]^{\frac{a}{2}}} \right)^{\frac{1}{a-1}} \). To finish the proof, we plug this in (58) and notice that

\[
-\theta_* e^{\mathbb{E}[Z_1]} + \theta_*^a \frac{\mathbb{E}[Z_1]^{\frac{a}{2}}}{a} = \left( -1 + \frac{1}{a} \right) \frac{(\mathbb{E}[Z_1])^{\frac{a}{2}}}{\mathbb{E}[Z_1]^{\frac{1}{a-1}}} \frac{1}{a-1},
\]

using that \( 1 + \frac{1}{a-1} = \frac{a}{a-1} \). \( \square \)
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