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Abstract—Bipartite Graph is often a realistic model of complex networks where two different sets of entities are involved and relationship exist only two entities belonging to two different sets. Examples include the user-item relationship of a recommender system, actor-movie relationship of an online movie database systems. One way to compress a bipartite graph is to take unweighted or weighted one mode projection of one side vertices. Properties of this projected network are extremely important in many practical situations (say the selection process of influencing nodes for viral marketing). In this paper, we have studied the topological properties for projected network and some theoretical results are proved including the presence of cliques, connectedness for unweighted projection and maximum edge weight for weighted projected network.

Index Terms—Bipartite Graph, Projected Network, Online Social Rating Network, Unipertite Network.

I. INTRODUCTION

Bipartite graph is a kind of graph, whose vertex set can be partitioned into two disjoint subsets and two end points of each edge will be from two different vertex sets. Two disjoint sets of entities and their relationships can be easily modeled as a bipartite network. That is why many networks from social to biological has inherent bipartite structure, such as user-item relationship of an Online Social Rating Networks (OSRN) [2], customer-product relationship of an Online Social Rating Networks (OSRN) [4], author-book relationship of a library database systems, citation network between researchers and research papers [5], affiliation network of professors and academic institutions etc. Similarly, in biological contexts there are many situations, where bipartite network appears naturally like the relationship between metabolites and enzymes i.e. which enzyme would act on which metabolite [7], the relationship between genes and proteins [8], gene-diseases network [9], i.e., which diseases affects which genes etc.

Though for analyzing a one mode network there exist a lot of techniques, measures and algorithms but for bipartite network it is limited. Projection (formally defined in section 4) is often used to compress a bipartite network to obtain unipartite network, which can be analyzed further. Practically, one mode projection is widely used in various contexts. Zhou et al. [11] used the one mode projection of a customer-product network for item recommendation. Shang et al. [12] used one mode projection of a weighted bipartite graph for item recommendation which produces better recommendation accuracy compared to some other similarity based methods. Besides, in literature the user network which we obtained by one mode projection of user-item bipartite network of an online social rating network, can be used for information diffusion [13] [14] to recommend items [15]. Different kinds of analysis are required for the user network with different Topological properties. In this paper we have made a theoretical study of the projected network obtained from a bipartite graph and other kind of works like information diffusion etc. will be taken up subsequently. But, the problem lies with one mode projection is that, we loose much information about the parent bipartite graph. One of the ways to retain more information compared to one mode projection is the weighted one mode projection and the network obtained after weighted one mode projection is called weighted projected Network. In this paper, we have given an algorithm for computing the projected network from a given bipartite graph. And also we have studied different topological properties like connectedness, presence of cliques etc. about the projected network.

Rest of this paper is organized as follows: Section II of this paper talks about preliminary definition and terminologies of graph theory and Bipartite graphs with examples. In Section III, we have made some crucial observations about bipartite graphs and there we have introduced the notion of sparse and dense bipartite graphs. In Section IV the notion of weighted and unweighted projection of a bipartite network has been defined formally with examples. In Section V we have studied the properties of projected network which includes the connectedness, presence of cliques and upper bound on the edge weight. Finally, we draw conclusions of our work and give future directions in Section VI.

II. PRELIMINARY CONCEPTS

A. Basic Terminologies

A graph is generally represented by a two tuple \( G(V,E) \), where \( V(G) \) is known as vertex set and edge set \( E(G) \), where \( E(G) \subset V(G) \times V(G) \). Cardinalities of \( V(G) \) and \( E(G) \) are respectively known as order and edge count of \( G \). Two vertices \( v_i \) and \( v_j \) are said to be adjacent if they are connected by an edge, i.e., \((v_i v_j) \in E(G)\). An edge is incident on a vertex, if it is one of the end vertex of that edge. Two edges are adjacent to each other, if they have one end vertex in common. For any arbitrary vertex \( v_i \) of \( G \), other vertices directly connected

1In this paper, the terms Graph and Network used interchangeably.
by an edge with \( v_i \) is known as the *neighborhood* of \( v_i \) in \( G \) and denoted by \( N(v_i) \). Cardinality of neighborhood of a vertex is called the *degree* of the vertex and denoted by \( \deg(v_i) \) so \( \deg(v_i) = |N(v_i)| \). A vertex with degree 0 is called isolated vertex, and degree 1 is called pendent vertex. Two edges have the same end vertices is known as parallel edges. For any edge, if both the end vertices are identical, then the edge is called as *self-loop*. A path in a graph is a sequence of vertices connected by edges where no vertex is repeated. A graph is connected if between every pair of vertices there exist at least one path. A graph if contains either parallel edges or self-loops or both is known as multigraph. A graph is called as simple graph if it neither contains parallel edges nor self-loops. A graph is called a weighted graph if its edges are labeled with a real number. Weighted graphs are generally symbolized as \( G(V, E, W) \) where \( V(G) \) and \( E(G) \) are vertex set and edge set of the graph respectively as usual and \( W(G) \) is a function which assigns a real number to every edge of \( G \) mathematically \( W(G) : E(G) \to R \). For other terminologies readers may refer to [16]. In this work, we have considered only connected bipartite graphs.

**B. Bipartite Graph**

A graph will be said to a bipartite graph if its vertex set has two disjoint subsets and each edge connects one vertex from each group or in other words both the end vertex of any edge will not be from the same subset. Mathematically the definition can be stated as follows [17]:

**Definition 1.** \( G(U, S, E) \) will be called a bipartite graph if \( V(G) = U(G) \cup S(G) \) and \( U(G) \cap S(G) = \phi \) and for each edge \( (uv) \in E(G) \) either \( u \in U(G) \), \( v \in S(G) \) or \( v \in U(G) \), \( u \in S(G) \). \( G \) will be a complete bipartite graph if \( \forall u \in U(G) \) and \( \forall v \in S(G) \), \( (uv) \in E(G) \).

For a bipartite graph it is interesting to notice that for any vertex \( u_i \in U, \ N(u_i) \subset S \) and \( \forall s_j \in S, N(s_j) \subset U \). Normally a bipartite graph is represented by a \( [U(G)] \times [S(G)] \) matrix known as Bi-adjacency matrix \( (B) \) and the content of the matrix is as follows:

\[
(B)_{ij} = \begin{cases} 
  1, & \text{if } (u_is_j) \in E(G) \\
  0, & \text{otherwise} 
\end{cases}
\]

Below a bi-adjacency matrix of order \( 6 \times 4 \) is given and its corresponding bipartite graph is shown in Fig. 1:

\[
M = \begin{pmatrix} 
  s_1 & s_2 & s_3 & s_4 \\
  u_1 & 1 & 0 & 0 & 0 \\
  u_2 & 1 & 1 & 0 & 0 \\
  u_3 & 1 & 1 & 1 & 0 \\
  u_4 & 0 & 0 & 1 & 0 \\
  u_5 & 0 & 0 & 1 & 0 \\
  u_6 & 0 & 0 & 0 & 1 
\end{pmatrix}
\]

**III. OBSERVATIONS ON BIPARTITE GRAPHS**

We make the following observations in the context of Bipartite Graph. These observations form the basis for deriving the properties of the corresponding unipertite network.

**Observation 1.** For a bipartite graph, sum of degrees of two different sides of vertices will be equal. Mathematically, for a bipartite graph \( G(U, S, E) \), where \( |U(G)| = n_1, |S(G)| = n_2 \) and \( |E(G)| = m \), then the following relation always holds:

\[
\sum_{i=1}^{n_1} \deg(u_i) = \sum_{j=1}^{n_2} \deg(s_j)
\]

**Observation 2.** For a connected bipartite Graph \( G(U, S, E) \) with \( |U(G)| = n_1, |S(G)| = n_2 \) then \( \forall u_i \in U, 1 \leq \deg(u_i) \leq n_2 \) and \( \forall s_j \in S, 1 \leq \deg(s_j) \leq n_1 \).

If \( |U(G)| = n_1 \) and \( |S(G)| = n_2 \) then maximum possible edges in the bipartite graph will be \( n_1n_2 \), i.e., \( |E(G)|_{\text{max}} = n_1n_2 \). A simple graph \( G(V, E) \) is said to be a sparse if its number of edges present in the graph is linear with the number of vertices i.e. \( |E(G)| \approx O(|V(G)|) \) and dense if its no. of edges is quadratic with no. of vertices i.e. \( |E(G)| \approx O(|V(G)|^2) \) [18]. This definition can be transformed in the context of bipartite graph as follows:

**Definition 2.** Let \( G(U, S, E) \) be a bipartite graph with \( |U(G)| = n_1, |S(G)| = n_2 \) and \( |E(G)| = m \). Now, \( G \) will be a sparse bipartite graph if \( m = O(n_1 + n_2) \) and dense bipartite graph if \( m = O(n_1n_2) \).

**Theorem 1 (Euler).** [19] For a simple graph sum of degrees of all the vertices will be twice the number of edges. So, if \( G(V, E) \) be a simple graph with \( |V(G)| = n \) and \( |E(G)| = m \) then,

\[
\sum_{i=1}^{n} \deg(v_i) = 2m
\]

In the context of bipartite graphs Equation no. (2) can be written as follows:
\[ \sum_{i=1}^{n_1} \deg(u_i) + \sum_{j=1}^{n_2} \deg(s_j) = 2m \]  
\[ \sum_{i=1}^{n_1} \deg(u_i) = m \]  
\[ \sum_{j=1}^{n_2} \deg(s_j) = m \]

If \( G \) is a sparse bipartite graph then by the definition of sparse bipartite graph from Equation no. (5)

\[ \sum_{i=1}^{n_1} \deg(u_i) = O(n_1 + n_2) \]  
\[ \sum_{j=1}^{n_2} \deg(s_j) \leq c(n_1 + n_2) \]

where \( c \) is a positive constant. In many practical situations \( n_1 \gg n_2 \). Like if we consider the scenario of an online social rating network there number of the users is much more than the number of items. In that context, inequalities (7) and (8) can be reduced to:

\[ \sum_{i=1}^{n_1} \deg(u_i) \leq cn_1 \]
\[ \sum_{j=1}^{n_2} \deg(s_j) \leq cn_1 \]

IV. Weighted and Unweighted One Mode Projection

As most of the network analysis algorithms and measures are mainly designed for general kind of graphs, one of the usual technique is to project the one side of the vertices of a bipartite graph based on the connectivity with the other side of vertices. Formally one mode projection of a bipartite graph can be defined as follows

**Definition 3.** Let \( G(U,S,E) \) be a bipartite graph with \( |U(G)| = n_1, |S(G)| = n_2 \) and \( |E(G)| = m \). Now projection of the bipartite graph \( G \) for the vertex set \( U \) with respect to the vertex set \( S \) is to construct a unipartite or one mode network \( G'(U,E') \) where \( V(G') = U \) and \( (u_i,u_j) \in E(G') \) if \( N(u_i) \cap N(u_j) \neq \phi \).

From a bipartite graph always two projected network will be obtained. One for the projection of the Vertex set \( U \) with respect to the vertex set \( S \) and the other one for projecting the vertex set \( S \) with respect to the vertex set \( U \). In rest of our paper unless otherwise stated all the theoretical results that have been proved for the projected network obtained by the projection of the vertex set \( U \) with respect to the vertex set \( S \).

Following algorithm will take the Bi-adjacency matrix \( B \) of the bipartite graph \( G \) and produces the adjacency matrix \( A \) of the projected network \( G' \):

| Algorithm 1: Algorithm for Computing Projected Network |
|-------------------------------------------------------|
| **Data:** Bi-adjacency Matrix \( B \) of the Bipartite Network. |
| **Result:** Adjacency Matrix \( A \) of the Projected Network |

1. \( n_1 \leftarrow B.n.o.f.rows(); \)
2. \( n_2 \leftarrow B.n.o.f.columns(); \)
3. for \( i = 1 \) to \( n_1 \) do
   4. for \( j = i + 1 \) to \( n_1 \) do
      5. if \( B[i][j] == 1 \&\& B[j][i] == 1 \) then
         6. \( A[i][j] = 1; \)
         7. break;
      8. else
         9. \( A[i][j] = 0; \)

Algorithm 1 mainly performing the exhaustive search for all possible vertex pairs of one side whether they have at least one common neighborhood vertex in the other side or not. So, computational time required by Algorithm 1 is as follows:

\[ f(n_1n_2) = \binom{n_1}{2}O(n_2) \]
\[ \Rightarrow f(n_1n_2) = \frac{n_1^2n_2 - 2}{2}O(n_2) \]
\[ \Rightarrow f(n_1n_2) = O(n_1^2n_2) \]

and except some loop variables one matrix of dimension \( n_1 \times n_1 \) has been created in Algorithm 1.

**Theorem 2.** Algorithm has running time \( O(n_1^2n_2) \) and space requirement \( O(n_1^2) \).

So, by the above-maintained definition if \( A \) be the adjacency matrix of the graph \( G' \) then the content of \( A \) can be written as follows:

\[ A_{ij} = \begin{cases} 1, & \text{if } N(u_i) \cap N(u_j) \neq \phi \\ 0, & \text{otherwise} \end{cases} \]

For the bipartite graph shown in section II-B its projected network for the vertex set \( U \) with respect to the vertex set \( S \) and for the vertex set \( S \) with respect to the vertex set \( U \) is shown in Fig. 2 and Fig. 3 respectively.

Weighted one mode projection is a technique used to obtain a weighted one mode network from a bipartite network, where edge weight represents the number of common neighbor the vertices have and the network obtained using weighted
one mode projection is called weighted projected network. Formally it can be defined as follows:

**Definition 4.** For a bipartite graph $G(U, S, E)$ with $|U| = n_1$, $|S| = n_2$, $|E| = m$, weighted one mode projection of $G$ for the vertex set $U$ with respect to the vertex set $S$ will be a weighted unipartite network $G(U, E, W)$, where $V(G) = U$, two vertex $u_i, u_j \in U$, will be an edge in $G$ i.e. $(u_i u_j) \in E(G)$ if $N(u_i) \cap N(u_j) \neq \emptyset$ in $G$ and $W$ is a weight function which assigns the number of common neighbor two vertices have, i.e. $W : (u_i u_j) \rightarrow |N(u_i) \cap N(u_j)|$.

From the above definition the weight of the weight matrix ($W$) of the weighted projected network ($G$) can be written as follows:

$$W_{ij} = \begin{cases} |N(u_i) \cap N(u_j)|, & \text{if } N(u_i) \cap N(u_j) \neq \emptyset \\ 0, & \text{otherwise} \end{cases}$$

With minor modification Algorithm 1 can be used for computing weighted one mode projection as well.

**V. PROPERTIES OF WEIGHTED AND UNWEIGHTED PROJECTED NETWORK**

In this section, we have studied the properties of unweighted projected network for connectedness, presence of cliques and proved the upper bound on the edge weight of the weighted projected network.

**Lemma 1.** If $G'(U, E')$ be the projected network of a bipartite graph $G(U, S, E)$ for the vertex set $U$ with respect to the vertex set $S$ then each vertex $s_j \in S$ induces a clique of size $|N(s_j)|$ if $|N(s_j)| \geq 2$.

**Proof.** This lemma can be proved from some simple observation from the Definition 3 given in Section [IV]. As $\forall u_i \in N(s_j)$ has at least one common neighbor in $S$ and that is $s_j$. So, $\forall u_i, u_j \in N(s_j) \cap N(u_j) \neq \emptyset$. And, hence $N(s_j)$ will be a clique in $G'$. This can be verified from the bipartite graph shown in Fig. 1. Also, in Fig. 1 for $s_2 \in S$ its neighborhood $N(s_2) = \{u_2, u_3, u_4\}$ and that’s why $\{u_2, u_3, u_4\}$ is a clique in the graph shown in Fig. 2. Similarly, for $u_3 \in U$, $N(u_3) = \{s_1, s_2, s_3\}$ and so $\{s_1, s_2, s_3\}$ is a clique in the graph shown in Fig. 3.

**Lemma 2.** If $G'(U, E')$ be the projected network of a bipartite graph $G(U, S, E)$ for the vertex set $U$ with respect to the vertex set $S$ and for some $(u_i s_j) \in E(G)$ $(u_i s_k) \notin E(G)$ for $k \in [n_2]\backslash j$ and also $(u_p s_j) \notin E(G)$ for $p \in [n_1]\backslash i$ then $G'$ will be disconnected.

**Proof.** Let us consider that $G(U, S, E)$ be a bipartite graph with vertex set $U = \{u_1, u_2, u_3, \ldots , u_{n_1}\}$ and $S = \{s_1, s_2, s_3, \ldots , s_{n_2}\}$ and there exist two vertices, one in $U$ (i.e. $u_i \in U$) and another in $S$ (i.e. $s_j \in S$) such that $(u_i s_j) \in E(G)$ and $(u_i s_k) \notin E(G)$ for $k \in [n_2]\backslash j$ and also $(u_p s_j) \notin E(G)$ for $p \in [n_1]\backslash i$. It essentially implies that $u_i$ and $s_j$ are pendant vertices in $U$ and $S$ respectively. As $u_i$ is a pendant vertex and only connected with $s_j$ in $S$ so $N(u_i) = \{s_j\}$. Also, it is not difficult to see that as $s_j$ is a pendant vertex in $S$ so $N(s_j) = \{u_i\}$ in $S$. So, it essentially implies that $u_i$ will be disconnected from the other part of the network means $G'$ will be disconnected.

**Lemma 3.** If $G(U, E, W)$ be the weighted projected network of a bipartite network $G(U, S, E)$ and $W_{ij}$ be the edge weight of the edge $(u_i u_j)$ then $1 \leq W_{ij} \leq n_2$ where $n_2 = |S|$.

**Proof.** Lower bound of the edge weight of $G$ is trivial. By the Definition 4, two vertices will be connected by an edge in the projected network, if they have at least one common neighbor in the parent bipartite graph. That’s why $W_{ij} \geq 1$.

Upper bound can be proved from the Observation 1 maintained in Section 3. As for any $u_i \in U$, $1 \leq \deg(u_i) \leq n_2$, so for any two vertex $u_i, u_j \in U$ if $u_i$ and $u_j$ is connected with all the vertices of $S$ i.e. $\forall k = 1, 2, \ldots , n_2$ $(u_i s_k) \in E(G)$ and $(u_j s_k) \in E(G)$ then $N(u_i) = N(u_j) = S$ which clearly imply $N(u_i) \cap N(u_j) = S$ hence $|N(u_i) \cap N(u_j)| = n_2$ and so $W_{ij} \leq n_2$. So, edge weight will be in between 1 and $n_2$ i.e. $1 \leq W_{ij} \leq n_2$.

**Theorem 3.** If $G(U, E, W)$ be the weighted projected network of a bipartite network $G(U, S, E)$ and $W_{ij}$ denotes the edge weight of the edge $(u_i u_j)$ then $\sum_{(u_i u_j) \in E} W_{ij} = \sum_{k=1}^{n_2} (d_k^2)$ if $d_k \geq 2$.

**Proof.** This theorem can be proved from the concept described in Lemma 1. As each vertex $s_k \in S$ induces a clique of size $|N(s_k)|$ in $G$. So, if $|N(s_k)| \geq 2$ then $s_k$ contributes to the edge weight in $G$ by $\left(\frac{d_k}{2}\right)$. If $\omega_{s_k}$ be the total edge weight due to the vertex $s_k$ then,

$$\omega_{s_k} = \left\{ \begin{array}{ll} \left(\frac{d_k}{2}\right), & \text{if } d_k \geq 2 \\ 0, & \text{otherwise} \end{array} \right.$$
So, if we sum it up for all the vertices in $S$ then that will be equal to the sum of all the edge weights in $G$. So, 
\[ \sum_{(u, v) \in E} W_{ij} = \sum_{k=1}^{n_2} \left( \frac{d_k}{2} \right), \text{ if } d_k \geq 2. \]

Now, let us take the situation of a complete bipartite graph. When a complete bipartite graph $G(U, S, E)$ is projecting for the vertex set $U$ with respect to the vertex set $S$ then the number of edges in the projected network will be $\binom{n_1}{2}$ and each edge will have edge weight $n_2$. So, total edge weight in the projected network of a bipartite network will be
\[ \sum_{(u, v) \in E} W_{ij} = \binom{n_1}{2} n_2 \]
so, total edge weight in the projected network of a bipartite network $G(U, S, E)$ and $\omega$ denotes the sum of all edge weights of $G$ then $\omega \leq \frac{n_1 n_2 (n_1 - 1)}{2}$ which can be formally stated as follows:

**Corollary 1.** If $G(U, E, W)$ be the weighted projected network of a bipartite network $G(U, S, E)$ and $\omega$ denotes the sum of all edge weights of $G$ then $\omega \leq \frac{n_1 n_2 (n_1 - 1)}{2}$.

**VI. Conclusion and Future Directions**

In this work, we have studied the properties of a projected network generated from a bipartite network. We have found some interesting properties about connectedness, presence of cliques in the projected network, maximum possible possible edge weight for the weighted projected network. One algorithm has been presented in section IV which computes the adjacency matrix of the projected network from the given bi-adjacency matrix of a bipartite graph.

Now this work can be extended in different directions. First, the algorithm that has been proposed in Section 4 has quadratic complexity. So, efficient algorithm can be proposed to compute the adjacency matrix of the projected network. Secondly, many real life network data are available for different kinds of networks. Theoretical results that has been studied in this paper that can be applied to study the properties of those real life networks.
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