1. Introduction and Background

The notion of noncommutative soliton arises when one considers the nonlinear Klein-Gordon equation (NLKG) for a field which is dependent on, for example, two “noncommutative coordinates”, $x, y$, whose coordinate functions satisfy canonical commutation relations (CCR) $[X, Y] = i\epsilon$. By going to a representation of the above canonical commutation relation, one can reduce the dynamics of the problem to an equation for the coefficients of an expansion in the Hilbert space representation of the above CCR, see e.g. [11][12][16]. By restricting to rotationally symmetric functions the noncommutative deformation of the Laplacian reduces to a second order finite difference operator, which is symmetric, and with variable coefficient growing like the lattice coordinate, at infinity. Therefore, this operator is unbounded, and in fact has continuous spectrum $[0, \infty)$. These preliminary analytical results, as well as additional numerical results, were obtained by Chen, Fröhlich, and Walcher [7]. The dynamics and scattering of the (perturbed) soliton can then be inferred from the NLKG with such a discrete operator as the linear part. We will be interested in studying the dynamics of discrete NLKG and discrete NLS equations with these hamiltonians.
We will be working with a discrete Schrödinger operator $L_0$ which can be considered either a discretization or a noncommutative deformation of the radial 2D negative Laplacian, $-\Delta^{2D} = -r^{-1}\partial_rr\partial_r$. We will briefly review both perspectives.

In 1D one may find a discrete Laplacian via

$$x \in \mathbb{R} \xrightarrow{\text{discrete}} n \in \mathbb{Z}, \quad -\Delta^{1D} = -\partial_x^2 \xrightarrow{\text{discrete}} -D_+D_-,$$

where $D_+v(n) = v(n) - v(x), D_-v(n) = v(n) - v(n - 1)$ are respectively the forward and backward finite difference operators. It is important to implement this particular combination of these finite difference operators due in order to ensure that the resulting discrete Laplacian is symmetric. In 2D one may find a discrete Laplacian via

$$r = (x^2 + y^2)^{1/2} = 2\rho^{1/2}, \quad \rho \in \mathbb{R}_+ \xrightarrow{\text{discrete}} n \in \mathbb{Z}_+,$$

$$-\Delta^{2D}_r = -r^{-1}\partial_rr\partial_r = -\partial_\rho\rho\partial_\rho \xrightarrow{\text{discrete}} -D_+MD_- = L_0,$$

where $Mv(n) = n\rho(n)$. For any 1D continuous coordinate $x$ one may discretize a pointwise multiplication straightforwardly via $v^p(x) \xrightarrow{\text{discrete}} v^p(n)$, where $n$ is a discrete coordinate.

One may also follow the so-called noncommutative space perspective. Here one considers the formal “Moyal star deformation” of the algebra of functions on $\mathbb{R}^2$:

$$\Phi_1 \cdot \Phi_2(x,y) = \Phi_1(x,y)\Phi_2(x,y)$$

$$\xrightarrow{\epsilon>0} \Phi_1 \ast \Phi_2(x,y) = \exp[i(\epsilon/2)(\partial_x,\partial_y - \partial_y,\partial_x)]\Phi_1(x,y)\Phi_2(x,y)_{|(x,y) = (x,y)}.$$

One calls the coordinates, $x, y$, noncommutative in this context because the coordinate functions $X(x,y) = x, Y(x,y) = y$ satisfy a nontrivial commutation relation $X \star Y - Y \star X \equiv [X,Y] = i\epsilon$. This prescription can be considered equivalent to the multiplication of functions of $q, p$ in quantum mechanics where operator ordering ambiguities are set by the normal ordering prescription for each product. For $\Phi$ a deformed function of $r = (x^2 + y^2)^{1/2}$ alone: $\Phi = \sum_{n=0}\Phi(n)\Phi_n$ where $\Phi(n) \in \mathbb{C}$ and the $\{\Phi_n\}_{n=0}^\infty$ are distinguished functions of $r$: the projectors onto the eigenfunctions of the noncommutative space variant of quantum simple harmonic oscillator system. One may find for $\Phi$ a function of $r$ alone:

$$-\Delta^{2D}_r \Phi = -\Delta^{2D}_\rho \Phi = -r^{-1}\partial_r\rho\partial_r\Phi$$

$$\xrightarrow{\epsilon>0} \frac{2}{\epsilon}L_0\Phi_n = \frac{2}{\epsilon}\{ -(n+1)\Phi_{n+1} + (2n+1)\Phi_n - n\Phi_{n-1} \quad , \quad n > 0 \}
-\Phi_1 + \Phi_0
\quad , \quad n = 0.$$

which may be transferred to $\frac{2}{\epsilon}L_0v(n)$, an equivalent action on the $v(n)$, due to the symmetry of $L_0$. Since the $\Phi_n$ are noncommutative space representations of projection operators on a standard quantum mechanical Hilbert space, they diagonalize the Moyal star product: $\Phi_m \ast \Phi_n = \delta_{m,n}\Phi_n$. This property is shared by all noncommutative space representations of projection operators. Thereby products of the $\Phi_n$ may be transferred to those of the expansion coefficients: $v(n)v(n) = v^2(n)$.

See B. Durhuus, T. Jonsson, and R. Nest (2001) and T. Chen, J. Fröhlich, and J. Walcher (2003) for reviews of the two approaches. In the following we will work on a lattice explicitly so $x \in \mathbb{Z}_+$ will be a discrete spatial coordinate.

The principle of replacing the usual space with a noncommutative space (or space-time) has found extensive use for model building in physics and in particular for allowing easier construction of localized solutions, see e.g. [4][21] for surveys. An example of the usefulness
of this approach is that it may provide a robust procedure for circumventing classical nonexistence theorems for solitons, e.g. that of Derrick [9]. The NLKG variant of the equation we study here first appeared in the context of string theory and associated effective actions in the presence of background D-brane configurations, see e.g. [16]. We have decided to look in a completely different direction. The NLS variant and its solitons can in principle be materialized experimentally with optical devices, suitably etched, see e.g. [8]. Thus the dynamics of NLS with such solitons may offer new and potentially useful coherent states for optical devices. Furthermore, we believe the NLS solitons to have special properties, in particular asymptotic stability as opposed to the conjectured asymptotic metastability of the NLKG solitons conjectured in [7].

We will be following a procedure for the proof of asymptotic stability which has become standard within the study of nonlinear PDE [23]. Crucial aspects of the theory and associated results were established by Buslaev and Perelman [5], Buslaev and Sulem [6], and Gang and Sigal [15]. Important elements of these methods are the dispersive estimates. Various such estimates have been found in the context of 1D lattice systems, for example see the work of A.I. Komech, E.A. Kopylova, and M. Kunze [19] and of I. Egorova, E. Kopylova, G. Teschl [13], as well as the continuum 2D problem to which our system bears many resemblances, see e.g. the work of E. A. Kopylova and A.I. Komech [20]. Extensive results have been found on the asymptotic stability on solitons of 1D nonlinear lattice Schrödinger equations by F. Palmero et al. [22] and P.G. Kevrekidis, D.E. Pelinovsky, and A. Stefanov [18]. Important aspects of the application of these models to optical nonlinear waveguide arrays has been established by H.S. Eisenberg et al. [14].

This work is the second of a series of papers ([1], this one and [2]) devoted to the construction, scattering, and asymptotic stability of these noncommutative solitons. The three papers are devoted to separate aspects of the problem in order of necessity. The organization of this work is as follows.

In [1] we focus on a key estimate that is needed for scattering and stability, namely the decay in time of the solution, at the optimal rate. Fortunately, in the generic case, we find it is integrable, given by $t^{-1} \log^{-2} t$. The proof of this result is rather direct, and employs the generating functions of the corresponding generalized eigenfunctions, to explicitly represent and estimate the resolvent of the hamiltonian at all energies. We also conclude the absence of positive eigenvalues and singular continuous spectrum.

Preliminary results for the scattering theory of the associated noncommutative waves and solitons were found by Durhuus and Gayral [10]. In particular they find local decay estimates for the associated noncommutative NLS. We utilize alternative methods and find local decay for both the free Schrödinger operator as well as a class of rank one perturbations thereof. An important element of this analysis is the study of the spectral properties of the free and perturbed Schrödinger operator. We extend the analysis of Chen, Fröhlich, and Walcher [7] and reproduce some of their results with alternative techniques.

In this paper we address the construction and properties of a family of ground state solitons. These stationary states satisfy a nonlinear eigenvalue equation, are positive, monotonically decaying and sharply peaked for large spectral parameter. The proof of this result follows directly from our spectral results in this paper by iteration for small data and root finding for large data. The existence and many properties of solutions for a similar nonlinear eigenvalue equation were found by Durhuus, Jonssen, and Nest [11][12]. We utilize a simple
power law nonlinearity for which their existence proofs do not apply. We additionally find estimates for the peak height, spatial decay rate, norm bounds, and parameter dependence.

In [2] we focus on deriving a decay rate estimate for the Hamiltonian which results from linearizing the original NLS around the soliton constructed in this paper. We determine the full spectrum of this operator, which is the union of a multiplicity 2 null eigenvalue and a real absolutely continuous spectrum. This establishes a well-defined set of modulation equations [23] and points toward the asymptotic stability of the soliton.

In the conclusion of [2] we describe how the results can be applied to prove stability of the soliton we constructed in this paper. The issue of asymptotic stability of NLS solitons has been sufficiently well-studied in such a broad context that the proof thereof is often considered as following straightforwardly from the appropriate spectral and decay estimates, of the kind found in [2]. We sketch how the theory of modulation equations established by Soffer and Weinstein [23] can be used to prove asymptotic stability. Chen, Fröhlich, and Walcher conjectured that in the NLKG case the corresponding solitons are unstable but with exponential long decay: the so-called metastability property, see e.g. [7, 24]. There is a great deal of evidence to suggest that this is in fact the case but a proof has yet to be provided. This will be the subject of future work.

2. Notation

Let \( \mathbb{Z}_+ \) and \( \mathbb{R}_+ \) respectively be the nonnegative integers and nonnegative reals and \( \mathcal{H} = \ell^2(\mathbb{Z}_+, \mathbb{C}) \) the Hilbert space of square integrable complex functions, e.g. \( v: \mathbb{Z}_+ \ni x \mapsto v(x) \in \mathbb{C} \), on the 1D half-lattice with inner product \((\cdot, \cdot)\), which is conjugate-linear in the first argument and linear in the second argument, and the associated norm \||\cdot||\), where \(|v| = (v, v)^{1/2}, \forall v \in \mathcal{H}\). Where the distinction is clear from context \||\cdot|| \equiv ||\cdot||_{op} will also represent the norm for operators on \( \mathcal{H} \) given by \(||A||_{op} = \sup_{v \in \mathcal{H}} ||v||^{-1}||Av||\), for all bounded \( A \) on \( \mathcal{H} \). Denote the lattice \( \ell^1 \) norm by \(||\cdot||_1\) where \(||v||_1 = \sum_{x=0}^{\infty} |v(x)|\), \( \forall v \in \ell^1(\mathbb{Z}_+, \mathbb{C})\).

We denote by \( \otimes \) the tensor product and by \( z \mapsto \overline{z} \) complex conjugation for all \( z \in \mathbb{C} \).

We write \( \mathcal{H}^* \) for the space of linear functionals on \( \mathcal{H} \): the dual space of \( \mathcal{H} \). For every \( v \in \mathcal{H} \) one has that \( v^* \in \mathcal{H}^* \) is its dual satisfying \( v^*(w) = (v, w) \) for all \( v, w \in \mathcal{H} \).

For every operator \( A \) on \( \mathcal{H} \) we take \( \mathcal{D}(A) \) as standing for the domain of \( A \). For each operator \( A \) on \( \mathcal{H} \) define \( A^* \) on \( \mathcal{H}^* \) to be its dual and \( A^\dagger \) on \( \mathcal{H} \) its adjoint such that \( v^*(Aw) = A^*v^*(w) = (A^\dagger v, w) \) for all \( v \in \mathcal{D}(A^\dagger) \) and all \( w \in \mathcal{D}(A) \). Let \( \{\chi_x\}_{x=0}^{\infty} \) be the orthonormal set of vectors such that \( \chi_x(x) = 1 \) and \( \chi_x(x_2) = 0 \) for all \( x_2 \neq x_1 \). We write \( P_x = \chi_x \otimes \chi_x^* \) for the orthogonal projection onto the space spanned by \( \chi_x \).

We define \( \mathcal{T} \) to be the topological vector space of all complex sequences on \( \mathbb{Z}_+ \) endowed with topology of pointwise convergence, \( \mathcal{B}(\mathcal{H}) \) to be the space of bounded linear operators on \( \mathcal{H} \), and \( \mathcal{L}(\mathcal{T}) \) to be the space of linear operators on \( \mathcal{T} \), endowed with the pointwise topology induced by that of \( \mathcal{T} \). When an operator \( A \) on \( \mathcal{H} \) can be given by an explicit formula through \( A(x_1, x_2) = (\chi_{x_1}, A\chi_{x_2}) < \infty \) for all \( x_1, x_2 \in \mathbb{Z}_+ \) one may make the natural inclusion of \( A \) into \( \mathcal{L}(\mathcal{T}) \), the image of which will also be denoted by \( A \). We consider \( \mathcal{T} \) to be endowed with pointwise multiplication, i.e. the product \( uv \) is specified by \((uv)(x) = u(x)v(x)\) for all \( u, v \in \mathcal{T} \).

We represent the spectrum of each \( A \) on \( \mathcal{H} \) by \( \sigma(A) \). We term each element \( \lambda \in \sigma(A) \) a spectral value. We write \( \sigma_d(A) \) for the discrete spectrum, \( \sigma_e(A) \) for the essential spectrum, \( \sigma_p(A) \) for the point spectrum, \( \sigma_{ac}(A) \) for the absolutely continuous spectrum, and \( \sigma_{sc}(A) \)
for the *singly continuous spectrum*. Should an operator $A$ satisfy the spectral theorem there exist scalar measures $\{\mu_n\}_{n=1}^N$ on $\sigma(A)$ which furnish the associated spectral representation of $\mathcal{H}$ for $A$ such that the action of $A$ is given by multiplication by $\lambda \in \sigma(A)$ on $\oplus_{n=1}^N L^2(\sigma(A), d\mu_k)$. If $\mathcal{H} = \oplus_{n=1}^N L^2(\sigma(A), d\mu_k)$ we term $n$ the *generalized multiplicity* of $A$. For an operator of arbitrary generalized multiplicity we will write $\mu^A$ for the associated operator valued measure, such that $A = \int \sigma(A) \lambda \, d\mu^A_\lambda$. For each operator $A$ that satisfies the spectral theorem, its spectral (Riesz) projections will be written as $P^A_\lambda$ and the like for each of the distinguished subsets of the spectral decomposition of $A$. Define $R^A : \rho(A) \rightarrow \mathcal{B}(\mathcal{H})$, the resolvent of $A$, to be specified by $R^A_z := (A - z)^{-1} = A(I + A^*A)^{-1}$, where $\rho(A) := \mathbb{C} \setminus \sigma(A)$ is the resolvent set of $A$ and where by abuse of notation $zI \equiv z \in \mathcal{B}(\mathcal{H})$ here.

Allow an *eigenvector* of $A$ to be a vector $v \in \mathcal{H}$ for which $Av = \lambda v$ for some $\lambda \in \mathbb{C}$. Should $A$ admit inclusion into $\mathcal{L}(\mathcal{F})$, we define a *generalized eigenvector* of $A$ to be a vector $\phi \in \mathcal{F} \setminus \mathcal{H}$ which satisfies $A\phi = \lambda \phi$ for some $\lambda \in \mathbb{C}$ such that $\phi(x)$ is polynomially bounded, which is to say that there exists a $p \geq 0$ such that $\lim_{x \searrow \infty} (x + 1)^{-p} \phi(x) = 0$. We define a *spectral vector* of $A$ to be a vector which is either an eigenvector or generalized eigenvector of $A$. We define the subspace of spectral vectors associated to the set $\Sigma \subseteq \sigma(A)$ to be the *spectral space over $\Sigma$*.

We write $\partial_x \equiv \frac{\partial}{\partial x}$ and $d_x \equiv \frac{d}{dx}$ respectively for formal partial and total derivative operators with respect to a parameter $z \in \mathbb{R}, \mathbb{C}$.

### 3. Review

**Definition 3.1.** Define $L_0$ to be the operator on $\mathcal{H}$ with action

\[
L_0 v(x) = \begin{cases} 
-(x + 1)v(x + 1) + (2x + 1)v(x) - xv(x - 1), & x > 0 \\
-v(1) + v(0), & x = 0.
\end{cases}
\]

and domain $\mathcal{D}(L_0) := \{v \in \mathcal{H} \mid ||Mv|| < \infty\}$, where $M$ is the multiplication operator with action $Mv(x) = xv(x)$ $\forall v \in \mathcal{F}$.

In [1] we proved the following.

**Proposition 1.** The operator $L_0$ has the following properties.

1. $L_0$ is essentially self-adjoint.
2. $L_0$ has generalized multiplicity 1.
3. The spectrum of $L_0$ is absolutely continuous, $\sigma(L_0) = \sigma_{ac}(L_0) [0, \infty)$, and for choice of normalization $\phi_{\lambda}(0) = 1$, its generalized eigenfunctions are the Laguerre polynomials $\phi_{\lambda} = \sum_{k=0}^{x} \frac{(-\lambda)^k}{k!} \binom{x}{k}$.

Chen, Fröhlich, and Walcher determined the above properties for $L_0$ in [7] via methods which are different from ours.

**Definition 3.2.** Let $\psi_z := R^L_0 \chi_0$ be the resolvent vector for all $z \in \rho(L_0)$.

### 4. Results

Consider the discrete NLS

\[
i \partial_t w = L_0 w - |w|^{2\sigma} w, \quad 1 \leq \sigma \in \mathbb{Z}
\]
where \( w : \mathbb{R}_t \times \mathbb{Z}_+ \rightarrow \mathbb{C} \). The existence of a \( u : \mathbb{Z}_+ \rightarrow \mathbb{C} \) which satisfies the nonlinear finite difference equation

\[
L_0 u = \zeta u + |u|^{2\sigma} u,
\]

furnishes a stationary state of the discrete NLS of the form \( w(t) = e^{-i\zeta t}u \). One expects that, due to the attractive nature of the nonlinearity, a negative “nonlinear eigenvalue”, \( \zeta = -\alpha < 0 \), will allow the existence of a sharply peaked, monotonically decaying “ground state soliton”. We will therefore exclusively look for solutions to

\[
L_0 u = -\alpha u + u^p,
\]

where \( u : \mathbb{Z}_+ \rightarrow \mathbb{R}_+ \), \( \alpha > 0 \), and for generality \( 1 < p \in \mathbb{Z} \). Solutions with these characteristics are self-focusing and tend to be sharply localized. They are therefore termed solitary waves or solitons generally.

**Theorem 1.** There exists a \( \mu_* > 0 \) such that for each \( \mu > \mu_* \) there exists a solution to Equation (4) with \( \zeta = -\mu < 0 \) and \( u = \alpha_\mu \), which is:

1. **positive:** \( \alpha_\mu(x) > 0 \) for all \( x \in \mathbb{Z}_+ \),
2. **monotonically decaying:** \( \alpha_\mu(x + 1) - \alpha_\mu(x) < 0 \) for all \( x \in \mathbb{Z}_+ \),
3. **absolutely integrable:** \( \alpha_\mu \in \ell^1 \)

**Definition 4.1.** We define \( P := I - P_0 \) and write \( \hat{v} \equiv Pv \) for all \( v \in \mathcal{H} \) and write \( \hat{A} \equiv PA \) for all \( A \in \mathcal{B}(\mathcal{H}) \).

The proof of Theorem 1 will proceed as follows:

1. Consider Equation (4) with \( \zeta = -a < 0 \), where \( a \) is a free parameter, \( u : \mathbb{Z}_+ \rightarrow \mathbb{R}_+ \), and \( p := 2\sigma + 1 \): \( L_0 u = -au + u^p \). Split this equation into a boundary piece and a tail piece by applying \( P_0 \) and \( P \) respectively.
2. We take \( b := u(0) \) to be a fixed constant and iterate the tail piece of Equation (4) via

\[
u_{n+1}(a, b) = \hat{\varphi}_{-a} b^p + \hat{R}_a u_n^p(a, b),
\]

\( u_n(a, b) \in \mathcal{H} \) for all \( n \). We show that for large enough \( a \) this iteration converges pointwise monotonically and that \( ||u_n(a, b)||_1 \leq s_n(a) \) is bounded as \( n \rightarrow \infty \), for a sequence of constants \( \{s_n(a)\} \in \ell_1 \). We define the limit of this iteration to be \( u_*(a, b) \equiv \lim_{n \rightarrow \infty} u_n(a, b) \).
3. The construction of \( u_*(a, b) \) sets \( u(1) = u_*(a, b; 1) \equiv q(a, b) \). We substitute this into the boundary piece of Equation (4) which then takes the form

\[
0 = b^p - (a + 1)b + q(a, b).
\]

We will now take \( b \) to be a variable. If the solution, \( u \), is positive and monotonically decaying then one must have

\[
0 < u(1) < u(0) \quad \Rightarrow \quad a^{(p-1)-1} < b < (a + 1)^{(p-1)-1}.
\]

We show that for all \( a \) sufficiently large there is a unique \( b = b_*(a) \in (a^{(p-1)-1}, (a + 1)^{(p-1)-1}) \) which solves the boundary equation.
4. We define the solution we desire, \( \alpha_\mu \), by

\[
\alpha_\mu(x) := \begin{cases} b_*(\mu) & , \ x = 0 \\ u_*(\mu, b_*(\mu); x) & , \ x > 0 \end{cases}.
\]
The three properties (i.e. positivity, monotonicity, \(\ell_1\)) of the solution will then be verified in turn.

Typically one can arrive at the existence of a soliton with such properties via variational or rearrangement arguments. We will use much more elementary techniques which yield yet other properties due to the dependence on explicit constructions. One such result which will be of use later on is

**Proposition 2.**

\[
\left|\alpha_\mu\right|_1 \leq \mu^{-(p-1)^{-1}(p-2)} + O(\mu^{-(p-1)^{-1}(2p-3)}).
\]

5. Existence of \(\alpha_\mu\)

5.1. Away from the boundary. Consider two forms of Equation (4):

\[(I)\quad L_0 u = -au + u^p\]
\[(II)\quad u = R_L^0 u^p.\]

One may project the equation of form (II) to a “tail” piece by applying \(P\):

\[
u = R_L^0 (P_\mu + P) u^p \quad \Rightarrow \quad \hat{u} = \psi - a u^p(0) + \hat{R}_a u^p.
\]

We will fix \(u(0) \equiv b\) and iterate by substituting the LHS into the RHS. We will show the conditions under which this converges and

**Definition 5.1.** Let \(u(0) \equiv b\) be a fixed parameter which satisfies \(a^{(p-1)^{-1}} < b < (a+1)^{(p-1)^{-1}}\). Let \(\{u_n(a, b)\}_{n=0}^\infty\) be a sequence of vectors in \(H^p\) defined by a fixed \(u_0(a, b)\) and inductively by

\[
u_{n+1}(a, b) = \psi - a b^p + \hat{R}_a u^p_n(a, b),
\]

such that \(u_n(a, b) = \hat{u}_n(a, b)\).

The requirement that \(a^{(p-1)^{-1}} < b < (a+1)^{(p-1)^{-1}}\) follows from \(0 < u(1) < u(0)\) such that \(u(0) = b\) and \(u(x)\) in monotonically decreasing for increasing \(x\).

**Lemma 5.1.** One has that \(\left|\psi - a\right|_1 = a^{-1}\) for all \(a > 0\).

**Proof.** \(\psi - a(x) > 0\) for all \(a \in \mathbb{R}_+\) and \(x \in \mathbb{Z}_+\). Therefore

\[
\left|\psi - a\right|_1 = \sum_{x=0}^{\infty} \psi - a(x)
\]

\[
= \sum_{x=0}^{\infty} e^a \sum_{k=0}^{x} (-1)^k \binom{x}{k} E_{k+1}(a) = \sum_{x=0}^{\infty} e^a \int_1^\infty dt e^{-at} t^{-1}(1 - t^{-1})^x
\]

\[
= e^a \int_1^\infty dt e^{-at} t^{-1} \sum_{x=0}^{\infty} (1 - t^{-1})^x = \int_0^\infty dt e^{-at} = a^{-1}.
\]

**Lemma 5.2.** Let \(\{s_n(a)\}_{n=0}^\infty\) be a sequence of nonnegative real numbers defined by a fixed \(s_0(a)\) and inductively by

\[
s_{n+1}(a) = a^{-1} r(a) + a^{-1} s_n^p(a),
\]

\[
\left|s_n\right|_1 = \sum_{x=0}^{\infty} s_n(x)
\]

\[
= \sum_{x=0}^{\infty} e^a \sum_{k=0}^{x} (-1)^k \binom{x}{k} E_{k+1}(a) = \sum_{x=0}^{\infty} e^a \int_1^\infty dt e^{-at} t^{-1}(1 - t^{-1})^x
\]

\[
= e^a \int_1^\infty dt e^{-at} t^{-1} \sum_{x=0}^{\infty} (1 - t^{-1})^x = \int_0^\infty dt e^{-at} = a^{-1}.
\]
where
\[(16)\quad r(a) := (a + 1)^{(p-1)^{-1}}.\]
If \(\|u_j(a, b)\|_1 \leq s_j(a)\) for some \(j\) then \(\|u_k(a, b)\|_1 < s_k(a)\) for all \(j < k\).

**Proof.** Consider the known bound \[3\]
\[(17)\quad (z + n)^{-1} < e^z E_n(z) \leq (z + n - 1)^{-1}, \quad 0 < z \in \mathbb{R} \]
Since \(\psi_a(0) = e^a E_1(a)\), one then has that
\[(18)\quad \left\| \hat{\psi}_a \right\|_1 = \|\psi_a\|_1 - \psi_a(0) < a^{-1}(a + 1)^{-1}.\]
Then, since \(b < (a + 1)^{(p-1)^{-1}}\) one has
\[(19)\quad \left\| \hat{\psi}_a b^p \right\|_1 < a^{-1}r(a).\]
One may then observe that
\[(20)\quad \|u_{j+1}\|_1 < a^{-1}r(a) + a^{-1} \|u_j^p\|_1 \leq a^{-1}r(a) + a^{-1}s_j^p(a) = s_{j+1}(a).\]

\[\square\]

**Lemma 5.3.** Let \(g : \mathbb{R}_+^2 \to \mathbb{R}\) be specified by
\[(21)\quad g(a, s) := a^{-1}r(a) + a^{-1}s^p - s.\]
and \(s_{\text{min}}(a) := (a/p)^{(p-1)^{-1}}.\) For sufficiently large \(a > 0\) it is the case that \(g(a, s)\) has exactly two roots in \(s\): \(s_-(a)\) which satisfies \(0 < s_-(a) < s_{\text{min}}(a)\) and \(s_+(a)\) which satisfies \(s_{\text{min}}(a) < s_+(a)\).

**Proof.** One may observe that \(g(a, s)\) has a global minimum at \(s = s_{\text{min}}(a)\). It is the case that
\[(22)\quad g(a, s_{\text{min}}(a)) = a^{-1}r(a) + a^{-1}(a/p)^{(p-1)^{-1}} - a^{-1}(a - 1)^{(p-1)^{-1}}\]
\[(23)\quad = a^{-1}(a + 1)^{(p-1)^{-1}} - a^{-2}(a - 1)(p - 1)^{-1}(1 - p^{-1})\]
\[(24)\quad d_a g(a, s_{\text{min}}(a)) = -a^{-1}(a + 1)^{(p-1)^{-1}} \left[ a^{-1} - (a + 1)^{-1}(p - 1)^{-1} \right] - a^{-2}(a - 1)^{(p-1)^{-1}} (p - 1)^{-1} (1 - p^{-1}) < 0, \quad \forall a > 0\]

since
\[(26)\quad a^{-1} - (a + 1)^{-1}(p - 1)^{-1} > 0, \quad \forall a > 0.\]

One has that
\[(27)\quad \lim_{a \to \infty} g(a, s_{\text{min}}(a)) = -\infty\]
and
\[(28)\quad g(a, 0) = a^{-1}r(a) > 0, \quad \forall a > 0\]
\[(29)\quad \lim_{a \to \infty} g(a, 0) = \infty\]
\[(30)\quad \lim_{s \to \infty} g(a, s) = \infty, \quad \forall a > 0\]

By intermediate value theorem there must be at least one root. By Descartes rule of signs, \(g(a, s)\) has either 0 or 2 positive roots in \(s\). Therefore \(g(a, s)\) has exactly 2 roots for all sufficiently large \(a > 0\). \[\square\]
Definition 5.2. Let $a_0 > 0$ be the unique value of $a$ such that $g(a, s)$ has two distinct roots in $s$ for all $a > a_0$.

$a_0 > 0$ is the unique value of $a$ for which that $g(a, s)$ has one root in $s$ of multiplicity 2.

Lemma 5.4. Let $h : \mathbb{R}_+^2 \to \mathbb{R}_+$ be defined by

$$h(a, s) := a^{-1}r(a) + a^{-1}s^p.$$  
(31)

The map $h(a, \cdot) : s \mapsto h(a, s)$ is contractive on the domain $0 \leq s < s_{\min}(a)$ for all $a > a_0$.

Proof. \(\blacksquare\)

Lemma 5.5. For all $a > a_0$ and for sufficiently small $\|u_0(a, b)\|_1 \geq 0$ one has that

$$\lim_{n \to \infty} ||u_n(a, b)||_1 < \infty.$$  

Proof. Let $a > a_0$. Given the iteration $s_{n+1}(a) = h(a, s_n(a))$, the choice of any $s_0(a)$ which satisfies $0 \leq s_0(a) \leq s_-(a)$ gives a sequence $\{s_n(a)\}_{n=0}^\infty$ which converges to $\lim_{n \to \infty} s_n(a) = s_-(a) < \infty$ monotonically from below as $n \to \infty$ for all $a > a_0$. For $0 \leq \|u_0(a, b)\|_1 \leq s_0(a)$ it is the case that $\lim_{n \to \infty} ||u_n(a, b)||_1 \leq \lim_{n \to \infty} s_n(a) = s_-(a) < \infty$. \(\blacksquare\)

Lemma 5.6. Let $s_*(a) := \lim_{n \to \infty} s_n(a) = s_-(a)$ for all $a > a_0$. One has that $s_*(a) \searrow 0$ monotonically as $a \nearrow \infty$ for all $a > a_0$.

Proof. Let $a > a_0$. Consider the graph of the map $s \mapsto h(a, s) = a^{-1}r(a) + a^{-1}s^p$. It is the case that $\partial_a h(a, s) < 0$ and $h(a, s) \geq s$ for $0 \leq s \leq s_*(a)$, with equality for $h(a, s_*(a)) = s_*(a)$, which completes the proof. \(\blacksquare\)

Lemma 5.7. We define

$$\theta_1(a, b) := \tilde{\psi}_{-a}b^p,$$
(37)

$$\theta_k(a, b) := \tilde{R}_{-a}^\La \sum_{m_1=1}^p \left( \frac{p}{m_1} \right) \vartheta_1^{p-m_1}(a, b) \cdots \sum_{m_{j-1}=1}^{m_{j-1}} \left( \frac{m_{j-1}}{m_j-1} \right) \vartheta_j^{m_{j-1}-m_{j-1}}(a, b) \cdots$$
(38)

$$\times \sum_{m_{k-2}=1}^{m_{k-3}} \left( \frac{m_{k-3}}{m_{k-2}} \right) \vartheta_{k-2}^{m_{k-3}-m_{k-1}}(a, b) \vartheta_{k-1}^{m_{k-2}}(a, b).$$
(39)

If $u_0(a, b) = 0$ then one has

$$u_n(a, b) = \sum_{k=1}^n \theta_k(a, b).$$
(40)
Proof. One may verify by induction:

\begin{align}
(41) \quad u_1(a, b) &= \theta_1(a, b) \\
(42) \quad u_{n+1}(a, b) &= \theta_1(a, b) + \hat{R}_a^{L_0} u_n(a, b) \\
(43) \quad &= \theta_1(a, b) + \hat{R}_a^{L_0} \left[ \sum_{k=1}^{n} \theta_k(a, b) \right]^p \\
(44) \quad &= \theta_1(a, b) + \hat{R}_a^{L_0} \left\{ \theta_1^p(a, b) + \sum_{m_1=1}^{p} \left( \frac{p}{m_1} \right) \theta_1^{p-m_1}(a, b) \left[ \sum_{k=2}^{n} \theta_k(a, b) \right]^{m_1} \right\} \\
(45) \quad &= \theta_1(a, b) + \hat{R}_a^{L_0} \left[ \theta_1^p(a, b) + \sum_{m_1=1}^{p} \left( \frac{p}{m_1} \right) \theta_1^{p-m_1}(a, b) \theta_2^{m_1}(a, b) + \cdots \right] \\
& \quad + \sum_{m_1=1}^{p} \left( \frac{p}{m_1} \right) \theta_1^{p-m_1}(a, b) \cdots \sum_{m_j=1}^{m_{j-1}} \left( \frac{m_{j-1}}{m_j} \right) \theta_j^{m_{j-1}-m_{j-2}}(a, b) \cdots \\
& \quad \times \left[ \left( \frac{m_{k-1}}{m_{k-2}} \right) \left( \frac{m_{k-2}}{m_{k-3}} \right) \theta_1^{m_{k-2}-m_{k-1}}(a, b) \theta_2^{m_{k-2}}(a, b) \right] \\
(46) \quad &= \theta_1(a, b) + \theta_2(a, b) + \cdots + \theta_j(a, b) + \cdots + \theta_{n+1}(a, b) \\
(51) \quad &= \sum_{k=1}^{n+1} \theta_k(a, b).
\end{align}

Lemma 5.8. For \( u_0(a, b) = 0 \) one has that \( u_{n+1}(a, b; x) > u_n(a, b; x) \) for all \( n \geq 0, x > 0 \) (strict pointwise increase in \( n \) for all \( x > 0 \)) for all \( a > a_0 \).

Proof. Since \( \theta_n(a, b; x) > 0, \forall x > 0 \), and \( u_{n+1}(a, b) - u_n(a, b) = \theta_{n+1}(a, b) \) it must be the case that the sequence \( \{u_n(a, b; x)\}_{n=0}^{\infty} \) is strictly increasing in \( n \) for all \( x > 0 \) and for all \( a > a_0 \).

Lemma 5.9. For \( u_0(a, b) = 0 \) and all \( a > a_0 \) one has that \( \lim_{n \to \infty} u_n(a, b) = \sum_{n=1}^{\infty} \theta_n(a, b) \in \ell^1 \).

Proof. Let \( a > a_0 \). One may observe that that \( \lim_{n \to \infty} ||u_n(a, b)||_1 \leq s_*(a) < \infty \Rightarrow \lim_{n \to \infty} u_n(a, b; x) < s_*(a) < \infty \) for all \( x \in \mathbb{Z}_+ \). Then by monotonic increase of \( u_n(a, b; x) \) in \( n \) for all \( x > 0 \), it follows that \( u_n(a, b; x) = \sum_{k=1}^{n} \theta_k(a, b; x) \) exists for each \( n, x \) and uniquely determines \( \lim_{n \to \infty} u_n(a, b) \).

Lemma 5.10. Let \( u_*(a, b) := \sum_{n=1}^{\infty} \theta_n(a, b) = \lim_{n \to \infty} u_n(a, b) \) for all \( a > a_0 \). One has that \( u_*(a, b; x) \) is a monotonically increasing function in \( b \geq 0 \) for all \( x > 0 \) and for all \( a > a_0 \).
\[ b^H \alpha L b^* \alpha L b^H + b^H \alpha L b = 0 \]

Figure 1. The dashed line is the graph of \( f_+(a, b) \), the solid is of \( f(a, b) \), and the dotted is of \( f_-(a, b) \).

**Proof.** \( u^*(a, b; x) := \sum_{n=1}^{\infty} \theta_n(a, b; x) \) can be represented as a power series in \( b \) for all \( x > 0 \) with only positive powers and positive coefficients.

\( \square \)

5.2. **At the boundary.** We now consider the equation of form (I). We can project it onto a “boundary” piece by applying \( P_0 \):

\[ 0 = (P_0 + P)(-L_0 u - au + u^p) \Rightarrow 0 = u^p(0) - (a + 1)u(0) + u(1) \]

Given \( u_*(a, b) = \sum_{k=1}^{\infty} \theta_k(a, b) \) we will substitute \( b = u(0) \) and \( q(a, b) \equiv u_*(a, b; 1) = u(1) \) in the boundary equation and thereby consider

\[ 0 = b^p - (a + 1)b + q(a, b) \]

on the interval \( a^{(p-1)^{-1}} \leq b \leq (a + 1)^{(p-1)^{-1}} \).

**Definition 5.3.**

\[ b_-(a) := a^{(p-1)^{-1}}, \quad b_+(a) := (a + 1)^{(p-1)^{-1}} \]

\[ \Sigma_a := \{ b \in \mathbb{R} : b_-(a) \leq b \leq b_+(a) \} \]

\[ q_-(a, b) := 0, \quad q(a, b) := u_*(a, b; 1), \quad q_+(a, b) := b \]

\[ f(a, b, q) := b^p - (a + 1)b + q \]

\[ f_-(a, b) := f(a, b, q_-(a, b)), \quad f_+(a, b) := f(a, b, q_+(a, b)), \quad f_*(a, b) := f(a, b, q(a, b)) \]

**Lemma 5.11.** \( q(a, b) > q_-(a, b) \) for all \( b \in \Sigma_a \) and for all \( a > a_0 \).

**Proof.** Let \( a > a_0 \).

\[ q(a, b) = \sum_{n=1}^{\infty} \theta_n(a, b; 1) > \theta_1(a, b; 1) = \tilde{\psi}_-(1)b^p \]

\[ = e^a [E_1(a) - E_2(a)] b^p > 0 = q_-(a, b) \]
Lemma 5.12. There exists an \( a_1 \geq a_0 \) such that \( q(a, b) < q_+(a, b) \) for all \( b \in \Sigma_a \) and for all \( a > a_1 \).

Proof. Let \( a > a_0 \). It is the case that \( \lim_{a \to \infty} s_+(a) = 0 \) monotonically and \( \lim_{a \to \infty} b_-(a) = \infty \) monotonically so there exists an \( a_1 \geq a_0 \) such that \( s_+(a) < b_-(0) \), \( \forall a > a_1 \). Clearly \( q(a, b) < s_+(a) \). Then \( q(a, b) < s_+(a) < b_-(a) \leq b = q_+(a, b), \forall a > a_1 \) and \( \forall b \in \Sigma_a \). \( \square \)

Lemma 5.13. Let \( a_1 > 0 \) be the smallest value for which \( a_1 \geq a_0 \) and for which \( q(a, b) < q_+(a, b) \) for all \( b \in \Sigma_a \) and for all \( a > a_1 \). Define \( a_2 := (p - 1)^{-1}, a_3 := \max\{a_1, a_2\} \). One has that:

- \( f_-(a, b) \) is negative and monotonically increasing for all \( b \in \Sigma_a \setminus b_+(a) \) and for all \( a > a_3 \).
- \( f_+(a, b) \) is positive and monotonically increasing in \( b \) for all \( b \in \Sigma_a \setminus b_-(a) \) and for all \( a > a_3 \).

Proof. One may observe that \( f_-(a, b) < f_+(a, b) < f_+(a, b) \) for all \( a > a_1 \) and all \( b \in \Sigma_a \). \( f_-(a, b_+(a)) = 0 \) and \( f_+(a, b_+(a)) = 0 \) for all \( a \geq 0 \).

For \( f_-(a, b) \): Let \( a > a_3 \). It follows that

\[
\partial_b f_-(a, b) = pb^{-1} - (a + 1) > pb^{-1}(a) - (a + 1) = a(p - 1) - 1.
\]

Then \( \partial_b f_-(a, b) > 0 \), \( \forall b \in \Sigma_a \) and for all \( a > a_3 \). Since \( f_-(a, b_+(a)) = 0 \) one has that \( f_-(a, b) < 0 \) for all \( b \in \Sigma_a \setminus b_+(a) \).

For \( f_+(a, b) \): Let \( a > a_3 \).

\[
\partial_b f_+(a, b) = pb^{-1} - a \geq pb^{-1}(a) - a = a(p - 1) > 0, \forall a > 0.
\]

Then since \( f_+(a, b_-(a)) = 0 \) one finds that \( f_+(a, b) > 0 \), \( \forall b \in \Sigma_a \setminus b_-(a) \). \( \square \)

Lemma 5.14. \( f_+(a, b) \) is monotonically increasing in \( b \) and has exactly one root in \( b \) for all \( b \in \Sigma_a \) and for all \( a > a_3 \).

Proof. Let \( a > a_3 \). \( f_-(a, b) \) is monotonically increasing in \( b \) for all \( b \in \Sigma_a \). \( q(a, b) \) is monotonically increasing in \( b \) for all \( b > 0 \). \( f_+(a, b) = f_-(a, b) + q(a, b) \) so \( f_+(a, b) \) must be monotonically increasing in \( b \) for all \( b \in \Sigma_a \).

Since \( f_+(a, b_-(a)) < 0 = f_+(b_-(a)) = f_-(a, b_+(a)) < f_+(a, b_+(a)) \), by intermediate value theorem there must be at least one \( b = b_*(a) \) for which \( f_+(a, b) = 0 \) and since \( f_+(a, b) \) is monotonically increasing on this interval, there must be exactly one such \( b = b_*(a) \). \( \square \)

Definition 5.4. Let \( b_*(a) \) be the unique value of \( b \in \Sigma_a \) for which \( f_+(a, b) = 0 \) for all \( a > a_3 \) and define \( \alpha_a \in \mathcal{K} \) via

\[
\alpha_a(x) := \begin{cases} 
  b_*(a), & x = 0 \\
  u_*(a, b_*(a)), & x > 0 
\end{cases}
\]

for all \( a > a_3 \).
6.1. Monotonicity. Consider

\[ -L_0 u = V(u), \]

where \( V(\cdot) : \mathbb{R} \to \mathbb{R} \) satisfies \( V(r) = 0 \), \( V(r_0) = 0 \), and \( V(r) > 0 \) for all \( r \in (0, r_0) \) where \( r_0 > 0 \). It was shown in [11] that for any solution of this equation for which \( \lim_{x \to \infty} u(x) = 0 \), there exists an \( x_* \) such that \( u(x) \) is a monotonically decaying for increasing \( x \geq x_* \). We will apply their argument, section 3 of [11], to show that for sufficiently large \( V \) \( u \) is the point greater than which \( V \) is the point greater than which \( V \) remains negative, for some \( x_3 > x_2 > x_1 + 1 \). One therefore has a contradiction if \( u(x) \) fails to be monotonically decreasing as \( x \not\to \infty \) for all \( x \in \mathbb{Z}_+ \).

Equation (65) may be summed to give an alternative finite difference equation. One has the two forms:

\[ (x + 1)[u(x + 1) - u(x)] - x[u(x) - u(x - 1)] = V(u(x)), \]

\[ u(x + 1) - u(x) = (x + 1)^{-1} \sum_{y=0}^{x} V(u(y)). \]

The argument proceeds as follows.

**Lemma 6.1.** There exists an \( a_4 \geq a_3 \) such that \( s_\ast(a) < b_\ast(a) \) for all \( a > a_4 \).

**Proof.** Let \( a > a_3 \). It is the case that \( s_\ast(a) \searrow 0 \) monotonically as \( a \not\to \infty \). It is clear that \( b_\ast(a) \nearrow \infty \) monotonically as \( a \not\to \infty \). \( \square \)

**Lemma 6.2.** Let \( u \in \mathcal{H} \) solve Equation (65). Let \( c_- \) and \( c_+ \) be constants which satisfy \( 0 < c_- < u(0) \) and \( 0 < ||Pu|| < c_+ < \infty \). If additionally \( c_+ < c_- \) then \( u(x) \) is monotonically decreasing in \( x \) for all \( x \in \mathbb{Z}_+ \).

**Proof.** Let \( u \) solve Equation (65). Let \( c_- \) and \( c_+ \) be constants which satisfy \( 0 < c_- < u(0) \) and \( 0 < ||Pu|| < c_+ < \infty \). Furthermore let \( c_+ < c_- \). One has that \( u(x) < u(0) \) for all \( x > 0 \) and in particular \( u(1) < u(0) \). Assume that there exists an \( 0 < x_0 \in \mathbb{Z}_+ \) such that \( u(x_0 + 1) - u(x_0) = 0 \) for \( u(x_0), u(x_0 + 1) \in (0, c_-) \). One then has \( u(x_0 + 2) - u(x_0 + 1) > 0 \) since \( (x_0 + 2)[u(x_0 + 2) - u(x_0 + 1)] = V(u(x_0 + 1)) > 0 \). Then assume generally that there exists an \( 0 < x_1 \in \mathbb{Z}_+ \) such that \( u(x_1 + 1) - u(x_1) > 0 \). This gives that \( \sum_{y=0}^{x_1} V(u(y)) > 0 \) since \( u(x_1 + 1) - u(x_1) = (x_1 + 1)^{-1} \sum_{y=0}^{x_1} V(u(y)) > 0 \). One then has that

\[ u(x_1 + 2) - u(x_1 + 1) = (x_1 + 2)^{-1} \sum_{y=0}^{x_1} V(u(y)) \]

\[ = (x_1 + 2)^{-1}V(u(x_1 + 1)) + (x_1 + 2)^{-1} \sum_{y=0}^{x_1} V(u(y)) > 0 \]

since \( V(u(x_1 + 1)) \) and \( \sum_{y=0}^{x_1} V(u(y)) \) are both positive. If \( u(x_1 + 2) \geq c_- \) then one has a contradiction. On the other hand if \( u(x_1 + 2) < c_- \) then one may repeat the above process with \( x_1 \) replaced with \( x_1 + 1 \). Therefore if there exists an \( x_1 > 0 \) such that \( u(x_1 + 1) - u(x_1) > 0 \), the \( u(x) \) for the subsequent \( x > x_1 + 1 \) will continue to rise at least until \( u(x_3) \geq c_- \), which is the point greater than which \( V(x) \) remains negative, for some \( x_3 > x_2 > x_1 + 1 \). One therefore has a contradiction if \( u(x) \) fails to be monotonically decreasing as \( x \not\to \infty \) for all \( x \in \mathbb{Z}_+ \). \( \square \)
Lemma 6.3. Let $\mu_+ > 0$ be the smallest value such that $\mu_+ \geq \alpha_3$ and such that $s_+(\mu) < b_- (\mu)$ for all $\mu > \mu_+$. One has that $\alpha_\mu (x)$ decreases monotonically as $x \nearrow \infty$ for all $x \in \mathbb{Z}_+$ and for all $\mu > \mu_+$.

Proof. Consider Lemma 4.1 and let $u = \alpha_\mu$, $c_- = b_- (\mu)$, and $c_+ = s_+(\mu)$ for all $\mu > \mu_+$.

6.2. Asymptotic behavior. In [7] the asymptotic behavior of solutions of the finite difference nonsingular Sturm-Liouville problem $P(L_0 - \lambda) Pu = 0$ were studied with various boundary conditions. One solution, $\phi_\lambda$, has the well-known asymptotic behavior

$$\phi_\lambda (x) \sim e^{\nu/2} J_0 (2\sqrt{\lambda x}) \quad \text{as} \quad x \nearrow \infty,$$

where $J_0 (z)$ is the Bessel function of the first kind of degree 0. They studied a particular solution, which they call $\Psi_\lambda$, which is a linear combination of $\phi_\lambda$ and $\psi_\lambda$. It satisfies the boundary conditions $\Psi_\lambda (0) = 0$ and $\Psi_\lambda (1) = 1$. $\Psi_\lambda$ was shown to have the asymptotic behavior

$$\Psi_\lambda (x) \sim \pi e^{-\lambda/2} Y_0 (2\sqrt{\lambda x}) + e^{\lambda/2} P E_1 (-\lambda) J_0 (2\sqrt{\lambda x}) \quad \text{as} \quad x \nearrow \infty,$$

where $Y_0 (z)$ is the Bessel function of the second kind of degree 0. One can determine the asymptotic behavior of $\psi_- a (x)$ as $x \nearrow \infty$ by finding the appropriate linear combination of Bessel functions such that upon analytic continuation, the real part is of the appropriate linear combination of the asymptotic forms of $\phi_\lambda (x)$ and $\Psi_\lambda (x)$ is monotonically decreasing as $x \nearrow \infty$. This combination must be monotonically decaying for $\lambda = -a < 0$ one can straightforwardly determine that the asymptotic behavior must be of the form

$$\psi_- a (x) \sim 2 e^{a/2} K_0 (2\sqrt{\lambda x}) \sim e^{a/2} \pi^{1/2} (ax)^{-1/4} e^{-2 \sqrt{ax}} \quad \text{as} \quad x \nearrow \infty,$$

where $K_0 (z)$ is the modified Bessel function of the second kind of degree 0.

Lemma 6.4. $\phi_- a (x), \psi_- a (x) > 0$ for all $x \in \mathbb{Z}_+$ and $a > 0$. $\phi_- a (x)$ is monotonically increasing and $\psi_- a (x)$ is monotonically decreasing in increasing $x$ for all $a > 0$.

Proof. One can see that $\phi_- a (x)$ is positive and monotonically increasing by inspection of $\phi_- a (x) = \sum_{k=0}^{\infty} a^k \frac{x^k}{k!} (x)$). One can observe that $\psi_- a (x)$ is positive for all $x, a$

$$\psi_- a (x) = e^a \sum_{k=0}^{\infty} (-1)^k \frac{x^k}{k!} E_{k+1} (a) = e^a \int_1^\infty dt \ e^{-at} (1-t^{-1}) x > 0$$

as well as monotonically decreasing

$$\psi_- a (x+1) - \psi_- a (x) = -e^a \int_1^\infty dt \ e^{-at} t^{-2} (1-t^{-1}) x < 0.$$

Lemma 6.5. The resolvent $R^{L_0}_z$ has the Sturm-Liouville (SL) representation

$$R^{L_0}_z (x_1, x_2) = \left\{ \begin{array}{ll} \phi_z (x_1) \psi_z (x_2), & x_1 \leq x_2 \\
\phi_z (x_2) \psi_z (x_1), & x_1 \geq x_2 \end{array} \right.$$
Proof. The operator $L_0$ on $\mathcal{H}$ is a singular, second order, finite difference Sturm-Liouville operator. This is made manifest when put into SL form, $L_0 = D_+ MD_-$, where $D_+, D_-$ are the respectively the usual forward and backward finite difference operators

\begin{align}
D_+ v(x) &= v(x + 1) - v(x) \\
D_- v(x) &= \begin{cases} v(x) - v(x - 1), & x > 0 \\ v(x), & x = 0, \end{cases}
\end{align}

and $M$ is the lattice index multiplication operator $Mv(x) = xv(x)$ for all $v \in \mathcal{F}$.

$L_0$ is singular at the boundary point $x = 0$. When its domain and range are restricted to functions only on lattice points for $x > 0$ it is the case that $L_0$ is a non-singular operator. This restricted operator, $PL_0P$, is second order and nonsingular therefore $PL_0Pu = zu$, $u \in \mathcal{F}$, admits two linearly independent solutions which satisfy linearly independent boundary conditions.

The finite difference Wronksian, also known as the Cassoratian, of two vectors $u, v \in \mathcal{F}$ is given by (see e.g. [17])

\begin{equation}
W[u, v](x) = u(x)v(x + 1) - u(x + 1)v(x).
\end{equation}

A Jacobi operator $A \in \mathcal{L}(\mathcal{F})$ can be brought into the form

\begin{equation}
Av(x) = \eta(x)v(x + 1) + \omega(x)v(x) + \eta(x - 1)v(x - 1), \quad \eta(x), \omega(x) \in \mathbb{R}.
\end{equation}

As is specified by the finite difference Sturm-Liouville theory, if $A$ is a Sturm-Liouville operator, $u_z, v_z$ are linearly independent solutions of $Au = zu$, and $\eta(x)W[u_z, v_z](x) = 1 \forall x$ then

\begin{equation}
R_z^A(x_1, x_2) = \begin{cases} u_z(x_1)v_z(x_2), & x_1 \leq x_2 \\ u_z(x_2)v_z(x_1), & x_1 \geq x_2. \end{cases}
\end{equation}

This construction follows for $A = PL_0P$, $u_z = P\phi_z$, $v_z = P\psi_z$. Since $\phi_{z_0}^\lambda(x)$ is a polynomial of degree $x$ in $\lambda$, one has that the analytic continuation $\phi_{z_0}^\lambda \in \mathcal{F}$, $z \in \mathbb{C}$, exists. Since $L_0$ is singular at $x = 0$ one cannot adjust boundary conditions any further than fixing a scale factor for spectral solutions. One can simulate a second boundary condition with the introduction of either a linear perturbation or of an inhomogeneous source supported at the singular point. This is to say that one can respectively consider the equations

\begin{equation}
(L_0 - qP_0)u = zu \quad \text{or} \quad L_0u = zu + q\chi_0
\end{equation}

where $q \in \mathbb{C}$ is a parameter, the tuning of which simulates the tuning of a second boundary condition. By taking the latter form with $q = 1$ one may arrive at $\psi_z$ for the second solution. It therefore must be the case that $PR_z^L = PR_z^L溶液$ with the above prescription and $R_z^L = R_z^L$ may be checked for $x = 0$ directly at boundary values. \hfill \Box

One may observe that one has $R_z^{L_0}(x_1, x_2) > 0$ for all $a > 0$ and $0 \leq x_1, x_2 \in \mathbb{Z}$.

Lemma 6.6. Consider the equation

\begin{equation}
(L_0 + a)u = V(u)u,
\end{equation}

where $V(\cdot) : \mathbb{R} \rightarrow \mathbb{R}$ is continuous, locally bounded, and satisfies $\lim_{r \searrow 0} V(r)r = 0$. If $u$ is a solution of this equation which is positive for all $x$ and for which $\lim_{x \searrow \infty} u(x) = 0$ then $u(x) \sim c_0x^{-1/2}e^{-c_1\sqrt{x}}$ as $x \nearrow \infty$ for some $0 < c_0, c_1 < \infty$ and for each fixed $a > 0$. 
Lemma 6.7. \( \alpha \) appropriate constants 0

Proof. Consider \( a > 0 \) a fixed constant. Let \( P_{\leq x} := \sum_{x=0}^x P_x \) and \( P_{> x} := I - P_{\leq x} \) for some \( x \in \mathbb{Z}_+ \). Let \( q := \|P_{> x}V(u)\|_{\text{op}} = \|P_{> x}V(u)\|_{\infty} \). Furthermore let \( x \) satisfy \( 0 < q < a \) for all \( a > 0 \). One may find

\[
(L_0 + a)u = V(u)u \quad (83)
\]

\[
\Rightarrow \quad u = [L_0 + a - P_{> x}(a)V(u)]^{-1}P_{\leq x}(a)u \quad (84)
\]

\[
= R_{-a}^{L_0}[1 - P_{> x}V(u)R_{-a}^{L_0}]^{-1}P_{\leq x}u \quad (85)
\]

\[
= R_{-a}^{L_0} \sum_{n=0}^\infty [P_{> x}(u)R_{-a}^{L_0}]^n P_{\leq x}u \quad (86)
\]

where the sum converges absolutely. One has from the Sturm-Liouville form of the resolvent

\[
R_{-a}^{L_0} \leq \phi_{-a}(x)R_{-a}^{L_0} \chi_0 = \phi_{-a}(x)\psi_{-a},
\]

for all \( a > 0 \) and all \( x \in \mathbb{Z}_+ \). One then has, for all \( a > 0 \) and all \( x \in \mathbb{Z}_+ \)

\[
u(x) \leq R_{-a}^{L_0} \sum_{n=0}^\infty [q(u, x, a))]R_{-a}^{L_0}]^n P_{\leq x}u(x) \quad (87)
\]

\[
\leq \left[ R_{-a}^{L_0} \sum_{y=0}^{x} u(y)\chi_y \right] (x) \quad (89)
\]

\[
\leq \sum_{y=0}^{x} u(y)\psi_{-a+q}(y)\psi_{-a+q}(x) \quad (90)
\]

One may therefore conclude

\[
u(x) \leq c\psi_{-a+q}(x), \quad (91)
\]

where \( c = \sum_{y=0}^{x} u(y)\psi_{-a+q}(y) < \infty \). One has that \( \psi_{-a+q}(x) \sim c'x^{-1/2}e^{-2\sqrt{(a-q)x}} \) as \( x \not\sim \infty \) with \( a \) fixed, where \( c' \) is a constant that depends on \(-a + q\) alone. By inspection the appropriate constants \( 0 < c_0, c_1 < \infty \) may be found for each fixed \( a > 0 \). \( \square \)

Lemma 6.7. \( \alpha_\mu(x) \sim c_0 x^{-1/2}e^{-c_1 \sqrt{x}} \) as \( x \not\sim \infty \) for all \( x \in \mathbb{Z}_+ \) and for all \( \mu > \mu_* \).

Proof. For \( \mu > \mu_* \) it must be the case that \( \alpha_\mu(x) \) exists as defined, be monotonically decreasing in \( x \), and since it solves Equation (4), which is of the form given by Equation (65) it must have the desired asymptotic behavior. \( \square \)

Proof of Theorem 1. Existence and Property (1) are given by Definition 5.4 and arguments on which the definition depends. Property (2) is given by Lemma 6.3. Property (3) is given by Lemma 6.7. \( \square \)

Proof of Proposition 2. One may use the convergence for the iteration of the \( s_\mu(\mu) \) functions for large values of \( \mu \) to directly verify:

\[
||\delta_\mu||_1 \leq s(\mu) = \mu^{-1}(\mu + 1)^{(p-1)^{-1}} + \mu s^p(\mu) = \mu^{-(p-1)^{-1}(p-2)} + \mathcal{O}(\mu^{-(p-1)^{-1}(2p-3)}). \quad (92)
\]
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