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SUMMARY We propose an image restoration technique that uses multiple image integration. The detail of the dark area when acquiring a dark scene is often deteriorated by sensor noise. Simple image integration inherently has the capability of reducing random noises, but it is especially insufficient in scenes that have a dark area. We introduce a novel image integration technique that optimizes the weights for the integration. We find the optimal weight map by solving a convex optimization problem for the weight optimization. Additionally, we apply the proposed weight optimization scheme to a single-image super-resolution problem, where we slightly modify the weight optimization problem to estimate the high-resolution image from a single low-resolution one. We use some of our experimental results to show that the weight optimization significantly improves the denoising and super-resolution performances.
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1. Introduction

A high ISO sensitivity setting is required when taking photographs with a hand-held camera under a dark lighting condition to restore the dark area without blurring artifacts, which yields noisy images. In addition, the dynamic range of a sensor is usually defined by dividing the maximum achievable signal intensity by the maximum level of camera noise, and thus the sensor noise brings down the dynamic range. Simply taking into consideration the mean of multiple images with random errors can help reduce the amount of noise. Several authors have recently been investigating more effective integration techniques [2]–[9]. Buades et al. [2] proposed an effective method with sensor noise estimation for generating a noiseless and sharp image using multiple short exposure images or video. Mann and Picard [3] introduced a multiple exposure image integration technique for obtaining a noiseless high dynamic range (HDR) image. Matsuoka et al. [4] designed a weight function to further reduce the sensor and quantization noises in image integration, but it is not optimal in any sense. Another weight optimization method [5] was proposed for image integration, but the main purpose of this method is image-stitching, and they do not consider any restoration using multiple image denoising. On the other hand, several methods [6]–[9] can be used to effectively reduce the amount of noise using a noiseless flash image as a reference, but they are restricted to using scenes where the flash light is fully reached.

Image super-resolution (SR) has also been widely investigated [10]–[15]. SR is the problem of recovering a high-resolution (HR) image from one or multiple low-resolution (LR) image inputs. Turkan et al. [14] introduced an effective single-image SR technique based on manifold learning. First, they estimate the optimal weights to approximate an input LR patch from its K nearest neighbors (K-NN) patches searching from the down-scaled images introduced from the input LR image, using locally linear embedding (LLE) [15]. Then, the HR patch is estimated using a weighted linear combination of the K-NN patches, which correspond to the K-NN patches in the LR patch space, based on the estimated weights in the HR patch space. They use scalar weights to reconstruct the HR patch, but it is much more difficult to reproduce the complex texture.

We propose a novel method for multiple image integration. The main contribution of the proposed method is that we find the optimal weight map using a convex optimization technique. In addition, we apply the proposed weight optimization scheme to the single-image SR problem. We show that the weight optimization significantly improves the capabilities of the denoising and super-resolution compared to some of the conventional approaches.

We explain the multiple image integration procedure, including the HDR acquisition, in the following section. In Sect.3, we introduce the method for the weight optimization. The problem is formulated as a convex optimization problem and the primal-dual splitting algorithm [16] is used to solve it. In Sect.4, we apply the proposed weight optimization scheme to an image SR problem. We demonstrate the validity of the proposed methods in Sect.5.

2. Multiple Image Integration

Let $\mathbf{u}_k \in \mathbb{R}^N (k = 1, 2, \cdots, K)$ be the vectors representing the noisy observed images with N pixels. The multiple image integration can be expressed using the linear combination of the K weighted images $\mathbf{U}_k \mathbf{w}_k, (k = 1, 2, \cdots, K)$:

$$ r = \sum_{k=1}^{K} \mathbf{U}_k \mathbf{w}_k, \quad (1) $$

where $\mathbf{U}_k \in \mathbb{R}^{N \times N}$ is a $(N \times N)$-diagonal matrix $\mathbf{U}_k = \text{diag}([\mathbf{u}_k])$, $\mathbf{w}_k \in \mathbb{R}^N$ is a weight map for $\mathbf{u}_k$, and $r \in \mathbb{R}^N$ is an integrated image. The weight maps are normalized to $\sum_{k=1}^{K} \mathbf{w}_k = 1$. 
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where $\mathbf{I} \in \mathbb{R}^{N}$ is the vector of all ones, to preserve the energy of the image.

We need to compensate for the nonlinearity by estimating the inverse function $f^{-1}$ of an in-camera intensity transform [17], [18] to accurately linearize the images in HDR image generation. We call the transform a "camera response curve" denoted by $f$ in this paper that gives the relationship $\hat{\mathbf{u}}_k = f(\mathbf{u}_k \cdot t_k)$, where $t_k$ is the exposure time of the $k$-th image, and $\hat{\mathbf{u}}_k$, $\mathbf{u}_k \in \mathbb{R}^{N}$ are the observed image and sensor output. If raw images are used or the image sensor has to find

We adopt the conventional Total Variation denoising method [21] for among the calibration methods to estimate a linear sensitivity characteristic, this photometric calibration can be skipped. We adopted Mitsunaga et al.’s method [19] for among the calibration methods to estimate $f^{-1}$, in which the curve is approximated by a low order polynomial using multiple images and exposure ratios. Once the curve is estimated, the images are linearized by $\mathbf{u}_k = f^{-1}(\hat{\mathbf{u}}_k)/t_k$. The multiple exposure images when using our method are taken by varying the exposure times of a camera with other fixed settings. Then, the images are integrated using (1) to generate the HDR image.

3. Proposed Method

We need to find the denoised image $\mathbf{r}$ and the weight $\mathbf{w}_k$ with $\mathbf{u}_k$ given in our framework. Finding the optimal values for the two variables inherently leads to an ill-posed and non-convex optimization problem. Thus, we start with the conventional weight in [20] as an initial guess, and then, construct $\mathbf{r}$ using the method discussed in Sect.3.1. With the obtained weight, we optimize the weight as explained in Sect.3.2. Finally, we again use the method in Sect.3.1 with the optimal weights to obtain a final result.

3.1 TV denoising

We adopt the conventional Total Variation denoising method [21] to find $\mathbf{r}$. Given the weight $\mathbf{w}_k$, the problem is defined as

$$
\min_{\mathbf{r}} \left\| \sum_{k=1}^{K} \mathbf{U}_k \mathbf{w}_k - \mathbf{r} \right\|_2^2 + \lambda \left\| \mathbf{r} \right\|_{TV},
$$

(2)

where $\lambda$ is the weight of the cost and $\left\| \right\|_{TV}$ is the anisotropic Total Variation regularization term. This minimization problem can be solved by using the alternating direction method of multipliers (ADMM) [22]. We iteratively perform two steps, solving a linear equation and conducting a shrinkage operation in the optimization procedure. Using the diagonalization by FFT and a soft-thresholding function, we can quickly obtain the solution (see [21] for more details).

3.2 Weight optimization for multiple image integration

The optimization for the weight $\mathbf{w}_k$ is fulfilled by

$$
\min_{\mathbf{w}_k} \left\| \mathbf{p} - \mathbf{r} \right\|_2^2 + \alpha \left\| \mathbf{D} \mathbf{p} \right\|_1
$$

s.t. $\sum_{k=1}^{K} \mathbf{w}_k = \mathbf{1}$, and $\mathbf{w}_k \in C (k = 1, 2, \cdots, K)$, (3)

where $\alpha$ is the weight of the cost, $\mathbf{p} = \sum_{k=1}^{K} \mathbf{U}_k \mathbf{w}_k$, $\mathbf{D} = \left[ \mathbf{D}_1^T \mathbf{D}_2^T \right]^T \in \mathbb{R}^{2N \times N}$ are the vertically concatenated first-order differential operators in the horizontal direction in $\mathbb{R}^{N \times N}$ directions, $(\cdot)^T$ stands for the transpose of $(\cdot)$, and a convex set $C$ is defined as

$$
C = \{ \mathbf{x} \in \mathbb{R}^{N} \mid x_n \in [0, 1] \ (n = 1, 2, \cdots, N) \}.
$$

Owing to the weights satisfying $\sum_{k=1}^{K} \mathbf{w}_k = \mathbf{1}$, $\mathbf{p}$ can be rewritten as

$$
\mathbf{p} = \sum_{k=1}^{K} \mathbf{U}_k \mathbf{w}_k = \sum_{k=1}^{K-1} \left( \mathbf{U}_k - \mathbf{U}_k \right) \mathbf{w}_k + \mathbf{U}_k \mathbf{w}_k = \mathbf{P} \mathbf{w} + \mathbf{u}_K,
$$

(4)

where $\mathbf{P} \in \mathbb{R}^{N \times (N-1)}$ and $\mathbf{w} \in \mathbb{R}^{N \times (N-1)}$ are denoted as

$$
\mathbf{P} = \left[ \left( \mathbf{U}_1 - \mathbf{U}_K \right) \left( \mathbf{U}_2 - \mathbf{U}_K \right) \cdots \left( \mathbf{U}_{K-1} - \mathbf{U}_K \right) \right],
$$

$$
\mathbf{w} = \left[ \mathbf{w}_1^T \mathbf{w}_2^T \cdots \mathbf{w}_{K-1}^T \right]^T.
$$

On the basis of the above discussion, the constrained problem of (3) is rewritten as an unconstrained problem:

$$
\min_{\mathbf{w}} \left\| \mathbf{P} \mathbf{w} + (\mathbf{U}_K - \mathbf{r}) \right\|_2^2 + \alpha \left\| \mathbf{D} \left( \mathbf{P} \mathbf{w} + \mathbf{u}_K \right) \right\|_1
$$

$$
+ t_C \left( \mathbf{Q} \mathbf{w} \right) + \sum_{k=1}^{K-1} t_C \left( \mathbf{w}_k \right),
$$

(5)

where $t_C$ denotes the indicator function,

$$
t_C (\mathbf{x}) = \left\{ \begin{array}{ll}
0, & \text{if } \mathbf{x} \in C \\
+\infty, & \text{if } \mathbf{x} \notin C
\end{array} \right.,
$$

and $\mathbf{Q} \in \mathbb{R}^{N \times (N-1)}$ is a $(N \times (N-1))$-matrix composed of the $K-1$ identity matrices

$$
\mathbf{Q} = \left[ \mathbf{I}_N \mathbf{I}_N \cdots \mathbf{I}_N \right].
$$

(7)

The third term of (5) guarantees the solution satisfies $\sum_{k=1}^{K} \mathbf{w}_k = \mathbf{1}$ by taking into consideration $\mathbf{w}_K = 1 - \sum_{k=1}^{K-1} \mathbf{w}_k$, and the forth term forces $\mathbf{w}_k$ to be within the $[0, 1]$ range.

The optimization problem in (5) is convex, and thus, can be solved by using the primal-dual splitting (PDS) algorithm [16]. The PDS algorithm solves the minimization problem of the form

$$
\min_{\mathbf{x}} F(\mathbf{x}) + G(\mathbf{x}) + H(\mathbf{Lx}),
$$

(8)

where $F$, $G$, and $H$ are the proper, lower semi-continuous, and convex functions, and $F$ is differentiable. $\mathbf{L}$ is a linear operator. For the primal-dual algorithm to be applicable to our problem, we set

$$
F(\mathbf{x}) = \left\| \mathbf{P} \mathbf{x} + (\mathbf{U}_K - \mathbf{r}) \right\|_2^2,
$$

$G(\mathbf{x}) = 0$, \hspace{1cm} $H(\mathbf{x}) = 0$.\hspace{1cm}$\mathbf{L} \mathbf{x}$.
This discussion leads to Algorithm 1 shown below.

$$L = \begin{bmatrix} \cdots & \text{DP} & \cdots \\ \text{Q} & \cdots & \cdots \\ \text{O} & \text{O} & \cdots & \text{O} \\ \text{O} & 1_N & \cdots & \text{O} \\ \text{O} & \text{O} & \cdots & 1_N \end{bmatrix} (\in \mathbb{R}^{N(K+2)\times N(K-1)})_n$$

$$H(x) = a\|x_n + g_l\|_1 + \sum_{k=1}^{K-1} c(x_k) + \lambda \text{C}(x_0)$$

where $g = D\text{x}(x) (\in \mathbb{R}^{2N})$, $x_0 = Q\text{x} (\in \mathbb{R}^N)$, $x = [x_0^T, x_2^T, \cdots, x_{(K-1)}^T]^T (x_n, x \in \mathbb{R}^N)$ and $z = [z_0^T, z_2^T, \cdots, z_{(K-1)}^T]^T = L\text{x} (\in \mathbb{R}^{N(K+2)})$.

Then, the primal-dual splitting algorithm iteratively finds the two proximity operators\(^t\):

1. $x^{(r+1)} = \text{prox}_{\gamma L} \left( x^{(r)} - \gamma_1 \nabla F(x^{(r)}) - \gamma_1 L^T y^{(r)} \right)$
2. $y^{(r+1)} = \text{prox}_{\gamma \text{proxHV}} \left( y^{(r)} - \gamma_2 L(2x^{(r+1)} - x^{(r)}) \right)$

(9) where $\nabla F$ is the gradient of $F$ and $L^*$ is the adjoint of $L$. The sequence $(x^{(r)})_{r=2}^\infty$ weakly converges to the solution of (8) (see [16] for more details). The proximity operators in (9) are given by

$$\text{prox}_{\gamma L}(x) = x,$$

$$\text{prox}_{\gamma \text{proxHV}}(z) = z - \gamma_2 \text{prox}_{H/\gamma_2} \left( \frac{z}{\gamma_2} \right).$$

where

$$\text{prox}_{H/\gamma_2}(z) = \left[ P_a(x_0)^T P_b(x_0)^T P_b(x_1)^T \cdots P_b(x_{(K-1)})^T \right]^T.$$  

$P_a : \mathbb{R}^{2N} \rightarrow \mathbb{R}^{2N}$ is the soft-thresholding operator

$$P_a(x_0) = \begin{cases} x_0 - \alpha/\gamma_2, & \text{if } x_0 - \alpha/\gamma_2 > -g_1 \\ x_0 + \alpha/\gamma_2, & \text{if } x_0 + \alpha/\gamma_2 < -g_1 \\ -g_1, & \text{otherwise} \end{cases}.$$  

(11) where $g_1$ is the $n$-th element of $g$, and $P_b : \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is given by

$$P_b(x_n) = \begin{cases} 0, & \text{if } x_n < 0 \\ x_n, & \text{if } 0 \leq x_n \leq 1 \\ 1, & \text{if } x_n > 1 \end{cases}.$$  

(12)  

This discussion leads to Algorithm 1 shown below.

4. Image Super-Resolution using the weight optimization

Next, we apply the proposed weight optimization scheme

\[ \text{prox}_{\rho y}(x) = \arg \min_{y} F(y) + \frac{1}{2\rho} \|x - y\|^2 \]

Algorithm 1 Algorithm for solving (5)

1. Set $\tau = 0$ and $u_k (k = 1, 2, \cdots, K)$, $w^{(0)}$ are given.
2. Solve (2) for $w = w^{(0)}$.
3. Set $x^{(0)} = w^0, y^{(0)} = Lx$.
4. Solve (11) for $x^{(r+1)} = \text{prox}_{\gamma \text{proxHV}}(y^{(r)} - \gamma_2 L(2x^{(r+1)} - x^{(r)}))$.
5. Solve (10) for $y^{(r+1)} = \text{prox}_{\gamma L} \left( x^{(r)} - \gamma_1 \nabla F(x^{(r)}) - \gamma_1 L^T y^{(r)} \right)$.
6. If the criterion is not satisfied, increment $\tau$ by 1 and then go back to 4.
7. Set $w = x^{(r+1)}$ and make an HDR image.
8. Solve (2)

Then, the super-resolution (SR) problem. The proposed SR method is based on the Turk et al.’s SR method [14]. We will briefly summarize this algorithm first, and then, we will explain the details of the proposed SR approach.

4.1 The conventional SR algorithm

The SR algorithm in Turk et al.’s method [14] is summarized as follows:

1. For each patch $l_i$ in the input LR image $I$:
   a. Find the $K$-nearest neighbors ($K$-NN) $\{l_{i,k}\}_{k=1}^{K}$ of $l_i$ on the set of down-scaled images $N_{l_i}$ calculated from $I$ with a scaling factor of $s_l$.
   b. Calculate the weights of the K-NN patches $\{w_{i,k}\}_{k=1}^{K}$ that minimize the error from reconstructing $I_{l_i}$.
   c. Calculate the HR patch $h_i$ using the weights and the K-NN HR patches $\{h_{i,k}\}_{k=1}^{K}$ corresponding to $\{l_{i,k}\}_{k=1}^{K}$ (see Fig.1).
   d. If the estimated HR patch $h_i$ does not reach the desired scale, set $l_i = h_i$ and go back to Step 1a.
2. Construct the HR image $I$ using the simple weighted averaging of the stacked pixels with the overlapping patches, then applying the iterative back-propagation (IBP) [10] to preserve the global consistency between the HR image $I$ and the input LR image $I$.

The SR using this method is achieved by gradually increasing the size of a given LR patch, e.g., by $p$-pixels in each dimension. This approach is based on the assumption that the small patch geometry can be preserved under small scaling factors [11]. The conventional method [14] calculates the scalar reconstruction weights of the $K$-NN patches in Step 1b. Due to the low degree of freedom, the results often have an over-smoothing effect and an unexpected artifact, especially when the target patch has a complex texture. Therefore, we use the proposed weight optimization scheme to improve these problems.

Figure 2 shows the flow of the proposed SR algorithm. In our method, the patches subtracted their mean energy, i.e., the SR approach handles the high frequency domain.

4.2 K-NN search

In the conventional method [14], the set of down-scaled images $N_{l_i}$ is introduced for searching the $K$-NN patches by down-scaling the input image $I$ with several pixel-shifting
We introduce the super-resolution algorithm, which we denote as $LR$ and $HR$, to improve the pixel size from 0 to 135 degree, and Gaussian blur) and down-scaling to the patch corresponding to the input LR patch by using the estimated weights. We propose the weight optimization problem, which is a slightly modified version of (3), to estimate the weights:

$$\text{min} \| \mathbf{p}_i^j - \mathbf{l}_i \|^2 + \alpha \| \mathbf{Dw} \|_1$$

subject to $\sum_{k=1}^{K} w_{i,k} = 1, \text{ and } w_{i,k} \in C(k = 1, 2, \cdots, K), \quad \text{(13)}$

where $\mathbf{l}_i \in \mathbb{R}^M$ is the target LR patch of the $i$-th pixel in the input LR image $\mathbf{l}$ with $M$ pixels, $\mathbf{w}_i = [w_{i,1}^T, w_{i,2}^T, \cdots, w_{i,K}^T] \in \mathbb{R}^{MK}$ is a concatenated vector, which is composed of the weights $w_{i,k} \in \mathbb{R}^M$ of $K$-NN patches $V_i^j = \text{diag} \{V_{i,k}^j\} \in \mathbb{R}^{MK}$, and $\mathbf{p}_i = \sum_{k=1}^{K} V_i^j w_{i,k}$. $\mathbf{D} = \text{diag} \{\mathbf{D}_1^j, \mathbf{D}_2^j, \cdots, \mathbf{D}_M^j\} \in \mathbb{R}^{MKxMK}$ consists of the vertically concatenated first-order differential operators $\mathbf{D}_i = [\mathbf{D}_{i,1}^j, \mathbf{D}_{i,2}^j, \cdots, \mathbf{D}_{i,M}^j] \in \mathbb{R}^{MKxM}$ with horizontal $\mathbf{D}_h \in \mathbb{R}^{MKxM}$ and vertical operators $\mathbf{D}_v \in \mathbb{R}^{MKxM}$, and a convex set $C$ is defined as

$$C = \{ \mathbf{x} \in \mathbb{R}^M \mid x_n \in [0, 1] \ (n = 1, 2, \cdots, M) \}.$$ The second term of (3) is introduced as a smoothness prior for an integrated image. The aim of super-resolution is to restore sharp edges by K-NN patch integration. For the purpose, we slightly modified the second term as a weight map smoothness prior in (13). This modified term induces the spatial smoothness to a weight map, and local consistency is preserved accordingly. Similar to (4), $\mathbf{p}_i^j$ can be rewritten as

$$\mathbf{p}_i^j = \sum_{k=1}^{K} V_{i,k}^j w_{i,k}^j = \sum_{k=1}^{K-1} (V_{i,k}^j - V_{i,k}^j) w_{i,k} + V_{i,K}^j = \mathbf{P}_i w_i^j + V_{i,K}^j,$$

where $\mathbf{P}_i^j \in \mathbb{R}^{MKx(K-1)}$ and $w_i^j \in \mathbb{R}^{MKx(K-1)}$ are denoted as

$$(\mathbf{P}_i^j)^{T} = \left[ (V_{i,1}^j - V_{i,K}^j), (V_{i,2}^j - V_{i,K}^j), \cdots, (V_{i,K-1}^j - V_{i,K}^j) \right].$$

$$w_i^j = \left[ w_{i,1}^j, w_{i,2}^j, \cdots, w_{i,K-1}^j \right]^T.$$

Furthermore, the constrained problem in (13) when introducing the indicator function $\mathcal{I}_C$, is rewritten as an unconstrained problem:

$$\text{min} \| \mathbf{P}_i^j w_i^j + (\mathbf{V}_{i,K}^j - \mathbf{l}_i) \|^2 + \alpha \| \mathbf{Dw} \|_1 + \mathcal{I}_C(\mathbf{Qw}) + \sum_{k=1}^{K-1} \mathcal{I}_C(w_{i,k}^j),$$

where $\mathbf{Q} \in \mathbb{R}^{MKx(K-1)}$ is a $\{M \times M(K-1)\}$-matrix composed of the $K-1$ identity matrices in (7). Here, we replaced the first-order differential block diagonal matrix $\mathbf{D}$ of (13) with $\mathbf{D} \in \mathbb{R}^{MKxMK}$, which are only different for the matrix dimension. The second term of (15) is introduced to add sparsity to the gradient of the weight map. The third term of (15) guarantees the solution satisfies $\sum_{k=1}^{K} w_{i,k}^j = 1$ by taking $w_{i,K}^j = 1 - \sum_{k=1}^{K-1} w_{i,k}^j$, and the fourth term forces $w_{i,k}^j$ to be within the $[0, 1]$ range.

The cost function of (15) is also convex, and thus, can

offsets, where $s_i$ is the down-scaling factor. Let the input LR patch size be $m \times m$ and the iteration number $t$ (we set $t = 1$ as the initial value) in the Step 1. The down-scaling factor is obtained using $s_i = (m + (t - 1)p)/(m + tp)$ by increasing pixel size $p$. Since this approach is inefficient and redundant, we introduce $N_o$ using several blurring kernels (four directional motion blur with 45 degree intervals from 0 to 135 degree, and Gaussian blur) and down-scaling to the input image $\mathbf{l}$, and search the $K$-NN patches. Note that we set the filter size to be the same as the target LR patch size.

Let us denote LR and HR $K$-NN patch pairs as $\{V_{i,k}^j, V_{i,k}^j\}_{k=1}^K$.

4.3 Weight optimization for image super-resolution

We find the optimized weights for approximating the input LR patch by using the weighted linear combination of $K$-NN patches using LLE [15]. Then, we restore the unknown HR patch corresponding to the input LR patch by using the estimated weights.
be solved by using the PDS algorithm [16], which is described in Sect.3.2. For the PDS algorithm to be applicable to our problem in this SR problem, we set

\[ F(x) = \|P^T (v_{n,k} - l)\|^2. \]

\[ G(y) = 0, \]

\[ L = \begin{bmatrix} D & O & \ldots & O \\
O & I_{M} & \ldots & O \\
\vdots & \vdots & \ddots & \vdots \\
O & O & \ldots & I_{M} \end{bmatrix} \in \mathbb{R}^{M(3K-2) \times M(K-1)}, \]

\[ H(x) = a\|x_0\|_1 + t_C(x_0) + \sum_{k=1}^{K-1} t_C(x_k), \]

where \( x_0 = D x + Q x_0 \in \mathbb{R}^M \),

\[ x = [x_1^T x_2^T \cdots x_{(K-1)}^T] \in \mathbb{R}^M \]

and

\[ z = [z_0^T z_1^T \cdots z_{(K-1)}^T] = Lx \in \mathbb{R}^{M(3K-2)}. \]

According to the PDS algorithm, we iteratively find the two proximity operators in (9) (see Sect.3.2 for more details). Note that we set \( g_n = 0 \) for (11) in this SR problem. Thus, we solve it by using a similar procedure as described for Algorithm 1 without needing the image integration and the TV denoising.

Once the optimal weights \( \{w_i\}_{i=1}^{K-1} \) are obtained, we integrate the K-NN HR patches \( \{V_{n,k}^{i,n}\} \) by using them. Since there is a difference in the dimensions between the LR and HR patch pair, we obtain the up-sampled weights \( \{w_i^{h_k}\}_{i=1}^{K-1} \) by applying bicubic interpolation to the weights \( \{w_i\}_{i=1}^{K-1} \). Finally, the HR patch \( h_i \) is obtained by

\[ h_i = \sum_{k=1}^{K-1} V_{n,k}^{h_k} w_i^{h_k} + V_{n,k}^{h_k}. \]

Accordingly, we repeatedly perform the procedure while gradually expanding the patch size until the desired scaling factor \( s \) has been reached. Then, we reconstruct the target HR image \( h \) by using the weighted averaging of the stacked pixels. In fact, the conventional method uses a uniform weight. Therefore, the reconstructed image is often over-smoothed. In contrast, we use non-uniform weights based on the Gaussian distribution, where the input is the distance between the center pixel and the others in each HR patch. Finally, we use the IBP method [10] to treat the estimated HR image \( h \) to preserve the global consistency.

5. Experimental Results

We present and discuss our experimental results in this section. First, we discuss the multiple exposure image integration with denoising, and then, show the capability of the proposed weight optimization scheme by using it for the single-image SR problem.

| Image | SNR | NSNR | SNR | NSNR | SNR | NSNR | Our method |
|-------|-----|------|-----|------|-----|------|------------|
| (a)   | 15.3 | 23.8 | 17.4 | 24.4 | 19.3 | 26.4 |            |
| (b)   | 15.4 | 27.0 | 19.2 | 28.2 | 20.8 | 32.2 |            |
| (c)   | 14.4 | 24.6 | 17.1 | 26.3 | 18.8 | 29.6 |            |

5.1 Multiple exposure image integration experiment

In the first experiment, we used several image sets with three different exposures to obtain HDR image, all of which were taken with ISO 100 sensitivity and had little noise. These shots were obtained by changing the shutter speed, while the aperture was fixed. We simply integrate each image to a HDR image with a hat function and use it as a ground truth, which is commonly used for both of the conventional methods and ours. We added white Gaussian noise to the images. We adopted the simple weight map in [20] and TV denoising in Sect.3.1, which is essentially same as [21], as the conventional methods we used for comparison.

The quantitative comparison is summarized in Table 1, in which we compare the proposed method with the weight of the hat function (Hat) in [20] and the TV denoising with the hat function (Hat+TV). Note that only the difference between Hat+TV and our method is the weights, and the same parameters are used in the TV denoising. For the quality metrics, we used the SNR and nonlinear PSNR (NSNR), Hat: hat function, Hat+TV: TV denoising with hat function, and Our method.
saturation by virtue of the first term of (3).

5.2 Single image-based super-resolution experiment

In this experiment, we compared our SR results with Turkan et al.’s SR method [14]. We set the SR factor \( s = 2 \), the initial LR patch size \( m = 3 \), and the increase size of patches \( p = 1 \). The number of nearest neighbors was set to \( K = 8 \) in our method. We used the parameter settings used in [14] for the conventional method.

We can see from the results shown in Fig.4 that the proposed method preserved the details of the scarf and knitwear better than the conventional method. Moreover, Fig.5 shows that the proposed method can restore the complex texture of the fur, particularly under the ear of the fox. The conventional method uses the scalar weight estimation for the approximation with the \( K \)-NN patches using LLE [15]. On the other hand, our method estimates the pixel-wise weights for the approximation with a high degree of freedom, to achieve less approximation error and a better restoration than the conventional method.

Next, we show the validity of the proposed method by comparing the PSNR and SSIM [23] with that for the conventional method. We used two input images Oldman and Fox as the ground truth HR images, i.e., we used the down-scaled images of the input images with a factor of 2 as the input LR images, to calculate the PSNR and SSIM [23]. Table 2 itemizes the quantitative results of these scenes. The results show that our method outperforms the conventional method when comparing both the PSNRs and SSIMs [23].

We implemented the both weight optimization problems of the multiple exposure image integration and the super-resolution using Matlab on PC with Intel Core i7 2.4GHz CPU, 8GB RAM. For a 200 \( \times \) 200 image, the multiple exposure image integration takes about 15 seconds. For a 132 \( \times \) 100 image, the super-resolution takes about 20 minutes to finish our proposed algorithm on an average, while the conventional method [14] spends about 18 minutes.
Table 2  Comparison of PSNR and SSIM [23]

| Image  | Turkan et al. [14] | Proposed |
|--------|-------------------|----------|
|        | PSNR | SSIM  | PSNR | SSIM  |
| Oldman | 31.32 | 0.8781 | 32.92 | 0.9217 |
| Fox    | 29.03 | 0.7688 | 29.20 | 0.7858 |

5.3 Parameter setting

The weight optimization problem has the parameter $\alpha$ in both of the cost functions (3) and (13), which determines the relative balance between the fidelity and the regularization terms. This is a user-defined parameter. The smoothness of the resulting image varies depending on this value. In the multiple exposure image integration experiments, we have set 0.8 and 1.2 to $\alpha$ for the case of the AWGN and the actual sensor noise, respectively. In the super-resolution experiment, we have set $10^{-4}$ to $\alpha$. In our experiments, for both of the conventional and proposed methods, we have adjusted the parameter to yield the best possible quality after some trial-and-error for fair comparison.

6. Conclusion

We introduced a novel weight optimization scheme for multiple image integration in this paper. We proposed a weight optimization scheme with a TV denoising method to generate a noiseless HDR image. The estimated optimal weights, obtained by solving the proposed weight optimization problem using the PDS algorithm, can generate the noiseless HDR image from noisy input images. We have shown the validity of our method through our numerical simulations for the images with AWGN and actual sensor noises. The results showed that our method can reduce the noise in the dark and bright regions more than when using the others, while maintaining the details of the scene.

Additionally, as an application of the proposed weight optimization scheme, we introduced the single-image SR method based on the proposed pixel-wise weight optimization. In this application, a HR image can be restored from the weighted linear combination of $K$-NN patches with the optimal weights, which are obtained by solving the proposed weight optimization problem in the LR patch space and using simple up-sampling. The qualitative and quantitative experimental results showed that the proposed method achieved better restoration results than the conventional method when using the pixel-wise weight optimization scheme.
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