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1 Introduction

Here, as usual, $\mathcal{M}^{n\times n}$ denotes the set of $n \times n$ matrices with real entries, $\sigma(A)$ denotes the spectrum of the matrix $A$ (i.e. the set of all eigenvalues of $A$ defined as zeroes of its characteristic polynomial $f_A(\lambda) := \text{det}(\lambda I - A)$). One of the most prominent and well-known classical results of the theory of positive definite Hermitian matrices is the Hadamard’s inequality (see, e.g. [7], p. 477, Theorem 7.8.1 and [14], p. 417, Theorem 13.5.2).

Theorem 1 If $A = \{a_{ij}\}_{i,j=1}^n$ be a Hermitian positive definite matrix then

$$\det A \leq a_{11} \ldots a_{nn},$$  \hfill (1)
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and the equality holds if and only if $A$ is diagonal.

This celebrated result enjoys a number of proofs, with probably the shortest one is as follows:

**Step 1.** One defines a positive diagonal matrix

$$D = \text{diag}\{\frac{1}{a_{11}}, \ldots, \frac{1}{a_{nn}}\},$$

and considers $C := DA$ with $c_{ii} = 1$ for all $i = 1, \ldots, n$. Then (1) is equivalent to the inequality $\det(C) \leq 1$.

**Step 2.** By noticing that $C = DA$ is similar to $D^{\frac{1}{2}} A D^{\frac{1}{2}}$, which is also positive definite, one concludes that all the eigenvalues of $C$ are positive.

**Step 3.** Applying the inequality between arithmetic and geometric means to the eigenvalues $\lambda_1, \ldots, \lambda_n$ of $C$, one obtains:

$$\det(C) = \lambda_1 \ldots \lambda_n \leq \left(\frac{\lambda_1 + \ldots + \lambda_n}{n}\right) = 1.$$ 

The above reasoning is mainly based on the fact that the positivity of the spectrum of a symmetric positive definite matrix is preserved under multiplication by a positive diagonal matrix. Let us recall the following definition (see [1]).

**Definition 1.** A matrix $A \in M^{n \times n}$ is called $D$-positive if $\sigma(DA)$ is all positive, for every positive diagonal matrix $D$.

The above proof of Hadamard inequality (1) remains valid for the entire class of $D$-positive matrices. Besides symmetric positive definite matrices, this class includes totally positive and Kotelyansky matrices (for definitions and determinantal properties see [1], [3]).

In this paper, we study the following more general class of matrices.

Consider the conic sector around the negative direction of the real axis with the apex at the origin and inner angle $2\theta$, $0 < \theta < \frac{\pi}{2}$,

$$C_0^\theta = \{z = x + iy \in \mathbb{C} : x < 0; -x \tan \theta < y < x \tan \theta\}. \tag{2}$$

For the extremal cases $\theta = 0$ and $\theta = \frac{\pi}{2}$, we shall consider the negative direction $\mathbb{R}^-$ of the real axis (excluding zero) and the open left hand side $\mathbb{C}^- := \{z = x + iy \in \mathbb{C} : x < 0\}$ of the complex plane, respectively.

Let us recall the following definition, introduced in [11].

**Definition 2.** For a given value $\theta$, $0 < \theta < \frac{\pi}{2}$, we call an $n \times n$ real matrix $A$ relatively $D$-stable if $\sigma(DA) \subset C_0^\theta$ for every positive diagonal matrix $D$.

**Definition 3.** For a given value $\theta$, $0 < \theta < \frac{\pi}{2}$, we call an $n \times n$ real matrix $A$ relatively additive $D$-stable if $\sigma(A - D) \subset C_0^\theta$ for every nonnegative diagonal matrix $D$.

These are generalizations of well-known definitions of $D$-stability and additive $D$-stability (see e.g. [3]).

**Definition 2’.** An $n \times n$ real matrix $A$ is called $D$-stable if $\sigma(DA) \subset \mathbb{C}^-$ for every positive diagonal matrix $D$. 


Definition 3’. An $n \times n$ real matrix $A$ is called additive $D$-stable if $\sigma(A - D) \subset \mathbb{C}^-$ for every nonnegative diagonal matrix $D$.

The paper is organized as follows. In Section 2, we prove one of the main results of the paper:

Theorem 2 Let $A = \{a_{ij}\}_{i,j=1}^n \in \mathcal{M}^{n \times n}$. If $-A$ is relatively $D$-stable for some $\theta$, $0 \leq \theta < \frac{\pi}{2}$, and, in addition, $a_{ii} > 0$ for each $i = 1, \ldots, n$, then

$$\det A \leq \frac{1}{\cos^n \theta} \prod_{i=1}^{n} a_{ii}. \quad (3)$$

The proof is based on the generalization of the inequality of arithmetic and geometric means for complex numbers.

In Section 3, we prove a weaker inequality for relatively additive $D$-stable matrices. In Section 4, we list some known classes of relatively $D$-stable matrices. Besides this, we measure the sector gap between the spectrum of a diagonally stable (see Definition 5) matrix and the imaginary axis (see Theorem 7). In Section 5 we apply Theorem 2 to obtain upper bounds for determinants of diagonally stable matrices. Section 6 provides upper bounds for determinants of diagonally dominant matrices. In Section 7, we obtain a generalization of Hadamard inequality for one more class of $D$-stable matrices.

2 Generalized Hadamard inequality for relatively $D$-stable matrices

First, let us consider the following generalization of the inequality of arithmetic and geometric means (see [16], p. 263, Theorem 1).

Theorem 3 Let $z_1, \ldots, z_n \in \mathbb{C}$ and $|\arg(z_i)| \leq \theta < \frac{\pi}{2}$, $i = 1, \ldots, n$. Then

$$|z_1 \ldots z_n|^\frac{1}{n} \leq \frac{1}{n \cos \theta} |z_1 + \ldots + z_n|, \quad (4)$$

where the equality holds if and only if $n$ is even and

$$z_1 = \ldots = z_{\frac{n}{2}} = z_{\frac{n}{2}+1} = \ldots = z_n = re^{i\theta}.$$

Now we can prove the following statement, which generalizes the classical Hadamard’s inequality ([1]).

Proof of Theorem 2. Since $a_{ii} > 0$ for every $i = 1, \ldots, n$, we can define a positive diagonal matrix $D$ as follows:

$$D = \text{diag}\{d_{11}, \ldots, d_{nn}\}, \quad d_{ii} = \frac{1}{a_{ii}}, \quad i = 1, \ldots, n.$$

Taking into account $\det D = \frac{1}{\prod_{d_{11} \ldots d_{nn}}}$, we conclude that Inequality (3) is equivalent to the following inequality:

$$\det(DA) \leq \frac{1}{\cos^n \theta}.$$
Denote the eigenvalues of $DA$ by $\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n$. Since $-A$ is relatively $D$-stable, any eigenvalue $\tilde{\lambda}_i$ of $DA$ satisfies the inequality
$$|\arg(\tilde{\lambda}_i)| \leq \frac{\pi}{2}, \quad i = 1, \ldots, n.$$ Thus, applying Theorem $3$, we obtain the estimate:
$$\det(DA) = \prod_{i=1}^{n} \tilde{\lambda}_i \leq \left(\frac{1}{n \cos \theta} \left| \sum_{i=1}^{n} \tilde{\lambda}_i \right| \right)^n = \left(\frac{1}{n \cos \theta} \text{Tr}(DA) \right)^n = \left(\frac{1}{\cos \theta} \right)^n,$$
which implies Inequality $3$. □

The above bound for matrix determinants is applicable to any class of matrices with a sector gap between their spectra and the imaginary axis (excluding zero), which is preserved under multiplication by a diagonal matrix. Later, we shall consider some of such matrix classes.

3 Generalized Hadamard inequality for relatively additive $D$-stable matrices

First, let us recall the following definitions.

**Definition 4.** A matrix $A \in M^{n \times n}$ is called a $P$-matrix ($P_0$-matrix) if all its principal minors are positive (respectively, nonnegative), i.e the inequality $A \begin{pmatrix} i_1 & \ldots & i_k \\ i_1 & \ldots & i_k \end{pmatrix} > 0$ (respectively, $\geq 0$) holds for all $(i_1, \ldots, i_k)$, $1 \leq i_1 < \ldots < i_k \leq n$, and all $k$, $1 \leq k \leq n$.

**Definition 4’.** A matrix $A \in M^{n \times n}$ is called a $P^+_0$-matrix if it is a $P_0$-matrix and, in addition, the sums of all principal minors of every fixed order $i$ are positive ($i = 1, \ldots, n$).

Let us state and prove the following lemma which describes some properties of the determinant of a $P_0$-matrix. Here and later on we use the notation $[n]$ for the ordered set of indices $\{1, \ldots, n\}$.

**Lemma 1** Let $A$ be a $P_0$-matrix, $D$ be a nonnegative diagonal matrix. Then
$$\det(A + D) \leq \det(A) + \det(D).$$

**Proof.** Denote the $i$th column of $A$ by $\overline{a}_i$, and the $i$th basic vector by $\overline{e}_i$, $i = 1, \ldots, n$. Using the linearity of exterior products, we obtain the expansion
$$\det(A + D) \begin{pmatrix} \overline{a}_1 \\ \ldots \\ \overline{a}_n \end{pmatrix} = \sum_{k=0}^{n} \sum_{(i_1, \ldots, i_k) \subseteq [n]} d_{i_1 i_2 \ldots i_k} A \begin{pmatrix} j_1 & \ldots & j_{n-k} \\ j_1 & \ldots & j_{n-k} \end{pmatrix}, \quad (5)$$
where the two sets $(i_1, \ldots, i_k)$, $1 \leq i_1 < \ldots < i_k \leq n$, and $(j_1, \ldots, j_{n-k})$, $1 \leq j_1 < \ldots < j_{n-k} \leq n$ are connected as follows:
$$(j_1, \ldots, j_{n-k}) = [n] \setminus (i_1, \ldots, i_k).$$
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Since $A$ is a $P_0$-matrix, we have $A \begin{pmatrix} j_1 \ldots j_{n-k} \\ j_1 \ldots j_{n-k} \end{pmatrix} \geq 0$ for all $(j_1, \ldots, j_{n-k})$, $1 \leq j_1 < \ldots < j_{n-k} \leq n$. Thus, extracting the first and last term from (5), and taking into account $d_{ii} \geq 0$ for all $i = 1, \ldots, n$, we obtain

$$\det(A + D) = \det A + \sum_{k=1}^{n-1} \sum_{(i_1, \ldots, i_k) \subseteq [n]} d_{i_1 i_1} \ldots d_{i_k i_k} A \begin{pmatrix} j_1 \ldots j_{n-k} \\ j_1 \ldots j_{n-k} \end{pmatrix} + \det D$$

$$\geq \det A + \det D.$$

□

Later on, we shall need the basic properties of relatively additive $D$-stable matrices, which are in fact the same as basic properties of additive $D$-stable matrices.

**Lemma 2** Let $A \in \mathcal{M}^{n \times n}$ be relatively additive $D$-stable for some given value $\theta$, $0 < \theta < \frac{\pi}{2}$. Then each of the following matrices is also relatively additive $D$-stable:

(i) $A^T$;
(ii) $P^T A P$, where $P$ is a permutation matrix;
(iii) $E A E^{-1}$, where $E$ is a diagonally positive matrix;
(iv) $A + E$, where $E$ is a diagonally nonnegative matrix;
(v) $\alpha A$, where $\alpha > 0$.

**Proof.** The proof copies the proof of the corresponding properties of additive $D$-stable matrices. For the proof of (i) – (iv), it is enough to notice the following:

$$A^T - D = (A - D^T)^T;$$
$$P^T A P - D = P^T (A - P D P^T) P;$$
$$E A E^{-1} - D = E (A - E^{-1} DE) E^{-1};$$
$$A - E - D = A - (E + D).$$

Taking into account that, for any nonnegative diagonal matrix $D$, the matrices $D^T$, $P D P^T$, $E^{-1} DE$ and $E + D$ are also nonnegative diagonal we complete the proof.

(v). Consider an arbitrary $\lambda \in \sigma(\alpha A + D)$. In this case, $\frac{1}{\alpha} \lambda \in \sigma(A + \frac{1}{\alpha} D)$. Since $\frac{1}{\alpha} D$ is also nonnegative diagonal, we obtain $\frac{1}{\alpha} \lambda \in \mathbb{C}^0_{\theta}$ which implies $\lambda \in \mathbb{C}^0_{\theta}$. □

For relatively additive $D$-stable matrices, let us prove the following relaxation of Inequality (3).

**Theorem 4** Let $A = \{a_{ij}\}_{i,j=1}^n \in \mathcal{M}^{n \times n}$. If $-A$ is relatively additive $D$-stable for some $\theta$, $0 \leq \theta < \frac{\pi}{2}$, then

$$\det A \leq \left( \frac{\max_i a_{ii}}{\cos \theta} \right)^n.$$  

(6)
Proof. Since $-A$ is relatively additive $D$-stable for some $\theta$, $0 \leq \theta < \frac{\pi}{2}$, then $-A$ is additive $D$-stable and thus $A$ is a $P_0^+$-matrix (see [5], p. 256, Corollary). So we conclude $\max_i a_{ii} > 0$. Let $\tilde{A} = \frac{1}{\max_i a_{ii}}A$. By Lemma 2, $\tilde{A}$ is also relatively additive $D$-stable. Let us put $D := \text{diag}\{1 - \tilde{a}_{11}, \ldots, 1 - \tilde{a}_{nn}\}$. Since $0 \leq a_{ii} \leq 1$, we have $0 \leq 1 - \tilde{a}_{ii}$ for all $i = 1, \ldots, n$. Thus $D$ is a nonnegative diagonal matrix with at least one zero entry on the principal diagonal.

Denote the eigenvalues of $\tilde{A} + D$ by $\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n$. Since $-\tilde{A}$ is relatively additive $D$-stable, any eigenvalue $\tilde{\lambda}_i$ of $\tilde{A} + D$ satisfies the inequality $|\arg(\tilde{\lambda}_i)| \leq \theta < \frac{\pi}{2}$, $i = 1, \ldots, n$.

Thus, applying consequently Lemma 1 and Theorem 3, we obtain the estimate:

$$\det \tilde{A} + \det D \leq \det(\tilde{A} + D) = \prod_{i=1}^{n} \tilde{\lambda}_i \leq \left(\frac{1}{n \cos \theta} \sum_{i=1}^{n} \tilde{\lambda}_i\right)^n = \left(\frac{1}{n \cos \theta} \text{Tr}(\tilde{A} + D)\right)^n = \frac{1}{\cos^n \theta},$$

Taking into account $\det D = \prod_{i=1}^{n} (1 - \frac{a_{ii}}{\max_i a_{ii}}) = 0$ and $\det \tilde{A} = \frac{\det A}{(\max_i a_{ii})^n}$, we obtain the following inequality:

$$\frac{1}{(\max_i a_{ii})^n} \det A \leq \frac{1}{\cos^n \theta},$$

which obviously implies Inequality 6.

□

4 Classes of relatively $D$-stable and relatively additive $D$-stable matrices

Let us consider the following four classes of matrices which will be shown to be relatively $D$-stable.

4.1 Diagonally $C^0_\theta$-stable matrices

Let us recall the following important class of $D$-stable matrices (see [5]).

**Definition 5.** A matrix $A \in M_{n \times n}$ is called *diagonally stable*, if there is a positive diagonal matrix $D$ such that $W = DA + A^T D$ is negative definite. Here, the matrix $D$ is called a Lyapunov scaling factor.

By analogy with diagonally stable matrices, we introduce the following class of matrices.
Definition 6. A matrix $A$ is called diagonally $C^0_\theta$-stable, if there exists a positive diagonal matrix $D$ such that the matrix
\begin{equation}
W(A, D) = \begin{pmatrix} 
\sin(\theta)DA & \cos(\theta)DA \\
-cos(\theta)DA & \sin(\theta)DA \\
\end{pmatrix} + \begin{pmatrix} 
\sin(\theta)A^T D - \cos(\theta)A^T D \\
\cos(\theta)A^T D & \sin(\theta)A^T D \\
\end{pmatrix}
\end{equation}
is negative definite.

Now we shall prove that diagonally $C^0_\theta$-stable are relatively $D$-stable. For this, we need the following definition and statement.

Definition 7. A matrix $A \in M^{n \times n}$ is called $C^0_\theta$-stable if $\sigma(A) \subset C^0_\theta$.

Theorem 5 (Lyapunov theorem for conic regions) Given a conic region $C^0_\theta$ with $0 < \theta < \frac{\pi}{2}$, defined by (2), a matrix $A$ is $C^0_\theta$-stable if and only if there is a symmetric positive definite matrix $H$ such that the matrix
\begin{equation}
W(A, H) = \begin{pmatrix} 
\sin(\theta)HA & \cos(\theta)HA \\
-cos(\theta)HA & \sin(\theta)HA \\
\end{pmatrix} + \begin{pmatrix} 
\sin(\theta)A^T H - \cos(\theta)A^T H \\
\cos(\theta)A^T H & \sin(\theta)A^T H \\
\end{pmatrix}
\end{equation}
is negative definite.

Now we prove the generalization of the famous result by Cross (see [5], p. 254, Proposition 1), which connects the concepts of diagonal stability, multiplicative and additive $D$-stability.

Theorem 6 If $A$ is diagonally $C^0_\theta$-stable for some $\theta$, $0 < \theta < \frac{\pi}{2}$, then it is both relatively $D$-stable and relatively additive $D$-stable, for the same value of $\theta$.

Proof. The proof copies the reasoning of [5] (see [5], p. 254, Proposition 1). Let $A$ be diagonally $C^0_\theta$-stable, i.e. there is a positive diagonal matrix $D_0$, such that the matrix $W(A, D_0)$, defined by [5] is negative definite. First, we prove that $A$ is relative $D$-stable, i.e. that $DA$ is $C^0_\theta$-stable for any positive diagonal matrix $D$. For this, let us take the matrix $D_0 D^{-1}$, which is obviously positive diagonal, thus symmetric positive definite. Taking into account that any two diagonal matrices commute, we obtain for any positive diagonal matrix $D$:
\begin{align*}
W(DA, D_0 D^{-1}) &= \begin{pmatrix} 
\sin(\theta)(D_0 D^{-1})(DA) & \cos(\theta)(D_0 D^{-1})(DA) \\
\cos(\theta)(D_0 D^{-1})(DA) & \sin(\theta)(D_0 D^{-1})(DA) \\
\end{pmatrix} + \\
\begin{pmatrix} 
\sin(\theta)(DA)^T (D_0 D^{-1}) - \cos(\theta)(DA)^T (D_0 D^{-1}) \\
\cos(\theta)(DA)^T (D_0 D^{-1}) & \sin(\theta)(DA)^T (D_0 D^{-1}) \\
\end{pmatrix}
\end{align*}
\begin{align*}
&= \begin{pmatrix} 
\sin(\theta)D_0 A & \cos(\theta)D_0 A \\
-cos(\theta)D_0 A & \sin(\theta)D_0 A \\
\end{pmatrix} + \begin{pmatrix} 
\sin(\theta)A^T D_0 - \cos(\theta)A^T D_0 \\
\cos(\theta)A^T D_0 & \sin(\theta)A^T D_0 \\
\end{pmatrix}
\end{align*}
is negative definite. Thus by Theorem 5, $DA$ is $C^0_\theta$-stable for any positive diagonal matrix $D$. 
For the proof of relative additive $D$-stability, we need to show that $A - D$ is relatively stable for any nonnegative matrix $D$. Consider

$$W(A - D, D_0) = W(A, D_0) - 2 \sin(\theta) \text{diag}\{DD_0, DD_0\} < 0,$$

since both of the matrices $W(A, D_0)$ and $-2 \sin(\theta) \text{diag}\{DD_0, DD_0\}$ are negative definite. □

4.2 Diagonally stable matrices

Here, the matrix norm $\|A\|$ of a matrix $A \in \mathcal{M}^{n \times n}$ is defined as

$$\|A\| := \sup_{\|x\| = 1} \|Ax\|.$$

Let us recall basic properties of the matrix norm (see, for example, [2], p. 12)

1. $\|A^T\| = \|A\|^2$;
2. $\|A\| = \|A^T\|$;
3. $\|AB\| \leq \|A\|\|B\|$;
4. $\|A\| = s_1(A)$, where $s_1(A)$ is the biggest singular value of $A$ (i.e. the eigenvalue of $(A^T A)^{1/2}$).

Later on, we shall need the following result from the theory of positive definite matrices (see [2], p. 13, Proposition 1.3.2).

**Lemma 3** Let $A, B \in \mathcal{M}^{n \times n}$ be symmetric positive definite matrices. Then the matrix

$$\begin{pmatrix} A & X \\ X^T & B \end{pmatrix}$$

is positive definite if and only if

$$X = A^{\frac{1}{2}} KB^{\frac{1}{2}}$$

for some $K$, $\|K\| < 1$. (9)

Basing on the above lemma, we prove the following statement.

**Proposition 1** Let $A, B \in \mathcal{M}^{n \times n}$ be symmetric positive definite matrices. Then the matrix

$$\begin{pmatrix} A & X \\ X^T & B \end{pmatrix}$$

is positive definite if the following inequality between matrix norms holds:

$$\|X\| < \frac{1}{\sqrt{\|A^{-1}\|\|B^{-1}\|}}.$$

(10)

**Proof.** Extracting $K$ from Equality (9), we obtain $K = A^{-\frac{1}{2}} XB^{-\frac{1}{2}}$. Thus it is enough for the proof to show that $\|A^{-\frac{1}{2}} XB^{-\frac{1}{2}}\| < 1$. Indeed, Inequality (10) implies

$$\sqrt{\|A^{-1}\|\|X\|\|B^{-1}\|} < 1.$$

Since both the matrices $A$ and $B$ are symmetric positive definite, then so are $A^{-1}$ and $B^{-1}$. Thus $A^{-\frac{1}{2}}$ and $B^{-\frac{1}{2}}$ do exist and are also symmetric positive definite. From the properties of the matrix norm, we deduce that $\sqrt{\|A^{-1}\|} = \sqrt{\|A^{-\frac{1}{2}}\|} \sqrt{\|B^{-\frac{1}{2}}\|} = \sqrt{\|A^{-1}\|\|B^{-1}\|} < 1$. Therefore, $X = A^{-\frac{1}{2}} KB^{\frac{1}{2}}$. □
\[ \sqrt{(A^{-\frac{1}{2}})^TA^{-\frac{1}{2}}} = \|A^{-\frac{1}{2}}\|, \text{ the same reasoning shows } \sqrt{\|B^{-\frac{1}{2}}\|} = \|B^{-\frac{1}{2}}\|. \]

Thus we obtain
\[ \|A^{-\frac{1}{2}}\|\|X\|\|B^{-\frac{1}{2}}\| < 1. \]

Finally, by Property 3 of the matrix norm
\[ \|A^{-\frac{1}{2}}XB^{-\frac{1}{2}}\| \leq \|A^{-\frac{1}{2}}\|\|X\|\|B^{-\frac{1}{2}}\|, \]

that implies
\[ \|A^{-\frac{1}{2}}XB^{-\frac{1}{2}}\| < 1. \]

\[ \square \]

Let a matrix \( A \in \mathcal{M}^{n \times n} \) be diagonally stable. Then, by Definition 5, there is a positive diagonal matrix \( D \) such that \( W = DA + A^TD \) is negative definite. The continuity reasoning shows that the Lyapunov scaling factor \( D \) is not unique, and we denote \( D(A) \) the set of all the possible Lyapunov scaling factors of a diagonally stable matrix \( A \).

Now let us state and prove the following result connecting the concepts of diagonal stability and diagonal \( C_0^\theta \)-stability. Here, we shall use the following notations: \( \text{Sym}(A) = A + A^T \), \( \text{Skew}(A) = A - A^T \).

**Theorem 7** Let a matrix \( A \in \mathcal{M}^{n \times n} \) be diagonally stable. Then \( A \) is diagonally \( C_0^\theta \)-stable for any value of \( \theta \) which satisfies
\[ \frac{\pi}{2} > \theta > \arctan \inf_{D \in D(A)} \|\text{Skew}(DA)\|\|\text{Sym}(DA)\|^{-1}. \] (11)

**Proof.** Let \( A \) be diagonally stable. Then there is a set \( D(A) \) of positive diagonal matrices, such that \( W = DA + A^TD \) is negative definite for any \( D \in D(A) \). For the value of \( \epsilon = \tan \theta - \inf_{D \in D(A)} \|\text{Skew}(DA)\|\|\text{Sym}(DA)\|^{-1} > 0 \), we can find a matrix \( D_0 \in D(A) \) such that
\[ \inf_{D \in D(A)} \|\text{Skew}(DA)\|\|\text{Sym}(DA)\|^{-1} < \epsilon = \tan \theta. \] (12)

To prove that \( A \) is diagonally \( C_0^\theta \)-stable for any value of \( \theta \) satisfying (11), we consider the matrix
\[ W(A, D_0) = \left( \begin{array}{cc} \sin(\theta)D_0A & \cos(\theta)D_0A \\ - \cos(\theta)D_0A & \sin(\theta)D_0A \end{array} \right) + \left( \begin{array}{cc} \sin(\theta)A^TD_0 - \cos(\theta)A^TD_0 \\ \cos(\theta)A^TD_0 \end{array} \right) = \left( \begin{array}{cc} 2\sin(\theta)\text{Sym}(D_0A) & 2\cos(\theta)\text{Skew}(D_0A) \\ 2\cos(\theta)\text{Skew}(D_0A)^T & 2\sin(\theta)\text{Sym}(D_0A) \end{array} \right). \]

We need to show that \( W(A, D_0) \) is negative definite for any value of \( \theta \) satisfying (11). Taking into account that \( \text{Sym}(D_0A) \) is negative definite for any Lyapunov scaling \( D_0 \in D(A) \), it will be sufficient to show that
\[ \cos(\theta)\|\text{Skew}(D_0A)\| < \frac{\sin(\theta)}{\|(\text{Sym}(D_0A))^{-1}\|}. \]
and apply Proposition 1.

Indeed, since \( \theta > \arctan \inf_{D \in D(A)} \| \text{Skew}(DA) \| \| (\text{Sym}(DA))^{-1} \| \), we have

\[
\tan \theta > \inf_{D \in D(A)} \| \text{Skew}(DA) \| \| (\text{Sym}(DA))^{-1} \| ,
\]

and by (12),

\[
\tan \theta > \| \text{Skew}(D_0A) \| \| (\text{Sym}(D_0A))^{-1} \|. 
\]

Then we obtain

\[
\frac{\sin \theta}{\cos \theta} > \| \text{Skew}(D_0A) \| \| (\text{Sym}(D_0A))^{-1} \| ,
\]

that implies

\[
\frac{\sin(\theta)}{\| (\text{Sym}(D_0A))^{-1} \|} > \cos(\theta) \| \text{Skew}(D_0A) \|.
\]

Applying Proposition 1 we complete the proof. \( \square \)

Corollary 1 Let a matrix \( A \in M^{n \times n} \) be diagonally stable. Then \( A \) is relatively \( D \)-stable and relatively additive \( D \)-stable for any value of \( \theta \) which satisfies Inequality (11).

For the proof of Corollary 1 it is enough to apply Theorem 6 to a diagonally \( C_0^\theta \)-stable matrix \( A \).

Now let us consider the following particular case of Theorem 7.

Theorem 8 Let a matrix \( A \in M^{n \times n} \) be (not necessarily symmetric) positive definite (i.e. \( \text{Sym}(A) \succ 0 \)). Then \( -A \) is diagonally \( C_0^\theta \)-stable for any value of \( \theta \) satisfying

\[
\frac{\pi}{2} > \theta > \arctan \| \text{Skew}(A) \| \| (\text{Sym}(A))^{-1} \| = \arctan \frac{\max_{\nu \in \sigma(\text{Skew}(A))} |\nu|}{\min_{\mu \in \sigma(\text{Sym}(A))} |\mu|}. \tag{13}
\]

If, in addition, \( A \) is normal, then

\[
\frac{\pi}{2} > \theta > \arctan \frac{\max_{\lambda \in \sigma(A)} |\text{Im}(\lambda)|}{\min_{\lambda \in \sigma(A)} |\text{Re}(\lambda)|}. \tag{14}
\]

Proof. To prove (13), first we consider a negative definite matrix as a diagonally stable one with a Lyapunov scaling factor \( D = I \) and apply Theorem 7. Then we recall that \( (\text{Sym}(A))^{-1} \) and \( \text{Skew}(A) \) are symmetric and skew-symmetric respectively, thus they are both normal. By Property (4) of the operator norm and properties of normal matrices (see e.g. 7), we have:

\[
\| \text{Skew}(A) \| = s_1(\text{Skew}(A)) = \max_{\nu \in \sigma(\text{Skew}(A))} |\nu|;
\]

\[
\| (\text{Sym}(A))^{-1} \| = s_1((\text{Sym}(A))^{-1}) = \max_{\mu \in \sigma((\text{Sym}(A))^{-1})} |\mu|.
\]
Since \( \text{Sym}(A) \) is symmetric positive definite and so is \( (\text{Sym}(A))^{-1} \), their spectra are positive and we have
\[
\sigma((\text{Sym}(A))^{-1}) = \{ \frac{1}{\lambda} : \lambda \in \sigma(\text{Sym}(A)) \}.
\]

Then
\[
\max_{\mu \in \sigma((\text{Sym}(A))^{-1})} |\mu| = \frac{1}{\min_{\mu \in \sigma(\text{Sym}(A))} \mu}.
\]

To prove Inequality (14), it is enough to notice, that \( A \) is normal if and only if \( \text{Skew}(A) \) and \( \text{Sym}(A) \) do commute (see [7], p. 109). Since \( \text{Sym}(A) \) has real spectrum and the spectrum of \( \text{Skew}(A) \) is pure imaginary, thus for each \( \nu \in \sigma(\text{Skew}(A)) \), there is \( \lambda \in \sigma(A) \) with \( \text{Im}(\lambda) = \nu \) and for each \( \mu \in \sigma(\text{Sym}(A)) \), there is \( \lambda \in \sigma(A) \) with \( \text{Re}(\lambda) = \mu \).

Thus
\[
\max_{\nu \in \sigma(\text{Skew}(A))} |\nu| = \max_{\lambda \in \sigma(A)} |\text{Im}(\lambda)| \quad \text{and} \quad \min_{\mu \in \sigma(\text{Sym}(A))} |\mu| = \min_{\lambda \in \sigma(A)} |\text{Re}(\lambda)|. \quad \Box
\]

4.3 Matrices with \( Q^2 \)-scalings

As we can see from the statement of Theorem 2, we can not directly apply it to the case of \( D \)-stable matrices, since in this case \( \theta = \frac{\pi}{2} \) and \( \cos \theta = 0 \). For Inequality (14) to make sense, we need some gap between the spectrum of \( A \) and the imaginary axis, which will be preserved under multiplication by a positive diagonal matrix. Now we consider one more class of \( D \)-stable matrices which has such a gap.

First, let us recall the following result on spectra localization of \( Q \)-matrices (see [6], p. 107, Theorem 1.3, also [9], Corollary 1).

**Theorem 9** Let \( A \) be an \( n \times n \) \( Q \)-matrix. Then all eigenvalues \( \lambda \) of \( A \) satisfy
\[
|\text{arg}(\lambda)| < \pi - \frac{\pi}{n}. \tag{15}
\]

The following theorem was proved in [10] (see [10], p. 182, Theorem 1.2).

**Theorem 10** Let an \( n \times n \) matrix \( A \) be a \( P \)-matrix and \((DA)^2 \) be a \( Q \)-matrix for every positive diagonal matrix \( D \). Then \(-A\) is \( D \)-stable.

Under the assumptions of Theorem 10, more precise spectra localization can be given.

**Theorem 11** Let an \( n \times n \) matrix \( A \) be a \( P \)-matrix and \((DA)^2 \) be a \( Q \)-matrix for every positive diagonal matrix \( D \). Then \(-A\) is relatively \( D \)-stable with \( \theta = \frac{\pi}{2} - \frac{\pi}{2n} \).

**Proof.** Given an arbitrary positive diagonal matrix \( D \), let us consider \( \sigma(DA) \). We need to prove that \( |\text{arg}\lambda| < \frac{\pi}{2} - \frac{\pi}{2n} \) for each \( \lambda \in \sigma(DA) \). First, by Theorem 10 we obtain that \( |\text{arg}\lambda| < \frac{\pi}{2} \) for each \( \lambda \in \sigma(DA) \). Then, applying Inequality (15) to \((DA)^2\), we obtain \( |\text{arg}(\lambda^2)| < \pi - \frac{\pi}{n} \), which, together with stability implies \( |\text{arg}\lambda| < \frac{\pi}{2} - \frac{\pi}{2n} \). \qed
4.4 Diagonally $C_0^\theta$-dominant matrices

Let us recall the following definition (see [12], Definition 6').

**Definition 8.** Given a value $\theta \in (0, \frac{\pi}{2}]$, a real $n \times n$ matrix $A$ is called diagonally $C_0^\theta$-dominant if the following inequalities hold:

1. $\sin \theta |a_{ii}| > \sum_{j \neq i} |a_{ij}| \quad i = 1, \ldots, n.$
2. $a_{ii} < 0, \quad i = 1, \ldots, n.$

As it was proven in [12] (see [12], Theorem 4), a diagonally $C_0^\theta$-dominant matrix is relatively $D$-stable. To prove relative additive $D$-stability, it’s enough to notice that if $A$ is diagonally $C_0^\theta$-dominant, then $A - D$ is also diagonally $C_0^\theta$-dominant for any nonnegative diagonal matrix $D$.

Let us also recall a well-known definition of diagonally dominant matrices.

**Definition 8'.** A matrix $A \in M^{n \times n}(\mathbb{C})$ is called strictly row diagonally dominant if the following inequalities hold:

$$|a_{ii}| > \sum_{i \neq j} |a_{ij}| \quad i = 1, \ldots, n. \quad (16)$$

A matrix $A$ is called strictly column diagonally dominant if $A^T$ is strictly row diagonally dominant and doubly diagonally dominant if it is both row and column (strictly) diagonally dominant.

It is well-known (see e.g. [8]) that any strictly diagonally dominant matrix with negative principal diagonal entries is $D$-stable. Now let us prove that such a matrix is relatively $D$-stable.

**Theorem 12** Let $A = \{a_{ij}\}_{i,j=1}^n$ be strictly row diagonally dominant matrix with $a_{ii} < 0, \quad i = 1, \ldots, n$. Denote $s_i := \frac{\sum_{j \neq i} |a_{ij}|}{|a_{ii}|}$. Then $A$ is relatively $D$-stable for any value of $\theta$ satisfying

$$\frac{\pi}{2} > \theta > \arcsin \max_i s_i. \quad (17)$$

**Proof.** For the proof, it is enough to show that $A$ is diagonally $C_0^\theta$-dominant for any value of $\theta$ which satisfies Inequality (17). Since $|a_{ii}| > \sum_{i \neq j} |a_{ij}|$ for all $i = 1, \ldots, n$, we have

$$0 < \max_i s_i = \max_i \frac{\sum_{i \neq j} |a_{ij}|}{|a_{ii}|} < 1.$$ 

Thus the interval $(\arcsin \max_i s_i, \frac{\pi}{2})$ is nonempty and any $\theta \in (\arcsin \max_i s_i, \frac{\pi}{2})$ satisfies $\max_i s_i < \sin \theta < 1$. Therefore we obtain

$$\sin \theta |a_{ii}| > \max_i s_i |a_{ii}| = |a_{ii}| \max_i \frac{\sum_{i \neq j} |a_{ij}|}{|a_{ii}|} \geq |a_{ii}| \frac{\sum_{i \neq j} |a_{ij}|}{|a_{ii}|} = \sum_{i \neq j} |a_{ij}|,$$

for all $i = 1, \ldots, n$. The above inequality shows that $A$ is diagonally $C_0^\theta$-dominant and, by [12], Theorem 4, relatively $D$-stable. □
5 Some bounds for the determinants of diagonally stable matrices

Now we can state and prove the following estimate for the determinant of a diagonally stable matrix.

**Theorem 13** Given a matrix $A = \{a_{ij}\}_{i,j=1}^n$, let $-A$ be diagonally stable and $D(A)$ be the set of its Lyapunov scaling factors. Then

$$\det(A) \leq (\inf_{D \in D(A)} \|\text{Skew}(DA)\| \|(\text{Sym}(DA))^{-1}\|)^2 + 1 \prod_{i=1}^n a_{ii}.$$  

**Proof.** Applying consequently Theorems 7 and 6, we obtain that a diagonally stable matrix $-A$ is relatively $D$-stable for any $\theta$ satisfying

$$\frac{\pi}{2} > \theta > \arctan \inf_{D \in D(A)} \|\text{Skew}(DA)\| \|(\text{Sym}(DA))^{-1}\|.$$  

Turning $\theta$ to $\arctan \inf_{D \in D(A)} \|\text{Skew}(DA)\| \|(\text{Sym}(DA))^{-1}\|$, we obtain

$$\tan(\theta) \to \inf_{D \in D(A)} \|\text{Skew}(DA)\| \|(\text{Sym}(DA))^{-1}\|.$$  

Using the trigonometric identity

$$\frac{1}{\cos^2(\theta)} = 1 + \tan^2(\theta),$$

we have

$$\frac{1}{\cos(\theta)} \text{ turns to } (\inf_{D \in D(A)} \|\text{Skew}(DA)\| \|(\text{Sym}(DA))^{-1}\|)^2 + 1 \frac{n}{2};$$

$$\frac{1}{\cos^n(\theta)} \text{ turns to } (\inf_{D \in D(A)} \|\text{Skew}(DA)\| \|(\text{Sym}(DA))^{-1}\|)^2 + 1 \frac{n}{2}.$$  

Applying Inequality 3, we obtain

$$\det A \leq \frac{1}{\cos^n(\theta)} a_{11} \ldots a_{nn},$$

and taking the limit in the right-hand part

$$\det A \leq (\inf_{D \in D(A)} \|\text{Skew}(DA)\| \|(\text{Sym}(DA))^{-1}\|)^2 + 1 \frac{n}{2} \prod_{i=1}^n a_{ii}.$$  

□

**Corollary 2** Let a matrix $A \in \mathcal{M}^{n \times n}$ be (not necessarily symmetric) positive definite (i.e. Sym($A$) $> 0$). Then

$$\det(A) \leq (\|\text{Skew}(A)\| \|(\text{Sym}(A))^{-1}\|)^2 + 1 \frac{n}{2} \prod_{i=1}^n a_{ii}.$$  

If, in addition, $A$ is normal, then

$$\det(A) \leq \left(\max_{\lambda \in \sigma(A)} \frac{\text{Im}(\lambda)}{\text{min}_{\lambda \in \sigma(A)} \text{Re}(\lambda)} + 1\right) \frac{n}{2} \prod_{i=1}^n a_{ii}.$$
6 Some bounds for determinants of diagonally dominant matrices

Here, we provide the following estimate for determinants of diagonally dominant matrices.

**Theorem 14** Let \( A = \{a_{ij}\}_{i,j=1}^n \) be strictly row diagonally dominant matrix with \( a_{ii} > 0, \ i = 1, \ldots, n \). Denote \( s_i := \frac{\sum_{j \neq i} |a_{ij}|}{|a_{ii}|} \). Then

\[
\det A \leq \frac{1}{(1 - (\max_i s_i)^2)^\frac{n}{2}} \prod_{i=1}^n a_{ii}.
\]

**Proof.** Applying Theorem 12, we obtain that \(-A\) is relatively \( D\)-stable for any value of \( \theta \) satisfying

\[
\frac{\pi}{2} > \theta > \arcsin \max_i s_i.
\]

Applying Inequality 9, we obtain

\[
\det A \leq \frac{1}{(1 - \sin^2 \theta)^\frac{n}{2}} \prod_{i=1}^n a_{ii},
\]

and, by turning \( \sin \theta \to \max_i s_i \), we complete the proof. □

**Corollary 2** implies another bound for the determinant of a doubly diagonally dominant matrix.

**Theorem 15** Let \( A = \{a_{ij}\}_{i,j=1}^n \) be a doubly diagonally dominant matrix with \( a_{ii} > 0, \ i = 1, \ldots, n \). Then

\[
\det(A) \leq ((||\text{Skew}(A)|| ||(\text{Sym}(A))^{-1}||)^2 + 1)^\frac{n}{2} \prod_{i=1}^n a_{ii}.
\]

**Proof.** For a doubly diagonally dominant matrix \( A \) with \( a_{ii} > 0 \), its symmetric part \( \text{Sym}(A) \) is also doubly diagonally dominant with positive principal diagonal entries. Thus \( \text{Sym}(A) \) is positive definite. Applying Corollary 2 we complete the proof. □

7 Generalized Hadamard inequality for matrices with \( Q^2 \)-scalings

Now let us consider an upper bound for determinants of the following class of \( D\)-stable matrices.

**Theorem 16** Let an \( n \times n \) matrix \( A \) be a \( P\)-matrix and \( (DA)^2 \) be a \( Q\)-matrix for every positive diagonal matrix \( D \). Then

\[
\det A \leq \frac{1}{\sin^n \frac{\pi}{2n}} \prod_{i=1}^n a_{ii}.
\]
Proof. Applying Theorem [11] we obtain that $-A$ is relatively $D$-stable with $\theta = \frac{\pi}{2} - \frac{\pi}{2n}$. Using trigonometric identities, we obtain that $\cos(\frac{\pi}{2} - \frac{\pi}{2n}) = \sin(\frac{\pi}{2n})$. Applying Inequality (6), we complete the proof. □

The following results for low dimensions illustrates Theorem 16.

Lemma 4 Let $n = 2$ and $A$ be a $P$-matrix. Then the following conditions are equivalent.

(i) $(DA)^2$ is a $Q$-matrix for every positive diagonal matrix $D$;
(ii) $\det(A) < \frac{1}{\sin^2(\pi/4)} a_{11} a_{22} = 2a_{11} a_{22}$.

Proof. Consider $A = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}$ and $D = \text{diag}\{d_{11}, d_{22}\}$. In this case,

$$(DA)^2 = \begin{pmatrix} d_{11}^2 a_{11}^2 + d_{11} d_{22} a_{12} a_{21} & * \\ * & d_{22}^2 a_{22}^2 + d_{11} d_{22} a_{12} a_{21} \end{pmatrix}.$$ 

Then $\det((DA)^2) = d_{11}^2 d_{22} \det(A) > 0$ whenever $\det(A) > 0$.

Thus (i) is equivalent to

$$\text{Tr}(DA)^2 = d_{11}^2 a_{11}^2 + d_{22}^2 a_{22}^2 + 2d_{11} d_{22} a_{12} a_{21} > 0$$

for all positive $d_{11}$ and $d_{22}$.

Since

$$d_{11}^2 a_{11}^2 + d_{22}^2 a_{22}^2 + 2d_{11} d_{22} a_{12} a_{21} + 2d_{11} d_{22} a_{11} a_{22} - 2d_{11} d_{22} a_{11} a_{22} =$$

$$(d_{11} a_{11} - d_{22} a_{22})^2 + 2d_{11} d_{22} (a_{11} a_{22} + 2a_{12} a_{21} - a_{12} a_{21}) =$$

$$(d_{11} a_{11} - d_{22} a_{22})^2 + 2d_{11} d_{22} (\det(A) + 2a_{12} a_{21}) \geq 0$$

for all $d_{11} > 0$, $d_{22} > 0$ whenever $2a_{12} a_{21} > 0$. This sufficient condition is also necessary since $d_{11} a_{11} - d_{22} a_{22} = 0$ for appropriate choice of positive $d_{11}, d_{22}$.

Therefore the condition $\det(A) + 2a_{12} a_{21} > 0$ should always hold. □
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