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1. Introduction

In this expository paper we prove the following special case of the Atiyah-Singer index theorem [4].

**Theorem 1.** Let $M$ be an even dimensional compact $\text{Spin}^c$ manifold without boundary with Dirac operator $D$. If $E$ is a smooth $\mathbb{C}$ vector bundle on $M$ then

$$\text{Index}(D_E) = (\text{ch}(E) \cup \text{Td}(M))[M]$$

Here $D_E$ is $D$ twisted by $E$, $\text{ch}(E)$ is the Chern character of $E$, $\text{Td}(M)$ the Todd class of the $\text{Spin}^c$ vector bundle $TM$, and $[M]$ is the fundamental cycle of $M$.

This expository paper is the first of three. In the present paper we prove the index theorem for Dirac operators. In [5] we reduce the general elliptic operator case to the Dirac case. Finally, in [6] we reduce the case of hypoelliptic operators on contact manifolds to the elliptic case. The unifying theme of these papers is that $K$-homology provides the topological foundation for index theory. The $K$-homology point of view is that any reasonable index problem can be solved by reducing to the Dirac case.

The first two papers are spin-offs of the third [6]. These papers were written to clear up basic points about index theory that are generally accepted as valid, but for which no proof has been published. Some of these points are needed for the third paper in the series [6].

There are two kinds of proof of the Atiyah-Singer theorem. The heat kernel proof essentially uses no topology [7]. In this proof all the calculations are done on the original manifold $M$. All other proofs use topology, and proceed by a reduction in steps to a case where the formula can be verified by a straightforward calculation.

Our proof of Theorem 1 is organized in such a way as to clearly reveal the fundamental role of Bott periodicity. The Axioms in the $K$-theory proof of [4] are replaced by two moves: bordism and vector bundle modification. The proof relies on the invariance of the topological and analytical index under these two moves. Following the approach of Grothendieck [8] (who reduced to $\mathbb{C}P^n$), we reduce to the problem on a sphere. Bott periodicity determines (up to stable isomorphism) all the $\mathbb{C}$ vector bundles on spheres. In the end one needs to do one index calculation. We formalize this in the assertion
that Bott Periodicity determines the geometrically defined $K$-homology of a point.\footnote{Throughout this paper $K$-theory is Atiyah-Hirzebruch $K$-theory. In particular, this is $K$-theory with compact supports.}

Our aim in the present paper and its sequel \[5\] is to give the simplest possible exposition of the topological proof of Atiyah-Singer. The proof given here has the merit that it applies with no essential changes to the equivariant case and the families case.

2. Dirac operators

2.1. Dirac operator of $\mathbb{R}^n$. To define the Dirac operator of $\mathbb{R}^n$ we shall construct matrices $E_1, E_2, \ldots, E_n$ with the following properties:

- Each $E_j$ is a $2^r \times 2^r$ matrix of complex numbers, where $r$ is the largest integer $\leq n/2$ (i.e. $n = 2r$ or $n = 2r + 1$).
- Each $E_j$ is skew adjoint, i.e. $E_j^* = -E_j$
- $E_j^2 = -I_j$, $j = 1, 2, \ldots, n$ (I is the $2^r \times 2^r$ identity matrix.)
- $E_j E_k + E_k E_j = 0$ whenever $j \neq k$.
- For $n$ even each $E_j$ is of the form
  
  \[
  E_j = \begin{bmatrix} 0 & * \\ * & 0 \end{bmatrix}
  \]

  and

  \[
  i^r E_1 E_2 \cdots E_n = \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix} \quad i = \sqrt{-1}
  \]

- For $n$ odd
  
  \[
  i^{r+1} E_1 E_2 \cdots E_n = I
  \]

These matrices are constructed by a simple inductive procedure. If $n = 1$ then $E_1 = [-i]$. New matrices $\overline{E}_1, \overline{E}_2, \ldots, \overline{E}_{n+1}$ are constructed from $E_1, \ldots, E_n$ as follows. If $n$ is odd:

\[
\begin{align*}
\overline{E}_j &= \begin{bmatrix} 0 & E_j \\ E_j & 0 \end{bmatrix} \quad \text{for } j = 1, \ldots, n \quad \text{and} \quad \overline{E}_{n+1} = \begin{bmatrix} 0 & -I \\ I & 0 \end{bmatrix}
\end{align*}
\]

If $n$ is even:

\[
\begin{align*}
\overline{E}_j &= E_j \quad \text{for } j = 1, \ldots, n \quad \text{and} \quad \overline{E}_{n+1} = \begin{bmatrix} -i I & 0 \\ 0 & i I \end{bmatrix}
\end{align*}
\]

For $n = 1, 2, 3, 4$ the matrices are:

- $n = 1$ $E_1 = [-i]$
- $n = 2$ $E_1 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}$, $E_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$
- $n = 3$ $E_1 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}$, $E_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$, $E_3 = \begin{bmatrix} -i 0 \\ 0 & i \end{bmatrix}$
- $n = 4$ $E_1 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}$, $E_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$, $E_3 = \begin{bmatrix} -i 0 \\ 0 & i \end{bmatrix}$, $E_4 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$, $E_5 = \begin{bmatrix} -i 0 \\ 0 & i \end{bmatrix}$
If $n = 4$, then
\[
E_1 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & i \\ 0 & 0 & -i & 0 \\ -i & 0 & 0 & 0 \end{bmatrix} E_2 = \begin{bmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{bmatrix} E_3 = \begin{bmatrix} 0 & 0 & -i & 0 \\ 0 & 0 & 0 & 1 \\ -i & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} E_4 = \begin{bmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}
\]

The Dirac operator of $\mathbb{R}^n$ is
\[
D = \sum_{j=1}^n E_j \frac{\partial}{\partial x_j}
\]

$D$ acts on smooth sections of the trivial complex vector bundle $\mathbb{R}^n \times \mathbb{C}^{2^r}$, i.e.
\[
D : C^\infty_c(\mathbb{R}^n, \mathbb{C}^{2^r}) \rightarrow C^\infty_c(\mathbb{R}^n, \mathbb{C}^{2^r})
\]

2.2. **Properties of the Dirac operator of $\mathbb{R}^n$.** The operator $D$ is symmetric due to $E_j^* = -E_j$. $D$ is essentially self-adjoint, i.e. the closure of $D$ is an unbounded self-adjoint operator on the Hilbert space
\[
L^2(\mathbb{R}^n) \otimes \mathbb{C}^{2^r} = L^2(\mathbb{R}^n) \oplus L^2(\mathbb{R}^n) \oplus \cdots \oplus L^2(\mathbb{R}^n)
\]

Because $E_j^2 = -I$ and $E_j E_k + E_k E_j = 0$ when $j \neq k$ the square of the Dirac operator is the Laplacian
\[
D^2 = \Delta \otimes I_{2^r}, \quad \Delta = \sum_{j=1}^n \frac{\partial^2}{\partial x_j^2}
\]

If $n$ is even, the trivial bundle $\mathbb{R}^n \times \mathbb{C}^{2^r}$ is graded by the matrix $\begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix}$ and since each $E_j$ is of the form $\begin{bmatrix} 0 & I \\ 0 & 0 \end{bmatrix}$ the Dirac operator is odd, i.e. anticommutes with the grading operator.

$D$ is a first order elliptic constant coefficient differential operator.

2.3. **The structure group.** The Dirac operator $D$ of $\mathbb{R}^n$ is not $SO(n)$ equivariant, but it is Spin$(n)$ and Spin$^c(n)$ equivariant.

For $n = 1, 2, 3, \ldots$ the Clifford algebra $C_n$ is the universal unital $\mathbb{R}$-algebra with $n$ generators $e_1, \ldots, e_n$ and relations
\[
e_i^2 = -1, \quad e_i e_j = -e_j e_i, \quad i \neq j
\]

The dimension of $C_n$ is $2^n$, and the set of elements $e_{i_1} e_{i_2} \cdots e_{i_p}$, $i_1 < i_2 < \cdots < i_p$ is a basis (including the element $1 \in C_n$ for $p = 0$).

Let $\Lambda^p \subset C_n$ denote the subspace spanned by the basis elements $e_{i_1} e_{i_2} \cdots e_{i_p}$, with $\Lambda^0 = \mathbb{R}$ spanned by $1 \in C_n$. $\Lambda^2$ is closed under commutators in $C_n$. The Lie algebra $\Lambda^2$ is represented on $\Lambda^1 = \mathbb{R}^n$,
\[
dp : \Lambda^2 \rightarrow \text{End}(\mathbb{R}^n)
\]
\[
dp(\alpha) \cdot v := \alpha v - v\alpha, \quad \alpha \in \Lambda^2, \quad v \in \Lambda^1 = \mathbb{R}^n
\]

The Lie algebra $\mathfrak{so}(n)$ of $SO(n)$ consists of skew symmetric $n \times n$ matrices with real coefficients. A basis for $\mathfrak{so}(n)$ consists of the matrices $J_{ij}, i < j$ that correspond to the linear maps
\[
J_{ij} : e_i \mapsto e_j, \quad e_j \mapsto -e_i, \quad e_k \mapsto 0, \quad k \neq i, j
\]
Define the spin group $\text{Spin}(n)$ as the exponential of $\Lambda^2_\mathbb{C}$ in $\mathbb{C}_n$. Then a simple computation of the commutators $[e_i e_j, e_k]$ in $\mathbb{C}_n$ shows that

$$d\rho: \Lambda^2 \cong \mathfrak{so}(n) : \frac{1}{2} e_i e_j \mapsto J_{ij}$$

Define the spin group $\text{Spin}(n)$ as the exponential of $\Lambda^2$ in $\mathbb{C}_n$,

$$\text{Spin}(n) := \{ \sum_{k=0}^{\infty} \frac{1}{k!} \alpha_k^i \in \mathbb{C}_n : \alpha \in \Lambda^2 \} \subset \mathbb{C}_n$$

The Lie algebra representation $d\rho: \Lambda^2 \to \mathfrak{so}(n)$ induces a group representation

$$\rho: \text{Spin}(n) \to \text{SO}(n)$$

$$\rho(g).v := gvg^{-1}, \quad g \in \text{Spin}(n) \subset \mathbb{C}_n, \quad v \in \Lambda^1 = \mathbb{R}^n$$

For $n \geq 2$, the group $\text{Spin}(n)$ is the connected double cover of $\text{SO}(n)$.

$\text{Spin}^c(n)$ is the exponential of $\Lambda^2 \otimes \mathbb{C}$ in the complexified Clifford algebra $\mathbb{C}_n \otimes \mathbb{C}$. $\text{Spin}^c(n)$ is isomorphic to the quotient of $\text{Spin}(n) \times U(1)$ by the 2 element group $\{(1, 1), (\varepsilon, -1)\} \cong \mathbb{Z}/2\mathbb{Z}$, where $\varepsilon$ is the non-identity element in the kernel of $\text{Spin}(n) \to \text{SO}(n)$,

$$\text{Spin}^c(n) \cong \text{Spin}(n) \times \mathbb{Z}/2\mathbb{Z} U(1)$$

The group $\text{Spin}^c(n)$ acts on $\mathbb{R}^n$ via its surjection onto $\text{SO}(n)$.

2.4. The spin representation. For $n = 2r$ even, we have an isomorphism

$$c: \mathbb{C}_n \otimes \mathbb{C} \cong M_{2r}(\mathbb{C}) \quad c(e_j) = E_j$$

where $E_1, \ldots, E_n$ are the $2r \times 2r$ complex matrices defined in section 2.1.

The vector space $\mathbb{C}^{2r}$ is the vector space of a representation of $\text{Spin}(n)$ and $\text{Spin}^c(n)$ known as the spin representation. The spin representation is constructed via the inclusion of $\text{Spin}^c(n)$ in the complexified Clifford algebra $\mathbb{C}_n \otimes \mathbb{C}$.

The representation of $\text{Spin}^c(n)$ on $\mathbb{C}^{2r}$ gives a representation of $\text{Spin}^c(n)$ on $\text{End}(\mathbb{C}^{2r}) \cong \mathbb{C}^{2r} \otimes (\mathbb{C}^{2r})^*$, and the map

$$c: \mathbb{R}^n \to \text{End}(\mathbb{C}^{2r}) \quad c(\xi) = \sum_{j=1}^{n} \xi_j E_j$$

is a $\text{Spin}^c(n)$ equivariant inclusion of vector spaces. If $n$ is even, the grading operator $\begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix}$ is $\text{Spin}^c(n)$ equivariant.

The trivial bundle $\mathbb{R}^n \times \mathbb{C}^{2r}$ is a $\text{Spin}^c(n)$ equivariant vector bundle on $\mathbb{R}^n$, where $\text{Spin}^c(n)$ acts on $\mathbb{R}^n$ and $\mathbb{C}^{2r}$ as above. The full symbol of the Dirac operator is $\sigma(x, \xi) = ic(\xi)$, and so the action of $D$ on $C_c^\infty(\mathbb{R}^n, \mathbb{C}^{2r})$ is $\text{Spin}^c(n)$ equivariant.

An excellent reference for $\text{Spin}(n)$, $\text{Spin}^c(n)$ and Clifford algebras is [1].
2.5. Spin$^c$ vector bundles. Let $F$ be a $C^\infty \mathbb{R}$ vector bundle on a $C^\infty$ manifold $M$ of fiber dimension $n$. Then $\mathcal{F}(F)$ is the principal $\text{GL}(n, \mathbb{R})$ bundle on $M$ whose fiber at $p \in M$ is the set of bases $(v_1, v_2, \ldots, v_n)$ for the fiber $F_p$.

**Definition 2.** A Spin$^c$ datum for a $C^\infty \mathbb{R}$ vector bundle $F$ on a $C^\infty$ manifold $M$ is a pair $(P, \eta)$ where $P$ is a $C^\infty$ principal Spin$^c(n)$ bundle on $M$ and $\eta: P \to \mathcal{F}(F)$ is a homomorphism of principal bundles that is compatible with the homomorphism $\rho: \text{Spin}^c(n) \to \text{GL}(n, \mathbb{R})$ in the sense that there is commutativity in the diagram

$$
\begin{array}{ccc}
P \times \text{Spin}^c(n) & \longrightarrow & P \\
\eta \times \rho \downarrow & & \downarrow \eta \\
\mathcal{F}(F) \times \text{GL}(n, \mathbb{R}) & \longrightarrow & \mathcal{F}(F)
\end{array}
$$

**Definition 3.** A Spin$^c$ vector bundle is a $C^\infty \mathbb{R}$ vector bundle with a given Spin$^c$ datum.

An isomorphism of Spin$^c$ data $(P, \eta), (P', \eta')$ for a vector bundle $F$ is an isomorphism of the principal Spin$^c(n)$ bundles $P \cong P'$ that commutes with the maps $\eta, \eta'$. Two Spin$^c$ data $(P, \eta), (P', \eta')$ for $F$ are homotopic if there exists a $C^\infty$ homotopy $(P, \eta_t)$ of Spin$^c$ data such that $\eta_0 = \eta$ and $(P, \eta_1)$ is isomorphic to $(P', \eta')$.

A Spin$^c$ structure for $F$ is an isomorphism class of Spin$^c$ data. A Spin$^c$ orientation of $F$ is a homotopy class of Spin$^c$ data.

Note that a Spin$^c$ structure is a Euclidean structure plus a Spin$^c$ orientation. A Spin$^c$ orientation determines an orientation in the usual sense. $F$ is Spin$^c$ orientable if and only if it is orientable (i.e. the first Stiefel-Whitney class $w_1(E)$ is zero) and the second Stiefel-Whitney class $w_2(F)$ is in the image of the map $H^2(M, \mathbb{Z}) \to H^2(M, \mathbb{Z}/2\mathbb{Z})$.

A Spin$^c$ structure changes the structure group of $F$ from $\text{GL}(n, \mathbb{R})$ to Spin$^c(n)$, in the sense that it determines an isomorphism

$$
P \times_{\text{Spin}^c(n)} \mathbb{R}^n \cong F
$$

The spinor bundle $S_F$ of $F$ is the complex vector bundle on $M$

$$
S_F = P \times_{\text{Spin}^c(n)} \mathbb{C}^{2^r}
$$

$S_F$ comes equipped with a vector bundle map

$$
c: F \to \text{End}(S_F)
$$
called the Clifford action of $F$ on $S_F$. If the fiber dimension of $F$ is even, then $S_F$ is $\mathbb{Z}/2\mathbb{Z}$ graded, and the Clifford action is odd.

\[\footnote{A Spin$^c$ orientation determines a $K$-orientation. However, not every $K$-orientation is Spin$^c$.}\]
2.6. The Thom class of a Spin\(^c\) vector bundle. If \(M\) is compact and the fiber dimension of \(F\) is even, the Spin\(^c\) datum for \(F\) determines an element

\[
\lambda_F = \left( \pi^* S_F^+, \pi^* S_F^-, c \right) \in K^0(F)
\]

as follows. Denote the projection of \(F\) onto \(M\) by \(\pi: F \to M\). The pull-back of \(S_F\) to \(F\) is a direct sum \(\pi^* S_F = \pi^* S_F^+ \oplus \pi^* S_F^-\), and the Clifford action of \(F\) is a vector bundle map \(\pi^* S_F^+ \to \pi^* S_F^-\) which is an isomorphism outside the zero section of \(F\).

The dual (or conjugate) of \(\lambda_F\) will be denoted by \(\tau_F\), and will be referred to as the \(\text{Thom class}\) of the Spin\(^c\) vector bundle \(F\). Thus, \(\tau_F\) is

\[
\tau_F = \left( \pi^* \overline{S_F^+}, \pi^* \overline{S_F^-}, c \right) \in K^0(F)
\]

where \(\overline{S_F^+}, \overline{S_F^-}\) are the conjugate vector bundles of \(S_F^+, S_F^-\). Note that \(c\) is unchanged.

The Thom class \(\tau_F\) restricts in each fiber \(F_p, p \in M\) to the Bott generator element of the oriented vector space \(F_p\), i.e. \(\text{ch}(\tau_F|_{F_p})[F_p] = 1\).

2.7. Spin\(^c\) manifolds.

**Definition 4.** A Spin\(^c\) manifold is a \(C^\infty\) manifold \(M\) (with or without boundary) whose tangent bundle \(TM\) is a Spin\(^c\) vector bundle.

Every Spin manifold is Spin\(^c\). Also, every stably almost complex manifold is Spin\(^c\) oriented. This includes complex manifolds, symplectic manifolds, and contact manifolds. Most of the oriented manifolds that occur in practice are Spin\(^c\) oriented.

Let \(\Omega\) be a Spin\(^c\) manifold with boundary \(\partial \Omega = M\). The Spin\(^c\) datum for \(\Omega\) determines a Spin\(^c\) datum for \(M\) as follows.

The frame bundle \(\mathcal{F}(TM)\) injects into \(\mathcal{F}(T\Omega)\) by adding the outward unit normal vector \(n\) as the first vector to each frame,

\[
\mathcal{F}(TM) \to \mathcal{F}(T\Omega) \quad (v_1, v_2, \ldots, v_n) \mapsto (n, v_1, v_2, \ldots, v_n)
\]

The principal Spin\(^c\)(\(n\)) bundle \(P^M\) of \(M\) is the preimage of the principal Spin\(^c\)(\(n + 1\)) bundle \(P^\Omega\) of \(\Omega\) under this map,

\[
\begin{array}{ccc}
P^M \rightarrow P^\Omega \\
\downarrow \\
\mathcal{F}(TM) \rightarrow \mathcal{F}(T\Omega)
\end{array}
\]

If \(\Omega\) is odd dimensional, then the spinor bundle of \(M\) is the restriction to \(M\) of the spinor bundle of \(\Omega\). The grading operator is the Clifford action \(ic(n)\), where \(n\) is the outward pointing unit normal vector.
2.8. The 2-out-of-3 lemma. The construction of the Spin$^c$ orientation of a boundary is a special case of the 2-out-of-3 principle.

There is a canonical homomorphism Spin$^c(k) \times$ Spin$^c(l) \to$ Spin$^c(k + l)$ that gives commutativity in the diagram

\[
\begin{array}{ccc}
\text{Spin}^c(k) \times \text{Spin}^c(l) & \to & \text{Spin}^c(k + l) \\
\downarrow & & \downarrow \\
\text{SO}(k) \times \text{SO}(l) & \to & \text{SO}(k + l)
\end{array}
\]

Hence, if $F_1, F_2$ are two Spin$^c$ vector bundles on $M$, then there is a straight-forward Spin$^c$ datum for the direct sum $F_1 \oplus F_2$, and therefore the direct sum of two Spin$^c$ oriented vector bundles is Spin$^c$ oriented.

The construction is such that the Spin$^c$ line bundle of $F_1 \oplus F_2$ is the tensor product of the Spin$^c$ line bundles of $F_1$ and $F_2$. As a result, the Todd class is multiplicative for Spin$^c$ vector bundles,

\[
\text{Td}(F_1 \oplus F_2) = \text{Td}(F_1) \cup \text{Td}(F_2)
\]

Lemma 5. Let $F_1, F_2$ be two $C^\infty \mathbb{R}$ vector bundles on $M$. Assume given Spin$^c$ orientations for $F_1$ and for $F_1 \oplus F_2$. Then there exists a unique Spin$^c$ orientation for $F_2$ such that the direct sum Spin$^c$ orientation of $F_1 \oplus F_2$ is the given one.

In summary, given a short exact sequence of $\mathbb{R}$ vector bundles

\[
0 \to F_1 \to F_3 \to F_2 \to 0
\]

where 2 out of 3 are Spin$^c$ oriented, a Spin$^c$ orientation is then determined for the third.

2.9. The Dirac operator of a Spin$^c$ manifold. On a Spin$^c$ manifold $M$ there is a first order elliptic differential operator known as its Dirac operator. The symbol of the Dirac operator on $\mathbb{R}^n$ is the Spin$^c(n)$ equivariant map,

\[
ic : \mathbb{R}^n \to \text{End}(\mathbb{C}^{2r})
\]

Via the given isomorphism $TM \cong P \times_{\text{Spin}^c(n)} \mathbb{R}^n$ we then obtain the principal symbol of an operator on $M$,

\[
\sigma(p) : T^*_p M \to \text{End}(S_p) \quad p \in M
\]

where $S$ is the spinor bundle of the Spin$^c$ vector bundle $TM$. The Dirac operator of $M$ is a first order differential operator $D$ on $M$ whose principal symbol is this symbol. Thus $D$ is a linear map

\[
D : C^\infty_c(M, S) \to C^\infty_c(M, S)
\]

$D$ is unique up to lower order terms.

If $n$ is even, the Spin$^c(n)$ equivariant grading operator $\begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix}$ of $\mathbb{C}^{2r}$ determines a grading operator for the spinor bundle $S$ of any $n$-dimensional Spin$^c$ manifold $M$. For an appropriate choice of lower order terms the Dirac operator $D$ of $M$ anticommutes with the grading.
2.10. **Twisting by vector bundles.** Let $M$ be a Spin$^c$ manifold with Dirac operator $D$. Suppose that $E$ is a $C^\infty$ $\mathbb{C}$ vector bundle on $M$. We can twist the symbol of the Dirac operator by $E$, 

$$\sigma_E(p) : T^*_p M \to \text{End}(S_p \otimes E_p) \quad \sigma_E(p) = \sigma(p) \otimes I_{E_p}$$

The Dirac operator twisted by $E$ is a first order differential operator $D_E$ on $M$ whose principal symbol is $\sigma_E$,

$$D_E : C^\infty_c(M, S \otimes E) \to C^\infty_c(M, S \otimes E)$$

$D_E$ is determined up to lower order terms. In the even case the bundle $S \otimes E$ is graded and (for an appropriate choice of lower order terms) $D_E$ anticommutates with the grading. Hence $D_E$ gives a map

$$D^+_E : C^\infty_c(M, S^+ \otimes E) \to C^\infty_c(M, S^- \otimes E)$$

If $M$ is closed, this map $D^+_E$ has finite dimensional kernel and cokernel, and the index of $D_E$ is the difference of these two dimensions

$$\text{Index } D_E := \dim \text{Kernel } D^+_E - \dim \text{Cokernel } D^+_E$$

The index of an elliptic operator depends only on its highest order part, and therefore Index $D_E$ is well defined.

2.11. **The Bott generator vector bundle.** For $n = 2r + 1$ restrict the map $c : \mathbb{R}^n \to \text{End}(\mathbb{C}^{2^r})$ to the unit sphere $S^{2r} \subset \mathbb{R}^n$,

$$c : S^{2r} \to \text{End}(\mathbb{C}^{2^r}) \quad c(t) = \sum_{j=1}^{2r+1} t_j E_j$$

If $\sum t_j^2 = 1$ we obtain

$$c(t)^2 = \left(\sum_{j=1}^n t_j E_j\right)^2 = \sum_{j=1}^n t_j^2 E_j^2 + \sum_{j<k} t_j t_k (E_j E_k + E_k E_j) = -I_{2^r}$$

$i c(t)$ is the grading operator for the spinor bundle $S^{2r} \times \mathbb{C}^{2^r}$ of $S^{2r}$, where $S^{2r}$ has the Spin$^c$ structure it receives as the boundary of the unit ball in $\mathbb{R}^{2r+1}$.

The Bott generator vector bundle $\beta$ is the positive spinor bundle if $r$ is even, and the negative spinor bundle if $r$ is odd. Equivalently, in all cases $\beta$ is the dual of the positive spinors. The Bott generator vector bundle is determined, up to isomorphism, by the following two properties

- The fiber dimension of $\beta$ is $2^{r-1}$.
- $\text{ch}(\beta)[S^{2r}] = 1$

The Bott generator vector bundle $\beta$ is Spin$^c(n + 1)$ equivariant, where Spin$^c(n + 1)$ acts on $S^n \subset \mathbb{R}^{n+1}$ via its isometry group $SO(n + 1)$.

**Proposition 6.** If $\beta$ is the Bott generator vector bundle on $S^{2r}$ then

$$\text{ch}(\beta)[S^{2r}] = 1$$
Proof. The positive spinor bundle \( S^+ \) corresponds to the projection valued function

\[
e : S^{2r} \to \text{End}(\mathbb{C}^{2^r}) \quad e = \frac{1}{2}(1 + i \sum_{j=1}^{2r+1} t_j E_j)
\]

The Chern character of \( S^+ \) is represented by a differential form whose component in dimension \( 2r \) is

\[
\frac{i^r}{r!(2\pi)^r} \text{trace}(e (de)^{2r})
\]

We obtain

\[
(de)^{2r} = \frac{i^{2r}(2r)!}{2^{2r}} \sum dt_1 \cdots dt_{2r+1} \cdot E_1 \cdots E_j \cdots E_{2r+1}
\]

From \( i^{r+1} E_1 E_2 \cdots E_{2r+1} = I \) we get \( i^{r+1} E_1 \cdots E_j \cdots E_{2r+1} = (-1)^j E_j \) and so

\[
(de)^{2r} = \frac{i^{r-1}(2r)!}{2^{2r}} \sum (-1)^j dt_1 \cdots dt_{2r+1} \cdot E_j
\]

The trace of the matrices \( E_j \) and \( E_j E_k \) with \( j \neq k \) is zero, while the trace of \( E_j^2 = -I \) is \(-2^r\). Thus

\[
\frac{i^r}{r!(2\pi)^r} \text{trace}(e (de)^{2r}) = \frac{i^{2r}(2r)!}{(2\pi)^r 2^{2r+1}(r!)} \sum (-1)^{j-1} t_j dt_1 \cdots dt_{2r+1} \cdot E_j
\]

By Stokes’s Theorem,

\[
\int_{S^{2r}} \text{ch}(S^+) = \frac{i^{2r}(2r)!}{\pi^r 2^{2r+1}(r!)} \int_{B^{2r+1}} (2r + 1) dt_1 \cdots dt_{2r+1} = (-1)^r
\]

\[\square\]

2.12. An index 1 operator. For the next proposition, recall that if \( V \) is a finite dimensional vector space, then there is a canonical nonzero element in \( V \otimes V^* \), which maps to the identity map under the isomorphism \( V \otimes V^* \cong \text{Hom}(V, V) \).

Proposition 7. If \( D \) is the Dirac operator of the even dimensional sphere \( S^n \) with the Spin\(^c \) datum it receives as the boundary of the unit ball in \( \mathbb{R}^{n+1} \), then

\[
\text{Index } D_\beta = 1
\]

More precisely, \( D_\beta \) has zero cokernel, and the kernel of \( D_\beta \) is spanned by the canonical section of \( S^* \otimes \beta = S^* \otimes (S^+)^* \).

Proof. On any even dimensional Spin\(^c \) manifold \( M \), there is a canonical isomorphism of vector bundles

\[
S \otimes S^* \cong \Lambda^c TM
\]
where $S$ is the spinor bundle of $M$. This is implied by the fact that, as representations of Spin$^c(n)$,

$$
\mathbb{C}^{2^r} \otimes (\mathbb{C}^{2^r})^* \cong \Lambda_\mathbb{C}^{\mathbb{R}^n}
$$

Via this isomorphism, $D_{S^*}$ identifies (up to lower order terms) with $d + d^*$, where $d$ is the de Rham operator, and $d^*$ its formal adjoint. Note that the kernel of $D_{S^*}$ is the same as the kernel of $D_{S^2} = (d + d^*)^2$, i.e. it consists of harmonic forms. On $S^n$ the only harmonic forms are the constant functions, and scalar multiples of the standard volume form.

Because the Bott generator vector bundle $\beta$ is dual to $S^+$, $S^+ \otimes \beta \cong \text{Hom}(S^+, S^+)$ contains a trivial line bundle, which identifies with the line bundle in $\Lambda^0 \oplus \Lambda^n$ spanned by $(1, \omega)$, where $\omega$ is the standard volume form. This follows from representation theory. Thus, the kernel of $D_{\beta}$ is the one dimensional vector space spanned by the harmonic forms $c + c\omega$, $c \in \mathbb{C}$. The intersection of $\Lambda^0 \oplus \Lambda^n$ with $S^- \otimes \beta$ is zero, and so the cokernel of $D_{\beta}$ is zero.

$$\square$$

**Remark 8.** Propositions 6 and 7 verify, by direct calculation, a special case of the index formula for an operator of index 1,

$$\text{Index } D_{\beta} = \text{ch}(\beta)[S^{2r}]$$

3. **The Group $K_0(\cdot)$**

Define an abelian group denoted $K_0(\cdot)$ by considering pairs $(M, E)$ such that $M$ is a compact even-dimensional Spin$^c$ manifold without boundary, and $E$ is a $C^\infty \mathbb{C}$ vector bundle on $M$.

Define $K_0(\cdot) = \{(M, E)\}/\sim$ where the equivalence relation $\sim$ is generated by the three elementary steps

- Bordism
- Direct sum - disjoint union
- Vector bundle modification

Addition in $K_0(\cdot)$ is disjoint union

$$(M, E) + (M', E') = (M \sqcup M', E \sqcup E')$$

3.1. **Additive inverse.** In $K_0(\cdot)$ the additive inverse of $(M, E)$ is $(-M, E)$ where $-M$ denotes $M$ with the Spin$^c$ structure reversed,

$$-(M, E) = (-M, E)$$

To reverse the Spin$^c$ structure on a Spin$^c$ manifold $M$ of dimension $n$, the Spin$^c$ datum of $M$ is modified as follows. The Riemannian metric is unchanged. The orientation is reversed. The new $\text{SO}(n)$ principal bundle consists of those orthonormal frames that were previously negatively oriented,

$$\mathcal{F}_{\text{SO}^-}(TM) = \mathcal{F}_{\text{SO}}(TM) \times_{\text{SO}(n)} O^-(n)$$
Here $O^-(n)$ is the set of orthogonal $n \times n$ matrices with determinant $-1$ with $\text{SO}(n)$ acting on $O^-(n)$ from the left and from the right by matrix multiplication. Denote by $\tilde{O}^-(n)$ the connected double cover of $O^-(n)$, and observe that the actions of $\text{SO}(n)$ on $O^-(n)$ lift to give left and right actions of $\text{Spin}^c(n)$ on $\tilde{O}^-(n)$. The principal $\text{Spin}^c(n)$ bundle $P$ is replaced by

$$P^* = P \times_{\text{Spin}^c(n)} \tilde{O}^-(n)$$

with the evident map to $\mathcal{F}_{\text{SO}^c}(TM) = \mathcal{F}_{\text{SO}(n)}(TM) \times_{\text{SO}(n)} O^-(n)$.

The spinor bundle of $-M$ is the same as the spinor bundle of $M$. When $M$ is even dimensional the Clifford action is unchanged, and the grading is reversed. In the odd dimensional case, the Clifford action $c: TM \to \text{End}(S)$ is replaced by $-c$.

3.2. Bordism. $(M, E)$ is isomorphic to $(M', E')$ if there exists a diffeomorphism

$$\psi: M \to M'$$

that preserves the $\text{Spin}^c$ structures, in the sense that the pullback $(\psi^* P', \psi^* \eta')$ of the $\text{Spin}^c$ datum $(P', \eta')$ of $M'$ is isomorphic to the $\text{Spin}^c$ datum $(P, \eta)$ of $M$, and the pullback $\psi^* E'$ is isomorphic (as a $\mathbb{C}$ vector bundle on $M$) to $E$,

$$\psi^* (E') \cong E$$

**Definition 9.** $(M_0, E_0)$ is bordant to $(M_1, E_1)$ if there exists a pair $(\Omega, E)$ such that

- $\Omega$ is a compact odd-dimensional $\text{Spin}^c$ manifold with boundary.
- $E$ is a $C^\infty$ $\mathbb{C}$ vector bundle on $\Omega$.
- $(\partial \Omega, E|_{\partial \Omega}) \cong (M_0, E_0) \cup (-M_1, E_1)$

Here the boundary $\partial \Omega$ receives the $\text{Spin}^c$ datum as above, and $-M_1$ is $M_1$ with the $\text{Spin}^c$ structure reversed.

The bordism class of a pair $(M, E)$ only depends on the $\text{Spin}^c$ oriented manifold $M$ and the vector bundle $E$. 

(M_0, E_0) \quad (-M_1, E_1)
3.3. **Direct sum - disjoint union.** Let $E, E'$ be two $\mathbb{C}$ vector bundles on $M$, then

$$(M, E) \sqcup (M, E') \sim (M, E \oplus E')$$

3.4. **Vector bundle modification.** Let $F$ be a Spin$^c$ vector bundle on $M$ with even fiber dimension $n = 2r$. Part of the Spin$^c$ datum of $F$ is a principal Spin$^c(n)$ bundle $P$ on $M$,

$$F = P \times_{\text{Spin}^c(n)} \mathbb{R}^n$$

The Bott generator vector bundle $\beta$ on $S^n$ is Spin$^c(n)$ equivariant. Therefore, associated to $P$ we have a fiber bundle $\pi : \Sigma F \to M$ whose fibers are oriented spheres of dimension $n$,

$$\Sigma F = P \times_{\text{Spin}^c(n)} S^n$$

and a vector bundle on $\Sigma F$

$$\beta_F = P \times_{\text{Spin}^c(n)} \beta$$

If $M$ is a Spin$^c$ manifold, the total space of $F$ is Spin$^c$, because (not canonically) $TF = \pi^* F \oplus \pi^* TM$, and the direct sum of two Spin$^c$ vector bundles is Spin$^c$. Every trivial bundle is Spin$^c$, so the total space of $F \oplus \mathbb{R}$ is Spin$^c$. $\Sigma F$ is a Spin$^c$ manifold as the boundary of the unit ball bundle of $F \oplus \mathbb{R}$.

Then

$$(M, E) \sim (\Sigma F, \beta_F \otimes \pi^* E)$$

3.5. **The equivalence relation.** The equivalence relation $\sim$ on the collection $\{(M, E)\}$ is the equivalence relation generated by the above elementary steps — i.e. $(M, E) \sim (M', E')$ if it is possible to pass from $(M, E)$ to $(M', E')$ by a finite sequence of the three elementary steps.

$(M, E) = 0$ in $K_0(\cdot)$ if and only if $(M, E) \sim (M', E')$ where $(M', E')$ bounds.

4. **Proof of the index theorem**

4.1. **Sphere lemma.**

**Lemma 10.** Let $(M, E)$ be a pair as above. Then there exists a positive integer $r$ and a $\mathbb{C}$ vector bundle $F$ on $S^{2r}$ such that $(M, E) \sim (S^{2r}, F)$. Here $S^{2r}$ has the Spin$^c$ datum it receives as the boundary of the unit ball in $\mathbb{R}^{2r+1}$.

**Proof.** Embed $M$ in $\mathbb{R}^{2r}$. By the 2-out-of-3 principle the normal bundle $\nu$

$$0 \to TM \to M \times \mathbb{R}^{2r} \to \nu \to 0$$

is Spin$^c$ oriented.

Step 1. $(M, E) \sim (\Sigma \nu, \beta_\nu \otimes \pi^* E)$. (Vector bundle modification by $\nu$.)

$\Sigma \nu$ bounds, therefore it is bordant to $S^{2r}$. We shall use a specific bordism from $\Sigma \nu$ to $S^{2r}$. Since $M$ is compact we may assume that the embedding of $M$ in $\mathbb{R}^{2r}$ embeds $M$ in the interior of the unit ball of $\mathbb{R}^{2r}$. Using the inclusion
$\mathbb{R}^{2r} \to \mathbb{R}^{2r+1}$, a compact tubular neighborhood of $M$ in $\mathbb{R}^{2r+1}$ identifies with the ball bundle $B(\nu \oplus \mathbb{R})$, whose boundary is $\Sigma \nu$. Let $\Omega$ be the unit ball of $\mathbb{R}^{2r+1}$ with the interior of $B(\nu \oplus \mathbb{R})$ removed. Then $\Omega$ is a bordism of $\text{Spin}^c$ manifolds from $\Sigma \nu$ to $S^{2r}$.

By Lemma 11 below, with $B = B(\nu \oplus \mathbb{R})$ and $S = S(\nu \oplus \mathbb{R})$ there exists a $\mathbb{C}$ vector bundle $L$ on $B$ such that $(\beta_\nu \otimes \pi^*E) \oplus L|_S$ extends to a vector bundle $F$ on $\Omega$. Note that $(\Sigma \nu, L|_S)$ is the boundary of $(B, L)$.

Step 2. $(\Sigma \nu, \beta_\nu \otimes \pi^*E) \sim (\Sigma \nu, \beta_\nu \otimes \pi^*E) \cup (\Sigma \nu, L|_S)$. (Bordism.)

Step 3. $(\Sigma \nu, \beta_\nu \otimes \pi^*E) \cup (\Sigma \nu, L|_S) \sim (\Sigma \nu, (\beta_\nu \otimes \pi^*E) \oplus \pi^*L)$. (Direct sum - disjoint union.)

Step 4. $(\Sigma \nu, (\beta_\nu \otimes \pi^*E) \oplus \pi^*L) \sim (S^{2r}, F|_{S^{2r}})$. (Bordism.)

\[ \text{□} \]

**Lemma 11.** Let the unit ball in $\mathbb{R}^n$ be the union of two compact sets $B, \Omega$ and let $S = B \cap \Omega$. Given a $\mathbb{C}$ vector bundle $E$ on $S$ there exists a $\mathbb{C}$ vector bundle $L$ on $B$ such that $E \oplus L|_S$ extends to $\Omega$.

**Proof.** Exactness of the $K$-theory Mayer-Vietoris sequence

\[ \ldots \to K^0(\Omega) \oplus K^0(B) \to K^0(S) \to K^1(B \cup \Omega) = 0 \to \ldots \]

shows that the lemma is true for $K$-theory classes, i.e., there exists $[L] - [\mathbb{C}^k] \in K^0(B)$ and $[F] - [\mathbb{C}^m] \in K^0(\Omega)$ such that in $K^0(S)$

\[ [E] + [L|_S] - [\mathbb{C}^k] = [F|_S] - [\mathbb{C}^m] \]

This means that the vector bundle $E \oplus L|_S$ is stably isomorphic to $F|_S$. By adding trivial bundles to $F$ and $L$, if needed, we obtain the result.

\[ \text{□} \]

**4.2. Bott periodicity.** Bott periodicity is the following statement about the homotopy groups of $\text{GL}(n, \mathbb{C})$,

\[ \pi_j \text{GL}(n, \mathbb{C}) = \begin{cases} \mathbb{Z} & j \text{ odd} \\ 0 & j \text{ even} \end{cases} \]

\[ j = 0, 1, 2, \ldots, 2n - 1 \]

**Proposition 12.** Let $E$ be a $\mathbb{C}$ vector bundle on $S^{2r}$, then there exist non-negative integers $l, m$ and an integer $q$ such that

\[ E \oplus \mathbb{C}^l \cong q\beta \oplus \mathbb{C}^m \]

If $q > 0$ then $q\beta = \beta + \cdots + \beta$, and if $q < 0$ then $q\beta = |q|\beta^*$. 

**Proof.** Up to isomorphism, $E$ is determined by the homotopy type of a map $S^{2r-1} \to \text{GL}(k, \mathbb{C})$, i.e., an element of $\pi_2 \text{GL}(k, \mathbb{C})$. Here $S^{2r-1}$ is the equatorial sphere in $S^{2r}$, and $k$ is the fiber dimension of $E$. By Bott periodicity, if $k$ is sufficiently large, $\pi_2 \text{GL}(k, \mathbb{C}) \cong \mathbb{Z}$. The Bott generator vector bundle $\beta$ corresponds to the generator of $\pi_2 \text{GL}(2r-1, \mathbb{C})$.

\[ \text{□} \]
Corollary 13. Given a pair $(M, E)$ there exists a positive integer $r$ and an integer $q$ such that $(M, E) \sim (S^{2r}, q\beta)$. Here $S^{2r}$ has the Spin$^c$ datum it receives as the boundary of the unit ball in $\mathbb{R}^{2r+1}$.

Proof. For any integer $l$, $(S^{2r}, C^l)$ bounds. The corollary now follows by combining the sphere lemma 10 with Proposition 12. □

4.3. The index theorem. We define two homomorphisms of abelian groups

\[ K_0(\cdot) \to \mathbb{Z} \quad (M, E) \mapsto \text{Index}(D_E) \]
\[ K_0(\cdot) \to \mathbb{Q} \quad (M, E) \mapsto (\text{ch}(E) \cup \text{Td}(M))[M] \]

We shall prove in sections 5 and 6 below that these are well-defined homomorphisms, i.e. that each map is compatible with the three elementary moves.

Proposition 14. The map

\[ K_0(\cdot) \to \mathbb{Z} \quad (M, E) \mapsto \text{Index}(D_E) \]

is an isomorphism of abelian groups.

Proof. Injectivity is a corollary of Bott periodicity. To prove injectivity, assume that $\text{Index}(D_E) = 0$ for a pair $(M, E)$. By Corollary 13

\[ (M, E) \sim (S^{2r}, q\beta) \]

and therefore $\text{Index} D_{q\beta} = 0$. By Proposition 7 this implies that $q = 0$, i.e. $q\beta$ is the zero vector bundle. Since $(S^{2r}, 0)$ evidently bounds, $(M, E) \sim 0$.

Bott periodicity is not used in the proof of surjectivity. Surjectivity follows from the existence of a pair $(M, E)$ with $\text{Index}(D_E) = 1$. For example, $(M, E) = (S^{2r}, \beta)$ or $(\mathbb{C}P^n, \mathbb{C})$. □

Remark 15. Proposition 14 says that $\text{Index} D_E$ is a complete invariant for the equivalence relation generated by the three elementary steps, i.e. $(M, E) \sim (M', E')$ if and only if $\text{Index}(D_E) = \text{Index}(D'_{E'})$.

We now prove the index Theorem 1.

Proof. Consider the two homomorphisms of abelian groups

\[ K_0(\cdot) \to \mathbb{Z} \quad (M, E) \mapsto \text{Index}(D_E) \]
\[ K_0(\cdot) \to \mathbb{Q} \quad (M, E) \mapsto (\text{ch}(E) \cup \text{Td}(M))[M] \]

Since the first one is an isomorphism, to show that these two are equal it will suffice to show that they are equal for one example of index 1.

The Spin$^c$ structure of $S^{2r}$ that it receives as the boundary of the unit ball in $\mathbb{R}^{2r+1}$ is, in fact, a Spin structure. Since the tangent bundle $TS^{2r}$ is stably trivial,

\[ \text{Td}(S^{2r}) = \hat{A}(S^{2r}) = 1 \]

The Bott generator vector bundle $\beta$ on $S^{2r}$ has the property that $\text{ch}(\beta)[S^{2r}] = 1$, while also $\text{Index} D_{\beta} = 1$. This completes the proof. □
5. The analytic index

In this section we prove that the homomorphism of abelian groups

\[ K_0(\cdot) \to \mathbb{Z} \quad (M, E) \mapsto \text{Index}(D_E) \]

is well-defined, i.e. that the three elementary moves are index preserving. For direct sum - disjoint union this is immediate.

5.1. Bordism invariance. There are various proofs of bordism invariance of the analytic index \([15]\). Here we outline a proof of Nigel Higson \([10]\).

Let \(M\) be a compact even dimensional Spin\(^c\) manifold that is the boundary of a complete Spin\(^c\) manifold \(W\), \(\partial W = M\). \(W\) is not necessarily compact. Let \(E\) be a smooth \(\mathbb{C}\) vector bundle on \(W\). We may assume that \(W\) is the product Spin\(^c\) manifold \(M \times (-1,0]\) in a neighborhood of the boundary \(M\). Let \(W^+\) be the (non-compact and complete) Spin\(^c\) manifold \(W \cup M \times (0,\infty)\). \(E\) extends in the evident way to \(W^+\).

Let \(D\) be the Dirac operator of \(W^+\), and \(D_E\) the twisted operator. Note that \(W^+\) is odd-dimensional, so the spinor bundle \(S\) of \(W^+\) is not \(\mathbb{Z}_2\)-graded.

Due to the completeness of \(W^+\), \(D_E\) is essentially self-adjoint, and the functional calculus applies. The crucial analytic fact about \(D_E\) is that for any \(\psi \in C_\infty^c(W^+)\) the operator \(\psi(D_E \pm i)^{-1}\) is compact. This implies that if \(\phi \in C_\infty^c(W^+)\) is locally constant outside of a compact set, then the commutator \([(D_E \pm i)^{-1}, \phi]\) is a compact operator.

Now choose a function \(\phi \in C_\infty^c(W^+)\) such that

- \(\phi = 0\) if restricted to \(W\)
- \(\phi = 1\) if restricted to \(M \times [1,\infty)\).

Consider the bounded operator

\[ F_W = I - 2i\phi(D_E + i)^{-1}\phi \]

on the Hilbert space \(L^2(S|\mathcal{M} \times [0,\infty))\). \(F_W\) is a Fredholm operator with parametrix \(I + 2i\phi(D_E - i)^{-1}\phi\).

If \(W\) is replaced by a different complete manifold \(V\) with the same boundary \(\partial V = M\), then \(F_V\) is a compact perturbation of \(F_W\). If \(D_1\) and \(D_2\) are
the twisted Dirac operators of $W^+$ and $V^+$, then

$$\frac{1}{2i}(F_V - F_W) = \phi(D_1 + i)^{-1}\phi - \phi(D_2 + i)^{-1}\phi$$

$$= \phi(D_2 + i)^{-1} ((D_2 + i)\phi - \phi(D_1 + i)) (D_1 + i)^{-1}\phi$$

$$= \phi(D_2 + i)^{-1} (D_2\phi - \phi D_1) (D_1 + i)^{-1}\phi$$

Note that $D_2\phi - \phi D_1$ is a local operator on $M \times [0, \infty)$, where $D_2 = D_1$. Since $\phi$ is locally constant outside a compact set, the commutator $D_2\phi - \phi D_1$ is Clifford multiplication with a compactly supported section. Therefore $(D_2\phi - \phi D_1)(D_1 + i)^{-1}\phi$ is a compact operator.

It follows that Index $F_W = \text{Index } F_V$ only depends on $M$. An elementary calculation shows that if $V = M \times (-\infty, 0]$, so that $V^+ = M \times \mathbb{R}$, then Index $F_V$ equals the index of the Dirac operator $D_M$ of $M$ twisted by $E|_M$.

Finally, if $W$ is compact, then Index $F = 0$. To see this, consider the direct sum $F \oplus I$ on $L^2(S) = L^2(S|M \times [0, \infty)) \oplus L^2(S|W)$, which is $I - 2i\phi(D_E + i)^{-1}\phi$ (now interpreted as an operator on $L^2(S)$). If $W$ is compact, then $1 - \phi$ is compactly supported, and $F \oplus I$ is a compact perturbation of the operator $I - 2i(D_E + i)^{-1} = (D_E - i)(D_E + i)^{-1}$ on $W^+$, which is a unitary (the Cayley transform of $D_E$).

In summary, if $W$ is compact and $M = \partial W$, then

$$\text{Index } D_M \otimes (E|M) = \text{Index } F = 0$$

For details see [10].

5.2. Vector bundle modification.

**Proposition 16.** Let $(M, E) \sim (\Sigma F, \beta_F \otimes \pi^* E)$ be as in section 3.4. Then

$$\text{Index } D_{\beta_F \otimes \pi^* E} = \text{Index } D_E$$

More precisely, the kernel and cokernel of $D_{\beta_F \otimes \pi^* E}$ have the same dimensions as the kernel and cokernel of $D_E$.

**Proof.** For each point $p \in M$, the fiber $S(F_p \oplus \mathbb{R})$ of $\Sigma F$ at $p$ comes equipped with its Dirac operator $D_p$. Twist $D_p$ by $\beta_F$ restricted to $S(F_p \oplus \mathbb{R})$. Denote the resulting family of elliptic operators by $D_\beta$.

Let $M_1$ and $M_2$ be two even dimensional Spin$^c$ manifolds with Dirac operators $D_1$, $D_2$ and spinor bundles $S_1$, $S_2$. The Dirac operator of $M_1 \times M_2$ is obtained by a standard construction from $D_1$ and $D_2$,

$$D_{M_1 \times M_2} = D_1 \# D_2 = \begin{pmatrix} D_1 \otimes 1 & -1 \otimes D_2^* \\ 1 \otimes D_2 & D_1^* \otimes 1 \end{pmatrix}$$

where the $2 \times 2$ matrix is an operator from $(S_1^+ \otimes S_2^+ \oplus (S_1^- \otimes S_2^-)$ to $(S_1^+ \otimes S_2^+) \oplus (S_1^- \otimes S_2^-)$. In particular, if $D_2$ has one dimensional kernel and zero cokernel, then the kernel and cokernel of $D_{M_1 \times M_2}$ identify with the kernel and cokernel of $D_1$. 
Due to local triviality of the fibration $\Sigma F \to M$, the Dirac operator of
$\Sigma F$ is obtained by combining, as above, the Dirac operator of $M$ with the
family of elliptic operators $\mathcal{D}$, and therefore
\[
D_{\beta F \otimes \pi^* E} = D_E \# \mathcal{D}_\beta
\]
Note that for each $p \in M$ ($D_\beta)_p$ identifies with $D_\beta$ as in Proposition 7.
Choosing a local trivialization of the fibration $\Sigma F \to M$, locally the kernel
of $D_{\beta F \otimes \pi^* E}$ identifies with the kernel of $D_E$, and this identification is in-
dependent of the choice of local trivialization because the kernel of $D_\beta$ is
invariant under the structure group Spin$^c(n)$. Thus, globally as well, the
kernel of $D_{\beta F \otimes \pi^* E}$ identifies with the kernel of $D_E$.
Similarly, using
\[
(D_1 \# D_2)^* = -D_1^* \# D_2
\]
the kernel of the formal adjoint of $D_{\beta F \otimes \pi^* E}$ identifies with the kernel of the
formal adjoint of $D_E$. Hence the cokernel of $D_{\beta F \otimes \pi^* E}$ identifies with the
cokernel of $D_E$. □

6. The topological index

In this section we prove that the homomorphism of abelian groups
\[
K_0(\cdot) \to \mathbb{Q} \quad (M, E) \mapsto (\text{ch}(E) \cup \text{Td}(M))[M]
\]
is well-defined, i.e. that it is compatible with the three elementary moves. For direct sum - disjoint union this is implied by
\[
\text{ch}(E \oplus F) = \text{ch}(E) + \text{ch}(F).
\]

6.1. Bordism invariance. The Todd class and Chern character are stable
characteristic classes. Therefore, the cohomology class $\text{ch}(E|_{\partial \Omega}) \cup \text{Td}(\partial \Omega)$
is the restriction to the boundary of $\text{ch}(E) \cup \text{Td}(\Omega)$. By Stokes’ Theorem, the
topological index of a boundary is zero.

6.2. Vector bundle modification. Invariance of the topological index under
vector bundle modification is
\[
(\text{ch}(E \oplus \beta_F) \cup \text{Td}(\Sigma F))[(\Sigma F) = (\text{ch}(E) \cup \text{Td}(M))[M]
\]
Since
\[
T(\Sigma F) \oplus \mathbb{R} \cong \pi^*(TM) \oplus \pi^* F \oplus \mathbb{R}
\]
multiplicativity of the Todd class implies
\[
\text{Td}(\Sigma F) = \pi^* \text{Td}(M) \cup \pi^* \text{Td}(F)
\]
Therefore invariance of the topological index under vector bundle modification is equivalent to

**Proposition 17.**

\[
\pi_1 \text{ch}(\beta_F) = \frac{1}{\text{Td}(F)}
\]
where $\pi_1$ is integration along the fiber of $\pi: \Sigma F \to M$.  

Proof. Denote by $\kappa: H^\bullet(BF, SF) \to H^\bullet(M)$ the map which is the composition

$$H^\bullet(BF, SF) \to H^\bullet(BF, \emptyset) = H^\bullet(BF) \cong H^\bullet(M)$$

Then integration in the fiber has the property

$$\pi! (a \cup \chi(F)) = \kappa(a), \quad a \in H^\bullet(BF, SF)$$

where $\chi(F)$ is the Euler class of $F$. With $\lambda_F$ as in section 2.6,

$$\kappa(ch(\lambda_F)) = ch(S_F^+ - ch(S_F^-)$$

The difference of Chern characters

$$t(F) := ch(S_F^+) - ch(S_F^-) \in H^\bullet(M, \mathbb{R})$$

is a characteristic class of the Spin$^c$ vector bundle $F$. A character calculation shows that this class $t$ is

$$t = (-1)^r e^{x/2} \prod_{j=1}^r (e^{x_j/2} - e^{-x_j/2})$$

where $x_1, \ldots, x_r$ are the Pontryagin roots, and $x = c_1$. (See [12] for the calculation in the Spin case. See [8] for the calculation in the case of a complex vector bundle).

The Thom class $\tau_F$ is dual (conjugate) to $\lambda_F$. Replacing $x$ by $-x$ and $x_j$ by $-x_j$ we obtain

$$\kappa(ch(\tau_F)) = \chi(F) \cup \frac{1}{Td(F)}$$

and therefore

$$\pi!(ch(\tau_F)) = \frac{1}{Td(F)}$$

Finally, by Lemma 22 below, $\beta_F$ is isomorphic to the vector bundle on $\Sigma F$ obtained by clutching $\tau_F$, i.e.

$$\Sigma F = S(F \oplus \mathbb{R}) = \Sigma^+ \cup_{S(F)} \Sigma^-$$

$$\beta_F = \pi^+ S_F^+ \cup_c \pi^- S_F^-$$

which implies

$$\pi!(ch(\beta_F)) = \pi!(ch(\tau_F))$$

Remark 18. Let $M$ and $N$ be Spin$^c$ manifolds without boundary, not necessarily compact. Let $f: M \to N$ be a $C^\infty$ map. The Gysin map in compactly supported $K$-theory

$$f! : K^j(M) \to K^{j+\epsilon}(N)$$

(where $\epsilon = \dim M - \dim N$) is defined as follows. Choose an embedding $\iota: M \to \mathbb{R}^n$ with $n = \epsilon$ modulo 2. Consider the embedding

$$(f, \iota): M \hookrightarrow N \times \mathbb{R}^n \quad p \mapsto (f(p), \iota(p))$$
The normal bundle $\nu$ of this embedding $(f, \iota)$ has even dimensional fibers. Via the short exact sequence

$$0 \to TM \to T(N \times \mathbb{R}^n)|M \to \nu \to 0$$

and the 2 out of 3 lemma (Lemma 5), $\nu$ is a Spin$^c$ vector bundle. Let $\tau$ denote the Thom class of $\nu$. Then $f_!$ is the composition of the Thom isomorphism $K^j(M) \cong K^j(\nu)$ with excision $K^j(\nu) \to K^j(N \times \mathbb{R}^n)$, and finally the Künneth theorem (i.e. Bott periodicity) $K^j(N \times \mathbb{R}^n) \cong K^{n+j}(N)$.

The differentiable Riemann-Roch theorem states that there is commutativity in the diagram

$$
\begin{array}{ccc}
K^j(M) & \xrightarrow{f_!} & K^{j+\epsilon}(N) \\
\updownarrow \text{ch}(-) \cup \text{Td}(M) & & \updownarrow \text{ch}(-) \cup \text{Td}(N) \\
H_c^*(M, \mathbb{Q}) & \xrightarrow{f_!} & H_c^*(N, \mathbb{Q})
\end{array}
$$

where the lower horizontal arrow is the Gysin map in compactly supported cohomology.

Commutativity of this diagram is proven by applying the formula

$$\pi(\text{ch}(\tau)) = \frac{1}{\text{Td}(\nu)}$$

of Proposition 17 and is a modern version of Theorem 1 of Atiyah and Hirzebruch in [2].

7. Appendix: Sign conventions

In this appendix we make explicit the sign conventions used in this paper. Mathematicians who work in index theory are well aware that resolving sign issues can be a rather difficult problem. In a section on sign conventions [15] p.281, R. S. Palais and R. T. Seeley remarked,

The definition of the topological index is replete with arbitrary choices, and a change in any one of these choices calls for a compensating multiplication by a power of $-1$. Since this has caused so many headaches already, it is perhaps in order to make these various choices explicit and remark on the effect of a change in each of them.

In [3] p.73, Atiyah, Patodi and Singer remark

One final comment concerns the question of signs. There are many places where sign conventions enter and although we have endeavoured to be consistent we have not belaboured the point. Any error in sign in the final results will more readily be found by computing examples than by checking all the intermediate stages.
For the present paper, the sign conventions we have used are not arbitrary, but rather are dictated by the underlying mathematics. In this spirit we now explain our choices of

- The grading of the spinor bundle
- The orientation and Spin$^c$ structure of a boundary
- The orientation and Spin$^c$ structure of a complex vector bundle
- The Bott generator
- The Thom class

All definitions and sign conventions involving characteristic classes are as in [11,14]. Our guiding principle is that the final index formula should be sign free.

7.1. Orientation and Spin$^c$ structure of a boundary. If $\Omega$ is an oriented manifold with boundary $M$, then $M$ is oriented via the rule “exterior normal first”. This convention gives Stokes’ Theorem free of signs [9,13]. If $\Omega$ is an odd dimensional Spin$^c$ manifold with boundary $M$, then the spinor bundle of $M$ is the restriction of the spinor bundle of $\Omega$ to $M$, graded by the Clifford action $ic(n)$, where $n$ is the outward pointing normal vector. See section 2.7. This convention is consistent with the choice of irreducible representation of the Clifford algebra $\text{Cliff}(n)$ if $n$ is odd, implicit in the matrices $E_1, \ldots, E_n$ of section 2.1. It gives the correct grading of the spinor bundle on the even dimensional manifold $M$.

7.2. Positive and negative spinors. For a closed Spin manifold $M$ with Dirac operator $D$

$$\text{Index } D = \hat{A}(TM)[M]$$

This formula is free of signs provided that “correct” choices have been made for the positive and negative spinors. In distinguishing the positive and negative spinor representations of $\text{Spin}(2r)$ we are following Milnor [Milnor]. This is compatible with our choice of grading operator $i^r E_1 E_2 \cdots E_{2r}$ in section 2.1.

7.3. Complex structures and Spin$^c$ structures. For a closed complex analytic manifold $M$ with Dirac operator $D$

$$\text{Index } D = \text{Td}(T^{1,0}M)[M]$$

This formula is valid if the Dirac operator is the assembled Dolbeault complex of $M$. This is the case if a “correct” convention is used for the Spin$^c$ structure determined by the complex analytic structure. To verify this, we need to review some details about Clifford algebras and the spinor representation.

As in section 2.8

$$\text{Spin}^c(n) = \text{Spin}(n) \times_{\mathbb{Z}/2\mathbb{Z}} U(1)$$
There is a 2-to-1 covering homomorphism
\[ \text{Spin}^c(n) \to \text{SO}(n) \times U(1) \]
\[ (g, \lambda) \mapsto (\rho(g), \lambda^2) \quad g \in \text{Spin}(n), \lambda \in U(1) \]
The Lie algebra representation that corresponds to the spin representation of Spin\(^c\)(n) is
\[ \Lambda^2 \to M_{2r}(\mathbb{C}): e_i e_j \mapsto E_i E_j \]
which is also given by
\[ \mathfrak{so}(n) \to M_{2r}(\mathbb{C}): J_{ij} \mapsto \frac{1}{2} E_i E_j \]
If \( n = 2r \) is even, we fix the identification of \( \mathbb{C}^r \) with \( \mathbb{R}^n \) as
\[ \mathbb{C}^r \to \mathbb{R}^n: (z_1, \ldots, z_r) \mapsto (x_1, y_1, \ldots, x_r, y_r) \quad z_j = x_j + iy_j \]
What is significant is the implied orientation of \( \mathbb{C}^r \). If \( \{f_1, \ldots, f_r\} \) is any basis of \( \mathbb{C}^r \), the real vector space underlying \( \mathbb{C}^r \) is oriented by the \( \mathbb{R} \) basis
\[ \{f_1, Jf_1, f_2, Jf_2, \ldots, f_r, Jf_r\} \]
This convention for orienting complex vector spaces is compatible with direct sums.

The identification \( \mathbb{C}^r \to \mathbb{R}^n \) induces an inclusion \( M_r(\mathbb{C}) \subset M_n(\mathbb{R}) \), which restricts to a homomorphism
\[ j: U(r) \to SO(n) \]
The canonical homomorphism
\[ \tilde{l}: U(r) \to \text{Spin}^c(n) \]
is, by definition, the unique lift to Spin\(^c\)(n) of
\[ l: U(r) \to SO(n) \times U(1): l(g) := j(g) \times \det(g) \]
For a diagonal matrix \( T \in U(r) \) the canonical map to Spin\(^c\)(n) can be made explicit as follows. (An equivalent formula for \( \tilde{l}(T) \) appears, without proof, in [1] §3).

**Lemma 19.** The canonical inclusion \( \tilde{l}: U(r) \to \text{Spin}^c(n) \) maps the diagonal matrix \( T = \text{diag}(\lambda_1, \ldots, \lambda_r) \in U(r) \) to the element
\[ \tilde{l}(T) = \prod_{j=1}^r \left( \frac{1}{2} (1 + \lambda_j) + \frac{1}{2} (1 - \lambda_j) (ie_{2j-1} e_{2j}) \right) \in \text{Spin}^c(n) \subset C_n \otimes \mathbb{C} \]

**Proof.** Let \( \lambda_j = e^{i\theta_j} \), and consider the one-parameter subgroup
\[ \text{diag}(e^{is\theta_1}, \ldots, e^{is\theta_r}) \in U(r) \quad s \in \mathbb{R} \]
The canonical inclusion of this one parameter group in SO(n) is
\[ j(\text{diag}(e^{is\theta_1}, \ldots, e^{is\theta_r})) = \prod_{j=1}^r \exp(s\theta_j J_{2j-1, 2j}) \in SO(n) \]
To lift it to Spin$(n)$, we use the isomorphism of Lie algebras $dp : \Lambda^2 \cong \mathfrak{so}(n)$. The skew symmetric matrix $J_{ij} \in \mathfrak{so}(n)$ corresponds to $\frac{1}{2}e_i e_j \in \Lambda^2 \subset C_n$. Therefore the one-parameter group lifts to

$$\prod_{j=1}^r \exp\left(\frac{1}{2}s \theta_j e_{2j-1} e_{2j}\right) \in \text{Spin}(n)$$

On the other hand, the determinant of the one-parameter group

$$\det(\text{diag}(e^{is \theta_1}, \ldots, e^{is \theta_r})) = \prod_{j=1}^r e^{is \theta_j} \in U(1)$$

lifts to the square root

$$\prod_{j=1}^r e^{is \theta_j/2} \in U(1)$$

Evaluating at $s = 1$ we see that

$$\tilde{l}(T) = \prod_{j=1}^r e^{i \theta_j/2} \exp\left(\frac{1}{2} \theta_j e_{2j-1} e_{2j}\right) \in \text{Spin}^c(n) \subset C_n$$

From $(e_i e_j)^2 = -I$ (if $i \neq j$) we obtain

$$\exp(te_i e_j) = \cos(t) + \sin(t)e_i e_j = \frac{1}{2}(e^{-it} + e^{it}) + \frac{1}{2}(e^{-it} - e^{it})(ie_i e_j)$$

and so

$$e^{i \theta_j/2} \exp\left(\frac{1}{2} \theta_j e_{2j-1} e_{2j}\right) = \frac{1}{2} (1 + e^{i \theta_j}) + \frac{1}{2} (1 - e^{i \theta_j})(ie_{2j-1} e_{2j})$$

□

**Proposition 20.** The representation of $U(r)$ on the spinor vector bundle $\mathbb{C}^{2r}$, obtained by composition of the canonical map $U(r) \to \text{Spin}^c(n)$ with the spinor representation of $\text{Spin}^c(n)$, is unitarily equivalent to the standard representation of $U(r)$ on $\Lambda^* \mathbb{C}^r$.

**Proof.** The trace of all elements $E_{i_1} E_{i_2} \cdots E_{i_p}$ with $i_1 < \cdots < i_p$ is zero (for $p = 1, \ldots, n$), while $\text{tr}(I) = 2^r$. From Lemma 19 we see that the character $\chi$ of the spinor representation $U(r) \to M_{2^r}(\mathbb{C})$ is

$$\chi(\text{diag}(\lambda_1, \ldots, \lambda_r)) = \prod_{j=1}^r (1 + \lambda_j)$$

The character of the representation of $U(r)$ on

$$\Lambda^* \mathbb{C}^r = \mathbb{C} \oplus \mathbb{C}^r \oplus \Lambda^2 \mathbb{C}^r \oplus \cdots \oplus \Lambda^r \mathbb{C}^r$$

is

$$1 + \sum_j \lambda_j + \sum_{j_1 < j_2} \lambda_{j_1} \lambda_{j_2} + \cdots + \prod \lambda_j$$

which equals $\chi$. □
Recall that for \( n = 2r \) even, the spinor vector space \( \mathbb{C}^{2r} \) splits into the \( \pm 1 \) eigenspaces of the matrix

\[
\omega = i^r E_1 E_2 \cdots E_n \in M_{2r}(\mathbb{C})
\]

**Proposition 21.** Under the identification of the spinor vector bundle \( \mathbb{C}^{2r} \) with the \( U(r) \) representation space \( \Lambda^\bullet \mathbb{C}^r \), positive spinors are identified with even forms, and negative spinors with odd forms.

**Proof.** Lemma 19 shows that the canonical inclusion \( U(r) \to \text{Spin}^c(n) \) maps the matrix

\[
-I = \text{diag}(-1, \ldots, -1) \in U(r)
\]

to

\[
\prod_{i=1}^r i e_{2j-1} e_{2j} \in \text{Spin}^c(n) \subset C_n \otimes \mathbb{C}
\]

which, in the spinor representation, maps to the grading operator \( \omega \). The matrix \( -I \in U(r) \) acts as \( +1 \) on even tensors, and as \( -1 \) on odd tensors.

Thus, the above map \( \tilde{l} : U(r) \to \text{Spin}^c(n) \) determines the “correct” \( \text{Spin}^c \) structure for a complex analytic manifold \( M \). The Dirac operator of \( M \) is indeed the assembled Dolbeault complex.

### 7.4. The Bott generator and the Thom class.

Let \( n = 2r \) be an even positive integer. The Bott generator vector bundle \( \beta \) on \( S^n \) is the dual of the positive spinor bundle. This choice is such that \( \text{ch}(\beta)[S^n] = 1 \) (see section 2.11), while also \( \text{Index} D_\beta = 1 \), which means that, when \( [\beta] \in K^0(S^n) \) is evaluated against the fundamental cycle in \( K \)-homology (i.e. the Dirac operator), the result is 1 (see section 2.12).

The \( K \)-theory group \( K^0(\mathbb{R}^n) \) is an infinite cyclic group. We choose as the Bott generator of \( K^0(\mathbb{R}^n) \) the element that, when “clutched”, gives the Bott generator vector bundle on \( S^n \). The clutching map

\[
c : K^0(\mathbb{R}^n) \to K^0(S^n)
\]

is defined as follows. Let \( [E, F, \sigma] \in K^0(\mathbb{R}^n) \), where \( E, F \) are two \( \mathbb{C} \) vector bundles on \( \mathbb{R}^n \), and \( \sigma : E \to F \) is a vector bundle map that is an isomorphism outside a compact set. We may assume that \( \sigma \) is an isomorphism on the unit sphere and outside the unit ball.

\( S^n \) is the unit sphere in \( \mathbb{R}^{n+1} \). Let \( S^n_+ \) be the upper hemisphere (with \( x_{n+1} \geq 0 \)) and \( S^n_- \) the lower hemisphere of \( S^n \) (with \( x_{n+1} \leq 0 \)). Then \( c(E, F, \sigma) \) is the vector bundle on \( S^n \) obtained by clutching \( S^n_+ \times E \) to \( S^n_- \times F \) via \( \sigma \),

\[
c(E, F, \sigma) = S^n_+ \times E \cup_\sigma S^n_- \times F
\]

For \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), let \( \sigma(x) \) be the matrix

\[
\sigma(x) = \sum_{j=1}^n i x_j E_j \in M_{2r}(\mathbb{C})
\]
We denote \( \Delta = \mathbb{C}^r \), and \( \Delta = \Delta^+ \oplus \Delta^- \) is the decomposition into \( \pm 1 \) eigenspaces of the grading operator \( i^*E_1E_2\cdots E_n = iE_{n+1} \). If \( x \neq 0 \), then \( \sigma(x) \) restricts to a linear isomorphism

\[
\sigma(x) : \Delta^+ \to \Delta^-
\]

**Lemma 22.** \( c(\mathbb{R}^n \times \Delta^+, \mathbb{R}^n \times \Delta^-, \sigma) \) is isomorphic to the positive spinor bundle of \( S^n \).

**Proof.** By definition, the positive spinor bundle \( S^+ \) of \( S^n \) is the subbundle of \( S^n \times \Delta \) whose fiber at \( x \in S^n \) is the \( +1 \) eigenspace of the matrix

\[
ic(x) = \sum_{j=1}^{n+1} ix_j E_j \in M_{2r}(\mathbb{C}) \quad x = (x_1, \ldots, x_{n+1}) \in S^n
\]

We use polar coordinates centered at \( p_\infty \). For \( v = (v_1, \ldots, v_n) \in S^{n-1} \) and \( \theta \in [0, \pi] \) let

\[
x_1 = v_1 \sin \theta, \ldots, x_n = v_n \sin \theta, x_{n+1} = -\cos \theta \quad x \in S^n
\]

so that

\[
ic(x) = -\cos \theta \cdot iE_{n+1} + \sin \theta \cdot ic(v) \in M_{2r}(\mathbb{C})
\]

The positive spinor bundle \( S^+ \) is homotopic and hence isomorphic to the vector bundle \( V \) whose fiber on the upper hemisphere is \( \Delta^+ \), and at a point \( x \in S^n \) on the lower hemisphere is the \( +1 \) eigenspace of

\[
a(x) = -\cos(2\theta) \cdot iE_{n+1} + \sin(2\theta) \cdot ic(v) \in M_{2r}(\mathbb{C})
\]

On the lower hemisphere define the unitary matrices

\[
g(x) := \cos(\theta) + \sin(\theta) \cdot E_{n+1}c(v) \quad x \in S^-_n
\]

Note that \( g(p_\infty) = I \), while on the equator \( g(x) = E_{n+1}c(v) \).

Since \( v \perp e_{n+1} \) we have \( E_{n+1}c(v) = -c(v)E_{n+1} \), and therefore \( g(x)E_{n+1} = E_{n+1}g(x)^{-1} \). We get

\[
a(x) = -E_{n+1} \cdot (\cos(2\theta) + \sin(2\theta) \cdot E_{n+1}c(v))
\]

\[
= -iE_{n+1} \cdot g(x)^2
\]

\[
= g(x)^{-1} \cdot (-iE_{n+1}) \cdot g(x)
\]

It follows that the linear map \( g(x) : \Delta \to \Delta \) maps the \( +1 \) eigenspace of \( a(x) \) to the \( +1 \) eigenspace of \( -iE_{n+1} \). The \( +1 \) eigenspace of \( a(x) \) is the fiber of \( V \), and the \( +1 \) eigenspaces of \( -iE_{n+1} \) is \( \Delta^- \). Thus, on the lower hemisphere \( g(x) \) maps the fiber of \( V \) to \( \Delta^- \). Therefore \( V \) is isomorphic to the vector bundle on \( S^n \) obtained by taking its restriction to the upper hemisphere, which is \( V|S^+_n = S^+_n \times \Delta^+ \), and clutching it to the trivial bundle \( S^+_n \times \Delta^- \) on the lower hemisphere via the isomorphism at the equator (where \( \theta = \pi/2 \) and \( x = v \)) given by

\[
g(v) = E_{n+1}c(v) : \Delta^+ \to \Delta^- \quad v \in S^{n-1} = S^+_n \cap S^-_n
\]
$E_{n+1}$ acts as $iI$ on $\Delta^-$ and the formula simplifies to

$$g(v) = ic(v) : \Delta^+ \to \Delta^-$$

Hence, clutching the “obvious” generator of $K^0(\mathbb{R}^n)$ gives the positive spinor bundle of $S^n$. Clutching the conjugate of the obvious generator gives the Bott generator vector bundle. In summary, the “correct” Bott generator $\beta_n \in K^0(\mathbb{R}^n)$ is the conjugate of the “obvious” choice $[\mathbb{R}^n \times \Delta^+, \mathbb{R}^n \times \Delta^-, \sigma]$. $\Box$

The “correct” Bott generator of $K^0(\mathbb{R}^n)$ has the property that $\text{ch}(\beta_n)[\mathbb{R}^n] = 1$. Note that in this formula the Chern character $\text{ch}(\beta_n)$ is an element in cohomology with compact supports.

Our choice of Thom class in section 2.6 is based on the above observations. In addition, for a complex vector bundle with its Spin$^c$ structure determined as in section 7.3, our Thom class as in section 2.6 is equal to the Thom class obtained via algebraic geometry as in [8].
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