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Abstract

This paper presents a novel design of attention model for text-independent speaker verification. The model takes a pair of input utterances and generates an utterance-level embedding to represent speaker-specific characteristics in each utterance. The input utterances are expected to have highly similar embeddings if they are from the same speaker. The proposed attention model consists of a self-attention module and a mutual attention module, which jointly contributes to the generation of the utterance-level embedding. The self-attention weights are computed from the utterance itself while the mutual-attention weights are computed with the involvement of the other utterance in the input pairs. As a result, each utterance is represented by a self-attention weighted embedding and a mutual-attention weighted embedding. The similarity between the embeddings is measured by a cosine distance score and a binary classifier output score. The whole model, named Dual Attention Network, is trained end-to-end on Voxceleb database. The evaluation results on Voxceleb 1 test set show that the Dual Attention Network significantly outperforms the baseline systems. The best result yields an equal error rate of 1.6%.

Index Terms: text-independent speaker verification, attention mechanism, feature aggregation

1. Introduction

Speaker verification (SV) refers to the process of determining whether an input speech utterance is from a claimed speaker. If the claimed speaker is represented by a reference utterance, the task of SV is essentially to determine whether the two utterances are from the same person or not. In text-dependent SV, all utterances are required to contain the same speech content [1]. Whilst in text-independent SV, the spoken content is unrestricted [2]. The present study is focused on text-independent SV with a pair of input utterances.

In recent years, embeddings learned by deep neural network (DNN) are widely applied to both text-dependent and text-independent SV [3]. In a typical DNN pipeline of embedding generation, the input speech utterance is first converted into frame-level acoustic representations, e.g., log Mel-filterbank (FBank) or Mel frequency cepstral coefficients (MFCC). The acoustic representations are transformed by a DNN into another type of frame-level features. The DNN output features have variable length, which is determined by the time duration of input utterance. A method of aggregation is applied to convert the variable-length DNN features into a fixed-length embedding that represents speaker’s characteristics as reflected in the utterance. Given a test utterance and a reference utterance, speaker verification is performed based on similarity measure between their embeddings. Average Pooling, i.e., taking simple time average of frame-level DNN features, is an intuitive approach to feature aggregation [4]. Statistics Pooling [5] computes the mean and standard deviation of frame-level features as the utterance-level representation. In these methods, features from different parts of the utterance are assumed to be equally important, and temporal relation between the features is not considered. In [6], a recurrent neural network (RNN) is used to capture temporal dependency and derive utterance-level embedding for SV.

Attention mechanism in DNN has been shown effective in various application areas [7–10]. In simple terms, attention to selected parts of a feature is realized through a method of determining and imposing heavier weights, so as to make these parts more salient and play a more important role in the intended task. In the case of SV, attention mechanism can be implemented in the process of aggregating frame-level features with learned attention weights [11, 12]. This approach showed better performance than Average or Statistics Pooling, confirming that speaker-relevant information is not evenly distributed in an utterance. Typically the attention weights used to compute the embedding for an input utterance are derived from this utterance itself. This is known as self-attention. As the SV process involves two input utterances, the information from both utterances could be exploited to improve the attention mechanism. This idea of collaborative attention was applied in video-based person re-identification [13] and text-dependent SV [14]. In this paper, the use of Dual Attention mechanism is proposed for combining frame-level DNN features in text-independent SV. The attention model comprises two component modules:

- **Self-attention**: the attention weights for each of the two utterances are computed from DNN features of the utterance itself;
- **Mutual-attention**: DNN features of the two utterances collaborate with each other to generate the attention weights

The utterance-level embeddings generated by the Dual Attention model are passed to a binary classifier to determine whether the two utterances are from the same speaker or not. The classifier output can be regarded as a similarity score. It is further combined with a cosine distance to produce the final similarity score. The proposed Dual Attention Network (abbreviated as D-att Net) is trained end-to-end.

2. The proposed model

D-att Net contains three major parts: (1) a backbone network for extracting frame-level DNN features from an input utterance; (2) an attention network that aggregates features from the backbone to generate utterance-level embeddings; (3) a decision module that fuses the similarity score from a binary classifier with the cosine distance.

2.1. The backbone network

The backbone network follows the ResNet [15] structure and takes spectrogram of a speech segment as single channel input.
The spectrogram has the size of $T \times F$, where $T$ is the time dimension (number of frames) and $F$ is the frequency dimension (number of Mel-filterbanks). The first convolution (Conv) layer of the ResNet is replaced by a pre-processing block in the proposed model. This block begins with a batch normalization (BN) layer, and the normalized features are subsequently processed via two separate streams. The first stream involves a Conv layer. All input patches across the input spectrogram are processed with the same convolution operation, regardless of the patches’ time and frequency locations. As a consequence, two local patches that show the same pattern but are from different frequency regions would become non-distinguishable. This limitation is addressed by another Conv layer in the second stream, in which convolution is applied on each frequency bin and a ReLU layer are added following each convolution and MaxPool layer. ResNet processing.

The details of the backbone network are shown as Table 1. A sequence of DNN features are extracted from AvgPool1 with the size of $T/32 \times 512$. Hereafter we use $T'= T/32$ to denote the compressed time length. The fully connected layer FC1 produces the frame-level DNN features with length $T'$ and feature dimension $num_f$. The frame-level features are averaged along the time dimension and passed to FC2 for generating speaker ID.

### 2.2. The attention network

In a typical application scenario of SV, the test utterance is a few seconds long, containing a number of phonemes. Some parts of the utterance may be produced with more speaker-specific characteristics and some with less. With the attention network, the utterance may be produced with more speaker-specific characteristics.

In two input utterances. They are named as “Utterance 1” and “Utterance 2”, without explicitly specifying the test utterance and the reference utterance. For each utterance, there are two input representations $f_{raw}$ and $f_{att}$ which are generated from AvgPool1 and FC1 of the backbone network respectively (see Table 1). The features for the two utterances are illustrated by cuboids with different textures.

#### 2.2.1. Self-Attention

Let $\{f_{raw}^{i}\}_{i=1}^{T'}$ be the set of $T'$ frame-level features (from AvgPool1 of the backbone network). They are transformed by two FC layers to produce $\{f_{att}^{i}\}_{i=1}^{T'}$, which are further converted into the self-attention weight matrix $W_{self}$ as,

$$W_{self} = \text{Softmax}(\{f_{att}^{i}\}_{i=1}^{T'} \odot \frac{1}{T'} \sum_{i=1}^{T'} f_{att}^{i})$$

(1)

where $\odot$ denotes element-wise product. $\{f_{att}^{i}\}_{i=1}^{T'}$ is first scaled by its time average. The Softmax function is applied to normalize the scaled values across different time frames. The size of $W_{self}$ is $T' \times num_f$. Each channel of the DNN features is assigned a distinct attention weight on each of the $T'$ frames. The self-attention weighted feature $f_{self}$ for the respective ut-

### Table 1: The backbone network. A batch normalization layer and a ReLU layer are added following each convolution and fully connected layer, except for FC2. $T$ and $F$ are the time and frequency dimensions of the input spectrogram. $num_f$ is the dimension of the backbone network’s output features, and $num_{ID}$ is the number of speakers in the SV task.

| Block         | Structure          | Output size                           |
|---------------|--------------------|---------------------------------------|
| Pre-processing Block         | Stream1: | $T \times F \times 1$ |
|                     | Stream2: | $T \times F \times 16$ |
|                     | Concatenate       | $T \times F \times 17$ |
| ResNet Backbone         | MaxPool1: | $T/2 \times F/2 \times 64$ |
|                     | ResNet Block1    | $T/2 \times F/2 \times 64$ |
|                     | MaxPool2, 3 × 3, stride 2 | $T/8 \times F/4 \times 128$ |
|                     | ResNet Block2    | $T/8 \times F/4 \times 128$ |
|                     | ResNet Block3    | $T/16 \times F/8 \times 256$ |
|                     | ResNet Block4    | $T/32 \times F/16 \times 512$ |
| Post-processing Block     | AvgPool1, 1 × F/16, stride 1 | $T/32 \times num_f$ |
|                     | AvgPool2, T/32, stride 1 | num_f |
|                     | FC2               | num_{ID} |
|                     | Cross-Entropy Loss | - |

Figure 1: Structure of the attention network. Two utterances’ features are differentiated by textures. This structure is symmetric, and the layers and parameters are shared for the two utterances. For the element-wise product of tensors with different sizes, we first duplicate the smaller one multiple times to match the size of the larger one.
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terance is obtained by summing up the elements of $W_{self} \otimes f_{1d}$ along the time dimension.

2.2.2. Mutual-Attention

The motivation of incorporating mutual attention is to leverage mutually discriminative parts of the two input utterances. Similar to the self-attention module, $(f_{self})_{t=1}^{T'}$ with size $T' \times num_f$ is generated by two FC layers. For each of the two utterances, the mutual-attention weight matrix $W_{mutual}$ is obtained by using the $f_{self}$ feature from the other utterance. As an example, for Utterance 1 we have

$$W_{mutual}^{(1)} = \text{Softmax}((f_{self})_{t=1}^{T'} \otimes (f_{self})^{(2)})$$

where the superscript labels “(1)” and “(2)” are used to denote Utterance 1 and Utterance 2 respectively. Summing up the elements in $(W_{mutual})^{(1)} \otimes (f_{self})^{(1)}$ along the time dimension gives the mutual-attention weighted feature $f_{mutual}$ for Utterance 1.

2.3. Similarity estimation

In the proposed model, similarity between two input utterances is measured with the cosine distance and the output score of a binary classifier. The cosine distance $score_{cos}$ is computed on the output of AvgPool2 of the backbone network. The binary classifier uses the Sigmoid function to produce a similarity score based on the attention-weighted features,

$$score_{binary} = \text{Sigmoid}(FC(BN(((f_{self})^{(1)} - (f_{self})^{(2)}) \otimes ((f_{mutual})^{(1)} - (f_{mutual})^{(2)}))))$$

where $(f_{self})^{(1)}, (f_{mutual})^{(1)}$ denote the features from one of the utterances, and $(f_{self})^{(2)}, (f_{mutual})^{(2)}$ from the other one. The binary classifier is trained toward output value of “1” if the two utterances are from the same speaker and “0” otherwise.

The cosine distance score $score_{cos}$ and the classifier output score $score_{binary}$ are normalized separately using the global mean and standard deviation obtained from a large number of utterance pairs randomly sampled from training data. The combined overall score $score_{calt}$ is equal to the average of normalized cosine distance score and binary classifier score.

3. Experiments

3.1. Dataset

The speech databases used in this study are Voxceleb1 and Voxceleb2 [4,16]. Voxceleb1 contains 1, 211 speakers in the development set and 40 speakers in the test set. Voxceleb2 has 5,994 speakers in the development set. The development sets of Voxceleb1 and Voxceleb2 are jointly utilized for model training in the following experiments. Thus the training data comprises about 1.2 million utterances from 7,205 speakers ($num_{ID} = 7,205$). For performance evaluation, 37,720 pairs of utterances are formed from 4,874 utterances in Voxceleb1 test set.

The audio signals at sampling rate of 16 kHz are divided into short-time frames of 25 ms with 10 ms frame shift. Each frame is represented by 512-point DFT spectrum. 64-dimension log Mel-filterbank (FBank) coefficients are calculated from the short-time spectrum and used as the input of the backbone network. The acoustic signal processing functions are implemented with the Librosa library [17].

3.2. Training details

In the training process, a three-second segment is randomly cropped from each utterance. This gives an input of the size $300 \times 64$ for the backbone network. In all experiments, the dimension of the DNN output features, $num_f$, is fixed at 256.

The loss function for the speaker identification task, denoted by $loss_{id}$, is defined as the cross-entropy loss on the output of $FC2$ of the backbone network. Each step of training involves 64 randomly selected speakers in the training set. Two utterances are provided by each of the speakers and put into two groups, referred to as Group 1 and Group 2 respectively. Therefore, there are 128 utterances in one batch (64 utterances for each group). One utterance from Group 1 and one from Group 2 form an input pair for training, giving a total of $64 \times 64 = 4,096$ training pairs. As shown in Figure 1, the DNN output features generated from “Utterance 1” and “Utterance 2” in a training pair are processed by the attention network. The attention-weighted features are passed to the binary classifier for $score_{binary}$ calculation. The cross-entropy loss evaluated at the binary classifier output is denoted as $loss_{binary}$

The final loss is given by the sum of $loss_{id}$ and $loss_{binary}$ as follow:

$$loss_{all} = loss_{id} + \lambda loss_{binary}$$

where $\lambda$ is an empirically determined parameter to control the weight of $loss_{binary}$. Different values of $\lambda$ are evaluated in the experiments.

Model training was implemented with PyTorch [18] and two GPUs. The optimizer used is Stochastic Gradient Descent, with 0.9 momentum and 0.001 weight decay. The initial learning rate is 0.1 for the backbone, 0.01 for the attention network and the binary classifier. The learning rate decreases following a half cosine shape [19]. To avoid over-fitting, a dropout layer is included in the binary classifier, with a dropout rate of 0.5. All networks are trained end-to-end for 20 epochs.

3.3. Performance evaluation

Each step of performance evaluation involves a pair of test utterances, which could be from the same speaker or two different speakers. Each utterance is divided into segments of 5 seconds long, with 4 seconds overlap between two neighboring segments. If an utterance is shorter than 5 seconds, the means of its frame-level Fbank coefficients are appended at the end of the FBank sequences so as to equalize the size of input representation to a 5-second long segment. Similarity estimation is done on all pairing combinations of segments from the two utterances. For example, if utterance 1 contains $X$ segments and utterance 2 has $Y$ segments, there would be $X \times Y$ cosine distances computed. The average of these distances gives $score_{cos}$ for the two utterances. $score_{binary}$ is obtained in a similar way by averaging the binary classifier output scores of the $X \times Y$ segment pairs.

4. Results

4.1. Baseline

The ResNet18 shown in Table 1 is regarded as the baseline model, using only the cosine distance $score_{cos}$ for similarity estimation. The baseline system’s performance is shown in Table 2 and it achieves EER = 2.6%, which noticeably outperforms the result on standard ResNet18 structure. To evaluate the effect of binary classifier on performance gain, a binary classifier is added into the baseline. The output score is calculated by
Table 2: Performances of our models. All results are evaluated on Voxceleb1 test set.

| Model                        | EER(%) |
|------------------------------|--------|
| ResNet18(Standard)           | 2.91   |
| ResNet18(Ours)               | 2.60   |
| ResNet18(Ours)+Binary        | 2.59   |
| Dual Attention Net, \( \lambda = 0.5 \) | 2.53   |
| Dual Attention Net, \( \lambda = 1 \)   | 2.49   |
| Dual Attention Net, \( \lambda = 2 \)   | 2.55   |

Table 3: Performances of our models. All results are evaluated on Voxceleb1 test set. \( \lambda \) equals 1.

| Model                        | EER(%) |
|------------------------------|--------|
| ResNet18(Ours)+Softmax       | 2.60   |
| ResNet34(Ours)+Softmax       | 2.35   |
| ResNet18(Ours)+AM-Softmax    | 2.49   |
| ResNet34(Ours)+AM-Softmax    | 2.16   |
| Dual Attention Net, \( \ eviction score with \( \cos \) as described in similarity estimation. There is no improvement observed, as compared with \( \text{score} \). This suggests that the binary classifier could not yield better results using only the features from the backbone.

4.2. D-att Net

The proposed D-att network is evaluated in three training settings with \( \lambda \) being 0.5, 1 and 2. The results of D-att Net in Table 2 are evaluated on \( \text{score}_\text{all} \). The best performance \( \text{EER} = 2.49\% \) is achieved with \( \lambda = 1 \). The performance drops when we decrease or increase \( \lambda \) in the experiment. Decreasing \( \lambda \) may weaken the learning ability of attention mechanism and the binary classifier, while increasing \( \lambda \) may push the binary classifier to over-fitting.

Recently, Additive Margin Softmax (AM-Softmax) was investigated by [22, 23] in face recognition to replace Softmax in the cross-entropy loss. AM-Softmax was also applied to SV [22, 23] with some modifications. It’s calculated as:

\[
y_i = \frac{e^{s \cos \theta_{y_i} - m}}{\sum_{j \neq i} e^{s \cos \theta_{y_j} - m}} + \sum_{j \neq i} e^{s \cos \theta_{y_j}}
\]  

Table 4: Performances of different models. Soft. is short for Softmax. SP stands for Statistics Pooling. Models marked with * use only Voxceleb2 development set for training. Models marked with ** use extra data MUSAN [24] and RIR [25] for data augmentation. All models are evaluated on Voxceleb1 test set.

| Model                                      | Aggregation | EER(%) |
|--------------------------------------------|-------------|--------|
| TDNN+PLDA                                  |             | SP     | 3.10   |
| Thin-ResNet34+binary                       |             | SP     | 2.87   |
| DDB+Gate+cosine                            |             | SP     | 2.91   |
| GhostVLAD                                  |             | SP     | 2.31   |
| Large Margin-Soft.                         |             | SP     | 2.00   |
| D-att Net(Res18,AM-Soft.)                  |             | Dual-att | **1.88*** |
| D-att Net(Res34,AM-Soft.)                  |             | Dual-att | 1.60   |

Equation 3 with \( f_{self} \) and \( f_{mutual} \) being replaced by the output of AvgPool2. The binary classifier is jointly trained with the backbone network, and the classifier output score is fused with \( \text{score}_\text{cos} \) in the similarity estimation. There is no improvement observed, as compared with \( \text{score}_\text{cos} \). This suggests that the binary classifier could not yield better results using only the features from the backbone.

4.3. Comparison with other models

Table 4 shows the performance of different models. The proposed D-att Net is compared with state-of-the-art systems in Table 4. In [3], data augmentation was applied with TDNN and it boosted the performance in a large step. [26] applied GhostVLAD for aggregating frame-level features and utilized a binary classifier to estimate similarity between utterances. By adding dilated dense block (DDB) and gating mechanism into TDNN. [27] proposed a modified network structure, [24] modified AM-Softmax and achieved significant results. Utilizing D-att Net with the help of data augmentation. Our proposed D-att Net models yield the best performance among all these works, giving 1.88\% EER on the ResNet18 structure and 1.6% EER on the ResNet34.

5. Conclusion and future work

In this paper, we present a Dual Attention structure with modified ResNet backbone for text-independent speaker verification. The frame-level DNN features are extracted by the backbone network and aggregated by the proposed attention model. In the attention model, self-attention and mutual-attention are involved to combine two input utterances’ information in the calculation of attention weights and generation of utterance-level embedding. The embeddings are utilized to predict the similarity between two utterances by fusing a binary classifier output score with cosine distance. The full model, D-att Net, achieves state-of-the-art performance on Voxceleb1 test set in our experiments, which demonstrates the effectiveness of our proposed network.

In the future we will evaluate more backbone structures and combine PLDA or other scoring methods in our work.
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