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SUMMARY To detect the natural clusters for irregularly shaped data distribution is a difficult task in pattern recognition. In this study, we propose an efficient clustering algorithm for irregularly shaped clusters based on the advantages of spectral clustering and Affinity Propagation (AP) algorithm. We give a new similarity measure based on neighborhood dispersion analysis. The proposed algorithm is a simple but effective method. The experimental results on several data sets show that the algorithm can detect the natural clusters of input data sets, and the clustering results agree well with that of human judgment.
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1. Introduction

The basic concept of clustering is to divide patterns into different groups (clusters). The patterns in the same share more similarity comparing with the patterns in other clusters. Recently the spectral clustering approaches are getting more and more attention due to the works of Shi et al. [1], and Ng et al. [2]. Spectral clustering can provide good performance, and can be implemented easily. A comprehensive review can be found in the papers [3], [4]. Unlike classical partitioning clustering algorithms, spectral clustering produces better clustering results on the data sets with highly nonlinear and elongated clusters [3], [5], such as circle or stick distribution. There are some well-known spectral clustering algorithms, such as Shi and Malik algorithm [1], Ng, Jordan and Weiss algorithm (NJW) [2], and others [5]–[8].

While the spectral clustering algorithms have demonstrated good performance on many different data sets, there are still some problems to solve: (1) how to determine the right number \(k\) of clusters; (2) how to construct a function \(h\) to transform a given dataset into a graph when data points are distributed among different shaped clusters [4]. Besides, when clustering a dataset, the correct number of clusters is often unknown and hard to determine. In NJW [2] we need to set the number of clusters manually. Lihi et al. [6] proposed an alternative approach to automatically infer the number of clusters, which relies on the structure of the eigenvectors. There are several widely used functions \(h\) measuring the similarity of point pairs. NJW [2] uses a Gaussian function \(h(x_i, x_j) = \exp(-\|x_i - x_j\|/2\sigma^2)\), where the norm \(\|x_i - x_j\|\) measures the distance between two patterns and \(\sigma\) controls the rapidity of decay of \(h\). Lihi et al. [6] suggested an improved affinity between a pair of points, that is: \(h(x_i, x_j) = \exp(-\|x_i - x_j\|/(\sigma_1\sigma_2))\), where \(\sigma_1 = d(x_i, x_K)\), \(x_K\) is the \(K\)-th neighbor of point \(x_i\). Clearly, except for specific situations when we have complete knowledge about the data set to ensure the validity of chosen parameters, the choice of the parameters \(\sigma_1\) and \(\sigma_2\) can only be determined by empirical methods.

Affinity Propagation algorithm (AP) was proposed by Frey and Dueck [9]. AP takes a collection \(s\) of similarities between data points as input, here \(s\) can be viewed as an \(n \times n\) matrix, in which the similarity \(s(i, k)\) indicates how well the data point \(k\) is suited to be the exemplar for data point \(i\). In AP, the centers of clusters are selected from actual data points, they are called “exemplars”. Initially, each data point is treated as a potential exemplar, and then the exemplars are selected by the message-passing procedure. There are two kinds of messages, and each corresponds to a different kind of competition. The “responsibility” \(r(i, k)\), sent from data point \(i\) to candidate exemplar point \(k\), reflects the accumulated evidence for how well-suited point \(k\) is to serve as the exemplar for point \(i\), taking into account other potential exemplars for point \(i\). The availability \(a(i, k)\), sent from the candidate representative example point \(k\) to point \(i\), reflects the accumulated evidence from data points as to whether each candidate exemplar would make a good exemplar.

The main advantage of AP algorithm is that it considers simultaneously all the data points as possible exemplars and partitions the points into clusters gradually. Therefore, AP does not require the number of clusters pre-specified. Another advantage of AP algorithm is that it does not require that similarities of data points are symmetric and satisfy the triangle inequality. This advantage makes it applicable to unusual measures of similarity.

AP can be viewed as a method that searches for minima of an energy function \(E(c) = -\sum_{j=1}^{N} s(i, c_j)\) that depends on a set of \(N\) hidden labels, \(c_1, \ldots, c_N\), corresponding to the \(N\) data points. Each label indicates the exemplar to which the point belongs, so that \(s(i, c_i)\) is the similarity of data point \(i\) to its exemplar. \(c_i = i\) is a special case indicating that point \(i\) is itself an exemplar, so that \(s(i, c_i)\) is the input preference for point \(i\). Essentially, the minimization of this energy function is similar to that of the objective function for \(k\)-means algorithm. Just as with the \(k\)-means algorithm, AP can’t work...
First we introduce a new similarity measure. Let $A$ be the distances between the data point $i$ and others, ordered by values.

(2) From $pos = 1$, we compute the CV (coefficient of variation) value of $c_k = [d_{pos}, \ldots, d_{pos+20-1}]$ and CV value of $c_{k+1} = [d_{pos+\theta}, \ldots, d_{pos+\theta+20-1}]$, if $(CV(c_{k+1})/CV(c_k)) > \delta$, then set $\sigma_i = mean(c_k)$. Otherwise, set $pos = pos + \theta$ and repeat until $pos + \theta + 2\theta - 1 > N$. For large scale data set, the interval value $\theta$ can be set as the integer part of $2 \log(N)$. Instead, we suggest set $\theta = 8$ for small scale data set. Here, the threshold parameter $\delta > 1$ defines the maximum accepted variation between $c_k$ and $c_{k+1}$. The value is selected by the user to meet the requirements of a particular domain or dataset.

(3) If there isn’t a value of $pos$ which meets the condition $(CV(c_{k+1})/CV(c_k)) > \delta$ until $pos + \theta + 2\theta - 1 > N$, then set $\sigma_i = mean(D_i)$.

From probability and statistics theory, the coefficient of variation (CV) is a normalized measure of dispersion of a probability distribution. It is defined as the ratio of the standard deviation $\sigma$ to the mean $\mu$: $CV = \sigma/\mu$. The CV is a dimensionless number that allows comparison of the variation of populations that have significantly different mean values. In general, the larger the CV value is, the greater the variability is in the data. In this study, we use CV to measure the distribution variation of the neighborhood of data point $x_i$. The similarity measure proposed by Lihi et al. [6] only considers a fixed value of the k-nearest neighbor of data point, it doesn’t fully reflect the distribution variation of the neighborhood of data point. In contrast, the proposed similarity measure is based on neighborhood dispersion analysis. Irregularly shaped clusters should be detected by the connectivity between points’ neighborhoods and the density of cluster. Two points are in the same cluster, even though they are far apart, if there is a path of locally similar points that connects them. The CV value of $c_k = [d_{pos}, \ldots, d_{pos+2\theta-1}]$ represents the variance of the distances between point to it’s neighborhoods. A distance between two points is considered inconsistent if its value compared to the average and standard deviation of its neighboring edges is larger than a specified factor [10]. Therefore, the terminal condition $(CV(c_{k+1})/CV(c_k)) > \delta$ of the proposed computational process of $\sigma_i$ is consistent with this analysis.

The procedure of our clustering algorithm mainly follows that of the clustering algorithms suggested in [2], [6]. The proposed algorithm is composed of the following steps:

1. Compute the affinity matrix $A \in \mathbb{R}^{N\times N}$ using Eq. (1).

2. Construct a symmetric normalized matrix $L = D^{-1/2}AD^{-1/2}$ from the affinity matrix $A$, where $D$ is a diagonal matrix with $D_{ii} = -\sum_{j=1}^N A(i,j)$.

3. Find the $k$ largest eigenvectors $[e_1, \ldots, e_k]$ of $L$, the $k$ is selected by the eigengap heuristically, form the matrix. 

Fig. 1 Clustering result of AP on irregularly shaped clusters.
U = \{e_1, \ldots, e_k\} \in \mathbb{R}^{n \times k}.

(4) Form the matrix \( Y \in \mathbb{R}^{n \times k} \) from \( U \) by normalizing the rows to norm 1.

(5) Treating the rows \( y_i \in \mathbb{R}^k \, (i = 1, \ldots, n) \) of \( Y \) as points in \( \mathbb{R}^{n \times k} \), cluster the points \( y_i \, (i = 1, \ldots, n) \) with the AP algorithm into clusters.

At the last step, we use AP algorithm to perform the final partition from the matrix \( Y \). In fact, as we have seen from the various explanations of spectral clustering, this step should be very simple if the data contain well-expressed clusters [4]. Ideally, the eigenvectors of \( L \) are piecewise constant when the clusters are fully divided. In this case, all data points in the same cluster \( C_j \) are mapped to exactly the same point \( y_i \), namely to the unit vector \( e_i \in \mathbb{R}^k \) [4]. Therefore, we can use AP algorithm to obtain the final clustering result with the Euclidean distance between the points \( y_i \). The idea behind the proposed algorithm is to combine spectral algorithm and AP algorithm. AP algorithm helps to overcome the shortcomings of spectral algorithm, and then the proposed algorithm can automatically determine the number of clusters. From this point of view, AP algorithm can be regarded as a post-processing of spectral algorithm. On the other hand, spectral algorithm can be regarded as a prior-processing of AP algorithm. After prior-processing for the data points, AP algorithm can work well on irregular shape and non-uniform density clusters.

The main tools for spectral clustering are graph Laplacian matrices. In this study, we use normalized graph Laplacians: \( L = D^{-1/2} A D^{-1/2} \). Given a similarity adjacency matrix \( A \), the simplest and most direct way to construct a partition of the data points is to solve the mincut problem. The proposed algorithm’s objective function is normalized cut \( \text{Ncut} \) [3], [4]. The definition of \( \text{Ncut} \) is: \( \text{Ncut}(Q_1, \ldots, Q_k) = \sum_{i=1}^{k} \frac{\text{cut}(Q_i)}{\text{vol}(Q_i)} \), where \( Q_1, \ldots, Q_k \) is a partition of data set, \( Q_i \) is the complement of \( Q_i \), \( \text{vol}(Q_i) \) is the size of subset \( Q_i \), is measured by the weights of its edges. The most important thing that differentiates clustering algorithms is the objective used for clustering. There is a close relation between spectral and kernel. This relation has been discussed in paper [3].

The results of discussion show that there is a direct equivalence between kernel and spectral clustering algorithms. Essentially, they have similar objective function. The example presented in paper [3] has illustrated the equivalence between kernel and spectral clustering algorithms from a unified view of the two approaches. Therefore, the proposed algorithm can be considered as a kernel affinity propagation algorithm or spectral affinity propagation algorithm.

3. Results and Discussion

First, we tested our algorithm using the following two-dimensional data sets: DS1-DS6 with irregularly shaped clusters inside clusters. We applied our algorithm, as well as AP [9], NJW [2] on all data sets. In order to obtain the best possible performance of NJW algorithm, we varied the parameters to obtain the most possible performance, and then recorded the best result. For NJW, the numbers of clusters were set as the right numbers. For AP, we employed the squared Euclidean distance.

Figure 2 shows the clustering results. For each data set, the clustering results of NJW, AP and our algorithm are represented in the left, middle and right respectively. The data set DS1 has three irregularly shaped clusters. This data set is generated from a black-white image with hand painting. As shown in Fig. 2 (a), we can see the NJW and our algorithm detect correctly the structure of clusters. The data sets DS2-DS3 are also generated from a black-white image with hand painting. Figure 2 (b) shows the results on the data set DS2. We can see that there are three clusters, two of them are roughly ring shape clusters, and one of them is the intersection of two stripes. It can be observed from the results that the NJW and our algorithm detect natural clusters. As shown in Fig. 2 (c), the NJW can’t detect natural clusters for the data set DS3. In contrast, our algorithm correctly detects natural clusters for the data set DS3. The data set DS4 is generated by simulator program. It can be
seen that our method gives the best clustering result for this data set. Indeed, we see that a small part of the half-ring is assigned to another cluster by the NJW. The data sets DS5-DС6 were proposed in the work [6]. The clustering results using different methods on the data sets DS5-DS6 are shown in Fig. 2 (e)–(f). The data set DS5 has four stripes with different lengths. For data sets DS5-DS6, the NJW and our algorithm correctly detect natural clusters. As mentioned earlier, AP can’t work well on data set of this type. Here, the experimental results demonstrate the correctness of this inference.

Next, we evaluated the performance of the proposed algorithm on real world data sets. We applied it to four data sets DS7-DS10. The DS7-DS8 were proposed in the work [11]. The DS9-DS10 were proposed in the work [12]. Figure 3 shows the clustering results of the proposed algorithm on four real world data sets. Note that, in all these data sets, the data points were generated from the major components of scene of the image. For each data set, the original image and the clustering result are represented in the left and right respectively. In the data set DS7, there are two walking men. The data set DS8 has five persons. The data set DS9 has a horse and a person. The data set DS10 has a motorbike, an airliner and a fighter. As is seen from Fig. 3, the proposed algorithm can cluster these data sets in the expected way.

4. Conclusion

In this study, we introduce an efficient clustering algorithm for irregularly shaped clusters based on the combination of spectral clustering and AP. The experimental results illustrate the efficiency of the proposed algorithm. We also compared it with Ng, Jordan and Weiss algorithm and AP algorithm. The clustering results agree well with human judgment. In the further work, we will use it to cluster high dimensional data. We are also going to investigate the methods for self-tuning the threshold value.
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