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Abstract. This paper deals with the applications of an optimization method
on submanifolds, that is, geometric inequalities can be considered as optimization
problems. In this regard, we obtain optimal Casorati inequalities and
Chen-Ricci inequality for a statistical submanifold in a statistical warped prod-
uct manifold of type $\mathbb{R} \times_{f} \mathcal{M}$ (almost Kenmotsu statistical manifold), where $\mathbb{R}$
and $\mathcal{M}$ are trivial statistical manifold and almost Kaehler statistical manifold,
respectively.

1. Introduction

The concept of warped product manifolds has many applications in physics as
well as in differential geometry. For instance, different models of space-time in gen-
eral relativity are expressed in terms of warped geometry, and the Einstein field
equations and modified field equations have many exact solutions as the warped
products. In 1969, the idea of warped product manifolds has been initiated by R.L.
Bishop and B. O’Neil [3] with manifolds of negative curvature. These manifolds
are the most fruitful and natural generalization of Riemannian product manifolds.

A statistical structure can be considered as a fruitful generalization of a Rie-
mannian structure (a pair of a Riemannian metric and its Levi-Civita connection).
By following this idea in complex geometry, H. Furuhata gave the definition
of a holomorphic statistical manifold as a nice generalization of a pair of a Kaehler
structure and Levi-Civita connection (see [10, 11]). It could be treated as the sta-
tistical counterpart of the notion of complex manifold. Siddiqui et al. [31] studied
and obtained several results on totally real statistical submanifolds of holomor-
phic statistical manifolds. Later on, Furuhata et al. [12] introduced the statistical
counterpart of a Sasakian manifold and defined the notion of a Sasakian statistical
manifold in the contact geometry. Vilcu et al. [39] investigated the existence of the
almost quaternionic structures on the statistical manifolds. They defined the con-
cept of quaternionic Kaehler-like statistical manifolds. By extending some results
derived by K. Takano concerning statistical manifolds endowed with almost complex
[35] and almost contact structures [36], they obtained the main curvature properties
of quaternionic Kaehler-like statistical submersions. L. Todjihownde established a
dualistic structure on the warped product manifold in [37]. In light of his work,
Furuhata et al. [13] studied the statistical counterpart of a Kenmotsu manifold and introduced the notion of Kenmotsu statistical manifolds. In addition, it can be locally treated as the warped product of a holomorphic statistical manifold and a line. They proved that a Kenmotsu statistical manifold of constant $\phi-$sectional curvature is constructed from a holomorphic statistical manifold. They equipped a Kenmotsu manifold with an affine connection and gave a method of how to construct a Kenmotsu statistical manifold of constant $\phi-$sectional curvature as the warped product of a holomorphic statistical manifold and a line. Recently, in light of Todjihounde’s work, C. Murathan and B. Sahin [20] obtained Wintgen-like inequality for statistical submanifolds of statistical warped product manifolds. They also studied how to construct Kenmotsu-like statistical manifolds and cosymplectic-like statistical manifold based on the existence of Kaehler-like statistical manifold. The Einstein statistical warped products were studied in [15].

We have proposed an application to the area of optimization on manifolds, written as a digest of [24] enhanced with references to the most recent literature. We have the most interesting result on optimization on Riemannian manifold as follow:

**Optimizations on submanifolds:** Let $(N, g)$ be a Riemannian submanifold of a Riemannian manifold $(\overline{M}, \overline{g})$ and $f : \overline{M} \to \mathbb{R}$ be a differentiable function.

**Theorem 1.1.** [24] If $x \in N$ is a solution of the constrained extremum problem $\min_{x_0 \in N} f(x_0)$, then

(a) $(\text{grad } f)(x) \in T^\perp_x N$,
(b) the bilinear form $\Theta : T_x N \times T_x N \to \mathbb{R}$,

$$\Theta(E, F) = \text{Hess}_f(E, F) + \overline{g}(h'(E, F), (\text{grad } f)(x))$$

is positive semi-definite, where $h'$ is the second fundamental form of $N$ in $\overline{M}$, $\text{grad } f$ denotes the gradient of $f$.

In summary, optimization on manifolds is about exploiting tools of differential geometry to build optimization schemes on abstract manifolds, then turning these abstract geometric algorithms into practical numerical methods for specific manifolds, with applications to problems that can be rephrased as optimizing a differentiable function over a manifold. This research program has shed new light on existing algorithms and produced novel methods backed by a strong convergence analysis. We close by pointing out that optimization of real-valued functions on manifolds, as formulated in Theorem 1.1, is not the only place where optimization and differential geometry meet and also is the Riemannian geometry of the central path in linear programming. Therefore, in the present paper, we obtain optimal Casorati inequalities and Chen-Ricci inequality for a statistical submanifold in a statistical warped product manifold of type $\mathbb{R} \times_f \overline{M}$, where $\mathbb{R}$ and $\overline{M}$ are trivial statistical manifold and almost Kaehler statistical manifold, respectively. Such inequalities with a pair of conjugate affine connections involving the intrinsic and extrinsic curvature invariants of statistical submanifolds in different ambient spaces are derived (see [2, 9, 13, 19, 28, 32]).
2. Preliminaries

A Riemannian manifold \((M, g)\) with an affine connection \(\nabla\) is said to be a statistical manifold \([10]\) \((M, g, \nabla)\) if \(\nabla\) is a torsion-free connection on \(M\) and the covariant derivative \(\nabla g\) is symmetric. A statistical manifold is a Riemannian manifold \((M, g)\) endowed with a pair of torsion-free affine connections \(\nabla\) and \(\nabla^*\) satisfying

\[
E g(F, G) = g(\nabla E F, G) + g(F, \nabla^* E G),
\]

for any \(E, F, G \in \Gamma(TM)\). The connections \(\nabla\) and \(\nabla^*\) are called dual connections.

The notion of conjugate connection was introduced by Amari \([1]\) into statistics. Later, his studies were developed by Lauritzen \([17]\). Clearly, \((\nabla^*)^* = \nabla\). Also, a dual connection of any torsion free affine connection \(\nabla\) is given by \(2\nabla^0 = \nabla + \nabla^*\), where \(\nabla^0\) is the Levi-Civita connection on \(M\). Moreover, if \((\nabla, g)\) is a statistical structure on \(M\), then \((\nabla^*, g)\) is also a statistical structure.

An almost Hermitian manifold \((M, g, J)\) is said to be an almost Kaehler manifold if its fundamental 2-form \(\omega\), defined by

\[
\omega(E, F) = g(E, JF),
\]

for any \(E, F \in \Gamma(TM)\), is closed, that is, \(d\omega = 0\) (cf. \([41]\)).

**Definition 2.1.** \([42]\) Let \((M, \nabla, g, J)\) be a statistical manifold. If \((M, g, J)\) is an almost Hermitian manifold, then \((M, \nabla, g, J)\) is called an almost Hermitian statistical manifold. If \((M, g, J)\) is a (almost) Kaehler manifold then \((M, \nabla, g, J)\) is called a (almost) Kaehler statistical manifold.

**Definition 2.2.** \([11]\) Let \((M, \nabla, g, J)\) be a Kaehler manifold with an affine connection \(\nabla\) on \(M\). Then \((M, \nabla, g, J)\) is said to be a holomorphic statistical manifold if

1. \((M, \nabla, g)\) is a statistical manifold, and
2. a 2–form \(\omega\) on \(M\) is \(\nabla\)–parallel (means \(\nabla \omega = 0\)).

**Definition 2.3.** \([11]\) A holomorphic statistical manifold \((M, \nabla, g, J)\) is of constant holomorphic curvature \(c \in \mathbb{R}\) if and only if

\[
S(E, F)G = \frac{\gamma}{4} \{ g(F, G)E - g(E, G)F + g(JF, G)JF - g(JG, F)JE + 2g(JF, G)JG \}.
\]

(2.1)

for any \(E, F, G \in \Gamma(TM)\). It is denoted by \((M, \nabla, g)\).

Let \((\overline{M}, \overline{\nabla}, \overline{g})\) be a statistical manifold and \(N\) be a submanifold of \(\overline{M}\). Then \((N, \nabla, g)\) is also a statistical manifold with the induced statistical structure \((\nabla, g)\) on \(N\) from \((\overline{\nabla}, \overline{g})\) and we call \((N, \nabla, g)\) as a statistical submanifold in \((\overline{M}, \overline{\nabla}, \overline{g})\). The fundamental equations in the geometry of Riemannian submanifolds (see \([41]\)) are the Gauss and Weingarten formulae and the equations of Gauss, Codazzi and Ricci. In the statistical setting, Gauss and Weingarten formulae are respectively defined by \([40]\)

\[
\begin{align*}
\nabla_E F &= \nabla_E F + h(E, F)V, \\
\nabla_E V &= -A_V(E) + \nabla_E V,
\end{align*}
\]

(2.2)
for any $E, F \in \Gamma(TN)$ and $V \in \Gamma(T^\perp N)$, where $\nabla$ and $\nabla'$ (resp., $\nabla$ and $\nabla^*$) are the dual connections on $\overline{M}$ (resp., on $N$). The symmetric and bilinear imbedding tensor of $N$ in $\overline{M}$ with respect to $\nabla$ and $\nabla'$ are denoted by $h$ and $h^*$, respectively. The relation between $h$ (resp. $h^*$) and $A_V$ (resp. $A_V^*$) is defined by \[ \begin{align*}
abla h(E, F), V) &= g(A_V^* E, F), \\
abla h^*(E, F), V) &= g(A_V E, F), \end{align*} \tag{2.3} \]
for any $E, F \in \Gamma(TN)$ and $V \in \Gamma(T^\perp N)$.

Let $\overline{R}$ and $R$ be the curvature tensor fields of $\nabla$ and $\nabla$, respectively. The corresponding Gauss, Codazzi and Ricci equations are respectively given by \[ \overline{\nabla}(R(E, F)G, H) = g(R(E, F)G, h^*(F, H)) + \overline{\nabla}(h(E, G), h^*(F, H)) \tag{2.4} \]
\[ \overline{R}(E, F)G) = \nabla^*_E h(F, G) - h(\nabla_E F, G) - h(F, \nabla_E G) - h(E, F, G), \tag{2.5} \]
\[ \overline{\nabla}(R^*(E, F)V, U) = g(R(E, F)V, U) + g([A_V^*, A_V] E, F), \tag{2.6} \]
for any $E, F, G, H \in \Gamma(TN)$ and $V, U \in \Gamma(T^\perp N)$, where $R^\perp$ is the Riemannian curvature tensor on $T^\perp N$. Similarly, $\overline{R}$ and $R^*$ are respectively the curvature tensor fields with respect to $\nabla^*$ and $\nabla^*$. We can obtain the duals of all equations (2.3)-(2.6) with respect to $\nabla^*$ and $\nabla^*$. Then the curvature tensor fields of $\overline{M}$ and $N$ are respectively given by \[ \begin{align*}
\overline{\nabla} \overline{\nabla} = \frac{1}{2}(\overline{R} + \overline{R}^*), \quad \text{and} \quad S = \frac{1}{2}(R + R^*). \tag{2.7} \end{align*} \]

Thus, the sectional curvature $K_{\nabla^*, \nabla^*}$ on $N$ of $\overline{M}$ is given by \[ K_{\nabla^*, \nabla^*}(E \wedge F) = \frac{1}{2} g(\delta(E, F)F, E) + g(R^*(E, F)F, E)), \tag{2.8} \]
for any orthonormal vectors $E, F \in T_x N$, $x \in N$.

The notion of warped product manifolds came up as a nice generalization of Riemannian product manifolds. According to R.L. Bishop and B. O’Neill, these manifolds were defined as follows [3]:

**Definition 2.4.** Let $(N_1, g_1)$ and $(N_2, g_2)$ be two (pseudo)-Riemannian manifolds and $\bar{f} > 0$ be a differentiable function on $N_1$. Consider the product $\rho : N_1 \times N_2 \rightarrow N_1$ and $\delta : N_1 \times N_2 \rightarrow N_2$. Then the warped product $N = N_1 \times \bar{f} N_2$ is the product manifold $N_1 \times N_2$ equipped with the Riemannian structure such that \[ \overline{\nabla}(E, F) = g_1(\rho_* E, \rho_* F) + \bar{f}^2(u)g_2(\delta_* E, \delta_* F)), \tag{2.9} \]
for any $E, F \in \Gamma(T_{(u, v)}N)$, $u \in N_1$ and $v \in N_2$, where $*$ is the symbol for the tangent maps. The function $\bar{f}$ is called the warping function of the warped product.

Let $\chi(N_1)$ and $\chi(N_2)$ be the set of all vector fields on $N_1 \times N_2$ which is the horizontal lift of a vector field on $N_1$ and the vector lift of a vector field on $N_2$, respectively. Thus, it can be seen that $\rho_* (\chi(N_1)) = \Gamma(TN_1)$ and $\delta_* (\chi(N_2)) = \Gamma(TN_2)$. So, $\rho_* (X) = E \in \Gamma(TN_1)$, $\rho_* (Y) = F \in \Gamma(TN_1)$, $\delta_* (U) = G \in \Gamma(TN_2)$ and $\delta_* (V) = H \in \Gamma(TN_2)$. We recall a general result for a dualistic structure on the warped product manifold $N_1 \times \bar{f} N_2$ given by L. Todjihounde in [37].
Proposition 2.5. Let \((g_1, \nabla^{N_1}, \nabla^{N_1*})\) and \((g_2, \nabla^{N_2}, \nabla^{N_2*})\) be dualistic structures on \(N_1\) and \(N_2\). For \(X, Y \in \chi(N_1)\) and \(U, V \in \chi(N_2)\), \(\nabla\) on \(N_1 \times N_2\) satisfy

\[
\begin{align*}
(a) \quad & \nabla_X Y = \nabla^E E X F, \\
(b) \quad & \nabla_X U = \nabla^U U X = \frac{E(U)}{G}, \\
(c) \quad & \nabla_U V = \nabla^{N_2}_G H - \frac{F(U, V)}{G} \text{grad} \, f, \\
& \nabla^U V = \nabla^{N_2*}_G H - \frac{F(U, V)}{G} \text{grad} \, f.
\end{align*}
\]

Then \((\mathcal{M}, \nabla, \nabla)\) is a dualistic structure on \(N_1 \times N_2\).

We consider a statistical warped product manifold of type \(M = \mathbb{R} \times \mathcal{M}\) with metric \(\mathcal{g} = g_1 + f^2(z) g_2\), where \(\mathbb{R}\) is a trivial statistical manifold with metric \(g_1 = dz^2\) and \(\mathcal{M}\) is an almost Kenmotsu statistical manifold \([14]\) with metric \(g_2\) and dual affine connections \(\nabla^\mathcal{M}\) and \(\nabla^{\mathcal{M}*}\). The structure vector field on \(M\) is denoted by \(\xi = \partial z\). Any arbitrary vector field on \(M\) is defined by \(Z = \eta(Z) + E\), where \(E\) is any vector field on \(\mathcal{M}\) and \(dz = \eta\). Moreover, a new tensor field \(\phi\) of type \((1,1)\) on \(M\) can be defined by using tensor field \(J\), that is, \(\phi Z = \beta E\). R. Gorunus et al. named this type of statistical warped product as an almost Kenmotsu statistical manifold \([14]\). The statistical curvature tensor \(\mathcal{S}\) of \(M = \mathbb{R} \times \mathcal{M}(\tau)\), where \(\mathcal{M}(\tau)\) is a holomorphic statistical manifold of constant holomorphic sectional curvature \(\tau \in \mathbb{R}\), is given by \([14]\)

\[
\mathcal{S}(E, F, G, H) = \frac{1}{2} \left( \mathcal{R}(E, F, G, H) + \mathcal{R}^*(E, F, G, H) \right)
\]

\[
= \alpha \left( \mathcal{g}(E, H) \mathcal{g}(F, G) - \mathcal{g}(E, G) \mathcal{g}(F, H) \right)
+ \beta \left( \mathcal{g}(E, G) \mathcal{g}(F, \partial z) \mathcal{g}(H, \partial z) - \mathcal{g}(E, F) \mathcal{g}(G, \partial z) \mathcal{g}(H, \partial z) \right)
+ \gamma \left( \mathcal{g}(E, \phi F) \mathcal{g}(\phi G, H) - \mathcal{g}(F, \phi G) \mathcal{g}(\phi E, H) + 2 \mathcal{g}(E, \phi F) \mathcal{g}(\phi G, H) \right),
\]

(2.10)

where \(\partial z = \frac{\partial}{\partial z}\) denotes the unit tangent vector field on \(\mathbb{R}\) and \(\alpha\), \(\beta\) and \(\gamma\) are given by

\[
\alpha = \frac{\mathcal{\tau}}{4 f^2} - \frac{(\mathcal{f})^2}{f^2}, \quad \beta = \frac{\mathcal{\tau}}{4 f^2} - \frac{(\mathcal{f})^2}{f^2} + \frac{\mathcal{f}''}{\mathcal{f}}, \quad \gamma = \frac{\mathcal{\tau}}{4 f^2}.
\]

3. A Family of Optimal Casorati Inequalities

F. Casorati \([5]\) defined an extrinsic invariant, called Casorati curvature of a sub-manifold of a Riemannian manifold, as the normalized square length of the second fundamental form. This concept extended the study of the principal direction of a hypersurface of a Riemannian manifold. The geometrical aspects and the significance of the Casorati curvatures discussed by some eminent geometers \([8, 16, 38]\). It showed an increasing development in pure Riemannian geometry. Therefore, geometers were curious to obtain the optimal inequalities for the Casorati curvatures of a sub-manifold of different ambient spaces.
Let $N$ be any $m$–dimensional submanifold of a $(2n + 1)$–dimensional almost
Kenmotsu statistical manifold $M^{2n+1} = \mathbb{R} \times J\mathcal{T}^{2n}$. If \{\(e_1, \ldots, e_m\)\} and \{\(\xi_1, \ldots, \xi_p\)\} are respectively orthonormal basis of \(T\varphi N^m\) and \(T^\perp \varphi N^m\) for \(\varphi \in M\). Then the mean
curvature vectors \(\mathcal{H}\) and \(\mathcal{H}^*\) of \(N\) are
\[
\mathcal{H} = \frac{1}{m} \sum_{i=1}^{m} h(e_i, e_i), \quad \text{and} \quad \mathcal{H}^* = \frac{1}{m} \sum_{i=1}^{m} h^*(e_i, e_i).
\]
Also, we set
\[
h_{ij}^k = g(h(e_i, e_j), e_k), \quad \text{and} \quad h_{ij}^{*k} = g(h^*(e_i, e_j), e_k),
\]
for \(i, j \in \{1, \ldots, m\}, \ k \in \{1, \ldots, p\}\).

The squared norm of second fundamental forms \(h\) and \(h^*\) are denoted by \(\mathcal{C}\) and \(\mathcal{C}^*\), respectively, called the Casorati curvatures of \(N\) in \(M\).

\[
(3.1) \quad \mathcal{C} = \frac{1}{m} ||h||^2, \quad \text{(resp. } \mathcal{C}^* = \frac{1}{m} ||h^*||^2),
\]
where
\[
||h||^2 = \sum_{k=1}^{p} \sum_{i,j=1}^{m} (h_{ij}^k)^2, \quad \text{(resp. } ||h^*||^2 = \sum_{k=1}^{p} \sum_{i,j=1}^{m} (h_{ij}^{*k})^2).
\]

If we consider a \(s\)–dimensional subspace \(W\) of \(TN\), \(s \geq 2\), and an orthonormal basis \{\(e_1, \ldots, e_s\)\} of \(W\). Then the scalar curvature of the \(s\)–plane section \(W\) is defined as
\[
\tau(W) = \sum_{1 \leq i < j \leq s} \xi(e_i, e_j, e_j, e_i),
\]
and the Casorati curvatures of the subspace \(W\) are as follows:
\[
\mathcal{C}(W) = \frac{1}{s} \sum_{k=1}^{p} \sum_{i,j=1}^{s} (h_{ij}^k)^2, \quad \text{(resp. } \mathcal{C}^*(W) = \frac{1}{s} \sum_{k=1}^{p} \sum_{i,j=1}^{s} (h_{ij}^{*k})^2).
\]

(1) The normalized Casorati curvatures \(\delta_\mathcal{C}(m - 1)\) and \(\delta^*_\mathcal{C}(m - 1)\) are defined as
\[
[\delta_\mathcal{C}(m - 1)]_\varphi = \frac{1}{2} \mathcal{C}_\varphi + (\frac{m + 1}{2m}) \inf \{\mathcal{C}(W)\} \mid W: \text{a hyperplane of } T\varphi N^m\},
\]
and \(\delta^*_\mathcal{C}(m - 1)]_\varphi = \frac{1}{2} \mathcal{C}^*_\varphi + (\frac{m + 1}{2m}) \inf \{\mathcal{C}^*(W)\} \mid W: \text{a hyperplane of } T\varphi N^m\}.

(2) The normalized Casorati curvatures \(\hat{\delta}_\mathcal{C}(m - 1)\) and \(\hat{\delta}^*_\mathcal{C}(m - 1)\) are defined as
\[
[\hat{\delta}_\mathcal{C}(m - 1)]_\varphi = 2\mathcal{C}_\varphi - (\frac{2m - 1}{2m}) \sup \{\mathcal{C}(W)\} \mid W: \text{a hyperplane of } T\varphi N^m\},
\]
and \(\hat{\delta}^*_\mathcal{C}(m - 1)]_\varphi = 2\mathcal{C}^*_\varphi - (\frac{2m - 1}{2m}) \sup \{\mathcal{C}^*(W)\} \mid W: \text{a hyperplane of } T\varphi N^m\}.

**Theorem 3.1.** Let \(\mathbb{R}(d\xi, \nabla^\phi)\) be a trivial statistical manifold and \((\overline{M}, \overline{\nabla}, \overline{\xi}, \overline{\xi})\) be a holomorphic statistical manifold of constant holomorphic sectional curvature \(\overline{\tau}\).
If \(N\) is an \(m\)–dimensional statistical submanifold of a statistical warped product
manifold of type $\mathbb{R} \times \overline{M}(\tau)$, then the normalized Casorati curvatures $\delta_c(m-1)$ and $\delta_{c}^*(m-1)$ satisfy

\[ \rho^{\nabla,\nabla^*} \leq 2\delta_c^0 + \frac{1}{m-1}\delta^0 + \left( \frac{\tau}{4\ell^2} - \frac{(f')^2}{\ell^2} \right) + \frac{3\sigma}{4m(m-1)^2}||\phi||^2 \]

\[ (3.2) \quad - \frac{2}{m} \left( \frac{\tau}{4\ell^2} - \frac{(f')^2}{\ell^2} + \frac{\ell''}{f} \right)||T||^2 - \frac{m}{2(m-1)} \left( ||\mathcal{G}||^2 + ||\mathcal{H}^*||^2 \right), \]

where $2\delta_c^0 = \mathcal{C} + \mathcal{C}^*$ and $2\delta_c^0(m-1) = \delta_c(m-1) + \delta_{c}^*(m-1)$.

**Proof.** The scalar curvature $\tau^{\nabla,\nabla^*}$ of $N$ is given by

\[ 2\tau^{\nabla,\nabla^*} = \sum_{1 \leq i < j \leq m} S(e_i, e_j, e_j, e_i) = \frac{1}{2} \sum_{1 \leq i < j \leq m} \left\{ R(e_i, e_j, e_j, e_i) + R^*(e_i, e_j, e_j, e_i) \right\} \]

\[ = \sum_{1 \leq i < j \leq m} R(e_i, e_j, e_j, e_i) \]

\[ = m(m-1) \left( \frac{\tau}{4\ell^2} - \frac{(f')^2}{\ell^2} \right) - 2(m-1) \left( \frac{\tau}{4\ell^2} - \frac{(f')^2}{\ell^2} + \frac{\ell''}{f} \right)||T||^2 + \frac{3\sigma}{4m}||\phi||^2 \]

\[ + \frac{1}{2} \sum_{i,j} \left\{ \mathcal{G}(h^*(e_i, e_i), h(e_j, e_j)) + \mathcal{H}(h(e_i, e_i), h^*(e_j, e_j)) \right\} \]

\[ (3.3) \quad - \frac{1}{2} \sum_{i,j} \mathcal{G}(h(e_i, e_i), h^*(e_i, e_j)), \]

where $T = \partial z - \sum_{k=1}^p \lambda_k \xi_k$ is a vector field tangent to $N$ and $\lambda_1, \ldots, \lambda_p$ are smooth functions over $N$. Now we define a polynomial $\mathcal{Q}$ in terms of the components of the second fundamental form $h^0$ (with respect to $\nabla^0$) of $N$.

\[ \mathcal{Q} = \frac{1}{2} m(m-1)\delta^0 + \frac{1}{2} (m-1)(m+1)\mathcal{C}^0(W) + \frac{m}{2} (\mathcal{C} + \mathcal{C}^*) + \frac{3\sigma}{4m}||\phi||^2 \]

\[ + \frac{1}{m} \left( ||\mathcal{G}||^2 + ||\mathcal{H}^*||^2 \right) - 2\tau^{\nabla,\nabla^*} \]

\[ (3.4) \quad - m^2 \left( ||\mathcal{G}||^2 + ||\mathcal{H}^*||^2 \right) - 2\tau^{\nabla,\nabla^*}, \]

where $W$ is a hyperplane of $T_v N$. Without loss of generality, we assume that $W$ is spanned by $\{e_1, \ldots, e_m\}$. Then, by (3.3) and (3.4), we derive

\[ \mathcal{Q} = \sum_{k=1}^p \left( \sum_{i,j=1}^{m} \frac{m+3}{2} (h_{ij}^{0k})^2 + \frac{m+1}{2} \sum_{i,j=1}^{m-1} (h_{ij}^{0k})^2 - 2 \sum_{i=1}^{m-1} (h_{ii}^{0k})^2 \right) \]

\[ = \sum_{k=1}^p \left( 2(m+2) \sum_{1 \leq i < j \leq m-1} (h_{ij}^{0k})^2 + (m+3) \sum_{i=1}^{m-1} (h_{ii}^{0k})^2 \right) \]

\[ + m \sum_{i=1}^{m-1} (h_{ii}^{0k})^2 - 4 \sum_{1 \leq i < j \leq m} (h_{ij}^{0k} h_{jj}^{0k}) + \frac{m-1}{2} (h_{mm}^{0k})^2 \]

\[ \geq \sum_{k=1}^{m} \sum_{i=1}^{m-1} m(h_{ii}^{0k})^2 + \frac{m-1}{2} (h_{mm}^{0k})^2 - 4 \sum_{1 \leq i < j \leq m} h_{ij}^{0k} h_{jj}^{0k}. \]
For any $k \in \{1, \ldots, p\}$, we define a quadratic form $P_k : \mathbb{R}^m \to \mathbb{R}$ by

$$
P_k(h_{11}^0, h_{22}^0, \ldots, h_{m-1,m-1}^0, h_{mm}^0) = \sum_{i=1}^{m-1} m(h_{ii}^0)^2 + \frac{m-1}{2}(h_{mm}^0)^2 - 4 \sum_{1 \leq i < j \leq m} h_{ii}^0 h_{jj}^0,
$$

(3.5)

Further, we consider the constrained extremum problem $\min P_k$ subject to

$$\overline{N} : \sum_{i=1}^{m} h_{ii}^0 = a^k,$$

where $a^k$ is a real constant. From (3.5), we find that the critical points $h^0_{ii} = (h_{11}^0, h_{22}^0, \ldots, h_{m-1,m-1}^0, h_{mm}^0)$ of $\overline{N}$ are the solutions of the following system of linear homogeneous equations.

$$
\begin{align*}
\frac{\partial P_k}{\partial h_{ii}^0} &= 2(m+2)(h_{ii}^0) - 4 \sum_{r=1}^{m} h_{rr}^0 = 0, \\
\frac{\partial P_k}{\partial h_{mm}^0} &= (m-1)h_{mm}^0 - 4 \sum_{r=1}^{m-1} h_{rr}^0 = 0,
\end{align*}
$$

(3.6)

for $i \in \{1, 2, \ldots, m-1\}$ and $k \in \{1, \ldots, p\}$. Hence, every solution $h^0_{ii}$ has

$$
h_{ii}^0 = \frac{1}{m+1} a^k, \quad h_{mm}^0 = \frac{4}{m+3} a^k,
$$

for $i \in \{1, 2, \ldots, m-1\}$ and $k \in \{1, \ldots, p\}$. Now, we fix $x \in \overline{N}$. The bilinear form $\Theta : T_x \overline{N} \times T_x \overline{N} \to \mathbb{R}$ has the following expression:

$$\Theta(E, F) = Hess_{P_k}(E, F) + < h'(E, F), (\text{grad } P_k)(x) >,$$

where $h'$ denotes the second fundamental form of $\overline{N}$ in $\mathbb{R}^m$ and $< \cdot, \cdot >$ denotes the standard inner product on $\mathbb{R}^m$. The Hessian matrix of $P_k$ is given by

$$Hess_{P_k} = \begin{pmatrix}
2(m+2) & -4 & \ldots & -4 & -4 \\
-4 & 2(m+2) & \ldots & -4 & -4 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-4 & -4 & \ldots & 2(m+2) & -4 \\
-4 & -4 & \ldots & -4 & (m-1)
\end{pmatrix}.$$
However, the point $h^{0c}$ is the only optimal solution, that is, the global minimum point of problem and reaches a minimum $Q(h^{0c}) = 0$ for the solution $h^{0c}$ of the system \[ \text{(3.6)}. \] It follows that $Q \geq 0$.

\[
2\tau \nabla^* \nabla^* \leq \frac{1}{2} m(m-1)\mathcal{E}^0 + \frac{1}{2} (m-1)(m+1)\mathcal{E}^0(W) + \frac{m}{2} (\mathcal{E} + \mathcal{E}^*) + \frac{3\rho}{4m}\|\phi\|^2
\]
\[
+ m(m-1)\left(\frac{\tau}{4f^2} - \left(\frac{\phi}{f}\right)^2\right) - 2(m-1)\left(\frac{\tau}{4f^2} - \left(\frac{\phi}{f}\right)^2 + \frac{\phi^\prime}{f}\right)\|T\|^2
\]
\[
- \frac{m^2}{2} \left(||\mathcal{E}||^2 + ||\mathcal{E}^*||^2\right).
\]

The normalized scalar curvature $\rho$ of $N$ is defined as

\[
(3.7) \hspace{1cm} \rho \nabla^* \nabla^* = \frac{2\tau \nabla^* \nabla^*}{m(m-1)}.
\]

Hence, we get

\[
\rho \nabla^* \nabla^* \leq \frac{1}{2} \mathcal{E}^0 + \frac{m+1}{2m} \mathcal{E}^0(W) + \frac{1}{2(m-1)} (\mathcal{E} + \mathcal{E}^*) + \frac{3\rho}{4m(m-1)f^2} ||\phi||^2
\]
\[
+ \left(\frac{\tau}{4f^2} - \left(\frac{\phi}{f}\right)^2\right) - 2 \left(\frac{\tau}{4f^2} - \left(\frac{\phi}{f}\right)^2 + \frac{\phi^\prime}{f}\right)\|T\|^2
\]
\[
- \frac{m}{2(m-1)} \left(||\mathcal{E}||^2 + ||\mathcal{E}^*||^2\right),
\]

for every tangent hyperplane $W$ of $N$. If we take the infimum over all tangent hyperplanes $W$. Therefore, our assertion \[ \text{(3.2)} \] follows. This completes the proof of Theorem \[ \text{(3.1)}. \]

One can prove that the normalized scalar curvature is bounded above by the normalized Casorati curvatures $\delta_{\mathcal{E}}(m-1)$ and $\delta_{\mathcal{E}}^*(m-1)$, that is,

**Corollary 3.2.** Let $(\mathbb{R}, dz, \nabla^\mathbb{R})$ be a trivial statistical manifold and $(\nabla, \mathcal{E}, \mathcal{E}, \nabla, \mathcal{J})$ be a holomorphic statistical manifold of constant holomorphic sectional curvature $\tau$. If $N$ is an $m$-dimensional statistical submanifold of a statistical warped product manifold of type $\mathbb{R} \times_f \nabla M(\tau)$, then the normalized Casorati curvatures $\delta_{\mathcal{E}}(m-1)$ and $\delta_{\mathcal{E}}^*(m-1)$ are given by

\[
(3.8) \hspace{1cm} \rho \nabla^* \nabla^* \leq 2\delta_{\mathcal{E}}^0 + \frac{1}{m-1} \mathcal{E}^0 + \left(\frac{\tau}{4f^2} - \left(\frac{\phi}{f}\right)^2\right) + \frac{3\rho}{4m(m-1)f^2} ||\phi||^2
\]
\[
- \frac{2m}{2(m-1)} \left(||\mathcal{E}||^2 + ||\mathcal{E}^*||^2\right).
\]

Proof. For this, consider the following polynomial

\[
Q = 2m(m-1)\mathcal{E}^0 + \frac{1}{2} (m-1)(m+1)\mathcal{E}^0(W) + \frac{m}{2} (\mathcal{E} + \mathcal{E}^*) + \frac{3\rho}{4f^2}\|\phi\|^2
\]
\[
+ m(m-1)\left(\frac{\tau}{4f^2} - \left(\frac{\phi}{f}\right)^2\right) - 2(m-1)\left(\frac{\tau}{4f^2} - \left(\frac{\phi}{f}\right)^2 + \frac{\phi^\prime}{f}\right)\|T\|^2
\]
\[
- \frac{m^2}{2} \left(||\mathcal{E}||^2 + ||\mathcal{E}^*||^2\right) - 2\tau \nabla^* \nabla^*,
\]
where \( W \) is a hyperplane of \( T_pN \). The rest proof is similar to the proof of Theorem 3.1.

In the sequel, we deduce some properties when equality case hold in Theorem 3.1 and Corollary 3.2. Therefore, we can announce the following result to analogous of Theorem 3.1 and Corollary 3.2.

**Theorem 3.3.** Let \((\mathbb{R}, dz, \nabla)\) be a trivial statistical manifold and \((M, g, \nabla, J)\) be a holomorphic statistical manifold of constant holomorphic sectional curvature \( c \). We suppose that \( N \) is an \( m \)-dimensional statistical submanifold of a statistical warped product manifold of type \( \mathbb{R} \times_1 M^m(\tau) \). Then the equality holds in the inequalities (3.2) and (3.8) if and only if the symmetric and bilinear imbedding tensors of \( N \) with respect to \( \nabla \) and \( \nabla^* \) satisfy 
\[
h = -h^*.
\]

**Proof.** The equality holds in the inequalities (3.2) and (3.8) if and only if the second fundamental form with respect to \( \nabla^0 \) is zero, that is, \( h^0 = 0 \). This further gives \( h = -h^* \). Partially, we say that \( h \) and \( h^* \) are linearly dependent. This completes the proof of Theorem 3.3.

If \( \phi(TN) = T^\perp N \), then \( N \) is called a Legendrian submanifold. In particular case, \( n = m \). As an application, we can directly give the following result based on Theorem 3.1.

**Corollary 3.4.** Let \((\mathbb{R}, dz, \nabla)\) be a trivial statistical manifold and \((M, g, \nabla, J)\) be a holomorphic statistical manifold of constant holomorphic sectional curvature \( c \). If \( N \) is an \( m \)-dimensional Legendrian submanifold of a statistical warped product manifold of type \( M^{2m+1} = \mathbb{R} \times_1 M^m(\tau) \), then the normalized Casorati curvatures \( \delta_c(m - 1) \) and \( \delta^*_c(m - 1) \) satisfy 
\[
r^{\nabla, \nabla^*} \leq 2\delta^0_c + \frac{1}{m - 1} \delta^0_c + \left( \frac{\tau}{4f^2} - \frac{(f')^2}{f^2} \right) - \frac{m}{2(m - 1)} \left( ||\mathcal{C}||^2 + ||\mathcal{C}^*||^2 \right),
\]
where \( 2\delta^0_c = \mathcal{C} + \mathcal{C}^* \) and \( 2\delta^0_c(m - 1) = \delta_c(m - 1) + \delta^*_c(m - 1) \). Moreover, the equality holds in the inequality if and only if the symmetric and bilinear imbedding tensors of \( N \) with respect to \( \nabla \) and \( \nabla^* \) satisfy \( h = -h^* \).

We note that the submanifolds for which the equality case of inequalities for the Casorati curvatures holds at every point are called *Casorati ideal submanifolds* [8]. Thus, we can state the following:

**Theorem 3.5.** Let \( N \) be an \( m \)-dimensional Legendrian Casorati ideal submanifold of a statistical warped product manifold of type \( M^{2m+1} = \mathbb{R} \times_1 M^m(\tau) \) for (3.10). Then it is a totally geodesic (with respect to Levi-Civita connection) Legendrian submanifold.

4. **Chen-Ricci Inequality for Statistical Submanifolds**

In the initial paper, Chen established inequalities between the scalar curvature, the sectional curvature and the squared norm of the mean curvature of a submanifold in a real space form. He also obtained the inequalities between \( k \)-Ricci curvature, the squared mean curvature and the shape operator for the submanifolds in the real space form with arbitrary codimension [5]. Since then different geometeters obtained similar inequalities for different submanifolds and ambient spaces. By
means of optimization techniques which applied in the setup of Riemannian geometry, T. Oprea [25] derived Chen-Ricci inequality for a submanifold of real space form. Recently, A.N. Siddiqui et al. [33] studied Chen-Ricci inequality for a submanifold of a Kenmotsu statistical manifold of constant \( \phi \)-sectional curvature by adopting optimization technique. Therefore, an important application of Theorem 3.1 is the following.

**Theorem 4.1.** Let \( (\mathbb{R}, dz, \nabla^\mathbb{R}) \) be a trivial statistical manifold and \( (\overline{M}, \overline{g}, \overline{\nabla}, \overline{J}) \) be a holomorphic statistical manifold of constant holomorphic sectional curvature \( c \).

If \( N \) is an \( m \)-dimensional statistical submanifold of a statistical warped product manifold of type \( \mathbb{R} \times_f \overline{M}(\tau) \), then the following inequality holds for each unit vector \( E \in T_\varphi N \), \( \varphi \in N \):

\[
\text{Ric}^N \nabla^* (E) \geq 2\text{Ric}^\varphi (E) - \frac{m}{8} [||\mathcal{H}||^2 + ||\mathcal{H}^*||^2] - \left[ \left( \frac{\tau}{4f^2} - \frac{(f')^2}{f^2} \right) (m - 1) \right.
\]
\[
+ \frac{3\pi}{4f^2} ||\phi E||^2 + \left( \frac{\tau}{4f^2} - \frac{(f')^2}{f^2} + \frac{f''}{f} \right) \left( (2 - m) g^2(E, T) - ||T||^2 \right) \],
\]

where \( \text{Ric}^\varphi \) denotes the Ricci curvature with respect to Levi-Civita connection. Moreover, the equality holds in the inequality (4.1) if and only if

\[
h(E, E) = \frac{m}{2} \mathcal{H}(\varphi) \text{, and } h(E, F) = 0,
\]

\[
h^*(E, E) = \frac{m}{2} \mathcal{H}^*(\varphi) \text{, and } h^*(E, F) = 0,
\]

for all \( F \in T_\varphi N^m \) orthogonal to \( E \).

**Proof.** Let \( N \) be an \( m \)-dimensional statistical submanifold of a statistical warped product manifold of type \( \mathbb{R} \times_f \overline{M}(\tau) \). We choose \( \{e_1, \ldots, e_m\} \) as the orthonormal frame of \( T_\varphi N \) such that \( e_1 = E \) and \( ||E|| = 1 \), and \( \{\tilde{e}_1, \ldots, \tilde{e}_p\} \) as the the orthonormal frame of \( T_\varphi N \). Then by (2.10) and (2.7), we have

\[
\sum_{i=2}^{m} s(e_1, e_i, e_1, e_i) = \left( \frac{\tau}{4f^2} - \frac{(f')^2}{f^2} \right) (m - 1) - \left( \frac{\tau}{4f^2} - \frac{(f')^2}{f^2} \frac{f''}{f} \right)
\]
\[
+ \left( \sum_{i=2}^{m} g(e_i, e_i) g^2(E, T) + \sum_{i=1}^{m} g^2(T, e_i) - g^2(E, T) \right) \left( \frac{3\pi}{4f^2} ||\phi E||^2 \right)
\]
\[
= \left( \frac{\tau}{4f^2} - \frac{(f')^2}{f^2} \right) (m - 1) + \frac{3\pi}{4f^2} ||\phi E||^2
\]
\[
+ \left( \frac{\tau}{4f^2} - \frac{(f')^2}{f^2} + \frac{f''}{f} \right) \left( (2 - m) g^2(E, T) - ||T||^2 \right) \].
\]
From (2.4), dual of (2.3) and (2.4), we get

\[ 2\mathbf{R}(e_1, e_i, e_1, e_i) = 2\mathbf{R}(e_1, e_i, e_1, e_i) - g(h(e_1, e_1), h^*(e_i, e_i)) - g(h^*(e_1, e_i), h(e_i, e_i)) \]
\[ + 2g(h(e_1, e_i), h^*(e_1, e_i)) \]
\[ = 2\mathbf{R}(e_1, e_i, e_1, e_i) - \left\{ 4g(h^0(e_1, e_1), h^0(e_i, e_i)) - g(h(e_1, e_1), h(e_i, e_i)) \right. \]
\[ - g(h^*(e_1, e_i), h^*(e_1, e_i)) - 4g(h^0(e_1, e_i), h^0(e_i, e_i)) \]
\[ + g(h(e_1, e_i), h(e_i, e_i)) + g(h^*(e_1, e_i), h^*(e_1, e_i)) \right\} \]
\[ = 2\mathbf{R}(e_1, e_i, e_1, e_i) - 4\sum_{k=1}^{p} (h_{11}^{0k} h_{ii}^{0k} - (h_{11}^{0k})^2) \]
\[ + \sum_{k=1}^{p} (h_{11}^{k} h_{ii}^{k} - (h_{11}^{k})^2) + \sum_{k=1}^{p} (h_{11}^{*k} h_{ii}^{*k} - (h_{11}^{*k})^2). \]

Summing over \(2 \leq i \leq m\) and using (1.2), we derive

\[ 2 \left[ \left( \frac{\gamma}{4f^2} - \frac{(f')^2}{f^2} \right)(m - 1) + \frac{3\pi}{4f^2} \|\phi E\|^2 \right] \]
\[ + \left( \frac{\gamma}{4f^2} - \frac{(f')^2}{f^2} + \frac{\gamma''}{f} \right)((2 - m)g^2(E, T) - ||T||^2) \]
\[ = 2\text{Ric}^\nabla, \nabla^\ast(E) - 4\sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11}^{0k} h_{ii}^{0k} - (h_{11}^{0k})^2) \]
\[ + \sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11}^{k} h_{ii}^{k} - (h_{11}^{k})^2) + \sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11}^{*k} h_{ii}^{*k} - (h_{11}^{*k})^2), \]

where \(\text{Ric}^\nabla, \nabla^\ast(E)\) denotes the Ricci curvature of \(N\) with respect to \(\nabla\) and \(\nabla^\ast\) at \(\phi\). Further, we derive

\[ 2\text{Ric}^\nabla, \nabla^\ast(E) - 2 \left[ \left( \frac{\gamma}{4f^2} - \frac{(f')^2}{f^2} \right)(m - 1) + \frac{3\pi}{4f^2} \|\phi E\|^2 \right] \]
\[ + \left( \frac{\gamma}{4f^2} - \frac{(f')^2}{f^2} + \frac{\gamma''}{f} \right)((2 - m)g^2(E, T) - ||T||^2) \]
\[ = 4\sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11}^{0k} h_{ii}^{0k} - (h_{11}^{0k})^2) - \sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11}^{k} h_{ii}^{k} - (h_{11}^{k})^2) \]
\[ + \sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11}^{*k} h_{ii}^{*k} - (h_{11}^{*k})^2). \]

(4.5)

By Gauss equation with respect to Levi-Civita connection, it follows that

\[ \text{Ric}^0(E) - \left[ \left( \frac{\gamma}{4f^2} - \frac{(f')^2}{f^2} \right)(m - 1) + \frac{3\pi}{4f^2} \|\phi E\|^2 \right] \]
\[ + \left( \frac{\gamma}{4f^2} - \frac{(f')^2}{f^2} + \frac{\gamma''}{f} \right)((2 - m)g^2(E, T) - ||T||^2) \]
\[ = \sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11}^{0k} h_{ii}^{0k} - (h_{11}^{0k})^2). \]
Now, we substitute it into (4.5), we arrive at

\[
(4.6) \quad -2 \text{Ric} \nabla^* (E) - \frac{1}{2} \left( \frac{\tau}{4f^2} - \frac{\left( \frac{\tau}{f} \right)^2}{4f^2} \right) \left( m - 1 \right) + \frac{3\tau}{4f^2} \| \phi E \|^2 \\
+ \left( \frac{\tau}{4f^2} - \frac{\left( \frac{\tau}{f} \right)^2}{4f^2} + \frac{\nu}{f} \right) \left( (2 - m) g^2 (E, T) - \| T \|^2 \right) \\
+ 4 \text{Ric}^0 (E) \\
= \sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11} h_{ii}^k - (h_{1i}^k)^2) + \sum_{k=1}^{p} \sum_{i=2}^{m} (h_{11}^k h_{ii}^k - (h_{1i}^k)^2) \\
\leq \sum_{k=1}^{p} \sum_{i=2}^{m} h_{11} h_{ii}^k + \sum_{k=1}^{p} \sum_{i=2}^{m} h_{11}^k h_{ii}^k. 
\]

Let us define the quadratic form \( \mathcal{P}_k, \mathcal{P}_k^* : \mathbb{R}^m \to \mathbb{R} \) by

\[
\mathcal{P}_k (h_{11}^k, h_{22}^k, \ldots, h_{mm}^k) = \sum_{k=1}^{p} \sum_{i=2}^{m} h_{11} h_{ii}^k, \\
\mathcal{P}_k^* (h_{11}^k, h_{22}^k, \ldots, h_{mm}^k) = \sum_{k=1}^{p} \sum_{i=2}^{m} h_{11}^k h_{ii}^k, 
\]

We consider the constrained extremum problem \( \max \mathcal{P}_k \) subject to

\[
\mathcal{N} : \sum_{i=1}^{m} h_{ii}^k = a^k, 
\]

where \( a^k \) is a real constant. The gradient vector field of the function \( \mathcal{P}_k \) is given by

\[
\text{grad} \mathcal{P}_k = \left( \sum_{i=2}^{m} h_{ii}^k, h_{11}^k, h_{11}^k, \ldots, h_{11}^k \right). 
\]

For an optimal solution \( h^{oc} = (h_{11}^k, h_{22}^k, \ldots, h_{mm}^k) \) of the problem in question, the vector \( \text{grad} \mathcal{P}_k \) is normal to \( \mathcal{N} \) at the point \( h^{oc} \). It follows that

\[
h_{11}^k = \frac{a^k}{2}. 
\]

Now, we fix \( x \in \mathcal{N} \). The bilinear form \( \Theta : T_x \mathcal{N} \times T_x \mathcal{N} \to \mathbb{R} \) has the following expression:

\[
\Theta (E, F) = \text{Hess}_{P_k} (E, F) + \langle h' (E, F), (\text{grad} P_k)(x) \rangle, 
\]

where \( h' \) denotes the second fundamental form of \( \mathcal{N} \) in \( \mathbb{R}^m \) and \( \langle \cdot, \cdot \rangle \) denotes the standard inner product on \( \mathbb{R}^m \). The Hessian matrix of \( P_k \) is given by

\[
\text{Hess}_{P_k} = \begin{pmatrix}
0 & 1 & \ldots & 1 \\
1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
1 & 0 & \ldots & 0
\end{pmatrix}. 
\]
We consider a vector $E \in T_\mathcal{N}$, which satisfies a relation $\sum_{i=2}^{m} E_i = -E_1$. As $h' = 0$ in $\mathbb{R}^m$, we get

$$\Theta(E, E) = Hess_{\mathcal{P}_k}(E, E) = 2 \sum_{i=2}^{m} E_1 E_i = (E_1 + \sum_{i=2}^{m} E_i)^2 - (E_1)^2 - (\sum_{i=2}^{m} E_i)^2$$

$$= -2(E_1)^2 \leq 0.$$ 

However, the point $h^{\mathcal{N}}$ is the only optimal solution, that is, the global maximum point of problem. Thus, we obtain

$$\mathcal{P}_k \leq \frac{1}{4}(\sum_{i=1}^{m} h_{i}^{k})^2 = \frac{m^2}{4}(\mathcal{H}^{k})^2. \quad (4.8)$$

Next, we deal with the constrained extremum problem $\max \mathcal{P}_k^*$ subject to $\mathcal{N}^*$:

$$\sum_{i=1}^{m} h_{i}^{*k} = a^{*k},$$

where $a^{*k}$ is a real constant. By similar arguments as above, we find

$$\mathcal{P}_k^* \leq \frac{1}{4}(\sum_{i=1}^{m} h_{i}^{*k})^2 = \frac{m^2}{4}(\mathcal{H}^{*k})^2. \quad (4.9)$$

On combining $(4.6)$, $(4.8)$ and $(4.9)$, we get our desired inequality $(4.1)$. Moreover, the vector field $E$ satisfies the equality case if and only if

$$h_{i}^{k} = 0, \quad h_{1}^{*k} = 0, \quad i \in \{2, \ldots, m\},$$

and

$$h_{11}^{k} = \frac{m}{2} \mathcal{H}, \quad h_{11}^{*k} = \frac{m}{2} \mathcal{H}^*.$$

This completes the proof of Theorem 4.1. $\Box$

Some immediate consequences of Theorem 4.1

**Corollary 4.2.** Let $N$ be an $m$–dimensional anti-invariant submanifold of a statistical warped product manifold of type $\mathbb{R} \times \mathcal{M}(\sigma)$. Then the following inequality holds for each unit vector $E \in T_{\psi}N$, $\psi \in N$:

$$Ric_{\mathcal{N}}^{\mathcal{N}}(E) \geq 2Ric^0(E) - \frac{m^2}{8} (||\mathcal{H}||^2 + ||\mathcal{H}^*||^2) - \left[\left(\frac{\sigma}{4f^2} - \frac{(f')^2}{f^2}\right)(m - 1) + \left(\frac{\sigma^*}{4f^2} - \frac{(f^*)^2}{f^2} + \frac{f''}{f}\right)\right] (2 - m) g^2(E, T) - ||T||^2\right].$$

Furthermore, the equality holds in this inequality if and only if

$$h(E, E) = \frac{m}{2} \mathcal{H}(\psi), \quad h(E, F) = 0,$$

$$h^*(E, E) = \frac{m}{2} \mathcal{H}^*(\psi), \quad h^*(E, F) = 0,$$

for all $F \in T_{\psi}N^m$ orthogonal to $E$. 

Corollary 4.3. Let \( N \) be an \( m \)-dimensional invariant submanifold of a statistical warped product manifold of type \( \mathbb{R} \times M(\bar{\tau}) \). Then the following inequality holds for each unit vector \( E \in T_\varphi N, \varphi \in N \):

\[
Ric^N,\xi^*(E) \geq 2\text{Ric}^0(E) - \frac{m^2}{8} (\|\xi\|^2 + \|\xi^*\|^2) - \left( \left( \frac{\tau}{4f^2} - \frac{(\bar{\xi})^2}{f^2} \right)(m-1) + \frac{3\tau}{4f^2} \right)
\]

\[
+ \left( \frac{\tau}{4f^2} - \frac{(\bar{\xi})^2}{f^2} + \frac{\bar{\xi}'^2}{f} \right)(2 - m)g^2(E, T) - \|T\|^2.
\]

In addition, the equality holds in this inequality if and only if

\[
(4.12) \quad h(E, E) = \frac{m}{2} \xi(\varphi), \quad \text{and} \quad h(E, F) = 0,
\]

\[
(4.13) \quad h^*(E, E) = \frac{m}{2} \xi^*(\varphi), \quad \text{and} \quad h^*(E, F) = 0,
\]

for all \( F \in T_\varphi N^m \) orthogonal to \( E \).

5. Examples

We provide some non-trivial examples of statistical immersions into the statistical warped product manifolds, illustrating the main results stated above.

Example 1. Following [30], we give a non-trivial example satisfying Theorem 4.3.
We consider a statistical manifold \( (M^3, g_{\mathbb{H}^3}, D^{(-1)}, D^{(+1)}) \) of constant statistical sectional curvature \( \bar{\tau} = r^2 - 1, \ r \in \mathbb{R} \) and the translation surface

\[
\left( M^2, g_M \right) = \left( \frac{1}{y^2}((p^2 + 1)dx^2 + dy^2), D^{(-1)}, D^{(+1)} \right), \ p \in \mathbb{R}, \ (x, y) \in \mathbb{R}^2, \ y > 0
\]

which is a statistical submanifold of

\[
\left( \mathbb{H}^3 = \{(u, v, t) \in \mathbb{R}^3|t > 0\}, g_{\mathbb{H}^3} = \frac{1}{t^2}(du^2 + dv^2 + dt^2), D^{(-1)}, D^{(+1)} \right).
\]

Then it is easy to prove that under the following isometric immersion, the second fundamental forms \( h \) and \( h^* \) vanish

\[
f : \left( N = \mathbb{R} \times \cosh(z)M^2, dz^2 + \cosh^2(z)g_M \right) \rightarrow \left( \mathbb{R} \times \cosh(z)\mathbb{H}^3, g = dz^2 + \cosh^2(z)g_{\mathbb{H}^3} \right),
\]

\[
f(z, x, y) = (z, x, ax + by), \ a, b \in \mathbb{R}.
\]

This means that \( N \) is a totally geodesic submanifold of \( \mathbb{R} \times \cosh(z)\mathbb{H}^3 \) with respect to the induced Levi-Civita connection.

Example 2. In [26], some non-trivial examples are discussed for statistical warped product manifolds. For this reason, we use Example 4.9 of [26] to give a non-trivial example satisfying the equality of Theorems 4.1. First we consider the standard statistical warped product manifold

\[
M = \mathbb{R} \times \cosh(\lambda t)\mathbb{H}^{m+p-1}(\tau) = \{t, y^1, \ldots, y^{m+p-1} \in \mathbb{R}^{m+p}|y^{m+p-1} > 0\},
\]

where

\[
\bar{\tau} = \kappa(r^2 - 1), \ \lambda, r \in \mathbb{R}, \ \kappa > 0, \ m \geq 2, \ p \geq 1.
\]

For constants \( (a^1, \ldots, a^p) \in \mathbb{R}^p \), we have the submanifold \( N \) of \( M \) as

\[
N = \{(a^1, \ldots, a^p, x^1, \ldots, x^m) \in M(x^1, \ldots, x^m) \in \mathbb{R}^{m-1} \times \mathbb{R}^+\}.
\]
The second fundamental forms with respect to dual connections are given by
\[ h(e_i, e_j) = h^*(e_i, e_j) = -\delta_{ij} \lambda \tanh(\lambda a^1) \tilde{e}_1, \]

where
\[ \{ e_i = \sqrt{\kappa x^m \cosh^{-1}(\lambda a^1)} \frac{\partial}{\partial y^{i+p-1}} | i = 1, \ldots, m \} \]

and
\[ \{ \tilde{e}_1 = \frac{\partial}{\partial t}, \tilde{e}_k = \sqrt{\kappa x^m \cosh^{-1}(\lambda a^1)} \frac{\partial}{\partial y^{k-1}} | k = 2, \ldots, p \} \]

are the adopted orthonormal frames. Thus, \( N \) satisfies the equality condition of Theorem 4.1 at each point if and only if either \( m \geq 3 \) and \( \lambda a^1 = 0 \) or \( m = 2 \).

6. Conclusions and Remarks

As we know that the curvature invariants are widely used in the field of differential geometry and in physics also. The Ricci curvature is the essential term in the Einstein field equations, which plays a key role in general relativity. It is immensely studied in differential geometry which gives a way of measuring the degree to which the geometry determined by a given Riemannian metric might differ from the ordinary Euclidean \( n \)-space. Ricci curvature measures the amount by which the volume of a small geodesic ball deviates from the volume of a ball in Euclidean space, small geodesic balls will have no volume deviation, but their shape may vary from the shape of the standard ball in Euclidean space. Since it is essential to be able to control the extrinsic quantities relative to intrinsic ones. In modern Riemannian geometry, obtaining elementary relationships between extrinsic and intrinsic curvature invariants is a fundamental problem. For example, the lower bounds on the Ricci tensor on a Riemannian manifold enable one to find global geometric and topological information by comparison with the geometry of a constant curvature space form. In this paper, we have proved various optimal inequalities involving basic curvature invariants for statistical submanifold of a statistical warped product manifold of type \( \mathbb{R} \times_{f} \mathbb{M}^{7} \) and also discussed the equality case of the obtained inequalities. By carefully analyzing the nature of the terms in the main inequalities proved above, it is easy to deduce that the simplest intrinsic curvature invariant has an upper bound expressed in terms of some basic extrinsic curvature invariants. Finally, we have used examples from [26, 30] to show that the equality cases of the main inequalities can be attained. For further research, it would be interesting to obtain new or similar kind of inequalities for various statistical submersions (see [27, 29, 34]).
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