Quantum chaos in a weakly-coupled field theory with nonlocality
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1 Introduction

Since it was proposed by Kitaev that out-of-time-order correlation functions (OTOCs) are a useful measure of the butterfly effect [1], OTOCs and quantum chaos in general have become an important aspect of AdS/CFT and holography [2–6]. Inspired by the work of Douglas Stanford, we consider a non-commutative extension of his matrix model, and along the same vein, a vector model [7]. For a selection of recent work on the topic of chaos and holography, see [8–15]. The most important property of OTOCs (for the purpose of chaos) is that these correlators exhibit a regime of exponential growth in time, from which we can identify a Lyapunov exponent.

In this work, we extend existing studies of OTOCs to non-commutative field theories. These are examples of non-local field theories, and are obtained from the more familiar field theories such as $\lambda \phi^4$ by replacing the usual multiplication of fields by the so-called Moyal product. For a selection of work on non-commutative field theory and holography, see [16, 17]. Specifically, we will consider two examples of non-commutative field theories: a vector $O(N)$ model, and a theory with hermitian matrices; in both cases, we will compute the Lyapunov exponent in the t’Hooft limit.
The action of the non-commutative vector $O(N)$ model is:

\[
S_{\text{vector}} = \int d^4x \left( \frac{1}{2} \partial_\mu \phi_i \ast \partial^\mu \phi_i - \frac{1}{2} m^2 \phi_i \ast \phi_i - \frac{\lambda_1}{4N} \phi_i \ast \phi_i \ast \phi_j \ast \phi_j - \frac{\lambda_2}{4N} \phi_i \ast \phi_j \ast \phi_i \ast \phi_j \right) \tag{1.1}
\]

where the $\phi_i$'s are real scalar fields, and the $\ast$-product (also known as the Moyal product) is defined by

\[
(f \ast g)(x) = E(x,y) f(x)g(y)|_{x=y} \tag{1.2}
\]

where

\[
E(x,y) = e^{i2\Theta_{\mu\nu} \partial x^\mu \partial y^\nu} \]

and $\Theta_{\mu\nu}$ an anti-symmetric matrix that characterizes the non-commutativity. Even though the Moyal product between two functions is in general a complex quantity, one can check that the action above is real. To see this, first note that, after an integration by parts, the free-field part of the action above can be checked to be insensitive to the value of $\Theta$. Therefore it is the same as the commutative free-field theory. As for the interaction terms, it can be seen that $\phi \ast \phi(x)$ is real for any real-valued function $\phi$, from which it follows that both interaction terms above are real.\footnote{To see that $\phi \ast \phi(x)$ is real, we can expand the exponential in the definition of the Moyal product, and argue that the terms containing an odd number of $\Theta_{\mu\nu}$ vanish by symmetry/antisymmetry of the indices. Alternatively, we can use the fact that $(f \ast g)^* = g^* \ast f^*$ for any two complex-valued functions $f$ and $g$. In other words, complex conjugation is an antilinear antiautomorphism.}

It follows that the actions will then generate Hermitian Hamiltonians which should lead to unitary time evolution. In fact, this theory is not proven to be unitary, however as evidenced by, \cite{26} (where unitarity was proven perturbatively for a single scalar field), we believe there to be strong evidence of unitarity. A more rigorous treatment will be left to further work in the literature.

The action of the hermitian matrix model is:

\[
S_{\text{matrix}} = \int d^4x \left[ \frac{1}{2} \text{Tr}(\partial_\mu \Phi \partial^\mu \Phi) - \frac{1}{2} m^2 \text{Tr}(\Phi^2) - \frac{\lambda_1}{4N} \Phi^a_b \ast \Phi^b_c \ast \Phi^c_d \ast \Phi^d_a - \frac{\lambda_2}{4N} \Phi^a_b \ast \Phi^b_c \ast \Phi^c_d \ast \Phi^d_a \right] \tag{1.3}
\]

In the above action, $\Phi_{ab}$ is a hermitian matrix, and the last two terms can be shown to be real as in the vector model.

The Lyapunov exponent will be extracted from the following “commutator-squared” OTOC in the vector case:

\[
C_{\text{vector}}(T) \equiv -\frac{1}{N^2} \int d^3x \ \text{Tr}(\rho(\phi_i(T,x), \phi_j(t_0,0))\rho(\phi_i(T,x), \phi_j(t_0,0))) \tag{1.4}
\]

where $\rho = \frac{1}{Z} e^{-\beta H}$ is the thermal density matrix. The above can also be written as the following thermal expectation value:

\[
C_{\text{vector}}(T) \equiv -\frac{1}{N^2} \int d^3x \ \langle [\phi_i(T-i\beta/2, x), \phi_j(t_0-i\beta/2, 0)][\phi_i(T,x), \phi_j(t_0,0)] \rangle_\beta \tag{1.5}
\]

From the second form of $C(T)$, we see in particular that the four operators are equally spaced around the thermal circle.
The matrix model’s Lyapunov exponent will be extracted from a similar OTOC given by [7],

\[ C_{\text{matrix}}(T) \equiv \frac{1}{N^4} \sum_{a b a' b'} \int d^3x \ \text{Tr} \left( \sqrt{\rho} [\Phi_{ab}(t,x), \Phi_{a'b'}] \sqrt{\rho} [\Phi_{ab}(t,x), \Phi_{a'b'}]^\dagger \right) \quad (1.6) \]

Our main motivation is to see how the Lyapunov exponent is affected when we turn on a Moyal scale, i.e. the scale characterizing the non-commutativity or non-locality of the field theory. Naively, we expect that non-locality enhances chaos, so the Lyapunov exponent should increase with the Moyal scale. Roughly speaking, the non-commutativity couples degrees of freedom which are not only nearest neighbors but also next-to-nearest neighbors, next-to-next-to-nearest neighbors, etc., which would reasonably allow one to believe that chaos is enhanced since each interaction involves more degrees of freedom. Similar results have been found in [9, 11]. However, what we find is that in the limit of large Moyal scale, keeping all the other parameters fixed, the Lyapunov exponent’s dependence on the various parameters of the theory does not change.

On a technical level, we follow the methodology of [7], where the Lyapunov exponent of a weakly-coupled matrix theory was derived using the Schwinger-Keldysh formalism [18].

The rest of the paper is organized as follows. In section 2, we review the Schwinger-Keldysh formalism as a means to compute OTOCs, and also review a few basic facts about non-commutative field theories. In section 3, we compute the Lyapunov exponent in the vector model case. In section 4, we compute the Lyapunov exponent in the matrix case. In section 5, we discuss the implications of our findings and conclude. We explain a few technical points in the appendices.

2 A few preliminaries

In this section, we explain the Feynman rules for the computation of a “commutator-squared” OTOC with non-commutativity. For simplicity, in this section we will suppress the group index of the scalar field, and think about non-commutative \( \lambda \phi^4 \) theory with a single scalar field. The \( O(N) \) group structure does not play an important role in this section.

2.1 Vertex factor

First, let’s just consider the computation of an ordinary time-ordered correlation function of a non-commutative theory. As derived in [19], the only modification to the Feynman rules due to non-commutativity is in the form of a phase factor associated to each interaction vertex. To derive that factor, first consider the Moyal product of four scalar fields:

\[ \phi \ast \phi \ast \phi \ast \phi(x) = E(x, y)E(x, z)E(y, z)E(y, w)E(y, w)E(z, w)\phi(x)\phi(y)\phi(z)\phi(w)|_{x=y=z=w}. \quad (2.1) \]

In momentum space, the interaction part of the action then takes the form:

\[ S_{\text{int}} = (2\pi)^4 \int \frac{d^4k_1}{(2\pi)^4} \int \frac{d^4k_2}{(2\pi)^4} \int \frac{d^4k_3}{(2\pi)^4} \int \frac{d^4k_4}{(2\pi)^4} \delta(k_1 + k_2 + k_3 + k_4)V(k_1, k_2, k_3, k_4) \times \phi_{k_1} \phi_{k_2} \phi_{k_3} \phi_{k_4} \quad (2.2) \]
where we define

$$V(k_1, \ldots, k_n) \equiv e^{-i \sum_{i<j} \Theta \cdot k_i \cdot k_j}$$

(2.3)

where $\Theta \cdot k_i \cdot k_j \equiv \Theta^{\mu \nu} k_{i, \mu} k_{j, \nu}$. The above is the vertex factor of [19]. Graphically speaking, we have the Feynman rule

![Feynman diagram]

It can be shown that $V$ is invariant under a cyclic permutation of the four momenta $k_1, \ldots, k_4$. Thus, we have to keep track of the cyclic ordering of the momenta around each vertex in a given Feynman diagram. As a result, planar contractions are in general not equivalent to non-planar contractions, because no cyclic permutation takes a planar contraction to a non-planar one.

### 2.2 Schwinger-Keldysh formalism

Next, we review how to use the Schwinger-Keldysh formalism to compute the following OTOC (without commutators):

$$\tilde{C}(T) \equiv -\langle \phi(T-i\beta/2)\phi(t_0-i\beta/2)\phi(T)\phi(t_0) \rangle_\beta$$

(2.4)

for the non-commutative $\lambda\phi^4$ theory. To ease notation, we have suppressed the spatial locations of the four operators.

The first step is to express the Heisenberg operators above in terms of interaction-picture operators $\phi^I$, by the relation $\phi(t) = S^I(t,t_0)\phi^I(t)S(t,t_0)$, with $S(t,t_0) \equiv e^{iH_0(t-t_0)}e^{-iH(t-t_0)}$. For simplicity, we have chosen the reference time at which the Heisenberg picture, interaction picture and Schrodinger picture agree to be the same as the time $t_0$ at which two of the four operators are inserted. We will keep $t_0$ general in this subsection, and set it to 0 afterward.

Also, we can write $e^{-\beta H}$ as $e^{-\beta H_0}S(t_0-i\beta, t_0)$. Then:

$$\tilde{C}(T) = -\frac{1}{Z} \text{Tr} \left[ e^{-\beta H_0}S(t_0-i\beta, T-i\beta/2)\phi^I(T-i\beta/2)S(T-i\beta/2, t_0-i\beta/2) \phi^I(t_0-i\beta/2, T)\phi^I(T)S(T, t_0)\phi^I(t_0) \right]$$

(2.5)
Figure 1. Schwinger-Keldysh contour for $\tilde{C}(T)$ for the special case $t_0 = 0$.

It is useful to visualize the four interaction-picture operators as inserted at four locations along a contour in the complex-time plane, as depicted in figure 1 below. We will refer to this contour as the Schwinger-Keldysh (SK) contour. We note that the two timefolds are separated by half the thermal circle — this is the usual setup in the literature on OTOCs, although less symmetrical choices of the Schwinger-Keldysh contour have also been studied [12, 13]. Throughout this paper, we stick to the standard “symmetrical” Schwinger-Keldysh contour drawn in figure 1.

The usefulness of the SK contour comes from the fact that the operators appearing on the right-hand side of (2.5) are contour-ordered. Indeed, the four $\phi^I$’s appear in (2.5) in the same order in which they appear along the contour. Furthermore, each of the $S$-operators is itself given by a Dyson series, which is also contour-ordered. So, we can rewrite (2.5) in the form:

$$\tilde{C}(T) = -\frac{1}{Z} \text{Tr} \left[ e^{-\beta H_0 T} \left( e^{-i \int_c dc H_{\text{int}}(c)} \phi^I(T - i \beta/2) \phi^I(t_0 - i \beta/2) \phi^I(T) \phi^I(t_0) \right) \right]$$  (2.6)

where $T_C$ is contour-ordering, $c$ is the time which elapses along the contour, and $H_{\text{int}}$ is the interaction Hamiltonian written in the interaction picture. On the right-hand side of (2.6), we now note that what we have is a free-field-theory thermal expectation value. Therefore, the form (2.6) is suitable for doing perturbation theory using the standard techniques of Wick’s theorem and Feynman diagrams.

Next, we move on to discuss the commutator-squared OTOC:

$$\hat{C}(T) \equiv -\langle [\phi(T - i \beta/2), \phi(t_0 - i \beta/2)] [\phi(T), \phi(t_0)] \rangle_\beta$$  (2.7)

After expanding both commutators, we see that $\hat{C}$ is a sum of four terms. Now, let’s consider the following 1-loop contraction’s contribution to $\hat{C}(T)$:

For each of the 4 terms making up $\hat{C}$, the interaction vertex in the diagram above can be on either the upper or lower half of the upper time-fold. Hence, the 4 terms can be split into 8 terms, as depicted in figure 2 below.
Figure 2. The eight configurations of the commutator-squared OTOC. The four black dots represent the interaction vertex.

By adding up all 8 configurations, we can check that all four horizontal propagators in the diagram above are replaced by a retarded propagator (as opposed to a Wightman function).

3 The Lyapunov exponent: the vector case

The Lyapunov exponent $\lambda_L$ comes from the late-time rate of growth of the $N^0$ term in $C(t)$. As explained in [7], to find $\lambda_L$ at leading order in the couplings, we proceed order by order in the coupling constants, and keep only the diagram which grows fastest in time at each order. Those diagrams turn out to be ladder diagrams, with the 1-rung diagram growing as $\lambda^2 t$, the 2-rung diagram growing as $(\lambda^2 t)^2$, etc. Then $C(\omega)$ is the sum of ladder diagrams. In particular, cross-ladder diagrams or double-ladder diagrams will be ignored, as in [7]. The cross-ladders can be expected to give rise to subleading time dependences at late time, and the double-ladders give rise to exponential growth with a prefactor which is higher order in $1/N$ (See appendix A). We will also ignore the integral of the interaction vertex along the vertical segments of the S-K contour, again like in [7], because such contributions only modify the thermal state without affecting the late-time growth.

As a quick aside, we comment on the phase structure of this theory for the purpose of determining if our perturbation theory is setup around a stable vacuum. The phase structure of $O(N)$ vector models was studied in [20] where it was found that the disordered phase has a critical point at $m^2 < 0$. We will strictly be working with $m^2 > 0$, so expanding around the free field theory should be sufficient.
Defining \( f(\omega, p) \) by:

\[
C(\omega) = \frac{1}{N} \int \frac{d^4p}{(2\pi)^4} f(\omega, p)
\]

(3.1)

Then \( f(\omega, p) \) is given by the following sum of ladders:

\[
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{ladder.png}
\end{array}
\]

where frequency \( \omega \) flows into each diagram at the left corner. Also, as drawn above, the 1-rung diagram splits into the sum over several rung shapes (2 of which are drawn explicitly above), and similarly for the higher-rung diagrams.

By noting that an infinite ladder remains the same if we add one more rung to it, we arrive at the relation:

\[
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{infinite_ladder.png}
\end{array}
\]

which amounts to an integral equation in \( f(\omega, p) \):

\[
f(\omega, p) = -G_R(p)G_R(\omega - p) \left[ 1 + \int \frac{d^4k}{(2\pi)^4} R_{\text{total}}(p,k) f(\omega, k) \right]
\]

(3.3)

where \( R_{\text{total}} \) is the total rung function, or the sum over all rung shapes. We can drop the inhomogeneous term, because we do not expect it to affect the late-time behavior:

\[
f(\omega, p) = -G_R(p)G_R(\omega - p) \int \frac{d^4k}{(2\pi)^4} R_{\text{total}}(p,k) f(\omega, k)
\]

(3.4)

As explained in [7], the product of the retarded correlators on the right-hand side above can be replaced by:

\[
G_R(p)G_R(\omega - p) \rightarrow -\frac{\pi i}{2E_p^2} \frac{\delta(p^0 - E_p) + \delta(p^0 + E_p)}{\omega + 2i\Gamma_{\text{total},p}}
\]

(3.5)

where \( \Gamma_{\text{total},p} \) is the total width, which comes from the imaginary part of the self-energy correction to the propagator (the real part is a momentum-dependent mass shift and should not affect the Lyapunov exponent at leading order in the t’Hooft coupling). The integral equation then becomes:

\[
(-i\omega + 2\Gamma_p)f(\omega, p) = \frac{\pi}{E_p} \delta(p^0 - E_p^2) \int \frac{d^4k}{(2\pi)^4} R_{\text{total}}(p,k) f(\omega, k)
\]

(3.6)

From the delta functions in the pairs of retarded propagators, we see that \( f(\omega, p) \) only has support on shell, so we write \( f(\omega, p) = f(\omega, p)\delta(p^0 - E_p^2) \), and the integral equation above becomes:

\[
-\omega f(\omega, p) = -2\Gamma_p f(\omega, p) + \int \frac{d^4k}{(2\pi)^4} m(k,p) f(\omega, k)
\]

(3.7)
with
\[ m(k, p) = \frac{R_{total}(-E_p, p; E_k, k) + R_{total}(E_p, p; E_k, k)}{4E_kE_p} \] (3.8)

We now describe in details the different contributions to the total rung function \( R_{total} \). It turns out that there are 7 different inequivalent shapes of the rung:
\[ R_{total}(p, k) = \sum_{i=1}^{7} R_i(p, k) \] (3.9)
as listed in table 1, which shows the vertex factor for each of the 7 classes of diagram where no components of \( \Theta \) have been set to zero for completeness. For each of the 7 classes of diagrams in that table, we have chosen to draw only one representative diagram belonging to the class, and we elaborate more on the remaining diagrams in the class in appendix B. Even though we have kept \( \Theta^{0i} \neq 0 \) in table 1, everywhere else in the main body of this paper, \( \Theta^{0i} \), will be set to 0 so that there is no non-commutativity in the temporal direction.

In table 1, \( \ell \) is momentum running down one of the two Wightman functions making up the rung. To obtain the \( R_i \)'s, we first write down the integral over \( \ell \),
\[ \int \frac{d^4\ell}{(2\pi)^4} \tilde{G}(p/2 + \ell)\tilde{G}(p/2 - \ell). \]
We then multiply the integrand by the vertex factor, the prefactor and the number of diagrams per class, as listed in table 1. We note that, when we set \( \Theta^{0i} = 0 \), the 6th rung shape in the table is equivalent to the first one, so the total number of inequivalent rung shapes in that case is 6. We also note that, when the vertex factor is trivial, instead of working with \( R_i \) as a function of 2 arguments, we can work with the difference between those two arguments and define \( R_i \) to be a function of a single argument (the overall sign of that difference of the two arguments does not matter, because \( \tilde{G} \) is even).

We also describes in details the various contributions to the total width \( \Gamma_{total,p} \). The width comes from melon diagrams, and there are 6 inequivalent ones:
\[ \Gamma_{total,p} = \sum_{i=1}^{6} \Gamma_{i,p} \] (3.10)
We list in table 2 below the 6 types of melon diagrams, including the vertex factor and prefactor (which includes the dependence on the couplings as well as any combinatoric factor) for each diagram.

Solving the integral equation (3.7) is quite nontrivial, even numerically. Therefore, we will content ourselves with solving it in two limiting cases: the commutative case (where \( \Theta^{\mu\nu} = 0 \)), and the large \( \Theta^{\mu\nu} \) case.

3.1 The commutative case
Let’s compute the total rung function in the commutative case. All the vertex factors in table 1 simplify to 1 in this case. Also, the two couplings become the same, so we can set \( \lambda_1 = \lambda_2 \equiv \lambda \). Summing up all the rows of table 1 then yields:
\[ R_{total}(p) = \frac{24\lambda^2}{N} \int \frac{d^4l}{(2\pi)^4} \tilde{G}\left(\frac{p}{2} + l\right)\tilde{G}\left(\frac{p}{2} - l\right) \] (3.11)
Continuing \( i \omega \), and the 2-loop self-energy takes the form,

\[
\Pi(l) = \sum_{s=\pm 1} \frac{\pi \delta(k^0 - sE_k)}{2E_k \sinh(\beta E_k/2)},
\]

(3.12)

the total rung function becomes,

\[
R_{\text{total}}(p) = \frac{3\lambda^2}{8\pi^2 N} \int d^4l \frac{\delta(|p^0| - E_- - E_+)}{E_+ E_- \sinh(\beta E_+/2) \sinh(\beta E_-/2)}.
\]

(3.13)

where \( E_{\pm} = E_{\frac{p}{2} \pm l} \). The integral is then easiest to evaluate if we change integration variables from Cartesian components of \( l \) to \( E_{\pm} \). We note that \( E_{\pm} \) are functions of the component of \( l \) parallel to \( p \), and the magnitude of the perpendicular part of \( l \) to \( p \) (but not of the azimuthal angle around \( p \)). Also, the domain of integration in the \((E_+, E_-)\) plane can be found by mapping from the \( l \)-plane, and is found to be the region satisfying the inequality,

\[
E_+^2 + E_-^2 \geq 2m^2 + \frac{|p|^2}{2} + \frac{1}{2|p|^2}(E_+^2 - E_-^2)^2.
\]

(3.14)

In addition, the support of the delta functions in (3.13) will be straight lines in the \((E_+, E_-)\) plane. By working out the intersections between those lines and the region described by the inequality above, we can evaluate the integral in (3.13), and find,

\[
R_{\text{total}}(p) = \frac{3\lambda^2}{\pi \beta N} \frac{1}{|p| \sinh(\beta |p^0|/2)} \left[ \theta(-p^2 - 4m^2) \log \frac{\sinh x_+}{\sinh x_-} + \theta(p^2) \log \frac{1 - e^{-2x_+}}{1 - e^{-2x_-}} \right],
\]

(3.15)

with

\[
x_{\pm} = \frac{\beta}{4} \left(|p^0| \pm |p| \sqrt{1 + \frac{4m^2}{p^2 - (p^0)^2}}\right).
\]

(3.16)

Next, we need the total width. Again, all the vertex factors in table 2 simplify to 1. Setting \( \lambda_1 = \lambda_2 \), and adding up the rows in table 2, we find the 2-loop self-energy (in Euclidean signature) to be:

\[
\Pi(i\omega_n) = -\frac{8\lambda^2}{N} \int_0^\infty d\tau e^{i\omega_n \tau} G(\tau)^3
\]

(3.17)

In terms of the spectral function \( \rho \), the Euclidean correlator is,

\[
G(\tau) = \int \frac{dk^0}{2\pi} \frac{\rho(k^0) e^{-k^0 \tau}}{1 - e^{-\beta k^0}},
\]

(3.18)

and the 2-loop self-energy takes the form,

\[
\Pi(i\omega_n) = \frac{8\lambda^2}{N} \int \Pi_3 \left[ \frac{dk^0_j}{2\pi} \frac{\rho(k^0_j)}{1 - e^{-\beta k^0_j}} \right] \frac{1 - e^{-(k^0_1 + k^0_2 + k^0_3)\beta}}{i\omega_n - (k^0_1 + k^0_2 + k^0_3)}.
\]

(3.19)

Continuing \( i\omega_n \rightarrow p^0 + i\epsilon \), and taking the imaginary part:

\[
-\text{Im}[\Pi(p^0 + i\epsilon, p)] = \frac{8\lambda^2}{N} \sinh \left( \frac{\beta p^0}{2} \int \Pi_3 \left[ \frac{d^4k_j}{(2\pi)^4} \frac{\rho(k_j)}{2 \sinh(\beta k^0_j/2)} \right] (2\pi)^4 \delta^4(p - k_1 - k_2 - k_3) \right.
\]

\[
= \frac{8\lambda^2}{N} \sinh \left( \frac{\beta p^0}{2} \int \frac{d^4k_1}{(2\pi)^4} \int \frac{d^4k_2}{(2\pi)^4} \tilde{G}(k_1) \tilde{G}(k_2) \tilde{G}(p - k_1 - k_2). \right.
\]

(3.20)
In the second equality, we used a relation between the Wightman and spectral density functions given by,
\[
\tilde{G}(k) = \frac{\rho(k)}{2 \sinh(\beta k^0/2)}.
\] (3.21)

The width is related to the imaginary part of the self-energy correction by \( \Gamma_{\text{total},p} = -\Im(E_p + i\epsilon, p)/2E_p \). We then find that the total width can be written in terms of the total rung function by,
\[
\Gamma_{\text{total},p} = \frac{\sinh(\beta E_p/2)}{6E_p} \int \frac{d^4k}{(2\pi)^4} R_{\text{total}}(p - k) \tilde{G}(k)|_{\rho=0} = \frac{1}{6} \int \frac{d^3k}{(2\pi)^3} \frac{\sinh(\beta E_p/2)}{\sinh(\beta E_k/2)} m(k, p),
\] (3.22)

where we used the explicit form of \( \tilde{G} \) in the second equality.

The integral equation can then be brought to the form,
\[
- i\omega f(\omega, p) = \int \frac{d^3k}{(2\pi)^3} m(k, p) \left( f(\omega, k) - \frac{\sinh(\beta E_p/2)}{3 \sinh(\beta E_k/2)} f(\omega, p) \right).
\] (3.23)

This equation has the form of a first order differential equation in real time, \( \frac{df}{dt} = Mf \), where \( M \) is the integral operator on the right hand side [7]. The largest positive eigenvalue of the operator \( M \) characterizes the exponential growth of the OTOC in question. To compute these eigenvalues numerically, we first note that in the commutative case, we have spherical symmetry, so that \( f \) depends on \( p \) only through its norm \( |p| \). Also, \( m(k, p) \) depends on the two vectors in the arguments through their norms and \( y \equiv |k - p| \). We can also change integration variables to \( |k| \) and \( y \) (note that the integrand is independent of the azimuthal angle around \( p \)). The integral equation then takes the form,
\[
- i\omega f(\omega, |p|) = \int_0^\infty d|k| m_1(|k|, |p|) \left( f(\omega, |k|) - \frac{\sinh(\beta E_p/2)}{3 \sinh(\beta E_k/2)} f(\omega, |p|) \right),
\] (3.24)

with
\[
m_1(|k|, |p|) \equiv 2\pi \frac{|k|}{|p|} \int_{|k|-|p|}^{||k|+|p||} y dy m(|k|, |p|, y).
\] (3.25)

The right-hand side of (3.24) can then be discretized. The function \( m_1 \) becomes a matrix, with its two arguments thought of as the two indices of the matrix. We can then diagonalize that matrix and look for the largest positive eigenvalue, which is the Lyapunov exponent \( \lambda_L \). Also, for numerical purposes, it is convenient to perform one more change of variable so that the semi-infinite integration range over \( |k| \) is compactified into the interval \([0, 1]\).

In the end, we find the Lyapunov exponent to be:
\[
\lambda^C_L = 0.0123 \frac{\lambda^C}{\beta^2 mN}
\] (3.26)
3.2 The large Moyal-scale case

In the limit where the Moyal area is larger than any other scale, most of the vertex factors of ladder diagrams become highly oscillatory as a function of \( l \). Because the integral of such a highly oscillatory function tends to zero, ladder diagrams with \( l \)-dependent vertex factors can be ignored. Furthermore, the fifth ladder in table 1 has an \( l \)-independent vertex factor, so it does not tend to zero. However, the additional integration in the integral equation will send this ladder to 0. In this way, we see that only the first and sixth ladder diagrams (i.e. the ones with a trivial vertex factors) contribute in this limit. Thus, the total rung function is,

\[
R_{\text{total}}(p) = \frac{3}{N} \left( \frac{1}{2} \lambda_1^2 + \lambda_2^2 \right) \int \frac{d^4l}{(2\pi)^4} \hat{G} \left( \frac{p}{2} + l \right) \hat{G} \left( \frac{p}{2} - l \right). \tag{3.27}
\]

The integral over \( l \) can be evaluated in the same way as the commutative limit.

Similarly, most of the melon diagrams’ vertex factors tend to zero due to the same highly oscillatory behavior. Only the planar melon contributes in the large Moyal scale limit. The 2-loop self-energy is then,

\[
\Pi(i\omega_n) = -\frac{1}{N} \left( \frac{1}{2} \lambda_1^2 + \lambda_2^2 \right) \int_0^{\infty} d\tau \ e^{i\omega_n \tau} G^3(\tau). \tag{3.28}
\]

The total width can still be expressed in terms of the total rung function by the same relation as in the commutative case,

\[
\Gamma_{\text{total}, p} = \frac{1}{6} \int \frac{d^3k}{(2\pi)^3} \frac{\sinh (\beta E_p / 2)}{\sinh (\beta E_k / 2)} m(k, p), \tag{3.29}
\]

with \( m \) still given by

\[
m(k, p) = \frac{R_{\text{total}}(-E_p, p; E_k, k) + R_{\text{total}}(E_p, p; E_k, k)}{4E_k E_p}. \tag{3.30}
\]

The integral equation takes the same form as in the commutative case,

\[
-i\omega f(\omega, p) = \int \frac{d^3k}{(2\pi)^3} m(k, p) \left( f(\omega, k) - \frac{\sinh (\beta E_p / 2)}{3 \sinh (\beta E_k / 2)} f(\omega, p) \right), \tag{3.31}
\]

but there are minor differences: first, the overall factor in \( m(k, p) \), which encodes the dependence on the couplings, as well as combinatoric factors, differs between the commutative limit and the large non-commutativity limit. Secondly, in the large non-commutativity limit, we do not have spherical symmetry, and we cannot take \( f(\omega, p) \) to be a function of \( |p| \) only. We can, however, choose \( \Theta^{12} = -\Theta^{21} = \Theta \) to be the only non-vanishing component of \( \Theta^{\mu\nu} \). We then have axisymmetry around an axis perpendicular to the 1-2 plane where we can work in cylindrical coordinates \((\rho, \phi, z)\).

Now, \( f \) depends on \( p \) through the components \( p^\rho \) and \( p^z \), but not \( p^\phi \). The idea is then to think about the two arguments \((p^z, p^\rho)\) of \( f \) as a “super-index” which plays the role of the norm \( |p| \) in the spherically symmetric case considered in the previous subsection. The right-hand side of the integral equation (3.31) then takes the form of matrix multiplication.
between some matrix $m_1$ and $f$. This is just like in the spherically symmetric case, but
with each index of the matrix $m_1$ now taken to be the super-index $(p^z, p^\rho)$. Furthermore,
$m_1$ is itself an integral over the azimuthal component $p^\phi$ (just like the $m_1$ in (3.31) is an
integral over $y$).

We can then perform a change of variables to compactify the integration domain,
discretize the integral equation and find the Lyapunov spectrum. In the end, we find for
the Lyapunov exponent,

$$\lambda_L (\Theta \to \infty) = 0.00244 \left( \frac{\lambda_1^2 + 2 \lambda_2^2}{3 \beta^2 m N} \right)$$

(3.32)

There is some question about what is being kept fixed when we compare Lyapunov
exponents between theories with different $\Theta$. In the analysis above, we have chosen to keep
the couplings $\lambda_1$ and $\lambda_2$ fixed. Of course there are other choices we could make, such as
keeping the decay rate of the two-point function fixed. However, we do not see a preferred
choice of what is kept fixed, and we do not expect this choice to have a significant impact
on the Lyapunov exponent’s numerical value.

Unlike in the matrix case (as we will see later), the Lyapunov exponent is $1/N$-suppressed in the vector model, so that in the strict large-$N$ limit, the system is no longer chaotic. This is to be expected and probably known to readers familiar with the field. As
an aside, we note that the vector model becomes weakly coupled at large $N$, unlike the
matrix model. One way to see this is by noting that the anomalous dimension of conserved
currents in the vector model is $1/N$-suppressed [21]. This fact was also noted in [22] for
the vector model at a quantum critical point.

3.3 A closer look at the highly oscillatory rung functions

In this subsection, we take a closer look at the claim that the nonplanar rung functions
drop out at large $\Theta$. We will check this claim for the second rung function $R_2$ listed in
table 1, with the other rung functions being similarly treated.

We have,

$$R_2(p) = \frac{1}{64 \pi^2} \int d^3l \ e^{i l \times p} \frac{\delta(|p|^0 - E_+ - E_-) + 2\delta(|p|^0 + E_+ - E_-)}{E_+ E_- \sinh \left( \frac{\beta E_+}{2} \right) \sinh \left( \frac{\beta E_-}{2} \right)},$$

(3.33)

with $E_\pm = E_{\bf z}^{\pm 1}$. We distinguish two cases for the vector $p$: the generic case, where
the vertex factor $e^{i l \times p}$ is nontrivial, and the nongeneric case where $\Theta \cdot p$ vanishes, and
the vertex factor goes to unity. For a nongeneric value of $p$, $R_2(p)$ is independent of $\Theta$.
However, this case can be neglected since the integral equation contains an integral over
$p$, and the nongeneric values of $p$ form a set of measure zero, and hence do not contribute
to the integral. An exception to this case would be if $R_2(p)$ were to become singular at
those nongeneric values of $p$. If $R_2$ became singular, then those particular values would
need to be treated carefully, however $R_2(p)$ simply reduces to the planar rung function at
the nongeneric $p$ in question (up to an overall factor). Hence, there are no singular cases
to treat individually.
We can now orient the vector \( \mathbf{p} \) along the 3-axis, and transform the measure of integration from \((l^1, l^2, l^3)\) to \((E_+, E_-, \phi)\) (where \( \phi \) is the angle ranging from 0 to \(2\pi\) running around the vector \( \mathbf{p} \)). The rung function then becomes,

\[
R_2(p) = \frac{1}{64\pi^2|\mathbf{p}|} \int dE_+ dE_- \frac{\delta(|p^0| - E_+ - E_-) + 2\delta(|p^0| + E_+ - E_-)}{\sinh \left( \frac{\beta E_+}{2} \right) \sinh \left( \frac{\beta E_-}{2} \right)} \int_0^{2\pi} d\phi e^{i\lambda \mathbf{p}},
\]

where the integration domain in the \((E_+, E_-)\) plane is the same as for the planar rung function; i.e. the region satisfying the inequality,

\[
E_+^2 + E_-^2 \geq 2m^2 + \frac{|\mathbf{p}|^2}{2} + \frac{1}{2|\mathbf{p}|^2}(E_+^2 - E_-^2)^2.
\]

The \( \phi \)-integral can be evaluated in terms of Bessel functions. We can use the delta functions to perform the \( E_+ \)-integral. Breaking the rung function into the sum of two parts,

\[
R_2(p) = I_1 + I_2,
\]

where,

\[
I_1 = \frac{1}{32\pi|\mathbf{p}|} \theta(-p^2 - 4m^2) \int_{x_-}^{x_+} dE_- \frac{J_0 [l_\perp (|p^0| - E_+ - E_-)|\Theta \cdot \mathbf{p}|]}{\sinh \left( \frac{\beta E_-}{2} \right) \sinh \left( \frac{\beta E_+}{2} \right)},
\]

and \( l_\perp (E_+, E_-) \) being the magnitude of the part of \( \mathbf{l} \) perpendicular to \( \mathbf{k} \), written as a function of \( E_+ \) and \( E_- \). Explicitly,

\[
l_\perp (E_+, E_-) = \sqrt{\frac{E_+^2 + E_-^2}{2} - m^2 - \frac{|\mathbf{p}|^2}{4} - \frac{(E_+^2 - E_-^2)^2}{4|\mathbf{p}|^2}}.
\]

At large \( \Theta \), we can approximate the Bessel function by its asymptotic form, and obtain,

\[
I_1 = \theta(-p^2 - 4m^2) \sqrt{\frac{\tau}{\pi}} \Re \left[ \frac{e^{-i\pi/4}}{32\pi|\mathbf{p}|} \times \right.
\]

\[
\times \int_{x_-}^{x_+} dE_- \frac{1}{|\Theta \cdot \mathbf{p}|l_\perp (E_+, E_-)} e^{i|\Theta \cdot \mathbf{p}|l_\perp (E_+, E_-)} \left. \right]_{E_+ = |p^0| - E_-}
\]

\[
I_2 = \theta(p^2) \sqrt{\frac{\tau}{\pi}} \Re \left[ \frac{e^{-i\pi/4}}{16\pi|\mathbf{p}|} \times \right.
\]

\[
\times \int_{x_+}^{\infty} dE_- \frac{1}{|\Theta \cdot \mathbf{p}|l_\perp (E_+, E_-)} e^{i|\Theta \cdot \mathbf{p}|l_\perp (E_+, E_-)} \left. \right]_{E_+ = E_- - |p^0|}
\]

\[
(3.34)
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\[
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Figure 3. Left: the quartic vertex $\Phi_a^b \star \Phi_c^d \star \Phi_d^c \star \Phi_a^b$ in the double-line notation. Right: the “mixed-up” matrix multiplication $\Phi_a^b \star \Phi_c^d \star \Phi_a^b \star \Phi_c^d$ in the double-line notation.

It is quite easy to see that the expressions above vanish when $\Theta \to \infty$. If needed, we can use the stationary phase approximation to do the integrals above at large $\Theta$. We would then need to look for the extrema of the function $l_\perp(|p^0| - E_-, E_-)$ in the phase of the exponential. This function has one critical point at $E_- = \frac{|p^0|}{2}$, which lies between the two limits of integration of $I_1$, but outside of the integration range of $I_2$.

4 The Lyapunov exponent: the matrix case

We now move on to discuss the Lyapunov exponent for the non-commutative matrix model. For the purposes of $N$-counting, it is convenient to draw diagrams using double-line notation [19]. The two interaction vertices, $\Phi_a^b \star \Phi_c^d \star \Phi_d^c \star \Phi_a^b$ and $\Phi_a^b \star \Phi_c^d \star \Phi_a^b \star \Phi_c^d$, correspond to two different drawings in the double-line notation, as shown in figure 3 below.

As in the vector case, we’ll need to work out the combinatoric prefactors and vertex factors of each ladder diagram and melon diagram drawn in tables 1 and 2. The vertex factors will be the same as for the vector case, and only the combinatoric prefactors (which include the dependence on the couplings $\lambda_1$ and $\lambda_2$) will be different. As in the vector case, we will only be interested in the large $\Theta$ limit, so it will be enough to find the prefactors for those diagrams which survive in this limit. Among the ladder diagrams, the surviving ones are those in the first class and the next-to-last one listed in table 1 (i.e. the planar diagram, the “4-hump” diagram, and the “2-hump” diagram). Among the melon diagrams, only the planar one (the first in table 2) survives the large $\Theta$ limit.

Let’s now count the number of Wick contractions which are leading order in $1/N$ for each of the 4 surviving diagrams mentioned above. For the planar ladder diagram, we have 3 possibilities:

1. Both interaction vertices are $\Phi_a^b \star \Phi_c^d \star \Phi_d^c \star \Phi_a^b$ (so they both look like the left vertex in figure 3).
2. Both are $\Phi_a^b \star \Phi_c^d \star \Phi_a^b \star \Phi_c^d$ (so they both look like the right vertex in figure 3).
3. One of them is $\Phi_a^b \star \Phi_c^d \star \Phi_d^c \star \Phi_a^b$ and the other one is $\Phi_a^b \star \Phi_c^d \star \Phi_a^b \star \Phi_c^d$.

The first possibility gives rise to 16 leading-order Wick contractions (where 16 = 4 x 4 comes from the freedom to rotate each of the double-line vertices in the plane of the diagram). The second possibility gives rise to 4 leading-order contractions (as mentioned in figure 4). These are the four double-line diagrams which are reflection symmetric between the two rails of the ladders. The third possibility gives rise to no leading-order contractions.
Figure 4. Top: the three diagrams on top arise from the standard vertex shown in figure 3. Each of these diagrams has a counterpart, but with the standard vertex switched with the mixed up vertex. Bottom: a representative diagram from the mixed up vertex diagrams is shown. This is the 1-hump mixed up vertex diagram. There are four leading order in $N$ diagrams like this one, and the same goes for the standard and 4-hump diagrams.

The next two types of diagrams, the “4-hump” and “2-hump” diagrams, can be analyzed in a manner completely analogous to the planar diagram, and in fact the combinatorics for combinations of interaction terms in the list above are exactly the same. Hence, the combinatoric prefactor associated with the ladder diagrams’ total rung function is given by,

$$
\frac{316}{42} \times \frac{2}{2} \lambda_1^2 + \frac{3}{4} \times \frac{2}{4} \times \frac{2}{2} \lambda_2^2 = 3 \lambda_1^2 + \frac{3}{4} \lambda_2^2.
$$

(4.1)

The first term in the sum comes from the diagrams where both interaction vertices are $\Phi_a^a \times \Phi_b^b \times \Phi_c^c \times \Phi_d^d$, while the second term in the sum comes from the diagrams where both interaction vertices are $\Phi_a^a \times \Phi_b^b \times \Phi_b^b \times \Phi_d^d$. Focusing on the first term: the 3 is due to there being three types of diagrams which contribute at leading order; the 16 comes from the 16 leading order Wick contractions; the 2 in the numerator is from the freedom to interchange the two vertices; the $4^2$ comes from the interaction coupling, $\lambda_1/4$, at second order; and finally the 2 in the denominator comes from the 1/2 in the Dyson series expansion. Now turning our attention to the second term: the 3 is due to there being three types of diagrams which contribute at leading order; the 4 comes from the 4 leading order Wick contractions; the 2 in the numerator is from the freedom to interchange the two vertices; the $4^2$ comes from the interaction coupling, $\lambda_2/4$, at second order; and finally the 2 in the denominator comes from the 1/2 in the Dyson series expansion. This can be compared to the combinatoric factor of 12 found in [7] where the theory was commutative.
We are now in a position to write down the equivalent of (3.27) for the non-commutative matrix model at large $\Theta$. It is given by

$$ R_{\text{matrix}}(p) = 3 \left( \lambda_1^2 + \frac{1}{4} \lambda_2^2 \right) \int \frac{d^4 l}{(2\pi)^4} \tilde{G}(\frac{p}{2} + l) \tilde{G}\left(\frac{p}{2} - l\right). \quad (4.2) $$

We can now compute the combinatoric factor of the melon diagram that contributes to the two loop width (imaginary part of the self-energy). As with the ladder diagrams, there are three possible combinations of interaction vertices. Using the same list as above, scenario 1 provides 16 leading order Wick contractions from the freedom to rotate each of the double-line vertices. Scenario 2 gives rise to 4 leading order Wick contractions while scenario 3 has no leading order Wick contractions in $\Theta$. Hence the total combinatoric factor is

$$ \frac{16 \times 2}{4^2 \times 2} \lambda_1^2 + \frac{4 \times 2}{4^2 \times 2} \lambda_2^2 = \lambda_1^2 + \frac{1}{4} \lambda_2^2. \quad (4.3) $$

This yields a self-energy and width of (after following the same procedures as given in section 3.1),

$$ \Pi(i\omega_n) = - \left( \lambda_1^2 + \frac{1}{4} \lambda_2^2 \right) \int_0^\infty d\tau e^{i\omega_n \tau} G(\tau)^3 \quad (4.4) $$

$$ \Gamma_p = \frac{1}{6} \int \frac{d^3 k}{(2\pi)^3} \frac{\sinh(\beta E_p/2)}{\sinh(\beta E_k/2)} m(k, p) \quad (4.5) $$

where $m$ is defined in (3.30). Since $\Gamma_p$ remains unchanged, the structure of the integral equation in (3.31) is unchanged as well. The numerics follow through exactly, hence the Lyapunov exponent for the non-commutative matrix model in the large $\Theta$ limit is,

$$ \lambda_{\text{matrix}}^L = 0.0019 \frac{4\lambda_1^2 + \lambda_2^2}{5\beta^2 m}. \quad (4.6) $$

Compared with the Lyapunov exponent found in [7] for a commutative matrix model, the non-commutative matrix model’s Lyapunov exponent, at large $\Theta$, is smaller by a factor of $5/16$ (when the comparison is done with $\lambda_1 = \lambda_2$).

5 Discussion and conclusion

In this section, we discuss a few salient features of our computation and their implications, and conclude by mentioning some future directions.

The large-$\Theta$ limit doesn’t change $\lambda_L$ significantly. We found that — for both the vector case and the matrix case — $\lambda_L$ in the large $\Theta$ limit is of the same order of magnitude, although somewhat smaller, than in the commutative limit. This is counter-intuitive, since one might naively expect noncommutativity and nonlocality to enhance chaos.

The finding above suggests that there is still a fair amount of locality which persists in the theory even at large $\Theta$. That such locality remains in the theory at large $\Theta$ can be seen by analyzing the free energy at 2-loop level. The free energy receives contributions
from the planar figure-8 vacuum diagram and the non-planar figure-8 vacuum diagram (see appendix C). In the large $\Theta$ limit, the non-planar figure-8 vacuum diagram vanishes, leaving us with the planar diagram and a slightly smaller combinatoric factor. This means that the free energy still scales with the temperature $T$ as $T^4$, a behavior consistent with a local hot gas in 3+1 dimensions.

As mentioned above, we might have expected that because of the UV-IR connection, the Lyapunov exponent would have been affected. However, as noted by Stanford [7], the Lyapunov exponent goes like $1/m$, which means it is IR-sensitive. Note that in the limit of zero mass, there is still an infrared cutoff present proportional to $\sqrt{\lambda} T$. In other words, the Lyapunov exponent’s largest contribution comes from low momentum modes.

The key point is that these low-momentum modes behave like quasi-local excitations. This is because the quanta in a non-commutative field theory can be thought of as dipoles moving in a magnetic field, with the transversal size of the dipole proportional to its momentum [23] — a property of the theory known as the UV/IR connection. It follows that low-momentum modes also have small transversal size, and hence their non-locality is negligible. Perhaps this is the reason why the Lyapunov exponent is relatively insensitive to varying $\Theta$.

**Comparison with holography.** In holography, the $\Theta$-dependence of the Lyapunov exponent has been studied in [9], where it was found that the Lyapunov exponent is independent of $\Theta$. The holographic case is similar to the matrix case considered in our paper, since all the fields in $N=4$ super Yang-Mills are in the adjoint representation. An important distinction is that the holographic case only has the analog of the coupling $\text{Tr}(\Phi^\ast \Phi \ast \Phi \ast \Phi)$, and does not have the “mixed-up matrix multiplication coupling.”

For these reasons, it is reasonable to expect that the Lyapunov exponent is independent of $\Theta$ at leading order in $1/N$. To see this, we first note that the only rung shapes which contribute to leading order in $1/N$ are the planar rung, the “4-hump” rung, and the “2-hump” rung (the first two are in the first diagram class of table 1, the third one is the sixth diagram class of table 1). These rung shapes are precisely the ones that are independent of $\Theta$! Hence, the sum of ladder diagrams, and consequently the Lyapunov exponent, is independent of $\Theta$, which is in agreement with the findings of [9].

**The relative factor of 3.** In all the four cases, the commutative vector model, the non-commutative vector model at large $\Theta$, the commutative matrix model, and the non-commutative matrix model at large $\Theta$, the integral equation has a relative factor of 3 between the two terms on the right-hand side,

$$ -i\omega f(\omega, p) = \int \frac{d^3 k}{(2\pi)^3} m(k, p) \left[ f(\omega, k) - \frac{\sinh (\beta E_p/2)}{3 \sinh (\beta E_k/2)} f(\omega, p) \right]. $$

(5.1)

As noted in [7], the integral equation has the form of a Boltzmann equation, and the relative factor of 3 can be interpreted as meaning that each collision involving an infected particle results in the loss of one and the creation of three particles. So, if that relative factor were smaller (larger) than 3, the system would be less (more) chaotic. The fact
that this relative factor is universal between the cases considered means that the physics is roughly the same.

**Exact Θ analysis.** In the large Θ case, we have not included in our analysis subleading contributions coming from highly oscillatory diagrams. It would be interesting to explore such contributions in future work. Even though they are subleading contributions, they may contain interesting information. For example, at the level of the free energy of the field theory, such subleading contributions have been argued to look like lower-dimensional systems [24, 25].
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### A Double ladders

Here we will outline the arguments which allow the double ladders to be dropped from the perturbation expansion in the vector model. This series of diagrams is shown below along with the standard single ladder series.

The progression of $N$ scaling in these diagrams goes like $N^0, 1/N, 1/N^2, \ldots$. However, if we look at the progression of $N$ scalings in the single ladder case, we have, $N, N^0, 1/N, \ldots$. Hence, the overall growth of the OTOC will be dominated by the single ladders. More concretely,

\[ C_{\text{single}} \sim \frac{1}{N} e^{\lambda t/N} \quad \text{(A.1)} \]
\[ C_{\text{double}} \sim \frac{1}{N^2} e^{\lambda_D t/N} \quad \text{(A.2)} \]

It seems likely that the exponential growth of the double-ladders is the same as the one computed in this paper for the single-ladders, because the same rungs are involved. It
should be noted that if, in fact $\lambda_S < \lambda_D$, then the argument for dropping the double ladders would fail since the double ladders would then dominate in the late $t$ limit. We conjecture that $\lambda_D$ is at most equal to $\lambda_S$, however, this deserves a more careful study.

B Diagram classes

Table 1 makes reference to the number of diagrams in a particular class — here we will explain exactly what those classes are. In particular, a diagram class is described by its vertex factor, and hence all diagrams with the same vertex factor can be grouped into one class.

**Class 1.** The first class includes two diagrams that we call the standard diagram, and the 4-hump diagram. The standard diagram is the one shown in the table. The 4-hump diagram is given by

![Standard Diagram](image)

**Class 2.** The second class is similar to the first class in that there is one twisted standard diagram and one twisted 4-hump diagram. The twisted 4-hump diagram is similar to the 4-hump diagram pictured above, however its loop lines are crossed like the diagram shown in the table.

![Twisted 4-Hump Diagram](image)

**Class 3.** The third class contains a total of eight diagrams. Four of these are similar to the 1-hump diagram shown in the table except that the hump crosses over different external legs for a total of four 1-hump diagrams. There are also four permutations of the so-called 3-hump diagram shown below.

![3-Hump Diagram](image)

**Classes 4 and 5.** The fourth and fifth classes of diagrams contains two heart diagrams and two twisted heart diagrams, respectively. They are similar to the ones shown in the table except that the two humps are on the bottom.

**Classes 6 and 7.** These are self explanatory since there is only one diagram in each class, and no other diagrams can give these vertices.
C Free energy in $\phi^4$ theory

Here we will compute the two-loop correction to the free energy in non-commutative $\lambda\phi^4$ theory in the large $\Theta$ limit. We will see how the non-planar contributions vanish in this limit, and the end result is to modify the planar contributions so that the combinatoric factor is distinct from the commutative case.

The first non-trivial correction to the free energy appears at order $\lambda$, and is given diagrammatically by the two loop diagrams,

![Diagram](C.1)

The planar diagram on the left is given by,

$$
-\frac{\lambda T^2}{2} \sum_{n=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\left(\frac{4\pi^2 n^2}{\beta^2} + p^2 + m^2 \right) \left(\frac{4\pi^2 l^2}{\beta^2} + k^2 + m^2 \right)},
$$

while the non-planar diagram on the right is given by,

$$
-\frac{\lambda T^2}{4} \sum_{n=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \int \frac{d^3p}{(2\pi)^3} \int \frac{d^3k}{(2\pi)^3} e^{i\Theta \cdot p \cdot k} \left(\frac{4\pi^2 n^2}{\beta^2} + p^2 + m^2 \right) \left(\frac{4\pi^2 l^2}{\beta^2} + k^2 + m^2 \right).
$$

Now, focusing on the second diagram, and setting $\Theta_{12} = -\Theta_{21} = \Theta$, with all other components 0, we find after doing the $k$ integral [24],

$$
-\frac{\lambda T^2}{4} \sum_{n,k} \int \frac{d^3p}{(2\pi)^3} \left(\frac{4\pi^2 n^2}{\beta^2} + p^2 \right) \left(\frac{4\pi^2 l^2}{\beta^2} + k^2 \right) \frac{1}{\left(4\pi^2 \left(\frac{\Theta \cdot p^2}{\beta^2} + |\Theta \cdot p|^2 \right) + \Lambda^{-2}\right)}.
$$

where $|\Theta \cdot p| = \Theta \sqrt{p_1^2 + p_2^2}$, and $\Lambda$ is a UV cutoff. The mass is being neglected here since we are still working in the $\beta m \ll 1$ limit. Now performing the sums over $n$ and $l$, we find,

$$
-\frac{\lambda T^2}{4} \int \frac{d^3p}{(2\pi)^3} \frac{1 + 2n_\beta (|p|)}{2|p|} \frac{1 + 2n_{1/\beta} (2\pi |\Theta \cdot p|)}{4\pi |\Theta \cdot p|},
$$

where $n_\beta(x) = \frac{1}{e^{\beta x} - 1}$ is a Bose distribution at temperature $T = 1/\beta$.

It is easy to see that in the large $\Theta$ limit, the entire expression goes like $\sim 1/\Theta$, and hence vanishes. Thus, the only contribution to the free energy at order $\lambda$ comes from the planar diagram (C.2). This is exactly the same as the commutative case except that the factor in front of the integral is $3\lambda T^2/4$ in the commutative case.

So we see again that in the large $\Theta$ limit, the only diagrams that survive are the same as the commutative case with the exception that the combinatoric factors are decreased by some factor.
The column, Diagrams/Class, indicates how many diagrams have the same vertex factor and prefactor as show in the third and fourth columns. Hence, the overall prefactor should be the product of columns two and three.

**Table 1.** Ladder diagrams.
| Diagram Class | Prefactor | Vertex Factor |
|---------------|-----------|--------------|
|               | $\frac{1}{2} \lambda_1^2 + \lambda_2^2$ | 1 |
|               | $\frac{1}{2} \lambda_1^2 + \lambda_2^2$ | $e^{-\frac{i}{2} \Theta (2pp' + 2pp'' + 2p''p')}$ |
|               | $\frac{1}{2} \lambda_1^2 + \lambda_1 \lambda_2$ | $e^{-\frac{i}{2} \Theta (2p'p')}$ |
|               | $\frac{1}{2} \lambda_1^2 + \lambda_1 \lambda_2$ | $e^{-\frac{i}{2} \Theta (2p'p'')}$ |
|               | $\frac{1}{2} \lambda_1^2 + \lambda_1 \lambda_2$ | $e^{-\frac{i}{2} \Theta (2p'p)}$ |
|               | $\frac{1}{2} \lambda_1^2 + \lambda_1 \lambda_2$ | $e^{-\frac{i}{2} \Theta (2pp')}$ |

The prefactor column indicates the coupling and combinatoric factors for each diagram.

Table 2. 2-loop melon diagrams.
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