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Abstract

Exploiting known semantic relationships between fine-grained tasks is critical to the success of recent model agnostic approaches. These approaches often rely on meta-optimization to make a model robust to systematic task or domain shifts. However, in practice, the performance of these methods can suffer, when there are no coherent semantic relationships between the tasks (or domains). We present Invenio, a structured meta-learning algorithm to infer semantic similarities between a given set of tasks and to provide insights into the complexity of transferring knowledge between different tasks. In contrast to existing techniques such as Task2Vec and Taskonomy, which measure similarities between pre-trained models, our approach employs a novel self-supervised learning strategy to discover these relationships in the training loop and at the same time utilizes them to update task-specific models in the meta-update step. Using challenging task and domain databases, under few-shot learning settings, we show that Invenio can discover intricate dependencies between tasks or domains, and can provide significant gains over existing approaches in terms of generalization performance. The learned semantic structure between tasks/domains from Invenio is interpretable and can be used to construct meaningful priors for tasks or domains.

1. Introduction

The success of deep learning in a wide-variety of AI applications can be partly attributed to its ability to be re-purposed for novel tasks or operating environments. This is particularly crucial in data-hungry scenarios, e.g. few shot learning, where datasets or models from related tasks can be effectively leveraged to solve the task at hand. Though transfer learning methods have been proposed for applications including computer vision [21], language processing [4, 20] and medical image analysis [8], even the more sophisticated approaches (based on deep neural networks) are often found to be brittle when applied in scenarios characterized by challenging domain and task shifts. Consequently, it is imperative to qualify the degree of similarity between the training and testing scenarios (domain or task), in order to assess if a model can be effectively re-purposed. This naturally calls for approaches that can reason about the semantic space of tasks (or domains), and to quantify how difficult it is to transfer from a scenario to another. In this spirit, Achille et al. [2] recently proposed an information-theoretic framework for characterizing the complexity of tasks through the information from parameters of a deep neural network, and designed an asymmetric distance function between tasks that was showed to be strongly correlated to the ease of transfer learning based on model fine-tuning.

A similar distance function was utilized by Task2Vec [1] to produce embeddings that describe the semantic space of tasks. More specifically, this distance is computed based on Fisher information from parameters of trained networks for different tasks, and hence this implicitly assumes access to sufficient training data. As a result, it is not suitable for comparing tasks in few-shot learning scenarios.

In this paper, we represent both tasks and domains by few-shot datasets of input images and discrete output labels, and our goal is to infer hidden relationships between tasks or domains. We present Invenio, a scalable model agnostic (meta learning) approach, that can effectively infer the semantic structure of the space of tasks (or domains) and at the same time leverage the inferred relationships to perform task-specific model optimization. In other words, instead of explicitly performing model fine-tuning between two similar tasks, Invenio identifies the structure that is maximally beneficial for transfer learning between the entire set of tasks or domains.

Proposed Work. The recent class of meta-optimization approaches for few-shot domain/task generalization [5, 10] attempt to learn a single model on a set of observed tasks, which is assumed to be only a few gradient descent steps
away from good task-specific models. Their success hinges on the assumption that the observed set of tasks or domains are realizations from a common distribution. However, in practice, the degree of similarity between tasks or domains are unknown a priori, and hence the assumption of finding a single base learner could be restrictive. In contrast, Invenio makes a general assumption that there exists an inherent semantic space of tasks/domains, wherein information from each subset of related tasks (or domains) can be used to make a task-specific learner effective. To this end, we develop a structured meta-learning algorithm (Figure 1) that infers semantic similarities between different tasks (or domains), while also obtaining generalizable base learners. More specifically, our approach allows each task (or equivalently domain) to use separate model parameters while enabling information sharing between related tasks, and trains them for generalization using gradient-through-gradient style optimization. A crucial outcome from the proposed approach is a structured semantic space of tasks/domains which can be utilized to build powerful task/domain priors.

Our contributions can be summarized as follows:

- Unfolding the inherent semantic structure for tasks/domains in few-shot learning settings, which can be used for designing effective priors.
- A structured meta learning algorithm for leveraging the similarities to build highly generalizable models.
- Empirical studies with custom task and domain databases to show the effectiveness of Invenio to identify meaningful relationships which can be used to enable improved generalization.

2. Problem Setup

In this paper, we consider systematic task and domain shifts in image classification, and explore the use of a model agnostic approach for inferring semantic similarities between them using few-shot datasets. We begin by describing the overall setup and assumptions.

We represent each task or domain as a few-shot dataset with input images and output space of labels. We denote the set of $K$ labeled datasets corresponding to a set of tasks (or domains) as $\mathcal{T}_i := \{X_i, Y_i\}, i = 1, \cdots, K$. Each domain $D_i$ is also defined similarly using a finite dataset. We consider a few-shot setting, wherein each dataset is comprised of $n_i$ labeled examples (they are not assumed to be equal), and we assume that there is access to observed data from all tasks (or domains). In existing approaches for task and domain generalization, each task (or domain) is assumed to be a realization from a common unknown distribution, $\mathcal{T}_i \in \mathcal{P}(\mathcal{T})$ (or $D_i \in \mathcal{P}(\mathcal{D})$), and they are expected to be related to each other for guaranteed success. However, this assumption is highly restrictive and often times the relationships between tasks or domains are not known a priori.

Hence, we develop a structured meta learning technique that infers the relationships between tasks/domains and simultaneously leverages this information to produce task/domain-specific models with improved performance.
**Domain Design.** Domain shifts correspond to variations in the data statistics that can render a trained model ineffective [22], particularly when we do not have access to data that is representative of the testing scenario. In this case, we assume that the $K$ datasets correspond to solving the same task, i.e. the same input and output label spaces, but are characterized by differences in the marginal feature distribution $P(X_i)$ with identical conditional distributions $P(Y_i|X_i)$. Example domains that we consider in our experiments include a variety of image transformations such as scaling, color transformations, rotation etc.

**Task Design.** In this case, we assume each dataset corresponds to a binary classification problem of detecting the presence of a specific object, while the negative class is heterogeneous (contains images from multiple classes). However, we assume that there are no inherent domain shifts and the marginal feature distributions $P(X_i)$ are identical.

### 3. Background

#### Handling Task/Domain Shifts:

Broadly, approaches for dealing with domain shifts can be categorized into domain adaptation [7, 15, 16] and domain generalization [10] techniques. While the former adapts a pre-trained model using unlabeled or sparsely labeled target domain data, the latter is aimed at designing a model that can work well even in unseen target domains. When data from multiple domains are available at train time, one can utilize multi-domain learning methods [22], which attempt to extract domain-agnostic feature representations with the hope that these common factors can persist even with unseen test domains. More recently, model agnostic approaches that rely on meta-optimization (learning to learn) [3] to improve the generalization of a base learner have gained a surge in interest. On the other hand, combating task shifts requires controlled knowledge transfer from a pre-trained model that was trained on a task related to the target task. When compared to conventional multi-task learning methods [14], model agnostic meta-learning [5] have been found to be effective for few-shot learning scenarios.

#### Model Agnostic Task/Domain Generalization:

Following [10, 5], we will now derive a generic model agnostic approach that applies to both task and domain generalization, which forms the core of Invenio. Though we develop the formulation for tasks $\{T_i\}$, it is directly applicable to the case of domains as well. In order to enable the generalization of a unified model $F$ with parameters $\Theta$ to all observed tasks, we first split the set of tasks into $K^\uparrow$ meta-train and $K^\downarrow = K - K^\uparrow$ meta-test tasks, $S^\uparrow$ and $S^\downarrow$ respectively.

Given the prediction $\hat{y}$ for a sample $x$ from task $T \in S^\uparrow$, we can use the task-specific loss function $\ell(y, \hat{y})$ to measure its fidelity. A typical meta-optimization strategy consists of two steps referred as meta-train and meta-test steps. In the meta-train step, the model parameters $\Theta$ are updated using the aggregated losses from the $K^\uparrow$ meta-train tasks:

$$
\mathcal{L}(\Theta) = \frac{1}{K^\uparrow} \sum_{i=1}^{K^\uparrow} \frac{1}{n_i} \sum_{(x,y) \in (X_i,Y_i)} \ell(y, F(x; \Theta)).
$$

(1)

This loss function is parameterized using $\Theta$ and hence the gradients are calculated with respect to this loss function, $\nabla_\Theta \mathcal{L}(\Theta)$.

$$
\hat{\Theta} = \Theta - \alpha \nabla_\Theta \mathcal{L}(\Theta),
$$

(2)

where $\alpha$ denotes the step size. In the meta-test step, the estimated parameters are evaluated on the $K^\downarrow$ meta-test tasks to virtually measure the generalization performance. Consequently, the aggregated loss function obtained using the updated parameters on the test tasks can be written as:

$$
\mathcal{G}(\hat{\Theta}) = \frac{1}{K^\downarrow} \sum_{j=K^\uparrow+1}^{K} \frac{1}{n_j} \sum_{(x,y) \in (X_j,Y_j)} \ell(y, F(x; \hat{\Theta})).
$$

(3)

Our goal is to update the parameters $\Theta$ such that it can be effective for both meta-train and meta-test tasks. Hence, the overall objective is:

$$
\arg \min_{\Theta} \mathcal{L}(\Theta) + \beta \mathcal{G}(\Theta - \alpha \nabla_\Theta \mathcal{L}(\Theta)).
$$

(4)

To intuitively understand this objective, we follow the analysis in [10] and perform first-order Taylor expansion on the second term to obtain

$$
\mathcal{G}(\Theta - \alpha \nabla_\Theta \mathcal{L}(\Theta)) = \mathcal{G}(\Theta) - \alpha \nabla_\Theta \mathcal{L}(\Theta).\nabla_\Theta \mathcal{G}(\Theta),
$$

where the expansion is carried out around $\Theta$. Intuitively, the meta-optimization process amounts to minimizing the losses on training tasks while maximizing the dot product between the gradients from train and test tasks.

### 4. Proposed Approach

In this section, we present the proposed approach for inferring the semantic space of tasks or domains using only few-shot datasets. Without loss of generality, we set up the formulation for the task case, though it is applicable to domains as well. In contrast to existing meta-optimization approaches [5], we express the learner for each task $T_i$ as a task-specific transformation $F_i$ described using parameters $\Theta_i$, which maps input images from that task to its output label space $Y_i$. Consequently, for a sample from the task $T_i$, i.e., $x \in X_i$, the prediction can be obtained as: $\hat{y} = F_i(x; \Theta_i)$. In our setup, we implement all these learners as deep networks (e.g convolutional networks). As described earlier, our formulation follows classical multi-task learning, where all datasets are assumed to be drawn from
the same data distribution (no covariate shifts) and they differ only through task shifts [19]. Further, we assume that each task solves a binary classification problem, e.g. detecting the presence of a certain object in images.

We now describe our approach that reveals the semantic relationships between tasks, and at the same time exploits this semantic similarity to produce improved generalization for all observed tasks. Though there are fundamental differences in how tasks and domains are defined in our setup (See Section 2, the meta-learning style optimization of Invenio is applicable to both tasks and domains.

Structured Meta-Learning with Task-Specific $\Theta_i$. We follow the notations introduced in Section 3. The parameters for the task-specific transformations $\Theta_i, i = 1, ..., K$ are learned such that each $\mathcal{F}_i$ should generalize to semantically related tasks. We propose a novel structured meta-learning formulation to achieve this objective. During the meta-train step, for each of the train tasks $\mathcal{T}_i$, we compute the loss based on binary cross-entropy (cross-entropy for multi-class classification for domains) as follows:

$$
\mathcal{L}_i(\Theta_i) = \frac{1}{n_i} \sum_{(x,y) \in (X_i,Y_i)} \ell(y, \mathcal{F}_i(x; \Theta_i)).
$$

Here, the subscript for the loss $\mathcal{L}_i$ indicates that the data samples $X_i$ from task $\mathcal{T}_i$ are used for evaluating the loss function with model parameters $\Theta_i$. The parameters $\Theta_i$ are then updated using the gradient update step as:

$$
\hat{\Theta}_i = \Theta_i - \alpha \nabla_{\Theta_i} \mathcal{L}_i(\Theta_i).
$$

In order to ensure that the learned transformation $\mathcal{F}_i$ generalizes to related tasks, we need to first quantify the similarity between a meta-train task $\mathcal{T}_i$ and a meta-test task $\mathcal{T}_j$. More specifically, we measure the similarity between two tasks as the dot product between gradients with respect to the weights $\Theta_i$ relative to the losses evaluated on both the training domain data $X_i$ and test domain data $X_j$ respectively. Mathematically, this is expressed as:

$$
\eta_{ij} = \sum_{\Theta_i, \Theta_j} \nabla_{\Theta_i} \mathcal{L}_i(\Theta_i). \nabla_{\Theta_j} \mathcal{L}_j(\Theta_j).
$$

The summation in the above expression is over all parameters in the set $\Theta_i$, and the gradient estimate $\nabla_{\Theta_i} \mathcal{L}_i(\Theta_i)$ is obtained by summing over all mini-batches. Intuitively, input images from both tasks $\mathcal{T}_i$ and $\mathcal{T}_j$ are processed using the same transformation $\Theta_i$, and we expect the tasks to be related if the gradients for updating the parameters are in a similar direction. This intuition corroborates with existing formulations in [1, 2], where it was shown that the gradients of weights of a neural network relative to a task-specific loss are a meaningful representation of the task itself. Hence the aggregated meta-test loss for updating the parameters $\Theta_i$ can be expressed as

$$
\mathcal{G}(\hat{\Theta}_i) = \sum_{j = K+1}^{K} \eta_{ij} \frac{1}{\eta_{ij}} \sum_{(x,y) \in (X_j,Y_j)} \ell(y, \mathcal{F}_j(x; \hat{\Theta}_i)).
$$

Note, the $\eta_{ij}$ for the set of meta-test tasks $\mathcal{T}_j$ are normalized to sum to 1 for obtaining $\tilde{\eta}_{ij}$. As it can be seen in the above expression, the similarity scores between tasks are used to determine which test tasks that the parameters $\Theta_i$ must generalize to and this naturally induces a semantic structure between the set of input tasks. The overall objective for updating each $\Theta_i$ using the structured meta-optimization can thus be written as,

$$
\min_{\Theta_i} \mathcal{L}_i(\Theta_i) + \beta \mathcal{G}(\Theta_i - \alpha \nabla_{\Theta_i} \mathcal{L}_i(\Theta_i))
$$

As mentioned above, the proposed strategy infers a semantic space of tasks or domains. This evolution of the semantic structure that occurs inherently as a part of our
optimization strategy serves as a powerful tool in terms of its resourcefulness for generalization to new test scenarios, development of new tasks, investigating semantic similarities and unmasking new affiliations. A detailed algorithm of our approach is outlined in Algorithm 1.

5. Experiment: Task Shifts

In order to demonstrate Invenio, we construct a custom task database, study the inferred semantic structure, and perform quantitative evaluation in terms of classification performance across all tasks. Our database is a collection of 400 tasks sampled from four different benchmark image classification datasets, with the underlying assumption that there are no inherent covariate shifts. As described earlier, our focus is on the few-shot learning scenarios and we do not assume prior knowledge of the underlying relationships between the constituent tasks.

Task Database Design. Our task database consists of 400 binary classification tasks sampled from four different datasets namely CUB [18], DeepFashion [12], iMaterialist [6] and iNaturalist [17]. While the positive class in each task corresponds to a specific image class from one of the datasets, the negative class contains images (randomly chosen) from all datasets.

CUB200 [18]: The Caltech-UCSD Birds dataset contains a total of 6000 images from 200 different bird species. We randomly selected 12 categories and included them as 12 different binary classification tasks.

Deep Fashion [12]: This is a large-scale clothes database with diverse images from 50 categories. We used images from 13 randomly selected categories to construct our tasks. iMaterialist [6]: We considered 33 categories from this large-scale fashion dataset to form our tasks. Note that, this curation was performed such that some of the chosen categories overlap with those selected from Deep Fashion.

iNaturalist [17]: This is a large-scale species detection dataset. We sampled 342 categories from broad taxonomical classes such as Mammalia, Reptalia, Aves etc. Note, in the selected set of 342 tasks, 69 tasks correspond to birds from the Aves category, and hence we expect to observe semantic relevance to tasks from the CUB database.

By design, there is partial overlap in tasks between iNaturalist and CUB datasets, and similarly between iMaterialist and DeepFashion, while simultaneously there is a clear disconnect between fashion and species datasets. Such a design enables us to evaluate our approach and reason about the discovered semantic structure between tasks. Each binary classification problem contains a maximum of 100 positive samples (from a specific image class), while another 100 randomly chosen samples from the remaining set of 399 tasks constitute the negative class.

| Test Accuracy | Meta-Test Batch Size |
|---------------|----------------------|
| Median        | 74.57                |
| 25th Quantile | 66.67                |
| 75th Quantile | 81.67                |
| 5             | 75.98                |
| 12            | 69.33                |
| 20            | 84.21                |

Table 1. Effect of meta-test batch size on the classification performance across the entire set of tasks.
wise task similarities between all 400 tasks using (7). Denoting the similarity matrix by $S \in \mathbb{R}^{400 \times 400}$, we perform truncated SVD to obtain low-dimensional embeddings for analysis and visualization of the task relationships. Figure 3(a) illustrates a 2D visualization of the task space, which clearly reveals a separation between the fashion and species datasets. In Figure 2, we show the most similar tasks for each query task (left most in each row) in the embedding space (8D embeddings). We find that the semantics inferred by Invenio matches human knowledge in these examples, and hence can be expected to lead to improved generalization when solved jointly. For example, the Formal Dresses task is found to be semantically similar with other types of dresses, Tees, Cardigans etc., while Eurycea (snake) is in the neighborhood of other reptiles, e.g. Iguana and Varanus. However, we also find somewhat unexpected relationships – Flycatcher and Fistularia Commersonii (fish), or Euphydryas (butterfly) and Populus (plant) due to the occurrence of similar visual patterns though they are semantically unrelated.

**Performance Evaluation:** Our hypothesis is that by leveraging the inferred semantic structure into the learning process, we can improve the quality of the task-specific predictive models. To this end, we evaluate the classification performance of Invenio on a held-out test set for each of the 400 tasks in the database. For comparison, we consider the two popular baselines: (i) Transfer Learning: This is the most commonly adopted strategy for task adaptation. We train a model, with the same architecture as ours on the
complete CIFAR10 dataset [9] and subsequently fine-tune the model using labeled data from each of the tasks independently; and (ii) **Shared Model**: This approach assumes a shared model across all the tasks and employs the model agnostic meta learning (MAML) [5] technique to optimize for the model parameters such that it generalizes to the entire set of tasks. We use the accuracy metric to measure the performance and we report results on the held-out test set for all cases. Note that, the proposed approach can be viewed as a generalization of the **Shared Model** baseline, wherein the task relationships are exploited while updating the task-specific model parameters.

Figure 3(b) compares the classification performance of the different approaches on the entire task database. In particular, we show the median, along with 25th and 75th quantiles, of test accuracies across all tasks. As evidenced from the plot, by exploiting the semantic structure of the space of tasks, the proposed approach significantly outperforms the baseline methods. A fine-grained evaluation of Invenio in comparison to Transfer Learning for each of the tasks can be found in Figure 3(c). A critical parameter of the proposed approach in Algorithm 1 is the meta-test batch size. While utilizing the entire meta-test set \( \mathcal{T}^t \) would allow us to identify the relationships effectively, it is not computationally feasible. Hence, in practice, we use a smaller batch size. From Table 1, we find that, increasing the batch size until from 5 to 12 leads to appreciable improvements, while we observe no significant improvements beyond 20.

While the examples showed in Figure 2 reasonably agree with our understanding of task similarities, we also find cases (see Figure 4) where the relationships are not easily justified. Nevertheless, the inferred structure still provided significant performance gains. For example, for the **Blazers** task, the neighborhood is highly diverse, however Invenio achieves 88% test accuracy compared to 78% with transfer learning. Similarly, images from the **Eumetopias Jubatu** task (sea lion) contains complex visual patterns leading to not-so-interpretable relationships. Surprisingly, this achieves a large performance gain of 24% over transfer learning. These results clearly evidence the importance of considering similarities between tasks to build highly effective predictive models.

6. **Experiment: Domain Shifts**

The model agnostic nature of Invenio allows its use in revealing hidden relationships between datasets that involve complex covariate shifts. To this end, we develop a custom domain database and demonstrate the effectiveness of Invenio in improving the fidelity of the resulting domain-specific classifiers.

**Domain Database Design**: Our domain database is composed 53 different variants of the CIFAR-10 dataset [9], obtained using a broad class of image transformations, while solving the same task of multi-class classification (10 classes). Here is the complete list of domain shifts considered: (i) **Rotation**: 7 variants were generated by rotating the images, where the degree of rotation was varied between 0 to 90; (ii) **Flip**: We generated 2 datasets by applying horizontal and vertical flips to the images. These transformations can be viewed as special cases of Rotation; (iii) **Affine**: We constructed 14 domains by applying different affine transformations to images and this was carried out by varying the settings for scale and shear; (iv) **Color**: 20 different datasets were created by manipulating parameters pertinent to color transformations, namely brightness, saturation, contrast and hue; and (v) **Filter**: We used blurring and Gaussian smoothing techniques to create 10 variants of the base domain. While Gaussian smoothing produces blurring by applying Gaussian function based transformation on image pixels, the Box Blur filter replaces each pixel by the average of its neighboring pixels.

Intuitively, we expect geometric transformations such as **Affine**, **Rotation** and **Flip** to be related among themselves and can benefit by shared feature representations. On the other hand, transformation such as hue, saturation, contrast and brightness are expected be strongly related. Each domain is comprised of 300 randomly chosen samples from each class and the performance evaluation is carried out using a held-out test set for all 53 domains.

**Architecture**: For all the domain specific base learners, we use the same architecture – Conv(3,20,5,1), ReLU, MaxPool, Conv(20,50,5,1), ReLU, MaxPool, Linear(2450,500), ReLU, Linear(500,10), ReLU which follows the same syntax as tasks. Similar to the previous experiment, the learning rates for the meta-train and meta-test phases were set to \(1e^{-4}\) and \(1e^{-3}\) respectively.

**Semantic Space of Domains**: Figure 5(a) provides a 2D visualization of the semantic space obtained by applying truncated SVD on the similarity matrix \(S \in \mathbb{R}^{53 \times 53}\) between the set of domains. As it can be observed, the structure largely aligns with our hypothesis, i.e., the geometric transforms such as, rotation, flip and shear are closely related to each other. An interesting outcome is that the scale transformation does not belong in the same part of the semantic space as the other geometric transformations. We attribute this to the information loss that occurs due to cropping of the zoomed image to remain within the original boundaries.

Similar observations can be made about domains constructed based on color transformations to the original images. It is evident from Figure 5(a) that the datasets generated by manipulating hue, saturation and contrast respectively, are closely related to each other. However, brightness changes manifest as being completely unrelated to other
Figure 5. Evaluating Invenio on the custom domain database - (a) 2D visualization of the inferred semantic structure, (b) Fine-grained evaluation of the domain-specific accuracies in comparison to learning with a shared model.

Figure 6. Example images for each of the domain shifts considered in our setup.

standard color transformations. As illustrated in Figure 6, this may be partly due to the high degree of brightness change that we applied, which caused the shadows/darker regions to mask the crucial features like edges. On the other hand the Contrast transformation makes separation between dark and bright regions more prominent. Finally, the two filtering transformations that we considered are found to carry shared knowledge about the images, since both of them produce low-pass variants of the original images.

Performance Evaluation. Similar to the task shifts case, we evaluate the effect of incorporating the learned semantic relationships into the domain-specific model optimization, in terms of performance on held-out test data. In Figure 5(b), we compare the test accuracies for all 53 domains against the baseline approach where all 53 domains use a shared model. We find that Invenio produces significant performance improvements particularly in the cases of Rotation, Hue and Shear transformations, which actually corresponds to the densest part of the semantic space. This indicates that Invenio is able to perform meaningful data augmentation, thus leading to models with higher fidelity.

7. Conclusions

In this paper, we introduced Invenio, a structured meta learning approach that infers the inherent semantic structure, and provides insights into the complexity of transferring knowledge between different tasks (or domains). Unlike existing approaches such as Task2Vec [1] and Taskonomy [21], which compare tasks by measuring similarities between pre-trained models, Invenio adopts a self-supervised strategy by identifying the semantics inside the training loop. Furthermore, our approach is applicable to few-shot learning settings and can scale effectively to a large number of tasks. Finally, the inferred semantics largely agree with our intuition, and even when they do not, they still help in improving the classification performance over existing transfer learning strategies.

An important outcome of this work is that the insights from Invenio can be utilized to produce powerful task/domain priors, which can in turn be used to sample new tasks, akin to generative models for data. This work belongs to the class of recent approaches that are aimed at abstracting learning objectives in AI systems [13, 11]. Designing effective strategies for sampling from these task priors, and building algorithmic solutions for data augmentation remain part of future work.

References

[1] Alessandro Achille, Michael Lam, Rahul Tewari, Avinash Ravichandran, Subhransu Maji, Charless C. Fowlkes, Stefano Soatto, and Pietro Perona. Task2vec: Task embedding for meta-learning. ArXiv, abs/1902.03545, 2019.
[2] Alessandro Achille, Giovanni Paolini, Glen Mbeng, and Stefano Soatto. The information complexity of learning tasks, their structure and their distance. arXiv preprint arXiv:1904.03292, 2019.
[3] Marcin Andrychowicz, Misha Denil, Sergio Gomez Colmenarejo, Matthew W. Hoffman, David Pfau, Tom Schaul,
and Nando de Freitas. Learning to learn by gradient descent by gradient descent. *ArXiv*, abs/1606.04474, 2016.

[4] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep bidirectional transformers for language understanding. In *NAACL-HLT*, 2019.

[5] Chelsea Finn, Pieter Abbeel, and Sergey Levine. Model-agnostic meta-learning for fast adaptation of deep networks. In *ICML*, 2017.

[6] Sheng Guo, Weilin Huang, Xiao Zhang, Prasanna Srikhanta, Yin Cui, Yuan Li, Serge Belongie, Hartwig Adam, and Matthew Scott. The imaterialist fashion attribute dataset. *arXiv preprint arXiv:1906.05750*, 2019.

[7] Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu, Phillip Isola, Kate Saenko, Alexei A. Efros, and Trevor Darrell. Cyclic: Cycle-consistent adversarial domain adaptation. In *ICML*, 2017.

[8] Naimul Mefraz Khan, Nabila Abraham, Marcia Hon, and Ling Guan. Machine learning on biomedical images: Interactive learning, transfer learning, class imbalance, and beyond. In *2019 IEEE Conference on Multimedia Information Processing and Retrieval (MIPR)*, pages 85–90. IEEE, 2019.

[9] Alex Krizhevsky and Geoff Hinton. Convolutional deep belief networks on cifar-10. *Unpublished manuscript*, 40(7):1–9, 2010.

[10] Da Li, Yongxin Yang, Yi-Zhe Song, and Timothy M. Hospedales. Learning to generalize: Meta-learning for domain generalization. In *AAAI*, 2017.

[11] Shikun Liu, Andrew J Davison, and Edward Johns. Self-supervised generalisation with meta auxiliary learning. *arXiv preprint arXiv:1901.08933*, 2019.

[12] Ziwei Liu, Ping Luo, Shi Qiu, Xiaogang Wang, and Xiaoou Tang. Deepfashion: Powering robust clothes recognition and retrieval with rich annotations. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 1096–1104, 2016.

[13] Smitha Milli, Pieter Abbeel, and Igor Mordatch. Interpretable and pedagogical examples. *arXiv preprint arXiv:1711.00694*, 2017.

[14] Sebastian Ruder. An overview of multi-task learning in deep neural networks. *arXiv preprint arXiv:1706.05098*, 2017.

[15] Rui Shu, Hung Bui, Hirokazu Narui, and Stefano Ermon. A DIRT-t approach to unsupervised domain adaptation. In *International Conference on Learning Representations*, 2018.

[16] Eric Tzeng, Judy Hoffman, Kate Saenko, and Trevor Darrell. Adversarial discriminative domain adaptation. In *Computer Vision and Pattern Recognition (CVPR)*, volume 1, page 4, 2017.

[17] Grant Van Horn, Oisin Mac Aodha, Yang Song, Yin Cui, Chen Sun, Alex Shepard, Hartwig Adam, Pietro Perona, and Serge Belongie. The inaturalist species classification and detection dataset. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 8769–8778, 2018.

[18] Catherine Wah, Steve Branson, Peter Welinder, Pietro Perona, and Serge Belongie. The caltech-ucsd birds-200-2011 dataset. 2011.