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Quantum machine learning has the potential for broad industrial applications, and the development of quantum algorithms for improving the performance of neural networks is of particular interest given the central role they play in machine learning today. In this paper we present quantum algorithms for training and evaluating feedforward neural networks based on the canonical classical feedforward and backpropagation algorithms. Our algorithms rely on an efficient quantum subroutine for approximating the inner products between vectors, and on storing intermediate values in quantum random access memory for fast retrieval at later stages. The running times of our algorithms can be quadratically faster than their classical counterparts, since they depend linearly on the number of neurons in the network, as opposed to the number of edges as in the classical case. This makes our algorithms suited for large-scale, highly-connected networks where the number of edges in the network dominates the classical algorithmic running time.

I. INTRODUCTION

Feedforward neural networks play a key role in machine learning, with applications ranging from computer vision and speech recognition to data compression and recommendation systems. In a supervised learning scenario, a network is trained to recognize a set of labelled data by learning a hierarchy of features that together capture the defining characteristics of each label. Once trained, the network can then be used to recognize unlabelled data.

A natural question is whether quantum algorithms can offer any improvement on the classical algorithms currently used for the training and evaluation of feedforward neural networks. There is some qualitative cause for optimism. Firstly, the standard classical algorithms employed typically make heavy use of linear algebra, for which quantum algorithms may have an advantage in certain cases [1]. Secondly, and perhaps more interestingly, it is desirable for neural networks to be robust to noise and small errors, which can achieved by introducing noise during the training process [23]. In quantum computing, the effect of introduced noise can occur naturally. In this light, neural networks are a natural fit for quantum computing. On the other hand, neural networks are highly sequential, and data is often required to be measured and stored at many intermediate steps, a process which would destroy quantum coherence. Furthermore, classical data must first be encoded in quantum states if they are to be evaluated by a quantum algorithm, and in some cases this state-preparation procedure may be a bottleneck preventing a quantum algorithm from running more quickly than classically.

Quantum supervised learning is a fast growing area of research [10, 14, 15, 18, 22, 27], and quantum generalizations of neural networks have been proposed in the literature for feedforward networks [3, 6, 13, 19, 26], Boltzmann Machines [25, 28] and Hopfield networks [17]. The current work is, to our knowledge, the first proposed quantum algorithms for training and evaluating feedforward neural networks that can offer an advantage over the canonical classical feedforward and backpropagation algorithms.
More precisely, in this work we present quantum algorithms for training and evaluating robust versions of classical feedforward neural networks — which we denote \((\epsilon, \gamma)\)-feedforward neural networks — based on the standard classical algorithms for feedforward and backpropagation [20], and adapted to exploit the strengths and mitigate the downsides of quantum procedures. Firstly, we make use of the fact that quantum computers can compute approximate inner-products of vectors efficiently and we define a robust inner product estimation procedure that outputs such an estimate in a quantum register. Secondly, we address the state-preparation problem for short length vectors by storing them in a particular data-structure [11, 12], the Quantum Random Access Memory (QRAM), so that their elements may be queried in quantum superposition. For the weight matrices which are too big to be stored efficiently in this manner, we reconstruct their corresponding quantum states by superposing histories of shorter length vectors stored in QRAM, and perform a low-rank initialisation.

A consequence of our design choices is that our quantum algorithms have a running time that depends on a term \(\log(1/\gamma)/\epsilon\) where, with probability at least \(1 - \gamma\), we are able to calculate inner-products to within \(\epsilon\) accuracy (either relative or absolute, depending on the situation), and on terms \(R\) and \(R'\) respectively which depend on the values of certain vector norms which appear during the network evaluation and will be explicated in later sections. We give arguments and numerical evidence that indicate that, in practice, these terms may not contribute significantly to the quantum running time. In this case, our first quantum algorithm allows for efficiently training large fully-connected neural networks, where the term \(E\) dominates the running time. Informally, our result can be stated as follows:

**Quantum Training:** [See Theorem 1] There exists a quantum algorithm for training \((\epsilon, \gamma)\)-feedforward neural networks in time \(\tilde{O}\left((TM)^{1.5}N \log(1/\gamma)/\epsilon R\right)\), where \(T\) is the number of update iterations, \(M\) the number of input samples in each mini-batch, \(N\) is the total number of neurons in the network, and \(R\) is a factor that depends on the network and training samples.

Once the neural network is trained it can be used to label new input data. This evaluation is essentially the same as the feedforward algorithm that is used in the training, and we obtain the following result.

**Quantum Evaluation:** [See Theorem 2] There exists a quantum algorithm for evaluating an \((\epsilon, \gamma)\)-feedforward neural network in time \(\tilde{O}\left(NT_U \log(1/\gamma)/\epsilon R'\right)\), where \(T_U\) is the time required to create the quantum states corresponding to the network weights, \(N\) is the total number of neurons in the network, and \(R'\) is a factor that depends on the network and training samples.

For a neural network whose weights are already stored in a QRAM data structure or with weights whose corresponding quantum states are easy to construct, the time \(T_U\) can be polylogarithmic in \(TMN\). For a network with parameters trained via our quantum training algorithm, we store the network weight matrices \(W\) in memory only implicitly, which leads to a time \(T_U\) scaling as \(O(\sqrt{TM})\). In this case the overall running time equates to \(\tilde{O}\left(\sqrt{TMN} \log(1/\gamma)/\epsilon R'\right)\).

In contrast, the classical training algorithm has running time \(O(TME)\) while the evaluation algorithm takes time \(O(E)\), where \(E\) is the total number of edges in the neural network. It is interesting to note that the complexity order reduces from the number of edges (neural connections) classically to the number of vertices (neurons) in the quantum algorithm. This gap can be very large; indeed, an average neuron in the human brain has 7000 synaptic connections to other neurons [5].

**II. ROBUST FEEDFORWARD NEURAL NETWORKS**

Feedforward neural networks are covered by a vast amount of literature (see [8, 16] for good introductory references), and here we simply give a brief summary of the concepts required for the current work. More
precisely, we describe the classical algorithms for feedforward neural networks in more detail, generalized to be made robust to small errors, in anticipation of a quantum approach to their training and evaluation. Specifically, we will consider the case where inner products, such as the one appearing in equation (1) below, are not evaluated exactly but, with high probability $1-\gamma$, can be estimated to within some error tolerance $\epsilon$. We refer to such networks as $(\epsilon, \gamma)$-feedforward neural networks, of which the standard classical feedforward neural network is a special case. Such robust training is similar in spirit to the technique of multiplicative Gaussian noise and dropout \cite{23}, where at every layer of the network noise is either introduced in the calculations, or neurons are probabilistically deactivated. Training in this manner can often improve network performance by both avoiding local minima and preventing over-fitting to the training data. When we turn to the quantum case, the noise comes from the fact that quantum subroutines for calculating inner products are not perfect, but rather output estimates of the true value to within some error tolerance. Our simulation results show that, for reasonable tolerance parameters, this noise similarly does not hurt the network performance.

Let us fix the notation that we will use in the remainder of this paper. For a vector $x \in \mathbb{R}^n$, denote its $\ell_2$ norm by $\|x\|$, and for a matrix $A \in \mathbb{R}^{m \times n}$, let $A_j$ and $A^k$ denote its $j$-th row and $k$-th column respectively, $\|A\|$ its spectral norm and $\|A\|_F$ its Frobenious norm. We denote the Euclidean inner product between vectors $x, y \in \mathbb{R}^n$ by $\langle x, y \rangle$, and denote $\langle x | y \rangle := \frac{x^T y}{\|x\| \|y\|}$.

We consider feedforward neural network consisting of $L$ layers, with the $l$-th layer containing $n_l$ neurons. A weight matrix $W^l \in \mathbb{R}^{n_{l-1} \times n_l}$ is associated between layers $l-1$ and $l$, and a bias vector $b^l \in \mathbb{R}^{n_l}$ is associated to each layer $l$. The total number of neurons is $N = \sum_{l=1}^{L} n_l$ and the total number of edges in the network is $E = \sum_{l=2}^{L} n_{l-1} \cdot n_{l-1}$. For each level $l$, we define $z^l \in \mathbb{R}^{n_l}$ to be the vector of outputs (activations) of the neurons. Given an activation function $f$, the network feedforward rule is given by $z^l_j = f(z^{l-1}_j)$, where

$$z^l_j = \langle W^l_j, a^{l-1} \rangle + b^l_j. \tag{1}$$

Common activation functions are the sigmoid $\sigma(z) = \frac{1}{1+e^{-z}}$ (when neurons take values in $[0, 1]$), the function $\tanh(z) = 2\sigma(2z) - 1$ (when neurons take values in $[-1, 1]$), and the Rectified Linear Unit (ReLU function) $f(x) = \max(0, x)$.

A training set $T = \{(x^1, y^1), (x^2, y^2) \ldots (x^{|T|}, y^{|T|})\}$ for a learning task consists of vectors $x^i \in \mathbb{R}^{n_1}$ and corresponding labels $y^i \in \mathbb{R}^{n_L}$. This set is used, via a training algorithm, to adjust the network weights and biases so as to minimize a chosen cost function $C: \mathbb{R}^{n_L} \rightarrow \mathbb{R}$, which quantifies the network performance. The goal is to obtain parameters such that when the network evaluates a new input which is not part of the training set, it outputs the correct label with a high degree of accuracy.

Broadly speaking, network training proceeds via the following steps:

1. The weights and biases are initialized. Various techniques are used, but a common choice is to set the biases to a small constant, and to draw the weight matrices randomly from a normal distribution according to $W^l_{jk} \sim \mathcal{N}\left(0, \frac{1}{\sqrt{n_{l-1}}} \right)$ \cite{7}.

2. A mini-batch of size $M$ of training pairs are chosen at random from the training set. Each input of the mini-batch is passed through the network and the output compared with its label according to the chosen cost function $C$. By averaging over the mini-batch one can determine an approximation to the gradient of $C$, and hence adapt the parameters to reduce the cost. Note that practitioners of stochastic gradient descent typically employ random shuffling, but this makes little difference in performance, nor does it affect the computational cost of the classical or our quantum algorithms.

3. The previous step is repeated $T$ times, each time with a different mini-batch. For long enough $T$ the hope is that the network parameters converge to values that give good network performance on data outside the training set.
In our analysis, we will make use of vectors and matrices indexed by iteration \( t \), mini-batch \( m \), and network layer \( l \). These indices will appear as superscripts e.g. vectors \( a^{t,m,l} \), matrices \( A^{t,l} \), or its \( j \)-th row \( A_{j}^{t,l} \) and its \( k \)-th column \( (A^{t,l})^k \). In what follows, \( \tilde{O} \) hides polylogarithmic factors in \( NMT \).

### A. The Feedforward algorithm

We begin by describing how the neural network evaluates an input in the forward direction. Assume we are at iteration \( t \in [T] \) of the training and are considering input \( m \in [M] \) of the mini-batch, namely \( x^{t,m} \in \mathbb{R}^{n_{i}} \). The goal is to evaluate and store the vectors \( z^{t,m,l} \) and \( a^{t,m,l} \) at each layer \( l \in [L] \) in the network. To this end we apply a robust version of the standard feedforward algorithm where, during the calculation of the inner product between the vectors \( W^{t,l} \) and \( a^{t,m,l-1} \), an error bounded by \( \epsilon \) (either relative or absolute, depending on whether the inner product is large or small) is introduced.

**Subroutine 1. \(((\epsilon, \gamma)\text{-Feedforward})\)**

**Inputs:** indices \( t \in [T], m \in [M] \); input pair \((x^{t,m}, y^{t,m})\); weight matrices \( W^{t,l} \) and biases \( b^{t,l} \) for \( l \in [L] \); activation function \( f \); accuracy parameters \( \epsilon, \gamma > 0 \).

1. For \( j = 1 \) to \( n_{l} \) do:
2. \( a_{j}^{t,m,1} = x_{j}^{t,m} \)
3. For \( l = 2 \) to \( L \) do:
4. For \( j = 1 \) to \( n_{l} \) do:
5. Compute \( s_{j}^{t,m,l} \), such that \( s_{j}^{t,m,l} - \left(W^{t,l}_{j}, a^{t,m,l-1}_{j}\right) \leq \max \{ \epsilon \left(W^{t,l}_{j}, a^{t,m,l-1}_{j}\right), \epsilon \} \) with probability \( 1 - \gamma \).
6. Compute and store \( z_{j}^{t,m,l} = s_{j}^{t,m,l} + b^{t,l}_{j} \)
7. Compute and store \( a_{j}^{t,m,l} = f(z_{j}^{t,m,l}) \)

Note that we have not completely specified how the \( s_{j}^{t,m,l} \) are generated in step 5 above: the way this is realized will be left to specific implementations of the algorithm. For instance, one simple classical implementation would be to first compute the inner product \( W^{t,l}_{j}, a^{t,m,l-1}_{j} \) and then add independent Gaussian noise bounded by the maximum of \( \epsilon \left(W^{t,l}_{j}, a^{t,m,l-1}_{j}\right) \) and \( \epsilon \). In the quantum case, the \( s_{j}^{t,m,l} \) will be generated by a noisy quantum inner product procedure whose error originates from the amplitude estimation procedure and fulfills the \((\epsilon, \gamma)\) assumptions of step 5. Additionally, the reason we allow for either a relative error \( \epsilon \left(W^{t,l}_{j}, a^{t,m,l-1}_{j}\right) \) or absolute error \( \epsilon \) is to ensure that when the inner product is close to zero it is still possible to efficiently add this error in the quantum case.

The running time of the above procedure is \( O \left( \sum_{l=2}^{L} n_{l} \cdot n_{l-1} \right) = O \left( E \right) \) where we recall that \( E \) is the total number of edges in the network. Indeed, at each level \( l \) one must evaluate \( n_{l} \) activations, and each activation involves calculating an inner product of dimension \( n_{l-1} \) which takes times \( n_{l-1} \). Note that even for the approximate case and for small enough \( \epsilon \), the running time of the classical algorithm remains \( O(E) \), since the inner product calculation is extremely sensitive and in general one would have to look at a large fraction of the coordinates to obtain an \( \epsilon \)-error approximation.
B. The Backpropagation algorithm

The second stage of the training algorithm is known as backpropagation. We assume we are at iteration $t$ of the training and using the $m$-th training input pair of the mini-batch. Moreover, we have already run the feedforward algorithm for input $x^{t,m}$ and have stored the vectors $a^{t,m,l}$ and $z^{t,m,l}$ for all $l \in [L]$.

Subroutine 2. (Backpropagation)

Inputs: indices $t \in [T], m \in [M]$; input pair $(x^{t,m}, y^{t,m})$; vectors $a^{t,m,l}, z^{t,m,l}$, weight matrices $W^{t,l}$ and biases $b^{t,l}$ for $l \in [L]$; derivative $f'$ of activation function $f$; cost function $C$; accuracy parameters $\epsilon, \gamma > 0$.

1. For $j = 1$ to $n_L$ do:
2. \[ \delta^{t,m,L}_j = f'(z^{t,m,L}_j) \frac{\partial C}{\partial a^L_j}. \]
3. For $l = L - 1$ to 1 do:
4. For $j = 1$ to $n_l$ do:
5. Compute $s^{t,m,l}_j$, such that
\[\left|s^{t,m,l}_j - \left((W^{t,l+1})^j, \delta^{t,m,l+1}\right)\right| \leq \max \left\{ \epsilon \left| (W^{t,l+1})^j, \delta^{t,m,l+1} \right|, \epsilon \right\} \text{ with probability } \geq 1 - \gamma.\]
6. Compute and store $\delta^{t,m,l}_j = f'(z^{t,m,l}_j)s^{t,m,l}_j$.

The running time of the back propagation algorithm is again $O(E)$, by the same reasoning as for the feedforward algorithm.

C. The training algorithm

We are now ready to describe the entire training algorithm. At a high level, the algorithm performs $T$ iterations: at each iteration a new mini-batch of inputs is used of size $M$, and for every input the feedforward algorithm computes the vectors $z$ and $a$, the backpropagation algorithm computes the vectors $\delta$, and then the weights and biases are updated.

Subroutine 3. (Training)

Inputs: input pairs $(x^{t,m}, y^{t,m})$ for $t \in T, m \in [M]$; step parameters $\eta^{t,l}$ for $t \in [T], l \in [L]$; accuracy parameters $\epsilon, \gamma > 0$.

1. For $l \in [L]$ do:
2. Initialise the weights and biases $W^{1,l}, b^{1,l}$.
3. For $t = 1$ to $T$ do:
4. For $m = 1$ to $M$ do:
5. Run the feedforward algorithm.
6. Run the backpropagation algorithm.
7. Update the weights and biases as

$$W_{jk}^{t+1} = W_{jk}^t - \eta \frac{1}{M} \sum_m a_{k}^{t,m,l-1} \delta_j^t$$ (2)

$$b_{j}^{t+1} = b_{j}^t - \eta \frac{1}{M} \sum_m \delta_j^t$$ (3)

The overall running time of the classical training algorithm is $O(TME)$ since there are $TM$ steps and each step runs the feedforward and backpropagation algorithm. The fact that the training of general feedforward neural networks depends linearly on the number of edges makes large-size fully-connected feedforward networks difficult to train, despite its powerful representability. Our quantum algorithm alleviates this problem by reducing the dependence on the network size from the number of edges to the number of vertices.

III. QUANTUM TRAINING

There are several obstacles to improving on the $O(TME)$ classical result using a quantum algorithm. Feedforward neural network training and evaluation is a highly sequential procedure, where at each point one needs to know the results of previously computed steps. Thus, one cannot easily use techniques where the outcome of a quantum procedure is a quantum state (at least, not without incurring prohibitively expensive overhead resources to prevent errors from accumulating exponentially). In addition, a critical step classically is the application of the non-linear activation function to each neuron. Given that quantum mechanics is inherently linear, applying non-linearity to quantum states is non-trivial. Finally, the size of each weight matrix is $n_l \times n_{l-1}$, so even explicitly writing down these matrices for every step of the algorithm takes time $O(E)$.

Let us first fix some quantum notation. Given a vector $x \in \mathbb{R}^n$, define the corresponding normalized quantum state $|x\rangle = \frac{1}{\|x\|} \sum_{j=1}^n x_j |j\rangle$. Given a matrix $A \in \mathbb{R}^{m \times n}$, let $A_j$ and $A^k$ denote its $j$-th row and $k$-th column respectively. In this notation we have $|A_j\rangle = \frac{1}{\|A_j\|} \sum_{k=1}^n A_{jk} |k\rangle$ and $|A^k\rangle = \frac{1}{\|A^k\|} \sum_{j=1}^m A_{jk} |j\rangle$.

In what follows, we will make use of the well-known quantum procedures for amplitude amplification and estimation:

**Proposition 1** (Amplitude amplification and estimation [2]). Given access to a unitary operator $U$ acting on $k$ qubits such that $U |0\rangle^\otimes k = \sin(\theta) |x, 0\rangle + \cos(\theta) |G, 1\rangle$ (where $|G\rangle$ is arbitrary), $\sin^2(\theta)$ can be estimated to additive error $\epsilon \sin^2(\theta)$ in time $O\left(\frac{T(U)}{\epsilon \sin(\theta)}\right)$ and $|x\rangle$ can be generated in expected time $O\left(\frac{T(U)}{\sin(\theta)}\right)$, where $T(U)$ is the time required to implement $U$.

Moreover, we assume that one can store classical data in a data structure such that for any $x \in \mathbb{R}^n$, a unitary operation can be implemented which effects the following transformation

$$|i\rangle |0\rangle \rightarrow |i\rangle |x_i\rangle \text{ for } x_i \in \mathbb{R} \text{ and } i \in [n]$$
We also assume that for any set of vectors $x^j, j \in [M]$, we have unitary access to their norms:

$$|j\rangle \langle 0| \rightarrow |j\rangle \langle x^j| \text{ for } x^j \in \mathbb{R} \text{ and } j \in [M]$$

More precisely, the second register is a $k$-bit representation of the norm, which introduces an error of $\log(1/k)$, but we will show that these errors can be kept under control. In general, the notation $|0\rangle$ implies an all zero register of appropriate length. Proposition 2 shows that, given such oracular access to the data, which is the same oracular access used for a general Grover’s search for example, one can efficiently create quantum states that correspond to these classical vectors, normalized to have unit norm. Each such classical vector is stored as a tree, where the leaves correspond to the vector coordinates, while the intermediate nodes store the square amplitudes that correspond to their subtree. We refer to [12] for more details on these QRAM constructions.

**Proposition 2** ([12]). Let $X \in \mathbb{R}^{M \times N}$. There exists a data structure to store the rows of $X$ such that:

1. The size of the data structure is $O(NM)$

2. The time to store an element $X_{ij}$ is $O(\log^2(NM))$, and the time to store the whole matrix $X$ is thus $O(NM \log^2(NM))$

3. A quantum algorithm that can ask superposition queries to the data structure can perform in time $\text{polylog}(NM)$ the following unitaries:

   - $U_1 : |i\rangle |0\rangle \rightarrow |i\rangle |X_i\rangle = |i\rangle \frac{1}{|X_i|} \sum_j X_{ij} |j\rangle$ for $i \in [N]$
   - $U_2 : |0\rangle \rightarrow \frac{1}{|X|^2} \sum_{i \in [N]} \|X_i\| |i\rangle$

The same data structures can be of course used for the columns of a matrix as well.

In order to overcome the obstacles in the training of the feedforward neural networks described above we combine a number of ideas. First, we define a hybrid quantum-classical algorithm where all sequential steps are taken classically, and at each step quantum operations are only invoked for estimating the inner products between pairs of quantum states. During feedforward these are states $|a^{t,m,l-i}\rangle$ and $|W_j^{t,1}\rangle$ which encode the classical vectors $a^{t,m,l}$ and $W_j^{t,1}$ in their amplitudes, and during backpropagation the inner-products between states $|\delta^{t,m,l-1}\rangle$ and $|W_j^{t,1}\rangle$ are similarly estimated. This efficient inner product calculation provides, loosely speaking, a factor $O(n_j)$ saving in time per layer of the network. For the inner product estimation we make use of a robust version of the inner-product estimation subroutine of [9].

**Lemma 1** (Inner Product Estimation (IPE) [9]). Let a matrix $A \in \mathbb{R}^{M_1 \times N}$ and a matrix $B \in \mathbb{R}^{M_2 \times N}$. Assume there exist unitaries $U_A$ and $U_B$ that map $|i\rangle |0\rangle \rightarrow |i\rangle |A_i\rangle$ and $|j\rangle |0\rangle \rightarrow |j\rangle |B_j\rangle$ respectively, and also unitaries $V_A$ and $V_B$ that map $|i\rangle |0\rangle \rightarrow |i\rangle \|A_i\|$ and $|j\rangle |0\rangle \rightarrow |j\rangle \|B_j\|$, that run in time $T_U$. Then, there exists a quantum algorithm that computes, for any $\gamma > 0$ and $\epsilon > 0$, $|i\rangle |j\rangle |0\rangle \rightarrow |i\rangle |j\rangle \big\langle A_i, B_j \big\rangle$ where $\big\langle A_i, B_j \big\rangle - \big\langle A_i, B_j \big\rangle \leq \epsilon$ with probability at least $1 - \gamma$, in time $\tilde{O}\left(\frac{T_U \log(1/\gamma)}{\epsilon} \|A_i\| \|B_j\|\right)$.

We now define our Robust Inner Product Estimation procedure where for simplicity we assume we only have two vectors. We will need both a relative error and an absolute error in order to deal with the cases where the inner products are either very large in magnitude or close to zero.
Lemma 2 (Robust Inner Product Estimation (RIPE)). Let \( x^0, x^1 \in \mathbb{R}^n \), and some small \( \epsilon > 0 \). Assume there exists a unitary \( U_{x_0,x_1} \) that maps \( |0\rangle |0\rangle \rightarrow |0\rangle |x^0\rangle \) and \( |1\rangle |0\rangle \rightarrow |1\rangle |x^1\rangle \) and runs in time \( T_U \), and we also know estimates of the norms of the vectors \( \|x^0\|, \|x^1\| \) such that \( \|x^0\| - \|x^0\| \leq \frac{\epsilon}{3} \|x^1\| \) and \( \|x^1\| - \|x^1\| \leq \frac{\epsilon}{3} \|x^1\| \). Then, there exist quantum algorithms that, for any \( \gamma > 0 \), perform the mapping \( |0\rangle |1\rangle |0\rangle \rightarrow |0\rangle |1\rangle |s_{01}\rangle \) where with probability at least \( 1 - \gamma \)

1. \( |s_{01} - \langle x^0, x^1 \rangle| \leq \epsilon |\langle x^0, x^1 \rangle| \) in time \( \tilde{O}\left(\frac{T_U \log(1/\gamma)}{\epsilon} \right) \)

2. \( |s_{01} - \langle x^0, x^1 \rangle| \leq \epsilon \) in time \( \tilde{O}\left(\frac{T_U \log(1/\gamma)}{\epsilon} \right) \)

Proof. From Lemma 1, for normalized vectors \( |x^0\rangle, |x^1\rangle \) there is an algorithm that runs in time \( \tilde{O}\left(\frac{T_U \log(1/\gamma)}{\epsilon} \right) \) and outputs \( s_{01} - \langle x^0|x^1 \rangle \leq \epsilon' \). By taking \( \epsilon' = \frac{\epsilon}{4} |\langle x^0|x^1 \rangle| \) we obtain a relative error algorithm in time \( \tilde{O}\left(\frac{T_U \log(1/\gamma)}{\epsilon|x^0|x^1|} \right) \). We can now output the estimator \( s'_{01} = \frac{|x^0||x^1|s_{01}}{|x^0|^2 + |x^1|^2} \) and have

\[
|s'_{01} - \langle x^0, x^1 \rangle| \leq |s'_{01} - |x^0||x^1|s_{01}| + \|x^0||x^1|s_{01} - \|x^0||x^1| \langle x^0, x^1 \rangle| \\
\leq [(1 + \epsilon/3)^2 - 1] |x^0||x^1| (1 + \epsilon/4)|x^0||x^1| + \epsilon |x^0||x^1| \\
\leq \epsilon |\langle x^0, x^1 \rangle| 
\]  

for small enough \( \epsilon \). For the second part just use the first part and consider error \( \epsilon/|\langle x^0, x^1 \rangle| \). Note also that this implies that there is an algorithm that runs in time \( T_{RPE}(x^0, x^1) = \tilde{O}\left(\frac{T_U \log(1/\gamma)}{\epsilon \max\{|x^0|^2, |x^1|^2\}} \right) \) and achieves an error of \( |s_{01} - \langle x^0, x^1 \rangle| \leq \max\{\epsilon |\langle x^0, x^1 \rangle|, \epsilon\} \).

The reason we need both types of errors is that these inner products could be rather small, in which case the running time for achieving a relative error is prohibitive, or they could be rather large, in which case the running time for achieving an absolute error becomes prohibitive. In practice, we find that the networks can be well trained even when we achieve a relative error when the inner products are large and an additive error when they are very small.

Notice also that we compute the inner products in a register and not as a phase, which will enable us to easily apply a non-linear activation function on it. After computing the estimated inner-products, we write the resulting \( z, a, \) and \( \delta \) vectors in a QRAM data structure, which takes time linear in their dimension (up to logarithmic factors), in order to be able to construct the corresponding quantum states efficiently, i.e. in time polylogarithmic in the dimensions.

The last idea of our quantum algorithm is a way to update and store the weight matrices implicitly, without having to explicitly update each element in the matrix, which would have taken time \( \tilde{O}(E) \). The trade-off in avoiding an \( \tilde{O}(E) \) scaling is an extra cost factor of \( \tilde{O}(\sqrt{TM}) \), which makes the overall running time of our algorithm basically \( \tilde{O}\left((TM)^{1.5} N\right) \) and, while the exact running time also depends on various other factors, loosely speaking has an advantage over the classical training when we have \( \sqrt{TM} \ll N \).

A. Constructing the weight matrices

Before describing the quantum training, we first show how one can create quantum states corresponding to the weight matrices even though, unlike the bias vectors, we will not explicitly store their matrix elements
in memory. We will also show how to compute estimates of the norms of the rows and columns of the weight matrices.

Let us start with the initialization of the weight matrices $W_{t,l}$. The common way of initializing these matrices is by choosing independent random variables for each element, but this would take time $O(E)$ to record. To circumvent this, we instead set $W_{t,l}$ to be low rank by selecting a small number $r$ of pairs of random vectors $d^{0,\mu,l}$ and $\delta^{0,\mu,l}$ ($\mu = 1, \ldots, r$) and taking the sums of their outer-products. In principle, $r = O(\log n_t)$ random pairs suffice and in section VI we provide a classical justification for this initialization as well as numerical evidence supporting its use in practice. For the purpose of making the notation concise, we assume we choose $M$ such pairs, of which only $r = \max(M, \log n_t)$ are non-zero. Also define $\eta^{0,l} = -1$. According to (2), with this notation the weights can be expressed as

$$W_{t,l} = \sum_{\tau=0}^{t-1} \sum_{\mu=1}^{M} \frac{-\eta^{\tau,l}}{M} \delta^{\tau,\mu,l} a^{\tau,\mu,l-1}$$

The meaning of having access to the weight matrices is the ability to create the states

$$|W_{t,l}^{t,l} \rangle = \frac{1}{\|W_{t,l}\|} \sum_{k=1}^{n_t} W_{t,l}^{t,l} |k\rangle = \frac{1}{\|W_{t,l}\|} \sum_{k=1}^{N} \left( \sum_{\tau=0}^{t-1} \sum_{\mu=1}^{M} \frac{-\eta^{\tau,l}}{M} \delta^{\tau,\mu,l} a^{\tau,\mu,l-1}_k \right) |k\rangle$$

Note that at every iteration we can store all the vectors $a^{t,m,l}$ and $\delta^{t,m,l}$ in QRAM in time $O(N \text{polylog}(TMN))$ and later we can create the quantum states $|a^{t,m,l}\rangle$ and $|\delta^{t,m,l}\rangle$ corresponding to these vectors in time $\text{polylog}(TMN)$.

Let us also define for each $t, l, j$ the matrix $X^{[t,l,j]} \in \mathbb{R}^{t \times M}$, with $(X^{[t,l,j]})_{\tau \mu} = -\frac{\eta^{\tau,l}}{M} \delta^{\tau,\mu,l} \|a^{\tau,\mu,l-1}\|$ for $\tau \in \{0, \ldots, t-1\}, \mu \in [M]$. Then, we define the corresponding quantum state

$$|X^{[t,l,j]}\rangle = \frac{1}{\|X^{[t,l,j]}\|} \sum_{\tau=0}^{t-1} \sum_{\mu=1}^{M} -\frac{\eta^{\tau,l}}{M} \delta^{\tau,\mu,l} \|a^{\tau,\mu,l-1}\| |\tau\rangle |\mu\rangle$$

Again, a QRAM data structure for this matrix can be maintained in the same asymptotic running time, since all required quantities have already been stored in QRAM. In other words, whenever a new element $\delta^{\tau,\mu,l}$ is stored in QRAM in a way to be able to construct the quantum state corresponding to the vectors $\delta^{\tau,\mu,l}$ we also store in QRAM the value $-\frac{\eta^{\tau,l}}{M} \delta^{\tau,\mu,l} \|a^{\tau,\mu,l-1}\|$ which is the $\tau, \mu$-th element of any of the matrices $X^{[t,l,j]}$ for $t > \tau$. We now give a subroutine that shows how the ability to create the state $|X^{[t,l,j]}\rangle$ can be used to create $|W_{t,l}^{t,l}\rangle$.

---

**Subroutine 4.** (Creating $|W_{t,l}^{t,l}\rangle$ and estimating $\|W_{t,l}^{t,l}\|$)

**Inputs**: indices $t \in [T], l \in \{2, \ldots, L\}, j \in [n_t]$. Error parameter $\xi > 0$. Unitary operators $U_X$ and $U_a$ that effect the transformations:

$$U_X |t\rangle |l\rangle |j\rangle |0\rangle |0\rangle \rightarrow |t\rangle |l\rangle |j\rangle |X^{[t,l,j]}\rangle$$

$$U_a |l\rangle |\tau\rangle |\mu\rangle |0\rangle \rightarrow |l\rangle |\tau\rangle |\mu\rangle |a^{\tau,\mu,l-1}\rangle, \text{ for } \tau \in \{0, \ldots, t-1\}, \mu \in [M]$$

1. Start with state $|t\rangle |l\rangle |j\rangle |0\rangle |0\rangle |0\rangle$
2. Apply $U_X$ on the first five registers to get the state
\[
|t\rangle |l\rangle |j\rangle |X^{[t,l,j]}\rangle |0\rangle = |t\rangle |l\rangle |j\rangle \frac{1}{\|X^{[t,l,j]}\|_F} \sum_{\tau=0}^{t-1} \sum_{\mu=1}^{M} \frac{\eta_{\tau,l}}{M} \delta_{j}^{\tau,\mu,l} \|a_{\tau,\mu,l-1}\| \langle \tau\rangle |\mu\rangle |0\rangle
\]

3. Apply $U_a$ on registers \{2, 4, 5, 6\} to get
\[
|t\rangle |l\rangle |j\rangle \frac{1}{\|X^{[t,l,j]}\|_F} \sum_{\tau=0}^{t-1} \sum_{\mu=1}^{M} \frac{\eta_{\tau,l}}{M} \delta_{j}^{\tau,\mu,l} |\tau\rangle |\mu\rangle \sum_{k} a_{k,\tau,\mu,l-1} |k\rangle
\]

4. Apply the Hadamard transformations $|\tau\rangle \rightarrow \frac{1}{\sqrt{2}} \sum_{x} (-1)^{x\cdot \tau} |x\rangle$ and $|\mu\rangle \rightarrow \frac{1}{\sqrt{M}} \sum_{y} (-1)^{\mu\cdot y} |y\rangle$ to produce
\[
|t\rangle |l\rangle |j\rangle \frac{1}{\|X^{[t,l,j]}\|_F} \sum_{\tau=0}^{t-1} \sum_{\mu=1}^{M} \frac{\eta_{\tau,l}}{M} (-1)^{x\cdot \mu + y\cdot \delta_{j}^{\tau,\mu,l} a_{k,\tau,\mu,l-1}} |k\rangle |x\rangle |y\rangle
\]

Note that the probability of measuring the $|x\rangle$ and $|y\rangle$ registers and obtaining $x = 0, y = 0$ is
\[
\frac{1}{\|X^{[t,l,j]}\|_F^2} \sum_{k=1}^{N} \left( \sum_{\tau=0}^{t-1} \sum_{\mu=1}^{M} \frac{\eta_{\tau,l}}{M} \delta_{j}^{\tau,\mu,l} a_{k,\tau,\mu,l-1} \right)^2 = \frac{\|W^{t,l}_j\|^2}{\|X^{[t,l,j]}\|_F^2 Mt}
\]
and the post-measurement state in that case is $|t\rangle |l\rangle |j\rangle |W^{t,l}_j\rangle$.

5. Use amplitude amplification to produce $|W^{t,l}_j\rangle$

6. Use amplitude estimation to find an $s$ with
\[
\left| s - \frac{\|W^{t,l}_j\|^2}{\|X^{[t,l,j]}\|_F^2 Mt} \right| \leq \xi \frac{\|W^{t,l}_j\|^2}{\|X^{[t,l,j]}\|_F^2 Mt}, \quad \text{and output } \left| W^{t,l}_j\right| = \left| X^{[t,l,j]}\right|_F \sqrt{Mt} s
\]

**Lemma 3.** Let $t \in [T], l \in \{2, \ldots, L\}, j \in [n_l]$. Assume that the matrix $X^{[t,l,j]} \in \mathbb{R}^{l \times M}$ and vectors $a_{0,\tau,\mu,l-1}, a_{\tau,\mu,l-1}$ for all $\mu \in [M], \tau \in \{0, \ldots, t-1\}$, as well as their norms are stored in QRAM. Then, the above algorithm generates $|W^{t,l}_j\rangle$ in time $T_W = O \left( \frac{\|X^{[t,l,j]}\|_F^2 \sqrt{TM}}{\|W^{t,l}_j\|^2} \right)$, and returns an estimate $|W^{t,l}_j\rangle$ satisfying $\left| W^{t,l}_j \right| - \left| W^{t,l}_j \right| \leq \xi \left| W^{t,l}_j \right|$ in time $O(T_W/\xi)$.

**Proof.** With the above mentioned data in QRAM, the unitaries $U_X$ and $U_a$ can both be implemented in time $O(\text{polylog}(TMN))$, and hence the quantum state after the Hadamard transformation can be created in this time. This state can be expressed as
\[
|\psi\rangle = \sin \theta \left| W^{t,l}_j \right| |0\rangle + \cos \theta \left| \text{junk} \right| |1\rangle
\]
where $\sin^2 \theta = \frac{\|W^{t,l}_j\|^2}{\|X^{[t,l,j]}\|_F^2 Mt}$. The running time for creating $|W^{t,l}_j\rangle$ then follows directly from amplitude amplification (Theorem 1). The same theorem shows that amplitude estimation may be used to obtain the estimate $s$ in time $O(T_W/\xi)$ and note that $\left| \sqrt{s} \left| X^{[t,l,j]} \right|_F \sqrt{Mt} - \left| W^{t,l}_j \right| \right| \leq \xi \left| W^{t,l}_j \right|$.

\[\square\]
Analogous results clearly also hold for creating quantum states \( (W_{t,l}^{j})^{j} \) corresponding to the columns \( (W_{t,l}^{j})^{j} \) of the matrix \( W_{t,l}^{j} \), except in this case the key ratio \( \| W_{j,t}^{l} \| / \| X_{[t,l,j]}^{[t,l,j]} \|_{F} \) that appeared in the previous proof is replaced by \( \| (W_{t,l}^{j})^{j} \| / \| \tilde{X}_{[t,l,j]}^{[t,l,j]} \|_{F} \), where \( \| \tilde{X}_{[t,l,j]}^{[t,l,j]} \|_{F} \) is the norm of the quantum state

\[
\tilde{X}_{[t,l,j]}^{[t,l,j]} = \frac{1}{\| X_{[t,l,j]}^{[t,l,j]} \|_{F}} \sum_{\tau=0}^{t-1} \sum_{\mu=1}^{M} \eta_{\tau,l}^{\mu} \| \delta_{\tau,\mu,l}^{\tau} \| a_{j}^{\tau,\mu,l-1} | \tau \rangle | \mu \rangle
\]

### B. The quantum feedforward algorithm

The quantum feedforward algorithm is in essence the same as the classical one, adapted to make use of the quantum inner product estimation and quantum access to the weight matrices. We denote by \( U_{\text{RIPE}} \) a unitary, as in Lemma 2, that maps \( |0\rangle |0\rangle \mapsto |0\rangle |x^{0}\rangle \) and \( |1\rangle |0\rangle \mapsto |1\rangle |x^{1}\rangle \), for any two vectors \( x^{0}, x^{1} \).

**Subroutine 5.** (Quantum \((\epsilon, \gamma)\)-Feedforward)

**Inputs:** indices \( t \in \{ T \}, m \in \{ M \} \); input pair \((x_{[t,m]}, y_{[t,m]})\) in QRAM; unitaries \( U_{W_{j,t}^{l},a_{t,m,l-1}} \) for creating \( |W_{j,t}^{l}\rangle \) and \( |a_{t,m,l-1}\rangle \) in time \( T_{U} \), estimates of their norms \( \| W_{j,t}^{l} \| \) and \( \| a_{t,m,l-1} \| \) to relative error at most \( \xi = \epsilon / \beta \), and vectors \( b_{t,l} \) in QRAM for \( l \in \{ L \} \); activation function \( f \); accuracy parameters \( \epsilon, \gamma > 0 \).

1. For \( j = 1 \) to \( n_{1} \) do:
   2. \( a_{j}^{t,m,1} = x_{j}^{t,m} \)
   3. For \( l = 2 \) to \( L \) do:
      4. For \( j = 1 \) to \( n_{L} \) do:
         5. Use the RIPE algorithm with unitary \( U_{W_{j,t}^{l},a_{t,m,l-1}} \) to compute \( s_{j}^{t,m,l} \), such that
            \[
            | s_{j}^{t,m,l} - \langle W_{j,t}^{l}, a_{t,m,l-1} \rangle | \leq \max\{ \epsilon \langle W_{j,t}^{l}, a_{t,m,l-1} \rangle, \epsilon \} \text{ with probability } \geq 1 - \gamma
            \]
         6. Compute \( z_{j}^{t,m,l} = s_{j}^{t,m,l} + b_{j}^{t,l} \) and store \( z_{j}^{t,m,l} \) in QRAM
         7. Compute \( a_{j}^{t,m,l} = f(z_{j}^{t,m,l}) \) and store \( a_{j}^{t,m,l} \) in QRAM

**Lemma 4.** The running time of the quantum feedforward algorithm is \( \mathcal{O} \left( \sqrt{T M N} \log(1/\gamma) T^{t,m}_{\text{RIPE}} \right) \), where we have \( T^{t,m}_{\text{RIPE}} = \frac{1}{N-n_{1}} \sum_{l=2}^{L} \sum_{j=1}^{n_{l}} \frac{\| X_{[t,l,j]}^{[t,l,j]} \|_{F} a_{t,m,l-1}^{[t,m,l-1]} }{ \max \{ 1, \| W_{j,t}^{l}, a_{t,m,l-1} \| \} } \).

**Proof.** The cost of performing this feedforward procedure is \( \mathcal{O} \left( \sum_{l=2}^{L} \sum_{j=1}^{n_{l}} T_{\text{RIPE}}(W_{j,t}^{l}, a_{t,m,l-1}) \right) = \mathcal{O} \left( NT_{\text{RIPE}} \right) \), where \( T_{\text{RIPE}}(W_{j,t}^{l}, a_{t,m,l-1}) \) is the time required to perform Robust Inner Product Estimation between vectors \( W_{j,t}^{l} \) and \( a_{t,m,l-1} \), and \( T_{\text{RIPE}} \) denotes the average time (over all layers and
neurons) to perform this inner product estimation. From Lemma 2 and using the minimum running time algorithm that achieves the maximum error, we have:

$$T_{RIPE}(W_{j}^{t,l}, a_{t,m,l-1}) = O\left(\frac{T_U \log(1/\gamma)}{\epsilon} \max\left\{1, \frac{\|W_{j}^{t,l}\| \|a_{t,m,l-1}\|}{\|W_{j}^{t,l}, a_{t,m,l-1}\|}\right\}\right).$$

Since the data required to create the $|W_{j}^{t,l}\rangle$ and $|a_{t,m,l-1}\rangle$ states is stored in QRAM, it follows from Lemma 3 that $T_U = O\left(\frac{\|x_{[l+1]}\|}{\|W_{j}^{t,l}\|} \sqrt{TM} \text{polylog}(TMN)\right)$. This concludes the proof.

The factor $R_{a,m}^{t,l}$ does not appear in the classical algorithms, and while it is a priori not clear what impact this will have on the running time, we give evidence in the discussion section that this does not impact the running time significantly in practice. On the bright side, our running time saves a factor of $O(N)$ since it depends linearly on $N$ and not on the number of edges $E$. Last, there is an overhead of $\sqrt{TM}$ which comes from the fact that we only save the weight matrices implicitly. In practice and for large neural networks, we expect that $N \gg \sqrt{TM}$.

Note also that when we say “store $a_{t,m,l}^{j}$ in QRAM”, we mean that the corresponding value is stored as a leaf in a tree data structure and all intermediate nodes of the tree are updated (thus the time to store each element is $\log^2(TM N)$), so that the quantum states corresponding to the normalized vector $a_{t,m,l}^{j}$ can be efficiently prepared in time $O(\log(TMN))$ and the norm of the vector is also calculated and stored.

C. The quantum backpropagation algorithm

The quantum backpropagation algorithm again closely follows the steps of its classical counterpart.

---

Subroutine 6. (Quantum $(\epsilon, \gamma)$-Backpropagation)

**Inputs:** indices $t \in [T], m \in [M]$; input pair $(x_{t,m}, y_{t,m})$ in QRAM; vectors $a_{t,m,l}^{j}, z_{t,m,l}^{j}, l \in [L]$ in QRAM; unitaries $U_{(W_{t,l+1})^{j}, \delta_{t,m,l+1}}$ for creating $|((W_{t,l+1})^{j})\rangle$ and $|\delta_{t,m,l+1}\rangle$ in time $T_U$, estimates of their norms $\|((W_{t,l+1})^{j})\|$ and $\|\delta_{t,m,l+1}\|$ to relative error at most $\xi = \epsilon/3$, and vectors $h_{t,l}^{j}$ in QRAM for $l \in [L]$; derivative activation function $f'$; parameters $\eta_{l}^{j}$ for $l \in [L]$; accuracy parameters $\epsilon, \gamma > 0$.

1. For $j = 1$ to $n_{L}$ do:
2. $\delta_{j}^{t,m,L} = f'(z_{j}^{t,m,L}) \frac{\partial C}{\partial a_{j}^{t,m,L}}$.
3. For $l = L - 1$ to 1 do:
4. For $j = 1$ to $n_{l}$ do:
5. Use the RIPE algorithm with unitary $U_{(W_{t,l})^{j}, \delta_{t,m,l+1}}$ to compute $s_{j}^{t,m,l}$, such that
   $$\left|s_{j}^{t,m,l} - ((W_{t,l+1})^{j}, \delta_{t,m,l+1})\right| \leq \max\{\epsilon, \|((W_{t,l+1})^{j}, \delta_{t,m,l+1})\|, \epsilon\} \text{ with probability } \geq 1 - \gamma$$
6. Compute $\xi_{j}^{t,m,l} = f'(z_{j}^{t,m,l}) s_{j}^{t,m,l}$ and store $\delta_{j}^{t,m,l} = \frac{\eta_{l}^{j}}{M} \delta_{j}^{t,m,l} \|a_{t,m,l-1}\|, and \frac{\eta_{l}^{j}}{M} \delta_{j}^{t,m,l} a_{j}^{t,m,l-1}$ in QRAM.
The running time is similar to the feedforward algorithm for an appropriate definition of $R_{\delta}^{t,m}$.

**Lemma 5.** The running time of the quantum backpropagation algorithm is $\tilde{O}\left(\sqrt{TM} N^{\log(1/\gamma)} R_{\delta}^{t,m}\right)$, where we have $R_{\delta}^{t,m} = \frac{1}{N-n_{t}} \sum_{l=1}^{L-1} \sum_{j=1}^{n_{t}} \frac{\|X^{[t,l+1],j}\|_{F} \|\delta^{t,m,l+1}\|_{2}}{\max\{1,\|\{(W^{t,l+1})^{\dagger},\delta^{t,m,l+1}\}\|_{F}\}}$.

Again, when we say that we store the values $-\frac{\eta_{t,l}^{t,m,l}}{M} a_{j}^{t,m,l-1}$ and $-\frac{\eta_{t,l}^{t,m,l}}{M} \|\delta^{t,m,l}\|_{2} a_{j}^{t,m,l-1}$ in QRAM, we mean we store these values as leaves of a tree and update the intermediate tree nodes, so that the states $|X^{[t,l,j]}\rangle$ and $|\tilde{X}^{[t,l,j]}\rangle$ are constructed in $\text{polylog}(TMN)$ time and Lemma 3 can be applied.

**D. The quantum training algorithm**

The quantum training algorithm consists of running the feedforward and the backpropagation algorithms for all inputs in a mini-batch of size $M$. After each mini batch has been processed, we explicitly update the weights $W$, but we do not explicitly update the weights $W$, since this would take time $O(E)$. Instead, we compute an estimate of the norm of the rows and columns of the weight matrices and keep a history of the $a$ and $\delta$ vectors in memory so that we can create the quantum states corresponding to the weights on the fly.

**Subroutine 7. (Quantum Training)**

**Inputs:** input pairs $(x^{t,m}, y^{t,m})$ for all $t \in T, m \in [M]$, parameters $\eta_{t,l}^{t,m}$, for $t \in [T], l \in [L]$, and $\epsilon, \gamma > 0$.

1. Initialise the weights and biases $W^{1,l}, b^{1,l}$ for $l \in [L]$ with a low-rank initialization.
2. For $t = 1$ to $T$ do:
3. 
   For $m = 1$ to $M$ do:
4. 
   Run the quantum feedfoward algorithm.
5. 
   Run the quantum backpropagation algorithm.
6. 
   Compute the biases and update the QRAM with
   
   \[ b_{j}^{t+1,l} = b_{j}^{t,l} - \frac{\eta_{t,l}^{t,m}}{M} \sum_{m} \delta_{j}^{t,m,l} \]

7. 
   Compute the estimates of the norms $\|W^{t+1,l}\|_{F}$ and $\|W^{t+1,l}\|_{2}$ with relative error $\xi = \epsilon/3$ such that the assumptions in the feedforward and backpropagations algorithms are met.

**Theorem 1.** The running time of the quantum training algorithm is $\tilde{O}\left((TM)^{1.5} N^{\log(1/\gamma)} R_{\delta}^{t,m}\right)$, where $R = R_{a} + R_{\delta} + R_{W}, R_{a} = \frac{1}{TM} \sum_{t,m} R_{a}^{t,m}, R_{\delta} = \frac{1}{TM} \sum_{t,m} R_{\delta}^{t,m},$ and $R_{W} = \frac{1}{T} \sum_{t} (R_{W_{r}}^{t} + R_{W_{c}}^{t})$, with $R_{W_{r}}^{t} = \frac{1}{M} \frac{1}{N-n_{t}} \sum_{l=2}^{L} \sum_{j=1}^{n_{t}} \frac{\|X^{[t,l,j]}\|_{F}}{W_{j}^{t}}$ and $R_{W_{c}}^{t} = \frac{1}{M} \frac{1}{N-n_{t}} \sum_{l=2}^{L} \sum_{j=1}^{n_{t}} \frac{\|\tilde{X}^{[t,l,j]}\|_{F}}{\|W^{[t,l]}\|_{F}}$. 
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Proof. The first two terms of the running time come from the feedforward and backpropagation. The last term comes from the estimation of the norms which only happens once for each mini-batch. Let’s fix $t, l, j$ and look at the estimation of each of the norms $\|W^{t+1,l}\|$. For this we have that the algorithm takes time $O(T_u/\xi)$, with $T_W = O\left(\frac{\|X_{[t,l,j]}\|}{\|W^{t,l}\|} e^{\sqrt{TM \text{ polylog}(TMN)}}\right)$, and we take $\xi = \epsilon/3$. Hence, we get the ratio $R_{W_{r}} = \frac{1}{M} \frac{1}{N-n_1} \sum_{l=2}^{L} \sum_{j=1}^{n_l} \frac{\|X_{[t,l,j]}\|}{\|W^{t,l}\|} e^{\sqrt{TM \text{ polylog}(TMN)}}$ and similarly for the estimation of the columns $R_{W_{c}}^{t} = \frac{1}{M} \frac{1}{N-n_1} \sum_{l=2}^{L} \sum_{j=1}^{n_l} \frac{\|X_{[t,l,j]}\|}{\|W^{t,l}\|} e^{\sqrt{TM \text{ polylog}(TMN)}}$. Then we can define $R_W = \frac{1}{T} \sum_t (R_{W_{r}}^{t} + R_{W_{c}}^{t})$ as needed.

IV. QUANTUM EVALUATION

The quantum procedure for evaluating a trained neural network, where the goal is to output the predicted label of a new input data vector, is essentially the same as the quantum feedforward algorithm. Assume there is a new input pair $(x, y)$ that we want to evaluate, and that we have unitaries $U_{W^{j,t},a^{t-1}}$ for creating $|a^{-1}\rangle$ and $\ket{d^{-1}}$ in time $T_U$, estimates of their norms $\|W^{t,l}\|$ and $\|d^{-1}\|$ to relative error at most $\xi = \epsilon/3$, and vectors $b^t$ in QRAM for $l \in [L]$. We have also fixed an activation function $f$ and accuracy parameters $\epsilon, \gamma > 0$. Then, by Lemma 4, we have the following for the running time of the quantum evaluation.

Theorem 2. There exists a quantum algorithm for evaluating an $(\epsilon, \gamma)$-feedforward neural network in time

$$\tilde{O}\left(T_U N \frac{\log(1/\epsilon)}{\epsilon} R_E\right),$$

where $R_E = \frac{1}{N-n_1} \sum_{l=2}^{L} \sum_{j=1}^{n_l} \frac{\|W^{t,l}\| |a^{-1}\|}{\max\{1, |(W^{t,l},a^{-1})|\}}$

V. SIMULATION

We have proposed a quantum algorithm for training and evaluating feedforward neural networks and in this section we perform numerical simulations to provide evidence that the quantum training algorithm works well in practice, and to understand the factors entering its running time, since it depends on a number of parameters that need to be estimated.

We classically simulate the training and evaluation of $(\epsilon, \gamma)$-feedforward neural networks on the MNIST handwritten digits data set consisting of 60,000 training examples and 10,000 test examples. A network with $L = 4$ layers and dimensions $[n_1, n_2, n_3, n_4] = [784, 100, 30, 10]$ was used, with $M = 100, T = 7500, \eta = 0.05$, tanh activation function and mean squared error cost function $C = \frac{1}{2M} \sum_m \|y^{t,m} - a^{t,m,e}\|^2$. For this network size we have $N = 924, E = 81,700$. Our results are summarized in Table I. ‘Standard’ weight initialization refers to drawing the initial weight matrix elements from appropriately normalized Gaussian distributions $W_{jk}^{t} \sim \mathcal{N}\left(0, \frac{1}{\sqrt{n_{j-1}}}\right)$ [7], and ‘Low rank’ refer to weight initialization as described in Section III A, with rank $r = 6$. In all cases, Gaussian noise drawn from $N(\epsilon/2, 0)$ was added to each inner product evaluated throughout the network. Note that no regularization was used to improve the network performance, and as $\epsilon$ was varied the other network hyper-parameters were not re-optimized. We find that for $\gamma = 0.05$ and various values of $\epsilon$, the network achieves high accuracy whilst incurring only modest contributions to the running time from the quantum-related terms $R_a, R_\delta$ and $R_W$. For the $\epsilon = 0.3$ case we calculate the values of $R_a, R_\delta$ and the two components of $R_W$, as a function of the number of gradient update steps $t$. These results appear in Figs. 1.
TABLE I. \((\epsilon, \gamma)\)-feedforward neural network accuracy on the MNIST handwriting data set, for various values of \(\epsilon\), and \(\gamma = 0.05\). A network with \(L = 4\) layers and dimensions \([n_1, n_2, n_3, n_4] = [784, 100, 30, 10]\) was used, with \(M = 100, T = 7500, \eta = 0.05\), tanh activation function and mean squared error cost function.

| \(\epsilon\) | 0% | 0.1 | 0.3 | 0.5 |
|-------------|----|-----|-----|-----|
| Standard    | 96.9% | 97.1% | 96.9% | 96.2% |
| Low rank    | - | 96.7% | 96.6% | 96.3% |
| \(\log(1/\gamma)/\epsilon\) | - | 30 | 10 | 6 |
| \(R_a\)     | - | 23.6 | 22.6 | 21.7 |
| \(R_\delta\) | - | 0.1 | 0.1 | 0.2 |
| \(R_W\)     | - | 0.03 | 0.03 | 0.03 |

VI. DISCUSSION

We have presented a quantum algorithm for training an \((\epsilon, \gamma)\)-feedforward neural network which takes time

\[
\tilde{O}\left((TM)^{1.5}N\frac{\log(1/\gamma)}{\epsilon}R\right)
\]

This is the first algorithm for training feedforward neural networks with a running time that is better than quadratic in the number of neurons, opening the way to training larger size neural networks. We provide below a number of remarks on our algorithm.

**Performance of \((\epsilon, \gamma)\)-feedforward neural networks.** Firstly, while the notion of introducing noise in the inner product calculations of an \((\epsilon, \gamma)\)-feedforward neural network is, as previously mentioned, similar in spirit to known classical techniques for improving neural network performance, there are certain differences. Classically, dropout and multiplicative Gaussian noise [23] involve introducing perturbations post-activation: \(a^l_j \rightarrow a^l_j r_j\), where \(r_j \sim N(1,1)\) (multiplicative Guassian noise) or \(r_j \sim Bernoulli(p)\) (dropout), whereas in our case the noise due to inner-product estimation occurs pre-activation. Furthermore, classical methods are typically employed during the training phase but, once the network parameters have been trained, new points are evaluated without the introduction of noise. This is in contrast to our quantum algorithm where the evaluation of new points inherently also involves errors in inner-product estimation. However, numerical simulation (see Table I) of the noise model present in our quantum algorithm shows that \((\epsilon, \gamma)\)-networks may tolerate modest values of noise, and values of \(\epsilon\) and \(\gamma\) can be chosen for which the network performance does not suffer significantly, whilst at the same time do not contribute greatly to the factor of \(\log(1/\gamma)/\epsilon\) that appears in the quantum running time.

**Low rank initialization.** One assumption we make in our quantum algorithm is a low-rank initialization of the network weight matrices, compared with freedom to choose full-rank weights classically. This assumption is made in order to avoid a time of \(O(E)\) to input the initial weight values into QRAM. Low rank approximations to network weights have found applications classically in both speeding up testing of trained networks [4, 21, 29] as well as in network training [24], in some cases delivering significant speedups without sacrificing much accuracy. We find numerically that the low-rank initialization we require for our quantum algorithm works as well as full rank for a range of \(\epsilon\) values (see Table I).

**Quantum training running time.** Compared with the classical running time of \(O(TM E)\), our quantum algorithm scales with the number of neurons in the network as opposed to the number of edges. However, this comes at the cost of a square root penalty in the number of iterations and mini-batch size, and it is an open question to see how to remove this term. The quantum algorithm also has additional factors of \(\log(1/\gamma)/\epsilon\) and \(R = R_a + R_\delta + R_W\) which do not feature in the classical algorithm. While the \(\epsilon\) and \(\gamma\)
can be viewed as hyperparameters, which can be freely chosen, the impact of the $R$ terms warrant further discussion.

The ratio $\|X^{[t,l,j]}\| / \|W_j^{t,l}\|$ appears in both $R_a$ and $R_W$ (in the $R_{Wc}^t$ contribution) and similarly the ratio $\|\tilde{X}^{[t,l,j]}\| / (\|W_j^{t,l}\|^2)$ appears in $R_\delta$ and the $R_{Wc}^t$ contribution to $R_W$. While exact values may be difficult to predict, one can expect the following large $t$ behaviour: Classically, initial weight matrices are typically chosen so that the entries are drawn from a normal distribution with standard deviation $1/\sqrt{\text{row length}}$, which would give $\|W_j^{t,l}\| \approx 1$, and a similar scenario can hold with low rank initialization. As the weights are updated according to equation (2), and since changes in individual matrix elements may be positive or negative, for a constant step size $\eta$ one expects $\|W_j^{t,l}\|$ to roughly grow proportionally to $\sqrt{\eta}$. The norm $\|X^{[t,l,j]}\|$ has value

$$\|X^{[t,l,j]}\|_F = \sqrt{\sum_{t=0}^{t-1} \sum_{\mu=1}^{M} \left( \frac{\eta}{M} \delta_{\mu,l} \|a_{\mu,l-1}\| \right)^2}$$

and, as $t$ increases and the network becomes close to well trained, we expect $\delta_{\mu,l} \to 0$, whereas for activations bounded in the range $[-1, 1]$, as is the case for the tanh function, $\|a_{t,l-1}\| \leq \sqrt{\eta}$. We thus expect $\|X^{[t,l,j]}\|$ to saturate for large $t$ and not grow in an unbounded fashion. Fig. 1(a) showing the time averaged values of $R_{Wc}^t$ and $R_{Wc}^t$ is consistent with these ratios saturating to very small values over time, in fact values less than 0.014.

The term $R_a = \frac{1}{TM} \sum_{t,m} R_{a,m}^{t,m}$ is an average over iterations and mini-batch elements of terms $R_{a,m}^{t,m}$, which themselves are averages over neurons in the network of ratios and products of matrix and vector norms:

$$R_{a,m}^{t,m} = \frac{1}{N - n_1} \sum_{l=2}^{L} \sum_{j=1}^{n_j} \frac{\|X^{[t,l,j]}\| \|a_{t,m,l-1}\|}{\max\left\{ 1, \left( \|W_j^{t,l}\|, a_{t,m,l-1}\right) \right\}}$$

As discussed, we expect $\|X^{[t,l,j]}\|$ to saturate for large $t$, and for activations in $[-1, 1]$ we have $\|a_{t,m,l-1}\| \leq \sqrt{n_{l-1}}$. However, as the network becomes well trained, one expects the inner products $\langle W_{j}^{t,l}, a_{t,m,l-1} \rangle$ to become large in magnitude so that the neurons have post-activation values close to $\pm 1$. It is thus reasonable to expect the $R_a$ to saturate or even decline for large $t$. This is consistent with our results in Fig. 1(b). One expects similar large $t$ behaviour for $R_\delta$, except intuitively $R_\delta$ should be much smaller than $R_a$ since $\|\delta_{t,m,l}\|$ should become very small as the network becomes well trained. Fig. 1(c) displays this expected behaviour. While these simulation results are already promising, we expect the quantum advantage in the running time to become more prominent for larger size neural networks.

Let us add a final remark. In our training algorithm we used classical inputs and showed that the number of iterations required for convergence is similar to the case of classical robust training. One can also consider using superpositions of classical inputs for the training, which could conceivably reduce the number of iterations or size of mini-batch required. We leave this as an interesting open direction for future work.
FIG. 1. \( R_{W_r}, R_{a}, \) and \( R_\delta \) for the \((\epsilon, \gamma) = (0.3, 0.05)\) network of Table I.
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