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Abstract
Humans can continuously learn new knowledge as their experience grows. In contrast, previous learning in deep neural networks can quickly fade out when they are trained on a new task. In this paper, we hypothesize this problem can be avoided by learning a set of generalized parameters, that are neither specific to old nor new tasks. In this pursuit, we introduce a novel meta-learning approach that seeks to maintain an equilibrium between all the encountered tasks. This is ensured by a new meta-update rule which avoids catastrophic forgetting. In comparison to previous meta-learning techniques, our approach is task-agnostic. When presented with a continuum of data, our model automatically identifies the task and quickly adapts to it with just a single update. We perform extensive experiments on five datasets in a class-incremental setting, leading to significant improvements over the state of the art methods (e.g., a 21.3% boost on CIFAR100 with 10 incremental tasks).

1. Introduction
Visual content is ever-evolving and its volume is rapidly increasing each day. High-dimensionality and mass volume of visual media makes it impractical to store ephemeral or streaming data and process it all at once. Incremental Learning (IL) addresses this issue, and requires an agent to continually learn new tasks, while preserving old knowledge with limited or no access to previous data. The goal is to end-up with a single model, that performs well for all the tasks. In this manner, incremental learning models offer adaptation, gradual development and scalability capabilities that are very central to human-inspired learning.

This paper studies class-incremental learning where groups of classes are sequentially observed. This case is fundamentally different from conventional classification task due to two key factors, plasticity and stability. A plastic network can quickly forget old tasks while performing well on new ones (forgetting), and a stable network can impede learning new tasks in an effort to keep old information (interference). Despite several attempts, catastrophic forgetting and interference are still challenging problems for deep learning [20]. This paper takes a different approach to IL based on the following principle: instead of a ‘one size fits all’ approach that learns a single model well-suited for all tasks, we propose to learn a generic meta-model which can be quickly adapted to the desired task. The meta-learning framework focuses on learning ‘how to rapidly learn?’ The generality of the model arises from the ‘learning to learn’ training strategy, that focuses on figuring out the shared parametric space common to all hitherto observed tasks.

Adapting meta-learning for IL involves numerous challenges. First, an incremental classifier keeps observing new tasks, therefore it must maintain a balance between plasticity and stability. Current meta-learning algorithms such as MAML (Model Agnostic Meta-Learning) [6], FOMAML...
Regularization Strategies for Incremental Learning: The regularization based methods impose constraints during learning that seek to retain past knowledge. For example, learning without forgetting [15] adds a distillation loss to preserve the old knowledge while sequentially learning new tasks. Different from the ‘task-incremental’ setting explored in [15], [23, 2] apply distillation loss in ‘class-incremental’ setting to reduce forgetting. A distillation loss on the attention maps of the deep network is proposed in [5] that minimizes overriding the old-task information. Recently, [30] advocates for a simple bias correction strategy that promotes re-balancing the final classifier layer to give equal importance to current and older classes.

A broad set of regularization approaches introduce synaptic intelligence [31, 13, 1] which estimate the importance of each neuron and selectively overwrite the less-important weights as the learning progresses. Lee et al. [14] propose to incrementally learn new tasks by merging the old and new parameters via first and second order moment matching of posterior distributions. Elastic weight consolidation (EWC) [13] computes synaptic importance offline with a Fisher information matrix. It is used to slow down the learning for weights highly relevant to previous tasks. However, EWC can also cause intransigence towards new tasks, for which [3] proposes exemplar rehearsal along with a Riemannian manifold distance measure for regularization.

Meta-learning for Incremental Learning: The overarching goal of meta-learning is to learn a model on a series of tasks, such that a new task can be quickly learned with minimal supervision. Meta-learning is thus ideally suited for IL since tasks are progressively introduced. A number of IL methods inspired by meta-learning have recently been proposed. Riemer et al. [24] learn the network updates that are well-aligned and avoid moving in directions that can cause interference. However, [24] uses a fixed loss function to align the gradients, that cannot be used in customized applications. Javed et al. [11] propose a meta-learning approach that disentangles generic representations from task-specific learning. Specifically, as new tasks are introduced, the task head is learned with both the inner and outer (meta) updates, while the representation learning backbone is only adapted with the outer (more-generic) updates. However, [11] assumes the training data is a correlated data stream, and all task samples are concurrently present during inference. Unlike [11], we do not impose such strict constraints. Also, both of these methods [24, 11] update the inner loop by using a single sample at one time, which is not suitable for large-scale IL. Moreover, [17] assumes that the task is known for the data continuum which limits its applicability to practical scenarios. Jamal et al. [10] present a task-agnostic meta-learning approach applicable only to few-shot learning. In contrast, iTAML is task-agnostic and well suited for large-scale settings. Our proposed meta-update is unbiased towards majority class samples and simultaneously minimizes forgetting. At inference, our model automatically adapts to the predicted task and uses task specific weights for class estimates. Besides, for the first time, we show the promise of meta-learning for large-scale incremental object recognition on five popular datasets.
3. Proposed Method

Our proposed iTAML is a class IL approach that is model & task-agnostic (i.e. independent of the network architecture and does not require task information). During training, we find a shared set of parameters that can work well for new tasks with minor local changes. iTAML therefore learns generic meaningful representations that are transferable across tasks. In other words, meta-learning process forces the model to understand the inherent relationship between sequential tasks. At inference, given a data continuum with all samples belonging to the same task, our approach follows a two stage prediction mechanism. First, we predict the task using our generic model, then, we quickly adapt to the predicted task and find the class labels.

3.1. Incremental Task Agnostic Meta-learning

We progressively learn a total of $T$ tasks, with $U$ number of classes per task. Consider a classification model divided into two sub-nets, a feature mapping network $f_\theta$ and a classifier $f_\phi$. The function of both networks is given by,

$$f_\theta: x \in \mathbb{R}^{C \times H \times W} \rightarrow v \in \mathbb{R}^{1 \times D}$$

$$f_\phi: v \in \mathbb{R}^{1 \times D} \rightarrow p \in \mathbb{R}^{1 \times (UT)}$$

where, $f_\theta$ maps an input image $x$ to a feature vector $v$, and $f_\phi$ maps $v$ to output predictions $p$. We start with a set of randomly initialized parameters $\Phi = \{\theta, \phi\}$, where $\phi = [\phi_1^T, \ldots, \phi_T^T]^T$ and $\phi_i \in \mathbb{R}^{U \times D}$ are the task-specific classification weights. Training the first task is straightforward, however, when we get a new task $t \in [1, T]$, the old parameters $\Phi^{t-1}$ should generalize to all $t$ tasks.

Our proposed meta-learning approach (Algorithm 1) involves two updates, an ‘inner loop’ which generates task-specific models for each task, and an ‘outer loop’ which combines task-specific models into a final generic model.

**Inner loop:** To train the inner loop, we randomly sample a mini-batch with $K$ triplets $B_m = \{(x_k, y_k, \ell_k)\}_{k=1}^K$ from the union set of current task training data $D(t)$ and the exemplar memory $M(t-1)$ containing a small number of samples for old tasks. Here, $x_k$, $y_k$ and $\ell_k$ are the training images, class labels, and task labels, respectively. This randomly sampled mini-batch contains training samples from multiple tasks. To train the task-specific model, we first group the training samples according to the tasks to form a micro-batch $B_m^i = \{(x_j, y_j, \ell_j)\}_{j=1}^T$ per each task $i \in [1, t]$, where all $\ell_j$ in a micro-batch are identical. Inner loop parameters $\Phi_i = \{\theta, \phi_i\}$ are updated such that Binary Cross-entropy (BCE) loss is minimized on each micro-batch. Here, $\theta$ is updated in the inner loop for all tasks, but $\phi_i$ is only updated for $i^{th}$ task. Also for each task, $\phi_i$ is updated for $r$ iterations using the same micro-batch. This helps in obtaining task-specific models closer to their original task-manifold, thereby providing a better estimate for gradient update in the outer-loop to obtain a generic model.

![Figure 2: iTAML Meta-update](image)

**Outer loop:** In the outer loop of iTAML, we combine the task specific models generated during the inner loop to form a more generic model. Let, $\Phi_{base}$ is the model parameter set before inner loop updates. Then, we treat the combined effect of all $(\Phi_{base} - \Phi_i)$ as the gradient update for the outer loop [19]. Simply put, we move the meta-model from $\Phi_{base}$ towards the average direction of all task-specific updates from $\Phi_{base}$ in the inner loop using a dynamic controller $\eta$.

$$\Phi = \Phi_{base} - \frac{1}{t} \sum_{i=1}^t (\Phi_{base} - \Phi_i) = \frac{1}{t} \sum_{i=1}^t \Phi_i + (1 - \eta) \Phi_{base}$$

As the training progresses, the model must learn new tasks while simultaneously preserving previous information. In an ideal case, the model should adapt quickly at the early stage of the learning, while during the later tasks, it must avoid any drastic changes since a generic set of features is already learned. To impose this, we use a simple momentum-based dynamic controller $\eta$, which speeds up the convergence of the model.

**Algorithm 1 Meta-training in iTAML**

1. Require: $\Phi^{t-1}$, $D(t)$, $M(t-1)$, $t$, $T$ and $U$
2. $\Phi \leftarrow \Phi^{t-1}$
3. for $e$ iterations do
4. $\Phi_{base} \leftarrow \Phi$
5. $B_m \sim \{D(t) \cup M(t-1)\}$
6. for $i \in [1, t]$ do
7. $\Phi_i \leftarrow \{\theta, \phi_i\}$
8. $B_m^i \leftarrow \text{filter}(B_m, i)$
9. for $r$ steps do
10. $\{y_j\}_{j=1}^T \leftarrow \Phi_i(\{x_j\}_{j=1}^T)$
11. $\text{loss} \leftarrow \sum_j \text{BCE}(y_j, \hat{y}_j)$
12. $\Phi_i \leftarrow \text{Optimizer}(\Phi_i, \text{loss})$
13. $\eta \leftarrow \exp(-\beta \cdot \frac{e}{t})$
14. $\Phi \leftarrow \eta \cdot \frac{1}{t} \sum_i \Phi_i + (1 - \eta) \Phi_{base}$
15. return $\Phi^t \leftarrow \Phi$
up the learning at the beginning and slows it down towards the end. This momentum-based controller is given by $\eta = \exp(-\beta \frac{T}{r})$, where $\beta$ is the decay rate set using a validation set. As an example, in the last task, model parameters move $e^{-\beta}$ times slower than the first task in the outer loop. Controller is similar to having an adaptive learning rate or an adaptive optimizer [19], however, our controller depends on the number of tasks seen previously. This allows us to keep the right balance between plasticity and stability.

3.2. iTAML vs. Other Meta Algorithms

iTAML is close to Reptile [19] meta-learning algorithm. However, iTAML fundamentally differs from Reptile [19] in two aspects. First, our meta-update rule is different from Reptile, and incorporates a balancing factor that stabilizes the contribution from old and new tasks. Further, Reptile requires multiple inner loop updates ($r > 1$), whereas iTAML works well for $r \geq 1$. We elaborate these properties below.

**Lemma 1.** Given a set of feature space parameters $\theta$ and task classification parameters $\phi = \{\phi_1, \phi_2, \ldots, \phi_T\}$, after $r$ inner loop updates, iTAML's meta-update gradient for task $i$ is given by $g_{\text{iTAML}}(i) = g_{i,0} + \cdots + g_{i,r-1}$, where $g_{i,j}$ is the $j^{th}$ gradient update with respect to $\{\theta, \phi_i\}$ on a single micro-batch. (see proof in the supplementary material)

Compared to Reptile algorithm, which favors multiple batches to update inner loop, iTAML requires only one batch through all updates in the inner loop. As mentioned in [19], $g_{\text{reptile}} = g_{i,0} + g_{i,1} + \cdots + g_{i,r-1}$. Here, $g_{i,m}$ is the gradient calculated on $m^{th}$ disjoint micro-batch. This differs from our meta-update rule which relies on one micro-batch per task in the inner loop as compared to $r$ disjoint micro-batches per task in Reptile. We empirically found that a Reptile style meta-update is not useful for IL while our proposed update rule helps in finding task-specific weights useful for an optimal outer-loop update. This because, in an exemplar based IL setting, the memory limit per task decreases with new tasks. Hence, in a random sample of a mini-batch, old classes are under-represented compared to the new task. To do multiple micro-batch updates per task as in Reptile, we need to break a micro-batch further, which results in more noisy gradient updates. Therefore, iTAML efficiently uses a single micro-batch per task.

**Lemma 2.** Given a set of feature space parameters $\theta$ and task classification parameters $\phi = \{\phi_1, \phi_2, \ldots, \phi_T\}$, iTAML allows to keep the number of inner loop updates $r \geq 1$. (see proof in the supplementary material)

The above property shows that a single inner-loop update does not result in normal joint training for iTAML. Thus, unlike Reptile, we can quickly meta-update with $r=1$.

Since iTAML is task agnostic, even after outer loop update, it can predict tasks without requiring any external input. This is in contrast to existing meta-learning algorithms which can not be employed in supervised classification tasks, without requiring at least some fine-tuning. For example, in few-shot learning, meta-model parameters can classify a new task only after they are updated for the given support set. Therefore, for a generalized meta-model, such as Reptile [19] and FOMAML [18], without any task information or support set, the meta-model parameters are less useful. This is because all the model parameters are updated in the inner loop for these methods. In comparison, for the case of joint training, model parameters are optimized using the current data available (i.e., exemplars and new task data) in a normal fashion. In terms of meta-learning, this is equivalent to a single gradient update using all task samples in a mini-batch. In contrast, for our proposed iTAML, the classification parameters $\phi = \{\phi_0, \phi_1, \ldots, \phi_T\}$ are updated individually in the inner loop per task, and they remain task-specific even after the meta-update. This can be further explained from an optimal solution manifolds perspective (Fig. 3). Reptile and FOMAML move all the parameters towards a point on $\mathcal{W}^*$ which is close to all the task-specific optimal solution manifolds. In contrast, iTAML only moves the feature space parameters $\theta$ towards $\mathcal{W}^*$ and keeps the classification parameters $\phi_i$ close to their corresponding optimal solution manifolds. Further, the fixed-sized exemplar memory results in an imbalanced data distribution. Due to this, Reptile, FOMAML and Joint training methods become more biased towards the later tasks. Since, iTAML updates the classification parameters separately, it inherently overcomes the bias due to imbalance in tasks.

The above properties empower iTAML to accurately predict class labels (close to joint training) without requiring any gradient updates at inference. Further, with a given
data continuum, iTAML can predict tasks with up to 100% accuracy. This allows us to design a two-stage classifier, where we first predict the task of the data continuum without any additional external knowledge, and once the task is found, we apply a gradient update to convert the generalized weights to task-specific weights, using a small exemplar set.

### 3.3. iTAML Inference

At inference time, we receive data as a continuum $C(p) = \{x_j : \ell_j = m\}_{j=1}^p$ for an unknown task $m$ with $p$ samples. A data continuum is simply a group of samples of an identical task bundled together. Given $C(p)$, inference happens in two stages. First, the task is predicted using generalized model parameters, and then these generalized parameters are updated to the task-specific parameters to predict classes belonging to the respective task. Fig. 4 outlines the flow of task and class prediction.

**Task Prediction:** Consider the model $\Phi^t$ trained for $t$ tasks, with $U$ classes in each task. Task prediction is straightforward. First, for each sample in the continuum, we get the final classification layer response. Then, for each response vector, a maximum response per task is recorded. An average of the maximum responses per task is used as the task score. A task with a maximum score is finally predicted ($t_{pred}$). Algorithm 2 outlines the task prediction steps.

**Algorithm 2** Task Prediction

1: **Require:** $\Phi^t$, $C(p) = \{x_j\}_{j=1}^p$ and $U, T$
2: $S \leftarrow [0, 0, 0, ..., 0]$ \hspace{1cm} \triangleright initialize scores
3: for $j = [1, 2, ..., p]$ do
4: \hspace{1cm} $\hat{y}_j \leftarrow \Phi^t(x_j)$
5: \hspace{1cm} for $i = [1, 2, ..., t]$ do
6: \hspace{2cm} $S[i] \leftarrow S[i] + \max(\hat{y}_j[i \cdot U : (i + 1) \cdot U])$
7: return $t_{pred} \leftarrow \operatorname{argmax}(S)$

**Class Prediction:** Class prediction involves updating the generalized parameters $\Phi$ using exemplars. To correctly predict the classes in a task, we move the generalized parameters towards task-specific parameters $\Phi_{new}$. To do so, we select samples from exemplar memory corresponding to classes of the predicted task $t_{pred}$. We use these labelled samples to do a single gradient update on the generalized parameters, which results in a task-specific parameters set. The data continuum is then fed through these parameters to find the sub-classes of the predicted task. The final class is then derived as $(U \cdot t_{pred}) + \text{subclass}$. Without losing generality, this can be extended to the case of uneven classes in different tasks. Algorithm 3 summarizes the main steps of the class prediction on data continuum.

**Algorithm 3** Class Prediction

1: **Require:** $\Phi^t$, $C(p)$, $t_{pred}$ and memory $M(t)$
2: $M_{t_{pred}} \leftarrow \text{filter}(M(t), t_{pred})$
3: $\Phi_{new} \leftarrow \{\theta, \phi_{t_{pred}}\}$
4: for $b$ iterations do
5: \hspace{1cm} $B_m \sim M_{t_{pred}} \triangleright mini$-batch with $Q$ samples
6: \hspace{1cm} $\{\hat{y}_q\}_{j=1}^Q \leftarrow \Phi_{new}(B'_m)$
7: \hspace{1cm} $\text{loss} \leftarrow \sum_j \text{BCE} (\hat{y}_j, y_j)$
8: \hspace{1cm} $\Phi_{new} \leftarrow \text{Optimizer}(\Phi_{new}, \text{loss})$
9: for $j \in [1, p]$ do
10: \hspace{1cm} $\hat{y}_j \leftarrow \Phi_{new}(x_j)$
11: \hspace{1cm} subclass $\leftarrow \operatorname{argmax}(\hat{y}_j[U \cdot t_{pred} : U(t_{pred} + 1)])$
12: \hspace{1cm} $C^j_{t_{pred}} \leftarrow t_{pred} \cdot U + \text{subclass}$
13: return $C_{t_{pred}}^j = \{C^j_{t_{pred}}\}_{j=1}^p$

### 3.4. Limits on the Data Continuum Size

At inference, the model is fed with a data continuum, which is used to identify the task. The model then adapts itself for the predicted task. The number of samples in the continuum plays a key role in task prediction. A higher number of samples attenuates the noisy predictions and results in a higher task accuracy. However, in practical settings, continuum sizes are limited. Therefore, it is necessary to know a lower bound on the continuum size to keep the task prediction accuracy at a certain (desired) level.

Let the model’s minimum prediction accuracy be $P_0$ after learning $t$ tasks, each with $U$ classes. $P_0$ can be interpreted as, $P_0 = \mathcal{P}(\mathcal{Z} = i | y_{true} = i)$, where event $\mathcal{Z} = i$ denotes the case when the maximum response occurs at class $i$, and $y_{true}$ is the true label. If $\mathcal{Z} = i$ denotes the event when the maximum response occurs anywhere but at class $i$, then $\mathcal{P}(\mathcal{Z} = i | y_{true} = i) = 1 - P_0$. Since iTAML promotes a model to be unbiased, we assume that incorrect predictions are uniformly distributed. Thus, the probability that the maximum response happens at the correct task is,
\[ P(Z = S_\ell | y_{\text{true}} = i) = P_0 + \frac{1 - P_0}{U \cdot t - 1} \cdot (U - 1). \]

Here, \( S_\ell \) is the set containing the classes corresponding to the \( \ell \)th task (including class \( i \)), where \( \ell = \text{floor}(\frac{n}{t}) \). Hence, \( P(Z = S_\ell | y_{\text{true}} = i) \) is the probability that the maximum response falls at any class of the corresponding task. Let \( P_0 = P(Z = S_\ell | y_{\text{true}} = i) \) be the probability of correctly predicting the task. Now, if we have \( n \) samples in a continuum then the probability of overall task prediction follows a binomial distribution. In \( n \) samples correspond to any one of the \( t \) tasks, the random prediction would be \( \text{round}(\frac{n}{t}) \) samples belonging to any single task. Therefore, we require at least \( \text{round}(\frac{n}{t}) + 1 \) correctly predicted samples to find the task of a given continuum,

\[ P(\text{correct task}) = \sum_{k=\text{round}(\frac{n}{t})+1}^{n} \binom{n}{k} (P_0)^k (1 - P_0)^{n-k} \]

Our goal is to find a minimum value of \( n \) such that, \( P(\text{correct task}) > \gamma \), where, \( \gamma \) is the required task accuracy level. Algorithm 4 explains the main steps of finding minimum value of \( n \). Note that Algorithm 4 can easily be solved using any simple brute-force method.

**Algorithm 4** Find Lower bound on Data Continuum Size

1. **Require**: Minimum class prediction accuracy \( P_0 \), required task accuracy \( \gamma \), \( U \) and \( t \)
2. \( N \leftarrow t \cdot U \quad > \) number of classes seen
3. \( \hat{P}_0 \leftarrow \frac{U - 1}{N} \cdot (1 - P_0) \)
4. min\((n)\) subject to,
5. \( \sum_{k=\text{round}(\frac{n}{t})+1}^{n} \binom{n}{k} (\hat{P}_0)^k (1 - \hat{P}_0)^{n-k} > \gamma \)
6. return \( n \)

### 4. Experiments and Results

#### 4.1. Implementation Details

**Datasets**: We evaluate our method on a wide spectrum of incremental learning benchmarks. These include small scale datasets i.e., split MNIST [31] and split SVHN, where each task is assigned with two classes. For medium scale datasets, we use CIFAR100 and ImageNet-100, each divided into 10 tasks (with 10 classes per task). For large scale datasets, ImageNet-1K and MS-Celeb-10K with 1000 and 10000 classes respectively are used. MS-Celeb-10K is a subset of MS-Celeb-1M dataset [8]. We consider 10 tasks, each having 100 and 1000 classes per task respectively for ImageNet-1K and Celeb-10K. To be consistent with [9], we keep a randomly sampled exemplar memory of 2000 samples for MNIST, SVHN, CIFAR100 and ImageNet-100, 20K for ImageNet-1K [23] and 50K for Celeb-10K [30].

**Network Architectures**: For Split-MNIST, a simple two layer MLP (400 neurons each) similar to [9] is used. For SVHN and CIFAR100, a reduced version of ResNet-18 (ResNet-18(1/3)) is used, with the number of filters in all layers reduced by three times [17], resulting in 1.25 million parameters. For ImageNet-100 and ImageNet-1K, we use standard ResNet-18. For training, we use RAdam [16] with initial learning rate of 0.01 for 70 epochs. Learning rate is multiplied by \( \frac{1}{10} \) after 20, 40 and 60 epochs. All the models are trained on a single Tesla-V100 GPU.

#### 4.2. Results and Comparisons

**Comparison with meta-learning Algorithms**: Fig. 5 compares different first-order meta-learning algorithms i.e., FOMAML and Reptile with our iTAML and joint training on task-agnostic, task-aware, and no inference-update settings on CIFAR100 for 10 tasks. In the task-agnostic setting, only the data continuum is present at inference, whereas for the task-aware setting, both data continuum and the task label are available. For the task-agnostic settings, the classification accuracy of Reptile and FOMAML drops drastically with more tasks since they are unable to precisely predict the tasks. Apart from that, joint training performance also drops after the first few tasks, mainly caused by highly imbalanced data distribution. However, iTAML is able to consistently predict the tasks with above 95% accuracy, while keeping an average classification accuracy of 77.79% even after 10 tasks. iTAML inherently trains task-agnostic models, thus even after the meta-updates, it can predict the tasks independently. However, other first-order meta-learning algorithms require additional information (e.g. feedback from the task or the task label). Compared with task-agnostic settings, the performance of FOMAML and Reptile improves when the task label is known (task-aware settings). Nevertheless, for the task-aware settings, iTAML still shows 6.9% improvement over Reptile, since it effectively tackles stability-plasticity dilemma and imbalance problem. Fig. 5 also compares different algorithms without performing any task-specific meta-updates. iTAML performs similar to the joint training under these settings.

**Comparison with existing methods**: We extensively compare iTAML with several popular incremental learning methods, including Elastic Weight Consolidation [13], Riemannian Walk (RWalk) [3], Learning without Forgetting (LwF) [15], Synaptic Intelligence (SI) [31], Memory Aware Synapses (MAS) [1], Deep Model Consolidation (DMC) [32], Incremental Classifier and Representation Learning (iCARL) [23], Random Path Selection network (RPS-net) [21] and Bias Correction Method (BiC) [30]. We also compare against Fixed representations (FixedRep) and Fine tuning (FineTune). iTAML achieves state-of-the-art incremental learning performance on the wide range of datasets. For MNIST and SVHN, results in Table 1 show that iTAML achieves classification accuracy of 97.95% and
iTAML strongly demonstrate the suitability and effectiveness of achievement once, by keeping \( p = 20 \). iTAML consistently achieves state-of-the-art results across all settings and outperforms the existing methods by a large margin. For incrementally learning 10 tasks, iTAML surpasses the current state-of-the-art RPS-net [21] by a margin of 21.3%. Similarly, we achieve gains of 23.6 and 18.2% on incrementally learning 5 and 20 classes respectively. Results on large scale datasets are shown in Table 2. For ImageNet-100, ImageNet-1K and MS-Celeb-10K datasets, we keep data continuum size as 50, 100 and 20 respectively. We achieve 89.8% on ImageNet-100 and surpass the current best method by a margin of 15.7%. Similarly, on ImageNet-1K, iTAML achieves 63.2% with an absolute gain of 19.1%. On MS-Celeb-10K dataset with 10,000 classes, the proposed iTAML achieves 95.02% accuracy and retains its performance with addition of new classes. These experiments strongly demonstrate the suitability and effectiveness of iTAML for large scale incremental learning tasks.

### 4.3. Ablation Analysis

We perform extensive ablation studies for different aspects of iTAML using CIFAR100 with 10 tasks.

#### Data Continuum Size \((p)\): At inference, given a data continuum, iTAML predicts the task, and individual sample class labels. Here, we study the impact of number of samples in the continuum on task prediction accuracy. Fig. 7(a) shows that performance improves with \( p \). This is because, with a higher number of samples, the noise in the average response is attenuated, thereby improving task accuracy. However, the gain in the task prediction accuracy increases logarithmically. Thus, sufficient value for \( p \) ranges from 20 for CIFAR100 to as low as 3 for MS-Celeb-10K.

#### Variations in \( r \): For higher number of inner gradient updates \( r \), the model in the inner loop goes close to the task-specific optimal solution manifold, and the meta-model becomes more “diverse”. We can see this pattern in Fig. 7(b). With \( r = 5 \), iTAML achieves 81.57% while with \( r = 1 \), it achieves 77.79%. However, for a model which has seen \( T \) tasks, the number of gradient updates in a batch will be \( O(T \cdot r) \). This slows down the training with new incoming tasks. Therefore, we keep \( r = 1 \), as a good trade-off between performance and computational complexity.

#### Variations in \( \beta \): The parameter \( \beta \) controls the speed of learning new information i.e., for higher \( \beta \) the model does not learn any new information, and with smaller \( \beta \) it only learns the new information and forgets the old one. Fig. 7(c) shows that the performance improves as we vary \( \beta = 0 \) to \( \beta = 2 \), since this enhances model’s ability to remember old knowledge. However, for larger \( \beta \), the performance drops as model’s stability increase and it is unable to learn new knowledge. We keep \( \beta = 1 \) in our experiments.

#### Lower bound on Data Continuum: We set \( \gamma = 95\% \) and find the required value for \( n \) in Algorithm 4. This value is used as the data continuum size during inference for task prediction. As shown in Fig. 7(d), all the datasets achieve task accuracy around 95%, varying from \( n = 17 \) for CIFAR100 to \( n = 3 \) for MS-Celeb.

### Table 1: Comparison on MNIST and SVHN datasets. ‘∗’ denotes memory based methods. iTAML outperforms state-of-the-art and performs quite close to oracle case.

| Methods   | MNIST\((A_3)\) | SVHN\((A_3)\) |
|-----------|----------------|---------------|
| EWC [13]  | 19.80\%        | 18.21\%       |
| Online-EWC [26] | 19.77\%    | 18.50\%       |
| SI [31]   | 19.67\%        | 17.33\%       |
| MAS [1]   | 19.52\%        | 17.32\%       |
| LwF [15]  | 24.17\%        | -             |
| GEM∗ [17] | 92.20\%        | 75.61\%       |
| DGR∗ [27] | 91.24\%        | -             |
| RfF∗ [29] | 92.56\%        | -             |
| RPS-net∗ [21] | 96.16\%    | 88.91\%       |
| Ours∗     | 97.95\%        | 93.97\%       |

93.97\% respectively. This is an absolute improvement of 1.79\%, 5.06\% over the second best method.

Fig. 6 compares different methods on CIFAR100, for incrementally adding tasks with 10,5 and 20 classes at once, by keeping \( p = 20 \). iTAML consistently achieves state-of-the-art results across all settings and outperforms the existing methods by a large margin. For incrementally learning 10 tasks, iTAML surpasses the current state-of-the-art RPS-net [21] by a margin of 21.3%. Similarly, we achieve gains of 23.6 and 18.2% on incrementally learning 5 and 20 classes respectively. Results on large scale datasets are shown in Table 2. For ImageNet-100, ImageNet-1K and MS-Celeb-10K datasets, we keep data continuum size as 50, 100 and 20 respectively. We achieve 89.8% on ImageNet-100 and surpass the current best method by a margin of 15.7%. Similarly, on ImageNet-1K, iTAML achieves 63.2% with an absolute gain of 19.1%. On MS-Celeb-10K dataset with 10,000 classes, the proposed iTAML achieves 95.02% accuracy and retains its performance with addition of new classes. These experiments strongly demonstrate the suitability and effectiveness of iTAML for large scale incremental learning tasks.
5. Conclusion

Incremental learning aims to learn a single model that can continuously adapt itself as the new information becomes available, without overriding existing knowledge. To this end, this work proposes to update the model such that a common set of parameters is optimized on all so-far-seen tasks, without being specific to a single learning task. We develop a meta-learning approach to train a generic model that can be fast updated for a specific task. In our design, we ensure a balanced update strategy that keeps an equilibrium between old and new task information. Our approach is task-agnostic, and can automatically detect the task at hand, consequently updating itself to perform well on the given inputs. Our experiments demonstrate consistent improvements across a range of classification datasets including ImageNet, CIFAR100, MNIST, SVHN and MS-Celeb.
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Appendix A. Supplementary Materials

Appendix A.1. iTAML vs Other Meta Algorithms

Lemma 1. Given a set of feature space parameters $\theta$ and task classification parameters $\phi = \{\phi_1, \phi_2, \ldots, \phi_T\}$, after $r$ inner loop updates, iTAML’s meta update gradient for task $i$ is given by,

$$g_{\text{itaml}}(i) = g_{i,0} + \cdots + g_{i,r-1},$$

where, $g_{i,j}$ is the $j^{th}$ gradient update with respect to $\{\theta, \phi\}$ on a single micro-batch.

Proof. Let $\Phi_i = \{\theta, \phi\}$ is the set of feature-space parameters and task-specific parameters of the task $i$, $L_i(\Phi_i)$ is the loss calculated on a specific micro-batch $B_i^\text{itaml}$ for task $i$ using $\Phi_i$, and $\alpha$ is the inner loop learning rate. The parameters update is given by,

$$\Phi_{i,r} = \Phi_{i,r-1} - \alpha \nabla_{\Phi_{i,r-1}} L_i(\Phi_{i,r-1}),$$

where $\Phi_{i,0} = \Phi_i$.

Let $g_{i,j} = \nabla_{\Phi_{i,j}} L_i(\Phi_{i,j})$,

$$\Phi_{i,r} = \Phi_{i,r-1} - \alpha g_{i,r-1}.$$

Using the meta gradient update rule defined in Reptile [19] i.e., $(\theta_{i,0} - \theta_{i,r})/\alpha$, we have,

$$g_{\text{itaml}}(i) = \frac{\theta_{i,0} - \theta_{i,r}}{\alpha} = \frac{\theta_{i,0} - (\theta_{i,r-1} - \alpha g_{i,r-1})}{\alpha} = \frac{\theta_{i,0} - (\theta_{i,0} - \alpha g_{i,0} - \cdots - \alpha g_{i,r-1})}{\alpha} = g_{i,0} + g_{i,1} + \cdots + g_{i,r-1}.$$

Lemma 2. Given a set of feature space parameters $\theta$ and task classification parameters $\phi = \{\phi_1, \phi_2, \ldots, \phi_T\}$, iTAML allows to keep the number of inner loop updates $r \geq 1$.

Proof. For a given task $t$, there will be $t$ gradients available for meta update,

$$g_{\text{itaml}} = \eta \frac{1}{t} \sum_{i=1}^{t} g_{\text{itaml}}(i) = \exp \left(-\beta \frac{t}{T}\right) \cdot \frac{1}{t} \sum_{i=1}^{t} \sum_{j=1}^{r-1} g_{i,j}.$$

Reptile algorithm requires $r > 1$ since, $r = 1$ would result in joint training in Reptile algorithm. Reptile updates the parameters with respect to $\{\theta, \phi\}$ in the inner loop, while iTAML updates the parameters with respect to $\{\theta, \phi\}$ in the inner loop of task $i$. When $r = 1$,

$$g_{\text{itaml}} = \exp \left(-\beta \frac{t}{T}\right) \cdot \frac{1}{t} \sum_{i=1}^{t} g_{i,0} = \exp \left(-\beta \frac{t}{T}\right) \cdot \frac{1}{t} \sum_{i=1}^{t} \nabla_{\theta_{i,0}} L_i(\Phi_{i,0}) = \exp \left(-\beta \frac{t}{T}\right) \cdot \frac{1}{t} \sum_{i=1}^{t} \nabla_{\theta_{i,0}} L_i(\{\theta, \phi\}) = g_{\text{joint}}.$$

Appendix A.2. Additional Results

Figure 8: Classification accuracy on CIFAR100, with 2 tasks. Exemplar memory is set to 2000 samples and ResNet-18(1/3) is used for training. We keep $p = 20$ for experiments on data continuum.

Variation on $b$: iTAML uses a low $b$ value i.e., $b=1$. Parameter $b$ denotes the number of epochs for model update during adaptation. We observed that higher $b$ values do not have a significant impact on performance, but the time complexity increases linearly with $b$. Below, we report experimental results by changing $b$ from 1 to 5 and note that the accuracies does not improve significantly.

| $b$ | 1  | 2  | 3  | 4  | 5  |
|-----|----|----|----|----|----|
| Accuracy | 78.24% | 78.48% | 78.48% | 78.53% | 78.50% |

Note on SVHN: For SVHN dataset, we keep $r = 4$ for the last task. This is due to the fact that, SVHN has a lower
variance in the data distribution and which forces the model to stuck at the early stages of local minima.

**Backends and Optimizers:** We evaluate our method with various architectural backends. Even with a very small model having (0.49M) parameters, iTAML can achieve 69.94% accuracy, with a gain of 13.46% over second-best (RPS-net 77.5M) method. ResNet-18 full model gives 80.27%. Further, iTAML is a modular algorithm, we can plug any optimizer into it. We evaluate iTAML with SGD, Adam [12] and RAdam [16], and respectively achieve a classification accuracy of 70.34%, 74.83% and 76.63% with these optimizers.