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Abstract

Skill Classification (SC) is the task of classifying job competences from job postings. This work is the first in SC applied to Danish job vacancy data. We release the first Danish job posting dataset: KOMPETENCER (en: competences), annotated for nested spans of competences. To improve upon coarse-grained annotations, we make use of The European Skills, Competences, Qualifications and Occupations (ESCO; de Vrang et al. (2014)) taxonomy API to obtain fine-grained labels via distant supervision. We study two setups: The zero-shot and few-shot classification setting. We fine-tune English-based models and RemBERT (Chung et al., 2020) and compare them to in-language Danish models. Our results show RemBERT significantly outperforms all other models in both the zero-shot and the few-shot setting.
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1. Introduction

Job Posting data (JPs) is emerging on a variety of platforms in big quantities, and can provide insights on labor market skill set demands and aid job matching (Barlog et al., 2012). Skill Classification (SC) is to classify competences (i.e., hard and soft skills) necessary for any occupation from unstructured text or JPs. Several works focus on Skill Identification (Jia et al., 2018; Sayfullina et al., 2018; Tamburri et al., 2020). This is to classify whether a skill occurs in a sentence or job description. However, continuing the pipeline, there is little work in further categorizing the identified skills by leveraging taxonomies such as ESCO. Another limitation is the scope of language, where all previous work focus on English job postings. This hinders in particular local job seekers from finding an occupation suitable to their specific skills within their community via online job platforms.

In this work, we look into the Danish labor market. We introduce KOMPETENCER, a novel Danish job posting dataset annotated on the span-level for nested Skill and Knowledge Components (SKCs) in job postings. We do not directly annotate for the fine-grained taxonomy codes from e.g., ESCO, but rather annotate more generic spans of SKCs (Figure 2), and then exploit the ESCO API to bootstrap fine-grained SKCs via distant supervision (Mintz et al., 2009) and create “silver” data for skill classification. Our proposed distant supervision pipeline is denoted in Figure 1.

Recently, Natural Language Processing has seen a surge of several transfer learning methods and architecture which help improve state-of-the-art significantly on several tasks (Peters et al., 2018; Howard and Ruder, 2018; Radford et al., 2018; Devlin et al., 2019). In this work, we explore the benefits of zero-shot cross-lingual transfer learning with English BERTbase (De-
2. KOMPETENCER Dataset

2.1. Skill & Knowledge Definition

There is an abundance of competences and there have been large efforts to categorize them. The European Skills, Competences, Qualifications and Occupations (ESCO; le Vrang et al. (2014)) taxonomy is the standard terminology linking skills, competences and qualifications to occupations. The ESCO taxonomy mentions three categories of competences: Knowledge, skill, and attitudes. ESCO defines knowledge as follows:

“Knowledge means the outcome of the assimilation of information through learning. Knowledge is the body of facts, principles, theories and practices that is related to a field of work or study.”

For example, a person can acquire the Python programming language through learning. This is denoted as a knowledge component and can be considered generally a hard skill. However, one also needs to be able to apply the knowledge component to a certain task. This is known as a skill component. ESCO formulates it as:

“Skill means the ability to apply knowledge and use know-how to complete tasks and solve problems.”

In ESCO, the soft skills are referred to as attitudes. ESCO considers attitudes as skill components:

“The ability to use knowledge, skills and personal, social and/or methodological abilities, in work or study situations and professional and personal development.”

| Statistics, Language | ENGLISH (EN) | DANISH (DA) |
|----------------------|--------------|--------------|
| # Posts              | 391          | 60           |
| # Sentences          | 14,538       | 1,479        |
| # Tokens             | 232,220      | 20,369       |
| # Skill Spans        | 6,576        | 665          |
| # Knowledge Spans    | 6,053        | 255          |

Table 1: Statistics of Annotated Dataset. We report the total number of JPs across languages and their respective number of sentences, tokens, and SKCs. Below, we show the mean length of SKCs (x̄), median length of SKCs (x̄), and the 90th percentile of length [90%] starting from length 1. We also indicate the type of labels in both sets (silver or gold labels). The EN set is larger than the DA split.

2.2. Dataset Statistics

Both the English and Danish data comes from a large job platform with various types of JPs. The English JPs are from Zhang et al. (2022). In Table 1 we show the statistics of both the annotated English and Danish data split. We note that the number of English JPs is larger than the Danish split. For Danish, there are fewer knowledge spans proportional to English. Apart from this, both the English and Danish JPs follow a similar trend in terms of statistics. The mean length of skills and knowledge (x̄) is slightly shorter for Danish, 3.97 vs. 3.71 and 1.80 vs. 1.73 respectively. The median length of skills (x̄) is one token shorter for Danish. However, we note again that the length of skills can vary substantially, ranging from 1–9 for both languages. Then, for knowledge components this ranges from 1–5 and 1–4 for English and Danish respectively. The similarity in statistics shows the consistency of annotations, which we elaborate on in the next section.

Figure 2: Examples of Skills and Knowledge Components. Annotated samples of passages in varying Danish job postings. SKCs can be nested as shown in the first example.

To sum up, hard skills are usually referred to as knowledge components, and applying these hard skills to something is considered a skill. Then, soft skills are referred to as attitudes, these are part of skill components. There has been no work, to the best of our knowledge, in annotating skill and knowledge components in JPs.

Figure 2 shows some examples of the annotated SKCs. "Så må du kunne skrive, læse og tale dansk." (en: “As well as working with guidelines for data modelling”), shows a nesting example: “datamodellering” shows a knowledge component (i.e., something that one can learn), and the skill is to apply it. “Jobbet består af arbejde selvstændig og i team” (en: The job consists of working independently and in a team) indicates an attitude as “working independently or in a team” is a social ability. We furthermore consider languages a knowledge component, as one can acquire the language through schooling. Overall, the classification of the spans could be a short sentence (i.e., ≤9 tokens) or single token classification.

https://github.com/jjzha/kompetencer/tree/master/data

We release the annotated spans in https://github.com/jjzha/kompetencer/tree/master/data
2.3. Annotations

Skill Identification Annotations We annotate with the annotation guidelines denoted in Zhang et al. (2022) used on the English data split to identify the SKCs in a JP. There are around 57.5K tokens (approximately 4.6K sentences, in 101 job posts) that was used to calculated agreement on. The annotations were compared using Cohen’s $\kappa$ (Fleiss and Cohen, 1973) between pairs of annotators, and Fleiss’ $\kappa$ (Fleiss, 1971), which generalizes Cohen’s $\kappa$ to more than two concurrent annotations. We consider two levels of $\kappa$ calculations: $\text{TOKEN}$ is calculated on the token level, comparing the agreement of annotators on each token (including non-entities) in the annotated dataset. $\text{SPAN}$ refers to the agreement between annotators on the exact span match over the surface string, regardless of the type of named entity, i.e., we only check the position of tag without regarding the type of the named entity. The observed agreement scores over the three annotators is between 0.70–0.75 Fleiss’ $\kappa$ for both levels of calculation which is considered a substantial agreement (Landis and Koch, 1977). Then, for the Danish data split, we use the same guidelines as for English. Here, we consider one annotator that annotates for the SKCs.

Fine-grained Annotations Currently, our proposed dataset consists of identified SKCs. To obtain fine-grained labels of each span, we explore distant supervision using the ESCO API, where the setup is broadly depicted in Figure 1. The annotated spans are queried to the API, then via Algorithm 1 we determine whether the obtained SKC is “relevant” or not via Levenshtein distance matching (Levenshtein, 1966). In addition, we determine the quality of the distant supervised labels by human evaluation. We manually check each of the annotated spans to its obtained label from the ESCO API.

Algorithm 1 Getting the best match for a skill in the ESCO API using Levenshtein distance

```
procedure FETCH_SKILL(Skill, Type) ▷ Find Skill in the ESCO API
    X ← Top-100 query results from ESCO
    X ← {typeof(x) = Type : x ∈ X}
    d ← ∞
    r ← None
    for x ∈ X do
        D ← levenshtein(x, Skill)
        if D = 0 then
            return x ▷ Perfect match
        else if D < d then
            r ← x
            d ← D
        end if
    end for
    return r ▷ Best match based on Levenshtein distance
end procedure
```

After checking a subset 2,622 English labels — without correcting — and its distantly supervised labels, we obtain 41.3% accuracy on the correctness of the distantly supervised labels. We note that across all 9,473 labels in the original English training and development data (details of train/dev/test splits in Section 3.2), a total of 7.4% is unidentified by the ESCO database, and is thus labeled by $K99$ from ESCO in the resulting train and development data here. For the Danish data, we obtain 70.4% accuracy on the training set and 20.2% is missing, albeit the Danish training set only contains 138 SKCs. For the Danish test set, we correct the distantly supervised labels to create a gold test set.
Here, 14.1% was initially correct and 23.5% missed a label. In Figure 3, we show the distantly supervised fine-grained label distribution of the English training and development set split, and the Danish training split. The following labels: 0000, K?, and S? are artifacts of querying the ESCO API (i.e., unidentified skills). We did not employ any post-processing and left them as is. We presumed they would not influence the model significantly as their numbers are low.

3. Methodology

In the current setting, we have annotated spans of SKCs. We extract the spans from the JPs and query the ESCO API to obtain silver labels. We formulate this task as a text classification problem. We consider a set of JPs D, where d ∈ D is a set of extracted spans (and not full sentences) with the i-th span \( x_i^d \) and a target class \( c \in C \), where \( C = \{S*, K*\} \). The labels \( S* \) and \( K* \) depend on the distantly supervised ESCO taxonomy code (e.g., S4: Management Skills, K2: Arts and Humanities). The goal of this task is then to use D to train an algorithm \( h: X \rightarrow C \) to accurately predict skill tags by assigning an output label \( c \) for input \( x_i^d \).

3.1. Encoders

As baseline for Danish SC, we consider a Danish BERT (DaBERT) encoder. Following Gururangan et al. (2020), we continuously pretrain DaBERT on 24.5M Danish JP sentences for one epoch, we name this DaJobBERT (Zhang et al., 2022). To test zero-shot performance from English to Danish for SC, we use BERTbase (Devlin et al., 2019) and a domain-adapted BERTbase model on 3.2M JP sentences, namely JobBERT (Zhang et al., 2022). We assume that domain-adapted models like JobBERT and DaJobBERT would improve SC as the “domain” is the same.

Multilingual Encoder We explore whether using a multilingual encoder would benefit the classification of skills for Danish in a low-resource setting. For the experiments we use RemBERT (Chung et al., 2020), it has recently shown to outperform mBERT (Devlin et al., 2019) on several tasks. All models are using a final Softmax layer for the classification of spans.

3.2. Experimental Setup

Our detailed experimental setup is shown in Figure 4. We start with 391 English and 60 Danish job postings (Table) annotated with spans of SKCs. The spans are then queried to the ESCO API (Figure 1). We split the English data into 290 train (9,472 SKCs), 51 dev (1,577 SKCs), and 50 JPs for test (1,578 SKCs), and for the Danish data we split this into 10 JPs (138 SKCs) for training and 50 JPs for test (782 SKCs). For the label distribution we refer back to Figure 3 (excl. test).

We fine-tune BERTbase and JobBERT on the spans in 290 English JPs. Next, we fine-tune DaBERT and DaJobBERT on the 10 Danish JPs. For RemBERT, we fine-tune in three ways: Only on English, only on Danish, and on both English and Danish together. For all setups, we choose the model with the best score on the English dev. set. As pointed out by Artetxe et al. (2020), pure unsupervised cross-lingual transfer should not use any cross-lingual signal by definition. As our attention is on Danish, we do not use any Danish labeled training data nor dev. data in the zero-shot setting. All models in the end will be tested on...
the held-out 50 English and Danish JPs separately. In summary, we have three setups: (1) Fine-tuned on English JPs only (BERT, JobBERT, RemBERT), (2) fine-tuned on Danish JPs only (DaBERT, DaJobBERT, RemBERT), and (3) fine-tuned on both English and Danish JPs (RemBERT). We consider (1) a zero-shot setting, while (2) and (3) do have access to some Danish training data, hence this is a few-shot setting. Throughout the experiments, we use the MACHAMP (v0.3) toolkit (van der Goot et al., 2021) for classification. All reported results are the average over five runs with different random seeds on weighted macro-F1.

4. Analysis of Results

We show the experimental results in Figure 5. Plotted is the weighted macro-F1 of all three setups with seven models and their corresponding standard deviation on the English development set, English test set, and the Danish test set. All models left of the black vertical line are the zero-shot setup, applied to Danish. On the right, these models are in the few-shot setting, this is due to the model having access to some target language training data (DA).

Performance Zero-shot Setting For the models trained on English only (BERT, JobBERT, and RemBERT (EN)) when applied to the English development set, all three models perform similarly. They achieve around 0.63–0.64 weighted macro-F1 with little standard deviation: BERT\textsubscript{base} 0.628±0.004, JobBERT 0.628±0.006, and RemBERT (EN) 0.629±0.003 weighted macro-F1. Similarly for the English test set: BERT\textsubscript{base} 0.632±0.007, JobBERT 0.644±0.006, and RemBERT (EN) 0.637±0.007 weighted macro-F1, where JobBERT significantly outperforms all other models (details in Section 12).

In summary, we have three setups: (1) Fine-tuned on English JPs only (BERT, JobBERT, RemBERT), (2) fine-tuned on Danish JPs only (DaBERT, DaJobBERT, RemBERT), and (3) fine-tuned on both English and Danish JPs (RemBERT). We consider (1) a zero-shot setting, while (2) and (3) do have access to some Danish training data, hence this is a few-shot setting. Throughout the experiments, we use the MACHAMP (v0.3) toolkit (van der Goot et al., 2021) for classification. All reported results are the average over five runs with different random seeds on weighted macro-F1.

Performance Few-shot Setting Apart from RemBERT (EN+DA) having access to English data, all other models fine-tuned on Danish perform poorly on English dev. and test. The performance of RemBERT (DA) is slightly better than the best performing Danish-only model DaJobBERT (0.098±0.040 vs.0.096±0.024 weighted macro-F1 on English test), where our intuition again goes to the pretraining data. For DA test, DaBERT is a strong baseline, achieving 0.199±0.058 weighted macro-F1 with little Danish training data. RemBERT (DA) did not result in significant gains having pretrained on multiple languages and another intuition could be that this is a result of negative transfer (Rosenstein et al., 2005). Then, DaJobBERT performs better than DaBERT on the Danish test set: 0.395±0.058 weighted macro-F1. Note that we conducted domain adaptive pretraining from the DaBERT checkpoint on 24.5M Danish JP sentences for one epoch with the Masked Language Modeling objec-
Specifically for Danish, from the baseline (DaBERT), there is a small cluster of confusion from S1-4. These are rather distinct classes of skills. For example, S4 means management skills. A specific example is “fagligt velfunderet” (en: professionally sound), this could be an attitude. This is all hard to determine since there is no context around the skill. Overall, there is some confusion between the skills when taken out of context. We leave the exploration of fine-grained skill classification with context for future work.

Analysis of Predictions In Figure 6, we show the confusion matrix of the best performing zero-shot model on the test set of the best run and investigate what the model does not predict correctly. In the matrix, the model mostly confuses the label A1, which relates to attitudes and S1: Communication, collaboration, and creativity. There could be some overlap between these labels as for example the skill “effektiv” (en: efficient/effective). This is officially labeled as an attitude by ESCO, but a grey area is that “effective” could relate to “creativity”. There is also a small cluster of confusion from S1-4. These are rather distinct classes of skills. For example, S4 means management skills. A specific example is “fagligt velfunderet” (en: professionally sound), this could be an attitude. This is all hard to determine since there is no context around the skill. Overall, there is some confusion between the skills when taken out of context. We leave the exploration of fine-grained skill classification with context for future work.

Combining Training Data Last, giving RemBERT all training data (English and Danish) results in substantial improvement over all other models in the zero-shot and few-shot setting alike: 0.472±0.014, which significantly outperforms all other models on Danish test. Henceforth, it is helpful to have a bit of target-language training data for higher resulting performance.

Is Domain Adaptive Pretraining Worth It? In light of the results, domain adaptive pretraining shows its benefit for both English and Danish fine-tuning. Specifically for Danish, from the baseline (DaBERT), the improvement is close to 0.2 weighted macro-F1 with DaJobBERT. The domain adaptive pretraining took ~35 hours, using 4 GPUs, to pass once over the unlabeled data (24.5M Danish JP sentences). The largest gain is obtained with combining both English and Danish training data: The improvement is around 0.27 weighted macro-F1. However, the 391 EN and 60 DA JPs took around two months of non-stop annotating. In short, there is a trade-off between continuous pretraining on unlabeled text and annotating: (1) Domain adaptive pretraining gives short-term gains with little costs, but there needs to be enough unlabeled data in the right domain. (2) Annotating extra data results in larger gains long-term, but there is more costs involved.

Qualitative Analysis Distant Supervision We analyze the label selection method and the missing labels in the English dataset as mentioned in Section 2.3. We find that the missing labels in the English data is predominantly coming from technical skills. We found that the missing spans are mostly knowledge components in the form of technologies used today by developers, such as ReactJS, Django, AWS etc. This lack of coverage could either be due to specificity or the ever-growing list of technologies. In ESCO, there are several technologies that are listed (e.g., NoSQL, Drupal, Wordpress to name a few), but there are also a lot missing (e.g., TensorFlow, Data Science, etc.).

5. Related Work

Many works focus on the identification of skills in job descriptions, i.e., whether a sentence contains a skill or not (Sayfullina et al., 2018; Tumbriri et al., 2020) or what the necessary skills are inferred from an entire job posting (Bhola et al., 2020). We instead identified the SKCs manually in the job descriptions on the sentence-level, as this gives us the highest quality of identified SKCs. Furthermore, there are several works in fine-grained SC (i.e., categorize the skills), but mostly focus on English job descriptions. A straightforward approach is to do exact matching with a predefined list of skills (Malherbe and Auffaure, 2016; Papoutsoglou et al., 2017; Sibarani et al., 2017) or do a frequency analysis of skills, cluster them by hand and attach a more general category to them e.g., Gardiner et al. (2018). Some works have used the ESCO taxonomy directly (Boselli et al., 2018; Giabelli et al., 2020). For example, Boselli et al. (2018) classified both titles and description for its most suitable ISCO (Elías, 1997) code (what ESCO is partially based on). However, they only gave one label to each data point (i.e., full job posting), which is unrealistic as most occupations require multiple competences.
Overall, to the best of our knowledge, there seems to be little to no work in directly classifying the identified SKC to a specific ESCO label. In addition, this work is the first of its kind doing this for Danish JPs.

6. Conclusion

We present a novel skill classification dataset for competences in Danish: KOMPETENSC. In addition, we transform the coarse-grained human annotated spans to more fine-grained labels via distant supervision with the ESCO API. Our human evaluation shows that the distantly supervised labels give a signal of correctly annotated spans, where we achieve 41.3% accuracy on a large English label subset, and 70.4% accuracy on the Danish dev set, and 14.1% accuracy on the Danish test set. We manually correct the Danish test set with the correct labels from ESCO to create a gold annotated set and keep the English labels as is, and thus silver labels. Furthermore, domain adaptive pretraining helps to improve performance on the task specifically for English. The best performance is achieved with RemBERT on both the zero-shot setting (0.354±0.021 weighted macro-F1) and few-shot setting (0.472±0.014 weighted macro-F1), where they significantly outperform the other models. The strong performance is likely due to the pretrained data that contains both Danish and English.

Last, since the annotations are on the token-level, this work can be extended to, for example, sequence labeling. We hope this dataset initiates further research in the area of skill classification.
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### Appendix

#### 9. Data Statement KOMPETENCER

Following [Bender and Friedman (2018)](https://github.com/Kaleidophon/deep-significance), the following outlines the data statement for KOMPETENCER:
| PARAMETER         | VALUE    | RANGE    |
|------------------|----------|----------|
| Optimizer        | AdamW    |          |
| \(\beta_1, \beta_2\) | 0.9, 0.99 |          |
| Dropout          | 0.2      | 0.1, 0.2, 0.3 |
| Epochs           | 20       |          |
| Batch Size       | 32       |          |
| Learning Rate (LR) | 1e-4   | 1e-3, 1e-4, 1e-5 |
| LR scheduler     | Slanted triangular |          |
| Weight decay     | 0.01     |          |
| Decay factor     | 0.38     | 0.35, 0.38, 0.5 |
| Cut fraction     | 0.2      | 0.1, 0.2, 0.3 |

Table 2: Hyperparameters of MACHAMP.

A. CURATION RATIONALE: Collection of job postings in the English and Danish language for skill classification, to study the impact of skill changes from job postings.

B. LANGUAGE VARIETY: The non-canonical data was collected from the StackOverflow job posting platform, an in-house job posting collection from our national labor agency collaboration partner (which will be elaborated upon acceptance), and web extracted job postings from a large job posting platform. US (en-US), British (en-GB) English, and Danish (da-DK) are involved.

C. SPEAKER DEMOGRAPHIC: Gender, age, race-ethnicity, socioeconomic status are unknown.

D. ANNOTATOR DEMOGRAPHIC: Three hired project participants (age range: 25–30), gender: one female and two males, white European and Asian (non-Hispanic). Native language: Danish, Dutch. Socioeconomic status: higher-education students. Female annotator is a professional annotator with a background in Linguistics and the two males with a background in Computer Science.

E. SPEECH SITUATION: Standard American, British English or Danish is used in job postings. Time frame of the data is between 2012–2021.

F. TEXT CHARACTERISTICS: Sentences are from job postings posted on official job vacancy platforms.

G. RECORDING QUALITY: N/A.

H. OTHER: N/A.

I. PROVENANCE APPENDIX: The Danish job posting data is from our collaborators: The Danish Agency for Labour Market and Recruitment (STAR).

10. Reproducibility
We use the default hyperparameters in MACHAMP [van der Goot et al., 2021] as shown in Table 2. For more details we refer to their paper. For the five random seeds we use 3477689, 4213916, 6828303, 8749520, and 9364029. All experiments with MACHAMP were ran on an NVIDIA® NVIDIA A100-SXM4 40GB GPU and an AMD® EPYC 7662 64-Core Processor.

11. Label Meaning
| Label | Subject                                      | Definition                                                                 |
|-------|----------------------------------------------|-----------------------------------------------------------------------------|
| 0000  | ARTIFACT                                     | ARTIFACT                                                                    |
| A1    | Attitudes                                    | Individual work styles that can affect how well someone performs a job.      |
| A2    | Values                                       | Principles or standards of behavior, revealing one’s judgment of what is important in life. |
| K00   | Generic programmes and qualifications        | Generic programmes and qualifications are those providing fundamental and personal skills education which cover a broad range of subjects and do not emphasise or specialise in a particular broad or narrow field. |
| K01   | Education                                    | NO-DEFINITION                                                               |
| K02   | Arts and humanities                          | NO-DEFINITION                                                               |
| K03   | Social sciences, journalism and information  | NO-DEFINITION                                                               |
| K04   | Business, administration and law             | NO-DEFINITION                                                               |
| K05   | Natural sciences, mathematics and statistics | NO-DEFINITION                                                               |
| K06   | Information and communication technologies (icts) | NO-DEFINITION                                                               |
| K07   | Engineering, manufacturing and construction not elsewhere classified | NO-DEFINITION                                                               |
| K08   | Agriculture, forestry, fisheries and veterinary | NO-DEFINITION                                                               |
| K09   | Health and welfare                           | NO-DEFINITION                                                               |
| K10   | Services                                     | NO-DEFINITION                                                               |
| K09   | Field unknown                                | NO-DEFINITION                                                               |
| L1    | Languages                                    | Ability to communicate through reading, writing, speaking and listening in the mother tongue and/or in a foreign language. |
| S1    | Communication, collaboration and creativity   | Communicating, collaborating, liaising, and negotiating with other people, developing solutions to problems, creating plans or specifications for the design of objects and systems, composing text or music, performing to entertain an audience, and imparting knowledge to others. |
| S2    | Information skills                           | Collecting, storing, monitoring, and using information; Conducting studies, investigations and tests; maintaining records; managing, evaluating, processing, analysing and monitoring information and projecting outcomes. |
| S3    | Assisting and caring                          | Providing assistance, nurturing, care, service and support to people, and ensuring compliance to rules, standards, guidelines or laws. |
| S4    | Management skills                            | Managing people, activities, resources, and organisation; developing objectives and strategies, organising work activities, allocating and controlling resources and leading, motivating, recruiting and supervising people and teams. |
| S5    | Working with computers                       | Using computers and other digital tools to develop, install and maintain ICT software and infrastructure and to browse, search, filter, organise, store, retrieve, and analyse data, to collaborate and communicate with others, to create and edit new content. |
| S6    | Handling and moving                          | Sorting, arranging, moving, transforming, fabricating and cleaning goods and materials by hand or using handheld tools and equipment. Tending plants, crops and animals. |
| S7    | Constructing                                 | Building, repairing, installing and finishing interior and exterior structures. |
| S8    | Working with machinery and specialised equipment | Controlling, operating and monitoring vehicles, stationary and mobile machinery and precision instrumentation and equipment. |
| K?    | ARTIFACT                                     | ARTIFACT                                                                    |
| S?    | ARTIFACT                                     | ARTIFACT                                                                    |

Table 3: Definition of ESCO Labels. Indicated are the definitions of the ESCO labels used in this work taken from the ESCO taxonomy. Artifacts of the ESCO API are K? and S?, and 0000, this means that no component was found.
Table 4: Exact Results on Splits. Indicated are the exact results of the bar plots in Figure 5. Significance tested with Almost Stochastic Order (Dror et al., 2019) test with Bonferroni correction (Bonferroni, 1936). Bold indicates highest average weighted macro-F1 and asterisk indicates significance.

12. Exact Results from Plots

In Table 4, we show the exact results of the plots from Figure 5 on English dev, English test, and Danish test respectively. In addition, we do significance testing. Recently, the Almost Stochastic Order (ASO) test (Dror et al., 2019) has been proposed to test statistical significance for deep neural networks over multiple runs. Generally, the ASO test determines whether a stochastic order (Reimers and Gurevych, 2018) exists between two models or algorithms based on their respective sets of evaluation scores. Given the single model scores over multiple random seeds of two algorithms \( A \) and \( B \), the method computes a test-specific value (\( \epsilon_{\text{min}} \)) that indicates how far algorithm \( A \) is from being significantly better than algorithm \( B \). When distance \( \epsilon_{\text{min}} = 0.0 \), one can claim that \( A \) stochastically dominant over \( B \) with a predefined significance level. When \( \epsilon_{\text{min}} < 0.5 \) one can say \( A \succeq B \). On the contrary, when we have \( \epsilon_{\text{min}} = 1.0 \), this means \( B \succeq A \). For \( \epsilon_{\text{min}} = 0.5 \), no order can be determined. We compared all pairs of models based on five random seeds each using ASO with a confidence level of \( \alpha = 0.05 \) (before adjusting for all pair-wise comparisons using the Bonferroni correction (Bonferroni, 1936)). Almost stochastic dominance (\( \epsilon_{\text{min}} < 0.5 \)) is indicated in Figure 7 over all the splits.

13. Confusion Matrix Few-Shot

In Figure 8, we show the confusion matrix of the best performing few-shot model on the test set of the best run and investigate what the model does not predict correctly. Dissimilar from Figure 6, we only seem some confusion in the small cluster of S1–4. Giving the model a few Danish JPs substantially improved the prediction of A1, which relates to attitudes and gets predicted as S1: Communication, collaboration and creativity.

\[^{32}\text{Implementation of Dror et al. (2019) can be found at https://github.com/Kalediphon/deep-significance (Ulmer, 2021)}\]
Figure 8: Confusion Matrix of RemBERT (EN+DA). We show the confusion matrix of the few-shot setting with RemBERT (EN+DA). On the diagonal are the correctly predicted labels. There is less confusion in this model as compared to RemBERT (EN). We suspect the additional Danish data benefits the prediction of a1.