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Abstract. Burkart, Caucal, Steffen (1995) showed a procedure deciding bisimulation equivalence of processes in Basic Process Algebra (BPA), i.e. of sequential processes generated by context-free grammars. They improved the previous decidability result of Christensen, Hüttel, Stirling (1992), since their procedure has obviously an elementary time complexity and the authors claim that a close analysis would reveal a double exponential upper bound. Here a self-contained direct proof of the membership in 2-ExpTime is given. This is done via a Prover-Refuter game which shows that there is an alternating Turing machine deciding the problem in exponential space. The proof uses similar ingredients (size-measures, decompositions, bases) as the previous proofs, but one new simplifying factor is an explicit addition of infinite regular strings to the state space. An auxiliary claim also shows an explicit exponential upper bound on the equivalence level of nonbisimilar normed BPA processes.

The importance of clarifying the 2-ExpTime upper bound for BPA bisimilarity has recently increased due to the shift of the known lower bound from PSpace (Srba, 2002) to ExpTime (Kiefer, 2012).

1. INTRODUCTION

The classical language equivalence problems in automata theory have their counterparts in the bisimulation equivalence problems in process theory. The computational complexity of bisimulation equivalence is still not fully settled even for fundamental classes, one of them being the class of Basic Process Algebra (BPA) processes, i.e. of sequential processes generated by context-free grammars. This concrete research topic started with a result by Baeten, Bergstra, Klop [1] who showed decidability in the normed BPA case (where each nonterminal of the underlying context-free grammar derives some terminal word). Christensen, Hüttel, Stirling [8] extended the decidability result to the whole BPA class, and Burkart, Caucal, Steffen [6] (see also [5]) showed a procedure with an elementary
complexity, claiming that a close analysis would demonstrate a double exponential upper bound. We also note that the normed case was subsequently shown to be in PTime \[10\] (see \[9\] for the most recent improvement of complexity).

Regarding the lower bounds for the (full) BPA problem, Srba \[19\] showed \(\text{PSpace}\)-hardness, and Kiefer \[15\] recently shifted this to \(\text{ExpTime}\)-hardness (using the \(\text{ExpTime}\)-completeness of countdown games \[14\]); he thus also strengthened the lower bound results known for (visibly) pushdown processes \[16\], \[20\] and for weak bisimilarity \[17\]. This was a bit surprising since the bisimulation equivalence problem for related classes of basic parallel processes (generated by commutative context-free grammars) and of one-counter processes were shown \(\text{PSPACE}\)-complete \[11\], \[3\]. The mentioned shift of the lower bound is a natural impulse for looking at the complexity again; confirming the upper bound which has been a bit vaguely stated in the literature becomes more important.

Here we show a direct self-contained proof of the fact that BPA bisimilarity is indeed in \(2\)-\(\text{ExpTime}\). This is done via a Prover-Refuter game which shows that there is an alternating Turing machine deciding the problem in exponential space. The proof uses similar ingredients (size-measures, decompositions, bases) as the previous proofs, though in somewhat different forms; a new factor is an explicit addition of infinite regular strings to the state space. On the whole, the proof confirms the previously claimed upper bound, simplifies several technical aspects, and it might also shed some new light on the structural decomposition approach for deciding bisimilarity. An auxiliary claim also shows an exponential upper bound on the equivalence level of nonbisimilar normed BPA processes; such a bound seems to have been only implicit in the previous works.

Section 2 recalls the notion of regular strings, defines the bisimilarity problem for BPA and states the main result. Section 3 then shows a proof. It recalls some simple notions and observations, including the congruence properties and decompositions, and then a Prover-Refuter game is defined; it will be obvious that Refuter has a winning strategy for negative instances. The above mentioned exponential upper bound on the equivalence level of nonbisimilar normed BPA processes, which is used to show that Prover has a winning strategy for positive instances, is highlighted in Section 4. Section 5 adds some further remarks.

2. Preliminaries

Let \(\mathbb{N} = \{0, 1, 2, \ldots \}\). For a finite set \(C\), \(\text{card}(C)\) is the number of elements of \(C\), and \(C^*\) is the set of finite sequences of elements of \(C\), also called strings or words over \(C\). By \(\varepsilon\) we denote the empty sequence and by \(|w|\) the length of \(w \in C^*\). By \(C^\omega\) we denote the set of infinite strings over \(C\), i.e. the set of mappings \(\mathbb{N} \to C\). By \(uv\) we denote the concatenation of strings \(u, v\). For technical convenience, we might write \(uv\) even when \(u\) is infinite but then \(uv\) is implicitly identified with \(u\). We put \(u^0 = \varepsilon\) and \(u^{i+1} = uv^i\) (where \(i \in \mathbb{N}\)). By \(u^\omega\) we denote the string \(uuu \cdots\); \(u^\omega = u\) when \(u\) is infinite, and \(\varepsilon^\omega = \varepsilon\). If \(w = uv\) then \(u\) is a prefix of \(w\); if \(u\) is finite then \(v\) is a suffix of \(w\).

Regular strings. A regular string over \(C\) is either a finite string (an element of \(C^*\)) or an infinite string (an element of \(C^\omega\)) of the form \(\beta\gamma\gamma \cdots = \beta\gamma^\omega\) where \(\beta, \gamma \in C^*\) and \(\gamma \neq \varepsilon\). (Such infinite strings are also called ultimately periodic words.) We do not consider nonregular strings.

One infinite regular string can have more “lasso” presentations, as shown by the example

\[BAA(BBABBABBA)^\omega = BA(ABB)^\omega.\]
The second presentation is the canonical one, since it has the shortest cycle \((ABB)\) and the shortest prefix \((BA)\). We now make this standard notion precise, while also recalling some standard facts which will be used later.

For \(\alpha \in \mathbb{C}^*\) we put \(\text{SWAP}(\alpha) = \{ \gamma \beta \mid \beta \gamma = \alpha \} \).

**Proposition 2.1.** If \(\beta_1(\gamma_1) = \beta_2(\gamma_2)^\omega \) then \((\gamma_2)^\omega = (\gamma_1')\omega\) for some \(\gamma_1' \in \text{SWAP}(\gamma_1)\).

_Proof._ Since \(\beta_1 \gamma_1 \gamma_1 \gamma_1 \ldots = \beta_2 \gamma_2 \gamma_2 \gamma_2 \ldots\), we obviously must have \(\gamma_2 \gamma_2 \gamma_2 \ldots = \delta \gamma_1 \gamma_1 \gamma_1 \ldots\) for a suffix \(\delta\) of \(\gamma_1\); let \(\gamma_1 = \delta' \delta\). Hence \((\gamma_2)^\omega = (\delta' \delta)^\omega = (\delta' \delta')^\omega\).

**Lemma 2.2.** Each regular string \(\alpha\) has the unique prefix \(\alpha_p\) and the unique cycle \(\alpha_c\) such that \(\alpha = \alpha_p(\alpha_c)^\omega\) and, moreover, \(\alpha = \beta \gamma^\omega\) implies \(|\beta| \geq |\alpha_p|\) and \(|\gamma| \geq |\alpha_c|\) (if \(\beta\) is finite).

_Proof._ Suppose \(\alpha = \beta_1(\gamma_1) = \beta_2(\gamma_2)^\omega\). Using Prop. 2.1 we get

\[
\alpha = \beta_1(\gamma_1)^\omega = \beta_1(\gamma_1') = \beta_2(\gamma_2)^\omega = \beta_2(\gamma_1')^\omega,
\]

for some \(\gamma_1' \in \text{SWAP}(\gamma_1)\) and \(\gamma_1' \in \text{SWAP}(\gamma_1)\). It is thus obvious that \(\alpha = \beta \gamma^\omega\) where \(|\beta| = \min\{|\beta_1|, |\beta_2|\}\) and \(|\gamma| = \min\{|\gamma_1|, |\gamma_2|\}\). The claim thus follows easily.

We call \(\alpha_p(\alpha_c)^\omega\) the canonical presentation of \(\alpha\) (where \(\alpha_p = \alpha\) and \(\alpha_c = \varepsilon\) when \(\alpha\) is finite). It is useful to note that the (canonical) cycle of a regular string is insensitive to any change of a finite prefix, up to swapping:

**Proposition 2.3.** For any finite \(\beta_1, \beta_2\) and any (regular) \(\alpha\) we have \((\beta_2 \alpha)_c \in \text{SWAP}(\beta_1 \alpha)_c\).

_Proof._ We have \(\beta_1 \alpha = (\beta_1 \alpha)_p((\beta_1 \alpha)_c)^\omega = \beta_1 \alpha_p(\alpha_c)^\omega\); hence \(|(\beta_1 \alpha)_c| \leq |\alpha_c|\) (by Lemma 2.2). On the other hand, \(\alpha = \gamma_1((\beta_1 \alpha)_c)^\omega\) for some finite \(\gamma_1\), and thus \(|\alpha_c| \leq |(\beta_1 \alpha)_c|\); hence \(|(\beta_1 \alpha)_c| = |\alpha_c|\). Similarly \(\alpha = \gamma_2((\beta_2 \alpha)_c)^\omega\) for some finite \(\gamma_2\), and we deduce \(|(\beta_1 \alpha)_c| = |(\beta_2 \alpha)_c|\). Since \(\gamma_1((\beta_1 \alpha)_c)^\omega = \gamma_2((\beta_2 \alpha)_c)^\omega\), by Prop. 2.1 we easily derive that \((\beta_2 \alpha)_c \in \text{SWAP}(\beta_1 \alpha)_c\).

We will also (implicitly) use the following simple computational fact.

**Proposition 2.4.** There is a polynomial-time algorithm which, given finite strings \(\beta\) and \(\gamma\), finds the canonical prefix \((\beta \gamma^\omega)_p\) and the canonical cycle \((\beta \gamma^\omega)_c\).

_Proof._ Even a brute-force approach is sufficient here. We can systematically explore all 3-part partitions \(\beta \gamma = \delta_1 \delta_2 \delta_3\). For each of them we can check whether \(\delta_1(\delta_2)^\omega = \beta \gamma^\omega\); for this we must have \(\delta_3 = (\delta_2)^\delta \delta, \delta_2 = \delta \delta'\) and \((\delta' \delta)^\omega = \gamma^\omega\); the latter holds iff \((\delta' \delta)^\gamma = \gamma^{\delta' \delta}\).

**BPA processes.** A BPA system is defined as a context-free grammar in Greibach normal form with no starting nonterminal; it is a tuple \(G = (N, A, R)\) where \(N, A, R\) are finite nonempty sets of nonterminals (or variables), actions (or terminals), and rewriting rules, respectively. The rules in \(R\) are of the form \(A \xrightarrow{a} \alpha\) where \(A \in N, a \in A, \alpha \in N^*\). For later convenience we assume that for each \(A \in N\) there is at least one rule of the form \(A \xrightarrow{a} \alpha\), i.e., there are no dead nonterminals. (But there may still be nonterminals which do not derive any terminal word in the classical language sense.)

With each BPA system \(G = (N, A, R)\) we associate the labelled transition system (LTS) \(L_G = (S_G, A, (\omega \xrightarrow{a})_{a \in A})\) where \(S_G\) is the set of all regular strings over \(N\), which are also called states or processes. The transition relations \(\omega \xrightarrow{a} \subseteq S_G \times S_G\) are defined inductively as follows: if \(A \xrightarrow{a} \alpha\) is a rule in \(R\) then \(A \beta \xrightarrow{a} \alpha \beta\) for any regular string \(\beta\). We also define \(\omega \xrightarrow{w}\), for \(w \in A^*\), as usual: \(\alpha \xrightarrow{w} \alpha\); if \(\alpha \xrightarrow{a} \beta\) and \(\beta \xrightarrow{u} \gamma\) then \(\alpha \xrightarrow{au} \gamma\).
Remark. We note that $\mathcal{L}_G$ is generally nondeterministic, since $\mathcal{R}$ can contain rules $A \xrightarrow{a} \alpha$ and $A \xrightarrow{a} \beta$ where $\alpha \neq \beta$. We also note that if $\alpha$ is a finite string and $\alpha \xrightarrow{\omega} \beta$ then $\beta$ is also finite. The convenience of including also infinite regular strings into $S_G$ will become clear later.

Bisimilarity problem for BPA. Given $G = (N, A, \mathcal{R})$, with the associated LTS $\mathcal{L}_G = (S_G, A, (\xrightarrow{a})_{a \in A})$, we say that $B \subseteq S_G \times S_G$ covers $(\alpha, \beta) \in S_G \times S_G$ if for any transition $\alpha \xrightarrow{a} \alpha'$ there is $\beta \xrightarrow{a} \beta'$ such that $(\alpha', \beta') \in B$, and for any $\beta \xrightarrow{a} \beta'$ there is $\alpha \xrightarrow{a} \alpha'$ such that $(\alpha', \beta') \in B$. For subsets $B, B'$ of $S_G \times S_G$ we say that $B$ covers $B'$ if $B$ covers each $(\alpha, \beta) \in B'$. A set $B$ is a bisimulation if $B$ covers $B$. States $\alpha, \beta$ are bisimilar, denoted $\alpha \sim \beta$, if there is a bisimulation $B$ containing $(\alpha, \beta)$.

The problem BPA-Bisim asks, given $G$ and two nonterminals $X, Y$, if $X \sim Y$. We will prove the next theorem, assuming a standard encoding of $G, X, Y$.

**Theorem 2.5.** BPA-Bisim is in 2-ExpTime; i.e., there is an algorithm which decides BPA-Bisim and its time complexity is in $O(2^{2^\text{pol}(n)})$ for a polynomial $\text{pol}$.

### 3. Proof of Theorem 2.5

In Subsection 3.1 we define some useful technical notions and observe their properties. These are variants of the ingredients used in the previous works like [8, 10, 6]. The extensions to regular strings are straightforward but we sketch all the proofs, to be self-contained. Subsection 3.2 then describes the crux of the algorithm, formulated as a Prover-Refuter game. Soundness (meaning that Prover cannot force a win when $X \not\sim Y$) will be obvious, while completeness (Prover can force a win when $X \sim Y$) is shown in Subsection 3.3.

The proof of a crucial technical lemma, related to normed BPA processes, is separated in Subsection 3.4.

#### 3.1. Useful notions and their properties

We consider a BPA system $G = (N, A, \mathcal{R})$, with the associated labelled transition system $\mathcal{L}_G = (S_G, A, (\xrightarrow{a})_{a \in A})$. We put $\sim_0 = S_G \times S_G$, and let $\sim_{i+1} \subseteq S_G \times S_G$ be the set of all pairs covered by $\sim_i$. We note that $\alpha \not\sim_1 \beta$ iff $\alpha, \beta$ enable different sets of actions.

In the next proposition we also use the convention that $\alpha \beta$ and $\alpha^\omega$ are identified with $\alpha$ when $\alpha$ is infinite.

**Proposition 3.1.**

1. The relations $\sim$ and $\sim_i$ (for all $i \in \mathbb{N}$) are equivalences.
2. If $\alpha \sim_{i+1} \beta$ then $\alpha \sim_i \beta$ (hence $\sim_0 \supseteq \sim_1 \supseteq \sim_2 \supseteq \ldots$).
3. We have $\alpha \sim \beta$ iff $\forall i \in \mathbb{N} : \alpha \sim_i \beta$.
4. If $\alpha \sim_i \beta$ and $\gamma \sim_i \delta$ then $\alpha \gamma \sim_i \beta \delta$. Hence $\sim$ and $\sim_i$ are congruences w.r.t. concatenation.
5. If $\alpha \sim_i \gamma \alpha$ and $\gamma \neq \epsilon$ then $\alpha \sim_i \gamma^\omega$. (Hence $\sim \sim \gamma \alpha$ implies $\sim \sim \gamma^\omega$.)

**Proof.** (1) Bisimilarity, i.e. the relation $\sim$, can be easily shown to be the greatest bisimulation, namely the union of all bisimulations; the equivalence conditions can be easily checked. For relations $\sim_i$, the equivalence conditions can be easily established by induction on $i$.

2. can be also easily established by induction on $i$. 


(3) The inclusion $\bigcap_{i \in \mathbb{N}} \sim_i \supseteq \sim$ is trivial. Since $L_G$ is image finite, i.e., for each pair $\alpha \in \mathcal{S}_G$, $a \in \mathcal{A}$ there are only finitely many $\beta$ such that $\alpha \xrightarrow{a} \beta$, the set $\bigcap_{i \in \mathbb{N}} \sim_i$ can be easily checked to be a bisimulation; therefore $\bigcap_{i \in \mathbb{N}} \sim_i \subseteq \sim$.

(4) Our assumption that there is no dead nonterminal $A \in \mathcal{N}$ implies $\varepsilon \sim_1 \alpha$ iif $\alpha = \varepsilon$. By induction on $i$ it is easy to show that $\alpha \sim_i \alpha'$ implies $\alpha \beta \sim_i \alpha' \beta$ and $\beta \alpha \sim_i \alpha' \beta'$.

(5) By (4) and (1), $\alpha \sim \gamma \alpha$ implies $\gamma \alpha \sim_i \gamma \gamma \alpha, \gamma \gamma \alpha \sim_i \gamma \gamma \gamma \alpha, \ldots,$ and thus also $\alpha \sim_i \gamma^i \alpha$. The obvious fact $\gamma^i \alpha \sim_i \gamma^i \alpha$ (when $\gamma \neq \varepsilon$) thus establishes the claim. \hfill $\Box$

Remark. The “no dead nonterminal” assumption is not crucial for the problem BPA-Bisim, since we can always add a special nonterminal $D$ and a special action $d$, with the rules $A \xrightarrow{d} A$ for all dead nonterminals $A$ (including $D$), and finally replace the question $X \xrightarrow{\sim} Y$ with $XD \xrightarrow{\sim} YD$.

Points (1)–(3) in Prop. 3.1 suggest to define the equivalence level, or the $\text{eq-level}$, for each pair of strings:

$$\text{EqLV}(\alpha, \beta) = k \in \mathbb{N} \text{ if } \alpha \sim_k \beta \text{ and } \alpha \not\sim_{k+1} \beta, \text{ and } \text{EqLV}(\alpha, \beta) = \omega \text{ if } \alpha \sim \beta.$$ 

We stipulate $n < \omega$ and $\omega + n = \omega - n = \omega + \omega = \omega$ for each $n \in \mathbb{N}$.

We observe the following facts.

**Proposition 3.2.**

(1) If $\text{EqLV}(\alpha, \beta) < \omega$ then either there is a transition $\alpha \xrightarrow{a} \alpha'$ such that for any $\beta \xrightarrow{a} \beta'$ we have $\text{EqLV}(\alpha', \beta') < \text{EqLV}(\alpha, \beta)$, or there is a transition $\beta \xrightarrow{a} \beta'$ such that for any $\alpha \xrightarrow{a} \alpha'$ we have $\text{EqLV}(\alpha', \beta') < \text{EqLV}(\alpha, \beta)$.

(2) If $\alpha \xrightarrow{a_1} \alpha_1 \xrightarrow{a_2} \alpha_2 \cdots \xrightarrow{a_k} \alpha_k$ where $a_i \in \mathcal{A}$ (for all $i, 1 \leq i \leq k$) and $k \leq \text{EqLV}(\alpha, \beta)$

then there are $\beta_1, \beta_2, \ldots, \beta_k$ such that $\beta \xrightarrow{a_1} \beta_1 \xrightarrow{a_2} \beta_2 \cdots \xrightarrow{a_k} \beta_k$ and

$\text{EqLV}(\alpha_i, \beta_i) \geq \text{EqLV}(\alpha, \beta) - i$ for $i = 1, 2, \ldots, k$; this implies $\alpha_i \sim \beta_i$ if $\alpha \sim \beta$.

(3) If $\text{EqLV}(\alpha, \alpha') \geq \text{EqLV}(\alpha, \beta) + 1$ then $\text{EqLV}(\alpha, \beta) = \text{EqLV}(\alpha', \beta)$.

(4) $\text{EqLV}(\alpha, \beta) \leq \text{EqLV}(\alpha', \beta')$.

**Proof.** The claims easily follow from the definitions of $\sim_i$ and $\sim$. In Point 2 we can use induction on $k$. For Point 3 it suffices to note that if $\alpha \sim_i \beta$, $\alpha \not\sim_{i+1} \beta$, and $\alpha \sim_{i+1} \alpha'$ (hence also $\alpha \sim_i \alpha'$) then $\alpha' \sim_i \beta$ and $\alpha' \not\sim_{i+1} \beta$. For Point 4 we note that $\alpha \sim_i \beta$ implies $\alpha' \sim_i \beta \gamma$ by Prop 3.1(1,4). \hfill $\Box$

Now we define the norm as a mapping $\mathcal{S}_G \rightarrow \mathbb{N} \cup \{\omega\}$.

**Definition 3.3.** The norm of $\alpha \in \mathcal{S}_G$ is denoted by $||\alpha||$. If there is no $w \in \mathcal{A}^*$ such that $\alpha \xrightarrow{w} \varepsilon$ then we put $||\alpha|| = \omega$ and say that $\alpha$ is unnormed; otherwise $\alpha$ is normed and $||\alpha|| = |w|$ for a shortest $w$ such that $\alpha \xrightarrow{w} \varepsilon$.

A path $\beta_0 \xrightarrow{a_1} \beta_1 \xrightarrow{a_2} \beta_2 \cdots \xrightarrow{a_k} \beta_k$ in $L_G$, where $k \geq 1$ and $a_i \in \mathcal{A}_i$, is norm-reducing if $||\beta_i|| > ||\beta_{i+1}||$ (and thus necessarily $||\beta_{i+1}|| = ||\beta_i|| - 1$) for $i = 0, 1, \ldots, k-1$.

We note that $||\varepsilon|| = 0$ and $||\alpha \beta|| = ||\alpha|| + ||\beta||$. We have $||\alpha|| = \omega$ when $\alpha$ is infinite. Now we observe further simple facts.

**Proposition 3.4.**

(1) If $||\alpha|| \neq ||\beta||$ then $\text{EqLV}(\alpha, \beta) \leq \min\{||\alpha||, ||\beta||\}$ (and thus $\alpha \not\sim \beta$).

(2) If $U \in \mathcal{N}$ and $||U|| = \omega$ then $U \sim U \alpha$ for any $\alpha$.

(3) $\text{EqLV}(\gamma \alpha, \gamma \beta) \geq ||\gamma|| + \text{EqLV}(\alpha, \beta)$. 


Proof. (1) Suppose \( \|\alpha\| < \|\beta\| \). Hence \( \alpha \overset{u}{\to} \varepsilon \) for some \( u \) where \( |u| = \|\alpha\| \). If \( \text{EqLv}(\alpha, \beta) \geq \|\alpha\| \) then there is \( \beta' \) such that \( \beta \overset{u}{\to} \beta' \) and \( \text{EqLv}(\varepsilon, \beta') \geq \text{EqLv}(\alpha, \beta') - \|\alpha\| \) (by Prop. 3.2(2)). Since \( \|\beta\| > \|\alpha\| \), we have \( \beta' \neq \varepsilon \), and thus \( \text{EqLv}(\varepsilon, \beta') = 0 \). Hence \( \text{EqLv}(\alpha, \beta) \leq \|\alpha\| \).

(2) We can easily check that the set \( \{ (\gamma, \beta) \mid \alpha \sim \beta, \|\alpha\| = \|\beta\| = \omega \} \) is a bisimulation.

(3) If \( \gamma \alpha \sim \gamma \beta \) (which surely holds when \( \|\gamma\| = \omega \)) then the claim is trivial.

We thus further implicitly assume that the considered strings are of the forms \( \alpha \gamma \).

\[ \begin{align*}
\text{Proposition 3.6.} & \\
\text{We sketch an algorithm which outputs nonterminals in an order} & \\
\text{for which there is a rule} & \\
A \overset{a}{\to} \alpha & \text{such that} \alpha \in \mathcal{D} & \text{and} & \|\alpha\| = m; \text{it is obvious that} & \\
\|A_i\| & = 1 + m. \text{If} & & \mathcal{D} = \emptyset & \text{then} & \|A\| & = \omega \text{for all} & \\
& & & A \notin \{A_1, A_2, \ldots, A_i\} & \text{. The time complexity} & & \\
\end{align*} \]

\[ \text{Convention.} \text{ Prop. 3.2(2) allows us to remove the suffix after the first occurrence of an unormed nonterminal in any string, without changing its bisimulation equivalence class.} \]

We thus further implicitly assume that the considered strings are of the forms \( \alpha, \alpha U \), or \( \beta \gamma^\omega \) where \( \alpha, \beta, \gamma \in \mathcal{N}^* \) are normed and \( U \in \mathcal{N} \) is unormed. We might write, e.g., \( \gamma \beta \) or \( \gamma^\omega \) even if \( \|\gamma\| = \omega \) but such strings are implicitly identified with the appropriate prefix of \( \gamma \).

It will be useful to use the norm when measuring the size of string presentations:

\[ \textbf{Definition 3.5. Given} \mathcal{G} = (\mathcal{N}, \mathcal{A}, \mathcal{R}), \text{ the function} \ \text{SIZE} : \mathcal{S}_G \cup (\mathcal{S}_G \times \mathcal{S}_G) \to \mathbb{N} \text{ is defined as follows.} \]

- For a finite string \( \alpha \) we put \( \text{SIZE}(\alpha) = \|\alpha'\| \) where \( \alpha' \) is the longest normed prefix of \( \alpha \).
- For an infinite regular string \( \alpha \), containing no unormed nonterminal, we put \( \text{SIZE}(\alpha) = \|\alpha_p(\alpha_c)^\omega\| \) (where \( \alpha_p(\alpha_c) \) is the canonical presentation of \( \alpha \)).
- For a pair \( (\alpha, \beta) \) we put \( \text{SIZE}(\alpha, \beta) = \max \{ \text{SIZE}(\alpha), \text{SIZE}(\beta) \} \).

Stipulating \( \max \emptyset = 0 \), we define:

\[ \begin{align*}
M & = \max \{ \|A\|; A \in \mathcal{N}, \|A\| < \omega \}, \\
M_{\text{rhs}} & = \max \{ \|\alpha\|; \|\alpha\| < \omega \text{ and } \mathcal{R} \text{ contains a rule } A \overset{a}{\to} \alpha \}, \\
S_{\text{rhs}} & = \max \{ \\text{SIZE}(\alpha) \mid \mathcal{R} \text{ contains a rule } A \overset{a}{\to} \alpha \}. \\
\end{align*} \]

Hence \( M \) is the maximal norm of normed nonterminals, and \( S_{\text{rhs}} \) is the maximal size of the right-hand sides (rhs) in the rules of \( \mathcal{G} \); in particular, \( S_{\text{rhs}} \) is greater than or equal to the norm of any normed rhs, and thus \( M_{\text{rhs}} \leq S_{\text{rhs}} \).

The following fact is also standard; we sketch a proof to be self-contained:

\[ \textbf{Proposition 3.6. There is a polynomial-time algorithm which, given} \mathcal{G} = (\mathcal{N}, \mathcal{A}, \mathcal{R}), \text{ computes} \|A\| \text{ for each} A \in \mathcal{N}, \text{ and also} M, M_{\text{rhs}}, S_{\text{rhs}}; \text{ these values are bounded by an exponential function of the size of} \mathcal{G}. \]

Proof. We sketch an algorithm which outputs nonterminals in an order \( A_1, A_2, \ldots, A_k \) (for \( k = \text{card}(\mathcal{N}) \)) where \( \|A_1\| \leq \|A_2\| \leq \cdots \leq \|A_k\| \). Suppose \( A_1, A_2, \ldots, A_i \) and their norms have been already established (\( i = 0 \) in the beginning). Construct the set

\[ \mathcal{D} = \{ \alpha \mid \alpha \in \{A_1, A_2, \ldots, A_i\}^* \text{ and there is a rule} A \overset{a}{\to} \alpha \text{ for } A \notin \{A_1, A_2, \ldots, A_i\} \}. \]

If \( \mathcal{D} = \emptyset \) then put \( m = \min \{ \|\alpha\| \mid \alpha \in \mathcal{D} \} \) and define \( A_{i+1} \) as a chosen \( A \notin \{A_1, A_2, \ldots, A_i\} \) for which there is a rule \( A \overset{a}{\to} \alpha \) such that \( \alpha \in \mathcal{D} \) and \( \|\alpha\| = m \); it is obvious that \( \|A_{i+1}\| = 1 + m \). If \( \mathcal{D} = \emptyset \) then \( \|A\| = \omega \) for all \( A \notin \{A_1, A_2, \ldots, A_i\} \).
of the algorithm is obviously polynomial. The exponential bounds follow by noting that \( \|A_i\| \leq M_i \) where we put \( M_0 = 0 \) and \( M_{i+1} = 1 + r \cdot M_i \) for \( r = \max\{\|\alpha\|; \alpha \text{ is the rhs of a rule in } \mathcal{R}\} \).

**Remark.** The exponential upper bound in the proof is tight: if we have the rules \( A_k \xrightarrow{a} A_{k-1} A_{k-1}, \ldots, A_i \xrightarrow{a} A_{i-1} A_{i-1}, \ldots, A_2 \xrightarrow{a} A_1 A_1, A_1 \xrightarrow{a} \varepsilon \) then \( \|A_i\| = 2^i - 1 \).

We now define a crucial notion, used in the later Prover-Refuter game.

**Definition 3.7.** A nonempty set \( \{(\alpha_1, \beta_1), (\alpha_2, \beta_2), \ldots, (\alpha_k, \beta_k)\} \) is a decomposition of \( (\alpha, \beta) \) if \( \text{size}(\alpha_j, \beta_j) < \text{size}(\alpha, \beta) \) for \( j = 1, 2, \ldots, k \), and \( (\alpha, \beta) \) belongs to the least congruence (w.r.t. concatenation) containing all \( (\alpha_j, \beta_j), j = 1, 2, \ldots, k \). Moreover, if \( \alpha_j \sim \beta_j \) for all \( j = 1, 2, \ldots, k \) then it is a bisimilar decomposition.

**Example 3.8.** One decomposition of \( (A\alpha, B\beta) \) is \( \{(A\gamma_1, B), (A, \gamma_\beta)\} \) when both \( \text{size}(A\gamma_1, B) \) and \( \text{size}(A, \gamma_\beta) \) are less than \( \text{size}(A\alpha, B\beta) \). Indeed, a least congruence proof is the sequence \( (A\gamma_1, B), (A, \gamma_\beta), (A, \beta, B\beta), (A, A_1, \alpha_1, \beta), (A_\alpha, B_\beta) \) where each pair either is a generator ((\(A\gamma_1, B\)) or \( (A, \gamma_\beta) \)) in our case) or is deduced from the previous pairs by using reflexivity, symmetry, transitivity, and concatenation. Another decomposition of \( (A\alpha, B\beta) \) is \( \{(A, \gamma_\beta), (\beta, \delta^\omega), (A_\gamma \delta^\omega, B\delta^\omega)\} \) if the size conditions are satisfied.

**Proposition 3.9.** If \( \{(\alpha_j, \beta_j) \mid 1 \leq j \leq k\} \) is a decomposition of \( (\alpha, \beta) \) then
\[
\min \{ \text{EQLv}(\alpha_j, \beta_j) \mid 1 \leq j \leq k \} \leq \text{EQLv}(\alpha, \beta);
\]
if it is a bisimilar decomposition then \( \alpha \sim \beta \).

**Proof.** Let \( (\alpha, \beta) \) belong to the least congruence generated by \( \{(\alpha_j, \beta_j) \mid 1 \leq j \leq k\} \). Then there is a least congruence proof \( (\gamma_1, \delta_1), (\gamma_2, \delta_2), \ldots, (\gamma_m, \delta_m) \) such that \( (\gamma_m, \delta_m) = (\alpha, \beta) \), and \( (\gamma_i, \delta_i) \), for each \( i, 1 \leq i \leq m \), either is a generator \( (\alpha_j, \beta_j) \), or satisfies \( \gamma_i = \delta_i \) (reflexivity), or can be derived from pairs \( (\gamma_1, \delta_1), (\gamma_2, \delta_2), \ldots, (\gamma_{i-1}, \delta_{i-1}) \) by using symmetry, transitivity, or concatenation \( (\gamma_i = \gamma_{i_1} \gamma_{i_2}, \delta_i = \delta_{i_1} \delta_{i_2} \text{ for some } i_1 < i, i_2 < i) \).

For any \( \ell \in \mathbb{N} \), by using the fact that \( \sim \) is a congruence w.r.t. concatenation (as follows from Prop. 3.1(1,4)) we get: if \( \alpha_j \sim_{\ell} \beta_j \) for all \( j, 1 \leq j \leq k \), then \( \gamma_i \sim_{\ell} \delta_i \) for \( i = 1, 2, \ldots, m \), and thus \( \alpha \sim_{\ell} \beta \). Hence if \( \alpha_j \sim_{\ell} \beta_j \) for all \( j, 1 \leq j \leq k \), and all \( \ell \in \mathbb{N} \) then \( \alpha \sim_{\ell} \beta \) for all \( \ell \in \mathbb{N} \), and thus \( \alpha \sim \beta \) (by Prop. 3.1(3)).

### 3.2. Algorithm deciding BPA-Bisim, based on a Prover-Refuter game

We recall that 2-ExpTime = \( A \exp \text{Space} \) where “A” stands for “Alternating” [7]. For proving Theorem 2.5, it is thus sufficient to show an alternating Turing machine working in exponential space which accepts precisely those \( \mathcal{G}, X, Y \) where \( X \not\sim Y \). The existence of such a machine easily follows from the following game, once we show that Refuter has a winning strategy iff \( X \not\sim Y \).

**Prover (she) - Refuter (he) Game**

1. A BPA-system \( \mathcal{G} = (\mathcal{N}, A, \mathcal{R}) \) and \( X, Y \in \mathcal{N} \) are given.
2. A work space of size \( 2^{\text{pol}(\text{size}(\mathcal{G}))} \) is reserved, where \( \text{pol} \) is (sufficiently large) polynomial whose existence will become clear later. A part of the work space serves for storing a presentation of a current pair, initially \( (X, Y) \); the rest of the work space is called the free work space.
3. For \( i = 1, 2, 3, \ldots \), the following Phase \( i \) is performed; \( (\alpha, \beta) \) denotes the current pair:
(a) If $\alpha \not\sim \beta$ then Refuter wins. If $\alpha, \beta$ are dead (i.e., if they do not enable any action, i.e. $\alpha = \beta = \varepsilon$) then Prover wins. The play finishes in these cases; otherwise it continues with (b).

(b) Prover can decide to show some (freely chosen) pairs and demonstrate that these pairs constitute a decomposition of $(\alpha, \beta)$. She is restricted by the free work space when presenting the pairs and a least congruence proof. (As shown later, it suffices to allow only decompositions with at most three pairs.) Then Refuter chooses a pair $(\alpha', \beta')$ from the decomposition and replaces the current pair $(\alpha, \beta)$ with $(\alpha', \beta')$. (Recall that $\text{size}(\alpha', \beta') < \text{size}(\alpha, \beta)$.) The play then continues with Phase $i+1$.

(c) (Prover has not used the possibility in (b).) Refuter chooses a transition $\alpha \xrightarrow{a} \alpha'$ or $\beta \xrightarrow{a} \beta'$, in the first case Prover chooses some $\beta' \xrightarrow{a} \beta'$, in the second case Prover chooses some $\alpha \xrightarrow{a} \alpha'$. If $(\alpha', \beta')$ does not fit into the space reserved for the current pair then Refuter wins; otherwise the current pair $(\alpha, \beta)$ is replaced with $(\alpha', \beta')$ and the play continues with Phase $i+1$.

Remark. A play can be infinite, which can be viewed as a win of Prover. To make each play finite, we could add a step counter whose overflow (over a double exponential bound) would mean that a game configuration has been repeated and that Prover has won, but this is not technically necessary.

Lemma 3.10. (Soundness.) If $X \not\sim Y$ then Refuter has a winning strategy (even in the game with no space restriction).

Proof. Assume that $X \not\sim Y$ and Refuter uses the following strategy. In (b) he always chooses a pair $(\alpha', \beta')$ with the least eq-level, and in (c) he always chooses a transition guaranteeing that $\text{EQLV}(\alpha', \beta') < \text{EQLV}(\alpha, \beta)$. Prop. 3.2(1) and Prop. 3.9 show that this is possible and that $\text{EQLV}(\alpha', \beta') < \text{EQLV}(\alpha, \beta)$, or $\text{EQLV}(\alpha', \beta') = \text{EQLV}(\alpha, \beta)$ and $\text{size}(\alpha', \beta') < \text{size}(\alpha, \beta)$. Refuter thus must win eventually; he can only benefit from any space restriction.

In the next subsection we show the completeness (Prover has a winning strategy when $X \sim Y$) by which a proof of Theorem 2.5 will be finished.

3.3. Completeness of the Prover-Refuter game. Our aim is to prove Lemma 3.15, a crucial technical fact is captured by the next lemma (assuming a given $G = (\mathcal{N}, \mathcal{A}, \mathcal{R})$):

Lemma 3.11. If $\alpha_1 \not\sim \alpha_2$ and $\alpha_1 \beta \sim \alpha_2 \beta$ then there is $\delta \not\sim \varepsilon$ such that $\beta \sim \delta \omega$ (and thus $\beta \sim \delta \omega$) and $\text{size}(\delta) \leq \text{size}(\alpha_1, \alpha_2) + \text{card}(\mathcal{N})^2 \cdot M_{\text{rhs}} + S_{\text{rhs}} \cdot (1 + S_{\text{rhs}})$.

In the lemma we can have $\|\delta\| = \omega$; in this case $\delta \beta = \delta \omega = \delta$ (by our convention after Prop. 3.4). We postpone a proof of this lemma, and a related discussion of normed BPA, to Subsection 3.4 and Section 4. Now we observe a bound on the possible increase of the string size in any transition in $\mathcal{L}_G$. Roughly speaking, by performing a transition the canonical cycle either does not change, or is swapped, or becomes empty; the canonical prefix can increase by $S_{\text{rhs}}$ at most.

Proposition 3.12. If $\alpha \xrightarrow{a} \delta$, i.e. $\alpha_p(\alpha_c)^\omega \xrightarrow{a} \delta_p(\delta_c)^\omega$, then $\delta_c \in \text{SWAP}(\alpha_c)$ or $\delta_c = \varepsilon$, hence $\text{size}(\delta_c) \leq \text{size}(\alpha_c)$, and $\text{size}(\delta_p) \leq \text{size}(\alpha_p) + S_{\text{rhs}}$.

Proof. We have $\alpha \xrightarrow{a} \delta$ due to a rule $A \xrightarrow{a} \gamma$, where $\alpha = A\alpha'$ and $\delta = \gamma\alpha'$. 
If \( \|\gamma\| = \omega \) then \( \delta = \gamma \) (by Convention after Prop. 3.4), which entails \( \delta_p = \gamma, \delta_c = \varepsilon \), and \( \text{size}(\delta_p) \leq S_{\text{rhs}} \).

If \( \|\gamma\| < \omega \) then (also \( \|A\| < \omega \) and) \( \delta_c \in \text{swap}(\alpha_c) \) by Prop. 2.3. Recalling Lemma 2.2 we note that if \( \alpha_p \neq \varepsilon \) then \( \alpha_p = \alpha_p' \), and \( \delta_p \) is a prefix of \( \gamma\alpha_p' \); this entails \( \text{size}(\delta_p) < \text{size}(\alpha_p) + S_{\text{rhs}} \). If \( \alpha_p = \varepsilon \) then \( \alpha = (\alpha_c)\omega = A\beta\omega \) where \( \beta \in \text{swap}(\alpha_c) \); hence \( \delta = \gamma\beta\omega \), which entails that \( \delta_p \) is a prefix of \( \gamma \) and thus \( \text{size}(\delta_p) \leq S_{\text{rhs}} \).

The next technical lemma, Lemma 3.14, is related to Point 3(b) in the Prover-Refuter game. It aims to show that if the current pair is \( (A\alpha, B\beta) \) where \( A\alpha \sim B\beta \) and the presentation size of \( (A\alpha, B\beta) \) is bigger than an exponential bound then there is a bisimilar decomposition of \( (A\alpha, B\beta) \), with at most three pairs and with a least congruence proof of bounded size.

We handle separately the size of canonical prefixes and the size of canonical cycles. Our convention (after Prop. 3.4) implies \( \text{size}(\alpha_c) = \|\alpha_c\| < \omega \) (including the case \( \alpha_c = \varepsilon \)).

**Definition 3.13.** Given \( G = (\mathcal{N}, \alpha, \mathcal{R}) \) and \( E \in \mathbb{N} \), we say that a (regular) string \( \alpha \in \mathcal{N}^* \cup \mathcal{N}^\omega \) has an \( E \)-bounded cycle if \( \text{size}(\alpha_c) \leq E \).

In the next lemma, \( E \) is an exponential bound w.r.t. the size of \( G \) (as follows from Prop. 3.6). The chosen \( E \) and the following analysis are a bit generous, since we prefer technical simplicity to more detailed upper bounds.

**Lemma 3.14.** Given a BPA system \( G = (\mathcal{N}, \alpha, \mathcal{R}) \), we put

\[
E = (2M + \text{card}(\mathcal{N})^2 \cdot M_{\text{rhs}} + S_{\text{rhs}}) \cdot (1 + S_{\text{rhs}}).
\]

If \( A\alpha \sim B\beta \), both \( A\alpha, B\beta \) have \( E \)-bounded cycles, and \( \text{size}(A\alpha)_p, (B\beta)_p > 2M + E \) then there is a bisimilar decomposition \( \{(\alpha_1, \beta_1), (\alpha_2, \beta_2), (\alpha_3, \beta_3)\} \) of \( (A\alpha, B\beta) \) where all \( \alpha_j, \beta_j \) (1 \( \leq j \leq 3 \)) have \( E \)-bounded cycles.

**Proof.** Let us consider \( A\alpha = (A\alpha)_p((A\alpha)_c)\omega, B\beta = (B\beta)_p((B\beta)_c)\omega \) satisfying the assumption. By our convention, \( \alpha = \varepsilon \) if \( \|A\| = \omega \) and \( \beta = \varepsilon \) if \( \|B\| = \omega \); w.l.o.g. we assume \( \|A\| \leq \|B\| \).

We recall that \( \text{size}(\alpha, \beta) = \max\{\text{size}(\alpha), \text{size}(\beta)\} \) (by Def. 3.3), and we now show that

\[
\text{size}(\alpha, \beta) < \text{size}(A\alpha, B\beta). \tag{3.1}
\]

This is not valid in general, since \( \text{size}(\alpha) < \text{size}(A\alpha) \) if and only if \( (A\alpha)_p \neq \varepsilon \); if \( (A\alpha)_p = \varepsilon \) then \( A\alpha = ((A\alpha)_c)\omega, \alpha = ((\alpha)_c)\omega \), and \( \alpha_c \in \text{swap}(A\alpha_c) \), which implies \( \text{size}(\alpha) = \text{size}(A\alpha) \). In our case we thus have \( \text{size}(\alpha) < \text{size}(A\alpha) \) or \( \text{size}(\alpha) = \text{size}(A\alpha) \leq E \), and \( \text{size}(\beta) < \text{size}(B\beta) \) or \( \text{size}(\beta) = \text{size}(B\beta) \leq E \). Since \( \text{size}(A\alpha)_p, (B\beta)_p > 2M + E \), we indeed easily establish (3.1). Moreover, both \( \alpha, \beta \) have \( E \)-bounded cycles as well.

Now we perform a case analysis (showing also some decompositions with even less than three pairs); recall that we assume \( \|A\| \leq \|B\| \).

1. \( \|A\| \leq \|\beta\| = \omega \); hence \( \beta = \varepsilon \); \( \|A\| < \omega \), \( \alpha \neq \varepsilon \) (since \( \text{size}(A\alpha) > 2M + E > M \)), and \( A\alpha \sim B \):

   There is a norm-reducing path \( A \xrightarrow{u} \varepsilon \), where \( \|u\| = \|A\| \leq M \); we have \( A\alpha \xrightarrow{u} \alpha \).

   By Prop. 3.2(2) there is \( \gamma \) such that \( B \xrightarrow{u} \gamma \) and \( \alpha \sim \gamma \), and thus also \( A\gamma \sim B \) (by Prop. 3.1(1,4)); recalling Prop. 3.12 we derive that \( \text{size}(\gamma) \leq \text{size}(B) + M \cdot S_{\text{rhs}} = M \cdot S_{\text{rhs}} \).

   We easily check that both \( \text{size}(\alpha, \gamma) \) and \( \text{size}(A\gamma, B) \) are less than \( \text{size}(A\alpha, B) \), and that \( \{(\alpha, \gamma), (A\gamma, B)\} \) is a bisimilar decomposition of \( (A\alpha, B) \) (as shown by the least
congruence proof \((\alpha, \gamma), (A, A), (A\alpha, A\gamma), (A\gamma, B), (A\alpha, B)\); moreover, all strings in the decomposition have \(\mathcal{E}\)-bounded cycles (which are empty for \(\gamma, A\gamma, B\)).

(2) \(\|A\| \leq \|B\| < \omega\) (and \(A\alpha \sim B\beta\)); we consider the disjoint cases (a) and (b):

(a) There is norm-reducing \(B \xrightarrow{v} \varepsilon\) (hence \(|v| = \|B\|\)), and \(B\beta \xrightarrow{v} \beta\) such that \(A \xrightarrow{\delta} \delta\) for some \(\delta \neq \varepsilon\) where \(\delta\alpha \sim \beta\):

For any norm-reducing \(A \xrightarrow{u} \varepsilon\) there is surely \(\gamma\) such that \(B \xrightarrow{u} \gamma\) and \(\alpha \sim \gamma\beta\) (since \(\|A\| \leq \|B\|\)) and \(A\alpha \sim B\beta\). Since \(\text{size}(A) = \|A\| \leq M\) and \(\text{size}(B) = \|B\| \leq M\), for (finite) strings \(\gamma, \delta\) we get

\[
\text{size}(\gamma) \leq M \cdot (1 + S_{rhs}) \leq \frac{\epsilon}{2}, \quad \text{size}(\delta) \leq M \cdot (1 + S_{rhs}) \leq \frac{\epsilon}{2}.
\]

Since \(\alpha \sim \gamma\beta \sim \gamma\delta\alpha \sim (\gamma\delta)^\omega\) (recall Prop. 3.11(5)), and similarly \(\beta \sim (\delta\gamma)^\omega\), the set \(\{(\alpha, (\gamma\delta)^\omega), (\beta, (\delta\gamma)^\omega), (A(\gamma\delta)^\omega, B(\delta\gamma)^\omega)\}\) can be easily checked to be a bisimilar decomposition of \((A\alpha, B\beta)\); moreover, all strings in the decomposition have \(\mathcal{E}\)-bounded cycles. (By our convention \((\delta\gamma)^\omega = \delta\) if \(\|\delta\| = \omega\), etc.)

(b) The condition (a) does not hold:

Let us consider a norm-reducing path \(B \xrightarrow{a_1} \gamma_1 \xrightarrow{a_2} \gamma_2 \cdots \xrightarrow{a_k} \gamma_k = \varepsilon\) \((k = \|B\|)\), and the corresponding path \(B\beta \xrightarrow{a_1} \gamma_1\beta \xrightarrow{a_2} \gamma_2\beta \cdots \xrightarrow{a_k} \gamma_k\beta = \beta\). By Prop. 3.2(2) there is a path \(A\alpha \xrightarrow{a_1} \alpha_1 \xrightarrow{a_2} \alpha_2 \cdots \xrightarrow{a_k} \alpha_k\) such that \(\alpha_i \sim \beta_j\) for \(j = 1, 2, \ldots, k\).

Since (a) does not hold, there must be \(i \in \{1, 2, \ldots, k\}\) such that \(\alpha_i = \alpha\) (\(A\alpha\) has been erased, and \(\alpha\) has been exposed); let us put \(\gamma = \gamma_i\). We thus have \(\alpha \sim \gamma\beta\) where \(\|\gamma\| < \|B\| \leq M\).

If \((B\beta)_p \neq \varepsilon\) (hence \(B\beta\) is the first symbol of the canonical prefix) and \(\text{size}(B\beta) = \|B\| + \text{size}(\beta)\) then \(\text{size}(\gamma\beta) \leq \|\gamma\| + \text{size}(\beta) < \text{size}(B\beta)\). If \((B\beta)_p = \varepsilon\) (hence \(B\beta = ((B\beta)_c)^\omega\) and \(\text{size}(B\beta) = \text{size}(\beta) \leq \mathcal{E}\)) then \(\text{size}(\gamma\beta) \leq \|\gamma\| + \text{size}(\beta) < M + \mathcal{E}\). The assumption \(\text{size}((A\alpha)_p, (B\beta)_p) > 2M + \mathcal{E}\) thus implies

\[
\text{size}(\alpha, \gamma\beta) < \text{size}(A\alpha, B\beta).
\]

We now explore the following two subcases separately.

(i) \(A\gamma \sim B\):

Here \(\{(A\gamma, B), (\alpha, \gamma\beta)\}\) is a bisimilar decomposition of \((A\alpha, B\beta)\) (we recall Example 3.8), where all strings have \(\mathcal{E}\)-bounded cycles.

(ii) \(A\gamma \not\sim B\) (but \(A\gamma\beta \sim B\beta\), since \(A\alpha \sim B\beta\) and \(\alpha \sim \gamma\beta\)):

Here we use Lemma 3.11 by putting there \(\alpha_1 = A\gamma\), \(\alpha_2 = B\) we get \(\beta \sim \delta^\omega\) where \(\text{size}(\delta) \leq (2M + \text{card}(N)^2 \cdot M_{rhs} + S_{rhs}) \cdot (1 + S_{rhs}) = \mathcal{E}\). Hence \(\{(\alpha, \gamma\beta), (\beta, \delta^\omega), (A\gamma\delta^\omega, B\delta^\omega)\}\) is a bisimilar decomposition of \((A\alpha, B\beta)\), where all strings have \(\mathcal{E}\)-bounded cycles; since \(\text{size}(A\gamma\delta^\omega, B\delta^\omega) \leq 2M + \mathcal{E} < \text{size}(A\alpha, B\beta)\), the size conditions indeed hold.

\[\square\]

Lemma 3.15. (Completeness.) There is a polynomial pol, used in Point 2 of the Prover-Refuter game, such that \(X \sim Y\) implies that Prover has a strategy avoiding Refuter’s win (the play may be infinite).

\[\begin{proof}\]

Starting with \(X \sim Y\), we let Prover maintain bisimilarity of (the strings in) each current pair. In Point 3(b) of the game Prover only uses bisimilar decompositions of the form presented in the case analysis in the proof of Lemma 3.14 whenever the canonical prefix of a string in the current pair is bigger than \(2M + \mathcal{E}\). Doing this, Prover keeps the property that the strings in any current pair have \(\mathcal{E}\)-bounded cycles. In Point 3(c) Prover always chooses so that the next current pair is again bisimilar; Prop. 3.12 implies that the \(\mathcal{E}\)-boundedness of the cycles is kept.

\[\end{proof}\]
Adhering to the above strategy, Prover maintains the property that the current pair fits into space $2 \cdot (2 \cdot M + 2 \cdot E + S_{rhs})$. The case analysis in the proof of Lemma 3.11 also makes clear that the space $d \cdot E$, for a fixed (small) constant $d \in \mathbb{N}$ independent of $G, X, Y$, is sufficient for presenting the appropriate decompositions together with the least congruence proofs. The claim of the lemma thus easily follows.

3.4. Proof of Lemma 3.11 We now prove Lemma 3.11 by which a proof of Theorem 2.5 will be finished. We assume a BPA system $G = (N, A, R)$, with the associated labelled transition system $L_G = (S_G, A, (\delta_a)_{a \in A})$ and with the values $M, M_{rhs}, S_{rhs}$ (recall Def. 3.5 and Prop. 3.5). The assumed $G$ is general, the special case of normed BPA systems is discussed in the next section. We first note the following simple fact.

**Proposition 3.16.** If $\sigma \beta \sim \sigma' \beta$ and $\|\sigma\| < \|\sigma'\|$ then there is $\delta \neq \varepsilon$ such that $\beta \sim \delta \beta$ and 

\[ \text{SIZE}(\delta) \leq \text{SIZE}(\sigma, \sigma') \cdot (1 + S_{rhs}). \]

**Proof.** Suppose $\sigma \beta \sim \sigma' \beta$ and $\|\sigma\| < \|\sigma'\|$; let $\sigma \xrightarrow{v} \varepsilon$ be a norm-reducing path. The path $\sigma \beta \xrightarrow{v} \beta$ must have a matching path $\sigma' \beta \xrightarrow{v} \tau$ such that $\beta \sim \tau$ (recall Prop. 3.12(2)). Since $\|\sigma'\| > \|\sigma\|$, we can write $\tau = \delta \beta$ where $\sigma' \xrightarrow{\delta} \delta$ and $\delta \neq \varepsilon$; we note that $\text{SIZE}(\delta) \leq \text{SIZE}(\sigma') + \|v\| \cdot S_{rhs}$ (using Prop. 3.12 generously). Since $|v| = \|\sigma\| \leq \text{SIZE}(\sigma, \sigma')$, we get

\[ \text{SIZE}(\delta) \leq \text{SIZE}(\sigma, \sigma') + \text{SIZE}(\sigma, \sigma') \cdot S_{rhs} = \text{SIZE}(\sigma, \sigma') \cdot (1 + S_{rhs}). \]

**Lemma 3.11.** (Repeated.) If $\alpha_1 \not\sim \alpha_2$ and $\alpha_1 \beta \sim \alpha_2 \beta$ then there is $\delta \neq \varepsilon$ such that $\beta \sim \delta \beta$ (and thus $\beta \sim \delta^\omega$) and $\text{SIZE}(\delta) \leq \text{SIZE}(\alpha_1, \alpha_2) + \text{card}(\mathbb{N})^2 \cdot M_{rhs} + S_{rhs} \cdot (1 + S_{rhs})$.

**Proof.** In the assumed BPA system $G = (N, A, R)$, for each pair $(A_1, A_2)$ of nonterminals where $\|A_1\| \leq \|A_2\| < \omega$ we fix a norm-reducing path $A_2 \xrightarrow{u} \gamma$ such that $\|\gamma\| = \|A_2\| - \|A_1\|$ (hence $|u| = \|A_1\|$).

Now we consider $\alpha_1, \alpha_2, \beta$ such that $\alpha_1 \not\sim \alpha_2$ and $\alpha_1 \beta \sim \alpha_2 \beta$. At least one of $\alpha_1, \alpha_2$ must be normed (otherwise $\alpha_1 \beta \sim \alpha_1$ and $\alpha_2 \beta \sim \alpha_2$), and we thus have $\|\alpha_1\| \neq \|\alpha_2\|$ or $\|\alpha_1\| = \|\alpha_2\| < \omega$. If $\|\alpha_1\| \neq \|\alpha_2\|$ then the claim of the lemma is true by Prop. 3.16. We thus assume $\|\alpha_1\| = \|\alpha_2\| < \omega$, and imagine a stepwise (not necessarily effective) construction of a certain sequence

\[ (\rho_1, \rho_1', \mu_1), (\rho_2, \rho_2', \mu_2), \ldots, (\rho_m, \rho_m', \mu_m) \]  

(3.2)

where $\rho_1, \rho_1' \equiv (\alpha_1, \alpha_2, \varepsilon)$. The construction will guarantee that for all $i \in \{1, 2, \ldots, m\}$ we have $\rho_i \not\sim \rho_i'$, $\mu_i$ is normed, and $\mu_i \beta \sim \mu_i \beta$; for $i = 1$ this holds by the assumptions. Moreover, we will have $\|\rho_i\| = \|\rho_i'\| < \omega$ for $i = 1, 2, \ldots, m-1$, and $\|\rho_m\| \neq \|\rho_m'\|$.

Suppose we have constructed $(\rho_i, \rho_i', \mu_i)$ where $\|\rho_i\| = \|\rho_i'\| < \omega$, $\rho_i \not\sim \rho_i'$, and $\mu_i \beta \sim \mu_i \beta$. Since both $\rho_i, \rho_i'$ are thus nonempty, we can write

\[ \rho_i = A_1 \delta_1, \rho_i' = A_2 \delta_2 \]  

(3.3)

where $A_1, A_2 \in N$ (and $\|A_1 \delta_1\| = \|A_2 \delta_2\| < \omega$). We assume $\|A_1\| \leq \|A_2\|$ (otherwise we just swap $\rho_i, \rho_i'$); let $A_2 \xrightarrow{u} \gamma$ be the norm-reducing path which we fixed for $(A_1, A_2)$ above. Recall that $|u| = \|A_1\|$, $\|A_1 \gamma\| = \|A_2\|$ and note that $\|\delta_1\| = \|\delta_2\|$. We thus have

\[ A_1 \delta_1 \not\sim A_2 \delta_2 \text{ and } A_1 \delta_1 \mu_i \beta \sim A_2 \delta_2 \mu_i \beta \]  

(3.4)
and we now describe how to choose \((\rho_{i+1}, \rho'_{i+1}, \mu_{i+1})\), depending on the following cases.

(1) \((\rho_i, \rho'_i) = (A_1 \gamma, A_2)\), i.e. \(\delta_1 = \gamma\) and \(\delta_2 = \varepsilon\) in (3.3):

Hence \(A_1 \gamma \not\sim A_2\) and \(A_1 \gamma \mu_i \beta \sim A_2 \mu_i \beta\). We fix a rule \(A_j \xrightarrow{a} \sigma_j, j \in \{1, 2\}\), such that for any rule \(A_{3-j} \not\rightarrow \sigma_{3-j}\) we get \(\text{EQLV}(A_1 \gamma, A_2) > \text{EQLV}(\sigma_1 \gamma, \sigma_2)\); such \(A_j \xrightarrow{a} \sigma_j\) exists by Prop. 3.2(1). Now we fix a rule \(A_{3-j} \xrightarrow{a} \sigma_{3-j}\) such that \(\sigma_1 \gamma \mu_i \beta \sim \sigma_2 \mu_i \beta\); such \(A_{3-j} \xrightarrow{a} \sigma_{3-j}\) exists by Prop. 3.2(2). Using the fixed rules \(A_1 \xrightarrow{a} \sigma_1, A_2 \xrightarrow{a} \sigma_2\), we put

\[
(\rho_{i+1}, \rho'_{i+1}, \mu_{i+1}) = (\sigma_1 \gamma, \sigma_2, \mu_i).
\]

We note the following properties of our choice:

- \(\text{EQLV}(\rho_{i+1}, \rho'_{i+1}) < \text{EQLV}(\rho_i, \rho'_i)\),
- \(\rho_{i+1} \mu_{i+1} \beta \sim \rho'_{i+1} \mu_{i+1} \beta\),
- \(\min \{ ||\rho_{i+1} \mu_{i+1} ||, ||\rho'_{i+1} \mu_{i+1} || \} \leq ||\rho_i \mu_i || + M_{\text{rhs}} - 1\)
  (we cannot have \(||\sigma_1 \gamma || = ||\sigma_2 || = \omega\) since \(\sigma_1 \gamma \not\sim \sigma_2\) and \(\sigma_1 \gamma \mu_i \beta \sim \sigma_2 \mu_i \beta\)),
- \(\text{SIZE}(\rho_{i+1} \mu_{i+1}, \rho'_{i+1} \mu_{i+1}) \leq \max \{ ||\rho_i \mu_i || + M_{\text{rhs}} - 1, S_{\text{rhs}} \}\).

We need to count with \(S_{\text{rhs}}\) since one of \(\sigma_1, \sigma_2\) can be unnormed; in this case one of \(\rho_{i+1} \mu_{i+1}, \rho'_{i+1} \mu_{i+1}\) is unnormed and its size is at most \(S_{\text{rhs}}\) (using our convention that \(\sigma \tau = \sigma\) when \(||\sigma || = \omega\). We have the following two possibilities.

(a) If \(||\sigma_1 \gamma || \neq ||\sigma_2 ||\) then \(||\rho_{i+1} || \neq ||\rho'_i ||\) and the sequence (3.2) is completed, i.e. \(i+1 = m\).

(b) If \(||\sigma_1 \gamma || = ||\sigma_2 ||\) then \(||\rho_{i+1} \mu_{i+1} || = ||\rho'_{i+1} \mu_{i+1} || < \omega\).

(2) \((\rho_i, \rho'_i) = (A_1 \delta_1, A_2 \delta_2) \neq (A_1 \gamma, A_2)\), and we have

\[
\text{EQLV}(A_1 \gamma, A_2) \leq \text{EQLV}(A_1 \delta_1, A_2 \delta_2)\text{ and } A_1 \gamma \delta_2 \mu_i \beta \sim A_2 \delta_2 \mu_i \beta : (3.5)
\]

Here we put

\[
(\rho_{i+1}, \rho'_{i+1}, \mu_{i+1}) = (A_1 \gamma, A_2, \delta_2 \mu_i);
\]

this choice has the following properties:

- \(\text{EQLV}(\rho_{i+1}, \rho'_i) < \text{EQLV}(\rho_i, \rho'_i)\),
- \(\rho_{i+1} \mu_{i+1} \beta \sim \rho'_{i+1} \mu_{i+1} \beta\),
- \(||\rho_{i+1} \mu_{i+1} || = ||\rho'_{i+1} \mu_{i+1} || = ||\rho_i \mu_i || = ||\rho'_i \mu_i ||\).

Moreover, for \(i+1\) the above case (1) will apply.

(3) None of (1), (2) applies:

Since (1) and (2) cover precisely the cases where the conjunction (3.5) holds, here we handle the cases where the conjunction (3.5) does not hold. We partition these cases into the disjoint parts (a) and (b) below.

(a) (3.5) does not hold, and \(\delta_1 \mu_i \beta \not\sim \gamma \delta_2 \mu_i \beta\):

(The reasoning here is based on the fact \(\delta_1 \mu_i \beta \not\sim \gamma \delta_2 \mu_i \beta\), and it could be applied even if (3.5) had held.)

We recall \(A_1 \delta_1 \mu_i \beta \sim A_2 \delta_2 \mu_i \beta\) from (3.4). Hence the path \(A_2 \delta_2 \mu_i \beta \xrightarrow{u} \gamma \delta_2 \mu_i \beta\) (corresponding to the fixed norm-reducing path \(A_2 \xrightarrow{u} \gamma\)) has a matching path \(A_1 \delta_1 \mu_i \beta \xrightarrow{u} \gamma \delta_2 \mu_i \beta\) as claimed in Prop. 3.2(2); this path cannot finish in \(\delta_1 \mu_i \beta\), since \(\delta_1 \mu_i \beta \not\sim \gamma \delta_2 \mu_i \beta\) (i.e., the respective path \(A_1 \xrightarrow{u} \gamma\) cannot be norm-reducing). Though we start with the same norms \(||A_1 \delta_1 || = ||A_2 \delta_2 ||\), we thus must get a
difference of norms in the following sense: the path $A_2 \xrightarrow{u} \gamma$ has a prefix $A_2 \xrightarrow{u_1} \sigma_2 \xrightarrow{a} \tau_2$, where $a \in A$ and $u_1$ might be empty, such that there is a path $A_1 \xrightarrow{u_1} \sigma_1 \xrightarrow{a} \tau_1$ where $\sigma_1 \delta_1 \mu_i \beta_1 \sim \sigma_2 \delta_2 \mu_i \beta_2$, $\|\sigma_1 \delta_1\| = \|\sigma_2 \delta_2\|$, and $\tau_1 \delta_1 \mu_i \beta_1 \sim \tau_2 \delta_2 \mu_i \beta_2$. Here we put $(\rho_{i+1}, \rho'_{i+1}, \mu_{i+1}) = (\tau_1 \delta_1, \tau_2 \delta_2, \mu_i)$. In this case $\|\rho_{i+1}\| \neq \|\rho'_{i+1}\|$, and (3.2) is completed, i.e. $i+1 = m$.

Here we do not claim that $EQLV(\rho_{i+1}, \rho'_{i+1}) \leq EQLV(\rho_i, \rho'_i)$ but we note the following properties:

- $\rho_{i+1} \mu_i \beta_1 \sim \rho'_{i+1} \mu_i \beta_1$,
- $\|\rho_{i+1} \mu_i \beta_1\| \neq \|\rho'_{i+1} \mu_i \beta_1\|$,
- $\min \{ \|\rho_{i+1} \mu_i \beta_1\|, \|\rho'_{i+1} \mu_i \beta_1\| \} = \|\rho_{i+1} \mu_i \beta_1\| < \|\rho_i \mu_i\|$, 
- $\text{SIZE}(\rho_{i+1} \mu_i \beta_1) \leq \max \{ \|\rho_i \mu_i\| + M_{\text{rhs}} - 1, S_{\text{rhs}} \}$.

The last two points follow from the facts that $\|\tau_2 \delta_2\| < \|A_2 \delta_2\|$ (since $A_2 \xrightarrow{u} \gamma$ is norm-reducing) and that $\tau_1$ arises by applying a rule to $\sigma_1$; thus $\|\tau_1 \delta_1\| \leq \|\sigma_1 \delta_1\| + M_{\text{rhs}} - 1 \leq \|A_1 \delta_1\| + M_{\text{rhs}} - 1$ if $\tau_1$ is normed and $\text{SIZE}(\tau_1) \leq S_{\text{rhs}}$ if $\tau_1$ is unnormed (in which case $\rho_{i+1} \mu_i \beta_1 = \tau_1$).

(b) $(3.5)$ does not hold, and $\delta_1 \mu_i \beta_1 \sim \gamma \delta_2 \mu_i \beta_2$:

We note that $\delta_1 \mu_i \beta_1 \sim \gamma \delta_2 \mu_i \beta_2$ implies $A_1 \delta_1 \mu_i \beta_1 \sim A_1 \gamma \delta_2 \mu_i \beta_2$, and the assumption $A_1 \delta_1 \mu_i \beta_1 \sim A_2 \delta_2 \mu_i \beta_2$ (3.4) then yields $A_1 \gamma \delta_2 \mu_i \beta_1 \sim A_2 \delta_2 \mu_i \beta_2$; the second conjunct in (3.5) thus holds. Hence the first conjunct does not hold, and we have

$$EQLV(A_1 \gamma, A_2) > EQLV(A_1 \delta_1, A_2 \delta_2).$$

We thus have $EQLV(A_1 \gamma \delta_2, A_2 \delta_2) > EQLV(A_1 \delta_1, A_2 \delta_2)$ (by Prop. 3.2(4)); this implies that $EQLV(A_1 \delta_1, A_1 \gamma \delta_2) = EQLV(A_1 \delta_1, A_2 \delta_2)$ (by Prop. 3.2(3)). Since $EQLV(A_1 \delta_1, A_1 \gamma \delta_2) \geq \|A_1\| + EQLV(\delta_1, \gamma \delta_2)$ (by Prop. 3.1(3)), we get

$$EQLV(\delta_1, \gamma \delta_2) \leq EQLV(A_1 \delta_1, A_1 \gamma \delta_2) - \|A_1\| = EQLV(A_1 \delta_1, A_2 \delta_2) - \|A_1\|.$$

We put $(\rho_{i+1}, \rho'_{i+1}, \mu_{i+1}) = (\delta_1, \gamma \delta_2, \mu_i)$ and note the following properties:

- $EQLV(\rho_{i+1}, \rho'_{i+1}) \leq EQLV(\rho_i, \rho'_i) - \|A_1\| < EQLV(\rho_i, \rho'_i)$,
- $\rho_{i+1} \mu_i \beta_1 \sim \rho'_{i+1} \mu_i \beta_1$,
- $\|\rho_{i+1} \mu_i \beta_1\| = \|\rho'_{i+1} \mu_i \beta_1\| = \|\rho_i \mu_i\| - \|A_1\|$. 

If we construct a sequence (3.2) by performing the above described step for $i = 1, 2, 3, \ldots$, we obviously maintain the properties $\rho_i \neq \rho'_i$ and $\rho_i \mu_i \beta \sim \rho'_i \mu_i \beta$. When some $(\rho_i, \rho'_i, \mu_i)$ where $\|\rho_i\| \neq \|\rho'_i\|$ is constructed, the construction ends ($i = m$ in (3.2)), and this is the only way how to end. The end is reached whenever the case (3a) applies; another possibility occurs in the case (1). We also maintain that $\mu_i$ is normed; $\mu_i$ is “increasing” in the sense that $\mu_i$ is a suffix of $\mu_{i+1}$ (for $i < m$).

Informally speaking, the “head eq-level” is decreasing. More precisely, if (1), (2), or (3b) applies to $i$ then we have $EQLV(\rho_i, \rho'_i) \geq EQLV(\rho_{i+1}, \rho'_{i+1})$; if (3a) applies then we do not care since the construction finishes (with $i+1 = m$). In (1) and (3b) the head eq-level is even strictly decreasing, i.e. $EQLV(\rho, \rho') > EQLV(\rho_{i+1}, \rho'_{i+1})$. We thus cannot use (1) for the same pair $(A_1, A_2)$ twice; this implies that (1) cannot be used more than $\text{card}(\mathcal{N})^2$ times (which is a generous upper bound). Since any use of (2) for $i$ entails using (1) for $i+1$, the head eq-level decreasing guarantees that the construction must end eventually, reaching some $(\rho_m, \rho'_m, \mu_m)$ where $\|\rho_m\| \neq \|\rho'_m\|$. 


We recall that \( \min \{ \| \rho_1 \mu_1 \|, \| \rho'_1 \mu_1 \| \} = \| \alpha_1 \| = \| \alpha_2 \| < \omega \). We can easily check that for each \( i \in \{1, 2, \ldots, m-1\} \) we have:

- if (1) applies to \( i \) then \( \min \{ \| \rho_{i+1} \mu_{i+1} \|, \| \rho'_{i+1} \mu_{i+1} \| \} \leq \min \{ \| \rho_i \mu_i \|, \| \rho'_i \mu_i \| \} + M_{\text{rhs}} \);
- if (2) or (3) applies to \( i \) then \( \min \{ \| \rho_{i+1} \mu_{i+1} \|, \| \rho'_{i+1} \mu_{i+1} \| \} \leq \min \{ \| \rho_i \mu_i \|, \| \rho'_i \mu_i \| \} \).

We thus have

\[
\min \{ \| \rho_m \mu_m \|, \| \rho'_m \mu_m \| \} \leq \| \alpha_1 \| + \text{card}(N)^2 \cdot M_{\text{rhs}}.
\]

If both \( \rho_m, \rho'_m \) are normed then

\[
\max \{ \| \rho_m \mu_m \|, \| \rho'_m \mu_m \| \} \leq \| \alpha_1 \| + \text{card}(N)^2 \cdot M_{\text{rhs}} + M_{\text{rhs}};
\]

in fact, \( \max \{ \| \rho_m \mu_m \|, \| \rho'_m \mu_m \| \} \leq \min \{ \| \rho_m \mu_m \|, \| \rho'_m \mu_m \| \} + M_{\text{rhs}} \), as can be checked in (1) and (3a). If one of \( \rho_m, \rho'_m \) is unnormed then its size is at most \( S_{\text{rhs}} \). We can thus safely confirm that

\[
\text{size}(\rho_m \mu_m, \rho'_m \mu_m) \leq \text{size}(\alpha_1, \alpha_2) + \text{card}(N)^2 \cdot M_{\text{rhs}} + S_{\text{rhs}}.
\]

Since \( \| \rho_m \mu_m \| \neq \| \rho'_m \mu_m \| \) and \( \rho_m \mu_m \beta \sim \rho'_m \mu_m \beta \), Prop. 3.16 finishes the proof. \( \square \)

4. Exponential bound on eq-levels in normed BPA systems

A BPA system is normed if each nonterminal is normed:

**Definition 4.1.** A BPA system \( \mathcal{G} = (N, A, R) \) is normed if \( \| A \| < \omega \) for all \( A \in N \).

**Convention.** In this section we stipulate \( S_{\mathcal{G}} = N^* \) in the LTS \( L_{\mathcal{G}} = (S_{\mathcal{G}}, A, (\rightarrow_{a})_{a \in A}) \); we thus do not consider infinite regular strings (since they are unnormed).

As already mentioned, the problem BPA-BISIM restricted to normed BPA systems is known to be in PTIME. Nevertheless it is easy to construct an example where EqLv\( X, Y \) (for \( X \not\sim Y \)) is exponential in the size of the given normed BPA system \( \mathcal{G} \); e.g., in Remark after Prop. 3.6 we have EqLv\( (A_k, A_{k-1}) = \| A_{k-1} \| = 2^{k-1} - 1 \).

An exponential upper bound on the eq-levels in the normed case seems to be only implicit in the literature; we thus show a bound explicitly here, as Theorem 4.3. In principle, we use again the construction from the proof of Lemma 3.11 in Subsection 3.3 but now in a different setting and with a different aim. It is easy to note that in the normed case we cannot have \( \alpha_1 \not\sim \alpha_2 \) and \( \alpha_1 \beta \sim \alpha_2 \beta \); but this is not a problem, we do not need such \( \beta \) here. We will construct a sequence like (3.2), with the decreasing head eq-levels EqLv\( (\rho_i, \rho'_i) \), but we will now take also the "overall" eq-levels EqLv\( (\rho_i \mu_i, \rho'_i \mu_i) \) into account. These eq-levels were of no interest in Subsection 3.3 (there we just took care that EqLv\( (\rho_i \mu_i, \rho'_i \mu_i) = \omega \)); here these overall eq-levels add technical complications since they can evolve differently than the head eq-levels. We remove these complications when we arrange that EqLv\( (\rho_i \mu_i, \rho'_i \mu_i) = \text{EqLv}(\rho_i, \rho'_i) + \| \mu_i \| \); that’s why we introduce the following completion of a normed system with a special unnormed nonterminal.

**Definition 4.2.** For a normed BPA system \( \mathcal{G} = (N, A, R) \), by the completion of \( \mathcal{G} \) we mean the BPA system \( \mathcal{G}' = (N \cup \{ U \}, A, R') \) where \( U \) is a special (unnormed) nonterminal, and \( R' = R \cup \{ U \overset{a}{\rightarrow} U \mid a \in A \} \cup \{ A \overset{a}{\rightarrow} U \mid A \in N, a \in A \} \).
By our conventions, in the LTS $\mathcal{L}_{G'} = (\mathcal{S}_{G'}, A, (\alpha \mapsto a)_{a \in A})$ we have $\mathcal{S}_{G'} = N^* \cup \{ \alpha U \mid \alpha \in N^* \}$. In $\mathcal{L}_{G'}$ we obviously have $EQLV(\alpha, \beta) = 0$ iff precisely one of $\alpha, \beta$ is $\varepsilon$. Other useful properties of $\mathcal{L}_{G'}$ are captured in Prop. 4.4, but we first make clear that an upper bound on eq-levels in $\mathcal{L}_{G'}$ is also an upper bound on eq-levels in $\mathcal{L}_{G}$.

**Proposition 4.3.**

1. $EQLV(\gamma_1, \gamma_2)$ in $\mathcal{L}_{G}$ is not bigger than $EQLV(\gamma_1, \gamma_2)$ in $\mathcal{L}_{G'}$.
2. In $\mathcal{L}_{G'}$ we have $\alpha \sim U$ iff $\|\alpha\| = \omega$.
3. For any $\gamma_1, \gamma_2 \in N^*$, we have $\gamma_1 \sim \gamma_2$ in $\mathcal{L}_{G'}$ iff $\gamma_1 \sim \gamma_2$ in $\mathcal{L}_{G'}$.

(Hence if $EQLV(\gamma_1, \gamma_2)$ is finite in $\mathcal{L}_{G}$ then it is finite in $\mathcal{L}_{G'}$ as well.)

**Proof.** (1) If $\gamma_1 \sim \gamma_2$ in $\mathcal{L}_{G}$ then $\gamma_1 \sim \gamma_2$ in $\mathcal{L}_{G'}$, as can be shown by induction on $i$, when noting that each move $\gamma_j \xrightarrow{a} U$ can be matched by $\gamma_{3-j} \xrightarrow{a} U$ if $\gamma_{3-j} \neq \varepsilon$.

(2) If $\|\alpha\| \leq \|\beta\|$, then $\alpha \not\sim \beta$ (recall Prop. 3.3(1)); on the other hand, the set $\{\{\alpha, \beta\}; \|\alpha\| = \|\beta\| = \omega\}$ is here a bisimulation.

(3) From Point 1 we get that $\gamma_1 \sim \gamma_2$ in $\mathcal{L}_{G}$ implies $\gamma_1 \sim \gamma_2$ in $\mathcal{L}_{G'}$; on the other hand, $\{\{\alpha, \beta\} \in N^* \times N^* \mid \alpha \sim \beta \text{ in } \mathcal{L}_{G'}\}$ can be easily checked to be a bisimulation in $\mathcal{L}_{G}$. □

**Proposition 4.4.** In $\mathcal{L}_{G'}$ the following claims hold:

1. $EQLV(\gamma_1, \gamma_2) = 0$ iff precisely one of $\gamma_1, \gamma_2$ is the empty word $\varepsilon$.
2. $EQLV(\gamma_1, \gamma_2) \geq \min\{\|\gamma_1\|, \|\gamma_2\|\}$.
3. If $\|\gamma_1\| \neq \|\gamma_2\|$ then $EQLV(\gamma_1, \gamma_2) = \min\{\|\gamma_1\|, \|\gamma_2\|\}$.
4. Suppose $\|\alpha_1\| \leq \|\alpha_2\| \leq \omega$ and $\alpha_2 \xrightarrow{u} \gamma$ is a norm-reducing path where $|u| = \|\alpha_1\|$ (and thus $\|\gamma\| = \|\alpha_2\| - \|\alpha_1\|$). Then for any $\delta_1, \delta_2$ we have $EQLV(\delta_1, \gamma) \leq EQLV(\alpha_1 \delta_1, \alpha_2 \delta_2) - \|\alpha_1\|$. $\|\alpha_1\| = \|\alpha_2\|$, $\|\alpha_1\| = \|\gamma\|$, and $\|\gamma\| = \|\alpha_2\| - \|\alpha_1\|$.
5. $EQLV(\sigma_1 \mu, \sigma_2 \mu) = EQLV(\sigma_1, \sigma_2) + \|\mu\|$.

**Proof.** Points 1,2,3 are easy to observe.

(4) If $\|\alpha_1 \delta_1\| \neq \|\alpha_2 \delta_2\|$ then $\|\delta_1\| = \|\alpha_1 \delta_1\| - \|\alpha_1\| = \|\alpha_2 \delta_2\| - \|\alpha_1\| = \|\gamma \delta_2\|$, and (3) implies $EQLV(\delta_1, \gamma) = \min\{\|\delta_1\|, \|\gamma\|\} = \min\{\|\alpha_1 \delta_1\|, \|\alpha_2 \delta_2\|\} = \|\alpha_1\| = \min\{\|\alpha_1 \delta_1\|, \|\alpha_2 \delta_2\|\} = \|\alpha_1\| = EQLV(\alpha_1 \delta_1, \alpha_2 \delta_2) - \|\alpha_1\|$.

We now assume $\|\alpha_1 \delta_1\| = \|\alpha_2 \delta_2\|$(hence also $\|\delta_1\| = \|\gamma \delta_2\|$) and we contradict the assumption $EQLV(\delta_1, \gamma) < EQLV(\alpha_1 \delta_1, \alpha_2 \delta_2) - \|\alpha_1\|$ as follows. By Prop. 3.2(2), the norm-reducing path $\alpha_2 \delta_2 \xrightarrow{u} \gamma \delta_2$ has a matching path $\alpha_1 \delta_1 \xrightarrow{u} \sigma \delta_1$ where $EQLV(\sigma \delta_1, \gamma) \geq EQLV(\alpha_1 \delta_1, \alpha_2 \delta_2) - \|\alpha_1\|$. Hence $\sigma \neq \varepsilon$ (i.e., $\alpha_1 \xrightarrow{u} \sigma$ is not norm-reducing), and thus $\|\sigma \delta_1\| > \|\gamma \delta_2\|$, which entails $EQLV(\sigma \delta_1, \gamma) = \|\gamma \delta_2\|$. Since $EQLV(\delta_1, \gamma) \geq \|\gamma \delta_2\|$ (by (2)), by (4) we would get a contradiction:

$\|\gamma \delta_2\| \leq EQLV(\delta_1, \gamma) < EQLV(\alpha_1 \delta_1, \alpha_2 \delta_2) - \|\alpha_1\| \leq EQLV(\sigma \delta_1, \gamma) = \|\gamma \delta_2\|$.

(5) The equality surely holds if $\|\mu\| = \omega$ (in which case $\sigma_1 \mu \sim U \sim \sigma_2 \mu$) or if $\sigma_1 \sim \sigma_2$; we thus further assume that $\mu$ is normed and $EQLV(\sigma_1, \sigma_2) < \omega$.

• We show $EQLV(\sigma_1 \mu, \sigma_2 \mu) \leq EQLV(\sigma_1, \sigma_2) + \|\mu\|$ by induction on $EQLV(\sigma_1, \sigma_2)$.

If $EQLV(\sigma_1, \sigma_2) = 0$ then precisely one of $\sigma_1, \sigma_2$ is $\varepsilon$, and $EQLV(\sigma_1 \mu, \sigma_2 \mu) = \|\mu\|$. If $EQLV(\sigma_1, \sigma_2) = n+1$ (which entails $\sigma_1 \neq \varepsilon, \sigma_2 \neq \varepsilon$) then by Prop. 3.2(1) there are some transitions $\sigma_1 \xrightarrow{a} \tau_1$ and $\sigma_2 \xrightarrow{a} \tau_2$ such that
(1) \( \text{EqLV}(\tau_1, \tau_2) < \text{EqLV}(\tau_1, \tau_2) \), and 
(2) \( \text{EqLV}(\tau_1, \tau_2) \geq \text{EqLV}(\tau_1, \tau_2) - 1 \).

Since \( \text{EqLV}(\tau_1, \tau_2) \leq \text{EqLV}(\tau_1, \tau_2) + \|\mu\| \) by the induction hypothesis, we have 
\( \text{EqLV}(\tau_1, \tau_2) \leq 1 + \text{EqLV}(\tau_1, \tau_2) + \|\mu\| \leq \text{EqLV}(\tau_1, \tau_2) + \|\mu\| \).

- We show \( \text{EqLV}(\tau_1, \tau_2) \geq \text{EqLV}(\tau_1, \tau_2) + \|\mu\| \) by induction on \( \text{EqLV}(\tau_1, \tau_2) \), 
  excluding the trivial case \( \text{EqLV}(\tau_1, \tau_2) = \omega \).

  The case \( \text{EqLV}(\tau_1, \tau_2) = 0 \) is trivial since it entails \( \mu = \epsilon \).

  If \( \text{EqLV}(\tau_1, \tau_2) = n + 1 \) then at most one of \( \tau_1, \tau_2 \) can be empty. If we have 
  \( \sigma_j = \epsilon \) \((j \in \{1, 2\}) \) then \( \text{EqLV}(\tau_1, \tau_2) = 0 \) and \( \text{EqLV}(\tau_1, \tau_2) = \|\mu\| \) \((by (3))\); the 
  claim thus holds. If both \( \tau_1, \tau_2 \) are nonempty then by Prop. 3.2 \((1, 2) \) there are some 
  transitions \( \sigma_1 \overset{a}{\rightarrow} \tau_1 \) and \( \sigma_2 \overset{a}{\rightarrow} \tau_2 \) such that 
  (1) \( \text{EqLV}(\tau_1, \tau_2) < \text{EqLV}(\tau_1, \tau_2) \), and 
  (2) \( \text{EqLV}(\tau_1, \tau_2) \geq \text{EqLV}(\tau_1, \tau_2) - 1 \).

  Since \( \text{EqLV}(\tau_1, \tau_2) \geq \text{EqLV}(\tau_1, \tau_2) + \|\mu\| \) by the induction hypothesis, we have 
  \( \text{EqLV}(\tau_1, \tau_2) \geq 1 + \text{EqLV}(\tau_1, \tau_2) + \|\mu\| \geq \text{EqLV}(\tau_1, \tau_2) + \|\mu\| \).

\( \square \)

We now prove the announced theorem. Let us recall that the value \( M_{rhs} \) \((in Def. 3.3)\) is 
bounded by an exponential function of the size of \( G \) \((by Prop. 3.6)\).

**Theorem 4.5.** Let \( G = (N, A, R) \) be a normed BPA system, and \( M_{rhs} = \max \{\|\alpha\|; \text{there is a rule } A \overset{a}{\rightarrow} \alpha \text{ in } R\} \). If \( \alpha_1 \not\sim \alpha_2 \) then \( \text{EqLV}(\alpha_1, \alpha_2) \leq \min\{\|\alpha_1\|, \|\alpha_2\|\} + \text{card}(N)^2 \cdot M_{rhs} \).

**Proof.** If \( \|\alpha_1\| < \|\alpha_2\| \) then \( \text{EqLV}(\alpha_1, \alpha_2) \leq \|\alpha_1\| \), as we noted in Prop. 3.1 \((1) \) for general 
BPA systems. We thus consider \( \alpha_1 \not\sim \alpha_2 \) where \( \|\alpha_1\| = \|\alpha_2\| \), and we will work in the LTS \( L_G \), 
where \( G' \) is the completion of \( G \); the achieved upper bound will be also valid for \( L_G \) by 
Prop. 4.3 \((1, 3) \). We will construct a sequence

\[
(p_1, p'_1, \mu_1), (p_2, p'_2, \mu_2), \ldots, (p_m, p'_m, \mu_m) \tag{4.2}
\]

where \( (p_1, p'_1, \mu_1) = (\alpha_1, \alpha_2, \epsilon) \). We use a slightly modified process of constructing the 
sequence \((3.2)\) in the proof of Lemma 3.11 in Subsection 3.4. Given \( (p_i, p'_i, \mu_i) \), where 
\( \|p_i\| = \|p'_i\| < \omega \) and \( \text{EqLV}(p_i \mu_i, p'_i \mu_i) = \text{EqLV}(p_i, \mu_i) + \|\mu\| < \omega \), we now construct 
\( (p_{i+1}, p'_{i+1}, \mu_{i+1}) \). As in the proof of Lemma 3.11, we write

\[
p_i = A_{1} \delta_1, p'_i = A_2 \delta_2 \tag{4.3}
\]

where \( \|A_1\| \leq \|A_2\| \) and we assume that the pair \( (A_1, A_2) \) has a fixed norm-reducing path 
\( A_2 \overset{a}{\rightarrow} \gamma \) such that \( \|A_1\| = \|A_2\| \); we thus also have \( \|\delta_1\| = \|\gamma\| \).

(1) \( (p_i, p'_i) = (A_1, A_2) \), i.e. \( \delta_1 = \gamma \) and \( \delta_2 = \epsilon \) in \((4.3)\):

By Prop. 3.2 \((1, 2) \) there are rules \( A_1 \overset{a}{\rightarrow} \sigma_1, A_2 \overset{a}{\rightarrow} \sigma_2 \) such that 
\( \text{EqLV}(\sigma_1, \sigma_2) = \text{EqLV}(A_1, A_2) - 1 \) (and where we thus do not have \( \sigma_1 = \sigma_2 = \gamma \)). We put

\[
(p_{i+1}, p'_{i+1}, \mu_{i+1}) = (\sigma_1, \sigma_2, \mu_i),
\]

and we note (by recalling that \( \text{EqLV}(\rho \mu, \rho' \mu) = \text{EqLV}(\rho, \rho') + \|\mu\| \)):

- \( \text{EqLV}(p_{i+1}, p'_{i+1}) = \text{EqLV}(p_i, p'_i) - 1 \),
- \( \text{EqLV}(p_{i+1} \mu_{i+1}, p'_{i+1} \mu_{i+1}) = \text{EqLV}(p_i \mu_i, p'_i \mu_i) - 1 \),
- \( \min \{\|p_{i+1} \mu_{i+1}\|, \|p'_{i+1} \mu_{i+1}\|\} \leq \|p_i \mu_i\| + M_{rhs} - 1 \).

We have the following two possibilities.

(a) If \( \|\sigma_1\| = \|\sigma_2\| \) then \( \|p_{i+1}\| = \|p'_{i+1}\| \) and the sequence \((4.2)\) is completed, i.e. 
\( i+1 = m \). In this case
BISIMILARITY ON BASIC PROCESS ALGEBRA

\[ \text{EQLV}(\rho_m \mu_m, \rho'_m \mu_m) = \min \{ \| \rho_m \mu_m \|, \| \rho'_m \mu_m \| \}. \]

(b) If \( \| \sigma_1 \gamma \| = \| \sigma_2 \| \), then \( \| \rho_{i+1} \mu_{i+1} \| = \| \rho'_{i+1} \mu_{i+1} \| < \omega. \)

(2) \((\rho_i, \rho'_i) = (A_1 \delta_1, A_2 \delta_2) \neq (A_1 \gamma, A_2) \) and \( \text{EQLV}(A_1 \gamma \delta_2, A_2 \delta_2) = \text{EQLV}(A_1 \delta_1, A_2 \delta_2) \):

We put

\[ (\rho_{i+1}, \rho'_{i+1}, \mu_{i+1}) = (A_1 \gamma, A_2, \delta_2 \mu_i), \]

and note:

- \( \text{EQLV}(\rho_{i+1}, \rho'_{i+1}) = \text{EQLV}(\rho_i, \rho'_i) - \| \delta_2 \| \leq \text{EQLV}(\rho_i, \rho'_i), \)
- \( \text{EQLV}(\rho_{i+1} \mu_{i+1}, \rho'_{i+1} \mu_{i+1}) = \text{EQLV}(\rho_i \mu_i, \rho'_i \mu_i), \)
- \( \| \rho_{i+1} \mu_{i+1} \| = \| \rho'_{i+1} \mu_{i+1} \| = \| \rho_i \mu_i \| = \| \rho'_i \mu_i \|. \)

Moreover, for \( i+1 \) the above case (1) will apply.

(3) \( \text{EQLV}(A_1 \gamma \delta_2, A_2 \delta_2) \neq \text{EQLV}(A_1 \delta_1, A_2 \delta_2) \) (which entails \((\rho_i, \rho'_i) \neq (A_1 \gamma, A_2)\)):

We thus have \( \text{EQLV}(A_1 \delta_1, A_1 \gamma \delta_2) \leq \text{EQLV}(A_1 \delta_1, A_2 \delta_2) \) by Prop. 5(2)3).

Since \( \text{EQLV}(A_1 \delta_1, A_1 \gamma \delta_2) \geq \| A_1 \| + \text{EQLV}(\delta_1, \gamma \delta_2) \) (by Prop. 3(4)3), we get

\[ \text{EQLV}(\delta_1, \gamma \delta_2) \leq \text{EQLV}(A_1 \delta_1, A_1 \gamma \delta_2) - \| A_1 \| \leq \text{EQLV}(A_1 \delta_1, A_2 \delta_2) - \| A_1 \|. \]

On the other hand, Prop. 4(4) implies

\[ \text{EQLV}(\delta_1, \gamma \delta_2) \geq \text{EQLV}(A_1 \delta_1, A_2 \delta_2) - \| A_1 \|. \]

Hence \( \text{EQLV}(\delta_1, \gamma \delta_2) = \text{EQLV}(A_1 \delta_1, A_2 \delta_2) - \| A_1 \|. \) We put

\[ (\rho_{i+1}, \rho'_{i+1}, \mu_{i+1}) = (\delta_1, \gamma \delta_2, \mu_i), \]

and note:

- \( \text{EQLV}(\rho_{i+1}, \rho'_{i+1}) = \text{EQLV}(\rho_i, \rho'_i) - \| A_1 \|, \)
- \( \text{EQLV}(\rho_{i+1} \mu_{i+1}, \rho'_{i+1} \mu_{i+1}) = \text{EQLV}(\rho_i \mu_i, \rho'_i \mu_i) - \| A_1 \|, \)
- \( \| \rho_{i+1} \mu_{i+1} \| = \| \rho'_{i+1} \mu_{i+1} \| = \| \rho_i \mu_i \| = \| \rho'_i \mu_i \|. \)

As in Subsection 3.4 due to eq-level decreasing the case (1) cannot apply more than \( \text{card}(\mathcal{N})^2 \) times, and the construction must end eventually, with \( \| \rho_m \mu_m \| \neq \| \rho'_m \mu_m \| \) arising in (1a). Let us now put

\[ e_i = \text{EQLV}(\rho_i \mu_i, \rho'_i \mu_i), \quad d_i = e_i - \min \{ \| \rho_i \mu_i \|, \| \rho'_i \mu_i \| \}. \]

In fact, in (1a) we noted that \( d_m = 0 \). If (2) or (3) applies to \( i \) then we obviously have \( d_i = d_{i+1} \). We can also easily check that if (1) applies to \( i \) then

\[ e_{i+1} - \min \{ \| \rho_{i+1} \mu_{i+1} \|, \| \rho'_{i+1} \mu_{i+1} \| \} \geq (e_i - 1) - \min \{ \| \rho_i \mu_i \|, \| \rho'_i \mu_i \| \} + M_{rhs} - 1. \]

This yields \( d_{i+1} \geq d_i - M_{rhs} \), hence \( d_i \leq d_{i+1} + M_{rhs} \). We thus deduce \( d_1 \leq \text{card}(\mathcal{N})^2 \cdot M_{rhs} \), i.e., \( e_1 \leq \min \{ \| \rho_1 \mu_1 \|, \| \rho'_1 \mu_1 \| \} + \text{card}(\mathcal{N})^2 \cdot M_{rhs} \). Since \( (\rho_1, \rho'_1, \mu_1) = (\alpha_1, \alpha_2, \varepsilon) \), we get

\[ \text{EQLV}(\alpha_1, \alpha_2) \leq \min \{ \| \alpha_1 \|, \| \alpha_2 \| \} + \text{card}(\mathcal{N})^2 \cdot M_{rhs}. \]

\( \square \)
5. ADDITIONAL REMARKS

Lemma 3.14 shows that the pairs \((\alpha, \beta)\) where \(\alpha \sim \beta\), \(\alpha, \beta\) have \(E\)-bounded cycles, and \(\text{size}(\alpha_p, \beta_p) \leq 2M + E\) create a basis for \(\mathcal{G}\), similar to the bisimulation base of [6] but with explicit regular strings. We could construct the basis by a standard coinductive approach (building a sequence of decreasing overapproximations). Each of the pairs in the basis fits into exponential space, and their number is thus at most double exponential.

Among the related topics for future research, the obvious one is the question how to close the gap between \(\text{ExpTime}\) and \(2\text{-ExpTime}\) for bisimilarity on BPA. Other examples of research topics follow from the fact that BPA processes can be viewed as being generated by pushdown automata with a single control state and no \(\varepsilon\)-transitions. Séniérergues [18] showed the decidability of bisimilarity for general pushdown processes where \(\varepsilon\)-transitions are deterministic and popping; it seems interesting to explore the decomposition approach here as well, using regular terms (as in [12]). One indication that this more general problem is also more complicated is a recent announcement [2] that its computational complexity is nonelementary. We can also mention that bisimilarity of pushdown processes with non-deterministic popping \(\varepsilon\)-transitions is undecidable [13]; this was shown by using so called “Defender’s Forcing”, which was recently also used to show undecidability for 2nd-order pushdown processes with no \(\varepsilon\)-transitions [4]. The decidability question for BPA with \(\varepsilon\)-transitions (i.e., the weak bisimilarity problem for BPA) is still open.
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