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Review form: Reviewer 1

Is the manuscript scientifically sound in its present form?
Yes

Are the interpretations and conclusions justified by the results?
Yes

Is the language acceptable?
Yes

Do you have any ethical concerns with this paper?
No

Have you any concerns about statistical analyses in this paper?
No
Recommendation?
Major revision is needed (please make suggestions in comments)

Comments to the Author(s)
The authors integrated a tumor growth model with intracellular signaling model. The model generated a bi-stability condition for cell state - apoptosis or anti-apoptosis. They considered two types of intramuscular injections (IFN-beta and cisplatin) as a medication to modulate the cell signal, which in turn controls the tumor growth. An optimal control theory was used to deduce optimal schedule to inject to reduce tumor growth more than constant and alternating treatment. I believe the findings of this study is a useful contribution to mathematical oncology field. A more detailed explanation of mathematical analysis and parameter estimation will be beneficial to readers.

Major Issues:
1. Model parameters are mentioned as estimated in the table and a detailed information is presented as supplementary. A brief explanation of sensitivity analysis and parameter estimation process in the main text will be useful for readers.
2. Mathematical details of the equilibria and bifurcation analysis would be helpful for readers to follow this study
3. How authors derived optimal control objective function equation (15)? What kind of numerical solution technique was used to solve the equation?
4. Between strategy 1 and 2, which one is better in what condition?
5. Discussion of implication, merit, a couple of limitation, future outlook would be helpful.

Minor issues:
1. The model is developed in equation (1) to (4) and then non-dimensionalized in (7) to (10). Further, the model is extended incorporating equations (11) to (14) without discussing the dimensional relevance of the variables and parameters appeared in (11) to (14) with the parameters in equation (6).
2. Equation (14): “u_D” ← “u_D(t)”.
3. Page 5, line 57 to Page 6, line 53: “Weight for each control is provided by parameters C1,C2,C3,C4. Linear (uS(t)) and quadratic (uS(t)^2) forms in Eq. (15) represent the costs”. Here the weights “C1,C2,C3,C4” are associated with costs, and “uS(t),uD(t)” should be associated with the doses of injection. Further, as “C1,C3” are weight parameters for different degree of the same control, should they be necessarily different?
4. T* is mentioned in the table but not appeared in the text.
5. Please provide the figure captions in detail. For example, the meaning of the light red and light blue shaded region in Fig 3(A,B,C) is not mentioned in the caption. Further, in Fig 4D, the shaded regions are dark. I wonder if the all the shaded regions are same or light or dark shades have different meaning.
6. Page 10, line 21: Please check “decreased activities of STAT1(A? increased?) / BAX (D? increased) and increased (decreased) levels of STAT3/Bcl-2”.
7. Page 10, line 33: “Here, NS , ND are the total infusion of IFN- β” ← “Here, NS , ND are the total number of infusion of IFN- β”.  
8. Page 11, line 50: “tumor size at t =30 days is shown”, t is non-dimensional time, but here it is mentioned in a unit of day.
9. Page 11, 12, 13: Several “ ’ ” are converted to “ ` ”.
10. Page 14, line 45: “following two cases are considered:” ← “following two strategies are considered:”.
11. Page 14, line 45: “Strategy I: control for the entire schedule of 30 days (T = 30)”. Here, time is denoted by T, which is the symbol for tumor volume.
12. Page 14, line 54,55: “(1, 0, 0, 4d-5, 1d-5, 4d-5, 1d-5, 0)”. Does the “1d-5” means “1e-5” here?
Review form: Reviewer 2

Is the manuscript scientifically sound in its present form?
Yes

Are the interpretations and conclusions justified by the results?
Yes

Is the language acceptable?
Yes

Do you have any ethical concerns with this paper?
No

Have you any concerns about statistical analyses in this paper?
No

Recommendation?
Accept with minor revision (please list in comments)

Comments to the Author(s)
This paper addresses intracellular signal transduction systems, including the STAT family. In particular, the control of the important bistable structures of cancer's apoptotic and anti-apoptotic states is investigated. This paper is the first to study the mechanism of apoptosis via the JAK-STAT signaling pathway using optimal control theory. As a therapeutic application, this study aims to find the optimal injection scheme of combination therapy (IFN-β + DDP) by optimal control theory. The model predicted that an optimally controlled schedule of these two drugs could provide better antitumor effects at minimal cost. Both the methods and results are new and valuable, and I recommend accepting this article for publication.

Minor points:
1. [Page 4; Line 13; Equation (5)] Should \( f_2(s) \) be \( f_2(s,j) \) ?

Review form: Reviewer 3

Is the manuscript scientifically sound in its present form?
No

Are the interpretations and conclusions justified by the results?
Yes

Is the language acceptable?
No

Do you have any ethical concerns with this paper?
No

Have you any concerns about statistical analyses in this paper?
No
Recommendation?
Major revision is needed (please make suggestions in comments)

Comments to the Author(s)
In general the background referencing is incomplete. Researchers other than Kim et al. have done considerable work in modeling the Bcl-2 mediated regulation of apoptosis in cancer cells.

The Introduction is a bit confusing. It will help eg at the end of the first paragraph to highlight knowledge gaps that mathematical modeling can fill. What is the need or motivation for the model?

At the end of the introduction it is not clear what the aim is. What will be achieved? What is new, in terms of the model? I get no sense of what the paper really accomplishes.

So many parameters have been ‘Est’ (see Table 1) that one cannot really have confidence in them. Estimated from where? Are these fit to some data? Why are most of them ‘1’?

Abstract
Doesn’t really mention what is novel about this work. Also should be mathematically more precise, eg, what is being optimized, what is the constraint?

Line 11 – what specifically is meant by ‘immunity’?
Line 13 – ‘anti-apoptosis’ isn’t really cellular fate.

Introduction
Needs extensive grammar revision. Eg, ‘most fatal killer’ is poor English.

Paragraph 1 – “… two different dichotomous states of cell death: (i) an apoptosis progression and (ii) an anti-apoptosis progression.” This is confusing. What is meant by anti-apoptosis progression? Does this also lead to cell death? If not, then how can it be a state of cell death?

Paragraph 1 – What is meant by “apoptosis-mediated therapy”? This seems to be poorly worded.

Paragraph 2 – “However, there was no study of apoptosis mechanism through JAK-STAT signaling pathway with optimal control theory.” This sentence has a couple of issues. First, it is poorly worded. Second, it is oddly specific. Is the claim that no mathematical studies of JAK-STAT mediation of apoptosis have been published? Or that no mathematical studies of JAK-STAT mediation of apoptosis using in some manner optimal control have been published? If the latter is the case, then this is hardly a novel study. In my experience, most mathematical models of cancer response to therapy include some manner of treatment optimization, whether or not they use optimal control.

Fig 1 should be referenced in paragraph 1 where the biology is introduced.

Methodology
Paragraph 1 – why is time t with an overbar? This is not standard and what is the motivation?

Where do the equations (1) – (4) come from? That is, why these functional form choices? Have they been derived from first principles? Are they purely phenomenological? How are they justified?
In general, it would be helpful to explain what the terms on the right hand side are doing rather than get into listing every parameter. Also, please include in the main text, a table with model variables and parameters and all units.

What is the difference between capital S (see paragraph 3 of introduction) and lowercase s (Page 5, lines 8-9)? What do you mean by IFN activity? This does not have any obvious mathematical meaning. Do you mean concentration of IFN? What units?

Page 5, Lines 47-48 – I do not know what you mean by “in genetic classification”. Further in this paragraph, what biological observation? From where? In what cells? Is this data published somewhere?

In equation (11) – does the proliferation become negative when the apoptosis condition is satisfied? Then why have a separate apoptosis term? If not, then why does proliferation rate depend on apoptosis threshold? Should it not have it’s own threshold? Where are the biological data justifying this? Is equation (11) also non-dimensional?

Page 6, Lines 23-24 – what is meant by alternating injection, ie, alternating with what? By the way, this notation is very confusing. Stats are denoted by $S_i$ and drug is also S?

Page 6, Lines 29-31 – Not clear at all what is meant by this: “Dose of DDP is determined on covering section in the neighborhood of injection spot [68] due to different anti-tumor efficacy in the chemotherapy”

**Decision letter (RSOS-210594.R0)**

We hope you are keeping well at this difficult and unusual time. We continue to value your support of the journal in these challenging circumstances. If Royal Society Open Science can assist you at all, please don’t hesitate to let us know at the email address below.

Dear Dr Kim

On behalf of the Editors, we are pleased to inform you that your Manuscript RSOS-210594 “Mathematical model of STAT signaling pathways in cancer development and optimal control approaches” has been accepted for publication in Royal Society Open Science subject to minor revision in accordance with the referees’ reports. Please find the referees’ comments along with any feedback from the Editors below my signature.

We invite you to respond to the comments and revise your manuscript. Below the referees’ and Editors’ comments (where applicable) we provide additional requirements. Final acceptance of your manuscript is dependent on these requirements being met. We provide guidance below to help you prepare your revision.

Please submit your revised manuscript and required files (see below) no later than 7 days from today’s (ie 05-Aug-2021) date. Note: the ScholarOne system will ‘lock’ if submission of the revision is attempted 7 or more days after the deadline. If you do not think you will be able to meet this deadline please contact the editorial office immediately.

Please note article processing charges apply to papers accepted for publication in Royal Society Open Science (https://royalsocietypublishing.org/rsos/charges). Charges will also apply to papers transferred to the journal from other Royal Society Publishing journals, as well as papers
Your paper is to be recommended for publications. Several comments of the referees, however, are very important and useful to make it improved. Please take regards.

Major Issues:
1. Model parameters are mentioned as estimated in the table and a detailed information is presented as supplementary. A brief explanation of sensitivity analysis and parameter estimation process in the main text will be useful for readers.
2. Mathematical details of the equilibria and bifurcation analysis would be helpful for readers to follow this study
3. How authors derived optimal control objective function equation (15)? What kind of numerical solution technique was used to solve the equation?
4. Between strategy 1 and 2, which one is better in what condition?
5. Discussion of implication, merit, a couple of limitation, future outlook would be helpful.

 Minor issues:
1. The model is developed in equation (1) to (4) and then non-dimensionalized in (7) to (10). Further, the model is extended incorporating equations (11) to (14) without discussing the dimensional relevance of the variables and parameters appeared in (11) to (14) with the parameters in equation (6).
2. Equation (14): “u_D” ← “u_D(t)”.
3. Page 5, line 57 to Page 6, line 53: “Weight for each control is provided by parameters C1,C2,C3,C4. Linear (uS(t)) and quadratic (uS(t)2) forms in Eq. (15) represent the costs”. Here the weights “C1,C2,C3,C4” are associated with costs, and “uS(t),uD(t)” should be associated with the...
doses of injection. Further, as “C1,C3” are weight parameters for different degree of the same control, should they be necessarily different?

4. T* is mentioned in the table but not appeared in the text.

5. Please provide the figure captions in detail. For example, the meaning of the light red and light blue shaded region in Fig 3(A,B,C) is not mentioned in the caption. Further, in Fig 4D, the shaded regions are dark. I wonder if all the shaded regions are same or light or dark shades have different meaning.

6. Page 10, line 21: Please check “decreased activities of STAT1(A? increased?)/BAX (D? increased) and increased (decreased) levels of STAT3/Bcl-2”.

7. Page 10, line 33: “Here, NS , ND are the total infusion of IFN-β” ← “Here, NS, ND are the total number of infusion of IFN-β”.

8. Page 11, line 50: “tumor size at t =30 days is shown”, t is non-dimensional time, but here it is mentioned in a unit of day.

9. Page 11, 12, 13: Several “ ’ ” are converted to “ ` ”.

10. Page 14, line 45: “following two strategies are considered:” ← “following two cases are considered:”.

11. Page 14, line 45: “Strategy I: control for the entire schedule of 30 days (T = 30)”. Here, time is denoted by T, which is the symbol for tumor volume.

12. Page 14, line 54,55: “(1, 0, 0, 4d-5, 1d-5, 4d-5, 1d-5, 0)”. Does the “1d-5” mean “1e-5” here?

Reviewer: 2

Comments to the Author(s)
This paper addresses intracellular signal transduction systems, including the STAT family. In particular, the control of the important bistable structures of cancer's apoptotic and anti-apoptotic states is investigated. This paper is the first to study the mechanism of apoptosis via the JAK-STAT signaling pathway using optimal control theory. As a therapeutic application, this study aims to find the optimal injection scheme of combination therapy (IFN-β + DDP) by optimal control theory. The model predicted that an optimally controlled schedule of these two drugs could provide better antitumor effects at minimal cost. Both the methods and results are new and valuable, and I recommend accepting this article for publication.

Minor points:
1. [Page 4; Line 13; Equation (5)] Should f_2(s) be f_2(s,j) ?

Reviewer: 3

Comments to the Author(s)

In general the background referencing is incomplete. Researchers other than Kim et al. have done considerable work in modeling the Bcl-2 mediated regulation of apoptosis in cancer cells.

The Introduction is a bit confusing. It will help eg at the end of the first paragraph to highlight knowledge gaps that mathematical modeling can fill. What is the need or motivation for the model?

At the end of the introduction it is not clear what the aim is. What will be achieved? What is new, in terms of the model? I get no sense of what the paper really accomplishes.

So many parameters have been ‘Est’ (see Table 1) that one cannot really have confidence in them. Estimated from where? Are these fit to some data? Why are most of them ‘1’?

Abstract
Doesn’t really mention what is novel about this work. Also should be mathematically more precise, eg, what is being optimized, what is the constraint?

Line 11 – what specifically is meant by ‘immunity’?
Line 13 – ‘anti-apoptosis’ isn’t really cellular fate.

Introduction

Needs extensive grammar revision. Eg, ‘most fatal killer’ is poor English.

Paragraph 1 – “… two different dichotomous states of cell death: (i) an apoptosis progression and (ii) an anti-apoptosis progression.” This is confusing. What is meant by anti-apoptosis progression? Does this also lead to cell death? If not, then how can it be a state of cell death?

Paragraph 1 – What is meant by “apoptosis-mediated therapy”? This seems to be poorly worded.

Paragraph 2 – “However, there was no study of apoptosis mechanism through JAK-STAT signaling pathway with optimal control theory.” This sentence has a couple of issues. First, it is poorly worded. Second, it is oddly specific. Is the claim that no mathematical studies of JAK-STAT mediation of apoptosis have been published? Or that no mathematical studies of JAK-STAT mediation of apoptosis using in some manner optimal control have been published? If the latter is the case, then this is hardly a novel study. In my experience, most mathematical models of cancer response to therapy include some manner of treatment optimization, whether or not they use optimal control.

Fig 1 should be referenced in paragraph 1 where the biology is introduced.

Methodology

Paragraph 1 – why is time t with an overbar? This is not standard and what is the motivation?

Where do the equations (1) – (4) come from? That is, why these functional form choices? Have they been derived from first principles? Are they purely phenomenological? How are they justified?

In general, it would be helpful to explain what the terms on the right hand side are doing rather than get into listing every parameter. Also, please include in the main text, a table with model variables and parameters and all units.

What is the difference between capital S (see paragraph 3 of introduction) and lowercase s (Page 5, lines 8-9)? What do you mean by IFN activity? This does not have any obvious mathematical meaning. Do you mean concentration of IFN? What units?

Page 5, Lines 47-48 – I do not know what you mean by “in genetic classification”. Further in this paragraph, what biological observation? From where? In what cells? Is this data published somewhere?

In equation (11) – does the proliferation become negative when the apoptosis condition is satisfied? Then why have a separate apoptosis term? If not, then why does proliferation rate depend on apoptosis threshold? Should it not have its own threshold? Where are the biological data justifying this? Is equation (11) also non-dimensional?

Page 6, Lines 23-24 – what is meant by alternating injection, ie, alternating with what? By the way, this notation is very confusing. Stats are denoted by $S_i$ and drug is also $S$?
Page 6, Lines 29-31 - Not clear at all what is meant by this: “Dose of DDP is determined on covering section in the neighborhood of injection spot [68] due to different anti-tumor efficacy in the chemotherapy”
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Jonggul Lee, Donggu Lee, Yangjin Kim,

RESPONSE TO REVIEWERS' COMMENTS

September 2, 2021

REFEREE 1:

The authors integrated a tumor growth model with intracellular signaling model. The model generated a bi-stability condition for cell state - apoptosis or anti-apoptosis. They considered two types of intramuscular injections (IFN-beta and cisplatin) as a medication to modulate the cell signal, which in turn controls the tumor growth. An optimal control theory was used to deduce optimal schedule to inject to reduce tumor growth more than constant and alternating treatment. I believe the findings of this study is a useful contribution to mathematical oncology field. A more detailed explanation of mathematical analysis and parameter estimation will be beneficial to readers.

Major Issues:

1. Model parameters are mentioned as estimated in the table and a detailed information is presented as supplementary. A brief explanation of sensitivity analysis and parameter estimation process in the main text will be useful for readers.

(Response): Thank you for careful reading and suggestions. For more explanation of sensitivity analysis, we replaced “Sensitivity analysis for twenty eight parameters in the model (Eqs ((7)-(14)) was provided in Supplementary Information (SI) File.” with “In order to see how sensitive are concentrations of main variables (STAT1, STAT3, Bcl-2, BAX, IFN-β, JAK2, DDP, and tumor) to twenty six parameters in the model (Eqs (9)-(16)) at various time points, we have performed sensitivity analysis. A partial rank correlation coefficient determines whether an increase (or decrease) in the parameter value will either decrease or increase the tumor volume and concentrations of main variables at a given time. See Supplementary Information File for more details.” [ page 11, 1st paragraph, lines 1-6, in the (marked) revised manuscript ]

For parameter estimation, we replaced “See Table I for parameter values in
Eqs. (7)-(14). Parameter estimation was provided in Supplementary Information File. with “See Table I for parameter values in Eqs. (9)-(16) in a dimensionless form. Parameter values in the dimensional form are listed in Table S1 in the Supplementary Information File. Since our mathematical model contains many known and unknown parameter values, we provided parameter estimation in the Supplementary Information File, which is a necessary step toward fundamental and deep understanding of the dynamical process of the mathematical model. Parameter values are calculated based on empirical data such as half-life or estimated by fitting to experimental observation based on the mathematical structure of our model.” [page 6, 5th paragraph, lines 4-5 - page 7, 1st paragraph, lines 1-5, in the (marked) revised manuscript ]

We also added the following parameter estimation in Supplementary Information File:
“$\lambda_1, \lambda_2$: By using the reference value of Bcl-2 ($B^* = 10nM$), and taking the signal source of the Bcl-2, $f_3 = 5.78 \times 10^{-2}nM/h$, we estimate the dimensionless value of signaling strength to the Bcl-2 complex to be $\lambda_1 = \frac{f_3}{\mu_{S_1}B^*} = 0.2$. Similarly, by taking the reference value of BAX ($X^* = 351\mu M$), and taking the signal source of BAX, $f_4 = 2.0288\mu M/h$, we estimate the dimensionless value of signaling source to be $\lambda_2 = \frac{f_4}{\mu_{S_1}X^*} = 0.2$.

$\lambda_3, k_5$: We assume the autocatalytic rate ($a_7$) of Bcl-2 is same as its negative contribution ($\mu_{S_1}B^*$) ($\mu_{S_1}B^* = (2.89 \times 10^{-2}h^{-1}) \times (1.0 \times 10^{-2}\mu M) = 2.89 \times 10^{-4}\mu M/h$), leading to the dimensionless parameter value $k_5 = \frac{\mu_{S_1}B^*}{\mu_{S_1}B^*} = 1.0$. By assuming that the signaling rate ($\lambda_{STAT3} \times (1.38\mu g/mL)$) from STAT3 is at least 1.2-fold larger than its negative contribution ($\mu_{S_1}B^*$) and by taking $\lambda_{STAT3} = 2.513 \times 10^{-4}\mu M \cdot mL/(h \cdot \mu g)$, we get the dimensionless parameter value $\lambda_3 = \frac{\lambda_{STAT3}S^*_1}{\mu_{S_1}B^*} = \frac{\lambda_{STAT3} \times (1.38\mu g/mL)}{(2.89 \times 10^{-2}h^{-1}) \times (1.0 \times 10^{-2}\mu M)} = 1.2$.

$k_1, k_3, k_7$: We take the dimensionless parameter value $k_1 = \frac{a_1}{\mu_{S_1}S^*_1} = 4.0$ by assuming that the autocatalytic rate ($a_1$) of STAT1 is at least 4-fold larger than its negative contribution ($\mu_{S_1}S^*_1$) from its decay in the absence of the inhibitory pathway from the STAT3. In a similar fashion, we get the autocatalytic rate of STAT3 ($k_3$) and BAX ($k_7$), $k_3 = \frac{a_3}{\mu_{S_1}S^*_3} = 4.0$ and $k_7 = \frac{a_{10}}{\mu_{S_1}X^*} = 4.0$.

$k_2, k_4, k_6, k_8$: The Hill-type coefficients $a_2, a_5, a_8, a_{11}$ ($k_2, k_4, k_6, k_8$: parameters with dimensionless form) are fixed to be unity.

$k_9, k_{10}, \mu_T$: In the absence of apoptosis, the carrying capacity of cancer is $T_0$. However, in the presence of apoptosis, the carrying capacity is $T_0 \left(1 - \frac{\mu_T}{r(1 - \frac{k_9S^*_T}{k_6S^*_0 + S^*_T})}\right)$. Our system assumes that most cancer cells die by the
apoptosis program. We set \( k_9 = 1.0, k_{10} = 10, \) and \( \mu_T = 0.1 \) and the high level of STAT1 is about 4.5. Then, the steady state value of tumor volume in the presence of apoptosis is smaller than equilibrium value in the absence of apoptosis, \( T_0 \left( 1 - \frac{\mu_T}{r(1 - \frac{k_9S_1}{k_{10}S_2})} \right) \approx 0.01 \times T_0. \)

The list of dimensionless parameters and their values are given in Table I in the main text. ”

[ Supplementary Information File, 7th paragraph in page 1 - 4th paragraph in page 2, in the (marked) revised manuscript ]

2. Mathematical details of the equilibria and bifurcation analysis would be helpful for readers to follow this study.

(Response): Thank you for suggestions. We now provided the mathematical analysis of the equilibria and stability analysis in a section (‘Mathematical Analysis (equilibria and stability)’) in the Supplementary Information File (SI) as follows:

"Mathematical analysis (Equilibria and Stability)"

The dynamics of the intracellular signaling system is governed by ordinary differential equations:

\[
\frac{dS_1}{dt} = \lambda S_1 + \frac{k_1k_2^3}{k_2^3 + \alpha S_3} - S_1 = G_1(S_1, S_3, B, X), \\
\frac{dS_3}{dt} = \frac{\lambda k + \lambda J}{K + \lambda S_2} + \frac{k_3k_4^2}{k_4^2 + \beta S_1^2} - S_3 = G_2(S_1, S_3, B, X), \\
\frac{dB}{dt} = \lambda_1 + \frac{k_5k_6^2}{k_6^2 + \gamma S_1^2} + \lambda_2 S_3 - \mu B = G_3(S_1, S_3, B, X), \\
\frac{dX}{dt} = \lambda_2 + \frac{k_7k_8^2}{k_8^2 + \delta B^2} - \mu X = G_4(S_1, S_3, B, X). 
\]

In order to explore the equilibrium dynamics, the equilibrium state of the system must be identified first. This is done by setting Eqs. (1)-(4) to zero.
and solving for the solutions \( S_1^E, S_3^E, B^E, \) and \( X^E \) as follows:

\[
S_1^E = \lambda S_1 + \frac{k_1 k_2}{k_2^2 + \alpha(S_3^E)^2}, \\
S_3^E = \frac{\lambda_k + \lambda_J J}{K + \lambda_s S} + \frac{k_3 k_4}{k_4^2 + \beta(S_1^E)^2}, \\
B^E = \left( \frac{\gamma k_6}{k_6^2 + \gamma(S_1^E)^2} + \lambda_3 S_3^E \right) \frac{1}{\mu_B}, \\
X^E = \left( \frac{\gamma k_6}{k_6^2 + \gamma(S_1^E)^2} + \lambda_3 S_3^E \right) \frac{1}{\mu_X}. 
\]

We can find the equilibrium point of the system (5)-(8) by nonlinear solver MATLAB as far as all parameter values are fixed. For example, we can find the equilibrium when \( S \) is 0, 0.4, and 1; when \( S = 0, \) \( (S_1^E, S_3^E, B^E, X^E) \approx (0.1519, 4.1098, 5.0910, 0.0698), \) when \( S = 1, \) \( (S_1^E, S_3^E, B^E, X^E) \approx (4.3176, 0.3703, 0.5794, 0.6390), \) when \( S = 0.4, \) there are three equilibrium points: \( (S_1^E, S_3^E, B^E, X^E) \approx (3.1415, 0.5532, 0.7965, 0.0691), \) \( (2.8719, 3.5983, 0.0974), \) or \( (S_1^E, S_3^E, B^E, X^E) \approx (1.8920, 1.0586, 1.4072, 0.2084). \)

The Jacobian matrix, \( J, \) is given by:

\[
J = \begin{bmatrix}
\frac{\partial G_1}{\partial S_1} & \frac{\partial G_1}{\partial S_2} & \frac{\partial G_1}{\partial S_3} & \frac{\partial G_1}{\partial B} & \frac{\partial G_1}{\partial X} \\
\frac{\partial G_2}{\partial S_1} & \frac{\partial G_2}{\partial S_2} & \frac{\partial G_2}{\partial S_3} & \frac{\partial G_2}{\partial B} & \frac{\partial G_2}{\partial X} \\
\frac{\partial G_3}{\partial S_1} & \frac{\partial G_3}{\partial S_2} & \frac{\partial G_3}{\partial S_3} & \frac{\partial G_3}{\partial B} & \frac{\partial G_3}{\partial X} \\
\frac{\partial G_4}{\partial S_1} & \frac{\partial G_4}{\partial S_2} & \frac{\partial G_4}{\partial S_3} & \frac{\partial G_4}{\partial B} & \frac{\partial G_4}{\partial X} \\
\frac{\partial G_5}{\partial S_1} & \frac{\partial G_5}{\partial S_2} & \frac{\partial G_5}{\partial S_3} & \frac{\partial G_5}{\partial B} & \frac{\partial G_5}{\partial X}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
-1 & -\frac{2k_1 k_2^2 S_3^E}{(k_2^2 + \alpha(S_3^E)^2)^2} & 0 & 0 \\
-\frac{2k_2 k_3^2 \beta S_1^E}{(k_1^2 + \beta(S_1^E)^2)^2} & -1 & 0 & 0 \\
-\frac{2k_4 k_6^2 \gamma S_1^E}{(k_2^2 + \gamma(S_1^E)^2)^2} & \lambda_3 & -\mu_B & 0 \\
0 & 0 & -\frac{2k_7 k_8^2 \beta S_1^E}{(k_2^2 + \beta(S_1^E)^2)^2} & -\mu_X 
\end{bmatrix}
\]

Then, the characteristic polynomial is given by

\[
(J - \Lambda I) = (\Lambda + \mu_B)(\Lambda + \mu_X) \left( \Lambda^2 + 2\Lambda + 1 - \frac{2k_1 k_2^2 \alpha S_3^E}{(k_2^2 + \alpha(S_3^E)^2)^2} \cdot \frac{2k_3 k_2^2 \beta S_3^E}{(k_1^2 + \beta(S_1^E)^2)^2} \right) = 0
\]

where \( I \) is the identity matrix. We get two real eigenvalues \( \Lambda_1 = -\mu_B < 0 \) and \( \Lambda_2 = -\mu_X < 0 \) and remaining two real eigenvalues, \( \Lambda_{3,4} = -1 \pm \sqrt{\frac{2k_1 k_2^2 \alpha S_3^E}{(k_2^2 + \alpha(S_3^E)^2)^2} \cdot \frac{2k_3 k_2^2 \beta S_3^E}{(k_1^2 + \beta(S_1^E)^2)^2}}. \) If \( \frac{2k_1 k_2^2 \alpha S_3^E}{(k_2^2 + \alpha(S_3^E)^2)^2} \cdot \frac{2k_3 k_2^2 \beta S_3^E}{(k_1^2 + \beta(S_1^E)^2)^2} \) is smaller than 1, the eigenvalues \( \Lambda_{3,4} \) are negative and the equilibrium is stable. On contrary, if \( \frac{2k_1 k_2^2 \alpha S_3^E}{(k_2^2 + \alpha(S_3^E)^2)^2} \cdot \frac{2k_3 k_2^2 \beta S_3^E}{(k_1^2 + \beta(S_1^E)^2)^2} \) is larger than 1, then \( \Lambda_3 > 0 \) and the equilibrium is unstable. By substituting parameter values in the model, we get
Figure S1: Stability analysis. (A,B) The value of $AB$ and $\lambda_3$ in the spectrum of IFN-β ($S$). *Gray = unstable, white = stable.

$$J = \begin{bmatrix} -1 & -\frac{12S^E}{(1+1.5(S^E_S)^2)^2} & 0 & 0 \\ -\frac{8S^E}{(1+(S^E_3)^2)^2} & -1 & 0 & 0 \\ -\frac{2S^E}{(1+(S^E_1)^2)^2} & 1.2 & -1.2 & 0 \\ 0 & 0 & -\frac{8B^E}{(1+(B^E)^2)^2} & -5 \end{bmatrix} \quad (12)$$

By setting $A = \frac{12S^E}{(1+1.5(S^E_3)^2)^2}$, $B = \frac{8S^E}{(1+(S^E_3)^2)^2}$, $C = \frac{2S^E}{(1+(S^E_1)^2)^2}$, and $D = \frac{8B^E}{(1+(B^E)^2)^2}$, we get

$$J = \begin{bmatrix} -1 & -A & 0 & 0 \\ -B & -1 & 0 & 0 \\ -C & 1.2 & -1.2 & 0 \\ 0 & 0 & -D & -5 \end{bmatrix} \quad (13)$$

Then, the characteristic equation is

$$(\Lambda + 1.2) (\Lambda + 5) (\Lambda^2 + 2\Lambda + 1 - AB) = 0 \quad (14)$$

When $S = 0$, $(S^E_1, S^E_3, B^E, X^E) \approx (0.1519, 4.1098, 5.0910, 0.0698)$. Thus, $A = \frac{12S^E}{(1+1.5(S^E_3)^2)^2} \approx 0.0711$ and $B = \frac{8S^E}{(1+(S^E_3)^2)^2} \approx 1.1610$ and $AB \approx 0.0825 < 1$. Therefore, when $S = 0$, the equilibrium point is stable. When $S = 1$, $AB$; $A \approx 3.0568$, $B \approx 0.0895$, and $AB \approx 0.2736 < 1$. There are three equilibrium points when $S = 0.4$. We calculated $AB$ for each case. Two steady states $(S^E_1, S^E_3, B^E, X^E) \approx (3.1415, 0.5532, 0.7969, 0.5294)$ and $(S^E_1, S^E_3, B^E, X^E) \approx (0.6991, 2.8719, 3.5983, 0.0974)$ are stable because $AB \approx 0.6633 < 1$ and $AB \approx 0.4863 < 1$, respectively. On the other hand, the third equilibrium point $(S^E_1, S^E_3, B^E, X^E) \approx (1.8920, 1.0586, 1.4072, 0.2084)$ is unstable with $AB \approx 1.2755 > 1$. 
We can calculate $AB$ and corresponding eigenvalues for continuous spectrum of IFN-β. Fig. S1A,B shows $AB$ and $\Lambda_3$ for various IFN-β concentrations, respectively. The gray region represents the unstable region and stable region is marked in white. The green curve in Fig. S1A① corresponds to the lower branch in Fig. 3D in the main text and the red curve in unstable region in Fig. S1A② corresponds to the middle branch in Fig. 3D in the main text, lastly the blue curve in stable region in Fig. S1A③ corresponds to the upper branch in Fig. 3D in the main text. The corresponding eigenvalues in these three regions are shown in Fig. S1B.”

[ Supplementary Information File, pages 3-5, Section ‘Mathematical Analysis (equilibria and stability)’, in the (marked) revised manuscript ]

In addition, in order to make it more clear, we replaced the plain bifurcation

![Figure 3](image_url)

Figure 3: Dynamics of intracellular (STAT1-STAT3-Bcl2-BAX) module in the absence of JAK2. (A-C) Solution flow of the system (7) - (10) in the $S_1 - S_3$ set when $S=0$ (A), 0.4 (B), 1.0 (C). Filled circle = stable equilibrium, empty circle = unstable equilibrium. Blue region = up-regulation of STAT1 + down-regulation of STAT3, pink region = down-regulation of STAT1 + up-regulation of STAT3. (D) Bifurcation curve of STAT1. Y-axis= equilibrium. $W_S = [S^m, S^M]$ = a window of bi-stability.

curves with the bifurcation curves with stability information (stable lower branch; unstable middle branch; stable upper branch) in Fig 3D and Fig
Figure 4: Bifurcation diagram and characterization of apoptosis when $J = 0$. (A-C) Bifurcation curves for steady states of STAT3 ($S_3$ in (A)), Bcl-2 ($B$ in (B)), and BAX ($X$ in (C)): IFN-β signals ($S$) provide an on-off switch of STAT3, Bcl-2, and BAX, inducing binary modes: malignant and benign progression. $W_S = [S_m^M, S_M^M]$ = a window of bi-stability. (D) Schematic of anti-apoptosis ($P_t$) and apoptosis ($P_a$) regions in the $B - X$ plane. Parameters: $J = 0$. Other parameters are given in Table I.

3. How authors derived optimal control objective function equation (15)? What kind of numerical solution technique was used to solve the equation?

(Response): Thanks for your valuable comment. We applied optimal control theory to find the “best” treatment regime that minimizes the tumor volume under the certain level of tumor concentration and the amount of the drugs used. The objective function in Eq. (15) consists of three parts: reducing the tumor volume in a certain level, remaining in an apoptosis state ($\{(B,X) : B < th_B, X > th_X\}$), and minimizing the use of drugs ($u_S$ and $u_D$). We used quadratic forms to simplify analysis with the convexity properties which are common in control problems of biological models [45]. For the controls in the integrand, we added linear terms to regularize the amount of drug used. In general, linear controls are more meaningful.
biologically than quadratic, but it is more difficult to analyze the system mathematically. We added the following phrase in the main text:

“We used quadratic forms to simplify analysis with the convexity properties which are common in control problems in biological models [45]. For the controls in the integrand, we added linear terms to regularize the amount of drug used. In general, linear controls are more meaningful biologically than quadratic forms, but it is more difficult to analyze the system mathematically. Weight for each control is provided by ...”

To obtain the numerical solutions of the control problems, we used Forward-Backward Sweep Method (FBSM) which is based on shooting methods to solve boundary value problems [34]. We added the following statement at the end of the paragraph: “To obtain the numerical solutions of the control problems, we used forward-backward sweep method which is based on shooting methods to solve boundary value problems [34].”

4. Between strategy 1 and 2, which one is better in what condition?

(Response): We are not comparing strategy 1 with strategy 2. While we in strategy 1 scheme, we were comparing optimal control strategy with other typical injection strategies (constant and periodic injection), we were comparing various injection combination with optimal control in a very specific case with 3 injections of IFN-β and 3 injections of DDP. In the latter case, we identified the best strategy out of many possible combination. It is hard to compare which one is better between strategy 1 and strategy 2 since it is in a different category.

5. Discussion of implication, merit, a couple of limitation, future outlook would be helpful.

(Response): Thank you for suggestions. For discussion of implication and merit, we added the following sentence in Conclusion Section

“The mathematical model in this study may provide a comprehensive understanding of the IFN-β/JAK-induced STAT signaling network and the associated optimal control method may suggest an optimal infusion strategy of anti-cancer drugs in clinical setting.”

For discussion of a couple of limitation, future outlook, we rewrote and added a paragraph in Conclusion Section as follows:

“Our study has three main limitations:

(i) Delivery of anti-cancer drugs is a complex process including transport
of the anti-cancer agent through tissue. In this work, we did not take into account spatial movement of these agents. Therefore, a more general framework such as partial differential equations (PDEs) instead of the ODE model in this work may better describe the spatial transport of drugs. However, development of an optimal control scheme in the PDE model for a larger multi-scale system including blood vessels is still a challenge and we plan to investigate the spatial aspect of drug transport.

(ii) Our optimal control problems have not considered a linear form of controls which may be more realistic than a quadratic form. In particular, \( \int_{t_s}^{t_e} u_S(t) \, dt \) and \( \int_{t_s}^{t_e} u_D(t) \, dt \) represent the total amount of IFN-\( \beta \) and DDP, respectively. Therefore, this type of control forms in a minimization problem can be clearly interpreted as drug toxicity or cost by introducing weights [34, 45, 46]. We plan to develop a linear form of controls in a feasible setting of tumor models in future work.

(iii) Tumor microenvironment and signaling networks play a major role in cancer progression and invasion. We did not take into account various microenvironmental factors including immune cells (macrophages, neutrophils, T cells, Th cells, T regs, and NK cells), cytokines/chemokines, and inter- and intra-cellular molecules. We plan to study these critical factors in future work.

Our mathematical formulation in this work can contribute to development of a new theoretical approach for other cell killing mechanism such as necroptosis [8, 15, 47] and autophagy [40] in cancer by the optimal control of key regulators in a ODE/PDE model [48, 24, 32, 2, 11] or multi-scale hybrid model [22, 21, 26, 27, 25, 28, 31, 30] where key cellular death programs within the cancer cells can be taken into account at individual cell level in the multi-scale system.”

[ page 19, 3rd paragraph - 6th paragraph, in the (marked) revised manuscript ]

Minor issues:

1. The model is developed in equation (1) to (4) and then non-dimensionalized in (7) to (10). Further, the model is extended incorporating equations (11) to (14) without discussing the dimensional relevance of the variables and parameters appeared in (11) to (14) with the parameters in equation (6).

(Response): Thank you for pointing out this. We now added the dimensional version of equations in Supplementary Information File and the corresponding nondimensionalization was performed there. We now added the following in the main text:

“A dimensional version of equations of tumor volume, IFN-\( \beta \), JAK2 and
DDP corresponding to Eqs (13)-(16) was introduced and nondimensionalization was performed in Supplementary Information File.” [ page 6, 8th paragraph, lines 1-3, in the (marked) revised manuscript ]

We also added the following paragraph in order to provide the connections: “See Table I for parameter values in Eqs. (9)-(16) in a dimensionless form. Parameter values in the dimensional form are listed in Table S1 in the Supplementary Information File. Since our mathematical model contains many known and unknown parameter values, we provided parameter estimation in the Supplementary Information File, which is a necessary step toward fundamental and deep understanding of the dynamical process of the mathematical model. Parameter values are calculated based on empirical data such as half-life or estimated by fitting to experimental observation based on the mathematical structure of our model.” [ page 6, 5th paragraph, lines 4 - page 7, 1st paragraph, in the (marked) revised manuscript ]

2. Equation (14): $u_D \leftarrow u_D(t)$.

(Response): Thank you for careful reading. Following the reviewer’s suggestion, we now replaced '$u_D$' with '$u_D(t)$' [ page 6, Eq (16), in the (marked) revised manuscript ]

3. Page 5, line 57 to Page 6, line 53: Weight for each control is provided by parameters $C_1, C_2, C_3, C_4$. Linear ($u_S(t)$) and quadratic ($u_S(t)^2$) forms in Eq. (15) represent the costs. Here, the weights $C_1, C_2, C_3, C_4$ are associated with costs, and $u_S(t), u_D(t)$ should be associated with the doses of injection. Further, as $C_1, C_3$ are weight parameters for different degree of the same control, should they be necessarily different?

(Response): In general, if controls have different scales, those weight constants could be different in order to keep the balance of effects on the objective function. For the same reason, $C_1$ ($C_3$) was chosen four times larger than $C_2$ ($C_4$) taking into account the amount of IFN-beta and DDP used. Meanwhile, the weight parameters $C_1$ and $C_3$ in our optimal problems are not necessarily different because, as we mentioned above, the linear terms are used for regularization of the controls.

4. $T^*$ is mentioned in the table but not appeared in the text.

(Response): Thank you for careful reading. $T^*$ indicates the reference value of tumor volume and it did not appear in the main text since we did not provide the nondimensionalization process for tumor volume, IFN-$\beta$, JAK2, and DDP. We now added the nondimensionalization process for tumor volume, IFN-$\beta$, JAK2, and DDP in Supplementary Information File (SI) and
$T^*$ appears in SI.
[ Supplementary Information File, page 2, ‘Nondimensionalization’ Section, Eq (5) in the (marked) revised manuscript ]

5. Please provide the figure captions in detail. For example, the meaning of the light red and light blue shaded region in Fig 3(A,B,C) is not mentioned in the caption. Further, in Fig 4D, the shaded regions are dark. I wonder if all the shaded regions are same or light or dark shades have different meaning.

(Response): Thank you for suggestions. We now added the following sentence in Fig 3 “Blue region = up-regulation of STAT1 + down-regulation of STAT3, pink region = down-regulation of STAT1 + up-regulation of STAT3.” [ page 9, Fig 3 caption, lines 3-4, in the (marked) revised manuscript ]

Yes, all the shaded regions are some indeed. We did not notice this subtle difference. Thank you for pointing out this difference. Following the reviewer’s suggestion, we now replaced the dark blue and dark red area with light blue and light pink area in Fig 4 in order to make them consistent. [ page 10, Fig 4, in the (marked) revised manuscript ]

6. Page 10, line 21: Please check decreased activities of STAT1(A? increased?)/BAX (D? increased) and increased (decreased) levels of STAT3/Bcl-2.

(Response): Thank you for careful reading and unclear expression in the caption of Fig 5. We meant that the down-regulation of STAT1/BAX and up-regulation of STAT3/BAX. Mathematically, it is an increasing function of $S$ in the STAT1 graph for instance but we meant the STAT1 level stayed below the threshold. Same principle was applied to others. We now replaced “decreased activities of STAT1/BAX and increased levels of STAT3/Bcl-2.” with “down-regulation of STAT1/BAX (i.e., $S_1 < S_1^{th}, X < X^{th}, \forall S (0 \leq S \leq 1))$ and up-regulation of STAT3/Bcl-2 (i.e., $S_3 > S_3^{th}, B > B^{th}, \forall S (0 \leq S \leq 1))$.” [ page 11, caption of Fig 5, lines 2-3, in the (marked) revised manuscript ]

7. Page 10, line 33: Here, NS , ND are the total infusion of IFN-β ← Here, NS , ND are the total number of infusion of IFN-β.

(Response): Thank you for careful reading. We now replaced “Here, NS , ND are the total infusion of IFN-β” with “Here, NS , ND are the total number of infusion of IFN-β.” [ page 11, 2nd paragraph, lines 3-4, in the (marked) revised manuscript ]

8. Page 11, line 50: tumor size at $t =$30 days is shown, $t$ is non-dimensional time, but here it is mentioned in a unit of day.
We appreciate the careful reading. Yes, the time is non-dimensional time. We now removed 'days' throughout the manuscript (Figure caption and main text).

“5.2344 every four days and 24.9251 every two days” with “5.2344 and 53.4109” [page 8, 1st paragraph, line 18, in the (marked) revised manuscript],

“4.1875 every days and 24.9251 every days” with “4.1875 and 24.9251, respectively” [page 8, 1st paragraph, line 19, in the (marked) revised manuscript],

“on 1,3,5,7,9 days” with “at t=1,3,5,7,9” [page 11, last paragraph, line 2, in the (marked) revised manuscript],

“20 days” with “t=20” [page 12, 1st paragraph, lines 1,2, in the (marked) revised manuscript],

“25 days” with “t=25” [page 12, 1st paragraph, lines 8,11, in the (marked) revised manuscript],

“1,3,5,7,9 days” with “t=1,3,5,7,9” [page 12, Fig 6 caption, line 3, in the (marked) revised manuscript],

“[0,30 days]” with “the time interval [0,30]” [page 12, 2nd paragraph, line 1, in the (marked) revised manuscript],

“t=30 days” with “t=30” [page 12, 2nd paragraph, line 4, in the (marked) revised manuscript],

“at the last few days” with “at the last” [page 13, 1st paragraph, line 3, in the (marked) revised manuscript],

removed ‘days’ [page 13, Fig 7(B,C,D) X-axis label; page 14, 1st paragraph, lines 3, 7, in the (marked) revised manuscript],

removed ‘(five days)’ [page 14, 1st paragraph, line 3, in the (marked) revised manuscript],

“4.5 days” with “4.5” [page 14, 1st paragraph, line 7, in the (marked) revised manuscript]

“entire schedule of 30 days (T=30)” with “entire schedule (upto t=30)” [page 15, 2nd paragraph, line 3, in the (marked) revised manuscript],

“IFN-β is administered every 4 days with $u_S = 5.2344$ while DDP is administered every 2 days with $u_D = 53.4109$” with “IFN-β is administered with $u_S = 5.2344$ and $\tau_s = 4$ while DDP is administered with $u_D = 53.4109$ and $\tau_d = 2$” [page 15, 2nd paragraph, lines 2-3, in the (marked) revised manuscript],

removed ‘days’ [page 16, Fig 10(A,B,C,D,E,G,H) X-axis label, in the (marked) revised manuscript],

9. Page 11, 12, 13: Several ‘ are converted to ‘.

(Response): Thank you for careful reading. We now replaced ‘ with ‘.
15; page 14, 1st paragraph, lines 2,3,7, and 8; page 14, 2nd paragraph, line 6; page 17, 1st paragraph, lines 4-19; page 18, Fig 12 caption, lines 2,4, in the (marked) revised manuscript ]

10. Page 14, line 45: following two cases are considered: ← following two strategies are considered:

(Response): Thank you for nice suggestion. Following the reviewer’s suggestion, we now replaced “following two cases are considered;” with “following two strategies are considered;” [page 15, 2nd paragraph, line 3, in the (marked) revised manuscript]

11. Page 14, line 45: Strategy I: control for the entire schedule of 30 days (T = 30). Here, time is denoted by T, which is the symbol for tumor volume.

(Response): Thank you for careful reading. We replaced “entire schedule of 30 days (T = 30).” with “entire schedule (upto t = 30).” [page 15, 2nd paragraph, line 3, in the (marked) revised manuscript]

12. Page 14, line 54,55: (1, 0, 0, 4d-5, 1d-5, 4d-5, 1d-5, 0). Does the 1d-5 means 1e-5 here?

(Response): Thank you for careful reading. Yes, indeed, it is the case. We replaced “(1, 0, 0, 4d-5, 1d-5, 4d-5, 1d-5, 0)” with “(1, 0, 0, 4e-5, 1e-5, 4e-5, 1e-5, 0)” [page 15, last paragraph, lines 6-7, in the (marked) revised manuscript]

We also replaced “(12, 1, 4, 2d-2, 0, 2d-2, 0, 1.7634)” with “(12, 1, 4, 2e-2, 0, 2e-2, 0, 1.7634)” [page 17, 1st paragraph, lines 3, in the (marked) revised manuscript]

13. In addition, we replaced “total dose $T_D26$ over one injection period (five days)” with “the relatively smaller total dose ($T_D = 26$)” [page 14, 1st paragraph, lines 2-3, in the (marked) revised manuscript], “the total dose $T_D41$” with “the higher total dose ($T_D = 41$)” [page 14, 1st paragraph, line 4, in the (marked) revised manuscript]

REFEREE 2:

This paper addresses intracellular signal transduction systems, including the STAT family. In particular, the control of the important bistable structures of cancer’s apoptotic and anti-apoptotic states is investigated. This paper is the first to study the mechanism of apoptosis via the JAK-STAT signaling pathway using optimal control theory. As a therapeutic application, this study aims to find the optimal injection scheme of combination therapy (IFN-$\beta$ + DDP) by optimal control theory. The model predicted that an optimally controlled schedule of these two drugs could provide better antitumor effects at minimal cost.
Both the methods and results are new and valuable, and I recommend accepting this article for publication.

1. [Page 4; Line 13; Equation (5)] Should \( f_2(s) \) be \( f_2(s, j) \) ?

(Response): Thank you for careful reading. Indeed, it was a typo and \( f_2(s) \) should be \( f_2(s, j) \). We now replaced \( f_2(s) \) with \( f_2(s, j) \) [ page 5, 1st paragraph, Eq (7), in the (marked) revised manuscript ]

REFEREE 3:

In general the background referencing is incomplete. Researchers other than Kim et al. have done considerable work in modeling the Bcl-2 mediated regulation of apoptosis in cancer cells.

(Response): Thank you for careful reading and suggestions. We now added the following phrase in Introduction Section

For example, mathematical models of Bcl-2 signaling networks illustrated importance of molecular play including intrinsic Bcl-2 apoptosis pathway [35, 5, 36, 10, 13], bistability in apoptosis [3], interaction between p53 and Bcl-2 [9], VEGF-Bcl-2 in angiogenesis [17, 18], and MOMP regulation in pattern recognition [50]. See reviews in [52, 19, 16, 42] for systems-based approaches of Bcl-2 and cell-death program. [ page 2, last paragraph, line 4 - page3, 1st paragraph, lines 1-4, in the (marked) revised manuscript ]

The Introduction is a bit confusing. It will help eg at the end of the first paragraph to highlight knowledge gaps that mathematical modeling can fill. What is the need or motivation for the model?

(Response): Thank you for suggestions. We restructured the Introduction Section and added the following phrases:

Despite previous studies of apoptotic signaling, fundamental mechanism of the JAK-IFN-\( \beta \)-mediated apoptosis processes is poorly understood. However, translational studies with experimental data [38] support the considerable benefits of apoptosis-based therapy [12]. Qualitative analysis may contribute to fundamental understanding of this complex system. In particular, a new approach may identify the key functions and regulation of both JAK and IFN-\( \beta \)-mediated STATs in the apoptosis pathways within cancer cells. [ page 2, 1st paragraph, lines 20–25, in the (marked) revised manuscript ]

At the end of the introduction it is not clear what the aim is. What will be achieved? What is new, in terms of the model? I get no sense of what the paper really accomplishes.

(Response): Thank you for suggestions. Nobody studied JAK2-STATs-Bcl-2-BAX signaling network in regulation of cancer killing, the mathematical model itself and optimal control application, up to our knowledge. We now replaced (i) the regulatory control of apoptotic pathways through IFN-\( \beta \) and JAK2. (ii)
how changes in Bcl-2 and BAX affect cancer progression,” with “(i) unexplored structure of the STAT-JAK2-Bcl-2-BAX signaling pathways, (ii) how changes in IFN-β, STATs, and JAK2 affect cancer progression,” [ page 3, 2nd paragraph, lines 4–5, in the (marked) revised manuscript ]

We also added the following phrases at the end of the Introduction Section: “We found that JAK2 and mutual antagonism between STAT1 and STAT3 play a major role in regulation of the apoptosis and anti-apoptotic status in cancer cells, thus tumor growth dynamics, and obtained the optimal injection strategies of both JAK2 inhibitors and IFN-β by minimizing costs and maximizing anti-tumor efficacy through an optimal control theory.” [ page 3, 2nd paragraph, lines 6–9, in the (marked) revised manuscript ]

So many parameters have been Est (see Table 1) that one cannot really have confidence in them. Estimated from where? Are these fit to some data? Why are most of them 1?

(Response): Thank you for careful reading. Some of parameters such as decay rates are calculated from biological observation such as half-life of molecules. Many of estimated parameters came from fitting the simulation results to experimental data, for instance responses (up- and down-regulation) of intracellular molecules in response to periodic injection of IFN-β. Some of parameters are 1 because the mathematical structure of the mathematical model in a dimensionless form can gives us nice mathematical advantages to represent the biological behaviors such as switching of states in a given text. We now added the following in Supplementary Information File as well:

“λ1, λ2: By using the reference value of Bcl-2 \( (B^* = 10\mu M) \), and taking the signal source of the Bcl-2, \( f_3 = 5.78 \times 10^{-2}nM/h \), we estimate the dimensionless value of signaling strength to the Bcl-2 complex to be \( \lambda_1 = \frac{f_3}{\mu_3 B^*} = 0.2 \). Similarly, by taking the reference value of BAX \( (X^* = 351\mu M) \), and taking the signal source of BAX, \( f_4 = 2.0288\mu M/h \), we estimate the dimensionless value of signaling source to be \( \lambda_2 = \frac{f_4}{\mu_3 X^*} = 0.2 \).

\( \lambda_3, k_5: \) We assume the autocatalytic rate \( (a_T) \) of Bcl-2 is same as its negative contribution \( (\mu_3, B^* = (2.89 \times 10^{-2}h^{-1}) \times (1.0 \times 10^{-2}\mu M) = 2.89 \times 10^{-4}\mu M/h) \), leading to the dimensionless parameter value \( k_5 = \frac{a_T}{\mu_3 B^*} = 1.0 \). By assuming that the signaling rate \( (\lambda_{STAT3} \times (1.38\mu g/mL)) \) from STAT3 is at least 1.2-fold larger than its negative contribution \( (\mu_3 B^*) \) and by taking \( \lambda_{STAT3} = 2.513 \times 10^{-4}\mu M \cdot mL/(h \cdot \mu g) \), we get the dimensionless parameter value \( \lambda_3 = \frac{\lambda_{STAT3} S^*_T}{\mu_3 B^*} = \frac{\lambda_{STAT3}(1.38\mu g/mL)}{(2.89 \times 10^{-2}h^{-1}) \times (1.0 \times 10^{-2}\mu M)} = 1.2 \).

\( k_1, k_3, k_7: \) We take the dimensionless parameter value \( k_1 = \frac{a_1}{\mu_3 S^*_T} = 4.0 \) by assuming that the autocatalytic rate \( (a_T) \) of STAT1 is at least 4-fold larger than its negative contribution \( (\mu_3 S^*_T) \) from its decay in the absence of the inhibitory pathway from the STAT3. In a similar fashion, we get the autocatalytic rate of STAT3 \( (k_3) \) and BAX \( (k_7) \), \( k_3 = \frac{a_4}{\mu_3 S^*_T} = 4.0 \) and \( k_7 = \frac{a_{10}}{\mu_3 X^*} = 4.0 \).

\( k_2, k_4, k_6, k_8: \) The Hill-type coefficients \( a_2, a_5, a_8, a_{11} \)
$k_9, k_{10}, \mu_T$: In the absence of apoptosis, the carrying capacity of cancer is $T_0$. However, in the presence of apoptosis, the carrying capacity is $T_0 \left(1 - \frac{\mu_T}{r \left(1 - \frac{k_9S^2}{k_{10}S^2 + S^2}\right)}\right)$.

Our system assumes that most cancer cells die by the apoptosis program. We set $k_9 = 1.0, k_{10} = 10$, and $\mu_T = 0.1$ and the high level of STAT1 is about 4.5. Then, the steady state value of tumor volume in the presence of apoptosis is smaller than equilibrium value in the absence of apoptosis, $T_0 \left(1 - \frac{\mu_T}{r \left(1 - \frac{k_9S^2}{k_{10}S^2 + S^2}\right)}\right) \approx 0.01 \times T_0$.

The list of dimensionless parameters and their values are given in Table I in the main text. 

[ Supplementary Information File, 7th paragraph in page 1 - 4th paragraph in page 2, in the (marked) revised manuscript ]

1. [Abstract] Doesn’t really mention what is novel about this work. Also should be mathematically more precise, eg, what is being optimized, what is the constraint?

(Response): Thank you for nice suggestions. We now replaced “The mathematical model unveils the structure and functions of the intracellular signaling and cellular outcomes of the anti-tumor drugs in the presence of IFN-β and JAK stimuli. We finally use an optimal control theory in order to suggest optimal anti-tumor efficacy with minimal costs in response to drug administration.” with “The roles of JAK-STATs signaling in regulation of the cell death program in cancer cells and tumor growth are poorly understood. The mathematical model unveils the structure and functions of the intracellular signaling and cellular outcomes of the anti-tumor drugs in the presence of IFN-β and JAK stimuli. We identify the best injection order of IFN-β and DDP among many possible combinations, which may suggest better infusion strategies of multiple anti-cancer agents at clinics. We finally use an optimal control theory in order to maximize anti-tumor efficacy and minimize administrative costs. In particular, we minimize tumor volume and maximize the apoptotic potential by minimizing the Bcl-2 concentration and maximizing the BAX level while minimizing total injection amount of both IFN-β and JAK2 inhibitors (DDP).” [ Abstract, lines 7–17, in the (marked) revised manuscript ]

2. [Abstract] Line 11 what specifically is meant by immunity?

(Response) In order to make it clear, we replaced “immunity” with “various challenges faced by the immune system” [ Abstract, lines 1–2, in the (marked) revised manuscript ]
3. [Abstract] Line 13 anti-apoptosis isn’t really cellular fate.

(Response): Thank you for careful reading. We now replaced “cellular fate” with “cellular states” [Abstract, lines 3–4, in the (marked) revised manuscript]

4. [Introduction] Paragraph 1 two different dichotomous states of cell death: (i) an apoptosis progression and (ii) an anti-apoptosis progression. This is confusing. What is meant by anti-apoptosis progression? Does this also lead to cell death? If not, then how can it be a state of cell death?

(Response): Thank you for pointing out this. Following the reviewer’s suggestion, we now replaced “dichotomous states of cell death: (i) an apoptosis progression and (ii) an anti-apoptosis progression.” with “dichotomous states: (i) an apoptosis progression and (ii) an anti-apoptosis state (inactivation of cell death program).” [page 2, 1st paragraph, lines 9–10, in the (marked) revised manuscript]

5. [Introduction] Paragraph 1 What is meant by apoptosis-mediated therapy? This seems to be poorly worded.

(Response): Thank you for pointing out this. More commonly used term is ‘apoptosis-based therapy’. We now replaced “apoptosis-mediated therapy” with “apoptosis-based therapy [12]” [page 2, 1st paragraph, line 22, in the (marked) revised manuscript] in the edited phrases in 1st paragraph as following: “Despite previous studies of apoptotic signaling, fundamental mechanism of the JAK-IFNβ-mediated apoptosis processes is poorly understood. However, translational studies with experimental data [38] support the considerable benefits of apoptosis-based therapy [12]. Qualitative analysis may contribute to fundamental understanding of this complex system. In particular, a new approach may identify the key functions and regulation of both JAK and IFNβ-mediated STATs in the apoptosis pathways within cancer cells.” [page 2, 1st paragraph, lines 20–25, in the (marked) revised manuscript]

6. [Introduction] Paragraph 2 ‘However, there was no study of apoptosis mechanism through JAK-STAT signaling pathway with optimal control theory.’ This sentence has a couple of issues. First, it is poorly worded. Second, it is oddly specific. Is the claim that no mathematical studies of JAK-STAT mediation of apoptosis have been published? Or that no mathematical studies of JAK-STAT mediation of apoptosis using in some manner optimal control have been published? If the latter is the case, then this is hardly a novel study. In my experience, most mathematical models of cancer response to therapy include some manner of treatment optimization, whether or not they use optimal control.
(Response): Thank you for pointing out this. It’s indeed the latter case. We replaced
“In particular, optimal control approaches are used to identify optimal schedule of anti-cancer drugs [2, 20, 43, 44]. However, there was no study of apoptosis mechanism through JAK-STAT signaling pathway with optimal control theory,” with “In particular, optimal control approaches are used to identify optimal schedule of anti-cancer drugs targeting stromal/immune cells and various signaling pathways [2, 20, 43, 44]. Fundamental mechanism of the JAK-STAT-mediated cancer cell killing is still poorly understood. To our knowledge, no mathematical study has investigated the underlying mechanisms of JAK-STAT mediation of apoptosis in cancer cells.” [ page 3, 1st paragraph, lines 4–8, in the (marked) revised manuscript ]

7. [Introduction] Fig 1 should be referenced in paragraph 1 where the biology is introduced.

(Response): Thank you for careful reading. We now added the following in paragraph 1:
“See Fig 1.” [ page 2, 1st paragraph, line 11, in the (marked) revised manuscript ]

8. [Methodology] Paragraph 1 why is time t with an overbar? This is not standard and what is the motivation?

(Response): In mathematics, we typically use variable symbols with an overbar in order to indicate they are variables with dimension (sometimes dimensionless variables depending on authors and styles). Sometimes, some researchers use a ‘tilde’ instead of an overbar. As we explained below, we are using many symbols for dimensional or dimensionless variables and parameters. Therefore, this was our choice to make it more clear rather than making it confused by introducing so many different symbols. If we introduce too many symbols without using bar, we would be running out of symbols and making it confusing.

9. [Methodology] Where do the equations (1) - (4) come from? That is, why these functional form choices? Have they been derived from first principles? Are they purely phenomenological? How are they justified?

(Response): The equations (1) - (4) are based on mass balance equation. Since, we don’t use partial differential equation, the simple mass balance concept ‘input - output = accumulation’ concept is used, i.e., \( \frac{dy}{dt} = \text{In} - \text{Out} \). Let’s supposed that we have a system of ODEs with N variables \( y_i = y_i(t), \ (i = 1, \ldots, N) \). In general, the mass balance of given intracellular
variable $y_i = y_i(t), \ (i = 1, \ldots, N)$ is used to derive governing equation

$$\frac{dy_i}{dt} = f_i(y) + g_i(y) - h_i(y),$$  \hspace{1cm} (15)$$

where $y = (y_1, y_2, \ldots, y_N)$, the function $f_i(y)$ represents the source, $g_i(y)$ represents inhibition, and $h_i(y)$ represents outflux due to natural decay, i.e. $h_i(y) = \mu_i y_i$, where $\mu_i$ is the decay rate. The source function $f_i(y)$ can be described below based on biological observations. A fractional form for the inhibition term in Eq (17) was chosen as the qualitative representation of negative feedbacks in this work. Specifically, we use the form

$$g_i(y) = \frac{\zeta_1 \zeta_2^n}{\zeta_2^n + \alpha_i F(y_j)}$$  \hspace{1cm} (16)$$

for autocatalytic activity with the inhibition process of the intracellular variable $y_i$ by another intracellular variable $y_j \ (i \neq j)$, where $\zeta_1, \zeta_2$ are constants, the parameter $\alpha_i$ represent the inhibition strength along with amount of the variable $y_j$ via a function $F(y_j)$ ($\mu_i, \zeta_1, \zeta_2, \alpha_i \in \mathbb{R}^+, \ n \in \mathbb{Z}^+$). In the absence of source, this inhibition term with the decay term, $-\mu_i y_i$, provides the baseline concentration $y_i^* \approx \frac{\zeta_1 \mu_i}{\zeta_2}$ of the given molecule $y_i$ at a steady state when the inhibition strength $F(y_j)$ is small or zero. (When $f_i(y) \neq 0$, the baseline becomes $y_i^* \approx \frac{\mu_i}{\zeta_2 \mu_i}$.) The relative balance between the source term and inhibition strength from $y_j$ essentially determines the concentration of the molecule $y_i$. Thus, by comparing the simulated $y_i$ level with experimental data in the presence and absence of the inhibitory molecule $y_j$ in the system, one can build a mathematical model in Eq (17) with the consistent, up- or down-regulated $y_i$. Several studies [1, 29, 23, 22] have shown that this fractional form for the negative feedbacks may reproduce analytic structure of genetic networks (positive and negative feedbacks) and qualitative dynamics such as bi-stability with experimental validation. Other forms of negative feedbacks (eg. one based on chemical reactions) have been used in the literature [49, 25]. Essentially, this choice allows us to model the inhibition process between intracellular molecules, which was observed in experiments. Other forms are possible, of course. However, other choices typically involves countless chemical reactions and another choices of model design based on chemical reactions at some point when one wants to model the negative feedback of the given molecule by another, which generates same degrees of uncertainty, in other words every model design have their own assumptions. In order to make it clear, we now replaced “The mass balance..” with

“In this work, we ignore any spatial effects on dynamics of given system. In general, the mass balance of given intracellular variable $y_i = y_i(t), \ (i = 1, \ldots, N)$ is used to derive governing equation

$$\frac{dy_i}{dt} = f_i(y) + g_i(y) - h_i(y),$$  \hspace{1cm} (17)$$
where $y = (y_1, y_2, \ldots, y_N)$, the function $f_i(y)$ represents the source, $g_i(y)$ represents inhibition, and $h_i(y)$ represents outflux due to natural decay, i.e. $h_i(y) = \mu_i y_i$, where $\mu_i$ is the decay rate. The source function $f_i(y)$ can be described below based on biological observations. A fractional form for the inhibition term in Eq (17) was chosen as the qualitative representation of negative feedbacks in this work. Specifically, we use the form

$$g_i(y) = \frac{\zeta_1 \zeta_2^n}{\zeta_2^n + \alpha_i F(y_j)}$$

for autocatalytic activity with the inhibition process of the intracellular variable $y_i$ by another intracellular variable $y_j$ ($i \neq j$), where $\zeta_1, \zeta_2$ are constants, the parameter $\alpha_i$ represent the inhibition strength along with amount of the variable $y_j$ via a function $F(y_j) \ (\mu_i, \zeta_1, \zeta_2, \alpha_i \in \mathbb{R}^+, \ n \in \mathbb{Z}^+)$. In the absence of source, this inhibition term with the decay term, $-\mu_i y_i$ provides the baseline concentration $y_i^* \approx \frac{\nu_i}{\mu_i}$ of the given molecule $y_i$ at a steady state when the inhibition strength $F(y_j)$ is small or zero. (When $f_i(y) \neq 0$, the baseline becomes $y_i^* \approx \frac{F(y_j)}{\mu_i} \mu_i$.) The relative balance between the source term and inhibition strength from $y_j$ essentially determines the concentration of the molecule $y_i$. Thus, by comparing the simulated $y_i$ level with experimental data in the presence and absence of the inhibitory molecule $y_j$ in the system, one can build a mathematical model in Eq (17) with the consistent, up- or down-regulated $y_i$. Several studies [1, 29, 23, 22] have shown that this fractional form for the negative feedbacks may reproduce analytic structure of genetic networks (positive and negative feedbacks) and qualitative dynamics such as bi-stability with experimental validation. Other forms of negative feedbacks (eg. one based on chemical reactions) have been used in the literature [49, 25]. Then, the mass balance..”

[ From page 3, line (-2) to page 4, 1st paragraph, line 21, in the (marked) revised manuscript ]

10. [Methodology] In general, it would be helpful to explain what the terms on the right hand side are doing rather than get into listing every parameter. Also, please include in the main text, a table with model variables and parameters and all units.

(Response): Thank you for suggestions. We now added the explanatory words under each term in Eqs (3)-(6), (9)-(12), (13)-(16) in order to explain the terms on the right hand side of each equation. In addition, we replaced “where $f_1(s)$ is a signaling function of IFN-β ($s$) to the STAT1, and $f_2(s, j)$ is a signaling function of IFN-β ($s$) and JAK2 ($j$) to the STAT3. The parameters $f_3$ and $f_1$ represent the signaling source of Bcl-2 and BAX, respectively. The autocatalytic activity parameters for the modules of STAT1, STAT3, Bcl-2, and BAX are denoted by $a_1, a_4, a_7,$ and $a_{10}$, respectively. The parameters $a_2, a_5, a_8,$ and $a_{11}$ are the Hill-type inhibition saturation constants from the counter part of STAT1, STAT3, Bcl-2, and BAX, respectively. There are
four inhibition strengths: $a_3$ for STAT1 by STAT3, $a_6$ for STAT3 by STAT1, $a_9$ for Bcl-2 by STAT1, and $a_{12}$ for BAX by Bcl-2. The parameter $\lambda_{STAT3}$ is the activation rate of Bcl-2 by STAT3. The parameters $\mu_{S_1}, \mu_{S_3}, \mu_{Bcl2}$, and $\mu_{BAX}$ are the clearance/death rate of STAT1, STAT3, Bcl-2, and BAX, respectively. We set $\mu_{S_1} = \mu_{S_2}$ due to the same half-life of STAT1 and STAT3 (Supplementary Information File).”

with

“where $s,j$ are concentrations of IFN-β and JAK2, respectively. The rate of changes in STAT1 involves the signal source from IFN-β via a function $f_1(s)$, autocalytic activity with inhibition from STAT3 ($\vec{S}_3 \circlearrowleft \vec{S}_1$) and natural decay at a rate $\mu_{S_1}$. In particular, the general form in Eq. (2) is used for the autocalytic activity/inhibition in the second term on the right hand side (RHS) of Eq. (3) with the autocalytic activity parameter $a_1$, the Hill-type inhibition saturation constants $a_2$, and inhibition strength $a_3$. Consistent forms and parameter notations were used for autocalytic activity with inhibition of STAT3 ($a_4, a_5, a_6$), Bcl-2 ($a_7, a_8, a_9$), and BAX ($a_{10}, a_{11}, a_{12}$) in the second terms in Eqs. (4)-(6). In a similar fashion, STAT3 in Eq. (4) undergoes the signaling from both JAK and IFN-β via a function $f_2(s,j)$, autocalytic activity with inhibition from STAT1 ($\vec{S}_1 \circlearrowleft \vec{S}_3$) and natural decay at a rate $\mu_{S_3}$. On the other hand, Bcl-2 in Eq. (5) is regulated by the signal source at a fixed rate $f_3$, autocalytic activity with inhibition from STAT1 ($\vec{S}_1 \circlearrowleft \vec{B}$), up-regulation from STAT3 ($\vec{S}_3 \rightarrow \vec{B}$) at a rate $\lambda_{STAT3}$, and natural decay at a rate $\mu_{Bcl2}$. Finally, BAX in Eq. (6) is regulated by the signal source at a fixed rate $f_4$, autocalytic activity with inhibition from STAT1 ($\vec{B} \circlearrowleft \vec{X}$), and natural decay at a rate $\mu_{BAX}$. We set $\mu_{S_1} = \mu_{S_2}$ due to the same half-life of STAT1 and STAT3 (Supplementary Information File).”

[ From page 4, last paragraph below Eq (6), in the (marked) revised manuscript ]

We also added the following for the equation of the tumor cell volume

“Here, the first term on RHS of Eq (13) represents the STAT1-controlled growth of tumor cells. .... On the other hand, the second term represents the programmed cell death of tumor cells when the intracellular signaling induces the apoptosis in response to external stimuli such IFN-β.”

[ page 6, 2nd paragraph, lines 8–12, in the (marked) revised manuscript ]

For the equation of the IFN-β concentration, we replaced “where $\mu_S$ is the decay rate of IFN-β,” with “The first and second terms on RHS of Eq (14) represent the injection of IFN-β via a function $u_S(t)$ and decay process at a rate $\mu_S$, respectively.” [ page 6, 3rd paragraph, lines 8–9, in the (marked) revised manuscript ]

For the equation of the concentrations of JAK2 and DDP, we replaced “where $J_s$ is the signaling source of JAK2, $\mu_J, \mu_D$ are the decay rates of JAK2 and DDP, respectively, and $\gamma_D$ is the DDP-mediated degradation
constant of JAK. \( u_D \) will be set similarly to \( u_S \).” with “JAK2 in Eq (15) undergoes production at a rate \( J \), the DDP-mediated degradation of JAK by DDP (\( \gamma_D \)), and decay process at a rate \( \mu_J \) in the first, second, and third terms on RHS, respectively. The first and second terms on RHS in Eq (16) represent the time-dependent injection of DDP via a function \( u_D(t) \) and decay process at a rate \( \mu_D \), respectively.” [ page 6, 4th paragraph, lines 7–10, in the (marked) revised manuscript ]

11. [Methodology] What is the difference between capital S (see paragraph 3 of introduction) and lowercase s (Page 5, lines 8-9)? What do you mean by IFN activity? This does not have any obvious mathematical meaning. Do you mean concentration of IFN? What units?

(Response): Thank you for careful reading and pointing out vague expression. As it was shown in Mathematical model section (under Methodology section), \( s \) indicates the IFN-\( \beta \) concentration in a dimensional form and \( S \) represents the same concentration in a dimensionless form. We realize that introduction of \( S \) in Introduction Section before it is defined in the next section is not appropriate. We replaced “involving eight intracellular variables: STAT1 (\( S_1 \)), STAT3 (\( S_3 \)), Bcl-2 (\( B \)), BAX (\( X \)), IFN-\( \beta \) (\( S \)), JAK2 (\( J \)), DDP (\( D \)), and tumor (\( T \)),” with “involving eight variables: concentrations of STAT1, STAT3, Bcl-2, BAX, IFN-\( \beta \), JAK2, and DDP and tumor volume.” [ page 3, 2nd paragraph, lines 2-3, in the (marked) revised manuscript ] and removed all little module boxes (Module ‘\( S_1' \) & ‘\( S_3' \), Module ‘\( B' \), and Module ‘\( X' \) ) in the middle panel in Fig 1 in order to avoid any confusion. [ page 2, middle panel, Fig 1, in the (marked) revised manuscript ]

Yes, ‘IFN activity’ means 'high concentration of IFN-\( \beta \)’ with a typical unit (\( g/mL \) or \( \mu M \)) (these two words are almost synonym in biology since it is sometimes hard to measure concentration of intracellular (or extracellular) molecules). In order to make it clear, we made the following changes:

(i) “where” \( \rightarrow \) “where \( s,j \) are concentrations of IFN-\( \beta \) and JAK2, respectively,” [ page 4, line 1 after Eq (6), in the (marked) revised manuscript ]

(ii) “IFN-\( \beta \) activity (\( s \)) up-regulates the STAT1 level with \( f_1(s) \), while STAT3 activity inhibits the STAT1 level with \( F_1(\bar{S}_3) \). These functions are assumed that ” \( \rightarrow \) “high concentration of IFN-\( \beta \) (\( s \)) up-regulates the STAT1 level through the positive function \( f_1(s) \), while the high concentration of STAT3 inhibits the STAT1 level through the positive function \( F_1(\bar{S}_3) \). In other words, we have mathematical conditions: ” [ page 5, 1st paragraph, lines 1-3, in the (marked) revised manuscript ]

(iii) “the STAT3 level while \( f_2(s,j) \) is suppressed by the IFN-\( \beta \).” \( \rightarrow \) “the STAT3 level through JAK as well as suppression of the STAT3 level by the IFN-\( \beta \).” [ page 5, 1st paragraph, lines 4-5, in the (marked) revised manuscript ]

12. [Methodology] Page 5, Lines 47-48 I do not know what you mean by “in genetic clas-
sification”. Further in this paragraph, what biological observation? From where? In what cells? Is this data published somewhere?

(Response): Thank you for careful reading and suggestions. We replaced “another one (\(th_X\)) in genetic classification, in other words, when the mathematical condition \(\{(B,X) : B < th_B, X > th_X\}\) is satisfied. The threshold values were set based on biological observation and dynamical system of Eq. (9)-(12).” with “another one (\(th_X\)), in other words, when the condition \(\{(B,X) : B < th_B, X > th_X\}\) is satisfied, as suggested in experiments and modeling works \([14, 4, 33, 3, 51, 39, 24]\). The threshold values were set based on biological observation \([14, 4, 33, 3, 51, 39]\) and dynamical system of Eq. (9)-(12).” [page 5, 3rd paragraph, lines 4-7, in the (marked) revised manuscript]

13. [Methodology] In equation (11) does the proliferation become negative when the apoptosis condition is satisfied? Then why have a separate apoptosis term? If not, then why does proliferation rate depend on apoptosis threshold? Should it not have its own threshold? Where are the biological data justifying this? Is equation (11) also non-dimensional?

(Response): Yes, the equation (11) (now Eq (13) in the revised version) is non-dimensional. The nondimensionalization of these variables (tumor volume, IFN-\(\beta\), DDP, JAK) was provided in Supplementary Information File. In equation (11) (now Eq (13) in the revised version), the proliferation does not become negative when the apoptosis condition is satisfied. Even when the proliferation term is zero in the first term on the right hand side (RHS), for example when \(r = 0\), when the apoptosis condition is satisfied (i.e., when \(I\{B<th_B, X>th_X\} = 1\)), the equation becomes

\[
\frac{dT}{dt} = - \mu_T T_{\text{apoptosis}}.
\]

and the solution of the equation is \(T(t) = \chi_0 e^{-\mu_T t}\) with the initial tumor size \(\chi_0\) (\(\chi_0 > 0\)), thus the tumor size is always non-negative \((T(t) = \chi_0 e^{-\mu_T t} > 0, \forall t \geq 0)\). In the original form when the apoptosis condition is satisfied (i.e., when \(I\{B<th_B, X>th_X\} = 1\)), the middle part in the first term \((1 - \frac{k_9 S_1^2}{k_{10}^2 + S_1^2} I\{B<th_B, X>th_X\}) = \left(1 - \frac{k_9 S_1^2}{k_{10}^2 + S_1^2}\right)\geq 0\) since \(0 \leq \frac{k_9 S_1^2}{k_{10}^2 + S_1^2} \leq k_9, \forall S_1\) and we assumed \(k_9 \leq 1\), in particular we set \(k_9 = 1\). Therefore, the tumor size is always positive. In order to make this clear, we added the following statement:

“We note that the inhibition part in the middle of the first term \((1 -
Inhibition of tumor growth by STAT1 in TME was observed in literature including [6] as described in the paragraph. We have the separate apoptosis term since tumor cells can be killed under the apoptosis condition even when the STAT1 level is low. Switching of the STAT1-mediated inhibition of tumor growth is modeled by adapting the Hill type function \( \frac{k_9 S_2^2}{k_10 + S_2^2} \) rather than using threshold value of STAT1. This Hill type function has similar effect as threshold values. Therefore, those two mechanisms generate combined tumor cell killing in our modeling framework.
(i) Delivery of anti-cancer drugs is a complex process including transport of the anti-cancer agent through tissue. In this work, we did not take into account spatial movement of these agents. Therefore, a more general framework such as partial differential equations (PDEs) instead of the ODE model in this work may better describe the spatial transport of drugs. However, development of an optimal control scheme in the PDE model for a larger multi-scale system including blood vessels is still a challenge and we plan to investigate the spatial aspect of drug transport.

(ii) Our optimal control problems have not considered a linear form of controls which may be more realistic than a quadratic form. In particular, \( \int_{t_0}^{t_f} u_S(t)\,dt \) and \( \int_{t_0}^{t_f} u_D(t)\,dt \) represent the total amount of IFN-\( \beta \) and DDP, respectively. Therefore, this type of control forms in a minimization problem can be clearly interpreted as drug toxicity or cost by introducing weights [34, 45, 46]. We plan to develop a linear form of controls in a feasible setting of tumor models in future work.

(iii) Tumor microenvironment and signaling networks play a major role in cancer progression and invasion. We did not take into account various microenvironmental factors including immune cells (macrophages, neutrophils, T cells, Th cells, T regs, and NK cells), cytokines/chemokines, and inter- and intra-cellular molecules. We plan to study these critical factors in future work.

Our mathematical formulation in this work can contribute to development of a new theoretical approach for other cell killing mechanism such as necroptosis [8, 15, 47] and autophagy [40] in cancer by the optimal control of key regulators in a ODE/PDE model [48, 24, 32, 2, 11] or multi-scale hybrid model [22, 21, 26, 27, 25, 28, 31, 30] where key cellular death programs within the cancer cells can be taken into account at individual cell level in the multi-scale system."

[ page 19, 3rd paragraph - 6th paragraph, in the (marked) revised manuscript ]
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