The Classification Performance and Mechanism of Machine Learning Algorithms in Winter Wheat Mapping Using Sentinel-2 10 m Resolution Imagery
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Featured Application: Machine learning algorithms are essential to crop identification and land use/cover. Our work indicates that compared to RF and CART algorithms, SVM achieves best performance in identifying winter wheat. Though SVM is sensitive to algorithm parameters, it obtains maximum value of accuracy score and minimum residuals by tuning hyperparameters. Therefore, we recommend that SVM will be a suitable and effective algorithm if researchers employ machine learning algorithms for crop identification, land use/cover and other similar research with small sample data. Meanwhile, no matter which algorithm we choose, we should focus on the importance of the performance and mechanism. The enumeration method, similar to grid search, should be used to fine-tune the hyperparameters when discussing the use of various algorithm parameters.

Abstract: Machine learning algorithms are crucial for crop identification and mapping. However, many works only focus on the identification results of these algorithms, but pay less attention to their classification performance and mechanism. In this paper, based on Google Earth Engine (GEE), Sentinel-2 10 m resolution images during a specific phenological period of winter wheat were obtained. Then, support vector machine (SVM), random forest (RF), and classification and regression tree (CART) machine learning algorithms were employed to identify and map winter wheat in a large-scale area. The hyperparameters of the three machine learning algorithms were tuned by grid search and the 5-fold cross-validation method. The classification performance of the three machine learning algorithms were compared, the results of which demonstrate that SVM achieves best performance in identifying winter wheat, and its overall accuracy (OA), user’s accuracy (UA), producer’s accuracy (PA), and kappa coefficient (Kappa) are 0.94, 0.95, 0.95, and 0.92, respectively. Moreover, 50 various combinations of training and validation sets were used to analyze the generalization ability of the algorithms, and the results show that the average OA of SVM, RF, and CART are 0.93, 0.92, and 0.88, respectively, thus indicating that SVM and RF are more robust than CART. To further explore the sensitivity of SVM, RF, and CART to variations of the algorithm parameters—namely, (C and gamma), (tree and split), and (maxD and minSP)—we employed the grid search method to iterate these parameters, respectively, and to analyze the effect of these parameters on the accuracy scores and classification residuals. It was found that with the change of (C and gamma) in (0.01~1000), SVM’s maximum variation of accuracy score is up to 0.63, and the maximum variation of residuals is 76,215 km². We concluded that SVM is sensitive to the parameters (C and gamma) and presents a positive correlation. When the parameters (tree and split) change between (100~600) and (1~6), respectively, the RF’s maximum variation of accuracy score is 0.08, and the maximum
variation of residuals is $1157 \text{ km}^2$, indicating that RF is low in sensitivity toward the parameters (tree and split). When the parameters (maxD and minSP) are between (10~60), the maximum accuracy change value is 0.06, and the maximum variation of residuals is $6943 \text{ km}^2$. Therefore, compared to RF, CART is sensitive to the parameters (maxD and minSP) and has poor robustness. In general, under the conditions of the hyperparameters, SVM and RF exhibit optimal classification performance, while CART has relatively inferior performance. Meanwhile, SVM, RF, and CART have different sensitivities toward the algorithm parameters; that is, SVM and CART are more sensitive to the algorithm parameters, while RF has low sensitivity toward changes in the algorithm parameters. The different parameters cause great changes in the accuracy scores and residuals, so it is necessary to determine the algorithm hyperparameters. Generally, default parameters can be used to achieve crop classification, but we recommend the enumeration method, similar to grid search, as a practical way to improve the classification performance of the algorithm if the best classification effect is expected.

**Keywords:** machine learning algorithms; classification performance; winter wheat mapping; Sentinel-2; large-scale

1. Introduction

Wheat is one of the three major food crops across the world, providing a stable source of food and nutrition for humans [1]. In 2018, China’s total wheat output was 13.14 million tons, accounting for 15.19% of the world’s total output [2]. Henan province is one of the most important winter wheat production bases in China; its sown area of food crops accounted for 9.32% of the whole country in 2018, of which the winter wheat sown area was more than 23% [3]. In addition, Henan province has a large population and high levels of crop production; thus, duly and effectively mapping winter wheat across the whole province not only has great significance for local agricultural production management, but also has an impact on national wheat imports and exports, as well as the related prices.

Remote sensing technology is widely applied to many fields of agricultural production, such as crop biomass [4,5], leaf area index (LAI) [6], and yield [7], and it has been used for mapping crops [8–10]. Moreover, the way in which to utilize the remote sensing data of the growth period of crops for their quick and accurate identification has become a problem that many researchers are committed to solving. In addition to relying on the traditional spectral information, object-based image analysis (OBIA) [11], multi temporal information [12], phenology and other methods [13], more and more researchers are using machine learning algorithms for crop identification, such as support vector machine (SVM) [8], random forest (RF) [14], classification and regression tree (CART) [15], k-nearest neighbor (KNN) [16], neural networks (NN) [17], maximum likelihood (ML) [18]. Generally, these algorithms can be used for classification quickly and effectively with hyperparameters. These methods not only contribute to improving the accuracy of crop identification, but also enrich the methodologies related to the application of remote-sensing technology in agricultural fields. However, due to the complexity of remote-sensing image acquisition methods and image processing, the entire crop identification process has a long cycle and low efficiency. In addition, crop identification or land use/cover research in large-scale regions often make use of low- and medium-resolution remote-sensing images, such as Advanced Very High Resolution Radiometer (AVHRR) and Moderate Resolution Imaging Spectroradiometer (MODIS) [19–21]. Although they can identify crop areas and can estimate crop yield, they are susceptible to being influenced by mixed pixels, which also limits the accuracy of crop mapping [7,18,20]. Besides, Landsat, Sentinel, Spot, and other high-resolution images are usually utilized for small-scale crop classification research, while crop identification is relatively rare in large-scale regions [22–24]. Although high-resolution and multi-spectral images have higher spatial resolution and richer spectral information, traditionally, the methods of image acquisition (placing orders and downloading images) take a long time. In addition, when the desktop remote-sensing...
processing software (ENVI, ERDAS, ArcGIS, etc.) is used to process images, the processing is time-consuming, which leads to the low efficiency of image processing. With Google Earth Engine (GEE) platform, the above operations can be completed with a few lines of code, which greatly improves the efficiency of data processing. These problems limit the research of high-resolution large-scale crop classification.

GEE provides a good solution to the above problems [25]. GEE is the world’s most advanced cloud platform for remote sensing big data processing, which not only has efficient computing capabilities, but also assembles a large number of public geospatial data sets, including many free image resources (such as Landsat, MODIS, and Sentinel), meteorological data, land use/cover data, and population distribution data [25]. Using GEE, it is easy to conduct research pertaining to vegetation monitoring [26,27], land use/cover [28,29], water change [30], and drought analysis [31]. Moreover, lots of machine learning algorithms are built into GEE, and these have always been an important concern in crop mapping and land use/cover [8,15,29,32]. Recently, many researchers have employed machine learning algorithms to conduct research, and have achieved fruitful results. Many previous works showed that SVM is a popular non-parametric algorithm. Moreover, compared with the traditional classification algorithms maximum likelihood (ML), neural networks (NN), k-nearest neighbor (KNN), SVM has better classification performance [19,33,34]. Song [35] applied SVM and artificial neural networks (ANN) to SPOT-5 image classification, and the results showed that SVM classification effect was slightly higher than ANN. Although the effects of different parameters on classification accuracy were compared in detail, the relationship between classification accuracy and final classification residual was not paid attention to. Because SVM is sensitive to the change of algorithm parameters (C and gamma), although the accuracy score is large, it may be the result of overfitting. Shao [19] compared the classification performance of SVM, NN, CART algorithms in land-classification research with MODIS data, and analyzed the accuracy change under the condition of limited training data. The results showed that compared with NN and CART algorithms, SVM has stronger generalization ability when the amount of data is small, and the highest accuracy is 83%. Similarly, although the paper notes that the parameter (C and gamma) has an impact on the classification accuracy of SVM, it does not explore how the algorithm parameters affect the accuracy change of SVM. In addition, the effect of mixed pixel produced by MODIS with medium resolution is also a factor restricting the classification accuracy of SVM. RF is also a popular classification algorithm in crop mapping and land use/cover. Many research works show that its classification accuracy is relatively stable and robust. Li [29] used RF algorithm to urban mapping with long time series Landsat images, and identified the urban development boundary. Although the number of trees can determine whether the RF is over-fitted, the split also affects the number of nodes in a single tree and the final classification result. Vuolo [36] employed RF to explore the effect of multi-temporal Sentinel-2 data on crop identification in small areas, but the research did not involve the research on RF algorithm mechanism, and the default parameters were directly applied to classification, which will have an impact on the final classification accuracy. De Alban [37] used a single classification algorithm RF to monitor land-cover changes based on GEE p, but uses fixed RF parameters for classification, and does not pay attention to the impact of RF algorithm parameters on the final classification results. Another simple and effective decision tree algorithm is CART, which has been applied to many classification studies. Johansen [26] used CART and RF algorithms to map woody plants in Queensland and Australia, and achieved good classification accuracy. However, the research did not involve the algorithm mechanism and parameter setting. The default parameters were directly used for classification, which affects the classification performance to a certain extent. Shelestov [15] employed CART, RF and other algorithms to map crops with 30 m Landsat-8 Operational Land Imager (OLI) images, and the results showed that the highest overall accuracy (OA) was 0.75. Although a variety of algorithms have been applied to crop mapping research, almost all algorithms have not involved in the discussion of classification mechanism and parameter changes, which may be an important factor causing the low classification accuracy of algorithms.
Previous studies have shown that for many machine algorithms, the algorithm parameters have an important impact on the classification results. Considering these problems, this paper employed SVM, RF, and CART to identify and map winter wheat with Sentinel-2 10 m resolution multi-spectral data, and these algorithms built in GEE are fast but effective for crops classification. Finally, in order to further research the sensitivity and performance of SVM, RF, and CART, we employed the grid search method to iterate (C and gamma), (tree and split), and (maxD and minSP), respectively. The effects of these parameters changes on the algorithm’s accuracy scores and classification residuals were analyzed in detail.

2. Materials and Methods

2.1. Study Area

Henan province is in the central part of China (31°23′ N–36°22′ N and 110°21′ E–116°39′ E), with a total area of 167,000 km² (Figure 1). Most of Henan province is located in a warm temperate zone, with subtropical conditions in the south. Henan province belongs to a continental monsoon climate with a subtropical to temperate zone. The average annual temperature is between 10.5 and 16.7 °C, and the average annual precipitation is between 407.7 and 1295.8 mm. The rainy season covers June to August, and the annual average sunshine duration changes between 1285.7 and 2292.9 h. The favorable geographical location and climate of Henan province afford it advantageous conditions in agricultural development.

Figure 1. Location of Henan province (a). Sentinel 2 satellite utilizes Universal Transverse Mercator (UTM) projection and follows the US-MGRS (U.S. Military Grid Reference System) to set the satellite orbit number (b). The number of images covering the study area ranges from (49SD–50SM) to (50RK–50SL), with a total of 37 images. The lowest elevation in Henan province is 24 m, and the highest elevation is 2260 m (c).
2.2. Imagery Data and Processing

2.2.1. Sentinel-2 Data

Sentinel-2 satellites have high-resolution and multi-spectral information, and include 13 multi-spectral bands. Among them are four 10 m resolution bands, six 20 m bands, and three 60 m bands, with an orbital width of 290 km [38]. Because Sentinel-2 has multiple narrow bands in the visible and near-infrared ranges, it plays an important role in land use/cover [39], vegetation growth [40], water cover [41], and crop mapping [22].

This study utilized GEE to obtain Sentinel-2 Level 1C archived data. When selecting images, it is important to consider the specific phenological period of winter wheat, and to shorten the interval time of different orbit images as much as possible. Therefore, in order to avoid the influence of snow cover on wheat spectrum, images were selected from March to May. In this stage, the leaves and stems grow rapidly after turning green, and the chlorophyll concentration of leaves increases significantly [42]. Therefore, the spectral information of winter wheat is more prominent, which is more conducive to the identification of winter wheat (Figure 2).

![Wheat phenology and image acquisition date](image)

**Figure 2.** Wheat phenology and image acquisition date.

After selecting the image collection with the smallest cloud cover from February to May, the quality band (QA60) (Table 1) can be used for the cloud mask to remove pixels with cloud cover, and finally to composite high-quality images without clouds. Considering the spectral difference and variation of different land covers in different bands, and to more accurately distinguish the difference between winter wheat and other vegetation, urban, water and other classes, all bands were input to SVM, RF, CART classification algorithm.

### Table 1. Spectral bands of the Sentinel-2 imagery.

| Band  | Center Wavelength (nm) | Resolution (m) | Spectral Region                        |
|-------|------------------------|----------------|----------------------------------------|
| B1    | 443                    | 60             | Coastal Aerosol                        |
| B2    | 490                    | 10             | Blue                                   |
| B3    | 560                    | 10             | Green                                  |
| B4    | 665                    | 10             | Red                                    |
| B5    | 705                    | 20             | Red edge1                              |
| B6    | 740                    | 20             | Red edge2                              |
| B7    | 783                    | 20             | Red edge3                              |
| B8    | 842                    | 10             | Near infrared (NIR)                    |
| B8A   | 865                    | 20             | Red edge4                              |
| B9    | 940                    | 60             | Water vapor                            |
| B10   | 1375                   | 60             | Cirrus                                 |
| B11   | 1610                   | 20             | Short -wave infrared spectral range 1 (SWIR1) |
| B12   | 2190                   | 20             | Short -wave infrared spectral range 2 (SWIR2) |
| QA10  | —                      | 10             | —                                      |
| QA20  | —                      | 20             | —                                      |
| QA60  | —                      | 60             | Cloud mask                            |
2.2.2. Sample Data

It is necessary to determine the number of sample points for crop mapping. We determined the total number of samples with Equation (1) [37,43], and the number of sample data involves the expected accuracy and the uncertainty of estimation.

\[
n = \frac{z^2O(1-O)}{d^2}
\]

where \( n \) is the total sample size, \( z \) is the percentage of the standard normal distribution, \( O \) is the expected overall accuracy, and \( d \) is the error margin. If the aim is to obtain 80% overall accuracy, \( z = 1.96 \) at 95% confidence interval, and the error margin is 1.5%. Therefore, the total sample is 2731. We know that in order to achieve 80% overall accuracy, at least 2731 sample points are needed to avoid potential bias [44,45]. Meanwhile, the sample points of each class should be consistent with the actual land covers. Owing to these sample data being unable to obtain a good classification accuracy, we constantly adjust the number of different classes of sample points to reduce the misclassification as much as possible, and finally we determined the number of each class in Table 2.

Table 2. Sample data selected in this study.

| Land Cover  | Abbreviated | Description                                                      | Samples |
|-------------|-------------|------------------------------------------------------------------|---------|
| Wheat       | WHE         | Wheat pixels during the observation period                       | 910     |
| Vegetation  | VEG         | Other crops, urban greening, and other evergreen vegetation      | 900     |
| Urban       | URB         | Land for construction, such as for houses and roads              | 480     |
| Water       | WAT         | Water bodies such as rivers, lakes, and swamps                   | 210     |
| Others      | OTH         | Bare, idle, or deserted land during the observation period       | 290     |
| Total       |             |                                                                  | 2790    |

The wheat, vegetation, urban, water, and others classes (Table 2) are labeled in GEE, and all sample points are selected by visual interpretation. Since different bands of images have various spectral information, a combination of different bands can better highlight feature information [46]. The optimal sample points are selected after comparing the Sentinel-2 false color (B8-B4-B3) and true color (B4-B3-B2) images. Finally, all of the selected sample data are compared to the high-resolution image in Google Earth (GE). If the selected sample label is not matched with the actual feature in GE, the sample is deleted to ensure the accuracy and reliability of the selected sample. With machine learning algorithms, the sample data is usually split into training data sets and validation data sets. This facilitates the usage of the available sample data as efficiently as possible in the absence of independent validation data. In addition, the model is trained by training data, and validated by unseen validation data, which can test the classification performance of algorithms in the face of unseen data. In order to split data into two sets, the randomColumn function of GEE was used to generate a random number in all sample points, with the random values ranging from (0~1). Therefore, all of the sample data generate an extra random value. If sample values were ≥0.7, they were taken as the validation set, and the sample with values <0.7 as the training set. Finally, the training set was used for training, and the validation set was utilized to validated the performance of algorithms.

2.3. Overall Workflow

The overall workflow is shown in Figure 3, which includes the following four parts: Image preprocessing, image classification, classification results, and sensibility analysis. Image preprocessing includes filtering Sentinel-2 data in a specific phenological period based on the GEE, and obtaining
high-quality cloudless images in the study area through steps such as minimum cloud cover, cloud mask, splicing, and clipping. For image classification, three machine learning algorithms, namely, SVM, RF, and CART, were employed. After dividing all sample data into training and validation sets, the training set served as the input data for these algorithms, and the validation set was used to validate the classification accuracy. In the classification results section, the three classification results were compared to the officially published wheat area data in order to analyze the classification differences. The OA, user’s accuracy (UA), producer’s accuracy (PA), and kappa coefficient (Kappa) were calculated by error matrixes, and these classification assessment indicators were compared to the three machine-learning algorithms. Meanwhile, to explore the generalization ability and the mechanisms of the three algorithms, different training and validation data sets were created and inputted into the three algorithms for classification. Finally, those algorithms with robust classification effects and generalization ability were chosen. In the sensitivity analysis section, various algorithm parameters were iterated to explore their effect on the accuracy score and classification residuals.

\begin{equation}
\hat{f}(\mathbf{x}^i) = \sum_{j=1}^{n} \alpha_j y_j (\mathbf{x}_j \cdot \mathbf{x}^i) + b
\end{equation}

\begin{equation}
y_i \left( w \mathbf{x}_i + b \right) \geq 0
\end{equation}

where \(x_i\) is the point lying on the boundary of hyperplane, \(w\) is the weight vector and \(b\) is called the bias.

SVM is a classification algorithm based on statistical learning theory, which was first proposed by Vapnik [47]. The basic theory is to find the optimal hyperplane of the feature space in order to determine the maximum interval between different classes (Equation (2)) [47]. The hyperplane of SVM is defined by Equation (2) [47], and these points on the boundary of the hyperplane are called support vectors, which directly affect the final classification performance. Owing to this feature, many previous works have proved that SVM performs well in small data and multi-feature data sets [33,48].
At present, it is very common to employ SVM to conduct land cover research, crop identification, and classification [49–52].

\[ G = \sum \sum (f(C_i, T) / |T|)(f(C_j, T) / |T|) \]  

(3)

where \( T \) is a given training set, \( f(C_i, T) \) is the probability that the selected case belongs class \( C_i \).

CART is a tree-based machine learning algorithm, which Breiman discussed in detail [53]. It is a non-parametric computationally intensive algorithm that can be used for both classification and regression [54]. The basic mechanism is based on a split criterion to perform binary recursive classification on data sets, which can process continuous or discrete attributes as targets or predictors [53]. The Gini index defined by Equation (3) is used to select the feature at each internal node of the decision tree [55]. CART is a popular machine-learning algorithm, which is also widely used in disaster monitoring [56], vegetation growth [26], and crop classification [15].

The RF algorithm was first proposed by Breiman [57]. Its essence is that a classifier is ensembled by many decision tree classifiers \( \{h(x, \Theta_k)\}, k = 1, \ldots \} \) where the \( \{\Theta_k\} \) are independent identically distributed random vectors and \( x \) is an input pattern [57,58]. Each tree votes on the results, and the classification result with the most votes is chosen as the final classification result. Moreover, the Gini index is chosen for RF, owing to its simplicity [55]. Because RF assembles many trees as the basis for classification, the more independent the trees are, the smaller the generalization error is [57]. Owing to the fact that RF has high classification efficiency, even though the number of samples is large, increasingly researchers employ RF to carry out related research in agricultural fields [9,50].

3. Results

3.1. Classification Results and Accuracy Assessment

3.1.1. Classification Results

This study selected high-quality images of the specific phenological period of winter wheat growth. Furthermore, the winter wheat, vegetation, urban, water, and others’ class were labeled and mapped in GEE (Figure 4). The detail codes are accessible from the Code link (see supplementary materials).

![Figure 4. Cont.](image-url)
Figure 4. The classification results of the study area in 2019. (a–c) The classification results of support vector machine (SVM), random forest (RF), and classification and regression tree (CART), respectively. (d) Winter wheat areas of the three machine learning algorithms. WHE = Wheat, VEG = Vegetation, URB = Urban, WAT = Water, OTH = Other.
To compare the differences in areas of each class identified by SVM, RF, and CART, these areas were calculated (Figure 4). Meanwhile, in order to validate the accuracy of the three algorithms in identifying winter wheat pixels, the statistics of the official yearbook of winter wheat area were compared.

The area of winter wheat identified by the three algorithms was 56,340 km\(^2\) for SVM (34\% of the study area), 54,469 km\(^2\) for RF (33\% of the study area), and 52,547 km\(^2\) for CART (31\% of the study area). Meanwhile, the official statistics of Henan province in 2019 were 57,066 km\(^2\) [59]. By calculating winter wheat area residuals of the three algorithms, the following pattern was observed: CART (4519 km\(^2\) residuals) > RF (2597 km\(^2\) residuals) > SVM (726 km\(^2\) residuals). The most accurate identification of the winter wheat was given by SVM, which has the lowest residual error of 726 km\(^2\), followed by RF, for which the residual error compared to the actual area is 2597 km\(^2\). The largest residual error was for CART with 3862.40 km\(^2\). Moreover, we found that CART was able to identify the most urban and others’ class pixels, while SVM and RF identified relatively few.

3.1.2. The Classification Difference of Regions

In order to more specifically show the classification differences of SVM, RF, and CART in different regions and classes (i.e., Wheat (WHE)- Other (OTH), WHE-Urban (URB), WHE- Vegetation (VEG), and WHE-Water (WAT)), four 5 × 5 km sub-regions (i.e., a, b, c, and d) were randomly selected from the classification results of the three algorithms to discuss the misclassification of winter wheat pixels (Figure 5).

By carefully comparing the mapping results of SVM, RF, and CART in the four sub-regions, it is obvious that the three algorithms are affected by the other classes when identifying winter wheat, resulting in misclassification. In region a, the spectrum of vegetation is more similar to winter wheat than the other classes, resulting in misclassification. Compared to the RF and CART algorithms, SVM can effectively distinguish vegetation and winter wheat pixels. In region b, we analyzed the differences between winter wheat and urban pixels. It can be seen from the figure that the three algorithms can distinguish the urban pixels well, but there are differences when classifying roads with vegetation growth. SVM and RF can effectively classify wheat and urban pixels, while CART classifies such pixels as winter wheat pixels. It is difficult for CART to distinguish winter wheat pixels from winter wheat pixels when classifying mixed pixels. In region c, we analyzed the misclassification of winter wheat and water pixels. Obviously, due to the strong absorption of solar radiation in the visible and near-infrared bands, the spectrum of water is significantly different from that of winter wheat. Therefore, the three algorithms can distinguish the boundary between water bodies and winter wheat well. For region d, it is obvious that SVM is more accurate than RF and CART in classifying wheat class and other class.

Through the analysis of the misclassification of the four different sub-regions, we determined that the SVM and RF algorithms can distinguish winter wheat pixels from the other classes. However, RF is not as effective as SVM in identifying vegetation and winter wheat pixels. According to Figure 5, it can be found that except for water bodies, vegetation and urban pixels could not be accurately classified. Compared to SVM and RF, the classification ability of CART is relatively inferior. This indicates that SVM and RF have strong performance in classifying winter wheat from the other classes in regions with complex classes.
3.1.3. Accuracy Assessment

In Section 3.1, based on the statistics of the winter wheat area under different machine-learning algorithms, we determined that the residual error of winter wheat area identified by the SVM algorithm is the smallest. In Tables 3–5, the error matrix of the three algorithms was used, and the OA, UA, PA, and Kappa indicators were calculated to compare the classification accuracy of the three algorithms.
Table 3. The error matrix of SVM. WHE = Wheat, VEG = Vegetation, URB = Urban, WAT = Water, OTH = Other, OA = Overall accuracy, UA = User’s accuracy, PA = Producer’s accuracy.

| Classification | Reference | WHE | VEG | URB | WAT | OTH | Total | UA  |
|----------------|-----------|-----|-----|-----|-----|-----|-------|-----|
| WHE            |           | 254 | 13  | 0   | 0   | 0   | 267   | 0.95|
| VEG            |           | 10  | 245 | 4   | 1   | 2   | 271   |     |
| URB            |           | 1   | 3   | 143 | 0   | 6   | 153   |     |
| WAT            |           | 1   | 7   | 1   | 58  | 0   | 67    |     |
| OTH            |           | 0   | 0   | 3   | 0   | 84  | 87    |     |
| Total          |           | 266 | 268 | 151 | 59  | 92  | 836   |     |
| PA             |           |     |     |     |     |     |       | 0.95|
| OA             |           |     |     |     |     |     |       | 0.94|

Table 4. The error matrix of RF.

| Classification | Reference | WHE | VEG | URB | WAT | OTH | Total | UA  |
|----------------|-----------|-----|-----|-----|-----|-----|-------|-----|
| WHE            |           | 250 | 16  | 0   | 0   | 0   | 266   | 0.94|
| VEG            |           | 13  | 253 | 5   | 1   | 1   | 273   |     |
| URB            |           | 2   | 10  | 127 | 0   | 4   | 143   |     |
| WAT            |           | 2   | 4   | 0   | 52  | 0   | 58    |     |
| OTH            |           | 0   | 1   | 0   | 0   | 90  | 91    |     |
| Total          |           | 267 | 284 | 132 | 53  | 95  | 831   |     |
| PA             |           |     |     |     |     |     |       | 0.94|
| OA             |           |     |     |     |     |     |       | 0.90|

Table 5. The error matrix of CART.

| Classification | Reference | WHE | VEG | URB | WAT | OTH | Total | UA  |
|----------------|-----------|-----|-----|-----|-----|-----|-------|-----|
| WHE            |           | 249 | 24  | 0   | 0   | 0   | 269   | 0.93|
| VEG            |           | 19  | 233 | 11  | 6   | 4   | 276   |     |
| URB            |           | 1   | 8   | 127 | 0   | 10  | 146   |     |
| WAT            |           | 0   | 5   | 0   | 55  | 1   | 61    |     |
| OTH            |           | 0   | 6   | 8   | 0   | 66  | 81    |     |
| Total          |           | 273 | 273 | 146 | 61  | 80  | 833   |     |
| PA             |           |     |     |     |     |     |       | 0.91|
| OA             |           |     |     |     |     |     |       | 0.87|

By observing the above tables, it can be seen that the OA, UA, and PA of the three classifiers are all above 80%, and the OA values of SVM and RF are above 90%. Therefore, these machine learning algorithms all achieve good classification accuracy. However, SVM and RF are more robust than CART.

The value of OA is the ratio of the number of correctly classified samples to the total number, which can directly reflect the classification accuracy. The OA values of SVM, CART, and RF are 0.94, 0.93, and 0.87, respectively. This indicates that the number of correctly classified pixels of SVM is the largest, and OA is slightly higher than other two algorithms. Since the main purpose of this paper is to validate the accuracy of the three machine learning algorithms in identifying winter wheat, the OA value of winter wheat was calculated. For UA, the values of SVM, RF, and CART are 0.95, 0.94, and 0.93, while for PA, they are 0.95, 0.94, and 0.91, respectively. Thus, the classification accuracy of SVM is slightly higher than that of CART and RF. It can be found that the values of the UA and PA of SVM have the largest values, which indicates that SVM can correctly classify winter wheat pixels with the largest proportion and has better classification performance compared to CART and RF. Kappa is a statistical parameter used to test the consistency of classifications, and it is able to take into account the
differences caused by different proportions of classes. According to the above tables, the Kappa values of SVM, CART, and RF are 0.92, 0.90, and 0.83, respectively, indicating that the Kappa of SVM is also slightly higher than that of the other two algorithms.

The above analysis concludes that the values of the OA, UA, PA, and Kappa of SVM and RF are higher than that of CART. In brief, based on the existing sample data, SVM and RF have stronger generalization ability, better robustness, and the best performance in this classification.

3.2. The Performance and Mechanism of Support Vector Machine (SVM), Random Forest (RF), and Classification and Regression Tree (CART)

In order to further explore the classification performance of SVM, RF, and CART using the existing sample data, this study created a training set (70%) and a validation set (30%). Fifty different random seeds were generated, which were combined into 50 groups of different training sets and validation sets. Furthermore, changes in the various accuracy indicators under different sample data for each algorithm were analyzed (Figure 6).

![Figure 6. Cont.](image-url)
when training the different data sets, both the SVM and RF algorithms achieve higher classification accuracy, and the interquartile range values of the four classification indicators are more concentrated. From a statistical point of view [60], the accuracy values obtained by SVM and RF have stronger generalization ability. In comparison, the interquartile range of CART is larger and the box body is longer, indicating that with the same sample data, the variation of the same sample data, the variation of CART is relatively large and the algorithm is not robust.

During classification, the optimal hyperplane of SVM serves as a condition to classify different data labels. The way in which the optimal hyperplane and kernel function are determined is an important factor for the classification results. When processing binary classification data, linear classification can be utilized to obtain better classification accuracy. When the feature dimension is multi-dimensional, non-linear classification is required. The cost parameter C should be considered in both linear and non-linear classifications. The value of the parameter C directly affects the maximization of the decision boundary of SVM, thereby affecting the number of misclassified pixels [19,48]. In addition, the choice of kernel function also affects the classification accuracy of SVM. SVM provides linear kernel function, polynomial kernel function, radial kernel function, etc. For this classification, we chose the classification radial basis function (RBF) \( k_{\text{RBF}}(x, x') = \exp\left( -\text{gamma}||x - x'||^2 \right) \). This kernel function has been used in many classification research works and has achieved good classification results [19]. The choice of kernel function affects the classification performance of SVM, and the value of the kernel function parameter gamma has an impact on the classification accuracy. If gamma is small, the decision boundary is close to linear, which affects the non-linear classification data; however, when gamma is large, it causes overfitting [48]. In order to obtain the hyperparameters (C and gamma), this research utilized 5-fold cross-validation and the grid search method to tune the parameters, based on the Python scikit-learn library. Finally, we obtained the hyperparameters C:10 and gamma:10.

Unlike the SVM algorithm mechanism, the CART and RF algorithm are both tree-based algorithms. CART is a decision-tree algorithm that can be used for classification and regression. During classification, CART recursively divides the feature space based on the purity of the nodes until the number of samples is less than a predetermined threshold, or the number of the samples in the nodes is homogeneous [53,58].
Since there are many classification features, the whole classification may produce a large number of child nodes. The information contained in these child nodes may be noisy and may thus affect the classification results. Therefore, the classification tree is pruned to improve the classification accuracy. In the growth of the classification tree, the tree growth depth (maxD) and the minimum samples of split (minSP) affect the classification results [53,61]. Generally, default parameters can be selected to achieve classification results. In this study, we obtained the hyperparameters maxD: 20 and minSP: 10.

For RF, the algorithm assembles many decision trees. In the classification process, each tree votes on the classification results, and then the classifier selects the result with the most votes as the final classification result [50,57]. In addition, RF employs bootstrap for randomly sampling. Each node randomly selects a subset of features to split. By following these steps, randomness can be achieved to the greatest extent. In addition, the number of RF-assembled trees (tree) and the largest split node feature (split) will impact the classification results [9,22]. Consequently, the hyperparameters for RF are: tree: 300 and split: 3.

3.3. The Sensitivity Analysis of SVM, RF, CART

The above analysis demonstrates that the algorithm parameters are crucial for the classification performance of the three machine-learning algorithms. In order to further research the sensitivity of SVM, RF, and CART, this study employed the grid search method to iterate (C and gamma), (tree and split), and (maxD and minSP), respectively, and analyzed the effects of these parameter changes on the algorithm accuracy scores and classification residuals. We set the parameters [C: (102~103), gamma: (102~103), {tree: 100~600, split: 1~6}, {maxD: 10~60, minSP: 10~60}] [19,22,48]. SVM, RF, and CART were iterated with the corresponding algorithm parameters to obtain the accuracy scores under the different parameters (Figure 7a,c,e) and classification residual (Figure 7b,d,f).

By analyzing the sensitivity of SVM toward (C and gamma) (Figure 7a,b), it can be seen that as the values of (C and gamma) gradually increase, the accuracy score increases, and the residuals decrease. When the values of (C and gamma) are less than (1 and 1), the accuracy scores are small. In particular, when the (C and gamma) values are (0.01 and 0.01), (0.01 and 0.1), (0.01 and 1000), and (0.1 and 0.01), the accuracy scores all are 0.323, which are the smallest scores. In Figure 7b, as the (C and gamma) increase gradually, the residual values decrease accordingly. When the values of (C and gamma) are (0.01 and 0.01), (0.01 and 0.1), (0.01 and 1000), and (0.1 and 0.01), the maximum residuals are 76,700 km$^2$. When the values of (C and gamma) are (1000 and 1000), the residuals are 1540 km$^2$. When parameter C is small, the penalty for error is relatively large [19,48], which results in the phenomenon of underfitting, leading to large classification residuals. With the increase in gamma values, although the decision boundary becomes smoother and individual features can be better fitted, overfitting may also occur [48]. When (C and gamma) are (1 and 100), the accuracy score is 0.95. In general, when the values of (C and gamma) are small, the error penalty for the classified data is larger, and the accuracy scores are generally smaller. As the values of (C and gamma) increase, so does the accuracy score. When the values of (C and gamma) exceed (1 and 1), the accuracy score gradually tends to be stable. In general, SVM is sensitive to parameters (C and gamma).

In Figure 7c,d, RF is not sensitive to the parameters (tree and split); the smallest accuracy score of (tree and split) is 0.932, while the largest score is 0.940, with a small variation. In Figure 7d, the maximum value is 2859 km$^2$ and the minimum value is 1702 km$^2$, and the variation range of the residuals is relatively small. RF is an assemble algorithm based on a decision tree, which integrates multiple weak classifiers into a strong classifier. Multiple weak classifiers vote on the final classification result to obtain the optimal result [9,50]. Therefore, the classification results of RF are generally stable when sample data are sufficient. In this study, under the control of parameters (tree and split), the number of trees have a small impact on RF, while splits have a large impact. The split determines the number of features required to split; when the value of the split is small, each tree grows deeper and overfitting occurs easily. Therefore, controlling the split value is conducive to improving the classification performance of RF.
The maximum accuracy score is 0.903 and the minimum is 0.841. Correspondingly, in Figure 7f, we can see that as (maxD and minSP) increase, the residuals also increase. This indicates that changes in the parameters (maxD and minSP) directly affect the classification performance of CART. MaxD is the growth depth control parameter of the tree; when the value of maxD is large, it is easy to ignore the common characteristics of the data and to result in overfitting, although it trains the details of the classified data is larger, and the accuracy scores are generally smaller. As the values of (C and gamma) increase, so does the accuracy score. When the values of (C and gamma) exceed (1 and 1), better fitted, overfitting may also occur [48]. When (C and gamma) are (1 and 100), the accuracy score is 0.95. In general, when the values of (C and gamma) are small, the error penalty for the classification may produce a large number of child nodes. The information contained in these child nodes is homogeneous [53,58]. Since there are many classification features, the whole classification process may be divided into many classes. Each class has a classification feature that needs to be divided, and there may be many classes. The number of classes is determined by the maximum number of classes that can be divided, and the number of classes is determined by the number of features. When the number of features is large, it is easy to cause overfitting, although it trains the details of the data.

Compared to RF, CART is more sensitive to changes in the algorithm parameters (maxD and minSP). In Figure 7e, the accuracy score decreases gradually as (maxD and minSP) increase slightly. The minimum accuracy score is 0.903 and the maximum is 0.841. Correspondingly, in Figure 7f, we can see that as (maxD and minSP) increase, the residuals also increase. This indicates that changes in the algorithm parameters (maxD and minSP) directly affect the classification performance of CART. MaxD is the growth depth control parameter of the tree; when the value of maxD is large, it is easy to ignore the common characteristics of the data and to result in overfitting, although it trains the details of the model.

Figure 7. The accuracy scores and residual errors of SVM, RF, and CART with different algorithm parameters. (a,c,e) The accuracy score chart; (b,d,f) the residual error chart.
data better. The minSP is the minimum number of samples required for splitting the nodes; the smaller the minSP values, the lower the number of split nodes. In Figure 7f, when maxD < 60 and minSP < 30, the classification performance of CART is relatively good.

According to the above analysis, we conclude that SVM, RF, and CART have different sensitivities toward the algorithm parameters. SVM is more sensitive to parameters (C and gamma). Generally, there is a positive correlation between the accuracy score and the values of (C and gamma). RF has a lower sensitivity toward value variation, and the split effect is relatively stable. Under the control of the parameters (tree and split), the split value has a greater impact on classification performance. Finally, CART has strong sensitivity toward (maxD and minSP). We found that accuracy values are generally better when (maxD and minSP) are small. However, the classification performance of the CART algorithm is not stable, and its robustness is lower than that of RF.

4. Discussion

Machine learning algorithms are widely used in agricultural fields such as land use/cover, crop identification and mapping, etc. However, the effect of parameters setting on their classification performance has not received enough attention. Many works have shown that when SVM is used for classification, the selection of kernel function and the value of parameters will have an important impact on the classification performance [33,48,62,63]. The small parameter C tends to emphasize hyperplane margin while ignoring outliers, while the larger parameter C tends to overfitting easily [49]. Parameter gamma control kernel width, and large values of gamma also lead to overfitting. For tree-based machine learning algorithms, RF and CART, the algorithm parameters also have an important impact on the classification performance. RF is classification algorithms that assembles many decision trees. Each tree votes the classification results and selects the result with the most votes as the final classification result. Therefore, RF shows more stable classification results and stronger robustness in many classification studies [64,65]. Generally, the number of trees affects the accuracy of RF classification. When the tree value is large, the classification results tend to overfitting. In the study, other RF parameters (spit) also affect the classification performance, but it is usually ignored in research. CART is a single decision tree algorithm, which divides the data features into binary recursion, and finally obtains the classification results. Similarly, the setting of algorithm parameters (maxD, minSP) is easy to ignore.

How to determine the appropriate C and gamma of SVM is not a problem that cannot be ignored, and also an important basis for correct research conclusions. This paper comprehensively discussed the classification mechanism of SVM, RF and CART, and explored the performance of SVM, RF, and CART to variations of the algorithm parameters. We found that the classification accuracy of SVM is better than that of RF and CART. This is because SVM has a unique classification advantage in the face of multiple features, and previous studies have also confirmed this point. However, SVM is sensitive to the change of algorithm parameters. Different C and gamma values affect the accuracy scores and residuals of the algorithm. Generally, If the C and gamma are small, the model tends to be underfitting, while if it is large, it tends to overfitting. In addition, for RF and CART algorithm, the classification performance of RF is better than CART, because a multi-trees ensemble algorithm has stronger robustness than a single decision tree. This point is also consistent with previous studies. However, RF is less sensitive to parameter changes. Under the joint control of tree and split, the effect of split’s values on RF is greater than tree’s values. This is because the final classification effect of RF depends on each tree, while the growth of a single tree is affected by the values of split. For CART algorithm, we found that it is also sensitive to the change of algorithm parameters. Moreover, under the control of parameters (minD, minSP), the values of minSP have a greater impact on the performance of CART. In conclusion, this study found that the classification performance of the three algorithms were affected by the algorithm parameters, although different algorithms have different effects. This further shows that it is necessary to pay attention to the effect of algorithm parameters when using a machine-learning algorithm to perform classification research. Generally, the default
parameter value does not help to improve the accuracy of algorithms, so the optimal result can be obtained by tuning parameters properly.

There are still some uncertainties in this study, which can be further explored in the future. Cross validation is widely used in machine-learning algorithms, and its advantage is to evaluate the classification performance of prediction models for unknown data. However, when using this method, we should also pay attention to its limitations. Juan D, etc., [66,67] comprehensively discussed the k-fold cross validation method. When the data set is large, a small k value (5 or less) will reduce the variance of the prediction model, and reduce the calculation time of model, so as to improve the classification efficiency. Moreover, a small value of k tends to increase the bias of the predictor. In this study, 5-fold cross validation was employed to achieve good results, but the effect of the number of k on the performance of the model was not discussed in depth. Therefore, it can be further discussed in future research. In addition, many works have shown that, except for the influence of algorithm parameters, the source of sample data, the number of samples, the division proportion of training/validation set, etc., will affect the final classification performance. Based on the existing data, this paper comprehensively discusses the influence of algorithm parameters on the classification performance. However, many uncertain factors mentioned above should be further studied in the future.

5. Conclusions

Crop mapping is crucial for agricultural production management and food security, and machine-learning algorithms such as SVM, RF, and CART provide important support for this purpose. Based on the GEE platform, we utilized Sentinel-2 10 m resolution multi-spectral images, and combined them with the SVM, RF, and CART algorithms to identify and map winter wheat in large-scale areas. By analyzing the classification results of the three machine-learning algorithms, the value of the OA for SVM is 0.95, and it achieves the best classification performance. In addition, the sensitivity of SVM, RF, and CART were discussed in detail. This research demonstrates that, in general, SVM is more sensitive to parameters (C and gamma); the classification accuracy is optimal when these hyperparameters are obtained. RF is less sensitive to (tree and split), and it is more robust. Compared to RF, CART is more sensitive to parameters (maxD and minSP), with unstable classification performance and inferior robustness. In this research, considering the algorithms’ complexity, SVM, RF, and CART, three simple but efficient algorithms were employed for winter wheat identification and mapping. In future research, more machine and deep learning algorithms should be applied to crop identification. However, no matter which algorithms we choose, we should pay more attention to the algorithms’ internal mechanism, which is more conducive to improving the accuracy of classifications. Meanwhile, the enumeration method, similar to grid search, should be employed to fine-tune the hyperparameters when discussing the use of various algorithm parameters.
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