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INTRODUCTION

The biochemistry of initiation of chromosome replication in bacteria has been frequently reviewed, including the function of the origin of replication of the bacterial chromosome, oriC, and the role of the dnaA gene product in this process (11, 31, 57, 59, 82, 92). In those reviews, the generation of cyclic initiation activity was not specifically addressed, but it was generally assumed that DnaA protein plays a crucial role in this control.

Earlier investigators assumed that identical control mechanisms should apply to chromosome and plasmid replication (4, 66). Now it has become apparent that most plasmids initiate replication randomly in time, although for F (46), whereas initiation of chromosome replication, as well as of plasmids which use oriC to initiate replication, occurs at discrete times separated by nearly constant intervals (49). Therefore, chromosome replication, but generally not plasmid replication, requires a mechanism which generates cyclic initiation activity. An essential problem of the control of chromosome replication is to find the biochemical basis of this oscillator.

Pritchard et al. (66) discussed two models of an oscillator, one based on negative control and the other based on positive control. Those authors argued in favor of a negative control factor. All reported models of initiation control, including those of Pritchard et al., assume that the oriC region is involved in the oscillator, either as the location for the gene of the initiation control factor or as a target for that factor or both. Theoretically the origin need not be directly involved in the cycle generator; in fact, Jacob et al. (41) assumed that the replication "clock" is generated on the cell membrane.

Recently the idea that the protein product of the dnaA gene is controlling the time of initiation has found widespread acceptance (54). This model assumes that DnaA monomers gradually accumulate at the chromosomal origin of replication (oriC). Once a critical number of DnaA molecules per oriC has accumulated, initiation occurs. The ensuing replication of the origin then reduces the DnaA/oriC ratio by 50%, so that a new cycle of accumulation begins. Since DnaA is required for initiation, this implies a positive control mechanism.

The following observations are difficult to reconcile with this model. (i) If DnaA were the positive factor driving the oscillator, continued overexpression of DnaA should lead to continued overinitiation, i.e., runaway replication. Excess DnaA does indeed stimulate initiation, but only temporarily and to a very limited extent, leading to a 20% reduction in the initiation mass (which is the cell mass which must accumulate for initiation of replication to occur at a single origin) (54). (ii) The initiation mass changes with changes in growth rate and temperature (23, 29). According to the DnaA model, these changes should correlate with changes in the amount of DnaA protein. This is not observed (20, 29). (iii) According to the DnaA model, the presence of oriC plasmids in the cell should cause initiation to occur at an increased cell mass, since it would require more protein to saturate all origins with DnaA molecules and then trigger initiation. However, this is not observed (83), which implies that oriC itself is not part of the mechanism involved in generating cyclic initiation activity. (iv) During continuous overexpression of DnaA, when the initiation mass is reduced, some other factor must become limiting. Since the synchrony of initiation remains perfect under these conditions (54), the other factor apparently provides a backup oscillator as perfect as that assumed to be governed by DnaA. This seems unlikely, and it also poses the new problem of identifying this second oscillator.

The emphasis in this review is on the theoretical and biochemical aspects of potential oscillator mechanisms and the possible role of DnaA in this oscillator. The inconsistencies with the DnaA model make it desirable to reexamine the evidence for the role of DnaA in the control of replication, to evaluate possible explanations for these inconsistencies, and to consider alternatives. Because of the complexity of this problem, we first provide a critical discussion of the pertinent observational and theoretical background. This is not intended to be a comprehensive review of the literature, but focuses on aspects which are directly relevant to arguments about initiation control. We show that positive control models, in contrast to negative control, explain the observed cyclic initiation, and we compare amount- and concentration-driven systems. Finally we discuss other alternatives to the DnaA model to explain the cyclic initiation of chromosome replication.

OBSERVATIONS

Chromosome Replication

Cyclic replication. Meselson and Stahl (58) were the first to observe the strict regularity of bacterial DNA replication: one generation after shifting a culture from heavy to light medium, all DNA was found to have hybrid density. This means that any segment of DNA which replicates at a given moment replicates again after exactly one generation time. It can be shown that such results of density shift experiments are independent of the replication velocity (C-period [25]) as long as the replication velocity does not change during the experiment. Furthermore, the results are also independent of the number of replication origins or their distribution on the chromosome and of the degree of synchrony of initiation at multiple origins. The data therefore suggest that time intervals between successive initiations of replication at a single origin do not vary from cell to cell.

The Meselson-Stahl experiment was repeated by Koppes and Nordström (49), who improved the sensitivity of the technique by incorporating radioactive pulse-labeling. They found that the density of the labeled DNA shifted stepwise to the hybrid value after one generation. This unambiguously showed that initiation of chromosome replication occurs in intervals of nearly exactly one mass doubling time. In addition, they replaced the chromosomal oriC by the replication origin of plasmid R1 and applied the same pulse-label plus density shift protocol. Instead of assuming hybrid density in a sharp step, the pulse-label now approached hybrid density in a gradual, exponential fashion, such that 37% (1/e) was still unreplicated after one generation. This is the expectation for random replication (1/e is the zero term
of the Poisson distribution for \( m = 1 \), meaning that replication is initiated at each plasmid origin with a constant probability per unit time.

**Synchrony of replication from oriC.** As a consequence of overlapping rounds of replication, *Escherichia coli* bacteria growing with doubling times shorter than 60 min have at least two, and up to eight, chromosomal replication origins at the time of initiation of rounds of replication (25). The density shift experiment showed that the time from initiation at one origin to the next initiation at the same origin is invariant (49). Since it would be difficult to envision separate clocks with the same cycle period but different phase shifts for every origin in a given cell, the density shift result makes synchronous initiation at oriC likely but does not prove it.

Synchrony of initiation at multiple origins in the same cell was first suggested by observations on age-fractionated cultures obtained by the membrane elution technique (36). However, since replication events are only partly synchronized in such cultures, the observed variability of the initiation age is also affected by the variabilities of division and replication fork movement, making it difficult to assess the degree of synchrony in such experiments.

The most direct measurement of the synchrony of initiations was obtained by inhibiting initiation of replication with the antibiotic rifampin, followed by observation of the amount of DNA in individual cells with the aid of a flow cytometer after all rounds of replication had gone to completion (75). Most cells had two, four, or eight fully replicated chromosomes, whereas cells with three, five, six, or seven chromosomes were rare. Such data indicate that the rifampin-sensitive step in the initiations at multiple origins in one cell occurs within a few minutes, corresponding to a small percentage of the cell cycle.

**Protein requirement for initiation of chromosome replication.** After inhibition of protein synthesis in a bacterial culture by amino acid starvation or treatment with antibiotics (e.g., chloramphenicol or rifampin), DNA continues to accumulate until the ongoing round of replication is completed (67, 75). A quantitative evaluation of the observed "run-out" kinetics of DNA accumulation is consistent with the assumption that initiations of replication cease essentially immediately after the onset of inhibition, whereas replication forks and termination events continue unimpeded (Fig. 1) (14). Thus, initiation requires the continued accumulation of a stable or an unstable protein or the dilution by growth of a replication inhibitor. Rifampin might, in addition, inhibit synthesis of an RNA primer for replication, or it might inhibit transcription in the vicinity of the origin, which facilitates local unwinding of DNA (transcriptional activation) (3).

After relief from a short period of thymine starvation or from heat inactivation of thermolabile DnaA or DnaC protein, a burst of initiations occurs (rate stimulations) (15, 33, 91), as if the initiations which had been skipped during the inhibitory condition were made up at the time of release from the inhibition. If, as we argue in this review, control of initiation is positive, the rate stimulation suggests that initiation of replication requires the accumulation of a stable protein.

Since initiation ceases as soon as protein synthesis ceases, the required protein must act stoichiometrically, rather than catalytically. The protein could be DnaA or alternatively a protein that is active before the DnaA step, i.e., a control factor of the oscillator, or a protein required after the DnaA step. Despite the importance of this question, it has not been possible, so far, to design an experiment to distinguish among these alternatives.

**Growth rate dependence of initiation mass.** By combining estimates of the average initiation age for *E. coli* B/r (36) with measurements of the DNA/mass ratio from *Salmonella typhimurium* (72), Donachie (26) calculated the average cell mass per oriC site at initiation (initiation mass). These estimates suggested that the initiation mass was constant and did not vary with the growth rate.

Direct measurements of the initiation mass were obtained by measuring the relative increase in DNA, \( AG \) (ratio of DNA after inhibition to DNA before inhibition), following the inhibition of initiation by rifampin (23). The amount of DNA in the culture, measured in genome equivalents, then becomes equal to the number of replication origins present at the time of inhibition, so that \( AG \) equals the number of origins per genome present during exponential growth (Fig. 1). The initiation mass, or mass per origin, can be found from \( \Delta G \):

\[
\text{mass per origin} = \frac{\text{OD/DNA}}{\Delta G}
\]

OD/DNA is the reciprocal of the amount of DNA, expressed in genome equivalents, per optical density (OD) unit of culture mass, or per amount of total protein, observed during exponential growth. In this manner, the initiation mass was found to increase with increasing growth rate in slowly growing cultures and to reach a plateau at growth rates above one doubling per hour, corresponding to \( 4 \times 10^8 \) amino acid residues in cellular protein per oriC site (23).

**Cell-to-cell variation of initiation mass.** The cell-to-cell variation of initiation mass has been measured by pulse-

![FIG. 1. Chromosome replication in a culture growing exponentially with a 30-min mass doubling time. At zero time, initiation of new rounds of replication is inhibited by rifampin (Rif). Dotted lines: theoretical curves show relative numbers of replication origins and termini per unit of volume of culture, drawn under the assumption that initiation stops instantly and that DNA elongation and termination are not affected. The curve labeled Fork pairs represents the number of replication fork pairs, calculated as the difference origins minus termini, since one fork pair is created at each initiation and disappears at every termination event. The fork curve also represents the rate of DNA synthesis (each fork pair functions at the rate of one genome equivalent per C min; \( C = 41 \) min (25)). The curve labeled DNA equiv. represents the accumulation of DNA, obtained as the integral over the rate (fork) curve. The ordinate for all curves was normalized so that the amount of DNA at \( t = 0 \) is one genome equivalent of DNA per unit of volume of culture. The amount of DNA is seen to increase 1.55-fold after the inhibition of initiation. This increase factor (\( \Delta G \); see text) is a function of only Ctr and is equal to the ratio origins/genome during exponential growth (origins at zero time since genomes = 1.0 at \( t = 0 \)).](image-url)
labeling DNA in exponential cultures with \[^{3}H\]thymidine, followed by performing autoradiography to determine the labeling rate in individual cells. After electron-microscopic determination of the cell size, the DNA synthesis rate per cell was plotted as a function of cell size (50). The result showed a 16% variability of the initiation mass per cell in the culture. Cells were transferred to temperature sensitive DNA and glycerol minimal medium at 30°C. Because of the overlapping rounds of replication in fast-growing bacteria, these measurements can be done only with slow-growing bacteria.

**Dam methylation requirement for synchronous initiation.** The minimal oriC region has 11 GATC deoxyadenosine methylation (Dam) sites. The time for hemimethylated DNA, produced by passage of a replication fork, to become fully methylated has been measured directly at a number of different chromosomal sites (19). For both oriC and the promoter region of the dnaA gene, this time is unusually long: approximately one-third of the doubling time in cells growing faster than one doubling per hour. This is in contrast to other regions, which become fully methylated after 2 to 3 min. If Dam strains are transformed with fully methylated oriC plasmids, hemimethylated DNA accumulates (69). Hemimethylated, but not unmethylated or fully methylated, oriC DNA binds to cell membrane fractions in vitro (62). Most probably, initiation is prevented when the origin is bound to the membrane, so that the temporary hemimethylation produces a refractory period after the initiation of a round of replication during which no new initiations can occur.

**Dam^-** (null) and Dam-overproducing strains display a loss of synchrony of initiation, as shown by flow cytometry following rifampin treatment (9) and pulse-labeling plus density shift experiments (4). The loss of cyclic initiation might be a consequence of the loss of the refractory period as a result of the absence of hemimethylated DNA. Alternatively, the oscillator mechanism itself might depend on Dam methylation.

**Replication after dnaA overproduction.** When DnaA protein was expressed from the inducible lacUV5 promoter on a multicopy plasmid, it was found to restore replication in a thermosensitive dnaA46 mutant at the nonpermissive temperature, but it did not visibly stimulate chromosome replication in a dnaA+ host (24). This suggested that dnaA is not normally a limiting factor for initiation of replication and that the timing of initiation is determined in a step preceding DnaA action. However, when extra DnaA was induced from the \(p_{L}\) promoter of phage \(\lambda\), one extra initiation at oriC was observed in a dnaA+ strain, again without leading to an increased DNA concentration. The oversupply of DnaA caused a two- to threefold increase in the origin/mass ratio within about 60 min, which then remained approximately constant (2). This suggested that dnaA is a limiting factor for initiation but that the induced extra initiations are aborted close to the origin.

For the experiments involving induction of DnaA from the lacUV5 promoter, rich (LB) medium was used without a temperature shift, whereas DnaA induction from the \(p_{L}\) promoter was brought about by heat inactivation of the temperature-sensitive \(\lambda\) repressor, and glycerol minimal medium was used. It seems that the use of a slow growth medium and an elevated temperature facilitates the induction of extra initiations by excess DnaA (88). A doubling of the whole chromosome number per cell was observed when minimal medium was used and when the induction of excess DnaA synthesis from the lac promoter was accompanied by a temperature upshift from 30 to 42°C. When cells growing in glucose minimal medium are treated with low concentrations of rifampin, which only partially inhibit transcription, and are shifted to 42°C, there is a transient stimulation of initiation but no increase in whole chromosome number per cell (32). Under these conditions, extra initiations are observed without induction of the "heat" dnaA protein; they require functional heat shock genes (32).

Pierucci et al. (63, 64) measured the effect of induction of DnaA synthesis from either the \(p_{L}\) promoter, using a temperature shift, or the strong lac promoter, using isopropyl-\(\beta\)-D-thiogalactopyranoside (IPTG), on chromosome replication. In these experiments, rifampin was added to stop further initiation and the amount of DNA synthesized during the completion of rounds of replication was measured. Their results indicate that in the presence of excess DnaA, in the absence of a temperature shift, a single extra round of replication can initiate in a considerable fraction of the population during prolonged incubation in 100 \(\mu\)g of rifampin ml. This extra initiation can occur several hours after the addition of rifampin. After a temperature shift, the majority of the cells immediately initiate one extra round of replication, independent of the stage during the cell cycle in which the cells happened to be. Similar results have been reported by Skarstad et al. (76).

During prolonged growth at 42°C, in the presence of different levels of DnaA protein expression, the initiation mass was reduced, but only by 20% (54). Further increases in DnaA protein expression did not lead to further reductions in the initiation mass, implying that some other factor had become limiting for initiation under these conditions. Surprisingly, the reduction in initiation mass was accompanied by a decrease in the replication velocity (increase in the C-period) so that the total amount of DNA per cell mass remained constant (54). This suggested that under conditions of continuous overexpression of DnaA protein, prematurely induced initiation events can lead to the synthesis of whole chromosomes but that the replication forks pause somewhere on the chromosome rather than being aborted.

Taken together, these observations indicate that an unphysiological excess of DnaA a single extra round of chromosome replication can be induced at any (or nearly any) time during the cell cycle. This induction is followed by a period of reduced initiation so that, during continuous overexpression of DnaA, the oriC/mass ratio is increased only 20% over the normal value.

Under conditions of continuous overexpression of DnaA, when the initiation mass is about 20% decreased, the synchrony of initiation remains perfect (54). Under such conditions, initiation can no longer be limited by DnaA; i.e., the timing of initiation must be controlled by another factor. Thus, if the oscillator mechanism normally involves DnaA, then, under conditions of continuous oversupply of DnaA, the timing of initiation of replication must be controlled by a feedback oscillator that is as precise as the DnaA oscillator. Alternatively, there is only one oscillator in the cell which does not involve DnaA.

In a cold-sensitive dnaA(Cs) strain, which carries an intragenic suppressor of a dnaA46 mutation (13, 47), several rounds of initiation occur upon a temperature downshift from 42 to 30°C (47). Unlike other temperatures, the DnaA protein is overexpressed, these initiations observed with the dnaA(Cs) mutant are lethal. Apparently, the mutant protein is capable of causing the initiation of several extra rounds of replication.

**Involvement of RNA polymerase and mioC in replication initiation.** As mentioned, initiation of chromosome replica-
tion stops instantly after inhibition of RNA polymerase by rifampin (14, 75). This suggests that RNA polymerase might be involved in the synthesis of a primer during the initiation of a round of replication. Numerous transcription pause sites which coincide with RNA-DNA junctions have been found within the oriC region; most of these transcripts originate at the mioC promoter, at a distance of about 0.5 kb from oriC in the clockwise direction (45, 48). The direction of transcription from mioC in the counterclockwise direction agrees with the predominant direction of the first replication fork formed during replication initiation at oriC (90), consistent with the idea that these transcripts are, indeed, primers for replication.

The mioC promoter is under stringent control (20, 68) and is repressed by DnaA (79), control features which mioC shares with the dnaA gene (see below). This might suggest that DnaA also controls synthesis of the replication primer. However, the significance of these observations is obscure since deletion of the mioC promoter on the chromosome has no effect on the timing and synchrony of replication initiation (8), and transcription from mioC is affected by DnaA only when the gene is on a plasmid (20). Furthermore, when mioC is expressed from an inducible promoter on oriC plasmids, its transcription frequency shows no consistent relationship to the oriC plasmid copy number (see below).

DnaA-dependent in vitro replication of oriC plasmids can be primed by either DnaG primase or RNA polymerase or both (61). Therefore, it is not clear whether chromosome replication is primed by RNA polymerase. It has also been observed that the partial unwinding of the oriC DNA during initiation is facilitated by transcription in the vicinity of oriC, a phenomenon which has been described as transcriptional activation (3). This suggests another possibility for the involvement of RNA polymerase in the initiation process. It is conceivable that RNA polymerase plays a double role in the initiation of replication, i.e., that initiation requires the coincident occurrence of transcriptional activation near oriC, the accumulation of sufficient DnaA molecules at oriC, and the pausing of RNA polymerase in the oriC region from a transcript originated either at mioC or further away, at the asnC promoter.

Replication of oriC Plasmids

Structure and function of oriC. The origin of replication of the E. coli chromosome was localized originally by measurements of gene frequency (7, 56) and later identified by determining the smallest restriction fragment which, in combination with an antibiotic resistance marker, allows replication as an oriC plasmid or minichromosome (60, 89). In this manner, a 245-bp segment of the bacterial chromosome was defined as a minimal oriC region. This segment includes four 9-bp DnaA protein-binding sites, one of three 13-bp A+T-rich sites at which the local unwinding of DNA begins at initiation, 11 GATC Dam sites, two adjacent promoters pointing in opposite directions, and two membrane protein-binding sites. There are no primosome assembly sites in the oriC or adjacent regions.

In vitro replication of oriC plasmids. In vitro replication studies of oriC plasmids suggested the following steps in the initiation process (11). First, DnaA-ATP complexes bind to the four DnaA-binding sites. Then further DnaA-ATP complexes bind to the origin DNA, presumably involving both protein-protein and protein-DNA interactions, until about 20 to 40 such DnaA-ATP complexes have bound. At the same time the oriC DNA wraps around the cluster of DnaA proteins. This causes the A+T-rich 13-mers, one after the other, to unwind and thereby allows two DnaB helicases and two DnaC molecules to enter the helix (84, 85). These events also require the proteins HU, SSB, and DNA gyrase. Priming by either DnaG primase or RNA polymerase can then occur (61). The replication fork moving counterclockwise on the chromosome (direction defined on the conventional genetic map) forms first (90).

In vivo replication of oriC plasmids. (i) Synchrony. oriC plasmids replicate in synchrony with the chromosomal oriC (55) suggesting that oriC plasmids are useful for studying the control of chromosome replication. An important question to answer would be whether the synchrony of oriC plasmid replication persists in the absence of cyclic chromosome replication, i.e., when the chromosome replicates under the control of a plasmid origin. If the oscillator is reset following initiation of replication of the chromosome, then oriC plasmids should not be able to replicate in a cyclic manner on their own. However, if the idea is correct that the accumulation of DnaA at oriC (including oriC plasmids) triggers initiation, or if the oscillator is not located on the DNA, the replication of oriC plasmids should be cyclic and independent of chromosome replication.

(ii) Copy number. The copy number of oriC plasmids is 8 to 10 per chromosomal oriC (53). Since fast-growing bacteria have up to eight chromosomal origins, there may be up to 80 oriC plasmids per cell. This number represents an average for an average cell between two divisions. Owing to the cell-to-cell variation in the copy number, the maximum number of oriC plasmids per cell is estimated to be around 200. If the oriC sequence is not involved in generating the cyclic activity, a trans-acting cyclic signal from the oscillator must not be limiting since it can serve such a large number of oriC plasmids in addition to the chromosomal oriC sites.

(iii) Compatibility. The presence of oriC plasmids in a cell has no effect on the cell mass per chromosomal oriC (82, 83). Models of replication control that involve the origin as part of the oscillator predict that the presence of oriC plasmids should affect the cell mass as a function, no matter whether the model is based on positive or negative control factors (see below). Thus, a 10-fold increase in the number of oriC sites as a result of oriC plasmids should lead to a 10-fold increase in the cell mass. Since this is not observed, it seems that only the chromosomal oriC concentration is controlled. This suggests that oriC plasmids do not carry the oscillator.

(iv) Copy number control and partitioning. A few generations after transformation with oriC plasmid DNA, most transformed bacteria contain one plasmid, about 10% of the cells carry two, and 1% carry three. During further growth under selective conditions, the average copy number per cell gradually increases over hundreds of generations, so that at any time all copy numbers (per cell) occur with equal frequency up to a maximum number. This maximum number increases with increasing number of generations, presumably as a result of random partitioning of plasmids during cell division and loss of plasmid-free cells in selective medium. These results indicate that neither the copy number nor the segregation at division of oriC plasmids is controlled (44).

(v) Effect of DnaA overexpression. Overexpression of DnaA by pulse induction from the tac promoter on a multicopy plasmid has been shown to produce an immediate increase in the rate of oriC plasmid replication at any time during the cell cycle, resulting in the induction of one extra round of replication in all cells (64). After the induction, there was a period of several-fold-reduced replication rate. During continuous induction, the rate of oriC plasmid repli-
cation increased again at about the time during the cell cycle when replication would also have occurred in the uninduced control culture. The results are consistent with the idea that all oriC plasmids have already undergone some preparation for the following round of replication which allows them to prematurely initiate that round in the presence of an excess of DnaA.

(v) Effect of mioC transcription. Immediately adjacent in the clockwise direction from the minimal oriC region lies an open reading frame for a 16-kDa protein. Transcription of this gene (mioC) can be reduced to 6% of its normal value with no effect on the copy number, but further reduction reduces the copy number (53). Also, disruption of the coding sequence has no effect, but substitution of a stronger or weaker promoter of this gene on an oriC plasmid or insertion of a transcription terminator between the promoter and oriC reduces its copy number by 50 to 70% (10, 79, 80). The gene has therefore been named mioC (modulation of initiation from oriC). The significance of these observations is obscure since there seems to be no consistent correlation between mioC transcription and oriC plasmid copy number.

Control of DnaA Synthesis

Effector-binding sites. The 52-kDa protein product of the dnaA gene has two effector-binding sites, one for ATP or ADP and the other for cyclic AMP (38, 73). The DnaA-ATP complex is a double-stranded DNA-binding protein that binds to specific 9-bp target sequences in the oriC region (30), near the mioC (79) and dnaA (12) promoters, and near the replication origins of many plasmids. The DnaA-ATP complex is the form that is active in initiation, although the ADP-bound protein can also bind DNA (73). ADP is released from DnaA by either cyclic AMP (38) or cardiolipin (74), which thereby allows reactivation of DnaA. The percentages of total DnaA protein in the cell complexed with these nucleotides and of free and bound DnaA, respectively, are not known.

Autoregulation. The dnaA gene has two promoters, p1 and p2, with a DnaA-binding site located between them (35). In vivo and in vitro, over 90% of dnaA transcription originates from p2 (21, 51, 65). Excess DnaA blocks transcription from both promoters in vivo and in vitro, indicating that the dnaA gene is autoregulated (1, 12, 51, 86).

Studies of whether autoregulation of DnaA plays a role at physiological DnaA concentrations have given seemingly contradictory results. (i) β-Galactosidase (β-Gal) synthesis expressed from the dnaA promoter increased fivefold after heat inactivation of mutant thermobable DnaA46 protein (1, 12). This suggested that, under normal physiological conditions, the dnaA gene is about 80% repressed by its own protein product. (ii) Removal of the DnaA-binding site between the two dnaA promoters abolishes repressibility by excess DnaA of either tetracycline resistance or β-Gal expressed from dnaA p2, as expected. However, in the absence of excess DnaA, tetracycline resistance or β-Gal expressed from dnaA p2 did not increase (1, 12). If the dnaA gene were 80% repressed by DnaA at physiological concentrations, removal of the DnaA-binding site should produce a fivefold stimulation of expression from the dnaA promoter, which was not observed.

The following observation was equally puzzling (1). Although heat inactivation of DnaA caused an immediate cessation of initiation of replication, the increase in β-Gal synthesis expressed from the dnaA promoter after a shift to the nonpermissive temperature occurred only gradually over a period of 4 to 5 h. This slow increase in β-Gal specific activity suggested a slowly decreasing autorepression, in contrast to the fast inactivation of initiation activity.

β-Gal activity is measured per total protein or per initiation, and therefore it is determined by the amount of β-Gal mRNA per total (bulk) mRNA. Thus, the relative rate of β-Gal synthesis depends as much on bulk mRNA synthesis as on the synthesis of specific β-Gal mRNA. After a shift to the nonpermissive temperature of a dnaA(Ts) strain, the rate of culture growth (mass increase) gradually declines over a 4- to 5-h period, as the decreasing DNA concentration becomes limiting for RNA synthesis. Owing to the control of ribosome synthesis, one might expect that the relative rate of stable RNA synthesis would gradually increase after the temperature shift relative to the rate of mRNA synthesis because the culture grows under conditions of an internal nutritional shift-up (70, 71). Therefore, a gradual increase in the rate of pdnaA-directed β-Gal synthesis at a temperature shift-up of a thermostensitive dnaA strain would be expected as a result of gradual changes in the global cell physiology under these conditions. This would explain the slow response of dnaA gene expression after heat inactivation of dnaA and, in addition, the apparent contradiction between the temperature shift result and the absence of an effect upon removal of the DnaA-binding site. In agreement with this interpretation, there is no increase in dnaA gene expression when a dnaA46 temperature-sensitive strain is shifted to 42°C if the chromosome is replicated by an integrated R1 plasmid or P2 prophage (65). Under these conditions, DNA replication continues at the high temperature, and so RNA synthesis does not become limited by a decreasing DNA concentration.

We suggest that the physiological concentration of DnaA protein in the cell is too low to produce a significant repression or autoregulation of the dnaA gene. The transcription of the dnaA gene is repressed only at an artificially increased concentration of DnaA as a result of overexpression from an inducible promoter or from the normal promoter on a multicopy plasmid. This conclusion is supported by a recent analysis of the effects of point mutations within the DnaA-binding site between the two dnaA promoters (65), which shows that although the minor p1 promoter can be repressed by DnaA protein, the major p2 promoter is not. Mutations in the DnaA-binding site actually reduce expression from P2. When both promoters are present and active, mutations in the DnaA-binding site have no effect on the levels of transcription and repression of dnaA transcription is observed only when excess DnaA protein is present.

Growth rate and stringent control. The percentage of total protein that is DnaA protein has been determined by immunoblotting: it increased almost in direct proportion to the growth rate, from 0.009% or 100 DnaA molecules per oriC at a growth rate of 0.5 doubling per h to 0.035% or 400 DnaA molecules per oriC at 2.5 doublings per h (20). Thus, there is no indication of a constant level brought about by autoregulation of the dnaA gene.

At the transcriptional level, the amount of mRNA from both dnaA promoters per total RNA increases in direct proportion to the growth rate (21, 65). Since total RNA is 98% rRNA and tRNA (17), this implies that dnaA mRNA is synthesized as a constant fraction of the stable RNA synthesis rate and that dnaA mRNA and rRNA synthesis are coregulated. Since stable RNA synthesis is under stringent control, mediated by the effector nucleotide ppGpp (5), one might expect that dnaA transcription is also under stringent control. In agreement with this expectation, it was found
that dnaA mRNA synthesis was inhibited during amino acid starvation of a relA+ strain but stimulated in a relA strain (21).

Temperature control. The amount of DnaA protein as a fraction of total protein has been measured at different temperatures from 30 to 42°C (9). There is a sixfold decrease in the amount of DnaA protein over this range of temperatures. Over the same range of temperatures the initiation mass has been found to be approximately constant, although it increases approximately twofold between 23 and 30°C (29). In a dnaA46 mutant there is a continuous increase in initiation mass between 23 and 35°C (29).

THEORY OF REPLICATION CONTROL

Definition and Significance of Terms

Replicon, replicator, and initiator. In analogy to the operon as a unit of transcription that is controlled at an operator site close to the transcription start, Jacob et al. (41) defined the replicon as a unit of DNA replication which is controlled at a replicator site near the replication start. These authors suggested that, in contrast to the negative control of transcription by a repressor, DNA replication might be controlled positively by an initiator. The initiator gene could be anywhere on the chromosome in the same way that a repressor gene does not have to be located close to the operator. The activity of the initiator was assumed to undergo cyclic changes, perhaps brought about by reactions occurring on the cell membrane. It was proposed that the DNA molecules of different replicons attach to the cell membrane near their origin, or replicator, and that upon initiation of replication, the membrane would grow in an equatorial zone between the replicated origins, thereby pulling the daughter replicons apart. It is not clear whether this idea is correct, since the mechanism of chromosome segregation is not yet known. It is also not known whether chromosome segregation is involved in the control of replication initiation.

Jacob et al. (41) left open the question of whether the synthesis, or only the activity, of the initiator is controlled and whether this control involves a special effector. Since they did not suggest a mechanism for the oscillator, the replication hypothesis is not a model of replication control, although it is often referred to as such.

Oscillator. The cellular mechanism which generates cyclic initiation activity is provided by a structure that has yet to be defined biochemically and that is called here the oscillator. All models of replication control which have been proposed assume that this structure has multiple binding sites for a controlling factor which may act positively or negatively. Thus, the term oscillator is analogous to replicator or operator, which are also binding sites for control factors. The oscillator may or may not be located on the chromosome at oriC. Wherever it is located, it must produce a cyclic signal acting at oriC. The oscillator, together with the output apparatus producing the initiation signal, will be termed the oscillator system. The terms replicator (41) and oscillator differ as follows: the replicator is, by definition, located at the chromosome origin, whereas the oscillator may be located elsewhere; the replicator receives the cyclic signal, whereas the oscillator generates it.

To generate cyclic replication, an oscillator must (i) sense the growth of the cell so that it knows when to fire in intervals of one mass doubling time; (ii) generate an output signal that leads to initiation; and (iii) sense when initiation of replication has occurred so that it can be reset for repetition of the cycle.

The sensor for the growth of the cell could be a set of multiple binding sites for a specific control protein that is constitutively synthesized. For example, in the DnaA model of initiation control, the sensors for growth are the DnaA-binding sites at oriC. As the cell grows, more and more DnaA molecules accumulate at or around these binding sites to trigger initiation of replication. This hypothetical set of binding sites for a specific control protein that generates periodic initiations of replication is the essential feature of the oscillator. The control factor that binds to the oscillator could be either a positive factor that accumulates at these sites as the cell grows or a repressor whose concentration is diluted by growth. For a negative factor, one has to assume cooperative binding of the control factor molecules, which generates the all-or-none response of the oscillator as a result of the gradual growth process. If the oscillator is on the DNA, it might be a special kind of operator that generates the cyclic activity of the initiator gene. Since, as discussed below, the number of factor-binding sites must be on the order of 100 to produce the observed regularity of consecutive initiation events, and since an operator with 100 cooperatively acting binding sites requires a new, as yet undefined mechanism to function in a cyclic fashion, the notion that the oscillator is a special kind of operator seems unlikely. A more plausible idea, suggested by Hansen et al. (34), is that the oscillator is a titration mechanism which binds and sequesters the control factor, thus preventing initiation until the control factor accumulates to a sufficiently high concentration. In this case, the oscillator need not be confined to a single site but could consist of many sites dispersed along the DNA (34).

If the oscillator involves oriC, the factor that binds to the oscillator might also be called an initiator, as it fits the original definition as a positive factor controlling initiation at a site near the replication origin (41). The output of the oscillator could then be a change in DNA conformation that facilitates either DnaA binding or a step following DnaA binding. If the oscillator is not part of oriC, the cyclic output of the oscillator would be the initiator, in accordance with the definition of Jacob et al. (41). The initiator could be RNA, protein, or something else, such as a specific DNA structure, and it could function either as an activator or as a factor that removes an initiation repressor.

The sensor for the occurrence of initiation could be a binding site for a feedback signal generated by the initiation of replication, but it would be simpler if the oscillator structure sensed the initiation event through its own duplication. Structures duplicating after initiation would be oriC, a site on the DNA close to oriC but not included in oriC plasmids, or perhaps a membrane structure. Ward and Glaser (87) inhibited cell division by using a sublethal dose of penicillin and observed the growth rate of the resulting filaments. The rate of length increase doubled stepwise at about the time of initiation. This suggests a doubling of a membrane structure which might be involved in the oscillator mechanism.

Most replication control models that have been proposed operate so that the oscillator not only produces the cyclic signal for initiation, but also determines the initiation mass or number of oriC sites per cell mass. This is because these models assume that the oscillator is part of oriC. However, generation of a cyclic initiation signal and control of initiation mass need not be coupled. If the oscillator is not part of oriC, as in the initiator titration model described below,
generation of the initition signal and control of the initiation mass are uncoupled. This raises the question of whether the initiation mass is controlled and, if so, how.

**Initiation mass and origin concentration.** Donachie (26) defined the initiation mass as the cell mass at the time of initiation of a round of replication, divided by the number of chromosomal oriC sites present at that time. It can be shown that the initiation mass is proportional (factor ln 2) to the total cell mass in a unit of volume of nonsynchronous exponential culture divided by the total number of replication origins in that volume of culture ($M_0 = \text{mass/origin}$) (16). In the following, the ratio mass/origin in exponential cultures will also be referred to as the initiation mass.

Sometimes, the cell mass at initiation (without being divided by the number of origins) is incorrectly referred to as initiation mass. Cooper and Helmstetter (25) defined the C-period as the time interval between initiation and termination of a round of replication. The reciprocal of C is the velocity of the replication forks. The D-period is the time between termination of a round of replication and the next cell division, which, in fast-growing bacteria, is approximately 20 min (25). The cell mass at initiation ($M_0$, i.e., not per origin) increases in a step function with increasing growth rate (16): $M_0 = (1/\ln 2) \times M_0 \times 2^n$, where $n$ is the next lower integer of $(C + D)/\tau$; i.e., twofold steps occur at doubling times for which $(C + D)/\tau$ has integer values (26). Assuming that $C + D = 60$ min, these steps occur at $\tau = 60$, 30, and 20 min, corresponding to growth rates of one, two, or three doublings per h, respectively.

The reciprocal of initiation mass, origins/mass, measures the cytoplasmic origin concentration. For plasmids, the origin concentration is equivalent to the plasmid copy number per cell mass. Thus, initiation mass, mass per origin, and origin concentration (origins/mass) all reflect the same parameter. The initiation mass expresses the protein requirement for initiation, i.e., the link between growth and replication initiation. We propose that the relevant parameter is mass/oscillator. If the oscillator doubles on initiation (see above), then mass/oscillator and mass/oriC (in the absence of oriC plasmids) are equivalent.

If the oscillator is not part of oriC, there may be no need for a mechanism to control the initiation mass. As described above, oriC plasmids increase in number because of random partitioning at division, combined with the elimination of plasmid-free cells by selection. Since the chromosome cannot be lost, there can be no change in the average chromosome number per cell in a population as long as replication is cyclic and equipartitioning of chromosomes occurs at division. Therefore the chromosome number per cell or cell mass, and thus the mass per chromosomal oriC site, must remain constant even in the absence of a specific control of the initiation mass.

There are some indications that the chromosome number, and hence the initiation mass, may not be controlled. If a dnaA167 mutant is shifted from 42 to 30°C, the amount of DNA per cell is halved (28). Conversely, if a dnaA46 mutant is shifted from 30 to 42°C with simultaneous overproduction of wild-type DnaA protein, the amount of DNA per cell is doubled (88), apparently producing diploid cells. Such diploidy could be conserved in the absence of a specific control of initiation mass if the two copies replicated in synchrony in a similar way to oriC plasmids. If it could be confirmed that the initiation mass is not controlled, this would strongly suggest that the oscillator is not located on the chromosome.

**Growth rate invariance of initiation mass.** It is sometimes assumed that the significance of the initiation mass lies in its constancy (growth rate invariance). However, the observation that initiation occurs when a certain amount of protein per origin has accumulated is implicit in the cyclic nature of initiation. The particular amount of protein per origin reflects the protein requirement of initiation, not any growth rate invariance of the initiation mass. If the synthesis of an initiation factor were subject to growth rate control, the initiation mass would vary with growth rate, as, in fact, it does at low growth rates. Cyclic initiation control does not depend on the growth rate invariance of the initiation mass.

The growth rate invariance of the initiation mass becomes important when considering a particular potential initiation factor, like DnaA, whose growth rate-dependent synthesis is known. In that case the question arises of whether the observed growth rate dependence of DnaA synthesis can generate the observed growth rate invariance of the initiation mass. For DnaA, this poses a problem.

**Initiation age.** Initiation age ($a_i$) is the time between cell division and the following initiation of a round of replication, measured in units of mass doubling time. For example, $a_i = 0.5$ means that rounds of replication are initiated halfway between two divisions separated by the average division interval. The average initiation age is a function of $C$, $D$, and $\tau$ (16): $a_i = n - (C + D)/\tau$, where $n$ is the next higher integer of $(C + D)/\tau$. Changes in $C$, $D$, or $\tau$ which alter the initiation age do not affect the initiation mass, and, conversely, changes in the initiation mass do not affect the initiation age (23). Thus, although it may seem counterintuitive, the initiation age is not relevant to the control of replication.

During continuous overexpression of DnaA, initiations were found to occur earlier in the cell cycle, i.e., at a lower initiation age (54). This seems to contradict the conclusion above, that the control of initiation does not affect the initiation age. However, in these experiments, an increased C-period was also observed under these conditions (see Chromosome Replication, above). As the formula for the initiation age (above) shows, an increase in $C$ causes a decreased $a_i$. Thus, the altered initiation age during overexpression of DnaA is the result of a longer C-period rather than of a lower initiation mass. It is not clear why the C-period changed in those experiments. When using a non-temperature-sensitive dnaA mutation that produced an increased initiation mass, the C-period and initiation age were found to be unaltered (23).

That altered control of replication initiation does not affect the initiation age indicates a coupling between replication and division. If replication from oriC begins at a cell mass that is smaller or greater than normal as a result of an altered control of initiation, and if the C- and D-periods do not change as a result of the altered control of initiation, division is expected to occur accordingly earlier or later, so that the initiation age does not change. This coupling apparently does not occur when the chromosome is replicated from an integrated plasmid origin (6).

**Models of Replication Control**

**Physical oscillators.** Physical oscillators serve as intuitively plausible analogies for biochemical oscillators. One example is based on the siphon mechanism: a steady stream of water into a jar causes the water level in the overflow tube in the shape of an inverted U to rise until the level goes over the apex of the tube; then the whole content of the jar is suddenly emptied (i.e., siphoned out), while filling continues. The cycle then repeats. This system features in
common with a growing cell: the continuous filling would be analogous to the growth of a cell, and the periodic emptying would be analogous to cyclic initiation of replication. The strict correlation between cell growth and cyclic initiation of replication is represented in the siphon model by a similarly strict correlation between a steady rate of filling and the frequency of periodic emptying. The faster the filling (growth), the greater the frequency of emptying (initiation) events. It is also noted that the emptying resets the device so that the cycle can begin anew. The ability to reset is an important property of all oscillator mechanisms and must have its analogy in biochemical oscillators.

An electrical analogy would be a capacitor with a glow discharge lamp in parallel. Charging of the capacitor at a steady rate causes a sudden discharge when the ignition voltage of the lamp is reached. The device produces periodic flashes of light. Here a sawtooth-shaped potential curve is generated by a steady flow of electricity. Again, the oscillation frequency is strictly correlated with a given rate of charging. In the cell, we are looking for some biochemical mechanism that produces similar cyclic events as a result of the continuous growth process.

**Biochemical oscillators: positive control.** (i) oriC model. A model for a positively controlled oscillator is obtained by assuming an initiator (positive factor) that is synthesized constitutively at a rate corresponding to a constant fraction of total protein synthesis and whose targets are multiple binding sites at the replication origin. The initiator accumulates at these sites throughout the cell cycle, and when N such sites have bound an initiator, this triggers initiation. The greater is N, the greater is the synchrony of initiation at multiple origins and the greater is the precision of the cycle period.

One may or may not assume that the initiator is consumed (or inactivated) in the process of initiation; the oscillator would work with either assumption. After initiation, it would always take one generation time to accumulate N initiators per origin, no matter how fast the growth or how much initiation factor is synthesized per total protein.

This model has not been spelled out in such detail in the literature, but it underlies the “I + C + D” hypothesis of Helmstetter et al. (37). How this model works is best illustrated in a computer simulation. The simulation generates an exponential increase in the amount of protein and stepwise doublings of oriC and cell numbers every \( \tau \) min (Fig. 2a; see Appendix for details). For \( \tau = 25 \) min, the number of origins per cell fluctuates between 4 and 8 and initiation occurs 15 min after division (Fig. 2b), in agreement with observed data for \( \tau = 25 \) min.

When the growth rate is decreased while all other parameters are being held the same, the initiation frequency changes accordingly, i.e., with \( 1/\tau \). The initiation mass (protein/origin at initiation) remains constant (Fig. 3a), but the cell size (protein/cell) changes (Fig. 3b). Again, these simulated changes agree with observations not only qualitatively but also quantitatively. Thus, the model correctly generates several observed features of the cell cycle.

The steady-state conditions achieved by the simulation are independent of the initiation starting conditions. If these were changed, for example by increasing the protein content of the starting cell 10-fold, one would observe more rapid initiations initially until the equilibrium situation seen in Fig. 3 and 4 was reached (Fig. 4b, lower curves). Changing the fractional synthesis of initiation factor, \( \alpha_1 \), causes a change in the initiation mass and cell size, but other features of the control remain unchanged. If the assumption is dropped that the initiator is inactivated at initiation, the initiation mass and average cell size would be 50% reduced, but otherwise the cell cycle would be generated in the same manner and with the same precision.

In these simulations, random fluctuations of the number of initiators bound to the origin were not considered; therefore, the synchrony and precision of the cycle period are always perfect in the simulation and are independent of the number of binding sites (N). It would not be difficult to include randomness in both the synthesis of initiator molecules and the binding of initiator to the origins.

(a) DnaA protein as the initiator. The positive oriC model has been specifically tailored for DnaA protein as the positive initiation factor (55). Properties of dnaA gene expression were taken into account, including autoregulation and stringent control. This model is a special case of the basic model above, with one major addition: a refractory period after initiation was assumed during which the DnaA protein cannot bind to the replicator. Therefore, active initiator (DnaA-ATP) would be liberated as soon as initiation had occurred at one origin. This extra initiator would increase the amount of free initiator and thus cause an avalanche of further initiations at other origins in the same cell, since each origin liberates more active DnaA, which accelerates the process. This feature (which could be applied to any initiator, not only to DnaA) produces a synchrony of initiation in the computer simulation comparable to the observed synchrony.
For DnaA, $\alpha_1$ is between 0.009 and 0.035%, increasing with the growth rate (20). This corresponds to 100 to 400 DnaA monomers per origin. This is an excess over what is needed, especially at higher growth rates, since only 20 to 40 DnaA monomers are expected to bind at each origin. There may be additional DnaA-binding sites on the DNA outside the origin region, but since the amount of total chromosomal DNA per origin decreases with increasing growth rate, the excess DnaA at higher growth rates cannot be expected to be all absorbed by binding to these other sites on the DNA outside the oriC region. It might be thought that autoregulation of DnaA synthesis could reduce the excess of DnaA, but the observed values of DnaA synthesis are the result of all regulation to which DnaA is subject, including autoregulation. The question therefore arises of how a constant initiation mass of the observed magnitude can be achieved with this excess DnaA and with the observed growth rate dependence of DnaA synthesis. Either much of the DnaA must always be free, i.e., if oriC binding or activation of DnaA is slow, or there are additional binding sites in the cell, not on DNA, which sequester the excess DnaA. The first possibility was explored by computer simulation; the second possibility is discussed further below.

The basic oriC model was modified to include a simulation of the binding of the DnaA initiator to its sites near the origin of replication (see Appendix). First, tight binding is considered. In this case the results should be the same as for the unmodified model (Fig. 2 and 3), except that the simulation now gives absolute values for the initiation mass corresponding to the observed value of $4 \times 10^8$ amino acid residues in the protein per origin, independent of the culture doubling time (Fig. 4a). The equilibrium initiation mass is approached within a few hours, no matter whether one starts with too small a cell of 0.1 $\times 10^8$ amino acid residues in the protein or too large a cell of $10^8$ amino acid residues in the protein (Fig. 4b).

Assuming a doubling time of 60 min and 30 binding sites per origin, and assuming also that binding to the origin is the rate-limiting step, then 30 DnaA monomers must bind to each origin during one generation, corresponding to a rate of 0.5 monomer per min per origin. At twice the growth rate ($\tau = 30$ min), the binding would have to be twice as fast, i.e., 1 monomer per min per origin. To double the rate of binding, the concentration of free DnaA should double. Thus, excess total DnaA at high growth rates might be necessary to generate the extra free DnaA required to drive the binding reaction at the required speed.

To simulate each concentration-dependent DnaA binding, an initial set of values was chosen so that with $\tau = 60$ min and the observed value of $\alpha_1 = 0.015$%, the correct initiation mass of $4 \times 10^8$ amino acid residues per origin was obtained (Fig. 5a, middle solid curve); this results in 17% of the total DnaA bound and 83% free (Fig. 5a, upper dotted curve).

If $\tau$ is now decreased to 30 min without changing $\alpha_1$, the initiation mass (protein/origin) rises (Fig. 5a, upper solid curve) while the fraction of bound initiator declines without
ever reaching an equilibrium level (Fig. 5a, lower dotted curve). That is, an increase in the growth rate destabilizes the system; replication does not keep up with growth, and DNA is being diluted out. The situation is stabilized by increasing $\alpha_i$ to the observed value for DnaA at $t = 30$ min, 0.035%. Now, however, the initiation mass decreases sixfold to a value which is too low ($0.7 \times 10^8$ amino acids per origin [Fig. 5a, lower solid curve]) and is at variance with the observed constancy of the initiation mass. Furthermore, it takes more than 10 h to reach an equilibrium (Fig. 5b); this does not happen in reality.

These simulations show that, with a concentration-driven system, the concentration, and therefore the fractional synthesis, of initiation factor must increase with growth rate in order to achieve a growth rate invariance of the initiation mass, but the increase must be less than that actually observed for DnaA. Thus, if the system is to work for DnaA, some refinements must be added.

Since only a DnaA-ATP complex binds to its oriC binding sites, the pool of free DnaA should be divided into active (ATP-bound) and inactive DnaA. Because it is not known how much active and inactive DnaA is in the cell, how the relative proportions vary with growth rate, and how fast these forms of DnaA are converted into each other, different assumptions about these parameters can be made. Furthermore, the number of additional chromosomal binding sites for DnaA and their binding properties are not known; this gives even more freedom of choice in the parameter values. Therefore, it is always possible to obtain the correct initiation mass, using observed values of $\alpha_i$ for DnaA at a particular growth rate, by assuming a special growth rate dependence of one or more of these additional parameters (55).

(ii) Non-oriC model. The observation that oriC plasmids are compatible with the chromosome suggests that oriC is not an essential part of the oscillator. A model for a positively controlled oscillator located outside oriC has been proposed by Hansen et al. (34). In this model, termed the initiator titration model, the oscillator consists of approximately 75 high-affinity DnaA-binding sites dispersed on the DNA but concentrated near oriC. During most of the cell cycle, these sites are gradually filled with DnaA protein. Once they are filled, further DnaA synthesis is expected to lead to a rapid rise in the concentration of free DnaA, which then causes binding of DnaA to lower-affinity sites at oriC, resulting in initiation. The ensuing chromosome replication creates new high-affinity sites, which reset the oscillator for a new cycle.

Additional features of the model are similar to those described above for the DnaA model. In particular, it is assumed that free, active DnaA molecules are liberated from oriC following initiation; this is responsible for the synchrony of initiation at multiple origins. The model also assumes that oriC DNA is unavailable for DnaA binding for some time after oriC replication. This creates a refractory period that prevents multiple initiations at a single origin.

In this model, DnaA protein has two functions, one as initiator and the other as control factor for the oscillator. This distinguishes this model from the DnaA model discussed above. The model can account for the excess of DnaA protein over what is needed for initiation, and, since the high-affinity sites are not included in oriC plasmids, it can qualitatively account for the compatibility of oriC plasmids with the chromosome.

Because of its assumption that DnaA is the control factor for the oscillator, there are difficulties with this model. First of all, there is as yet no evidence that the postulated dispersed high-affinity binding sites exist. A second objection is that autoregulation of dnaA gene expression might suppress DnaA synthesis when the DnaA concentration rises after the high-affinity sites are filled, just at a time when further DnaA synthesis is required for initiation. However, this objection can be overcome if autoregulation is negligible at physiological concentrations of DnaA (65). Third, the model requires that the synthesis of DnaA protein not vary with growth rate in order to explain the growth rate invariance of the initiation mass. However, according to published results, DnaA synthesis as a fraction of total protein synthesis increases with increasing growth rate (20), which is consistent with the reported stringent control of dnaA gene expression (21). Moreover, the small (54) or even undetectable (24, 63) effects of continuous overproduction of DnaA on the initiation mass are at variance with this model.

Finally, because of the high copy number (8 to 10 per chromosomal oriC) and the large number (20 to 40) of DnaA molecules per oriC required for initiation, the presence of
orC plasmids should still significantly delay or desynchronize initiation, which is not observed (82, 83).

Because of these objections, it seems unlikely that the initiator titration model as postulated is correct. However, the idea of a non-orC oscillator which titrates a control factor deserves serious consideration. If the factor were not DnaA, but some other protein whose synthesis is growth rate invariant and which is required only in small numbers to trigger initiation, such a model could explain all known observations of the control of bacterial chromosome replication. The model would also work if the oscillator were a membrane structure with multiple binding sites, provided that the structure doubled upon initiation.

(iii) Sompayrac and Maaloe version. The expression of a constitutive initiator gene cannot be expected to be entirely constant in time or growth rate invariant, since it is subject to metabolic control after changes in the growth medium and to gene dosage effects after replication of the gene during the cell cycle. Although a constant rate of initiator gene expression is not required to generate cyclic initiations (as long as the changes in gene expression are subject to the same cycle period), Sompayrac and Maaloe (78) proposed a mechanism which might produce an exactly constant rate of gene expression, independent of the growth rate and of gene dosage. The idea was to couple the initiator gene in an operon with a gene encoding an antirepressor for that operon. Whenever the expression of the operon deviated from its equilibrium value, the concentration of the antirepressor would deviate in the same manner to bring about an adjustment toward the controlled equilibrium. As a result, both repressor and initiator would be synthesized at a constant rate. Even after replication of that operon, when the gene output would normally double, the rate of initiator gene expression changed only by 3% in the computer simulation of Sompayrac and Maaloe. The small variation was based on an assumed relationship, relative derepression versus relative concentration of antirepressor, a curve to which the authors refer as a free parameter. A mechanism to generate this curve was not discussed.

It is not known whether a system as proposed by Sompayrac and Maaloe (78) exists, but, more importantly, it could not work as proposed. At the protein level, the expression of any gene depends on the amount of its mRNA relative to total mRNA because ribosomes compete for mRNA. Total mRNA synthesis is subject to growth rate control. Therefore, to keep the concentration of a particular protein constant, the rate of its mRNA synthesis must vary according to the varying rate of bulk mRNA synthesis. Thus, even if the kind of tight autoregulation assumed by Sompayrac and Maaloe could be produced by some mechanism, their system could not keep gene expression constant after changes in the growth medium.

(iv) Relationship between the model of Sompayrac and Maaloe and the DnaA model. Since DnaA is autoregulated, it has been suggested that the proposal of Sompayrac and Maaloe (78) applies to DnaA, i.e., that initiator and antirepressor are the same protein (55). Apart from our conclusions above that DnaA is not normally autoregulated and that the model of Sompayrac and Maaloe could not work as proposed, there is another difficulty with this idea. The positive initiation factor would work best if it bound tightly to its target sites so that the amount of factor accumulated, not its concentration, determined the timing of initiation. This is consistent with observation that inhibition of protein or RNA synthesis immediately inhibits initiation. On the other hand, the antirepressor can work only if its concentration is held constant and in excess over the concentration of binding sites. If the initiator and antirepressor were the same, the binding of initiator to the origin would reduce the repressor concentration and lead to an increasingly higher, rather than constant, rate of initiator synthesis.

It might seem that this difficulty could be overcome by proposing a concentration-dependent binding rate of initiator to its target sites. In that case a constant concentration of initiator and repressor would be desirable for a given rate of growth. However, then the concentration of initiator would have to increase with increasing growth rate to achieve the faster initiations required during faster growth. Therefore, the model for a constant repressor concentration would not apply to different growth rates.

Negative control. (i) Inhibitor dilution model. A potential mechanism for negative control, known as the inhibitor dilution model, was proposed by Pritchard et al. (66). A stable initiation repressor was assumed to be made in bursts immediately after initiation of each round of replication. The repressor concentration would thus be maximal immediately after initiation and then decrease as a result of further cell growth in the absence of repressor synthesis. The repressor gene was assumed to be near the replication origin, perhaps temporarily activated during its replication. The model assumed that a repressor concentration equal to half the maximum concentration would represent a threshold at which initiation is no longer repressed; then another round of replication would be initiated one generation after the previous one, causing another burst of repressor synthesis, and so forth. The required all-or-none response with only two-fold differences in repressor concentration was assumed to be due to cooperative repressor binding: the greater the cooperativity, the greater the precision and synchrony of initiation.

In this model, a change in repressor synthesis, e. g., due to mutation, that led to a change in repressor gene activity would change the initiation mass but not the repressor concentration or initiation frequency. For example, if the amount of repressor synthesized during the burst were reduced, the next initiation would occur earlier when the cells were smaller than normal. The reduced burst at the reduced cell volume would again produce the normal peak concentration of repressor, and it would again take one mass-doubling time to dilute the repressor to the threshold concentration, equal to half the peak concentration.

(ii) Unstable repressor model. The inhibitor dilution model was subsequently modified by proposing an unstable replication repressor, constitutively expressed from a gene close to the replication origin (27). With this modification, there was no need to assume bursts of repressor synthesis immediately after initiation. Since replication causes a doubling of the repressor gene dosage, the concentration of the unstable repressor would double after initiation and thereby prevent further initiations. This model also produces cyclic twofold variations in repressor concentration in a sawtooth-shaped fashion, which must produce the all-or-none response with respect to initiation, again assumed to be due to cooperative repressor binding at the origin.

If, in this model, the condition of multiple binding sites at the origin (including cooperativity) is dropped, i.e., assuming only a single binding site, the result would be random replication. Such a model seems, indeed, to apply to ColE1 plasmid replication, in which an unstable replication repressor exists in the form of a small RNA molecule, called RNAI (81). The ColE1 RNAI does not bind to a replicator at the plasmid replication origin; rather, it binds to the preprimer.
transcript, RNAII. The effect on the control and its mathematical description, however, are similar to those of the unstable repressor model (18).

Comparison of positive and negative control. Both the positive- and negative-control models described above generate a cycle frequency that is strictly coupled to the rate of cell growth. Initiations occur at intervals of one mass doubling time independent of the value of the growth rate. The control of synthesis of the control factor, initiator or repressor, affects the initiation mass and thereby the average cell size, but not the cycle period. We do not yet have an answer to the question of whether chromosome replication is controlled negatively or positively.

Pritchard et al. (66) have argued that a positive mechanism would not produce a constant initiation mass. For example, if initiation were occurring abnormally late in a particular cell as a result of fluctuations in the number of initiator molecules bound to the origin, the next initiation in the daughter cell should occur earlier, so that the average cell mass at initiation is kept constant. However, these authors asserted that this adjustment could not be achieved by positive control because of a lack of negative feedback. For that reason, they did not discuss further positive control and considered only the implications of negative control.

A stronger argument against positive control seems to be the following. Assuming that it were possible to introduce another chromosome into a cell, this would double both the origin concentration and the synthesis of a positive initiation factor because of the doubling of the gene dosage for the factor. As a result, initiation factor would accumulate twice as fast, but, owing to the doubling of the binding sites for the factor, it would also be consumed twice as fast, so that initiation would occur at the normal time and cell mass. Since the number of origins has doubled, but the cell mass at initiation is expected to remain normal, the origin/mass ratio would double. Therefore, the initiation mass would not be controlled.

Negative control, however, seems to be capable of controlling the initiation mass under the same conditions, i.e., after a doubling of the chromosome number. If the rate of repressor synthesis would double owing to gene dosage; therefore, the cells would have to grow to twice the normal size to dilute the repressor sufficiently for initiation to occur. Twice the number of origins at twice the cell size at initiation would give the normal origin per mass ratio; i.e., the initiation mass would be kept constant, as observed.

Although intuitively plausible, the above arguments are based on misconceptions. First, positive control of initiation would readily correct fluctuations in the origin/mass ratio because larger cells have more ribosomes and thus produce more initiator for a given amount of mRNA. Second, the gene dosage argument does not hold. During a doubling of the whole chromosome number, the rate of total transcription remains unchanged because transcription is limited by the concentration of RNA polymerase, not by the concentration of DNA (22). The concentrations of RNA polymerase and ribosomes also remain unchanged under these conditions (22). In other words, the doubled number of initiator genes must compete for RNA polymerase with the doubled number of all other genes. Therefore, each gene is transcribed at half the normal rate and so the total synthesis of each RNA species remains unchanged. As a result, initiation factor would accumulate at the normal rate in the case of positive control, but since it has to serve twice the number of origins, it would take twice the normal mass accumulation to get initiation. Twice the normal mass at twice the number of origins at initiation gives a constant initiation mass. Thus, positive control does produce a constant initiation mass.

If the notion of unchanged total transcription under conditions of excess DNA is applied to negative control, it is seen that negative control would not keep the initiation mass constant since the repressor synthesis would not be changed at a doubling of the chromosome number, contrary to the assumptions above which led Pritchard et al. (66) to accept only negative control.

In summary, positive but not negative control is suited to maintaining a constant initiation mass. Interestingly, negative control works for plasmids since plasmid DNA constitutes only a minor fraction of total cellular DNA. Therefore, a doubling of the plasmid copy number without simultaneous doubling of chromosomes would lead to a doubling of the synthesis of plasmid-encoded replication repressor and thus reduce the plasmid copy number again to the controlled value.

Other models. (i) More than one limiting factor. Every conceivable model of replication control can be classified as either positive or negative control. However, the actual mechanism of control can be more complex than was envisioned in the models described above. For positive initiation control as described above, the initiation factor was also the limiting factor; i.e., any change in the rate of factor synthesis was expected to cause a corresponding change in the rate of initiation. Conversely, if a limiting factor has been experimentally identified, such as DnaA, it might seem justified to conclude that this limiting factor must be the controlling factor of the oscillator. This, however, is not necessarily the case since more than one factor might be limiting. For example, the timing of initiation might be determined by a reaction preceding the DnaA step. If the DnaA step follows and requires a length of time that is not negligible in comparison with the generation time, the concentration of active DnaA could be limiting even if it is not involved in the oscillator. Therefore, a mutational defect in DnaA, e.g., a dnaA46 strain grown at the permissive temperature, could lead to delayed and randomized initiation (77), despite a proper clock mechanism. If DnaA takes a longer time than normal and variable time to form a functional DnaA cluster at the origin prior to initiation (39).

(ii) Removal of a repressor. Another possibility would be that the formation of a functional DnaA cluster at the origin is prevented most of the time by a repressor that blocks the DnaA-binding sites. An oscillator which is based on positive control as described above, but which lies outside the origin and does not involve DnaA, might then generate in cyclic bursts a positive factor capable of removing the repressor. Thus, initiation would be controlled negatively, but the positively controlled oscillator generates a positive factor which removes the repressor. Two possibilities exist for such a repressor. First, membrane proteins which protect specific regions at oriC have been described (42, 43). Second, a soluble protein has been characterized which binds to the 13-mer repeats within oriC and inhibits replication in vitro (40). However, overproduction of this protein, or inactivation of its gene, has only a minimal effect on DNA replication during exponential growth (8), and so its significance remains questionable.

Concentration- versus amount-driven systems. If the control factor for the oscillator binds tightly to its multiple target sites, only the amount of factor synthesized determines how fast the sites are filled and when initiation occurs. However, if the binding is slow or highly reversible, the concentration, rather than the amount, of factor determines the rate of
filling of the target sites. The positive control described above was amount driven, whereas the negative control was concentration driven. Negative control must be concentration driven since, at a certain lower threshold concentration, all repressor should come off its binding sites. Positively controlled oscillators could also be concentration driven.

If binding of the positive factor to the target sites were slow, the concentration of factor must adjust to the rate of growth. This affects the conditions required to generate the observed growth rate invariance of the initiation mass: for the amount-driven system, synthesis of factor per total protein should be constant, whereas for the concentration-driven system, synthesis of factor per total protein should increase in proportion to the growth rate.

**ALTERNATIVE TO CONTROL BY DnaA**

The assembly of about 30 DnaA proteins at the origin as a first step for initiation seems to be ideally suited to producing a positively controlled oscillator. No other known feature of the origin suggests itself as part of a mechanism for cyclic control. Although this seems to argue for the correctness of the DnaA model, implications of this idea are at variance with other observations and make it necessary to consider alternative models, despite the absence of experimental support for such alternatives. In our view, the most serious objection to all DnaA models is the observation that initiation continues with perfect synchrony in the presence of excess DnaA protein (54), implying that some other limiting factor is providing the oscillator.

The following proposal could explain several observations of DnaA overexpression and oriC plasmid replication that are otherwise unexplained. It is not a model for an oscillator and has mainly heuristic value to stimulate further experiments and discussion.

The compatibility of oriC plasmids with the chromosome and the lack of copy number control of oriC plasmids suggest that oriC is not directly involved in the oscillator structure. In this case DnaA could not be the initiator as defined here, and the output of the oscillator would not be periodic initiation but periodic generation of an unstable initiation activator. This idea removes the difficulty with the excess of DnaA over what seems to be needed for initiation and its growth rate control despite the constancy of the initiation mass; it would further explain the synchrony of initiation, the observation that oriC plasmids do not affect the cell mass at initiation, the lack of copy number control of oriC plasmids, and the observation that during continued oversupply of DnaA, initiations occur with normal synchrony at only a slightly reduced initiation mass. These observations are difficult to reconcile with DnaA models.

The second important observation that led to the following proposal is the temporary effect of DnaA oversupply on chromosome and oriC plasmid replication: excess DnaA stimulates only a single round of replication (64, 76). This means that after a single stimulated round of replication, extra DnaA can no longer produce another initiation. Thus, either a repressor inhibits further replication or a positive factor that was present before the induction of extra DnaA is no longer active. Since it is difficult to see why a repressor present after replication should be absent before the induction of extra DnaA, a positive factor seems more likely. It is therefore proposed that all oriC sequences are provided with a factor required for the next initiation every time a round of replication is initiated. This factor facilitates initiation in the presence of an unphysiological excess of DnaA and can be used only once. This idea implies that the stimulation of an extra round of replication by excess DnaA should be followed by a period of reduced initiations since the stimulation only causes initiations to occur earlier than scheduled. Such a period of reduced initiations after stimulation of extra initiations has, indeed, been observed (64).

If a positive factor assists in initiation induced by an excess of DnaA, the question arises of how initiation starts at physiological concentrations of DnaA. We propose that the factor must be further activated by another factor that reduces the threshold concentration of DnaA required for initiation. This other (unstable) factor is also provided only once during the cell cycle and either is made in excess over the number of origins or acts catalytically, so that it can produce synchronous initiation at a large number of origins (which may be as many as 200 per cell).

Together, these considerations have led to the following proposal. (i) At physiological concentrations of DnaA, the binding and function of DnaA at the origins require two additional activating factors, A and B, which are unstable and are provided only once during a short period of the cell cycle by an oscillator system that does not involve oriC or DnaA and that has yet to be identified. The activator A might remove a repressor for initiation bound at oriC (40). B might be an effector that activates A. (ii) Factor A stays with the origin after initiation in preparation for the next round of initiations. In the presence of A alone, an excess of DnaA can cause initiation of a single round of replication without activator B, especially under conditions of reduced protein synthesis and elevated temperature. Further initiations require new factor A, generated only once during the cell cycle. (iii) The oscillator system that periodically generates factors A and B requires the continued synthesis of some protein. It could involve sites on the chromosome downstream from the origin which are not included in oriC plasmids, or it might be located on a cell membrane structure that doubles at initiation. (iv) A refractory period after initiation prevents multiple initiations until unused factors A and B have decayed. (v) The time required for the DnaA step following the activation by factors A and B is not negligible at physiological DnaA concentrations and especially not for temperature-sensitive dnaA mutants grown at the permissive temperature. This causes the loss of synchrony of initiations and increased initiation mass in such mutants.

In making such a proposal, we must also explain why hypothetical factors such as A and B have not been identified despite so much effort expended on the study of replication initiation. Our understanding of the control of initiation of chromosome replication is based on the identification of factors by genetic approaches. There is every reason to believe that mutations which specifically affect the control of initiation may not have easily detectable phenotypes. Cells grow when the normal replication control is completely removed, i.e., when replication is initiated at an integrated plasmid origin (49). There have been very few attempts to identify mutations which directly affect replication control, for example by screening for mutations which affect cell size, and it seems that there is a good possibility of making progress in this direction as well as in pursuing biochemical studies (40).
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APPENDIX

Computer Simulation of Replication Control

Positive oriC model. In the following, the control of replication implied in the model based on a positive factor acting at oriC is visualized by computer simulation. For this purpose, one may assume an arbitrary starting condition of one cell (Cells = 1) containing one unit of protein (P = 1), one origin of replication (Ori = 1), and zero initiator (I = 0). Furthermore, protein concentration increases exponentially (doubling time, $\tau$), initiator is synthesized as a constant fraction ($a_0$) of total protein, and there are N initiator-binding sites at each origin that must be filled for initiation to occur. At initiation, the number of origins doubles (Ori = 2 $\times$ Ori) and all initiator becomes activated (value reset to I = 0); cell division always occurs 60 min after initiation of replication (25). These assumptions are written as a series of relationships, each corresponding to a step (steps 1 to 5) in a loop that must be recalculated for every differential time increment $dt$ ($dt = 1$ min), beginning at $t = 0$:

\[
\begin{align*}
\frac{dP}{dt} &= P \times \ln 2/\tau \times dt; \quad P = P + dP \\
\frac{dI}{dt} &= a_0 \times dP; \quad I = I + dI \\
\text{If } I/\text{Ori} = N \text{ then Ori} = 2 \times \text{Ori}; \quad I = 0 \\
\text{Cells} &= \text{Ori}_0 - 60 \\
t &= t + dt
\end{align*}
\]

Step 3 sets the condition for initiation and resets the initiation factor to zero. The simulation generates an exponential increase in protein and stepwise doublings of origin and cell numbers every $\tau$ min (Fig. 2).

Reversible binding of initiator to the target sites. In this case, one must distinguish between free and bound initiator (I$_f$ and I$_b$) and include the following relationship for the rate of binding in the simulation:

\[
\frac{dI_f}{dt} = (k_1 \times [I] - k_2) \times \text{Ori}
\]

where the association constant $k_1$ is the number of initiator monomers binding to each origin per minute per unit of concentration of I. The unit of concentration will be defined as 1 monomer per $10^8$ amino acid residues in total protein. The dissociation constant $k_2$ is the reciprocal of the average lifetime of the complex. The values of $k_1$ and $k_2$ are assumed to be independent of the number of monomers already bound to a given origin, an unrealistic assumption made for simplicity.

The following further relationships must be included:

\[
\begin{align*}
I_{tot} &= I_f + I_b \quad \text{(total factor = free + bound)} \\
[I] &= I/P \quad \text{(concentration of free factor as monomers per total protein)} \\
I_{tot} &= (a_0 \times P)/\text{MW} \quad \text{(molecular weight of I [MW] as amino acid residues)}
\end{align*}
\]

DnaA protein as the initiator. To simulate concentration-dependent DnaA binding on the computer, $k_2$ (dissociation of complex) was kept at 0.2/min. With $\tau = 60$ min and the observed value of $a_0 = 0.015$%, the only parameter left to choose was the binding constant $k_1$. The correct initiation mass of 4 $\times$ $10^8$ amino acid residues per origin was then obtained by setting $k_1 = 0.018$ (Fig. 5a, middle solid curve).
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