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Abstract

Although machine learning (ML) has been successful in automating various software engineering needs, software testing still remains a highly challenging topic. In this paper, we aim to improve the generative testing of software by directly augmenting the random number generator (RNG) with a deep reinforcement learning (RL) agent using an efficient, automatically extractable state representation of the software under test. Using the Cosmos SDK as the testbed, we show that the proposed DeepRNG framework provides a statistically significant improvement to the testing of the highly complex software library with over 350,000 lines of code. The source code of the DeepRNG framework is publicly available online.

1 Introduction

Machine learning (ML) has become a popular tool in assisting various software engineering needs [1], with successes like code writing services provided by GitHub Copilot [8] and OpenAI Codex [2]. Software testing, as an equally critical and challenging topic, on the other hand, has yet to receive as much attention in the ML community, even though the number of and the damage caused by software vulnerabilities have been rapidly increasing over the recent years [3, 10].

Fuzzing is a common technique that uses random inputs to test software. Although it has played a crucial role in automating software testing for several decades, traditional fuzzing faces many challenges, such as how to efficiently generate valid and effective test inputs [12]. Generative testing (also known as property-based testing) on the other hand is mostly paired with a test generator carefully designed based on the specification of the software. It is similar to a generation-based fuzzer and can often reach deeper program states more effectively [15]. Cosmos SDK [11], one of the most used crucial frameworks for building blockchains, adopts the generative testing approach. Its built-in test generator generates a random combination of randomly parameterized operations for each block in a simulated blockchain and regularly checks if all invariants (properties) hold true.

In this project, we use the Cosmos SDK as our main testbed for developing a deep reinforcement learning (RL)-assisted generative testing framework. Although the SDK itself is highly complex with more than 1,500 source files and over 350,000 lines of code, and testing any large-scale software is fundamentally challenging, we demonstrate that our framework, which directly augments the random number generator (RNG) with an efficient deep RL agent, yields a statistically significant improvement to the current testing paradigm.

More than 100 billion USD in digital assets are managed by blockchains built with the Cosmos SDK [9].

https://github.com/cytsai/cosmos-sdk/tree/helios-v1/simapp/rand
https://github.com/cytsai/cosmos-sdk-gym
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### Table 1: Summary of ML-assisted software testing approaches. Best viewed in color.

| Core   | State   | Action  | Reward   | Automatic |
|--------|---------|---------|----------|-----------|
| AFL [20] | GA      | None    | Coverage | Yes       |
| NEUZZ [17] | NN      | Coverage Bitmap | Test Input | Approx. Coverage | Yes |
| GMetaExp [4] | DRL    | Coverage Bitmap (S) | Coverage | Unknown   |
| RLCheck [15] | RL     | Call Stack (A) | Generator Input | Trace Diversity | No |
| DeepRNG | DRL    | Call Stack (SAR) | Coverage | Yes       |

*Core learning algorithm. *State observation, algorithm’s input extracted from the software. *Past information also used by the algorithm. *Action mutation/perturbation target, algorithm’s output. *Reward or objective, optimization target of the algorithm. *If the software can be automatically instrumented (e.g. to output its states) for the test. *Input used directly to test the software. *Input (e.g. random numbers) used by the test generator to test the software.

1.1 Related Work

Test coverage is commonly used to measure the progress of testing software, since higher test coverage suggests lower chance of having undetected bugs. As such, coverage-guided fuzzing has become a highly popular technique and AFL [20] and its variations are arguably the most widely used coverage-guided fuzzers. They use genetic algorithms (GAs) to continuously mutate inputs that reached new states of the software under test, which empirically ensures good test coverage.

However, GA-based fuzzers can be very inefficient given that most GAs can only randomly explore the state space, ignoring any underlying structure that may guide the exploration. As such, NEUZZ [17] proposed to use a neural network (NN) to smoothly approximate the coverage bitmap (binary vector with each bit indicating whether a branch has been executed), whose gradients are then used to perturb the inputs to increase the approximated coverage.

For small-to-medium-sized software with source code available, GMetaExp [4] proposed to represent the program as a graph (e.g. abstract syntax tree) with observed coverage information labelled on each vertex. A graph neural network (GNN) and a long short-term memory network (LSTM) are used to encode the current and past states of the program for the deep RL (DRL) agent to predict actions that maximize the expected reward representing coverage.

Closest to our work, RLCheck [15] was the first to use RL for generative testing. It focused on the validity and diversity of the generated test cases using a classical RL algorithm (tabular Q-learning, which cannot handle large state spaces). It also adopted a manual approach to record recently taken branches (essentially truncated call stacks) as states of the software and recent actions of the RL agent, which require significant changes to the source code.

1.2 Our Contribution

We summarize the key features of the related work and our framework in Table 1, and our main contributions as follows:

- We propose to use the (full) call stack of the software (see Fig. 1 and A.1 for examples) as the state representation which is effective and lightweight (compared to e.g. a coverage bitmap), and implement and open-source the library for automatic instrumentation.
- We extend the state-history representations proposed by the previous work by using a deep RL architecture which can flexibly encode history of past states, actions and rewards without needing to truncate older history (as in e.g. RLCheck [15]).
- We show that the DeepRNG framework can achieve better coverage for the Cosmos SDK in a statistically significant way, as well as identifying previously unknown bugs.  

---

*Due to space constraints, we have only listed the three most representative and closely related ML-assisted fuzzers, AFL, NEUZZ and GMetaExp. Please see [16][18] for more examples.

[https://github.com/cosmos/cosmos-sdk/discussions/9178#discussioncomment-763961]
Figure 1: The DeepRNG framework, where the colored modules (the custom RNG library and the OpenAI Gym wrapper) are the main software contributions of this project. The custom RNG library routes function calls to an external RL agent, with the call stack information passed as the states of the software under test, and the coverage information and exit codes (not shown in the figure) passed as the rewards. The RL agent then returns random numbers as actions that are sampled from a distribution learned to maximize the expected reward, conditioned on an encoding of the current states and optionally the past states, actions and rewards. The states, rewards and actions are passed as strings over stdout, stdin and/or named pipes, which are mainly handled by the OpenAI Gym wrapper to ensure the communication starts and ends correctly. In this example, the Cosmos SDK’s TestFullAppSimulation routine (the “main function” for testing) entered the SimulateFromSeed subroutine, which called RandomParams that in turn requested a random Float64 (between 0.0 and 1.0) from Go’s RNG library, math/rand. The RL agent then returned 0.31415 as its action. Best viewed in color.

2 DeepRNG Framework

The proposed DeepRNG framework is illustrated in Fig. 1. The two new modules designed for this project, the custom RNG library implemented in Go\footnote{We use 8 parallel environments and 8 CPU-based actors to collect trajectories for one GPU-based learner.} and its corresponding OpenAI Gym wrapper\footnote{A valid BST is a binary tree whose internal nodes each store a number greater than all the numbers in the node’s left subtree and less than those in its right subtree.}, are both open-source and publicly available online. The custom RNG library can also reproduce simulations from log files without launching an RL agent, which is essential for reporting bugs. To achieve the goal of automatically extracting the call stack as the state of the software, we use the runtime.CallersFrames function in Go. Similar functions can be found in most programming languages\cite{19}, meaning that the DeepRNG framework is in theory extensible to most languages.

For the deep RL agent, we adopt the IMPALA algorithm\cite{7} as well as its neural network architecture which flexibly supports encoding of the current state ($s_t$) and optionally the history of the past states, actions and rewards ($h_{t-1}, u_{t-1}, r_{t-1}$) of the software and the agent, using a multilayer perceptron (MLP) and a long short-term memory network (LSTM). In addition, the IMPALA agent is highly computationally efficient by design and provides the fastest training speed among all the deep RL agents we have tested.

3 Experiments

We use the IMPALA agent implemented in RLlib\cite{13} for all of our experiments on a workstation with an Intel Core i7-10700 CPU, 64 GB of main memory and an Nvidia GeForce RTX 3090 GPU\footnote{We use 8 parallel environments and 8 CPU-based actors to collect trajectories for one GPU-based learner.}. We focus on comparing different state-history representations to validate our approach and to showcase our framework’s ability to better test real-world software (in this paper, the Cosmos SDK).

3.1 Binary Search Tree Generation

Inspired by the binary search tree (BST) test case generation problem in\cite{15}, we create a similar toy problem focusing on randomly generating valid BSTs\footnote{A valid BST is a binary tree whose internal nodes each store a number greater than all the numbers in the node’s left subtree and less than those in its right subtree.} where randomly numbered nodes are recursively generated until TREE_DEPTH and each node’s left and right subtrees are independently pruned with a probability of TREE_PRUNE. We set TREE_DEPTH = 4, TREE_PRUNE = 0.5 and the
agent’s action space to integers between 1 and 31 such that the optimal solution (agent always able to generate valid BSTs) is achievable. Worth to note, even though the optimal solution is obvious to experienced programmers, the RL agent can only discover the solution using the very sparse binary rewards (0.0 for invalid BSTs, 1.0 for valid BSTs) that it receives at the end of each run (episode). More details about this problem and its optimal solution can be found in the appendix.

We train the IMPALA agent using different state-history representations for 0.4 million episodes (around 2 million environment steps) and 5 repeated runs per representation. The results are shown in Fig. 2(a). Here, the coverage bitmap (CB) representation consists of a 31-bit binary vector indicating the coverage status of all 31 nodes within the tree, and the call stack (CS) representation consists of a 31-bit one-hot vector indicating which one of the 31 nodes is currently being visited. Interestingly, although the CB representation carries more information (than the CS), it actually performs worse (or no better). Moreover, among all CS-based representations, not using any history actually performs the best. This suggests that more information is not necessarily better (perhaps particularly so for RL problems where credit assignment is fundamentally challenging) and having a flexible framework based on efficient representations to facilitate the exploration of configurations is more critical.

3.2 Cosmos SDK

For the Cosmos SDK experiments, we train the IMPALA agent using different state-history representations for 400 episodes (around 10 million environment steps) and 5 repeated runs per representation. Because the coverage bitmap of the Cosmos SDK (like any other large-scale software) is too large (around 78,000-bits long) to be processed efficiently, we only use the call stack (CS) as the state representation, which is simply encoded as a 158-bit one-hot vector indicating which one of the 158 unique math/rand call stacks is currently being observed. The agent is tasked to generate actions

---

We have also tested combining both representations, which yields results similar to using the CS alone.

---

Table 2: Cosmos SDK test coverage results.

|                  | Best Coverage (%) | p-value |
|------------------|-------------------|---------|
| Random (Default) | 11.861 ± 0.007    | Baseline|
| CS               | 11.864 ± 0.009    | 0.584   |
| CS-S             | 11.870 ± 0.011    | 0.139   |
| CS-SR            | 11.883 ± 0.018    | 0.032   |
| CS-A (RLCheck)   | 11.867 ± 0.009    | 0.234   |
| CS-AR            | 11.869 ± 0.007    | 0.088   |
| CS-SA            | 11.876 ± 0.010    | 0.024   |
| CS-SAR           | 11.876 ± 0.008    | 0.012   |

Figure 2: Experimental results. Both subfigures plot the best value achieved at a given episode since the beginning (also known as the maximum reward). For each curve (one state-history representation), state can be coverage bitmap (CB) or call stack (CS), and history can be any combination of past states (S), actions (A) and rewards (R). Best viewed in color.
random numbers) within [0, 1), which can be post-processed to meet different types of RNG requests (e.g., scaled and rounded for random integers within different ranges). During each episode, the agent is continuously rewarded with the increases in coverage (which sum to the final coverage between 0.0 and 1.0) and a final reward of 1.0 if the simulation fails (i.e., a bug was encountered).

The results are shown in Fig. 2(b) and summarized in Table 2. Compared to the default random testing of the Cosmos SDK, using the call stack (CS) representation combined with the state, action, and reward (SAR) history achieves the most statistically significant improvement based on the t-test (along with two other also statistically significant configurations as highlighted in Table 2). Incorporating the reward history could allow the agent to "know" how much of the software has (not) been covered and to adapt its strategy, which does seem to improve or robustify the coverage results. In addition to improving the coverage, the DeepRNG framework also has identified at least two types of bugs (invalid initialization and unexpected timeout) in the Cosmos SDK.

4 Discussion

In this paper, we propose the DeepRNG framework and experimentally validate its effectiveness by showing promising results for testing the Cosmos SDK. Below are some of our future directions.

- For the Cosmos SDK, although the improvement in test coverage is statistically significant, the numerical increase is actually quite small. This is mainly due to the fact that the SDK has many modules not reachable by its current test generator. Filtering out unreachable (or unimportant) modules may simplify the problem and lead to better results.

- To further optimize the test coverage, it's also possible to completely disregard the "exploitation phase" of the RL algorithm, since exploring new states is the only source of rewards. The exploration phase of [5][6] may be used to this end.
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A Appendix

Figure A.1: Binary search tree (BST) generation. (a) Go program of a random BST generator where `randTree` is called recursively to generate randomly numbered nodes until `TREE_DEPTH` and each node’s left and right subtrees are pruned with a probability of `TREE_PRUNE` independently. Following the DeepRNG framework, the random number for each node is generated using a custom `guidedInt` function, which passes its state (call stack) to an external RL agent each time being called. The agent is then trained to correspond with a random number that maximizes its final reward, the validity of the BST. (b) All 7 possible states (call stacks) for `TREE_DEPTH = 2`. (c) The optimal solution of an agent with an action space of integers between 1 and 7. I.e. an agent that learns the state-action map $f : s \rightarrow a \forall (s, a) \in \{(1, 4), (2, 2), (3, 1), (4, 3), (5, 6), (6, 5), (7, 7)\}$ always gets a reward (a valid BST, like $4 \rightarrow (5 \leftarrow 6$ in the figure) regardless of the tree shape and order of new nodes (due to random pruning it cannot control).