I. INTRODUCTION

A. Background

MACHINE type communication devices (MTCDs) are set to proliferate to 70+ billion in wireless networks by 2025 [1]. As a further trend, compelling new applications, such as Industry 4.0, teledicine and automatic driving are finding their way into the technical requirements of wireless systems [2], [3]. Many of the above-mentioned applications are time-sensitive and/or power-constrained, especially the family of sophisticated Internet of Things (IoT) applications [4]. In this context next generation multiple access (NGMA) techniques play a critical role in terms of supporting large-scale user access as well as guaranteeing a high quality of experience.

For the sake of quantifying the ‘freshness’ of the received data, the age of information (AoI) metric has been proposed and employed in a wide variety of wireless networks [5], which quantifies the time elapsed since the generation instant of the latest received status update at a destination [6]. In the IoT era, ubiquitous MTCDs are often deployed for monitoring dynamic environmental information [7]. To elaborate, the data collected by MTCDs can be transmitted to so-called information fusion nodes in real-time for further analysis, control signal extraction as well as for remote data reconstruction, where the ‘freshness’ of data directly influences the performance of real-time MTCD-aided wireless applications [8].

These MTCDs are often characterized by comparatively small amount data as well as by AoI-sensitive nature in typical data-collection oriented uplink (UL) communications. In order to maintain the freshness of the data, MTCDs have to periodically transmit their UL packets at a given frequency and data rate, which may result in the premature depletion of their limited batteries as well as in buffer-overflow [9]. From an economical and feasibility perspective, disposable batteries are inadequate for scalable long-term monitoring [10]. As a remedy, energy harvesting (EH) techniques constitute a low-cost renewable energy source for MTCDs, which gleans energy from the ambient radio frequency (RF) signals.

However, due to the inevitable signal attenuation and the stochastic nature of status updates, it remains a challenge to meet the AoI requirements in the context of time- and/or energy-sensitive applications. Specifically, in the open literature of massive access networks, most researchers primarily considered the network’s throughput and power consumption. However, there is a paucity of literature on the AoI, which is a
complex function of both throughput and power consumption. Hence it is imperative to design efficient multiple access protocols for Aol-sensitive EH-aided MTCD networks [11]. For instance, EH-aided networks relying on time-division multiple access (TDMA) [12], frequency-division multiple access (FDMA) [13] and non-orthogonal multiple access (NOMA) [14] have been widely investigated both in terms of their power consumption and throughput, which are closely linked to their power control and resource allocation. In EH based multiple access networks, the customizable parameters typically include the transmission slot length, the status update rate and the EH parameters. In order to minimize the average of the system’s peak Aol, we have to determine the optimal time-slot duration and power allocation under the specific power consumption constraint of the EH-aided MTCD networks considered.

B. State-of-the-art

In this subsection, we review the related literature of EH-based massive multiple access networks, with an emphasis on their energy-efficient resource allocation, massive multiple access protocols and Aol-oriented optimization schemes.

1. Energy-efficient resource allocation: Numerous energy-efficient resource allocation schemes have been designed for EH [15]–[19]. To minimize the average outage probability at a finite battery capacity, Hu et al. [15] harnessed the classic Lyapunov optimization for transforming the long-term optimization problem into subproblems dedicated to each single TS. However, the drift-plus-penalty algorithm relying on Lyapunov optimization failed to obtain a desirable solution for devices equipped with small storage space. In [16], Xia et al. formulated an EH-aided mobile edge computing based offloading system and solved an online distributed battery energy management optimization problem. However, their work did not consider the sleep-scheduling issues of small IoT devices. Considering an amplify-and-forward network relying on EH and relay nodes, Singh et al. [17] creatively harnessed the relaying networks relying on EH source nodes and jointly optimized the power allocation and throughput by solving a non-convex problem. However, since the scenario only considered a single source node and a single relay node, the proposed methods may not apply to multiple access aided networks.

2. EH aided multiple access: Qiao et al. [20] optimized the throughput of an EH-based TDMA system with the aid of superposition coding in conjunction with fixed/variable decoding order. Vranas et al. [21] proposed a resource allocation scheme relying on a non-linear EH model for the uplink and they revealed that NOMA had a lower circuit power dissipation than TDMA, in the context of no more than 3 users. As a further development, Bouzinis et al. [22] jointly optimized decentralized power transfer and radio access based on both NOMA and TDMA schemes. However, since the optimization of energy cost was ignored, the proposed system was unable to extend the lifetime of nodes. Moreover, Li et al. [23] focused their attention on EH-aided mobile edge computing and solved the near-far problem of a NOMA-aided cooperative scheme, which may not be realistic, since it disregarded the switching cost of the time-division structure.

3. Aol-oriented optimization: The Aol-oriented optimization of EH based networks has been widely investigated in the literature [24]–[32]. Specifically, Wu et al. [24] designed an optimal online status update scheme for minimizing the average Aol for various battery sizes in a continuous-time setting. To overcome the ‘selfishness’ of the sensors and to formulate an attractive Aol upgrade strategy, Zheng et al. [25] constructed a Stackelberg game based optimization problem and solved it via the classic Lagrangian method, where the worst case of the Aol was not considered. In [26], Krikidis et al. studied a low-complexity EH regime, where a closed-form Aol expression was derived as a function of the storage capacitor’s size. Additionally, Maatouk et al. [31] investigated the Aol performance relying on NOMA and on orthogonal multiple access (OMA). Similarly, Chiariotti et al. [32] analyzed the Aol performance of TDMA and ALOHA-based schemes under both OMA and NOMA frameworks. However, the aforementioned contributions have not considered the fairness requirements of users.

C. Motivation and New Contributions

Most of the aforementioned treatises assume that the transmitters of the EH aided networks are able to operate sustainably without any sleep-scheduling policy. By contrast, in many realistic scenarios, MTCDs have to rely on sleep-scheduling to avoid excessive power dissipation. However, the additional queuing delay caused by the sleep-scheduling policy might degrade the Aol performance of our system. Furthermore, we assume that the status updates are random. For instance, the randomness of data generation may arise from the constraints of energy harvesting systems relying on a limited battery, or due to an application-specific feature that needs random data sampling, hence affecting both the peak Aol and the overall power consumption. In contrast to the previous studies only focusing on throughput optimization, in this contribution, we propose an Aol-optimal and energy-efficient resource allocation scheme for EH-aided massive multiple access networks, beneficially optimizing the TS association of data transmission, energy harvesting and the system’s idle mode. Against this above backdrop, our main contributions are as follows:

- To the best of our knowledge, this is the first contribution optimizing both the peak Aol and the power consumption of EH aided large-scale multiple access networks, where the MTCDs adaptively switch between their active and idle mode in different time slots (TS). Under the assumption of stochastic status updates, we utilize a pair of different sleep-scheduling policies, namely the multiple vacation (MV) policy and the start-up threshold (ST) policy defined in [33] for the sake of mitigating the power consumption, while relying on a queueing system. Then, we derive a closed-form expression for the average of the users’ peak Aol in three different access schemes.
- We design a beneficial TS allocation method for striking a trade-off between the average of the users’ peak Aol and the power consumption. To solve the original non-convex optimization problem, we decompose it into a set of
TABLE I: Contrasting Our Contribution to the Literature

| Acronym | Reference | Description |
|---------|-----------|-------------|
| Power allocation | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| TS allocation | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| TDMA protocol | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| FDMA protocol | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| NOMA protocol | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| AoI optimization | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Sleep-scheduling | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

TABLE II: Summary of Key Notations

| Notation | Definition |
|----------|------------|
| \(N, M\) | Total number of MTCDs, start-up threshold for the ST policy |
| \(\tau_p, \tau_t\) | Energy harvesting slot, transmission slot |
| \(\tau_s, \tau_{sc}\) | Duration of the idle mode and of the switching cost |
| \(h_{p_n}, h_{t_n}\) | Channel coefficient between the power station and the MTCD, channel coefficient between the BS and the MTCD |
| \(\Phi_{t,n}, \Phi_{th}\) | Transmit power of the MTCD, upper bound of the power station’s charging power |
| \(\overline{\Phi}, \Phi_w\) | Average power consumption of the MTCD, power consumption in the active mode |
| \(\Phi_s, \Phi_{sc}\) | Power consumption in the idle mode, power consumption of the switching cost |
| \(B, N_0\) | Available bandwidth, noise spectral density |
| \(R_{ub,n}, C_n\) | Upper bound of channel capacity, actual average throughput |
| \(d_{n}^{M-B}, L\) | Distance of a pair of the BS-MTCD link, length of each packet |
| \(G_n, D_n\) | Interval of the data generation, system delay of each packet |
| \(A_{th}, T_{th}\) | Packet arrival rate, energy efficiency |
| \(A_{p}^{MV}(-), A_{p}^{ST}(-)\) | Average peak AoI function for the MV policy and for the ST policy |
| \(\overline{A}, A_p\) | Average AoI, peak AoI |

TABLE III: Summary of Key Acronyms

| Acronym | Definition |
|---------|------------|
| MV, ST | Multiple vacation policy, start-up threshold policy |
| TM, TS | Time-division multiple access (TDMA) protocol with the MV policy, TDMA protocol with the ST policy |
| FM, FS | Frequency-division multiple access (FDMA) protocol with the MV policy, FDMA protocol with the ST policy |
| \(NM, NS\) | Power-domain non-orthogonal multiple access (PD-NOMA) protocol with the MV policy, PD-NOMA protocol with the ST policy |

Furthermore, the active mode is partitioned into two slots, namely the EH slot \(\tau_p\) and the transmission slot \(\tau_t\). In this paper, TDMA, FDMA and NOMA are investigated in our EH multiple access system. For readability, the important notations and acronyms used in this paper are listed in Table II and Table III, respectively.
B. Energy Harvesting Model

In our model, a power station charges the MTCDs relying on EH techniques. Let $t_{p,n}$ denote the duration of EH between the power station and the $n$th MTCD, where $[i]$ represents the index of the status update. Moreover, let the constant $h_{p,n}(t)$ be the channel coefficient of the wireless links between the power station and the $n$th MTCD. At the time instant $t$, the EH power of the $n$th MTCD’s receiver can be formulated as

$$\phi_{r,n}(t) = \min\left\{ \eta_p \phi_{w,n}^{[i]}, \phi_{th} \right\}, \quad \forall n \in N,$$  \hspace{1cm} (1)

where $0 < \eta_p < 1$ is the EH efficiency, which substantially depends on the specific hardware components. Furthermore, $\phi_{w,n}(t)$ denotes the charging power of the power station directed towards the $n$th MTCD, while $\phi_{th}$ is the upper bound of the power station’s charging power. Let $t_p^{[i]}$ be the duration of energy harvesting for the $i$th status update. Thus, the energy received by the MTCD from the power station for a single status update is formulated as:

$$E_h^{[i]} = \int_0^{t_p^{[i]}} \phi_{r,n}(t) \, dt, \quad \forall n \in N.$$  \hspace{1cm} (2)

Furthermore, the upper-bound of the battery capacity in the MTCD is set to $C_{ub}$ which has the unit of Joule (J). While the MTCD is activated for the $i$th status update, the conservation of energy requires that the energy received by the MTCD must satisfy $E_h^{[i]} = C_{ub}$.

C. Transmission Model and Channel Analysis

The most energy harvested by the MTCD from the BS is used for data transmission. Let $\phi_{t,n}^{[i]}$ and $\phi_{d,n}^{[i]}$ denote the power of data transmission, and that of active state in the $i$th status update, respectively. Furthermore, the associated battery cost values are $C_t$ and $C_a$, respectively. Therefore, the energy constraint of the MTCD for the $i$th status update yields $\int_0^{t_p^{[i]}} \phi_{t,n}^{[i]}(t) \, dt = C_t$ and $\int_0^{t_p^{[i]}} \phi_{d,n}^{[i]}(t) \, dt = C_a$. Likewise, the energy constraint of the MTCD for the idle mode is given by $\int_0^{t_p^{[i]}} \phi_{r,n}(t) \, dt = C_s$. Moreover, we assume that $C_{ub} = C_t + C_a + \varepsilon C_s$, where $\varepsilon > 0$ denotes the coefficient of EH for the idle mode. In the scenario considered, the MTCD only transmits a single packet having the length of $L$ bits in a transmission time slot, and we assume that all MTCDs have the same transmission rate. Hence, the upper bound of channel capacity should satisfy:

$$R_{ub,n}^{[i]} = \frac{(J + 1) L}{\tau_i} > C_n,$$  \hspace{1cm} (3)

where $C_n = \frac{L}{\tau_j}$ is the actual average throughput of the $n$th MTCD, and $J > 0$ denotes the gap between the ideal capacity and practical throughput. In a Gaussian multiple-access channel, $N$ independent MTCDs simultaneously transmit their status updates to the BS relying on the assumption of the additive white Gaussian noise (AWGN).

1) TDMA: When relying on TDMA, we can allocate the complete bandwidth $B$ of the channel to all MTCDs, but these MTCDs only transmit packets for a limited time period. Therefore, the upper bound of the channel capacity relying on TDMA for the $n$th MTCD is given by:

$$R_{ub,n}^{[i]}(t) = \frac{B \tau_i^{[i]} \eta}{\eta_p} \log_2 \left( 1 + \frac{\phi_{t,n}^{[i]}(t) h_{t,n}^{[i]}(t)^2}{B N_0} \right),$$  \hspace{1cm} (4)

where $h_{t,n}(t) = 10^{-3} \theta_0 d_n^{-\alpha}$ is the channel coefficient of the wireless link between the BS and the $n$th MTCD at time $t$, while $\theta_0$ and $d_n$ denote the small-scale fading parameter and the link length, respectively. Let $\alpha$ denote the path loss of the link, $B$ represents the available bandwidth and $N_0$ is the noise spectral density.

2) FDMA: As for FDMA, the available bandwidth is partitioned into $N$ subchannels, and the associated channel capacity of the $n$th MTCD is given by:

$$R_{ub,n}^{[i]}(t) = \frac{B \tau_i^{[i]} N_i}{\eta_p} \log_2 \left( 1 + \frac{\phi_{t,n}^{[i]}(t) h_{t,n}^{[i]}(t)^2}{(B/N) N_0} \right).$$  \hspace{1cm} (5)

3) NOMA: As for power-domain NOMA (PD-NOMA), we assume that $h_{t,1}(t) \geq h_{t,2}(t) \geq \cdots \geq h_{t,N}(t)$. In order to ensure the successful detection of the NOMA signal, we should control the transmit power of each MTCD to satisfy the following conditions for successive interference cancellation (SIC) at the BS’s receiver:

$$\phi_{t,j}^{[i]}(t) \gamma_j - \sum_{k=j+1}^{N} \phi_{t,k}^{[i]}(t) \gamma_k(t) \geq \Phi_{th}, \quad j = 1, 2, \cdots, N-1,$$  \hspace{1cm} (6)

where $\gamma_n(t) = \frac{|h_{t,n}(t)|^2}{B N_0}$, while $\Phi_{th}$ is the minimum power required for successfully decoding the NOMA signal received. Therefore, the signal to interference plus noise ratio (SINR) for the $n$th MTCD can be formulated as follows:

$$\Theta_n^{[i]}(t) = \left\{ \begin{array}{ll} \frac{\phi_{t,n}^{[i]}(t) \gamma_n(t)}{1 + \sum_{n=1}^{N} \phi_{t,n}^{[i]}(t) \gamma_n(t)} & 1 \leq n \leq N-1, \\ \phi_{t,n}^{[i]}(t) \gamma_n(t) & n = N. \end{array} \right.$$

(7)

Because only $\frac{(J + 1) L}{\tau_i} \times 100\%$ TSs are regarded as the legitimate transmission duration, the average transmission rate of the $n$th MTCD is:

$$R_{ub,n}^{[i]} = \frac{B \tau_i^{[i]} \eta_p}{\eta_p} \log_2 \left( 1 + \Theta_n^{[i]} \right).$$  \hspace{1cm} (8)
III. PEAK AOI MODEL

In this section, we carry out a closed-form worst case analysis of the system’s AoI based on queueing theory in terms of three multiple access protocols, namely TDMA, FDMA and NOMA. Additionally, we use different vacation queues relying on a single server to model a pair of sleep-scheduling policies. The AoI of the nth MTCD of the ith status update is illustrated in Fig. 2, which can be defined by

$$\Delta^{[i]}_n(t) = t - \alpha^{[i]}_n(t),$$

where $\alpha^{[i]}_n(t) = \beta^{[i]}_n$ represents the generation moment of the latest status information before $t$ in the BS, while $\alpha^{[i]}_n$ and $\beta^{[i]}_n$ denote the generation and transmission moment of the ith status update, respectively. Thus, we assume $\alpha^{[i]}_n < \beta^{[i]}_n$, $\alpha^{[i]}_n < \alpha^{[i+1]}_n$ and $\beta^{[i]}_n < \beta^{[i+1]}_n$. Moreover, $A^{[i]}_{p,n}$ is the instantaneous peak AoI of the nth MTCD. In the following section, the superscript “[i]” of the notations and ($t$) are omitted for simplicity, because the optimization procedure for each status update is identical. Hence, $i$ can be omitted in the following equation:

$$\mathbb{E} \left[ A_p \right] = \mathbb{E} \left[ \beta^{[i]}_n - \alpha^{[i-1]}_n \right] = \mathbb{E} \left[ G_n \right] + \mathbb{E} \left[ D_n \right].$$

(10)

The average interval of the data generation can be expressed as $\mathbb{E} \left[ G_n \right] \approx \lim_{T \to \infty} T / \left( \sum_{i=1}^\infty \mathbb{I} \left( \alpha^{[i]}_n < t \right) \right)$, where $\mathbb{I} \left( \cdot \right)$ is an indicator function, while $\mathbb{E} \left[ D_n \right]$ denotes the average system delay of each packet. Additionally, we use “per-packet AoI”

3Taking into account the propagation speed of RF signal, the latency of the transmission between the transmitter and BS can be negligible in comparison to the system delay of the queue in each MTCD.

4The system delay contains the sum of waiting time, transmission time and idle period, while “average” indicates that we only consider their time-averaged value under the queue’s stable condition.

A. TDMA Protocol

In TDMA, several MTCDs share the same carrier frequency channel by partitioning the transmission frame into multiple orthogonal TSs. In terms of the energy consumption of battery-limited MTCDs, it is unwise to maintain the power-on state of the device. Hence, we conceive a TDMA protocol based on sleep-scheduling, as shown in Fig. 3. In TDMA, all MTCDs share the entire bandwidth $B$ for transmitting their packets. It can be observed that a TDMA time slot is divided into $(N+1)$ TSs, which contain a single EH TS and $N$ transmission TSs. Specifically, all MTCDs harvest energy in the first TS of duration $\tau_p$. Moreover, each MTCD occupies a single TS of duration $\tau_r$. When the queue in the MTCD is empty, the transmitter is turned off to conserve energy. As shown in Table IV, the main difference between MV policy and ST policy is the condition of queue starting transmission. To differentiate these two policies, we use the superscripts $TM$ and $TS$ to denote the parameters of TDMA associated with the MV and ST policy, respectively.

1) TDMA USING THE MV POLICY: To further analyze the corresponding model, we first introduce the concept of MV policy. Specifically, if the MTCD is woken up from its idle

5Although last-in-first-out (LIFO) queues are well-known to minimize AoI in many situations, FIFO queues are the standard queueing discipline in most wireless communication systems, especially when the devices are used to achieve multiple services and not only status updates.
mode and finds that the queue remains empty, it returns to its idle mode for the duration of \( \tau^T M \), which can be calculated by the sum of the switching cost \( \frac{1}{\lambda} \) and the idle period \( \tau^T M \). Furthermore, the illustration of the sleep-scheduling slot along with the switching cost of our MV policy is shown in Fig. 4. 

If however there is at least one packet in the queue during the switching cost slot, the MTCD starts to transmit its status updates. We assume that the generation of the status update of the \( n \)th MTCD follows a Poissonian process with arrival rate \( \lambda_n \), and its transmission time is \( \tau^T M \), while the duration of each TDMA time slot without idle period is \( \tau^T M = \tau_p + N \tau^T M \). Therefore, the procedure of status update of the \( n \)th MTCD using the TDMA protocol can be modeled by a MV aided queue defined in [33].

**Lemma 1:** If the arrival interval yields an exponential distribution and its service time is a constant, the queueing system can be regarded as a classical M/D/1 queue. Therefore, it may be readily shown that the p.g.f. of the number of packets when the packet depart in a FIFO manner as follows:

\[
\Pi(z) = \frac{(1 - \lambda \tau) (1 - z) e^{-(\lambda - \lambda \tau) \tau}}{e^{-(\lambda - \lambda \tau)(\tau)}} - z.
\] (12)

The average queue length may be expressed as

\[
E[D_0] = \lambda \tau + \frac{(\lambda \tau)^2}{2(1 - \lambda \tau)};
\] (13)

while the average system delay may be formulated as follows:

\[
E[D] = \tau + \frac{(\lambda \tau)^2}{2 \lambda (1 - \lambda \tau)};
\] (14)

where \( \lambda \) and \( \tau \) are the arrival rate and the service time of the queue, respectively.

**Proof:** See Section 2.1.1 in [33].

For the MV policy, let \( \Pi^T_{\text{MV}} \) denote the number of packets generated during a single idle period for the \( n \)th MTCD, while the probability distribution of \( \Pi^T_{\text{MV}} \) can be expressed as

\[
\Pi^T_{\text{MV}}(z) = \frac{(1 - \lambda \tau) (1 - z) e^{-(\lambda - \lambda \tau) \tau}}{e^{-(\lambda - \lambda \tau)(\tau)}} - z.
\] (15)

Let \( \Pi^T_{\text{MV}} \) denote the number of packets generated at the beginning of a time slot. Furthermore, the probability distribution of \( \Pi^T_{\text{MV}} \) can be formulated as:

\[
\Pi^T_{\text{MV}}(z) = \frac{(1 - \lambda \tau) (1 - z) e^{-(\lambda - \lambda \tau) \tau}}{e^{-(\lambda - \lambda \tau)(\tau)}} - z.
\] (16)

Then, according to the proof of Lemma 1, the probability generating function (p.g.f.) of the average number of packets in M/D/1 queue without MV policy is formulated as

\[
\Pi^T_{\text{MV}}(z) = \frac{(1 - \lambda \tau) (1 - z) e^{-(\lambda - \lambda \tau) \tau}}{e^{-(\lambda - \lambda \tau)(\tau)}} - z.
\] (17)

Hence, we can determine the average number of packets by using the first-order derivative of \( \Pi^T_{\text{MV}}(z) \). According to [1], the average number of packets associated with the MV policy can be derived as the sum of two independent stochastic variables, i.e., that of the number of packets with and without idle period. Therefore, the p.g.f. of the average number of packets associated with the MV policy is given by

\[
\Pi^T_{\text{MV}}(z) = \Pi^T_{\text{MV}}(z) \cdot \frac{1 - \Pi^T_{\text{MV}}(z)}{\Pi^T_{\text{MV}}(z)} (1 - z).
\] (18)

which indicates that the average system delay of the MV policy can be decomposed into the sum of the average system delay without the MV policy and the additional delay due to the idle mode. Under the assumption of stability, the average system delay of the \( n \)th MTCD using TDMA can be derived by using the first-order derivative:

\[
\Pi^T_{\text{MV}}(z) = \frac{2 \lambda_n \tau_p + \lambda_n \tau_s (1 - \lambda_n \tau_b) - (\lambda_n \tau_b)^2}{2 (1 - \lambda_n \tau_b)}.
\] (19)

Based on Little’s Law, we can express the average system delay of the MV policy as

\[
\Pi^T_{\text{MV}} = \lambda_n E[N^T M] = \lambda_n E[I^T V M].
\]

Upon substituting (20) into Eq. (10), the average interval of the status update is

\[
\Pi^T_{\text{MV}} = \lambda_n E[N^T M] = 1 / \lambda_n,
\]

while the average peak AoI of the \( n \)th MTCD based on TDMA using the MV policy can be formulated as

\[
\Pi^T_{\text{MV}} = \lambda_n E[N^T M] + \lambda_n E[N^T M] = \frac{\tau^T M + \frac{(\lambda_n \tau_p^T M)^2}{2}}{2 (1 - \lambda_n \tau_p^T M)} + \frac{\lambda_n \tau_p^T M + \frac{\tau_s}{2}}{2}.\]

**TABLE IV:** The Definition of Different Sleep-Scheduling Policies.

| Sleep-scheduling policy | Difference | Similarity |
|-------------------------|------------|------------|
| MV policy               | MTCD keeps on idle mode until it finds one packet in the queue at the end of one idle period. | If the queue becomes empty, the MTCD turns off its transmitter and switches to idle mode. |
| ST policy               | MTCD keeps on idle mode until it finds at least \( M \) packets waiting in the queue. | |

Additional age from M/D/1
where \( E[A_{p,n}^{ST}] \) can be decomposed into the peak AoI of the M/D/1 queue and the additional age of the idle period. Moreover, for the sake of simplifying the expressions of the multiple access protocol based on the MV policy, we define the average peak AoI function as \( A_{p,n}^{MV} (n, \tau_0, \tau_x) = E[A_{p,n}^{ST}] \).

(2) TDMA Using the ST Policy: The ST policy indicates that the device in idle mode is restarted when the total number of bits generated reaches a threshold. With the assistance of sleep-scheduling, the energy dissipation can be mitigated by periodically turning off the power of the MTCDs. However, frequent powering on/off degrades the system’s lifetime. Therefore, to reduce the frequency of start-up/shutdown, we improve the TDMA protocol by introducing a start-up threshold value \( M \) which determines the number of packets in the buffer, before powering up for transmission.

Let \( \Pi_{b}^{ST} (i) \) denote the number of the packets at the time instant \( t \). As shown in Fig. 5, when the queue is empty at \( t = 0 \), the TDMA turns off its transmitter, switching to idle mode. Since at time \( t_1 \) the number of the packets does not exceed the start-up threshold \( M \), the MTCD remains in its idle mode. By contrast, when the number of packets exceeds \( M \) at time \( t_2 \), the MTCD switches to its active mode and transmits at a rate of \( \mu = 1/\tau_p^ST \) until the queue becomes empty again, where \( \tau_p^ST \) denotes the duration of each TDMA time slot. Let us denote the number of packets at the end of idle mode in the MTCD by \( \Pi_{b}^{ST} \), while its p.g.f. is given by

\[
\Pi_{b}^{ST} (z) = \sum_{m=0}^{\infty} \text{Prob} \left( \Pi_{b}^{ST} = m \right) z^m = z^M,
\]

where we have \( E[\Pi_{b}^{ST}] = M \). Let \( \Pi_{n}^{ST}[i] \) be the number of the packets in the \( n \)th MTCD at the \( i \)th packet’s departure. Since the generation of the packets obeys a Poissonian process of rate \( \lambda_n \), we define \( \{\Pi_{n}^{ST}[i], i \geq 1\} \) as an embedded Markov chain, which can be characterized by

\[
\Pi_{n}^{ST}[i+1] = \max \left( \Pi_{n}^{ST}[i], 0 \right) + M \left[ \Pi_{b}^{ST} < 0 \right] - 1 + \theta[i],
\]

where \( \theta[i] \) denotes the number of packets generated between the \( i \)th and the \((i+1)\)st departure instant. Then, we can express the transition probability matrix of the Markov chain as follows:

\[
P_n^{ST} = \begin{bmatrix}
0 & 0 & \cdots & \theta_0 & \theta_1 & \cdots \\
\theta_0 & \theta_1 & \cdots & \theta_{M-1} & \theta_{M} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
\theta_0 & \theta_1 & \cdots & \theta_{M-1} & \theta_{M} & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots
\end{bmatrix}.
\]

where \( \theta_m = e^{-\lambda_n \tau_p^ST} \left( \frac{(\lambda_n \tau_p^ST)^m}{m!} \right), (m \geq 0) \) represents the distribution of \( \theta[i] \). We omit the index \([i]\) of \( \theta_n \) because the time of transmission and the interval of update generation are independent of each other. According to Lemma 2 and Eq. (10), we can derive the corresponding system delay as \( \mathbb{E} [D_n] = \lambda^{-1} \mathbb{E} [\Pi_{n}^{ST}] \), and the average interval of the status update is \( \mathbb{E} [G_n] = 1/\lambda_n \). Similar to Eq. (21), the average peak AoI of the \( n \)th MTCD using TDMA having the start-up threshold \( M \) can be expressed as

\[
\mathbb{E} [A_{p,n}^{ST}] = \mathbb{E} [D_n] + \mathbb{E} [G_n] = \tau_b^ST + \frac{\lambda_n (\tau_b^ST)^2}{2(1-\lambda_n \tau_p^ST)} + \lambda_n^{-1} + \frac{M-1}{2\lambda_n},
\]

where the additional age is generated by the ST policy effect. In order to simplify the expressions of the multiple access protocol relying on this start-up policy, we define the average peak AoI function as \( A_{p,n}^{ST} (\lambda_n, \tau_p^ST, M) = \mathbb{E} [A_{p,n}^{ST}] \).

Lemma 2: When the queue is stable, i.e., \( \rho = \lambda_n \tau_p < 1 \), the average number of packets generated by the \( n \)th MTCD based on TDMA using the start-up threshold \( M \) is given by

\[
\mathbb{E} [\Pi_{n}^{ST}] = \lambda_n \tau_p + \frac{(\lambda_n \tau_p)^2}{2(1-\lambda_n \tau_p)} + M - \frac{1}{2},
\]

where \( \lambda_n \) and \( \tau_p^{-1} \) denote the rates of update generation and of the packet transmission, respectively.

**Proof:** See Appendix A.

B. FDMA Protocol

In FDMA, the bandwidth \( B \) has been divided into orthogonal frequency subchannels, and each sub-channel is
Fig. 7: An example that illustrates the NOMA with sleep-scheduling.

allocated to a single MTCD. By sharing the same channel, all MTCDs send their updates generated simultaneously but in different frequency bands. As shown in Fig. 6, we assume that all MTCDs have the same bandwidth allocation $B_{Sub}$ and the guard band\footnote{The guard band of the FDMA protocol represents the unused part of the radio spectrum between each sub-channel, which avoids the adjacent channel interference.} is $A_B$. Furthermore, we have $B_{Sub} = N^{-1} \cdot \left[ B - (N - 1) \cdot A_B \right]$. To differentiate our policies, we use superscripts $FM$ and $FS$ to denote the FDMA MV policy and ST policy, respectively.

(1) FDMA Using the MV Policy: The analysis of the average peak AoI for FDMA using the MV policy is similar to that in Section III-A. In contrast to TDMA, the entire transmission time $\tau_{p,FS}^{FM}$ of a sub-channel is used for a single MTCD, but its bandwidth is only $B_{Sub} \approx \frac{B}{N}$. Furthermore, let $\tau_{s,FS}^{FM}$ and $\tau_{p,FS}^{FM} = \tau_p$ represent the durations of the sleep-scheduling and EH within an FDMA time slot. According to Lemma 1 and Eq. (10), we have an average peak AoI for the $n$th MTCD based on the FDMA using the MV policy given by

$$
\mathbb{E} \left[ A_{p,n}^{FS} \right] = A_{p}^{ST} \left( \lambda_n, \tau_{b,FS}^{FS}, M \right),
$$

where the definition of the function $A_{p}^{ST} \left( \lambda_n, \tau_{b,FS}^{FS}, M \right)$ is obtained according to Eq. (21).

(2) FDMA Using the ST Policy: For the sake of avoiding frequently turning on/off the MTCDs, we improve the conventional FDMA by introducing a start-up threshold $M$. Specifically, based on the features of FDMA using multiple idle TSs, the transmissions are only triggered, when the status update counter has reached $M$. Then, the MTCD continues its transmissions until the MTCD queue becomes empty. The procedure is visualized in Fig. 5. Similar to the definitions of Section III-B, $\tau_{b,FS}^{FS}$ and $\tau_{s,FS}^{FS}$ represent the duration of the active and idle mode, respectively. Inspired by the proof of Lemma 2, we can express the average of the peak AoI as follows:

$$
\mathbb{E} \left[ A_{p,n}^{FS} \right] = A_{p}^{ST} \left( \lambda_n, \tau_{b,FS}^{FS}, M \right),
$$

where the definition of the function $A_{p}^{ST} \left( \lambda_n, \tau_{b,FS}^{FS}, M \right)$ is obtained according to Eq. (25).

C. NOMA Protocol

(1) NOMA Using the MV Policy: In power-domain NOMA (PD-NOMA), all MTCDs share the same resources both in terms of time, frequency, and space. As shown in Fig. 7, we assume that $\tau_{b,NOMA}^{FS} = \tau_b$ denotes the duration of a NOMA time slot partitioned into one EH TS and one transmission

$$
\tau_{b,NOMA}^{FS} = \tau_b - \tau_p
$$

TS in the $n$th MTCD, where $\tau_{b,p}^{NOMA} = \tau_p$ and $\tau_{b,s}^{NOMA} = \tau_b - \tau_p$ are the duration of EH and transmission within a time slot, respectively. According to Lemma 1 and Eq. (10), the average peak AoI of the EH-aided multiple access network can be formulated as:

$$
\mathbb{E} \left[ A_{p,NOMA} \right] = \frac{1}{N} \sum_{n=1}^{N} A_{p}^{MV} \left( \lambda_n, \tau_{b,NOMA}^{FS}, M \right) = A_{p}^{MV} \left( \lambda_n, \tau_{b,NOMA}^{FS}, M \right).
$$

(2) NOMA Using the ST Policy: In order to reduce the frequency of turning on/off the MTCDs, we use the ST policy for improving the start-up threshold. According to the above derivation of the different protocols based on the ST policy of Sections III-A and III-B, we can express the average peak AoI of the NOMA using the ST policy as:

$$
\mathbb{E} \left[ A_{p,n}^{NS} \right] = \frac{1}{N} \sum_{n=1}^{N} A_{p}^{NS} \left( \lambda_n, \tau_{b,n}^{NS}, M \right) = A_{p}^{NS} \left( \lambda_n, \tau_{b,n}^{NS}, M \right),
$$

where $\tau_{b,n}^{NS}$ and $M$ denote the duration of one NOMA time slot and the start-up threshold.

IV. Problem Formulation

In this section, based on TDMA, FDMA and PD-NOMA relying on different policies, we will first formulate the problems of minimizing the average peak AoI, which can be transformed into convex problems, and their optimal solutions are obtained via an exact linear search method (Algorithm 1). The original non-convex problems are formulated as DC programming problems, which are solved by the CCP method (Algorithm 2) for reducing their computational complexity.

A. TDMA-based Problem Formulation

(1) TDMA Using MV Policy: Without loss of generality, we assume that every MTCD has the same protocol parameters, namely $\tau_{p,n} = \tau_p$, $\tau_{s,n} = \tau_s$, $\tau_{b,n} = \tau_b$, ($n = 1, 2, \cdots, N$). Moreover, the energy efficiency (EE) of the status updates scheme can be defined as the ratio of the generation rate and the sum of the transmit power consumption [9]. According to 4, the transmit power of the $n$th MTCD during the selected TS is given by $\phi^{TM}_{t,n} = 2 \left( \frac{\gamma_n^{TM}}{\lambda_n^{TM} - \tau_p^{TM}} \right)^{\frac{1}{\gamma_n^{TM}}} - 1$. Therefore, the EE of the considered status update scheme based on TDMA using the MV policy can be formulated as:

$$
\gamma_n^{TM} = \frac{NL}{\left( \tau_{b}^{TM} - \tau_p^{TM} \right)^{\frac{1}{\gamma_n^{TM}}} - 1}
$$

Furthermore, we assume that the EE of the system should not be lower than $\gamma_{min}$, namely $\gamma_n^{TM} \geq \gamma_{min}$, which leads to the following inequality:

$$
\gamma_{min} \left( \frac{\tau_{b}^{TM} - \tau_p^{TM}}{2 \left( \frac{\left(\tau_{b}^{TM} - \tau_p^{TM}\right)^{\frac{1}{\gamma_n^{TM}}} - 1}{NL} \right)^{\frac{1}{\gamma_n^{TM}}}} \right) \leq NL \gamma_n.
$$

(2) TDMA Using the ST Policy: Without loss of generality, we assume that every MTCD has the same protocol parameters, namely $\tau_{p,n} = \tau_p$, $\tau_{s,n} = \tau_s$, $\tau_{b,n} = \tau_b$, ($n = 1, 2, \cdots, N$). Moreover, the energy efficiency (EE) of the status updates scheme can be defined as the ratio of the generation rate and the sum of the transmit power consumption [9]. According to 4, the transmit power of the $n$th MTCD during the selected TS is given by $\phi^{TM}_{t,n} = 2 \left( \frac{\gamma_n^{TM}}{\lambda_n^{TM} - \tau_p^{TM}} \right)^{\frac{1}{\gamma_n^{TM}}} - 1$. Therefore, the EE of the considered status update scheme based on TDMA using the MV policy can be formulated as:

$$
\gamma_n^{TM} = \frac{NL}{\left( \tau_{b}^{TM} - \tau_p^{TM} \right)^{\frac{1}{\gamma_n^{TM}}} - 1}
$$

Furthermore, we assume that the EE of the system should not be lower than $\gamma_{min}$, namely $\gamma_n^{TM} \geq \gamma_{min}$, which leads to the following inequality:

$$
\gamma_{min} \left( \frac{\tau_{b}^{TM} - \tau_p^{TM}}{2 \left( \frac{\left(\tau_{b}^{TM} - \tau_p^{TM}\right)^{\frac{1}{\gamma_n^{TM}}} - 1}{NL} \right)^{\frac{1}{\gamma_n^{TM}}}} \right) \leq NL \gamma_n.
$$
Algorithm 1: Age-optimal Exact Linear Search

1: Constrain $\lambda_n \lambda_{n,\min} \leq \lambda_n \leq \min(\lambda_{n,\max}, 1/\tau_T^M)$. 
2: With the fixed $\lambda_n$, the original problem is converted to a convex sub-problem.
3: Initialize the starting point to $\lambda_n(0) = \lambda_{n,\min}$, the iteration threshold to $K$, and the iteration indicator to $k := 0$.
4: Set the accuracy (step size), to $\Delta = \min(\lambda_{n,\max}, 1/\tau_T^M) - \lambda_{n,\min} / K$.
5: repeat
6: Solve the convex sub-problem with the solution $x(\tau, \phi)$, and find the optimal solution $x(\tau, \phi)$ for all $\tau, \phi$.
7: Update $\lambda_n(k+1) = \lambda_n(k) + \Delta$ and $k := k + 1$.
8: until $k > K$.
9: Output: Optimal solution $x(\tau, \phi)$.

where the EH time $\tau_T^M$ is a constant. When optimizing the average peak AoI and the EE of the system, the associated minimization problem $P_1^T(M)$ is expressed as

$$
\min_{x_T^M} \left( \lambda_n, \tau_T^M, \tau_S^M \right) \left[ A_n^M \left( \lambda_n, \tau_T^M, \tau_S^M \right) \right]
$$

s.t. (33a): $\left( \tau_T^M - \tau_T^M N \right) \Phi_\tau M \leq \tau_T^M \Phi_r n \leq E_{b, \max}$,
(33b): $\lambda_{n,\min} \leq \lambda_n \leq \lambda_{n,\max}$,
(33c): $0 < \lambda_n \tau_T^M < 1$ and (32),

where the objective function is the average AoI $A_n^M (\lambda_n, \tau_T^M, \tau_S^M)$, while $x_T^M = \{ \lambda_n, \tau_T^M, \tau_S^M, \Phi_r n \}$ denotes the vector of the associated variables and $\tau_T^M = \{ \tau_T^M, \tau_T^M \}$ is the vector of TS allocation. Furthermore, $\lambda_n$ and $\Phi_r n$ denote the rate of status updates and the transmit power of the power station, respectively. The inequality constraint in (33a) implies that the energy harvested should be higher than the transmitted power consumed but less or equal to the battery capacity $E_{b, \max}$. Furthermore, (33b) and (33c) denote the inequality constraints of the rate allocation and the generation rate of status updates for the $n$th MTCD, respectively. Moreover, the optimization problem should yield the stable condition in (33d). According to Lemma 3, we first convert the non-convex problem in (33) to a convex one by fixing the status update rate $\lambda_n$. Then, we use the exact line search based method to find the optimal solution, while the main procedure of the search is shown in Algorithm 1.

Lemma 3: Consider the minimization problem in (33). For the sake of obtaining the optimal solution, we fix the variable $\lambda_n$ to a constant $\lambda_n(k)$, where $\lambda_n(k)$ yields the constraint of $\lambda_n$. According to the second-order condition, the original objective function is converted to a convex function $\tilde{A}_p^M (\tau_T^M, \tau_S^M) \Delta \lambda_n^M (\lambda_n(k), \tau_T^M, \tau_S^M)$. Similarly, the objective function $A_p^M (\lambda_n, \tau_T^M, \tau_S^M)$ in (36) can be converted to a convex function $\tilde{A}_p^M (\tau_T^M, \tau_S^M)$ with the aid of the same operation.

Algorithm 2: CCP Based Peak AoI Optimization

1: Initialize the feasible starting point $x_T^M(0)$, the iteration step threshold $K$ and constant $\epsilon$.
2: Initialize the convex function $f_{11}^M(x)$ and the concave function $f_{12}^M(x)$ by Lemma 4.
3: Set the lower and the upper bounds of $\lambda_n, \tau_b, \tau_s, \Phi_r n$.
4: Set the iteration indicator to $k := 0$.
5: repeat
6: Calculate the gradient value $\nabla f_{12}^M$ and substitute a given $x_T^M(k)$.
7: Obtain the convex sub-problem in (34).
8: Calculate the locally optimal solution of (34) as $x_T^M(\phi)$. Set the iteration indicator to $k := k + 1$.
9: until $k > K$ or $|x_T^M(k) - x_T^M(k-1)| < \epsilon$.
10: Output: near-optimal solution $x_T^M(\phi)$.

Proof: We assume that $\tilde{A}_p^M (\tau_T^M, \tau_S^M)$ and $\tilde{A}_p^M (\tau_T^M, M)$ are twice differential. Then, we can derive their Hessian matrices as $\nabla^2 \tilde{A}_p^M = diag \left[ \lambda_n (1 - \lambda_n \tau_T^M)^{-3}, 0 \right] \geq 0$ and $\nabla^2 \tilde{A}_p^M = diag \left[ \lambda_n (1 - \lambda_n \tau_T^M)^{-3}, 0 \right] \geq 0$. Therefore, the optimization problem in (33) and (3b) can be converted to convex subproblems with a fixed $\lambda_n$.

Lemma 4: The average peak AoI function of the system using the MV policy $A_n^M (\lambda_n, \tau_T^M, \tau_S^M)$ in Eq. (21) is the sum of the convex function $f_{11}^M(x_T^M)$ and of the concave function $f_{12}^M(x_T^M)$. Thus, the original problem $P_1^T(M)$ can be converted to a DC programming problem:

$$
\min_{x_T^M} \left( \lambda_n, \tau_T^M, \tau_S^M \right) \left[ f_{11}^M (x_T^M) + x_T^M \Phi_r n \right]
$$

s.t. (32), (33a), (33b), (33c),

$$
\left( \lambda_n \tau_T^M (\phi)(k) + \tau_T^M \Phi_r n (\phi)(k) \right) < 1 + \left( \lambda_n \tau_T^M (\phi)(k) \right),
$$

where $x_T^M(k)$ denotes the optimal solution obtained from the $k$th iteration, while $\Phi_r n (\phi)(k)$ is the gradient value of $f_{12}^M(x_T^M(k))$ at the point $x_T^M(k)$. After successively solving a series of convex problems, we can find a locally optimal solution for the minimization problem $P_1^T(M)$.

Proof: See Appendix B.

To increase the accuracy of the solution and hence to approach the optimum, increasing complexity of Algorithm 1 is inevitable, which is counterproductive for EH-aided MTCDs having finite computational resources. Therefore, we propose a low-complexity heuristic algorithm for solving the original problem. According to Lemma 4, the objective function of the minimization problem $P_1^T(M)$ is non-convex, while $P_1^T(M)$ belongs to the family of DC programming problems, which can be solved by the CCP algorithm. Specifically, we decompose the original objective function $A_n^M (x_T^M)$ into the sum of a convex and a concave function, i.e., $\frac{\tau_T^M}{2} + \frac{\tau_T^M}{2} + \frac{1}{\lambda_n}$ and $\frac{\tau_T^M}{2} (1 - \lambda_n \tau_T^M)$. Then, we determine an initial feasible point $x_T^M$.
and convert $A_{MV}^M (x^{TM})$ to typical convex function relying on first order Taylor approximation as follows:

$$\begin{align*}
\hat{A}_{p}^{MV}(x^{TM}:x_0^{TM}) &= \hat{A}_{p}^{MV}(x_0^{TM}) + \nabla \left[ \hat{A}_{p}^{MV}(x_0^{TM}) \right]^T (x^{TM} - x_0^{TM}).
\end{align*}$$

(35)

Then, substituting $A_{p}^{MV}(x^{TM})$ by $\hat{A}_{p}^{MV}(x^{TM}:x_0^{TM})$ in $P_{2}^{M}$ and $P_{1}^{M}$ can be converted to a classical convex problem $P_{2}^{M}$. During each iteration, $P_{2}^{M}$ is solved for a given $x_0^{TM}$, which can be replaced by the optimal value in the next iteration. The algorithm stops the iteration when the stopping criterion is satisfied. The main steps of the CCP algorithm are shown in Algorithm 2.

(2) TDMA using the ST Policy: The EE of the status update scheme based on TDMA and the ST policy is given by

$$\gamma_n^{ST} = \frac{L}{(\tau_{b}^{ST} - \tau_{p}^{ST})} \phi_{r,n}^{ST} \leq E_{b,max},$$

(36)

where $x^{ST} = \{\lambda_{n}, \tau_{b}^{ST}, M, \Phi_{r,n}\}$ denotes the vector of the variables. The optimal solution of problem (36) can be found by Algorithm 1. In order to simplify the original problem, we relax the integrality constraint to transfer $M$ to a non-integer value, i.e. $M \in [M_{min}, M_{max}]$. Furthermore, according to Eq. (25), the objective function of the problem $P_{1}^{ST}$ is the sum of a convex function $f_{1}^{ST}(\lambda_{n}, \tau_{b}^{ST}, M) = \gamma_{n}^{ST} + (2\lambda_{n})^{-1}$ and of a concave function $f_{2}^{ST}(\lambda_{n}, \tau_{b}^{ST}, M) = \frac{\lambda_{n}(\tau_{b}^{ST})^{2}}{2(1+\lambda_{n} \tau_{b}^{ST})} + M \lambda_{n}$. Inspired by Lemma 4, $P_{1}^{ST}$ can be rewritten as a DC program as follows:

$$\begin{align*}
P_{2}^{ST} : \min_{x^{ST}} f_{1}^{ST}(x^{ST}) + x^{ST} \nabla f_{2}^{ST}(x^{ST})^T
\text{s.t.} \quad (36a), (36b), (36c), (36e),
\end{align*}$$

$$\begin{align*}
\left[ \lambda_{n}(\tau_{b}^{ST})_{(k)} + \tau_{b}^{ST} (\lambda_{n})_{(k)} \right] < 1 + \left( \lambda_{n} \tau_{b}^{ST} \right)_{(k)},
\end{align*}$$

(37)

where $x^{ST}_{(k)}$ denotes the optimal solution obtained from the $k$th iteration, and $P_{2}^{ST}$ can be solved by the CCP method of Algorithm 2. Before proceeding the following sections, we depict an example diagram shown in Fig. 8 to summarize the analysis flow of TDMA11.

B. FDMA-based Problem Formulation

(1) FDMA Using the MV Policy: In FDMA, the bandwidth of the $n$th MTCD subchannel is $B_{Sub} = \frac{N_{L}}{2}$Fig. 8 is not only for TDMA protocol but also for FDMA and NOMA.

Step 0. Main Objective:

Minimizing the average peak AoI shown in (3) of Section III.

Step 1. The Derivation of Peak AoI:

Considering a pair of sleep-scheduling policies, the closed-form expressions of peak AoI is shown in (14) and (18) of Section III-A, respectively.

Step 2. Optimization Problems:

(a) MV policy: Finding the optimal $x^{TM} = (\lambda_{n}, r_{TM}, \tau_{p}^{TM}, \Phi_{r,n})$ for (29).

(b) ST policy: Finding the optimal $x^{ST} = (\lambda_{n}, r_{b}^{ST}, M, \Phi_{r,n})$ for (30).

Step 3. Exact Linear Search:

By fixing $\lambda_{n}$ in Algorithm 1 of Section IV-A, the problems (29) and (30) are converted to approximated convex problems.

Step 4. Low-complexity Solution:

Problems (29) and (30) are non-convex and Step 3 is time-consuming. Thus, the iterative CCP-based solution is presented in Algorithm 2.

Fig. 8: Flow of the mathematical analysis for TDMA protocol.

$$\begin{align*}
N_{1} [B - (N - 1) A_{B}].
\end{align*}$$

Thus, the EE of the FDMA using the MV policy can be formulated as $\gamma_{n}^{FM} = \frac{(\tau_{b}^{FM} - \tau_{p}^{FM}) \phi_{r,n}^{FM}}{(\tau_{b}^{FM} - \tau_{p}^{FM}) \phi_{r,n}^{FM}}$ and the transmit power is given by $\Phi_{r,n}^{FM} = \frac{\gamma_{n}^{FM}}{2(\tau_{b}^{FM} - \tau_{p}^{FM}) \phi_{r,n}^{FM}} - 1$. Therefore, the lower bound of the EE yields

$$\begin{align*}
\gamma_{n}^{FM} \left( \tau_{b}^{FM} - \tau_{p}^{FM} \right) \left[ 2(\tau_{b}^{FM} - \tau_{p}^{FM}) \phi_{r,n}^{FM} - 1 \right] \leq \gamma_{n}.L.
\end{align*}$$

(38)

The problem of optimizing the average peak AoI and the EE of the system may be formulated as the minimization problem $P_{FM}$:

$$\begin{align*}
P_{FM} : \min_{x^{FM}} A_{MV}^M (\lambda_{n}, \tau_{b}^{FM}, \tau_{s}^{FM})
\text{s.t.} \quad (39a) : \left( \tau_{b}^{FM} - \tau_{p}^{FM} \right) \phi_{r,n}^{FM} \leq \tau_{p}^{FM} \phi_{r,n}^{FM} \leq E_{b,max},
(39b) : \left[ \tau_{b}^{FM}, 0 \right] \leq \tau^{FM} \leq \left[ 1, 1, \tau_{s}^{FM}, \tau_{s}^{FM} \right],
(39c) : \lambda_{n,min} \leq \lambda_{n} \leq \lambda_{n,max},
(39d) : 0 < \lambda_{n} \tau_{b}^{FM} < 1 \text{ and (38)},
\end{align*}$$

(39)

where the objective function is the average peak AoI, while $x^{FM} = \{\lambda_{n}, \tau_{b}^{FM}, \tau_{s}^{FM}, M, \Phi_{r,n}\}$ denotes the vector of the variables and $\tau^{FM}$ is the vector of TS allocation.

(2) FDMA Using the ST Policy: Under the ST policy, the MTCD only wakes up from its idle mode, if the number of status updates in the queue is more than $M$. Moreover, the EE of the system yields $\gamma_{n}^{FS} = \frac{L}{(\tau_{b}^{FS} - \tau_{p}^{FS}) \phi_{r,n}^{FS}} \geq \gamma_{n}$. Similarly to the minimization problem above, let $x^{FS} = \{\lambda_{n}, \tau_{b}^{FS}, M, \Phi_{r,n}\}$ denote the vector of variables, and the
optimization problem is

\[ P^{FS} : \min_{x^{FS}} A^{ST}_{FS} \left( \lambda_n, \tau^{FS}_b, M \right) \]

s.t. (40a): \[ \left( \tau^{FS}_b - \tau^{FS}_p \right) P^{FS}_{\ell,n} \leq \tau^{FS}_p \Phi_{\ell,n} \leq E_{b,max} \],

(40b): \[ \tau^{FS}_{p, min} \leq \tau^{FS}_b \leq \tau^{FS}_{p, max} \],

(40c): \[ \lambda_{n, min} \leq \lambda_n \leq \lambda_{n, max} \],

(40d): \[ 0 < \lambda_n \tau^{FS}_b < 1 \],

(40e): \[ \tau^{FS}_n \geq \tau^{FS}_m \].

According to Lemmas 3 and 4, the optimal results of \( P^{FS} \) and \( P^{FS} \) can be obtained by Algorithm 1. To reduce the computational complexity, the previous problems may be rewritten as DC programming problems. Algorithm 2 provides a tractable iterative procedure based on a CCP method to solve it.

C. NOMA-based Problem Formulation

1) NOMA Using the MV Policy: For the case of NOMA, we assume that all the \( N \) MTCDs share the same spectrum along with the same status update rate and TS allocation. Since SIC is utilized by the BS receiver, we should accurately control the transmit power and the EH of the different MTCDs. The EE of the NOMA scheme using the MV policy is the ratio between the status update rate and the average power consumption, expressed as:

\[ \gamma^{NM} = \frac{\gamma L N}{2 \left( \frac{\lambda (\tau^{NM}_b - \tau^{NM}_p)}{\tau^{NM}_p - \tau^{NM}_{p, min}} \right) - 1} \geq \tau^{NM}_{min} \].

(41)

In contrast to the TDMA and FDMA protocols, the transmit power of NOMA should satisfy the power constraint of Eq. (6). Therefore, the corresponding minimization problem is

\[ P^{NM} : \min_{x^{NM}} A^{MV}_{NM} \left( \lambda, \tau^{NM}_b, \tau^{NM}_s \right) \]

s.t. (42a): \[ \left( \tau^{NM}_b - \tau^{NM}_p \right) P_{\Sigma} \leq \tau^{NM}_p \Phi_{\Sigma} \leq E_{b,max} \],

(42b): \[ \left( \tau^{NM}_p, 0 \right) \leq \tau^{NM} \leq \left[ \tau^{NM}_{b, max}, \tau^{NM}_{s, max} \right] \],

(42c): \[ \lambda_{min} \leq \lambda \leq \lambda_{max} \],

(42d): \[ 0 < \lambda \tau^{NM}_p < 1 \],

(42f): \[ \tau^{NM} \geq \tau^{NM}_{min} \text{ and } (41) \],

where (42a) is the transmit power constraint of NOMA, and we have \( P_{\Sigma} = \sum_{n=1}^{N} \Phi^{NM}_{\ell,n} = 2 \left( \frac{(\tau^{NM}_b - \tau^{NM}_p)}{\tau^{NM}_p - \tau^{NM}_{p, min}} \right) - 1 \). \( \gamma \), where \( \Phi^{NM}_{\ell,n} \geq 0, \forall n \in N \). Let \( x^{NM} = \{ \lambda, \tau^{NM}_b, \tau^{NM}_s, \Phi^{NM}_{\ell,n} \} \) denote the vector of the variables. Moreover, we omit the subscript \( n \) since all MTCDs have the same average peak AoI along with the same TS allocation and status update rate.

2) NOMA Using the ST Policy: In this policy, the optimization problem requires the minimization of the average peak AoI \( A^{ST}_{FS} \left( \lambda_n, \tau^{ST}_b, M \right) \) under the constraints of transmit power, TS allocation etc. Thus, the problem for the case of the NOMA using the ST policy can be formulated as follows, while we drop the subscript \( n \) for simplicity

\[ P^{NS} : \min_{x^{NS}} A^{ST}_{FS} \left( \lambda_n, \tau^{NS}_b, M \right) \]

s.t. (43a): \[ \left( \tau^{NS}_b - \tau^{NS}_p \right) P_{\Sigma} \leq \tau^{NS}_p \Phi_{\Sigma} \leq E_{b,max} \],

(43b): \[ \tau^{NS}_{p, min} \leq \tau^{NS}_b \leq \tau^{NS}_{p, max} \],

(43c): \[ \lambda_{n, min} \leq \lambda_n \leq \lambda_{n, max} \],

(43d): \[ 0 < \lambda_n \tau^{NS}_b < 1 \],

(43e): \[ \tau^{NS}_n \geq \tau^{NS}_{min} \],

where the transmit power \( \Phi^{NS}_{\ell,n} \) and the EE of the system \( \tau^{NS}_n \) are obtained by (41) and (43).

According to Lemma 3, we obtain the optimal solutions of \( P^{NM} \) and \( P^{NS} \) via Algorithm 1. Furthermore, in order to mitigate the computational complexity of devices, Algorithm 2 is used for solving \( P^{NM} \) and \( P^{NS} \), respectively.

V. SIMULATION RESULTS AND DISCUSSIONS

This section presents numerical results for verifying the performance of both sleep-scheduling policies. We also use the three multiple access protocols without sleep-scheduling as our benchmark designs.

A. Parameters Settings

As for the \( n \)th MTCD, in our simulation scenario, we assume that the distance between each MTCD and the BS or power station is the same\(^{12}\), i.e., \( d^{M-M}_n = d^{M-B}_n \). The distance set is defined as \( d^{M-B}_n = (d^{M-B}_1, \ldots, d^{M-B}_N) \), which represents a linearly spaced vector in the range of \( [3, 5]m \) and satisfies \( d^{M-B}_1 < \cdots < d^{M-B}_N \). The available bandwidth is 5MHz with a carrier center frequency of 470MHz, while the TGN path-loss factor of 2 is used [22]. The noise power spectral density is \( N_0 = -60dBm/Hz \). The efficiency of EH is \( \eta_p = 0.9 \). The maximum transmission time is \( \tau^{b, max} = 40ms \), while the EH time is a constant 10ms. Furthermore, \( \Phi_{s, max} \) and \( \Phi_{s, max} \) are 4W and 400mW, respectively. The probability of an MTCD becoming active in a EH or transmission mode is \( \rho = \lambda_n \tau_b \) [33]. Therefore, we define the average power consumption for the protocols based on sleep-scheduling as follows:

\[ \overline{\Phi} = \rho \left( \frac{\tau^{NM}_b - \tau^{NM}_p \Phi_{\Sigma} + \Phi_w}{\tau_b} \right) + \frac{1 - \rho}{\tau_s} \left( \Phi_{s, \tau_l} + \Phi_{s, \tau_s} \right) \].

(44)

where \( \Phi_w = 100mW \), \( \Phi_s = 10mW \) and \( \Phi_{s, \tau_s} = 100mW \) represent the power consumption in the active mode, idle mode and the switching cost, respectively. Moreover, we suppose \( \tau_s = \tau_l + \tau_{s, c} \), where \( \tau_l = 9\tau_{s, c} \). Substituting \( \Phi_s = \Phi_w \) into (44), we obtain the average power consumption of our benchmark designs.

In Fig. 9(a), we consider the scenario of 10 MTCDs relying on the MV policy, where the maximum status update rate is \( \lambda_{max} = 15 \) packets per second. It is observed that for the different protocols relying on the increment of \( L \), the average

\(^{12}\) We assume that all MTCDs are on the perpendicular bisector of the line segment between the power station and the BS.
peak AoI increases under the MV policy. A large $L$ results in an increased throughput and tell-traffic load, hence leading to a higher peak AoI. Moreover, NOMA has a lower peak AoI than FDMA and TDMA, but the peak AoI of NOMA increases marginally when the gap between the channel capacity and the current throughput is substantial. Although CCP is a heuristic algorithm, it can be seen that the results based on CCP are very close to the optimal solutions.

Fig. 9(b) characterizes the average peak AoI using the ST policy. Similar to the protocols based on the MV policy, it can be observed that the freshness of data is directly related to the packet length and that NOMA under the ST policy is superior to both TDMA and FDMA in terms of its peak AoI. Observe that harnessing the CCP method in the NOMA protocol strikes a trade-off between the average peak AoI attained and the computational complexity imposed. Additionally, Fig. 10 illustrates the results of average per-packet AoI. According to Eq. (11), the relationship between the average per-packet AoI and the average peak is linear in terms of the same status update rate $\lambda$, and thus Fig. 10 follows the same trend as Fig. 9. Furthermore, it can be observed that when $L$ is less than 160 bits, TDMA-MV and FDMA-MV have a better per-packet AoI performance than NOMA-ST, because the delay of NOMA is degraded by the ST policy.

Fig. 10: The average per-packet AoI versus $L$ under a pair of sleep-scheduling policies.

B. Performance Versus Maximum Status Update Rate

This subsection studies the impact of the maximum status update rate of both policies on the AoI and on the energy consumption, where $N = 10$ and $L = 100$ bits, for all three multiple access protocols. Fig. 12(a) and Fig. 12(b) indicate that the networks based on TDMA-MV and FDMA-MV have a lower peak AoI, when the maximum status update rate increases. This is because the status updates become infrequent when the maximum status update rate $\lambda_{max}$ is low, which in turn increases the average peak AoI. Since NOMA has a better energy efficiency than the other protocols, its average peak AoI is monotonically reduced in Fig. 12(c). Moreover, Fig. 12 also demonstrates that the sleep-scheduling policies degrade the AoI for the sake of reducing the energy consumption. At $\lambda_{max} = 1.4$ kbps, the ST policy imposes 37.5%, 36.6% and 40.4% average peak AoI degradation in TDMA, FDMA and NOMA, respectively. By contrast, the average peak AoI values of the MV policy only increase by 5.8%, 5.6% and 5.7% relying on TDMA, FDMA and NOMA, respectively. Therefore, the MV policy is more suitable for a low-delay scenarios than the ST policy. Additionally, Fig. 13 illustrates the average per-packet AoI vs. the status update rate $\lambda_{max}$, which has a similar AoI trend as Fig. 12. Specifically, at $\lambda_{max} = 1.4$ kbps, the average per-packet AoI increases by 58.6%, 58.7% and 67.7% in TDMA, FDMA and NOMA,
increased energy consumption. Specifically, when the average power consumption increases with the number of MTCDs is increased, hence the packets are more likely to be queued for a long time and require more energy from the power station. Furthermore, for the MV policy, the average AoI of FDMA is better than that of TDMA, and NOMA always has the edge. That is because the spectral resources of FDMA and NOMA are capable of supporting an increased number of MTCDs, but the TDMA has a limited number of time slots.

VI. CONCLUSIONS

The family of EH-aided NGMA systems relying on the multiple vacation policy and start-up threshold policy has been investigated and closed-form expressions for the peak AoI of both policies have been derived. Since the latency caused by sleep-scheduling leads to the degradation of AoI, we have formulated the associated time slot allocation problems as DC problems, which can be solved by CCP based heuristic algorithms. Our simulation results have shown that the proposed sleep-scheduling policies are more energy-efficiency than the benchmark protocols. Additionally, under the premise of fair rate allocation among MTCDs, NOMA outperforms both TDMA and FDMA in terms of its peak AoI and power consumption.

APPENDIX A

PROOF OF LEMMA 2

Proof: Let \( \pi_H = (\pi_1, \pi_2, \cdots) \) be the stationary distribution of \( \Pi_{n}^{ST} \), and \( e = (1, 1, \cdots)^T \). According to the equilibrium equation of \( \pi_H P_0 = \pi_H \) and Eq. (24), we can formulate the stationary distribution as follows:

\[
\pi_m = \begin{cases} 
\sum_{i=1}^{m+1} \pi_i \theta_{m+1-i} & 0 \leq k \leq M - 2, \\
\pi_0 \theta_{m-M+1} + \sum_{i=1}^{m+1} \pi_i \theta_{m+1-i} & k \geq M - 1.
\end{cases}
\] (45)

Therefore, the p.g.f. of the stationary distribution \( \pi_H(z) \) can be expressed as follows:

\[
\pi_H(z) = \sum_{i=M-1}^{\infty} z^i \left[ \pi_0 \theta_{i-M+1} + \sum_{j=1}^{i+1} \pi_j \theta_{i+1-j} \right] + \sum_{i=0}^{M-2} z^i \sum_{j=1}^{i+1} \pi_j \theta_{i+1-j} \]
\[
= \frac{[\pi_H(z) - \pi_0] + \pi_0 z^M e^{-\lambda \tau_0 (1-z)}}{z}.
\] (46)
Upon substituting $\pi_H(1) = 1$ into the above equation, we may arise at $\pi_0 = (1 - \lambda_n \tau_b) M^{-1}$. Therefore, Eq. (46) can be simplified as

$$\pi_H(z) = \frac{(1 - \lambda_n \tau_b)(1 - z)(1 - z^M) e^{-\lambda_n \tau_b (1-z)}}{M \left[ e^{-\lambda_n \tau_b (1-z)} - z \right][1 - z]}.$$  \hspace{1cm} (47)

Furthermore, the average number of the packets generated in the $n$th MTCD can be expressed as

$$\mathbb{E}[\Pi_{n}^{ST}] = \frac{d\pi_H(z)}{dz}|_{z=1} = \lambda_n \tau_b + \frac{(\lambda_n \tau_b)^2}{2(1 - \lambda_n \tau_b)} + \frac{M - 1}{2}.$$  \hspace{1cm} (48)

Based on Little’s Law, we can express the average system delay of the packets in the $n$th MTCD as $\mathbb{E}[D_{n}^{ST}] = \lambda_n^{-1} \mathbb{E}[\Pi_{n}^{ST}]$.

---

**APPENDIX B**

**PROOF OF LEMMA 4**

**Proof:** The variables $\lambda_n, \tau_1^{TM}, \tau_2^{TM}$ and $A^{MV}(\lambda_n, \tau_1^{TM}, \tau_2^{TM})$ are defined in Section III-A. Moreover, we decompose the original objective function into the pair of functions $f_1^{TM}$ and $f_2^{TM}$, namely $A^{MV} = f_1^{TM} + f_2^{TM}$, which are given by

$$f_1^{TM}(x^{TM}) = \frac{\tau_1^{TM} x^{TM}}{2} + \frac{\tau_2^{TM} x^{TM}}{2} + \frac{1}{\lambda_n},$$

$$f_2^{TM}(x^{TM}) = \frac{\tau_2^{TM} x^{TM}}{2(1 - \lambda_n \tau_1^{TM})}.$$  \hspace{1cm} (49)

While $\frac{1}{\lambda_n}$ denotes the power function of $\lambda_n$ when $\lambda_n > 0$. Therefore, $f_1^{TM}$ is convex on $\mathbb{R}_z^+$, because the nonnegative, nonzero sum of convex functions is convex. To prove that $f_2^{TM}$...
For odd \( i \) and even \( i \), we have
\[
\begin{align*}
\Delta T M^i &< 1 + (\lambda_n T M^i)_{(k)}.
\end{align*}
\]

Therefore, it can be concluded that \( f^2 T M \) is a concave function. By exploiting the second-order condition, we can prove that the inequality constraints (32), (33a)-(33c) are convex based on the second-order condition, while (33d) has to be rendered convex as
\[
\sum_{i=1}^{N} \frac{(\lambda_n^i T M^i)^3}{b_i^3} + \frac{(\tau_T^i)^3}{b_i^3} T M^i > 0.
\]

It is clear that \( \nabla^2 f^2 T M < 0 \) since the determinants obey
\[
D_1 \geq 0 \quad \text{for even } i \quad \text{and} \quad D_1 \leq 0 \quad \text{for even } i,
\]
\[
D_2 \geq 0 \quad \text{and} \quad D_3 = \left| \nabla^2 f^2 T M \right| \leq 0.
\]

Therefore, the derived result is valid for heterogeneous system configurations.

Fig. 15: The peak AoI and the average power consumption versus \( N \) under MV policy.
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