I. Introduction

The thermal activation of methane has long remained a “holy grail” in chemistry, offering the potential to transform the chemical economy by providing abundant feedstock for multitudes of value added chemicals.1–3 Gas phase ion reactivity combined with quantum chemical calculations provides the ability to study the mechanistic underpinnings of catalyzing this activation free from the complications inherent to bulk or solution phases.4–8 The observation of methane activation by MgO+ is of particular interest,9 as prior studies had focused on transition metals, such as the well performing but expensive palladium-based catalysts.10 Detailed understanding of methane activation by main group metal oxide species such as MgO+ presents the potential to develop cost effective catalysts for large scale utilization of this important chemical feedstock.

Temperature-dependent kinetics offers insight into catalyst development in several ways. Comparing this data with statistical modeling of calculated reaction surfaces can confirm or refute a proposed mechanism as well as help identify energetic and entropic factors governing reactivity. We have employed this technique for several transition metal oxides reacting with...
methane,\textsuperscript{11,12} adding insight into the key rate limiting and product determining kinetic features of these systems. Additionally, the variation of rate coefficient and product branching for a given reaction as a function of temperature aids identifying the optimum conditions for a desired reaction product. Conversely, atomistic simulations based on accurate, reactive force fields provide molecular-level mechanistic insight into gas-phase reactions ranging from triatomics\textsuperscript{13–16} to systems such as the Diels–Alder reaction between 2,3-dibromo-1,3-butadiene and maleic anhydride.\textsuperscript{17}

In the present work, we consider the hydrogen abstraction reaction

\[ \text{2MgO}^+ + \text{CH}_4 \rightarrow \text{MgOH}^+ + \text{CH}_3 \]  

(1)

associated with \( \Delta H_{\text{Ok}} = -0.77 \pm 0.15 \) eV and the oxygen atom transfer reaction

\[ \text{2MgO}^+ + \text{CH}_4 \rightarrow \text{Mg}^+ + \text{CH}_3\text{OH} \]  

(2)

with \( \Delta H_{\text{Ok}} = -1.34 \pm 0.10 \) eV. The reaction thermochemistry is derived from experimental determinations of the MgO\textsuperscript{+} bond dissociation energy (2.5 eV)\textsuperscript{18} and the MgO proton affinity (10.24 eV, 988 kJ mol\textsuperscript{-1}).\textsuperscript{19,20}

Reaction (1) has been previously investigated at room temperature using an ion trap apparatus and through electronic structure calculations at the density functional theory\textsuperscript{9} and at higher, correlated levels of theory.\textsuperscript{21} Although oxygen atom transfer from the oxide cation forming methanol is energetically preferred, it was only observed for \(<2\%\) of reactions. The stationary points were calculated at the MP2/6-311[2d,2p] level, and were found to be in qualitative agreement with the observed efficiency of \(\sim 40\%\). The rate limiting step was concluded to be a four-centered transition state leading to formation of a \([\text{CH}_3\text{MgOH}]^+\) insertion complex, as opposed to a direct hydrogen abstraction pathway which was calculated to lie nearly isoenergetic with reactants and 0.1 eV above the four-centered TS. Previous work\textsuperscript{22} on the reaction of MnO\textsuperscript{+} + CH\textsubscript{4} has highlighted the importance for entropic contributions, as in that case a direct hydrogen abstraction was found to be competitive with an energetically preferred four centered transition state similar to that for the system investigated here.

In the present work the temperature dependent kinetics is measured in an ion flow tube and compared with computations\textsuperscript{13} based on reactive molecular dynamics simulations and complementary computational studies. This provides a comprehensive characterization of the first step of the reaction and also highlights future possibilities to further investigate this important process.

## II. Experimental methods

All measurements were performed on a recently described variable ion source, temperature adjustable selected ion flow tube (VISTA-SIFT).\textsuperscript{23} For these measurements a laser vaporization (LaVa) ion source was used. MgO\textsuperscript{+} ions were produced by ablating a translating, rotating magnesium rod (99.9%, ESPI metals) by \(\sim 3\) mJ per pulse of the second harmonic (532 nm) of an Nd:YAG (Litron) laser operating at 100 Hz. The ablated metal was entrained in a pulsed supersonic expansion (General Valve, Series 9) of a 60:30:10 mixture of He/N\textsubscript{2}O/Ne at a backing pressure of 55 PSI with a pulse width of 200 \(\mu\)s, also operated at 100 Hz. Upon formation, ions are transported using a series of radio frequency (RF) ion guides and ion optics to a quadrupole mass filter. Mass-selected ions are injected into a 7.3 cm diameter, 1 m long flow tube via a Venturi inlet at \(\sim 0.35\) Torr of helium buffer allowing approximately \(10^3–10^5\) collisions for thermalization with the flow tube walls prior to introduction of the neutral reagent. The temperature of the flow tube is varied from 300 to 600 K by means of resistive heating. The reagent (CH\textsubscript{4}, 99.98% Sigma Aldrich) is added using a mass flow controller (MKS) 59 cm before the terminus of the flow tube providing 2–3 ms of reaction time prior to extraction through of 4 mm diameter aperture in a nose cone biased to \(\sim -5\) V. The ions are transported using an RF ion guide to the entrance of an orthogonally-accelerated time-of-flight mass spectrometer. Relative abundances of reactant and product ions are monitored as a function of reagent concentration allowing determination of rate coefficients and product branching. The measured rate coefficients are ascribed an uncertainty of \(k \pm 30\%\), while the product branching fraction uncertainty depends on temperature, see Table 1.

## III. Computational methods

For interpreting the experiments several computational approaches have been applied to provide a molecularly refined picture of the reactive step. One of them is based on statistical modeling within Rice–Ramsperger–Kassel–Marcus (RRKM) theory. A second one uses reactive MD simulations to determine thermal rates from explicit atomistic simulations.

Reactive MD simulations were run either with CHARMM\textsuperscript{25} using multisurface adiabatic reactive MD (MS-ARMD)\textsuperscript{26} or with the atomic simulation environment (ASE)\textsuperscript{27} when the neural network-learned potential energy surface (PES, see below) was used. It was found that certain parts of the reactive PES are sensitive to the level of the electronic structure calculations used. In order to provide a more comprehensive picture, the same quantities were determined from different methods and

### Table 1

| T (K)    | \(k_{\text{tot}}\) | \(k_{\text{NN}}^\text{Cal} \) | \(k_{\text{NN}}^\text{Exp} \) | \(\text{Mg}^+ + \text{CH}_3\text{OH}\) | \(\text{MgOH}^+ + \text{CH}_4\) |
|----------|-------------------|---------------------------|-----------------------------|-------------------------------|-------------------------------|
| 300      | 5.9 ± 1.5         | 2.46                      | 53%                         | 0.08 ± 0.03                   | 0.92 ± 0.03                   |
|          | [3.9 ± 1.3]       | [~40%]                    | [~<0.02]                    |                               |                               |
| 400      | 6.2 ± 1.6         | 2.37                      | 55%                         | 0.07 ± 0.02                   | 0.93 ± 0.02                   |
| 500      | 4.8 ± 1.2         | 2.34                      | 43%                         | 0.05 ± 0.03                   | 0.95 ± 0.03                   |
| 600      | 4.4 ± 1.1         | 1.88                      | 39%                         | 0.05 ± 0.04                   | 0.95 ± 0.04                   |
| 700      | 1.47              |                           |                             |                               |                               |

\(a\) Langevin–Gioumousis–Stevenson capture rate.\textsuperscript{24}
basis sets, ranging from density functional theory (DFT)-based approaches to CCSD(T) calculations. For a broader coverage of reaction products, DFT calculations were employed whereas the MgO$^+$ + CH$_4$ → MgOH$^+$ + CH$_3$ reaction itself was investigated with correlated methods. For a detailed study of the transition state region complete active space SCF (CASSCF) and CCSD(T) calculations were employed.

The choice of method depends primarily on which part of the PES was investigated. For the present system, DFT-based methods are effective for broadly sampling the PES and to assess the thermodynamics, while correlated methods (i.e. MP2) are still computationally effective for studying an individual reactive step based on a full-dimensional reactive PES. For a direct comparison with previous work, one PES was determined at the MP2/6-311G(2d,2p) level of theory whereas a second reactive PES was determined with a somewhat larger basis set (MP2/aug-cc-pVTZ) for direct comparison of the thermal rates $k(T)$. Finally, higher-level methods (such as CCSD(T)) are best suited to investigate important details of the PES.

A. Statistical modeling

For the statistical modeling the stationary points along the reaction coordinate for MgO$^+$ + CH$_4$ were calculated at the TPSS0/TZVP level using Gaussian 09$^{28}$ and the reported energies have been zero-point corrected employing harmonic frequencies. Stable intermediates and transition states were verified by the calculation of zero or a single imaginary harmonic frequency, respectively. Intrinsic reaction coordinate calculations verified the connections between stationary points.

The calculated energies and vibrational and rotational frequencies along the reaction coordinate were inputs to statistical modeling of the reaction, described in detail elsewhere.$^{29}$ Briefly, formation of an initial intermediate is determined using capture theory and the simplified statistical adiabatic channel model (SSACM)$^{30,31}$ with reactant internal and collision energies varied over thermal distributions in a stochastic manner. Intermediates are assumed to be sufficiently long-lived that the fundamental statistical assumption of energy redistribution is met, and the fate of the intermediate determined by calculated unimolecular rate curves as a function of both energy and angular momentum, $(E_J)$, for all exit channels.$^{32,33}$ Importantly, ion–molecule reactions often involve barrierless formation of entrance complexes, leading to competition between a “loose” dissociation channel and a “tight” isomerization transition state; “loose” and “tight” states are affected differently by angular momentum, and proper consideration of $J$ is necessary.$^{34}$ The trajectories are followed until separated products are formed, reactants are re-formed, or an intermediate stabilized through collision with a buffer gas. The process is repeated until sufficient statistics have been accumulated, which typically requires $10^4$ to $10^5$ runs. The resulting calculated rate coefficients and product branching fractions are compared with the experimental data.

B. Reactive force fields

MS-ARMD. MS-ARMD relies on the mixing of several atomistic force fields, one for each connectivity. In the present case, this includes MgO$^+$ and CH$_4$ in the reactant channel and MgOH$^+$ and CH$_3$ in the product state. The parametrized force fields (FFs) for the reactant and product complexes were obtained by an iterative procedure, starting with reference parameters from SwissParam$^{35}$ for the four molecules. The energy at the equilibrium geometry of the product complex was chosen as the global zero of energy. MP2/6-311+G(2d,2p) energies for representative structures from 250 ps dynamics were calculated using the Gaussian09 suite of codes.$^{28}$ These energies were the reference for the parametrization of the FFs. A downhill simplex algorithm$^{36}$ was used for the fitting. After parametrizing the individual molecules the optimized FFs were combined to determine the reactant and product complex FF, respectively. The quality of the resulting FFs over the test and validation set is shown in Fig. 1A.

To parametrize the adiabatic barrier, the intrinsic reaction coordinate (IRC) of the reaction was also calculated at the MP2/6-311+G(2d,2p) level of theory. The structures along the IRC were extracted and their MS-ARMD energy evaluated. A genetic algorithm was used to parametrize the GAussian × POlynomial (GAPO) functions$^{26}$ and to reproduce the energetics along the reaction path. While it is possible to correctly describe the transition between the van der Waals minimum (INT1) and the TS, see inset Fig. 1A, the energy between the reactant state (MgO$^+$ + CH$_4$) and INT1 is considerably underestimated. Compared with the value of $-0.99$ eV ($-22.90$ kcal mol$^{-1}$) at the MP2/6-311+G(2d,2p) level of theory it is only $-0.27$ eV ($-6.21$ kcal mol$^{-1}$) from the MS-ARMD parametrization. Hence, instead of a submerged barrier at the four-centered transition state (TS1) which can be reached from the reactant state, translational or

Fig. 1  Panel A: Correlation between 1505 ab initio reference energies used in the parametrization and the fitted MS-ARMD force field of the reactant complex (red, RMSD = 0.04 eV; 0.89 kcal mol$^{-1}$) and of 85 structures for validation (yellow, RMSD = 0.07 eV; 1.55 kcal mol$^{-1}$). Also, the correlation for 1730 ab initio energies for the product complex (blue, RMSD = 0.05 eV; 1.10 kcal mol$^{-1}$) and of 91 structures for validation (orange, RMSD = 0.06 eV; 1.48 kcal mol$^{-1}$) are reported. Green dots show the reference IRC compared with that from the fitted MS-ARMD force field (RMSD = 0.02 eV; 0.49 kcal mol$^{-1}$). The insets shows the reference IRC (black) and the MS-ARMD energies (green). Panel B: Correlation of energies calculated at the MP2/aug-cc-pVTZ level of theory and predictions of the NN for the same sets of structures (using the same color code). Note that these structures were not used during the training of the NN (red, RMSD = 0.0124 eV; 0.285 kcal mol$^{-1}$) (yellow, RMSD = 0.0115 eV; 0.265 kcal mol$^{-1}$) (blue, RMSD = 0.00157 eV; 0.00363 kcal mol$^{-1}$) (orange, RMSD = 0.000200 eV; 0.00462 kcal mol$^{-1}$) (green, RMSD = 0.00337 eV; 0.0777 kcal mol$^{-1}$).
internal energy is required for the reaction pathway: reactant → INT1 → TS1 → product.

Neural network. As an alternative to the parametrized MS-ARMD force field, a neural network (NN) based on the PhysNet37 architecture was trained on energies, forces, and dipole moments (see ref. 37 for 145 000 structures, validated on 5000 structures), randomly selected from a set of 154 368 structures calculated at the MP2/aug-cc-pVTZ level of theory. The correlation between the 4368 remaining structures (test set) and the predictions of the trained NN is \( R^2 = 1 - 4.1 \times 10^{-4} \), see Fig. S1 (ESI†). The dataset was constructed starting from 36 063 structures for the \( \text{CH}_4 + \text{MgO}^+ \) and \( \text{CH}_3^+ + \text{MgOH} \) channels generated from simulations with the MS-ARMD force field, and then expanded using adaptive sampling38,39 similar to the procedure described in ref. 37. The NN constructs a descriptor vector for each atom which encodes information about its local chemical environment.40 The total energy of the system is obtained by combining ‘atomic energy contributions’ predicted from these descriptors. The NN is 10 layers deep with 64 neurons per layer.

C. Molecular dynamics simulations

MS-ARMD. The MD simulations for the reactive collisions were carried out with CHARMM41 and started with suitable initial conditions (500 structures). The individual molecules, i.e., \( \text{MgO}^+ \) and \( \text{CH}_4 \), were separately minimized (ABNR 10 000 steps), heated to the simulation temperature (12.5 ps), and equilibrated (12.5 ps). After a free dynamics (12.5 ps) for each system the centers of mass of the two molecules were positioned 13 Å apart (along the x-axis) and \( \text{MgO}^+ \) was randomly rotated.

Neural network. These simulations were carried out with ASE.27 Initial conditions for the NN were generated along the same line as for MS-ARMD by separately heating both molecules. Momenta were assigned from a Maxwell–Boltzmann distribution at the desired temperature followed by NVT Langevin dynamics. The step time was 0.1 fs for a total simulation time of 1 ps. After the initial conditions were fixed, simulations were started by positioning the centers of mass of the collision partners 13 Å apart.

Stratified sampling. Reactive molecular dynamics simulations were performed using stratified sampling for the impact parameter \( b \).41,42 For the stratified sampling all trajectories were grouped in non-overlapping intervals of \( b \) with a weight

\[
V_k = \frac{(b_k^+)^2 - (b_k^-)^2}{b_{\text{max}}^2}
\]  

where \( b_k^+ \) and \( b_k^- \) are the maximum and minimum value of \( b \) on a particular interval \( k \). The reaction probability for each interval \( k \) is then given by

\[
P_{\text{k, reac}} = V_k \frac{N_k}{N_{K, \text{tot}}}
\]  

where \( k \) labels a given interval, and \( N_k \) and \( N_{K, \text{tot}} \) are the number of reactive and total number of trajectories in that interval.

The total reaction probability is then

\[
P_{\text{reac}} = \sum_k P_{\text{k, reac}}
\]  

and the total thermal rate becomes

\[
k(T) = g(T) \sqrt{\frac{8k_b T}{\pi \mu}} b_{\text{max}}^2 \times P_{\text{reac}}
\]  

where \( k_b \) is the Boltzmann constant, \( T \) is the temperature, \( \mu \) is the reduced mass of \( \text{MgO}^+ \) and \( \text{CH}_4 \), and \( g(T) = 1 \) is the ratio of the electronic degeneracy factors for reactants and products.

Simulations were performed for \( b = 0 \) to \( b_{\text{max}} \) (\( \Delta b = 0.5 \) Å) by accelerating the two molecules towards their common center of mass. As the MS-ARMD parametrization was unable to correctly describe the prereactive complex (see above), the energy difference between the \( \text{MgO}^+ + \text{CH}_4 \) asymptote and the prereactive complex (0.81 eV, 18.6 kcal mol\(^{-1}\)) was included by scaling the velocities of all atoms accordingly, which amounts to an additional kinetic energy of \( \sim 0.11 \) eV per atom, 2.5 (kcal mol\(^{-1}\)) per atom of internal energy. This is akin to recent explorations of the Diels–Alder reaction between maleic acid and 2,3-dibromo-1,3-butadiene.17 A total of 3500 simulations per temperature were run with MS-ARMD, see Table S1 (ESI†).

For the simulations using the NN, two sets of simulations were run. In one of them, 3500 trajectories per temperature for \( t_{\text{fin}} = 500 \) ps each, with drawing impact parameters \( b \) from a uniform distribution, see Table S2 (ESI†). For the second set, 1000 trajectories for each value of \( b \), in intervals of 0.5 Å, at a given temperature was run for \( t_{\text{fin}} = 50 \) ps using stratified sampling, see Tables S3 and S4 (ESI†). All these simulations were carried out with the ASE simulation environment,27 in the NVE ensemble and with \( \Delta t = 0.1 \) fs. The simulations were terminated after \( t_{\text{fin}} \) or when the distance between the oxygen and carbon atom was larger than 15 Å. The upper limit (\( b_{\text{max}} \)) was determined from considering the opacity function, see Fig. 2 left inset.

IV. Results and discussion

The measured rate coefficients and product branching fractions for reaction (1) are listed in Table 1 and shown in Fig. 2. The reaction proceeds at approximately half of the collision rate at 300 K and decreases \( \propto T^{-0.5 \pm 0.2} \). The current measurement is somewhat higher than, but not inconsistent with, the previously reported value.9 The reaction was found to primarily result in hydrogen atom transfer, although 8% of reactions proceeded by oxygen transfer resulting in the \( \text{Mg}^2+ + \text{CH}_3\text{OH} \) product channel at 300 K. This is in mild disagreement with previous reports, which placed an upper limit of 2% branching to this channel at 300 K. The previous work also reports trace amounts of \( \text{MgCH}_3^+ + \text{H}_2\text{O} \) which was not observed in the present experiments.9

A. Statistical modeling

For the statistical modeling of the main reaction channels the relevant stationary points were calculated at the TPSS0/TZVP...
level, see Fig. 3. This profile is qualitatively consistent with that previously reported calculated at the MP2/6-311+G(2d,2p) level.9 The initial encounter complex formed is with the methane complexed to the metal, bound by 0.83 eV which is 0.43 eV (9.2 kcal mol⁻¹) above the van der Waals complex, consistent with the results from the higher-level calculations. No other bound entrance complexes were identified.

The reaction proceeds through a four-centered transition state (TS1) to an insertion complex (INT2) that is equivalent to a methyl bound to MgOH⁺. No TS corresponding to a direct activation of the C–H bond by end-on attack by the oxygen as mentioned in previous work,9 was identified; although the possibility of such a mechanism is discussed below. From INT2, competition occurs between direct dissociation into the MgOH⁺ + CH₃ product, or traversing a transition state corresponding to a long range methyl migration (TS2) resulting in a deeply bound Mg–CH₃OH⁺ (INT3) complex. INT3 can directly dissociate into either the Mg⁺ + CH₃OH or the MgOH⁺ + CH₃ product channels, with the former calculated to be preferred by 0.79 eV, just outside of agreement with experimentally derived reaction energetics of 0.57 ± 0.18 eV.

The experimental kinetics were compared to statistical modeling of the calculated reaction coordinate. Treating the MgO⁺ + CH₄ association/dissociation into INT1 using phase-space theory (PST) and TS1 using RRKM theory models the total rate coefficients well (Fig. 2, solid blue line) by minimally adjusting the energy of TS1 to −0.38 ± 0.10 eV relative to reactants. The calculated lifetime of INT1 is ∼10⁻¹⁰ s at thermal energies, long enough that intra-molecular vibrational energy redistribution should likely be complete and the fundamental assumption of statistical theory valid. An alternative direct hydrogen abstraction channel was previously calculated to involve a TS 0.1 eV above TS1. That statistical behavior is expected based on the calculated INT1 lifetime along with the agreement between the experiment and the model suggests that the reaction does proceed statistically, primarily through TS1 at these energies. Still, it is possible that a smaller fraction proceeds by direct hydrogen abstraction although this channel is not included in the present model and the agreement between model and experiment without this channel supports its negligible impact on the results.
MgO$^+$ + CH$_4$ association/dissociation may proceed with rate coefficients below PST due to “rigidity” which is related to angular anisotropy of the potential along the dissociation coordinate.$^{21}$ This is treated as an adjustable parameter in the following. The SSACM formalism is used to calculate unimolecular rate curves for loose dissociations from the PST-limit, where transitional modes are treated as product rotations, down to the RRKM-limit, where transitional modes are treated as fully conserved vibrations, as a function of a single “rigidity factor”. Increasing rigidity in the entrance channel necessarily lowers the modeled efficiency of the reaction as well as imparting a small negative temperature dependence due to the magnitude of the effect of rigidity increasing with energy. While lowering the energy of TS1 below $-0.38$ eV increases the reaction efficiency above the experiment, this increase may be compensated for by applying a rigidity factor (lowering the capture rate below the PST value) while maintaining a temperature dependence consistent with experiment. As a result, in the present case the modeling provides only an upper limit ($-0.38 \pm 0.1$ eV) for the TS1 energy. In light of this, scans of the angular and dissociation coordinate were undertaken (Fig. 4). These results are not consistent with the large amount of anisotropy required to render this reaction capture controlled. Furthermore, previous work on very similar associations (FeO$^+$, NiO$^+$, and MnO$^+$ with CH$_4$) were all well modelled at the PST limit suggesting minimal, if any, impact of rigidity.$^{11,12,22}$

The product branching between reactions eqn (1) (leading to MgOH$^+$) and eqn (2) (leading to Mg$^+$) is determined by competition after the rate-limiting transition state (TS1). Fig. 5 displays several calculated rate curves for exiting INT2 at both $J = 0$ and $J = 85$. The latter is near the peak of the angular momentum distribution for this reaction at 300 K. For simplicity the rate curves shown are at the same energetic threshold, $-0.85$ eV relative to reactants. Three sets of curves are shown, (a) assuming a loose dissociation (bond fissure) by phase space theory, (b) dissociation at the RRKM limit (extremely tight), and (c) traversing the TS2 barrier. The PST curves (dashed) are orders of magnitude faster ($\sim 10^4$) than those for traversing TS2 (solid). This is independent of any adjustment to the various energetics. Such adjustments can be visualized by translating the curves left or right relative to each other. This modeling predicts essentially unit branching to MgOH$^+$, inconsistent with the several percent of Mg$^+$ observed. Increasing the “rigidity” of the dissociation bends the dissociation rate curve between the PST and RRKM limits shown in Fig. 5. Employing “rigidity” reduces the entropic preference of this channel over traversing TS2, see Fig. 5. However even at the RRKM-limit, less than 1% of products are predicted to form Mg$^+$ without a significant energetic adjustment. In fact energy adjustments only are not sufficient to model the product branching observed. For this one must treat not only dissociation to the MgOH$^+$ + CH$_3$ product from INT2 at the RRKM limit, but from INT3 as well. Then the majority of complexes that make it to INT3 result in Mg$^+$ + CH$_3$OH formation.

Fig. 2 (right inset) reports the observed product branching as well as modeled predictions employing the RRKM limit for the dissociation to MgOH$^+$ from both INT2 and INT3 while keeping the two channels isoenergetic at $-0.85$ eV relative to reactants (black dashed line). The product branching was only modeled well (right inset Fig. 2, black solid line) when further lowering the energy of TS2 to $-1.55$ eV, while the energies of both product channels are left as calculated. While this produces a suitable fit to the data, it remains unsatisfactory. Even treating dissociations to MgOH$^+$ + CH$_3$ from both INT2 and INT3 at the extreme of the RRKM limit, a good fit to the data requires that the energy of TS2 be no higher than $-1.55$ eV relative to reactants, which would suggest that TS2 is heavily stabilized (by at least 0.7 eV) relative to the MgOH$^+$ + CH$_3$ channel. This seems unlikely given that TS2 corresponds to a long range migration of the methyl group from the metal to the hydroxyl.

**Fig. 4** MP2/6-311+G(2d,2p) scans along the angular and dissociation coordinate (defined as the CO distance). “Edge” refers to the rotation through an imaginary line between two CH$_4$ hydrogen atoms, “points” refers to a rotation around one of the CH$_4$ hydrogens.

**Fig. 5** Statistical rates calculated using SSACM for $J = 0$ (blue) and $J = 85$ (red) to exiting INT2 by TS2 (solid lines), dissociation into the MgOH$^+$ product channel at the PST-limit (dashed lines), and dissociation into the MgOH$^+$ product channel at the RRKM-limit (dotted lines). The grey shadowed region indicates the energetic region of importance at 300 K.
site, with minimal deformation to either the methyl or metal hydroxide unit, and would therefore be expected to be much closer to the energy of the MgOH\(^+\) + CH\(_3\) channel. While current DFT calculations have this TS lying 0.62 eV below this product channel, previous calculations using MP2 show them much closer to isoenergetic, with a difference of only 0.01 eV. Additionally, increasing the size of the basis set from TZVP to def2-TZVP or better accounting for long range interaction by using the CAM-B3LYP method raises the calculated energy of TS2 significantly. The parameters required to model the product branching under statistical assumptions appear possibly unphysical. This suggests that after passing TS1 the reaction may in fact proceed non-statistically.

Therefore, the potential surface in the post-transition state region was explored further. A shoulder along the IRC from TS1 to INT2 was observed with a structure very similar to that of TS2, see Fig. 6. The PES between this shoulder and TS2 was explored by incrementally adjusting a set of internal coordinates from several geometries along the IRC to those for TS2 (Fig. 6, red points). The PES in this region is rather flat providing an energetically feasible route directly to TS2 and thus INT3, effectively bypassing INT2, see Fig. 6. This feature could be a reaction path bifurcation (RPB), an example of post-transition state non-statistical dynamics. An RPB can be visualized as a ridge in the potential running from one TS to another, separating two valleys containing the intermediates.

The key kinetic step in determining the branching becomes the competition between following the minimum energy pathway to INT2, which would produce entirely the MgOH\(^+\) product, or traversing directly to TS2 and then INT3, where the competition between the two product channels is more robust. The presence of an RPB provides an explanation for why statistical assumptions are valid for reaction (1) prior to the rate-limiting TS1, but fail after that point. Calculation of the full potential surface in the region of TS1, INT2, TS2 coupled with quasiclassical trajectory calculations or exploration by direct dynamics calculations can verify the presence of an RPB for this system and provide a fuller exploration of the interesting non-statistical dynamics occurring.

B. Reactive MD simulations

The quality of the two reactive PESs is reported in Fig. 1 with a typical RMSD \(\approx 0.04\) eV (1 kcal mol\(^{-1}\)) for the MS-ARMD PES and a much lower RMSD \(\approx 10^{-4}\) eV (10\(^{-2}\) kcal mol\(^{-1}\)) for the NN-trained PES. The IRC between Int1 and TS1 (inset in Fig. 1A) is well reproduced by the MS-ARMD PES. Note that the structures shown in Fig. 1B were not used for training the NN and act as an additional test set. The quality of the NN-fitted PES is evidently superior to that from the MS-ARMD fit in particular because globally, it correctly describes the relative energetics of the entrance channel, the van der Waals minimum (INT1) and TS. On the other hand, the MS-ARMD PES is computationally considerably more efficient.

For the direct process MgO\(^+\) + CH\(_4\) \(\rightarrow\) MgOH\(^+\) + CH\(_3\), reactive MD simulations have been carried out using the parametrized MS-ARMD PES. The rate coefficients for the investigated reaction for 300 to 600 K are shown in Fig. 2. Compared to experimental rates determined from electrospray ionization
the results from MS-ARMD \((5.9 \times 10^{-11} \text{ cm}^{-3} \text{ s}^{-1} \text{ at 300 K})\) are about one order of magnitude smaller than previously experimentally determined \(k\) values \((3.9 \pm 1.3 \times 10^{-10} \text{ cm}^{-3} \text{ s}^{-1} \text{ at 300 K})\), as well as the measured rates in the present work \((5.9 \times 10^{-10} \text{ cm}^{-3} \text{ s}^{-1} \text{ at 300 K};\) see Fig. 2). MS-ARMD simulations yield a mild \(T\)-dependence, in qualitative agreement with experiment.

Using the NN-trained PES the temperature-weighted rate is about a factor of 5 smaller than that from experiment and the \(T\)-dependence follows the experimental rate. A typical reactive trajectory from such simulations is shown in Fig. 7. The NN also includes the possibility for dissociation to Mg\(^{+}\) + CH\(_3\)OH which was indeed found for \(~10\) out of 40 000 trajectories. This is consistent, but not in quantitative agreement, with a low-probability channel found in the experiments, see Table 1. Considerably more statistics would be required for a direct comparison between experiment and simulations.

Despite the different quality and shortcomings of the two PESSs, simulations with both approaches (MS-ARMD and NN) underestimate the experiments and requires an explanation. Two possibilities are explored in the following: first the accuracy of the electronic structure calculations is considered and secondly the fact that a large fraction of the NN simulations is trapped in INT1 (3545, 700, 375, and 507 for \(T=300, 400, 500, \) and 600 K, respectively) but could potentially react on longer time scales and thus contribute to the rate.

A difference of one order of magnitude in the rate corresponds to a change of \(~0.07\) eV \(~1.5\) kcal mol\(^{-1}\) in the relevant barrier assuming a single pathway and the validity of transition state theory. In other words, as all computed rates are smaller by that amount, the relevant barrier between INT1 and TS1 (see Fig. 1 and 3) for the reaction is probably overestimated from the electronic structure calculations. In order to better understand this, the energies for the stationary points were also determined at the CCSD(T)/aug-cc-pVTZ level of theory, see green trace in Fig. 8 which yields a barrier between INT1 and TS1 of \(0.86\) eV \((19.8\) kcal mol\(^{-1}\) reference energy to reactants) which is smaller than that at the MP2 level, but still overestimates the barrier height from analyzing the experimental rates (black dashed line in Fig. 8).

Typically, calculations at the CCSD(T) level of theory as employed here should provide accuracies better than \(0.05\) eV \((1\) kcal mol\(^{-1}\)\).\(^{44,45}\) Hence a difference of up to \(0.22\) eV \((5\) kcal mol\(^{-1}\)\) between the barrier height from analyzing experiment \((0.38\) eV) and the computed one (ranging from MP2 = \(-0.07\) eV to CCSD(T) = \(-0.17\) eV) points towards another source of error. Hence, the T1 diagnostic as an indication for single- \textit{versus} \textit{multi-reference} character was considered.\(^{46}\) At the CCSD/aug-cc-pVTZ level of theory T1 of TS1 is 0.03 which exceeds the recommended value of 0.02 for single-reference character.\(^{46}\) For the reactant and product states the T1 diagnostic is considerably smaller than 0.02 and thus, a single-reference calculation should provide good results. At the CASSCF level of theory the TS structure is about \(0.35\) eV \((8\) kcal mol\(^{-1}\)\) below the entrance channel. This is consistent with the statistical modeling from the present work. Therefore, it is expected that including the multi-reference character of the wavefunction will lower the barrier and increase the rate, in agreement with the findings in Fig. 2.

For the present system the “gold standard” of quantum chemistry, \textit{i.e.} CCSD(T), is not the method of choice due to its single reference character, in particular around TS1. Hence, for a better description of the energetics, a full-dimensional, reactive PES at the MRCI level of theory would be required which, given the system size, will be very challenging and...
is outside the scope of the present work. Such PESs have been recently determined for smaller, triatomic systems, e.g. for C + NO, N + NO or O + NO, for which such an approach is feasible.14,47

Next, for the reactive trajectories using the NN PES, the influence of the trajectories still trapped after 50 ps and 500 ps, respectively, in the van der Waals well on the total rate was quantified. Because the NN-PES supports the van der Waals, prereactive complex, an appreciable fraction of simulations still remain trapped there. The trapped fraction ranges from 90% at 300 K to 40% at 700 K, see Table S2 (ESI†). As the forward barrier (towards TS1) is lower than the reverse barrier (back to separated reactants) it is conceivable that an appreciable fraction of these trajectories will still react towards products, but on considerably longer time scales, due to IVR. Following previous work,14 the (unconverged) rate determined from NN-MD simulations was corrected by multiplying them with a Boltzmann factor $P_\text{f} / P_\text{i} = e^{-\Delta E}$, where, $P_\text{f}/P_\text{i}$ is the ratio between the product and total probabilities, $\varepsilon_f$ and $\varepsilon_i$ are the energies of the entrance channel and the TS energy (1.02 eV and 0.93 eV), and $k_B$ and $T$ the Boltzmann constant and the temperature, respectively. Correcting the rate determined from direct sampling yields rates on the order of $\approx 2.3 \times 10^{-10}$, see Fig. 2 (solid violet for Boltzmann rate and solid dash-dotted for the capture rate), which agrees more favorably with the experimental rates, especially for low temperatures. The correction can also be considered as a way to extrapolate the rate from sampling a finite time interval to infinitely long simulations. Still, these rates are subject to the overestimation of the barrier between Int1 and TS1 due to the multireference character of TS1.

V. Conclusion

In this work, the temperature dependence of the rate coefficient and the product branching ratio for the reaction of MgO$^+$ + CH$_4$ have been determined from experiments and analyzed with reactive MD simulations (using MS-ARMD and a NN-trained PES) together with statistical modeling. The primary rate limiting step at thermal energies was confirmed to be a four-centered metal mediated C–H activation as had previously been postulated.7 With increasing temperature the thermal rate decreases slightly and formation of Mg$^+$ reduces from 8% at 300 K to 5% at 700 K.

The statistical modeling of the thermal rate yields a submerged barrier, $-0.38$ eV below the entrance channel. The product branching was only reproduced within the limits of the modeling with a significant stabilization of a TS corresponding to a long range methyl migration, as well as substantial “rigidity” imparted to dissociation into the MgOH$^+$ + CH$_3$ channel. Direct C–H activation by end on attack of the O atom9 was not found in the current calculations and the good agreement with experimental rates without this channel suggests minimal impact. Finally, calculations suggest the possibility of a post TS bifurcation in the potential surface which could be responsible for the observed product branching.

Thermal rates were also determined from atomistic simulations using two reactive force fields: one based on MS-ARMD and the other one using a NN trained on extensive reference data. The MS-ARMD simulations are run with excess collisional energy because the global PES can not describe the relative energetics of all states involved. The rates determined from MS-ARMD show a negative $T$-dependence, consistent with experiment, but are about one order of magnitude smaller. Rates from the simulations using the NN also show the correct, experimentally determined $T$-dependence and are smaller by about a factor of 5 compared with experiment. In terms of associated cost the more accurate NN is computationally more expensive (by a factor of $\approx 200$ for a recently investigated reaction)17 to evaluate in MD simulations than MS-ARMD. Also, the number of reference structures required for the parametrization differs by about two orders of magnitude (5000 structures for MS-ARMD vs. 145 000 for PhysNet). On the other hand, the NN clearly outperforms the parametrized FF in terms of quality. Nevertheless, MD simulations on both PESs come to similar conclusions which is reassuring. The MD simulations using the NN-trained PES also find formation of Mg$^+$ but the fraction of these trajectories is much smaller than that observed experimentally.

Overall, by combining experiment and computational modeling a comprehensive understanding of the key step of thermal activation of methane by MgO$^+$ was obtained. The rate limiting step involves a submerged barrier associated with a four-centered transition state as has been previously stipulated by calculations9 which leads to a negative temperature dependence of the rate. This is supported by the statistical modeling, the electronic structure calculations, and the reactive molecular dynamics simulations. The kinetics controlling the competition between energetically available product channels is poorly reproduced by statistical methods, possibly due to a bifurcation in the potential surface after the rate limiting step (TS1) leading to non-statistical behavior.
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