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Abstract: The lack of ground control points (GCPs) affects the elevation accuracy of digital surface models (DSMs) generated by optical satellite stereo images and limits the application of high-resolution DSMs. It is a feasible idea to use ICESat-2 (Ice, Cloud, and land Elevation Satellite-2) laser altimetry data to improve the elevation accuracy of optical stereo images, but it is necessary to accurately match the two types of data. This paper proposes a DSM registration strategy based on terrain similarity (BOTS), which integrates ICESat-2 laser altimetry data without GCPs and improves the DSM elevation accuracy generation from optical satellite stereo pairs. Under different terrain conditions, Worldview-2, SV-1, GF-7, and ZY-3 stereo pairs were used to verify the effectiveness of this method. The experimental results show that the BOTS method proposed in this paper is more robust when there are a large number of abnormal points in the ICESat-2 data or there is a large elevation gap between DSMs. After fusion of ICESat-2 data, the DSM elevation accuracy extracted from the satellite stereo pair is improved by 73~92%, and the root mean square error (RMSE) of Worldview-2 DSM reaches 0.71 m.
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1. Introduction

With the continuous development of satellite remote sensing technology, high-resolution stereo images have become the main way to obtain a digital elevation model (DEM) and digital surface model (DSM) in a large range. At the same time, the demand for high-precision DSMs has further increased in scientific research fields [1] such as earth sciences and natural disaster monitoring [2–5]. Linear array push-broom imaging is widely used in optical surveying satellites. The main factors affecting the accuracy of image positioning include satellite orbit accuracy, satellite attitude accuracy, sensor imaging accuracy, and the time synchronization accuracy of each system [6]. Accurate sensor geometric calibration [7–9] and regional network adjustment technology can improve image positioning accuracy [10]. The former needs to analyze the system error characteristics of imaging sensors and star sensors to ensure the consistency of the positioning accuracy of remote sensing images on a global scale. The latter needs to use the ground-measured control points or other methods with higher precision to correct the residual error in the image geometric model [11,12]. The lack of ground control points (GCPs) limits the use of regional network adjustment technology, and the vertical accuracy of satellite image positioning is often lower than the horizontal accuracy. For example, research work to optimize the positioning accuracy of Worldview-2 images shows that the horizontal positioning accuracy of the Worldview-2 rational function model can reach 3.8 m (root mean squared error, RMSE) without control points, while the vertical accuracy is only 5 m [13]. Using ICESat-2 (Ice, Cloud, and land
Elevation Satellite-2) satellite laser altimeter data to improve the elevation accuracy of optical stereo images is a feasible idea. The National Aeronautics and Space Administration (NASA) launched the second ICESat satellite on 15 September 2018, and it quantifies the impact of melting glaciers on the sea-level rise by providing global elevation data [14]. The satellite is equipped with an advanced topographic laser altimeter system (ATLAS) and uses micropulse photon-counting LiDAR (light detection and ranging) technology. The ranging accuracy reaches 10 cm. Since the release of ICESat-2 data, it has played an important role in coastal water depth measurement [15,16], glacier ablation and height change [17–19], forest fire area detection [20,21], forest biomass estimation [22,23], forest canopy height measurement [24,25], and DEM optimization [26]. The precision pointing determination (PPD) technology of ICESat-2 makes the planar positioning accuracy of the ICESat-2 laser point better than 6.5 m [27–29]. The original data were processed by ATL08 products, and the accuracy of the laser altimeter was 0.2 m in the plain area and 2.0 m in the mountainous area [30]. Carabajal et al. and Wang et al. [31,32] discussed the strategy of extracting geodetic control points from ATL08 data. Experiments show that selecting appropriate parameters for screening can obtain high-precision control points from ATL08.

The elevation accuracy of DSMs extracted from satellite stereo pairs is limited; while the accuracy of ICESat-2 laser altimeter data is high, the laser points are sparse and cannot directly establish a DSM. The DSM can be constructed by discrete point clouds combined with spatial interpolation [33]. The modeling results are susceptible to the spatial distribution of discrete point clouds. If the advantages of these two are combined, using ICESat-2 data to improve the accuracy of the DEM will undoubtedly have very good practical value. However, since the ICESat-2 laser altimetry data do not record the image of the laser point footprint, they cannot be directly used for satellite image regional network adjustment. In this paper, multiple ICESat-2 footprints are combined into a DSM with sparse points but high elevation accuracy, and this DSM is used for accurate registration with the DSM obtained from satellite images. Currently, the more widely used DSM registration methods include the iterative closest point (ICP) algorithm [34] and the least Z-difference (LZD) algorithm [35]. Zhang et al. [36] compares the performance of ICP and LZD algorithms from algorithm theory, pull-in range, convergence speed, and computational efficiency. The ICP and LZD algorithms are both based on the least-squares principle, which is a locally optimal solution. Two DSMs must be roughly aligned by an initial transformation before registration. If the registered DSM has outliers and does not undergo initial changes, these methods will often fail, resulting in registration errors. To solve these problems, a DSM registration method based on terrain similarity (BOTS) was proposed in this paper. From a statistical point of view, this method establishes the objective function with the minimum standard deviation of view and a global solution to avoid the lack of a locally optimal solution. When there are many outliers in the ATL03 data or when the ATL03 data deviate greatly from the initial DSM, the use of the ICP method may cause registration failure. However, the BOTS algorithm is more robust and still effective. Compared with the current algorithm, the BOTS method has higher registration accuracy and can resist the influence of DSM gross errors on registration.

The rest of the paper is organized as follows. In Section 2, the study region and materials are provided. In Section 3, the data processing flow is provided, and the ATL03 data preprocessing and the BOTS method are explained in detail. Section 4 describes the experimental results, and Section 5 demonstrates the effects of the BOTS and ICP method on the accuracy of DSM after fusion ATL03 data. In Section 6, the conclusions are summarized.

2. Research Area and Materials

In order to test the effect of fusing ATL03 data on the accuracy of DSM, this study selected 5 stereo image pairs with different resolutions, topography, and landforms for experiments. In summary, the experimental data were selected as follows.
Study area A is located in the range of 36.02–36.33° north latitude and 95.07–96.05° east longitude, and the altitude is between 2700–4300 m. It belongs to the plateau desert mountain area with a complex topography and steep mountains. Study area B is located on the Qinghai–Tibet Plateau within the range of 32.75–33.35° north latitude and 91.67–92.35° east longitude, and the altitude is between 4700–6100 m. The vegetation in the area is mainly plateau grassland. Study area C is located in the middle and lower reaches of the Yangtze River within the range of 27.15–27.33° north latitude and 75.77–75.95° east longitude. The altitude is between 0 m and 1400 m, and the area is covered with tall vegetation and steep mountains. Study area D is located in the North China Plain within the range of 39.12–39.67° north latitude and 115.32–116.02° east longitude. The altitude is between 0 m and 1400 m, the vegetation in the area is dominated by crops, and the terrain is dominated by plains. Study area E is located in India within the range of 27.17–27.33° north latitude and 75.77–75.93° east longitude. The altitude is between 380–750 m, the vegetation in the area is dominated by crops, and the terrain is gentle. Table 1 describes the main parameters of the image in the study area. Figure 1 shows the spatial location of each study area and the distribution of satellite laser footprints.

Table 1. The main parameters of the image in the study area.

| Study Area | Satellite          | Spatial resolution | Spectral band | Mapping accuracy without GCPs | Additional files |
|------------|--------------------|--------------------|---------------|------------------------------|-----------------|
| A          | Worldview-2        | 0.46 m             | Pan           | horizontal: 2.3 m vertical: 5 m | RPC             |
| B          | ZY-3               | Ndir: 2.1 m        | Pan           | horizontal: 10 m vertical: 5 m | RPC             |
| C          | GF-7               | Front view: 2.5 m  | Pan           | horizontal: 7.2 m vertical: 5 m | RPC             |
| D          | ZY-3               | Front view: 0.8 m  | Front view: 2.5 m | horizontal: 10 m vertical: 5 m | RPC             |
| E          | SuperView-1        | Ndir: 2.1 m        | Front view: 2.5 m | horizontal: 9.5 m vertical: 5 m | RPC             |

ATLAS data products are divided into 5 levels, and data sets can be obtained at the National Snow and Ice Data Center (NSIDC). ATL03 data were selected as reference data, which are L2-level data [38]. The distance between adjacent laser points along the track is 0.7 m, and the diameter of the laser footprint is approximately 17–20 m [38]. The recorded information includes each photon’s elevation, latitude, longitude, and photon propagation time in the WGS-84 coordinate system. In the ATL03 data, each photon is divided into signal photons and background photons. Signal photons are identified as land ice, sea ice, ocean, land, inland waters, and the corresponding confidence parameter values are provided [39]. ATL03 has a high spatial resolution along the trajectory direction and can express the terrain undulations in detail, which is more suitable for the registration method proposed in this paper. The experimental ATL03 data in this paper were obtained through the ICESat-2 laser altimetry data rapid analysis and visualization tool OpenAltimetry [40], covering the period from 2018 to 2021.
Figure 1. Location of study area and the distribution of satellite laser footprints: (I) location of 5 study areas, (a–e) is the distribution of ATL03 footprints in study area A to study area E, as described in Table 1.

3. Method
3.1. Algorithm Flow

The horizontal positioning accuracy of ATLAS is better than 6.5 m, and the elevation accuracy is 0.2 m in plain areas and 2.0 m in mountainous areas, which is better than the vertical accuracy of satellite stereo pair. Therefore, the idea of DSM registration was used to optimize the geometric accuracy of the DSM. To obtain the best registration result, the ATL03 elevation laser points needed to be screened first. When using stereo pairs to extract DSM, semi-global matching (SGM) [41] was used as a dense matching method to minimize DSM elevation abnormal values. In this paper, the DSM extracted from the satellite stereo image pair was used as the reference data, and the DSM obtained by the ATL03 laser height measurement was used as the data to be registered. After the registration parameters were obtained, the registration parameters were inversely transformed on the satellite DSM to improve the elevation accuracy.

The DSM geometric accuracy optimization strategy was divided into the following 4 steps (as shown in Figure 2):

- Step 1. Extract DSM. Create DSM with stereo images. The image geometry model adopts the rational function model (RFM). The output resolution is twice the image resolution. The DSM storage format is a regular grid, which is convenient for processing and calculation.
- Step 2. Data pre-processing. Extract high-quality ATL03 photons and unify the spatial reference system among multisource data.
• Step 3. DSM registration based on terrain similarity (BOTS) Use DSM as the reference data and ATL03 as the source data to calculate the coordinate transformation parameters.
• Step 4. DSM coordinate inverse transformation Taking the DSM as the source data, use the calculated coordinate transformation parameters to inversely transform the coordinates of the DSM to improve the geometric accuracy of the DSM.

**Figure 2.** DSM geometric accuracy optimization process based on terrain similarity.

### 3.2. ATL03 Data Preprocessing

The ICESat-2 laser altimetry data are affected by factors such as terrain, collection time, clouds, and aerosols. The vertical accuracy of the laser point is not stable, and there are data points with large errors. Therefore, it is necessary to preprocess ATL03 before registration starts to eliminate incorrect data. The ATL03 data preprocessing process is shown in Figure 3, which specifically includes the following steps.

#### 3.2.1. Photon Screening

The $h_{le\_uncertainty}$ parameter in the ATL08 data indicates the total uncertainty of the fitting elevation in the 100 m interval. The smaller the value is, the higher the quality of the laser spot [31]. In the ATL03 data set, all photons are divided into signal photons and background photons, and the confidence of each signal photon on land, ocean, sea ice, land ice, and inland water is given through the $signal\_conf\_ph$ parameter (Figure 4a). When the value of $signal\_conf\_ph$ is $−2$, $−1$, $0$, and $1$, it means that the photon belongs to the transmitter echo pulse (TEP) photon, photon independent of surface type, noise photon, and buffer photon. When the value of $signal\_conf\_ph$ is $2$, $3$, and $4$, it indicates that the photon belongs to low-confidence, medium-confidence, and high-confidence photons, respectively.

To sum up, first, the weak energy photons were removed from the ATL03 data, and then select the photons whose surface coverage type is ‘land’ from the remaining photons. Finally, the ATL03 photons with medium- and high-confidence are sorted as experimental data.

#### 3.2.2. Photon Classification

As shown in Figure 4b, combined with the ATL08 data [42], the filtered ATL03 photons could be classified into noise, terrain photons, vegetation canopy photons, and canopy top photons [43]. Since there were multiple types of photons at the same horizontal coordinate and the same type of photons was not unique, it was necessary to screen the classified photons so that only one type of photon remained at each horizontal coordinate. At this time, it was divided into two cases for processing. If the remaining photons included canopy top photons, the terrain and vegetation canopy photons were eliminated; if the remaining photons did not contain vegetation canopy photons and canopy top photons, the original terrain photons were retained. Finally, the average elevation value of the remaining photons was taken as the only elevation here.
At the same coordinate, the average photon elevation of ATL03 contains canopy photons? Yes/No

Ground photon of ATL03
Canopy top photon of ATL03

Figure 3. ATL03 data preprocessing process.

Figure 4. ATL03 photon section view: (a) shows the ATL03 data classified by the signal_conf_ph parameter, (b) shows the result of the joint classification of ATL03 and ATL08 data with medium and high confidence.
3.2.3. Photon Resampling

Affected by factors such as data collection, data processing, and topography, the elevation of ATL03 data unavoidably had gross errors. Therefore, it was necessary to eliminate photons with abnormal elevations before performing the spatial transformation. The calculation idea was to remove the photons that exceeded the threshold as abnormal data from the original data by setting the elevation difference threshold between the photon and the DSM. This study used 3 times the average of the ATL03 photon and DSM elevation difference in a relatively flat terrain area as the threshold. Then, the photons were resampled, so that the spatial resolution of the photons along the track was consistent with the DSM spatial resolution.

3.3. DSM Registration Method Based on Terrain Similarity

When different satellite sensors collect data, there are errors in satellite attitude and orbit location measurement and the accuracy of these sensors are different. These factors result in a phenomenon of noncoincidence between DSM data sets in the same area (Figure 5). Conversion from one coordinate system into another results in area, shape, or angle distortion. Therefore, the misalignment between the two surfaces should be eliminated before applying data fusion [44]. Equation (1) was used to calculate the coordinate axis translation and rotation from one DSM data set to the other data set.

\[
\mathbf{T} \ast \mathbf{R} = \begin{bmatrix}
\cos\beta \cos\gamma & \cos\beta \cos\gamma & \sin\beta \\
-\cos\alpha \sin\beta \cos\gamma + \sin\alpha \sin\beta \sin\gamma & \cos\alpha \cos\gamma + \sin\alpha \sin\beta \sin\gamma & -\sin\gamma \\
-\sin\alpha \cos\beta \cos\gamma - \cos\alpha \sin\beta \sin\gamma & \sin\alpha \cos\gamma - \cos\alpha \sin\beta \sin\gamma & \cos\beta
\end{bmatrix} \begin{bmatrix}
\Delta x \\
\Delta y \\
\Delta z
\end{bmatrix}
\]

where \( \mathbf{T} \) is the translation matrix; \( \mathbf{R} \) is the rotation matrix; \( \alpha, \beta, \) and \( \gamma \) are the rotation angles of the coordinate axis; and \( \Delta x, \Delta y, \) and \( \Delta z \) are the translational amounts of the coordinate axis.

Within the same range of the surface, the topographical fluctuations expressed by the two DSM data sets should be similar. When the two are aligned in the horizontal direction, the elevation difference of homonymous points should be equal, which also means that the homonymous points’ standard deviation of elevation difference is the smallest.

Therefore, this algorithm uses the elevation difference standard deviation as the objective function to calculate the coordinate transformation parameters in four steps. The specific process is shown in Figure 6, and the detailed description is as follows.

Figure 5. Schematic diagram of DSM registration based on spatial coordinate transformation.
Figure 6. Algorithm flow of DSM registration based on terrain similarity (BOTS).

(1) Set the maximum amount of translation and rotation. The purpose is to determine the range of horizontal movement, reduce unnecessary calculations, and improve registration efficiency. Determine the maximum horizontal moving distance by the remote sensing image accuracy and the horizontal accuracy of ICESat-2, which differs according to the image type.

(2) Establish the corresponding point relationship. Use the coordinates of the ATL03 data to obtain the elevation values of these points on the DSM to form homonymous points. The height difference of homonymous points expresses the relationship between the two data sets.

(3) Using ATL03 as the source data set and satellite DSM as the reference data set, perform spatial rotation transformation around the x, y, and z axes, and perform the translation in the x-y plane. Calculate the transformed coordinate values according to Equation (1) and use Equations (2) and (3) to calculate the elevation difference standard deviation of all homonymous points.

\[
\Delta H = \{ \Delta h(i,j) = H_{ATL03}(i,j) - H_{DSM}(i,j), i \in 1,2 \ldots n, j \in 1,2 \ldots m \} \tag{2}
\]

where \( H_{ATL03}(i,j) \) and \( H_{DSM}(i,j) \) are the elevations of the homonymous points formed by ATL03 and DSM, \( \Delta h(i,j) \) is the elevation difference of homonymous points after each transformation, \( \Delta H \) is the elevation difference set of homonymous points, \( i \) is the number of homonymous points, and \( j \) is the number of transformation times.

\[
\{ \Delta H_{sd} \} = \left\{ \Delta h_{sd}(j) = \sqrt{\frac{\sum_{i=1}^{n} (\Delta h(i,j) - \overline{\Delta h}(j))^2}{n}}, i \in 1,2 \ldots n, j \in 1,2 \ldots m \right\} \tag{3}
\]

where \( \Delta h_{sd}(j) \) is the elevation difference standard deviation of all homonymous points under the \( j \)-th spatial transformation of ATL03, and \( \{ \Delta H_{sd} \} \) is the elevation difference standard deviation set of the homonymous points.

(4) According to Equation (4), sequentially eliminate the abnormal elevation value data in the ATL03 data, calculate the standard deviation of the elevation difference of homonymous points again using Equations (5) and (6), and select the rotation when the standard deviation of the elevation difference is the smallest. Take the amount of translation as the optimal parameter value of \( \alpha, \beta, \gamma, \Delta x, \Delta y \). At this time, the mean value of the height difference when the standard deviation of the elevation difference is the smallest is calculated as the translation parameter \( \Delta z \) in the z-axis direction.
In the equation, \( H_{u,ATL03}(i,j) \) is the ATL03 data with the elevation abnormal points eliminated under the \( j \)-th transformation, and \( H_{u,ICESAT2} \) is the ATL03 data set after the elevation abnormal points are eliminated:

\[
\Delta H_u = \{ \Delta h_u(i,j) = H_{u,ATL03}(i,j) - H_{DSM}(i,j), i \in 1,2 \ldots k, j \in 1,2 \ldots m \} \tag{5}
\]

where \( \Delta H_u \) is the recalculated elevation difference set, and \( \Delta h_u(i,j) \) is the recalculated elevation difference set under the \( j \)-th transformation:

\[
\Delta h_{usd,\min} = \min \left\{ \Delta h_{usd}(j) = \sqrt{\frac{\sum_{i=1}^{k} \left( \Delta h_u(i,j) - \bar{\Delta h}(j) \right)^2}{k}}, i \in 1,2 \ldots k, j \in 1,2 \ldots m \right\} \tag{6}
\]

\( \Delta h_{usd}(j) \) is the recalculated elevation difference standard deviation under the same transformation state and \( \Delta h_{usd,\min} \) is the smallest elevation difference standard deviation.

4. Results

As shown in Figure 7, the SGM matching method was used to extract five DSMs from the satellite stereo pairs in the study area. Figure 7a is WV2_DSM, the spatial resolution is 1.0 m; Figure 7b is ZY3_DSM, the spatial resolution is 5.0 m; Figure 7c is GF7_DSM, the spatial resolution is 1.5 m; Figure 7d is ZY3_DSM, the spatial resolution is 5.0 m; and Figure 7d is SV_DSM, the spatial resolution is 1.5 m. All DSM elevation are based on WGS84 ellipsoid, which is consistent with the spatial coordinate system of the ATL03 data. The BOTS registration results were compared with the ICP method in the horizontal and vertical.

![Figure 7](image-url)
To improve computational efficiency and reduce the memory consumption of the SGM algorithm, parallel computing technology was used to extract the DSM using the strategy of image block matching. In the image matching process, the SGM algorithm parameter configuration was as follows: the size of the tile was $1024 \times 1024$ pixels, the cost function used the census transform $[45,46]$, and the matching window used $7 \times 7$ pixels. Figure 7 shows that the high-resolution DSM generated by the SGM algorithm had a relatively complete performance of the terrain. On the whole, it could accurately reconstruct the three-dimensional terrain of the mountainous area and had rich surface texture details, and there was no obvious modeling error in the plain area. However, in areas with the weak texture of the image, such as areas with snow cover and no obvious vegetation changes, areas with severe shadows on steep mountain slopes, and areas with severe image distortion, matching failures occurred. This caused the DSM to form holes, as indicated by the red area in Figure 7.

The ICESat-2 laser points in the study area were used as checkpoints to calculate the accuracy of the DSM’s elevation accuracy. Checkpoints should be distributed as evenly as possible across the entire DSM. According to the coordinates of these checkpoints, the elevation at the same position was obtained in the DSM and used Equation (7) to calculate the vertical RMSE.

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (a_i - z_i)^2}{N}}$$

where $a_i$ is the elevation value of the $i$-th ATL03 checkpoint data, $z_i$ is the elevation value of the corresponding point of the DSM data set to be evaluated, and $N$ is the number of checkpoints.

The calculation results are shown in Table 2. It can be seen from Table 2 that the minimum elevation error of the original DSM extracted from the satellite stereo image was 2.6 m (WV2_DSM) and the highest was 19.2 m (ZY3_DSM_N32E91). After fusing ICESat-2 data, the elevation accuracy of the DSM was greatly improved. The highest elevation accuracy was WV2_DSM, with a median error of 0.7 m; the lowest was ZY3_DSM_N39E115, with a median error of 1.8 m. The elevation accuracy of the DSM was generally increased by 1 to 3 times, and the highest was even increased by 11 times (ZY3_DSM_N32E91).

| Heading         | Number of Checkpoints | RMSE of Original DSM Elevation (m) | RMSE of DSM after BOTS Method Registration (m) | Increase Rate (%) |
|-----------------|-----------------------|-----------------------------------|-----------------------------------------------|-------------------|
| WV2_DSM         | 92                    | 2.6                               | 0.7                                           | 73%               |
| SV_DSM          | 84                    | 4.7                               | 0.5                                           | 89%               |
| GF7_DSM         | 81                    | 3.1                               | 1.8                                           | 43%               |
| ZY3_DSM_N32E91  | 213                   | 19.2                              | 1.6                                           | 92%               |
| ZY3_DSM_N39E115 | 125                   | 6.7                               | 1.8                                           | 73%               |

5. Discussion

5.1. Accuracy Analysis of BOTS Method

By comparing and analyzing the movement vector of the DSM center in the horizontal direction when the ICP algorithm and the BOTS algorithm were registered, the effect of the algorithm based on terrain similarity (BOTS) was evaluated. Table 3 counts the translation of these two methods of the DSM center in the east and north directions and counts the translations of the difference. For WV2_DSM, SV_DSM, and GF7_DSM, it can be seen that, after being optimized by the two algorithms, the translational difference between the east and north directions of the DSM center reached the submeter level, which was less than the DSM’s spatial resolution. For the two ZY3_DSM data sets, the difference between the translational amount of the DSM center in the east and north directions was greater than 1 m, which was still less than the spatial resolution of the DSM (2.5 m). When the allowable error was less than one pixel, the results of the BOTS algorithm and the ICP
algorithm showed a high degree of consistency. Figure 8 shows the spatial distribution of the translational amount of the DSM center after the BOTS algorithm and the ICP algorithm were used for registration optimization.

Table 3. The translation amount of the geometric center of the DSM in the horizontal direction after registration (unit: m).

| DSM          | Spatial Resolution | The Amount of Translation of the DSM Geometric Center in the Horizontal Direction | Difference of Translation Amount |
|--------------|--------------------|-----------------------------------------------------------------------------------|---------------------------------|
|              |                    | BOTS Method | ICP Method | ∆N | ∆E       |
|              |                    | North | East | North | East |       |       |
| WV2_DSM      | 1 × 1              | 0     | 7.0  | 0.1   | 6.9   | -0.1  | 0.1   |
| SV_DSM       | 1.5 × 1.5          | -4.5  | 13.5 | -4.7  | 12.7  | 0.2   | 0.8   |
| GF7_DSM      | 1.5 × 1.5          | -1.5  | -6.0 | -0.6  | -5.3  | -0.9  | -0.7  |
| ZY3_DSM_N32E91 | 5 × 5            | -15.0 | 10.0 | -11.3 | 11.0  | -3.7  | -1.0  |
| ZY3_DSM_N39E115 | 5 × 5        | 5.0   | 0    | 5.0   | -1.8  | 0     | 1.8    |

Figure 8. Registration DSM center horizontal translation amount: (a) is the amount of movement of each DSM center in the east-west direction, and (b) is the amount of movement of each DSM center in the north-south direction.

In the vertical direction, cross-validation and comparative analysis were used to evaluate the effect of the BOTS algorithm. The specific scheme of cross-validation was as follows: in the final ATL03 data screened out, laser points evenly distributed throughout the research area were selected as elevation checkpoints, which were used to count the elevation residuals of the DSM and evaluate the elevation accuracy. These checkpoints were extracted in advance and not used on the DSM fusion.

In Figure 9a–e, two registration algorithms were used to calculate the absolute value of the elevation residuals and the average of the absolute values of the elevation residuals of the five DSMs at each percentile. Figure 10 shows the spatial distribution of elevation checkpoints in each DSM. In general, the elevation residuals of the five DSMs optimized by the two registration algorithms were greatly improved. In the 0–75% percentile of the DSM elevation residual, the residual variation was small, indicating that the distribution of the elevation residual was concentrated. In the 75–100% percentile, the elevation residual changed greatly and the elevation residual distribution was discrete, indicating that the
elevation residual in the 75–100% percentile contained abnormal data. The absolute value of the elevation residual and the absolute average value of the elevation residual calculated by the two matching algorithms were close to each other, indicating that the BOTS algorithm can achieve the same accuracy as the ICP algorithm in the vertical direction.

According to the analysis results in Figure 9, after removing the abnormal elevation residual data between the 75th and 100th percentiles, the RMSE of the elevation residuals of the two registration algorithms was calculated, as shown in Table 4. Table 4 shows that, after excluding abnormal checkpoints, the residual RMSE value of each unregistered DSM elevation was consistent with the nominal elevation accuracy of the satellite image. After fusing the ICESat-2 data and registering with the BOTS algorithm, the elevation residual RMSE values of WV2_DEM and SV_DEM reached the submeter level. Theoretically, the elevation residual RMSE of GF7_DSM could also reach the submeter level. Since the GF7_DSM area is covered with dense vegetation, which caused the loss of the elevation accuracy of the ATL03 data [47], it resulted in the elevation residual RMSE of GF7_DSM being greater than 1 m. For ZY3_DSM, since the spatial resolution of the data was not high (2.5 m), the elevation residual RMSE value was greater than 1 m.

Figure 9. DSM elevation residual distribution: (a–e) is the absolute value of the elevation residual and the mean of the absolute value of the elevation residual at the quartile before and after the ICP and BOTS algorithms were used for registration.
of the elevation residual was concentrated. In the 75~100% percentile, the elevation residual changed greatly and the elevation residual distribution was discrete, indicating that the elevation residual in the 75~100% percentile contained abnormal data. The absolute value of the elevation residual and the absolute average value of the elevation residual calculated by the two matching algorithms were close to each other, indicating that the BOTS algorithm can achieve the same accuracy as the ICP algorithm in the vertical direction.

Figure 9. DSM elevation residual distribution: (a–e) is the absolute value of the elevation residual and the mean of the absolute value of the elevation residual at the quartile before and after the ICP and BOTS algorithms were used for registration.

Figure 10. DSM elevation accuracy evaluation.

Table 4. RMSE statistics of DSM elevation residuals (unit: m).

| DSM          | Using ICP-Aligned DSM (RMSE) | Using BOTS-Aligned DSM (RMSE) | RMSE Difference between BOTS and ICP |
|--------------|------------------------------|------------------------------|--------------------------------------|
| WV2_DSM      | 0.678                        | 0.71                         | 0.031                                |
| SV_DSM       | 0.397                        | 0.497                        | 0.1                                  |
| GF7_DSM      | 1.964                        | 1.771                        | −0.192                               |
| ZY3_DSM_N32E91 | 1.497                      | 1.556                        | 0.059                                |
| ZY3_DSM_N39E115 | 1.796                   | 1.848                        | 0.051                                |

Figure 10 visually compares the RMSE values of the DSM elevation residuals before and after the optimization of the two registration algorithms for each DSM. In the vertical direction, the elevation residual RMSE calculated by the BOTS algorithm had a clear advantage over the unregistered elevation residual RMSE. Due to the different imaging conditions of each stereo pair, the optimized amplitudes of the five DSMs were different.

5.2. DSM Residual Error Distribution

Figure 11a–e show the spatial distribution of the absolute value of the elevation residual after optimization of WV2_DSM, ZY3_DSM_N32E91, GF7_DSM, ZY3_DSM_N39E115, and SV_DSM based on the terrain similarity (BOTS) DSM registration algorithm. The checkpoints were evenly distributed on each DSM, which ensured the reliability of the DSM elevation accuracy analysis. The checkpoint distribution is shown in Figure 11; the red dot is the position of the checkpoint. The size of the red dot represents the error value; if the point is larger, the error is bigger. The DSM elevation optimization results were greatly affected by the terrain, the type of land cover, and the spatial resolution of the DSM. The points with large elevation residuals in each DSM were mostly distributed in areas with steep terrain and vegetation coverage, while the flat areas had smaller elevation residuals.
Figure 11. The spatial distribution of DSM elevation residuals after BOTS algorithm registration (a–e) represents the spatial distribution of the absolute value of the elevation residual after registration by the BOTS algorithm for WV2_DSM, ZY3_DSM_N32E911, GF7_DSM, ZY3_DSM_N39E115, and SV_DSM, respectively.
6. Conclusions

By fusing ICESat-2 laser altimetry data, the elevation accuracy of DSM can be greatly improved, but accurate registration between the two kinds of data is needed. This paper proposes an algorithm for accurate registration of satellite stereo image extraction DSMs and ICESat-2 laser altimetry data based on terrain similarity (BOTS). The effect of the algorithm was verified by applying five pairs of satellite stereo images. The results show that the BOTS algorithm can effectively register the DSM with the ATL03 data by finding the minimum standard deviation of the elevation difference between DSM and ATL03 and improving the elevation accuracy of DSM. After registration, the elevation RMSE of the DSM can reach the submeter level. Among them, the Worldview-2 DSM elevation RMSE was 0.71 m, and the SV-1 DSM elevation RMSE was 0.49 m. For GF-7 DSM, the presence of vegetation reduced the accuracy of ATL03. As a result, the elevation RMSE of the DSM was greater than 1 m, while the elevation RMSE of the two ZY-3 DSMs was 1.55 m and 1.84 m, respectively. After fusing ICESat-2 data, the elevation accuracy of satellite imagery DSM increased 73–92%. Therefore, it can be concluded that the use of ICESat-2 laser point data, after using the BOTS method for accurate registration, can greatly improve the elevation accuracy of DSMs extracted from high-resolution satellite stereo images, which has significant practical value.

In terms of algorithm complexity, the BOTS algorithm makes full use of the elevation information of DSM and ATL03, which is easier to implement than current algorithms. At the same time, the BOTS algorithm belongs to global matching, which avoids the defects of the local optimal solution of the ICP algorithm. Since the BOTS algorithm requires enough points to calculate terrain features, this method is not applicable when the data involved in the calculation is too sparse. For example, when using ATL08 data, the correct results were often not obtained. Therefore, ATL03 data with high laser dot density should be used as much as possible.
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