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Abstract: A pandemic situation of COVID-19 has made a cost-minimization strategy one of the utmost priorities for commercial airliners. A relevant scheme may involve the minimization of both the fuel- and time-related costs, and the climb trajectories of both objectives were optimized to determine the optimum aircraft cruise altitude. The Hermite-Simpson method among the direct collocation methods was employed to discretize the problem domain. Novel approaches of terminal residual analysis (TRA), and a modified version, m-σ TRA, were proposed to determine the goals. The multi-objective cruise altitude (MOCA) was different by 2.5%, compared to the one statistically calculated from the commercial airliner data. The present methods, TRA and m-σ TRA were powerful tools in finding a solution to this complex problem. The value σ also worked as a transition criterion between a single- and multi-objective climb path to the cruise altitude. The exemplary MOCA was determined to be 10.91 and 11.97 km at σ = 1.1 and 2.0, respectively. The cost index (CI) varied during a flight, a more realistic approach than the one with constant CI. With validated results in this study, TRA and m-σ TRA may also be effective solutions to determine the multi-objective solutions in other complex fields.
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1. Introduction

The outbreak of COVID-19 made the year 2020 the worst year in the history of the airline industry, with a net loss of 84.3 billion dollars [1]. The official reports from the Bureau of Transportation Statistics (BTS) of U.S. already confirmed a net loss of 5.2 billion and 11 billion dollars in the first [2] and second [3] quarters, respectively, of the year 2020. Revenue passenger kilometer (RPK) fell by 55% and cargo & mail ton-kilometer (CTK) by 16.8%, and the year 2021 is also expected to be unfavorable [1]. Although Ref. [1] notes that the overall prediction of the performance of the airline industry is favorable in 2021, the end of this pandemic is still unpredictable. Amidst a harsh pandemic environment, tight cost management became even more crucial, and the authors propose a rational, cost-minimizing approach. Since fuel expenditure is almost a quarter (23.7%) of the total operating cost (TOC) [1], and the time of arrival is also as essential as fuel costs, the focus of our study is on the minimization of both the fuel consumption (FC) and the time of travel (TT).

The optimization of FC and TT indeed is one of the major priorities in the literature as multi-objective [4–10] and single-objective [11–15] studies using various methods of Gauss Pseudo-spectral method [16] (sometimes accompanied by Chebyshev direct method [4]), energy-state [11,12], genetic algorithm [5], particle swarm [10], direct collocation methods [17,18], and statistical approach [9]. The optimization of each phase in a flight profile, consisting of the climb, cruise, and descent, had distinct merits for improvements. First,
the cruise phase contributes the most to the TOC, even more for a long-range flight. Aircraft under the descent phase uses all of their potential and kinetic energy for deceleration, but the optimization is primarily for safety [19,20]. During the climb phase, optimized ascension protocols such as continuous climb operations (CCOs) yield a considerable reduction in fuel consumption [21,22]. The authors chose the climb phase for multi-objective optimization because of its potential for further optimization [9,12].

Overall, the main objective of this study is to minimize both FC and TT in conjunction with the climb phase. In this case, TT became the time-to-climb (TTC) to describe the time spent to ascend to the desired optimum cruise altitude. From the perspective of aerodynamics, cruising at higher altitudes reduces the aerodynamic drag and increases cruise speed at a given thrust, but there is extra fuel consumption for ascension [23]. Cruising at a lower altitude implies more aerodynamic drag and lower aircraft speed, which resulted in increased TT. An optimally determined cruise altitude would save both fuel and time, potentially achievable by optimizing the aircraft performance during the ascending phase. This study does not adapt the conventional approach of total cost minimization involving constant cost index (CI) throughout a flight path [3,5,7] but shows that CI changes over the course of the climb path. Moreover, wind shear conditions were not considered, and only conventional International Standard Atmosphere (ISA) conditions were used. This ISA model is equivalent to the 1976 US standard atmosphere model [24], and hence the atmosphere model used in the present study was named “1976 US atmospheric model”. This study presents a distinctive method, effectively determining the optimum cruise altitude of a generic supersonic aircraft using residual analysis arguments, incorporating two minimizing objectives, FC and TTC. The rationale for the use of supersonic jet data was given in the next paragraph and Section 4.

The contents start with a brief description of the indirect method and explain the difficulties involved in finding the analytic solution of complex problems in Section 2.1. Section 2.2 describes the direct methods, which had gained popularity with the increase in computing power in recent decades. The study justifies the use of direct methods over indirect methods. There are several direct methods such as the Gauss-Lobatto [25] and the Gauss Pseudo-spectral method [16], but the Hermite-Simpson method was chosen. The procedure with the chosen method for the discretization of the problem domain in Section 2.2 as well. The calculated cruise altitude result was compared to the statistically derived result from subsonic, commercial airplanes in Ref. [9]. The present study intended to calculate the cruise altitude of an aircraft by optimizing the climb trajectory in three-dimensional thrust-Mach-altitude space. Such data in the literature using subsonic commercial aircraft [9,22] was available only in stage-wise aerodynamic data having single column data at each flight stage, and hence, the authors used supersonic jet data [12,26] with boundary conditions set for subsonic operations. The details about the models were described in Section 2.3, and auxiliary models and novel methods used in this paper were noted in Sections 2.4–2.6. The optimum climb trajectories were obtained for each targeted objective, minimum FC and TTC. Then, the results (Section 3) were presented followed by discussions (Section 4) and conclusion (Section 5).

2. Methods

The following Sections 2.1 and 2.2 describe the general formulation of the optimal control problem (OCP).

2.1. Optimal Control in Continuous-Time Domain

In general, the formulation of continuous-time optimal control problem with no path constraints on the states or the control variables and fixed initial and final time $t_0$ and $t_E$ can be defined as follows:

$$J = \Phi(x(t_E)) + \int_{t_0}^{t_E} L(x(t), u(t), t) \, dt$$  \hspace{1cm} (1)
where the control vector trajectory \( u : [t_0, t_E] \subset \mathbb{R} \mapsto \mathbb{R}^n \) is usually minimized in the performance index \( J : [t_0, t_E] \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \mapsto \mathbb{R} \). Equation (1) is subject to:

\[
\dot{x}(t) = f(x(t), u(t), t)x(t_0) = x_0
\] (2)

where \([t_0, t_E]\) is the time interval of the problem domain, \( x : [t_0, t_E] \mapsto \mathbb{R}^n \) is the state vector, \( \Phi : \mathbb{R}^n \times \mathbb{R} \mapsto \mathbb{R} \) is a terminal cost function, \( L : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \mapsto \mathbb{R} \) is an intermediate cost function, and \( f : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \mapsto \mathbb{R}^n \) is a vector field. This formulation is expressed in the Bolza form where Equation (2) describes the dynamics of the system with the corresponding initial conditions. Here, \( \Phi(x(t_E)) \) is the Mayer term and \( L(x(t), u(t), t) \) is the Lagrange term.

When constraints are involved, a time dependent Lagrange multiplier vector function \( \lambda : [t_0, t_E] \mapsto \mathbb{R}^n \), also known as co-state, is introduced to define an augmented performance index \( \mathcal{J} \), which is defined as:

\[
\mathcal{J} = \Phi(x(t_E)) + \int_{t_0}^{t_E} \left( L(x(t), u(t), t) + \lambda^T(t) \left[ f(x(t), u(t), t) - \dot{x} \right] \right) dt. \tag{3}
\]

The Hamiltonian function \( \mathcal{H} \) then is defined as:

\[
\mathcal{H}(x(t), u(t), \lambda(t), t) = L(x(t), u(t), t) + \lambda^T(t) f(x(t), u(t), t), \tag{4}
\]

which can re-write Equation (3) as:

\[
\mathcal{J} = \Phi(x(t_E)) + \int_{t_0}^{t_E} \left( \mathcal{H}(x(t), u(t), \lambda(t), t) - \dot{x} \right) dt. \tag{5}
\]

When time \( t_0 \) and \( t_E \) are fixed, an infinitesimal variation in \( u(t), x(t) \), and \( \mathcal{J} \) can be considered which are denoted as \( \delta u(t), \delta x(t) \), and \( \delta \mathcal{J} \). Such be can formulated as:

\[
\delta \mathcal{J} = \left[ \left( \frac{\partial \mathcal{H}}{\partial x} - \lambda^T \right) \delta x(t) \right]_{t=t_E} + \left[ \lambda^T \delta x(t) \right]_{t=t_0} + \int_{t_0}^{t_E} \left( \frac{\partial \mathcal{H}}{\partial u} \delta u(t) + \lambda^T \dot{x}(t) \right) dt. \tag{6}
\]

The Lagrange multipliers \( \lambda : [t_0, t_E] \mapsto \mathbb{R}^n \) can arbitrarily be chosen to make \( \delta x(t) \) and \( \delta x(t_E) \) coefficient equal to zero. Hence the multipliers chosen are:

\[
\lambda^T(t) = - \frac{\partial \mathcal{H}}{\partial x}, \tag{7}
\]

\[
\lambda^T(t_E) = \frac{\partial \Phi}{\partial x} \bigg|_{t=t_E}. \tag{8}
\]

The chosen multipliers change the expression for \( \mathcal{J} \). When the initial state is fixed at \( \delta x(t_0) = 0 \):

\[
\delta \mathcal{J} = \int_{t_0}^{t_E} \left[ \left( \frac{\partial \mathcal{H}}{\partial u} \right) \delta u \right] dt,
\]

where the stationarity condition for the minimum at \( \delta \mathcal{J} = 0 \) becomes:

\[
\frac{\partial \mathcal{H}^T}{\partial u} = 0. \tag{10}
\]

Equations (2), (7), (8) and (10) are the necessary conditions in the first order for a minimum of \( J \). Equations (7) and (8) are known as the adjoint equation, describing the co-states, and the transversality conditions, describing the initial states. These are necessary optimality conditions defining a two-point boundary value problem, useful for finding analytic solutions to certain types of optimal control problems. They also are used to find
solutions in general cases using numerical algorithms. Further details are described in Refs. [27–29].

Definition 1. (Terminal constraints). The above formulation can be given a set of terminal constraints defined as:

\[ \psi(x(t_E), t_E) = 0, \]  

(11)

where \( \psi: \mathbb{R}^{n_x} \times \mathbb{R} \to \mathbb{R}^n \) is in a vector form, variational analysis shows that Equations (2), (7) and (10) become necessary conditions for a minimum of \( J \) with the following terminal condition:

\[
\left( \frac{\partial \psi^T}{\partial x} + \frac{\partial \psi^T}{\partial x} \zeta - \lambda \right) \bigg|_{t_E} \delta x(t_E) + \frac{\partial \psi}{\partial t} \delta t_E + \frac{\partial \psi^T}{\partial t} \zeta + H \bigg|_{t_E} \delta t_E = 0, 
\]

(12)

where \( \zeta \in \mathbb{R}^{n_\mu} \) is Lagrange multiplier for the terminal constraint, \( \delta t_E \) is the infinitesimal variation in \( t_E \), and \( \delta x(t_E) \) is the infinitesimal variation in \( x(t_E) \).

Definition 2. (Pontryagin’s maximum principle). The adaptation of inequality constraints coupled to the input variables in optimal control problems is common under realistic conditions [30]. The input variable \( u \) then is restricted within the admissible compact region \( \Omega \), which is defined as:

\[ u(t) \in \Omega. \]

(13)

In this case, Equations (2), (7) and (8) become necessary conditions, and stationarity condition of Equation (10) is replaced with:

\[
H(x^*(t), u^*(t), \lambda^*(t), t) = \max_{u(t) \in U} H(x^*(t), u^*(t), \lambda^*(t), t), 
\]

(14)

for all admissible \( u(t) \). The superscript \( * \) denotes the optimal variables. The above, Pontryagin’s maximum principle, Hamiltonian \( H \) must be maximized over all admissible \( u(t) \) for optimal values of the state and co-state variables.

Definition 3. (Path constraints). The problem domain in practical applications usually restricts the state and control trajectories where a set of constraints have to be satisfied within a time interval \([t_0, t_E]\). The constraint in the trajectory is given as:

\[ E(x(t), u(t), t) \leq 0, \]

(15)

where \( E: \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times [t_0, t_E] \to \mathbb{R}^{n_p} \). Additionally, equality constraints can be imposed at some intermediate point in time \( t_e, t_0 \leq t_e \leq t_E \). These interior point constraints can be expressed as:

\[ D(x(t_e), t_e) = 0, \]

(16)

where \( D: \mathbb{R}^{n_x} \times \mathbb{R} \to \mathbb{R}^{n_q} \). Further details are available in Ref. [31].

Definition 4. (Singular arcs). In singular arc problems, the matrix \( \frac{\partial^2 H}{\partial u^2} \) becomes singular with external arcs satisfying Equation (10). In this case, the optimality of the singular arc should be validated [31,32]. Usually, Hamiltonian function \( H \) becomes linear in at least one of the control variables for certain practical cases. This causes the control not to be determined with the state and co-state by Equation (10), but by the condition where the time derivative of \( \frac{\partial H}{\partial u} \) is zero along the singular arc. In such cases, supplementary conditions called the generalized Legendre-Clebsch conditions must be identified:

\[
(-1)^k \frac{\partial}{\partial u} \left[ \frac{d^{2k} \partial H}{d\partial u} \right] \geq 0, k = 0, 1, 2, \ldots.
\]

(17)
The computational difficulty involved in singular arc problems is the non-unique control variables. The inequality constraint domains, especially, have complications of:
1. An unknown number of constrained sub-arcs at the initial stage of formulation.
2. Unidentified locations of the junction points where the transition from the constrained to the unconstrained (and vice versa) occur.
3. Possible discontinuity of both the control variables \( u \) and the adjoint variable \( \lambda \) at the junction points which is related to the dissatisfaction of boundary conditions.

2.2. Direct Transcription Method

The complexity involved in solving the indirect methods questions its robustness. The direct methods, on the other hand, have advantages over indirect methods that good initial and any co-state guesses are not compulsory, making them robust by having a broad range for convergence even without optimally derived conditions and undetermined switching structure. Linear interpolation discretizes a continuous solution to a set of equations with state and control variables to solve the differential equations. As a result, this transforms an OCP into nonlinear programming (NLP) problem where the exact solution of OCP, having an infinite number of state and control variable combinations, is approximated to a finite number.

The typical methods are direct shooting, direct multiple shooting, and direct collocation. A direct collocation method is robust in problems with small perturbations, which is suitable for aircraft trajectory optimization. The present study uses the Hermite-Simpson methods with cubic polynomials to define the state trajectories and a piece-wise linear function for the control \[18\] (Figure 1). This method places the collocation points at the centers of the intervals and imposes constraints on the dynamic equations during the discretization process.

![Figure 1. The main concept of Hermite collocation methods (reproduced from Figure 1, Ref. [33]). This method captures the local derivatives of the state variables to minimize the error between state derivatives from dynamics and polynomial differentiation.](image)

First, time \( t_E \) is discretized into \( N \) intervals as:

\[
t_0 = 0 \leq t_1 \leq t_2 \ldots \leq t_k \leq t_{k+1} \leq \ldots \leq t_N = t_E.
\]  
(18)

The states between \( t_k \) and \( t_{k+1} \) can be expressed in the form of cubic polynomial as:

\[
x(t) = a_{k,0} + a_{k,1}t + a_{k,2}t^2 + a_{k,3}t^3,
\]  
(19)

which gives a derivative form of:

\[
\dot{x}(t) = a_{k,1} + 2a_{k,2}t + 3a_{k,3}t^2,
\]  
(20)
where \(a_{0,k}, a_{1,k}, a_{2,k},\) and \(a_{3,k}\) are coefficients of the polynomial approximation in \(k^i h\) interval. Since the collocation point is the midpoint of the interval:

\[
t_{k,c} = \frac{t_k + t_{k+1}}{2}.
\] (21)

The values of the state and its derivatives are independent to the shifting of the interval from \([t_k, t_{k+1}]\) to \([0, h]\) with \(h = t_{k+1} - t_k\), time interval should be shifted. Let \(x(0) = x_k, x(h) = x_{k+1}, x(0) = x_k,\) and \(x(z) = x_{k+1}\), and combining Equations (19) and (20) gives:

\[
\begin{bmatrix}
  x(0) \\
  \dot{x}(0) \\
  x(h) \\
  \dot{x}(h)
\end{bmatrix}
= \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  1 & h & h^2 & h^3 \\
  0 & 1 & 2z & 3h^2
\end{bmatrix}
\begin{bmatrix}
  a_{0,k} \\
  a_{1,k} \\
  a_{2,k} \\
  a_{3,k}
\end{bmatrix}.
\] (22)

In the inverse form gives:

\[
\begin{bmatrix}
  a_{0,k} \\
  a_{1,k} \\
  a_{2,k} \\
  a_{3,k}
\end{bmatrix} = \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  3h^2 & 3h & 3 & 0 \\
  1 & 2z & 3h^2 & 1
\end{bmatrix}
\begin{bmatrix}
  x(0) \\
  \dot{x}(0) \\
  x(h) \\
  \dot{x}(h)
\end{bmatrix}.
\] (23)

The substitution of coefficients \([a_{0,k}, a_{1,k}, a_{2,k}, a_{3,k}]\) into Equations (19) and (20) allows for the computation of the collocation points as:

\[
x_c(t) = x\left(\frac{h}{2}\right) = \frac{1}{2}(x_k(t) + x_{k+1}(t)) + \frac{h}{6}[f(x_k(t), u_k(t)) - f(x_{k+1}(t), u_{k+1}(t))].
\] (24)

In the time-derivative form, the points in the center of the interval is given by:

\[
\dot{x}_c(t) = \dot{x}\left(\frac{h}{2}\right) = \frac{3}{2h}(x_k - x_{k+1}) - \frac{1}{4}[f(x_k, u_k)].
\] (25)

The above equation depends on the states and control at the intervals. Appropriate values of both state and controls should be chosen for the collocation points to represent the correct physics of the system. The control at the collocation point is given by:

\[
u_c = \frac{u_k + u_{k+1}}{2}.
\] (26)

A defect \(\Delta_k\) is then described as follows:

\[
\Delta_k = \dot{x}_c - f(x_c, u_c)
\]
\[
= -\frac{3}{2h}(x_k - x_{k+1}) - \frac{1}{4}[f(x_k, u_k) + f(x_{k+1}, u_{k+1})] - f(x_c, u_c)
\] (27)

State constraints then are redefined as:

\[
\Delta_k = \left[(x_k - x_{k+1}) + \frac{h}{6}[f(x_k, u_k) + 4f(x_c, u_c) + f(x_{k+1}, u_{k+1})]\right].
\] (28)

The last term in the above expression is implicit Hermite integration of the system dynamics which is used to solve nonlinear functions. Here, the NLP solver would select \([x_k, u_k, x_{k+1}, u_{k+1}]\) to minimize \(\Delta\) to zero for convergence of the solution.

The cost function now can be defined using numerical integration schemes. When trapezoid method is chosen, the cost function is written as:

\[
J(u) = \Phi(x(t_f)) + \int_{t=0}^{t_f} L(t, x(t), u(t)) \, dt.
\] (29)
Using trapezoid integration along the interval:

\[ J_{NLP} = \Phi(x_N) + \frac{1}{2} \sum_{k=1}^{N-1} (L(t_{k+1}, x_{k+1}, u_{k+1}) + L(t_k, x_k, u_k))(t_{k+1} - t_k). \] (30)

For a special case with linear quadratic regulator and evenly discretized time points at the intervals \( h \), the resultant equation is expressed as:

\[ J_{NLP} = \Phi(x_N) + \frac{1}{2} \sum_{k=1}^{N-1} \left( x_{k+1}^T Q_1 x_{k+1} + u_{k+1}^T Q_2 u_{k+1} + x_k^T Q_1 x_k + u_k^T Q_2 u_k \right) h. \] (31)

In general, the problem formulation using NLP in the OCP can be rewritten as:

\[ \min_{x_i, u_i} \left( \Phi(x_N) + \frac{1}{2} \sum_{k=1}^{N-1} \left( x_{k+1}^T Q_1 x_{k+1} + u_{k+1}^T Q_2 u_{k+1} + x_k^T Q_1 x_k + u_k^T Q_2 u_k \right) h \right). \] (32)

where \( Q_1 \) and \( Q_2 \) are linear quadratic regulators, and Equation (32) is subjected to:

\[ \Delta t = [(x_k - x_{k+1}) + \frac{h}{6}(f(x_k, u_k) + 4f(x_c, u_c) + f(x_{k+1}, u_{k+1})) = 0, \] (33)

with constraints on states and controls defined as:

\[ \begin{align*}
    u_{min} & \leq u_k \leq u_{max}, \\
    x_{min} & \leq x_k \leq x_{max}, \\
    C_{eq}(x_k, u_k) & = 0, \\
    C(x_k, u_k) & = 0,
\end{align*} \] (34)

where \( C_{eq} \) and \( C \) represent equality and inequality constraints, respectively.

The procedure described in this section was used to solve the problem in this study which is already implemented in the MATLAB-compatible toolbox ICLOCS2 [34], where nonlinear problems were solved with interior point NLP solver IPOPT [35].

### 2.3. Aircraft Model

The multi-objective in this study is the achievement of both minimum FC and TTC to reach the optimum cruise altitude. To achieve these objectives, the climb path to the desired altitude should be optimized. First, the equation of motion (EOM) (Figure 2) in point-mass approximation adopted from Ref. [36] can be written as follows:

\[ V = \frac{(T(M, z) \cos \alpha - F_D)}{m} - \frac{\varepsilon}{r_i} \sin \gamma, \] (35)

\[ \dot{\gamma} = \frac{T(M, z) \sin \alpha + F_l}{mV} + \left[ \frac{V}{r_i} - \frac{\varepsilon}{\rho r_i^2} \cos \gamma \right], \] (36)

\[ \dot{z} = V \sin \gamma, \] (37)

\[ \dot{W} = -\frac{T(M, z)}{I_{sp}}, \] (38)

where \( V \) is airspeed, \( T \) is thrust, \( M \) is Mach number, \( F_D \) is drag, \( F_l \) is lift, \( W \) is weight, a product of mass \( m \) and gravitational acceleration \( g_0 \), \( \varepsilon \) is the gravitational constant, \( r_i \) is the sum of the radius of the Earth \( R_e \) and the altitude \( z \), \( \gamma \) is the flight path angle, and \( \alpha \) is angle of attack. They are subject to initial conditions of \( V(t_i) = V_i, \gamma(t_i) = \gamma_i, z(t_i) = z_i \), and \( m(t_i) = m_i \), where \( t_i \) is the initial time. The aerodynamic properties of the aircraft are approximated with functions of \( \alpha \):

\[ F_l = qSC_{L\alpha}, \] (39)
\[ F_D = qS \left( C_{D_0} + \eta C_{L_a} \alpha^2 \right), \]  

where \( q = \rho V^2 / 2 \) denotes the dynamic pressure, \( S \) is the aerodynamic reference area, \( \eta \) is the efficiency factor (0 ≤ \( \eta \) ≤ 1). Both \( C_{L_a} \) and \( C_{D_0} \) are the slope coefficients of lift and zero-lift drag which are dependent on the Mach number, \( M \), in most cases.

Figure 2. Longitudinal dynamics of an aircraft represented in point-mass approximation.

The objectives in this study are minimum FC and TTC. Hence, the cost functions for each objective are given as Equations (41) and (42), respectively:

\[
\min_{x(t),u(t),t_E} -m(t_E), \tag{41}
\]

\[
\min_{x(t),u(t),t_E} t_E, \tag{42}
\]

The altitudes as boundary conditions were given in 1 km interval and hence the \( z(t_E) \) was given a range between 1000 m to 21,000 m with an interval of 1 km. The boundary conditions and the constants were given as:

- \( z(0) = 0 \) [m],
- \( V(0) = 129 \) [m/s],
- \( \gamma(0) = 0 \) [deg],
- \( m(0) = 19,050 \) [kg],

and the altitude \( z(t_E) \) was given a range between 1000 m to 21,000 m with an interval of 1 km. The boundary conditions and the constants were given as:

- \( V(0) = 129 \) [m/s],
- \( \gamma(0) = 0 \) [deg],
- \( m(0) = 19,050 \) [kg],

with the bounds on the variables, given as:

- \( 0 \leq z \leq 21,000 \) [m],
- \( 5 \leq V \leq 1200 \) [m/s],
- \( 40 \leq \gamma \leq 40 \) [deg],
- \( 100 \leq m \leq 20,000 \) [kg],

where the accuracy criteria for the numerical solution was given as Table 1.

Table 1. Accuracy criteria for the numerical solution.

| Accuracy Criteria | \( z \) [m] | \( V \) [m/s] | \( \gamma \) [deg] | \( m \) [kg] |
|-------------------|-------------|-------------|-------------------|-------------|
| 1                 | 1           | 1           | 1                 |
| 1                 | 0.5         | 1           | 1                 |
| 1                 | 0.5         | 1           | 1                 |

The thrust and aerodynamic data should be defined either with the experimental data or highly refined simulation data, preferably using computational fluid dynamics with direct numerical simulation (DNS) [37] sometimes coupled with linear interaction analysis (LIA) [38], or large eddy simulation (LES) [39] for an accurate description of an object moving in a compressible fluid like air. Simulation data describing the macroscopic motion
of the aircraft [26,40] also are valuable resources. In the present study, typical supersonic aircraft aerodynamic profiles employed from Refs. [12,26] were used and reproduced in Tables 2 and 3, where adjustments were made by Ref. [41] with linear interpolation to fill in the “missing” data. According to the authors in Ref. [26], the aircraft is a generic-type supersonic interceptor.

Table 2. Thrust as a function of altitude \( z \) and Mach number \( M \) from Ref. [12] adjusted by Ref. [41] for Aircraft 1.

| Mach No., \( M \) | 0      | 0.2    | 0.4    | 0.6    | 0.8    | 1.0    | 1.2    | 1.4    | 1.6    | 1.8    |
|-------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Altitude, \( z \) | 0      | 24.2   | 28.3   | 30.8   | 34.5   | 37.9   | 36.1   | 36.1   | 36.1   | 36.1   |
| (10^3 ft, 0.3 \( \times \) 10^3 m) | 24.0   | 21.1   | 23.8   | 26.3   | 28.8   | 30.4   | 31.3   | 31.6   | 31.6   | 31.8   |
| Thrust, \( T \) (10^3 lb, 4.5 \( \times \) 10^3 N) | 17.3   | 18.1   | 20.5   | 23.2   | 26.8   | 23.3   | 31.3   | 28.1   | 38.7   | 45.7   |
|                   | 14.5   | 15.2   | 17.3   | 20.8   | 23.9   | 19.8   | 30.3   | 28.1   | 37.5   | 45.7   |
|                   | 12.2   | 14.7   | 17.3   | 20.7   | 24.8   | 16.8   | 23.4   | 21.3   | 32.3   | 41.3   |
|                   | 5.7    | 6.5    | 8.1    | 11.2   | 14.1   | 9.4    | 17.9   | 16.2   | 22.7   | 21.7   |
|                   | 3.4    | 3.9    | 4.9    | 6.8    | 9.4    | 4.6    | 11.0   | 8.6    | 11.9   | 13.3   |
|                   | 0.1    | 0.2    | 0.4    | 0.8    | 1.1    | 1.4    | 1.7    | 1.8    | 2.2    | 2.9    |

Table 3. Lift and drag coefficients as a function of angle of attack \( \alpha \) and Mach number \( M \) from Ref. [12] for Aircraft 1.

| Aerodynamic Parameters | 0  | 0.4 | 0.8 | 0.9 | 1.0 | 1.2 | 1.4 | 1.6 | 1.8 |
|------------------------|----|-----|-----|-----|-----|-----|-----|-----|-----|
| \( C_{L} \)            | 3.44 | 3.44 | 3.44 | 3.58 | 4.44 | 3.44 | 3.01 | 2.86 | 2.44 |
| \( C_{D_{0}} \)        | 0.013 | 0.013 | 0.013 | 0.014 | 0.031 | 0.041 | 0.039 | 0.036 | 0.035 |
| \( \eta \)             | 0.54 | 0.54 | 0.54 | 0.75 | 0.79 | 0.78 | 0.89 | 0.93 | 0.93 |

A second aircraft model (Tables 4 and 5) was then employed using the same approach to compare the possible difference between two aircraft models. The same cost functions and altitude range as Aircraft 1 were given with slightly different boundary and constraint conditions as shown below:

\[
\begin{align*}
  z(0) &= 0 \text{ [m]}, \\
  V(t_{E}) &= 295 \text{ [m/s]}, \\
  \epsilon &= 3.99 \times 10^{14} \text{ [m}^{3}/\text{s}^{2}].
\end{align*}
\]

\[
\begin{align*}
  V(0) &= 129 \text{ [m/s]}, \\
  \gamma(t_{E}) &= 0 \text{ [deg]}, \\
  S &= 46.45 \text{ [m]}, \\
  I_{sp} &= 2800 \text{ [s]}, \\
  g_{0} &= 9.81 \text{ [m/s}^{2}], \\
  R_{e} &= 6,378,145 \text{ [m]},
\end{align*}
\]

with the bounds on the variables, given as:

\[
\begin{align*}
  0 \leq z &\leq 21,000 \text{ [m]}, \\
  5 \leq V &\leq 1200 \text{ [m/s]}, \\
  100 \leq m &\leq 20,000 \text{ [kg]}, \\
  -20 \leq \alpha &\leq 20 \text{ [deg]}, \\
  40 \leq \gamma &\leq 50 \text{ [deg]}, \\
  0 \leq t_{E} &\leq 600 \text{ [s]}, \\
  0 \leq \epsilon &\leq 6 \times 10^{14} \text{ [m}^{3}/\text{s}^{2}].
\end{align*}
\]

Refs. [12,26] mentions that both models were based on typical supersonic interceptors. To the best of the authors’ knowledge, supersonic interceptors have two types: one is heavy, long-range, and the other is lightweight, short-range, and the authors speculated that Aircraft 1 belonged to the former, and Aircraft 2 for the latter for having different initial mass (19,050 compared to 16,329.3 kg) and maximum thrust (205.65 compared to 134.55 kN). The authors note that the cruise altitude cannot be the same for all aircraft and may vary depending on the aircraft model. The results of the aircraft model 2 and the effects of such differences were presented and discussed in Section 4.5.
Table 4. Thrust as a function of altitude \( z \) and Mach number \( M \) from Ref. [12] for Aircraft 2.

| Mach No., \( M \) | 0   | 5   | 15  | 25  | 35  | 45  | 55  | 65  | 75  | 85  | 95  | 105 |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Altitude, \( z \) (10^3 ft, 0.3 × 10^3 m) |
| 0.000            | 23.3| 20.6| 15.4| 9.9 | 5.8 | 2.9 | 1.3 | 0.7 | 0.3 | 0.1 | 0.1 | 0.1 |
| 0.100            | 22.8| 19.8| 14.4| 9.9 | 6.2 | 3.4 | 1.7 | 1.0 | 0.5 | 0.3 | 0.1 | 0.1 |
| 0.200            | 24.5| 22.0| 16.5| 12.0| 7.9 | 4.9 | 2.8 | 1.6 | 0.9 | 0.5 | 0.3 | 0.2 |
| 0.300            | 29.4| 27.3| 21.0| 15.8| 11.4| 7.2 | 3.8 | 2.7 | 1.6 | 0.9 | 0.6 | 0.4 |
| 0.400            | 29.7| 29.0| 27.5| 21.8| 14.7| 10.5| 6.5 | 3.8 | 2.3 | 1.4 | 0.8 | 0.5 |
| 0.500            | 29.9| 29.4| 28.4| 26.6| 21.2| 14.0| 8.7 | 5.1 | 3.3 | 1.9 | 1.0 | 0.5 |
| 0.600            | 29.9| 29.2| 28.4| 27.1| 25.6| 17.2| 10.7| 6.5 | 4.1 | 2.3 | 1.2 | 0.5 |
| 0.700            | 29.8| 29.1| 28.2| 26.8| 25.6| 20.0| 12.2| 7.6 | 4.7 | 2.8 | 1.4 | 0.5 |
| 0.800            | 29.7| 28.9| 27.5| 26.1| 24.9| 20.3| 13.0| 8.0 | 4.9 | 2.8 | 1.4 | 0.5 |

Table 5. Lift and drag coefficients as a function of angle of attack \( \alpha \) and Mach number \( M \) from Ref. [11] for Aircraft 2.

| Aerodynamic Parameters | 0 | 0.4 | 0.8 | 0.9 | 1.0 | 1.2 | 1.4 | 1.6 | 1.8 |
|------------------------|---|-----|-----|-----|-----|-----|-----|-----|-----|
| \( C_L \)              | 3.44| 3.44| 3.44| 3.58| 4.44| 3.44| 3.01| 2.86| 2.44|
| \( C_D \)              | 0.013| 0.013| 0.013| 0.014| 0.031| 0.041| 0.039| 0.036| 0.035|
| \( \eta \)             | 0.54| 0.54| 0.54| 0.75| 0.79| 0.78| 0.89| 0.93| 0.93|

2.4. Atmospheric Model

For a realistic approach to the problem, a 1976 US atmospheric model [24] was used. This semi-empirical model effectively describes the atmospheric conditions around an aircraft at all altitudes and made the mathematical approach in this study more realistic. The formula for the model is given as:

\[
T_M = T_b + L_b (z - z_b), \quad (43)
\]

\[
P = \begin{cases} 
P_b e^{\frac{g_0 M_A (z - z_b)}{R T_b}}, & L_b = 0; \\
\frac{T_b}{1 + \frac{L_b (z - z_b)}{\frac{g_0 M_A}{R T_b}}}, & L_b \neq 0;
\end{cases} \quad (44)
\]

\[
\rho = \frac{P}{R_S p T}, \quad (45)
\]

where \( T_M \) is the molecular temperature, \( T_b \) is the base temperature at each atmospheric level, \( L_b \) is the base temperature lapse rate, \( z \) is altitude, \( z_b \) is the base altitude at each atmospheric level, \( P \) is atmospheric pressure, \( P_b \) is the base pressure at each atmospheric level, \( g_0 \) is gravitational acceleration, \( R \) is universal gas constant, \( M_A \) is molar mass of Earth’s air, \( \rho \) is the density of air, and \( R_S \) is the specific gas constant of air. The atmospheric level, and the necessary boundary and parameter values are given in Table 6.

2.5. B-Spline Curve

The optimum trajectory solutions of each target objectives, minimum FC and TTC, were generated with an altitude interval of 1000 m, and B-spline was selected for the plotting of the curve connecting the property values at the end of the climb. B-spline is the general form of the Bézier spline which builds parametric curves around the polynomial expressions [42]. When a knot vector is \( B = \beta_0, \beta_1, \ldots, \beta_n \) and control points \( w_0, \ldots, w_n \) are defined where \( B \) is a non-decreasing sequence with \( \beta_i \in [0, 1] \), the basis functions are defined as below:

\[
N_{i, n}(\beta) = \begin{cases} 
1, & \text{if } \beta_i \leq \beta \leq \beta_{i+1} \text{ and } \beta_i < \beta_{i+1}; \\
0, & \text{otherwise};
\end{cases} \quad (46)
\]
where \( j = 1, 2, \ldots, w \). The B-spline curve then is defined as:

\[
N_{ij}(\beta) = \frac{\beta - \beta_i}{\beta_{i+j} - \beta_i} N_{ij-1}(\beta) + \frac{\beta_{i+j+1} - \beta_i}{\beta_{i+j+1} - \beta_i+1} N_{i+1j-1}(\beta),
\]

\[
C(r) = \sum_{i=0}^{n} w_i N_{iw}(\beta).
\]

B-spline curves were used for having several advantages for the presentation of our results:

1. A curve can be generated in a complex solution even with a relatively small number of control points.
2. Depiction of a smooth, continuous curve joining the point data set would provide additional information to the physical transition between the solution points.
3. The data points from the fitted curve can be used for other aircraft path tracking problems for having a smooth transition along the curve.

**Table 6.** 1976 US atmosphere model: boundary and parameter values from Ref. [24].

| Atmospheric Level | Altitude Range (km) | \( b \) * | \( z_b \) ‡ | \( P_b \) (Pa) ‡ | \( T_b \) (K) § | \( L_b \) (K/km) ‡ |
|-------------------|---------------------|---------|---------|-------------|-------------|-------------|
| Troposphere       | 0–11                | 0       | 0       | 101325      | 288.15      | −6.5        |
| Tropopause (Stratosphere I) | 20–32             | 1       | 11      | 22,632.06   | 216.65      | 0.0         |
| Stratosphere II   | 20–32               | 2       | 20      | 5474.89     | 216.65      | +1.0        |
| Stratosphere III  | 32–47               | 3       | 32      | 868.02      | 228.65      | +2.8        |
| Stratopause (Mesosphere I) | 47–51            | 4       | 47      | 110.91      | 270.65      | 0           |
| Mesosphere II     | 51–71               | 5       | 51      | 66.94       | 270.65      | −2.8        |
| Mesosphere III    | 71–84.9             | 6       | 71      | 3.96        | 216.65      | −2.0        |

Note: *, Interval (Layer) Number; ‡, Base Geopotential Altitude Above Mean Sea Level (MSL); ‡, Base Static Pressure; §, Base Temperature; ‡, Base Temperature Lapse Rate per Kilometer of Geopotential Altitude.

### 2.6. Residual-Based Approach

The Pareto-optimal nature in multi-objective optimization of cruise altitude makes the simultaneous achievement of both minimum FC and TTC impossible [43]. A Pareto-optimal set is a solution set where a trade-off between the target objectives should occur. Hence, the solution satisfying minimum FC and TTC should either be obtained or determined through other measures. Numerous approaches to solve such issues include the weighted sum method [44], the ε-constraint method [45], the particle swarm method [10], and the genetic algorithm hybrid [5]. The first two methods [44,45] have the advantage of having an easily acquirable set of optimal solutions with a superposition of single-objective solution sets, incorporating single-objective designs to obtain the desired range of optimal solutions.

The present study adopts the arguments in residual analysis to determine the optimal solution of the multi-objective problem. A novel method, terminal residual analysis (TRA), is proposed in this study for the selection of optimum cruise altitude achieving both the minimum FC and TTC objectives. The residual \( \omega \) was the difference between the reference solution value \( y \) and the target solution value \( \hat{y} \):

\[
\omega(s) = y(z) - \hat{y}(z),
\]

with the use of B-spline, a set of reference solution data \( K \) was defined as:

\[
K = \{\xi_1, \xi_2, \ldots, \xi_{n-1}, \xi_n\},
\]

\[
G = \{\chi_1, \chi_2, \ldots, \chi_{n-1}, \chi_n\},
\]
where \( n \) is the number of points in the B-spline curve of the solution curve assuming equivalent intervals in the reference curve and the subjected target solution curve. Here, an acceptable error level (AEL) \( \sigma \) is introduced to find the maximum, potentially the terminal value among the pool of residuals \( \omega \) in Equation (49). The selection criterion for this approach is given as:

\[
\max(\omega(z)) < \frac{\sigma}{100} y_n(z),
\]

where \( y_n \) was the reference solution data at \( t_E \). Further, a modified approach also was introduced with a marginally acceptable error level (m-\( \sigma \)) TRA to compensate the low accuracy at the low \( \sigma \) value which will be discussed in Section 3.2. In the modified version, the determined altitude value was extended with linear extrapolation from the last turning point \( \frac{d^2 v}{d \sigma^2} = 0 \) towards the value of \( \sigma = 0 \). Here, \( v \) is the multi-objective cruise altitude (MOCA) which details were explained at the end of this section.

In this study, the reference data model was set to be the minimum FC solution data, where the minimum TTC solution data was considered as a deviation from the minimum FC solution data. This not only is because of the cost of fuel, taking up about 15 to 20% of total operating cost \([1,46–49]\) but also as low CI is recommended for optimal flight operation \([50]\). The equation for CI in this study is as follows:

\[
CI = \frac{\text{Cost of Time \[\$/s\]}}{\text{Cost of Fuel \[\$/kg\]}}.
\]

CI is a dimensionless coefficient describing the relationship between the cost of time (CoT) and the cost of fuel (CoF). The unobtainable extreme values of CI are \( CI = 0 \), representing the minimum FC for the best range, and \( CI = \max \), representing the minimum TTC with maximum speed. CoT and CoF were assumed to be equal in the corresponding units and hence CI was calculated to represent the total cost ratio between FC and TTC during the climb.

The residuals between the minimum FC and TTC were subjected to \( \sigma \), originating from the minimum FC curve. Such ensured the achievement of both the minimum FC and TTC conditions at a specific cruise altitude within \( \sigma \), which was initially selected to be 1%. With the assumption that the determined cruise altitude falls within an error range of 1%. The cruise altitude was named a multi-objective cruise altitude (MOCA), \( v \), and the error range, 1%, was selected based on the statistical results from Ref. \([9]\) that noted about 46.8% of the sample data already had less than 1% optimization potential in fuel consumption. The \( \sigma \) value of 1, therefore, was equal to additional fuel usage of 1%, of the fuel used for minimum FC climb to reach the desired altitude.

3. Results

The results in the following sections were mostly linked to the result of Aircraft 1. The results and discussion about Aircraft 2 were presented and discussed in Section 4.5.

3.1. Minimum FC and TTC

As mentioned in Section 2.6, the minimum FC and TTC solution paths were the bounds of Pareto fronts where trade-off optimal solutions lie within. The minimum FC results had almost equivalent values with the ones of minimum TTC that later diverged to take individual trajectories (Figure 3). One could even intuitively find that a diverging point of two solution trajectories occurred at around 10 to 12 km.
Figure 3. The minimum FC and TTC solutions at $t_E$ in an altitude interval of 1 km. The plots of (a), TTC against FC; (b) altitude against FC; (c) altitude against TTC are illustrated.

3.2. Terminal Residual Analysis (TRA) and Modified TRA

The residual between B-splined minimum FC and TTC solution data at $t_E$ was plotted with the criterion of $\sigma = 1$ from the minimum FC solution in Figure 4, as proposed in Section 2.6. The altitude for Aircraft 1 was 10.43 km at $\max(\omega(z))$, at which the residual value started to deviate dramatically from the $\sigma$ range.

Figure 4. The plot of residuals between the minimum TTC and FC solution data which graphically illustrated the concept of the selection criterion $\max(\omega(z))$ described in the Section 2.6. $G$, residual between minimum FC and TTC solution; $\sigma$, acceptable error level (AEL); $\max(\omega(z))$, terminal residual.
It was clear that the optimum cruise altitude would vary depending on the value of \( \sigma \), and the effect of the variation of \( \sigma \) was plotted in Figure 5a. Since \( \nu \) fell dramatically after a certain level of \( \sigma \), an extrapolated line was drawn from a point at which the first local maximum \( (\frac{\partial^2 \nu}{\partial \sigma^2} = 0) \) counting from \( \sigma = 0 \) was located at \( \sigma = 1.4 \). The linearly extrapolated segment was named a marginally acceptable error level (m-\( \sigma \)). The MOCA value with original TRA approaching towards \( \sigma = 0 \) fell dramatically after \( \sigma = 1.4 \) but the one with m-\( \sigma \) TRA gradually fell until \( \sigma = 0 \), adapting the trends in the previous solution segments. The modified approach added a feasible tendency for the low-\( \sigma \) region.

![Figure 5](image-url)  
Figure 5. The effect of different \( \sigma \) on the MOCA (a) and the corresponding MOCA for the minimum TTC objective (b) of Aircraft 1. (a) The AEL and the m-\( \sigma \) TRA line segment were plotted against the MOCA, and along the TRA line, respectively. The optimum cruise altitude to achieve absolute specific ground range (SGR) from Ref. [9] was illustrated as a star (black). The m-\( \sigma \) TRA value and the absolute maximum SGR value from the reference have an almost identical fuel-saving optimum cruise altitude. (b) The altitude 10.91 was the predicted minimum FC cruise altitude with m-\( \sigma \) TRA. The corresponding altitude along the minimum TTC trajectory is achieved with \( \sigma = 1.1 \). AEL, acceptable error level; MOCA, multi-objective cruise altitude; TRA, terminal residual analysis; SGR, specific ground range.

The m-\( \sigma \) TRA at \( \sigma = 0 \) resulted in the minimum fuel, optimum cruise altitude of 10.91 km. This value was close to the optimum cruise altitude of 10.64 km from the Ref. [9] for the absolute maximum specific ground range (SGR). The difference in the determined MOCA of the present study to the Ref. [9] was 2.5%. When the optimum cruise altitude MOCA of 10.91 km was considered, the corresponding \( \sigma \) value for Aircraft 1 was close to 1.1 in Figure 5b. It meant that a transition in the flight mode from minimum FC to minimum TTC was possible at about 11 km, with just additional fuel usage of 1.1%. The details of this argument were further discussed in Section 4.3.

### 3.3. Optimized Climb Trajectory to Given Altitudes

The climb trajectories of minimum FC and TTC were analyzed by plotting the individual trajectory curves by imposing equally spaced altitude values (Figure 6). The properties of altitude \( z \), fuel consumption (FC), Mach number \( M \), cost index (CI), flight path angle \( \gamma \), and angle of attack \( \alpha \) were plotted. All results similar trends of diverging solutions curves from one another at a certain near-intersecting point and the dramatic differences between the trajectories after the bifurcation. One exception was \( M \) in Figure 6g, where the final solution set was identical in both objectives. It may be because of fixed boundary conditions for the final speed of the aircraft (\( V = 295 \text{ [m/s]} \)) and the same target altitude. The equation for \( M \) is \( M = \frac{V}{d} \), where \( d \) is the speed of sound, which was constant at the given elevations, hence making the calculated final \( M \) in both objectives equivalent.
3.3. Optimized Climb Trajectory to Given Altitudes

The climb trajectories of minimum FC and TTC were analyzed by plotting the individual trajectory curves by imposing equally spaced altitude values (Figure 6). The properties of altitude, flight path angle, angle of attack, fuel consumption, and Mach number were plotted. All results showed similar trends of diverging solutions when compared against CI; (a) Time against z; (b) time against FC; (c) time against M; (d) time against CI; (e) time against γ; (f) time against α; (g) M against z; (h) z against FC.

3.4. Optimized Trajectory to MOCA

As shown in Figure 7, the altitude-specific, optimized trajectories at the minimum FC and TTC demonstrated similar patterns of overlapping line segments during the initial stage of the climb. Hence, the MOCA specific, minimum FC climb paths were plotted in Figure 7, where MOCA was approximated to be 11 km (which was 10.91 km). Similar to Figure 7, the properties of altitude z, fuel consumption (FC), Mach number M, cost index CI, flight path angle γ, angle of attack α in terms of time t, M, and z for Aircraft 1 at the altitudes of interval of 2 km from 2 to 20 km. (a) Time against z; (b) time against FC; (c) time against M; (d) time against CI; (e) time against γ; (f) time against α; (g) M against z; (h) z against FC.
(CI), flight path angle \(\gamma\), and angle of attack \(\alpha\) were plotted. Specifically, \(z\) continuously increased until it reached the desired MOCA (Figure 7a), and FC showed an identical trend in Figure 7b,h. \(M\) increased steeply until a value of 0.9 in Figure 7c, which then increased to 1.0 at the end of the trajectory. Figure 7g had a similarity with Figure 7c for having \(M\) in relation. \(\gamma\) and \(\alpha\) varied continuously over the course of the trajectory in Figure 7e,f. CI in Figure 7d also changed over time.

Figure 7. Climb path trajectories of: altitude \(z\), fuel consumption (FC), Mach Number \(M\), cost index (CI), flight path angle \(\gamma\), angle of attack \(\alpha\) in terms of time \(t\), \(M\), and \(z\) for Aircraft 1 at the multi-objective cruise altitude (MOCA) of 11 km. (a) Time against \(z\); (b) time against FC; (c) time against \(M\); (d) time against CI; (e) time against \(\gamma\); (f) time against \(\alpha\); (g) \(M\) against \(z\); (h) \(z\) against FC.
4. Discussion

4.1. Effectiveness of Terminal Residual Analysis (TRA) and Modified TRA

The minimum FC and TTC trajectory solutions were generated, and the values at $t_E$ were plotted to show the gradual increase in minimum FC and TTC to the given altitude (Figure 3a). The trends in the ascension were similar in both trajectories but diverged from a certain altitude (Figures 3 and 6). Using the novel residual method proposed in this study, TRA, an acceptable error level $\sigma$ was selected to be 1, which acted like a terminal residual criterion (Figure 4). In this specific application on the determination of the multi-objective cruise altitude, the residuals abruptly increase from $\max(\omega(z))$, which gave TRA-determined altitude, MOCA, satisfying the given multi-objectives. TRA initially failed to provide feasible solutions at lower $\sigma$ values, and a modified m-$\sigma$ TRA was proposed, which linearly extrapolated the optimized solution curve towards $\sigma = 0$. It took account of only the points before the first local maximum of $d^2\nu/d\sigma^2$ near the turning point, where $\nu$ represents the MOCA. Substituting the fuel-saving cruise altitude value obtained from m-$\sigma$ TRA to the original TRA argument yielded the desired MOCA values denoting the required additional fuel usage from the minimum FC cruise altitude to achieve the minimum FC and TTC cruise altitude.

The extrapolated value from m-$\sigma$ TRA was 10.91 km at $\sigma = 0$, and this value was almost equivalent to the cruise altitude of 10.64 km for absolute maximum specific ground range (SGR) from Ref. [9]. The authors believe that this was a very close estimation with computational simulation as the value from Ref. [9] was based on the accumulated, regressed statistical result of more than 200,000 actual flight data. Hence, TRA had proven its value in finding the optimum aircraft cruise altitude achieving minimum FC, which then could be implemented to acquire the minimum FC and TTC MOCA value with the supplemental method, m-$\sigma$ TRA.

The continuous climb path in the present results was similar to the fuel consumption model in Ref. [21]. Ref. [21] adopted a CCO model to optimize fuel consumption during the climb, which introduced external influences such as crosswind. The accuracy was 96%, and the maximum amount of fuel saved was 12%. The current study also had a continuous climb path with reliable atmospheric model and aircraft aerodynamic data showing a difference of 2.5% in the altitude solution. While the model in Ref. [21] considered various external factors such as crosswind, our study did not employ any external factors in the calculation. Hence, the present study is significant in two aspects: first, the proposed novel methods, TRA and m-$\sigma$ TRA, were robust even without the consideration of external factors such as crosswind, and second, such external factors were not significant in the determination of the optimized performance of long-range flight. The latter, especially, would be valid as Ref. [9] already suggested that 46.8% of 200,000 flight data already had less than 1% benefit from the optimization.

Additionally, the MOCA value within $\sigma = 2.0$ in the m-$\sigma$ TRA line, fell below 12 km (Figure 5a), leading to the MOCA range of 10.91 km to 11.97 km. The optimum cruise altitudes determined in the statistical results of Refs. [9,51] were 10.64, 11.19, 11.67, and 11.46 km, which implies that the altitude range calculated in the present study was appropriate.

4.2. Difference in TRA and Modified TRA

A newly proposed method, TRA, was modified into m-$\sigma$ TRA as the original TRA with $\sigma$ below a certain level changed abruptly. Such abrupt change indicated that $\sigma$ was critical in determining the multi-objective goal in this study. The residual value below the MOCA of 11.5 km was nearly constant, making a low $\sigma$ criterion below 1.4% ineffective. The linearly extrapolated value of minimum FC at $\sigma = 0$ was validated with Ref. [9], as discussed in Section 4.1. Hence m-$\sigma$ could also be an alternative approach for such cases of significantly low $\sigma$. 


4.3. Optimum Altitude MOCA with Minimum FC and TTC

The altitude determined with the m-σ TRA method at σ = 0 was the MOCA only with minimum FC objective. As described in Section 3.2, this approach incorporated with the TRA could be utilized to determine the MOCA. MOCA satisfied both the minimum FC and TTC at any altitude with the additional fuel usage denoted as σ. The initial selection of σ = 1 was to find the cruise altitude showing the potential fuel reduction within 1%, which eventually was determined to be 10.43 km, and its difference to the altitude 11.68 km, selected on m-σ TRA, seemed relatively large concerning only a difference of 0.4 in the value of σ. Interestingly, the difference in altitudes became minimum with increasing σ (Figure 5). This result emphasized the difficulties in achieving both objectives simultaneously for an optimal altitude, which varies even with the slightest changes in σ.

Another interesting point here is that the minimum FC altitude, 10.91 km, was about 0.8 km lower than the MOCA at σ = 1.4 (11.68 km). As mentioned in Section 1, a climb to a higher altitude takes advantage of lower air density for reduced aerodynamic drag but consequently consumes extra fuel for ascension. Hence, cruising at the MOCA at σ = 1.4 may enjoy the minimum FC travel with considerably reduced travel time (TT) due to reduced aerodynamic drag, but the same at the MOCA at the adjusted σ = 1.1 may enjoy the fuel-economy even with higher aerodynamic drag than the former. In detail, the MOCA with the minimum FC and TTC could be achieved at an altitude of 10.91 km with an additional fuel usage of 1.1% of the fuel used for minimum fuel climb to an altitude of 10.91 km. It implies the potential for flight mode transition between the single-objective, minimum FC, and the multi-objective, minimum FC and TTC. With this argument, an aircraft cruising at an altitude of 10.91 km could switch the flight mode from the minimum FC to the minimum FC and TTC with the extra fuel usage of 1.1%. Likewise, minimum FC and TTC cruise mode could be achieved at an altitude of 11.68 km with the additional fuel usage within 1.4% of the minimum FC cruise mode. The MOCA results of different σ values provided quantitative explanations for the theory and the transition criterion for the flight mode between single-objective, the minimum FC, and the multi-objective, the minimum FC and TTC. Additionally, it also demonstrated that the fuel-economy may not always be achieved just by cruising at higher altitudes.

4.4. Individual Trajectory and Variable Cost Index (CI)

The trajectory solution at the determined MOCA of 10.91 km shows the trajectory of a supersonic jet (Figure 7). These graphs clearly show the relationships between the variables and parameters in this study, as described in Section 3.4. In the initial segment of the climb path, the aircraft accelerated by increasing $T$, which increased both $V$ and $M$ (Figure 7c). Throughout the whole trajectory, a fluctuated to make stable transitions in $g$, which resulted in a continuous and smooth climb path of the aircraft in terms of $z$ (Figure 7a), FC (Figure 7b,h), $M$ (Figure 7c), and CI (Figure 7d).

Interestingly, CI in (Figure 7d) varied over time. As mentioned in Section 1, numerous literatures targeting for multi-objective optimization of TOC usually employ a model with constant CI throughout a flight trajectory [4,6,8]. It may be due to the difficulties involved in the estimation of actual CI or an attempt to reduce the number of variables to solve in complex total cost equation such as:

$$C_{TOT} = \int_0^{T_{flight}} fbr(t) \, dt + 60 \cdot CI \cdot T_{flight},$$

where $C_{TOT}$ is the total cost, CI is the cost index as defined in this study, $T_{flight}$ is the cruise segment flight time, and $fbr(t)$ is the time-dependent aircraft fuel-burn rate function. This equation was re-written from Equation (6) of Ref. [52] by Dancila, B. D., et al. [8]. Given the number of variables involved, a range of constant CI values definitely would have made the problems more manageable. On the contrary, CI was not consistent throughout a flight path in this study (Figure 7d). Considering the realistic aspect of an actual flight path, the variation in CI during a flight is a more convincing phenomenon. This variation
implies that the present approach was able to describe more pragmatic phenomena in aircraft motion.

4.5. Limitations

The first limitation is the use of aerodynamic data of a supersonic aircraft from Ref. [12] to find a multi-objective optimum cruise altitude. The selection of the optimum cruise altitude is a necessity in the economic management of airliners, and in most cases, the aircraft is subsonic. The use of a supersonic aircraft model may not be suitable to determine general cruise altitude, but as seen in Figure 7d, $M$ remains subsonic before reaching the cruise altitude. Such probably may have made the MOCA result in the present study similar to the statistically optimum cruise altitude of commercial airplanes. There also was lack of available data for subsonic aircraft in terms of thrust, Mach number and altitude. Such data was necessary for climb trajectory optimization. With the inadequacy in the available data, the authors tried to maintain the feasibility of the approach and obtained confident results for cruise altitude determination of a long-range flight. Overall, a more refined study could be conducted using the aerodynamic data of a subsonic aircraft.

The second limitation may be the applicability of the present methodology to determine the optimum cruise altitude for all-range flight. As mentioned in Section 1, Aircraft 1 and 2 are different in their specifications, especially in their initial weight and maximum thrust. This difference made the authors speculate Aircraft 1 to be the heavy, long-range plane for the former and lightweight, short-range plane for the latter. The results in Figure 8 clearly shows the difference where the present approach failed to achieve reasonable cruise altitude but only showed the potential to indicate the costs for the transition between two objectives. The present methodology may only apply to the cruise altitude determination of long-range flight, but since such flights require cruise altitude optimization the most [9], our approach could be a feasible solution for a cost-minimizing strategy.

This study proposed TRA and a modified TRA (m-TRA) to determine an optimum cruise altitude satisfying minimum FC and TTC. Despite the promising results for long-range flight, further investigation would be necessary whether this approach is also suitable in other multi-objective optimization problems. The multi-objective optimization of aircraft trajectory problems may be the only problem solvable using the methods proposed in this
study. Hence, this approach may need further validation in various optimization problems in future studies.

5. Conclusions

Multi-objective determination of cruise altitude of a supersonic aircraft was conducted using the Hermite-Simpson method. Individual optimum climb trajectories were generated in the discretized problem domain. A novel approach, TRA, was proposed with modified TRA, m-σ TRA, to select the optimum cruise altitude with the minimum FC and TTC, where σ also worked as a criterion to represent the magnitude of the transition between the single- or multi-objective flight mode. As a result, a multi-objective cruise altitude (MOCA) was determined to be 10.91 km for aircraft 1, which was validated with the statistical results of subsonic, commercial airliner data. The method presented in this study was found reliable in the multi-objective problem to determine the optimum cruise altitude of a long-range flight, achieving both minimum FC and TTC. Although various assumptions were used, this approach confirmed the complex multi-objective solution in aircraft cruise altitude problems in an environment formulated as realistic as possible. Further studies would be needed to verify this technique in other applications to validate its utility in other fields requiring multi-objective optimum solutions.
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Abbreviations

The following abbreviations are used in this manuscript:
FC Fuel consumption
TT Travel time
TTC Time-to-climb
CI Cost index
TOC Total operating cost
OCP Optimal control problem
NLP Nonlinear programming
EOM Equation of motion
SET Specific excess thrust
TRA Terminal residual analysis
AEL Acceptable error level
MOCA Multi-objective cruise altitude
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