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1. Introduction

The shear stress released during an earthquake is a fundamental parameter that describes the rupture process and controls resulting ground motions. Despite the relatively straightforward approach of estimating the average decrease in shear stress (stress drop) across a fault before and after an earthquake from the spectral corner frequency (e.g., Boatwright, 1980; Brune, 1970; Madariaga, 1976), the natural high variability of stress drop estimates (around 0.1–100 MPa; e.g., Hanks, 1977), and the significant discrepancies between different methods for the same data sets (e.g., Abercrombie, 2014, 2015; Neely et al., 2020; Shearer et al., 2019) contribute to the ongoing controversy regarding the self-similarity of earthquakes. Deconvolving the trade-off between the degree to which earthquakes vary in their stress-drop scaling (e.g., Abercrombie, 1995, 2013; Aki, 1967; Kanamori et al., 1993; Harrington & Brodsky, 2009) versus observational artifacts of spectral estimation methods is critical to understanding earthquake rupture processes and rests on constraining the resolution of station coverage needed to constrain source parameters robustly.

Most spectral estimation methods assume that a seismogram \(s(t)\) can be written as a convolution of the earthquake source \(e(t)\), path propagation effects \(G(t)\), and the instrument response \(I(t)\). The individual phase spectrum can be expressed as

\[
s(t) = e(t) * G(t) * I(t),
\]
where removing the $I(t)$ term permits the estimation of the true long-period spectral amplitude, which is proportional to magnitude. Spectral corner frequency ($f_c$) estimates, from which we estimate the static stress drop, depend strongly on the separation between the source $e(t)$ and path $G(t)$ terms. Both direct ($P/S$ wave) phases and coda (typically $S$ wave) waves can be used to estimate $f_c$ (e.g., Abercrombie, 2013; Mayeda & Walter, 1996; Mayeda et al., 2003), and a number of prior studies show wide variation in $f_c$ estimates depending on the method used to constrain them (Ide et al., 2003; Neely et al., 2020; Shearer et al., 2019). Several methods use multiple stations to estimate individual event $f_c$ values using either stacked spectra or station-averaged estimates in efforts to remove statistical scatter (e.g., Abercrombie, 1995; Shearer et al., 2006; Viegas et al., 2010), where the use of coda waves typically shows higher precision (e.g., Mayeda et al., 2007). However, multiple station estimates will not reduce uncertainties related to limited azimuthal coverage (e.g., Abercrombie, 2015; Kaneko & Shearer, 2015; Kane et al., 2011; Prieto et al., 2006). In addition, the number of viable station estimates is naturally coupled to the size of the earthquake because of signal-to-noise-ratio (SNR) limitations, which causes more substantial uncertainties. The small sample size problem resulting from limited station coverage is inherent to most seismic deployments and pervasive in several academic fields (e.g., Spall, 2002; Steele et al., 1993). Nevertheless, the study of small, more numerous, earthquakes ($M < 3$) and their source parameters is paramount in understanding the rupture process, particularly where their scaling properties could be transferable to larger-magnitude, less-frequent earthquakes (Brodsky, 2019).

Here we use the Large-$n$ Seismic Survey in Oklahoma (LASSO, Dougherty et al., 2019) to investigate the robustness of source property estimates, particularly the effect of number of stations and azimuthal coverage, of earthquakes with $M < 3$, including potential radiation pattern effects, where the corner frequency $f_c$ is predicted to vary over the focal sphere (Madariaga, 1976). The array operated 1,829 vertical-component 500-Hz sampling nodal seismometers with a nominal station spacing of around 400 m for a period of 1 month in spring 2016 in Grant County, an area known for extensive operation of wastewater-disposal wells related to injection-induced seismicity (e.g., Cochran et al., 2020; Dougherty et al., 2019). We use the superior resolution afforded by the LASSO array to investigate the robustness and variability of $P$ wave $f_c$ estimates from two independent spectral methods, the single spectra and empirical Green’s function spectral ratio, and to quantify the precision as a function of varying station coverage for small earthquakes ($M < 3$). We do not include $S$ wave and/or coda wave estimates due to the difficulty of determining $S$ wave arrivals on the vertical component seismic stations.

2. Method

We consider the earthquakes listed in the Cochran et al. (2020) catalog, which contains the 1,104 events within 5 km of the LASSO array footprint that generated automatic $P$ wave arrivals on the vertical-component stations with a magnitude range of 0.01–3.0 (brown dots in Figure 1). Numbered events represent earthquakes with well resolved focal mechanisms and source parameter estimates and are listed in Table S1. Supporting information also contains full details of the picking procedure.

We use two independent methods in the frequency domain to estimate $f_c$ and long-period spectral amplitude ($\Omega_0$), which is then converted to seismic moment $M_0$ (see Equation 3; cf. Figure S3). The first method (referred to as “single-spectral estimates”) uses the theoretical displacement spectra $\Omega_s(f)$:

$$\Omega_s(f) = \frac{\Omega_0 e^{-\left(f/f_c^\gamma\right)^n}}{\left[1 + \left(f/f_c\right)^n\right]^{1/\gamma}},$$

(2)

described by the long-period spectral amplitude $\Omega_0$, corner frequency $f_c$, frequency fall-off rate $n$, frequency dependent quality factor $Q$, and $\gamma$, which controls the shape of the corner (e.g., Abercrombie, 1995; Boatwright, 1980; Brune, 1970). We estimate displacement spectral amplitude using the multitaper approach implemented by Prieto et al. (2009) from 0.8-s time windows for each available $P$ wave arrival (starting 0.2 s before the arrival). We resample the spectra in the log domain to 100 constant log($f$) increments and use a least squares algorithm (Newville et al., 2014) to fit Equation 2 on individual nodes and averaging estimates over all nodes that meet the quality control criteria. Using a Boatwright-type model ($\gamma = 2$) with $Q = 600$ and $n = 3.5$ produces the lowest overall residuals after extensive testing of different models (Figure S4; see supporting information for parameter fitting details, including details of the instrument response and filtering; Dougherty et al., 2019).
Figure 1. Overview of the Large-\( n \) LASSO array in northern Oklahoma, with inset showing the regional location. Diamonds denote deployed stations, brown circles show recorded seismicity (Cochran et al., 2020), and gold rectangles show injection wells scaled by cumulative injection volume during the deployment (OCC, 2020). Focal mechanisms for larger events were computed using HASH (see supporting information). Numbered earthquakes have robust focal mechanism and source parameter estimates and are listed in Table S1. Cyan and magenta focal mechanisms denote earthquakes for which single-spectra estimates are discussed in the text, and gray focal mechanisms denote main events of spectral ratio pairs. Stations (nodes) indicate the \( P \) wave polarity of the magenta focal mechanism (blue = positive, red = negative, gray = undefined).

We estimate the seismic moment \( M_0 \) from the single-spectrum \( \Omega_0 \) estimates (Equation 2) with the following equation:

\[
M_0 = \frac{4\pi \rho c^3 R \Omega_0}{U_{\phi\theta}},
\]

(3)

where \( \rho \) and \( c \) are the density and \( P \) wave velocity at the earthquake hypocenter, \( R \) is the hypocentral distance, and \( U_{\phi\theta} \) is the mean radiation pattern coefficient (0.52 for \( P \) waves Madariaga, 1976). We assume a value of \( \rho = 2.700 \) kg/m\(^3\) and use the \( P \) wave velocity at the hypocenter indicated by the local 1-D velocity model used for location estimates (Rubinstein et al., 2018).

The second method for estimating spectral corner frequency is based on a spectral ratio approach (Hartzell, 1978; Hough, 1997), in which we stack normalized event spectral ratios at all nodes for which the quality control criteria were met (see supporting information for details). In general, spectral ratio estimates allow better constraints on \( f_c \) values by minimizing the imprint of nonsource related terms, such as the \( G(t) \) and \( I(t) \) terms in Equation 1, on the spectral shape. The following analytical expression, derived
from Equation 1 for two different events (1 and 2), demonstrates how the nonsource related terms are the same between colocated pairs of earthquakes and therefore cancel in the spectral ratio:

\[
\Omega_r(f) = \Omega_0 \left[ \frac{1 + (f/f_{c2})^\gamma}{1 + (f/f_{c1})^\gamma} \right]^{1/\gamma},
\]

(4)

where \( f_{c1} \) and \( f_{c2} \) are the corner frequencies of the larger (target) event and the smaller (empirical Green's function, eGf) event, respectively (e.g., Abercrombie, 2014; Viegas et al., 2010). We use the same fitting procedure to estimate the \( f_c \) values in Equation 4 but retain the \( \Omega_0 \) values from single spectrum fits, as the long-period spectral amplitude is less sensitive to attenuation effects in single-spectrum fitting. The parameter \( \gamma \) controls the shape of the corner as in Equation 2. We identify 90 candidate event pairs for the spectral ratio fitting using a three step approach. Supporting information provide details regarding the spectral approach, including event pair identification, and parameter estimation.

Following spectral fitting, we then estimate static stress drop \( \Delta \sigma \) using the single-spectrum \( M_0 \) estimates with the \( f_c \) estimates from both single spectra and spectral ratios, where available. We assume a circular crack model (Eshelby, 1957; Madariaga, 1976), where \( r \) denotes the crack radius, and \( \beta \) the depth-dependent seismic shear wave velocity:

\[
\Delta \sigma = \frac{7 M_0}{16 r^3},
\]

(5)

\[
r = k \beta \frac{f_c}{f_c}.
\]

(6)

We use \( k = 0.38 \) following Trugman et al. (2017) to facilitate in comparing our stress drop values to estimates in southern Kansas.

For each event with single-spectra estimates on >40 stations, we calculate the mean value and confidence intervals for \( f_c, M_0, \) and \( \Delta \sigma \) using the delete-one jackknife mean from all station estimates (Prieto et al., 2007). For \( f_c \) and \( \Delta \sigma \) values estimated from spectral ratios, we stack all available station ratios (using a minimum of 5) and calculate stress drop values using the \( f_c \) estimates from target events (and eGf events, in cases where both \( f_c \) estimates fall within the bandwidth of high SNR). Tables S1 and S2 provide spectral parameter estimates for the numbered earthquakes in Figure 1 for which focal mechanism solutions exist, and additional details of precision estimation are included in the supporting information.

3. Results

We were able to recover single spectra source property estimates for 336 events with a total of 34,813 individual station fits, as well as corner frequency estimates from eGf spectral ratios for 126 events (70 target events and 56 eGf events). The single spectrum station estimates in Figures 2a and 2b (as well as Figure S5) show deviations of \( f_c \) and \( M_0 \) values estimated on individual nodes for two representative events with well-constrained focal mechanisms and hypocentral depths of 6.1 and 4.5 km (Events 1 and 2 in Figure 1 and Table S1, respectively). Corner frequency estimates (Figure 2a) are higher than the mean in the nodal plane directions (yellow dashed lines in a), whereas \( M_0 \) values are generally lower (Figure 2b). The inset plot a1 shows individual spectra scaled to a uniform \( \Omega_0 \) value that also demonstrate the same trend of higher relative \( f_c \) and lower \( M_0 \) values in the nodal plane direction. The lower relative \( M_0 \) values are apparent in the unscaled spectra (Figure 2, inset b1).

The eGf spectral ratio approach shows a similar variation in spectral shape depending on the number of stations used. For example, Figure 2c (as well as Figure S6) shows that the \( f_c \) estimates vary significantly for small sample sizes (<10 stations). Increasing the number of stations (>20) significantly reduces the scatter in the stacked ratios and resulting corner frequency estimates. For both earthquakes (Event 5, Figure 2c; Event 6, Figure S6), comparison of the red and black dashed lines qualitatively shows whether the Boatwright (Event 5) or the Brune (Event 6) spectral ratio model provides a better fit to the data.

Uncertainties from \( f_c \) estimates are cubed in the static stress drop calculation (Equation 5), meaning that scatter in \( f_c \) values (Figure 2) propagates to the resulting stress drop estimates. Figure 3 shows the deviation in static stress drop \( \Delta \sigma \) for all events with single-spectrum estimates using at least 10 stations in each quadrant and for all spectral ratio pairs with at least five station ratios in each quadrant. Each shaded rectangular pixel shows \( \Delta \sigma \) as the relative difference between the delete-one jackknife mean (stacked ratio) using all stations.
Figure 2. (a, b) Single-spectrum estimates of $f_c$ (a) and $M_0$ (b) from individual stations fits for Event 1 (Figure 1). Symbols and map are the same as in Figure 1. Colored nodes show the relative deviation in (a) $f_c$ and (b) $M_0$ (blue = negative, orange = positive) of individual station measurements from the jackknife mean using all available stations (red nodes indicate SNR criteria not satisfied; nodes indicate no P wave pick). Insets show multitaper spectral estimates (normalized = a1; original = b1) at individual stations satisfying SNR criteria. Most spectra are shown in gray and subsets of stations inside the dashed colored lines (10 aperture angle) are shown in yellow and magenta, respectively. Spectra shown in the insets of a1 are normalized to the largest spectral amplitude to demonstrate differences in corner frequencies. Spectra shown in the insets of b1 are not scaled and demonstrate differences in the long-period spectral amplitude. (c) Stacked spectral ratios and corresponding spectral fits with corner frequency estimates of Event 5 (Figure 1) using random subsets of station ratios (50 random subsets per sample size). The solid black line denotes the stacked spectral ratio using all available stations. The red and black dashed lines are the Boatwright, and Brune model fits, respectively, with $n = 2$ for the former (where Brune fit is not used). Stacked subsets of available spectra are colored by sample size (number of stations). Colorbars at the upper and lower right show the corner frequency estimates (vertical red bars) and the corresponding range governed by the range of sample sizes ($f_{c1}$ = main event, $f_{c2}$ = eGf event). Colorbar color scheme is the same as the stacked ratios.
Figure 3. (a) Deviation of single-spectrum stress drop estimates for all events with 10 single station estimates in each quadrant (76 events) using different random sample sizes (1,000 iterations per sample size). The deviation is written as a fraction of the mean using all stations \( \frac{\Delta \sigma_{\text{subset}} - \Delta \sigma_{\text{all}}}{\Delta \sigma_{\text{all}}} \). The grayscale colorbar represents the density of points around a given estimate. The solid, dashed black line shows the 95%, 99.7% confidence bound for each sample size as a rolling mean of three samples, respectively. Colored lines corresponding to the colorbar (top right) illustrate confidence boundaries based on a maximum azimuthal gap of the subset of stations as a rolling mean over four samples. (b) Deviation of the spectral ratio stress drop estimate \( f_{\alpha} \) for all spectral ratio pairs with at least five station ratios in each quadrant (21 pairs) using different random sample sizes of stacked station ratios (1,000 iterations per sample size). Same colors and symbols apply as in (a), where the stacked ratio fit using all station ratios for a single event is used as the baseline estimate. The seismic moment is fixed in both plots to the jackknife mean estimate from the single spectra.

and the mean (stacked ratio) of a randomly selected subset of stations as a function of sample size for single spectra and spectral ratios, respectively. Figure 3 demonstrates that the deviation from the mean estimate steadily decreases with an increasing number of stations, which could also be related to the decrease of the maximum azimuthal gap of a given subset of stations (indicated by the colored lines). The distribution of lines suggests that if the number of stations is between 5 and 20, setting a maximum allowable azimuthal gap (e.g., 45–90) can significantly improve the precision in the stress drop estimate. The distribution also suggests that restricting the azimuthal gap with increasing sample size (above 30 stations) brings no added benefit to reducing the range of estimates. The higher density rectangular pixels (darker gray shades) also suggest that individual estimates of random subsets become more tightly clustered around the mean as the station count surpasses 20. The deviation decreases to 30% (2 \( \sigma \), 95% confidence interval) or 60% (3 \( \sigma \), 99.7% confidence interval) with 20 to 30 stations, and to 15% (2 \( \sigma \)) or 30% (3 \( \sigma \)) with 50 stations. Further increasing the number of stations beyond 50 does not significantly improve the precision. Figure 3b suggests that for events with <20 station ratios, requiring a maximum azimuthal gap <90 significantly decreases the range in \( \Delta \sigma \) estimates to <40%. 
Figure 4. (a) Corner frequency versus moment magnitude for all events (336 single spectra [blue] and 126 spectral ratio estimates [orange and yellow]). The dimension of each rectangle is defined by the 95% jackknife confidence interval of $f_c$ and $M_0$. Spectral ratio estimates ($f_{c1}$ = orange; $f_{c2}$ = yellow) are manually reviewed and have an assumed $f_c$ error of 10% (based on a sample size of 20 or higher and the 95% confidence interval in Figure S9), and the $M_0$ error is taken from the single spectra estimate. As target events could have multiple eGs, rectangles could overlap and increase the opacity, implying a more robust estimate. Fine vertical lines represent the mean estimate, and dashed lines denote stress drop isolines for a shear-wave velocity of 3,600 km/s corresponding to a depth range between 2 and 8 km, where majority of the events are located (Rubinstein et al., 2018). (b) Stress drop calculated from the parameters shown in panel a and Equation 5, where same colors and symbols apply. Each rectangle is defined by the 95% jackknife confidence interval of $\Delta\sigma$ and $M_0$, and the spectral ratio estimates ($f_{c1}$ = red; $f_{c2}$ = yellow) have an assumed $\Delta\sigma$ error of 30% (based on a sample size of 20 or higher and the 95% confidence interval in Figure 3). The dashed and dashed-dotted lines show the approximate upper frequency bandwidth limit for this study and a network of 100 Hz stations, respectively. The fine black horizontal lines show the stress drop estimate from the stacked spectral ratios for individual event pairs or the median for an event with eGs. The upper frequency bandwidth limit is defined by one third of the highest resolvable frequency either bounded by the Nyquist frequency or the SNR criteria.

4. Discussion

The LASSO array offers a unique opportunity to explore the effects of station number and azimuthal coverage on earthquake source parameter estimates. In particular, how should the azimuthal dependency of $f_c$ and $M_0$ exhibited in Figures 2a and 2b and the resulting stress drop estimates be interpreted? The circular fault model of Madariaga (1976) predicts the highest corner frequency estimates at takeoff angles of approximately 25–40° from the fault plane due to a narrowing of the P wave pulse in each quadrant. The corner frequency should then decrease as the pulse widens with increasing azimuth. We observe a good agreement
with the circular fault model, particularly for Events 1 and 2 (Figures 2, S5, and S7). The observed pattern in the seismic moment estimation could be explained by the use of a constant for the radiation pattern in Equation 3 and may be reduced by using a take-off angle dependent value (Kwiatek & Ben-Zion, 2013). Deviations could be explained by the small number of estimates in the azimuthal range, uncertainties in the (fully automated) focal mechanism calculation, and/or more complex source processes, which would violate the assumption of the instantaneous rupture initiation. Furthermore, the single spectra of surface stations are likely to be influenced by site effects, as suggested in the south-western part of the array where amplitudes are relatively higher, suggesting lower seismic impedance (Dougherty et al., 2019). More pronounced site effects would also be expected to cause higher frequency fall-off rates above the corner frequency compared to other station locations (Figure S8). Other studies have also shown $M \sim 2$ earthquakes can exhibit nonnegligible source complexity (Dreger et al., 2007; Fan & McGuire, 2018; Kim et al., 2016). Additional directivity effects are difficult to observe with these data, as most of the larger magnitude (larger SNR) earthquakes occurred at the edge of the array (Gallovič & Burjanek, 2007; Latour et al., 2013; Pacor et al., 2016). However, they suggest that more detailed directivity studies using Large-$n$ array data sets are warranted.

One of the main objectives of this study is to demonstrate how the LASSO array enables robust constraints of the precision of stress drop estimates. We observe deviations of up to $50\%$ ($3\sigma$) when using a large number of independent station estimates ($>20$–$30$), using a similar jackknife approach combined with a $t$-test as seen in Prieto et al. (2007). Deviations increase to values of $>150\%$ as the number of stations decreases ($<5$) (Figures 3 and S9). The significant increase in the range of deviation could be explained by problems with the $t$-test and resampling techniques in the presence of small ($<20$) or very small sample sizes ($<5$), as well as an unknown standard deviation (Huang, 2017). An alternative approach to estimating small sample size uncertainty could be to use well-constrained uncertainties from independent estimates of larger sample sizes and applying their constraints (Steele et al., 1993). The results above would imply that the precision of maximum stress drop estimates from single spectra is roughly $30\%$ ($3\sigma$) for $>20$ independent station estimates and as high as $150\%$ for $<5$ station estimates. The uncertainty could be reduced for an intermediate number of stations (e.g., $5$–$20$) by requiring a maximum azimuthal gap of 45 or 90 (Figure 3). The data in Figure 3 also suggest that the maximum expected error from a random subset of 40+ stations could be as high as $50\%$ when using the jackknife mean and that an error of $25\%$ is likely (see also Figure S9), regardless of the number of stations.

To consider the precision of spectral ratio stress drop estimates, Kane et al. (2011) looked at different station groupings, source regions, and earthquake pairs and concluded that uncertainties of at least $30\%$ should be expected. Abercrombie (2015) suggests that uncertainties could be reduced by using $>5$ station measurements and by using multiple high-quality eGfs that are restricted to approximately one source region, where possible. Our results suggest that uncertainties of $\sim 30\%$ likely represent a lower limit in the range afforded by nodal-scale station coverage. A small sample size of station ratios ($<10$) for a single event pair may mean deviations of stress drop estimates as high as $150\%$ ($3\sigma$), which could be reduced to $<30\%$ by increasing the number of station ratios. Restricting the azimuthal gap for small sample sizes also decreases the precision to $<30\%$ variation. We could not constrain the effect of different focal mechanism (FM) orientations between target and eGf events, as we were only able to constrain FM solutions for select target events (Figure 1). We instead based the selection of event pairs on a commonly applied cross-correlation criteria requirement (e.g., Abercrombie, 2015; Viegas et al., 2010). In addition, Figures 2c and S6 show that the Brune- and Boatwright-type source models may be equally valid in spatially restricted study regions, which suggests variable surface geological conditions (Dougherty et al., 2019). Unfortunately, the observation of two source models using the spectral ratio approach in a small study region reduces the precision of stress drop estimates even further, since the Brune-type spectral model usually returns higher corner frequency estimations (e.g., Huang et al., 2016).

We find stress drops ranging between 0.41 and 95.89 MPa for the single spectra and spectral ratio fits. Single spectra and spectral ratio results generally overlap, with spectral ratios having somewhat higher values (range: 0.41–95.89; median: 9.21 MPa) compared to range: 0.83–54.02; median: 4.06 MPa). Wu et al. (2018) also observed a wide range of stress drop values in Oklahoma, and Fan and McGuire (2018) found no difference in the source properties of a M2 earthquake in Oklahoma and typical large earthquakes. In contrast, other studies of induced seismicity in the Central United States observed low stress drops and a scaling dependence with magnitude (Boyd et al., 2017; Sumy et al., 2017; Trugman et al., 2017). Here we find a range of values consistent with both high and low stress drops relative to tectonic events and note that the
resolution and close source-station distances may explain why we were able to recover high values for small $(M < 2)$ events compared to regional studies using $P$ waves. When considering that $P$ wave corner frequency values are expected to be a factor of 1.5 to 2, and possibly up to 3, larger than for $S$ waves (Madariaga, 1976; Molnar et al., 1973; Prieto et al., 2004), it reduces the differences between our results compared with studies using $S$ wave estimates (Sumy et al., 2017).

At first glance, the earthquakes in this study appear to exhibit scale dependence with magnitude (Figure 4). But the apparent scaling could also be related to the use of surface stations with limited maximum resolvable corner frequency through higher attenuation (Abercrombie, 1995; Viegas et al., 2010) (shaded areas in Figure 4). If we take the upper frequency bandwidth limit $(\sim 3 \cdot f_c)$ into account (Abercrombie, 2014), it suggests that the stress drop scaling is mainly governed by observational limits (Figure 4b). Spectral ratio stress drop estimates, especially for events with $M > 2$, show a wide range of values (over two orders of magnitude). As corner frequency estimates are conceivably beyond the frequency bandwidth limit for many small events $(M < 2)$, the same wide range of stress drops may be even higher due to an underestimation of the corner frequencies beyond 40 Hz (Aron & Hardebeck, 2009; Ide & Beroza, 2001). The observation of a wide range of stress drop values for different magnitudes is a strong argument for fault complexity at a wide range of length scales and would be consistent with self-similar stress drop scaling in regions with both tectonic and induced events (Kirkpatrick et al., 2020). As induced events are usually of small magnitude $(M < 3)$, one might expect to commonly observe low stress drop values, especially where frequency bandwidth is limited (Figure 4b shows an upper frequency limit of a 100 Hz station). However, the coverage and sample rate afforded by the LASSO array provides a wider glimpse into the precision and range of stress drop values of small, induced earthquakes, and provides evidence that their stress drop values are not all on the lower end of the range observed for tectonic events.

5. Conclusion

We use a Large-$n$ Seismic Array (>1,800 stations) to evaluate the robustness of source property calculations from spectral methods of small earthquakes $(M < 3)$ and constrain the range of precision as a function of station number and azimuthal coverage. We used both single event and event spectral ratios to estimate corner frequency, seismic moment, and stress drop values from $P$ waves. We find that

1. single spectra show significant azimuthal dependency of corner frequency and long-period spectral amplitude estimates;
2. the 3σ precision of single spectra stress drop estimates may be no less than approximately 30% for >20 stations or up to >150% for <5 stations;
3. the 3σ precision stress drop estimates from spectral ratio methods should be expected to be at least 30% for >20 stations and >100% for <10 stacked station ratios;
4. requiring a maximum azimuthal gap of <90 and <180 could significantly reduce stress drop uncertainties (~25%) for estimates using <10 stations or stacked station ratios for single spectra and spectral ratio estimates, respectively;
5. single spectra corner frequency estimates show higher precision by using a small (<10) number of stations relative to spectral ratios but may be less accurate due to theoretical constraints;
6. stress drop estimates from wastewater-induced seismicity in Oklahoma show no obvious scaling with magnitude $(M 1–3)$ in the limited resolvable frequency bandwidth and exhibit a wide range of values, suggesting fault complexity at rupture length scales. Earthquakes also exhibit values within the typical range of tectonic earthquakes (10–100 MPa), as well as low stress drop values often associated with induced seismicity (0.1–10 MPa);
7. the discrepancy with previous studies in this region (e.g., Sumy et al., 2017; Trugman et al., 2017) could be explained by the expanded frequency bandwidth and coverage afforded by the LASSO array and the expected differences between $P$ and $S$ wave corner frequency estimates.

Data Availability Statement

Data collected by the Large-$n$ Seismic Survey in Oklahoma (LASSO) experiment are archived at the Incorporated Research Institutions for Seismology (IRIS) Data Management Center under network code 2A in PH5 format and can be accessed at https://ds.iris.edu/mda/2A/?starttime=2016-04-11T13:20:06&endtime=2016-05-24T15:41:19 (last accessed March 2020). The open-source Python package Obspy 1.0.1
was used for data processing (Krischer et al., 2015) available at https://github.com/obspy/obspy (last accessed March 2020). The mstspec Python wrapper was used for the spectral estimations, available at https://zenodo.org/record/321789#.XqKyiZMzZhE (last accessed March 2020). Several figures were created using GMT 6 (Wessel et al., 2019), available at https://docs.generic-mapping-tools.org/latest/ (last accessed March 2020). The other figures were created using Matplotlib 3.1.3 (Hunter, 2007) available at https://matplotlib.org/ (last accessed March 2020). Many color maps from Scientific Color Maps 6 were used during plotting, available at https://doi.org/10.5281/zenodo.1243862 (last accessed March 2020). The other figures were created using GMT6 (Wessel et al., 2019), available at https://docs.generic-mapping-tools.org/latest/ (last accessed March 2020). Several figures were created using PhasePapy (Chen & Holland, 2016), available at https://github.com/austinholland/PhasePapy (last accessed March 2020). Focal mechanisms were determined using HASH1.2 (Hardebeck & Shearer, 2002), available at https://www.usgs.gov/software/hash-12 (last accessed September 2020).
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