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ABSTRACT
In this paper we present a novel method to estimate the time evolution of proto-neutron star (PNS) structure from the neutrino signal in core-collapse supernovae (CCSN). Employing recent results of multi-dimensional CCSN simulations, we delve into a relation between total emitted neutrino energy (TONE) and PNS mass/radius, and we find that they are strongly correlated with each other. We fit the relation by simple polynomial functions connecting TONE to PNS mass and radius as a function of time. By combining another fitting function representing the correlation between TONE and cumulative number of event at each neutrino observatory, PNS mass and radius can be retrieved from purely observed neutrino data. We demonstrate retrievals of PNS mass and radius from mock data of neutrino signal, and we assess the capability of our proposed method. While underlining the limitations of the method, we also discuss the importance of the joint analysis with gravitational wave signal. This would reduce uncertainties of parameter estimations in our method, and may narrow down the possible neutrino oscillation model. The proposed method is a very easy and inexpensive computation, which will be useful in real data analysis of CCSN neutrino signal.
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1 INTRODUCTION
The direct detection of neutrinos emitted from core-collapse supernova (CCSN) SN 1987A opened a new window to study their inner dynamics (Hirata et al. 1987; Bionta et al. 1987). Neutrino detection from SN 1987A suggests that an energy of $\sim 10^{53}$ erg was released via neutrinos within around ten seconds, and the average energy of individual neutrinos was tens of MeV. This indicates that a hot and compact remnant, proto-neutron star (PNS), was born as a result of massive stellar collapse, and then either cooled down or subsequently collapsed to form a black hole within the same time scale. On the other hand, the detailed analyses regarding the CCSN explosion mechanism and characteristics of PNS needed to be postponed until the next nearby CCSN due to low statistics of SN 1987A neutrino data. Currently operating and future planned facilities have capabilities to provide a high-statistics neutrino signal from nearby CCSN; indeed, the scale of neutrino detectors has increased by orders of magnitude since 1987 (see, e.g., Schoenberg 2012; Mirizzi et al. 2016; Horiuchi & Kneller 2018). The high-statistics data will reveal the time dependent features in neutrino signal, which will offer sensitive diagnostics for the details of CCSN dynamics.

Inferring CCSN dynamics and the PNS structure from neutrino signal can be done by using theoretical models as templates. In general, this requires deconvolution of multiple physical effects of neutrino emission from the observed data. Crudely speaking, the neutrino emission from CCSN can be divided into two different components: accretion and diffusion. The former is particularly important up to the time of shock revival, in which the progenitor dependent features and the explosion sign would be imprinted. The determination of the accretion component is, however, rather difficult, since the conversion efficiency of mass accretion energy to neutrino emission depends on the structure of post-shock flow, i.e., it is time- and space-dependent, and it would be influenced by multi-dimensional (multi-D) fluid instabilities.

The diffusion component, on the other hand, dominates the neutrino emission in the late post-bounce phase. Much effort has been expended in developing theoretical models of PNS cooling with particular attention to microphysical aspects, including the nuclear equation-of-state (EOS) and weak interactions (Burrows & Lattimer 1986; Pons et al. 1999; Yakovlev et al. 2001; Hüdepohl et al. 2010; Roberts et al. 2012; Nakazato et al. 2013; Nakazato & Suzuki 2019; Sumiyoshi et al. 2019; Wei et al. 2019; Fischer et al. 2020; Suwa et al. 2021). The PNS structure may be constrained from the neutrino signal through PNS cooling theory (Gallo Rosso et al. 2017, 2018; Mori et al. 2021; Li et al. 2021). It should be mentioned, however, that most of the current PNS cooling models adopt either spherically-symmetric or...
toy models, i.e., the multi-D effects are abandoned (but see, e.g., Roberts et al. 2012, for a phenomenological treatment of PNS convection in spherically symmetric models). Very recently, it has been revealed that PNS convection changes the diffusion component, boosting the luminosity of heavy leptonic neutrinos ($\nu_e$) (Dessart et al. 2006; Nagakura et al. 2020), and decreasing the average energy of electron-type neutrinos ($\bar{\nu}_e$) and their anti-particles ($\bar{\nu}_x$) (Nagakura et al. 2021b); hence, the effect needs to be incorporated in theoretical models of the neutrino signal. Another caveat in current theoretical models is that the fall-back accretion component is completely neglected, which also potentially alters the neutrino emission. Indeed, we have witnessed fall-back accretion in the late post-bounce phase ($\gtrsim 1$ s) in many multi-D CCSN models (see, e.g., Young et al. 2006; Fryer 2009; Wongwathanarat et al. 2010; Chan et al. 2018; Müller et al. 2019; Chan et al. 2020; Nagakura et al. 2021c). These findings suggest that deciphering the neutrino signal requires multi-D CCSN models with taking into account potentially long-lasting accretion components. Otherwise, the data analysis may miss key signatures imprinted in neutrino signal.

In practice, however, it is not always practical to employ directly multi-D CCSN simulations to serve as a template for observations. This is simply because a significant amount of dedicated simulations are required to reproduce the observed neutrino signal. Another obstacle in this approach is that multi-D numerical CCSN models usually suffer from the so-called realization problem, in which small changes in the initial condition lead to qualitatively different outcomes. This issue is associated with the stochastic nature of the turbulence that commonly manifests in the post-shock flows in the CCSN core. At the moment, these limit the use of multi-D CCSN models in data analysis for real (and future) observations of CCSN neutrinos.

In this paper, we address these issues and provide a useful method to incorporate multi-D effects in the neutrino signal analysis. By employing our recent multi-D CCSN models, we inspect the relation between the neutrino signal and PNS structure. We then develop a method by which to estimate the time evolution of the PNS mass and radius from observed neutrino data. To assess the capability of our proposed method, we demonstrate retrievals of PNS mass and radius from “mock” neutrino signal observed at Super-Kamiokande (SK, Abe et al. 2016), Hyper-Kamiokande (HK, Hyper-Kamiokande Proto-Collaboration et al. 2018), the Deep Underground Neutrino Experiment (DUNE, Acciarri et al. 2016; Ankowski et al. 2016; Abi et al. 2020), the Jiangmen Underground Neutrino Observatory (JUNO, An et al. 2016), and IceCube (Abbasi et al. 2011) as representative cases. It should also be noted that, if the gravitational wave (GW) signal is also available in data analysis, it will be used to complement the estimation. In this paper, we discuss how we can take advantage of simultaneous detections of the GW- and neutrino signal to improve estimates of the PNS structure.

2 BASIC IDEA

In this section, we describe how we estimate the PNS mass and radius from the neutrino signal. First of all, we use a correlation reported in our previous papers Nagakura et al. (2021b,c). In both axisymmetric and full 3D CCSN models, we found that the cumulative number of neutrino events in each detector has a strong correlation to the total emitted neutrino energy (TONE)$^1$. The fitting function for the correlation was provided in Nagakura et al. (2021b), but it was updated in the subsequent paper (Nagakura et al. 2021c) (see also Eqs. 3-10), which covers the longer post-bounce time (up to $\sim 4$ s after bounce) than the former. We also note that the correlation is insensitive to progenitors. One may wonder why each neutrino detector, which usually has a sensitivity on a specific neutrino flavor, is capable of estimating flavor-integrated quantity. There is a physical reason behind the correlation. Let us explain them in the case with SK (HK) as an example. First, the TONE is dominated by $(\bar{\nu}_x)$ at the CCSN source except for very early post-bounce phase ($\lesssim 100$ ms), indicating that the accurate estimation of $(\bar{\nu}_x)$ at the source is a key. On the other hand, the $\bar{\nu}_e$, $\nu_x$ experience flavor conversions during the travel up to the Earth, and some fraction arrive at SK as $\bar{\nu}_e$. They can, hence, be detected through inverse beta decay on protons (IBD-p), the dominant detector channel at SK. This indicates that the observed neutrinos at SK have information on $\bar{\nu}_e$ at CCSN source, which is why the event count has a correlation to TONE. We can interpret the correlation by the similar way for other detectors.

By assuming a neutrino oscillation model$^2$, we can estimate TONE from observed neutrino data at each detector. We also note that TONE is time-dependent, i.e., it represents the total emitted neutrino energy up to a given post-bounce time. This reflects both dynamical features and mass accretion history of CCSN core, indicating that information on PNS structure is expected to be imprinted. We, hence, inspect relations between time evolution of TONE and PNS structure in our multi-D CCSN models. As summarized in Sec. 4, we find interesting correlations between them. We fit the relation by polynomial functions, which can be directly used for data analysis in real observation. After briefly summarizing our CCSN models, we describe the detail of our correlation study in Sec. 4. We then present how we use our results to real observation in Sec. 5.

3 CCSN MODELS

Before embarking on our analysis, we summarize the multi-D CCSN models employed in this paper. They were simulated by a multi-D neutrino radiation hydrodynamic code, Fornax (Skinner et al. 2019). This incorporates a multi-group neutrino transport scheme based on two-moment approach with up-to-date neutrino-matter interactions following (Horowitz 2002; Burrows et al. 2006; Horowitz et al. 2017) and taking into account the lowest-order corrections of fluid-dependent and general relativistic effects (Marek et al. 2006). In this analysis, we employ the most recent axisymmetric (2D) CCSN models reported in Burrows & Vartanyan (2021).

$^1$ More specifically, the TONE is defined as a time-, energy-, and flavor-integrated neutrino radiation in the unit of energy up to a certain post-bounce time.

$^2$ It should be noted that the uncertainty of neutrino oscillation models may be constrained if neutrinos are observed by multiple neutrino detectors, or GWs are observed. We discuss this in Sec. 6 in more detail.
although the 3D models are also available in Vartanyan et al. (2019a); Burrows et al. (2020). The reason of this choice is that the 2D simulation is computationally much cheaper than that of 3D, which allows the simulation of CCSN for a longer time (\(\sim 4\) s after core bounce). We also find that the angular-averaged neutrino signal is almost the same as that obtained from 3D models; hence, we adopt the angle-averaged neutrino data of the 2D models in this study. These models cover the most of accretion phase in CCSN, which is the focused phase in this study.

In these simulations, we cover a wide range of progenitor masses, spanning a zero-age main sequence mass of \(9 - 25\ M_\odot\). The initial conditions for the stellar progenitors are provided in Sukhbold et al. (2018), and 2D simulations were calculated, following the stellar collapse and post-bounce evolution through \(\sim 4\) s. Among the (18) models, shock revival is achieved for all except for the 12- and 15 \(M_\odot\) models. The detailed analysis of their CCSN dynamics can be found in (Burrows & Vartanyan 2021), and that of the neutrino signal are presented in (Nagakura et al. 2021c).

Figure 1 shows the time evolution of TONE for our CCSN models. As discussed in (Nagakura et al. 2021c), its time evolution has rich progenitor-dependent features. As shown in the figure, the 9\(M_\odot\) model has the lowest TONE among all models. This model has the steepest density gradient around the core at the presupernova phase (see Fig. 1 in Burrows & Vartanyan 2021), indicating that the mass accretion rate becomes the smallest among our CCSN models. This suppresses the accretion component of neutrino emission, resulting in the lowest TONE. On the contrary, 21\(M_\odot\) model has the highest TONE. Contrary to the case of 9\(M_\odot\) model, it has the shallowest density gradient in the core at the presupernova stage, leading the highest mass accretion rate onto PNS and hence the highest TONE.

We show the time evolution of the PNS mass in the left panel of Fig. 2 obtained from our CCSN simulations. This displays the mass accretion history for each CCSN model, which clearly shows that 9 and 21\(M_\odot\) models have the lowest and highest mass accretion rate onto the PNS, respectively (consistent with the above discussion). By comparing TONE and PNS mass, the correlation is obvious; the TONE becomes higher for larger PNS mass. In the next section (Sec. 4), we quantify the correlation. In the right panel of Fig. 2, on the other hand, we display PNS radius as a function of time. We find that the higher PNS mass tends to have the larger radius, and that the PNS shrinks monotonically with time. It should be noted that the progenitor dependence of PNS radius becomes weaker with increasing time; indeed, all models eventually follow the universal time evolution at \(\gtrsim 1\) s. We also quantify these time-dependent features of PNS radius in the next section.

### 4 CORRELATION BETWEEN TONE AND PNS STRUCTURE

Let us first inspect a correlation between TONE and PNS mass in the same time snapshots. In Fig. 3, we collect TONE and PNS mass of each CCSN model at the time of 0.2, 0.5 and 2 s in each panel. As illustrated in the plot, the PNS mass has a strong correlation to TONE. The red line in each panel is a quadratic fit for the correlation; the coefficients are displayed in each panel.

It should be mentioned that the fitting function evolves with time, indicating that we can obtain TONE by specifying PNS mass and post-bounce time. In other words, we can draw the time evolution of TONE along a constant PNS mass. We fit them by a seventh degree function:

\[
E_{\text{Tone}}(t) = \sum_{i=0}^{7} a_i t^i, \tag{1}
\]

where \(E_{\text{Tone}}\) denotes TONE in the unit of \(10^{52}\)\(\text{erg}\), and \(t\) represents the time measured from core bounce in the unit of second. The fitting coefficients for PNS mass in the range of \(1.2 - 2.2\ M_\odot\) are summarized in Tab. 1. The time evolution of TONE for selected PNS masses are displayed in Fig. 4. There are two important remarks in our results. First, our fitting is only valid in the post bounce time of \(0.1\ s \lesssim t \lesssim 4\) s. In the very early post-bounce phase (\(\lesssim 0.1\) s), the time evolution of TONE is rather steep, and it would be necessary to use higher polynomials to fit the data. On the other hand, there are other systematic errors in our method at \(\lesssim 0.2\) s in our method (see Secs. 5 and 6 for more detail); this drawback in our method needs to be improved, although addressing the issue is postponed to future work. We also note that our neutrino data on CCSN models are available up to \(\sim 4\) s, indicating that our fitting functions are not reliable after that time. Another remark is that we provide coefficients for PNS mass for each 0.1 \(M_\odot\) from 1.2 - 2.2 \(M_\odot\) in Tab. 1. For cases with other PNS masses, we can simply use a linear interpolation or extrapolation from the adjacent data points.

As shown in Fig. 2, the time evolution of PNS radius is insensitive to CCSN models. However, we find that the PNS radius tends to be (slightly) larger for higher PNS mass at \(\lesssim 1\) s. We, hence, evaluate the correlation quantitatively; the results are summarized in Fig. 5. As expected, we find that the PNS radius has a positive correlation to its mass at the early post-bounce phase. It should be mentioned that the correlation disappears in the late phase (see right panel of Fig. 5). However, we confirm that the variance of PNS radius is very small (see right panel in Fig. 5); hence, the fitting
data is still useful. We also note that the uncertainty of EOS would be more influential to estimate the radius in the late phase, which will be discussed in Sec. 6.

We fit the relation between PNS mass and radius linearly at each time snapshot. This allows us to estimate PNS radius by giving PNS mass and time. This indicates that we can draw the time evolution of PNS radius for a constant PNS mass. We fit them by polynomial functions as

$$\ln R_{10}(t) = \sum_{i=0}^{7} b_i t^i,$$

where $R_{10}$ denotes the PNS radius in the unit of 10 km; the fitting coefficients are summarized in Tab. 2. We also draw the time evolution of PNS radius for selected PNS masses in Fig. 6. In the next section, we demonstrate how these fitting functions can be used for data analysis in real observations.

5 DEMONSTRATION

In this section, we demonstrate retrievals of time evolution of PNS mass and radius from observed neutrino data by using our proposed method. For the input data, we employ mock data of observed neutrinos in Nagakura et al. (2021c), which were computed by a detector software, SNOwGLoBES\(^3\). The original CCSN models for these mock data are the same as those used in this paper (Burrows & Vartanyan 2021). By assuming neutrino oscillation models and the distance to CCSN, we estimated the energy- and flavor dependent neutrino flux at Earth, and then the neutrino event count at each detector was estimated through SNOwGLoBES (see Nagakura et al. (2021c) in more detail). In this study, we

\(^3\) The software is available at https://webhome.phy.duke.edu/~schol/snowglobes/.
Consider cases for representative terrestrial neutrino observatories: SK (HK), DUNE, JUNO, and IceCube; and their detector volume is assumed to be 32.5(220) ktons, 40 ktons, 20 ktons, and 3.5 Mtons, respectively. For simplicity, we only consider the major reaction channel at each detector: IBDr−p for SK, HK, and IceCube; the charged-current reaction with argon for DUNE. For neutrino oscillation model, we adopt adiabatic Mikheyev-Smirnov-Wolfenstein (MSW) model for both normal- and inverted mass hierarchy. The uncertainty of neutrino oscillation model will be discussed in Sec. 6. In this study, we do not take into account Poisson noise, whereas the smearing effects in detector response that are equipped with SNOwGLoBES are included.

As described in previous sections, we use the time-dependent cumulative number of neutrino events (\(N_{\text{Cum}}\)) at each detector. Under the adiabatic MSW neutrino oscillation model, we can estimate TONE (\(E_{\text{52}}\)) from \(N_{\text{Cum}}\) as (see also Eqs. 23-30 in Nagakura et al. (2021c)),

\[
[\text{SK – IBDr–p – NORMAL}]
N_{\text{Cum}} = \left(220E_{\text{52}} + 5E_{\text{52}}^{3} - 0.074E_{\text{52}}^{3} + 0.0003E_{\text{52}}^{4}\right)
\left(\frac{V}{32.5\text{ ktons}}\right)
\left(\frac{d}{10\text{ kpc}}\right)^{-2},
\]

\[
[\text{DUNE – CCAre – NORMAL}]
N_{\text{Cum}} = \left(90E_{\text{52}} + 4.5E_{\text{52}}^{3} - 0.062E_{\text{52}}^{3} + 0.00028E_{\text{52}}^{4}\right)
\left(\frac{V}{40\text{ ktons}}\right)
\left(\frac{d}{10\text{ kpc}}\right)^{-2},
\]

\[
[\text{JUNO – IBDr–p – NORMAL}]
N_{\text{Cum}} = \left(165E_{\text{52}} + 5.1E_{\text{52}}^{3} - 0.082E_{\text{52}}^{3} + 0.00039E_{\text{52}}^{4}\right)
\left(\frac{V}{20\text{ ktons}}\right)
\left(\frac{d}{10\text{ kpc}}\right)^{-2},
\]

\[
[\text{IceCube – IBDr–p – NORMAL}]
N_{\text{Cum}} = \left(23000E_{\text{52}} + 600E_{\text{52}}^{3} - 9E_{\text{52}}^{3} + 0.04E_{\text{52}}^{4}\right)
\left(\frac{V}{3.5\text{ Mtons}}\right)
\left(\frac{d}{10\text{ kpc}}\right)^{-2},
\]

in the normal mass hierarchy; \(V\) denotes the detector volume. In the case with the inverted mass hierarchy, the functions are: For SK, HK, and IceCube; the charged-current reaction with argon for DUNE. For neutrino oscillation model, we adopt adiabatic Mikheyev-Smirnov-Wolfenstein (MSW) model for both normal- and inverted mass hierarchy. The uncertainty of neutrino oscillation model will be discussed in Sec. 6. In this study, we do not take into account Poisson noise, whereas the smearing effects in detector response that are equipped with SNOwGLoBES are included.

As described in previous sections, we use the time-dependent cumulative number of neutrino events (\(N_{\text{Cum}}\)) at each detector. Under the adiabatic MSW neutrino oscillation model, we can estimate TONE (\(E_{\text{52}}\)) from \(N_{\text{Cum}}\) as (see also Eqs. 23-30 in Nagakura et al. (2021c)),

\[
[\text{SK – IBDr–p – NORMAL}]
N_{\text{Cum}} = \left(220E_{\text{52}} + 5E_{\text{52}}^{3} - 0.074E_{\text{52}}^{3} + 0.0003E_{\text{52}}^{4}\right)
\left(\frac{V}{32.5\text{ ktons}}\right)
\left(\frac{d}{10\text{ kpc}}\right)^{-2},
\]

\[
[\text{DUNE – CCAre – NORMAL}]
N_{\text{Cum}} = \left(90E_{\text{52}} + 4.5E_{\text{52}}^{3} - 0.062E_{\text{52}}^{3} + 0.00028E_{\text{52}}^{4}\right)
\left(\frac{V}{40\text{ ktons}}\right)
\left(\frac{d}{10\text{ kpc}}\right)^{-2},
\]

\[
[\text{JUNO – IBDr–p – NORMAL}]
N_{\text{Cum}} = \left(165E_{\text{52}} + 5.1E_{\text{52}}^{3} - 0.082E_{\text{52}}^{3} + 0.00039E_{\text{52}}^{4}\right)
\left(\frac{V}{20\text{ ktons}}\right)
\left(\frac{d}{10\text{ kpc}}\right)^{-2},
\]

\[
[\text{IceCube – IBDr–p – NORMAL}]
N_{\text{Cum}} = \left(23000E_{\text{52}} + 600E_{\text{52}}^{3} - 9E_{\text{52}}^{3} + 0.04E_{\text{52}}^{4}\right)
\left(\frac{V}{3.5\text{ Mtons}}\right)
\left(\frac{d}{10\text{ kpc}}\right)^{-2},
\]

in the normal mass hierarchy; \(V\) denotes the detector volume. In the case with the inverted mass hierarchy, the functions are:
can be given as,

\[ [SK - IBDp - InV] \]

\[ N_{\text{Cum}} = \left( 170E_{52} + 4E_{52}^2 - 0.07E_{52}^3 + 0.00036E_{52}^4 \right) \left( \frac{V}{32.5\text{kttons}} \right) \left( \frac{d}{10\text{kpc}} \right)^{-2}, \]

(7)

\[ [\text{DUNE CCAre} - \text{InV}] \]

\[ N_{\text{Cum}} = \left( 90E_{52} + 4.5E_{52}^2 - 0.062E_{52}^3 + 0.00028E_{52}^4 \right) \left( \frac{V}{40\text{kttons}} \right) \left( \frac{d}{10\text{kpc}} \right)^{-2}, \]

(8)

\[ [\text{JUNO - IBDp - InV}] \]

\[ N_{\text{Cum}} = \left( 135E_{52} + 3E_{52}^2 - 0.051E_{52}^3 + 0.0003E_{52}^4 \right) \left( \frac{V}{20\text{kttons}} \right) \left( \frac{d}{10\text{kpc}} \right)^{-2}, \]

(9)

\[ [\text{IceCube - IBDp - InV}] \]

\[ N_{\text{Cum}} = \left( 18000E_{52} + 430E_{52}^2 - 7E_{52}^3 + 0.035E_{52}^4 \right) \left( \frac{V}{3.5\text{Mttons}} \right) \left( \frac{d}{10\text{kpc}} \right)^{-2}. \]

(10)

By inserting \( V = 220\text{kttons} \) into Eqs. 3 and 7, they represent the correlation for the case with HK\(^4\).

It should be mentioned that these fitting functions can be applied at all post-bounce time except for the early phase (\( \lesssim 0.2\text{s} \))\(^5\); thus, we attempt to retrieve PNS mass and radius by using \( N_{\text{Cum}} \) of each detector after that time. We can find \( E_{52} \) by solving Eqs. 3 and 7 by using, for instance, Newton’s method. From the obtained TONE (\( E_{52} \)), we can estimate PNS mass by Eq. 1 and PNS radius from Eq. 2 via the obtained PNS mass. In Fig. 7, we compare the retrieved PNS mass to the original in cases with 9, 16, and 21\( \text{M}_\odot \) models. We find that the deviation is mainly due to errors in retrievals of \( E_{52} \) from \( N_{\text{Cum}} \). For instance, the retrieved \( E_{52} \) in 9\( \text{M}_\odot \) tends to be smaller than the original. We find that the average energy of detected counts at each detector is much smaller than other CCSN models, indicating that the fitting formulae in Eqs. 3-10 yield smaller \( E_{52} \). We are currently improving the fitting formula by using the average energy of event counts. The results will be reported in another paper. Nevertheless, it should be emphasized that the present results are in reasonably agreement with the originals (the error is \( \lesssim 15\% \)). In Fig. 8, we compare the retrieved PNS radius to the originals. We find that the error is much smaller than the case with PNS mass, which is due to the insensitiveness of PNS radius to the mass. This indicates that the PNS radius will be estimated accurately if the bounce time can be determined in real observations (but see Sec. 6 for the impact of uncertainty of EOS).

\(^4\) Since we do not take into account Poisson noise in this demonstration, both SK and HK provide the identical result. It should be stressed, however, that the reduction of Poisson noise is important to increase the reliability of estimating PNS mass and radius in real observations. See also Sec. 6 for the discussion.

\(^5\) We find that there are some large systematic errors in the fitting functions for correlation between \( N_{\text{Cum}} \) and \( E_{52} \) at the early post-bounce phase. This is mainly attributed to the fact that the fitting was made by mainly focusing on the later phase. We postpone the improvement to future work.
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Figure 7. Comparing time evolution of retrieved PNS mass and the original computed from CCSN simulations. We select 9, 16, and 21 M⊙ models as representative examples. The color and line-type distinguish the detector and neutrino oscillation model, respectively.

Figure 8. Same as Fig. 7 but for PNS radius. We only display the result of 16 M⊙ CCSN model.

6 LIMITATIONS

Although we have tested the capability of our proposed method in Sec. 5, there are some uncertainties that are not incorporated in the demonstration. In this section, we describe them with discussions.

(i) Distance to CCSN:
The estimation of TONE from cumulative number of events at each detector requires the measurement of distance to CCSN. It may be determined from neutrino signal if the neutronization burst at early post-bounce phase (a few milliseconds after core bounce) can be detected. This is by virtue of the so-called Mazurek’s law, leading to universal inner core properties in the collapsing phase (see, e.g., Bruenn 1985; Liebendörfer et al. 2003). As a result, neutronization burst does not depend on progenitors (Thompson et al. 2003; Wallace et al. 2016; Nagakura et al. 2019a), i.e., the burst signal may be used as a standard candle to measure the distance. It should be noted, however, that the detection possibility of neutronization burst depends on neutrino oscillation models, which is one of the major uncertainties in our analysis (see below), indicating that other signals such as electro-magnetic waves and GWs would be necessary to increase the accuracy of the measurement.

(ii) Time of core bounce:
In our method, we need to identify time of core bounce (see Eqs. 1 and 2). Similar as the above discussion, the neutronization burst may be the most useful signal to estimate the time. However, the detectability of neutronization burst would depend on neutrino oscillation models as discussed already. It should also be mentioned, on the other hand, that $\bar{\nu}_e$ and $\nu_x$ become abundant a little later after neutronization burst (a few tens of milliseconds), indicating that the first detection of neutrinos should be within the same time scale regardless of neutrino oscillation models. We also note that GW signal may also be useful to estimate the time of core bounce. If

However, the statistics depends on the distance to CCSN. See below for more details.
the iron core is rapidly rotating, large amount of GWs would be emitted at the core bounce (Ott et al. 2004; Shibata & Sekiguchi 2004; Obergaulinger et al. 2006; Scheidegger et al. 2008; Dimmelmeier et al. 2008; Takiwaki & Kotake 2011; Abdikamalov et al. 2014; Richards et al. 2017; Pajkos et al. 2019). In cases with no- or slow rotation, the prompt convection at \( \sim 10 \) ms after core bounce would be the first GW signal from CCSN (see, e.g., Sekiguchi 2010). As such, the joint analysis of the neutrino and GW signal plays an important role to increase the accuracy for the determination of time of core bounce.

(iii) Detector noise: In our demonstration (Sec. 5), we did not take into account Poisson noise when we generated mock data of neutrino observations. This noise reduces the accuracy of retrievals of PNS structure, in particular at the early post-bounce phase (since the cumulative number of event each detector is small). We also note that the PNS mass sensitively depends on TONE at the early phase, indicating that the noise would generate large errors. We need to keep in mind the impact of Poisson noise (and also detector one) when we apply our method in data analysis.

There is a remark, however. In cases with Galactic CCSN, all detectors considered in this paper are capable of detecting more than thousands of neutrinos at \( \geq 0.2 \) s, indicating that Poisson noise is less than a few percent of the signal. This is by virtue of the fact that our method only requires energy-integrated event counts. We also note that temporal varia-
tions of neutrino signal are out of the scope in our method; indeed, cumulative number of events are only required observed data in our method. The energy-integrated cumulative event count is the highest statistics observed quantities, which guarantees that our method can be applied to real observations without suffering from Poisson noise.

(iv) Neutrino oscillation: When we reconstruct TONE from cumulative number of events, we need to specify a neutrino oscillation model. This is attributed to the fact that the event rate at each detector hinges on the flavor conversion. In our demonstration, we assumed a simple neutrino oscillation model (adiabatic MSW), and the mock data of neutrino signal was also generated by assuming the same osci-
cillation model. In real data analysis, however, we do not know the neutrino oscillation model, indicating that the uncertainty affects directly the estimation of TONE from cumulative number of events. We also note that, since Eqs. 3-10 are no longer valid for other oscillation models, we need to investigate the similar correlation study between TONE and cumulative number of events.

Nevertheless, our method proposed in this paper would be still informative in real data analysis, since we can carry out a consistency check. By applying Eqs. 3-10 to observed neutrino data on each detector, time evolution of a PNS mass and radius can be estimated. This estimation is independent for each detector, indicating that the consistency can be tested.

It should also be mentioned that neutrino detections through neutral current reactions have sensitivity to all fla-
vor of neutrinos, although they are subdominant channels in detectors considered in this paper. On the other hand, there are many currently operating or future planned neutrino de-
tectors that utilize nuclear neutral-current interactions (such as coherent elastic neutrino nucleus scattering) (Chakrabarty et al. 2014; Aalbers et al. 2016; Lang et al. 2016; Bandyopadhyay et al. 2017; Abe et al. 2017; Bhattacharjee et al. 2020; Pattavina et al. 2020; DarkSide-20k Collaboration et al. 2021; Pattavina et al. 2021; Akimov et al. 2021; Baxter et al. 2021). If TONE can be estimated from these detectors, our fitting formula (Eqs. 1 and 2) can be directly used to estimate PNS mass and radius from these observations. This is an interesting possibility and worth to be investigated.

We also note that GW signal would provide another individual constrains on PNS structure (Sotani et al. 2017; Morozova et al. 2018; Torres-Forné et al. 2019; Warren et al. 2020; Bizouard et al. 2021; Sotani et al. 2021). This suggests that the joint analysis would be useful to constrain not only PNS structure but also neutrino flavor conversion in CCSN (see also Warren et al. 2020; Halim et al. 2021). Importantly, many theoretical studies suggest that the collective neutrino oscillation commonly occurs in CCSN environments (Abbar et al. 2019; Nagakura et al. 2019d; Shalim & Tamborra 2019; Glas et al. 2020; Delfan Azari et al. 2020; Morinaga et al. 2020; Abbar et al. 2020, 2021; Capozzi et al. 2021; Nagakura et al. 2021a; Harada & Nagakura 2021), indicating that the flavor structure in neutrino signal may be much more compli-
cated than that we expect. Constraining neutrino oscillation models by this proposed method is an interesting possibility.

(v) Angular dependence:

In our method, we employ angular-averaged neutrino signal obtained from CCSN models. However, the multi-D fluid dynamics in CCSN core generally generates angular-dependent neutrino emission, indicating that the observed neutrino signal depends on the angular location of the observer. The degree of angular variation hinges on progenitors, and the asymmetric degree is \( \sim 20\% \) in our 3D CCSN models (Nagakura et al. 2021b). In these models, the asymmetric neutrino emission is associated with LESA (Vartanyan et al. 2019b), which may be a general characteristics in CCSN; indeed, different CCSN groups have reported LESA in their multi-D CCSN models (Tamborra et al. 2014; O’Connor & Couch 2018; Glas et al. 2019; Powell & Müller 2019). We also note that PNS kick potentially generates large-scale asymmetric neutrino emission as reported in Nagakura et al. (2019c). We need to keep in mind the angular dependence of neutrino signal in real data analysis as an important limitation.

(vi) Uncertainties in CCSN models:

Aside from input physics (see below), there are some un-
certainties in our CCSN models. First, we do not take into account stellar rotation, which affects the neutrino luminos-
ity and average energy (see recent studies, e.g., Summa et al. 2018; Coleman et al. 2021). It may also enhance the degree of angular dependence. The actual impact hinges on the degree of rotation and the rotational profile of progenitor, suggesting that this needs to be investigated systematically. We also note that our CCSN models employ progenitor models computed by spherically symmetric stellar evolution code (Sukhbold et al. 2018). However, multi-D stellar evolution model, which is more realistic than the spherical one, is necessary, since progenitor asymmetries seem to affect both shock revival and neutrino signal (see, e.g., Couch & Ott 2013; Müller & Janka 2015; Müller et al. 2017; Nagakura et al. 2019b; Abdikamalov & Fogliizzo 2020; Abdikamalov et al. 2021; Yoshida et al. 2021; Vartanyan et al. 2021a). We also note that binary stellar evolution models also yield different CCSN dynamics (Suwa et al. 2015; Vartanyan et al. 2021b). It is of importance to gauge the sensitivity of our results to these uncertainties in progenitor models.
Magnetic field is another missing ingredient in our CCSN models. It may alter both CCSN dynamics and neutrino signal, which also hinges on its strength. The stellar rotation would play an important role to amplify the magnetic field, although the detailed investigation of the process is still under investigation (see, e.g., Obergaulinger & Aloy 2021, as a recent effort). We leave the task of these systematic studies to future work.

(vii) Uncertainties in input physics;

In this study, we employ CCSN models simulated by Fornax code. Although this incorporates the up-to-date input physics, there still remain some uncertainties. One of the major uncertainties relevant to the present study may be EOS. In our CCSN simulations, we employ SFHo EOS (Steiner et al. 2013) that was developed so as to be consistent with both experimental and astrophysical constraints (see, e.g., Tews et al. 2017). However, some recent results suggest that the slope of symmetry energy may be inconsistent between laboratory experiment and astrophysical constraint (see, e.g., Adhikari et al. 2021; Reed et al. 2021), indicating that SFHo EOS may not be a representative theoretical model.

It should be pointed out, however, that the uncertainty of nuclear EOS seems to have a minor influence on our analysis in the post bounce phase at $\lesssim 1$ s. This is attributed to the fact that the thermal effect smears out differences in nuclear properties. On the other hand, the uncertainty would strongly impact estimates of the PNS radius at the late phase. Thus, we need to revise the fitting formula of PNS radius (Eq. 2), if the nuclear parameters in SFHo EOS does not represent the realistic property.

Uncertainties of nuclear weak interactions at high matter density also give an impact on estimation of PNS structure from neutrino signal. $\nu_2$ emission may be the most affected among neutrino species, since the neutrino sphere would be located at the inner most region among all neutrino species. The ambiguity smears out the relations between PNS mass and TONE, and it also affects the correlation between TONE and cumulative number of events at each detector.

As other uncertainties, we employ approximate treatments in neutrino transport and relativistic corrections for Fornax CCSN models. This should be improved by general relativistic CCSN simulations with full Boltzmann neutrino transport, and the project towards the ultimate CCSN model is on going (see, e.g., Nagakura et al. 2018, 2019c; Harada et al. 2019, 2020; Iwakami et al. 2020, 2021; Akaho et al. 2021). These sustained efforts are important to increase the accuracy of theoretical CCSN models, which will revise the fitting formulae and represent PNS structures more realistically.

7 SUMMARY

In this paper, we present a new method to estimate the PNS mass and radius from the neutrino signal. Our method is developed by correlation studies based on state-of-the-art multi-D CCSN models. This is the first attempt to tackle the issue: estimating time evolution of PNS from neutrino signal during the development of CCSN explosion phase taking into account multi-D effects. Despite the fact that the inner dynamics of multi-D CCSN models are very complex, we find some interesting correlations representing the essential and intrinsic relation between neutrino signal and PNS structure. We fit them with simple polynomial functions so as to be convenient for real data analysis. The fitting functions and coefficients are provided in this paper; Eqs. 3-10, are used to estimate TONE from time-dependent cumulative number of events at each detector; Eq 1 with coefficients summarized in Tab. 1 allows us to estimate PNS mass from TONE; the PNS radius can be estimated from the obtained PNS mass and time from Eq 2. We test the capability of our proposed method by demonstrating retrievals of PNS mass and radius from mock data of neutrino observation. The retrieved PNS mass and radius are in reasonably good agreement with the simulated values. We finally describe the limitations in our proposed method, which should be taken into account in real data analysis.

This study paves the way to extract physical information on CCSN and PNS structure from the neutrino signal. Joint analyses with multiple neutrino observatories and with GW detection would improve the accuracy of PNS structure estimates (see Sec. 6). It is also important to note that the time evolution of the PNS mass illustrates the mass accretion rate onto the PNS, which reflects the progenitor structure (e.g., core compactness, O’Connor & Ott 2013; Horiuchi et al. 2017) and also CCSN dynamics. It would be very interesting if we detect the sudden drop of mass accretion rate, since it may be a good indicator of either shock revival or the arrival of an Si/O interface at the post-shock region. However, the detailed investigation is required to assess the feasibility of the analysis strongly hinges on the sensitivity of each detector and distance to CCSN source. As such, our demonstration presented in this paper is just the first step, and there remains work needed to improve the method. We leave these tasks to future work.
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