Abstract—Sixth-generation (6G) networks anticipate intelligently supporting a massive number of coexisting and heterogeneous slices associated with various vertical use cases. Such a context urges the adoption of artificial intelligence (AI)-driven zero-touch management and orchestration (MANO) of the end-to-end (E2E) slices under stringent service level agreements (SLAs). Specifically, the trustworthiness of the AI black-boxes in real deployment can be achieved by explainable AI (XAI) tools to build transparency between the interacting actors in the slicing ecosystem, such as tenants, infrastructure providers and operators. Inspired by the turbo principle, this paper presents a novel iterative explainable federated learning (FL) approach where a constrained resource allocation model and an explainer exchange—in a closed loop (CL) fashion—soft attributions of the features as well as inference predictions to achieve a transparent and SLA-aware zero-touch service management (ZSM) of 6G network slices at RAN-Edge setup under non-independent identically distributed (non-IID) datasets. In particular, we quantitatively validate the faithfulness of the explanations via the so-called attribution-based confidence metric that is included as a constraint in the run-time FL optimization task. In this respect, Integrated-Gradient (IG) as well as Input $\times$ Gradient and SHAP are used to generate the attributions for the turbo explainable FL (TEFL), wherefore simulation results under different methods confirm its superiority over an unconstrained Integrated-Gradient post-hoc FL baseline.
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I. INTRODUCTION

6G networks are expected to effectively support a vast number of simultaneous and heterogeneous slices associated with various vertical use cases, increasing the system’s complexity. For supporting such diversified services of 6G networks, over the past few years, we have glimpsed a deluge of research on AI-based autonomous management and orchestration of the end-to-end (E2E) network and services; specifically, deep learning in the telecommunication sector, including resource scheduling, resource allocation, route planning, anomaly detection. In this respect, ETSI has standardized the zero-touch network and service management (ZSM) framework, where a reference architecture and AI based closed-loop management automation have been proposed. It manages all operational processes and tasks expected to accomplish autonomously. On the other hand, the traditional ML schemes are cloud-centric, which becomes impractical nowadays and also unsuitable for the network slicing case because network slices are isolated, making it challenging to collect data and build centralized machine learning models. Consequently, adopting a decentralized learning approach such as Federated learning (FL) is crucial to handle distributed network slices efficiently.

Despite such intelligent approaches in network automation for certain scenarios, network operators still face problems understanding how these models make decisions or exhibit certain behaviors automatically based on the knowledge they learn from network data. This is due to the lack of transparency, trust, and explainability, which results from the incomprehensible nature of the black-box AI models. Thus, telecommunication operators have a low interest in wide deployment in their networks because of the suspicion of facing any SLA penalty from the tenants/users for any crucial decisions. This urges to look for faithful and trustworthy decisions so that it does not harm the automated network services.

Therefore, a new AI approach is required which gives understandable and explainable decisions. In this respect, recently, several explainable AI (XAI) methods have been introduced to scrutinize the decision taken by the AI black box models. XAI methods generate the feature’s contribution for any AI decision or prediction by calculating the attributions of every participated feature. In other words, the primary purpose of XAI is to build a white-box model for providing information on the inner working of the AI models. Consequently, for any AI-enabled decisions, XAI helps to illustrate model fairness, accuracy, and transparency, which is required for any business/organization to provide confidence and trust when deploying AI models. In particular, it is essential to include the XAI-monitored metrics to assess
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the trust level of various AI functions across the technological network domains or at the slice level for maintaining the SLA related to any services of the future AI-native 6G networks.

Moreover, AI transparency is particularly important for 6G zero-touch networks [8], [11]. Besides, the critical characteristic of 6G that is "human-centric" [11] rather than "machine-centric." This signifies that all the corresponding "smart things" in the 6G network will function intelligently for humans as a colossus but as a smart black box. In this respect, XAI plays a vital role in gaining the human's trust in the loop.

In a real deployment, however, the operator/slice tenant needs to understand the FL model’s behavior at specific times (e.g. busy hours) to trust it. Considering this fact, XAI empowered FL will be getting a particular focus for their end-user trust and secured operation.

A. Related Work

This section concentrates on XAI methods applied to the telecommunication domain. It is noteworthy that some previous papers [12], [13], [14] suggest expert knowledge like self-organizing map (SOM) and data clustering, Bayesian Network classifier, temporal analysis, etc., for providing explanations of the root cause issue of the violation in 5G networks. And such descriptions are beneficial to solve problems quickly. There are some domains like autonomous driving, image recognition, and speech analysis, to mention a few [15] where XAI methods have already gained popularity. Nevertheless, even now, in the telecommunication domain, it has not been explored that much. In this regard, the papers Differently, our work investigates the explanation directly generated from the training dataset—instead of using expert knowledge—and includes it as constraints for solving the optimization problems. Besides, there are numerous AI-based research works [16], [17], [18] for solving the issues related to resource allocation of 6G network slices. However, as far as our knowledge, most of them do not address the open problem of providing explainability in their proposed solutions.

The authors in [19] specify the challenges of developing XAI methods and show causal inference in 6G technology. The works [20], [21] emphasize the need for explainability of 5G to deliver critical services and for security aspects of device-to-device architecture in 5G networks, respectively. But all of this research work present only the importance of explainability in different telecommunication domains and network/application layers.

However, The authors of [22] mention the necessity for explainability in future 6G networks and provide a concise summary of applying XAI to solve handover and resource allocation problems. The paper of [2] presents a comparative analysis of the various XAI methods, like XGBoost, SHAP, PI, etc., in their model and concludes that SHAP is the best for finding the actual cause of the SLA violation. Nonetheless, they do not clearly explain the mismatch in their presented results, gathered from various gradient and permutation-based XAI methods, which makes the model reliability questionable. In [24] the authors describe the results of a network automation task by providing a human-understandable architecture.

Anyway, in the abovementioned works, no quantitative metrics are considered to evaluate the faithfulness of the explanations. Thus, to resolve that gap, the authors of [25] demonstrate an extensive range of XAI metrics for qualitative assessment of their proposed problem statement, ensuring trustworthiness. Here, they consider the SHAP method for explainability. However they neither tackle integration-based XAI methods nor show any comparative analysis of the various XAI methods, which is essential for getting more confidence about the behavior of their mentioned XAI methodology.

Meanwhile, In [8], the authors mention that the full automation of ZSM based framework depends on the interpretability and transparency of the AI/ML models to enhance trust and transparency for people to use 6G networks. In this context, one of the very recent works [26] proposes a neuro-symbolic XAI twin framework to promote the reasoning and trustworthiness of zero-touch Internet of Everything (IoE) service management in the wireless network. Even if they consider the extensibility and modularity of their work through logic and explainability, they do not consider a turbo-like explainable AI where explanation and AI model are iteratively included in a closed loop. Besides, the paper does not tackle distributed learning approach with XAI in the ZSM framework, which is essential for managing a massive number of coexisting and heterogeneous slices in the upcoming 6G networks under appropriate SLA requirements. On the other hand, the authors [27] present the concept of FL of XAI, mainly focusing on the importance of such an approach in 5G/6G networks. In comparison, quantitative validation of the faithfulness of the explanations is missing in their work. In [28] the authors apply a trust-aware deep reinforcement learning-based device selection technique using the Shapley Additive explanations (SHAP) method from XAI. Those devices later participate in an FL training process in an autonomous driving scenario.

Differently, in our work, we jointly integrate the SLA and Explainability-aware metrics as constraints in a turbo closed loop for optimizing slices’ resource provisioning models in a 6G network, which is essential for actual deployment in live networks. We specifically use both gradient and perturbation XAI methods to generate the attributions for TEFIL wherefore it maintains the performance superiority compared with a state-of-the-art integrated gradient post-hoc explained FL.
B. Contributions

In this paper, we present the following contributions:

- We introduce a novel iterative explainable federated learning approach, where a constrained resource allocation model and an explainer exchange—in a closed loop way—soft attributions of the features as well as predictions to achieve a transparent and SLA-aware zero-touch service management of 6G network slices at RAN-Edge in a non-IID setup.
- We adopt the integrated gradients XAI method to showcase features attributions, and map them to the soft probability space.
- The soft attributions are then used to quantitatively validate the faithfulness of the explanations via the so-called confidence metric which is included as a constraint in the FL optimization task.
- We formulate the corresponding joint SLA and XAI-constrained optimization problem under the proxy-Lagrangian framework and solve it via a non-zero sum two-player game strategy, while comparing with the unconstrained integrated-gradient post-hoc FL baseline.
- We present a comparative analysis of additional XAI methods that are used to generate attributions for TEFL and assess their confidence metrics as well as explanation via correlation heatmaps.

C. Notations

We summarize the notations used throughout the paper in Table I.

| Notation | Description |
|----------|-------------|
| $S_{Fl}^{(\cdot)}$ | Logistic function with steepness $\mu$ |
| $F^{(\cdot)}$ | CDF |
| $F(\cdot)$ | Complementary CDF |
| $L$ | Number of local epochs |
| $T$ | Number of FL rounds |
| $\mathcal{D}_{k,n}$ | Dataset at CL $(k,n)$ |
| $N_{k,n}$ | Dataset size |
| $\ell(\cdot)$ | Loss function |
| $W_{k,n}$ | Local weights of CL $(k,n)$ at round $t$ |
| $x_{k,n}^{(i)}$ | Input features |
| $\alpha_{n}$ | Allocated resource by CL $(k,n)$ |
| $\beta_{n}$ | Resource lower-bound for slice $n$ |
| $\gamma_{n}$ | Resource upper-bound for slice $n$ |
| $\nu_{n}$ | Threshold of CDF-based SLA for slice $n$ |
| $\alpha_{k,n}$ | Threshold of CDF-based SLA for slice $n$ |
| $\alpha_{k,n}^{(i,j)}$ | Samples whose prediction fulfills the SLA |
| $z_{k,n}^{(i)}$ | Predictions after mutation |
| $\lambda_{k,n}$ | Lagrange multipliers |
| $\lambda_{k,n}^{(i)}$ | Lagrange multiplier radius |
| $\nu_{k,n}$ | Complementary CDF (CDF) |
| $\nu_{k,n}$ | CDF |
| $\nu_{k,n}^{(i,j)}$ | Weighted attribution of features |
| $\nu_{k,n}^{(i)}$ | Confidence Metric |
| $\nu_{k,n}$ | Probability Distribution |
| $\nu_{k,n}^{(i)}$ | Lagrangian with respect to $(\cdot)$ |

II. NETWORK ARCHITECTURE AND DATASETS

As depicted in Fig. 1, a 6G RAN-Edge topology under a per-slice central unit (CU)/distributed unit (DU) functional split has been considered, wherein DUs are co-located with the transmission/reception point (TRP), while each CU $k$ is a virtual network function (VNF) running on top of a commodity hardware at the Edge domain and implements a closed loop (CL) $k$ ($k = 1, \ldots, K$) consisting of a key performance indicators (KPIs) collection as well as AI-enabled slice resource allocation functions. Specifically, the collected data serves to build local datasets for slice $n$ ($n = 1, \ldots, n$), i.e., $\mathcal{D}_{k,n} = \{x_{k,n}^{(i)} \mid \{y_{k,n}^{(i)} \}_{i=1}^{D_{k,n}}\}$, where $x_{k,n}^{(i)}$ stands for the input features vector while $y_{k,n}^{(i)}$ represents the corresponding output. In this respect, Table I summarizes the features and the output of the local datasets, which have been synthesized to mimic real hourly traffics of the main over-the-top (OTT) applications. These accumulated datasets are non-IID due to the different traffic profiles induced by the heterogeneous users' distribution and channel conditions. Moreover, since the collected datasets are generally non-exhaustive to train accurate resource allocation models, local CLs take part in a federated learning task wherein an E2E slice-level server plays the role of a model aggregator.

Fig. 1: Decentralized closed loops (CLs) architecture
Fig. 2: Turbo explainable FL for transparent resource allocation

| Feature       | Description                                      |
|---------------|--------------------------------------------------|
| OTT Traffics  | Apple, Facebook, Netflix, and Youtube etc.       |
| CQI           | Channel quality indicator                        |
| S-MIMO Full-Rank | Spatial MIMO full-rank usage (%)               |
| # Users       | Downlink Average active users                    |

Output Description

| Feature       | Description                                      |
|---------------|--------------------------------------------------|
| CPU Load      | CPU resource consumption (%)                     |

III. TURBO EXPLAINABLE FL FOR TRUSTWORTHY SLICE-LEVEL RESOURCE ALLOCATION

A. Concept

Inspired by the turbo principle, we propose a federated learning architecture where the local learning is performed iteratively with run-time explanation. For each local epoch, the Learner module feeds the posterior symbolic model graph to the Tester block which yields the test features and the corresponding predictions $z^{(i)}_{k,n}$ to the Explainer. The latter first generates the features attributions using one of the feature attribution XAI methods. It then converts these attributions to a soft probability distribution that is translated afterward into a confidence metric by the Confidence Mapper and fed back to the Learner to include it in the local constrained optimization as shown in Fig. 2.

Indeed, for each local CL $(k,n)$, the predicted amount of resources $y_{k,n}^{(i)}$, $(i = 1, \ldots, D_{k,n})$, should minimize the main loss function with respect to the ground truth $y_{k,n}^{(i)}$, while jointly respecting some long-term statistical constraints defined over its $D_{k,n}$ samples and jointly corresponding to SLA and explainability. As shown in steps 1 and 7 of Fig. 2, the optimized local weights at round $t$, $W_{k,n}^{(t)}$, are sent to the server which generates a global FL model for slice $n$ as,

$$W_{n}^{(t+1)} = \sum_{k=1}^{K} \frac{D_{k,n}}{D_{n}} W_{k,n}^{(t)}$$

where $D_{n} = \sum_{k=1}^{K} D_{k,n}$ is the total data samples of all datasets related to slice $n$. The server then broadcasts the global model to all $K$ CLs that use it to start the next round of turbo local optimization. Specifically, it leverages a two-player game strategy to jointly optimize over the objective and original constraints as well as their smoothed surrogates and detailed in the sequel.

B. Model Testing and Explanation

As depicted in stage 2 of Fig. 2, upon the reception of the updated model graph, the Tester uses a batch drawn from the local dataset to reconstruct the test predictions $z_{k,n}^{(i)}$. All the graph, test dataset and the predictions are fed to the Explainer at stage 3 to generate the attributions, i.e., a quantified impact of each single feature on the predicted output. Let $a_{k,n}^{(i)} \in \mathbb{R}^Q$ denote the attribution vector of sample $i$, which can be generated by any attribution-based XAI method. In our solution, we leverage the low-complexity Integrated Gradient (IG) scheme \[29\], which is based on the gradient variation when sampling the neighborhood of a feature. At stage 4, the Explainer then calculates what we call soft attributions by mapping the attributions into a probability space as follows,

$$\pi_{k,n}^{(i)} = \frac{\exp\left\{\alpha_{k,n}^{(i,j)}\right\}}{\sum_{q=1}^{Q} \exp\left\{\alpha_{k,n}^{(i,q)}\right\}}, \quad j = 1, \ldots, Q,$$

where, $a_{k,n}^{(i,j)} = a_{k,n}^{(i,j)}/x_{k,n}^{(i,j)}$ stands for the weighted attribution, since the sensitivity of the model’s output with respect to an input feature in the neighborhood of the input is approximately...
C. Confidence Mapping

To characterize the trustworthiness of the local model, we invoke the confidence metric $C_{k,n}$ \[31\]. In this respect, the Confidence Mapper at stage 5 of Fig. 2 starts by performing a feature mutation, where it selects from the dataset feature $x^{(i,j)}_{k,n}$ with probability $\pi^{(i,j)}_{k,n}$, and changes it to the baseline value, i.e., zero,

$$\hat{x}^{(i,j)}_{k,n} = x^{(i,j)}_{k,n} \times (1-p), \quad p \sim B\left(1, \pi^{(i,j)}_{k,n}\right),$$

(3)

to force the change of the model’s decision into the opposite category. In classification tasks, the categories (or subsets) are merely the classes. In our regression problem, we rather define the subsets in terms of SLA, that is,

$$D_{k,n} = U_{k,n} \cup \bar{U}_{k,n},$$

(4)

where $U_{k,n}$ contains the samples whose prediction fulfills the SLA. The aforementioned transformation leads to a mutated dataset $\{\hat{x}^{(i,j)}_{k,n}\}$. The Confidence Mapper reports then the fraction of samples in the neighborhood for which the decision of the model,

$$\hat{z}^{(i)}_{k,n} = M_{k,n}(W^{(t)}_{k,n}, \hat{x}^{(i)}_{k,n}),$$

(5)

does not move to the other set, that is, conforms to the original decision, as the conservatively estimated confidence measure \[30\], i.e.,

$$C_{k,n} = \frac{1}{u_{k,n}} \sum_{i=1}^{u_{k,n}} \max \left\{ 1 - \mathbb{I}_{\hat{z}^{(i)}_{k,n} < \hat{y}^{(i)}_{k,n}}, \mathbb{I}_{\hat{z}^{(i)}_{k,n} > \hat{y}^{(i)}_{k,n}} \right\} - \mathbb{I}_{\hat{z}^{(i)}_{k,n} > \hat{y}^{(i)}_{k,n}},$$

(6)

where $\hat{z}^{(i)}_{k,n}$ are the predictions after mutation, while $u_{k,n}$ stands for the size of the considered original category $U_{k,n}$.

D. Joint SLA and Explainability-Aware Resource Allocation

A long-term SLA states that the assigned resource to the tenant should not exceed a range $[\alpha_n, \beta_n]$ with a probability higher than an agreed threshold $\gamma_n$. Moreover, the confidence metric should be higher than a threshold $\nu_n$. This translates to solving a statistically constrained local resource allocation problem as shown at stage 6, where both empirical cumulative density function (ECDF) and complementary ECDF (ECCDF) constraints at FL round $t$ ($t = 0, \ldots, T-1$) are involved, i.e.,

$$\min_{W^{(t)}_{k,n}} \frac{1}{D_{k,n}} \sum_{i=1}^{D_{k,n}} \ell \left( y^{(i)}_{k,n}, \hat{y}^{(i)}_{k,n} \left( W^{(t)}_{k,n}, x_{k,n} \right) \right), \quad \text{s.t. } F_{x_{k,n} \sim D_{k,n}}(\alpha_n) = \frac{1}{D_{k,n}} \sum_{i=1}^{D_{k,n}} \mathbb{I}_{\mathbb{R}^- \left( \hat{y}^{(i)}_{k,n} - \alpha_n \right) \leq \gamma_n},$$

(7a)

$$\tilde{F}_{x_{k,n} \sim D_{k,n}}(\beta_n) = \frac{1}{D_{k,n}} \sum_{i=1}^{D_{k,n}} \mathbb{I}_{\mathbb{R}^- \left( \beta_n - \hat{y}^{(i)}_{k,n} \right) \leq \gamma_n},$$

(7b)

$$C_{k,n} \geq \nu_n,$$

(7c)

which is solved by invoking the so-called proxy Lagrangian framework \[?\]. This consists first on considering two Lagrangians as follows:

$$\mathcal{L}_{\lambda} = \lambda_1 \Phi_1(W^{(t)}_{k,n}) + \lambda_2 \Phi_2(W^{(t)}_{k,n}) + \lambda_3 \Phi_3(W^{(t)}_{k,n}),$$

(8b)

where $\Phi_{1,2,3}$ and $\Psi_{1,2,3}$ represent the original constraints and their smooth surrogates, respectively. Specifically, the indicator terms in (7b), (7c) and (7d) are replaced with Logistic functions and the soft maximum is used as surrogate of the maximum as,

$$\Psi_1(W^{(t)}_{k,n}) = \frac{1}{D_{k,n}} \sum_{i=1}^{D_{k,n}} S_{\mu} \left( \alpha_n - \hat{y}^{(i)}_{k,n} \right) - \gamma_n \leq 0,$$

(9)

$$\Psi_2(W^{(t)}_{k,n}) = \frac{1}{D_{k,n}} \sum_{i=1}^{D_{k,n}} S_{\mu} \left( \hat{y}^{(i)}_{k,n} - \beta_n \right) - \gamma_n \leq 0,$$

(10)

$$\Psi_3(W^{(t)}_{k,n}) = \nu_n - \frac{1}{u_{k,n}} \sum_{i=1}^{u_{k,n}} \log \left\{ \exp \left( S_{\mu} \left( \hat{z}^{(i)}_{k,n} - \alpha_n \right) \right) + \exp \left( S_{\mu} \left( \beta_n - \hat{z}^{(i)}_{k,n} \right) \right) \right\} \leq 0,$$

(11)

where $L_{\mu}$ stands for the Logistic function with steepness parameter $\mu$, i.e.,

$$S_{\mu}(\theta) = \frac{1}{1 + e^{-\mu \theta}}.$$

(12)

This optimization task turns out to be a non-zero-sum two-player game in which the $W^{(t)}_{k,n}$-player aims at minimizing $\mathcal{L}_{W^{(t)}_{k,n}}$, while the $-\lambda$-player wishes to maximize $\mathcal{L}_{\lambda}$ \[?\], Lemma 8]. While optimizing the first Lagrangian w.r.t. $W^{(t)}_{k,n}$ requires differentiating the constraint functions $\Psi_1(W^{(t)}_{k,n})$, $\Psi_2(W^{(t)}_{k,n})$ and $\Psi_3(W^{(t)}_{k,n})$, to differentiate the second Lagrangian w.r.t. $\lambda$ we only need to evaluate $\Phi_1(W^{(t)}_{k,n})$, $\Phi_2(W^{(t)}_{k,n})$ and $\Phi_3(W^{(t)}_{k,n})$. Hence, a surrogate is only necessary for the
\( W_{k,n} \)-player; the \( \lambda \)-player can continue using the original constraint functions. The local optimization task can be written as,

\[
\min_{\mathbf{W}_{k,n} \in \Delta} \max_{\lambda, \|\lambda\| \leq R_{\lambda}} L_{W_{k,n}}(\mathbf{W}_{k,n}) \tag{13a}
\]

\[
\max_{\lambda, \|\lambda\| \leq R_{\lambda}} \min_{\mathbf{W}_{k,n} \in \Delta} L_{\lambda}, \tag{13b}
\]

where thanks to Lagrange multipliers, the \( \lambda \)-player chooses how much to weigh the proxy constraint functions, but does so in such a way as to satisfy the original constraints, and ends up reaching a nearly-optimal nearly-feasible solution [33]. These steps are all summarized in Algorithm 1.

Algorithm 1: Turbo Explainable Federated Learning

Input: \( K, m, \eta, T, L \) # See Table III
Server initializes \( \mathbf{W}_{k,n}^{(0)} \) and broadcasts it to the CLs
for \( t = 0, \ldots, T - 1 \) do
parallel for \( k = 1, \ldots, K \) do
Initialize \( M = \text{num\_constraints} \) and \( \mathbf{W}_{k,n,0} = \mathbf{W}_{n}^{(t)} \)
Initialize \( \mathbf{A}^{(0)} \in \mathbb{R}^{(M+1) \times (M+1)} \) with \( \mathbf{A}^{(0)}_{m,m'} = 1/(M+1) \)
for \( l = 0, \ldots, L - 1 \) do
Receive the graph \( \mathcal{M}_{k,n} \) from the local model
# Test the local model and calculate the attributions
\( \mathbf{a}_{k,n}^{(i)} = \text{Int. Gradient} \left( \mathcal{M}_{k,n} \left( \mathbf{W}_{k,n}, \mathbf{x}_{k,n} \right) \right) \)
# Generate soft attributions
\( \mathbf{p}_{k,n}^{(i)} = \frac{\exp\left( \mathbf{a}_{k,n}^{(i)} \right)}{\sum_{i=1}^{Q} \exp\left( \mathbf{a}_{k,n}^{(i)} \right)} \), \( j = 1, \ldots, Q \)
# Mutate the test dataset
Mutate \( \mathbf{x}_{k,n}^{(i)} \) with probability \( \pi_{k,n}^{(i)} \)
# Calculate the confidence metric
\( C_{k,n} = \sum_{i=1}^{Q} \max \left\{ a_{k,n}^{(i)} - \pi_{k,n}^{(i)}, 0 \right\} a_{k,n}^{(i)} - \beta_{a} \}
Let \( \lambda^{(l)} \) be the top eigenvector of \( \mathbf{A}^{(l)} \)
# Solve problem (7) via oracle optimization
Let \( \mathbf{W}_{k,n,l} = \text{Oracle} \left( L_{\mathbf{W}_{k,n,l}}(\cdot, \lambda^{(l)}) \right) \)
Let \( \Delta_{\lambda} \) be a gradient of \( L_{\lambda} \left( \mathbf{W}_{k,n,l}, \lambda^{(l)} \right) \) w.r.t. \( \lambda \)
# Exponentiated gradient ascent
Update \( \mathbf{A}^{(l+1)} = \mathbf{A}^{(l)} \odot \exp \left\{ \eta \Delta_{\lambda}^{(l)} \right\} \)
# Column-wise normalization
\( \mathbf{A}^{(l+1)}_{m,m'} = \frac{\mathbf{A}^{(l+1)}_{m,m'}}{\sum_{m=1}^{M} \mathbf{A}^{(l+1)}_{m,m'}} \), \( m = 1, \ldots, M + 1 \)
end
return \( \mathbf{W}_{k,n}^{(t)} = \frac{1}{L} \sum_{l=0}^{L-1} \mathbf{W}_{k,n,l} \)
Each local CL (\( k, n \)) sends \( \mathbf{W}_{k,n}^{(t)} \) to the server.
end parallel for
return \( \mathbf{W}_{n}^{(t+1)} = \frac{1}{K} \sum_{k=1}^{K} D_{k,n} \mathbf{W}_{k,n}^{(t)} \)
and broadcasts the value to all local CLs.

IV. RESULTS

In this section we evaluate the proposed TEFL framework by first justifying the use of feature attributions as a pillar to build the explainability-aware constrained resource allocation model. We then present the FL convergence, confidence score and SLA fulfilment performance and showcase their underlying trade-offs. Finally, we study the correlation between features attributions and SLA violation and draw some important conclusions. Specifically, to implement the model Tester and Explainer, we invoke DeepExplain framework, which includes state-of-the-art gradient and perturbation-based attribution methods [34]. It provides an attribution score based on the feature’s contribution to the model’s output, which we integrate with our proposed constrained resource allocation FL framework in a closed-loop iterative way.

A. Parameter Settings and Baseline

We consider below three primary slices to analyze the proposed Explainable FL policy, defined as follows:

- **eMBB**: Netflix, Youtube and Facebook Video.
- **Social Media**: Facebook, Facebook Messages, Whatsapp and Instagram.
- **Browsing**: Apple, HTTP and QUIC.

Here, the traffic associated with each mentioned slice is the sum of the underlying OTTs’ traffics that collects from the hourly traffics of the slices for five days, and the overall summary of those datasets are presented in Table II at section II. We use vectors \( \alpha, \beta, \gamma \) for the resource bounds, \( \nu \) for the thresholds corresponding to the different slices for a particular resource and \( \nu \) for explainable metrics threshold. The parameters settings are mentioned in Table III.

| Parameter | Description | Value |
|-----------|-------------|-------|
| \( N \) | # Slices | 3 |
| \( K \) | # CLs | 100 |
| \( D_{h,n} \) | Local dataset size | 1000 samples |
| \( T \) | # Max FL rounds | 30 |
| \( L \) | # Local epochs | 100 |
| \( R_{\lambda} \) | Lagrange multiplier radius | Constrained: \( 10^{-5} \) |
| \( \eta_{\lambda} \) | Learning rate | 0.02 |

B. Rationale behind the Confidence Metric

Here, we describe the motivation for preferring attribution-based confidence metric. As previously mentioned, sampling over the surrounding high-magnitude inputs is an acceptable way to determine the model’s conformance. Such an approach is vital because there will likely be no change in the label if we do sampling over low attribution features space. Also, it indicates that the model is similar in these features. Furthermore, it is noteworthy that deep learning models reveal an engagement of features. So, in our proposed method, we consider high-magnitude input spaces to estimate the confidence score by focusing on high attribution feature space during sampling. Following the above approach, we have
plotted the attribution magnitude vs. percentile of and have provided attributions’ histograms in the case of TEFL as shown in Fig. 3. Here, we consider eMBB and Browsing slices to demonstrate the above theoretical approach. From the histogram graph, we can visualize the distribution of the attribution score datasets. In contrast, the percentile graph gives us more insights into the percentage of attribution scores that fall below a particular value which is the mean value of the distribution in our case. Moreover, we can quickly get the approximate mean data point from the histogram plot. So, at the mean data point, the approximate percentile score for both slices is around 42%, which means around 60% of features have high attribution scores. This analysis directs us to focus on the high magnitude input space for computing the confidence matrix. Furthermore, We can also observe that the model keeps the same normal distribution pattern from the beginning to the end of the overall training round. According to the Central limit theorem, such characteristics are essential for ML model building and mathematical convenience. So this intuition motivates us to go forward.

C. Result Analysis

In this scenario, resources at CU-level are dynamically allocated to slices according to their traffic patterns and radio conditions (average CQI, MIMO full-rank usage) while ensuring a long term isolation via the constrains imposed to the underlying resources.

- **Convergence and SLA:** As depicted in Fig. 4 and Fig. 5, we can conclude that the proposed constrained TEFL resource allocation model of the different slices has converged faster with significantly lower violation rates than the baseline unconstrained IG post-hoc case. Precisely, the SLA violation rate of the proposed one is in close proximity to the target threshold \( \gamma \) (i.e., around...
1%), which is an acceptable value for operators and slices’ tenants.

- **Trustfulness:** To evaluate the proposed algorithm’s performance and trustworthiness, we have plotted the model confidence metric vs. the FL rounds in Fig. 6-(a), considering TEFL and the baseline unconstrained IG post-hoc. In this respect we notice again that the statistics of the XAI-based confidence metric give us an approximate idea of our model’s reliability. It shows that the confidence metric of the proposed one for all different slices has higher value above 90% in the constrained TEFL case, which conveys that our model is explainable and also trustworthy in the training phase. Besides, the Explainer block in Fig. 2 is also implemented using both perturbation-based XAI method SHAP and gradient-based method Input*Gradient [35], where Fig. 6-(b) confirms that our proposed TEFL algorithm preserves the same behavior during the testing phase. Moreover, the confidence score has remained almost the same even if the attribution scores have been generated by various XAI methods, which makes our proposed algorithm more reliable.

Overall, based on the presented results in Fig. 6, we remark that the lower confidence value of the model induces a higher SLA violation rate and vice versa. Apart from this, the constrained TEFL ensures a trade-off between convergence and confidence, i.e., model confidence is decreased with the decreasing loss within an allowable confidence threshold. Ultimately, we achieve desired behavior of our model by the proposed approach with the confirmation of the model’s trustworthiness.

Furthermore, we demonstrate in Fig. 7 the correlation heatmaps of the proposed XAI method with other XAI techniques and consider only the social media slice for further analysis. This approach helps us visualize the strength of relationships between different variables and, in our case, identify which feature variation impacts the most for SLA variation. To plot correlation matrix heatmap, we consider one matrix, $R_{k,n} = [a_{k,n}, z_{k,n}, s_{k,n}]$, where, $a_{k,n}$ is the attribution score of features variable with dimensions $D_{k,n} \times Q$ and $z_{k,n}$
is the predicted output variable with dimensions \( D_{k,n} \times 1 \) and \( s_{k,n} \) is the binary representation of the SLA variation with dimensions \( D_{k,n} \times 1 \). From the heatmap we see that the second feature, which is the channel quality indicator, has the most impact on the SLA variation. If the second feature increases, the SLA variation will increase and vice versa. Notice that, in all applied XAI methods in Fig. 7, we get quite similar results for the importance of feature predictions. This comparative analysis gives us confidence about the proposed algorithm and show that it is generalizable.

V. CONCLUSION

In this paper, we have presented a novel iterative explainable federated learning (FL) approach to achieve a transparent and SLA-aware zero-touch service management (ZSM) of 6G network slices. We have considered SLA and XAI-based confidence metric jointly and in a closed loop way to solve the underlying optimization task using a proxy-Lagrangian two-player game strategy. In particular, we have used various XAI schemes to generate the attributions consumed by TEFL that presents the same superior performance compared to an unconstrained IG post-hoc FL baseline.

Eventually, at the end of the paperwork, we have shown the heat maps of the correlation matrix. So considering the analytic results of heatmaps, in the future, we can plan to work on the interpretation of the feature analysis of any dataset as well as give more importance to some specific feature sets to avoid SLA violation, and consider a more meaningful complex topology.
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