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ABSTRACT: We consider the superconformal index of three-dimensional $\mathcal{N} = 2$ supersymmetric field theories computed via localization on $S^1 \times S^2$. We systematically develop an expansion where the ratio of the radius of $S^1$ to the radius of $S^2$ is taken very small — a Cardy-like expansion. We emphasize the sub-leading structures in this Cardy-like expansion as well as their interplay with the large-$N$ limit for theories with gauge group of the form product of $U(N)$ factors. We demonstrate that taking the large-$N$ limit first leads to an expression for the effective action yielding the index that only includes terms proportional to $1/\beta$ and powers of $\beta^{i=0,1,2}$ where $\beta$ is the ratio of radii. As we depart from the $\beta \to 0$ limit for finite $N$, we find indications of non-perturbative contributions of the form $e^{-1/\beta}$. We present an explicit evaluation of the superconformal index for the ABJM theory in the large-$N$ limit that is exact in $\beta$ up to non-perturbative corrections. For the ABJM theory we explore the implications of the Cardy-like expansion for corrections to the entropy of the rotating, electrically charged, asymptotically AdS$_4$ dual black hole. Interestingly, we find a closed form for the entropy that includes all perturbative corrections in $\beta$ and takes the form of the leading order expression but with shifted charges.
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1 Introduction

The entropy of rotating, electrically charged, asymptotically AdS$_4$ black holes has recently been provided a microscopic foundation via the three-dimensional superconformal index computed using supersymmetric localization on $S^1 \times S^2$ [1, 2]. The analysis extended groundbreaking work for asymptotically AdS$_5$ black holes via the four-dimensional superconformal index (SCI) [3–5]. These developments have provided a window into the black hole entropy of rotating, electrically charged, asymptotically AdS black holes via the AdS/CFT correspondence. Remarkably, there is now potential access to the full quantum entropy of AdS black holes, that is, to the leading Bekenstein-Hawking part as well as to
sub-leading contributions. For example, a series of works successfully addressed logarithmic entropy corrections to AdS$^4$ black holes [6–9]. Higher curvature corrections for AdS$^4$ have also been considered in [10–13] and, more recently, for AdS$^5$ black holes [14–16].

For the 4d SCI, the Cardy-like expansion was systematically developed in [17, 18] where it was further shown that the full index truncates as an expansion in small $\beta$. The logarithmic corrections to the SCI were elucidated in [17] (see also [19, 20]). The truncation of the 4d SCI motivated later work to re-derive these results in the natural language of effective field theory in [21, 22]. Motivated by these improvements in our understanding of the 4d SCI, we turn to explorations of the 3d SCI in the Cardy-like expansion.

Another important motivation for studying the SCI beyond the strict Cardy limit comes from the hope of better understanding the role of the Cardy-like expansion and the Kerr/CFT$_2$ correspondence. The Cardy limit seems to be a ubiquitous ingredient in the derivation of the leading term in the SCI in various dimensions. An interpretation from the gravitational point of view, advanced in [23], suggests that the Cardy limit might be related to taking the near-horizon limit in the rotating black hole geometry along the lines of Bardeen and Horowitz [24]. This potential relation raises the natural question of how much of the full black hole entropy can be recovered in this near-horizon limit using the Kerr/CFT$_2$ correspondence [25, 26]. Modulo global issues materialized through zero modes, the authors of [27] showed that one can track logarithmic corrections to the entropy of asymptotically AdS$_5$ black holes and black strings. In asymptotically AdS$_4$ spacetimes, however, taking the near-horizon limit affects the nature of zero modes. Nevertheless, by tracking the degrees of freedom as one takes the near-horizon limit, the authors of [28] showed that the local degrees of freedom lead to the same contribution and identified that the culprit are the zero mode contributions.

We, therefore, study the Cardy-like expansion of the 3d $\mathcal{N} = 2$ SCI in general and discuss the ABJM case in full detail. We also discuss the implications of the $\beta$-corrections to the index for the entropy of the dual AdS$_4$ black hole.

The manuscript is organized as follows. We review the superconformal index of 3d $\mathcal{N} = 2$ supersymmetric field theories in section 2; we include both a Hamiltonian and a Lagrangian description with its subsequent localization approach. Section 3 develops the Cardy-like expansion in the explicit example of the ABJM theory. In section 4 we show that when first expanded in the large-$N$ limit, the effective action that yields the index truncates as an expansion in small $\beta$ for a large class of theories. We explore the implications for the entropy of the dual black holes in section 5. We conclude in section 6 and relegate a number of technical details to a series of appendices.

2 The superconformal index of $\mathcal{N} = 2$ supersymmetric theory on $S^1 \times S^2$

Consider an $\mathcal{N} = 2$ SCFT defined on $S^1 \times S^2$ with gauge group $G$. Let the radius of $S^2$ be set to 1 for simplicity and $\beta' + \beta$ the period of $S^1$. The bosonic part of the 3d $\mathcal{N} = 2$ superalgebra is $\text{SO}(2, 3) \times \text{SO}(2)$. One can naturally associate to the Cartan generators of the superconformal algebra the charges $\epsilon, j_3$ and $R$ living in the factors: $\text{SO}(2)_{\epsilon} \times \text{SO}(3)_{j_3} \times \text{SO}(2)_R \subset \text{SO}(2, 3) \times \text{SO}(2)$. Let us denote the supersymmetry generators as $Q$ and the
special supercharges, which are Hermitian conjugate of the $Q'$s, as $S$: $S = Q^\dagger$. It is then possible to define a quantity called the superconformal index, defined originally for 4d theories in [29, 30] and subsequently extended to dimensions 3, 5, and 6 in [31], the relevance of certain magnetic monopole contributions in the three-dimensional case was discussed in [32]. The SCI is a function of the spectrum that is forced by superconformal symmetry to remain unchanged under continuous deformations of parameters controlling the spectrum. Selecting a special pair of such charges, we can define the superconformal index [31]:

$$I_{S^2}(\beta, \xi, n) = \text{Tr}_{\mathcal{H}_{BPS}(S^2,n)} \left[ (-1)^F e^{-\beta' \{Q,S\} - \beta (\epsilon + j_3) - \xi m} \right].$$  

(2.1)

The trace runs over the Hilbert space, $\mathcal{H}_{BPS}(S^2; n)$, of BPS states in Hamiltonian quantization on $S^2$ with $m$ denoting the magnetic flux on $S^2$. Here $n$ denotes the external magnetic fluxes of the flavor symmetry. The combinations $\epsilon + j_3$ and $\{Q,S\} = \epsilon - R - j_3$ commute with both $Q$ and $S$. As usual, we denote as $F$ the fermion number and introduce $e^{-\xi m}$ to account for magnetic fluxes on $S^2$ associated to the U(1) factors of the gauge group. Should there be additional conserved charges commuting with the supercharges one can turn on chemical potentials associated to them and insert the corresponding fugacities in (2.1):

$$I_{S^2}(q, z_l, y, n) = \text{Tr}_{\mathcal{H}_{BPS}(S^2,n)} \left[ (-1)^F e^{-\beta' \{Q,S\} - \beta (\epsilon + j_3)} e^{-i\gamma_l h_l - \xi m} \right],$$  

(2.2)

where $q = e^{-\beta}$, $y = e^{-\xi}$ and $z_l = e^{-i\gamma_l}$ ($l = 1, \ldots, \# - \text{of flavors}$). The distinguished supercharges $Q$ and $S$ satisfy the relations:

$$Q^2 = S^2 = 0, \quad \{Q, S\} = \epsilon - R - j_3.$$  

(2.3)

Namely, $Q$ and $S$ are nilpotent and the anticommutator equation implies the BPS energy bound $\epsilon \geq R + j_3$. The index receives contributions from states saturating the BPS energy bound and, therefore, it is independent of $\beta'$, it can be rewritten simply as

$$I_{S^2}(q, f_k, n) = \text{Tr}_{\mathcal{H}_{BPS}(S^2,n)} \left[ (-1)^F e^{-\beta (R + j_3)} f_k^{\Phi_k} \right],$$  

(2.4)

where $f_k = e^{-M_k}$ and we have used a collective set of chemical potentials $M_k = \{i\gamma_l, \xi\}$ and the charges $\Phi_k = \{h_l, m\}$. 

**The R-charge assignment and the superconformal index as a function of $\beta$**

The standard choice for the fermion number is $F = 2j_3$, however another useful choice is $F = R$ which gives rise to the so-called “R-charge index”, studied in [33] (see also [21] for the 4d “R-charge index”). A crucial observation in [33] is to use the integer valued trial R-charges, which guaranties that, upon shifting $\beta \to \beta + i\pi$ the $(-1)^F$ insertion is naturally generated by $e^{inR}$, as opposed to a non-trivial phase that a non-integer $R$-charge would produce. By appropriately tuning the parameter $\beta$ one can produce extra phases inside the trace of (2.4), and hence modify the interplay between different contributions to the total sum. To illustrate this phenomenon and its implications, we analyze how a generic shift of the form $\beta \to \beta + 2\pi i\kappa$ ($\kappa \in \mathbb{R}$) affects $I_{S^2}(q, f_k, n)$:

$$I_{S^2}(q, f_k, n) = \text{Tr}_{\mathcal{H}_{BPS}(S^2,n)} \left[ (-1)^F e^{-2\pi i\kappa (R + j_3)} e^{-\beta (R + j_3)} f_k^{\Phi_k} \right]$$  

(2.5)
Note that the same effect would have been produced if in the definition of the index (2.2) we shifted $\beta' \to \beta' - 2\pi i \kappa$ as well. For $\kappa = \frac{1}{2}$ one obtains the shift that implements the transition between the $R$-charge index and the standard index, which can be made explicit by defining $F_r \equiv R$ and $F_j \equiv 2j_3$, therefore:

$$I_{S^2}(q, f_k, n) = \text{Tr}_{\mathcal{H}_{\text{BPS}(S^2, n)}} \left[ (-1)^F (-1)^{F_r} (-1)^{F_j} e^{-\beta(R+2j_3)} e^{i\gamma_i \kappa h_i} \right] .$$

(2.6)

It is now clear that if we start with $F = F_j$, the shift with $\kappa = \frac{1}{2}$ yields the $R$-charge index and $\kappa$ interpolates between the two indices when varied within the interval $[0, \frac{1}{2}]$.

The authors of [21, 22] adopted a more systematic and instructive point of view when analyzing the 4d superconformal index on $S^4 \times S^3$. Let us denote the superconformal index in 4d as $I^{4d}(\omega_1, \omega_2)$, where $\omega_{1,2}$ are the angular velocities on $S^3$. In this context we can learn important lessons by considering $I^{4d}(\omega_1, \omega_2)$ as a complex function of its arguments.

As emphasized in [21], since the $R$-charges of some fields in new-minimal supergravity are not integral, the multi-valuedness of $I^{4d}(\omega_1, \omega_2)$ arises because it is necessary to choose an $R$-symmetry gauge field, and if the $R$-charges of various fields are not integral, certain large gauge transformations are not allowed. For instance, in $\mathcal{N} = 4$ super Yang-Mills theory, all bosonic elementary fields have $R$-charges of the form $\frac{2\ell}{3}$, all the fermionic fields have $R$-charges of the form $\frac{2\ell+1}{3}$. As a result, only shifting $\omega_1 \to \omega_1 \pm 6\pi i$ or $\omega_2 \to \omega_2 \pm 6\pi i$ leaves $I^{4d}(\omega_1, \omega_2)$ invariant. In addition it is possible to perform $\omega_{1,2} \to \omega_{1,2} \pm 4\pi i$ and still leave $I^{4d}(\omega_1, \omega_2)$ invariant. This freedom can be exploited to set $\text{Im}(\omega_1) \in [0, 6\pi)$ and $\text{Im}(\omega_2) \in [0, 2\pi)$. We then conclude that $I^{4d}(\omega_1, \omega_2)$ takes values on a triple cover of the space of complex fugacities $\omega_{1,2}$ space.

It is natural to question whether a similar kind of multi-valuedness arises for $I_{S^2}(q, f_k, n)$ if we select the exact IR $R$-charge. Let us then study how the evaluation of $I_{S^2}(q, f_k, n)$ using supersymmetric localization is carried with a shifted $\beta$.

**Shifting chemical potentials.** When we study the specific example of the SCI of ABJM in section 3, we will see it convenient to shift the chemical potentials to evaluate the index. This motivates us to study what effect would such shifting have at the level of the Hamiltonian definition of the SCI. Let us ignore the magnetic flux for the moment and consider now the effect of shifting the chemical potentials $\gamma_i \to \gamma_i - \frac{1}{2} \beta$ in (2.4):

$$I_{S^2}(q, f_k, n) = \text{Tr}_{\mathcal{H}_{\text{BPS}(S^2, n)}} \left[ (-1)^F e^{-\beta(R+2j_3)} e^{i\gamma_i \kappa h_i} \right] .$$

(2.7)

$$= \text{Tr}_{\mathcal{H}_{\text{BPS}(S^2, n)}} \left[ (-1)^F e^{-\beta(R+\frac{1}{2} \sum_i h_i+2j_3)} e^{i\gamma_i h_i} \right]$$

(2.8)

Note now that appropriate changes in the $R$-charge can affect the value of $(-1)^F$, hence we can use the following redefinition $R = R' + \frac{1}{2} \sum_i h_i$, therefore we have:

$$I_{S^2}(q, f_k, n) = \text{Tr}_{\mathcal{H}_{\text{BPS}(S^2, n)}} \left[ (-1)^{F'} e^{-\beta(R'+2j_3)} e^{i\gamma_i h_i} \right]$$

(2.9)

Here we can see that $R'$ may take non-integer values, which would transform $(-1)^F$ into a generic phase.

Another type of shifting is the one that interpolates between the two types of indices, namely the $R$-charge index and the standard index. When evaluating the index in the
Cardy-like expansion, we first choose what index we are evaluating and then implement the expansion for small values of the given $\beta$. In section 5 we will be interested in extracting the dual black holes entropy via a Laplace transform of the SCI that takes us from the grand-canonical ensemble to the micro-canonical one. This evaluation is done in the saddle point approximation and singles out critical values of the chemical potentials that dominate the integration. We will explicitly see that, even if we perform the expansion assuming small values of $\beta$, there is a regime of the charges of the dual black hole, where the critical value approaches the shifted $\beta$. We may see this as an indication that such regime of charges is more suitably probed using a Cardy-like expansion of the $R$-charge index.

2.1 Localization results

We now proceed to review the evaluation of $I_{S^2}(q, f_k, n)$ using supersymmetric localization. The starting point is to consider the index as a partition function defined via a path integral that schematically has the form:

$$Z = \int D\Psi e^{-S[\Psi]},$$

(2.10)

where $S[\Psi]$ is the Euclidean action of the $\mathcal{N} = 2$ theory and $\Psi$ is a generic set of fields of the theory. The evaluation of $I_{S^2}$ for arbitrary $R$-charge assignment has been performed in [34] and we closely follow their development in our presentation. We shall pay close attention to the boundary conditions imposed on the fields $\Psi$ depending of whether we probe the $R$-charge index or the standard superconformal one. The usual localization argument requires the selection of a supersymmetric transformation $\delta$ compatible with the background in which the theory is defined and a deformation of the action by a $\delta$-exact term is then introduced $S[\Psi] \to S[\Psi] + t\delta \mathcal{V}$ with $t \in \mathbb{R}$ yielding:

$$Z = \int D\Psi e^{-S[\Psi] - t\delta \mathcal{V}}.$$  

(2.11)

With a suitable choice of $\mathcal{V}$, and noticing that $Z$ is independent of $t$, it is possible to render Gaussian the path integral for all but a finite number of degrees of freedom in the $t \to \infty$ limit. The supersymmetric transformation $\delta$ needed to deform the action is parametrized by some Killing spinors. In general, there are 8 supercharges in the $\mathcal{N} = 2$ superconformal algebra, four parametrized by a Killing spinor $\epsilon$ and the other four by the Killing spinor $\bar{\epsilon}$ both of which satisfy Killing spinor equations of the from:

$$D_\mu \epsilon = \gamma_\mu \zeta, \quad D_\mu \bar{\epsilon} = \gamma_\mu \bar{\zeta}$$

(2.12)

for arbitrary spinors $\zeta$ and $\bar{\zeta}$. Here $D_\mu$ is the covariant derivative and $\gamma_\mu$ are the Dirac Gamma matrices. The supersymmetric transformation parametrized by the Killing spinor $\epsilon$ is denoted as $\delta \epsilon$. 

\[ \]
Let us now study how the different multiplets transform under supersymmetry. For a vector multiplet \((A_\mu, \sigma, D, \lambda)\) the transformations under \(\delta_\epsilon\) have the form:

\[
\begin{align*}
\delta_\epsilon A_\mu &= -i\bar{\epsilon}\gamma_\mu \lambda, \\
\delta_\epsilon \sigma &= \bar{\epsilon} \lambda, \\
\delta_\epsilon \lambda &= 0, \\
\delta_\epsilon D &= i\bar{\epsilon}\gamma^\mu D_\mu \lambda + i\bar{\epsilon}[\sigma, \lambda] + \frac{i}{3} D_\mu \bar{\epsilon} \gamma^\mu \lambda, \\
\delta_\epsilon \bar{\lambda} &= -i\frac{2}{3} \epsilon^{\mu\nu} \gamma^\nu F_{\mu\nu} - \gamma^\mu \epsilon D_\mu \sigma + iD_\epsilon - \frac{2}{3} \epsilon^\mu D_\mu \epsilon \sigma.
\end{align*}
\]

(2.13)

For a chiral multiplet \((\phi, \psi, F)\) with \(R\)-charge \(r_\phi\) the supersymmetric transformation is:

\[
\begin{align*}
\delta_\epsilon \phi^I &= \sqrt{2}\bar{\epsilon}\bar{\psi}^I, \\
\delta_\epsilon \phi &= 0, \\
\delta_\epsilon \bar{\psi} &= \sqrt{2}i\epsilon F^I, \\
\delta_\epsilon F^I &= 0,
\end{align*}
\]

(2.14)

The deformation to the action receives contribution from both the chiral multiplet and the vector multiplet, therefore we split \(\delta \mathcal{V} = \delta \mathcal{V}_{\text{gauge}} + \delta \mathcal{V}_{\text{chiral}}\). Choosing two linearly independent Killing spinors \(\bar{\epsilon}_1\) and \(\bar{\epsilon}_2\) we can then write:

\[
\begin{align*}
\delta_{\bar{\epsilon}_1} V_{\text{gauge}} &= \delta_{\bar{\epsilon}_1} \delta_{\bar{\epsilon}_2} \left( \int \sqrt{g} d^3 x \text{Tr} \left( -\frac{1}{2} \bar{\lambda} \lambda \right) \right. \\
&\quad + \left. \int \sqrt{g} d^3 x \text{Tr} \left[ V_\mu V^\mu + D^2 - 2\lambda \gamma^\mu D_\mu \lambda - 2\lambda [\sigma, \lambda] - \bar{\lambda} \gamma_3 \lambda \right] \right), \\
\delta_{\bar{\epsilon}_1} V_{\text{chiral}} &= \delta_{\bar{\epsilon}_1} \delta_{\bar{\epsilon}_2} \left( \int \sqrt{g} d^3 x \left( -\frac{1}{2} \phi^I \right) \right. \\
&\quad + \left. \int \sqrt{g} d^3 x \left[ (1 - 2r_\phi) \left( \phi^I D_3 \phi + \frac{1}{2} \psi^I \gamma_3 \psi \right) + r_\phi (1 - r_\phi) \phi^I \phi \right] \right).
\end{align*}
\]

(2.15)

where \(\int \sqrt{g} d^3 x\) denotes the integration measure over \(S^2 \times S^1\) and the vector \(V_\mu\) is defined as:

\[
V_1 = F_{23} - D_1 \sigma, \quad V_2 = F_{31} - D_2 \sigma, \quad V_3 = F_{12} - D_3 \sigma - \sigma.
\]

(2.16)

Reducing the partition function \(Z\) defined through the path integral (2.11) to the superconformal index on \(S^2 \times S^1\) requires imposing twisted boundary conditions on the fields. We want to ensure that all fields in our theory fulfill boundary conditions which are compatible with supersymmetry. To this end, let us consider how the Killing spinor behaves along the compact Euclidean time direction \(\tau\):

\[
\bar{\epsilon}_1(\tau + \beta' + \beta) = e^{-\frac{\beta' + \beta}{2}} \bar{\epsilon}_1(\tau),
\]

(2.17)

therefore, if we assign the following quantum numbers of \(\bar{\epsilon}_1\):

\[
R(\bar{\epsilon}_1) = -1, \quad j_3(\bar{\epsilon}_1) = \frac{1}{2}, \quad F_i(\bar{\epsilon}_1) = 0.
\]

(2.18)

we have:

\[
\bar{\epsilon}_1(\tau + \beta' + \beta) = e^{-(R+j_3)(\beta' + j_3 \beta)} F_i \gamma_i \bar{\epsilon}(\tau).
\]

(2.19)
Therefore we impose

\[ \Psi(\tau + \beta' + \beta) = e^{-(R+j_3)\beta' + j_3\beta + F_3 \gamma_3} \Psi(\tau). \tag{2.20} \]

Note that, shifting \( \beta \rightarrow \beta + 2\pi i \kappa \) and \( \beta' \rightarrow \beta' - 2\pi i k \), leaves (2.17) invariant, the boundary condition (2.20) is modified in the following way:

\[ \Psi(\tau + \beta' + \beta) = e^{-(R+j_3)\beta' + j_3\beta + F_3 \gamma_3 + 2\pi i (2j_3 + R)} \Psi(\tau), \tag{2.21} \]

Notably, the path integral localizes around \( V_{\mu} = 0 \) [34] which has the following solutions:

\[ A_{\mu}^{\text{saddle}} = \frac{u}{\beta' + \beta} d\tau + m B_i d\theta^i, \quad \sigma^{\text{saddle}} = \frac{m}{2} \tag{2.22} \]

where \( \tau \) is the coordinate along \( S^1 \) and \( \theta_i, \; i = 1, 2 \) are the angular coordinates parametrizing \( S^2 \). We denote with \( u \) the Wilson line along \( S^1 \) which takes values in the Cartan of the Lie algebra of the gauge group \( G \). The magnetic charge of the Dirac monopole configuration is \( m \) and it is also an element of the Cartan subalgebra of \( G \). With \( B_i \) we denote the Dirac monopole with unit magnetic charge.

Turning on canonically normalized fluctuations \( \tilde{\Psi} \) around the localization saddle (2.22) we have:

\[ \Psi = \Psi^{\text{saddle}} + \frac{1}{\sqrt{t}} \tilde{\Psi}. \tag{2.23} \]

Upon replacing (2.23) into (2.11) with the deformed action and taking the \( t \rightarrow \infty \) limit the path integral reduces to:

\[ I_{S^2} = \frac{1}{|W_G|} \sum_{m \in \Gamma^\vee_G} \int \left( \prod_{a=1}^{\text{rk}(G)} \frac{du_a}{2\pi i} \right) \mathcal{D}\tilde{\Psi} e^{-S_{\text{class}}} e^{-\int \sqrt{g_3} d^3 x \tilde{\Psi} \mathcal{O} \tilde{\Psi}}, \tag{2.24} \]

where \( S_{\text{class}} = S[\Psi^{\text{saddle}}] \) and \( \mathcal{O} \) is the appropriate differential operator and \( m \) belongs to the dual root lattice \( \Gamma^\vee_G \) including Weyl equivalent roots, hence the order of the Weyl group \( |W_G| \) in the denominator. After considering the individual contributions coming from different fields \( \Psi \), then (2.24) can be written as:

\[ I_{S^2} = \frac{1}{|W_G|} \sum_{m \in \Gamma^\vee_G} y^m \int \left( \prod_{a=1}^{\text{rk}(G)} \frac{du_a}{2\pi i} \right) e^{-S_{\text{class}}} Z_{\text{gauge}}^{\text{1-loop}} Z_{\text{chiral}}^{\text{1-loop}}. \tag{2.25} \]

The contribution \( Z_{\text{chiral}}^{\text{1-loop}} \) is given as follows:

\[ Z_{\text{chiral}}^{\text{1-loop}} = \frac{\det D_\phi}{\det D_\phi}, \tag{2.26} \]

where \( D_\psi \) and \( D_\phi \) are the differential operators associated to the respective kinetic terms of the fermion and complex scalar of the chiral multiplet. Let us focus first on \( D_\phi \):

\[ D_\phi = -D_3 D_3 - D_i D_i - s^2 + r_\phi (1 - r_\phi) + (1 - 2r_\phi) D_3. \tag{2.27} \]
The eigenvalues of $D_\phi$ are given by:

$$D_\phi = (j + r_\phi + \Delta_3)(j + 1 - r_\phi - \Delta_3),$$

where $\Delta_3$ is the eigenvalue of $D_3$ which has the form:

$$\Delta_3 = \frac{1}{\beta' + \beta} [2\pi in - iw(u) - (R + j_3)\beta' + j_3\beta + F_1\gamma_l + 2\pi ik(2j_3 + R)], \quad n \in \mathbb{Z},$$

where $w(u)$ denotes the weight of the given representation evaluated on the holonomy $u$. The product of all eigenvalues (2.28) yields the determinat:

$$\det D_\phi = \prod_{\rho \in R_\phi} \prod_{j = \lfloor w(\rho) / 2 \rfloor}^{\infty} \prod_{j_3 = -j}^{j} \prod_{n = -\infty}^{\infty} (j + r_\phi + \Delta_3)(j + 1 - r_\phi - \Delta_3).$$

Let us separately analyze the factor $(\beta + \beta')(j + r_\phi + \Delta_3)$ in (2.30) which is explicitly given as:

$$(\beta + \beta')(j + r_\phi + \Delta_3) = 2\pi in - iw(u) + (j - j_3)\beta' + (j + r_\phi + j_3)\beta + F_1\gamma_l + 2\pi ik(2j_3 + R).$$

Let us define $z = (\beta + \beta')(j + r_\phi + \Delta_3) - 2\pi in$ and perform the infinite product over all eigenvalues:

$$\prod_{\text{all but } n} \prod_{n = -\infty}^{\infty} (2\pi in + z)^{(-1)^{F_j}} = \prod_{\text{all but } n} e^{-\frac{z}{2}(-1)^{F_j}} \exp \left[ (-1)^{F_j} \sum_{n=1}^{\infty} \frac{1}{m} e^{-mz} \right]$$

$$= e^{-\sum_{\text{all but } n} \frac{z}{2}(-1)^{F_j}} \exp \left[ \sum_{m=1}^{\infty} \frac{1}{m} \sum_{\text{all but } n} (-1)^{F_j} e^{-mz} \right].$$

Here the notation "all but $n$" means that the product runs over all quantum numbers except $n$ that we have conveniently separated in order to massage the expressions. Defining the single letter index as:

$$f_z(u, \beta, \beta', \gamma_l) = \sum_{\text{all but } n} (-1)^{F_j} e^{-z}$$

$$= \sum_{\text{all but } n} (-1)^{F_j} e^{iw(u)} e^{-\beta'(j - j_3)} e^{-\beta(j + r_\phi + j_3)} e^{-F_1\gamma_l} e^{-2\pi ik(2j_3 + R)}$$

Making the indices over which we sum explicit, we have:

$$f_z(u, \beta, \beta', \gamma_l) = \sum_{w \in R_\phi} e^{-iw(u)} e^{-\beta r_\phi - F_1\gamma_l}$$

$$\times \sum_{j = \lfloor w(m) / 2 \rfloor}^{\infty} \sum_{j_3 = -j}^{j} \sum_{\text{all but } n} e^{-\beta(j - j_3)} e^{-2\pi ik(2j_3 + R)},$$

$$f_{\text{chiral}}(u, \beta, \gamma_l) = \sum_{\phi} \sum_{w \in R_\phi} \left[ e^{iw(u)} e^{F_1\gamma_l} \frac{e^{-\beta(w(m) + r_\phi)} e^{-2\pi ikr_\phi}}{1 - e^{-2\beta}} - e^{-iw(u)} e^{-F_1\gamma_l} e^{-\beta(w(m) + r_\phi)} e^{2\pi ikr_\phi} \right].$$

$$- 8 -$$
In summary, the contribution to the 1-loop determinant can be written as

\[
Z_{\text{chiral}}^{1}\text{-loop} = \prod_I \prod_{w \otimes \sigma \in \mathcal{R}_I} \left( s^{-w} i^{\sigma} q^{|w(m) + \sigma(n)|} \frac{s^{-w} i^{\sigma} q^{2r_a + |w(m) + \sigma(n)|}; q^2}{s^{-w} i^{\sigma} q; q^2} \right),
\]  

(2.36)

where the first product runs over the chiral multiplets present, indexed by \( I \); the second product runs over the gauge weights \( w \) and the global weights \( \sigma \) of the representation \( \mathcal{R}_I \) under the gauge and global symmetries, respectively. Note that we have now used somehow standard notation where \( s_a = e^{i t_a} \) and \( t \) is the global flavor fugacity. Other contributions can be obtained in a similar manner and we simply spell out the main results here.

The classical term \( Z_{\text{class}} \), receives contributions from the Chern-Simons terms and any topological symmetry of the theory. A level \( k \) canonical Chern-Simons term contributes

\[
Z_{\text{class}}^{CS} = s^k m,
\]

(2.37)
a U(1) topological symmetry with holonomy \( \xi \) and flux \( t \) will contribute

\[
Z_{\text{class}}^{\text{top}} = s^t \xi^m.
\]

(2.38)

The 1-loop determinant from the vector multiplet (gauge field) is

\[
Z_{\text{1-loop}}^{\text{gauge}} = \prod_{\alpha \in \Delta} q^{-\frac{|\alpha(m)|}{2}} (1 - s^a q^{\alpha(m)\alpha(m)}),
\]

(2.39)

where the product runs over the set \( \Delta \) of non-zero roots \( \alpha \) of the gauge group \( G \).

3 Large-\( N \), Cardy-like expansion of the ABJM SCI

The ABJM theory is a Chern-Simons matter theory with gauge group \( U(N)_k \times U(N)_{-k} \), where the Chern-Simons levels of the gauge nodes are \( k \) and \(-k\). The theory has \( \mathcal{N} = 8 \) supersymmetry for \( k = 1, 2 \) and \( \mathcal{N} = 6 \) supersymmetry for generic \( k \) [35]. In the 3d \( \mathcal{N} = 2 \) language of this paper, there are also 4 chiral multiplets, two of which transform in the bifundamental representation \( (N, \bar{N}) \) of the product gauge group, and two of which transform in the antibifundamental representation \( (\bar{N}, N) \). Putting these data together with the expressions for the index components, the master index (2.25) can be written as [1, 2]:

\[
Z_{\text{ABJM}} = \frac{1}{(N!^2} \sum_{m_a, \bar{m}_a \in \mathbb{Z}^N} \oint \left( \prod_{a=1}^{N} d\tilde{s}_a 2\pi i \tilde{s}_a \tilde{s}_a^{k m_a} \right) \frac{d\tilde{s}_a}{2\pi i \tilde{s}_a} \frac{d\tilde{\bar{s}}_a}{2\pi i \tilde{\bar{s}}_a} \tilde{s}_a^{-k m_a} \\
\times \prod_{a \neq b} q^{-\frac{1}{2} |m_a|} \left( 1 - s_a \tilde{s}_a^{-1} q^{m_a|b|} \right) \prod_{a \neq b} q^{-\frac{1}{2} |m_a|} \left( 1 - \tilde{s}_a \tilde{\bar{s}}_a^{-1} q^{m_a|b|} \right) \\
\times \prod_{l=1,2} \prod_{a,b} q^{\frac{1}{2} |m_a - \bar{m}_b|} \frac{(s_a^{-1} \tilde{s}_a^{-1} t q^2)^{\frac{1}{2} |m_a - m_b|}; q^2}{(s_a \tilde{s}_a^{-1} t q^2)^{\frac{1}{2} |m_a - m_b|}; q^2} \\
\times \prod_{l=3,4} \prod_{a,b} q^{\frac{1}{2} |m_a + \bar{m}_b|} \frac{(s_a \tilde{s}_a^{-1} t q^2)^{\frac{1}{2} |m_a + m_b|}; q^2}{(s_a \tilde{s}_a^{-1} t q^2)^{\frac{1}{2} |m_a + m_b|}; q^2}.
\]

(3.1)
The first line contains the classical contribution coming from the Chern-Simons terms (see equation (2.37)), the second line is the one-loop contribution of the vector multiplets (see equation (2.39)) and the last two lines represent the contribution of the chiral multiplets (see equation (2.36)).

3.1 Exact preliminaries

Our ultimate goal is to better understand a systematic evaluation of the SCI given by the master equation (2.25) in the particular case of the ABJM theory given in (3.1). We will present explicit results after taking the large $N$ limit and further the Cardy-like expansion. However, to clarify the validity of the expansions we first perform a series of exact manipulations of this index.

Our strategy for evaluating the index will be to turn it into an expression amenable to a saddle point approximation. First, since this index is invariant under permutations of $m_a$ and $\tilde{m}_a$, if we fix both sequences to be non-decreasing in $a$, which we denote as $m_a, \tilde{m}_a \in \mathbb{Z}_N^d$, we can cancel the Weyl factor $(N!)^2$. We choose a treatment that turns this discrete sum into a continuous integral by introducing a change of variable

$$m_a \to \frac{N^{\alpha}}{\beta} x_a,$$

for some yet undetermined $\alpha \in (0, 1)$. The resulting $x_a \in \frac{\beta}{N \pi} \mathbb{Z}$ can now take on a continuum of values in either of the $N \to \infty$ or $\beta \to 0$ limits we consider.

The choice of prefactor is motivated by the numerical observation that in the large $N$ limit, the values of the set $\{m_a\} \in \mathbb{Z}^N$ which extremize $Z_{SCI}$ (i.e. the saddle point) have a power law dependence $m_a \sim N^{\alpha}$. For ABJM, this is $\alpha = \frac{1}{2}$. The evidence for the value of $\alpha$ arises in direct analytical and numerical analyses performed, for example, in [36, 37] although one should note that originally it was not directly carried for the fluxes, rather for the holonomies which were tacitly assumed to be complex. A more direct derivation of $\alpha = 1/2$ for the superconformal index was presented in [1, 2]. Therefore, in the large $N$ limit, the corresponding saddle point values $x_a$ are of order $O(N^0)$, which will help us clarify which terms are leading in the large $N$ limit.

Likewise, after we have taken the Large $N$ limit, and considered the Cardy limit, the leading scaling of the saddle point fluxes $m_a$ will be $\beta^{-1}$. So again the factor in (3.2) is chosen with that foresight so that the scaling of $x_a$ in the Cardy limit is $O(\beta^0)$.

We also perform a few substitutions:

$$s_a = e^{iy_a}, \quad q = e^{-\beta}, \quad t_I = e^{i\lambda_I},$$

along with corresponding substitutions for $\tilde{s}_a$ and $\tilde{s}_a$. Note that we have notated the holonomies as $y_a$ instead of $u_a$ to match the usual presentation of the topologically twisted index. The original fugacities $t_I$ must satisfy $|t_I| = 1$ and $t_1 t_2 t_3 t_4 = 1$, so we have real-valued $\lambda_I = \log t_I \in [0, 2\pi)$ and

$$\sum_I \lambda_I \in \{0, 2\pi, 4\pi, 6\pi\}.$$
We will focus on the $\sum \lambda_l = 2\pi$ case motivated by the fact that for the topologically twisted index it is related to the $\sum \lambda_l = 6\pi$ case, and the $\sum \lambda_l = 0, 4\pi$ cases yield trivial/no solutions at large $N$.

With these changes of variables, we can write the index exactly in $N$ and $\beta$ as

$$Z_{ABJM} = \sum_{x, \tilde{x} \in \mathbb{C}^N} \left( \prod_{a=1}^N \int_0^{2\pi} dy_a \frac{d\tilde{y}_a}{2\pi} \right) \exp \left( -S[y_a, \tilde{y}_a, x_a, \tilde{x}_a] \right).$$

(3.5)

Since we consider $\beta$ with $\text{Re}[\beta] > 0$, we can write the q-Pochhammer symbols out in a convergent expansion, leading to an action of the form:

$$S[y_a, \tilde{y}_a, x_a, \tilde{x}_a] = N^\alpha \sum_{a,b=1}^N \left[ |x_a - \tilde{x}_b| - \frac{1}{2} |x_a - x_b| - \frac{1}{2} |\tilde{x}_a - \tilde{x}_b| \right] + \sum_{a=1}^N ik \frac{N^\alpha}{\beta} (x_a y_a - \tilde{x}_a \tilde{y}_a)$$

$$+ \sum_{a \neq b} \left[ \text{Li}_1 \left( e^{i(y_a - N^\alpha |x_a|)} \right) + \text{Li}_1 \left( e^{i(y_b - N^\alpha |\tilde{x}_b|)} \right) \right]$$

$$+ \sum_{A=1,2} \sum_{n=0}^\infty \sum_{a,b=1}^N \left[ \text{Li}_1 \left( e^{i(y_a - y_A - N^\alpha |x_a|)} - \frac{1}{2} x_a - N^\alpha |x_a - \tilde{x}_b| \right) \right.$$

$$\left. - \text{Li}_1 \left( e^{-i(y_a - y_A - N^\alpha |x_a|)} - \frac{1}{2} x_a - N^\alpha |x_a - \tilde{x}_b| \right) \right]$$

$$+ \sum_{B=3,4} \sum_{n=0}^\infty \sum_{a,b=1}^N \left[ \text{Li}_1 \left( e^{i(y_a - y_B - N^\alpha |x_a|)} - \frac{1}{2} x_a - N^\alpha |x_a + \tilde{x}_b| \right) \right.$$

$$\left. - \text{Li}_1 \left( e^{-i(y_a - y_B - N^\alpha |x_a|)} - \frac{1}{2} x_a - N^\alpha |x_a + \tilde{x}_b| \right) \right].$$

(3.6)

This is most grotesque form of the index we will encounter, but it is still exact in $N$ and $\beta$.

### 3.2 Large $N$ limit

In the large $N$ limit, the first line of the expression (3.6) for the full action could in principle grow as $N^{2+\alpha}$ for arbitrary choice of $x_a$ and $\tilde{x}_a$:

$$O(N^{2+\alpha}) : N^\alpha \sum_{a,b=1}^N \left[ |x_a - \tilde{x}_b| - \frac{1}{2} |x_a - x_b| - \frac{1}{2} |\tilde{x}_a - \tilde{x}_b| \right].$$

(3.7)

However, this term is minimized, and vanishes for only $x_a = \tilde{x}_a$, and so this $O(N^{2+\alpha})$ term simply exactly enforces this at lower orders, a similar situation takes place in the topologically twisted index discussed analytically in [36] with further numerical details in [37].
With this in mind, we can write the now effective large $N$ action as

$$
S_{\text{eff}}[x_a, y_a, \tilde{y}_a] = -\sum_{a=1}^{N} \frac{i k}{\beta} N^\alpha \frac{x_a}{\beta} (\tilde{y}_a - y_a) + \sum_{a \neq b} \left[ \text{Li}_1 \left( e^{i y_{ab} - N^\alpha |x_{ab}|} \right) + \text{Li}_1 \left( e^{i \tilde{y}_{ab} - N^\alpha |x_{ab}|} \right) \right] \\
+ \sum_{A=1,2} \sum_{n=0}^{\infty} \sum_{a=1}^{N} \left[ \text{Li}_1 \left( e^{i(y_a - \lambda_A) - \frac{3}{2} \beta - 2 \beta n - N^\alpha |x_{ab}|} \right) - \text{Li}_1 \left( e^{-i(y_a - \lambda_A) - \frac{3}{2} \beta - 2 \beta n - N^\alpha |x_{ab}|} \right) \right] \\
+ \sum_{B=3,4} \sum_{n=0}^{\infty} \sum_{a,b=1}^{N} \left[ \text{Li}_1 \left( e^{i(y_a - \lambda_B - \lambda_A) - \frac{3}{2} \beta - 2 \beta n - N^\alpha |x_{ab}|} \right) - \text{Li}_1 \left( e^{-i(y_a - \lambda_B - \lambda_A) - \frac{3}{2} \beta - 2 \beta n - N^\alpha |x_{ab}|} \right) \right].
$$

(3.8)

To specify a candidate choice of $\{x_a\} \in \frac{\beta}{N} \mathbb{Z}^N$, it is convenient to define a normalized density $\rho(x) = \frac{1}{N} \sum_a \delta(x - x_a)$ in terms of which we can rewrite sums over the indices as $\sum_a \rightarrow N \int dx \rho(x) \cdots$. In the $N \rightarrow \infty$ limit, the possible choices of $\{x_a\}$ are then parameterized by choices of functions of $\rho(x)$ subject to $\rho(x) \geq 0$ and $\int dx \rho(x) = 1$. An example of values of $x_a$ that correspond to a given distribution $\rho(x)$ in the $N \rightarrow \infty$ limit is given in (B.43).

After this continuum representation of the monopole configurations, one still needs to evaluate the integral over holonomies, $s_a = e^{i y_a}$ in the master expression (3.1). In the large-$N$ limit the discrete variables $y_a \in \mathbb{R}$ may be similarly determined by a function $y(x) \in \mathbb{R}$ that interpolates between these holonomies: $y_a = y(x_a)$. In fact, we will find that the integrand will depend only on the differences $\tilde{y}_a - y_a$, represented by a function $\delta y(x) = \tilde{y}(x) - y(x)$. The problem is then

$$
Z_{ABJM} = \int \mathcal{D} \rho \mathcal{D} \delta y \exp \left( -S_{\text{eff}}[\rho, \delta y] \right),
$$

(3.9)

where we can write $S_{\text{eff}}$ in terms of a local Lagrangian, grouped according to growth in $N$:

$$
S_{\text{eff}}[\rho, \delta y] = \int dx \left[ N^{3/2} L_{\text{ABJM}}^{(3/2)}(x, \rho(x), \delta y(x)) + L_{\text{ABJM}}^{(\text{sub})}(x, \rho(x), \delta y(x)) \right] + o(N^{3/2}).
$$

(3.10)

To evaluate the index (3.9), we can then perform a saddle point analysis in $\rho(x)$ and $\delta y(x)$ where we first find the saddle point values $\rho^*(x)$ and $\delta y^*(x)$ and then evaluate the action at that point. To find the saddle point, we must still ensure that the resulting distribution $\rho^*(x)$ is normalized. This can be done by introducing a Lagrange multiplier term into the action:

$$
S_{\mu}[\rho, \delta y] = N^{3/2} \frac{i k}{\beta} \mu \left( \int dx \rho(x) - 1 \right).
$$

(3.11)
During the saddle point analysis, we can then solve for $\mu$ so that the resulting distribution $\rho^\ast(x)$ is normalized. The choice of prefactor of $\mu$ is for later convenience.

Although we are only concerned with the leading in $N$ result for the index, we must keep track of the subleading in $N$ term $\mathcal{L}_{\text{ABJM}}^{(\text{sub})}$ since it has a significant impact on the “tails” of the saddle point values $\rho^\ast(x)$ and $\delta y^\ast(x)$ in a way analogous to the large-$N$ treatment of the topologically twisted index of ABJM in [36]. This occurs due to singularities in $\delta y(x)$ present in the local Lagrangian, which enable the $\mathcal{L}_{\text{ABJM}}^{(\text{sub})}$ term to compete with the leading $O(N^{3/2})$ behavior if $\delta y(x)$ approaches the singularity as $N \to \infty$ (as they will). Because of this effect, we also only need to ensure that $\mathcal{L}_{\text{ABJM}}^{(\text{sub})}$ reflects any singularities in $\rho(x)$ and $\delta y(x)$, smooth subleading behavior is irrelevant for our analysis. The influence of these singularities is clarified in section 3.4.

The first line of (3.8), the classical contribution, can be treated directly as

$$\sum_{a=1}^{N} \int dx \rho(x) x \delta y(x) = -N^{3/2} k \int dx \rho(x)x \delta y(x). \quad (3.12)$$

To make progress on the other terms, which are double sums, we use large $N$ “localization” arguments detailed in appendix B. These tell us that if we assume that the choices of $x_a$ converge in the large $N$ limit to some distributions $\rho(x)$, we can perform the following general substitution at large $N$, (B.1):

$$\sum_{a=1}^{N} \sum_{b=1}^{N} \mathcal{L}_1 \left( e^{i(h_1(x_a)+h_2(x_b))} - N^{-\alpha} |x_{ab}| \right)$$

$$= 2N^2 \int dx \rho(x)^2 Li_2 \left( e^{i(h_1(x)+h_2(x))} \right) - \frac{N^\alpha}{6} \int dx Li_0 \left( e^{i(h_1(x)+h_2(x))} \right) - N^2 \left( \rho(x_1)^2 Li_3 \left( e^{i(h_1(x_1)+h_2(x_1))} \right) + \rho(x_N)^2 Li_3 \left( e^{i(h_1(x_N)+h_2(x_N))} \right) \right). \quad (3.15)$$

For our purposes ($\alpha = \frac{1}{2}$), this expression is valid up to $O(N)$.

For example, if we choose $h_1(x_a) = -y_a$ and $h_2(x_b) = \tilde{y}_b - \lambda_A + i \frac{3}{2} \beta + i 2 \beta n$, the large $N$ expansion of a portion of the chiral multiplet contribution on the third line of (3.8) is

$$\sum_{a,b=1}^{N} \mathcal{L}_1 \left( e^{i(\tilde{y}_b-y_a-\lambda_A)-\frac{3}{2} \beta - 2 \beta n} - N^{-\alpha} |x_{ab}| \right)$$

$$= 2N^\frac{3}{2} \int dx \rho(x)^2 Li_2 \left( e^{i(\tilde{y}_A-\lambda_A)-\frac{3}{2} \beta - 2 \beta n} \right) - \frac{N^{\frac{1}{2}}}{6} \int dx Li_0 \left( e^{i(\tilde{y}_A-\lambda_A)-\frac{3}{2} \beta - 2 \beta n} \right)$$

$$- N \left( \rho(x_1)^2 Li_3 \left( e^{i(\tilde{y}_A-\lambda_A)-\frac{3}{2} \beta - 2 \beta n} \right) + \rho(x_N)^2 Li_3 \left( e^{i(\tilde{y}_A-\lambda_A)-\frac{3}{2} \beta - 2 \beta n} \right) \right). \quad (3.17)$$

The first part of this term contributes to the leading Lagrangian $\mathcal{L}_{\text{ABJM}}^{(3/2)}$. The second part contributes to $\mathcal{L}_{\text{ABJM}}^{(\text{sub})}$, since it generates singularities in $\delta y(x)$ given that $Li_0(e^{ix}) \sim \frac{i}{x}$.

The bottom line (3.18) does not contribute to either since it is subleading in $N$ yet does not generate singularities. In fact, we will find that the saddle point distribution for $\rho(x)$ vanishes on the endpoints $x_1$ and $x_N$, so this term would vanish as well regardless.
The second line of (3.8), the gauge node contribution, has some further subtleties to consider so that we cannot simply apply (B.1). Further discussion of these details may be found in the appendix surrounding (B.40). The resulting contribution to our Lagrangian is:

$$\mathcal{L}^{(3/2)}_{\text{gauge}}(x, \rho(x), \delta y(x)) = N^{3/2} \rho(x) \frac{2}{3} \pi^2.$$ (3.19)

Combining these results, we find the full form of the large $N$ effective Lagrangian, with terms grouped according to their scaling in $N$ as in (3.10):

$$\mathcal{L}^{(3/2)}_{\text{ABJM}}(x, \rho, y) = -\frac{i k}{\beta} \rho (xy - \mu) + 2 \rho^2 \left( \frac{\pi^2}{3} + \sum_{n=0}^{\infty} \left[ \text{Li}_2 \left( e^{i(y-\lambda_{1,2})-\frac{3}{2} \beta - 2 \beta n} \right) - \text{Li}_2 \left( e^{-i(y-\lambda_{1,2})-\frac{3}{2} \beta - 2 \beta n} \right) \right] + \text{Li}_2 \left( e^{i(y-\lambda_{3,4})-\frac{3}{2} \beta - 2 \beta n} \right) - \text{Li}_2 \left( e^{-i(y-\lambda_{3,4})-\frac{3}{2} \beta - 2 \beta n} \right) \right)$$

$$\mathcal{L}^{(\text{sub})}_{\text{ABJM}}(x, \rho, y) = -\frac{N^{1/2}}{6} \sum_{n=0}^{\infty} \left[ \text{Li}_0 \left( e^{i(y-\lambda_{1,2})-\frac{3}{2} \beta - 2 \beta n} \right) - \text{Li}_0 \left( e^{-i(y-\lambda_{1,2})-\frac{3}{2} \beta - 2 \beta n} \right) \right] + \text{Li}_0 \left( e^{i(y-\lambda_{3,4})-\frac{3}{2} \beta - 2 \beta n} \right) - \text{Li}_0 \left( e^{-i(y-\lambda_{3,4})-\frac{3}{2} \beta - 2 \beta n} \right).$$ (3.21)

(3.22)

where we have rewritten $y = \delta y(x), \rho = \rho(x)$ for brevity, as we will in subsequent sections. The Lagrange multiplier term $\mu$ from (3.11) has also been absorbed into the definition of $\mathcal{L}^{(3/2)}_{\text{ABJM}}(x, \rho, y)$.

Critically, we emphasize that this is only the large $N$ Lagrangian, and is still valid at finite $\beta$. This Lagrangian therefore captures nonperturbative effects from the perspective of the Cardy-like limit $\beta \to 0$ and could be analyzed at finite $\beta$. However, the saddle point analysis that we use is only analytic and tractable in the Cardy-like limit, which we explore in the following section.

From the subleading term in the Lagrangian (3.21), we can identify singularities in $y$ present at

$$y = \lambda_{1,2} + \frac{i \beta}{2} + 2 \beta in, \quad y = -\lambda_{3,4} - \frac{i \beta}{2} + 2 \beta in, \quad n \in \mathbb{Z}. \quad (3.23)$$

Ultimately, these divergences will mean that it is possible for the leading saddle point solution to get “stuck” at any of these subleading singularities and form a tail, analogous to the same effect in the large $N$ solution of the topologically twisted index.

### 3.3 Cardy-like limit

As mentioned in the last section, we will focus our attention on the Cardy-like limit of the leading in $N$ term, $\mathcal{L}^{(3/2)}_{\text{ABJM}}(x, \rho, y)$. For this, we use the identity (A.20) demonstrated in the appendix:

$$\sum_{n=0}^{\infty} \text{Li}_2 \left( zq^{a+2n} \right) = \frac{1}{2 \beta} \sum_{r=0}^{\infty} B_r \left( 1 - \frac{a}{2} \right) \frac{(2 \beta)^r}{r!} \text{Li}_{3-r} (z), \quad (3.24)$$
to write the Cardy-like limit of the leading large $N$ term as
\[
\mathcal{L}_{\text{ABJM}}^{(3/2)}(x, \rho, y) = -\frac{ik}{\beta} \rho(xy - \mu)
\]
\[
+ 2\rho^2 \left( \frac{\pi^2}{3} + \frac{1}{2\beta} \sum_{r=0}^{\infty} \frac{(2\beta)^r}{r!} \right) \left[ B_r \left( \frac{1}{4} \right) \text{Li}_{3-r} \left( e^{i(y-\lambda_{1,2})} \right) + B_r \left( \frac{3}{4} \right) \text{Li}_{3-r} \left( e^{-i(y-\lambda_{1,2})} \right) \right]
\]
\[
+ 2\rho^2 \left( \frac{\pi^2}{3} + \frac{1}{2\beta} \sum_{r=0}^{\infty} B_r \left( \frac{1}{4} \right) \frac{(2\beta)^r}{r!} \left[ \beta^r \left( e^{i(y-\lambda_{3,4})} \right) + (-1)^{3-r} \beta^r \left( e^{-i(y-\lambda_{3,4})} \right) \right] \right)
\]
\[= -\frac{ik}{\beta} \rho(xy - \mu) \quad \text{ (3.25)}
\]
\[+ 2\rho^2 \left( \frac{\pi^2}{3} + \frac{1}{2\beta} \sum_{r=0}^{\infty} B_r \left( \frac{1}{4} \right) \frac{(2\beta)^r}{r!} \sum_{\lambda_{3,4}, \beta} \left( e^{i(y-\lambda_{3,4})} \right) + (-1)^{3-r} \beta^r \left( e^{-i(y-\lambda_{3,4})} \right) \right)
\]
\[= -\frac{ik}{\beta} \rho(xy - \mu) \quad \text{ (3.26)}
\]

To get the last line, we have first used that $B_r(a) = (-1)^r B_r(1-a)$. This then introduces the appropriate signs to use the polylogarithm reflection identity:
\[
\text{Li}_n(e^a) + (-1)^n \text{Li}_n(e^{-a}) = -\frac{(2\pi i)^n}{n!} B_n \left( \frac{a}{2\pi} - \left[ \frac{\text{Re}(a)}{2\pi} \right] \right) \equiv P_n(a) \quad \text{ (3.27)}
\]

In practice, we will consider arguments $a$ where $\text{Re}(a) \in [-2\pi, 0)$, so that the relevant $P_n(a)$ are
\[
P_{(0)}(a) = -1, \quad P_{(1)}(a) = -i(a + \pi) \quad \text{ (3.28)}
\]
\[
P_{(2)}(a) = \frac{a^2}{2} + a\pi + \frac{\pi^2}{3}, \quad P_{(3)}(a) = i \left( \frac{a^3}{6} + \frac{a^2 \pi}{2} + \frac{a \pi^2}{3} \right) \quad \text{ (3.29)}
\]

Crucially, these $P_n(a)$ are polynomials, and so for $n < 0$, $P_n(a) = 0$ and the Cardy-like expansion truncates at $O(\beta^2)$:
\[
\mathcal{L}_{\text{ABJM}}^{(3/2)}(x, \rho, y) = -\frac{ik}{\beta} \rho(xy - \mu) \quad \text{ (3.30)}
\]
\[+ 2\rho^2 \left( \frac{\pi^2}{3} + \frac{1}{2\beta} \sum_{r=0}^{3} B_r \left( \frac{1}{4} \right) \frac{(2\beta)^r}{r!} \left[ P_{(3-r)}(y-\lambda_{1,2}) + P_{(3-r)}(-y-\lambda_{3,4}) \right] \right).
\]

Although we have observed this truncation in $\beta$, we emphasize that the even the leading Lagrangian (3.20) contains nonperturbative aspects which this treatment neglects.

Issues arise if we attempt to extend our Cardy-like expansion to the terms which are subleading in $N$. If we apply the expansion of the q-Pochammer symbol (A.1), appropriately differentiated or integrated, we can take the Cardy-like limits of the sums of polylogarithms which appear. However, if the index of the polylogarithm is odd, as it can be in (B.1) and other subleading terms, we end up with the wrong sign between the polylogarithms to apply the reflection identity (3.27). There is thus no truncation in $\beta$ and the
expansion of the Lagrangian does not converge, just as the expansion of the q-Pochammer symbol does not converge in figure 3. For this reason, in our analysis it has been important to observe the singularities of the subleading term in (3.21) before taking the Cardy-like limit. Then we may move forward with only the well-behaved $O(N^{3/2})$ term.

### 3.4 Saddle point approximation

From the previous two sections, we have seen that the Cardy-like expansion of the leading in $N$ term of our effective Lagrangian truncates as

$$L_{\text{ABJM}}^{(3/2)}(x, \rho, y) = -\frac{i k}{\beta} \rho (xy - \mu)$$

$$+ 2 \rho^2 \left( \frac{\pi^2}{3} + \frac{1}{2} \sum_{r=0}^{3} B_r \left( \frac{1}{4} \right) \frac{(2\beta)^r}{r!} \left[ P_{(3-r)}(y - \lambda_{1,2}) + P_{(3-r)}(-y - \lambda_{3,4}) \right] \right).$$

From the large-$N$ analysis alone, we note that the subleading in $N$ term also contains singularities in $y$. For the case $\sum_{a} \lambda_a = 2\pi$ that we consider, the relevant singularities are those at

$$\delta y(x) = \lambda_{1,2} + \frac{i \beta}{2}, \quad \delta y(x) = -\lambda_{3,4} - \frac{i \beta}{2}.$$ (3.32)

Motivated by this, we will introduce shifts

$$\Delta_a = \lambda_a + \frac{i \beta}{2}, \quad \sum_{a} \lambda_a = 2\pi + 2i \beta.$$ (3.33)

so that these singularities now arise at

$$\delta y(x) = \Delta_{1,2}, \quad \delta y(x) = -\Delta_{3,4}$$ (3.34)

We will also take advantage of our definitions of the $\lambda_i$ up to multiples of $2\pi$ to assume that

$$-\lambda_4 \leq -\lambda_3 \leq \text{Re}[\delta y(x)] \leq \lambda_1 \leq \lambda_2.$$ (3.35)

The real part of the saddle point solution for $\delta y(x)$ will then be restricted to the range $[-\lambda_3, \lambda_1]$ due to the singularities.

The shifts (3.33) also resonate with a recent treatment of the refined topologically twisted index where, to leading order, shifts by $\beta$ in the chemical potentials allow for a succinct writing of the answer [38] in agreement with the principle of holomorphic block factorization [39] for three-dimensional partition functions. In terms of these fugacities, the effective Lagrangian is

$$L_{\text{ABJM}}^{(3/2)}(x, \rho, y) = \frac{i}{\beta} \left[ \rho (xy - \mu) + \rho^2 \left( \pi y^2 - y(\Delta_1 \Delta_2 - \Delta_3 \Delta_4) - \frac{1}{2} \sum_{A < B < C} \Delta_A \Delta_B \Delta_C \right) \right]$$

$$- y^2 \rho^2 - 2 \frac{2}{3} i \pi \beta \rho^2.$$ (3.36)
From saddle point analysis of just this leading term, we can find the “inner solution” for \( \rho(x) \) and \( \delta y(x) \), now written as functions of \( x \):

\[
\begin{align*}
\rho^{(i)}(x) &= \frac{k(2(\pi + i\beta)\mu - x(\Delta_1\Delta_2 - \Delta_3\Delta_4))}{\frac{2}{3}\pi(x + i\beta)^2 + (\Delta_1 + \Delta_3)(\Delta_2 + \Delta_3)(\Delta_1 + \Delta_4)(\Delta_2 + \Delta_4)}, \\
\delta y^{(i)}(x) &= \frac{4\pi x\beta^2 + \mu(\Delta_1\Delta_2 - \Delta_3\Delta_4) + x\sum_{A<B<C} \Delta_A\Delta_B\Delta_C}{2(\pi + i\beta)\mu - x(\Delta_1\Delta_2 - \Delta_3\Delta_4)}.
\end{align*}
\]

(3.37) (3.38)

Now we note that, according to eq. (3.34), we have four different choices for the values that the left and right tails approach. Depending of this choice, we will obtain a different saddle point configuration and the dominant one will be the one with the largest absolute value of the action. Recalling that the Action (3.6) originally had symmetry under \( \Delta_3 \to \Delta_4 \) and \( \Delta_1 \to \Delta_2 \), we can interpret the appearance of these different saddles as a spontaneous breaking of this symmetry.\(^1\) For the moment we will choose a particular combination and assume that it will be the dominant one and the remaining combinations will be discussed in appendix C. The conditions under which a given saddle is dominant will depend on the form of the action as a function of chemical potentials. We shall have more to say about this once we work out the problem explicitly. If we assume that on the left and right tails, the solution approaches \( y = -\Delta_3 \) and \( y = \Delta_1 \) respectively, as we have reason to believe from the finite \( \beta \) expression, we then find the left tail solution:

\[
\delta y^{(l)}(x) = -\Delta_3 + O(e^{-N}), \quad \rho^{(l)}(x) = \frac{k(\mu + x\Delta_3)}{\frac{2}{3}\pi\beta^2 + (\Delta_1 + \Delta_3)(\Delta_2 + \Delta_3)(\Delta_1 + \Delta_4 - \Delta_3)},
\]

(3.39)

and the right tail solution:

\[
\delta y^{(r)}(x) = \Delta_1 + O(e^{-N}), \quad \rho^{(r)}(x) = \frac{k(\mu - x\Delta_1)}{\frac{2}{3}\pi\beta^2 + (\Delta_1 + \Delta_4)(\Delta_1 + \Delta_3)(\Delta_2 - \Delta_1)}.
\]

(3.40)

With these, we can then find (complex) values of \( x \) at which these expressions agree:

\[
\begin{align*}
\rho^{(l)}(x_<) &= 0 & \Rightarrow \quad x_< &= -\frac{\mu}{\Delta_3}, \\
\rho^{(l)}(x_<) &= \rho^{(i)}(x_<) & \Rightarrow \quad x_< &= -\frac{\mu}{\Delta_1 + \frac{4\pi\beta^2}{3(\Delta_1 + \Delta_3)(\Delta_2 + \Delta_3)}}, \\
\rho^{(r)}(x_>), \rho^{(i)}(x_>), \rho^{(r)}(x_>) &= 0 & \Rightarrow \quad x_> &= \frac{\Delta_2 + \frac{4\pi\beta^2}{3(\Delta_1 + \Delta_3)(\Delta_1 + \Delta_4)}}{\mu}, \\
\rho^{(r)}(x_>), \rho^{(l)}(x_<), \rho^{(r)}(x_>) &= 0 & \Rightarrow \quad x_> &= \frac{\mu}{\Delta_1}.
\end{align*}
\]

(3.41) (3.42) (3.43) (3.44)

Figure 1 shows example saddle point distributions of \( \rho(x) \) and \( \delta y(x) \). Generally, the saddle point distribution \( \rho(x) \) has a piecewise linear form, and \( \delta y(x) \) has a left-tail region at the singularity \(-\Delta_3 \), a non-linear inner section, and a right-tail region at the singularity \( \Delta_1 \). At leading order \( O(\beta^{-1}) \), all of the endpoints in \( x \) that delineate the regions and the

\(^1\)We are thankful to Sunjin Choi as well as the anonymous referee for pointing out to us the relevance of the symmetries under permutations of chemical potentials, thus allowing us to include this important clarification to our manuscript.
Figure 1. Example of the saddle point solution in the large $N$, Cardy-like expansion. Values are $\lambda_1 = 0.3, \lambda_2 = 0.4, \lambda_3 = 0.5, \lambda_4 = 2\pi - 1.2$, and $\beta = 0.5$. The regions (left-tail, center, right-tail) of $x$ are denoted by vertical lines. Only the real parts of $x$ and the solutions are plotted. The apparent discontinuities are only a result of this real projection.

Saddle point solutions are real. When the full expansion is considered, this is no longer the case. Since figure 1 plots the real components of $x$ and of the solutions, the solutions appear discontinuous, although they do (by definition) in fact align at the appropriate complex values of $x$ written above.

With these data we evaluate the index (3.9) as:

$$\log Z_{\text{ABJM}} = -N^{3/2} \int_{-\infty}^{\infty} dx \int d\rho dy L_{\text{ABJM}}^{(3/2)}(x, \rho, y)$$

$$\approx -N^{3/2} \int_{-\infty}^{\infty} dx L_{\text{ABJM}}^{(3/2)}(x, \rho^*(x), \delta y^*(x)).$$

The integral over $x$ is now deformed as a piecewise-linear contour between the complex endpoints $x_{<}, x_{<}, x_{>,} x_{>>}$ identified earlier. Plugging in the various saddle point solutions
yields a quite simple result:

$$\log Z_{ABJM} = -N^{3/2} \frac{ik}{3\beta} \mu.$$ \hfill (3.47)

To evaluate the Lagrange multiplier $\mu$ we impose that $\int dx \rho^*(x) = 1$, again along the piecewise-linear complex contour. The resulting expression for $\mu$ gives the final result

$$\log Z_{ABJM} = -N^{3/2} \frac{i k}{3\beta} \frac{\sqrt{2} \sqrt{3} \beta^2}{\Delta_1 \Delta_2 \Delta_3 \Delta_4} \left( 4\pi \beta^2 + 3(\Delta_1 + \Delta_3)(\Delta_1 + \Delta_4) \right) \frac{1}{\Delta_4}.$$ \hfill (3.48)

This is one of our main results in this paper, an evaluation of the superconformal index for the ABJM theory in the large-$N$ limit that is exact $\beta$ up to non-perturbative corrections. The precise argument for the nonperturbative corrections in $\beta$ was observed from the form of the large $N$ Lagrangian at finite $\beta$, (3.20).

We note that this expression for the index does not truncate in the small $\beta$ expansion. Indeed, it takes the following form

$$\log Z_{ABJM} = -N^{3/2} \frac{i k}{3\beta} \sqrt{2} \sqrt{3} \beta^2 \frac{\Delta_1 \Delta_2 \Delta_3 \Delta_4}{\Delta_1 \Delta_2 \Delta_3 \Delta_4} \left( 4\pi \beta^2 + 3(\Delta_1 + \Delta_3)(\Delta_1 + \Delta_4) \right) \frac{1}{\Delta_4}.$$ \hfill (3.49)

$$- N^{3/2} \frac{i k}{3\beta} \frac{2\pi \sqrt{2} \sqrt{3} \beta^2}{9(\Delta_1 + \Delta_3)(\Delta_2 + \Delta_3)(\Delta_1 + \Delta_4)\sqrt{\Delta_1 \Delta_2 \Delta_3 \Delta_4}} + O(\beta^2).$$ \hfill (3.50)

It would be interesting to understand the above structure, particularly the higher order terms, from the EFT point of view.

4 The Cardy expansion truncates in the large $N$ limit

In this section we demonstrate that by taking the large $N$ limit of the SCI first, we have a Cardy expansion of the effective action that truncates, that is, only contains terms proportional to $1/\beta, \beta = 0, 1, 2$ for a generic 3d $\mathcal{N} = 2$ theory with gauge group of the form product of $U(N)$. In appendix A we show that if we instead chose to take the Cardy expansion first, at finite $N$, the result is an uncontrollable expansion.

Using essentially the same preliminaries introduced for ABJM in the previous section, we now describe how the large-$N$ limit modifies the various building blocks of the SCI. The classical contribution is given by

$$\log Z_{class}^{CS} = km \log(s).$$ \hfill (4.1)

Explicitly, for $G = U(N)$, this is

$$\log Z_{class}^{U(N)} = i k \frac{N^\alpha}{\beta} \sum_{a=1}^{N} x_a y_a = i k \frac{N^{1+\alpha}}{\beta} \int dx \rho(x) xy(x).$$ \hfill (4.2)

The gauge multiplet contribution is

$$\log Z_{1-loop}^{gauge} = \sum_{\alpha \in \Delta} \left( \frac{N^\alpha}{2} |\alpha(x)| - \text{Li}_1(s^\alpha e^{-N^\alpha |\alpha(x)|}) \right).$$ \hfill (4.3)
Or for the gauge group $G = U(N)$, then this is

$$\log Z^{U(N)}_{1\text{-loop}} = N^\alpha \sum_{a < b} (x_b - x_a) - N^2 \int dx dx' \rho(x) \rho(x') \text{Li}_1(s^\alpha e^{-N^\alpha|x-x'|}) \tag{4.4}$$

$$= N^\alpha \sum_{a < b} (x_b - x_a) - N^2 - 2 \alpha \pi^2 \int \rho(x)^2 dx + o(N^{3/2}). \tag{4.5}$$

The first line is just a formal manipulation into an integral, the second line is where the large $N$ limit first comes into play to localize the double integral. The details of this process can be found in appendix B.

The trickiest term to deal with is the chiral multiplet. For the contribution of a chiral multiplet, the Cardy-like expansion under similar assumptions, is:

$$\log Z^{\text{chiral}}_{1\text{-loop}, I} = \log \prod_{w \in \mathfrak{g}_I} \left( s^w t_I q^{r_I-1} \right)^{-\left[|w(m)|\right]/2} \left( \frac{s^{-w} t_I^{-1} q^{2-r_I+|w(m)|}; q^2}{s^w t_I q^{r_I+|w(m)|}; q^2} \right) \tag{4.6}$$

$$= - \frac{N^\alpha}{2\beta} (i\lambda_I + \beta(1 - r_I)) \sum_{w \in \mathfrak{g}_I} |w(x)| - \frac{1}{2\beta} \sum_{r=0}^{\infty} \frac{(2\beta)^r}{r!} \sum_{w \in \mathfrak{g}_I} B_r \left( \frac{r_I}{2} \right)$$

$$\times \left[ \text{Li}_{2-r} \left( s^{-w} e^{-i\lambda_I - N^\alpha |\rho(x)|} \right) - (-1)^r \text{Li}_{2-r} \left( s^{w} e^{i\lambda_I - N^\alpha |\rho(x)|} \right) \right]. \tag{4.8}$$

The details of this large-$N$ first and small-$\beta$ expansions can found in appendix B. Note that if we consider a bifundamental representation of $U(N) \times U(N)$, we have the leading result in $N$, exact in $\beta$:

$$\log Z^{(N,N)}_{1\text{-loop}, I} = - \frac{N^\alpha}{2\beta} (i\lambda_I + \beta(1 - r_I)) \sum_{a,b} |x_a - \tilde{x}_b| \tag{4.9}$$

$$- 2 \frac{N^2 - \alpha}{2\beta} \sum_{r=0}^{\infty} \frac{(2\beta)^r}{r!} B_r \left( \frac{r_I}{2} \right) \int dx \rho(x) \hat{\rho}(x) P_{(3-r)}(\tilde{y}(x) - y(x) - \lambda_I). \tag{4.10}$$

Exactness means that as an expansion in small $\beta$, the full answer contains only terms proportional to $1/\beta$ and $\beta^{-0,1,2}$. To simplify this, we use the reflection symmetry of the polylogarithms quoted in equation (3.27). Similarly, for an antifundamental representation:

$$\log Z^{(\bar{N},N)}_{1\text{-loop}, I} = - \frac{N^\alpha}{2\beta} (i\lambda_I + \beta(1 - r_I)) \sum_{a,b} |\tilde{x}_a - x_b| \tag{4.11}$$

$$- 2 \frac{N^2 - \alpha}{2\beta} \sum_{r=0}^{\infty} \frac{(2\beta)^r}{r!} B_r \left( \frac{r_I}{2} \right) \int dx \rho(x) \hat{\rho}(x) P_{(3-r)}(y(x) - \bar{y}(x) - \lambda_I). \tag{4.12}$$

Considering the earlier expressions, we can see that at a Lagrangian level, all of the contributions truncate at order $\beta^2$, so that we could likewise construct a local Lagrangian after determining the relation between $\rho(x)$ and $\rho^*(x)$ imposed at the $O(N^{2+\alpha})$ level. That is,
from the above rules we may write

\[ Z \sim \int D\rho D\delta y e^{-S[\rho(x),\delta y(x)]}, \quad S[\rho(x),\delta y(x)] = \frac{N^{3/2}}{\beta} \int \mathcal{L}[x,\rho(x),\delta y(x)]dx + o(N^{3/2}), \]  

(4.13)

where the Lagrangian has been appropriately assembled with the above rules.

From here, the Lagrangian could be extremized and a further Legendre transformation would lead to the entropy of the dual AdS\(_4\) black hole in the full Cardy-like expansion, as we have considered in the ABJM case.

We emphasize that keeping \( N \) finite does not seem to lead to a truncated expression in powers of \( \beta \) for the SCI (see appendix A for further details). This situation indicates an obstruction for a standard EFT interpretation at finite \( N \) which is quite different from the situation for the 4d SCI \([21]\). It would be interesting to explore this situation, possibly in the non-supersymmetric setup along the lines of \([40, 41]\).

It is worth highlighting some of the similarities and differences between our approach here and relevant results in the literature. First, we compare with the discussion in \([1]\) where a factorization in terms of a holomorphic combination of holonomies and color fluxes was advanced. Note that here we do not postulate such factorization. In fact, that precise factorization seems to hold only at the leading order in \( N \) and in \( \beta \), that is, only for the term proportional to \( 1/\beta \). Recently, a discussion of the refined topologically twisted index has been presented in \([38]\), a central tool in this approach has been the holomorphic block factorization established in \([39]\). The analysis in \([38]\) is leading in \( N \) and includes higher order corrections in \( \beta \) that appear as a result of certain shifts in the chemical potentials; there does not seem to exist a truncation in the \( \beta \) expansion for the corresponding Lagrangian. Although we are discussing a different observable, the superconformal index, we see various analogies in the shifts of chemical potentials that we implement. It would be interesting to explore whether our approach leads to an exact truncation in the \( \beta \) expansion for the Lagrangian associated with the refined topologically twisted index.

5 Corrections to the black hole entropy

In the preceding section we systematically studied, in the large-\( N \) limit, sub-leading corrections in \( \beta \) for the SCI. The SCI is defined for fixed values of the chemical potentials, that is, in the grand-canonical ensemble. In this section we study aspects of the corresponding entropy which constitute a prediction for the black hole entropy on the dual supergravity side. Given that the entropy is defined in the micro-canonical ensemble, we should implement a change of ensemble via an inverse Laplace transform. For large charges the Laplace transform can subsequently be approximated by a saddle point evaluation. The leading result, that is, the \( 1/\beta \) term, was successfully matched to the Bekenstein-Hawking entropy of the dual black hole \([1, 2]\). In the current analysis we will also include logarithmic corrections to the entropy that arise as the result of Gaussian determinants around the saddle point solution. Such treatment has recently been performed in \([27]\) to determine logarithmic in \( N \) corrections for the entropy of AdS\(_5\) black holes and black strings. Since our evaluation has been limited to the large-\( N \) limit, our search for logarithmic corrections
pertains to logarithmic corrections in $\beta$ as we depart from the strict Cardy limit, $\beta \to 0$. In section 5.1, given that there were no logarithmic in $\beta$ terms in our treatment of the SCI, we shall discuss the logarithmic correction in $\beta$ associated to changing of ensembles.

In section 5.2 we analyze the corrections to the black hole entropy due to our evaluation of the SCI beyond the strict Cardy limit. We find, somewhat unexpectedly, that the functional form of the entropy is preserved in terms of charges that are non-trivially shifted by $\beta$-dependent quantities. There has been a number of discussions regarding the nature of certain non-linear constraint among the charges. It was originally suggested in [42, 43] that the non-linear constraint on the charges is a requirement to avoid the presence of closed time-like curves on the supergravity solutions. From the field theory point of view, the constraint was motivated as a requirement to guarantee that the entropy remains a real quantity [3–5]. A more algebraic justification for the non-linear constraint was advanced in [44] in the context of AdS$_3$ black holes.

Our treatment naturally leads to a non-linear constraint among the charges, albeit for the $\beta$-shifted ones. Since we are working in the field theory context, our constraint also arises from the requirement of having a real entropy. It is worth noting that when we refer to the $\beta$-shifted charges we mean to keep $\beta$ as a place holder which is, in fact, determined in terms of the charges. Clearly, the final micro-canonical expression for the entropy should be purely in terms of the charges. However, for the purpose of keeping track of the effect of the $\beta$ expansion, it will suffice to understand general behaviors of the shifted charges rather than a full closed expression. It will be interesting to explore this problem further and obtain the full expression entirely and explicitly in terms of charges. In particular, such expression would give us more freedom to relax the reality condition, thus accessing the imaginary phase of the microcanonical SCI. With some abuse of terminology, one can think of this as the entropy picking up an imaginary part. Such a quantity has been interpreted in the numerical treatment of the microcanonical SCI of $\mathcal{N} = 4$ SYM in [45] (see also [46]). In this framework, the real part of the micro-canonical SCI defines the saddle point while, the imaginary part, determines certain frequency of oscillations. In view of this interpretation it would be interesting to explore more general regimes of charges that allow us to find a signature of the $\beta$ corrections in the imaginary part of the entropy.

We first present a general discussion and then particularize to the case of the SCI of ABJM theory.

### 5.1 Logarithmic in $\beta$ correction from change of ensemble

Let us generically denote by $Z_{GC}$ the partition function evaluated in the grand-canonical ensemble and by $Z_{MC}$ the partition function in the microcanonical ensemble, i.e., computed for fixed values of the charges.

We consider $D$ chemical potentials $\lambda_I$ ($i = 1, \cdots, D - 1$) satisfying the constraint,

$$\sum_{I=1}^{D-1} c_I \lambda_I + c_D \beta = n_0, \quad (5.1)$$

where $c_I$ are constants and we have defined $\mu_D = \beta$. Recall that we are interested in studying the Cardy-like expansion, the small $|\beta|$ regime. We implement the inverse Laplace trans-
form which takes us from the grand-canonical ensemble to the microcanonical ensemble

\[ Z_{MC}(Q,J) = \int d^{D-1}d\beta d\Lambda \exp \left[ \log Z_{GC} + \sum_{I=1}^{D-1} Q_I \lambda_I + \beta J + \Lambda \left( \sum_{I=1}^{D-1} c_I \lambda_I + c_D \beta - n_0 \right) \right], \tag{5.2} \]

where \( \Lambda \) is the Lagrange multiplier enforcing the constraint (5.1). We know the partition function in the grand-canonical ensemble takes the form

\[ \log Z_{GC} \bigg|_{\text{leading}} = S_E(\lambda, \beta), \tag{5.3} \]

which is homogeneous of degree one in \( \lambda, \beta \) and it scales as \( \beta^{-1} \). Let us focus on the leading regime (5.3) and study the subleading logarithmic contribution in \( \beta \) associated to the change of ensemble. We then write:

\[ Z_{MC}(Q,J) = \int d^{D-1}d\beta d\Lambda \exp \left[ S_E(\lambda, \beta) + \sum_{I=1}^{D-1} Q_I \lambda_I + J \beta + \Lambda \left( \sum_{I=1}^{D-1} c_I \lambda_I + c_D \beta - n_0 \right) \right]. \tag{5.4} \]

For large values of the charges we can approximate the integral (5.4) using the saddle point method which yields to the following equations:

\[ \frac{\partial S_E(\lambda, \beta)}{\partial \lambda_I} = -(Q_I + c_I \Lambda), \]
\[ \frac{\partial S_E(\lambda, \beta)}{\partial \beta} = -(J + c_D \Lambda), \]
\[ \sum_{I=1}^{D-1} c_I \lambda_I + c_D \beta = n_0. \tag{5.5} \]

For compactness, it will useful to denote \( J \equiv Q_D, \quad \beta \equiv \lambda_D \). The homogeneity of \( S_E(\lambda, \beta) \) implies the following crucial relation

\[ S_E(\lambda, \beta) = \sum_{I=1}^{D-1} \lambda_I \frac{\partial S_E(\lambda, \beta)}{\partial \lambda_I} + \beta \frac{\partial S_E(\lambda, \beta)}{\partial \beta}. \tag{5.6} \]

Evaluating at the saddle point values, we obtain

\[ S_E(\lambda^*, \beta^*) = -\sum_{I=1}^{D-1} \lambda_I^* (Q_I + c_I \Lambda) - \beta^* (J + c_D \Lambda), \tag{5.7} \]

such that the saddle point imposed on (5.4) yields

\[ Z_{MC} \approx \exp \left\{ -\sum_{I=1}^{D} \lambda_I^* (Q_I + c_I \Lambda) + \sum_{I=1}^{D} Q_I \lambda_I^* + \Lambda \left( \sum_{I=1}^{D} c_I \lambda_I^* - n_0 \right) - \frac{1}{2} \log \det (H) \right\} \tag{5.8} \]

\[ = e^{\nu_0 \Lambda - \frac{1}{2} \log \det (H)}. \]
The Hessian $H$ has the form

\[
H = \begin{pmatrix}
\frac{\partial^2 S_E}{\partial \lambda_1^2} & \cdots & \frac{\partial^2 S_E}{\partial \lambda_1 \partial \beta} & \frac{\partial^2 S_E}{\partial \lambda_1 \partial \Lambda} \\
\vdots & \ddots & \vdots & \vdots \\
\frac{\partial^2 S_E}{\partial \beta^2} & \cdots & \frac{\partial^2 S_E}{\partial \beta \partial \Lambda} & \frac{\partial^2 S_E}{\partial \Lambda^2}
\end{pmatrix}.
\] (5.9)

The scaling of $S_E(\lambda, \beta)$ as $\beta^{-1}$ implies the following scaling of $H$

\[
\det H \sim \det \begin{pmatrix}
\mathcal{O}(\beta^{-1}) & \cdots & \mathcal{O}(\beta^{-2}) & c_1 \\
\vdots & \ddots & \vdots & \vdots \\
\mathcal{O}(\beta^{-2}) & \cdots & \mathcal{O}(\beta^{-3}) & c_D \\
c_1 & \cdots & c_D & 0
\end{pmatrix} \sim \mathcal{O}(\beta^{-2(D-2)}).
\] (5.10)

Therefore, the logarithmic correction in $\beta$ associated to the change of ensemble is:

\[
\log Z_{MC} = n_0 \Lambda + (D - 2) \log \beta.
\] (5.11)

Our interest in the logarithmic in $\beta$ corrections arises from one of its potential interpretations. Namely, it is plausible to interpret the coefficient of $\log(\beta)$ as a sort of two-dimensional anomaly. Indeed, given $\log(\beta) = \log(R_{S1}/R_{S2}) = -\log(R_{S2}/\epsilon)$, one can think of $R_{S1}$ as a uv cutoff for the effective two-dimensional theory on $S^2$ of radius $R_{S2}$. It would be interesting to further pursue this interpretation in the framework\(^2\) of EFT. We have ignored $\log N$ corrections because we worked exclusively in the strict large $N$ limit. However, those $\log N$, contributions contain valuable physical information and would be worth determining.

### 5.2 Generic structure of Cardy-like corrections

So far we have dealt with the entropy function evaluated at leading order, that is, keeping only the $\mathcal{O}(\beta^{-1})$ in its small $|\beta|$ expansion. We have been able to probe the logarithmic $\beta$ correction associated to the change of ensemble and showed that it is strictly controlled by the number of independent chemical potentials in the theory. Now we would like to move on and study the possibility of including higher order corrections in $\beta$ and study how they modify the micro-canonical partition function that should yield the entropy of the dual black hole with electric charges $Q_I$ and angular momentum $J$. In this discussion we will assume some basic properties of the corrected entropy function and we shall explore their implications in the process of extracting the entropy. The properties we demand to be preserved upon inclusion of $\beta$-corrections are the following:

i) The homogeneity property of the entropy function is preserved once all perturbative corrections in $\beta$ have been included. Namely, both $\log Z_{GC}(\lambda, \beta)$ and $S_E(\lambda, \beta)$ are homogeneous of degree one.

\(^2\)We thank Lorenzo Di Prietro for insightful discussions on this topic.
ii) There are no further logarithmic corrections in \( \beta \) to the grand-canonical partition function.

The above set of properties is sufficient to determine the entropy, including its modifications once higher order \( \beta \)-corrections are incorporated. Let us then write:

\[
\log Z_{GC}(\lambda, \beta) = S_E(\lambda, \beta) K(\lambda, \beta),
\]

(5.12)

where \( K(\lambda, \beta) \) encodes the corrections and it has to reduce to 1 as \( \beta \to 0 \) by construction.\(^3\)

By virtue of i) we can prove that \( K(\lambda, \beta) \) must satisfy

\[
\sum_{l=1}^{D-1} \lambda_l \frac{\partial K(\lambda, \beta)}{\partial \lambda_l} + \beta \frac{\partial K(\lambda, \beta)}{\partial \beta} = 0,
\]

(5.13)

which follows from Euler theorem on homogeneous functions of degree one applied to both \( \log Z_{GC}(\lambda, \beta) \) and \( S_E(\lambda, \beta) \). In fact, there are infinitely many possible solutions to the partial differential equation (5.13), and they are given as:

\[
K(\lambda, \beta) = K\left(\frac{\lambda_l}{\lambda_1}, \frac{\beta}{\lambda_1}\right), \quad l = 2, \cdots, D - 1.
\]

(5.14)

To implement the saddle point approximation in the inverse Laplace transformation we need to solve:

\[
\begin{align*}
S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \lambda_I} + K(\lambda, \beta) \frac{\partial S_E(\lambda, \beta)}{\partial \lambda_I} + Q_I + c_I \Lambda &= 0, \quad I = 1, \cdots, D-1 \\
S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \beta} + K(\lambda, \beta) \frac{\partial S_E(\lambda, \beta)}{\partial \beta} + J + c_D \Lambda &= 0.
\end{align*}
\]

(5.15)

Rearranging (5.15) we can write:

\[
\begin{align*}
\frac{\partial S_E(\lambda, \beta)}{\partial \lambda_I} &= -\frac{1}{K(\lambda, \beta)} \left( Q_I + S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \lambda_I} + c_I \Lambda \right), \quad I = 1, \cdots, D-1 \\
\frac{\partial S_E(\lambda, \beta)}{\partial \beta} &= -\frac{1}{K(\lambda, \beta)} \left( J + S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \beta} + c_D \Lambda \right).
\end{align*}
\]

(5.16)

Let us define:

\[
\begin{align*}
\tilde{Q}_I &= \frac{1}{K(\lambda, \beta)} \left( Q_I + S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \lambda_I} \right), \quad I = 1, \cdots, D-1, \\
\tilde{J} &= \frac{1}{K(\lambda, \beta)} \left( J + S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \beta} \right), \\
\tilde{\Lambda} &= \frac{\Lambda}{K(\lambda, \beta)}.
\end{align*}
\]

(5.17)\(\quad\)

(5.18)\(\quad\)

(5.19)

We have that the derivatives of the leading entropy function have the same structure as they had in the strict cardy-like limit if we replace \( Q_I \to \tilde{Q}_I, J \to \tilde{J}, \Lambda \to \tilde{\Lambda} \). We then have:

\[
\begin{align*}
\frac{\partial S_E(\lambda, \beta)}{\partial \lambda_I} &= - (\tilde{Q}_I + c_I \tilde{\Lambda}), \quad I = 1, \cdots, D-1, \\
\frac{\partial S_E(\lambda, \beta)}{\partial \beta} &= - (\tilde{J} + c_D \tilde{\Lambda}).
\end{align*}
\]

(5.20)

\(^3\)Note that we can always find such \( K \) since it is just the ratio \( \frac{Z_{GC}(\lambda, \beta)}{S_E(\lambda, \beta)} \).
Recall that we need to solve for $\Lambda$ since it encodes the black hole entropy, therefore, we need to find a combination of the derivatives of $S_E(\lambda, \beta)$ that can be expressed purely in terms of $Q_I$, $J$ and $\Lambda$. This is the prescription followed in the strict Cardy-like limit in [1, 47, 48]. By writing (5.20) we have reduced the problem of finding the corrected entropy to the same problem solved at leading order, only this time in terms of shifted charges (5.17). This simple fact already imposes non-trivial constraints on the form of $K(\lambda, \beta)$ and its derivatives, since we want that the shifts of the charges reduce to zero in the $\beta \to 0$ limit. To be concrete, we demand that:

$$
S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \lambda_I} \bigg|_{\beta \to 0} = 0, \quad I = 1, \cdots, D - 1,
$$

$$
S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \beta} \bigg|_{\beta \to 0} = 0.
$$

The second condition should be analyzed more carefully, since it will be modified after shifting the chemical potentials as: $\lambda_I \to \lambda_I + \alpha_I \beta$, with $\alpha_I$ are such that $|\alpha_I| \sim 1, \, I = 1, \cdots, D - 1$. This can be seen at the level of the Laplace transform (5.4), where the above mentioned shifting can be absorbed into a redefinition of the angular momentum:

$$
J \to J + \sum_{I=1}^{D-1} \alpha_I Q_I
$$

We then have that the second condition in (5.21) should be modified as:

$$
S_E(\lambda, \beta) \frac{\partial K(\lambda, \beta)}{\partial \beta} \bigg|_{\beta \to 0} = - \sum_{I=1}^{D-1} \alpha_I Q_I.
$$

Equation (5.23) will be crucial for the evaluation the entropy in the context of the ABJM SCI.

**5.3 The $\beta$-corrected entropy of ABJM**

To obtain the entropy we need to perform an inverse Laplace transformation which reduces to a Legendre transformation in the large-$N$ limit. Originally, we have the chemical potentials $\lambda_I$ in terms of which we write:

$$
A(\lambda, \beta) = \log Z_{ABJM}(\lambda, \beta) + i \sum_{I=1}^{4} Q_I \lambda_I - \beta J + i \Lambda \left( \sum_{I=1}^{4} \lambda_I - 2\pi \right),
$$

where the function $A(\lambda, \beta)$ is the one we need to extremize in order to find the entropy. The coefficients of the chemical potentials have been chosen in accordance to (3.3). As we saw in previous sections, it will be convenient to shift the chemical potentials as $\lambda_I = \Delta_I - i \beta \frac{\beta}{2}$, which yields:

$$
A(\Delta, \beta) = \log Z_{ABJM}(\Delta, \beta) + i \sum_{I=1}^{4} Q_I \Delta_I - \beta \tilde{J} + i \Lambda \left( \sum_{I=1}^{4} \Delta_I - 2\pi - i \beta \right),
$$

$$
\tilde{J} = J - \frac{1}{2} \sum_{I=1}^{4} Q_I.
$$
Note that we have arrived to a situation as the one described at the end of subsection 5.2 with \( \alpha_I = \frac{1}{2}, \forall I = 1, \cdots, 4 \).

Collecting various results from subsection 3.4, if we set \( k = 1 \) in (3.48), we have the following expression for the SCI of ABJM including subleading corrections in \( \beta \):

\[
\log Z_{ABJM}(\Delta, \beta) = -\frac{i N^{3/2} \sqrt{2} \sqrt{\frac{\Delta_1 \Delta_2 (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2)) (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2)) (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2))}{(\Delta_1 + \Delta_2) (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2)) (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2))}}}{3 \beta}.
\]

(5.27)

Since we can always rewrite the result by making the replacement \( \pi \to \frac{1}{2}(\sum_{i=1}^{4} \Delta_i - i \beta) \), then the function \( \log Z_{ABJM} \) is homogeneous of degree one. We will exploit this property even though sometimes we leave the \( \pi \) in the formula for the sake of compactness. If we denote by \( S_E \) the leading result in the Cardy-like limit, then we can rewrite \( \log Z_{ABJM} \) as follows:

\[
\log Z_{ABJM}(\Delta, \beta) = S_E(\Delta, \beta) K(\Delta, \beta),
\]

\[
S_E(\Delta, \beta) = -i \sqrt{2} N^{3/2} \sqrt{\frac{\Delta_1 \Delta_2 (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2)) (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2)) (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2))}{(\Delta_1 + \Delta_2) (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2)) (4 \pi \beta^2 + 3(\Delta_1 + \Delta_2))}} \frac{3 \beta}{4 \pi \beta^2 + 3(\Delta_1 + \Delta_2)}. \]

(5.28)

\( K(\Delta, \beta) \) is completely symmetric under permutations of \( \Delta_{1,2} \), therefore the phase structure will not be captured.

The saddle point equations take the form:

\[
\frac{\partial S_E(\Delta, \beta)}{\partial \Delta_I} = -i (\bar{Q}_I + \tilde{\Lambda}), \quad I = 1, \cdots, 4
\]

\[
\frac{\partial S_E(\Delta, \beta)}{\partial \beta} = -(\bar{J} - \tilde{\Lambda}).
\]

(5.29)

Consider now the derivatives of \( S_E \):

\[
\frac{\partial S_E}{\partial \Delta_I} = -\frac{i N^{3/2} \sqrt{2} \sqrt{\Delta_1 \Delta_2 \Delta_3 \Delta_4}}{3 \sqrt{2} \beta \Delta_I}, \quad \frac{\partial S_E}{\partial \beta} = \frac{i \sqrt{2} N^{3/2} \sqrt{\Delta_1 \Delta_2 \Delta_3 \Delta_4}}{3 \beta^2}. \]

(5.30)

One can then verify that:

\[
0 = \prod_{I=1}^{4} \left( \frac{\partial S_E}{\partial \Delta_I} \right) + \frac{N^3}{72} \left( \frac{\partial S_E}{\partial \beta} \right)^2.
\]

(5.31)
This relation among the derivatives of $S_E$ crucially allowed to express $\Lambda$ purely in terms of charges and angular momentum, that is, the chemical potentials drop out of the equation. Concretely, (5.31) and (5.29) yield a polynomial equation of degree 5. The same line of reasoning goes through now, only that we have to use the corrected charges (5.17). Hence, we have:

$$\prod_{I=1}^{4} (\bar{Q}_I + \bar{\Lambda}) - \frac{N^3}{72} (\bar{J} - \bar{\Lambda})^2 = 0. \quad (5.32)$$

which can be rewritten as:

$$\prod_{I=1}^{4} (Q_I + \Lambda) - \frac{\hat{N}^3}{72} (\hat{J} - \Lambda)^2 = 0. \quad (5.33)$$

where we have redefined:

$$\hat{Q}_I = Q_I - i S_E(\Delta, \beta) \frac{\partial K(\Delta, \beta)}{\partial \Delta_I}, \quad I = 1, \cdots, 4$$

$$\hat{J} = \hat{J} + S_E(\Delta, \beta) \frac{\partial K(\Delta, \beta)}{\partial \beta}$$

$$\hat{N}^3 = N^3 K(\Delta, \beta)^2,$$

As emphasized in subsection 5.2, in order for the leading order result to be recovered from (5.33), we need that the derivatives of $K(\Delta, \beta)$ vanish at $\beta = 0$. This property can be directly checked using the explicit form of $K(\Delta, \beta)$ given in (5.28). In fact, now the conditions (5.21) with the appropriate modification given as (5.23) read:

$$S_E(\Delta, \beta) \frac{\partial K(\Delta, \beta)}{\partial \Delta_I} \bigg|_{\beta \to 0} = 0, \quad I = 1, \cdots, 4, \quad (5.35)$$

$$S_E(\Delta, \beta) \frac{\partial K(\Delta, \beta)}{\partial \beta} \bigg|_{\beta \to 0} = \frac{1}{2} \sum_{I=1}^{4} Q_I. \quad (5.36)$$

The first 4 relations in (5.35) are satisfied identically by $S_E(\Delta, \beta)$ and $K(\Delta, \beta)$ given in (5.28). The nontrivial information is now encoded in (5.36) since it provides a nontrivial relation between the critical values of $\Delta_I$ and $\beta$ and the charges $Q_I$.

A particularly interesting regime is the one already studied in [47] is the one corresponding to $Q_1 = Q_3, Q_2 = Q_4$ ($\Delta_1 = \Delta_3, \Delta_2 = \Delta_4$). In this regime, the condition (5.36) will allow to find a series expansion of the corrected entropy in powers of $\beta$ with coefficients expressed fully in terms of charges.

Let us then consider the simple situation $Q_1 = Q_3, Q_2 = Q_4$ in which case (5.31) yields:

$$9(\hat{Q}_1 + \hat{\Lambda})^2 (\hat{Q}_1 + \hat{\Lambda})^2 = -2 \hat{N}^3 (\hat{J} - \hat{\Lambda})^2 \quad (5.37)$$

that yields the following solution for $\Lambda$:

$$\Lambda = -\frac{i}{3} \sqrt{\frac{9\hat{Q}_1 \hat{Q}_2 (\hat{Q}_1 + \hat{Q}_2) - 2 \hat{N}^3 \hat{J}}{\hat{Q}_1 + \hat{Q}_2}} \quad (5.38)$$
Figure 2. The figure shows the absolute values of $\beta^*/\pi$ as a function of the charges normalized by a $N^{3/2}$ factor. We observe a plateau for large positive values of charges where $\beta^*/\pi$ becomes small and therefore can be consistently used as a perturbative parameter. Note that, for small values of the normalized charges, the critical value of $\beta$ approaches $-i\pi$, hinting to a potential relevance of the R-index.

Recall that $\Lambda$ is proportional to the black hole entropy. We thus find the main result of this section — a closed form for the entropy that includes all perturbative corrections in $\beta$ and takes the form of the leading expression but with shifted charges:

$$S = \frac{2\pi}{3} \sqrt{\frac{9 \hat{Q}_1 \hat{Q}_2 (\hat{Q}_1 + \hat{Q}_2) - 2 N^3 \hat{j}}{\hat{Q}_1 + \hat{Q}_2}}$$

(5.39)

The explicit expressions for the charges are given by (5.34) and the constraint in the second line of (5.39) guarantees the reality of the entropy provided $\hat{Q}_I, \hat{J}$ are real [47]. In general, the shifting of the charges may produce non trivial imaginary part. This seeming non-renormalization of the form of the entropy is reminiscent of a similar result for the topologically twisted index reported in [49], where the exact answer is obtained by certain shifts in the leading order expression.

The value of $\beta = \beta^*$ that solves (5.29) can be obtained in the simplified regime of two independent charges. Let us first try to find $\beta^*$ in the strict Cardy-like limit. For consistency, this critical value of $\beta$ should be such that it satisfies $|\beta| \ll 1$ for values of charges satisfying the constraint in (5.39). To implement this consistency check, let us analyze the critical values of chemical potentials in the strict Cardy-like limit. From equation (5.29) at leading order:

$$\frac{\sqrt{2}N^{3/2} \Delta_2^*}{\beta^*} = (Q_1 + \Lambda), \quad \frac{\sqrt{2}N^{3/2} \Delta_1^*}{\beta^*} = (Q_2 + \Lambda),$$

(5.40)
which yields:

\[ \Delta_1^* = -\frac{3\beta^*(Q_2 + \Lambda)}{\sqrt{2}N^{3/2}}, \quad \Delta_2^* = \frac{3\beta^*(Q_1 + \Lambda)}{\sqrt{2}N^{3/2}}, \]

\[ \beta^* = -\frac{2\pi N^{3/2}}{2N^{3/2} + 3i\sqrt{2}(Q_1 + Q_2 + 2\Lambda)} \]

where the value of \( \Lambda \) is obtained from (5.38) evaluated at the leading order in \( \beta \). In fact we find that there is a regime of charges that always leads to a value of \( |\beta^*| \ll 1 \), hence being a sound perturbative parameter. In terms of \( N, Q_1, Q_2 \) we have:

\[ \beta^* = -\frac{2\pi N^{3/2}}{2N^{3/2} + i\sqrt{2}\left(3(Q_1 + Q_2) - 2i\sqrt{9Q_1Q_2 + N^3} - \sqrt{N^6 + 18N^4Q_1Q_2}\right)} \]

In figure 2 we plot the absolute value of \( \beta^*/\pi \) in terms of appropriately normalized charges. For increasing positive values of the charges, we see that the critical values \( |\beta^*/\pi| \ll 1 \) which is consistent with using \( \beta \) as a perturbative parameter in the Cardy-like expansion. Note that, for small values of the normalized charges, the critical value of \( \beta \) approaches \( -i\pi \). Strictly speaking, we should interpret this as a breakdown of the perturbative regime in terms of \( \beta \). Nevertheless, it is worth pointing out that this regime seems to single out a value of \( \beta \) more suitable to be attained by using the \( R \)-charge index defined in section 2.

6 Conclusions

In this manuscript we have explored an explicit evaluation of the SCI of three-dimensional \( \mathcal{N} = 2 \) supersymmetric field theories following its presentation via supersymmetric localization on \( S^1 \times S^2 \). We have explicitly discussed the ABJM theory as an emblematic example. One significant goal we set was to study the index beyond the strict Cardy-limit, that is, to understand corrections in a small-\( \beta \) expansion where \( \beta \) is the ratio of the radius of \( S^1 \) to the radius of \( S^2 \). As one of our main results we found that, when taking the large-\( N \) limit first, the Cardy expansion of the effective action yielding the SCI truncates in the sense that it only contains terms proportional to \( 1/\beta \) and \( \beta^i=0,1,2 \). We have seen evidence (see appendix A) that as we depart from the strict limit \( \beta \to 0 \), certain non-perturbative contributions of the form \( e^{-1/\beta} \) arise. In equation (3.48) we present a large-\( N \) evaluation of the SCI for ABJM that is perturbatively exact in \( \beta \). The generic behavior for finite \( \beta \) and finite \( N \), could arguably be the culprit for the lack of a standard two-dimensional effective field theory interpretation. It is worth highlighting that the truncation in the small \( \beta \) expansion takes place when we first take the large-\( N \) limit. This circumstance is quite different from the four-dimensional SCI where the truncation takes places for any finite \( N \).

In section 5 we explore the implications of our evaluation of the index on the dual black hole entropy. We computed an interesting contribution of proportional to \( \log \beta \) that arises from ensemble changing. Our main result in this direction is given by equation (5.39) which is an expression for the entropy that is perturbatively exact in \( \beta \) and takes the form of the leading order entropy but with the charges appropriately shifted.
There are a number of interesting open questions that our work motivates. Arguably the most natural one relates to an EFT interpretation of the results along the lines of the EFT interpretation of the 4d SCI advanced in [21]. It is conceptually natural to think that if we consider a 3d theory on $S^1 \times S^2$ and take the ratio of the $S^1$ radius to the radius of $S^2$ to be quite small, we expect that the resulting theory would organize itself as a two-dimensional theory on $S^2$. The fact that we obtained a sharp picture only after taking the large-$N$ limits obscures the EFT interpretation suggesting that an EFT interpretation is not readily present for finite $N$. At a technical level we can point to the crucial role, in determining the 3d SCI as an observable, that the non-perturbative contribution due to the sum over magnetic color fluxes plays. It would be interesting to elucidate this issue in more detail. One approach to clarifying the situation in field theory would be to retreat to the supergravity setup where some progress has been achieved in the 4d context [21, 50]. We hope to report on this effort in the future.

We have also explored how this small-$\beta$ corrections affect the entropy of the dual black hole. Interestingly, we have found that the corrected entropy preserves its leading order form once the charges are appropriately shifted; a similar result applies for the nonlinear constraint among the charges. Preserving the leading form with shifted charges is tantalizingly similar to a finite $N$ analysis of ABJM where the exact expression was given by the appropriately shifted leading order expression [51]. It would be interesting to understand these corrections directly on the gravitational side. The methods used in the paper could, in principle, be expanded to determine the form of the logarithmic in $N$ corrections to the entropy.

Another interesting direction to explore exploits the fact that the black hole entropy can be understood microscopically from the CFT$_3$ point of view, as we did here, but also via the Kerr/CFT$_2$ correspondence in the near-horizon region. It would be quite interesting to understand the role of the small-$\beta$ corrections from the point of view of the Kerr/CFT$_2$ and, more ambitiously, tackle the clarification of Kerr/CFT$_2$ as embedded in the context of AdS$_4$/ABJM.
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A q-Pochhammer identities

Among 3d indices, the q-Pochhammer symbol is ubiquitous. In this section, we perform some manipulations towards a useful identity for analyzing their Cardy-like limit $\beta \to 0$. The main relation, which can be viewed as a slight generalization of a lemma due to Garoufalidis and Zagier \cite{52}, reads:

$$ (zq^a; q^2) = \exp \left( -\frac{1}{2\beta} \sum_{r=0}^{\infty} B_r \left( 1 - \frac{a}{2} \right) \frac{(2\beta)^r}{r!} \text{Li}_{2-r}(z) \right), \quad (A.1) $$

where $q = e^{-\beta}$. Unfortunately, this series in $r$ will always diverge for $\beta > 0$. In our analysis, this breakdown in the $\beta$-expansion underpins the need for a large-$N$ expansion which effectively truncates the $\beta$-expansion.

To establish (A.1), we take the logarithm of the q-Pochhammer symbol and apply its definition for $|z| < 1, q < 1$, and then perform a series of formal manipulations:

$$ \log(zq^a; q^2) = \sum_{n=0}^{\infty} \log \left( 1 - ze^{-\beta(a+2n)} \right) \quad (A.2) $$

$$ = -\sum_{n=0}^{\infty} \sum_{k=1}^{\infty} \frac{1}{k} \left( ze^{-\beta(a+2n)} \right)^k \quad (A.3) $$

$$ = -\sum_{k=1}^{\infty} \frac{1}{k} ze^{-a\beta k} \sum_{n=0}^{\infty} e^{-2\beta kn} \quad (A.4) $$

$$ = -\sum_{k=1}^{\infty} \frac{1}{k} ze^{-a\beta k} \frac{e^{2\beta k}}{e^{2\beta k} - 1} \quad (A.5) $$

$$ = -\sum_{k=1}^{\infty} \frac{1}{k} \frac{1}{2\beta k} \frac{1}{e^{2\beta k} - 1}. \quad (A.6) $$

In the last line, the expression has been brought into the form of the generating functional for the Bernoulli Polynomials:

$$ \frac{te^{xt}}{e^t - 1} = \sum_{r=0}^{\infty} B_r(x) \frac{t^r}{r!}. \quad (A.7) $$

Using (A.7) for $t = 2\beta k$ and $x = 1 - a/2$ yields

$$ \log(zq^a; q^2) = -\sum_{k=1}^{\infty} \frac{1}{k} \frac{1}{2\beta k} \sum_{r=0}^{\infty} B_r \left( 1 - \frac{a}{2} \right) \frac{(2\beta)^r}{r!} \quad (A.8) $$

$$ = -\sum_{k=1}^{\infty} \frac{1}{k^2} \frac{1}{2\beta} \sum_{r=0}^{\infty} B_r \left( 1 - \frac{a}{2} \right) \frac{(2\beta)^r}{r!} \quad (A.9) $$

$$ = -\frac{1}{2\beta} \sum_{r=0}^{\infty} B_r \left( 1 - \frac{a}{2} \right) \frac{(2\beta)^r}{r!} \text{Li}_{2-r}(z). \quad (A.10) $$

We can then re-exponentiate both sides to recover the claimed (A.1).
To see that (A.1) diverges for any $\beta > 0$, and to get a sense for an appropriate cutoff in $r$, we first consider the summands, defined as

$$c_r \equiv B_r \left(1 - \frac{a}{2}\right) \frac{(2\beta)^r}{r!} \text{Li}_{2-r}(z). \tag{A.11}$$

Due to the growth of the Bernoulli polynomials, the $c_r$ contributions for odd $r$ are dominant, so to perform a rough ratio test, we consider the ratio $c_{r+2}/c_r$ for odd $r$, and consider the leading terms for large $r$ and around $z \sim 1$:

$$\frac{c_{r+2}}{c_r} = \frac{B_{r+2} \left(1 - \frac{a}{2}\right)}{B_r \left(1 - \frac{a}{2}\right)} \frac{(2\beta)^2}{r!} \text{Li}_{2-r}(z) \tag{A.12}$$

$$\approx \frac{2 + r B_{r+1}}{B_{r-1}} \frac{r(r-1)}{(r+1)(r+2)(z-1)^2} (2\beta)^2 \tag{A.13}$$

$$\approx \frac{2 + r}{r} \frac{(r+1)^2}{2\pi e} \left(\frac{r}{r-1}\right)^{r-1/2} \frac{(2\beta)^2}{(r+1)(r+2)(z-1)^2} \tag{A.14}$$

$$\approx \left(\frac{\beta}{e\pi(z-1)}\right)^2 \frac{(r+1)^{r+1/2}}{(r-1)^{r-3/2}} \tag{A.15}$$

$$\approx \left(\frac{\beta r}{\pi(z-1)}\right)^2. \tag{A.16}$$

Notice that for general $\beta$ and $z$, for sufficiently large $r$ this ratio will grow and the series will diverge. To establish a reasonable cutoff $R$, we should look for the largest value of $R$ such that the magnitude of this ratio is less than 1, so that

$$c_{R+2}/c_R \approx \left(\frac{\beta R}{\pi t}\right)^2 = 1 \quad \rightarrow \quad R \sim \frac{|z - 1|\pi}{\beta}. \tag{A.17}$$

Despite the roughness of this analytic argument, the general lesson is born out numerically: the series will consistently diverge. Particularly, when $z$ is close to 1 and when $\beta$ is far from 0, the series diverges faster, and the ideal cutoff $R$ decreases.

As a numerical example of this behavior, we set $a = \frac{1}{2}, z = e^{-2} \approx 0.135$ and plot the behavior and error of the partial sums:

$$P_R(\beta) = -\frac{1}{2\beta} \sum_{r=0}^{R} B_r \left(1 - \frac{a}{2}\right) \frac{(2\beta)^r}{r!} \text{Li}_{2-r}(z), \tag{A.18}$$

so that according to (A.1), these partial sums would hope to approximate $\log(zq^a; q^2)$ and are simply truncations of the $\beta$-expansion of $\log(zq^a; q^2)$ at order $O(\beta^R)$:

$$\log(zq^a; q^2) = P_R(\beta) + O(\beta^R). \tag{A.19}$$

These $P_R(\beta)$ are then plotted along with $\log(zq^a; q^2)$ in figure 3. We can observe first that when $\beta$ is small the approximation can work well, but as either the cutoff $R$ or $\beta$ increase, there is greater deviation, as (A.17) suggests.

To refine our understanding of the deviations, in figure 4 we directly plot the error of each approximation, $|P_R(\beta) - \log(zq^a; q^2)|$. We can see the identity of the ideal cutoff shift
Successive approximations $P_R(\beta)$ to $\log(zq^a; q^2)$ are plotted for $z = e^{-2}, a = \frac{1}{2}$. Each $P_R(\beta)$ includes terms up to $O(\beta^R)$ in the perturbative expansion (A.1). For clarity, $-\text{Re}[P_R(\beta)]$ and $-\text{Re}[\log(zq^a; q^2)]$ are plotted.

The log plot of the difference between $\log(zq^a; q^2)$ and its truncated series expansions in $\beta$, $P_R(\beta)$. The bottom-right nonperturbative region shows that no cutoff will come within a certain range of the true answer.

as $R \sim \beta^{-1}$ and the presence of a persistent error in the $\beta$-expansion. This indicates a nonperturbative component of $\log(zq^a; q^2)$ which any $\beta$-expansion will fail to capture.

From the expansion of the q-Pochhammer symbol, we can find a related identity:

$$\sum_{n=0}^{\infty} \text{Li}_2(zq^{a+2n}) = \frac{1}{2\beta} \sum_{r=0}^{\infty} B_r \left(1 - \frac{a}{2}\right) \frac{(2\beta)^r}{r!} \text{Li}_{3-r}(z).$$

(A.20)
For this, we use that

\[ \text{Li}_2(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^2} = \sum_{k=1}^{\infty} \int_0^1 \frac{dp}{p} \frac{(pz)^k}{k} = \int_0^1 \frac{dp}{p} \text{Li}_1(pz). \]  

(A.21)

So that

\[ \sum_{n=0}^{\infty} \text{Li}_2 \left( z q^{a+2n} \right) = \int_0^1 \frac{dp}{p} \sum_{n=0}^{\infty} \text{Li}_1 \left( pz q^{a+2n} \right) \]

\[ = - \int_0^1 \frac{dp}{p} \log(pz q^a; q^2) \]

\[ = \frac{1}{2\beta} \sum_{r=0}^{\infty} B_r \left( 1 - \frac{a}{2} \right) \frac{(2\beta)^r}{r!} \int_0^1 \frac{dp}{p} \text{Li}_{2-r}(pz) \]

\[ = \frac{1}{2\beta} \sum_{r=0}^{\infty} B_r \left( 1 - \frac{a}{2} \right) \frac{(2\beta)^r}{r!} \text{Li}_{3-r}(z) \]  

(A.22)

(A.23)

(A.24)

where we have applied the identity for the expansion of the q-Pochhammer symbol.

B Details of large-\( N \) limit

Central to our analysis are certain “localization arguments” that we claim capture the large \( N \) behavior of double sums that appear in the index. Here, we provide derivations of these results, while doing our best to control the errors in \( N \) that arise, as well as provide some numerical evidence justifying the legitimacy of the manipulations.

Specifically, the main result of this appendix is to find a large \( N \) expansion of the following double sum:

\[ S_{a,b} = \sum_{a=1}^{N} \sum_{b=1}^{N} \text{Li}_1 \left( e^{i(h_1(x_a)+h_2(x_b))} - N^a [x_{ab}] \right) \]

\[ = 2N^{2-a} \int dx \rho(x)^2 \text{Li}_2 \left( e^{i(h_1(x)+h_2(x))} \right) - \frac{N^a}{6} \int dx \text{Li}_0 \left( e^{i(h_1(x)+h_2(x))} \right) \]

\[ - N^{2-2a} \left( \rho(x_1)^2 \text{Li}_3 \left( e^{i(h_1(x_1)+h_2(x_1))} \right) + \rho(x_N)^2 \text{Li}_3 \left( e^{i(h_1(x_N)+h_2(x_N))} \right) \right). \]  

(B.1)

(B.2)

(B.3)

In this section, we aim only to keep terms of order \( O(N) \), although we recover a critical singularity at order \( O(N^{1/2}) \) which informs our saddle point analysis.

B.1 Manipulations

To analyze this sum, we represent possible choices of \( x_a \) with a non-decreasing function \( x(a) \) defined so that \( x(a) = x_a \) at each \( a = 1, \ldots, N \). The function \( \rho(x) \) is then defined as

\[ \rho(x) = \frac{1}{N} \left( \frac{dx}{da} \right)^{-1}. \]  

(B.4)

We will assume that as we take \( N \to \infty \), the configurations \( x_a \) that we consider will converge to a smooth function \( \rho(x) \) which is independent of \( N \) up to exponentially small corrections in \( N \). Eq. (B.43) gives an explicit example where this limit applies.
To treat this situation, a common approach is to replace the sums present with integrals over the now continuum variable \( x \). The key tool that enables us to do this is the Euler-Maclaurin formula, which contains boundary corrections to this prescription which turn out to be critical to our analysis. There are two related versions of this expansion, both of which we will make use of:

\[
\sum_{i=m+1}^{n} f(i) = \int_{m+1}^{n} f(x)dx + \frac{f(n)+f(m+1)}{2} + \sum_{k=1}^{\infty} \frac{B_{2k}}{(2k)!} \left( f^{(2k-1)}(n) - f^{(2k-1)}(m+1) \right) \tag{B.5}
\]

\[
\sum_{i=m+1}^{n} f(i) = \int_{m}^{n} f(x)dx + \frac{f(n)-f(m)}{2} + \sum_{k=1}^{\infty} \frac{B_{2k}}{(2k)!} \left( f^{(2k-1)}(n) - f^{(2k-1)}(m) \right). \tag{B.6}
\]

Owing to the rapid growth of the Bernoulli numbers \( B_{2k} \), this series will diverge. However, higher derivative terms are suppressed by powers of \( N \), so in our large \( N \) analysis, we will only consider the first derivative boundary corrections.

To analyze the sum (B.1), we first decompose the polylogarithm into \( k \)-modes:

\[
\sum_{a=1}^{N} \sum_{b=1}^{N} \text{Li}_1 \left( e^{ik(h_1(x_a) + h_2(x_b))} - N^a |x_{ab}| \right) = \sum_{a=1}^{N} \sum_{b=1}^{N} \sum_{k=0}^{\infty} \frac{1}{k} e^{ik(h_1(x_a) + h_2(x_b))} - kN^a |x_{ab}| \tag{B.7}
\]

\[
= \sum_{k=0}^{\infty} \frac{1}{k} \sum_{a=1}^{N} \sum_{b=1}^{N} f_k(a,b) \tag{B.8}
\]

where

\[
f_k(a,b) = e^{ik(h_1(x_a) + h_2(x_b))} - kN^a |x_{ab}| \tag{B.9}
\]

Our strategy will then be to first evaluate the double sums over the individual \( f_k(a,b) \) and then at the end resum over \( k \).

Towards this, we first split the double sum into two parts:

\[
\sum_{a=1}^{N} \sum_{b=1}^{N} f_k(a,b) = \sum_{a=1}^{N} \left[ \frac{f_k(a,a)}{2} + \sum_{b=a+1}^{N} f_k(a,b) \right] + \sum_{a=1}^{N} \left[ \frac{f_k(a,a)}{2} + \sum_{b=1}^{a-1} f_k(a,b) \right] \tag{B.10}
\]

\[
\equiv S_{k,a<b} + S_{k,a>b}. \tag{B.11}
\]

We may then apply the Euler-Maclaurin formula (B.6) to the inner sum over \( b \) of \( S_{k,a<b} \) to find

\[
S_{k,a<b} = \sum_{a=1}^{N} \left[ \frac{f_k(a,a)}{2} + \int_{a}^{N} df_k(a,b) + \frac{f_k(a,N) - f_k(a,a)}{2} \right. \right.
\]

\[
+ \frac{1}{12} \left( \partial_2 f_k(a,N) - \partial_2 f_k(a,a) \right) \tag{B.12}
\]

\[
= \sum_{a=1}^{N} \left[ \int_{a}^{N} df_k(a,b) - \frac{1}{12} \partial_2 f_k(a,a) \right] \tag{B.13}
\]

where \( \partial_2 f_k(a,b) \) denotes the derivative of the second argument of \( f_k(a,b) \) and the \( \partial_2 f_k(a,N) \) and \( f_k(a,N) \) terms have been dropped with the foresight that they will not contribute at
order $O(N)$. The $\partial_2 f_k(a, a)$ term will in fact also not contribute at order $O(N)$, but yields an important singularity at order $O(N^\alpha)$, so we will bring it along the manipulations.

We first consider the integral term. This inner integral is what ultimately induces the localization to the diagonal where $a = b$. We first change variables of the integral to $x$, and so pick up our density $\rho(x)$:

$$
\int_a^N db f_k(a, b) = \int_a^N dx \frac{db}{dx} e^{ik(h_1(x)+h_2(x))} e^{-kN^\alpha|x_a-x|}
$$

(B.14)

$$
= N \int_a^N dx \rho(x) e^{ik(h_1(x)+h_2(x))} e^{-kN^\alpha(x-x_a)}
$$

(B.15)

since we have restricted to the region $a < b$, we have also been able to replace the absolute value. At this stage, the key trick for localization is to Taylor expand the non-exponential portion of the integrand around $x = x_a$. After much manipulation, this yields

$$
\int_a^N db f_k(a, b) = Ne^{ikh_1(x_a)} \sum_{l=0}^\infty \frac{\partial^l}{\partial a^l} \left[ \rho(x) e^{ikh_2(x)} \right]_{x=x_a} \left( \frac{x-x_a}{l!} \right) e^{-kN^\alpha(x-x_a)}
$$

(B.16)

$$
= Ne^{ikh_1(x_a)} \sum_{l=0}^\infty \frac{\partial^l}{\partial a^l} \left[ \rho(x) e^{ikh_2(x)} \right]_{x=x_a} \int_a^N dx \left( \frac{x-x_a}{l!} \right) e^{-kN^\alpha(x-x_a)}
$$

(B.17)

$$
= Ne^{ikh_1(x_a)} \sum_{l=0}^\infty \frac{\partial^l}{\partial a^l} \left[ \rho(x) e^{ikh_2(x)} \right]_{x=x_a} \frac{1}{l!} \frac{\partial^l}{\partial x^l} \left[ \int_a^N dx e^{-kN^\alpha(x-x)} \right] e^{-kN^\alpha(x-x_a)}
$$

(B.18)

$$
= Ne^{ikh_1(x_a)} \sum_{l=0}^\infty \frac{\partial^l}{\partial a^l} \left[ \rho(x) e^{ikh_2(x)} \right]_{x=x_a} \frac{1}{l!} \frac{\partial^l}{\partial x^l} \left[ \frac{1-e^{-kN^\alpha(x-x_a)}}{kN^\alpha} \right]
$$

(B.19)

At this point, we can notice that each term in $l$ comes with a suppression of $N^\alpha$. If we are only interested in terms which contribute to $O(N)$, and for many theories we consider $\alpha = \frac{1}{2}$, only the $l = 0$ and $l = 1$ terms of this series will be relevant. Writing those out, we have

$$
\int_a^N db f_k(a, b) = \frac{N^{1-\alpha}}{k} \rho(x_a) e^{ik(h_1(x)+h_2(x))} \left( 1 - e^{-kN^\alpha(x-x_a)} \right)
$$

(B.20)

$$
+ \frac{N^{1-2\alpha}}{k^2} e^{ik(h_1(x)+h_2(x))} \left( \rho'(x_a) + \rho(x) ikh'_2(x_a) \right) \partial_k \left[ \frac{1-e^{-kN^\alpha(x-x_a)}}{kN^\alpha} \right]
$$

(B.21)

At this stage, we note that the other half of the sum $S_{k,a>b}$ can be found from $S_{k,a<b}$ under the replacement $x_b \to x_{N-b}$. Because of this, the same manipulation will flip the sign of first order derivatives like $\rho'(x_a)$ and $h'_2(x_a)$ that we encounter. Since we will be adding the result for $S_{k,a>b}$, these terms will then cancel and we can drop the $l = 1$ contribution (B.21) altogether.

We can now return our attention to (B.13) and treat the outer sum over $a$ with the form (B.5) of the Euler-Maclaurin formula. In this case, however, all of the boundary correction terms will contribute at order below $O(N)$, so we simply replace the sum with
an integral:

\[
S_{k,a<b} = \int_1^N da \left[ \frac{N^{1-\alpha}}{k} \rho(x_a) e^{ik h_1(x_a) + h_2(x_a)} \left( 1 - e^{-kN^\alpha(x_N - x_a)} \right) - \frac{1}{12} \partial_2 f_k(a,a) \right]
\]

(B.22)

\[
= \int_{x_1}^{x_N} dx \rho(x) \left[ \frac{N^{1-\alpha}}{k} \rho(x) e^{ik h_1(x) + h_2(x)} \left( 1 - e^{-kN^\alpha(x_N - x)} \right) - \frac{1}{12} \partial_2 f_k(a,a) \right]
\]

(B.23)

\[
= \frac{N^{2-\alpha}}{k} \int dx \rho(x)^2 e^{ik h_1(x) + h_2(x)}
\]

(B.24)

\[
- \frac{N^{2-\alpha}}{k} \int_{x_1}^{x_N} dx \rho(x)^2 e^{ik h_1(x) + h_2(x)} e^{-kN^\alpha(x_N - x)}
\]

We may also compute that

\[
\partial_2 f_k(a,a) = \left. \frac{dx}{db} \partial_x \left[ e^{ik(h_1(x_a) + h_2(x_a))} - kN^\alpha(x-x_a) \right] \right|_{x=x_a}
\]

(B.30)

\[
= \left. \frac{1}{\rho(x_a)N} \left[ e^{ik(h_1(x_a) + h_2(x_a))} kN^\alpha + ik h'_2(x_a) e^{ik(h_1(x_a) + h_2(x_a))} \right] \right|_{x=x_a}
\]

(B.31)

The second term here will not contribute at leading order. If we add the analogous result for the other half \( S_{k,a>b} \), we may assemble the large \( N \) expansion:

\[
\sum_{a=1}^N \sum_{b=1}^N f_k(a,b) = \frac{2N^{2-\alpha}}{k} \int dx \rho(x)^2 e^{ik h_1(x) + h_2(x)} - \frac{kN^\alpha}{6} \int dx e^{ik h_1(x) + h_2(x)}
\]

(B.32)

\[
- \frac{N^{2-2\alpha}}{k^2} \left( \rho(x_1)^2 e^{ik h_1(x_1) + h_2(x_1))} + \rho(x_N)^2 e^{ik h_1(x_N) + h_2(x_N)} \right)
\]

(B.33)
If we then perform the sum over $k$, we obtain the final result:

\[
\sum_{a=1}^{N} \sum_{b=1}^{N} \operatorname{Li}_1 \left( e^{i(h_1(x_a) + h_2(x_b)) - N^\alpha |x_{ab}|} \right) = \sum_{k=0}^{\infty} \frac{1}{k^2} \sum_{a=1}^{N} \sum_{b=1}^{N} f_k(a, b) \tag{B.34}
\]

\[
= \sum_{k=0}^{\infty} \left[ 2N^{2-\alpha} \int dx \rho(x) \frac{1}{k^2} e^{ik(h_1(x) + h_2(x))} - \frac{N^\alpha}{6} \int dx e^{ik(h_1(x) + h_2(x))} \right] \tag{B.35}
\]

\[
- N^{2-2\alpha} \left( \rho(x_1)^2 \frac{1}{k^3} e^{ik(h_1(x_1) + h_2(x_1))} + \rho(x_N)^2 \frac{1}{k^3} e^{ik(h_1(x_N) + h_2(x_N))} \right) \tag{B.36}
\]

\[
= 2N^{2-\alpha} \int dx \rho(x)^2 \operatorname{Li}_2 \left( e^{i(h_1(x) + h_2(x))} \right) - \frac{N^\alpha}{6} \int dx \operatorname{Li}_0 \left( e^{i(h_1(x) + h_2(x))} \right) \tag{B.37}
\]

\[
- N^{2-2\alpha} \left( \rho(x_1)^2 \operatorname{Li}_3 \left( e^{i(h_1(x_1) + h_2(x_1))} \right) + \rho(x_N)^2 \operatorname{Li}_3 \left( e^{i(h_1(x_N) + h_2(x_N))} \right) \right) \tag{B.38}
\]

Since

\[
\operatorname{Li}_0(e^{iz}) \sim \frac{i}{z} \tag{B.39}
\]

We see that there is indeed a singularity at $h_1(x) + h_2(x) = 0$ at order $O(N^\alpha)$.

### B.2 Gauge node term

The large $N$ expansion of the gauge node term requires a slightly different approach than the method above aimed at the chiral contributions. The sum in question is now

\[
\sum_{a \neq b} \operatorname{Li}_1 \left( e^{iy_{ab} - N^\alpha |x_{ab}|} \right) \tag{B.40}
\]

as well as the same sum with $\tilde{y}$ instead of $y$.

With this sum it is also possible to simply use the result of (B.1) and subtract off the $a = b$ terms since both are singular. Instead, it is necessary to repeat the process of applying the Euler-Maclaurin formula except now choosing the form (B.5) to represent the inner sum. This ensures that the integral does not run all the way to the diagonal where it will diverge.

If this (equally long) path is followed, then the same leading contribution as in the chiral case is obtained. The subleading in $N$ terms do then exhibit divergences, but they are in fact divergences in $N$ which yield $N \log N$ terms. Due to the lack of singularities in $\delta y(x)$, these effects should not be included in $\mathcal{L}_{\text{ABJM}}^{(\text{sub})}$. Another way to understand that the final result does not depend upon $y$ or $\tilde{y}$ is that the double sums naturally localize to the $a = b$ diagonal, where $y_{ab} \equiv \tilde{y}_{ab} \equiv 0$, so there is no variation in those variables available to even realize a singularity.

Ultimately, the relevant contribution to the Lagrangian is simply the leading term:

\[
\sum_{a \neq b} \left[ \operatorname{Li}_1 \left( e^{iy_{ab} - N^\alpha |x_{ab}|} \right) + \operatorname{Li}_1 \left( e^{i\tilde{y}_{ab} - N^\alpha |x_{ab}|} \right) \right]
\]

\[
= \int dx 2\rho(x)^2 N^{2-\alpha} \operatorname{Li}_2(1) = \frac{\pi}{3} N^{3/2} \int dx \rho(x)^2 \tag{B.41}
\]
B.3 Numerical checks

To check that these large $N$ manipulations have indeed yielded the correct results, we can perform some numerical experiments. While we cannot perform exhaustive checks, we have considered multiple examples, some of which we report in this section. As $N \to \infty$, we must define choices of $x_a$ for $a = 1, \ldots, N$ which converge to a fixed distribution $\rho(x)$. We consider a piecewise-linear example of $\rho(x)$, keeping with the form of the distribution that we find for ABJM. Specifically, we choose

$$
\rho(x) = \begin{cases} 
0 & x \in (-\infty, -1) \cup (1, \infty) \\
1 + x & x \in [-1, 0] \\
1 - x & x \in (0, 1]
\end{cases}
$$

(B.42)

And our choices of $x_a$ which will converge to this distribution are

$$
x_a = \begin{cases} 
-1 + \sqrt{\frac{2a-1}{N}} & a \leq \frac{N}{2} \\
1 - \sqrt{\frac{2(N-a)-1}{N}} & a > \frac{N}{2}
\end{cases}
$$

(B.43)

To check (B.1), we will choose $h_1(x) = x^2$, $h_2(x) = -x$, and $\alpha = \frac{1}{2}$. With this choice, we would like to check the result that

$$
\sum_{a,b} \text{Li}_1 \left( e^{i(x_a^2-x_b) - N^{1/2}|x_{ab}|} \right) = \left[ \int \rho(x)^2 \text{Li}_2 \left( e^{i(x^2-x)} \right) dx \right] 2N^{3/2}
$$

(B.44)

$$
= 2(0.8562 + 0.057i)N^{3/2} + o(N)
$$

(B.45)

To check this, we can explicitly evaluate the sum and compare against our claim. As shown in figure 5, an error of scale $O(N^{1/2})$ is observed. This is evidence that we have properly recovered the $O(N^{3/2})$ and $O(N)$ behavior.

To demonstrate the validity of the $O(N^{2-2n})$ term in (B.1), we must consider a distribution which does not go to zero at its endpoints. One choice for this could be the uniform distribution on $x \in [0, 1]$. A corresponding choice of $x_a$ that converges to this distribution could then be $x_a = \frac{a}{N}$. We will also consider constant $h_1(x) = h_2(x) = \frac{x}{2}$ and again $\alpha = \frac{1}{2}$. In this case, our claimed large $N$ expansion would be

$$
\sum_{a,b} \text{Li}_1 \left( e^{iy-N^{1/2}|\frac{a}{N} - \frac{b}{N}|} \right) = 2N^{3/2} \int dx \rho(x)^2 \text{Li}_2 \left( e^{iy} \right) - \frac{N^{1/2}}{6} \int dx \text{Li}_0 \left( e^{iy} \right)
$$

(B.46)

$$
- N \left( \rho(x_1)^2 \text{Li}_3 \left( e^{iy} \right) + \rho(x_N)^2 \text{Li}_3 \left( e^{iy} \right) \right)
$$

(B.47)

$$
= 2N^{3/2} \text{Li}_2 \left( e^{iy} \right) - \frac{N^{1/2}}{6} \text{Li}_0 \left( e^{iy} \right) - 2N \text{Li}_3 \left( e^{iy} \right) + o(N)
$$

(B.48)

In figure 6 this claim is tested for $y = 0.2$, and again an $O(N^{1/2})$ error is observed, implying that both the $O(N^{3/2})$ and $O(N)$ behavior of the term have been correctly described.
Figure 5. Plot of the error of our claimed large-$N$ expression for (B.45), evaluated at $N \in \{200, \ldots, 1000\}$. The error of only the real part is plotted to avoid branch-cut issues. The blue line indicates $O(N^{1/2})$ growth, green is $O(N)$, and orange is $O(N^{3/2})$. The error appears to be of order $O(N^{1/2})$.

Figure 6. Plot of the error of our claimed large-$N$ expression for (B.48), evaluated at $N \in \{200, \ldots, 1000\}$ and colored as in figure 5. The error appears to again be of order $O(N^{1/2})$. 
C Spontaneous breaking of permutation symmetry

If we assume that on the left and right tails, the solution approaches \( y = -\Delta_4 \) and \( y = \Delta_2 \) respectively, we then find the left tail solution:

\[
\delta y^{(l)}(x) = -\Delta_4 + O(e^{-N}), \quad \rho^{(l)}(x) = \frac{k(\mu + x\Delta_4)}{\frac{4}{3}\pi \beta^2 + (\Delta_3 + \Delta_4)(\Delta_1 + \Delta_4)(\Delta_3 - \Delta_4)}, \tag{C.1}
\]

and the right tail solution:

\[
\delta y^{(r)}(x) = \Delta_1 + O(e^{-N}), \quad \rho^{(r)}(x) = \frac{k(\mu - x\Delta_2)}{\frac{4}{3}\pi \beta^2 + (\Delta_2 + \Delta_4)(\Delta_2 + \Delta_3)(\Delta_1 - \Delta_2)}. \tag{C.2}
\]

With these, we can then find (complex) values of \( x \) at which these expressions agree:

\[
\rho^{(l)}(x_{<}) = 0 \quad \rightarrow \quad x_{<} = -\frac{\mu}{\Delta_4}, \tag{C.3}
\]

\[
\rho^{(l)}(x_{<}) = \rho^{(l)}(x_{<}) \quad \rightarrow \quad x_{<} = -\frac{\mu}{\Delta_3 + \frac{4}{3}\pi \beta^2}(\Delta_1 + \Delta_4), \tag{C.4}
\]

\[
\rho^{(r)}(x_{>)}) = \rho^{(r)}(x_{>)}) \quad \rightarrow \quad x_{>} = \frac{\mu}{\Delta_1 + \frac{4}{3}\pi \beta^2}(\Delta_2 + \Delta_4), \tag{C.5}
\]

\[
\rho^{(r)}(x_{>)}) = 0 \quad \rightarrow \quad x_{>)} = \frac{\mu}{\Delta_2}. \tag{C.6}
\]

Analogously to the situation discussed in the main body of the manuscript, the saddle point distribution \( \rho(x) \) has a piecewise linear form, and \( \delta y(x) \) has a left-tail region at the singularity \( -\Delta_4 \), a non-linear inner section, and a right-tail region at the singularity \( \Delta_2 \). At leading order \( O(\beta^{-1}) \), all of the endpoints in \( x \) that delineate the regions and the saddle point solutions are real. When the full expansion is considered, this is no longer the case.

With these data we evaluate the index (3.9) as:

\[
\log Z_{ABJM} = -N^{3/2} \int_{-\infty}^{\infty} dx \int dy \mathcal{L}_{ABJM}^{(3/2)}(x, \rho, y) \tag{C.7}
\]

\[
\approx -N^{3/2} \int_{-\infty}^{\infty} dx \mathcal{L}_{ABJM}^{(3/2)}(x, \rho^*(x), \delta y^*(x)). \tag{C.8}
\]

The integral over \( x \) is now deformed as a piecewise-linear contour between the complex endpoints \( x_{<}, x_{<}, x_{>, x_{>}}, x_{>} \) identified earlier. Plugging in the various saddle point solutions yields a quite simple result:

\[
\log Z_{ABJM} = -N^{3/2} \frac{ik}{3\beta} \mu. \tag{C.9}
\]

To evaluate the Lagrange multiplier \( \mu \) we impose that \( \int dx \rho^*(x) = 1 \), again along the piecewise-linear complex contour. The resulting expression for \( \mu \) gives the final result

\[
\log Z_{ABJM} = -N^{3/2} \frac{ik}{3\pi} \left( \frac{\Delta_3 \Delta_4 (4\pi \beta^2 + 3(\Delta_2 + \Delta_4)(\Delta_1 + \Delta_4))^{3\pi \beta^2 + 3(\Delta_2 + \Delta_4)(\Delta_1 + \Delta_4)}}{(\Delta_2 + \Delta_4)(4\pi \beta^2 + 3(\Delta_2 + \Delta_4)(\Delta_1 + \Delta_4))^{3\pi \beta^2 + 3(\Delta_2 + \Delta_4)(\Delta_1 + \Delta_4)}} \right). \tag{C.10}
\]

This result can be in fact obtained from (3.48) by performing the replacement \( \Delta_3 \leftrightarrow \Delta_4 \) and \( \Delta_1 \leftrightarrow \Delta_2 \), and it describes another phase of the superconformal index for the ABJM theory in the large-\( N \) limit that is exact \( \beta \) up to non-perturbative corrections.

Analogously, if we consider the solutions for which on the left and right tails, the solution approaches \( y = -\Delta_3 \) and \( y = \Delta_2 \) respectively we will obtain (3.48) for \( \Delta_1 \leftrightarrow \Delta_2 \).
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