Quantum Synchronizable Codes from Finite Geometries

Yuichiro Fujiwara, Member, IEEE and Peter Vandendriessche, Member, IEEE

Abstract—Quantum synchronizable error-correcting codes are special quantum error-correcting codes that are designed to correct both the effect of quantum noise on qubits and misalignment in block synchronization. It is known that in principle such a code can be constructed through a combination of a classical linear code and its subcode if the two are both cyclic and dual-containing. However, finding such classical codes that lead to promising quantum synchronizable error-correcting codes is not a trivial task. In fact, although there are two families of classical codes that are proved to produce quantum synchronizable codes with good minimum distances and highest possible tolerance against misalignment, their code lengths have been restricted to primes and Mersenne numbers. In this paper, examining the incidence vectors of projective spaces over the finite fields of characteristic 2, we give quantum synchronizable codes from cyclic codes whose lengths are not primes or Mersenne numbers. These projective geometric codes achieve good performance in quantum error correction and possess the best possible ability to recover synchronization, thereby enriching the variety of good quantum synchronizable codes. We also extend the current knowledge of cyclic codes in classical coding theory by explicitly giving generator polynomials of the finite geometric codes and completely characterizing the minimum weight nonzero codewords. In addition to the codes based on projective spaces, we carry out a similar analysis on the well-known cyclic codes from Euclidean spaces that are known to be majority logic decodable and determine their exact minimum distances.
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I. INTRODUCTION

QUANTUM error correction is a crucial element of quantum information science that plays a key role in realizing quantum information processing in a noisy environment. Active quantum error correction is an important and extensively studied method for suppressing quantum noise, where one extracts the information about what types of errors occurred on which qubits through syndrome extraction without disturbing the quantum information carried by qubits. Once this information is obtained, the effect of quantum noise may be nullified by applying appropriate quantum operations on affected qubits.

In the context of quantum error correction, quantum noise is most typically described by operators that act on qubits. The most general error model of this kind is the linear combinations of the Pauli operators $I$, $X$, $Y$, and $Z$ acting on each qubit \[1\]. From this point of view, quantum error-correcting codes are schemes that allow for recovering the original quantum state when unintended operators may act on some qubits.

This type of typical error model may be considered a quantum version of additive noise, which is among the most important and well-studied kinds of error models in information theory. However, it is not the only error model of importance.

An example of errors that do not fall into the category of additive noise but are crucial in information theory is synchronization errors. The simplest type of synchronization error is misalignment with respect to the frame structure of a data stream. To describe misalignment in the context of quantum information, assume that we have three qubits $q_0$, $q_1$, $q_2$ and encode each of them by the perfect 5-qubit code \[2\]. Then the quantum information we have can be expressed by a sequence of fifteen qubits, where each 5-qubit state $|\psi_i\rangle$, $i = 0, 1, 2$, represents one logical qubit of quantum information that corresponds to the original qubit $q_i$. In order to correctly process quantum information, we need to know the exact location of the boundary of each 5-qubit block in the 15-qubit state $|\psi_0\rangle|\psi_1\rangle|\psi_2\rangle$. For instance, if misalignment occurs by two qubits to the left when handling the stream of fifteen qubits, our quantum error correction device trying to correct errors on $|\psi_1\rangle$ will apply the quantum operation on the wrong set of five qubits, two of which come from $|\psi_0\rangle$ and three of which belong to $|\psi_1\rangle$.

In classical coding theory, error-correcting codes that can correct both additive noise and misalignment in block synchronization are called synchronizable error-correcting codes \[4\]. This paper studies the quantum analogue of such active error correction schemes that allow for extracting the information about the magnitude and direction of misalignment through measurement while simultaneously identifying the types and positions of standard quantum errors that may have occurred on qubits.

Formally speaking, we call a coding scheme a quantum synchronizable $(a_1, a_r)$-[[n, k]] code if it encodes $k$ logical qubits into $n$ physical qubits and corrects misalignment by up to $a_1$ qubits to the left and up to $a_r$ qubits to the right. In order to suppress as diverse quantum noise as possible, we would also like our quantum synchronizable codes to be able to correct linear combinations of $I$, $X$, $Z$, and $Y$ that act on
physical qubits.

While it may appear quite difficult to devise an efficient and error-tolerant scheme that also corrects misalignment in the context of quantum information, it has been proved that in principle a known quantum error correction technique can be extended to the case of block synchronization recovery. The first examples of quantum synchronizable codes with standard quantum error correction capabilities were presented in [5], where a general framework for code construction as well as their encoding and decoding methods were developed. This framework was subsequently improved by a more extensive use of finite algebra in [6]. In both cases, classical error-correcting codes with special algebraic properties are exploited in a way similar to the well-known Calderbank-Shor-Steane (CSS) construction [7]–[9].

However, these first theoretical steps towards solving the problem of block synchronization for quantum information left many challenges as well. One of the main hurdles in the theoretical study of quantum synchronizable codes is that it is quite difficult to find suitable classical error-correcting codes because the required algebraic constraints are very severe and difficult to analyze. In fact, there are only two known classes of classical error-correcting codes that are proved to possess the required properties while achieving good quantum error correction capabilities and high tolerance against misalignment at the same time.

Particularly constrained is the variety of available code parameters. For instance, the lengths of the encoded information blocks of the known quantum synchronizable codes that have highest possible tolerance against misalignment are all primes or of the form $2^n - 1$, that is, Mersenne numbers.

The primary purpose of this paper is to enrich the spectrum of quantum synchronizable codes by giving an infinite family in which the encoded block lengths can be neither primes nor Mersenne numbers. We prove that these codes have the highest possible tolerance against misalignment and are capable of correcting the effect of a substantial level of standard quantum noise. To this end, we use the theory of finite geometries and introduce a class of classical error-correcting codes suitable for use as the ingredients of quantum synchronizable codes.

As a by-product of our analysis, we also extend the current knowledge of classical coding theory. We exploit one of the most important classes of classical error-correcting codes, namely cyclic codes [10]. While cyclic codes are of practical and theoretical importance, their true minimum distances are notoriously difficult to compute. In the study that follows, we show various properties of cyclic codes based on two types of finite geometries, that is, projective geometry and Euclidean geometry. For the case of projective geometry, not only do we prove the exact minimum distances, but we also completely characterize the nonzero codewords of minimum weight. A similar analysis is carried out for a well-known class of cyclic codes from Euclidean geometry which have extensively been studied both in classical coding theory and in quantum coding theory. We determine the exact minimum distances of the Euclidean cyclic codes and also prove that they are capable of recovering synchronization from severe misalignment if used as quantum synchronizable codes.

In the next section we briefly review the improved framework of quantum synchronizable codes given in [6] from the viewpoint of what kind of classical error-correcting code is required. Section III examines special structures of finite geometries and shows that they form suitable classical error-correcting codes for our purpose. Concluding remarks are given in Section IV.

II. GENERAL CONSTRUCTION

This section describes the properties of classical error-correcting codes required for constructing quantum synchronizable error-correcting codes. The proofs of the basic facts in coding theory we use in this paper can be found in a standard textbook such as [11]. For mathematical details of the problem of block synchronization for quantum information, we refer the reader to [6], [12].

A binary linear $[n,k,d]$ code of length $n$, dimension $k$, and minimum distance $d$ is a $k$-dimensional subspace $C$ of the $n$-dimensional vector space $F_2^n$ over the finite field $F_2$ of order 2 such that \[ \min \{ \text{wt}(v) \mid v \in C \} = d, \] where $\text{wt}(v)$ is the number of nonzero coordinates of $v$. Let $C$ and $D$ be two binary linear codes of the same length. $D$ is $C$-containing if $C \subseteq D$. It is dual-containing if it contains its dual $D^\perp = \{ d^\perp \in F_2^n \mid d \cdot d^\perp = 0, d \in D \}$. In what follows, we always assume that classical codes are over $F_2$ and omit the term binary.

A cyclic $[n,k,d]$ code $C$ is a linear $[n,k,d]$ code in which every cyclic shift of every codeword $e \in C$ is also a codeword, that is, for any $e = (e_0, \ldots, e_{n-1}) \in C$, we have $(e_1, \ldots, e_n, e_0) \in C$. It is known that, by regarding each codeword as the coefficient vector of a polynomial in $F_2[x]$, a cyclic code of length $n$ can be seen as a principal ideal in the ring $F_2[x]/(x^n - 1)$ generated by the unique monic nonzero polynomial $g(x)$ of minimum degree in the code which divides $x^n - 1$. When a cyclic code is of length $n$ and dimension $k$, the set of codewords can be written as $C = \{ x(i)(g(x)) \mid \deg(i(x)) < k \}$, where the degree $\deg(g(x))$ of the generator polynomial is $n - k$.

The improved framework for constructing quantum synchronizable codes involves an algebraic notion in polynomial rings. Let $f(x) \in F_2[x]$ be a polynomial over $F_2$ such that $f(0) = 1$. The cardinality $\text{ord}(f(x)) = | \{ x^a \pmod{f(x)} \mid a \in \mathbb{N} \} |$ is called the order of the polynomial $f(x)$, where $\mathbb{N}$ is the set of positive integers. This cardinality is also known as the period or exponent of $f(x)$ in the literature. The following is the improved general construction stated in the form of a mathematical theorem.

Theorem 2.1 ([6]): Let $C$ be a dual-containing cyclic $[n,k_1,d_1]$ code with generator polynomial $h(x)$ and $D$ a $C$-containing cyclic $[n,k_2,d_2]$ code with generator polynomial $g(x)$. Define polynomial $f(x)$ of degree $k_2 - k_1$ to be the quotient of $h(x) = f(x)g(x)$ divided by $g(x)$ over $F_2[x]/(x^n - 1)$. For every pair $a_l, a_r$ of nonnegative integers such that $a_l + a_r < \text{ord}(f(x))$ there exists a quantum synchronizable $(a_l, a_r) - [n + a_l + a_r, 2k_1 - n]$ code that corrects at least up to $\left\lfloor \frac{d_{min}}{2} \right\rfloor$ phase errors and at least up to $\left\lfloor \frac{d_{min}}{2} \right\rfloor$ bit errors.
For the proof of the theorem above and the procedures for encoding and decoding, the reader is referred to [5], [6].

From the viewpoint of searching for suitable classical error-correcting codes, an important fact to note is that if a linear code $C$ is dual-containing, a $C$-containing linear code is also dual-containing. Hence, what Theorem 2.1 actually requires is a pair of dual-containing cyclic codes, one of which is contained in the other and both of which guarantee large minimum distances. In addition to being nested, dual-containing, cyclic, and of large minimum distance, it is desirable for the pair of linear codes to lead to as large $\text{ord}(f(x))$ as possible in order to tolerate the widest range of misalignment. Note that for any pair of cyclic codes of length $n$, the corresponding value of $\text{ord}(f(x))$ is at most $n$. This is because $f(x)$ is a divisor of the generator polynomial of the smaller cyclic code. In other words, $f(x)$ also divides $x^n - 1$, so that $x^a = x^{a + n} \pmod{f(x)}$ for any integer $a$.

The known quantum synchronizable codes employ well-known classes of cyclic codes called narrow-sense Bose-Chaudhuri-Hocquenghem (BCH) codes and punctured Reed-Muller codes. Their precise definitions, parameters, and other important facts in the context of quantum block synchronization can be found in [6] and references therein. The notable classes of cyclic codes considered in this work are cyclic codes that are nested, dual-containing, and of large minimum distance, it is desirable for the pair of linear codes to lead to as large $\text{ord}(f(x))$ as possible in order to tolerate the widest range of misalignment. Note that for any pair of cyclic codes of length $n$, the corresponding value of $\text{ord}(f(x))$ is at most $n$. This is because $f(x)$ is a divisor of the generator polynomial of the smaller cyclic code. In other words, $f(x)$ also divides $x^n - 1$, so that $x^a = x^{a + n} \pmod{f(x)}$ for any integer $a$.

The known quantum synchronizable codes employ well-known classes of cyclic codes called narrow-sense Bose-Chaudhuri-Hocquenghem (BCH) codes and punctured Reed-Muller codes. Their precise definitions, parameters, and other important facts in the context of quantum block synchronization can be found in [6] and references therein. The notable classes of cyclic codes considered in this work are cyclic codes that are nested, dual-containing, and of large minimum distance, it is desirable for the pair of linear codes to lead to as large $\text{ord}(f(x))$ as possible in order to tolerate the widest range of misalignment. Note that for any pair of cyclic codes of length $n$, the corresponding value of $\text{ord}(f(x))$ is at most $n$. This is because $f(x)$ is a divisor of the generator polynomial of the smaller cyclic code. In other words, $f(x)$ also divides $x^n - 1$, so that $x^a = x^{a + n} \pmod{f(x)}$ for any integer $a$.

The known quantum synchronizable codes employ well-known classes of cyclic codes called narrow-sense Bose-Chaudhuri-Hocquenghem (BCH) codes and punctured Reed-Muller codes. Their precise definitions, parameters, and other important facts in the context of quantum block synchronization can be found in [6] and references therein. The notable classes of cyclic codes considered in this work are cyclic codes that are nested, dual-containing, and of large minimum distance, it is desirable for the pair of linear codes to lead to as large $\text{ord}(f(x))$ as possible in order to tolerate the widest range of misalignment. Note that for any pair of cyclic codes of length $n$, the corresponding value of $\text{ord}(f(x))$ is at most $n$. This is because $f(x)$ is a divisor of the generator polynomial of the smaller cyclic code. In other words, $f(x)$ also divides $x^n - 1$, so that $x^a = x^{a + n} \pmod{f(x)}$ for any integer $a$.

The known quantum synchronizable codes employ well-known classes of cyclic codes called narrow-sense Bose-Chaudhuri-Hocquenghem (BCH) codes and punctured Reed-Muller codes. Their precise definitions, parameters, and other important facts in the context of quantum block synchronization can be found in [6] and references therein. The notable classes of cyclic codes considered in this work are cyclic codes that are nested, dual-containing, and of large minimum distance, it is desirable for the pair of linear codes to lead to as large $\text{ord}(f(x))$ as possible in order to tolerate the widest range of misalignment. Note that for any pair of cyclic codes of length $n$, the corresponding value of $\text{ord}(f(x))$ is at most $n$. This is because $f(x)$ is a divisor of the generator polynomial of the smaller cyclic code. In other words, $f(x)$ also divides $x^n - 1$, so that $x^a = x^{a + n} \pmod{f(x)}$ for any integer $a$.
Proof: It suffices to show that for any pair $\pi, \pi' \in B$ of $t$-dimensional subspaces of $PG(m, 2^h)$, the corresponding incidence vectors $\chi_\pi, \chi_{\pi'} \in C_{m,t,2^h}$ are orthogonal to each other. Note that $\chi_\pi$ and $\chi_{\pi'}$ are orthogonal to each other if and only if the cardinality $|\pi_0 \cap \pi_1|$ is even. Note also that
\[
|\pi_0 \cap \pi_1| = \frac{2^h(m+1) - 1}{2^h - 1} - |\pi_0 \cup \pi_1|
\]
\[
= \frac{2^h(m+1) - 1}{2^h - 1} - |\pi_0| - |\pi_1| + |\pi_0 \cap \pi_1|.
\]
If $t \geq \frac{m+1}{2}$, the intersection $\pi_0 \cap \pi_1$ is a nonempty subspace of $PG(m, 2^h)$. Because any nonempty subspace of $PG(m, 2^h)$ contains an odd number of points, the four terms $\frac{2^h(m+1) - 1}{2^h - 1}$, $|\pi_0|$, $|\pi_1|$, and $|\pi_0 \cap \pi_1|$ are all odd. Thus, their sum, whose parity is the same as that of $|\pi_0 \cap \pi_1|$, is indeed even.

The following lemma shows that $C_{m,t,2^h}$ has a suitable nested property.

Lemma 3.4: If $2 \leq t \leq m - 1$, then $C_{m,t-1,2^h} \subset C_{m,t,2^h}$.

Note that recursively applying the above lemma shows that $C_{m,t,2^h}$ contains $C_{m,t',2^h}$ for all $t' \leq t$. To prove Lemma 3.4, we use two simple facts about our cyclic codes.

Proposition 3.5: $P_{m,t,2^h} = \langle \mathcal{C}_{m,t,2^h}, 1 \rangle$, where the $2^h(m+1)$-dimensional all-one vector $1 \not\in \mathcal{C}_{m,t,2^h}$.

Proof: Because all generators $\chi_\pi$ of $\mathcal{C}_{m,t,2^h}$ are of even weight, all codewords of $\mathcal{C}_{m,t,2^h}$ are also of even weight. Since the length $2^h(m+1)$ of this cyclic code is odd, the all-one vector is not a codeword. Recall that $P_{m,t,2^h}$ is the vector space spanned by the incidence vectors of $t$-dimensional subspaces in $PG(m, 2^h)$. Because the number of $t$-dimensional subspaces that contain a given point in $PG(m, 2^h)$ is always odd, we have
\[
\sum_{\pi \in B} \chi_\pi = 1,
\]
which implies that $1 \in P_{m,t,2^h}$. Because $\chi_\pi = \chi_\pi + 1$, it follows that $\mathcal{C}_{m,t,2^h} \subset P_{m,t,2^h}$. Thus, we have $\langle \mathcal{C}_{m,t,2^h}, 1 \rangle \subset P_{m,t,2^h}$. Now the fact that $\chi_\pi = \chi_\pi + 1$ is equivalent to the relation that $\chi_\pi = \chi_\pi + 1$, which implies that $P_{m,t,2^h} \subset \langle \mathcal{C}_{m,t,2^h}, 1 \rangle$. Thus, $P_{m,t,2^h} = \langle \mathcal{C}_{m,t,2^h}, 1 \rangle$ as desired.

Proposition 3.6: $C_{m,t,2^h} = \langle P_{m,t,2^h}, 1 \rangle$, where $1 \not\in P_{m,t,2^h}$.

Proof: Because the generators of $P_{m,t,2^h}$ are all of odd weight, the inner product between $1$ and any of the generators is nonzero, which implies that $1 \not\in P_{m,t,2^h}$. By the same token, because the generators of $\mathcal{C}_{m,t,2^h}$ are of even weight, we have $1 \in C_{m,t,2^h}$. By Proposition 3.5, $C_{m,t,2^h} \subset P_{m,t,2^h}$, which implies that $P_{m,t,2^h} \subset \mathcal{C}_{m,t,2^h}$. Again by Proposition 3.5, the dimensions of $P_{m,t,2^h}$ and $\mathcal{C}_{m,t,2^h}$ satisfy the equation that $\dim P_{m,t,2^h} = \dim \mathcal{C}_{m,t,2^h} + 1$. Hence, $C_{m,t,2^h} = \langle P_{m,t,2^h}, 1 \rangle$ as desired.

Proof of Lemma 3.4: Assume that $2 \leq t \leq m - 1$. Take a $t$-dimensional subspace $\pi$ of $PG(m, 2^h)$ and define $\Pi$ to be the set of $(t - 1)$-dimensional subspaces that are contained in $\pi$. The set $\Pi$ contains exactly $\frac{2^h(m+1)}{2^h - 1} (t - 1)$-subspaces containing a given point $p \in \pi$. Since this number is odd, we have
\[
\chi_\pi = \sum_{\pi' \in \Pi} \chi_{\pi'}.
\]
Thus, $P_{m,t,2^h} \subset P_{m,t-1,2^h}$, which is equivalent to $P_{m,t-1,2^h} \subset P_{m,t-1,2^h}$. Hence, by Proposition 3.6, we have $C_{m,t-1,2^h} \subset C_{m,t,2^h}$. The proof is complete.

Proposition 3.7 and Lemmas 3.3 and 3.4 together prove that for any pair $t, t'$ of positive integers such that $2 \leq t' < t \leq m - 1$, the pair $C_{m,t,2^h}, C_{m,t',2^h}$ of linear codes satisfy the three conditions of cyclicity, duality, and nestedness required to construct a quantum synchronizable code through Theorem 2.1. Because we already know that their length is $2^h(m+1)$, the remaining task is to determine their dimensions, minimum distances, and the maximum tolerable magnitude of misalignment.

The dimension of $C_{m,t,2^h}$ is determined by that of $P_{m,t,2^h}$.

Lemma 3.7: For positive integers $m, h, t$ such that $t \leq m - 1$,
\[
\dim C_{m,t,2^h} = \frac{2^h(m+1) - 1}{2^h - 1} - \dim P_{m,t,2^h} + 1.
\]

Proof: By Proposition 3.6 we have
\[
\dim C_{m,t,2^h} = \dim P_{m,t,2^h} + 1 = min \{|P|, |B|\} - \dim P_{m,t,2^h} + 1,
\]
where $P$ is the set of points and $B$ is the set of $t$-dimensional subspaces of $PG(m, 2^h)$. The number $\frac{2^h(m+1) - 1}{2^h - 1}$ of points is always smaller than or equal to that of $t$-dimensional subspaces.

The following well-known formula gives the exact value of $\dim P_{m,t,2^h}$, allowing for calculating the dimensions of our cyclic codes.

Theorem 3.8 (175): For positive integers $m, h, t$ such that $t \leq m - 1$,
\[
\dim P_{m,t,2^h} = \sum_{j=0}^{t-1} \prod_{i=0}^{h-1} \sum_{s_i=0}^{2^h-2} (-1)^j \binom{m+1}{i} \times \binom{m + 2s_j + 1 - s_j + 2j}{m}
\]
where the first summation is taken over all $(s_0, s_1, \ldots, s_h)$ with $s_h = s_0$; $t - 1 \leq s_j \leq m + 1$ for all $j$ with $0 \leq j < h$, and $0 \leq 2s_j + 1 - s_j \leq m + 1$ for all $j$ with $0 \leq j < h$.

To examine the minimum distance of $C_{m,t,2^h}$, we employ the following two theorems.

Theorem 3.9 (1617): The minimum distance of $P_{m,t,2^h}$ is $2^h(2^{h(m-t-1)})$.

Theorem 3.10 (1772): The codewords of $P_{m,t,2^h}$ that have the largest number of nonzero entries are of weight $2^h(2^{h(m-t-1)})$.

We are now able to give the complete profile of the parameters of $C_{m,t,2^h}$ as a linear code.

Theorem 3.11: $C_{m,t,2^h}$ is a linear $\langle \frac{2^h(m+1) - 1}{2^h - 1}, \frac{2^h(m+1) - 1}{2^h - 1} - \dim P_{m,t,2^h} + 1, \frac{2^h(m+1) - 1}{2^h - 1} \rangle$ code.

Proof: It suffices to prove that the minimum distance is exactly $\frac{2^h(m+1) - 1}{2^h - 1}$. By Proposition 3.6, a codeword of $C_{m,t,2^h}$ is either contained in $P_{m,t,2^h}$ or of the form $c + 1$ for some $c \in P_{m,t,2^h}$. By Theorem 3.9, among the codewords of
the former kind, the ones with the smallest number of nonzero entries are of weight exactly $(2^h + 2)^2 - (m - t - 1)^2$. Among the codewords of the latter kind, the ones with the smallest number of nonzero entries are obtained as the complements of the codewords of $P_{m,t,2^h}$ that have the largest number of nonzero entries. Hence, by Theorem 3.10 the codewords of the latter kind that have the smallest number of nonzero entries are of weight exactly

$$\frac{2^{h(m+1)-1} - 2^{h(m+1) - (t+1)^2}}{2^m - 1}.$$

For all positive $h$ and positive $t < m$, we have

$$\frac{2^{h(m+1)-1} - 2^{h(m+1) - (t+1)^2}}{2^m - 1} < (2^h + 2)^2 - (m - t - 1)^2.$$

An interesting observation is that the maximum weight codewords in the dual $P_{m,t,2^h}$ are the incidence vector of the complement of $(m - t)$-spaces in PG$(m, 2^h)$ (see [17, Theorem 3.1]). Thus, the proof above actually shows that the minimum weight nonzero codewords in $C_{m,t,2^h}$ are exactly the incidence vectors of $(m - t)$-spaces in PG$(m, 2^h)$, giving a complete picture of how the nonzero codewords of minimum weight are formed and how many there are.

As shown in Theorem 3.11 $C_{m,t,2^h}$ has a nontrivially large minimum distance and dimension as a cyclic code. Table 1 lists the parameters for some $m$, $h$, and $t$. When $h \neq 1$, the length of $C_{m,t,2^h}$ is not a Mersenne number and can generally be a composite number, which has not been realized by previously known cyclic codes that lead to quantum synchronizable codes with excellent synchronization recovery capabilities. It should be noted that if $h = 1$, primitive BCH codes of the same length are in general as good or better in terms of dimension and minimum distance.

The final criterion for being ideal ingredients of quantum synchronizable codes is to be able to provide high tolerance against synchronization errors. We prove that any pair of cyclic codes in the nested chain $C_{m,1,2^h} \subset C_{m,2^h+1,2^h} \subset \cdots \subset C_{m,m-1,2^h}$ attain the upper bound on the synchronization recovery capabilities.

To investigate the tolerable magnitude of misalignment, we first determine the generator polynomial of $C_{m,t,2^h}$ and then apply theorems in finite algebra to explicitly spell out the exact values of $\text{ord}(f(x))$ in Theorem 2.11 for the case when the cyclic codes are chosen from our nested chain.

To this end, we use the weight $w_{2^h}(a)$ of the $2^h$-ary expansion of a positive integer $a$, that is,

$$w_{2^h}(a) = \sum_i a_i 2^i,$$

where addition is performed over $\mathbb{Z}$ and

$$a = \sum_{i \in \mathbb{N} \cup \{0\}} a_i 2^i$$

with $0 \leq a_i \leq 2^h - 1$. The following theorem gives the explicit form of the generator polynomial of $C_{m,t,2^h}$.

**Theorem 3.12:** Let $\alpha$ be a primitive element in $\mathbb{F}_{2^h}^{\times}$ and $\beta = \alpha^{2^h-1}$. The generator polynomial $g(x)$ of $C_{m,t,2^h}$ is

$$g(x) = \prod_{j \in I_{m,t,h}} (x - \beta^j),$$

where

$$I_{m,t,h} = \left\{ a \in \mathbb{N} \mid a \leq \frac{2^h(m+1) - 1}{2^m - 1}, \right\}.$$

$$\max_{0 \leq a \leq 2^h} w_{2^h}(a(2^h - 1)^2) \leq (m - t)(2^h - 1).$$

**Proof:** It is known that $P_{m,t,2^h}$ is the subfield subcode in $\mathbb{F}_2$ of a punctured generalized Reed-Muller codes [18]. The generator polynomial $h(x)$ of its dual $P_{m,t,2^h}^\perp$ is

$$h(x) = (x - 1) \prod_{j \in I_{m,t,h}} (x - \beta^j),$$

(see [19, Theorem 13.9.2]). It suffices to show that $h(x) = (x - 1)g(x)$. By Lemma 3.6 $P_{m,t,2^h}^\perp \subset C_{m,t,2^h}$ and

\footnote{To avoid confusion in notation, “$m$” in Theorem 13.9.2 in [19] corresponds to “$m + 1$” in this paper while “$r$” and “$s$” there are “$t$” and “$h$” here respectively. Note also that the current edition of the textbook contains typographical errors in the statement of Theorem 13.9.2, so that “$0 < j \cdots$” and “$0 \leq \max \ldots$” should read “$0 \leq j \cdots$” and “$0 \leq \max \ldots$” respectively.}

\begin{table}[h]
\centering
\caption{Sample parameters of $C_{m,t,2^h}$ from PG$(m, 2^h)$.}
\begin{tabular}{|c|c|c|c|c|}
\hline
$m$ & $h$ & $t$ & Length & Minimum distance \\
\hline
4 & 1 & 2 & 31 & 16 \hline
4 & 1 & 3 & 31 & 26 \hline
4 & 2 & 2 & 341 & 196 \hline
4 & 2 & 3 & 341 & 316 \hline
4 & 3 & 2 & 4681 & 3106 \hline
4 & 3 & 3 & 4681 & 4556 \hline
5 & 1 & 3 & 63 & 42 \hline
5 & 1 & 4 & 63 & 57 \hline
5 & 2 & 3 & 1365 & 1064 \hline
5 & 2 & 4 & 1365 & 1329 \hline
5 & 3 & 3 & 37449 & 32598 \hline
5 & 3 & 4 & 37449 & 37233 \hline
6 & 1 & 3 & 127 & 64 \hline
6 & 1 & 4 & 127 & 99 \hline
6 & 1 & 5 & 127 & 120 \hline
6 & 2 & 3 & 5461 & 3186 \hline
6 & 2 & 4 & 5461 & 4991 \hline
6 & 2 & 5 & 5461 & 5412 \hline
7 & 1 & 4 & 255 & 163 \hline
7 & 1 & 5 & 255 & 219 \hline
7 & 1 & 6 & 255 & 247 \hline
7 & 2 & 4 & 21845 & 16629 \hline
7 & 2 & 5 & 21845 & 20885 \hline
7 & 2 & 6 & 21845 & 21781 \hline
8 & 1 & 4 & 511 & 256 \hline
8 & 1 & 5 & 511 & 382 \hline
8 & 1 & 6 & 511 & 466 \hline
8 & 1 & 7 & 511 & 502 \hline
8 & 2 & 4 & 87381 & 51396 \hline
8 & 2 & 5 & 87381 & 76512 \hline
8 & 2 & 6 & 87381 & 85836 \hline
8 & 2 & 7 & 87381 & 87300 \hline
\hline
\end{tabular}
\end{table}
\[ \dim C_{m,t,2^h} = \dim \mathcal{D}_{m,t,2^h} + 1. \] 
Thus, the generator polynomial \( g(x) \) of \( C_{m,t,2^h} \) is a divisor of \( h(x) \), where the quotient is a polynomial of degree 1 over \( \mathbb{F}_2 \). Since \( h(0) = 1 \), the polynomial \( x \) is not a factor of \( h(x) \). Hence, we have \( h(x) = (x-1)g(x) \) as desired.

To show that \( C_{m,t,2^h} \) gives the highest possible tolerance against misalignment, we use the following tools in finite algebra.

**Proposition 3.13:** Let \( f(x) = \prod_i f_i(x) \) be a polynomial over \( \mathbb{F}_2 \), where \( f_i(x) \) are all nonzero and pairwise relatively prime in \( \mathbb{F}_2[x] \). Then
\[
\text{ord}(f(x)) = \text{lcm}_i \{\text{ord}(f_i(x))\}. 
\]

**Proposition 3.14:** Let \( q \) be a prime power and \( \alpha \) a nonzero element of the extension field \( \mathbb{F}_{q^e} \) of \( \mathbb{F}_q \) for a positive integer \( e \). Define \( f(x) \in \mathbb{F}_{q^e}[x] \) to be the minimal polynomial of \( \alpha \) over \( \mathbb{F}_q \). The order \( \text{ord}(f(x)) \) is equal to the order of \( \alpha \) in the multiplicative group \( \mathbb{F}_{q^e}^\times \).

For the proofs of these propositions, see [20] Theorems 3.9 and 3.33.

We now prove that a pair \( C_{m,t,2^h}, C_{m',t',2^h} \) of cyclic codes achieves the trivial upper bound on the maximum tolerable magnitude of misalignment when used as ingredients in Theorem 5.1.

**Lemma 3.15:** Let \( g(x) \) and \( h(x) \) be the generator polynomials of \( C_{m,t,2^h} \) and \( C_{m,t-i,2^h} \) for a positive integer \( i \leq t-1 \) respectively. Define \( f(x) \) to be the quotient of \( h(x) = f(x)g(x) \) divided by \( g(x) \). Then \( \text{ord}(f(x)) = \frac{2^{h(m+1)}-1}{2^t-1} \).

**Proof:** Let \( \alpha \) be a primitive element in \( \mathbb{F}_{2^m(m+1)} \) and \( \beta = \alpha^{2^h} \). By Theorem 5.12, we have
\[
f(x) = \prod_{j \in I, m-t \leq h \leq m-t, h} (x-\beta^j).
\]

Note that every irreducible factor of \( f(x) \) over \( \mathbb{F}_2[x] \) is of multiplicity 1. We consider two special factors of \( f(x) \). Let
\[
j_0 = \frac{2^{h(m-1)}-1}{2^t-1} \quad \text{and} \quad j_1 = \frac{2^{h(m+1)}-1}{2^t-1} - 2.
\]

It is straightforward to see that
\[
\max_{0 \leq i \leq h} w_{2^h}(j_0(2^h-1)2^i) = \max_{0 \leq i \leq h} w_{2^h}(j_1(2^h-1)2^i) = (m-t)(2^h-1).
\]

Hence, the minimal polynomials \( M_{\beta_0}(x) \), \( M_{\beta_1}(x) \), \( M_{\beta_0}(x) \), and \( M_{\beta_1}(x) \) are nonzero factors of \( f(x) \). If \( \text{ord}(M_{\beta_0}(x)) = \text{ord}(M_{\beta_1}(x)) \), because \( j_0 \) and \( j_1 \) are relatively prime, we have
\[
\text{ord}(f(x)) \geq \frac{2^{h(m+1)}-1}{\text{gcd}(2^h-1, 2^{h(m+1)}-1)} = \frac{2^{h(m+1)}-1}{2^h-1}.
\]

If \( \text{ord}(M_{\beta_0}(x)) \neq \text{ord}(M_{\beta_1}(x)) \), because \( M_{\beta_0}(x) \) and \( M_{\beta_1}(x) \) are minimal polynomials, the two are relatively prime. Hence, by Propositions 3.13 and 3.14 and the fact that \( j_0 \) and \( j_1 \) are relatively prime, we have
\[
\text{ord}(f(x)) \geq \text{lcm}(\text{ord}(M_{\beta_0}(x)), \text{ord}(M_{\beta_1}(x))) = \frac{2^{h(m+1)}-1}{\text{gcd}(j_0(2^h-1), 2^{h(m+1)}-1)},
\]
\[
= \frac{2^{h(m+1)}-1}{2^{h(m+1)}-1}.
\]

Since the order of a factor of the generator polynomial of a cyclic code is at most the length of the code, in each case we have \( \text{ord}(f(x)) = \frac{2^{h(m+1)}-1}{2^{h(m+1)}-1} \).

We conclude this subsection with the proof of our main theorem on quantum synchronizable codes from projective geometry \( \text{PG}(m, 2^h) \).

**Proof of Theorem 3.7:** Take \( C_{m,t,2^h} \) and \( C_{m,t+1,2^h} \). By Proposition 3.2, the two are both cyclic codes. Lemma 3.3 ensures that they are dual-containing. Lemma 3.4 guarantees that \( C_{m,t+1,2^h} \) is \( C_{m,t,2^h} \)-containing. Applying Theorem 2.1 with Theorem 3.11 and Lemma 3.15 proves the assertion.

**B. Euclidean geometry codes**

This subsection investigates a different kind of finite geometry. As in the case of projective geometry, let \( m, h, \) and \( t \) be positive integers such that \( t \leq m-1 \). The affine geometry \( \text{AG}(m, 2^h) \) of dimension \( m \) over \( \mathbb{F}_{2^h} \) is defined as a finite geometry in which the points are the vectors in \( \mathbb{F}_{2^h}^m \) and the \( t \)-dimensional subspaces are the \( t \)-dimensional vector subspaces of \( \mathbb{F}_{2^h}^m \) and their cosets. Take an arbitrary point in \( \text{AG}(m, 2^h) \) and call it the origin. The Euclidean geometry \( \text{EG}(m, 2^h) \) of dimension \( m \) over \( \mathbb{F}_{2^h} \) is the finite geometry obtained by deleting from \( \text{AG}(m, 2^h) \) the origin and all \( t \)-dimensional subspaces that contain it.

Euclidean geometry has played a key role in multiple occasions in the history of coding theory. The cyclic codes we examine here have extensively been studied in many contexts for several decades as well. For instance, it provided a classic example of major logic decodable codes in 1960’s [21] as well as remarkably high performance codes for modern iterative decoding [22, 23] in this century. In quantum information theory, Euclidean cyclic codes were studied as asymmetric quantum low-density parity-check codes [24], and quantum error-correcting codes that proved the potential of the entanglement-assisted formalism during the last decade [25, 26]. Our result on their minimum distances can be seen as a theoretical contribution to the study of this famous class of cyclic codes.

We also prove that these Euclidean cyclic codes have the best possible tolerance against misalignment when used as the ingredients of quantum synchronizable codes. Unfortunately, as we will show later when giving their minimum distances, the corresponding quantum synchronizable codes can not outperform those based on primitive, narrow-sense BCH codes. Nonetheless, because of the mathematical similarity to the case of projective geometry as well as the importance of determining the minimum distance of a well-known cyclic
code in general, we give all mathematical details in the remainder of this section.

Let $\mathcal{B}$ be the set of $t$-dimensional subspaces of $\text{EG}(m, 2^h)$. The incidence vector $\chi_{\pi}$ of a $t$-dimensional subspace $\pi \in \mathcal{B}$ is defined in the same way as in $\text{PG}(m, 2^h)$, so that the entry of each coordinate is 1 if $\pi$ contains the corresponding point and 0 otherwise. Define $E_{m,t,2^h} = \{ \chi_{\pi} \mid \pi \in \mathcal{B} \}$ to be the dual of the vector space spanned by the incidence vectors of $t$-dimensional subspaces in $\text{EG}(m, 2^h)$. As in the case of projective geometry over finite fields, the cyclic group of order $2^{hm} - 1$ acts regularly on the points in the case of $\text{EG}(m, 2^h)$.

Hence, by indexing the coordinates of incidence vectors by $g^0, g^1, \ldots, g^{2^{hm} - 2}$ for a generator $g$ of the cyclic group in the natural order, $E_{m,t,2^h}$ can be seen as a cyclic code of length $2^{hm} - 1$.

**Proposition 3.16:** $E_{m,t,2^h}$ is cyclic as a linear code.

The cyclic code $E_{m,t,2^h}$ is one of the oldest efficiently decodable codes. Its basic properties in this context can be found in a modern textbook [19, Section 13.8]. The following is the explicit description of the generator polynomial of $E_{m,t,2^h}$.

**Theorem 3.17 (27):** Let $\alpha$ be a primitive element in $\mathbb{F}_{2^hm}$. The generator polynomial $g(x)$ of $E_{m,t,2^h}$ is

$$g(x) = \prod_{j \in I_{m,t,h}} (x - \alpha^j),$$

where

$$I_{m,t,h} = \left\{ a \in \mathbb{N} \mid a \leq 2^{hm} - 1, \right. \left. \max_{0 \leq i \leq h} w_{2^h}(a2^i) \leq (m - t)(2^h - 1) \right\}.$$

As in the case of $E_{m,t,2^h}$ from $\text{PG}(m, 2^h)$, we show that the linear code $E_{m,t,2^h}$ is not only cyclic but also dual-containing and suitably nested while having good parameters and providing maximum synchronization recovery capabilities through Theorem 2.1 if $t$ is in an appropriate range with respect to $m$.

The dual-containing property is a natural consequence of a fundamental property of affine geometry. While this fact has long been known among the finite geometry community, we give a short proof for completeness.

**Lemma 3.18:** If $\frac{m+1}{2} \leq t \leq m - 1$, then $E_{m,t,2^h} \subseteq E_{m,t,2^h}$.

**Proof:** It suffices to prove that for any pair $\pi_0, \pi_1 \in \mathcal{B}$ of $t$-dimensional subspaces of $\text{EG}(m, 2^h)$, the corresponding incidence vectors $\chi_{\pi_0}, \chi_{\pi_1} \in E_{m,t,2^h}$ are orthogonal to each other. Note that $\chi_{\pi_0}$ and $\chi_{\pi_1}$ are orthogonal to each other if and only if the cardinality $|\pi_0 \cap \pi_1|$ is even. Because $t \geq \frac{m+1}{2}$, the intersection between $\chi_{\pi_0}$ and $\chi_{\pi_1}$ is either empty or a nonempty subspace of $\text{AG}(m, 2^h)$. Thus, $|\pi_0 \cap \pi_1|$ is either 0 or a positive integer power of 2 as desired.

The nested property of $E_{m,t,2^h}$ can be shown directly through their generator polynomials.

**Lemma 3.19:** If $2 \leq t \leq m - 1$, then $E_{m,t-1,2^h} \subseteq E_{m,t,2^h}$.

**Proof:** Let $a'$ be the smallest integer such that

$$\max_{0 \leq i \leq h} w_{2^h}(a' 2^i) = (m - t)(2^h - 1) + 1.$$

Then, because $2 \leq t \leq m - 1$, we have

$$a' = 2^{h(m-t)} + \sum_{i=0}^{m-t-1} (2^h - 1) 2^{hi} = 2^{h(m-t)} + 2^{h(m-t-1)+1} - 1 < 2^{hm} - 1.$$

Hence, by Theorem 3.17 the degree of the generator polynomial $g_{t-1}(x)$ of $E_{m,t-1,2^h}$ is strictly larger than that of the generator polynomial $g_t(x)$ of $E_{m,t,2^h}$ while $g_t(x)$ divides $g_{t-1}(x)$. Thus, $E_{m,t-1,2^h}$ is strictly contained in $E_{m,t,2^h}$. ■

**Proposition 3.16 and Lemmas 3.18 and 3.19** ensure that $E_{m,t,2^h}$ possesses the properties of being cyclic, dual-containing, and nested, which are the minimum requirements in Theorem 2.1. The remainder of this section investigates the parameters of $E_{m,t,2^h}$ as a code for standard error correction and as a scheme for block synchronization recovery.

Trivially, the length of $E_{m,t,2^h}$ as a linear code is exactly the number of points, which is $2^{hm} - 1$. The dimension $\dim E_{m,t,2^h}$ can be directly obtained through the following formula that relates the dimension of Euclidean geometry to that of projective geometry.

**Theorem 3.20 (27):** For positive integers $m$, $h$, $t$ such that $t \leq m - 1$, the dimension $\dim E_{m,t,2^h}$ of the vector space spanned by the incidence vectors of $t$-dimensional subspaces in $\text{EG}(m, 2^h)$ is

$$\dim E_{m,t,2^h} = \dim P_{m,t,2^h} - \dim P_{m-t,2^h} - 1.$$

Since the above theorem gives the dimension of the dual, $\dim E_{m,t,2^h}$ is obtained simply by taking $2^{hm} - 1 - \dim E_{m,t,2^h}$.

**Lemma 3.21:** For positive integers $m$, $h$, $t$ such that $t \leq m - 1$, the dimension of $E_{m,t,2^h}$ is

$$\dim E_{m,t,2^h} = 2^{hm} - \dim P_{m,t,2^h} + \dim P_{m-1,t,2^h}.$$

Note that the exact values of $\dim P_{m,t,2^h}$ and $\dim P_{m-1,t,2^h}$ can be obtained by Theorem 3.8 allowing for computing $\dim E_{m,t,2^h}$ for given $m$, $t$, and $h$.

To prove the exact minimum distance of $E_{m,t,2^h}$, we use the well-known BCH bound on the minimum distance of a cyclic code.

**Theorem 3.22 (BCH bound for binary codes):** Let $g(x)$ be the generator polynomial of a cyclic code of length $n$ and minimum distance $d$. Let $n'$ be the smallest integer such that $n$ divides $2^{n'} - 1$ and $\alpha$ a primitive $n$th root of unity in $\mathbb{F}_{2^{n'}}$. If there exist a nonnegative integer $b$ and positive integer $\delta \geq 2$ such that $g(\alpha^{b+i}) = 0$ for $0 \leq i \leq \delta - 2$ in $\mathbb{F}_{2^{n'}}$, then $d \geq \delta$.

The proof of the BCH bound can be found in a standard textbook in coding theory such as [11]. We show that the BCH bound is sharp for $E_{m,t,2^h}$ by explicitly constructing a codeword whose weight meets the lower bound.

A hyperoval in a 2-dimensional subspace of $\text{AG}(m, 2^h)$ is a set of $2^h + 2$ points no three of which are contained in the same 1-dimensional subspace. Such a configuration exists for all $m$ and $h$. We show that a combination of a hyperoval and $(t-1)$-dimensional subspace leads to a nonzero codeword of minimum weight in $E_{m,t,2^h}$.
Theorem 3.23: $E_{m,t,2^h}$ is a linear $[2^{hm} - 1, 2^{hm} - \dim P_{m,t,2^h} + \dim P_{m-1,t,2^h}, (2^{h-1} + 1)2^{h(m-t-1)+1} - 1]$ code.

Proof: It suffices to prove that the minimum distance $d$ of $E_{m,t,2^h}$ is $(2^{h-1} + 1)2^{h(m-t-1)+1} - 1$. It is straightforward to see that every positive integer $a$ smaller than $2^{h(m-t)} + 2^{h(m-t-1)+1} - 1$ satisfies the condition that

$$\max_{0 \leq i \leq h} w_{2^h}(a2^i) \leq (m-t)(2^h-1).$$

By Theorem 3.17 for all positive integer $i \leq 2^{h(m-t)} + 2^{h(m-t-1)+1} - 2$, the generator polynomial $g(x)$ of $E_{m,t,2^h}$ has $(x - a^i)$ as its factors. Hence, by Theorem 3.22 we have $d \geq (2^{h-1} + 1)2^{h(m-t-1)+1} - 1$. We construct a codeword of weight $2^{h-1} + 1)2^{h(m-t-1)+1} - 1$. Take a hyperoval $H$ in a 2-dimensional subspace of $AG(m, 2^h)$. Without loss of generality, we assume that $H$ contains the origin. Let $L$ be the line at infinity and take a $(t-1)$-dimensional subspace $\pi$ in the hyperplane at infinity that is disjoint from $L$. The union of $2^h + 2$ parallel spaces $\{(p, \pi) : p \in H\}$ is a set of $(2^h + 2)2^{h(m-t-1)}$ points whose incidence vector lies in the dual of the vector spaces spanned by the incidence vectors of $t$-dimensional subspaces of $AG(m, 2^h)$. Removing the coordinate corresponding to the origin gives a codeword of weight $(2^h + 2)2^{h(m-t-1)} - 1$ in $E_{m,t,2^h}$.

The above theorem may be seen as a precise result on the parameters of the classic examples of majority decodable error-correcting codes and finite geometric low-density parity-check codes as well. As in the case of $C_{m,t,2^h}$ based on the complement of projective geometry, the exact values of all parameters for given $m, t,$ and $h$ can be obtained by applying Theorem 3.8 to this theorem. Table II lists the parameters of $E_{m,t,2^h}$ for some $m, t,$ and $h$.

It should be noted that, unlike the projective case, the length of this type of cyclic code is always a Mersenne number. When compared to the primitive, narrow-sense BCH code of the same length, the generator polynomial of $E_{m,t,2^h}$ is of higher degree, which implies that $E_{m,t,2^h}$ has a smaller dimension. Now the BCH bound is a lower bound on the minimum distance of the BCH code. However, the above theorem shows that the minimum distance of $E_{m,t,2^h}$ actually matches the BCH bound. Hence, the cyclic codes based on Euclidean geometry are generally poorer in terms of information rate and minimum distance. Considering the decent error-correcting performance reported in the literature, the poorer minimum distance property seems to suggest that the error-correcting codes based on Euclidean geometry benefit more from decoding algorithms that are less sensitive to true minimum distances such as the sum-product algorithm and majority logic algorithm.

Now, in the context of quantum synchronizable coding, we would like as high misalignment tolerance as possible. As is the case with projective geometry, we prove that any pair of cyclic codes taken from the nested chain $E_{m,1,2^h} \subseteq E_{m,m-1,2^h} \subseteq \cdots \subseteq E_{m,m-1,2^h}$ attains the trivial upper bound in this regard.

Lemma 3.24: Let $g(x)$ and $h(x)$ be the generator polynomials of $E_{m,t,2^h}$ and $E_{m,t-i,2^h}$ for a positive integer $i \leq t-1$ respectively. Define $f(x)$ to be the quotient of $h(x) = f(x)g(x)$ divided by $g(x)$. Then $\text{ord}(f(x)) = 2^{hm} - 1$.

Proof: By Theorem 3.17 we have

$$f(x) = \prod_{j \in I_m(t-i, h, j \neq i)} (x - a^j).$$

Let $j_0 = 2^{h(m-t)} - 1$ and $j_1 = 2^{h(m-t)} - 2$. It is easy to see that these two relatively prime integers are in the set $I_m(t-i, h, j \neq i)$. Write the minimal polynomials of $a^{j_0}$ and $a^{j_1}$ as $M_{a^{j_0}}(x)$ and $M_{a^{j_1}}(x)$ respectively. By Propositions 3.13 and 3.14 we have

$$\text{ord}(f(x)) \geq \text{lcm} \left( \text{ord}(M_{a^{j_0}}(x)), \text{ord}(M_{a^{j_1}}(x)) \right) = \text{lcm} \left( \frac{2^{hm} - 1}{\gcd(j_0, 2^{hm} - 1)}, \frac{2^{hm} - 1}{\gcd(j_1, 2^{hm} - 1)} \right) = 2^{hm} - 1.$$

Since the order of a factor of the generator polynomial of a cyclic code is at most the length of the code, we have $\text{ord}(f(x)) = 2^{hm} - 1$ as desired.

The following theorem summarizes the results presented in this subsection.

Theorem 3.25: Let $m, h, t$ be positive integers such that $m - 1 \leq t \leq m - 2$. For every pair $a_l, a_r$ of nonnegative integers such that $a_l + a_r < 2^{hm} - 1$ there exists a quantum synchronizable $(a_l, a_r)$-$(2^{hm} - 1 + a_l + a_r, 2^{hm} - 1)$ code.
2 \dim P_{m,t,2^h} + 2 \dim P_{m-1,t,2^h} + 1$] code that corrects at least up to $(2^{m-1} + 1)2^{h(m-t-1)} - 1$ phase errors and at least up to $(2^{m-1} + 1)2^{h(m-t-2)} - 1$ bit errors.

Proof: Apply Theorem 2.11 to $\mathcal{E}_{m,t,2^h}$ and $\mathcal{E}_{m,t+1,2^h}$ with Proposition 3.16 Lemmas 5.18, 5.19 and 3.24 and Theorem 3.23. A routine calculation proves the assertion.

IV. CONCLUDING REMARKS

We constructed a family of quantum synchronizable codes that correct both standard quantum errors and block synchronization errors. One type of our code exploits the complement structure of projective geometry while the other type takes direct advantage of Euclidean geometry without the origin. Both types of codes are proved to achieve the highest possible tolerance against misalignment. The results presented in this paper enrich the variety of available quantum synchronizable error-correcting codes.

While cyclic codes are useful in both classical and quantum information theory, it is not easy to construct ones with large minimum distances. A particularly difficult task is to precisely determine the parameters instead of bounding them from above or below. For instance, given a generator polynomial, it is a very challenging algebraic problem to derive the exact minimum distance of the corresponding cyclic code. In fact, precise results on cyclic codes with fairly large minimum distances such as Theorems 3.11 and 3.23 given in this paper are not common in the literature. Significant mathematical advances in this aspect are most desired.

It is also notable that the proof of Theorem 3.11 gives a complete picture of the minimum weight nonzero codewords of our cyclic codes $C_{m,t,2^h}$ based on projective geometry. In fact, its minimum weight nonzero codewords all come from the incidence vectors of $(m-t)$-spaces in PG$(m, 2^h)$.

In the case of $\mathcal{E}_{m,t,2^h}$, however, it appears more difficult to obtain a similar classification of the minimum weight nonzero codewords. Although we did not identify all codewords of weight $(2^{m-1} + 2)2^{m-t-1} - 1$, we conjecture that every nonzero codeword of minimum weight in $\mathcal{E}_{m,t,2^h}$ is obtained in the way shown in the proof of Theorem 3.23.

Another notable point regarding our constructions for quantum synchronizable codes is that while Theorems 3.11 and 3.23 were proved by using a pair of cyclic codes lying next to each other in a chain of nested codes, we can employ any pair, such as $C_{m,t,2^h}$ and $C_{m,t+1,2^h}$, in the same chain to obtain analogous theorems. The resulting quantum synchronizable codes will have the same highest possible tolerance against misalignment, the same length, the same dimension, and the same phase error correction capabilities as in Theorems 3.1 and 3.2. The advantage is that these alternative codes require fewer quantum interactions for detecting bit errors because fewer stabilizer operators are involved. They have a drawback of reduced bit error correction capabilities because the cyclic codes responsible for bit error detection will have smaller minimum distances.

Note that the frameworks of quantum synchronizable codes given in [5, 6] implicitly assume that phase errors are more likely, which is a reasonable assumption because asymmetry in error probability between bit errors and phase errors is expected in actual quantum devices [28]. Our main results also put emphasis more on the minimum distance responsible for phase error correction than that for bit error correction. However, in a situation where the quantum channel is very highly asymmetric and introduces phase errors far more frequently, using even more asymmetric quantum synchronizable error-correcting codes may make more sense than employing the fairly asymmetric ones given in Theorems 3.11 and 3.22. We hope that our results presented in this paper help advance the field in various directions from both mathematical and physical viewpoints.
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