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We point out that the recent proof of the Kupershmidt–Wilson theorem by Cheng and Mas–Ramos is underpinned by the Lie-Poisson property of the second Gel’fand–Dickey bracket. The supersymmetric Kupershmidt–Wilson theorem is also proved along these same lines. Finally we comment on the possible repercussions in the problem of the coproduct for W-algebras.

\section*{Introduction}

The relation between W-algebras and integrable hierarchies has been a close one almost since their inception. Essentially to every W-algebra there corresponds (via a sort of classical limit) a Poisson algebra of functions on the phase space of an integrable hierarchy of soliton equations. This correspondence has been exploited in order to define classical W-algebras, to quantise them, and to analyse their representation theory. In particular, one result in the theory of integrable hierarchies has played a prominent role in the applications of this correspondence: the Miura transformation \cite{1} and the related Kupershmidt–Wilson theorem \cite{2}. In a nutshell, the Kupershmidt–Wilson theorem underlies the free field realisations of the W-algebras which, together with the quantum Drinfel’d–Sokolov reduction \cite{3}, are the only known uniform constructions for quantum W-algebras. These free-field realisations underlie most of what is known about the representation theory of W-algebras.

Let us briefly review the content of the Kupershmidt–Wilson theorem. The notation and concepts about the Lax formalism and pseudodifferential operators (ΨDO’s) are as in Dickey’s book \cite{4}. Recall that if $M_n$ denotes the

\begin{equation}
\{u_i(x), u_j(y)\} = J_{ij}(x) \cdot \delta(x-y),
\end{equation}

where the $J_{ij}(x)$ are differential operators whose coefficients lie in $R[u]$ which are given by the following construction. Let $L$ be as above, and we let $X = \sum_{i=1}^n \partial^{n-1} x_i$ be a ΨDO. Then one defines the $J_{ij}(x)$ by

\begin{equation}
J_L(X) = (LX)_+ - L(X)_+ = L(X)_- - (LX)_- = \sum_{i,j=1}^n (J_{ij} \cdot x_j) \partial^{n-i}.
\end{equation}

The map $X \mapsto J_L(X)$ given by (2) is known as the Adler map and was introduced in \cite{5} where it was conjectured that the bracket (1) was Poisson. This was proven by Gel’fand and Dickey \cite{6} by direct calculation (see \cite{4} for a cleaner version of the original proof) which led to their being called the (second) Gel’fand–Dickey brackets. In terms of W-algebras, they define the classical W-algebra known as GD$_n$ out of which the more famous W$_n$ algebra is obtained by hamiltonian reduction according to the constraint $u_1 = 0$.

At least three more proofs are known of the Poisson property of (1). On the one hand, Drinifeld and Sokolov \cite{3}, based on previous work of Reiman and Semenov-Tyan-Shanskii, proved that (1) arises via hamiltonian reduction from the natural Poisson structure in the dual of the loop algebra of GL$_n$. On the other hand, and more to the point of this letter, the Kupershmidt–Wilson theorem \cite{2} states that (1) is induced from the Poisson bracket in the symmetric affine space of Lax operators of the form $L = \partial^n + \sum_{i=1}^n u_i \partial^{n-i}$ then one can define a Poisson bracket on the differential ring $R[u]$ generated by the $\{u_i\}$:

\begin{equation}
\{u_i(x), u_j(y)\} = J_{ij}(x) \cdot \delta(x-y),
\end{equation}

then we can compute the induced bracket on the image of the Miura transformation $u_i(\phi)$. The Kupershmidt–Wilson theorem states that the induced bracket is none other than the second Gel’fand–Dickey bracket (1). This theorem hides within it two equally remarkable facts: first that the induced brackets of the $u_i(\phi)$ should once again close on the $u_i(\phi)$, and secondly that it should precisely
Finally, on the third hand, Semenov-Tyan-Shanskiĭ [7] proved that the second Gel’fand–Dickey bracket is the Drinfel’d–Sklyanin bracket associated with a classical $R$-matrix in the Lie algebra $\mathfrak{a}$ of $\Psi$DO’s. If we split $\mathfrak{a} = \mathfrak{a}_+ \oplus \mathfrak{a}_-$ into the subalgebras of differential and Volterra operators respectively, and we let $P_\pm : \mathfrak{a} \to \mathfrak{a}_\pm$ denote the projectors onto $\mathfrak{a}_\pm$ along $\mathfrak{a}_\mp$, then the relevant $R$-matrix $R : \mathfrak{a} \to \mathfrak{a}$ is given by $R = P_+ - P_-$. The Drinfel’d–Sklyanin bracket associated with an $R$-matrix, is given (for the case of an associative algebra $\mathfrak{a}$ with a nondegenerate trace $\text{Tr}$) by

$$\{ F, G \}(L) = \text{Tr} \, dFLR(dGL) - \text{Tr} \, LdFR(LdG) .$$

It is easy to see that the Gel’fand–Dickey bracket is recovered (up to an overall factor) if we choose $R = P_+ - P_-$. In this paper we will see that in fact these two proofs of the Poisson property of the Gel’fand–Dickey bracket are intimately related.

Several proofs of the Kupershmidt–Wilson theorem exist in the literature, each emphasising one or both of the two remarkable facts above. Kupershmidt’s and Wilson’s original proof [2] was both fairly long and not elementary. A much shorter yet elementary proof was subsequently given by Dickey [8] using only algebraic manipulations with $\Psi$DO’s. A third, more indirect proof is provided by the Drinfel’d–Sokolov reduction scheme [3]. Not unrelated to this approach Wilson [9] presented a fourth proof—or rather a conceptualisation which addresses the first remarkable fact—of the Kupershmidt–Wilson theorem in terms of differential Galois theory and introducing in the process an integrable hierarchy underlying both the KdV- and modified KdV-type hierarchies. Finally, a fifth proof has appeared recently in the independent work of Y Cheng [10] and Mas–Ramos [11], which exploits the behaviour of the Adler map (2) under multiplication of Lax operators.

The point of the present letter is to conceptualise the results of [10] and [11] in terms of (a slight generalisation of) Drinfel’d’s theory of Lie-Poisson groups. Explicitly, we show that underpinning the results of Cheng and Mas–Ramos, lies the fact that the space $M = \cup_n M_n$ is a (formal) Lie-Poisson group. This fact itself is not new, having appeared originally in Semenov-Tyan-Shanskiĭ’s work [7] on classical $R$-matrices. What is novel in this letter, however, is its relation to the Kupershmidt–Wilson theorem. In fact, it seems that the Kupershmidt–Wilson theorem typifies and epitomises the Lie-Poisson property.

Before entering into the details, let us comment on an amusing historical anecdote. In the introduction of the paper of Kupershmidt and Wilson [2] they state that, as a result of their theorem, the second Gel’fand–Dickey bracket is characterized by two properties: that for a linear differential operator $L = \partial + \phi$, it is simply given by $\partial$, and that multiplication of operators is a “canonical transformation.” At that time, of course, Lie-Poisson theory had not been formulated and as a result their proof of their theorem was more involved than it might have otherwise been.

### Lie-Poisson basics

We start by reviewing the basic concepts in the theory of Lie-Poisson groups [12] needed to put this work in the right context. A Lie-Poisson group is a Lie group $G$ which is also a Poisson manifold and such that the group operations and the Poisson bracket are compatible. The relevant compatibility condition can be stated in many ways. At the algebraic level, one demands that the algebra of functions $\text{Fun}(G)$ on the group be a Poisson-Hopf algebra. That is, one demands that the comultiplication $\Delta : \text{Fun}(G) \to \text{Fun}(G) \otimes \text{Fun}(G)$ be a Poisson morphism. The algebraic approach is not very fruitful in our case since the formal geometry with which we endow the space of Lax operators does not afford the functions with an associative structure but only with a Poisson bracket. We will find it more convenient to argue dually and rephrase the Lie-Poisson condition. Under the isomorphism $\text{Fun}(G) \otimes \text{Fun}(G) \cong \text{Fun}(G \times G)$, the comultiplication is induced by the group multiplication $m : G \times G \to G$. The group is Lie-Poisson provided that group multiplication is a Poisson morphism, where we endow $G \times G$ with the product Poisson structure. In other words, $G$ is Lie-Poisson provided that for all functions $f, g \in \text{Fun}(G)$, and all $x, y \in G$,

$$m^*\{f, g\}(x, y) = m^*\{f, g\}(x, y) = \{f, g\}(xy) .$$

If the Poisson bracket satisfies this identity it is said to be grouped or multiplicative. We prefer this latter name since we will not be always working with groups.

To describe this bracket more explicitly, it is necessary to look more closely at the product Poisson structure in $G \times G$. Let $pr_i : G \times G \to G$, for $i = 1, 2$, be the Cartesian projection on the $i$th factor. The product Poisson structure on $G \times G$ is uniquely characterised by the following two properties: (1) $pr_i$ are Poisson morphisms; and (2) $\{ pr_1^* f, pr_2^* g \} = 0$ for all functions $f, g \in \text{Fun}(G)$. One can verify that if $\bar{f}, \bar{g}$ are functions in $G \times G$ then their Poisson bracket is given by

$$\{ \bar{f}, \bar{g}\}(x, y) = \{ \ell_x^* \bar{f}, \ell_y^* \bar{g}\}(y) + \{ r_y^* \bar{f}, r_x^* \bar{g}\}(x) ,$$

where $r_y : G \to G \times G$ and $\ell_x : G \to G \times G$ are defined by $r_y(z) = (z, y)$ and $\ell_x(z) = (x, z)$. Using (7) into (6), we find that a Poisson bracket on $G$ is multiplicative if and only if it satisfies

$$\{ f, g\}(xy) = \{ \lambda_x^* f, \lambda_y^* g\}(y) + \{ q_y^* f, q_x^* g\}(x) ,$$

where we $\lambda_x = m \circ \ell_x : G \to G$ and $q_y = m \circ r_y : G \to G$ are left and right multiplications by $x$ and $y$ respectively.
Notice that equation (8) makes sense even if \( G \) is not a group but only a groupoid. In other words, it is not necessary that there should exist a unit for the multiplication nor an inverse. In summary, we can consider Poisson manifolds \( M \) with an associative multiplication \( M \times M \to M \) with unit\(^3\), and a Poisson structure on \( M \) is said to be multiplicative if condition (8) is satisfied. The invertible elements of \( M \) will then form a Lie-Poisson group. This represents a mild generalisation of Drinfel’d’s theory of Lie-Poisson groups which has recently been advocated in \([13]\).

**Lie-Poisson property of the Adler map**

We now apply these considerations to the space of Lax operators. Let \( F, G \) be functions on \( M \) and let us consider the class of Poisson brackets which can be expressed in the form

\[
\{F, G\}(L) = \text{Tr} \, H_L(dF)dG ,
\]

for some hamiltonian map \( H_L \) and where \( \text{Tr} \) denotes the (essentially unique) trace on the space of \( \Psi \text{DO} \)’s introduced by Adler in \([5]\). According to the previous section, the Poisson bracket (9) will be multiplicative provided that the following identity is satisfied:

\[
\{F, G\}(AB) = \{\vartheta_B F, \vartheta_B G\}(A) + \{\lambda_A F, \lambda_A G\}(B) .
\]

This identity will in turn be satisfied provided that the hamiltonian map \( H_L \) obeys an identity relating \( H_{AB} \) to \( H_A \) and \( H_B \). First of all notice that for any \( \Psi \text{DO} \),

\[
\text{Tr} \, d(\lambda_A F)V = \text{Tr}(\lambda_A dF)V = \text{Tr} dF(\lambda_A)_* V = \text{Tr} dFA V ,
\]

whence \( d\lambda_A F = dFA \). Similarly, \( d\vartheta_B F = BdF \). Putting this all together into (10), we find that (10) is satisfied for all \( F \) and \( G \) if and only if

\[
H_{AB}(X) = H_A(BX)B + AH_B(XA) ,
\]

for all \( \Psi \text{DO} \)’s \( A, B, X \); or more intrinsically,

\[
H_{AB} = (\vartheta_B)_* \circ H_A \circ \vartheta_B + (\lambda_A)_* \circ H_B \circ \lambda_A .
\]

It is now a simple calculation to show that the Adler map does indeed obey this identity:

\[
J_{AB}(X) = (ABX)_+ AB - AB(XAB)_+.
\]

\(^3\) the unit is not essential, but it exists in the examples we will be interested in.

\[= (ABX)_+ AB + A(BX)_+ B - AB(XAB)_+\]

\[= A[(BX)_+ B - B(XAB)_+] + [(ABX)_+ A - A(BX)_+] B\]

\[= AJ_B(XA) + JA(BX)B .\]  

(14)

In other words, the second Gel’fand–Dickey bracket is multiplicative. As we now see this property underpins the proof in \([11]\) (see also \([10]\)) of the Kupershmidt–Wilson theorem.

It is easier in fact, to go back to the original definition of a multiplicative Poisson bracket, as one which under which the multiplication is a Poisson morphism. Let \( L = \partial^n + \sum_{i=1}^n u_i \partial^{n-i} = AB \) where \( A = \partial^p + \sum_{i=1}^p a_i \partial^{p-i} \) and \( B = \partial^q + \sum_{i=1}^q b_i \partial^{q-i} \) and \( p + q = n \). A function \( F(L) = \int f(u) \) can be considered as a function \( F(A, B) = \int f(a, b) \). (We abuse the notation slightly by not changing the name of the function. In fact, the two-variable function \( F \) is nothing but the pull-back via the multiplication of the one-variable function \( F \).) The multiplicative property of the second Gel’fand–Dickey bracket is then equivalent to

\[
\{F, G\}(L) = \sum_{i,j=1}^n \frac{\delta F}{\delta u_i} \cdot J_{ij}^{(n)} \cdot \frac{\delta G}{\delta u_j}
\]

\[= \sum_{i,j=1}^p \frac{\delta F}{\delta a_i} \cdot J_{ij}^{(p)} \cdot \frac{\delta G}{\delta a_j} + \sum_{i,j=1}^q \frac{\delta F}{\delta b_i} \cdot J_{ij}^{(q)} \cdot \frac{\delta G}{\delta b_j} .
\]

(15)

Iterating this theorem to the complete factorisation \( L = A_1 A_2 \cdots A_n \) of \( L \) into linear factors \( A_i = \partial + \phi_i \), yields

\[
\sum_{i,j=1}^n \frac{\delta F}{\delta u_i} \cdot J_{ij}^{(n)} \cdot \frac{\delta G}{\delta u_j} = \sum_{i=1}^n \frac{\delta F}{\delta \phi_i} \cdot J^{(1)} \cdot \frac{\delta G}{\delta \phi_i} ,
\]

(16)

which is the Kupershmidt–Wilson theorem after noticing that \( J^{(1)} = \partial \). Notice that at the level of \( W \)-algebras, (15) says that \( \text{GD}_n \) is embedded in \( \text{GD}_p \times \text{GD}_q \) for \( p + q = n \).

**Some generalisations**

The above results admit several straightforward generalisations. First of all one can consider \( q \Psi \text{DO} \)’s \([14]\). Results along these lines have been obtained by Cheng \([10]\) and we shall have nothing further to add to this here. Another line of generalisation is to consider supersymmetric \( \Psi \text{DO} \)’s \([15]\) \([16]\). This has the virtue of yielding a more constructive and conceptual proof of the supersymmetric Kupershmidt–Wilson theorem first proven in \([17]\). We do this now briefly, following the conventions and notation of \([16]\).
Supersymmetric ΨDO’s take the form $L = \sum_i U_i D^i$ where the $U_i$ are superfields in a $(1|1)$ superspace $U_i = \psi_i + \theta u_i$, where $\theta^2 = 0$, and where $D$ denotes the supercovariant derivative $D = \frac{\partial}{\partial \theta} + \theta \partial$, which obeys $D^2 = \partial$. We take $L$ to be homogeneous of degree $[L]$ under the $\mathbb{Z}_2$-grading. We shall be considering functions of the form $F[U] = \int_B f(U)$ with $\int_B$ the Berezin integral where $f$ is also homogeneous under the $\mathbb{Z}_2$ grading. The supersymmetric Gel’fand–Dickey bracket of two homogeneous functions is given by

$$\{F, G\}(L) = -(-)^{|F|+|G|+[L]} \text{Str} J_L(d_L F)d_L G,$$  

(17)

where the Adler map $J_L$ is given by the same expression as in (2) with the obvious reinterpretation of the symbols and we write $d_L F$ for the gradient of $F$ as a function of $L$. Under a vector field $\delta_L$, a function changes by

$$\delta F = -(-)^{|\delta L|+|F|} \text{Str} \delta L d F.$$  

(18)

If $L = AB$, then

$$\delta L = \delta AB + (-)^{|\delta|} A \delta B,$$  

(19)

whence if we write $d_A F$ and $d_B F$ for the gradients of $F[AB]$ as functions of $A$ and $B$ respectively, one finds

$$d_A F = (-)^{|A|+|L|} B d_L F,$$

$$d_B F = (-)^{|A|}[F] d_L FA.$$  

(20)

Plugging this into the expression of the supersymmetric Gel’fand–Dickey bracket (17), one finds for $L = AB$,

$$\{F, G\}(L) = -(-)^{|F|+|G|+[L]} \left( \text{Str} J_A(d_A F)d_A G + (-)^{|A|} \text{Str} J_B(d_B F)d_B G \right).$$  

(21)

The only remarkable point here is the relative sign between the two terms which explains the choice of starting Poisson bracket for the $\Phi_i$ in the Miura transformation $L = D^n + \sum_{i=1}^n U_i D^{n-i} = (D + \Phi_1)(D + \Phi_2) \cdots (D + \Phi_n)$, which was used in [17] to formulate and prove the supersymmetric Kupershmidt–Wilson theorem.

Finally, let us mention that the results on the Lie-Poisson structure generalise to any associative algebra $\mathbb{A}$ admitting a nondegenerate trace $\text{Tr}$ and a vector space decomposition into two subalgebras $\mathbb{A} = \mathbb{A}_+ \oplus \mathbb{A}_-$, with the additional property that $\mathbb{A}_\pm$ are maximally isotropic under the bilinear form defined by the trace $\langle a, b \rangle = \text{Tr} ab$. Indeed, under the commutator, $\mathbb{A}$ becomes a Lie algebra and $\mathbb{A}_\pm$ are Lie subalgebras; furthermore the bilinear form $\langle , , \rangle$ is ad-invariant. In other words, therefore $(\mathbb{A}, \mathbb{A}_+, \mathbb{A}_-)$ is a Manin triple and $\mathbb{A}$ and $\mathbb{A}_\pm$ are Lie bialgebras. In particular, $\mathbb{A}$ is triangular, with $R$-matrix given by $R = P_+ - P_-$, where $P_\pm$ are the projectors onto $\mathbb{A}_\pm$ along $\mathbb{A}_\mp$. This implies that the (formal) Lie groups associated with $\mathbb{A}_\pm$ and $\mathbb{A}$ are Lie-Poisson relative to the Poisson bracket associated with $R$ (see [12]). For the particular case of $\mathbb{A}$ being the algebra of ΨDO’s, Semenov-Tyan-Shanski˘ı showed that the Poisson bracket associated with $R$ agrees precisely with the second Gel’fand–Dickey bracket (1).

OUTLOOK

We end the paper with two remarks: a remark on the uniqueness of the Adler map and a remark on the possible implications of this result for the representation theory of W-algebras.

For all its remarkable properties, the Adler map (2) still remains shrouded in the aura of mystery usually associated with constructions which owe more to inspiration than to a well-axiomatised formalism. One could hope that the fact that it is multiplicative relative to the multiplication of Lax operators would go some way towards this aim; but this is of course not the case. If we restrict ourselves to the space $M = \cup_M M_n$—consisting of Lax operators which are formally invertible in the ring of ΨDO’s and hence which define a formal Lie group, we can apply standard Drinfel’d theory to associate to every multiplicative Poisson bracket, a 1-cocycle in the Lie algebra $\mathfrak{A}$ of ΨDO’s with values in linear maps $\mathfrak{A} \to \mathfrak{A}$. Assuming that this 1-cocycle is a coboundary by an $R$-“matrix” $R : \mathfrak{A} \to \mathfrak{A}$, then formula (5) defines a Poisson bracket which share with the second Gel’fand–Dickey bracket the same hamiltonians. It would be interesting to find other $R$-matrices.

Finally, despite the progress brought about by the applications of the techniques of the Lax formalism to the study of W-algebras, one aspect remains singularly unsolved: the existence of tensor product representations. Given two linear representations of a Lie algebra, the tensor product of their underlying vector spaces also admits a representation inherited naturally from the representations of each of the tensorands. Underlying this property lies the algebraic fact that the universal envelope of a Lie algebra is a Hopf algebra and, in particular, possesses a coproduct. Unlike Lie algebras, the intrinsic nonlinearity present in a W-algebra forbids the construction of the tensor product representation in the same way as for a Lie algebra, and indeed to this day, there is no known coproduct for W-algebras. From the interpretation of classical W-algebras as algebras of functions on the space of Lax operators, it would make sense to try and glean some information about the existence of a coproduct in this setting using the multiplication present in the space of Lax operators; after all, the coproduct in the universal envelope of a Lie algebra is induced by
the multiplication on the Lie group. From what we see above, it seems that $GD_n$ does not inherit a coproduct from the multiplication of the Lax operators, since this represents a map $GD_n \to GD_p \times GD_q \ (p + q = n)$. It seems that one must work with all the Gel’fand–Dickey algebras at the same time. It is not clear to us at the present stage how to implement this in terms of conformal field theory.

ACKNOWLEDGEMENTS

We are grateful to Javier Mas for communicating the results of [11] prior to publication, and to Yi Cheng for sending us his preprint [10]. In addition, SS would like to thank ICTP (Trieste) for the leave of absence to visit QMW College; and Chris Hull and the String Theory Group at QMW for the hospitality extended to her during the completion of this work.

REFERENCES

[1] R Miura, *Korteweg-de Vries equation and generalizations. I: A remarkable explicit nonlinear transformation*, J. Math. Phys. 9 (1968) 1202-1204.
[2] BA Kupershmidt and G Wilson, *Modifying Lax equations and the second Hamiltonian structure*, Invent. math. 62 (1981) 403.
[3] VG Drinfel’d and VV Sokolov, *Lie algebras and equations of the Korteweg-de Vries type*, J. Soviet Math. 30 (1984) 1975.
[4] LA Dickey, *Soliton equations and Hamiltonian systems*, Advanced Series in Mathematical Physics 12, World Scientific Publ. Co.
[5] M Adler, *On a trace functional for formal pseudodifferential operators and the symplectic structure for the Korteweg–de Vries type equations*, Invent. math. 50 (1979) 403.
[6] IM Gel’fand and LA Dickey, *A family of Hamiltonian structures connected with integrable nonlinear differential equations*, Preprint 136, IPM AN SSSR, Moscow (1978).
[7] MA Semenov-Tyan-Shanskiï, *What is a classical R-matrix?*, Functional Analysis and Its Application 17 (1983) 259.
[8] LA Dickey, *A short proof of the Kupershmidt and Wilson theorem*, Comm. Math. Phys. 87 (1982) 127.
[9] G Wilson, *On the quasi-hamiltonian formalism for the KdV equation*, Phys. Lett. 132A (1988) 445-450.
[10] Y Cheng, *Remarks on the hamiltonian structures of the KP hierarchy and \( W_{KP}^{(q)} \) algebra*, Preprint and references [10] and [11] therein.

[11] J Mas and E Ramos, *A short note on the constrained KP hierarchy*, q-alg/9501009.
[12] VG Drinfel’d, *Quantum Groups*, Proc. ICM, Berkeley, Calif. USA, 1986, 798-820; and references therein.
[13] AA Balinsky and YM Burman, *Quadratic Poisson brackets and Drinfel’d theory for associative algebras*, q-alg/9501019.
[14] JM Figueroa-O’Farrill, J Mas, and E Ramos, *A one-parameter family of hamiltonian structures for the KP hierarchy and a continuous deformation of the nonlinear \( W_{KP} \) algebra*, hep-th/9207092, Comm. Math. Phys. 158 (1993) 17;
B Khesin and I Zakharevich, *Lie-Poisson groups of pseudodifferential symbols and fractional KdV and KP hierarchies*, IHES/MIT preprint, to appear in C.R. Acad. Sci., Paris.
[15] YI Manin and AO Radul, *A supersymmetric extension of the Kadomtsev-Petviashvili hierarchy*, Comm. Math. Phys. 98 (1985) 65.
[16] S Stanciu, *Supersymmetric integrable hierarchies and strings theory*, Doctoral Dissertation, Bonn 1994, hep-th/9407189.
[17] JM Figueroa-O’Farrill and E Ramos, *W-superalgebras from supersymmetric Lax operators*, Phys. Lett. 262B (1991) 265-270.