Sharp-interface approach for simulating solid-state dewetting in two dimensions: a Cahn-Hoffman $\xi$-vector formulation
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Abstract
By using a Cahn-Hoffman $\xi$-vector formulation, we propose a sharp-interface approach for solving solid-state dewetting problems in two dimensions. First, based on the thermodynamic variation and smooth vector-field perturbation method, we rigorously derive a sharp-interface model with weakly anisotropic surface energies, and this model describes the interface evolution which occurs through surface diffusion flow and contact line migration. Second, a parametric finite element method in terms of the $\xi$-vector formulation is proposed for numerically solving the sharp-interface model. By performing numerical simulations, we examine several specific evolution processes for solid-state dewetting of thin films, e.g., the evolution of small islands, pinch-off of large islands and power-law retraction dynamics of semi-infinite step films, and these simulation results are highly consistent with experimental observations. Finally, we also include the strong surface energy anisotropy into the sharp-interface model and design its corresponding numerical scheme via the $\xi$-vector formulation.
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1. Introduction
Solid-state dewetting is a ubiquitous phenomenon in physics and materials science. It occurs in the solid-solid-vapor system and describes the agglomeration of solid thin films on a substrate (e.g., see the recent review papers [1, 2]). In general, thin solid films rested on substrates are rarely stable and will undergo particle formation (often called as “dewetting” or agglomeration) due to surface tension/capillarity effects, and it could exhibit complex features during the evolution, such as the faceting [3–5], edge retraction [6–8], pinch-off events [9, 10], fingering instabilities [11–13] and so on. Recently, solid-state dewetting has demonstrated its wide applications in many modern technologies where it can be either detrimental or advantageous. For example, it can destroy micro-/nanodevice performance through surface instabilities in well-prepared patterned structure, and on the other hand, it can be positively used to produce well-controlled patterns of an array of micro-/nanoscale particles, which can be used for sensors [15], for optical and magnetic devices [16], and as catalysts for the growth of carbon and semiconductor nanowire growth [17]. Therefore, it is very necessary to develop suitable theoretical models for investigating the kinetic evolution process and understanding its intrinsic physical laws during solid-state dewetting.

Recently, solid-state dewetting of thin films has attracted considerable interests, and it has been studied experimentally (e.g., [3–5, 12, 13, 18–23]) and theoretically (e.g., [6, 11, 24–30]) by many research groups. Different from traditional wetting/dewetting phenomena (i.e., “liquid-state” dewetting), mass transport during solid-state dewetting is usually dominated by surface diffusion rather than fluid dynamics. It can
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be thought of as a kind of interface-tracking problems where the morphology evolution is governed by surface diffusion flow and contact line migration \[9, 26, 28\]. In addition, unlike liquid or amorphous solids, the surface energy (density) of thin film materials often exhibits strong dependence on its crystallographic orientations. This property is usually called as “surface energy anisotropy” in literatures, and it could greatly influence the kinetics and morphology evolution during solid-state dewetting, and result in many interesting phenomena such as the faceting \[1, 5, 13\], which have been usually observed in real physical experiments.

To model anisotropic thin film solid materials, the surface energy density (labeled as $\gamma$), is often assumed to be a function of the unit normal direction $n$ of the interface curve/surface, and it can be expressed as a continuous positive function defined on the unit circle $S^1$ in two dimensions:

$$\gamma(n) : S^1 \to \mathbb{R}^+, \quad (1.1)$$

where $n$ is the unit outer normal vector of the crystalline interface. Furthermore, in order to effectively and briefly model anisotropic solid materials, Cahn and Hoffman \[31, 32\] introduced a $\xi$-vector formulation to express the surface energy density of solid materials instead of directly using the traditional scalar function $\gamma$. This vector is mathematically defined as \[33–35\]

$$\xi(n) = \nabla \hat{\gamma}(p) \Big|_{p=n}, \quad (1.2)$$

where $\hat{\gamma}$ is a homogenous extension of the function $\gamma(n)$ from unit vectors to non-zero vectors $p$ of arbitrary magnitude such that

$$\hat{\gamma}(p) = |p| \gamma\left(\frac{p}{|p|}\right), \quad \forall \ p \in \mathbb{R}^2 \setminus \{0\}. \quad (1.3)$$

In two dimensions, the surface energy density can also be represented in the form of $\gamma(\theta)$, with $\theta \in [-\pi, \pi]$ representing the orientation angle between the outer normal vector $n$ of the interface and the $y$-axis direction. Under the circumstances, the Cahn-Hoffman $\xi$-vector can be decomposed into two vectors along its local normal and tangential directions (as shown in Fig. 1(a)),

$$\xi = \gamma(\theta)n - \gamma'(\theta)\tau, \quad (1.4)$$

where $\tau = (\cos \theta, \sin \theta)^T$ and $n = (-\sin \theta, \cos \theta)^T$ represent the unit tangential and outer normal vectors respectively, and the superscript prime represents the derivative with respect to the variable $\theta$.

![Figure 1: A schematic illustration of $\gamma$-plot, $\xi$-plot and $1/\gamma$-plot. Here, the surface energy density is chosen as a four-fold crystalline symmetry type. It is strongly anisotropic, and its $\xi$-plot has four ears. The shaded blue region represents its equilibrium shape.](image-url)
2D/3D. The equilibrium shape can be geometrically constructed by the well-known Wulff construction [36], and the resulted convex equilibrium shape is often called as Wulff shape. In contrast, the $\xi$-plot (as shown in Fig. 1(b)) can be regarded as a mathematical representation of the equilibrium shape. When the surface stiffness, defined as $\tilde{\gamma}$, is always positive for all orientations (i.e., the weakly anisotropic case), the $\xi$-plot is just the boundary curve of the Wulff shape up to a scaling. However, when the surface stiffness becomes negative for some orientations (i.e., the strongly anisotropic case and its $1/\gamma$-plot will become non-convex, shown as Fig. 1(c)), the $\xi$-plot will have distinct “ears”, and the Wulff construction tells us that cutting off the “ears” gives the equilibrium shape 36, 37, as illustrated in Fig. 1(b). In summary, according to the expressions of surface stiffness, i.e., $\tilde{\gamma} = (H_\gamma(n)\tau) \cdot \tau = \gamma(\theta) + \gamma''(\theta)$, we can divide the anisotropy into the two cases from mathematics: (a) weakly anisotropic when $\tilde{\gamma} > 0$ for all orientations; (b) strongly anisotropic when there exist some orientations for which $\tilde{\gamma} < 0$. Here, $H_\gamma$ is defined as the Hessian matrix of $\tilde{\gamma}$, i.e., $H_\gamma(n) = \nabla^2 \tilde{\gamma}(p)|_{p=n}$. We note here that the positiveness of the surface stiffness is crucial to the stability of the Wulff shape 38, well-posedness of the surface diffusion flow 27 and numerical analysis of this kind of problems 39.

For the kinetic evolution of solid-state dewetting of thin films, the surface diffusion 40 and contact line migration [26, 41] are recognized as the two main kinetic features. Srolovitz and Safran first proposed a sharp-interface model to investigate the hole growth under the three assumptions, i.e., isotropic surface energy, small slope profile and cylindrical symmetry [25]. Based on the model, Wong et al. designed a “marker particle” numerical method for numerically solving the two-dimensional fully-nonlinear isotropic sharp-interface model (i.e., without the small slope assumption), and to investigate the two-dimensional edge retraction of a semi-infinite step film [6]. Dornel et al. designed another numerical scheme to study the pinch-off phenomenon of two-dimensional island films with high aspect ratios during solid-state dewetting [7]. Jiang et al. designed a phase-field model for simulating solid-state dewetting of thin films with isotropic surface energies, and this approach can naturally capture the topological changes that occur during evolution [9]. Although most of the above models are focused on the isotropic surface energy case, recent experiments have clearly demonstrated that the kinetic evolution that occurs during solid-state dewetting is strongly affected by crystalline anisotropy [1, 2]. In order to investigate surface energy anisotropy effect, many approaches have been proposed and discussed, such as a discrete model [7], a kinetic Monte Carlo model [42, 43], a crystalline model [44, 45] and continuum models based on PDEs [26–28]. Recently, based on the thermodynamic variation and smooth scalar-field perturbation method, Jiang et al. proposed a two-dimensional sharp-interface model for investigating solid-state dewetting of thin films with anisotropic surface energies [26, 27], and furthermore, they designed a parametric finite element method (PFEM) for solving the sharp-interface model [25]. However, the smooth scalar-field perturbation method is very complicated and it does not make use of the problem’s variational structure, i.e., Cahn-Hoffman $\xi$-vector, and the physical meaning of its variational result is also not direct and clear. Furthermore, this approach is very difficult to generalize to three dimensions.

Therefore, based on the $\xi$-vector, in this paper we present a new approach to deriving the sharp-interface model for solid-state dewetting in two dimensions again [26, 27]. We claim that this new approach is simpler and very easily extended to the three dimensional case [46, 47] and its physical meaning is also more direct and clear. The objectives of this paper are: (1) to develop a simpler approach to revisiting the sharp-interface model for simulating solid-state dewetting of thin films via the Cahn-Hoffman $\xi$-vector formulation; (2) to develop a smooth vector-field perturbation method for calculating the first variation to energy shape functional, which depends on an open curve (or surface) with contact points (or lines); (3) to develop a PFEM for solving the proposed sharp-interface model via the $\xi$-vector, and this approach can deal with any type of surface energy density no matter what its form is ($\gamma(n)$ or $\gamma(\theta)$); (4) to investigate some new physical insights for solid-state dewetting by performing numerical simulations.

The rest of the paper is organized as follows. In Section 2, we calculate its thermodynamic variation of the total interfacial energy functional with respect to the interface curve $\Gamma$ and the left and right contact points through the Cahn-Hoffman $\xi$-vector. Subsequently, based on these energetic variations, we derive a kinetic evolution sharp-interface model in Section 3. In Section 4, we present its variational formulation of the model and a parametric finite element method is proposed for solving the derived sharp-interface
model. In Section 5, extensive numerical results are performed to demonstrate the high performances of this approach. In Section 6, we generalize the above sharp-interface model and the numerical scheme to including strongly anisotropic effects. Finally, we draw some conclusions in Section 7.

2. Thermodynamic variation via a $\xi$-vector formulation

![Figure 2: A schematic illustration of solid thin film on a rigid, flat substrate (x-axis) in two dimensions with two contact points $x_c$ and $x'_c$.](image)

2.1. Interfacial energy functional

As illustrated in Fig. 2 in two dimensions, we consider that an open curve $\Gamma = X(s, y(s))$, parameterized by the arc length $s$, which separates the vapor and the thin film, attaches on a flat rigid substrate (x-axis) with two contact points $x_c$ and $x'_c$. Here $\mathbf{n}$ is the unit normal vector that points to the vapor phase and $\mathbf{r}$ is the unit tangential vector. The total interfacial energy of the system can be written as

$$W(\Gamma) = \int_{\Gamma_{FV}} \gamma_{FV} \, ds + \int_{\Gamma_{FS}} \gamma_{FS} \, ds + \int_{\Gamma_{VS}} \gamma_{VS} \, ds.$$  (2.1)

Here, $\Gamma_{FV} := \Gamma, \Gamma_{FS}$ and $\Gamma_{VS}$ represent the film/vapor, film/substrate and vapor/substrate interface, respectively, and $\gamma_{FV}, \gamma_{FS}, \gamma_{VS}$ represent their corresponding surface energy densities (surface energy per unit length). For solid-state dewetting problems, we often assume that $\gamma_{FS}, \gamma_{VS}$ are two constants, while $\gamma_{FV} = \gamma(\mathbf{n}) \in C^2(S^1)$ depends on the orientation of the film/vapor interface. By dropping off a constant part, the total interfacial energy can be simplified as the following form (still labeled as $W(\Gamma)$):

$$W(\Gamma) = \int_{\Gamma} \gamma(\mathbf{n}) \, ds - (\gamma_{VS} - \gamma_{FS})(x'_c - x_c),$$  (2.2)

where the first term refers to the film/vapor interfacial energy part, and the second term represents the substrate energy part. In the following, we will introduce a smooth vector-field perturbation method to obtain the first variation of the above energy functional with respect to the open curve $\Gamma$.

2.2. Smooth vector-field perturbation method and first variation

First, we introduce an independent parameter $\rho \in I = [0, 1]$ to parameterize a family of perturbed curves {$\Gamma^\epsilon$}$_{\epsilon \in [0, \epsilon_0]}$, where the parameter $\epsilon$ controls the amplitude of the perturbation and $\epsilon_0$ is the maximum perturbation amplitude, i.e.,

$$\Gamma^\epsilon = X(\rho, \epsilon) : [0, 1] \times [0, \epsilon_0] \to \mathbb{R}^2,$$  (2.3)
and \( \Gamma := \Gamma^0 = X(\rho, 0) \). In order to calculate the variation of a shape functional, we introduce a smooth perturbation vector-field as follows:

\[
V(\rho, \epsilon) = \frac{\partial X(\rho, \epsilon)}{\partial \epsilon}, \quad \forall \epsilon \in [0, \epsilon_0],
\]

and each point on the curve \( \Gamma \) is continuously deformed by the above equation defined by the perturbation vector-field \( V \). Note that if the vector-field \( V \) is smooth enough, the family of perturbed curves \( \{ \Gamma^\epsilon \} \) preserve the regularity of the original curve \( \Gamma \): if \( \Gamma \) is of class \( C^k \)-curves, for any \( \epsilon \in [0, \epsilon_0] \), \( \Gamma^\epsilon \) is also of class \( C^k \)-curves.

Then, assume that given an arbitrary shape functional \( F(\Gamma) \), we can define its first variation with respect to any smooth perturbation vector-field \( V \) as

\[
\delta F(\Gamma; V) = \lim_{\epsilon \to 0} \frac{F(\Gamma^\epsilon) - F(\Gamma)}{\epsilon}.
\]

**Lemma 2.1.** Assume that \( \Gamma = X(s) \in C^2([0, L]) \times C^2([0, L]) \) is an open smooth curve with its two endpoints locating at \( s = 0 \) and \( s = L \), where \( s := s(\rho), \rho \in [0, 1] \) represents the arc length of the curve. If the shape functional \( F(\Gamma) = \int_{\Gamma} \gamma(n) \, ds \), then its first variation can be written as:

\[
\delta F(\Gamma; V) = -\int_{\Gamma} \left( [\partial_s \xi] \cdot n \right) (V_0 \cdot n) \, ds + \left[ \xi \cdot V_0 \right] |_{s=L},
\]

where \( \perp \) represents the clockwise rotation of a vector by 90 degrees, \( \xi \) is the Cahn-Hoffman vector and the deformation velocity is denoted as \( V_0 = V(\rho, 0) \), and \( V_0 \cdot n \) represents the deformation velocity along the outer normal direction of the interface.

**Proof.** We first extend the definition domain of the surface energy density function \( \gamma(n) \) from unit vectors \( n \) to arbitrary non-zero vectors \( p \) as below

\[
\hat{\gamma}(p) = |p| \gamma\left( \frac{p}{|p|} \right), \quad \forall p \in \mathbb{R}^2 \setminus \{0\},
\]

where \( \hat{\gamma}(p) \) extends \( \gamma \) as a homogeneous function of the first degree.

The perturbed curve is labeled as \( \Gamma^\epsilon = X(\rho, \epsilon) \). By using the identity \( \partial_\rho s = |\partial_\rho X| \), we can have the following expression

\[
F(\Gamma^\epsilon) = \int_0^1 \gamma(n) |\partial_\rho X(\rho, \epsilon)| \, d\rho.
\]

Note that the following expressions hold:

\[
\tau^\epsilon = \frac{\partial_\rho X(\rho, \epsilon)}{\partial_\rho s(\rho, \epsilon)}, \quad n^\epsilon = -(\tau^\epsilon) \perp = -\frac{[\partial_\rho X(\rho, \epsilon)] \perp}{|\partial_\rho X(\rho, \epsilon)|},
\]

\[
\nabla \hat{\gamma}(p) \cdot \rho = \hat{\gamma}(p), \quad V_0 = V(\rho, 0) = \partial_\rho X(\rho, \epsilon) |_{\epsilon=0}.
\]

Denote \( X = X(\rho, 0) \), then we can take the Taylor expansion for the following terms at \( \epsilon = 0 \),

\[
|\partial_\rho X(\rho, \epsilon)| = |\partial_\rho X| + \frac{\partial_\rho X \cdot \partial_\rho V_0}{|\partial_\rho X|} \epsilon + O(\epsilon^2),
\]

\[
n^\epsilon = n + \left[ \frac{\partial_\rho X \cdot \partial_\rho V_0}{|\partial_\rho X|^3} (\partial_\rho X)^\perp - \frac{\partial_\rho V_0}{|\partial_\rho X|} \right] \epsilon + O(\epsilon^2),
\]

\[
\gamma(n^\epsilon) = \gamma(n) + \nabla \hat{\gamma}(n) \left[ \frac{\partial_\rho X \cdot \partial_\rho V_0}{|\partial_\rho X|^3} (\partial_\rho X)^\perp - \frac{\partial_\rho V_0}{|\partial_\rho X|} \right] \epsilon + O(\epsilon^2).
\]
By substituting Eqs. (2.10a) - (2.10c) into the above equation, and using the identity \( \nabla \gamma \cdot \mathbf{n} = \gamma (\mathbf{n}) \), we can obtain
\[
\delta F(\Gamma; \mathbf{V}) = \lim_{\epsilon \to 0} \frac{F(\Gamma') - F(\Gamma)}{\epsilon} = \int_0^1 \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left[ \gamma(\mathbf{n}) \left| \frac{\partial \mathbf{X}(\rho, \epsilon)}{\partial \rho} \right| - \gamma(\mathbf{n}) \left| \frac{\partial \mathbf{X}(\rho, 0)}{\partial \rho} \right| \right] \, d\rho.
\]
By substituting Eqs. (2.10a) - (2.10c) into the above equation, and using the identity \( \nabla \gamma \cdot \mathbf{n} = \gamma (\mathbf{n}) \), we can obtain
\[
\delta F(\Gamma; \mathbf{V}) = \int_0^1 \nabla \gamma (\mathbf{n}) \left[ \frac{\partial \mathbf{X} \cdot \partial \mathbf{V}_0}{\partial \rho \mathbf{X}} - \frac{(\partial \mathbf{V}_0)^2}{\partial \rho \mathbf{X}} \right] \, d\rho + \int_0^1 \gamma (\mathbf{n}) \left[ \frac{\partial \mathbf{X} \cdot \partial \mathbf{V}_0}{\partial \rho \mathbf{X}} \right] \, d\rho
\]
By using integration by parts, and Cahn-Hoffman vector \( \xi = \nabla \gamma (\mathbf{n}) \), we can obtain
\[
\delta F(\Gamma; \mathbf{V}) = -\int_0^1 (\partial \xi)^\perp \cdot \mathbf{V}_0 \, d\rho + \left[ \xi^\perp \cdot \mathbf{V}_0 \right]_{s=0}^{s=L} - \left[ (\partial \xi)^\perp \cdot \mathbf{V}_0 \right]_{s=0}^{s=L} (2.12)
\]
Making use of the expressions: \( \partial \xi \parallel \mathbf{r} \) and \( (\partial \xi)^\perp \parallel \mathbf{n} \), we can immediately obtain the conclusion from the above Eq. (2.12).

By using the above Lemma. 2.1 we can easily obtain the following Theorem about the first variation of the free energy functional (2.2):

**Theorem 2.1.** The first variation of the free energy functional (2.2) used in solid-state dewetting problems with respect to any smooth deformation field \( \mathbf{V} \) can be written as:
\[
\delta W(\Gamma; \mathbf{V}) = -\int_\Gamma [(\partial \xi)^\perp \cdot \mathbf{n}] (\mathbf{V}_0 \cdot \mathbf{n}) \, ds + \left[ (\xi^\perp \cdot \mathbf{e}_1) (\mathbf{V}_0 \cdot \mathbf{e}_1) \right]_{s=0}^{s=L} - \left[ (\gamma \nu S - \gamma \nu F) (\mathbf{V}_0 \cdot \mathbf{e}_1) \right]_{s=0}^{s=L},
\]
where \( \xi = (\xi_1, \xi_2) \), \( \mathbf{e}_1 = (1, 0) \) represents the unit vector along the \( x \)-coordinate (or the substrate line), and \( (\mathbf{V}_0 \cdot \mathbf{e}_1) \) represents the deformation velocity along the substrate line at two contact points.

**Proof.** For solid-state dewetting problems, as shown in Fig. 2, the contact points must move along the substrate. Under the assumption that the substrate is flat, the velocity field \( \mathbf{V}(\rho, 0) \) at the two contact points (i.e., the two endpoints of the curve \( \Gamma \)) must satisfy the constraints: \( \mathbf{V}_0(s = 0) \parallel \mathbf{e}_1 \) and \( \mathbf{V}_0(s = L) \parallel \mathbf{e}_1 \).

By using the above Eq. (2.10), and \( \xi^\perp = (\xi_2, -\xi_1) \), we can obtain
\[
\delta W(\Gamma; \mathbf{V}) = -\int_\Gamma [(\partial \xi)^\perp \cdot \mathbf{n}] (\mathbf{V}_0 \cdot \mathbf{n}) \, ds + \left[ (\xi^\perp \cdot \mathbf{e}_1) (\mathbf{V}_0 \cdot \mathbf{e}_1) \right]_{s=0}^{s=L} - \left[ (\gamma \nu S - \gamma \nu F) (\mathbf{V}_0 \cdot \mathbf{e}_1) \right]_{s=0}^{s=L}.
\]

3. Sharp-interface model via a \( \xi \)-vector formulation

By using the above Theorem 2.1, the first variation of the total energy functional (2.2) with respect to the interface \( \Gamma \) and two contact points \( x^c_L \) and \( x^c_R \) can be written as:
\[
\frac{\delta W}{\delta \Gamma} = -\left[ (\partial \xi)^\perp \cdot \mathbf{n} \right], \quad \frac{\delta W}{\delta x^c_L} = -\left( \xi_2 \big|_{s=0} - (\gamma \nu S - \gamma \nu F) \right), \quad \frac{\delta W}{\delta x^c_R} = \xi_2 \big|_{s=L} - (\gamma \nu S - \gamma \nu F).
\]

From the Gibbs-Thomson relation (40) [35], the chemical potential \( \mu \) of the system is defined as
\[
\mu = \Omega_0 \frac{\delta W}{\delta \Gamma},
\]
\[
(3.1)
\]
\[
(3.2)
\]
where $\Omega_0$ represents the atomic volume of the thin film material. The normal velocity of the interface curve $\Gamma$, labeled as $v_n$, is expressed by the following surface diffusion flow \cite{28, 40}:

$$v_n = -\Omega_0(\nabla_s \cdot j) = D_s \Omega_0 \frac{k_B T_e}{\kappa_B T} \partial_{ss} \mu,$$  \hspace{0.5cm} (3.3)

where $j$ is the mass flux along the interface, $\nabla_s$ is the gradient operator, $D_s$ is the surface diffusivity, $\mu$ is the chemical potential, and $k_B T_e$ is the thermal energy. Furthermore, the motion of the two contact points are given by the energy gradient flow, which is determined by the time-dependent Ginzburg-Landau kinetic equations \cite{26}, i.e.,

$$\frac{dx_s^i(t)}{dt} = -\eta \frac{\delta W}{\delta x_s^i}, \quad \frac{dx_s^f(t)}{dt} = -\eta \frac{\delta W}{\delta x_s^f},$$  \hspace{0.5cm} (3.4)

with $\eta \in (0, +\infty)$ representing the finite contact point mobility.

We choose the characteristic length scale and characteristic surface energy scale as $b_0$ and $\gamma_0$ respectively, the time scale as $\frac{h_0^4}{\eta \gamma_0}$ with $B = \frac{D_s \sigma_0^2}{\eta \gamma_0}$, and the contact line mobility is scaled by $\frac{B}{\gamma_0}$. Then, we can obtain a dimensionless sharp-interface model again \cite{28, 29} for solid-state dewetting via a $\xi$-vector formulation, which can be written as follows (for simplicity, we still use the same notations for the variables):

$$\partial_s X = \partial_{ss} \mu \cdot n, \quad 0 < s < L(t), \quad t > 0,$$  \hspace{0.5cm} (3.5)

$$\mu = - (\partial_s \xi) \cdot n, \quad \xi = \nabla \tilde{\gamma}(p) \bigg|_{p=n};$$  \hspace{0.5cm} (3.6)

where $\Gamma := \Gamma(t) = X(s,t) = (x(s,t), y(s,t))$ represents the moving film/vapor interface, $s$ is the arc length or distance along the interface, $t$ is the time, $n = (-\partial_y, \partial_x)$ is the interface outer unit normal vector, $\mu := \mu(s,t)$ is the chemical potential, $\xi = (\xi_1, \xi_2)$ is the dimensionless Cahn-Hoffman vector (scaled by $\gamma_0$) and $L := L(t)$ represents the total length of the moving interface. The initial condition is given as

$$X(s, 0) := X_0(s) = (x(s, 0), y(s, 0)) = (x_0(s), y_0(s)), \quad 0 \leq s \leq L_0 := L(0),$$  \hspace{0.5cm} (3.7)

satisfying $y_0(0) = y_0(L_0) = 0$ and $x_0(0) < x_0(L_0)$, and the boundary conditions are:

(i) contact point condition

$$y(0, t) = 0, \quad y(L, t) = 0, \quad t \geq 0;$$  \hspace{0.5cm} (3.8)

(ii) relaxed contact angle condition

$$\frac{dx_s^l}{dt} = \eta(\xi_2|_{s=0} - \sigma), \quad \frac{dx_s^r}{dt} = -\eta(\xi_2|_{s=L} - \sigma), \quad t \geq 0;$$  \hspace{0.5cm} (3.9)

where the dimensionless material constant $\sigma = \frac{\gamma_{se} - \gamma_{ve}}{\gamma_0}$, and $\gamma_0$ is the dimensionless unit of surface energy density.

(iii) zero-mass flux condition

$$\partial_s \mu(0, t) = 0, \quad \partial_s \mu(L, t) = 0, \quad t \geq 0.$$  \hspace{0.5cm} (3.10)

For the above boundary conditions, condition (i) ensures that the contact points always move along the substrate, condition (ii) allows for the relaxation of the contact angle, and condition (iii) ensures that the total area/mass of the thin film is conserved, implying that there is no mass flux at the contact points. We note here that the above governing equations (3.5)-(3.6) are mathematically well-posed when the surface energy is isotropic or weakly anisotropic; if the surface energy is strongly anisotropic, the above equations will become anti-diffusion type, and they are ill-posed. In the strongly anisotropic case, we need to regularize these equations by adding some high-order terms, and we will discuss this case in Section 6.
Proposition 3.1 (Mass conservation and energy dissipation). Assume that \( \Gamma(t) = X(s,t) \) is the solution of Eqs. (3.5)- (3.6) coupled with the boundary conditions (3.8)-(3.10), then the total area/mass of the thin film is conserved during the evolution, i.e.,

\[
A(t) \equiv A(0) = \int_{\Gamma(0)} y_0(s) \partial_s x_0(s) \, ds, \quad t \geq 0,
\]

and the total free energy of the system decreases during the evolution, i.e.,

\[
W(t) \leq W(t_1) \leq W(0) = \int_{\Gamma(0)} \gamma(n) \, ds - (x_c^r(0) - x_c^l(0)) \sigma, \quad t \geq t_1 \geq 0.
\]

Proof. By directly calculating the time derivative of \( A(t) \), we can obtain the following expressions:

\[
\frac{d}{dt} A(t) = \frac{d}{dt} \int_{\Gamma(t)} y \partial_s x \, ds = \frac{d}{dt} \int_0^1 y \partial_s x \, d\rho = \int_0^1 (\partial_s y \partial_s x + y \partial_\rho x) \, d\rho
\]

\[
= \int_0^1 (\partial_s y \partial_s x - \partial_\rho y \partial_\rho x) \, d\rho + (y \partial_\rho x) \Big|_{\rho=0}^{\rho=1} = \int_0^1 (\partial_s x, \partial_s y) \cdot (-\partial_\rho y, \partial_\rho x) \, d\rho = \int_{\Gamma(t)} \partial_s X \cdot n \, ds
\]

\[
= \int_{\Gamma(t)} \partial_s \mu \, ds = \left( \partial_s \mu \right)_{s=L(t)}^{s=0} = 0,
\]

where the last equality follows from the zero-mass flux boundary condition, and it indicates that the total area/mass is conserved.

To obtain the time derivative of \( W(t) \), by making use of Eq. (2.13), but replacing the perturbation variable \( \epsilon \) with the time variable \( t \), we can immediately obtain:

\[
\frac{d}{dt} W(t) = -\int_{\Gamma(t)} (\partial_s \xi)^T \cdot \partial_s X \, ds + (\xi_2|_{s=L(t)} - \sigma) \frac{dx_c}{dt} - (\xi_2|_{s=0} - \sigma) \frac{dx_c^{l}}{dt},
\]

where we note that \( \frac{dx_c^{r}}{dt} = \left( V_0 \cdot e_1 \right) \big|_{s=L(t)} \) and \( \frac{dx_c^{l}}{dt} = \left( V_0 \cdot e_1 \right) \big|_{s=0} \).

By using (3.5) and (3.6) (i.e., the relaxed contact angle and zero-mass flux conditions), we have

\[
\frac{d}{dt} W(t) = \int_{\Gamma(t)} \mu \partial_s \mu \, ds - \frac{1}{\eta} \left[ (\frac{dx_c}{dt})^2 + (\frac{dx_c^{l}}{dt})^2 \right] = -\int_{\Gamma(t)} (\partial_s \mu)^2 \, ds - \frac{1}{\eta} \left[ (\frac{dx_c}{dt})^2 + (\frac{dx_c^{l}}{dt})^2 \right] \leq 0.
\]

The last inequality immediately implies the energy dissipation. \( \square \)

4. A parametric finite element method

In this section, motivated by the parametric finite element method (PFEM) recently used for solving a class of geometric partial differential equations (e.g., \([28, 39, 49–51]\)), we propose a parametric finite element numerical scheme for solving the above proposed sharp-interface mathematical model, i.e., Eqs. (3.5)- (3.6) coupled with the boundary conditions Eqs. (3.8)-(3.10).

4.1. Variational formulation

Following the previous notions, we assume that \( \Gamma(t) \) is a family of open evolution curves in the plane which intersect with the substrate line (x-axis) at the two contact points, where \( t \in [0, T] \) represents the time, then we can parameterize the curves as

\[
\Gamma(t) = X(\rho, t) : I \times [0, T] \rightarrow \mathbb{R}^2,
\]

where the time-independent spatial variable \( \rho \in I \), and \( I \) denotes a fixed reference spatial domain. For simplicity, we choose it as \( I := [0, 1] \).
In order to briefly present its variational formulation of the sharp-interface model, we introduce the following $L^2$ inner product which depends on the evolution curve $\Gamma(t)$ as
\[ \langle u, v \rangle_{\Gamma} := \int_I u(p) \cdot v(p) |\partial_p X(p,t)| \, dp, \] (4.2)
where $u, v \in L^2(I)$ are any scalar (or vector) functions. In addition, here we always assume that $\partial_p s(p,t) = |\partial_p X(p,t)| \in L^\infty(I)$. On the other hand, when the interface curve $\Gamma(t)$ evolves, the $x$-coordinates of two contact points at which $\Gamma(t)$ intersects with the $x$-axis will evolve according to the relaxed contact angle condition Eq. (3.9), and therefore, we can define the following Dirichlet-type functional space of the solutions for the proposed sharp-interface model as
\[ H^1_{a,b}(I) = \{ u \in H^1(I) : u(0) = a, u(1) = b \}, \] (4.3)
where $a$ and $b$ are two preassigned constants which are related to $x$-coordinates (or $y$-coordinates) of the two contact points at a fixed time, respectively. For simplicity, we denote $H^1_0(I) := H^1_{a,b}(I)$.

Now, we can define the variational formulation of the above sharp-interface model for simulating the solid-state dewetting of thin films: given an initial curve $\Gamma(0) = X(p,0) = X_0(s)$ with $s = L_0 \rho$ for $\rho \in I$ (defined in Eq. (3.7)), for any time $t \in (0,T]$, find the evolution curves $\Gamma(t) = X(p,t) \in H^1_{a,b}(I) \times H^1_0(I)$ with the $x$-coordinate positions of moving contact points $a = x_c^l(t) \leq x_c^r(t) = b$, the chemical potential $\mu(p,t) \in H^1(I)$ such that
\[ \langle \partial_t X, \varphi n \rangle_{\Gamma} + \langle \partial_s \mu, \partial_s \varphi \rangle_{\Gamma} = 0, \quad \forall \varphi \in H^1(I), \] (4.4)
\[ \langle \mu n, \omega \rangle_{\Gamma} - \langle \xi^+, \partial_s \omega \rangle_{\Gamma} = 0, \quad \forall \omega \in H^1_0(I) \times H^1_0(I), \] (4.5)
coupled with that the positions of the moving contact points, i.e., $x_c^l(t)$ and $x_c^r(t)$, are updated by the relaxed contact angle boundary condition, i.e., Eq. (3.9). Here, the Cahn-Hoffman $\xi$-vector is determined from the surface energy density $\gamma(n)$ and the curve orientation $n$, i.e., $\xi = \nabla \gamma(p) \big|_{p=n}$. It is noted that Eq. (4.4) is obtained by reformulating Eq. (4.5) as $\partial_t X \cdot n = \partial_s \mu$, then multiplying a scalar test function $\varphi$ on the both sides and integrating over the interface curve $\Gamma(t)$, and finally using the integration by parts and the zero-mass flux boundary condition (3.10). Similarly, Eq. (4.5) is obtained by reformulating Eq. (3.6) as $\mu n = -\partial_s \xi^+$, multiplying a vector-valued test function $\omega$ on its both sides, and integrating by parts.

4.2. Fully-discrete scheme

A uniform partition of $I$ is given as: $\rho \in I = [0,1] = \bigcup_{j=1}^N I_j = \bigcup_{j=1}^N [\rho_{j-1}, \rho_j]$, where $N$ denotes the number of divided small intervals, and $\rho_j = jh$ denotes the interval nodes with the uniform interval length $h = 1/N$. In addition, we subdivide the time interval as $0 = t_0 < t_1 < \ldots < t_{M-1} < t_M = T$ with $\tau_m = t_{m+1} - t_m$. Define the finite dimensional spaces to approximate $H^1(I)$ and $H^1_{a,b}(I)$ as
\[ V^h := \{ u \in C(I) : u \big|_{I_j} \in P_1, \quad \forall j = 1,2,\ldots,N \} \subseteq H^1(I), \] (4.6)
\[ V_{a,b}^h := \{ u \in V^h : u(0) = a, u(1) = b \} \subseteq H^1_{a,b}(I), \] (4.7)
where $a$ and $b$ are two given constants, $P_1$ denotes the polynomial with degrees at most 1. And again, for simplicity, we denote $V_{0,0}^h = V^h_{0,0}$.

Since we use the $P_1$ (linear) elements to approximate the moving curves, the numerical solutions for the moving interfaces are polygonal curves. If we introduce that, $h_j^m := X^m(\rho_j) - X^m(\rho_{j-1})$, is a straight line (or a vector) which connects with the marker points $X^m(\rho_j)$ and $X^m(\rho_{j-1})$, where $j = 1 \rightarrow N$, then we can denote the evolution curve at time $t = t_m$ as: $X^m = \bigcup_{j=1}^N h_j^m$, and its tangential, normal vector of the numerical solution $\Gamma^m$ are step functions with possible discontinuities or jumps at nodes $\rho_j$. For two
where \( \xi \) relaxed contact angle condition Eq. (3.9) by using the forward Euler numerical approximation, linear approximation

\[
\gamma \quad \text{where the value of the orientation angle} \quad \text{the angle between the interface outer normal} \ n \ \text{expressed as the form of} \ \gamma \ .
\]

According to the specific form of the surface energy density, we can define the numerical approximation term \( \xi^m \) in the above scheme as follows: If the surface energy density is expressed as the form of \( \gamma(n) \), the numerical approximation term \( \xi^m \) can be defined as:

\[
\xi^m = \gamma(n^m) n^m + (\xi \cdot \sigma^m) \tau^m + 1.
\]

The main idea comes from that the Cahn-Hoffman vector can be decomposed as: \( \xi = \gamma(n) n + (\xi \cdot \sigma^m) \tau \), where \( \xi \cdot n = \gamma(n) \), and then we use the semi-implicit discretization. Furthermore, in some literatures, the surface energy density function \( \gamma(n) \) can be chosen as a special form, e.g., Riemannian metric form \[59\] [61]

\[
\gamma(n) = K \sum_{k=1}^{K} \sqrt{G_k n \cdot n}, \quad \xi(n) = K \sum_{k=1}^{K} \left[ \sqrt{G_k n \cdot n} \right]^{-1} G_k n,
\]

where \( G_k, k = 1, \ldots, K \), is a symmetric positive definite matrix. In this special case, the numerical approximation term \( \xi^m \) can be defined as:

\[
\xi^m = K \sum_{k=1}^{K} \left[ \sqrt{G_k n \cdot n} \right]^{-1} G_k n^m + 1.
\]

On the other hand, in two dimensions, the surface energy density function \( \gamma(n) \) can be equivalently expressed as the form of \( \gamma(\theta) \), where \( n = (\cos \theta, \sin \theta) \), \( \theta \in [-\pi, \pi] \) represents the local orientation (i.e., the angle between the interface outer normal \ n \ and \ y-axis), and by simple calculations we can evaluate the linear approximation \( \xi^m \) in Eq. (4.9b) to the Cahn-Hoffman vector as

\[
\xi^m = \gamma(\theta^m) n^m + 1 - \gamma(\theta^m) \tau^m + 1,
\]

where the value of the orientation angle \( \theta \) is explicitly calculated at time \( t = t^m \), and we have used \( \xi \cdot \sigma^m = -\gamma(\theta) \) in Eq. (4.11).

For the above semi-implicit parametric finite element scheme, we have the following theorem:
Theorem 4.1 (Well-posedness for the PFEM scheme). The above discrete variational problem Eqs. (4.9a)-(4.9b) admits a unique solution (i.e., well-posed).

Proof. Note that the two moving contact points is first updated explicitly according to the relaxed boundary condition, and therefore, the boundary conditions of the variables for the above discrete variational problem can be regarded as the Dirichlet type. Proving that the resulted linear system has a unique solution is equivalent to proving that the corresponding homogeneous linear system has zero solutions, i.e., the system can be reduced to: find \( \{X^{m+1},\mu^{m+1}\} \in \{V^h_0 \times V^h_0, V^h\} \) such that

\[
\begin{align}
\langle X^{m+1}, \varphi_h n^m \rangle^h_{\Gamma_m} + \langle \partial_t \mu^{m+1}, \partial_s \varphi_h \rangle_{\Gamma_m} = 0, \quad \forall \varphi_h \in V^h,
\end{align}
\]

\[
\langle \mu^{m+1} n^m, \omega_h \rangle^h_{\Gamma_m} = \langle (\xi^{m+1})^\perp, \partial_s \omega_h \rangle^h_{\Gamma_m}, \quad \forall \omega_h \in V^h_0 \times V^h_0,
\]

with \( \xi^{m+1} = \gamma(\theta^m)(-\partial_s X^{m+1})^\perp - \gamma'(\theta^m)\partial_s X^{m+1} \) defined in Eq. (4.14). Now if we set \( \varphi_h = \mu^{m+1}, \omega_h = X^{m+1} \) and by noting that \( \langle \partial_s X^{m+1} \rangle^\perp, \partial_s X^{m+1} = 0 \), we can obtain

\[
\langle \partial_s \mu^{m+1}, \partial_s \mu^{m+1} \rangle_{\Gamma_m} + \gamma(\theta^m) \partial_s X^{m+1}, \partial_s X^{m+1} \rangle_{\Gamma_m} = 0.
\]

Because the surface energy density \( \gamma(\theta) \) is always non-negative, the above equation directly tells us that \( X^{m+1} = 0, \mu^{m+1} = 0 \). Therefore, the corresponding homogeneous linear system only has zero solutions, which indicates the discrete scheme has a unique solution. 

Note that in the above proof, we assume that the surface energy density is of the \( \gamma(n) \) form; if it is written as the \( \gamma(x) \) form, the proof is the same. On the other hand, if the surface energy density is specially chosen as the Riemannian metric form, the proof can be found in [51].

The above proposed PFEM scheme via the Cahn-Hoffman \( \xi \) has many advantages over the PFEM scheme previously proposed by us in [28]: (a) first, in the present PFEM, we only need to solve a linear algebra system which includes the unknown variables \( \{X^{m+1},\mu^{m+1}\} \), while it includes \( \{X^{m+1},\mu^{m+1},\kappa^{m+1}\} \) in the previous one; (b) second, the present PFEM is well-posed and can work for any form of the surface energy density function, while the previous one only works for the \( \gamma(x) \) form and can be proved to be well-posed only in the isotropic surface energy case; (c) third, the present scheme only needs to deal with the first derivative of \( \gamma(\theta) \), while the previous needs to compute its second derivative. In addition, we note here that in practical simulations, when the surface energy anisotropy becomes stronger and stronger, the interface curve will form sharper and sharper corners. Under these circumstances, we need to redistribute mesh points at evenly spaced arc lengths, and a kind of mesh redistribution algorithm which can conserves the total area can be found in the reference [19].

For any form of \( \gamma(n) \), how to prove that the above fully-discrete scheme Eqs. (4.9a)-(4.9b) preserves the discrete energy-dissipation property seems difficult. But in some special forms, for example, if \( \gamma(n) \) is chosen as the Riemannian metric form, i.e., Eq. (4.12), Barrett et al. [51] can prove a stronger conclusion that the scheme is unconditionally energy-stable (i.e., energy-dissipative regardless of how to choose \( \tau_m \) and \( h \)) for closed evolution curves with periodical boundary conditions. Some more generalized PFEM schemes which can ensure the stability and are applicable for all types of anisotropy have been discussed and developed in the reference [39]. The main idea behind these schemes is to explicitly evaluate the nonlinear term \( \xi \) by adding a stabilized term to Eq. (4.15b) on the right hand side. The fully-discrete stabilized PFEM scheme for solving the sharp-interface model can be written as: for \( m \geq 0 \), find \( \Gamma^{m+1} = X^{m+1} \in V^h_0 \times V^h_0 \) with the x-coordinate positions of the moving contact points \( a := x^b_c(t_{m+1}) \leq b := x^a_c(t_{m+1}) \) and \( \mu^{m+1} \in V^h \) such that

\[
\begin{align}
\langle X^{m+1} - X^m, \varphi_h n^m \rangle^h_{\Gamma_m} + \langle \partial_t \mu^{m+1}, \partial_s \varphi_h \rangle^h_{\Gamma_m} = 0, \quad \forall \varphi_h \in V^h,
\end{align}
\]

\[
\begin{align}
\langle \mu^{m+1} n^m, \omega_h \rangle^h_{\Gamma_m} = \langle (\xi^m)^\perp, \partial_s \omega_h \rangle^h_{\Gamma_m} = \lambda \langle (\gamma(n^m) \partial_s (X^{m+1} - X^m), \partial_s \omega_h \rangle^h_{\Gamma_m}, \quad \forall \omega_h \in V^h_0 \times V^h_0,
\end{align}
\]

where the two contact point positions \( x^b_c(t_{m+1}) \) and \( x^a_c(t_{m+1}) \) are first determined by Eqs. (4.10) via forward Euler scheme. Here, \( \lambda \) is a stabilized parameter (often chosen as a positive constant). This stabilized PFEM
is also a good candidate numerical method for solving our proposed model. But, since the stabilized term may influence the accuracy of the scheme, especially when the stabilized parameter $\lambda$ is chosen to be large to control the stability, so in real simulations this scheme is not our first option compared to the former PFEM scheme, i.e., Eqs. (4.9a)-(4.9b).

5. Numerical results

![Figure 3: Several steps in the evolution of small, initial rectangle islands (shown in red) towards their equilibrium shapes (shown in blue) for different degrees of the anisotropy $\beta$ with the crystalline symmetry order $k = 4$, where the parameters are chosen as $\sigma = \cos \frac{3\pi}{4}$, and the degree of the anisotropy: (a) $\beta = 0$, (b) $\beta = 0.02$, (c) $\beta = 0.04$, (d) $\beta = 0.06$.](image)

Based on the sharp-interface model and numerical methods presented above, we will perform numerical simulations in this section for investigating solid-state dewetting of thin films with different kinds of surface energy anisotropies in several different initial geometries. The numerical simulations are performed by using the PFEM (4.9a)-(4.9b), except where noted. The contact point mobility $\eta$ determines the relaxation rate of the dynamical contact angle to the equilibrium contact angle, and in principle, it is a material parameter which should be determined either from physical experiments or microscopic (e.g., molecular dynamical) simulations. In the following numerical simulations, we always choose a large contact point mobility $\eta = 100$. The choice of a large contact point mobility (e.g., $\eta = 100$) tends to drive the contact angle very quickly to converge to the equilibrium contact angle, resulting in an equilibrium shape that effectively minimizes the total surface energy with the equilibrium contact angles. The influence of the parameter $\eta$ on the solid-state dewetting evolution process and equilibrium shapes has been discussed in [26].

5.1. Small islands

The first type of anisotropic surface energy density we will investigate is the $k$-fold smooth crystalline surface energy, which is usually defined as the $\gamma(\theta)$ form

$$\gamma(\theta) = 1 + \beta \cos(k\theta), \quad \theta \in [-\pi, \pi],$$

(5.1)

where $\beta \geq 0$ controls the degree of the anisotropy, $k$ is the order of the rotational symmetry (usually taken as $k = 2, 3, 4, 6$ for crystalline materials). For this surface energy, when $\beta = 0$, it is isotropic; when $0 < \beta < \frac{1}{k^2-1}$, it is weakly anisotropic; and when $\beta > \frac{1}{k^2-1}$, it is strongly anisotropic.
Figure 4: Several steps in the evolution of small initial rectangle islands (shown in red) towards their equilibrium shapes (shown in blue), where the parameters are chosen as $\sigma = \cos(\frac{3\pi}{4})$, (a) $k = 3, \beta = 0.1$; (b) $k = 6, \beta = 0.022$.

We start with the numerical examples for the 4-fold anisotropy under four different degrees $\beta$. As depicted in Fig. 3, it shows the evolution process of an initially rectangular thin film (in red solid lines) towards its equilibrium shapes (in blue solid lines). The initial rectangular island film is chosen as the length 5 and height 1. From Fig. 3(a) to Fig. 3(d), the material constants are all chosen $\sigma = \cos(\frac{3\pi}{4})$, while the degree of the anisotropy $\beta$ increases gradually from $\beta = 0$ to $\beta = 0.06$. The number of the grid points is chosen as $N = 400$, and the time step is chosen as a fixed value $\tau = 2 \times 10^{-4}$. As can be seen clearly in Fig. 3, the equilibrium shapes (in blue solid lines) gradually change from a circular arc to an anisotropic shape with increasingly sharper and sharper corners, and the number of “facets” in the equilibrium shape also exhibits the 4-fold geometric symmetry. Moreover, we also test the numerical examples by choosing different symmetry orders $k$, and observe that the $k$-fold symmetry appears in the equilibrium shape (as shown in Fig. 4).

Fig. 5(a) shows the temporal evolution of the normalized free energy $W(t)/W(0)$ and the normalized area/mass $A(t)/A(0)$ defined in the previous section. As clearly shown in Fig. 5(a), the horizontal black dash line implies that our PFEM has a very good property which ensures that the total area/mass of the thin film conserves, and the monotonically decreasing red solid line implies the energy dissipation property during the whole evolution process. We also investigate the mesh quality by defining the mesh distribution function $\psi(t)$ as

$$\psi(t_m) = \frac{\max_{1 \leq j \leq N} |h_{m,j}^m|}{\min_{1 \leq j \leq N} |h_{m,j}^m|}, \quad \text{where } \Gamma^m = \bigcup_{j=1}^{N} h_{j}^{m}. \quad (5.2)$$

Figure 5: (a) The temporal evolution of the normalized total free energy and the normalized total area/mass; (b) the temporal evolution of the mesh distribution function $\psi(t)$. The computational parameters are chosen as the same as Fig. 3(c).
Fig. 5(b) shows the temporal evolution of the mesh distribution function $\psi(t)$. As shown in the figure, we can clearly observe that the distribution function first quickly increases from 1 to about 3 and then gradually decreases to a value around 2, and its value is always not big during the evolution. We find that the mesh quality is always preserved well during the simulation when the surface energy anisotropy is not very strong (i.e., $\beta$ is not very big). Some theoretic analysis for the mesh-distribution property in the isotropic surface energy case can be found in the reference [50], and an intuitive explanation is because Eq. (4.9a) allows the tangential velocity of mesh points which does not change the shape of the interface curve, while this tangential velocity tends to distribute the mesh points uniformly according to the arc length due to Eq. (4.9b).

![Figure 6: Several steps in the evolution of small, initially rectangular islands (shown in red) towards their equilibrium shapes (shown in blue) where the anisotropy is given by Eq. (5.3), where the computational parameters are chosen as $\sigma = \cos \frac{3\pi}{4}$, and the anisotropic parameters are: (a) $K = 2, \phi_1 = 0, \phi_2 = \frac{\pi}{2}, \delta_1 = \delta_2 = 0.1$, (b) $K = 3, \phi_1 = 0, \phi_2 = \frac{2\pi}{3}, \phi_3 = \frac{2\pi}{3}, \delta_1 = \delta_2 = \delta_3 = 0.1$, and the number of grid points is chosen as $N = 800$, the time step is uniformly chosen as $\tau = 10^{-4}$.]

The next type of surface energy density we will focus on is of the Riemannian metric form defined in Eq. (4.12), i.e.,

$$
\gamma(n) = \sum_{k=1}^{K} \sqrt{G_k n \cdot n}, \quad G_k = R(-\phi_k)D(\delta_k)R(\phi_k), \quad k = 1, \ldots, K,
$$

(5.3)

where the matrices $D$ and $R$ are defined as

$$
D(\delta) = \begin{pmatrix} 1 & 0 \\ 0 & \delta^2 \end{pmatrix}, \quad R(\phi) = \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix}.
$$

(5.4)

Here, the matrix $D$ is positive definite, and the regularization parameter $\delta$ can be viewed as a kind of smooth regularization for this type of surface energy anisotropy (i.e., used for smoothing sharp corners which will appear in equilibrium shapes). When $\delta$ decrease from a small positive number to zero, its corresponding equilibrium shape will exhibit sharper and sharper corners.

Under the above type of surface energy, we perform numerical simulations for investigating the kinetic evolution of solid-state dewetting. Fig. 6 shows the kinetic evolution of a small initial rectangular island (in red) towards its equilibrium shape (in blue), where the material constant is chosen as $\sigma = \cos \frac{3\pi}{4}$, and the parameters that control the surface energy anisotropy are chosen as: (a) $K = 2, \phi_1 = 0, \phi_2 = \frac{\pi}{2}, \delta_1 = \delta_2 = 0.1$, (b) $K = 3, \phi_1 = 0, \phi_2 = \frac{2\pi}{3}, \phi_3 = \frac{2\pi}{3}, \delta_1 = \delta_2 = \delta_3 = 0.1$. As clearly shown in Fig. 6, it can be observed that the evolution shape for this type of anisotropy seems to be more “faceting” than the smooth $k$-fold anisotropy, and the equilibrium shape for Fig. 6(a) is a truncation of a square while it is a truncation of a hexagon for Fig. 6(b), which implies that the parameter $K$ plays the same role in determining the symmetry as it does in the smooth $k$-fold anisotropy. The small regularization parameter $\delta$ is here used to smoothen sharp corners which connect with two different facets.
The last type of surface energy anisotropy we consider in this section is defined as \[ \gamma(\theta) = 1 + \beta |\cos \frac{k\theta}{2}|, \] (5.5)
and this type of surface energy is not smooth at the points where the function \( \cos \frac{k\theta}{2} \) changes its sign. A smooth regularization technique can be done as follows because the proposed PFEM needs \( \gamma(\theta) \in C^1[-\pi, \pi] \),
\[ \gamma(\theta) = 1 + \beta \sqrt{\delta^2 + \cos^2 \frac{k\theta}{2}}, \] (5.6)
where \( \beta \) controls the degree of anisotropy. During our practical simulations, we find that in this case when \( \beta \) becomes very large (but still in the weakly anisotropic, i.e., \( \gamma(\theta) + \gamma''(\theta) > 0 \)), the PFEM scheme \((4.9a) - (4.10)\) does not work better than the stabilized PFEM scheme \((4.17a) - (4.17b)\) in the sense that we use the same number of grid points. So here, we use the stabilized PFEM scheme \((4.17a) - (4.17b)\) for simulating solid-state dewetting with this special type of anisotropy. As shown in Fig. 7, the interface curve evolves from a small rectangular island to its equilibrium shape (a regular \( k \)-polygon truncated by a flat substrate).

5.2. Large islands

As widely discussed in the papers \cite{7, 9, 26, 28}, when the aspect ratios of thin island films are larger than a critical value, the large islands will pinch-off to form small separated islands.

In order to obtain a qualitative comparison with other numerical methods, we choose the same computational parameters as in the paper \cite{26, 28}. The numerical computation is set up as follows: the initial thin film is chosen as a very large thin island with length \( L = 60 \) and height \( h = 1 \). The anisotropy is given as 4-fold anisotropic surface energy density with \( \beta = 0.06 \) and the material constant is given by \( \sigma = \cos \frac{5\pi}{6} \).

Fig. 8 depicts the temporal geometric evolution of this initially rectangular island during the solid-state dewetting. As can be seen in the figure, solid-state dewetting very quickly leads to the formation of ridges at the island edges followed by two valleys. As time evolves, the ridges and valleys become increasingly exaggerated, then the two valleys merge near the island center. At the time \( t = 371 \), the valley at the center of the island hits the substrate, leading to a pinch-off event that separates the initial island into a pair of

Figure 7: Several snapshots in the evolution of a small, initially rectangular island film towards its equilibrium shape at different times: (a) \( t = 0 \); (b) \( t = 0.05 \); (c) \( t = 0.1 \); (d) \( t = 0.5 \); (e) \( t = 1.0 \); (f) \( t = 7.7 \), where the surface energy density is chosen as \( \gamma(\theta) = 1 + 0.19 |\cos \frac{2\theta}{3}| \) with a small regularization parameter \( \delta = 0.1 \), and the material constant \( \sigma = \cos \frac{5\pi}{6} \), the stabilized parameter in the stabilized PFEM scheme \((4.17a) - (4.17b)\) is chosen as \( \lambda = 20 \), and the number of grid points is chosen as \( N = 800 \), the time step is uniformly chosen as \( \tau = 10^{-4} \).
Figure 8: Several snapshots in the evolution of a long, thin island film (aspect ratio of 60) with \( k \)-fold smooth anisotropic surface energy \((k = 4, \beta = 0.06)\) and the material parameter \( \sigma = \cos(5\pi/6) \) at different times: (a) \( t = 0 \); (b) \( t = 10 \); (c) \( t = 240 \); (d) \( t = 320 \); (e) \( t = 371 \); (f) \( t = 711 \). Note the difference in vertical and horizontal scales.

islands. Finally, the two separated islands continue to evolve until they reach their equilibrium shapes. The corresponding evolution of the normalized total free energy and normalized total area (mass) are shown in Fig. 9. An interesting phenomenon here is that the total energy undergoes a sharp drop at \( t = 371 \), the moment when the pinch-off event occurs.

![Figure 9](image)

Figure 9: The corresponding temporal evolution in Fig. 8 for the normalized total free energy and the normalized area (mass).

The pinch-off time \( t = 371 \) we obtained by using our PFEM for this particular example is very close to the result \( t = 374 \) by using marker-particle methods in [26]. But under the same computational resource, the computational time by using PFEM for this example is about two hours, while it is about two weeks by using marker-particle methods [26]. Besides, the obtained pinch-off time is exactly the same as the result by using another PFEM method recently proposed in [28] which does not use \( \xi \)-vector and has more unknown variables in its variational form, and it validates the accuracy of the new PFEM from one side. Note here that once the interface curve hits the substrate somewhere in the simulation, it means that a pinch-off event has happened and a new contact point is generated, then after the pinch-off, we compute each part of the pinch-off curve separately.

The pinch-off event is not limited to the smooth \( k \)-fold anisotropy, and it can also be observed for other types of surface energy, e.g., Eq. (5.3). Fig. 10 shows the geometric evolution of a large, initially rectangular island with aspect ratio of 40. The material constant \( \sigma \) is chosen as the same as Fig. 8. The parameters which control the surface energy anisotropy are chosen as \( K = 2, \phi_1 = \pi/4, \phi_2 = 3\pi/4, \delta_1 = \delta_2 = 0.1 \). As shown in the figure, we can clearly observe that the thin film quickly forms valleys and ridges at its edges and then the pinch-off event happens at about the time \( t = 140 \). Subsequently, the thin film breaks up into two small thin island pieces which finally evolve into their corresponding equilibrium shapes. This evolution
process shares a similar geometric evolution with the smooth \( k \)-fold anisotropy.

### 5.3. Semi-infinite films

For the retraction of a semi-infinite step film, a lot of earlier studies have shown that the retraction distance \( R(t) \) of a semi-infinite step film as a function of time satisfies a power-law relation \[ R(t) \sim t^{\alpha} \], i.e., \( R(t) \sim t^{\alpha} \). But most of the above studies focused on the isotropic surface energy case \[ 6, 9, 25 \] or some specific forms of surface energy anisotropy \[ 6, 20, 53 \]. For any form of surface energy anisotropy, does the power law exponent \( \alpha \) depend on the type of surface energy anisotropy? this is still a question. Here, we want to investigate this power-law relation by performing ample numerical simulations on semi-infinite thin step films with the surface energy anisotropy defined in Eq. (5.3). As illustrated in Fig. 11, we simulate the retraction evolution process of a semi-infinite step film in two different cases. In both cases, the material constant is chosen as \( \sigma = \cos \frac{5\pi}{6} \), while the anisotropies are chosen as two different parameters: for Case A, \( \gamma(n) \) is chosen as the form of Eq. (5.3) with the parameters \((\phi_1, \phi_2) = (0, \frac{\pi}{2})\), \(\delta_1 = \delta_2 = 0.1\); for Case B, \( \gamma(n) \) is chosen as the form of Eq. (5.3) with the parameters \((\phi_1, \phi_2) = (\frac{\pi}{4}, \frac{3\pi}{4})\), \(\delta_1 = \delta_2 = 0.1\). The surface energy density in Case B can be viewed as the rotation of \( \frac{\pi}{4} \) for Case A.

As is clearly shown in Fig. 11(a), a ridge quickly forms at the retracting edge but no valley appears behind the ridge, and the whole semi-infinite step film gradually moves towards the right direction along the substrate. As time evolves, the ridge becomes higher and higher, but because no valley forms, the pinch-off will never happen. This can be explained as because the surface energy density attains its minimum at the orientations \( n = (0, 1), (1, 0), (-1, 0), \) and the step film quickly evolves to its “quasi-equilibrium” shape,
i.e., preferring its minimum energy orientations, and the oblique direction is not the most favorable energy directions, so valleys never form for this kind of surface energy. On the other hand, if we use another kind of surface energy (e.g. taking a 45 degrees rotation to the minimal energy orientations), as shown in Fig. 11(b), a valley will quickly form behind the ridge, and as time evolves, the valley sinks with time and eventually touches with the substrate, then the pinch-off will happen. It should be noted that, for isotropic surface energy (e.g. taking a 45 degrees rotation to the minimal energy orientations), as shown in Fig. 11(b), the oblique direction is not the most favorable energy direction, so valleys never form for this kind of surface energy. On the other hand, if we use another kind of surface energy, a lot of research works have shown that valleys always form ahead of retracting ridges and can eventually lead to the pinch-off phenomena [6, 7, 9]. However, for anisotropic surface energy, the situation is totally different, and valleys may appear or be absent at retracting edges according to different surface energies (shown in Fig. 11). This observation is consistent with experimental studies for single crystal thin films, and the formation of valleys ahead of the ridges can be observed or not observed in real experiments with different set-ups [8, 30].

Figs. 12(a)-(b) depict the log-log plots of the retraction distance \( R(t) \) versus time \( t \) under different material constants \( \sigma \), and the surface energy is chosen as the form of Eq. (5.3) with different controlled parameters: (a) \( (\phi_1, \phi_2) = (0, \frac{\pi}{2}), \delta_1 = \delta_2 = 0.1 \); (b) \( (\phi_1, \phi_2) = (\frac{\pi}{4}, \frac{3\pi}{4}), \delta_1 = \delta_2 = 0.1 \). The numerical results clearly show that the retraction distance \( R(t) \) can be well described by a power-law relation, and the power-law exponent \( \alpha \approx 2/5 \) is insensitive to the material constant and surface energy anisotropy.

6. Extensions to strongly anisotropic case

Sharp corners would appear in the equilibrium shape when the surface stiffness \( H_\gamma(n) \tau \cdot \tau = \gamma(\theta) + \gamma''(\theta) < 0 \) for some orientations \( \theta \), i.e., the strongly anisotropic case. In this case, the sharp-interface governing equations (3.5)-(3.6) becomes ill-posed. These governing equations can be regularized by adding regularization terms such that the regularized sharp-interface model is well-posed. In this section, we regularize the total interfacial energy \( W(\Gamma) \) defined in Eq. (2.2) by adding the well-known Willmore energy [54, 55], which is defined as

\[
W_{wm} = \frac{\varepsilon^2}{2} \int_\Gamma \kappa^2 \, ds,
\]  

(6.1)

where \( \kappa \) is the curvature of the interface curve and \( 0 < \varepsilon \ll 1 \) is a small regularization parameter. By adding this regularization term, the total interfacial energy can be written as follows

\[
W_{reg}(\Gamma) = W(\Gamma) + W_{wm}(\Gamma) = \int_\Gamma (\gamma(n) + \frac{\varepsilon^2}{2} \kappa^2) \, ds - (\gamma_{VS} - \gamma_{PS})(x_c - x_c').
\]  

(6.2)

6.1. The (regularized) energy and first variation

In order to perform the first variation of the total surface energy defined in Eq. (6.2), we need the following lemma.
Lemma 6.1. Assume that \( \Gamma = X(s) \in C^4([0, L]) \times C^4([0, L]) \) is an open curve with its two endpoints locating at \( s = 0 \) and \( s = L \), where \( s := s(\rho) \) represents the arc length of the curve. Consider a perturbation for \( \Gamma \) with \( V(\rho, \epsilon) \) representing the smooth variational vector field defined in Eq. (2.10a). Define the shape functional \( F(\Gamma) = \int_{\Gamma} \kappa^2 \, ds \), then we have

\[
\delta F(\Gamma; V) = - \int_{\Gamma} (\kappa^3 + 2\partial_{s s} \kappa)(V_0 \cdot n) \, ds - \left( 2\kappa (n \cdot \partial_s V_0) - 2\partial_s \kappa (V_0 \cdot n) + \kappa^2 (V_0 \cdot \tau) \right) \bigg|_{s=0}^{s=L},
\]

where the deformation velocity is denoted as \( V_0 = V(\rho, 0) \), and \( V_0 \cdot n \) represents the deformation velocity along the outer normal direction of the interface.

Proof. If we define \( \theta^\epsilon := \theta(\rho, \epsilon) = \arctan \left( \frac{\partial_{\rho}(\rho, \epsilon)}{\partial_s(\rho, \epsilon)} \right) \), then \( \kappa^\epsilon := \kappa(\rho, \epsilon) \) with respect to the perturbed curve can be expressed as

\[
\kappa^\epsilon = -\partial_s \theta^\epsilon = -\frac{\partial_{\rho} \theta^\epsilon}{\partial_{\rho} X(\rho, \epsilon)}.
\]

From the parameterization defined in Eq. (2.3), \( F(\Gamma^\epsilon) \) is given by

\[
F(\Gamma^\epsilon) = \int_0^1 (\kappa^\epsilon)^2 |\partial_{\rho} X(\rho, \epsilon)| \, d\rho.
\]

By taking derivative of \( F(\Gamma^\epsilon) \) with respect to \( \epsilon \) and noting the independence between \( \epsilon \) and \( \rho \), based on Eq. (6.4), we have

\[
\frac{d}{d\epsilon} F(\Gamma^\epsilon) = \int_0^1 2\kappa^\epsilon \partial_{\rho} X(\rho, \epsilon) |\partial_{\rho} X(\rho, \epsilon)| \, d\rho + \int_0^1 (\kappa^\epsilon)^2 \partial_{\rho} X(\rho, \epsilon) |\partial_{\rho} X(\rho, \epsilon)| \, d\rho
\]

\[
= -2 \int_0^1 \kappa^\epsilon \partial_{\rho} X(\rho, \epsilon) \partial_{s s} \theta^\epsilon \, d\rho - \int_0^1 \kappa^\epsilon \partial_{\rho} \theta^\epsilon \partial_{\rho} X(\rho, \epsilon) \left( \frac{1}{|\partial_{\rho} X(\rho, \epsilon)|} \right) |\partial_{\rho} X(\rho, \epsilon)| \, d\rho + \int_0^1 (\kappa^\epsilon)^2 \partial_{\rho} X(\rho, \epsilon) |\partial_{\rho} X(\rho, \epsilon)| \, d\rho
\]

\[
= I + II + III.
\]

Note that performing the Taylor expansion of \( \theta^\epsilon \) and \( \frac{1}{|\partial_{\rho} X(\rho, \epsilon)|} \) with respect to the small perturbation parameter at \( \epsilon = 0 \), then we obtain

\[
\theta^\epsilon = \theta - \frac{\partial_{\rho} X^\perp \cdot \partial_{\rho} V_0}{|\partial_{\rho} X|^2} \epsilon + O(\epsilon^2) = \theta + \theta^\epsilon + O(\epsilon^2).
\]

\[
\frac{1}{|\partial_{\rho} X(\rho, \epsilon)|} = \frac{1}{|\partial_{\rho} X|} - \frac{\partial_{\rho} X \cdot \partial_{\rho} V_0}{|\partial_{\rho} X|^3} \epsilon + O(\epsilon^2).
\]

Using above expansions and Eq. (2.10a), and for the above three parts, by taking the values at \( \epsilon = 0 \) and integration by parts, we have

\[
I \bigg|_{\epsilon=0} = \int_0^1 2\kappa (\partial_{\rho} \theta^\epsilon) |\partial_{\rho} X(\rho, 0)| \, d\rho = (2\kappa \theta^\epsilon)^{\rho=1}_{\rho=0} + \int_0^1 2\partial_{\rho} \kappa \theta^\epsilon \, d\rho
\]

\[
= - (2\kappa \theta^\epsilon)^{\rho=1}_{\rho=0} - \int_0^1 2\partial_{\rho} \kappa |\partial_{\rho} X(\rho, 0)| \, d\rho
\]

\[
= - (2\kappa \theta^\epsilon)^{\rho=1}_{\rho=0} - \int_0^1 2\partial_{\rho} \kappa |\partial_{\rho} X(\rho, 0)| \, d\rho + \int_0^1 \partial_{\rho} \left( \frac{2\partial_{\rho} \kappa |\partial_{\rho} X|^2}{|\partial_{\rho} X|^2} \right) \cdot V_0 \, d\rho
\]

\[
= - (2\kappa \theta^\epsilon)^{\rho=1}_{\rho=0} - \int_0^1 \frac{2\partial_{\rho} \kappa |\partial_{\rho} X|^2}{|\partial_{\rho} X|^2} \cdot V_0 \, d\rho + \int_0^1 \frac{2\partial_{s s} \kappa \partial_{s s} X \cdot V_0}{|\partial_{\rho} X|^2} \, d\rho
\]

\[
= \left( -2 \kappa \theta^\epsilon + 2 \partial_{s s} \kappa \cdot V_0 \right) |_{s=0}^{s=L} - 2 \int_{\Gamma} (\partial_{s s} \kappa \cdot n + \partial_{s s} \kappa \cdot \tau) \cdot V_0 \, ds.
\]
\[II \big|_{\epsilon=0} = \int_0^1 2\kappa \partial_{s^2} \frac{\partial_p X \cdot \partial_p V_0}{|\partial_p X|^2} \, ds = \frac{2}{\kappa} \left( \kappa \partial_{s^2} \frac{\partial_p X \cdot V_0}{|\partial_p X|^2} \right) \bigg|_{s=0} - \int_0^1 2\partial_p \left( \kappa \partial_{s^2} \frac{\partial_p X}{|\partial_p X|^2} \right) V_0 \, ds \]
\[= \frac{2}{\kappa} \left( \kappa \partial_{s^2} \frac{\partial_p X \cdot V_0}{|\partial_p X|^2} \right) \bigg|_{s=0} + \int_\Gamma 2\partial_s(\kappa^2 \partial_s X) \cdot V_0 \, ds \]
\[= \frac{2}{\kappa} \left( \kappa \partial_{s^2} \frac{\partial_p X \cdot V_0}{|\partial_p X|^2} \right) \bigg|_{s=0} + \int_\Gamma (4\kappa \partial_s \kappa \partial_s X + 2\kappa^2 \partial_s X) \cdot V_0 \, ds \]
\[= -2\left( \kappa^2 \tau \cdot V_0 \right) \bigg|_{s=0} + 2 \int_\Gamma (2\kappa \partial_s \kappa \tau - \kappa^3 \mathbf{n}) \cdot V_0 \, ds. \quad (6.9)\]

Making the summation for the above three terms, we can obtain
\[\left( I + II + III \right) \bigg|_{\epsilon=0} = -\int_\Gamma (\kappa^3 + 2\partial_s \kappa) (\mathbf{n} \cdot V_0) \, ds - \left( 2\kappa \theta' \right) \bigg|_{s=0} + \left( (2\partial_s \kappa - \kappa^3 \mathbf{n}) \cdot V_0 \right) \bigg|_{s=0}. \quad (6.11)\]
Note that the notation \( \theta' \) is defined in Eq. (6.7a), i.e.,
\[\theta' = -\frac{\partial_s X \cdot \partial_s V_0}{|\partial_s X|^2} = \mathbf{n} \cdot \partial_s V_0, \quad (6.12)\]
thus we have
\[\delta F(\Gamma; \mathbf{V}) = -\int_\Gamma (\kappa^3 + 2\partial_s \kappa) (\mathbf{n} \cdot V_0) \, ds - \left( 2\kappa (\mathbf{n} \cdot \partial_s V_0) - 2\partial_s \kappa (\mathbf{n} \cdot V_0) + \kappa^2 (\tau \cdot V_0) \right) \bigg|_{s=0}. \quad (6.13)\]

6.2. The (regularized) sharp-interface model

Now, from the above Lemma. 6.1, the first variation of the regularized Willmore energy term can be written as follows
\[\delta W_{wm}(\Gamma; \mathbf{V}) = -\varepsilon^2 \int_\Gamma \left( \frac{\kappa^3}{2} + \partial_s \kappa \right) (\mathbf{n} \cdot V_0) \, ds - \varepsilon^2 \left( \kappa (\mathbf{n} \cdot \partial_s V_0) - \partial_s \kappa (\mathbf{n} \cdot V_0) + \frac{\kappa^2}{2} (\tau \cdot V_0) \right) \bigg|_{s=0}. \quad (6.14)\]
The boundary term \( -\left( \kappa (\mathbf{n} \cdot \partial_s V_0) \right) \bigg|_{s=0} \) tells us to impose the zero curvature boundary condition into the model to ensure the energy dissipation for arbitrary perturbation. Because the contact points must move along the substrate, the perturbation velocity field at the contact points must satisfy the relation: \( V_0(s = 0) \parallel \mathbf{e}_1 \) and \( V_0(s = L) \parallel \mathbf{e}_1 \), where \( \mathbf{e}_1 = (1, 0) \) represents the unit vector along the x-coordinate (or the substrate line). Making use of the boundary condition \( \kappa = 0 \) at the two contact points and by combining Eq. (2.13) with the above equation, we can obtain the first variation of the surface energy functional (6.2):
\[\delta W_{reg}(\Gamma; \mathbf{V}) = \int_\Gamma \left[ -\partial_s \xi \cdot \mathbf{n} - \varepsilon^2 \left( \frac{\kappa^3}{2} + \partial_s \kappa \right) \right] (V_0 \cdot \mathbf{n}) \, ds + \left[ (\xi_2 - (\gamma_s - \gamma_{s\tau}) + \varepsilon^2 \partial_s \kappa \mathbf{n}_1) (V_0 \cdot \mathbf{e}_1) \right] \bigg|_{s=0}. \quad (6.15)\]
Thus, the first variation of the strongly anisotropic surface energy functional with respect to the curve \( \Gamma \) and the two contact points can be written as
\[
\frac{\delta W_{\text{reg}}}{\delta \Gamma} = -(\partial_s \xi)^\perp \cdot \mathbf{n} - \varepsilon^2 \left( \frac{\kappa^3}{2} + \partial_s \kappa \right),
\]
(6.16)
\[
\frac{\delta W_{\text{reg}}}{\delta x_c^c} = -\left( \xi_2 - (\gamma_{VS} - \gamma_{FS}) + \varepsilon^2 \partial_s \kappa n_1 \right) \bigg|_{s=0},
\]
(6.17)
\[
\frac{\delta W_{\text{reg}}}{\delta x_c^s} = \left( \xi_2 - (\gamma_{VS} - \gamma_{FS}) + \varepsilon^2 \partial_s \kappa n_1 \right) \bigg|_{s=L}.
\]
(6.18)

Similar to the weakly anisotropic case and by using the same dimensionless scale units, we can obtain a dimensionless sharp-interface model again \([27, 28]\) for solid-state dewetting of thin films with strongly anisotropic surface energy via a \( \xi \)-vector formulation, which can be written as follows (for simplicity, we still use the same notations for the variables):

\[
\partial_t \mathbf{X} = \partial_{ss} \mu \mathbf{n}, \quad 0 < s < L(t), \quad t > 0,
\]
(6.19)
\[
\mu = -\left[\partial_s \xi\right]^\perp \cdot \mathbf{n} - \varepsilon^2 \left( \frac{\kappa^3}{2} + \partial_s \kappa \right), \quad \kappa = -\left( \partial_{ss} \mathbf{X} \right) \cdot \mathbf{n}, \quad \xi = \nabla \hat{\gamma}(p) \bigg|_{p=n};
\]
(6.20)

where \( \Gamma := \Gamma(t) = \mathbf{X}(s, t) = (x(s, t), y(s, t)) \) represents the moving film/vapor interface, \( s \) is the arc length or distance along the interface, \( t \) is the time, \( \mathbf{n} = (n_1, n_2) = (-\partial_s y, \partial_s x) \) is the interface outer unit normal vector, \( \mu := \mu(s, t) \) is the chemical potential, \( \xi = (\xi_1, \xi_2) \) is the Cahn-Hoffman vector and \( L := L(t) \) represents the total length of the moving interface, \( \varepsilon \) is a small regularization parameter. The initial condition is given as

\[
\mathbf{X}(s, 0) := \mathbf{X}_0(s) = (x(s, 0), y(s, 0)) = (x_0(s), y_0(s)), \quad 0 \leq s \leq L_0 := L(0),
\]
(6.21)
satisfying \( y_0(0) = y_0(L_0) = 0 \) and \( x_0(0) < x_0(L_0) \), and the boundary conditions are:

(i) contact point condition:
\[
y(0, t) = 0, \quad y(L, t) = 0, \quad t \geq 0,
\]
(6.22)

(ii) relaxed contact angle condition:
\[
\frac{dx_c^l}{dt} = \eta \left( \xi_2 - \sigma + \varepsilon^2 \partial_s \kappa n_1 \right) \bigg|_{s=0}, \quad \frac{dx_c^l}{dt} = -\eta \left( \xi_2 - \sigma + \varepsilon^2 \partial_s \kappa n_1 \right) \bigg|_{s=L},
\]
(6.23)

(iii) zero-mass flux condition:
\[
\partial_s \mu(0, t) = 0, \quad \partial_s \mu(L, t) = 0, \quad t \geq 0,
\]
(6.24)

(iv) zero-curvature condition:
\[
\kappa(0, t) = 0, \quad \kappa(L, t) = 0, \quad t \geq 0.
\]
(6.25)

Following with the similar process as the weakly anisotropic case, the total area/mass conservation and energy dissipation properties under the strongly anisotropic case can be also rigorously proved. Here we omit the details.

6.3. A discretization by PFEM and numerical simulations

In order to obtain the variational formulation for equations \([6.19]-[6.20]\) with the boundary conditions \([6.22]-[6.25]\), we need to introduce a new vector field \( \mathbf{I} \). Here we assume that \( \mathbf{I} \) is parallel to \( \mathbf{n} \), thus we are able to rewrite the equations as the following form

\[
\partial_t \mathbf{X} \cdot \mathbf{n} = \partial_{ss} \mu, \quad \mu \mathbf{n} = -(\partial_s \xi)^\perp - \varepsilon^2 \mathbf{I},
\]
(6.26)
\[
\mathbf{I} \cdot \mathbf{n} = \left( \frac{1}{2} \kappa^3 + \partial_s \kappa \right), \quad \kappa \mathbf{n} = -\partial_{ss} \mathbf{X}.
\]
(6.27)
By using the integration by parts, the weak formulation for solid-state dewetting problems with strongly anisotropic surface energy can be stated as the following variational problem: given the initial curve $\Gamma(0) = X(\rho, 0), \rho \in I$, for every time $t \in (0, T)$, find the evolution curves $\Gamma(t) = X(\rho, t) \in H^1(\partial I) \times H^1(I)$ with the $x$-coordinate positions of moving contact points $a = x^a(t) \leq x^b(t) = b$, the chemical potential $\mu(\rho, t) \in H^1(I)$, $I(\rho, t) \in H^1(I) \times H^1(I)$ and the curvature $\kappa(\rho, t) \in H^1(I)$ such that

\begin{align}
\langle \partial_t X, \varphi n \rangle \Gamma + \langle \partial_s \mu, \partial_s \varphi \rangle \Gamma &= 0, \quad \forall \varphi \in H^1(I), \\
\langle \mu n, \omega_1 \rangle \Gamma - \langle \xi^\perp, \partial_s \omega_1 \rangle \Gamma + \varepsilon^2 \langle I, \omega_1 \rangle \Gamma + \langle \xi^\perp \cdot \omega_i \rangle_{s=0}^{s=L(t)} &= 0, \quad \forall \omega_1 \in (H^1(I))^2, \\
\langle I, n \varphi \rangle \Gamma - \frac{1}{2} \langle \kappa^3, \varphi \rangle \Gamma + \langle \partial_s \kappa, \partial_s \varphi \rangle \Gamma &= 0, \quad \forall \varphi \in H^1(I), \\
\langle \kappa n, \omega_2 \rangle \Gamma - \langle \partial_s X, \partial_s \omega_2 \rangle \Gamma &= 0, \quad \forall \omega_2 \in (H^1(I))^2.
\end{align}

Following with the designing idea for weakly anisotropic case, we can propose a discrete semi-implicit PFEM for solving the above sharp-interface model with strongly anisotropic surface energies, according to the above variational formulation. We omit the details because the scheme is directly an easy extension of the PFEM for weakly anisotropic case.

The first numerical example for strongly anisotropic case is set up as follows. The initial thin film is chosen as a rectangular island with width $L = 5$ and height $h = 1$. The anisotropic surface energy is given by the 4-fold crystalline surface energy defined in Eq. (5.1) with $\beta = 0.2$. The computational parameters are chosen as $\sigma = \cos(2\pi/3), \varepsilon = 0.1$. As depicted in Fig. 13, it shows the kinetic evolution process of an initial rectangle island film towards its equilibrium shape. We can observe that wavy structure first appears during the evolution (Fig. 13(b)), and eventually the island film evolves into a almost “facetting” shape with three regularized rounded corners (Fig. 13(d)).

As illustrated in Fig. 14, we also compute the equilibrium shape for a small, initially rectangular island film with different strongly anisotropic smooth $k$-fold surface energy under the parameters $\sigma = \cos(3\pi/4), \varepsilon = 0.1$. Fig. 14(a)-(b) depict the effect of increasing the degree of anisotropy from $\beta = 0.1$ to $\beta = 0.3$ for 4-fold crystalline symmetry, and we can see that the equilibrium shape becomes more and more facetting. The effect of increasing the rotational symmetry, which is reflected from increasing the parameter $k$, can be observed from Fig. 14(c) ($k = 3, \beta = 0.3$) to Fig. 14(d) ($k = 6, \beta = 0.1$).

7. Summary and Conclusions

Based on a Cahn-Hoffman $\xi$-vector formulation, we have proposed sharp-interface models and corresponding parametric finite element numerical schemes for simulating solid-state dewetting of thin films with
anisotropic surface energies in two dimensions, and these sharp-interface approaches (including mathematical models and numerical schemes) can handle with any type of surface energy density no matter what its form is ($\gamma(n)$ or $\gamma(\theta)$).

First, by using the thermodynamic variation, we rigorously derive the first variation of the total interfacial energy functional of solid-state dewetting system via the smooth vector-field perturbation method, and obtain a sharp-interface model for describing the kinetic evolution of solid-state dewetting of thin films with weakly anisotropic surface energies. The governing equation is described by surface diffusion and contact line migration. Second, a variational formulation via the $\xi$-vector is proposed for the sharp-interface governing equation, and we prove that its fully-discrete scheme (i.e., PFEM) is well-posed. Then, by performing numerical simulations for different types of surface energy anisotropy, we examine several specific evolution processes for solid-state dewetting island thin films, e.g., equilibrium shapes of small islands, pinch-off of large islands and power-law retraction dynamics of semi-infinite island films. Finally, we also include the strong surface energy anisotropy effect into the sharp-interface model and its corresponding numerical scheme via the $\xi$-vector formulation.

It should be noted that, compared to the previous derivations of the sharp-interface models by using scalar-field perturbation method [26, 27, 29], the vector-field perturbation method via a Cahn-Hoffman $\xi$-vector formulation is much simpler and its intrinsic physical meaning of the variational structure is also much more direct and clear. Furthermore, based on this $\xi$-vector formulation, the parametric finite element numerical scheme for solving the sharp-interface models shares more advantages than the previous one proposed by us [28]. While the present sharp-interface approaches are for two dimensions, our approaches (including models and numerical schemes) via the $\xi$-vector formulation can be directly generalized to three dimensions [46, 47]. We believe that our approach can shed some light on understanding this kind of thermodynamic variation problem (i.e., the energy functional depends on an open curve or open surface), and offer a convenient tool to designing the mathematical model and its corresponding numerical scheme for this kind of problems.

Acknowledgements

The authors would like to thank Prof. Weizhu Bao and Prof. David J. Srolovitz for fruitful discussions. We acknowledge the supports from the National Natural Science Foundation of China 11401446 and 11571354 (W.J.) and the Ministry of Education of Singapore grant R-146-000-247-114 (Q.Z.). The first author also
thanks the support from the National Natural Science Foundation of China 91630207 when he was visiting Beijing Computational Science Research Center in 2018.

References

[1] C. V. Thompson, Solid-state dewetting of thin films, Annu. Rev. Mater. Res. 42 (2012) 399–434.
[2] F. Leroy, F. Cheynis, Y. Almadori, S. Curiotto, M. Trautmann, J. Barbé, P. Müller, et al., How to control solid state dewetting: A short review, Surface Science Reports 71 (2) (2016) 391–409.
[3] E. Jiran, C. V. Thompson, Capillary instabilities in thin films, J. Electron. Mater. 19 (11) (1990) 1153–1160.
[4] E. Jiran, C. V. Thompson, Capillary instabilities in thin, continuous films, Thin Solid Films 208 (1) (1992) 23–28.
[5] J. Ye, C. V. Thompson, Mechanisms of complex morphological evolution during solid-state dewetting of single-crystal nickel thin films, Appl. Phys. Lett. 97 (7) (2010) 071904.
[6] H. Wong, P. Voorhees, M. Miksis, S. Davis, Periodic mass shedding of a retracting solid film step, Acta Mater. 48 (8) (2000) 1719–1728.
[7] E. Dornel, J. Barbe, F. De Crégy, G. Lacolle, J. Eymery, Surface diffusion dewetting of thin solid films: Numerical method and application to Si/SiO$_2$, Phys. Rev. B 73 (11) (2006) 115427.
[8] G. H. Kim, R. V. Zucker, J. Ye, W. C. Carter, C. V. Thompson, Quantitative analysis of anisotropic edge retraction by solid-state dewetting of thin single crystal films, J. Appl. Phys. 113 (4) (2013) 043512.
[9] W. Jiang, W. Bao, C. V. Thompson, D. J. Srolovitz, Phase field approach for simulating solid-state dewetting problems, Acta Mater. 60 (15) (2012) 5578–5592.
[10] G. H. Kim, C. V. Thompson, Effect of surface energy anisotropy on Rayleigh-like solid-state dewetting and nanowire stability, Acta Mater. 84 (2015) 190–201.
[11] W. Kan, H. Wong, Fingering instability of a retracting solid film edge, J. Appl. Phys. 97 (4) (2005) 043515.
[12] J. Ye, C. V. Thompson, Regular pattern formation through the retraction and pinch-off of edges during solid-state dewetting of patterned single crystal films, Phys. Rev. B 82 (19) (2010) 193408.
[13] J. Ye, C. V. Thompson, Anisotropic edge retraction and hole growth during solid-state dewetting of single crystal nickel thin films, Acta Mater. 59 (2) (2011) 582–589.
[14] J. Ye, C. V. Thompson, Templated solid-state dewetting to controllably produce complex patterns, Adv. Mater. 23 (13) (2011) 1567–1571.
[15] J. Mizsei, Activating technology of SnO$_2$ layers by metal particles from ultrathin metal films, Sensors and Actuators B: Chemical 16 (1) (1993) 328–333.
[16] L. Armelao, D. Barreca, G. Bottaro, A. Gasparotto, S. Gross, C. Maragno, E. Tondello, Recent trends on nanocomposites based on Cu, Ag and Au clusters: A closed look, Coord. Chem. Rev. 250 (11) (2006) 1294–1314.
[17] V. Schmidt, J. V. Wittemann, S. Senz, U. Gösele, Silicon nanowires: a review on aspects of their growth and their electrical properties, Adv. Mater 21 (25-26) (2009) 2681–2702.
[18] D. Amram, L. Klingler, E. Rabkin, Anisotropic hole growth during solid-state dewetting of single-crystal Au–Fe thin films, Acta Mater. 60 (6-7) (2012) 3047–3056.
[19] E. Rabkin, D. Amram, E. Alster, Solid state dewetting and stress relaxation in a thin single crystalline Ni film on sapphire, Acta Mater. 74 (2014) 30–38.
[20] A. Herz, A. Franz, F. Theska, M. Hentschel, T. Kups, D. Wang, P. Schaaf, Solid-state dewetting of single-and bilayer Au–W thin films: Unraveling the role of individual layer thickness, stacking sequence and oxidation on morphology evolution, AIP Adv. 6 (3) (2016) 035109.
[21] M. Naffouti, T. David, A. Benkouider, L. Favre, A. Delobbe, A. Ronda, I. Berbezier, M. Abbarchi, Templated solid-state dewetting of thin silicon films, Small 12 (44) (2016) 6115–6123.
[22] M. Naffouti, R. Bachofen, M. Salvaglio, T. Bottein, M. Lodari, A. Voigt, T. David, A. Benkouider, I. Fraj, L. Favre, et al., Complex dewetting scenarios of ultrathin silicon films for large-scale nanoarchitectures, Science Advances 3 (11) (2017) 1472.
[23] O. Kovalenko, S. Szabó, L. Klingler, E. Rabkin, Solid state dewetting of polycrystalline Mo film on sapphire, Acta Mater. 139 (2017) 51–61.
[24] D. J. Srolovitz, S. A. Safran, Capillary instabilities in thin films: I. Energetics, J. Appl. Phys. 60 (1) (1986) 247–254.
[25] D. J. Srolovitz, S. A. Safran, Capillary instabilities in thin films: II. Kinetics, J. Appl. Phys. 60 (1) (1986) 255–260.
[26] Y. Wang, W. Jiang, W. Bao, D. J. Srolovitz, Sharp interface model for solid-state dewetting problems with weakly anisotropic surface energies, Phys. Rev. B 91 (2015) 045303.
[27] W. Jiang, Y. Wang, Q. Zhao, D. J. Srolovitz, W. Bao, Solid-state dewetting and island morphologies in strongly anisotropic materials, Scripta Mater. 115 (2016) 123–127.
[28] W. Bao, W. Jiang, Y. Wang, Q. Zhao, A parametric finite element method for solid-state dewetting problems with anisotropic surface energies, J. Comput. Phys. 330 (2017) 388–400.
[29] W. Bao, W. Jiang, D. J. Srolovitz, Y. Wang, Stable equilibria of anisotropic particles on substrates: a generalized Winterbottom construction, SIAM J. Appl. Math 77 (6) (2017) 2093–2118.
[30] R. V. Zucker, G. H. Kim, J. Ye, W. C. Carter, C. V. Thompson, The mechanism of corner instabilities in single-crystal thin films during dewetting, J. Appl. Phys. 119 (12) (2016) 125306.
[31] D. W. Hoffman, J. W. Cahn, A vector thermodynamics for anisotropic surfaces: I. Fundamentals and application to plane surface junctions, Surface Science 31 (1972) 368–388.

[32] J. W. Cahn, D. W. Hoffman, A vector thermodynamics for anisotropic surfaces: II. Curved and faceted surfaces, Acta Metall. 22 (10) (1974) 1205–1214.

[33] A. A. Wheeler, G. B. McFadden, A $\xi$-vector of anisotropic phase-field models: 3D asymptotics, Euro. J. Appl. Math. 7 (1996) 367–381.

[34] A. A. Wheeler, Cahn-Hoffman $\xi$-vector and its relation to diffuse interface models of phase transitions, J. Stat. Phys. 95 (1999) 1245–1280.

[35] J. Eggleston, G. McFadden, P. Voorhees, A phase-field model for highly anisotropic interfacial energy, Physica D: Nonlinear Phenomena 150 (2001) 91–103.

[36] G. Wulff, Zur frage der geschwindigkeit des wachstums und der auflösung der krystallflächen, Z. Kristallogr 34 (1901) 449–530.

[37] W. W. Mullins, Proof that the two-dimensional shape of minimum surface free energy is convex, J. Math. Phys. 3 (4) (1962) 754–759.

[38] S. Winklmann, A note on the stability of the Wulff shape, Archiv der Mathematik 87 (3) (2006) 272–279.

[39] K. Deckelnick, G. Dziuk, C. M. Elliott, Computation of geometric partial differential equations and mean curvature flow, Acta Numer. 14 (2005) 139–232.

[40] W. W. Mullins, Theory of thermal grooving, J. Appl. Phys. 28 (3) (1957) 333–339.

[41] Q. Zhao, W. Jiang, D. J. Srolovitz, W. Bao, Triple junction drag effects during topological changes in the evolution of polycrystalline microstructures, Acta Mater. 128 (2017) 345–350.

[42] O. Pierre-Louis, A. Chane, Y. Saito, Dewetting of ultrathin solid films, Phys. Rev. Lett. 103 (19) (2009) 195501.

[43] M. Dufay, O. Pierre-Louis, Anisotropy and coarsening in the instability of solid dewetting fronts, Phys. Rev. Lett. 106 (10) (2011) 105506.

[44] W. C. Carter, A. R. Roosen, J. W. Cahn, J. E. Taylor, Shape evolution by surface diffusion and surface attachment limited kinetics on completely faceted surfaces, Acta Metall. Mater. 43 (12) (1995) 4309–4323.

[45] R. V. Zucker, G. H. Kim, W. C. Carter, C. V. Thompson, A model for solid-state dewetting of a fully-faceted thin film, Comptes Rendus Physique 14 (7) (2013) 564–577.

[46] W. Bao, W. Jiang, Q. Zhao, A sharp-interface model for solid-state dewetting in three dimensions, In preparation.

[47] Q. Zhao, Sharp-interface models for solid-state dewetting and their applications, Ph.D Thesis, National University of Singapore, Singapore.

[48] A. P. Sutton, R. W. Balluffi, Interfaces in crystalline materials, Clarendon Press, 1995.

[49] E. Bänisch, P. Morin, R. H. Nochetto, A finite element method for surface diffusion: the parametric case, J. Comput. Phys. 203 (1) (2005) 321–343.

[50] J. W. Barrett, H. Garcke, R. Nürnberg, A parametric finite element method for fourth order geometric evolution equations, J. Comput. Phys 222 (1) (2007) 441–467.

[51] J. W. Barrett, H. Garcke, R. Nürnberg, Numerical approximation of anisotropic geometric evolution equations in the plane, IMA J. Numer. Anal. 28 (2) (2008) 292–330.

[52] J. W. Barrett, H. Garcke, R. Nürnberg, The approximation of planar curve evolutions by stable fully implicit finite element schemes that equidistribute, Numerical Methods for Partial Differential Equations 27 (1) (2011) 1–30.

[53] R. V. Zucker, W. C. Carter, C. V. Thompson, Power-law scaling regimes for solid-state dewetting of thin films, Scripta Mater. 116 (2016) 143–146.

[54] M. E. Gurtin, M. E. Jabbour, Interface evolution in three dimensions with curvature-dependent energy and surface diffusion: Interface-controlled evolution, phase transitions, epitaxial growth of elastic films, Arch. Ration. Mech. Anal. 163 (3) (2002) 171–208.

[55] B. Li, J. Lowengrub, A. Rätz, A. Voigt, Geometric evolution laws for thin crystalline films: modeling and numerics, Commun. Comput. Phys 6 (3) (2009) 433–482.