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Abstract—This paper presents the design and simulation test of an automated vehicle string longitudinal control. The vehicle string is constituted of three highly cooperative vehicles following a leader. The string follows a leading vehicle which is supposed manually driven or at least not cooperative. The first vehicle of the string uses only its on-board sensor to obtain relative speed and inter-distance to the leader. Based on Lyapunov theory and invariant sets, the control law of the string is able to guarantee that the state trajectories remain bounded under bounded disturbance inputs, such as leading vehicle acceleration. The control law is designed in such a way that variable time headway strategy is naturally handled. The control law is computed using Linear and Bilinear Matrix Inequalities (LMI-BMI) methods. Some design parameters can be adjusted to handle the trade-off between safety constraints and comfort specifications.

I. INTRODUCTION

Vehicle longitudinal control has been the object of intensive research over the last decades [1]. After cruise control, which is now widely implemented on vehicles, research has shifted to the adaptive cruise control (ACC) which is an extension of the cruise control that manages both relative speed and distance to a preceding vehicle [2]. Starting just before the new millennium, ACC is already available not only in luxury passenger cars and trucks but also recently in some compact cars. In addition, vehicles will be shortly equipped with communication means.

Nowadays, urban highways experience recurrent congestion. One could then gain road capacity from smoothing traffic behavior while reducing driver workload and fuel consumption if vehicles are organized in strings or platoons. These facts have been shown in previous work on automated platoons [3], [4], [5]. European Framework 7 programme SARTRE has also addressed the development of strategies and technologies to allow vehicle platoons to operate on normal public highways with significant environmental, safety and comfort benefits [6]. In [1], different spacing policies have been cited in order to enhance both safety and capacity. In [7], different spacing policies have been discussed in order to achieve both safety and comfort. In [7], it has been shown that full communication mode allows satisfactory performances with controller synthesized with simplified models.

This paper aims at developing an integrated controller for a string of three vehicles following a manually driven leader. In extend, this approach allows one vehicle to follow autonomously a leader using on-board sensors. If two or three vehicles equipped with communication means are in following mode, they could enter in a platoon mode where each of the vehicles uses the full state of the string for control. In order to make the system flexible, the control law achieves requirements of comfort and safety for a given range of headway time. When writing down the model, the leading vehicle acceleration enters as an unknown bounded disturbance input. From available car industry sensors, it is hard to estimate this variable. The aim of the proposed control is to ensure both vehicle following and collision avoidance. For this purpose, invariant sets framework, which has significantly developed in control engineering over the last decades, is used [14]. The existence of an invariant set (ellipsoidal or polyhedral set), under bounded disturbance, is equivalent to the “input-to state stability” (ISS) notion [15]. This framework ensures that every trajectory starting inside the invariant set will not exceed it [16].

This work has been conducted as a part of the French national research project ANR-ABV.
The main goal of the proposed control law is to achieve the longitudinal control of a string of vehicles under automated longitudinal control mode. The proposed concept is applicable for sub-urban longitudinal control particularly in dense traffic where vehicle following includes ACC mode and stop-and-go. The control scheme for a string of vehicles is plotted in Fig. 1. The lead vehicle is hand driven or at least in automatic mode but is not cooperative. The first follower vehicle (veh 1) uses only on-board sensing to acquire inter-distance and relative speed. He has no access to front vehicle acceleration. Follower vehicles (veh 1 to veh 3) are cooperative. For these vehicles, acceleration and braking tasks are carried out by on-board controllers that use information coming both from on-board sensors and communication systems. More specifically, the assistance should ensure vehicle following according to a chosen inter-distance policy and it should avoid rear-end collisions and large overlap from the reference distance. The concept follows these main characteristics:

- The vehicle string is formed by at most three vehicles following a manually driven leader.
- No information is available from the leading vehicle unless those obtained from on-board sensors (video, lidar,...). This assumption ensures a more flexible implementation of the concept since even at few penetration rate, vehicles equipped with such a system can form a string and follow in ACC mode a conventional vehicle.
- Communication network within the string, unless the leader allows each vehicle to access to all vehicles acceleration, deviation from headway distances and relative speeds between all vehicles of the string.
- The reference distance could be based on variable time headway in order to allow lower or greater lane capacity when required by the infrastructure manager.
- The vehicles state variables deviation should be limited in order to avoid entering the collision zone.
- The state variables and the vehicle acceleration/brake have to be bounded to guarantee safety and comfort.

This will be defined in more details in the next section.

III. VEHICLE AND STRING MODELS

A. Vehicle model

The acceleration of vehicle can be described by the following equation

\[ a = \frac{1}{m} \left[ F_{ext} + \frac{1}{r_e} (T_{rr} + \tau_r + \tau_b) \right] \]  

where \( m \) denotes vehicle mass, \( F_{ext} \) stands for the external force which embeds the air drag and the gravitational force due to road slope, \( r_e \) is the wheel effective radius, \( T_{rr} \) is the rolling resistance torque, while \( \tau_r \) and \( \tau_b \) are the engine torque and, respectively, braking torque. Vehicle longitudinal dynamics are known to be highly nonlinear, particularly when including the engine dynamics. However, in all longitudinal control architectures, the control is performed in two loops: an inner loop which compensates the nonlinear vehicle dynamics and achieves the desired algebraic acceleration by acting on the throttle or on the brakes, and an outer loop which is responsible for guaranteeing good tracking of the desired vehicle inter-distance. This decomposition is also called vehicle dependent and vehicle independent control parts. The vehicle-dependent loop is beyond the scope of this paper. It is assumed that it has already been designed and we are only interested here in the vehicle-independent part. Further details could be found in [17]. In the reminder, the \( i \)-th vehicle of a string longitudinal dynamics, including actuators, is approximated by the following model

\[ \dot{a}_i(t) = -\frac{1}{\xi_i} a_i(t) + \frac{g_i}{\xi_i} u_i^a(t) \]  

where \( a_i \) denotes the acceleration of vehicle \( i \), \( u_i^a \) its acceleration demand, \( \xi_i \) and \( g_i \) denote the actuators time constant and gain respectively. The two parameters vary from one vehicle to another. In addition, parameter \( g_i \) depends on the current mode: braking or driving. In this paper, these parameters are considered as uncertain, their nominal values are \( \xi_i = 0.1 \) sec and \( g_i = 1 \). When the assistance is active, it is assumed that an x-by-wire system allows to cancel the driver demand inputs (acceleration and braking) and as a consequence the acceleration/braking demand is that delivered by the controller.

B. Vehicle string model

In the proposed concept, a string of vehicles is started as soon as a preceding vehicle appears in the range of the host vehicle sensor with a slower speed, forming a couple of two vehicles or a string of three vehicles (four with the leader). For leading vehicle with index \( i = 0 \), the acceleration demand is assumed to be an external input.

Given the positions \( x_{i-1}(t) \) and \( x_i(t) \) of vehicles of index \( i \) and \( (i-1) \) respectively, the headway distance is \( s_i = x_{i-1}(t) - x_i(t) \) and the relative speed is \( v_i^r = \dot{x}_i(t) - \dot{x}_{i-1}(t) \). The headway distance dynamics can be represented as a double integrator driven by the difference between the leader vehicle acceleration and the follower vehicle acceleration, i.e.,

\[ v_i^r = \ddot{s}_i = a_{i-1}(t) - a_i(t) \]  

Several spacing strategies have been tested both for ACC systems and in the scope of the fully automated longitudinal control for automated highways. They include constant spacing, constant time headway and nonlinear time or space dependent headway. In this study, the control law aims at tracking a constant time headway distance. This inter-distance policy is proportional to the host vehicle speed, \( v_i(t) \),
which leads to more spacing at higher speed. Desired spacing is thus given by $s_i^d(t) = s_0 + hv_i(t)$, where $s_0$ is the minimum spacing at stopping and $h$ is the time headway.

The spacing error of the $i$th follower vehicle if defined by $\delta_i(t) = s_i(t) - s_i^d(t)$. It represents the difference between the actual spacing and the desired one. According to the previous equations, the final state-space model is given by:

$$\dot{x}_i(t) = v_i(t) - ha_i(t)$$  \hspace{1cm} (4)

Combining equations (2)-(4), one can achieve for each vehicle the following spacing error dynamics

$$\begin{bmatrix} \dot{\delta}_i \\ \dot{v}_i \\ \dot{a}_i \end{bmatrix} = \begin{bmatrix} 0 & 1 & -h \\ 0 & 0 & -1 \\ 0 & 0 & -\frac{1}{h} \end{bmatrix} \begin{bmatrix} \delta_i \\ v_i \\ a_i \end{bmatrix} + \bar{B}_i u_i + \bar{E}_i a_{i-1}$$  \hspace{1cm} (5)

with

$$\begin{bmatrix} \bar{A}_i \\ \bar{B}_i \\ \bar{E}_i \end{bmatrix} = \begin{bmatrix} 0 & 1 & -h \\ 0 & 0 & -1 \\ 0 & 0 & -\frac{1}{h} \end{bmatrix} , \quad \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} , \quad \begin{bmatrix} 0 \\ 1 \end{bmatrix}$$  \hspace{1cm} (6)

In order to obtain a controller that is directly implementable on an Electronic Control Unit (ECU), the continuous-time state-space equation (6) is converted into a discrete-time model using a zero-order hold assumption on the inputs and an Euler discretization method with sample time $T_s = 0.01s$. The sampling times $kT_s$, where $k$ represents the successive time steps belonging to $\mathcal{J}$, the set of integers. Vehicle longitudinal control needs to incorporate constraints on the absolute value of the jerk $j_i(t)$ of the host vehicle. In addition, an integral action in the open-loop ensures zero steady state error. Consequently, the model is converted into an incremental input-output model (IIO). The new control input is in this case $u_i(k) = \delta u_i(k) = u_i^R(k) - u_i^R(k-1)$ and the IIO model is obtained by extending the state to $x_i^R(k) = \begin{bmatrix} \delta_i \\ v_i \\ a_i \end{bmatrix}$. The reachable set $\Lambda$ is defined by:

$$x_i^R(k+1) = \begin{bmatrix} 1 & T_s & -hT_s \\ 0 & 1 & -T_s \\ 0 & 0 & 1 \end{bmatrix} x_i^R(k) + \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} v_i(k) + \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} a_{i-1}(k)$$  \hspace{1cm} (7)

where

$$\begin{bmatrix} \bar{A}_i \\ \bar{B}_i \\ \bar{E}_i \end{bmatrix} = \begin{bmatrix} 1 & T_s & -hT_s \\ 0 & 1 & -T_s \\ 0 & 0 & 1 \end{bmatrix} , \quad \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} , \quad \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}$$  \hspace{1cm} (8)

The whole state vector is used for control synthesis. The variables are measured using on-board sensors or obtained through a communication system, according to the considered scenario.

In order to tackle with various traffic conditions, the headway time is assumed to be variable in the range $[h_{\min}, h_{\max}]$. Thus, matrix $A$ in system (9) is a function of $h$, namely $A(h)$. Therefore, the system could be converted into an affine LPV system with two vertices system obtained for the extremal values of $h$. One can write:

$$x_i(k+1) = \begin{bmatrix} 1 & \sum_{i=1}^2 \mu_i A_i x(k) + Bu(k) + Ew(k) \end{bmatrix}$$  \hspace{1cm} (10)

By combining (10) and (11), the augmented closed-loop system is given by:

$$x_i(k+1) = \begin{bmatrix} 1 & \sum_{i=1}^2 \mu_i (A_i + BF_i) x(k) + Ew(k) \end{bmatrix}$$  \hspace{1cm} (11)

where $A_1 = A(h_{\min})$, $A_2 = A(h_{\max})$. The coefficients $\mu_1$ and $\mu_2$ are positive and verify equations \((\mu_1 + \mu_2 = 1)\) and \((\mu_1 h_{\min} + \mu_2 h_{\max} = h)\), which determine the parameters. Note that the matrix $B$ is parameter independent. This simplifies the controller synthesis as single summation index is only required.

**IV. CONTROL SYNTHESIS**

Our aim is now to synthesize an LPV state feedback of the form

$$u(k) = \sum_{i=1}^2 \mu_i F_i x(k)$$  \hspace{1cm} (12)

By combining (10) and (11), the augmented closed-loop system is given by:

$$x_i(k+1) = \begin{bmatrix} 1 & \sum_{i=1}^2 \mu_i (A_i + BF_i) x(k) + Ew(k) \end{bmatrix}$$  \hspace{1cm} (13)

A. Invariant set under state feedback

Assume that there exists a quadratic function $V(x) = x^T P x$, where $P = G^{-1}$ is a symmetric positive definite matrix, that satisfies, for all $x$, $w$ satisfying (13), $w^T w \leq 1$, $V(x) \geq 1$, the condition \[14\]:

$$V(x(k+1)) \leq V(x(k))$$  \hspace{1cm} (14)

Let us consider the reachable set $\Lambda$ defined by:

$$\Lambda \triangleq \{ x(k') | x, w \text{ satisfying (13)}, x(0) = 0, w^T w \leq 1, k' \geq 0 \}$$  \hspace{1cm} (15)

The set $\varepsilon_P$ defined by:

$$\varepsilon_P = \{ x(k) \in \mathcal{B}^{4n} | x(k)^T P x(k) \leq 1 \}$$  \hspace{1cm} (16)

is an invariant set for system (13) with $w \in \mathcal{A}$, $w^T w \leq 1$. This means that every trajectory that starts inside $\varepsilon_P$ remains inside it for $k \geq 0$.

Similarly, we will define the set $\varepsilon_{\eta P}$ where $\eta \in (0,1]$ by

$$\varepsilon_{\eta P} = \{ x(k) \in \mathcal{B}^{4n} | x(k)^T \eta P x(k) \leq 1 \}$$  \hspace{1cm} (17)

The existence of such a function $V(x)$ means that the set $\varepsilon_P$ is an outer approximation of the reachable set $\Lambda$. 
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\( \varepsilon_P \) is also an outer approximation of the reachable set
\[
\Lambda^* \triangleq \{ x(k') | x, w \text{ satisfying equation (13)}, x(0) \in \varepsilon_P, w^T w \leq 1, k' \geq 0 \} \tag{18}
\]
In this section, the control law and the invariant set \( \varepsilon_P \) are synthesized. This is achieved using BMI (Bilinear Matrix Inequalities) optimization method such that the system without the disturbance is asymptotically stable and at the same time, the reachable set for an initial state values inside the invariant set is contained in this invariant set.

B. State feedback synthesis

Quadratically boundedness of the closed-loop system is ensured if we want to impose the condition \( w(k)^T w(k) \leq 1 \) and \( V(x(k)) \geq 1 \) implies \( V(x(k+1)) < V(x(k)) \). A slightly more conservative condition that is more amenable to LMI formulation is to impose \( w(k)^T w(k) \leq V(x(k)) \) implies \( V(x(k+1)) < V(x(k)) \). Re-writing the state feedback gains under the form \( F_i = Y_i Q_i^{-1} \) where \( Y_i \) are matrices of compatible dimensions and \( Q_i \) are full rank, the quadratic boundedness is ensured if the LMI conditions hold for \( i = 1, 2 \)
\[
\begin{bmatrix}
Q_i^T + Q_i - G & 0 & \alpha Q_i^T & \alpha Q_i^T A_i + Y_i B_i^T \\
0 & \beta I & 0 & E^T \\
\alpha Q_i & 0 & \alpha G & 0 \\
A_i Q_i + B Y_i & E & 0 & G
\end{bmatrix} > 0 \tag{19}
\]
and \( \alpha \geq \beta > 0 \). Note that the relaxation inequality \( Q_i^T P Q_i > Q_i^T + Q_i - G \) is used.

C. Constraints on input and state components

In addition, it is possible to handle constraints on the control signal and the state:
\[
-\bar{u} \leq u(k) \leq \bar{u}, \quad -\bar{\Psi} \leq \Psi x_c(k+1) \leq \bar{\Psi}, \quad \forall t \geq 0 \tag{20}
\]
where \( \bar{\Psi} := [\bar{\Psi}_1, \bar{\Psi}_2, \ldots, \bar{\Psi}_q]^T > 0 \), with \( \bar{\Psi}_j > 0, j = 1, \ldots, n \), and \( \bar{\Psi} := [\bar{\Psi}_1, \bar{\Psi}_2, \ldots, \bar{\Psi}_q]^T \) with \( \bar{\Psi}_m > 0, m = 1, \ldots, q \). \( \bar{\Psi} \in \mathbb{R}^{q \times (4n)} \) and \( q \) is the number of imposed constraints. Note that the bounds are provided separately on each state variables or a combination of them [18].

Let us define \( \xi_j \) as the \( j \)-th row of the \( n \) ordered identity matrix. For a pre-specified scalar \( \eta \in (0, 1) \), the quadratic boundedness property ensures that if \( x(0) \in \varepsilon_P \), then \( x(k) \in \varepsilon_P, \forall k \geq 0 \), such that \( w(k)^T w(k) \leq 1 \)
\[
\max_{k \geq 0} \left| \xi_j^T (k) \right|^2 = \max_{k \geq 0} \left| \xi_j^T \sum_{i=1}^2 \mu_i F_i x(i) \right|^2 \\
\leq \max_{k \geq 0} \left[ \left| \sum_{j=1}^2 \mu_i F_i \right|^2 \right] \left[ \left| \eta P \right|^{-1/2} \right] \left[ \left| \eta P \right|^{1/2} \right]^2 \\
\leq \left[ \left| \sum_{j=1}^2 \mu_i F_i \right|^2 \right] \left[ \left| \eta P \right|^{-1/2} \right]^2 \tag{21}
\]
If a symmetric matrix \( Z \) exists such that
\[
Z - \sum_{i=1}^2 \mu_i F_i \eta P^{-1} \sum_{i=1}^2 \mu_i F_i \geq 0
\]
and \( Z_{jj} < \bar{\alpha}_j^2, j = 1, \ldots, n \), then \( |u(k)| < \bar{u} \). By applying the Schur complement, one can first achieve
\[
\eta P \left( \sum_{j=1}^2 \mu_i F_i \right)^T Z \geq 0
\]
which could be transformed into
\[
\begin{bmatrix}
Q_i^T + Q_i - \eta G & Y_i^T \\
Y_i & Z
\end{bmatrix} \geq 0 \tag{22}
\]
A similar procedure can be applied for the constraints on the state variables. Define \( \xi_j \) as the \( j \)-th row of the \( q \)-ordered identity matrix. Then
\[
\max_{k \geq 0} \left| \xi_j^T (k+1) \right|^2 = \\
\max_{k \geq 0} \left| \xi_j \eta P \begin{bmatrix} \Phi & E \end{bmatrix} \begin{bmatrix} x(k) \\ w(k) \end{bmatrix} \right|^2 \\
\leq \left\| \xi_j \eta P \begin{bmatrix} \Phi & E \end{bmatrix} \begin{bmatrix} \eta P & 0 \\ 0 & I \end{bmatrix}^{1/2} \right\|^2 \tag{23}
\]
If a symmetric matrix \( \Xi \) exists such that
\[
\Xi - 2 \eta P \begin{bmatrix} \Phi & E \end{bmatrix} \begin{bmatrix} \eta P & 0 \\ 0 & I \end{bmatrix}^{-1} \begin{bmatrix} \Phi^T & E^T \end{bmatrix} \eta P \Xi^T \geq 0 \tag{24}
\]
\( \Xi_{nn} \leq \bar{\Xi}_m, m = 1, \ldots, q \), then \( \| \Psi x(k+1) \| < \bar{\Psi}, \forall k \geq 0 \). By applying the Schur complement, it can be shown that (24) is equivalent to
\[
\begin{bmatrix}
Q_i^T + Q_i - \eta G & * & * \\
0 & - \sqrt{2} (\eta P \xi_j)^{1/2} & \sqrt{2} \eta P \xi_j \Xi^{-1} \eta P \Xi^{1/2} & \Xi \geq 0 \tag{25}
\end{bmatrix}
\]
D. Avoiding entering the collision zone

The condition that the vehicles do not enter the collision zone (see Fig. 1) can be written as \( \delta \leq \delta^M \). Moreover, if the relative speed is limited, \( |v_r| \leq v_M \), and the required longitudinal acceleration/deceleration is remaining within acceptable comfort values \( |a_i| \leq a^M \), the three above constraints define a parallelepiped denoted by \( L(F_M) \). A “safe following” is then defined by \( x_c \in L(F_M) \). The matrix \( F_M \) is given by:
\[
F_M = \begin{bmatrix} f_1^M \\ f_2^M \\ \vdots \\ f_n^M \end{bmatrix} \tag{26}
\]
where \( f_i^M = \left[ 0_{1 \times (4(i-1))}, \delta^M, v_M^l, a_M^l, 0, 0_{1 \times (4(n-i))} \right] \)
\[
L(F_M) \triangleq \{ x_c \in \mathbb{R}^{4n} : \| f_i^M x_c \| \leq 1, i = 1, 2, n \}. \tag{27}
\]
The conditions ensuring that the invariant set \( \varepsilon_P \) is inside this hypercube are [19]:
\[
f_i^M G (f_i^M)^T - I < 0, i = 1, 2, 3. \tag{28}
\]
E. Optimization problem for control synthesis

We are now able to provide the BMI optimization problem with decision variables \( G, Y_j, \Theta_{ij}, (i, j = 1, 2) \), \( \Xi \) and \( \alpha \), which ends with the control gain vectors \( F_1 \) and \( F_2 \):
\[
\min \quad \text{trace}(G) \\
G > 0, \tag{19}, \quad \alpha > 0, \tag{22}, \quad LMI \text{ from eq.(25), eq.(28)} \tag{29}
\]
This BMI optimization problem is solved using the software developed by the authors of [20]. The trace of matrix \( G \) is minimized in order to reduce the excursions from the equilibrium point. Note that it is also possible to weight the magnitude of the maximum admissible disturbance which is also a design parameter.

V. SIMULATION RESULTS

The control law is now tested in a simulation environment which includes different scenarios.

A. Numerical values

The numerical values defining the “safe following” zone are chosen using the same idea but with different proportions: \( v_r^M = 0.25v_f \), \( \delta^M = 0.3s_p \). The optimization problem is solved while the BMI and LMI constraints are found feasible.

The assistance is mainly designed in order to operate in soft braking and acceleration modes. The brake and the acceleration bounds are chosen equal in absolute values to \( u_{\text{max}} = 6m/s^2 \), while the maximum brake magnitude of the leading vehicle is \( \gamma_{\text{max}} = 8m/s^2 \). The solutions for the BMI optimization problems from eq. (29) are obtained using the Yalmip software on MATLAB.

B. Simulation results for braking and acceleration profiles

In the following, for sake of clarity, the vehicles length and the minimum spacing at stopping \( s_0 \) are chosen equal to zero. The distance at standing is set to \( s_0 = 5m \) and the time headway to \( h = 1.2\text{sec} \). Vehicles index are numbered from 0 to 3. The initial vehicle positions are \( x_0(0) = 60m \), \( x_1(0) = 50m \), \( x_2(0) = 20m \), \( x_3(0) = 0m \). The initial cruising speed is set to \( v_1(0) = 15m/s \). So the initial headway distances are thus of 18m. There is an initial offset of 2m between two vehicles. The leading vehicle acceleration profile is depicted on Fig. 2. It alternates braking, cruising and acceleration profiles. Therefore, these profiles include stop-and-go scenario. In practice, the estimation of the leader vehicle acceleration could be affected by noise or a bias. Thus, the previous maneuver is simulated with non perfect measurement of the leader vehicle assuming a zero mean Gaussian additive noise signal with variance equal to 0.1 and a bias equal to 0.1m/s\(^2\). Fig. 3 shows four plots corresponding to the 3 vehicles speeds. one can notice that all the three other speeds converge toward the leading vehicle speed with a maximum delay of three seconds after it has reached its cruising speed. This convergence is also preserved while performing stop and go maneuver between time 120sec and 140 sec. The following vehicles speeds do not exceed leading vehicle speed. Corresponding acceleration profiles are shown in Fig 3(c). Maximum values are always under 5m/s\(^2\) both during braking and acceleration. Headway distances are given in Fig. 3(a). Multiplying cruising speed values of Fig. 3(b) with the selected headway time of 1.2sec allows to verify if the headway distances converge toward the desired values. All the responses are smooth, the control law achieves a high quality filtering of the noise. For example, headway distance is of about 30m at \( t = 60\text{sec} \), while the cruising speed if 25.4m/s. Finally, Fig. 3(d) provides the jerk of the three vehicles of the string. The jerk of the first vehicle is bounded by \( <4m/s^3 \). The noise during the acceleration of the leading vehicle appears on the following vehicles, it is however smoothed when we go upstream.

Finally, Fig. 4 provides the plot of the two relative speeds between the vehicles of the string. It is maintained below 2m/s for its absolute value, which is under the maximum allowed value \( v_r^M = 3.75m/s \).

C. Testing for different headway time values

Now suppose that we starting with a time headway of 1.2sec, the infrastructure manager decides to linearly increase it until 2.5sec between \([20,30]\text{sec}\) and holds it for a time duration of 70sec. Thus it is linearly decreased again towards 1.5sec in the interval \([160,180]\text{sec}\) and then maintained to this value (Fig. 5). The leading vehicle acceleration profile is maintained identical. Figure 6 shows the corresponding experienced inter-distance. We can notice that the control law introduces adaptation for this variable.

---

Fig. 2. Leading vehicle acceleration profile.

Fig. 3. Inter-distance, velocities, acceleration and jerk for a given leader acceleration profile.

Fig. 4. The two relative speeds between the vehicles of the string.
leader acceleration profile. In addition, the adaptation is smooth.

Fig. 4. Vehicles relative speeds inside the string.

Fig. 5. Variable time headway profile.

headway profile for the all the vehicles in the string. In addition, the adaptation is smooth.

VI. CONCLUSION

This paper presents the design and the simulation test of a vehicle following control law for a string of four highly cooperative vehicles with variable headway time handling. A control law based on linking Lyapunov functions and invariant sets for multi-model systems with LMI and BMI optimization is suggested. This approach ensures four important features: asymptotic convergence of the vehicles trajectories to the reference headway distance with variable headway time, guarantees that the vehicles remain inside a “safe following” zone, and a bounded control input for all bounded leading vehicle acceleration. Simulation tests show that vehicles behaviour agrees with the specifications. The controller tunes automatically when varying the time headway. It has been verified that safety and comfort for the entire range of speed are achievable. The approach offers also the flexibility to be applicable even in autonomous or highly cooperative mode. In fact, each vehicle could switch at any moment to a new controller for which only onboard sensors (typically ACC sensors) are used. The field test of the proposed strategy on prototype vehicles is the object of a future work.
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