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Abstract

We compare the long-time error bounds and spatial resolution of finite difference methods with different spatial discretizations for the Dirac equation with small electromagnetic potentials characterized by \( \varepsilon \in (0, 1] \), a dimensionless parameter. We begin with the simple and widely used finite difference time domain (FDTD) methods, and establish rigorous error bounds of them, which are valid up to the time at \( O(1/\varepsilon) \). In the error estimates, we pay particular attention to how the errors depend explicitly on the mesh size \( h \) and time step \( \tau \) as well as the small parameter \( \varepsilon \). Based on the results, in order to obtain “correct” numerical solutions up to the time at \( O(1/\varepsilon) \), the \( \varepsilon \)-scalability (or meshing strategy requirement) of the FDTD methods should be taken as \( h = O(\varepsilon^{1/2}) \) and \( \tau = O(\varepsilon^{1/2}) \). To improve the spatial resolution capacity, we apply the Fourier spectral method to discretize the Dirac equation in space. Error bounds of the resulting finite difference Fourier pseudospectral (FDFP) methods show that they exhibit uniform spatial errors in the long-time regime, which are optimal in space as suggested by the Shannon’s sampling theorem. Extensive numerical results are reported to confirm the error bounds and demonstrate that they are sharp.
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1. Introduction

The Dirac equation is a relativistic wave equation derived by the British physicist Paul Dirac in 1928 \[20, 21\]. It plays a fundamental role in relativistic particle physics and is consistent with both the principles of quantum mechanics and the theory of special relativity. The Dirac equation describes the motion of the spin-1/2 massive particles such as electrons and positrons. It fully accounts for the details of the hydrogen spectrum and predicts the existence of a new form of matter, antimatter \[4\]. In the past decades, the Dirac equation has been widely used to study the structures and dynamical properties of graphene, graphite and other two-dimensional (2D) materials \[1, 26, 38, 39\]. Furthermore, some works are devoted to the analysis and numerical simulations of the Dirac points and the Schrödinger equation with the honeycomb lattice potential \[2, 25\]. There are also some applications in the relativistic effects of molecules in super intense lasers \[15, 22\], and the motion of nucleons in the covariant density function theory in the relativistic framework \[9, 36, 40\].

We consider the following dimensionless Dirac equation on the unit torus in \( d \) dimensions (\( d = 1, 2, 3 \))

\[
i\partial_t \Psi = \left( -i \sum_{j=1}^{d} \alpha_j \partial_j + \beta \right) \Psi + \varepsilon \left( V(t, x) I_4 - \sum_{j=1}^{d} A_j(t, x) \alpha_j \right) \Psi, \quad x \in \mathbb{T}^d. \tag{1.1}
\]
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Here, \(i = \sqrt{-1}, 0 < \varepsilon \leq 1\) is a dimensionless parameter, \(t\) is time, \(x \in \mathbb{T}^d\) is the spatial coordinate vector, \(\partial_j = \frac{\partial}{\partial x_j}\) \((j = 1, 2, 3)\), \(\Psi := \Psi(t, x) = (\psi_1(t, x), \psi_2(t, x), \psi_3(t, x), \psi_4(t, x))^T \in \mathbb{C}^4\) is the complex-valued spinor wave function. \(I_n\) is the \(n \times n\) identity matrix for any \(n \in \mathbb{N}\), \(V := V(t, x) \in \mathbb{R}\) is the electric potential, and \(A := A(t, x) = (A_1(t, x), A_2(t, x), A_3(t, x))^T \in \mathbb{R}^3\) stands for the magnetic potential. In addition, the \(4 \times 4\) matrices \(\alpha_1, \alpha_2, \alpha_3, \beta\) are defined as

\[
\begin{align*}
\alpha_1 &= \begin{pmatrix} 0 & \sigma_1 \\ \sigma_1 & 0 \end{pmatrix}, & \alpha_2 &= \begin{pmatrix} 0 & \sigma_2 \\ \sigma_2 & 0 \end{pmatrix}, & \alpha_3 &= \begin{pmatrix} 0 & \sigma_3 \\ \sigma_3 & 0 \end{pmatrix}, & \beta &= \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix},
\end{align*}
\]

where \(\sigma_j\) \((j = 1, 2, 3)\) are the Pauli matrices

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

In order to study the dynamics of the Dirac equation (1.4), the initial condition is taken as

\[
\Phi(t = 0, x) = \Phi_0(x), \quad x \in \mathbb{T}^d.
\]

The Dirac equation (1.4) with (1.5) is dispersive, time symmetric and conserves the total probability \(\mathcal{P}\)

\[
\|\Phi(t, \cdot)\|^2 := \int_{\mathbb{T}^d} |\Phi(t, x)|^2 dx = \int_{\mathbb{T}^d} \sum_{j=1}^{2} |\phi_j(t, x)|^2 dx \equiv \|\Phi(0, \cdot)\|^2 =: \|\Phi_0\|^2, \quad t \geq 0.
\]

If the electromagnetic potentials are time-independent, i.e., \(V(t, x) = V(x)\) and \(A_i(t, x) = A_i(x)\) for \(j = 1, \cdots, d\), the following energy functional is also conserved

\[
E(\Phi(t, \cdot)) := \int_{\mathbb{T}^d} \left( -i \sum_{j=1}^{d} \sigma_j \partial_j \Phi + \Phi^* \sigma_3 \Phi + \varepsilon \left( V(x)|\Phi|^2 - \sum_{j=1}^{d} A_j(x) \Phi^* \sigma_j \Phi \right) \right) dx
\]

\[
\equiv E(\Phi(0, \cdot)) =: E(\Phi_0), \quad t \geq 0,
\]

where \(\bar{f}\) denotes the complex conjugate of \(f\) and \(\Phi^* = \Phi^T\).

Introducing the total probability density \(\rho := \rho(t, x)\) as

\[
\rho(t, x) = \sum_{j=1}^{2} \rho_j(t, x) = \Phi(t, x)^* \Phi(t, x), \quad x \in \mathbb{T}^d,
\]

with the \(j\)th probability density \(\rho_j := \rho_j(t, x)\) given as

\[
\rho_j(t, x) = |\phi_j(t, x)|^2, \quad x \in \mathbb{T}^d,
\]

and the current density \(J(t, x) = (J_1(t, x), J_2(t, x))^T\) with

\[
J_l(t, x) := \Phi(t, x)^* \sigma_l \Phi(t, x), \quad l = 1, 2,
\]
we can derive the following conservation law from the Dirac equation \[8\]

\[\partial_t \rho(t, x) + \nabla \cdot J(t, x) = 0, \quad x \in \mathbb{T}^d, \quad t \geq 0.\] (1.11)

For the Dirac equation \[11\] (or \[14\]) with \(\varepsilon = 1\), there are extensive analytical and numerical studies in the literature. Along the analytical front, for the existence and multiplicity of bound states and/or standing wave solutions, we refer to \[15\] \[24\] \[31\] \[53\] and references therein. For the numerical aspects, different numerical methods have been presented and analyzed in the literature, such as the finite difference time domain (FDTD) methods \[8\] \[16\] \[37\], exponential wave integrator Fourier pseudospectral (EWI-FP) method \[8\], time-splitting Fourier pseudospectral (TSFP) method \[10\] \[13\] \[29\], WKB method \[17\] \[44\] \[45\] and Gaussian beam method \[35\] \[47\]. For more details related to the numerical schemes, we refer to \[8\] \[12\] \[27\] \[30\] \[32\] \[34\] \[41\] \[48\] and references therein.

However, to the best of our knowledge, so far there are few numerical analysis results on the error bounds of different numerical methods for the long-time dynamics of the Dirac equation \[11\] in the literature, especially the error bounds which are valid up to the time at \(T_\varepsilon = O(1/\varepsilon)\), and their explicit dependence on the mesh size \(h\), time step \(\tau\) as well as the small parameter \(\varepsilon \in [0, 1]\). Formally, by the energy estimate and Gronwall inequality, error bounds in the finite time for \(t \in [0, T]\) behave like \(O(e^{CT/\varepsilon})\) with \(p\) th order temporal discretization, which indicates the unbounded temporal error bound \(O(e^{CT/\varepsilon p})\) for \(t \in [0, T/\varepsilon]\). In order to carry out valid error estimates in the long-time regime, we begin with the proper setup, i.e., the Dirac equation with \(O(\varepsilon)\) potential. In our previous work, the long-time error bounds of different numerical schemes for the nonlinear Klein-Gordon equation with weak nonlinearity have been rigorously established \[12\] \[27\]. A similar problem for the Schrödinger equation by using splitting methods has been studied \[22\] \[23\]. The aim of this paper is to carry out rigorous error bounds of finite difference methods with different spatial discretizations for the Dirac equation \[11\] in the long-time regime. We begin with the detailed analysis on the stability and convergence of four frequently used finite difference time domain (FDTD) methods including the implicit/semi-implicit/explicit scheme. Error bounds of the FDTD methods indicate that they are under-resolution both in space and time with respect to \(\varepsilon \in [0, 1]\) regarding to the Shannon’s sampling theorem - to resolve a wave one needs a few points per wavelength, since the wavelength in space and time is at \(O(1)\). Then, in order to improve the spatial resolution capacity of the FDTD methods, we adapt the Fourier spectral method to discretize the Dirac equation \[11\] in space, and rigorous error estimates of finite difference Fourier pseudospectral (FDFP) methods show that the spatial errors of FDFP methods are uniform for the long-time dynamics of the Dirac equation. Thus, FDFP methods offer compelling advantage over FDTD methods in spatial resolution when \(0 < \varepsilon \ll 1\).

The rest of the paper is organized as follows. In Section 2, we adapt the finite difference methods to discretize the Dirac equation in time, combined with the centered finite difference method and Fourier spectral method in spatial discretization. In Section 3, we give the conservation properties, and analyze the stability conditions of the FDTD and FDFP methods. In Section 4, the long-time error bounds of the FDTD and FDFP methods for the Dirac equation up to the time at \(O(1/\varepsilon)\) are rigorously presented. Extensive numerical results are reported in Section 5 to confirm our error bounds. Finally, some conclusions are drawn in Section 6. Throughout this paper, we adopt the notation \(A \leq B\) to represent that there exists a generic constant \(C > 0\), which is independent of the mesh size \(h\) and time step \(\tau\) as well as \(\varepsilon\) such that \(|A| \leq CB\).

2. Finite difference methods with different spatial discretizations

In this section, we use the finite difference methods, including the Crank-Nicolson finite difference method, two semi-implicit finite difference methods and the leap-frog finite difference method, to discretize the Dirac equation \[11\] in time. For spatial discretization, we adapt the centered finite difference method and the Fourier spectral method. For simplicity of notations, we only present the numerical methods and their analysis for the Dirac equation \[14\] in 1D. Generalization to \[11\] and/or higher dimensions is straightforward and results are valid without modifications. In 1D, the Dirac equation \[14\] with periodic boundary
conditions collapses to
\[ i \partial_t \Phi = (-i \sigma_1 \partial_x + \sigma_3) \Phi + \varepsilon (V(t, x)I_2 - A_1(t, x)\sigma_1) \Phi, \quad x \in \Omega = (a, b), \quad t > 0, \tag{2.1} \]
\[ \Phi(t, a) = \Phi(t, b), \quad \partial_x \Phi(t, a) = \partial_x \Phi(t, b), \quad t \geq 0; \quad \Phi(0, x) = \Phi_0(x), \quad x \in \Omega, \tag{2.2} \]
where \( \Phi := \Phi(t, x), \Phi_0(a) = \Phi_0(b) \) and \( \Phi_0'(a) = \Phi_0'(b) \).

2.1. Semi-discretization by finite difference in time

Take time step size \( \tau = \Delta t > 0 \) and denote the time steps as
\[ t_n := n \tau, \quad n = 0, 1, 2, \ldots. \tag{2.3} \]
For \( n \geq 0 \), denote \( \Phi^n(x) \) to be the semi-discretized numerical approximation of \( \Phi(t_n, x) \), \( V^n(x) = V(t_n, x) \), \( V^{n+1/2}(x) = V(t_n + \tau/2, x) \), \( A_1^n(x) = A_1(t_n, x) \), and \( A_1^{n+1/2}(x) = A_1(t_n + \tau/2, x) \). Introduce the following finite difference discretization operators in time:
\[ \delta^+_t \Phi^n(x) = \frac{\Phi^{n+1}(x) - \Phi^n(x)}{\tau}, \quad \delta^t \Phi^n(x) = \frac{\Phi^{n+1}(x) - \Phi^{n-1}(x)}{2\tau}, \]
and introduce the average vector:
\[ \Phi^{n+\frac{1}{2}}(x) = \frac{\Phi^{n+1}(x) + \Phi^n(x)}{2}. \]
then four frequently used finite difference discretization in time for the Dirac equation (2.1) could be expressed as:

I. Crank-Nicolson method
\[ i \delta^+_t \Phi^n(x) = \left( -i \sigma_1 \frac{d}{dx} + \sigma_3 \right) \Phi^{n+1/2}(x) + \varepsilon \left( V^{n+1/2}(x)I_2 - A_1^{n+1/2}(x)\sigma_1 \right) \Phi^{n+1/2}(x), \quad n \geq 0. \tag{2.4} \]

II. A semi-implicit method
\[ i \delta^t \Phi^n(x) = -i \sigma_1 \frac{d}{dx} \Phi^n(x) + (\sigma_3 + \varepsilon (V^n(x)I_2 - A_1^n(x)\sigma_1)) \frac{\Phi^{n+1}(x) + \Phi^{n-1}(x)}{2}, \quad n \geq 1. \tag{2.5} \]

III. Another semi-implicit method
\[ i \delta^t \Phi^n(x) = \left( -i \sigma_1 \frac{d}{dx} + \sigma_3 \right) \frac{\Phi^{n+1}(x) + \Phi^{n-1}(x)}{2} + \varepsilon (V^n(x)I_2 - A_1^n(x)\sigma_1) \Phi^n(x), \quad n \geq 1. \tag{2.6} \]

IV. Leap-frog method
\[ i \delta^t \Phi^n(x) = \left( -i \sigma_1 \frac{d}{dx} + \sigma_3 \right) \Phi^n(x) + \varepsilon (V^n(x)I_2 - A_1^n(x)\sigma_1) \Phi^n(x), \quad n \geq 1. \tag{2.7} \]

The initial and boundary conditions for these methods are taken as
\[ \Phi^n(a) = \Phi^n(b), \quad \frac{d}{dx} \Phi^n(a) = \frac{d}{dx} \Phi^n(b), \quad n \geq 0; \quad \Phi^0(x) = \Phi_0(x), \quad x \in (a, b), \tag{2.8} \]
and the first step for (2.4), (2.6) and (2.7) can be updated by using Taylor expansion and noticing (2.1) as
\[ \Phi^1(x) = \Phi_0(x) - \tau \sigma_1 \Phi^0_0(x) - i \tau (\sigma_3 + \varepsilon V^0(x)I_2 - \varepsilon A_1^0(x)\sigma_1) \Phi_0(x), \quad x \in (a, b). \tag{2.9} \]
2.2. Spatial discretization by finite difference method

We first use finite difference method to discretize (2.4) to (2.7) in space. Choose mesh size \( h := \Delta x = (b - a)/N \) with \( N \) being an even positive integer, and denote the grid points

\[
x_j := a + jh, \quad j = 0, 1, \cdots, N.
\]

(2.10)

Take \( X_N = \{U = (U_0, U_1, \cdots, U_N)^T|U_j \in \mathbb{C}^2, j = 0, 1, \cdots, N, U_0 = U_N \} \) and let \( U_{-1} = U_{N-1}, U_{N+1} = U_1 \) if they are involved. Define the index set \( T_N = \{l| = -N/2, -N/2 + 1, \cdots, N/2 - 1\} \), and \( \mu_t = \frac{2\pi t}{\delta x} \) for \( l \in T_N \), then for any \( U \in X_N \), its Fourier representation can be expressed as

\[
U_j = \sum_{l \in T_N} \tilde{U}_l e^{i\mu_l(x_j-a)} = \sum_{l \in T_N} \tilde{U}_l e^{i2\pi j/N}, \quad j = 0, 1, \cdots, N,
\]

(2.11)

where

\[
\tilde{U}_l = \frac{1}{N} \sum_{j=0}^{N-1} U_j e^{-i2\pi j/N}, \quad l \in T_N.
\]

(2.12)

The standard \( l^1 \) and \( l^2 \)-norms in the space \( X_N \) are given as

\[
\|U\|_1 = h \sum_{j=0}^{N-1} |U_j|, \quad \|U\|_2^2 = h \sum_{j=0}^{N-1} |U_j|^2, \quad U \in X_N.
\]

(2.13)

For \( 0 \leq j \leq N \) and \( n \geq 0 \), let \( \Phi^n \) be the full-discretized numerical approximation of \( \Phi(t_n, x_j) \), \( V^n_j = V(t_n, x_j) \), \( V^{n+1/2}_j = V(t_n + \tau/2, x_j) \), \( A^{n+1/2}_{1,j} = A_1(t_n, x_j) \) and \( A^{n+1/2}_{1,j} = A_1(t_n + \tau/2, x_j) \). Denote \( \Phi^n = (\Phi^n_0, \Phi^n_1, \cdots, \Phi^n_N)^T \in X_N \) as the solution at \( t = t_n \). Introduce the following finite difference discretization operators

\[
\delta^+_{x}\Phi^n_j = \frac{\Phi^{n+1}_j - \Phi^n_j}{\tau}, \quad \delta^+_{t}\Phi^n_j = \frac{\Phi^{n+1}_j - \Phi^n_j}{2\tau}, \quad \delta^+_{x}\Phi^n_j = \frac{\Phi^{n+1}_j - \Phi^n_j}{2h},
\]

and the average vector

\[
\Phi^n_{j+\frac{1}{2}} = \frac{\Phi^{n+1}_j + \Phi^n_j}{2},
\]

then by discretizing (2.4) to (2.7) in space, we have the following four finite difference time domain (FDTD) methods for \( j = 0, 1, \cdots, N - 1 \):

I. Crank-Nicolson finite difference (CNFD) method

\[
i\delta_t \Phi^n_j = (-i\sigma_1 \delta_x + \sigma_3) \Phi^{n+1/2}_j + \varepsilon \left(V^{n+1/2}_j I_2 - A^{n+1/2}_{1,j} \right) \Phi^{n+1/2}_j, \quad n \geq 0.
\]

(2.14)

II. A semi-implicit finite difference (SIFD1) method

\[
i\delta_t \Phi^n_j = -i\sigma_1 \delta_x \Phi^n_j + \sigma_3 + \varepsilon (V^n_j I_2 - A^n_{1,j} \sigma_1) \frac{\Phi^{n+1}_j + \Phi^{n-1}_j}{2}, \quad n \geq 1.
\]

(2.15)

III. Another semi-implicit finite difference (SIFD2) method

\[
i\delta_t \Phi^n_j = (-i\sigma_1 \delta_x + \sigma_3) \frac{\Phi^{n+1}_j + \Phi^{n-1}_j}{2} + \varepsilon (V^n_j I_2 - A^n_{1,j} \sigma_1) \Phi^n_j, \quad n \geq 1.
\]

(2.16)

IV. Leap-frog finite difference (LFFD) method

\[
i\delta_t \Phi^n_j = (-i\sigma_1 \delta_x + \sigma_3) \Phi^n_j + \varepsilon (V^n_j I_2 - A^n_{1,j} \sigma_1) \Phi^n_j, \quad n \geq 1.
\]

(2.17)

The initial and boundary conditions in (2.2) for the FDTD methods are discretized as

\[
\Phi_{0}^{n+1} = \Phi_{N}^{n+1}, \quad \Phi_{-1}^{n+1} = \Phi_{N-1}^{n+1}, \quad n \geq 0; \quad \Phi_{j}^{0} = \Phi_{0}(x_j), \quad j = 0, 1, \cdots, N,
\]

(2.18)
and the first step for SIFD1 (2.15), SIFD2 (2.16) and LFFD (2.17) could be directly derived from (2.9) as
\[ \Phi_j^{n+1} = \Phi_0(x_j) - \tau \sigma_1 \Phi_0(x_j) - i \tau (\sigma_3 + \epsilon V_j^n l_2 - \epsilon A_{1,j}^n \sigma_1) \Phi_0(x_j), \quad j = 0, 1, \ldots, N. \] (2.19)

The above four FDTD methods are all time symmetric, i.e., they are unchanged under \( \tau \leftrightarrow -\tau \) and \( n + 1 \leftrightarrow n - 1 \) in the SIFD1, SIFD2 and LFFD methods or \( n + 1 \leftrightarrow n \) in the CNFD method. Besides, their memory costs are all \( O(N) \). The CNFD method (2.14) is implicit and at each time step for \( n \geq 0 \), the corresponding linear system is coupled so that it needs to be solved through either a direct solver or an iterative solver with the computational cost per time step depending on the solver, which is usually much larger than \( O(N) \), especially in 2D and 3D. The SIFD1 method (2.15) is an implicit scheme, however, the corresponding linear system is decoupled and can be solved explicitly at each time step as
\[ \Phi_j^{n+1} = \frac{1}{i \tau - \sigma_1 - \tau \sigma_3} \left( i \tau l_2 - \sigma_1\sigma_3 \right)^{-1} \left( H_j^n - \tau \sigma_3 \Phi_0(x_j) - i \tau (\sigma_3 + \epsilon V_j^n l_2 - \epsilon A_{1,j}^n \sigma_1) \Phi_0(x_j) \right), \quad j = 0, 1, \ldots, N - 1, \] (2.20)
with \( H_j^n = -2i\tau \sigma_1 \delta_x \Phi_j^n + \left( i + \epsilon V_j^n l_2 + \tau \sigma_3 - \epsilon A_{1,j}^n \sigma_1 \right) \Phi_j^{n-1} \), and its computational cost per time step is also \( O(N) \). The SIFD2 method (2.16) is also implicit, but the corresponding linear system can be decoupled in the phase (Fourier) space and can be solved explicitly as
\[ (\hat{\Phi}_{n+1})_l = \left( i l_2 - \frac{\tau \sin(\mu h)}{h} \sigma_1 - \tau \sigma_3 \right)^{-1} L^n_l, \quad l \in T_N, \] (2.21)
where
\[ L^n_l = \left( i l_2 + \frac{\tau \sin(\mu h)}{h} \sigma_1 + \tau \sigma_3 \right) (\hat{\Phi}^{n-1})_l + 2\tau (G^n \Phi^n)_l, \]
and \( G^n = (G_0^n, G_1^n, \ldots, G_N^n)^T \in X_N \) with \( G_j^n = \epsilon (V_j^n l_2 - A_{1,j}^n \sigma_1) \) for \( j = 0, 1, \ldots, N \). Therefore, its computational cost per time step is \( O(N \ln N) \). The LFFD method (2.17) is an explicit scheme and might be the simplest and most efficient numerical method for the Dirac equation with the computational cost per time step at \( O(N) \). Based on the analysis on the computational cost, the LFFD method is the most efficient numerical method and the CNFD methods is the most expensive one.

2.3. Spatial discretization by Fourier spectral method

We could also use Fourier spectral method to discretize (2.4) to (2.7) in space. Denote
\[ Y_N = Z_N \times Z_N, \quad Z_N = \text{span}\{ \phi_l(x) = e^{i \mu_l (x-a)}, \, l \in T_N \}. \]
Let \( (C_p(\Omega))^2 \) be the function space consisting of all periodic vector function \( U(x) : \Omega \to \mathbb{C}^2 \). For any \( U(x) \in (C_p(\Omega))^2 \) and \( U \in X_N \), define \( P_N : (L^2(\Omega))^2 \to Y_N \) as the standard projector [42], \( I_N : (C_p(\Omega))^2 \to Y_N \) and \( I_N : X_N \to Y_N \) as the standard interpolation operator, i.e., for any \( a \leq x \leq b \)
\[ (P_N U)(x) = \sum_{l \in T_N} \hat{U}_l e^{i \mu_l (x-a)}, \quad (I_N U)(x) = \sum_{l \in T_N} \hat{U}_l e^{i \mu_l (x-a)}, \] (2.22)
with
\[ \hat{U}_l = \frac{1}{b-a} \int_a^b U(x)e^{-i \mu_l (x-a)} dx, \quad \hat{U}_l = \frac{1}{N} \sum_{j=0}^{N-1} U_j e^{-2i \mu_l j/N}, \quad l \in T_N, \] (2.23)
where \( U_j = U(x_j) \) when \( U \) is a function.

The Fourier spectral discretization for (2.4) to (2.7) is to project the equations onto \( Y_N \) by using the projection operator \( P_N \). Let \( \Phi^n(x) \) be the approximation of \( \Phi(t_n, x)(n \geq 0) \). Introduce the spectral differential operator \( D_l^x \) to approximate the operator \( \frac{d}{dx} \) as
\[ D_l^x \Phi^n |_{x=x_j} = i \sum_{l \in T_N} \mu_l \hat{U}_l e^{i \mu_l (x_j-a)}, \] (2.24)
and the average function
\[ \Phi_{n+1}^0 = \frac{\Phi_{n+1} + \Phi^n}{2}, \]
then we have the following four finite difference Fourier spectral (FDFS) methods:

I. Crank-Nicolson Fourier spectral (CNFS) method
\[ i\delta t \Phi_j^n = -i \sigma_1 D_x^i \Phi_{n+1/2} |_{x=x_j} + \sigma_2 \Phi_j^{n+1/2} + \varepsilon \left( V_{n+1/2} I_2 - A_{l,j}^n \sigma_1 \right) \Phi_j^{n+1/2}, \quad n \geq 0. \quad (2.25) \]

II. A semi-implicit Fourier spectral (SIFS1) method
\[ i\delta t \Phi_j^n = -i \sigma_1 D_x^i \Phi_{n+1/2} |_{x=x_j} + \left( \sigma_3 + \varepsilon (V^n I_2 - A_{l,j}^n \sigma_1) \right) \frac{\Phi_{n+1} + \Phi_{n-1}}{2}, \quad n \geq 1. \quad (2.26) \]

III. Another semi-implicit Fourier spectral (SIFS2) method
\[ i\delta t \Phi_j^n = -i \sigma_1 D_x^i \Phi_{n+1/2} |_{x=x_j} + \frac{\sigma_3 - \varepsilon (V^n I_2 - A_{l,j}^n \sigma_1) \Phi_{n+1} - \sigma_3 \Phi_{n-1}}{2}, \quad n \geq 1. \quad (2.27) \]

IV. Leap-frog Fourier spectral (LFFS) method
\[ i\delta t \Phi_j^n = -i \sigma_1 D_x^i \Phi_{n+1/2} |_{x=x_j} + \sigma_3 \Phi_{n+1} + \varepsilon \left( V^n I_2 - A_{l,j}^n \sigma_1 \right) \Phi_{n}, \quad n \geq 1. \quad (2.28) \]

The initial condition is taken to be
\[ \Phi_j^0 = (P_N \Phi_0)(x_j), \quad j = 0, 1, ..., N, \quad (2.29) \]
and the first step for SIFS1 (2.26), SIFS2 (2.27), and LFFS (2.28) is the same as that for FDTD methods.

In fact, in practice, it is difficult to compute the Fourier coefficients through integrals in (2.23). Therefore, we replace the projections by interpolations in numerical computation, which refers to the Fourier pseudospectral discretization. The resulting methods are called finite difference Fourier pseudospectral (FDFP) methods, including CNFP, SIFP1, SIFP2, and LFFP. Choosing \( \Phi_j^0 = \Phi_0(x_j)(j = 0, 1, \cdots, N) \), the FDFP methods for computing \( \Phi_j^n \) (\( n \geq 0 \)) are given as
\[ \Phi_j^n = \sum_{l \in T_N} (\Phi_{j,l}) e^{2i\pi j/l}, \quad j = 0, 1, \cdots, N. \quad (2.30) \]

The formulas of the FDFP methods could be expressed in the same form as (2.25) to (2.28), with
\[ D_x^i \Phi |_{x=x_j} = i \sum_{l \in T_N} \frac{\mu_l}{b-a} \int_a^b \Phi(x) e^{-i\mu_l(x-a)} dx \cdot e^{i\mu_l(x_j-a)} = \frac{i}{b-a} \int_a^b \sum_{l \in T_N} \mu_l e^{i\mu_l(x_j-x)} \Phi(x) dx \quad (2.31) \]
for FDFS methods, and
\[ D_x^i \Phi |_{x=x_j} = \frac{i}{N} \sum_{k=0}^{N-1} \sum_{l \in T_N} \mu_l e^{2i(j-k)\pi/N} \Phi_k^n \quad (2.32) \]
for FDFP methods.

3. Conservation and linear stability

The Crank-Nicolson methods conserve mass and energy. Here we give proof for the CNFP method, and proof for the CNFD method is similar. Besides, stability conditions of FDTD and FDFP methods are derived.
3.1. Mass and energy conservation for CNFD and CNFP

For the CNFD method, we have the following conservative properties.

**Lemma 3.1.** The CNFD method conserves the mass in the discretized level, i.e.,

\[ \| \Phi^n \|_2^2 := h \sum_{j=0}^{N-1} |\Phi^n_j|^2 \equiv h \sum_{j=0}^{N-1} |\Phi^n_j|^2 = \| \Phi^0 \|_2^2. \]  

(3.1)

Furthermore, if \( V(t, x) = V(x) \) and \( A_1(t, x) = A_1(x) \) are time-independent, then the CNFD method conserves the discretized energy as well, that is

\[ E_h^n := h \sum_{j=0}^{N-1} \left[ -i(\Phi^n_j)^* \sigma_1 \delta_x \Phi^n_j + (\Phi^n_j)^* \sigma_3 \Phi^n_j + \epsilon V_j |\Phi^n_j|^2 - \epsilon A_{1,j} (\Phi^n_j)^* \sigma_1 \Phi^n_j \right] \]

\[ \equiv E_h^0, \quad n \geq 0, \]  

(3.2)

where \( V_j = V(x_j) \) and \( A_{1,j} = A_1(x_j) \) for \( j = 0, 1, \cdots, N \).

For the CNFP method, we also have the following conservative properties.

**Lemma 3.2.** The CNFP method conserves the mass as

\[ \| \Phi^n \|_2 = \| \Phi^0 \|_2. \]  

(3.3)

Furthermore, if \( V(t, x) = V(x) \) and \( A_1(t, x) = A_1(x) \) are time-independent, then the CNFP method conserves the energy as well, that is

\[ E_h^n := h \sum_{j=0}^{N-1} \left[ -i(\Phi^n_j)^* \sigma_1 D^2_{x} \Phi^n_j \big|_{x=x_j} + (\Phi^n_j)^* \sigma_3 \Phi^n_j + \epsilon V_j |\Phi^n_j|^2 - \epsilon A_{1,j} (\Phi^n_j)^* \sigma_1 \Phi^n_j \right] \]

\[ \equiv E_h^0, \quad n \geq 0. \]  

(3.4)

**Proof.** For the mass conservation, similar to the proof of the CNFD method, multiplying both sides of \( \Phi_j = \Phi_j \) from left by \( h \tau (\Phi_j^{n+1/2})^* \) and taking the imaginary part, we have for \( j = 0, 1, \cdots, N - 1 \)

\[ h|\Phi_j^{n+1}|^2 = h|\Phi_j^n|^2 - \tau h \left[ (\Phi_j^{n+1/2})^* \sigma_1 D^2_{x} \Phi_j^{n+1/2} \big|_{x=x_j} + (D^2_{x} \Phi_j^{n+1/2})^* \big|_{x=x_j} \sigma_1 \Phi_j^{n+1/2} \right]. \]  

(3.5)

Summing the above equation for \( j = 0, 1, \cdots, N - 1 \) and combing the expression of the operator \( D^2_{x} \) in \( \| \Phi^n \|_2^2 \), we could get

\[ \| \Phi^{n+1} \|_2^2 = \| \Phi^n \|_2^2 - \tau h \sum_{j=0}^{N-1} \left[ (\Phi_j^{n+1/2})^* \sigma_1 \left( \frac{i}{N} \sum_{k=0}^{N-1} \mu_k e^{2i(j-k)(\pi/N)} \Phi_k^{n+1/2} \right) \right] \]

\[ + \left( \frac{i}{N} \sum_{k=0}^{N-1} \sum_{l \in T_N} \mu_l e^{-2i(j-k)(\pi/N)} (\Phi_k^{n+1/2})^* \sigma_1 \Phi_j^{n+1/2} \right) \]

\[ = \| \Phi^n \|_2^2 - \frac{\tau h}{N} \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} \sum_{l \in T_N} \mu_k e^{2i(j-k)(\pi/N)} (\Phi_j^{n+1/2})^* \sigma_1 \Phi_k^{n+1/2} - e^{2i(j-k)(\pi/N)} (\Phi_j^{n+1/2})^* \sigma_1 \Phi_j^{n+1/2} \]

\[ = \| \Phi^n \|_2^2, \quad n \geq 0, \]  

(3.6)

which implies \( \| \Phi^n \|_2^2 \) by induction.
For the energy conservation, multiplying both sides of (2.25) from left by $2 h (\Phi_j^{n+1} - \Phi_j^n)^*$ and taking the real part, we obtain

\[
-\eta \Re \left[ i (\Phi_j^{n+1} - \Phi_j^n)^* \sigma_1 D_x^f (\Phi_j^{n+1} + \Phi_j^n) |_{x=x_j} \right] + \eta (\Phi_j^{n+1})^* \sigma_3 \Phi_j^{n+1} - (\Phi_j^n)^* \sigma_3 \Phi_j^n \right] \\
+ \epsilon h V_j ((\Phi_j^{n+1})^2 - (\Phi_j^n)^2) - \epsilon h A_{1,j} ((\Phi_j^{n+1})^* \sigma_1 \Phi_j^{n+1} - (\Phi_j^n)^* \sigma_1 \Phi_j^n) = 0.
\]

\( (3.7) \)

Summing the above equations for \( j = 0, 1, \ldots, N - 1 \) and noticing the summation by parts formula, the mass conservation, and the expression of \( D_x^f \) (2.32), we could get

\[
\frac{h}{N-1} \sum_{j=0}^{N-1} \Re \left[ i (\Phi_j^{n+1} - \Phi_j^n)^* \sigma_1 D_x^f (\Phi_j^{n+1} + \Phi_j^n) |_{x=x_j} \right] \\
= h \sum_{j=0}^{N-1} (\Phi_j^{n+1})^* \sigma_1 D_x^f \Phi_j^{n+1} |_{x=x_j} - h \sum_{j=0}^{N-1} (\Phi_j^n)^* \sigma_1 D_x^f \Phi_j^n |_{x=x_j},
\]

and

\[
-ih \sum_{j=0}^{N-1} (\Phi_j^{n+1})^* \sigma_1 D_x^f \Phi_j^{n+1} |_{x=x_j} + ih \sum_{j=0}^{N-1} (\Phi_j^n)^* \sigma_1 D_x^f \Phi_j^n |_{x=x_j} + h \sum_{j=0}^{N-1} ((\Phi_j^{n+1})^* \sigma_3 \Phi_j^{n+1} - (\Phi_j^n)^* \sigma_3 \Phi_j^n) \\
+ \epsilon h \sum_{j=0}^{N-1} V_j ((\Phi_j^{n+1})^2 - (\Phi_j^n)^2) - \epsilon h \sum_{j=0}^{N-1} A_{1,j} ((\Phi_j^{n+1})^* \sigma_1 \Phi_j^{n+1} - (\Phi_j^n)^* \sigma_1 \Phi_j^n) = 0,
\]

which immediately implies \( 3.4 \).

\[ \square \]

3.2. Linear stability analysis

Following the von Neumann linear stability analysis [43], we analyze the stability of FDTD and FDFP methods. The proof is similar to that in \([9, 37]\) and we omit the details here for brevity.

Lemma 3.3. Denote \( \Omega_T = [0,T] \times \Omega \). For the case where the electromagnetic potentials are not constants, we take

\[
V_{\text{max}} := \max_{(t,x) \in \Omega_T} |V(t,x)|, \quad A_{1,\text{max}} := \max_{(t,x) \in \Omega_T} |A_1(t,x)|,
\]

\( (3.8) \)

(i) The CNFD method (2.14) with (2.18) is unconditionally stable, i.e., it is stable for any \( h > 0, \tau > 0 \) and \( 0 < \epsilon \leq 1 \).

(ii) For any \( 0 < \epsilon \leq 1 \), the SIFD1 method (2.15) with (2.18) is stable under the stability condition

\[
0 < \tau \leq h, \quad h > 0.
\]

\( (3.9) \)

(iii) For any \( 0 < \epsilon \leq 1 \), the SIFD2 method (2.16) with (2.18) is stable under the stability condition

\[
0 < \tau \leq \frac{1}{V_{\text{max}} + A_{1,\text{max}}}, \quad h > 0.
\]

\( (3.10) \)

(iv) For any \( 0 < \epsilon \leq 1 \), the LFFD method (2.17) with (2.18) is stable under the stability condition

\[
0 < \tau \leq \frac{h}{V_{\text{max}} h + \sqrt{h^2 + (1 + h A_{1,\text{max}})^2}}, \quad h > 0.
\]

\[ (3.11) \]

Similarly to FDTD methods, the stability conditions for FDFS methods could be derived as follows:
Lemma 3.4. (i) The CNFS method (2.25) with (2.18) is unconditionally stable, i.e., it is stable for any $h > 0$, $\tau > 0$ and $0 < \varepsilon \leq 1$.

(ii) For any $0 < \varepsilon \leq 1$, the SIFS1 method (2.26) with (2.18) is stable under the stability condition

$$0 < \tau \leq \frac{h}{\pi}, \ h > 0.$$  \hspace{1cm} (3.12)

(iii) For any $0 < \varepsilon \leq 1$, the SIFS2 method (2.27) with (2.18) is stable under the stability condition

$$0 < \tau \leq \frac{1}{V_{\max} + A_{1,\max}}, \ h > 0.$$  \hspace{1cm} (3.13)

(iv) For any $0 < \varepsilon \leq 1$, the LFFS method (2.28) with (2.18) is stable under the stability condition

$$0 < \tau \leq \frac{h}{V_{\max} h + \sqrt{h^2 + (\pi + h A_{1,\max})^2}}, \ h > 0,$$  \hspace{1cm} (3.14)

with $V_{\max}$ and $A_{1,\max}$ defined in (3.8).

4. Error estimates

In this section, we propose and prove the long-time error estimates for FDTD and FDFP methods.

4.1. Main results

Motivated by the analysis of the Dirac equation [3, 18, 24, 25], we assume that the exact solution of the Dirac equation (2.1) up to the time $t = T_0/\varepsilon$ satisfies:

$$\Phi \in C^3([0, T_0/\varepsilon]; (L^\infty(\Omega))^2) \cap C^2([0, T_0/\varepsilon]; (W^{1,\infty}_p(\Omega))^2) \cap C([0, T_0/\varepsilon]; (W^{2,\infty}_p(\Omega))^2),$$

and

$$\begin{aligned}
(A) \quad & \left\| \frac{\partial^{r + s}}{\partial t^r \partial x^s} \Phi \right\|_{L^\infty([0, T_0/\varepsilon]; (L^\infty(\Omega))^2)} \leq 1, \quad 0 \leq r \leq 3, \quad 0 \leq r + s \leq 3, \quad 0 < \varepsilon \leq 1,
(B) \quad & V_{\max} := \max_{(t, x) \in \Omega_{T_0/\varepsilon}} |V(t, x)|, \quad A_{1,\max} := \max_{(t, x) \in \Omega_{T_0/\varepsilon}} |A_1(t, x)|.
\end{aligned}$$

where $W^{m,\infty}_p = \{ u \in W^{m,\infty}(\Omega), \ \partial_t^l u(a) = \partial_x^l u(b), \ l = 0, \cdots, m - 1 \}$ for $m \geq 1$, and here the boundary values are understood in the trace sense. In the subsequent discussion, we will properly omit $\Omega$ when referring to the space norm taken on $\Omega$. Denote $\Omega_{T_0/\varepsilon} = \Omega \times [0, T_0/\varepsilon]$, we assume the electromagnetic potentials $V \in C^3(\Omega_{T_0/\varepsilon})$ and $A_1 \in C^2(\Omega_{T_0/\varepsilon})$, and denote

$$(B) \quad V_{\max} := \max_{(t, x) \in \Omega_{T_0/\varepsilon}} |V(t, x)|, \quad A_{1,\max} := \max_{(t, x) \in \Omega_{T_0/\varepsilon}} |A_1(t, x)|.$$ 

Let $\Phi^n_j$ be the numerical approximations obtained from the FDTD methods and define the grid error function

$$e^n = (e^n_0, e^n_1, \cdots, e^n_N)^T \in X_N$$

as:

$$e^n_j := \Phi(t_n, x_j) - \Phi^n_j, \quad j = 0, 1, \cdots, N, \quad n \geq 0.$$  \hspace{1cm} (4.1)

We can establish the following error estimates for the FDTD methods under the corresponding stability conditions up to the time at $O(\varepsilon^{-1})$.

**Theorem 4.1.** Under the assumptions (A) and (B), there exist constants $h_0 > 0$ and $\tau_0 > 0$ sufficiently small and independent of $\varepsilon$, such that for any $0 < \varepsilon \leq 1$, when $0 < h \leq h_0$ and $0 < \tau < \tau_0$ and under the corresponding stability conditions, we have the following error estimate for the FDTD methods (2.14) - (2.17) with (2.18) and (2.19):

$$\|e^n\|_2 \leq \frac{h^2}{\varepsilon} + \frac{\tau^2}{\varepsilon}, \quad 0 \leq n \leq \frac{T_0}{\varepsilon}.$$  \hspace{1cm} (4.2)
Based on the above theorem, the four FDTD methods share the same spatial/temporal resolution capacity for the Dirac equation (2.1) up to the long time at $O(\varepsilon^{-1})$. In fact, given an accuracy bound $\delta > 0$, the $\varepsilon$-scalability of the FDTD methods should be taken as

$$h = O(\varepsilon^\frac{1}{2}), \quad \tau = O(\varepsilon^\frac{1}{2}), \quad 0 < \varepsilon \leq 1.$$  

(4.3)

This implies that, in order to get “correct” numerical solution up to the time at $O(\varepsilon^{-1})$, one has to take the mesh size $h \leq O(\varepsilon^\frac{1}{2})$ and time step $\tau \leq O(\varepsilon^\frac{1}{2})$, which is very useful for practical computations on how to select mesh size and time step such that the numerical results are trustable.

For the physical observables including the total probability density and current density, weaker constraints are addmissible for the time-splitting method to solve the Schrödinger equation in the semiclassical regime [14]. However, the convergence of the physical observables for the long-time dynamics of the Dirac equation are the same as that for the wave function as follows:

**Corollary 4.1.** Under the assumptions (A) and (B), with (2.18), (2.19) and corresponding stability conditions for CNFD, SIFD1, SIFD2 and LFFD, there exist constants $h_0 > 0$ and $\tau_0 > 0$ sufficiently small and independent of $\varepsilon$, such that for any $0 < \varepsilon \leq 1$, when $0 < h \leq h_0$ and $0 < \tau \leq \tau_0$, we have the following error estimates on the total probability density and current density for the FDTD methods (2.14) - (2.17)

$$\|\rho^n - \rho(t_n, \cdot)\| L^1 \leq \frac{h^2}{\varepsilon} + \frac{\tau^2}{\varepsilon}, \quad \|J^n - J(t_n, \cdot)\| L^1 \leq \frac{h^2}{\varepsilon} + \frac{\tau^2}{\varepsilon}, \quad 0 \leq n \leq \frac{T_0/\varepsilon}{\tau},$$  

(4.4)

where $\rho^n$ and $J^n$ are obtained from the wave function $\Phi^n$ through (1.8) and (1.10) with $d = 1$.

On the other hand, in order to obtain the error bounds for the FDFP methods in the long-time regime, we assume that there exists an integer $m_0 \geq 2$ such that the exact solution of the Dirac equation (2.1) up to the time at $t = T_0/\varepsilon$ satisfies

$$\|\Phi\|_{L^\infty([0,T_0/\varepsilon];(H^m_0)^2)} \lesssim 1, \quad \|\partial^s_t \Phi\|_{L^\infty([0,T_0/\varepsilon];(L^\infty)^2)} \lesssim 1, \quad s = 1, 2, 3,$$

where $H^0_k(\Omega) = \{u|u \in H^k(\Omega), \partial^l_x u(a) = \partial^l_x u(b), l = 0, \cdots, k - 1\}$. In addition, we assume that the electromagnetic potentials satisfy

$$\|V\|_{W^{2,\infty}([0,T_0/\varepsilon],L^\infty)} + \|A_1\|_{W^{2,\infty}([0,T_0/\varepsilon],L^\infty)} \lesssim 1.$$  

Let $\Phi^n$ be the numerical approximations obtained from the FDFP methods, then we have the following theorem.

**Theorem 4.2.** Under the assumptions (C) and (D), and under the corresponding stability conditions, there exist constants $h_0, \tau_0 > 0$ sufficiently small and independent of $\varepsilon$ such that, for any $0 < \varepsilon \leq 1$, when $0 < h \leq h_0$ and $0 < \tau \leq \tau_0$, we have the following error estimate for the FDFP methods

$$\|\Phi(t_n, \cdot) - I_N(\Phi^n)\| L^2 \leq h^{m_0} + \frac{\tau^2}{\varepsilon}, \quad 0 \leq n \leq \frac{T_0/\varepsilon}{\tau},$$  

(4.5)

4.2. Proof for FDTD

Since the proofs for the error estimates of the FDTD methods are all similar, here we only show the details for CNFD. Other proofs can be derived in a similar manner.

**Proof.** Define the local truncation error $\tilde{\xi}^n = (\xi^n_0, \xi^n_1, \cdots, \xi^n_N)^T \in X_N$ of the CNFD method (2.14) with (2.18) for $0 \leq j \leq N$ and $n \geq 0$

$$\tilde{\xi}^n_j := i\delta_t^+ \Phi(t_n, x_j) + i\sigma_1 \frac{\delta_x \Phi(t_n, x_j) + \delta_y \Phi(t_{n+1}, x_j)}{2}$$

$$- \left( \sigma_3 + \varepsilon V^{n+\frac{1}{2}} L_2 - \varepsilon A_{n+\frac{1}{2}}^{n+\frac{1}{2}} \sigma_1 \right) \frac{\Phi(t_n, x_j) + \Phi(t_{n+1}, x_j)}{2},$$  

(4.6)
Applying in the Taylor expansion in (4.9), we obtain for \( j = 0, 1, \cdots, N - 1 \) and \( n \geq 0 \),
\[
\tilde{\xi}^n_j = \frac{iv^2}{6} \partial_{tttt} \Phi(t^n_j, x_j) + \frac{ih^2}{12} \sigma_1 \partial_{xx} \Phi(t^n_j, x_j) + \frac{ih^2}{12} \sigma_1 \partial_{xxx} \Phi(t^n_j, x_j) + \frac{iv^2}{4} \sigma_1 \partial_{tttt} \Phi(t^n_j, x_j)
\]
\[
- \frac{\varepsilon v^2}{8} \left( \partial_{tt} V(t^n_j, x_j) I_2 - \partial_{tt} A_1(t^n_j, x_j) \right) \Phi(t^n_j, x_j) - \frac{\tau^2}{4} \left( \sigma_3 + \varepsilon V_j^{n+\frac{1}{2}} I_2 - \varepsilon A_1^{n+\frac{1}{2}} \sigma_1 \right) \partial_{tt} \Phi(t^n_j, x_j),
\]
where \( t_{n-1} < t^n_0 < t^n_1 < \cdots < t^n_m < t^n_{n+1} \), \( x_{j-1} < x_{j} < x_{j+1} \). Noticing (4.11) and the assumptions (A) and (B), we can get the following estimates for \( n \geq 1 \)
\[
\|\tilde{\xi}^n\|_{L^\infty} = \max_{0 \leq j \leq N-1} |\tilde{\xi}^n_j| \lesssim h^2 + \tau^2, \quad \|\tilde{\xi}^n\|_{L^2} \lesssim \|\tilde{\xi}^n\|_{L^\infty} \lesssim h^2 + \tau^2. \tag{4.7}
\]
By the definition of the error function (4.1), we obtain for \( 0 \leq j \leq N - 1 \) and \( n \geq 0 \),
\[
i \delta_j^i e^n_j = -i \sigma_1 \delta_j^i e^{n+1/2} + \left( \sigma_3 + \varepsilon V_j^{n+\frac{1}{2}} I_2 - \varepsilon A_1^{n+\frac{1}{2}} \sigma_1 \right) e^{n+1/2} + \tilde{\xi}^n_j,
\]
where the initial and boundary conditions are given as
\[
e^n_0 = e^n_N, \quad e^n_{N+1} = e^n_{N-1}, \quad n \geq 0, \quad e^n_0 = 0, \quad j = 0, 1, \cdots, N. \tag{4.9}
\]
Multiplying (4.9) by the left by \( \tau h (e^{n+1/2} + e^n_j)^* \), taking the imaginary part, then summing up for \( j = 0, 1, \cdots, N - 1 \), using Cauchy inequality, noticing (4.7), we can get
\[
\|e^{n+1}\|_{L^2}^2 - \|e^n\|_{L^2}^2 = \tau h \text{Im} \sum_{j=0}^{N-1} (e^{n+1}_j + e^n_j)^* \tilde{\xi}^n_j \lesssim \varepsilon \tau \left( \|e^{n+1}\|_{L^2}^2 + \|e^n\|_{L^2}^2 \right) + \frac{\tau}{\varepsilon} \left( h^2 + \tau^2 \right)^2. \tag{4.10}
\]
Then summing up the above inequality from \( n = 0 \) to \( n = m - 1 \) gives
\[
\|e^m\|_{L^2}^2 \lesssim \varepsilon \tau \sum_{k=0}^{m} \|e^k\|_{L^2}^2 + \frac{m \tau}{\varepsilon} \left( h^2 + \tau^2 \right)^2. \tag{4.11}
\]
For small enough \( \tau_0 \), taking into account the fact that \( m \leq \frac{T_0}{\tau} \), we obtain
\[
\|e^m\|_{L^2}^2 \leq T_0 e^{T_0} \left( \frac{h^2}{\varepsilon} + \frac{\tau^2}{\varepsilon} \right)^2, \tag{4.12}
\]
by applying the discrete Gronwall’s inequality, which implies the error bound (4.12).
\[
\square
\]

### 4.3. Proof for FDFP

We only show the proof of the long-time error bound for the LFFP method. Proofs for the other three FDFP methods are similar and we omit the details here for brevity.

**Proof.** For \( 0 \leq n \leq \frac{T_0}{\tau} \), we rewrite the error as
\[
\Phi(t^n, \cdot) - I_N(\Phi^n) = \Phi(t^n, \cdot) - P_N(\Phi(t^n, \cdot)) + P_N(\Phi(t^n, \cdot)) - I_N(\Phi^n) \tag{4.13}
\]
The regularity of \( \Phi(t^n, \cdot) \) implies
\[
\|\Phi(t^n, \cdot) - P_N(\Phi(t^n, \cdot))\|_{L^2} \lesssim \varepsilon. \tag{4.14}
\]
Thus, it remains to establish the error bound for the error

\[ \eta^n := P_N(\Phi(t_n, \cdot)) - I_N(\Phi^n), \quad 0 \leq n \leq \frac{T_0/\varepsilon}{\tau}, \]  

(4.15)

For \( n = 0 \), from the discretization of the initial data, noticing (2.20) and (4.1), we have

\[ \|\eta^0\|_{L^2} = \|P_N(\Phi^0) - I_N(\Phi^0)\|_{L^2} \lesssim h^{m_0}, \]  

(4.16)

which implies the error bound (4.5) is valid for \( n = 0 \).

Taking the Fourier transform of the LFFP method (2.28), for \( \ell \in T_N \), we obtain

\[ i(\Phi^{n+1})_\ell - (\Phi^{n-1})_\ell = \sigma_1 \mu_\ell (\Phi^n)_\ell + \sigma_3 (\Phi^n)_\ell + \varepsilon \left( (\nabla^2 \Phi^n)_\ell - \sigma_1 (A^2 \Phi^n)_\ell \right). \]  

(4.17)

Define the local truncation error \( \xi^n \in Y_N \) as

\[ \xi^n = \sum_{l \in T_N} \xi(l) e^{i\mu_l(x-a)}, \]  

(4.18)

with

\[ (\xi^0)_\ell := i\delta^+_\ell (\Phi_0)_\ell - \sigma_1 \mu_\ell (\Phi_0)_\ell - \sigma_3 (\Phi_0)_\ell - \varepsilon \left( (\nabla^2 \Phi_0)_\ell - \sigma_1 (A^2 \Phi_0)_\ell \right), \]  

(4.19)

\[ (\xi^n)_\ell := i\delta^+_\ell (\Phi(t_n))_\ell - \sigma_1 \mu_\ell (\Phi(t_n))_\ell - \sigma_3 (\Phi(t_n))_\ell - \varepsilon \left( (\nabla^2 \Phi(t_n))_\ell - \sigma_1 (A^2 \Phi(t_n))_\ell \right), \quad n \geq 1. \]

Similar to the proof of CNFD, applying the Taylor expansion in (4.19), under the assumptions (C) and (D), we have

\[ \left| (\xi^n)_\ell \right| \lesssim \tau, \quad \left| (\xi^n)_\ell \right| \lesssim \tau^2, \quad l \in T_N, \quad n \geq 1, \]  

(4.20)

which immediately implies \( \|\xi^n\|_{L^2} \leq \tau \), and for \( n \geq 1 \)

\[ \|\xi^n\|_{L^2} \lesssim \tau^2. \]  

(4.21)

We denote the error of the electromagnetic potentials

\[ R^n = \sum_{l \in T_N} (R^n)_l e^{2i\mu_l x/N}, \]  

(4.22)

with

\[ (R^n)_l = \varepsilon \left[ (\nabla^2 \Phi(t_n))_\ell - \sigma_1 (A^2 \Phi(t_n))_\ell \right] - \varepsilon \left[ (\nabla^2 \Phi^n)_\ell - \sigma_1 (A^2 \Phi^n)_\ell \right], \quad l \in T_N, \quad n \geq 0. \]  

(4.23)

For each \( l \in T_N \), subtracting (4.19) from (4.21), we get

\[ i\delta^+_l (\eta^n)_l = \sigma_1 \mu_\ell (\eta^n)_l + \sigma_3 (\eta^n)_l + (\xi^n)_l + (R^n)_l, \quad 1 \leq n \leq \frac{T_0/\varepsilon}{\tau} - 1, \]  

\[ (\hat{\eta}^n)_l = 0, \quad (\hat{\xi}^n)_l = -i\tau (\hat{\xi}^0)_l, \quad l \in T_N. \]  

(4.24)

The error equation (4.24) and the estimate \( \|\xi^n\|_{L^2} \leq \tau \) imply

\[ \|\eta^n\|_{L^2} = \tau \|\xi^n\|_{L^2} \lesssim \tau^2. \]  

(4.25)

Thus, we immediately obtain

\[ \|\Phi(t_1, \cdot) - I_N(\Phi^1)\|_{L^2} \lesssim h^{m_0} + \tau^2, \]  

(4.26)

which indicates that the error bound (4.5) is valid when \( n = 1 \).
Now, we assume that (4.24) is valid for all \(1 \leq n \leq m - 1 \leq \frac{T_0}{\tau} - 1\), then we need to show that it is still valid when \(n = m\). Under the assumptions (C) and (D), we have

\[
\| R^n \|_{L^2} \lesssim \varepsilon h^{m_0} + \tau^2, \quad 1 \leq n \leq m - 1.
\]  

(4.27)

Define the energy \(\mathcal{E}^n\) for \(n = 0, 1, \ldots\) as

\[
\mathcal{E}^{n+1} = \| \eta^{n+1} \|_{L^2}^2 + \| \eta^n \|_{L^2}^2 - 2\tau \text{Im} \left( h \sum_{l \in T_N} \mu_l (\tilde{\eta}^{n+1})^*_l \sigma_l (\eta^n)_l \right).
\]  

(4.28)

Under the stability condition (5.14) \(\tau \leq \frac{\tau h}{2(V_{\text{max}} h + \sqrt{h^2 + (\tau + hA_{1, \text{max}})^2})}\), if we take \(\tau_1 = \frac{1}{4}\), we could derive \(\tau (1 + \varepsilon (V_{\text{max}} + A_{1, \text{max}})) \leq \frac{1}{4}\), which gives

\[
\frac{1}{2} (\| \eta^{n+1} \|_{L^2}^2 + \| \eta^n \|_{L^2}^2) \leq \mathcal{E}^{n+1} \leq \frac{3}{2} (\| \eta^{n+1} \|_{L^2}^2 + \| \eta^n \|_{L^2}^2), \quad n \geq 0,
\]  

(4.29)

by using Cauchy inequality.

Furthermore, multiply \(2\tau h (\tilde{\eta}^{n+1})_l + (\eta^{n-1})_l^*\) from left on both sides to (4.24), then sum up for \(l \in T_N\), and take the imaginary part, similar to (4.28), we have

\[
\mathcal{E}^{n+1} - \mathcal{E}^n = 2\tau \text{Im} \left[ \sum_{l \in T_N} (\tilde{\eta}^{n+1})_l + (\eta^{n-1})_l^* \left( (\mathcal{E}^l) + (\tilde{R}^l)_l \right) \right] \lesssim \varepsilon \tau \left( \| \eta^{n+1} \|_{L^2}^2 + \| \eta^{n-1} \|_{L^2}^2 \right) + \frac{\tau}{\varepsilon} \left( \| \mathcal{E}^n \|_{L^2}^2 + \| R^n \|_{L^2}^2 \right) \lesssim \varepsilon \tau \left( \mathcal{E}^{n+1} + \mathcal{E}^n \right) + \frac{\tau}{\varepsilon} \left( \varepsilon h^{m_0} + \tau^2 \right)^2,
\]  

(4.30)

by noticing (4.24). Summing the above inequalities from 1 to \(m - 1\), we get

\[
\mathcal{E}^m - \mathcal{E}^1 \lesssim \varepsilon \tau \sum_{k=1}^{m} \mathcal{E}^k + \frac{m \tau}{\varepsilon} \left( \varepsilon h^{m_0} + \tau^2 \right)^2, \quad 1 \leq m \leq \frac{T_0}{\varepsilon}.
\]  

(4.31)

So if we take \(\tau_0\) sufficiently small, under the discrete Gronwall’s inequality for (4.31), it can be obtained that

\[
\mathcal{E}^m \lesssim \left( h^{m_0} + \frac{\tau^2}{\varepsilon} \right)^2,
\]  

(4.32)

which immediately implies

\[
\| \eta^n \|_{L^2} \lesssim h^{m_0} + \frac{\tau^2}{\varepsilon}.
\]  

(4.33)

Thus, we have

\[
\| \Phi(t_{m+1}) - I_N (\Phi^m) \|_{L^2} \lesssim h^{m_0} + \frac{\tau^2}{\varepsilon},
\]  

(4.34)

which indicates the error bound (4.5) is still valid when \(n = m\). Hence, the proof of Theorem 4.2 by the method of mathematical induction.

\[
\square
\]

**Remark 4.1.** For the FDTD methods, the accuracy and \(\varepsilon\)-scalability in space could be improved by using higher order finite difference discretizations, but the spatial errors will still depend on the small parameter \(\varepsilon\) in the long-time regime. Similarly, the spatial error bounds of the finite element and finite volume discretizations in space also depend on the parameter \(\varepsilon\) in the long-time regime. Uniform error bounds in space for the long-time dynamics can be achieved by the spectral method. For the spectral method, the computation of
spatial derivative operator is carried out in the Fourier space. In contrast to the finite difference, finite element and finite volume methods, the spectral approximations of the differential operator are exact for all the Fourier modes \(\mathbb{Z}^d\). From the proof of the error bounds for the FDTD methods, we can observe that the errors of the approximations for the spatial differential operator accumulate in the long-time regime, which results in the fact the spatial errors depend on the small parameter \(\varepsilon\). By using the spectral discretization in space, the spatial errors only come from the projection and the potential term. In the long-time regime, the accumulation of the spatial errors from the potential is independent of the small parameter \(\varepsilon\) since the strength of the potential is at \(O(\varepsilon)\). In summary, the spectral method performs much better than other spatial discretizations for the long-time dynamics of the Dirac equation with small potential.

5. Numerical results

In this section, we compare the spatial and temporal resolutions of different numerical methods including the FDTD methods and the FDFP methods of the Dirac equation in 1D. We pay particular attention to the \(\varepsilon\)-scalability of different methods in the long-time regime, i.e., \(0 < \varepsilon < 1\).

5.1. Spatial/Temporal resolution for the periodic problem

In this numerical experiment, the problem is solved numerically on a torus \(\Omega = (0,2\pi)\) with periodic boundary conditions. We choose the electromagnetic potentials in the Dirac equation (1.4) as

\[
V(t, x) = \frac{1}{1 + \sin^2(x)}, \quad A_1(x) = \cos(x) + \sin(2x), \quad x \in \Omega,
\]

and the initial data are taken as

\[
\phi_1(0, x) = \frac{1}{1 + \sin^2(x)}, \quad \phi_2(0, x) = \frac{1}{3 + \cos(x)}, \quad x \in \Omega.
\]

Since the exact solution of the Dirac equation is unknown, we use the time splitting Fourier pseudospectral (TSFP) method [8] with a fine mesh size \(h_e = \pi/1024\) and a very small time step \(\tau_e = 10^{-4}\) to get the ‘reference’ solution numerically for comparison of the results from FDTD and FDFP methods. In order to quantify the numerical errors, we introduce the following discrete \(l^2\) errors of the wave function \(\Phi\), the total probability density \(\rho\) and the current density \(J\)

\[
e_{\Phi}(t_n) = \|\Phi^n - \Phi(t_n, \cdot)\|_{l^2}, \quad e_{\rho}(t_n) = \|\rho^n - \rho(t_n, \cdot)\|_{l^2}, \quad e_{J}(t_n) = \|J^n - J(t_n, \cdot)\|_{l^1},
\]

where \(\rho^n\) and \(J^n\) can be computed from the numerical solution \(\Phi\) via (1.8) and (1.10) with \(d = 1\), respectively.

From Tables 5.1-5.3 and additional similar numerical results not shown here for brevity, we can draw the following observations:

(i) For any fixed \(\varepsilon = \varepsilon_0 > 0\), the FDTD methods are uniformly second-order accurate in both space and time, which agree with those results in the literature.

(ii) In the long-time regime, the second order convergence in space and time of the FDTD methods can only be observed when \(0 < h \lesssim \varepsilon^{1/2}\) and \(0 < \tau \lesssim \varepsilon^{1/2}\) (cf. upper triangles above the diagonals in Tables 5.1, 5.3), where the diagonal lines in bold correspond to \(h \sim \varepsilon^{1/2}\) and \(\tau \sim \varepsilon^{1/2}\), which confirm our error estimates in Theorem 4.1 and show that they are sharp.

From Tables 5.1-5.3 and additional numerical results for the other three FDFP methods, we can draw the following observations on the FDFP methods for the Dirac equation up to the time at \(O(1/\varepsilon)\):

(i) In space, the FDFP methods are uniformly spectral accurate for any \(0 < \varepsilon \leq 1\) (cf. each row in Table 5.4) and the spatial errors are almost independent of \(\varepsilon\) (cf. each column in Table 5.4).

(ii) In time, for any fixed \(\varepsilon = \varepsilon_0 > 0\), the FDFP methods show second order convergence in time (cf. first row in Table 5.6), which agree with those results in the literature. While, in the long-time time regime up to the time at \(O(1/\varepsilon)\), the second order convergence in time can only be observed when \(0 < \tau \lesssim \varepsilon^{1/2}\) (cf.
Table 5.1: Spatial and temporal errors of the CNFD method for the wave function $e^{\Phi}(t = 2/\varepsilon)$ of the Dirac equation (1.4) in 1D.

| $e^{\Phi}(t = 2/\varepsilon)$ | $h_0 = \frac{\pi}{16}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^3$ | $h_0/2^4$ |
|-------------------------------|--------------------------|----------|------------|------------|------------|
| $\varepsilon = 1$             | 3.40E-2                  | 8.53E-3  | 2.14E-3    | 5.34E-4    | 1.33E-4    |
| order                         | -                        | 1.99     | 1.99       | 2.00       | 2.01       |
| $\varepsilon = 1/4$           | 4.02E-2                  | 1.03E-2  | 2.57E-3    | 6.43E-4    | 1.61E-4    |
| order                         | -                        | 1.96     | 2.00       | 2.00       | 2.00       |
| $\varepsilon = 1/4^2$         | 1.19E-1                  | 3.34E-2  | 8.50E-3    | 2.13E-3    | 5.33E-4    |
| order                         | -                        | 1.83     | 1.97       | 2.00       | 2.00       |
| $\varepsilon = 1/4^3$         | 3.04E-1                  | 1.17E-1  | 3.27E-2    | 8.31E-3    | 2.08E-3    |
| order                         | -                        | 1.38     | 1.84       | 1.98       | 2.00       |
| $\varepsilon = 1/4^4$         | 8.75E-1                  | 3.02E-1  | 1.16E-1    | 3.26E-2    | 8.27E-3    |
| order                         | -                        | 1.53     | 1.38       | 1.83       | 1.98       |

Table 5.2: Spatial and temporal errors of the CNFD method for the total probability $e^{\rho}(t = 2/\varepsilon)$ of the Dirac equation (1.4) in 1D.

| $e^{\rho}(t = 2/\varepsilon)$ | $h_0 = \frac{\pi}{16}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^3$ | $h_0/2^4$ |
|-------------------------------|--------------------------|----------|------------|------------|------------|
| $\varepsilon = 1$             | 3.67E-2                  | 8.87E-3  | 2.20E-3    | 5.48E-4    | 1.37E-4    |
| order                         | -                        | 2.05     | 2.01       | 2.01       | 2.00       |
| $\varepsilon = 1/4$           | 6.38E-2                  | 1.54E-2  | 3.75E-3    | 9.30E-4    | 2.32E-4    |
| order                         | -                        | 2.05     | 2.04       | 2.01       | 2.00       |
| $\varepsilon = 1/4^2$         | 2.60E-1                  | 6.30E-2  | 1.54E-2    | 3.81E-3    | 9.50E-4    |
| order                         | -                        | 2.05     | 2.03       | 2.02       | 2.00       |
| $\varepsilon = 1/4^3$         | 4.80E-1                  | 1.93E-1  | 5.03E-2    | 1.21E-2    | 3.04E-3    |
| order                         | -                        | 1.31     | 1.94       | 2.06       | 1.99       |
| $\varepsilon = 1/4^4$         | 1.41                     | 8.34E-1  | 3.21E-1    | 8.05E-2    | 2.08E-2    |
| order                         | -                        | 0.76     | 1.38       | 2.00       | 1.95       |

the upper triangle above the diagonal in Table 5.5, where the bold diagonal line corresponds to $\tau \sim \varepsilon^{1/2}$, which confirm our error estimates in Theorem 4.2, and show that they are sharp.

Figure 5.1 depicts long-time dynamics of the densities $\rho_j(2/\varepsilon, x) = |\phi_j(2/\varepsilon, x)|^2 (j = 1, 2)$ of the Dirac equation in 1D with different $\varepsilon$ by the finite difference and spectral spatial discretizations. In the numerical simulations, we choose the mesh size as $h = \frac{\pi}{16}$ to compare the accuracy of these two spatial discretizations. For the fixed-time simulations, i.e., $\varepsilon = 1$, both spatial discretizations can get the numerical solution very accurately (cf. first row in Figure 5.1). For the long-time simulations, the spectral discretization can capture the long-time dynamics very accurately with the uniform mesh size, while the finite difference spatial discretization cannot get the correct numerical solution and the mesh size needs to be smaller when $\varepsilon$ becomes smaller (cf. middle and bottom rows in Figure 5.1).

Figure 5.2 shows spatial errors of finite difference and Fourier spectral discretizations for the Dirac
Table 5.3: Spatial and temporal errors of the CNFD method for the current density $e_3(t = 2/\varepsilon)$ of the Dirac equation (1.4) in 1D.

| $e_3(t = 2/\varepsilon)$ | $h_0 = \frac{\pi}{16}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^3$ | $h_0/2^4$ |
|--------------------------|-------------------------|---------|-----------|-----------|-----------|
| $\varepsilon = 1$        | 9.75E-2                 | 2.44E-2 | 6.09E-3   | 1.52E-3   | 3.81E-4   |
| order                    | -                       | 2.00    | 2.00      | 2.00      | 2.00      |
| $\varepsilon = 1/4$      | 9.91E-2                 | 2.43E-2 | 6.10E-3   | 1.53E-3   | 3.82E-4   |
| order                    | -                       | 2.03    | 1.99      | 2.00      | 2.00      |
| $\varepsilon = 1/4^2$    | 4.05E-1                 | 1.30E-1 | 3.42E-2   | 8.50E-3   | 2.15E-3   |
| order                    | -                       | 1.64    | 1.93      | 1.99      | 2.00      |
| $\varepsilon = 1/4^3$    | 1.32                    | 3.87E-1 | 1.32E-1   | 3.47E-2   | 8.69E-3   |
| order                    | -                       | 1.77    | 1.55      | 1.93      | 2.00      |
| $\varepsilon = 1/4^4$    | 3.39                    | 9.31E-1 | 3.38E-1   | 8.59E-3   | 2.15E-3   |
| order                    | -                       | 1.86    | 1.46      | 1.67      | 1.96      |

Table 5.4: Spatial errors of the LFFP method for the wave function $e_\Phi(t = 2/\varepsilon)$ of the Dirac equation (1.4) in 1D.

| $e_\Phi(t = 2/\varepsilon)$ | $h_0 = \frac{\pi}{4}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^3$ |
|-----------------------------|------------------------|---------|-----------|-----------|
| $\varepsilon = 1$          | 3.97E-1                | 1.43E-2 | 6.35E-6   | 1.04E-9   |
| $\varepsilon = 1/2$        | 2.13E-1                | 7.21E-3 | 6.31E-6   | 1.16E-9   |
| $\varepsilon = 1/2^2$      | 1.26E-1                | 3.08E-3 | 1.70E-6   | 1.46E-9   |
| $\varepsilon = 1/2^3$      | 4.33E-2                | 1.14E-3 | 2.42E-6   | 2.36E-9   |
| $\varepsilon = 1/2^4$      | 3.70E-2                | 1.40E-3 | 2.31E-6   | 4.50E-9   |

Table 5.5: Temporal errors of the LFFP method for the wave function $e_\Phi(t = 2/\varepsilon)$ of the Dirac equation (1.4) in 1D.

| $e_\Phi(t = 2/\varepsilon)$ | $\tau_0 = 0.01$ | $\tau_0/2$ | $\tau_0/2^2$ | $\tau_0/2^3$ | $\tau_0/2^4$ |
|-----------------------------|-----------------|-------------|---------------|---------------|---------------|
| $\varepsilon = 1/2^6$      | 1.72E-2         | 4.30E-3     | 1.08E-3       | 2.69E-4       | 6.72E-5       |
| order                       | -               | 2.00        | 1.99          | 2.01          | 2.00          |
| $\varepsilon = 1/2^8$      | 6.61E-2         | 1.70E-3     | 4.27E-3       | 1.07E-3       | 2.67E-4       |
| order                       | -               | 1.96        | 1.99          | 2.00          | 2.00          |
| $\varepsilon = 1/2^{10}$   | 2.26E-1         | 6.60E-2     | 1.70E-2       | 4.27E-3       | 1.07E-3       |
| order                       | -               | 1.78        | 1.96          | 1.99          | 2.00          |
| $\varepsilon = 1/2^{12}$   | 6.77E-1         | 2.26E-1     | 6.59E-2       | 1.70E-2       | 4.26E-3       |
| order                       | -               | 1.58        | 1.78          | 1.95          | 2.00          |
| $\varepsilon = 1/2^{14}$   | 1.11            | 6.77E-1     | 2.26E-1       | 6.59E-2       | 1.70E-2       |
| order                       | -               | 0.71        | 1.58          | 1.78          | 1.95          |

equation (1.4) in 1D with the initial data $\Phi_0(x) = (\cos(x), \cos(x))^T$, electromagnetic potentials $V(x) = 1/(1 + \sin(x)^2)$ and $A_1(x) = (1 + \sin(x))/(2 + \cos(4x))$. The same mesh size $h = \pi/8$ and time step $\tau = 10^{-4}$.
Figure 5.1: Long-time dynamics of the densities $\rho_1(2/\varepsilon, x) = |\phi_1(2/\varepsilon, x)|^2$ (left) and $\rho_2(2/\varepsilon, x) = |\phi_2(2/\varepsilon, x)|^2$ (right) of the Dirac equation (1.4) in 1D with different $\varepsilon$.

are taken for all numerical schemes. Results from the figure indicate the spatial errors of the Fourier spectral discretization are much smaller than the finite difference method in the long-time simulations. In addition, for the finite difference method, when $\varepsilon$ is reduced by half, it needs twice the time to get $O(\varepsilon)$ spatial error, which confirms the spatial errors are at $O(1/\varepsilon)$ in the long-time regime. Comparatively, for the Fourier spectral method, when $\varepsilon$ is reduced by half, it needs twice the time to get the same spatial error, which...
validates the spatial errors are independent of $\varepsilon$ in the long-time regime.

5.2. Extension to the Dirac equation in the whole space

In this subsection, we consider the following Dirac equation in the whole space for $d = 1, 2, 3$

$$i\partial_t \Psi = \begin{pmatrix} \sum_{j=1}^d -i \alpha_j \partial_j + \beta \end{pmatrix} \Psi + \varepsilon \begin{pmatrix} V(t, x)I_4 - \sum_{j=1}^d A_j(t, x)\alpha_j \end{pmatrix} \Psi, \quad x \in \mathbb{R}^d. \tag{5.3}$$

By the same procedure, in 1D and 2D, the Dirac equation (5.3) can be decoupled into two simplified PDEs with $\Phi := (\psi_1, \psi_2)^T \in \mathbb{C}^2$ satisfying

$$i\partial_t \Phi = \begin{pmatrix} \sum_{j=1}^d -i \sigma_j \partial_j + \sigma_3 \end{pmatrix} \Phi + \begin{pmatrix} V(t, x)I_2 - \sum_{j=1}^d A_j(t, x)\sigma_j \end{pmatrix} \Phi, \tag{5.4}$$

for $x \in \mathbb{R}^d (d = 1, 2)$, where $\Phi = (\psi_1, \psi_2)^T$ (or $\Phi = (\psi_3, \psi_0)^T$).

Similar to most works in the literatures for the analysis and computation of the Dirac equation, we truncate the whole space problem onto a large enough domain $\Omega$ such that the truncation error can be neglected, and assert periodic boundary conditions. In the long-time dynamics of the Dirac equation, the solution propagates the out-spreading waves, which is quite different from the solutions of the Dirac equation in the nonrelativistic limit regime or semiclassical regime. To illustrate this further, Figure 5.3 shows the solution of the Dirac equation (5.4) with $d = 1$, $V(t, x) = 1 - x_1 + x_2$, $A_1(t, x) = \left(1 + x_1 + x_2\right)^2$ and $\Phi_0(x) = (\exp(-x^2/2), \exp(-(x - 1)^2/2))^T$ for different $\varepsilon$. Due to the out-spreading waves, we need to choose the $\varepsilon$-dependent domain $\Omega_\varepsilon = (a - T_0/\varepsilon, b + T_0/\varepsilon)$ in practical computations.

In the numerical simulations, we take $d = 1$ and the electromagnetic potentials to be

$$V(t, x) = \frac{1 - x}{1 + x^2}, \quad A_1(t, x) = \frac{(x + 1)^2}{1 + x^2}, \quad x \in \Omega_\varepsilon, \tag{5.5}$$

we further take the initial data as

$$\phi_1(0, x) = \frac{1}{2} e^{-4x^2} e^{i S_0(x) \left(1 + \sqrt{1 + S_0'(x)^2}\right)}, \quad \phi_2(0, x) = \frac{1}{2} e^{-4x^2} e^{i S_0(x) S_0'(x)}, \quad x \in \Omega_\varepsilon, \tag{5.6}$$
The finite difference discretization in time combined with different spatial discretizations, including finite difference method and Fourier spectral method, were adapted to solve the Dirac equation with small electromagnetic potentials, while the strength of the potentials is characterized by $\varepsilon$ with $0 < \varepsilon \leq 1$ a dimensionless parameter. Performance of the FDTD and FDFS methods for the long-time dynamics of the Dirac equation up to the time at $O(1/\varepsilon)$ was compared based on rigorous error estimates and numerical results. The error bounds depend explicitly on the mesh size $h$, the time step $\tau$ as well as the small parameter $\varepsilon \in (0,1)$, which indicate the spatial and temporal resolution capacities of the numerical methods for the long-time dynamics of the Dirac equation. For the FDTD methods, in order to get “correct” numerical approximations of the Dirac equation up to the time at $O(1/\varepsilon)$, the $\varepsilon$-scalability (or meshing strategy requirement) should be taken as: $h = O(\varepsilon^{1/2})$ and $\tau = O(\varepsilon^{1/2})$. For the FDFP methods, the spatial error is uniform for $\varepsilon \in (0,1]$, which performs better than the FDTD methods in space, especially when $0 < \varepsilon \ll 1$. Extensive numerical results were reported to confirm our error bounds and demonstrate that they are sharp.
Table 5.6: Spatial and temporal errors of the CNFD method for the wave function $e_\Phi(t = 1/\varepsilon)$ of the Dirac equation in 1D.

| $\varepsilon$ | $h_0 = \frac{1}{16}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^3$ | $h_0/2^4$ |
|---------------|-----------------|---------|-----------|-----------|-----------|
| $\tau_0 = 0.05$ | $\tau_0/2$ | $\tau_0/2^2$ | $\tau_0/2^3$ | $\tau_0/2^4$ |
| $\varepsilon = 1$ | $3.87E-2$ | $1.01E-2$ | $2.54E-3$ | $6.36E-4$ | $1.59E-4$ |
| order | - | 1.94 | 1.99 | 2.00 | 2.00 |
| $\varepsilon = 1/4$ | $1.04E-1$ | $2.95E-2$ | $7.54E-3$ | $1.89E-3$ | $4.72E-4$ |
| order | - | $1.82$ | 1.97 | 2.00 | 2.00 |
| $\varepsilon = 1/4^2$ | $2.84E-1$ | $9.75E-2$ | $2.73E-2$ | $6.95E-3$ | $1.74E-3$ |
| order | - | 1.54 | $1.84$ | 1.97 | 2.00 |
| $\varepsilon = 1/4^3$ | $5.74E-1$ | $2.83E-1$ | $9.66E-2$ | $2.70E-2$ | $6.85E-3$ |
| order | - | 1.02 | 1.55 | $1.84$ | 1.98 |
| $\varepsilon = 1/4^4$ | $8.03E-1$ | $5.73E-1$ | $2.83E-1$ | $9.65E-2$ | $2.70E-2$ |
| order | - | $0.49$ | 1.02 | 1.55 | $1.84$ |

Table 5.7: Spatial and temporal errors of the CNFD method for the total probability $e_\rho(t = 1/\varepsilon)$ of the Dirac equation in 1D.

| $\varepsilon$ | $h_0 = \frac{1}{16}$ | $h_0/2$ | $h_0/2^2$ | $h_0/2^3$ | $h_0/2^4$ |
|---------------|-----------------|---------|-----------|-----------|-----------|
| $\tau_0 = 0.05$ | $\tau_0/2$ | $\tau_0/2^2$ | $\tau_0/2^3$ | $\tau_0/2^4$ |
| $\varepsilon = 1$ | $3.39E-2$ | $9.19E-3$ | $2.35E-3$ | $5.91E-4$ | $1.48E-4$ |
| order | - | 1.88 | 1.97 | 1.99 | 2.00 |
| $\varepsilon = 1/4$ | $9.55E-2$ | $2.25E-2$ | $5.37E-3$ | $1.29E-3$ | $3.22E-4$ |
| order | - | $2.09$ | 2.07 | 2.06 | 2.00 |
| $\varepsilon = 1/4^2$ | $2.10E-1$ | $6.13E-2$ | $1.40E-2$ | $3.58E-3$ | $9.03E-4$ |
| order | - | 1.78 | $2.13$ | 1.97 | 1.99 |
| $\varepsilon = 1/4^3$ | $2.81E-1$ | $1.26E-1$ | $3.80E-2$ | $9.78E-3$ | $2.44E-3$ |
| order | - | 1.16 | 1.73 | $1.96$ | 2.00 |
| $\varepsilon = 1/4^4$ | $3.74E-1$ | $2.32E-1$ | $1.07E-1$ | $3.32E-2$ | $8.69E-3$ |
| order | - | $0.69$ | 1.12 | 1.69 | $1.93$ |
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