FPGA Implementation of Low-Area Square Root Calculator
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Abstract

Square root is one of the mathematical operations which are widely used in digital signal processing. Its implementation on hardware such as FPGA will provide several advantages compared to the performance offered in software. There are several algorithms which can be utilized for this calculation, but they are difficult to be implemented in FPGA. This paper presents a model of FPGA based square root calculator, which requires very low resources usage, thus occupying very low area of FPGA. The model is designed to suit the needs of medium-speed and low-speed applications which don’t need very high processing speed, while optimizing the number of resources utilized. The modified non-restoring algorithm is used in this design to compute the square root. The design is coded in RTL VHDL, and implemented in Altera DE2-board for hardware validation. The implementation produced very precise square root calculation, with low latency computation and low area consumption, for various input data width tested.
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1. Introduction

Square root is an arithmetic operation which is widely used in various applications such as image and audio processing, scientific computation, computer graphics and digital communications [1-2-3-4]. Recently, there are many researches which implement the square root calculator in hardware like Field Programmable Gate Array (FPGA) in order to achieve high speed computation. The main interest of implementing square root calculation in hardware is to reduce the delays present in its computation, thus producing a very fast computation.

In many VLSI applications nowadays, it is vital to create designs which are not only producing correct and accurate results, but also to provide designs with very high processing speed, where the execution delay is typically in the order of a few nanoseconds or even faster, like in the case of a computer graphic applications. However, in order to achieve the best performance from the system, certain criteria like the power consumption and the resources utilization need to be sacrificed. For instance, the computation speed in hardware can be increased by introducing techniques such as pipelining and parallel computing [5]. The latter will certainly speed up the process, however creating multiple parallel path for the same operation will cause the increase in the number of resources (i.e. Adders, Registers) used, and in consequence, the area or the size of the design will also become bigger.

This case is certainly becoming an unnecessary issue which is encountered when developing medium-speed and low-speed applications, with the sampling or operating frequency is less than 10MHz, which do not required very high speed computation with very small delays, while still need to utilize the same amount of resources and thus occupying the same area in the hardware. For example, applications like Direct Torque Control (DTC) for machines, which implemented the square root calculation in FPGA to achieve better estimation of flux and torque, only operated at a minimum sampling period of 5 µs [6]. In this case, the redundancy which had been introduced by the parallel computation can be eliminated and therefore, optimizing the resources usage.

Besides, other strategies that need be considered is the algorithm to be implemented in hardware, for square root calculator. Unlike other basic mathematical operations such as addition, substraction or multiplication, it is very difficult to implement a square root calculation in
hardware, as its algorithm is more complex than the others. Often, it is quite hard to obtain an exact result through hardware implementation [7].

In fact, there are various algorithms which can be chosen in order to implement a square root in FPGA. For example, there are several methods, which are called estimation methods, such as Newton-Raphson method [8], Babylonian method [9] and Taylor-Series expansion method [10]. There are also methods called digit-by-digit calculation methods, which are more suitable for FPGA Implementation purpose. Vedic duplex method, which is based on 16 formulaes from ancient Indian mathematics, use duplex operation in order to find the square root of a number. The algorithm includes several steps such as the division of the operand into groups of 2 bits, the inspection of each groups, and the quotient extraction [11-12]. Besides, there are researches which had implemented restoring method and non-restoring method. However, the non-restoring method is more preferable than restoring method, owing to its capability to reduce the number of hardware resources utilization, since it does not restore the remainder [13-14].

This paper presents an effective way to design a low-area square root calculator, which is implemented by using FPGA. The main contribution of this paper is the development of the square root calculator by using the modified non-restoring method, which is coded in synthesizable VHSIC Hardware Description Language (VHDL). In addition, the implementation strategy proposed in this paper is by sharing common hardware resource, thus eliminating circuit redundancy and optimizing the design area. In the result and analysis section, the performance of the proposed design, in terms of resources usage, speed, latency and also power dissipation, will be analyzed and compared to those obtain from the non-optimized design, which was developed previously by using the same algorithm [13].

2. Research Method

In this section, the theory of the algorithm for computing square root results in hardware is explained. Next, the implementation strategy in FPGA will be described. The whole implementation is designed by using VHDL. All digital computations are performed in unsigned binary, since square root can only accept positive numbers as the radicand.

2.1. Modified Non-Restoring Method

A square root equation can be written as follows:

$$Q = \sqrt{D}$$

Where D is the radicand, and Q is square root of D. In digital computation, D is denoted by n-bit unsigned number, represented as $D = D_{n-1}D_{n-2}...D_1D_0$. For every pair of bits of the radicand, the integer part of the square root has one bit. Therefore, the resulted square root $Q$ should be represented by $m = n/2$ bits: $Q = Q_{m-1}Q_{m-2}...Q_1Q_0$.

In the conventional non-restoring digit-by-digit calculation, only a pair of bits from the radicand is taken in order to compute the partial square root result at each iteration, starting from the the most significant bit. This pair is appended to the current remainder, which is properly shifted first. The procedure consists of appending 01 to the partial square root obtained so far. It is properly shifted and then subtracted from the current remainder. If the newly resulted remainder is positive, then the newly developed square root bit is 1, else the bit is set to 0 and the 11 is appended to the current partial square root and an additional operation will be performed at the next iteration, instead of subtraction. The operation will keep on iterating until the last bit of the square root is calculated.

Figure 1 demonstrates how the square root of 169 ($D = 10101001_2$) is calculated by using digit-by-digit non-restoring algorithm. In this case, it can be observed that the square root is equal to 13 ($Q = 1101_2$).
However, there is slight differences which can be found in the modified non-restoring algorithm when solving a square root problem, it provides simpler solution which only perform subtract operation and appends 01. Thus, the adding operation is removed and thus lesser hardware resources are required here. In this case, if the resulted result is negative, no subtraction will take place. As illustrated in Figure 2, the same calculation is done as the previous, by using the modified non-restoring algorithm.

Figure 2. The example of modified non-restoring digit-by-digit calculation to compute the square root of 169

Figure 3 shows the pseudocode of the calculating procedure in order to solve the square root problems by using the modified non-restoring algorithm. Here, the radicand is denoted by n-bit binary. Thus, n/2 iteration will be performed before completed calculating the final square root result Q, which is denoted by n/2-bit binary.
2.2. Hardware Implementation Strategy

As can be seen from the algorithm which has been explained in Section 2.1, the square root calculator design can be partitioned into two different groups, namely Partial Remainder Calculator (PRC), which calculates the remainder value, and Partial Square Root Calculator (PSC), which determines the value of each bit in the square root result.

In order to achieve a very high speed square root calculation in hardware, pairs of PRC and PSC blocks shall be implemented in parallel, where each pair is used to calculate the partial square root result generated by each pair of bits of the radicand. The number of pairs to be implemented depends on the number of bits of the radicand; \( n \)-bit radicand requires the implementation of \( n/2 \) pairs of PRC and PSC in parallel. Figure 4 illustrates the block diagrams of the hardware implementation for a square root calculator with 8-bit radicand.

As the matter of fact, all those pairs are exactly similar and performing the same operation. The only differences are their inputs and outputs. Therefore, in order to optimize the utilization of the hardware resources, it is proposed to share a single pair of PRC and PSC block.
which is common to all computation of square root bits. This method will eliminate all the redundant circuitry in the design, and thus will significantly reduce the hardware resources usage, especially for the case of square root calculators with big radicands.

Figure 5 shows the block diagrams representing the hardware implementation of low-area square root calculator. In order to allow the hardware sharing, each computation of the square root bit will be conducted sequentially. Consequently, some latency will be introduced in the square root calculation time, as only one bit of the square root is resulted at each clock cycle.

![Block Diagram](image)

Figure 5. The hardware implementation of area-optimized square root calculator

The computation latency can be determined by looking at the number of bits used for the radicand. For n-bit radicand, the square root calculation shall be completed after n/2 clock cycles. Even the proposed implementation provides slower square root calculator than previous researches, it should be suitable for applications which do not require very high speed processing time, while the area of the design or the hardware resources utilization can be optimized.

3. Results and Analysis

The proposed design was successfully implemented on Altera DE2 Development Board, which use Cyclone II FPGA. Synthesizable VHDL code is used to configure the design. Moreover, the design coding method make it scalable, thus it is very simple to vary the width of the square root radicand in order to perform different tests.

3.1. Functional Simulation Verification

In order to verify the functionality and to analyze the performance of the design, several simulations and also hardware verification by using FPGA had been conducted.

Figure 6 shows the simulation results of the square root calculation for 12-bit radicand square root computation by using the proposed design. Based on these results, the outputs of the computation are correct and accurate. The latency in resulting the square root can also be observed from this result.
Figure 6. The simulation result of square root computed by the proposed design

Meanwhile, Figure 7 shows the 8-bit radicand square root calculation results which had been obtained from the hardware validation, by using FPGA. Both the radicand and the output from FPGA have been displayed in the SignalTap II Logic Analyzer. Based on these results, it shows that the square root has been correctly implemented in FPGA hardware, producing accurate results.

Figure 7. The hardware validation result of square root computed by the proposed design, displayed in SignalTap II Logic Analyzer

3.2. Design Performance Analysis

Table 1 shows the resource utilization and the processing time for various configuration tested. These data are obtained from the compilation report, which had been generated once the design compilation is completed in Altera Quartus II Software. From this table, we can clearly see that the number of logic elements (LE) used in area-optimized designs are much lower than those used in speed-optimized designs, although the number registers utilized are slightly bigger.

| Optimization   | Radicand width (bit) | Logic Elements | Registers | Fmax (MHz) | Latency (clock cycles) | Minimum computation time (ns) |
|----------------|----------------------|----------------|-----------|------------|------------------------|-------------------------------|
| NO OPTIMIZATION | 8                    | 52             | 15        | 100.1      | 1                      | 9.99                          |
|                | 16                   | 196            | 27        | 46.8       | 1                      | 21.3                          |
|                | 32                   | 713            | 51        | 19.1       | 1                      | 52.3                          |
|                | 64                   | 2710           | 99        | 7.1        | 1                      | 140.8                         |
| AREA           | 8                    | 39             | 27        | 174.3      | 4                      | 22.9                          |
|                | 16                   | 78             | 48        | 88.8       | 8                      | 90.1                          |
|                | 32                   | 123            | 89        | 110.8      | 16                     | 144.4                         |
|                | 64                   | 243            | 170       | 77.6       | 32                     | 412.4                         |
In term of computation time, the speed-optimized designs produce the results faster than the area-optimized design. The calculation of the minimum computation time above is based purely on the Fmax obtained, where

\[
\text{Minimum computation time} = \text{Latency} \times \frac{1}{F_{\text{max}}}
\]

(2)

If the same clock frequency is used for both speed-optimized and area-optimized designs, the computation time for the former shall be \( n/2 \) times bigger than the computation time of the latter, where \( n \) is the width of the radicand in bit.

3.3. Power Dissipation Analysis

Since area-optimized configuration produced smaller design with fewer resources than non-optimized configuration, the power consumption in the former shall be lesser than the latter, as proven in Table 2. The information shown in this table are collected from the PowerPlay Power Analyzer Tool, which is a feature that is available in Altera Quartus II Software. This will certainly contribute in overcoming the problem of overheating, which has been encountered by many applications.

| Radicand width (bit) | Thermal power dissipation for non-optimized configuration (mW) | Thermal power dissipation for area-optimized configuration (mW) |
|----------------------|---------------------------------------------------------------|---------------------------------------------------------------|
| 8                    | 85.4                                                          | 85.2                                                          |
| 16                   | 87.2                                                          | 86.6                                                          |
| 32                   | 90.6                                                          | 89.1                                                          |
| 64                   | 97.1                                                          | 94.6                                                          |

4. Conclusion

This paper has described an alternative in the hardware implantation of a square root calculator which consume low design area or low hardware resources utilization, with low power dissipation, by using the modified non-restoring algorithm. The design functionality has been verified via simulations and also hardware verification by using FPGA, where it produced correct and accurate outputs. The analysis also shown improvement offered by proposed design, in terms of resources usage as well as the power consumption. Despite being slower than other previous designs, it may well contribute in low-speed application which may require low design area and low power consumption.
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