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Abstract For an odd-dimensional oriented hyperbolic manifold with cusps and strongly acyclic coefficient systems, we define the Reidemeister torsion of the Borel–Serre compactification of the manifold using bases of cohomology classes defined via Eisenstein series by the method of Harder. In the main result of this paper we relate this combinatorial torsion to the regularized analytic torsion. Together with results on the asymptotic behaviour of the regularized analytic torsion, established previously, this should have applications to study the growth of torsion in the cohomology of arithmetic groups. Our main result is established via a gluing formula, and here our approach is heavily inspired by a recent paper of Lesch.
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1. Introduction

The aim of the present paper is to study the relation between analytic and combinatorial torsion on odd-dimensional hyperbolic manifolds with cusps with coefficients in strongly acyclic coefficient systems by establishing a gluing formula. Our approach to the gluing formula is heavily inspired by a recent paper of Lesch [33], whose work was built on earlier work of Vishik [65].

Let us describe the situation we consider in more detail. Let $X$ be an odd-dimensional hyperbolic manifold of the form $X = \Gamma \backslash \mathbb{H}^d$, with $\Gamma$ a discrete, torsion-free subgroup of $SO^0(d, 1)$ or $Spin(d, 1)$ such that $X$ is of finite volume but not compact. Then $X$ is a manifold with cusps. More precisely, there exist finitely many closed manifolds $T_i$ with Riemannian metrics $g_i$ such that, for $Y \geq Y_0$, $Y_0$ sufficiently large, $X$ can be decomposed into a compact smooth manifold with boundary $X(Y)$, whose boundary $\partial X(Y)$ is the disjoint union of the $T_i$, and the disjoint union of finitely many cusp pieces $F_{i,X}(Y) := [Y, \infty) \times T_i$, glued together with $X(Y)$ along the $T_i$. Moreover, the hyperbolic metric $g$ of $X$ restricted to each cusp $F_{i,X}(Y)$ equals the warped product metric $y^{-2}(dy^2 + g_i)$. Over $X$ we consider a flat vector bundle $E_\rho$ induced by the restriction to $\Gamma$ of a finite-dimensional irreducible representation $\rho$ of the group $SO^0(d, 1)$ or $Spin(d, 1)$. We assume that $\rho$ is not invariant under the standard Cartan involution $\theta$ of $G$. Such representations exist in abundance, and, following Bergeron and Venkatesh [1], we call the flat bundle $E_\rho$ strongly acyclic. The bundle $E_\rho$ is unimodular, and moreover possesses a canonical metric.

Since $X$ is complete, the underlying flat $E_\rho$-valued Hodge Laplacians on $X$ are essentially self-adjoint. However, these operators have a large continuous spectrum, and therefore the corresponding heat operators are not trace class. To overcome this problem, we work with the so-called regularized trace [48, 52, 55], whose definition is inspired by ideas of Melrose [38]. More precisely, the integral of the heat kernels over the sets $X(Y)$ has a well-defined asymptotic expansion in $Y$, and one defines the regularized trace as the constant term in this expansion. In this way, one can define the regularized analytic torsion $T_{\text{reg}}(X; E_\rho)$. For more details, we refer to §10.

For compact smooth manifolds, the analytic torsion, introduced by Ray and Singer [60], equals the corresponding Reidemeister torsion. For the case of closed manifolds and unitary representations of the fundamental group, this was proved independently by Cheeger [17] and Müller [43]. The extension to unimodular representations is due to
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Müller [46] and has also been obtained independently and in a more general setting by Bismut and Zhang [4]. Several different proofs and also several important generalizations of this theorem to the case of manifolds with boundary and the equivariant case have also been obtained. Without aiming at completeness, let us just mention the work of Hassell [28], Lück [35], Vishik [65], Brüning and Ma [13, 14], and Lott and Rothenberg [34] here.

In the present case, the manifold \( X \) does have a natural compactification \( \overline{X} \). More precisely, \( \overline{X} \) is by definition the diffeomorphism class of the manifold \( X(Y) \) as above. Thus, \( \overline{X} \) is a compact smooth manifold with boundary which is homotopy equivalent to \( X \). However, the manifold \( \overline{X} \) does not have any canonical Riemannian structure. More precisely, the manifolds \( X(Y_1) \) and \( X(Y_2) \) (respectively, the corresponding flat bundles) are not isometric for different values \( Y_1 \) and \( Y_2 \). Consequently, in particular since the bundle \( E_\rho \) restricted to these manifolds has non-vanishing de Rham cohomology in our situations, the analytic torsions \( T(X(Y_1); E_\rho) \) and \( T(X(Y_2); E_\rho) \), taken with respect to absolute boundary conditions, differ. For this reason we study the regularized analytic torsion, which is a spectral invariant of the complete hyperbolic manifold \( X \). Nevertheless, the Cheeger–Müller theorem for manifolds with boundary, due to Lück [35], Vishik [65], and Brüning and Ma [13, 14], will play an important role in our article.

On the combinatorial side, the situation is similar. If one wants to define the Reidemeister torsion of \( \overline{X} \) as a positive real number and not just as a non-zero element in the determinant line of the cohomology \( H^*(\overline{X}; E_\rho) \), one needs to fix a metric on this determinant line. However, if one takes the metrics on the cohomology groups \( H^*(X(Y_1); E_\rho) \) and \( H^*(X(Y_2); E_\rho) \), \( Y_2 > Y_1 \), defined by the Hodge–de Rham isomorphism with respect to absolute boundary conditions, then the canonical inclusion \( X(Y_1) \hookrightarrow X(Y_2) \) induces an isomorphism, but not an isometry on cohomology. Therefore, one does not obtain a well-defined Reidemeister torsion which is independent of the truncation parameter.

To overcome this problem, we will work with bases in the cohomology of \( \overline{X} \) with coefficients in \( E_\rho \) using the constructions of Harder [26]. The condition \( \rho \neq \rho_0 \) implies that the \( L^2 \)-cohomology of \( X \) with coefficients in \( E_\rho \) vanishes. Therefore, in the present situation the cohomology \( H^*(\overline{X}; E_\rho) \) is determined completely by its image in the cohomology \( H^*(\partial \overline{X}; E_\rho) \) of the boundary. The cohomology of the boundary is in turn understood. By a result of van Est [22], for each boundary component it equals the corresponding twisted cohomology of a nilpotent Lie algebra \( n \) associated to that component; the latter cohomology has been evaluated by Kostant [31]. The idea of Harder [26] now was to lift cohomology classes from the boundary to cohomology classes of \( X \) using the method of Eisenstein series and therefore to obtain a certain inverse of the restriction map in cohomology. His approach was developed further by Schwermer [61]. In the present context, this construction gives bases of all cohomology groups \( H^*(X; E_\rho) \cong H^*(\overline{X}; E_\rho) \). Moreover, the resulting Reidemeister torsion does not depend on the particular choices made in the construction of such bases. Therefore, one obtains a well-defined Reidemeister torsion \( \tau_{\text{Eis}}(\overline{X}; E_\rho) \in (0, \infty) \). We will pursue these constructions in detail in §§4–8. At this point we remark that, in their recent book [15], Calegari and Venkatesh also used Eisenstein series to give a canonical definition
of Reidemeister torsion in a related three-dimensional context. Moreover, we point out that in [15] the authors also studied the relation between combinatorial and analytic torsion; we refer the reader in particular to [15, Chapter 6].

To state our main theorem, we need to introduce some more notation. First, if $\partial X_i$ is a boundary component of $X$ and if $A$ is the split component of the $\Gamma$-cuspidal parabolic subgroup $P$ of $G$, implicit in the choice of $\partial X_i$, then each cohomology group $H^k(\partial X_i; E_\rho)$ carries a natural action of $A$. In our real rank-one case, one has $A \cong \mathbb{R}$. By Kostant’s theorem, the corresponding weights $\lambda_{\rho,k} \in a^* \cong \mathbb{R}$ of this action can be computed explicitly in terms of the highest weight of $\rho$; see (6.6), (6.7). Next, in the notation of the beginning of this section, we let $F_X$ be the union of the cusps $[1, \infty) \times T_i$ at height 1, equipped with the warped product metric $y^{-2}(dy^2 + g_i)$. We point out that we do not require that $F_X$ is actually a subset of $X$, i.e., the cusps may be separated only at a height which is greater than 1. Nevertheless, $F_X$ is unambiguously defined. We let $T_{\text{reg}}(F_X; \partial F_X; E_\rho)$ be the regularized analytic torsion of the cusp with relative boundary conditions which is defined in the same way as the regularized analytic torsion of $X$. The last ingredient of our theorem is the Br"uning–Ma anomaly formula for the manifold $F_X$. Although $F_X$ is not compact, its boundary is compact, and, since in our present unimodular case the anomaly is completely local in a neighbourhood of the boundary, it can be defined by integrating the same secondary characteristic form as in [13, 14] over $\partial F_X$, see §15. By the explicit computations of Br"uning and Ma [13], for the present case the resulting integral equals $c(n) \text{rk}(E_\rho) \text{vol}(\partial F_X)$, where $c(n) \neq 0$ is a constant, defined in (15.10), which depends only on the dimension $d = 2n + 1$ of $X$.

We further make an assumption (2.9) on $\Gamma$ which holds for example if $\Gamma$ is ‘neat’ in the sense of Borel [6]. This will be discussed further in §2.7. This assumption is not essential for our approach and can certainly be dropped. If it is not satisfied, the cohomology of the boundary is a bit more complicated, and one has to twist with the additional actions of certain finite groups. However, since, for example in the arithmetic case, by intersecting with a fixed principal congruence subgroup of sufficiently high level assumption (2.9) is satisfied, i.e., (2.9) holds by passing to finite coverings, we shall assume it for convenience from now on.

The main result of this article is now the following theorem.

**Theorem 1.1.** For every $\rho \in \text{Rep}(G)$, $\rho \neq \rho_0$, one has

$$
\log \tau_{\text{Eis}}(X; E_\rho) = \log T_{\text{reg}}(X; E_\rho) - \log T_{\text{reg}}(F_X, \partial F_X; E_\rho) + c(n) \text{rk} E_\rho \text{vol}(\partial F_X) - \frac{1}{4} \sum_{k=0}^{d-1} (-1)^k \log(|\lambda_{\rho,k}|) \cdot \dim H^k(\partial X; E_\rho).
$$

We remark that, as one might expect from the Cheeger–M"uller theorems for manifolds with boundary mentioned above and from Lesch’s main result, the Euler characteristic of $\partial X$ (respectively, $\partial X$) occurs during our proof several times. However, it is always zero in our case, since $\partial X$ is a finite disjoint union of tori, and therefore it does not appear in our main result. Next we remark that, if $d = 2n + 1$ and if $\kappa(X)$ is the number of cusps of $X$, then one has $\dim H^k(\partial X; E_\rho) = \kappa(X) \dim \sigma_{\rho,k}$ for $k \neq n$ and
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\[ \dim H^n(\partial X; E_\rho) = 2\kappa(X) \dim \sigma_{\rho,n}, \]

where \( \sigma_{\rho,l} \) are representations of \( M \cong \text{SO}(d - 1) \) or \( M \cong \text{Spin}(d - 1) \) whose highest weight can be computed explicitly from the highest weight of \( \rho \) by Kostant’s theorem; see (6.5), (6.7). Therefore, the second line in our main theorem is explicit by Weyl’s dimension formula.

We shall now describe our approach to prove our main result. We remark in the beginning that we do not use any computational properties of the regularized traces involved in the calculations. In particular, we do not use the Selberg trace formula. Instead, we study the problem directly via the gluing formula.

We have the following gluing situation. For a fixed \( Y_1 > Y_0 \) we consider the decomposition \( X = X^+ \cup X^- \), where \( X^+ := X(Y_1) \) and \( X^- := F_X(Y_1) \). We first replace the metrics on \( X \) and \( E_\rho \) by metrics which are of product structure in a neighbourhood of \( \partial X^+ \). Then we study a variation of the \( E_\rho \)-valued de Rham complex, which is due to Lesch [33], based on earlier work of Vishik [65]. This variation interpolates smoothly between the \( E_\rho \)-valued de Rham complex of \( X \) and the direct sum of the de Rham complex of \( X^+ \) with absolute boundary conditions and the de Rham complex of \( X^- \) with relative boundary conditions. The goal is now to study the behaviour of the torsion under this variation. Here, in order to avoid interchanges of limits, instead of using the regularized torsion, we will work with the relative torsion that will be defined in §10. At the end, one can pass back to the regularized torsion since the difference between both torsions is explicit.

In our understanding, Lesch’s approach [33] to study the behaviour of the torsion under the variation can be divided into two parts. First, one establishes a variation formula for the weighted sum of the perturbed heat traces for each fixed time [33, Theorem 5.3]. This variation is local. Therefore, in our case we will establish it via an approximation of our variation through variations on closed manifolds, to which we can apply Lesch’s formula. The result will be Proposition 14.3. Here we recall that in our situation the Laplace operators have a large continuous spectrum, which is the main difference to Lesch’s paper, which assumes that the spectrum is discrete. Therefore, in order to generalize Lesch’s variation formula in Proposition 14.3, we need to pursue a detailed analysis of the underlying heat kernels, which will be carried out mostly in §§11, 13, and 14.

However, by the presence of large time values of the heat operators, the analytic torsion is not a local invariant. Due to this fact, a global term in the variation formula of Lesch appears, namely the torsion of the long exact cohomology sequence [33, §5B]. We recall that in our situation the Laplace operators of the underlying Hilbert complexes have a large continuous spectrum. Nevertheless, due to our assumption on the bundle \( E_\rho \), these complexes are still Fredholm complexes in the sense of Brüning and Lesch [12]. Therefore, as proved by these authors [12], they still satisfy the so-called strong Hodge decomposition theorem. This property is sufficient to generalize Lesch’s argument of [33, §5B] and to establish the full gluing formula, Theorem 14.7, for the analytic torsion with respect to the perturbed metrics.

In the next step, we have to pass back from the perturbed metrics to the original metrics. Here, we will apply the anomaly formula of Brüning and Ma [13, 14]. This is possible since in our unimodular case the formula of Brüning and Ma is local at the boundary of the underlying manifolds. Then, via a gluing formula for the cusps \( F_X(Y_1) \),
we get rid of the truncation parameter by passing from $F_X(Y_1)$ to $F_X$. Moreover, by the Cheeger–Müller theorem for manifolds with boundary and the anomaly formula, we can relate the analytic torsion of the compact part $X^+$ to the Reidemeister torsion of $X^+$. However, we need then to change the bases in the cohomology and to pass to the Eisenstein cohomology classes in order to make this torsion on $X^+$ equal to the torsion $\tau_{\text{Eis}}(\overline{X}; E_\rho)$. Also, we need to compute the corresponding torsion of the long exact cohomology sequence explicitly. For this purpose, in §§ 6 and 16 we will construct explicitly closed harmonic forms in the cusp which satisfy relative boundary conditions by adapting Harder’s arguments. Then we will obtain the last line in Theorem 1.1 as the contribution of the cohomology.

In our understanding, a very important example of a situation considered by Lesch would be a compact manifold $X$ with a conical singularity such that in the gluing formula $X^+$ is a smooth manifold with boundary and such that $X^- = N$ contains the cone point; see the introduction of [33]. By the work of Cheeger [18], on such manifolds the flat Hodge Laplacians (respectively, their suitably defined self-adjoint extensions) have discrete spectrum, and moreover the analytic torsion can be defined in exactly the same way as on closed manifolds. One now hopes to compare this analytic torsion to the combinatorial torsion of a suitable finite-dimensional complex on $X$. Since the combinatorial torsion of a chain complex satisfies a gluing formula which is exactly of the same type as the gluing formula established by Lesch [33, Theorem 6.1], see [33, Appendix], by Lesch’s main result and by the Cheeger–Müller theorems for smooth manifolds with boundary [14, 35, 65], the conjectured equality of analytic and combinatorial torsion on the singular manifold $X$ would be proved if it was proved on $N$.

Our gluing situation is however different. The point is that the combinatorial torsion we are interested in, in particular due to possible arithmetic applications sketched below, is the combinatorial torsion $\tau_{\text{Eis}}(\overline{X}; E_\rho)$ of the manifold $\overline{X}$. This torsion can be computed using the manifold $X^+$ which appears in our gluing situation. Therefore, one does not have to find a combinatorial analogue for the regularized analytic torsion of the cusps $X^-$ with relative boundary conditions. Instead, we think that, by using a separation of variables technique [44], one could obtain an explicit formula for the regularized analytic torsion of the cusps in terms of special values of spectral zeta functions on its boundary components, which are just flat tori. A similar result for the case of a conical singularity was obtained by Vertman [64]. What we have to study in our paper, in contrast to Lesch’s situation, where this term has a combinatorial analogue, is however the contribution of the torsion of the long exact cohomology sequence to the gluing formula. The result will be the second line in our Theorem 1.1.

We remark that, in our earlier paper [58], a specific comparison between certain regularized analytic torsions and certain Reidemeister torsions was obtained for the non-compact, finite-volume three-dimensional hyperbolic case. The proof used a completely different method and was based on an explicit evaluation of special values of Ruelle zeta functions and on a result of Menal-Ferrer and Porti [39]. The method of [58] does not generalize to higher dimensions nor even to general strongly acyclic coefficient systems in the three-dimensional case. Also, the result of [58] only holds for
the quotients of two torsions associated to different representations of the fundamental group, and it does not use Eisenstein cohomology classes as a basis.

Next, we would like to point out that the assumption that \( \rho \neq \rho_\theta \) is essential for our method. If this assumption is not satisfied, then the \( L^2 \)-cohomology with coefficients in \( E_\rho \) is infinite dimensional in the middle dimension by a result of Borel and Casselmann [8, 4.6(a)]. Equivalently [12], zero belongs to the essential spectrum of the corresponding flat Hodge Laplace operator. Therefore, to treat such a case is far beyond the scope of the present paper. We remark that even in the compact locally symmetric case the analytic torsion becomes extremely more complicated if \( \rho \) is no longer strongly acyclic, essentially due to the same problem of small eigenvalues. In particular, an analogue of the main result of Bergeron and Venkatesh [1] on the asymptotic behaviour of analytic torsion is, as far as we know, not established for such a situation even in the compact case.

Mainly due to this particular choice of our flat bundle, we also restrict to the true locally symmetric case and do not work with more general manifolds with cusps in the sense of Müller [45], or, more precisely, with Riemannian manifolds that have the structure of an odd-dimensional hyperbolic manifold with cusps only outside some compact set. Our method would work here if we were given a flat bundle whose \( L^2 \)-cohomology would vanish or at least be finite dimensional; the theory of Eisenstein series, which we use to define bases in the cohomology, can be extended to such manifolds [45, Chapter 8]. However, while in the locally symmetric case bundles of the required form exist in abundance, we do not know whether there is a construction of such bundles on more general manifolds with cusps.

We also remark that at least in the compact locally symmetric case the analytic torsion with coefficients in a flat bundle induced by a finite-dimensional representation of \( G \) is always equal to 1 if the dimension of the manifold is even; see [5, 42, 50]. Moreover, the present odd-dimensional hyperbolic case is exactly the case corresponding to an irreducible symmetric space of real rank one which is odd dimensional. A treatment of a suitable analogue of the analytic torsion in the non-compact higher rank case is again far beyond the scope of the present article.

We finally outline how our main result could be applied to study the growth of torsion in the cohomology of certain arithmetic groups with coefficients in certain integral local systems. Here, starting with the paper [1] of Bergeron and Venkatesh, the analytic torsion arose in the following context. If the locally symmetric space is associated to an arithmetic group \( \Gamma \), and if the flat bundle is associated to a representation of this group on a free finite rank \( \mathbb{Z} \)-module \( L \), then, as observed by Bergeron and Venkatesh [1], see also [17], the Reidemeister torsion encodes information about the sizes of the torsion part in the cohomology of \( \Gamma \) with coefficients in \( L \). This relation continues to hold for non-cocompact \( \Gamma \) of the present form if one works with the Borel–Serre compactification \( \overline{X} \). Since \( \overline{X} \) is homotopy equivalent to \( X \), one can still identify \( \Gamma \) with the fundamental group of \( \overline{X} \), and moreover the universal covering of \( \overline{X} \) is contractible. We remark in passing that this is one of the main reasons why we study the Reidemeister torsion of \( \overline{X} \) and not for example of a compactification of \( X \) obtained by collapsing the boundary of \( \overline{X} \) to a point. Now, although the (regularized) analytic torsion can in general not be computed explicitly for a fixed locally symmetric space and strongly acyclic coefficient systems, its asymptotic
behaviour can be determined explicitly if either the manifold or the local system varies. In the compact case, results about the asymptotic behaviour of the analytic torsion were established by Bergeron and Venkatesh [1], by Bismut et al. [5], and by Müller and the author [49, 50]. The extension of these results to the non-compact, finite-volume real rank-one case is due to Raimbault [59] and to Müller and the author [48, 52]. The result is always an asymptotic equality between analytic and $L^2$-torsion, where the latter is computed explicitly and is in particular not zero. Therefore, in the compact case, using the theorem of Cheeger [17], Müller [43, 46], and Bismut and Zhang [4] on the equality of analytic and Reidemeister torsion, one can study the size of the torsion part in the cohomology of arithmetic groups by analytic methods; see [1, 37, 51]. Theorem 1.1 now implies that one can do this also in the non-compact, finite-volume hyperbolic case.

Here we emphasize that in the non-compact case one also has to treat additionally the regulator, defined as in [1], with respect to the Eisenstein cohomology classes. More precisely, the computations of § 8 show that one has to estimate the denominator of the $C$-matrix in the middle dimension which appears in Proposition 8.7. Using Poincaré–Lefschetz duality and the universal coefficient theorem, the problem of studying the image of the integral cohomology of the manifold in the integral cohomology of the boundary, which is related to denominators of Eisenstein series and seems to be much more difficult in general, can be avoided at least if one only wants to obtain exponential growth of torsion. Moreover, the regularized torsion of the cusps and the volume factors in Theorem 1.1 still need to be analysed asymptotically.

We would now like to outline how the latter problem could be treated for example in the case where one is given a sequence $\Gamma_i, i \in \mathbb{N},$ of arithmetic groups which is exhaustive in a suitable sense: an example would be a tower: i.e., $\Gamma_{i+1} \subsetneq \Gamma_i$ for each $i$ and $\bigcap_i \Gamma_i = \{1\}$. We use the setup of [52]. Let $X_i := \Gamma_i \backslash \mathbb{H}^d$ be the underlying sequence of hyperbolic manifolds with cusps. Then one has to take into account that the normalization of the height functions in [52] is adapted to the covering; see [52, §6]. We think that exactly this normalization and the arguments of [52, §6] should allow us to control the volumes $\text{vol}(\partial F_{X_i})$ in Theorem 1.1. For a treatment of the asymptotic behaviour of the regularized analytic torsion of the cusp, we remark that the condition on cusp uniformity, which is due to Raimbault [59] and which is also required in [52], ensures that the geometry of the boundary $\partial F_{X_i}$ does not degenerate as $i$ tends to infinity. Therefore, if one can express the torsion $\log T(F_{X_i}, \partial F_{X_i}; E_\rho)$ in terms of special values of spectral zeta functions on the boundary $\partial F_{X_i}$ as indicated above, then we think that the same considerations as in [52, §8], where the special values of Epstein zeta functions appearing on the geometric side of the trace formula were treated, guarantee that these values remain bounded in the covering. Since the number of cusps of $X_i$ grows of lower order than the volume of $X_i$ in the situations that we would like to consider [52], this would show that in the limit the logarithm of the torsion of the cusps divided by the volume goes to zero. We remark that, at least in the case of a sequence of congruence subgroups of a Bianchi group $\text{SL}_2(O_D)$, the contribution $\log T(F_{X_i}, \partial F_{X_i}; E_\rho)$ can be treated in an even simpler way. The point is that here, essentially as a consequence of the finiteness of the class number, there exists a finite set of lattices such that each lattice which defines a component of $\partial F_{X_i}$ arises by scaling one of these lattices; see [59, Proposition 4.3], [52, Proposition 11.1]. For this
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case, one can therefore also apply the gluing formula for the torsion on the cusps, where we refer to Corollary 15.4, equation (15.11), and Corollary 16.2.

This paper is organized as follows. In §2, we fix some notation concerning the manifolds and representations we work with. In §3, we introduce the bundles we work with. §§4–6 are devoted to an analysis of the de Rham complex of the flat vector bundles restricted to the cusp, which is needed in order to define the Eisenstein cohomology classes and to compute the torsion of the long exact cohomology sequence. In §7, we recall some properties of Eisenstein series used in the present context. In §8, we give the explicit description of the cohomology in terms of Eisenstein series. In §9, we introduce the Reidemeister torsion with respect to Eisenstein cohomology classes. In §10, we give the definition of the relative and regularized traces, and establish some of their analytic properties. In §11, we establish results about the heat kernels which are important for our proof of the gluing formula. In §12, we introduce the variation of the de Rham complex. In §13, we analyse the construction of the heat kernel for the perturbed Laplacians. In §14, we prove the gluing formula under the additional assumption that our metrics are of product structure in a neighbourhood of the set where the manifold is divided. In §15, we drop this assumption on the metrics, and the anomaly term will appear. Finally, in §16, we compute the torsion of the long exact cohomology sequence that appears in the gluing formula explicitly.

2. Preliminaries

2.1.

Let $d = 2n + 1$ be odd, and let $G := \text{Spin}(d, 1)$, $K := \text{Spin}(d)$ or $G := \text{SO}^0(d, 1)$, $K := \text{SO}(d)$, and $\tilde{X} := G/K$. Let $\mathfrak{g}$ and $\mathfrak{k}$ be the Lie algebras of $G$ and $K$, and let $\theta$ be the standard Cartan involution of $\mathfrak{g}$ associated to $K$, and let $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$ be the Cartan decomposition of $\mathfrak{g}$. Let $B$ be the Killing form of $\mathfrak{g}$, and put

$$\langle X, Y \rangle_\theta := -\frac{1}{2(d-1)}B(X, \theta(Y)), \quad X, Y \in \mathfrak{g}. \quad (2.1)$$

Then the restriction of $\langle \cdot, \cdot \rangle$ to $\mathfrak{p}$ induces a $G$-invariant metric on $\tilde{X}$. Equipped with this metric, $\tilde{X}$ is isometric to the hyperbolic $d$-space $\mathbb{H}^d$ which carries the metric of constant curvature $-1$.

2.2.

Let $G = NAK$ be the Iwasawa decomposition of $G$ as in [48, §2], and let $M$ be the centralizer of $A$ in $K$. Let $\mathfrak{g}$, $\mathfrak{n}$, $\mathfrak{a}$, $\mathfrak{k}$, and $\mathfrak{m}$ denote the Lie algebras of $G$, $N$, $A$, $K$, and $M$. Fix a Cartan subalgebra $\mathfrak{b}$ of $\mathfrak{m}$. Then $\mathfrak{h} := \mathfrak{a} \oplus \mathfrak{b}$ is a Cartan subalgebra of $\mathfrak{g}$. We can identify $\mathfrak{g}_\mathbb{C} \cong \mathfrak{so}(d+1, \mathbb{C})$. Let $e_1 \in \mathfrak{a}^*$ be the positive restricted root defining $\mathfrak{n}$. Then we fix $e_2, \ldots, e_{n+1} \in i\mathfrak{b}^*$ such that the positive roots $\Delta^+(\mathfrak{g}_\mathbb{C}, \mathfrak{h}_\mathbb{C})$ of the roots $\Delta(\mathfrak{g}_\mathbb{C}, \mathfrak{h}_\mathbb{C})$ are chosen as in [29, pp. 684–685] for the root system $D_{n+1}$. Let $W_G$ be the Weyl group of $\Delta(\mathfrak{g}_\mathbb{C}, \mathfrak{h}_\mathbb{C})$. We let $\Delta^+(\mathfrak{g}_\mathbb{C}, \mathfrak{a}_\mathbb{C})$ be the set of roots of $\Delta^+(\mathfrak{g}_\mathbb{C}, \mathfrak{h}_\mathbb{C})$ which do not vanish on $\mathfrak{a}_\mathbb{C}$. The positive roots $\Delta^+(\mathfrak{m}_\mathbb{C}, \mathfrak{b}_\mathbb{C})$ are chosen such that they are restrictions of elements
from $\Delta^+ (\mathfrak{g}_\mathbb{C}, \mathfrak{h}_\mathbb{C})$. The half-sums of positive roots $\rho_G$ and $\rho_M$, respectively, are given by

$$\rho_G := \frac{1}{2} \sum_{\alpha \in \Delta^+ (\mathfrak{g}_\mathbb{C}, \mathfrak{h}_\mathbb{C})} \alpha = \sum_{j=1}^{n+1} (n + 1 - j)e_j; \quad \rho_M := \frac{1}{2} \sum_{\alpha \in \Delta^+ (\mathfrak{m}_\mathbb{C}, \mathfrak{b}_\mathbb{C})} \alpha = \sum_{j=2}^{n+1} (n + 1 - j)e_j.$$  

2.3.

Let $\mathbb{Z}[\frac{1}{2}]^j$ be the set of all $(k_1, \ldots, k_j) \in \mathbb{Q}^j$ such that either all $k_i$ are integers or all $k_i$ are half integers. Let $\text{Rep}(G)$ denote the set of finite-dimensional irreducible representations $\rho$ of $G$. These are parameterized by their highest weights

$$\Lambda(\rho) = k_1(\rho)e_1 + \cdots + k_{n+1}(\rho)e_{n+1}; \quad k_1(\rho) \geq k_2(\rho) \geq \cdots \geq k_n(\rho) \geq |k_{n+1}(\rho)|, \quad (2.2)$$

where $(k_1(\rho), \ldots, k_{n+1}(\rho))$ belongs to $\mathbb{Z}[\frac{1}{2}]^{n+1}$ if $G = \text{Spin}(d, 1)$ and to $\mathbb{Z}^n$ if $G = \text{SO}^0(d, 1)$. Moreover, the finite-dimensional irreducible representations $\nu \in \hat{K}$ of $K$ are parameterized by their highest weights

$$\Lambda(\nu) = k_2(\nu)e_2 + \cdots + k_{n+1}(\nu)e_{n+1}; \quad k_2(\nu) \geq k_3(\nu) \geq \cdots \geq k_n(\nu) \geq k_{n+1}(\nu) \geq 0, \quad (2.3)$$

where $(k_2(\nu), \ldots, k_{n+1}(\nu))$ belongs to $\mathbb{Z}[\frac{1}{2}]^n$ if $G = \text{Spin}(d, 1)$ and to $\mathbb{Z}^n$ if $G = \text{SO}^0(d, 1)$. Finally, the finite-dimensional irreducible representations $\sigma \in \hat{M}$ of $M$ are parameterized by their highest weights

$$\Lambda(\sigma) = k_2(\sigma)e_2 + \cdots + k_{n+1}(\sigma)e_{n+1}; \quad k_2(\sigma) \geq k_3(\sigma) \geq \cdots \geq k_n(\sigma) \geq |k_{n+1}(\sigma)|, \quad (2.4)$$

where $(k_2(\sigma), \ldots, k_{n+1}(\sigma))$ belongs to $\mathbb{Z}[\frac{1}{2}]^n$ if $G = \text{Spin}(d, 1)$ and to $\mathbb{Z}^n$ if $G = \text{SO}^0(d, 1)$. For $\nu \in \hat{K}$ and $\sigma \in \hat{M}$, we denote by $|\nu : \sigma|$ the multiplicity of $\sigma$ in the restriction of $\nu$ to $M$. For $\rho \in \text{Rep} G$, let $\rho_0 := \rho \circ \theta$. Let $\Lambda(\rho)$ denote the highest weight of $\rho$ as in (2.2). Then the highest weight $\Lambda(\rho_0)$ of $\rho_0$ is given by

$$\Lambda(\rho_0) = k_1(\rho)e_1 + \cdots + k_n(\rho)e_n - k_{n+1}(\rho)e_{n+1}. \quad (2.5)$$

2.4.

Let $M'$ be the normalizer of $A$ in $K$, and let $W(A) = M'/M$ be the restricted Weyl group. It has order two, and it acts on the finite-dimensional representations of $M$ as follows. Let $w_0 \in W(A)$ be the non-trivial element, and let $m_0 \in M'$ be a representative of $w_0$. Given $\sigma \in \hat{M}$, the representation $w_0\sigma \in \hat{M}$ is defined by $w_0\sigma(m) := \sigma(m_0m_0^{-1})$, $m \in M$. Let $\Lambda(\sigma) = k_2(\sigma)e_2 + \cdots + k_{n+1}(\sigma)e_{n+1}$ be the highest weight of $\sigma$ as in (2.4). Then the highest weight $\Lambda(w_0\sigma)$ of $w_0\sigma$ is given by

$$\Lambda(w_0\sigma) = k_2(\sigma)e_2 + \cdots + k_n(\sigma)e_n - k_{n+1}(\sigma)e_{n+1}. \quad (2.6)$$

2.5.

Let $P_0 := NAM$. We equip $a$ with the norm induced from the restriction of the normalized Killing form on $\mathfrak{g}$. Let $H_1 \in a$ be the unique vector which is of norm one and such that the positive restricted root, implicit in the choice of $N$, is positive on $H_1$. Let $\text{exp} : a \rightarrow A$
be the exponential map. Every \( a \in A \) can be written as \( a = \exp \log a \), where \( \log a \in a \) is unique. For \( t \in \mathbb{R} \), we let \( a(t) := \exp (tH_1) \). If \( g \in G \), we define \( n(g) \in N, H(g) \in \mathbb{R} \), and \( \kappa(g) \in K \) by

\[
g = n(g)a(H(g))\kappa(g).
\]

Let \( P \) be any parabolic subgroup. Then there exists a \( k_P \in K \) such that \( P = N_P A_P M_P \) with \( N_P = k_P N k_P^{-1}, \ A_P = k_P A k_P^{-1}, \) and \( M_P = k_P M k_P^{-1} \). We choose a set of \( k_P \), which will be fixed from now on. Let \( k_{P_0} = 1 \). We let \( a_P(t) := k_P a(t) k_P^{-1} \). If \( g \in G \), we define \( n_P(g) \in N_P, H_P(g) \in \mathbb{R} \) and \( \kappa_P(g) \in K \) by

\[
g = n_P(g)a_P(H_P(g))\kappa_P(g),
\]

and we define an identification \( i P \) of \( (0, \infty) \) with \( A_P \) by \( i P(t) := a_P(\log(t)) \). For \( Y > 0 \), let \( A_P^Y[Y] := i_P(Y, \infty) \) and \( A_P[Y] := i_P(Y, \infty) \). For \( g \in G \) as in (2.7) we let \( y_P(g) := e^{H_P(g)} \).

2.6.

We parameterize the principal series as follows. Given \( \sigma \in \hat{M} \) with \( (\sigma, V_\sigma) \in \sigma \), let \( \mathcal{H}^\sigma \) denote the space of measurable functions \( f : K \to V_\sigma \) satisfying

\[
f(mk) = \sigma(m) f(k), \quad \forall k \in K, \forall m \in M \quad \text{and} \quad \int_K \| f(k) \|^2 \, dk = \| f \|^2 < \infty.
\]

Then, for \( \lambda \in \mathbb{C} \) and \( f \in \mathcal{H}^\sigma \), let

\[
\pi_{\sigma, \lambda}(g) f(k) := e^{(i \lambda + (d - 1)/2) H(kg)} f(k(g)).
\]

Then the representations \( \pi_{\sigma, \lambda} \) are unitary iff \( \lambda \in \mathbb{R} \). Moreover, for \( \lambda \in \mathbb{R} - \{0\} \) and \( \sigma \in \hat{M} \) the representations \( \pi_{\sigma, \lambda} \) are irreducible, and \( \pi_{\sigma, \lambda} \) and \( \pi_{\sigma', \lambda'} \) are equivalent if either \( \sigma = \sigma' \) and \( \lambda = \lambda' \) or \( \sigma = w_0 \sigma \) and \( \lambda' = -\lambda \). We use this parameterization of the principal series in order to stay consistent with the notation of [48, 49, 52]. For \( \sigma \in \hat{M} \) with highest weight \( \Lambda(\sigma) \) given by (2.4), let

\[
c(\sigma) := \sum_{j=2}^{n+1} (k_j(\sigma) + \rho_j)^2 - \sum_{j=1}^{n+1} \rho_j^2.
\]

Then, for the Casimir element \( \Omega \in Z(\mathfrak{g}_\mathbb{C}) \), one has

\[
\pi_{\sigma, \lambda}(\Omega) = -\lambda^2 + c(\sigma),
\]

[49, Corollary 2.4]. If \( V \) is a \((\mathfrak{g}, K)\)-module, defined as in [10, §0.2], we let \( H^*(\mathfrak{g}, K; V) \) denote its \((\mathfrak{g}, K)\)-cohomology groups. If one lets

\[
C^q(\mathfrak{g}, K; V) := \text{Hom}_K(A^q(\mathfrak{g}/\mathfrak{k}), V),
\]

then the \( C^q(\mathfrak{g}, K; V) \) naturally form a cochain complex \( C^*(\mathfrak{g}, K; V) \) whose cohomology groups can be identified with the groups \( H^*(\mathfrak{g}, K; V) \), [10, Chapter I, §1]. By \( \mathcal{H}^\sigma_{K} \) we shall denote the \((\mathfrak{g}, K)\)-module associated to \( \pi_{\sigma, \lambda} \) which is formed by the \( K \)-finite vectors in \( \mathcal{H}^\sigma \).

\[A gluing formula for the analytic torsion on hyperbolic manifolds with cusps\]
Now let $X$ be an oriented hyperbolic manifold of dimension $d$. Then there exists a discrete torsion-free subgroup $\Gamma$ of $G$ such that

$$X = \Gamma \backslash \tilde{X}.$$ 

One can canonically identify $\Gamma$ with the fundamental group of $X$. We assume that $X$ is of finite volume, but we do not assume that $X$ is compact. A parabolic subgroup $P$ of $G$ is called $\Gamma$-cuspidal if $\Gamma \cap N_P$ is a lattice in $N_P$. Let $\mathfrak{P}_\Gamma$ be a fixed set of representatives of the $\Gamma$-conjugacy classes of $\Gamma$-cuspidal parabolic subgroups of $G$. Then $\mathfrak{P}_\Gamma$ is finite, and $\kappa(\Gamma) := \# \mathfrak{P}_\Gamma$ equals the number of cusps of $X$; the manifold $X$ is non-compact if and only if $\kappa(\Gamma) > 0$. For convenience, we assume that for each $\Gamma$-cuspidal parabolic subgroup $P = N_P A_P M_P$ of $G$ one has

$$\Gamma \cap P = \Gamma \cap N_P.$$ 

This condition is satisfied for example if $\Gamma$ is ‘neat’, which means that the group generated by the eigenvalues of any $\gamma \in \Gamma$ contains no roots of unity $\neq 1$. It thus holds for many groups $\Gamma$ which are of arithmetic significance. For example, if $F$ is an imaginary quadratic number field with ring of integers $O_F$, and $a$ is a non-zero ideal in $O_F$, then the associated principal congruence subgroup $\Gamma(a)$ of $SL_2(O_F)$ satisfies assumption (2.9) for all ideals $a$ whose norm is greater than a given constant that depends only on $F$. Similarly, in higher dimensions, if $G := SO^0(d, 1)$ assumption (2.9) holds for all principal congruence subgroups $\Gamma(q)$ of $G(Z)$ associated to $q \in \mathbb{N}$ with $q \geq 3$; see [6, 17.4].

Assumption (2.9) was made in [48], where the regularized analytic torsion was defined for the present context. However, in that paper it was mainly used in order to study the asymptotic behaviour of the analytic torsion along rays in the weight lattice, which relied on Fourier inversion formulae on the geometric side of the trace formula. For the pure short-time asymptotic expansion of the heat traces, it is certainly not necessary. We think that it can be dropped without an essential change of the methods used in the present paper.

The geometry of the quotient $\Gamma \backslash G$ and of the manifold $X$ can be described as follows. First, there exist a $Y_0 > 0$ and for every $Y \geq Y_0$ a compact connected subset $C(Y)$ of $G$ such that in the sense of a disjoint union one has

$$G = \Gamma \cdot C(Y) \sqcup \bigcup_{P_i \in \mathfrak{P}_\Gamma} \Gamma \cdot N_{P_i} A_{P_i}^0 [Y] K$$ 

and such that for each $P_i \in \mathfrak{P}_\Gamma$ one has

$$\gamma \cdot N_{P_i} A_{P_i}^0 [Y] K \cap N_{P_i} A_{P_i}^0 [Y] K \neq \emptyset \Leftrightarrow \gamma \in \Gamma \cap N_{P_i}.$$ 

For $Y \in (0, \infty)$ and $P_i \in \mathfrak{P}_\Gamma$, we let

$$F_{P_i}(Y) := A_{P_i} [Y] \times \Gamma \cap N_{P_i} \backslash N_{P_i} \cong (Y, \infty) \times \Gamma \cap N_{P_i} \backslash N_{P_i}.$$ 

It follows from (2.10) and (2.11) that for each $Y \geq Y_0$ there exists a compact manifold $X(Y)$ with smooth boundary such that $X$ has a decomposition as

$$X = X(Y) \cup \bigcup_{P_i \in \mathfrak{P}_\Gamma} F_{P_i}(Y).$$
with \(X(Y) \cap F_P(Y) = \partial X(Y) \cap \partial F_P(Y) = \partial F_P(Y)\) and \(F_P(Y) \cap F_P(Y) = \emptyset\) if \(i \neq j\) and with \(\partial X(Y) = \bigcup_{i \in \mathfrak{P}_F} \partial F_P(Y)\). Let \(g_{NP_i}\) be the pushdown of the invariant metric on \(NP_i\) induced by the metric in (2.1) to \(\Gamma \cap NP_i \setminus NP_i\). Then the metric on \(F_P(Y)\) is given by

\[
\frac{1}{y^2} dy^2 + \frac{1}{y^2} g_{NP_i}.
\]  

(2.14)

Since \(NP_i\) is abelian in the present case, \(\Gamma \cap NP_i \setminus NP_i\) with the metric \(g_{NP_i}\) is isometric to a flat torus. Equations (2.13) and (2.14) describe the geometry of \(X\) as a manifold with cusps. We define the Borel–Serre compactification \(\tilde{X}\) of \(X\) as the diffeomorphism class of the manifolds \(X(Y)\), \(Y \geq Y_0\). Thus \(\tilde{X}\) is a compact smooth manifold with boundary which is homotopy equivalent to \(X\). For \(Y \in (0, \infty)\) we shall use the notation

\[
F_X(Y) := \bigcup_{P_i \in \mathfrak{P}_F} F_{P_i}(Y).
\]

We furthermore let \(F_X := F_X(1)\). By (2.14), under the isomorphism \(F_{P_i,y} \cong [Y, \infty) \times (\Gamma \cap NP_i \setminus NP_i, Y_0)\) for \(Y \geq Y_0\) one has

\[
\int_X f(x) dx = \int_{X(Y)} f(x) dx + \sum_{P_i \in \mathfrak{P}_F} \int_Y \int_{\Gamma \cap NP_i \setminus NP_i} y^{-(2n+1)} f(y, v) dg_{NP_i}(v) dy.
\]  

(2.15)

3. Homogeneous and flat vector bundles

Let \(X\) be the manifold from the previous section. In this section we introduce the class of vector bundles over \(X\) and \(\tilde{X}\) we will be concerned with. These bundles were first introduced by Matsushima and Murakmami in [54], and we refer to this paper for further details.

Let \(v\) be a finite-dimensional unitary representation of \(K\) on \((V_v, \langle \cdot, \cdot \rangle_v)\). Let \(\tilde{E}_v := G \times_v V_v\) be the associated homogeneous vector bundle over \(\tilde{X}\). Then \(\langle \cdot, \cdot \rangle_v\) induces a \(G\)-invariant metric \(\tilde{h}_v\) on \(\tilde{E}_v\). Let \(E_v := \Gamma \backslash (G \times_v V_v)\) be the associated locally homogeneous bundle over \(X\). Since \(\tilde{h}_v\) is \(G\)-invariant, it can be pushed down to a fibre metric \(h_v\) on \(E_v\). Let

\[
C^\infty(G, v) := \{f : G \to V_v : f \in C^\infty, f(gk) = v(k^{-1})f(g), \forall g \in G, \forall k \in K\}.
\]  

(3.1)

Let

\[
C^\infty(\Gamma \backslash G, v) := \{f \in C^\infty(G, v) : f(\gamma g) = f(g), \forall g \in G, \forall \gamma \in \Gamma\}.
\]  

(3.2)

Then the smooth sections \(C^\infty(\tilde{X}, \tilde{E}_v)\) of \(\tilde{E}_v\) are canonically isomorphic to \(C^\infty(G, v)\). Similarly, for the space \(C^\infty(X, E_v)\) of smooth sections of \(E_v\) there is a canonical isomorphism \(C^\infty(X, E_v) \cong C^\infty(\Gamma \backslash G, v)\) (see [40, p. 4]). There is also a corresponding isometry for the space \(L^2(X, E_v)\) of \(L^2\)-sections of \(E_v\).

Let \(\rho\) be an irreducible finite-dimensional representation of \(G\) on \(V_\rho\), and let \(E_\rho := \tilde{X} \times_{\rho|_K} V_\rho\) be the flat vector bundle over \(X\) associated to the restriction of \(\rho\) to \(\Gamma\). Let \(\tilde{E}_\rho \to \tilde{X}\) be the homogeneous vector bundle over \(\tilde{X}\) associated to \(\rho|_K\). Then by [54, Proposition 3.1] there is a canonical isomorphism

\[
E_\rho \cong \Gamma \backslash \tilde{E}_\rho.
\]  

(3.3)
By [54, Lemma 3.1], there exists an inner product \( \langle \cdot, \cdot \rangle \) on \( V_\rho \) such that

1. \( \langle \rho(Y)u, v \rangle = -\langle u, \rho(Y)v \rangle \) for all \( Y \in \mathfrak{k}, u, v \in V_\rho \);
2. \( \langle \rho(Y)u, v \rangle = \langle u, \rho(Y)v \rangle \) for all \( Y \in \mathfrak{p}, u, v \in V_\rho \).

Such an inner product is called admissible. It is unique up to scaling. Fix an admissible inner product. Since \( \rho|_K \) is unitary with respect to this inner product, it induces a \( G \)-invariant fibre metric on \( \tilde{E}_\rho \), and hence, via the isomorphism (3.3), a fibre metric \( h \) on \( E_\rho \). This fibre metric will also be called admissible. Let \( \mathfrak{g}^p(\rho) \) be the space of \( E_\rho \)-valued \( p \)-forms. This is the space of smooth sections of the vector bundle \( \Lambda^p(E_\rho) := \Lambda^pT^*X \otimes E_\rho \). Let

\[
d_\rho(\rho) : \Lambda^p(X, E_\rho) \to \Lambda^{p+1}(X, E_\rho)
\]

be the exterior derivative, and let

\[
\Delta_\rho(\rho) = d_\rho(\rho)^*d_\rho(\rho) + d_{\rho-1}(\rho)d_{\rho-1}(\rho)^*
\]

be the Laplace operator on \( E_\rho \)-valued \( p \)-forms. Let \( v_\rho(\rho) \) be the representation of \( K \) defined by

\[
v_\rho(\rho) := \Lambda^p \text{Ad}^* \otimes \rho : K \to \text{GL}(\Lambda^p \mathfrak{g}^p \otimes V_\rho).
\]

Then there is a canonical isomorphism \( \Lambda^p(E_\rho) \cong \Gamma \langle G \times v_\rho(\rho) (\Lambda^p \mathfrak{g}^p \otimes V_\rho) \rangle \), which induces an isomorphism

\[
\Lambda^p(X, E_\rho) \cong C^\infty(\Gamma \backslash G, v_\rho(\rho)).
\]

There is also a corresponding isometry of the \( L^2 \)-spaces. We let

\[
d : C^\infty(\Gamma \backslash G, v_\rho(\rho)) \to C^\infty(\Gamma \backslash G, v_{\rho+1}(\rho))
\]

be the map which is induced by the map \( d_\rho(\rho) \) under the isomorphism in (3.7), and we denote the corresponding complex by \( \Omega^*(\Gamma \backslash G, \rho) \). Let \( \rho(\Omega) \) be the Casimir eigenvalue of \( \rho \). Then with respect to the isomorphism (3.7) one has

\[
\Delta_\rho(\rho) = -\Omega + \rho(\Omega) \text{Id}
\]

(see [54, (6.9)]).

4. The de Rham complex on the cusp

Let \( \Gamma \) be as in §2.7, and let \( P \) be a fixed \( \Gamma \)-cuspidal parabolic subgroup of \( G \). In this section, we describe the de Rham complex with coefficients the flat vector bundles \( E_{\rho} \) over the cusp \( F_\rho := (\Gamma \cap N_\rho) \backslash G/K \) of finite volume. Here we equip \( F_\rho \) with the metric induced from the metric on \( G/K \).

Without loss of generality, we assume that \( P = P_0 \) is the parabolic subgroup of \( G \) from §2.5, and to ease notation we shall write \( \Gamma_N := \Gamma \cap N \). Analogously to the notation of the previous section, for \( \rho \in \text{Rep}(G) \) we shall denote by \( E_\rho := X \times_{\rho|_{\Gamma_N}} V_\rho \) the flat vector bundle over \( F_\rho \) induced by the restriction of \( \rho \) to \( \Gamma_N \). The restriction of \( \rho \) to \( K \) defines a
locally homogeneous vector bundle $W_\rho := \Gamma_N \setminus G \times_{\rho|K} V_\rho$ over $F_P$, and analogously to the situation of the previous section there is a canonical isomorphism $A : W_\rho \to E_\rho$. More precisely, $A$ is defined by putting

$$A[\Gamma_N g, v] := [g K, \rho(g)v],$$

(4.1)

for an equivalence class $[\Gamma_N g, v] \in W_\rho$, $g \in G$, $v \in V_\rho$. The smooth sections of $W_\rho$ are canonically isomorphic to the space

$$C^\infty(\Gamma_N \setminus G, \rho) = \{ f : G \to V_\rho : f \in C^\infty : f(\gamma g k) = \rho(k^{-1})f(g), \forall g \in G, \gamma \in \Gamma_N, k \in K \}.$$  

The smooth sections of $E_\rho$ are canonically isomorphic to the space

$$C^\infty(G/K, \rho|\Gamma_N) := \{ f : G \to V_\rho : f \in C^\infty : f(\gamma g k) = \rho(\gamma)f(g), \forall g \in G, k \in K, \gamma \in \Gamma_N \}.$$  

If we denote by $A : C^\infty(\Gamma_N \setminus G, \rho) \to C^\infty(G/K, \rho|\Gamma_N)$ the isomorphism corresponding to the isomorphism $A$ from (4.1), then, for $f \in C^\infty(\Gamma_N \setminus G, \rho|K)$, $h \in C^\infty(G/K, \rho|\Gamma_N)$, we have

$$Af(gK) = \rho(g)f(g); \quad A^{-1}h(\Gamma_N g) = \rho(g^{-1})h(g).$$

(4.2)

Now we let $\Lambda^p(F_P, E_\rho)$ be the bundle of $E_\rho$-valued $p$-forms on $F_P$. We let $d : \Lambda^p(F_P, E_\rho) \to \Lambda^{p+1}(F_P, E_\rho)$ be the exterior derivative. Then for smooth vector fields $\tilde{Y}_1, \ldots, \tilde{Y}_{p+1}$ on $F_P$ and $f \in \Lambda^p(F_P, E_\rho)$ we have

$$df(\tilde{Y}_1, \ldots, \tilde{Y}_{p+1}) = \sum_i (-1)^{i+1}\tilde{Y}_i(f(\tilde{Y}_1, \ldots, \hat{\tilde{Y}}_i, \ldots, \tilde{Y}_{p+1}))$$

$$+ \sum_{i<j} (-1)^{i+j}f([\tilde{Y}_i, \tilde{Y}_j], \tilde{Y}_1, \ldots, \hat{\tilde{Y}}_i, \ldots, \hat{\tilde{Y}}_j, \ldots, \tilde{Y}_{p+1}).$$

(4.3)

One has $g/t \cong a \oplus n$, and one denotes by $\text{Ad}$ the action of $K$ on the right-hand side which is induced by the corresponding action on the left-hand side. Let

$$v_\rho(\rho) : K \to \text{Aut}(\Lambda^p(a \oplus n)^* \otimes V_\rho), \quad v_\rho(\rho)(k) := \Lambda^p\text{Ad}^*(k) \otimes \rho(k).$$

Let $W_{v_\rho(\rho)} := \Gamma_N \setminus G \times_{v_\rho(\rho)} \Lambda^p(a \oplus n)^* \otimes V_\rho$ be the locally homogeneous bundle over $F_P$ induced by $v_\rho(\rho)$. Then $W_{v_\rho(\rho)}$ is canonically isomorphic to the bundle of $W_\rho$-valued $p$-forms on $F_P$. Moreover, the smooth sections of $W_{v_\rho(\rho)}$ are canonically isomorphic to the space $C^\infty(\Gamma_N \setminus G, v_\rho(\rho))$ which is defined as the space $C^\infty(\Gamma_N \setminus G, \rho|K)$, replacing $\rho|K$ by $v_\rho(\rho)$. We let

$$d : C^\infty(\Gamma_N \setminus G, v_\rho(\rho)) \to C^\infty(\Gamma_N \setminus G, v_{p+1}(\rho))$$

be the map which is induced by the exterior derivative under the canonical identification of these spaces with $\Lambda^p(F_P, E_\rho)$ (respectively, $\Lambda^{p+1}(F_P, E_\rho)$), and we denote the corresponding complex by $\Omega^*(\Gamma_N \setminus G, \rho)$. Then it follows easily from (4.2) and (4.3) that for any vectors $T_1, \ldots, T_{p+1} \in (a \oplus n)$ and all $\phi \in C^\infty(\Gamma_N \setminus G, v_\rho(\rho))$ we have

$$d\phi(T_1, \ldots, T_{p+1}) = \sum_i (-1)^{i+1}(\tilde{T}_i + \rho(T_i))(\phi(T_1, \ldots, \hat{T}_i, \ldots, T_{p+1}))$$

$$+ \sum_{i<j} (-1)^{i+j}\phi([T_i, T_j], T_1, \ldots, \hat{T}_i, \ldots, \hat{T}_j, \ldots, T_{p+1}),$$

(4.4)

where $\tilde{T}_i$ denotes the left-invariant vector field on $G$ induced by $T_i$. 


Remark 4.1. If \( g = \mathfrak{k} \oplus \mathfrak{p} \) is the Cartan decomposition of \( g \) with respect to \( \theta \), and if one works with vector fields constructed out of elements of \( \mathfrak{p} \), as is done in [54, Proposition 4.1], then the last line in (4.4) is not present, since one always has \([\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{k}\).

Finally, there is a canonical isomorphism of complexes

\[
\Omega^*(\Gamma_N \backslash G, \rho) \cong C^*(g, K; C^\infty(\Gamma_N \backslash G) \otimes V_\rho),
\]

(4.5)

where the complex on the right-hand side is as in §2.6. Here, the action of \( G \) on \( C^\infty(\Gamma_N \backslash G) \otimes V_\rho \) is the tensor product of the right-regular representation of \( G \) and the representation \( \rho \). The isomorphism in (4.5) is defined as follows. To \( f \in \Omega^*(\Gamma_N \backslash G, v_\rho(\rho)) \) one associates the element in \( \text{Hom}_K(\Lambda^p(g / \mathfrak{k}); C^\infty(\Gamma_N \backslash G) \otimes V_\rho) \) which assigns to \( X \in \Lambda^p(g / \mathfrak{k}) \) the \( V_\rho \)-valued function \( f_X \) on \( G \) given by \( f_X(g) := f(g)(X) \). Here one uses the canonical isomorphisms of \( K \)-modules: \( \Lambda^p(\mathfrak{a} \oplus \mathfrak{n})^* \otimes V_\rho \cong \text{Hom}(\Lambda^p(\mathfrak{a} \oplus \mathfrak{n}), V_\rho) \cong \text{Hom}(\Lambda^p(g / \mathfrak{k}), V_\rho) \).

5. Lifts of differential forms from the boundary to the cusp

We keep the notation of the previous section. We let \( E_\rho^0 := N \times_{\rho|_{\Gamma_N}} V_\rho \) be the flat vector bundle over \( \Gamma_N \backslash N \) induced by \( \rho|_{\Gamma_N} \). We can identify the smooth sections of \( E_\rho^0 \) with the space

\[
C^\infty(N, \rho|_{\Gamma_N}) := \{ f : N \to V_\rho : f \in C^\infty : f(\gamma n) = \rho(\gamma)f(n), \forall \gamma \in \Gamma_N, \forall n \in N \}.
\]

We let \( Y_1, \ldots, Y_{2n} \) be a basis of \( \mathfrak{n} \), and we let \( \tilde{Y}_1, \ldots, \tilde{Y}_{2n} \) denote the corresponding invariant vector fields on \( \Gamma_N \backslash N \). We can canonically inject the space \( \Lambda^p\mathfrak{n}^* \otimes V_\rho \) of \( V_\rho \)-valued \( p \)-forms on \( \mathfrak{n} \) into the space of \( E_\rho^0 \)-valued \( p \)-forms on \( \Gamma_N \backslash N \). Namely, to any \( \Phi \in \Lambda^p\mathfrak{n}^* \otimes V_\rho \) we associate the unique \( E_\rho^0 \)-valued \( p \)-form \( \Phi \) on \( \Gamma_N \backslash N \) such that one has, in \( C^\infty(N, \rho|_{\Gamma_N}) \),

\[
\Phi(n)(\tilde{Y}_1, \ldots, \tilde{Y}_{2n}) := \rho(n)\Phi(Y_1, \ldots, Y_{2n}), \quad \forall n \in N.
\]

(5.1)

This form exists since in our case \( N \) is abelian; otherwise, one would have to additionally twist with the adjoint action of \( N \) on \( \mathfrak{n} \). The maps in (5.1) also induce a chain map between the complex \( C^*(\mathfrak{n}; V_\rho) \) and the de Rham complex of \( E_\rho^0 \)-valued differential forms on \( \Gamma_N \backslash N \). By van Est’s theorem [22], the corresponding map on the cohomology is an isomorphism.

Next, we lift \( V_\rho \)-valued \( p \)-forms on \( \mathfrak{n} \) to differential forms on \( F_\rho \). The space \( \Lambda^p(\mathfrak{n})^* \) is not invariant under \( \text{Ad}(K) \). However, we can regard the space \( \Lambda^p(\mathfrak{n} \oplus \mathfrak{a})^* \otimes V_\rho \) as a subspace of \( \Lambda^p(\mathfrak{n} \oplus \mathfrak{a})^* \otimes V_\rho \), and thus to \( \Phi \in \Lambda^p(\mathfrak{n})^* \otimes V_\rho \) we can associate the element

\[
\Phi_\lambda \in C^\infty(\Gamma_N \backslash G, v_\rho(\rho)), \quad \Phi_\lambda(na(t)k) := e^{(\lambda+(d-1)/2)}v_\rho(\rho)(k^{-1})\Phi,
\]

(5.2)

where \( n \in N \), \( a(t) \in A \) as in §2.5, and \( k \in K \). Let \( H_1 \in \mathfrak{a} \) be as in §2.5. Then the differential of \( \Phi_\lambda \) is given as follows.

Lemma 5.1. For \( n \in N \), \( a(t) \in A \), and \( k \in K \) we have

\[
d\Phi_\lambda(na(t)k) = e^{(\lambda+\frac{d-1}{2})}v_{\rho+1}(\rho)(k^{-1}) \left( dH_1 \wedge (\lambda+(d-1)/2)\Phi + \left( \Lambda^p \text{Ad}^* \otimes \rho \right)(H_1)\Phi \right).
\]
Proof. To prove the lemma, we can assume that \( k = 1 \). By the definition of \( \Phi_\lambda \), it suffices to evaluate \( d\Phi_\lambda \) on \( p + 1 \)-tuples \((H_1, Y_1, \ldots, Y_p)\), where \( Y_1, \ldots, Y_p \in \mathfrak{n} \). Applying (4.4) and using that the interior multiplication of \( \Phi_\lambda \) with \( H_1 \) vanishes, we obtain

\[
d\Phi_\lambda(na(t))(H_1, Y_1, \ldots, Y_p) = e^{(\lambda + \frac{d-1}{2})i\left((\lambda + (d-1)/2)\Phi(Y_1, \ldots, Y_p)\right)} + \rho(H_1)\Phi(Y_1, \ldots, Y_p) + \sum_{i=1}^{p} (-1)^i \Phi([H_1, Y_i], \ldots, \hat{Y_i}, \ldots, Y_p).
\]

For the representation \( \Lambda^p \text{Ad}^\ast \otimes \rho : a \to \text{End}(\Lambda^p(n)^\ast \otimes V_\rho) \) one has

\[
(\Lambda^p \text{Ad}^\ast \otimes \rho)(H_1)\Phi(Y_1, \ldots, Y_p) = -\sum_i \Phi(Y_1, \ldots, [H_1, Y_i], \ldots, Y_p) + \rho(H_1)\Phi(Y_1, \ldots, Y_p),
\]

and the lemma follows. \( \square \).

For every \( a \in A \) we have an inclusion \( \iota_a : \Gamma_N\backslash N \hookrightarrow F_p \) given by \( \iota_a(\Gamma_N n) := \Gamma_N naK \), where \( \Gamma_N n \) (respectively, \( \Gamma_N naK \)) denotes the equivalence classes of \( n \) in \( \Gamma_N\backslash N \) (respectively, \( na \) in \( \Gamma_N\backslash G/K \)). Let \( \iota^*_a E_\rho \) be the corresponding pullback bundle of \( E_\rho \). Then \( \iota^*_a E_\rho \) is isomorphic to \( E_\rho^0 \). Thus also \( \iota^*_a W_\rho \) is isomorphic to \( E_\rho^0 \), where \( W_\rho \) is the locally homogeneous bundle from the previous section. Let \( \iota^*_a : C^\infty(\Gamma_N\backslash G, \rho|_K) \to C^\infty(N; \rho|_{\Gamma_N}) \) be the map between the smooth sections induced by \( \iota_a \). Then, by (4.2), for \( f \in C^\infty(\Gamma_N\backslash G, \rho|_K) \) one has

\[
\iota^*_a f(n) = \rho(na) f(na).
\]

The pullback of \( \Phi_\lambda \) under \( \iota_a \) is computed as follows.

**Lemma 5.2.** For every \( a(t) \in A \) we have

\[
\iota^*_a(a(t))\Phi_\lambda = e^{(\lambda + (d-1)/2)t} (\Lambda^p \text{Ad}^\ast \otimes \rho)(a(t)) \Phi. \tag{5.4}
\]

**Proof.** We identify elements of the Lie algebra \( \mathfrak{n} \) with the corresponding left-invariant vector fields on \( N \) (respectively, \( G \)). Let \( \pi_1 : N \to \Gamma_N\backslash N \), \( \pi_2 : G \to \Gamma_N\backslash G/K \) be the projections. Then for \( Y \in \mathfrak{n} \) one has \( (\iota_a)_*(\pi_1)_*(Y) = (\pi_2)_*(\text{Ad}(a^{-1})Y) \). Thus the lemma follows immediately from equations (5.1) and (5.3). \( \square \)

6. Closed forms on the cusp

We consider again the representation \( \Lambda^p \text{Ad}^\ast \otimes \rho \) of \( MA \) on \( \Lambda^p\mathfrak{n}^\ast \otimes V_\rho \). For \( \sigma \in \hat{M} \), we denote by \( (\Lambda^p\mathfrak{n}^\ast \otimes V_\rho)_\sigma \) the \( \sigma \)-isotypical component of the representation \( \Lambda^p \text{Ad}^\ast \otimes \rho \) restricted to \( M \); we have thus a decomposition

\[
\Lambda^p\mathfrak{n}^\ast \otimes V_\rho = \bigoplus_{\sigma \in \hat{M}} (\Lambda^p\mathfrak{n}^\ast \otimes V_\rho)_\sigma.
\]
of $\Lambda^p n^+ \otimes V_\rho$, where only finitely many spaces $(\Lambda^p n^+ \otimes V_\rho)_\sigma$ are not zero. Using the preceding computations and Kostant’s theorem, one can now construct closed and harmonic forms on $F_p$ with values in $E_\rho$. Let $\rho \in \hat{G}$, and let $\Lambda(\rho) = \rho_1 e_1 + \cdots + \rho_{n+1} e_{n+1}$ be its highest weight as in (2.2). For $w \in W_G$, let $l(w)$ denote its length with respect to the simple roots which define the positive roots $\Delta^+(g_\mathbb{C}, h_\mathbb{C})$. Let

$$W^1 := \{ w \in W_G : w^{-1} \alpha > 0 \ \forall \alpha \in \Delta^+(m_\mathbb{C}, b_\mathbb{C}) \}. \quad (6.1)$$

As above, let $d = 2n + 1$, where $d = \dim X$. Then, for $k = 0, \ldots, 2n$, let $H^k(n, V_\rho)$ be the cohomology of $n$ with coefficients in $V_\rho$. Then $H^k(n, V_\rho)$ is an $MA$-module. In our case, the theorem of Kostant [31] states the following.

**Proposition 6.1.** In the sense of $MA$-modules one has

$$H^k(n; V_\rho) \cong \sum_{\substack{w \in W^1 \\ell(w) = k}} V_{\rho(w)},$$

where $V_{\rho(w)}$ is the $MA$-module of highest weight $w(\Lambda(\rho) + \rho_G) - \rho_G$.

**Proof.** See for example [10, Theorem III.3], [67, Theorem 2.5.1.3].

For $w \in W^1$, let $\sigma_{\rho, w}$ be the representation of $M$ with highest weight

$$\Lambda(\sigma_{\rho, w}) := w(\Lambda(\rho) + \rho_G)|_{b_\mathbb{C}} - \rho_M, \quad (6.2)$$

and let $\lambda_{\rho, w} \in \mathbb{C}$ such that

$$w(\Lambda(\rho) + \rho_G)|_{a_\mathbb{C}} = \lambda_{\rho, w} e_1. \quad (6.3)$$

We have $\rho_G(H_1) = n$. Thus if, for $w \in W^1$, $\ell(w) = k$, we regard $V_{\rho(w)}$ as a subset of $H^k(n; V_\rho)$ via the isomorphism in Proposition 6.1, then one has

$$(\Lambda^k \text{Ad}^* \otimes \rho)(a(t))v = e^{(\lambda_{\rho, w} - n)t}v, \quad \forall v \in V_{\rho(w)}. \quad (6.4)$$

For $k = 0, \ldots, n$, let $\sigma_{\rho, k}$ be the representation of $M$ with highest weight

$$\Lambda(\sigma_{\rho, k}) := (\rho_1 + 1)e_2 + \cdots + (\rho_k + 1)e_{k+1} + \rho_{k+2} e_{k+2} + \cdots + \rho_{n+1} e_{n+1}. \quad (6.5)$$

For $k = 0, \ldots, n$, let

$$\lambda_{\rho, k} := \rho_{k+1} + n - k. \quad (6.6)$$

For $k = n + 1, \ldots, 2n$, let $\lambda_{\rho, k} := -\lambda_{\rho, 2n-k}$, and let $\sigma_{\rho, k} := w_0 \sigma_{\rho, 2n-k}$. Finally, let

$$\left\{ \begin{array}{ll}
\lambda^+_{\rho, n} := \lambda_{\rho, n}; & \lambda^-_{\rho, n} := -\lambda_{\rho, n}, \\
\sigma^+_{\rho, n} := \sigma_{\rho, n}; & \sigma^-_{\rho, n} := w_0 \sigma_{\rho, n} \quad \text{if } \rho_{n+1} \geq 0,
\end{array} \right.$$
A gluing formula for the analytic torsion on hyperbolic manifolds with cusps

Then by the computations in [10, Chapter VI.3] one has

\[
\{(\lambda, w, \sigma, l(w)) : w \in W^1\} = \{(\lambda, k, \sigma, k, k) : k = 0, \ldots, n - 1\} \cup \{(\lambda^+, \sigma^+, n), (n^-^\nu, \sigma^-^\nu, n)\} \\
\quad \cup \{(\lambda, k, \sigma, k, k) : k = n + 1, \ldots, 2n\}; \tag{6.7}
\]

see [49, §2.8]. We equip \(V\) with the admissible inner product from §3, and we let \(H^p(n; V_\rho)\) be the space of harmonic forms in \(\Lambda^p V^* \otimes V_\rho\). Then, by the finite-dimensional Hodge theorem, each cohomology class in \(H^p(n; V_\rho)\) has a unique harmonic representative in \(H^p(n; V_\rho)\). Moreover, \(H^p(n; V_\rho)\) is an \(M\)-invariant subspace which is \(M\)-equivalent to \(H^p(n; V_\rho)\). We put

\[
H^p(n; V_\rho) := H^p(n; V_\rho) \cap (\Lambda^p V^* \otimes V_\rho)_{\sigma_r^\pm}.
\tag{6.8}
\]

Then, if we use the notation (5.2), the following corollary holds.

**Corollary 6.2.** Let \(k \neq n, n\), and let \(\Phi \in H^k(n; V_\rho)\). Then the form \(\Phi_\lambda\) is closed if and only if \(\lambda = -\lambda_{p,k}\). Moreover, for every \(t \in \mathbb{R}\) one has \(t_{a(t)\Phi} - \lambda_{p,k} = \Phi\).

For \(\Phi \in H^n(n; V_\rho)\), the form \(\Phi_\lambda\) is closed if and only if \(\lambda = -\lambda_{p,n}\). Moreover, for every \(t \in \mathbb{R}\) one has \(t_{a(t)\Phi} - \lambda_{p,n} = \Phi\).

**Proof.** This follows immediately from Lemmas 5.1 and 5.2, and from equation (6.4).

For \(\Phi \in H^p(n; V_\rho)\), we can also construct a form in \(C^\infty(\Gamma_N \backslash G; v_{p+1}(\rho))\) as follows. Let

\[
\# : \Lambda^p((n \oplus a)^*) \otimes V_\rho \rightarrow \Lambda^{d-p}((n \oplus a)^*) \otimes V_\rho
\]

be the Hodge star operator which is defined as the Hodge star operator on \(\Lambda^p((n \oplus a)^*)\) tensored with the identity on \(V_\rho\). We let \# : \(V_\rho \cong V_\rho^*\) be the isomorphism induced by the inner product on \(V_\rho\), which extends to an isomorphism

\[
\#: \Lambda^p((n \oplus a)^*) \otimes V_\rho \rightarrow \Lambda^p((n \oplus a)^*) \otimes V_\rho^*.
\]

The operators \# and \(\ast\) are canonically defined on \(C^\infty(\Gamma_N \backslash G; v_{p}(\rho))\), and the codifferential

\[
\delta : C^\infty(\Gamma_N \backslash G, v_p(\rho)) \rightarrow C^\infty(\Gamma_N \backslash G, v_{p-1}(\rho)),
\]

is given by

\[
\delta := (-1)^{dp} \ast \circ \#^{-1} \circ d \circ \# \circ \ast.
\]

This is the formal adjoint of \(d\) on \(L^2(\Gamma_N \backslash G, v_p(\rho))\), where the latter space is defined in the same way as the space \(C^\infty(\Gamma_N \backslash G, v_p(\rho))\) using the induced metric on \(F_\rho\) and the admissible inner product on \(V_\rho\). We let \(\ast_1 : \Lambda^p V^* \otimes V_\rho \rightarrow \Lambda^{2n-p} V^* \otimes V_\rho\) be the restriction of \(\ast\). Now for \(\Phi \in \Lambda^p V^* \otimes V_\rho\) we define an \(E_\rho\)-valued \(p+1\)-form \(\Phi_\lambda \in C^\infty(\Gamma_N \backslash G, v_{p+1}(\rho))\) by

\[
\Phi_\lambda(na(t)k) := e^{(\lambda+(d-1)/2)}v_{p+1}(\rho)(k^{-1})(dH_1 \wedge \Phi),
\tag{6.9}
\]

where \(n \in N, a(t) \in A,\) and \(k \in K\).
Lemma 6.3. For $\Phi \in \mathcal{H}^k(n; V_\rho)$, $k \neq n$, and $\lambda \in \mathbb{C}$, the form $\tilde{\Phi}_{\lambda}$ is closed. It is coclosed if and only if $\lambda = \lambda_{p,k}$. For $\Phi \in \mathcal{H}^n(n; V_\rho)_\pm$ and $\lambda \in \mathbb{C}$, the form $\tilde{\Phi}_{\lambda}$ is closed. It is coclosed if and only if $\lambda = \pm \lambda_{p,n}^\pm$. Finally, one has $t_a^* \tilde{\Phi}_{\lambda} = 0$ for each $a \in A$.

Proof. Since $\Phi$ is closed, the form $\tilde{\Phi}_{\lambda}$ is obviously closed for each $\lambda$. In the notation (5.2) we have $\# \circ \ast \tilde{\Phi}_{\lambda} = (\# \circ \ast_1 \Phi)_{\lambda}$, and, since $\Phi \in \mathcal{H}^k(n; V_\rho)$, one has $\# \circ \ast_1 \Phi \in \mathcal{H}^{2n-k}(n; V_\rho^*)$. Since the inner product on $V_\rho$ is admissible, for $v \in V_\rho$ and $a(t) \in A$ with $\rho(a(t))v = e^{\lambda t}v$ one has $\rho^*(a(t))(\# v) = e^{-\lambda t}\# v$. On the other hand, $\Lambda^p \text{Ad}^*(a(t))$ acts as $e^{-p t}$ on $\Lambda^p n^+$ for every $t \in \mathbb{R}$. Since $A$ is abelian, it follows that, if for $\Phi \in \Lambda^p n^+ \otimes V_\rho$ there exists $\lambda \in \mathbb{R}$ with

$$(\Lambda^p \text{Ad}^* \otimes \rho^*)(a(t)) \Phi = e^{\lambda t} \Phi, \quad t \in \mathbb{R},$$

then

$$(\Lambda^{2n-p} \text{Ad}^* \otimes \rho^*)(a(t)) (\# \circ \ast_1 \Phi) = e^{(-2n-\lambda) t} (\# \circ \ast_1 \Phi), \quad t \in \mathbb{R}.$$  

Thus the first statements of the lemma follow from Lemma 5.1 and equation (6.4). Since $\xi^2 dH_1 = 0$, the last statement is obvious.

For $Y \in (0, \infty)$ we let $F_P(Y)$ be as in (2.12). We denote the restriction of the bundle $E_\rho$ from §3 to $F_P(Y)$ by $E_\rho$ too. Then the space of smooth $E_\rho$-valued $p$-forms on $F_P(Y)$ is canonically isomorphic to the spaces $C^\infty(\Gamma_N \setminus NA[Y]K, \nu_\rho(\rho))$, which is defined analogously to the spaces above. We let $L^2(\Gamma_N \setminus NA[Y]K, \nu_\rho(\rho))$ be the space of all measurable functions $f : \Gamma_N \setminus NA[Y]K \to \Lambda^p (n \oplus a)^* \otimes V_\rho$ which satisfy

$$f(\Gamma_N nak) = \nu_\rho(\rho)(k)^{-1} f(na)$$

for almost all $\Gamma_N nak \in \Gamma_N \setminus NA[Y]K$, $a \in A[Y]$, $n \in N$, $k \in K$, and whose norm

$$\|f\|^2 = \int_{\log Y}^\infty \int_{\Gamma_N N} e^{-(d-1)t} \|\tilde{f}(\tilde{n}a(t))\|^2 d\Gamma_N \setminus N(\tilde{n}) \, dt$$

is finite. Here the norm in $\Lambda^p (n \oplus a)^* \otimes V_\rho$ is the norm induced by the metric on $n \oplus a \subset g$ and the admissible inner product on $V_\rho$. Then the space $L^2(\Gamma_N \setminus NA[Y]K, \nu_\rho(\rho))$ is canonically isometric to the space $L^2(F_P(Y); \Lambda^p E_\rho)$ of $\Lambda^p E_\rho$-valued $L^2$-sections on $F_P(Y)$. It follows that, for $\Phi \in \Lambda^p n^+ \otimes V_\rho$ and $\lambda \in \mathbb{R}$, $\lambda < 0$, the form $\tilde{\Phi}_{\lambda}$, restricted to $F_P(Y)$, where it defines an $E_\rho$-valued $p + 1$-form, is square integrable. More precisely, if $\Phi, \Psi \in \Lambda^p n^+ \otimes V_\rho$, and if $\lambda < 0$, one has

$$\langle \tilde{\Phi}_{\lambda}, \tilde{\Psi}_{\lambda} \rangle_{L^2(F_P(Y); \Lambda^{p+1} E_\rho)} = \langle \Phi, \Psi \rangle \text{vol}(\Gamma_N \setminus N) \int_{\log Y}^\infty e^{2\lambda t} \, dt = \langle \Phi, \Psi \rangle \text{vol}(\Gamma_N \setminus N) \frac{Y^{2\lambda}}{2|\lambda|}. \quad (6.10)$$

If $\rho \neq \rho_\theta$, then $\lambda_{p,\rho} < 0$ for $p > n$ and $\lambda_{n,\rho} < 0$. Thus using Lemma 6.3 and the preceding equation, for $p \geq n + 1$ one can define an orthonormal set of harmonic $E_\rho$-valued $p$-forms on $F_P(Y)$ which satisfy relative boundary conditions and which are square integrable. It will be shown in Lemma 16.1 that one obtains an orthonormal basis of the associated cohomology in this way.
7. Eisenstein series

We let $X = \Gamma \backslash \tilde{X}$ be the hyperbolic manifold of § 2.7, we let $\rho \in \text{Rep}(G)$, and we let $E_{\rho}$ be the flat vector bundle over $X$ as in § 3. In Corollary 6.2, we have constructed closed $E_{\rho}$-valued $p$-forms on the cusps of the manifold. The next step in Harder’s approach [26] is to lift these forms to $E_{\rho}$-valued $p$-forms on $X$ by averaging them over the cosets $\Gamma \cap N_{P_i} \backslash \Gamma$ corresponding to the cusps of $X$. Here one uses the theory of Eisenstein series to treat the analytic properties of the infinite sums obtained. Therefore, in this section we shall briefly review the theory of Eisenstein series.

For $\sigma \in \hat{M}$, $P_i \in \mathfrak{g}_\Gamma$, we define a representation $\sigma_{P_i}$ of $M_{P_i}$ by

$$\sigma_{P_i}(m_{P_i}) := \sigma(k_{P_i}^{-1}m_{P_i}k_{P_i}), \quad m_{P_i} \in M_{P_i}. \quad (7.1)$$

Let $\nu \in \hat{K}$ and $\sigma \in \hat{M}$ such that $[\nu : \sigma] \neq 0$. Then we let $E_{P_i}(\sigma, \nu)$ be the set of all continuous functions $\Phi$ on $G$ which are left-invariant under $N_{P_i}A_{P_i}$ such that for all $x \in G$ the function $m_{P_i} \mapsto \Phi_{P_i}(m_{P_i}x)$ belongs to $L^2(M_{P_i}, \sigma_{P_i})$, the $\sigma_{P_i}$-isotypical component of the right-regular representation of $M_{P_i}$, and such that for all $x \in G$ the function $k \mapsto \Phi_{P_i}(xk)$ belongs to the $\nu$-isotypical component of the right-regular representation of $K$. The space $E_{P_i}(\sigma, \nu)$ is finite dimensional, and one can show that $\dim(E_{P_i}(\sigma, \nu)) = \dim(\sigma) \dim(\nu)$.

We define an inner product on $E_{P_i}(\sigma, \nu)$ as follows. Any element of $E_{P_i}(\sigma, \nu)$ can be identified canonically with a function on $K$. For $\Phi, \Psi \in E_{P_i}(\sigma, \nu)$, put

$$\langle \Phi, \Psi \rangle := \text{vol}(\Gamma \cap N_{P_i} \backslash N_{P_i}) \int_{K} \Phi(k)\overline{\Psi(k)} \, dk. \quad (7.2)$$

Define the Hilbert space $E_{P_i}(\sigma)$ by

$$E_{P_i}(\sigma) := \bigoplus_{\nu \in \hat{K}} \bigoplus_{[\nu : \sigma] \neq 0} E_{P_i}(\sigma, \nu).$$

Let

$$E(\sigma, \nu) := \bigoplus_{P_i \in \mathfrak{g}_\Gamma} E_{P_i}(\sigma, \nu); \quad E(\sigma) := \bigoplus_{P_i \in \mathfrak{g}_\Gamma} E_{P_i}(\sigma).$$

For $\sigma \in \hat{M}$, $P_i \in \mathfrak{g}_\Gamma$, and $\lambda \in \mathbb{C}$, we let $E_{P_i}(\sigma, \lambda)$ be the $L^2(K)$-closure of all continuous functions $\Psi$ on $G$ which satisfy

$$\Psi(n_{P_i}a_{P_i}(t)x) = e^{(\lambda+(d-1)/2)i} \Psi(x), \quad t \in \mathbb{R}, n_{P_i} \in N_{P_i}, x \in G$$

and for which the functions $m_{P_i} \mapsto \Psi(m_{P_i}x)$, $x \in G$, belong to $L^2(M_{P_i}; \sigma_{P_i})$. We let

$$E(\sigma, \lambda) := \bigoplus_{i=1}^{\kappa(\Gamma)} E_{P_i}(\sigma, \lambda),$$

and we let $G$ act on $E_{P_i}(\sigma, \lambda)$ (respectively, $E(\sigma, \lambda)$) by the right-regular representation. For $\Phi \in E_{P_i}(\sigma)$ we define a function $\Phi_\lambda$ on $G$ by $\Phi_\lambda(n_{P_i}a_{P_i}(t)k) := e^{(\lambda+(d-1)/2)i} \Phi(k)$, $n_{P_i} \in N_{P_i}$, $a_{P_i} \in A_{P_i}$, $k \in K$. Then the assignment $\Phi \mapsto \Phi_\lambda$, $\Phi \in E_{P_i}(\sigma)$, is an isomorphism.
between $\mathcal{E}_P(\sigma)$ and $\mathcal{E}_P(\sigma, \lambda)$. Finally, $G$ acts on $\mathcal{E}(\sigma, \lambda)$ by the right-regular representation, and it is easy to see that $\mathcal{E}(\sigma, \lambda)$ with this $G$ action is equivalent to $\kappa(\Gamma) \dim(\sigma)$ copies of the principal series representation $\pi_{\sigma, -i\lambda}$, where the latter is parameterized as in (2.6); see for example [57, §4].

Now we let $\rho \in \text{Rep}(G)$ be a finite-dimensional irreducible representation of $G$ on $V_\rho$. Let $P_i \in \mathfrak{P}_T$. Then the results of the previous §§ 4–6 carry over to the parabolic subgroup $P_i$, where we use the fixed $k_{P_i}$-s in $K$ to identify each $P_i = k_{P_i} P k_{P_i}^{-1}$ with $P$. In particular, for $\sigma \in \hat{M}$, we shall denote by $(\Lambda^P n_{P_i}^* \otimes V_\rho)_{\sigma}$ the $\sigma_{P_i}$-isotypical component of the representation $(\Lambda^P \text{Ad}^* \otimes \rho)$ of $M_{P_i}$ on $(\Lambda^P n_{P_i}^* \otimes V_\rho)$. For $\Phi_{P_i} \in \Lambda^P n_{P_i}^* \otimes V_\rho$ we define the element $\Phi_{P_i, \lambda} := (\Phi_{P_i})_{\lambda} \in C^\infty((\Gamma \cap N_{P_i}) \setminus G, v_\rho(\rho))$ as in (5.2). The complex $C^*(g, K; \mathcal{E}_P(\tilde{\sigma}, \lambda) \otimes V_\rho)$ is a subcomplex of $C^*(g, K; C^\infty((\Gamma \cap N_{P_i}) \setminus G) \otimes V_\rho)$. Moreover, we have the following lemma.

**Lemma 7.1.** Let $\Phi_{P_i} \in (\Lambda^P n_{P_i}^* \otimes V_\rho)_{\sigma}$. Then, with respect to the isomorphism (4.5), one has

$$\Phi_{P_i, \lambda} \in C^P(g, K; \mathcal{E}_P(\tilde{\sigma}, \lambda) \otimes V_\rho),$$

where $\tilde{\sigma}$ is the contragredient representation of $\sigma$.

**Proof.** For $X \in \Lambda^P (g/t)$ and $g \in G$, $n_{P_i} \in N_{P_i}$, $a_{P_i}(t) \in A_{P_i}$, the function $\Phi_{P_i, \lambda; X}$, defined as in the end of § 4, obviously satisfies

$$\Phi_{P_i, \lambda; X}(n_{P_i} a_{P_i}(t) g) = e(\lambda + (d - 1)/2) \Phi_{P_i, \lambda; X}(g).$$

To show that the function $m_{P_i} \mapsto \Phi_{P_i, \lambda; X}(m_{P_i} g)$ belongs to $L^2(M_{P_i}; \tilde{\sigma}_{P_i}) \otimes V_\rho$, one just uses the Schur orthogonality relations [29, Corollary 4.10].

For $\Phi_{P_i} \in (\Lambda^P n_{P_i}^* \otimes V_\rho)_{\sigma}$ one defines the Eisenstein series $E(\Phi_{P_i} : \lambda)(x) \in C^\infty(\Gamma \setminus G, v_\rho(\rho))$ by

$$E(\Phi_{P_i} : \lambda)(x) := \sum_{y \in (\Gamma \cap N_{P_i}) \setminus \Gamma} \Phi_{P_i, \lambda}(y g); \quad x = \Gamma g. \quad (7.3)$$

By Lemma 7.1, under the isomorphism (4.5), $\Phi_{P_i, \lambda}$ can be written as a finite sum

$$\Phi_{P_i, \lambda} = \sum_j \omega_j \otimes \Psi_{P_i, \lambda}^j \otimes v_j,$$

where $\omega_j \in \Lambda^P (g/t)^*$, $\Psi_{P_i, \lambda}^j \in \mathcal{E}_P(\tilde{\sigma})$ (respectively, $\Psi_{P_i, \lambda}^j \in \mathcal{E}_P(\tilde{\sigma}, \lambda)$), and $v_j \in V_\rho$. Thus the main results about the ‘usual’ scalar-valued Eisenstein series, due to Selberg [62], Langlands [32], Harish-Chandra [27], and others, continue to hold for the vector-valued Eisenstein series defined in (7.3) with the obvious modifications.

We shall now briefly review them. On $\Gamma \setminus G \times \{ \lambda \in \mathbb{C} : \text{Re}(\lambda) > n \}$ the series (7.3) is absolutely and locally uniformly convergent. As a function of $\lambda$, it has a meromorphic continuation to $\mathbb{C}$ with only finitely many poles in the strip $0 < \text{Re}(\lambda) \leq n$ which are located on $(0, n]$, and it has no poles on the line $\text{Re}(\lambda) = 0$.
For $P_j \in \mathfrak{P}_G$, $\Phi_{P_j} \in (\Lambda^P n_{P_j}^* \otimes V_\rho)_\sigma$ and $g \in G$, let
\[ E_{P_j}(\Phi_{P_j} : \lambda)(g) := \frac{1}{\text{vol}(\Gamma \cap N_{P_j} \setminus N_{P_j})} \int_{\Gamma \cap N_{P_j} \setminus N_{P_j}} E(\Phi_{P_j} : \lambda)(ng) \, dn \]
be the constant term of $E(\Phi_{P_j} : \lambda)$ along $P_j$. Then there exists a meromorphic function
\[ C_{P_j|P_j}(\sigma : \lambda) : C^* (g, K; \mathcal{E}_{P_j}(\sigma : \lambda) \otimes V_\rho) \to C^* (g, K; \mathcal{E}_{P_j}(w_0 \sigma : -\lambda) \otimes V_\rho) \]
such that for $P_i, P_j \in \mathfrak{P}_G$ one has
\[ E_{P_j}(\Phi_{P_j} : \lambda) = \delta_{i,j} \Phi_{P_i, \lambda} + C_{P_i|P_j}(\sigma : \lambda) \Phi_{P_i, \lambda}. \tag{7.4} \]
Furthermore, let
\[ C(\sigma, \lambda) : \bigoplus_{P_i \in \mathfrak{P}_G} C^* (g, K; \mathcal{E}_{P_i}(\sigma : \lambda) \otimes V_\rho) \to \bigoplus_{P_i \in \mathfrak{P}_G} C^* (g, K; \mathcal{E}_{P_i}(w_0 \sigma : -\lambda) \otimes V_\rho) \]
be the map built from the maps $C_{P_i|P_j}(\sigma, \lambda)$. Then one has
\[ C(w_0 \sigma, \lambda) C(\sigma, -\lambda) = \text{Id}; \quad C(\sigma, \lambda)^* = C(w_0 \sigma, \lambda). \tag{7.5} \]

Let $P_i, P_j \in \mathfrak{P}_G$, and let $\Phi_{P_j} \in (\Lambda^P n_{P_j}^* \otimes V_\rho)_\sigma$. Then, for $C_{P_i|P_j}(\sigma : \lambda) \Phi_{P_i, \lambda}$, regarded as an element of $C^\infty(\Gamma \cap N_{P_j} \setminus G, \nu_\rho(\rho))$, and for $a \in A_{P_j}$, one has
\[ \iota_a^*(C_{P_i|P_j}(\sigma : \lambda) \Phi_{P_i, \lambda}) \in (\Lambda^P n_{P_j}^* \otimes V_\rho)_{w_0 \sigma}. \tag{7.6} \]
where $\iota_a^*$ is as in §5. This follows easily from the usual properties of the constant-term matrix, [27, II, §§4–5] and the above constructions.

**Remark 7.2.** The maps $C_{P_i|P_j}(\sigma, \lambda)$ are of course constructed out of the usual constant-term matrices $C_{P_i|P_j}$ of Eisenstein series, used in [48, 52]. However, by the isomorphism from Lemma 7.1, $C_{P_i|P_j}(\sigma, \lambda)$ is in fact constructed out of the matrix $C_{P_i|P_j}(\tilde{\sigma}, \lambda)$ used in these articles.

### 8. Bases of cohomology classes on certain flat bundles using Eisenstein series

We can now give explicit bases of the de Rham cohomology groups $H^* (X; E_\rho)$ of $X$ with coefficients in the flat vector bundles $E_\rho$ for those $\rho \in \text{Rep}(G)$ which satisfy $\rho \neq \rho_0$ using the approach of Harder and Schwermer.

We let $X$ be as in §2.7, and we let $Y \supseteq Y_0$, where $Y_0$ is as in §2.7. Then we can restrict $E_\rho$ to $X(Y)$ and to the boundary $\partial X(Y)$ of $X(Y)$. We shall denote the corresponding de Rham (or equivalently singular) cohomology groups by $H^*(X(Y); E_\rho)$ and $H^*(\partial X(Y); E_\rho)$. By $H^*(X(Y), \partial X(Y); E_\rho)$ we denote the relative cohomology groups corresponding to the space $X(Y)$ and $\partial X(Y)$ and the bundle $E_\rho$. We have a long exact sequence
\[ \cdots \to H^p (X(Y), \partial X(Y); E_\rho) \to H^p (X(Y); E_\rho) \to H^p (\partial X(Y); E_\rho) \to H^{p+1} (X(Y); E_\rho) \to \cdots. \]
The cohomology groups $H^p (X(Y); E_\rho)$ are of course independent of $Y$, and are just equal to the de Rham cohomology groups $H^p (X; E_\rho)$, or can be written as $H^p (\overline{X}; E_\rho)$, where
\( \bar{X} \) denotes the Borel–Serre compactification of \( X \). However, since later on we shall work with the truncated manifolds \( X(Y) \), we shall use them here too. Let \( H^p_\rho(X(Y); E_\rho) \) denote the image of \( H^p(X(Y), \partial X(Y); E_\rho) \) in \( H^p(X(Y); E_\rho) \) in the long exact sequence above.

Let \( H^p_0(X; E_\rho) \) denote the \( L^2 \)-cohomology groups of \( X \) with coefficients in \( E_\rho \). By definition, these are the cohomology groups of the subcomplex of the \( E_\rho \)-valued de Rham complex on \( X \) which is formed by the smooth \( E_\rho \)-valued differential forms on \( X \) that are square integrable and whose exterior derivative is also square integrable. Then the following proposition holds.

**Proposition 8.1.** Let \( \rho \in \text{Rep}(G), \rho \neq \rho_0 \). Then one has \( H^4(\rho; E_\rho) = 0 \).

**Proof.** The group \( G \) acts on \( L^2(\Gamma\backslash G) \) by the right-regular representation \( \pi_\Gamma \), and one denotes by \( L^2(\Gamma\backslash G)^\infty \) the corresponding smooth \( K \)-finite vectors. Then by a result of Borel [7, Theorem 3.5] one has \( H^4_0(X; E_\rho) = H^4(g, K; \mathcal{V}_\rho \otimes L^2(\Gamma\backslash G)^\infty) \). According to the spectral decomposition of \( \pi_\Gamma \), this cohomology splits into a finite direct sum of \( (g, K) \)-cohomology spaces with coefficients either in irreducible unitary representations of \( G \) or in direct integrals of tempered principal series representations of \( G \); see [9, Theorem 5.3]. Using the condition \( \rho \neq \rho_0 \), it follows that the cohomology of the first type is zero by [10, Proposition II. 6.12] and that the cohomology of the second type is zero by [8, Theorem 3.6]. \( \square \)

**Remark 8.2.** Proposition 8.1 can also be proved as follows. Let \( \Delta_\rho(\rho) \) be the flat Hodge–Laplace operator acting on the smooth compactly supported \( E_\rho \)-valued \( p \)-forms on \( X \). Since \( X \) is complete, this operator is essentially self-adjoint [19], and its closure will be denoted by the same symbol. It follows from the results of [48, § 7] and [52, § 5] that the spectrum \( \sigma(\Delta_\rho(\rho)) \) of \( \Delta_\rho(\rho) \) satisfies \( \sigma(\Delta_\rho(\rho)) \subseteq \left[ \frac{1}{4}, \infty \right) \). More precisely, by the theory of Eisenstein series applied in [48, 52] to the present case, the continuous spectrum of \( \Delta_\rho(\rho) \) consists of the intervals \( (\rho(\Omega) - c(\sigma), \infty) \), each occurring with multiplicity \( \kappa(\Gamma) \), where \( \sigma \in \hat{M} \) is such that \( |v_\rho(\rho) : \sigma| \neq 0 \), where \( c(\sigma) \) is as in (2.8) and where \( \rho(\Omega) \) is the Casimir eigenvalue of \( \Omega \). Thus by [48, Lemma 7.1] and the condition that \( \rho \neq \rho_0 \), the continuous spectrum of \( \Delta_\rho(\rho) \) lies in \( [1/4, \infty) \). The same holds for the discrete spectrum by [48, Lemma 7.3] and [52, Corollary 5.2]. Since \( \Delta_\rho(\rho) \) is essentially self-adjoint, by [12, Lemma 3.8] the complex formed by the smooth \( E_\rho \)-valued differential forms on \( X \) with compact support has a unique ideal boundary condition. By [12, Theorem 3.5] the cohomology of this Hilbert complex coincides with the cohomology \( H^4_\rho(X; E_\rho) \). Since the \( \Delta_\rho(\rho) \) are the Laplacians of this Hilbert complex, Proposition 8.1 follows therefore from [12, Theorem 2.4, Corollary 2.5].

By the next lemma, the de Rham cohomology of \( X \) with coefficients in \( E_\rho \) is determined by its restriction to the boundary if \( \rho \neq \rho_0 \).

**Lemma 8.3.** Let \( \rho \in \hat{G} \), and assume that \( \rho \neq \rho_0 \). Then one has \( H^p_1(X(Y); E_\rho) = 0 \) for each \( p \) or, in other words, the restriction map \( H^p(X(Y); E_\rho) \to H^p(\partial X(Y); E_\rho) \) is injective for each \( p \).
Proposition 8.4. Let \( \rho \in \hat{G} \), and assume that \( \rho \neq \rho_0 \). For \( k > n \), \( P_I \in \mathfrak{P}_\Gamma \), and \( \Phi_{P_I} \in H^k(n_{P_I}; V_{\rho}) \), the Eisenstein series \( E(\Phi_{P_I} : \lambda) \) is holomorphic at \( \lambda = -\lambda_{\rho,k} \). Moreover, \( E(\Phi_{P_I} : -\lambda_{\rho,k}) \) is closed. For \( \Phi_{P_I} \in H^0(n_{P_I}; V_{\rho}) \), the Eisenstein series \( E(\Phi_{P_I} : \lambda) \) is holomorphic in \( \lambda = -\lambda_{\rho,n}^{-} \), and \( E(\Phi_{P_I} : -\lambda_{\rho,n}^{-}) \) is closed.

Proof. We can assume without loss of generality that \( n_{P_I} = n \). If \( \omega_0 \) is the non-trivial element of the restricted Weyl group \( W(A) \), then for \( \rho \neq \rho_0 \) one has \( \sigma_{\rho,w} \neq \omega_0 \sigma_{\rho,w} \) for each \( w \in W_1 \) by (2.5), (2.6), and (6.7). Thus by [30, Propositions 49, 53], there exists no complementary series corresponding to \( \sigma_{\rho,w} \); i.e., in our parameterization no representation \( \pi_{\rho,w,\lambda} \), \( \lambda \in \mathbb{R} \), is unitarizable. As is well known, this implies that the Eisenstein Series \( E(\Phi : \lambda) \) is holomorphic on \( \{ \lambda \in \mathbb{C} : \text{Re}(\lambda) > 0 \} \). If \( \lambda_0 \) was a pole of \( E(\Phi : \lambda) \) lying in this set, it would be a simple pole with \( \lambda_0 \in (0, n] \), and, by the spectral decomposition of the right-regular representation \( \pi_\Gamma \) of \( G \) on \( L^2(\Gamma \setminus G) \), [32, 66], the corresponding residue of the Eisenstein series would establish \( \pi_{\sigma_{\rho,w},-i\lambda_0} \) as a direct summand of \( \pi_\Gamma \), which contradicts the absence of complementary series. If \( \rho \neq \rho_0 \), then, by (2.5) and (6.7), for \( k > n \) one has \( \lambda_{\rho,k} < 0 \), and one has \( \lambda_{\rho,n}^{-} < 0 \). Thus the statement about the holomorphy of the corresponding Eisenstein series follows.

Assume that \( k > n \). If \( \Phi \in H^k(n; V_{\rho}) \), then by (6.4) one has \( (\Lambda^k \text{Ad}^* \otimes \rho)(H_1) \Phi = (\lambda_{\rho,k} - n)\Phi \), and thus by Lemma 5.1 the form \( \Phi_1 \) is closed at \( \lambda = -\lambda_{\rho,k} \). This implies that also \( E(\Phi : -\lambda_{\rho,k}) \) is closed; see [61, 4.3(4)]. For \( k = n \) one argues in the same way.

In the next three propositions, we can now describe the cohomology spaces \( H^*(X; E_{\rho}) \) completely, and we can also give canonical bases of these spaces. We would like to emphasize again that these propositions are essentially elaborations of the ideas of Harder [26] and Schwermer [61]. For \( Y \geq Y_0 \) we shall use the identification

\[
H^k(\partial X(Y); E_{\rho}) \cong \bigoplus_{P_I \in \mathfrak{P}_\Gamma} H^k(\Gamma \cap N_{P_I}; N_{P_I}; E_{\rho}) \cong \bigoplus_{P_I \in \mathfrak{P}_\Gamma} H^k(n_{P_I}; V_{\rho}),
\]

where the second isomorphism, induced by the map (5.1), is the isomorphism of van Est [22]. Moreover, by \( \iota_k^*(Y) \) we shall denote the restriction map

\[
\iota_k^*(Y) : H^k(X(Y); E_{\rho}) \to H^k(\partial X(Y); E_{\rho})
\]

in cohomology. To ease notation, we shall denote the restriction \( \omega|X(Y) \) of an \( E_{\rho} \)-valued differential form \( \omega \) on \( X \) to an \( E_{\rho} \)-valued differential form on \( X(Y) \) by the same symbol \( \omega \).

Proposition 8.5. Let \( \rho \in \text{Rep}(G) \), and assume that \( \rho \neq \rho_0 \). Let \( n < k \leq 2n \), and let \( Y \geq Y_0 \). Then \( \iota_k^*(Y) \) is an isomorphism. More explicitly, for \( \Phi \in \bigoplus_{P_I \in \mathfrak{P}_\Gamma} H^0(n_{P_I}; V_{\rho}), \)
the Eisenstein series $E(\Phi : -\lambda_{\rho,k})$ is a non-trivial cohomology class with $t_k^\ast(Y)E(\Phi : -\lambda_{\rho,k}) = \Phi$.

**Proof.** We can assume that there exists a $P_i \in \mathfrak{P}_\Gamma$ with $\Phi \in \mathcal{H}^k(n_{P_i}; V_\rho)$. According to the previous section we shall write $\Phi = \Phi_{P_i}$. By Proposition 8.4, the Eisenstein series $E(\Phi_{P_i} : \lambda)$ has no pole in $\lambda = -\lambda_{\rho,k}$, and $E(\Phi_{P_i} : -\lambda_{\rho,k})$ is closed. Thus by [26, p. 152], [61, Satz 1.10] also the constant term $E_{P_i}(\Phi_{P_i} : -\lambda_{\rho,k})$ along $P_i$ of $E(\Phi_{P_i} : -\lambda_{\rho,k})$ is closed, and the restriction of $E(\Phi_{P_i} : -\lambda_{\rho,k})$ to the boundary component associated to $P_j$ in the decomposition (2.13) is cohomologous to the restriction of $E_{P_j}(\Phi_{P_j} : -\lambda_{\rho,k})$ to the boundary component associated to $P_j$. By (7.4) one has

$$E_{P_j}(\Phi_{P_i} : -\lambda_{\rho,k}) = \delta_{i,j} \Phi_{P_i,-\lambda_{\rho,k}} + \mathcal{C}_{P_i}|P_j(\sigma_{\rho,k}, -\lambda_{\rho,k})\Phi_{P_i,-\lambda_{\rho,k}}. \quad (8.2)$$

Since $k > n$, and since $\Phi_{P_i}$ is harmonic, one has $\Phi_{P_i} \in (\Lambda^k n_{P_i}^\ast \otimes V_\rho)_{\sigma_{\rho,k}}$ by (6.7). Thus, by (7.6), for $a \in A_{P_j}$ one has

$$t_a^\ast(\mathcal{C}_{P_i}|P_j(\sigma_{\rho,k}, -\lambda_{\rho,k})\Phi_{P_i,-\lambda_{\rho,k}}) \in (\Lambda^k n_{P_i}^\ast \otimes V_\rho)_{w_0 \sigma_{\rho,k}}.$$

However, as in the proof of Proposition 8.4, by the condition that $\rho \neq \rho_0$, one has $\sigma_{\rho,k} \neq w_0 \sigma_{\rho,k}$. Thus, since $k > n$, one has $\mathcal{H}^k(n_{P_i}^\ast; V_\rho) \cap (\Lambda^k n_{P_i}^\ast \otimes V_\rho)_{w_0 \sigma_{\rho,k}} = 0$ by (6.7). Applying Corollary 6.2, one obtains $t_k^\ast(Y)E(\Phi_{P_i} : -\lambda_{\rho,k}) = \Phi_{P_j}$, and the proposition follows from Lemma 8.3.

Next we prove the vanishing of the $E_{\rho}$-valued de Rham cohomology in degree $k < n$.

**Proposition 8.6.** Let $\rho \in \text{Rep}(G)$, and assume that $\rho \neq \rho_0$. Then, for $k < n$, one has $H^k(X(Y); E_\rho) = 0$.

**Proof.** By Lemma 8.3, it suffices to show that for $k < n$ the map $t_{N\rho}^\ast(Y)$ is zero. We let $E_\rho^\ast$ be the dual bundle of $E_\rho$. As in the case of trivial coefficients, we have a canonical pairing

$$B : H^k(\partial X(Y); E_\rho) \otimes H^{2n-k}(\partial X(Y); E_\rho^\ast) \to \mathbb{C}, \quad B(\omega, \eta) := \int_{\partial X(Y)} (\omega \wedge \eta)(x) \, dx,$$

where $\omega \wedge \eta$ is the ordinary $2n$-form on $\partial X(Y)$ defined as in [46, p. 729]. Also, as in the case of trivial coefficients, the classical Hodge theorem implies that the pairing $B$ is non-degenerate. By Stokes' theorem, for $\omega \in H^k(X(Y); E_\rho)$ and $\eta \in H^{2n-k}(X(Y); E_\rho^\ast)$, one has $B(t_k^\ast(Y)\omega, t_k^\ast(Y)\eta) = 0$. Let $\tilde{\rho}$ be the contragredient representation of $\rho$. Then the dual bundle $E_{\rho}^\ast$ is canonically isomorphic to $E_{\tilde{\rho}}$. By [24, § 3.2.5], for $n$ odd $\tilde{\rho}$ is equivalent to $\rho$, and for $n$ even $\tilde{\rho}$ is equivalent to $\rho_0$. In particular, if $\rho$ is not equivalent to $\rho_0$, then also $\tilde{\rho}$ is not equivalent to $(\tilde{\rho})_\theta$, and thus, by Proposition 8.5, for $k > n$ the map $t_k^\ast(Y) : H^{2n-k}(X(Y); E_\rho^\ast) \to H^{2n-k}(\partial X(Y); E_\rho^\ast)$ is surjective. Therefore, for $k < n$ the map $t_k^\ast(Y) : H^k(X(Y); E_\rho) \to H^k(\partial X(Y); E_\rho)$ must be the zero map.

It remains to consider the cohomology $H^n(X(Y); E_\rho)$. We will denote the projection of $\Psi \in \bigoplus_{P_i \in \mathfrak{P}_\Gamma} \Lambda^n(n_{P_i}) \otimes V_\rho$ to the subspace $\bigoplus_{P_i \in \mathfrak{P}_\Gamma} \mathcal{H}^n(n_{P_i}; V_\rho)_+$ by $[\Psi]_+$. If we use
that $\lambda_{\rho,n}^+ = -\lambda_{\rho,n}^-$, it follows easily from Lemma 5.2 and from equation (6.4) that, for $P_i, P_j \in \mathcal{P}_\Gamma$, $\Phi \in \mathcal{H}^n(n_{P_i}; V_{\rho})_-$, and $a \in A_{P_i}$, the form $[a^* (C_{P_i[P_j]}(\sigma^{-}_{\rho,n} : -\lambda_{\rho,n}^-)) \Phi_{-\lambda_{\rho,n}^-}]_+ \in \mathcal{H}^n(n_{P_i}; V_{\rho})_+$ does not depend on $a$. Therefore, we obtain a well-defined map from $\bigoplus_{P_i \in \mathcal{P}_\Gamma} \mathcal{H}^n(n_{P_i}; V_{\rho})_-$ to $\bigoplus_{P_i \in \mathcal{P}_\Gamma} \mathcal{H}^n(n_{P_i}; V_{\rho})_+$ which we shall denote by
\[
\Phi \mapsto [C(\sigma^{-}_{\rho,n}, -\lambda_{\rho,n}^-) \Phi]_+
\]
for brevity. Then we have the following proposition.

**Proposition 8.7.** Let $\rho \in \text{Rep}(G), \rho \neq \rho_0$. Then one has
\[
\dim \mathcal{H}^n(X(Y); E_{\rho}) = \frac{1}{2} \dim \mathcal{H}^n(\partial X(Y); E_{\rho}). \tag{8.3}
\]
More explicitly, for $\Phi \in \bigoplus_{P_i \in \mathcal{P}_\Gamma} \mathcal{H}^n(n_{P_i}; V_{\rho})_-$, one has
\[
i_n^*(Y) E(\Phi : -\lambda_{\rho,n}^-) = \Phi + [C(\sigma^{-}_{\rho,n}, -\lambda_{\rho,n}^-) \Phi]_+, \tag{8.4}
\]
and, if $\{\Phi_i\}$ is a basis of $\bigoplus_{P_i \in \mathcal{P}_\Gamma} \mathcal{H}^n(n_{P_i}; V_{\rho})_-$, then a basis of $\mathcal{H}^n(X(Y); E_{\rho})$ is given by the $E(\Phi_i : -\lambda_{\rho,n}^-)$.

**Proof.** One has
\[
\chi(X(Y); E_{\rho}) = \frac{1}{2} \chi(\partial X(Y); E_{\rho}) = \frac{1}{2} \dim(V_{\rho}) \chi(\partial X(Y)) = 0,
\]
where the last equality follows from the fact that $\partial X(Y)$ is a disjoint union of finitely many tori. Thus by Propositions 8.5 and 8.6 we conclude that
\[
(-1)^{n+1} \dim \mathcal{H}^n(X(Y); E_{\rho}) = \sum_{k=n+1}^{2n} (-1)^k \dim \mathcal{H}^k(X(Y); E_{\rho})
= \sum_{k=n+1}^{2n} (-1)^k \dim \mathcal{H}^k(\partial X(Y); E_{\rho}).
\]
If we apply the isomorphism (8.1), Proposition 6.1, and (6.7), we see immediately that we have $\dim \mathcal{H}^k(\partial X(Y); E_{\rho}) = \dim \mathcal{H}^{2n-k}(\partial X(Y); E_{\rho})$ for each $k$ (let us recall that $\rho$ is not necessarily self-dual). Thus from $\chi(\partial(X(Y))) = 0$ we conclude that
\[
\sum_{k=n+1}^{2n} (-1)^k \dim \mathcal{H}^k(\partial X(Y); E_{\rho}) = \frac{1}{2} (-1)^{n+1} \dim \mathcal{H}^n(\partial X(Y); E_{\rho}).
\]
Combining the last two equations, we obtain (8.3).

To prove (8.4), one can proceed exactly as in the proof of Proposition 8.5, using that in degree $n$ one has $w_n \sigma_{\rho,n}^- = \sigma_{\rho,n}^+$. Since $\mathcal{H}^n(n_{P_i}; V_{\rho})_- = \dim \mathcal{H}^n(n_{P_i}; V_{\rho})_+$, and since the sum in (8.4) is direct, the $E(\Phi_i : -\lambda_{\rho,n}^-)$ form a basis of $\mathcal{H}^n(X(Y); E_{\rho})$ by (8.3) and (8.4). \[\square\]

At the end of this section, we remark that Harder’s construction of Eisenstein cohomology classes also applies if $\rho \neq \rho_0$. The difference then is that the Eisenstein series
might have a pole at the point where one has to evaluate it, since Proposition 8.4 critically uses that \( \rho \neq \rho_0 \). If the Eisenstein series has a pole, one has to take its residue \([26]\), and the resulting cohomology class is actually a square-integrable cohomology class: Proposition 8.1 holds only if \( \rho \neq \rho_0 \). Finally, as pointed out by Harder, the cohomology classes defined by Eisenstein series in Propositions 8.5 and 8.7 are always harmonic in the sense that they are smooth \( E_\rho \)-valued \( p \)-forms on \( X \) which are annihilated by the flat Hodge Laplacian. In the present parameterization, this can just be read off from \([52, (3.8)]\) and Kuga’s formula. However, in our case the Eisenstein cohomology classes are never square integrable.

9. The Reidemeister torsion with respect to Eisenstein cohomology classes

In this section we define the Reidemeister torsion \( \tau_{\text{Reid}}(\overline{X}; E_\rho) \), \( \rho \neq \rho_0 \), of \( X \) with coefficients in \( E_\rho \) with respect to the basis in the cohomology of the previous section.

We will first briefly review the definition of the Reidemeister torsion of compact manifolds, possibly with boundary. For further details, we refer to the paper \([41]\), by Milnor. We follow \([46, \S \,1]\). First, we recall the definition of the Reidemeister torsion of a cochain complex. We remark that we take the opposite sign to that in \([46]\), since we work with cochain complexes. For a finite-dimensional real vector space \( V \) of dimension \( d \) we use the common notation \( \det V := \Lambda^d V \) if \( d > 0 \) and \( \det V := \mathbb{R} \) if \( d = 0 \). A non-zero element of \( \det V \) is called a volume element. If \( L \) is a one-dimensional real vector space, we let \( L^{-1} := L^* \), and for \( l \in L \), \( l \neq 0 \), we let \( l^{-1} \in L^* \) be the unique element defined by \( l^{-1}(l) = 1 \). If

\[
C^* : 0 \to C^0 \overset{d_0}{\to} C^1 \to \cdots \to C^{n-1} \overset{d_{n-1}}{\to} C^n \to 0
\]

is a cochain complex of finite-dimensional non-zero real vector spaces \( C^q \), and if \( H^q \) are its cohomology groups, we let

\[
\det C^* := \bigotimes_q \det C_q^{(-1)^{q+1}}; \quad \det H^* := \bigotimes_q \det H_q^{(-1)^{q}}.
\]

Then the Reidemeister torsion \( \tau(C^*) \) is an invariant associated to the cochain complex \( C^* \) which is defined as follows. Let \( b_q := \dim d_q(C^q) \), \( h_q := \dim H_q \). Let \( \theta_q \in \Lambda^{b_q} C^q \) such that \( d_q(\theta_q) \neq 0 \). Let \( Z^q := \ker(d_q) \), and let \( v_q : Z_q \to C_q \) be the inclusion. Let \( \mu_q \in \det H^q \), \( \mu_q \neq 0 \), and let \( v_q \in \Lambda^{\mu_q}(Z^q) \) such that \( \pi(v_q) = \mu_q \), where \( \pi : Z^q \to H^q \) is the canonical projection. Then \( \omega_q := d_{q-1}(\theta_{q-1}) \wedge \theta_q \wedge v_q \) is a non-zero element of \( \det C^q \), and one defines

\[
\tau(C^*) := \bigotimes_q \omega_q^{(-1)^{q+1}} \otimes \bigotimes_q \mu_q^{(-1)^q} \in (\det C^*)^{-1} \otimes \det H^*.
\]

It is easy to see that \( \tau(C^*) \) does not depend on the choices of \( \theta_q, \mu_q \), and \( v_q \).

If for each \( q \) bases \( A_q := \{\omega_{q,1}, \ldots, \omega_{q,m_q}\} \) of \( C^q \), \( m_q := \dim C_q \), and \( B_q := \{\eta_{q,1}, \ldots, \eta_{q,\mu_q}\} \) of \( H^q \) are given, one obtains non-zero elements

\[
\omega := \bigotimes_q (\omega_{q,1} \wedge \cdots \wedge \omega_{q,m_q})^{(-1)^{q+1}}; \quad \eta := \bigotimes_q (\eta_{q,1} \wedge \cdots \wedge \eta_{q,\mu_q})^{(-1)^q}
\]
of \((\det C^*)^{-1}/[\pm 1]\) (respectively, \(\det H^*/[\pm 1]\)). The element \(\omega\) determines an identification \((\det C^*)^{-1} \otimes \det H^* \cong \det H^*/[\pm 1]\), and \(\eta\) determines an identification \(\det H^*/[\pm 1] \cong \mathbb{R}^+\). Thus if \(\omega\) is fixed, one can associate to \(\tau(C^*)\) an element \(\tau(C^*, \omega) \in \det H^*/[\pm 1]\), and if \(\omega\) and \(\eta\) are fixed, one can associate to \(\tau(C^*)\) an element \(\tau(C^*, \omega, \mu) \in (0, \infty)\).

Now let \(M\) be a compact smooth manifold with boundary \(\partial M\). Assume that \(\partial M\) is a disjoint union \(\partial M = \partial M_1 \sqcup \partial M_2\). We do not exclude that \(\partial M, \partial M_1, \text{ or } \partial M_2\) are empty. Let \(\tilde{M}\) be the universal covering of \(M\) with a fixed base-point. Then the fundamental group \(\pi_1(M)\) acts on \(\tilde{M}\) by deck transformations. If \(\rho\) is a finite-dimensional representation of \(\pi_1(M)\) on a real or complex vector space \(V\), we let \(F_\rho := \tilde{M} \times_{\pi_1(M)} V\) be the associated flat vector bundle over \(M\); every flat vector bundle is obtained in this way. The representation \(\rho\) is called unimodular if \(|\det(\rho)(\gamma)| = 1\) for all \(\gamma \in \pi_1(M)\).

Let \(K\) be a smooth triangulation of \(M\) containing a subcomplex \(K_1\) triangulating \(\partial M_1\). Let \(\tilde{K}\) be the lift of \(K\) to a triangulation of \(\tilde{M}\), and let \(\tilde{K}_1\) be the corresponding lift of \(K_1\); then \(\tilde{K}_1\) is a subcomplex of \(\tilde{K}\). Let \(C^q(\tilde{K})\) (respectively, \(C^q(\tilde{K}_1)\)) be the real vector space generated by the \(q\)-cochains of \(\tilde{K}\) (respectively, \(\tilde{K}_1\)). The real group algebra \(\mathbb{R}[\pi_1(M)]\) acts on the spaces \(C^q(\tilde{K})\) (respectively, \(C^q(\tilde{K}_1)\)) by deck transformations, and one defines

\[
C^q(K; F_\rho) := C^q(\tilde{K}) \bigotimes_{\mathbb{R}[\pi_1(M)]} V_\rho; \quad C^q(K_1; F_\rho) := C^q(\tilde{K}_1) \bigotimes_{\mathbb{R}[\pi_1(M)]} V_\rho.
\]

The operators \(d_q : C^q(K; F_\rho) \rightarrow C^{q+1}(K; F_\rho)\) and \(d_q : C^q(K_1; F_\rho) \rightarrow C^{q+1}(K_1; F_\rho)\) induce coboundary operators \(d_q : C^q(K; F_\rho) \rightarrow C^{q+1}(K_1; F_\rho)\) and \(d_q : C^q(K_1; F_\rho) \rightarrow C^{q+1}(K_1; F_\rho)\), and one obtains cochain complexes \(C^\ast(K; F_\rho)\) and \(C^\ast(K_1; F_\rho)\). The second complex is a subcomplex of the first one, and thus the spaces

\[
C^q(K, K_1; F_\rho) := C^q(K; F_\rho)/C^q(K_1; F_\rho)
\]
also form a cochain complex, which one denotes by \(C^\ast(K, K_1; F_\rho)\). Let \(H^\ast(K; F_\rho)\) (respectively, \(H^\ast(K_1; F_\rho)\)) denote the cohomology groups of \(C^\ast(K; F_\rho)\) (respectively, \(C^\ast(K_1; F_\rho)\)). Then these groups are canonically isomorphic to the singular cohomology groups \(H^\ast(M; F_\rho)\) (respectively, the relative singular cohomology groups \(H^\ast(M, \partial M_1; F_\rho)\)) of \(M\) (respectively, \((M, \partial M_1)\)) with coefficients in \(F_\rho\); see \([68]\).

Fix a basis \(x_1, \ldots, x_m\), \(m = \dim(V_\rho)\), of \(V_\rho\), and consider the associated element \(\theta := x_1 \wedge \cdots \wedge x_m \in \det(V_\rho)/[\pm 1]\). Fix an embedding of \(K\) into \(\tilde{K}\). Then tensoring the \(x_i\) with the \(q\)-cochains of \(K\) (respectively, \(K - K_1\)) embedded into \(\tilde{K}\), one obtains a canonical family of bases of \(C^q(K; F_\rho)\) and of \(C^q(K, K_1; F_\rho)\). Since \(\rho\) is unimodular, the choice of embedding of \(\tilde{K}\) into \(\tilde{K}\) changes this basis only up to sign \([46]\).

Therefore, the Reidemeister torsions \(\tau(K; F_\rho; \theta) \in \det H^\ast(M; F_\rho)/[\pm 1]\) (respectively, \(\tau(K, K_1; F_\rho; \theta) \in \det H^\ast(M, \partial M_1; F_\rho)/[\pm 1]\)) are well defined. These torsions are invariant under subdivision \([41, 46]\), and are thus independent of the choice of the particular smooth triangulations \(\tilde{K}\) (respectively, \(\tilde{K}_1\)). Thus one obtains well-defined elements

\[
\tau(M; F_\rho; \theta) \in \det H^\ast(M; F_\rho)/[\pm 1]; \tau(M, \partial M_1; F_\rho; \theta) \in \det H^\ast(M, \partial M_1; F_\rho)/[\pm 1].
\]

The latter torsions still depend on the choice of \(\theta\). However, if the Euler characteristic of the complex \(C^\ast(K)\) (respectively, \(C^\ast(K, K_1)\)) vanishes, then they are independent
of $\theta$ [46], and thus they are combinatorial invariants. This is the case if $M$ is a closed odd-dimensional manifold, but it will also be the case in the present paper, since here $M$ will be an odd-dimensional manifold whose boundary is a disjoint union of tori. If the Euler characteristic does not vanish, one has to fix a volume element $\theta$ or more generally a metric $h_F$ on $F_\rho$ (respectively, on $\det F_\rho$) as in [4, 13, 14]. In this context, we remark that, in the variation formula of Brüning and Ma, the integrand of the first term on the right-hand side of [14, (3.26)], in which the variation of $h_F$ is incorporated in the unimodular case, vanishes if the boundary is a union of flat tori.

If we assume that $\chi(M) = 0 = \chi(M, \partial M_1)$, and if for each $q$ bases $B_q$ of $H^q(M; F_\rho)$ and $\tilde{B}_q$ of $H^q(M, \partial M_1; F_\rho)$ are given, and if $\mathcal{B} := \sqcup_q B_q$, $\tilde{\mathcal{B}} := \sqcup_q \tilde{B}_q$, then by the above construction we obtain well-defined elements

$$\tau(M, \mathcal{B}; F_\rho) \in (0, \infty); \quad \tau(M, \partial M_1, \tilde{\mathcal{B}}; F_\rho) \in (0, \infty).$$

If for each $q$ one is given another set of bases $B'_q$ of $H^q(M; F_\rho)$, and if one denotes by $A_q$ the base change matrix from $B_q$ to $B'_q$, then it is easy to see that for $\mathcal{B}' := \sqcup_q B'_q$ one has

$$\tau(M, \mathcal{B}'; F_\rho) = \prod_q |\det(A_q)|^{(-1)^q} \tau(M, \mathcal{B}; F_\rho). \quad (9.1)$$

If $g$ and $h$ are metrics on $M$ (respectively, $F_\rho$), then for each $q$ the flat Hodge–Laplace operator is defined, and by the Hodge–de Rham isomorphism the corresponding space of harmonic forms satisfying absolute boundary conditions is canonically isomorphic to the cohomology $H^*(M; F_\rho)$. Thus we obtain a family of bases of $H^*(M; F_\rho)$ which arise from $L^2$-orthonormal bases of harmonic forms under this isomorphism, and we shall denote by $\tau(M, g, h; F_\rho) \in \mathbb{R}^+$ the associated Reidemeister torsion. Analogously, one can define $\tau(M, \partial M_1, g, h; F_\rho)$ if one uses the Laplacians with relative boundary conditions at $\partial M_1$ and absolute boundary conditions at $\partial M_2$.

Now we can define the Reidemeister torsion of the manifold $\overline{X}$ from §2.7 with coefficients in the flat bundle $E_\rho$. We use the notation of the preceding section. For $P_j \in \mathcal{Q}_\Gamma$, the space $A^p(n_{P_j})^* \otimes V_\rho$ carries an inner product induced by the restriction of the inner product (2.1) on $g$ to $n_{P_j}$ and the admissible inner product on $V_\rho$. We normalize this inner product by $(\text{vol}((\Gamma \cap N_{P_j})\backslash N_{P_j}))^{-1/2}$. Then the map in (5.1), which induces an isomorphism on cohomology, embeds $A^p(n_{P_j})^* \otimes V_\rho$ isometrically into the space of square-integrable $E_\rho$-valued $p$-forms on the flat torus $(\Gamma \cap N_{P_j})\backslash N_{P_j}$ with its induced metric. For each $P_j \in \mathcal{Q}_\Gamma$ we fix an orthonormal basis $\Phi_{i,j}^k$ of $H^k(n_{P_j}; V_\rho)$ if $k > n$, and we fix an orthonormal basis $\Phi_{i,j}^a$ of $H^a(n_{P_j}; V_\rho)$ if $k > n$. Then, by Proposition 8.5, for $k > n$ we obtain bases

$$\mathcal{B}_k := \{E(\Phi_{i,j}^k, -\lambda_{\rho,k}) : j = 1, \ldots, \kappa(\Gamma) : i = 1, \ldots, \dim H^k(n_{P_j}; V_\rho)\}$$

of $H^k(X; E_\rho)$, and by Proposition 8.7 we obtain a basis

$$\mathcal{B}_n := \{E(\Phi_{i,j}^a, -\lambda_{\rho,a}) : j = 1, \ldots, \kappa(\Gamma) : i = 1, \ldots, \dim H^a(n_{P_j}; V_\rho)\}$$

of $H^n(X; E_\rho)$. Moreover, by Proposition 8.6, the cohomology groups $H^k(X; E_\rho)$ vanish for $k < n$. If one is given another set of orthonormal bases $\Psi_{i,j}^k$ of each $H^k(n_{P_j}; V_\rho)$, then,
since the assignment $\Phi \mapsto E(\Phi : -\lambda, \rho)$ is linear, the determinant of the base-change matrix $A_k$ from the basis $B_k$ to the corresponding basis $B'_k$ has absolute value 1. The same holds for the cohomology in degree $n$. Therefore, by (9.1) one can define the Reidemeister torsion

$$\tau_{\text{Eis}}(\overline{X}; E_\rho) \in (0, \infty)$$

as the Reidemeister torsion of $\overline{X}$ with coefficients in $E_\rho$ with respect to the set of bases in the cohomology groups $H^*(\overline{X}; E_\rho) \cong H^*(X; E_\rho)$ formed by any set of bases $B = \sqcup_{l=1}^{2n} B_l$ of the above form. This construction is obviously independent of the truncation parameter $Y$ which we choose to realize $\overline{X}$ as $X(Y)$, since the cohomology classes we work with now are restrictions of cohomology classes from $X$ to $X(Y)$.

10. Regularized and relative traces and torsions

Let $X = \Gamma \backslash \overline{X}$ be the same manifold as in § 2.7, and for $v \in \hat{K}$ let $E_v$ be the locally homogeneous vector bundle over $X$ as in § 3, equipped with the metric $h$ induced by the inner product on $V_v$. We let $A_v$ be the differential operator on $E_v$ which on $C^\infty(\Gamma \backslash G, v)$ acts as $-\Omega$ under the isomorphism in (3.2). By the arguments of [48, § 4], $A_v$ with domain the smooth compactly supported sections is bounded from below and is essentially self-adjoint. Its closure will be denoted by the same symbol.

In order to allow compact perturbations of the metrics on $X$ and $E_\rho$, and to allow the compactly supported variation of the de Rham complex due to Vishik and Lesch, we will also need to consider operators which coincide with the operator $A_v$ only outside a compact subset of $X$. Therefore, we make the following definition, which is parallel to the definition of Müller [45, Definition 5.3].

**Definition 10.1.** A second-order elliptic differential operator $B_v$ on $C^\infty(X, E_v)$ is called locally homogeneous at infinity if there exist a $Y_1 \geq Y_0$ and a $C(B_v) \in \mathbb{R}$ such that for all $f \in C^\infty(X, E_v)$ with $f|_{X(Y_1)} = 0$ one has $B_v f = A_v f + C(B_v) f$, and if there exist metrics $g_1$ on $X$ and $h_1$ on $E_v$ which coincide with $g$ and $h$ outside $X(Y_1)$ such that $B_v$ with domain the smooth compactly supported sections is symmetric with respect to the $L^2$-inner product induced by $g_1$ and $h_1$ and such that $B_v$ is bounded from below.

**Remark 10.2.** The manifold $X$ with the new metric $g_1$ and the bundle $E_v$ with the metric $h_1$ are of course just special cases of a Riemannian manifold with cusps and a bundle which is locally homogeneous at infinity in the sense of Müller [45, Definitions 5.1, 5.2]. On the other hand, Definition 10.1 is slightly more general than the corresponding definition given in [45, § 5], since the operators considered by Müller, who mainly studied index problems, arise as squares of generalized Dirac operators; see [45, Definition 5.3]. However, an inspection of the proofs shows that the results about the heat kernels of such operators obtained by Müller in [45, § 7] continue to hold for the operators $B_v$ introduced in the previous Definition 10.1.
Let \( e^{-tB_v} \) be the heat semigroup of \( B_v \). Then \( e^{-tB_v} \) acts on \( L^2(X, E_v) \) as an integral operator with smooth kernel

\[
K_{B_v}(t, x, y) \in C^\infty(X \times X, E_v \otimes E_v^\ast),
\]

where the \( L^2 \)-space is taken with respect to the metrics \( g_1 \) and \( h_1 \) implicit in the definition of \( B_v \). The kernel \( K_{B_v}(t, x, y) \) has been studied by Müller in [45]. For each \( i = 1, \ldots, \kappa(X) \), consider the complete infinite volume cusp \( F_{P_i} := (\Gamma \cap N_P) \backslash G / K \) which is equipped with the metric induced from the hyperbolic metric on \( G / K \). Then \( v \) defines a locally homogeneous vector bundle \( W_{P_i, v} \) over \( F_{P_i} \). The non-uniformity in the Gaussian estimates for \( K_{B_v} \) can be controlled by the following function. Let \( r_{P_i} \) be the function on \( G \) given by

\[
r_{P_i}(n_{P_i}, t_{P_i}(y)k) := y; \quad n_{P_i} \in N_{P_i}, t_{P_i}(y) \in A_{P_i}, k \in K.
\]

The function \( r_{P_i} \) obviously descends to a function on \( F_{P_i} \). Then we fix a smooth function \( r \) on \( X \) such that \( r(x) = r_{P_i}(x) \) if \( x \in F_{P_i}(Y_1 + 1) \) and such that \( r(x) \geq 1 \) for all \( x \in X \). If \( C(B_v) \in \mathbb{R} \) is the constant from Definition 10.1, then by the same arguments as in [48, §4] \(-\Omega + C(B_v)\) defines an elliptic essentially self-adjoint operator \( B_{P_i,v} \) which acts on the smooth section of \( W_{P_i, v} \) and which is bounded from below. Let \( K_{B_{P_i,v}}(t, x, y) \) be the integral kernel of \( e^{-tB_{P_i,v}} \). In [45], the integral kernel \( K_{B_v}(t, x, y) \) was constructed by patching together the interior heat kernel of \( B_v \) on the compact manifold \( X(Y_1 + 1) \) with the restriction of the kernels \( K_{B_{P_i,v}}(t, x, y) \) to the cusps \( F_{P_i}(Y_1) \) of \( X \). This construction implies the following proposition.

**Proposition 10.3.** For each \( T > 0 \) there exist constants \( C_1, C_2 > 0 \) such that for all \( x, y \in X \) and all \( t \in (0, T) \) and \( j \in \{0, 1\} \) one can estimate

\[
\|B^j_{P_i}K_{B_v}(t, x, y)\| \leq C_1 r(x)^n r(y)^n t^{-\frac{d}{2} - j} e^{-C_2 \frac{d^2(\nu, \nu)}{t}}. \tag{10.1}
\]

Moreover, for each \( T > 0 \) there exists a constant \( C > 0 \) such that, for each \( P_i \in \mathcal{P}_\Gamma \), all \( x \in F_{P_i}(Y_1 + 1) \subset F_{P_i}(Y_1) \), and all \( t \in (0, T) \), one has

\[
\|K_{B_v}(t, x, x) - K_{B_{P_i,v}}(t, x, x)\| \leq C e^{-\frac{\text{dist}^2(t, \partial F_{P_i}(Y_1))}{t}}. \tag{10.2}
\]

**Proof.** This follows immediately from the construction of the kernel \( K_{B_v} \) given by Müller in [45, Chapters 3, 7] which works identically in the present situation (see Remark 10.2), and for \( j = 0 \) it is stated in [45, Proposition 7.10]. Let us briefly outline the main steps of the argument. We may assume that \( B_v \) coincides with \( A_v \) outside a compact subset of \( X \). Let \( \tilde{A}_v \) be the lift of \( A_v \) to a differential operator of Laplace type acting on the smooth sections of the bundle \( \tilde{E}_v \) over \( \tilde{X} \) which is defined as in §3, and let \( K_{\tilde{A}_v} \) be the integral kernel of \( e^{-t\tilde{A}_v} \). Then \( K_{\tilde{A}_v} \) was constructed by Donnelly for the scalar case [21] and, as remarked by Donnelly [21, p. 485], this construction carries over to the vector-valued case. We remark that Donnelly’s construction is applicable in the present situation since in the present case there exist of course discrete torsion-free subgroups \( \Gamma_1 \) of \( G \) such that
$\Gamma \setminus \tilde{X}$ is compact. By [21, p. 488 (P4)], for each $T > 0$ there exists a constant $C_1$ such that, for all $t \in (0, T]$ and for $j \in \{0, 1\}$, one has the estimate

$$\|\tilde{A}_v K_{\tilde{A}_v}(t, x, y)\| \leq C_1 t^{-\frac{j}{2}} e^{-\frac{d^2(x, y)}{4t}}, \quad x, y \in \tilde{X}.$$ 

According to the isomorphism $C^\infty(G, v) \cong C^\infty(\tilde{X}, \tilde{E}_v)$ from § 3, we regard $K_{\tilde{A}_v}$ as a function on $G \times G$ with values in $\text{End}(V_v)$. This function is invariant under the diagonal action of $G$; see [48, §4]. Similarly, we regard the kernel $K_{B_P, v}$ as an $\text{End}(V_v)$-valued function on $(\Gamma \cap N_{P_i}) \setminus G \times (\Gamma \cap N_{P_i}) \setminus G$ corresponding to the canonical isomorphism $C^\infty(F_{P_i}, E_v) \cong C^\infty((\Gamma \cap N_{P_i}) \setminus G, v)$ which is obtained as in § 4. Then $K_{B_P, v}$ is obtained by averaging $K_{\tilde{A}_v}$ over $\Gamma \cap N_{P_i}$; i.e.,

$$K_{B_P, v}(t, x, y) = \sum_{\gamma \in \Gamma \cap N_{P_i}} K_{\gamma \tilde{A}_v}(t, x, y).$$

If $B_v = A_v$ everywhere, one of course obtains the kernel $K_{B_v}$ on $X \times X$ by averaging $K_{\tilde{A}_v}$ over the whole group $\Gamma$. By [45, Lemma 3.20], for fixed $Y > 0$ and $T > 0$ there exists a constant $C > 0$ such that one can estimate

$$\sum_{\gamma \in \Gamma \cap N_{P_i}} e^{-\frac{d^2(x, y)}{4t}} \leq C r(x)^n r(y)^n e^{-\frac{d^2(x, y)}{4t}}$$

for all $x, y \in F_{P_i}(Y)$ and all $t \in (0, T]$ (let us remark that the $\Gamma$ in [45, Chapter 3] is the present $\Gamma \cap N_{P_i}$). This implies the estimates in (10.1) for the kernels $K_{B_{P_i}, v}$ restricted to $F_{P_i}(Y) \times F_{P_i}(Y)$. We recall that the $F_{P}(Y)$ form the cusps of $X$. Now, as in [45, Chapter 7], one obtains the kernel $K_{B_v}$ by patching together the kernels $K_{B_{P_i}, v}$, $P_i \in \mathcal{P}_v$, with the heat kernel $e_2$ of a compact manifold restricted to the compact part $X(Y_1 + 1)$ of $X$ using the parametrix method. A similar construction will be carried out in detail in § 13 of the present paper. Since the kernel $e_2$ satisfies the required estimates, one obtains the estimates in (10.1) as in [45, Chapter 7]. The estimate in (10.2) is an immediate consequence of this construction since the term $P \ast Q$ which can be defined as in [45, Chapter 7] (on page 62 after (7.8)) is easily seen to satisfy this estimate for $x \in F_{X}(Y_1 + 1)$ if one employs the estimate [45, (7.7), Chapter 7] for the function $Q$, the fact that $Q$ has uniform compact support in the first variable, and the fact that the parametrix $P$ can be estimated using [45, (7.1), Chapter 7].

We shall now review some concepts to model the heat trace of the operators just introduced. First, for the operators $A_v$, in [48], we introduced the regularized trace of $e^{-tA_v}$ following ideas of Melrose [38] and Park [55]. This trace was defined as follows. Let

$$K_{A_v}(t, x, y) \in C^\infty(X \times X, E_v \otimes E_v^*)$$

be the integral kernel of $e^{-tA_v}$. Then by [48, equation (5.7)] one has an asymptotic expansion

$$\int_{X(Y)} \text{Tr} K_{A_v}(t, x, x) \, dx = \sum_{\sigma \in M} \left( \kappa(\Gamma) e^{t(c(\sigma))} \frac{\log Y \dim(\sigma)}{\sqrt{4\pi t}} \right) + a_0(t) + o(1), \quad (10.3)$$
as $Y \to \infty$. Since on a compact manifold the trace of the heat operator is given by the integral of the pointwise fibre trace of the heat kernel on the diagonal, one defines the regularized trace $\text{Tr}_{\text{reg}}(e^{-tA_\nu})$ as the constant term $a_0(t)$ of the asymptotic expansion (10.3).

There is also a different way to model the definition of the heat trace, namely the concept of the relative trace, which is due to Müller [45]. This concept is more convenient for our approach to the gluing formula, since in this way we can avoid any interchange of limits. The idea behind the definition of the relative trace is as follows. Restricting the operator $A_\nu$ to the 0th Fourier coefficients on the cusps of the manifold, one obtains an ordinary differential operator which can be computed explicitly. Then by a result of Müller the difference of the associated heat kernels is trace class, and the trace of this difference is by definition the relative trace. For a general discussion of relative traces, we refer to [47].

We shall now make this definition more explicit in the present context. Let $P_i \in \mathcal{P}_v$, let $Y_0$ be as in § 2.7, and let $u \in \mathbb{R}^+$ with $u > Y_0$. Let $L^2([u, \infty), y^{-d} dy; V_\nu)$ denote the space of $V_\nu$-valued $L^2$-functions on $[u, \infty)$ with respect to the measure $y^{-d} dy$ and the fixed metric on $V_\nu$. Then the decomposition (2.10) gives a natural inclusion $I_{P_i, u}$ of $L^2([u, \infty), y^{-d} dy; V_\nu)$ into the space $L^2(\Gamma \setminus G, v)$. For $f \in L^2(\Gamma \setminus G, v)$ and $x \in \Gamma \setminus G$, $x = \Gamma g$, $g = n_{P_i} \cdot \tau_{P_i}(y) k$, let

$$I_{P_i, u} f(n_{P_i} \cdot \tau_{P_i}(y) k) := \frac{1}{\sqrt{\text{vol}(\Gamma \cap N_{P_i} \setminus N_{P_i})}} v(k^{-1}) \chi_u(y) \phi(y); \quad n_{P_i} \in N_{P_i}, \tau_{P_i}(y) \in A_{P_i}, k \in K$$

on $G$ is $\Gamma$-invariant and can therefore be regarded as an element of $L^2(\Gamma \setminus G, v)$. By (2.11) and (2.15), the assignment $\phi \mapsto I_{P_i, u} \phi$ embeds the space $L^2([u, \infty), y^{-d} dy; V_\nu)$ isometrically into $L^2(\Gamma \setminus G, v)$. For $f \in L^2(\Gamma \setminus G, v)$ and $x \in \Gamma \setminus G$, $x = \Gamma g$, $g = n_{P_i} \cdot \tau_{P_i}(y) k$, let

$$f_{P_i, u}(x) := \frac{1}{\text{vol}(\Gamma \cap N_{P_i} \setminus N_{P_i})} \chi_u(y) \int_{\Gamma \cap N_{P_i} \setminus N_{P_i}} f(n_{P_i} g) \, dn_{P_i}. \quad (10.4)$$

Then $f \mapsto f_{P_i, u}$ is the orthogonal projection of $L^2(\Gamma \setminus G, v)$ onto $I_{P_i, u}(L^2([u, \infty), y^{-d} dy; V_\nu))$. Since $\Omega$ is $G$-invariant, one has $\Omega f_{P_i, u} = (\Omega f)_{P_i, u}$ for every $f \in C^\infty(\Gamma \setminus G, v)$. Thus $-\Omega$ and the embedding $I_{P_i, u}$ induce in a canonical way a differential operator $T_v$ on $C^\infty([u, \infty); V_\nu)$. The operator $T_v$ can be computed explicitly. Let $\Omega_{M_{P_i}}$ be the Casimir element of $\mathfrak{m}_{P_i}$ associated to the restriction of the normalized Killing form of $\mathfrak{g}$ to $\mathfrak{m}_{P_i}$, and define an endomorphism $L(v)$ of $V_\nu$ by $L(v) := -v|_{M_{P_i}}(\Omega_{M_{P_i}})$, where $v|_{M_{P_i}}$ denotes the restriction of $v$ to $M_{P_i}$. Then the following lemma holds.

**Lemma 10.4.** One has $T_v = -y^2 \frac{d^2}{dy^2} + (d - 2)y \frac{d}{dy} + L(v)$.

**Proof.** Clearly, one can assume that $P_i = P_0$. For $\alpha \in \Delta^+(\mathfrak{g}_C, \mathfrak{h}_C)$, let $\mathfrak{g}_{C, \alpha}^\mathfrak{g}$ be the corresponding root space. Then one can choose $X_\alpha$ in $\mathfrak{g}_{C, \alpha}^\mathfrak{g}$, $X_{-\alpha} \in \mathfrak{g}_{C, -\alpha}^\mathfrak{g}$ such that $B(X_\alpha, X_{-\alpha}) = 1$, $[X_\alpha, X_{-\alpha}] = H_\alpha$, where $H_\alpha$ is the coroot corresponding to $\alpha$ as in
section [48, § 2.1]. By [48, (2.3)] one has
\[ \sum_{\alpha \in \Delta^+(gC, aC)} H_\alpha = 2nH_1. \]

Thus by the definition of \( \Omega \) and \( \Omega_M \) one has
\[ \Omega = \sum_{i=1}^{n+1} H_i^2 + \sum_{\alpha \in \Delta^+(gC, bC)} (X_\alpha X_{-\alpha} + X_{-\alpha} X_\alpha) = H_1^2 + \sum_{\alpha \in \Delta^+(gC, aC)} (H_\alpha + 2X_{-\alpha} X_\alpha) + \sum_{i=2}^{n+1} H_i^2 + \sum_{\alpha \in \Delta^+(mC, bC)} (X_\alpha X_{-\alpha} + X_{-\alpha} X_\alpha) \]
\[ = H_1^2 + 2nH_1 + \Omega_M \mod U(gC) nC. \]

Now the element \( H_1 \) induces the differential operator \(- y \frac{d}{dy}\) on \((0, \infty)\) under \( \iota_P \). Since \( \Omega_M \) is invariant under the anti-involution of \( U(mC) \) induced by \( Y \mapsto -Y, Y \in mC \), the proposition follows. \( \square \)

Consider the differential operator
\[ T^0_v := - y^2 \frac{d^2}{dy^2} + (d - 2)y \frac{d}{dy} + L(v) \]
acting on \( C^\infty((u, \infty) ; V_v) \subset L^2((u, \infty), y^{-d} dy; V_v) \). Its self-adjoint extension with respect to the Dirichlet boundary condition at \( u \) will be denoted by \( T^0_v \) too. First consider the operator \( L(v) \).

**Lemma 10.5.** For \( \sigma \in \hat{M} \) let \( P_\sigma \) denote the orthogonal projection from \( V_v \) to the \( \sigma \)-isotypical subspace of \( v|_M \). Then one has
\[ L(v) = \sum_{\sigma \in \hat{M} \atop \nu|_M \neq 0} - \left( c(\sigma) + \frac{(d-1)^2}{4} \right) P_\sigma, \]
where \( c(\sigma) \) is as in (2.8).

**Proof.** A standard computation gives \( \sigma(\Omega_M) = c(\sigma) + \frac{(d-1)^2}{4} \), and the lemma follows. \( \square \)

Now consider the differential operator
\[ T^0 := - y^2 \frac{d^2}{dy^2} + (d - 2)y \frac{d}{dy} \]
acting on \( C^\infty_c((u, \infty) \subset L^2((u, \infty), y^{-d} dy) \). The self-adjoint extension of \( T^0 \) with the Dirichlet boundary condition at \( u \) will be denoted by \( T^0 \) too.

**Lemma 10.6.** Let \( H^u(t, y, y') \) denote the heat kernel of \( T^0 \). Then for \( Y > u \) one has
\[ \int_u^Y H^u(t, y, y') y^{-d} dy = e^{-t \frac{(d-1)^2}{4}} \left( \log Y \frac{\sqrt{4\pi t}}{\sqrt{4\pi t}} - \log u \frac{\sqrt{4\pi t}}{\sqrt{4\pi t}} - \frac{1}{4} \right) + o(1), \]
as \( Y \to \infty \).
Proof. Consider the operator
\[
\tilde{T}^0 := -y^2 \frac{d^2}{dy^2} - y \frac{d}{dy} + \frac{(d-1)^2}{4}
\]
with the Dirichlet boundary condition at \( u \) acting on \( \text{dom}(\tilde{T}^0) \subset L^2([u, \infty), y^{-1} dy) \). Then one has
\[
T^0 = y^{d-1} \circ \tilde{T}^0 \circ y^{-\frac{d-1}{2}}.
\]
Moreover, changing variables \( y = e' \), \( \tilde{T}^0 \) is equivalent to \( D^0 := -\frac{d^2}{dr^2} + \frac{(d-1)^2}{4} \), where \( \text{dom}(D^0) \subset L^2((\log u, \infty), dr) \), and where the Dirichlet boundary condition at \( \log u \) for \( D^0 \) is taken. Let \( p^u(t, r, r') \) denote the heat kernel of \( D^0 \). Then it is well known that
\[
p^u(t, r, r') = e^{-t \frac{(d-1)^2}{4}} \frac{1}{4\pi t} \left( e^{-\frac{(r-r')^2}{4t}} - e^{-\frac{(r+r'-2\log u)^2}{4t}} \right);
\]
see for example [16]. Thus one obtains
\[
H^u(t, y, y') = e^{-t \frac{(d-1)^2}{4}} \frac{d-1}{4\pi t} \left( e^{-\frac{\log^2 (y'/y)}{4t}} - e^{-\frac{(\log (y/y') - 2\log u)^2}{4t}} \right),
\]
and the lemma follows from a simple computation. \( \square \)

For every \( P \in \mathfrak{P}_\Gamma \) let \( T_{v,u}^P \) be the operator \( T_{v,u}^0 \) regarded as an operator on \( L^2(\Gamma \setminus G, v) \) via the embedding \( I_{P,v} \), defined above. Then we put
\[
T_{v,u} := \bigoplus_{P \in \mathfrak{P}_\Gamma} T_{v,u}^P.
\]
We let \( K_{v,u}(t, x, y) \) be the integral kernel of \( e^{-tT_{v,u}} \), where the latter semigroup acts on \( L^2(\Gamma \setminus G, v) \) in the obvious way. If \( B_v \) is locally homogeneous at infinity in the sense of Definition 10.1, then we always choose the parameter \( u > Y_1 \), where \( Y_1 \) is as in Definition 10.1. We let \( K_{v,u+C(B_v)} \) be the integral kernel of \( e^{-t(T_{v,u}+C(B_v))} \). Then the following proposition is due to Müller.

**Proposition 10.7.** Let \( B_v \) be locally homogeneous at infinity with \( C(B_v) \) as in Definition 10.1. Then the operator \( e^{-tB_v} - e^{-t(T_{v,u}+C(B_v))} \) is trace class, and one has
\[
\text{Tr}(e^{-tB_v} - e^{-t(T_{v,u}+C(B_v))}) = \int \left( \text{Tr} K_{B_v}(t, x, x) - \text{Tr} K_{T_{v,u}+C(B_v)}(t, x, x) \right) dx,
\]
where the expression on the right is absolutely integrable. Here the integral is taken with respect to the volume induced by the metric \( g_1 \) implicit in the definition of \( B_v \).

**Proof.** See [45, Theorem 9.1]. \( \square \)

According to the previous proposition, we now define the relative trace of \( e^{-tB_v} \) with respect to the parameter \( u \) by
\[
\text{Tr}_{rel,u}(e^{-tB_v}) := \text{Tr}(e^{-tB_v} - e^{-t(T_{v,u}+C(B_v)))}).
\]

Then, using the previous computations, one can easily compare the regularized trace, introduced previously, and the relative trace.
Proposition 10.8. Let $A_v$ be as above, and let $u > Y_0$. Then one has
\[
\Tr_{\text{rel};u}(e^{-tA_v}) = \Tr_{\text{reg}}(e^{-tA_v}) + \kappa(\Gamma) \sum_{\sigma \in \mathcal{M}} e^{i\epsilon(\sigma)} \dim(\sigma) \left( \frac{\log u}{\sqrt{4\pi t}} + \frac{1}{4} \right).
\]

Proof. By Proposition 10.7 one has\[
\Tr_{\text{rel};u}(e^{-tA_v}) = \lim_{Y \to \infty} \left( \int_{X(Y)} \Tr K_{A_v}(t, x, x) \, dx - \int_{X(Y)} \Tr K_{T_{v,u}}(t, x, x) \, dx \right).
\]
By Lemmas 10.4–10.6 one has\[
\int_{X(Y)} \Tr K_{T_{v,u}}(t, x, x) \, dx = \sum_{\sigma \in \mathcal{M}} \left( \kappa(\Gamma) e^{i\epsilon(\sigma)} \log Y \dim(\sigma) \right) \sqrt{4\pi t} \nonumber
\]
\[-\kappa(\Gamma) \sum_{\sigma \in \mathcal{M}} e^{i\epsilon(\sigma)} \dim(\sigma) \left( \frac{\log u}{\sqrt{4\pi t}} + \frac{1}{4} \right) + o(1),\]
as $Y \to \infty$. Applying (10.3), the proposition follows. \qed

We have the following short-time asymptotic expansions for the regularized and relative traces.

Proposition 10.9. One has an asymptotic expansion
\[
\Tr_{\text{reg}}(e^{-tA_v}) \sim \sum_{j=0}^{\infty} a_j t^{j-\frac{q}{2}} + \sum_{j=0}^{\infty} b_j t^{j-\frac{1}{2}} \log t + \sum_{j=0}^{\infty} c_j t^j,
\]
as $t \to 0+$. Moreover, if $B_v$ is locally homogeneous at infinity one has an asymptotic expansion
\[
\Tr_{\text{rel};u}(e^{-tB_v}) \sim \sum_{j=0}^{\infty} \tilde{a}_j t^{j-\frac{q}{2}} + \sum_{j=0}^{\infty} \tilde{b}_j t^{j-\frac{1}{2}} \log t + \sum_{j=0}^{\infty} \tilde{c}_j t^j, \quad (10.6)
\]
as $t \to 0+$.

Proof. The short-time asymptotic expansion of the regularized trace $\Tr_{\text{reg}}(e^{-tA_v})$ was proved in [48, Proposition 6.9]. Applying Proposition 10.8, the asymptotic expansion in (10.6) follows for the relative trace $\Tr_{\text{rel};u}(e^{-tA_v})$. For the asymptotic expansion of $\Tr_{\text{rel};u}(e^{-tB_v})$, we can assume that the constant $C(B_v)$ in Definition 10.1 is zero. Let $Y_1 > Y_0$ be such that the operators $A_v$ and $B_v$ coincide on sections supported on $X - X(Y_1)$. Then by Proposition 10.7 one has
\[
\Tr_{\text{rel};u}(e^{-tA_v}) = \int_{X(Y_1+1)} \Tr K_{A_v}(t, x, x) \, dx - \int_{X(Y_1+1)} \Tr K_{T_{v,u}}(t, x, x) \, dx
\]
\[+ \int_{X - X(Y_1+1)} (\Tr K_{A_v}(t, x, x) - \Tr K_{T_{v,u}}(t, x, x)) \, dx.
\]
Integrating the pointwise short-time asymptotic expansion of $\Tr K_{A_v}(t, x, x)$ [23] (respectively, of $\Tr K_{T_{v,u}}(t, x, x)$) over the relatively compact subset $X(Y_1+1)$ of $X$, and
Let Proposition 10.10. 

estimate for the regularized and relative trace. \( C \exists \) exists a constant \( \rho \) closure will be denoted by the same symbol. If which vanish on \( X \) exists a \( \rho \) of the hyperbolic metric on \( X \) from below with respect to the \( L \).

using the short-time asymptotic expansion of \( \text{Tr}_{rel,a}(e^{-tA_p}) \), it follows that one has a short-time asymptotic expansion

\[
\int_{X-X(Y_1+1)} (\text{Tr} K_{A_p}(t, x, x) - \text{Tr} K_{T_{v,u}}(t, x, x)) \, dx \\
\sim \sum_{j=0}^{\infty} a_j t^{j-\frac{q}{2}} + \sum_{j=0}^{\infty} b_j t^{j-1/2} \log t + \sum_{j=0}^{\infty} c_j t^j, \tag{10.7}
\]

as \( t \to 0^+ \). Now by Proposition 10.7 one has

\[
\text{Tr}_{rel,a}(e^{-tB_v}) = \int_{X(Y_1+1)} \text{Tr} K_{B_v}(t, x, x) \, dx - \int_{X(Y_1+1)} \text{Tr} K_{T_{v,u}}(t, x, x) \, dx \\
+ \int_{X-X(Y_1+1)} (\text{Tr} K_{B_v}(t, x, x) - \text{Tr} K_{A_p}(t, x, x)) \, dx \\
+ \int_{X-X(Y_1+1)} (\text{Tr} K_{A_p}(t, x, x) - \text{Tr} K_{T_{v,u}}(t, x, x)) \, dx, \tag{10.8}
\]

where \( dx \) in the first integral of the first line stands for the volume with respect to the metric \( g_1 \) implicit in the definition of \( B_v \). Again, by the pointwise short-time asymptotic expansion of the term \( \text{Tr} K_{B_v}(t, x, x) \) and of the term \( \text{Tr} K_{T_{v,u}}(t, x, x) \), the first integral on the right-hand side of (10.8) admits a short-time asymptotic expansion (without logarithmic terms). The second integral on the right-hand side of (10.8) is \( O(t^\infty) \) for \( t \to 0 \) by Proposition 10.3. Applying (10.7) to the third integral on the right-hand side of (10.8), the proposition follows.

Now let \( \rho \in \text{Rep}(G) \), let \( E_\rho \) be the induced flat vector bundle over \( X \) with the metric from \( \S 3 \), and let \( \Delta_p(\rho) \) be the associated \( p \)th flat Hodge Laplacian as in \( \S 3 \). Then by the isomorphism (3.3) and by (3.8), the bundle \( E_\rho \) and the operator \( \Delta_p(\rho) \) fit into the class of bundles and operators just studied. In particular, if we let \( T_{\nu,\rho,u} := T_{\nu,\rho,u} + \rho(\Omega) \text{Id} \), with \( \nu(\rho) \) as in (3.6), and \( \rho(\Omega) \in \mathbb{R} \) the Casimir eigenvalue of \( \rho \), then the regularized trace \( \text{Tr}_{reg}(e^{-t\Delta_p(\rho)}) \), and the relative trace \( \text{Tr}_{rel,a}(e^{-t\Delta_p(\rho)}) = \text{Tr}(e^{-t\Delta_p(\rho)} - e^{-t\Delta_p^p(\rho)}) \), are defined and satisfy the above properties. For brevity, according to Definition 10.1 we call a second-order elliptic differential operator \( \Delta_p(\rho) \) acting on the smooth sections of \( \Lambda^p E_\rho \) a compact perturbation of \( \Delta_p(\rho) \) if \( \Delta_p^p(\rho) \) is formally symmetric and bounded from below with respect to the \( L^2 \)-space induced by some fixed compact perturbations of the hyperbolic metric on \( X \) (respectively, the admissible metric on \( E_\rho \)) and if there exists a \( Y_1 > Y_0 \) such that one has \( \Delta_p^p(\rho) f = \Delta_p(\rho) f \) for all smooth sections \( f \) of \( E_\rho \) which vanish on \( X(Y_1) \). Since \( X \) is complete, \( \Delta_p^p(\rho) \) is essentially self-adjoint [19], and its closure will be denoted by the same symbol. If \( \rho \neq \rho_0 \), we have the following long-time estimate for the regularized and relative trace.

**Proposition 10.10.** Let \( \rho \in \text{Rep}(G) \) such that \( \rho \neq \rho_0 \), and let \( p \in \{0, \ldots, d\} \). Then there exists a constant \( C > 0 \) such that for each \( p \) and for \( t \in [1, \infty) \) one has

\[
\text{Tr}_{reg}(e^{-t\Delta_p(\rho)}) \leq Ce^{-\frac{t}{4}}, \quad \text{Tr}_{rel,a}(e^{-t\Delta_p(\rho)}) \leq Ce^{-\frac{t}{4}}. \tag{10.9}
\]
Let $\Delta^1_p(\rho)$ be a compact perturbation of $\Delta_p(\rho)$. Then $\Delta^1_p(\rho)$ has pure point spectrum in $[0, 1/4)$, and there exist constants $c_1, C_1 > 0$ such that one has

$$\text{Tr}_{\text{rel}, u}(e^{-t\Delta^1_p(\rho)}) - \dim \text{Ker}(\Delta^1_p(\rho)) \leq C_1 e^{-c_1 t}. \quad (10.10)$$

for $t \geq 1$.

**Proof.** The estimate for the regularized trace of $e^{-t\Delta_p(\rho)}$ was proved in [48, 7.12]. By [48, Lemma 7.1] one has $\rho(\Omega) - c(\sigma) \geq 1/4$ for each $\sigma \in \hat{M}$ with $v_p(\rho) : \sigma \neq 0$, where $v_p(\rho)$ is as in (3.6). Therefore, applying Proposition 10.8, also the estimate for the relative trace of $e^{-t\Delta_p(\rho)}$ follows. It was proved in [48, 52] that the spectrum $\sigma (\Delta_p(\rho))$ of $\Delta_p(\rho)$ satisfies $\sigma (\Delta_p(\rho)) \subseteq \{1/4, \infty\}$; see Remark 8.2. Since the metrics $g_1$ and $h_1$, implicit in the definition of $\Delta^1_p(\rho)$ as in Definition 10.1, are compact perturbations of $g$ and $h$, the underlying Hilbert spaces of $L^2$-sections can be identified by a bounded map $I$ which has bounded inverse and which moreover commutes with the operator $e^{-t\Delta^1_p(\rho)}$. In this way we can fix the Hilbert space. In particular, $e^{-t\Delta^1_p(\rho)} - e^{-t\Delta_p(\rho)}$ is trace class by Proposition 10.7, and thus it follows from the invariance of the essential spectrum under compact perturbations that $\Delta^1_p(\rho)$ has pure point spectrum in $[0, 1/4)$. Moreover, it follows from [47, Lemma 2.2] that there exist constants $c_1, C_1 > 0$ such that

$$\text{Tr}(e^{-t\Delta^1_p(\rho)} - e^{-t\Delta_p(\rho)}) - \dim \text{Ker}(\Delta^1_p(\rho)) \leq C_1 e^{-c_1 t}$$

for $t \geq 1$. Since

$$\text{Tr}_{\text{rel}, u}(e^{-t\Delta^1_p(\rho)}) - \dim \text{Ker}(\Delta^1_p(\rho)) = \text{Tr}(e^{-t\Delta^1_p(\rho)} - e^{-t\Delta_p(\rho)}) - \dim \text{Ker}(\Delta^1_p(\rho)) + \text{Tr}_{\text{rel}, u}(e^{-t\Delta_p(\rho)}),$$

also the second estimate (10.10) follows. \qed

Let $\Delta^1_p(\rho)$ be a compact perturbation of $\Delta_p(\rho)$. Then, modelling the corresponding definition on a compact manifold, we can define the relative zeta function of $\Delta_p(\rho)$ by

$$\zeta_{\text{rel}, u}(\Delta^1_p(\rho); s) := \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1}(\text{Tr}_{\text{rel}, u} \Delta^1_p(\rho) - \dim \text{Ker}(\Delta^1_p(\rho))) \, ds.$$ 

By the preceding two propositions, the integral is absolutely convergent for $\text{Re}(s) > d/2$, and using standard arguments (see for example [23]) these propositions also imply that it admits a meromorphic continuation to $\mathbb{C}$ which is regular at $s = 0$. In the same way, we can define the regularized zeta function $\zeta_{\text{reg}}(\Delta_p(\rho); s)$ using the regularized trace; see [48, Definition 7.13]. Thus, if $g_1$ and $h_1$ are compact perturbations of the metric $g$ on $X$ and $h$ on $E_p$, and if $\Delta^1_p(\rho)$ are the corresponding flat Hodge Laplacians on $E_p$, one can define the relative analytic torsion generalizing the original definition of Ray and Singer [60] for compact manifolds:

$$\log T_{\text{rel}, u}(X, g_1, h_1; E_p) := \frac{1}{2} \sum_p (-1)^p p \frac{d}{ds} \bigg|_{s=0} \zeta_{\text{rel}, u}(\Delta^1_p(\rho); s). \quad (10.11)$$
where we have put \( g_1 \) and \( h_1 \) in the notation in order to indicate that, a priori, this torsion depends on these metrics. It will be shown in Proposition 15.1 that this is not the case for our present strongly acyclic case \( \rho \neq \rho_\theta \).

We finally remark that one can of course also define the regularized heat trace and the regularized analytic torsion for any compact perturbation \( \Delta^1_p(\rho) \) of the flat Hodge Laplacian \( \Delta_p(\rho) \), \( \rho \neq \rho_\theta \), in exactly the same way as one defines it for \( \Delta_p(\rho) \). More precisely, by Proposition 10.7, the difference of the fibre traces \( \text{Tr} K_{\Delta^1_p(\rho)}(t, x, x) - \text{Tr} K_{\Delta_p(\rho)}(t, x, x) \) is integrable over \( X \), and thus by (10.3) the integral of \( \text{Tr} K_{\Delta^1_p(\rho)}(t, x, x) \) over \( X(Y) \) has again an asymptotic expansion in \( Y \) whose constant term one defines to be the regularized trace \( \text{Tr}_{\text{reg}}(e^{-t\Delta^1_p(\rho)}) \). Moreover, the above constructions immediately show that the difference \( \text{Tr}_{\text{rel},u}(e^{-t\Delta^1_p(\rho)}) - \text{Tr}_{\text{reg}}(e^{-t\Delta^1_p(\rho)}) \) equals the difference \( \text{Tr}_{\text{rel},u}(e^{-t\Delta_p(\rho)}) - \text{Tr}_{\text{reg}}(e^{-t\Delta_p(\rho)}) \), and by Proposition 10.8 this difference, and therefore also the difference of the two torsions, is a completely explicit function of the auxiliary parameter \( u \). In summary, one can always pass back and forth between the regularized and relative objects.

11. Some properties of the heat kernels on locally homogeneous vector bundles

In this section we first prove the trace class property for compactly supported differential operators composed with the heat semigroup in order to treat the dependence of the torsion on compact perturbations of the metric later. Then we prove that for a fixed compact subset of \( X \) the heat kernels we work with can be approximated in all derivatives by a sequence of heat kernels on closed manifolds, following an argument of Lück, Schick, and Bunke.

We let \( X \) be the same manifold as in §2.7, and we let \( E_v \) be a locally homogeneous vector bundle over \( X \). We let \( D \) be a differential operator of order \( \leq 2 \) which acts on smooth sections of \( E_v \) and which has compact support. By this we mean that there exists a compact set \( \mathcal{V} \) such that \( D\phi = 0 \) for all smooth sections \( \phi \) of \( E_v \) which vanish on \( \mathcal{V} \). Then we have the following proposition.

Proposition 11.1. Let \( B_v \) be a differential operator acting on the smooth sections of \( E_v \) which is locally homogeneous at infinity. Then the operators \( D \circ e^{-tB_v} \) and \( e^{-tB_v} \circ D \) are trace class, and their trace norm is uniformly bounded for \( t \) in compact subsets of \( (0, \infty) \).

Proof. Let \( r \) be the function on \( X \) defined in the previous section. We remark that for \( C_2 > 0, T > 0 \), there exists a constant \( C > 0 \) such that for all \( x, y \in X \) and all \( t \in (0, T] \) one can estimate

\[
r(x)^n r(y)^n e^{-C_2 d^2(x,y) \frac{1}{t}} \leq C r(x)^3 e^{-C_2 \frac{d^2(x,y)}{2t}}.
\]

If \( r(y) \leq r(x)^2 \) this is clear, and if \( r(y) > r(x)^2 \) then \( d(x, y) \geq \frac{\log r(y)}{2} \) by the definition of the hyperbolic metric, and the estimate also follows.
Now let $M_{r,3n}$ and $M_{r,3n}^{-1}$ be the operators which arise by multiplication with $r^{3n}$ and $r^{-3n}$, respectively. Then we have
\[
D \circ e^{-tB_{v}} = (D \circ e^{-\frac{1}{2}B_{v}} \circ M_{r,3n}) \circ (M_{r,3n}^{-1} \circ e^{-\frac{1}{2}B_{v}}).
\]
It suffices to show that each of the operators in brackets is Hilbert–Schmidt with Hilbert–Schmidt norm bounded on compact subsets of $(0, \infty)$. Let $I_{1} := D \circ e^{-\frac{1}{2}B_{v}} \circ M_{r,3n}$. Then $I_{1}$ is an integral operator with smooth kernel $K_{1}(t, x, y) := D_{x}K_{B_{v}}(t/2, x, y)r^{3n}(y)$, where $D_{x}$ indicates that we apply $D$ to the $x$-variable. Let $\mathcal{V}$ be the support of $D$. Since $B_{v}$ is elliptic and of second order, by the local Gårding inequality [23] there exists a constant $C > 0$ such that
\[
\int_{X} \|Df(x)\|^{2} \, dx = \int_{\mathcal{V}} \|Df(x)\|^{2} \leq C \left( \int_{\mathcal{V}} \|f(x)\|^{2} \, dx + \int_{\mathcal{V}} \|B_{v}f(x)\|^{2} \, dx \right)
\]
for each smooth section $f$ of $E_{v}$. Therefore we get
\[
\|I_{1}\|_{HS}^{2} = \int_{X \times X} \|K_{1}(t, x, y)\|^{2} \, dx \, dy \leq C \int_{\mathcal{V} \times X} \|K_{B_{v}}(t/2, x, y)\|^{2}r^{6n}(y) \, dx \, dy
\]
\[
+ C \int_{\mathcal{V} \times X} \|(B_{v})_{x}K_{B_{v}}(t/2, x, y)\|^{2}r^{6n}(y) \, dx \, dy,
\]
where $(B_{v})_{x}$ indicates that we apply $B_{v}$ to the $x$-variable. There exists a compact set $\mathcal{V}$ of $X$ such that for all $x \in \mathcal{V}$ and all $y \in X - \mathcal{V}$ one can estimate $d(x, y) \geq \frac{\log r(y)}{2}$. Therefore Proposition 10.3 immediately implies that, for $q \in [0, 1]$, the norm
\[
\|(B_{v})_{x}K_{B_{v}}(t, x, y)\|^{2}r^{6n}(y)
\]
is bounded on $\mathcal{V} \times X$ uniformly for $t$ in compact subsets of $(0, \infty)$, and, since $X$ is of finite volume, $\|I_{1}\|_{HS}^{2}$ is finite and locally uniformly bounded in $t$.

Next, the operator $I_{2} := M_{r,3n}^{-1} \circ e^{-\frac{1}{2}B_{v}}$ is an integral operator with smooth kernel $K_{2}(t, x, y) := r^{-3n}(x)K_{B_{v}}(t/2, x, y)$, and by Proposition 10.3 and (11.1) this kernel is bounded on $X$ locally uniformly in $t$. Since $X$ has finite volume, the same therefore holds for the Hilbert–Schmidt norm of $I_{2}$. This proves the proposition for $D \circ e^{-tB_{v}}$. Since $e^{-tB_{v}} \circ D$ is the adjoint of $D^{*} \circ e^{-tB_{v}}$, the proposition follows also for $e^{-tB_{v}} \circ D$.

We let $X$ be the same manifold as in § 2.7 equipped with a metric $g_{1}$ which is a compact perturbation of the hyperbolic metric. Let $Y_{0}$ be as above. Then for $Y > Y_{0}$ we let $M(Y)$ be the closed oriented manifold which is the double of $X(Y+1)$:
\[
M(Y) := X(Y+1) \cup_{\partial X(Y+1)} -X(Y+1),
\]
where $-X(Y+1)$ denotes the manifold $X(Y+1)$ with the reversed orientation. Taking a metric on the manifold with boundary $X(Y+1)$, which coincides with the metric $g_{1}$ in a neighbourhood of $X(Y)$ in $X(Y+1)$ and which is of product structure in a neighbourhood of the boundary $\partial X(Y+1)$, we can equip $M(Y)$ with a metric which coincides with the hyperbolic metric in a neighbourhood of $X(Y) \subset M(Y)$ and of $-X(Y)$ in $M(Y)$. We let $E$ be a smooth Hermitian vector bundle over $X$, and we let $\Delta[X]$ be a differential operator which acts on the smooth sections of $E$ and which is of Laplace type. We fix a smooth Hermitian vector bundle $E'$ over $M(Y)$ such that the restrictions of $E$ and $E'$ to $X(Y)$ are...
The kernels \( K \) can be approximated uniformly on \( X \) of \( X \).

Let \( \mu \in \mathbb{N} \) be a differential operator which acts on the smooth sections of \( E \) which has the property that it coincides with \( \Delta[X] \) on smooth sections which are supported in the interior of \( X(Y) \).

The operators \( \Delta[M(Y)] \) and \( \Delta[X] \) with domain the smooth (compactly supported) sections of the corresponding bundles are essentially self-adjoint, and their closures will be denoted by the same symbol. We let \( e^{-\Delta[X]} \) and \( e^{-\Delta[M(Y)]} \) be their heat semigroups on the spaces of square-integrable sections which act as integral operators with smooth kernels

\[
K_{\Delta[M(Y)]}(t, x, y) \in C^\infty(M(Y) \times M(Y), E \boxtimes (E')^*) ; \quad K_{\Delta[X]}(t, x, y) \in C^\infty(X \times X, E \boxtimes E^*).
\]

In the next proposition we show that for a fixed \( Y_1 > Y_0 \) all derivatives of \( K_{\Delta[X]}(t, x, y) \) can be approximated uniformly on \( X(Y_1) \times X(Y_1) \) by the corresponding derivatives of the kernels \( K_{\Delta[M(Y)]}(t, x, y) \) as \( Y \to \infty \). We use an argument of Lück and Schick, [36, Theorem 2.26], which they attribute to Bunke.

**Proposition 11.2.** Let \( D \) be a differential operator which acts on the smooth sections of \( E \). Let \( T > 0 \) and \( Y_1 > Y_0 \). Then there exist constants \( C, c > 0 \) which depend only on \( D, T, Y_1 \), and \( X \) such that, for all \( t \in (0, T) \), all \( Y > Y_1 \), and all \( x_0, y_0 \in X(Y_1) \), one has

\[
\left\| \frac{d^i}{dt^i} D_x K_{\Delta[X]}(t, x_0, y_0) - \frac{d^i}{dt^i} D_x K_{\Delta[M(Y)]}(t, x_0, y_0) \right\| \leq C e^{-c \text{dist}^2(X(Y_1), \delta X(Y))},
\]

where \( i \in \mathbb{N} \), and where \( D_x \) indicates that we apply \( D \) to the first variable.

**Proof.** Let \( \Delta := \Delta[M(Y)] \) or \( \Delta = \Delta[X] \). By the local Sobolev embedding theorem and by the local Gårding inequality [23], for \( j \in \mathbb{N} \) there exists a constant \( C_j(Y_1) \) which depends only on \( j \) and \( Y_1 \) such that, for all differential operators \( D \) of order \( \mu \in \mathbb{N}^0 \) as in the proposition, for all \( j \in \mathbb{N} \) with \( j > d/4 + \mu/2 \), for all smooth sections \( u \) of \( E \) with compact support in \( X(Y_1) \), and for all \( x \in X(Y_1) \), one has

\[
\|Du(x)\| \leq C(D) C_j(Y_1)(\|u\|_{L^2(X(Y_1); E)} + \|\Delta^j u\|_{L^2(X(Y_1); E)}),
\]  

(11.3)

where \( C(D) \) is a constant that depends only on \( D \). This implies in particular that it suffices to prove the proposition for \( D = \Delta^k \), \( k \in \mathbb{N} \). Then one can assume that \( i = 0 \).

We can now argue exactly as Lück and Schick in the proof of [36, Theorem 2.26]. We assume that \( Y \geq Y_1 + 2 \). Let \( u \) be a smooth section with compact support in the interior of \( X(Y_1) \). Then, as in [36], we consider the section

\[
f := (\Delta[M(Y)]^k e^{-\Delta[M(Y)]} - \Delta[X]^k e^{-\Delta[X]})u,
\]

which is defined on \( X(Y) \), in particular on \( X(Y_1) \). Let \( m, l \in \mathbb{N} \). As in [36], if \( \Delta = \Delta[X] \) or \( \Delta = \Delta[M(Y)] \), the spectral theorem implies that restricted to \( L^2(X(Y_1); E) \) one has

\[
\Delta^m \Delta^l f = \int_0^\infty t^{-2(m+l+k)-\frac{1}{2}} P_{m,l,k}(s, \sqrt{t}) e^{-\frac{t}{4}(\cos(s \sqrt{\Delta[M(Y)]}) - \cos(s \sqrt{\Delta[X]}))} u \; ds,
\]

(11.4)
where $P_{m,l,k}$ is a universal polynomial depending only on $m$, $l$, and $k$. By unit propagation speed of the wave equation [63], for $s \in (0, \infty)$ one has $\text{supp} \cos(s \sqrt{\Delta}(X)) u \subset \{ x \in X : \text{dist}(x, \text{supp} u) \leq s \}$ and $\text{supp} \cos(s \sqrt{\Delta}(M(Y))) u \subset \{ x \in M(Y) : \text{dist}(x, \text{supp} u) \leq s \}$. Using the uniqueness of solutions of the wave equation with initial datum $u$, it follows that

$$\cos(s \sqrt{\Delta}(X)) u = \cos(s \sqrt{\Delta}(M(Y))) u; \quad \text{if } s \leq \text{dist}(X(Y_1), \partial X(Y)).$$

Since $s \sqrt{\Delta}$ is of norm $\leq 1$, (11.4) and (11.5) imply that

$$\| \Delta^m \Delta^l f \|_{L^2(X(Y_1); E)} \leq C_{k,l,m} e^{-c_{k,l,m} \frac{\text{dist}(X(Y_1), \partial X(Y))}{t}} \| u \|_{L^2(X(Y_1); E)},$$

where $c_{k,l,m}$ and $C_{k,l,m}$ are universal constants that depend only on $k, l, m$. If we apply (11.3) choosing $m$ appropriately, it follows that there exists a constant $C_{k,l}(Y_1)$ which depends only on $k$, $l$, and $Y_1$, and a constant $c_{k,l}$, which depends only on $k$ and $l$, such that for $x \in X(Y_1)$ one has

$$\| \Delta^l f(x) \| \leq C_{k,l}(Y_1) e^{-c_{k,l} \frac{\text{dist}(X(Y_1), \partial X(Y))}{t}} \| u \|_{L^2(X(Y_1); E)}.$$  

In other words, for $x \in X(Y_1)$ one has

$$\left\| \int_{X(Y_1)} (\Delta^l \Delta^k K_{M(Y_1)}(t, x, y) - \Delta^l \Delta^k K_{M}(t, x, y)) u(y) \, dy \right\|$$

$$= \left\| \int_{X(Y_1)} (\Delta^l \Delta^k K_{M(Y_1)}(t, x, y) - \Delta^l \Delta^k K_{M}(t, x, y)) u(y) \, dy \right\|$$

$$\leq C_{k,l}(Y_1) e^{-c_{k,l} \frac{\text{dist}(X(Y_1), \partial X(Y))}{t}} \| u \|_{L^2(X(Y_1); E)}.$$  

Since the smooth sections $u$ with compact interior support are dense in $L^2(X(Y_1); E)$, it follows that for each $x \in X(Y_1)$ one has

$$\| \Delta^l \Delta^k K_{M(Y_1)}(t, x, -) - \Delta^l \Delta^k K_{M}(t, x, -) \|_{L^2(X(Y_1); E)} \leq C_{k,l}(Y_1) e^{-c_{k,l} \frac{\text{dist}(X(Y_1), \partial X(Y))}{t}}.$$  

Choosing $l$ appropriately and applying (11.3) again, it follows that there exists a constant $C_{k}(Y_1)$ which depends only on $k$ and $Y_1$, and a constant $c_k$ which depends only on $k$ such that for all $x, y \in X(Y_1)$ one has

$$\| \Delta^k K_{M(Y_1)}(t, x, y) - \Delta^k K_{M}(t, x, y) \| \leq C_k(Y_1) e^{-c_k \frac{\text{dist}(X(Y_1), \partial X(Y))}{t}},$$

and the proposition is proved.  

12. The variation of the de Rham complex after Vishik and Lesch

In this section we introduce the variation of the de Rham complex, due to Vishik and Lesch, for the present case.

To keep this article reasonably self-contained, let us briefly recall some of those concepts and results of Brüning and Lesch [12] which we shall use in this article. First, a Hilbert complex is a collection of Hilbert spaces $H_i, i = 0, \ldots, n, n \in \mathbb{N}$, together with closed (in
general unbounded) operators $D_i$ with domain $\text{dom}(D_i) \subseteq H_i$, and with $D_i : \text{dom}(D_i) \to H_{i+1}$ such that $\mathcal{R}_i := D_i(\text{dom}(D_i)) \subset \text{dom}(D_{i+1})$ and such that $D_{i+1} \circ D_i = 0$. We assume that each $D_i$ is densely defined. Let $D_i^*$ be the adjoint of $D_i$. Then the $i$th Laplacian $\Delta_i$ of the Hilbert complex is defined as

$$\Delta_i := D_i^* \circ D_i + D_{i-1} \circ D_{i-1}^*,$$

where we use the usual conventions for the domains of sums and compositions of unbounded operators. Using the Gauss–Bonnet operator of the complex [12] and von Neumann’s theorem, one can show that each operator $\Delta_i$ is self-adjoint. We denote by $\mathcal{H}_i := \ker(D_i) / \mathcal{R}_i$ the $i$th cohomology of the Hilbert complex. A Hilbert complex is called a Fredholm complex if $\mathcal{R}_i$ is closed and if $\mathcal{H}_i$ is finite dimensional. Let $\tilde{\mathcal{H}}_i := \ker(\Delta_i)$. One has $\tilde{\mathcal{H}}_i = \ker(D_i) \cap \ker(D_{i-1}^*)$, and thus one has a canonical map $\tilde{\mathcal{H}}_i \to \mathcal{H}_i$. In all the situations that occur in the present article, this map will be an isomorphism by the strong Hodge decomposition theorem for Fredholm complexes due to Brüning and Lesch.

**Proposition 12.1.** A Hilbert complex is a Fredholm complex if and only if 0 does not belong to the essential spectrum of $\Delta_i$ for each $i$. For a Fredholm complex the canonical map from $\tilde{\mathcal{H}}_i$ to $\mathcal{H}_i$ is an isomorphism for each $i$.

**Proof.** [12, Theorem 2.4, Corollary 2.5].

The Hilbert complexes we work with will arise in the following context; we of course refer again to [12] for a much broader treatment. We let $M$ be a smooth Riemannian manifold with metric $g$ and with smooth boundary $\partial M$, which might be empty. We let $F$ be a flat Hermitian vector bundle over $M$ with Hermitian fibre metric $h$, which we do not necessarily assume to be flat. We let $\Lambda^p F := \Lambda^p T^* M \otimes F$. The underlying Hilbert spaces are the spaces $L^2(M; \Lambda^p F)$ of square-integrable section of $\Lambda^p F$. If $M$ is not compact, then these spaces depend on the metrics $g$ and $h$. Let $\Omega_c^p(M; F)$ be the set of smooth $F$-valued $p$-forms on $M$ with compact support in the interior of $M$, and let $d_p : \Omega_c^p(M; F) \to \Omega_c^{p+1}(M; F)$ be the exterior derivative. Then one obtains a complex $(\Omega_c^p(M; F), d)$. In order to obtain a Hilbert complex, one needs to specify suitable closed extensions of the $d_p$. Thus for each $p$ let $d_p^\prime$ be the transposed differential operator of $d_p$; i.e., $d_p^\prime : \Omega_c^{p+1}(M; F) \to \Omega_c^p(M; F)$ is the unique first-order differential operator which satisfies $\langle d_p^\prime \phi, \psi \rangle_{L^2(M; \Lambda^p F)} = \langle \phi, \psi \rangle_{L^2(M; \Lambda^{p+1} F)}$ for all $\phi \in \Omega_c^{p+1}(M; F)$ and all $\psi \in \Omega_c^p(M; F)$. Then one defines the maximal extension of $d_p$ by $d_{p:\text{max}} := (d_p^\prime)^*$, which is closed. Then $\ker(d_{p:\text{max}})$ is set of all $\omega \in L^2(M; \Lambda^p F)$ for which $d\omega \in L^2(M; \Lambda^{p+1} F)$, where $d\omega$ is meant in the distributional sense. One defines the minimal extension of $d_p$ as its closure: $d_{p:\text{min}} := \overline{d_p}$. We let $\Omega_{\text{max}}^p(M; F) := \ker(d_{p:\text{max}})$ and $\Omega_{\text{min}}^p(M; F) := \ker(d_{p:\text{min}})$.

Now we let $X$ be the same manifold as in § 2.7. We let $Y_0$ be as in that section, and we let $Y_1 > Y_0 + 2$. We have an inclusion $X(Y_1) \subset X$, and we fix a metric $g_1$ on $X$ which is of product structure on a neighbourhood of $X(Y_1 + 1/2) \setminus X(Y_1 - 1/2)$ in $X$ and
which coincides with the hyperbolic metric \( g \) of \( X \) on the set \( X(Y_1 - 1) \) and on the set \( X \setminus X(Y_1 + 1) \). Thus \( g_1 \) is a compact perturbation of \( g \) which is of product structure on some fixed cusp pieces. To save notation, we write
\[
X^+ := X(Y_1); \quad X^- := X \setminus X^+ = \bigsqcup_{p \in \mathcal{P}} F_p(Y_1); \quad Z := \partial X^+.
\]

We equip \( X^\pm \) with the metric \( g_1 \). We let \( \rho \in \text{Rep}(G) \) such that \( \rho \neq \rho_0 \). For brevity, we let \( F := E_\rho \) denote the corresponding flat vector bundle over \( X \), where \( E_\rho \) is as in \( \S \) 3. We let \( h \) be the metric on \( F \) introduced in \( \S \) 3. Then we let \( h_1 \) be a metric on \( F \) which is of product structure in a neighbourhood of \( X(Y_1 + 1/2) - X(Y_1 - 1/2) \) and which coincides with the metric \( h \) on the set \( X(Y_1 - 1) \) and on the set \( X \setminus X(Y_1 + 1) \). Now we consider the collar \( W := (-1/2, 1/2) \times Z \) which we embed isometrically into \( (X, g_1) \) such that \((-1/2, 0) \times Z\) is isometric to a neighbourhood of \( Z \) in \( X^- \) and such that \((0, 1/2) \times Z\) is isometric to a neighbourhood of \( Z \) in \( X^+ \). We let \( \phi \in C_c^\infty((-1/2, 1/2) \times Z) \) be a smooth \( \mathbb{R} \)-valued function such that \( \phi \equiv 1 \) in a neighbourhood of \([0] \times Z\) in \((-1/2, 1/2) \times Z\) and such that \( \phi(-t, p) = \phi(t, p) \) for all \((t, p) \in (-1/2, 1/2) \times Z\). Then we consider the manifolds with two components:
\[
W^{\text{cut}} := (-1/2, 0) \times Z \bigsqcup [0, 1/2) \times Z; \quad X^{\text{cut}} := X^- \bigsqcup X^+.
\]

The manifold \( X \) is complete, and therefore by [19] the corresponding Laplacians with domains the smooth compactly supported sections are essentially self-adjoint. Thus by [12, Lemma 3.3] the de Rham complex of \( F \)-valued differential forms on \( X \) has a unique ideal boundary condition \( \mathcal{D}^*(X; F) \). We will denote the restriction of \( F \) to \( X^\pm \) by the same letter. Then we use the notation
\[
\mathcal{D}^*(X^\pm; F) := \mathcal{D}^*_\text{max}(X^\pm; F), \quad \mathcal{D}^*(X^\pm, Z; F) := \mathcal{D}^*_\text{min}(X^\pm; F).
\]

We point out that in this section we equip \( X, X^\pm, \) and \( F \) with compact perturbations of the original metrics; thus the flat Hodge Laplacians are only compact deformations of the original flat Hodge Laplacians in the sense of \( \S \) 10. Since \( X^+ \) is a compact manifold with boundary, the cohomology of \( \mathcal{D}^*(X^+; F) \) equals the de Rham or singular cohomology of \( X^+ \) with values in \( F \); see for example [12, Theorem 4.1], where the proof extends without difficulty to the flat bundle \( F \). Therefore, we shall just denote it unambiguously by \( H^*(X^+; F) \). On the other hand, we will denote the cohomology of the complex \( \mathcal{D}^*(X^-, Z; F) \) by \( H^\text{min}_*(X^-, Z; F) \) in order to distinguish it from the corresponding de Rham cohomology: since \( X^- \) retracts onto \( Z \), this de Rham cohomology is of course always trivial. This is not the case for the cohomology \( H^\text{min}^*_*(X^-, Z; F) \). More precisely, as in [33, \S 4B], one can consider the long exact sequence of Hilbert complexes
\[
0 \longrightarrow \mathcal{D}^*(X^-, Z; F) \xrightarrow{\alpha} \mathcal{D}^*(X; F) \xrightarrow{\beta} \mathcal{D}^*(X^+; F) \longrightarrow 0,
\]
where \( \alpha \) is extension by zero and \( \beta \) is restriction to \( X^+ \). To prove the exactness of this sequence, we first remark that it follows immediately from the definitions that \( \alpha \) and \( \beta \) are indeed maps between the involved Hilbert complexes. If one multiplies with suitable cutoff functions, it follows easily that the exactness of (12.2) is a purely local question.
in a neighbourhood of the boundary \( Z \). Therefore, it suffices to prove the exactness if one replaces \( X \) by the double \( X^+ \cup_Z -X^+ \) of \( X^+ \) and \( X^- \) by \( -X^+ \), i.e., \( X^+ \) with reversed orientation. For the situation of the double, the exactness follows from [12, equation (4.12)]. If \( \alpha^* \) is the corresponding involution introduced on [12, p. 121], and if a form \( \omega \in \mathcal{D}^*(X^+ \cup Z -X^+; F) \) satisfies \( \omega|X^+ = 0 \), then \( \omega|_{-X^+} = (\omega - \alpha^* \omega)|_{-X^+} \), and therefore \( \omega \) is in the image of the map \( \mathcal{D}^*(-X^+ \cup Z X^+; F) \). This proves exactness in the middle. The surjectivity of \( \beta \) immediately follows from [12, equation (4.12)]. The exact sequence (12.2) induces a long exact cohomology sequence. Let

\[
\delta_p : H^p(X^+; F) \to H^{p+1}_{\text{min}}(X^-, Z; F) \tag{12.3}
\]

be the \( p \)th connecting homomorphism of that sequence. Then we have the following Proposition (let us recall that \( F \) was the flat vector bundle associated to a representation \( \rho \) which satisfies \( \rho \neq \rho_0 \)).

**Proposition 12.2.** The cohomology of the complex \( \mathcal{D}^*(X; F) \) vanishes. In particular, for each \( p \) the map \( \delta_p \) is an isomorphism, and the cohomology \( H^*_{\text{min}}(X^-, Z; F) \) is finite dimensional. Moreover, \( \mathcal{D}^*(X^-, Z; F) \) is a Fredholm complex.

**Proof.** By [12, Theorem 3.5], the cohomology of \( \mathcal{D}^*(X; F) \) equals the corresponding \( L^2 \)-cohomology. This cohomology is zero by Proposition 8.1. We recall that \( g_1 \) and \( h_1 \) are compact perturbations of the metrics \( g \) and \( h \) used in that proposition, and hence belong to the quasi-isometry class of \( g \) and \( h \). The last statement follows from [12, Theorem 2.4(2)].

Next we use the variation of the de Rham complex \( \mathcal{D}^*(X; F) \) due to Vishik and Lesch. Let \( \iota_{\pm} : Z \hookrightarrow X^\pm \) denote the inclusions. For \( \theta \in \mathbb{R} \) and each \( p \), let

\[
\mathcal{D}_p^\theta(X; F) := \{ (\omega_1, \omega_2) \in \mathcal{D}^p(X^-; F) \oplus \mathcal{D}^p(X^+; F) : \cos \theta \cdot \iota^-_{\omega_1} = \sin \theta \cdot \iota^+_{\omega_2} \},
\]

where, as in [33, § 4B], \( \iota^\pm_{\omega}(\omega) \) are boundary values defined by traces on Sobolev spaces. More precisely, by [56, Theorem 1.9], \( \iota^\pm_{\omega} \) are well defined on \( \mathcal{D}^p(X^\pm; F) \) and \( \mathcal{D}^p(X^\pm, Z; F) \) coincides with the kernel of \( \iota^\pm_{\omega} \). Again, the non-compactness of \( X^- \) is not an issue here, since one can localize everything to a neighbourhood of \( Z \) and \( Z \) is compact. The flat bundle is not an issue either here. For each \( p \) let \( d^p_\theta : \mathcal{D}_p^\theta(X; F) \to \mathcal{D}^{p+1}_\theta(X; F) \) be the restriction of the direct sum of the operators \( d_{\text{p; max}} \) on \( \mathcal{D}^p(X^-; F) \) and on \( \mathcal{D}^p(X^+; F) \). Then the \( \mathcal{D}_p^\theta(X; F) \) with \( d^p_\theta \) form a subcomplex \( \mathcal{D}_\theta^*(X; F) \) of \( \mathcal{D}^*(X^-; F) \oplus \mathcal{D}^*(X^+; F) \). By the previous remark one has

\[
\mathcal{D}_\theta^* = 0(X; F) = \mathcal{D}^*(X^-, Z; F) \oplus \mathcal{D}^*(X^+; F), \tag{12.4}
\]

Furthermore, arguing in the same way as after (12.2), one can show that one has a natural isomorphism of complexes

\[
\mathcal{D}^*_{\theta = \frac{1}{2}}(X; F) \cong \mathcal{D}^*(X; F); \tag{12.5}
\]
see [65, p. 16] and [33, p. 240]. Also as in (12.2) one has a short exact sequence

$$0 \longrightarrow D^*(X^-, Z; F) \xrightarrow{\alpha_\theta} D^*_{\theta}(X; F) \xrightarrow{\beta_\theta} D^*(X^+; F) \longrightarrow 0,$$

(12.6)

where $\alpha_\theta(\omega_1) := (\omega_1, 0)$ and where $\beta_\theta(\omega_1, \omega_2) := \omega_2$.

The complexes $D^*_\theta(X; F)$ have varying domains; following Lesch, [33, §5], one can transform them into complexes with fixed domains. Thus let $S : W^{\text{cut}} \rightarrow W^{\text{cut}}$ be the reflection map, given by $S((t, p)) := (-t, p)$. Then define

$$T : \Omega^*(W^{\text{cut}}; F) \rightarrow \Omega^*(W^{\text{cut}}; F), \quad T(\omega_1, \omega_2) := (S^* \omega_2, -S^* \omega_1).$$

One has

$$(\cos(\theta + \theta'), -\sin(\theta + \theta')) \cdot \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} = (\cos \theta', -\sin \theta').$$

(12.7)

Therefore, if one defines

$$\Phi_\theta := \cos(\theta \phi) \text{Id} + \sin(\theta \phi) T : \Omega^*(W^{\text{cut}}; F) \rightarrow \Omega^*(W^{\text{cut}}; F),$$

(12.8)

then $\Phi_\theta$ canonically extends to a unitary transformation of $L^2(X, \Lambda^* T^* X \otimes F)$, and applying (12.7) it follows that $\Phi_\theta$ maps $D^p_{\theta}(X; F)$ onto $D^p_{\theta + \theta}(X; F)$. Finally, since $T$ commutes with exterior differentiation, on $\Omega^*(X; F)$ one has $\Phi_\theta d^{\theta + \theta'} \Phi_\theta = d^{\theta'} + \theta \text{ ext} (d\phi) T$; see [33, Lemma 5.1]. Thus if one lets

$$d^\theta_p := d^{\pi/4}_{P'} + (\theta - \pi/4) \text{ ext} (d\phi) T$$

with domain $D^p_{\theta = \pi/4}(X; F)$, one obtains a complex $\tilde{D}^p_{\theta}(X; F)$ with fixed domain which is isometric to the complex $D^p_{\theta}(X; F)$. Since $\theta \text{ ext} (d\phi) T$ is bounded, and since one can identify $d^{\pi/4}_{P'}$ with $d_p$ on $D^p(X; F)$, it follows that the complexes $D^p_{\theta}(X; F)$ are Hilbert complexes too. Let $\Delta^\theta_p$ (respectively, $\tilde{\Delta}^\theta_p$) be the Laplacian of $D^p_{\theta}(X; F)$ (respectively, $\tilde{D}^p_{\theta}(X; F)$). Let

$$\frac{d}{d\theta} \tilde{\Delta}^\theta_p := \langle d^\theta_p \text{ ext} (d\phi) T \rangle + (d\phi) T \langle d_{P'-1}^\theta \rangle$$

$$+ \langle d_{P'-1}^\theta \text{ ext} (d\phi) T \rangle + (d\phi) T \langle d_{P'-1}^\theta \rangle.$$

(12.9)

Then $\frac{d}{d\theta} \tilde{\Delta}^\theta_p$ is a closed operator with domain containing dom($\Delta^\theta_p$). Moreover, for each $\phi \in \text{dom}(\Delta^\theta_p)$ one obviously has, in $L^2$,

$$\lim_{\theta' \to \theta} \frac{\langle \tilde{\Delta}^\theta_{\theta'} - \tilde{\Delta}^\theta_p \rangle \phi}{\theta' - \theta} = \frac{d}{d\theta} \tilde{\Delta}^\theta_p \phi.$$  

(12.10)

Therefore, the family $\tilde{\Delta}^\theta_p$ is a smooth one-parameter family of self-adjoint operators with constant domains. We remark that the operators $\Delta^\theta_p$ are not differential operators since $T$ does not decrease supports; see [33, p. 243]. However, outside the collar where the variation takes place, they are differential operators.
13. The heat kernel of the perturbed Laplacian

We keep the notation of the preceding section. By [33, Lemma 3.1], the operator \( e^{-t\hat{\Delta}^\theta_p} \) acts as an integral operator with smooth kernel \( K_{\Delta}^\theta_p \). For the purposes of the present paper, we will need to construct this kernel explicitly. We use the parametrix method to obtain the kernel by patching together the original heat kernel of \( \Delta_p \) with the kernel of the perturbed operator on the double of \( X^+ \). This method of patching together heat kernels can be found in [60, p. 184 ff], [2, E III], [20, Chapter 4], and [45, Chapter VII], for example.

We continue to work with the metric \( g_1 \) on \( X \) and the metric \( h_1 \) on \( F := E_\rho \). Consider the double \(-X^+ \sqcup_X X^+ \) of \( X^+ \), where \(-X^+ \) denotes \( X^+ \) with the reversed orientation. Let us recall that \( X^+ \) is a compact manifold with boundary and that near its boundary all structures are product. On this double, one can perform exactly the same variation as described above, replacing \( X^- \) by \(-X^+ \). We denote the corresponding bundle by \( F \) too, and we denote the corresponding operators by \( \Delta^\theta_p, \hat{\Delta}^\theta_p \) too. Then the integral kernel \( E^{p,\theta}_t(x, y) \) of \( e^{-t\Delta^\theta_p} \) acting on \( L^2(-X^+ \sqcup X^+; F) \) can be computed explicitly [33, (5)–(22)]. Let \( E^p_t \) denote the kernel of the \( p \)-th \( F \)-valued Hodge Laplacian on the closed manifold \(-X^+ \sqcup_X X^+ \). Then one has

\[
E^{p,\theta}_t(x, y) = \begin{cases} E^p_t(x, y) \pm \cos(2\theta)(S^* \circ E^p_t)(x, y) & \text{if } x, y \in \pm X^+, \\
\sin(2\theta)E^p_t(x, y) & \text{if } x \in \pm X^+, y \in \mp X^+, \end{cases}
\]

Equations (12.8) and (13.1) immediately imply that \( \tilde{E}_t^{p,\theta}(x, y) \) depends smoothly on \( \theta \), and, using the Gaussian bounds of \( E^p_t \) on the closed manifold \(-X^+ \sqcup_X X^+ \) (see for example [25, Theorem 1.4.3.1]), they imply that for each \( T > 0 \) there exist constants \( C_1, C_2 > 0 \) such that for all \( t \in (0, T) \) and all \( x, y \in -X^+ \sqcup_X X^+ \) and \( i \in [0, 1] \) one has

\[
\| (\hat{\Delta}^\theta_p)^i \tilde{E}_t^{p,\theta}(x, y) \| = \left\| \frac{d^i}{dt^i} \bar{E}_t^{p,\theta}(x, y) \right\| \leq C_1 t^{-\frac{d-i}{2}} e^{-C_2 t^{\frac{d^2+1}{2}}}. \tag{13.3}
\]

Now let \( K_{\Delta_p}(t, x, y) \) be the integral kernel of the original \( F \)-valued Laplacian \( \Delta_p \) on \( X \), where we of course still use the metrics \( g_1 \) and \( h_1 \). This kernel satisfies the properties of Proposition 10.3. Let \( \Phi_1 \) and \( \Psi_1 \) be smooth functions on \( X \) which have compact support in \( X(Y_1 + 1/2) \), which are identically 1 on a neighbourhood of \( X(Y_1) \cup \text{supp}(\phi) \), where \( \phi \) is as in the previous section, and which satisfy \( \Phi_1 = 1 \) on a neighbourhood of \( \text{supp}(\Psi_1) \).

Let \( \Psi_2 := 1 - \Psi_1 \), and fix a smooth function \( \Phi_2 \) such that \( \Phi_2 = 1 \) on a neighbourhood of \( \text{supp}(\Psi_2) \) and such that \( \Phi_2 = 0 \) on a neighbourhood of \( \text{supp}(\phi) \). Then one defines

\[
P(t, x, y; \theta) := \Phi_1(x) \tilde{E}_t^{p,\theta}(t, x, y) \Psi_1(y) + \Phi_2(x) K_{\Delta_p}(t, x, y) \Psi_2(y). \tag{13.4}
\]
Let

\[ Q_1(t, x, y; \theta) := \left( \frac{d}{dt} + \tilde{\Delta}_\rho^\theta \right) P(t, x, y; \theta), \quad (13.5) \]

where \( \tilde{\Delta}_\rho^\theta \) is applied to the first variable. Since \( \Phi_{1,2} = 1 \) on neighbourhoods of \( \text{supp}(\Psi_{1,2}) \), and since \( \tilde{\Delta}_\rho^\theta \) equals the corresponding operator on \( X^+ \cup -X^+ \) on \( \text{supp}(\Phi_1) \) (respectively, equals \( \Delta_\rho \) on \( \text{supp}(\Phi_2) \)), there exists an \( \epsilon > 0 \) such that

\[ Q_1(t, x, y; \theta) = 0, \quad \text{if} \quad d(x, y) < \epsilon. \quad (13.6) \]

Moreover, there exists a compact subset \( \mathcal{V} \) of \( X \) such that \( Q_1(t, x, y; \theta) = 0 \) if \( x \notin \mathcal{V} \). Thus, invoking Proposition 10.3, (13.3) and the local Gårding inequality on \( \mathcal{V} \), it follows easily that for each \( T > 0 \) and \( l \in \mathbb{N} \) there exist constants \( C_1 \) and \( C_2 \) such that for all \( t \in (0, T] \) one can estimate

\[ \| Q_1(t, x, y; \theta) \| \leq l^l C_1 r(y)^n e^{C_2 \frac{d^2(x, y)}{t}} \quad (13.7) \]

for all \( x, y \in X \), where from now on we make the convention that we use \( C, C_1, C_2 \) as constants in every estimate. In particular, \( P \) is a parametrix or an approximate solution of the heat equation in the sense of [2] (respectively, [3]). Now define inductively

\[ Q_{k+1}(t, x, y; \theta) := \int_0^t \int_X Q_1(t-s, x, w; \theta) \circ Q_k(s, w, y; \theta) \, dw \, ds. \quad (13.8) \]

The inner integral ranges over the fixed compact set \( \mathcal{V} \) only, and applying (13.7) and the elementary inequality

\[ \frac{d^2(x, w)}{t-s} + \frac{d^2(w, y)}{s} \geq \frac{d^2(x, y)}{t}, \quad (13.9) \]

0 < \( s < t \), [20, p. 67], one shows by induction in \( k \) that

\[ \| Q_k(t, x, y; \theta) \| \leq C_1 r(y)^n l^l k! e^{-C_2 \frac{d^2(x, y)}{t}}. \]

In particular, the series

\[ Q(t, x, y; \theta) := \sum_{k=1}^{\infty} (-1)^k Q_k(t, x, y; \theta) \quad (13.10) \]

converges absolutely and satisfies

\[ \| Q(t, x, y; \theta) \| \leq C_1 l^l r(y)^n e^{-C_2 \frac{d^2(x, y)}{t}}. \quad (13.11) \]

Let

\[ P \ast Q(t, x, y, \theta) := \int_0^t \int_X P(t-s, x, w; \theta) \circ Q(s, w, y; \theta) \, dw \, ds. \quad (13.12) \]
This term can be estimated as follows. Since the inner integral in (13.12) ranges over the fixed compact set $\mathcal{V}$ only, the estimates from Proposition 10.3, (13.3), and (13.11) imply that

$$r(x)^j r(y)^j \| P \ast Q(t, x, y, \theta) \|$$

$$\leq C_1 r(x)^j r(y)^j e^{-C_2 \text{dist}^2(t, \mathcal{V})} e^{-C_2 \text{dist}^2(t, \mathcal{V})} \int_0^t \int_{\mathcal{V}} s^{-\frac{d}{2}} e^{-C_2 \text{dist}^2(t, \mathcal{V})} \, dw \, ds.$$  

The last integral needs to be estimated only if $x$ belongs to some fixed relatively compact neighbourhood of $\mathcal{V}$, and here one uses geodesic coordinates around $x$ and a change of variables to see that it is bounded. By the definition of $r$ and the hyperbolic distance, for each $j \in \mathbb{N}$, each $T > 0$, and each $c > 0$ there exists a constant $C > 0$ such that for all $x \in X$ and all $t \in (0, T]$ one has

$$e^{-t \text{dist}^2(t, \mathcal{V})} r(x)^j \leq C.$$  

(13.13)

Thus for all $j, l \in \mathbb{N}$, $T > 0$ there exists a constant $C > 0$ such that for all $x, y \in X$ and all $t \in (0, T]$ one has

$$r(x)^j r(y)^j \| P \ast Q(t, x, y, \theta) \| \leq C r^l.$$  

(13.14)

Using the previous results, one now immediately checks that

$$K_{\tilde{\Delta}_p}^\theta(t, x, y) := P(t, x, y; \theta) + P \ast Q(t, x, y, \theta)$$

(13.15)

is the integral kernel of $e^{-t \tilde{\Delta}_p^\theta}$. This implies in particular that the kernel $K_{\tilde{\Delta}_p}^\theta$ has the same growth properties as the kernel $K_{\Delta_p}^\theta$ stated in Proposition 10.3; i.e., for each $T > 0$ there exist constants $C_1, C_2 > 0$ such that for all $x, y \in X$ and all $t \in (0, T]$ and all $j \in \{0, 1\}$ one can estimate

$$\| (\tilde{\Delta}_p^\theta)^j K_{\tilde{\Delta}_p}^\theta(t, x, y) \| \leq C_1 r(x)^n r(y)^n t^{-\frac{d}{2} - j} e^{-C_2 \text{dist}^2(t, \mathcal{V})}.$$  

(13.16)

We can now generalize the results of §10 to the operator $\tilde{\Delta}_p^\theta$. We remark that this proposition is not a direct consequence of the results of §10, since the operator $\tilde{\Delta}_p^\theta$ is not a differential operator. However, since outside the fixed collar where the variation takes place it is a differential operator of the form studied in §10, it is of course not surprising that the results of that section continue to hold. We let $T_{p,u} := T_{p(\rho),u} + \rho(\Omega) \text{Id}$, where the latter operator is as in §10. We make from now on the convention that $u > Y_1 + 2$; i.e., the auxiliary operator does not interact with the variation.

**Proposition 13.1.** In the preceding notation one has the following.

1. The operator $e^{-t \tilde{\Delta}_p^\theta} - e^{-t T_{p,u}}$ is trace class, and one has

$$\text{Tr}_{\text{rel, }u} \left( e^{-t \tilde{\Delta}_p^\theta} - e^{-t T_{p,u}} \right) := \text{Tr} \left( e^{-t \tilde{\Delta}_p^\theta} - e^{-t T_{p,u}} \right) = \int_X \text{Tr} \left( K_{\tilde{\Delta}_p^\theta}(t, x, x) - K_{T_{p,u}}(t, x, x) \, dx \right) \, dx.$$
(2) There is a short-time asymptotic expansion
\[
Tr_{rel,u}(e^{-t\Delta_p^\theta}) = \sum_{j=0}^\infty a_{j,0} t^{j-d/\tau} + \sum_{j=0}^\infty b_{j,0} t^{j-1} \log t + \sum_{j=0}^\infty c_{j,0} t^j,
\]
as \(t \to 0^+\), where the coefficients depend smoothly on \(\theta\).

(3) The essential spectrum of \(\Delta_p^\theta\) is contained in \([\frac{1}{4}, \infty)\), and in particular the complex \(\mathcal{D}_p^\theta(X; F)\) is a Fredholm complex.

(4) For each \(\theta\) there exist constants \(C, c\) which depend on \(\theta\) such that one has
\[
Tr_{rel,u}(e^{-t\Delta_p^\theta}) - \dim \text{Ker}(\Delta_p^\theta) \leq Ce^{-ct}
\]
for \(t \geq 1\).

(5) The operator \(e^{-t\Delta_p^\theta} - e^{-t\Delta_p}\) is trace class, and, if \(Tr_{rel,u}(e^{-t\Delta_p^\theta}) := Tr(e^{-t\Delta_p^\theta} - e^{-t\Delta_p})\), then \(Tr_{rel,u}(e^{-t\Delta_p^\theta}) = Tr_{rel,u}(e^{-t\Delta_p^\theta})\).

**Proof.** Let \(P\) be as in (13.4). Then the function \(K_{\Delta_p}(t, x, y) - P(t, x, y; \theta)\) vanishes if \((x, y) \notin X(Y_1 + 1) \times X \cup X \times X(Y_1 + 1)\); let us recall that \(X(Y_1 + 1)\) is compact. Thus using an estimate analogous to (13.13), (2.15) and Proposition 10.3 imply that for each \(j \in \mathbb{N}\) the function
\[
(r(x)r(y))^j (K_{\Delta_p}(t, x, y) - P(t, x, y; \theta))
\]
is square integrable over \(X \times X\). Thus, by (13.14) and (13.15), for each \(j \in \mathbb{N}\) the function
\[
(r(x)r(y))^j (K_{\Delta_p}(t, x, y) - K_{\Delta_p}^\theta(t, x, y))
\]
is square integrable over \(X \times X\); i.e., the operators \(M_{ij} \circ (e^{-t\Delta_p} - e^{-t\Delta_p^\theta})\) and \((e^{-t\Delta_p} - e^{-t\Delta_p^\theta}) \circ M_{ij}\) are Hilbert–Schmidt operators, where \(M_{ij}\) denotes the operator induced by multiplication with the function \(r^j\). If we apply (2.15), (11.1), Proposition 10.3, and (13.16), we see that for \(j \in \mathbb{N}\) sufficiently large the functions \((r(y))^j K_{\Delta_p}^\theta(t, x, y)\) and \((r(x))^j K_{\Delta_p}^\theta(t, x, y)\) are square integrable over \(X \times X\); i.e., \(e^{-t\Delta_p} \circ M_{ij} \) and \(M_{ij} \circ e^{-t\Delta_p^\theta}\) are Hilbert–Schmidt operators. Put \(\tau = \frac{1}{t}\). Then one has
\[
e^{-t\Delta_p} - e^{-t\Delta_p^\theta} = (e^{-\tau\Delta_p} \circ M_{ij} \circ (e^{-\tau\Delta_p} - e^{-\tau\Delta_p^\theta}) + (e^{-\tau\Delta_p} - e^{-\tau\Delta_p^\theta}) \circ M_{ij}) \circ (M_{ij} \circ e^{-\tau\Delta_p^\theta}),
\]
and thus \(e^{-t\Delta_p} - e^{-t\Delta_p^\theta}\) is trace class, and by [11] one has
\[
Tr(e^{-t\Delta_p} - e^{-t\Delta_p^\theta}) = \int_X (\text{Tr} K_{\Delta_p}(t, x, x) - \text{Tr} K_{\Delta_p}^\theta(t, x, x)) \, dx.
\]
Applying Proposition 10.7, (1) follows. By (13.14) and the fact that \(X\) has finite volume, for the short-time asymptotic expansion of the relative trace we can replace the kernel
$K_{\tilde{\Delta}^\theta_p}$ by its parametrix $P$; i.e., we have

$$
\text{Tr}_{rel,u}(e^{-t\tilde{\Delta}^\theta_p}) = \int_X \text{Tr} \left( P(t, x, x, \theta) - KT_{p,u}(t, x, x) \right) \, dx + O(t^\infty)
$$

$$
= \int_X \Psi_1(x) \text{Tr} \tilde{E}^{p,\theta}_t(t, x, x) \, dx + \int_X (\Psi_2(x) - 1) \text{Tr} K_{\Delta_p}(t, x, x) \, dx
$$

$$
+ \int_X (\text{Tr} K_{\Delta_p}(t, x, x) - \text{Tr} KT_{p,u}(t, x, x)) + O(t^\infty),
$$
as $t \to +0$. The first two integrals in the last equation range over compact subsets of $X$ only. Moreover, using (12.8), (13.1), and the pointwise short-time asymptotic expansion of $E^p_t$ [23], it follows that the first integral has the required short-time asymptotic expansion (without logarithmic terms) and that the coefficients in this expansion depend smoothly on $\theta$. Also, by the pointwise heat asymptotics of $\text{Tr} K_{\Delta_p}(t, x, x)$ [23], the second summand has the required asymptotics without logarithmic terms. The third summand has the required asymptotic expansion by Proposition 10.9. This proves (2). (3) follows from the trace class property of $e^{-t\tilde{\Delta}^\theta_p} - e^{-t\tilde{\Delta}^{\theta}_p}$, Proposition 10.10, and the invariance of the essential spectrum under compact perturbations. (4) follows in exactly the same way as the corresponding statement in Proposition 10.10. Since $\Phi_\theta$ commutes with the operator $T_{p,u}$, (5) follows. \hfill \square

**Remark 13.2.** For $\theta \in (0, \frac{\pi}{2})$ one has in fact $\dim \ker(\tilde{\Delta}^\theta_p) = 0$, as we will later show using Lesch’s argument. However, for $\theta = 0$ this is not the case, by (12.4) and the results of §8. The possibility of such a jump in the dimension of the cohomology has been predicted by Lesch [33, p. 247].

The previous proposition and standard results on Mellin transforms [23] imply in particular that we can define the relative analytic torsion

$$
T_{rel,u}(X, g_1, h_1; E^p)
$$

by using the relative traces $\text{Tr}_{rel,u}(e^{-t\tilde{\Delta}^\theta_p})$ and the corresponding relative zeta functions in the same way as at the end of §10. We have put $g_1$ and $h_1$ in the notation here in order to indicate that we still work with the perturbed metrics $g_1$ and $h_1$.

Now for $Y > Y_1 + 1$ we consider the manifold $M(Y)$ from equation (11.2). This manifold contains $X^+$ and also the collar $W$. Also, by construction, there exists a metric on $M(Y)$ which coincides with the metric $g_1$ on $X(Y)$, and there exists a Hermitian flat vector bundle $F$ over $M(Y)$ whose restriction to $X(Y) \subset M(Y)$ is isometric to the bundle $F$ with the metric $h_1$. Therefore, if we let $M(Y)^+ := X^+$, $M(Y)^- := M(Y) - M(Y)^+$, then we are in a special case of a situation which is considered by Lesch. We shall denote the corresponding operators on $M(Y)$ over the flat bundle $F$ by $\Delta^\theta_p[M(Y)]$ (respectively, $\tilde{\Delta}^\theta_p[M(Y)]$). Let $e^{-t\tilde{\Delta}^\theta_p}$ and $e^{-\tilde{\Delta}^\theta_p[M(Y)]}$ denote the heat semigroups of $\tilde{\Delta}^\theta_p$ and $\tilde{\Delta}^\theta_p[M(Y)]$. We now show that the kernel of $e^{-t\tilde{\Delta}^\theta_p}$ can be approximated by the kernel of $e^{-t\tilde{\Delta}^\theta_p[M(Y)]}$ on the fixed collar $W$ if $Y \to \infty$ in the same way as in Proposition 11.2, which we can again not apply directly since $T$, and thus the operators $\tilde{\Delta}^\theta_p$ are not differential operators.
Proposition 13.3. Let $D$ be a differential operator acting on the smooth $F$-valued $p$-forms. Then one has, uniformly in $x_0, y_0 \in X(Y_1 + 1)$,
\[
\frac{d^i}{(dt)^i} D_x K_{\Delta_p^0}(t, x_0, y_0) = \lim_{Y \to \infty} \frac{d^i}{(dt)^i} D_x K_{\Delta_p^0}[M(Y)](t, x_0, y_0),
\]
where $D_x$ indicates that $D$ is applied to the first variable, and where $i \in \mathbb{N}$.

Proof. Let $K_{\Delta_p^0}[M(Y)]$ be the integral kernel of $e^{-t \Delta_p^0[M(Y)]}$, and let $E_{t_i}^{p, \theta}$ be as above. Then one constructs the kernel $K_{\Delta_p^0}[M(Y)]$ as above. More precisely, let $\Phi_1$ and $\Psi_1$ be the same functions as above. Then $\Phi_1$ and $\Psi_1$ can also be regarded as functions on $M(Y)$. Also, $\Phi_2$ and $\Psi_2$ are equal to 1 in a neighbourhood of $\partial X(Y)$ in $X$. Therefore, they may be extended by 1 to functions on $M(Y)$, and, denoting these functions by the same symbol, it follows as before that
\[
P_t^Y(t, x, y; \theta) := \Phi_1(x) E_{t_i}^{p, \theta} \Psi_1(y) + \Phi_2(x) K_{\Delta_p^0}[M(Y)] \Psi_2(y)
\]
is a parametrix for the operator $\Delta_p^0[M(Y)]$, where $E_t^{p, \theta}$ is as in (13.2). As before, let
\[
Q_t^Y(t, x, y; \theta) := \left( \frac{d}{dt} + \Delta_p^0[M(Y)] \right) P_t^Y(t, x, y; \theta),
\]
where $\Delta_p^0[M(Y)]$ is applied to the $x$-variable, and define inductively
\[
Q_{k+1}^Y(t, x, y; \theta) := \int_0^t \int_{M(Y)} Q_k^Y(t - s, x, w; \theta) \circ Q_k^Y(s, w, y; \theta) dw ds,
\]
(13.17)
and then let
\[
Q_t^Y(t, x, y; \theta) := \sum_{k=1}^{\infty} (-1)^k Q_k^Y(t, x, y; \theta).
\]
Then
\[
K_{\Delta_p^0}[M(Y)](t, x, y) := P_t^Y(t, x, y; \theta) + \int_0^t \int_{M(Y)} P_t^Y(t - s, x, w; \theta) \circ Q_t^Y(s, w, y; \theta) dw ds
\]
is the integral kernel of $\Delta_p^0[M(Y)]$. For $x, y \in X(Y)$ one has
\[
P(t, x, y; \theta) - P_t^Y(t, x, y; \theta) = \Phi_2(x) (K_{\Delta_p^0}(t, x, y) - K_{\Delta_p^0}[M(Y)](t, x, y)) \Psi_2(y).
\]
Moreover, by construction one has $\Delta_p[M(Y)] = \Delta_p^0[M(Y)] = \Delta_p$ on $\text{supp}(\Phi_2) \cap X(Y)$. Thus, by Proposition 11.2, for $x_0, y_0 \in X(Y_1 + 1)$ one can estimate
\[
\max\{\|P(t, x_0, y_0; \theta) - P_t^Y(x_0, y_0; \theta)\|, \|Q_1(t, x_0, y_0; \theta) - Q_1^Y(x_0, y_0; \theta)\|\}
\leq C_1 e^{-C_2 \frac{\text{dist}(Y(Y_1 + 1), X(Y))}{t}},
\]
where $P(t, x_0, y_0; \theta)$ and $Q_1(t, x_0, y_0, \theta)$ are as in (13.4) (respectively, (13.5)). The inner integrals in (13.8) and (13.17) range over the same compact set $V \subset X(Y_1 + 1)$, and by induction it follows that one has
\[
\|Q_{k+1}(t, x_0, y_0; \theta) - Q^Y_{k+1}(t, x_0, y_0; \theta)\| \leq C_1 e^{-C_2 \frac{\text{dist}(Y(Y_1 + 1), X(Y))}{t} k}. 
\]
for all $x_0, y_0 \in X(Y_1 + 1)$, where $Q_{k+1}(s, x_0, y_0; \theta)$ is as in (13.8). Thus one has

$$
\| Q(t, x_0, y_0; \theta) - Q^Y(t, x_0, y_0; \theta) \| \leq C_1 e^{-C_2 \frac{\text{dist}^2(X(Y_1 + 1), \partial X(Y))}{t}},
$$

(13.19)

where $Q(x_0, y_0; \theta)$ is as in (13.10). Writing

$$
K_{\tilde{\Delta}_p}(t, x, y) - K_{\tilde{\Delta}_0}^0(M(Y))(t, x, y) = P(t, x, y; \theta) - P^Y(t, x, y; \theta)
$$

\[ + \int_0^t \int_Y (P(t-s, x, w; \theta) - P^Y(t-s, x, w; \theta)) Q(s, w, y) dw \, ds \]

\[ + \int_0^t \int_Y P^Y(t-s, x, w; \theta)(Q(s, w, y; \theta) - Q^Y(s, w, y; \theta)) dw \, ds,
\]

and employing the previous estimates, the Proposition is proved if $D$ is the identity. For general $D$ (respectively, for the $t$-derivatives), the proof is word for word the same since the results of Proposition 11.2 hold for general $D$ (respectively, the $t$-derivatives).

\[ \square \]

14. The first version of the gluing formula

In this section we prove the gluing formula under the additional assumption that we work with the metrics $g_1$ and $h_1$ which are compact perturbations of our original metric but which are of product structure on the part of the manifold where the variation of the de Rham complex takes place. We keep all the notation of the preceding section, and we remark that by (5) in Proposition 13.1 also in our case we may interchange $\tilde{\Delta}_p^\theta$ with $\Delta_p^\theta$ if we consider relative traces. We start with the following proposition.

**Proposition 14.1.** The kernel $K_{\tilde{\Delta}_p}(t, x, y)$ is differentiable in $\theta$, and, if $\frac{d}{d\theta} e^{-t\tilde{\Delta}_p^\theta}$ denotes the integral operator with kernel $\frac{d}{d\theta} K_{\tilde{\Delta}_p}(t, x, y)$, then $\frac{d}{d\theta} e^{-t\tilde{\Delta}_p^\theta}$ is trace class. Also $\text{Tr}_{\text{rel}, u}(e^{-t\tilde{\Delta}_p^\theta})$ is differentiable in $\theta$. One has

$$
\text{Tr} \left( \frac{d}{d\theta} e^{-t\tilde{\Delta}_p^\theta} \right) = \int_X \text{Tr} \left( \frac{d}{d\theta} K_{\tilde{\Delta}_p}(t, x, x) \right) \, dx = \frac{d}{d\theta} \text{Tr}_{\text{rel}, u}(e^{-t\tilde{\Delta}_p^\theta}).
$$

Moreover, one has

$$
\text{Tr} \left( \frac{d}{d\theta} e^{-t\tilde{\Delta}_p^\theta} \right) = -t \text{Tr} \left( \left( \frac{d}{d\theta} \tilde{\Delta}_p^\theta \right) e^{-t\tilde{\Delta}_p^\theta} \right) = -t \int_X \text{Tr} \left( \left( \frac{d}{d\theta} \tilde{\Delta}_p^\theta \right) K_{\tilde{\Delta}_p}(t, x, x) \right) \, dx,
$$

where $\frac{d}{d\theta} \tilde{\Delta}_p^\theta$ is applied to the first variable of $K_{\tilde{\Delta}_p}(t, x, x)$.

**Proof.** Let $E_{\tilde{\Delta}_p}^{p, \theta}(x, y)$ be as in (13.2), and let $P(t, x, y; \theta)$ be as in (13.4). Then (12.8), (12.9), (13.1), and the Gaussian bounds for $E_{\tilde{\Delta}_p}^p$ immediately show that $P(t, x, y; \theta)$ is differentiable in $x, y, t$ and $\theta$, and that for each $T > 0$ there exist constants $C_1, C_2 > 0$ such that, for all $t \in (0, T]$, all $\theta$, and all $x, y \in X$, one has

$$
\left\| \frac{d}{d\theta} P(t, x, y; \theta) \right\| = \left\| \Phi_1(x) \frac{d}{d\theta} E_{\tilde{\Delta}_p}^{p, \theta}(x, y) \Psi_1(y) \right\| \leq C_1 t^{-\frac{d}{2} e^{-C_2 \frac{\text{dist}^2(X(Y_1 + 1), \partial X(Y))}{t}}},
$$

(14.1)
and

$$\left\| \left( \frac{d}{dt} + \tilde{\Delta}_p^\theta \right) \frac{d}{d\theta} P(t, x, y; \theta) \right\| = \left\| \left( \frac{d}{dt} + \tilde{\Delta}_p^\theta \right) \Phi_1(x) \frac{d}{d\theta} \tilde{E}_t^{p,\theta}(x, y) \Psi_1(y) \right\| \leq C_1 t^{-\frac{d}{2} - 1} e^{-C_2 \frac{d^2(x,y)}{t}}.$$  

Moreover, one has $\frac{d}{d\theta} \tilde{\Delta}_p^\theta = 0$ on $\text{supp}(\Phi_2)$. Therefore, one has

$$\left\| \left( \frac{d}{d\theta} \Delta_\theta^\rho \right) P(t, x, y; \theta) \right\| = \left\| \left( \frac{d}{d\theta} \Delta_\theta^\rho \right) \Phi_1(x) \tilde{E}_t^{p,\theta}(x, y) \Psi_1(y) \right\| \leq C_1 t^{-\frac{d}{2} - 1} e^{-C_2 \frac{d^2(x,y)}{t}}. \tag{14.2}$$

This implies that $Q_1(t, x, y; \theta)$, defined as in (13.5), is differentiable in $\theta$. By (13.6) one has $\frac{d}{d\theta} Q_1(t, x, y; \theta) = 0$ if $d(x, y) < \epsilon$. Thus the previous two estimates imply that for each $l \in \mathbb{N}$ and $T > 0$ there exist constants $C_1, C_2 > 0$ such that, for all $t \in (0, T]$, all $\theta \in \mathbb{R}$, and all $x, y \in X$, one has

$$\left\| \frac{d}{d\theta} Q_1(t, x, y; \theta) \right\| = \left\| \left( \frac{d}{d\theta} \Delta_\theta^\rho \right) P(t, x, y; \theta) + \left( \frac{d}{dt} + \Delta_\theta^\rho \right) \left( \frac{d}{dt} P(t, x, y; \theta) \right) \right\| \leq C_1 t^l e^{-C_2 \frac{d^2(x,y)}{t}}.$$  

Thus one shows by induction that each $Q_k(t, x, y; \theta)$, defined as in (13.8), is differentiable in $\theta$ with

$$\left\| \frac{d}{d\theta} Q_k(t, x, y; \theta) \right\| \leq C_1 t^l e^{-C_2 \frac{d^2(x,y)}{t}},$$  

where the constants $C_1, C_2$ are independent of $\theta$. This implies that $Q(t, x, y; \theta)$, defined as in (13.10), is differentiable in $\theta$, and that

$$\left\| \frac{d}{d\theta} Q(t, x, y; \theta) \right\| \leq C_1 t^l e^{-C_2 \frac{d^2(x,y)}{t}}$$  

for all $\theta \in \mathbb{R}$, all $x, y \in X$. Arguing as in the previous section before (13.14), and applying (14.1), it follows that for each $l$ there exists a constant $C$ such that

$$\left\| \frac{d}{d\theta} P \ast Q(t, x, y; \theta) \right\| \leq Ct^l$$  

for all $\theta \in \mathbb{R}$, all $x, y \in X$. Thus, together with (13.15) and (14.1), it follows that the kernel $\frac{d}{d\theta} K_{\Delta_p^\theta}(t, x, y)$ is differentiable in $\theta$, and that

$$\left\| \frac{d}{d\theta} K_{\Delta_p^\theta}(t, x, y) \right\| \leq C_1 t^l e^{-C_2 \frac{d^2(x,y)}{t}}$$  

for all $\theta \in \mathbb{R}$, $x, y \in X$, $t \in (0, T]$. By construction, $\frac{d}{d\theta} K_{\Delta_p^\theta}(t, x, y)$ vanishes if $\Phi_2(x) = 0$; in particular, it has uniform compact $x$-support. Thus if $r$ is the function introduced in §10, then together with (2.15) and the estimate analogous to (13.13) it follows that $r(x)^j r(y)^l \frac{d}{d\theta} K_{\Delta_p^\theta}(t, x, y)$ is square integrable over $X \times X$ for each $j \in \mathbb{N}$; i.e., the operators
\[
\frac{d}{d\theta} e^{-t\tilde{\Lambda}_p^\theta} = \left( \frac{d}{d\theta} e^{-t\tilde{\Lambda}_p^\theta} \circ M_{r_j} \right) \circ \left( M_{r_{j-1}} e^{-t\tilde{\Lambda}_p^\theta} + e^{-t\tilde{\Lambda}_p^\theta} \circ M_{r_{j-1}} \right) \circ \left( M_{r_j} \circ \frac{d}{d\theta} e^{-t\tilde{\Lambda}_p^\theta} \right),
\]

it follows that \( \frac{d}{d\theta} e^{-t\tilde{\Lambda}_p^\theta} \) is trace class. Applying Proposition 10.7 and [66, Theorem 4.1], the first equation now follows easily.

To prove the second equation, we remark that, as in [53, (6.11)], for \( \theta, \theta_1 \in \mathbb{R} \) we have
\[
e^{-t\tilde{\Lambda}_p^\theta} - e^{-t\tilde{\Lambda}_p^{\theta_1}} = - \int_0^t \frac{d}{ds} \left( e^{-(t-s)\tilde{\Lambda}_p^{\theta_1}} \circ e^{-s\tilde{\Lambda}_p^\theta} \right) ds = - \int_0^t e^{-t-s} \left( \tilde{\Lambda}_p^{\theta_1} - \tilde{\Lambda}_p^\theta \right) e^{-s\tilde{\Lambda}_p^\theta},
\]
in the strong operator topology, and therefore, by (12.10), one has
\[
\frac{d}{d\theta} e^{-t\tilde{\Lambda}_p^\theta} = - \int_0^t e^{-t-s} \tilde{\Lambda}_p^{\theta_1} \circ \frac{d}{d\theta} \tilde{\Lambda}_p^\theta \circ e^{-s\tilde{\Lambda}_p^\theta} ds \tag{14.3}
\]
in the strong operator topology. Since the operator \( \frac{d}{d\theta} \tilde{\Lambda}_p^\theta \) is compactly supported, the previous construction of \( K_{\tilde{\Lambda}_p^\theta} \) shows that proceeding analogously to the proof of Proposition 11.1 one can establish that the operators \( \frac{d}{d\theta} \tilde{\Lambda}_p^\theta \circ e^{-t\tilde{\Lambda}_p^\theta} \) and \( e^{-t\tilde{\Lambda}_p^\theta} \circ \frac{d}{d\theta} \tilde{\Lambda}_p^\theta \) are trace class, and that their trace norm is uniformly bounded for \( t \) in compact subsets of \((0, \infty)\). Therefore, splitting the integral in (14.3) in the integral from \((0, t/2)\) and \((t/2, t)\), we obtain
\[
\text{Tr} \left( \frac{d}{d\theta} e^{-t\tilde{\Lambda}_p^\theta} \right) = - \int_0^t \text{Tr} \left( e^{-(t-s)\tilde{\Lambda}_p^\theta} \circ \frac{d}{d\theta} \tilde{\Lambda}_p^\theta \circ e^{-s\tilde{\Lambda}_p^\theta} \right) ds = - t \text{Tr} \left( e^{-t\tilde{\Lambda}_p^\theta} \right),
\]
which is the first equality of the second equation in the proposition. The second equality of this equation follows again from [66, Theorem 4.1].

**Remark 14.2.** Let us remark that without the trace the second equation of the proposition would not hold necessarily, since the operators under the integral in (14.3) do not commute in general.

Let \( \beta_\theta \) be as in (12.6). Using (13.16) and proceeding exactly as in the proof of Proposition 11.1, one can show that \( \beta_\theta(e^{-t\tilde{\Lambda}_p^\theta}) \) is trace class. We can now prove the analogue of [33, Theorem 5.3]. We point out that in our understanding Lesch’s assumption of discrete dimension spectrum is essential in his proof of that theorem, in particular in the computations yielding [33, (5.17), (5.18)]. Therefore, we do not generalize Lesch’s proof, but we reduce our statement to his statement by approximating the variation by variations on closed manifolds. Let us furthermore recall that in our situation the Euler characteristics of \( X^+ \) (respectively, of \( \partial X^+ \)) vanish.
Proposition 14.3. For $0 < \theta < \frac{\pi}{2}$, the function $\theta \mapsto \text{Tr}_{rel,u}(e^{-t\Delta^\theta_p})$ is differentiable in $\theta$, and one has
\[
\frac{d}{d\theta} \left( \sum_p (-1)^p \text{Tr}_{rel,u}(e^{-t\Delta^\theta_p}) \right) = -t \frac{d}{dt} \frac{4}{\sin 2\theta} \left( \sum_p (-1)^p \text{Tr} \left( \beta_\theta e^{-t\Delta^\theta_p} \right) \right).
\]
Furthermore, one has
\[
\sum_p (-1)^p \text{Tr} \left( \beta_\theta e^{-t\Delta^\theta_p} \right) = O(t^\infty),
\]
as $t \to 0+$.

Proof. For $Y > Y_1 + 1$ we let $M(Y)$ be the same manifold as in (11.2). As in the previous section in the paragraph before Proposition 13.3, we can perform the corresponding variation of the de Rham complex on $M(Y)$ and consider the operators $\tilde{\Delta}^\theta_p[M(Y)]$ (respectively, $\tilde{\Delta}^\theta_p[M(Y)]$) as well as their heat kernels. By construction, the operators $\frac{d}{d\theta} \Delta^\theta_p$ and $\frac{d}{d\theta} \Delta^\theta_p[M(Y)]$ agree on their support which lies in $X(Y_1 + 1)$. Thus, by Proposition 13.1, one has
\[
\int_X \text{Tr} \left( \left( \frac{d}{d\theta} \tilde{\Delta}^\theta_p \right) K_{\tilde{\Delta}^\theta_p}(t, x, x) \right) dx = \lim_{Y \to \infty} \int_X \text{Tr} \left( \left( \frac{d}{d\theta} \tilde{\Delta}^\theta_p[M(Y)] \right) K_{\tilde{\Delta}^\theta_p[M(Y)]}(t, x, x) \right) dx,
\]
where the operators are applied to the first variable. We remark that (12.9) immediately shows that we can apply Proposition 13.3, although $T$, which occurs in $(d/d\theta) \tilde{\Delta}^\theta_p$, is not a differential operator. By (5) in Proposition 13.1, by Proposition 14.1, and by the analogous statement for the closed manifold $M(Y)$, the last equality is equivalent to the equality
\[
\frac{d}{d\theta} \text{Tr}_{rel,u}(e^{-t\Delta^\theta_p}) = \lim_{Y \to \infty} \frac{d}{d\theta} \text{Tr} \left( e^{-t\Delta^\theta_p[M(Y)]} \right).
\]
Now we apply [33, Theorem 5.3, (5)–(9)] to the closed manifold $M(Y)$. This gives
\[
\frac{d}{d\theta} \left( \sum_p (-1)^p \text{Tr}_{rel,u}(e^{-t\Delta^\theta_p}) \right) = \lim_{Y \to \infty} \frac{d}{d\theta} \left( \sum_p (-1)^p \text{Tr} \left( e^{-t\Delta^\theta_p[M(Y)]} \right) \right)
= \lim_{Y \to \infty} -t \frac{d}{dt} \frac{4}{\sin 2\theta} \left( \sum_p (-1)^p \text{Tr} \left( \beta_\theta e^{-t\Delta^\theta_p[M(Y)]} \right) \right)
= \lim_{Y \to \infty} -t \frac{d}{dt} \frac{4}{\sin 2\theta} \sum_p (-1)^p \int_{X^+} \text{Tr} K_{\Delta^\theta_p[M(Y)]}(t, x, x) dx.
\]
By Proposition 13.3, which by (12.8) clearly also holds if we replace $\tilde{\Delta}^\theta_p$ by $\Delta^\theta_p$, one has
\[
\lim_{Y \to \infty} -t \frac{d}{dt} \frac{4}{\sin 2\theta} \sum_p (-1)^p \int_{X^+} \text{Tr} K_{\Delta^\theta_p[M(Y)]}(t, x, x) dx
= -t \frac{d}{dt} \frac{4}{\sin 2\theta} \sum_p (-1)^p \int_{X^+} \text{Tr} K_{\Delta^\theta_p}(t, x, x) dx
= -t \frac{d}{dt} \frac{4}{\sin 2\theta} \left( \sum_p (-1)^p \text{Tr} \left( \beta_\theta e^{-t\Delta^\theta_p} \right) \right).
\]
This proves the first equation of the proposition. To prove the second one, one can proceed exactly as Lesch in the proof of [33, (5–10), p. 245]. By (13.4), (13.14), and (13.15) one has
\[
\int_{X^+} \text{Tr}(K_{\Delta p}(t, x, x)) \, dx = \int_{X^+} \text{Tr} E^p,\theta_t(x, x) \, dx + O(t^\infty),
\]
as \( t \to 0^+ \). Using the computations of Lesch just cited, the second equation follows, since \( X^+ \) (respectively, \( \partial X^+ \)) have vanishing Euler characteristic.

Now we consider the contribution of the cohomology. We recall that our bundle \( F \) was the bundle \( E_{\rho}, \rho \in \text{Rep}(G), \rho \neq \rho_0 \) from §3. By Proposition 12.2 (respectively, Proposition 13.1(3)), the sequence (12.6) is a short exact sequence of Fredholm complexes. Thus by Proposition 12.1 the cohomology spaces of each complex in (12.6) are finite dimensional and are canonically isomorphic to the kernels of the corresponding Laplacians. We equip the cohomology spaces with the inner products which are induced by this isomorphism and the \( L^2 \)-inner products on the harmonic forms corresponding to the metrics \( g_1 \) and \( h_1 \). We let \( \tau( \mathcal{H}_\theta((X^-, Z), X, X^+; E_\rho)) \) be the torsion of the long exact cohomology sequence of (12.6), where the torsion of a long exact sequence of finite-dimensional Hilbert spaces is defined as in [33, §2B]. This torsion depends on the metrics \( g_1 \) and \( h_1 \) which are compactly supported perturbations of our original metrics.

**Proposition 14.4.** For \( 0 < \theta \leq \frac{\pi}{2} \), the cohomology groups \( H^*_\theta(X; E_\rho) \) of the complex \( D^*_\theta(X; E_\rho) \) vanish. Moreover, the map
\[
\theta \mapsto \log \tau( \mathcal{H}_\theta((X^-, Z), X, X^+; E_\rho))
\]
is differentiable, and one has
\[
\frac{d}{d\theta} \log \tau( \mathcal{H}_\theta((X^-, Z), X, X^+; E_\rho)) = -\frac{2}{\sin(2\theta)} \left[ \sum_{j \geq 0} (-1)^j \text{Tr}(\beta_\theta|H^j_\theta(X; E_\rho)) \right] = 0.
\]

(14.5)

**Proof.** Since all complexes involved are Fredholm complexes, one can just insert Lesch’s arguments in [33, §5B] for the proof of [33, (4)–(11)] without any change. Thus, for \( 0 < \theta, \theta' < \frac{\pi}{2} \) there is a chain isomorphism \( \Phi_{\theta, \theta'} \) between the short exact sequences in (12.6) corresponding to \( \theta \) and \( \theta' \), [33, (5)–(26)]. Hence the first statement follows from the isomorphism (12.5) and Proposition 12.2. Also the second statement can be proved using exactly the arguments of [33, §5B]. We recall again that \( \chi(X^+) = 0 \) (respectively, \( \chi(\partial X^+) = 0 \)).

**Corollary 14.5.** For \( 0 < \theta < \frac{\pi}{2} \) the map \( \theta \mapsto \log T^\theta_{\text{rel}, u}(X, g_1, h_1; E_\rho) \) is differentiable, and one has
\[
\frac{d}{d\theta} \log T^\theta_{\text{rel}, u}(X, g_1, h_1; E_\rho) = \frac{2}{\sin(2\theta)} \left[ -\sum_{j \geq 0} (-1)^j \text{Tr}(\beta_\theta|H^j_\theta(X; E_\rho)) \right] = 0.
\]
Proposition 14.6. The map
\[ \theta \mapsto \log T_{rel,u}(X, g_1, h_1; E_\rho) - \log \tau(\mathcal{H}_\theta((X^-, Z), X, X^+; E_\rho)) \]
is differentiable for \( 0 \leq \theta \leq \frac{\pi}{2} \).

Proof. We recall that by Proposition 13.1 all operators \( \Delta^\theta_p \) have pure point spectrum in \([0, 1/4]\), and that by Proposition 12.1 the kernels \( \text{Ker}(\Delta^0_p) \) are isomorphic to the cohomology groups of the complex \( D^0(X; F) \). An inspection of Lesch’s proof in [33, §5B] of the differentiability at 0 of the expression [33, (4)–(13)] shows that these two properties suffice to carry over his proof to the present situation.

We can now derive the first version of the gluing formula. We recall our notation (12.1). We let \( \det(\delta^Y_p(g_1, h_1; \rho)) \) denote the determinant of the matrix which represents the homomorphism \( \delta_p : H^p(X(Y_1); E_\rho) \to H^{p+1}_{\text{min}}(F_X(Y_1), \partial F_X(Y_1); E_\rho) \) from (12.3) with respect to \( L^2 \)-orthonormal bases of harmonic forms. Here the Laplacians (respectively the \( L^2 \)-inner products) are taken with respect to the metrics \( g_1 \) and \( h_1 \).

Theorem 14.7. Let \( X \) be a hyperbolic manifold with cusps as in §2.7. Let \( \rho \in \text{Rep}(G), \rho \neq \rho_0, \) and let \( E_\rho \) be the corresponding flat vector bundle over \( X \). Let \( Y_0 \) be as in §2.7, and fix \( Y_1 > Y_0 \). Let \( g_1 \) and \( h_1 \) be the same metrics on \( X \) and \( E_\rho \) as above. Then for \( Y_1 > Y_0 \) and \( u > Y_1 + 2 \) one has
\[
\log T_{rel,u}(X, g_1, h_1; E_\rho) = \log T(X(Y_1), g_1, h_1; E_\rho) + \log T_{rel,u}(F_X(Y_1), \partial F_X(Y_1), g_1, h_1; E_\rho) + \sum_p (-1)^p \log |\det(\delta^Y_p(g_1, h_1; \rho))|.
\]

Proof. We proceed identically to [33, §6A]. One has \( D_{\theta=\frac{\pi}{2}}(X; E_\rho) \cong D(X; E_\rho) \), and, by Proposition 12.2, in the present case one has
\[
\log \tau(\mathcal{H}_\theta((F_X(Y_1), \partial F_X(Y_1)), X, X(Y_1); E_\rho))|_{\theta=\frac{\pi}{2}} = \sum_p (-1)^p \log |\det(\delta^Y_p(g_1, h_1; \rho))|.
\]

Next, one has \( D_{\theta=0}(X; E_\rho) = D(F_X(Y_1), \partial F_X(Y_1); E_\rho) \oplus D(X(Y_1); E_\rho) \). As in [33], this implies that
\[
\tau(\mathcal{H}_\theta((F_X(Y_1), \partial F_X(Y_1)), X, X(Y_1); E_\rho))|_{\theta=0} = 0.
\]

Thus by Proposition 14.6 one can write
\[
(\log T_{rel,u}(X, g_1, h_1; E_\rho) - \sum_p (-1)^p \log |\det(\delta^Y_p(g_1, h_1; \rho))|)
- (\log T(X(Y_1), g_1, h_1; E_\rho) + \log T_{rel,u}(F_X(Y_1), \partial F_X(Y_1), g_1, h_1; E_\rho))
\]
and this expression is 0 by Proposition 14.4 and Corollary 14.5.

15. The second version of the gluing formula

In this section we will replace the auxiliary metrics $g_1$ and $h_1$ in the gluing formula by the original metrics $g$ and $h$. In this way the anomaly term of Br"uning and Ma will appear.

We first prove the invariance of the relative analytic torsion under compact perturbations of the metric $g$ on $X$ and $h$ on $E_\rho$ if $\rho$ satisfies $\rho \neq \rho_0$. We recall that by the condition that $\rho \neq \rho_0$ the $L^2$-cohomology of $X$ with coefficients in $E_\rho$ vanishes, and that $X$ is odd dimensional. Thus, if $X$ was a closed hyperbolic manifold, this invariance would be already known [46, Corollary 2.7].

Proposition 15.1. Let $g_1$ and $h_1$ be compact perturbations of the metrics $g$ and $h$. Then one has

$$T_{rel,u}(X, g, h; E_\rho) = T_{rel,u}(X, g_1, h_1; E_\rho)$$

Proof. Let $g_v, v \in [0, 1]$, be a smooth path of metrics on $X$ such that $g_0 = g$, the hyperbolic metric, and assume that there exists a fixed compact subset of $X$ such that all metrics $g_v$ coincide outside this set. For each $p$ and $v \in [0, 1]$ let $\Delta_p(v)$ be the corresponding flat Hodge Laplacian on $E_\rho$-valued $p$-forms over $X$. Let $*_v$ be the corresponding Hodge operators, regarded as operators from $\Lambda^p E_\rho$ to $\Lambda^{d-p} E_\rho$, see [46], let $\alpha(v) := (*_v^{-1}) \circ (d/dv)*_v$, and let

$$(d/dv)\Delta_p(v) = -\alpha(v)\delta_p(v)d_p + \delta_p(v)\alpha(v)d_p - d_{p-1}\alpha(v)\delta_{p-1}(v) + d_{p-1}\delta_{p-1}(v)\alpha(v).$$

The operator $(d/dv)\Delta_p(v)$ is a compactly supported differential operator. Therefore, $((d/dv)\Delta_p(v))e^{-t\Delta_p(v)}$ is trace class by Proposition 11.1. Next we claim that the function $Tr_{rel,u}(e^{-t\Delta_p(v)})$ is differentiable in $v$, and that one has

$$(d/dv)Tr_{rel,u}(e^{-t\Delta_p(v)}) = -t Tr(((d/dv)\Delta_p(v))e^{-\Delta_p(v)}).$$

(15.1)

To prove this, one can proceed in the same way as in the proof of Proposition 14.1, and therefore we shall only indicate the main idea. Let $Y > Y_0 + 1$ such that all metrics $g_v$ coincide on $F_X(Y - 1)$. Then consider the closed manifold $M(Y)$ from (11.2) which contains the set $X(Y)$. For each $v$ one can extend the metrics $g_v$ to metrics on $M(Y)$, and one can extend $E_\rho$ with its fibre metric to a flat bundle over $M(Y)$. Let $\Delta^u_p[M(Y)]$ be the corresponding flat Hodge Laplacians, and let $K_{\Delta^u_p[M(Y)]}$ be their integral kernels. Then the kernel $K_{\Delta_p(v)}$ can be obtained by the parametrix method, gluing together the restriction of the kernel $K_{\Delta^u_p[M(Y)]}$ to $X(Y)$ and the heat kernel $K_{\Delta_p}$ of $X$ with respect to the fixed metric $g$ in exactly the same way as in §13. The kernels $K_{\Delta^u_p[M(Y)]}$ depend smoothly on $v$, see [60, Proposition 6.1] and [3, Chapter 2.7], which applies to the present
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case, and thus, using exactly the same arguments as in the proof of Proposition 14.1 one can conclude that (15.1) holds.

Next, \(\text{Tr}(\alpha(v) e^{-t\Delta_p(v)})\) has a short-time asymptotic expansion which arises by integrating the pointwise asymptotic expansion of \(\text{Tr}(\alpha(v) K_{\Delta_p(v)}(t, x, x))\) over \(X\) (respectively, the support of \(\alpha(v)\)), which is compact. Thus, since \(X\) is odd dimensional, in the short-time asymptotic expansion of \(\text{Tr}(\alpha(v) e^{-t\Delta_p(v)})\) no constant term appears [23]. As above, since \(X\) with the metric \(g_v\) is complete, the operators \(\Delta_p(v)\) are essentially self-adjoint [19], and thus the de Rham complex of \(E_p\)-valued differential forms has a unique ideal boundary condition whose cohomology equals the corresponding \(L^2\)-cohomology of \(X\) with coefficients in \(E_p\), [12, Lemma 3.3, Theorem 3.5]. Since all \(g_v\) are quasi-isometric to \(g\), this cohomology is zero by Proposition 8.1. Therefore, one has \(\text{Ker}(\Delta_p(v)) = 0\) for all \(v\) by the strong Hodge decomposition; see Proposition 12.1. Thus, by Proposition 10.10, \(\text{Tr}_{\text{rel}, u}(e^{-t\Delta_p(v)})\) is exponentially decaying as \(t \to \infty\) for each \(v\).

Now one can establish the invariance of the relative analytic torsion under compact perturbations of \(g\) by inserting the arguments of the proof of [60, Theorem 2.1]. For a compactly supported variation \(h_v\) of the fibre metric \(h\) on \(E_p\) one proceeds analogously, taking the derivative of the corresponding operator \(#_v\), which varies with the fibre metric; see [46, §2].

We will also need a gluing formula for the regularized analytic torsion on the manifolds \(F_X(Y)\), \(Y > 0\). Thus let \(Y_2 > Y\), and consider the manifold \(F_X(Y_2) \subset F_X(Y)\). For

\[ Z_X[Y, Y_2] := F_X(Y) \setminus F_X(Y_2) \]

one has \(F_X(Y) = Z_X[Y, Y_2] \sqcup_{\partial F_X(Y_2)} F_X(Y_2)\). The boundary of \(Z_X[Y, Y_2]\) is the disjoint union of \(\partial F_X(Y)\) and \(\partial F_X(Y_2)\). Let \(g_1\) and \(h_1\) be metrics on \(Z_X[Y, Y_2]\) and \(E_p|_{Z_X[Y, Y_2]}\). Then we denote by \(T(Z_X[Y, Y_2], \partial F_X(Y), g_1, h_1; E_p)\) the analytic torsion of \(Z_X[Y, Y_2]\) with coefficients in \(E_p\) with relative boundary conditions at \(\partial F_X(Y)\) and with absolute boundary conditions at \(\partial F_X(Y_2)\) with respect to the metrics \(g_1\) and \(h_1\). If \(g_1\) and \(h_1\) are metrics on \(F_X(Y)\) (respectively, \(E_p|_{F_X(Y)}\)) which are compact perturbations of \(g\) and \(h\) and which are of product structure in a neighbourhood of \(\partial F_X(Y_2)\), then as in (12.2) one has a short exact sequence of Hilbert complexes

\[ 0 \to \mathcal{D}(F_X(Y_2), \partial F_X(Y_2); E_p) \to \mathcal{D}(F_X(Y), \partial F_X(Y); E_p) \to \mathcal{D}(Z[Y, Y_2], \partial F_X(Y); E_p) \to 0. \]

Since the cohomology groups \(H^*(Z_X[Y, Y_2], \partial F(Y); E_p)\) are trivial, one obtains isomorphisms

\[ e_p(Y, Y_2; E_p) : H^p_{\text{min}}(F_X(Y_2), \partial F_X(Y_2); E_p) \to H^p_{\text{min}}(F_X(Y), \partial F_X(Y); E_p), \quad (15.2) \]

which are defined by extension by zero. We recall that the cohomology groups in (15.2) are finite dimensional and are isomorphic to the kernels of the corresponding Laplacians. Moreover, by the definition of the minimal extension, these cohomology groups depend only on the quasi-isometry class of \(g_1\) and \(h_1\), and are in particular invariant under compact perturbations of the metrics. Let \(E_p(Y, Y_2, g_1, h_1; E_p)\) be the matrix representing \(e_p(Y, Y_2; E_p)\) with respect to bases in the cohomology coming from \(L^2\)-orthonormal bases of harmonic forms associated to the metrics \(g_1\) and \(h_1\). Then the following gluing formula holds.
Proposition 15.2. Let $Y > 0$, $Y_2 > Y$. Let $g_1$ and $h_1$ be metrics on $F_X(Y)$ (respectively, $E_\rho |F_X(Y)$) which are compact perturbations of the metrics $g$ and $h$ and which are of product structure in a neighbourhood of $\partial F_X(Y_2)$ in $F_X(Y)$. Then one has
\[
\log T_{\text{rel},u}(F_X(Y), \partial F_X(Y), g_1, h_1; E_\rho) = \log T_{\text{rel},u}(F_X(Y_2), \partial F_X(Y_2), g_1, h_1; E_\rho) + \log T(Z_X[Y, Y_2], \partial F(Y), g_1, h_1; E_\rho) + \sum_p (-1)^p \log |\det E_\rho(Y, Y_2, g_1, h_1; E_\rho)|.
\]

Proof. For the proof one can proceed exactly in the same way as in the proof of Theorem 14.7.

Now we want to pass from the metrics $g_1$ on $F_X(Y_1)$ and $h_1$ on $E_\rho |F_X(Y_1)$ in Theorem 14.7 to the original metrics $g$ and $h$. For this purpose, we will apply the anomaly formula of Brüning and Ma [13], [14]. In the unimodular case, this formula is local on the boundary, and therefore, using the gluing formula from Proposition 15.2, we will be able to apply it also in the present non-compact setting. We first recall the formula of Brüning and Ma for the very special case in which we will need it. For a metric $g_2$ on $Z_X[Y, Y_2]$ we let $B(\nabla_{g_2}^T Z_X[Y, Y_2])$ be the fundamental form on $\partial Z_X[Y, Y_2]$ defined by Brüning and Ma in [13, (1.19)]. The form of [13, (1.19)] depends only on the Riemannian structure of an arbitrary neighbourhood of the boundary. Therefore, for a metric $g_2$ on $F_X(Y)$, one can also define a $d-1$-form $B(\nabla_{g_2}^T F_X(Y))$ on $\partial F_X(Y)$ as in [13, (1.19)], although $F_X(Y)$ is not compact. Our flat bundle is unimodular and the boundaries we work with are always flat tori. Therefore, as already remarked in §9, only the term involving the form [13, (1.19)] of the Brüning–Ma anomaly formulae [13, Theorem 0.1], [14, Theorem 0.1] is present in our situations, and the next proposition can thus be seen as its analogue for the relative analytic torsion of the cusp.

Proposition 15.3. Let $Y > 0$. Let $g_1$ and $h_1$ be metrics on $F_X(Y)$ and $E_\rho |F_X(Y)$ which are compact perturbations of the metrics $g$ and $h$ and which are of product structure in a neighbourhood of $\partial F_X(Y)$. Let $B_\rho(Y; g_1, h_1)$ be the matrix which represents the base change on $H^r_\text{min}(F_X(Y), \partial F_X(Y))$ from an orthonormal basis of harmonic forms with respect to the metrics $g$ and $h$ to an orthonormal basis of harmonic forms with respect to the metrics $g_1$ and $h_1$. Then one has
\[
\log T_{\text{rel},u}(F_X(Y), \partial F_X(Y), g_1, h_1; E_\rho) = \log T_{\text{rel},u}(F_X(Y), \partial F_X(Y), g, h; E_\rho) - \frac{1}{2} \text{rk}(E_\rho) \int_{\partial F_X(Y)} B(\nabla^T g F_X(Y)) + \sum_p (-1)^p \log |\det B_\rho(Y; g_1, h_1; E_\rho)|.
\]

Proof. We let $Y_2 > Y$, and consider the manifold $F_X(Y_2) \subset F_X(Y)$. Assume that the metrics $g_1$ and $h_1$ are of product structure in a neighbourhood of $\partial F_X(Y_2)$ in $F_X(Y)$. Now we let $g_2$ and $h_2$ be metrics on $F_X(Y)$ (respectively, $E_\rho |F_X(Y)$) which coincide with the metrics $g$ and $h$ in a neighbourhood of $\partial F_X(Y)$ and which coincide with the metrics $g_1$ and $h_1$ in a neighbourhood of $F_X(Y_2)$ in $F_X(Y)$. If we apply Proposition 15.2 first for the metrics $g_1$ and $h_1$ and then for the metrics $g_2$ and $h_2$, and then subtract the
first obtained equality from the second one and use that $g_1 = g_2$, $h_1 = h_2$ on $F_X(Y_2)$, we obtain
\[
\log T_{\text{rel},u}(F_X(Y), \partial F_X(Y), g_2, h_2; E_\rho) - \log T_{\text{rel},u}(F_X(Y), \partial F_X(Y), g_1, h_1; E_\rho)
= \log T(Z_X[Y, Y_2], \partial F_X(Y), g_2, h_2; E_\rho) - \log T(Z_X[Y, Y_2], \partial F_X(Y), g_1, h_1; E_\rho)
+ \sum_p (-1)^p \log |\det E_p(Y, g_2, h_2; E_\rho)|
- \sum_p (-1)^p \log |\det E_p(Y, g_1, h_1; E_\rho)|.
\]
(15.3)

The metric $g_1$ is of product structure in a neighbourhood of $\partial Z_X[Y, Y_2]$ and the metric $g_2$ is of product structure in a neighbourhood of the component $\partial F_X(Y)$ of $\partial Z_X[Y, Y_2]$, and it equals the hyperbolic metric $g$ in a neighbourhood of the component $\partial F_X(Y)$ of $\partial Z_X[Y, Y_2]$. Thus, since the cohomology $H^*(Z_X[Y, Y_2], \partial F_X(Y); E_\rho)$ is trivial, and since the boundary $\partial Z[Y, Y_2]$ with its induced metric is a disjoint union of flat tori, it follows from [14, Theorem 3.4, (3.26)] and the local definition of the form in the second line of [14, (3.7)] that
\[
\log T(Z_X[Y, Y_2], \partial F_X(Y), g_1, h_1; E_\rho)
= \log T(Z_X[Y, Y_2], \partial F_X(Y), g_2, h_2; E_\rho) - \frac{1}{2} \text{rk}(E_\rho) \int_{\partial F_X(Y)} B(\nabla^T g_{F_X(Y)}).
\]
(15.4)

We let $B_p(Y, g_2, h_2; E_\rho)$ be the matrix which represents the change of bases on the space $H^p_{\text{min}}(F_X(Y), \partial F_X(Y); E_\rho)$ from the basis of harmonic forms with respect to the metrics $g$ and $h$ to the basis of harmonic forms with respect to $g_2$ and $h_2$. Then we claim that, since $g_2$ and $h_2$ coincide with $g$ and $h$ in a neighbourhood of $\partial F_X(Y)$, one has
\[
\log T_{\text{rel},u}(F_X(Y), \partial F_X(Y), g_2, h_2; E_\rho) = \log T_{\text{rel},u}(F_X(Y), \partial F_X(Y), g, h; E_\rho)
+ \sum_p (-1)^p \log |\det B_p(Y, g_2, h_2; E_\rho)|.
\]
(15.5)

This equality would again be well known for the situation of compact odd-dimensional manifolds with boundary, unitary (respectively, unimodular) flat bundles, and interior variations of the metric; see [14, 17]. To extend it to the present case, one can proceed exactly as in the proof of Proposition 15.1, and we shall outline only the main steps. First, one joins $g$ and $g_2$, $h$ and $h_2$ by a smooth path of metrics $g_v$, $h_v$ with $v \in [0, 1]$ such that all metrics $g_v$ (respectively, $h_v$) coincide with $g$ and $h$ in a neighbourhood of the boundary and outside a fixed compact subset of $F_X(Y)$. Then, since the variation is compactly supported in the interior of $F_X(Y)$ and since $F_X(Y)$ is odd dimensional, the short-time asymptotic expansion of $\text{Tr}(\#_v^{-1}(d/dv)\#_v + \#_v^{-1}(d/dv)\#_v) e^{-t \Delta_v}$ has no constant term [23]. Therefore one can proceed exactly as in the closed case, [60, Theorem 2.1, Proposition 6.1], [43, Theorem 7.6], [47, Theorem 2.6], and as in the proof of Proposition 15.1, to obtain
\[
\frac{d}{dv} \log T_{\text{rel},u}(F_X(Y), \partial F_X(Y), g_v, h_v; E_\rho)
= \frac{1}{2} \sum_p (-1)^p \text{Tr} \left( (\#_v^{-1} \frac{d}{dv} \#_v + \#_v^{-1} \frac{d}{dv} \#_v) H_v^p \right).
\]
(15.6)
where $H^0_\rho$ is the orthogonal projection onto the space of harmonic forms with respect to the metrics $g_\rho$ and $h_\rho$. The argument of Br"uning an Ma given in the last two paragraphs of the proof of [13, Theorem 4.5] carries over to the present situation of a Fredholm complex, and it follows that the right-hand side of (15.6) is the $\nu$-derivative of the corresponding change of the volume element on the determinant line of the cohomology; see also [60, Proposition 6.4 and p. 206]. This establishes (15.5).

Combining (15.3)–(15.5), we obtain
\[
\log T_{rel,u}(F_X(Y), \partial F_X(Y), g; h; E_\rho) = \log T_{rel,u}(F_X(Y), \partial F_X(Y), g_1; h_1; E_\rho) \\
+ \sum_{\rho} (-1)^\rho (\log |\det E_\rho(Y, Y_2, g_2, h_2; E_\rho)| - \log |\det E_\rho(Y, Y_2, g_1, h_1; E_\rho)| \\
- \log |\det B_\rho(Y, g_2, h_2; E_\rho)| + \frac{1}{2} \text{rk}(E_\rho) \int_{\partial F_X(Y)} B(\nabla^T_{g} F_X(Y)).
\]

Using that $g_1 = g_2$, $h_1 = h_2$ on $F_X(Y_2)$, it follows directly from the definitions that
\[
B_\rho(Y, g_1, h_1; E_\rho) = E_\rho(Y, Y_2, g_2, h_1; E_\rho) \circ (E_\rho(Y, Y_2, g_2, h_2; E_\rho))^{-1} \circ B_\rho(Y, g_2, h_2; E_\rho),
\]
and the Proposition is proved.

The previous proposition implies the gluing formula for the cusps for the original metrics $g$ and $h$ which now contains the anomaly. We use the notation from the beginning of this section.

**Corollary 15.4.** Let $Y > 0$, $Y_2 > Y$. Then one has
\[
\log T_{rel,u}(F_X(Y), \partial F_X(Y), g; h; E_\rho) - \text{rk}(E_\rho) \int_{\partial F_X(Y)} B(\nabla^T_{g} F_X(Y)) \\
= \log T_{rel,u}(F_X(Y_2), \partial F_X(Y_2), g; h; E_\rho) - \text{rk}(E_\rho) \int_{\partial F_X(Y_2)} B(\nabla^T_{g} F_X(Y_2)) \\
+ \sum_{\rho} (-1)^\rho \log |\det E_\rho(Y, Y_2, g, h; E_\rho)|.
\]

**Proof.** We first replace the metrics $g$ on $F_X(Y)$ and $h$ on $E_\rho|_{F_X(Y)}$ by metrics $g_1$ and $h_1$ which are compact perturbations of $g$ and $h$ and which are of product structure in a neighbourhood of $\partial F_X(Y)$ in $F_X(Y)$ and which coincide with $g$ and $h$ in a neighbourhood of $\partial F_X(Y)$. The torsion on $F_X(Y)$ changes as in (15.5). Then we apply Proposition 15.2 for the metrics $g_1$ and $h_1$. Finally, we apply Proposition 15.3 for the manifold $F_X(Y_2)$ to replace the metrics $g_1$ and $h_1$ on $F_X(Y_2)$ by $g$ and $h$. We obtain
\[
\log T_{rel,u}(F_X(Y), \partial F_X(Y), g; h; E_\rho) = \log T_{rel,u}(F_X(Y_2), \partial F_X(Y_2), g; h; E_\rho) \\
- \frac{1}{2} \text{rk}(E_\rho) \int_{\partial F_X(Y_2)} B(\nabla^T_{g} F_X(Y_2)) + \sum_{\rho} (-1)^\rho \log |\det E_\rho(Y, Y_2, g, h; E_\rho)| \\
+ \log T(Z_X[Y, Y_2], g_1, h_1; E_\rho),
\]
where $E_\rho(Y, Y_2, g, h; E_\rho)$ is the matrix representing the map (15.2) with respect to $L^2$-orthonormal bases of harmonic forms associated to the metrics $g$ and $h$. For the
relative Reidemeister torsion of the cylinder, one has \( \log \tau(Z_X[Y, Y_2], \partial F_X(Y); E_\rho) = 0 \).
For the case of orthogonal representations, this was proved by Milnor [41, Lemma 7.5], and the proof carries over to the unimodular case. Alternatively, one can use the combinatorial gluing formula [14, 33, 35, 41]: \( \log \tau(Z_X[Y, Y_2], \partial F_X(Y); E_\rho) = \log \tau(Z_X[Y, Y + \epsilon], \partial F_X(Y); E_\rho) + \log \tau(Z_X[Y + \epsilon, Y_2], \partial F_X(Y + \epsilon); E_\rho) = 2 \log \tau(Z_X[Y, Y_2], \partial F_X(Y); E_\rho). \) Thus by [14, Theorem 0.1, Remark 1.8(ii); Theorem 3.4, (3.26)] and the definition of \( g_1 \) one has

\[
\log T(Z_X[Y, Y_2], \partial F_X(Y), g_1, h_1; E_\rho) = \frac{1}{2} \text{rk}(E_\rho) \int_{\partial F_X(Y)} B(\nabla^T g F_X(Y)),
\]
and the corollary follows.

We remark that in the compact case gluing formulae of the previous type were established by Brüning and Ma [14, Theorems 0.3, 0.4].

Now we can study the formula in Theorem 14.7 further. The metrics \( g_1 \) and \( h_1 \) used in this theorem are of product structure in a neighbourhood of \( \partial X(Y_1) \). Therefore, since \( \chi(\partial X_1) = 0 \), it follows from the Cheeger–Müller theorem for manifolds with boundary, which in the present situation is due to Brüning and Ma [14, Theorem 0.1, Remark 1.8(ii)], that the analytic torsion \( T(X(Y_1), g_1, h_1; E_\rho) \) equals the corresponding Reidemeister torsion \( \tau(X(Y_1), g_1, h_1; E_\rho) \), i.e., that

\[
T(X(Y_1), g_1, h_1; E_\rho) = \tau(X(Y_1), g_1, h_1; E_\rho), \tag{15.7}
\]

where we use from now on the notation of §9. For the case of unitary representations of the fundamental group, the corresponding result would be due to Lück [35] and Vishik [65].

From now on, we shall drop the metrics \( g \) and \( h \) from the notation, since these are the metrics we finally want to work with. Thus we shall write for example \( T(F_X(Y_1), \partial F_X(Y_1); E_\rho) \) for \( T(F_X(Y_1), \partial F_X(Y_1), g, h; E_\rho) \). Let \( D_\rho(Y_1; E_\rho) \) be the matrix which represents the connecting homomorphism \( \delta^Y_\rho \) from (12.3) with respect to the basis of \( H^p(X(Y_1); E_\rho) \) consisting of restrictions of Eisenstein series to \( X(Y_1) \) as in the end of §9 and to the orthonormal basis of harmonic forms in \( H^{p+1}_{\text{min}}(F_X(Y_1), \partial F_X(Y_1); E_\rho) \) with respect to the original metrics \( g \) and \( h \). Then combining (9.1), Theorem 14.7, and Propositions 15.1, 15.3, and (15.7), we obtain

\[
\log T_{\text{rel},u}(X; E_\rho) = \log \tau_{\text{Eis}}(\overline{X}; E_\rho) + \log T_{\text{rel},u}(F_X(Y_1), \partial F_X(Y_1); E_\rho)
+ \sum_p (-1)^p \log |\det D_\rho(Y_1; E_\rho)|
\]
\[
- \frac{1}{2} \text{rk}(E_\rho) \int_{\partial F_X(Y_1)} B(\nabla^T g F_X(Y)). \tag{15.8}
\]

We next replace \( F_X(Y_1) \) by \( F_X \) using the gluing formula for the cusp from Corollary 15.4. Here \( F_X \) is \( F_X(1) \) as in §2.7. We can assume that \( Y_1 \geq 1 \) in (15.8). Let \( E_\rho(Y_1; E_\rho) \) be the matrix which represents the extension by zero from \( H^p_{\text{min}}(F_X(Y_1), \partial F_X(Y_1); E_\rho) \) to \( H^p_{\text{min}}(F_X, \partial F_X; E_\rho) \) from (15.2) with respect to the inner products on the cohomologies
induced by the harmonic forms associated to the metrics \( g \) and \( h \) on \( F_X(Y_1) \), \( E_\rho|_{F_X(Y_1)} \) respectively, \( F_X \), \( E_\rho|_{F_X} \). Then from (15.8) and Corollary 15.4 we obtain

\[
\log T_{rel,a}(X; E_\rho) = \log \tau_{ Eis}(\bar{X}; E_\rho) + \log T_{rel,a}(F_X, \partial F_X; E_\rho) - \frac{1}{2} \text{rk}(E_\rho) \int_{\partial F_X} B(\nabla_{g}^{TF_X}) + \sum_{p} (-1)^{p} \left( \log |\det D_{\rho}(Y_{1}; E_\rho)| - \log |\det E_{\rho}(Y_{1}; E_\rho)| \right) \]  

(15.9)

Now we use again results of Brüning and Ma, who for the present case computed the anomaly explicitly in [13, § 4.5]. We realize a neighbourhood of \( \partial F_X \) in \( F_X \) as \( \partial F_X \times [0, \epsilon) \); the hyperbolic metric \( g \) is then given by \( g(w, x_d) = (1 + x_d)^{-2}(dx_d^2 + g_{\partial F_X}) \), \( w \in \partial F_X \), \( x_d \in [0, \epsilon) \). Here \( g_{\partial F_X} \) denotes the restriction of \( g \) to \( \partial F_X \). Let \( g_0 \) be the product metric on \( \partial F_X \times [0, \epsilon) \) given by \( dx_d^2 + g_{\partial F_X} \). According to [13, (4.38)], for \( f(v) := (1 + v)^{-2} \) we let \( g_{s}(w, x_d) := f(sx_d)g_0 \), \( s \in [0, 1] \), which is a smooth path between \( g_0 \) and the hyperbolic metric \( g \) on \( \partial F_X \times [0, \epsilon) \). Since \( \partial F_X \) with the hyperbolic metric is a union of finitely many disjoint flat tori, by [13, (4.43)], [13, Theorems 0.1, 4.5, (4.7)], for \( n \in \mathbb{N} \)

\[
c(n) := \frac{(-1)^{n}(2n - 1)!}{2^{2n+1}\pi^{n}n!}
\]

one has

\[
\frac{1}{2} \int_{\partial F_X} B(\nabla_{g}^{TF_X}) = \frac{(-1)^{n}(2n)!}{2^{2n+1}\pi^{n}n!} \text{vol}(\partial F_X) \int_{0}^{1} s^{2n-1} ds = c(n) \text{vol}(\partial F_X). \tag{15.11}
\]

Here, as above, we may replace \( F_X \) by the manifold \( Z_X[1, 2] \) with suitable metrics in order to apply [13, Theorems 0.1, 4.5, (4.7)].

We remark that the left-hand side in (15.9) does not depend on \( Y_{1} \) anymore, and we will see below that the second line in (15.9) does not depend on \( Y_{1} \) either.

### 16. The contribution of the cohomology to the gluing formula

We keep the notation of the previous section. In order to complete the proof of our main result, it remains to compute the contribution of the cohomology, i.e., the determinants in the second line of (15.9).

To begin with, we recall that if \( \omega \) is a smooth \( E_\rho \)-valued \( p \)-form on \( F_X(Y) \) which is square integrable, for which also \( d\omega \) is square integrable and which restricts to zero on \( \partial F_X(Y) \), then \( \omega \) belongs to \( D_{\text{min}}^{\rho}(F_X(Y), \partial F_X(Y); E_\rho) \). This can be proved proceeding exactly as in the proof of the corresponding statement by Brüning in Lesch [12, Theorem 4.1] for compact manifolds with boundary. Here we remark that to deal with the non-compact end of \( F_X(Y) \) one just takes a sequence \( \phi_n \) of smooth compactly supported functions which are identically 1 on \( F_X(Y + n) \), which are bounded, and whose derivative is bounded. Such a sequence obviously exists in the present case. Thus, using the methods of § 6, one can now construct explicitly an orthonormal basis as follows. We equip the spaces \( H^{k}(\mathcal{N}p_{\rho}; V_{\rho}) \) with the inner product defined in the last paragraph of § 9. Then we have the following proposition.
Proposition 16.1. Let $Y > 0$. Let $\rho \in \hat{G}$, $\rho \neq \rho_0$. Let $k > n$. For each $P_j \in \Psi_\Gamma$, let $\Phi_{i,j}^k$, $i = 1, \ldots, \dim \mathcal{H}^k(n_P; V_\rho)$, be an orthonormal basis of $\mathcal{H}^k(n_P; V_\rho)$. Then an orthonormal basis of $H^{k+1}_{\min}(F_X(Y), \partial F_X(Y); E_\rho)$ is given by the cohomology classes of the sections

$$\sqrt{2|\lambda_{\rho,k}|} : Y^{-\lambda_{\rho,k}} \cdot (\Phi_{i,j}^k)_{\lambda_{\rho,k}},$$

where $(\Phi_{i,j}^k)_{\lambda_{\rho,k}}$ is as in (6.9). Let $\Phi_{i,j}^n$, $i = 1, \ldots, \dim \mathcal{H}^n(n_P; V_\rho)_-$, be an orthonormal basis of $\mathcal{H}^n(n_P; V_\rho)_-$. Then an orthonormal basis of $H^{n+1}_{\min}(F_X(Y), \partial F_X(Y); E_\rho)$ is given by the cohomology classes of the sections

$$\sqrt{2|\lambda_{\rho,n}|} : Y^{-\lambda_{\rho,n}} \cdot (\Phi_{i,j}^n)_{\lambda_{\rho,n}}.$$

Proof. By Lemma 6.3, the forms in the proposition are harmonic and restrict to zero on $\partial F_X(Y)$. By the assumption on $\rho$, one has $\lambda_{\rho,n} < 0$ and $\lambda_{\rho,k} < 0$ for $k > n$. Thus by (6.10) they form an orthonormal system in $L^2(F_X(Y); \Lambda^{k+1} E_\rho)$. Using Propositions 8.5, 8.7, 12.2, and the preceding remarks, it follows that the corresponding cohomology classes form a basis of $H^{k+1}_{\min}(F_X(Y), \partial F_X(Y); E_\rho)$.

Using the preceding proposition, the isomorphism (8.1), and the fact that $\dim \mathcal{H}^n(n_P; V_\rho) = 2 \dim \mathcal{H}^n(n_P; V_\rho)_-$, we can immediately compute the term $\det E_\rho(Y_1; E_\rho)$ which appears in the second line of (15.9).

Corollary 16.2. Let $Y_1 > 1$. Then for $k > n$ one has

$$|\det E_{k+1}(Y_1; E_\rho)| = Y_1^{\lambda_{\rho,k} \dim H^k(\overline{\partial X}; E_\rho)}.$$

For $k = n$ one has

$$|\det E_{n+1}(Y_1; E_\rho)| = Y_1^{\lambda_{\rho,n} \dim H^n(\overline{\partial X}; E_\rho)/2}.$$

Proof. This follows immediately from Proposition 16.1 and (6.10).

We now compute the determinant of $D_\rho(Y_1; E_\rho)$, which represents the matrix $\delta_\rho(Y_1)$, in the same way as in the previous section. By construction, the map $\delta_\rho(Y_1)$ is defined as follows. Let $[f] \in H^p(X(Y_1); E_\rho)$ be a cohomology class, where $f$ is a smooth section of $E_\rho$ which is closed. Let $\tilde{f}$ be an extension of $f$ to a smooth square-integrable section of $E_\rho$ on $X$ such that also $d \tilde{f}$ is square integrable. Then one has $\delta_\rho(Y_1)([f]) = [d(\tilde{f}|_{F_X(Y_1)})]$. If $h$ is any smooth section of $E_\rho$ over $F_X(Y_1)$ which is square integrable and for which $dh$ is square integrable and which coincides with $f$ on $\partial F_X(Y_1)$, then by the above remarks $h - \tilde{f} \in \mathcal{D}^p(F_X(Y_1), \partial F_X(Y_1); E_\rho)$. Thus one also has $\delta_\rho(Y_1)([f]) = [dh]$.

Proposition 16.3. For each $k = n+1, \ldots, 2n$ one has

$$|\det D_k(Y_1; E_\rho)| = \left(\sqrt{2|\lambda_{\rho,k}|} : Y_1^{-\lambda_{\rho,k}}\right)^{\dim H^k(\overline{\partial X}; E_\rho)}.$$

For $k = n$ one has

$$|\det D_n(Y_1; E_\rho)| = \left(\sqrt{2|\lambda_{\rho,n}|} : Y_1^{-\lambda_{\rho,n}}\right)^{\dim H^n(\overline{\partial X}; E_\rho)/2}.$$
Proof. First assume that $k > n$. Fix $\Phi \in \mathcal{H}^k(\mathfrak{p}_j; V_\rho)$. Since $\lambda_{\rho, k} < 0$, the forms $\Phi_{\lambda_{\rho, k}}$ and $\bar{\Phi}_{\lambda_{\rho, k}}$ belong to $L^2(F_X(Y_1), v_\rho(\rho)) \cong L^2(F_Y(Y_1), \Lambda^p E_\rho)$ (respectively, to $L^2(F_X(Y_1), v_{p+1}(\rho)) \cong L^2(F_X(Y_1), \Lambda^{p+1} E_\rho)$). By Lemma 5.1 and equation (6.4) we have

$$d(\Phi_{\lambda_{\rho, k}}) = 2\lambda_{\rho, k} \Phi_{\lambda_{\rho, k}}.$$  \hspace{1cm} (16.1)

By Lemma 5.2, equation (6.4), and Proposition 8.5, the restrictions of $Y_1^{-2\lambda_{\rho, k}} \cdot \Phi_{\lambda_{\rho, k}}$ and $E(\Phi : -\lambda_{\rho, k})$ to $\partial X(Y_1)$ are cohomologous. Thus by the above remarks one has

$$\delta_k(Y_1) \left( E(\Phi : -\lambda_{\rho, k}) \right) = d \left( Y_1^{-2\lambda_{\rho, k}} \Phi_{\lambda_{\rho, k}} \right).$$

Applying (16.1) and Proposition 16.1, the Proposition follows for $k > n$.

It remains to consider the case when $k = n$. Fix $\Phi \in \mathcal{H}^n(\mathfrak{p}_j; V_\rho)$. By Proposition 8.7, for $P_i \in \mathfrak{p}_j$ the restriction of $E(\Phi : -\lambda_{\rho, n})$ to the boundary component $\partial X(Y_1)_{P_i}$ of $X(Y_1)$ associated to $P_i$ is cohomologous to

$$\delta_j(Y_1) \left( E(\Phi : -\lambda_{\rho, n}) \right) = d \left( Y_1^{-2\lambda_{\rho, n}} \Phi_{\lambda_{\rho, n}} \right).$$

Here one has $[\mathcal{C}_{P_j}]_{\partial X(Y_1)}(\sigma_{\rho, n} : -\lambda_{\rho, n}) \Phi_{\lambda_{\rho, n}} \in \mathcal{H}^n(\mathfrak{p}_j, V_\rho)$. Thus, since $\lambda_{\rho, n} = -\lambda_{\rho, n}$, by Lemma 5.2 and equation (6.4), the form

$$\left( [\mathcal{C}_{P_j}]_{\partial X(Y_1)}(\sigma_{\rho, n} : -\lambda_{\rho, n}) \Phi_{\lambda_{\rho, n}} \right)_{\lambda_{\rho, n}}$$

defined as in (5.2), restricts to $[\mathcal{C}_{P_j}]_{\partial X(Y_1)}(\sigma_{\rho, n} : -\lambda_{\rho, n}) \Phi_{\lambda_{\rho, n}}$ on $\partial F_{P_j}(Y_1)$. However, since $\lambda_{\rho, n} < 0$, the form in (6.2) is square integrable on $F_{P_j}(Y_1)$, and by Corollary 6.2 it is closed. Therefore, exactly the same argument as before gives

$$\delta_n(Y_1) \left( E(\Phi : -\lambda_{\rho, n}) \right) = d \left( Y_1^{-2\lambda_{\rho, n}} \Phi_{\lambda_{\rho, n}} \right),$$

and, applying (16.1) and Proposition 16.1, the Proposition follows also for $k = n$. \hfill QED

Now we remark that by Propositions 8.6 and 12.2 the last line in (15.9) can be written as

$$\sum_{k=n}^{2n} (-1)^k \log |\det D_k(Y_1; E_\rho)| + \log |\det E_{k+1}(Y_1; E_\rho)|.$$

Thus it equals

$$\frac{(-1)^n}{4} \log (2|\lambda_{\rho, n}|) \cdot \dim H^n(\partial \overline{X}; E_\rho) + \sum_{k=n+1}^{2n} \frac{(-1)^k}{2} \log (2|\lambda_{\rho, k}|) \cdot \dim H^k(\partial \overline{X}; E_\rho).$$  \hspace{1cm} (16.3)

Now we use that $\chi(\partial \overline{X}) = 0$. Then we use that $\dim H^k(\partial \overline{X}; E_\rho) = \dim H^{2n-k}(\partial \overline{X}; E_\rho)$ by the computations of $\S$ 6 and by (8.1), although $E_\rho$ may not be self-dual, and that $\lambda_{\rho, k} = -\lambda_{\rho, 2n-k}$ for $k \neq n$, and that $|\lambda_{\rho, n}| = |\lambda_{\rho, n}|$. Then (16.3) becomes

$$\frac{1}{4} \sum_{k=0}^{2n} (-1)^k \log (|\lambda_{\rho, k}|) \cdot \dim H^k(\partial \overline{X}; E_\rho),$$

and Theorem 1.1 is established. Here we remark that, by the remarks from the end of $\S$ 10, we may pass from the relative to the regularized traces in (15.9).
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