Joint Optimization Algorithm Based on DCA for Three-tier Caching in Heterogeneous Cellular Networks
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Abstract

In this paper, we derive the expression of the cache hitting probability with random caching policy and propose the joint optimization algorithm based on difference of convex algorithm (DCA) in the three-tier caching heterogeneous cellular network assisted by macro base stations, helpers and users. Under the constraint of the caching capacity of caching devices, we establish the optimization problem to maximize the cache hitting probability of the network. In order to solve this problem, a convex function is introduced to convert the nonconvex problem to a difference of convex (DC) problem and then we utilize DCA to obtain the optimal caching probability of macro base stations, helpers and users for each content respectively. Simulation results show that when the density of caching devices is relatively low, popular contents should be cached to achieve a good performance. However, when the density of caching devices is relatively high, each content ought to be cached evenly. The algorithm proposed in this paper can achieve the higher cache hitting probability with the same density.
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1. Introduction

According to a forecast by Cisco, the traffic of the demand for data is increasing exponentially in the coming years [1-2], which will cause the congestion of the network. The request for multimedia services tends to be identical, making contents lots of duplicate transmissions in the network. To release the pressure of the network, mobile edge caching is proposed. Edge caching can store some contents in the storage of edge caching devices (e.g. base stations or helpers) in advance, which makes end-users able to get the requested content from the storage of edge caching devices, instead of from the distant core network [3]. Besides, edge caching can also reduce the traffic of backhaul links and the delay of end-users obtaining the requested contents [2,4]. Due to the fact that edge caching has such advantages, it has attracted a lot of attention.

The caching policy has a great effect on the performance of edge caching networks and some research has been done on it. Aimed at maximizing the secure delivery probability, [5] investigates the secure delivery of files with random caching policy, jointly optimizing the caching probability for each content and the redundant rate. [6] analyses the interference in two cells, and contrary to the traditional approach of only caching the most popular files, it finds out that caching some interfering contents which are likely to get from the neighbor cell can increase the achievable rate of users by exploiting interference neutralization. [7] studies the cache size allocation in backhaul limited cellular networks with the most popular caching (MPC) strategy. In the single-cell scenario, with a user success probability threshold, a closed-form expression of the cache size allocation is derived, and then in the multi-cell scenario, the optimal cache size allocation that maximizes the overall user success probability threshold is obtained. [8] investigates the average energy consumption of individual popularity preferences with random caching policy, pointing out that taking individual popularity preferences into consideration can achieve a better performance in the aspect of average energy consumption. However, these references aforementioned do not analyze the cache hitting probability directly.

The cache hitting probability has become an important performance metric in edge caching system, on which different caching policies and architectures of the network have a vital influence. [9] analyses the cache hitting probability of two-tier caching network composed of users and helpers, employing DCA to obtain the optimal caching probability for each content with the goal of maximizing the cache hitting probability of the network. [10] studies the cache hitting probability of two-tier caching network consisting of helpers and edge servers, and proposes a caching probability conversion algorithm to achieve the solution of optimal caching placement that maximizes the cache hitting probability of the network. [11] investigates the cache hitting probability of D2D caching, finding out that when the request of users follows a Zipf distribution, the optimal caching placement for this network also follows a Zipf distribution. However, [9] does not consider the caching ability of base stations, and the D2D caching is not taken into account in [10], and [11] does not take the base station and helper caching into consideration. In [12], the average ergodic rate and outage probability in the downlink is analyzed in the heterogeneous network with the most popular multimedia contents pushed and cached via broadcasting. In [13], authors propose a combined MPC and LCD caching strategy with joint and parallel cooperative transmission in cluster-centric cache-enabled small cell networks and find that there exists an inherent tradeoff between transmission diversity and content diversity. In [14], the revenue maximization problem for content-oriented wireless caching networks with both repair and recommendation considerations is studied.
In this paper, we consider the three-tier caching network consisting of macro base stations, helpers and users, then deriving the expression of the cache hitting probability of the network, and finally propose the joint optimization algorithm based on DCA for three-tier caching in the heterogeneous cellular network to maximize the cache hitting probability of the network so that it can provide a better experience for users.

The main contributions of this paper are presented as follows:

1. We construct the system model of the three-tier caching composed of macro base stations, helpers and users, assuming that the distribution of macro base stations, helpers and users follows a PPP respectively. When a user makes a request for a content, it checks the self-cache, cache of users, cache of helpers and cache of macro base stations in its vicinity in turn. Exploiting the property of PPP, we derive the expression of the cache hitting probability of the network.

2. Given that the limited caching capacity of caching devices, we establish the optimization problem aimed at maximizing the cache hitting probability of the network. In order to solve this problem conveniently, we first convert this problem to a minimization problem. However, the minimization problem is a nonconvex problem, which is hard to solve. Then, we introduce a convex function to convert the above nonconvex problem to the form of the difference of two convex functions. Finally, we utilize DCA to solve the problem so that the optimal caching probability in all caching devices for each content is obtained.

3. Simulation results show that when the density of caching devices is considerably low, popular contents should be stored to achieve a good performance. However, when the density of caching devices is relatively high, each content ought to be stored with the equal probability. The algorithm proposed in this paper can achieve a better performance under the same circumstance.

The remainder of this paper is organized as follows. In Section 2, we present the system model. In Section 3, we give the analysis of the cache hitting probability. In Section 4, we formulate the problem and propose the caching algorithm based on DCA to solve it. The simulation results and the analyses for them are presented in Section 5. In Section 6, we conclude this paper.

2. System Model

As illustrated in Fig. 1, the system model of this paper is the three-tier cache-enabled heterogeneous network consisting of macro base stations, helpers and users. Each macro base station, helper and user has the limited caching capacity respectively, denoted by $S_M$ contents, $S_H$ contents and $S_{UE}$ contents, and $S_M > S_H > S_{UE}$. The coverage radius of macro base stations, helpers and users is $R_M$, $R_H$ and $R_{UE}$ respectively, and $R_H >> R_M >> R_{UE}$. We suppose that part of users has the ability to cache contents. Let $\alpha$ denote the proportion of users able to cache contents, where $0 < \alpha \leq 1$.

We assume that there are $N$ contents in the content library and that all contents have the same size for simplicity. The popularity distribution of the contents is denoted by $q = \{q_1, L, q_N\}$, where $q_i$ is the request probability for the content $i$. The popularity distribution is characterized by a Zipf distribution with parameter $\gamma$. If the contents are sorted in the descending order of popularity, the popularity of the content $i$ is $[15]$. 
\[ q_i = \frac{1}{\sum_{j=1}^{N} 1/j^\gamma}, \quad i \in \{1, L, N\} \]  

where \( \gamma \) represents the skewness of the popularity. As \( \gamma \) increases, the requests of users become more focused on popular contents.

When a user makes a request, it first checks whether the requested content is stored in its own cache. If it stores the requested content, the cache is hit. Otherwise, the user checks whether the requested content is stored in the cache of users in its vicinity. If there exists at least one user in its vicinity storing the requested content, the cache is hit. Otherwise, the user checks whether the requested content is stored in the cache of helpers in its vicinity. If there exists at least one helper in its vicinity storing the requested content, the cache is hit. Otherwise, the user checks whether the requested content is stored in the cache of macro base stations in its vicinity. If there exists at least one macro base station in its vicinity storing the requested content, the cache is hit. Otherwise, the user needs to get the requested content through backhaul links.

**Fig. 1.** Heterogeneous edge caching model with multiple macro base stations, helpers and users

### 3. Analysis of the Cache Hitting Probability

The cache hitting probability refers to the probability that there is at least one caching device capable of providing the requested content for the user. If any caching device is able to provide the requested content for the user, it is called a cache hit. Otherwise, the user needs to get it via backhaul links, which is seen as a miss. We will analyze the cache hitting probability of the system in the following in that it is an important performance metric of the caching network.

Due to the existence of two kinds of users in the network, one is cache-enabled and another is incapable of caching, so we will analyze the cache hitting probability of two kinds of users requesting the content \( i \) respectively.

Providing that one device follows a PPP distribution of density \( \lambda \), the probability that there exist \( n \) devices in the area within the radius \( r \) is

\[ \Pr(n,r, \lambda) = \frac{(\pi r^2 \lambda)^n}{n!} e^{-\pi r^2 \lambda} \]  

(2)
We suppose that the positions of macro base stations, helpers and users follow different PPPs of density \( \lambda_M \), \( \lambda_H \) and \( \lambda_{UE} \) respectively, and that \( \alpha \) denotes the proportion of cache-enabled users, and that the probability of the macro base station, helper and user caching the content \( i \) is \( p_i^M \), \( p_i^H \) and \( p_i^{UE} \) respectively. Therefore, the deployment of macro base stations, helper and users storing the content \( i \) follows different PPPs of density \( \lambda_M p_i^M \), \( \lambda_H p_i^H \) and \( \alpha \lambda_{UE} p_i^{UE} \) respectively.

First, we take analysis of users incapable of caching. Since this kind of users does not have the ability of caching, it can’t obtain the requested content without turning to other devices for help. The cases of this kind of users obtaining the requested content are presented as follows:

1) D2D hit: If there exists at least one user storing the requested content within the radius \( R_{UE} \) for a specific user, the request will be hit by establishing the D2D communication. According to (2), the probability of the request for the content \( i \) is hit via D2D is

\[
U(i) = 1 - \Pr(0, R_{UE}, \alpha \lambda_{UE} p_i^{UE}) = 1 - e^{-\alpha \lambda_{UE} p_i^{UE} R_{UE}^2}
\]

(3)

2) Helper hit: If D2D does not hit and there exists at least one helper storing the requested content within the radius \( R_H \) for a specific user, the request will be hit with the help of helpers. According to (2), the probability of the request for the content \( i \) is hit in this way is

\[
H(i) = \Pr(0, R_{UE}, \alpha \lambda_{UE} p_i^{UE})\Pr(0, R_H, \lambda_H p_i^H)\Pr(0, R_M, \lambda_M p_i^M) = e^{-\alpha \lambda_{UE} p_i^{UE} R_{UE}^2}\Pr(0, R_H, \lambda_H p_i^H)\Pr(0, R_M, \lambda_M p_i^M)
\]

(4)

3) Macro base station hit: If both D2D and helpers do not hit and there exists at least one macro base station storing the requested content within the radius \( R_M \) for a specific user, the request will be hit with the help of macro base stations. According to (2), the probability of the request for the content \( i \) is hit in this manner is

\[
M(i) = \Pr(0, R_{UE}, \alpha \lambda_{UE} p_i^{UE})\Pr(0, R_H, \lambda_H p_i^H)\Pr(0, R_M, \lambda_M p_i^M) = e^{-\alpha \lambda_{UE} p_i^{UE} R_{UE}^2}\Pr(0, R_H, \lambda_H p_i^H)\Pr(0, R_M, \lambda_M p_i^M)
\]

(5)

Hence, the cache hitting probability of cache-disabled users for the content \( i \) is

\[
P_{\text{hit}}(i) = U(i) + H(i) + M(i) = 1 - e^{-\alpha \lambda_{UE} p_i^{UE} R_{UE}^2 - \alpha \lambda_H p_i^H R_H^2 - \alpha \lambda_M p_i^M R_M^2}
\]

(6)

Compared with cache-enabled users, the cache-disabled users are able to cache, so it has the potential to obtain the requested content from the self-cache without the help of other devices. Due to the fact that, to some extent, the cache-enabled user is equivalent to the cache-disabled user when the cache-enabled user does not cache its requested content, the analysis of other cases of hit for cache-enabled users is similar to that of cache-disabled users. Thus, the cache hitting probability of cache-enabled users for the content \( i \) is

\[
P_c(i) = p_i^{UE} + (1 - p_i^{UE})P_{\text{hit}}(i)
\]

(7)

Therefore, the cache hitting probability for the content \( i \) is

\[
P_{i,\text{hit}} = \alpha P_c(i) + (1 - \alpha)P_{\text{hit}}(i) = 1 - (1 - \alpha p_i^{UE})e^{-\alpha \lambda_{UE} p_i^{UE} R_{UE}^2 - \alpha \lambda_H p_i^H R_H^2 - \alpha \lambda_M p_i^M R_M^2}
\]

(8)

To sum up, the average cache hitting probability for the three-tier cache-enabled heterogeneous network is

\[
P_{\text{hit}} = \sum_{i=1}^{N} q_i p_{i,\text{hit}}
\]

(9)

where \( q_i \) denotes the request probability of users for the content \( i \).
4. Problem Formulation and Solution

4.1 Problem Formulation

The goal of this paper is to find the optimal caching probability for each content that maximizes the cache hitting probability of the network. We assume that the caching devices in the same tier cache the same content with the equal probability. For convenience in the following description, let $\mathbf{P} = [\mathbf{P}_{\text{UE}}, \mathbf{P}_{\text{H}}, \mathbf{P}_{\text{M}}]$ denote the caching probability in the user tier, helper tier and macro base station tier, where $\mathbf{P}_{\text{UE}} = [p_{1}^{\text{UE}}, p_{2}^{\text{UE}}, \ldots, p_{N}^{\text{UE}}]$ , $\mathbf{P}_{\text{H}} = [p_{1}^{\text{H}}, p_{2}^{\text{H}}, \ldots, p_{N}^{\text{H}}]$ and $\mathbf{P}_{\text{M}} = [p_{1}^{\text{M}}, p_{2}^{\text{M}}, \ldots, p_{N}^{\text{M}}]$ . Under the constraint of caching capacity of caching devices in each tier, the optimization problem for maximizing the cache hitting probability of the network can be formulated as the following problem $\textbf{P1}$ :

$$\textbf{P1}: \max_{\mathbf{P}} \sum_{i=1}^{N} q_{i} P_{i,\text{hit}}$$

$$\begin{align}
\sum_{i=1}^{N} p_{i}^{\text{UE}} &\leq S_{\text{UE}} \\
\sum_{i=1}^{N} p_{i}^{\text{H}} &\leq S_{\text{H}} \\
\sum_{i=1}^{N} p_{i}^{\text{M}} &\leq S_{\text{M}} \\
0 &\leq p_{i}^{\text{UE}} \leq 1, i \in \{1, \ldots, N\} \\
0 &\leq p_{i}^{\text{H}} \leq 1, i \in \{1, \ldots, N\} \\
0 &\leq p_{i}^{\text{M}} \leq 1, i \in \{1, \ldots, N\}
\end{align}$$

(10)

4.2 Solution to the Problem

The optimization problem in this paper aims to find the optimal caching probability for each content in the three-tier caching network maximizing the cache hitting probability of the network. Due to the fact that it is difficult to solve the original problem directly, we convert this original problem to a minimization problem at first. Unfortunately, the transformed minimization problem is a nonconvex problem. Then, we introduce a convex function and exploit it to convert the nonconvex problem above to the difference of two convex functions. Finally, DC programming is adopted to solve the problem so that we can obtain the optimal caching probability for each content.

First, we convert the problem $\textbf{P1}$ to a minimization problem $\textbf{P2}$ :
min \sum_{i=1}^{N} q_i P_{i, hit}

\begin{align}
\sum_{i=1}^{N} p_i^{UE} & \leq S_{UE} \\
\sum_{i=1}^{N} p_i^H & \leq S_H \\
\sum_{i=1}^{N} p_i^M & \leq S_M \\
0 & \leq p_i^{UE} \leq 1, i \in \{1, L, N\}
\end{align}

F(P) = -\sum_{i=1}^{N} q_i P_{i, hit} = \sum_{i=1}^{N} q_i f_i = \sum_{i=1}^{N} q_i [(1-\alpha p_i^{UE})e^{-(\alpha p_i^{UE})}e^{-((1-\alpha p_i^{UE})Y + 1)e^{-X}} - 1]

\begin{align}
F_i &= \left[ \frac{\partial^2 f_i}{\partial (p_i^{UE})^2} \frac{\partial^2 f_i}{\partial p_i^{UE} \partial p_i^{H}} \frac{\partial^2 f_i}{\partial p_i^{H} \partial p_i^{M}} \frac{\partial^2 f_i}{\partial (p_i^{M})^2} \right] \\
&= \left[ \begin{array}{cccc}
\alpha X & \alpha Z & \alpha K & \\
\alpha Z & Z^2 & ZK & \\
\alpha K & ZK & K^2 & \\
\end{array} \right]
\end{align}

where \( X = \pi \alpha p_i^{UE} R_i^{UE} + \pi \lambda_H p_i^H R_i^H + \pi \lambda_M p_i^M R_i^M \geq 0, Y = \pi \lambda_H R_i^H, Z = \pi \lambda_R R_i^R \), and \( K = \pi \lambda_M R_i^M \).

**Proposition 1:** \( F(P) \) is nonconvex of \( P \).

**Proof:** Due to the fact that any order leading principal minor of a given matrix which is greater than zero is equivalent to the matrix being positive definite, when one order leading principal minor of a given matrix is not greater than zero, this matrix is not positive definite.

1) The 1st order leading principal minor of \( F_i \) is

\[ D_{F1} = \alpha X [(1-\alpha p_i^{UE})Y + 2]e^{-X} > 0. \]

2) The 2nd order leading principal minor of \( F_i \) is

\[ D_{F2} = \alpha Z[(1-\alpha p_i^{UE})Y + 1]e^{-X} > 0. \]
According to (14), the 2nd order leading principal minor of $F_i$ is less than zero, so the matrix $F_i$ is not positive definite.

Hence, $f_i$ is nonconvex of $P$. Since $F(P)$ is the linear combination of $f_i$, $F(P)$ is also nonconvex of $P$. So, Proposition 1 is proved.

Then, we introduce a new function $H(P) = \sum_{i=1}^{N} q_i h_i$, where $h_i = (\alpha \lambda_{iU} R_m^2 + \alpha \lambda_{iM} R_m^2)(p_i^{UE} + p_i^H + p_i^M)$. Let $H_i$ denote the Hessian matrix of $h_i$ and $H_i$ is derived as follows:

$$H_i = \begin{bmatrix}
\frac{\partial^2 h_i}{\partial (p_i^{UE})^2} & \frac{\partial^2 h_i}{\partial p_i^{UE} \partial p_i^H} & \frac{\partial^2 h_i}{\partial p_i^{UE} \partial p_i^M} \\
\frac{\partial^2 h_i}{\partial p_i^H \partial p_i^{UE}} & \frac{\partial^2 h_i}{\partial (p_i^H)^2} & \frac{\partial^2 h_i}{\partial p_i^H \partial p_i^M} \\
\frac{\partial^2 h_i}{\partial p_i^M \partial p_i^{UE}} & \frac{\partial^2 h_i}{\partial p_i^M \partial p_i^H} & \frac{\partial^2 h_i}{\partial (p_i^M)^2}
\end{bmatrix}
$$

$$= \begin{bmatrix}
2\alpha \pi (\lambda_{iH} R_{iH}^2 + \lambda_{iM} R_{iM}^2) & 0 & 0 \\
0 & 2\alpha \pi (\lambda_{iH} R_{iH}^2 + \lambda_{iM} R_{iM}^2) & 0 \\
0 & 0 & 2\alpha \pi (\lambda_{iH} R_{iH}^2 + \lambda_{iM} R_{iM}^2)
\end{bmatrix}
$$

Thus, $H_i$ is a positive definite matrix and $h_i$ is convex of $P$. Since $H(P)$ is the linear combination of $h_i$ and the combination coefficient $q_i$ is greater than zero, $H(P)$ is convex of $P$.

Afterwards, let $G(P) = F(P) + H(P) = \sum_{i=1}^{N} q_i g_i$, where $g_i = (1 - ap_i^{UE})e^{-(\alpha \lambda_{iH} R_m^2 + \alpha \lambda_{iM} R_m^2)}(p_i^{UE} + p_i^H + p_i^M) - 1 + (\alpha \lambda_{iH} R_{iH}^2 + \alpha \lambda_{iM} R_{iM}^2)(p_i^{UE} + p_i^H + p_i^M)$. Let $G_i$ denote the Hessian matrix of $g_i$ and we can derive $G_i$ as follows:

$$G_i = \begin{bmatrix}
\frac{\partial^2 g_i}{\partial (p_i^{UE})^2} & \frac{\partial^2 g_i}{\partial p_i^{UE} \partial p_i^H} & \frac{\partial^2 g_i}{\partial p_i^{UE} \partial p_i^M} \\
\frac{\partial^2 g_i}{\partial p_i^H \partial p_i^{UE}} & \frac{\partial^2 g_i}{\partial (p_i^H)^2} & \frac{\partial^2 g_i}{\partial p_i^H \partial p_i^M} \\
\frac{\partial^2 g_i}{\partial p_i^M \partial p_i^{UE}} & \frac{\partial^2 g_i}{\partial p_i^M \partial p_i^H} & \frac{\partial^2 g_i}{\partial (p_i^M)^2}
\end{bmatrix}
$$

$$= \begin{bmatrix}
\alpha Y[(1 - ap_i^{UE})Y + 2]e^{-X} + 2\alpha(Z + K) & \alpha Z[(1 - ap_i^{UE})Y + 1]e^{-X} & \alpha K[(1 - ap_i^{UE})Y + 1]e^{-X} \\
\alpha Z[(1 - ap_i^{UE})Y + 1]e^{-X} & \alpha Z[(1 - ap_i^{UE})Y + 2\alpha(Z + K)]e^{-X} & \alpha K[(1 - ap_i^{UE})Y + 2\alpha(Z + K)]e^{-X} \\
\alpha K[(1 - ap_i^{UE})Y + 1]e^{-X} & \alpha K[(1 - ap_i^{UE})Y + 2\alpha(Z + K)]e^{-X} & \alpha K[(1 - ap_i^{UE})Y + 2\alpha(Z + K)]e^{-X}
\end{bmatrix}
$$

where $X = \pi \alpha \lambda_{iU} R_{iU}^2 + \pi \lambda_{iH} p_i^H R_{iH}^2 + \pi \lambda_{iM} p_i^M R_{iM}^2 \geq 0$, $Y = \pi \lambda_{iU} R_{iU}^2$, $Z = \pi \lambda_{iH} R_{iH}^2$ and $K = \pi \lambda_{iM} R_{iM}^2$. 


Proposition 2: $G(P)$ is convex of $P$.

Proof: According to the necessary and sufficient condition of positive definite matrix, when any order leading principal minor of a given matrix is greater than zero, this matrix is positive definite.

1) The 1st order leading principal minor of $G_i$ is
\[
D_{G_1} = \alpha^2 Y[(1-\alpha p_i^{UE})Y + 2]e^{-X} + 2\alpha(Z + K) > 0
\] (17)

2) The 2nd order leading principal minor of $G_i$ is
\[
D_{G_2} = \begin{vmatrix}
\alpha^2 Y[(1-\alpha p_i^{UE})Y + 2]e^{-X} + 2\alpha(Z + K) & \alpha Z[(1-\alpha p_i^{UE})Y + 1]e^{-X} \\
\alpha Z[(1-\alpha p_i^{UE})Y + 1]e^{-X} & Z^2(1-\alpha p_i^{UE})e^{-X} + 2\alpha(Z + K)
\end{vmatrix}
= 4\alpha^2(Z + K)^2 - \alpha^2 Z^2 e^{-2X} + 2\alpha(Z + K)[2\alpha^2 Y + (1-\alpha p_i^{UE})(Z^2 + \alpha^2 Y^2)]e^{-X}
\] (18)

Due to
\[
4\alpha^2(Z + K)^2 - \alpha^2 Z^2 e^{-2X} = [2\alpha(Z + K)]^2 - (\alpha Ze^{-X})^2
\]
\[
= [2\alpha(Z + K) + \alpha Ze^{-X}][2\alpha(Z + K) - \alpha Ze^{-X}]
\] (19)
and
\[
2\alpha(Z + K)[2\alpha^2 Y + (1-\alpha p_i^{UE})(Z^2 + \alpha^2 Y^2)]e^{-X} > 0
\] (20)

therefore
\[
D_{G_2} > 0
\] (21)

3) The 3rd order leading principal minor of $G_i$ is
\[
D_{G_3} = 8\alpha^3(Z + K)^3 - 2\alpha^3(Z + K)(Z^2 + K^2)e^{-2X}
+ 4\alpha^2(Z + K)^2[2\alpha^2 Y + (1-\alpha p_i^{UE})(\alpha^2 Y^2 + K^2 + Z^2)]e^{-X}
\] (22)

Due to
\[
0 < (Z + K)(Z^2 + K^2) < (Z + K)^3, 0 < e^{-2X} \leq 1 \Rightarrow (Z + K)(Z^2 + K^2)e^{-2X} < (Z + K)^3
\] (23)
\[
8\alpha^3(Z + K)^3 - 2\alpha^3(Z + K)(Z^2 + K^2)e^{-2X} > 6\alpha^3(Z + K)^3 > 0
\] (24)
and
\[
4\alpha^2(Z + K)^2[2\alpha^2 Y + (1-\alpha p_i^{UE})(\alpha^2 Y^2 + K^2 + Z^2)]e^{-X} > 0
\] (25)

hence
\[
D_{G_3} > 0
\] (26)

According to (17), (21) and (26), any order leading principal minor of $G_i$ is greater than zero, so $G_i$ is a positive definite matrix and $g_i$ is convex of $P$. $G(P)$ is also convex of $P$ in that $G(P)$ is the linear combination of $g_i$. So, Proposition 2 is proved.

Thus, $F(P)$ can be denoted as a difference of the two convex functions $G(P)$ and $H(P)$:
\[
F(P) = G(P) - H(P)
\] (27)

Due to the fact that $\frac{\partial H(P)}{\partial P}$ is continuous and the constraint of problem P2 is a convex set, we can adopt the DC programming to solve this problem. DCA can solve the DC programming well, which is usually able to obtain the global optimal solution of a nonconvex function in the form of the difference of two convex functions and has a quick convergence. Therefore,
we utilize DCA to solve this problem, as described in Algorithm 1.

Algorithm 1. Joint optimization algorithm based on DCA

1: Initialize: $\mathbf{P}^0 = \frac{S_{\text{UE}}}{N}, \mathbf{P}^0_H = \frac{S_H}{N}, \mathbf{P}^0_M = \frac{S_M}{N}$;

2: Solve the convex optimization problem:

$$\min_p G(p) - H(p) - (p - p_k) \frac{\partial H(p)}{\partial p}$$

{s.t.} 

$$\sum_{i=1}^{N} p_{i}^{UE} \leq S_{UE}$$

$$\sum_{i=1}^{N} p_{i}^{H} \leq S_H$$

$$\sum_{i=1}^{N} p_{i}^{M} \leq S_M$$

$$0 \leq p_{i}^{UE} \leq 1, i \in \{1, L, N\}$$

$$0 \leq p_{i}^{H} \leq 1, i \in \{1, L, N\}$$

$$0 \leq p_{i}^{M} \leq 1, i \in \{1, L, N\}$$

3: The solution of step 2 is $\mathbf{P}_{k+1}$;

4: If $|F(p_k) - F(p_{k+1})| \leq \delta$ or $|p_k - p_{k+1}| \leq \delta$ with $\delta$ set as 0.00001 in this paper, $\mathbf{P}_k$ is the optimal solution of $F(p)$; otherwise, return to step 2;

5: Return: the result is $-F(p_k)$, and the solution is $\mathbf{P}_k$.

5. Simulations

In this section, we exploit MATLAB to provide some numerical results of the proposed algorithm with the system model illustrated in Fig. 1. We suppose that the communication range of D2D, helpers and macro base stations is 15 meters, 100 meters and 500 meters respectively and that the size of content library is 30, with other specific simulation parameters listed in Table 1. In order to evaluate the algorithm proposed in this paper, we compare the performance of the proposed algorithm with that of the MPC policy, the equal probability random caching (EPRC) policy and the algorithm in [9] of which caching system is two-tier caching composed of users and helpers with base station incapable of caching. We will discuss the impact of the density of users $\lambda_{\text{UE}}$, the density of helpers $\lambda_{H}$, the density of macro base stations $\lambda_{M}$, the skewness of the popularity $\gamma$, the size of content library $N$ and the proportion of cache-enabled users $\alpha$ on the cache hitting probability respectively.
Table 1. Parameter settings

| Parameter                                      | Value                 |
|------------------------------------------------|-----------------------|
| Caching capacity of macro base stations: $S_M$ (contents) | 10                    |
| Caching capacity of helpers: $S_H$ (contents)     | 5                     |
| Caching capacity of users: $S_{UE}$ (contents)    | 2                     |
| Proportion of cache-enabled users: $\alpha$      | 0.5                   |
| Skewness of popularity: $\gamma$                | 1                     |
| Density of macro base stations: $\lambda_M$ (/m$^2$) | $1/\pi 500^2$       |
| Density of helpers: $\lambda_H$ (/m$^2$)         | $25/\pi 500^2$       |
| Density of users: $\lambda_{UE}$ (/m$^2$)         | $5000/\pi 500^2$     |

Fig. 2 shows that the cache hitting probability increases with user density $\lambda_{UE}$. It can be seen from this figure that the performance of the proposed algorithm outperforms that of other three caching placements at any density $\lambda_{UE}$. As $\lambda_{UE}$ increases, the gap between the proposed algorithm and the algorithm in [9] is gradually narrowing. When $\lambda_{UE}$ is considerable large, the algorithm in [9] approximates to the proposed algorithm. That is because the requested contents of users are mainly obtained from cache-enabled users via D2D and seldom obtained from macro base stations when $\lambda_{UE}$ is relatively large. Whether the macro base stations are capable of caching is becoming an unimportant factor in this instance, so the performance gap of the two algorithms is gradually diminishing.

![Fig. 2](image_url)  

Fig. 2. The impact of $\lambda_{UE}$ on the cache hitting probability, where $\lambda_M = 1/\pi 500^2$,  
$\lambda_H = 25/\pi 500^2$.  

Fig. 3 shows the impact of helper density $\lambda_H$ on the cache hitting probability. It can be found from this figure that the performance of the proposed algorithm outperforms that of other three caching placements at any density $\lambda_H$. With the increase of $\lambda_H$, the gap between the proposed algorithm and the algorithm in [9] is gradually becoming smaller. When $\lambda_H$ is considerable large, the algorithm in [9] approximates to the proposed algorithm. That is because the requested contents of users are mainly obtained from helpers and seldom obtained from macro base stations when $\lambda_H$ is relatively large. Hence, whether the macro base stations are capable of caching is not a notable factor in this situation, so the performance gap of the two algorithms is gradually narrowing.

Fig. 3. The impact of $\lambda_H$ on the cache hitting probability, where $\lambda_M = 1/ \pi 500^2$, $\lambda_{UE} = 5000/ \pi 500^2$.

Fig. 4 shows the impact of macro base station density $\lambda_M$ on the cache hitting probability. It can be seen from this figure that the performance of the proposed algorithm outperforms that of other three caching placements at any density $\lambda_M$. When $\lambda_M = 0$, the performance of the proposed algorithm is equal to that of the algorithm in [9], because both of them are the optimal caching placement for the two-tier caching system consisting of users and helpers without macro base stations joining in caching contents in this instance. However, with the increase of $\lambda_M$, the performance of the proposed algorithm improves distinctly while the performance of the algorithm in [9] is not affected by $\lambda_M$. That is because the caching ability of macro base stations is not taken into account in [9] all the time.
Fig. 4. The impact of $\lambda_M$ on the cache hitting probability, where $\lambda_H = 25 / \pi 500^2$, $\lambda_{UE} = 5000 / \pi 500^2$.

Moreover, from Fig. 2, Fig. 3 and Fig. 4, we can see that when all of $\lambda_{UE}$, $\lambda_H$ and $\lambda_M$ are relatively small, the performance of the EPRC policy is the worst one. With the increase of $\lambda_{UE}$, $\lambda_H$ or $\lambda_M$, the performance of the EPRC scheme becomes better and gradually outperforms the MPC policy. That is because when the density of caching devices is relatively low in the network, popular contents need to be stored by users, helpers and macro base stations to tackle the large request probabilities. Thus, the MPC scheme performs well in this situation; When there are many caching devices in the network, the requests for the most popular contents can be hit easily, and the remaining storage of caching devices can be utilized to cache other less popular contents. Therefore, the EPRC scheme performs well under this circumstance. Besides, we can also find that the performance of the MPC policy no longer improves when the density of caching devices becomes relatively high in that the MPC policy only caches these popular contents all the time, regardless of other less popular contents, leading to many redundant contents in the storage of caching devices, and the contents in the low ranking do not have the chance to be stored, hence unable to be hit. Thus, the corresponding performance does not improve any more. When $\lambda_{UE}$, $\lambda_H$ or $\lambda_M$ is relatively large, the performance of the EPRC scheme approximates to the optimal caching placement. That is because the EPRC scheme gives an overall consideration in all contents and most of the requests of users can be hit in this instance.
In Fig. 5, we demonstrate the relationship between the caching probability and the user density $\lambda_{UE}$, which is figured out by the proposed algorithm, where $N = 4$, $S_{UE} = 1$, $S_H = 2$, $S_M = 3$. It can be seen from this figure that with the increase of $\lambda_{UE}$, the optimal caching placement changes from the MPC policy to the EPRC policy, which is consistent with our analysis above.

Fig. 5. The caching placement of the proposed algorithm, where $N = 4$, $S_{UE} = 1$, $S_H = 2$, $S_M = 3$.

Fig. 6 shows the impact of the skewness of the popularity $\gamma$ on the cache hitting probability. It can be seen from this figure that when $\gamma = 0$, the performance of the EPRC scheme is equal to that of the proposed algorithm, because each content has an equal request probability and caching each content with the same probability can achieve a good performance in this situation. When $\gamma$ increases, the requests of users become more focused on the popular contents and the network will store these popular contents with large probabilities. With the increase of $\gamma$, the performance of the MPC scheme improves rapidly while the performance of the EPRC scheme remains unchanged in that it caches each content with the equal probability all the time, regardless of the users’ preferences.
Fig. 6. The impact of $\gamma$ on the cache hitting probability.

Fig. 7 shows the impact of the size of content library $N$ on the cache hitting probability. It can be found from this figure that the cache hitting probability decreases with $N$. We can also find that with the increasing of $N$, the proposed algorithm has a more distinct advantage over other three caching placements, indicating that the proposed algorithm can adjust the caching probability for each content well in the multi-contents situation by a joint optimization in order to keep a good performance.
Fig. 8 shows the impact of the proportion of cache-enabled users $\alpha$ on the cache hitting probability. It can be seen from this figure that the performance of the proposed algorithm outperforms that of other three caching placements at any proportion $\alpha$. We can also find that the performance of the MPC policy no longer improves when $\alpha$ becomes relatively large in that the MPC policy only caches the popular contents all the time and the caching capacity of users is very limited, leading to many redundant contents in the storage of cache-enabled users, and the contents in the low ranking do not have the chance to be cached, therefore unable to be hit. Even if all the users are capable of caching, the network can only satisfy very few requests. Hence, the corresponding performance does not improve any more.

![Graph showing cache hitting probability vs $\alpha$.]

**Fig. 8.** The impact of $\alpha$ on the cache hitting probability.

### 6. Conclusion

In this paper, we derive the expression of the cache hitting probability with random caching policy and the optimization problem is established to obtain the optimal caching placement that maximizes the cache hitting probability of the three-tier caching heterogeneous cellular network assisted by macro base stations, helpers and D2D. Specially, we convert the caching placement problem to a DC problem and employ DCA to solve it. Simulation results show that when the density of caching devices is considerably low, popular contents should be stored for this network. However, when the density of caching devices is considerably high, each content ought to be cached uniformly. The joint optimization algorithm based on DCA proposed in this paper can keep a balance between the MPC policy and the EPRC policy in order to achieve a good performance in terms of the cache hitting probability.
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