A dual formalism for Lagrange multipliers is developed. The formalism is used to minimize an action function $S(q_2, q_1, T)$ without any dynamical input other than that $S$ is convex. All the key equations of analytical mechanics – the Hamilton-Jacobi equation, the generating functions for canonical transformations, Hamilton’s equations of motion and $S$ as the time integral of the Lagrangian – emerge as simple consequences. It appears that to a large extent, analytical mechanics is simply a footnote to the most basic problem in the calculus of variations: that the shortest distance between two points is a straight line.

1. Introduction

This article has three key ideas. 1) A doubling of the theory of Lagrange multipliers, what we call a dual theory. In colloquial language, the dual formalism views the Lagrange multiplier as a way of violating a constraint with the help of an undetermined multiplier. At the end, the violation is corrected by choosing the value of the undetermined multiplier to satisfy the constraint. For every minimization problem, the dual formalism leads to a maximization problem and vice versa. 2) The dual Lagrange formalism is applied first to the entropy maximum principle in thermodynamics and then to the principle of least action in mechanics. In the former, the total entropy of two subsystems is maximized with the constraint that the total energy is conserved. In the latter, the action $S$ is minimized over two segments of a path connecting $q_1$ to $Q$ and $Q$ to $q_2$, subject to the constraint that $t_1 + t_2 = T$, i.e. the total time is constrained. The analogy with the entropy maximum principle is clear: in one case we maximize over all partitionings of energy between two subsystems, in the other we minimize the action over all partitionings of time over the two segments of the path. Just as in the former, the only assumption is concavity of the entropy, in the latter the only assumption is convexity of the action – there is no further dynamical input. 3) We then continue to apply the dual formalism to mechanics, now allowing the endpoints $q_1$, $q_2$ and the intermediate point $Q$ to vary. Viewing the path of least action from $q_1$ to $q_2$ in time $T$ as finding the shortest distance from $q_1$ to $q_2$ in a Riemannian space, we find three ways to violate the constraints: a) allowing more than the allotted time; b) moving the endpoints closer; c) allowing the end of segment one, $Q_1$, and the beginning of segment two, $Q_2$, to not be identical. The formalism gives as simple consequences: a) the Hamilton-Jacobi equation and its dual form for the abbreviated action $\tilde{S}(E)$; b) the $F_1$ generating function relations for canonical transformations and the $F_2 - F_1$ generating functions from dual forms; c) Hamilton’s equations of motion, with the two Hamilton equations of motion emerging from the standard and the dual Lagrange formalism, and d) the action $\bar{S}(q_1, q_2, T)$ as the time integral of the Lagrangian and its dual form $\tilde{S}(q_1, q_2, E)$ as the integral of the 1-form $pdq$. It is noteworthy that these latter two equation emerge at the end our development, as opposed to conventional treatments when they appear at the beginning.

The approach provides a simple and integrated approach to the derivation of the key equations of analytical mechanics. Moreover, it clears up numerous conceptual difficulties in the standard presentations of this material, some salient examples of which are given in the Conclusions. Perhaps most importantly, the approach reveals that to a large extent, analytical mechanics is simply a footnote to a mathematical problem in the calculus of variations: that the shortest distance between two points is a straight line.

A note about the title of the paper. The phrase *"duality of the principle of least action"* is used in two senses. The first is the liberal use of the term to refer to a novel formulation of the principle of least action in terms of the dichotomous partitioning of the total time and distance into two segments. This dichotomous partitioning, when combined with Lagrange multipliers,
is responsible for the primary results of the paper. The second sense is the combining of the principle of least action with the dual Lagrange multiplier formalism; this is the sense of duality used by mathematicians and leads to the dual equations associated with each of the primary equations.

2. Lagrange Multipliers and Dual Formalism

Lagrange multipliers are widely used in mathematics and all branches of physics to solve extremal problems in the presence of constraints. One adds the constraint equation to the function to be minimized using a Lagrange multiplier, and then finds the extremum of the modified problem with \( N + 1 \) variables, where the Lagrange multiplier provides an extra unknown and an extra equation. There is an alternative, complementary interpretation of Lagrange multipliers. Adding the constraint to the original function with an undetermined multiplier \( \text{deconstructs} \) the original extremization, so if the original task was to minimize the function, the new minimum without constraints will always be below the true minimum and hence a lower bound to the true minimum. Maximizing this lower bound with respect to the undetermined multiplier can only approach but never exceed the true minimum and for an important class of problems (including those relevant to thermodynamics and classical mechanics) gives the minimum to the original constrained problem. We call this a dual Lagrange multiplier formalism. In colloquial terms, the strategy is to violate the constraints, then solve for the extremum, and finally to choose the multiplier so that the constraints are satisfied. For every minimization problem, the dual formalism leads to a maximization problem and vice versa. This duality of Lagrange multipliers is not included in most of the standard textbooks on analytical mechanics (1, 2), control theory (3) or mathematical methods of physics (4), although there are more advanced books and articles that treat it (5–8).

A. Lagrange multipliers. The following example is based on ref. (3). Consider the problem of minimizing the function

\[
L(x, y) = 1/2(x^2/a^2 + y^2/b^2)
\]

subject to the constraint

\[
C(x, y) = y + mx - c = 0.
\]

In the method of Lagrange multipliers, the constraint equation is added to the function to be extremized with a Lagrange multiplier \( \lambda \):

\[
H(x, y, \lambda) = L(x, y) + \lambda C(x, y) = 1/2(x^2/a^2 + y^2/b^2) + \lambda(y + mx - c).
\]

Setting the derivatives of \( H \) with respect to \( x, y \) equal to 0 leads to two equations, in addition to the constraint equation, for the three unknowns, \( x, y \) and \( \lambda \). Carrying out the derivative calculation:

\[
(\partial H/\partial x)_{y, \lambda} = 0 = x/a^2 + \lambda m \Rightarrow x^* = -\lambda ma^2 = x^*(\lambda)
\]

\[
(\partial H/\partial y)_{x, \lambda} = 0 = y/b^2 + \lambda \Rightarrow y^* = -\lambda b^2 = y^*(\lambda),
\]

where we use the notation \( x^* \), \( y^* \) to indicate the root values of \( x,y \). Substituting \( x^* \) and \( y^* \) into eq. 2 yields:

\[
\lambda^* = -c/(b^2 + m^2 a^2),
\]

i.e. the undetermined multiplier \( \lambda \) is now determined to be \( \lambda^* \) to satisfy the constraints. Having found \( x^* \), \( y^* \) and \( \lambda^* \) we may substitute into \( H(x, y, \lambda) \) to find the constrained minimum \( H(x^*, y^*, \lambda^*) = c^2/(2(m^2 a^2 + b^2)) = L^*(x^*(\lambda^*), y^*(\lambda^*)) \). The method has a physical interpretation of requiring that the tangent of \( \nabla L \) and the tangent of \( \nabla C \) be parallel, i.e. that the extremum is found when the value of \( L(x, y) \) is tangent to the constraint (see Fig. 1a). In our example, \( \nabla L = x/a^2 \hat{x} + y/b^2 \hat{y} \) and \( \nabla C = m \hat{x} + 1 \hat{y} \). Substituting \( x^* \) and \( y^* \) into the expression for \( \nabla L \) we find: \( \nabla L = -\lambda mx - \lambda \hat{y} \), which is proportional to \( \nabla C \) for any value of \( \lambda \).

Alternatively, the Lagrange multiplier method may be viewed as expanding the original problem of two equations for two unknowns, \( x \) and \( y \) (subject to a constraint), to a new problem of three equations in three unknowns, \( x,y \) and \( \lambda \). To eqs. 4-5 we add

\[
(\partial H/\partial \lambda)_{x,y} = 0 \Rightarrow y + mx - c = 0,
\]

providing the third equation; note that the third equation just recovers the constraint.

B. Dual formalism. In the dual formulation of Lagrange multipliers, we substitute \( x^* \) and \( y^* \) back into \( H \). After simplifying we find:

\[
H(x^*(\lambda), y^*(\lambda), \lambda) = -\lambda(\lambda m^2 a^2/2 + \lambda b^2/2 + c),
\]

where \( H \) is now a function of \( \lambda \) only. Taking the total derivative of \( H \) with respect to \( \lambda \) and setting it equal to zero,

\[
dH(\lambda)/d\lambda = 0 = -\lambda m^2 a^2 - \lambda b^2 - c,
\]

we find:

\[
\lambda^* = -c/(b^2 + m^2 a^2),
\]

*For simplicity, the terminology “principle of least action” is used throughout this paper. In general the principle describes stationary points of the action that are not necessarily minima.
in agreement with eq. 10 for $\lambda^*$. Note that the total derivative with respect to $\lambda$ of the dual form $H(x^*, y^*, \lambda)$, eq. 9, is equal to the partial derivative with respect to $\lambda$ of the original form $H(x, y, \lambda)$ at $x^*, y^*$, eq. 7, with eqs. 4-5. This is a general feature of the dual formalism. It arises since

$$
\frac{dH(x^*(\lambda), y^*(\lambda), \lambda)}{d\lambda} = \left(\frac{\partial H}{\partial x}\right)_{x^*} (dx^*/d\lambda) + \left(\frac{\partial H}{\partial y}\right)_{y^*} (dy^*/d\lambda) + \frac{\partial H}{\partial \lambda} = \frac{\partial L^2}{\partial \lambda} = 0 = \frac{dL^2}{d\lambda} + \lambda,
$$

and $(\partial H/\partial x)_{x^*} = 0, (\partial H/\partial y)_{y^*} = 0$ at $x^*$ and $y^*$.

Calculating the second derivative of $H$ with respect to $\lambda$ we find:

$$
\frac{d^2H}{d\lambda^2} = -ma^2 - b^2 < 0,
$$

i.e. if $x^*, y^*$ provide a minimum of $H(x, y)$, (i.e. $\partial^2H/\partial x^2 > 0, \partial^2H/\partial y^2 > 0$), they now provide a maximum of $H(x^*(\lambda), y^*(\lambda), \lambda)$ with respect to $\lambda$ ($d^2H^*/d\lambda^2 < 0$), with the same value $H(x^*(\lambda), y^*(\lambda), \lambda^*) = c^2/(2m^2 + b^2)$). This mathematical property — that the original minimization problem becomes a maximization problem with respect to $\lambda$ — implies that in the extended space of $(x, y, \lambda)$ the solution is actually a saddle point. The appearance of a maximum with respect to $\lambda$ has an intriguing conceptual explanation. Adding the constraint to the original function deconstrains the problem — in effect it allows one to solve the problem as if there were no constraints. This has the following consequence. If the original problem is to minimize a function, since the constraints are removed the minimum one finds will be lower than or equal to the true minimum; thus it serves as a lower bound to the true minimum. Since the lower bound is expressed in terms of $\lambda$, maximizing the lower bound with respect to $\lambda$ one obtains the greatest lower bound. The result of the maximization cannot exceed the physical minimum, and for a wide class of problems actually produces the physical minimum.

C. Geometrical Formulation. There is an interesting geometrical interpretation to the dual formulation. We may rewrite eq. 3 as

$$
H = H'' + C''
$$

where

$$
H'' = 1/2[(x/a + m\lambda a)^2 + (y/b + m\lambda b)^2], \quad C'' = -1/2m^2\lambda^2a^2 - 1/2\lambda^2b^2 - \lambda c = C''(\lambda).
$$

Equations 13-14 indicate that the contours of $H(x, y, \lambda)$ are ellipses with a minimum (with respect to $x$ and $y$) at $(x^*(\lambda), y^*(\lambda))$, i.e. a minimum that moves with the value of $\lambda$ (see fig. 1b; cf. eqs. 4.5 for $x^*(\lambda), y^*(\lambda))$. Along this $\lambda$-line*, $H''$ vanishes and therefore $H(x^*, y^*, \lambda) = C''(\lambda)$. Since $C''$ has a negative curvature, $H$ has a maximum along the $\lambda$-line at $\lambda^*$ (cf. eq. 10) and in the three dimensional space $H(x, y, \lambda)$ has a saddle point at $H^*(x^*, y^*, \lambda^*)$. Moreover, the maximum of $H(x^*, y^*, \lambda)$ with respect to $\lambda$ is equal to the minimum of $L(x, y) = H(x, y, \lambda)$ along the line of constraint.

D. Connection to Legendre Transforms. There is a close connection between Lagrange multipliers and Legendre transforms. To see this, we return to eq. 3 and partition $H$ in yet another way:

$$
H(x, y, \lambda) = \hat{L}_1(x, \lambda) + \hat{L}_2(y, \lambda) - \lambda c
$$

where

$$
\hat{L}_1(x, \lambda) = L_1(x) + m\lambda x = x^2/(2a^2) + m\lambda x, \quad \hat{L}_2(y, \lambda) = L_2(y) + \lambda y = y^2/(2b^2) + \lambda y.
$$

The Lagrange multiplier conditions for the minimum,

$$
(\partial H/\partial x)_{y, \lambda} = (\partial \hat{L}_1/\partial x)_{\lambda} = 0 = d\hat{L}_1/dx + m\lambda, \quad (\partial H/\partial y)_{x, \lambda} = (\partial \hat{L}_2/\partial y)_{\lambda} = 0 = d\hat{L}_2/dy + \lambda,
$$

Fig. 1. a. Standard representation of Lagrange multipliers. b. Dual representation of Lagrange multipliers
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are recognized as the conditions that $\bar{L}_1(m\lambda), \bar{L}_2(\lambda)$ are Legendre transforms of $L_1(x), L_2(y)$, respectively.

The connection between Lagrange multipliers and the Legendre transform is highlighted by noting that the latter can also be formulated as a duality transformation, mapping convex functions to concave functions and vice versa (9). This mirrors the minimum-maximum relationship of the primary and dual formulations of Lagrange multipliers described above. To keep the main text focused, the definition of Legendre transforms and some of their key properties are developed in Appendix A of the Supplementary Material. The relationship between Lagrange multipliers and Legendre transforms will play a significant role below. Virtually all the major equations of analytical mechanics will be shown to arise from Lagrange multipliers, whose dual forms correspond to Legendre transforms in conventional treatments.

3. Entropy Maximum Principle

As a first physical application of the dual Lagrange multiplier formalism, we apply it to the entropy maximum principle in thermodynamics (10, 11). We begin with the primary Lagrange multiplier formalism before proceeding to the dual formalism.

![Fig. 2. Illustration of the entropy maximum principle in thermodynamics.](image)

On the left of the arrow is a composite system whose subsystems are not able to exchange $E$, $V$, or $n$. On the right, the same composite system after the two systems are brought into contact and allowed to exchange $E$, $V$, and $n$. (The superscripts $i$ and $f$ stand for initial and final, respectively). The entropy maximum principle answers the question what will be the final values of $E$, $V$, and $n$ for each of the subsystems after they come into contact.

![Fig. 3. Graphical illustration of the entropy maximum principle.](image)

(a) $S_1$ as a function of $E_1$; note that the function is concave. b) $S_1$ as a function of $E_2$. Since $E_1 + E_2 = \bar{E}$, when $E_1$ gets larger $E_2$ gets smaller and therefore b) is the reflection of a). c) $S = S_1 + S_2$ as a function of $E_1$. Because $S_1$ and $S_2$ are individually concave, their sum is concave and has an interior maximum at $E_1^*$, which determines the value of $E_2^*$, hence the entropy maximum principle determines the partitioning of the total energy $\bar{E}$ between the two subsystems at equilibrium.

A. Lagrange multipliers – maximizing the entropy over partitionings of energy. Consider two subsystems brought into contact and allowed to exchange energy $E$, volume $V$ and material $n$ (see fig. 2). The entropy maximum principle answers the question: what will be the partitioning of $E$, $V$ and $n$ when equilibrium is reached? For simplicity, we consider that just $E$ can be exchanged between the subsystems. The only input we require is that the entropy $S$ be a concave function of the energy $E$, i.e.

---

*(9) states that Legendre transforms map convex functions to convex functions; the precise statement depends on the choice of sign in the definition of the Legendre transform*
\(S_1(E_1)\) and \(S_2(E_2)\). Define \(L = S_1(E_1) + S_2(E_2)\). The goal is to maximize the combined entropy of the two subsystems, \(L\), subject to the constraint that the total energy is conserved, \(E_1 + E_2 = \bar{E}\). To this end, we define \(H:\)

\[
H(E_1, E_2, \beta) = S_1(E_1) + S_2(E_2) - \beta(E_1 + E_2 - \bar{E}),
\]

where we have added the constraint equation with the Lagrange multiplier \(\beta\). Taking derivatives and setting them equal to zero:

\[
\frac{\partial H}{\partial E_1}E_{1,\beta} = 0 = \frac{\partial S_1}{\partial E_1} - \beta, \quad \frac{\partial H}{\partial E_2}E_{1,\lambda} = 0 = \frac{\partial S_2}{\partial E_2} - \beta \implies E_2^*(\beta)
\]

\[
\frac{\partial H}{\partial \beta}E_{1,\bar{E}} = 0 \implies E_1 + E_2 - \bar{E} = 0.
\]

Because of the symmetry of \(S_1(E_1)\) and \(S_2(E_2)\) we may write eqs. 19 in neutral form:

\[
\frac{\partial S}{\partial E} - \beta = 0.
\]

Equations 19 together with eq. 20 provide three equations for three unknowns, \(E_1, E_2\) and \(\beta\): solving eqs. 19 for \(E_1^*(\beta)\) and \(E_2^*(\beta)\) and substituting into eq. 20 yields \(\beta^*\). Substituting \(\beta^*\) along with \(E_1^*(\beta^*), E_2^*(\beta^*)\) and \(S_1^*(E_1^*(\beta^*))\) into eq. 18 yields \(H^*(E_1^*, E_2^*, \beta^*) = L^*(E_1^*(\beta^*), E_2^*(\beta^*))\) where \(L^*(E_1^*(\beta^*), E_2^*(\beta^*))\) is the maximum of the constrained problem.

**B. Dual formalism – minimizing \(\bar{S}\) with respect to inverse temperature.** In the dual formulation we substitute eqs. 19 for \(E_1^*(\beta)\) and \(E_2^*(\beta)\) directly into eq. 18 to obtain:

\[
H(E_1^*(\beta), E_2^*(\beta), \beta) = S_1^*(E_1^*(\beta)) + S_2^*(E_2^*(\beta)) - \beta(E_1^* + E_2^* - \bar{E}).
\]

Calculating \(dH(E_1^*(\beta), E_2^*(\beta), \beta)/d\beta = \partial H(E_1^*(\beta), E_2^*(\beta), \beta)/\partial \beta = 0\) returns the same value of \(\beta^*\) and \(H(E_1^*, E_2^*, \beta^*)\) as in the primary procedure. Furthermore,

\[
d^2 H/d\beta^2 > 0.
\]

The quantity \(\beta\) has the physical interpretation of inverse temperature. To see this, note that at equilibrium the partitioning of energy \(E_1^*, E_2^*\) between the two subsystems is that which maximizes the entropy. But from eqs. 19, this is just the condition \(\partial S_1/\partial E_1 = \partial S_2/\partial E_2\) — that at equilibrium the temperatures (and hence inverse temperatures) of the two subsystems are equal. Thus, if in the original problem the entropy was concave with respect to energy, in the dual problem it is convex with respect to the inverse temperature \(\beta\).

Appendix B of the Supplementary Material discusses the relation of the dual formalism to a Legendre transform of entropy, and Appendix C works out as example for a simple functional form of \(S(E)\).

**4. Principle of Least Action**

We now turn our attention to classical mechanics, and take as our starting point the principle of least action. Inspired by the entropy maximum principle that requires only that the entropy be concave, we assume nothing about the action other than that it is a convex function. Somewhat astonishingly, all of analytical mechanics will emerge, including at the end that the action is the time integral of the Lagrangian.

**A. Minimizing the action over partitions of time.** Consider a convex function \(S(q_1, q_2, T)\) defined for all paths from \(q_1\) to \(q_2\) in time \(T\). By analogy with the entropy maximum principle, we partition the path into two segments, \(q_1 \rightarrow Q\) and \(Q \rightarrow q_2\), and we consider all possible partitions of time between the two segments subject to the constraint that \(t_1 + t_2 = T\). We associate with each section an action: \(S_1(q_1, Q, t_1)\) and \(S_2(Q, q_2, t_2)\) and we assume that the action on each segment is minimized (See Fig. 4).

![Fig. 4.](image-url)

Fig. 4. a. Formulation of the principle of least action. The endpoints \(q_1, q_2\) and total time \(T\) are fixed. An intermediate point \(Q\) is fixed and we consider all possible partitions of the total time \(T\) such that \(t_1 + t_2 = T\), where \(t_1\) is the time from \(q_1\) to \(Q\) and \(t_2\) is the time from \(Q\) to \(q_2\). b. With each of the two segments in \(q\) is associated an action, \(S_1(q_1, Q, t_1)\) and \(S_2(Q, q_2, t_2)\) respectively, with the assumption that \(S\) is convex with respect to all its arguments and that the action on each segment is minimized. The principle of least action can then be expressed as \(S(q_1, q_2, T) \leq S_1(q_1, Q, t_1) + S_2(Q, q_2, t_2)\), i.e. the composite action \(S(q_1, q_2, T)\) minimizes the total action over all partitions of \(t_1 + t_2 = T\).
The principle of least action can then be expressed as:

\[ S(q_1, q_2, T) \leq S_1(q_1, Q, t_1) + S_2(Q, q_2, t_2). \]  \[24\]

To see why this is, note that in the true solution of the problem there is an optimum partitioning of time \( T \) into \( t_1^* + t_2^* \) so as to minimize \( S \) for the entire length; thus any other partitioning of \( T \) into \( t_1 + t_2 \) will give a higher value for \( S \). Formulating the problem in terms of Lagrange multipliers we have:

\[ \bar{H} = S_1(q_1, Q, t_1) + S_2(Q, q_2, t_2) + E(t_1 + t_2 - T), \]  \[25\]

where \( E \) is a Lagrange multiplier for the constraint on total time \( T \) and we use a bar over the \( H \) to avoid confusion with the Hamiltonian \( H \) below. Taking derivatives with respect to \( t_1, t_2 \) and \( E \) and setting them equal to zero we obtain:

\[ \partial \bar{H} / \partial t_1 = \partial S_1 / \partial t_1 + E = 0, \]
\[ \partial \bar{H} / \partial t_2 = \partial S_2 / \partial t_2 + E = 0 \]
\[ \partial \bar{H} / \partial E = t_1 + t_2 - T = 0. \]

We may write eqs. \[26\] in the neutral form:

\[ \partial S / \partial t + E = 0. \]  \[28\]

Equation \[28\] is well-known in classical mechanics (12–14) and is a precursor of the Hamilton-Jacobi equation (to be obtained below in Section E), with \( E \) identified as the energy. Equation \[27\] is of course just the constraint equation. Equations \[26\] also deserve comment: note that the same value of \( E \) appears in both equations. By analogy with thermodynamics, where we have seen that the maximum entropy can be expressed as the equality of the inverse temperature of the subsystems, the minimization of the action can be expressed as the equality of the energy of the segments of the trajectory where energy is \(- \partial S / \partial t\).

Calculating second derivatives we obtain:

\[ \partial^2 S_1 / \partial t_1^2 = - \partial E / \partial t_1 > 0, \]
\[ \partial^2 S_2 / \partial t_2^2 = - \partial E / \partial t_2 > 0, \]

which we may write in the neutral form:

\[ \partial^2 S / \partial t^2 = - \partial E / \partial t > 0. \]  \[30\]

Equation \[30\] is a stability relation for the energy which is a direct result of the convexity of \( S \).

**B. Dual formalism – maximizing the action with respect to the energy.** Returning to eq. \[25\], we can rewrite this equation as:

\[ \bar{H} = \bar{S}_1 + \bar{S}_2 - ET, \]  \[31\]

where

\[ \bar{S}_1 = S_1 + Et_1, \]
\[ \bar{S}_2 = S_2 + Et_2. \]  \[32\]

Taking the partial derivative with respect to \( E \) and setting it equal to zero we obtain:

\[ \partial \bar{S}_1 / \partial E - t_1 = 0, \]
\[ \partial \bar{S}_2 / \partial E - t_2 = 0, \]

or in neutral form

\[ \partial S / \partial E - t = 0. \]  \[34\]

Equation \[34\] is also well known in classical mechanics where \( \bar{S}(q_1, q_2, E) \) is generally referred to as the abbreviated action (12–14); we shall also refer to it as the dual action. Note that eqs. \[32\] may be recognized as a Legendre transform of the action, changing the independent variable from \( t \) to \( E \). This is a reflection of the close connection between the Lagrange multipliers and Legendre transforms discussed in Section 2D. Taking the second derivative with respect to \( E \) we find:

\[ \partial^2 \bar{S} / \partial E^2 = \partial t / \partial E < 0, \]  \[35\]

i.e. the convexity of \( S \) with respect to the partitioning of \( T = t_1 + t_2 \) has an associated dual form of the concavity of \( \bar{S} \) with respect to energy. Appendix D or the Supplementary Material works out in detail an example for a simple functional form of \( S(q_1, q_2, t) \).
Fig. 5. Formulation of the principle of least action, stage 2. The endpoints \( q_1, q_2 \) and total time \( T \) are fixed, but the intermediate point \( Q \) is now allowed to vary. We consider all possible partitionings of the segment \([q_1, q_2]\) into \([q_1, Q]\) and \([Q, q_2]\), where \( Q \) and \( q_2 \) need not be identical (see text). We associate with each of the two segments in an action: \( S_1(q_1, Q, t_1) \) and \( S_2(Q, q_2, t_2) \) respectively, with the assumption that \( S \) is convex with respect to all its arguments and that the action on each segment is minimized. The principle of least action can then be expressed as: \( S(q_1, q_2, T) \leq S_1(q_1, Q, t_1) + S_2(Q, q_2, t_2) \), i.e. the composite action \( S(q_1, q_2, T) \) minimizes the total action over all partitionings \( t_1 + t_2 = T \) with the constraint \( Q_1 = Q_2 \).

C. Minimizing the action over partitionings of intermediate position \( Q \): generating functions. We now extend the above treatment of partitioning \( T = t_1 + t_2 \) to allow the endpoints \( q_1 \) and \( q_2 \), and the intermediate point \( Q \) to vary. Before proceeding, we consider several possible levels of allowing \( Q \) to vary. The most straightforward is to allow \( Q \) to vary but to constrain it to lie along the curve that minimizes \( S(q_1, q_2, T) \). A second possibility, one level less constrained, is to allow \( Q \) to lie off the curve that minimizes \( S(q_1, q_2, T) \). Finally, we may deconstrain \( Q \) even further, by not forcing endpoint \( Q_1 \) associated with \( q_1 \) to be equal to endpoint \( Q_2 \) associated with \( q_2 \) (see Fig. 5). This seems to defy logic, since we must have a continuous curve from \( q_1 \) to \( q_2 \), but the apparent inconsistency that \( Q_1 \neq Q_2 \) presents no problem through the judicious use of Lagrange multipliers. We prefer the latter formulation as the most general.

Consider again the total action \( S \),

\[
S = S_1(q_1, Q, t_1) + S_2(Q, q_2, t_2)
\]

but now we specify the coordinate constraints explicitly:

\[
t_1 + t_2 = T, \quad q_1 = q', \quad q_2 = q'', \quad Q_2 = Q_1.
\]

Thus,

\[
\tilde{S} = S_1(q_1, Q, t_1) + S_2(Q, q_2, t_2) + E(t_1 + t_2 - T) - p_2(q_2 - q'') + p_1(q_1 - q') + P(Q_2 - Q_1).
\]

We calculate the derivatives of \( \tilde{S} \) with respect to \( q_1, q_2, Q_1 \) and \( Q_2 \) and obtain:

\[
\frac{\partial \tilde{S}}{\partial q_1} = \frac{\partial S_1}{\partial q_1} + \frac{\partial p_1}{\partial q_1} = 0; \quad \frac{\partial \tilde{S}}{\partial q_2} = \frac{\partial S_2}{\partial q_2} - \frac{\partial p_2}{\partial q_2} = 0; \quad \frac{\partial \tilde{S}}{\partial Q_1} = \frac{\partial S_1}{\partial Q_1} - \frac{\partial P}{\partial Q_1} = 0
\]

(39) and similarly eqs. (40) are recognized as the standard equations for the first of four classical generating function (generally referred to as \( F_1 \)) (1, 12, 14, 15). Note that as a bonus we get the “handoff condition” (14).

\[
P = -\frac{\partial S_2}{\partial Q_2} = \frac{\partial S_1}{\partial Q_1}.
\]

D. Dual formalism – maximizing the action with respect to intermediate momentum \( P \). Because of the symmetry between eqs. 39 and 40, we continue the development with just eq. 40. We will come back to eqs. 39 in the Conclusions. To simplify the notation we omit the subscript 2 in eq. 40. A variety of alternative forms of the action are possible, corresponding to which terms from the Lagrange multipliers we group with \( S(q, Q, t) \). We associate with each of the two segments in an action: \( S_1(q_1, Q, t_1) \) and \( S_2(Q, q_2, t_2) \), respectively

\[
S(q, Q, t) = S_1(q, Q, t) + S_2(Q, q, t)
\]

Taking the various partial derivatives associated with the arguments of \( S_i, i = 2, 3, 4 \), leads to the following set of equations:

\[
\frac{\partial \tilde{S}_2}{\partial P} = Q, \quad \frac{\partial \tilde{S}_2}{\partial q} = p
\]

\[
\frac{\partial \tilde{S}_3}{\partial q} = -P, \quad \frac{\partial \tilde{S}_3}{\partial p} = -q
\]

\[
\frac{\partial \tilde{S}_4}{\partial q} = 0, \quad \frac{\partial \tilde{S}_4}{\partial p} = -q,
\]

where we have used eqs. 39. Equations 45-47 are recognized as the generating function relations for \( F_2, F_3 \) and \( F_4 \), respectively (1, 12, 14, 15). Again, a close relationship emerges between the Lagrange multiplier method and Legendre transforms: the generating functions \( F_2, F_3 \) and \( F_4 \) are Legendre transforms of \( F_1 \).

In each of these cases, we could formulate a dual problem: in principle solve for \( t'_2 \), substitute back into the expression for \( \tilde{S}^{(2)}_1 \), and then invoke the relation that the total derivative with respect to the Lagrange multiplier is equal to the partial derivative with respect to the Lagrange multiplier at \( t'_2 \). This procedure turns the original minimization problem turns into a maximization problem with respect to the transformed variable or variables: \( p_2 \) or \( P \) or both (or analogously, \( p_1 \) or \( P \) or both).
E. Inverting the functional forms: The Hamilton-Jacobi equation. In the theory of canonical transformations, one needs to invert the functional dependence of the generating function relations. We first note that the functional dependence \( S = S(q, q, t) \) implies that in the equation \( \partial S / \partial t - E = 0 \),
\[
E = E(Q, q, t). \quad [48]
\]
Now consider eq. 39, \( \partial S / \partial q - p = 0 \). Since \( S = S(q, q, t) \), the functional form of \( p \) is \( p(Q, q, t) \). In principle this can be inverted to give \( Q = Q(p, q, t) \). Substituting into eq. 48 gives
\[
E(Q, q, t) = E(Q(q, p, t), q, t) = H(p, q, t), \quad [49]
\]
where we have defined
\[
H(p, q, t) = E(Q, q, t). \quad [50]
\]
But since
\[
\partial S / \partial q = p \quad [51]
\]

it follows that
\[
H(p, q, t) = H(\partial S / \partial q, q, t). \quad [52]
\]
Substituting into eq. 26 gives:
\[
\partial S / \partial t + H(\partial S / \partial q, q, t) = 0, \quad [53]
\]
which is the Hamilton-Jacobi equation (1, 12, 14). The Table organizes the functional inversions used in this and the following section, from \((q, Q)\) to either \((q, p)\) or \((Q, P)\), i.e. from the natural variables of the primary generating function (two coordinates) to the natural variables of the Hamiltonian (one coordinate and one momentum).

| intrinsic functional dependence | primary inversion: \( p(q, Q, t) \rightarrow Q(q, p, t) \) | primary inversion: \( P(q, Q, t) \rightarrow Q(Q, P, t) \) |
|---------------------------------|-------------------------------------------------|-------------------------------------------------|
| \( S(q, Q, t) \)                | \( S(q, Q, t) \rightarrow S(q, Q(p, t), t) = S(q, p, t) \) | \( S(q, Q, t) \rightarrow S(q, Q(P, t), Q, t) = S(Q, P, t) \) |
| \( E(q, Q, t) \)                | \( E(q, Q, t) \rightarrow H(q, Q(q, p, t), t) = H(q, p(q, t), t) \) | \( E(q, Q, t) \rightarrow K(q(Q, P, t), Q, t) = K(Q, P, t) \) |
| \( p(q, Q, t) \)                | \( p(q, Q, t) \rightarrow Q(q, p, t) \)                       | \( p(q, Q, t) \rightarrow p(q, P, t), Q, t = p(Q, P, t) \) |
| \( P(q, Q, t) \)                | \( P(q, Q, t) \rightarrow P(q, Q(p, t), t) = P(q, p, t) \)                       | \( P(q, Q, t) \rightarrow q(Q, P, t) \)                       |

\( (\partial H / \partial q)_Q = (\partial H / \partial p)_Q + (\partial H / \partial p)_Q (\partial p / C)_Q \) \( dp / dt = dp(q(Q, P, t), Q, t) = (\partial p / \partial q)_Q, (\partial q / \partial t)_Q + (\partial p / \partial t)_Q \). Table 1. Tabular arrangement of functional inversions required for the development of the theory.

F. Deriving Hamilton’s Equations of Motion from the Standard and Dual Formulations. We now proceed to derive Hamilton’s equations of motion (1, 12, 14, 15). Consider \( S = S(q, Q, t) \) and note that
\[
\partial^2 S / \partial q \partial t = \partial^2 S / \partial t \partial q. \quad [54]
\]
Using eqs. 28 and 39 we obtain:
\[
\partial (-E) / \partial q = \partial p / \partial t, \quad [55]
\]
which looks very similar to \( -\partial H / \partial q = dp / dt \). Similarly, consider \( \tilde{S} = \tilde{S}(p, P, t) \) and note that
\[
\partial^2 \tilde{S} / \partial p \partial t = \partial^2 \tilde{S} / \partial t \partial p. \quad [56]
\]
Using eqs. 28 and 46 we obtain:
\[
\partial E / \partial p = \partial q / \partial t, \quad [57]
\]
which looks very similar to \( \partial H / \partial p = dq / dt \). Thus we may say, loosely speaking, that Hamilton’s two equations of motion emerge from the standard and the dual Lagrange formalism, with each of the two equations arising from a cross-second derivative of \( S \), analogous to Maxwell relations in thermodynamics (10, 11). Hamilton’s equations of motion do indeed emerge from these equations, but some additional care is needed as we now show.

Returning to eq. 54, the LHS gives:
\[
\partial^2 S / \partial q \partial t = \partial / \partial q (\partial S / \partial t) = \partial (-E) / \partial q. \quad [58]
\]
Writing the functional dependence of \( E \) explicitly:
\[
E = E(Q, q, t) = E(Q(q, p, t), q, t) = H(p(Q, q, t), q, t). \quad [59]
\]
This leads to the relationship:
\[
- (\partial E / \partial q)_Q, t = - (\partial H / \partial q)_P, t - (\partial H / \partial p)_Q, t (\partial p / \partial q)_Q, t \quad [60]
\]
The RHS gives:
\[
\partial^2 S / \partial t \partial q = \partial / \partial t (\partial S / \partial q) = \partial p / \partial t, \quad [61]
\]
where \( p = p(q, Q, t) \). The key transition to Hamilton’s equations is to view \( q = q(P, Q, t) \) and \( p = (P, Q, t) \), which indicates that the conjugate variables \( P, Q \) (which could be e.g. \( p(t = 0), q(t = 0) \)) determine \( p \) and \( q \) at time \( t \). Then

\[
dp(q(P, Q, t), Q, t)/dt = (\partial p/\partial q)_{Q, t}(\partial q/\partial t)_{P, Q} - (\partial p/\partial t)_{Q, q},
\]

where we identify

\[
(\partial p/\partial t)_{Q, t} = dq/\partial t.
\]

Therefore,

\[
(\partial p/\partial t)_{Q, t} = dp/dt - (\partial p/\partial q)_{Q, t}dq/dt.
\]

Equateqqs. 60 and 64 we obtain:

\[
- (\partial H/\partial q)_{p, t} - (\partial H/\partial p)_{q, t}(\partial p/\partial q)_{Q, t} = dp/dt - (\partial p/\partial q)_{Q, t}dq/dt.
\]

The factor \((\partial p/\partial q)_{Q, t}\) is common to both sides, so for the two sides to be equal:

\[
- (\partial H/\partial q)_{p, t} = dp/dt, \quad (\partial H/\partial p)_{q, t} = dq/dt.
\]

Somewhat unexpectedly, both of Hamilton’s equations of motion emerge from eq. 58. Note that we can also derive Hamilton’s equations starting from the dual form

\[
\bar{S} = \bar{S}(p, P, t).
\]

As before, we begin by noting that

\[
\partial^2 \bar{S}/\partial p \partial t = \partial^2 \bar{S}/\partial t \partial p.
\]

The LHS gives:

\[
\partial^2 \bar{S}/\partial p \partial t = \partial/\partial p(\partial \bar{S}/\partial t) = \partial(-E)/\partial p.
\]

where \( E = E(p, P, t) \). Inverting the functional relationships we obtain:

\[
E = E(p, P, t) = E(p, P(q, p, t), t) = H(p, q(p, P, t), t).
\]

Therefore, the LHS gives:

\[
- (\partial E/\partial p)_{P, t} = -(\partial H/\partial p)_{q, t} - (\partial H/\partial q)_{p, t}(\partial q/\partial p)_{P, t}.
\]

The RHS gives:

\[
\partial^2 \bar{S}/\partial t \partial p = \partial/\partial t(\partial \bar{S}/\partial p) = -dq/\partial t.
\]

where \( q = q(p, P, t) \rightarrow P(q, p, t) \). As a result,

\[
dq(p(P, Q, t), P, t)/dt = (\partial q/\partial p)_{P, t}(\partial q/\partial t)_{P, Q} + (\partial q/\partial t)_{P, p},
\]

where we identify \((\partial q/\partial t)_{P, Q} = dp/dt\). Therefore,

\[
- dq/\partial t = -dq/dt + (\partial q/\partial p)_{p, t}dp/dt.
\]

Equating eqs. 70 and 73 we obtain again Hamilton’s equations of motion:

\[
(\partial H/\partial p)_{q, t} = dq/dt, \quad -(\partial H/\partial q)_{p, t} = dp/dt.
\]

Although both of Hamilton’s equations of motion emerged from eq. 54, \( \partial^2 \bar{S}/\partial q \partial t = \partial^2 \bar{S}/\partial t \partial q \), as noted above this equation corresponds more closely to Hamilton’s first equation of motion. Similarly, although both of Hamilton’s equations emerged from 56, \( \partial^2 \bar{S}/\partial p \partial t = \partial^2 \bar{S}/\partial t \partial p \), as noted above this equation corresponds more closely to Hamilton’s second equation of motion. Thus we may say, loosely speaking, that Hamilton’s two equations of motion emerge from the standard and the dual Lagrange formalism, with each of the two equations arising from a cross-second derivative of \( S \), analogous to Maxwell relations in thermodynamics (10, 11).

G. The Lagrangian and the Explicit Form for the Action. We now return to \( S = S(q, Q, t) \) and substitute the functional form \( q = q(Q, P, t) \). This gives \( S(q(Q, P, t), Q, t) \). As a result, the total derivative of \( S \) is given by:

\[
dS/dt = (\partial S/\partial q)_{Q, t}(dq/dt)_{Q, P} + (\partial S/\partial t)_{Q, q} = \dot{p}q - E = L,
\]

where \( L \) is the Lagrangian. Consequently,

\[
S = \int_0^T (dS/dt)dt = \int_0^T (\dot{p}q - E)dt = \int_0^T \mathcal{L}(q, \dot{q}, t)dt,
\]

which is the well-known formula expressing the action as the time integral of the Lagrangian (1, 12, 14).

We have come full circle. In standard approaches to analytical mechanics, the starting point is \( S = \int_0^T \mathcal{L}(q, \dot{q}, t)dt \). We have arrived at this same formula, not as an axiom, but from an analysis which assumes no more than the convexity of \( S \), and hence is essentially just an extension of the variational problem of finding the curve that minimizes the distance between two points. We are amazed.
It is a short step from eq. 76, \( S = \int_0^T L(q, \dot{q}, t) dt \), to the conventional formulation of the principle of least action (Hamilton’s principle). We derived eq. 76 based on the partitioning of \( S(q_1, q_2, T) \) into two segments and the inequality \( S(q_1, q_2, T) \leq S_1(q_1, q_1, t_1) + S_2(q_2, q_2, t_2) \). Consider now dividing \( S(q_1, q_2, T) \) into \( N \) segments. Then the inequality takes the form:

\[
S(q_1, q_2, T) \leq S_A(q_1, q_A, t_A) + S_B(q_A, q_B, t_B) + S_C(q_B, q_C, t_C) + \ldots + S_N(q_N, q_{N+1}, t_{N+1})
\]

\[
= \int_0^{t_A} L(q, \dot{q}, t) dt + \int_{t_A}^{t_B} L(q, \dot{q}, t) dt + \int_{t_B}^{t_C} L(q, \dot{q}, t) dt + \ldots + \int_{t_{N+1}}^{T} L(q, \dot{q}, t) dt
\]  [77]

Taking the limit \( N \to \infty \) we obtain

\[
S(q_1, q_2, T) = \min \int_0^T L(q, \dot{q}, t) dt
\]  [78]

subject to the constraints \( q_1 = q’ = q(t=0) \) and \( q_2 = q” = q(t=T) \). This is the conventional statement of the principle of least action.

So far, we have implicitly assumed that the \( S_1(q_1, Q, t_1) \) and \( S_2(Q, q_2, t_2) \) are the same function. But this need not be the case. In fact, if the Hamiltonian is time-dependent, i.e. \( H(t_1) \neq H(t_2) \), it implies that \( \partial S(q_1, Q, t_1) / \partial t_1 \neq \partial S(Q, q_2, t_2) / \partial t_2 \). By allowing the number of partitions in time and distance to go to infinity, and exploiting the full flexibility of \( S \), the formalism above extends to time-dependent Hamiltonians.

**H. The Canonical 1-form and the Explicit Form for the Abbreviated Action.** In Section B, we defined \( \bar{S} = S + Et \). Substituting into eq. 76, we obtain

\[
\int (d\bar{S} / dt) dt = \int (p\dot{q} - E) dt + E dt \implies \bar{S} = \int pdq,
\]  [79]

the well-known equation for the abbreviated action (1, 2, 12–14).

The abbreviated action satisfies an inequality (16):

\[
\bar{S}(q_1, q_2, E) \leq \bar{S}(q_1, Q, E) + \bar{S}(Q, q_2, E)
\]  [80]

(see Appendix E of the Supplementary Material). We can follow the procedure used for \( S \) in the previous section, for first partitioning \( \bar{S}(q_1, q_2, E) \) into \( N \) segments and then letting \( N \to \infty \). We find

\[
\bar{S}(q_1, q_2, E) = \min \int pdq = \min \int 2dT
\]  [81]

over all paths from \( q_1 \) to \( q_2 \) at fixed energy \( E \); now the time for the total path is allowed to vary. In the second equality in eq. 81 we have defined the kinetic energy \( T = p^2 / 2m \), \( dT = dl / 2m \) = \( pdp/m = pdq. \) This is the variational equation associated with the names of Maupertuis and Jacobi (1, 2, 12, 14); in the older literature, this is the form that goes by the name of the principle of least action.

**5. Conclusions**

We hope that the reader will share our amazement that essentially all the major formulas of analytical mechanics – the Hamilton-Jacobi equation, generating functions for canonical transformations, Hamilton’s equations of motion, and even the Lagrangian and the action itself – emerge from just an assumption on the convexity of the action. Hence the entire analysis is essentially just a footnote to the variational problem of finding the curve that minimizes the distance between two points.

Before addressing the implications, we begin with a review of the main ideas of the paper.

1) First, a doubling of the theory of Lagrange multipliers was introduced, what we call a dual theory. In colloquial language, the dual formalism views the Lagrange multiplier as a way of protecting the constraint using an undetermined multiplier. At the end, the violation is corrected by choosing the value of the undetermined multiplier to satisfy the constraint. For every minimization problem, the dual formalism leads to a maximization problem and vice versa. This duality of Lagrange multipliers is not treated in most of the standard textbooks on analytical mechanics (1, 2), control theory (3) or mathematical methods of physics (4), although there are more advanced books and articles that discuss it (5–8).

The almost systematic replacement of Legendre transforms by Lagrange multipliers in our treatment hints at a very strong connection between these two. These connections are explored in detail in a separate publication (17). Here we just mention that the definition of Legendre transforms used in (9) in which Legendre transforms are cast as a duality transformation, mapping convex functions to concave functions and vice versa (cf. Section A in the Supplementary Material), mirrors the minimum-maximum relationship of the primary and dual formulations of Lagrange multipliers.

2) The dual Legendre formalism was applied first to the entropy maximum principle in thermodynamics and then to the principle of least action in mechanics. In the former, the total entropy of two subsystems is maximized with the constraint that the total energy is conserved. In the latter, the action \( S \) is minimized over two segments of a path connecting \( q_1 \) to \( Q \) and \( q_2 \), subject to the constraint that \( t_1 + t_2 = T \). The analogy with the entropy maximum principle is clear: in one case we maximize over all partitions of energy between two subsystems, in the other we minimize the action over all partitions of time over the two segments of the path. Just as in the former, the only assumption is concavity of the entropy, in the latter the only assumption is convexity of the action – there is no further dynamical input.
In our treatment, the entropy maximum principle informed the treatment of the principle of least action. But the converse is also true: the principle of least action informs the entropy maximum principle. In discussing the entropy maximum principle, we considered the partitioning of the energy into two subsystems. By analogy with our discussion of the principle of least action in Section G, if we continue this partitioning process to \( N \), and ultimately to an infinite number of partitionings, the entropy maximum principle continues to hold. This macroscopic statement of the entropy maximum principle in thermodynamics then approaches the microscopic statement of the entropy maximum principle in statistical mechanics, where the maximization is performed over the “partition function”. We now gain new insight into that term in statistical mechanics, and by the same token we understand the principle of least action as expressed in the form \( S = \min \int_{t_0}^{t_f} L(q, \dot{q})dt \) can be viewed as minimizing a partition function expressed as a sum of actions over the partitioning of time into segments.

3) We then continued to apply the dual formalism to mechanics, now allowing the endpoints \( q_1, q_2 \) and the intermediate point \( Q \) to vary. Viewing the path of least action from \( q_1 \) to \( q_2 \) in time \( T \) as finding the shortest distance from \( q_1 \) to \( q_2 \) in a Riemannian space, we find three ways to violate the constraints: a) allowing more than the allotted time; b) moving the endpoints closer; c) allowing the end of segment 1, \( Q_1 \), and the beginning of segment 2, \( Q_2 \), to not be identical. The formalism gives as simple consequences: a) the Hamilton-Jacobi equation and its dual form for the abbreviated action \( S(E) \); b) the \( F_1 \) generating function relations for canonical transformations and the \( F_1 - F_3 \) generating functions from dual forms; c) Hamilton’s equations of motion. Strikingly, the two Hamilton equations of motion emerge from the standard and the dual Lagrange formalism, with each of the two equations arising from a cross-second derivative of \( S \), analogous to Maxwell relations in thermodynamics. d) the action \( S(q_1, q_2, T) \) as the time integral of the Lagrangian and its dual form, \( \bar{S}(q_1, q_2, E) \) as the integral of the 1-form \( pdq \).

The skeptical reader may say that the paper merely exchanges the time-tested Legendre transforms in analytical mechanics by Lagrange multipliers, but what has been gained? To this question there are several compelling answers:

1. In the Lagrange multiplier approach, the equations of analytical mechanics come out in a coherent, systematic fashion associated with a hierarchy of derivatives of \( S \) (see Appendix F in the Supplementary Material). This is reflected in the striking observation that there are only derivatives in this paper — no integrals! — until the Lagrangian appears in the last two subsections of the paper. This is in stark contrast with conventional approaches in which the action \( S \) expressed as the time integral of the Lagrangian appears at the very beginning, sometimes as actually the first equation (1, 12, 14). In fact, it is interesting to note that in conventional approaches (e.g. (12)) the key equations emerge in almost exactly reverse order (see Appendix G in the Supplementary Material).

2. Since the Lagrange multipliers are each associated with a constraint, the number and character of the Lagrange multipliers is determined a priori; moreover, they have a well-grounded physical basis. In contrast, in conventional treatments the Legendre transforms \( (\dot{q} \rightarrow p, L \rightarrow H, S(t) \rightarrow \bar{S}(E), F_1 \rightarrow F_2 - F_3) \) appear in a disjointed fashion. Since they are not tied to constraints, when and why they are invoked is not clear. Moreover, the physical basis for the Legendre transformations is not generally transparent. For example, the Legendre transform \( \dot{q} \rightarrow p \) leading to \( L(\dot{q}, q, t) \rightarrow H(q, p, t) \) turns out to be very fruitful but the motivation is not clear a priori. Similarly, in conventional approaches, \( F_2 - F_3 \) emerge as Legendre transforms of \( F_1 \), but \( F_1 \) itself is derived almost from thin air, exploiting some hitherto unstated mathematical freedoms.

3. The dual forms of the Lagrange multipliers equations are associated, one-for-one, with what emerge as the dual equations of analytical mechanics. Thus in the approach presented here there is a clear delineation between primary and dual equations. In contrast, in the conventional treatments the delineation between primary and dual equations is lacking or at best only implied. But more than that: in the Lagrange multiplier formalism a systematic set of maximum principles emerge for the dual equations. These maximum principles could perhaps have been recognized in the Legendre transform formulation but is much clearer in the Lagrange multiplier formulation.

Besides providing a simple and integrated approach to the derivation of the key equations of analytical mechanics, the approach clears up a number of conceptual and notational difficulties in the standard presentations of this material, some of which go back historically to the beginning of the subject. Admittedly there is some subjectivity to these comments, but the author expects that they will resonate with many readers.

1. In conventional treatments, it is unclear whether the boundary conditions of the Hamilton-Jacobi equation are (in our notation) \( (q_1, q_2) \) or \( (Q_1, Q_2) \), where \( Q \) is arbitrary. It seems this can be traced to the original reformulation of Hamilton’s work by Jacobi (18) (see Appendix H in the Supplementary Material). Hamilton obtained a pair of partial differential equations (what would later be called Hamilton-Jacobi equations), one for \( q_2 \) and one for \( q_1 \). He seemed to believe that one needed to solve both of these PDEs and then connect the solutions, analogous to the problematic double-ended boundary value problem in the semiclassical propagator (see e.g. (14)). Jacobi showed that it was necessary to solve only one of these PDEs, e.g. for \( q_2 \), and that the other boundary condition could be chosen according to convenience. This seemingly minor variation on Hamilton’s work turned the formalism into a useful calculational tool. In the present paper, Hamilton’s pair of PDEs is reflected in the pair of equations 26 (with eq. 53) while Jacobi’s decoupling of the two equations is reflected in the dichotomous partitioning of the interval \([q_1, q_2] \) into \([q_1, Q_1] \) and \([Q_2, q_2] \), where \( Q_1 \) and \( Q_2 \) do not need to be on the line connecting \( q_1 \) and \( q_2 \) (cf. fig. 19 in ref. (2)).
2. In conventional treatments, the derivation of the generating functions is mysterious: any function that has a total time derivative can be added to the action without changing the variation. This freedom is exploited to add to the action a function, the number of whose arguments is unclear a priori, which ends up being the central quantity in the theory of canonical transformation, i.e. the generating function which in certain cases is the action itself (1, 12, 14)! In the current approach, the generating functions emerge simply and directly from the Lagrange multiplier formalism.

3. In conventional treatments, the Hamilton-Jacobi equation is introduced as a way to find the generating function but it is unclear whether the Hamilton-Jacobi equation depends on Hamilton’s equations of motion\(^1\). In the correct approach, the Hamilton-Jacobi equation, as well as the generating functions, emerge before Hamilton’s equations of motion, a compelling indication that they are independent of Hamilton’s equations.

4. In conventional treatments, there are more than a few ambiguities and inconsistencies in the functional dependence of the central dynamical quantities: the action \(S\), the generators \(F_1 - F_4\), the energy \(E\) vs. \(H(p, q)\), as well as the coordinate and momentum variables \(q\) and \(p\): the latter start out being time-independent and only later become time-dependent. Moreover, the total time derivative is used inconsistently in conventional approaches. In the context of \(S\), the total time derivative includes the dependence of \(S\) on \(q_2 = q_2(t)\) but not \(q_1\). In the context of \(q\) and \(p\), it is not clear why there should be time-dependence at all. From our approach it is clear when and why \(q\) and \(p\) are time-dependent, and that the total time derivative indicates that \(P\) and \(Q\) are fixed. In thermodynamics there has always been great emphasis on the functional dependence of each variable and which variables are held fixed when taking partial derivatives; in this article we have tried to provide the same explicit treatment of the functional dependences of the dynamical variables in analytical mechanics leading to a rigorous formulation of the partial and total derivatives.

We close with some comments about the larger implications of this work. Note that the only assumption in our formulation is that there is a convex function \(S(q_1, q_2, t)\). There is no mention of kinetic or potential energy; there is no a priori assumption about energy, momentum, Hamiltonian or Lagrangian, these quantities emerging almost from thin air. Since convexity is a property of the shortest distance between two points, it would appear that this paper is simply an extension of that problem to general convex functions \(S(q_1, q_2, t)\), with the physics entering through the choice of \(S(q_1, q_2, t)\)\(^3\). Seen purely from a mathematical perspective, the variational problem of the shortest distance between two points takes on an intriguing variation if one adds an intermediate point \(Q\) and reexpresses the problem in terms of \(q_1, q_2\) and \(Q\). Thus, it seems that much of analytical mechanics is essentially just a footnote to the mathematical problem of finding the shortest distance between two points. As such, this work should lead to a critical reevaluation of the place of analytical mechanics within the mathematics and physics literature.
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\(^1\) Note that in Jacobi’s derivation of the Hamilton-Jacobi equation he seems to have deliberately avoided using Hamilton’s equations of motion (see ref. (18))

\(^2\) It is intriguing to note that despite the collective historical perception of Hamilton’s contributions to dynamics, this was precisely the goal he had in his seminal work: to find a function \(S(q_1, q_2, t)\) that would allow the solution of the dynamical problem just by differentiations and substitutions (18)
Appendix A: Dual Formulation of Legendre Transforms

In this Appendix, we first review the definition of Legendre transforms. We follow the presentation in ref (1), which is not the standard definition in physics but which is remarkably close in spirit to the approach to Lagrange multipliers in this paper. In fact, we will show an explicit connection between the two.

We next consider derivatives of the Legendre transform. We calculate the first derivative of the Legendre transform in two ways, each providing a somewhat different perspective. We then turn to the second derivative and show that the Legendre transform of a convex function is a concave function, and vice versa. In ref (1) this result is expressed as that the Legendre transform of a convex function is a convex function, but the sign in the definition of the Legendre transform is reversed from the definition used in thermodynamics and mechanics, and that adopted here.

We begin with the definition of the Legendre transform. Consider a function \( y = f(x) \), where \( f(x) \) is a convex function, \( f''(x) > 0 \). The Legendre transform of the function \( f \) is a new function \( g \) of a new variable \( p \), which is constructed in the following way. We draw the graph of \( f \) in the \( x,y \) plane. Let \( p \) be a given number and consider the straight line \( y = px \). We take the point \( x = x(p) \) at which the curve is furthest from the straight line in the vertical direction: for each \( p \) the function \( F(p,x) = px - f(x) \) has a maximum with respect to \( x \) at the point \( x^* \) (see fig. 1). The point \( x^* \) is defined by the extremal condition

\[
\frac{\partial F}{\partial x} = 0 = p - f'(x^*),
\]

or

\[
df/dx^* = p. \tag{3}\]

The Legendre transform is defined as

\[
g(p) = -F(p,x^*(p)) = -(px^* - f(x^*)). \tag{4}\]

Differentiating \( g(p) \) we obtain

\[
dg/dp = -x^*. \tag{5}\]

Comparing eqs. 3 and 5 we see the Legendre reciprocity relationship for first derivatives.

It is useful to define the function \( h(p) = x^* \). It follows that \( h \) satisfies

\[
f'(h(p)) = p \quad \text{or} \quad h = (f')^{-1}. \tag{6}\]

In terms of this definition,

\[
g(p) = -(px^* - f(x^*)) = -(ph(p) - f(h(p))). \tag{7}\]

Differentiating \( g(p) \) we find:

\[
dg/dp = -(h(p) + (p - f'(h(p)))dh(p)/dp) = -h(p), \tag{8}\]

where we have used eq. 6. This establishes a connection between \( dg/dp \) and \( h = (f')^{-1} \), i.e. the derivative of the transform \( g(p) \) is equal up to a sign to the inverse of the derivative of the original function \( f(x) \).
Turning to the second derivatives, Legendre transforms take convex functions to concave functions and vice versa. To see this, we begin by reviewing the rule for differentiating an inverse function. Let \( y = f(x) \), \( f^{-1}(y) = x \). Using the property that \( (dx/dy)(dy/dx) = 1 \) we have \( dx/dy = 1/(dy/dx) \). Identifying \( dy/dx \) with \( f'(x) \) and \( dx/dy \) with \( (f^{-1})'(a) \) and choosing \( y = a \) we have

\[
(f^{-1})'(a) = 1/(f'(f^{-1}(a))) \tag{9}
\]

Replacing \( f \) with \( f' \) we obtain:

\[
(f'^{-1})'(a) = 1/(f''(f'^{-1}(a))) \tag{10}
\]

Applying eq. 10 to the second derivative of \( g \) with respect to \( p \) and setting \( a = p \) we obtain

\[
g''(p) = d^2g/dp^2 = -dh(p)/dp = -d(f')^{-1}/dp = -1/f''(f'^{-1}(p)) = -1/f''(h(p)) = -1/f''(x) < 0 \tag{11}
\]

where the final inequality follows since \( f''(x) > 0 \). This shows that the Legendre transform, with the physicist’s definition, takes convex functions to concave functions and vice versa.

In the text, all our cases using Lagrange multipliers involve linear constraints. Under these conditions, the addition of the constraint using a Lagrange multiplier becomes equivalent to a Legendre transform. As such, the dual form of the Lagrange multiplier has the same property as the dual form of the Legendre transform, i.e. it takes convex functions to concave and vice versa. If the form of the constraint equation is nonlinear there will be local relations of the type of 11, but they will not be global.

**Appendix B. The Entropy Maximum Principle: Relationship to Legendre Transforms**

In the text, we had the equation

\[
H(E_1, E_2, \beta) = S_1(E_1) + S_2(E_2) - \beta(E_1 + E_2 - \bar{E}), \tag{12}
\]

where we added the constraint equation with the Lagrange multiplier \( \beta \). Because of the symmetry of eq. 12 for \( H \) with respect to \( E_1 \) and \( E_2 \), there is an instructive alternative way to develop the dual formalism. We rewrite eq. 12 as follows:

\[
H(E_1, E_2, \beta) = S_1(E_1) + S_2(E_2) + \beta E, \tag{13}
\]

where we added the constraint equation with the Lagrange multiplier \( \beta \). Because of the symmetry of eq. 12 for \( H \) with respect to \( E_1 \) and \( E_2 \), there is an instructive alternative way to develop the dual formalism. We rewrite eq. 12 as follows:
where $\bar{S}_1(E_1) = S_1(E_1) - \beta E_1$ and $\bar{S}_2(E_2) = S_2(E_2) - \beta E_2$. Taking the derivatives with respect to $E_1$ and $E_2$ and setting them equal to zero we obtain:

$$
(\partial H/\partial E_1)_{E_2, \beta} = 0 = \partial \bar{S}_1 / \partial E_1 - \beta, \quad (\partial H/\partial E_2)_{E_1, \lambda} = 0 = \partial \bar{S}_2 / \partial E_2 - \beta.
$$

[14]

Because of the symmetry of $\bar{S}_1(E_1)$ and $\bar{S}_2(E_2)$ we consider just a single equation and write it in neutral form,

$$
\bar{S}(E) = S - \beta E, \quad \partial \bar{S} / \partial E - \beta = 0.
$$

[15]

From the second of these equations, we find $E^*(\beta)$ and $S(E^*(\beta))$. Substituting into eq. 15 we find

$$
\bar{S}(\beta) = S(E^*(\beta)) - \beta E^*(\beta).
$$

[16]

Equations 15 are the defining relation for a Legendre transform $S(E) \rightarrow \bar{S}(\beta)$. Then

$$
d\bar{S}/d\beta = \partial \bar{S}/\partial \beta = -E^*;
$$

[17]

comparing with eq. 15 we see that the Legendre reciprocity relationship for first derivatives is satisfied. Calculating the second derivative with respect to $\beta$,

$$
d^2\bar{S}/d\beta^2 > 0.
$$

[18]

There are two ways to understand the sign of the second derivative. The first is to notice that in eq. 15, $\beta$ can still be viewed as a Lagrange multiplier appending to $S$ the constraint $E = 0$. The actual value of the constant of constraint cannot change the duality relationship and as such if $S$ is concave with respect to $E$, $\bar{S}$ must be convex with respect to $\beta$. The second way is to recall that Legendre transforms map convex functions to concave functions and vice versa (see Appendix A) and thus if $d^2 S/E^2 < 0$ then $d^2 \bar{S}/d\beta^2 > 0$.

**Appendix C: A Simple Example of the Entropy Maximum Principle**

As a simple example of the entropy maximum principle, let $E(S) = S^2$, implying that $S(E) = E^{1/2}$. Then $L = S_1(E_1) + S_2(E_2) = E_1^{1/2} + E_2^{1/2}$ and

$$
H(E_1, E_2, \beta) = (E_1^{1/2} + E_2^{1/2}) - \beta(E_1 + E_2 - \bar{E}).
$$

[19]

Taking derivatives and setting them equal to zero:

$$
(\partial H/\partial E_1)_{E_2, \beta} = 0 = (1/2)E_1^{-1/2} - \beta \implies E_1^* = 1/(4\beta^2)
$$

[20]

$$
(\partial H/\partial E_2)_{E_1, \lambda} = 0 = (1/2)E_2^{-1/2} - \beta \implies E_2^* = 1/(4\beta^2)
$$

[21]

Substituting the values of $E_1^*$ and $E_2^*$ back into the constraint equation and solving for $\beta$ we find:

$$
E_1^* + E_2^* - \bar{E} = 0 = 1/(2\beta^2) - \bar{E} \implies \beta^* = (1/(2\bar{E}))^{1/2}.
$$

[22]

Substituting $E_1^*$, $E_2^*$ and $\beta^*$ back into eq. 19 gives

$$
H^*(E_1^*, E_2^*, \beta^*) = (2(\bar{E}))^{1/2}.
$$

[23]

In the dual formulation we substitute $E_1^*$, $E_2^*$ and $\beta$ into $H$ to obtain:

$$
H(E_1^*, E_2^*, \beta) = 1/(2\beta) + \beta \bar{E} = H(\beta).
$$

[24]

Taking the total derivative with respect to $\beta$ and setting it equal to zero we find:

$$
dH/d\beta = 0 \implies 1/(2\beta^2) = \bar{E},
$$

[25]

consistent with eq. 22 for $\beta^*$. Furthermore,

$$
d^2 H/d\beta^2 = \beta^{-3} > 0;
$$

[26]

in contrast with the original problem in which the entropy was concave with respect to energy, in the dual problem $H$ is convex with respect to $\beta$. Thus, in the original problem $L = S_1(E_1) + S_2(E_2)$ is a maximum with respect to the partitioning of $\bar{E}$, i.e. $E^*(E_1^*, E_2^*)$, while in the dual problem $H(E_1^*, E_2^*, \beta)$ is a minimum with respect to $\beta$ at $H^*(E_1^*, E_2^*, \beta^*) = L^*(E_1^*, E_2^*) = (2\bar{E})^{1/2}$.
Appendix D. The Principle of Least Action: A Simple Example

As an example of the principle of least action, consider

\[ S(q_1, q_2, T) = m(q_2 - q_1)^2/(2T), \]  
\[ S_1(q_1, Q, t_1) = m(Q - q_1)^2/(2t_1) \quad S_2(Q, q_2, t_2) = m(q_2 - Q)^2/(2t_2). \]  
Note that \( S \) as well as \( S_1 \) and \( S_2 \) are convex with respect to all their arguments, e.g.

\[ \partial^2 S_1 / \partial t_1^2 = m(q_2 - q_1)^2/t_1^3 > 0. \]

We define

\[ \bar{H} = \bar{S}_1 + \bar{S}_2 - ET \]

where

\[ \bar{S}_1 = m(Q - q_1)^2/(2t_1) + Et_1, \quad \bar{S}_2 = m(q_2 - Q)^2/(2t_2) + Et_2. \]

Then

\[ \partial \bar{S}_1 / \partial t_1 = -m(Q - q_1)^2/(2t_1^2) + E = 0 \implies t_1^* = (m/2E)^{1/2}(Q - q_1). \]

and similarly

\[ t_2^* = (m/2E)^{1/2}(q_2 - Q). \]

Substituting \( t_1^* \) and \( t_2^* \) back into the constraint equation \( t_1 + t_2 - T = 0 \) we may solve for \( E^* \):

\[ t_1^* + t_2^* = T = (m/2E)^{1/2}(q_2 - q_1) \implies E^* = m(q_2 - q_1)^2/(2T^2). \]

Substituting \( t_1^* \), \( t_2^* \) and \( E^* \) back into eq. 30 we obtain

\[ H^*(t_1^*, t_2^*, E^*) = (2m)^{1/2}(m(q_2 - q_1)^2/(2T)^{1/2}(q_2 - q_1) - m(q_2 - q_1)^2T/(2T^2) = m(q_2 - q_1)^2/(2T) = S(q_1, q_2, T). \]

We have returned to eq. 27, exactly where we started, but note the significance of what we have found: the optimum partitioning of \( T \) into \( t_1^* \) and \( t_2^* \) returns \( S_1(t_1^*(E^*)) + S_2^*(t_2^*(E^*)) = S^*(t_1^*, t_2^*, E^*) \), confirming that \( S(q_1, q_2, T) \leq S_1(Q, q_1, t_1) + S_2(q_2, Q, t_2) \), i.e. the equality corresponds to the partitioning of time that minimizes the total action and the inequality corresponds to all other partitionings.

We now turn to the dual formulation. Substituting \( t_1^* \) and \( t_2^* \) into \( \bar{S}_1 \) and \( \bar{S}_2 \), respectively, defines the abbreviated or dual form for the action:

\[ \bar{S}_1(Q, q_1, E) = (2mE)^{1/2}(Q - q_1) \quad \bar{S}_2(q_2, Q, E) = (2mE)^{1/2}(q_2 - Q). \]

Taking the first derivative with respect to \( E \) we find

\[ d\bar{S}_1/DE = (m/2E)^{1/2}(Q - q_1) = t_1^*(E), \quad d\bar{S}_2/DE = (m/2E)^{1/2}(q_2 - Q) = t_2^*(E) \]

consistent with eqs. 32 and 33. Taking the second derivative we find that

\[ \partial^2 \bar{S}_1 / \partial E^2 = -1/2(m/2E)^{1/2}E^{-3/2}(Q - q_1) = \partial t_1^* / \partial E < 0 \]

and similarly for \( \partial^2 \bar{S}_2 / \partial E^2 \); hence the dual problem is concave whereas the original problem was convex. Substituting eqs. 36 back into eq. 30 we obtain:

\[ H = (2mE)^{1/2}(Q - q_1) + (2mE)^{1/2}(q_2 - Q) - ET = (2mE)^{1/2}(q_2 - q_1) - ET. \]

Then

\[ dH/DE = 0 \implies T = (m/2E^*)^{1/2}(q_2 - q_1) = E^* = m(q_2 - q_1)^2/(2T^2), \]

consistent with eq. 34 for \( E^* \). Finally, we calculate \( H^*(t_1^*(E^*), t_2^*(E^*), E^*) \):

\[ H^*(t_1^*(E^*), t_2^*(E^*), E^*) = (2m)^{1/2}(m(q_2 - q_1)^2/(2T^2))^{1/2}(q_2 - q_1) - m(q_2 - q_1)^2T/(2T^2) = m(q_2 - q_1)^2/(2T) = S(q_1, q_2, T). \]

Again we have returned exactly to where we started, eq. 27, but now this value of \( H(t_1^*, t_2^*, E) \) is a maximum with respect to the Lagrange multiplier \( E \) (this is clear from the conditions \( dH/DE = 0 \) and \( d^2H/DE^2 = d^2\bar{S}_1/DE^2 + d^2\bar{S}_2/DE^2 < 0 \)).

We can use this example to reinforce an important point about the connection between Lagrange multipliers and Legendre transforms. From eqs. 31-32, \( \bar{S}_1 \) and \( \bar{S}_2 \) are recognized as Legendre transforms of \( S_1 \) and \( S_2 \). The Legendre transform maps convex functions to concave functions and vice versa, mirroring the minimum-maximum relationship of the primary and dual formulations of Lagrange multipliers. However, since the Legendre transform contains no information on the constant of the constraint, in this case \( T \), there is no way of calculating \( E^* \) and hence the actual value of \( H(t_1^*, t_2^*, E^*) \) without information on the constant \( T \). In other words the convex \( \rightarrow \) concave duality is not sufficient for finding the actual value of the constrained minimum. For the latter, one must substitute \( S_1(Q, q_1, E) \) and \( S_2(q_2, Q, E) \) back into eq. 30 for \( \bar{H} \), where the constant of constraint \( T \) does appear. Maximizing with respect to \( E \) and substituting \( E^* \) back into \( \bar{H} \) one obtains equality of the minimum of the primary problem and the maximum of the dual problem.
Appendix E: The Principle of Least Action: Feynman’s Lifeguard Problem

Consider a system with $V_1(x, y) = 0$, $y < 0$, $V_2 = V$, $y \geq 0$; Consider an initial point is $q_1 = (x_1, y_1)$, $y_1 < 0$ and a final point $q_2 = (x_2, y_2)$, $y_2 > 0$. Assume that the velocities in the different regions are $v_1$ and $v_2$ respectively. The problem is to find the point $Q = (x, y = 0)$ that minimizes the time to go from $q_1$ to $q_2$ (see Fig. 2). This problem was used to beautiful effect by Feynman in volume I of the Feynman Lectures on Physics to introduce Fermat’s principle of least time in optics (2). Feynman shows that the relationship of the angles $\theta_1$ and $\theta_2$ is given by Snell’s law, $n_1\theta_1 = n_2\theta_2$ where $n$ is the index of refraction, $n = c/v$. To give the problem a human flourish, Feynman shows the formal equivalence with the problem of a lifeguard who sees a person drowning and has to choose the path of least time given a velocity $v_1$ that he can run on the sand and a velocity $v_2$ that he can swim in the ocean. After starting with this example, Feynman goes on to develop all of geometrical optics from this principle of least time. The Feynman lifeguard problem is arguably the simplest non-trivial example of a minimum principle in more than one dimension. It also very close in spirit to the approach in this paper in that it is dichotomous: $q_1$ and $q_2$ are given and the object is not to solve a full variational problem to minimize the desired quantity but to minimize with respect to one intermediate point. Essentially, there is an implicit assumption that once the intermediate point $Q$ is chosen, the straight lines from $q_1$ to $Q$ and from $Q$ to $q_2$ minimize the time. Put another way, if instead of just two values of the velocity the problem was defined in terms of a velocity that changed continuously with $y$, one would require a full-fledged variational treatment. If one were to discretize the variational problem into $N$ discrete stages and minimized simultaneously with respect to all $N$ stages, one would in fact obtain Euler’s (as opposed to Lagrange’s) approach to the calculus of variations (3). The point of this discussion is that the 2-stage process is not only well-suited for pedagogical purposes, but in fact in some sense represents the fundamental building block whose extension to $N$-stages leads to a full variational treatment.

In this Appendix we will revisit Feynman’s lifeguard problem, but our interest in not in the trajectories of light but of particles. Instead of Fermat’s principle of least time we will study the same problem using the principle of least action. To keep the terminology clear we will distinguish between the long action, $S(q_1, q_2, T)$ and the short action $S(q_1, q_2, E)$, and we will examine the minimization of both of these quantities. The long action and the short action are related by a Legendre transform from $t$ to $E$ (4). In the literature, the minimization of the long action is generally called Hamilton’s principle (Feynman calls it the principle of least action), while minimization of the short action is generally called Maupuis’s principle of least action (it sometimes goes by the name of Lagrange or Jacobi, and historically is just called the principle of least action). To highlight the symmetry in the terminology and to avoid misunderstanding we will call these as the principle of least long action and the
principle of least short action. The principle of least long action yields a trajectory that has both a coordinate space orbit and a time-schedule: we know where the trajectory is along the orbit at every instant of time. In contrast, the principle of least short action yields just a coordinate space orbit with no time schedule. Furthermore, in the former the total time is fixed but the energy is not. In the latter, the energy is fixed but the total time is not. What is true, but not at all obvious, is that the coordinate space orbit obtained by the principle of least long action is the same as the coordinate space orbit obtained by the principle of least short action. Note that this statement is trivial in 1-d, since in 1-d the coordinate orbit is just a straight line, which could have been deduced without any dynamical information. Thus the need to study at least a 2-d system.

As mentioned above, the Feynman lifeguard problem is arguably the simplest such system. In this Appendix we study the principle of least short action and the principle of least action for the Feynman lifeguard problem and show explicitly the equivalence of the orbits.

As mentioned above, although the Feynman lifeguard problem is only a 2-stage problem, it is the fundamental building block of the general variational problem. As such, relationships between $S(q_1, q_2, t)$ and $\bar{S}(q_1, q_2, E)$ that emerge in the context of this simple example will generally apply to the general case. In particular, the fact that the principle of least long action provides a minimum with respect to the orbit implies that $S(q_1, q_2, t)$ is convex with respect to $q$; similarly, the fact that the principle of least short action provides a minimum with respect to the orbit implies that $\bar{S}(q_1, q_2, E)$ is convex with respect to $q$. Since $S(q_1, q_2, t)$ and $\bar{S}(q_1, q_2, E)$ are related by a Legendre transformation from $t$ to $E$, $q$ is a passive variable in the Legendre transform. The existence of two principles of least action with the same orbit for both implies that the convexity of the passive variable is unchanged under a Legendre transform. More generally, the relationship of short action $\bar{S}(q_1, q_2, E)$ to $S(q_1, q_2, t)$ should be understood in the larger context of the duality transforms discussed in the text, where here a new aspect enters, namely the role of the passive variable. In duality.

Before proceeding to the lifeguard problem, we pause to make contact with the conventional literature.

$$S(q_1, q_2, t) = \int_0^T L(q, q_t) dt; \quad \bar{S}(q_1, q_2, E) = \int_{q_1}^{q_2} pdq.$$ [42]

In the common situation that $L = T - V, E = T + V, T = p^2/(2m) = mq^2/2$

$$S(q_1, q_2, t) = \int_0^T (q_1, q_2) - V(q, q_t) dt; \quad \bar{S}(q_1, q_2, E) = \int_{q_1}^{q_2} (2m(E - V))^{1/2} dq.$$ [43]

Writing $p = m\dot{q}$ and $dq = dq/dt dt = \dot{q} dt$, $\bar{S}(q_1, q_2, E)$ is sometimes written in the bastardized form

$$\bar{S}(q_1, q_2, E) = \int_{t_1}^{t_2} m\dot{q} dq = \int_{t_1}^{t_2} m\dot{q} dt = \int 2T dt;$$ [44]

we say bastardized because as explained above the principle of least short action is a statement about the coordinate dependence of the orbit without any reference to schedule. Moreover, in the short action the energy is fixed but the end points in time are not, which is inconsistent with writing the limits of the integral as $t_1$ and $t_2$. (The usual explanation for this inconsistency is that the latter are not given a priori as in the principle of least long action, but should be understood, along with $t$, as parametrizing the coordinate space orbit that minimizes the short action). For the lifeguard problem, $L_1 = 1/2m\dot{x}_1^2 + 1/2m\dot{x}_2^2$, $L_2 = 1/2m\dot{x}_2^2 + 1/2m\dot{x}_3^2 - V$. The integral expression $\bar{S}(q_1, q_2, t) = \int_0^T L(q, q_t) dt$, which will appear only at the end of our presentation, was introduced here in order to make plausible the forms of $S_1$ and in particular $S_2$ below.

Turning to the lifeguard problem, we take $S_1$ and $S_2$ to be:

$$S_1(q', q'', T) = m/2[(x - x_1)^2/t_1 + y_1^2/t_1]; \quad S_2 = m/2[(x_2 - x)^2/t_2 + y_2^2/t_2] - Vt_2.$$ [45]

Both $S_1$ and $S_2$ are seen to be convex with respect to $t_1$, $t_2$ and $x$. As in the main text, we will first minimize $S_1$ and $S_2$ with respect to $t_1$ and $t_2$ respectively, subject to the constraint that $t_1 + t_2 = T$ for fixed $Q$; following this we will minimize with respect to $Q$. Thus we write

$$\bar{S}(q_1, q_2, t) = m/2[(x - x_1)^2 + y_1^2]/t_1 + m/2[(x_2 - x)^2 + y_2^2]/t_2 - Vt_2 + E(t_1 - t_2 - T).$$ [46]

$$\partial \bar{S}/\partial t_1 = -m/2[(x - x_1)^2 + y_1^2]/t_1^2 + E = 0; \quad \partial \bar{S}/\partial t_2 = -m/2[(x_2 - x)^2 + y_2^2]/t_2^2 - V + E = 0.$$ [47]

Solving for $t_1^*$ and $t_2^*$ we find:

$$t_1^* = (m/2E)^{1/2}[(x - x_1)^2 + y_1^2]^{1/2}; \quad t_2^* = (m/(2(E - V)))^{1/2}[(x_2 - x)^2 + y_2^2]^{1/2}.$$ [48]

Substituting $t_1^*$ and $t_2^*$ back into eq. 46 for $\bar{S}$, and simplifying we obtain:

$$\bar{S} = (2mE)^{1/2}[(x - x_1)^2 + y_1^2]^{1/2} + (2m(E - V))^{1/2}[(x_2 - x)^2 + y_2^2]^{1/2}.$$ [49]

Minimizing with respect to $x$ we find:

$$\partial \bar{S}/\partial x = 0 = (2mE)^{1/2}((x - x_1)^2 + y_1^2)^{1/2} + (2m(E - V))^{1/2}(x - x_2)/(x_2 - x)^2 + y_2^2)^{1/2}.$$ [50]
Noting that
\[
\frac{(x - x_1)}{((x - x_1)^2 + y_1^2)^{1/2}} = \sin \theta_1; \quad \frac{(x - x_2)}{((x - x_2)^2 + y_2^2)^{1/2}} = -\sin \theta_2
\]  
we find
\[
E^{1/2} \sin \theta_1 = (E - V)^{1/2} \sin \theta_2. \tag{52}
\]
This is a Snell’s law for trajectories, with the roles of \(n_1\) and \(n_2\) played by \(E^{1/2}\) and \((E - V)^{1/2}\) respectively. In fact, it is an inverted Snell’s law, in the sense that the angle \(\theta_1 < \theta_2\) if \(p_1 > p_2\) and hence if \(v_1 > v_2\). The correctness of this result can be checked by noting that when a trajectory reaches \(y = 0\) its \(x\)-velocity doesn’t change, and its \(y\) velocity changes to satisfy conservation of energy
\[
\frac{1}{2}mv_1^2 = E, \quad \frac{1}{2}mv_2^2 + V = E.
\]
We now turn to the principle of least short action. The expression
\[
\int_{q_1}^{q_2} p dq
\]
becomes, for the 2-stage process,
\[
p_1 \Delta q_1 + p_2 \Delta q_2.
\]
Since \(p_1 = (2mE)^{1/2}, p_2 = (2m(E - V))^{1/2}\), \(\Delta q_1 = ((x_1 - x)^2 + y_1^2)^{1/2}\); \(\Delta q_2 = ((x_2 - x)^2 + y_2^2)^{1/2}\) the task is to minimize
\[
\tilde{S} = (2mE)^{1/2}((x_1 - x)^2 + y_1^2)^{1/2} + (2m(E - V))^{1/2}((x_2 - x)^2 + y_2^2)^{1/2}. \tag{53}
\]
But this is identical to eq. 50, i.e. the trajectory of least short action will be the same as the trajectory for the least long action (for a fixed total time \(T\)). From this follow a number of conclusions. 1) Since any spatially varying potential can be made up by concatenating lifeguard problems, the trajectory of least short and least long action will be the same for all potentials. 2) Equation 46 can be written as
\[
S(q_1, q_2, T) \leq S_1(q_1, Q, t_1) + S_2(Q, q_2, t_2) \tag{54}
\]
subject to \(t_1 + t_2 = T\), while eq. 53 can be written as
\[
\tilde{S}(q_1, q_2, E) \leq \tilde{S}(q_1, Q, E) + \tilde{S}(Q, q_2, E). \tag{55}
\]
Thus eq. 55 follows from eq. 54 for the lifeguard problem (cf. eq. 50). But since the dynamics in an arbitrary potential can be described by concatenating lifeguard problems, this implies that in general the variational principle for the long action
\[
S(q_1, q_2, T) = \min \int_0^T L(q, \dot{q}, t) dt \tag{56}
\]
implies the variational principle for the short action
\[
\tilde{S}(q_1, q_2, E) = \min \int_{q_1}^{q_2} pdq. \tag{57}
\]
See Sections 4G-H in the main text for further discussion.
### Variable extremized Mathematical relation Name of the equation Eq. in Landau

|   |   |   |   |
|---|---|---|---|
| **A** | Minimizing $t$ | $\frac{dS}{dt} + E = 0$ | Precursor of HJ equation 43.5 |
|   |   | $\frac{d^2S}{dt^2} > 0$ |   |
| **B** | Maximizing $E$ | $\frac{dS}{dE} + t = 0$ | Precursor of Dual HJ equation |
|   |   | $\frac{d^2S}{dE^2} < 0$ |   |
| **A'** | Minimizing $q$ | $\frac{dS}{dq} - p = 0$ | Generating function relation 1 45.8 |
|   |   | $\frac{d^2S}{dq^2} < 0$ |   |
| **B'** | Maximizing $p$ | $\frac{dS}{dp} - q = 0$ | Dual generating function relation (F2) |
|   |   | $\frac{d^2S}{dp^2}$ |   |
| **A''** | Minimizing $Q$ | $\frac{dS}{dQ} - P = 0$ | Generating Function relation 2 45.8 |
|   |   | $\frac{d^2S}{dQ^2} < 0$ |   |
| **B''** | Maximizing $P$ | $\frac{dS}{dP} - Q$ | Dual Generating function relation (F4) |
|   |   | $\frac{d^2S}{dP^2} > 0$ |   |
|   |   | $\frac{dS}{dt} + H(\frac{dS}{dq}, q) = 0$ | HJ equation 43.5, (cf. p147,46-61) |
| **A''** | Cross derivatives $qt$ | $\frac{d^2S}{dqdt} = \frac{d^2S}{dtdq}$ | Hamilton’s equation 1 – old variables 40.4 |
| **B''** | Dual Cross derivatives $pt$ | $\frac{d^2S}{dpdt} = \frac{d^2S}{dtdp}$ | Hamilton’s equation 2 – old variables 40.4 |
| **A''''** | Cross derivatives $Qt$ | $\frac{d^2S}{dQdt} = \frac{d^2S}{dtdQ}$ | Hamilton’s equation 1 – new variables 45.3 |
| **B''''** | Dual Cross derivatives $P_t$ | $\frac{d^2S}{dPdt} = \frac{d^2S}{dtdP}$ | Hamilton’s equation 2 – new variables 45.3 |
| **A''''''** | | $\frac{dS}{dt} = p\dot{q} - H = L$ | Lagrangian 40.2,43.1 |
| **B''''''** | | $\frac{dS}{dE} = p\dot{q}$ | 1-form 44.4 |
| **A'''** | $S = \min \int_0^T L(q, \dot{q}, t) \, dt$ | Hamilton’s Principle 2.1 |
| **B'''** | $S = \max \int \rho dq$ | Principle of Least Action (Maupertuis, Jacobi) |
| **C** | Cross derivatives $qQ$ | $\frac{d^2S}{dqdQ}$ |   |
### Appendix G: Tabular Arrangement of the Equations of Analytical Mechanics in the Conventional and the Current Approach

| T# | Traditional order of material | Eq. # | Name | Rationale | Conceptual difficulties (subjective) | Dual Approach | D# | T# |
|----|-------------------------------|-------|------|-----------|------------------------------------|---------------|----|----|
| 1  | \( S = \min \int_0^T L(q, \dot{q}, t) dt \) | 1.1  | Principle of Least Action | General overarching principle | Complicated starting point; arguments of \( S \) not specified | \( S(q_1, q_2, T) \leq S_1(q_1, Q, t_1) + S_2(Q, q_2, t_2) \) | I   |    |
| 2  | \( H = p\dot{q} - L \) | 1.37 | Hamilton’s Equations | Beautifully symmetric equations | “Seemingly benign substitution” | \( \frac{dS}{dt} - E = 0 \) | II  |    |
| 3  | \( \frac{\partial H}{\partial \dot{q}} = \dot{p} \) \( \frac{\partial H}{\partial \dot{p}} = \dot{q} \) | 1.41 | Hamilton’s Equations | Beautifully symmetric equations | Total derivative of \( q, p \) with respect to \( t \) unclear | \( \frac{dS}{dt} - E = 0 \) | III | 7  |
| 4  | \( \frac{dS}{dt} + E = 0 \) | 1.68 | Precursor to Hamilton-Jacobi eq. | | Total derivative of \( S \) unclear | | | |
| 5  | \( S(q_1, q_2, E) = \int_{q_0}^{q_1} p(q, E) dq \) | 1.71 | Abbreviated action | | | | | |
| 6  | \( -\frac{\partial K}{\partial q} = \ddot{P} \) \( \frac{\partial K}{\partial P} = \dot{Q} \) | 2.2  | Canonical transformations | New \( Q, P \) where \( Q, \dot{P} = 0 \) or just \( \dot{P} = 0 \) | \( \frac{dS}{dt} + H \left( \frac{dS}{d\dot{q}}, q, t \right) \) | IV | 4  |
| 7  | \( \frac{\partial F_1}{\partial \dot{q}} (q, \dot{q}, t) = p \) \( \frac{\partial F_1}{\partial \dot{q}} (q, \dot{q}, t) = -p \) | 2.7  | Generating functions | Equations that must be satisfied for \( Q, \dot{P} \) to satisfy Hamilton if \( q, \dot{p} \) do. | Mysterious derivation: \( \delta F_1 = 0 \). Is \( F_1(q, \dot{q}) = S(q_1, q_2) \)? | V   | 3  |
| 8  | \( \frac{dS}{dt} + H \left( \frac{dS}{d\dot{q}}, q, t \right) = 0 \) | 2.19 | HJ eq. to solve for generating function | Differential eqn. to solve for \( F_1 \) | Boundary conditions confusing: See Heller below eq. 2.23, Goldstein | VI  | 2  |
| 9  | \( H \left( \frac{dS}{d\dot{q}}, q \right) = E \) | 2.23 | HJ eq. for abbreviated action | | | VII | 1  |

**Fig. 4.** Tabular arrangement of the equations of analytical mechanics in the conventional and the current approach. T# indicates the sequence of equations in the traditional approach and D# indicates the sequence of equations in the dual approach. It is striking that the key equations of analytical mechanics come out almost systematically in reverse order in the dual approach compared with the conventional approach. This can be seen clearly in the rightmost column. The equation numbers in the traditional approach refer to refs. (5) and (6) respectively.

### Appendix H: A Brief History of the Hamilton-Jacobi Equation

It is interesting to review the historical development of the ideas of analytical mechanics from the perspective of the derivation presented here. We start with a disclaimer that we are no experts on the history, but base our remarks on the clear and extensive summary of the original papers of Hamilton and Jacobi given in (7). The fact that there are only derivatives in the paper, i.e. no integrals, until the Lagrangian appears in the last two subsections of the paper, is consistent with Hamilton’s vision: a formulation of mechanics, analogous to his formulation of optics, in which all trajectory information could be obtained by derivatives and substitutions (7). The integral equation expressing the principle of least action (Hamilton’s principle) as the time integral of the Lagrangian was derived by Hamilton in his original paper as almost an afterthought. In fact, it was Hamilton who first defined what is today called the Lagrangian in this same afterthought, consistent with the sequence of derivations as they emerge in this paper. Historically, Jacobi adding three insights to Hamilton’s formulation: 1) that the...
Hamiltonian could be time-dependent; 2) Hamilton had a derived two coupled "Hamilton-Jacobi" equations, one for $S(Q,q_2,t_2)$ and one for $S(q_1,Q,t_1)$. Jacobi realized that these equations could be decoupled, freeing up a double ended boundary problem to have just a single fixed boundary. Our claim is that the insight of Jacobi, in the language of this paper, was that one can introduce an intermediate point $Q$ that is not on the path of minimal $S$ from $q_1$ to $q_2$; once $Q$ does not need to lie on the path of minimal $S$ from $q_1$ to $q_2$, then $Q$ and its conjugate momentum $P$ can be complicated functions of $q$ and $p$ and do not need to have the conventional interpretation of coordinate and momentum. These developments, beginning with Jacobi, were taken further a few years later by Delaunay, who performed a series of hundreds of canonical transformations in his work on celestial mechanics (3, 4, 7). The modern formulation of canonical transformations using generating functions apparently appears in the work of Poincare, possibly for the first time, who refers to them as Jacobi’s equations (3). Thus it seems that it was only in the course of the 60 years following Hamilton that the full machinery of canonical transformation as we know it today was developed.
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