Efficiently solving the thief orienteering problem with a max-min ant colony optimization approach
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Abstract We tackle the Thief Orienteering Problem (ThOP), an academic multi-component problem that combines two classical combinatorial problems, namely the Knapsack Problem and the Orienteering Problem. In the ThOP, a thief has a time limit to steal items that distributed in a given set of cities. While traveling, the thief collects items by storing them in their knapsack, which in turn reduces the travel speed. The thief has as the objective to maximize the total profit of the stolen items. In this article, we present an approach that combines swarm-intelligence with a randomized packing heuristic. Our solution approach outperforms existing works on almost all the 432 benchmarking instances, with significant improvements.
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1 Introduction

Many studies devoted to solving classical combinatorial optimization problems are directly motivated by real-world problems, such as packing problems, scheduling problems, and vehicle routing problems. While already challenging, many real-world problems exhibit multi-component structures: they
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comprise a number of interacting combinatorial optimization problems. Multi-component problems are hard to solve as each component has the potential to influence the feasibility as well as the quality of the other components [4].

Among the studied multi-component problems, vehicle routing problems with loading constraints [15] appear to be very frequently investigated. In these problems, tour are to be created for vehicles while constraints and aims of specific loading policies must be taken into account. One of these problems is the Traveling Thief Problem (TTP), which combines two classic well-known and well-studied problems: the Knapsack Problem (KP) and the Traveling Salesman Problem (TSP). The TTP was proposed in 2013 by Bonyadi et al. [3] in order to provide an academic abstraction of multi-component problems for the scientific community. In the TTP, a thief travels across all cities (TSP component) and steals items along the way (KP component). The stolen items are stored in a rented knapsack, for which the thief has to pay a time-dependent fee. The overall objective of the thief is to maximize the following: the total profit of all stolen items, minus the travel time multiplied with the renting rate. As the travel speed is inversely proportional to the total weight of the items in the knapsack, this non-constant cost sets the TTP apart from many vehicle routing problems, such as the environmental prize-collection problem [26].

In this article, we tackle the Thief Orienteering Problem (ThOP) [23], another academic multi-component problem. The ThOP has been proposed based on the TTP, but with different interactions and constraints in mind. It combines the Orienteering Problem (OP) and the Knapsack Problem (KP). In operational research, the OP has been the subject of many studies [13,14]: a traveler starts at a predetermined location, travels through a region visiting checkpoints, and has to arrive at a control point within a given limited time. Because each checkpoint has a score, the participant’s objective is to find a route that maximizes the total score, i.e., where the sum of scores of the visited checkpoints is the highest. In the ThOP context, the participant (i.e., the thief) does not score points by just visiting a checkpoint but has to steal valuable items located in them and carry the stolen items in their knapsack until the end of their robbery journey. As in the TTP, in the ThOP, the thief has a capacitated knapsack to carry the items. Moreover, as items are collected, the knapsack becomes heavier, and the speed of the thief decreases. There is no knapsack rental fee, and the thief only aims to find a route and a set of items that maximizes their total stolen profit.

Although the ThOP and the TTP are related, the ThOP appears to be more practical due to two key differences: in the ThOP (A) the participant does not have to travel through all cities, and (B) the interaction is not defined by the time-dependent rent for the knapsack, but by the time-constraint. Even though the relaxation of difference (A) may seem to be straightforward, handling this constraint is typically reflected in the design of heuristic [23] and exact [20,19] algorithms, with only Chand and Wagner’s [6] Multiple Traveling Thieves Problem (MTTP) being an exception. Regarding (B), applications with routing time limit frequently arise in real-world scenarios, where there is insufficient time and/or capacity to visit/met all possible locations. Exam-
ples of this include cash logistics [20], urban crowd-sourcing [7], and concert promotion [16].

Santos and Chagas [23] presented a Mixed Integer Non-Linear Programming formulation for the ThOP (although without results) and two simple heuristics. Afterwards, Faèda and Santos [9] proposed a genetic algorithm that performed better on most instances. We have also addressed the ThOP in a preceding article [5] with a two-phase approach based on Ant Colony Optimization (ACO) and a greedy heuristic to construct the route and the packing plan (stolen items) of the thief. Our ACO is able to find better solutions than other aforementioned algorithms for most instances because of its focus on creating efficient routes.

Here, we describe a number of improvements that we incorporated into our ACO algorithm, which made it more substantially effective with regard to the quality of the solutions found. In our computation experiments, we have investigated the importance of the parameters of our ACO algorithm considering these improvement changes. In addition, to make a fairer comparison among the other algorithms already proposed for the ThOP, we have also investigated the parameters of those algorithms and then evaluate their performances on a broad set of instances according to the results already presented in the literature.

In this article, we begin in Section 2 with a formal description of the TTP, where we also present a mixed integer non-linear programming formulation. Subsequently, we present our new approach for solving the ThOP in Section 3. Then, we report on our computational experiments in Section 4. Lastly, we summarize our present work and outline future work.

2 Problem definition

2.1 Formal definition

The Thief Orienteering Problem (ThOP) can be formally described as follows. There is a set $I = \{1, 2, \ldots, m\}$ of $m$ items and a set $C = \{1, 2, \ldots, n\}$ of $n$ cities. Each item $k \in I$ has a profit $p_k$ and weight $w_k$ associated. In addition, each item is associated with only a single city, but a city can have multiple items. Let us denoted by $I_i$ the set of items localized at city $i$. From the foregoing definition, $\bigcup_{i \in C} I_i = I$ and $I_i \cap I_j = \emptyset$ $\forall i \in C$, $\forall j \in C \setminus \{i\}$. The items are scattered among all cities, except cities 1 and $n$ ($I_1 = I_n = \emptyset$). Cities 1 and $n$ are the cities where the thief starts and ends their journey. Let us denote by $A = \{(i, j), \forall i \in C \setminus \{n\}, \forall j \in C \setminus \{1, i\}\}$ the set of arcs in which the thief can travel. For any pair of cities $i$ and $j$ with $(i, j) \in A$, the distance $d_{ij}$ between them is known. The thief can make a profit throughout their journey by stealing items and storing them in a knapsack with a limited capacity $W$. Moreover, the thief has a maximum time $T$ to complete their whole robbery journey. As stolen items are put into the capacitated knapsack, its weight increases and the thief’s velocity decreases inversely proportional
to the knapsack weight. Specifically, when the knapsack is empty, the thief can move with their highest velocity $v_{\text{max}}$. However, when the knapsack is completely full, the thief moves with the minimum speed $v_{\text{min}}$. In general terms, the thief can move with a speed $v = v_{\text{max}} - w \cdot (v_{\text{max}} - v_{\text{min}})/W$, where $w$ is the current weight of their knapsack. The objective of the ThOP is to find a path for the thief that starts from city 1 and ends at city $n$, as well as a robbery plan, i.e., a set of items chosen from the cities visited that maximizes the total profit stolen, ensuring that the capacity of the knapsack $W$ is not exceeded and that the total traveling time is within the given time limit $T$.

We can represent any solution for the ThOP through a pair $\langle \pi, z \rangle$, where $\pi = \langle 1, \ldots, n \rangle$ is a list of visited cities by the thief, and $z = \langle z_1, z_2, \ldots, z_m \rangle$ is a binary vector to represent the packing plan ($z_j = 1$ if item $j$ is collected, and 0 otherwise) adopted by the thief throughout their robbery journey. Note that the first and last cities are fixed for any feasible solution. In addition, the number of cities visited may differ for different solutions.

It is important to note that nothing prevents the thief from visiting a city more than once. In this scenario, the thief should collect all items of a city at once on the last visit from that city to minimize their travel time and consequently has more time to collect other items. One more aspect that should be pointed out is that a solution that visits some cities without collecting any items would only be advantageous if the distances between cities do not respect the triangular inequality because it may be convenient that the thief visits a city just to shorten their route. Nevertheless, as Santos and Chagas [23] have defined the test problems for the ThOP – which we have also used in this work – in such a way that the distances between cities respect triangular inequality, it can be considered as an implicit optimization that any solution is formed by a list of cities $\pi$ without repetition.

2.2 Mixed Integer Non-Linear Programming formulation

In order to formally describe the ThOP through a mathematical formulation, we have proposed an alternative Mixed Integer Non-Linear Programming (MINLP) formulation to that proposed by Santos and Chagas [23]. In contrast to Santos and Chagas’ formulation, the following formulation uses a polynomial number of decision variables in terms of the number of cities and items. These decision variables are detailed below:

- $x_{ij}$: binary variable that gets 1 if the thief crosses arc $(i, j) \in A$, and 0 otherwise.
- $y_i$: binary variable that gets 1 if the thief visits city $i \in C$, and 0 otherwise.
- $z_k$: binary variable that gets 1 if the thief collects item $k \in I$, and 0 otherwise.
- $q_i$: variable that reports the weight of the knapsack after leaving city $i \in C$.
- $t_i$: variable that informs the thief’s arrival time at city $i \in C$. 

With these variables, we can describe the following MINLP formulation for the ThOP.

\[
\text{max} \sum_{k \in I} p_k \cdot z_k
\]  

(1)

\[
\sum_{k \in I} w_k \cdot z_k \leq W
\]  

(2)

\[
y_i \geq z_k \quad i \in C, k \in I_i
\]  

(3)

\[
y_i \leq \sum_{k \in I_i} z_k \quad i \in C \setminus \{1, n\}
\]  

(4)

\[
y_1 = y_n = 1
\]  

(5)

\[
\sum_{j : (i,j) \in A} x_{ij} = y_i \quad i \in C \setminus \{n\}
\]  

(6)

\[
\sum_{i : (i,j) \in A} x_{ij} = y_j \quad j \in C \setminus \{1\}
\]  

(7)

\[
g_j \geq \left( q_i + \sum_{k \in I_j} w_k \cdot z_k \right) \cdot x_{ij} \quad (i,j) \in A
\]  

(8)

\[
t_j \geq \left( t_i + \frac{d_{ij}}{v_{\text{max}} - \nu \cdot q_i} \right) \cdot x_{ij} \quad (i,j) \in A
\]  

(9)

\[
x_{ij} \in \{0,1\} \quad (i,j) \in A
\]  

(10)

\[
y_i \in \{0,1\} \quad i \in C
\]  

(11)

\[
z_k \in \{0,1\} \quad k \in I
\]  

(12)

\[
0 \leq q_i \leq W \quad i \in C
\]  

(13)

\[
0 \leq t_i \leq T \quad i \in C
\]  

(14)

The objective (1) is to maximize the total profit of items collected. Constraint (2) ensures that the total weight of items collected does not exceed the knapsack capacity. While constraints (3) guarantee that the thief must visit a city to collect any item from it, constraints (4) ensure that the thief does not visit cities where no items are selected. Note that constraints (4) are not needed for the model to produce feasible solutions. However, these constraints strengthen the model by removing unprofitable route combinations. Constraint (5) simply imposes that cities 1 and n have to be visited once they are, respectively, the fixed start and end points of any feasible route. Constraints (6) and (7) guarantee route connectivity. Constraints (8) and (9) guarantee that the knapsack weight and the route time is properly increasing along the route according to the items, which also avoid subcycles. Note that constraints (8) and (9) are non-linear. Finally, constraints (10)-(14) define the
scope and domain of the decision variables. Note that, as constraints (13) ensure that the knapsack weight must be always less than knapsack capacity \( W \) throughout the route, constraint (2) could be removed. However, constraints (13) may be weaker for the purpose expressed by constraint (2) due to the multiplication by the variable \( x_{ij} \), which allows that weak fractional solutions to be considered during the resolution of the formulation.

It is worth mentioning that constraints (8) can be linearized by rewriting them using Big-M constants as shown in (15). On the other hand, we cannot linearize constraints (9) as they involve divisions and multiplications of decision variables. Nevertheless, we have also rewritten them using Big-M constants, as shown in (16), to remove their non-linear multiplications. In constraints (15) and (16), we have used different Big-M constants \( M'_{ij} \) and \( M''_{ij} \), which should assume any sufficiently large number that is greater than or equal to \( W + \sum_{i \in I_j} w_i \) and \( T + d_{ij}/v_{\text{min}}, \) respectively.

\[
q_j \geq q_i + \sum_{k \in I_j} w_k \cdot y_k - M'_{ij} \cdot (1 - x_{ij}) \quad (i, j) \in A \tag{15}
\]

\[
t_j \geq t_i + \frac{d_{ij}}{v_{\text{max}} - \nu \cdot q_i} - M''_{ij} \cdot (1 - x_{ij}) \quad (i, j) \in A \tag{16}
\]

Although the foregoing mathematical formulation may be used for solving the ThOP from a mathematical solver, we have not considered it in our experiments due to its complexity. As constraints (16) are still non-linear, they greatly increase the complexity of the formulation, making it impracticable to solve even the smallest-size instance defined in the literature for the ThOP [23]. In fact, our formulation cannot find even reasonable bounds for the problem due to its non-linearity. Therefore, we have bet in a heuristic strategy for helping the thief in their robbery, leaving an improved mathematical formulation and exact algorithms for future investigation. As our MINLP formulation might be used as a starting point for other investigations, we have made it publicly available at [https://github.com/jonatasbcchagas/minlp_thop](https://github.com/jonatasbcchagas/minlp_thop), which has been implemented using PySCIPOpt [18], a Python interface for the SCIP Optimization Suite [12].

3 Problem-solving methodology

Throughout this section, we describe our solution approach, called ACO++, for solving the ThOP. Our ACO++ is an improved version of the ACO algorithm previously presented in [5]. At the end of this section, we highlight the differences between both algorithms.

1 In addition to the code of our mathematical model, it also contains some experiments and results on smaller instances that we have created in order to solve the model and establish a benchmarking with exact results. However, the experiments have shown that even for instances with 15 cities and 1 item per city, our model cannot be solved, and it also is not able to find tight mathematical bounds within a reasonable computational time.
3.1 The overall algorithm

Our solution approach has been loosely based on Wagner’s TTP approach [27], with Ant Colony Optimization (ACO) [8] as the central component.

Following [27], we have used the ACO for determining the thief’s route, while another algorithm for determining their packing plan for each route found by the ants. We have used the MAX-MIN ant system [24], which limits all pheromones to an interval. In our implementation, we have used Stützle’s ACOTSP 1.0.3 framework[2] for constructing the thief’s route. The ACOTSP is an efficient framework that implements several ACO algorithms for the symmetric TSP. Most of the ACOTSP framework remains untouched in our approach, with only a few minimal modifications necessary to adapt it to the ThOP specifications. First, to construct the feasible routes for the thief from a given city to a given destination, and without the need to visit all cities, we have made an adaptation so that the ants built their routes until the thief’s destination city, that is, city $n$ has been visited. Thus, the ants are able to build routes of varying sizes.

Second, the pheromone trail updates are performed based on the quality of the TSP routes. Because the TSP’s objective is to find the shortest possible route over all cities, the fitness of a given route is inversely proportional to its total distance. In contrast to this, in our ACOTSP adaptation, the fitness of each route is set based on the profit of the stolen items, because stolen items define the quality of ThOP solutions, which are defined by our proposed packing routine (to be described later): the fitness of a ThOP’s route $\pi$ is inversely proportional to $UB + 1 - p(z)$, where $UB$ is an upper bound for the ThOP and $p(z)$ is the total profit of packing plan $z$. Thus, the fitness behaves similar to that of the TSP, and we do not need to modify the ACOTSP any further. To set the upper bound $UB$, we use the optimal solution for the KP version that allows the selection of fractions of items, which can be solved in $O(m \log_2 m)$ [25].

In Algorithm 1 we show the simplified overview of our ACO++. At the beginning (Line 1), the best ThOP solution (route and packing plan) found by the algorithm is initialized as an empty solution. The algorithm performs its iterative cycle (Lines 2 to 18) as long as the stopping criterion is not met. At Line 3 each ant constructs a route for the thief, and then packing plans are created (Line 4 and 5). The ACOTSP framework allows us to apply several classic local search heuristics: 2-opt, 2.5-opt, and 3-opt [1]. If any local search is enabled in our algorithm (Line 6), that local search procedure is performed on each route $\pi$, thus generating routes $\pi'$ (Line 7), which may be better than $\pi$ regarding the distance costs. In the next step, a packing plan $z'$ is created from $\pi'$ (Line 8). If $z'$ is better than $z$ (Line 9), $\pi$ and $z$ are replaced by $\pi'$ and $z'$ (Line 10). At Lines 13 to 15 we update the best solution. Note that, to achieve more efficient routes, we remove from $\pi$ all those cities from which no items are stolen (Line 14). As we have stated before, this is only true as

---

[2] Publicly available online at [http://www.aco-metaheuristic.org/aco-code](http://www.aco-metaheuristic.org/aco-code)
all ThOP instances use distances that preserve the triangular inequality. After every route has been considered, the pheromones are updated according to the quality of the ThOP solutions (Line 17). In the end, the best solution found is returned.

**Algorithm 1: ACO++ algorithm for the ThOP**

1. \( \pi^{\text{best}} \leftarrow \emptyset, z^{\text{best}} \leftarrow \emptyset \)
2. repeat
3. \( H \leftarrow \) construct routes using ants
4. foreach route \( \pi \in H \) do
5. \( z \leftarrow \) construct a packing plan from \( \pi \)
6. if local search procedure is activated then
7. \( \pi' \leftarrow \) perform a local search procedure on route \( \pi \)
8. \( z' \leftarrow \) construct a packing plan from \( \pi' \)
9. if profit of \( z' \) is higher than profit of \( z \) then
10. \( \pi \leftarrow \pi', z \leftarrow z' \)
11. end
12. end
13. if profit of \( z \) is higher than profit of \( z^{\text{best}} \) then
14. \( \pi^{\text{best}} \leftarrow \zeta(\pi), z^{\text{best}} \leftarrow z \)
15. end
16. end
17. update ACO statistics and pheromone trail
18. until stopping condition is fulfilled
19. return \( \pi^{\text{best}}, z^{\text{best}} \)

\( \zeta(\pi) \) removes from \( \pi \) all cities where no items are stolen according to the packing plan \( z \).

3.2 Randomized packing heuristic

To construct a packing plan in our proposed ACO++ for a given route \( \pi \), we use our previously developed, randomized heuristic for solving the ThOP \([5]\). In brief, the randomization varies the relative influence of weights, profits, and distances in the (originally deterministic) heuristic \textsc{PackIterative}, which is an efficient packing algorithm developed for the TTP \([10]\). This non-deterministic strategy lets us explore the packing plan space even for a fixed route, which can lead to overall better configurations. This was also necessitated by the observation that the ants would often find near-identical routes during an optimization run.

\(^3\) As stated by Polyakovskiy and Neumann \([22]\), determining the optimal packing plan is \( \mathcal{NP} \)-hard, even when the route of the thief is kept fixed.
3.3 Differences between the ACO++ and ACO approaches

Compared to the ACO described in [5], we have incorporated two new features into our ACO++. These features are described in the following:

1. The ants of ACO++ construct routes that do not necessarily visit all cities, while in our previous ACO the ants always construct complete TSP tours, i.e., all cities are visited. Note that, although both algorithms remove from the route all cities in which no item is selected, there is now a higher consistency with respect to the ThOP’s definition, because ants do not have to visit all cities. Note that this allows ants to construct routes that might not be easily constructed from our previous ACO. In addition, when a route visits fewer cities fewer items are available to be collected from that route, which reduces the search space to find a packing plan, thus making our packing routines more computationally efficient. It is also because of this last point, that we had to adapt our randomized packing heuristic algorithm to consider only the items that can be selected from each constructed route. However, its core idea remains unchanged.

2. There is now the possibility to apply different local searches on each route constructed by the ants in our ACO++. While this results in a TSP-bias toward shorter routes, finding shorter routes may help the thief to better plan their robbery journey.

4 Computational study

In the following, we present the experiments performed to study the performance of the proposed algorithm against other algorithms proposed for the ThOP [23][9][5]. As the computational budget of all ThOP algorithms are based on wallclock time, in order to enable a fair comparison, we have rerun all ThOP codes, except for Faàeda and Santos [9]’s algorithm because we have not had access to their code. In our experiments, we have used a machine with Intel(R) Xeon(R) CPU X5650 @ 2.67GHz, running CentOS 7.4.

Our algorithm has been implemented based on Thomas Stützle’s ACOTSP 1.0.3 framework, which has been in C programming language. All raw results and solutions (tours and packing plans), as well as the code, are publicly available at [https://github.com/jonatasbcchagas/acoplusplus_thop](https://github.com/jonatasbcchagas/acoplusplus_thop).

4.1 Benchmarking instances

To evaluate the different ThOP approaches, we use all 432 ThOP instances from [23]. These have been created based on the TTP instances [21] by removing the items in city n and by adding a maximum travel time. The instances have the following characteristics:

- numbers of cities: 51, 107, 280, and 1000 (TSP instances: eil51, pr107, a280, dsj1000);
- numbers of items per city: 01, 03, 05, and 10;
- sizes of knapsacks: 01, 05 and 10 times the size of the smallest knapsack;
- types of knapsacks: values and weights of the items are either uncorrelated (unc), uncorrelated with similar weights (usw), or bounded and strongly correlated (bsc);
- maximum travel times: 01, 02, and 03 classes. These values refer to 50%, 75%, and 100% of instance-specific references times defined in the original ThOP paper [23].

In the remainder of this article, each instance will be identified as XXX_YY_ZZZ_WW_TT, where XXX, YY, ZZZ, WW, and TT indicate the different characteristics of the instance at hand. For example, pr107_05_bsc_01_01 identifies the instance with 107 cities (TSP instance pr107), 5 items per city with their weights and values bounded and strongly correlated with each other, and the smallest knapsack and time limit defined.

4.2 Parameter tuning

In the following, we tune a variety of ACOTSP parameters: ants defines the number of ants; alpha controls the relative importance of pheromone values in the construction of routes; beta defines the influence of distances between cities; rho is the evaporation rate of the pheromones; and localsearch controls whether and what local search procedure to apply. Moreover, we vary the number of attempts of our randomized packing heuristic ptries. To stop the algorithm, as in previous work on the ThOP, we limit the execution time to $\lceil 0.1m \rceil$ seconds, which is determined based on the number of items $m$ of each particular instance.

To find well-performing configurations, we have followed the same tuning experiments used in [5], i.e., we have used the Irace package [17] for the automatic configuration of algorithms [2], in order to determine the influence of parameter values across different instance sets. We have divided all 432 instances into 48 groups and then executed Irace on each of them to achieve tuned configurations that (1) perform well and (2) that can be analyzed to learn about the problem domain. Each instance group is identified as XXX_YY_ZZZ: XXX denotes the TSP base group, YY the number of items per city and ZZZ the knapsack type. Each group XXX_YY_ZZZ contains all nine instances defined with different knapsack sizes and maximum travel time.

In Table 1 we show the parameters as well as their ranges; the ranges were determined in preliminary experiments. We have used Irace with its default settings, except for the parameter maxExperiments, which we have set to 5000.

In Figure 1 we show for each group of instances the configurations returned by Irace. Because Irace can return more than one configuration, we can sometimes see several configurations originating from the same instance (shown in the left-most columns). Each axis stands for a parameter and each parameter configuration is described by a line that intersects each parallel axis in its corresponding value. We can see which parameter values have been most
Table 1: Parameter values considered during the tuning experiments.

| Parameter | Investigated values |
|-----------|---------------------|
| ants      | \{10, 20, 50, 100, 200, 500, 1000\} |
| alpha     | \{0.00, 0.01, 0.02, \ldots, 10.00\} |
| beta      | \{0.00, 0.01, 0.02, \ldots, 10.00\} |
| rho       | \{0.00, 0.01, 0.02, \ldots, 1.00\} |
| ptries    | \{1, 2, 3, 4, 5\} |
| localsearch | \{no local search, 2-opt, 2.5-opt, 3-opt\} |

selected among all tuning experiments by looking for “concentrations” of lines. We use different styles and colors to emphasize the results obtained for each individual group. All logfiles for these experiments can be found at the GitHub repository along with our code.

Fig. 1: Irace results for the 48 instance groups. Dashed, solid, and dotted lines are used, respectively, to emphasize the groups of instances with items where their weights and values are uncorrelated (\textit{unc}), uncorrelated with similar weights (\textit{usw}), and bounded and strongly correlated (\textit{bsc}). Blue, green, red, and yellow lines represent, respectively, groups of instances with 1, 3, 5, and 10 items-per-city.
We can make several observations. First, we notice that the number of ants is typically between 50 and 200. The importance of the pheromone trail ($\alpha$) is typically low, especially for the groups of instances that consider the TSP bases eil51 and a280. In turn, the importance of distances between cities ($\beta$) varies depending on the underlying TSP instance. This is to be expected, because the underlying TSP instances are different in nature and not normalized, hence requiring different values of beta. The evaporation rate of the pheromone trail has had a behavior more spread, although it seems to have a compensation correlation between the parameter beta: the higher the influence of distances between cities, the lower the evaporation rate of the pheromone trail. We can also observe that nearly all tuned configurations require the multiple invocation of our randomized packing heuristic, with the number of packing attempts widely spread among each other. Regarding the application of local searches on routes, one can note that for most groups of instances, the use of 2-opt moves produces better ThOP solutions. However, some configurations do not include the use of any local search. Note that there are no configurations that indicate the use of 2.5-opt and 3-opt moves. Potentially, this is because high-quality TSP routes do not necessarily result in high-quality ThOP routes. Therefore, there may be no need to use local searches with larger neighborhood moves based solely on route distances as an improvement phase for ThOP routes.

4.3 Comparison of ThOP solution approaches

We compare the quality of the solutions obtained by ACO++ with the quality of the solutions obtained by other algorithms (ILS [23], BRKGA [23], GA [9], ACO [5]) already proposed for the ThOP. To enable a fair comparison, we also tuned the parameters of the BRKGA and ACO following the same process for ACO++, i.e., we have individually executed the Irace for each 48 different groups of instances. The ILS algorithm has no parameters to be tuned [23], while for the GA, we have not investigated its parameters because we have not had access to its code. Therefore, for the GA, we have made our analysis based on the results reported in [9].

Because all algorithms are randomized, we have performed 30 independent runs per instance. Each run has been executed with the parameter values with the best mean performance among those returned by Irace. ILS, BRKGA, and ACO codes, as well as their tuned configurations, raw results and solutions found, are also available at the GitHub link along with our ACO++.

In the first analysis, we compare the performance of the solutions obtained by measuring for each instance the achieved approximation ratio: for each instance and algorithm, we take the average objective value obtained considering the independent runs of that algorithm and compute the ratio between that average objective value and the best objective value found among all algorithms. Note that the higher the approximation ratio, the higher the average performance of that particular algorithm. In Figure 2 we plot for every instance and algorithm the approximation ratio as a heatmap in order to highlight larger
differences. Moreover, we use diamond symbols to highlight the instances for which each algorithm has found the best known solutions.

![Fig. 2: Approximation ratio of the solution approaches. Diamond symbols highlight in which the instances each algorithm has found the best solutions.](image)

From Figure 2 we can make several observations. As stated by Santos and Chagas [23], we can also confirm that their BRKGA has outperformed their ILS for most instances, with higher prominence on the larger-size instances. In addition, one can note that their algorithms perform better for instances that involve only one item per city. Regarding the best-known solutions, we can...
see that their algorithms have not been able to find many of them. The GA proposed by Faêda and Santos has outperformed, in general, both BRKGA and ILS solution approaches. Although BRKGA has found more best-known solutions, the GA has a more uniform behavior regarding the dimensions of the instances. Note that our previous ACO algorithm has reached a better approximation ratio for almost all instances when compared to GA and also to ILS and BRKGA. In turn, our current ACO++ algorithm has presented a better or equal performance regarding the other algorithms for almost all instances. Similarly, it has typically found the best solutions for most of the instances.

In order to compare each pair of algorithms as to the best solutions found by them, we show in Table 2 the percentage of the number of instances in which every algorithm found better or equal quality solutions than another algorithm. The results shown in this table corroborate with those shown in Figure 2. In addition to showing that the ACO++ algorithm outperformed all other algorithms by more than 96% of the total of instances, we can also see that our previous ACO also is more efficient than ILS, BRKGA, and GA by over 88% of instances. In turn, GA is more efficient than ILS and BRKGA, and BRKGA overcomes ILS.

Table 2: Percentage of the number of instances in which algorithm i found better or equal quality solutions than algorithm j.

| i ↓ | j →   | ILS | BRKGA | GA    | ACO | ACO++ |
|-----|-------|-----|-------|-------|-----|-------|
| ILS | -     | 3.01% | -     | 20.37% | 4.63% | 2.55% |
| BRKGA | 99.54% | - | 37.50% | - | 14.58% | 8.56% |
| GA | 81.71% | 64.58% | - | 2.78% | - | 2.31% |
| ACO | 96.99% | 88.89% | 98.61% | - | 98.15% | - |
| ACO++ | 99.54% | 96.06% | 99.54% | - | - | - |

As both algorithms based on ACO metaheuristics have had the best and most similar performances, we statistically compare the quality of their solutions using the Wilcoxon signed-rank test. At a significance level of 5%, the performance of ACO++ has been statistically worse than ACO in only 11 instances, in 12 instances there is no difference between the performance of both algorithms, while in 409 instances (about 95% of total) ACO++ has been better than ACO.

In Table 3 we summarize the results obtained with a closer analysis of the solutions found by ACO and ACO++. For each TSP base instance (XXX) and number of items per city (YY), which resulted in 27 instances each, we show averaged information concerning all the best solutions achieved by both approaches. Column $D$ shows the ratio between the total distance traveled and the number of cities visited by the thief, while columns $%T$ and $%W$ report, respectively, the percentage spent of the time limit and the percentage used of the knapsack capacity. If values in these last two columns are close to 100%,
then these indicate limiting factors. Note that both algorithms have a similar use of the time limit. On the other hand, the solutions found by ACO++ have used more the knapsack capacity, especially for instances with more cities and items. From the values in column $D$, we can understand this behavior. Note that the ratio between the total distance traveled and the number of cities visited of the solutions found by ACO is higher than those found by ACO++. Note that the solutions found by ACO have a ratio between the total distance traveled and the number of cities visited higher than those solutions found by ACO++, which indicates that ACO has found the most spread-out routes and/or with more edge crossings. Therefore, as the routes found by ACO++ are more condensed and/or efficient, the thief is able to travel more effectively and, consequently, uses better the knapsack capacity, thus managing to collect a better set of items. To illustrate this behavior, Figure 3 shows for some instances, where the resulting quality differs significantly, the best solution found by each algorithm.

In summary, we can see that our ACO++ has been able to find significantly more efficient routes, which allows achieving better packing plans, and, consequently, achieving higher profits.

Table 3: Information on the structure of the best solutions found. $D$ is the ratio between the total distance traveled and the number of cities visited; $\%T$ and $\%W$ denote the percentage spent of the time limit and the percentage used of the knapsack capacity.

| TSP base (XXX) | Number of items per city (YY) | ACO | ACO++ |
|---------------|-------------------------------|-----|------|
|               | $D$ | $\%T$ | $\%W$ | $D$ | $\%T$ | $\%W$ |
| eil51 01      | 10.91 | 98.60 | 78.06 | 10.46 | 99.00 | 79.55 |
| eil51 03      | 9.46  | 99.60 | 83.85 | 8.63  | 99.55 | 85.34 |
| eil51 05      | 9.26  | 99.62 | 83.39 | 8.53  | 99.78 | 85.48 |
| eil51 10      | 9.12  | 99.84 | 85.26 | 8.20  | 99.88 | 86.57 |
| pr107 01      | 718.92 | 99.66 | 79.58 | 680.85 | 99.74 | 81.82 |
| pr107 03      | 498.71 | 99.85 | 81.78 | 476.67 | 99.85 | 83.84 |
| pr107 05      | 471.77 | 99.93 | 83.22 | 445.23 | 99.95 | 83.79 |
| pr107 10      | 449.09 | 99.95 | 84.95 | 417.47 | 99.93 | 84.40 |
| a280 01       | 16.52  | 99.61 | 79.57 | 14.23  | 99.80 | 83.94 |
| a280 03       | 12.60  | 99.74 | 81.83 | 10.45  | 99.76 | 85.68 |
| a280 05       | 11.84  | 99.95 | 82.72 | 9.61   | 99.93 | 86.27 |
| a280 10       | 11.17  | 99.92 | 83.02 | 9.22   | 99.92 | 86.26 |
| dsj1000 01    | 44632.08 | 74.72 | 79.31 | 37015.71 | 72.08 | 86.16 |
| dsj1000 03    | 26635.61 | 99.90 | 82.91 | 18943.46 | 99.89 | 89.57 |
| dsj1000 05    | 25648.23 | 99.85 | 82.43 | 18064.09 | 99.82 | 89.91 |
| dsj1000 10    | 23795.22 | 99.92 | 84.03 | 17706.59 | 99.68 | 90.35 |
Fig. 3: The graphical representation of the solutions found by ACO (left) and ACO++ (right) for instances eil51_10-bsc_01_03 (top), pr107_05-usw_10_02 (middle), and a280_10-unc_01_03 (bottom). The initial and final cities are highlighted using a green triangle and a red square, respectively. The lines connecting pairs of cities represent the route traveled by the thief, with the increasing line thickness corresponding to the thief’s knapsack weight.
4.4 Solving the classical Orienteering Problem

One can note that the classical Orienteering Problem (OP) [13] is a subproblem of the ThOP, i.e., its definition is contained within the definition of the ThOP. Indeed, if (i) there is only one item per city ($|I_i| = 1$, $\forall i \in C \setminus \{1, n\}$), (ii) the thief travels at a constant speed ($v_{\text{max}} = v_{\text{min}}$), and (iii) their knapsack has unlimited capacity ($W = \infty$), we have the same constraints and objective on both problems. Therefore, we can use any ThOP algorithm for solving the classic OP, simply by fixing some information in the ThOP instances in order to convert them into OP instances.

To investigate the efficiency of BRKGA, ILS, ACO, and ACO++ algorithms proposed for the ThOP in solving the OP, we have adapted the ThOP instances that have only one item per city, setting their $v_{\text{max}} = v_{\text{min}} = 1$ and $W$ to a large number so that the knapsack capacity is greater than the sum of all item profits. These instances will be identified as $XXX_{YY_ZZZ_{WW_{TT}}}$, as already mentioned in Section 4.1, with the emphasis now that $WW = \text{inf}$.

For our analysis, we have performed 30 independent runs per instance and algorithm. Then, for each instance, we have taken the average objective value obtained by each algorithm to compute the ratio between that value and the optimal objective value of that instance. We have determined the optimal value for each instance from the branch-and-cut algorithm proposed by Fischetti et al. [11], which has been executed without time limitation. In Table 4, we show all computed ratios, where the highest ratio for each instance is highlighted in bold. Note that the higher the ratio, the higher the average performance of that particular ThOP algorithm in solving the OP instance.

From Table 4, we can verify the same behavior among the algorithms when solving OP instances as seen in the previous experiments: better efficiency of the algorithms based on the ACO strategy, with a significant better performance in our ACO++ algorithm. Note that our algorithm is able to find high-quality solutions for all instances. For almost all instances, the ratio between the objective values of solutions found by the ACO++ and their optimal values is larger than 0.95. On average, our algorithm has reached a ratio of 0.98. Note that for all instances with the TSP base $dsj1000$, both algorithms based on ACO has found the optimal solutions (ratio = 1.00). Analyzing such solutions, we see that the thief is able to visit all cities and, consequently, steal all items. This has occurred because without the speed reduction and with an unlimited knapsack, these instances become easier once the thief has enough time and space in their knapsack to steal and carry all items along a path that does not need to be very optimized. Anyway, it is noteworthy that the other algorithms have not been able to find such solutions.
Table 4: Ratios between the average objective value obtained by each algorithm and the optimal objective value for OP instances.

| Instance     | ILS   | BRKGA  | ACO   | ACO++  |
|--------------|-------|--------|-------|--------|
| eil51_01_bsc_inf_01 | 0.922 | 0.953  | 0.921 | 0.965  |
| eil51_01_bsc_inf_02 | 0.912 | 0.961  | 0.977 | 0.995  |
| eil51_01_unc_inf_01 | 0.879 | 0.964  | 0.968 | 0.988  |
| eil51_01_unc_inf_02 | 0.872 | 0.963  | 0.965 | 0.997  |
| eil51_01_usw_inf_01 | 1.000 | 0.989  | 1.000 | 1.000  |
| eil51_01_usw_inf_02 | 0.979 | 0.996  | 0.969 | 1.000  |
| eil51_01_usw_inf_03 | 0.917 | 0.958  | 0.966 | 1.000  |
| pr107_01_bsc_inf_01 | 0.721 | 0.852  | 0.923 | 0.940  |
| pr107_01_bsc_inf_02 | 0.709 | 0.892  | 0.967 | 0.999  |
| pr107_01_bsc_inf_03 | 0.791 | 0.969  | 1.000 | 1.000  |
| pr107_01_unc_inf_01 | 0.689 | 0.954  | 0.935 | 0.955  |
| pr107_01_unc_inf_02 | 0.668 | 0.904  | 0.924 | 0.961  |
| pr107_01_unc_inf_03 | 0.718 | 0.915  | 0.999 | 1.000  |
| pr107_01_usw_inf_01 | 0.861 | 0.985  | 0.945 | 0.965  |
| pr107_01_usw_inf_02 | 0.732 | 0.943  | 0.961 | 0.979  |
| pr107_01_usw_inf_03 | 0.708 | 0.908  | 0.940 | 0.971  |
| a280_01_bsc_inf_01 | 0.537 | 0.683  | 0.781 | 0.882  |
| a280_01_bsc_inf_02 | 0.516 | 0.655  | 0.869 | 0.954  |
| a280_01_bsc_inf_03 | 0.533 | 0.675  | 0.981 | 0.997  |
| a280_01_unc_inf_01 | 0.484 | 0.639  | 0.774 | 0.927  |
| a280_01_unc_inf_02 | 0.476 | 0.642  | 0.932 | 0.973  |
| a280_01_unc_inf_03 | 0.522 | 0.709  | 1.000 | 1.000  |
| a280_01_usw_inf_01 | 0.637 | 0.750  | 0.833 | 0.956  |
| a280_01_usw_inf_02 | 0.500 | 0.657  | 0.814 | 0.932  |
| a280_01_usw_inf_03 | 0.476 | 0.627  | 0.828 | 0.949  |
| dsj1000_01_bsc_inf_01 | 0.669 | 0.882  | 1.000 | 1.000  |
| dsj1000_01_bsc_inf_02 | 0.836 | 0.952  | 1.000 | 1.000  |
| dsj1000_01_bsc_inf_03 | 0.965 | 0.995  | 1.000 | 1.000  |
| dsj1000_01_unc_inf_01 | 0.589 | 0.904  | 1.000 | 1.000  |
| dsj1000_01_unc_inf_02 | 0.759 | 0.961  | 1.000 | 1.000  |
| dsj1000_01_unc_inf_03 | 0.956 | 0.995  | 1.000 | 1.000  |
| dsj1000_01_usw_inf_01 | 0.272 | 0.656  | 1.000 | 1.000  |
| dsj1000_01_usw_inf_02 | 0.363 | 0.770  | 1.000 | 1.000  |
| dsj1000_01_usw_inf_03 | 0.438 | 0.882  | 1.000 | 1.000  |
| Average      | 0.705 | 0.863  | 0.949 | 0.980  |
5 Conclusions

In this article, we have proposed an improvement to a swarm-based approach to the academic Thief Orienteering Problem (ThOP): we have combined a heuristic approach based on Ant Colony Optimization with a randomized packing heuristic and with local searches. Using extensive tuning on groups of instances, we have studied the effects of our algorithmic components. Furthermore, we have evaluated the performance of the algorithm on the complete set of instances available in the literature. The experiments show that our solution strategy is able to find better solutions with large improvements when compared to the other solution methods proposed for the problem. Based on our analysis, the efficiency of our algorithm is due to the fact that ants have been able to find more efficient routes, which has allowed our packing heuristic to select a better set of items. In addition, we have shown that our algorithm is able to find high-quality solutions for the classic Orienteering Problem without any modification in its design.

For future research, we may investigate a variant of the current problem that generalizes to multiple thieves. Another interesting direction will be to approach the problem in a bi-objective version, where are to maximize the total profit and minimize the total distance traveled. By combining both foregoing directions, it will create a very interesting, challenging, and general problem with potential applications in real-world scenarios with routing problems under time-dependent limitations.
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