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Abstract

This work improves monolingual sentence alignment for text simplification, specifically for text in standard and simple Wikipedia. We introduce a convolutional neural network structure to model similarity between two sentences. Due to the limitation of available parallel corpora, the model is trained in a semi-supervised way, by using the output of a knowledge-based high performance aligning system. We apply the resulting similarity score to rescore the knowledge-based output, and adapt the model by a small hand-aligned dataset. Experiments show that both resoring and adaptation improve the performance of knowledge-based method.

1 Introduction

Text simplification is an operation in natural language processing to modify an existing corpus of human-readable text so that the grammar and structure of the sentence is greatly simplified, while the underlying meaning and information remains the same. Due to the fact that natural human languages ordinarily contain complex compound constructions [1], text simplification can make texts easier for human readers as well as automatic text processing. Although there are many previous works regarding text simplification e.g.[2], [3]), which benifit from data-driven machine translation, paraphrasing or grounded language acquisition techniques, works are still limited because available monolingual parallel corpora are limited or automatically generated are noisy.

Wikipedia is potentially a good resource for text simplification, since it includes standard articles and their corresponding simple articles in English. A challenge with automatic alignment is that standard and simple articles can be written independently so they are not strictly parallel, and have very different presentation ordering. A few studies use editor comments attached to Wikipedia edit logs to extract pairs of simple and difficult words [4]. Works such as [5], use text-based similarity techniques to extract pairs of simple and standard sentences. [6] use a greedy search over the simple and standard Wikipedia documents to align sentence pairs. By taking advantage of a word-level semantic similarity measure built on top of Wiktionary and WordNet, [6] do not make assumption about the relative order of sentences in standard versus simple Wikipedia articles and obtain the highest performance. The resulting datasets of manually and automatically aligned sentence pairs are made available. This paper uses the automatic aligned sentence pairs of [6] to do semi-supervise training and manually aligned data to do adaptation and performance evaluation.

Based on this setting of using Wikipedia on text simplification, the goal of this project is to find sentence level alignment. The problem is solved by first matching a sentence to its correspoinding simple version. In order to capture rich contextual and semantic information in a sentence, we use a Convolutional Neural Network (CNN) structure to learn low-dimensional, semantic vector representation for sentence. CNN is proven successful on image[7] and speech [8]. In previous studies, convolutional notion of similarity is efficient in capturing contextual information and has been vastly applied to natural language sentence matching. In [9], a Convolutional Latent Semantic Model (CLSM) is proposed to model information retrieval, which use one global max-pooling layer and a deep structure to extract fixed length sentence-level embedding. In [10]
a deeper and more interactive convolutional structure is proposed to matching sentences, by applying multiple maxpooling and convolutional layers [11]. The objective function of these models is to maximize the similarity score between two sentence embeddings against several negative samples, which is flexible in fitting in different tasks [12]. Tasks such as paraphrase identification, information retrieval have shown great improvement when applying this deep convolutional structures. Meanwhile, [13] trained a simple CNN with one layer of convolution on top of word embeddings obtained from an unsupervised neural language model [14,15] and obtained excellent performance in sentence classification when fine tuning the pre-trained word vectors. Therefore, in this paper, we introduce pre-trained word embeddings and fine-tuning into CLSM and compare its performance with traditional letter-trigram CLSM on text simplification task. Our approach gives comparable performance as knowledge-based methods in [6]. Since the model is pre-trained, the approach is much faster when testing.

CLSM starts with each word within a temporal context window in a word sequence to directly capture contextual features at n-gram levels. Next, salient word n-gram features are extracted and then aggregated to form a sentence-level vector. Sentence level similarity can be calculated by cosine distance of vector representation of parallel sentences. CLSM fits well to our goal due to two reasons. First of all, sentence level alignment data can be used to train CLSM, then we can use CLSM to find similarity between new sentence pairs. Secondly, on max-pooling layer, salient feature are extracted. When tracing back to the neurons at max-pooling layer, n-grams that have high activation values for both sentences would have semantic matching, which could provide information of phrase-level matching, which is our next-step direction [16,17,18].

The reminder of the report is organized as follows. In section 2, CLSM and its application to text simplification is briefly introduced. In section 3, the results of experiments is described. In section 4, experimental results are analyzed, insights for extracting phrase-level matches are described. Finally, Section 5 draws overall conclusions and describes possible future work.

2 The CLSM Architecture

2.1 Letter-trigram based word n-gram representation

In order to reduce vocabulary size and reduce out-of-vocabulary problem, we use word hashing technique, which represents a word by a letter-trigram. For example, given a word 'boy', the word is represented by '#-b-o', 'b-o-y', 'o-y-#'. The \( t \) th word is represented as a count vector of letter trigrams \( f_t \). In Figure 2, the letter trigram matrix \( W_f \) denotes the letter-trigram transformation. Given the letter-trigram representation, each word trigram is represented by

\[
l_t = [f_{t-1}, ..., f_t, ..., f_{t+1}], \quad t = 1, ..., T
\]

One problem of this method is collision, i.e., two different words could have the same letter n-gram vector representation. According to [19], 500K-word vocabulary can be represented by a 30,621 dimensional vector using letter trigrams, a reduction of 16-fold in dimensionality with a negligible collision rate of 0.0044%.

While the number of English words can be unlimited, the number of letter n-grams in English (or other similar languages) is often limited. Moreover, word hashing is able to map the morphological variations of the same word to the points that are close to each other in the letter n-gram space. More importantly, while a word unseen in the training set always cause difficulties in word-based representations, it is not the case where the letter n-gram based representation is used. Thus, letter n-gram based word hashing is robust to the out-of-vocabulary problem.

2.2 Word embedding initialization and fine-tuning

Initializing word vectors with word embeddings obtained from an unsupervised neural language model is a popular method to improve performance in the absence of a large supervised training set ([20,21]).
One advantage of word embedding initialization compared to letter-trigram or bag of words is that it can significantly reduce feature dimension which could prevent overfitting and reduce computational cost. Word embedding initialization from unsupervised language model could introduce prior knowledge of the dataset, yet introduce mismatch for the specific training task at the same time. One way of solving the mismatching problem is to task specifically fine-tune the word embeddings, which shows further gain in many previous researches [13].

Among different word embedding approaches, word2vec [14] has been widely applied to different NLP tasks, and proved great performance in word similarity task. The code for word2vec is publicly available and can be trained efficiently from large corpus of natural language. word2vec has two structures: Continuous Bag-of-Words Model (CBOW) and Continuous Skip-gram Model (Skip-gram), as Figure 1. CBOW predicts the current word based on the context, and the Skip-gram predicts surrounding words given the current word. We test both structure and use Skip-gram since it gives best performance. In order to compare the performance of word embedding and letter-trigram, the context window remains the same across different experiments.

### 2.3 Convolutional layer, max pooling layer and latent semantic layer

The convolutional operation [22] can be viewed as sliding window based feature extraction. It is designed to capture the word n-gram contextual features. Consider the t-th word n-gram, the convolution matrix projects its letter-trigram representation vector $l_t$ to a contextual feature vector $h_t$, $h_t$ is computed by

$$h_t = \tanh(W_c \cdot l_t), \quad t = 1, ..., T$$

where $W_c$ is the feature transformation matrix, as known as the convolution matrix, that are shared among all word n-grams. $\tanh$ is used as the activation function of the neurons:

$$\tanh(x) = \frac{1 - e^{-2x}}{1 + e^{-2x}}$$

In order to aggregate the salient word into sentence-level feature vector, CLSM use max pooling to force the network to retain only the most useful local features produced by convolutional layers. As Figure 2, the max-pooling layer is

$$v(i) = \max_{t=1,...,T} \{h_t(i)\}, \quad i = 1, ..., K$$
2.4 Using CLSM for sentence similarity modeling

We use cosine similarity to measure the similarity between two sentences. The score between a standard and a simple sentence is defined as:

$$R(sim, std) = \cos(y_{sim}, y_{std}) = \frac{y_{sim}^T y_{std}}{||y_{sim}|| ||y_{std}||}$$  \hfill (6)

where $y_{sim}$ and $y_{std}$ are the semantic vector of the simple sentence and the standard sentence, respectively.

The data for training CLSM is the parallel simple and standard sentences from Wikipedia. CLSM is trained in a way that the score of matched sentences are maximized. In order to align sentences in simple document with sentences in standard document, for each simple sentence, 4 randomly selected standard sentences (matched sentence excluded) is collected together as its matched standard sentence. Therefore, the probability of the simple sentence paired with its matched standard sentence is given through softmax:

$$P(std^+ | sim) = \frac{\exp(R(sim, std^+))}{\sum_{std' \in std} \exp(R(sim, std'))}$$  \hfill (7)

Likewise, the probability of the standard sentence paired with its matched simple sentence is given through softmax:

$$P(sim^+ | std) = \frac{\exp(R(std, sim^+))}{\sum_{sim' \in sim} \exp(R(std, sim'))}$$  \hfill (8)

In training, the model parameters are learned to maximize the likelihood of the best match standard sentences given the target simple sentences and the best simple sentences given the target simple sentences.
That is, we minimize the following loss function

\[
L(\Lambda) = -\log \prod_{(\text{sim},\text{std}^+)} P(\text{std}^+|\text{sim}) \prod_{(\text{std},\text{sim}^+)} P(\text{sim}^+|\text{std})
\]  

(9)

3 Baseline methods

As a previous study, this work uses the same dataset and evaluation metrics as [6], which contains a sentence-level similarity score that builds on a new word-level semantic similarity, described below, together with a greedy search over the article.

3.1 Word-level similarity

Word-level similarity functions return a similarity score \(\sigma(w_1, w_2)\) between words \(w_1\) and \(w_2\). [6] introduces a novel similarity metric: structural semantic similarity. The paper compares Wordnet structural semantic similarity scores [23] with Wiktionary structural semantic similarity scores. We therefore use these two methods as our baseline. For details of extracting Wordnet and Wiktionary similarity scores, please refer to [6] and [23].

3.2 Structural semantic similarity

[6] extends the word-level similarity metric to account for both semantic similarity between words, as well as the dependency structure between the words in a sentence. A triplet is created for each word using Stanford's dependency parser [24]. Each triplet \(t_w = (w, h, r)\) consists of the given word \(w\), its head word \(h\) (governor), and the dependency relationship (e.g., modifier, subject, etc) between \(w\) and \(h\). The similarity between words \(w_1\) and \(w_2\) combines the similarity between these three features in order to boost the similarity score of words whose head words are similar and appear in the same dependency structure:

\[
\sigma_{\text{ss}^w}(w_1, w_2) = \sigma_{w^k}(w_1, w_2) + \sigma_{w^k}(h_1, h_2)\sigma_r(r_1, r_2)
\]

where \(\sigma_{w^k}\) is the WikNet similarity and \(\sigma_r(r_1, r_2)\) represents dependency similarity between relations \(r_1\) and \(r_2\) such that \(\sigma_r = 0.5\) if both relations fall into the same category, otherwise \(\sigma_r = 0\).

3.3 Greedy sequence-level alignment

To avoid aligning multiple sentences to the same content, one-to-one matches are required between sentences in simple and standard Wikipedia articles using a greedy algorithm. Similarities between all sentences \(S_{\text{std}}^{(j)}\) in the simple article and \(S_{\text{sim}}^{(i)}\) in standard article using a sentence level similarity score is first computed. Then, iteratively selects the most similar sentence pair \(S_{\text{std}}^*, S_{\text{sim}}^* = \arg\max s(S_{\text{std}}^{(j)}, S_{\text{sim}}^{(i)})\) and removes all other pairs associated with the respective sentences, repeating until all sentences in the shorter document are aligned.

4 Experiments

4.1 Data sets and experimental setup

The data for experiments is from [6]. Both manually and automatically aligned sentence pairs are available. The manually annotated dataset is used as a test set for evaluating alignment methods as well as tuning parameters for generating automatically aligned pairs across standard and simple Wikipedia. 46 article pairs are randomly selected from Wikipedia (downloaded in June 2012) that started with the character 'a'. The annotators were given three choices: Good (complete match in semantics), Good partial (contains additional clause or phrase), Partial (discuss unrelated concepts, but share a short related phrase) and Bad (completely unrelated concepts). The whole dataset include 67853 sentence pairs (277 good, 281 good
Table 1: Annotated examples: the matching regions for partial and good partial are italicized (table from [6])

|            | standard                                                                 | simple                                                                 |
|------------|---------------------------------------------------------------------------|------------------------------------------------------------------------|
| good       | Apple sauce or applesauce is a puree made of apples.                      | Applesauce (or applesauce) is a sauce that is made from stewed or mashed apples. |
| good partial | Commercial versions of applesauce are really available in supermarkets.     | It is easy to make at home, and it is also sold already made in supermarkets as a common food |
| partial    | Applesauce is a sauce that is made from stewed and mashed apples.          | Applesauce is made by cooking down apples with water or apple cider to the desired level. |

partial, 117 partial and 67178 bad). The kappa value for interannotator agreement is 0.68 (13% of articles were dual annotated). Most disagreements between annotators are confusions between partial and good partial matches. An example of good, good partial, partial pairs is listd in Table 1.

[6] release a dataset of automatically aligned sentence pairs, with a scaled threshold greater than 0.45.1 In addition, around 51.5 million potential matches, with a scaled score below 0.45, are pruned from the dataset.

In particular, the dataset use their best case method (structured Wordnet) to align sentences from 22k standard and simple articles, which were downloaded in April 2014. Based on the precision-recall tested on annotated data, a scaled threshold of 0.67 (P = 0.798, R = 0.599, F1 = 0.685) for good matches is selected, which gives the highest f1 score. The selected thresholds yield around 150k good matches, 130k good partial matches, and 110k uncategorized matches.

In order to provide more discriminative information to the model, we trace back to the article that contains the good sentence pairs and randomly select 9 sentences that have similarity score lower than 0.67 (the threshold that generate the wikipedia dump) as negative samples. Each sample contains one simple sentence, one corresponding matched standard sentence (positive), and 9 randomly selected standard sentences (negative).

4.2 Model variations

CLSM9-letter
Use letter trigram representation for each word. For the letter trigram that have frequency less than 5, replace the token as < UNK >. The total letter trigram size is 11024. This model is trained by randomly select 9 negative samples from the same article as positive sample, as described above.

CLSM12-letter
Use letter trigram representation for each word. This model is trained by randomly select 9 negative samples from the same article as positive sample and 3 negative samples randomly selected from different articles.

CLSM9-word2vec
Use Skip-gram [14] to represent each word. The word embeddings are fixed while training. If the word frequency is less than 5, the word token is replaced by < UNK >. The total vocabulary size is 108874. 100, 150, 200, 250 dimension of word embeddings are tested. Word embeddings are pre-trained by all Wikipedia articles, including both simple and standard articles.

CLSM9-word2vec-ft
Use Skip-gram to represent each word. The word embeddings are fine tuned during training. 100, 150, 200, 250 dimension of word embeddings are tested.

In order to maintain consistency, the context window is kept 3 (word-trigram) across different models. Hidden layer dimension use exactly the same parameters as [9]. The dimension of convolutional layer and
The performance of the four different models tested on automatically aligned Wikipedia sentence pairs are shown in Table 2. The whole data set is split into three parts: 150k samples for training, 5k samples for validation and 5k for testing. The parameters with the best result are used for aligning annotated dataset. The validation and testing task is to identify the best matched pair given the target simple/standard sentence and the 9 negative samples (select 1 out of 10 sentences). For CLSM12-letter model, the task is to select 1 out of 13 sentences, the within article negative sentences remains the same across different experiments.

Table 2: Experimental results for automatic aligned Wikipedia sentence pairs

| Model                  | Validation accuracy (%) | Test accuracy (%) |
|------------------------|-------------------------|-------------------|
| CLSM9-letter           | 93.8                    | 93.1              |
| CLSM12-letter          | 93.2                    | 92.8              |
| CLSM9-word2vec (100 dimension) | 92.3               | 92.8              |
| CLSM9-word2vec (150 dimension) | 92.3               | 92.1              |
| CLSM9-word2vec (200 dimension) | 92.7               | 92.4              |
| CLSM9-word2vec (250 dimension) | 92.1               | 92.7              |
| CLSM9-word2vec-ft (100 dimension) | 92.3           | 92.5              |
| CLSM9-word2vec-ft (150 dimension) | 92.6           | 92.7              |
| CLSM9-word2vec-ft (200 dimension) | 92.1           | 92.7              |
| CLSM9-word2vec-ft (250 dimension) | 92.6           | 92.2              |

From Table 2, we could see letter trigram based models (CLSM9-letter and CLSM12-letter) give the best result. Word2vec initialization and fine tuning are around the same performance. One possible reason is the data for pre-training word embedding is similar to the data training CLSM (CLSM data is a subset). Even though letter-trigram based models have much more parameters (30k × 300) than word embedding based models on convolution layer (30k × 300 for 100 dimension word embedding), the performance is not significantly improved. The computational time for CLSM9-letter on all Wikipedia pairs are over 72H, while the training time for word2vec embedding initialization is less than 4H.

In order to test the performance of sentence level alignment, we use best parameters in Table 2 to test the annotated dataset. The similarity score is calculated using Eq. 6. Then we do greedy sequence-level alignment based on the extracted score as described in Section 3.3. The precision, recall and f1 score are in Table 3. The baseline methods are described in Section 3.1. Note that Structured WordNet is the method that generates our training data for CLSM.

Table 3: Experimental results for aligning annotated data

| Model                  | Precision | Recall | F1  |
|------------------------|-----------|--------|-----|
| WordNet (Baseline)     | 0.80      | 0.60   | 0.69|
| CLSM9-letter           | 0.80      | 0.57   | 0.67|
| CLSM12-letter          | 0.81      | 0.55   | 0.66|
| CLSM9-word2vec (100 dimension) | 0.73   | 0.56   | 0.63|
| CLSM9-word2vec-ft (150 dimension) | 0.76  | 0.56   | 0.64|

From Table 3, CLSM give us a close performance as baseline method with the same precision and slightly lower recall. This indicates that our model could learn the underlying relations between sentence pairs in training data. We then tried rescoreing similarity scores generated from CLSM9-letter model and WordNet,
we further get a gain with 0.71 f1 score. Since the training data is noisy, we could get a higher performance, therefore our next step is to use part of annotated data to adapt models trained from automatically generated data.

5 Analysis

According to [9], different words with related semantic meanings activate the similar set of neurons, resulting to a high overall matching score. This fact could give us inspiration to further pinpointing phrase-level matches within sentence pairs. Therefore, for each matched sentence pairs, we first project two sentences to max-pooling layer. Then, we evaluate the activation values of neurons at the max-pooling layer, and show the indice of the neurons that have high activation values of both sentences. After that, we trace back to the words that win these neurons in both sentences. An example of high activation neurons and the words in sentence pairs are shown in Figure 3. The simple sentence is ‘The books and poems that he changed into esperanto from other languages helped to make esperanto more well-known and used’. The corresponding standard sentence is ‘His translation had an influential impact on the development of esperanto into a language of literature’. From Figure 3, ‘books and poems’ matches with ‘his translation’, while ‘make esperanto more well-known and used’ matches with ‘had an influential impact on the development of esperanto’. In this example, though there is no overlap between the two phrases, they both have high activation values at a similar set of neurons, thus lead to a sentence-level match in the semantic space. In future work, we could do phrase-level alignment based on this property of CLSM.

6 Conclusion and future work

In this project, we implemented a deep learning architecture called CLSM, the higher layer of the entire architecture is effective in generating latent semantic vector representations. CLSM is used for sentence level alignment in simple and standard Wikipedia. CLSM gives good performance in matching standard and simple sentences. However, since the training data we use is automatically generated and is thus noisy. Our next step is to adapt the model to annotated data.
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