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In a previous 'Computational Chemistry Column' [1] Th. Bally et al. carried out a comparison of the performance of two quantum chemistry programs on different computers. Such comparisons are helpful in several situations, e.g. if you plan to purchase a computer, if you ask for a grant of computer time on a national supercomputer or if you have a choice to run different programs on different computers. The previous comparison [1] showed for example that for quantum chemical calculations workstations are in general more cost-efficient than supercomputers. This situation might differ for another kind of problem. Therefore, we present here some results concerning the performance of a simulation program running on several machines including the newest national supercomputer in Mann, the NEC SX-3.

Together with quantum chemistry calculations, simulations are undoubtedly the major type of number-crunching applications in chemistry. For the nonspecialist, we present here a short description of the main features of a molecular dynamics simulation program for liquids. Imagine a number of, e.g. 500, molecules each set at a random position in a box with a velocity vector also chosen randomly. The lengths of the vectors are scaled according to the temperature. Now go ahead a certain time step, let’s say one femtosecond. That means you have to move all particles along their velocity vectors by a displacement corresponding to the femtosecond. In addition, you change the velocity vectors according to the time-step and the corresponding acceleration vectors. The latter are obtained from the forces acting on the particles, which in turn are calculated for each particle from a sum over pairs of all other particles. To evaluate these forces in the two-body approximation you have to supply the two-particle potential energy curve. Although the real program is slightly more complicated, its structure is rather simple compared to a quantum chemistry program. You loop over, e.g. 100 000, time-steps and the time-consuming part is the calculation of the forces at each step since you sum over pairs of particles, which number 124 750 (n(n-1)/2) in the above example. The computer specialist will immediately recognize that such a program is suited to vectorization.
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The program used for this comparison was written in FORTRAN77 for an *ab initio* study of neon in the condensed phase [2]. The CPU-times given for 235 270 steps have been obtained from very long runs which were needed to evaluate transport properties in equilibrium simulations from a Green-Kubo integral. The Verlet leap frog algorithm for a cubic box with periodical boundary conditions and the minimum image convention were used [3]. The program was written in such a way that it uses little RAM as well as disk space, making it possible to run it on very different machines. For the time correlation functions an algorithm to be used in connection with tapes was adapted so that the data needed can be accumulated during the simulation. On scalar computers Verlet neighbour lists were used. The Table shows the absolute and relative performance on different computers and gives a minimal description of the computer type. The relative performance is taken as the speed relative to the DEC VAX-8800 main-frame computer.

All the calculations were performed on a single processor, even on machines where several processors were available. It is seen that the relative performance of the supercomputers is in this case better than for the quantum chemical calculations, although the cost/performance ratio is probably still in favour of the workstations. To optimize the overall speed, the vector machines usually have to do unnecessary calculations because a vectorization is not (or only partially) possible when 'if-statements' are present in loops. E.g., the vector processors on the two Convex machines and on the VAX-6000 hardly accelerated the calculation. This means that a Mflop-comparison would give a better performance for vector machines, but it would not be a very realistic comparison. On the other hand, it is possible that the performance could still be improved on the vector machines by rewriting the program, trying to vectorize the list-algorithm. A further question is whether the relative performance on scalar and vector machines depends much on the number of particles in such a simulation. For a check, we performed two short calculations with 2048 particles. The one on a scalar machine (INDIGO) utilizing the Verlet-list-algorithm takes 7.5 times longer, the one on the vector machine (NEC) without this algorithm 14.2 times longer than the simulation with 500 particles. This should be compared with a scaling by n^2. 16.8. This means that longer vectors hardly help to decrease the n^2-scaling.

We should perhaps comment on three machines which are quite new on the market. The INDIGO from Silicon Graphics, which is marketed as personal computer but reaches the performance of several workstations, the Convex3210 and the NEC SX-3. The latter is of interest because supercomputers with vectorprocessors show usually very different performances in different benchmarks. This comparison gives probably one of the first numbers from "real life".

In conclusion, we should mention some problems associated with this comparison. As we did not want to waste computer time, these measurements were taken from runs needed for our research [2]. The conditions (e.g. the pressure of the liquid neon) were slightly different for different runs, resulting in estimated errors of 5-10% in the above comparison. Similar or even larger errors might occur from inaccurate CPU-time measurements (on some multi-user computers the reported time might change up to 20% depending on the load of the machine). The program might not be optimized on each machine. In particular one might ask whether a fair comparison should use a different algorithm on a scalar than on a vector machine.

We decided to use different algorithms, but on different scalar machines we used the same code and the same is essentially valid for different vector processors (some details were modified and on the Convex the optimized linpack/eispack library was not available).
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**Table. Absolute and Relative Performance of the MD Simulation Program on Different Computers**

| Computer      | CPU-time/h | Rel. Perform. | Characteristics |
|---------------|------------|---------------|-----------------|
| Macintosh IiCI| 1300       | 0.24          | PC, Mac-OS, Language Systems Fortran (OPT = 3) |
| DEC VAX-8600  | 660        | 0.47          | WS, VMS, VAX Fortan V5 |
| CONVEX C120   | 334        | 0.93          | ConvexOS V9.1, CONVEX Fortran (fc -O2),VP |
| DEC VAX-8800  | 310        | 1.00          | MF, VMS, VAX Fortan V5 |
| DEC VAX-6000  | 120        | 2.7           | MF, VMS, VAX Fortan V5, VP |
| SG IRIS/INDIGO| 92         | 3.4           | PC, IRIX 4.0, SG Fortran (777 -04) |
| CONVEX C3210  | 87         | 3.6           | ConvexOS V9.1, CONVEX Fortran (fc -O2 -pd8), VP |
| DECStation 5000/200 | 88 | 3.6 | RS, RISC-ULTRIX, DEC Fortran (777 -04)
| SG IRIS 4D/320 | 30       | 10.0          | RS, IRIX 3.33, SG Fortran (777 -04) |
| IBM RS/6000-550 | 10.0   | 10.0          | SC, UNICOS 6.0,eff77 5.0,VP |
| CRAY Y-MP     | 8.0        | 39.0          | SC, SUPER-UX 2.11,eff77x5.0, VP |
| NEC SX-3/22   | 2.6        | 120.0         | --- |

*Options: FFLAGS = -Zv -c -Wf -e�nsx -dp -i 46 -o vector,aggress LIBS = -lsci.*