Continuous time-reversal and equality in the thermodynamic uncertainty relation
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We introduce a continuous time-reversal operation which connects the time-forward and time-reversed trajectories in the steady state of an irreversible Markovian dynamics via a continuous family of stochastic dynamics. This continuous time-reversal allows us to derive a tighter version of the thermodynamic uncertainty relation (TUR) involving observables evaluated relative to their local mean value. Moreover, the family of dynamics realizing the continuous time-reversal contains an equilibrium dynamics halfway between the time-forward and time-reversed dynamics. We show that this equilibrium dynamics, together with an appropriate choice of the observable, turns the inequality in the TUR into an equality. We demonstrate our findings for the example of a particle diffusing in a tilted periodic potential.

The behavior of a system under time-reversal is one of its fundamental physical properties. While most microscopic laws of physics are invariant under time-reversal, this is generally not true for macroscopic systems. In addition to the energy-driven transitions between microscopic states, we also have to account for entropy, i.e., the number of microscopic states that are compatible with a certain macroscopic state. Thus, even if two macroscopic states are energetically equivalent, the likelihood of observing them may be vastly different, and the transitions from less likely to more likely macroscopic states lead to a breaking of time-reversal symmetry and an increase in entropy.

Irreversibility is made explicit in the framework of stochastic thermodynamics; there, the entropy production $\Delta S_{\tau}^{\text{irr}}$, during a time-interval $[0, \tau]$ is defined via the probabilities $P_\tau(\Gamma)$ and $P_\tau^\dagger(\Gamma)$ of observing a given trajectory $\Gamma$ of the system forward and time-reversed process, respectively [12],

$$\Delta S_{\tau}^{\text{irr}} = D_{\text{KL}}(P_\tau \| P_\tau^\dagger) = \int d\Gamma \; P_\tau(\Gamma) \ln \left( \frac{P_\tau(\Gamma)}{P_\tau^\dagger(\Gamma)} \right). \quad (1)$$

$D_{\text{KL}}$ denotes the Kullback-Leibler (KL) divergence. The entropy production is positive, except when the system is symmetric under time reversal, $P_\tau(\Gamma) = P_\tau^\dagger(\Gamma)$. The definition Eq. (1) agrees with the thermodynamic definition of entropy for systems in contact with a heat bath, and also implies a stochastic entropy production along a single trajectory [12],

$$\Sigma_\tau(\Gamma) = \ln \left( \frac{P_\tau(\Gamma)}{P_\tau^\dagger(\Gamma)} \right), \quad (2)$$

such that its average is $\langle \Sigma_\tau \rangle = \Delta S_{\tau}^{\text{irr}}$.

Intuitively, the entropy production $\Delta S_{\tau}^{\text{irr}}$ should also control to what degree physical observables can exhibit irreversibility. This connection is made explicit in the thermodynamic uncertainty relation (TUR) [3–7]. The TUR, which applies to steady states of irreversible Markovian dynamics, is an inequality between the average and fluctuations of an observable time-integrated current $J_\tau$ and the entropy production $\Delta S_{\tau}^{\text{irr}}$,

$$\frac{(\langle J_\tau \rangle)^2}{\text{Var}(J_\tau)} \leq \frac{1}{2} \Delta S_{\tau}^{\text{irr}}, \quad (3)$$

Here, $\langle J_\tau \rangle$ denotes the average accumulated current up to time $\tau$ (see Eq. (14)) and $\text{Var}(J_\tau) = \langle (J_\tau)^2 \rangle - \langle J_\tau \rangle^2$ is the variance. The TUR is a tradeoff relation between precision and dissipation [3–7]: For a fixed average amount of physical quantity (particles, work, heat, ...) being transported, the product of fluctuations and dissipation cannot be less than the bound Eq. (3); thus small fluctuations imply large dissipation.

The TUR relates the statistics of an current, which is odd under time reversal, $\langle J_\tau \rangle = -\langle J_\tau^\dagger \rangle$, to the entropy production, which quantifies the asymmetry of the trajectories under time-reversal. This suggests that this symmetry may be responsible for Eq. (3). A variant of the TUR, in which the right-hand side is proportional to the exponential of the entropy production, was derived from this symmetry in Ref. [10]. However, this bound is generally less tight than Eq. (3) [11]. In this Letter, we show that, indeed, the TUR is the consequence of the symmetry under a different type of time-reversal operation.

In general, time-reversal is a discrete operation, replacing the time-forward with the time-reversed process. Our main result is that for the systems satisfying the TUR, there also exists a continuous time-reversal operation. This operation describes a family of processes, parameterized by $\theta \in [-1, 1]$, which connects the time-forward process at $\theta = 1$ to the time-reversed process at $\theta = -1$. For any value of $\theta$, we have $\Sigma_\theta = \theta \Sigma_\tau$ and $\langle J_\theta \rangle = \theta \langle J_\tau \rangle$, so that the stochastic entropy production Eq. (2) and symmetry of currents both extend in a natural way to the continuous case. Further, every member of the family has the same steady state $p_{\text{st}}^\theta = p_{\text{st}}$. Intuitively, the continuous time-reversal operation can be thought of as adiabatically changing the direction of the irreversible flows in the system: First, we reduce the magnitude of the flows while keeping the steady state fixed; at $\theta = 0$, the flows vanish and the system is in equilibrium. Then, we increase the magnitude of the flows in
the opposite direction until at \( \theta = -1 \), all the flows have the same magnitude but opposite direction.

The continuous nature of this time-reversal operation allows us to derive tighter inequalities, as compared to a discrete operation. Instead of an exponential bound \[10\], we obtain the linear inequality Eq. \[3\]. As our second main result, we further obtain two variants of the TUR, the relative TUR (RTUR), and the steady TUR (STUR), which allows us to derive tighter inequalities, as compared to a bounded exponential bound.

Compared to Eq. \[3\], the difference is in the denominator on the left-hand side. In Eq. \[4\], the fluctuations of the current are replaced by the fluctuations in the equilibrium process at \( \theta = 0 \). In Eq. \[5\], we are interested in the relative local mean current \( \tilde{J}_r \), which is the current for a particle moving with the local mean velocity, see Eq. \[24\]. We refer to Eq. \[3\] as the relative TUR (RTUR). In most cases of interest, we have \( \text{Var}(\tilde{J}_r) < \text{Var}(J_r) \) and both Eq. \[4\] and Eq. \[5\] are tighter inequalities than the TUR \[3\]. In particular, both Eq. \[4\] and Eq. \[5\] reduce to an equality when we choose the stochastic entropy production as the observable, \( J_r = \Sigma_r \). This is in contrast to the TUR, which reduces to the Fano-factor inequality derived in Ref. \[12\].

Continuous time-reversal. For simplicity, we focus on the case of an overdamped Langevin dynamics in the following. We consider a system of \( N \) degrees of freedom \( x(t) = (x_1(t), \ldots, x_N(t)) \) whose motion is described by the overdamped Langevin equation during the time-interval \( t \in [0, \tau] \) \[13\]

\[
\dot{x}(t) = a(x(t)) + G \cdot \xi(t).
\] (6)

Here, \( a(x) \) is the drift vector, and we assume that the matrix \( G \) has full rank such that the diffusion matrix \( B = GG^\dagger/2 \), where the superscript \( T \) denotes transposition, is positive definite. \( \xi(t) \) is a vector of uncorrelated Gaussian white noises. The extension to a coordinate dependent matrix \( G(x) \) is provided in the Supplemental Material (SM) \[14\]. The paradigmatic example is a system of \( N \) particles with systematic forces \( f(x) \), which diffuse in an environment described by a mobility \( \mu \) and a temperature \( T \). In this case, we have \( a(x) = \mu f(x) \) and \( B = \mu k_B T 1 \). We assume that \( a(x) \) and \( B \) give rise to a time-independent state in the long-time limit, i.e., that the solution of the associated Fokker-Planck equation for the probability density \( p(x, t) \) \[13\],

\[
\partial_t p(x, t) = -\nabla \cdot (\nu(x, t)p(x, t)) \quad \text{with} \quad \nu(x, t) = a(x) - B \nabla \ln p(x, t),
\] (7)

tends, as \( t \to \infty \), towards a steady state solution \( p_{\text{st}}(x) \) with local mean velocity \( \nu_{\text{st}}(x) \). Physically, the local mean velocity \( \nu_{\text{st}}(x) \) characterizes the irreversible local flows in the system \[13\] \[10\]. Since, generally, the system described by Eq. \[6\] is out of equilibrium, these flows do not vanish even in the steady state. We use the local mean velocity to write the drift vector as

\[
a(x) = \nu_{\text{st}}(x) + B \nabla \ln p_{\text{st}}(x).
\] (8)

Eq. \[8\] may be viewed as a decomposition of the drift vector into an irreversible part \( \nu_{\text{irr}}(x) \) and a reversible part \[15\] \[19\]. We introduce a modified drift vector,

\[
a^\theta(x) = \theta \nu_{\text{st}}(x) + B \nabla \ln p_{\text{st}}(x),
\] (9)

with a parameter \( \theta \in [-1, 1] \), and consider the corresponding Langevin dynamics

\[
\dot{x}(t) = a^\theta(x(t)) + G \cdot \xi(t).
\] (10)

Compared to Eq. \[3\], we have rescaled the irreversible part of the drift vector, while leaving the reversible part unchanged. It is straightforward to verify that the steady-state solution for Eq. \[37\] is given by \( p^\theta_{\text{st}}(x) = p_{\text{st}}(x) \) and \( \nu^\theta_{\text{st}}(x) = \theta \nu_{\text{st}}(x) \), i.e., we obtain the same steady-state density as Eq. \[6\] and a local mean velocity scaled by a factor \( \theta \). The family of dynamics Eq. \[37\] was previously studied in Ref. \[20\], where it was shown to lead to generalized fluctuation theorems. Here and in the following, we use a superscript \( \theta \) to refer to quantities evaluated in the dynamics with drift vector Eq. \[37\]; quantities without a superscript refer to Eq. \[6\]. For each value of \( \theta \), Eq. \[37\] generates a path probability density \( P^\theta_\tau[\dot{x}] \), which measures the probability of observing a specific trajectory \( \dot{x} = (x(t))_{t \in [0, \tau]} \). For each trajectory, we can also consider its time-reversed version \( \dot{x}^\dagger = (x(\tau - t))_{t \in [0, \tau]} \). For the dynamics Eq. \[37\] in the steady state, this time-reversed trajectory defines the path probability of the reverse process, \( P^{\theta,\dagger}_\tau[\dot{x}] = P^\theta_\tau[^\dagger \dot{x}] \). A technical but straightforward calculation (see Eq. (S50) of the SM \[14\]) shows that the time-reversed path probability satisfies

\[
D_{\text{KL}}(P^{\theta,\dagger}_\tau[\dot{x}] \parallel P^\theta_\tau[^\dagger \dot{x}]) = 0.
\] (11)

If the KL divergence between two probability densities vanishes, then the two probability densities are equivalent: any average evaluated with respect to either of them yields the same result. From this, we can conclude that the dynamics Eq. \[37\] at \( \theta = -1 \) is equivalent to the time-reversed dynamics at \( \theta \). In particular, Eq. \[37\] for \( \theta = -1 \) yields the time-reversed dynamics of Eq. \[6\], see Ref. \[19\]. Thus, for a general non-equilibrium dynamics, Eq. \[37\] provides a continuous interpolation between the original, time-forward dynamics for \( \theta = 1 \) and the time-reversed dynamics for \( \theta = -1 \). For \( \theta = 0 \), the irreversible part of the drift vanishes and Eq. \[37\] describes an equilibrium system. However, this does not necessarily correspond to the intuitive, “physical” equilibrium. The reason is that, when driving a system out of equilibrium by applying a non-conservative force, the steady state density \( p_{\text{st}}(x) \) is generally different from the equilibrium
state $p_{\text{eq}}(x)$ in the absence of the driving. By contrast, for Eq. (37), with $\theta = 0$, the steady state $p_{\text{st}}(x)$ is the equilibrium state.

**Thermodynamic uncertainty relation.** While Eq. (36) provides a relation between the time-reversed dynamics at $-\theta$ and the time-forward dynamics at $\theta$, we also obtain a relation between the time-forward dynamics at two different values of $\theta$ (see Eq. (S32) of the SM (14)),

$$D_{KL}(P^\theta_{\tau}[\hat{x}] \| P^\theta_{\tau}[\hat{x}]) = \frac{1}{4}(\theta' - \theta)^2 \Delta S_{\text{irr}, \tau}. \quad (12)$$

For $\theta = 1$ and $\theta' = -1$, this is precisely Eq. (1). Surprisingly, the entropy production only characterizes the difference between the forward and reverse dynamics, but also between any two members of the family of dynamics Eq. (37). Next, we establish the connection between Eq. (37) and time-integrated currents. The latter are defined as

$$J_\tau = \int_0^\tau dt \ w(x(t)) \circ \dot{x}(t), \quad (13)$$

where $w(x)$ is a weighting function and $\circ$ is the Stratonovich product. If $w(x) = e$ is a constant vector of unit length, then $J_\tau$ is the displacement along the direction $e$. Another physically relevant choice is $w(x) = f(x)$, in which case $J_\tau$ is the heat dissipated into the surrounding environment. The steady-state average of Eq. (60) is given by

$$\langle J_\tau \rangle = \tau \int dx \ w(x(t)) \cdot \nu_{\text{st}}(x)p_{\text{st}}(x). \quad (14)$$

Since this is proportional to the local mean velocity, the average current in the dynamics with Eq. (37) exhibits the same scaling,

$$\langle J_\tau \rangle^\theta = \theta \langle J_\tau \rangle, \quad (15)$$

and we have $\langle J_\tau \rangle^0 = 0$ and $\langle J_\tau \rangle^{-1} = -\langle J_\tau \rangle$; the average current vanishes in equilibrium and time reversal changes its sign. Now, we return to Eq. (12) and focus on the case $\theta' = \theta + d\theta$ with $d\theta \ll 1$. Using the fluctuation-response inequality for linear response derived in Ref. (21), we have

$$\frac{(\langle J_\tau \rangle^{\theta + d\theta} - \langle J_\tau \rangle^\theta)^2}{2\text{Var}^\theta(\langle J_\tau \rangle)} \leq D_{KL}(P^\theta_{\tau}[\hat{x}] \| P^{\theta + d\theta}_{\tau}[\hat{x}]). \quad (16)$$

Using Eq. (12) and Eq. (64), this yields

$$\frac{(\langle J_\tau \rangle^\theta)^2}{\text{Var}^\theta(\langle J_\tau \rangle)} \leq \frac{1}{2}\Delta S_{\text{irr}}. \quad (17)$$

Since this is valid for any value of $\theta \in [-1, 1]$, we may also maximize the left-hand side over $\theta$, which yields

$$\frac{(\langle J_\tau \rangle^\theta)^2}{\inf_\theta(\text{Var}^\theta(\langle J_\tau \rangle))} \leq \frac{1}{2}S_{\tau}. \quad (18)$$

This bound is tighter than Eq. (3): further, any value of $\theta$ yields a valid bound. In particular, we may choose $\theta = 1$ and obtain $\theta = 0$ and obtain Eq. (1). We remark that Eq. (17) is conceptually different from previous formulations of the TUR, since it relates observables evaluated in different dynamics.

The variance is the second cumulant of the current. However, if the distribution of the current is not Gaussian, the current also possesses non-vanishing higher-order cumulants. These can be calculated from the cumulant generating function

$$K^\theta_{\tau}(h) = \ln \int d\hat{x} \ e^{hJ_\tau[\hat{x}]P^\theta_{\tau}[\hat{x}]}, \quad (19)$$

in terms of which the $n$-th cumulant $\kappa^{(n),\theta}_{\tau}$ is defined as $\partial_h^nK^\theta_{\tau}(h)|_{h=0}$. Since the currents are odd under time-reversal, this satisfies

$$K^\theta_{\tau}(h) = K^\theta_{\tau}(-h), \quad (20)$$

that is, even cumulants are invariant under the change $\theta \rightarrow -\theta$, while odd cumulants change sign. This implies

$$\kappa^{(n),\theta}_{\tau} = 0 \quad \text{for } n \text{ odd}, \quad (21)$$

all odd cumulants vanish in the equilibrium state at $\theta = 0$. As demonstrated in Eq. (S84) of the SM (14), we may also use the higher-order cumulants to obtain a generalization of Eq. (18),

$$\Delta S_{\text{irr}} \geq \sup_{h,\theta} \left( \frac{h^2\langle (J_\tau)^2 \rangle}{K^\theta_{\tau}(h) - h\theta\langle J_\tau \rangle} \right). \quad (22)$$

This reduces to Eq. (18) in the limit $h \rightarrow 0$, but yields a tighter bound if the higher-order cumulants of the current are known. In particular, for $\theta = 1$, we obtain a higher-order TUR,

$$\Delta S_{\text{irr}} \geq \sup_{h} \left( \frac{h^2\langle (J_\tau)^2 \rangle}{K^\theta_{\tau}(h) - h\theta\langle J_\tau \rangle} \right). \quad (23)$$

**Current fluctuations.** We define the local mean value $\bar{J}_\tau$ of the current Eq. (60) by replacing the velocity with its local mean value,

$$\bar{J}_\tau = \int_0^\tau dt \ w(x(t)) \cdot \nu_{\text{st}}(x(t)), \quad (24)$$

and the current relative to the local mean value $\delta J_\tau = J_\tau - \bar{J}_\tau$. From the definition, it is clear that $\langle J_\tau \rangle = \bar{J}_\tau$ and $\langle \delta J_\tau \rangle = 0$, i.e., only $\bar{J}_\tau$ contributes to the average current. Evaluating the average of $\delta J_\tau$ in the dynamics Eq. (37), we obtain

$$\langle \delta J_\tau \rangle^\theta = (\theta - 1)\langle J_\tau \rangle \Rightarrow \langle \delta J_\tau \rangle^{\theta + d\theta} - \langle \delta J_\tau \rangle^\theta = d\theta \langle J_\tau \rangle. \quad (25)$$

Using this in Eq. (16), we obtain the inequality

$$\frac{(\langle J_\tau \rangle^\theta)^2}{\text{Var}^\theta(\delta J_\tau)} \leq \frac{1}{2}S_{\tau}. \quad (26)$$
For \( \theta = 1 \), we find the RTUR (5) involving the current relative to its local mean value. Generally, \( \text{Var}(\delta J_r) \) may be larger or smaller than \( \text{Var}(J_r) \), and thus, either the TUR or the RTUR may be tighter. However, the relation \( \text{Var}(J_r) \geq \text{Var}(\delta J_r) \) often holds in practice, where Eq. (5) thus provides a tighter bound than Eq. (3). We provide an example for this behavior below.

**Entropy fluctuations.** An important case of a time-integrated current Eq. (66) is \( \mathbf{w}(x) = B^{-1}\nu_{st}(x) \), for which \( J_r = \Sigma_r \) is equal to the stochastic entropy production Eq. (2).

\[
\Sigma_r \mathbf{[x]} = \ln \frac{P_r \mathbf{[x]}}{P_r^T \mathbf{[x]}}.
\] (27)

The equivalence between Eq. (66) with \( \mathbf{w}(x) \) as above and Eq. (27) is established in section I.B. of the SM [14]. Written in this way \( \Sigma_r \) explicitly depends on the path statistics of the entire ensemble. For the dynamics Eq. (37) we may similarly write

\[
\Sigma_r^\theta \mathbf{[x]} = \ln \frac{P_r^\theta \mathbf{[x]}}{P_r^T \mathbf{[x]}}.
\] (28)

Using the definition of \( \Sigma_r^\theta \) in terms of \( \mathbf{w}(x) = B^{-1}\nu_{st}(x) \) together with the scaling of the local mean velocity \( \nu_{st}(x) = \theta\nu_{st}(x) \), we immediately find

\[
\Sigma_r^\theta \mathbf{[x]} = \theta \Sigma_r \mathbf{[x]}.
\] (29)

This means that the parameter \( \theta \) determines the relative likelihood of observing a trajectory as a forward or reverse trajectory in the dynamics with Eq. (37), with both possibilities being equally likely at \( \theta = 0 \). Evaluating the variance of \( \Sigma_r \) (see Ref. [12] and Eq. (S72) of the SM [14]), we find

\[
\text{Var}(\Sigma_r) = \text{Var}(\Sigma_r^\theta) + \text{Var}(\delta \Sigma_r).
\] (30)

Formally, Eq. (108) is equivalent to the introduction of an entropic time in Ref. [12]: The quantity \( \Sigma_r \) can be interpreted as a dimensionless, stochastic time coordinate. Then, \( \delta \Sigma_r \) is equal to the entropy production measured in units of the stochastic time. As was shown in Ref. [12], this implies that the distribution of \( \delta \Sigma_r \) is Gaussian. Further, we have the identities

\[
\text{Var}(\delta \Sigma_r) = 2\Delta S_{\text{irr}} \approx \text{Var}(\delta \Sigma_r).
\] (31)

Comparing the first identity to the RTUR (5), we see that the latter turns into an equality. The second identity turns Eq. (4) into an equality. Using this, we may write the variational expression

\[
\sup_{J, \theta} \left( \frac{(\langle J_r \rangle)^2}{\text{Var}^\theta(\langle J_r \rangle)} \right) = \sup_{J} \left( \frac{(\langle J_r \rangle)^2}{\text{Var}^\theta(\delta J_r)} \right) = \frac{1}{2}\Delta S_{\text{irr}},
\] (32)

which characterizes the equality condition for the TUR (3) and the RTUR (5). Close to equilibrium, we have

\[
\text{Var}(\Sigma_r) \approx \text{Var}(\delta \Sigma_r) \quad \text{and the TUR turns into an equality by choosing the stochastic entropy production as an observable [22, 23].}
\]

Indeed, the relation \( \text{Var}(\Sigma_r) \approx 2\Delta S_{\text{irr}} \) follows from the fluctuation-dissipation theorem [24, 25]. Far from equilibrium, this breaks down, and there is generally no observable that turns the TUR into an equality; to realize the equality, we have to replace the current fluctuations with their equilibrium value at \( \theta = 0 \). This suggests that the presence of excess fluctuations out of equilibrium prohibits equality in the TUR. On the other hand, equality in the RTUR (5) may always be realized by choosing the stochastic entropy production as an observable. Just like the velocity relative to the local mean velocity recovers the equilibrium fluctuation-dissipation theorem [16], the current relative to the local mean value recovers the equilibrium equality condition for the TUR.

**Demonstration: Tilted periodic potential.** We illustrate our results using a paradigmatic example of a non-equilibrium steady state. We consider a Brownian particle in one dimension with mobility \( \mu \) and at temperature \( T \), which moves in a periodic potential \( U(x + L) = U(x) \). This situation is described by the Langevin equation

\[
\dot{x}(t) = -\mu(U'(x(t)) + F) + \sqrt{2\mu k_B T}\xi(t).
\] (33)

The system is driven out of equilibrium by the constant bias force \( F \). The (periodic) steady state probability density and local mean velocity for this system may be computed explicitly, see [26] and Section IV of the SM [14]. Since the steady state probability density differs from the Boltzmann-Gibbs density \( p_{\text{eq}}(x) \propto e^{-U(x)/(k_B T)} \), the equilibrium state for \( \theta = 0 \) does not coincide with the physical equilibrium at \( F = 0 \). In the following, we focus on the displacement \( z_r \) of the particle with \( w(x) = 1 \) in Eq. (66). In the long-time limit, displacement behaves diffusively \( \text{Var}(z_r) \approx 2D_s \tau_r \); an explicit expression for the diffusion coefficient \( D_s \) was derived in Ref. [26].

One remarkable feature appears for low temperatures and a bias force close to the critical value \( F_{\text{crit}} \), at which the minima of the tilted potential disappear. Under these conditions, the diffusion coefficient can be orders of magnitude larger than the free diffusion coefficient in the absence of the periodic potential \( D_{z, \text{free}} = \mu k_B T \). As a function of the bias, the diffusion coefficient is small for small bias, reaches a maximum near critical tilt and then decreases towards the free value, see Fig. 1. However, this enhancement of diffusion is absent in the displacement relative to the local mean value: The corresponding diffusion coefficient \( D_{z, r} \) increases monotonously towards the free value and is always smaller than \( D_s \), see Fig. 1.

As a consequence, we have

\[
\eta_z = \frac{2\langle (z_r)^2 \rangle^2}{\text{Var}(z_r)\Delta S_{\text{irr}}} \leq \eta_{\delta z} = \frac{2\langle (z_r)^2 \rangle^2}{\text{Var}(\delta z_r)\Delta S_{\text{irr}}} \leq 1,
\] (34)

i.e. the RTUR (5) is tighter than the TUR (3). For small bias (near equilibrium), \( \eta_z \) approaches unity. For large bias, the potential becomes negligible and the system behaves like biased diffusion, where \( \eta_z \) likewise approaches
behavior in D respond to an equilibrium dynamics, the non-monotonic F that, while both the steady-state probability density. Finally, we remark and thus \( \nu \) increases (decreases) monotonically when changing \( \theta \) from 0 to 1, see the insets of Fig. 1.

Discussion. The dynamics Eq. (3) provide a natural way to interpolate between the time-forward and the time-reversed dynamics, replacing a discrete operation with a continuous one. A continuous operation can be represented by a series of infinitesimal steps, which can then be analyzed individually, reconstructing the entire operation from the individual steps. In the present context, this allows us to apply the linear-response fluctuation-response inequality Eq. (16), providing a tighter inequality than can be obtained by directly comparing the time-forward and time-reversed process (see also Section III of the SM [14]).

In many applications, non-equilibrium states are obtained by driving an equilibrium system, for example by applying non-conservative force. In this case, the non-equilibrium system has a natural equilibrium counterpart. However, for a given non-equilibrium state, this equilibrium is not unique; the same non-equilibrium state may be obtained by driving two different systems in different ways. Thus, knowledge about the equilibrium system may not necessarily tell us anything about the non-equilibrium state. By contrast, the continuous time-reversal operation continuously connects a non-equilibrium steady state to a unique equilibrium system with the same steady state. As demonstrated in the insets of Fig. 1, the physical properties of the system change in a much more controlled fashion between this unique equilibrium and the non-equilibrium state, when compared with the physical equilibrium state. If this type of behavior can be shown to be generic, this may provide a new approach of characterizing non-equilibrium states in terms of equilibrium states and their well-understood properties.

A practical application of the TUR Eq. (3) is to estimate the entropy production and thus dissipation by measuring a current in the system [27–30]. Since the dissipation is often not directly accessible in experiments, relating it to measurable quantities is crucial. Then, an obvious question is how good the lower estimate Eq. (3) on the entropy production can be. The generally tighter bounds Eq. (4) and Eq. (5) restrict the quality of this estimate in terms of the fluctuations of the current. If we have \( \text{Var}(J_\tau) \geq \text{Var}^0(J_\tau) \), then this immediately implies that the estimate from the TUR will be too small by at least this amount.

While in this work, we focused on overdamped Langevin dynamics, the notion of continuous time-reversal and the results of this Letter also apply to Markov jump dynamics, as we will discuss in an upcoming publication [31]. Since the TUR follows explicitly as a consequence of the continuity, we speculate that finding a continuous time-reversal symmetry may serve as a way to extend the TUR to other classes of dynamics. Whether such an operation exists depends on the dynamics; for example, it is known that the TUR can be violated in the presence of magnetic fields which transform in a discrete manner under time-reversal [32]. Sim-
ilarly, it would be interesting to explore whether recent extensions of the TUR to non-steady initial states \[33\], time-periodic \[34,36\] or arbitrary time-dependent driving \[37\] can be connected to the existence of a generalized continuous time-reversal operation.
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### I. PATH PROBABILITY DENSITY AND CONTINUOUS TIME-REVERSAL

#### A. Forward and time-reverse path probability for Langevin dynamics

In the main text, we focused on a Langevin dynamics with position-independent diffusion matrix. For the sake of generality, we include the possibility of a state-dependent diffusion matrix in the following. The corresponding Langevin equation reads

\[ \dot{x}(t) = a(x(t)) + G(x(t)) \cdot \xi(t), \]  

(36)

where \( \xi(t) \) is a vector of mutually independent standard Gaussian white noises and \( \cdot \) denotes the Ito-product. As in the coordinate-independent case \( G(x) \) is assumed to have full rank for any \( x \). The diffusion matrix is then the symmetric, positive definite matrix \( B(x) = G(x)G(x)^T \). In Eq. (37) of the main text, we introduced the parameterized Langevin dynamics

\[ \dot{x}(t) = \theta_{s\text{t}}(x(t)) + \phi_{s\text{t}}(x(t)) + G(x(t)) \cdot \xi(t), \]  

(37)

with parameter \( \theta \in [-1, 1] \). Here, \( \nu_{st}(x) \) is the steady state local mean velocity and we defined the reversible part of the drift vector

\[ \phi_{s\text{t}}(x) = (\nabla^T B(x)) - B(x) \nabla \ln p_{\text{st}}(x). \]  

(38)

The path probability density for this process can be constructed from the short-time solution of the associated Fokker-Planck equation for the transition probability density [13]

\[ \partial_t p^\theta(x, t \mid y, s) = -\nabla^T \left( (a^\theta(x) - \nabla B(x)) p(x, t \mid y, s) \right), \]  

(39)

where we defined the vector operator \( \nabla B(x) \) with components \( (\nabla B(x)f(x))_i = \partial_{x_i}(B_{ij}(x)f(x)) \). In the limit of small time-differences \( dt \to 0 \), the solution is given by the Gaussian propagator

\[ p^\theta_0(x, t + dt \mid y, t) \approx \frac{1}{\sqrt{(4\pi dt)^N \det(B(y))}} \exp \left[ \frac{1}{4dt} (x - y - a^\theta(y)dt)^T B^{-1}(y) (x - y - a^\theta(y)dt) \right]. \]  

(40)

where \( N \) is the dimension of \( x \). Since Eq. (37) has no explicit time-dependence, we may drop the reference to \( t \) and define

\[ p^\theta_{0t,0}(x \mid y) = p^\theta_0(x, t + dt \mid y, t) \]  

(41)

Note that here, we choose to write the propagator in initial-point discretization, i.e., we evaluate the drift vector and diffusion matrix at the coordinate \( y \) associated with the initial time \( t \). We may also write the propagator by evaluating these terms at \( z = (1 - \alpha)y + \alpha x \) with \( \alpha \in [0, 1] \), which leads to the propagator [18]

\[ p^\theta_{0t,\alpha}(x \mid y) \approx \frac{1}{\sqrt{(4\pi dt)^N \det(B(z))}} \exp \left[ -\frac{1}{4dt} \left[ x - y - a^\theta(z)dt - 2\alpha \nabla B(z)dt \right]^T B^{-1}(z) \left[ x - y - a^\theta(z)dt - 2\alpha \nabla B(z)dt \right] \right. \]  

\[ \left. - \alpha \nabla^T a^\theta(y)dt + \alpha^2 \mathcal{H}_B(z)dt \right], \]  

(42)

where we defined

\[ \mathcal{H}_B(z) = \sum_{i,j} \partial_{x_i} \partial_{x_j} B_{ij}(x) \bigg|_{x=z}. \]  

(43)
Here, we adopted the convention that derivatives enclosed in brackets only act on terms inside, e. g. \( \nabla f(x) | g(x) = g(x) \nabla f(x) \) while \( \nabla f(x) g(x) = f(x) \nabla g(x) + g(x) \nabla f(x) \). The additional terms in the exponent reflect the requirement that \( p^\theta(x, t + dt | y, t) \) should be a normalized probability density with respect to \( x \) to leading order in \( dt \), i. e. \( \int dx \, p^\theta(x, t + dt | y, t) = 1 + O(dt^2) \) (note that for \( \alpha \neq 0 \), expression also depends on \( x \) implicitly via \( z \)). The propagator for any choice of \( \alpha \) is equivalent to leading order in \( dt \), however, the choice of \( \alpha \) becomes relevant for the reverse propagator (see below). From Eq. (40), we construct the probability density of a discretized trajectory \( \hat{x}_k = (x_k, x_{K-1}, \ldots, x_1, x_0) \) with \( K = \tau / dt \) steps and \( \tau \) being the length of the observation time-interval. This is given by

\[
\mathbb{P}_K^\theta[\hat{x}] = \prod_{k=1}^{K} p^\theta_{dt,0}(x_k | x_{k-1}) p^\theta(x_0, 0),
\]

where \( p(x_0, 0) \) is the (given) initial probability density. From this, the continuous-time path probability density is defined as the corresponding limit

\[
\mathbb{P}_K^\theta[\hat{x}] = \lim_{dt \to 0} \mathbb{P}_K^\theta[\hat{x}]
\]

while keeping \( \tau = K dt \) fixed. As discussed in Ref. [18], when defining the stochastic entropy production as

\[
\Sigma^\theta_\tau = \ln \frac{\mathbb{P}_K^\theta[\hat{x}]}{\mathbb{P}_K^\theta[\hat{x}]} ,
\]

the time-reversed path probability \( \mathbb{P}_K^{\theta, \dagger}[\hat{x}] \) generally involves four operations: i) reversing the trajectory \( \hat{x} = (x(t))_{t \in [0, \tau]} \to \hat{x}^\dagger = (x(\tau - t))_{t \in [0, \tau]} \), ii) reversing the protocol of any explicitly time-dependent parameters \( a(x, t) \to a(x, \tau - t) \), iii) reversing the sign of odd-parity variables and iv) changing the discretization scheme from \( \alpha \to 1 - \alpha \). Since in Eq. (42), there are no explicitly time-dependent parameters and all variables have even parity, the time-reversed path probability is given by

\[
\mathbb{P}_K^{\theta, \dagger}[\hat{x}] = \prod_{k=1}^{K} p^\theta_{dt, 1}(x_{K-k} | x_{K-k+1}) p^\theta(x_K, \tau).
\]

**B. Stochastic entropy production**

Consequently, we may write the stochastic entropy production as

\[
\Sigma^\theta_\tau[\hat{x}] = \lim_{dt \to 0} \sum_{k=1}^{K} \ln \frac{p^\theta_{dt, 0}(x_k | x_{k-1})}{p^\theta_{dt, 1}(x_{k-1} | x_k)} + \ln \frac{p^\theta(x(0), 0)}{p^\theta(x(\tau), \tau)}
\]

The second term is precisely the stochastic change in Shannon entropy. In the first term, we have to evaluate

\[
\ln \frac{p^\theta_{dt, 0}(x_k | x_{k-1})}{p^\theta_{dt, 1}(x_{k-1} | x_k)} = -\frac{1}{4dt} \left( (x_k - x_{k-1}) - a^\theta(x_{k-1}) dt \right)^T B^{-1} (x_{k-1}) (x_k - x_{k-1}) - a^\theta(x_{k-1}) dt
\]

\[
= (x_{k-1} - x_k - a^\theta(x_{k-1}) dt - 2 \nabla B(x_{k-1}) dt)^T B^{-1} (x_{k-1}) (x_{k-1} - x_k - a^\theta(x_{k-1}) dt - 2 \nabla B(x_{k-1}) dt)
\]

\[
+ \nabla^T a^\theta(x_{k-1}) dt - H_B(x_{k-1}) dt.
\]

Canceling terms and using that \( B(x) \) is symmetric, we end up with

\[
\ln \frac{p^\theta_{dt, 0}(x_k | x_{k-1})}{p^\theta_{dt, 1}(x_{k-1} | x_k)} = \left[ a^\theta(x_{k-1}) - \nabla B(x_{k-1}) \right]^T B^{-1} (x_{k-1}) (x_{k-1} - x_k - a^\theta(x_{k-1}) dt
\]

\[
= \left[ a^\theta(x_{k-1}) - \nabla B(x_{k-1}) \right]^T B^{-1} (x_{k-1}) \left[ a^\theta(x_{k-1}) - \nabla B(x_{k-1}) \right] + \nabla^T a^\theta(x_{k-1}) dt - H_B(x_{k-1}) dt.
\]

In the continuous-time limit, this can be written as

\[
\Sigma^\theta_\tau[\hat{x}] = \int_0^\tau dt \left[ a^\theta(x(t)) - \nabla B(x(t)) \right]^T B^{-1} (x(t)) \circ \hat{x}(t) + \ln \frac{p^\theta(x(0), 0)}{p^\theta(x(\tau), \tau)},
\]

\( \tau \to 0 \).
where $\circ$ is the Stratonovich product. In order to show the equivalence of the two expressions, we define

$$w(x) = \left[a^\theta(x) - \nabla B(x)\right]^T B^{-1}(x)$$

and use the Itô-formula

$$w^T(x(t)) \circ \dot{x}(t) = w^T(x(t)) \cdot \dot{x}(t) + \text{tr}(B(x(t)) \mathcal{J}_w(x(t))),$$

where $\mathcal{J}_w(x)$ is the Jacobian of $w(x)$ and $\text{tr}$ denotes the trace, to convert between the Stratonovich- and Itô-formulation. Plugging this into Eq. (51), Eq. (50) follows by explicit calculation. We note that, in the steady state, the probability density is independent of $\theta$, $p^\theta_{st}(x) = p_{st}(x)$. To see this, we first consider the steady-state equation for $\theta = 1$,

$$0 = -\nabla^T(\nu_{st}(x)p_{st}(x)) \quad \text{with} \quad \nu_{st}(x) = a(x) - \nabla B(x) - B(x)\nabla \ln p_{st}(x).$$

Writing the corresponding equation for arbitrary $\theta$ explicitly in terms of $\nu_{st}(x)$, we have

$$0 = -\nabla^T \left(\theta \left[a(x) - \nabla B(x) + B(x)\nabla \ln p_{st}(x) - \nabla B(x) - B(x)\nabla \ln p_{st}(x)\right] - \nabla B(x)\right)p^\theta_{st}(x)$$

$$= -\nabla^T \left(\theta \nu_{st}(x) - B(x) \left[\nabla \ln \frac{p^\theta_{st}(x)}{p_{st}(x)}\right]\right)p^\theta_{st}(x).$$

Comparing this to Eq. (64), it is obvious that $p^\theta_{st}(x) = p_{st}(x)$ is a solution, and, since the solution to the present class of Fokker-Planck equations is unique, it is also the only one. Further, we can identify the steady-state local mean velocity corresponding to Eq. (57) as $\nu^\theta_{st}(x) = \theta \nu_{st}(x)$. In the steady state, we thus have for Eq. (51)

$$\Sigma^\theta_{tr} [\dot{x}] = \int_0^T dt \left[a^\theta(x(t)) - \nabla B(x(t))\right]^T B^{-1}(x(t)) \circ \dot{x}(t) + \ln \frac{p_{st}(x(0))}{p_{st}(x(T))}.$$  

Then, we may write the Shannon term as

$$\ln \frac{p_{st}(x(0))}{p_{st}(x(T))} = -\int_0^T dt \, d_t \ln p_{st}(x(t)) = -\int_0^T dt \, \nabla \ln p(x(t)) \circ \dot{x}(t).$$

Plugging this into Eq. (56), we can combine the first and second term

$$\Sigma^\theta_{tr} [\dot{x}] = \int_0^T dt \left[a^\theta(x(t)) - \nabla B(x(t)) - B(x(t))\nabla \ln p_{st}(x(t))\right]^T B^{-1}(x(t)) \circ \dot{x}(t).$$

Using the scaling of the steady-state local mean velocity, we finally obtain

$$\Sigma^\theta_{tr} [\dot{x}] = \theta \Sigma_{tr} [\dot{x}] = \theta \int_0^T dt \, \nu^\theta_{st}(x(t)) B^{-1}(x(t)) \circ \dot{x}(t),$$

which is Eq. (??) of the main text. Summarizing the discussion so far, we have shown that choosing a weighting factor $\rho(x) = B^{-1}(x)\nu_{st}(x)$ in the definition of the time-integrated current reproduces the stochastic entropy production and that Eq. (37) leads to a factor $\theta$ in the latter compared to the dynamics at $\theta = 1$.

C. Average entropy production

Next, we want to evaluate the average of Eq. (46) with respect to the path probability $\mathbb{P}^\theta[\dot{x}]$ in the steady state. To do so, we first consider an arbitrary current

$$J_{tr} [\dot{x}] = \int_0^T dt \, w^T(x(t)) \circ \dot{x}(t) = \int_0^T dt \left(w^T(x(t)) \cdot \dot{x}(t) + \text{tr}(B(x(t)) \mathcal{J}_w(x(t)))\right)$$

$$= \int_0^T dt \left(w^T(x(t))(a^\theta(x(t)) + G(x(t)) \cdot \xi(t)) + \text{tr}(B(x(t)) \mathcal{J}_w(x(t)))\right).$$
Since the noise is white, the average of the second term vanishes while the remaining terms only depend on the position at time $t$ and their average thus reduces to an average taken with respect to the steady-state probability density $p_{\text{st}}(x)$,

$$
\langle J_\tau \rangle^\theta = \tau \left( \langle w^T a^\theta \rangle_{\text{st}} + \langle \text{tr}(B^T J_w) \rangle_{\text{st}} \right).
$$

(61)

In this expression, the second term is explicitly given by

$$
\langle \text{tr}(B^T J_w) \rangle_{\text{st}} = \int dx \ p_{\text{st}}(x) \sum_{i,j} B_{ij}(x) \partial_{x_j} \rho_i(x)
$$

(62)

$$
= - \int dx \ \sum_{i,j} \rho_i(x) \partial_{x_j} (B_{ij}(x) p_{\text{st}}(x))
$$

$$
= - \int dx \ w^T(x) \left[ \nabla B(x) + B(x) \nabla \ln p_{\text{st}}(x) \right] p_{\text{st}}(x),
$$

(63)

where we integrated by parts from the first to the second line. With this, we find

$$
\langle J_\tau \rangle^\theta = \tau \langle w^T \nu_{\text{st}} \rangle_{\text{st}} = \tau^2 \langle \nu_{\text{st}} \rangle_{\text{st}} = \theta \langle J_\tau \rangle.
$$

(64)

Applying this result to the average of $\Sigma^\theta_{\tau}$, Eq. (56), we obtain

$$
\langle \Sigma^\theta_{\tau} \rangle^\theta = \theta^2 \tau \int dx \ \nu_{\text{st}}^T(x) B^{-1}(x) \nu_{\text{st}}(x) = \theta^2 \langle \Sigma_\tau \rangle = \theta^2 \Delta S_{\text{irr},\tau}.
$$

(65)

We remark that since $B(x)$ is positive definite, this expression is always positive, except when the local mean velocity vanishes. The positivity also follows from the fact that the average of $\Sigma^\theta_{\tau}$ may be expressed as a Kullback-Leibler (KL) divergence,

$$
\langle \Sigma^\theta_{\tau} \rangle^\theta = \int \mathcal{D} \hat{x} \ p^\theta_{\text{st}}(\hat{x}) \ln \frac{p^\theta_{\text{st}}(\hat{x})}{p^\theta_{\text{st}}(\hat{x})} = D_{\text{KL}}(p^\theta_{\text{st}}(\hat{x}) || p^\theta_{\text{st}}(\hat{x})),
$$

(66)

D. Different values of $\theta$

While in Eq. (46), we computed the log-ratio between the forward and time-reverse path probability density for a single value of $\theta$, we may formally also choose different values of $\theta$ and compute the log-ratios between the forward, and the forward and time-reverse path probabilities,

$$
\Xi_{\tau}^{\theta_1,\theta_2}(\hat{x}) = \ln \frac{p^\theta_1_{\text{st}}(\hat{x})}{p^\theta_2_{\text{st}}(\hat{x})},
$$

(67a)

$$
\Xi_{\tau}^{\theta_1,\theta_2}(\hat{x}) = \ln \frac{p^\theta_\tau_{\text{st}}(\hat{x})}{p^\theta_{\text{st}}(\hat{x})}.
$$

(67b)

Eq. (67a) is the path ratio between two path probabilities with different drift vectors. This is given by Girsanov’s lemma [35, 38], and its average evaluates to

$$
\langle \Xi_{\tau}^{\theta_1,\theta_2} \rangle^{\theta_1} = D_{\text{KL}}(p^\theta_{\tau_{\text{st}}}(\hat{x}) || p^\theta_{\text{st}}(\hat{x})) = \frac{\tau}{4} \int dx \ (a^{\theta_1}(x) - a^{\theta_2}(x))^T B^{-1}(x) (a^{\theta_1}(x) - a^{\theta_2}(x)) p_{\text{st}}(x)
$$

(68)

$$
= \frac{\tau}{4} (\theta_1 - \theta_2)^2 \int dx \ \nu_{\text{st}}^T(x) B^{-1}(x) \nu_{\text{st}}(x) p_{\text{st}}(x)
$$

$$
= \frac{\tau}{4} (\theta_1 - \theta_2)^2 \Delta S_{\text{irr},\tau}.
$$

The KL divergence is a measure of how distinguishable two probability densities are, and thus the entropy production acts as a distance measure on the family of dynamics Eq. (37). Next, for Eq. (67b) we find, in analogy to Eq. (50)

$$
\ln \frac{p^\theta_{\tau_{\text{st}}}(x_{k-1} | x_k)_{\text{st}}}{p^\theta_{\tau_{\text{st}}}(x_{k-1} | x_k)_{\text{st}}} = \frac{1}{4} [a^{\theta_1}(x_{k-1}) + a^{\theta_2}(x_{k-1}) - 2 \nabla B(x_{k-1})] B^{-1}(x_{k-1}) (x_k - x_{k-1} - a^{\theta_1}(x_{k-1})) dt
$$

(69)

$$
+ \frac{1}{4} [a^{\theta_1}(x_{k-1}) + a^{\theta_2}(x_{k-1}) - 2 \nabla B(x_{k-1})] B^{-1}(x_{k-1}) [a^{\theta_1}(x_{k-1}) + a^{\theta_2}(x_{k-1}) - 2 \nabla B(x_{k-1})] dt
$$

$$
+ \nabla a^{\theta_1}(x_{k-1}) dt - \mathcal{H}_B(x_{k-1}) dt.
$$
Taking the average, the first term again cancels, and we have

$$\langle \Xi_{\tau}^{\theta_1, \theta_2} \rangle^{\theta_1} = D_{KL}(\mathbb{P}^{\theta_1}_{\tau} || \mathbb{P}^{\theta_2}_{\tau} | | \mathbb{x})$$

(70)

$$= \tau \int dx \left[ \frac{1}{4} [a^{\theta_1}(x) + a^{\theta_2}(x) - 2\nabla B(x)]^T B^{-1}(x) [a^{\theta_1}(x) + a^{\theta_2}(x) - 2\nabla B(x)] + \nabla^T a^{\theta_2}(x) - H_B(x) \right] p_{st}(x).$$

Using the explicit expression for $a^{\theta}(x)$, we rewrite

$$a^{\theta_1}(x) + a^{\theta_2}(x) - 2\nabla B(x) = (\theta_1 + \theta_2)\nu_{st}(x) + 2B(x)\nabla \ln p_{st}(x).$$

(71)

Then we obtain

$$\langle \Xi_{\tau}^{\theta_1, \theta_2} \rangle^{\theta_1} = \tau \int dx \left[ \frac{1}{4} (\theta_1 + \theta_2)^2 \nu_{st}^T B^{-1}(x) \nu_{st} + (\theta_1 + \theta_2) \nu_{st}^T (x) \nabla \ln p_{st}(x) + \left[ \nabla \ln p_{st}(x) \right]^T B(x) \left[ \nabla \ln p_{st}(x) \right] ight.$$

$$+ \theta_2 \nabla^T \nu_{st}(x) + \nabla^T (\nabla B(x) + B(x) \nabla \ln p_{st}(x) - H_B(x)) p_{st}(x).$$

(72)

Using Eq. (54), we have $\nabla^T \nu_{st}(x) = -\nu_{st}^T(x) \nabla \ln p_{st}(x)$. Further, we have that $H_B(x) = \nabla^T (\nabla B(x))$ and thus

$$\langle \Xi_{\tau}^{\theta_1, \theta_2} \rangle^{\theta_1} = \tau \int dx \left[ \frac{1}{4} (\theta_1 + \theta_2)^2 \nu_{st}^T B^{-1}(x) \nu_{st} + (\theta_1 + \theta_2) \nu_{st}^T (x) \nabla \ln p_{st}(x) + \left[ \nabla \ln p_{st}(x) \right]^T B(x) \left[ \nabla \ln p_{st}(x) \right] ight.$$

$$+ \nabla^T (B(x) \nabla \ln p_{st}(x)) \right] p_{st}(x).$$

(73)

Next, we are going to prove the identity

$$I \equiv \int dx \ p_{st}(x) \left[ \nabla \ln p_{st}(x) \right]^T B(x) \left[ \nabla \ln p_{st}(x) \right] + \nabla^T a(x) - H_B(x) = 0.$$ 

(74)

To do so, we introduce the function $\psi(x) = -\ln p_{st}(x)$, for which we obtain from Eq. (54) the nonlinear partial differential equation

$$0 = a^T(x) \nabla \psi(x) - \nabla^T a(x) - \nabla^T (\nabla B(x) \psi(x)) + \left[ \nabla \psi(x) \right]^T B(x) \left[ \nabla \psi(x) \right] + (1 + \psi(x)) H_B(x).$$

(75)

Using this, we can write the left-hand side of Eq. (74) as

$$I = 2 \int dx \ p_{st}(x) \left( \nabla^T a(x) - H_B(x) \right) - \int \left( \int dx \ p_{st}(x) \left( a^T(x) \nabla \psi(x) - \nabla^T (\nabla B(x) \psi(x)) + \psi(x) H_B(x) \right) \right).$$

In order to facilitate the following calculation, we write the second term explicitly in component form

$$I_1 = -\int dx \ p_{st}(x) \left( \sum_i a_i(x) \partial_{x_i} \psi(x) - \sum_{i,j} \partial_{x_i} \partial_{x_j} (B_{ij}(x) \psi(x)) + \psi(x) \sum_{i,j} \partial_{x_i} \partial_{x_j} B_{ij}(x) \right).$$

(76)

We integrate by parts with respect to $x_i$ in the first term,

$$I_1 = \int dx \ \psi(x) \sum_i \partial_{x_i} (a_i(x) p_{st}(x)) + p_{st}(x) \sum_{i,j} \partial_{x_i} \partial_{x_j} (B_{ij}(x) p_{st}(x)) - p_{st}(x) \psi(x) \sum_{i,j} \partial_{x_i} \partial_{x_j} B_{ij}(x).$$

(77)

Once again, we use Eq. (54) to write

$$\sum_i \partial_{x_i} (a_i(x) p_{st}(x)) = \sum_{i,j} \partial_{x_i} \partial_{x_j} (B_{ij}(x) p_{st}(x))$$

(78)

and, using this,

$$I_1 = \sum_{i,j} \int dx \left( \psi(x) \partial_{x_i} \partial_{x_j} \left( B_{ij}(x) p_{st}(x) \right) + p_{st}(x) \partial_{x_i} \partial_{x_j} \left( B_{ij}(x) \psi(x) \right) - p_{st}(x) \psi(x) \partial_{x_i} \partial_{x_j} B_{ij}(x) \right).$$

(79)
We again integrate by parts with respect to \( x_i \) and use \( \partial_{x_i} p_{st}(x) = -p_{st}(x) \partial_{x_i} \psi(x) \) to write
\[
I_1 = 2 \sum_{i,j} \int dx \ p_{st}(x) \left[ \partial_{x_i} \psi(x) \right] B_{ij}(x) \left[ \partial_{x_j} \psi(x) \right]
\]
\[
- \sum_{i,j} \int dx \left( - [\partial_{x_i} p_{st}(x)] \partial_{x_j} B_{ij}(x) + \psi(x) \left[ \partial_{x_i} p_{st}(x) \right] \partial_{x_j} B_{ij}(x) - [\partial_{x_i} (p_{st}(x) \psi(x))] \partial_{x_j} B_{ij}(x) \right)
\]
\[
= 2 \int dx \ p_{st} \left[ \nabla \psi(x) \right]^T B(x) \left[ \nabla \psi(x) \right],
\]
which implies \( I = 0 \) and thus Eq. (74). This has two consequences: First, integrating by parts, we can rewrite \( I \) as
\[
I = \int dx \ \nu_{stT}(x) \nabla p_{st}(x) = - \int dx \ p_{st}(x) \nabla^T \nu_{st}(x) = 0.
\]
Applying this to Eq. (73), we see that the term proportional to \( \theta_1 \) vanishes,
\[
\langle \Xi^{\theta_1, \theta_2} \rangle_{\theta_1} = \tau \int dx \left[ \frac{1}{4} (\theta_1 + \theta_2)^2 \nu_{stT} B^{-1}(x) \nu_{st} + \left[ \nabla \ln p_{st}(x) \right]^T B(x) \left[ \nabla \ln p_{st}(x) \right] \right.
\]
\[
+ \left. \nabla^T (B(x) \nabla \ln p_{st}(x)) \right] p_{st}(x).
\]
Second, we can replace the second term in the above expression using Eq. (74),
\[
\langle \Xi^{\theta_1, \theta_2} \rangle_{\theta_1} = \tau \int dx \left[ \frac{1}{4} (\theta_1 + \theta_2)^2 \nu_{stT} B^{-1}(x) \nu_{st} - \nabla^T \nu_{st}(x) \right] p_{st}(x),
\]
where, again the second term cancels. Finally, we then find for the path ratio Eq. (67b)
\[
\langle \Xi^{\theta_1, \theta_2} \rangle_{\theta_1} = D_{KL}(P_\tau^{\theta_1} || P_\tau^{\theta_2, \dagger} | \hat{x} \rangle) = \frac{1}{4} (\theta_1 + \theta_2)^2 \Delta S^\text{irr}.
\]
In particular, for \( \theta_1 = -\theta \) and \( \theta_2 = \theta \), this gives
\[
D_{KL}(P_\tau^{-\theta} || P_\tau^{\theta, \dagger} | \hat{x} \rangle) = 0,
\]
which is Eq. (77) of the main text. This implies that the time-reversed path probability density for \( \theta \) is indistinguishable from the forward path probability density for \(-\theta\), and thus, that the dynamics at \(-\theta\) is equivalent to the time-reversed dynamics at \(\theta\).

II. FLUCTUATIONS OF STOCHASTIC CURRENTS

Here, we want to obtain an explicit expression for the variance of a time-integrated stochastic current defined in Eq. (60). We broadly follow the calculation of Ref. [12]. Formally, we may write the second moment of the current as the average
\[
\left\langle (J_\tau)^2 \right\rangle^\theta = \int_0^\tau dt \int_0^\tau ds \left\langle \left( w^T(t) \cdot \hat{x}(t) + tr(B(t)J_w(t)) \right) \left( w^T(s) \cdot \hat{x}(s) + tr(B(s)J_w(s)) \right) \right\rangle^\theta,
\]
where, in the interest of a more compact notation, we write \( f(x(t)) = f(t) \). First, we note that the average is symmetric with respect to exchanging \( t \) and \( s \) and thus,
\[
\left\langle (J_\tau)^2 \right\rangle^\theta = \int_0^\tau dt \int_0^\tau ds \left\langle \left( w^T(t) \cdot \hat{x}(t) + tr(B(t)J_w(t)) \right) \left( w^T(s) \cdot \hat{x}(s) + tr(B(s)J_w(s)) \right) \right\rangle^\theta.
\]
Replacing \( \dot{x}(t) \) using Eq. \( 37 \), we find that there are three distinct contributions

\[
\left( \langle J \rangle^2 \right)^\theta = 2 \int_0^\tau dt \int_0^t ds \left\langle \left( w^T(t) a(t) + tr(B(t) J_w(t)) \right) \left( w^T(s) a(s) + tr(B(s) J_w(s)) \right) \right\rangle^\theta
\]

\[
+\int_0^\tau dt \int_0^t ds \left\langle \left( w^T(t) a(t) + tr(B(t) J_w(t)) \right) \left( w^T(s) G(s) \cdot \xi(s) \right) + [t \leftrightarrow s] \right\rangle^\theta
\]

\[
+\int_0^\tau dt \int_0^t ds \left\langle \left( w^T(t) G(t) \cdot \xi(t) \right) \left( w^T(s) G(s) \cdot \xi(s) \right) \right\rangle^\theta.
\]

We now introduce the local mean velocity by writing (see Eq. \( 37 \))

\[ a^\theta(x) = \theta \nu_{st}(x) + \phi_{st}(x), \]

and define the functions

\[ \mu(x) = w^T(x) \nu_{st}(x), \quad \psi(x) = w^T(x) \phi_{st}(x) + tr(B(x) J_w(x)). \]

In terms of this notation, we can write the second moment as

\[
\left( \langle J \rangle^2 \right)^\theta = 2 \int_0^\tau dt \int_0^t ds \left\langle \left( \theta \mu(t) + \psi(t) \right) \left( \theta \mu(s) + \psi(s) \right) \right\rangle^\theta
\]

\[
+\int_0^\tau dt \int_0^t ds \left\langle \left( \theta \mu(t) + \psi(t) \right) \left( w^T(s) G(s) \cdot \xi(s) \right) + \left( \theta \mu(s) + \psi(s) \right) \left( w^T(t) G(t) \cdot \xi(t) \right) \right\rangle^\theta
\]

\[
+\int_0^\tau dt \int_0^t ds \left\langle \left( w^T(t) G(t) \cdot \xi(t) \right) \left( w^T(s) G(s) \cdot \xi(s) \right) \right\rangle^\theta.
\]

Since the noise is white, the term in the third line only contributes for \( t = s \) and evaluates to

\[
\int_0^\tau dt \int_0^\tau ds \left\langle \left( w^T(t) G(t) \cdot \xi(t) \right) \left( w^T(s) G(s) \cdot \xi(s) \right) \right\rangle^\theta = 2 \int_0^\tau dt \left\langle w^T(t) B(t) w(t) \right\rangle^\theta,
\]

where we used \( G(x) G^T(x) = 2B(x) \) and the noise correlation \( 1 \) is the \( N \times N \) identity matrix

\[
\langle \xi^T(t) \xi(s) \rangle = 1 \delta(t - s).
\]

Likewise, the white-noise property means that \( \xi(s) \) is independent of the trajectory \( x(t) \) for \( t < s \), and thus the second term in the second line vanishes. However, since the trajectory for \( t > s \) depends on the value of the noise at time \( s \), we need to evaluate these correlations. A convenient way to do this is via Doob-conditioning \([39, 40]\), where a stochastic process \( z(s), s < t \) is constructed, which corresponds to the subset of trajectories of Eq. \( 37 \), which end at a fixed value \( x(t) = x_0 \). This method has been used in Ref. \([12]\) to evaluate the fluctuations of the entropy production. As a result, we find a general expression for a correlation function of the type

\[
\langle f(x(t), x(s)) \rangle = \left\{ \begin{array}{ll}
\int dx \int dy \ p(x, t; y, s) f(x, y) G^T(y) \nabla_y \ln p(x, t|y, s) & \text{for } t > s \\
0 & \text{for } t \leq s,
\end{array} \right.
\]

where \( f(x, y) \) is a differentiable function and \( p(x, t, y, s) \) denotes the joint and \( p(x, t|y, s) = p(x, t; y, s)/p(y,s) \) the conditional probability density. Applying this to the above expression, we find

\[
\int_0^\tau dt \int_0^t ds \left\langle \left( \theta \mu(t) + \psi(t) \right) \left( w^T(s) G(s) \cdot \xi(s) \right) \right\rangle^\theta
\]

\[
= \int_0^\tau dt \int_0^t ds \int dx \int dy \ p^\theta(x, t; y, s) \left( \theta \mu(x) + \psi(x) \right) \left( w^T(y) B(y) \nabla_y \ln p^\theta(x, t|y, s) \right).
\]

To proceed, we focus on the steady state. Then, integrating by parts with respect to \( y \) and using \( p^\theta(x, t; y, s) = p^\theta(x, t|y, s) p_{st}(y) \), we obtain

\[
\int_0^\tau dt \int_0^t ds \left\langle \left( \theta \mu(t) + \psi(t) \right) \left( w^T(s) G(s) \cdot \xi(s) \right) \right\rangle^\theta
\]

\[
= -\int_0^\tau dt \int_0^t ds \int dx \int dy \ p^\theta(x, t; y, s) \left( \theta \mu(x) + \psi(x) \right) \psi(y).
\]
The second term cancels the first term in the above expression for $\psi_C$ where the matrix for this choice of $\rho$ corresponding weighting function is given by

$$\Sigma^{\rho}_{\tau}(\mathbf{x}) = 2\int dt \int^t ds \int d\mathbf{x} \int d\mathbf{y} \left( \theta \mu(\mathbf{x}) + \psi(\mathbf{x}) \right) \left( \theta \mu(\mathbf{y}) + \psi(\mathbf{y}) \right) p^\rho(\mathbf{x}, t; \mathbf{y}, s)$$

(98)

$$- 4 \int dt \int^t ds \int d\mathbf{x} \int d\mathbf{y} \left( \theta \mu(\mathbf{x}) + \psi(\mathbf{x}) \right) \psi p^\rho(\mathbf{x}, t; \mathbf{y}, s)$$

$$+ 2\tau \int d\mathbf{x} \rho^T(\mathbf{x}) B(\mathbf{x}) \rho(\mathbf{x}) p_{st}(\mathbf{x}) - (\langle r^{\rho}_{\tau} \rangle)^2.$$

Canceling terms and using the result for the average Eq. (64), we finally find

$$\text{Var}^\rho(J_\tau) = 2\theta^2 \int dt \int^t ds \int d\mathbf{x} \int d\mathbf{y} \mu(\mathbf{x}) \mu(\mathbf{y}) \left( p^\rho(\mathbf{x}, t; \mathbf{y}, s) - p_{st}(\mathbf{x}) p_{st}(\mathbf{y}) \right)$$

(99)

$$+ 2\tau \int d\mathbf{x} \rho^T(\mathbf{x}) B(\mathbf{x}) \rho(\mathbf{x}) p_{st}(\mathbf{x}) - 2 \int dt \int^t ds \int d\mathbf{x} \int d\mathbf{y} \psi(\mathbf{x}) \psi p^\rho(\mathbf{x}, t; \mathbf{y}, s).$$

This can be related to the local mean current defined in Eq. (77),

$$\partial_t \mathbf{J}^\rho_{\tau} = \mathbf{w}^T(\mathbf{x}) \mathbf{B}(\mathbf{x}) \mathbf{w}(\mathbf{x}) p_{st}(\mathbf{x}) - 2 \int dt \int^t ds \int d\mathbf{x} \int d\mathbf{y} \psi(\mathbf{x}) \psi p^\rho(\mathbf{x}, t; \mathbf{y}, s).$$

(100)

by noting that the term in the first line is precisely the variance of this quantity

$$\text{Var}^\rho(J_\tau) = 2\theta^2 \int dt \int^t ds \int d\mathbf{x} \int d\mathbf{y} \mu(\mathbf{x}) \mu(\mathbf{y}) \left( p^\rho(\mathbf{x}, t; \mathbf{y}, s) - p_{st}(\mathbf{x}) p_{st}(\mathbf{y}) \right).$$

(101)

Similarly, the terms in the third line of Eq. (99) are obtained as the variance of the relative current $\delta J^\rho_{\tau} = J_\tau - \bar{J}^\rho_{\tau}$

$$\text{Var}^\rho(\delta J^\rho_{\tau}) = 2\tau \int d\mathbf{x} \rho^T(\mathbf{x}) B(\mathbf{x}) \mathbf{w}(\mathbf{x}) p_{st}(\mathbf{x}) - 2 \int dt \int^t ds \int d\mathbf{x} \int d\mathbf{y} \psi(\mathbf{x}) \psi p^\rho(\mathbf{x}, t; \mathbf{y}, s).$$

(102)

Then, the term in the second line of Eq. (99) is immediately identified as the covariance,

$$\text{Cov}^\rho(J_\tau, \delta J^\rho_{\tau}) = \theta \int dt \int^t ds \int d\mathbf{x} \int d\mathbf{y} \left( \mu(\mathbf{x}) \psi(\mathbf{x}) - \mu(\mathbf{x}) \psi(\mathbf{y}) \right) p^\rho(\mathbf{x}, t; \mathbf{y}, s).$$

(103)

For the specific observable $J_\tau = \Sigma^{\rho}_{\tau}$ i.e. the stochastic entropy production Eq. (46), we saw in Eq. (58) that the corresponding weighting function is given by $\mathbf{w}(\mathbf{x}) = B^{-1}(\mathbf{x}) \mathbf{v}^{\rho}_{st}(\mathbf{x})$. We calculate the function $\psi(\mathbf{x})$ (see Eq. (91) for this choice of $\rho(\mathbf{x})$,

$$\psi(\mathbf{x}) = \mathbf{v}^{\rho,T}_{st}(\mathbf{x}) B^{-1}(\mathbf{x}) \left( \nabla^T B(\mathbf{x}) \right) + \mathbf{v}^{\rho,T}_{st}(\mathbf{x}) \nabla \ln p_{st}(\mathbf{x}) + \text{tr}(C(\mathbf{x})),$$

(104)

where the matrix $C(x)$ has entries

$$C_{ij}(\mathbf{x}) = \sum_{k,l} B_{ik}(\mathbf{x}) \partial_{x_j} \left( \nu_{st,l}(\mathbf{x}) (B^{-1}(\mathbf{x}))_{ik} \right)$$

(105)

$$= \partial_{x_j} \nu_{st,ij}(\mathbf{x}) - \sum_{k,l} B_{ik}(\mathbf{x}) \nu_{st,l}(\mathbf{x}) (B^{-1}(\mathbf{x}) \partial_{x_j} B(\mathbf{x}) (B^{-1}(\mathbf{x}))_{ik})_{lk}.$$

The second term cancels the first term in the above expression for $\psi(x)$ and we obtain

$$\psi(\mathbf{x}) = \nabla^T \mathbf{v}^{\rho,T}_{st}(\mathbf{x}) + \mathbf{v}^{\rho,T}_{st}(\mathbf{x}) \nabla \ln p_{st}(\mathbf{x}) = \frac{1}{p_{st}(\mathbf{x})} \nabla^T (\nu_{st}^{\rho}(\mathbf{x}) p_{st}(\mathbf{x})) = 0,$$

(106)

since this is precisely the steady state condition. For the stochastic entropy production, we thus find

$$\text{Var}^\rho(\delta \Sigma^{\rho}_{\tau}) = 2\tau \int d\mathbf{x} \mathbf{v}^{\rho,T}_{st}(\mathbf{x}) B^{-1}(\mathbf{x}) \nu_{st}^{\rho}(\mathbf{x}) = 2\Delta^{\text{int},\rho}_{\tau}$$

(107)
This means that $\Sigma_{\tau}$ and $\delta \Sigma_{\tau}$ are statistically independent and the variance of the latter is precisely twice the average entropy production. We thus obtain Eq. (??) of the main text for $\theta = 1$,
\[
\text{Var}(\Sigma_{\tau}) = \text{Var}(\bar{\Sigma}_{\tau}) + \text{Var}(\delta \Sigma_{\tau}).
\] (108)

In Ref. [12], the first term was identified with the fluctuations of an entropic time. Further, we find from Eq. (99) for the variance of a current in the equilibrium dynamics at $\theta = 0$
\[
\text{Var}^\theta(J_{\tau}) = 2\tau \int dx \ w^T(x) B(x) w(x)p_{\tau}(x) - 2 \int_0^\tau dt \int_0^t ds \int dx \ y(x) y(x)p^\theta(x, t; y, s). \tag{109}
\]

For the stochastic entropy production, we saw above that we have $\psi(x) = 0$ and thus
\[
\text{Var}^\theta(\Sigma_{\tau}) = 2\Delta S_{\tau}^{\text{irr}}, \tag{110}
\]
which, together with Eq. (107) gives Eq. (??) of the main text.

III. BOUNDS ON THE CURRENT CUMULANT GENERATING FUNCTION AND COMPARISON BETWEEN CONTINUOUS AND DISCRETE TIME-REVERSAL

Using the continuous time-reversal and in particular Eq. (68), we can give a concise derivation of the quadratic lower bound on the cumulant generating function discussed in Refs. [4, 22, 41]. We start from the Kullback-inequality [12]
\[
D_{\text{KL}}(p^b || p^a) \geq \sup_h \left( h\langle J_{\tau}\rangle^b - K^a_h(h) \right), \tag{111}
\]
where $K^a_h(h)$ denotes the cumulant generating function evaluated using the probability density $p^a(x)$,
\[
K^a_h(h) = \ln \int dx \ e^{h\psi(x)p^a(x)}. \tag{112}
\]

This inequality relates the KL divergence between two arbitrary probability densities $p^b(x)$ and $p^a(x)$ to the average of some quantity with respect to $p^b(x)$ and the cumulant generating function with respect to $p^a(x)$. For the the continuous time-reversal operation, we can choose $p^b = \mathbb{P}^{\theta_1}$ and $p^a = \mathbb{P}^{\theta_2}$, which results in the inequality
\[
D_{\text{KL}}(\mathbb{P}^{\theta_1}[\hat{x}] || \mathbb{P}^{\theta_2}[\hat{x}]) \geq \sup_h \left( h\langle J_{\tau}\rangle^{\theta_1} - K^{\theta_2}_{J_{\tau}}(h) \right) \tag{113}
\]
\[
\Leftrightarrow \frac{(\theta_1 - \theta_2)^2}{4} S_{\tau}^{\text{irr}} \geq \sup_h \left( h\theta_1 \langle J_{\tau}\rangle - K^{\theta_2}_{J_{\tau}}(h) \right),
\]
where we used the explicit expression Eq. (68) for the KL divergence and the scaling of the average current with $\theta_1$. Since the inequality holds for any $h$, we may rewrite this as a bound on the cumulant generating function
\[
K^{\theta_2}_{J_{\tau}}(h) \geq h\theta_1 \langle J_{\tau}\rangle - \frac{1}{4}(\theta_1 - \theta_2)^2 \Delta S_{\tau}^{\text{irr}}, \tag{114}
\]
Since the left-hand side is independent of $\theta_1$, we may maximize the right-hand side with respect to $\theta_1$ and obtain
\[
K^{\theta_2}_{J_{\tau}}(h) \geq h\theta_2 \langle J_{\tau}\rangle + \frac{h^2 \langle J_{\tau}\rangle^2}{\Delta S_{\tau}^{\text{irr}}}, \tag{115}
\]
which is the desired quadratic lower bound. Note that this can be written in a more compact way by introducing the cumulant generating function of the current fluctuations $\Delta J_{\tau}^\theta[\hat{x}] = J_{\tau}[\hat{x}] - \langle J_{\tau}\rangle^\theta$,
\[
K^\theta_{\Delta J_{\tau}}(h) \geq \frac{h^2 \langle J_{\tau}\rangle^2}{\Delta S_{\tau}^{\text{irr}}}. \tag{116}
\]
Since the right-hand side is independent of $\theta$, this implies that the fluctuations of $J_{\tau}$ for any $\theta$ are governed by a common lower bound. In particular, expanding the cumulant generating function for small $h$, we recover Eq. (??) of the main text,
\[
\text{Var}^\theta(J_{\tau}) \geq \frac{2\langle J_{\tau}\rangle^2}{\Delta S_{\tau}^{\text{irr}}}, \tag{117}
\]
which represents a $\theta$-independent lower bound on the variance of $J_\tau$ in the dynamics at parameter value $\theta$.

We may also use Eq. (113) as a lower bound on the entropy production,

$$\Delta S^{\text{irr}}_\tau \geq 4 \sup_h \left( \frac{h \theta_1 \langle J_\tau \rangle - K^{\theta_2}_{\Delta J_\tau}(h)}{(\theta_1 - \theta_2)^2} \right).$$

(118)

Again maximizing with respect to $\theta_1$, we find

$$\Delta S^{\text{irr}}_\tau \geq \sup_{h, \theta_2} \left( \frac{h^2 \langle J_\tau \rangle^2}{K^{\theta_2}_{\Delta J_\tau}(h) - h \theta_2 \langle J_\tau \rangle} \right) = \sup_{h, \theta_2} \left( \frac{h^2 \langle J_\tau \rangle^2}{K^{\theta_2}_{\Delta J_\tau}(h)} \right).$$

(119)

On the other hand, we may also obtain the equivalent of Eq. (113) for the discrete time-reversal operation by choosing $\theta_1 = 1$ and $\theta_2 = -1$, which yields see also Ref. [21]

$$\Delta S^{\text{irr}}_\tau \geq \frac{h \langle J_\tau \rangle - K_{\Delta J_\tau}(-h)}{\sup_h \left( 2h \langle J_\tau \rangle - K_{\Delta J_\tau}(-h) \right)},$$

(120)

where we used that $\theta = -1$ is the time-reverse of $\theta = 1$ and thus $K_{\Delta J_\tau}^{-1}(h) = K_{\Delta J_\tau}^1(-h)$. Setting $\theta_2 = -1$ in Eq. (119), we thus have the pair of bounds

$$\Delta S^{\text{irr}}_\tau \geq \left\{ \begin{aligned} &\sup_h \left( \frac{h^2 \langle J_\tau \rangle^2}{K_{\Delta J_\tau}(-h)} \right), \\ &\sup_h \left( 2h \langle J_\tau \rangle - K_{\Delta J_\tau}(-h) \right). \end{aligned} \right.$$  

(121)

We further have

$$\frac{h^2 \langle J_\tau \rangle^2}{K_{\Delta J_\tau}(-h)} - 2h \langle J_\tau \rangle + K_{\Delta J_\tau}(-h) = \frac{1}{K_{\Delta J_\tau}(-h)} \left( h \langle J_\tau \rangle - K_{\Delta J_\tau}(-h) \right)^2 \geq 0.$$  

(122)

Thus, for any $h$, the bound from the continuous time-reversal operation is tighter, i.e., we have

$$\Delta S^{\text{irr}}_\tau \geq \sup_h \left( \frac{h^2 \langle J_\tau \rangle^2}{K_{\Delta J_\tau}(-h)} \right) \geq \sup_h \left( 2h \langle J_\tau \rangle - K_{\Delta J_\tau}(-h) \right).$$  

(123)

This shows that, indeed, the continuous time-reversal operation allows us to obtain a tighter bound on the entropy production than the usual, discrete time-reversal. Note that the above bound also constitutes an extended version of the TUR involving higher-order cumulants of the current,

$$\Delta S^{\text{irr}}_\tau \geq \sup_h \left( \frac{h^2 \langle J_\tau \rangle^2}{K_{\Delta J_\tau}(h)} \right),$$  

(124)

which reduces to the TUR in the limit $h \to 0$. For the entropy production $J_\tau = \Sigma_\tau$, we have $K_{\Sigma_\tau}(-1) = K_{\Sigma_\tau}^1(-1) + \Delta S^{\text{irr}}_\tau$ and

$$K_{\Sigma_\tau}(-1) = \ln \langle e^{-\Sigma_\tau} \rangle = \ln 1 = 0$$  

(125)

from the fluctuation theorem. Thus, Eq. (124) is an equality for $J_\tau = \Sigma_\tau$ and $h = -1$. Comparing this to the RTUR, this suggest that either, we may either consider the fluctuations the current relative to its local mean, which are Gaussian for the stochastic entropy production, or we may take into account the higher order cumulants via Eq. (124); in both cases, the respective inequality turns into an equality when choosing the stochastic entropy production as an observable.

### IV. DIFFUSION IN A TILTED PERIODIC POTENTIAL

As discussed in the main text, the motion of an overdamped particle in a tilted periodic potential is described by the Langevin equation

$$\dot{x}(t) = \mu (-U'(x) + F) + \sqrt{2\mu \bar{T}} \xi(t).$$  

(126)
The corresponding steady-state Fokker-Planck equation reads

\[ 0 = -\partial_x (\nu_{st}(x)p_{st}(x)). \] (127)

In the one-dimensional case, the only possible solution is \( \nu_{st}(x)p_{st}(x) = \omega_0 \), where \( \omega_0 \) is a constant with dimensions of frequency. Using the explicit expression for the local mean velocity

\[ \nu_{st}(x) = \mu(U'(x) + F) - \mu T \partial_x \ln p_{st}(x), \] (128)

this yields the first-order differential equation for \( p_{st}(x) \),

\[ \mu(-U'(x) + F)p_{st}(x) - \mu T \partial_x p_{st}(x) = \omega_0 \] (129)

with the general solution

\[ p_{st}(x) = e^{-\int_x^{x+L} dy \frac{U(y) - Fy}{\mu T}} \left( c - \frac{\omega_0}{\mu T} \int_0^x dy e^{\frac{U(y) - Fy}{\mu T}} \right). \] (130)

The constants \( c \) and \( \omega_0 \) are determined by the conditions that \( p_{st}(x) \) should be periodic, \( p_{st}(x + L) = p_{st}(x) \), and normalized, \( \int_0^L dx \ p_{st}(x) = 1 \). Solving these conditions for \( c \) and \( \omega_0 \) yields [26]

\[ p_{st}(x) = e^{-\frac{\int_x^{x+L} dy \frac{U(y) - Fy}{\mu T}}{\int_0^L dx e^{-\frac{\int_x^{x+L} dy \frac{U(y) - Fy}{\mu T}}}}} \] (131)

and

\[ \nu_{st}(x) = \mu T \left( 1 - e^{-\frac{L\mu}{\int_0^L dx e^{-\frac{U(y) - Fy}{\mu T}}} \frac{U(x) - Fx}{\mu T}} \right) \] (132)