Deterministic particle approximation of aggregation diffusion equations with nonlinear mobility
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Abstract

We consider a class of aggregation-diffusion equations on unbounded one dimensional domains with Lipschitz nonincreasing mobility function. We show strong $L^1$-convergence of a suitable deterministic particle approximation to weak solutions of a class aggregation-diffusion PDEs (coinciding with the classical ones in the no vacuum regions) for any bounded initial data of finite energy. In order to prove well-posedness and convergence of the scheme with no BV or no vacuum assumptions and overcome the issues posed in this setting by the presence of a mobility function, we improve and strengthen the techniques introduced in [19].

1 Introduction

In this paper we consider the following aggregation-diffusion equation with nonlinear mobility $v$

$$
\partial_t \rho = \partial_x \left( \rho v(\rho) \partial_x (K * \rho) + \partial_x \phi(v(\rho)) \right), \quad t \in [0,T], \ x \in \mathbb{R}.
$$

(1.1)

By $K$ we denote an interaction kernel satisfying the following conditions

$$
K(z) = K(|z|);
$$

(1.2)

$$
K \in C^0(\mathbb{R}) \cap C^2(\mathbb{R} \setminus \{0\});
$$

(1.3)

$$
K, K' \in L^\infty(\mathbb{R}), \ K'_{|\mathbb{R}\setminus\{0\}} \in L^\infty(\mathbb{R} \setminus \{0\});
$$

(1.4)

$$
\|K'|_{L^1(\mathbb{R})} < \infty,
$$

(1.5)

by $v \in \text{Lip}([0,\infty), [0,\infty))$ a velocity term preventing the overcrowding effect and satisfying the following

$$
\|v\|_\infty = v(0) < \infty;
$$

(1.6)

$$
v' \leq 0;
$$

(1.7)
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and by $\phi_v$ a $C^1$ function defined by

$$\phi_v(s) = \int_0^s \xi W''(\xi)v(\xi)\,d\xi,$$

(1.8)

where either

$$W(\rho) = \rho \log \rho$$

(1.9)

or

$$W(\rho) = \frac{\rho^m}{m-1}, \quad m > 1.$$  

(1.10)

Under the above assumptions on $W$, the function

$$\phi(s) = \phi_1(s) = \int_0^s \xi W''(\xi)\,d\xi$$

(1.11)

satisfies the assumptions in [19]. In particular, $\phi$ is given by $\phi(\rho) = \rho^m$ for $m \geq 1$.

Notice that $K$ is not assumed to have a definite attractive or repulsive behaviour and might have a Lipschitz singularity at the origin.

In the case of constant mobility (e.g. $v \equiv 1$) the PDE (1.1) can be seen as the gradient flow of the following functional

$$\mathcal{F}(\rho) := \frac{1}{2} \int_\mathbb{R} \int_\mathbb{R} K(x-y)\rho(x)\rho(y)\,dx\,dy + \int_\mathbb{R} W(\rho(x))\,dx.$$  

(1.12)

Such formulation carries out a naturally induced Lagrangian description in the pseudo-inverse formalism. This approach was introduced for pure diffusion equations in [18]; while several numerical properties were studied in [48, 49] and also in [36] for the problem coupled with smooth attractive kernels. A first convergence result for the Lagrangian approximation was obtained in [43] for nonlinear diffusion equations in bounded domains with zero velocity boundary condition and strictly positive densities with bounded variation. In [44], instead, the aggregation-diffusion regime is considered and the authors can prove that the deterministic approximating particle scheme converges to a weak solution of the pseudo-inverse equation. More recently, in [19], the authors of this manuscript consider the same particle scheme as in [44] and obtain a convergence result at the level of the continuity equation for the density for singular nonlocal interaction potentials. Fundamental novelties of [19] are that no restrictions to bounded domains neither the no-vacuum condition are required and, moreover, the initial datum is not assumed to have bounded variation. The compactness proved in [19] can be achieved exploiting the gradient flow structure of (1.1) when $v \equiv 1$. Indeed, it is possible to show that the energy $\mathcal{F}$ remains uniformly bounded along the many particle limits once the initial datum has itself finite energy, and such bound provides both the desired $L^1$ compactness and a maximum principle for the macroscopic density. A different approach called blob-method, still based on deterministic particle scheme, was introduced in [10] to approximate weak solutions of the multidimensional PDE (1.1) for $v = 1$, $C^2$ nonlocal interactions and quadratic diffusion.

Although equations of the type (1.1) are generally not gradient flows with respect to the standard Wasserstein metric when $v \neq 1$, they can be interpreted as gradient-flow evolutions of $\mathcal{F}$ with respect to a generalised Wasserstein distance which takes into account the non-linearity. Such point of view was introduced in [31] and [41] and further investigated in [13], while some applications of
the corresponding gradient-flow structure may be found in the study of non-linear cross-diffusion systems [8] and fourth-order equations, as Cahn-Hillard and thin films equations (see [42, 51]). However, being the generalised Wasserstein metric only expressed in a dynamical implicit formulation, it is not easy to provide the corresponding generalization of the Jordan-Kinderlehrer-Otto scheme and construct solutions of (1.1) in this spirit. The validation of a scalar transport equation with nonlinear mobility, which can be also regarded as a scalar nonlinear conservation law, can then be obtained proving the convergence of systems of fully deterministic interacting particles. A first rigorous result dealing with pure linear drift can be found in [29], while the case of external potentials with symmetries has been considered in [30]. A deterministic many-particle limit result for scalar evolutions with non-local interactions was initially performed in [27] in the smooth and pure aggregative regime. In [31] and [46] the case of mildly singular non-local interaction kernels (as Morse and Yukawa type ones) is considered. The authors of [31] work directly at the level of the gradient-flow structure at the continuous time-scale exploiting an energy-dissipation balance argument, while more general time-dependent kernels are included in the analysis in [46] thanks to the introduction of a new integrated version of the deterministic particle scheme. On the other hand, the first deterministic many-particle limit for scalar non-local transport equations as in (1.1) with nonlinear mobility and a diffusive term was considered in [32]. The compactness argument employed in [32] resembles the techniques used in [27] and it is based on strong BV estimates and a good control on the support of the moving particles. Since the presence of the diffusive term in (1.1) plays against the latter bound, the analysis in [32] is carried out inside bounded intervals with zero velocity boundary conditions and for initial data enjoying the no vacuum condition.

In this paper we follow the general approach proposed in [19] for constant mobility functions, which allows to show a strong convergence of the deterministic particle scheme for general bounded initial data of finite energy on unbounded domains. Namely, we first consider piecewise constant approximations on tori of size $L > 0$, then show strong $L^1$-convergence of the scheme for fixed $L$, and finally thanks to the fact that our $L^1$-compactness estimates are independent of $L$ and of lower bounds on the initial density, we can take limits of the scheme as $L \to +\infty$ and recover an approximation procedure on the whole real line.

As in [19], the $L^1$-compactness is guaranteed by $W^{1,2}$ estimates for the nonlinear term $\phi_v(\rho)$, which are in turn derived from a controlled growth of a suitable energy functional along the deterministic particle flow and an explicit computation of its time derivative along the flow.

However, the fact that we do not assume either bounds on the BV norm or lower bounds of the initial density lead, in the case of nonconstant mobility, to solutions of a PDE which possibly differs from (1.1) on the vacuum regions for the limit density. This is mainly due to the fact that the distance between subsequent particles of the scheme may not go to zero as the number of particles tends to infinity, due to the presence of a nontrivial nonlinear mobility. Moreover, the presence of a nonlinear mobility requires the use of more refined estimates which circumvent the need for BV bounds on the density (or on the mobility function) in the nonlocal part of the equation/energy, in proving both $L^\infty$ and energy bounds.

The energy we use to derive $W^{1,2}$ bounds in this paper is the following. For any $L > 0$, let

$$J_L^v(\rho) := \frac{1}{2} \int_{\mathbb{T}_L} \int_{\mathbb{T}_L} K(x-y)\rho(x)\rho(y) \, dx \, dy + \int_{\mathbb{T}_L} W_v(\rho) \, dx,$$  \hspace{1cm} (1.13)

where $W_v : \mathbb{R} \to \mathbb{R}$ is such that

$$\phi_v(s) = sW_v'(s) - W_v(s).$$  \hspace{1cm} (1.14)
We prove the following theorems.

**Theorem 1.1.** Let $\rho_{0,L} \in L^\infty(\mathbb{T}_L), T > 0$. Then, there exists a constant $\bar{C} = \bar{C}(F_L^1(\rho_{0,L}), K, \|\rho_{0,L}\|_{L^\infty}, \|v\|_{L^\infty}, T)$ such that the following holds. There exists $\bar{N} = \bar{N}(L, T, F_L^1(\rho_{0,L}), \|v\|_{L^\infty})$ s.t. the deterministic particle approximations $\{\rho_{L}^{N}\}_{N \geq \bar{N}}$ starting from $\rho_{0,L}$ are well-defined on $[0,T]$ and moreover

$$\sup_{N \geq \bar{N}} \sup_{t \in [0,T]} \|\rho_{L}^{N}(t)\|_{L^\infty(\mathbb{T}_L)} \leq \bar{C}. \quad (1.15)$$

**Theorem 1.2.** Let $L > 0$, $\rho_{0,L} \in L^\infty(\mathbb{T}_L), T > 0$. Then the deterministic particle approximations $\{\rho_{L}^{N}\}_{N \geq \bar{N}}$ starting from $\rho_{0,L}$ converge in $L^1$ as $N \to \infty$ to a solution $\rho_{L}$ of the following PDE in weak form

$$\int_{0}^{T} \int_{\mathbb{T}_L} \rho_{L}(t,x)\partial_{t}\varphi(x,x) - \rho_{L}(t,x)K' \ast \rho_{L}(t,x)v(\rho_{L}(t,x))\partial_{x}\varphi(t,x) + \Phi_{v,L}(t,x)\partial_{xx}\varphi(t,x) \, dx \, dt = 0$$

where $\Phi_{v,L}(t,x) = \phi_{v}(\rho_{L}(t,x))$ for a.e. $x \in \{\rho_{L}(t) > 0\}$.

**Theorem 1.3.** Consider initial data $\rho_{0} \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ with $\int_{\mathbb{R}} |x| \rho_{0}(x) \, dx < +\infty$ and define $\rho_{0,L}$ by cutting $\rho_{0}$ on $[-L/2, L/2]$ and extending it periodically. Then the functions $\rho_{L}^{N|[-L/2,L/2]}$, being $\rho_{L}$ limits of the deterministic particle approximations starting from $\rho_{0,L}$ on $\mathbb{T}_L$ found in Theorem 1.2, converge (up to subsequences) in $L^1([0,T] \times \mathbb{R})$ to a weak solution $\rho$ of the PDE in weak form

$$\int_{0}^{T} \int_{\mathbb{R}} \rho(t,x)\partial_{t}\varphi(t,x) - \rho(t,x)K' \ast \rho(t,x)v(\rho(t,x))\partial_{x}\varphi(t,x) + \Phi_{v}(t,x)\partial_{xx}\varphi(t,x) \, dx \, dt = 0, \quad (1.17)$$

where $\Phi_{v}(t,x) = \phi_{v}(\rho(t,x))$ for a.e. $x \in \{\rho(t) > 0\}$.

Our main improvements w.r.t. the existing literature are the following: we consider general mobilities, with no assumptions on their rate of decay; we consider general Lipschitz kernels, with possibly mixed attractive-repulsive behaviour; we assume neither BV bounds nor lower bounds on the initial densities.

The absence of a minimum principle in case of nonconstant mobilities determines the presence of the terms $\Phi_{v,L}$ and $\Phi_{v}$ on the vacuum regions $\{\rho_{L} = 0\}$ and $\{\rho = 0\}$.

Regarding the interest for kernels with mixed attractive-repulsive behaviour satisfying our assumptions we recall the two-Yukawa kernel considered in [21], which is used in biology to model pattern formation in colloidal systems

$$K(z) = -\beta^2 e^{-|\beta|z} + e^{-|z|}, \quad \beta \gg 1. \quad (1.18)$$

The $\Gamma$-limit of such a functional as $\beta \to +\infty$ (namely with local attractive term) has been characterized in [21]. In suitable regimes, minimizers of the limit functionals have been proved to be given by periodic unions of stripes (i.e., intervals in one dimension, see [21]) with techniques developed in [35, 21, 21, 26, 37, 22, 23, 24, 25]. For characterization of minimizers with power law attractive-repulsive potentials see [15].
2 Preliminary facts

2.1 Deterministic particle approximation

Our goal is to approximate (1.1) with a moving particle approximation on a series of increasing tori.

Let us fix $L > 0$, $N \in \mathbb{N}$ and $x_0 \in \mathbb{T}_L$.

Given $\rho_{0,L} \in L^\infty(\mathbb{T}_L)$ with $\int_{\mathbb{T}_L} \rho_{0,L} = c_L \leq 1$ and $\rho_{0,L} \geq 0$, for all $k = 1, \ldots, N$ define (for the ordering identify $\mathbb{T}_L$ with $[-L/2, L/2]$ and set $x_0 = -L/2$)

$$x_k = \sup \left\{ x : \int_{x_{k-1}}^{x} \rho_{0,L}(y) \, dy < \frac{c_L}{N} \right\}.$$ 

Notice that $x_0 < \cdots < x_{N-1}$ and $x_N = L/2 = x_0 + L$ (resp. $x_N = x_0$ on $\mathbb{T}_L$).

For every $k = 0, \ldots, N$ define the following system of ODEs on $\mathbb{T}_L$

$$\dot{x}_k(t) = -\frac{c_L}{N} v_k(t) \sum_{j \neq k} K'(x_k(t) - x_j(t)) - \frac{N}{c_L} G_k(t), \quad (2.1)$$

where

$$\rho_k(t) = \frac{c_L}{N(x_{k+1}(t) - x_k(t))},$$

$$G_k(t) = \phi(v(\rho_k(t))) - \phi(v(\rho_{k-1}(t))),$$

$$v_k(t) = v(\max(\rho_k(t), \rho_{k-1}(t)))$$

and with initial conditions

$$x_k(0) = x_k,$$

as long as $x_0(t) < \cdots < x_{N-1}(t)$. In the above the dependence on $N, L$ is omitted since clear from the context. Notice that, since $v$ is nonincreasing,

$$v_k(t) = \min(v(\rho_k(t)), v(\rho_{k-1}(t))). \quad (2.2)$$

Then define the deterministic particle approximations starting from $\rho_{0,L}$ as the piecewise constant functions

$$\rho_L^N(t, x) = \sum_{k=0}^{N-1} \rho_k(t) \chi_{[x_k(t), x_{k+1}(t))}(x). \quad (2.3)$$

We say that the deterministic particle approximation $\rho_L^N$ is well defined on $[0, T]$ provided the relation $x_0(t) < \cdots < x_{N-1}(t)$ holds for all $t \in [0, T]$. Notice that, despite of the above definition of starting point of the deterministic particle approximation, $\rho_{0,L} \neq \rho_L^N(0)$ but $\rho_L^N(0) \to \rho_{0,L}$ in $L^1(\mathbb{T}_L)$ as $N \to \infty$.

Let $M_{\rho_L^N(t)} : \mathbb{T}_L \to [0, c_L]$ be the cumulative distribution function of $\rho_L^N(t, \cdot)$, namely

$$M_{\rho_L^N(t)}(x) = \int_{x_0}^{x} \rho_L^N(t, y) \, dy.$$
and $X(t, \cdot) : [0, c_L] \to \mathbb{T}_L$ its pseudoinverse function, i.e.

$$X(t, z) = \sup \left\{ x : \int_{x_0}^{x} \rho_L^N(t, y) \, dy < z \right\}. \tag{2.4}$$

Notice that by definition $x_k(t) = X(t, kc_L/N)$. For simplicity of notation, let us also define

$$v^N_L(t, x) = \sum_{k=0}^{N-1} v_k(t) \chi_{[x_k(t), x_{k+1}(t))}(x). \tag{2.5}$$

Let moreover

$$K^{\text{lin}}(\rho^N_L, v^N_L)(t, x-y) = \sum_{k=0}^{N-1} \chi_{[kc_L/N, (k+1)c_L/N)}(M_L^N(t)x) \sum_{j=0}^{N-1} \chi_{[jc_L/N, (j+1)c_L/N)}(M_L^N(t)y) \cdot \left[(1 - \chi_{\{0\}}(x_j(t) - x_k(t))) v_k K'(x_k(t) - x_j(t))\right.\right.$$  

$$+ \left. \left( \frac{N}{c_L} M_L^N(t)x - k \right) (1 - \chi_{\{0\}}(x_j(t) - x_{k+1}(t))) v_{k+1} K'(x_{k+1}(t) - x_j(t))\right)$$

$$- \left. \left( \frac{N}{c_L} M_L^N(t)x - k \right) (1 - \chi_{\{0\}}(x_j(t) - x_k(t))) v_k K'(x_k(t) - x_j(t))\right]. \tag{2.6}$$

and

$$\phi^\text{lin}_v(\rho^N_L(t, x)) = \sum_{k} \chi_{[x_k(t), x_{k+1}(t))}(x) \left[ (\phi_v(\rho_k) - \phi_v(\rho_{k-1})) \right.$$

$$+ \left. \left( \frac{N}{c_L} M_L^N(t)x - k \right) ((\phi_v(\rho_{k+1}) - \phi_v(\rho_k)) - (\phi_v(\rho_k) - \phi_v(\rho_{k-1})))\right]. \tag{2.7}$$

One has the following proposition, which extends Proposition 2.1 in [19] to the deterministic particle approximation for aggregation-diffusion equations with nonlinear mobility.

**Proposition 2.1.** Let $T > 0$ be such that $\rho^N_L$ is well-defined on $[0, T)$. Then, $\rho^N_L$ is a weak solution of the following PDE on $[0, T) \times \mathbb{T}_L$

$$\partial_t \rho^N_L = \partial_x \left( \rho^N_L K^{\text{lin}}(\rho^N_L, v^N_L) * \rho^N_L + \frac{N}{c_L} \rho^N_L \phi^\text{lin}_v(\rho^N_L) \right). \tag{2.8}$$

The PDE (2.8) is satisfied in the following sense: for all $\varphi \in \text{Lip}([0, T) \times \mathbb{T}_L) \cap C_0([0, T) \times \mathbb{T}_L)$ it holds

$$\int_0^T \int_{\mathbb{T}_L} \rho^N_L(t, x) \partial_t \varphi(t, x) \, dx \, dt = - \int_{\mathbb{T}_L} \varphi(0, x) \rho^N_L(0, x) \, dx$$

$$- \int_0^T \int_{\mathbb{T}_L} \partial_x \varphi(t, x) \rho^N_L(t, x) K^{\text{lin}}(\rho^N_L, v^N_L)(t, \cdot) * \rho^N_L(t, x) \, dx \, dt$$

$$- \int_0^T \int_{\mathbb{T}_L} \partial_x \varphi(t, x) \frac{N}{c_L} \rho^N_L(t, x) \phi^\text{lin}_v(\rho^N_L(t, x)) \, dx \, dt. \tag{2.9}$$

The proof of Proposition 2.1 is similar to the proof of Proposition 2.1 in [19]. It exploits the fact that, thanks also to the continuity of the mobility function $v$, for any fixed $z \in [0, c_L]$ the function $t \mapsto X(t, z)$ is a $C^1$ function on the time interval on which $\rho^N_L$ is well defined. We report the proof for completeness.
Proof. Assume that $\rho_L^N$ is well-defined on the interval $[0, T)$. In particular, $x_0(t) < \cdots < x_{N-1}(t)$ for all $t \in [0, T)$. Since $K \in C^1(\mathbb{R}^d \setminus \{0\})$, $\phi \in C^0$ and $v \in C^0$, then $x_k$ and $\rho_k$ are $C^1$ functions of time. In particular, the function

$$X(t, z) = \sum_{k=0}^{N-1} \chi_{[kc_{CL}, (k+1)c_{CL}/N]}(z)x_k(t) + \left(\frac{N}{c_L}z - k\right)(x_{k+1}(t) - x_k(t))$$  \hspace{1cm} (2.10)$$

is $C^1$ as function of time for any fixed $z \in [0, c_L]$. Using the change of variables $x = X(t, z)$ and the fact that the function $t \mapsto X(t, z)$ is $C^1$ for any fixed $z \in [0, c_L]$ one has that

$$\int_0^T \int_{\mathbb{T}_L} \rho_L^N(t, x)\partial_t \varphi(t, x) \, dx \, dt = \int_0^T \int_{\mathbb{T}_L} \partial_t \varphi(t, X(t, z)) \, dx \, dt$$  \hspace{1cm} (2.11)$$
$$\hspace{1cm} = -\int_0^T \varphi(0, x)\rho_L^N(0, x) \, dx$$  \hspace{1cm} (2.12)$$
$$\hspace{1cm} - \int_0^T \int_{\mathbb{T}_L} \partial_x \varphi(t, X(t, z))\partial_t X(t, z) \, dx \, dt. \hspace{1cm} (2.13)$$

Differentiating w.r.t. $t$ the function $X(t, z)$ in (2.10) and inserting the formula for $\dot{x}_k(t)$ given in (2.1) one gets

$$\partial_t X(t, z) = \sum_{k=0}^{N-1} \chi_{[kc_{CL}, (k+1)c_{CL}/N]}(z)\dot{x}_k(t) + \left(\frac{N}{c_L}z - k\right)(\dot{x}_{k+1}(t) - \dot{x}_k(t))$$
$$\hspace{1cm} = \sum_{k=0}^{N-1} \chi_{[kc_{CL}, (k+1)c_{CL}/N]}(z)\left[-\frac{c_L}{N} \sum_{j \neq k} v_k K'(x_k - x_j)\right]$$
$$\hspace{1cm} - \frac{c_L}{N} \left(\frac{N}{c_L}z - k\right) \left(\sum_{i \neq k+1} v_{k+1} K'(x_{k+1} - x_j) - \sum_{i \neq k} v_k K'(x_k - x_j)\right)$$
$$\hspace{1cm} - \frac{N}{c_L} \left[\phi_v(\rho_k) - \phi_v(\rho_{k-1})\right] - \frac{N}{c_L} \left(\frac{N}{c_L}z - k\right) [\left(\phi_v(\rho_{k+1}) - \phi_v(\rho_k)\right) + \left(\phi_v(\rho_{k-1}) - \phi_v(\rho_k)\right)]. \hspace{1cm} (2.14)$$

Inserting the formula above for $\partial_t X(t, z)$ in (2.13) and using the change of variables $z = M_{\rho_L^N(t)}(x)$
one has that

\[ \int_0^T \int_{\mathbb{T}_L} \rho_L^N(t, x) \partial_t \varphi(t, x) \, dx \, dt = - \int_{\mathbb{T}_L} \varphi(0, x) \rho_L^N(0, x) \, dx \]

\[ - \int_0^T \int_{\mathbb{T}_L} \partial_x \varphi(t, x) \sum_{k=0}^{N-1} \chi[kc_L/(k+1)c_L/N](M \rho_L^N(t,x)) \left[ - \frac{c_L}{N} \sum_{j \neq k} v_k K'(x_k - x_j) \right] \rho_L^N(t, x) \, dx \, dt \]

\[ - \frac{c_L}{N} \left( \sum_{i \neq k+1} v_k K'(x_k - x_{k+1}) - \sum_{i \neq k} v_k K'(x_k - x_j) \right) \rho_L^N(t, x) \, dx \, dt \]

\[ + \left( \frac{N}{c_L} M \rho_L^N(t, x) - k \right) \left( (\phi_v(\rho_{k+1}) - \phi_v(\rho_k)) - (\phi_v(\rho_k) - \phi_v(\rho_{k-1})) \right) \varphi(t, x) \, dx \, dt \]

\[ = - \int_{\mathbb{T}_L} \varphi(0, x) \rho_L^N(0, x) \, dx \]

\[ - \int_0^T \int_{\mathbb{T}_L} \partial_x \varphi(t, x) \rho_L^N(t, x) K^{\text{lin}}(\rho_L^N, v_L^N)(t, \cdot) \rho_L^N(t, x) \, dx \, dt \]

\[ - \int_0^T \int_{\mathbb{T}_L} \partial_x \varphi(t, x) \frac{N}{c_L} \rho_L^N(t, x) \phi_v(\rho_L^N(t, x)) \, dx \, dt, \]

thus proving (2.8).

Thus the piecewise constant approximations \( \rho_L^N \) satisfy on \( \mathbb{T}_L \) the PDE (2.8) in the weak sense. \( \square \)

Due to the translation invariance of the torus, we can assume w.l.o.g. that \( x_0(t) = x_N(t) \) is fixed during the evolution.

### 2.2 Bounds on the nonlocal interaction term

In this section we collect some useful estimates relating the nonlocal term of the aggregation diffusion equation (1.1) with the corresponding term of the approximate PDE (2.8). The estimates below will be used when estimating the time derivative of the energy functional \( F_L^v \) along the deterministic particle approximation \( \rho_L^N \) (Lemma 3.1).

We recall that \( K'' \in L^\infty(\mathbb{R} \setminus \{0\}) \) and with a slight abuse of notation we denote from now on the uniform bound of \( K'' \) on \( \mathbb{R} \setminus \{0\} \) with \( \|K''\|_{L^\infty} \).

**Lemma 2.2.** Let \( K \) be as in (1.2)–(1.4) and let \( \rho_L^N \) be defined as in (2.3). The following holds:

\[ |K' \ast \rho_L^N(t, X(t,z))| \leq c_L \|K'\|_{L^\infty}, \quad \forall z \in [0, c_L), \tag{2.15} \]

and if \( z \in [kc_L/N, (k+1)c_L/N) \), then

\[
\int_0^{c_L} K' \ast \rho_L^N(t, X(t,z)) \left[ v_L^N(t, X(t,z))K' \ast \rho_L^N(t, X(t,z)) - K^{\text{lin}}(\rho_L^N, v_L^N) \ast \rho_L^N(t, X(t,z)) \right] dz \leq \]

\[
C \|K'\|_{L^\infty} \|v\|_{L^\infty} \left( \|K''\|_{L^\infty} + \|K''\|_{L^\infty} \frac{c_L^2}{N} \right) \tag{2.16}
\]
Proof. The bound (2.15) follows directly from the fact that \( \int_{\mathbb{T}_L} \rho_L^N = c_L \).

To prove the inequality (2.16), we use the definition of \( K^\text{lin}'(\rho_L^N, v_L^N) \) in (2.6) as follows
\[
\left| \int_{\mathbb{T}_L} K' * \rho_L^N(t, X(t, z)) [v_L^N(t, X(t, z))K' * \rho_L^N(t, X(t, z)) - K^\text{lin}'(\rho_L^N, v_L^N) * \rho_L^N(t, X(t, z))] \, dz \right| =
\sum_{k=0}^{N-1} \int_{x_k}^{x_{k+1}} K' * \rho_L^N(t, x)v_k(t)\rho_k(t) \left[ K'(x_k(t) - x_j(t)) - K'(x-y) \right] \rho_j(t) \, dy \, dx
- \sum_{k=0}^{N-1} \int_{x_k}^{x_{k+1}} K' * \rho_L^N(t, x)v_k(t)\rho_k(t) \int_{x_k}^{x_{k+1}} K'(x-y) \rho_j(t) \, dy \, dx
+ \sum_{k=0}^{N-1} \int_{(k+1)c_L/N}^{(k+1)c_L/N} K' * \rho_L^N(t, X(t, z))(\frac{N}{c_L} - k) \left( \frac{c_L}{N} \sum_{j \neq k+1} \max \{|x_{k+1}(t) - x_k(t)|, |x_j(t) - x_{j+1}(t)|\} \right) \frac{L}{N} \, dz.
\]

Then we proceed to estimate the different terms in the above formula. First one has that
\[
\sum_{k=0}^{N-1} \int_{x_k}^{x_{k+1}} K' * \rho_L^N(t, x)v_k(t)\rho_k(t) \left[ K'(x_k(t) - x_j(t)) - K'(x-y) \right] \rho_j(t) \, dy \, dx \leq \frac{L}{N},
\]
where we used the fact that \( \sum_{k=0}^{N-1} |x_k - x_{k+1}| = L \).

The second term can be estimated as follows
\[
\sum_{k=0}^{N-1} \int_{x_k}^{x_{k+1}} K' * \rho_L^N(t, x)v_k(t)\rho_k(t) \int_{x_k}^{x_{k+1}} K'(x-y) \rho_j(t) \, dy \, dx \leq \frac{L}{2N} \sum_{k=0}^{N-1} \frac{c_L}{N}.
\]

We conclude with the following estimate
\[
\sum_{k=0}^{N-1} \int_{(k+1)c_L/N}^{(k+1)c_L/N} K' * \rho_L^N(t, X(t, z))(\frac{N}{c_L} - k) \left( \frac{c_L}{N} \sum_{j \neq k+1} K'(x_{k+1}(t) - x_j(t)) - v_k(t) \sum_{j \neq k} K'(x_k(t) - x_j(t)) \right) \, dz \leq
\sum_{k=0}^{N-1} \int_{(k+1)c_L/N}^{(k+1)c_L/N} v_k K' * \rho_L^N(t, X(t, z))(\frac{N}{c_L} - k) \, dz
- \int_{(k+1)c_L/N}^{(k+1)c_L/N} v_k K' * \rho_L^N(t, X(t, z))(\frac{N}{c_L} - k) \, dz \sum_{j \neq k} K'(x_k(t) - x_j(t)) \frac{L}{N}
\leq C \frac{L}{N},
\]
where we used the fact that \( \sum_{k=0}^{N-1} |x_k - x_{k+1}| = L \).
3 Estimates on the energy of the particle approximations

The aim of this section is to provide explicit computations and estimates on the energy of the discrete particle approximations. In this section we will sometimes denote with $\rho^N_L(t)$ the function $\rho^N_L(t, \cdot) : \mathbb{T}_L \to [0, +\infty)$. We have the following estimate on the time derivative of the energy $F^N_L$ along the discrete particle approximations $\rho^N_L$, where

$$F^N_L(\rho) := \frac{1}{2} \int_{\mathbb{T}_L} \int_{\mathbb{T}_L} K(x - y) \rho(x) \rho(y) \, dx \, dy + \int_{\mathbb{T}_L} W_v(\rho) \, dx,$$

and $W_v : \mathbb{R} \to \mathbb{R}$ is such that

$$\phi_v(s) = s W'_v(s) - W_v(s).$$

In particular, $W''_v(s) = \phi'_v(s) \geq 0$, thus $W_v$ is a convex function.

**Lemma 3.1.** Assume $\rho^N_L(t)$ is well defined on $[0,T)$ and $N \geq \bar{N}$ for some sufficiently large $\bar{N}$ depending on $\|K'\|_{L^\infty}, \|K''\|_{L^\infty}$ and $\|v\|_{L^\infty}$. Then, for all $t \in [0,T)$ the functional $F^N_L(\rho^N_L(t))$ satisfies

$$\frac{d}{dt} F^N_L(\rho^N_L(t)) \leq -\left(1 - C_1 \frac{L}{\sqrt{N}}\right) \sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} \frac{N^2}{c^2 L} (\phi_v(\rho_k(t)) - \phi_v(\rho_{k-1}(t)))^2 \, dz$$

$$+ C_2 \left( \sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} \frac{N^2}{c^2 L} (\phi_v(\rho_k(t)) - \phi_v(\rho_{k-1}(t)))^2 \, dz \right)^{1/2} + C_1 \frac{L}{\sqrt{N}} + C_2,$$

where $C_1 = C_1(\|K'\|_{L^\infty}, \|K''\|_{L^\infty}, \|v\|_{L^\infty})$ and $C_2 = C_2(\|K'\|_{L^\infty}, \|v\|_{L^\infty})$.

From Lemma 3.1 we have the following discrete $W^{1,2}$ bound in the pseudoinverse variables for the function $\phi_v(\rho^N_L)$, which will be crucial to obtain strong $L^1$-compactness of the approximations.

**Corollary 3.2.** Let $T > 0$, $\epsilon > 0$, $L > 0$, $0 < C_3 < 1 - \epsilon$ and $C_2$ the constant appearing in (3.3). Then there exists $\bar{N} = \bar{N}(T, \epsilon, L, \|K'\|_{L^\infty}, \|K''\|_{L^\infty}, \|v\|_{L^\infty})$ and $C' = C'(\epsilon, C_2, C_3, \|K'\|_{L^\infty})$ such that for all $N \geq \bar{N}$ if $\rho^N_L$ are the discrete particle approximations with initial datum $\rho_{0,L}$ and they are well defined on $[0,T)$, then

$$\int_0^T \sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} \frac{N^2}{c^2 L} (\phi_v(\rho_k(t)) - \phi_v(\rho_{k-1}(t)))^2 \, dz \, dt \leq C'(1 + T) + \frac{1}{C_3} F^N_L(\rho_{0,L}).$$

Let us first show how Corollary 3.2 follows from Lemma 3.1.

**Proof of Corollary 3.2.** For any $\epsilon > 0$, there exists $\bar{N} = \bar{N}(T, \epsilon, L, \|K'\|_{L^\infty}, \|K''\|_{L^\infty}, \|v\|_{L^\infty})$ such that for any $N \geq \bar{N}$ it holds

$$C_1 \frac{L}{\sqrt{N}} \leq \epsilon,$$
where $C_1 = C_1(\|K\|_{L^\infty}, \|K''\|_{L^\infty}, \|v\|_{L^\infty})$ is the constant appearing in Lemma 3.1. Setting for simplicity

$$a^2(t) = \sum_{k=0}^{N-1} \int_{k\rho L / N}^{(k+1)\rho L / N} \frac{N^2}{c_L^2} (\phi_v(\rho_k(t)) - \phi_v(\rho_{k-1}(t)))^2 \, dz,$$  \hspace{1cm} (3.5)

the inequality (3.3) when $N \geq \bar{N}$ reads as

$$\frac{d}{dt} \mathcal{F}^N_L(\rho^N_L(t)) \leq -(1 - \varepsilon) a^2(t) + C_2 a(t) + C_2 + \varepsilon.$$  \hspace{1cm} (3.6)

Now notice from the above that there exists $\bar{C} = \bar{C}(\varepsilon, C_2, C_3)$ such that whenever $a^2(t) \geq \bar{C}$ one has that

$$\frac{d}{dt} \mathcal{F}^N_L(\rho^N_L(t)) \leq -C_3 a^2(t) + C_2 + \varepsilon.$$  \hspace{1cm} (3.7)

Since $t \mapsto a(t)$ is a continuous function, the set

$$\Omega(\bar{C}) = \{ t \in [0, T] : a^2(t) < \bar{C} \} = \bigcup_{i \in \mathbb{N}} (t_{2i}, t_{2i+1})$$

is open.

For $(t_{2i}, t_{2i+1}) \subset \Omega(\bar{C})$ by definition it holds

$$\int_{t_{2i}}^{t_{2i+1}} a^2(t) \, dt \leq \bar{C}(t_{2i+1} - t_{2i}),$$  \hspace{1cm} (3.8)

while for $(t_{2i-1}, t_{2i}) \subset \Omega(\bar{C})$, by (3.7) it holds

$$\int_{t_{2i-1}}^{t_{2i}} a^2(t) \, dt \leq \frac{1}{C_3} (C_2 + \varepsilon)(t_{2i} - t_{2i-1}) + \frac{1}{C_3} (\mathcal{F}^N_L(\rho^N_L(t_{2i-1})) - \mathcal{F}^N_L(\rho^N_L(t_{2i})))$$

$$\leq \frac{1}{C_3} (C_2 + \varepsilon)(t_{2i} - t_{2i-1}) + \frac{1}{C_3} (\mathcal{F}^N_L(\rho^N_L(t_{2i-1})) - \min \mathcal{F}^N_L)$$

$$\leq \frac{1}{C_3} (C_2 + \varepsilon)(t_{2i} - t_{2i-1}) + \frac{1}{C_3} (\mathcal{F}^N_L(\rho^N_L(t_{2i-1})) + \|K''\|_{L^\infty})$$  \hspace{1cm} (3.9)

Now notice that by (3.6)

$$\mathcal{F}^N_L(\rho^N_L(t_{2i-1})) \leq \mathcal{F}^N_L(\rho^N_L(t_{2i-2})) + (C_2 \sqrt{\bar{C}} + C_2 + \varepsilon)(t_{2i-1} - t_{2i-2})$$  \hspace{1cm} (3.10)

and that by (3.7)

$$\mathcal{F}^N_L(\rho^N_L(t_{2i-2})) \leq \mathcal{F}^N_L(\rho^N_L(t_{2i-3})) + (C_2 + \varepsilon)(t_{2i-2} - t_{2i-3}).$$  \hspace{1cm} (3.11)

Finally, from (3.9) and iterating the estimates (3.6) and (3.7) up to $i = 0$, recalling (3.5) we obtain

$$\int_0^T \sum_{k=0}^{N-1} \int_{k\rho L / N}^{(k+1)\rho L / N} \frac{N^2}{c_L^2} (\phi_v(\rho_k(t)) - \phi_v(\rho_{k-1}(t)))^2 \, dz \, dt \leq \left( \bar{C} + \frac{1}{C_3} (C_2 + \varepsilon) \right) T$$

$$+ \frac{1}{C_3} (C_2 \sqrt{\bar{C}} + C_2 + \varepsilon) T$$

$$+ \frac{1}{C_3} (\mathcal{F}^N_L(\rho_{0,L}) + \|K''\|_{L^\infty})$$

$$\leq C''(1 + T) + \frac{1}{C_3} \mathcal{F}^N_L(\rho_{0,L}).$$  \hspace{1cm} (3.12)
Proof of Lemma [3.7]: Let us recall the notation

\[ G_k(t) := \phi_v(\rho_k(t)) - \phi_v(\rho_{k-1}(t)). \]  (3.13)

Step 1 (Computation of the derivative)
Via the changes of variables \( x = X(t, z) \) and \( y = X(t, \xi) \) in the second term of \( \mathcal{F}_L(\rho_L^N(t)) \) one has that

\[
\frac{d}{dt} \mathcal{F}_L(\rho_L^N(t)) = \frac{d}{dt} \int_{\mathcal{T}_L} W_v(\rho_L^N(t, x)) \, dx + \frac{d}{dt} \frac{1}{2} \int_0^{\mathcal{C}_L} K \ast \rho_L^N(t, X(t, z)) \, dz
\]

\[
= \frac{d}{dt} \int_{\mathcal{T}_L} W_v(\rho_L^N(t, x)) \, dx + \frac{d}{dt} \frac{1}{2} \int_0^{\mathcal{C}_L} K(X(t, z) - X(t, \xi)) \, d\xi \, dz. \]  (3.14)

Since \( K \) is Lipschitz and \( t \mapsto X(t, z) \) belongs to \( C^1([0, T]) \) as observed through the explicit formula \((2.10)\) in the proof of Proposition \( 2.1 \) then one can differentiate the second term in the r.h.s. of \( (3.4) \) and obtain

\[
\frac{d}{dt} \frac{1}{2} \int_0^{\mathcal{C}_L} \int_0^{\mathcal{C}_L} K(X(t, z) - X(t, \xi)) \, d\xi \, dz = \frac{1}{2} \int_0^{\mathcal{C}_L} \int_0^{\mathcal{C}_L} K'(X(t, z) - X(t, \xi)) \left( \partial_t X(t, z) - \partial_t X(t, \xi) \right) \, d\xi \, dz
\]

\[
= \int_0^{\mathcal{C}_L} \int_0^{\mathcal{C}_L} K'(X(t, z) - X(t, \xi)) \partial_t X(t, z) \, d\xi \, dz
\]

\[
= - \int_0^{\mathcal{C}_L} K' \ast \rho_L^N(t, X(t, z)) \mathcal{K}^{\text{lin}}(\rho_L^N, v_L^N) \ast \rho_L^N(t, X(t, z)) \, dz
\]

\[
\frac{N}{c_L} \sum_{k=0}^{N-1} \int_{0}^{(k+1)c_L/N} \left( K' \ast \rho_L^N(t, X(t, z)) \right) \left[ G_k(t) + \left( \frac{N}{c_L} z - k \right) (G_{k+1}(t) - G_k(t)) \right] \, dz
\]

\[
= - \int_0^{\mathcal{C}_L} \left( K' \ast \rho_L^N(t, X(t, z)) \right)^2 v_L^N(t, X(t, z)) \, dz
\]

\[
+ \int_0^{\mathcal{C}_L} K' \ast \rho_L^N(t, X(t, z)) \left[ K' \ast \rho_L^N(t, X(t, z)) v_L^N(t, X(t, z)) - \mathcal{K}^{\text{lin}}(\rho_L^N, v_L^N) \ast \rho_L^N(t, X(t, z)) \right] \, dz
\]

\[
- \frac{N}{c_L} \sum_{k=0}^{N-1} \int_{0}^{(k+1)c_L/N} K' \ast \rho_L^N(t, X(t, z)) \left[ G_k(t) + \left( \frac{N}{c_L} z - k \right) (G_{k+1}(t) - G_k(t)) \right] \, dz.
\]

where we used the explicit formula \((2.14)\) as in the proof of Proposition \( 2.1 \).

On the other hand, observing that the ODE \((2.1)\) can be rewritten as

\[
\dot{x}_k(t) = - \int_{\mathcal{T}_L} \mathcal{K}^{\text{lin}}(\rho_L^N, v_L^N)(x_k - y) \rho_L^N(t, y) \, dy - \frac{N}{c_L} G_k(t),
\]
Then, the first term of the r.h.s. of (3.14) can be explicitly computed obtaining

\[
\begin{align*}
\frac{d}{dt} \int_{\mathbb{T}_L} W_v(\rho_L^N(t, x)) \, dx &= \frac{d}{dt} \sum_{k=0}^{N-1} (x_{k+1}(t) - x_k(t)) W_v(\rho_k(t)) \\
&= \sum_{k=0}^{N-1} (\dot{x}_{k+1}(t) - \dot{x}_k(t)) \phi_v(\rho_k(t)) \\
&= \sum_{k=0}^{N-1} \dot{x}_k(t) G_k(t) \\
&= -\frac{N}{c_L} \sum_{k=0}^{N-1} G_k^2(t) - \sum_{k=0}^{N-1} G_k(t) K^{\text{lin}^*}(\rho_L^N, \tilde{v}_L^N) \ast \rho_L^N(t, x_k) \\
&= -\frac{N^2}{c_L^2} \sum_{k=0}^{N-1} \int_{k_cL/N}^{(k+1)c_L/N} G_k^2(t) \, dz - \frac{N}{c_L} \sum_{k=0}^{N-1} \int_{k_cL/N}^{(k+1)c_L/N} G_k(t) K^* \ast \rho_L^N(t, X(t, z)) \tilde{v}_L^N(t, X(t, z)) \, dz \\
&\quad - \frac{N}{c_L} \sum_{k=0}^{N-1} \int_{k_cL/N}^{(k+1)c_L/N} G_k(t)[K^* \ast \rho_L^N(t, X(t, z)) \tilde{v}_L^N(t, X(t, z)) - K^{\text{lin}^*}(\rho_L^N, \tilde{v}_L^N) \ast \rho_L^N(t, x_k)] \, dz.
\end{align*}
\]

Then,

\[
\begin{align*}
\frac{d}{dt} \mathcal{F}_L^v(\rho_L^N(t)) &\leq -\sum_{k=0}^{N-1} \int_{k_cL/N}^{(k+1)c_L/N} \frac{N^2}{c_L^2} G_k^2(t) + (K^* \ast \rho_L^N(t, X(t, z)))^2 \tilde{v}_L^N(t, X(t, z)) \, dz \\
&\quad - \sum_{k=0}^{N-1} \int_{k_cL/N}^{(k+1)c_L/N} \frac{N}{c_L} G_k(t) K^* \ast \rho_L^N(t, X(t, z))(1 + \tilde{v}_L^N(t, X(t, z))) \, dz \\
&\quad - \sum_{k=0}^{N-1} \int_{k_cL/N}^{(k+1)c_L/N} \frac{N}{c_L} K^* \ast \rho_L^N(t, X(t, z)) \frac{N}{c_L} \left( \frac{N}{c_L} z - k \right) (G_{k+1}(t) - G_k(t) \tilde{v}_k(t)) \, dz \\
&\quad - \sum_{k=0}^{N-1} \int_{k_cL/N}^{(k+1)c_L/N} \frac{N}{c_L} G_k(t) K^* \ast \rho_L^N(t, X(t, z)) \tilde{v}_L^N(t, X(t, z)) - K^{\text{lin}^*}(\rho_L^N, \tilde{v}_L^N) \ast \rho_L^N(t, x_k) \, dz \\
&\quad - \sum_{k=0}^{N-1} \int_{k_cL/N}^{(k+1)c_L/N} K^* \ast \rho_L^N(t, X(t, z)) [K^* \ast \rho_L^N(t, X(t, z)) \tilde{v}_L^N(t, X(t, z)) - K^{\text{lin}^*}(\rho_L^N, \tilde{v}_L^N) \ast \rho_L^N(t, x_k)] \, dz \\
&= A_1 + A_2 + A_3 + A_4 + A_5,
\end{align*}
\]

\( (3.15) \)
where

\[ A_1 := - \sum_{k=0}^{N-1} \int_{kC_L/N}^{(k+1)C_L/N} \frac{N^2}{c_L} G_k^2(t) \left( K' \ast \rho_L^N(t, X(t, z)) \right)^2 v_L^N(t, X(t, z)) \, dz \]

\[ A_2 = - \sum_{k=0}^{N-1} \int_{kC_L/N}^{(k+1)C_L/N} \frac{N}{c_L} G_k(t) K' \ast \rho_L^N(t, X(t, z)) (1 + v_L^N(t, X(t, z))) \, dz \]

\[ A_3 := - \sum_{k=0}^{N-1} \int_{kC_L/N}^{(k+1)C_L/N} K' \ast \rho_L^N(t, X(t, z)) \frac{N}{c_L} \left( \frac{N}{c_L} z - k \right) (G_{k+1}(t) - G_k(t)) \, dz \]

\[ A_4 := - \sum_{k=0}^{N-1} \int_{kC_L/N}^{(k+1)C_L/N} \frac{N}{c_L} G_k(t) [K' \ast \rho_L^N(t, X(t, z))] v_L^N(t, X(t, z)) - K^{\text{lin}}(\rho_L^N, v_L^N) \ast \rho_L^N(t, x_k) \, dz \]

\[ A_5 := - \sum_{k=0}^{N-1} \int_{kC_L/N}^{(k+1)C_L/N} K' \ast \rho_L^N(t, X(t, z)) [K' \ast \rho_L^N(t, X(t, z))] v_L^N(t, X(t, z)) - K^{\text{lin}}(\rho_L^N, v_L^N) \ast \rho_L^N(t, X(t, z)) \, dz. \]

Let us estimate all the above terms.

**Step 2 (Estimate of the term \( A_5 \))** The last term in (3.15) can be estimated by Lemma 2.2 as follows

\[ |A_5| \leq C \| K' \|_{L^\infty} \| v \|_{\infty} (\| K'' \|_{L^\infty} L + \| K' \|_{L^\infty}) \frac{c_L^2}{N}. \]  

(3.16)

**Step 3 (Estimate of the term \( A_4 \))** Let us now consider the term \( A_4 \). Similarly to the proof of Lemma 2.2, using the definitions of the various quantities, one has that

\[ |A_4| \leq \left| \sum_{k=0}^{N-1} \int_{kC_L/N}^{(k+1)C_L/N} \frac{N}{c_L} G_k(t) v_k(t) \sum_{j \neq k} \int_{x_j}^{x_{j+1}} [K'(x_k(t) - x_j(t)) - K'(X(t, z) - y)] \rho_j(t) \, dy \, dz \right| 

+ \left| \sum_{k=0}^{N-1} \int_{kC_L/N}^{(k+1)C_L/N} \frac{N}{c_L} G_k(t) v_k(t) \int_{x_k}^{x_{k+1}} K'(X(t, z)) - y) \rho_k(t) \, dy \, dz \right| 

+ \left| \sum_{k=0}^{N-1} \int_{kC_L/N}^{(k+1)C_L/N} \frac{N}{c_L} G_k(t) \left( \frac{N}{c_L} z - k \right) \frac{c_L}{N} \left( v_{k+1}(t) \sum_{j \neq k+1} K'(x_{k+1} - x_j) - v_k(t) \sum_{j \neq k} K'(x_k - x_j) \right) \, dz \right|. \]  

(3.17)
Then observe that, by Hölder inequality and the estimates used in Lemma 2.2,

\[
\left| \sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} \frac{N}{c_L} G_k(t) v_k(t) \sum_{j \neq k} \int_{x_j}^{x_{j+1}} [K'(x_k(t) - x_j(t)) - K'(X(t,z) - y)] \rho_j(t) \, dy \, dz \right| \leq \\
\leq \left( \sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} \left| \frac{N}{c_L} G_k(t) \right|^2 v_k(t) \, dz \right)^{1/2} \\
\cdot \left( \sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} \left( \sum_{j \neq k} \int_{x_j}^{x_{j+1}} [K'(x_k(t) - x_j(t)) - K'(X(t,z) - y)] \rho_j(t) \, dy \right)^2 v_k(t) \, dz \right)^{1/2} \\
\leq C \| K'' \|_{L^\infty} \| v \|_{L^\infty} \left( \sum_{k=0}^{N-1} \int_{k c_L/N}^{(k+1)c_L/N} \left| \frac{N}{c_L} G_k(t) \right|^2 \, dz \right)^{1/2} \left( \frac{L}{\sqrt{N}} + \frac{c_L L}{N} \right). \tag{3.18}
\]

Denoting for simplicity

\[ a_k = \frac{N}{c_L} G_k(t), \quad b_k = K' \ast \rho_L^N(t, X(t,z))_{X(\{k c_L/N, (k+1)c_L/N\}(z))}, \]

let us define

\[ \Omega_k = \{ z \in [k c_L/N, (k+1)c_L/N] : |a_k| < 2|b_k| \}. \tag{3.19} \]

On the one hand, one has that

\[
\left| \sum_{k} \int_{\{k c_L/N, (k+1)c_L/N\} \cap \Omega_k} \frac{N}{c_L} G_k(t) v_k(t) \sum_{j \neq k} \int_{x_j}^{x_{j+1}} [K'(x_k(t) - x_j(t)) - K'(X(t,z) - y)] \rho_j(t) \, dy \, dz \right| \leq \\
\leq C \| K'' \|_{L^\infty} \| K' \|_{L^\infty} \| v \|_{L^\infty} \frac{L}{\sqrt{N}}. \tag{3.20}
\]

On the other hand,

\[
\left| \sum_{k} \int_{\{k c_L/N, (k+1)c_L/N\} \cap \omega_k^c} \frac{N}{c_L} G_k(t) v_k(t) \sum_{j \neq k} \int_{x_j}^{x_{j+1}} [K'(x_k(t) - x_j(t)) - K'(X(t,z) - y)] \rho_j(t) \, dy \, dz \right| \leq \\
\leq C \| K'' \|_{L^\infty} \| v \|_{L^\infty} \frac{L}{\sqrt{N}} \left( \sum_{k} \int_{\{k c_L/N, (k+1)c_L/N\} \cap \omega_k^c} |a_k|^2 \, dz \right)^{1/2} \tag{3.21}
\]

To estimate the above there are two cases. Either

\[
\left( \sum_{k} \int_{\{k c_L/N, (k+1)c_L/N\} \cap \omega_k^c} |a_k|^2 \, dz \right)^{1/2} \leq 1
\]

and then

\[
\left| \sum_{k} \int_{\{k c_L/N, (k+1)c_L/N\} \cap \omega_k^c} \frac{N}{c_L} G_k(t) v_k(t) \sum_{j \neq k} \int_{x_j}^{x_{j+1}} [K'(x_k(t) - x_j(t)) - K'(X(t,z) - y)] \rho_j(t) \, dy \, dz \right| \leq \\
\leq C \| K'' \|_{L^\infty} \| v \|_{L^\infty} \frac{L}{\sqrt{N}} \tag{3.22}
\]
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or
\[
\left(\sum_k \int_{[kL/N,(k+1)L/N]\cap \Omega_k^c} |a_k|^2 \, dz \right)^{1/2} > 1
\]
and then
\[
\left| \sum_k \int_{[kL/N,(k+1)L/N]\cap \Omega_k^c} \frac{N}{c_L} G_k(t) v_k(t) \sum_{j\neq k} \int_{x_j}^{x_{j+1}} [K'(x_k(t) - x_j(t)) - K'(X(t,z) - y)] \rho_j(t) \, dy \, dz \right| \leq C \|K''\|_{L^\infty} \|v\|_{L^\infty} \frac{L}{\sqrt{N}} \sum_k \int_{[kL/N,(k+1)L/N]\cap \Omega_k^c} |a_k|^2 \, dz
\]
\[
\leq C \|K''\|_{L^\infty} \|v\|_{L^\infty} \frac{L}{\sqrt{N}} \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \frac{N^2}{c_L^2} G_k^2(t) \, dz. \quad (3.23)
\]
When $N$ is sufficiently large, this term will be then much smaller in absolute value than the first term in $A_1$. Analogously, the second term in (3.17) can be estimated as follows
\[
\left| \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \frac{N}{c_L} G_k(t) v_k(t) \int_{x_k}^{x_{k+1}} K'(X(t,x) - y) \rho_k(t) \, dy \, dz \right| \leq C \|K'\|_{L^\infty} \|v\|_{L^\infty} \frac{c_L}{N} \left( \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \left| \frac{N}{c_L} G_k(t) \right|^2 \, dz \right)^{1/2}
\]
\[
\leq C \|K'\|_{L^\infty} \|v\|_{L^\infty} \frac{c_L}{N} \left( 1 + \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \frac{N^2}{c_L^2} G_k^2(t) \, dz \right). \quad (3.24)
\]
Then, let us consider the third term in (3.17). We have that, by Hölder inequality and a reasoning similar to how we estimated the other two terms
\[
\left| \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \frac{N}{c_L} G_k(t) \left( \frac{N}{c_L} z - k \right) \frac{c_L}{N} \left( v_{k+1}(t) \sum_{j\neq k} K'(x_{k+1} - x_j) - v_k(t) \sum_{j\neq k} K'(x_k - x_j) \right) \, dz \right| \leq \left( \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \left| \frac{N}{c_L} G_k(t) \right|^2 \, dz \right)^{1/2} \cdot \left( \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \left( \frac{N}{c_L} z - k \right)^2 \frac{c_L^2}{N^2} \left( v_{k+1}(t) \sum_{j\neq k} K'(x_{k+1} - x_j) - v_k(t) \sum_{j\neq k} K'(x_k - x_j) \right)^2 \right)^{1/2}
\]
\[
\leq C \frac{c_L}{\sqrt{N}} \|v\|_{L^\infty} \|K'\|_{L^\infty} \left( \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \left| \frac{N}{c_L} G_k(t) \right|^2 \, dz \right)^{1/2}
\]
\[
\leq C \frac{c_L}{\sqrt{N}} \|v\|_{L^\infty} \|K'\|_{L^\infty} \left( 1 + \sum_{k=0}^{N-1} \int_{kL/N}^{(k+1)L/N} \frac{N^2}{c_L^2} G_k^2(t) \, dz \right). \quad (3.25)
\]
From (3.23), (3.24) and (3.25) we conclude that

$$|A_4| \leq C(\|K\|_{L^\infty} + \|K''\|_{L^\infty})\|v\|_{L^\infty} \frac{L}{\sqrt{N}} \left(1 + \sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N^2}{C_L^2} G_k^2(t) \, dz \right).$$

(3.26)

**Step 4 (Estimate of the term $A_3$)** Let us now consider the term $A_3$. One has that

$$|A_3| = \sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} K' \ast \rho_L^N(t, X(t, z)) \frac{N}{c_L} \left(\frac{N}{c_L} z - k \right) (G_{k+1}(t) - G_k(t)) \, dz$$

$$= \sum_{k=0}^{N-1} G_k(t) \left(\int_{k/c_L}^{(k+1)c_L/N} K' \ast \rho_L^N(t, X(t, z)) \frac{N}{c_L} \left(\frac{N}{c_L} z - k \right) \, dz \right)$$

$$- \int_{(k-1)c_L/N}^{(k+1)c_L/N} K' \ast \rho_L^N(t, X(t, z)) \frac{N}{c_L} \left(\frac{N}{c_L} z - (k - 1) \right) \, dz \right) \right|$$

$$= \sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N}{c_L} G_k(t) \left(K' \ast \rho_L^N(t, X(t, z)) - K' \ast \rho_L^N(t, X(t, z - c_L/N)) \right) \left(\frac{N}{c_L} z - k \right) \, dz$$

$$\leq C\|K''\|_{L^\infty} \|v\|_{L^\infty} \frac{L}{\sqrt{N}} \left(\sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N}{c_L} G_k(t) \right)^{1/2}$$

$$\leq C\|K''\|_{L^\infty} \|v\|_{L^\infty} \frac{L}{\sqrt{N}} \left(1 + \sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N^2}{C_L^2} G_k^2(t) \, dz \right).$$

(3.27)

**Step 5 (Estimate of the term $A_2$)**

Let us now consider the term $A_2$. By the Hölder inequality and using the fact that $K' \in L^\infty(\mathbb{R})$, one has that

$$|A_2| \leq \left(\sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N^2}{C_L^2} G_k^2(t) \, dz \right)^{1/2} \left(\int_0^L \left(K' \ast \rho_L^N(t, X(t, z)) \right)^2 \, dz \right)^{1/2} \left(1 + \|v\|_{L^\infty} \right)$$

$$\leq c_L \|K'\|_{L^\infty} \left(1 + \|v\|_{L^\infty} \right) \left(\sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N^2}{C_L^2} G_k^2(t) \, dz \right)^{1/2}.$$ 

(3.28)

**Step 6 (Conclusion)**

From (3.15), (3.16), (3.26), (3.27) and (3.28) we obtain, for $N$ sufficiently large,

$$\frac{d}{dt} F_L^N(\rho_L^N(t)) \leq -\sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N^2}{C_L^2} G_k^2(t) \, dz$$

$$+ C_1 (\|K'\|_{L^\infty}, \|K''\|_{L^\infty}, \|v\|_{L^\infty}) \frac{L}{\sqrt{N}} \left(1 + \sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N^2}{C_L^2} G_k^2(t) \, dz \right)$$

$$+ C_2 (\|K'\|_{L^\infty}, \|v\|_{L^\infty}) \left(1 + \left(\sum_{k=0}^{N-1} \int_{k/c_L}^{(k+1)c_L/N} \frac{N^2}{C_L^2} G_k^2(t) \, dz \right)^{1/2} \right).$$ 

(3.29)
4 \textit{L}^\infty\textit{ bound}

The aim of this section is to prove Theorem \ref{thm:main}. The proof is quite different from the one given in \cite{19} which deals with the case of constant nonlinear mobility. It is based on an \textit{L}^\infty\textit{ bound} on the function \( \phi_v(\rho_N^k) \).

The following lemma guarantees the existence of a minimal time \( T_0 > 0 \) on which the deterministic particle approximation is well-defined (depending only on the \textit{L}^\infty\textit{ norm} of the initial datum).

**Lemma 4.1.** Let \( \rho_{0,L} \in \textit{L}^\infty(T_L) \), with \( \int_{T_L} \rho_{0,L} = c_L \). Then there exists \( T_0 = T_0(\|\rho_{0,L}\|_{\textit{L}^\infty}, \|K'\|_{\textit{L}^\infty}, \|v\|_{\textit{L}^\infty}) > 0 \) such that the deterministic particle approximation \( \{\rho_N^k\}_{N \in \mathbb{N}} \) defined starting from \( \rho_{0,L} \) is well-defined on \([0,T_0]\).

The proof is analogous to Lemma 4.6 in \cite{19}, therefore we omit it.

In the proof of Theorem \ref{thm:main} below we show that \( T_0 \) can be prolonged to be larger than any fixed \( T > 0 \), provided the number of particles in the approximation is sufficiently large.

**Proof of Theorem \ref{thm:main}** By definition of the deterministic particle approximation \( \rho_N^k \) and the ODE (2.1) one has that

\[
\partial_t \phi_v(\rho_k) = -\frac{N}{c_L} \phi'(\rho_k) v(\rho_k) \rho_k^2 (\hat{x}_{k+1} - \hat{x}_k) \\
= -\phi'(\rho_k) v(\rho_k) \rho_k^2 \left[ -v_{k+1}(t) \sum_{j \neq k+1} K'(x_{k+1}(t) - x_j(t)) + v_k(t) \sum_{i \neq k} K'(x_k(t) - x_j(t)) \right] \\
- \frac{N^2}{c_L} (G_{k+1}(t) - G_k(t)).
\] (4.1)

Assume \( \rho_k(t) = \max\{\rho_j(t)\}_j \). Then, \( \rho_k(t) \geq \max(\rho_{k-1}(t), \rho_{k+1}(t)) \) and \( v_{k+1}(t) = v_k(t) = v(\rho_k(t)) \) which implies

\[
\partial_t \phi_v(\rho_k) = \phi'(\rho_k) v(\rho_k) \rho_k^2 \left[ v(\rho_k) \left( \sum_{j \neq k+1} K'(x_{k+1}(t) - x_j(t)) - \sum_{i \neq k} K'(x_k(t) - x_j(t)) \right) + \frac{N^2}{c_L} (G_{k+1}(t) - G_k(t)) \right].
\] (4.2)

Now notice that, by monotonicity of \( \phi_v \) and maximality of \( \rho_k(t) \), \( G_{k+1}(t) - G_k(t) \leq 0 \), thus

\[
\partial_t \phi_v(\rho_k) \leq \phi'(\rho_k) \rho_k^2 v^2(\rho_k) \left[ \sum_{j \neq k+1,k} [K'(x_{k+1}(t) - x_j(t)) - K'(x_k(t) - x_j(t))] + 2K'(x_{k+1}(t) - x_k(t)) \right].
\] (4.3)

Hence, since \( K' \) is Lipschitz outside the origin and moreover \( \phi'(\rho) \rho \leq C \phi(\rho) \) and \( \rho \leq \phi(\rho) \) whenever \( \rho \geq 1 \) (as we can assume it is the case for \( \rho_k \)), one has that

\[
\partial_t \phi_v(\rho_k) \leq C N \|x_{k+1}(t) - x_k(t)\|_{\textit{L}^\infty} \phi(\rho_k) v^2(\rho_k) + 2 \|K'\|_{\textit{L}^\infty} \phi^2(\rho_k) v^2(\rho_k) \\
\leq C \|K''\|_{\textit{L}^\infty} \|v\|_{\textit{L}^\infty} \phi(\rho_k) v(\rho_k) + 2 \|K'\|_{\textit{L}^\infty} \phi^2(\rho_k) v^2(\rho_k).
\] (4.4)

Now notice that

\[
\phi_v(\rho) = \int_0^\rho \phi'(s) v(s) \, ds = \phi(\rho) v(\rho) - \int_0^\rho \phi(s) v'(s) \, ds \geq \phi(\rho) v(\rho),
\] (4.6)
In order to get an $L^\infty$ bound for (4.9) is given by (3.4) in Corollary 3.2, thus giving a uniform bound on $\bar{\tau}$, $\forall s$. In particular, choosing $k_0 = k_0(N, t)$ such that $\rho_{k_0} \leq \bar{C}$ for a fixed constant $\bar{C} \geq c_L/L$ (thanks to the relation $\sum_{j=0}^{N-1}(x_{j+1} - x_j) = L$), and integrating the above inequality in time between $t_0$ and $t$, in order to bound $\phi_v(\rho_L^N)$ in $L^\infty$ one is left to bound the quantity

$$N^2 \int_{t_0}^{t} \sum_{k=k_0+1}^{k} \int_{-c_L(t+1)/N}^{c_L(j+1)/N} (\phi_v(\rho_j(s)) - \phi_v(\rho_{j-1}(s)))^2 \, dz \, ds.$$  

A uniform bound for (4.9) is given by (3.4) in Corollary 3.2, thus giving a uniform $L^\infty$ bound on $[t_0, t] \times [0, L]$ for the functions $\{\phi_v(\rho_L^N(t, x))\}$. In order to get an $L^\infty$ bound for the functions $\rho_L^N$, let us now distinguish two cases: either

$$\phi_v(s) \to +\infty \quad \text{for } s \to +\infty,$$  

or

$$\exists \bar{c} < +\infty : \quad \phi_v(s) \leq \bar{c} \quad \forall s.$$  

If (4.10) holds, then the $L^\infty$ bound on $\phi_v(\rho_L^N)$ implies an $L^\infty$ bound on $\rho_L^N$. If instead (4.11) holds, our first claim is that

$$\exists c : \quad sv(s) \leq c, \quad \forall s.$$  

Indeed, letting $f(s) := sv(s)$, one has that

$$f(s) \leq f(0) + \int_0^s f'(\tau) \, d\tau$$

$$\leq \int_0^s \left[ v(\tau) + \tau v'(\tau) \right] \, d\tau$$

$$\leq \int_0^s v(\tau) \, d\tau$$

$$\leq \phi_v(s) + \|v\|_\infty$$

$$\leq \bar{c} + \|v\|_\infty,$$  

where we used that $v' \leq 0$ and (4.11). Thus reasoning as above for a maximum value $\rho_k$

$$\partial_t \rho_k = -N \rho_k^2 (x_{k+1} - \dot{x}_k) \leq \rho_k^2 v(\rho_k) \left( \sum_{j \neq k+1} K'(x_{k+1}(t) - x_j(t)) - \sum_{i \neq k} K'(x_k(t) - x_j(t)) \right)$$

$$\leq CN(x_{k+1}(t) - x_k(t))\rho_k(t)v(\rho_k(t))\rho_k(t) + 2\|K'\|_\infty \rho_k^2(t)v(\rho_k(t))$$

$$\leq c_1 + c_2 \rho_k(t),$$  

thus $\rho_k(t) \leq \bar{C}(K, \|v\|_\infty, T)$ for all $t \leq T$ and the proof of the Theorem is completed.
5 Compactness in the $L^1$ topology

In this section we discuss the strong $L^1$-compactness in space and time of the following functions:

- $\{\phi_v(\rho^N_L)\}_{N \geq N}$ (see Theorem 5.3);
- $\{\phi_v(\rho_L)\}_{L > 0}$ (see Theorem 5.6).

Under the $L^\infty$ bound on $\rho^N_L$ proved in Theorem 1.1 and the monotonicity of $\phi_v$, the above will also imply strong $L^1$-compactness of the functions $\rho^N_L$ and $\rho_L$.

In order to show compactness of the approximate solutions we will use the following generalized Aubin-Lions Lemma given in Theorem 2 of [47]. Before recalling it, let us introduce the following definitions.

Let $X$ be a separable Banach space. We recall that a functional $\mathcal{G} : X \to [0, +\infty]$ is a normal integrand if it is l.s.c. with respect to the Borel $\sigma$-algebra $\mathcal{B}(X)$. $\mathcal{G}$ is also coercive if the sublevels $\{v \in X : \mathcal{G}(v) \leq c\}$ are compact for any $c \geq 0$.

A pseudo-distance $g : X \times X \to [0, +\infty]$ is compatible with $\mathcal{G}$ if for every $v, w$ such that $g(v, w) = 0$ and $\mathcal{G}(v) < +\infty$, $\mathcal{G}(w) < +\infty$ then $v = w$.

We now recall Theorem 2 of [47] in a simplified form which is sufficient for our purposes.

**Theorem 5.1.** [47] Let $X$ be a separable Banach space. Let $\mathcal{U}$ be a set of measurable functions $u : (0, T) \to X$, let $\mathcal{G} : X \to [0, +\infty]$ be a normal coercive integrand and $g : X \times X \to [0, +\infty]$ be a l.s.c. pseudo-distance compatible with $\mathcal{G}$. Assume moreover that

$$\sup_{u \in \mathcal{U}} \int_0^T \mathcal{G}(u(t)) \, dt < +\infty \quad (5.1)$$

and

$$\lim_{h \to 0} \sup_{u \in \mathcal{U}} \int_0^{T-h} g(u(t+h), u(t)) \, dt = 0. \quad (5.2)$$

Then $\mathcal{U}$ contains a sequence $u_n$ which converges in measure (w.r.t. $t \in (0, T)$ and with values in $X$) to a limit $u : (0, T) \to X$.

Let us now fix $C_0, C_1 > 0$ and let us consider any $\rho_0 : \mathbb{R} \to [0, +\infty)$ such that $\|\rho_0\|_{L^\infty} \leq C_1/4$, $\mathcal{F}^v(\rho_0) \leq C_0/4$ and $\int_{\mathbb{R}} \rho_0 = 1$, where

$$\mathcal{F}^v(\rho) = \frac{1}{2} \int_{\mathbb{R}} K * \rho(x) \rho(x) \, dx + \int_{\mathbb{R}} \mathcal{W}_v(\rho(x)) \, dx. \quad (5.3)$$

For any measurable function $f : \mathbb{R} \to [0, +\infty)$ we define

$$(f)_L : [-L/2, L/2] \to [0, +\infty), \quad (f)_L(x) = f(x) \chi_{[-L/2, L/2]}(x). \quad (5.4)$$

With a slight abuse of notation in this subsection we will still denote with $(f)_L$ the corresponding periodic extension function on $\mathbb{T}_L$.

Let $\rho^N_L$ be the deterministic particle approximation on $\mathbb{T}_L$ starting from the density $(\rho_0)_L$, with $(\rho_0)_L$ defined as (5.4) from $\rho_0$. W.l.o.g., we can assume that $N$ and $L$ are sufficiently large so that

$$\sup_{N,L} \|\rho^N_L(0)\|_{L^\infty} \leq C_1, \quad \sup_{N,L} \mathcal{F}_L^v(\rho^N_L(0)) \leq C_0. \quad (5.5)$$
Indeed, the functionals $F^v$ $\Gamma$-converge to $F^v$ as $L \to +\infty$. Theorem 1.1 guarantees that for every $T > 0$ the functions $\rho^N_L$ are well defined on $[0, T]$ as soon as $N \geq N$ with $N = \bar{N}(T, C_0, L, K, \|v\|_{L^\infty})$ and that they enjoy the following bound

$$\sup_{N \geq N} \sup_{t \in [0, T]} \|\rho^N_L(t)\|_{L^\infty(\mathbb{R}^d)} \leq \bar{C},$$

where $\bar{C} = \bar{C}(K, C_0, C_1, \|v\|_{L^\infty}, T)$. In particular, one can observe the following

**Remark 5.2.** The functions $\phi_v(\rho^N_L)$ satisfy the upper bound

$$\sup_{N \geq N} \sup_{t \in [0, T]} \|\phi_v(\rho^N_L(t))\|_{L^\infty} \leq \phi_v(\bar{C}).$$

Moreover, let us define, for a function $u\chi_{[-L/2, L/2]} \in L^1(\mathbb{R})$, the quantity

$$TV(u) := \sup_{I \in \mathbb{N}} \sup_{I \leq x \leq x_i < x_{i+1} \leq L/2} \sum_{i=0}^{I-1} |u(x_{i+1}) - u(x_i)|.$$

Let us observe, that $TV(u)$ corresponds to the standard total variation of the function $u$. First we show the following compactness result.

**Theorem 5.3.** Let $\rho_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ such that $F^v(\rho_0) < +\infty$. Then, for all $T > 0$ the functions $\phi_v(\rho_N^L)$ converge strongly in $L^1([0, T] \times \mathbb{T}_L)$ (up to subsequences) to $\phi_v(\rho_L)$, being $\rho_L$ the weak* limit in $L^\infty$ of the deterministic particle approximations $\rho^N_L$. Moreover, the functions $\rho^N_L$ converge strongly in $L^1([0, T] \times \mathbb{T}_L)$ as well.

We will need the following preliminary lemma.

**Lemma 5.4.** Let $\rho^N_L : [0, T] \times \mathbb{T}_L \to (0, \infty)$, $N \geq N(T, L, C_0, K, \|v\|_{L^\infty})$ be the deterministic particle approximations starting from $(\rho_0)_L$ and $t, s \in [0, T]$. Then there exists a constant $C(C_0, K, \|v\|_{L^\infty})$ independent of $N, L$ such that

$$d_{W_1}\left(\frac{\rho^N_L(s)}{\|\rho^N_L(s)\|_{L^1}}, \frac{\rho^N_L(t)}{\|\rho^N_L(t)\|_{L^1}}\right) \leq C(C_0, K, \|v\|_{L^\infty})|t - s|^{1/2}.$$  

**Proof.** Denote by $X(\tau) = X(\tau, \cdot)$ the pseudo-inverse of $\rho^N_L(\tau)$ and let $s < t$. Let $c_L = \int_{\mathbb{T}_L}(\rho_0)_L = \int_{\mathbb{T}_L}\rho^N_L(\tau)$. In order to estimate the 1-Wasserste distance of the deterministic particle approximations at different times we use the well-known identity

$$d_{W_1}(\rho^N_L(s), \rho^N_L(t)) = \|X(s) - X(t)\|_{L^1([0, c_L])}.$$  

One has that

$$\|X(s) - X(t)\|_{L^1([0, c_L])}^2 \leq c_L \|X(s) - X(t)\|_{L^2([0, c_L])}^2$$

$$\leq c_L \sum_{k=0}^{N-1} \int_{\frac{k}{c_L/N}}^{\frac{(k+1)c_L/N}{c_L/N}} \left| x_k(t) - x_k(s) + \frac{N}{c_L} z - k \right|^2 dz$$

$$\leq \sum_{k=0}^{N-1} \frac{9c_L}{N} |x_k(t) - x_k(s)|^2.$$
Moreover,
\[ |x_k(t) - x_k(s)|^2 = |\int_s^t \dot{x}_k(\tau) \, d\tau|^2 \leq |t - s| \int_s^t |\dot{x}_k(\tau)|^2 \, d\tau, \]
hence
\[ \|X(s) - X(t)\|_{L^1}^2 \leq 9|t - s| \int_s^t \frac{C_L}{N} \sum_{k=0}^{N-1} |\dot{x}_k(\tau)|^2 \, d\tau \] \tag{5.9}
provided \( N \gg L \).

By the ODE (2.1) and Corollary 3.2 for \( N \) sufficiently large one has that
\[
\int_s^t \frac{C_L}{N} \sum_{k=0}^{N-1} |\dot{x}_k(\tau)|^2 \, d\tau \leq C(\|K\|_{L^\infty}, \|v\|_{L^\infty})|t - s| + \int_s^t \sum_{k=0}^{N-1} \int_{k+1}\frac{C_L}{N} \sum_{k=0}^{N-1} N^2(\phi_v(\rho_k(\tau)) - \phi_v(\rho_{k-1}(\tau)))^2 \, dz \, d\tau \\
\leq \hat{C}_1(\|K\|_{L^\infty}, \|v\|_{L^\infty})(1 + |t - s|) + \hat{C}_2 F^v_{\mathcal{L}}(\rho_{0,L}). \tag{5.10}
\]
Hence, since by assumption \( F^v_{\mathcal{L}}(\rho_{0,L}) \leq C_0 \), (5.8) holds.

In particular one can observe the following

**Remark 5.5.** Let us assume that \( \rho_0 \) has finite first moments. Since the functions \( \rho_N^0(0) \) converge in \( L^1(\mathbb{T}_L) \) to \( (\rho_0)_L \), which in turn as \( L \to +\infty \) converge to \( \rho_0 \) in \( L^1(\mathbb{R}) \), by Lemma 5.4

\[ d_{W_1}\left( \frac{(\rho_N^0(t))_L}{\|\rho_N^0(t)\|_{L^1}}, \rho_0 \right) \leq C(C_0, K, \|v\|_{L^\infty})T^{1/2} + \hat{C}, \quad \forall t \in [0, T] \]

with \( \hat{C} \) independent of \( N, L \) as soon as \( N \geq \hat{N} \) is sufficiently large.

The above condition gives tightness of the deterministic particle approximations. Thanks to the fact that \( \phi_v(\rho) \leq c\rho \) if \( \rho \leq 1 \), this converts into tightness for the functions \( (\phi_v(\rho_N^0))_N \).

We are now ready to prove Theorem 5.3

**Proof of Theorem 5.3.** Let us define a functional \( \mathcal{G} \) as follows
\[
\mathcal{G}(u) = TV(u) + \|u\|_{L^1(\mathbb{R})} + \mathbb{1}_{\{\|u\|_{L^\infty} \leq \phi_v(C)\}} + \mathbb{1}_{\left\{ d_{W_1}\left( \frac{(\phi_v)^{-1}(u)}{\|\phi_v\|_{L^1}}, \rho_0 \right) \leq \Lambda \} \right\}}, \tag{5.11}
\]
where
\[
\mathbb{1}_A(x) = \begin{cases} 0 & \text{if } x \in A \\ +\infty & \text{if } x \in A^c, \end{cases}
\]
d\( d_{W_1} \) is the standard 1-Wasserstein distance between probability measures and \( \Lambda \) is a positive constant satisfying
\[
\Lambda \geq 2(C(C_0, K, \|v\|_{L^\infty})T^{1/2} + \hat{C}),
\]
where \( C, \hat{C} \) are the constant defined in Remark 5.5. In particular, all the deterministic particle approximations (by lower semicontinuity of \( d_{W_1} \)) satisfy the condition
\[
d_{W_1}\left( \frac{(\rho_N^0(t))_L}{\|\rho_N^0(t)\|_{L^1}}, \rho_0 \right) \leq \Lambda.
\]
Moreover, define
\[ g(u, w) = d_{W_1} \left( \frac{(\phi_v)^{-1}(u)}{\|\phi_v^{-1}(u)\|_{L^1}}, \frac{(\phi_v)^{-1}(w)}{\|\phi_v^{-1}(w)\|_{L^1}} \right). \]

It is fairly easy to see that \( G \) is a normal coercive integrand. Indeed, this follows by Corollary 3.2 and by the inequality
\[ \|v\|_{\infty} \leq \frac{2}{\delta} T \left| \sup_{N \geq \tilde{N}} \int_0^T \phi_v(\rho_L^N(t, x)) \, dx \, dt \right| \leq C(\|v\|_{L^\infty}, \|\rho_L^N\|_{L^\infty}, m) \sup_{N \geq \tilde{N}} \int_0^T \rho_L^N(t, x) \, dx \, dt \]
\[ \leq C(\|v\|_{L^\infty}, \|\rho_L^N\|_{L^\infty}, m)T, \tag{5.13} \]
where \( m \) is the power of the nonlinear diffusion, and one can use Theorem 1.1 to bound \( \|\rho_L^N\|_{L^\infty} \).

Moreover, one has the following
\[ \sup_{N \geq \tilde{N}} \int_0^T TV(\phi_v(\rho_L^N(t))) \, dt \leq C(K, C_0, \|v\|_{L^\infty})(1 + T). \tag{5.14} \]

Indeed, this follows by Corollary 3.2 and by the inequality
\[ \sum_{k=0}^{N-1} |a_{k+1} - a_k| \leq \max \left\{ 1, N \sum_{k=0}^{N-1} |a_{k+1} - a_k| \right\}. \tag{5.15} \]

From Lemma 5.4, Remarks 5.5 and 5.2 and the bounds (5.13) and (5.14) we deduce that for every \( L \) the set
\[ \mathcal{U} = \{ \phi_v(\rho_L^N) \}_{N \geq \tilde{N}(T, L, C_0, K, \|v\|_{L^\infty})} \]
satisfies the assumptions of Theorem 5.1 on \( X = L^1(\mathbb{T}_L) \). Hence Theorem 5.1 can be applied, implying the convergence in measure (w.r.t. \( t \) with values in \( L^1(\mathbb{T}_L) \) and up to subsequences) of the functions \( \phi_v(\rho_L^N) : (0, T) \times \mathbb{T}_L \to \mathbb{R} \) to a function \( \tilde{\phi}_v.L \).

By the \( L^\infty \) bound (5.17), the above convergence can be upgraded to strong convergence in \( L^1([0, T] \times \mathbb{T}_L) \).

By Theorem 1.1 also the sequence \( \{\rho_L^N\}_{N \geq \tilde{N}} \) is uniformly bounded on \([0, T]\). In particular, the functions \( \rho_L^N \) converge weakly* in \( L^\infty([0, T] \times \mathbb{T}_L) \) (up to subsequences) to some bounded function
\[ \rho_L. \] Thus by the strict monotonicity and continuity of \( \phi_v \) one has that \( \rho_L^N \) converge strongly in \( L^1 \) to \( \rho_L \) and \( \hat{\phi}_v, L = \phi_v(\rho_L). \)
This concludes the proof of Theorem 5.3.

We conclude this section showing that also the following compactness result holds.

**Theorem 5.6.** Let \( \rho_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) with finite first moments and let \( \rho_L : [0, T] \times [-L/2, L/2] \to [0, +\infty) \) be the functions obtained in Theorem 5.3. Then, as \( L \to +\infty, \rho_L \) converge (up to subsequences) strongly in \( L^1([0, T] \times \mathbb{R}) \) to \( \rho : [0, T] \times \mathbb{R} \to [0, +\infty), \) where \( \rho : [0, T] \times \mathbb{R} \to [0, +\infty) \) is the weak* limit in \( L^\infty \) of the functions \( \rho_L. \)

**Proof.** In order to prove Theorem 5.6 it is sufficient to observe that the estimates of Lemma 5.4, Remarks 5.5 and 5.2 and the upper bounds (5.14 and (5.14) do not depend on \( N, \) \( L \) but only on \( C_0, C_1 \) as in (5.5). Moreover, by lower semicontinuity of the total variation and of the 1-Wasserstein distance \( d_W, \) such estimates uniformly hold also for the sequences \( \rho_L, \phi_v(\rho_L). \) Hence it is possible to apply Theorem 5.1 to the sequence \( \phi_v(\rho_L) \) on \( [0, T] \times \mathbb{R} \) and repeat the previous reasoning obtaining a strong \( L^1 \) limit \( \phi_v(\rho) : [0, T] \times \mathbb{R} \to [0, +\infty) \) with \( \rho_L \) converging to \( \rho \) strongly in \( L^1. \)

### 6 Convergence to solutions of the PDE

Our first goal is to prove Theorem 1.2. One of the differences w.r.t. 19 is that for general non-constant mobilities a minimum principle for initial densities bounded from below does not hold, namely the approximate densities \( \{\rho_L^N(t)\} \) may converge to zero as \( N \to +\infty \) on some space intervals even if \( \{\rho_L^N(0)\} \) is uniformly bounded from below by a positive constant. In particular, an analogue of Lemma 5.8 in 19 does not hold. This leads to an additional error term in the limit PDE which is concentrated on the vacuum regions.

**Proof of Theorem 1.2.** Let \( \rho_{0,L} \) an \( L^1 \) density on \( \mathbb{T}_L, \) and let \( c_L = \int_{\mathbb{T}_L} \rho_{0,L} \leq 1. \) W.l.o.g. we can assume that \( \rho_{0,L} = (\rho_0)_L \) for some \( \rho_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}). \) In particular, if \( N \) is sufficiently large, one has that

\[ \sup_N \|\rho_L^N(0)\|_{L^\infty(\mathbb{T}_L)} \leq C_1, \quad \sup_N \mathcal{F}_L^v(\rho_L^N(0)) \leq C_0, \]

where \( \rho_L^N \) is the deterministic particle approximation on \( \mathbb{T}_L \) starting from \( \rho_{0,L} \) (see (5.5)). In particular, Theorem 5.3 guarantees that, up to subsequences, \( \rho_L^N \) strongly converges in \( L^1([0, T] \times \mathbb{T}_L) \) to a density \( \rho_L \in L^1([0, T] \times \mathbb{T}_L). \)
Remember that, by (2.8), for every fixed \( N \in \mathbb{N}, L > 0 \) the piecewise constant function \( \rho_L^N(t, x) \) satisfies, for every \( \varphi \in C^\infty_0((0, T) \times \mathbb{T}_L), \) the following equation

\[ \int_0^T \int_{\mathbb{T}_L} \rho_L^N(t, x) \partial_t \varphi(t, x) - \rho_L^N(t, x) \left[ R^\text{lin}(\rho_L^N, v_L^N) \ast \rho_L^N(t, x) \right] \partial_x \varphi(t, x) \, dx \, dt = 0 \]

where we defined

\[ \phi^\text{lin}_v(\rho_L^N(t, x)) := \sum_{k=0}^{N-1} \chi(x(x; t), x_{k+1}(t))(x) \left[ G_k(t) + \left( \frac{N}{c_L} M_{\rho_L^N}(x) - k \right) (G_{k+1}(t) - G_k(t)) \right] \]

\[ \rho_L(t, x) \partial_t \varphi(t, x) - \rho_L^N(t, x) \left[ R^\text{lin}(\rho_L^N, v_L^N) \ast \rho_L^N(t, x) \right] \partial_x \varphi(t, x) \, dx \, dt = 0 \]

\[ (6.1) \]
and $G_k(t) = \phi_v(\rho_k(t)) - \phi_v(\rho_{k-1}(t))$.

In the following we want to show that as $N \to +\infty$ the equation (6.1) converges to the PDE (1.16) for the density $\rho_L$.

In particular we will prove that as $N$ tends to $+\infty$

$$\int_0^T \int_{\mathbb{T}_L} (\rho_L^N(t,x) - \rho_L(t,x)) \partial_t \varphi(t,x) \, dx \, dt \to 0, \quad (6.2)$$

$$\int_0^T \int_{\mathbb{T}_L} \left( (\rho_L^N(t,x) K^\text{lin}'(\rho_L^N, v_L^N) - \rho_L K' + \rho_L(t,x) v(\rho_L)(t,x)) \partial_x \varphi(t,x) \right) \, dx \, dt \to 0, \quad (6.3)$$

and that

$$\lim_{N \to \infty} \int_0^T \int_{\mathbb{T}_L} N L^\text{lin}(\rho_L^N(\cdot, t,x)) \partial_x \varphi(t,x) \, dx \, dt = -\int_0^T \int_{\mathbb{T}_L} \Phi_{v,L}(t,x) \partial_{xx} \varphi(t,x) \, dx \, dt, \quad (6.4)$$

where $\Phi_{v,L}(t,x)$ will be implicitly defined later (see Step 2) and is such that $\Phi_{v,L}(t,x) = \phi_v(\rho_L(t,x))$ for a.e. $x \in \{\rho_L(t) > 0\}$.

The convergence in (6.2) is an immediate consequence of the $L^\infty$ weak* compactness of the densities $\rho_L^N$ implied by Theorem 1.1.

**Step 1**

Let us focus on the convergence in (6.3). Simple computations lead to the equivalent expression

$$\int_0^T \int_{\mathbb{T}_L} (\rho_L^N(t,x) K^\text{lin}'(\rho_L^N, v_L^N) - \rho_L K' + \rho_L(t,x) v(\rho_L)(t,x)) \partial_x \varphi(t,x) \, dx \, dt =$$

$$\int_0^T \int_{\mathbb{T}_L} (\rho_L^N(t,x) - \rho_L(t,x)) K' \partial_x \varphi(t,x) \, dx \, dt$$

$$+ \int_0^T \int_{\mathbb{T}_L} \rho_L^N(t,x) K' (\rho_L^N(t,x) - \rho_L(t,x)) \partial_x \varphi(t,x) \, dx \, dt$$

$$+ \int_0^T \int_{\mathbb{T}_L} \rho_L^N(t,x) K' (\rho_L^N(t,x) v_L^N(t,x) - v(\rho_L(t,x))) \partial_x \varphi(t,x) \, dx \, dt$$

$$+ \int_0^T \int_{\mathbb{T}_L} \rho_L^N(t,x) (\rho_L^N(t,x) v_L^N(t,x) - K' \rho_L^N(t,x)) \partial_x \varphi(t,x) \, dx \, dt \quad (6.5)$$

The first and the second term of the r.h.s. of the above converge to 0 as $N \to \infty$ because of the $L^\infty$ weak* compactness of the $\rho_L^N$.

As for the third term of (6.3), first notice that

$$\int_0^T \int_{\mathbb{T}_L} \rho_L^N(t,x) K' \rho_L^N(t,x) (v(\rho_L^N(t,x)) - v(\rho_L(t,x))) \partial_x \varphi(t,x) \, dx \, dt \to 0, \quad (6.6)$$

since $\rho_L^N \to \rho_L$ in any $L^p$ with $p < \infty$ and $v$ is Lipschitz by assumption. Hence, to estimate the third term of (6.5) we need to show that

$$\int_0^T \int_{\mathbb{T}_L} \rho_L^N(t,x) K' \rho_L^N(t,x) (v_L^N(t,x) - v(\rho_L^N(t,x))) \partial_x \varphi(t,x) \, dx \, dt \to 0. \quad (6.7)$$
As observed above, since \( \phi_v(\rho_L(t)) \in BV(\mathbb{T}_L) \) for a.e. \( t \) and \( \phi_v \) is a strictly monotone function, \( \rho_L(t) \) is continuous up to a countable number of points \( J_L(t) \) where it has a jump. Moreover, it is fairly easy to see that \( \rho_L^N(t) \) is locally in \( BV \) at a point \( x \) whenever it is bounded from below by a positive constant. For a.e. point \( x \) in \( \mathbb{T}_L \setminus J_L(t) \), \( \rho_L^N(t, x) \to \rho_L(t, x) \). Let \( x \in \mathbb{T}_L \setminus J_L(t) \) such that \( \rho_L(t, x) > 0 \) and \( \rho_L^N(t, x) \to \rho_L(t, x) \). If \( x \in [x_{k(N,x)}^N, x_{k(N,x)+1}^N] \), then \( x_{k(N,x)+1}^N - x_{k(N,x)}^N \to 0 \) and \( x_{k(N,x)}^N - x_{k(N,x)-1}^N \to 0 \) with \( \rho_k(N,x)^N(t), \rho_k(N,x)^N_1(t) \to \rho_L(t, x) \). Thus \( v_L^N(t, x) = v_k(N,x)(t) = v(\max(\rho_k(N,x)^N(t), \rho_k(N,x)^N_1(t))) \to v(\rho_L(t, x)) \). Where \( \rho_L(t, x) = 0 \), then \( v_L^N \) might not have the same limit of \( v(\rho_L^N) \), but the factor \( \rho_L^N \) in the integrand of the third term of (6.5) tends to 0, thus by dominated convergence we can conclude that (6.7) holds.

Let us now proceed to estimate the last term in (6.5). Analogously to the proof of Lemma 2.2 we are left to prove that

\[
\left| \sum_{k=0}^{N-1} \int_{k\epsilon L/N}^{(k+1)\epsilon L/N} \rho^N_L(t, X(t, z)) \left( \frac{N}{\epsilon L} - k \right) \cdot \frac{c_L}{N} \left( v_{k+1}(t) \sum_{j \neq k+1} K'[x_{k+1} - x_j] - v_k(t) \sum_{j \neq k} K'[x_k - x_j] \right) \partial_x \varphi(t, X(t, z)) \, dz \right| \to 0. \tag{6.8}
\]

As above, at the points \( x \) where \( \rho_L^N(t, x) \to \rho_L(t, x) = 0 \), one can deduce pointwise convergence to 0 of the whole integrand and use dominated convergence. At the other points \( x \in \mathbb{T}_L \setminus J_L(t) \) where \( \rho_L^N(t, x) \to \rho_L(t, x) > 0 \), one has that \( v_L^N(t, x) \) and \( v_L^N(t, y_N) \) have the same limit as \( N \to +\infty \), where if \( x \in [x_{k(N,x)}^N, x_{k(N,x)+1}^N] \) then \( y_N \) is any point belonging to \( [x_{k(N,x)+1}^N, x_{k(N,x)+2}^N] \). Moreover, at such points (being \( \rho_L^N \geq \varepsilon(x) > 0 \) for \( N \geq N' \) and being \( x \) a point of continuity of \( \rho_L > 0 \) one has that \( x_{k(N,x)+1}^N - x_{k(N,x)}^N \to 0 \). Thus also in this case the integrand in (6.8) converges to 0 and thus by dominated convergence the limit relation in (6.8) holds.

**Step 2**

Let us now prove (6.4).

One has that

\[
\int_0^T \int_{\mathbb{T}_L} \rho^N_L(t, x) \frac{N}{\epsilon L} \phi_v(\rho_L^N(t, x)) \partial_x \varphi(t, x) \, dx \, dt = \\
= \sum_{k=0}^{N-1} \int_0^T \int_{x_k}^{x_{k+1}} \frac{\phi_v(\rho_L^N(t, x_{k+1})) - \phi_v(\rho_L^N(t, x_k))}{x_{k+1} - x_k} \partial_x \varphi(t, x) \, dx \, dt \\
+ \sum_{k=0}^{N-1} \int_0^T \int_{x_k}^{x_{k+1}} \left[ \frac{\phi_v(\rho_L^N(t, x_{k+1})) - \phi_v(\rho_L^N(t, x_k))}{x_{k+1} - x_k} - \frac{\phi_v(\rho_L^N(t, x_{k+1})) - \phi_v(\rho_L^N(t, x_k))}{x_{k+1} - x_k} \right] \cdot \left( \frac{N}{\epsilon L} M_{\rho^N_L(t)}(x) - k \right) \partial_x \varphi(t, x) \, dx \, dt
\]

Integrating by parts and setting

\[
a_j := \phi_v(\rho_L^N(t, x_j)) - \phi_v(\rho_L^N(t, x_{j-1})). \tag{6.9}
\]
it holds
\[
\sum_{k=0}^{N-1} \int_0^T \int_{x_k}^{x_{k+1}} \frac{\phi_v(\rho_L^N(t,x_k)) - \phi_v(\rho_L^N(t,x_{k-1}))}{x_{k+1} - x_k} \partial_x \varphi(t,x) \, dx \, dt \\
+ \sum_{k=0}^{N-1} \int_0^T \int_{x_k}^{x_{k+1}} \left[ \frac{\phi_v(\rho_L^N(t,x_{k+1})) - \phi_v(\rho_L^N(t,x_k))}{x_{k+1} - x_k} \right. \\
\left. - \frac{\phi_v(\rho_L^N(t,x_k)) - \phi_v(\rho_L^N(t,x_{k-1}))}{x_{k+1} - x_k} \right] \cdot \left( \frac{N}{c_L} M_{\rho_L^N(t,x)}(x) - k \right) \partial_x \varphi(t,x) \, dx \, dt = \\
- \int_0^T \int_{\mathbb{T}_L} \left\{ \sum_{j=0}^{k(N,x)-1} \int_{x_j}^{x_{j+1}} \frac{1}{x_{j+1} - x_j} \left[ a_j(t) + \left( \frac{N}{c_L} M_{\rho_L^N(t)}(y) - k(N,x) \right) (a_{j+1}(t) - a_j(t)) \right] \, dy \\
+ \int_{x_k(N,x)}^{x} \frac{1}{x_{k(N,x)+1} - x_k(N,x)} \left[ a_{k(N,x)}(t) + \left( \frac{N}{c_L} M_{\rho_L^N(t)}(y) - k(N,x) \right) (a_{k(N,x)+1}(t) - a_{k(N,x)}(t)) \right] \, dy \right\} \cdot \partial_{xx} \varphi(t,x) \, dx \, dt \\
= - \int_0^T \int_{\mathbb{T}_L} \left\{ -\phi_v(\rho_L^N(t,x_{N-1})) + \phi_v(\rho_L^N(t,x_{k(N,x)-1})) \\
+ \frac{x - x_{k(N,x)+1}}{x_{k(N,x)+1} - x_{k(N,x)}} \left[ \phi_v(\rho_L^N(t,x_{k(N,x)})) - \phi_v(\rho_L^N(t,x_{k(N,x)-1})) \right] \\
+ \frac{1}{2} \left[ \phi_v(\rho_L^N(t,x_{N-1})) - \phi_v(\rho_L^N(t,x_{N})) + \phi_v(\rho_L^N(t,x_{k(N,x)})) - \phi_v(\rho_L^N(t,x_{k(N,x)-1})) \right] \\
+ \int_{x_k(N,x)}^{x} \frac{1}{x_{k(N,x)+1} - x_k(N,x)} \left( \frac{N}{c_L} M_{\rho_L^N(t)}(y) - k(N,x) \right) (a_{k(N,x)+1}(t) - a_{k(N,x)}(t)) \, dy \right\} \cdot \partial_{xx} \varphi(t,x) \, dx \, dt \\
=: - \int_0^T \int_{\mathbb{T}_L} \hat{\Phi}_v(\rho_L^N(t,x)) \partial_{xx} \varphi(t,x) \, dt \, dx.
\]

W.l.o.g., we can assume that up to subsequences
\[
x_{N-1} \to \bar{x}, \quad \rho_L^N(t,x_{N-1}) \to \rho_L(\bar{x}), \quad \rho_L^N(t,x_0) \to \rho_L(x_0).
\]
where we set
\[ \hat{c}_L(t) := -\phi_v(\rho_L(t, x)) + \frac{1}{2} \left[ \phi_v(\rho_L(t, x)) - \phi_v(\rho_L(t, x_0)) \right]. \]

Indeed, since \( \phi_v(\rho_L(t)) \in BV(\mathbb{T}_L) \) for a.e. \( t \) and \( \phi_v \) is a strictly monotone function, \( \rho_L(t) \) is continuous up to a countable number of points \( J_L(t) \) where it has a jump. Moreover, it is fairly easy to see that \( \rho^N_L(t) \) is locally in \( BV \) at a point \( x \) whenever it is bounded from below by a positive constant. By the \( L^1 \)-convergence Theorem 5.3 for a.e. point \( x \) in \( \mathbb{T}_L \setminus J_L(t) \) one has that \( \rho^N_L(t, x) \to \rho_L(x) \). Let \( x \in \mathbb{T}_L \setminus J_L(t) \) such that \( \rho_L(t, x) > 0 \) and \( \rho^N_L(t, x) \to \rho_L(t, x) \). If \( x \in [x^N_{k(N,x)}, x^N_{k(N,x)+1}] \), then \( x^N_{k(N,x)+1} - x^N_{k(N,x)} \to 0 \) and \( x^N_{k(N,x)} - x^N_{k(N,x)-1} \to 0 \) with \( \rho^N_L(t, x), \rho^N_{k(N,x)}(t), \rho^N_{k(N,x)-1}(t) \) to \( \rho_L(t, x) \). Notice that

\[ \{x \in \mathbb{T}_L : \rho_L(t, x) > 0\} \setminus \Omega_+(t) = 0 \]  
(6.13)

Consider now the subset of \( \{\rho_L(t, \cdot) = 0\} \) given by

\[ \Omega_0(t) := \{x \in \mathbb{T}_L \setminus J_L(t) : x \in \cap N[x^N_{k(N,x)}, x^N_{k(N,x)+1}], \rho^N_L(t, x) \to \rho_L(t, x) = 0\}. \]  
(6.14)

Notice that

\[ \phi_v(\rho_L(t, x)) = 0 \quad \text{whenever} \quad \rho_L(t, x) = 0. \]  
(6.15)

One has that, up to subsequences, for a.e. \( x \in \Omega_0(t) \)

\[ \hat{\Phi}_v(\rho^N_L, t, x) \to \hat{\Phi}_{v,L}(t, x), \]  
(6.16)

where \( \hat{\Phi}_{v,L} = \hat{c}_L \) if \( \rho^N_L(t, x^N_{k(N,x)+1}) \to 0 \) and \( \rho^N_L(t, x^N_{k(N,x)-1}) \to 0 \), which happens e.g. if \( \inf |x^N_{k(N,x)+2} - x^N_{k(N,x)+1}| > 0 \) and \( \inf |x^N_{k(N,x)} - x^N_{k(N,x)-1}| > 0 \). In particular, \( \lim_N x^N_{k(N,x)+1} \) and \( \lim_N x^N_{k(N,x)-1} \) are at the boundary of \( \{\rho_L = 0\} \) whenever \( \hat{\Phi}_{v,L} \neq \hat{c}_L \).

Thus, by dominated convergence, one has that

\[ \int_0^T \int_{\mathbb{T}_L} \rho^N_L(t, x) \frac{\phi_v^{\text{lin}}(\rho^N_L(t, x))}{c_L} \partial_x \varphi(t, x) \, dx \, dt \to \lim_{N \to +\infty} \int_0^T \int_{\mathbb{T}_L} \Phi_{v,L}(t, x) \partial_x \varphi(t, x) \, dx \, dt, \]  
(6.17)

where \( \Phi_{v,L}(t, x) = \phi_v(\rho_L(t, x)) \) on a.e. \( x \in \{\rho_L > 0\} \).

\[ \square \]

We now proceed to the proof of Theorem 1.3

**Proof of Theorem 1.3.** Let \( \rho_0 > 0 \) a bounded \( L^1 \) density with unit mass and let

\[ (\hat{\rho}_0)_L(x) = \rho_0(x) \chi_{[-L/2,L/2]}(x). \]

Denote now by \( \rho_0^N \) the \( L \)-periodic extension of \( \rho_0^N \) or its corresponding function on \( \mathbb{T}_L \). Denoting by \( \rho^N_L \) the deterministic particle approximations defined starting from \( \rho^N_L \), we proved in the previous theorem that they converge, up to subsequences, to a bounded \( L^1 \) solution \( \rho_L \) of the following PDE in weak form

\[ \int_0^T \int_{\mathbb{T}_L} \rho_L(t, x) \partial_t \varphi(t, x) - \rho_L(t, x) v(\rho_L(t, x)) \partial_x \varphi(t, x) + \Phi_{v,L}(t, x) \partial_{xx} \varphi(t, x) \, dx \, dt = 0, \]

(6.18)
where \( \varphi \in C_c^\infty(0, T) \times \mathbb{T}_L \) and \( \Phi_{v,L}(t, x) = \phi_{v}(\rho_{L}(t, x)) \) for a.e. \( x \in \{\rho_{L}(t) > 0\} \).

Let now \( \psi \in C_c^\infty((0, T) \times \mathbb{R}) \). In particular, there exists \( L \) such that

\[
\text{spt}\psi \subset \subset [0, T] \times (-\bar{L}/2, \bar{L}/2).
\]

For \( L \geq \bar{L} \), denote by \( \psi_L \) the \( L \)-periodic extension of \( \psi \). Then, by \((6.18)\) one has that

\[
\int_0^T \int_{\mathbb{T}_L} \rho_L(t, x) \partial_t \psi_L(t, x) - \rho_L K' \ast \rho_L(t, x) v(\rho_L(t, x)) \partial_x \psi_L(t, x) + \Phi_{v,L}(t, x) \partial_{xx} \psi_L(t, x) \, dx \, dt = 0.
\]

(6.19)

Denoting by \( \rho_L \) the \( L \)-periodic function on \( \mathbb{R} \) corresponding to \( \rho_L \) on \( \mathbb{T}_L \) and setting \( \hat{\rho}_L = \rho_L \chi_{[-L/2, L/2]} \) and \( \hat{\psi} = \psi \chi_{[-L/2, L/2]} \), \((6.19)\) rewrites as

\[
\int_0^T \int_{\mathbb{R}} (\hat{\rho}_L(t, x) - \rho(t, x)) \partial_t \hat{\psi}(t, x) + (\Phi_{v,L}(t, x) - \Phi_v(t, x)) \partial_{xx} \hat{\psi}(t, x) \, dx \, dt \rightarrow 0,
\]

where \( \Phi_v(t, x) = \phi_v(\rho(t, x)) \) for a.e. \( x \in \{\rho(t) > 0\} \).

Finally,

\[
\int_0^T \int_{\mathbb{R}} (\hat{\rho}_L(t, x) K' \ast \hat{\rho}_L(t, x) v(\hat{\rho}_L(t, x)) - \rho(t, x) K' \ast \rho(t, x) v(\rho(t, x))) \partial_x \hat{\psi}(t, x) \, dx \, dt \rightarrow 0.
\]

Thus we are left to show that

\[
\int_0^T \int_{\mathbb{R}} \hat{\rho}_L(t, x) K' \ast (\rho_L - \hat{\rho}_L)(t, x) v(\hat{\rho}_L(t, x)) \partial_x \hat{\psi}(t, x) \, dx \, dt \rightarrow 0.
\]

Using the fact that \( \|\rho_L\|_{\infty} \leq C \) and that \( K' \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) (see \((1.5)\)), one has that

\[
\int_0^T \int_{\mathbb{R}} |\hat{\rho}_L(t, x)| \int_{\mathbb{R}} |K'(x - y)||\rho_L(t, y) - \hat{\rho}_L(t, y)| \, dy \partial_x \hat{\psi}(t, x) \, dx \, dt \leq
\]

\[
= \int_0^T \int_{\mathbb{R}} |\hat{\rho}_L(t, x)| \int_{\mathbb{R} \setminus [-L/2, L/2]} |K'(x - y)||\rho_L(t, y)| \, dy \partial_x \hat{\psi}(t, x) \, dx \, dt
\]

\[
= J_1^L + J_2^L,
\]

with

\[
J_1^L = \int_0^T \int_{[-L/2, L/2]} |\hat{\rho}_L(t, x)| \int_{\mathbb{R} \setminus [-3L/4, 3L/4]} |K'(x - y)||\rho_L(t, y)| \, dy \partial_x \hat{\psi}(t, x) \, dx \, dt,
\]

\[
J_2^L = \int_0^T \int_{[-L/2, L/2]} |\hat{\rho}_L(t, x)| \int_{[-3L/4, -L/2] \cup [L/2, 3L/4]} |K'(x - y)||\rho_L(t, y)| \, dy \partial_x \hat{\psi}(t, x) \, dx \, dt.
\]
On one hand,
\[ J_1^L \lesssim \|\hat{\psi}\|_{C^1} \int_{\{|z| > L/4\}} |K'(z)| \, dz \to 0. \]

On the other hand,
\[ J_2^L \lesssim \|\hat{\psi}\|_{C^1} \|K'\|_{L^\infty} \int_{\{|L/4 < |y| < L/2\}} \hat{\rho}_L(y) \, dy \to 0, \]

where we used the tightness of the measures \(\hat{\rho}_L\) proved in Remark 5.5.

Thus the proof of Theorem 1.3 is concluded.

\[ \square \]
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