Renormalized charged scalar current in the Reissner-Nordström-de Sitter spacetime
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We perform a Hadamard point-split renormalization of the current density \(j_\nu\) of a charged scalar field in a Reissner-Nordström-de Sitter spacetime. We compute numerically the expectation values of the components \(j_r\) and \(j_\nu\) in the Unruh state in the exterior region and study their dependence on the field parameters and the position.

I. INTRODUCTION

In astrophysical contexts, it is expected that any charged black hole (BH) will quickly lose its charge by accreting matter of the opposite charge. But even an isolated charged BH loses its charge by quantum effects. The discharge of charged BHs by Hawking radiation or pair creation due to the electromagnetic background field has already been anticipated by Hawking himself in his seminal work [1]. This effect has been studied further, for example, by [2–16]. These works typically focus on the discharge in the exterior region and, as far as quantitative results are concerned, on large field masses and charges. While this is certainly the most physically interesting phenomenon and parameter range, we think that there are still interesting open questions. Here, we want to answer a few of them.

The study of discharge in the exterior region typically proceeds either by considering pair creation (for example using Schwinger’s pair creation rate [17]), or by computing the expectation value of the current \(j_r\). By charge conservation, this quantity is determined by its value at an arbitrary position in stationary and rotationally symmetric states. We compute it numerically at the event horizon in the Unruh state, albeit only for small mass \(\mu\) and charge \(q\) of the field and a large cosmological constant \(\Lambda\). We find an exponential decay in the mass and a proportionality \(\sim q^2\) for small \(q\).

Another potentially interesting observable, which to the best of our knowledge has not yet been considered in the literature, is the current component \(j_\nu\), representing, up to a negative factor, the (vacuum polarization) charge density, as measured by a stationary observer. Certainly, for astrophysical BHs and realistic field masses, one expects this polarization charge density to decay rapidly, as for QED in an external Coulomb potential (exponentially according to Uehling’s result linear in the external potential [18] or subexponentially when treating the external potential nonperturbatively [19]). It would be nice to verify this intuition. We make first steps in this direction, as we calculate a finite counterterm from a Hadamard point-split renormalization. We also compute the vacuum polarization numerically in the Unruh state, again in the regime of small mass \(\mu\) and charge \(q\) of the field and a large cosmological constant \(\Lambda\).

The inclusion of a cosmological constant, i.e., working on a Reissner-Nordström-de Sitter (RNdS) instead of a Reissner-Nordström (RN) spacetime, goes beyond previous work (focusing on the asymptotically flat case) and has further advantages: numerical calculations are easier, as the corresponding mode equation has only regular singular points (instead of an irregular singular point at \(\infty\) for RN). This allows for an efficient numerical scheme [20], which works best if the cosmological and event horizons are of the same order of magnitude (corresponding to a large cosmological constant). Furthermore, (quantum) fields on RNdS have attracted considerable attention in recent years, due to the possibility of violations of strong cosmic censorship (sCC) [21] on such spacetimes [22–24].

Our results are also relevant regarding the ongoing debate about sCC. The sCC conjecture roughly states that at the inner horizon of a charged or rotating black hole, like \(CH^R\) in Fig. 1, local observables such as the current of a charged scalar field will diverge. This prevents any observer from crossing the inner horizon and entering the region beyond it, where determinism breaks down. It was suspected long ago [25] and recently shown [26] that the stress tensor of a real scalar field diverges in a universal way at the inner horizon. The divergence is stronger than that of classical fields and strong enough to ensure the validity of sCC.

In the context of charged BHs, the consideration of charged fields is natural. In view of the sCC conjecture, it is then interesting to study the behavior of the expectation value of the current density \(j_\nu\) near the inner horizon. Our results on the point-split renormalization of the current, which are also valid in the interior region, are used in [27] to do this.

The study of charged scalars on RNdS is made slightly more complicated by the fact that an instability is present in the regime of small mass \(\mu\) and charge \(q\) of the field and small cosmological constant \(\Lambda\) [23,24,30]. As far as our general results on the point-split renormalization of the current density in the Unruh state are concerned, we assume that we are in a parameter range

\(\mu, q, \Lambda\) such that the instability is absent.
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in which the instability is absent. For our concrete computations, we choose parameters such that the instability is avoided (this is one of the reasons for choosing a large cosmological constant \( \Lambda \)).

Let us comment on the relation to previous similar work. In [8], an expression for the Hadamard point-split renormalization of the current in general spacetimes and external background on-shell electromagnetic fields is derived (though not evaluated). A divergent counterterm from Hadamard point splitting is obtained, in contrast to our result of a finite counterterm. As explained below, this seems to be due to a sign mistake in [8]. Reference [31] has derived a prescription for the calculation of the renormalized current density of a charged scalar field in a curved spacetime with a background electromagnetic field via Hadamard point splitting, but only applies it to show that the renormalized current satisfies current conservation. Recently, the expectation value of \( j_r \) was computed in the massless case for the Boulware state in a RN spacetime [16]. We go beyond these results in that we allow for a nonzero mass and cosmological constant, use the physically more relevant Unruh state, and also compute the expectation value of the component \( j_t \), related to the charge density.

The rest of the paper is structured as follows. In Sec. II, we introduce the dynamics of the scalar field and the Unruh vacuum. These are used in Sec. III to derive a point-splitting regularized expression for the current in the Unruh state. The parametrix for the current is determined in Sec. IV. We present numerical results in Sec. V and conclude in Sec. VI.

Throughout, we work in units \( \hbar = c = G = 4\pi\epsilon_0 = 1 \).

II. SETUP

We consider a charged scalar field \( \Phi \) on a RNdS spacetime. This spacetime describes a spherically symmetric charged BH in the presence of a positive cosmological constant. Its conformal diagram is depicted in Fig. [1]. We will focus mostly on the region I, the exterior of the black hole, and the event horizon \( \mathcal{H}^R \). A consideration of region II, the inner horizon, and the relation to strong cosmic censorship can be found in [27]. The dynamics of the field \( \Phi \) on this spacetime are described by the Klein-Gordon

![Figure 1: Penrose diagram for Reissner-Nordström-de Sitter spacetime. I and III constitute the exterior region, with III being the region beyond the cosmological horizon \( \mathcal{H}_c \), i.e., out of causal contact with the BH interior. The latter is represented by regions II and IV, which are separated from the exterior by the event horizon \( \mathcal{H}^R \) and from each other by the Cauchy horizon \( C\mathcal{H}^R \). The curvature singularity is represented by the wiggled line. The green line indicates a Cauchy surface \( \Sigma \) for the region \( I \cup II \cup III \). Here we focus on region I and the event horizon \( \mathcal{H}^R \).](image-url)
equation
\[ [D_\nu D^\nu - \mu^2] \Phi = 0 \]  \tag{1a}
\[ D_\nu = \nabla_\nu - iqA_\nu. \]  \tag{1b}

Here,
\[ A = -\frac{Q}{r} dt \]  \tag{2}
is the background electromagnetic field, and the covariant derivative \( \nabla \) is taken with respect to the metric
\[ g = -f(r) dt^2 + f(r)^{-1} dr^2 + r^2 d\Omega^2 \]  \tag{3a}
\[ f(r) = \frac{\Lambda}{3} r^2 + 1 - \frac{2M}{r} + \frac{Q^2}{r^2} \]  \tag{3b}
of our RNdS spacetime, where \( M, Q \) and \( \Lambda \) describe the mass and charge of the BH and the cosmological constant. The three positive real roots of \( f, r_- < r_+ < r_c \), mark the inner \((r_-)\), event \((r_+)\), and cosmological \((r_c)\) horizon.

To simplify \((1a)\), one can introduce the tortoise radial coordinate \( r_* \), defined by \( dr_* = f(r)^{-1} dr \). This coordinate approaches \(-\infty\) near the event horizon and \(+\infty\) near the inner and cosmological horizon. In addition to the change of variable, we employ
the mode ansatz
\[ \Phi_{\ell m}(t, r_*, \theta, \phi) = (4\pi)^{-1/2} r^{-\ell -1} Y_{\ell m}(\theta, \phi) h_\ell(r_*, t) \]  \tag{4}
for the scalar field. Here, the \( Y_{\ell m}(\theta, \phi) \) are the spherical harmonics. If we assume
\[ h_\ell(r_*, t) = e^{-i\omega t} H_{\omega \ell}(r_*) , \]  \tag{5}
\((1a)\) is reduced to an ordinary differential equation for \( H_{\omega \ell}(r_*) \). It takes the form of a one-dimensional scattering problem
\[ \left[ \partial_{r_*}^2 + \left( \omega - \frac{\eta Q}{r} \right)^2 - W \right] H_{\omega \ell}(r_*) = 0 \]  \tag{6a}
\[ W = f(r) \left( \frac{\partial_r f(r)}{r} + \frac{\ell (\ell + 1)}{r^2} + \mu^2 \right) . \]  \tag{6b}

In terms of the tortoise coordinate \( r_* \), the potential \( W \) vanishes faster than any power as \( r_* \to \pm\infty \).

In contrast to the real scalar field, the charged scalar field allows for gauge transformations of the form
\[ A_\nu \to A_\nu + \partial_\nu \chi(x) \quad \quad \Phi \to e^{iq\chi(x)} \Phi . \]  \tag{7}

We will fix our gauge partially and restrict to transformations of the form
\[ \chi(t, r_*, \theta, \phi) = \frac{Q}{r_0} t . \]  \tag{8}

For \( r_0 = r_* \), \( i \in \{+,-,c\} \), we denote the corresponding gauge by an \((i)\)-superscript. The benefit of these gauges is that \( A = 0 \) at the respective horizon, so that the functions \( h_\ell(r_*, t) \) asymptotically behave as free waves for \( r_* \to \pm\infty \) if the gauge is chosen accordingly.

To extend the metric onto the horizons, we introduce lightlike coordinates \( v = t + r_* \), and \( u = t - r_* \), and construct the Kruskal coordinates
\[ U = \mp e^{-\kappa_i u} , \quad V_c = -e^{-\kappa_i v} , \quad V = -e^{-\kappa_i v} , \]  \tag{9}
with \( \kappa_i = \frac{1}{2} |\partial_r f(r)|_{r=r_*} \), \( i \in \{c,+,-> \} \), the surface gravity of the corresponding horizon. In the definition of \( U \), the upper sign is used in I and the lower sign is used in II. \( V_c \) and \( V \) are defined in I and II, respectively. Using \( U \), we can smoothly extend the metric across \( \mathcal{H}^I \), and using \( V \) \((V_c)\) we can also extend it across \( \mathcal{H}^I \) \((\mathcal{H}^I_c)\). In these coordinates, the horizons \( \mathcal{H}^I, \mathcal{H}^I_c \), and \( \mathcal{H}^I_c \) are situated at \( U = 0, V = 0 \), and \( V_c = 0 \), respectively.

For the construction of the Unruh vacuum, we define a set of mode solutions \( h_{\omega \ell}^{in}, h_{\omega \ell}^{up} \), called Unruh mode solutions, by initial
conditions on $\mathcal{H}^L \cup \mathcal{H}^- \cup \mathcal{H}^c \cup \mathcal{H}^R$. The Unruh mode solutions are of the form (4), and the boundary conditions are

$$
\begin{align*}
    h_{\lambda \mu \ell m}^{(1)\text{in}} &= \begin{cases} 
    |\omega|^{-1/2} e^{-i\omega V_0} & \text{on } \mathcal{H}_c^- \cup \mathcal{H}_c^R, \\
    0 & \text{on } \mathcal{H}^- \cup \mathcal{H}^L 
    \end{cases} \quad (10\text{a}) \\
    h_{\lambda \mu \ell m}^{(1)\text{up}} &= \begin{cases} 
    0 & \text{on } \mathcal{H}_c^- \cup \mathcal{H}_c^R, \\
    |\omega|^{-1/2} e^{-i\omega U} & \text{on } \mathcal{H}^- \cup \mathcal{H}^L. 
    \end{cases} \quad (10\text{b})
\end{align*}
$$

As mentioned in the Introduction, we assume the absence of classical instabilities or bound states in region I. This means that solutions of the form (4), (5) with

$$
\begin{align*}
    h^{(+)}(r_a) &\sim e^{-i\omega v} \quad \text{for } r_a \to -\infty, \quad (11\text{a}) \\
    h^{(c)}(r_a) &\sim e^{-i(\omega + \lambda \cdot k) u} \quad \text{for } r_a \to +\infty, \quad (11\text{b})
\end{align*}
$$

where $\omega_1 = qQ(r_+^{-1} - r_c^{-1})$, are only possible for frequencies $\omega$ with a negative imaginary part. In other words, the spectral gap of quasi-normal frequencies is strictly positive. As discussed above, this is the case except for a small parameter range of small $q, \mu, \lambda$. If this condition is fulfilled, we can quantize the scalar field by an expansion in terms of the positive frequency Unruh modes as

$$
\Phi(x) = \sum_{\lambda, \ell, m} \int_0^\infty \! d\omega \left( \Phi_{\omega \ell m}(x) a_{\omega \ell m} + \Phi_{\omega \ell m}^\ast(x) b_{\omega \ell m}^\ast \right), \quad (12)
$$

with $\lambda$ running over in and up, $a_{\omega \ell m}$ and $b_{\omega \ell m}^\ast$ are taken to be the usual Fock space annihilation operators, satisfying the canonical commutation relations. The Unruh vacuum $|0\rangle_U$ is the ground state of this Fock space, for which $a_{\omega \ell m}^\ast |0\rangle_U = 0 = b_{\omega \ell m} |0\rangle_U$. As in [26] and using results for decay of the field towards $i^-$ (c.f. Fig. [1] [24] [32]), one can show that this defines a proper quantum field/state (in the absence of classical instabilities or bound states). Furthermore, this state is Hadamard (see, for example, [33] for a definition) in I $\cup$ II $\cup$ III, i.e., across the cosmological and the event horizon. This is in contrast to the Boulware state considered in [16], which can not be extended as a Hadamard state across the event horizon.

### III. THE REGULARIZED CURRENT IN THE UNRUH STATE

The observable that we focus on in this work is the current density $j_\nu$, which is classically given by

$$
    j_\nu(x) = iq \langle \Phi(x) D_\nu \Phi^\ast(x) - \Phi^\ast(x) D_\nu \Phi(x) \rangle \quad (13)
$$

with $D_\nu = \partial_\nu + iq A_\nu$. In the quantum theory, this needs to be renormalized, as it is quadratic and local in the field. We do this using Hadamard point-split renormalization, which is local and (gauge) covariant [33] [35]. The expectation value of a renormalized field monomial $D_\alpha \Phi(x) D_\beta^\ast \Phi^\ast(x)$, with multi-indices $\alpha$ and $\beta$ in a Hadamard state $\Psi$, is defined as

$$
\langle D_\alpha \Phi(x) D_\beta^\ast \Phi^\ast(x) \rangle_{\Psi}^{\text{ren}} = \lim_{x' \to x} D_\alpha (D_\beta^\ast) (\langle \Phi(x) \Phi^\ast(x') \rangle_{\Psi} - H(x,x')) \quad (14)
$$

Here, $H(x,x')$ is the Hadamard parametrix of the wave operator $D_\nu D^\nu - \mu^2$, which is discussed in detail in the following section. For a Hadamard state $\Psi$, the expression in brackets on the right-hand side (r.h.s.) is smooth, so the limit of coinciding points is well defined and gauge invariant (before the limit of coinciding points is taken, the expression on the r.h.s. is of course not gauge invariant).

Hadamard point-split renormalization is not the unique local and gauge covariant renormalization scheme. There are in general finite renormalization ambiguities. However, for the case of the current, any two locally gauge covariant renormalization schemes yielding a conserved current $j_\mu$ differ, at most, by multiple of the current $J_\mu$ responsible for the external electromagnetic field [31] [35], corresponding to a renormalization of the charge of the field. In the present case, the external current $J_\mu$ vanishes, so that Hadamard point-split renormalization yields a unique result. For some applications of this renormalization procedure in the context of external electromagnetic potentials or curved spacetimes, we refer to [36] [37] and [26] [33] [38].

In this section, we focus on the evaluation of the first term on the r.h.s. of (14), in the linear combination of monomials relevant for the current density and evaluated in the Unruh state. Concretely, we first derive an expression for

$$
\langle j_\nu(x_1, x_2) \rangle_{U} = iq \langle \{ \Phi(x_1), \partial_\nu \Phi^\ast(x_2) \} - \{ \Phi^\ast(x_1), \partial_\nu \Phi(x_2) \} \rangle_{U}. \quad (15)
$$
For convenience, we performed a symmetrization here, as \( \{ A, B \} = \frac{1}{2} (AB + BA) \). In addition, we reduced the gauge-covariant derivative to a simple partial derivative by choosing a gauge of the form \( R_\alpha \), with \( r_0 = r(x_2) \). As one can think of the point splitting as a regularization, we henceforth refer to this as the regularized current. We will further simplify it by choosing a particular prescription for the point splitting.

As usual, it is convenient to re-express the Unruh modes \( h_{\omega \ell}^{\text{in/\text{up}}} \) in terms of so-called Boulware modes \( \tilde{h}_{\omega \ell}^{\Lambda N} \). Here \( \lambda \) runs over \( \{ \text{in}, \text{up} \} \), as before, while \( N \) runs over \( \{ I, II \} \), labeling the region on which the modes are defined (as we will not be interested in evaluating the current density in region III, we refrain from introducing Boulware modes for that region). The boundary conditions for the modes in I are defined on \( \mathcal{H}^- \cup \mathcal{H}^-_* \), and are given by

\[
\tilde{h}_{\omega \ell}^{(c)\text{in}} \sim e^{-i\omega u} \quad \text{on } \mathcal{H}^-_* , \\
\tilde{h}_{\omega \ell}^{(c)\text{up}} \sim e^{-i\omega u} \quad \text{on } \mathcal{H}^- ,
\]

with vanishing boundary conditions on the other horizon, respectively. The modes in II are defined on \( \mathcal{H}^L \cup \mathcal{H}^R \), by the boundary conditions

\[
\tilde{h}_{\omega \ell}^{(c)\text{in II}} \sim e^{-i\omega v} \quad \text{on } \mathcal{H}^R , \\
\tilde{h}_{\omega \ell}^{(c)\text{up II}} \sim e^{-i\omega v} \quad \text{on } \mathcal{H}^L ,
\]

again with vanishing boundary conditions understood on the other part of the initial data surface. These boundary conditions are easier to use for computations than the ones for the Unruh modes. Note also that the modes defined in region I can be continued to region II by comparing their asymptotic behavior near \( \mathcal{H}^R \) with that of the modes defined in II.

In I \( \cup \) II, we can now express the Unruh modes in terms of the Boulware modes as

\[
|\omega|^{1/2} h_{\omega \ell}^\lambda (r_*, t) = \sum_{N \in \{ I, II \}} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \alpha_{\omega \omega'}^{\Lambda N} \tilde{h}_{\omega \ell}^\lambda (r_*, t) ,
\]

where \( \lambda \in \{ \text{in}, \text{up} \} \). The coefficients \( \alpha_{\omega \omega'}^{\Lambda N} \) can be computed by applying the Fourier transform twice \([39]\). In the calculation, it is necessary to introduce a small imaginary part for \( \omega' \) as a regularization of a linear divergence for \( \omega' \to 0 \). The regularized coefficients can be computed to be

\[
\alpha^M_{\omega \omega'} = \lim_{\epsilon \to 0} \frac{1}{\kappa_j} \left| \frac{\omega'}{\kappa_j} \right| e^{\phi_0(\omega)} \frac{\pi \omega'}{2\pi} \Gamma \left( -i \frac{\omega'}{\kappa_j} + i \epsilon \right) ,
\]

\[
\alpha_{\omega \omega'}^{\text{up II}} = \alpha_{\omega \omega'}^{\text{up I}},
\]

\[
\alpha_{\omega \omega'}^{\text{in II}} = 0
\]

where \( j = c \) for \( \lambda = \text{in} \) and \( j = + \) for \( \lambda = \text{up} \).

The expressions \([18]\) for the Unruh mode functions can now be inserted into the expression for \( \Phi(x) \). The regularized current \([15]\) is then expressed in terms of the mode expansions of \( \Phi(x) \), \( \Phi^*(x) \), and their first partial derivatives. Since we are most interested in the \( v \), \( t \), and \( r_* \)-component of the current, we will assume that the partial derivative does not act on the \( \theta \) and \( \phi \)-variables (the corresponding current components vanish by the rotational symmetry of the Unruh state). For \( x_1 = (r_1, t_1, \theta_1, \phi_1) \), and \( x_2 = (r_2, t_2, \theta_2, \phi_2) \), the expression for the regularized current \([15]\) takes the form

\[
\langle j_\mu(x_1, x_2) \rangle = \frac{q}{16\pi^3} \sum_{\ell, m, L, N, N'} \int_0^\infty \frac{d\omega}{\omega} \int_{-\infty}^{\infty} \frac{d\omega'}{\omega'} \int_{-\infty}^{\infty} \frac{d\omega''}{\omega''} \Im \left[ \frac{\alpha_{\omega \omega'}^{\Lambda N} \alpha_{\omega' \omega''}^{\Lambda N'} + \alpha_{\omega \omega'}^{\Lambda N} \alpha_{\omega' \omega''}^{\Lambda N'}}{\alpha_{\omega \omega'}^{\Lambda N} \alpha_{\omega' \omega''}^{\Lambda N'}} \times \right. \]

\[ \times \frac{1}{r_1} \bar{Y}_{\ell m}(\theta_1, \phi_1) Y_{\ell m}(\theta_2, \phi_2) \tilde{h}_{\omega \ell}^\lambda (r_1, t_1) \partial_{\omega'} \left( \frac{1}{r_2} \tilde{h}_{\omega' \ell}^\lambda (r_2, t_2) \right) , \]

where the Boulware modes are evaluated in the gauge described below \([15]\).

Before continuing, we want to argue that the \( i\epsilon \)-prescription introduced in \([19a]\), which shifts the poles of \( \omega' \) and \( \omega'' \) in \([20]\), can be safely dropped. This is due to the fact that the Boulware modes \( \tilde{h}_{\omega \ell}^\lambda \) vanish as \( O(\omega') \) for \( \omega' \to 0 \). To see this, let us first focus on the \text{upL}-modes. We find that they can be written in the form \([15]\). The \text{upL}-modes enter region I from \( \mathcal{H}^- \). From there, they can be scattered back to \( \mathcal{H}^R \), or travel all the way to \( \mathcal{H}^R \). As a result, the asymptotic behavior of the radial part \( H_{\omega \ell}(r_*) \) is

\[
H_{\omega \ell} \sim \begin{cases} e^{i\omega r_*} + R_{\omega \ell} e^{-i\omega r_*} & r_* \to -\infty \\
T_{\omega \ell} e^{(\omega + \omega_1) r_*} & r_* \to \infty , \end{cases}
\]

\[ (21) \]
with \( \omega_1 \) as defined below \((11)\). There is no analytic expression for the scattering coefficients \( R_{\omega, \ell} \) and \( T_{\omega, \ell} \), but the behavior of \( R_{\omega, \ell} \) for small \( \omega \) can be estimated by a first-order approximation of the radial equation \((6a)\) in \( r - r_+ \) near the event horizon \([40]\). One finds \( R_{\omega, \ell} \sim -1 + O(\omega) \) for small \( \omega \). Combining this result with the Wronskian relation

\[
|R_{\omega, \ell}|^2 + \frac{\omega + \omega_1}{\omega} |T_{\omega, \ell}|^2 = 1,
\]

(22)

of the scattering coefficients, one obtains that \( T_{\omega, \ell} \sim O(\omega) \) for small \( \omega \). As a consequence, near the boundaries of region I, \( H_{\omega, \ell} \) vanishes point-wise as \( O(\omega) \) for \( \omega \to 0 \). The same is also true for \( \partial_r H_{\omega, \ell}(r_s) \). Since \( H_{\omega, \ell} \) satisfy \((6a)\), this implies \( H_{\omega, \ell} \to 0 \) point-wise for all \( r_s \) as \( \omega \to 0 \). A similar estimate can be found for the in-type modes on \( I \cup II \), as well as for the combination of the reflected upI-modes and the upII-modes in \( II \). As a result, the regularization of \( \alpha_{\omega, \ell} \) can be dropped.

To proceed, we now compute the integral over \( \omega \) in \((20)\), which involves only the coefficients in the first line. One obtains results of the form

\[
\int_0^\infty \frac{d\omega}{\omega} \left( \frac{\omega \lambda N}{\omega r}|\alpha_{\omega, \ell}(\omega') + \alpha_{\omega, \ell}(\omega'')| \right) = 4\pi^2 C_{\lambda NN}(\omega') \delta(\omega' - \omega''),
\]

(23)

where the \( C_{\lambda NN}(\omega') \) are real functions given by

\[
C_{\text{in,1,1}}(\omega) = \coth \left( \pi \omega r_+ \right) \omega^{-1}
\]

(24a)

\[
C_{\text{up,1,1}}(\omega) = C_{\text{up,1,1}}(\omega) = \coth \left( \pi \omega r_+ \right) \omega^{-1}
\]

(24b)

\[
C_{\text{up,1,1}}(\omega) = C_{\text{up,1,1}}(\omega) = \left[ \omega \sinh \left( \pi \omega r_+ \right) \right]^{-1},
\]

(24c)

and all other \( C_{\lambda NN}(\omega) \) vanish. Inserting this back in \((20)\), we find

\[
(j_{\mu}(x_1, x_2))_U = \frac{q}{4\pi r_1 r_2} \sum_{\ell, m, \lambda, N \pm N'} \int_{-\infty}^{\infty} d\omega \text{ Im} \left[ C_{\lambda NN}(\omega) Y_{\ell m}(\theta_1, \phi_1) Y_{\ell m}(\theta_2, \phi_2) \times \right.
\]

\[
\times \hat{h}_{\omega, \ell}(r_1, t_1) \left( \partial_\nu \hat{h}_{\omega, \ell}(r_2, t_2) - \frac{1}{r_2} \hat{h}_{\omega, \ell}(r_2, t_2) \partial_{r_2} \right). \]

(25)

So far, we have not specified the point splitting we apply. We use a \( \theta \)-splitting as introduced in \([21]\): We identify \( r_2 = r_1 \), \( \phi_2 = \phi_1 \), but set \( \theta_2 = \theta_1 + \epsilon = \theta + \epsilon \) and in addition \( t_2 = t_1 + \delta = t + \delta \) for the regularization of the \( \omega \)-integral. Note that we first take the limit \( \delta \to 0 \), before we take the limit \( \epsilon \to 0 \). This allows us to write

\[
\sum_{m = -\ell}^{\ell} Y_{\ell m}(\theta, \phi) Y_{\ell m}(\theta + \epsilon, \phi) = \frac{2\ell + 1}{4\pi} P_\ell(\cos \epsilon)
\]

(26)

for the \( \omega \)-independent part of the regularized current in \((25)\).

Let us now take a closer look at the integral over \( \omega \). Consider first the part with the derivative acting on \( r \). In the coincidence limit, only the imaginary part of \( \partial_r \) will contribute to the integral. However, \( \partial_\nu \) is real. Hence this part does not contribute to the integral in the coincidence limit, and we can drop it. The remaining integrals over \( \omega \) are of the form

\[
\sum_{\lambda, N, N'} \int_{-\infty}^{\infty} d\omega C_{\lambda NN}(\omega) \text{ Im} \left[ \hat{h}_{\omega, \ell}(r, t) \partial_\nu \hat{h}_{\omega, \ell}(r, t + \delta) \right].
\]

(27)

The splitting in \( t \) will lead to an oscillatory term of the form \( e^{-i\delta(\omega - \omega_g)} \), where \( \omega_g \) is the frequency shift between the gauge in which the modes are defined and the one in which they are evaluated. To be able to take the limit \( \delta \to 0 \) later, we will shift the integrals by \( \omega_g \). This means that the integral involving the inl-type Boulware mode will be shifted by \( \omega_{r, \text{in}} = qQ(r^{-1} - r_+^{-1}) \) and the one involving the upI- or upII-type mode will be shifted by \( \omega_{r, \text{up}} = qQ(r^{-1} - r_+^{-1}) \).

Next, consider the leading order in the large \( |\omega| \)-limit. There, \((6a)\) becomes

\[
\left[ \partial_{r_s}^2 + \omega_0^2 \right] H_{\omega, \ell}(r_s) = 0
\]

(28)
so that the Boulware modes become plane waves. Then, the leading order contribution to the integrand of (27), evaluated in region I, is given by

\[
\coth\left(\frac{\pi \omega}{\kappa_0}\right) (\partial_{\nu} r + \partial_{\nu} \nu) \cos(\delta \omega) + \coth\left(\frac{\pi \omega}{\kappa_+}\right) (\partial_{\nu} r - \partial_{\nu} \nu) \cos(\delta \omega).
\]

This integrand is antisymmetric in \(\omega\), and the contributions from \(\omega \to \infty\) and \(\omega \to -\infty\) cancel. Similar results also hold for the integrand in II. The results for situations close to the present one [42], as well as the numerical results obtained with this formula, indicate that this cancellation is indeed strong enough to make the integral converge, even when the coincidence limit is taken. Assuming this to be true, we can take the limit \(\delta \to 0\), and hence

\[
\langle j_\nu(x) \rangle_U = \lim_{\epsilon \to 0} \sum_{\ell} \frac{q(2\ell + 1)}{16\pi^2 r^2} P_\ell(\cos \epsilon) \int_0^\infty d\omega \sum_{\lambda,N,N'} (C_{\lambda N N'}(\omega + \omega_{r,\lambda}) \text{Im} \left[ \tilde{h}_{\lambda N N'}^* (\omega + \omega_{r,\lambda}) \right] \epsilon(r, t) \partial_{\nu} \tilde{h}_{\lambda N N'}(r, t) + \omega \leftrightarrow -\omega).
\]

(30)

From numerical computations, it turns out that this expression is already finite in the limit \(\epsilon \to 0\). This is further confirmed by the calculation of the second term in (14), in the combination relevant for the current, which must also be, and indeed is, finite.

\section{IV. The Calculation of the Parametrix}

We now turn to the discussion of the second term on the r.h.s. of (14). In four dimensions, the Hadamard parametrix can be written as

\[
H(x, x') = \frac{1}{8\pi^2} \left[ \frac{U(x, x')}{\sigma_\nu(x, x')} + \sum_n V_n(x, x') \sigma^n(x, x') \ln \left( \frac{\sigma_\nu(x, x')}{K^2} \right) \right].
\]

(31)

Here \(K\) is an arbitrary scale, and \(\sigma_\nu(x, x')\) is Syngè’s world function [43] equipped with an \(i\epsilon\)-prescription, which is only relevant for causally related \(x, x'\) (and is thus irrelevant in the \(\theta\)-splitting that we are employing). The so-called Hadamard coefficients, \(U(x, x')\) and \(V_n(x, x')\), are smooth functions, which are determined in a local and (gauge) covariant way and fulfill

\[
\frac{\partial}{\partial \nu} U(x, x') = U(x', x), \quad \frac{\partial}{\partial \nu} V_n(x, x') = V_n(x', x).
\]

(32)

The sum in (31) does not converge in general, but for the application in the Hadamard point split (14), only a finite number of terms is relevant (whose number depends on the number of derivatives in the field monomial, i.e., \(|\alpha|\) and \(|\beta|\)). From the requirement that the application of \(D_\nu D^\nu - \mu^2\) yields a smooth function, one derives the transport equations

\[
\begin{align*}
\left[ \sigma^\nu D_\nu + \frac{1}{2} \Box \sigma - 2 \right] U &= 0, \quad (33a) \\
2 \left[ \sigma^\nu D_\nu + \frac{1}{2} \Box \sigma - 1 \right] V_0 &= - [D_\nu D^\nu - \mu^2] U, \quad (33b) \\
2(n + 1) \left[ \sigma^\nu D_\nu + \frac{1}{2} \Box \sigma + n \right] V_{n+1} &= - [D_\nu D^\nu - \mu^2] V_n. \quad (33c)
\end{align*}
\]

Here we used the notation \(\sigma^\nu = \nabla^\nu \sigma\). That the leading short-distance singularity is as in the flat case is ensured by the initial condition \(U(x, x) = 1\). This determines \(U(x, x')\) uniquely as

\[
U(x, x') = \Delta^\frac{1}{2}(x, x') P(x, x'),
\]

(34)

where \(\Delta(x, x')\) is the Van Vleck-Morette determinant [43], and \(P(x, x')\) is the parallel transport with respect to \(D_\nu\) along the geodesic from \(x'\) to \(x\) (which can be assumed to be unique by restricting \(x'\) to a suitably small neighborhood of \(x\), i.e., solving \(\sigma^\nu D_\nu P = 0\) with the initial condition \(U(x, x) = 1\). The higher order Hadamard coefficients are then determined recursively.

For the application in Hadamard point splitting (14), only the coinciding point limit of a suitable number of derivatives of the Hadamard coefficients is relevant. More concretely, for the point-split renormalization of the current, we need to determine all the divergent and finite contributions to the coinciding point limit \(x' \to x\) of \(\partial_\nu \text{Im} [\hat{H}(x, x')]\), where we used (32). For this, we
perform a Taylor expansion of the imaginary part of the Hadamard coefficients, in the form
\[
F(x,x') = F^{(0)}(x) + F^{(1)}(x)\sigma^\alpha(x,x') + F^{(2)}(x)\sigma^\alpha(x,x')\sigma^\beta(x,x') + \ldots
\] (35)
Evaluating successively higher covariant derivatives of \(U, V_n\) in the limit of coinciding points, one obtains from the transport equations (33) the following results (31):

\[
\begin{align*}
\text{Im} \left( U^{(1)}_\alpha \right) &= q A_\alpha \\
\text{Im} \left( U^{(2)}_{\alpha \beta} \right) &= -\frac{q}{2} \nabla_\alpha A_\beta \\
\text{Im} \left( U^{(3)}_{\alpha \beta \gamma} \right) &= \frac{q}{6} \text{Re} \left( D_\alpha D_\beta A_\gamma \right) + \frac{q}{12} A_\alpha R_{\beta \gamma} \\
\text{Im} \left( V^{(1)}_{\alpha \alpha} \right) &= \frac{q}{2} \left[ \mu^2 - \frac{1}{6} R \right] A_\alpha - \frac{q}{12} \nabla^\nu F_{\nu \alpha} \\
\text{Im} \left( V^{(2)}_{\alpha \beta} \right) &= -\frac{q}{4} \left[ \mu^2 - \frac{1}{6} R \right] \text{Re} \left( D_\alpha D_\beta \right) + \frac{q}{24} A_\alpha \nabla \beta R - \frac{q}{24} \nabla_\nu (\nabla^\nu F_{\beta \nu}) \\
\text{Im} \left( V^{(0)}_{1} \right) &= 0,
\end{align*}
\]

where symmetrization with respect to the indices in round brackets is understood. In addition, we will need an expansion of \(\sigma^\mu\) in terms of the angular separation \(\epsilon\). For this, we use the expansion given in [31], and find

\[
\sigma = \frac{r^2}{2} \epsilon^2 + \frac{fr^2}{24} \epsilon^4 + \mathcal{O}(\epsilon^6)
\] (37a)
\[
\sigma_\theta = -r^2 \epsilon + \frac{fr^2}{6} \epsilon^3 + \mathcal{O}(\epsilon^4)
\] (37b)
\[
\sigma_\varphi = \frac{r}{2} \epsilon^2 + \mathcal{O}(\epsilon^4)
\] (37c)
\[
\sigma_t \approx \sigma_\varphi = 0 + \mathcal{O}(\epsilon^4).
\] (37d)

Taking into account that we are in a gauge such that \(A(x) = A(x') = 0\), we can now put these ingredients together and compute the coinciding point limit of \(\partial_\nu \text{Im} [H(x,x')]\) in the \(\theta\)-splitting, which is the relevant quantity for our purpose of renormalizing the current density. We find that the divergent parts cancel, consistent with our finding in the previous section, and for the finite part we obtain

\[
-2q \partial_\nu \text{Im} [H(x,x')] = -\frac{1}{4\pi^2} q^2 Q f(r) \frac{\delta^\nu_t}{6r^3} + \mathcal{O}(\epsilon).
\] (38)

We note that this term is only relevant for the \(t\)-component of the current and vanishes on the horizons. Similar finite contributions from Hadamard point splitting frequently occur in the renormalization of the current density (see the discussion and examples in [36, 37]). Comparing this expression to the result of [8], where a divergence in the coinciding point limit is found, we note that there is an error in the calculation of [8]: in their formula for the current, Eq. (8), the difference rather than the sum of contributions with derivatives acting on the first and second variable should be taken. If this is taken into account, the results do agree.

Note also that the parametrix satisfies the condition for the conservation of the current, as can be shown by an explicit calculation in the \((t, r, \theta, \phi)\) coordinates. Employing that by spherical symmetry and stationarity the angular components of the current must vanish, \(j_\theta = j_\phi = 0\), and that it must be time-independent, the current conservation \(\nabla_\nu j^\nu = 0\) reduces to \(\partial_t (r^2 j_r) = 0\) [16]. Since the parametrix only affects the \(t\)-component of the current and is time-independent, the current is conserved if the expression without the parametrix yields a conserved current.

Finally, our expression for the renormalized current is given by subtracting the Hadamard parametrix from the result of the previous section. Since this parametrix is finite, and supported by the numerical results, we take the limit \(\epsilon \to 0\). We find

\[
\langle j_\nu(x) \rangle_U = \sum_\ell \frac{g(2\ell + 1)}{16\pi^2 \ell^2} \int_0^\infty d\omega \sum_{\lambda, N, N'} \left( C_{\lambda N N'}(\omega + \omega_{r,\lambda}) \text{Im} \left[ \tilde{h}_{\lambda}^{\lambda N} \right] (r, t) \partial_\nu \tilde{h}^{\lambda N'}_{\omega + \omega_{r,\lambda}, t} (r, t) \right) + \omega \leftrightarrow -\omega
\]

\[
+ \frac{1}{4\pi^2} q^2 Q f(r) \frac{\delta^\nu_t}{6r^3}
\] (39)
V. NUMERICAL RESULTS

While there is no analytic solution for the functions \( \tilde{h}_{\omega \ell}^{N}(r, t) \), they can be approximated numerically. This allows us, for example, to calculate the \( v \)-component of the current on the event horizon. Here, we can use the asymptotic behavior of the Boulware modes \((21)\) to get an expression in terms of scattering coefficients. We find

\[
\langle j_{v} \rangle_{U} = \sum_{\ell} \frac{q(2\ell + 1)}{16\pi^{2}r^{2}} \int_{0}^{\infty} d\omega \left( F(\omega) + F(-\omega) \right)
\]

\[
F(\omega) = \coth \left( \frac{\pi \omega + \omega \iota}{\kappa c} \right) \left( 1 - |R_{\omega \ell}|^{2} \right) + \coth \left( \frac{\pi \omega \iota}{\kappa c} \right) |R_{\omega \ell}|^{2}.
\]

Due to the fact that the radial part of the Klein-Gordon equation can be brought into the form of a Heun equation in the conformally coupled case, \( \mu^{2} = 2\Lambda/3 \), \([20, 45]\), this case can be dealt with most efficiently. However, more general masses can be handled as well \([20]\); one can obtain solutions to \((39)\) which are defined in the neighborhood of one of the three horizons. Comparing these solutions on the overlap of their domains, one can then compute the scattering coefficients. In this way, the scattering coefficients and the integrand in \((40a)\) or \((39)\) are computed for different values of \( \omega \) and \( \ell \) up to some maximal values, beyond which the contributions become negligibly small. The integral is finally estimated using a Riemann sum. The sum is also used to estimate the error of this procedure. For more details, see \([20]\).

Figure 2: The \( v \)-component of the current of a conformally coupled scalar field on the event horizon as a function of the scalar field charge in the Unruh vacuum for \( Q = 0.95M \) and \( \Lambda = 0.14M^{-2} \). The smaller graph shows the results for \( Q = 0.95M \) for small \( qQ \), the dashed line indicates a \( q^{2} \)-fit.

Note that in order to achieve a good performance of the code, we restrict ourselves to small charges \( qQ \) and masses \( \mu^{2} \) of the scalar field. As discussed above, we thus need to choose the cosmological constant \( \Lambda \) large enough in order to avoid the instability parameter region. Equation (46) in \([23]\) gives a condition to determine whether the instability appears for a chosen set of spacetime parameters. We checked this condition and find no instability in the parameter range we consider.

\[
\Gamma \sim \exp \left[ -\frac{\pi \mu^{2} \gamma^{2}}{qQ} \right].
\]
Figure 3: The $v$-component of the current of a charged scalar field of charge $qQ = 0.1$ at the event horizon as a function of the scalar field mass in the Unruh vacuum for $Q = 0.95M$ and $\Lambda = 0.14M^{-2}$.

Figure 4: $r^2\langle j_r \rangle_U$ for the conformally coupled scalar at different radii $r$. This quantity must be constant for the current conservation. The vertical lines mark $r_+$ and $r_c$, respectively, where the first and last point are computed. $Q = 0.95M$, $\Lambda = 0.14M^{-2}$, and $qQ = 0.1$.

For the parameters used for Fig. 2, $\pi \mu^2 r_+^2 \sim 0.84$. Thus, the effect of such an exponential suppression should be clearly visible in the embedded figure. That this is not the case indicates that (41) is not applicable for small (conformal) mass $\mu$ and small charge $q$. This is not very surprising, as for conformal mass the Compton length coincides with the Hubble length. Intuitively, the proportionality $\sim q^2$ can be understood as follows: a charge $q$ created near the horizon is accelerated away from the BH with acceleration proportional to $q$. Its contribution to the current is thus $\sim q^2$.

In Fig. 3, the current is displayed as a function of the mass $\mu$ in units of the conformal mass $\sqrt{2\Lambda/3}$, for $qQ = 0.1$ and $Q = 0.95M$. We find that $\langle j_v \rangle_H$ decays exponentially with $\mu$, and the corresponding fit is represented by the dashed line (the data point of the massless case is excluded from the fit). This also seems to be in contradiction to (41), which would yield an exponential decay in $\mu^2$ rather than $\mu$. This matches our expectation that the Schwinger formula is not applicable for masses of the order of $\sqrt{2\Lambda/3}$.

As the Unruh state is Hadamard across $\mathcal{H}^R$, the renormalized expectation value $\langle j_U \rangle_U$ must be finite on $\mathcal{H}^R$. By the tensor transformation law, it follows that $\langle j_\mu \rangle_U$ vanishes on $\mathcal{H}^R$. This implies that on the event horizon $\langle j_v \rangle_U = \langle j_r \rangle_U = \langle j_t \rangle_U$. Hence the results presented above also apply to $\langle j_r \rangle_U$. In particular, we find that near the horizon the charge density is negative and its magnitude decreases exponentially as the Compton-wavelength $1/\mu$ decreases.

With our general formula (39), we can also calculate the current in the interior of region I. This can for example be used to check the conservation of the current by calculating $r^2\langle j_r \rangle_U$ at different values of the radius $r$. If the current is conserved, the result must be a constant that agrees with $r^2\langle j_r \rangle_U|_{H}$. The results for $qQ = 0.1$, $\Lambda = 0.14M^{-2}$ and $Q = 0.95M$ are shown in Fig. 4. We find that our results satisfy the condition for current conservation very well.
Furthermore, we can compute \( \langle j_r \rangle_U \), related to the charge density, in the exterior region. This result is the hardest to obtain numerically. In particular, estimating the errors of our calculation via the Riemann sum is insufficient in this case, since it strongly overestimates the inaccuracy. Instead, we carefully consider all error sources separately. First of all, we calculate the integral in (39) only up to some \( \omega_{\text{max}} \). The rest of the integral can, however, be approximated by fitting the exponential decay we expect for large \( \omega \) to the last few \( \omega \leq \omega_{\text{max}} \), and adding the integral of the fitted function from \( \omega_{\text{max}} \) to \( \infty \) to our result. For our chosen parameters, the correction term is smaller than \( 3 \times 10^{-11} \) for all \( \ell \) considered. Second, we approximate the integral by a Riemann sum. To estimate the error made by this discretization, we compare the result of the Riemann sum with the full number of points to the result obtained by using only every second point. We find that the change in the result is less than \( 10^{-10} \) for all values of \( \ell \) considered, becoming slightly larger as \( \ell \) increases. Finally, we only consider \( \ell \) up to some finite \( \ell_{\text{max}} \). To estimate the error due to this cutoff, we observe that for all \( \ell \) taken into account, the contribution to the current decreases by a factor \( k < 0.9 \) as \( \ell \) increases, and the contribution from \( \ell_{\text{max}} \) is of the order \( 10^{-10} \). Due to this analysis, we estimate that the uncertainty of our results is about \( 10^{-5} - 10^{-4} \), which corresponds to \( 1 - 10\% \).

The results are shown in Fig. 5. Note that the first and last point shown in Fig. 5 are results obtained on \( \mathcal{H}^R \) and \( \mathcal{H}_c^L \), respectively, including conservative errors estimated as detailed in [20]. For the results in the interior, we omitted the error bars. However, the data points seem to interpolate reasonably between the two horizons. We observe that \( \langle j_r \rangle_U \) starts positive near the event horizon and becomes negative as one approaches the cosmological horizon. This is to be expected in the Unruh state, which is Hadamard across the cosmological horizon: Using the same argument as for the \( u \) component on \( \mathcal{H}^R \), we find that \( \langle j_r \rangle_U \) vanishes on \( \mathcal{H}_c^L \). Hence, we must have \( \langle j_r \rangle_U = -\langle j_r \rangle_U \) on the cosmological horizon. However, by current conservation and our previous results, \( \langle j_r \rangle_U = K r_e^2 \) on \( \mathcal{H}_c^L \), where \( K = \langle r^2 j_r \rangle_U \) is a positive constant. Hence \( \langle j_r \rangle_U < 0 \) on the cosmological horizon. This is also to be expected on physical grounds: in region III, \( \partial_t \) is spacelike and directed inwards, so that \( -j_r \) is the outward current. For a positively charged BH, we indeed expect this to be positive.

VI. CONCLUSION

We derived a formula for the current of a charged scalar field in the RNdS spacetime, using point splitting and Hadamard renormalization. We found that the Hadamard parametrix only contributes a finite term, in contrast to results obtained previously [8]. In addition, this term vanishes on all horizons. We obtained an explicit expression for the current of the charged scalar in the RNdS spacetime, which can also be used in the interior of the BH, as was done in [27]. We tested the result by evaluating it numerically. We evaluated the \( v \)-component of the current on \( \mathcal{H}^R \) in the Unruh state and found an exponential decay in the mass \( \mu \), as well as a quadratic dependence on the charge \( q \) of the field for small \( q \). We also calculated the \( r_e \)-component of the current in the exterior region of the spacetime to test current conservation, and found it to hold. Finally, \( \langle j_r \rangle_U \), related to vacuum polarization, was computed inside region I, with results compatible with those obtained on the horizons bounding region I.
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