We present an implementation of a truncated unity parquet solver (TUPS) which solves the parquet equations using a truncated form-factor basis for the fermionic momenta. This way fluctuations from different scattering channels are treated on an equal footing. The essentially linear scaling of computational costs in the number of untruncated bosonic momenta allows us to treat system sizes of up to $76 \times 76$ discrete lattice momenta, unprecedented by previous unbiased methods that include the frequency dependence of the vertex. With TUPS, we provide the first numerical evidence that the parquet approximation might indeed respect the Mermin-Wagner theorem and further systematically analyze the convergence with respect to the number of form factors. Using a single form factor seems to qualitatively describe the physics of the half-filled Hubbard model correctly, including the pseudogap behaviour. Quantitatively, using a single or a few form factors only is not sufficient at lower temperatures or stronger coupling.

PACS numbers:

I. INTRODUCTION

Strongly correlated electron systems often show very rich phase diagrams where, e.g., magnetic, charge density wave, and superconducting phases lie close by. The interplay of such competing orders and fluctuations may give rise to fascinating new physics, possibly also to odd-frequency singlet superconducting fluctuations at larger dopings in the Hubbard model. On the other hand, compromising the momentum resolution at least in the bosonic transfer momentum $\vec{q}$, ladder based approximations are used, where the non-local coupling of different channels (particle-hole and particle-particle) is neglected, as e.g. in ladder DFA and ladder DF. The computational advantage mainly lies in the fact that there is only one momentum dependence, which even makes realistic material calculations possible, e.g., with ab initio DFA. This way however the unbiased interplay between magnetic, density and pairing fluctuations is lost to a large degree.

An approach that in principle does not compromise, neither on the frequency nor the momentum dependence, is the truncated unity (TU) approach that has been formally introduced in Refs. 19,35. The TU approach exploits the fact that the two-particle vertices tend to have a simpler structure in the so-called fermionic momenta than in the transfer bosonic momentum. The dependence on the fermionic momenta is captured instead by a form-factor expansion, using a basis set that includes increasingly remote lattice sites, or increasingly complicated momentum structures. Such a form-factor expansion had, to some extent, been used already previously in fRG and ladder based approaches such as e.g. in ladder DΓA31,32 and ladder DF33. The computational advantage mainly lies in the fact that there is only one momentum dependence, which even makes realistic material calculations possible, e.g., with ab initio DFA. This way however the unbiased interplay between magnetic, density and pairing fluctuations is lost to a large degree.

Although the numerical effort of diagrammatic methods scales only polynomially in the system size, the computational effort needed to solve the parquet equations is still enormous, even in the simple case of the 2D Hubbard model. To cope with prohibitively huge memory and computing time requirements, two different strategies have been hitherto used: (i) neglecting partially or fully the frequency dependence of the two-particle vertices; (ii) neglecting the dependence on the fermionic momentum, or employing a rather coarse grid in all three momenta of the vertex. Neglecting the frequency dependence leads to a strong shift of the phase transitions to higher critical temperatures, including the superconducting $T_c$. The full frequency dependence also furthers odd-frequency singlet superconducting fluctuations at larger dopings in the Hubbard model. On the other hand, compromising the momentum resolution leads to an inadequate description of superconductivity, magnetic susceptibility, charge ordering and the pseudogap. In order to gain sufficient resolution at least in the bosonic transfer momentum $\vec{q}$, ladder based approximations are used, where the non-local coupling of different channels (particle-hole and particle-particle) is neglected, as e.g. in ladder DFA and ladder DF. The computational advantage mainly lies in the fact that there is only one momentum dependence, which even makes realistic material calculations possible, e.g., with ab initio DFA. This way however the unbiased interplay between magnetic, density and pairing fluctuations is lost to a large degree.
form factors into account, or neglect the frequency dependence of the vertices.

In this paper, we implement a numerical iterative solution of the parquet equations with a truncated unity to an arbitrary number of form factors. Beyond Refs. 19,35, we further present an unbiased formulation of the Schwinger-Dyson equation in the form-factor basis with what we will later call “channel native” momenta, and argue for its importance compared to the naive implementation. The method as well as the code that is made available on GitHub are coined truncated unity parquet solver (TUPS). TUPS allows us to reach lower temperatures and finer momenta grids than were possible before either in fRG or parquet approaches. We are able to discretize the transfer bosonic momentum $\vec{q}$ with up to $76 \times 76$ lattice momenta in the first Brillouin Zone (1.BZ), while at the same time keeping the full frequency dependence of the two-particle vertices.

We apply TUPS to the two-dimensional Hubbard model and present a comprehensive analysis of the convergence in the number of form factors for a full-fledged calculation including frequency dependence and self-energy in the diagrammatics. We show that with TUPS it is possible to reach low enough temperatures to reproduce the pseudogap phenomenon as well as a non-violation of the Mermin-Wagner theorem.

Interestingly, the temperature where the pseudogap occurs is sensitive to the number of form factors used, whereas the AFM susceptibility seems to be more sensitive to the $\vec{q}$-resolution. Nevertheless, we show that in the weak coupling regime, the qualitative description of the 2D Hubbard model with the use of only one form factor is possible and even quantitative differences are small down to low temperatures. In the intermediate to strong coupling regime the quantitative differences between results obtained with only one form factor and with more are stronger. These differences become even larger, when the parquet approximation is replaced by the DGA method.

The paper is organized as follows: In Sec. II we begin by reviewing the parquet method in order to make this work self-contained. We go on to present the TU parquet scheme as derived in Ref. 35 in our notation. We then also derive a channel unbiased TU Schwinger-Dyson equation. In Sec. III we discuss our numerical implementation of TUPS. We also describe the memory costs and the computational complexity of the approach. In Sec. IV we present the magnetic susceptibilities and self-energies calculated with TUPS. In Sec. V we discuss the convergence of calculations with a limited number of basis functions toward the full solution in momentum space. Section VI summarizes our results. In Appendix A we show how to simplify the parquet equation (PE) in the case of SU(2) symmetry. Afterwards, we derive further optimizations for the PE in Appendix B. In Appendix C we show the effect a na"ive implementation of the Schwinger-Dyson equation has on susceptibilities and the pseudogap. Finally, in Appendix D, we show additional results omitted in the main text.

II. TRUNCATED UNITY PARQUET EQUATIONS

A. Recapitulation of the parquet method

We start by briefly recapitulating the traditional parquet method as introduced by DeDominicis and Martin in order to make this work self-contained. For this we consider a generic, fermionic action relevant for describing condensed matter systems

$$S[\bar{c},c] = -\frac{1}{2} \int dx dx' \bar{c}(x)G_0^{-1}(x, x')c(x')$$

$$+ \frac{1}{4} \int dx \cdots dx'' c(x)\bar{c}(x')U(x, x', x'', x''')c(x'')c(x''').$$

(1)

Here $\bar{c}$ ($c$) denote creators (annihilators) in the Grassmann algebra and $x$, $x'$, etc. suitable quantum numbers. With the Hubbard model in mind we will use as quantum numbers

$$x = (\vec{k}, \nu, \sigma)$$

(2)

where $\vec{k}$ is a lattice momentum from the first Brillouin zone (1.BZ), $\nu$ an imaginary Matsubara frequency and $\sigma$ the spin. One can in principle include more quantum numbers as for instance a band index. With this the partition function $Z$ of the system can be calculated using the fermionic path integral

$$Z = \text{const} \times \int D\bar{c} Dc e^{-S[\bar{c}, c]}.$$

(3)

Due to their physical significance, for example for life times and linear response functions, we aim at calculating both, the full 1-particle irreducible vertex $\Sigma$ and the 2-particle reducible vertex $F$ with amputated legs. $F$ is formally given by a fourth functional derivative of the effective action, which can in turn be obtained as the Legendre-transform of the logarithm of the partition function. It is possible to show, that diagrams contributing to $F$ can be uniquely classified according to the parquet equation (PE)

$$F = \Lambda + \sum_{r \in \{\text{ph, ph, pp}\}} \Phi_r.$$

(4)

where $\Lambda$ denotes the fully 2-particle irreducible vertex and $\Phi_r$ the 2-particle reducible vertices in the particle-hole channel (ph), the transverse particle-hole channel (ph) and the particle-particle channel (pp) respectively. $\Lambda$ is considered an input to the parquet scheme. We further define the diagrams that are 2-particle irreducible in a certain channel as

$$\Gamma_r = F - \Phi_r.$$

(5)
The equations in the case of a SU(2) symmetric action with explicit arguments are given in Appendix A.

The different 2-particle reducible vertices, on the other hand, can be calculated by means of Bethe-Salpeter equations (BSE)\(^{[9,42]}.\) For this we first introduce the parametrization of generic 2-particle vertex quantities \((V)\) in terms of fermionic arguments as

\[
V(k_{1,\nu_1},k_{2,\nu_2},k_{3,\nu_3},k_{4,\nu_4}) = \sum_\sigma_1,\sigma_2,\sigma_3,\sigma_4 \chi_{\sigma_1,\sigma_2,\sigma_3,\sigma_4}(k_{1,\nu_1},q_{\sigma_1,\sigma_2,\sigma_3,\sigma_4}) \chi_{\sigma_2,\sigma_3,\sigma_4}(k_{2,\nu_2},q_{\sigma_2,\sigma_3,\sigma_4}) \chi_{\sigma_3,\sigma_4}(k_{3,\nu_3},q_{\sigma_3,\sigma_4}) \chi_{\sigma_4}(k_{4,\nu_4},q_{\sigma_4})
\]

Note that in this equation all legs are amputated. For time and spatial (within the lattice) translationally invariant systems one can parametrize vertex quantities in terms of three independent lattice momenta and Matsubara frequencies because of energy and momentum conservation. Choosing two fermionic arguments \(k_0 := (\vec{k}, \nu),\) \(k' := (\vec{k}', \nu')\) and one bosonic argument \(q_r := (q_r, \omega_r)\) in a four-vector notation, one can write the BSE in a compact matrix notation, introducing vertices as matrices in their fermionic arguments. Omitting the spin index these read

\[
\Phi_r^{pr} = \sum_\sigma \chi_r^{pr} \chi_r^{pr} G^{pr}
\]

where \(\chi_r^{pr}\) denotes the bubble contribution in terms of the interacting Green’s function \(G^k\) for the respective channel \(r:\)

\[
\chi_{0,\nu_{ph}}^{pr} = \left( G^k G^{k'} + q_r \delta_{k,k'} \right) \delta_{k,\nu_{ph}} \hat{\varepsilon}_{\nu_{ph}} \delta_{k,\nu_{ph}} \delta_{k,\nu_{ph}} \delta_{k,\nu_{ph}}
\]

That is, the \(\chi\)’s are diagonal matrices in the combined index of lattice momentum and frequency. In order for these equations to hold one needs to chose \((q_r, \omega_r)\) to be the respective transfer/total momentum/frequency in the different channels: \(k_4 - k_1\) in case of ph, \(k_3 - k_1\) in case of pp, \(k_3 + k_2\) in case of pp. This channel specific parametrization of vertex quantities will be called ‘channel native’ parametrization in the following, and the corresponding bosonic momentum/frequency ‘channel native’ momentum/frequency.

Another quantity we are interested in is the one-particle irreducible single-particle vertex aka fermionic self-energy \(\Sigma\). Having the full \(F\) available, it can be calculated by means of the Schwinger-Dyson equation (SDE)

\[
\Sigma^k = \frac{1}{2} \sum_{k',q} \sum_{\sigma_1,\sigma_2,\sigma_3} F_{\sigma_1,\sigma_2,\sigma_3} G_{\sigma_1}^{k,k'} G_{\sigma_2}^{k'} q_{\sigma_2} G_{\sigma_3}^{k,k'} q_{\sigma_3}
\]

The above equations (4), (5), (7) and (9), also often referred together as the PEs, are exact and allow for calculating \(F, \Phi_r, \Gamma_r\), and \(\Sigma\), if the fully irreducible vertex \(\Lambda\) is given. But their mutual dependence is complex. The calculation of \(F\) through the PE Eq. (4) requires knowledge of the different \(\Phi\) and \(\Lambda\), the calculation of \(\Phi_r\) through the BSE (7) requires the knowledge of the Green’s function or equivalently the self-energy \(\Sigma\) and the calculation of \(\Sigma\) with the SDE (9) directly requires an expression for \(F\). Thus one way to find a solution to the above set of equations is to iterate them from a known starting point to a fix-point which then represents the sought after solution (for an alternative approach to find a fixed point via differential equations see Ref. 17).

1. Parquet approximation and DΓA

As an exact expression for \(\Lambda\) is not known for any but the most trivial models, one further needs to come up with approximations. One possibility is to calculate \(\Lambda\) in lowest order perturbation theory which amounts to setting \(\Lambda = \Phi\), i.e., the bare interaction from Eq. (1) which amounts to the so-called parquet approximation (PA). Another possibility is to include all local diagrams in \(\Lambda\) by solving an auxiliary Anderson impurity model. For the local Green’s function e.g. a converged DMFT solution is taken. This is the DFA approach\(^{31,32,42}\) which besides the local correlations of DMFT also includes non-local correlations, e.g. antiferromagnetic spin fluctuations, pseudogaps\(^{32,43}\), (quantum) critical behavior\(^{44–47}\), and superconductivity\(^{13,48}\). In a more elaborate calculation, one can also require that the local part of the DFA Green’s function coincides with the local Green’s function of the auxiliary impurity model. This amounts to an additional update of the impurity problem. This step has not been performed in this work.\(^{1,49}\) A closely related approach is the dual fermion approach\(^{49}\) which takes the full vertex \(F\) from an impurity model as a starting point and connects these building blocks by non-local Green’s function contributions, either by ladder diagrams\(^{50}\) or the PEs\(^{15}\).

B. Introduction of the Truncated Unity scheme

In this Section, we introduce the truncated unity (TU) method for the parquet equations. We here give the derivations for a generic action relevant for many problems related to condensed matter physics. Out notation and basis is different from Ref. 35, where the transformed BSE and PE but not the transformed SDE have already been introduced.

Let us consider the 2-particle irreducible vertices \(\Phi_r\) parametrized in terms of two fermionic arguments \((k, k')\) and their respective ‘channel native’ transfer/total momentum/frequency \(q_r\), as introduced above. In what follows we will omit spin arguments and sums since all derivations are completely independent of spin. In the presence of SU(2) symmetry also often even/odd or density/magnetic spin combinations are employed\(^{10,51}\), and
in Appendix A we briefly discuss how to extend the equations if these spin combinations are employed.

The TU approximation is based on the idea that the 2-particle reducible vertices \( \Phi_r \) are more local in their two fermionic arguments in real space than in their respective bosonic argument\(^{36,52} \). This has for example previously been seen to hold for generic situations by systematic explorations of the basis length for the 2D Hubbard model in fRG\(^{19} \) and has also been observed when solving the PEs\(^{13,24} \). The huge difference is also most obvious when approaching a phase transition, as here the susceptibility evolves towards a \( \delta \)-peak in the respective bosonic \( q \) momentum.

Conversely, this means that the dependence on the fermionic lattice momenta \( \vec{k}, \vec{k}' \) is weak compared to the dependence on \( q \). We, therefore, try to exploit this in order to achieve a dimensional reduction of the vertex quantities by introducing a new basis

\[
 f : \mathbb{N} \times 1.BZ \to \mathbb{C}; \quad (\ell, \vec{k}) \to f^{\ell, \vec{k}}
\]

in which we represent the vertex functions. We call this new basis the form-factor basis (in accordance with the term used frequently in fRG literature\(^{19,25} \)). Here \( \vec{k} \) denotes a lattice momentum in the first Brillouin Zone (1.BZ) and \( \ell \) labels functions in the new basis. We ask for the following three conditions of the basis functions: (i) they should be complete and orthogonal in the sense that

\[
 \sum_{\ell} f^{\ell, \vec{k}} (f^{\ell, \vec{k}})^* = N \delta_{\vec{k}, \vec{k}'},
\]

\[
 \frac{1}{N} \sum_{\vec{k}} f^{\ell, \vec{k}} (f^{\ell, \vec{k}})^* = \delta_{\ell, \ell}'.
\]

(ii) it should be a real space basis such that each basis function is uniquely assignable to a distance in the real lattice, (iii) one may further ask for a specific transformation behavior or symmetries of the functions. Conditions (i) and (ii) are readily fulfilled by using the simple real-space basis of Ref. 35.

Here, in order to also fulfill (iii), we take suitable linear combinations of complex exponentials as explained in Ref. 53 with the 2D square and the hexagonal lattice as specific examples. For the example of the square lattice, defining functions that transform according to the irreducible representations of the point group and choosing prefactors such that the functions are real, one gets as the first few basis functions:

\[
 f^{1, \vec{k}} = 1
\]

\[
 f^{2, \vec{k}} = \frac{1}{2} (\cos(k_x) + \cos(k_y))
\]

\[
 f^{3, \vec{k}} = \frac{1}{2} (\cos(k_x) - \cos(k_y))
\]

\[
 f^{4, \vec{k}} = \sin(k_x)
\]

\[
 f^{5, \vec{k}} = \sin(k_y).
\]

With this basis at hand we define the 2-particle reducible vertices in the form-factor basis as

\[
 \tilde{\Phi}_r^{(\ell_1, \nu_1), (\ell_2, \nu_2), (\vec{q}, \omega_r)} := \sum_{\vec{k}_1, \vec{k}_2 \in 1.BZ} f^{\ell_1, \vec{k}_1} \Phi_r^{(\vec{k}_1, \nu_1), (\vec{k}_2, \nu_2), (\vec{q}, \omega_r)} (f^{\ell_2, \vec{k}_2})^*.
\]

As stated before, the TU-approximation relies on the vertices \( \Phi_r \) to decay quickly in their fermionic real-space arguments. Expressed more formally one could write, omitting frequencies

\[
 \left| \tilde{\Phi}_r^{(\ell_1, \nu_1), (\ell_2, \nu_2)} \right|_{\ell_1 > \ell_{\text{max}} \lor \ell_2 > \ell_{\text{max}}} \ll \left| \tilde{\Phi}_r^{(\ell_1, \nu_1), (\ell_2, \nu_2)} \right|_{\ell_1 \leq \ell_{\text{max}} \land \ell_2 \leq \ell_{\text{max}}}
\]

for some value \( \ell_{\text{max}} \) corresponding to a certain distance in the real lattice \( d_{\text{max}} \). We aim at using Eq. (14) to justify saving vertices only for a reduced set of basis functions using the fact that vertices for \( \ell > \ell_{\text{max}} \) are small compared to vertices with \( \ell \leq \ell_{\text{max}} \) in order to adjust and simplify calculations. This will lead to considerably reduced memory and computing time requirements. In the following we show how this can be done in the BSE, the PE and the SDE.

\[\text{C. Bethe-Salpeter equation}\]

Consider the BSE for channel \( r \) in a matrix notation as given in Eq. (7). We introduce the transformation matrix

\[
 U = \left(U(\ell, \nu)(\vec{k}, \nu')\right)_{\ell \in \mathbb{N}, \nu, \nu' \in \mathbb{Z}} = \frac{1}{\sqrt{N}} f^{\ell, \vec{k}} \delta_{\nu, \nu'}
\]

which besides the \( f^{\ell, \vec{k}} \) now also includes the Matsubara frequencies \( \nu \) and \( \nu' \). From Eq. (11) and the \( \delta \)-function in Matsubara frequencies we directly get

\[
 U U^\dagger = U^\dagger U = I,
\]

i.e., the matrix \( U \) is unitary. With this we can write, denoting with a \( \tilde{\quad} \) the corresponding quantities in the new, form-factor basis:

\[
 \tilde{\Phi}_r^{\ell'} = U \Gamma^{q r} \chi^{q r} F^{q r} U^\dagger = U \Gamma^{q r} U^\dagger = \Gamma^{q r} \chi^{q r} F^{q r}.
\]

Using the full form-factor basis this is simply the basis-transform of a chain of matrix products. From Eq. (4) we see that in order to express all occurring vertex quantities in terms of \( \Lambda \) and 2-particle reducible vertices we need the quantities

\[
 \tilde{\Lambda}^{q r} := U \Lambda^{q r} U^\dagger,
\]

\[
 \tilde{\Phi}_r^{q r} := U \Phi_r^{q r} U^\dagger,
\]

\[
 \tilde{\Phi}_h^{q r} := U \Phi_h^{q r} U^\dagger, \quad h \neq r.
\]
The last equation differs from the previous in that the vertices in channel \( h \) are here parametrized in the channel native parametrization of channel \( r \). For given \( \Lambda, \bar{\Lambda} \) is trivially known, \( \Phi_\Lambda \) is the same as on the LHS of Eq. (17) and will thus not be further expressed by means of other equations. It, therefore, remains to be shown how to obtain the quantity \( \Phi_{\Lambda, h} \), \( h \neq r \) which we will do by means of a transformation of the PEs.

D. Parquet equation

Let us consider the PEs as given in the spin-diagonal notation in Eq. (A2). Considering the frequency and momentum arguments in the round brackets, there are only four distinct frequency and momentum combinations in Eq. (A2). We will discuss the transformation of the first term only - the others then follow in exactly the same way. An analogous derivation in a fRG context can be found in Ref. 25.

To be specific we consider the first nontrivial contribution to the irreducible vertex \( \Gamma_d \) in Eq. (A2). It is that of the \( \text{ph} \)-channel to the \( \text{ph} \)-channel (here and in the following we denote this contribution with an arrow: \( \text{ph} \leftarrow \text{ph} \)). This contribution reads explicitly

\[
\Gamma_d(\bar{k}_1,\nu_1)(\bar{k}_2,\nu_2)(\bar{q}_1,\omega_1) \leftarrow \left[ -\frac{1}{2} \Phi_d - \frac{3}{2} \Phi_m \right] (\bar{k}_1,\nu_1)(\bar{q}_1,\omega_1)(\bar{k}_2-\bar{k}_1,\nu_2-\nu_1) .
\]  

We start by relabeling the arguments \( (q_2 := k_2 - k_1) \) in a convenient way, expressing the last argument on the right hand side also explicitly as a bosonic argument:

\[
\Gamma_d(\bar{k}_1,\nu_1)(\bar{k}_1+\bar{q}_2,\omega_2+\nu_1)(\bar{q}_1,\omega_1) \leftarrow \left[ -\frac{1}{2} \Phi_d - \frac{3}{2} \Phi_m \right] (\bar{k}_1,\nu_1)(\bar{q}_1,\omega_1)(\bar{k}_2,\bar{q}_2) .
\]

We can now use the basis transformation in Eq. (13) to compute the quantities needed in the BSE (17)

\[
\Gamma_d(\ell_1,\nu_1), (\ell_2,\omega_2+\nu_1), (\bar{q}_1,\omega_1) = \sum_{\bar{k}_1,\bar{q}_2} f_{\ell_1,\bar{k}_1} \Gamma_d(\bar{k}_1,\nu_1), (\bar{q}_1+\bar{k}_1,\omega_1+\nu_1), (\bar{q}_1,\omega_1) f_{\ell_2,\bar{k}_1+\bar{q}_2}
\]

\[
\quad \left[ -\frac{1}{2} \Phi_d - \frac{3}{2} \Phi_m \right] (\bar{k}_1,\nu_1), (\bar{q}_1+\bar{k}_1,\omega_1+\nu_1), (\bar{q}_1,\omega_1) f_{\ell_2,\bar{k}_1+\bar{q}_2}
\]

\[
= \sum_{\bar{k}_1,\bar{q}_2} \sum_{\ell_3,\ell_4} \sum_{\ell_3,\ell_4} \sum_{\ell_3,\ell_4} \left[ -\frac{1}{2} \Phi_d - \frac{3}{2} \Phi_m \right] (\ell_3,\nu_1), (\ell_4,\omega_1+\nu_1), (\bar{q}_2,\omega_2)
\]

\[
\sum_{\bar{k}_1} f_{\ell_1,\bar{k}_1} f_{\ell_2,\bar{k}_1+\bar{q}_2} f_{\ell_3,\bar{k}_1} f_{\ell_4,\bar{k}_1+\bar{q}_1} .
\]

The turning around of arguments to insert a vertex from channel \( h \) into channel \( r \) is achieved here by transforming \( \Phi_r \) back to \( \bar{k} \)-space and then expanding it via the form-factor expansion in channel \( r \). This operation, however, poses a problem when performing calculations in a reduced basis set.\(^{35}\) The reason for this is that the transformation back to \( \bar{k} \)-space is then only possible in an approximate way. Still performing the above steps also in a reduced basis introduces the extra approximation that the 2-particle reducible vertices couple into the other channels with a bosonic argument that is approximated in a similar way as the respective fermionic arguments. This is not compatible with our initial intention to approximate only the fermionic arguments keeping the full bosonic momentum dependence. However, the fact that the bosonic argument is inevitably approximated in the channel cross-insertions also gives room for a further optimization of the equations leading to a PE scheme that scales linearly in the number of discrete lattice momenta in the 1.BZ. For an explicit calculation showing this see Appendix B.

The fact that the cross-inserted vertices with a strong dependence on the transfer momentum are harder to capture with a few basis functions indicates that cross-insertions of long-range interactions, either due to unscreened Coulomb interactions or generated by soft...
modes, might get truncated when they feed back into other channels. For instance, theoretically, a critical magnetic mode could trigger very long-range Cooper pairs. These would not be seen by this truncated basis approach.

E. Schwinger-Dyson equation

We start by rewriting the SDE (9) such that each component of \( F (\Lambda, \Phi_c) \) appears in its channel native parametrization. The SDE then reads

\[
\Sigma = - \sum_{\vec{q}_1, \omega_1} \left[ \chi_{1} (\vec{q}_1, \omega_1) \otimes \chi_{0} (\vec{q}_1, \omega_1) \right] \cdot G_{\text{ph}}^{(\vec{q}_1, \omega_1)} \\
- \frac{1}{2} \sum_{\vec{q}_1, \omega_1} \left[ \Phi_{d}^{1} (\vec{q}_1, \omega_1) \otimes \chi_{0} (\vec{q}_1, \omega_1) \right] \cdot G_{\text{ph}}^{(\vec{q}_1, \omega_1)} \\
+ \sum_{\vec{q}_1, \omega_1} \left[ \Phi_{d}^{0} (\vec{q}_1, \omega_1) \right] \cdot G_{\text{ph}}^{(\vec{q}_1, \omega_1)} \\
- \frac{1}{2} \sum_{\vec{q}_1, \omega_1} \left[ \Phi_{s}^{1} (\vec{q}_1, \omega_1) \right] \cdot G_{\text{ph}}^{(\vec{q}_1, \omega_1)}.
\]

Here we have defined

\[
\Sigma = \left\{ \Sigma_{k, \nu}^{\vec{k}}, \Sigma_{\vec{k}, \nu}^{\vec{q}, \omega} \right\}_{\vec{k} \in 1 \text{ BZ}, \nu, \omega \in \mathbb{Z}} \\
\Sigma_{\text{ph}}^{\vec{q}, \omega} = \left( \Sigma_{\chi_{0}, \omega}^{\vec{q}, \omega} \right)_{\vec{k} \in 1 \text{ BZ}, \nu, \omega \in \mathbb{Z}} : \equiv G(\vec{k} + \vec{q}, \nu + \omega)G(\vec{k}, \nu) \\
\Sigma_{\text{pp}}^{(\vec{q}, \omega)} = \left( \Sigma_{\chi_{0}, \omega}^{\vec{q}, \omega} \right)_{\vec{k} \in 1 \text{ BZ}, \nu, \omega \in \mathbb{Z}} : \equiv G(\vec{k} - \vec{q}, \omega - \nu)G(\vec{k}, \nu) \\
G_{\text{ph}}^{(\vec{q}, \omega)} = \left( G_{\chi_{0}, \omega}^{\vec{q}, \omega} \right)_{\vec{k} \in 1 \text{ BZ}, \nu, \omega \in \mathbb{Z}} : \equiv G(\vec{k} + \vec{q}, \nu + \omega) \\
G_{\text{pp}}^{(\vec{q}, \omega)} = \left( G_{\chi_{0}, \omega}^{\vec{q}, \omega} \right)_{\vec{k} \in 1 \text{ BZ}, \nu, \omega \in \mathbb{Z}} : \equiv G(\vec{k} - \vec{q}, \omega - \nu) ;
\]

where the fully irreducible vertex\( \Lambda \) is given by

\[
\Lambda = \sum_{\vec{q}_1, \omega} \left[ U' \Lambda (\vec{q}_1, \omega) \right] \cdot G_{\text{ph}}^{(\vec{q}_1, \omega)} \\
- \frac{1}{2} \sum_{\vec{q}_1, \omega} \left[ U' \left( \Phi_{d}^{1} (\vec{q}_1, \omega) \right) \right] \cdot G_{\text{ph}}^{(\vec{q}_1, \omega)} \\
+ \sum_{\vec{q}_1, \omega} \left[ U' \Phi_{d}^{0} (\vec{q}_1, \omega) \right] \cdot G_{\text{ph}}^{(\vec{q}_1, \omega)} \\
- \frac{1}{2} \sum_{\vec{q}_1, \omega} \left[ U' \Phi_{s}^{1} (\vec{q}_1, \omega) \right] \cdot G_{\text{ph}}^{(\vec{q}_1, \omega)}.
\]

III. NUMERICAL IMPLEMENTATION FOR THE 2D HUBBARD MODEL

A. Model and parameters used

As a test ground for our method we use the paradigmatic 2D Hubbard model with nearest-neighbour hopping \( t \), local interaction \( U \) and a single band on a square lattice. For this model the Hamiltonian reads

\[
H = -t \sum_{\langle i, j \rangle, \sigma} c_{i, \sigma}^\dagger c_{j, \sigma} + \mu \sum_{i, \sigma} n_{i, \sigma} + U \sum_{i} n_{i, \sigma} n_{i, \sigma}. \quad (25)
\]

Here, \( c_{i, \sigma}^\dagger \) and \( c_{i, \sigma} \) are the creation and annihilation operator, respectively, for a particle with spin \( \sigma \) on site \( i \). In the following sections we restrict ourselves to half-filling, \( n = 1 \), and two values of the local Coulomb interaction: \( U = 2t \) and \( U = 4t \). In the following, the hopping \( t \equiv 1 \), \( h \equiv 1 \), \( k_B \equiv 1 \), and lattice constant \( a \equiv 1 \) set the units of energy, temperature, and distance, respectively.

B. Approximations for the fully irreducible vertex

The parquet equations are solved in the TUPS implementation, which is made available at 40, using two different approximations for the fully irreducible vertex\( \Lambda \) (see also Sec. II A 1):

(i) the parquet approximation (PA)\(^9\) where the fully irreducible vertex is taken in lowest order: \( \Lambda = U \);

(ii) the parquet D\( \bar{\Gamma} \)A\(^{11-13}\) where \( \Lambda \) is taken from a converged DMFT calculation, i.e. \( \Lambda \) is local and approximated by a fully irreducible vertex of an auxiliary impurity problem. The impurity problem was solved with the continuous time quantum Monte-Carlo method using the \texttt{w2dynamics}\(^{54}\) package. This way \( \Lambda \) consists of all local diagrams that are built from the local DMFT Green’s function lines and the local interaction \( U \).
C. Memory and computational costs

Due to the TU approximation memory costs for calculating vertex functions now scale like $O(N_{FF}^2N_q^2N_ω^2)$ compared to $O(N_ω^4N_q^2)$ for the plain-vanilla parquet implementation.\textsuperscript{70} This practically reduces memory costs drastically due to the need to take only few basis functions $N_{FF} \ll N_q$ in the case of the Hubbard model. For an illustration we compare the memory consumption of a single vertex function in the $\vec{k}$-space parquet scheme and the TU-scheme in Table I and Table II. For this we assume typical system sizes and a TU calculation using $N_{FF} = 9$ basis functions. We will argue below that this is a reasonable amount.

$$
\begin{array}{rcccccc}
N_ω/N_k & 4 & 8 & 12 & 16 & 20 & 56 \\
32 & 0.68 & 2.72 & 6.12 & 10.87 & 16.99 & 133.18 \\
48 & 2.29 & 9.17 & 20.64 & 36.69 & 57.33 & 449.47 \\
64 & 5.44 & 21.74 & 48.92 & 86.77 & 135.90 & 1065.42 \\
80 & 10.62 & 42.46 & 95.55 & 169.87 & 265.42 & 2080.90 \\
\end{array}
$$

TABLE I: Memory cost of a single vertex function in GB in the TU-parquet scheme for different system sizes and 9 basis functions. The last entry is the largest system size we were able to simulate within reasonable computational cost.

$$
\begin{array}{rcccccc}
N_ω/N_k & 4 & 8 & 12 & 16 & 20 & 56 \\
32 & 2 & 137 & 1566 & 8797 & 33554 & 16169555 \\
48 & 7 & 464 & 5284 & 29687 & 113246 & 54572249 \\
64 & 17 & 1100 & 12524 & 70369 & 268435 & 129356443 \\
80 & 34 & 2147 & 24461 & 137439 & 524288 & 252649304 \\
\end{array}
$$

TABLE II: Same as Table I but for the conventional $\vec{k}$-space parquet scheme.

Additionally to improved memory costs the computational complexity of performing a TUPS calculation is also greatly reduced when compared to the original $\vec{k}$-space scheme. The heavy computational task for solving the PE's mainly consists of evaluating BSE, actual PE and SDE. The evaluation of the BSE now scales like $O(N_{FF}^2N_q^2N_ω^2)$ compared to $O(N_ω^4N_q^2)$ in the original $\vec{k}$-space scheme. For analyzing the complexity of the PE we considered the optimized form from Appendix B. It can be evaluated with $O(N_ω^2N_q^2N_ω^2 + N_q^2N_ω^4)$ computations. The scaling with $O(N_q^2)$ stems from the calculation of projection matrices that can be precalculated before the actual iteration and saved without high memory costs. Also the factor of $N_ω^3$ (number of Matsubara frequencies) of the first term in many practical cases more than compensates for the additional factor of $N_q$ in the second term. In the case of many iteration steps the amortized costs for the evaluation of the PE are therefore essentially given by $O(N_{FF}^2N_q^2N_ω^2)$. With these considerations the scaling of the BSE and the PE are in particular linear in the number of discrete lattice momenta $N_ω$.

The SDE can be evaluated, saving several intermediate results that cost less memory than the vertex functions, with a computational cost of $O(N_{FF}^2N_q^2N_ω^2 + N_q^2N_ω^4)$. These are huge savings in floating point operations since $N_{FF}$ may be kept relatively small. In the TUPS implementation, thanks to the smaller vertex sizes, the computation time and the on-node memory access are the main constraints whereas the conventional parquet solution was limited by available memory and internode communication due to access to distributed memory.

D. TUPS implementation

We have realized an implementation of the TU parquet method with the TUPS (Truncated Unity Parquet Solver). This program is parallelized using the combined MPI and OpenMP model. The MPI parallelization scheme is based on that of the victory code\textsuperscript{55} which was originally proposed in Ref. 56. To treat the frequency dependence of the vertices we use an asymptotics scheme similar to that proposed in Ref. 57. Also a finer momentum grid was used whenever computationally cheap, i.e., where simple products of Green’s functions occurred in the SDE and BSE (for details see Ref. 13). For this finer momentum grid seven times more $\vec{k}$-points in each direction have been taken, which was sufficient for convergence.

IV. RESULTS FOR THE HALF-FILLED HUBBARD MODEL

In this part we demonstrate that with our method we are able to reach low temperatures where the physics qualitatively differs from mean-field behavior. We will show and explain that it is possible to obtain the same qualitative results already with a single basis function within our form-factor expansion, at least in the parameter regime studied where spin fluctuation physics dominates.

The reason we are able to adequately describe this regime is that our method enables us to discretized the bosonic argument of different vertex quantities with up to several thousand discrete momenta in the 1.BZ. This is necessary to obtain reliable results due to the onset of longer-ranged AFM correlations at low temperatures, reminiscent of the AFM ground state at half filling for arbitrary small interactions\textsuperscript{58}. These correlations show up in the bosonic argument of vertex quantities and not in the fermionic arguments, due to the here chosen parametrization. Therefore, one can reproduce the non-mean-field behavior already with a single basis function within our form-factor expansion.

A. Magnetic susceptibility

We begin by discussing the magnetic susceptibility $\chi_m$ at $\vec{q} = (\pi, \pi)$ and $\omega = 0$, i.e., the AFM susceptibility, the inverse of which we plot for different temperatures in Fig. 1. The calculations have been performed at weak
coupling \((U = 2t)\) using the PA which is known to yield reliable results in this parameter regime\(^{59}\). The two different curves correspond to different number of form factors used: \(N_{FF} = 1\) and \(N_{FF} = 9\). The results are converged in the number of discrete lattice momenta and Matsubara frequencies down to \(\beta = 16/t\). For the point at \(\beta = 20/t\) we extrapolated to infinite momentum-grid size.

At high \(T\) we obtain a Curie-Weiss like behavior of the inverse susceptibility. When lowering the temperature we begin to see deviations from this for both calculations with a single basis function and with \(N_{FF} = 9\) basis functions. In the inset of Fig. 1 the linear (mean-field) fits to the low temperature data \((\beta = 8/t, 10/t\) and \(12/t\)) are shown with dotted lines. For \(\beta = 16/t\) and \(\beta = 20/t\) the inverse susceptibilities lie above the linear fit. This hints that the PA respects the Mermin-Wagner theorem\(^{60}\), which prohibits the breaking of continuous symmetries, i.e., also AFM order, at finite temperatures in two dimensions. Previous studies within the PA or with the multi-loop fRG (mfRG)\(^{25,38}\) could not achieve low enough temperatures to see this ‘upturn’ of inverse susceptibility, either due to insufficient momentum discretization or lack of self-energy feedback.

Although the qualitative behavior of the AFM susceptibility is already correctly captured in the \(N_{FF} = 1\) calculation, there are slight quantitative differences. The inverse susceptibilities from the \(N_{FF} = 9\) calculations lie below those from calculations with \(N_{FF} = 1\) indicating effectively stronger correlations for the former calculation. Consistently, the deviation from linear behavior is stronger for \(N_{FF} = 9\), for the temperatures shown.

B. Self-energy at weak coupling \((U = 2t)\)

For a similar temperature range as for the susceptibilities in the previous Section we discuss the self-energy \(\Sigma\) in the following. Again, we compare calculations with two different numbers of form factors \(N_{FF} = 1\) and \(N_{FF} = 9\). We show \(\text{Im} \Sigma(\vec{k}, \nu_n)\) for two points on the Fermi surface, \(\vec{k} = (0, \pi)\) and \(\vec{k} = (\frac{\pi}{2}, \frac{\pi}{2})\) at weak coupling \((U = 2t)\) in Fig. 2 for \(N_{FF} = 1\) and in Fig. 3 for \(N_{FF} = 9\). Calculations have been performed in the PA. All results are converged in the number of Matsubara frequencies taken into account and in the number of discrete lattice momenta \(\vec{q}\) down to \(\beta = 16/t\). For \(\beta \geq 20/t\) we have extrapolated \(\Sigma\) to infinite grid size.

For weak-coupling the qualitative behavior is also for the self-energy similar in the case of \(N_{FF} = 1\) and \(N_{FF} = 9\); note that the \(N_{FF} = 1\) case in Fig. 2 also includes much lower temperatures. A simple first criterion for the physics of the solution, which is directly applicable on the Matsubara frequency axis, is the slope of the self-energy at low frequencies. A metallic Fermi liquid behavior implies a linear vanishing of the imaginary part of self-energy \(\text{Im} \Sigma(\nu)\) \(\nu \rightarrow 0\), in particular \(\text{Im} \Sigma(\nu = \pi T) < \text{Im} \Sigma(\nu = 3\pi T)\) for the lowest two Matsubara frequencies. In the following discussion we drop the ‘Im’ since for the half-filled particle-hole-symmetric Hubbard model considered \(\text{Re} \Sigma(\nu) = 0\) on the Fermi surface.

At \(\beta = 1/t\) and \(\beta = 2/t\) we obtain \(|\Sigma(\nu = \pi T)| > |\Sigma(\nu = 3\pi T)|\) corresponding to a high temperature incoherent state. Upon lowering the temperature a metallic behavior sets in, indicated by \(|\Sigma(\nu = \pi T)| < |\Sigma(\nu = 3\pi T)|\). For the temperatures shown here, one does not see that this crossover actually happens at different temperatures for \(\vec{k} = (0, \pi)\) and \(\vec{k} = (\frac{\pi}{2}, \frac{\pi}{2})\).

Upon further lowering the temperature we see \(|\Sigma(\vec{k} = (0, \pi), \nu = \pi T)| > |\Sigma(\nu = 3\pi T)|\) but at the same time, albeit only by a glimpse, \(|\Sigma(\vec{k} = (0, \pi), \nu = \pi T)| < |\Sigma(\nu = 3\pi T)|\) at \(\beta = 26\) in Fig. 2 — a regime known as pseudogap\(^{61}\). This behavior of the self-energy in the two-dimensional Hubbard model, incoherent state → bad metal → pseudogap is consistently obtained by a wide range of computational methods to study correlated electron systems\(^{27,30,59,62,63}\) and therefore believed to be intrinsic to the Hubbard model. A further lowering of \(T\) (\(\beta = 30\)) indicates a completely gapped Fermi surface.

The onset of the pseudogap behavior is shifted to higher temperatures for \(N_{FF} = 9\) as compared to \(N_{FF} = 1\). For \(N_{FF} = 9\), we see first indications for pseudogap physics already at \(\beta = 20\) in Fig. 3 with \(|\Sigma(\nu = \pi T)| < |\Sigma(\nu = 3\pi T)|\) at \(\vec{k} = (0, \pi)\). Unfortunately, the larger numerical effort at \(N_{FF} = 9\) form factors does not allow for lower temperatures properly converged in the number of \(\vec{q}\) points. The narrow temperature window of the pseudogap for \(U = 2t\) is also observed in ladder DΓA (cf. Fig. 5 of Ref. 62), but the pseudogap onset is at a slightly higher temperature there \((T \approx t/18)\)\(^{62}\).
Comparing $\Sigma$ from both $N_{FF} = 1$ and $N_{FF} = 9$ calculations at the lowest achieved temperature of $T = t/20$ we see that in the calculation with a single form-factor basis function one is further away from the pseudogap crossover. This fact is consistent with our previous finding in Sec. IV A that the calculation with a single basis function leads to less correlated results. Quantitatively, the number of form factors taken into account matters.

C. Self-energy at intermediate-to-strong coupling

\( (U = 4t) \)

In the case of $U = 4t$ we cannot perform a full analysis of the temperature behavior of the self-energy, since here for the same temperature range the correlation length is larger and the number of $\vec{q}$ points needed for convergence is higher than in the weak coupling case. We therefore focus in the following on the differences between calculations with different number of form factors at a fixed temperature of $T = t/10$.

In Fig. 4 and Fig. 5 we show results obtained with the PA and DΓA, respectively. All calculations were performed taking $N_x \times N_y = 40 \times 40$ points in the BZ and $N_{f+} = 40$ positive fermionic Matsubara frequencies with which results are converged to 2% accuracy. We include results from calculations with $N_{FF} = 1$, $N_{FF} = 5$ and $N_{FF} = 9$. The results obtained with DΓA differ notably from those obtained with the PA. This is to be expected since setting $\Lambda = U$ in PA is valid only in the weak coupling regime, whereas the approximation for $\Lambda$ in DΓA includes all local diagrams in $\Lambda$. The local dynamical correlations that become more important with increasing $U$ are also reflected in the dynamical structure of $\Lambda$ and the PA does not seem to be sufficient. Generally, the self-energies resulting from the DΓA are larger in absolute values than those from PA and the effect of taking fewer form factors is also much stronger. The biggest difference is visible for $N_{FF} = 9$, for which the self-energy shows already the pseudogap behavior in the case of the DΓA calculation in Fig. 5 but not in the case of the PA in Fig. 4.

Consistent with the weak coupling results, the pseudogap transition is shifted to lower temperatures when performing calculations with a single basis function. The calculation with $N_{FF} = 5$ qualitatively resembles that with a single basis function and the results lie between the $N_{FF} = 1$ and $N_{FF} = 9$ ones. Quantitatively, the dependence on the number of form factors is quite sizable in Figs. 4 and 5, which calls for carefully analyzing the convergence with respect to the number of form factors.
V. QUANTITATIVE EVALUATION OF THE TRUNCATED UNITY APPROXIMATION

In this section we present the results of such a convergence study with respect to the number of basis functions \(N_{FF}\) used in the form factor expansion. This way, we also evaluate the error of the TU basis truncation. The results from calculations with a truncated basis are compared to the original \(k\)-space solution obtained with the \textit{victory} code\textsuperscript{55}. This \(k\)-space solution is equivalent to performing calculations with the full basis which also holds numerically within machine precision. In order to make the calculations with the full basis set feasible, we chose an \(8 \times 8\) momentum grid and a temperature of \(T = t/5\). We have verified that the convergence in the number of form factors does not strongly depend on the size of the \(q\)-grid making this study conclusive.

In the following we present the self-energy and static magnetic susceptibility calculated with different number of form factors \(N_{FF}\) in the DFA for the same two values of \(U\) as before, namely \(2t\) and \(4t\). The results of the PA for exactly the same parameters are included in the Appendix D for completeness. Our conclusions here only slightly depend on whether PA or DFA was used, and in the case of such dependence we explicitly mention it. For \(U = 2t\) the results of PA and DFA practically lie on top of each other.

A. Weak coupling \(U = 2t\)

We begin by showing in Fig. 6 the self-energy \(\Sigma\) at weak coupling \(U = 2t\) as a function of Matsubara frequency \(\nu\) for one point on the Fermi surface \(\vec{k} = (0, \pi)\) and for different numbers of form factors \(N_{FF}\). The chosen numbers between 1 and 64 correspond to different shells of neighbors in the real lattice as indicated in Fig. 7, \(N_{FF} = 64\) recovers the full basis set of the \(8 \times 8\) momentum grid.

While all results agree qualitatively, those for \(N_{FF} = 1\) and \(N_{FF} = 5\) differ quantitatively from the other curves. With \(N_{FF} = 9\) one accurately reproduces the full \(k\)-space result. This is made more clear in Fig. 8 which shows \(\Sigma\) for \(\vec{k} = (0, \pi)\) and \(\vec{k} = (\frac{\pi}{2}, \frac{\pi}{2})\) for the smallest fermionic Matsubara frequency \(\nu = \pi T\). The shaded area marks a 1\% difference to the full \(k\)-space result indicated by the dashed line. In Fig. 8 also the PA data are shown confirming the agreement of PA and DFA for this value.
of $U$.

In Fig. 9 we further show the convergence in the number of basis functions of a 2-particle quantity namely the static magnetic susceptibility $\chi_{\alpha}(\vec{q} = (\pi, q_y), \omega = 0)$ as a function of $q_y$ (with the AFM susceptibility $\chi_{AFM}$ being at $q_y = \pi$). In this figure one cannot see any significant differences for calculations for different numbers of basis functions. For the point where the differences are the largest, i.e. $\chi_{AFM}$, we present the explicit dependence on the number of form factors. For the point where the differences are the largest, i.e. $\chi_{AFM}$, we present the explicit dependence on the number of form factors. For the point where the differences are the largest, i.e. $\chi_{AFM}$, we present the explicit dependence on the number of form factors. For the point where the differences are the largest, i.e. $\chi_{AFM}$, we present the explicit dependence on the number of form factors. For the point where the differences are the largest, i.e. $\chi_{AFM}$, we present the explicit dependence on the number of form factors. For the point where the differences are the largest, i.e. $\chi_{AFM}$, we present the explicit dependence on the number of form factors. For the point where the differences are the largest, i.e. $\chi_{AFM}$, we present the explicit dependence on the number of form factors.

False convergence. We find it important to point out a peculiarity when checking convergence in the number of form factors. When considering quantities for frequencies $\nu = \pi T$ or $\omega = 0$ as in Fig. 8 and Fig. 10 one sees that results with $N_{FF} = 1$ differ only insignificantly form those with $N_{FF} = 5$. One could thus, in a less thorough analysis, be lead to believe to have had a converged result with only a single basis function if the test for convergence is comparison of the above quantities to a calculation with only one more basis function or neighbor in the real lattice. A similar effect has also been noted in Ref. 19.

B. Intermediate-to-strong coupling $U = 4t$

We continue to perform the same convergence analysis at $U = 4t$ for otherwise the same parameters as in the $U = 2t$ case. In Fig. 11 we show the self-energy $\Sigma$ for $\vec{k} = (0, \pi)$ as a function of imaginary frequency obtained in DΓA with different number of form factors. The PA results can be found again in Appendix D. For $U = 4t$ the differences between PA and DΓA are more pronounced, as already discussed in Sec. IV. Contrary to the weak coupling case, calculations with $N_{FF} = 1$ and $N_{FF} = 9$ differ significantly from the full $\vec{k}$-space solution. The main qualitative difference is that the results with $N_{FF} = 1$ and $N_{FF} = 5$ form factors suggest an almost insulating or at least strongly incoherent behavior,
whereas the results for the largest number of form factors indicate a Fermi liquid metal. Further, the maximum of $|\text{Im} \Sigma|$ shifts from $\nu = 5\pi T$ to $\nu = 3\pi T$.

Analogously to the weak coupling case we also show a direct dependence of the smallest frequency value of the self-energy on the number of form factors. In Fig. 12 both the results for DΓA and PA are shown. The shaded area marks a 10% difference to the full $k$-space result. The results show that one needs more form factors in the intermediate-to-strong coupling regime than in the weak coupling regime to reach the same quantitative accuracy.

We continue by considering the static magnetic susceptibility $\chi_m(\vec{q} = (\pi, q_y), \omega = 0)$ for different numbers of basis functions shown in Fig. 13. Differences for the different calculations are now visible, being most pronounced at $\vec{q} = (\pi, \pi)$. We notice that the AFM susceptibility decreases at $\vec{q} = (\pi, \pi)$ when performing calculations with more basis functions in contrast to the case of $U = 2t$ or other points in the BZ. This shows that the general trend of convergence is not predetermined.

In Fig. 14 we present again $\chi_{\text{AFM}}$ as function of number of form factors used in the calculation for PA and DΓA. Here the two methods give quantitatively different values of $\chi_{\text{AFM}}$ and for the PA the convergence is faster than in the DΓA case. These results also show that the convergence in $N_{\text{FF}}$ does not need to be a monotonous function indicating that when performing convergence studies in form factors away from weak coupling special care is needed.

VI. CONCLUSION

We have implemented a truncated unity parquet solver (TUPS) which maps the fermionic momenta onto a form-factor basis with an arbitrary number of form-factors. The great advantage compared to previous parquet solvers\textsuperscript{12,13,21–23} is that we arrive this way at a rather compact representation, where fewer form factors need to be taken into account than momenta in previous parquet implementations. This saves considerable computing resources, in particular memory – even to the extent that previous parquet codes were restricted by memory requirements, which is not the case for TUPS any more. TUPS, for the square lattice Hubbard model, is made available to the scientific community under GNU public license at GitHub\textsuperscript{40}. Input is the fully irreducible vertex $\Lambda$ which might be taken as the bare $U$ as in the PA.
Alternatively, one may take all local Feynman diagrams as in DFA.

With TUPS we were able to reach low enough temperatures to observe pseudogap physics. To the best of our knowledge, hitherto pseudogap physics has not been found in PA. In fRG, indications of pseudogap physics have been seen in special cases\textsuperscript{64,65} but a systematic understanding is not yet available. We find that the pseudogap crossover temperature is lower when using only a single form factor. However, in the weak coupling regime, the qualitative description of the 2D Hubbard model with only one basis function is still possible. In the intermediate to strong coupling regime, on the other hand, the quantitative differences between results obtained with only one form factor and the full basis are significant, particularly in the DΓA calculations.

An important further observation is that the inverse AF susceptibility in PA susceptibility bends away from a linear mean-field behavior at low temperatures. This hints that the Mermin-Wagner\textsuperscript{60} theorem is actually fulfilled in parquet-based approaches. While this has been conjectured before\textsuperscript{66}, our results provide, to the best of our knowledge, the first numerical indication.

Our furthergoing systematic analysis confirms a quantitative dependence of the results on the number of form factors, which is more pronounced for a larger interaction $U$. This is also a valuable observation for the fRG community, as including a single form factor or very few form factors, as previously done, has to be taken with a grain of salt. Calculations with only few form factors can serve for a computationally feasible qualitative analysis which treats all scattering channels on an equal footing.
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### Appendix A: SU(2) symmetry to simplify the parquet equations

In the main paper, we did not include the spin indices since the form-factor expansion involves the momentum space only. Including the spin would require extra indices and equations, only distracting from the main point. In the following we briefly indicate how the spin needs to be included.

One can show that for a SU(2) symmetric action for fermions, obeying the Pauli-principle, the so-called crossing symmetries hold for the vertex functions.\textsuperscript{9,67} One can use it in order to restrict the calculation of vertex functions to a limited number of spin configurations since all other combinations can then be obtained by applying the crossing symmetry to the known quantities. For this we introduce vertices for certain spin and momentum combinations

$$V_{rr,ss}^{k,k',q,\mathbf{q}'}(U) := V_{rr,ss}^{k,k',q,\mathbf{q}'}(U),$$

which we call density, magnetic, singlet and triplet. All vertex quantities can be calculated from $\Lambda$ and the 2-particle reducible vertices $\Phi_{\text{ph},d}, \Phi_{\text{ph},m}, \Phi_{\text{pp},s}$ and $\Phi_{pp,t}$ by means of the crossing symmetry and the BSE and PE. In what follows we will abbreviate $\text{ph, } d \to d$, $\text{ph, } m \to m$, $\text{pp, } s \to s$ and $\text{pp, } t \to t$. The corresponding PE for the irreducible vertices follow as\textsuperscript{9,12,23,68}

### Appendix B: Further optimization of the parquet equation

To better understand the extra approximations that come with Eq. (21) (i.e., the occurrence of non-channel-native momenta in the PE) but also to show how to optimally evaluate the equations we will perform another transformation of the 2-particle reducible vertex func-

\begin{align}
\Gamma_d^{k_1,k_2}(q_1) &= \Lambda_d^{k_1,k_2}(q_1) - \frac{1}{2} \Phi_d^{k_1,k_1+q_1}(k_2 - k_1) - \frac{3}{2} \Phi_d^{k_1,k_1+q_1}(k_2 - k_1) + \frac{1}{2} \Phi_d^{k_1,k_2}(q_1 + k_1 + k_2) - \frac{3}{2} \Phi_d^{k_1,k_2}(q_1 + k_1 + k_2) \\
\Gamma_m^{k_1,k_2}(q_1) &= \Lambda_m^{k_1,k_2}(q_1) - \frac{1}{2} \Phi_m^{k_1,k_1+q_1}(k_2 - k_1) - \frac{1}{2} \Phi_m^{k_1,k_1+q_1}(k_2 - k_1) + \frac{1}{2} \Phi_m^{k_1,k_2}(q_1 + k_1 + k_2) + \frac{1}{2} \Phi_m^{k_1,k_2}(q_1 + k_1 + k_2) \\
\Gamma_s^{k_1,k_2}(q_1) &= \Lambda_s^{k_1,k_2}(q_1) + \frac{1}{2} \Phi_s^{k_1,k_2}(q_1 - k_1 - k_2) - \frac{3}{2} \Phi_s^{k_1,k_2}(q_1 - k_1 - k_2) + \frac{1}{2} \Phi_s^{k_1,q_1-k_2}(k_2 - k_1) - \frac{3}{2} \Phi_s^{k_1,q_1-k_2}(k_2 - k_1) \\
\Gamma_t^{k_1,k_2}(q_1) &= \Lambda_t^{k_1,k_2}(q_1) + \frac{1}{2} \Phi_t^{k_1,k_2}(q_1 - k_1 - k_2) + \frac{1}{2} \Phi_t^{k_1,k_2}(q_1 - k_1 - k_2) - \frac{1}{2} \Phi_t^{k_1,q_1-k_2}(k_2 - k_1) - \frac{1}{2} \Phi_t^{k_1,q_1-k_2}(k_2 - k_1) .
\end{align}
tions. We thus define
\[ \Phi^f_{\ell} (\vec{k}, \nu)(\vec{q}, \omega) := \frac{1}{\sqrt{N}} \sum_{\vec{q} \in 1.BZ} e^{i\vec{q} \cdot \vec{R}} \Phi^f_{\ell} (\vec{k}, \nu)(\vec{q}, \omega) \]
and conversely we have
\[ \Phi^f_{\ell} (\vec{k}, \nu)(\vec{q}, \omega) := \frac{1}{\sqrt{N}} \sum_{\vec{q} \in 1.BZ} e^{-i\vec{q} \cdot \vec{R}} \Phi^f_{\ell} (\vec{k}, \nu)(\vec{q}, \omega). \]

Here \( \vec{R} \) denotes a vector from the real-space lattice, we thus simply transform the bosonic momentum argument of the \( \Phi_e \) into the real-space basis. We stress the fact that the transformation in Eq. (B1) does not come with an extra approximation, since we use the whole real-space basis and not a truncated basis.

We continue by inserting \( \Phi^f_{\ell} \) into Eq. (21) which yields
\[
\Gamma_d (\ell_1, \nu_1), (\ell_2, \omega_1) \times (\ell_3, \nu_1), (\ell_4, \omega_1) \times (\ell_5, \nu_2), (\ell_6, \omega_2) \times (\ell_7, \nu_2)\]

\[
\frac{1}{V} \sum_{\ell, \nu, \omega} \sum_{\vec{q}} \left[ \frac{1}{2} \Phi_d - \frac{3}{2} \Phi_m \right] (\ell, \nu, \omega) \sum_{\vec{k}} f_{\ell, \nu} f_{\ell+\nu, \omega} e^{-i\vec{q} \cdot \vec{R}} \times \sum_{\vec{k}, \nu} f_{\ell, \nu} f_{\ell+\nu, \omega} e^{-i\vec{q} \cdot \vec{R}}
\]

At step 1.) we have inserted the result from Eq. (21), at 2.) we inserted the transformation Eq. (B2), at 3.) we reordered terms and in 4.) we substituted the occurring sums. In order to further interpret this result consider the term
\[
\sum_{\vec{k} \in 1.BZ} f_{\ell, \nu} e^{i\vec{q} \cdot \vec{R}}. \quad (B4)
\]
As stated in section Sec. II if \( f \) is given by a linear combination of complex exponential functions of the form \( e^{i\vec{q} \cdot \vec{k}} \) where \( \vec{k} \) is a vector from the 1.BZ and \( \vec{r} \) a real space lattice vector. Each lattice vector \( \vec{r} \) has a specific distance to the origin \( d_\ell \) for any given \( \ell \). It, therefore, follows
\[
\sum_{\vec{k} \in 1.BZ} f_{\ell, \nu} e^{i\vec{q} \cdot \vec{k}} = 0; \quad \text{for } |\vec{R}| > d_\ell. \quad (B5)
\]
Performing calculations in a reduced basis set means setting all basis function with index \( \ell \) for which \( d_\ell > d_{\ell_{\max}} \) holds to zero. We therefore see, that the sum \( \sum_{\vec{R}_e} \) in Eq. (B3) only needs to be computed over the reduced part of the real lattice for which \( |\vec{R}_e| < d_{\ell_{\max}} \) holds.

The here shown arguments are generic for all contributions to the parquet equations and a similar truncation of the real-space lattice sum occurs for the other contributions in the same way.

We note that the last line in Eq. (B3) includes a truncated sum over the real lattice including as many terms as basis functions in the form-factor expansion. On the other hand, the first line of Eq. (B3) includes a sum over the whole BZ. Thus our extra transformation yields a PE which scales linearly in the number of discrete lattice momenta taken into account compared to the previous form which scaled quadratically. The above derivation also illustrates the extra approximation that comes with the necessity to turn around arguments in the PE. The above shown example is a channel cross-insertion in par-
ticular the insertion of 2-particle reducible vertices from the ρ-channel into the ρ-channel. For the last, bosonic argument, i.e., \( \hat{R}_2 \) in Eq. (B3), can be very non-local as it corresponds to \( \hat{q} \). However by transforming to \( \ell_1 \) and \( \ell_2 \) with form-factors such as \( f^{\ell_1,\ell_2} \) one approximates this bosonic argument \( \hat{R}_2 \) in a similar way as otherwise the fermionic arguments.

Appendix C: Different versions of the TU Schwinger-Dyson equation

In this Appendix we point to a numerical subtlety when performing computations in a reduced basis within the TU method. This study will also further illustrate the approximations discussed in Sec. II D. In Sec. II E we introduced the TU version of the SDE as being split up in its different contributions from the fully 2P-irreducible vertex Λ and the 2-particle reducible vertices \( \Phi_r \) where \( r = \rho, \rho, \phi, \phi, pp \). Alternatively, one can evaluate the SDE with the full \( F \) as for example

\[
\Sigma = -\frac{1}{2} \sum_{\hat{q}, \omega_1} \left[ \left( \frac{F_d \Phi}{\rho} - \frac{F_m \Phi}{\rho} \right) \otimes \chi_0^{(\hat{q}, \omega_1)} \chi_0^{(\hat{q}, \omega_1)} \right] .
\]  

(C1)

The equivalence of Eq. (C1) and Eq. (22) is ensured by the PE Eq. (4). As discussed in App. B this equivalence does not strictly hold in the case of a truncated basis in a TU calculation due to the approximated channel coupling. To illustrate this point we implemented a sup-optimal version of the SDE as

\[
\Sigma = -\frac{1}{6} \sum_{\hat{q}, \omega_1} \left[ \left( \frac{F_d - F_m}{\rho} \right) \otimes \chi_0^{(\hat{q}, \omega_1)} \right] \cdot G_{\rho \rho}^{(\hat{q}, \omega_1)}.
\]  

(C2)

Here we calculate \( \Sigma \) from the full \( F \) but have mixed versions of the SDE written in all three channel-parametrizations in order not to be biased towards a specific channel. We emphasize that the evaluation of Eq. (C2) is not more expensive than the evaluation of Eq. (22). In Fig. 15 we show \( \Sigma \) for two points on the Fermi surface, \( \vec{k} = (0, \pi) \) and \( \vec{k} = \left( \frac{\pi}{2}, \frac{\pi}{2} \right) \) as function of Matsubara frequency calculated with a single basis function \( N_{\text{PF}} = 1 \). One sees that at \( U = 1t \) differences between the two calculations are negligible. At \( U = 2t \) they become visible and more pronounced at \( U = 4t \). Qualitatively one notices, that computing \( \Sigma \) from the full \( F \) decreased the difference of the self-energy at \( \vec{k} = (0, \pi) \) and \( \vec{k} = \left( \frac{\pi}{2}, \frac{\pi}{2} \right) \), i.e., the pseudogap phenomenon when compared to \( \Sigma \) computed from the different \( \Phi \).

We also show the effect of the two different Implementations of the SDE on the AF susceptibility in Fig. 16 for the same calculation as above. One sees that towards stronger interactions calculations from the sub-optimal implementation of the SDE yield increased susceptibilities.

Together with the self-energies this gives a consistent picture of the effects of using a sub-optimal SDE, where not every contribution is in its channel native momentum. The further approximated channel coupling in a calculation with a single basis function leads to the AFM fluctuations in part only contributing locally to the self-energy in the SDE. Therefore, the pseudogap phenomenon is decreased as well as one obtains generally smaller values for \( \Sigma \). This decreased \( \Sigma \) in turn does not
screen the vertex adequately yielding increased AFM susceptibilities. When increasing the number of basis functions in the calculations we expect these differences to shrink.

Appendix D: Form-factor convergence in the PA

Finally we show in Figs. 17, 18, 19 and 20 the same results as in Figs. 6, 11, 9 and 13 of the main text but now using the PA instead of the DΓA. While for weak coupling (\(U = 2t\)) the PA and DΓA show very similar results, there are quite substantial differences for intermediate-to-strong-coupling (\(U = 4t\)). In particular the DΓA solution shows a somewhat larger antiferromagnetic susceptibility and consequently a more insulating self-energy. Most notable and also relevant to the analysis of our paper, is the much stronger dependence on the number of form-factors in DΓA.
It is valid to consider the scaling with $N_{FF}$ and $N_q$ separately since we have checked that the convergence in the number of basis functions $N_{FF}$ does not strongly depend on the number of discrete lattice momenta taken into account $N_q$.

Preliminary studies for the 2D Hubbard model for the parameters here considered show that this update does not influence the results notably.

It is valid to consider the scaling with $N_{FF}$ and $N_q$ separately since we have checked that the convergence in the number of basis functions $N_{FF}$ does not strongly depend on the number of discrete lattice momenta taken into account $N_q$.

Preliminary studies for the 2D Hubbard model for the parameters here considered show that this update does not influence the results notably.