Wall-crossing for punctual quot-schemes
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Abstract

We study punctual quot-schemes of torsion-free sheaves \( E_Y \) on smooth projective curves, surfaces and Calabi–Yau fourfolds via their virtual geometry. Our goal is to give a complete description of the virtual fundamental classes and their tautological integrals. In the fourfold case, we first construct these classes under additional conditions.

We use novel methods relying on the wall-crossing of Joyce. Our results include

1. the dependence of the cobordism classes on the torsion-free sheaf \( E_Y \) where \( Y \) is a surface,
2. relations to the previous results in the literature, which addressed the case of a trivial \( E_Y \),
3. a new 12-fold correspondence relating Segre and Verlinde invariants for curves, surfaces and Calabi–Yau fourfolds based on the one observed by Arbesfeld–Johnson–Lim–Oprea–Pandharipande in dimensions one and two,
4. a closed formula for the Nekrasov genus, which gives a compact analogue of Nekrasov’s conjecture.

As our techniques are orthogonal to the original literature, we make our work independent by proving a new combinatorial identity in [8].
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| Symbol | Description |
|--------|-------------|
| Hst, Top | The ∞-categories of higher stacks and topological spaces. |
| Ho(_,_) | The homotopy category of the respective ∞-category. |
| (−)top | The topological realization functor. |
| Xrig | For a stack X with a [*/G_m] action ρ: [*/G_m] × X → X denotes its rigidification. |
| IIrig | The natural projection IIrig : M → Mrig. |
| Hom(_,_−) | The derived hom-functor, for which we never explicitly specify that it is derived. |
| Tvir | The virtual normal bundle of a moduli scheme with a Behrend–Fantechi or Oh–Thomas obstruction theory. |
| [z^n]{f(z)} | For a power-series f(z) in a variable z denotes the n’th coefficient of z. |
|CY | The topological space Map(Yan, BU × Z) where (−)an is the analytification. |
| PY | The space CY × BU × Z. |
| | The universal K-theory class on BU × Z. |
| E | The universal K-theory class on Y × CY. |
| PY | The topological space (BU × Z) × CY. |
| E_Y | A torsion-free sheaf on Y of rank e. |
| Hilb^n(Y) | Hilbert scheme of n points of Y’. |
| Q_Y | Moduli scheme Quot_Y(E_Y, β, n) of quotients E_Y → F for a one-dimensional sheaf F with support β and Euler characteristic n when E_Y, β and n are known. |
| K^0(Y) | Topological K-theory of Y. |
| α^[n] | The tautological class for a K-theory class α ∈ K^0(X) of rank a. |
| [F•] | The K-theory class associated to a perfect complex F•. |
| NE_Y | The stack of pairs W ⊗ E_Y → F. |
| ΩE_Y | The natural map from (NE_Y)top to PY. |
| [Quot_Y(E_Y, n)]vir | The virtual fundamental class of a quot-scheme and classes counting zero-dimensional sheaves in H_*((NE_Y)/T(H_{s−2}(NE_Y))). |
| [M_{np}]inv | The classes obtained from [Quot_Y(E_Y, n)]vir, [M_{np}]inv via the map ΩE_Y : H_*((NE_Y)/T(H_{s−2}(NE_Y))) → H_*([PY]/T(H_{s−2}(PY))) induced by pushforward in homology. |
| ci | The degree i Chern class of Y when Y is understood. |
| AE_Y | The abelian category of morphisms φ : W ⊗ E_Y → F, where W is a vector space and F is zero-dimensional. |
| VS,|0⟩, T, Y(_,) | The translation operator T : V_s → V_{s+2}, a vacuum vector and the state-field correspondence of some vertex algebra V_s. |
| ⊗ | The tensor product over Z unless a different ring is specified. |
| VS | After §3.2, we reserve this notation for the vertex algebra on H_*(NE_Y). |
| PS | The vertex algebra on H_*(PY). |
| Bi, B^\vee_i | A basis B_i ⊂ H^i(Y) and its dual with respect to the cohomological pairing. |
| Λ−g | The multiplicative genus associated to the invertible powerseries 1 − ye^t in t. |
1 Introduction

1.1 Background

The goal of this paper is to give a unifying treatment of virtual invariants for Grothendieck’s quot-schemes of zero-dimensional quotients. More explicitly, we study here the case when the projective variety $Y$ is a smooth curve $C$, a surface $S$ or a Calabi–Yau fourfold $X$. For such $Y$, we have the projective variety $\text{Quot}_Y(E_Y, \beta, n)$ of 1-dimensional quotients $E_Y \rightarrow F$ for $\chi(F) = n$, and $[F] = \beta \in H_2(Y, \mathbb{Z})$, where two such quotients are identified if their kernels $I \rightarrow E_Y$ are equal as subsheaves. From now on, we will always work with (co)homology theories over rational numbers without mentioning it.

We will often use the notation $Q_Y := \text{Quot}_Y(E_Y, \beta, n)$, when $E_Y, \beta$ and $n$ are understood. We will always denote by $e$ the rank of $E_Y$. Defining the projections

$$Y \xrightarrow{\pi_Y} Y \times Q_Y \xrightarrow{\pi_{QY}} Q_Y$$

we have the universal complex

$$I = \left[\pi_Y^*(E_Y) \rightarrow F\right]$$

for the universal zero-dimensional sheaf $F$.

In general, the above moduli spaces are not smooth and singularities appear already in the case when $Y = S$ and $\beta = 0$ as long as $e := \text{rk}(E_Y) \geq 2$ and $n \geq 2$ (see Stark [64, Prop. 1]). In [64, Conj. 1], these singularities have been conjectured to be rational. However, we choose a different path in our study of their geometries focusing on the virtual invariants. We then need to distinguish between different dimensions, because their virtual geometries have different origins:

- When $Y = C$ and $\beta = 0$, $Q_C$ is known to be smooth, hence we can study its fundamental class

$$[Q_C] \in H_{2ne}(Q_C). \quad (1.1)$$

directly.

- When $Y = S$, we rely on the work of Behrend–Fantechi [3] and Li–Tian [46] to obtain virtual fundamental classes using the natural perfect obstruction theories on $Q_S$. These were constructed by Marian–Oprea–Pandharipande [49, Lem. 1.1] (see Stark [64, Prop. 5] for a more detailed proof) in the case that $E_S$ is a vector bundle. The most important part of the argument is the vanishing of $\text{Ext}^2(I, F)$ at each $\mathbb{C}$-point of $\text{Quot}_S(E_S, n)$ corresponding to the exact sequence $0 \rightarrow I \rightarrow E_S \rightarrow F \rightarrow 0$. This vanishing remains true even when $E_S$ is a torsion-free sheaf, because

$$\text{Ext}_S^2(I, F)^* \cong \text{Ext}_S^0(F, I \otimes \omega_S) \leftrightarrow \text{Ext}_S^0(F, E_S \otimes \omega_S) = 0.$$
The obstruction theory is given by the dual of its virtual tangent bundle

\[ T^\text{vir} = \text{Hom}_{Q_S}(\mathcal{I}, \mathcal{F}), \]

(1.2)

where

\[ \text{Hom}_{Q_Y}(-, -) = \pi_{Q_Y}* \left( \text{Hom}(-,-) \right) \]

and \( \text{Hom} \) denotes the global derived hom-functor. After setting \( \beta = 0 \), the virtual dimension is given by

\[ \text{vd}(Q_S) = e \cdot n. \]

As a consequence, we obtain virtual fundamental classes

\[ [Q_S]^\text{vir} \in H_{2en}(Q_S). \]

(1.3)

which were used with the additional restriction \( E_S = O_S^n \) by Marian–Oprea–Pandharipande [49] to prove Lehn’s conjecture [44] for the generating series of tautological invariants on Hilbert schemes of points \( \text{Hilb}^n(S) \). More recently, they were studied by Arbesfeld et al [2], Johnson et al [36], Lim [48] and Oprea–Pandharipande [56].

Following the philosophy of Donaldson [20], who defined invariants counting anti-self-dual connections on a real 4-manifold, Donaldson–Thomas proposed a holomorphic version of this construction for a Calabi–Yau fourfold \( X \) in Donaldson–Thomas [21]. Their ideas can be translated to studying half of the obstruction theory of sheaves

\[ T^\text{vir} = \text{Hom}_{Q_X}(\mathcal{I}, \mathcal{I}), \]

(1.4)

after using Serre duality

\[ \text{Ext}^i(E, E) \cong \text{Ext}^{4-i}(E, E)^*, \]

a rigorous formulation of which was given by Borisov–Joyce [13] and Oh–Thomas [55]. If \( Y = X \) is a strict Calabi–Yau fourfold (by this we mean that there is a choice of a non-vanishing section of \( K_X \) and \( H^2(O_X) = 0 \)) and \( E_X \) on \( X \) is a simple rigid locally-free sheaf, we construct in §2.1 the virtual fundamental classes:

\[ [\text{Quot}_X(E_X, \beta, n)]^\text{vir} \in H_{2en}(\text{Quot}_X(E_X, \beta, n)). \]

(1.5)

The class (1.5) is a generalization of the one studied in the author’s previous work [10], where we worked with \( E_X = O_X \) and \( \beta = 0 \). This simplified it to the virtual fundamental class over the Hilbert scheme of points \( [\text{Hilb}^n(X)]^\text{vir} \in H_{2n}(\text{Hilb}^n(X)) \). Unlike the VFC induced by perfect obstruction theories, we need the additional choice of data called orientations which exist by Cao–Gross–Joyce [15] and the author’s [7]. These lead to a freedom of choice of a sign in (1.5).
1.2 Our methods

When $Y = S, X$ we use novel methods developed by the author in [10] relying on the wall-crossing framework of Joyce [31, 38]. Our approach to tackling computations with the above virtual fundamental classes is therefore different from the one appearing for example in [2, 36, 48]. As the machinery used to obtain the results is new, we give a brief summary of the approach.

Starting from the stack $\mathcal{N}_0^{Ev}$ of morphisms $W \otimes \mathcal{O}_Y \to F$, where $F$ is a zero-dimensional sheaf and $U$ a vector space, we construct a vertex algebra (see [12, 45, 41] for an introduction to the subject) on its homology $V_* = H_*(\mathcal{N}_0^{Ev})$ by a recipe of Joyce [37]. A part of the data inherent to a vertex algebra is a translation operator $T : V_* \to V_{*-2}$ and the quotient by its action carries a Lie algebra structure. As we will see, the homology classes $[\text{Quot}_Y(E_Y, n)]^{vir}$ can be first pushed forward to $V_*$ and then related inside of the Lie algebra $V_*/TV_{*-2}$ to the classes

$$[M_{np}]_{\text{inv}} \in V_2 / TV_0$$

counting zero-dimensional sheaves supported at $n$ points counted with multiplicities. We note that

- when $Y = S$, we are relying on Theorem 3.11 which we prove in the Appendix A.
- when $Y = X$, we use Theorem 3.12 which needs additional work, because of dealing with Borisov–Joyce/Oh–Thomas classes rather than Behrend–Fantechi ones. The proof of this statement will appear in the upcoming work of the author [6] by proving a general wall-crossing statement for Calabi–Yau fourfolds. The arguments which will make it applicable to quot-schemes are the same as in the case of $Y = C, S$ described in Appendix A.

As generally is the case with wall-crossing, one needs to know invariants on one side of the wall which in our case are the classes (1.6). We recover them from twisting Joyce’s vertex algebra construction on $V_*$ by a global version of the tautological classes $L^{[n]}$ (see the precise definition in (1.8)) for any line bundle $L$ and by wall-crossing instead with the invariants

$$\int_{[\text{Hilb}^n(Y)]^{vir}} c_n(L^{[n]}) ,$$

where $\text{Hilb}^n(Y) = \text{Quot}_Y(C, n)$. To get explicit formulae we need to move to the homology of the topological space

$$\mathcal{P}_Y = (BU \times \mathbb{Z}) \times \mathcal{C}_Y = (BU \times \mathbb{Z}) \times \text{Map}_{C^0}(Y, BU \times \mathbb{Z})$$

replacing the stack $\mathcal{N}_0^{Ev}$. Taking the K-theory class $[\pi_Y^*(E_Y)] - [\mathcal{F}] = [\mathbb{I}]$ of the universal complex on $Y \times Q_Y$ induces a natural map from its analytification

$$\Omega_{Q_Y} : (\text{Quot}_Y(E_Y, n))^{an} \to \mathcal{C}_Y .$$
We may then study the pushforward of the virtual fundamental classes

\[ \mathcal{D}_{E_Y, n} = \Omega Q_{Y*}([Q_Y]^\text{vir}) \in H_*(CY) \]

for which we obtain a closed expression in Theorem 4.4 using Gross’s description of the homology of CY.

The full generating series

\[ \mathcal{D}_{E_Y}(q) = \sum_{n \geq 0} \mathcal{D}_{E_Y, n} q^n \]

will have a closed formula stated in Theorem 4.4. These invariants contain the full topological data of the virtual fundamental classes. However, they do not exhibit any interesting obvious symmetries, unlike the invariants that can be extracted from them after integration. We, therefore, view the explicit expressions for (1.7) as an auxiliary result similar to the formula for wall-crossing with descendants found in the monograph of T. Mochizuki which on its own holds little value in proving or making conjectures about numerical invariants without extra work done. This was undertaken for example in Göttsche–Kool in the case of Mochizuki’s work.

1.3 Surfaces

Note that until recently all known results for \( Y = S \) in the above sources are for \( E_Y = \mathcal{O}_Y^e \). The benefit of our approach is that it works essentially whenever perfect obstruction theories exist, allowing us to handle any such \( E_Y \). Every result stated in this subsection is a theorem due to the work of Joyce together with Theorem A.4 proved in the Appendix A where we check that the necessary assumptions are satisfied.

Our first step towards generalizing beyond trivial vector bundles is a statement about the independence of the virtual cobordism class of \( \text{Quot}_S(E_S, n) \) on \( c_1(E_S) \) and \( c_2(E_S) \). For this, recall from Shen that for a projective scheme \( Z \) with a perfect obstruction theory its virtual cobordism class is denoted by

\[ [Z]_{\text{vir}}^{\text{cob}} \in \Omega(\text{pt}), \]

which by Thm. 0.1 is uniquely determined by the integrals of the form

\[ \int [z]_{\text{vir}} P(\text{ch}_1(T_{\text{vir}}), \text{ch}_2(T_{\text{vir}}), \ldots), \]

where \( P \) is any element of \( R[x_1, x_2, \ldots] \) over a ring \( R \). The virtual Euler characteristics \( \chi_{\text{vir}}(Z) \) as defined by Fantechi–Göttsche can be extracted out of \( [Z]_{\text{vir}}^{\text{cob}} \) by integrating the Euler class of the virtual tangent bundle

\[ \int [Z]_{\text{vir}}^c(T_{\text{vir}}). \]

We then have the following statement:
Theorem 1.1. Let \( P \in R[x_1, x_2, \ldots] \) be a polynomial over a ring \( R \), then
\[
\int \left[ \text{Quot}_S(E_S, n) \right]_{\text{vir}} P(\text{ch}_1(T_{\text{vir}}), \text{ch}_2(T_{\text{vir}}), \ldots) = \int \left[ \text{Quot}_S(O_S, n) \right]_{\text{vir}} P(\text{ch}_1(T_{\text{vir}}), \text{ch}_2(T_{\text{vir}}), \ldots)
\]
for all \( E_S \) torsion-free and \( n \geq 0 \). Equivalently, we obtain
\[
[\text{Quot}_S(E_S, n)]_{\text{cob}}^{\text{vir}} = [\text{Quot}_S(O_S, n)]_{\text{cob}}^{\text{vir}} \in \Omega(\text{pt}) .
\]

As a special case of this, we have
\[
\chi^{\text{vir}}(\text{Quot}_S(E_S, n)) = \chi^{\text{vir}}(\text{Quot}_S(O_S, n)) .
\]

More generally, we will consider multiplicative genera of the tautological classes \( \alpha^{[n]} \) which are constructed out of a topological K-theory class \( \alpha \in K^0(X) \) of rank \( a = \text{rk}(\alpha) \) as
\[
\alpha^{[n]} = \pi_{Q_Y}^*(\pi_Y^*\alpha \otimes F) . \tag{1.8}
\]

Define the generating series of invariants
\[
Z_{E_Y}(f, g, \alpha; q) = \sum_{n \geq 0} q^n \int [\text{Quot}_{Y}(E_Y, n)]_{\text{vir}} f(\alpha^{[n]}) g(T_{\text{vir}}) ,
\]
where \( f, g \) are multiplicative genera as in the previous work [10, §5.3]. Theorem 1.1 is a consequence of the following result:

Theorem 1.2. We have the identity:
\[
\frac{Z_{E_S}(f, g, \alpha; q)}{Z_{O_S}(f, g, \alpha; q)} = \prod_{i=1}^{e} \left( \frac{f(H_i(q))}{f(0)} \right)^{\mu_S(E_S)} , \tag{1.9}
\]
where \( \mu_S(E_S) = c_1(E_S) \cdot c_1(S)/e \) and \( H_i(q) \) are the \( e \) different Newton–Puiseux solutions of
\[
H_i^e(q) = q f^a(H_i(q)) g^e(H_i(q)) .
\]

To obtain the above theorem, we prove a new combinatorial expression for formal power-series in the companion paper [8] in 2 different ways which rely purely on combinatorics. We will be using the notation
\[
[z^n]\{f(z)\} = f_n , \quad \text{where} \quad f(z) = \sum_{n \geq 0} f_n z^n .
\]

Theorem 1.3 (§8). Let \( Q(t) \in \mathbb{K}[t] \) be a power-series over a field \( \mathbb{K} \) (e.g. the field of Laurent-series over \( \mathbb{Q} \)) independent of \( q \) and satisfying \( Q(0) \neq 0 \). Let \( H_i(q) \) be the \( e \) different Newton–Puiseux
solutions to $H_i^*(q) = qQ(H_i(q))$. Set

$$G_e(Q) = \exp \left[ - \sum_{n,m>0} j \frac{1}{m} [z^{me-j}] \{Q^m(z)\} \frac{1}{n} [z^{ne-j}] \{Q^n(z)\} q^{n+m} \right].$$

(1.10)

Then the following identity holds:

$$G_e(Q) = \prod_{i=1}^e \left( \frac{Q^i(H_i)}{Q(0)} \right) \prod_{i=1}^e (-H_i)^e \cdot \prod_{i_1 \neq i_2} \left( \frac{1}{H_{i_1} - H_{i_2}} \right) \prod_{i=1}^e \left( \frac{Q'(H_i)}{Q(H_i)} - \frac{e}{H_i} \right).$$

(1.11)

One proof that does not use combinatorial techniques but instead the wall-crossing and previous results using virtual localization techniques appears already in this paper but is unsatisfactory because it would make our powerful approach dependent on previous results.

Using Theorem 1.2:

• We study the rationality and poles of the K-theoretic descendant series associated with the virtual $\chi_y$-genus (see (5.4) for the precise definition). Results related to descendants in homology and K-theory in the case $E_S = O_S$ appeared in [2, 36, 47, 1] and we summarize ours in Theorem 1.4.

• We find a new symmetry of Segre and Verlinde invariants that removes the additional restriction from the analogous one observed in Arbesfeld et. al. [2, §1.7] and includes a correspondence with Calabi–Yau fourfolds. This also includes a generalization of the Segre–Verlinde duality observed for $E_S = O_S$ in [2, Thm. 13] for curves and surfaces and in the author’s work [10, Thm 5.13] for fourfolds. Our new results are summarized in Theorem 1.6 and 1.7.

• In Example 1.8, we consider the Nekrasov genus four fourfolds when $E_X$ is a rigid simple vector-bundle and show that it can be expressed in certain cases in terms of the MacMahon function

$$M(q) = \prod_{n>0} \left( 1 - q^n \right)^{-n}$$

which is the generating series for counting plane partitions.

The virtual Euler characteristic also allows for additional insertions to be integrated in K-theory. For a class $A \in K^0(\text{Quot}_S(E_S,n))$, we denote the corresponding virtual integral in K-theory by

$$\chi^{\text{vir}}(\text{Quot}_S(E_S,n), A) = \chi(\text{Quot}_S(E_S,n), O^{\text{vir}} \otimes A),$$

where $O^{\text{vir}}$ is the virtual structure sheaf defined for example in Kapranov–Ciocan–Fontanine [17] or Fantechi–Göttsche [23].

Theorem 1.4. Consider the generating series for fixed choices of $\alpha_i \in K^0(X)$, $k_i \geq 0$ and $i = 1, \ldots, l$.
• of descendant invariants

\[ Z_{E_S}^{\text{des}}(\alpha_1, \ldots, \alpha_l|k_1, \ldots, k_l)(q) = \sum_{n \geq 0} q^n \int_{[\text{Quot}_S(E_S, n)]^{\vir}} \text{ch}_{k_1}(\alpha_1^n) \cdots \text{ch}_{k_l}(\alpha_l^n) c(T^{\vir}), \]

• of K-theoretic invariants

\[ Z_{E_S}^{\chi^y}(\alpha_1, \ldots, \alpha_l|k_1, \ldots, k_l)(q) = \sum_{n \geq 0} q^n \chi^{\vir}(\text{Quot}_S(E_S, n), \wedge^{k_1} \alpha_1^n \otimes \ldots \otimes \wedge^{k_l} \alpha_l^n \otimes \Lambda_{-y} \Omega^{\vir}), \]

where \( \Omega^{\vir} = (T^{\vir})^\vee \) and \( \Lambda_{-y} \) is the multiplicative genus given by the invertible power series \( 1 - ye^t \) in \( t \).

Then the following statements hold:

• \( Z_{E_S}^{\chi^y}(\alpha_1, \ldots, \alpha_l|k_1, \ldots, k_l)(q) \) is a rational function which has poles of order less than or equal to \( \sum_{i=1}^l 2k_i \) at \( q = 1 \).

• \( Z_{E_S}^{\text{des}}(\alpha_1, \ldots, \alpha_l|k_1, \ldots, k_l)(q) \) is a rational function.

1.4 Calabi–Yau fourfolds and the 12-fold correspondence

In this subsection, we focus on the virtual invariants of \( \text{Quot}_X(E_X, n) \) using its virtual fundamental class that we construct. All of the results rely on Theorem 3.12, the proof of which is going to follow from our upcoming work [6] and the same arguments as in the appendix A.

Using the Oh-Thomas [55] twisted virtual structure sheaf \( \hat{O}^{\vir} \), we set for each class \( A \in K_0(Q_X) \) the notation

\[ \hat{\chi}^{\vir}(A) = \chi(Q_X, \hat{O}^{\vir} \otimes A). \]

We introduce the untwisted K-theoretic invariants by setting

\[ \chi^{\vir}(A) = \hat{\chi}^{\vir}(A \otimes E\frac{1}{2}), \]

where \( E = \text{det}\left( (E_X)^{[n]} \right) \). These invariants have a nicer behaviour due to the inherent twist by a square root line bundle in the construction of \( \hat{O}^{\vir} \) in [55, Def. 5.3]. To obtain integers, one needs to make up for it with another square root line bundle.

We moreover observe that they are closely related to invariants on surfaces, by having a universal transformation relating them to the corresponding analogs. This transformation recovers the one from [10, Def. 4.10] after setting \( e = 1 \):

\[ U_e(f) = \prod_{n} \prod_{k=1}^{n} f((-1)^e \frac{2\pi i n}{m} q). \quad (1.12) \]

Let us first state a simple structural result between the generating series.
Corollary 1.5 (Corollary 5.7). Let $X$ be a Calabi–Yau fourfold, $S$ a surface such that $c_1(S)^2 = 0$ and $\alpha_Y \in K^0(Y)$ for $Y = X, S$ satisfying

$$c_1(\alpha_S) \cdot c_1(S) = c_1(\alpha_X) \cdot c_3(X),$$

then

$$Z_{EX}(f, g, \alpha_X; q) = U_e(Z_{ES}(f, \tilde{g}, \alpha_S; q),$$

where $\tilde{g}(x) = g(x)g(-x)$. Moreover, if

$$K_{EX}(f, \alpha_X; q) = \sum_{n \geq 0} q^n \chi_{vir}(f(\alpha_X^n)),$$

where we are identifying $K^0(Q_Y) \cong H^*(Q_Y)$ using the Chern character to make sense of integrating the cohomology class $f(\alpha_X^n)$ in K-theory, then

$$K_{EX}(f, \alpha_X; q) = U_e(K_{ES}(f, \alpha_S; q)).$$

In [10], the author used this relation when $E = O_X$ to explain Segre–Verlinde duality for Calabi–Yau fourfolds. We now complete the picture that we began studying there by noting down the full list of relations between the Segre and Verlinde series in dimensions 1, 2 and 4. Recall therefore that we define for $Y = S, X$ the Segre, resp. Verlinde series by:

$$S_{EY, \alpha_Y}(q) = \sum_{n \geq 0} q^n \int_{Q_Y} s_n(\alpha_Y^n),$$

$$V_{EY, \alpha_Y}(q) = \sum_{n \geq 0} q^n \chi_{vir}(Q_Y, \det(\alpha_Y^n)).$$

To find further relation to curves, we follow Arbesfeld et al. [2] in defining for any $C$ and vector bundle $E_C$ on $C$ the class

$$D_n = \det^{\frac{1}{2}} \left( \text{Hom}_{QC}(F, F \otimes \pi^*_C(\Theta)) \right)$$

as a K-theory class, where $\Theta$ is any choice of theta-characteristic satisfying $\Theta^2 = K_C$. Then following [2], the twisted Verlinde numbers for curves are defined by

$$V_{EC, \alpha}(q) = \sum_{n \geq 0} q^n \chi(\det(\alpha^n) \otimes D_n).$$

The next sequence of results is best summarized by the diagram in Figure 1.4 which gathers the statements of Corollary 1.5 and Theorems 1.6 and 1.7.

Theorem 1.6. For any torsion-free sheaf $E_Y$ on $Y$ and $\alpha_Y \in K^0(Y)$, we have the following Segre–Verlinde duality

$$S_{EY, \alpha_Y}((-1)^e q) = V_{EY, \alpha_Y}(q),$$

whenever the invariants are defined.
As already mentioned, the fourfold theory is the holomorphic version of Donaldson’s theory which can be also rephrased in terms of virtual fundamental classes when working with complex surfaces (see Morgan [52]). One should therefore expect that previously obtained results for surfaces could be formulated in this case.

Finally, we obtain the following observation comparing two different Segre/Verlinde series. The authors of [2] observed a similar symmetry which however required additional restriction on insertions because they focused on studying quotients of trivial vector bundles. We believe this is the correct direction towards answering [2, Question 16], which asks about the geometric interpretation of their version of the symmetry.

**Theorem 1.7.** Let $E_Y, F_Y \to Y$ be two torsion-free sheaves with ranks $e = \text{rk}(E_Y), f = \text{rk}(F_Y)$, then the following holds:

\[
S_{E_Y, F_Y}((-1)^e q) = S_{F_Y, E_Y}((-1)^f q).
\]

\[
V_{E_Y, F_Y}(q) = V_{F_Y, E_Y}(q).
\]

whenever the generating series are defined.

To conclude, we study an example of the Segre generating series for $Y = X$ and its K-theoretic refinement studied by the author [10] for the Hilbert schemes of points. These invariants were originally defined by Nekrasov [53] and Nekrasov–Piazzalunga [54], where they worked equivariantly over $\mathbb{C}^4$.

**Example 1.8.** Let $\alpha_X \in K^0(X)$ be a K-theory class of rank $\text{rk}(\alpha_X) = e$. The invariants

\[
S_{E_X, -\alpha_X}(q) = \sum_{n \geq 0} q^n \int_{[Q_X]_{\text{vir}}} c_{2n}(\alpha_X^n) =: I_{E_X, \alpha_X}(q),
\]

can be expressed in terms of their K-theoretic refinements. These are defined by

\[
N(\alpha_X, y; q) = \sum_{n \geq 0} q^n y^{e_n} \left( \Lambda^1_{y^{-1}}(\alpha_X^n) \otimes \det^{-\frac{1}{2}}(\alpha_X^n y^{-1}) \right).
\]

(1.13)

We can recover the former by taking the limit

\[
\lim_{y \to 1^+} (1 - y^{-1})^{(a-e)n} [q^n] \left\{ N(\alpha_X, y; q) \right\} = (-1)^{ne} [q^n] \left\{ I_{E_X, \alpha_X}(q) \right\}
\]

as follows from the proof of [10, Prop. 5.5]. Denoting by $M(q) = \prod_{n \geq 0} (1 - q^n)^{-n}$ the MacMahon function, we show in Theorem [5, Prop. 5.5] that

\[
N(\alpha_X, y; q) = M(y^\frac{e}{2} q) M(y^{-\frac{e}{2}} q)^{\frac{1}{2}} (c_1(\alpha_X) c_3(X) + \mu_X(E_X)).
\]

By an identical argument as in [10, (1.10), (1.11)] it can be shown to be related to the conjectured formula on $\mathbb{C}^4$ the proof of which has been announced recently by Kool–Rennemo [43]. Finally,
Figure 1.1: This diagram captures the symmetries of Segre–Verlinde invariants. The letter B is meant to denote that we are specializing to simple rigid locally-free sheaves $E_X, F_X$ for the case $Y = X$. On the other hand, we need to take the ladder A (this is our universal transformation $U_e$ of (1.12) to go from the surfaces to B which puts additional restrictions on geometries of $S$ as described in Theorem 1.6.
this implies that
\[ I_{E_X, \alpha_X}(q) = M((-1)^{e}q^{c_1(\alpha)}})c_3(X) + \mu_X(E_X). \]

Related works

The virtual geometry of \( Q_S \) when \( E_S = \mathcal{O}_S \) is well studied in [56, 36, 2, 48, 47]. However, the extension to a non-trivial vector bundle has only been pursued recently. The work of Stark [63] also addresses this question. He proves independently the part of Theorem 1.1 relating to the virtual Euler characteristic using a universality argument, invariance under the twisting of \( E_S \) by a line bundle \( L \) and a dimensional reduction to a smooth canonical curve \( C \) using cosection localization.

A shadow of the symmetry described in the first two floors of Figure 1.4 has been observed by Arbesfeld–Johnson–Lim–Oprea–Pandharipande [2]. However, ours is a genuinely new result, because to recover [2, Thm. 14] one would need to divide out by the additional contribution in Theorem 1.2. As in loc. cit., this leads to forcing additional restrictions which in our case are no longer needed.

Ricolfi [59, Conj. 3.5] conjectures a formula for the generating series of virtual fundamental classes of some punctual quot-schemes on three-folds. I was unable to address it here because there is no virtual fundamental class for 0-dimensional sheaves on a general 3-fold.

To make our work independent of the previous results in this area found in [2, 36, 48, 47] except for the simple example from Oprea–Pandharipande [56], we needed to prove the identity of Theorem 1.3 using purely combinatorics. This is accomplished in [8].

Acknowledgement

I would like to thank Alex Gavrilov and Ira Gessel for their help with the combinatorial identity appearing in this work. Further, I thank Noah Arbesfeld, Dominic Joyce, Martijn Kool, Woonam Lim, Hyeonjun Park, Samuel Stark, Richard Thomas, and Rahul Pandharipande for helpful discussions.

I was supported by ERC-2017-AdG-786580-MACI. This project has received funding from the European Research Council (ERC) under the European Union Horizon 2020 research and innovation program (grant agreement No 786580). During my stay at the University of Oxford, I was supported by a Clarendon Fund scholarship.

2 Minimal geometric input and the construction of \([Q_X]^{vir}\)

We begin by constructing the virtual fundamental classes \([\text{Quot}_X(E_X, n)]^{vir}\) for \( X \) a strict Calabi–Yau fourfold which we will study only in the case of \( \beta = 0 \) in later sections. Then we explain the minimal external data needed as input into our machinery to obtain all of our results. These are precisely the cap products
\[ I_{Y, n}(L) = [\text{Hilb}^n(Y)]^{vir} \cap c_n(L^{[n]}). \]
for any line bundle $L$, which are known for

$$\begin{cases} Y = S & \text{from Oprea–Pandharipande [56, (31)]}, \\
Y = X & \text{from our previous work [10, Thm. 3.1]}. 
\end{cases}$$

## 2.1 Virtual fundamental classes for $Y=X$

We follow closely the arguments of Ricolfi [59] applied to the constructions of Oh–Thomas [55], who gave an algebraic construction of virtual fundamental classes for projective moduli schemes of stable sheaves on Calabi–Yau fourfolds. We will continue using the notation $Q_X = \text{Quot}_X(E_X, \beta, n)$. Note that as we increased the dimension of $X$, we allow the support of the quotient $F$ to be in 1 dimension higher than in [59].

**Definition 2.1.** For the rest of the section, we will say that a locally free sheaf $E_X$ is $RS$ if it is rigid and simple. Rigid for a perfect complex $E^\bullet$ here means $\text{Ext}^{1}(E^\bullet, E^\bullet) = 0$ and simple $\text{Ext}^{-i}(E^\bullet, E^\bullet) = 0$, for $i > 0$, and $\text{Ext}^{0}(E^\bullet, E^\bullet) \cong \mathbb{C}$.

Let

$$0 \to \mathcal{I} \to \pi_X^* E_X \to \mathcal{F} \to 0$$

be the universal short exact sequence on $X \times Q_X$, then Huybrechts–Thomas [34, Def. 2.6] define the truncated Atiyah class

$$\mathcal{H}om(\mathcal{I}, \mathcal{I})[−1] \xrightarrow{\mathcal{A}_I} L_{X \times Q_X},$$

which together with $L_{X \times Q_X} = \pi_X^* L_X \oplus \pi_Q^* L_{Q_X}$ and the natural projection induces

$$\mathcal{H}om_{X \times Q_X}(\mathcal{I}, \mathcal{I})[−1] \xrightarrow{\mathcal{A}_I} \pi_Q^* L_{Q_X}.$$

By Grothendieck–Serre duality, this gives

$$\mathcal{E} := \mathcal{H}om_{Q_X}(\mathcal{I}, \mathcal{I})_0[3] \to \mathcal{H}om_{Q_X}(\mathcal{I}, \mathcal{I})[3] \to L_{Q_X}.$$

This is the obstruction theory, which we use to construct the virtual fundamental class using the results below. The majority of the proofs that follow merge the arguments of Ricolfi [59] and Oh–Thomas [55] and the reader is welcome to skip them. Let us also follow the example of Oh–Thomas [55] and write $a^\bullet$ for a particular representative of $a \in \text{Hom}_{D^b(M)}(E^\bullet, F^\bullet)$ which is a true morphism of complexes $E^\bullet, F^\bullet \in D^b(M)$. Moreover, we will use $\mathcal{E}^\bullet$ to denote the dual of $E^\bullet$ and similarly for $a^\bullet$.

Here we recall that for a fixed class $\alpha \in K^0(X)$ and the moduli space of simple perfect complexes $M_\alpha$ (see Inaba [35, Thm. 0.2] for the proof of its existence), the construction of the virtual fundamental classes always depends on the choice of the orientation on $M_\alpha$. This is a $\mathbb{Z}_2$ choice for each connected component. Changing the orientations of a connected component changes its virtual fundamental class by a sign. For the reader’s benefit, we will avoid going into detail while
still recalling some necessary background.

**Definition 2.2.** On the space $C_X$ by [7, (4.13)] and Cao–Gross–Joyce [15, Def. 3.9], there is a natural construction of a $\mathbb{Z}_2$-bundle denoted by $O^\omega$ coming from gauge-theoretic data. Its restrictions to each connected component $C_\alpha \subset C_X$ corresponding to a K-theory class $\alpha \in K^0(X) = \pi_0(C_X)$ is denoted by $O^\omega_\alpha$. In [15] and the author’s [7], these bundles are showed to be trivializable thus leading to a $\mathbb{Z}_2$-choice of trivializations $o_\alpha : \mathbb{Z}_2 \to O^\omega_\alpha$ called orientations. These induce orientations on the moduli stack of simple perfect complexes $\mathcal{M}_\alpha = M_\alpha \times [*/\mathbb{G}_m]$ for the algebraic space $M_\alpha$. We pull the orientations back along the natural map $\Gamma_\alpha : \mathcal{M}_\alpha \to C_\alpha$, satisfying $\Gamma_\alpha^*(U_\alpha) = E_\alpha$ for the universal objects $U_\alpha$ on $X \times C_\alpha$ and $E_\alpha$ on $X \times M_\alpha$. This way we get orientations on $M_\alpha \times *$. In our case, we are working with $\alpha = [E_X] - [F]$, where $[E_X \to F]$ is a point in $Q_X$.

**Lemma 2.3.** Let $E_X$ be RS, then the complex $E$ is perfect of tor-amplitude $[-2,0]$. There is an isomorphism $\theta : E \cong E^\vee[2]$. In particular, it admits a three-term locally free resolution

$$\mathcal{E}^\bullet = (\mathcal{T} \to \mathcal{E} \to \mathcal{T}^*) a^\bullet \to E$$

which moreover comes with an isomorphism $\delta^\bullet : \mathcal{E}^\bullet \to \mathcal{E}^\bullet[2]$, such that $\delta^\bullet = a^\bullet[2] \circ \theta \circ a^\bullet$. After picking an orientation $o_\alpha : \mathbb{Z}_2 \to O_\alpha$ as in Theorem [7, Thm. 5.4], we obtain a natural $SO(\mathcal{E}, \mathbb{C})$ structure on $\mathcal{E}$.

**Proof.** For a point $[E_X \to F] \in Q_X$, we will denote the associated short exact sequence by

$$0 \to I \to E_X \to F \to 0. \tag{2.1}$$

We first note down two useful identities:

$$\text{Ext}^0(I, E_X) \cong \text{Ext}^0(E_X, E_X) \cong \mathbb{C}, \quad \text{Ext}^1(I, E_X) = 0, \tag{2.2}$$

which follow from applying $\text{Ext}^0(-, E_X)$ to (2.1) and using that $E_X$ is locally-free. Using $\text{Ext}^0(I, I) = H^0(X, \mathcal{O}_X) \oplus \text{Ext}^0(I, I)_0$, the inclusion

$$0 \to \text{Ext}^0(I, I) \hookrightarrow \text{Ext}^0(I, E_X) \cong \mathbb{C}$$

induces

$$\text{Ext}^0(I, I) \cong \text{Ext}^0(I, E_X) \cong \mathbb{C}. \tag{2.3}$$

we therefore obtain $\text{Ext}^i(I, I)_0 = 0$ for $i = 0, 4$ by Serre duality. Applying Proposition Oh–Thomas [55, Prop. 4.1] and that $Q_X$ is projective, we obtain the resolution $\mathcal{E}^\bullet$ together with $\delta^\bullet$ and
satisfying the above conditions. Then applying [55, Prop. 4.2], we obtain the choice of the $SO(E_X, C)$-structure.

We now construct as in [55, §4.3] (see also Behrend–Fantechi [3, §4]) the cone $C_{E^•} \subset E$ by using $E \to T^*$ as the two term perfect obstruction theory.

**Proposition 2.4.** Let $E_X$ be RS then the cone $C_{E^•} \subset T$ is isotropic of dimension $rk(T)$.

**Proof.** The idea is to use the construction for coherent sheaves of Oh–Thomas [55]. This can be done, because of the following: We claim that there is a map $\phi: Q_X \to M_{[E_X]-[F]}$ and prove that $\phi$ is an open embedding by checking that the argument of Ricolfi [59, §2.1—§2.3] still apply.

Note that it is injective by the definition of $Q_X$. Moreover, by applying $\Ext^0(I, -)$ to (2.1), we obtain

$$0 \to \Ext^0(I, I) \to \Ext^0(I, E_X) \to \Ext^0(I, F) \to 0$$

and

$$0 \to \Ext^1(I, I) \to \Ext^1(I, F) \to 0$$

where $u$ must be zero by (2.3). Therefore, we have

$$\Ext^0(I, F) \to \Ext^1(I, I), \quad \Ext^1(I, F) \to \Ext^2(I, I).$$

(2.4)

By the proof of Ricolfi’s [59, Prop. 2.8] together with Serre’s [61, Rem. 2.3.8] it follows from (2.4) that $\phi$ is locally étale thus an open immersion.

For the rest of the proof, we follow the arguments of Oh–Thomas [55, p. 22, p. 32]. Let $M_X = \Map(X, \Perf)$ be the derived mapping stack for $\Perf_C$ the derived stack of perfect complexes. Let, $M_{[E_X]-[F]} = [*/G_m] \times M_{[E_X]-[F]}$. We have the natural $\hat{m} : M_{[E_X]-[F]} \to M$ together with $q : Q_X \to M$ induced by the respective universal complexes. Using the section $s : M_{[E_X]-[F]} \to M_{[E_X]-[F]} \times [*/G_m]$ and its composition $m = \hat{m} \circ s$ gives the commutative diagram:

$$\begin{array}{ccc}
Q_X & \to & M_{[E_X]-[F]} \\
\phi \downarrow & & \downarrow m \\
M_{[E_X]-[F]} & \to & M_X
\end{array}$$

In particular, because $\phi$ is an open immersion we can reduce the constructions in loc. cit. to $Q_X$. We give a short summary:

Let $q : \Hom_{Q_X}(I, I)[3] = q^\ast \mathcal{L}_{M_X} \to \mathcal{L}_{Q_X}$ be the map induced by $q$, then we have the following...
commutative diagram:

\[
\begin{array}{ccc}
\text{Hom}_{Q_X}(I,J)_0[3] & \xrightarrow{i_1} & \text{Hom}_{Q_X}(I,I)_0[3] \\
\downarrow & & \downarrow \\
\text{Hom}_{Q_X}(I,J)_0[3] & \xrightarrow{i_2} & \text{Hom}_{Q_X}(I,J)_0[3]
\end{array}
\]

The map \(i_2\) is induced by the splitting \(\mathcal{M}_{\det(E_X)} \times \text{Pic}(X) = \mathcal{M}_X\) étale locally around \([S]\). The square diagram on the right commutes by Schürg–Toën–Vezzosi [60, Rem. A.1] and the one on the left does also because in both cases the map is obtained as the kernel of the trace map. The proof then follows by identical arguments as in Oh–Thomas [55, Prop. 4.1, §4.4]. The main point is that we rely on a neighbourhood \(U \rightarrow M_X\) of \([I]\) from (2.1), where the map is of relative dimension 1 and induces an étale neighbourhood \(t_0(U) \rightarrow Q_X\). We used \(t_0(-)\) to denote the classical truncation of the derived affine scheme \(U\). Proving isotropy then relies on comparing a choice of a resolution on \(Q_X\) and on \(t_0(U)\), where the former has a cone which is canonically isotropic by the work of Bassat–Brav–Bussi–Joyce [4, Thm. 2.10] and Brav–Bussi–Joyce [14, Ex. 5.16].

We are now able to construct the virtual fundamental classes.

**Definition 2.5.** Let \(E_X\) be RS and let \(\sqrt{0}_{E^*} : A_*(C_{E^*}) \rightarrow A_{*-\kappa(E)}(Q_X)\) be the square-root Gysin map of Oh–Thomas [55, Def. 3.3] for a fixed \(SO(E,\mathbb{C})\) structure as in Lemma 2.3, then we define

\[
[Q_X]_{\text{vir}} = \sqrt{0}_{E^*}[C_{E^*}] \in A_{\kappa_n}(Q_X).
\]

It is independent of the choice of \(E^*\) by [55, p. 28-29].

### 2.2 Minimal input data

As we already explained in §1.2 by using the ideas in [10], we only need a minuscule amount of knowledge about the virtual fundamental class of \(\text{Quot}_S(\mathcal{O}_S,n) = \text{Hilb}^n(Y)\) to recover the information about all descendants of the class \(\text{Quot}_Y(E_Y,n)_{\text{vir}}\). We use this section to note down the necessary invariants for later use.

Let \(Y = C, S, X\). We only need one ingredient for all the results discussed above. Let us denote

\[
I_{Y,L}(q) = 1 + \sum_{n>0} q^n I_{Y,n}(L),
\]

for the invariants

\[
I_{Y,n}(L) = \int_{[Q_X]_{\text{vir}}} s((-L)^{|n|}).
\]

When \(E_Y = \mathcal{O}_Y, \beta = 0\) we have \(\text{Quot}_Y(\mathbb{C}^1,n) = Y^{[n]}\) and the virtual fundamental classes get
identified with
\[
[\text{Quot}_S(\mathbb{C}, n)]^{\text{vir}} = [S^{[n]}] \cap c_n(K_S^{[n]} \vee),
\]
\[
[\text{Quot}_C(\mathbb{C}, n)]^{\text{vir}} = [C^{[n]}],
\]
\[
[\text{Quot}_X(\mathbb{C}, n)]^{\text{vir}} = [X^{[n]}]^{\text{vir}}
\]
using that $S^{[n]}, C^{[n]}$ are smooth and taking the first equality from Oprea–Pandharipande [56, (31)].

From now on we will denote $c_i(Y)$ by $c_i$ for Chern-classes when $Y$ is understood. From [56, Cor. 15], we obtain
\[
I_{S,L}(q) = A(q)^{c_1(L) - c_1} B c_1^2.
\]
where
\[
A(q) = 1 - t, \quad B = -\left(\frac{q}{t}\right)^2 \left(\frac{dq}{dt}\right)^{-1} \quad q = -t(1 - t)^{-1}.
\]
A simple computations shows that
\[
A(q) = \frac{1}{1 - q}, \quad B = 1.
\]

We will avoid addressing the curve case using wall-crossing, because it is not a fruitful approach while for $Y = X$ the result is parallel but depends on the additional choices of orientations as in §3.1. As we already did compute the virtual fundamental classes of 0-dimensional sheaves in Thm. 3.10], we only recall their formula in Lemma 4.3 below.

3 Vertex algebras and wall-crossing for quot-schemes

The main machinery used for computing interesting invariants are the vertex algebras of Joyce [37] coming from a geometric construction. We explain the necessary topological data needed to construct them and how they lead to Lie algebras, where the wall-crossing takes place. We finish by discussing the resulting wall-crossing formulae in the algebro-geometric setting and the induced formulae in the topological setting.

3.1 Vertex algebras

Let us recall first the definition of vertex algebras focusing on graded lattice vertex algebras. For background literature, we recommend [12, 41, 24, 25, 45, 27], with Borcherds [12] being most concise.

**Definition 3.1.** A $\mathbb{Z}$-graded vertex algebra over the field $\mathbb{Q}$ is a collection of data $(V_*, T, |0\rangle, \mathcal{Y})$, where $V_*$ is a $\mathbb{Z}$-graded vector space, $T : V_* \to V_{*+2}$ is graded linear, $|0\rangle \in V_0$, $\mathcal{Y} : V_* \to \text{End}(V_*)[z, z^{-1}]$ is graded linear after setting $\text{deg}(z) = -2$, satisfying the following set of assumptions. Let $u, v, w \in V_*$, then

i. We always have $\mathcal{Y}(u, z)v \in V_*(z))$,
ii. \( Y(|0\rangle, z)v = v \),

iii. \( Y(v, z)|0\rangle = e^{zT}v \),

iv. Let \( \delta(z) = \sum_{n \in \mathbb{Z}} z^n \in \mathbb{Q}[z, z^{-1}] \)

\[
\begin{align*}
\delta(z_1 - z_2)Y(Y(u, z_0)v, z_2)w & = \delta(z_1 - z_2)Y(u, z_1)Y(v, z_2)w \\
- (-1)^{\deg(u)\deg(v)} \delta(z_1 - z_2)Y(v, z_2)Y(u, z_1)w,
\end{align*}
\]

where \( z_i \) are different variables for \( i = 0, 1, 2 \).

By Borcherds [12], the graded vector-space \( V_{*+2}/T(V_*) \) carries a graded Lie algebra structure determined by

\[
[\bar{u}, \bar{v}] = \sum_{n \in \mathbb{Z}} z^n \in \mathbb{Q}[z, z^{-1}] \]

where \( (-) \) denotes the equivalence class in the quotient. Let \( A^\pm \) be abelian groups and \( \chi^\pm : A^\pm \times A^\pm \to \mathbb{Z} \) be symmetric bi-additive maps. Let us denote \( h^\pm = A^\pm \otimes \mathbb{Q} \) and fix a basis \( B^\pm \) of \( h^\pm \) with the total basis being

\[
B = B^+ \sqcup B^-.
\]

For \( (A^*, \chi^*) \), where \( A^* = A^+ \oplus A^- \) and \( \chi^* = \chi^+ \oplus \chi^- \) and a choice of a group 2-cocycle \( \epsilon : A^+ \times A^+ \to \mathbb{Z}_2 \) satisfying

\[
\epsilon_{\alpha, \beta} = (-1)^{\deg(\alpha)\deg(\beta)} \chi^+(\alpha, \beta) \chi^-(\beta, \alpha) \epsilon_{\beta, \alpha}, \quad \forall \alpha, \beta \in A^+
\]

there is a natural graded vertex algebra on

\[
V_* = \mathbb{Q}[A^+] \otimes_{\mathbb{Q}} \text{SSym}_\mathbb{Q}(u_{v,i}, v \in B, i > 0]\]

\[
= \mathbb{Q}[A^+] \otimes_{\mathbb{Q}} \text{Sym}_\mathbb{Q}(A^+ \otimes t^2\mathbb{Q}[t^2]) \otimes_{\mathbb{Q}} \Lambda_\mathbb{Q}(A^- \otimes t^2\mathbb{Q}[t^2]),
\]

where \( u_{v,i} \) are formal variables of degree

\[
\begin{cases} 
2i & \text{if } v \in B^+ \\
2i - 1 & \text{if } v \in B^-.
\end{cases}
\]

The vertex algebra structure is called the lattice vertex algebra \( (V_*, T, |0\rangle, Y) \) associated to \( (A^*, \chi^*) \). Its fields can be described explicitly as follows. Let \( \alpha \in A^+ \), such that \( \alpha = \sum_{v \in B^+} \alpha_v v \). We use \( e^\alpha \) to denote the corresponding element in \( \mathbb{Q}[A^+] \). For \( K \in \text{SSym}_\mathbb{Q}(u_{v,i}, v \in B, i > 0] \) any \( \alpha, \beta \in A^+ \)
and $v \in \mathfrak{h}^\pm$ we have

$$Y(e^0 \otimes u_{v, 1}, z)e^\beta \otimes K = e^\beta \otimes \left\{ \sum_{k > 0} u_{v, k} \cdot K z^{k-1} + \sum_{k > 0 \ w \in B} \sum_{k \in \mathbb{Z}} k^{1 - \delta_v} \chi^*(v, w) dK \ z^{-k - 1 + \delta_v} + \chi^*(v, \beta) z^{-1} \right\},$$

$$Y(e^\alpha \otimes 1, z)e^\beta \otimes K = \epsilon_{\alpha, \beta} z \chi^+ + \chi^+(\alpha, \beta) e^{\alpha \otimes 1} \otimes \exp \left[ \sum_{k > 0} \sum_{v \in B^+} \frac{\alpha_v v_z}{k} K \right],$$

where

$$\delta_v = \begin{cases} 0 & \text{if } v \in \mathfrak{h}^+ \\ 1 & \text{if } v \in \mathfrak{h}^- \end{cases}.$$

Note that by the reconstruction lemma in Lepowsky–Li [45, Thm. 5.7.1], Ben–Zvi [24, Thm. 4.4.1] and Kac [41, Thm. 4.5], these formulae are sufficient for determining all fields. These structures were observed to appear in algebraic geometry and topology by Joyce [37]. We now give a simplified description.

When $\pi_i : \prod_{k \in K} Z_k \to \prod_{i \in I} Z_i$ is the projection to factors labeled by $i \in I \subset K$, we will use the notation

$$(\Theta)_I = \pi^*_I(\Theta),$$

when $\Theta$ is a perfect complex, K-theory class, or cohomology class on $\prod_{i \in I} Z_i$.

**Definition 3.2.** Let $(C, \mu, 0)$ be an H-space (see Hatcher [33]) with a $\mathbb{C}P^\infty$ action $\Phi : \mathbb{C}P^\infty \times C \to C$ which is an $H$-map with respect to the multiplication $\mu$ and identity 0. Let $\theta \in K^0(C \times C) = [C \times C, BU \times \mathbb{Z}]$ be a K-theory class satisfying $\sigma^*(\theta) = \theta^\vee$, where $\sigma : C \times C \to C \times C$ permutes the two factors, together with

$$(\mu \times \id_C)^*(\theta) = (\theta)_{1,3} + (\theta)_{2,3}, \quad (\id_C \times \mu)^*(\theta) = (\theta)_{1,2} + (\theta)_{1,3},$$

$$(\Phi \times \id_C)^*(\theta) = V_1 \boxtimes \theta, \quad (\id_C \times \Phi)^*(\theta) = V_1^* \boxtimes \theta,$$

where $V_1 \to \mathbb{C}P^\infty$ is the universal line bundle.

Let $\pi_0(C) \to K$ be a morphism of commutative monoids. Denote $C_\alpha$ to be the open and closed subset of $C$ which is the union of connected components of $C$ mapped to $\alpha \in K$. We write $\theta_{\alpha, \beta} = \theta|_{C_\alpha \times C_\beta}$, and $\chi^+(\alpha, \beta) = \text{rk}(\theta_{\alpha, \beta})$ must be a symmetric bi-additive form on $K$. Let $\epsilon : K \times K \to \{-1, 1\}$ satisfying

$$\epsilon_{\alpha, \beta} = (-1)^{\chi^+(\alpha, \beta) + \chi^+(\alpha, \alpha) + \chi^+(\beta, \beta)} \epsilon_{\beta, \alpha}, \quad \forall \alpha, \beta \in A^+$$

$$\epsilon_{\alpha, 0} = \epsilon_{0, \alpha} = 1, \quad \epsilon_{\alpha, \beta} \epsilon_{\alpha, \beta + \gamma} = \epsilon_{\beta, \gamma} \epsilon_{\alpha, \beta + \gamma},$$

(3.4)
be a group 2-cocycle and \( \hat{H}_a(C_\alpha) = H_{a-\chi(a,a)}(C_\alpha) \). Then we denote by

\[
(\hat{H}_*(C), |0\rangle, T, Y)
\]

the vertex algebra on the graded \( \mathbb{Q} \)-vector space \( \hat{H}_*(C) = \bigoplus_{a \in K} \hat{H}_a(C_\alpha) \) defined from the data

\[
(C, K(C), \Phi, \mu, 0, \theta, \epsilon)
\]

by

- \( |0\rangle = 0_*(\ast) \), where \( \ast \) denotes the generator of \( H_0(\text{pt}) \) and \( T(u) = \Phi_*(t \boxtimes u) \), where \( t \) is the dual of \( c_1(V_1) \),

- the state to field correspondence \( Y \) is given by

\[
Y(u, z)v = \epsilon_{\alpha,\beta}(-1)^{\chi^+(\beta, \beta) + \chi^+(\alpha, \beta)} \mu_*(e^{\varepsilon T} \otimes \text{id})(u \boxtimes v) \cap c_{z-1}(\theta_{\alpha,\beta})
\]

for all \( u \in \hat{H}_a(C_\alpha) \), \( v \in \hat{H}_b(C_\beta) \).

**Remark 3.3.** The complex \( \theta \) has a geometric interpretation which is useful to keep in mind when constructing these vertex algebras in relation to wall-crossing. For this, we fix \( C \) to be a scheme of perfect complexes on \( Y \) which admits an obstruction theory

\[
\mathbb{E} = \text{Hom}_C(E, E)^\vee[-1] \longrightarrow \mathbb{L}_C,
\]

where \( E \) is the universal perfect complex on \( Y \times C \). If

\[
\mu : C \times C \longrightarrow C
\]

were an embedding induced by taking direct sums of perfect complexes, then the virtual co-normal bundle would be given by

\[
\theta[1] = \text{Hom}_{C \times C}(E_{1,2}, E_{1,3})^\vee \oplus \text{Hom}_{C \times C}(E_{1,3}, E_{1,2})^\vee.
\]

In particular, if we pull back the first summand along the diagonal \( \Delta : C \rightarrow C \times C \) then we recover \( \mathbb{E}[1] \). The general set up for quot-schemes is similar, but we need to adapt the class \( \theta \) to the pair obstruction theory when \( Y = S, C \).

The wall-crossing formulae in Joyce [38], Gross–Joyce–Tanaka [31] are expressed in terms of a Lie algebra defined by Borcherds [12]. Let \( (\hat{H}_*(C), |0\rangle, T, Y) \) be the vertex algebra from Definition 3.2 and define

\[
\Pi_{s+2} : \hat{H}_{s+2}(C) \longrightarrow \hat{H}_s(C) = \hat{H}_{s+2}(C)/T(\hat{H}_s(C)),
\]

\footnote{We work in the next equation with the factors \( Y \times C \times C \) in this specified order.}
then this homology has a natural Lie algebra structure given by
\[ [\bar{u}, \bar{v}] = [z^{-1}]\{Y(u, z)v\}, \]
where \( \bar{U} \) denotes the equivalence class in \( \hat{H}_{s+2}(\mathcal{C}) \).

The following remark discusses briefly, how to reduce working with (higher) stacks and perfect complexes to topological spaces and K-theory classes, but a reader not familiar with this machinery can pretend that any stack with a perfect complex is a topological space with a K-theory class.

**Remark 3.4.** For a higher stack \( \mathcal{S} \), we denote by \( H_*(\mathcal{S}) = H_*(\mathcal{S}^\top) \), \( H_*(\mathcal{S}) = H_*(\mathcal{S}^\top) \) its Betti (co)homology as in Joyce [37], Gross [30] using topological realization functor of Blanc [5]. Note that we will always treat \( H_*(T) \) as a direct sum and \( H_*(T) \) as a product over all degrees. Following May–Ponto [50, §24.1] define the topological K-theory of \( \mathcal{S} \) to be
\[ K_0(\mathcal{S}) = [\mathcal{S}^\top, BU \times \mathbb{Z}] , \]
where \([X, Y] = \pi_0(\text{Map}_{\mathcal{C}^0}(X, Y))\). For any perfect complex \( \mathcal{E} \) on \( \mathcal{S} \), there is a unique map \( \phi_\mathcal{E} : \mathcal{S} \to \text{Perf}_C \) in \( \text{Ho}(\text{HSt}) \) satisfying \( \phi_\mathcal{E}(U) = \mathcal{E} \) for the universal complex \( U \) on \( \text{Perf}_C \). Using Blanc [5] §4.1], this gives
\[ [\mathcal{E}] : \mathcal{S}^\top \to BU \times \mathbb{Z} . \]
in \( \text{Ho}(\text{Top}) \). We then have a well defined map assigning to each perfect complex \( \mathcal{E} \) its class \([\mathcal{E}] \in K_0(\mathcal{S})\). Using these constructions we will construct the data in Definition 3.2 out of the corresponding lifts to algebraic geometry.

### 3.2 Vertex algebra construction

This section builds examples of the construction in Definition 3.2 by describing the precise topological data needed to work with quot-schemes parametrizing the morphisms
\[ W \otimes E_Y \to F . \]

Here, \( E_Y \) is fixed, \( W \) is a vector space of a fixed dimension giving a point in \( BU \) and \( F \) a zero-dimensional sheaf. After doing so for the stack of morphisms of the form \( (3.6) \) the construction of which was given by Joyce [38] Def. 5.5] when \( E_Y = O_Y \), we address its purely topological analog on \( P_Y = (BU \times \mathbb{Z}) \times C_Y \). To compare the two, one should view \( BU \times \mathbb{Z} \) as keeping track of the vector space \( U \) and \( C_Y \) seeing the K-theory class of \( F \). These explicit descriptions are useful for describing the appropriate data of the vertex algebra, especially the complexes governing the obstruction theory.

**Definition 3.5.** (i) For \( Y = X, S, C \) we consider the abelian category \( \mathcal{A}_{E_Y} \) of triples \( (F, U, \phi) \), where \( U \) is a vector space \( \phi : W \otimes E_Y \to F \) and \( F \) is a zero-dimensional sheaf. The morphisms are the pairs \( (v, f) : (F_1, U_1, \phi_1) \to (F_2, U_2, \phi_2) \), where \( v : U_1 \to U_2 \) is a linear map and \( f : F_1 \to F_2 \) a morphism of \( O_X \)-modules satisfying \( \phi_2 \circ v = f \circ \phi_1 \).
(ii) We define $K(A_EY) = \mathbb{Z} \times \mathbb{Z}$ and the cone $C(A_EY) = \{(n, d) \in \mathbb{Z} \times \mathbb{Z} | n, d \geq 0 \text{ and } (d, n) \neq 0\}$. The integer $d$ keeps track of the rank of $W$ while $n$ keeps track of the number of points in the quotient.

(iii) Let $E_{np}$ be the universal sheaf on $Y \times \mathcal{M}_{np}$, where $\mathcal{M}_{np}$ is the moduli stack of 0-dimensional sheaves in class $np$ and $p = [\mathcal{O}_y]$ for some $y \in Y$. From now on, we leave out $p$ from the subscript in the notation where possible.

The moduli stack $\mathcal{N}_0^{EY}$ is constructed as in Definition [10, Def 2.12] (see also [6, Def 4.5.17]), except in the first bullet point of [10, Def 2.12], we take the total space of the vector bundle

$$\pi_{n,d} : \pi_2 \left( \pi_1^*(E_Y^*) \otimes \mathcal{E}_n \right) \otimes \mathcal{V}_d^* \to \mathcal{M}_n \times [*/\text{GL}(d, \mathbb{C})],$$

where $\mathcal{V}_d$ is the universal vector bundle on $[*/\text{GL}(d, \mathbb{C})]$. We then set

$$\mathcal{N}_0^{EY} = \bigsqcup_{(n,d)} \mathcal{N}_{(n,d)}^{EY},$$

where

$$\mathcal{N}_{(n,d)}^{EY} = \begin{cases} \text{Tot}(\pi_{n,d}) & \text{if } n, d \neq 0, \\ \mathcal{M}_n & \text{if } d = 0, n \neq 0, \\ [*/\text{GL}(d, \mathbb{C})] & \text{if } d \neq 0, n = 0. \end{cases}$$

and empty otherwise.

(iv) For the stack $\mathcal{N}_0^{EY}$, we will construct the perfect complex $\Theta_{EY,pa}$ on $\mathcal{N}_0^{EY} \times \mathcal{N}_0^{EY}$ such that

$$\Delta^*(\Theta_{EY,pa})[-1]$$

is the obstruction theory of the stack which at each point $[W \otimes E_Y \to F]$ is given by

$$\begin{cases} 
\text{Ext}^* (W \otimes E_Y \to F, F) & \text{if } Y = C, S \\
\text{Ext}^* (W \otimes E_Y \to F, W \otimes E_Y \to F) & \text{if } Y = X. 
\end{cases}$$

Fixing the order $Y \times \mathcal{M}_{n_1} \times \mathcal{M}_{n_2}$ of products, let

$$\Theta_{n_1,n_2} = \text{Hom}_{\mathcal{M}_{n_1} \times \mathcal{M}_{n_2}} \left( (\mathcal{E}_{n_1})_{1,2}, (\mathcal{E}_{n_2})_{1,3} \right)^\vee.$$
We define $\Theta^{E_Y,ob}$, which captures the obstruction theory of pairs (1.2) and (1.4), by

$$\Theta^{E_Y,ob}_{(n_1,d_1),(n_2,d_2)} = \begin{cases} 
\left( (\pi_{n_1,d_1} \times \pi_{n_2,d_2})^* \right) \\
\left\{(\Theta_{n_1,n_2})_{1,3} \oplus \left( V_{d_1} \boxtimes \pi_2^*(E_Y^* \otimes E_{n_2}) \right)_2 \right\}_{1,4} [1] 
\end{cases} \quad \text{if } Y = S,C,$$

\begin{align}
(\pi_{n_1,d_1} \times \pi_{n_2,d_2})^* \\
\left\{(\Theta_{n_1,n_2})_{1,3} \oplus \left( V_{d_1} \boxtimes \pi_2^*(E_Y^* \otimes E_{n_2}) \right)_2 \right\}_{2,3} [1] \\
\oplus \left( \pi_2^*(E_Y^* \otimes E_{n_1}) \vee V_{d_2} \right)_{1,4} [1]
\end{align}

\text{if } Y = X.

(3.7)

Working with $Y = C, S$, the correct pair vertex algebra structure requires the symmetrization of $\Theta^{E_Y,ob}$:

$$\Theta^{E_Y,pa} = \Theta^{E_Y,ob} \oplus \sigma^*(\Theta^{E_Y,ob})^\vee.$$

In the case of $Y = X$, the K-theory class is already self-dual, so we follow [10] by setting

$$\Theta^{E_Y,pa} = \Theta^{E_Y,ob}.$$

A vague idea of why this is allowed is because for the obstruction theory

$$E = \Delta^*(\Theta^{E_Y,pa})[-1]$$

we should think of it as splitting in terms of some Behrend–Fantechi [3] obstruction theory $F$:

$$E = F \oplus F^\vee [2].$$

This is known to happen on certain moduli schemes (see for example Diaconescu–Sheshmani–Yau [18 Prop. 4.2]). This suggests that hidden in the class $[\Theta^{E_Y,pa}]$ is a symmetrized expression of the form in (3.8). Moreover, it is really only this one half $F$ of $E$ that is used by Oh–Thomas [55] to construct the virtual fundamental class and by me [6] to prove the wall-crossing.

(v) The form is computed by taking ranks

$$\chi^{E_Y,pa}((n_1,d_1),(n_2,d_2)) = \text{rk}\left(\Theta^{E_Y,ob}_{(n_1,d_1),(n_2,d_2)}\right) = \begin{cases} 
-e(d_1n_2 + d_2n_1) & \text{if } Y = C,S \\
+\chi(E_Y^* \otimes E_Y)_{d_1d_2} & \\
-e(d_1n_2 + d_2n_1) & \text{if } Y = X
\end{cases}.$$
Thus the correct data for constructing vertex algebras using the notation of Definition 3.2 and topological realization of Remark 3.4 is

\[
\left( (\mathcal{N}^E_Y)_{\text{top}}^0, \mathbb{Z} \times \mathbb{Z}, \mu_{\mathcal{N}^E_Y, 0}^0, \psi_{\mathcal{N}^E_Y, 0}^0, \Theta^E Y, \mu^E Y, \epsilon^E Y, \Psi^E Y, \Theta^E Y, \mu^E Y, \epsilon^E Y, \Psi^E Y \right),
\]

(3.8)

where \( \epsilon^E Y_{(n_1, d_1), (n_2, d_2)} = (-1)^{e_1 n_2} \) for \( Y = C, S \). The signs that were used for \( Y = X \) are important as they are meant to make up for the freedom to choose orientations. They are given in terms of

\[
\epsilon_{\alpha, \beta}^E Y_{(n_1, d_1), (n_2, d_2)} = \epsilon_{n_1 p - d_1, n_2 p - d_2}^E Y \;
\]

where \( \epsilon_{\alpha, \beta} \) for all \( \alpha, \beta \in K_0^0(\mathcal{X}) \) are meant to compare the orientations on each connected component in Definition 2.2 under direct sums. They are constructed in the next theorem.

**Theorem 3.6** (Cao–Gross–Joyce [15], B.[7]). Let \( C_{\alpha} \) be the connected component labeled by \( \alpha \in \pi_0(\mathcal{X}) = K_0^0(\mathcal{X}) \) such that \( O_{\omega}^\alpha = O_{\omega}^\alpha \mid C_{\alpha} \) as in Definition 2.2, then there are natural isomorphisms

\[
\phi^\omega_{\alpha, \beta} : O_{\omega}^\alpha \boxtimes O_{\omega}^\beta \to \mu^* (O_{\omega}^\alpha + \beta),
\]

where \( \mu : C_Y \times C_Y \to C_Y \) corresponds to taking sums of K-theory classes. Fixing any collection of orientations \( \{ o_{\alpha} : \mathbb{Z} \to O_{\alpha}^\omega \} \), there exist unique signs \( \epsilon_{\alpha, \beta} \) for all \( \alpha, \beta \in K_0^0(\mathcal{X}) \) satisfying (3.4), such that

\[
\phi^\omega_{\alpha, \beta} (o_{\omega}^\alpha \boxtimes o_{\omega}^\beta) = \epsilon_{\alpha, \beta} o_{\omega}^\alpha + \beta. \tag{3.9}
\]

**Definition 3.7.** For all \( Y = C, S, X \), we denote the vertex algebras above by \( V_\ast = \hat{H}_\ast (\mathcal{N}^E_Y) \).

The geometric realization of the Lie algebra of Borcherds in (3.1) already observed by Joyce [37] is the shifted homology

\[
\hat{H}_\ast ((\mathcal{N}^E_Y)^{\text{rig}}) = H_{\ast + 2 - 2 \chi^E Y, \mu^E Y} (\mathcal{N}^E_Y)^{\text{rig}},
\]

where \( \chi^E Y, \mu^E Y \) denotes the shift by \( \chi^E Y, \mu^E Y (n, d) \) on each component of \( \mathcal{N}^E_Y \) labeled by \( (n, d) \). This is because, by [37], there is an isomorphism

\[
\hat{H}_\ast (\mathcal{N}^E_Y) \cong \hat{H}_\ast ((\mathcal{N}^E_Y)^{\text{rig}}) \tag{3.10}
\]

outside of the zero component.

### 3.3 Twisted vertex algebras and vertex algebras of topological pairs

An essential ingredient for obtaining explicit results already used in [10] was the \( L \)-twisted vertex algebra for a line bundle \( L \to Y \). It was introduced to allow us to compute out of the invariants

\[
I_{Y, n}(L) = \int_{[\text{Hilb}^n(Y)]^\text{vir}} c_n(L^{[n]})
\]
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the invariants counting zero-dimensional sheaves on $Y$, because these satisfy a wall-crossing formula in the Lie algebra associated with this twisted vertex algebra. We recall its construction and the resulting wall-crossing formula, where we only apply it to the case when $E_Y = \mathcal{O}_Y$. We suppress $\mathcal{O}_Y$ in the notation of the previous subsection unless strictly necessary.

**Definition 3.8 ([10] Def. 3.2).** For all $(n_i, d_i) \in C(\mathcal{A}_Y)$, $i = 1, 2$, we define

$$L_{d_1,d_2}^{[n_1,n_2]} : \mathcal{N}_{n_1,d_1} \times \mathcal{N}_{n_2,d_2} \rightarrow \mathcal{L}_{d_1,d_2}$$

by

$$L_{d_1,d_2}^{[n_1,n_2]} = (\pi_{n_1,d_1} \times \pi_{n_2,d_2})^* \left( V_{d_1}^* \boxtimes \pi_2^* \left( \pi_X^* (L) \otimes \mathcal{E}_0 \right) \right)_{2,3},$$

where $\mathcal{E}_0$ is the universal sheaf on $Y \times M_0$ the moduli stack of 0-dimensional sheaves. It is a vector bundle of rank $d_1 n_2$. We define

$$L_{d_1,d_2}^{[-,-]}|_{\mathcal{N}_{n_1,d_1} \times \mathcal{N}_{n_2,d_2}} = L_{d_1,d_2}^{[n_1,n_2]}.$$

We modify the data (3.8) out of which the vertex algebra is constructed by replacing

$$\Theta_{pa} \mapsto \Theta_{pa} + L_{d_1,d_2}^{[-,-]}$$

$$\epsilon_{pa}^{(n_1,d_1),(n_2,d_2)} = (-1)^{d_1 n_2} \epsilon_{pa}^{(n_1,d_1),(n_2,d_2)} = 1.$$

This leads to a vertex algebra $V_*^L = (\hat{H}_*(N_0), [0], T, Y^L)$ and its associated Lie algebra $(\hat{H}_*(N_0), [-,-]^L)$.

The consequence of Theorem [31] Thm. 2.12 of Gross–Joyce–Tanaka is that these vertex algebras are related by cap product.

**Lemma 3.9 ([10] Lem. 3.3]).** We have the morphism

$$(-) \cap c_{top}(\mathcal{L}) : (\hat{H}_*(N_0), [-,-]) \rightarrow (\hat{H}_*(N_0), [-,-]^L)$$

induced by the morphism of vertex algebras

$$(-) \cap c_{top}(\mathcal{L}) : V_* \rightarrow V_*^L.$$

We construct the vertex algebra of topological pairs $P_* = \hat{H}_*(\mathcal{P}_Y)$ and the $L$-twisted vertex algebra on it. The homology of the space

$$\mathcal{P}_Y = \mathcal{C}_Y \times BU \times \mathbb{Z}$$

is going to be the underlying graded vector space of $P_*$. Our reason for doing so is to avoid having to deal with the homology of the stack $\mathcal{N}_0^{EY}$ which does not have a known explicit description. Denoting by $\mathcal{M}_Y$ the higher stack of perfect complexes constructed by Toën–Vaquié [65] we obtain
the map

\[ \Omega^{E_Y} = (\Gamma \times \text{id}_{BU \times \mathbb{Z}}) \circ (\Sigma_{E_Y})^{\text{top}} : (\mathcal{N}_0^{E_Y})^{\text{top}} \to \mathcal{M}_Y^{\text{top}} \times BU \times \mathbb{Z} \to CY \times BU \times \mathbb{Z}, \]  

(3.11)

where \( \Sigma_{E_Y} : \mathcal{N}_0^{E_Y} \to \mathcal{M}_Y \times \text{Perf}_C \) maps \([F, W, \phi] \to [F, W], \) \((-)^{\text{top}} \) denotes the topological realization of Remark 3.4, \( \Gamma : \mathcal{M}_Y^{\text{top}} \to CY \) is the natural map identifying universal objects, and we used \( \text{Perf}_C^{\text{top}} = BU \times \mathbb{Z} \) from Blanc [5, §4.1]. We will formulate the construction of \( \mathcal{P}_* \) in such a way that the pushforward \( \Omega_{*}^{E_Y} \) induces a morphism of vertex algebras \( \mathcal{V}_* \to \mathcal{P}_* \). This will require replacing \( \Theta_{E_Y,\text{pa}} \) by its topological version, which I will denote in the definition below by \( \theta_{E_Y,\text{pa}} \).

To formulate the analogue of the twisted vertex algebra of Definition 3.8 in our topological set-up, we will need a K-theory class \( \theta_L \) on \( \mathcal{P}_Y \times \mathcal{P}_Y \) which should satisfy

\[ (\Omega \times \Omega)^* \theta_L = \Theta^{\text{pa}} + \mathcal{L}^{[-\cdot]}, \]

Definition 3.10. Let \( L \to Y \) be a line bundle. Define the data \((\mathcal{P}_Y, K(\mathcal{P}_Y), \Phi_{\mathcal{P}_Y}, \mu_{\mathcal{P}_Y}, 0, \theta_L, \tilde{\epsilon}^L)\), \((\mathcal{P}_Y, K(\mathcal{P}_Y), \Phi_{\mathcal{P}_Y}, \mu_{\mathcal{P}_Y}, 0, \theta_{E_Y,\text{pa}}, \tilde{\epsilon}_{E_Y})\) as follows:

- \( K(\mathcal{P}_Y) = K^0(Y) \times \mathbb{Z} \).
- Set \( \mathcal{L} = \pi_{2*}(\pi_Y^*L \otimes \mathcal{E}) \in K^0(C_Y) \) and \( \theta = \pi_{2,3*}(\mathcal{E}_{1,2} \otimes \mathcal{E}_{1,3})^\vee \) and let \( Y = C, S \) then on \( \mathcal{P}_Y \times \mathcal{P}_Y \) we define \( \theta_{E_Y,\text{ob}} = (\theta)_{1,3} - \left( \mathcal{U} \boxtimes \pi_{2*}(\pi_Y^*(E_Y^*) \otimes \mathcal{E})^\vee \right)_{2,3} \) and

\[ \theta_{E_Y,\text{pa}} = \theta_{E_Y,\text{ob}} + \sigma^*(\theta_{E_Y,\text{ob}})^\vee, \]

\[ \theta_{E_Y,\text{pa}} = \theta_{E_Y,\text{ob}} + \left( \mathcal{U} \boxtimes \mathcal{L}^\vee \right)_{2,3} + \left( \mathcal{L} \boxtimes \mathcal{U}^\vee \right)_{1,4}. \]

If \( Y = X \), we define

\[ \theta_{E_Y,\text{pa}} = \theta_{E_Y,\text{ob}} = (\theta)_{1,3} + \chi(E_Y^* \otimes E_Y)(\mathcal{U} \boxtimes \mathcal{L}^\vee)_{2,4} \]

\[ - \left( \mathcal{U} \boxtimes \pi_{2*}(\pi_Y^*(E_Y^*) \cdot \mathcal{E})^\vee \right)_{2,3} - \left( \pi_{2*}(\pi_Y^*(E_Y^*) \cdot \mathcal{E}) \boxtimes \mathcal{U}^\vee \right)_{1,4}. \]

The symmetric forms \( \tilde{\chi}_{E_Y,\text{pa}} : (K^0(Y) \times \mathbb{Z}) \times (K^0(Y) \times \mathbb{Z}) \to \mathbb{Z} \), \( \tilde{\chi}_L : (K^0(Y) \times \mathbb{Z}) \times (K^0(Y) \times \mathbb{Z}) \to \mathbb{Z} \) are given in the case that \( Y = C, S \) by

\[ \tilde{\chi}_{E_Y,\text{pa}}((\alpha_1, d_1), (\alpha_2, d_2)) = \chi(\alpha_1, \alpha_2) + \chi(\alpha_2, \alpha_1) - d_1\chi(E_Y, \alpha_2) - d_2\chi(E_Y, \alpha_1), \]

\[ \tilde{\chi}_L((\alpha_1, d_1), (\alpha_2, d_2)) = \chi(\alpha_1, \alpha_2) - d_1\left( \chi(\alpha_2) - \chi(\alpha_2 \cdot L) \right) - d_2\left( \chi(\alpha_1) - \chi(\alpha_1 \cdot L) \right), \]

(3.12)

and when \( Y = X \) by

\[ \tilde{\chi}_{E_X,\text{pa}}((\alpha_1, d_1), (\alpha_2, d_2)) = \chi(\alpha_1, \alpha_2) + \chi(E_X^* \otimes E_X)d_1d_2 - d_2\chi(\alpha_1 \cdot E_X^*) - d_1\chi(\alpha_2 \cdot E_X^*). \]

(3.13)
• The signs are defined by

\[ \tilde{\epsilon}_{E_{(\alpha_1, d_1), (\alpha_2, d_2)}} = \begin{cases} 
-1 \chi_{(\alpha_1, \alpha_2)} + d_1 \chi_{(E_Y, \alpha_2)} & \text{if } Y = C, S \\
\epsilon_{\alpha_1 - d_1[E_Y], \alpha_2 - d_2[E_Y]} & \text{if } Y = X, 
\end{cases} \]

where \( \epsilon_{\alpha, \beta} \) are as before taken from Theorem 3.6.

The signs for the twisted vertex algebra need to be adapted by taking

\[ \tilde{\epsilon}_{L_{(\alpha_1, d_1), (\alpha_2, d_2)}} = (-1) \chi_{(\alpha_1, \alpha_2)} + d_1 \chi_{(E_Y, \alpha_2)} \]

when \( Y = S, C \).

We denote by \( P_* = (\hat{H}_*(P_Y), [0], T, Y) \), resp. \( P_*^L = (\hat{H}_*(P_Y^L), [0], T, Y^L) \) the vertex algebras associated to this data and \( (\hat{H}_*(P_Y), [-, -]) \), resp. \( (\hat{H}_*(P_Y^L), [-, -]^L) \) the corresponding Lie algebras.

We summarize at least for the case \( E_Y = O_Y \) the above by noting that we have the diagram

\[ (\hat{H}_*(\mathcal{N}_0), [-, -]) \xrightarrow{\Omega_*} (\hat{H}_*(\mathcal{P}_X), [-, -]) \]

\[ \cap_{\text{top}(L)} \]

\[ (\hat{H}_*(\mathcal{N}_0^L), [-, -]^L) \xrightarrow{\Omega_*} (\hat{H}_*(\mathcal{P}_X), [-, -]^L) \]

of morphisms of Lie algebras, where \( \bar{\Omega}_* \) are the morphisms induced by \( \Omega_* \) and we are missing the right vertical arrow.

### 3.4 Wall-crossing formulae

To relate the above constructions to the virtual fundamental classes \([\text{Quot}_Y(E_Y, n)]^{\text{vir}}\), we use the universal family \( \pi_Y^*(E_Y) \to \mathcal{F} \) on \( Y \times Q_Y \) giving us

\[ \begin{array}{c}
N_{0,Y}^E \\
\downarrow \pi_Y^{\text{rig}}
\end{array} \]

where \( \pi_Y^{\text{rig}} \) is the projection to the rigidification. The class \([Q_Y]^{\text{vir}} \in H_*(\mathcal{N}_0^E)\) is defined as the pushforward \([Q_Y]^{\text{vir}} = \pi_{n,E_Y}([Q_Y]^{\text{vir}})\). Using the identification \([3.10]\), this leads to classes in \( \hat{H}_*(\mathcal{N}_0^E) \).

In Appendix A we give a short argument proving the next theorem. Recall that we do not write \( np \) in the subscript, and this also applies in the case of \([\mathcal{M}_{np}^{\text{ss}}]_{\text{inv}} = [\mathcal{M}_{n}^{\text{ss}}]_{\text{inv}}\).
Theorem 3.11 (Joyce [38, Appendix A.4]). Let \( Y = S \) or \( C \). In \( \hat{H}_*(\mathcal{N}^E_Y) \) we have for any torsion-free sheaf \( E_Y \) and \( n \geq 0 \) the formula

\[
[\text{Quot}_Y(E_Y, n)]_{\text{vir}} = \sum_{k>0,n_1,\ldots,n_k \geq 0 \atop n_1 + \cdots + n_k = n} \frac{(-1)^k}{k!} \left[ \cdots \left[ \text{Quot}_Y(E_Y, 0) \right]_{\text{vir}}, [\mathcal{M}^*_n]_{\text{inv}}, \ldots \right], [\mathcal{M}^*_{n_i}]_{\text{inv}}
\]  

(3.14)

for the invariants \([\mathcal{M}^*_{n_i}]_{\text{inv}} \in \hat{H}_0(\mathcal{N}^E_Y)\) constructed by Joyce [38]. Note that with our grading convention, we get

\[ [Q_Y]_{\text{vir}} \in \hat{H}_{x(\mathcal{O}_Y)-2}(\mathcal{N}^E_Y). \]

Moreover, in \((\hat{H}_*(\mathcal{N}_0), [-,-]^L)\), we have the formula

\[
I_n(L)e^{(n,1)} = \sum_{k \geq 1, n_1, \ldots, n_k \geq 0 \atop n_1 + \cdots + n_k = n} \frac{(-1)^k}{k!} \left[ \cdots \left[ [\mathcal{M}_{(0,1)]\text{inv}}, [\mathcal{M}_{n_1}]_{\text{inv}}, \ldots \right]^L, [\mathcal{M}_{n_k}]_{\text{inv}} \right]^L.
\]

The next claim requires additional work and the proof of it will appear in a more general setting in the author’s [8] which proves the conjecture of Gross–Joyce–Tanaka [31, §4.4].

Theorem 3.12 ([8]). Let \( Y = X \). In \( \hat{H}_*(\mathcal{N}^E_Y) \) we have for any locally free \( E_Y \) on \( Y \) which is additionally RS and \( n \geq 0 \) that

\[
[\text{Quot}_Y(E_Y, n)]_{\text{vir}} = \sum_{k>0,n_1,\ldots,n_k \geq 0 \atop n_1 + \cdots + n_k = n} \frac{(-1)^k}{k!} \left[ \cdots \left[ \text{Quot}_Y(E_Y, 0) \right]_{\text{vir}}, [\mathcal{M}^*_{n_1}]_{\text{inv}}, \ldots \right], [\mathcal{M}^*_{n_k}]_{\text{inv}}
\]  

for classes \([\mathcal{M}^*_{n_i}]_{\text{inv}} \in \hat{H}_0(\mathcal{N}^E_Y)\) defined in [8] depending on fixed choices of orientations as in [10, §3.1]. Note that with our grading convention, we get \([Q_Y]_{\text{vir}} \in \hat{H}_{\chi(\mathcal{O}_X)-2}(\mathcal{N}^E_Y)\).

3.5 Explicit expression for the vertex algebra

Now that we have defined the vertex algebras on \( P_* \), we may ask for their explicit description in terms of the lattice vertex algebras introduced in (3.3). After transporting the wall-crossing formulae (3.14) and (3.15) to the associated Lie algebra by \( \Omega^E_Y \) induced by the push-forward \( \Omega^E_Y \), we will use this description to make explicit computations.

Setting \( m = \dim \mathbb{C}(Y) \) for any complex variety \( Y \), we will recall some notation now which will be used for computations:

Definition 3.13. Let us write \((0,1)\) for the generator of \( \mathbb{Z} \) in \( K^0(Y) \oplus \mathbb{Z} \). Let \( \text{ch} : (K^0(Y) \oplus K^1(Y)) \otimes \mathbb{Q} \to H^*(Y) \) be the Chern character. For each \( 0 \leq i \leq 2m \) choose a subset

\[ B_i \subset (K^0(Y) \oplus K^1(Y)) \otimes \mathbb{Q}, \]

such that \( \text{ch}(B_i) \) is a basis of \( H^i(Y) \). We take \( B_0 = \{ [\mathcal{O}_Y] \} \) and \( B_{2m} = \{ p \} \). Then we write \( B \) as \( \bigsqcup_i B_i \) and \( B = B \cup \{(0,1)\} \). Let \( K_*(Y) \) denote the topological K-homology of \( Y \). Let
\( \text{ch}^\vee : K_*(Y) \otimes \mathbb{Q} \rightarrow H_*(Y) \) be defined by commutativity of the following diagram:

\[
\begin{array}{ccc}
K_*(Y) \otimes \mathbb{Q} & \otimes & K^*(Y) \otimes \mathbb{Q} \\
\downarrow & & \downarrow \\
H_*(Y) & \otimes & H^*(Y)
\end{array}
\]

Then choose \( B^\vee \subset K_*(Y) \otimes \mathbb{Q} \) such that \( B^\vee \) is a dual basis of \( B \), we also write \( \mathbb{B}^\vee = B^\vee \sqcup \{(0, 1)\} \), where \( (0, 1) \) is the natural generator of \( \mathbb{Z} \) in \( K_0(Y) \oplus K_1(Y) \oplus \mathbb{Z} \). The dual of \( \sigma \in \mathbb{B} \) will be denoted by \( \sigma^\vee \in \mathbb{B}^\vee \). For each \( \sigma \in \mathbb{B} \), \( (\alpha, d) \in K^0(Y) \times \mathbb{Z} \) and \( i \geq 0 \) we define

\[
e^{(\alpha, d)} \otimes \mu_{\sigma, i} = \text{ch}_{i}(\mathcal{E}_{(\alpha, d)}/\sigma^\vee),
\]

(3.16)

using the slant product \( / : K^i(Y \times Z) \times K_j(Y) \rightarrow K^{i-j}(Z) \) and the restriction of \( \mathcal{E} \) to the connected component labeled by \( (\alpha, d) \). We have a natural inclusion \( \iota_{\mathcal{C}, \mathcal{P}} : \mathcal{C}_Y \rightarrow \mathcal{P}_Y : x \mapsto (x, 1, 0) \in \mathcal{C}_Y \times BU \times \mathbb{Z} \), so we identify \( H_*(\mathcal{C}_Y) \) with the image of \( (\iota_{\mathcal{C}, \mathcal{P}})_* \), which in turn corresponds to \( H_*(\mathcal{C}_Y) \otimes 1 \subset H_*(\mathcal{C}_Y) \otimes H_*(BU \times \mathbb{Z}) = H_*(\mathcal{P}_Y) \). The universal K-theory class \( \mathcal{E}_\mathcal{P} \) on \( (Y \sqcup *) \times (\mathcal{P}_Y) \) restricts to \( \mathcal{E} \otimes 1 \) on \( (Y \times \mathcal{C}_Y) \times BU \times \mathbb{Z} \) and \( 1 \otimes \mathcal{1} \) on \( * \times \mathcal{C}_Y \times (BU \times \mathbb{Z}) \).

**Proposition 3.14** ([10] Prop. 2.21]). The cohomology ring \( H^*(\mathcal{P}_Y) \) is generated by

\[
\{ e^{(\alpha, d)} \otimes \mu_{\sigma, i} \}_{(\alpha, d) \in K^0(Y) \times \mathbb{Z}, \sigma \in \mathbb{B}, i \geq 1}.
\]

Moreover, there is a natural isomorphism of rings

\[
H^*(\mathcal{P}_Y) \cong \mathbb{Q}[K^0(Y) \oplus \mathbb{Z}] \otimes \mathbb{Q} \text{SSym}_\mathbb{Q}[\mu_{\sigma, i}, \sigma \in \mathbb{B}, i > 0].
\]

(3.17)

The dual of (3.17) gives us an isomorphism

\[
H_*(\mathcal{P}_Y) \cong \mathbb{Q}[K^0(Y) \times \mathbb{Z}] \otimes \mathbb{Q} \text{SSym}_\mathbb{Q}[u_{\sigma, i}, \sigma \in \mathbb{B}, i > 0],
\]

(3.18)

where we use the normalization which leads to

\[
\mu_{\sigma, i} = \frac{1}{(i - 1)!} \frac{\partial}{\partial u_{\sigma, i}}
\]

(3.19)

with the additional requirement of supercommutativity of the variables \( u_{\sigma, i} \) and the derivatives with respect to them. When \( \sigma = (v, 0) \) or \( \sigma = (0, 1) \) we will shorten the notation to

\[
\mu_{\sigma, i} = \mu_{v, i}, \quad u_{\sigma, i} = u_{v, i} \quad \text{or} \quad \mu_{\sigma, i} = \beta_i, \quad u_{\sigma, i} = b_i.
\]

Setting \( \beta_i = 0, b_i = 0 \) and only considering \( \mathbb{Q}[K^0(Y)] \subset \mathbb{Q}[K^0(Y) \oplus \mathbb{Z}] \) gives us the (co)homology of \( H^*(\mathcal{C}_Y), H_*(\mathcal{C}_Y) \) up to a canonical isomorphism.

We have the following obvious result which was shown also in [10] Prop. 2.16, Prop. 2.23, Prop.
4.1 Computing the classes counting zero-dimensional sheaves

3.5] and later on in B.-Moreira–Lim [11, Thm. 4.7]). It corrects some mistakes in [30].

Proposition 3.15. Let $\mathbb{Q}[K^0(Y) \times \mathbb{Z}] \otimes_{\mathbb{Q}} \text{Sym}_Q[u_{\sigma,i}, \sigma \in \mathbb{B}, i > 0]$ be the generalized lattice vertex algebra associated to $((K^0(Y) \oplus \mathbb{Z}) \oplus K^1(Y), (\chi_L)^*)$, resp. $((K^0(Y) \oplus \mathbb{Z}) \oplus K^1(Y), (\bar{\chi}_E)^* \otimes \chi^*)$, where $(\bar{\chi}_E)^* = \bar{\chi}_E \otimes \chi^-$ for $\bar{\chi}_L$ from (3.12) and

\[ \chi^* : K^1(Y) \times K^1(Y) \to \mathbb{Z}, \]
\[ \chi^*(\alpha, \beta) = \begin{cases} \int_Y \text{ch}(\alpha) \text{ch}(\beta) \text{Td}(Y) + \int_Y \text{ch}(\beta) \text{ch}(\alpha) \text{Td}(Y) & \text{if } Y = C, S \\ \int_Y \text{ch}(\alpha) \text{ch}(\beta) \text{Td}(Y) & \text{if } Y = X \end{cases}. \]

Here we use

\[ \Gamma^\vee = (-1)^{\frac{\deg \Gamma}{2}} \Gamma, \]

for any $\Gamma \in H^*(Y)$, to extend the dual to odd degrees. The isomorphism (3.18) induces an isomorphism of graded vertex algebras for all $E_Y$ on $Y$ and line bundles $L \to Y$

\[ \hat{H}_*(\mathcal{P}_Y) \cong \mathbb{Q}[K^0(Y) \times \mathbb{Z}] \otimes_{\mathbb{Q}} \text{Sym}_Q[u_{\sigma,i}, \sigma \in \mathbb{B}, i > 0], \]
\[ \hat{H}_*(\mathcal{P}_Y) \cong \mathbb{Q}[K^0(Y) \times \mathbb{Z}] \otimes_{\mathbb{Q}} \text{Sym}_Q[u_{\sigma,i}, \sigma \in \mathbb{B}, i > 0], \]

where the degrees are given appropriately (see e.g. Proposition [11, Prop. 3.8, Thm. 4.5]). The map $(\Omega^E_Y)_* : H_*(N^E_0) \to H_*(\mathcal{P}_Y)$ induces morphisms of graded vertex algebras $(\hat{H}_*(N^E_0), [0], T, Y) \to (H_*(\mathcal{P}_Y), [0], T, Y)$, $(\hat{H}_*(N^E_0), [0], T, Y^L) \to (H_*(\mathcal{P}_Y), [0], T, Y^L)$ and of graded Lie algebras

\[ \tilde{\Omega}^E_* : (\hat{H}_*(N^E_0), [-, -]) \to (H_*(\mathcal{P}_Y), [-, -]), \]
\[ \Omega_* : (H_*(N^E_0), [-, -]^L) \to (H_*(\mathcal{P}_Y), [-, -]^L). \]

4 Computing invariants

We use the notation and results of [3] to do explicit computations. The first two subsections are focused on computing the general invariants corresponding to the topological data of $\text{Quot}_Y(E_Y, n)$$_{\text{vir}}$. Afterwards, we integrate multiplicative genera of classes of the form $\alpha^n$ and $T^m$ to obtain closed formulæ in this general setting.

4.1 Computing the classes counting zero-dimensional sheaves

We will be using the notation

\[ \mathcal{Q}_{E_Y,n} = \tilde{\Omega}^E_*(\text{[Quot}_Y(E_Y, n)]_{\text{vir}}), \quad \mathcal{M}_n = \tilde{\Omega}^E_*(\text{[M}_n]_{\text{inv}}) \]

The cited article states that the resulting pairing $\chi^-$ is antisymmetric and notes down the state-field correspondence [3] incorrectly for elements coming from $\Lambda_0(A^+ \otimes t\mathbb{Q}[t^\ell])$. 
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Thus we have elements \(v \in \{\text{generators of} \ \mathcal{M}_n\}\). As in Joyce–Tanaka–Upmeier [40, Thm. 2.27] or [7, Thm. 5.4], choose the order setting.

We call such orientation \(E_2\). We will denote these choices of orientations \(o\) by \(P_d(o)\).

In Remark 4.5, we continue using canonical ones we used in [10, Def. 3.2] with the exception that the structure sheaf is now replaced for any zero-dimensional sheaf \(F\).

For any \(Y = C, S\), we will always choose the basis \(B_i^Y \in H^i(Y)\), such that \(B_i = B_{2\dim(Y) - i}^\top\) and \(B_i^\top\) is dual to \(B\) with respect to the pairing

\[
\int_Y v \cdot w, \quad v \in H^i(Y), w \in H^{2\dim(Y) - i}(Y).
\]

Thus we have elements \(v^\top \in B_i^\top\) such that \(\int_Y w \cdot v^\top = \delta_{v,w}\), whenever \(w \in B_i\). For any class \(h \in H^*(Y)\) we will also write \(h_v = h \cdot v^\top\).

The next definition is meant to address the freedom of the choice of trivialization \(o_\alpha : \mathbb{Z}_2 \to O_\alpha\) for any zero-dimensional sheaf \(F\) as explained in Definition 2.2. They are similar to the point-canonical ones we used in [10, Def. 3.2] with the exception that the structure sheaf is now replaced by \(E_X\).

**Definition 4.1.** As in Joyce–Tanaka–Upmeier [40] Thm. 2.27] or [7, Thm. 5.4], choose the order of generators of \(\{N[\Gamma_{E_X}] + np\}_{n \in \mathbb{Z}} \subset K^0(X)\) such that \([\Gamma_{E_X}] < p\). We now fix the orientations \(o_{[E_X]}, o_p\) such that \(o_p\) induces the Oh-Thomas/ Borisov–Joyce virtual fundamental class \([M_p]^\text{vir} = \text{Pd}(c_3(X))\) and \(o_{[E_X]}\) induces the virtual fundamental class \([E_X]^\text{vir} = 1 \in H_0(pt)\) by Definition 2.2. We will denote these choices of orientations \(o_{[E_X]}^\text{can} = o_{[E_X]}^\text{can}\).

Using the construction in [40] Thm. 2.27] or [7, Thm. 5.4], these determine canonical orientations for all \(\alpha = N[\Gamma_{E_X}] + np\). We call such orientation \(E_X\)-point-canonical. Explicitly, these orientations can be described by setting

\[
\epsilon N[\Gamma_{E_X}] + kp, M[\Gamma_{E_X}] + lp = (-1)^{Me_k}
\]

and applying (3.9) to define the orientations \(o_{N[\Gamma_{E_X}] + lp}\) for all \(N, l \in \mathbb{Z}\).

We now restrict the number of parameters needed to describe the classes \(\mathcal{M}_n\). Define the subgroups of K-theory \(N_{\leq k}(Y) \subset K^0(Y)\) to be maximal such that

\[
\text{ch}(N_{\leq k}(Y)) \subset \bigoplus_{i \geq 2m - 2k} H^i(Y),
\]

where we continue using \(m = \dim_{\mathbb{C}}(Y)\). The following result generalizes [10, Lem. 3.6].

**Lemma 4.2.** Let \(\alpha \in N_{\leq k}\) and \(\mathcal{M}_\alpha\) a moduli stack of sheaves on \(Y\) with class \(\alpha\). Consider the map \(i_\alpha : (\mathcal{M}_\alpha)^{\text{lop}} \to C_\alpha\) induced by the universal sheaf \(\mathcal{F}_\alpha \to Y \times \mathcal{M}_\alpha\), then \(i_\alpha^*(H_2(\mathcal{M}_\alpha)) \subset H_2(C_\alpha)\) is
contained in

\[ \bigoplus_{i \geq d} H^{2i}(Y) \oplus \Lambda^2 \left( \bigoplus_{i \geq d} H^{2i+1} \right). \]

where \( d = m - (k + 1) \) and we used the isomorphism

\[ H_2(C_\alpha) = H^{\text{even}}(Y) \oplus \Lambda^2 H^{\text{odd}}(Y). \tag{4.1} \]

**Proof.** Recall from [10, Lem. 3.6], that we have the

\[ \text{ch}(E_\alpha) = \sum_{v \in B_{i \geq 0}} v \boxtimes e_\alpha \otimes \mu_{v,i}, \tag{4.2} \]

where \( E \) is the universal K-theory class on \( Y \times C_Y \). Let \( \deg(v) = j \), then

\[ \deg \left( v \boxtimes \iota_\alpha^*(e_\alpha \otimes \mu_{v,1}) \right) = \begin{cases} j + 1 & \text{if } j \text{ is odd} \\ j + 2 & \text{if } j \text{ is even} \end{cases}. \]

Therefore \( (\text{id}_Y \times \iota_\alpha)^* \left( v \boxtimes (e_\alpha \otimes \mu_{v,1}) \right) = 0 \) whenever

\[ 2m - 2(k + 1) \geq \begin{cases} j + 1 & \text{if } j \text{ is odd} \\ j + 2 & \text{if } j \text{ is even} \end{cases} \]

by dimension arguments. In particular, we conclude that \( \iota_\alpha^*(e_\alpha \otimes \mu_{v,1}) = 0 \), whenever \( v \in B_{i \geq 2d} \).

Thus the result follows by using the isomorphism (4.1). \( \square \)

From now on we fix the \( E_X \)-point-canonical orientations for \( Y = X \). When \( \Gamma \in H^*(Y) \) is a cohomology class, we will denote its coefficients with respect to a fixed basis \( B \subset H^*(Y) \) by

\[ \Gamma = \sum_{v \in B} \Gamma_v v. \]

**Lemma 4.3.** If Conjecture 3.12 holds, then

\[ \mathcal{M}_n = e^{(n,0)} \otimes 1 \cdot \mathcal{N}_n + QT(e^{(n,0)} \otimes 1) \in H_2(C_Y)/(TH_0(C_Y)), \]

where for the series \( \mathcal{N}(q) = \sum_{n \geq 0} \mathcal{N}_n q^n \) we have

\[ \exp(\mathcal{N}(q)) = \begin{cases} \left[ 1 - e^p q \right]^{-\sum_{v \in B_2} c_1(v) u_{v,1}} & \text{if } Y = S, \\ M(e^p q) \sum_{v \in B_0} c_3(X) u_{v,1} & \text{if } Y = X. \end{cases} \]
Proof. We begin by noting that from \[10\], Lem. 2.2, we recover the action of the translation operator
\[ T(e^{\alpha,0}) = e^{(n,0)} \otimes nu_{p,1} \]
which implies together with Lemma 4.2 that (assuming \( b_1(Y) = 0 \))
\[ \mathcal{N}_n = \begin{cases} \sum_{v \in B_2} a_v(n)u_{v,1} + \mathbb{Q}u_{p,1} & \text{if } Y = S, \\ \sum_{v \in B_6} a_v(n)u_{v,1} + \mathbb{Q}u_{p,1} & \text{if } Y = X. \end{cases} \]

To compute the coefficients, we start from (3.15) which we may push forward to \( (\mathcal{H}(\mathcal{P}Y), [-,-]^L) \) where it becomes
\[ I_{Y,n}(L)e^{(np,1)} \otimes 1 = \sum_{k \geq 1, n_1, \ldots, n_k > 0 \atop n_1 + \cdots + n_k = n} \frac{(-1)^k}{k!} \left[ \ldots \left[ e^{(0,1)} \otimes 1, \mathcal{M}_{n_1} \right]^L, \ldots \right]^L, \mathcal{M}_{n_k} \right]^L. \tag{4.3} \]

We now only focus on the case \( Y = S \), for which each iterated bracket reduces to computing
\[ [e^{(np,1)} \otimes 1, e^{(n,0)} \otimes \mathcal{N}_n]^L = -e^{(m+n)p,1} \otimes \sum_{v \in B_2} \int_S c_1(L)ch(v)a_v(n). \]
This is obtained from (3.3) and taking residues. It is useful to rewrite the term on the left-hand side as
\[ [q^n] \left\{ \exp \left( \sum_{k>0} \frac{1}{k} q^k \right) \right\}. \]
using (2.5) combined with (2.6). By the same induction argument as in \[10\], Thm. 4.9] but without having to consider the sign compatibility, we obtain \( a_v(n) = -\frac{1}{n} c_{1,v} \) thus
\[ \mathcal{N}(n) = \frac{1}{n} \sum_{v \in B_2} c_{1,v}u_{v,1}. \]

The case \( Y = X \) has been proved in \[10\], Thm. 3.10]. \( \square \)

4.2 Computing the VFCs of quot-schemes

We can now compute the generating series \( \mathcal{Q}_{E_Y}(q) = 1 + \sum_{n>0} q^n \frac{\mathcal{Q}_{E_Y,n}}{e^{(np,1)}}. \) In the following, we use the notation
\[ [z^n]\{f(z)\} = f_n \text{ where } f(z) = \sum_{n>0} f_n z^n. \]
For the class of a point \( p \), we will also always use \( y_k \) to denote \( u_{p,k}. \)

\[ ^{3}\text{Note that the result of (2.5) is originally stated for algebraic line bundles. For our purposes, we need the result for a basis of } H^2(S). \text{ This can be obtained, as the arguments of Oprea–Pandharipande [56] are purely topological.} \]
Theorem 4.4. Let $Y = S$ and 

$$
\mathcal{H}_{e,n} = [z^{ne}] \left\{ \sum_{v \in B_2} \frac{c_1,v}{n} \sum_{k>0} u_{v,k} z^k \exp \left[ \sum_{k>0} \frac{ny_k}{k} z^k \right] \right\},
$$

$$
L_{e,n} = [z^{ne}] \left\{ \exp \left[ \sum_{k>0} \frac{ny_k}{k} z^k \right] \right\},
$$

$$
Q_{e,n,j} = \frac{1}{n} [z^{ne+j}] \left\{ \exp \left[ \sum_{k>0} \frac{ny_k}{k} z^k \right] \right\}.
$$

Then

$$
\mathcal{Q}_{ES}(q) = \exp \left[ \sum_{n>0} \left( \mathcal{H}_{e,n} + \left( \frac{c_1(E_S) \cdot c_1}{n} \right) L_{e,n} \right) q^n - \frac{c_1}{n} \sum_{j,j>0} jQ_{e,n,-j} Q_{e,m,j} q^{n+m} \right]. \tag{4.4}
$$

Let $Y = X$ and

$$
\mathcal{H}^e_{e,n} = [z^{ne}] \left\{ \sum_{v \in B_2} \sum_{l|n} \frac{c_3,v}{l^2} \sum_{k>0} u_{[O_C],k} z^k \exp \left[ \sum_{k>0} \frac{ny_k}{k} z^k \right] \right\},
$$

then

$$
\mathcal{Q}_{EX}(q) = \exp \left[ \sum_{n>0} (-1)^{ne} \left( \mathcal{H}^e_{e,n} + c_1(E_X) \cdot c_3 \sum_{l|n} \frac{n}{l^2} L_{e,n} \right) q^n \right]. \tag{4.5}
$$

Proof. Using Proposition 3.15, we may pushforward the identity (3.14) to the Lie algebra $\hat{H}(P_Y)$ where it becomes

$$
\mathcal{Q}_{EY,n} = \sum_{k>0,n_1,\ldots,n_k \atop n_1+\ldots+n_k=n} \frac{(-1)^k}{k!} \left[ \left( e^{(0,1)} \otimes N(n_1) \right), \ldots, \left( e^{(0,1)} \otimes N(n_k) \right) \right]. \tag{4.6}
$$

Reordering it, we may write

$$
\mathcal{Q}_{EY,n} = \sum_{k>1,n_1,\ldots,n_k \atop \sum_{n_i=n}} \frac{1}{k!} \left[ e^{(n_1,p,0)} \otimes N(n_1), \ldots, e^{(n_k,p,0)} \otimes N(n_k), e^{(0,1)} \right].
$$

For now, let us restrict to the case $Y = S$ and only sketch the computation here. We will use multiple times that

$$
\chi^{E_{S,pa}}(v,w) = \chi(v,w) + \chi(w,v) = -2v \cdot w, \quad v, w \in H^2(S),
$$

$$
\chi^{E_{S,pa}}((n,0),(0,1)) = -en,
$$

$$
\chi^{E_{S,pa}}((v,0), (m,1)) = -\chi(E_S, v) = \frac{-e \cdot c_1 \cdot v}{2} + c_1(E_S) \cdot v, \quad v \in H^2(S).
$$

Starting from a polynomial $K = K(u_{v,j}, y_k)$ for $v \in B_2$ and $j, k \geq 1$ we act on it with the field
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\( Y(\mathcal{M}, z) \). Using (3.3), this amounts to

\[
Y(e^{(np,0)} \otimes \sum_{v \in B_2} \frac{c_{1,v}}{n} u_{v,1}, z) e^{(mp,1)} \otimes K = - \sum_{v \in B_2} \frac{c_{1,v}}{n} Y(e^{(0)} \otimes u_{v,1}, z) Y(e^{(np,0)} \otimes 1, z) : e^{(mp,0)} \otimes K
\]

\[
= - \sum_{v \in B_2} \frac{c_{1,v}}{n} z^{-ne} e^{(1,(n+m)p)} \otimes \left\{ \sum_{k>0} u_{v,k} z^{k-1} \exp \left[ \sum_{k>0} \frac{ny_k}{k} z^k \right] \right. - \exp \left[ \sum_{k>0} \frac{ny_k}{k} z^k \right] \sum_{v \in B_2} c_{1,v} \n u_{v,1}, z \bigg) e^{(mp,1)} \otimes K = - \sum_{v \in B_2} c_{1,v} \n u_{v,1}, z \bigg) e^{(mp,1)} \otimes K
\]

Taking residues, we will use the next set of identities

\[
\frac{d}{du_{w,k}} \mathcal{H}_{e,n_1} = c_{1,w} Q_{e,n_1,-k} , \quad \sum_{v \in B_2} c_{1,v} c_{1,v'} = c_1^2 , \quad \sum_{v \in B_2} c_{1}(E_S) v c_{1,v} = c_{1}(E_S) \cdot c_1(S)
\]

to express the iterated Lie bracket. By induction and using that the number of ways to form pairs out of \(2k\) elements is \(\frac{2k!}{2k}\), a simple combinatorial argument shows that for any partition of the form

\[
n = n_1 + n_2 + \ldots + n_l + n_{l+1} + \ldots + n_{2k+l}
\]

the coefficient of

\[
\prod_{i=1}^{l} \left( \mathcal{H}_{n_i} - \left( \frac{ec_1^2}{2n_i} - c_{1}(E_S) \cdot c_1 \right) L_{n_i} \right) \sum_{j>0} j(-c_1^2) Q_{n_{i+1},j} Q_{n_{i+2},j} \cdot \ldots \cdot j'(-c_1^2) Q_{n_{l+1},j'} Q_{n_{l+2},j'}
\]

in

\[
\sum_{n_1, \ldots, n_k} \frac{1}{k!} \left[ \mathcal{M}_{n_1} \ldots \left[ \mathcal{M}_{n_1} e^{(0,1)} \otimes 1 \right] \ldots \right]
\]

is

\[
\frac{2^k}{(2k+l)!} \binom{2k+l}{l} \frac{2k!}{kl^2} C^{n_1, \ldots, n_l}_{n_{l+1}, \ldots, n_{l+k-1}} C^{n_{l+1}, \ldots, n_{l+k}}_{n_{l+2}, \ldots, n_{l+k+1}}
\]

\[
= \frac{1}{l!k!} C^{n_1, \ldots, n_l}_{n_{l+1}, \ldots, n_{l+k-1}} C^{n_{l+1}, \ldots, n_{l+k-1}}_{n_{l+2}, \ldots, n_{l+k}}
\]

where \(C^{n_1, \ldots, n_l}_{n_{l+1}, \ldots, n_{l+k-1}}_{n_{l+2}, \ldots, n_{l+k}}\) are some additional combinatorial coefficients that we avoid specifying explicitly except that the right-hand side is precisely the corresponding coefficient of the same term in (4.17).

Finally, the computation for \(Y = X\) is the simplest and is closer to the one in [10, Prop. 5.1].
We again rephrase the necessary Euler pairings in cohomological terms
\[\bar{\chi}(n,0,\sigma) = \begin{cases} ne & \text{if } \sigma = (\|O_X\|,0) \\
-ne & \text{if } \sigma = (0,1) \\
0 & \text{otherwise} \end{cases}\]
\[\bar{\chi}(v,0,(m,1)) = \begin{cases} c_1(E_X) \cdot v & \text{if } v \in B_6 \\
-em & \text{if } v = p \end{cases}\] (4.7)

This time, we need to be more careful with signs by recalling from 4.1 that
\[\epsilon_N[E_X]+kp,M[E_X]+lp = (-1)^{Mek}.\]

So acting with the field \(Y(M_n,z)\) on \(K = K(u,w,k)\) for \(w \in B_{6,8}\), we recover
\[Y\left(e^{(np,0)} \otimes \sum_{v \in B_2} \frac{n}{l^2} c_{3,v} u_{v,1} z\right) e^{(mp,1)} \otimes K = \sum_{v \in B_2} \sum_{l|n} c_{3,v} z^{-ne} e^{(1,(n+m)p)} \otimes \left\{ \sum_{k>0} u_{v,k} z^{-k-1}\exp\left[\sum_{k>0} \frac{nyk}{k} z^k\right] \right\} K.\]

Taking residues, the result follows by an easy computation. \(\Box\)

**Remark 4.5.** Going through the above computation without the assumption \(b_1(S) = 0\) one can check that under the projection \(\Pi_{even} : H_*(\mathcal{P}_S) \to H_{even}(\mathcal{P}_S)\) we still obtain the same results. This is sufficient for us because we never integrate odd cohomology classes, except when integrating polynomials in \(ch_k(T_{vir})\), but as the only terms \(\mu_{v,k}\) contained in \(ch_k(T_{vir})\) (see (4.9)) for \(v \in B_{odd}\) are given for \(v \in B_3\), each such integral will contain a factor of \(\chi^-(v,w) = 0\) for \(v,w \in B_3\).

The condition \(b_1(C) = 0\) is not important to us, as we only use geometric arguments to compute integrals over \([\text{Quot}_C(E_C,n)]\) when \(C \subset S\) is a smooth canonical curve.

Finally, we can drop the condition \(b_1(X) = 0\), because this would only introduce terms in \(u_{v,k}\), where \(v \in B_7\) and then again \(\chi(v,w) = 0\) when \(w \in B_7\) also thus the only possible non-zero term coming from (4.10) vanishes.

**Remark 4.6.** It is not reasonable to apply the above to curves. Firstly, the computation itself becomes overly complicated and secondly one can use a different approach because we are only interested in Segre and twisted Verlinde numbers. These can be addressed by only working with \([\text{Quot}_{\mathbb{P}^1}(\bigoplus_i O(d_i),n)]\), where one can apply the classical localization of Atiyah–Bott and apply dimensional reduction from a blow-up of a K3 surface in a point. We do this in §5.4.
4.3 Tautological integrals

While in the previous section, we studied the data of the virtual fundamental class corresponding to all descendant integrals, we now focus on more revealing expressions which satisfy compelling symmetries. For this, we first address integrals of multiplicative genera of tautological classes. The computation for \( Y = S \) is the biggest challenge, so we focus on it first.

The corresponding topological analogues of

\[
\alpha[n], [T^{\text{vir}}]^\vee \in K^0(\text{Quot}_S(E_S, n))
\]

are

\[
\Xi(\alpha) = \pi_2 \ast (\pi^\ast_S(\alpha) \otimes \mathcal{E}) \boxtimes \Omega^\vee, -\Delta^\ast \theta^{E_S, \text{ob}} \in K^0(P_S),
\]

where \( \theta^{E_S, \text{ob}} \) was described in Definition 3.10. They satisfy

\[
(i_{E_S,n})^\ast \left( \Omega^{E_S}_S \right)^\ast \Xi(\alpha) = \alpha[n], -\Delta^\ast \omega_{E_S, \text{ob}} = \mathbb{T} [T^{\text{vir}}]^\vee. \tag{4.8}
\]

In [10, Lem. 5.7], we expressed the Chern characters of \( \alpha[n] \) by using Atiyah–Hirzebruch–Riemann–Roch [19] of Dold:

\[
\text{ch}_k(\Xi(\alpha)) = \sum_{v \in B_{\text{even}}; \ i + j = k} (-1)^j \chi(\alpha^\vee, v) \beta_i \cdot \mu_{v, j}
\]

We use it to compute also Chern characters of \( \theta^{E_S, \text{ob}} \), where we use \( b_1(S) = 0 \) to avoid odd degrees based on Remark 4.5

\[
\text{ch}_k(\theta^{E_S, \text{ob}}) = 1 \boxtimes \left( \int_S \text{ch}(\mathcal{E})^\vee \cdot \text{ch}(\mathcal{E}) \cdot \text{td}(S) \right)^\vee - \left( \int_S \text{ch}(E_S)^\vee \cdot \text{ch}(\Omega^\vee) \boxtimes \text{ch}(\mathcal{E}) \cdot \text{td}(S) \right)^\vee
\]

\[
= \sum_{v, w \in B; \ i + j = k} \int_S v^\vee \cdot w \cdot \text{td}(S)(-1)^j \mu_{v, i} \mu_{w, j} - \sum_{v \in B; \ i + j = k} \int_S \text{ch}(E_S)^\vee \cdot v \cdot \text{td}(S)(-1)^j \beta_i \mu_{v, j}
\]

\[
= \sum_{v, w \in B; \ i + j = k} (-1)^j \chi(v, w) \mu_{v, i} \boxtimes \mu_{w, j} - \sum_{v \in B; \ i + j = k} (d-1)^j \beta_i \boxtimes \chi(E_S, v) \mu_{v, j}. \tag{4.9}
\]

When \( Y = X \), we instead get

\[
\mathbb{T}[T^{\text{vir}}]^\vee = -(\omega^{E_X} \circ i_{E_X,n})^\ast (\theta^{E_X, \text{ob}}) - \chi(\mathcal{O}_X),
\]

We also have (after neglecting \( B_{\text{odd}} \) contributions which we are allowed to do by Remark 4.5)

\[
\text{ch}_k(\theta^{E_X, \text{ob}}) = \sum_{i + j = k; \ \sigma, \tau \in \mathbb{Z}} (-1)^j \chi^{E_X}(\sigma, \tau) \mu_{\sigma, i} \boxtimes \mu_{\tau, j}. \tag{4.10}
\]
Acting with (4.10) on (4.5) simplifies the expression:
\[
\text{ch}_k(\theta^{E_X,\text{ob}}) \cap \mathcal{D}_{E_Y,X} = \left( c_1(E_X)v + (1 + (-1)^k)\mu_{v,k} - \epsilon \left( 1 + (-1)^k \right) \mu_{p,k} \right) \cap \mathcal{D}_{E_X,n}
\]
by a similar computation as in [10, Lem. 5.71], which boils down to noting that only \(\mu_{v,k}\) with \(v \in B_{6,8}\) can contribute and then expressing the Euler pairings as in (4.7).

Let \(g, f\) be multiplicative genera as in [10, §5.3]. By the definition of \(\mathcal{D}_{E_Y,n}\), we have
\[
\int_{\text{Quot}_{S}(E_S,n)}^\text{vir} f(\alpha)g(T^\text{vir}) = \int_{\mathcal{D}_{E_X,n}} \exp \left[ \sum_{k \geq 0} f_k(c_1(\alpha) \cdot v + v \cdot \frac{c_1}{2} a) \mu_{v,k} z^k + \sum_{k > 0} a \mu_{p,k} f_k z^k \right] + \sum_{k > 0} \left( - \sum_{i+j=k} (-1)^j v \cdot w \mu_{v,i} \mu_{w,j} + \sum_{v \in B_2} \left( e \frac{c_1 \cdot v}{2} - c_1(E_X) \cdot v \right) \mu_{v,k} g_k z^k \right)
\]

\[
\int_{\text{Quot}_{X}(E_X,n)}^\text{vir} f(\alpha)g(T^\text{vir}) = \int_{\mathcal{D}_{E_X,n}} \exp \left[ \sum_{v \in B_2} \left( c_1(\alpha) \cdot v f_k - c_1(E_X) \cdot v (g_k + (-1)^k g_k) \right) \mu_{v,k} \right] + \sum_{k > 0} \left( a f_k - e (g_k + (-1)^k g_k) \right) \mu_{p,k}
\]
where \(\sum_{k \geq 0} f_k \frac{z^k}{k!} = \log(f(z))\), \(\sum_{k \geq 0} g_k \frac{z^k}{k!} = \log(g(z))\). (4.11)

To obtain the above, we also used for \(Y = S\)
\[
\chi(\alpha^\vee, v) = \begin{cases} 
  c_1(\alpha) \cdot v + v \cdot \frac{c_1}{2} a & \text{if } v \in B_2 \\
  a = \text{rk}(\alpha) & \text{if } v = p
\end{cases}
\]
and
\[
\chi(E_S, v) = \begin{cases} 
  -c_1(E_S) \cdot v + v \cdot \frac{c_1}{2} e & \text{if } v \in B_2 \\
  e & \text{if } v = p
\end{cases}
\]
together with \(\mu_{v,0} = 0\) whenever \(v \in B_2\) which follows from [10, Lem. 3.9. (i)].

The next lemma summarizes some identities regarding the action of exponentials of differential operators which will be needed in evaluating (4.11) while using the formula for the cap product (3.19).

**Lemma 4.7.** Let \(c_i, c_{i,j}, a_i \in R[q]\), for \(i, j \in I\), where \(I\) is some indexing set, then the following
identities hold whenever both sides are well-defined:

\[
\exp \left[ \sum_{i \in I} c_i \frac{\partial^2}{\partial x_i^2} \right] \exp \left[ \sum_{i \in I} a_i x_i \right] \bigg|_{x_i=0} = \exp \left[ \sum_{i \in I} c_i a_i^2 \right] \tag{4.12}
\]

\[
\exp \left[ \sum_{i \neq j \in I} c_{i,j} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} \right] \exp \left[ \sum_{i \in I} a_i x_i \right] \bigg|_{x_i=0} = \exp \left[ \sum_{i \neq j \in I} c_{i,j} a_i a_j \right] \tag{4.13}
\]

\[
\exp \left[ \sum_{i,j \in I} c_{i,j} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} + \sum_{i \in I} c_i \frac{\partial}{\partial x_i} \right] \exp \left[ \sum_{i \in I} a_k x_k \right] \bigg|_{x_i=0} = \exp \left[ \sum_{i,j \in I} c_{i,j} a_i a_j + \sum_{i \in I} c_i a_i \right] \tag{4.14}
\]

**Proof.** For the first identity, we can use that

\[
\exp \left[ c \frac{\partial^2}{\partial x_i^2} \right] \exp \left[ ax \right] \bigg|_{x=0} = \left[ \sum_{n \geq 0} \frac{c^n}{n!} \frac{\partial^{2n}}{(\partial x)^{2n}} \right] \left[ \sum_{k \geq 0} \frac{(ax)^k}{k!} \right] \bigg|_{x=0} = \sum_{n \geq 0} \frac{c^n a^{2n}}{n!} = \exp \left[ ca^2 \right].
\]

Using the standard result

\[
\exp[a\partial/\partial x]f(x) = f(x + a),
\]

we obtain:

\[
\exp \left[ \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right] \exp \left[ ax + by \right] = \exp \left[ ax + by \right] \exp \left[ abc \right],
\]

by successive application of (4.15). Finally, (4.14) follows by the same arguments. □

Recall from (3.19) that for any two power-series \( F \) and \( G \), we have

\[
G(\mu_{v,k}) \cap F(u_{w,i}) = G \left( \frac{1}{(k-1)!} \frac{\partial}{\partial u_{v,k}} \right) F(u_{w,i}). \tag{4.16}
\]

Moreover, by evaluating at \( u_{w,i} = 0 \), we obtain the action of integrating cohomology classes \( G(\mu_{v,k}) \).
Applying this together with Lemma 4.7 and (4.11) we have the following result for $Y = S$:

$$Z_{Es}(f, g, \alpha; q)$$

$$= \exp \left[ \sum_{k \geq 1} \frac{g_k}{k!} \left( \sum_{i+j=k} (-1)^i \frac{1}{(i-1)!(j-1)!} \left( \sum_{n>0} \frac{1}{n} \{ f(z)^{an} g(z)^{en} \} \right) \right) \right]$$

$$\left( \sum_{n>0} \frac{1}{n} \{ f(z)^{an} g(z)^{en} \} \right)$$

$$\exp \left[ \sum_{n>0} \frac{1}{n} \left( c_1(\alpha) \cdot c_1 + \frac{c_1^2}{2} a \right) [z^{ne}] \left\{ \frac{d}{dz} \log \left( f(z) - f(0) \right) \right\} \right] q^n$$

$$+ \sum_{n>0} \frac{1}{n} \left[ c_1(E_S) \cdot c_1 \right] [z^{ne}] \left\{ \frac{d}{dz} \log \left( g(z) - g(0) \right) \right\} \right] q^n$$

$$- \left( c_1^2 - c_1(E_S) \cdot c_1 \right) [z^{ne}] \left\{ f(z)^{an} g(z)^{en} \right\} q^n$$

$$- c_1^2 \sum_{n, m>0} \frac{j}{m} [z^{ne-j}] \left\{ f(z)^{an} g(z)^{en} \right\} [z^{me+j}] \left\{ f(z)^{an} g(z)^{en} \right\} q^n,$$  \hspace{1cm} (4.17)

and for $Y = X$:

$$Z_{Ex}(f, g, \alpha; q) = \exp \left[ \sum_{n \geq 1} \frac{1}{n} \frac{c_1(E_S) \cdot c_1}{[z^{ne}] \left\{ \frac{d}{dz} \log \left( f(z) - f(0) \right) \right\} } \right] q^n$$

\begin{align*}
&-c_1(E_S) \cdot c_1 \left( \frac{d}{dz} \left( \log \left( g(z) - g(0) \right) + \log \left( g(-z) - g(0) \right) \right) \right) \\
&\cdot f(z)^{an} g(z)^{en} g(-z)^{en} + f(z)^{an} g(z)^{en} g(-z)^{en} \right\} \right] q^n.
\end{align*}

\(",\) We now apply the following corollary of the Lagrange inversion:

**Corollary 4.8 (6).** Let $Q(t) \in \mathbb{K}[t]$ be a power-series independent of $q$ with a constant term being 1 over a field $\mathbb{K}$ (e.g. the field of Laurent-series over $\mathbb{Q}$). Let $H_i(q)$ be the $e$ different Newton–Puiseux solutions to

$$(H_i(q))^e = qQ(H_i(q)),$$  \hspace{1cm} (4.18)

then for any Laurent series $\phi(t)$, we have

$$\sum_{k=1}^e \phi(H_i(q)) = e\phi_0 + [t^{-1}] \left\{ \phi'(t) \log(Q(t)) \right\} + \sum_{n \neq 0} \frac{1}{n} [t^{ne-1}] \left\{ \phi'(t) Q(t)^n \right\} x^n,$$  \hspace{1cm} (4.19)

$$\log \left( \prod_{i=1}^e H_i(q) \right) / q = \sum_{m>0} \frac{1}{m} [t^{me}] \left\{ Q(t)^{m} \right\} q^m.$$  \hspace{1cm} (4.20)

Then setting $Q(t) = f(t)^a g(t)^e$ we first simplify the first term under the exponential in (4.17)
by using \([z^{ne-i}] \{ \cdots \} = \frac{1}{i} [z^{ne}] \{ \frac{d}{dx} z^i \cdots \} \) and \( \phi = z^i \) to get

\[
\exp \left[ c_1^2 \sum_{k>0} \frac{g_k}{k!} \left( \sum_{i,j=k} (-1)^i \frac{1}{(i-1)! (j-1)!} \left( \sum_{n>0} \frac{1}{n} [z^{en-i}] \{ f(z)^n g(z)^{en} \} \right) \right) \right] \\
\left( \sum_{n>0} \frac{1}{n} [z^{en}] \{ f(z)^n g(z)^{en} \} \right) = \exp \left[ c_1^2 \sum_{k>0} \frac{g_k}{k!} \sum_{s,t=1}^e \sum_{i,j=k} \binom{k}{j} (-1)^j H_s^j(q) H_t^j(q) \right].
\]

Using Corollary 4.8 for the rest of the terms, we see that

\[
Z_{E_S}(f, g, \alpha; q) = \exp \left[ c_1^2 \sum_{k>0} \frac{g_k}{k!} \sum_{s,t=1}^e \sum_{i,j=k} \binom{k}{j} (-1)^j H_s^j(q) H_t^j(q) \right] \\
\prod_{i=1}^e \left( \frac{f(H_i(q))}{f(0)} \right)^{c_1(\alpha) - c_1 + q^2} \prod_{i=1}^e \left( \frac{g(H_i(q))}{g(0)} \right)^{c_1(\alpha) - c_1} \left( \frac{1}{q} \prod_{i=1}^e H_i(q) \right)^{\epsilon^2} \cdot \exp \left[ - \sum_{n,m>0} \frac{j}{nm} \left[ z^{ne-i} \{ f(z)^n g(z)^{en} \} z^{en} \{ f(z)^n g(z)^{en} \} \right] q^{n+m} \right] \tag{4.21}
\]

where \( H_i(q) \) are the solutions to

\[
H_i = q f^a(H_i) g^c(H_i), \quad H_i = \omega_i q f^e(H_i) g(H_i). \tag{4.22}
\]

Using (4.22) and (4.11), we obtain

\[
Z_{E_S}(f, g, \alpha; q) = \prod_{i \neq j} g(H_i - H_j) \prod_{i=1}^e \left( g(H_i) g(-H_i) \right)^{-c_1^2} \prod_{i=1}^e \left( \frac{f(H_i)}{f(0)} \right)^{c_1(\alpha) - c_1} \prod_{i=1}^e \left( \frac{g(H_i)}{g(0)} \right)^{\mu_S(E_S)} \\
\cdot \exp \left[ - \sum_{n,m>0} \frac{j}{nm} \left[ z^{ne-i} \{ f(z)^n g(z)^{en} \} z^{en} \{ f(z)^n g(z)^{en} \} \right] q^{n+m} \right] \tag{4.23}
\]

where \( \mu_S(E_S) = \frac{c_1(E_S) - c_1}{e} \). This notation is chosen so that for \( S \) a del Pezzo surface this coincides with the slope of \( E_S \) with respect to the ample divisor class \( c_1 \). We only need to deal with the last term

\[
G_e(Q) = \exp \left[ - \sum_{n,m>0} j \frac{1}{m} \left[ z^{ne-i} \{ Q^m(z) \} \right] \cdot \frac{1}{n} \left[ z^{ne-j} \{ Q^n(z) \} \right] q^{n+m} \right], \tag{4.24}
\]

for which we proved Theorem 1.3 in [6].

**Remark 4.9.** Knuth [42] studies composition polynomials \( \{ F_n(a) \}_{n \in \mathbb{Z}_{\geq 0}} \) which can be always
obtained as $F_n(a) = [z^n]\left\{f^{an}(z)\right\}$ for some generating series $f(z)$. These satisfy useful identities like

$$\sum_{j \in \mathbb{Z}} F_{n+j}(a) F_{m-j}(a) = F_{n+m}(a),$$

where we assume that $F_{-k}(a) = 0$ for $k > 0$. Note that the sum in (4.24) only goes over $j > 0$. This complicated the proof of the above identity substantially.

Applying (1.11) to (4.23), we obtain the following result:

$$Z(f, g, \alpha; q) = \prod_{i=1}^{e} \left(\frac{f(H_i)}{f(0)}\right)^{c_1(\alpha) - c_1} \prod_{i=1}^{e} \left(\frac{f(H_i)}{f(0)}\right)^{a_{\mu \delta}(E_{\delta})} \prod_{i=1}^{e} \left(\frac{g(H_i)}{g(-H_i)}\right)^{a_{e,2}} \prod_{i \neq j} \left(\frac{g(H_i - H_j)}{g(-H_i - H_j)}\right)^{c_1} \prod_{i=1}^{e} \left(\frac{g(H_i)}{g(-H_i)}\right)^{c_2} \prod_{i=1}^{e} \left(\frac{f(H_i)}{f(0)} + e^g(H_i) - e^{H_i}\right)^{c_3}.$$  \hspace{1cm} (4.25)

In the case $Y = X$ the computation is much simpler. In [10, (5.9)], we defined a universal transformation as it was useful in expressing generating series. We now generalize it. Define $U_e : \left(R\llbracket t\rrbracket\right)_1 \rightarrow \left(R\llbracket t\rrbracket\right)_1$ by

$$f(t) \mapsto \prod_{n>0} \prod_{k=1}^{n} f((-1)^n e^{2\pi i k} t)^n.$$ \hspace{1cm} (4.26)

Then by a familiar computation (see proof of [10, Prop. 4.13]) together with Corollary 4.8 we obtain

$$Z_{E_X}(f, g, \alpha; q) = U_e \left( \prod_{i=1}^{e} f(H_i(q))^{c_1(\alpha) - c_3} \prod_{i=1}^{e} \left(g(H_i(q))g(-H_i(q))\right)^{-c_1(E_X) - c_3} \left(\prod_{i=1}^{e} H_i(q)\right)^{c_1(E_X) - c_3} \right)$$

$$= U_e \left( \prod_{i=1}^{e} f(H_i(q))^{c_1(\alpha) - c_3} \prod_{i=1}^{e} f(H_i(q))^{a_{\mu X}(E_X)} \right),$$ \hspace{1cm} (4.27)

where $\mu_X(E_X) = \frac{c_1(E_X) - c_3(X)}{e}$ and $H_1$ solve

$$H_1(q) = qf^a(H_1)g(H_1)g(-H_1), \quad H_1 = \omega q^{\frac{1}{2}} f^2(H_1)g(H_1)g(-H_1).$$

We used this change of variables in the final step and neglected writing $f(0)$ and $g(0)$ in the computation. They should always be included whenever the corresponding $f(H_i)$ or $g(H_i)$ term appears.

---

*The subscript 1 represent that we are looking at power-series with constant term 1.*
5 Symmetries

We now focus on special cases of the tautological invariants for fixed choices of multiplicative genera $g$ and $f$. The examples which we study are the Segre and Verlinde numbers, K-theoretic and cohomological descendant series and the $\chi_y$-genus in the case $Y = S$ and additionally the Nekrasov genus when $Y = X$.

5.1 Dependence on $c_1(E), c_2(E)$

In this section, we focus on comparing our computation to the previous results when $E_S = O_S$.

Let us, therefore, recall the result of Arbesfeld–Johnson–Lim–Oprea–Pandharipande [2] by setting $\beta = 0$ in [2, eq. (13)]. This gives us

$$\int_{\text{Quot}_S(C_e,n)} f(\alpha[n]) g(T_{\text{vir}}) = \prod_{i=1}^e \left( \frac{f(H_i)}{f(0)} \right)^{c_1(\alpha) c_1} \prod_{i=1}^e \left( \frac{f(H_i)}{f(0)} \right)^{ae_i^2} \prod_{i=1}^e \left( \frac{g(H_i - H_j)}{g(H_i - H_j)} \right)^{ae_i^2} \prod_{i=1}^e \left( a f'(H_i) + c g'(H_i) - e H_i \right),$$

(5.1)

where

$$H_i^e = q f^n(H_i) g(H_i), \quad H_i = \omega_i q^\frac{1}{2} f^\frac{1}{q} (H_i) g(H_i).$$

We note that our $H_i$ differs from the source by a sign. By comparing (5.1) and (4.25), we obtain the following multiple results:

**Theorem 5.1.** We have the following identity:

$$\frac{Z_{E_S}(f,g,\alpha;q)}{Z_{O_S}(f,g,\alpha;q)} = \prod_{i=1}^e \left( \frac{f(H_i)}{f(0)} \right)^{a \mu_S(E_S)}.$$

**Proof.** This follows immediately from (4.25) and (5.1).

**Theorem 5.2.** For any $P \in R[[x_1, x_2, \ldots]]$, where $R$ is a ring, we have the following equality:

$$\int_{[\text{Quot}_S(E_S, n)]_{\text{vir}}} P(\text{ch}_1(T_{\text{vir}}), \text{ch}_2(T_{\text{vir}}), \ldots) = \int_{[\text{Quot}_S(O_S, n)]_{\text{vir}}} P(\text{ch}_1(T_{\text{vir}}), \text{ch}_2(T_{\text{vir}}), \ldots)$$

for all $E_S$ and $n$. By work of Shen [62], this is equivalent to the identification

$$[\text{Quot}_S(E_S, n)]_{\text{vir}} = [\text{Quot}_S(O_S, n)]_{\text{vir}}.$$

**Proof.** Setting $f = 1$ and $g(T_{\text{vir}}) = \prod_{j=1}^M c_{u_j}(T_{\text{vir}})$,
in Theorem 5.1 we obtain
\[
\sum_{l_1, \ldots, l_M} \sum_{j=1}^M c_{l_j}(T^{vir}) \cdots c_{l_M}(T^{vir}) u_1^{l_1} \cdots u_M^{l_M} = \sum_{l_1, \ldots, l_M} \sum_{j=1}^M c_{l_j}(T^{vir}) \cdots c_{l_M}(T^{vir}) u_1^{l_1} \cdots u_M^{l_M}.
\]

In particular, as these polynomials in \(u_i\) coincide for any value of \(u_i\), we obtain
\[
\int_{[\text{Quot}_S(E_S,n)]^{vir}} c_{l_1}(T^{vir}) \cdots c_{l_M}(T^{vir}) = \int_{[\text{Quot}_S(O_{S,n})]^{vir}} c_{l_1}(T^{vir}) \cdots c_{l_M}(T^{vir}). \tag{5.2}
\]

As each \(\int_{[\text{Quot}_S(E_S,n)]^{vir}} P(\text{ch}_1(T^{vir}), \ldots, \text{ch}_2(T^{vir}))\) is expressed as a linear combination of (5.2), we recover the statement.

5.2 Segre–Verlinde duality and rationality for \(Y = S\)

We address here the question of rationality of generating series. This has been studied in the case when \(E = O^e\) in [2, 56, 36] and [48]. The result of this section that was hardest to obtain was the computation of the poles of the K-theoretic descendants with the additional inclusion of the \(\chi_y\)-genus. The rationality of K-theoretic descendants has been addressed by [2] without the \(\chi_y\)-genus and in the simplest case \(E_Y = O_Y\). The higher rank case poses new difficulties of having to work with Newton–Puiseux generating series.

Thus let \(E\) be any torsion-free sheaf and \([\text{Quot}_S(E_S,n)]^{vir}\) the virtual fundamental classes from above. Recall from the introduction that we set \(\Lambda_{-y}\) to be the multiplicative genus given by the invertible power series \(g(t) = 1 - ye^t\). We will want to prove that the following power-series give rational functions for any \(E\):

- descendant invariants
  \[
  Z_{E_S}^{\text{des}}(\alpha_1, \ldots, \alpha_l|k_1, \ldots, k_l)(q) = \sum_{n \geq 0} q^n \int_{[\text{Quot}_S(E_S,n)]^{vir}} \text{ch}_k(\alpha^{[n]}) \cdots \text{ch}_k(\alpha^{[n]}) c(T^{vir}) \tag{5.3}
  \]

- K-theoretic invariants
  \[
  Z_{E_S}^{\chi_y}(\alpha_1, \ldots, \alpha_l|k_1, \ldots, k_l) = \sum_{n \geq 0} q^n \chi^{\text{vir}} \left( [\text{Quot}_S(E_S,n), \wedge^k \alpha^{[n]} \otimes \cdots \otimes \wedge^k \alpha^{[n]} \otimes \Lambda_{-y}^{\text{vir}}] \right) \tag{5.4}
  \]

and study their poles.
This generalizes the work of [36, 2, 48] and [47], where it was shown for \( E_S = \mathbb{C}^e \) and the poles were computed for (5.4) when \( e = 1 \) and \( y = 0 \).

We observe that their result on the order of the pole at \( q = 1 \) is unchanged by relaxing the condition on \( E_S \) and \( y \). However, we obtain a new contribution coming from the pole at \( q(1 + y) = 1 \) telling us that there exists a polynomial \( P(q, y; k_1, \ldots, k_n) \), such that

\[
P(q, y; k_1, \ldots, k_n) \left(1 - q\right)^2 \sum_i k_i (1 - (1 - y)e)^{e + \sum_i k_i} = Z_{E_S}^{\chi - y}(\alpha_1, \ldots, \alpha_l | k_1, \ldots, k_l)(q) .
\]

Secondly, for any \( E_S \) let us define the Segre and Verlinde series as follows:

\[
S_{E_S, \alpha}(q) = \sum_{n \geq 0} q^n \int_{[\text{Quot}_{E_S}(E_S, n)]^{\text{vir}}} s_{\text{en}}(\alpha[n]) ,
\]

\[
V_{E_S, \alpha}(q) = \sum_{n \geq 0} q^n \chi^{\text{vir}}(\text{Quot}_{E_S}(E_S, n), \det(\alpha[n])) .
\]

Then we show that the following Segre–Verlinde duality generalizing [2, Thm. 13 (i)] holds:

\[
S_{E_S, \alpha}((-1)^e q) = V_{E_S, \alpha}(q) .
\]

Finally, the most interesting and enlightening result of this section is stated in Theorem 5.4. We give a more natural formulation of the fourfold correspondence in [2, §1.9]. The extension to CY-fourfolds is going to be given in §5.3. We further include curves to complete the lower floor of the diagram in §5.4.

**Theorem 5.3.** The following statements hold:

- \( Z_{E_S}^{\chi - y}(\alpha_1, \ldots, \alpha_l | k_1, \ldots, k_l)(q) \) is a rational function and has poles of order less than or equal to \( \sum_{i=1}^l 2k_i \) at \( q = 1 \) and less than or equal to \( e + \sum_{i=1}^l k_i \) at \( q(1 + y)^e = 1 \).

- \( Z_{E_S}^{\text{res}}(\alpha_1, \ldots, \alpha_l | k_1, \ldots, k_l)(q) \) is rational.

**Proof.** We begin with

\[
Z_{E_S}^{\chi - y}(\alpha_1, \ldots, \alpha_l | k_1, \ldots, k_l)(q) = \frac{1}{k_1! \cdots k_l!} \frac{d^{k_1}}{(dx_1)^{k_1}} \cdots \frac{d^{k_l}}{(dx_l)^{k_l}} Z_{\Lambda}^{\chi - y}(\alpha_1, \ldots, \alpha_l | x_1, \ldots, x_l)|_{x_i = 0} ,
\]

where

\[
Z_{\Lambda}^{\chi - y}(\alpha| x)(q) = Z(f, g, \alpha; q)
\]

for

\[
f(z) = 1 + xe^z , \quad g(z) = \frac{z(1 - ye^{-z})}{(1 - e^{-z})} .
\]

For simplicity, we reduced to the case where \( l = 1, x_1 = x, \alpha_1 = \alpha \). For \( l > 1 \) the arguments are...
identical. Using (4.25), we may conclude that

\[ Z_{E_X}(f, g, \alpha; q) = A(q) c^2 B(q) c^1(\alpha) c^1 + a \mu_S(E_S), \]

where

\[ A(q) = \prod_{i=1}^{e} \left( 1 + xe^{H_i} \right) a \prod_{i=1}^{e} \left( 1 - xe^{H_i} \right) \prod_{i \neq j} \left( 1 - ye^{H_i + H_j} \right) \prod_{i=1}^{e} \left( a x e^{H_i} + ye^{H_i} - e^{-H_i} \right), \]

\[ B_s(q) = \prod_{i=1}^{e} \left( 1 + xe^{H_i} \right), \]

and

\[ \left( 1 - e^{-H_i} \right) \left( 1 - ye^{-H_i} \right) = q. \]

Using the change of variables

\[ t_i = \frac{1 - e^{-H_i}}{1 - ye^{-H_i}}, \quad e^{-H_i} = \frac{t_i - 1}{t_i y - 1}, \]

this can be expressed as

\[ A(q) = \prod_{i=1}^{e} \left( 1 + x^{t_i y - 1} \right) a \prod_{i=1}^{e} \left( 1 - x^{t_i y - 1} \right) \prod_{i \neq j} \left( t_i - t_j \right) \]

\[ \cdot \prod_{i=1}^{e} \left( a x(t_i y - 1) + (t_i - 1)(t_i y - 1) \right) \]

\[ B_s(q) = \prod_{i=1}^{e} \left( 1 + x^{t_i y - 1} \right), \]

and

\[ t_i \left( t_i - 1 + x(t_i y - 1) \right) = q. \]

We now prove the rationality and the bound on the order of poles at \( q = 1 \) and \( q(1 + y)^e = 1 \) by structural analysis of each ingredient. Set \( R(x, t_i, y) \) to be one of the factors in (5.7), then we may express

\[ \left( \frac{d}{dx} \right)^k R(x, t_i, y) = \sum_{m_1, r_{1,1}, \ldots, r_{1,m_1}, \cdots, m_e, r_{e,1}, \ldots, r_{e,m_e}} C_p \left( m_1, r_{1,1}, \cdots, r_{1,m_1}, \cdots, m_e, r_{e,1}, \cdots, r_{e,m_e} \right) \cdot \prod_{i=1}^{e} \left( \frac{\partial}{\partial x} \right)^{m_i} R(x, t_i, y) \prod_{j=1}^{m_i} \left( \frac{\partial}{\partial x} \right)^{r_{i,j}} t_i. \]
Note that in the above, we may replace
\[ C(m_i, r_{i,j}) = \left( \frac{\partial}{\partial x} \right)^p \prod_{i=1}^e \left( \frac{\partial}{\partial t_i} \right)^{m_i} R(x, t_i, y) \prod_{j=1}^{m_i} \left( \frac{\partial}{\partial x} \right)^{r_{i,j}} t_i \] 
(5.9)
by
\[ \frac{1}{e!} \sum_{\sigma \in S_e} \left( \frac{\partial}{\partial x} \right)^p \prod_{i=1}^e \left( \frac{\partial}{\partial t_i} \right)^{m_{\sigma(i)}} R(x, t_i, y) \prod_{j=1}^{m_{\sigma(i)}} \left( \frac{\partial}{\partial x} \right)^{r_{\sigma(i),j}} t_i. \] 
(5.10)
Here \( C(m_i, r_{i,j}) \) is a function in variables \( q^i_e = \omega^i e \),

where we continue using the notation \( e^{2\pi ik} = \omega^k \). Because, the expression (5.10) is symmetric in \( t_i \)'s and therefore in \( q^i_e \)'s, it is sufficient for the pole at \( q^i_e = 1 \) to show that evaluating (5.9) at \( x = 0 \) can be written as a sum of rational functions with poles of order \( \leq c_i \) at \( q^i_e = 1 \) such that \( \sum_{i=1}^e c_i \leq 2k \).

We first address \( \frac{\partial}{\partial x} r_{i,j} \big|_{x=0} \), which we claim has a pole of order \( \leq 2r_{i,j} - 1 \) at \( q^i_e = 1 \). In the following, we use \( F(t_i, x) \) to denote the left-hand side of (5.8).

We begin our inductive argument by using
\[ \frac{dt_i}{dx} = -\frac{\partial F(t_i, x)}{\partial x} \left( \frac{\partial F(t_i, x)}{\partial t_i} \right)^{-1} \]
An easy computation shows that
\[ \frac{\partial t_i}{\partial x} \big|_{x=0} = -\frac{a}{e} \frac{y q^i_e - 1}{q^i_e - 1} q^i_e \]
where we used that \( t_i \big|_{x=0} = q^i_e \). We may express the higher-order derivatives using
\[ \left( \frac{d}{dx} \right)^k F(t_i, x) = \frac{\partial F(t_i, x)}{\partial t_i} \left( \frac{d}{dx} \right)^k t_i + \text{ terms of the form } \left( \frac{\partial}{\partial x} \right)^n \frac{\partial^{m_i}}{\partial t_i^{m_i}} F(t_i, x) \prod_{j=1}^{m_i} \left( \frac{\partial}{\partial x} \right)^{d_{i,j}} t_i, \]
where \( n + \sum_j d_{i,j} = k \). We use that
\[ \left( \frac{\partial}{\partial x} \right)^n \frac{\partial^{m_i}}{\partial t_i^{m_i}} F(t_i, x) \big|_{x=0} \text{ has poles of order } \leq n + m_i \text{ at } q^i_e = 1, \]
and \( \frac{\partial F(t_i, x)}{\partial t_i} \big|_{x=0} = e t_i^{e-1} \). Both of these are checked by a direct computation to conclude by the
induction assumption that \( \left( \frac{d}{dt} \right)^k t_i |_{x=0} \) has poles of order
\[
\leq \sum_{j=1}^{m_i} (2d_{i,j} - 1) + m_i + n = 2k - n \leq 2k - 1 \quad \text{at } q_e^i = 1.
\]

Note that for this argument to work, we need to treat the case \( n = 0 \) separately by noting that \( \left( \frac{d}{dt} \right)^k F(t_i, x) \bigg|_{x=0} \) has no poles at \( q_e^i = 1 \) nor at \( q_e^i (1 + y) = 1 \). We will ignore the contributions to the pole at \( q = 0 \), as we are working with power-series.

Finally, we observe that except for the second factor of \( A(q) \) in (5.7), the term
\[
\left( \frac{\partial}{\partial x} \right)^p \prod_{i=1}^c \left( \frac{\partial}{\partial t_i} \right)^{m_i} R(x, t_i, y) \bigg|_{x=0}.
\]
has poles at \( q_e^i = 1 \) of orders which add up to \( p + \sum_{i=1}^c m_i \) and no poles at \( q(1 + y) = 1 \). The combined order of poles in (5.9) is given by
\[
p + \sum_{i=1}^c \left( m_i + \sum_{j=1}^{e} (2r_{i,j} - 1) \right) \leq 2k.
\]
We left the term
\[
R(x, t_i, y) = \left( \frac{t_i}{t_i (1 + y) - 1} \right)^e
\]
to be addressed last. In this case,
\[
\prod_{i=1}^c \left( \frac{\partial}{\partial t_i} \right)^{m_i} R(x, t_i, y) \bigg|_{x=0}
\]
has pole of order \( e + m_i \) at \( q_e^i (1 + y) = 1 \). Due to
\[
\prod_{i=1}^c \frac{1}{1 - (1 + y) q_e^i} = \frac{1}{1 - (1 + y)^e q},
\]
we have thus shown that the order of the pole at \( (1 + y)^e q = 1 \) is bounded by \( e + \sum_i m_i \leq e + k \).

Moving onto the descendant series, we may replace Chern characters with Chern classes as in the proof of Johnson–Oprea–Pandharipande [36, Thm. 2] to work with
\[
Z_{\text{des}}^{S,E}(\alpha_1, \ldots, \alpha_i | k_1, \ldots, k_l) = \frac{1}{k_1!} \cdots \frac{1}{k_l!} \frac{\partial^{k_1}}{(\partial t_1)^{k_1}} \cdots \frac{\partial^{k_l}}{(\partial t_l)^{k_l}} W(q) |_{t_i=0},
\]
where
\[
W(q) = \sum_{n \geq 0} q^n \int_{\text{Quot}(\mathcal{E}_x, n)_{\text{vir}}} c_t(\alpha_1^{[n]}) \cdots c_t(\alpha_i^{[n]}) \cdot c(T_{\text{vir}}).
\]
The proof then follows from the proof of [36, Thm. 2] or [47, Lem. 24] or by the same arguments.
above. We leave it to the reader to determine the poles.

Perhaps the most interesting and enlightening result of this section follows now. It is meant to give a better explanation of the surprising symmetry observed in [2] §1.9, which required additional restrictions because the invariants were only available when $E_S = O_S^E$. We include also the natural generalization of the Segre–Verlinde duality which was already observed for trivial vector bundles in [2].

**Theorem 5.4.** Let $E,F \to S$ be two torsion-free sheaves with ranks $e = \text{rk}(E), f = \text{rk}(F)$ and $\alpha \in K^0(S)$ then the following holds:

$$S_{E,\alpha}((-1)^e q) = V_{E,\alpha}(q),$$

$$S_{E,F}((-1)^e q) = S_{F,E}((-1)^f q),$$

$$V_{E,F}(q) = V_{F,E}(q).$$

**Proof.** The first equality follows immediately from the computations in [2] §5.2, §5.3 and (4.25). For the other two equalities, we express the series explicitly and we need to do some extra work:

$$S_{E,F}((-1)^f q) = A_{(e,f)}^2((-1)^e q) B_{(e,f)}^{\mu_S(F)}((-1)^e q) B_{(e,f)}^{\mu_S(E_S)}((-1)^e q),$$

$$S_{F,E}((-1)^f q) = A_{(f,e)}^2((-1)^f q) B_{(f,e)}^{\mu_S(F)}((-1)^f q) B_{(f,e)}^{\mu_S(E_S)}((-1)^f q) \text{chan},$$

where

$$A_{(e,f)}(q) = \prod_{i=1}^e \left( \frac{1}{1 + H_i} \right)^f \prod_{i=1}^e (-H_i)^e \prod_{i \neq j}^e \frac{1}{H_i - H_j} \prod_{i=1}^e \left( -f \frac{1}{1 + H_i} - \frac{e}{H_i} \right),$$

$$B_{(e,f)}(q) = \prod_{i=1}^e \frac{1}{1 + H_i}.$$

for the variable transformation $H_i^e \prod_{i=1}^e (1 + H_i)^f = q$.

Following [2], we use the notation

$$M_{(e,f)}(q) = A_{(e,f)}((-1)^e q), \quad N_{(e,f)}(q) = B_{(f,e)}^e((-1)^f q).$$

It was shown in the proof of [2] Thm. 14 that

$$M_{(f,e)}(q) = M_{(e,f)}(q), \quad N_{(f,e)}(q) = N_{(e,f)}(q).$$
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The claim then follows from
\[ S_{F,E}((-1)^f q) = M_{(f,e)}^c(q) N_{(j,e)}^{\mu_S(E_S)}(q) N_{(j,e)}^{\mu_S(F)}(q) ; \]
\[ S_{E,F}((-1)^c q) = M_{(e,f)}^c(q) N_{(e,f)}^{\mu_S(F)}(q) N_{(e,f)}^{\mu_S(E_S)}(q) . \]

5.3 Nekrasov genus and Segre–Verlinde duality for \( Y = X \)

After we have addressed the invariants of surfaces, we now move on to a parallel study for Calabi–Yau fourfolds. Unlike the surface case, there is an additional invariant which has a conjectural formula by Nekrasov and Nekrasov–Piazzalunga [53, 54] in the local case over \( \mathbb{C}^4 \). This is called the Nekrasov genus and we obtain an explicit expression for it in terms of the Mac–Mahon function. It is important to remind the reader here that these results are relying on Claim 3.12, which will be proved in [6].

We focus only on the case with a single K-theory class \( \alpha \in K^0(X) \) of rank \( a \). Set the notation:
\[ N(\alpha,y; q) = \sum_{n \geq 0} q^n \chi_{\text{vir}}^\bullet (\Lambda_{y-1}(\alpha[n]) \otimes \det^{-\frac{1}{2}}(\alpha[n]y-1)) , \]
\[ S_{E,\alpha}(q) = \sum_{n \geq 0} q^n \int_{[Q_X]^\text{vir}} s(\alpha[n]) . \]
then we recall first the following relation, which is a special case of the arguments used in the proof of [10, Prop. 5.5]:
where \( M(q) = \prod_{n>0} (1 - q^n)^{-n} \).

**Proof.** Recall from [10, §5.2] that for this choice of genera, we obtain

\[
 f(x) = \left( y \frac{1}{2} e^{-\frac{x}{2}} - y^{-\frac{1}{2}} e^{\frac{x}{2}} \right),
\]

\[
 g(x)g(-x) = \frac{x}{e^x - e^{-x}}.
\]

Using (4.27), we compute that

\[
 N(e, y; q) = U \left[ \prod_{i=1}^{e} \left( \frac{y \frac{1}{2} e^{\frac{H_i(q)}{2}} - y^{-\frac{1}{2}} e^{\frac{H_i(q)}{2}}}{y^\frac{1}{2} - y^{-\frac{1}{2}}} \right) c_1(\alpha) c_3(X) + \mu_X(E_X) \right],
\]

where

\[
 H_i(q) = q \left( y \frac{1}{2} e^{\frac{H_i(q)}{2}} - y^{-\frac{1}{2}} e^{\frac{H_i(q)}{2}} \right)^{\alpha} \frac{H_i(q)}{e^{\frac{H_i(q)}{2}} - e^{-\frac{H_i(q)}{2}}}.
\]

Using \( u_i(q) = e^{H_i(q)} \) and

\[
 \frac{y^\frac{1}{2} u_i^{-\frac{1}{2}} - y^{-\frac{1}{2}} u_i^\frac{1}{2}}{y^\frac{1}{2} - y^{-\frac{1}{2}}} = \sqrt{\frac{(1 - u_i y^{-1})^2}{(1 - y^{-1})^2 u_i}}
\]

we conclude (5.12).

Setting \( a = e \) and using the notation \( e^{\frac{2\pi i k}{e}} = \omega_k \), one can compute that

\[
 u_k = \frac{1 + y^\frac{1}{2} q^\frac{1}{2} \omega_k}{1 + q^\frac{1}{2} y^{-\frac{1}{2}} \omega_k}.
\]

Plugging this into the formula leads to

\[
 N(e, y; q) = U \left( \prod_{i=1}^{e} \left( 1 - y^\frac{1}{2} q^\frac{1}{2} \omega_i \right) \left( 1 - y^{-\frac{1}{2}} q^\frac{1}{2} \omega_i \right) \right)^{-\frac{1}{2}} \left( c_1(\alpha) c_3 + \mu_X(E_X) \right)
\]

\[
 = \prod_{n>0} \prod_{k=1}^{n} \left( 1 - y^\frac{1}{2} q \right) \left( 1 - y^{-\frac{1}{2}} q \right)^{-\frac{a}{2}} \left( c_1(\alpha) c_3 + \mu_X(E_X) \right)
\]

\[
 = M(y^\frac{1}{2} q) M(y^{-\frac{1}{2}} q)^{\frac{a}{2}} \left( c_1(\alpha) c_3 + \mu_X(E_X) \right).
\]

Using (5.11), we derive the following corollary generalizing our previous result [7, Thm. 3.10] related to the virtual pull-back of Park [57, Cor. 0.3].

**Corollary 5.6.** Let \( \alpha \in K^0(X) \) be of rank \( e \). The generating series

\[
 I_{E_X, \alpha}(q) := \sum_{n \geq 0} q^n \int_{[Q_X]^\text{vir}} c_n(\alpha^{[\text{vir}]})
\]

\[
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\]
is given by
\[ I_{E_X,\alpha}(q) = M((-1)^e q^{c_1(\alpha) c_3(X) + \mu_X(E_X)}). \]

Using that
\[ I_{E_X,\alpha}(q) = S_{E_X,-\alpha}(q) \]
this recovers Example 1.8.

We now study the analogue of the Segre-Verlinde duality observed for surfaces. Let us untwist the virtual Euler characteristic the same way we did in [10]. This time, we define
\[ \chi_{\text{vir}}(A) = \hat{\chi}_{\text{vir}}(A \otimes E_1^2), \]
where
\[ E = \det\left((E^*_X)^{[n]}\right). \]
Note that this definition reduces to the one in [10, Def. 5.10] when \( E_X = \mathcal{O}_X \).

We obtain the following generalization of [10, Thm. 5.15].

**Corollary 5.7.** Let \((S, E_S, \alpha_S)\) and \((X, E_X, \alpha_X)\) be such that

(i) \( E_S \) is a torsion-free sheaf and \( E_X \) is locally free and \( R_S \) both of rank \( e \),

(ii) we have the equalities
\[ \mu_X(E_X) = \mu_S(E_S), \quad c_3(X) \cdot c_1(\alpha_X) = c_1(S) \cdot c_1(\alpha_S), \]

(iii) \( S \) satisfies \( c_1(S)^2 = 0 \),

then the generating series of invariants for \( Y = S, X \) are related by the universal transformation
\[ Z_{E_X}(f, g; \alpha_X, q) = U_e(Z_{E_S}(f, h; \alpha_S, q)), \]
where \( h(x) = g(x)g(-x) \). Moreover, if
\[ K_{E_Y}(f, \alpha; q) = \sum_{n \geq 0} q^n \chi_{\text{vir}}(f(\alpha^{[n]})), \]
for \( Y = X, S \), then
\[ K_{E_X}(f, \alpha_X; q) = U_e\left(K_{E_S}(f, \alpha_S; q)\right). \]

**Proof.** The proof follows immediately from comparing the two generating series using (4.21) and (4.27).

Combining Corollary 5.7 and Theorem 5.4, we obtain the following result:

**Theorem 5.8.** Let \( E, F \to X \) be locally free sheaves and \( \alpha \in K^0(X) \), then the following dualities
hold whenever the invariants are defined:

\[ \begin{align*}
S_{E,\alpha}((-1)^e q) &= V_{E,\alpha}(q), \\
S_{E,F}((-1)^f q) &= S_{F,E}((-1)^f q), \\
V_{E,F}(q) &= V_{F,E}(q).
\end{align*} \]

### 5.4 Twelve-fold correspondence

We study here the invariants for curves \( C \) using the previous results for surfaces in §5.2. The main goal is to obtain the lower floor of Figure 1.4. Therefore for any curve \( C \) define on \( \text{Quot}_C(E_C, n) \) the following K-theory class:

\[ D_n = \det \left( \text{Hom}_{Q_C}(\mathcal{F}, \mathcal{F} \otimes \Theta) \right). \]

Note that by arguments along the lines of [2, proof of Thm. 15] for a smooth canonical curve \( C \hookrightarrow S, E_S \) on \( S \) and \( E_C = i^*(E_S) \), we can show

\[ \text{Hom}_{Q_C}(\mathcal{F}, \mathcal{F} \otimes \Theta) = N^{\text{vir}}, \]

where \( N^{\text{vir}} \) is the virtual normal bundle of \( \text{Quot}_C(E_C, n) \hookrightarrow \text{Quot}_S(E_S, n) \). Recall that when it comes to curves, we work with the twisted Verlinde series

\[ S_{E_C,\alpha}((-1)^e q) = \sum_{n \geq 0} q^n \chi \left( \det(\alpha^{[n]} : D_n) \right). \]

**Theorem 5.9.** Let \( E, F \to Y \) be torsion-free sheaves and \( \alpha \in K^0(Y) \) for \( Y = C, S, X \), then the following dualities hold whenever the invariants are defined:

\[ \begin{align*}
S_{E,\alpha}((-1)^e q) &= V_{E,\alpha}(q), \\
S_{E,F}((-1)^f q) &= S_{F,E}((-1)^f q), \\
V_{E,F}(q) &= V_{F,E}(q).
\end{align*} \]

**Proof.** Using the arguments of Ellingsrud–Göttsche–Lehn [22], it is sufficient to compute the Euler characteristics of the form

\[ \chi \left( \text{Quot}_C(E_C, n), f(\alpha^{[n]} \otimes D_n) \right) \]

for the case

\[ C = \mathbb{P}^1, \quad E_C = \mathcal{O}_{\mathbb{P}^1}(d_1) \oplus \cdots \oplus \mathcal{O}_{\mathbb{P}^1}(d_e). \]

In particular, we take \( i : C \to S \) to be the inclusion of the exceptional rational curve in the blow-up of a K3 surface at a point and denote the corresponding exceptional divisor by \( D \). We also take

\[ E_S = \mathcal{O}_S(-d_1 D) \oplus \cdots \oplus \mathcal{O}_S(-d_e D), \quad \text{such that} \quad E_C = i^* E_S. \]
Using this splitting, we have a \((\mathbb{C}^*)^e\) action on Quot\_\(_C\)(E, n), Quot\_\(_S\)(E, n), Quot\_\(_C\)(O, n), Quot\_\(_S\)(O, n) inducing fixed point loci

\[
G_{E_S} = \bigsqcup_{n_1 + \ldots + n_k = n} \prod_{i=1}^e \text{Quot}_\(_S\)(O\_(-d_i D), n_i) \xrightarrow{\text{js}} \text{Quot}_\(_S\)(E, n),
\]

\[
G_{E_C} = \bigsqcup_{n_1 + \ldots + n_k = n} \prod_{i=1}^e \text{Quot}_\(_C\)(O\_p1(d_i), n_i) \xrightarrow{\text{jC}} \text{Quot}_\(_C\)(E, n),
\]

\[
G_S = \bigsqcup_{n_1 + \ldots + n_k = n} \prod_{i=1}^e S^{[n_i]} \xrightarrow{\text{js, tw}} \text{Quot}_\(_S\)(O, n),
\]

\[
G_C = \bigsqcup_{n_1 + \ldots + n_k = n} \prod_{i=1}^e \mathbb{P}^{n_i} \xrightarrow{j_C, tw} \text{Quot}_\(_C\)(O, n).
\]

(5.16)

We then have the commutative diagram

\[
\begin{array}{ccc}
\text{Quot}_\(_C\)(E, n) & \xrightarrow{i} & \text{Quot}_\(_S\)(E, n) \\
\text{jC} & & \text{js} \\
\text{G}_{E_C} & \xrightarrow{i_f} & \text{G}_{E_S} \\
\text{tw}_C & & \text{tw}_S \\
\text{G}_C & \xrightarrow{i_f, tw} & \text{G}_S \\
\text{jw}_C & & \text{js, tw} \\
\text{Quot}_\(_C\)(O, n) & \xrightarrow{i_{tw}} & \text{Quot}_\(_S\)(O, n)
\end{array}
\]

where \(\text{tw}_C\) resp. \(\text{tw}_S\) are induced by tensoring the universal pairs by a line bundle, i.e. inducing the map on \(\mathbb{C}\)-points:

\[
\left[\mathcal{O}_C \to \mathcal{O}_Z\right] \Rightarrow \left[\mathcal{O}_C(d_i) \to \mathcal{O}_Z \otimes \mathcal{O}_C(d_i)\right],
\]

\[
\left[\mathcal{O}_S \to \mathcal{O}_Z\right] \Rightarrow \left[\mathcal{O}_S(-d_i D) \to \mathcal{O}_Z \otimes \mathcal{O}_C(-d_i D)\right].
\]

and we used \((\mathbb{P}^1)^[n] = \mathbb{P}^n\). The horizontal maps \(i, i_f, i_{f, tw}\) are the maps induced by the inclusion \(i : C \to S\) and \(j_Y, j_Y, tw\) are the inclusions of fixed point loci for \(Y = C, S\). We will now generalize the proof of [2 Thm. 15] to include the non-trivial vector bundle.

Denoting by \(N_{(-)}\) the normal bundles of any of the fixed point loci in (5.16), recall that we have the following localization formulae

\[
\mathcal{O}_{\text{Quot}_\(_S\)(E, n)}^{\text{vir}} = (jS)^* \frac{\mathcal{O}_{\text{Quot}_\(_S\)(E, n)}}{\Lambda_{-1} N_{G_{E_S}}^{G_{E_S}}},
\]

\[
\mathcal{O}_{\text{Quot}_\(_C\)(E, n)}^{\text{vir}} = (jC)^* \frac{\mathcal{O}_{\text{Quot}_\(_C\)(E, n)}}{\Lambda_{-1} N_{G_{E_C}}^{G_{E_C}}},
\]

\[
\mathcal{O}_{\text{Quot}_\(_S\)(O, n)}^{\text{vir}} = (jS, tw)^* \frac{\mathcal{O}_{\text{Quot}_\(_S\)(O, n)}}{\Lambda_{-1} N_{G_S}^{G_S}},
\]

\[
\mathcal{O}_{\text{Quot}_\(_C\)(O, n)}^{\text{vir}} = (jC, tw)^* \frac{\mathcal{O}_{\text{Quot}_\(_C\)(O, n)}}{\Lambda_{-1} N_{G_C}^{G_C}}.
\]
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We want to show that
\[
\frac{\mathcal{O}^\text{vir}_{G_{ES}}}{\Lambda_{-1}N_{G_{ES}}^\wedge} = (-1)^n i_* \frac{j_C^* U_n^1}{\Lambda_{-1}N_{G_{EC}}^\wedge}.
\]
to compare the expression \([5.13]\) to the invariants of the form
\[
\chi(\text{Quot}_S(E_S, n), \mathcal{O}^\text{vir} \otimes f(\beta^{[n]}))
\]
for a K-theory class \(\beta\) on \(S\). Let \(\mathcal{F}_i\) denote the quotients on \(C \times \text{Quot}_C(\mathcal{O}(d_i), n_i)\) or \(C \times \mathbb{P}^{n_i}\) of the fixed point locus and \(\Theta \cong \mathcal{O}_{\mathbb{P}_1}(-1)\), then by the same computation as in Oprea–Pandharipande \([56, \text{Lem. 34}]\) have the formula
\[
i^* N_{G_{ES}} - N_{G_{EC}} = \bigoplus_{i < j} \left( U_{i,j} + U_{i,j}^\vee [-1] \right), \quad \text{where} \quad U_{i,j} = \text{Hom}_{G_{EC}}(F_i, F_j \otimes \Theta)
\]
implying that
\[
\frac{1}{i_* \Lambda_{-1}N_{G_{ES}}^\wedge} = \frac{1}{\Lambda_{-1}N_{G_{EC}}^\wedge} \prod_{i < j} \det(U_{i,j}).
\]
Taking the short exact sequence
\[
0 \rightarrow I_i \rightarrow \mathcal{O}(-d_i D) \rightarrow Q_i \rightarrow 0
\]
for a point in \(\text{Quot}_S(\mathcal{O}(-d_i D), n_i)\), we note that \(\mathcal{O}^\text{vir}_{G_{ES}} = \Lambda_{-1} \text{Obs}^\vee_i\) and \(\text{Obs}_i \cong \text{Ext}^1(I_i, Q_i) \cong \text{Ext}^2(Q_i, Q_i)\) which implies in particular that \(\text{tw}_S^* (\text{Obs}_i^\vee) = \text{Obs}_i^\vee\). This leads to
\[
\text{tw}_C^* \left( i_* \left( \bigotimes_i \Lambda_{-1} \text{Obs}^\vee_i / \Lambda_{-1}N_{G_{ES}}^\wedge \right) \right) = i_* \left( \bigotimes_i \Lambda_{-1} \text{Obs}^\vee_i / \text{tw}_S^* (\Lambda_{-1}N_{G_{ES}}^\wedge) \right) = \frac{i_* \left( \bigotimes_i \Lambda_{-1} \text{Obs}^\vee_i / \text{tw}_C^* (i_* \Lambda_{-1}N_{G_{ES}}^\wedge) \right)}{i_* \left( \bigotimes_i \Lambda_{-1} \text{Obs}^\vee_i / \text{tw}_C^* (i_* \Lambda_{-1}N_{G_{EC}}^\wedge) \right)} \cdot \text{tw}_C^* \left( \prod_{i < j} \det(U_{i,j}) \right)
\]
\[
= \frac{i_* \left( \bigotimes_i \Lambda_{-1} \text{Obs}^\vee_i / \Lambda_{-1}N_{G_{EC}}^\wedge \right)}{\Lambda_{-1}N_{G_C}^\wedge} \cdot \left( \prod_{i < j} \det(U_{i,j}) \right)
\]
\[
= \frac{j_C^* U_n^1}{\Lambda_{-1}N_{G_C}^\wedge} \cdot \text{tw}_C^* \left( \frac{j_C^* U_n^1}{\Lambda_{-1}N_{G_{EC}}^\wedge} \right),
\]
where the second to last step of the computation uses the result of \([2, (35)]\) stating that
\[
j_C^* (U_n) = \det \text{Hom}_{G_C} \left( \sum_{i=1}^e \mathcal{F}_i, \sum_{i=1}^e \mathcal{F}_j \otimes \Theta \right).
\]
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We, therefore, see that
\[ \chi(Q_S, O^{\text{vir}} \otimes \det(\alpha^{[n]}_S)) = \chi(Q_C, \det(\alpha^{[n]}_C) \otimes \mathcal{D}_n). \]

Following similar arguments and \cite{56} Lemma 3.4, we may also conclude
\[ V(\alpha_C; q) = V(\alpha_S; q) \]
for \( \alpha_C = \alpha_S|_C \). The statement of the theorem then follows from Theorems 5.4.

\section*{A Stability conditions and assumptions}

We describe here a slightly more general setup than we need to cover the wall-crossing of Theorem 3.11 which includes all sheaves on curves and surfaces. For a K-theory class \( \alpha \) we denote by

- \( \text{dim}(\alpha) \) the dimension of support of its Chern character,
- \( \text{rk}(\alpha) = [\text{dim}(\alpha)] \{ P_\alpha \} \) for the Hilbert polynomial \( P_\alpha \) of \( \alpha \) and \( p_\alpha = \frac{P_\alpha}{\text{rk}(\alpha)} \)

When \( [F] = \alpha \), we also write \( p_F = p_\alpha \).

\textbf{Definition A.1.} Fix \( Y \) of dimension \( d \leq 2 \) with a torsion-free sheaf \( E \to Y \) and a monic polynomial \( p \). Define an exact category \( \mathcal{A}_{E,p} \) to consist of the pairs

\[ V \otimes E \to F, \quad \text{s.t.} \quad p_F = p, \quad \text{dim}(F) = s \]

for \( F \) being \( \mu \)-semistable or \( F = 0 \). We work with the K-group

\[ K(\mathcal{A}_{E,p}) = \mathbb{Z} \times \{ \alpha \in K^0(Y) : p_\alpha = p \} \]

admitting a map from the Grothendieck group of \( \mathcal{A}_{E,p} : K^0(\mathcal{A}_{E,p}) \to K(\mathcal{A}_{E,p}) \) and a continuous family of stability conditions \( \tau^t : K(\mathcal{A}_{E,p}) \to \mathbb{H} \) for \( t \in [0,1) \):

\[ \tau^t(r, \alpha) = \begin{cases} 
re^{i\pi t} & \text{if } r \neq 0 \\
\text{rk}(\alpha)e^{i\pi/2} & \text{if } r = 0 
\end{cases} \quad (A.1) \]

where \( r \) is the dimension of \( V \).

We described essentially only three stability conditions. Denote by \( (d, s) = (\text{dim}(Y), \text{dim}(\alpha)) \), then the semistable pairs are described as follows:

1. when \( t \in [0,1/2) \), then for \( (d, s) = (1,1), (2,1) \), the stability condition \( \tau^t \) is equivalent to \( \tau^0 \)-stability of Joyce \cite{38} (5.21), Example 5.6] which we will call \textit{Bradlow stability}. Thus if \( r = 1 \), then the pair \( E \to F \) satisfies that

\footnote{We use here the standard notation for the upper halfplane without the negative real line.}
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\[ \tau^t(r, \alpha) = \begin{cases} 
re^{i\pi t} & \text{if } r \neq 0 \\
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We described essentially only three stability conditions. Denote by \( (d, s) = (\text{dim}(Y), \text{dim}(\alpha)) \), then the semistable pairs are described as follows:

1. when \( t \in [0,1/2) \), then for \( (d, s) = (1,1), (2,1) \), the stability condition \( \tau^t \) is equivalent to

\[ \tau^0 \]-stability of Joyce \cite{38} (5.21), Example 5.6] which we will call \textit{Bradlow stability}. Thus if
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\text{rk}(\alpha)e^{i\pi/2} & \text{if } r = 0 
\end{cases} \quad (A.1) \]
• F is Gieseker-semistable.
• if $F' \subset F$ is a strict subsheaf containing the image of $m$, then $p_{F'} < p_F$.

For $(d,s) = (1,0), (2,0)$, the stable pairs are given by surjective maps $E \to F$ to a zero-dimensional sheaf $F$. In all of these cases, we denote $P_\alpha^{IS}$ the resulting moduli space of stable pairs.

2. When $t = 1/2$, $\tau^0$ is trivial.

3. When $t \in (1/2, 1)$ only $V \otimes E \to 0$ and $0 \to F$ are semistable.

The construction of stacks in [38, Def. 8.4] can be adapted to our case (also extending our Definition 3.5) and all the corresponding data needed for the construction of vertex algebras with it. They are described in [38, Def. 8.2.1] for a line bundle $L$, but this works for any $E$. We have already seen how to define the data in Definition 3.5 when $F$ is zero-dimensional.

We only recall that the stack is constructed by starting from

$$V \to [*/GL(d, \mathbb{C})], \quad F \quad \text{on} \quad M_\alpha^{ss} \times Y$$

the universal vector bundle and the universal sheaf, respectively. Our stack $\hat{M}_{(d,\alpha)}$ is defined to parametrize the morphisms $\pi_1(V) \boxtimes E \to \pi_2^*(\mathcal{F})$ on $[*/GL(d, \mathbb{C})] \times M_\alpha^{ss} \times Y$ and exists by Grothendieck–Dieudonné [22, §III.7.7.8-§III.7.7.9]. We then take a union over all $(d,\alpha) \in K(A_{E,p})$ additionally satisfying $\dim(\alpha) = s$ to get $\hat{M}_{E,p}$. We denote by

$$\pi_1 : \hat{M}_{(d,\alpha)} \to [*/GL(d, \mathbb{C})], \quad \pi_2 : \hat{M}_{(d,\alpha)} \to M_\alpha^{ss}$$ (A.2)

Definition A.2. We say that $E$ is sufficiently negative with respect to a fixed $p$ if

$$\text{Ext}^i(E,F) = 0, \quad \text{whenever} \ i > 1$$

for any semistable $F$ with $p_F = p$. In this case, we denote the moduli space of $\tau^t$-stable pair of class $(1,\alpha)$ by $P_\alpha^{IS}$ when $t < \frac{1}{2}$ and by $[P_\alpha^{IS}]^{vir}$ the corresponding virtual fundamental class.
Remark A.3. 1. Notice that for zero-dimensional sheaves $F$ on a surface $X = S$ this condition is satisfied by $\text{Ext}^2(E, F) = \text{Ext}^0(F, E) \otimes \omega_S\ast = 0$.

2. In our set-up, we are forced to work with Gieseker stability conditions instead of $\mu$-stability. This is a consequence of needing some control over lower-dimensional quotients whenever $G \hookrightarrow F$ is an injective map of sheaves of non-zero rank with $\mu(G) = \mu(F)$. Without the additional control over the lower degree coefficients of the Gieseker polynomial, we would not be able to use the stability condition in (A.1) that sees only $\text{rk}(\alpha)$ without violating some of the assumptions in the proof of Theorem A.4.

The consequence of varying the stability condition from $t = 0$ to $t = 1 - \epsilon$ is the following wall-crossing formula.

Theorem A.4. Let $E$ be sufficiently large for a fixed $p_\alpha$, then the invariants $[P_{\alpha}^{JS}]^{\text{vir}}$ are determined by

$$[P_{\alpha}^{JS}]^{\text{vir}} = \sum_{\alpha \vdash \alpha \atop \text{gcd}(\alpha) = \text{gcd}(\mathcal{M}_\alpha)} \frac{1}{l!} \left[[M_{\alpha_1}]^{\text{inv}}, \ldots, [[M_{\alpha_l}]^{\text{inv}}, e^{(1,0)}], \ldots \right],$$

where $[-,-]$ is the Lie bracket on $H_*(\mathcal{M}_{E,p})$ and $e^{(1,0)}$ is the class of a point $\{(E,0)\}$ in the component $\mathcal{M}_{(1,0)}$.

Proof. To prove this, we need to check Assumptions [38, Ass. 5.1 - 5.3] for the classes in

$$\mathcal{P}(\mathcal{A}_{E,p}) = \{(e, \alpha) \in K(\mathcal{A}_{E,p}) : e = 0, 1\}.$$

Most of the assumptions are easy enough to check, so we only give a brief summary of them to pin down the ones that need some additional care.

1. Assumptions 5.1 (a)-(c) are meant to lift the data necessary for constructing vertex algebras to derived stacks. They are addressed in [38, §8.2.2] for $E = L$ but again extended to our setting.

2. Assumptions 5.1 (d) - (f) are related to the existence of perfect obstruction theories on the stack $\mathcal{M}_{E,p}$ and their compatibilities with the vertex algebra. In our case, it is given by

$$\text{Ob} \to L_{\mathcal{M}_{(d,\alpha)}},$$

where

$$\text{Ob} = \pi_{2,3\ast} \left( (\pi_1^\ast(V) \otimes E) \to (\pi_2 \times \text{id}_Y)^\ast \mathcal{F}, (\pi_2 \times \text{id}_Y)^\ast \mathcal{F} \right) \vee.$$

(A.3)

In this case, the obstruction theories are allowed to have degree $-1$ contributions as explained in Poma’s [58, Def. 3.1] and [38, Def. 2.11, 3.6]. The next lemma proves assumption [38, Ass 5.1 (f) ii. ] **

**Note that the quasi-smoothness assumption Joyce uses, requires that the derived enrichment of $\mathcal{P}_t$ has cotangent complex of tor-amplitude $[-1,1]$. The perfect obstruction theory is the restriction of this complex to the classical truncation, so it is equivalent.
**Lemma A.5.** The pair obstruction theory given by (A.3) on \( \hat{M}_{(1, \alpha)} \) is perfect of tor-amplitude \([-1, 1]\).

**Proof.** Setting the notation \( I = [E \to F] \), the cohomologies of the obstruction theory at this point become

\[
\text{Ext}^i(I, F).
\]

Using the long exact sequence

\[
\text{Ext}^i(F, F) \to \text{Ext}^i(E, F) \to \text{Ext}^i(I, F) \to \text{Ext}^{i+1}(F, F) \to \text{Ext}^{i+1}(E, F).
\]

the vanishing of \( \text{Ext}^i(I, F) \) for \( i \geq 2 \) follows from \( \text{Ext}^2(E, F) = 0 \).

The rest of the said assumptions focus on the isomorphism

\[
\Delta^* \Theta^{E_{Y^{pa}}} \simeq \text{Ob}
\]

that holds naturally in our setting, together with the compatibility diagram with respect to taking direct sums that is already proved in [38, Def. 8.15].

3. Assumptions 5.1 (g) describe the necessary data for the construction of the quiver-pairs leading to (enhanced) master spaces. In the case of sheaves the data \((B_k, Q_k, \lambda_k)\) of this assumptions is given for every \(k \geq 0\) by

\[
B_k = \{ F \in \text{Coh}(X) : H^2(F(k)) = 0 \}, \quad Q_k(E) = H^0(E(k)),
\]

and \(\lambda_k(E) = \dim(Q_k(E))\). In our case, [38, p. 8.1.1] uses a fully faithful embedding

\[
G : \hat{A}_{E,p} \to \text{Coh}^{SU(2)}(X \times \mathbb{P}^1)
\]

of García–Prada [26, Prop. 3.9] where the SU(2) in superscript denotes the SU(2) equivariant sheaves. Using the corresponding data on sheaves described above, we get by composition \(\hat{Q}_k = Q_k \circ G\) and \(\hat{\lambda}_k = \lambda_k \circ G\) the necessary data

\[
\{(\hat{B}_k, \hat{Q}_k, \hat{\lambda}_k)\}_{k \in \mathbb{Z}}
\]

for \(\hat{A}_{E,p}\). Here \(\hat{B}_k\) is preimage of \(B_k \subset \text{Coh}^{SU(2)}(X \times \mathbb{P}^1)\) under \(G\).

4. We postpone Assumption 5.1 (h) dealing with quiver pairs to the end of this section.

5. Assumptions 5.2 (a) requires the existence of Harder–Narasimhan filtrations for any object \(P \in \hat{A}_{E,p}\) of class in \(P(\hat{A}_{E,p})\). This is true by the description of \(\tau^t\) for each \(t\) we gave above.

6. In (b), the condition of being \(\tau^t\)-(semi)stable is required to be an open condition on the moduli stack \(\hat{M}_{E,p}\) and \(\hat{M}^\text{pl}_{E,p}\) leading to open, finite type substacks \(\hat{M}^\text{st}_{(d, \alpha)}, \hat{M}^\text{ss}_{(d, \alpha)} \subset \hat{M}^\text{pl}_{E,p}\)
whenever \((d, \alpha) \in \mathcal{P}(\tilde{A}_E, p)\). This is the consequence of this result for \(\mu\)-semistable sheaves \([38, \S 7.2.3]\) and Bradlow pairs \([38, \text{Def. 5.5, } \S 7.4]\) using our description of \(\tau^t\) for \(t \neq \frac{1}{2}\). In the case \(t = \frac{1}{2}\) this follows because the projection \(\pi_1 \times \pi_2\) from \([A.2]\) are finite type with \([*/\text{GL}(d, \mathbb{C})]\), \(\mathcal{M}^\text{ss}_\alpha\) being also finite type.

7. In (c), semistable summands \(P_1, P_2\) with \(\tau^t(P_1) = \tau^t(P_2)\) of an object \(P\) with class in \(\mathcal{P}(\tilde{A}_E, p)\) need to be again in \(\mathcal{P}(\tilde{A}_E, p)\) which is trivially satisfied.

8. For condition (d), we define for any \((d, \alpha), (e, \beta) \in C(\tilde{A}_E, p)\) the function

\[\lambda^t_{(d,\alpha)}(e, \beta) = (t - \frac{1}{2})(e - d)\]

which serves the purpose that if \(\tau^\frac{1}{2}(d, \alpha) = \tau^\frac{1}{2}(e, \beta)\), then

\[\tau^t(d, \alpha) \quad \square \quad \tau^t(e, \beta) \quad \iff \quad \lambda^t_{(d,\alpha)}(e, \beta) \quad \square \quad 0,\]

where \(\square\) stands for \(<\) or \(>\).

9. Assumption (g) requires that when there are no strictly \(\mu^t\)-semistables of class \((d, \alpha) \in \mathcal{P}(\tilde{A})\), then the moduli scheme of \(\tau^t\)-semistable sheaves is proper. This only needs to be checked for \(t \neq 1/2\) in our case and was done in \([38, \S 7.2.3\) and \(\S 8.4]\) for sheaves and Bradlow pairs respectively.

10. Finally, in our case the assumption 5.3 (a) the family of Definition \([A.1]\) is clearly continuous in the sense of \([38, \text{Def. 3.15}]\).

11. The Assumption 5.3 (b) reduces to requiring that the set of non-zero coefficients \(U((d, \alpha), \tau^t, \tau^{t+})\) for the wall \(t = 1/2\) such that \(d \vdash 1, \alpha \vdash \alpha, (d_i, \alpha_i) (d, \alpha) \in \mathcal{P}(\tilde{A}_E, p)\) is finite, but there is nothing to check here.

The coefficients \(1/l!\) were obtained by applying the arguments in Joyce–Song \([39, \text{Propositions 13.8 and Lemma 13.9}]\) to their definition in \([38, \text{Def. 3.10}]\).

**Assumption 5.1 (h)** Joyce constructs a category of quiver-pairs with new stability conditions. These are described as follows: Let \(Q = (V, E)\) be a quiver with distinguished sub-graphs \(Q_0 = (V_0, E_0), Q_1 = (V_1, \emptyset)\), such that if we have an edge \(e \in E \setminus E_0\), then its origin \(o(e) \in V_0\) and target \(t(e) \in V_1\). Fixing a map \(k : V_1 \to \mathbb{Z}\), the category \(\tilde{B}_{Q, k}\) is defined to have the objects \((V \otimes E \to F, V_Q, \phi_Q)\), where

\[P = V \otimes E \to F \in \bigcap_{k_{v_1}, v_1 \in V_1} \tilde{B}_{k_{v_1}}.\]
The map $V_Q$ assigns to every $v \in Q_0$ a vector space $V_v$ and $\phi_Q$ to each $e \in E_0$ a morphism of these vector spaces and to each $e \in E \setminus E_0$ the map 

$$\phi_e : V_{\alpha(e)} \to \hat{F}_{k(e)}(P).$$

We then require that all the assumptions that we discussed thus far for $\hat{A}_{E,p}$ hold for the choice of stability condition constructed in [38, (5.21)] out of our Definition A.1 and the set of permissible classes

$$\mathcal{P} (\hat{B}_k) = \prod_{v \in V_1} \mathbb{Z}_{\geq 0} \times C(\hat{A}_{E,p}).$$

Going through the proofs of [38, §7.4], one sees that the only non-trivial check is the one of properness of moduli spaces. We separate it into three cases:

1. For $t \in [0, 1/2)$ properness follows from the comparison to Bradlow-stability $\tau^0_1$ and the assumptions having been checked for it in [38, §8.1.4, §8.2].

2. For $t = 1/2$ this is just the result that the stack of semistables in class $(r, \alpha)$ is the full $\hat{M}_{(r,\alpha)}$. The projection $\pi_1 \times \pi_2$ to $[*/\text{GL}(d, \mathbb{C})] \times \hat{M}_{\alpha}^{\text{ss}}$ satisfy the valuative criterion of properness (VCP). The arguments for the moduli stack $\hat{M}_{\alpha}^{\text{ss}}$ in [38, §7.4] show that VCP holds for it so we conclude it for $\hat{M}_{(d,\alpha)}^{\text{ss}}, d = 0, 1$. Applying the procedure in [38, §7.4], this leads to the proof of properness also for quiver-pairs in Figure A.1.
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