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Abstract

Anti-spoofing is the task of speech authentication. That is, identifying genuine human speech compared to spoofed speech. The main focus of this paper is to suggest new representations for genuine and spoofed speech, based on the probability mass function (PMF) estimation of the audio waveforms’ amplitude.

We introduce a new feature extraction method for speech audio signals: unlike traditional methods, our method is based on direct processing of time-domain audio samples. The PMF is utilized by designing a feature extractor based on different PMF distances and similarity measures. As an additional step, we used filter-bank preprocessing, which significantly affects the discriminative characteristics of the features and facilitates convenient visualization of possible clustering of spoofing attacks. Furthermore, we use diffusion maps to reveal the underlying manifold on which the data lies.

The suggested embeddings allow the use of simple linear separators to achieve decent performance. In addition, we present a convenient way to visualize the data, which helps to assess the efficiency of different spoofing techniques.

The experimental results show the potential of using multi-channel PMF based features for the anti-spoofing task, in addition to the benefits of using diffusion maps both as an analysis tool and as an embedding tool.

Index Terms: anti-spoofing, speech embedding, speech probability mass function, diffusion maps

1. Introduction

Biometrics technologies have a major role in personal identification and authentication, voice-based systems in particular [1]. The purpose of an Automatic Speaker Verification (ASV) system is to validate the speaker’s identity by analyzing an audio sample of his/her voice [2,3]. ASV systems allow the user to authenticate its identity in a natural, non-invasive manner. As the use of ASV systems is becoming more popular, the interest in bypassing and exploiting them increases accordingly. Therefore, the issue of preventing attackers from exploiting such systems is necessary.

The counter task of speech spoofing, hence detecting the fraud, is called Anti-Spoofing, and it has been studied vastly as described, e.g., in selected surveys [4,5]. Due to the importance of finding countermeasures, a series of anti-spoofing challenges has been published [6]. Numerous of studies have been made using the challenges databases, and comparisons between different methods can be found in [7,8,9]. Our work has been done primarily on the ASVspoof 2019 [10] Logical Access (LA) database.

Most speech features for anti-spoofing are based on frequency-domain analysis. There is almost no research directly addressing time-domain based features as spoofing countermeasures. However, the time-domain representation contains information which is utilized for various tasks [11]. Previous work [12,13] has shown that the Probability Mass Function (PMF) of genuine speech samples differs from the PMF of spoofed speech samples. Motivated by those results, our goal is to further expand such PMF-based methods by exploring the use of channel-based time-domain features. For exploring spoofed speech from a time-domain perspective, we propose a new feature extraction approach, which relies on estimating the samples’ joint or marginal PMFs with the addition of filter-bank pre-processing.

In previous work, the probability mass function, which is equivalent to the normalized histogram of the audio samples’ amplitude, was calculated across each set of the database as a whole. To get a better understanding of the separative characteristics of the speech PMF for the classification task, we have utilized the PMF in a different way, using it in the feature extraction process. First, gender-based labels have been added to the audio files under the assumption that the speaker’s gender influences speech distribution [14]. Due to the pre-known target’s gender in the ASV task, gender separation is a valid assumption. The effect of gender separation is discussed in Section 3.

The feature extractor included two global speakers models, genuine and spoofed, which were calculated as the PMF across the training set. Then, similarity measures (such as distance metrics) from each model were calculated for producing a single feature, corresponding to a specific measure. This process is given in further details in Section 3.

Frequently used features for the anti-spoofing are cepstral features [15], such as Mel Frequency Cepstral Coefficients (MFCC), Linear Cepstral Coefficients (LFCC) and Constant-Q Cepstral Coefficients (CQCC) [16,17]. Inspired by the feature extraction process of spectral coefficients, different filter-banks were applied to the audio samples. Each filter output created an output channel, for which the PMF distances from each global speaker model were calculated. The motivation was to identify dominant channels for the anti-spoofing task.

The main research objective was to gain new insights about genuine and spoofed speech and prominent differences between these two in the respective samples’ PMFs. Due to the difficulty to distinguish between them, we have looked for new ways to embed the relations between genuine and spoofed speech, and between different attack methods. Therefore, this work’s main focus is on feature representation other than optimizing a state-of-the-art classification scheme. For that purpose, we have used a manifold learning technique known as Diffusion Maps (DM) [18], for both visualization and features embedding. The use of DM revealed the discriminative quantities of the PMF method and provided new insights about the effectiveness of different attacks. A simple Logistic Regression (LR) was used for classification.
which showed superior separative capabilities compared to the tasks [20, 23].

We chose to focus on two filter-banks types: Mel filter-bank (used in MFCC [19]) and Gammatone filter-bank (used in Gammatone Cepstral Coefficients (GTCC) [20]).

• Mel Filter-Bank: a set of triangular, variable bandwidths filters, spaced linearly on mel scale. The design simulates the non-linear frequency-sensitivity of the human hearing system - its resolution degrades as the frequency increases.

• Gammatone Filter-Bank: a set of gammatone filters, equally spaced on the ERB scale [21]. Gammatone filter banks were designed to model the human auditory system. Inspired by the cochlea structure, a gammatone filter-bank simulates its action by transforming complex sounds into a multichannel activity pattern, in a similar manner to the pattern observed in the auditory nerve.

Although the use of gammatone filter-banks not as common as the use of mel and linear filter-banks in traditional anti-spoofing solutions, gammatone based features have proven themselves both in speech recognition [22] and in anti-spoofing tasks [23].

In this paper we will focus on the Gammatone filter-bank, which showed superior separative capabilities compared to the Mel filter-bank. Furthermore, we have also used an inverted version of the Gammatone filter-bank, known as Inverse Gammatone filter-bank, which enabled to separate specific spoofing methods.

2.2. Probability Mass Function

The probability mass function (PMF) is a function which represents the probabilities of a discrete random variable to attain each of its possible values. In our context, we will refer to the PMF as the normalized histogram of a discrete set of attainable values. Analog audio waveform representation is continuous, meaning its statistical representation should be done by using a continuous function such as Probability Density Function (PDF). However, in this work’s framework the audio samples are digital, hence quantized to a finite set of values. Therefore, the PMF is used and approximates the PDF of the real analog audio. This approximation depends on the bin width $\Delta x$, which is the width of each bin in the histogram. The PMF of bin $x_0$ can be approximated by:

$$PMF(x = x_0) \approx \int_{x_0}^{x_0 + \Delta x} PDF(x) \, dx \quad (1)$$

For waveform samples which are sampled using $b$ bits per sample, there are $2^b$ possible discrete values. For both ASVspoof 2015 and ASVspoof 2019 the LA audio files were sampled with 16 bits per sample and normalized to $[-1, 1]$, which dictates explicitly the histogram bins for the direct PMF calculation. The PMF calculation for filtered audio was done after inspecting the dynamic range of the output channels of the training set. After the inspection we chose to keep the bins the same and to clip exceeding values.

2.3. Similarity Measures

Inspired by the Gaussian Mixture Model Universal Background Model (GMM-UBM) [24] approach, which uses a global speaker model for the feature embedding process, we have also taken a global model-based approach. The PMFs calculated in [13] are utilized to represent a global human or spoofed speaker model. Models for human and spoofed speech have been constructed by calculating the PMF across corresponding audio files in the training set. Then, each audio file can be represented by a similarity measure to each model. To this end, a PMF similarity measure (such as distance metric), should be defined [25].

In [12] and [13], Kullback-Leibler Divergence (KLD) [29] was discussed as an evaluation metric for the similarity between PMFs. In our work, the use of KLD as a similarity measure was expanded to using several similarity measures: quadratic Chi distance [27], normalized cross correlation [28], Hellinger distance [29], histogram intersection [30], Jensen-Shannon [31], Symmetrized Kullback-Leibler and Kullback-Leibler Divergence [26], and modified Kolmogorov-Smirnov [32].

2.4. Features Concatenation and Selection

Feature construction is the process of generating a single feature vector out of the extracted features. In our case, each extracted feature expresses the similarity of an input PMF to a model PMF under a certain measure for a specific channel. We have tested several concatenation schemes, some isolate each channel and distance combination, some concatenating groups of features and some more sophisticated methods which involved
pre processing before the concatenation. These schemes are described and compared in Section[4].

3. Diffusion Maps

Diffusion maps (DM) is a part of nonlinear dimensionality reduction methods called manifold learning, which is often also used for feature extraction. The main underlying assumption in such methods is that the high-dimensional sampled data lies on some low-dimensional manifold in the high-dimensional ambient space. By utilizing the manifold structure, a reduced representation can be found, while preserving the local relations between the data samples. Diffusion maps technique has been used successfully in machine learning and data mining applications, including speech processing tasks [33, 34].

DM have an advantage over several other methods, such as the popular t-distributed stochastic neighbor embedding (t-sne) [35], due to its ability to conveniently expand its embedding to new samples. The out of sample extension ability is important in our case, due to the requirement to evaluate new samples. The out of sample extension ability is known as the Nyström’s extension method, due to its ability to conveniently expand its embeddings representation. However, we have used a simple logistic classifier for the embeddings, but rather focused on the embeddings representation. Using the K << d – 1 first non constants eigenvectors:

\[ D_t(x_i, x_j)^2 \approx \sum_{k=1}^{K} \lambda_k^2 (\psi_k(x_i) - \psi_k(x_j))^2 \]  

Based on Equation[4] we can define the following mapping:

\[ \Psi_t : x \rightarrow (\lambda_1' \psi_1(x), \lambda_2' \psi_2(x), ..., \lambda_K' \psi_K(x))^T \]  

The mapping \( \Psi_t \) embeds the dataset \( X \) into the Euclidean space \( \mathbb{R}^K \), hence reducing the original dimension \( d \) to \( K \). The diffusion distance between two points in the original dataset is equivalent to the Euclidean distance between their embeddings [37].

\[ D_t(x_i, x_j)^2 \approx \| \Psi_t(x_i) - \Psi_t(x_j) \|^2 \]  

3.4. Out of Sample Extension

For large datasets the diffusion map embedding becomes impractical, as a result of oversized kernel matrix. A solution for this is to construct the embedding scheme using a subset of the complete dataset, and then apply the diffusion map to the entire dataset using an Out Of Sample (OOS) extension method. In our framework we have chosen to use the most popular method, known as the Nyström’s extension method, due to its simplicity and well proven performance [38]. Given a new point \( x' \notin X \) the eigenvector \( \psi_k \) is extended to this point as follows:

\[ \hat{\psi}_k(x') = \frac{1}{\lambda_k} \sum_{y \in X} p(x', y) \psi_k(y), k = 1, ..., K \]  

4. Experiments

As mentioned before, the main goal of our work was to gain new insights by inspecting spoofed and genuine speech in time-domain perspective. Therefore, we did not try to optimize a classifier for the embeddings, but rather focused on the embeddings representation. However, we have used a simple logistic regression classifier to quantify and compare different embeddings using the Equal Error Rate (EER).

In the following experiments we have used Gammatone and Inverse Gammatone filter-banks, each with 10 channels spanned from 0kHz to 8kHz. Unless mentioned otherwise, the experiments were conducted on the ASVspoof2019 database. The global speakers’ PMFs were calculated per gender unless specified otherwise. In any case of DM use, it was trained using 7000 samples from the training set, 1000 from each spoofing attack and 1000 genuine, and \( t \) was set to 1.

We have created a single feature vector by concatenation in the following manner: All eight similarity measures under a given channel were concatenated by the order described in Section[2] followed by additional concatenation of the length-8 blocks by an ascending channel order. This process repeated itself twice, for both genuine and spoofed models, and the resulting features vectors were subtracted from each other for creating a single feature vector.

Denote \( d_t^{(i)}(p_{1}, p_{2}) \) as the \( i^{th} \) similarity measure between two PMFs, \( p_1 \) and \( p_2 \), under the \( i^{th} \) channel of an arbitrary filter-bank. Given the PMF of an input file \( p_{\text{input}} \), the feature vector based on \( I \) channels can be described as:

\[ f = (s_1^{(1)}, s_2^{(1)}, ..., s_8^{(1)}, s_1^{(2)}, ..., s_8^{(1)}) \]  

where \( s_i^{(1)} = d_t^{(i)}(p_{\text{input}}, p_{\text{spoofed}}) - d_t^{(i)}(p_{\text{input}}, p_{\text{genuine}}) \) and \( p_{\text{spoofed}}, p_{\text{genuine}} \) are the PMFs models mentioned in Section[2]. The feature vector introduced in Equation[8] is referred
as “full filter-bank feature vector”. The “full feature vector” is created by concatenation of two “full filter-bank feature vectors”, corresponding to the Gammatone and Inverse Gammatone filter-banks. Other features representations may be created by taking only partial channels or distance metrics. This is done by omitting the corresponding features from the “full feature vector”.

4.1. Full Feature Embeddings

In this experiment, we show how the “full filter-bank feature vector” is embedded using a DM, and how this embedding clusters different spoofing attacks. It is interesting to see in Figure 3 how each filter-bank acts differently on the attacks. The Gammatone manages to separate well A02, A03 and A05 (all share the same waveform generator) while the Inverse Gammatone separates A01, A04 and A06. Figure 3 demonstrates how the concatenation of the filter-banks using the DM enables full separation of all training attacks.

4.2. Reduced Feature Embeddings

Not all components of channels and metrics contribute to the separative characteristics of the “full feature vector”. Removing some of them affects the geometric layout of the embedded samples, and in some cases increases the linear separability of the clusters. An example for such a configuration is keeping only the 5 low channels from each filter-bank, and selecting the similarity measures as follow: measures 1-5 for Gammatone and measures 1-6 excluding 4 for the Inverse Gammatone (the numbers correspond to the order by which the similarity measures were presented in Section 2). We will refer to this configuration as the “reduced configuration”. An illustration of the embeddings under “reduced configuration” is given in Figure 4 and its error rate table using a LR is given in Table 1. The front-ends are the 4 dimensional DM embeddings, and the threshold of the LR is set according to EER of each set. The table shows how A05 acts differently according to the speakers’ gender and that A17 and A18 (both are voice conversion attack) are the hardest attacks across all seen and unseen attacks.

In Table 2 we present the total EER by gender across two databases, ASVspoof2015 and ASVspoof2019, using the “reduced configuration”. We have used 4 DM features for male samples, and 5 for female (the number of features was chosen according the development sets of both databases). It is obvious that the advanced spoofing techniques presented in ASVspoof2019 make it harder to find a generalizing spoofing countermeasures.

Table 1: Error rate according to EER threshold under “reduced configuration”. The error rates are given in [female] / [male] format. The overall EER is the same as the “None”

Table 2: EER comparison on “reduced configuration” representation across different LA databases. The results were calculated using logistic regression and are given by set: train / dev / eval.

5. Conclusions

In this work we have shown a new time-domain PMF-based perspective to represent genuine and spoofed audio. We have utilized diffusion maps for both visualization and feature reduction. The use of the DM has helped us to design a feature extraction scheme and to better understand the role of each feature. We showed that under our representation the separative information lies mostly in low to mid filter-bank channels and that some spoofing attacks acts differently on different genders.
In addition, the use of DM embedding allowed us to use a very simple linear classifier for gaining decent error rates.
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