Convolutional neural networks for reconstruction of undersampled optical projection tomography data applied to in vivo imaging of zebrafish
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Abstract
Optical projection tomography (OPT) is a 3D mesoscopic imaging modality that can utilize absorption or fluorescence contrast. 3D images can be rapidly reconstructed from tomographic data sets sampled with sufficient numbers of projection angles using the Radon transform, as is typically implemented with optically cleared samples of the mm-to-cm scale. For in vivo imaging, considerations of phototoxicity and the need to maintain animals under anesthesia typically preclude the acquisition of OPT data at a sufficient number of angles to avoid artifacts in the reconstructed images. For sparse samples, this can be addressed with iterative algorithms to reconstruct 3D images from undersampled OPT data, but the data processing times present a significant challenge for studies imaging multiple animals. We show here that convolutional neural networks (CNN) can be used in place of iterative algorithms to remove artifacts—reducing processing time for an undersampled in vivo zebrafish dataset from 77 to 15 minutes. We also show that using CNN produces reconstructions of equivalent quality to compressed sensing with 40% fewer projections. We further show that diverse training data classes, for example, ex vivo mouse tissue data, can be used for CNN-based reconstructions of OPT data of other species including live zebrafish.
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1 | INTRODUCTION

Optical imaging is now ubiquitous in biomedical research, extensively applied to planar samples such as two-dimensional (2D) cell cultures and tissue sections and increasingly applied to extended tissue volumes and whole organisms. There is particular interest in three-dimensional (3D) imaging in vivo, to provide a more realistic context for the biology under study. Longitudinal imaging is highly desirable to mitigate against biological sample variability and to reduce animal numbers used in research.

Optical projection tomography (OPT) [2] is an established technique for 3D imaging in non/weakly scattering samples. Often described as the optical equivalent of X-ray computerized tomography (CT), OPT entails the acquisition of wide-field 2D transmission and/or fluorescence images of a rotating sample. It is frequently applied to mesoscopic sized volumes on the mm-to-cm scale, for example, to phenotype chemically cleared small animal organs [3–6], and the low phototoxicity associated with wide-field imaging makes it suitable for extended in vivo imaging studies, for example, of zebrafish embryos [7] and adult zebrafish [8]—the latter mutated [9, 10] to suppress melanin and iridophore production.

For ex vivo samples, images are acquired at hundreds of different projection angles, from which the 3D volume can be analytically calculated using filtered back projection (FBP) [11], which typically takes a few minutes on a modest graphical processing unit (GPU)-enabled personal computer. For in vivo OPT, however, it is highly desirable to reduce the length of time an animal is anesthetized, thereby minimizing side-effects and possible confounding factors linked to anesthesia, and reducing the likelihood of unwanted movement during the OPT data acquisition [12]. In addition, it is also important to minimize the light dose (and therefore the total OPT data acquisition time) to minimize phototoxicity or photobleaching of fluorescent proteins. While improvements in light collection efficiency, and therefore reductions in OPT acquisition times, have been realized by increasing the imaging numerical aperture, for example, through angularly-multiplexed acquisition [13] or focal-scanning OPT [14, 15], more significant reductions in total acquisition time can be realized by reducing the number of projection images acquired. This also decreases the data volume and therefore data storage requirements.

Unfortunately, reducing the number of angular projections in a computed tomography data set significantly below the number set by the Shannon-Nyquist sampling theorem leads to streak artifacts in images reconstructed using FBP [11]. This impact of undersampled OPT data sets can be mitigated using compressed sensing (CS) algorithms [16] to significantly reduce the number of projections required to reconstruct faithful 3D images for suitable sparse samples. Unfortunately, due to the iterative nature of these reconstruction algorithms, which require multiple rounds of regularization and both forward-projection and back-projection per reconstructed slice, CS introduces a significant computational cost. In our laboratory, for example, a typical OPT data set that would normally take a few minutes to reconstruct using FBP implemented on a GPU-accelerated desktop computer would require more than an hour to reconstruct using the two-step iterative shrinkage/thresholding (TwIST) CS algorithm [17]. This therefore introduces a data processing bottleneck for highly sampled longitudinal or high throughput studies.

Convolutional neural networks (CNN) provide an alternative computational approach for this and many other image data processing applications [18]. In X-ray CT, a U-net CNN has been used to remove the streak artifacts from FBP reconstructions calculated from 7 and 20 times undersampled data [19]. While the theoretical basis of this approach to deep learning is still being developed, for example [20], it provides an empirically useful approach to accelerating reconstruction of sparse tomography data. In this paper we report on CNNs applied to provide streak artifact-free reconstructions of undersampled OPT data that have been trained using high quality 3D images of chemically cleared tissue volumes reconstructed using FBP of densely sampled OPT data. This CNN approach enables us to reconstruct undersampled OPT data five times faster compared to our previous iterative CS-OPT approach and we demonstrate that CNN reconstructions can provide equivalent image quality to CS with 40% fewer projections, thereby further reducing the OPT data acquisition time. For in vivo applications, we show that a CNN trained on ex vivo immunostained mouse tissue OPT data can also be applied to reconstruct in vivo OPT datasets of zebrafish embryos expressing fluorescent proteins. This demonstrates the ability of the method to work across different types of biological sample and expands the scope of training data that can be used. The latter point is a particular advantage with live imaging, where the acquisition of sufficient high quality and fully sampled training data from live zebrafish would be technically challenging and undesirable in terms of the number of animals required.

2 | METHODS

2.1 | Reconstruction of OPT data using FBP and CS

If the sample is contained within the depth of focus of a telecentric imaging system and the object presents negligible optical scattering, OPT data can be analyzed with parallel
projection in the same way as X-ray CT data. Thus, the forward model is given by:

\[ Y = RX + n \]  

where \( Y \) is the measured 2D sinogram, \( R \) the Radon transform, \( X \) is the 2D fluorescence distribution of a slice of a 3D sample (Figure 1A-C), and \( n \) is the measurement noise. For a well-sampled sinogram \( Y \), \( X \) can be analytically determined using FBP [11] (Figure 1B,C), which we have implemented in MATLAB using the built in `iradon` function.

For undersampled data, \( X \) can be recovered by solving the optimization problem:

\[
\min_X \frac{1}{2} \| Y - RX \|_2^2 + \tau \Phi_{TV}(X)
\]

where the first term is the \( l_2 \)-norm of the residuals, \( \tau \) is the regularization hyperparameter and \( \Phi_{TV}(X) \) is the total variation functional. To solve the problem represented by Equation (2) we employed a MATLAB implementation of TwIST [17], based on that demonstrated in [21]. For the

FIGURE 1 Convolutional neural networks for reconstructing undersampled optical projection tomography (OPT) data-sets: A, represents an OPT dataset of a 4 days post fertilization zebrafish embryo, consisting of a series of 2D (x-y) projections acquired as the sample is rotated to an angle \( \theta \); Each (y-\( \theta \)) cross section through the dataset forms a sinogram, (B, D), which can be processed with filtered back projection (FBP) to give a (y-z) reconstructed slice, (C, E), of the sample volume. B and C, show the reconstruction of a highly sampled, 800 projection, dataset and (D, E) show the result of reconstructing from an undersampled, 40 projection, sinogram—resulting in a streak-corrupted slice. F, shows the reconstruction obtained using a U-net deep learning architecture—consisting of convolutional layers, max-pooling, bilinear interpolation upscaling, and concatenated skip paths—to estimate the well-sampled reconstruction from the undersampled FBP reconstruction (E). G, image obtained when the 2D reconstructed slices are stacked together to give the 3D fluorescence distribution of the sample.
analysis presented in this paper, \( \tau \) was kept constant at 0.004 for all reconstructions.

2.2 Convolutional neural network architecture to reconstruct undersampled OPT data

To reconstruct undersampled OPT data (Figure 1D), CNNs with a modified U-net architecture [22]—implemented using the Python package PyTorch (https://pytorch.org/)—were trained to output an estimate for the well-sampled (Figure 1C) reconstructed slice from the streak-corrupted FBP reconstruction of under-sampled OPT data (Figure 1E). The U-net architecture (Figure 2) we implemented consisted of a contracting path of four blocks, each composed of two 3 × 3 convolutional layers followed by 2 × 2 max pooling (i.e., down-sampling by taking the maximum local pixel value). After each max pooling step, the number of features doubled, starting from 64. The expanding path was also composed of four blocks, each up-scaling the features by a factor of two. Due to GPU memory limits, this up-scaling was performed using bilinear interpolation rather than with transpose convolutional layers. The expanded features were concatenated with those from the equivalent scale on the contracting path. The concatenated features were passed through two 3 × 3 convolutional layers and have their number quartered. Because transposed convolutional layers were not used, the number of features on the expanding path were half what they would be in a conventional U-net. Zero padding was used in the convolutional layers to keep image sizes consistent between contracting and expanding paths.

Batch normalization layers were used after each convolutional layer to minimize internal covariate shift. These were followed by rectified linear unit layers to enable the network to account for possible nonlinear effects.

The CNNs were trained on 400-projection OPT data-sets from previous studies of ex vivo cleared mouse pancreas for which OPT was used to assay beta cell mass [23] and unpublished OPT studies of mouse lung. Eighty percent of the sinograms (14,416) were randomly assigned to training with the remaining 20% (3,342) reserved for testing. These were assigned in batches of 10 neighboring slices to reduce correlations between testing and training data from adjacent sinograms.

CNNs were trained to remove streaks from slices reconstructed for a range of degrees of undersampling; 12, 16, 20, 24, 28, 32, 40, 48, 64 and 80 projections were used. Ground truth data (Figure 1C), \( I \), were calculated using FBP of the complete 400-projection sinogram data set (Figure 1B), with an additional Hann window applied to the ramp filter, scaled to 0.4. The input data, \( I_0 \), consisted of FBP reconstructions from a reduced number of projections.

![Figure 2](image_url)

**Figure 2** U-net architecture convolutional neural network (CNN), which takes streak corrupted slices reconstructed from angularly undersampled optical projection tomography (OPT) datasets as inputs and outputs estimates of streak-free slices reconstructed from well sampled datasets.
The network was trained using the error between the reconstructions and input FBP. This error was used to update the neuron weights. The Adam algorithm was used for stochastic gradient descent.

The CNN (Figure 2) takes the streak-corrupted undersampled FBP reconstruction (Figure 1E) as its input and outputs an estimate for the streak-free slice, \( \hat{I} \) (Figure 1F). The network was trained using the error between \( I \) and \( \hat{I} \) using the L1-norm:

\[
L_1 = \frac{1}{n} \sum_{i=1}^{n} |I_i - \hat{I}_i| \tag{3}
\]

where \( i \) is the pixel index. The L1-norm was averaged over each batch of 32 slices and back-propagated through the network to update the neuron weights. The Adam algorithm for stochastic gradient descent was used with the default parameters in PyTorch. We employed early stopping: after each pass of the training data, the average error on the test data was calculated and the training terminated when the error did not improve compared to the previous two epochs—the previous best network was kept. Training typically took between 3 and 6 hours on a desktop computer equipped with a Nvidia Tesla K40c, with 12 GB of memory. The training and testing scripts can be found online [24].

### 2.3 OPT data acquisition and samples

Fluorescence OPT of cleared mouse tissue samples was undertaken using a 0.5× telecentric lens (63-074; Edmund Optics Ltd, Barrington, New Jersey) with a depth of field of 5 mm, imaging onto a charge-coupled device camera (Retiga R1; QImaging, Surrey, Canada) for the pancreas samples and a 1× telecentric lens (58-430; Edmund Optics Ltd) with a 5 mm depth of field, imaging onto a sCMOS camera (Zyla 5.5; Andor Instruments, Belfast, England) for the lung samples. Samples were imaged 4 days post-fertilization, being anesthetized and mounted in fluorinated ethylene tubing with a refractive index that matched that of water.

### 3 RESULTS

#### 3.1 Reconstruction of ex vivo mouse pancreas and lung OPT data

Figure 3 shows representative image slices from the mouse pancreas OPT data reconstructed with a decreasing fraction of the 400 acquired projections and processed using either FBP, CS or CNN. As expected, the image quality of the FBP reconstructions degrades significantly as the number of projections decreases. Streak artifacts become apparent across the whole of the reconstructed slice and the image contrast decreases. For modest undersampling with 64 projections, the iterative CS approach provides a visually improved reconstruction of the pancreas and lung OPT data.
reconstruction with significantly reduced streak artifacts and improved contrast, although the CS algorithm also smooths the reconstruction, leading to a slight reduction in apparent resolution. The CS reconstructions degrade further with increased undersampling: artifacts appear in background regions of the reconstructed images and the contrast is further reduced. The CNN approach outperforms both the FBP and CS reconstructions of undersampled OPT data, showing significantly reduced streak artifacts and higher image contrast.

The performance of the three approaches reconstructing undersampled OPT data was quantitatively assessed by calculating the peak signal to noise ratio (PSNR) with respect to the “ground truth” reconstruction over 3342 pancreas and lung slices (i.e., FBP on OPT data with 400 projections), shown in Figure 4.

The PSNR, in dB, is given by:

$$PSNR = 10 \log_{10} \frac{I_{\text{MAX}}}{\sqrt{\sum_{i=1}^{n} ||\hat{I}_i - I_i||^2}}$$  \hspace{1cm} (4)

where $I_{\text{MAX}}$ is the peak pixel value of $I$, and the denominator is the mean squared error between $I$ and $\hat{I}$.

The PSNR for the FBP reconstructions is seen to decrease as fewer projections are used. The CS and CNN reconstructions provide superior reconstructions compared to FBP, with the PSNR decreasing more slowly with fewer projections. Moreover, the CNN approach consistently outperforms CS. Therefore, employing CNN for the reconstruction should enable the OPT data acquisition times to be reduced compared to CS for equivalent PSNR in the reconstructed images.

**FIGURE 3** Comparison of optical projection tomography (OPT) reconstructions with false color intensity scale of a representative pancreas slice using filtered back projection (FBP), compressed sensing (CS), and convolutional neural networks (CNN), with different numbers of projections: compared to simple FBP of undersampled OPT data, CS and CNN methods are both able to provide significantly improved reconstructions. The CNN OPT reconstructions present reduced streak artifacts in the background compared to CS. Scalebar is 2 mm.

**FIGURE 4** Variation of ratio of peak signal to noise ratio (PSNR) between undersampled optical projection tomography (OPT) reconstructions and “ground truth” for pancreas and lung test data-set. The graph plots mean and standard error of measurements across the test data-set of 3342 slices.
3.2 | Reconstruction of in vivo zebrafish OPT data

A key requirement for implementing CNN-based approaches to image processing is a sufficient quantity and quality of training data. For OPT of fixed and cleared tissue samples, such high-quality data can be easily obtained by acquiring a large number (i.e., hundreds) of projection images since there is no restriction on total acquisition time beyond possible photobleaching of the fluorescent labels. Such data sets are already available from many previous OPT studies of ex vivo tissue.

The acquisition of high-quality in vivo training OPT data is much more challenging, since the total acquisition time may be practically restricted. For example, in our previous in vivo OPT study of tumor and vascular development in adult zebrafish [8], the total acquisition time was limited to 15 minutes by the maximum time we could confidently maintain the fish under anesthesia and be able to recover them. This time was sufficient for two (spectrally distinct) OPT acquisitions of only 64 projections per acquisition. While this undersampled OPT data can be reconstructed using the CS approach, it is not suitable as a CNN training data set.

Fortunately, it is not necessary to acquire in vivo training data. One practical approach would be to chemically clear a number of zebrafish and image them ex vivo with suitably high numbers of projections. However, this would still require a significant number of zebrafish to be specifically sacrificed to gather sufficient training data for the CNN approach. Instead, we reasoned that, while the 3D structure of previously imaged ex vivo mouse tissue is significantly different compared to the labeled structures in the zebrafish, the reconstructed OPT slices are similarly sparse, with the fluorescence signal localized to multiple small regions (e.g., the islets in the mouse pancreas and the vasculature in the zebrafish). Consequently, the artifacts produced by FBP applied to undersampled data should be similar. We therefore applied our CNNs that were trained on the undersampled mouse tissue volumes described above to

![Figure 5](image_url)

**FIGURE 5** Comparison of optical projection tomography (OPT) reconstructions with false color intensity scale of a zebrafish embryo slice using filtered back projection (FBP), compressed sensing (CS), and convolutional neural networks (CNN) with different numbers of projections. The CS and CNN approaches produce acceptable reconstructions with significantly fewer projections than FBP. Below 64 projections, CS reconstructions are partially corrupted with streaks, while the CNN approach produces acceptable reconstructions using only 40 projections. Scalebar: 200 μm
reconstruct in vivo OPT data of a transparent zebrafish line expressing mCherryFP in the vasculature: Tg(kinase insert domain receptor:mCherryFP).

Figure 5 shows a comparison of OPT image slices from an in vivo zebrafish embryo OPT data set from the study reported in [21] reconstructed using the FBP, CS and CNN approaches for a decreasing fraction of 800 acquired projections. As observed with the reconstructed images of mouse tissue, the FBP data suffers from increasingly significant streak artifacts and decreased contrast as the number of projections is reduced. The CS approach provides a reasonable reconstruction with 64 projections but presents increasing streak artifacts and reduced image contrast with images reconstructed from 40 and 32 projections. In contrast, the images reconstructed using the CNN approach presents higher image quality with fewer apparent streak artifacts and better preservation of the localized vascular signal (Video S1 in Appendix S1, Supporting Information).

Figure 6A shows how the PSNR between slices reconstructed from fully sampled and undersampled projection data, averaged over the 2218 slices of the zebrafish embryo, varies with degree of undersampling. As seen with the mouse tissue, the PSNR value improves from FBP to CS to CNN for reconstructions with the same number of projection images. The PSNR for the CS and CNN reconstruction decreases more significantly with undersampling than was observed with the mouse pancreas OPT data in Figure 4. However, the CNN approach still outperforms the FBP and CS approaches and employing CNN for the OPT image reconstruction achieves equivalent PSNR compared to a 64 projection CS reconstruction with 40 projections—enabling a reduction in data acquisition time of 40%. The PSNR measures the image reconstruction performance averaged across all reconstructions. To explore the dynamic range, an investigation of the reconstruction of specific features with different signal levels is included in supplementary information S1.

The decrease in processing time per slice for the CNN approach compared to CS is even more significant. Figure 6B shows the average data processing time per reconstructed slice for the FBP, CS and CNN approaches implemented on the same desktop computer with an Nvidia Tesla K40c GPU. We note that FBP is an established analytic reconstruction technique that has been optimized in MATLAB and required only $(8.75 \pm 0.01) \times 10^{-3}$ seconds to reconstruct each slice from 64 projections. The CNN reconstruction approach takes FBP reconstructions as input and performs one feedforward pass through the neural network, so the additional processing time is independent of the number of projection images, with a value of $(3.40 \pm 0.02) \times 10^{-1}$ seconds per slice for 64 projections. In contrast, the CS approach requires multiple rounds of forward-and back-projection and regularization, resulting in a significantly increased overall reconstruction time per slice, which further increases with the number of projection images. The average reconstruction time per slice for our CS implementation was $2.18 \pm 0.01$ seconds for 64 projections. Thus, for reconstructions from OPT data with 64 projections, the iterative CS approach was 6× slower per slice compared to CNN, and its reconstruction quality, as indicated by the PSNR metric, was inferior. The total OPT image reconstruction time for the zebrafish data set comprising 2218 slices with 64 projections was 15 minutes for the CNN approach, compared to 77 minutes required for the CS approach. This includes common overheads such as the time required for loading and saving the data to disk.

**FIGURE 6** A, variation of peak signal to noise ratio (PSNR) of image slices of zebrafish embryo in vivo optical projection tomography (OPT) data between undersampled OPT reconstructions using filtered back projection (FBP), compressed sensing (CS), and convolutional neural networks (CNN) (trained on mouse tissue) and “ground truth” based on FBP of 800 projection images of zebrafish and (B) average OPT image reconstruction time per slice, using FBP, CS, and CNN. Graph shows mean and standard error of PSNR of 2218 reconstructed slices.
4 | DISCUSSION

OPT can offer accelerated imaging of sparse samples by utilizing compressive sensing techniques to reconstruct undersampled OPT data sets. This is essential for in vivo OPT and convenient whenever smaller data volumes are desired. Here we have extended previous work [21] to demonstrate the use of CNNs for significantly faster and improved reconstruction of undersampled OPT data compared to an iterative compressive sensing algorithm. We have developed this novel approach to OPT applied to data from previous studies of chemically cleared and labeled mouse tissue and have demonstrated that the resulting CNNs are also applicable to in vivo zebrafish OPT data. Significantly, the mouse tissue-trained CNN maintain their relative reconstruction quality and speed advantage compared to iterative CS reconstruction despite no zebrafish data being included during the network training process. This is important in terms of reduced numbers of animals being sacrificed for in vivo research.

The improved image quality and data processing speed provided by the CNN approach to reconstructing undersampled OPT data will be important for longitudinal and high throughput 3D preclinical imaging studies of zebrafish and other small/transparent organisms, for which the substantial computational challenge presented by the iterative algorithm of the CS approach is a significant bottleneck that can delay or preclude important feedback to the ongoing study (eg, informing optimization of data quality or animal welfare).

ACKNOWLEDGMENTS

The Compressive Sensing reconstruction algorithm was a MATLAB implementation of TwiIST based on that developed by Teresa Correia and Simon Arridge (Department of Computer Science, University College London) [21] and modified by S.P.X.D. and Y.A. We acknowledge Nicola Lockwood (Division of Medicine, University College London) for breeding and maintenance of the zebrafish line. We acknowledge Natalie Andrews (Institute of Chemical Biology, Imperial College London) for assistance with the preparation of the zebrafish embryos for imaging. We acknowledge funding from the UK Medical Research Council (MR/K011561/1 and MR/J0003042/1). S.P.X.D. acknowledges a PhD studentship funded by the UK Engineering and Physics Sciences Research Council. A.B., S.K. and E.S. were funded by the Francis Crick Institute, which receives its core funding from Cancer Research UK (FC001144), the UK Medical Research Council (FC001144), and the Wellcome Trust (FC001144). We gratefully acknowledge the donation of a Tesla K40 GPU by NVIDIA (https://registration.nvidia.com/ahr.aspx). Maintenance, breeding and use of animals conformed to UK ethical and licensing 78 rules (UK Home Office PPL 70/7700). We acknowledge funding from the British Heart Foundation to P.F. and UCL CoMPLEX through a doctoral training grant (SP/08/004). We thank the UCL and Imperial College zebrafish facilities for their expertise in zebrafish maintenance and husbandry.

CONFLICT OF INTEREST

The authors have no competing interests to declare.

AUTHOR CONTRIBUTIONS

S.P.X.D., P.M.W.F. and J.M. conceived and designed the study. G.A.R. and G.d.S.X. provided the mouse pancreas OPT data from a previous study [25]. E.S., A.B. and S.K. provided the mouse lung OPT data from experiments undertaken by A.B. and S.K. P.F., J.M. and P.M.W.F provided the zebrafish data from a previous study [21] performed by J.M. S.P.X.D. designed the CNN supervised by S.F. and analyzed the OPT data supervised by P.M.W.F. and J.M. All authors contributed to and reviewed the manuscript.

ORCID

Samuel P. X. Davis https://orcid.org/0000-0002-0871-8880
Gabriela da Silva Xavier https://orcid.org/0000-0002-0678-012X
Guy A. Rutter https://orcid.org/0000-0001-6360-0343
Seth Flaxman https://orcid.org/0000-0002-2477-4217

REFERENCES

[1] A. Abbott, Nature 2003, 424(6951), 870.
[2] J. Sharpe, U. Ahlgren, P. Perry, B. Hill, A. Ross, J. Heckscher-Brandrup, R. Baldock, D. Davidson, Science 2002, 296 (5567), 541.
[3] M. Oldham, H. Sakhalkar, Y. M. Wang, P. Guo, T. F. Oliver, R. Bentley, Z. Vujaskovic, M. W. Dewhirst, J. Biomed. Opt. 2007, 12(1), 014009.
[4] T. Alatalo, C. E. Lorén, A. Larefalk, J. Sharpe, D. Holmberg, U. Ahlgren, J. Biomed. Opt. 2008, 13(5), 054070.
[5] A. Arranz, D. Dong, S. Zhu, M. Rudin, C. Tsatsanis, J. Tian, J. Ripoll, Opt. Express 2013, 21(22), 25912.
[6] D. Nguyen, P. J. Marchand, A. L. Panchette, J. Nilsson, M. Sison, J. Extermann, A. Lopez, M. Sylwestrzak, J. Sordet-Dessimoz, A. Schmidt-Christensen, D. Holmberg, D. Van De Ville, T. Lasser, Biomed. Opt. Express 2017, 8(12), 5637.
[7] J. McGinty, H. B. Taylor, L. Chen, L. Bugeon, J. R. Lamb, M. J. Dallman, P. M. W. French, Biomed. Opt. Express 2011, 2 (5), 1340.
[8] S. Kumar, N. Lockwood, M. C. Ramel, T. Correia, M. Ellis, Y. Alexandrov, N. Andrews, R. Patel, L. Bugeon, M. J. Dallman,
S. Brandner, S. Arridge, M. Katan, J. McGinty, P. Frankel, P. M. W. French, *Oncotarget* **2016**, 7(28), 43939.

[9] R. M. White, A. Sessa, C. Burke, T. Bowman, J. LeBlanc, C. Ceol, C. Bourque, M. Dovey, W. Goessling, C. E. Burns, L. I. Zon, *Cell Stem Cell* **2008**, 2(2), 183.

[10] J. Krauss, P. Astrinides, H. Frohnhofer, B. Walderich, C. Nüsslein-Volhard, *Biol. Open* **2013**, 2(7), 703.

[11] A. C. Kak, M. Slaney, *Principles of Computerized Tomographic Imaging*, IEEE Press, New York **1988**.

[12] N. Lockwood, J. Parker, C. Wilson, P. Frankel, *Zebrafish* **2017**, 14(2), 133.

[13] L. Chen, N. Andrews, S. Kumar, P. Frankel, J. McGinty, P. M. W. French, *Opt. Lett.* **2013**, 38(6), 851.

[14] Q. Miao, J. Hayenga, M. G. Meyer, T. Neumann, A. C. Nelson, E. J. Seibel, *Opt. Lett.* **2010**, 35(20), 3363.

[15] L. Chen, S. Kumar, D. Kelly, N. Andrews, M. J. Dallman, P. M. W. French, J. McGinty, *Biomed. Opt. Express* **2014**, 5(10), 3367.

[16] D. L. Donoho, *IEEE Trans. Inf. Theory* **2006**, 52(4), 1289.

[17] J. M. Bioucas-Dias, M. A. Figueiredo, *IEEE Trans. Image Process.* **2007**, 16(12), 2992.

[18] A. Bhandare, M. Bhide, P. Gokhale, R. Chandavarkar, *Int. J. Comput. Sci. Inf. Technol.* **2016**, 7(5), 2206.

[19] K. H. Jin, M. T. McCann, E. Froustey, M. Usner, *IEEE Trans. Image Process.* **2017**, 26(9), 4509.

[20] J. Schwab, S. Antholzer, M. Haltmeier, *Inverse Probl.* **2018**, 35(2), 025008.

[21] T. Correia, N. Lockwood, S. Kumar, J. Yin, M.-C. Ramel, N. Andrews, M. Katan, L. Bugeon, M. J. Dallman, J. McGinty, P. Frankel, P. M. W. French, S. Arridge, *PLoS One* **2015**, 10(8), e0136213.

[22] O. Ronneberger, P. Fischer, T. Brox, U-net: Convolutional networks for biomedical image segmentation. in *International Conference on Medical Image Computing and Computer-Assisted Intervention*, Springer, Cham **2015**, p. 234.

[23] G. da Silva Xavier, A. Mondragon, G. Sun, L. Chen, J. A. McGinty, P. M. French, G. A. Rutter, *Diabetologia* **2012**, 55(10), 2667.

[24] S. P. X. Davis. Github Repository – CNOPT [Online], https://github.com/imperial-photonics/CNOPT.

[25] G. Sun, A. I. Tarasov, J. McGinty, A. McDonald, G. da Silva Xavier, T. Gorman, A. Marley, P. M. W. French, H. Parker, F. Gribble, F. Reimann, O. Prendiville, R. Carzaniga, B. Viollet, I. Leclerc, G. A. Rutter, *Diabetologia* **2010**, 53(5), 924.

**SUPPORTING INFORMATION**

Additional supporting information may be found online in the Supporting Information section at the end of this article.

**How to cite this article:** Davis SPX, Kumar S, Alexandrov Y, et al. Convolutional neural networks for reconstruction of undersampled optical projection tomography data applied to in vivo imaging of zebrafish. *J. Biophotonics*. 2019;e201900128. https://doi.org/10.1002/jbio.201900128