A temporal-to-spatial deep convolutional neural network for classification of hand movements from multichannel electromyography data
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ABSTRACT

Deep convolutional neural networks (CNNs) are appealing for the purpose of classification of hand movements from surface electromyography (sEMG) data because they have the ability to perform automated person-specific feature extraction from raw data. In this paper, we make the novel contribution of proposing and evaluating a design for the early processing layers in the deep CNN for multichannel sEMG. Specifically, we propose a novel temporal-to-spatial (TtS) CNN architecture, where the first layer performs convolution separately on each sEMG channel to extract temporal features. This is motivated by the idea that sEMG signals in each channel are mediated by one or a small subset of muscles, whose temporal activation patterns are associated with the signature features of a gesture. The temporal layer captures these signature features for each channel separately, which are then spatially mixed in successive layers to recognise a specific gesture. A practical advantage is that this approach also makes the CNN simple to design for different sample rates. We use NinaPro database 1 (27 subjects and 52 movements + rest), sampled at 100 Hz, and database 2 (40 subjects and 40 movements + rest), sampled at 2 kHz, to evaluate our proposed CNN design. We benchmark against a feature-based support vector machine (SVM) classifier, two CNNs from the literature, and an additional standard design of CNN. We find that our novel TtS CNN design achieves 66.6% per-class accuracy on database 1, and 67.8% on database 2, and that the TtS CNN outperforms all other compared classifiers using a statistical hypothesis test at the 2% significance level.

I. INTRODUCTION

Machine learning is an essential tool for extracting user intention for control of devices. For hand movement recognition, this can be done using bioelectric signals [2], [3], ultrasound [4], or motion capture using smart gloves [6]. Hand movement classification from surface electromyography (sEMG) has been performed using various methods, such as linear discriminant analysis [7], support vector machines (SVMs) [8]–[10], neural networks [8], [9], [11], neurofuzzy [12], [13] and mixtures of experts [14]. These conventional classifiers have mostly been applied to small numbers of movement classes: e.g. 5-7 movements [9], [12], [13], [15]–[19] or 9-12 movements [20]–[24]. Typically, for these conventional classifiers, feature extraction is performed using fixed features e.g. wavelets or Fourier transforms [25], [26]. This approach to feature extraction is difficult and limited because the features have to be carefully engineered by domain experts and are not person-specific.

Deep convolutional neural networks (CNNs) [27] have the potential to improve and simplify sEMG classifier systems, due to their ability to perform automated person-specific feature extraction from raw data inputs. Previous work has already shown some potential for CNNs in this domain: an early study in comparison to support vector machines (SVMs) has demonstrated that CNNs can be competitive although not necessarily outperform feature-based classifiers [28]; subsequent studies have shown that CNNs can outperform SVMs in the context of re-calibration [29] and regression for motor control [30]; research on classifying sEMG signals from instantaneous measurements has shown promise for low-latency systems [31]; experiments across multiple days have shown improvements in CNNs compared to linear discriminant analysis [32]. However, no particular CNN designs stand-out as optimal for sEMG classifiers, and there are no particular guidelines that a user can follow, and so optimal CNN design for sEMG is still an open question and one that requires study.

The focus of this paper is the design of a novel CNN architecture where the lowest layers of the network perform convolution only along the temporal direction of each separate sEMG channel in order to extract temporal features. This is motivated by the idea that sEMG signals in each channel are mediated by one or a small subset of muscles, whose temporal activation patterns are associated with the signature features of a gesture. The temporal CNN layer captures these signature features for each channel separately, which are then spatially mixed in successive CNN layers to recognise a specific gesture. We label this CNN design a Temporal-to-Spatial CNN (TtS CNN).

The TtS CNN has some similarity to the wide and successful use of temporal feature extraction from multi-channel sEMG in conventional feature-based classifiers, e.g. using Fourier and wavelet transforms, which operate on each sEMG channel separately [33]. A practical advantage of the TtS CNN is that the network architecture can be easily re-designed for different input data sizes, caused by differences in sampling rate or window length between sEMG classifier systems. The low-level temporal convolutions are also combined here for the first time with a modified version of the compression techniques used in SqueezeNet - a technique that tends to reduce network size for a given performance level [34].

To evaluate the TtS CNN we use NinaPro databases 1 and 2 [35]–[37], which are an open-source collection of sEMG data associated with many hand movements, where in database 1 there are 27 subjects performing 53 movements (52 + rest), and in database 2 there are 40 subjects performing 41 movements (40 + rest). NinaPro database 1 consists of multi-channel sEMG sampled at 100 Hz, whilst NinaPro database 2 is sampled at 2 kHz. These databases are ideal for demonstrating the advantage of the temporal convolution layer in our proposed CNN design.
in comparison to other CNNs, when having to re-design the CNN for different sample rates.

We compare and benchmark the TtS CNN design against the CNNs from Attori et al. [23], Geng et al. [31], [33] and our own generic CNN design (without the temporal convolution layer). We also compare to a feature-based classification method in the form of a Support Vector Machine (SVM) using the following features: marginal Discrete Wavelet Transform [39], Mean Absolute Value (MAV) [40] and Waveform Length (WL) [40].

We use robust validation methods (stratified multi-split cross-validation) to evaluate the performance of each classifier and a per-class method of measuring accuracy that is resistant to bias caused by data imbalance - the macro-average accuracy [41], [42]. We also perform a statistical comparison of classifiers based on a specialist method for multiple data sets (because each classifier is trained separately on each human subject) [43], in order to demonstrate a significant performance improvement over the comparison classifiers.

II. METHODOLOGY

A. Standard Convolutional Neural Network Design

In this section we give a brief overview and background on CNN design. All specific details are for the networks we designed; reproduction of previous works used implementation specifics defined in their respective papers.

The input to our classifiers is a window of sEMG data, \( X \in \mathbb{R}^{n_s \times n_e} \), where \( n_s \) is the number of samples and \( n_e \) the number of sEMG channels. The main building block of CNNs is the convolutional layer, where a 2D convolution is a single 2D map, indexed by \( k \), in layer \( l \), is \( Z^{(l,k)} \in \mathbb{R}^{r_l \times c_l} \), where \( Z^{0,1} = X \). At each layer there is a stack of \( d_l \) maps, i.e. a 3D volume of dimension \( r_l \times c_l \times d_l \). The value of a unit, \( z_{r,c}^{(l,k)} \), at location \((r,c)\), in the map \( Z^{(l,k)} \), is given by

\[
z_{r,c}^{(l,k)} = h_a \left( \sum_{m=1}^{d_l} \sum_{i=1}^{r_l} \sum_{j=1}^{c_l} w_{i,j}^{(l,k,m)} z_{r+i,c+j}^{(l-1,m)} + b^{(l,k)} \right)
\]

(1)

where \( z_{r,c}^{(l,k)} \) is the neuron output at location \((r,c)\), for \( r = 1, \ldots, r_l \), \( c = 1, \ldots, c_l \), \( R_l \times C_l \) is the convolution filter size, the convolution filter indexed by \( k \), for \( k = 1, \ldots, d_l \), is composed of the adjustable CNN weights \( w_{i,j}^{(l,k,m)} \), \( b^{(l,k)} \) is a bias term, and \( \tilde{r} = r - \lfloor R_l/2 \rfloor \) and \( \tilde{c} = c - \lfloor C_l/2 \rfloor \) for odd valued \( R_l \) and \( C_l \), \( h_a(.) \) is the activation function of the neuron, defined here, for all but the final layer of each network, as the leaky rectified linear unit (LReLU) [44], [45], where

\[
h_a(x) = \begin{cases} x, & x \geq 0 \\ \alpha x, & x < 0 \end{cases}
\]

(2)

where \( 0 < \alpha < 1 \).

The final layer, which performs the classification, is a dense layer with a softmax activation function in each case, which is defined as

\[
z_j^* = \exp \left( \frac{\tilde{z}_j^{(l)}}{z_j^*} \right) \times \left( \sum_{k=0}^{M-1} \exp \left( \frac{\tilde{z}_k^{(l)}}{z_k^*} \right) \right)^{-1}
\]

(3)

for class \( j = 1, \ldots, M - 1 \), where \( M \) is the number of classes, \( z_j^* \) is the normalised output of the softmax layer for class \( j \) and

\[
\tilde{z}_r^{(l)} = \left( \sum_{n=1}^{d_{l-1}} \sum_{i=1}^{r_{l-1}} \sum_{j=1}^{c_{l-1}} w_{i,j}^{(l,m)} z_{r+i,c+j}^{(l-1,m)} \right) + b^{(l,r)}
\]

(4)

for \( r = 1, \ldots, M - 1 \).

The network weights were trained using the cross-entropy loss function, for \( N \) data samples and \( M \) classes,

\[
L(\Theta) = -\sum_{i=1}^{N} \sum_{j=0}^{M-1} 1\{y(i) = j\} \log z_{ij}^*
\]

(5)

where \( \Theta \) is the set of all CNN parameters, including weights and biases from all layers, \( z_{ij}^* \) is the softmax output for data sample \( i \) and prediction of class \( j \), \( y(i)^{(t)} \) is the true class label for data sample \( i \), \( 1\{\cdot\} \) is the indicator function, i.e. \( 1\{\cdot\} = 1 \) for true and \( 1\{\cdot\} = 0 \) for false. The weight parameters were randomly initialised using the Glorot uniform kernel [46], and bias parameters were initialised to zero.

During training a class weighting prior was also used to aid training based on the frequency of examples in the training set

\[
\gamma_j = 1 + \log_2 \frac{n_{\text{max}}}{n_j}
\]

(6)

where \( \gamma_j \) is the weighting of movement \( j \), \( n_{\text{max}} \) is the number of examples of the most represented movement and \( n_j \) is the number of examples of movement \( j \).

We implemented our work in Python primarily using Keras [47] with Tensorflow [48] except for re-implementation of the Geng et al network [31] which was re-implemented in MXNet [49]. Training was performed using an NVIDIA Tesla K40 GPU with 12 GB RAM.

Decisions about hyper-parameters were made based on a rapid-prototyping approach that evaluated potential modifications on a small subset of the data consisting of one validation fold of three subjects worth of data. The subjects and validation split were generated randomly for each different parameter that was worked on.

The selection for hyper-parameters to test was driven by best practice for CNNs in other domains, sEMG domain knowledge and informed by previous prototyping results.

B. Temporal-to-Spatial Network Design

Tables I and II show our main network designs for the two databases. Fig 1[1] shows a graphical representation.

The key contributions of this paper lie in these network designs which encode domain knowledge into the network architecture. We shall call the network which incorporates all designs which encode domain knowledge into the network architecture. We shall call the network which incorporates all decisions about hyper-parameters were made based on a graphical representation.
TABLE I. Breakdown of TtS network architecture for database 1. Channels last format.

| Layer Type          | Output Size | # Filters | Filter Size | Stride  | Activation | # Params |
|---------------------|-------------|-----------|-------------|---------|------------|---------|
| Input EMG           | 15x10x1     |           |             |         |            |         |
| Gaussian Noise      | 15x10x1     |           |             |         | α = 0.001 |         |
| Conv (Temporal)     | 15x10x64    | 64        | 3x1         | 1x1     | LReLU      | 256     |
| Temporal Fire       | 15x10x128   | (32, 64, 64) | (1x1, 1x1, 3x1) | 1x1     | LReLU      | 10,400  |
| Conv (Spatial)      | 15x10x32    | 32        | 3x10        | 1x1     | LReLU      | 122,912 |
| Dropout             | 128         |           |             | rate = 0.5 |           | 614,528 |
| Dense               | 53          |           |             |         |           | 6,837   |
| Dropout             | 128         |           |             | rate = 0.5 |           |         |
| Dense               | 53          |           |             | Softmax |           |         |
| **Total**           | **754,933** |           |             |         |            |         |

TABLE II. Breakdown of TtS network architecture for database 2. Channels last format.

| Layer Type          | Output Size | # Filters | Filter Size | Stride  | Activation | # Params |
|---------------------|-------------|-----------|-------------|---------|------------|---------|
| Input EMG           | 300x12x1    |           |             |         |            |         |
| Gaussian Noise      | 300x12x1    |           |             |         | α = 0.001 |         |
| Conv (Temporal)     | 12x12x64    | 64        | 30x1        | 25x1    | LReLU      | 3,264   |
| Temporal Fire       | 12x12x128   | (32, 64, 64) | (1x1, 1x1, 3x1) | 1x1     | LReLU      | 10,400  |
| Conv (Spatial)      | 12x12x32    | 32        | 3x12        | 1x1     | LReLU      | 147,488 |
| Dropout             | 128         |           |             | rate = 0.5 |           | 589,952 |
| Dense               | 41          |           |             | Softmax |           | 5,289   |
| Dropout             | 128         |           |             | rate = 0.5 |           |         |
| Dense               | 41          |           |             | Softmax |           |         |
| **Total**           | **756,393** |           |             |         |            |         |

Fig 1. Graphical representation of the TtS network. Brackets show number of filters followed by filter size. The X or Y on filter sizes shows the size for database 1 and database 2 respectively.

we expect useful low level features to be temporal in nature i.e. not calculated across channels. This has shown to be the case with the majority of hand designed features which are calculated on a per-channel basis rather than across all channels [26], [33], [50].

By enforcing the temporal constraint we greatly increase the likelihood of learning useful, generalisable features. Then by using large numbers of early filters we ensure complex expansions are possible that can tailor the temporal feature extraction to a specific subject. For instance this may be likened to selection of the best wavelet for a set of subjects when using the Discrete Wavelet Transform (DWT) as a hand crafted feature except we may now automatically tailor that to a specific subject and not be constrained by a pool of wavelets to select from.

We also augment the Fire Module described in SqueezeNet [34]. The Fire Module consists of a 1x1 convolution whose output is fed to another 1x1 convolution and a 3x3 convolution which are then concatenated together to form the output. The aim of this design was model compression: allowing a network with far fewer parameters to compete with much larger networks in terms of performance. We reverse that idea here and modify the Fire Module to include temporal enforcement in order to boost performance. The key insight is that the Fire Module learns inter-filter connections i.e. connections between different features. Combinations of features have been shown to improve performance in traditional classification solutions to sEMG classification [51] and thus by encoding specifically that these are likely to be important we can further enhance performance.

To enforce temporal features we modify the 3x3 convolution in the Fire Module to be a 3x1 and rename it a “Temporal Fire Module” for clarity.

This temporal first approach is diametrically opposite to Atzori et al [28] and Geng et al [31], [38] who both explicitly perform spatial convolution first in their networks.

The final convolutional layer (marked “Spatial” in the tables) is the only convolution that allows inter-channel features. Intuitively, in a similar way to low level temporal feature enforcement, this layer encodes the idea that high level features will relate to combinations across channels e.g. patterns of channel activation relate to specific kinds of movements.

The Gaussian noise layer helps prevent overfitting by introducing noise to incoming training samples. The α parameter was selected based on Atzori et al’s [28] work.

Another key contribution, seen in the TtS and Baseline CNN designs, is adaption to different input sizes caused either by different window lengths or sampling frequencies. This is illustrated here in the implementation differences of the TtS network between databases 1 and 2 caused by the 20x higher sampling frequency in database 2 (Tables I and II). The key insight is that the first convolution can be expanded along the temporal direction to cover a similar span of time and the stride increased to also cover a similar time increment through the window. This approach drastically reduces the necessary
parameters, compared to a direct conversion by updating the input shape, while still maintaining performance.

For training we used the Adam algorithm [52] with a learning rate of 0.001, $\beta_1 = 0.9$ and $\beta_2 = 0.999$. From our prototyping we found that 10 epochs was a sufficient training length for all cases except the baseline CNN on database 2 which only required 5. These choices as well as the other architectural and hyper-parameter choices not mentioned explicitly were identified by a combination of random search and manual tuning [27] cross validated using the training data from 10 randomly selected subjects from the main benchmark to ensure informational separation.

C. Baseline CNN Design

Table III shows an alternative network architecture we implemented to demonstrate performance against a more generic architecture that does not have the Temporal-to-Spatial feature enforcement. It also serves to show how early temporal enforcement helps guide network learning as although it is possible for the network to learn temporal features in this design adding temporal enforcement still improves performance. This architecture was also configured to have a similar number of total parameters to our other implementations to help maintain comparability, although on database 2 there is $\sim 20\%$ increase in total parameters. We call this network the Baseline CNN.

Table IV shows another example of how it is possible to manipulate a network to cover the same time period in the first convolution on database 2 as on database 1 by multiplying the temporal dimension of the filter size by the difference in sampling period (20x) and compensating for this size increase by increasing the stride in the temporal dimension by the same factor. As in our TtS design this allows us to limit the extra parameters added while maintaining performance.

The increase in size along spatial dimensions in the later convolutional filters is necessary to account for increased number of channels in database 2.

D. Feature Based Classification (SVM)

We implemented a Support Vector Machine (SVM) as a baseline for comparison to feature based classification on our robust methodology. The SVM used a Radial Basis Function Kernel (RBF) and three different features: the marginal Discrete Wavelet Transform (mDWT) [39], Mean Absolute Value (MAV) [40] and Waveform Length (WL) [40].

The mDWT for a channel is described as

$$x_{mdwt} = \sum_{\tau=0}^{N/2^s-1} \sum_{n=1}^{N} x_n \psi_{l,\tau}(t)$$

for $s = 1 \ldots S$, where $S$ is the maximum level of decomposition (3 levels were used), $\psi$ is the mother wavelet (sym4 here based on [8]), $l$ is a translation and $\tau$ is a dilation, $x_n$ is the signal value at sample $n$ and $N$ is the length of the signal.

The MAV is described as

$$x_{mav} = \frac{1}{N} \sum_{n=1}^{N} |x_n|$$

The WL is described as

$$x_{wl} = \sum_{n=1}^{N-1} |x_{n+1} - x_n|$$

SVM feature data was independently normalised after extraction using training set data, class weighting was used based on frequency in the training set (see Equation 6) and one-vs-all multi-classing was used.

E. Data Preprocessing

The open source NinaPro databases 1 and 2 were utilised here [36], [37], [53].

Database 1 contains labelled data from 27 human subjects, performing 10 repetitions of 52 hand movements. The subjects rested between each repetition and so rest is treated as an additional movement, leading to 53 movements in total (where rest vastly outnumbers all other movements, leading to an imbalanced classification problem). The corresponding sEMG signals were recorded with a 10 channel Otto Bock system, sampled at 100 Hz. This low sampling frequency is due to the root mean square filtering of the Otto Bock electrodes, which shifts the frequency spectrum to 0-5 Hz [8] from the relevant range for sEMG of 20-500 Hz [24]. An sEMG signal window of length 150 ms, with 10 ms increment, was used as input to the classifiers. At the sample rate of 100 Hz, this corresponded to windows of 15 samples, with an increment of 1 sample.

Database 2 contains labelled data from 40 human subjects, performing 6 repetitions of 40 hand movements, with rest treated as an additional movement, so 41 movements in total. The corresponding sEMG signals were recorded with a 12 channel Delsys system, sampled at 2000 Hz. Database 2 also includes 9 finger-based force pattern exercises that we do not consider here. An sEMG signal window of length 150 ms, with 10 ms increment, was used as input to the classifiers. At the sample rate of 2000 Hz, this corresponded to windows of 300 samples, with an increment of 20 samples.

The data set for an individual subject from either database comprises sEMG input data and corresponding hand movement class labels,

$$D = \{(X^{(1)}, y^{(1)}), \ldots, (X^{(N)}, y^{(N)})\}$$

where $D$ is the data set for a given subject, the matrix $X^{(j)} \in \mathbb{R}^{n_s \times n_c}$ is a window of sEMG data, with number of samples $n_s$ and number of channels $n_c$, $N$ is the number of data pairs, and $y^{(j)}$ is the corresponding movement label/class,

$$y^{(j)} \in \mathbb{M} = \{0, \ldots, M - 1\} \text{ for } j = 1, \ldots, N$$

where $M$ is the total number of movements.

We used a sliding window method to segment data in both databases with a window length of 150ms and window increment of 10ms. The window length of 150ms was chosen to help ensure classification can occur within an acceptable latency [55] and to allow some comparison with the work of Geng et al [31], [38] and Atzori et al [28].

The sliding window method is illustrated in Fig 2. An important issue with this method is that overlapping windows
TABLE III. Baseline CNN architecture for database 1. Channels last format.

| Layer Type | Output Size | # Filters | Filter Size | Stride | Activation | # Params |
|------------|-------------|-----------|-------------|--------|------------|---------|
| Input EMG  | 15x10x1     |           |             |        | LReLU      |         |
| Gaussian Noise | 15x10x1     |           |             |        | LReLU      | 1,280   |
| Conv       | 15x10x128   | 128       | 3x3         | 1x1    | LReLU      | 122,944 |
| Conv       | 15x10x64    | 64        | 5x3         | 1x1    | LReLU      | 30,752  |
| Dropout    | 4,800       |           |             |        |            |         |
| Dense      | 128         | 128       |             |        | LReLU      | 614,528 |
| Dropout    | 128         |           |             |        |            |         |
| Dense      | 53          | 53        |             |        | Softmax    | 6,837   |
| Total      |             |           |             |        |            | 776,341 |

TABLE IV. Baseline CNN architecture for database 2. Channels last format.

| Layer Type | Output Size | # Filters | Filter Size | Stride | Activation | # Params |
|------------|-------------|-----------|-------------|--------|------------|---------|
| Input EMG  | 300x12x1    |           |             |        |            |         |
| Gaussian Noise | 300x12x1    |           |             |        |            | 0.001   |
| Conv       | 15x12x128   | 128       | 6x3         | 20x1   | LReLU      | 23,168  |
| Conv       | 15x12x64    | 64        | 5x3         | 1x1    | LReLU      | 122,944 |
| Conv       | 15x12x32    | 32        | 5x3         | 1x1    | LReLU      | 30,752  |
| Dropout    | 4,800       |           |             |        |            |         |
| Dense      | 128         | 128       |             |        | LReLU      | 737,408 |
| Dropout    | 128         |           |             |        |            |         |
| Dense      | 53          | 53        |             |        | Softmax    | 5,289   |
| Total      |             |           |             |        |            | 919,561 |

Fig 2. Illustration of sliding window method for an example window length of 4 samples and increment of 1 showing overlap in information between nearby windows.

share information which makes it necessary to use an alternative to random selection when dividing into training and testing sets, see Section II-F.

In the original data all instances of the rest class are labelled as being part of an additional repetition 0 however due to the need to split via repetition number (and to keep inline with previous work [8], [28]) we labelled half the rest data before and after each non-rest movement as belonging to the repetition of that movement up to a maximum of 10 seconds of rest data on either side. To avoid information sharing between windows in different repetitions a gap the size of the window length is also enforced between successive repetitions.

The data is first compiled into a single stream by concatenating the data from each exercise then the windowing starts at the first sample and is slid across the entire data stream (in the increments previously described) with labels for repetition and movement class taken from the most recent sample. The relabelling of rest repetitions prevents the discontinuity between exercises being used in training/testing since the data is split into sets based on repetition number and the remaining windows labelled with repetition 0 are ignored.

All data was independently normalised to zero-mean and standard deviation one using training set data for each validation fold.

F. Per Sample Accuracy versus Per Class Accuracy

We use two main performance metrics in this paper. The first is a per sample metric that weights samples equally when taking the average performance, termed the micro-average accuracy [41], which is commonly used elsewhere but is sensitive to class imbalance and so not recommended here. The micro-average is reported only because it has been used elsewhere. The second metric is a per class metric that weights classes equally when taking the average performance, termed the macro-average accuracy [41], which is not sensitive to class imbalance. Area Under Curve metrics are not used since they are not well defined for the multi-class case [41].

The micro-average accuracy is defined as

\[
Acc_{\text{micro}} = \frac{\sum_{i=1}^{M} TP_i}{\sum_{i=1}^{M} (TP_i + FN_i)}
\]  

(12)

where TP_i (True Positives) is the number of correct classifications for movement i, FN_i (False Negatives) is the number of instances of movement i that are predicted to be a different movement and M is the number of movement classes.

Macro-average accuracy is then defined as

\[
Acc_{\text{macro}} = \frac{1}{M} \sum_{i=1}^{M} \left( \frac{TP_i}{TP_i + FN_i} \right)
\]  

(13)

where the average is taken over the M classes equally weighted.

G. Cross-Validation

The major two studies on these databases we compare against [28], [31], [38] use a single training-test split in their evaluations specifically repetitions [2, 5, 7] were used for testing and repetitions [1, 3, 4, 6, 8, 9, 10] training on database 1 and repetitions [2, 5] for testing with [1, 3, 4, 6] for training on database 2. Using only a single split in this way negatively impacts the utility of results as a single split can bias results making them unrepresentative of true expected performance. Therefore we use a stratified cross-validation procedure across multiple splits to achieve a more representative result.
Table V. Training and Testing Sets for Multi Split Cross Validation. Each number refers to a movement repetition (for 10 total repetitions in database 1 and 6 repetition in database 2).

| Split | Database 1 | Testing | Database 2 | Testing |
|-------|------------|---------|------------|---------|
| 1     | [1, 3, 4, 6, 8, 9, 10] | [2, 5, 7] | [1, 3, 4, 6] | [2, 5] |
| 2     | [1, 2, 3, 5, 7, 9, 10] | [4, 6, 8] | [1, 4, 5, 6] | [2, 3] |
| 3     | [1, 2, 4, 6, 7, 8, 10] | [3, 5, 9] | [1, 2, 3, 5] | [4, 6] |
| 4     | [1, 2, 5, 6, 8, 9, 10] | [3, 4, 7] | [1, 2, 4, 6] | [3, 5] |
| 5     | [2, 3, 4, 6, 8, 9, 10] | [1, 5, 7] | [2, 3, 4, 5] | [1, 6] |
| 6     | [1, 2, 3, 4, 5, 7, 9] | [6, 8, 10] | [2, 3, 5, 6] | [1, 4] |
| 7     | [3, 5, 6, 7, 8, 9, 10] | [1, 2, 4] |           |         |
| 8     | [1, 2, 4, 5, 7, 8, 9] | [3, 6, 10] |           |         |
| 9     | [3, 4, 5, 6, 7, 8, 10] | [1, 2, 9] |           |         |
| 10    | [1, 2, 3, 4, 5, 6, 7] | [8, 9, 10] |           |         |

Table V shows the splits used here on the two databases: these splits ensure ~70% of the data is used for training and ~30% for testing (validation) on any single split, for both databases. Selection was also stratified to ensure each repetition was equally represented in the training and test sets to prevent bias due to differences in repetitions.

Regarding cross-validation using repetition splits; due to the usage of a sliding window with overlap, the random selection of windows as typically used in k-fold cross validation would be an inappropriate way to divide into training and test sets. This is because adjacent windows share the majority of their data (see Fig 2), thus violating the assumption of independence between training and testing sets. Therefore splitting by repetition number instead ensures proper separation.

Finally we use Forman et al’s method to report the final accuracies across validation folds [56]. This method helps eliminate bias caused by differences in validation folds and is described for the micro-average accuracy as:

\[
Acc_{\text{micro}}^* = \frac{\sum_{i=1}^{M} \sum_{j=1}^{K} TP_{i,j}}{\sum_{i=1}^{M} \sum_{j=1}^{K} (TP_{i,j} + FN_{i,j})}
\]

where \( K \) is the number of cross-validation folds, \( TP_{i,j} \) is the number of correct predictions of movement \( i \) for validation fold \( j \) and \( FN_{i,j} \) is the number of instances of movement \( i \) that are predicted to be a different movement for validation fold \( j \).

For macro-average accuracy the equation becomes:

\[
Acc_{\text{macro}}^* = \frac{1}{M} \sum_{i=1}^{M} \left( \frac{\sum_{j=1}^{K} TP_{i,j}}{\sum_{j=1}^{K} (TP_{i,j} + FN_{i,j})} \right)
\]

The final performance for a given classifier, under both metrics, is calculated as the inter subject mean and standard deviation of the current metrics in order to capture the variability between different subjects.

H. Reproduction of Previous Studies

In order to provide a benchmark comparison to the literature directly, we re-implement the networks presented by Atzori et al [28] and Geng et al [31], [38]. When re-implementing Geng et al’s network we utilised their available code [38], [57] and retested using their own methodology to ensure correctness. We found a < 1% difference in performance between our implementations which may be caused by differences in supporting software/hardware and random number seeding which was not set explicitly in their implementation. When running this network with our validation procedures we used majority voting over each of the windows to determine the final predicted output as used in their study.

The key differences in methodology between our work and Geng et al’s [31], [38] are that Geng et al omit the rest class from consideration, compare performance based on micro-average accuracy, validate on a single split and only classify 8 finger force exercises on database 2 rather than the 41 hand movements that we classify.

For the Atzori et al network [28] we re-implement their network based on their description. In their paper several parameters were unspecified, including convolution stride and padding, therefore we tested a small pool of potential parameters and used the best performing among them. Specifically we assumed padding was used to maintain shape (as in our networks), both pooling layers used stride equal to their size (3x3), Block 3’s convolutional layer used a stride of 5x5 and Block 4 used a stride of 9x1 on database 2. These parameters allowed all the specified parameters to remain the same while accounting for shape changes necessary for operation.

Our validation methods are similar to Atzori et al with the major differences being our use of multiple splits in validation (versus their single split) and choice of performance metrics. In Atzori et al [28] an earlier paper was referenced as the methodological base [8]: this earlier paper uses the micro-average accuracy as its metric without data balancing however it is stated in [28] that the data was balanced by repetition number. This removes the large skew towards rest however it does not take account of the difference between other classes which on this data causes some classes to be weighted as up to 2x more important than other classes (section II-F) leading to bias in the result.

The other main difference between our work and both these studies is that we do not perform the additional preprocessing step of zero-phase low-pass filtering. We chose to omit this as it is not possible perform true zero-phase filtering in online contexts which is a primary use-case for sEMG classification methods making it an inappropriate method to use when benchmarking.

I. Statistical Comparison of Classifiers

Accepted best practice for statistical testing of multiple classifiers over multiple data sets is well defined by Demšar [43]. Here each subject is a different data set since each classifier is trained independently on each subject. In order to demonstrate that our TtS design significantly improves over other classifiers we take the approach recommended by Demšar [43], of using the Friedman test [58], with Iman and Davenport’s improved statistic [59], to establish that the pool of classifiers under investigation show different performances and
then the post-hoc Holm Procedure \cite{60}, to confirm that the TtS network improves upon each other classifier. We performed the Holm Procedure separately on each Ninapro database and use 2\% as our significance level.

The Holm Procedure first calculates the p value for each pair of interest (TtS classifier vs another classifier) based upon the average performance rank calculated by the Friedman test. These p values are then sorted in ascending order (most significant value first). Then the procedure operates in a step down fashion, at the first step the significance level \( \alpha \) is reduced by \( \frac{\alpha}{(k - 1)} \) where \( k \) is the number of classifiers being investigated (here \( k = 5 \)) to account for the number of comparisons that may occur. If \( p < \alpha \) then the null hypothesis is rejected and we are allowed to compare to the next most significant p value with \( \alpha/(k - 2) \) and this process is repeated up to \( k - 1 \) times. If any null hypothesis cannot be rejected then the process is stopped and all remaining null hypotheses are kept as well.

The full experimental process, from data to statistical analysis, is illustrated in Fig \ref{fig:3}

### III. Results

Our proposed Temporal-to-Spatial (TtS) CNN was compared to our re-implementations of two published CNNs by Geng et al. \cite{31} and Atzori et al. \cite{28}, as well as a feature-based classifier, an SVM with RBF kernel, and a baseline CNN of our own design with no TtS structure. The results are summarised in Table \ref{table:VI} which show that the TtS network outperformed all other classifiers on both Ninapro databases 1 and 2 in terms of macro-average accuracy (which is a measure of performance that equally weights all classes). The results are given as the inter-subject mean and standard deviation to show expected performance on a new subject. Results are ordered by the mean macro-average accuracy since it is more representative of expected performance on this data (see Section IV-A).

Following Demšar \cite{43} we used the Friedman test \cite{58} (see Section II-I) to confirm rejection of the null hypothesis that all classifiers performed the same \( (p < 1 \times 10^{-31} \) for both databases). We then used the recommended post-hoc Holm Procedure \cite{60}, which confirmed that our TtS network performed significantly better than each other classifier on both databases at the 2\% significance level.

Fig \ref{fig:4} supplements the table demonstrating the relative performance of the TtS network against its competitors for each subject to highlight its consistent performance enhancement.

Micro-average is also reported in Table \ref{table:VI} despite being an imbalanced metric that is unrepresentative of performance across classes, to allow comparison with previous work which uses the metric. Our results are consistent with previous findings with the micro-average accuracy being similar to the results of Geng et al. \cite{31, 38} and Atzori et al. \cite{28} for their respective networks. The differences found here are due to our more robust validation procedure which uses stratification and multiple splits to account for bias from different splits. We also note that our SVM implementation performs better than Atzori et al’s network under micro-average accuracy which is consistent with their results \cite{28}.

We also tested the networks for computational feasibility. On a high end computer equipped with an NVIDIA GTX1080Ti GPU, AMD Ryzen 1700 CPU and DDR4-2933MHz RAM all networks took, on average, 1-4 ms to perform a forward pass on a single data point.

### IV. Discussion

#### A. Representative Performance Evaluation

One of the most important factors in comparing performance is the metric used. The performance metric in many related studies is either not directly specified, or is the micro-average accuracy \cite{15, 16, 20, 28, 31, 38}. However it is known that the micro-average accuracy is sensitive to class imbalance which means its usage on imbalanced data will lead to unrepresentative results \cite{41} particular when classifying EMG data \cite{42}. In the databases under investigation the data is highly imbalanced with there being many more examples of rest than any other class and some non-rest classes having over twice as many examples as other non-rest classes. Therefore using the micro-average accuracy on this data leads to a skewed, unrepresentative result with some classes being weighted much more than others based, effectively on how long they took to perform since longer movements lead to more data on the class.

The issue is most egregious when contrasting rest and non-rest classes as for most subjects there is more data on the rest classes than all other classes combined. This makes the micro-average accuracy effectively a measure of performance on the rest class since over 50\% of the variance of the micro-average accuracy is dictated by performance on rest class. Fig \ref{fig:5} demonstrates how this leads to an unrepresentative metric on this data in particular; the micro-average accuracy reports a performance higher than the performance of any class other than rest.

The macro-average accuracy alleviates the issue of skewed results due to the aforementioned class imbalance by weighting

---

**TABLE VI.** Summary of classifier accuracies using our re-implementations on our methodology. *Repetition 1 removed from test set without retraining.

| Classifier       | Database 1               | Database 2               |
|------------------|--------------------------|--------------------------|
|                  | Per Class Acc. (%)       | Per Class Acc. (%)       |
|                  | Mean Std. Mean Std.      | Mean Std. Mean Std.      |
| Atzori et al. \cite{28} | 51.4 4.8 71.0 4.6        | 50.5 6.3 66.6 4.4        |
| Geng et al. \cite{31, 38} | 58.9 5.7 79.9 3.6        | 58.3 6.3 79.9 5.4        |
| SVM              | 60.4 5.4 77.8 4.1        | 60.4 5.4 77.8 4.1        |
| Baseline CNN     | 65.0 5.1 77.1 4.7        | 65.0 5.1 77.1 4.7        |
| TtS              | 66.6 5.1 77.5 4.5        | 66.6 5.1 77.5 4.5        |
| TtS*             | 69.3 5.4 78.0 4.6        | 69.3 5.4 78.0 4.6        |

---

*Fig 3. Experimental process flowchart.*
Fig 4. Per subject comparison of performance between the TtS network and its competitors, where each dot represents classifier performance on a single human subject. The results demonstrate that for almost any given subject on either database the TtS network outperforms all the other tested classifiers. The only exception is the SVM on database 1 which outperforms the TtS on 8 of the 27 subjects.

Fig 5. Accuracy of individual movement classes compared to the overall micro-average and macro-average accuracy for Geng et al’s classifier [31] on database 2 evaluated using our methodology. The lines indicate the large difference between reported performance under the micro-average and macro-average metrics.

**B. Comparison to Alternative Classification Methods**

To compare to alternative classification methods we re-implemented deep CNNs from Geng et al. [31] and Atzori et al. [28], and an SVM feature-based classifier similar to that used in [8]. To summarise, we found that our TtS network outperformed all of these methods in terms of macro-average accuracy (66.6% database 1, 67.8% database 2, Table VI) and that this performance improvement was also confirmed by statistical hypothesis testing, at the 2% significance level (see Results).

Compared to our re-implementation of the Geng et al network [31], the TtS network improved on database 1 windowed classification performance by ~ 7.7% macro-average accuracy, while maintaining a slightly lower standard deviation between subjects. On database 2 the performance of their network decreased significantly to 24.5% (15.4% in instantaneous mode) which is likely because the network does not account for the 20x higher sampling frequency leading to 20x denser data. A smaller, although still significant, drop off also occurred in terms of micro-average accuracy.

The paper by Geng et al [31] also reported performance over each movement trial, that is: majority voting over all segments known to be from the same movement. We found that, in this setup, their network achieved 87.0% macro-average accuracy on database 1 and 20.1% on database 2, whilst the TtS network achieved 92.9% on database 1 and 95.0% on database 2. We suggest this trial based performance measure, however, is impractical since it is likely to induce significant latency as movements can last up to 5000 ms which is likely to push the classification latency above the ~ 200 ms maximum acceptable control delay latency [55]. Further, in a practical context this would require a strong prior on when a subject begins and end a movement of interest which is not generally performance on each class equally rather than based on the number of examples in the test set (which is unlikely to be representative of any particular application). Therefore the macro-average accuracy is recommended as the default metric for comparison of performance for the classification of hand movements from sEMG since it is robust to the issue of class imbalance and better represents the overall performance of a classifier particularly as the number of classes increases.

Note as a final point that confusion matrices are often used to analyse classification results [61]. However, in this case the large number of classes in database 1 (53 classes) and database 2 (41 classes) makes visualisation of the confusion matrices not particularly effective and so has been avoided here.
available.

Compared to our re-implementation of Atzori et al’s [28] CNN, the TtS network improved on database 1 classification performance by \( \sim 15.2\% \) macro-average accuracy and \( \sim 17.5\% \) on database 2.

The feature-based classifier, an SVM with RBF kernel, achieved a macro-average accuracy on database 1 of 60.4\% and 60.5\% on database 2. On database 2 it was the second top performer behind our TtS network. The consistency of the SVM is likely due to the feature extraction methods effectively reducing the data in both databases to a similar feature space, combined with leveraging of the SVM’s ability to construct an optimal hyper-plane to divide the space.

We suggest the improvement of the TtS design over the other CNN methods is due to the reason that the EMG data in each channel are mediated by one or a small subset of muscles, whose temporal activation patterns are associated with the signature features of a gesture. The temporal layer captures these signature features for each channel separately. Once these signature features for each channel are captured they are spatially mixed to recognise a specific gesture. This is the key design difference that allowed us to produce the significant performance improvement demonstrated in this paper.

C. Computational complexity

Deep CNNs can be computationally intensive to implement. The computational complexity of a convolutional layer is \( O(n_i n_o r_l c_l R_l C_l) \), where \( n_i \) is the number of input feature maps, \( n_o \) is the number of output feature maps, \( r_l \times c_l \) is the feature map size, and \( R_l \times C_l \) is the size of the convolution filter [62]. In practice, the computation time is limited by the number of cores in the GPU used for implementation (as well as other factors such as memory bandwidth).

We found here that on a high performance workstation GPU, an NVIDIA Geforec 1080Ti, the computation time was on the order of 1-4 ms to process a single forward pass through the TtS network, which is likely to be sufficient for real-time implementation. Of more relevance to embedded systems, CNNs of a similar design have been implemented by the authors in [63], on an NVIDIA Jetson Tx2 (embedded system), with times of around 20 ms for a single forward pass that can be reduced to \( \sim 8 \) ms using network compression. This suggests that deep CNNs can be implemented currently at usable sample rates in both modern computational settings and embedded systems.

D. Effect of First Repetition

During analysis we found that, on average, the first repetition of each movement each subject performed had a lower classification rate than the later repetitions of the movement (Fig. 6). The magnitude of this effect is shown in Table IV which shows \( \sim 3\% \) performance improvement when repetition 1 is not considered in testing, dropping other repetitions leads to a much smaller effect on the reported performance. We suggest that this is likely an artefact of the experimental procedure: the first, or first few times a subject performs a movement or after having performed another movement there is a higher likelihood of error. This is backed up by the observation from Fig 6 that the first repetition is noticeably worse than the others.

To a lesser degree the later repetitions on database 1 also show a decline in performance. This is unlikely to be from muscle fatigue (due to the limited number of repetitions [64]) but may be caused by preemption of the video stimuli or inattention causing non-optimal replication of the movement. Alternatively this may be explained by user adaptation during periods of consistent training, an effect that would be amplified by classifier-feedback technology if it is used.

V. Conclusion

We have developed a novel deep CNN, with a Temporal-to-Spatial (TtS) architecture, for hand movement classification from surface EMG signals. The TtS architecture constrains early convolutions to only expand along the temporal dimension which enforces learning of temporal features (rather than cross-channel spatial features) as the basis of classification. We also introduce the Temporal Fire Module which is based on the SqueezeNet architecture which improves performance for a minimal cost in number of parameters. Lastly our design includes a simple solution to account for vastly different sampling frequencies or changes in window length in different sEMG data sets which requires minimal architectural changes while maintaining performance. Cross-validation and statistical comparison of classifiers demonstrated that the proposed TtS network outperformed previous CNN designs and a feature-based classifier, an SVM with RBF kernel. These results suggest that the TtS network design is particularly effective for EMG based hand gesture classification.

A. Future Work

While we demonstrate significant improvements over previous work, our best macro-average accuracy across subjects is 70.6\%, which indicates that classification of 40+ movements is not necessarily practical. Therefore, a primary avenue for future research is further improvements to either the classification
approach or data acquisition methods in order to improve overall performance.

During data acquisition, careful choice of electrode size and position can help improve performance [65]. Sub-selection of movements on a person-specific basis from a larger set of movements like the NinaPro Databases can help improve performance when not all movements need to be classified simultaneously [66]. Similarly, sensor fusion methods could also be used to improve CNN performance, incorporating other sensor data along with the sEMG such as accelerometers [67], inertial measurement units [69], [70] and/or near-infrared spectroscopy [71].

Part of the deployment procedure could incorporate classifier-feedback user training regimes [72] which may also improve performance without the need for changes in the CNN or data acquisition strategy.

Alternatively, extension of these network architectures to other facets of the muscle-computer interface problem, such as force-related prosthetic control [73], could lead to improvements in the performance of interface devices.
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