The detection of small magnetic fields is important in the field of metrology, because there are many potential applications in biology and medical science. The performance of a magnetic field sensor is characterized by its spatial resolution and sensitivity; therefore, a significant amount of effort has been devoted to creating a device that can measure small magnetic fields in a local region [1–3].

Nitrogen vacancy (NV) centers in diamond are fascinating candidates with which to construct a magnetic field sensor [4–7]. The NV center is a spin 1 system, and the frequency of the $|±1⟩$ states can be shifted by magnetic fields. We can use this system as an effective two-level system spanned by $|0⟩$ and $|1⟩$ with a frequency selectivity where $|−1⟩$ is significantly detuned. We can implement gate operations of the spins in NV centers using microwave pulses [8–11]. It is possible to detect DC (AC) magnetic fields by implementing a Ramsey interference (spin echo) measurement [4–6]. Moreover, NV centers have a long coherence time, e.g., a few milli-seconds at a room temperature and a second at low temperature [12–14]. In addition, because the NV centers can be strongly coupled with optical photons, we can read out the state of the NV centers via fluorescence from the optical transitions [8, 10]. The NV centers can be embedded in nanocrystals, which allows the NV centers to interact with local magnetic fields [15]. These properties are prerequisite to realizing a high-performance sensor for magnetic fields.

Recently, vector magnetic field sensing by NV centers has become an active area of interest [16–27]. The NV center is aligned along one of four different axes due to $C_{3v}$ symmetry. The Zeeman energies of the NV centers are determined by $gμ_B B · d_j$ ($j = 1, 2, 3, 4$) where $g$ denotes the g factor, $μ_B$ denotes a Bohr magneton, $B$ denotes the magnetic fields, and $d_j$ denotes the direction of the $j$-th NV axis. By sequentially performing Ramsey interference or spin echo measurements on NV centers with different axes, we can estimate the values of the Zeeman energies $gμ_B B · d_j$. The data from the experiments can be processed to reconstruct the vector components ($B_x$, $B_y$, and $B_z$) of applied magnetic fields [16,18]. This can be used to magnetically image a target sample such as living cells or circuit currents [22, 23].

In the conventional approach, the low readout contrast of the NV centers decreases the sensitivity when sensing the vector magnetic field [3, 24]. When the state of the NV centers is $|±1⟩$, the photoluminescence intensity becomes smaller than in the case of $|0⟩$. This allows us to measure the state of the NV centers via optical detection even at room temperature. Nevertheless, we can only detect a small portion of the emitted photons, because most of the photons are emitted into the environment. This decreases the readout contrast. Moreover, if we only implement Ramsey or spin echo measurements on NV centers with a specific axis with this limited readout contrast, the states of the other NV centers with different axes remain in the $|0⟩$ state regardless the value of the magnetic fields, which induces noise affecting the sensitivity of the magnetic field sensor [8]. If we only need to estimate one vector component of the target magnetic field, we can recover the sensitivity by using a diamond where the orientations of the NV centers are aligned along just one axis [25, 27]. However, we cannot use such a diamond to estimate every component of the vector magnetic fields, unless we mechanically rotate the diamond to change the angle between the target magnetic fields and the direction of the NV axis.

Here, we propose a scheme to improve the sensitivity of the vector magnetic field sensing via multi-frequency control. Because NV centers with different axes can have different resonant frequencies [24], we can independently control these NV centers via frequency selectivity. The key idea in our scheme is the simultaneous implementation of a Ramsey interference or spin echo experiment with every NV center by via multi-frequency control. We show that adequate control of the microwave pulses can enhance the signal from NV centers with four different axes, and that the sensitivity of the vector magnetic field sensing becomes approximately four times better than that of the conventional scheme.
CONVENTIONAL VECTOR MAGNETIC FIELD SENSING WITH AN NV CENTER

(a) DC field sensing

(b) AC field sensing

FIG. 2: Microwave pulse sequence for standard magnetometry with NV centers; (a) Ramsey interference measurements performed to sense DC field, and (b) Spin echo measurements performed to sense the AC field where we can suppress low frequency magnetic field noise.

Here, we review conventional DC magnetic field sensing using NV centers [8, 16, 17]. Even though the NV center is a spin-1 system, we can treat it as a two-level system spanned by \(|0\rangle\) and \(|1\rangle\) with frequency selectivity. Note that the NV center has four types of intrinsic quantization axes along the NV direction with zero or small magnetic fields. We define the direction of these NV axes as \(d_1 = (\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}})\), \(d_2 = (-\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, -\frac{1}{\sqrt{3}})\), \(d_3 = (-\frac{1}{\sqrt{3}}, -\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}})\), and \(d_4 = (\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}})\). The Hamiltonian of the NV center with an axis defined by a vector \(d_k\) is given as

\[
H_k = \frac{\omega_k}{2} \hat{\sigma}_z + \lambda \hat{\sigma}_x \cos \omega'_k t
\]

where \(\omega_k = \omega_0 + g \mu_B B_{\text{total}} \cdot d_k\), \(\omega_0\) denotes a zero field splitting, \(g \mu_B B_{\text{total}} \cdot d_k\) denotes a Zeeman energy splitting, \(B_{\text{total}} = B_{\text{ex}} + B\) denotes the sum of a known external magnetic field \(B_{\text{ex}}\) and the target unknown magnetic field \(B\), \(\lambda\) denotes a Rabi frequency, and \(\omega'_k\) denotes a microwave frequency. In a rotating frame, we can rewrite this Hamiltonian as

\[
H_k = \frac{\omega_k - \omega'_k}{2} \hat{\sigma}_z + \frac{\lambda}{2} \hat{\sigma}_x
\]

where we choose \(\omega'_k = \omega_0 + g \mu_B B_{\text{ex}} \cdot d_k\). If we do not apply a microwave, the Hamiltonian in the rotating frame is written as

\[
H_k = \frac{g \mu_B B \cdot d_k}{2} \hat{\sigma}_z
\]

We can construct the vector field sensor as follows (see Fig. 2(a)). We assume that the initialization time, pulse operations, and readout time are much shorter than the coherence time of the NV center. First, we initialize \(|0\rangle_k\) state via green laser irradiation. Second, by performing a \(\pi\) pulse along the \(y\) axis with the microwave, we prepare a \(|+\rangle_k = \frac{\sqrt{2}}{\sqrt{2}}(|0\rangle_k + |1\rangle_k)\) state. Third, we let this state evolve via the Hamiltonian in Eq. 3 for a time \(t_k\). Note that the NV center is affected by the dephasing process; therefore, the dynamics can be described by the following master equation.

\[
\frac{d\rho_k}{dt} = -i[H_k, \rho_k] - \gamma_k(\rho_k - \hat{\sigma}_z \rho_k \hat{\sigma}_z)
\]

where \(\gamma_k = \frac{1}{2T_2^k}\) denotes the dephasing rate of the \(k\) the NV center and \(T_2^k\) denotes the coherence time measured by Ramsey interference. Fourth, we perform a \(\frac{\pi}{2}\) pulse along the \(x\) axis with the microwave. The diagonal component of the density matrix after these operations can be calculated to be

\[
k(|0\rangle_k \rho_k(t_k) |0\rangle_k) = \frac{1 + e^{-2\gamma_k t_k} \sin(g \mu_B B \cdot d_k t_k)}{2}
\]

\[
k(|1\rangle_k \rho_k(t_k) |1\rangle_k) = \frac{1 - e^{-2\gamma_k t_k} \sin(g \mu_B B \cdot d_k t_k)}{2}
\]

Finally, we readout the population of the state via the green laser irradiation [9]. The information of the NV center is now transferred into photons, and the photon state is described as

\[
\rho_k^{(\text{ph})} = \frac{1 + e^{-2\gamma_k t_k} \sin(g \mu_B B \cdot d_k t_k)}{2} \rho_{k,0}^{(\text{ph})} + \frac{1 - e^{-2\gamma_k t_k} \sin(g \mu_B B \cdot d_k t_k)}{2} \rho_{k,1}^{(\text{ph})}
\]

where \(\rho_{k,0}^{(\text{ph})}\) (\(\rho_{k,1}^{(\text{ph})}\)) denotes the state of the photon after performing the green laser pulse when the state of the NV center is \(|0\rangle_k\) (\(|1\rangle_k\)). We can describe \(\rho_{k,1}^{(\text{ph})}\) and \(\rho_{k,0}^{(\text{ph})}\) as follows,

\[
\rho_{k,0}^{(\text{ph})} = (1 - \hat{\alpha}_0^{(k)}) |0\rangle_{\text{ph}} \langle 0| + \hat{\alpha}_0^{(k)} |1\rangle_{\text{ph}} \langle 1|
\]

\[
\rho_{k,1}^{(\text{ph})} = (1 - \hat{\alpha}_1^{(k)}) |0\rangle_{\text{ph}} \langle 0| + \hat{\alpha}_1^{(k)} |1\rangle_{\text{ph}} \langle 1|
\]

where \(|0\rangle_{\text{ph}}\) and \(|1\rangle_{\text{ph}}\) denote the Fock states of the photon. We define

\[
\hat{\alpha}_0^{(k)} = \sum_{j=1}^4 \alpha_0^{(j)}
\]

\[
\hat{\alpha}_1^{(k)} = \alpha_1^{(k)} + \sum_{j \neq k} \alpha_0^{(j)}
\]

where \(\alpha_0^{(k)}\) (\(\alpha_1^{(k)}\)) for \(k = 1, 2, 3, 4\) denotes the probability emitting a photon when the state of the NV center is \(|0\rangle_k\) (\(|1\rangle_k\)). Note that, while we control the NV center with the NV axis along \(d_k\), the other NV centers remain the \(|0\rangle\) state and emit photons. We assume \(\alpha_0^{(k)}\), \(\alpha_1^{(k)} \ll 1\) and that the
multiple photon emission probability from an NV center is negligible. For \( g \mu_B \mathbf{B} \cdot \mathbf{d}_k t_k \ll 1 \), we can calculate the expectation value of the emitted photons

\[
\langle \hat{N}_k \rangle = \text{Tr}[\rho_k^{(\text{ph})} \hat{N}]
\approx \frac{1 + g \mu_B \mathbf{B} \cdot \mathbf{d}_k e^{-2 \gamma_k t_k} \alpha_0^{(k)}}{2} + \frac{1 - g \mu_B \mathbf{B} \cdot \mathbf{d}_k e^{-2 \gamma_k t_k} \alpha_1^{(k)}}{2} \alpha_1(n)
\]

where \( \hat{N} = \sum_{n=0}^{\infty} |n \rangle \langle n | \). Note that we can tune \( \alpha_0^{(k)} \) and \( \alpha_1^{(k)} \) by changing both the applied known magnetic fields and the polarization of the photons. In addition, we can decrease the coherence time if we add artificial noise. For simplicity, we assume \( \alpha_0^{(k)} = \alpha_0, \alpha_1^{(k)} = \alpha_1, \gamma_k = \gamma \), and \( t_k = t \) for all \( k \). Suppose we first implement the above experiment shown in Fig. 2(a) for \( k = 1 \), and then implement it for \( k = 4 \), which allows us to sum up these two experimental data. We obtain

\[
\langle \hat{N}_1 \rangle + \langle \hat{N}_4 \rangle = (\alpha_0 + \alpha_1) + \frac{1}{\sqrt{3}}(\alpha_0 - \alpha_1)g \mu_B B_x e^{-2 \gamma t} t^{656}
\]

Interestingly, this sum depends on \( B_x \), while this is independent of \( B_y \) and \( B_z \). Therefore we define \( \langle \hat{N}_x \rangle \equiv \langle \hat{N}_1 \rangle + \langle \hat{N}_4 \rangle \), and we estimate \( B_x \) from \( \langle \hat{N}_x \rangle \). Note that, even though we explain the case to measure \( B_x \), we can also measure \( B_y \), \( B_z \) by considering \( \langle \hat{N}_y \rangle \equiv \langle \hat{N}_2 \rangle + \langle \hat{N}_4 \rangle \) \((\langle \hat{N}_z \rangle \equiv \langle \hat{N}_3 \rangle + \langle \hat{N}_4 \rangle)\), because \( \langle \hat{N}_y \rangle \) \((\langle \hat{N}_z \rangle)\) only depends on \( B_y \) \((B_z)\). Therefore, we can calculate the uncertainty in the estimation of \( B_x \) as follows.

\[
\delta B_x^{(\text{DC})} \simeq \frac{\sqrt{3\sqrt{\gamma_0 + \alpha_1}}}{\sqrt{\gamma}} \left| \frac{\alpha_0 - \alpha_1}{g \mu_B} e^{-2 \gamma t} \right| \left( \frac{T}{2\pi} \right)^{\frac{1}{2}} \tag{16}
\]

where \( N = \frac{T}{2\pi} \) denotes the repetition number and \( T \) denotes the total experiment time. This uncertainty is minimized for \( t = \frac{1}{4\gamma} \) and,

\[
\delta B_x^{(\text{DC})} \simeq \frac{\sqrt{3\sqrt{\gamma_0 + \alpha_1}}}{e^{-\frac{1}{2}} |\alpha_0 - \alpha_1| g \mu_B} \frac{1}{\sqrt{\gamma}} \frac{1}{\sqrt{T}} \tag{17}
\]

Here, we briefly review conventional AC magnetic field sensing using NV centers \([5, 16, 17]\). We have the same form of the Hamiltonian described in Eq. 1 where we replace the total magnetic field with \( B_{\text{total}} = B_{\text{ex}} + B_{\text{AC}} \sin \omega_{\text{AC}} t \). To estimate the values of \( B_{\text{AC}} \), we use a similar pulse sequence to that of the DC magnetic field sensing. The only difference from the DC magnetic field sensing is that we apply a \( \pi \) pulse in the middle of the time evolution between the two \( \frac{\pi}{2} \) pulse, as shown in Fig. 2(b). The diagonal component of the density matrix can be calculated as

\[
k \langle 0 | \rho_k (t_k) | 0 \rangle = \frac{1 + e^{-2 \gamma t} \gamma \sin \theta_k^{(AC)}}{2} \tag{13}
\]

\[
k \langle 1 | \rho_k (t_k) | 1 \rangle = \frac{1 - e^{-2 \gamma t} \gamma \sin \theta_k^{(AC)}}{2} \tag{14}
\]

\[
\theta_k^{(AC)} = \frac{g \mu_B \mathbf{B} \cdot \mathbf{d}_k + 1 + \cos \omega_{\text{AC}} t - 2 \cos \omega_{\text{AC}} t^2}{\omega_{\text{AC}}} \tag{15}
\]

where \( \gamma_k = \frac{1}{\sqrt{2} T} \) denotes the dephasing rate for the \( k \) th NV center and \( T^2 \) denotes the dephasing time measured by the spin echo. Similar to the case of DC sensing, we can calculate the sensitivity of the AC field sensing such that

\[
\delta B_x^{(\text{AC})} \simeq \frac{\sqrt{3\sqrt{\gamma_0 + \alpha_1}}}{\sqrt{\gamma}} \left| \frac{\alpha_0 - \alpha_1}{g \mu_B} e^{-2 \gamma t} \right| \left( \frac{T}{2\pi} \right)^{\frac{1}{2}} \tag{16}
\]

where we assume \( \alpha_0^{(k)} = \alpha_0, \alpha_1^{(k)} = \alpha_1, \gamma' = \gamma \), and \( t_k = t \) for all \( k \). This uncertainty is minimized for \( t = \frac{1}{4\gamma} \) and \( \omega_{\text{AC}} \simeq 23.3 \gamma' = \frac{2 \theta_{\text{opt}}}{\gamma} \) for \( \theta_{\text{opt}} \simeq 1.856 \pi \). therefore, we choose these values for the field sensing. The uncertainty in the estimation is given as follows.

\[
\delta B_x^{(\text{AC})} \simeq \frac{\sqrt{3\sqrt{\gamma_0 + \alpha_1}}}{\sqrt{2\pi} e^{-\frac{1}{2}} |\alpha_0 - \alpha_1| g \mu_B} \left( \frac{1 + \cos \theta_{\text{opt}} - 2 \cos \theta_{\text{opt}}^2}{\theta_{\text{opt}}} \right)^{\frac{1}{2}} \frac{1}{\sqrt{T}} \tag{17}
\]

DC VECTOR MAGNETIC FIELD SENSOR VIA MULTI-FREQUENCY CONTROL

Here, we propose a scheme to measure the vector magnetic field with an improved sensitivity. The key idea is to adopt multi-frequency control of the NV centers. NV centers with different axes can have different resonant frequencies when applying a known external magnetic field \([24]\); therefore, we can independently control these NV centers using frequency selectivity. In addition, we can parallelize the control of the NV centers by simultaneously rotating all NV centers with different axes so that every NV center can be involved in the field sensing.

As an example, we explain how to measure a DC magnetic field component along \( (1, 0, 0) (B_z) \) using our scheme. After the initialization of the states by the green laser, we rotate every NV center using the \( \frac{\pi}{2} \) pulse, and the initial state is given
FIG. 3: The pulse sequence used to perform our proposed vector magnetic field sensing. Using frequency selectivity, we independently control the NV centers with different axes. We implement four microwave pulses with different frequencies at the same time to increase the sensitivity.

by

$$\bigotimes_{k=1}^{4} \frac{1}{\sqrt{2}} \langle 0 \rangle_k + |1\rangle_k.$$  (18)

We let this state evolve for a time \(t\) according to the master equation in Eq. 4. After performing the \(\frac{\pi}{2}\) pulse (\(\frac{d_3}{2}\) pulse) on the NV centers with the NV axes of \(d_2\) and \(d_3\) \((d_1\) and \(d_4\)) as shown in Fig. 3(a), we read out the state of the NV centers via the photoluminescence. The diagonal component of the density matrix just before the readout can be calculated to be

$$
\begin{align*}
\rho_k(t_k) |0\rangle_k & = \frac{1 + e^{-2\gamma t_k} \sin(g\mu_B \cdot d_k t_k)}{2} \\
\rho_k(t_k) |1\rangle_k & = \frac{1 - e^{-2\gamma t_k} \sin(g\mu_B \cdot d_k t_k)}{2}
\end{align*}
$$  (19)

for \(k = 2, 3\) and

$$
\begin{align*}
\rho_k(t_k) |0\rangle_k & = \frac{1 - e^{-2\gamma t_k} \sin(g\mu_B \cdot d_k t_k)}{2} \\
\rho_k(t_k) |1\rangle_k & = \frac{1 + e^{-2\gamma t_k} \sin(g\mu_B \cdot d_k t_k)}{2}
\end{align*}
$$  (20)

for \(k = 1, 4\). After the green laser irradiation, the state of the photons can be described as follows.

$$\rho^{(ph)} = \bigotimes_{k=1}^{4} \rho_k^{(ph)}$$  (21)

where

$$
\rho_k^{(ph)} = \frac{1 + e^{-2\gamma t_k} \sin(g\mu_B \cdot d_k t_k)}{2} \rho_k^{(ph)} + \frac{1 - e^{-2\gamma t_k} \sin(g\mu_B \cdot d_k t_k)}{2} \rho_k^{(ph)}$$  (22)

for \(k = 2, 3\) and

$$
\rho_k^{(ph)} = \frac{1 - e^{-2\gamma t_k} \sin(g\mu_B \cdot d_k t_k)}{2} \rho_k^{(ph)} + \frac{1 + e^{-2\gamma t_k} \sin(g\mu_B \cdot d_k t_k)}{2} \rho_k^{(ph)}$$  (23)

for \(k = 1, 4\). We can calculate the expected values of the emitted photons from these states as follows:

$$\langle \hat{N}_{x}^{(total)} \rangle = \text{Tr}\left( \sum_{k=1}^{4} \hat{N}_k \rho_k^{(ph)} \right)$$

$$= \sum_{k=1}^{4} \alpha_k^{(k)} + \alpha_1^{(k)}$$

$$- \sum_{k=1,4} \alpha_0^{(k)} - \frac{1}{2} g\mu_B \cdot d_k t_k e^{-2\gamma t_k}$$

$$+ \sum_{k=2,3} \alpha_0^{(k)} - \frac{1}{2} g\mu_B \cdot d_k t_k e^{-2\gamma t_k}$$  (24)

If we have \(\alpha_0^{(k)} = \alpha_0^{(k)} = \alpha_1^{(k)} = \alpha_1^{(k)}\), \(\gamma = \gamma\), and \(t_k = t\) for all \(k\), we obtain

$$\langle \hat{N}_{x}^{(total)} \rangle \simeq 2(\alpha_0 + \alpha_1) - \frac{2}{\sqrt{3}} (\alpha_0 - \alpha_1) g\mu_B B_x t e^{-2\gamma t}$$

Note that this expectation values depends on just \(B_x\). Therefore, the uncertainty of the estimation of \(B_x\) is given as follows.

$$\delta B_x^{(DC)} = \frac{\sqrt{\delta \hat{N}_x^{(total)}}}{\delta \hat{N}_x^{(total)}} \frac{1}{\sqrt{N}}$$

$$\simeq \frac{\sqrt{2(\alpha_0 + \alpha_1)} - \frac{1}{\sqrt{3}} (\alpha_0 + \alpha_1)}{2 - \sqrt{2(\alpha_0 + \alpha_1)}} \frac{1}{\sqrt{T}}$$  (25)

where \(N = \frac{T}{2}\) denotes the repetition number of the experiment. This uncertainty is minimized for \(t = \frac{1}{\gamma}\) and

$$\delta B_x^{(DC)} \simeq \frac{\sqrt{3}}{2} \frac{2(\alpha_0 + \alpha_1)}{2 - \sqrt{2(\alpha_0 + \alpha_1)}} \frac{1}{\sqrt{T}}$$  (26)

Therefore, we chose this value for the field sensing. Because we have \(\alpha_0 \simeq \alpha_1\) due to the low readout contrast, the sensitivity of our scheme described by (Eq. 26) is approximately four times better than that in the conventional scheme described by (Eq. 12). Note that, even though we explained how to measure the magnetic field \(B_x\) along \([1, 0, 0]\), we can easily generalize our scheme to measure \(B_y\) and \(B_z\). For example, to measure \(B_y(\hat{B}_z)\), we perform a \(\frac{\pi}{2}\) pulse \((\frac{d_1}{2}\) pulse) on the NV centers with the NV axes of \(d_1\) and \(d_3\) \((d_2\) and \(d_4\)) between the green laser irradiation.

However, in actual experiments, \(\alpha_0^{(k)}\), \(\alpha_1^{(k)}\), and \(\gamma\) have a dependency on \(k\) due to inhomogeneities. In this case,
FIG. 4: We plot $\tau_j(t) = \frac{\delta \alpha_j^{(j)} - \alpha_j^{(j)}}{\sqrt{2}} e^{-2\gamma_j t} t$ against $t$ where we choose $\delta \alpha_j = \alpha_j^{(j)} - \alpha_j^{(k)}$ and $\gamma_j$ from the Gaussian distribution. The average of $\delta \alpha_j$ ($\gamma_j$) is 0.01 (10$^6$ Hz), and the standard deviation is 0.001 (10$^{-6}$). In addition, we plot the value of $\delta \alpha_{\text{min}} = \min_k [\delta \alpha_j]$ and $\gamma_{\text{max}} = \max_j [\gamma_j]$, and plot a vertical line at $t = \frac{1}{4\gamma_{\text{max}}}$. We numerically show that we can satisfy $\tau_j(t) = \frac{\delta \alpha_j}{\sqrt{2}} e^{-2\gamma_j t}$ for all $j$ by choosing a certain set of $\{t_j\}_{j=1}^{200}$ for $t_j \leq \frac{1}{4\gamma_{\text{max}}}$.

we need to choose a suitable set of $t_k$ ($k = 1, 2, 3, 4$) to compensate for such an inhomogeneity. If $\tau_k(t_k) = \frac{\delta \alpha_k^{(k)} - \alpha_k^{(k)}}{2} e^{-2\gamma_k t_k} t_k$ does not depend on $k$, we can measure $B_x$ from $\langle \hat{N}_x^{\text{total}} \rangle$ as described in Eq. (24). We numerically checked that it is possible to have an equal value of $\frac{\delta \alpha_k^{(k)} - \alpha_k^{(k)}}{2} e^{-2\gamma_k t_k} t_k$ for $k = 1, 2, 3, 4$. In Fig. 4 we randomly picked up $\delta \alpha_k = \alpha_k^{(j)} - \alpha_k^{(k)}$ and $\gamma_k$ from the Gaussian distribution, and we plotted $\tau_j(t) = \frac{\delta \alpha_j^{(j)} - \alpha_j^{(k)}}{2} e^{-2\gamma_j t} t$ ($j = 1, 2, \cdots, 200$). In addition, in the same figure, we plotted the value of $\frac{\delta \alpha_{\text{min}}}{\sqrt{2}} e^{-2\gamma_{\text{max}}}$ with a dashed line where $\delta \alpha_{\text{min}} = \min_j [\delta \alpha_j]$ and $\gamma_{\text{max}} = \max_j [\gamma_j]$. These results show that we can choose $t_j$ to satisfy $\frac{\delta \alpha_j^{(j)} - \alpha_j^{(k)}}{2} e^{-2\gamma_j t_j} t_j = \frac{\delta \alpha_{\text{min}}}{\sqrt{2}} e^{-2\gamma_{\text{max}}}$ and $t_j \leq \frac{1}{4\gamma_{\text{max}}}$ as long as the inhomogeneous width of the parameters is approximately 10% [24].

The expected values of the emitted photons from this state are described as

$$\langle \hat{N}_x^{\text{total}} \rangle \approx \frac{4}{\sqrt{3}} \sum_{k=1}^{4} \frac{\alpha_0^{(k)} + \alpha_1^{(k)}}{2} g_\mu B \cdot \hat{d}_k t_k e^{-2\gamma_k t_k}$$

$$- \sum_{k=1,4} \frac{\alpha_0^{(k)} - \alpha_1^{(k)}}{2} g_\mu B \cdot \hat{d}_k t_k e^{-2\gamma_k t_k}$$

$$+ \sum_{k=2,3} \frac{\alpha_0^{(k)} - \alpha_1^{(k)}}{2} g_\mu B \cdot \hat{d}_k t_k e^{-2\gamma_k t_k}$$

$$= \frac{4}{\sqrt{3}} \sum_{k=1}^{4} \frac{\alpha_0^{(k)} + \alpha_1^{(k)}}{2} + \frac{2e^{-\frac{1}{2}\delta \alpha_{\text{min}}}}{\sqrt{3} 4\gamma_{\text{max}}} g_\mu B_x$$

where $\delta \alpha_{\text{min}} = \min_k = 1, 2, 3, 4 [\alpha_0^{(k)} - \alpha_1^{(k)}]$ and $\gamma_{\text{max}} = \max_k = 1, 2, 3, 4 [\gamma_k]$.

Therefore, the uncertainty in the estimation of $B_x$ is given as follows.

$$\delta B_x^{(DC)} = \frac{1}{\sqrt{N}} \sqrt{\frac{\langle \hat{N}_x^{\text{total}} \rangle}{\langle \hat{N}_x^{\text{total}} \rangle}}$$

$$\approx \frac{1}{\sqrt{3}} \sum_{k=1}^{4} \frac{\alpha_0^{(k)} + \alpha_1^{(k)}}{2} + \frac{2e^{-\frac{1}{2}\delta \alpha_{\text{min}}} g_\mu B_x}{\sqrt{3} 4\gamma_{\text{max}}} \sqrt{1}$$

(27)

We numerically calculated this sensitivity, and plotted the ratio between the homogeneous and inhomogeneous case with a standard deviation of $\sigma$ as shown in Fig. 5. These results demonstrate that, if the standard deviation of the parameters is around a few $\%$, we can achieve nearly the same sensitivity as that in the homogeneous case.

FIG. 5: The normalized uncertainty of the estimation $r = \delta B_x^{(DC)} / \delta B_x^{(AC)}$ ($\sigma = 0$) $= \delta B_x^{(DC)} / \delta B_x^{(AC)}$ ($\sigma = 0$) where $\delta B_x^{(DC)}$ ($\delta B_x^{(AC)}$) denotes the uncertainty in our DC (AC) vector magnetic field sensor for inhomogeneous parameters with a standard deviation of $\sigma$. Note that the normalized uncertainty for the DC sensing has the same form as that for the AC sensing. To calculate the average value, we randomly pick up the values of $\delta \alpha_j = \alpha_j^{(j)} - \alpha_j^{(k)}$ and $\gamma_j$ from the Gaussian distribution where the average of $\delta \alpha_j$ ($\gamma_j$) is $\delta \alpha_j = 0.01$ ($\gamma_j = 10^6$ Hz) and the standard deviation is $\delta \alpha_j; \sigma' (\gamma_j; \sigma')$ where $\sigma'$ denotes a normalized standard deviation.

AC VECTOR MAGNETIC FIELD SENSOR VIA THE MULTI-FREQUENCY CONTROL

Here, we explain how to measure the AC vector magnetic field using our scheme. As an example, we discuss the case of measuring the $x$-component of the AC magnetic fields. We use a similar pulse sequence as that in our DC magnetic field sensing. The only difference from the DC magnetic field sensing is that we apply a $\pi$ pulse in the middle of the microwave
pulse sequence as shown in the Fig. 3 (b). After the green laser irradiation, the state of the photons can be described as follows

$$\rho_{k, \text{AC}}^{(\text{ph})} = \frac{1}{2} \left( 1 + e^{-2\gamma_k t_k} \sin \theta_k^{(\text{AC})} \right) \rho_{k,0}^{(\text{ph})} + \frac{1}{2} \left( 1 - e^{-2\gamma_k t_k} \sin \theta_k^{(\text{AC})} \right) \rho_{k,1}^{(\text{ph})}$$

for \( k = 2, 3 \)

$$\rho_{k, \text{AC}}^{(\text{ph})} = \frac{1}{2} \left( 1 - e^{-2\gamma_k t_k} \sin \theta_k^{(\text{AC})} \right) \rho_{k,0}^{(\text{ph})} + \frac{1}{2} \left( 1 + e^{-2\gamma_k t_k} \sin \theta_k^{(\text{AC})} \right) \rho_{k,1}^{(\text{ph})}$$

for \( k = 1, 4 \). We can calculate the expected values of the emitted photon from these state as follows

$$\langle N_{x}^{(\text{total})} \rangle \approx \left( \sum_{k=1}^{4} \frac{\alpha_0^{(k)} + \alpha_1^{(k)}}{2} \right) - \sum_{k=2}^{4} \frac{(\alpha_0^{(k)} - \alpha_1^{(k)}) \mu_B \cdot d_k}{2} \frac{1 + \cos \omega_{\text{AC}} t - 2 \cos \frac{\omega_{\text{AC}} t_k}{\omega_{\text{AC}}} e^{-2\gamma_k t_k}}{1+\cos(\omega_{\text{AC}} t - 2 \cos \frac{\omega_{\text{AC}} t_k}{\omega_{\text{AC}}} e^{-2\gamma_k t_k})}$$

If we have \( \alpha_0^{(k)} = \alpha_0, \alpha_1^{(k)} = \alpha_1, \gamma_k = \gamma, \) and \( t_k = t \) for all \( k \), we obtain

$$\langle N_{x}^{(\text{total})} \rangle \approx 0$$

$$\langle N_{x}^{(\text{total})} \rangle \approx 0$$

Note that this expectation value only depends on \( B_x \). Therefore, the uncertainty in the estimation of \( B_x \) is given as follows.

$$\delta B_x^{(\text{AC})} = \frac{\sqrt{\langle \delta N_x^{(\text{total})} \delta N_x^{(\text{total})} \rangle}}{\langle d(N_x^{(\text{total})}) \rangle} \sqrt{N}$$

$$\approx \frac{\sqrt{2(\alpha_0 + \alpha_1)} \mu_B \cdot d_k}{2} \frac{1}{\sqrt{3}} \frac{1}{\sqrt{T}}$$

where \( N = \frac{T}{t} \) denotes the repetition number of the experiment. By optimizing the parameters, we obtain

$$\delta B_x^{(\text{AC})} \approx \frac{\sqrt{\sqrt{3}}}{2} \frac{1}{\sqrt{3}} \frac{1}{\sqrt{T}}$$

where \( \alpha_0 \approx \alpha_1 \), we can conclude that the sensitivity of our scheme is approximately four times better than that in the conventional scheme by comparing Eq. (51) with Eq. (17).

Because \( \alpha_0 \approx \alpha_1 \), we can conclude that the sensitivity of our scheme is approximately four times better than that in the conventional scheme by comparing Eq. (51) with Eq. (17).

![Image](image.png)

**FIG. 6:** We plot \( \tau_j^{(t)} = \frac{\alpha_0^{(j)} - \alpha_1^{(j)}}{2} e^{-2\gamma_j t} 1 + \cos(\omega_{\text{AC}} t - 2 \cos(\omega_{\text{AC}} t)) \) for all \( j \) against \( t = \frac{1}{4T} \) max. We know that \( \delta \alpha_{\text{min}} = \min_j \delta \alpha_j, \gamma_{\text{max}} = \max_j \gamma_j \), and \( \omega_{\text{AC}} = 4\theta_{\text{opt}} \gamma_{\text{max}} \). We numerically show that we can satisfy \( \tau_j^{(t)} = \frac{\delta \alpha_{\text{min}}}{2} e^{-2\gamma_j t} 1 + \cos(\omega_{\text{AC}} t - 2 \cos(\omega_{\text{AC}} t)) \) for all \( j \) where \( t_j < \frac{1}{4T} \) max.

Conversely, if the parameters \( \alpha_0^{(k)}, \alpha_1^{(k)}, \gamma_j \) have a dependency on \( k \), we need to choose a suitable set of \( t_k (k = 1, 2, 3, 4) \) to compensate such an inhomogeneity. We know that, if \( (\alpha_0^{(k)} - \alpha_1^{(k)}) e^{-2\gamma_k t_k} 1 + \cos(\omega_{\text{AC}} t - 2 \cos(\omega_{\text{AC}} t)) \) does not depend on \( k \), we can estimate the value of \( B_x \) from just \( \langle N_x^{(\text{total})} \rangle \). We numerically checked if it is possible to have an equal value of \( (\alpha_0^{(k)} - \alpha_1^{(k)}) e^{-2\gamma_k t_k} 1 + \cos(\omega_{\text{AC}} t - 2 \cos(\omega_{\text{AC}} t)) \).

In Fig. 6, we randomly picked \( \delta \alpha_j = \alpha_0^{(j)} - \alpha_1^{(j)} \) and \( \gamma_j \) from the Gaussian distribution. We plotted \( \tau_j^{(t)} = \frac{\delta \alpha_{\text{min}}}{2} e^{-2\gamma_j t} 1 + \cos(\omega_{\text{AC}} t - 2 \cos(\omega_{\text{AC}} t)) \) for all \( j \) where \( t_j < \frac{1}{4T} \) max.

We can calculate the expected values of the emitted photons.
from this state as follows:

\[
\langle \hat{N}_{\text{total}} \rangle \approx \left( \sum_{k=1}^{4} \frac{\alpha_{0}^{(k)} + \alpha_{1}^{(k)}}{2} \right)^{-1} \frac{2 e^{-\frac{1}{2} \delta \alpha_{\text{min}} g \mu_{B} B_{x} (1 + \cos \theta_{\text{opt}} - 2 \cos \frac{\theta_{\text{opt}}}{2})}{\sqrt{3} \omega_{AC}}
\]

where \( \delta \alpha_{\text{min}} = \min_{k=1,2,3,4} [\delta \alpha_{k}], \gamma'_{\text{max}} = \max_{k=1,2,3,4} \gamma'_{k} \), and \( \omega_{AC} = 4 \theta_{\text{opt}} \gamma_{\text{max}} \). Therefore, the uncertainty is

\[
\delta B_{x}^{(AC)} \approx \frac{\sqrt{3}}{2 e^{-\frac{1}{2} \delta \alpha_{\text{min}} g \mu_{B} (1 + \cos \theta_{\text{opt}} - 2 \cos \frac{\theta_{\text{opt}}}{2})}} \left( \sum_{k=1}^{4} \frac{\alpha_{0}^{(k)} + \alpha_{1}^{(k)}}{2} \right)^{-1} \frac{1}{\sqrt{T} \gamma_{\text{max}}}
\]

Similar to the case of DC vector magnetic field sensing, we can achieve nearly the same sensitivity as that in the homogeneous case if the standard deviation of the parameters is around a few \% as shown in Fig. 5.

In conclusion, we proposed a scheme to improve the sensitivity of the vector magnetic field sensing via multi-frequency control. Implementing a Ramsey interference or spin echo experiment for all NV centers with different NV axes using frequency selectivity, we can enhance the signal from the NV centers. We demonstrated that the sensitivity of the vector magnetic field sensing becomes approximately four times better than that of the conventional scheme.
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