Linearized stability theorem for invariant and quasi-invariant parabolic differential equations in Banach manifolds with applications to free boundary problems
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Abstract
If a differential equation in a Banach manifold is invariant or quasi-invariant under the action of one or more Lie groups, then its stationary points cannot be isolated, so that classical linearized stability theorem does not apply to it. The first main purpose of this paper is to establish a linearized stability theorem for parabolic differential equations in Banach manifolds which are either invariant or quasi-invariant under actions of a number of Lie groups. The second purpose of this paper is to apply this theorem to analyze stability of stationary solutions of some free boundary problems. In order to apply the abstract result to concrete free boundary problems, Banach manifold made up of certain kind of domains such as simple domains in \( \mathbb{R}^n \) is a fundamental tool which seems to have not been well-studied in the literature yet. Hence in this paper we also make some basic investigation to a such manifold. In Section 5 we use Nash-Moser implicit function theorem to prove an interesting result for an obstacle problem which says that if the domain \( \Omega \) of this obstacle problem is a small perturbation of a sphere then its interface \( \Gamma \) is smooth and depends on \( \Omega \) smoothly. By using these results, in the last section we prove asymptotic stability of radial stationary solution of a free boundary problem modeling the growth of necrotic tumors, which has been kept open for over ten years.
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1 Introduction
Classical linearized stability theorem is an important fundamental theorem in the theory of ordinary differential equations. It states that for a differential equation \( x' = F(x) \) in \( \mathbb{R}^n \) with an isolated stationary point \( x^* \), i.e., \( F(x^*) = 0 \), where \( F \in C^1(O, \mathbb{R}^n) \) for some open subset \( O \) of \( \mathbb{R}^n \) and \( x^* \in O \), if \( s := \max_{1 \leq j \leq n} \text{Re}\lambda_j < 0 \), where \( \lambda_j \)'s are all eigenvalues of \( F'(x^*) \), then \( x^* \) is asymptotically stable, whereas if \( s > 0 \) then \( x^* \) is unstable.

The above theorem has been successfully extended to quasilinear and fully nonlinear parabolic differential equations in Banach spaces by Poitier-Ferry [32], Lunardi [30], Drangeid [14], and Da Prato and Lunardi [13], extending an earlier well-known result on semilinear parabolic differential equations in Banach spaces; see Chapter 9 of [31] for an exposition on this topic. The extended theorem states as follows:
Let $X$ be a Banach space and $X_0$ an embedded Banach subspace of $X$ (see Section 3 for this concept). Let $O$ be an open subset of $X_0$ and $F \in C^{2,0}(O, X)$. Consider the differential equation $x' = F(x)$ in $X$. We say this equation is of parabolic type if for any $x \in O$, the operator $F'(x) \in L(X_0, X)$ is a sectorial operator when regarded as an unbounded linear operator in $X$ with domain $X_0$, and the graph norm of $X_0$ is equivalent to its own norm $\| \cdot \|_{X_0}$. Assume that the differential equation $x' = F(x)$ is of parabolic type and it has an isolated stationary point $x^* \in O$, i.e., $F(x^*) = 0$. Let $s$ be the spectrum bound of $F'(x^*)$, i.e., $s = \sup \{ \text{Re} \lambda : \lambda \in \sigma(F'(x^*)) \}$, where as usual $\sigma(\cdot)$ denotes the spectrum of a linear operator. Then we have the following assertion: If $s < 0$ then $x^*$ is asymptotically stable, whereas if $s > 0$ then $x^*$ is unstable. See [31] for the proof of this theorem.

In applications, however, we often encounter the situation $s = 0$ and, more unpleasantly, the stationary point $x^*$ is not isolated but is contained in a manifold made up of stationary points. This situation is typical in the study of two kinds of evolutionary free boundary problems: The motion of liquid drops and the growth of tumors. In such problems, the related differential equations (i.e., the differential equations in Banach spaces or manifolds reduced from original free boundary problems) usually have some significant symmetric properties, i.e., they are invariant or quasi-invariant under some Lie group actions. It is clear that if a differential equation $x' = F(x)$ in a Banach space or manifold $X$ is invariant or quasi-invariant under a Lie group action $(G, p)$, where $G$ is a non-discrete Lie group and $p : G \times X \to X$ is an action of the group $G$ to $X$, then for stationary point $x^*$ of this equation, all points in $X$ of the form $p(a, x^*)$ with $a \in G$ are also its stationary points, so that generally speaking no stationary points are isolated and, as a result, if $\sigma(F'(x^*))$ does not intersect the open right-half plane then $s = 0$, and the linearized stability theorem reviewed above does not apply, at least directly, to this kind of equations.

Sometimes such deficiency of non-isolation of the stationary point can be remedied through imposition of additional conditions related to conservative quantities. A typical example in this line is the following free boundary problem modeling the motion of liquid drops (cf. [33] [35]):

$$
\begin{align*}
\partial_t v - \nu \Delta v + (v \cdot \nabla) v + \nabla \pi &= 0, & x \in \Omega(t), & t > 0, \\
\n \cdot v &= 0, & x \in \Omega(t), & t > 0, \\
T(v, \pi) n &= -\gamma \kappa n, & x \in \partial \Omega(t), & t > 0, \\
\nu n &= v \cdot n, & x \in \partial \Omega(t), & t > 0.
\end{align*}

(1.1)

Here $\Omega(t)$ is the domain in $\mathbb{R}^3$ occupied by the liquid drop at time $t$, $v$ and $\pi$ are velocity and pressure fields in the liquid drop, respectively, $\nu > 0$ is the viscosity coefficient constant, $\gamma > 0$ is the surface tension coefficient constant, $\kappa$ and $n$ are the mean curvature field (whose sign is designated to be positive for spheres) and the unit outward normal field on $\partial \Omega(t)$, respectively, $V_n$ is the normal velocity of the free boundary $\partial \Omega(t)$, and $T(v, \pi) = \nu S(v) - \pi I$ ($I$ is the third-order identity matrix) and $S(v) = \nabla \otimes v + (\nabla \otimes v)^T$ are the stress tensor and the doubled strain tensor, respectively. It is clear that (1.1) is either invariant or quasi-invariant under the following three types of group actions in $\mathbb{R}^3$: scaling (quasi-invariant), translation (invariant), and rotation (invariant). Thus if $(v_s, \pi_s, \Omega_s)$ is a stationary solution of the above problem and it is not a fixed point under some of these group actions or subgroup actions then all points in its trajectory of such group or subgroup actions are also stationary solutions, so that stationary solutions form a nontrivial manifold. For instance, for the trivial stationary solution $v_s(x) = (0, 0, 0), \quad \pi_s(x) = \gamma, \quad \Omega_s = B(0, 1) = \{x \in \mathbb{R}^3 : |x| < 1\}$, actions of the scaling and translation groups to it yield a four-dimensional manifold made up of stationary solutions (note that the action of rotation group does not yield new stationary solutions). It is known
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1Extension of linearized stability theorem to non-parabolic differential equations in Banach spaces is a very interesting topic worthy of great efforts. We refer the reader to see [15] for related topic.
that the problem (1.1) has also the following non-trivial stationary solution (cf. [34]):

\[ v_s(x) = \mu(x_2, -x_1, 0), \quad \pi_s(x) = \frac{1}{2} \mu^2 (x_1^2 + x_2^2) + 1, \quad \Omega_s = \{ x \in \mathbb{R}^n : r < \rho_s(\omega) \}. \]

Here and throughout this paper \((r, \omega)\) denotes the polar coordinate of a point \(x \in \mathbb{R}^n \setminus \{0\}\) (in Section 4 \(x \in \mathbb{R}^n \setminus \{0\}\) with \(n \geq 2\)), i.e., \(r = |x|\) and \(\omega = x/r\). Besides, \(\mu\) is a nonzero constant, and \(\rho_s\) is the unique solution of the following equation:

\[ 2\gamma \kappa(\rho_s) - \frac{\mu^2}{2} \rho_s^2 (\omega_1^2 + \omega_2^2) = 1, \quad \omega \in \mathbb{S}^2, \]

where \(\kappa(\rho)\) is the mean curvature of the surface \(r = \rho(\omega)\):

\[ \kappa(\rho) = -\frac{1}{2} \rho \left[ \Delta_\omega \rho + \nabla_\omega \cdot \nabla_\omega \left( \frac{1}{\sqrt{g}} \right) - \frac{2 \rho}{\sqrt{g}} \right], \quad g = \rho^2 + |\nabla_\omega \rho|^2. \]

Here and throughout this paper \(\Delta_\omega\) and \(\nabla_\omega\) denote the Laplace-Beltrami operator and the gradient field on the sphere \(\mathbb{S}^2\) (in Section 4 on \(\mathbb{S}^{n-1}\) with \(n \geq 2\)), respectively. For this stationary solution, not only actions of scaling and translation groups to it yield new stationary solutions, but also the action of the two-dimensional subgroup \(O_{12}(3)\) of the rotation group \(O(3)\) generated by rotations with rotation axes \(Ox_1\) and \(Ox_2\) also yields new stationary solutions (note that the action of a rotation with rotation axes \(Ox_3\) does not produce new stationary solutions), so that the above stationary solution is contained in a six-dimensional manifold made up of stationary solutions. But such lack of non-isolation of the stationary point can be remedied by imposing the following additional conditions:

\[
\begin{aligned}
\int_{\Omega(t)} v dx &= 0, \\
\int_{\Omega(t)} (v \times x) dx &= \beta e_3, \\
\int_{\Omega(t)} x dx &= 0,
\end{aligned}
\]

where \(c > 0\) and \(\beta \in \mathbb{R}\) are given constants. The condition (1.2) is due to conservation of volume of \(\Omega(t)\): \(\frac{d}{dt} \left( \int_{\Omega(t)} dx \right) = 0\), which eliminates the possibility to get new stationary solutions through scaling (by fixing \(c\)); the conditions in (1.2) are due to conservation of momentum and conservation of angular momentum, which eliminates the possibility to get new stationary solutions through rotation (by fixing \(\beta\)); the condition in (1.2) is obtained from the momentum-free and incompressible conditions, which eliminates the possibility to get new stationary solutions through translation. Hence, by imposing these additional conditions, the stationary solution \((v_s, \rho_s, \Omega_s)\) becomes isolated and 0 is removed from spectrum of the linearized operator, so that the linearized stability theorem reviewed above becomes applicable (note that the problem (1.1) can be reduced into a parabolic differential equation in some Banach manifold; cf. [30] for discussion to a free boundary problem modeling tumor growth which has some similar features as the problem (1.1)).

We note that some other free boundary problems modeling fluid drops by using Stokes equations or stationary Stokes equations rather than Navier-Stokes equations have similar features as the above model. For work on such models we refer the reader to see e.g. [17, 27] and references therein.

However, there are some other free boundary problems for which similar conservative quantities do not exist, so that the above technique is not always effective. A typical example is the following free
boundary problem modeling the growth of a tumor cultivated in laboratory:

\[
\begin{align*}
\Delta \sigma &= f(\sigma) & \text{in } \Omega(t), \ t > 0, \\
-\Delta \pi &= g(\sigma) & \text{in } \Omega(t), \ t > 0, \\
\sigma &= \bar{\sigma} & \text{on } \partial \Omega(t), \ t > 0, \\
\pi &= \gamma \kappa & \text{on } \partial \Omega(t), \ t > 0, \\
V_n &= -\partial_n \pi & \text{on } \partial \Omega(t), \ t > 0.
\end{align*}
\] (1.3)

Here \( \Omega(t) \) is the domain in \( \mathbb{R}^3 \) occupied by the tumor at time \( t \), \( \sigma \) is the nutrient concentration in the tumor, \( \bar{\sigma} \) is a positive constant reflecting constant supply of nutrient from tumor surface, \( \gamma, \kappa \) and \( V_n \) are as before, \( \partial_n \) denotes the derivative in normal direction of \( \partial \Omega(t) \), and \( f(\sigma), g(\sigma) \) are given functions representing nutrient consumption rate and tumor cell proliferation rate, respectively, that nutrient concentration in level \( \sigma \) can sustain. Under suitable conditions on \( f, g \) and \( \bar{\sigma} \), the above equations have a unique radial stationary solution (cf. \cite{5, 9, 12}). It is clear that the above equations are also invariant under actions of the translation and rotation groups in \( \mathbb{R}^3 \) (but is not invariant or quasi-invariant under the action of scaling group). Hence, by acting to the radial stationary solution with the translation group, we get a three-dimensional manifold made up of stationary solutions (note that the action of rotation group does not yield new stationary solutions). For this free boundary problem, there does not exist a conservative quantity for us to isolate the radial stationary solution from other stationary solutions obtained from translating the radial stationary solution.

The purpose of this paper is twofold. The first goal is to prove an abstract linearized stability theorem for parabolic differential equations in Banach manifolds which are invariant or quasi-invariant under some Lie group actions. This abstract theorem can be roughly stated as follows: Let \( \mathcal{M} \) be a Banach manifold and \( G_i, i = 1, 2, \cdots, N, \) be a number of Lie groups acting on \( \mathcal{M} \) through group actions \( p_i : G_i \times \mathcal{M} \rightarrow \mathcal{M}, \) \( i = 1, 2, \cdots, N, \) respectively. We assume that these Lie group actions are quasi-commutative, i.e., for any \( 1 \leq i, j \leq N \) with \( i \neq j \) there exists corresponding mapping \( f_{ij} : G_i \times G_j \rightarrow G_j \) such that the following relation holds:

\[
p_i(a, p_j(b, x)) = p_j(f_{ij}(a, b), p_i(a, x)), \quad \forall x \in \mathcal{M}, \quad \forall a \in G_i, \quad \forall b \in G_j.
\]

We denote \( g(a, x) = p_1(a_1, p_2(a_2, \cdots, p_N(a_N, x))) \) for \( x \in \mathcal{M} \) and \( a = (a_1, a_2, \cdots, a_N) \in G := G_1 \times G_2 \times \cdots \times G_N, \) and assume that \( \text{rank} \partial_a g(a, x) = n := \dim G_1 + \dim G_2 + \cdots + \dim G_N. \) Consider an autonomous differential equation in \( \mathcal{M} \):

\[
x' = \mathcal{F}(x),
\] (1.4)

where \( \mathcal{F} \) is a vector field on \( \mathcal{M} \) with domain \( \mathcal{M}_0, \) which is an embedded Banach submanifold of \( \mathcal{M} \) (see Section 3 for definitions of these concepts). We assume this equation is of parabolic type and is quasi-invariant under all Lie group actions \( (G_i, p_i), i = 1, 2, \cdots, N, \) i.e., for each \( 1 \leq i \leq N \) there exists corresponding group homomorphism \( \theta_i : G_i \rightarrow \mathbb{R}_+ = (0, \infty) \) such that the following relation holds:

\[
\mathcal{F}(p_i(a, x)) = \theta_i(a) \partial_x p_i(a, x) \mathcal{F}(x), \quad \forall x \in \mathcal{M}, \quad \forall a \in G_i.
\]

If \( \theta_i(a) = 1 \) for some \( i \) then the equation (1.4) is said to be invariant under the Lie group action \( (G_i, p_i). \) Let \( x^* \in \mathcal{M}_0 \) be a stationary point of the equation (1.4), i.e., \( \mathcal{F}(x^*) = 0, \) and set \( M_c = \{ g(a, x^*) : a \in G \} \), i.e., \( M_c \) is the combined trajectory of \( x^* \) under these Lie group actions. Assume, in addition to some other conditions (see Section 3 for details), that \( \dim \text{Ker} \mathcal{F}(x^*) = n. \) Let \( s^* = \sup \{ \text{Re} \lambda : \lambda \in \sigma(\mathcal{F}(x^*)) \}. \) Then we have the following assertions: If \( s^* < 0 \) then there exists a Banach submanifold \( M_s \) of \( \mathcal{M}_0 \) of codimension \( n \) such that the solution \( x = x(t) \) of (1.4) satisfies \( \lim_{t \rightarrow \infty} x(t) = x^* \) if and only if \( x(0) \in M_s. \)
(in this case \(x(t) \in M_a\) for all \(t \geq 0\), and for any \(x_0\) in a small neighborhood of \(x^*\), there exist unique \(a \in G\) and \(x_0 \in M_a\) such that \(x_0 = g(a, x_0)\), and the solution \(x = x(t)\) of (1.4) with initial data \(x(0) = x_0\) satisfies \(\lim_{t \to \infty} x(t) = g(a, x^*)\). See Theorem 3.4 in Section 3 for precise statement of this result. We say \(x^*\) is asymptotically stable modulo the groups \(G_1, G_2, \cdots, G_N\). If \(s^* > 0\) then \(x^*\) is clearly unstable.

In the case \(N = 1\), a local version of the above result was already established in the reference [10], where the theorem was proved for differential equations in Banach spaces rather than Banach manifolds and, correspondingly, the concept of local Lie group action rather than Lie group action was employed. Application of the concept of local Lie group action makes the theorem proved in [10] look somewhat awkward. Surely, if the concept of Lie group action rather than local Lie group action were used in [10], the theorem would look more pleasant but it would no longer be applicable to free boundary problems. To solve this problem in the present paper we re-establish the theorem in Banach manifolds, and furthermore, we consider actions of more than one Lie groups so that the abstract theorem can be applied to more general free boundary problems.

The second purpose of this paper is to apply the abstract result talked above to study asymptotic stability of the radial stationary solution of the problem (1.3) in the case that \(f, g\) are the following discontinuous functions:

\[
f(\sigma) = \lambda \sigma H(\sigma - \hat{\sigma}), \quad g(\sigma) = a(\sigma - \hat{\sigma}) H(\sigma - \hat{\sigma}) - b,
\]

where \(H\) is the Heaviside function: \(H(s) = 1\) for \(s > 0\) and \(H(s) = 0\) for \(s \leq 0\), and \(\lambda, a, b, \hat{\sigma}\) and \(\check{\sigma}\) are positive constants: \(\lambda\) is the consumption rate coefficient of nutrient by tumor cells, \(a\) is the proliferation rate coefficient of tumor cells (=the birth rate of tumor cells that a unit amount of nutrient can sustain), \(b\) is the dissolution rate of dead cells, \(\check{\sigma}\) is a threshold value of nutrient concentration to sustain tumor cells alive and proliferating, i.e., only in the region where \(\sigma > \check{\sigma}\) tumor cells are alive and proliferating, and \(\check{\sigma} = \hat{\sigma} - (b/a)\). We assume that \(0 < \hat{\sigma} < \check{\sigma}\), \(b < a\check{\sigma}\) (so that \(0 < \check{\sigma} < \hat{\sigma}\)) and, for simplicity of notations \(\lambda = \check{\sigma} = 1\), which can always be achieved through rescaling. For \(f, g\) given by (1.5), the problem (1.3) models growth of necrotic tumors, cf. [4] for details.

If instead of (1.5) the functions \(f, g\) are smooth monotone increasing functions in \([0, \infty)\) and satisfy the properties \(f(0) = 0\), \(g(0) < 0\) and \(g(\infty) > 0\), the problem (1.3) models the growth of nonnecrotic tumors, cf. [3], which has been intensively studied, cf. [1, 2, 8, 11, 23, 24] and references therein. It was proved that there exists a threshold value \(\gamma^* > 0\) for the surface tension coefficient \(\gamma\), such that if \(\gamma > \gamma^*\) then the unique radial stationary solution is asymptotically stable modulo translations, whereas if \(\gamma < \gamma^*\) then it is unstable. In the necrotic case, analysis of the problem (1.3) is much harder: In addition to the outer free boundary \(\partial \Omega(t)\) whose evolution is governed by the equation \(V_n = -\partial_n \sigma\), discontinuity of the functions \(f, g\) at \(\sigma = \hat{\sigma}\) produces an inner free boundary or interface \(\Gamma(t)\) dividing the domain \(\Omega(t)\) into two disjoint regions, with the outer region \(\Omega_{liv}(t) = \{x \in \Omega(t) : \sigma(x, t) > \check{\sigma}\}\) being the living shell and the inner region \(\Omega_{nec}(t) = \text{int}\{x \in \Omega(t) : \sigma(x, t) = \hat{\sigma}\}\) the necrotic core of the tumor. Main difficulty of analysis is caused by existence of the inner free boundary \(\Gamma(t)\), which is of obstacle type so that we have not an obvious equation governing its evolution to use. In [9, 12] the spherically symmetric version of this problem was studied. It was proved that this problem has a unique radial stationary solution which is asymptotically stable under spherically symmetric perturbations. However, whether this stationary solution is asymptotically stable under spherically non-symmetric perturbations has been kept unknown for over ten years. We note that recently some numerical results on this problem were obtained by Hao et al. [29]. In this paper we use the abstract result mentioned above to prove that similar result as for the nonnecrotic case is also valid for the necrotic case, i.e., there exists a threshold value \(\gamma^*\) for the surface tension coefficient \(\gamma\) such that if \(\gamma > \gamma^*\) then the radial stationary solution is asymptotically stable modulo translations under spherically non-symmetric perturbations, whereas if \(\gamma < \gamma^*\) then it is unstable.
under spherically non-symmetric perturbations. See Theorem 6.8 in Section 6 for precise statement of this result.

In getting the above result, a key step is to prove that the inner free boundary \( \Gamma(t) \) is smooth and depends on the outer free boundary \( \partial \Omega(t) \) smoothly. To be more precise, let us consider the following obstacle problem:

\[
\begin{cases}
-\Delta \sigma + \sigma \geq 0, & \sigma \geq \hat{\sigma}, \\
(\sigma - \hat{\sigma})(-\Delta \sigma + \sigma) = 0 & \text{in } \Omega, \\
\sigma = 1 & \text{on } \partial \Omega,
\end{cases}
\]  (1.6)

where \( \Omega \) is a given bounded domain in \( \mathbb{R}^3 \) with a \( C^2 \) boundary and \( 0 < \hat{\sigma} < 1 \) is a given constant. It is easy to prove that this problem has a unique solution \( \sigma \in \cap_{1 \leq p < \infty} W^{2,p}(\Omega) \) which satisfies \( \hat{\sigma} \leq \sigma \leq 1 \).

Let \( \Omega_{\text{iv}} = \{ x \in \Omega : \sigma(x) > \hat{\sigma} \} \), \( \Omega_{\text{sec}} = \text{int}\{ x \in \Omega : \sigma(x) = \hat{\sigma} \} \) and \( \Gamma = \partial \Omega_{\text{iv}} \cap \partial \Omega_{\text{sec}} \). \( \Gamma \) is called the free boundary or interface of the above obstacle problem. It is well-known that regularity of free boundaries of obstacle problems is a very hard topic. We refer the reader to see [5] and [22] and references therein for some classical results on it. For our purpose, in this paper we shall use Nash-Moser implicit function theorem to prove the following interesting result: For the problem (1.6), the free boundary \( \Gamma \) is smooth and depends on \( \Omega \) smoothly if \( \Omega \) is a small perturbation of a sphere; see Theorem 5.2 in Section 5.

In order to use the abstract theorem talked before to study the problem (1.3), Banach manifolds of certain domains in \( \mathbb{R}^n \) are an essential tool which, however, seems to have not yet been well-studied in the literature. Note that the concept of Frechét manifold of smooth domains in \( \mathbb{R}^n \) was already introduced thirty years ago by Hamilton in his famous work [28], but Frechét manifold is not a good tool for the study of asymptotic behavior of solutions of free boundary problems: A useful linearized stability theorem for differential equations in Frechét manifolds is very hard to establish. Due to this reason, in this paper we make some basic investigation to the Banach manifold of simple domains in \( \mathbb{R}^n \). A basic difficulty on this topic is that such a manifold is only a topological Banach manifold but not a differentiable Banach manifold, i.e., it does not possess a differentiable structure. It follows that the concept of differential equations in a such manifold cannot be understood in usual sense. Our observation is that though the manifold of simple domains itself does not possess a differentiable structure, certain of its embedded submanifolds possess differentiable structures in the topology inherited from the whole manifold, which is sufficient for the concept of differential equations in a such manifold. See Section 2 for details. Here we mention that Banach manifold of closed hypersurfaces in \( \mathbb{R}^n \) was recently considered by Prüss and Simonett [33]. But the idea and results on this topic obtained in the present work are completely new.

The organization of the rest part is as follows. In Section 2 we make some basic investigation to the Banach manifold made by simple domains in \( \mathbb{R}^n \). The purpose of this section is to provide a basic tool for the study of evolutionary free boundary problems: In Sections 4 and 6 we shall reduce evolutionary free boundary problems into differential equations in this manifold. A significant property of this manifold is that it does not possess a differentiable structure, but some of its embedded submanifolds possess differentiable structures in its topology. This motivates the study in Section 3 to differential equations in Banach manifolds without differentiable structure, where the linearized stability theorem for parabolic differential equations in non-differentiable Banach manifolds which are invariant or quasi-invariant under a number of Lie group actions is established. In Section 4 we show some simple applications of this abstract result. Section 5 is a preparational section for Section 6. We prove that the free boundary \( \Gamma \) of the obstacle problem (1.6) is smooth and depends on \( \Omega \) smoothly, provided \( \Omega \) is a small perturbation of a sphere. We use this result to prove the surface tension free part \( \sigma_0 \) of the solution of the second equation in (1.3) has the property that the map \( \Omega \mapsto \partial_n \sigma_0 |_{\partial \Omega} \) is smooth, even if \( f, g \) are discontinuous functions given by (1.5). In the final section we use the abstract result obtained in Section 3 to study asymptotic stability of the radial stationary solution of the tumor model (1.3) in the necrotic case.
2 Banach manifolds of simple domains in \( \mathbb{R}^n \)

In this section we make a basic study to Banach manifolds of simple domains in \( \mathbb{R}^n \). Such a manifold is only a topological manifold and does not possess a differentiable structure. However, some of its embedded Banach submanifolds possess differentiable structures in its topology, so that the concept of differential equations in a such manifold still makes sense. The purpose of this section is to provide a basic tool for study of evolutionary free boundary problems, and the results obtained in this section will be applied in Sections 4 and 6. Also, from the discussion of this section it will be clear why in the next section differential equations will be considered in non-differentiable Banach manifolds, not in differentiable Banach manifolds.

2.1 Basic concepts

As usual, given a nonnegative integer \( m \), a real number \( \mu \in [0, 1] \), a bounded open set \( \Omega \subseteq \mathbb{R}^n \) and a sufficiently smooth bounded closed hypersurface \( S \subseteq \mathbb{R}^n \), the notations \( C^{m+\mu}(\Omega) \) and \( C^{m+\mu}(S) \) denote the usual \( m+\mu \)-th order H"older spaces on \( \Omega \) and \( S \), respectively, and the notation \( C^{m+\mu}(\overline{\Omega}, \mathbb{R}^n) \) denotes the usual \( m+\mu \)-th order \( n \)-vector H"older space on \( \overline{\Omega} \), with the cases \( \mu = 0, 1 \) understood in conventional sense. We use the notation \( \dot{C}^{m+\mu}(\Omega) \) to denote the closure of \( C^{\infty}(\Omega) \) in \( C^{m+\mu}(\Omega) \), and similarly for the notations \( \dot{C}^{m+\mu}(S) \) and \( C^{m+\mu}(\overline{\Omega}, \mathbb{R}^n) \). The last three spaces are called \( m+\mu \)-th order little H"older spaces. A significant difference between little H"older spaces and H"older spaces is that for nonnegative integers \( k, m \) and real numbers \( \mu, \nu \in [0, 1] \), if \( k+\nu > m+\mu \) then \( \dot{C}^{k+\nu}(\Omega) \) (resp. \( \dot{C}^{k+\nu}(S), \dot{C}^{k+\nu}(\overline{\Omega}, \mathbb{R}^n) \)) is dense in \( \dot{C}^{m+\mu}(\Omega) \) (resp. \( \dot{C}^{m+\mu}(S), \dot{C}^{m+\mu}(\overline{\Omega}, \mathbb{R}^n) \)), but \( \dot{C}^{k+\nu}(\Omega) \) (resp. \( \dot{C}^{k+\nu}(S), \dot{C}^{k+\nu}(\overline{\Omega}, \mathbb{R}^n) \)) is not dense in \( C^{m+\mu}(\Omega) \) (resp. \( C^{m+\mu}(S), C^{m+\mu}(\overline{\Omega}, \mathbb{R}^n) \)).

**Definition 2.1** Let \( m \) be a positive integer and \( 0 \leq \mu \leq 1 \). An open set \( \Omega \subseteq \mathbb{R}^n \) is said to be a simple \( C^{m+\mu} \)-domain if \( \Omega \) is \( C^{m+\mu} \)-diffeomorphic to the open unit sphere \( B(0,1) \) in \( \mathbb{R}^n \), i.e., there exists a bijective mapping \( \Phi : \overline{B(0,1)} \rightarrow \overline{\Omega} \) satisfying the following properties:

\[
\Phi \in C^{m+\mu}(\overline{B(0,1)}, \mathbb{R}^n) \quad \text{and} \quad \Phi^{-1} \in C^{m+\mu}(\overline{\Omega}, \mathbb{R}^n).
\]

We use the notation \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) to denote the set of all simple \( C^{m+\mu} \)-domains in \( \mathbb{R}^n \). If instead of \( C^{m+\mu} \) the notation \( C^{m+\mu} \) is used in the above relations, then the notation \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) is used correspondingly.

From [28] we know that all smooth simple domains in \( \mathbb{R}^n \) form a Frech"et manifold \( \mathfrak{D}^\infty(\mathbb{R}^n) \) built on the Frech"et space \( C^\infty(\mathbb{S}^{n-1}) \), with tangent space at the point \( \Omega \in \mathfrak{D}^\infty(\mathbb{R}^n) \) being \( T_\Omega(\mathfrak{D}^\infty(\mathbb{R}^n)) = C^\infty(\partial \Omega) \). In applications, however, just as Frech"et spaces are not as convenient to use as Banach spaces, Frech"et manifolds are not as convenient to use as Banach manifolds. Hence, in what follows we introduce a local chart for \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) \((m \in \mathbb{N}, 0 \leq \mu \leq 1) \) at each of its point to make it into a Banach manifold.

In the following of this section we always assume that \( m, n \) are positive integers \( \geq 2 \), and \( 0 \leq \mu \leq 1 \). Let \( \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \). Choose a closed \( C^\infty \)-hypersurface \( S \subseteq \mathbb{R}^n \) sufficiently closed to \( \partial \Omega \) such that the following three conditions are satisfied: (a) \( S \) encloses a simple \( C^\infty \)-domain \( Q \); (b) there exists \( \delta > 0 \) such that by letting \( \mathcal{R} = \{ x \in \mathbb{R}^n : d(x, S) < \delta \} \), the mapping \( \Psi : S \times (-\delta, \delta) \rightarrow \mathcal{R} \),

\[
\Psi(x, t) = x + tn(x), \quad \forall x \in S, \quad \forall t \in (-\delta, \delta)
\]

is a \( C^\infty \)-diffeomorphism of \( S \times (-\delta, \delta) \) onto \( \mathcal{R} \), where \( n \) denotes the unit normal field of \( S \), outward pointing with respect to \( Q \); (c) \( \partial \Omega \subseteq \mathcal{R} \). Existence of a such hypersurface \( S \) is well-known. Let \( \Pi \) and
Λ be compositions of $\Psi^{-1} : \mathcal{R} \to S \times (-\delta, \delta)$ with the projections of $S \times (-\delta, \delta)$ onto $S$ and $(-\delta, \delta)$, respectively, i.e., $\Pi : \mathcal{R} \to S$, $\Lambda : \mathcal{R} \to (-\delta, \delta)$,

$$\Pi(\Psi(x, t)) = x, \quad \Lambda(\Psi(x, t)) = t, \quad \forall x \in S, \forall t \in (-\delta, \delta),$$

and

$$y = \Pi(y) + \Lambda(y) n(\Pi(y)), \quad \forall y \in \mathcal{R}.$$  

It is easy to see that if $\delta$ is small enough then for any $y \in \mathcal{R}$, $\Pi(y)$ is the point in $S$ nearest to $y$ and $\Lambda(y)$ is the algebraic distance of $y$ to $S$, i.e., $\Lambda(y) = -d(y, S)$ if $y \in \mathcal{R} \cap Q$ and $\Lambda(y) = d(y, S)$ if $y \in \mathcal{R} \setminus Q$. Let $\mathcal{O}$ be the $\delta$-neighborhood of the null function in $C^{m+\mu}(S)$, i.e., $\mathcal{O} = \{ \rho \in C^{m+\mu}(S) : \|\rho\|_{C^{m+\mu}(S)} < \delta \}$. Since $\rho \in \mathcal{O}$ implies $\max_{x \in S} |\rho(x)| < \delta$, it follows that for any $\rho \in \mathcal{O}$ the mapping $\theta_{\rho} : S \to \mathbb{R}^n$,

$$\theta_{\rho}(x) = x + \rho(x) n(x), \quad \forall x \in S$$

is a $C^{m+\mu}$-diffeomorphism of $S$ onto its image $S_{\rho} = \theta_{\rho}(S)$, which is a closed $C^{m+\mu}$-hypersurface contained in $\mathcal{R}$ enclosing a simple $C^{m+\mu}$-domain $\Omega_{\rho}$. Since $\partial \Omega \subseteq \mathcal{R}$, there exists a unique $\rho_0 \in \mathcal{O}$ such that $\partial \Omega = S_{\rho_0}$ or $\Omega = \Omega_{\rho_0}$. Let

$$\mathcal{U} = \{ \Omega_{\rho} : \rho \in \mathcal{O} \}, \quad (2.1)$$

and

$$\varphi : \mathcal{U} \to C^{m+\mu}(S), \quad \varphi(\Omega_{\rho}) = \rho, \quad \forall \rho \in \mathcal{O}. \quad (2.2)$$

We call $(\mathcal{U}, \varphi)$ a regular local chart of $\mathcal{D}^{m+\mu}(\mathbb{R}^n)$ at the point $\Omega$, and call the closed hypersurface $S$ the base hypersurface of this local chart (the phrase “regular” refers to the fact that the base hypersurface $S$ is smooth). Clearly, $C^{m+\mu}(S) \approx C^{m+\mu}(\mathbb{S}^{n-1})$, i.e., $C^{m+\mu}(S)$ and $C^{m+\mu}(\mathbb{S}^{n-1})$ are isomorphic to each other as Banach spaces.

**Theorem 2.2** With local chart $(\mathcal{U}, \varphi)$ defined as above, $\mathcal{D}^{m+\mu}(\mathbb{R}^n)$ is a (topological or $C^0$) Banach manifold built on the Banach space $C^{m+\mu}(\mathbb{S}^{n-1})$.

**Proof.** Let $(\mathcal{U}_1, \varphi_1), (\mathcal{U}_2, \varphi_2)$ be two local charts such that $\mathcal{U}_1 \cap \mathcal{U}_2 \neq \emptyset$, with base hypersurfaces $S_1$, $S_2$, respectively. Let $n_i$ be the unit outward pointing normal field of $S_i$, $\mathcal{R}_i$ the neighborhood of $S_i$ and $\Pi_i : \mathcal{R}_i \to S_i$ the projection as defined above, $i = 1, 2$. Since $C^{m+\mu}(S_i) \approx C^{m+\mu}(\mathbb{S}^{n-1})$, $i = 1, 2$, we only need to prove $\varphi_2 \circ \varphi_1^{-1} \in C(\mathcal{O}_1, \mathcal{O}_2)$, where $\mathcal{O}_i = \varphi_i(\mathcal{U}_i \cap \mathcal{U}_2) \subseteq C^{m+\mu}(S_i)$, $i = 1, 2$. Let $\Omega \in \mathcal{U}_1 \cap \mathcal{U}_2$. Then there exist $\rho_i \in \mathcal{O}_i$, $i = 1, 2$, such that

$$\partial \Omega = \{ x + \rho_1(x) n_1(x) : x \in S_1 \} = \{ y + \rho_2(y) n_2(y) : y \in S_2 \}.$$  

By definition, $(\varphi_2 \circ \varphi_1^{-1})(\rho_1) = \rho_2$, $\forall \rho_1 \in \mathcal{O}_1$. The above equality implies

$$x + \rho_1(x) n_1(x) = y + \rho_2(y) n_2(y), \quad x \in S_1, y \in S_2,$$

i.e., for any $x \in S_1$ there exists a unique corresponding $y \in S_2$ such that the above equality holds, and vice versa. Since for given $\rho_1 \in \mathcal{O}_1$ and $y \in S_2$, the point $x \in S_1$ is uniquely determined, we write $x = \chi(\rho_1, y)$. Substituting this expression into the above equality and computing inner products of both sides of it with $n_2(y)$, we get

$$\rho_2(y) = \langle \chi(\rho_1, y) - y, n_2(y) \rangle + \rho_1(\chi(\rho_1, y))(n_1(\chi(\rho_1, y)), n_2(y)), \quad \forall y \in S_2. \quad (2.3)$$

Clearly, the function $x = \chi(\rho_1, y)$ is the implicit function defined by the equation

$$y = \Pi_2(x + \rho_1(x) n_1(x)). \quad (2.4)$$
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This implicit function equation is regular, i.e., the derivative \( \partial y/\partial x : T_x(S_1) \to T_y(S_2) \) has bounded inverse because \((\partial y/\partial x)^{-1} = \partial x/\partial y \) is the derivative of the function \( y \mapsto x = \Pi_1(y + \rho_2(y)n_2(y)) \) which belongs to \( C^{m+\mu}(S_2, S_1) \). Since the mapping \( (\rho_1, x) \mapsto \Pi_2(x + \rho_1(x)n_1(x)) \) belongs to \( C^{m+\mu}(O \times S_1, S_2) \), by the implicit function theorem it follows that \( \chi \in C^{m+\mu}(O \times S_2, S_1) \). This implies that

\[
[\rho_1 \mapsto \chi(\rho_1, \cdot)] \in C^k(O \times S_2, S_1), \quad k = 0, 1, \ldots, m. \tag{2.5}
\]

From (2.3) and (2.5) we easily obtain

\[
[\rho_1 \mapsto \rho_2] \in C^k(O \times S_2, S_1), \quad k = 0, 1, \ldots, m. \tag{2.6}
\]

Hence, in particular, \( \varphi_2 \circ \varphi_1^{-1} \in C(O \times O_1, O_2) \), as desired. This proves the theorem. \qquad \Box

**Remark.** The proof of the above theorem shows that for a regular local chart \((U, \varphi)\) of \( D^{m+\mu}(R^n) \) and any \( k \in Z_+ \), if \( \Omega \in U \cap D^{m+\mu}(R^n) \) then \( \varphi(\Omega) \in C^{m+\mu}(S) \). Beside, from the above proof we see that \( D^{m+\mu}(R^n) \) does not possess a differentiable structure. However, it is still possible to define differentiable points in \( D^{m+\mu}(R^n) \) and tangent spaces at such points. These concepts will enable us to define differentiable curves in \( D^{m+\mu}(R^n) \) and their tangent fields.

**Lemma 2.3.** Let \((U_1, \varphi_1), (U_2, \varphi_2)\) be two local charts of \( D^{m+\mu}(R^n) \) such that \( U_1 \cap U_2 \neq \emptyset \). Let \( O_i = \varphi_i(U_1 \cap U_2) \subseteq C^{m+\mu}(S), \quad i = 1, 2 \). Then for any \( \Omega \in U_1 \cap U_2 \cap D^{m+\mu+1}(R^n) \), \( \varphi_2 \circ \varphi_1^{-1} \) is differentiable at \( \rho = \varphi_1(\Omega) \): \( (\varphi_2 \circ \varphi_1^{-1})'(\rho) \in L(C^{m+\mu}(S_1), C^{m+\mu}(S_2)) \), and \( \rho \mapsto (\varphi_2 \circ \varphi_1^{-1})'(\rho) \in C(O_1 \cap C^{m+\mu+1}(S_1), L(C^{m+\mu}(S_1), C^{m+\mu}(S_2))) \).

**Proof.** Let \( \sigma : O_1 \times S_2 \to R \) be the mapping given by the right-hand side of (2.3), i.e.,

\[
\sigma(\rho, y) = (\chi(\rho, y) - y, n_2(y)) + \rho(\chi(\rho, y))(n_1(\chi(\rho, y)), n_2(y)), \quad \rho \in O_1, \quad y \in S_2,
\]

where \( \chi : O_1 \times S_2 \to S_1 \) is as before. Then \( (\varphi_2 \circ \varphi_1^{-1})(\rho) = \sigma(\rho, \cdot) \). From the above expression and the fact \( \chi \in C^{m+\mu}(O_1 \times S_2, S_1) \) we see \( \sigma \in C^{m+\mu}(O_1 \times S_2, S_1) \). Moreover, for any \( \zeta \in C^{m+\mu}(S_1) \),

\[
\partial_\rho \sigma(\rho, y)\zeta = (\partial_\rho \chi(\rho, y)\zeta, n_2(y)) + [\rho'(\chi(\rho, y))\partial_\rho \chi(\rho, y)\zeta + \zeta(\chi(\rho, y))](n_1(\chi(\rho, y)), n_2(y)) + \rho(\chi(\rho, y))(n_1(\chi(\rho, y))\partial_\rho \chi(\rho, y)\zeta, n_2(y)), \quad y \in S_2, \quad \rho \in O_1. \tag{2.7}
\]

In what follows we prove:

\[
[\rho \mapsto [y \mapsto \partial_\rho \sigma(\rho, y)]] \in C(O_1 \cap C^{m+\mu+1}(S_1), C^{m+\mu}(S_2, L(C^{m+\mu}(S_1), R))). \tag{2.8}
\]

We first prove:

\[
[\rho \mapsto [y \mapsto \partial_\rho \chi(\rho, y)]] \in C(O_1 \cap C^{m+\mu+1}(S_1), C^{m+\mu}(S_2, L(C^{m+\mu}(S_1), R^n))). \tag{2.9}
\]

Indeed, letting \( G : O_1 \times S_1 \to S_2 \) be the mapping given by the right-hand side of (2.4), we have

\[
y = G(\rho, \chi(\rho, y)), \quad y \in S_2, \quad \rho \in O_1.
\]

Differentiating both sides of the above equation in \( \rho \), we get

\[
\partial_\rho \chi(\rho, y) = -[\partial_x G(\rho, \chi(\rho, y))]^{-1} \partial_x G(\rho, \chi(\rho, y)). \tag{2.10}
\]

We have

\[
\partial_x G(\rho, x)\xi = \Pi'_2(x + \rho(x)n_1(x))\{\xi + [\rho'(x)\xi]n_1(x) + \rho(x)n_1'(x)\xi\}, \quad \forall \xi \in T_x(S_1), \tag{2.11}
\]
From (2.11) it is easy to see
\[ \rho \mapsto [(x, \xi) \mapsto (G(\rho, x), \partial_2 G(\rho, x)\xi)] \in C(\mathcal{O}_1 \cap C^{m+\mu}(S_1), C^{m+\mu}(T(S_1), T(S_2))), \]
which combined with the fact \( \chi \in C^{m+\mu}(\mathcal{O}_1 \times S_2, S_1) \) implies
\[ \rho \mapsto [(y, \eta) \mapsto (\chi(\rho, y), [\partial_2 G(\rho, \chi(\rho, y))]^{-1}\eta)] \in C(\mathcal{O}_1 \cap C^{m+\mu}(S_1), C^{m+\mu}(T(S_2), T(S_1))). \] (2.13)

From (2.12) it is also easy to see
\[ \rho \mapsto [(x, \zeta) \mapsto (G(\rho, x), \partial_\rho G(\rho, x)\zeta)] \in C(\mathcal{O}_1, C^{m+\mu}(S_1), C^{m+\mu}(T(S_2), T(S_2))). \] (2.14)

Combining (2.10), (2.13), (2.14) and using the fact \( \chi \in C^{m+\mu}(\mathcal{O}_1 \times S_2, S_1) \subseteq C(\mathcal{O}_1, C^{m+\mu}(S_2, S_1)) \) we see that (2.9) follows. From (2.7), (2.9) and the fact \( \chi \in C^{m+\mu}(\mathcal{O}_1 \times S_2, S_1) \subseteq C(\mathcal{O}_1, C^{m+\mu}(S_2, S_1)) \) we obtain (2.8). Hence
\[ \rho \mapsto (\psi \circ \varphi^{-1})(\rho) = \rho \mapsto [\zeta \mapsto \partial_\rho \sigma(\rho, \zeta)] \in C(\mathcal{O}_1 \cap C^{m+\mu}(S_1), L(C^{m+\mu}(S_1), C^{m+\mu}(S_2))). \]

This proves the desired assertion. \( \Box \)

The above lemma ensures that the following definition makes sense:

**Definition 2.4** Let \( \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \), and regard it as a point in \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \). We have the following concepts:

1. For a function \( F : \mathcal{O} \to \mathbb{R} \) defined in a neighborhood \( \mathcal{O} \subseteq \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) of \( \Omega \), we say that \( F \) is differentiable at \( \Omega \) if for any regular local chart \( (\mathcal{U}, \varphi) \) of \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) at \( \Omega \), the function \( F \circ \varphi^{-1} : \varphi(\mathcal{O} \cap \mathcal{U}) \to \mathbb{R} \) is differentiable at \( \Omega \). We denote by \( \mathcal{D}^{1}_\Omega \) the set of all functions \( F : \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \to \mathbb{R} \) which are differentiable at \( \Omega \). 

2. Let \( f : (-\varepsilon, \varepsilon) \to \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) \( (\varepsilon > 0) \) be a curve in \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) passing \( \Omega \), i.e., \( f(0) = \Omega \). We say that \( f(t) \) is differentiable at \( t = 0 \) if for any regular local chart \( (\mathcal{U}, \varphi) \) of \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) at \( \Omega \), the function \( t \mapsto \varphi(f(t)) \) is differentiable at \( t = 0 \). Moreover, we define the tangent vector of this curve at \( \Omega \), or the derivative \( f'(0) \) of \( f(t) \) at \( t = 0 \), to be the mapping \( f'(0) : \mathcal{D}^{1}_\Omega \to \mathbb{R} \) defined by \( f'(0)F = (F \circ f)'(0) \), \( \forall F \in \mathcal{D}^{1}_\Omega \).

3. We denote
\[ \mathcal{T}_\Omega(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)) = \{ f'(0) : f : (-\varepsilon, \varepsilon) \to \mathfrak{D}^{m+\mu}(\mathbb{R}^n), f(0) = \Omega, f(t) \text{ is differentiable at } t = 0 \}, \]
and call it the tangent space of \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) at \( \Omega \).

For \( \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \), the tangent space \( \mathcal{T}_\Omega(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)) \) can be expressed in a different form which is very useful from viewpoint of applications. Indeed, since \( \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) implies that \( \Gamma := \partial \Omega \) is a \( C^{m+\mu} \)-hypersurface and its normal field \( \mathbf{n} \) is of \( C^{m+\mu} \)-class: \( \mathbf{n} \in C^{m+\mu}(\Gamma, \mathbb{R}^n) \), by using \( \Gamma \) as a base hypersurface and repeating the argument before, we get a (irregular) local chart of \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) at \( \Omega \), which we denote as \( (\mathcal{U}_\Omega, \varphi_\Omega) \) and call as the standard local chart of \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) at \( \Omega \). Clearly the projection \( \Pi_\Omega : \mathcal{R}_\Omega \to \Gamma \) is of \( C^{m+\mu} \)-class: \( \Pi_\Omega \in C^{m+\mu}(\mathcal{R}_\Omega, \Gamma) \), where \( \mathcal{R}_\Omega \) is a neighborhood of \( \Gamma \) similar to \( \mathcal{R} \) for the regular local chart. Using these facts and a similar argument as in the proof of Lemma 2.3, we see that for any regular local chart \( (\mathcal{U}, \varphi) \) of \( \mathfrak{D}^{m+\mu}(\mathbb{R}^n) \) at \( \Omega \) with a smooth base hypersurface \( S \),
the coordinate transformation mappings \( \varphi_\Omega \circ \varphi^{-1} \) and \( \varphi_\Omega \circ \varphi^{-1} \) are differentiable at the points \( \varphi(\Omega) \) and \( \varphi_\Omega(\Omega) = 0 \), respectively (note that \( \varphi(\Omega) \in C^{m+\mu}(S) \) and, since \( \varphi_\Omega(\Omega) = 0 \), the term \( n' \) (cf. (2.11)) does not appear in computation of \( (\varphi \circ \varphi_\Omega^{-1})'(\varphi_\Omega(\Omega)) \)). It follows that for a curve \( f : (\varepsilon, \varepsilon) \to \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) (\( \varepsilon > 0 \)) in \( \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) passing \( \Omega \), \( f(t) \) is differentiable at \( t = 0 \) if and only if the function \( t \mapsto \varphi_\Omega(f(t)) \) is differentiable at \( t = 0 \). Since in this case we have \( \varphi_\Omega \circ f)'(0) \in C^{m+\mu}(\Gamma) \) and, furthermore, for any \( \xi \in C^{m+\mu}(\Gamma) \) there exists a curve \( f : (-\varepsilon, \varepsilon) \to \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) (\( \varepsilon > 0 \)) in \( \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) passing \( \Omega \) which is differentiable at \( t = 0 \) such that \( (\varphi_\Omega \circ f)'(0) = \xi \) (choose, for instance, \( f(t) = \varphi_\Omega^{-1}(t\xi) \) for \( t \in (-\varepsilon, \varepsilon) \), or \( f(t, x) = x + t\xi(x)n(x) \) for \( x \in \Gamma \) and \( t \in (-\varepsilon, \varepsilon) \)), we have

\[
T_\Omega(\mathcal{D}^{m+\mu}(\mathbb{R}^n)) \approx C^{m+\mu}(\Gamma).
\]

Hence, the tangent space \( T_\Omega(\mathcal{D}^{m+\mu}(\mathbb{R}^n)) \) of \( \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) at a point \( \Omega \in \mathcal{D}^{m+\mu+1}(\mathbb{R}^n) \) can be alternatively defined to be the Banach space \( C^{m+\mu}(\Gamma) \): \( T_\Omega(\mathcal{D}^{m+\mu}(\mathbb{R}^n)) = C^{m+\mu}(\Gamma) \), but for this purpose we need to identify any \( Q \in U_\Omega \) with \( \varphi_\Omega(Q) \) \( f'(0) \) is then identified with \( (\varphi_\Omega \circ f)'(0) \). Note that in this definition the tangent vector \( f'(0) \) of a curve \( f : (-\varepsilon, \varepsilon) \to \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) (\( \varepsilon > 0 \)) has a simple physical explanation: Regarding \( f \) as a flow of simple \( C^{m+\mu} \)-domains, \( f'(0) \) is the normal velocity of the boundary \( \partial \Omega = \Gamma \). To see this let \( f : (-\varepsilon, \varepsilon) \to \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) be a curve in \( \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) passing \( \Omega \), differentiable at \( t = 0 \). Let \( f(t) = \Omega_t \), \( \forall t \in (-\varepsilon, \varepsilon) \) (so that \( \Omega_0 = \Omega \)). There exists a function \( \rho : (-\varepsilon, \varepsilon) \times \Gamma \to \mathbb{R} \) such that

\[
\partial_\Omega t = \{ x + \rho(t, x)n(x) \in \Gamma; \forall t \in (-\varepsilon, \varepsilon); \rho(0, \cdot) = 0 \}.
\]

Clearly, \( (\varphi_\Omega \circ f)'(t) = \rho(t, \cdot) \), \( \forall t \in (-\varepsilon, \varepsilon) \). Hence \( (\varphi_\Omega \circ f)'(0) = \partial_\Omega \rho(0, \cdot) \), which is clearly the normal velocity of \( \partial \Omega \).

From the proof of Lemma 2.3 we see that if \( (\mathcal{U}_1, \varphi_1), (\mathcal{U}_2, \varphi_2) \) are two regular local charts of \( \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) such that \( \mathcal{U}_1 \cap \mathcal{U}_2 \neq \emptyset \), then for any positive integer \( k \) and \( \Omega \in \mathcal{U}_1 \cap \mathcal{U}_2 \cap \mathcal{D}^{m+\mu+k}(\mathbb{R}^n) \), \( \varphi_2 \circ \varphi_1^{-1} \) is \( k \)-th order differentiable at \( \rho = \varphi_1(\Omega) \): \( (\varphi_2 \circ \varphi_1^{-1})^{(k)}(\rho) \in L^k(C^{m+\mu}(S_1), C^{m+\mu}(S_2)), \) and

\[
[\rho \mapsto (\varphi_2 \circ \varphi_1^{-1})^{(j)}(\rho)] \in C^{k-j}(\mathcal{O}_1 \cap C^{m+\mu+k}(S_1), L^j(C^{m+\mu}(S_1), C^{m+\mu}(S_2))),
\]

where \( \mathcal{O}_i = \varphi_i(\mathcal{U}_1 \cap \mathcal{U}_2) \subseteq C^{m+\mu}(S_1) \), \( i = 1, 2 \), and, for two Banach spaces \( X \) and \( Y \), the notation \( L^k(X, Y) \) denotes the Banach space of all bounded symmetric \( k \)-linear operators defined in \( X \) and valued in \( Y \). It follows that for a mapping \( f : (-\varepsilon, \varepsilon) \to \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) (\( \varepsilon > 0 \)), \( f(t) \in \mathcal{D}^{m+\mu+k}(\mathbb{R}^n) \), \( \forall t \in (-\varepsilon, \varepsilon) \), then we can define \( k \)-th order differentiability of \( f \) as follows: Assume that \( \varepsilon \) is sufficiently small such that \( f(-\varepsilon, \varepsilon) \) is contained in \( \varphi(\mathcal{U}) \) for some regular local chart \( (\mathcal{U}, \varphi) \) with a smooth base hypersurface \( S \). Then \( f \in C^k((-\varepsilon, \varepsilon), \mathcal{D}^{m+\mu+k}(\mathbb{R}^n)) \) if and only if

\[
\varphi \circ f \in C((-\varepsilon, \varepsilon), C^{m+\mu+k}(\mathbb{R}^n)) \nabla C^1((-\varepsilon, \varepsilon), C^{m+\mu+k-1}(\mathbb{R}^n)) \nabla \cdots \nabla C^k((-\varepsilon, \varepsilon), C^{m+\mu}(\mathbb{R}^n)).
\]

Later on we shall call a domain in \( \mathcal{D}^{m+\mu+k}(\mathbb{R}^n) \) a \( C^k \)-point in \( \mathcal{D}^{m+\mu}(\mathbb{R}^n) \).

**Definition 2.5** Let \( X \) be a Banach space and \( F : \mathcal{O} \subseteq \mathcal{D}^{m+\mu}(\mathbb{R}^n) \to X \), where \( \mathcal{O} \) is an open subset of \( \mathcal{D}^{m+\mu}(\mathbb{R}^n) \). Let \( \Omega \in \mathcal{O} \cap \mathcal{D}^{m+\mu+1}(\mathbb{R}^n) \). We say that \( F \) is differentiable at \( \Omega \) if for a regular local chart \( (\mathcal{U}, \varphi) \) of \( \mathcal{D}^{m+\mu}(\mathbb{R}^n) \) at \( \Omega \) with a smooth base hypersurface \( S \), the mapping \( F \circ \varphi^{-1} : (\mathcal{U}, \varphi) \subseteq C^{m+\mu}(S) \to X \) is differentiable at \( \varphi(\Omega) \), and define \( F'(\Omega) \in L(T_\Omega(\mathcal{D}^{m+\mu}(\mathbb{R}^n)), X) \) as follows:

\[
F'(\Omega)\xi = (F \circ f)'(0) \in X, \forall \xi \in \mathcal{T}_\Omega(\mathcal{D}^{m+\mu}(\mathbb{R}^n)),
\]

where \( f \in C((-\varepsilon, \varepsilon), \mathcal{D}^{m+\mu}(\mathbb{R}^n)) \) (\( \varepsilon > 0 \)), \( f(0) = \Omega \), \( f(t) \) is differentiable at \( t = 0 \) and \( f'(0) = \xi \). We denote \( F' \in \mathcal{C}^1(\Omega \cap \mathcal{D}^{m+\mu+1}(\mathbb{R}^n), X) \) if \( F \) is differentiable at every point \( \Omega \in \mathcal{O} \cap \mathcal{D}^{m+\mu+1}(\mathbb{R}^n) \) and
\( (F \circ \varphi^{-1})' \in C(\varphi(\mathcal{O} \cap U \cap D^{m+\mu+1}(\mathbb{R}^n)), L(C^{m+\mu}(S), X)) \) for any regular local chart \((U, \varphi) \) of \( D^{m+\mu}(\mathbb{R}^n) \) with a smooth base hypersurface \( S \).

In particular, for any regular local chart \((U, \varphi) \) of \( D^{m+\mu}(\mathbb{R}^n) \) with a smooth base hypersurface \( S \), the notation \( \varphi'(\Omega) \) makes sense for any \( C^1 \)-point \( \Omega \in U \), and \( \varphi'(\Omega) \in L(T_\Omega(D^{m+\mu}(\mathbb{R}^n)), C^{m+\mu}(S)) \).

For a mapping \( F : D^{m+\mu}(\mathbb{R}^n) \to D^{m+\mu}(\mathbb{R}^n) \), a positive integer \( k \) and a point \( \Omega \in D^{m+\mu+k}(\mathbb{R}^n) \), if for a regular local chart \((U_1, \varphi_1) \) of \( D^{m+\mu}(\mathbb{R}^n) \) at \( \Omega \) with a smooth base hypersurface \( S_1 \) and a regular local chart \((U_2, \varphi_2) \) of \( D^{m+\mu}(\mathbb{R}^n) \) at \( F(\Omega) \) with a smooth base hypersurface \( S_2 \) such that \( F(U_1) \subseteq U_2 \), the mapping \( \varphi_2 \circ F \circ \varphi_1^{-1} : \varphi_1(U_1) \subseteq D^{m+\mu}(S_1) \to D^{m+\mu}(S_2) \) is \( k \)-th order differentiable at \( \varphi_1(\Omega) \), then we say \( F \) is \( k \)-th order differentiable at \( \Omega \). We denote \( F \in C^k(D^{m+\mu+k}(\mathbb{R}^n), D^{m+\mu}(\mathbb{R}^n)) \) if \( F \) is \( k \)-th order differentiable at every point \( \Omega \in D^{m+\mu+k}(\mathbb{R}^n) \), and

\[
[r \mapsto (\varphi_2 \circ F \circ \varphi_1^{-1})(r)] \in C^{k-j}(\varphi_1(U_1) \cap C^{m+\mu+k}(S_1), L^j(C^{m+\mu}(S_1), C^{m+\mu}(S_2))), \quad j = 1, 2, \ldots, k
\]

for any regular local charts \((U_1, \varphi_1), (U_2, \varphi_2) \) of \( D^{m+\mu}(\mathbb{R}^n) \) such that \( \varphi_1(U_1) \cap C^{m+\mu+k}(S_1) \neq \emptyset \) and \( F(U_1) \subseteq U_2 \).

### 2.2 Lie group actions to \( D^{m+\mu}(\mathbb{R}^n) \)

It is clear that \( D^{m+\mu}(\mathbb{R}^n) \) is invariant under dilations, translations and rotations in \( \mathbb{R}^n \). In what follows we study smoothness of these Lie group actions to \( D^{m+\mu}(\mathbb{R}^n) \).

We first consider the action of the translation group. Let \( G_{\mathbb{D}} = \mathbb{R}^n \) be the additive group of \( n \)-vectors. Given \( z \in \mathbb{R}^n \) and \( \Omega \in D^{m+\mu}(\mathbb{R}^n) \), let

\[
p(z, \Omega) = \Omega + z = \{x + z : x \in \Omega\}.
\]

It is clear that \( p(z, \Omega) \in D^{m+\mu}(\mathbb{R}^n), \forall \Omega \in D^{m+\mu}(\mathbb{R}^n), \forall z \in \mathbb{R}^n \). Moreover, it is also clear that

\[
p(0, \Omega) = \Omega, \quad p(z_1 + z_2, \Omega) = p(z_1, p(z_2, \Omega)), \quad \forall \Omega \in D^{m+\mu}(\mathbb{R}^n), \forall z_1, z_2 \in \mathbb{R}^n.
\]

Hence \((G_{\mathbb{D}}, p)\) is a Lie group action on \( D^{m+\mu}(\mathbb{R}^n) \).

**Lemma 2.6** The Lie group action \((G_{\mathbb{D}}, p)\) on \( D^{m+\mu}(\mathbb{R}^n) \) satisfies the following properties: For any nonnegative integers \( k \) and \( l \),

\[
[z \mapsto p(z, \cdot)] \in C^k(G_{\mathbb{D}}, C^l(D^{m+k+l+\mu}(\mathbb{R}^n), D^{m+\mu}(\mathbb{R}^n))). \quad (2.16)
\]

In particular, \( p \in C(G_{\mathbb{D}} \times D^{m+\mu}(\mathbb{R}^n), D^{m+\mu}(\mathbb{R}^n)) \).

**Proof.** We first compute the representation of the mapping \( p : G_{\mathbb{D}} \times D^{m+\mu}(\mathbb{R}^n) \to D^{m+\mu}(\mathbb{R}^n) \) in local charts of \( G_{\mathbb{D}} \times D^{m+\mu}(\mathbb{R}^n) \) and \( D^{m+\mu}(\mathbb{R}^n) \). Let \( z_0 \in G_{\mathbb{D}} \) and \( \Omega \in D^{m+\mu}(\mathbb{R}^n) \) be given. Choose a closed \( C^\infty \) hypersurface \( S \subseteq \mathbb{R}^n \) sufficiently closed to \( \partial \Omega \) such that it satisfies the conditions (a)–(c) in the previous subsection. Let \((U, \varphi)\) be the local chart of \( D^{m+\mu}(\mathbb{R}^n) \) at the point \( \Omega \) as defined by (2.1) and (2.2). Let

\[
\hat{\Omega} = \Omega + z_0, \quad \hat{S} = S + z_0 = \{x + z_0 : x \in S\},
\]

and \((\hat{U}, \hat{\varphi})\) be the local chart of \( D^{m+\mu}(\mathbb{R}^n) \) at the point \( \hat{\Omega} \) as defined by (2.1) and (2.2), with \( S \) there replaced by \( \hat{S} \). Take \( \varepsilon > 0 \) sufficiently small such that, by slightly shrinking the neighborhood \( U \) of \( \Omega \) when necessary, we have \( Q + z \in \hat{U} \) for all \( Q \in U \) and \( z \in B(z_0, \varepsilon) \). Here \( B(z_0, \varepsilon) \) denotes the open sphere
in $G_d = \mathbb{R}^n$ with center $z_0$ and radius $\varepsilon$. Now let $Q \in \mathcal{U}$ and $z \in B(z_0, \varepsilon)$. There exists a unique $\rho \in \mathcal{O}$, where $\mathcal{O}$ is a neighborhood of the origin in $C^{m+\mu}(\hat{S})$, such that

$$\partial Q = \{x + \rho(x)n(x) : x \in S\},$$

(2.17)

where $n$ is the outward unit normal field of $S$. By definition we have $\varphi(Q) = \rho$. Similarly, there exists a unique $\hat{\rho} \in \hat{\mathcal{O}}$, where $\hat{\mathcal{O}}$ is a neighborhood of the origin in $C^{m+\mu}(\hat{S})$, such that

$$\partial (Q + z) = \{x + \hat{\rho}(x)\hat{n}(x) : x \in \hat{S}\},$$

(2.18)

where $\hat{n}$ is the outward unit normal field of $\hat{S}$. By definition we have $\hat{\varphi}(Q + z) = \hat{\rho}$. Hence, letting

$$\hat{\rho}(z, \rho) = (\hat{\varphi} \circ p)(z, \varphi^{-1}(\rho)), \quad \forall \rho \in \mathcal{O}, \quad \forall z \in B(z_0, \varepsilon),$$

we have

$$\hat{\rho}(z, \rho) = \hat{\rho}, \quad \forall \rho \in \mathcal{O}, \quad \forall z \in B(z_0, \varepsilon).$$

Next, from (2.17) we have

$$\partial (Q + z) = \{x + z + \rho(x)n(x) : x \in S\} = \{y - z_0 + z + \rho(y - z_0)n(y - z_0) : y \in \hat{S}\}.$$

Comparing this expression with (2.18) we get

$$x + \hat{\rho}(x)\hat{n}(x) = y + z - z_0 + \rho(y - z_0)n(y - z_0), \quad x, y \in \hat{S},$$

(2.19)

which, similarly as before, means that for any $x \in \hat{S}$ there exists a unique $y \in \hat{S}$ such that the above equality holds, and vice versa. It follows that there exists a function $y = \mu(\rho, z, x)$ uniquely determined by $(\rho, z)$, mapping $x \in \hat{S}$ to $y \in \hat{S}$, such that

$$\hat{\rho}(x) = \langle \mu(\rho, z, x) - x + z - z_0, \hat{n}(x) \rangle + \rho(\mu(\rho, z, x) - z_0) \langle n(\mu(\rho, z, x) - z_0), \hat{n}(x) \rangle, \quad x \in \hat{S}.$$

(2.20)

Similarly as in the proof of Theorem 2.2 (cf. (2.5)), we have

$$[(\rho, z) \mapsto \mu(\rho, z, \cdot)] \in C^k(\mathcal{O} \times B(z_0, \varepsilon), C^{m-k+\mu}(\hat{S}, \hat{\mathcal{O}})), \quad k = 0, 1, \ldots, m.$$  

Using this fact, the expression (2.20) and a similar argument as in the proof of Lemma 2.3 we get

$$\{z \mapsto [\rho \mapsto \partial^j_{\rho} \hat{\rho}(z, \rho)]\} \in C^k(B(z_0, \varepsilon), C^{l-j}(\mathcal{O} \cap C^{m+k+l+\mu}(S), L^j(C^{m+\mu}(S), C^{m+\mu}(\hat{S})))).$$

$$k, l = 0, 1, \ldots, j = 0, 1, \ldots, l.$$  

This proves (2.16). \qed

Next we consider the action of the dilation group. Let $G_d = \mathbb{R}_+ = (0, \infty)$ be the multiplicative group of all positive numbers. Given $\lambda \in \mathbb{R}_+$ and $\Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n)$, let

$$q(\lambda, \Omega) = \lambda \Omega = \{\lambda x : x \in \Omega\}.$$  

Clearly $q(\lambda, \Omega) \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n)$, $\forall \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n)$, $\forall \lambda \in \mathbb{R}_+$. Moreover, it is also clear that

$$q(1, \Omega) = \Omega, \quad q(\lambda_1 \lambda_2, \Omega) = q(\lambda_1, q(\lambda_2, \Omega)), \quad \forall \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n), \quad \forall \lambda_1, \lambda_2 \in \mathbb{R}_+.$$  

Hence $(G_d, p)$ is a Lie group action on $\mathfrak{D}^{m+\mu}(\mathbb{R}^n)$. Similar to Lemma 2.6 we have
Lemma 2.7  The Lie group action \((G_{dl}, q)\) in \(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)\) satisfies the following properties: For any nonnegative integers \(k\) and \(l\),

\[
[\lambda \mapsto q(\lambda, \cdot)] \in C^k(G_{dl}, C^l(\mathfrak{D}^{m+k+l+\mu}(\mathbb{R}^n), \mathfrak{D}^{m+\mu}(\mathbb{R}^n))).
\]

In particular, \(q \in C(G_{dl} \times \mathfrak{D}^{m+\mu}(\mathbb{R}^n), \mathfrak{D}^{m+\mu}(\mathbb{R}^n))\).

The group actions \((G_{dl}, p)\) and \((G_{dl}, q)\) to \(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)\) are not commutative. However, it is clear that the following relation holds:

\[
q(\lambda, p(z, \Omega)) = p(\lambda z, q(\lambda, \Omega)), \quad \forall \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n), \forall z \in G_{dl}, \forall \lambda \in G_{dl}.
\]  

Hence the actions \(p\) of \(G_{dl}\) and \(q\) of \(G_{dl}\) to \(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)\) are quasi-commutative. Besides, denoting

\[
g(z, \lambda, \Omega) = p(z, q(\lambda, \Omega)), \quad \forall \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n), \forall z \in G_{dl}, \forall \lambda \in G_{dl},
\]

we easily see that the following relation holds:

\[
\text{rank } \partial_{(z, \lambda)} g(z, \lambda, \Omega) = n + 1, \quad \forall \Omega \in \mathfrak{D}^{m+1+\mu}(\mathbb{R}^n), \forall z \in G_{dl}, \forall \lambda \in G_{dl}.
\]  

Finally, let \(O(n)\) be the Lie group of all \(n \times n\) orthogonal matrices. For any \(A \in O(n)\) and \(\Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n)\), let

\[
r(A, \Omega) = A(\Omega) = \{A(x) : x \in \Omega\},
\]

where \(A\) denotes the orthogonal transformation in \(\mathbb{R}^n\) induced by \(A\), i.e., \(A(x) = (Ax)^T\) by regarding vectors in \(\mathbb{R}^n\) as \(1 \times n\) matrix. Clearly \(r(A, \Omega) \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n), \forall \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n), \forall A \in O(n)\). Moreover, it is also clear that

\[
r(I, \Omega) = \Omega, \quad r(A_1A_2, \Omega) = r(A_1, r(A_2, \Omega)), \quad \forall \Omega \in \mathfrak{D}^{m+\mu}(\mathbb{R}^n), \forall A_1, A_2 \in O(n).
\]

Hence \(O(n), r\) is a Lie group action on \(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)\). Similar to Lemmas 2.6 and 2.7 we have

Lemma 2.8  Let \(m, n \geq 2\) be integers and \(0 \leq \mu \leq 1\). The Lie group action \((O(n), q)\) in \(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)\) satisfies the following properties: For any nonnegative integers \(k\) and \(l\),

\[
[A \mapsto r(A, \cdot)] \in C^k(O(n), C^l(\mathfrak{D}^{m+k+l+\mu}(\mathbb{R}^n), \mathfrak{D}^{m+\mu}(\mathbb{R}^n))).
\]

In particular, \(r \in C(O(n) \times \mathfrak{D}^{m+\mu}(\mathbb{R}^n), \mathfrak{D}^{m+\mu}(\mathbb{R}^n))\).

The proof is similar to that of Lemma 2.6; we omit it. \(\Box\)

As we shall not use the group action \((O(n), r)\) later on, we do not make further discussion to it here. Note that all discussions made in this section apply to \(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)\) when all \(C^{m+\mu}\)-spaces are replaced with corresponding \(\mathfrak{D}^{m+\mu}\)-spaces. Here we do not repeat the details. Later on we shall use such results without further discussion.

3  Parabolic differential equations in Banach manifolds

In this section we abstractly study parabolic differential equations in Banach manifolds. In particular, we shall prove the linearized stability theorem for parabolic differential equations in Banach manifolds which are invariant or quasi-invariant properties under a finite number of Lie group actions. Here we particularly mention that, since the Banach manifold \(\mathfrak{D}^{m+\mu}(\mathbb{R}^n)\) is not differentiable, for the purpose of applications of the abstract result to free boundary problems, in this section differential equations will be considered in non-differentiable Banach manifolds.
3.1 Basic concepts

Let $X$ and $X_0$ be two Banach spaces. We say $X_0$ is an embedded Banach subspace of $X$ if $X_0$ is a linear subspace of $X$ and the norm of $X$ is majorized by that of $X_0$ when restricted to $X_0$, i.e., there exists a constant $C > 0$ such that

$$\|x\|_X \leqslant C\|x\|_{X_0}, \quad \forall x \in X_0.$$ 

In what follows, for open subset $U$ of $X$, any subset $E$ of $X$ and positive integer $k$, we use the notation $C^k(U, E)$ to denote the set of mappings $F : U \to E$ which are $k$-th order differentiable at every point $x \in U$ in the topology of $X$ and, furthermore,

$$[x \mapsto F^{(j)}(x)] \in C^{k-j}(U, L^j(X, X)), \quad j = 1, 2, \cdots, k.$$ 

Note that the condition $F \in C^k(U, E)$ is stronger than the condition $F \in C^k(U, E)$; the latter means that $[x \mapsto F^{(j)}(x)] \in C^{k-j}(U, L^j(X_0, X))$, $j = 1, 2, \cdots, k$.

**Definition 3.1** Let $\mathcal{M}$ and $\mathcal{M}_0$ be two topological (i.e., they need not have differentiable structure) Banach manifolds built on Banach spaces $X$ and $X_0$, respectively. Let $k$ be a positive integer. We say $\mathcal{M}_0$ is a $C^k$-embedded Banach submanifold of $\mathcal{M}$ if the following four conditions are satisfied:

1. $X_0$ is an embedded Banach subspace of $X$.
2. $\mathcal{M}_0$ is a topological subspace of $\mathcal{M}$.
3. For any point $\eta \in \mathcal{M}_0$ there exists a local chart $(\mathcal{U}, \varphi)$ of $\mathcal{M}$ at $\eta$ and a neighborhood $\mathcal{U}_0$ of $\eta$ in $\mathcal{M}_0$ such that $\mathcal{U}_0 \subseteq \mathcal{U}$ and $(\mathcal{U}_0, \varphi|\mathcal{U}_0)$ is a local chart of $\mathcal{M}_0$ at $\eta$. We call such a local chart $(\mathcal{U}, \varphi)$ of $\mathcal{M}$ at $\eta$ a $\mathcal{M}_0$-regular local chart of $\mathcal{M}$ at $\eta$.
4. For any point $\eta \in \mathcal{M}_0$, if $(\mathcal{U}, \varphi)$ and $(\mathcal{V}, \psi)$ are two $\mathcal{M}_0$-regular local charts of $\mathcal{M}$ at $\eta$ with corresponding neighborhoods $\mathcal{U}_0$, $\mathcal{V}_0$ of $\eta$ in $\mathcal{M}_0$ such that $\mathcal{U}_0 \subseteq \mathcal{U}$, $\mathcal{V}_0 \subseteq \mathcal{V}$ and $(\mathcal{U}_0, \varphi|\mathcal{U}_0)$, $(\mathcal{V}_0, \psi|\mathcal{V}_0)$ are local charts of $\mathcal{M}_0$ at $\eta$, respectively, then the following relations hold:

$$\psi \circ \varphi^{-1} \in C^k(\varphi(\mathcal{U}_0 \cap \mathcal{V}_0), \psi(\mathcal{U} \cap \mathcal{V}))$$

and

$$\varphi \circ \psi^{-1} \in C^k(\psi(\mathcal{U}_0 \cap \mathcal{V}_0), \varphi(\mathcal{U} \cap \mathcal{V})).$$

Let $\mathcal{M}$ be a Banach manifold and $\mathcal{M}_0$ a $C^k$-embedded Banach submanifold of $\mathcal{M}$, $k \geqslant 1$. It follows that for any $\eta \in \mathcal{M}_0$ and a curve $f : (-\varepsilon, \varepsilon) \to \mathcal{M}$ ($\varepsilon > 0$) passing $\eta$: $f(0) = \eta$, the concept of $f(t)$ being differentiable at $t = 0$ makes sense and is defined to be that $\varphi \circ f : (-\varepsilon, \varepsilon) \to X$ is differentiable at $t = 0$ for any $\mathcal{M}_0$-regular local chart $(\mathcal{U}, \varphi)$ of $\mathcal{M}$ at $\eta$. The tangent vector $f'(0)$ of this curve at $\eta$, or derivative of $f(t)$ at $t = 0$, is defined similarly as in Definition 2.4. The tangent space $T_{\eta}(\mathcal{M})$ of $\mathcal{M}$ at $\eta$ is defined as follows:

$$T_{\eta}(\mathcal{M}) = \{f'(0) : f : (-\varepsilon, \varepsilon) \to \mathcal{M}, \ f(0) = \eta, \ f(t) \text{ is differentiable at } t = 0\}.$$ 

If $(\mathcal{U}, \varphi)$ is a $\mathcal{M}_0$-regular local chart of $\mathcal{M}$ at $\eta \in \mathcal{M}_0$, then the derivative of $\varphi : \mathcal{U} \to X$ at $\eta$ also makes sense and is defined to be a linear mapping $\varphi' : T_{\eta}(\mathcal{M}) \to X$ such that

$$\varphi'(\eta)v = \varphi'(\eta)f'(0) = (\varphi \circ f)'(0) \quad \text{for } v = f'(0) \in T_{\eta}(\mathcal{M}).$$

We endow $T_{\eta}(\mathcal{M})$ with the topology naturally induced by the strong topology of $X$, i.e., induced by the norm

$$\|v\|_{\varphi} = \|\varphi'(\eta)v\|_X, \quad \forall v \in T_{\eta}(\mathcal{M}).$$
It follows that for any \( \eta \in \mathcal{M}_0 \), \( \mathcal{T}_{\eta}(\mathcal{M}) \) is a Banach space isomorphic to \( X \). Let

\[
\mathcal{T}_{\mathcal{M}_0}(\mathcal{M}) = \bigcup_{\eta \in \mathcal{M}_0} \mathcal{T}_{\eta}(\mathcal{M}) \text{ (disjoint union)} := \{(\eta, v) : \eta \in \mathcal{M}_0, v \in \mathcal{T}_{\eta}(\mathcal{M})\}.
\]

We can use the standard method to make \( \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}) \) into a (topological) Banach space built on the Banach space \( X_0 \times X \). More precisely, for any \((\eta_0, v_0) \in \mathcal{T}_{\mathcal{M}_0}(\mathcal{M})\), let \((\mathcal{U}, \varphi)\) be a \( \mathcal{M}_0 \)-regular local chart of \( \mathcal{M} \) at \( \eta_0 \) and \( \mathcal{U}_0 \) a neighborhood of \( \eta_0 \) in \( \mathcal{M}_0 \) such that \( \mathcal{U}_0 \subseteq \mathcal{U} \) and \((\mathcal{U}_0, \varphi|_{\mathcal{U}_0})\) is a local chart of \( \mathcal{M}_0 \) at \( \eta \). Let

\[
\mathcal{O} = \{(\eta, v) : \eta \in \mathcal{U}_0, v \in \mathcal{T}_{\eta}(\mathcal{M})\},
\]

and define \( \Phi : \mathcal{O} \to X_0 \times X \) as follows:

\[
\Phi(\eta, v) = (\varphi(\eta), \varphi'(\eta)v), \quad \forall (\eta, v) \in \mathcal{O}.
\]

We use \((\mathcal{O}, \Phi)\) as a local chart of \( \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}) \) at the point \((\eta_0, v_0)\). It is not hard to check that this indeed makes \( \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}) \) into a (topological) Banach manifold. We call \( \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}) \) endowed with this topological structure the tangent bundle of \( \mathcal{M}_0 \) in \( \mathcal{M} \). Later on we often regard \( \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}) \) as the set \( \{v : v \in \mathcal{T}_{\eta}(\mathcal{M}), \eta \in \mathcal{U}_0\} \), i.e., we identify the point \((\eta, v)\) with \( v \), because for different \( \eta, \xi \in \mathcal{M}_0 \), the sets \( \mathcal{T}_{\eta}(\mathcal{M}), \mathcal{T}_{\xi}(\mathcal{M}) \) do not have common point.

Let \( \mathcal{M} \) and \( \mathcal{M}_0 \) be as above. Given an open interval \( I \subseteq \mathbb{R} \), we use the notation \( C^k(I, \mathcal{M}_0) \) to denote the set of mappings \( f : I \to \mathcal{M}_0 \) such that for any \( t_0 \in I \), there exists a \( \mathcal{M}_0 \)-regular local chart \((\mathcal{U}, \varphi)\) of \( \mathcal{M} \) at \( f(t_0) \) and \( \varepsilon > 0 \) sufficiently small such that \( \varphi \circ f \in C((t_0 - \varepsilon, t_0 + \varepsilon), X_0) \cap C^1((t_0 - \varepsilon, t_0 + \varepsilon), X) \).

Note that this in particular implies \( f \in C(I, \mathcal{M}_0) \subseteq C(I, \mathcal{M}) \) and \( f(t) \) is differentiable at every point \( t \in I \). Let \( \mathcal{F} \) be a mapping from \( \mathcal{M}_0 \) to \( \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}) \) such that for any \( \eta \in \mathcal{M}_0 \), \( \mathcal{F}(\eta) \in \mathcal{T}_{\eta}(\mathcal{M}) \). We call \( \mathcal{F} \) a vector field in \( \mathcal{M} \) with domain \( \mathcal{M}_0 \). The purpose of this section is to study the following differential equation in the Banach manifold \( \mathcal{M} \):

\[
\eta' = \mathcal{F}(\eta),
\]

or more precisely, the initial value problem of the above equation:

\[
\begin{aligned}
\begin{cases}
\eta'(t) = \mathcal{F}(\eta(t)), & t > 0, \\
\eta(0) = \eta_0,
\end{cases}
\end{aligned}
\]

where \( \eta_0 \) is a given point in \( \mathcal{M} \). By a solution of the equation (3.1) in an open interval \( I \subseteq \mathbb{R} \) we mean a function \( \eta \in C^1(I, \mathcal{M}_0) \) such that \( \eta'(t) = \mathcal{F}(\eta(t)) \) for all \( t \in I \), and by a solution of the problem (3.2) in a interval \([0, T] \) \((0 < T \leq \infty)\) we mean a function \( \eta \in C([0, T), \mathcal{M}) \cap C^1((0, T), \mathcal{M}_0) \) such that \( \eta(0) = \eta_0 \) and \( \eta'(t) = \mathcal{F}(\eta(t)) \) for all \( t \in (0, T) \). Note that these conditions imply that \( \eta_0 \in \overline{\mathcal{M}_0} \), where \( \overline{\mathcal{M}_0} \) denotes the closure of \( \mathcal{M}_0 \) in \( \mathcal{M} \).

Recall that a differential equation \( x' = F(x) \) in a Banach space \( X \), where \( F \in C^1(O, X) \) with \( O \) being an open subset of an embedded Banach subspace \( X_0 \) of \( X \), is said to be of parabolic type if for any \( x \in O \), \( F'(x) \) is a sectorial operator in \( X \) with domain \( X_0 \), and the graph norm of \( X_0 = \text{Dom} F'(x) \) is equivalent to the norm of \( X_0 \), i.e., there exist positive constants \( C_1, C_2 \) such that

\[
C_1 \|y\|_{X_0} \leq \|y\|_X + \|F'(x)y\|_X \leq C_2 \|y\|_{X_0}, \quad \forall y \in X_0.
\]

We introduce the following concept:

**Definition 3.2** Let \( \mathcal{M} \) be a Banach manifold and \( \mathcal{M}_0 \) a \( C^k \)-embedded Banach submanifold of \( \mathcal{M} \), \( k \geq 1 \). Let \( \mathcal{F} \) be a vector field in \( \mathcal{M} \) with domain \( \mathcal{M}_0 \). We say the differential equation (3.1) is of parabolic type.
type if for any $\eta_0 \in \mathcal{M}_0$ there exists a $\mathcal{M}_0$-regular local chart of $\mathcal{M}$ at $\eta_0$ such that its representation in that local chart is of parabolic type.

More precisely, for $\eta_0 \in \mathcal{M}_0$, let $(\mathcal{U}, \varphi)$ be a $\mathcal{M}_0$-regular local chart of $\mathcal{M}$ at $\eta_0$ and $\mathcal{U}_0$ a neighborhood of $\eta_0$ in $\mathcal{M}_0$ such that $\mathcal{U}_0 \subseteq \mathcal{U}$ and $(\mathcal{U}_0, \varphi|_{\mathcal{U}_0})$ is a local chart of $\mathcal{M}_0$ at $\eta_0$. The representation of the vector field $\mathcal{F}$ in the local chart $(\mathcal{U}, \varphi)$ is the mapping $F : \varphi(\mathcal{U}_0) \subseteq X_0 \to X$ defined as follows:

$$F(x) = \varphi'(\varphi^{-1}(x))\mathcal{F}(\varphi^{-1}(x)), \quad x \in \varphi(\mathcal{U}_0).$$

The representation of the differential equation (3.1) in the local chart $(\mathcal{U}, \varphi)$ is the following differential equation in $X$:

$$x' = F(x). \quad (3.3)$$

Definition 3.1 says that the differential equation (3.1) in the Banach manifold $\mathcal{M}$ is of parabolic type if for any $\eta_0 \in \mathcal{M}_0$, there exists a $\mathcal{M}_0$-regular local chart of $\mathcal{M}$ at $\eta_0$ such that the differential equation (3.3) in the Banach space $X$ is of parabolic type. Note that this does not exclude the possibility that a representation of the equation (3.1) in some other $\mathcal{M}_0$-regular local chart is not of parabolic type or even the representation $F$ of the vector field $\mathcal{F}$ is not differentiable. However, if $k \geq 2$ then if the representation of (3.1) in one $\mathcal{M}_0$-regular local chart of a point $\eta_0 \in \mathcal{M}_0$ is of parabolic type then its representation in any other $\mathcal{M}_0$-regular local chart of $\eta_0$ is also of parabolic type. To see this let $(\mathcal{V}, \psi)$ be another $\mathcal{M}_0$-regular local chart of $\mathcal{M}$ at $\eta_0$, with $\mathcal{V}_0$ being a neighborhood of $\eta_0$ in $\mathcal{M}_0$ such that $\mathcal{V}_0 \subseteq \mathcal{V}$ and $(\mathcal{V}_0, \psi|_{\mathcal{V}_0})$ is a local chart of $\mathcal{M}_0$ at $\eta_0$. Let

$$F_{\mathcal{V}}(x) = \varphi'(\varphi^{-1}(x))\mathcal{F}(\varphi^{-1}(x)), \quad x \in \varphi(\mathcal{U}_0),$$

$$F_{\mathcal{V}}(y) = \psi'(\psi^{-1}(y))\mathcal{F}(\psi^{-1}(y)), \quad y \in \psi(\mathcal{V}_0).$$

It is clear that

$$F_{\mathcal{V}}(y) = \Psi(y)F_{\mathcal{U}}(\Phi(y)), \quad y \in \psi(\mathcal{U}_0 \cap \mathcal{V}_0),$$

where $\Psi(y) = (\psi \circ \varphi^{-1})'(\Phi(y)) \in L(X)$ and $\Phi(y) = \varphi(\psi^{-1}(y))$ (so that $\Phi : \psi(\mathcal{U}_0 \cap \mathcal{V}_0) \to \varphi(\mathcal{U}_0 \cap \mathcal{V}_0)$).

Since $k \geq 2$, we have $\Psi \in C^1(\psi(\mathcal{U}_0 \cap \mathcal{V}_0), L(X))$ and, clearly,

$$F_{\mathcal{V}}'(y)z = \Psi(y)F_{\mathcal{U}}'(\Phi(y))\Psi(y)^{-1}z + \{\Psi'(y)z\}F_{\mathcal{V}}'(\Phi(y)), \quad y \in \psi(\mathcal{U} \cap \mathcal{V}) \cap X_0, \quad z \in X_0. \quad (3.4)$$

It is easy to see that if $F_{\mathcal{V}}'(x)$ is a sectorial operator in $X$ (for any $x \in \varphi(\mathcal{U}_0)$) then $\Psi(y)F_{\mathcal{U}}'(\Phi(y))\Psi(y)^{-1}$ is also a sectorial operator in $X$ (for any $y \in \psi(\mathcal{U}_0 \cap \mathcal{V}_0)$). Moreover, it is clear that for any $y \in \psi(\mathcal{U}_0 \cap \mathcal{V}_0)$, the operator $z \mapsto \{\Psi'(y)z\}F_{\mathcal{V}}'(\Phi(y))$ is a bounded linear operator in $X$. Hence, by a standard perturbation theorem, it follows that $F_{\mathcal{V}}'(y)$ is also a sectorial operator in $X$.

Recall that for two Banach spaces $X, Y$ and an open subset $U$ of $X$, the notation $C^{0-2}(U, Y)$ denotes the set of all $C^1$-mappings $F : U \to Y$ such that the mapping $x \mapsto F'(x)$ from $U$ to $L(X, Y)$ is locally Lipschitz continuous: For any $x_0 \in U$ there exist corresponding constant $C = C(x_0) > 0$ and neighborhood $B(x_0, \varepsilon) \subseteq U$ ($\varepsilon > 0$) of $x_0$ such that

$$\|F'(x) - F'(y)\|_{L(X, Y)} \leq C\|x - y\|_X, \quad \forall x, y \in B(x_0, \varepsilon).$$

Local theory of parabolic differential equations in Banach manifolds can be easily established by using local chart to transform the problem into corresponding problem in Banach spaces. For instance, we have the following basic result:

Assume that the differential equation (3.1) is of parabolic type and for any $\eta_0 \in \mathcal{M}_0$ there exists a $\mathcal{M}_0$-regular local chart $(\mathcal{U}, \varphi)$ of $\mathcal{M}$ at $\eta_0$ such that the representation $F$ of $\mathcal{F}$ in this local chart belongs to
$C^{2,0}(\varphi(U_0), X)$, where $U_0$ is a neighborhood of $\eta_0$ in $\mathcal{M}_0$ such that $U_0 \subseteq \mathcal{U}$ and $(U_0, \varphi|_{U_0})$ is a local chart of $\mathcal{M}_0$ at $\eta_0$. Assume further that $X_0$ is dense in $X$. Then for any $\eta_0 \in \mathcal{M}_0$ there exists a corresponding $\delta > 0$ such that the problem (3.2) has a unique solution $\eta \in C([0, \delta], \mathcal{M}_0) \cap C^1((0, \delta), \mathcal{M}_0)$.

As usual a point $\eta^* \in \mathcal{M}_0$ such that $\mathcal{F}(\eta^*) = 0$ is called a singular point of the vector field $\mathcal{F}$ and a stationary point or stationary solution of the equation (3.1). Asymptotic stability of stationary solutions of differential equations in Banach manifolds can be defined by using local charts, and the linearized stability criterion for asymptotic stability of isolated stationary solutions can also be stated and proved by using local charts. We omit these discussions here.

3.2 Invariant and quasi-invariant differential equations in Banach manifolds

We now turn to consider asymptotic stability of stationary solutions of invariant and quasi-invariant parabolic differential equations in Banach manifolds.

Let $\mathcal{M}$ be a (topological or $C^0$) Banach manifold and $G$ a Lie group of dimension $n$. An action of $G$ to $\mathcal{M}$ is a mapping $p : G \times \mathcal{M} \to \mathcal{M}$ satisfying the following three conditions:

(L1) $p \in C(G \times \mathcal{M}, \mathcal{M})$.

(L2) $p(e, \eta) = \eta$, $\forall \eta \in \mathcal{M}$, where $e$ denotes the unit element of $G$, and

$$p(a, p(b, \eta)) = p(ab, \eta), \quad \forall a, b \in G, \quad \forall \eta \in \mathcal{M}.$$

(L3) If $a, b \in G$ are such that $p(a, \eta) = p(b, \eta)$ for some $\eta \in \mathcal{M}$, then $a = b$.

Assume further that $\mathcal{M}$ has a $C^k$-embedded Banach submanifold $\mathcal{M}_0$, $k \geq 1$. We say that the Lie group action $(G, p)$ to $\mathcal{M}$ is $\mathcal{M}_0$-regular if the following three additional conditions are also satisfied:

(L4) $p(a, \mathcal{M}_0) \subseteq \mathcal{M}_0$, $\forall a \in G$, and $p \in C(G \times \mathcal{M}_0, \mathcal{M}_0)$.

(L5) For any $a \in G$, the mapping $\eta \mapsto p(a, \eta)$ is differentiable at every point $\eta \in \mathcal{M}_0$ ($\Rightarrow \partial_\eta p(a, \eta) \in L(T_\eta(\mathcal{M}), T_{p(a, \eta)}(\mathcal{M}))$, $\forall \eta \in \mathcal{M}_0$, and $[(a, (\eta, v)) \mapsto (p(a, \eta), \partial_\eta p(a, \eta)v)] \in C(G \times \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}), \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}))$).

(L6) For any $\eta \in \mathcal{M}_0$, the mapping $a \mapsto p(a, \eta)$ is differentiable at every point $a \in G$ ($\Rightarrow \partial_a p(a, \eta) \in L(T_a(G), T_{p(a, \eta)}(\mathcal{M}))$, $\forall a \in G$, $[(a, z) \mapsto (p(a, \eta), \partial_a p(a, \eta)z)] \in C(T(G) \times \mathcal{M}_0, \mathcal{T}_{\mathcal{M}_0}(\mathcal{M}))$, and

$$\text{rank } \partial_a p(a, \eta) = n, \quad \forall a \in G, \quad \forall \eta \in \mathcal{M}_0.$$

Definition 3.3 Let $\mathcal{M}$ be a Banach manifold and $\mathcal{M}_0$ a $C^k$-embedded Banach submanifold of $\mathcal{M}$, $k \geq 1$. Let $\mathcal{F}$ be a vector field in $\mathcal{M}$ with domain $\mathcal{M}_0$. Let $(G, p)$ be a $\mathcal{M}_0$-regular Lie group action to $\mathcal{M}$. We say $\mathcal{F}$ is quasi-invariant under the Lie group action $(G, p)$ if there exists a positive-valued function $\theta$ defined in $G$ such that the following condition is satisfied:

$$\mathcal{F}(p(a, \eta)) = \theta(a)\partial_\eta p(a, \eta)\mathcal{F}(\eta), \quad \forall a \in G, \quad \forall \eta \in \mathcal{M}_0.$$

In this case we also say $\mathcal{F}$ is $\theta$-quasi-invariant and call $\theta$ quasi-invariance factor, and also say the differential equation (3.1) is $\theta$-quasi-invariant under the Lie group action $(G, p)$. If in particular $\theta(a) = 1$, $\forall a \in G$, then we simply say the vector field $\mathcal{F}$ and the differential equation (3.1) are invariant under the Lie group action $(G, p)$.
Clearly, $\theta$ is a group homomorphism from $G$ to the multiplicative group $\mathbb{R}_+$: For any $a, b \in G$, $\theta(ab) = \theta(a)\theta(b)$. The following result is obvious:

Let $F$ be a vector field in $\mathfrak{M}$ with domain $\mathcal{M}_0$. Assume that $F$ is $\theta$-quasi-invariant under the Lie group action $(G, p)$. If $t \mapsto \eta(t)$ is a solution of the differential equation (3.1), then for any $a \in G$, $t \mapsto p(a, \eta(t\theta(a)))$ is also a solution of this equation, and if $\eta^* \in \mathcal{M}_0$ is a stationary point of (3.1), then for any $a \in G$, $p(a, \eta^*)$ is also a stationary point of (3.1). \hfill \Box

As a consequence, no stationary point of a quasi-invariant differential equation is isolated, and if $\eta^* \in \mathcal{M}_0$ is a stationary point of (3.1), then all points in the $n$-dimensional manifold $\{p(a, \eta^*) : a \in G\}$ are stationary points of (3.1).

Inspired by potential applications to free boundary problems such as (1.1), we consider a general situation where the vector field $F$ is quasi-invariant under a number of Lie group actions $(G_i, p_i)$, $i = 1, 2, \cdots, N$, with possibly different quasi-invariance factors $\theta_i$, $i = 1, 2, \cdots, N$, respectively. We assume that the combined action of these Lie group actions satisfies the following conditions:

\begin{align*}
(L7) \quad & \text{For any } 1 \leq i, j \leq N \text{ with } i \neq j \text{ there exists corresponding smooth function } f_{ij} : G_i \times G_j \to G_i \\
& \quad \text{such that } \quad p_j(b, p_i(a, \eta)) = p_i(f_{ij}(a, b), p_j(b, \eta)), \quad \forall \eta \in \mathfrak{M}, \forall a \in G_i, \forall b \in G_j.
\end{align*}

\begin{align*}
(L8) \quad & \text{Let } g : G \times \mathfrak{M} := (G_1 \times G_2 \times \cdots \times G_N) \times \mathfrak{M} \to \mathfrak{M} \text{ be the function} \\
& \quad g(a, \eta) = p_1(a_1, p_2(a_2, \cdots, p_N(a_N, \eta)))
\end{align*}

for $\eta \in \mathfrak{M}$ and $a = (a_1, a_2, \cdots, a_N) \in G := G_1 \times G_2 \times \cdots \times G_N$. Then

$$\forall \eta \in \mathfrak{M}, \forall a \in G, \text{ where } n_i = \dim G_i, i = 1, 2, \cdots, N.$$

The main result of this section is as follows:

**Theorem 3.4** Let $\mathfrak{M}$ and $\mathcal{M}_0$ be two Banach manifolds built on the Banach spaces $X$ and $X_0$, respectively, such that $\mathcal{M}_0$ is a $C^k$-embedded Banach submanifold of $\mathfrak{M}$, $k \geq 1$, where $X_0$ is a densely embedded Banach subspace of $X$. Let $(G_i, p_i)$, $i = 1, 2, \cdots, N$, be a finite number of $\mathcal{M}_0$-regular Lie group actions to $\mathfrak{M}$ satisfying conditions (L7) and (L8). Let $F$ be a vector field in $\mathfrak{M}$ with domain $\mathcal{M}_0$, and $\eta^* \in \mathcal{M}_0$ a singular point of $F$. Assume that $F$ is quasi-invariant under all Lie group actions $(G_i, p_i)$, $i = 1, 2, \cdots, N$. Assume further that there exists a $\mathcal{M}_0$-regular local chart $(U, \varphi)$ of $\mathfrak{M}$ at $\eta^*$ such that the representation $F$ of $F$ in this local chart satisfies the following four conditions:

\begin{enumerate}
\item[(G1)] The differential equation $x' = F(x)$ in $X$ is of parabolic type.
\item[(G2)] $F \in C^{2-0}(O, X)$, where $O = \varphi(U_0)$ and $U_0$ is a neighborhood of $\eta^*$ in $\mathcal{M}_0$ as in Definition 3.1 (ii).
\item[(G3)] Let $x^* = \varphi(\eta^*)$. Then $\dim \ker F'(x^*) = n := n_1 + n_2 + \cdots + n_N$, $\text{Range } F'(x^*)$ is closed in $X$, and $X = \ker F'(x^*) \oplus \text{Range } F'(x^*)$. \hfill (3.5)
\item[(G4)] $\sup \{\text{Re } \lambda : \lambda \in \sigma(F'(x^*)) \setminus \{0\} \} < 0.$
\end{enumerate}
Then we have the following assertions:

(1) The set $M_c = \{g(a, \eta^*) : a \in G := G_1 \times G_2 \times \cdots \times G_N \}$ is a $n$-dimensional submanifold of $\mathfrak{M}_0$.

(2) There is a neighborhood $O$ of $M_c$ in $\mathfrak{M}_0$ such that for any $\eta_0 \in O$, the initial value problem (3.2) has a unique solution $\eta \in C((0, \infty), \mathfrak{M}_0) \cap C^1((0, \infty), \mathfrak{M}_0)$.

(3) There exists a submanifold $M_s$ of $\mathfrak{M}_0$ of codimension $n$ passing $\eta^*$ such that for any $\eta_0 \in M_s$, the solution of the problem (3.2) satisfies $\lim_{t \to \infty} \eta(t) = \eta^*$ and, conversely, if the solution of (3.2) satisfies this property then $\eta_0 \in M_s$.

(4) For any $\eta_0 \in O$ there exist unique $a \in G$ and $\xi_0 \in M_s$ such that $\eta_0 = g(a, \xi_0)$ and, for the solution $\eta = \eta(t)$ of (3.2),

$$\lim_{t \to \infty} \eta(t) = g(a, \eta^*).$$  \hspace{1cm} (3.6)

To prove this theorem we need a preliminary lemma. Recall that for a given Banach space $X$ and given numbers $0 < \alpha < 1$ and $T > 0$, the notation $C^\alpha(0, T], X)$ denotes the Banach space of bounded vector functions $u : (0, T] \to X$ such that the vector function $t \mapsto t^\alpha u(t)$ is uniformly $\alpha$-Hölder continuous in $(0, T]$, with norm

$$\|u\|_{C^\alpha(0, T], X)} = \sup_{0 < t \leq T} \|u(t)\|_X + \sup_{0 < s < t \leq T} \frac{\|t^\alpha u(t) - s^\alpha u(s)\|_X}{(t - s)^\alpha}$$

(cf. the introduction of Chapter 4 of [31]), and for given $\omega > 0$, the notation $C^\alpha([T, \infty), X, -\omega)$ denotes the Banach space of vector functions $u : [T, \infty) \to X$ such that the vector function $t \mapsto e^{\omega t} u(t)$ is uniformly $\omega$-Hölder continuous in $([T, \infty)$, with norm

$$\|u\|_{C^\alpha([T, \infty), X, -\omega)} = \sup_{t \geq T} \|e^{\omega t} u(t)\|_X + \sup_{t > s \geq T} \frac{\|e^{\omega t} u(t) - e^{\omega s} u(s)\|_X}{(t - s)^\alpha}$$

(cf. Section 4.4 of [31]).

**Lemma 3.5** Let $X$ be a Banach space and $X_0$ an embedded Banach subspace of $X$. Let $A$ be a sectorial operator in $X$ with domain $X_0$. Assume $\omega_- = -\sup\{\Re \lambda : \lambda \in \sigma(A)\} > 0$ and $f \in C^\alpha([0, 1], X) \cap C^\alpha([1, \infty), X, -\omega)$, where $0 < \alpha < 1$ and $\omega \in (0, \omega_-)$. Given $u_0 \in X_0$, let $u(t) = e^{t A} u_0 + \int_0^t e^{(t-s)A} f(s) ds$. Then $u \in C^\alpha([0, 1], X_0) \cap C^\alpha([1, \infty), X_0, -\omega)$, and there exists a constant $C = C(\alpha, \omega) > 0$ such that

$$\|u\|_{C^\alpha([0, T], X_0)} + \|u\|_{C^\alpha([T, \infty), X_0, -\omega)} \leq C(\|u_0\|_{X_0} + \|f\|_{C^\alpha([0, T], X)} + \|f\|_{C^\alpha([T, \infty), X_0, -\omega)}).$$  \hspace{1cm} (3.7)

**Proof.** See Lemma 2.2 of [31]. □

**Proof of Theorem 3.4.** The assertion (1) is an immediate consequence of the properties (L4) and (L6) of the Lie group actions $(G_i, p_i)$, $i = 1, 2, \cdots, N$, and the condition (L8). In what follows we prove the assertions (2) ~ (4). For simplicity of notations we only consider the case $N = 2$; for general $N$ the proof is similar. Besides, we assume $x^* = 0$, so that $F(0) = 0$.

Firstly, by Theorem 8.1.1 of [31], there exists a neighborhood $U_0$ of the origin of $X_0$ such that for any $x_0 \in U_0$, the initial value problem

$$\begin{cases}
x'(t) = F(x(t)), & t > 0, \\
x(0) = x_0
\end{cases}$$  \hspace{1cm} (3.8)

has a unique local solution $x \in C([0, T], X_0) \cap C^1([0, T], X) \cap C^\alpha([0, T], X_0)$, where $T = T(x_0)$ depends on $x_0$ and $\alpha$ is an arbitrary number in $(0, 1)$. Furthermore, denoting by $T^*(x_0)$ the supreme of all such
T, then by Proposition 9.1.1 of [31] there exists \( \varepsilon > 0 \) independent of \( x_0 \) such that if \( \| x(t) \|_{X_0} < \varepsilon \) for all \( t \in [0, T^*(x_0)] \), then \( T^*(x_0) = \infty \).

In what follows we denote \( M_c = \{ \varphi(\eta) : \eta \in M_c \cap U_0 \cap \varphi^{-1}(U_0) \} \). Note that \( 0 \in M_c \).

Let \( G^0_i \) be a small neighborhood of the unit element \( e \) in \( G_i, i = 1, 2 \), and \( U', U'_0 \) small neighborhoods of \( \eta^* \) in \( \mathfrak{M} \) and \( \mathfrak{M}_0 \), respectively, such that \( p_i(a_i, \eta) \in U, U_0 \), respectively, for all \( a_i \in G^0_i, i = 1, 2 \), and \( \eta \in U', U'_0 \), respectively. The Lie group actions \( (G_1, p_1) \) and \( (G_2, p_2) \) in the Banach manifold \( \mathfrak{M} \) induce local Lie group actions \( (G^0_1, \tilde{p}_1) \) and \( (G^0_2, \tilde{p}_2) \), respectively, in the open subset \( U' = \varphi(U') \) of the Banach spaces \( X \) as follows: For any \( a_i \in G^0_i \) and \( x \in U' \), define

\[
\tilde{p}_i(a_i, x) = \varphi(p_i(a_i, \varphi^{-1}(x))), \quad i = 1, 2.
\]

When restricted to the \( U'_0 = \varphi(U'_0) \), they are local Lie group actions in this open subset of \( X_0 \). A simple computation easily shows that for each \( i = 1, 2 \), \( F \) is \( \theta_i \)-quasi-invariant with respect to the local Lie group action \( (G^0_i, \tilde{p}_i) \), i.e.,

\[
F(\tilde{p}_i(a_i, x)) = \theta_i(a_i) \partial_x \tilde{p}_i(a_i, x) F(x), \quad \forall a_i \in G^0_i, \forall x \in U'.
\]

Let \( A = F'(0) \) and \( N(x) = F(x) - Ax \). The \( N \in C^2(U_0, X) \) and \( N(0) = 0, N'(0) = 0 \), so that by shrinking \( U_0 \) when necessary, there exists a constant \( C > 0 \) such that

\[
\| N(x) \|_X \leq C \| x \|_{X_0}^2, \quad \| N(x) - N(y) \|_X \leq C(\| x \|_{X_0} + \| y \|_{X_0}) \| x - y \|_{X_0}, \quad \forall x, y \in U_0.
\]

The equation (3.8)_1 can be rewritten as follows:

\[
x' = Ax + N(x).
\]

Let \( \sigma_-(A) = \sigma(A) \setminus \{0\} \). Choose a closed smooth curve in the complex plane such that it encloses the origin and separates it from \( \sigma_-(A) \). We denote by \( \Gamma \) this curve with anticlockwise orientation. Let \( P \in L(X) \) be the following operator:

\[
P = \frac{1}{2\pi i} \int_{\Gamma} R(\lambda, A) d\lambda.
\]

We know that \( P \) is a bounded projection: \( P^2 = P \). Since 0 is the unique element in \( \sigma(A) \) enclosed by \( \Gamma \) and \( X = \text{Ker}A \oplus \text{Range}A \) with \( \text{Range}A \) closed, we have (cf. Proposition A.2.2 of [31])

\[
PX = PX_0 = \text{Ker}A, \quad (I - P)X = \text{Range}A.
\]

Note that these relations imply that \( APX = 0 \) and \( A(I - P)X_0 = (I - P)X \). Let \( A_- = A|_{(I - P)X_0} \). Then \( A_- : (I - P)X_0 \to (I - P)X \) is an isomorphism and \( \sigma(A_-) = \sigma_-(A) \), so that

\[
\sup\{\text{Re} \lambda : \lambda \in \sigma(A_-)\} = -\omega_- < 0.
\]

---

2Recall that a mapping \( F : O \subseteq X \to X \), where \( X \) is a Banach space and \( O \) is a subset of \( X \) such that a local Lie group action \( (G, p) \) is acted to \( O \), is said to be invariant under the local Lie group action \( (G, p) \) if it satisfies the relation \( F(p(a, x)) = F(x) \) for all \( a \in G \) and \( x \in O \), and quasi-invariant (in the sense of [11]) under the local Lie group action \( (G, p) \) if it satisfies the relation \( F(p(a, x)) = \delta_b p(a, x) F(x) \) for all \( a \in G \) and \( x \in O \). The relation (3.9) shows that if a vector field \( \mathcal{F} \) in a Banach manifold \( \mathfrak{M} \) is invariant under a Lie group action to \( \mathfrak{M} \) then its representation in local chart is only quasi-invariant but not invariant under the representation of the Lie group action which is a local Lie group action to the base Banach space.
Given $\delta, \delta' > 0$, we denote by $B_1(0, \delta)$ and $B_2(0, \delta')$ spheres in $PX$ and $(I - P)X_0$, respectively, both centered at the origin but with radius $\delta$ and $\delta'$, respectively, i.e.,

$$B_1(0, \delta) = \{ u \in PX : \| u \|_{X_0} < \delta \} \quad B_2(0, \delta') = \{ v \in (I - P)X_0 : \| v \|_{X_0} < \delta' \},$$

and let $O = \{ u + v : u \in B_1(0, \delta), v \in B_2(0, \delta') \} \subseteq X_0, D = B_1(0, \delta) \times B_2(0, \delta') \subseteq PX \times (I - P)X_0$. We prove that if $\delta, \delta' > 0$ are sufficiently small then there exists a mapping $h \in C^{2-0}(B_1(0, \delta), B_2(0, \delta'))$ such that

$$M_c \cap O = \{ u + h(u) : u \in B_1(0, \delta) \}. \quad (3.13)$$

We first choose $\delta, \delta' > 0$ small enough such that $O \subseteq U'$, and define $F_1 : D \to PX$ and $F_2 : D \to (I - P)X$ respectively by

$$F_1(u, v) = PF(u + v), \quad F_2(u, v) = (I - P)F(u + v), \quad \forall (u, v) \in D.$$

Clearly $F_2 \in C^{2-0}(D, (I - P)X)$ (surely also $F_1 \in C^{2-0}(D, PX))$ and $F_2(0, 0) = 0$. Since $\partial_u F_2(0, 0) = A_- : (I - P)X_0 \to (I - P)X$ is an isomorphism, by the implicit function theorem we see that if $\delta, \delta'$ are sufficiently small then there exists a unique mapping $h \in C^{2-0}(B_1(0, \delta), B_2(0, \delta'))$ such that $h(0) = 0,

$$F_2(u, h(u)) = 0, \forall u \in B_1(0, \delta), \text{and, furthermore, for any } u \in B_1(0, \delta), v = h(u) \text{ is the unique solution of the equation } F_2(u, v) = 0 \text{ in } B_2(0, \delta').$$

For $x \in M_c \cap O$ let $u = Px$ and $v = (I - P)x$. Since $F(x) = 0$, which implies $F_2(u, v) = (I - P)F(x) = 0$, we infer that $v = h(u)$. Hence (3.13) is true. Note that this further implies that

$$F_1(u, h(u)) = PF(u + h(u)) = 0, \quad \forall u \in B_1(0, \delta).$$

Note also that since $\partial_u F_2(0, 0) PX = (I - P)APX_0 = 0$, we have $h'(0) = -[\partial_v F_2(0, 0)]^{-1} \partial_u F_2(0, 0) = 0$.

Let

$$N_1(u, v) = PN(u + v), \quad N_2(u, v) = (I - P)N(u + v), \quad \forall (u, v) \in D.$$

Since $AX_0 = (I - P)X$, we have $PA = 0$. Using this fact we see the differential equation (3.11) reduces into the following system of differential equations:

$$\begin{cases}
  u' = N_1(u, v), \\
  v' = A_- v + N_2(u, v).
\end{cases} \quad (3.14)$$

Given $x_0 \in O$, set $u_0 = Px_0, v_0 = (I - P)x_0$, and let $(u, v) = (u(t), v(t))$ be the solution of (3.14) under the initial condition $(u(0), v(0)) = (u_0, v_0)$ defined in a maximal interval $[0, T^*)$ such that $(u(t), v(t)) \in D$ for all $t \in [0, T^*)$. Since $(u, v) \equiv (0, 0)$ is a solution of (3.14) defined for all $t \geq 0$, by continuous dependence of the solution on initial data we infer that by replacing $\delta, \delta'$ with smaller numbers when necessary, we may assume that $T^* = T^*(x_0) > 1$ for all $x_0 \in D$. Let $\phi(t) = v(t) - h(u(t)), t \in [0, T^*)$. Since $A_- h(u) + N_2(u, h(u)) = F_2(u, h(u)) = 0$ and $N_1(u, h(u)) = F_1(u, h(u)) = 0$ for all $u \in B_1(0, \delta)$, we see that $\phi'(t) = A_- \phi(t) + \sigma(t), \forall t \in [0, T^*)$, where

$$\sigma(t) = [N_2(u(t), v(t)) - N_2(u(t), h(u(t)))] - h'(u(t))[N_1(u(t), v(t)) - N_1(u(t), h(u(t)))].$$

By D’hamal formula, it follows that

$$\phi(t) = e^{tA_-} \phi(0) + \int_{0}^{t} e^{(t-s)A_-} \sigma(s)ds, \quad t \in [0, T^*).$$

Using this expression and applying Lemma 3.5, we see that for any $0 < \alpha < 1$ and $\omega \in (0, \omega_-)$,

$$\| \phi \|_{C^{\alpha}_2(0,1), X_0} + \| \phi \|_{C^{\alpha}(1, T^*), X_0, -\omega} \leq C(\| \phi(0) \|_{X_0} + \| \sigma \|_{C^{\alpha}_2(0,1), X} + \| \sigma \|_{C^{\alpha}(1, T^*), X, -\omega}). \quad (3.15)$$
From (3.10) it is not hard to deduce that (cf. the proof of Theorem 9.1.2 of [31])
\[
\|\sigma\|_{C^2_0((0,1],X_0)} + \|\sigma\|_{C^\infty([1,T^*],X,\omega)} \leq C \max\{\delta,\delta'\}(\|\phi\|_{C^2_0((0,1],X_0)} + \|\phi\|_{C^\infty([1,T^*],X_0,\omega)}).
\]
Substituting this estimate into (3.15) we see that if \(\delta,\delta'\) are chosen sufficiently small then
\[
\|\phi\|_{C^2_0((0,1],X_0)} + \|\phi\|_{C^\infty([1,T^*],X_0,\omega)} \leq C\|\phi(0)\|_{X_0},
\]
which implies, in particular, that
\[
\|\phi(t)\|_{X_0} \leq C e^{-\omega t}\|\phi(0)\|_{X_0}, \quad \forall t \in [0,T^*].
\]

From (3.10) and (3.17) we easily obtain
\[
\|u(t)\|_{X_0} \leq C\|u(t)\|_{X_0} + \|v(t)\|_{X_0}\|\phi(t)\|_{X_0} \leq C\|\phi(t)\|_{X_0}, \quad \forall t \in [0,T^*).
\]

Hence
\[
\|u(t)\|_{X_0} \leq C\|u(t)\|_{X_0} + \int_0^t \|\sigma_1(x)\|_{X_0} \, ds \leq C\|u_0\|_{X_0} + \int_0^t \|\phi(s)\|_{X_0} \, ds \leq C\|u_0\|_{X_0} + \|\phi(0)\|_{X_0}, \quad \forall t \in [0,T^*).
\]

In getting the first inequality we used the fact that \(PX_0 = PX = \ker A\) is a finite-dimensional space so that all norms in it are mutually equivalent. From (3.16) and (3.17) we see that if \(\delta,\delta'\) are chosen sufficiently small then \(\|x(t)\|_{X_0} < \varepsilon\) for all \(t \in [0,T^*]\), so that \(T^* = \infty\).

Next, similarly as in the proof of (3.17) we see that for any \(s > t \geq 0\),
\[
\|u(s) - u(t)\|_{X_0} \leq C \int_t^s \|\sigma_1(x)\|_{X_0} \, ds \leq C \int_t^s \|\phi(x)\|_{X_0} \, ds \leq C(e^{-\omega t} - e^{-\omega s})\|\phi(0)\|_{X_0}.
\]

Hence \(\lim_{t \to \infty} u(t)\) exists in \(X_0\), which we denote as \(\bar{u}\). Let \(\bar{x} = \bar{u} + h(\bar{u})\). Then \(\bar{x} \in M_e\) and
\[
\lim_{t \to \infty} x(t) = \lim_{t \to \infty} u(t) + \lim_{t \to \infty} h(u(t)) + \lim_{t \to \infty} \phi(t) = \bar{u} + h(\bar{u}) = \bar{x}.
\]

This shows that the solution of the equation (3.11) starting from an initial point located in the neighborhood \(O\) of the origin converges to a point lying in \(M_e\) as \(t \to \infty\).

Note that by letting \(s \to \infty\) in (3.18), we have
\[
\|u(t) - \bar{u}\|_{X_0} \leq Ce^{-\omega t}\|\phi(0)\|_{X_0}, \quad \forall t \geq 0.
\]

From (3.16) and (3.20) we easily obtain
\[
\|x(t) - \bar{x}\|_{X_0} \leq Ce^{-\omega t}\|\phi(0)\|_{X_0}, \quad \forall t \geq 0.
\]

Hence, the solution of the equation (3.11) converges to its limit as \(t \to \infty\) in exponential speed.

We now prove that there exists a \(C^{2,0}\)-Banach manifold \(M_s \subseteq O\) of codimension \(n_1 + n_2\), such that the solution \(x = x(t)\) of the equation (3.19) converges to the origin as \(t \to \infty\) if and only if \(x(0) \in M_s\). To this end, for any \((u_0,v_0) \in D\) we denote by \(u = u(t;u_0,v_0), v = v(t;u_0,v_0)\) the unique solution of
(3.22) with initial data \( u(0) = u_0, v(0) = v_0 \), and set \( x(t; u_0, v_0) = u(t; u_0, v_0) + v(t; u_0, v_0), \forall t \geq 0 \). Since \( x = x(t; u_0, v_0) \) is the unique solution of (3.11) with initial data \( x(0; u_0, v_0) = x_0 := u_0 + v_0 \) and
\[
e^{tA}P = P, \quad e^{tA}(I - P) = e^{tA}(I - P),
\]
we have
\[
x(t; u_0, v_0) = e^{tA}x_0 + \int_0^t e^{(t-\tau)A}N(x(\tau; u_0, v_0))d\tau = u_0 + e^{tA}v_0 + \int_0^t PN(x(\tau; u_0, v_0))d\tau + \int_0^t e^{(t-\tau)A} - (I - P)N(x(\tau; u_0, v_0))d\tau, \quad \forall t \geq 0.
\]
Using (3.16), (3.18), (3.20) and (3.21) we see that the improper integral \( \int_{\tau}^{\infty} PN(x(\tau; u_0, v_0))d\tau \) is convergent and \( \lim_{t \to \infty} x(t; u_0, v_0) = 0 \) if and only if the following relation holds:
\[
u_0 + \int_{\tau}^{\infty} PN(x(\tau; u_0, v_0))d\tau = 0.
\]
By applying the implicit function theorem, we can easily show that if \( \delta, \delta' \) are sufficiently small then this equation defines an implicit function \( u_0 = q(v_0) \), where \( q \in C^{2-0}(B_2(0, \delta'), B_1(0, \delta)) \) and \( q(0) = 0 \), cf. the proof of Theorem 2.1 of [10] for details. Hence, the above equation defines a \( C^{2-0} \)-Banach manifold in \( D \). We denote by \( M_s \) the corresponding \( C^{2-0} \)-Banach manifold in \( O \). Note that its definition ensures that \( \lim_{t \to \infty} x(t; u_0, v_0) = 0 \) if and only if \( x_0 = u_0 + v_0 \in M_s \).

We now prove that for any \( x_0 \in O \) there exist unique \( a \in G_1, b \in G_2 \) and \( y_0 \in M_s \) such that \( x_0 = \tilde{p}_1(a, \tilde{p}_2(b, y_0)) \) and
\[
\lim_{t \to \infty} x(t) = \tilde{p}_1(a, \tilde{p}_2(b, 0)),
\]
where \( x = x(t) \) is the solution of (3.11) with initial data \( x(0) = x_0 \). Indeed, let \( \tilde{x} \) be as in (3.19). Since \( \tilde{x} \in M_c \), there exist unique \( a \in G_1^0, b \in G_2^0 \) such that \( \tilde{p}_1(a, \tilde{p}_2(b, 0)) = \tilde{x} \). Let \( y_0 = \tilde{p}_2(b^{-1}, \tilde{p}_1(a^{-1}, x_0)) \) and
\[
y(t) = \tilde{p}_2(b^{-1}, \tilde{p}_1(a^{-1}, x(t\theta_1(a^{-1})\theta_2(b^{-1})))) \quad \text{ for } t \geq 0.
\]
y(t) is the solution of (3.19) with initial data \( y(0) = y_0 \). From the condition \( \lim_{t \to \infty} x(t) = \tilde{x} \) we have
\[
\lim_{t \to \infty} y(t) = \tilde{p}_2(b^{-1}, \tilde{p}_1(a^{-1}, \tilde{x})).
\]
Hence \( y_0 \in M_s \). This proves existence. Uniqueness is obvious.

Now let \( O_{\eta^*} = \varphi^{-1}(O) \) and \( M_s = \varphi^{-1}(M_s) \). Then \( O_{\eta^*} \) is a neighborhood of \( \eta^* \) and \( M_s \) is a submanifold of \( \mathfrak{M}_0 \) satisfying the condition (3). Moreover, for any \( \eta_0 \in O_{\eta^*} \) the initial value problem (3.2) has a unique solution \( \eta \in C([0, \infty), \mathfrak{M}) \cap C^1((0, \infty), \mathfrak{M}_0) \) and there exist unique \( a \in G_1, b \in G_2 \) and \( \xi_0 \in M_s \) such that \( \eta_0 = g(a, b, \xi_0) \) and the relation (3.6) holds. To finish the proof of Theorem 3.4 we now only need to repeat the above argument for every point \( \eta \in M_c \) and then glue all the open sets \( O_{\eta} \) together to form the neighborhood \( O \) of \( M_c \). This completes the proof. \( \square \)

Remark. \( M_c \) is called the center manifold of the equation (3.1), and \( M_s \) is called the stable manifold of the equation (3.1) corresponding to the stationary point \( \eta^* \).
4 Simple applications of Theorem 3.4

The simplest application of Theorems 3.4 is to the following planer system:

\[ x' = 0, \quad y' = -y. \]  

This is a differential equation in the Euclidean space \( \mathbb{R}^2 \) (so that \( \mathfrak{M} = \mathfrak{M}_0 = X = X_0 = \mathbb{R}^2 \)). Let \( F : \mathbb{R}^2 \to \mathbb{R}^2 \) be the mapping \( F(x, y) = (0, -y), \forall (x, y) \in \mathbb{R}^2 \). Then the above system can be rewritten as the following differential equation in \( \mathbb{R}^2 \):

\[ u' = F(u). \]  

Let \( G = \mathbb{R} \) be the usual one-dimensional additive Lie group. We introduce an action \( p \) of \( G \) to \( \mathbb{R}^2 \) as follows:

\[ p(z, (x, y)) = (x + z, y), \quad \forall (x, y) \in \mathbb{R}^2, \quad \forall z \in G. \]

Since \( \partial_u p(z, u) = id \) and \( F(p(z, u)) = F(u), \forall u \in \mathbb{R}^2, \forall z \in G \), we see the equation (4.2) is invariant in the group action \( (G, p) \). Hence Theorem 3.4 (with \( N = 1 \)) applies to it (it is easy to verify that all conditions in Theorem 3.4 are satisfied). Clearly, the center manifold is the \( x \)-axis: \( \mathcal{M}_c = \{(x, 0) : x \in \mathbb{R}\} \), and the stable manifold corresponding to every stationary point \( (c, 0) \in \mathcal{M}_c \) is the straight line passing it parallel to the \( y \)-axis; in particular, the stable manifold \( \mathcal{M}_s \) corresponding to the stationary point \( u^* = (0, 0) \) is \( y \)-axis: \( \mathcal{M}_s = \{(0, y) : y \in \mathbb{R}\} \). For any \( u_0 = (x_0, y_0) \in \mathbb{R}^2 \), let \( z = x_0 \) and \( v_0 = (0, y_0) \). Then \( v_0 \in \mathcal{M}_s, u_0 = p(z, v_0) \), and the solution \( u(t) = (x_0, y_0 e^{-t}) \) of (4.2) with initial data \( u(0) = u_0 \) can be expressed via group action as \( u(t) = p(z, v(t)) \), where \( v(t) = (0, y_0 e^{-t}) \) has initial data \( v(0) = v_0 \) and converges to the stationary point \( u^* \) as \( t \to \infty \), and \( u(t) \) does not converge to \( u^* \), but instead converges to the stationary point \( (x_0, 0) = p(z, u^*) \).

The simplest application of Theorem 3.4 to partial differential equations is as follows. Let \( \Omega \) be a given bounded domain in \( \mathbb{R}^n \) with a \( C^2 \)-boundary. Consider the initial-boundary value problem

\[
\begin{cases}
\partial_t u(x, t) = \Delta u(x, t), & x \in \Omega, \quad t > 0, \\
\partial_n u(x, t) = 0, & x \in \partial \Omega, \quad t > 0, \\
u(x, 0) = u_0(x), & x \in \Omega,
\end{cases}
\]

where \( n \) denotes the outward-pointing unit normal field of \( \partial \Omega \) and \( u_0 \in L^2(\Omega) \). It is well-known that stationary solutions of this problem is not isolated but make up an one-dimensional manifold \( \mathcal{M}_c = \mathbb{R}1 \), where \( 1 \) denotes the function in \( \mathbb{M} \) with values identically 1, and the solution of the above problem has the following asymptotic behavior as \( t \to \infty \):

\[ \lim_{t \to \infty} u(x, t) = \frac{1}{|\Omega|} \int_{\Omega} u_0(x)dx \quad \text{in } L^2(\Omega) \text{ norm.} \]

To apply Theorem 3.4 to this problem we let \( \mathfrak{M} = X = L^2(\Omega) \) and \( \mathfrak{M}_0 = X_0 = \{u \in H^2(\Omega) : \partial_n u|_{\partial \Omega} = 0\} \). Let \( G = \mathbb{R} \) be as before. We introduce an action \( p \) of \( G \) to \( X = L^2(\Omega) \) as follows:

\[ p(a, u) = a1 + u, \quad \forall u \in L^2(\Omega), \quad \forall a \in \mathbb{R}. \]

Note that the restriction of this group action to \( X_0 \) is also a group action to \( X_0 \). It is easy to see that the differential equation in the Banach space \( X = L^2(\Omega) \) corresponding to the problem (4.3) is invariant under the Lie group action \( (G, p) \) defined here, and Theorem 3.4 applies to it. The stable manifold of this equation corresponding to the stationary point \( u^* = 0 \) is

\[ \mathcal{M}_s = \left\{ u \in X_0 : \int_{\Omega} u(x)dx = 0 \right\}. \]
For any $u_0 \in X_0$, let $v_0 = u_0 - \left( \frac{1}{|\Omega|} \int_\Omega u_0(x)dx \right) 1$, and $a = \frac{1}{|\Omega|} \int_\Omega u_0(x)dx$. Clearly $v_0 \in \mathcal{M}_c$, $u_0 = p(a, v_0)$, and $u(t) = p(a, v(t))$, $\forall t \geq 0$, where $u(t)$ and $v(t)$ are solutions of (4.3) with respect to initial data $u_0$ and $v_0$, respectively. The last relation implies that
\[
\lim_{t \to \infty} u(t) = p(a, 0) = \left( \frac{1}{|\Omega|} \int_\Omega u_0(x)dx \right) 1 \quad \text{in } L^2(\Omega) \text{ norm},
\]
which recovers the formula (4.4).

To show an application of Theorem 3.4 in the case $N > 1$ we consider the one phase Hele-Shaw problem in the whole space $\mathbb{R}^n$:
\[
\begin{cases}
\Delta u(x, t) = 0, & x \in \Omega(t), \ t > 0,
\frac{d}{dt} u(x, t) = -\kappa(x, t), & x \in \partial\Omega(t), \ t > 0,
V_n(x, t) = \frac{\partial u}{\partial n}(x, t), & x \in \partial\Omega(t), \ t > 0,
\end{cases}
\Omega(0) = \Omega_0, \tag{4.5}
\]
where for each $t > 0$, $\Omega(t)$ is an unknown domain in $\mathbb{R}^n$, $\Delta$ is the Laplacian in $n$ variables, $u = u(x, t)$ is an unknown function defined for $x \in \overline{\Omega(t)}$ and $t \geq 0$, $\kappa(\cdot, t)$ is the mean curvature of the boundary $\partial \Omega(t)$ of $\Omega(t)$, $V_n$ is the normal velocity of the free boundary $\partial \Omega(t)$, $n$ denotes the outward-pointing normal field of $\partial \Omega(t)$, and $\Omega_0$ is a given initial domain. As before we take the convention that for a convex domain the mean curvature of its boundary takes nonnegative values. For simplicity we only consider the case that $\Omega_0$ is a simple domain sufficiently close to a sphere.

The above problem has been intensively studied during the past fifty years. It has been proved that this problem is locally well-posed in Hölder and Sobolev spaces, cf. [6], [7], [18], [19] and references therein. Moreover, it has also been proved that if $\Omega_0$ is a small perturbation of a sphere, then the solution of the above problem exists for all $t \geq 0$ and $\Omega(t)$ converges to a sphere with same volume as $\Omega_0$ as $t \to \infty$, cf. [6], [20], [21] and references therein. In what follows we use Theorem 3.4 to give a more precise description of the local phase diagram of the above problem near radial stationary solutions.

Let $m$ be a positive integer $\geq 2$ and $0 < \mu < 1$. Let $\mathfrak{M} := \hat{S}^{m+\mu}(\mathbb{R}^n)$ and $\mathfrak{M}_0 := \hat{S}^{m+3+\mu}(\mathbb{R}^n)$. We know that $\mathfrak{M}$ and $\mathfrak{M}_0$ are Banach manifolds built on the Banach spaces $\hat{C}^{m+\mu}(\mathbb{S}^{n-1})$ and $\hat{C}^{m+3+\mu}(\mathbb{S}^{n-1})$, respectively, and $\hat{C}^{m+3+\mu}(\mathbb{S}^{n-1})$ is dense in $\hat{C}^{m+\mu}(\mathbb{S}^{n-1})$. The problem (4.5) can be reduced into a differential equation in the Banach manifold $\mathfrak{M}$. Indeed, for any $Q \in \mathfrak{M}_0 \subseteq \mathfrak{M}$ we use the standard local chart of $\mathfrak{M}$ at $Q$ to identify the tangent space $T_Q(\mathfrak{M})$ with the Banach space $\hat{C}^{m+\mu}(\partial Q)$. It follows that if $I \subseteq \mathbb{R}$ is an open interval and $\Omega : I \to \mathfrak{M}_0$ is a $C^1$ curve, then
\[
\Omega'(t) = V_n(\cdot, t) \quad \text{for } t \in I.
\]
Given $\Omega \in \mathfrak{M}_0$ we denote by $u_\Omega$ the unique solution of the following Dirichlet problem:
\[
\begin{cases}
\Delta u_\Omega = 0 & \text{in } \Omega, \\
u_\Omega = -\kappa_{\partial \Omega} & \text{on } \partial \Omega,
\end{cases}
\]
where $\kappa_{\partial \Omega}$ denotes the mean curvature of $\partial \Omega$. It is known that $u_\Omega \in \hat{C}^{m+\mu+1}(\overline{\Omega})$. Now introduce a vector field $\mathcal{F}$ in $\mathfrak{M}$ with domain $\mathfrak{M}_0$ as follows: For any $\Omega \in \mathfrak{M}_0$ we define
\[
\mathcal{F}(\Omega) = \partial_n u_\Omega|_{\partial \Omega} \in \hat{C}^{m+\mu}(\partial \Omega) = T_\Omega(\mathfrak{M}).
\]
It follows that the problem (4.5) reduces into the following initial value problem of a differential equation in the Banach manifold $\mathfrak{M}$:
\[
\begin{cases}
\Omega'(t) = \mathcal{F}(\Omega(t)), & t > 0, \\
\Omega(0) = \Omega_0.
\end{cases}
\tag{4.6}
\]
Given \( Q \in \mathcal{M}_0 \), let \((\mathcal{U}, \varphi)\) be a regular local chart of \( \mathcal{M} \) at \( Q \) with smooth base hypersurface \( S \) (so that \( \mathcal{O} := \varphi(\mathcal{U}) \) is an open subset of \( X := \hat{C}^{m+\mu}(S) \)), and \( \mathcal{U}_0 \subseteq \mathcal{U} \) a neighborhood of \( Q \) in \( \mathcal{M}_0 \) such that \((\mathcal{U}_0, \varphi|_{\mathcal{U}_0})\) is a local chart of \( \mathcal{M}_0 \) at \( Q \) (so that \( O_0 := \varphi(\mathcal{U}_0) \) is an open subset of \( X_0 := \hat{C}^{m+3+\mu}(S) \)). Let \( F : O_0 \to X \) be representation of \( \mathcal{F} \) in this local chart, i.e.,
\[
F(u) = \varphi'(\varphi^{-1}(u))\mathcal{F}(\varphi^{-1}(u)), \quad \forall u \in O_0.
\]
Then representation of the problem (4.6) in the neighborhood \( \mathcal{U} \) of \( Q \) in \( \mathcal{M} \) is the following initial value problem in the Banach space \( X = \hat{C}^{m+\mu}(S) \):
\[
\begin{cases}
u'(t) = F(u(t)), & t > 0, \\ u(0) = u_0,
\end{cases}
\]
where \( u(t) = \varphi(\Omega(t)) \) and \( u_0 = \varphi(\Omega_0) \).

From references [18]–[21] we know that \( F \in C^\infty(O_0, X) \), and for any \( u \in O_0 \), \( F'(u) \) is a sectorial operator in \( X \) with domain \( X_0 \) and the graph norm of \( \text{Dom} F'(u) = X_0 \) is equivalent to the norm of \( X_0 \).

Hence the equation \( \Omega' = \mathcal{F}(\Omega) \) is a parabolic differential equation in the Banach manifold \( \mathcal{M} \). Moreover, it is easy to check that the vector field \( \mathcal{F} \) is invariant under the translation group action \((G_{\mu}, p)\), and quasi-invariant under the dilation group action \((G_{dt}, q)\) with quasi-invariant factor \( \theta(\lambda) = \lambda^{-3}, \lambda > 0 \). The discussion in Section 2 shows that these Lie group actions satisfy the conditions (L1)–(L8). Concerning the other conditions in Theorem 3.4, we have the following preliminary result:

**Lemma 4.1** Let \( Q = B(0, 1) \) and \( S = S^{n-1} \) (so that \( X = \hat{C}^{m+\mu}(S^{n-1}) \) and \( X_0 = \hat{C}^{m+3+\mu}(S^{n-1}) \)). We have the following assertions:

1. \( F'(0)\eta = \frac{1}{n-1}\Delta_\omega D\eta + D\eta \), where \( D \) is the Dirichlet-Neumann operator on the sphere \( S^{n-1} \).

2. \( \sigma(F'(0)) = \{0\} \cup \{\mu_k : k = 2, 3, \ldots\} \), where \( \mu_k = -\frac{k(k-1)(k+n-1)}{n-1} \), \( k = 2, 3, \ldots \).

3. \( \text{Ker} F'(0) = \text{span}\{1, Y_{11}(\omega), Y_{12}(\omega), \ldots, Y_{1n}(\omega)\} \), where \( Y_{11}(\omega), Y_{12}(\omega), \ldots, Y_{1n}(\omega) \) are the basis of the linear space of first-order sphere harmonics. Hence \( \dim \text{Ker} F'(0) = n + 1 \).

4. \( \text{Range} F'(0) \) is closed, and \( X = \text{Ker} F'(0) \oplus \text{Range} F'(0) \).

**Proof.** The proof is similar to those of Lemma 6.3, Corollary 6.4 and Lemma 6.7 in the next section (cf. also [20], [21] for similar discussion). To save spaces we omit it here. \( \square \)

The above lemma shows that Theorem 3.4 applies to the equation (4.6). Hence, by applying Theorem 3.4 we get the following result:

**Theorem 4.2** Let \( \mathcal{M}_c \) be the \((n+1)\)-dimensional submanifold of \( \mathcal{M}_0 \) consisting of all spheres in \( \mathbb{R}^n \). We have the following assertions:

1. There is a neighborhood \( \mathcal{O} \) of \( \mathcal{M}_c \) in \( \mathcal{M}_0 \) such that for any \( \Omega_0 \in \mathcal{O} \), the initial value problem (4.6) has a unique solution \( \Omega \in C((0, \infty), \mathcal{M}_0) \cap C^1((0, \infty), \mathcal{M}_0) \).

2. There exists a submanifold \( \mathcal{M}_s \) of \( \mathcal{M}_0 \) of codimension \( n+1 \) passing \( \Omega_s = B(0, 1) \) such that for any \( \Omega_0 \in \mathcal{M}_s \), the solution of the problem (4.6) satisfies \( \lim_{t \to \infty} \Omega(t) = \Omega_s \) and, conversely, if the solution of (4.6) satisfies this property then \( \Omega_0 \in \mathcal{M}_s \).

3. For any \( \Omega_0 \in \mathcal{O} \) there exist unique \( x_0 \in \mathbb{R}^n \), \( R > 0 \) and \( Q_0 \in \mathcal{M}_s \) such that \( \Omega_0 = x_0 + RQ_0 \) and, for the solution \( \Omega = \Omega(t) \) of (4.6), we have
\[
\lim_{t \to \infty} \Omega(t) = B(x_0, R).
\]
Remark. From the conservation $|\Omega(t)| = |\Omega_0|$ ($\forall t \geq 0$) we see that $R = \sqrt{|\Omega_0|}/\omega_n$, where $\omega_n$ denotes the volume of the $n$-dimensional unit sphere. However, how to compute $x_0$ is unknown.

5 An obstacle problem

In this section we study the obstacle problem (1.6). The purpose is through a such study to prove that for the solution $(\sigma, \pi_0)$ of the boundary value problem

\[
\begin{cases}
\Delta \sigma = f(\sigma) & \text{in } \Omega, \\
-\Delta \pi_0 = g(\sigma) & \text{in } \Omega, \\
\sigma = 1 & \text{on } \partial \Omega, \\
\pi_0 = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where $f, g$ are the discontinuous functions given in (1.5) (with $\lambda = 1$), the mapping $\Omega \mapsto \partial_n \pi_0|_{\partial \Omega}$ from a neighborhood of a sphere in $M_0 := D^{m+3+\mu}(R^3) \subseteq M := D^{m+\mu}(R^3)$ to $T_{SM_0}(M)$ is smooth (i.e., representation of this mapping in some regular local chart of $M$ at every sphere is smooth), where $\partial_n$ denotes the derivative in the outward normal direction $n$ of $\partial \Omega$. This result will be used in the next section to study the free boundary problem (1.3). We note that since the functions $f, g$ are discontinuous, such a result apparently looks unbelievable.

We point out that although here we only consider the three dimension case, a similar discussion also works for general dimension $n \geq 2$ case; in order to do so the discussion in [9] must be first extended, which is not hard.

Let $m$ be a positive integer, $m \geq 2$, and $0 < \mu < 1$. Let $\Omega \in D^{m+\mu}(R^3)$ be given. It is easy to see that the obstacle problem (1.6) is equivalent to the following boundary value problem with discontinuous function $f(\sigma) = \sigma H(\sigma - \hat{\sigma})$:

\[
\begin{cases}
\Delta \sigma = f(\sigma) & \text{in } \Omega, \\
\sigma = 1 & \text{on } \partial \Omega.
\end{cases}
\]

Since $0 < \hat{\sigma} < 1$, it is clear that $\underline{\sigma} = \hat{\sigma}$ and $\overline{\sigma} = 1$ are lower and upper solutions of this problem, respectively, so that by the upper and lower solution method\textsuperscript{3}, the above problem has a solution $\sigma$ satisfying the following conditions:

\[\hat{\sigma} \leq \sigma(x) \leq 1 \text{ for } x \in \Omega, \quad \text{and } \sigma \in W^{2,p}(\Omega) \text{ for any } 1 \leq p < \infty.\]

Moreover, applying the regularity theory for elliptic boundary value problems we easily see that $\sigma$ has also the following properties: Letting $\Omega_{liv}$ and $\Omega_{nec}$ be as defined in Section 1, i.e., $\Omega_{liv} = \{ x \in \Omega : \sigma(x) > \hat{\sigma} \}$ and $\Omega_{nec} = \text{int}\{ x \in \Omega : \sigma(x) = \hat{\sigma} \}$, then

\[\sigma \in C^\infty(\Omega_{liv} \cup \Omega_{nec}) \quad \text{and} \quad \sigma \in C^{m+\mu}(\Omega_{liv} \cup \partial \Omega).\]

The last property is implied by the condition that $\partial \Omega$ is of $C^{m+\mu}$-class, the fact that $f(\sigma)$ is smooth for $\sigma \in (\hat{\sigma}, \infty)$ and the condition $\sigma = 1$ on $\partial \Omega$. Note that since $f$ is a nondecreasing function, the solution of the problem (5.2) is unique. In what follows we prove that if $\Omega$ is a small perturbation of a sphere, the interface $\Gamma = \partial \Omega_{liv} \cap \Omega_{nec}$ is smooth and the mapping $\partial \Omega \to \Gamma$ is smooth.

\textsuperscript{3}Note that discontinuity of the function $f$ does not produce an essential obstacle for validity of the upper and lower solution method, because this difficulty can be easily overcome through a mollification process.
We begin by rewriting the problem (5.2) into an equivalent problem which is easier to treat. We first recall (cf. [7]) that if \( \Omega = B(0, R) \) for some \( R > 0 \), then the unique solution of the problem (5.2) is a radial function, given by \( \sigma(x) = U(|x|, R) \), where \( U(r, R) = R \sinh r/r \sinh R \) for \( R < R^* \) and
\[
U(r, R) = \begin{cases} 
\hat{\sigma} \frac{\sinh(r - K) + K \cosh(r - K)}{r} & \text{for } K \leq r \leq R \\
\hat{\sigma} & \text{for } r < K
\end{cases}
\]
for \( R > R^* \), where \( R^* \) is the unique positive number solving the equation \( \sinh(R^*)/R^* = 1/\hat{\sigma} \), and for \( R > R^* \), \( K = K(R) \) is the unique solution of the following equation in the interval \((0, R)\):
\[
\sinh(r - K) + K \cosh(r - K) = \frac{R}{\hat{\sigma}}.
\]
Given \( R > R^* \) and \( \rho, \eta \in C^{2+\mu}(S^2) \) (0 \( \mu \) \( 1 \)) with \( \|\rho\|_{C^{2+\mu}(S^2)} \) and \( \|\eta\|_{C^{2+\mu}(S^2)} \) sufficiently small, we denote
\[
\Omega_\rho = \{ x \in \mathbb{R}^3 : r < R[1 + \rho(\omega)] \}, \quad D_{\rho, \eta} = \{ x \in \mathbb{R}^3 : K[1 + \eta(\omega)] < r < R[1 + \rho(\omega)] \},
\]
\[
S_\rho = \{ x \in \mathbb{R}^3 : r = R[1 + \rho(\omega)] \}, \quad \text{and } \Gamma_\eta = \{ x \in \mathbb{R}^3 : r = K[1 + \eta(\omega)] \}.
\]
Moreover, let \( \sigma_\rho \) be the solution of the problem (5.2) for \( \Omega = \Omega_\rho \). The equivalent problem mentioned above is as follows:
\[
\begin{align*}
\Delta \sigma &= \sigma & \text{in } D_{\rho, \eta}, \\
\sigma &= 1 & \text{on } S_\rho, \\
\sigma &= \hat{\sigma} & \text{on } \Gamma_\eta, \\
\partial_r \sigma &= 0 & \text{on } \Gamma_\eta,
\end{align*}
\]
Equation (5.4)

where \( \partial_r \) denotes the derivative in radial direction. Later on we shall also use the following abbreviations:
\[
D = D_{0,0} = B(0, R) \setminus B(0, K), \quad S_0 = \partial B(0, R), \quad \text{and } \Gamma_0 = \partial B(0, K).
\]

**Lemma 5.1** For \( \rho, \eta \in C^{2+\mu}(S^2) \) (0 \( \mu \) \( 1 \)) with \( \|\rho\|_{C^{2+\mu}(S^2)} \) and \( \|\eta\|_{C^{2+\mu}(S^2)} \) sufficiently small, if \( \Omega = \Omega_\rho \) and \( \Gamma = \Gamma_\eta \) then the problem (5.2) is equivalent to the problem (5.4).

**Proof.** Let \( \nu \) be the outward unit normal field of the inner part boundary \( \Gamma_\eta \) of \( D_{\rho, \eta} \). It is easy to see that under the assumption \( \rho, \eta \in C^{2+\mu}(S^2) \), \( \Omega = \Omega_\rho \) and \( \Gamma = \Gamma_\eta \), the problem (5.2) is equivalent to the following problem:
\[
\begin{align*}
\Delta \sigma &= \sigma & \text{in } D_{\rho, \eta}, \\
\sigma &= 1 & \text{on } S_\rho, \\
\sigma &= \hat{\sigma} & \text{on } \Gamma_\eta, \\
\partial_r \sigma &= 0 & \text{on } \Gamma_\eta.
\end{align*}
\]
Equation (5.5)

That is, if \( \sigma \) is a solution of (5.2) for \( \Omega = \Omega_\rho \) and its free boundary \( \Gamma \) has the form \( \Gamma = \Gamma_\eta \) with \( \eta \in C^{2+\mu}(S^{n-1}) \), then the restriction of \( \sigma \) to \( \partial D_{\rho, \eta} \) is a solution of (5.5); conversely, if \( \sigma \) is a solution of (5.5) then by extending it into the whole domain \( \Omega = \Omega_\rho \) such that it identically takes the value \( \hat{\sigma} \) in \( \Omega \setminus \partial D_{\rho, \eta} \), then after such extension \( \sigma \) is a solution of (5.2). The condition \( \sigma = \hat{\sigma} \) on \( \Gamma_\eta \) implies \( \nabla_\omega \sigma(\eta(\omega), \omega) = -\partial_r \sigma(\eta(\omega), \omega) \nabla_\omega \eta(\omega) \) for \( \omega \in S^{n-1} \). Since \( \nu = [\omega - (1/r) \nabla_\omega \eta(\omega)]/\sqrt{1 + (1/r^2) \nabla_\omega \eta(\omega)^2} \) \( r=\eta(\omega) \) and \( \nabla \sigma = (\partial_r \sigma) \omega + (1/r) \nabla_\omega \sigma \), so that
\[
\partial_r \sigma \big|_{r=\eta(\omega)} = \frac{\partial_r \sigma - (1/r^2) \nabla_\omega \eta(\omega) \cdot \nabla_\omega \sigma}{\sqrt{1 + (1/r^2) \nabla_\omega \eta(\omega)^2}} \big|_{r=\eta(\omega)},
\]
we see that the condition $\sigma = \hat{\sigma}$ on $\Gamma_\eta$ implies $\partial_r \sigma |_{r=\eta(\omega)} = \sqrt{1 + (1/r^2)|\nabla \omega(\omega)|^2} \partial_r \sigma |_{r=\eta(\omega)}$. Hence the problems (5.4) and (5.5) are equivalent. This proves the desired assertion. □

The main result of this section is the following theorem:

**Theorem 5.2** For any $R > R^*$, integer $m \geq 2$ and $0 < \mu < 1$ there exists corresponding $\delta > 0$ such that for any $\rho \in C^{m+\mu}(\mathbf{S}^2)$ with $\|\rho\|_{C^{m+\mu}(\mathbf{S}^2)} < \delta$, the problem (5.4) has a unique solution $(\sigma, \eta)$ with $\eta \in C^\infty(\mathbf{S}^2)$ and $\sigma \in C^{m+\nu}(\overline{D}_{\rho, \eta}) \cap C^\infty(\overline{D}_{\rho, \eta}\setminus S_0)$, and the mapping $\rho \mapsto \eta$ from the open set $\|\rho\|_{C^{m+\mu}(\mathbf{S}^2)} < \delta$ in $C^{m+\mu}(\mathbf{S}^2)$ to $C^\infty(\mathbf{S}^2)$ is smooth.

**Proof.** We know that $C^\infty(\mathbf{S}^2)$ with the family of seminorms $\left\{ \| \cdot \|_{C^{0}(\mathbf{S}^2)} \right\} \cup \left\{ \| \cdot \|_{C^{m+\nu}(\mathbf{S}^2)} \right\}_{m=1}^\infty$ is a tame Frechét space. We also regard the Banach space $C^{m+\mu}(\mathbf{S}^2)$ as a tame Frechét space. Let $R > R^*$ be given and set $K = K(R)$. For sufficiently small $\delta, \delta' > 0$ we denote

$$O_\delta = \{ \rho \in C^{m+\mu}(\mathbf{S}^2) : \|\rho\|_{C^{m+\mu}(\mathbf{S}^2)} < \delta \}, \quad O_{\delta'} = \{ \eta \in C^\infty(\mathbf{S}^2) : \|\eta\|_{C^{2+\nu}(\mathbf{S}^2)} < \delta' \};$$

they are open subsets of $C^{m+\mu}(\mathbf{S}^2)$ and $C^\infty(\mathbf{S}^2)$, respectively. We define a map $A : O_\delta \times O_{\delta'} \subseteq C^{m+\mu}(\mathbf{S}^2) \times C^\infty(\mathbf{S}^2) \to C^\infty(\mathbf{S}^2)$ as follows: Given $\rho \in O_\delta$ and $\eta \in O_{\delta'}$, let $\sigma = (r, w, \rho; \eta)$ be the unique solution of the equations (5.4)1, (5.4)2 and (5.4)4, and define

$$A(\rho, \eta) = [\omega \mapsto \sigma(K[1 + \eta(\omega)], \omega; \rho, \eta) - \hat{\sigma}, \omega] \in \mathbf{S}^2].$$

Clearly $A(0, 0) = 0$. Moreover, $A$ is a smooth tame map. To prove this assertion we choose a function $\phi \in C^\infty[K, R]$ such that it satisfies the following conditions:

$$0 \leq \phi \leq 1; \quad \phi(R) = \phi(K) = 1; \quad \phi(t) = 0 \text{ for } \frac{3}{4}K + \frac{1}{4}R \leq t \leq \frac{1}{4}K + \frac{3}{4}R; \quad \phi'(t) \leq 0 \text{ for } K \leq t < \frac{2}{4}K + \frac{1}{4}R; \quad \phi'(t) \geq 0 \text{ for } \frac{1}{4}K + \frac{3}{4}R \leq t \leq R.$$

Let $M_0 = \max_{K \leq t \leq R} |\phi'(t)|$ and assume $\delta, \delta'$ are small enough such that $\delta < (1 + M_0R)^{-1}$, $\delta' < (1 + M_0K)^{-1}$ and $\max\{\delta, \delta'\} < \frac{1}{2}R - \frac{K}{3R + K}$. Consider the variable transformation $y = \Psi_{\rho, \eta}(x)$ from $\overline{D}_{\rho, \eta}$ to $\overline{D}$, where for $x \in \overline{D}_{\rho, \eta},$

$$\Psi_{\rho, \eta}(x) = \begin{cases} x - R\rho(\omega)\phi\left(\frac{r}{1 + \rho(\omega)}\right)\omega & \text{if } r \geq \frac{1}{2}(K + R), \\ x - K\rho(\omega)\phi\left(\frac{r}{1 + \rho(\omega)}\right)\omega & \text{if } r < \frac{1}{2}(K + R). \end{cases} \quad (5.6)$$

It is easy to see that $\Psi_{\rho, \eta}$ is a $C^{m+\mu}$ diffeomorphism from $\overline{D}_{\rho, \eta}$ onto $\overline{D}$. Moreover, denoting

$$E_\eta = \{ x \in \mathbf{R}^3 : K[1 + \eta(\omega)] < r < \frac{1}{2}(K + R) \}, \quad E = \{ x \in \mathbf{R}^3 : K < r < \frac{1}{2}(K + R) \},$$

we see that the restriction of $\Psi_{\rho, \eta}$ on $\overline{E}_\eta$ is a $C^\infty$-diffeomorphism from $\overline{E}_\eta$ onto $\overline{E}$, due to the facts that $\eta \in C^\infty(\mathbf{S}^2)$ and that this restriction is independent of $\rho$. Because of the latter property, we re-denote the restriction of $\Psi_{\rho, \eta}$ on $\overline{E}_\eta$ as $\Psi_\eta$, and denote by $\psi_\eta$ the restriction of $\Psi_\eta$ to $\Gamma_\eta$, which is clearly a $C^\infty$-diffeomorphism from $\Gamma_\eta$ onto $\Gamma_0$. Now define operators $\mathcal{A}(\rho, \eta) : C^{m+\mu}(\overline{D}) \cap C^\infty(\overline{E}) \to C^{m+\mu}(\overline{D}) \cap C^\infty(\overline{E})$ and $\mathcal{M}(\eta) : C^\infty(\overline{E}) \to C^\infty(\Gamma_0)$ respectively as follows:

$$\mathcal{A}(\rho, \eta)u = [\Delta(u \circ \Psi_{\rho, \eta})] \circ \Psi^{-1}_{\rho, \eta} \text{ for } u \in C^{m+\mu}(\overline{D}) \cap C^\infty(\overline{E}),$$

$$\mathcal{M}(\eta)u = [\partial_r(u \circ \Psi_\eta)|_{\Gamma_\eta}] \circ \psi^{-1}_\eta \text{ for } u \in C^\infty(\overline{E}).$$
Let $u = \sigma \circ \Psi_{\rho,\eta}^{-1}$. After the variable transformation $x \mapsto \Psi_{\rho,\eta}(x)$, the problem (5.4) transforms into the following problem:

\[
\begin{cases}
\mathcal{A}(\rho, \eta) u = u & \text{in } D, \\
u = 1 & \text{on } S_0, \\
\mathcal{N}(\eta) u = 0 & \text{on } \Gamma_0.
\end{cases}
\] (5.7)

Note that for any integer $k \geq 2$, if we denote $O_\delta = \{ \eta \in C^{k+\mu}(S^2) : \| \eta \|_{C^{k+\mu}(S^2)} < \delta \}$, then

\[
\begin{align*}
[(\rho, \eta) \mapsto \mathcal{A}(\rho, \eta)] & \in C^\infty(O_\delta \times O_{\delta'}, L(C^{m+\mu}(\overline{D}) \cap C^{k+\mu}(E), C^{m-2+\mu}(\overline{D}) \cap C^{k-2+\mu}(E))), \\
[\eta \mapsto \mathcal{N}(\eta)] & \in C^\infty(O_{\delta'}, L(C^{k+\mu}(E), C^{k-1+\mu}(\Gamma))).
\end{align*}
\] (5.8)

From these properties and the standard theory for elliptic boundary value problems we easily see that the solution map $(\rho, \eta) \mapsto u$ of the problem (5.7) is a smooth tame map (cf. Theorem 3.3.1 in Part II of [28]): For any integer $k \geq 2$, (5.9)

\[
[(\rho, \eta) \mapsto u] \in C^\infty(O_\delta \times O_{\delta'}, C^{m+\mu}(\overline{D}) \cap C^{k+\mu}(E)),
\]

and for $k \geq m$ (cf. Lemma 3.3.2 in Part II of [28]),

\[
\| u \|_{C^{m+\mu}(\overline{D})} + \| u \|_{C^{k+\mu}(E)} \leq C_k(1 + \| \eta \|_{C^{k+\mu}(S^2)})
\]

for some constant $C_k > 0$, and similarly for any order Frechét derivatives of $u$ in $(\rho, \eta)$. Since

\[
A(\rho, \eta) = \left[ \omega \mapsto u(K\omega) - \sigma, \omega \in S^2 \right],
\]

the desired assertion immediately follows.

Now, a simple computation shows that for $\rho \in O_\delta$, $\eta \in O_{\delta'}$, and $\zeta \in C^\infty(S^2)$, $\partial_\eta A(\rho, \eta) \zeta = [\omega \mapsto u(K[1 + \eta(\omega)]\omega; \rho, \eta), \omega \in S^2]$, where $u = u(\cdot; \rho, \eta)$ is the solution of the following problem:

\[
\Delta u = u \text{ in } D_{\rho,\eta}, \quad u = 0 \text{ on } S_\rho, \quad \partial_\nu u = -K\partial^2_\nu \sigma|_{\Gamma_{\rho,\eta}} \text{ on } \Gamma_{\rho,\eta}.
\]

If $\rho = 0$ and $\eta = 0$ then $\sigma = U(r, R)$, so that $\partial^2_\nu \sigma(0, 0)|_{\Gamma_{\rho,\eta}} = \partial^2_\nu U(K, R) = U(K, R) = \hat{\sigma}$. We now choose $\delta, \delta' > 0$ sufficiently small such that for all $\rho \in O_\delta$ and $\eta \in O_{\delta'}$ there hold $(1/2)\hat{\sigma} \leq \partial^2_\nu \sigma(\cdot; \rho, \eta)|_{\Gamma_{\rho,\eta}} \leq 2\hat{\sigma}$. Then for any $\rho \in O_\delta$ and $\eta \in O_{\delta'}$ the operator $\partial_\eta A(\rho, \eta)$ is invertible, with

\[
[\partial_\eta A(\rho, \eta)]^{-1} \xi = -\frac{\partial_\nu v(\cdot; \rho, \eta)}{K\partial^2_\nu \sigma(\cdot; \rho, \eta)} \bigg|_{\Gamma_{\rho,\eta}}, \quad \forall \xi \in C^\infty(S^{n-1}),
\]

where $v = v(\cdot; \rho, \eta)$ is the solution of the following problem:

\[
\Delta v = v \text{ in } D_{\rho,\eta}, \quad v = 0 \text{ on } S_\rho, \quad v = \xi \text{ on } \Gamma_{\rho,\eta}.
\]

Similarly as before we can prove the map $(\rho, \eta, \xi) \mapsto [\partial_\eta A(\rho, \eta)]^{-1} \xi$ is tame. Hence, by the Nash-Moser implicit function theorem (cf. Theorem 3.3.1 in Part III of [28]) we conclude that for any $\rho \in O_\delta$ there exists $\eta \in O_{\delta'}$ such that it is the unique solution of the equation $A(\rho, \eta) = 0$ in $O_{\delta'}$, and the map $\rho \mapsto \eta$ from $O_\delta \subseteq C^{m+\mu}(S^2)$ to $O_{\delta'} \subseteq C^\infty(S^2)$ is a smooth tame map. This shows that for any $\rho \in C^{m+\mu}(S^2)$ with $\| \rho \|_{C^{m+\mu}(S^2)} < \delta$, the free boundary $\Gamma_\rho$ is smooth and the mapping $\rho \mapsto \eta$ is also smooth. Having proved smoothness of the free boundary $\Gamma_\eta$, the assertion $\sigma \in C^{m+\mu}(\overline{D}_{\rho,\eta}) \cap C^\infty(\overline{D}_{\rho,\eta}\setminus S_\rho)$ follows immediately. \hfill $\square$
Remark. The reader might argue why we don’t use the usual implicit function theorem, i.e., the implicit function theorem in Banach spaces, to get a simpler proof. The reason is that all our such efforts failed, despite that they are only for the purpose to get a weaker result that \( \eta \) and \( \rho \mapsto \eta \) are finite-order smooth.

Next we consider the problem (5.1). Let \( \delta \) and \( O_\delta \) be as in the proof of Theorem 5.2. Given \( \rho \in O_\delta \), we first solve the problem (5.1)_1, (5.1)_3 and next substitute the solution \( \sigma \) into (5.1)_2 and take (5.1)_4 into account. Then we obtain the following elliptic boundary value problem:

\[
\begin{cases}
-\Delta \pi_0 = g(\sigma) & \text{in } \Omega, \\
\pi_0 = 0 & \text{on } \partial \Omega.
\end{cases}
\]  

By applying the standard theory for elliptic boundary value problems and using the properties of \( \sigma \) in (5.3), we see the above problem has a unique solution satisfying the following properties:

\[
\pi_0 \in W^{2,p}(\Omega) \ (\forall p \in [1, \infty)), \quad \pi_0 \in C^\infty(\Omega_{liv} \cup \Omega_{neu}) \quad \text{and} \quad \pi_0 \in C^{m+\mu}(\Omega_{liv} \cup \partial \Omega). \tag{5.11}
\]

It follows that \( \partial_n \pi_0 \big|_{\partial \Omega} \in C^{m-1+\mu}(\partial \Omega) \), where \( n \) denotes the unit outward normal field of \( \partial \Omega \). In this way we obtain a map \( F_0 : O_\delta \subseteq C^{m+\mu}(\mathbb{S}^2) \rightarrow C^{m-1+\mu}(\mathbb{S}^2) \) defined as follows: For any \( \rho \in O_\delta \),

\[
F_0(\rho) = [\omega \mapsto \partial_n \pi_0(R[1 + \rho(\omega)], \omega), \omega \in \mathbb{S}^2].
\]

Our next goal of this section is to prove the following result:

**Lemma 5.3** \( F_0 \in C^\infty(O_\delta, C^{m-1+\mu}(\mathbb{S}^2)) \).

**Proof.** From the proof of Theorem 5.2 we easily see that not only the map \( \rho \mapsto \eta \) is tame, but also the map \( \rho \mapsto \sigma|_{\delta} \) from \( O_\delta \subseteq C^{m+\mu}(\mathbb{S}^2) \) to \( C^\infty(\delta) \) is tame. Let \( D_{\rho, \eta}, S_\rho \) and \( \Gamma_\eta \) be as before and set

\[
B_\eta = \{ x \in \mathbb{R}^3 : r < K[1 + \eta(\omega)] \}, \quad B_0 = B(0, K).
\]

Then (5.10) can be rewritten as the following equivalent problem:

\[
\begin{cases}
-\Delta \pi_0 = a(\sigma - \sigma_0) - b & \text{in } D_{\rho, \eta}, \\
-\Delta \pi_0 = -b & \text{in } B_\eta, \\
\pi_0 = 0 & \text{on } S_\rho, \\
\pi_0, \partial_n \pi_0 \text{ are continuous across } \Gamma_\eta,
\end{cases}
\]  

where \( \nu \) is as before (note that it is also the inward unit normal field of the boundary \( \Gamma_\eta \) of \( B_\eta \)). Let \( \Psi_{\rho, \eta}, \Psi, \psi, \omega(\rho, \eta), u \) be as in the proof of Theorem 5.2 and define

\[
\mathcal{B}(\eta)u = [\partial_n (u \circ \Psi_\eta)|_{\Gamma_\eta}] \circ \psi^{-1} \quad \text{for } u \in C^\infty(\delta).
\]

Choose another smooth function \( \phi_1 \in C^\infty[0, K] \) such that it satisfies the following conditions:

\[
0 \leq \phi_1 \leq 1; \quad \phi_1' \geq 0; \quad \phi_1(t) = 0 \text{ for } 0 \leq t \leq \frac{1}{2}K; \quad \phi_1(K) = 1.
\]

Let \( M_1 = \max_{0 \leq t \leq K} |\phi_1'(t)| \) and assume \( \delta' > 0 \) is small enough such that in addition to the conditions appearing in the proof of Lemma 5.1 we have also \( \delta' < (1 + M_1 K)^{-1} \). Let \( \Psi_{\eta} : \overline{B}_\eta \rightarrow \overline{B}_0 \) be as follows:

\[
\Psi_{\eta}^1(x) = x - K\eta(\omega)\phi_1\left(\frac{r}{1 + \eta(\omega)}\right)\omega \quad \text{for } x \in \overline{B}_\eta.
\]  
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Define $A_1(\eta) : C^\infty(B_0) \to C^\infty(B_0)$ and $B_1(\eta) : C^\infty(B_0) \to C^\infty(\Gamma_0)$ respectively as follows:

$$A_1(\eta)u = [\Delta(u \circ \psi_1^\eta)] \circ (\psi_1^\eta)^{-1} \quad \text{for } u \in C^\infty(B_0),$$

$$B_1(\eta)u = [\partial_\nu(u \circ \psi_1^\eta)|_{\Gamma_0}] \circ (\psi_1^\eta)^{-1} \quad \text{for } u \in C^\infty(B_0),$$

where $\psi_1^\eta = \psi_1^\eta|_{\Gamma_0}$. Let $v = \pi_0|_{\partial B_0} \circ \psi_1^{-1} \eta$ and $v_1 = \pi_0|_{\partial B_0} \circ (\psi_1)^{-1}$. After the variable transformation $x \mapsto \psi_1(x)$ (for $x \in \partial B_0$) and $x \mapsto \psi_1(x)$ (for $x \in B_0$), the problem (5.12) transforms into the following problem:

$$\begin{cases}
-\mathcal{A}(\rho, \eta)v = a(u - \tilde{u}) - b & \text{in } D, \\
\mathcal{A}_1(\eta)v_1 = b & \text{in } B_0, \\
v = 0 & \text{on } S_0, \\
v = v_1 & \text{on } \Gamma_0,
\end{cases}$$

(5.14)

Lemma 5.3 is an immediate consequence of Theorem 5.2 and the following preliminary result:

**Lemma 5.4** Let $\delta, \delta', O_0$ be as in the proof of Theorem 5.2 and set $O_0' = \{ \eta \in C^{m+\mu}(S^2) : ||\eta||_{C^{m+\mu}(S^2)} < \delta' \}$. Given $(\rho, \eta, u) \in O'_0 \times O'_0 \times C^{m+\mu}(\mathcal{D})$, the problem (5.14) has a unique solution $(u, v_1) \in C^{m+\mu}(\mathcal{D}) \times C^{m+\mu}(\mathcal{B}_0)$, and the solution map $(\rho, \eta, u) \mapsto (v, v_1)$ from $O'_0 \times O'_0 \times C^{m+\mu}(\mathcal{D}) \subseteq C^{m+\mu}(S^2) \times C^{m+\mu}(S^2) \times C^{m+\mu}(\Gamma_0 \cup \mathcal{B}_0)$ to $C^{m+\mu}(\mathcal{D}) \times C^{m+\mu}(\mathcal{B}_0)$ is smooth.

**Proof.** We first note that for $\Omega = B(0, R)$ with $R > R^*$, the unique solution of the problem (5.10) is given by $\pi_0 = V(r, R)$, where

$$V(r, R) = \begin{cases}
D\left(\frac{1}{R} - \frac{1}{r}\right) - \frac{1}{6}(a\tilde{u} + b)(R^2 - r^2) - a \int_r^R \int_0^R U(\eta, R)\left(\frac{\eta}{\xi}\right)^2 d\eta d\xi & \text{for } K \leq r \leq R, \\
C + \frac{b}{6}r^2 & \text{for } r < K,
\end{cases}$$

where $U(r, R)$ and $K = K(R)$ are as before, and $C, D$ are constants such that the relations $V(K^+, R) = V(K^-, R)$ and $\partial_r V(K^+, R) = \partial_r V(K^-, R)$ hold; in particular,

$$D = -\frac{1}{3}a\tilde{u}K^3 - a \int_K^R U(\eta, R)\eta^2 d\eta.$$

(cf. Lemmas 3.1 and 3.2 of [1]).

Given $(\rho, \eta, u, \xi) \in O'_0 \times O'_0 \times C^{m+\mu}(\mathcal{D}) \times C^{m+\mu}(\Gamma_0)$, we consider the following two elliptic boundary value problems:

$$\begin{cases}
-\mathcal{A}(\rho, \eta)v = a(u - \tilde{u}) - b & \text{in } D, \\
v = 0 & \text{on } S_0, \\
v = \xi & \text{on } \Gamma_0,
\end{cases}$$

$$\mathcal{A}_1(\eta)v_1 = b \quad \text{in } B_0,$$

$$\mathcal{A}_1(\eta)v_1 = \xi \quad \text{on } \Gamma_0.$$  

(5.15)

Clearly, these problems have unique solutions $v \in C^{m+\mu}(\mathcal{D})$ and $v_1 \in C^{m+\mu}(\mathcal{B}_0)$, respectively. Define $\mathcal{D}(\rho, \eta) : C^{m+\mu}(\Gamma_0) \to C^{m+1+\mu}(\Gamma_0)$ and $\mathcal{A}_1(\eta) : C^{m+\mu}(\Gamma_0) \to C^{m+\mu}(\Gamma_0)$ respectively as follows:

$$\mathcal{D}(\rho, \eta)\xi = \mathcal{D}(\eta)v, \quad \mathcal{A}_1(\eta)\xi = \mathcal{A}_1(\eta)v_1 \quad \text{for } \xi \in C^{m+\mu}(\Gamma_0).$$

The problem (5.14) is equivalent to the following problem: Find $\xi \in C^{m+\mu}(\Gamma_0)$ such that

$$\mathcal{D}(\rho, \eta)\xi = \mathcal{A}_1(\eta)\xi.$$

(5.16)
We introduce a mapping \( G : O'_\delta \times O''_\delta \times C^{m+\mu}(\overline{D}) \times C^{m+\mu}(\Gamma_0) \to C^{m-1+\mu}(\Gamma_0) \) by defining

\[
G(\rho, \eta, u, \xi) = G(\rho, \eta) \xi - \mathcal{P}_1(\eta)\xi \quad \text{for} \quad \rho \in O'_\delta, \quad \rho \in O''_\delta, \quad \xi \in C^{m+\mu}(\Gamma_0).
\]

It is clear that \( G \in C^\infty(O'_\delta \times O''_\delta \times C^{m+\mu}(\overline{D}) \times C^{m+\mu}(\Gamma_0), C^{m-1+\mu}(\Gamma_0)) \), and

\[
G(0, 0, u_0, \xi_0) = 0,
\]

where \( u_0 = U(r, R) \) and \( \xi_0 \) represents the following constant function in \( \Gamma_0 \): \( \xi_0(x) = V(K, R) \) for \( x \in \Gamma_0 \).

A simple computation shows that for any \( \zeta \in C^{m+\mu}(\Gamma_0) \), \( L\zeta := \partial_\nu w|_{\Gamma_0} - \partial_\nu w_1|_{\Gamma_0} = \partial_r w_1 - \partial_r w|_{\Gamma_0} \), where \( w, w_1 \) are respectively the unique solutions of the following problems:

\[
\begin{align*}
\Delta w &= 0 \quad \text{for} \quad K < r < R, \\
w &= 0 \quad \text{for} \quad r = R, \\
w &= \zeta \quad \text{for} \quad r = K,
\end{align*}
\]

(5.17)

From this fact it is not hard to see that if \( L\zeta = 0 \) then \( \zeta = 0 \). Indeed, if \( L\zeta = 0 \) then by letting \( z = w \) for \( K \leq r \leq R \) and \( z = w_1 \) for \( r < K \), we get a weak solution of the boundary value problem

\[
\begin{align*}
\Delta z &= 0 \quad \text{in} \quad B(0, R), \\
z &= 0 \quad \text{on} \quad \partial B(0, R),
\end{align*}
\]

which implies, by Green’s second identity, that \( z = 0 \) and, consequently, \( \zeta = 0 \). This shows that \( \text{Ker} \ L = \{0\} \). Since \( L \) is a sum of two Dirichlet-Neumann operators, it is a first-order pseudo-differential operator of elliptic type (cf. [16], [26]), so that standard Schauder estimate applies to it: There exists a positive constant \( C > 0 \) such that

\[
\|\zeta\|_{C^{m++\mu}(\Gamma_0)} \leq C(\|L\zeta\|_{C^{m++\mu}(\Gamma_0)} + \|\zeta\|_{L^\infty(\Gamma_0)}), \quad \forall \zeta \in C^{m+\mu}(\Gamma_0).
\]

Since \( \text{Ker} \ L = \{0\} \), this implies, by a standard argument, the following estimate:

\[
\|\zeta\|_{C^{m++\mu}(\Gamma_0)} \leq C\|L\zeta\|_{C^{m--\mu}(\Gamma_0)}, \quad \forall \zeta \in C^{m+\mu}(\Gamma_0).
\]

(5.18)

For every \( k \in \mathbb{Z}_+ \) let \( \{Y_{kl}(\omega)\}_{l=1}^{2k+1} \) be the normalized orthogonal basis (in \( L^2(S^2) \) inner product) of the linear space of \( k \)-th order spherical harmonics. A simple computation shows that for any \( \zeta \in C^\infty(\Gamma_0) \),

\[
L\zeta(\omega) = \sum_{k=0}^{\infty} \sum_{l=1}^{2k+1} \frac{(2k+1)c_{kl}}{[1 - (K/R)^2k+1]K} Y_{kl}(\omega) \quad \text{if} \quad \zeta(K\omega) = \sum_{k=0}^{\infty} \sum_{l=1}^{2k+1} c_{kl} Y_{kl}(\omega).
\]

From this expression of \( L \) it is easy to see that for any \( \eta \in C^\infty(\Gamma_0) \) the equation \( L\zeta = \eta \) has a unique solution \( \zeta \in C^\infty(\Gamma_0) \) (see the proofs of Lemma 6.3 and Corollary 6.4 in the next section for more details in this argument). It follows, by using the estimate (5.18) and a standard approximation argument, that also for any \( \eta \in C^{m--\mu}(\Gamma_0) \) the equation \( L\zeta = \eta \) has a unique solution \( \zeta \in C^{m+\mu}(\Gamma_0) \). This shows that \( L = \partial_\nu G(0, 0, u_0, \xi_0) : C^{m+\mu}(\Gamma_0) \to C^{m-1+\mu}(\Gamma_0) \) is a (linear and topological) isomorphism. Hence, by applying the implicit function theorem in Banach spaces, we see that by choosing \( \delta, \delta' > 0 \) further small
when necessary, there exists a smooth mapping \( \chi : O′_0 × O′_0 × C^{m+\mu}(\overline{D}) \subseteq C^{m+\mu}(S^2) × C^{m+\mu}(S^2) × C^{m+\mu}(\overline{D}) \to C^{m+\mu}(\Gamma) \) such that \( \chi(0, 0, u_0) = \xi_0 \) and for any \( \rho \in O′_0, \eta \in O′_0, \) and \( u \in C^{m+\mu}(\overline{D}), \) \( \xi = \chi(\rho, \eta, u) \) is the unique solution of the equation \( \mathcal{F}(\rho, \eta, u, \xi) = 0 \) in a small neighborhood of \( \xi_0 \) in \( C^{m+\mu}(\Gamma) \). This proves unique solvability of the equation (5.16) and smoothness of the solution map \( \xi = \chi(\rho, \eta, u) \). As a result, the solution map \( (\rho, \eta, u) \mapsto (v, v_1) \) (from \( O′_0 × O′_0 × C^{m+\mu}(\overline{D}) \subseteq C^{m+\mu}(S^2) × C^{m+\mu}(\overline{D}) \to C^{m+\mu}(\overline{D}) × C^{m+\mu}(\overline{B})) \) of the problem (5.14) is smooth. This proves Lemma 5.4 and also completes the proof of Lemma 5.3. \( \square \)

**Remark.** We note that all Hölder spaces appearing in this section can be replaced with corresponding little Hölder spaces. In the next section we shall use this fact without further explanation.

### 6 A free boundary problem modeling necrotic tumor growth

In this section we use Theorem 3.4 to study asymptotic stability of the radial stationary solution of the free boundary problem (1.3) in the case that \( f, g \) are discontinuous functions given by (1.5). We shall prove that there exists a positive constant \( \gamma^* \) such that if \( \gamma > \gamma^* \) then the radial stationary solution is asymptotically stable module translations in \( \mathbb{R}^3 \), whereas if \( \gamma < \gamma^* \) then it is unstable.

We first recall that radial stationary solution \( (\sigma_s, \pi_s, \Omega_s) \) of the problem (1.3) is given by

\[
(\sigma_s(r) = U(r, R_s), \quad \pi_s(r) = \frac{\gamma}{R_s} + V(r, R_s), \quad \Omega_s = B(0, R_s),
\]

where \( U, V \) are as in Section 5, and \( R_s \) is the root of the equation \( \pi'_s(R_s) = 0 \) or \( \partial_r V(R_s, R_s) = 0 \), i.e.,

\[
\frac{1}{3}a\tilde{\sigma} K^3(R_s) + a \int_{R_s}^{R_s} U(\eta, R_s)\eta^2 d\eta = \frac{1}{3}(a\tilde{\sigma} + b)R_s^3.
\]

Since \( 0 < \tilde{\sigma} < 1 \), by Lemma 4.2 of [9] we know that this equation has a unique solution \( R_s > R^* \), which means the problem (1.3) with \( f, g \) given in (1.5) has a unique radial stationary solution.

In order to applying Theorem 3.4, let us first reduce the problem (1.3) into a differential equation in a Banach manifold. Let \( m \) be a positive integer \( \geq 2 \) and \( 0 < \mu < 1 \). Let \( \mathfrak{M} := \mathfrak{D}^{m+\mu}(\mathbb{R}^3) \) and \( \mathfrak{M}_0 := \mathfrak{D}^{m+\mu+3}(\mathbb{R}^3) \). Given \( \Omega \in \mathfrak{M}_0 \), we have seen that the problem (5.1) has a unique solution \( (\sigma, \pi_0) \) satisfying the following properties:

\[
\sigma, \pi_0 \in W^{2,\mu}(\Omega) \quad (\forall p \in [1, \infty]), \quad \sigma, \pi_0 \in \dot{C}^\infty(\Omega_{\text{liv}} \cup \Omega_{\text{nec}}) \quad \text{and} \quad \sigma, \pi_0 \in C^{m+\mu+3}(\Omega_{\text{liv}} \cup \partial \Omega).
\]

It follows that \( \partial_n \pi_0|_{\partial \Omega} \in \dot{C}^{m+\mu+2}(\partial \Omega) \). We define \( \mathcal{F}_0 : \mathfrak{M}_0 \to \mathcal{F}_{\mathfrak{M}_0}(\mathfrak{M}) \) by setting

\[
\mathcal{F}_0(\Omega) = -\partial_n \pi_0|_{\partial \Omega}, \quad \forall \Omega \in \mathfrak{M}_0.
\]

Now let \( \mathcal{F} : \mathfrak{M}_0 \to \mathcal{F}_{\mathfrak{M}_0}(\mathfrak{M}) \) be the vector field in \( \mathfrak{M} \) introduced in Section 4 in the study of Hele-Shaw problem (for \( n = 3 \)), and define \( \mathcal{F} : \mathfrak{M}_0 \to \mathcal{F}_{\mathfrak{M}_0}(\mathfrak{M}) \) as follows:

\[
\mathcal{F}(\Omega) = \gamma \mathcal{F}(\Omega) + \mathcal{F}_0(\Omega), \quad \forall \Omega \in \mathfrak{M}_0.
\]

Then the problem (1.3) reduces into the following differential equation in the Banach manifold \( \mathfrak{M} \):

\[
\begin{align*}
\Omega'(t) &= \mathcal{F}(\Omega(t)), \quad t > 0, \\
\Omega(0) &= \Omega_0.
\end{align*}
\]
The fact that \((\sigma_s, \pi_s, \Omega_s)\) is a stationary solution of the problem (1.3) implies that \(\Omega_s\) is a stationary solution of the equation \(\Omega' = \mathcal{G}(\Omega)\).

It is easy to check the equation \(\Omega' = \mathcal{G}(\Omega)\) is quasi-invariant under the translation group action \((G_{\Omega}, \rho)\). Hence, for all \(a \in G_{\Omega}\), \(\Omega = \rho(\Omega_s, a)\) are stationary solutions of the equation \(\Omega' = \mathcal{G}(\Omega)\) and they form a three dimensional manifold \(\mathcal{M}_s\).

Next we consider the representation of the problem (6.3) in a regular local chart \((\mathcal{U}, \varphi)\) of \(\mathfrak{M}\) at the point \(\Omega_s\). Let \(\delta > 0\) be a sufficiently small number. We denote

\[
\begin{align*}
X &= \dot{C}^{m+\mu}(S^2), & X_0 &= \dot{C}^{m+\mu+3}(S^2), & X_1 &= \dot{C}^{m+\mu+2}(S^2), \\
O_\delta &= \{\rho \in X, \|\rho\|_X < \delta\}, & O'_\delta &= \{\rho \in X_0, \|\rho\|_{X_0} < \delta\}, \\
\mathcal{U} &= \{\Omega_\rho : \rho \in O_\delta\}, & \mathcal{U}' &= \{\Omega_\rho : \rho \in O'_\delta\},
\end{align*}
\]

where

\[
\Omega_\rho = \{x \in \mathbb{R}^3 : r < R_s[1 + \rho(\omega)]\}. \tag{6.4}
\]

It is clear that \(\Omega_\rho \in \mathfrak{M}\). Define \(\varphi : \mathcal{U} \to X\) by letting \(\varphi(\Omega_\rho) = \rho, \forall \rho \in O_\delta\). Then \((\mathcal{U}, \varphi)\) is a regular local chart of \(\mathfrak{M}\) at the point \(\Omega_s\), with base space \(X\). We denote by \(F, F_0\) and \(G\) the representations of the vector fields \(\mathcal{F}, \mathcal{F}_0\) and \(\mathcal{G}\), respectively, in this local chart, i.e., for any \(\rho \in O'_\delta\),

\[
F(\rho) = \varphi'(\Omega_\rho)\mathcal{F}(\Omega_\rho), \quad F_0(\rho) = \varphi'(\Omega_\rho)\mathcal{F}_0(\Omega_\rho) \quad \text{and} \quad G(\rho) = \varphi'(\Omega_\rho)\mathcal{G}(\Omega_\rho).
\]

Then \(G(\rho) = \gamma F'(\rho) + F_0(\rho)\), and representation of the problem (6.3) in the local chart \((\mathcal{U}, \varphi)\) is the following initial value problem in the Banach space \(X\):

\[
\begin{cases}
\rho'(t) = G(\rho(t)), & t > 0, \\
\rho(0) = \rho_0,
\end{cases} \tag{6.5}
\]

where \(\rho_0 \in O'_\delta\) is the function such that \(\Omega_0 = \Omega_{\rho_0}\). From Section 4 we see that \(F \in C^\infty(O'_\delta, X)\). Lemma 5.3 shows that \(F_0 \in C^\infty(O'_\delta, X_1) \subseteq C^\infty(O'_\delta, X)\). Hence we have

**Lemma 6.1** \(G \in C^\infty(O'_\delta, X)\). \(\square\)

**Corollary 6.2** The differential equation (6.3) is of parabolic type.

**Proof.** From the discussion in Section 4 we see that for any \(\rho \in O'_\delta\), \(F'(\rho)\) is a sectorial operator in \(X\) with domain \(X_0\). Lemma 5.3 ensures that for any \(\rho \in O'_\delta\), \(F_0'(\rho) \in L(X_0, X_1)\). Since \(G'(\rho) = \gamma F'(\rho) + F_0'(\rho)\) and \(X_1\) is an intermediate space between \(X_0\) and \(X\), by a well-known perturbation theorem for sectorial operators it follows that \(G'(\rho)\) is also a sectorial operator in \(X\) with domain \(X_0\). Besides, it is easy to check that the graph norm of \(\text{Dom} G'(\rho) = X_0\) is equivalent to the norm of \(X_0\). Hence the desired assertion follows. \(\square\)

Following [25] and [11], we compute \(G'(0)\) as follows: Let

\[
\rho(\omega) = \varepsilon \xi(\omega), \quad \eta(\omega) = \varepsilon \zeta(\omega), \quad \sigma(r, \omega) = \sigma_s(r) + \varepsilon u(r, \omega).
\]

Substituting these expressions into (5.5) and the equation \(\Delta \sigma = 0\) for \(r < K_s\), and comparing coefficients of first-order terms of \(\varepsilon\), we obtain the following equations:

\[
\begin{cases}
\Delta u = u & \text{for } K_s < r < R_s, \\
\Delta u = 0 & \text{for } r < K_s, \\
u = -R_s \sigma_s(R_s) \xi(\omega) & \text{for } r = R_s, \\
u = 0 & \text{for } r = K_s, \\
\partial^+ u = -\sigma K_s \zeta(\omega) & \text{for } r = K_s.
\end{cases} \tag{6.6}
\]
Here $K_s = K(R_s)$ and for $r = K_s$, $\partial^*_r u = \frac{\partial u}{\partial r}(K_s^+, \omega)$. Similarly, by letting $\pi(r, \omega) = \pi_s(r) + \varepsilon v(r, \omega)$, we get the following equations for $v$:

$$
\begin{align*}
\Delta v &= -a u & \text{for } K_s < r < R_s, \\
\Delta v &= 0 & \text{for } r < K_s, \\
v &= -\frac{\gamma}{R_s} \left( \xi(\omega) + \frac{1}{2} \Delta \omega \xi(\omega) \right) & \text{for } r = R_s, \\
v^+ &= v^- & \text{for } r = K_s, \\
\partial_r^+ v - \partial_r^- v &= a(\sigma - \bar{\sigma}) K_s \zeta(\omega) & \text{for } r = K_s.
\end{align*}
$$

Here for $r = K_s$, $v^\pm = v(K_s^+)$ and $\partial^*_r v = \frac{\partial v}{\partial r}(K_s^+, \omega)$. After solving these equations (with $u$, $v$ and $\zeta$ being unknown functions) for any given function $\xi = \xi(\omega)$, we then have

$$
G'(0)\xi(\omega) = -\frac{\partial v}{\partial r}(R_s, \omega) + g(1)R_s \xi(\omega), \quad \forall \xi \in X_0
$$

(cf. (4.4) in [11], but be aware that here the perturbation of the sphere $r = R_s$ is given by $r = R_s[1 + \varepsilon \xi(\omega)]$, not as in [11] given by $r = R_s + \varepsilon \xi(\omega)$).

We now use spherical harmonics expansions of functions in $S^2$ to solve the problems (6.6) and (6.7). Hence let $\{Y_{kl}(\omega) : k = 0, 1, 2, \cdots, l = 1, 2, \cdots, 2k + 1\}$ be a normalized orthogonal basis of $L^2(S^2)$ consisting spherical harmonics on $S^2$, where for every $k \in \mathbb{Z}_+$, $Y_{kl}(\omega) = 1, 2, \cdots, 2k + 1$, are spherical harmonics of degree $k$, so that

$$
\Delta \omega Y_{kl}(\omega) = -\lambda_k Y_{kl}(\omega), \quad k = 0, 1, 2, \cdots, l = 1, 2, \cdots, 2k + 1.
$$

where $\lambda_k = k(k + 1)$, $k = 0, 1, 2, \cdots$. A simple computation shows that if a given function $\xi \in C^\infty(S^2)$ has a spherical harmonics expansion

$$
\xi(\omega) = \sum_{k=0}^{\infty} \sum_{l=1}^{2k+1} c_{kl} Y_{kl}(\omega),
$$

then the solution $(u, \zeta)$ of the problem (6.6) is given by

$$
u(r, \omega) = \begin{cases} 
-R_s \sigma_s(R_s) \sum_{k=0}^{\infty} \sum_{l=1}^{2k+1} \left( \frac{r}{R_s} \right)^k \tilde{u}_k(r) c_{kl} Y_{kl}(\omega) & \text{for } K_s < r \leq R_s, \\
0 & \text{for } r \leq K_s,
\end{cases}
$$

and $\zeta(\omega) = -\partial^*_r u / \bar{\sigma}$, where $\tilde{u}_k$ is the unique solution of the following boundary value problem:

$$
\begin{align*}
\tilde{u}_k''(r) + \frac{2(k+1)}{r} \tilde{u}_k'(r) + \lambda_k \tilde{u}_k(r) &= 0 & \text{for } K_s < r \leq R_s, \\
\tilde{u}_k(K_s) &= 0, & \tilde{u}_k(R_s) &= 1. 
\end{align*}
$$

Substituting these expressions of $u$ and $\zeta$ into (6.7), we easily obtain the following solution of that problem:

$$
v(r, \omega) = \sum_{k=0}^{\infty} \sum_{l=1}^{2k+1} \left[ \frac{\gamma}{2R_s} (k-1)(k+2) + aR_s \sigma_s(R_s) \tilde{v}_k(r) \right] \left( \frac{r}{R_s} \right)^k c_{kl} Y_{kl}(\omega),
$$

(6.12)
where \( \tilde{v}_k \) is the unique solution of the following boundary value problem:

\[
\begin{cases}
\tilde{v}_k''(r) + \frac{2(k+1)}{r} \tilde{v}_k'(r) = \tilde{u}_k(r) & \text{for } K_s < r < R_s, \\
\tilde{v}_k''(r) + \frac{2(k+1)}{r} \tilde{v}_k'(r) = 0 & \text{for } r < K_s,
\end{cases}
\]

where \( \tilde{u}_k = \tilde{v}_k(K_s) \), \( \tilde{v}_k'(K_s) = \tilde{v}_k'(K_s) \), \( \tilde{v}_k(K_s^+) = \tilde{v}_k(K_s^-) \), and \( \tilde{v}_k(K_s^+) - \tilde{v}_k(K_s^-) = \frac{\sigma - \bar{\sigma}}{\sigma} \tilde{u}_k(K_s^+) \).

From (6.13) we get the following relation:

\[
\tilde{v}_k'(R_s) = \frac{\sigma - \bar{\sigma}}{\sigma} \tilde{u}_k(K_s^+) \left( \frac{K_s}{R_s} \right)^{2(k+1)} + \int_{K_s}^{R_s} \tilde{u}_k(\tau) \left( \frac{\tau}{R_s} \right)^{2(k+1)} d\tau.
\]  

Now let

\[
a_k(\gamma) = -\frac{\gamma}{2R_s^2} k(k-1)(k+2) - aR_s \sigma'_s(R_s) \tilde{v}_k'(R_s) + g(1) R_s.
\]  

Then from (6.8), (6.12), (6.13) and (6.14) we obtain the following preliminary result:

**Lemma 6.3** \( G'(0) \) is a Fourier multiplier in the sense that if \( \xi \in C^\infty(S^2) \) has expansion (6.9), then

\[
G'(0) \xi = \sum_{k=0}^{\infty} \sum_{l=1}^{2k+1} a_k(\gamma) c_{kl} Y_{kl}(\omega) \in C^\infty(S^2).
\]

**Corollary 6.4** \( \sigma(G'(0)) = \{ a_k(\gamma) : k = 0, 1, 2, \cdots \} \).

**Proof.** Since \( G'(0) \in L(X_0, X) \) and it is a sectorial operator in \( X \) with domain \( X_0 \), the inverse mapping theorem implies that for any \( \lambda \in \rho(G'(0)) \) we have \( [I - G'(0)]^{-1} \in L(X, X_0) \). As a consequence, \( R(\lambda, G'(0)) = [I - G'(0)]^{-1} \) is a compact linear operator in \( X \), so that its spectrum contains only eigenvalues. It follows that \( \sigma(G'(0)) \) also contains only eigenvalues. Next, for every \( s \geq 0 \) let \( H^s(S^2) \) be the standard Sobolev space on \( S^2 \) with index \( s \). We know that \( H^s(S^2) \) has an equivalent norm \( \| \xi \|_{H^s(S^2)} = \left[ \sum_{k=0}^{\infty} \sum_{l=1}^{2k+1} (1 + \lambda k)^s |c_{kl}|^2 \right]^{1/2} \), if \( \xi \in H^s(S^2) \) has the expression (6.9) as an element of \( L^2(S^2) \).

Since \( C^\infty(S^2) = \bigcap_{s \geq 0} H^s(S^2) \) and it is dense in every \( H^s(S^2) \), \( s \geq 0 \), Lemma 6.3 shows that the operator \( G'(0) : C^{m+3+\mu}(S^2) \to \tilde{C}^{m+\mu}(S^2) \) can be uniquely extended into a bounded linear operator from \( H^3(S^2) \) to \( L^2(S^2) \), and after extension we have the relation \( \sigma(G'(0)) = \{ a_k(\gamma) : k = 0, 1, 2, \cdots \} \). Moreover, the eigenspace corresponding to the eigenvalue \( a_k(\gamma) \) is span\{\( Y_{kl}(\omega) : l = 1, 2, \cdots, 2k+1 \)\} \( \subseteq C^\infty(S^2) \), i.e., all eigenfunctions are smooth. Hence, since if \( \xi \in \tilde{C}^{m+3+\mu}(S^2) \) is an eigenvector of the operator \( G'(0) : C^{m+3+\mu}(S^2) \to \tilde{C}^{m+\mu}(S^2) \) then it is also an eigenvector of the operator \( G'(0) : H^3(S^2) \to L^2(S^2) \), we obtain the desired assertion. \( \square \)

It is clear that \( a_0(\gamma) \) and \( a_1(\gamma) \) are independent of \( \gamma \). Hence we re-denote them as \( a_0 \) and \( a_1 \), respectively, i.e.,

\[
a_0 = g(1) R_s - aR_s \sigma'_s(R_s) \tilde{v}_0'(R_s), \quad a_1 = g(1) R_s - aR_s \sigma'_s(R_s) \tilde{v}_1'(R_s).
\]  

For \( k \geq 2 \) we denote

\[
\gamma_k = \frac{2R_s^3}{k(k-1)(k+2)} [g(1) - a\sigma'_s(R_s) \tilde{v}_k'(R_s)].
\]  
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Then from (6.15) we have
\[
a_k(\gamma) = -\frac{1}{2R_s^2}k(k-1)(k+2)(\gamma - \gamma_k), \quad k = 2, 3, \ldots .
\]  
(6.18)

We shall prove \(a_0 < 0, \ a_1 = 0\) and \(\gamma_k > 0\) for \(k \geq 2\). For this purpose we need the following lemma:

**Lemma 6.5** For the solution of the problem (6.11) we have the following assertions:

1. \(0 < \bar{u}_k(r) < 1\) and \(\bar{u}_k'(r) > 0\) for \(K_s < r < R_s\).
2. If \(k > l\) then \(\bar{u}_k(r) > \bar{u}_l(r)\) for \(K_s < r < R_s\), and \(\bar{u}_k'(K_s) \geq \bar{u}_l'(K_s)\), \(\bar{u}_k'(R_s) \leq \bar{u}_l'(R_s)\).
3. If \(k > l\) then \(\bar{u}_k(r)/(r/R_s)^{k+1} < \bar{u}_l(r)/(r/R_s)^{k+1}\) for \(K_s < r < R_s\).

**Proof.** The assertion \(0 < \bar{u}_k(r) < 1\) for \(K_s < r < R_s\) is an immediate consequence of the maximum principle. Note that this assertion joint with the boundary value conditions \(\bar{u}_k(K_s) = 0\) and \(\bar{u}_k(R_s) = 1\) implies that \(\bar{u}_k'(K_s) \geq 0\) and \(\bar{u}_k'(R_s) \leq 0\). Next we let \(w_k(r) = \bar{u}_k'(r)\). A simple computation shows that \(w_k\) satisfies the following equation:

\[
w''_k(r) + \frac{2(k+1)}{r}w'_k(r) - \left(\frac{2(k+1)}{r^2} + 1\right)w_k(r) = 0 \quad \text{for } K_s < r < R_s.
\]

Since \(w_k(K_s) \geq 0\) and \(w_k(R_s) \geq 0\), again by the maximum principle we see that \(w_k(r) > 0\) for \(K_s < r < R_s\). This proves the assertion (1). From the property \(\bar{u}_k'(r) > 0\) for \(K_s < r < R_s\) it follows that if \(k > l\) then

\[\bar{u}_k'(K_s) \geq \bar{u}_l'(K_s) \quad \text{and} \quad \bar{u}_k'(R_s) \leq \bar{u}_l'(R_s) \quad \text{for } k > l\]

Hence by the maximum principle we obtain \(\bar{u}_k(r) > \bar{u}_l(r)\) for \(K_s < r < R_s\) and \(k > l\), which easily implies that \(\bar{u}_k'(K_s) \geq \bar{u}_l'(K_s)\) and \(\bar{u}_k'(R_s) \leq \bar{u}_l'(R_s)\) for \(k > l\). This proves the assertion (2). Finally we let \(z_k(r) = \bar{u}_k(r)/(r/R_s)^{k+1}\). It can be easily seen that \(z_k(r)\) is a solution of the following problem:

\[
\begin{cases}
z''_k(r) - \left(\frac{k(k+1)}{r^2} + 1\right)z_k(r) = 0 & \text{for } K_s < r < R_s, \\
z_k(K_s) = 0, & z_k(R_s) = 1.
\end{cases}
\]

Since \(z_k > 0\) for \(K_s < r < R_s\), a similar argument as in the proof of the assertion (2) shows that if \(k > l\) then \(z_k(r) < z_l(r)\) for \(K_s < r < R_s\). This proves the assertion (3) and completes the proof of the lemma. \(\Box\)

**Lemma 6.6** We have the following assertions:

1. \(a_0 < 0\) and \(a_1 = 0\).
2. \(\gamma_k > 0\) for all \(k = 2, 3, \ldots\), and \(\gamma_k \sim 2R_s^3g(1)k^{-3}\) as \(k \to \infty\).

**Proof.** From (6.11) we have

\[
\bar{u}'_k(R_s) = \bar{u}'_k(K_s)\left(\frac{K_s}{R_s}\right)^{2(k+1)} + \int_{K_s}^{R_s} \bar{u}_k(\tau)\left(\frac{\tau}{R_s}\right)^{2(k+1)} d\tau.
\]

Hence the relation (6.14) can be rewritten as follows:

\[
\bar{u}'_k(R_s) = \frac{\partial - \bar{a}}{\sigma} \bar{u}'_k(R_s) + \frac{\partial}{\sigma} \int_{K_s}^{R_s} \bar{u}_k(\tau)\left(\frac{\tau}{R_s}\right)^{2(k+1)} d\tau.
\]
Lemma 6.6. To prove the assertion (2), we note that
\[ \bar{v}_k'(R_s) < \bar{v}_l'(R_s) \quad \text{if} \quad k > l. \]

Hence, all the desired assertions will follow if we prove that \( a_1 = 0 \) and \( \bar{v}_k'(R_s) = O(1/k) \) as \( k \to \infty \). The proof that \( \bar{v}_k'(R_s) = O(1/k) \) as \( k \to \infty \) is easy and is omitted. In what follows we prove \( a_1 = 0 \).

It is easy to check
\[
\bar{u}_1(r) = \frac{R_s \sigma'_s(r)}{r \sigma'_s(R_s)} \quad \text{for} \quad K_s \leq r \leq R_s. \tag{6.19}
\]

In what follows we prove
\[
\bar{v}_1(r) = -\frac{R_s \pi'_s(r)}{a \sigma'_s(R_s)} \quad \text{for} \quad K_s \leq r \leq R_s. \tag{6.20}
\]

We use the notation \( q(r) \) to denote the function on the right-hand side of the above relation. To prove the above relation, we only need to show that \( q(r) \) is a solution of the following problem:

\[
\begin{align*}
q''(r) + \frac{4}{r} q'(r) = \bar{u}_1(r) & \quad \text{for} \quad K_s < r < R_s, \\
q(R_s) = 0, \quad q'(K_s^+) = \frac{\hat{\sigma} - \hat{\sigma}}{\sigma} \bar{u}_1'(K_s^+).
\end{align*}
\]

The equation in the first line is easy to check, and the boundary value condition \( q(R_s) = 0 \) is clear. Since
\[
q'(r) = -\frac{R_s}{a \sigma'_s(R_s)} \left[ \frac{\pi''(r)}{r} - \frac{\pi'_s(r)}{2} \right] = \frac{R_s}{a \sigma'_s(R_s)} \left[ \frac{3 \pi''(r) + g(\sigma'(r))}{r^2} \right],
\]
we have
\[
q'(K_s^+) = \frac{R_s}{a \sigma'_s(R_s)} \left[ 3 \pi''(K_s^+) + g(\sigma'(K_s^+)) \right] = \frac{3 R_s \pi'(K_s)}{a \sigma'_s(R_s) K_s^2}.
\]

From the equation \( \Delta \pi_s = -b \) (for \( r < K_s \)) we see that \( \pi'_s(K_s) = (1/3) b K_s = (a/3)(\hat{\sigma} - \hat{\sigma}) K_s \), and it is clear that \( \bar{u}_1'(K_s^+) = R_s \sigma''(K_s^+)/K_s \sigma'_s(R_s) = \hat{\sigma} R_s/K_s \sigma'_s(R_s) \). Combining these relations, we see that the boundary value condition \( q'(K_s^+) = \frac{2 \gamma - \gamma^*}{\sigma} \bar{u}_1'(K_s^+) \) is also satisfied. Hence (6.19) is true. The assertion \( a_1 = 0 \) is an immediate consequence of the relation (6.19) and the fact that \( \pi''(R_s) = -g(1) \). \( \square \)

Lemma 6.7. Let \( \gamma^* = \max\{\gamma_k : k = 2, 3, \ldots\} \). The following assertions hold:

1. If \( \gamma > \gamma^* \) then \( \text{sup}\{\text{Re} : \lambda \in \sigma(G'(0)) \setminus \{0\} \} < 0 \) and \( \text{Ker} G'(0) = \text{span}\{Y_{11}(\omega), Y_{12}(\omega), Y_{13}(\omega)\} \), so that \( \dim \text{Ker} G'(0) = 3 \). If instead \( 0 < \gamma < \gamma^* \) then \( \text{sup}\{\text{Re} : \lambda \in \sigma(G'(0)) \} > 0 \).

2. Let \( \gamma > \gamma^* \). Then \( R \in G'(0) \) is closed, and \( X = \text{Ker} G'(0) \oplus \text{Range} G'(0) \).

Proof. Assertions in (1) are immediate consequences of Corollary 6.4, the expression (6.18) and Lemma 6.6. To prove the assertion (2), we note that \( G'(0) = \gamma F'(0) + F''(0) \). From [13] we know that \( F'(0) \) is a third-order elliptic pseudo-differential operator on the sphere \( S^2 \) (cf. also Lemma 4.1 (1)) and note that the Dirichlet-Neumann operator \( D \) is a first-order elliptic pseudo-differential operator on the sphere, cf. [10], and Corollary 5.4 shows that \( F''(0) \) is a lower-order perturbation (actually, a similar discussion as in [10] and [18] shows that it is a first-order pseudo-differential operator on the sphere). It follows that standard \( C^\mu \)-estimates work for \( G'(0) \) and, consequently, the Fredholm alteration principle applies to it, by a similar argument as in the proof of Lemma 5.4. Hence the assertion (2) follows. \( \square \)

Lemmas 6.1, 6.6, 6.7 and Corollaries 6.2, 6.4 show that Theorem 3.4 (with \( N = 1 \)) applies to the equation (6.3)\_1. Hence, by applying Theorem 3.4 and the linearized instability criterion for parabolic equations in Banach spaces (i.e. Theorem 9.1.3 of [31]) we get the following result:
**Theorem 6.8**  Assume that $\gamma > \gamma^*$. Let $\mathcal{M}_c$ be the 3-dimensional submanifold of $\mathfrak{M}_0$ consisting of all spheres in $\mathbb{R}^3$ of radius $R_s$. We have the following assertions:

1. There is a neighborhood $\mathcal{O}$ of $\mathcal{M}_c$ in $\mathfrak{M}_0$ such that for any $\Omega_0 \in \mathcal{O}$, the initial value problem (6.3) has a unique solution $\Omega \in C([0, \infty), \mathfrak{M}_0) \cap C^1((0, \infty), \mathfrak{M}_0)$.

2. There exists a submanifold $\mathcal{M}_s$ of $\mathfrak{M}_0$ of codimension 3 passing $\Omega_s = B(0, R_s)$ such that for any $\Omega_0 \in \mathcal{M}_s$, the solution of the problem (6.3) satisfies $\lim_{t \to \infty} \Omega(t) = \Omega_s$ and, conversely, if the solution of (6.3) satisfies this property then $\Omega_0 \in \mathcal{M}_s$.

3. For any $\Omega_0 \in \mathcal{O}$ there exist unique $x_0 \in \mathbb{R}^3$ and $Q_0 \in \mathcal{M}_s$ such that $\Omega_0 = x_0 + Q_0$ and for the solution $\Omega = \Omega(t)$ of (6.3) we have
$$\lim_{t \to \infty} \Omega(t) = B(x_0, R_s).$$

If on the contrary $0 < \gamma < \gamma^*$ then the radial stationary solution of the problem (1.3) is unstable. □
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