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Abstract. It is proven that in indefinite metric quantum field theory there exists a dense set of analytic vectors for the generator of the one parameter group of $x^0 - x^1$ velocity transformations. This makes it possible to define complex velocity transformations also for the indefinite metric case. In combination with the results of Bros – Epstein – Moschella [12], proving Bisognano–Wichmann (BW) analyticity within the linear program, one then obtains a suitable generalization of the BW theorem for local, relativistic quantum fields acting on Krein spaces (”quantum fields with indefinite metric”).
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1 Introduction

The connection of the Unruh effect [39] describing the Hawking radiation seen by an uniformly accelerated observer in local quantum field theory (QFT) with the Tomita-Takesaki modular theory [11, 38] of v. Neumann algebras has been one of the most fascinating achievements in the study of the general structure of QFT, cf. [10, 18] for an overview. In the Wightmanian formulation of QFT this connection is given by the Bisognano-Wichmann theorem [6] which, under a few additional assumptions, can then be extended to localized v. Neumann algebras associated with the algebras of unbounded Wightman fields, see e.g. [5, 6, 24].

The present work attempts to adapt the Bisognano-Wichmann theorem [6] to the case of Quantum fields with indefinite metric in the framework of Morchio and Strocchi [26, 31, 36]. That this should in fact be possible was proven by J. Bros, H. Epstein and U. Moschella in [12]. In this reference the authors show that the KMS condition for the algebra localized in the right wedge $\mathcal{W}_R = \{ x \in \mathbb{R}^d : x^1 > |x^0| \}$ w.r.t. the one parameter Group of Lorentz boosts in the $x^0 - x^1$ direction follows from the analyticity properties of Wightman functions from
solely the linear program, i.e. without using positivity. In contrast to this, the original proof of [6] uses functional calculus for the generators of the Lorentz boosts, and thus positivity, to establish that property.

Quantum fields with indefinite metric have been introduced in the Wightmanian formulation of QFT in order to deal also with gauge field in local and covariant gauges. Such fields can not be fields with positive metric [35, 36, 37]. Quantum fields with indefinite metric surely have to be considered to be artificial and ”non-physical” (at least as long as the related physical Hilbert space with positive metric and the algebra of Gauge invariant fields acting on that space have not been constructed), but still some motivation can be found, to consider the BW theorem also in this framework:

• QFT with indefinite metric is close to perturbation theory where local and covariant gauges are needed for technical reasons, see [33, 36];

• There are non-trivial examples in arbitrary space-time dimension [1, 2, 3, 29, 30, 32, 33];

• The BW theorem might be important to develop a bounded operator approach for quantum fields with indefinite metric defining wedge algebras as weak commutants in the style of [6, 24];

• The BW theorem can be seen as a first step towards studying the influence of constraints (gauge) to wedge-duality;

• It is an interesting technical exercise to develop a suitable substitute for functional calculus in the case of quantum fields with indefinite metric.

This paper is organized as follows: In Section 2 we collect the basic tools for the formulation of QFT with indefinite metric.

In Section 3 we prove a crucial continuity property for GNS-like representations on maximal inner product spaces (Krein spaces [4, 7]) and we recall basic properties of the field algebra as the Reeh-Schlieder property. As the vacuum plays a special rôle in modular theory, we clarify the status of the vacuum as the only translation invariant state for QFTs with indefinite metric and a mass gap – this then also implies the irreducibility of the field algebra (see also [26]). In particular we show that the occurrence of theta-vacua, in the description of G. Morchio and F. Strocchi [26], and reducibility of the field algebra due to classical long range fluctuations [13] are strictly linked to mass zero phenomena, as of course suggested by these references.

In Section 4 we define the complex velocity transformations for the case of quantum fields with indefinite metric using the continuity properties established in Section 3 in connection with functional calculus on the Borchers algebra.
Rather than using functional calculus for \( \eta \)-symmetric operators, see e.g. [4, 19] and references therein, we follow a "pedestrian’s approach" and prove the existence of a dense set of entire analytic vectors for the generator of the Lorentz boosts.

In Section 5 we recall the result of Bisognano–Wichmann analyticity within the linear program as proven by Bros – Epstein – Moschella [12] and derive a version of the BW theorem for quantum fields with indefinite metric. In particular, we identify the "modular objects": The anti-unitary implementation of the reflection \( \Theta_{0,1} : (x^0, x^1, x^2, \ldots, x^{d-1}) \to (-x^0, -x^1, x^2, \ldots, x^{d-1}) \) is the "modular conjugation" and velocity transformations at imaginary boost parameter \( i\pi \) is Tomita’s modular operator \( \Delta^{1/2} \). For space-time dimension \( d = 4 \) the modular conjugation thus coincides with the rotation around \( e_1 = (0, 1, 0, \ldots, 0) \) by an angle \( \pi \) times the PCT-operator \( \Theta : x \to -x \), which is the description given in [6]. Here, of course, no answer is given to what extent Tomita–Takesaki theory can be generalized to \( \eta \)-v.Neumann algebras acting on Krein spaces and thus to what extent the "modular objects" defined here really can be related to some extension of Tomita–Takesaki theory. This might however be an interesting question for the future. At least Tomita–Takesaki theory on the Pontryagin space \( \Pi_1 \) has been established in [25].

## 2 QFT with indefinite metric

Here some notation is introduced and basic results on the GNS-construction on maximal inner product spaces (Krein spaces) are recalled, see however [21, 26, 40] for more details. We only consider Bosonic, scalar and chargeless QFT’s over a \( d \)-dimensional Minkowski space-time \((\mathbb{R}^d, \cdot)\). Generalization to arbitrary spin, charge and statistics is straightforward. The associated Borchers algebra [8, 9] is the free, unital, involutive, topological tensor algebra over \( S_1 = S(\mathbb{R}^d, \mathfrak{V}) \), the space of complex Schwartz test functions over \( \mathbb{R}^d \). In more explicit terms, we set

\[
\mathcal{S} = \bigoplus_{n=0}^{\infty} S_n, \quad S_n = S(\mathbb{R}^{dn}, \mathfrak{V}), \quad S_0 = \mathfrak{V},
\]  

with \( f + h = (f_0 + h_0, f_1 + h_1, \ldots) \), \( f \otimes h \) given by \( (f \otimes h)_n = \sum_{j,l=0}^{\infty} f_j \otimes h_l \) \( \forall n \in \mathbb{N}_0 \),

\( 1 = (1, 0, \ldots) \) and \( f^* = (f_0^*, \ldots, f_n^*, 0, \ldots) \) with \( f_l^*(x_1, \ldots, x_l) = f_l(x_l, \ldots, x_1) \). Here the bar denotes complex conjugation and the product always exists as for \( f \in \mathcal{S} \) only finitely many \( f_l \in S_l \) are different from zero.

The canonic action \( \alpha : P^+_l \to \text{Aut}(S_l) \) of the orthochronous, proper Poincaré group on \( S_l, \ l \in \mathbb{N} \) induces a representation \( \alpha : P^+_l \to \text{Aut}(\mathcal{S}) \) by continuous \(*\)-algebra homomorphisms on \( \mathcal{S} \).
The spectral ideal \( I_{sp} \subset \mathcal{S} \) is the left-ideal generated by elements of the form
\[
g = g(f, h) = \int_{\mathbb{R}^d} \alpha_{\{1, a\}}(f) h(a) \, da \in \mathcal{S}
\]
for \( \text{supp} \hat{h} \cap \hat{V}_0^+ = \emptyset \) where \( h \in \mathcal{S}_1 \), \( h(k) = \int_{\mathbb{R}^d} e^{i k \cdot a} h(a) \, da \) and \( \hat{V}_0^+ = \{ k \in \mathbb{R}^d, k^0 \geq 0, k \cdot k \geq 0 \} \) is the closed forward light cone. The related left-ideal \( I_{sp}^m \) where in the definition of \( I_{sp} \hat{V}_0^+ \) is replaced by \( \{ 0 \} \cup \hat{V}_m^+ = \{ 0 \} \cup \{ k \in \mathbb{R}^d, k^0 \geq 0, k \cdot k \geq m^2 \} \), \( m > 0 \), is called spectral ideal with mass-gap \( m \).

A further useful ideal in \( \mathcal{S} \) is the two-sided ideal generated by \( (0, 0, [f_1, h_1], 0, \ldots) \) with \( f_1, h_1 \in \mathcal{S}_1 \) and supp \( f_1 \), supp \( h_1 \) space-like separated, i.e. \( (x - y) \cdot (x - y) < 0 \) \( \forall x \in \text{supp} \, f_1, y \in \text{supp} \, h_1 \). It is called the ideal of locality.

We recall that \( \mathcal{S} \) is endowed with the strongest topology, such that the relative topology of \( \mathcal{S}_n \) in \( \mathcal{S} \) is the Schwartz topology (direct sum topology). Let \( \mathcal{S}' = \mathcal{S}'(\mathbb{R}^d, C) \) be the topological dual space of \( \mathcal{S} \). Then \( R \in \mathcal{S}' \) is of the form \( R = (R_0, R_1, R_2, \ldots) \) with \( R_0 \in C, R_n \in \mathcal{S}'_n, n \in \mathbb{N} \). Furthermore, any such sequence defines uniquely an element of \( \mathcal{S}' \). An element \( W \in \mathcal{S}' \) is called a Wightman functional if it fulfills the following set of conditions, which are also called the modified Wightman axioms, cf. [26, 40]:

**Axioms 2.1**

A1) Temperedness and normalization: \( W \in \mathcal{S}' \) and \( W_0 = 1 \).
A2) Poincaré invariance: \( W(\alpha_{\{\Lambda, a\}}(f)) = W(f) \forall \{\Lambda, a\} \in \tilde{P}_+^1, f \in \mathcal{S} \).
A3) Spectral property: Let \( I_{sp} \) be the spectral (left) ideal in \( \mathcal{S} \). Then \( I_{sp} \subset \text{kernel} \, W \).
A4) Locality: Let \( I_{loc} \) be the (two-sided) ideal of locality in \( \mathcal{S} \). Then \( I_{loc} \subset \text{kernel} \, W \).
A5) Hilbert space structure condition (HSSC): There exists a Hilbert seminorm \( p \) on \( \mathcal{S} \) s.t. \( |W(f^* \otimes g)| \leq p(f)p(g) \forall f, g \in \mathcal{S} \).
A6) Cluster Property: \( \lim_{t \to \infty} W(f \otimes \alpha_{\{1, a\}}(g)) = W(f)W(h) \forall f, g \in \mathcal{S}, a \in \mathbb{R}^d \) space like.
A7) Hermiticity: \( W(f^*) = \overline{W(f)} \forall f \in \mathcal{S} \).

We say that the Hilbert seminorm \( p \) in A5) is of Sobolev type, if
\[
p(f) = \sum_{l=0}^{\infty} p_n(f_n) \quad \forall f \in \mathcal{S}
\]
s.t. \( p_n \) defined on \( \mathcal{S}_n \) up to multiplication with a positive constant is given by a Hilbert norm of Sobolev type [17],
\[
p_n(f_n)^2 = c^2 \int_{\mathbb{R}^{dn}} \left| \prod_{l=1}^{n} (1 + |x_l|^2)^{N/2} (1 - \Delta x_l)^{L/2} f_n(x_1, \ldots, x_n) \right|^2 \, dx_1 \cdots dx_n,
\]
for some possibly $n$-dependent $L, N \in \mathbb{N}_0$ and $c > 0$ with $\Delta_{x_i} = \sum_{i=1}^n \partial^2/(\partial x_i)^2$. $p$ is called Sobolev dominated, if there exists a Hilbert norm $p'$ of Sobolev type s.t. $p \leq p'$ or, in other words, if $p$ is continuous w.r.t. the $S$-topology.

If $I_{sp}$ in A3) can be replaced with some bigger $I_{sp}^m$, $m > 0$, then we say that $W$ fulfills the strong spectral condition. One can show by explicit calculations that the axioms A1)-A4),A6) and A7) are equivalent to the usual Wightman axioms \[31\], whereas positivity has been replaced by the weaker assumption A5). Nevertheless, A5) is enough to get an analogue of the Wightman reconstruction theorem on maximal, non degenerate inner product spaces as follows:

A metric operator $\eta : \mathcal{H} \to \mathcal{H}$ by definition is a self-adjoint operator on a complex separable Hilbert space $\langle \mathcal{H}, \langle \cdot, \cdot \rangle \rangle$ with $\eta^2 = 1$. $\eta$ induces a second, in general indefinite, inner product on $\mathcal{H}$ via $\langle \cdot, \cdot \rangle = \langle \cdot, \eta \cdot \rangle$ and $\eta$ then gives a fundamental decomposition of $\mathcal{H}$ into intrinsically complete subspaces $\mathcal{H} = \mathcal{H}^+ \oplus \mathcal{H}^-$ s.t. $\langle \cdot, \cdot \rangle$ restricted to $\mathcal{H}^\pm$ is positive/negative definite. Hence $\langle \mathcal{H}, \langle \cdot, \cdot \rangle \rangle$ is a Krein space \[31\]. It should be mentioned that $\langle \cdot, \cdot \rangle$, $\eta$ and the fundamental decomposition $\mathcal{H}^\pm$ are not unique given $\langle \mathcal{H}, \langle \cdot, \cdot \rangle \rangle$; $\eta$ for example can be replaced by $\eta_C = \text{sign}(|C|^{-2}\eta)$ for a bounded, continuously invertible operator on $\mathcal{H}$ leading to a in general different, but topologically equivalent, $\langle \cdot, \cdot \rangle_C = \langle \cdot, |C|^2|C|^{-2}\eta \cdot \rangle$ and also a new fundamental decomposition according to $\eta_C$.

Let $\mathcal{D}$ be a dense and linear subspace of $\mathcal{H}$. The set of (possibly unbounded) Hilbert space operators $L : \mathcal{D} \to \mathcal{D}$ with (restricted) $\eta$-adjoint $L^\dagger = \eta L^* \eta|_\mathcal{D} : \mathcal{D} \to \mathcal{D}$ is denoted with $\mathcal{O}_\eta(\mathcal{D})$. Clearly, $\mathcal{O}_\eta(\mathcal{D})$ is an unital algebra with involution $[\cdot]$. The canonical topology on $\mathcal{O}_\eta(\mathcal{D})$ is generated by the seminorms $L \to |\langle \Psi_1, L\Psi_2 \rangle|$, $\Psi_1, \Psi_2 \in \mathcal{D}$. We then have the following theorem:

**Theorem 2.2** Let $W \in S$ be a Wightman functional which fulfills the Axioms \[31\]. Then

(i) There is a Hilbert space $\langle \mathcal{H}, \langle \cdot, \cdot \rangle \rangle$ with a distinguished normalized vector $\Omega \in \mathcal{H}$ called the vacuum, a metric operator $\eta$ with $\eta\Omega = \Omega$ inducing a nondegenerate inner product $\langle \cdot, \cdot \rangle = \langle \cdot, \eta \cdot \rangle$ and a continuous $*$-algebra representation $\phi : S \to \mathcal{O}_\eta(\mathcal{D})$ with $\mathcal{D} = \phi(S)\Omega$ which is connected to the Wightman functional $W$ via $W(f) = \langle \Omega, \phi(f)\Omega \rangle \forall f \in S$.

(ii) There is a $\eta$-unitary continuous representation $U : \tilde{\mathcal{D}}_+ \to \mathcal{O}_\eta(\mathcal{D})$ (U$[\cdot] = U^{-1}$) such that $U(\Lambda,a)\phi(f)U(\Lambda,a)^{-1} = \phi_{\langle \Lambda,a \rangle}(f) \forall f \in S$, $\{\Lambda,a\} \in \tilde{\mathcal{D}}_+$ and $\Omega$ is invariant under the action of $U$.

(iii) $\phi$ fulfills the spectral condition $\phi(I_{sp})\Omega = 0$.

(iv) $\phi$ is a local representation in the sense that $I_{loc} \subseteq \text{kernel } \phi$.

(v) For $\Psi_1, \Psi_2 \in \mathcal{D}$ and $a \in \mathbb{R}^d$ space like, we get $\lim_{t \to \infty} \langle \Psi_1, U(1,ta)\Psi_2 \rangle = \langle \Psi_1, \Omega \rangle \langle \Omega, \Psi_2 \rangle$.

A quadruple $\langle \mathcal{H}, \langle \cdot, \cdot \rangle, \Omega, \eta, U, \phi \rangle$ is called a local relativistic QFT in indefinite metric.
Conversely, let \(((\mathcal{H}, \langle ., . \rangle, \Omega), \eta, \mathcal{U}, \phi)\) be a local relativistic QFT in indefinite metric. Then \(W(f) = \langle \Omega, \phi(f)\Omega \rangle \forall f \in \mathcal{S}\) defines a Wightman functional \(W \in \mathcal{S}'\) which fulfills the Axioms 2.2.

As we will come back to some details of the proof of Theorem 2.2 in the next section, we recall these points here while for the rest of the proof we refer to [26, 40, 21].

**Sketch of Proof.** Without loss of generality one can assume that \(p\) is a Hilbert norm. If \(p\) is only a Hilbert seminorm we can replace it by the Hilbert norm \(\|f\|^2 = \|p\|^2 + \|f\|^2\) where \(p\) is a Hilbert norm on \(\mathcal{S}\) which not necessarily dominates \(W\). Such \(p\) can e.g. be chosen as a direct sum of Sobolev norms on \(\mathcal{S}_n\).

Then, \(\mathcal{H}_1 = \overline{\mathcal{S}_0}\) defines the Hilbert space completion of \(\mathcal{D}_1 = \mathcal{S}\) w.r.t. \(p\). The Hermitian inner product \(\langle f, g \rangle = W(\overline{f} \otimes g)\) defined for \(f, g \in \mathcal{D}_1\) is continuous and thus extends uniquely to \(\mathcal{H}_1\). By the Riesz representation theorem there exists a self adjoint operator \(\eta_1\) bounded by one s.t. \(\langle ., . \rangle = (\eta, \eta_1, 1)\). The algebra \(\mathcal{S}\) acts via the identical representation \(\phi_1\) by multiplication from the left on \(\mathcal{D}_1 \subseteq \mathcal{H}_1\). Likewise, a \(\eta_1\)-unitary continuous, representation \(U_1 : P_\uparrow \rightarrow \mathcal{O}_{\eta_1}(\mathcal{D}_1)\) is defined by the action of \(\alpha\) on \(\mathcal{D}_1\).

Let \(K_0 = \{ v \in \mathcal{H}_1 : \langle v, v \rangle = 0 \forall v \in \mathcal{H}_1\}\) and \(\mathcal{S}_0 = \{ f : W(\overline{f} \otimes f) = 0 \forall f \in \mathcal{S}\}\). Then, \(K_0\) is a closed subspace of \(\mathcal{H}_1\). Let \(\mathcal{H}_2 = \mathcal{H}_1/K_0\) be quotient Hilbert space of \(\mathcal{H}_1\) and \(K_0\) with scalar product \(\langle ., . \rangle_2\) By Hermiticity, linearity and definition of \(K_0\) \(\langle ., . \rangle_2\) is also defined on the quotient space \(\mathcal{H}_2\). Let \(\pi : \mathcal{H}_1 \rightarrow \mathcal{H}_2\) be the quotient map. Then, by the definition of \(K_0\), \((\pi(f), \pi(g))_2\) still dominates \(\langle ., . \rangle_2\). Thus, there exists a self-adjoint, operator \(\eta_2\) bounded by one s.t. \(\langle ., . \rangle = (\eta, \eta_2, 2)\). Furthermore we set \(\mathcal{D} = \pi(\mathcal{D}_1) \cong \mathcal{S}/\mathcal{S}_0\) as \(\mathcal{D}_1 \cap K_0 = \phi_1(\mathcal{S}_0)\). As \(\mathcal{S}_0\) is a left ideal and is taken into itself by the action of \(\phi\), \(\phi = \pi \circ \phi_1\) and \(U = \pi \circ U_1\) define a left-representation of \(\mathcal{S}\) and \(P_\uparrow\), respectively, in \(\mathcal{O}_{\eta_1}(\mathcal{D})\).

Let \(\langle ., . \rangle = (\eta, |\eta_2|)\). Then, the metric operator \(\eta\) defined by \(\langle ., . \rangle = (\eta, .)\) is \(\eta = \operatorname{sign}(\eta_2)\). Thus, also \(\langle ., \rangle\) dominates \(\langle ., . \rangle\) and obviously \(\| . \| \leq \| . \|_2\). We can now set \(\mathcal{H}\) to be the completion of \(\mathcal{D}\) w.r.t. \(\| . \|\), extend \(\eta\) and \(\langle ., . \rangle\) to \(\mathcal{H}\) in order to obtain a Krein space representation, as described by the assertion of the theorem. The representations \(\phi\) and \(U\) in \(\mathcal{O}_\eta(\mathcal{D})\) then fulfill the requirements (i)-(v), as proven in [26, 40, 21, 41, 44] (see also [16]). For the fact that \(\eta\) can be chosen s.t. \(\eta\Omega = \Omega, \Omega = \pi(1, 0, \ldots)\), cf. [21].

Let \(\Theta_{0,1}\) be the anti-linear PCT-like transformation given by the action \(\alpha(\Theta_{0,1})(f_n)(x_1, \ldots, x_n) = f_n(\Theta_{0,1}x_1, \ldots, \Theta_{0,1}x_n)\) for \(f_n \in \mathcal{S}_n\), \(\Theta_{0,1}x\) as in the introduction, and \(\Omega(\Theta_{0,1})\) the related action on \(\mathcal{S}\). From the proof of Theorem 2.2 one immediately gets (cf. [36])

**Corollary 2.3** Let \(p\) in A5) be such that \(p(\alpha_{(\Lambda,0)}(f)) = p(f) \forall f \in \mathcal{S}\) and \(\Lambda \in G \subseteq L\), with \(G\) generated by rotations (in a given frame of reference) and the
PCT-like transformation $\Theta_{0,1}$. Then, $U$ extends to all $G$ and $U(G)$ commutes with the metric operator $\eta$ constructed in the Proof of Theorem 2.2. In particular, $U(G)$ is represented by (anti-) unitary, and hence bounded, operators on $\mathcal{H}$.

Proof. By the PCT-theorem in $d$ space-time dimensions, which does not require positivity (here we assumed the standard connection of spin and statistics, which is required for the PCT-theorem – in theories with indefinite metric where also ghost fields are included, the results of this article on the BW theorem do not apply), $W$ is invariant under the anti-linear PCT-like transformation $\Theta_{0,1}$ and thus $U(G)$ is (anti-) $\eta$-unitarily represented. As $p$ is invariant under the action of $G$, $\eta_1$ commutes with $U_1(G)$. Since the construction of $\mathcal{H}$ consists of twice changing the operators $\eta_1$ and $\eta_2$ by functions of these operators, $U(G)$ also commutes with $\eta$. (Anti-) unitarity of $U(G)$ now follows from $\eta^2 = 1$.

It is demonstrated in [28] Theorem 3.1 that Sobolev dominated Hilbert norms which do not fulfill the condition of Corollary 2.3 can be replaced by equivalent norms which fulfill that condition. It is automatically fulfilled by Hilbert norms of Sobolev type.

To close this section we would like to address two points concerning the usefulness of Theorem 2.2 to describe the physics of quantum fields with indefinite metric. The first point is that the construction of $\mathcal{H}$ depends not only on $W$ but possibly depends also on the auxiliary Hilbert seminorm $p$. In fact, unless the fundamental decomposition $\mathcal{H}^\pm$ of $\mathcal{H}$ is given by $\eta$ has either $\mathcal{H}^+$ or $\mathcal{H}^-$ intrinsically complete, i.e. complete w.r.t. the topology generated by the restriction of $\langle \cdot, \cdot \rangle$ to $\mathcal{H}^\pm$, recent results prove that there are infinitely many topologically inequivalent maximal Hilbert space structures [15, 22, 23]. In the generic situation in QFT the fundamental decomposition $\mathcal{H}^\pm$ can not be expected to have an intrinsically complete component. On the other hand it is argued in [27, 28] that exactly this non-uniqueness can be exploited for the construction of charged states in certain infra-red representations (depending on the space-time splitting) and thus is a necessary feature of gauge QFT. Another application involving an adequate choice of the closure of local states is e.g. Bosonization in low-dimensional QFT, cf. [36]. The present article deals with this issue in the way that we prove our results for all such maximal Hilbert space structures which originate from Sobolev dominated $p$.

The second point, which has recently been expressed by O. Steinmann, is about that maximal Hilbert topologies on the space(s) $\mathcal{H}$ might have little to do with the topology on the space of physical states, as in the case of quantum electrodynamics it is not possible to construct charged states for the Maxwell (Gauss) charge in a physical Hilbert space constructed from $\mathcal{H}$ with the help of an abstract Gupta-Bleuler formalism in the spirit of [26], cf. Theorem 7.3 of [33]. Instead, Steinmann proposes to work with the inner product space $\mathcal{D} = \mathcal{S}/\mathcal{S}_0$, and to avoid a (possibly non-unique) maximal Hilbert closure. Endowing $\mathcal{D}$ with
a suitable quotient topology, the arguments of the present article can also be formulated without reference to maximal Hilbert space closures of \( D \), this will in fact be the main strategy of this article. As the results which take reference to Hilbert space structures are mathematically slightly stronger and it might be of interest to compare them with results on functional calculus on Krein spaces \([4,19]\), here we use the language of Krein spaces and do not restrict the analysis to \( D \).

**Remark 2.4** Section 5 of \([27]\) states that charged, physical states can be constructed in a closure of the local states. Theorem 7.3 of \([33]\) is just the opposite of this statement. As far as I can see, this contradiction can be traced back to different assumptions in \([27]\) and \([33]\). In the \([33]\) it is assumed that the local states are in the domain of definition of the Maxwell charge \( Q \). This assumption leaves open a kind of loophole as \( Q \) resulting from a closure of the Maxwell charge defined on states of the type of eq. (86) of \([27]\) might not contain all local states in its domain.

On the other hand, the construction of the metric operator in \([27]\) according to conditions \( A_2 \) for the ”in”-field and eq. (70), leading to the construction of charged physical states, could also be problematic: The vacuum expectation values of local and ”in”-fields, which can be calculated from the local theory, partially fix the action of the metric operator on the ”in”-fields, as e.g. sequences of states converging in the ”in”-space must have finite inner product with the local states. In a hypothetic, nonperturbative QED \( A_2 \) and eq. (70) of \([27]\) might not match with this a priori requirement on the metric operator. In a related situation (again not exactly the same as in \([27]\)), Steinmann gives evidence from perturbation theory that there could in fact be a problem, cf. Chapter 12.4 of \([33]\). But the Hilbert space of an interacting theory usually is singular to the Hilbert space of the free theory, on which perturbation theory is carried out, thus perturbative arguments on the states of the interacting theory are not fully conclusive.

### 3 Some properties of the field algebra

The reason why we went trough the well-known construction in the proof of Theorem 2.2 is that the continuity \( \phi : \mathcal{S} \to O_\eta(D) \) for most applications is insufficient, as the topology on \( O_\eta(D) \) is very weak. From the above construction we however get that

\[
\|\phi(f)\Omega\| \leq p(f) \quad \forall f \in \mathcal{S}
\]

and we thus get the following lemma, which gives sufficient continuity properties of the representation \( \phi \) to effectively control certain constructions on \( \mathcal{H} \).
Lemma 3.1 Suppose \( W \) fulfills the HSSC A5) with \( p \) Sobolev dominated. Then, \( \phi \) is strongly continuous in the sense \( f_n \to f \) in \( S \Rightarrow \phi(f_n) \Omega \to \phi(f) \Omega \) strongly in \( \mathcal{H} \).

**Proof.** As \( S \) carries the direct sum topology, \( f_n \to f \) implies the convergence of any component in \( S_n \) and the existence of a maximal \( N \) s.t. the components of \( f_n \) in \( S_l \), \( l > N \), are equal to zero \( \forall n \in \mathbb{N} \). As the topology on \( S_n \) is generated by Sobolev dominated norms and convergence in \( S_n \) thus implies the convergence in any specific Sobolev norm, we get \( 0 \leq p(f_n - f) \leq p'(f_n - f) \to 0 \), as \( n \to \infty \), for \( p' \) a seminorm of Sobolev type dominating \( p \). Together with (5) this gives \( \| \phi(f_n) \Omega - \phi(f) \Omega \| = \| \phi(f_n - f) \Omega \| \to 0 \).

From now on we assume that the maximal Hilbert space \( \mathcal{H} \) with metric operator \( \eta \) has been constructed from a Sobolev dominated Hilbert norm \( p \). That such a \( p \) exists can be checked explicitly using the following sufficient condition, which has been verified in [1, 3] for models of QFT with indefinite metric and nontrivial scattering matrix. It should be no major problem to verify the condition of Theorem 3.2 also for the truncated Wightman functions of \( n \)-th order perturbation theory of [30, 32, 33] and the conformally invariant Wightman functions as classified by Nikolov and Todorov, [29].

**Theorem 3.2** Let \( \| \cdot \| \) be a Schwartz norm on \( S_1 \). If the truncated Wightman functions \( W^T_n \) associated with \( W \) (cf. (8) below) are continuous\(^1\) w.r.t. \( \| \cdot \|^\otimes n \) \( \forall n \in \mathbb{N} \) then \( W \) fulfills the HSSC with respect to a Hilbert norm \( p \) of Sobolev type.

For the proof see [3] and [20]. Here we only recall that the Schwarz norms \( \| \cdot \| = \| \cdot \|_{L,N}, L, N \in \mathbb{N}_0 \), on \( S_1 \) are given by

\[
\| f \|_{L,N} = \sup_{x \in \mathbb{R}^d, |\beta| \leq L} \left| (1 + |x|^2)^{N/2} \partial^\beta f(x) \right|,
\]

where \( \beta \) is a multiindex and \( \partial^\beta = \prod_{l=0}^{d-1} \partial^{|\beta_l|} / (\partial x^l)^{\beta_l} \). The topology generated by the family of Schwartz norms is equivalent to the topology generated by the Sobolev norms, which also generate the Schwartz topology. For concrete estimates it is often more convenient to work with Schwartz norms, therefore Theorem 3.2 is formulated for such norms.

For \( \mathcal{A} \subseteq \mathcal{O}_\eta(\mathcal{D}) \) the weak commutant of \( \mathcal{A} \) is given by

\[
\mathcal{A}' = \{ C \in \mathcal{B}(\mathcal{H}) : \langle \Psi_1, CL\Psi_2 \rangle = \langle L^{[n]}\Psi_1, C\Psi_2 \rangle \ \forall \Psi_1, \Psi_2 \in \mathcal{D}, L \in \mathcal{A} \}. \tag{7}
\]

Here \( \mathcal{B}(\mathcal{H}) \) is the set of bounded operators on \( \mathcal{H} \). \( \mathcal{A} \) is called irreducible if \( \mathcal{A}' = \mathcal{C}^1_{\mathcal{H}} \).

\(^1\) As \( S_1 \) is a nuclear space, the tensor product of norms exists, cf. e.g. [20].
For $\mathcal{O} \subseteq \mathbb{R}^d$ we define $\mathcal{S}(\mathcal{O})$ to be the unital *-algebra of those $f \in \mathcal{S}$ which have components $f_n$, supp $f_n \subseteq \mathcal{O}^{x \times n}$. We set $\mathcal{P}(\mathcal{O}) = \phi(\mathcal{S}(\mathcal{O}))$ and we call this set the polynomial field algebra localized in $\mathcal{O}$. Furthermore, we let $E_0 = (\Omega, \mathcal{O} \in \mathcal{O}(\mathcal{D})$ be the projection operator onto the vacuum. One then gets the Reeh–Schlieder property of the field in analogy to the positive metric case (the proof essentially is due to [26, 34]):

**Theorem 3.3** (i) For $\mathcal{O} \subseteq \mathbb{R}^d$ open and not empty, $\Omega$ is cyclic w.r.t. $\mathcal{P}(\mathcal{O})$;

(ii) For $\mathcal{O}$ as in (i), the set of operators $\{\mathcal{P}(\mathcal{O}), E_0\}$ is irreducible.

(iii) For $\mathcal{O}$ as in (i) s.t. $\mathcal{O}' = \{x \in \mathbb{R}^d, (x-y) \cdot (x-y) < 0 \ \forall y \in \mathcal{O}\}$ has nonempty open interior, $\Omega$ is standard (i.e. cyclic and separating) for $\mathcal{P}(\mathcal{O})$.

**Proof.** (i) By Lemma 3.1 $\mathcal{S} \ni f \rightarrow \langle \Psi_1, \phi(f)\Omega \rangle$ defines a functional in $\mathcal{S}'$ for arbitrary $\Psi_1 \in \mathcal{H}$. This step has been used also in [34, 26] without being explicitly mentioned. For the standard Wightman axioms it follows from positivity, cf. [31]. As in [31] we may now conclude that the $n$-point functions associated to such Wightman functionals are boundary values of analytic functions and thus vanish everywhere, if they vanish in $\mathcal{O}$. Now suppose that $\Psi$ is perpendicular (w.r.t. $\langle ., . \rangle$) to $\mathcal{P}(\mathcal{O})\Omega$. This implies for $\Psi_1 = \eta \Psi$, using the above argument, that $\langle \Psi_1, \phi(f)\Omega \rangle = 0 \ \forall f \in \mathcal{S}$. Thus $\Psi_1 = 0$ and $\Psi = \eta \Psi_1 = 0$.

(ii) We have to show that for any $C \in B(\mathcal{H})$

$$\langle \Psi_1, C \phi(f)\Psi_2 \rangle = \langle \phi(f^*)\Psi_1, C\Psi_2 \rangle \ \forall f \in \mathcal{S}(\mathcal{O}), \Psi_1, \Psi_2 \in \mathcal{D}$$

and $CE_0 = E_0C$ implies $C = c1_H$ for some $c \in \mathcal{C}$. Let $\Psi_1 \in \mathcal{D}$ and $\Psi_2 \in \mathcal{P}(\mathcal{O})\Omega$, i.e. $\Psi_2 = \phi(f)\Omega$ for some $f \in \mathcal{S}(\mathcal{O})$. We get in analogy to Equation (4-16) of [31]:

$$\langle \Psi_1, C\Psi_2 \rangle = \langle \phi(f^*)\Psi_1, C\Omega \rangle = \langle \phi(f^*)\Psi_1, CE_0\Omega \rangle$$

$$= \langle \phi(f^*)\Psi_1, \eta E_0 C\Omega \rangle = \langle \phi(f^*)\Psi_1, \eta \Omega \rangle (\Omega, C\Omega)$$

$$= \langle \phi(f^*)\Psi_1, \Omega \rangle (\Omega, C\Omega) = \langle \Psi_1, \Psi_2 \rangle (\Omega, C\Omega).$$

Since $\mathcal{P}(\mathcal{O})\Omega$ is dense in $\mathcal{H}$ by (i), this implies $C = (\Omega, C\Omega)1_H$.

(iii) Follows from property (i) for $\mathcal{P}(\mathcal{O})$ and $\mathcal{P}(\mathcal{O}')$ since Locality implies that these algebras commute and thus cyclicity of $\Omega$ for $\mathcal{P}(\mathcal{O}')$ implies separability of $\Omega$ for $\mathcal{P}(\mathcal{O})$. ■

We want to adapt further results of positive metric QFT to the case of indefinite metric QFT, namely the irreducibility of the field algebra and the uniqueness of the vacuum. The proofs in the positive metric case use the spectral resolution of the translation group – something which is not at disposal in “indefinite metric”. Instead we use a smooth cut-off function to separate the vacuum from the remaining states and we have to restrict ourselves to the case of QFT’s with a mass-gap $m > 0$. 

H. Gottschalk
Since $U$ is only densely defined, one calls $\tilde{\Omega} \in H$ invariant under the action of the translation group $U(1,a)$ if $\langle \tilde{\Omega}, U(1,a)\Psi_1 \rangle = \langle \tilde{\Omega}, \Psi_1 \rangle \forall a \in \mathbb{R}^d, \Psi_1 \in D$, cf. [36].

**Theorem 3.4** Suppose that $W$ fulfills the strong spectral condition with mass gap $m > 0$. Then

(i) $P(\mathbb{R}^d)$ is irreducible;
(ii) The vacuum $\Omega$ is the unique translation invariant state in $H$ (up to multiplication with a constant).

Related results have been proven by Morchio and Strocchi [26]: (ii) has been verified for non-maximal Hilbert spaces of Sobolev type and (i) has been deduced from the assumption of (essential) uniqueness of the vacuum. Here we extend these results also to maximal Hilbert closures originating from a Sobolev dominated HSSC and we prove that such closures do not contain any theta-vacua [26], provided the strong spectral condition holds. That this statement can not be obtained in the mass-zero case is proven in [26] by explicit examples. These examples however do not fulfill the cluster property, which in [26] is not included to the modified Wightman axioms. Such a statement fits nicely into the picture that there is a connection of symmetry breaking and the presence of massless fields [14]. Also, (i) shows that a potential reducibility of the algebra of local fields can occur in the mass-zero case only. For massless gauge theories reducibility of the representation can be expected resulting from classical long range fluctuations, see [13] for the example of QED. For non-trivial examples of massive theories see [1].

The proof of Theorem 3.4 starts with some technical preparations: Let $f \in \mathcal{S}$ and $h \in \mathcal{S}_1$ and $g = g(f,h)$ be defined as in (2). We assume that $\text{supp} \hat{f}_n$ is compact $\forall n \in \mathbb{N}$ with $\hat{f}_n$ the Fourier transform of $f_n$ in all arguments, $\text{supp} \hat{h} \subseteq (m/3, \infty) \times \mathbb{R}^{d-1}$ and $\hat{h} = 1$ on the set $\{ k = k_1 + \cdots + k_n : (k_1, \ldots, k_n) \in \text{supp} \hat{f}_n, n \in \mathbb{N} \} \cap \widetilde{V}^+_m$. We denote the vector space of all such $g$ which are obtained in this way by $\mathcal{S}^+$.

Let $\lambda_i = (\lambda_i^1, \ldots, \lambda_i^n) \subseteq (1, \ldots, n)$ where the inclusion means that $\lambda_i$ is a subset of $\{1, \ldots, n\}$ and the natural order of $(1, \ldots, n)$ is preserved. Let $\mathcal{P}(1, \ldots, n)$ denote the collection of all partitions of $(1, \ldots, n)$ into disjoint sets $\lambda_i$, i.e. for $\lambda \in \mathcal{P}(1, \ldots, n)$ we have $\lambda = \{ \lambda_1, \ldots, \lambda_r \}$ for some $r$ where $\lambda_i \subseteq (1, \ldots, n)$, $\lambda_i \cap \lambda_{i'} = \emptyset$ for $i \neq i'$ and $\bigcup_{i=1}^r \lambda_i = \{1, \ldots, n\}$. Given a Wightman functional $W \in \mathcal{S}'$ and $\lambda_i = (\lambda_i^1, \ldots, \lambda_i^n)$, we set $W(\lambda_i) = W_j(\chi_{\lambda_i^1}, \ldots, x_{\lambda_i^n})$.

With this definition at hand we can recursively define the truncated Wightman functional $W^T \in \mathcal{S}'$ associated to $W \in \mathcal{S}'$ via $W^T_0 = 0$ and

$$ W(1, \ldots, n) = \sum_{\lambda \in \mathcal{P}(1, \ldots, n)} \prod_{i=1}^{\vert \lambda \vert} W^T(\lambda_i), n \in \mathbb{N}, \quad (8) $$
where $|\lambda|$ is the number of sets $\lambda_i$ in $\lambda$. We also recall that the translation invariance of $\underline{W}$, clustering and the strong spectral property imply $\text{supp} \, \hat{W}_n^T (k_1, \ldots, k_n) \subseteq \{(k_1, \ldots, k_n) \in \mathbb{R}^{dn} : \sum_{l=1}^{n} k_l = 0, \sum_{l=j}^{n} k_l \in V^+_m, j = 2 \ldots, n\}$.

**Lemma 3.5** In a QFT with indefinite metric which fulfills the strong spectral condition, $\phi(\underline{S}^+)\Omega$ is orthogonal (w.r.t. $\langle, \rangle$) to $\Omega$ and is dense in the orthogonal complement of $\Omega$.

**Proof.** We consider the following equation for $g \in \underline{S}^+$ with $\underline{f}$ and $h$ as above:

\[
0 = \hat{h}(0) \langle \Omega, \phi(\underline{f})\Omega \rangle = \int_{\mathbb{R}^d} \langle \Omega, \phi(\underline{\Omega_{[l, a]}}(\underline{f}))\Omega \rangle h(a) da = \langle \Omega, \phi(g)\Omega \rangle = (\Omega, \eta \phi(g)\Omega). \tag{9}
\]

Thus, $\eta \phi(g)\Omega$ is perpendicular to $\Omega$ w.r.t. $\langle, \rangle$. Since $\eta \Omega = \Omega$ and $\eta$ is self-adjoint, the same applies to $\eta^2 \phi(g)\Omega = \phi(g)\Omega$.

It remains to show that vectors of the form $\phi(g)\Omega$ are dense in the orthogonal complement (w.r.t. $\langle, \rangle$) of $\Omega$ in $\mathcal{H}$. By Lemma 3.1, the span of states of the form $(1 - E_0)\phi(\underline{f})\Omega$ with $\underline{f} = (0, 0, \ldots, f_r, 0 \ldots)$, with supp $f_r$ compact, is dense in the orthogonal complement of $\Omega$. We want to show that for such states

\[
(1 - E_0)\phi(\underline{f})\Omega = \phi(\underline{g})\Omega \tag{10}
\]

for some $g = g(\underline{f}, h) \in \underline{S}^+$, $h$ as above. To prove this, it is sufficient to show that the expectation values (w.r.t. $\langle, \rangle$) of both sides coincide for a set of vectors which span a dense set in $\mathcal{H}$, namely $\phi(\underline{g})\Omega$ with $g = (0, 0, \ldots, q_j, 0 \ldots)$. Taking this expectation value for the left hand side of (10) we get

\[
\langle \phi(\underline{g})\Omega, (1 - E_0)\phi(\underline{f})\Omega \rangle = \langle \Omega, \phi(q^* \otimes \underline{f})\Omega \rangle - \langle \Omega, \phi(q^*)\Omega \rangle \langle \Omega, \phi(\underline{f})\Omega \rangle
\]

where we used that $\eta \Omega = \Omega$. Expanding the right hand side into truncated Wightman functions according to Equation (8) and Fourier transforming we get for $n = r + j$

\[
\ldots = (2\pi)^{-dn} \int_{\mathbb{R}^{dn}} \sum_{\lambda \in P(1, \ldots, n)} \prod_{l=1}^{n} \hat{W}_{|\lambda|}^T(k_\lambda^1, \ldots, k_\lambda^{|\lambda|}) \times \hat{q}^*(k_1, \ldots, k_j)\hat{f}(k_{j+1}, \ldots, k_n) dk_1 \cdots dk_n
\]

where the reduced sum $\sum'$ runs over all partitions $\lambda$ s.t. there is at least one set $\lambda_i \in \lambda$ with $\lambda_i \cap (1, \ldots, j) \neq \emptyset$ and $\lambda_i \cap (j + 1, \ldots, n) \neq \emptyset$.

For $(k_1, \ldots, k_n) \in \text{supp} \prod_{l=1}^{n} \hat{W}^T(\lambda_l)$ with $\lambda$ in the range of the sum, we obtain that $k = k_{j+1} + \ldots + k_n \in V^+_m$ by the strong spectral condition fulfilled.
by $\hat{W}^T_i$ (in fact, $k$ is a sum of zero vectors and vectors from $V^+_m$. Since $\lambda$ is in the range of the reduced sum, there must be at least one vector from $V^+_m$ due to the support properties of $\hat{W}^T(\lambda_i)$). Thus, we can replace $\hat{f}_r(k_{j+1},\ldots,k_n)$ by $\hat{h}(k)\hat{f}_r(k_{j+1},\ldots,k_n)$ which does not change $\hat{f}_r$ on the support of $\prod_{l=1}^{|\lambda|} \hat{W}^T(\lambda_l)$. Furthermore, we can then drop the restriction of the sum and sum up over all partitions, since the terms which do not belong to the restricted sum give zero contribution if evaluated on $\hat{q}^{\ast}(k_1,\ldots,k_j)\hat{h}(k)\hat{f}(k_{j+1},\ldots,k_n)$ (on the support of such terms we have $k = 0$).

If we now Fourier transform back, we get the $\langle ., . \rangle$-inner product of $\phi(q)\Omega$ with right hand side of Equation (10).

**Proof of Theorem 3.4**  (i) We have to make sure that for $C \in B(\mathcal{H})$

$$\langle \Psi_1, C\phi(\underline{f})\Psi_2 \rangle = \langle \phi(\underline{f}^{\ast})\Psi_1, C\Psi_2 \rangle \forall f \in S, \Psi_1, \Psi_2 \in D$$

implies $C = c1_{\mathcal{H}}$. Applying the above equation to $g^{\ast}$ where $g \in \mathcal{S}^+$ and $\Psi_1 = \Psi_2 = \Omega$ we get that

$$\langle \phi(g)\Omega, C\Omega \rangle = \langle \Omega, C\phi(g^{\ast})\Omega \rangle = 0$$

since $g^{\ast} = \int_{\mathbb{R}^d} \Omega_{(1,a)}(f^{\ast})\bar{h}(a)da \in I_{sp}$ by the support properties of $\hat{h}$.

Since $\phi(\mathcal{S}^+)\Omega$ is dense in the orthogonal complement of $\Omega$, we have thus obtained $C\Omega = c\Omega$. For $\Psi_1, \Psi_2 \in D, \Psi_2 = \phi(f)\Omega$ for some $f \in \mathcal{S}$ we obtain

$$\langle \Psi_1, C\Psi_2 \rangle = \langle \phi(\underline{f}^{\ast})\Psi_1, C\Omega \rangle = c \langle \Psi_1, \Psi_2 \rangle$$

and thus $C = c1_{\mathcal{H}}$.

(ii) Suppose $\Omega$ is translation invariant. We note that in Equation (9) we can replace the vector $\Omega$ in the first argument of $\langle ., . \rangle$ and $(., .)$ respectively by $\bar{\Omega}$ without changing the rest of the calculation. Thus, $\bar{\Omega}$ is perpendicular (w.r.t. $(., .)$) to $\eta\phi(\mathcal{S}^+)\Omega$. By Lemma 3.5 $\phi(\mathcal{S}^+)\Omega$ is dense in the orthogonal complement of $\Omega$. Since $\eta$ self adjoint and $\eta\Omega = \Omega$, this is also true for $\eta\phi(\mathcal{S}^+)\Omega$. Thus $\bar{\Omega} = c\Omega$.

4 Complex velocity transformations for the indefinite metric case

In this section we prove the existence of a dense set of entire analytic vectors for the generator of the velocity transformations (Lorentz boosts) in $x^0 - x^1$ direction. This will then allow us to define the complex velocity transformations, which are needed in the BW theorem to express the ”modular operator”, on this domain. In this way we avoid the use of functional calculus which in general is not available.
on Krein spaces. The strategy is as follows: One first defines ”Gaussian spectral cut-offs” for the Lorentz boosts on the Borchers algebra and thereby obtains an analytic action of the velocity transformations on a dense sub-*-algebra $S_{an}$ of the Borchers algebra. Then one uses Lemma 3.1 to derive the existence of a dense set of analytic vectors $D_{an} \supseteq \phi(S_{an})\Omega$.

We start with the definition of Gaussian mollifiers and their complex extension. Let, for $z \in \mathbb{C}$,

$$c_\epsilon(z) = (\sqrt{2\pi\epsilon})^{-1}e^{-z^2/2\epsilon}, \quad \epsilon > 0,$$

such that $c_\epsilon(t)$ for $t \in \mathbb{R}$ is the centered Gaussian bell curve with (variation) parameter $\epsilon > 0$. We also note that $c_\epsilon * c_\epsilon'(t) = c_{\epsilon+\epsilon'}(t)$ where * means convolution in $t$, i.e. the $c_\epsilon$ form a convolution semigroup. As $\epsilon \downarrow 0$, $c_\epsilon(t) \rightarrow \delta(t)$ in the following sense:

**Lemma 4.1** Let $F(t)$ be a continuous and exponentially bounded function, i.e. $\exists C, M > 0$ s.t. $|F(t)| \leq Ce^{Mt}$ $\forall t \in \mathbb{R}$. Then $\int_{\mathbb{R}} F(t)c_\epsilon(t)dt \rightarrow F(0)$ as $\epsilon \downarrow 0$.

**Proof.** If $F$ is continuous and has compact support, the statement is well-known. Using a partition of unity we can represent $F = F_1 + F_2$ as a sum of a function $F_1$ with compact support and a function $F_2$ which is zero on $[-1, 1]$, thus $F(0) = F_1(0)$. It remains to show that the integral $\int_{\mathbb{R}} F_2(t)c_\epsilon(t)dt$ vanishes as $\epsilon \downarrow 0$. This is true by the theorem of dominated convergence as $F_2(t)c_\epsilon(t)$ converge to zero pointwisely $\forall t \in \mathbb{R}$ and this function, for $\epsilon < 1$, is dominated by the integrable function $|F_2(t)|c_1(t)$. ■

Let $\alpha_t = \alpha_{\Lambda(t), 0}$ with

$$\Lambda(t) = \Lambda_{0,1}(t) = \begin{pmatrix} \cosh t & \sinh t & 0 & \cdots & 0 \\ \sinh t & \cosh t & 0 & \cdots & 0 \\ 0 & 0 & 1 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & 1 \end{pmatrix} \quad (12)$$

the velocity transformation in $x^0 - x^1$ direction. By $|\Lambda(t)|$ we denote the maximum norm of the matrix $\Lambda(t)$ and we note that this is an exponentially bounded function.

For $f \in S_1$ and $\epsilon > 0$ we set

$$f_\epsilon = \int_{\mathbb{R}} \alpha_t(f)c_\epsilon(t)dt \quad (13)$$

and we obtain the following lemma:
**Lemma 4.2** Let \( f \in \mathcal{S}_1 \). Then

(i) \( f_{\epsilon} \in \mathcal{S}_1 \) \( \forall \epsilon > 0 \);

(ii) \( f_{\epsilon} \to f \) in \( \mathcal{S}_1 \) as \( \epsilon \downarrow 0 \);

**Proof.** (i) Recall that \( \mathcal{S}_1 \) is the projective limit \( \cap_{L,N \geq 0} \mathcal{S}_{L,N} \) of \( L \)-time continuously differentiable functions on \( \mathbb{R}^d \) with finite Schwartz norm \( \| \cdot \|_{L,N} \). It is thus sufficient to prove that \( f_{\epsilon} \) for all \( \epsilon > 0 \) and \( L, N \geq 0 \) has finite \( \| \cdot \|_{L,N} \) norm:

\[
\|f_{\epsilon}\|_{L,N} \leq \int_\mathbb{R} \|\alpha_t(f)\|_{L,N} c_{\epsilon}(t) \, dt
\]

and we note that the integral on the right hand side is finite due to the Gaussian decay of \( c_{\epsilon}(t) \) and the only exponential increase of \( |\Lambda(t)| \). Here we used the estimate

\[
\|\alpha_t(f)\|_{L,N} \leq \sup_{x \in \mathbb{R}^d, |\beta| < L} \left|(1 + |\Lambda(-t)x|^2)^{N/2} |\Lambda(t)||\beta| \partial^\beta f(x)\right|
\]

\[
\leq (1 + |\Lambda(t)|^2)^{(L+N)/2} \|f\|_{L,N}.
\]

(ii) As \( \int_\mathbb{R} c_{\epsilon}(t) \, dt = 1 \),

\[
\|f_{\epsilon} - f\|_{L,N} \leq \int_\mathbb{R} \|\alpha_t(f) - f\|_{L,N} c_{\epsilon}(t) \, dt.
\]

Note that by (15) \( F(t) = \|\alpha_t(f) - f\|_{L,N} \) is exponentially bounded in \( t \). \( F(t) \) is also continuous. Thus, by Lemma 4.1 we get for arbitrary \( L, N \in \mathbb{N}_0 \) that the right hand side of the above estimate converges to \( F(0) = 0 \) for \( \epsilon \downarrow 0 \). As the family of Schwartz norms \( \{\|\cdot\|_{L,N}\}_{L,N \in \mathbb{N}_0} \) generates the Schwartz topology, the statement follows.

**Remark 4.3** If we do not deal with a scalar theory, Lemma 4.2 and all other constructions of this work can be generalized to representations \( \alpha_{\{\Lambda,0\}} \) where \( \Lambda \) acts on the spin components via a finite-dimensional linear representation \( \tau \) s.t. the matrix elements of \( \tau(\Lambda(t)) \) are exponentially bounded. This follows from \( \tau(\Lambda(t)) \) being additive and continuous in \( t \in \mathbb{R} \).

Clearly, (13) can be interpreted as a Gaussian cut-off \( \hat{c}_{\epsilon}(q) = e^{-\epsilon|q|^2} \) of the spectrum of the generator of the velocity transformations on \( \mathcal{S}_1 \subseteq L^2(\mathbb{R}^d, \mathcal{U}) \). Lemma 1.2 then proves that such cut-offs (in contrast to a simple \( L^2 \)-projection to a compact spectral set) take \( \mathcal{S}_1 \) to itself and can also be removed without leaving \( \mathcal{S}_1 \). We next show that such cut-offs give the required analyticity on \( \mathcal{S}_1 \):
Proposition 4.4 Let \( f \in S_1 \) and \( \epsilon > 0 \). The function \( \alpha_\epsilon(f_\epsilon) \) from \( \mathbb{R} \) to \( S_1 \) has an entire analytic continuation \( \alpha_\zeta(f_\zeta) \) from \( \mathbb{C}' \) to \( S_1 \).

Proof. We first note that for \( f \in S_1 \), \( \epsilon > 0 \), \( \alpha_\epsilon(f_\epsilon) = \int_\mathbb{R} \alpha_s(f) c_s(s - t) \, ds \) and thus the natural extension of \( \alpha_\epsilon \), \( t \in \mathbb{R} \), to complex parameters is given by

\[
\alpha_\zeta(f_\zeta) = \int_\mathbb{R} \alpha_s(f) c_s(s - z) \, ds, \quad z \in \mathbb{C}.
\] (16)

Since \( c_\epsilon(z - s) = e^{-(z^2 - 2zs)/2\epsilon} c_\epsilon(s) \) and \( e^{-(z^2 - 2zs)/2\epsilon} \) for \( z \in \mathbb{C}' \) fixed is exponentially bounded in \( s \), one can show that \( \alpha_\zeta(f_\zeta) \in S_1 \) \( \forall z \in \mathbb{C}' \) in analogy to the proof of Lemma 4.2 (i).

Next we have to prove that \( \alpha_\zeta(f_\zeta) \) is entire analytic in \( z \), hence \( \alpha_\zeta(f_\zeta) = \sum_{l=0}^{\infty} \int_\mathbb{R} \alpha_s(f_\epsilon) c_\epsilon s^l ds \) for \( z \in \mathbb{C} \). Complex differentiability of \( \alpha_\zeta(f_\zeta) \) then holds automatically and we get \( f_\zeta = (1/l)! \partial^l \alpha_\zeta(f_\zeta)/\partial z^l |_{z=0} \). For notational convenience we prove this statement for \( \tilde{\alpha}_\zeta(f_\zeta) = e^{zs/2\epsilon} \alpha_\zeta(f_\zeta) \) which is equivalent. Note that by an argument as in the proof of Lemma 4.2 (i) \( \int_\mathbb{R} \alpha_s(f_\epsilon) c_\epsilon(s) s^l ds \in S_1 \). What we have to show is thus that for \( L, N \in \mathbb{N}_0 \)

\[
\left\| \frac{\tilde{\alpha}_\zeta(f_\zeta)}{1} - \sum_{l=0}^{n} \frac{(z/\epsilon)^l}{l!} \int_\mathbb{R} \alpha_s(f) c_\epsilon(s) s^l ds \right\|_{L,N} \leq \sum_{l=n+1}^{\infty} \frac{|z|/\epsilon)^l}{l!} \int_\mathbb{R} \|\alpha_s(f)\|_{L,N} c_\epsilon(s) |s|^l ds \to 0 \text{ as } n \to \infty. \] (17)

We also note that by an calculation as (15) for \( l \) even

\[
\int_\mathbb{R} \|\alpha_s(f)\|_{L,N} c_\epsilon(s) |s|^l ds \leq \int_\mathbb{R} c_\epsilon(s) |s|^l (1 + |\Lambda(s)|^2)^{(N+L)/2} ds \|f\|_{L,N}
\]

Let \( 0 < \epsilon < \epsilon' \). Then there exists a constant \( C > 0 \) depending on \( L, N \) and \( \epsilon, \epsilon' \) such that the integral on the right hand side of the above estimate is smaller than \( C \int_\mathbb{R} c_\epsilon(s) |s|^l ds \). Since

\[
\sum_{l=0}^{\infty} \frac{R^l}{l!} \int_\mathbb{R} c_\epsilon(s) |s|^l ds = \int_\mathbb{R} c_\epsilon(s) e^{R|s|} ds < \infty
\]

for all \( R > 0 \), (17) follows. \( \blacksquare \)

We now define \( S_1^\text{anal} \) to be the \( \mathbb{C}' \)-linear span of \( \{\alpha_\zeta(f_\zeta) : f \in S_1, \epsilon > 0, z \in \mathbb{C}'\} \). Some properties of this space are listed in the following lemma:

Lemma 4.5 (i) \( S_1^\text{anal} \) is a vector space which is closed under taking the complex conjugate;
(ii) $S_{1}^{\text{anal.}} \subseteq S_{1}$ is dense in $S_{1}$.

(iii) The mapping $\alpha_{z} : S_{1}^{\text{anal.}} \to S_{1}^{\text{anal.}}$ is well-defined for $z \in \mathbb{C}$.

(iv) $\mathbb{C} \ni z \to \alpha_{z}(f) \in S_{1}^{\text{anal.}}$, $f \in S_{1}^{\text{anal.}}$, is additive in $z$, i.e. $\alpha_{z_{1}}(\alpha_{z_{2}}(f)) = \alpha_{z_{1}+z_{2}}(f)$ for all $z_{1}, z_{2} \in \mathbb{C}$, and $\alpha_{z}(f)^{*} = \alpha_{z}(f^{*})$.

(v) The mapping $\mathbb{C} \ni z \to \alpha_{z}(f) \in S_{1}^{\text{anal.}}$, for $f \in S_{1}^{\text{anal.}}$, entire analytic (here we admit the coefficients for the expansion of $\alpha_{z}(f)$, $f \in S_{1}^{\text{anal.}}$, in $z$ to be in $S_{1}$, not necessarily in $S_{1}^{\text{anal.}}$) in $z$.

**Proof.** (i) Closedness under taking the complex conjugation is obvious, cf. (13).

(ii) This follows from Lemma 4.2 (i) and (ii).

(iii) We first have to show that for $g \in S_{1}^{\text{anal.}}$, $g = \alpha_{z_{1}}(f_{e_{1}}) = \alpha_{z_{2}}(h_{e_{2}})$, $f, h \in S_{1}$, $\epsilon_{1}, \epsilon_{2} > 0$, $z_{1}, z_{2} \in \mathbb{C}$, $\alpha_{z}(g) = \alpha_{z}(\alpha_{z_{1}}(f_{e_{1}})) = \alpha_{z_{1}+z_{2}}(f_{e_{1}}) = \alpha_{z_{2}+z_{2}}(h_{e_{2}}) = \alpha_{z}(\alpha_{z_{2}}(h_{e_{2}}))$ is not ambiguous. Note that this holds for real $z$. By entire analyticity in $z$, cf. Prop. 4.4, $\alpha_{z_{2}}(f_{e_{1}}) = \alpha_{z_{2}}(h_{e_{2}})$ then extends to all $z \in \mathbb{C}$.

(iv) That $\alpha_{z}$ is additive in $z$ and $\alpha_{z}(f)^{*} = \alpha_{z}(f^{*})$ follows from equation (16).

(v) is an immediate consequence of (iii) and Proposition 4.4. □

Let $\mathfrak{S}_{\text{anal.}}$ be the free, unital, *-algebra generated by $S_{1}^{\text{anal.}}$, i.e.

$$\mathfrak{S}_{\text{anal.}} = \bigoplus_{n=1}^{\infty} S_{n}^{\text{anal.}}, \quad S_{n}^{\text{anal.}} = S_{1}^{\text{anal.}} \otimes \mathbb{C}, \quad n \geq 1, \quad S_{0}^{\text{anal.}} = \mathbb{C}. \quad (18)$$

By Lemma 4.5 (i) this is well defined. Then $S_{1}^{\text{anal.}}$ is a dense, unital sub-*-algebra of $\mathfrak{S}_{\text{anal.}}$, cf. Lemma 4.5 (ii).

**Proposition 4.6** (i) $\alpha_{z} : \mathfrak{S}_{\text{anal.}} \to \mathfrak{S}_{\text{anal.}}$ is a well defined unital algebra automorphism for $z \in \mathbb{C}$. It behaves under taking the involution as $\alpha_{z}(f)^{*} = \alpha_{z}(f^{*})$ and is entire analytic and additive in $z \in \mathbb{C}$.

(ii) Let $W \in \mathcal{S}'$ be Poincaré invariant (cf. A2)) and $\mathfrak{S}_{0}^{\text{anal.}} = \{ f \in \mathfrak{S}_{\text{anal.}} : W(g \otimes f) = 0 \forall g \in \mathfrak{S}_{\text{anal.}} \}$. Then $\alpha_{z}(\mathfrak{S}_{0}^{\text{anal.}}) \subseteq \mathfrak{S}_{0}^{\text{anal.}}$.

**Proof.** (i) It is sufficient to prove this for the restriction of $\alpha_{z}$ to $S_{n}^{\text{anal.}}$. By Lemma 4.5 the statement holds for elements $\alpha_{z_{1}}(f_{1}) \otimes \cdots \otimes \alpha_{z_{n}}(f_{n})$, $f_{l} \in S_{1}^{\text{anal.}}$, $z_{l} \in \mathbb{C}$, $l = 1, \ldots, n$ in each of the components $\alpha_{z_{l}}(f_{l})$. The claim now follows from going to the diagonal $z = z_{1} = \ldots = z_{n}$.

(ii) Let $f \in \mathfrak{S}_{1}^{\text{anal.}}$. Then $W(g \otimes \alpha_{z}(f)) = 0$ for all real $z$. By (i) and $\mathfrak{W} \in \mathcal{S}'$, $W(g \otimes \alpha_{z}(f))$ is an analytic function in $z$ and thus vanishes identically. □

We now want to use Lemma 5.1 in order to show that the results of Proposition 4.6 carry over to the Krein space representation on $\mathcal{H}$. We first give some definitions:

**Definition 4.7** Let $(\mathcal{H}, \eta)$ be a Krein space with fundamental decomposition $\eta$ and let $U : \mathbb{R} \to \mathcal{O}_{\eta}(\mathcal{D})$ be a one parameter group of $\eta$-unitary operators $U(t) : \mathcal{D} \to \mathcal{D}$. 
(i) Let
\[ D(A) = \left\{ \Psi \in D : \lim_{t \to 0, t \neq 0} \frac{U(t) - 1}{it} \Psi \text{ converges strongly in } H \right\}. \]

Then \( A = (A, D(A)) \), \( A \Psi = \lim_{t \to 0, t \neq 0} (it)^{-1}(U(t) - 1)\Psi, \Psi \in D(A) \), is called the generator of \( \{U(t)\}_{t \in \mathbb{R}} \).

(ii) A vector \( \Psi \in D(A) \) is called analytic for \( A \) if \( \forall n \in \mathbb{N} A^n \Psi \in D(A) \) and \( \exists R > 0 \) such that \( \forall z \in \mathbb{C}, |z| < R, \sum_{n=0}^{\infty} (z^n/n!) A^n \Psi \) converges strongly in \( H \). If this holds for all \( R > 0, \Psi \) is called entire analytic.

(iii) By \( D^{\text{anal}} = D^{\text{anal}}(A) \) we denote the set of all entire analytic vectors of \( A \).

By standard methods one shows that \( A \) is \( \eta \)-symmetric on \( D(A) \). By these very definitions we get \( U(z) = \sum_{n=0}^{\infty} ((iz)^n/n!) A^n : D^{\text{anal}} \to H \) is well-defined and additive for \( z \in \mathbb{C} \) and \( U(z) \Psi, \Psi \in D^{\text{anal}} \), is entire analytic in \( z \in \mathbb{C} \) in the strong topology on \( H \).

We now get as the main theorem of this section:

**Theorem 4.8** Let \( \mathcal{W} \in \mathcal{S}' \) fulfill the Axioms 2.1 with Sobolev dominated Hilbert seminorm \( p \) and let \( (H, \langle \cdot, \cdot \rangle, \Omega), \eta, U, \phi \) be the associated QFT with indefinite metric, cf. Theorem 2.2. Let, furthermore, \( U(t) = U(\{A(t), 0\}), t \in \mathbb{R} \) and \( A \) be the generator of the one parameter \( \eta \)-unitary group \( \{U(t)\}_{t \in \mathbb{R}} \).

Then \( A \) has a dense domain \( D^{\text{anal}} \) of entire analytic vectors. In particular, \( \{U(t)\}_{t \in \mathbb{R}} \) on \( D^{\text{anal}} \) has a well-defined additive extension to \( U(z), z \in \mathbb{C}, \) given by \( U(z) = \sum_{n=0}^{\infty} ((iz)^n/n!) A^n \) and \( U(z)^{[n]} = U(-z) \) holds on this domain.

**Proof.** As \( \mathcal{S}^{\text{anal}} \) is dense in \( \mathcal{S} \), it follows from Lemma 3.1 and the fact that \( \phi(\mathcal{S}) \Omega \) is dense in \( H \) that also \( \phi(\mathcal{S}^{\text{anal}}) \Omega \) is dense in \( H \).

It therefore suffices to show that \( \phi(\mathcal{S}^{\text{anal}}) \Omega \subseteq D^{\text{anal}} \). Let \( \Psi \in \phi(\mathcal{S}^{\text{anal}}) \Omega, \Psi = \phi(f) \Omega, f \in \mathcal{S}^{\text{anal}} \). By Proposition 4.6 (ii), \( U(z) \Psi = \phi(\mathcal{S}^{\text{anal}} f) \Omega \) is well-defined. Furthermore, \( \phi(\mathcal{S}^{\text{anal}} f) = \sum_{n=0}^{\infty} ((iz)^n/n!) f_n \). Hence, \( \lim_{t \to 0, t \neq 0} (\mathcal{S}^{\text{anal}} f) \Omega = \sum_{n=0}^{\infty} ((iz)^n/n!) f_n \Omega \). By Lemma 3.1 this implies
\[ \phi(f_i) \Omega = \phi \left( \lim_{t \to 0, t \neq 0} \frac{\alpha_t(f) - f}{it} \right) \Omega = \lim_{t \to 0, t \neq 0} \frac{U(t) - 1}{it} \Psi. \]

Thus \( \Psi \in D(A) \) and \( A \Psi = \phi(f_i) \Omega \). Repeating this argument \( n \) times we get that \( A^{n-1} \Psi \in D(A) \) and \( A^n \Psi = \phi(f_n) \Omega \). Again by Lemma 3.1 we get that the following chain of equation holds:
\[ U(z) \Psi = \phi(\mathcal{S}^{\text{anal}} f) \Omega = \phi \left( \lim_{N \to \infty} \sum_{n=0}^{N} \frac{(iz)^n}{n!} f_n \right) \Omega. \]
Complex velocity transformations on Krein spaces

\[ = \lim_{N \to \infty} \phi \left( \sum_{n=0}^{N} \frac{(iz)^n}{n!} f_n \right) \Omega \]

\[ = \lim_{N \to \infty} \sum_{n=0}^{N} \frac{(iz)^n}{n!} A^n \Psi, \]

where the convergence is strong convergence in \( \mathcal{H} \) and \( z \in \mathbb{C} \) is arbitrary. This, by definition of \( \mathcal{D}^{\text{anal}} \), just means that \( \Psi \in \mathcal{D}^{\text{anal}} \).

Let us briefly discuss the relation of Therorem 4.8 with functional calculus on Krein spaces: Setting \( \mathcal{C} = \{ \xi : \mathbb{C} \to \mathcal{C}, \xi(z) = \sum_{l=1}^{\infty} a_l z^l, a_l \in \mathbb{C} \text{ s.t. } \exists R > 0, C > 0, |a_l| < CR^l/l! \forall l \in \mathbb{N} \} \), we get by the same methods as in the proof of Proposition 4.4 and Theorem 4.8 that \( (F(A), \phi(\mathcal{D}^{\text{anal}}) \Omega) \) is well-defined for all \( F \) in the algebra \( \mathcal{C} \). This defines a restricted functional calculus for \( A \). But this algebra of entire analytic functions of course does not contain any characteristic sets (“spectral projections”).

If one would try to use the approach of this paper to define spectral projections, one essentially has to continuously extend the Wightman functional \( W \) to a bigger algebra generated by elements

\[ \int_{\mathbb{R}} \alpha_t(f) c_{[a,b]}(t) \, dt, \quad f \in \mathcal{S}_1 \]  

(19)

where \( c_{[a,b]} \) is the inverse Fourier transform of the characteristic function of the set \( [a,b] \). While it is easy to show that this defines a function on \( \mathbb{R}^d \setminus \{ x \in \mathbb{R}^d : |x^0| = |x^1| \} \), the estimates of the proof of Lemma 4.2 obviously fail as \( c_{[a,b]}(t) \) falls to zero no faster than \( 1/t \) as \( t \to \infty \). One thus would have to restrict to Wightman functionals \( W \) with Wightman functions being rather functions of sufficiently fast decay than just distributions. This however is not a physical assumption, as e.g. the two-point function of a scalar field in the physical space-time \( d = 4 \) has singularities on the light cone \( \sim 1/x^2 \) and thus is not a locally integrable function and due to Lorentz invariance is constant along the orbits of the Lorentz group. This forced us in (13) to work with the Gaussian cut-offs giving a less sharp localization of the spectrum. Of course, spectral projections in some cases could be defined using different methods.

**Remark 4.9** On an informal level, spectral calculus can also be defined using Gaussian localization of the spectrum \( \hat{c}_{a,\epsilon}(A) = \sqrt{\frac{\pi}{\epsilon}} e^{-\epsilon|a-A|^2} \), \( a \in \mathbb{R}, \epsilon > 0 \). Informally, \( \lim_{\epsilon \to 0} \hat{c}_{a,\epsilon}(A) = dE_{(-\infty,a]} / da \) where \( E_{(-\infty,a]} = \hat{c}_{(-\infty,a]}(A) \) is the spectral projection of \( A \) on \( (-\infty,a] \). Thus one gets the following heuristic formula

\[ F(A) = \int_{\mathbb{R}} F(a) dE_{(-\infty,a]} = \lim_{\epsilon \to 0} \int_{\mathbb{R}} F(a) \hat{c}_{a,\epsilon}(A) \, da \]

(20)

and one could study the existence of this limit depending on the choice of \( F \) and suitable domains in order to extend the choice of admissible \( F \) beyond \( \mathcal{C} \).
5 On the BW theorem for QFTs with indefinite metric

In this section we combine the existence of complex velocity transformations established in the previous section with a theorem of J. Bros, H. Epstein and U. Moschella which shows that Bisognano Wichmann analyticity (in particular: the KMS-condition) does not depend on positivity. We first recall this result, which is the crucial step towards the BW theorem for QFT with indefinite metric. Here \( W_R = \{ x \in \mathbb{R}^d : x^1 > |x^0| \} \), \( W_L = -W_R \) and \( \Lambda(e_1, \pi) \) is the rotation around \( e_1 = (0, 1, 0, \ldots, 0) \in \mathbb{R}^d \) by the angle \( \pi \). We also note that \( \alpha_t \) takes the *-algebras \( S(W_{R/L}) \) into themselves. We only formulate our statements for the right wedge – the related statement for the left wedge can be derived analogously.

**Theorem 5.1** ([12]) Let \( W \in S' \) fulfill temperedness, locality and the spectral condition (cf. A1, A3) and A4) of Axioms \([2,7]\). Then,

(i) The ”dynamical systems” \( (S(W_{R}), \alpha_t, W) \) fulfills the KMS condition with temperature \( 1/2\pi \), i.e. \( \forall f, g \in S(W_{R}) \) \( \exists \) a holomorphic function \( F(z) \) on the strip \( \mathbb{R} + i(0, 2\pi) \) which continuously extends to \( \mathbb{R} + i[0, 2\pi] \) such that

\[
F(t) = W(f \otimes \alpha_t(g)), \quad \text{and} \quad F(t + i2\pi) = W(\alpha_t(g) \otimes f), \quad t \in \mathbb{R}.
\]

(ii) For \( F \) as in (i), the Bisognano–Wichmann relation is fulfilled:

\[
F(i\pi) = W(f \otimes \alpha_{\{e_0, 1, 0\}}(g^*)).
\]

**Remark 5.2** The proof for this theorem, based on analytic completion along the orbits of the group of complex Lorentz boosts, has been formulated for the case of de Sitter space-time, but the same proof also holds for Minkowski space-time, cf. [12]. Here, up to different notation, (i) corresponds to Eq. (45) of [12] and (ii) is the special case \( \lambda = -1 \) of equation (46) of that reference where \( \lambda = e^z \), \( z \) being the argument of \( F \).

It should also be remarked that the statement of [12] has been formulated for the case of test functions with compact support. Nevertheless, the proof of the crucial Lemma 2 of that reference is based on the estimate (67) which guarantees in (69) of [12] boundary values in \( S' \), see Theorem 2-10 of [31]. But in the Minkowski case, (67) follows automatically from the assumption of temperedness Theorem 2-10 of [31] (see also (17) of [12]). Hence the statement of Theorem 5.1 also holds for Schwartz test functions.

If we re-write (ii) of Theorem 5.1 for a Wightman functional \( W \) associated to some quantum field theory with indefinite metric, cf. Theorem 2.2, we find

\[
\langle \phi(f^*)\Omega, U(i\pi)\phi(g)\Omega \rangle = \langle \phi(f^*)\Omega, J\phi(g^*)\Omega \rangle, \quad J = \mathbb{U}(\{e_0, 1, 0\}), \quad (21)
\]
where $\mathbf{f}, \mathbf{g} \in \mathcal{S}(W_R)$. $J$ is a $\eta$-antiunitary and antiunitary (cf. Corollary 2.3) operator and $J^2 = 1$. [21] is however only symbolic as it is not clear whether one can make sense out of the expression $U(i\pi)\phi(\mathbf{g})\Omega$ for all $\mathbf{g} \in \mathcal{S}(W_R)$. We therefore have to consider a wedge algebra which is smaller than $\mathcal{P}_R = \phi(\mathcal{S}(W_R))$ and maps $\Omega$ to $\mathcal{D}^{\text{anal}.}$. At the same time, such a smaller wedge algebra must not be too small as important properties, e.g. the Reeh-Schlieder property, have to be preserved and the weak commutant should coincide with the wedge algebra. Here we suggest the following solution:

Let $\mathcal{S}^{\text{anal}.}(W_{R/L}) = \mathcal{S}^{\text{anal}.} \cap \mathcal{S}(W_{R/L})$ and $\mathcal{P}^{\text{anal}.}_{R/L} = \phi(\mathcal{S}^{\text{anal}.}(W_{R/L}))$. By definition $\mathcal{P}^{\text{anal}.}_{R/L} \subseteq O_\eta(D)$ and $\mathcal{P}^{\text{anal}.}_{R/L} \Omega \subseteq \mathcal{D}^{\text{anal}.}$.

The following properties of $\mathcal{P}^{\text{anal}.}_{R/L}$ show that these algebras can be seen as legitimate substitutes for the wedge algebras $\mathcal{P}_{R/L}$:

**Proposition 5.3** Let $\mathcal{P}^{\text{anal}.}_{L/R}$ be defined as above. Then,

(i) $\Omega$ is standard (cyclic and separating) for $\mathcal{P}^{\text{anal}.}_{R/L}$;

(ii) $\mathcal{P}^{\text{anal}.}_{R/L}$ is dense in $\mathcal{P}_{R/L}$ w.r.t. the separating norm $\mathcal{P}_{R/L} \ni L \to \|L\Omega\|$;

(iii) The weak commutants of $\mathcal{P}_{R/L}$ and $\mathcal{P}^{\text{anal}.}_{R/L}$ coincide.

**Proof.** (i) By Theorem 3.3 $\Omega$ is cyclic and separating for $\mathcal{P}_{R/L}$. As $\mathcal{P}^{\text{anal}.}_{R/L} \subseteq \mathcal{P}_{R/L}$, $\Omega$ is separating for $\mathcal{P}^{\text{anal}.}_{R/L}$. It remains to show that $\Omega$ is also cyclic. Note that $\mathcal{S}_1(W_{L/R})$ is mapped into itself by the action of $\alpha_t$. Thus, as in Lemma 3.1, one can show that $\mathcal{S}^{\text{anal}.}_1(W_{R/L}) = \mathcal{S}^{\text{anal}.}_1 \cap \mathcal{S}_1(W_{R/L})$ is dense in $\mathcal{S}_1(W_{R/L})$. Thus, $\mathcal{S}^{\text{anal}.}(W_{R/L})$ is dense in $\mathcal{S}(W_{R/L})$. Consequently, by Lemma 3.1 any vector $\Psi = \phi(\mathbf{f})\Omega, \mathbf{f} \in \mathcal{S}(W_{R/L})$, can be approximated in the strong sense by a sequence of vectors $\Psi_n = \phi(\mathbf{f}_n)\Omega, \mathbf{f}_n \in \mathcal{S}^{\text{anal}.}(W_{R/L})$.

(ii) As we only have to show that any vector $\Psi = L\Omega, L \in \mathcal{P}_{R/L}$, can be approximated in the strong topology by vectors in $\{L\Omega : L \in \mathcal{P}^{\text{anal}.}_{R/L}\}$, the same argument as in (i) can be used.

(iii) Obviously $\mathcal{P}^{\text{anal}.}_{R/L} \subseteq \mathcal{P}^{\text{anal}.}_{R/L}$. We have to show the opposite inclusion. Let $C \in \mathcal{P}^{\text{anal}.}_{R/L}$. Then, by Lemma 3.1 we get for $\Psi_1, \Psi_2 \in \mathcal{D}, \Psi_1 = \phi(\mathbf{f})\Omega, \Psi_2 = \phi(\mathbf{h})\Omega, \mathbf{f}, \mathbf{h} \in \mathcal{S}$ and $L \in \mathcal{P}_{R/L}, L = \phi(\mathbf{g}), \mathbf{g} \in \mathcal{S}(W_{R/L})$

$$\langle \Psi_1, CL \Psi_2 \rangle = \langle \phi(\mathbf{f})\Omega, C\phi(\mathbf{g})\phi(\mathbf{h})\Omega \rangle = \langle \phi(\mathbf{f})\Omega, C\phi(\mathbf{g} \otimes \mathbf{h})\Omega \rangle$$

$$= \lim_{n \to \infty} \langle \phi(\mathbf{f})\Omega, C\phi(\mathbf{g}_n \otimes \mathbf{h})\Omega \rangle$$

$$= \lim_{n \to \infty} \langle \Psi_1, CL \Psi_2 \rangle$$

$$= \lim_{n \to \infty} \langle L^\ast \Psi_1, C \Psi_2 \rangle = \langle L^\ast \Psi_1, C \Psi_2 \rangle$$

where in the last step one has to repeat the argument of the first four steps in reverse order to see that the equality follows from Lemma 3.1. Here we used that
there exists a sequence \( g_n \in S_{\text{anal}}^\alpha \) such that \( g_n \to g \) in \( S \) as \( n \to \infty \) (cf. the Proof of (i)) and \( L_n = \phi(g_n) \in P_{\text{anal}}^\alpha \).

We define the domain \( D_{\text{anal}}^R = P_{\text{anal}}^\alpha \Omega \). By Proposition 5.3 \( D_{\text{anal}}^R \) is dense in \( \mathcal{H} \) and

\[
S_R : D_{\text{anal}}^R \to D_{\text{anal}}^R \subset \mathcal{H}, \quad S_R : L \Omega \mapsto L [\pi] \Omega, \quad L \in P_{\text{anal}}^\alpha.
\]

(22)
densely defines an anti-linear operator \( S_R \). Note that \( \Omega \) is separating for \( P_{\text{anal}}^\alpha \), hence (22) is not ambiguous. Also, \((S_R^\alpha, D_{\text{anal}}^R) \supseteq (S_L, D_{\text{anal}}^L)\), with \( S_L \) defined in analogy to (22) for the right wedge replaced by the left wedge. This implies that \( S_R \) is closable.

We can now collect the pieces and formulate a version of the Bisonano–Wichmann theorem for quantum fields acting on Krein spaces:

**Theorem 5.4** Let \( P_{\text{anal}}^{R/L} \) be the analytic right/left wedge algebras associated with some quantum field theory with indefinite metric and let \( J \) and \( S_R \) be defined as in Eq. [21] and [22]. Then,

(i) \([P_{\text{anal}}^R, P_{\text{anal}}^L] = 0\) on \( \mathcal{D} \);

(ii) \( J P_{\text{anal}}^R J = P_{\text{anal}}^L \) and \( J P_{\text{anal}}^L J = P_{\text{anal}}^R \);

(iii) \( U(t) P_{\text{anal}}^R U(t)^{-1} = P_{\text{anal}}^R \);

(iv) \( S_R = JU(i\pi)|_{D_{\text{anal}}^R} \);

(v) \((P_{\text{anal}}^R, U(t), \Omega)\) fulfill the KMS condition \( w.r.t. (\cdot, \cdot)\).

**Proof.** (i) holds by locality. (ii) This is a simple consequence of

\[
\alpha_\alpha^\alpha(\{0, 1, 0\})(S_{\text{anal}}^\alpha) = S_{\text{anal}}^\alpha \quad \text{and} \quad \alpha_\alpha^\alpha(\{0, 1, 0\})(S(W_{R/L})) = S(W_{L/R}).
\]

(iii) Similar as in (ii), this point follows from

\[
\alpha_t(S_{\text{anal}}^\alpha) = S_{\text{anal}}^\alpha \quad \text{and} \quad \alpha_t(S(W_{R/L})) = S(W_{R/L}).
\]

(iv) We note that for \( f, g \in S_{\text{anal}}^\alpha (W_R), \tilde{F}(z) = \langle \phi(f^*), \Omega, U(z) \phi(g) \Omega \rangle \) defines an entire analytic function in \( z \), cf. Theorem 4.8. This function \( \tilde{F}(z) \) coincides for real \( z \) with the continuation of the analytic function \( F(z) \) of Theorem 5.1 (i). By the edge of the wedge theorem, \( F(z) \) is thus an analytic continuation of \( F(z) \) to all \( \mathbb{C} \). We identify these two functions. For \( z = i\pi \) we then get by Theorem 5.1 (ii) that [21] holds rigorously. Thus,

\[
\langle \Psi_1, U(i\pi) \Omega \rangle = \langle \Psi_1, JL[\pi] \Omega \rangle, \quad \forall \Psi_1 \in D_{\text{anal}}^R, \quad L \in P_{\text{anal}}^\alpha.
\]

\( \Omega \) is cyclic for \( P_{\text{anal}}^R \), cf. Proposition 5.3 (i), hence \( D_{\text{anal}}^R \) is dense in \( \mathcal{H} \) and one gets from the above equation that \( U(i\pi) \Psi = JS_R \Psi \forall \Psi \in D_{\text{anal}}^R \). The assertion now follows by multiplication of both sides with \( J \) using \( J^2 = 1 \).
Like in (iv) one shows that the function $F(z)$ for suitable choice of $f, g \in \mathcal{S}^{\text{anal}}(\mathcal{W}_R)$ coincides with $\langle \Omega, L_1 U(z) L_2 \Omega \rangle$, $L_1, L_2 \in \mathcal{P}_R^{\text{anal}}$, and one then gets the KMS condition

$$\langle \Omega, L_1 U(t + i2\pi) L_2 \Omega \rangle = \langle \Omega, L_2 U(-t) L_1 \Omega \rangle$$

from Theorem 5.1 (i).
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