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Abstract—Future wireless networks will be characterized by heterogeneous traffic requirements. Such requirements can be low-latency or minimum-throughput. Therefore, the network has to adjust to different needs. Usually, users with low-latency requirements have to deliver their demand within a specific time frame, i.e., before a deadline, and they co-exist with throughput oriented users. In addition, the users are mobile and they share the same wireless channel. Therefore, they have to adjust their power transmission to achieve reliable communication. However, due to the limited-power budget of wireless mobile devices, a power-efficient scheduling scheme is required by the network. In this work, we cast a stochastic network optimization problem for minimizing the packet drop rate while guaranteeing a minimum-throughput and taking into account the limited-power capabilities of the users. We apply tools from Lyapunov optimization theory in order to provide an algorithm, named Dynamic Power Control (DPC) algorithm, that solves the formulated problem in real-time. It is proved that the DPC algorithm gives a solution arbitrarily close to the optimal one. Simulation results show that our algorithm outperforms the baseline Largest-Debt-First (LDF) algorithm for short deadlines and multiple users.

Index Terms—Deadline-constrained traffic, dynamic algorithms, heterogeneous traffic, Lyapunov optimization, power-efficient algorithms, scheduling.

I. INTRODUCTION

5G and beyond networks are poised to support a mixed set of applications that require different types of services. There are two main categories of applications. The first category includes applications that require bandwidth-hungry services and the second includes delay-sensitive applications. The second category differentiates the current networks from future networks. These applications require low-latency services and increase the need for time-critical networking. In time-critical networking, applications require to deliver their demands within a specific time duration \cite{1}. In other words, each packet or a batch of packets has a deadline within which must be transmitted, otherwise, it is dropped and removed from the system \cite{2}. This is connected with the notion of timely throughput. Timely throughput measures the long-term average number of successful deliveries before the deadline expiration \cite{3, 4}. Each time-critical application belongs to a different category. For example, motion control, smart grid control, and process monitoring belong to the industrial control category. Furthermore, the growing popularity of real-time media applications increases the need for designing networks that can offer services with low latency. Such applications are media production, interactive Virtual Reality (VR), cloud computing, etc, that are under the umbrella of the Tactile Internet \cite{5}.

With the pervasiveness of mobile communications, such applications need to perform over wireless devices. In order to achieve reliable communication, the devices have to adapt their power transmission according to channel conditions. However, many devices may have a limited power budget. Therefore, energy-efficient communications have become a very important issue. In this work, we propose a scheduling algorithm that handles a heterogeneous set of users with heterogeneous traffic. In particular, we consider a network with deadline-constrained users and users with minimum-throughput requirements, with a limited-power budget. We provide an algorithm that solves the scheduling problem in real-time. We prove that the obtained solution is arbitrarily close to the optimal.

A. Related works

Delay-constrained network optimization and performance analysis have been extensively investigated \cite{6}. A variety of approaches have been applied to different scenarios. There is a line of works that consider the control of the maximum number of retransmissions before the deadline expiration. In \cite{7}, the authors consider a user transmitting packets over a wireless channel to a receiver. An optimal scheduling scheme is proposed that provides the optimal number of retransmission for a packet. In \cite{8}, the authors consider users with packets with deadlines in a random-access network. They show how the number of maximum retransmissions affects the packet drop rate. In \cite{9}, the authors consider a single transmitter that transmits symbols to a receiver. Each symbol has a deadline and a corresponding distortion function. The authors consider the distortion-minimization problem while fulfilling deadline constraints.

Furthermore, energy and power efficient scheduling schemes for delay-constrained traffic have attracted a lot of attention over last the years \cite{10–13}. In \cite{10}, the authors consider the minimization of drop rate for users with limited power-budget. They propose an approximated algorithm that performs in real time. In \cite{11}, the authors propose an algorithm that minimizes the time average power consumption while guaranteeing minimum throughput and reducing the queueing delay. They also consider a hybrid system multiple access...
system where the scheduler decides if the transmitter serves a user by by orthogonal multiple access or non-orthogonal multiple access. In [12], [13], the authors utilize markov decision theory to provide an optimal energy-efficient algorithm for delay-constrained user.

Lyapunov optimization theory has been widely applied for developing dynamic algorithms that schedule users with packets with deadlines. In [16]–[19], the authors consider the rate maximization under power and delay constraints. In [16], the authors consider the power allocation for users with hard-deadline constraints. In [17], the author consider the rate maximization of non-real time users while satisfying packet drop rate for users with packets with deadlines. In [18], [19], the authors consider packet with deadlines for scheduling real-time traffic in wireless environment. A novel approach for minimizing packet drop rate while guaranteeing stability is provided in [20]. The authors combine tools from Lyapunov optimization theory and markov decision processes in order to develop an optimal algorithm for minimizing drop rate under stability constraints. However, the algorithm is able to solve small network scenarios because of the curse of dimensionality problem.

Besides delay-constrained traffic management, throughput-optimal algorithms have been developed over the years. Following the seminal work in [21], many researchers developed different solutions for the throughput-maximization problem by proposing a variety of approaches [22]–[24]. In [22], the authors consider the throughput-maximization while guaranteeing certain interservice times for all the links. They propose the time-since-last-service metric. They combine the last with the queue length of each user and they propose a max-weight policy based on Lyapunov optimization. In [23], [24], the authors consider the throughput-maximization in networks with dynamic flows. More specifically, in [23], the authors consider a hybrid system with both persistent and dynamic flows. They provide a queue-maximum-weight based algorithm that guarantees throughput-optimality while reducing the latency. In [24], the authors consider a network with dynamic flows of random size and they arrive in random size at the base station. The service times for each flow varies randomly because of the wireless channel. The authors provide a delay-MaxWeight scheduler that is proved that is throughput-optimal.

Research on scheduling heterogeneous traffic with Ultra Reliable Low Latency (URLLC) users and enhance Mobile Broadband (eMBB) has attracted a lot of attention by the community [25]–[32]. In [25], [26], the authors show the benefits of flexible Transmission Time Interval (TTI) for scheduling users with different types of requirements. In [27], the authors propose an algorithm that jointly schedules ULRC and eMBB traffic. They consider a slotted time system in which the slots are divided into mini-slots. They consider the frequency and mini-slots allocation over one slot. In [28], the authors consider the resource allocation for URLLC users. They study resource allocation for different scenarios: i) OFDMA system, ii) system that includes re-transmissions.

In [29], [30], the authors propose low-complexity algorithm for scheduling URLLC users. The authors in [31] consider the throughput maximization and HARQ optimization for URLLC users. Furthermore, reliable transmission is an important issue of URLLC communications. In [32], the authors consider a network in which multiple unreliable transmissions are combined to achieve reliable latency. The authors model the problem as a constrained Markov decision problem, and they provide the optimal policy that is based on dynamic programming.

B. Contributions

In this work, we consider two sets of users with heterogeneous traffic and a limited-power budget. The first set includes users with packets with deadlines and the second set includes users with minimum-throughput budget. We provide a dynamic algorithm that schedules the users in real-time and minimizes the drop rate while guaranteeing minimum-throughput and limited-power consumption. The contributions of this work are the following.

- We formulate an optimization problem for minimizing the drop rate with minimum-throughput constraints and time average power consumption constraints.
- We provide a novel objective function for minimizing the drop rate. The objective function does not take into account only if a packet is going to expire or not, but also the remaining time of a packet before its expiration.
- We apply tools from the Lyapunov optimization theory to satisfy the time average constraints: throughput and power consumption.
- We prove that the proposed algorithm always satisfies the long term constraints if the problem is feasible.
- The proposed algorithm is proved to provide a solution arbitrarily close to the optimal.
- Simulation results show that our algorithm outperforms the baseline algorithm proposed in [3] for short deadlines and multiple users.

II. System Model

We consider $N$ users transmitting packets to a single receiver over wireless fading channels. Let $\mathcal{N} \doteq \{1, \ldots, N\}$ be the set of the total users in the system. Time is assumed to be slotted, and $t \in \mathbb{Z}$ denotes the $t^{th}$ slot.

We consider the users to be synchronized and controlled by a scheduler. In our system model, at most one user can transmit at each time slot. We consider two sets of users. The first set includes users that have arrivals of packets with deadlines. We denote the set of users with packets with deadlines by $\mathcal{R} \subseteq \mathcal{N}$. The second set of users, $\mathcal{U} \subseteq \mathcal{N}$, contains the users that have throughput requirements. We consider that each user $u \in \mathcal{U}$ is saturated and therefore, it has always packet to transmit. Note that $\mathcal{U} \cup \mathcal{R} = \mathcal{N}$ and $\mathcal{U} \cap \mathcal{R} = \emptyset$. An example of our system model is shown in Fig. 1.

For the deadline-constrained users, each packet that arrives in the queue of the users has a deadline by which the packet must be transmitted. Otherwise, it is dropped and removed.
The random variables of packet arrival process are independent packet arrival process for each user $r$ within one slot but it changes from slot to slot. Let $Q_r(t)$ denote the number of packets in queue $r$ at time slot $t$. Let $\pi_r(t)$ denote the packet arrival probability of user $r$ at time slot $t$. Let $\alpha_r(t)$ denote the packet arrival indicator vector, where $\alpha_r(t) = \{\alpha_r(t)\}_{t \in \mathbb{R}}$, represents the packet arrival process for each user $r$ in the $t^{th}$ slot. The random variables of packet arrival process are independent and identically distributed (i.i.d.). Let $\lambda_r$ denote the arrival rate for user $r$ and $\mathbb{E}\{\alpha_r(t)\} = \lambda_r$. Furthermore, at most one packet can be transmitted at each time slot and no collisions are allowed. In each queue of every user $r \in \mathcal{R}$, packets are served in the order that they arrive following the First In First Out (FIFO) discipline.

We assume that the channel state at the beginning of each time slot is known. The channel state remains constant within one slot but it changes from slot to slot. Let $\mathcal{S}(t) = \{S_i(t)\}_{i \in \mathcal{N}}$ represent the channel state for each user $i$ during slot $t$. Also the channel can be either in “Bad” state (deep fading) or in “Good” state (mild fading). The possible channel states of each user $i$ are described by the set $\mathcal{S} \triangleq \{B, G\}$, and $S_i(t) \in \mathcal{S}, \forall i \in \mathcal{N}$. For simplicity, we assume that the random variables of the channel process $\mathcal{S}(t)$ are i.i.d. from one slot to the next.

Let $p(t) \triangleq [p_1(t), \ldots, p_N(t)]$ denote the power allocation vector in the $t^{th}$ slot. We consider a set of discrete power levels $\{0, p^{(Low)}, p^{(High)}\}$. The required power to have a successful transmission under “Bad” and “Good” channel condition is denoted by $p^{(High)}$ and $p^{(Low)}$ respectively. At each time slot, the set of selectable power levels $\mathcal{P}(t)$ for each user is conditioned on the channel state $S_i(t)$. For example, if the current channel state is “Bad”, then $p^{(Low)}$ cannot be selected. Thus, we have

$$p_i(t) \in \begin{cases} \{0, p^{(High)}\}, & \text{if } S_i(t) = B \\ \{0, p^{(Low)}\}, & \text{if } S_i(t) = G \end{cases}, \forall i \in \mathcal{N}. \quad (1)$$

Let $\mu_i(t)$ be the power allocation, or packet serving, indicator for the user $i$ in the $t^{th}$ slot, we have

$$\mu_i(t) \triangleq \begin{cases} 1, & \text{if } p_i(t) > 0 \\ 0, & \text{otherwise} \end{cases}, \forall i \in \mathcal{N}. \quad (2)$$

At most one packet can be transmitted in a timeslot $t$, i.e., the vector $p(t)$ has at most one non-zero element. The set of power constraints for $p(t)$ is then defined by

$$\mathcal{P}(t) \triangleq \left\{ p(t) : \sum_{i=1}^{N} 1_{\{\mu_i(t)=1\}} \leq 1 \right\}, \quad (3)$$

where $1_{\cdot}$ denotes the indicator function. For each user $r \in \mathcal{R}$, a packet is dropped if its deadline has expired. Since the queue follows FIFO discipline, a packet is dropped under the following conditions: 1) it is at the head of the queue; 2) the remaining number of the slots to serve the packet is 1; and 3) power is not assigned to user $r$ at the current slot. Let $D_r(t)$ be the indicator of the packet drop for user $r$ at time $t$. The queue evolution for each user $r \in \mathcal{R}$ is described as

$$Q_r(t+1) = \max\{Q_r(t) - \mu_r(t), 0\} + \alpha_r(t) - D_r(t), \forall i \in \mathcal{R}. \quad (4)$$

We define the packet drop rate for each user $r \in \mathcal{R}$, the average power consumption for each user $i \in \mathcal{N}$, and the

---

**TABLE I: Notation Table.**

| Symbol | Description |
|--------|-------------|
| $\mathcal{N}$ | Set of the total users in the system |
| $\mathcal{R}$ | Set of the deadline-constrained users |
| $U$ | Set of the minimum-throughput requirements users |
| $t$ | $t^{th}$ slot |
| $Q_r(t)$ | Number of packets in queue $r$ |
| $\pi_r$ | Packet arrival probability of user $r$ |
| $\alpha_r(t)$ | Packet arrival indicator vector |
| $m_r$ | Deadline of packet of user $r$ |
| $d_r(t)$ | Number of slots left before the deadline of user $r$ |
| $S_i(t)$ | Channel states |
| $\mathcal{P}(t)$ | Set of power constraints for $p(t)$ |
| $\mathcal{Q}(t)$ | Set of selectable power levels of user $i$ |
| $\mathcal{P}_r(t)$ | Set of power allocation vectors of user $i$ |
| $\mathcal{D}_r$ | Packet drop rate of user $r$ |
| $\mathcal{D}_r(t)$ | Packet drop indicator of user $r$ |
| $\gamma_i$ | Allowed average power consumption for user $i$ |
| $\alpha(t)$ | Packet arrival indicator vector |

---

**Fig. 1:** Example of the system model with time-critical users with packets with deadlines and users with minimum-throughput requirements.
throughput for each user $u \in \mathcal{U}$ as
\[
D_r(\tau) = \lim_{t \to \infty} D_r(t), \forall r \in \mathcal{R},
\]
\[
p_r(\tau) = \lim_{t \to \infty} p_r(t), \forall r \in \mathcal{R},
\]
\[
\overline{p}_u = \lim_{t \to \infty} \overline{p}_u(t), \forall u \in \mathcal{U},
\]
respectively, where, $D_r(\tau) = \frac{1}{T} \sum_{\tau=0}^{T-1} D_r(t)$, $p_r(\tau) = \frac{1}{T} \sum_{\tau=0}^{T-1} p_r(t)$, and $\overline{p}_u(t) = \frac{1}{T} \sum_{\tau=0}^{T-1} \mu_u(\tau)$. The packet drop rate represents the average number of dropped packets per time slot. The average power consumption represents the average of transmit power over all time slots. The throughput represents the average served packets per time slot for each user $u \in \mathcal{U}$.

These metrics are connected and we will show in the following sections how the average power consumption affects the packet drop rate and the throughput.

### III. Problem Formulation

Our goal is to achieve the minimum drop rate for deadline-constrained users while providing a minimum throughput for each user $u \in \mathcal{U}$ and keeping the average power consumption for every user below a threshold. To this end, we provide the following stochastic optimization problem

\[
\min_{p(t)} \sum_{r \in \mathcal{R}} D_r(t),
\]
\[
s. t. \quad p_r(\tau) \leq \gamma_i, \forall i \in \mathcal{I}, \quad \overline{p}_u \geq \delta_u, \quad u \in \mathcal{U}, \quad p(t) \in \mathcal{P}(t),
\]
where $\gamma_i \in [0, P^\text{High}]$ indicates the allowed average power consumption for each user $i$. Also, $\delta_u$ denotes the minimum throughput requirement for each user $u \in \mathcal{U}$. The constraint in (8a) ensures that average power consumption of each user $i$ remains below $\gamma_i$ power units.

The formulation above represents our intended goal which is the minimization of the packet drop rate. However, the objective function in (8a) makes the solution approach non-trivial. The decision variable, $p(t)$ (power allocation), is optimized slot-by-slot for minimization of the objective function that is defined over infinite time horizon. We have to cope with one critical point: we do not have prior knowledge about the future states of the channel and packet arrivals in the system. Therefore, we are not able to predict the values of the objective function in the future slots in order to decide on the power allocation that minimizes the cost. We aim to design a function whose future values are affected by the current decision and the remaining expiration time of the packets. To this end, we introduce a function incorporating the relative difference between the packet deadline $m_r$ and the number of remaining future slots $(d_r(t) - 1)$ before its expiration as described below

\[
f_r(t) \triangleq m_r - \frac{(d_r(t) - 1)}{m_r} 1_{\{m_r = 0\}}, \forall r \in \mathcal{R},
\]

The function in (9) takes its extreme value, $f_r(t) = 0$, when a packet of user $r \in \mathcal{R}$ is served, or $f_r(t) = 1$ when a packet of user $r \in \mathcal{R}$ is dropped. Therefore, that function takes the same values with those of [5] in the extreme cases. In addition, the function in (9) assigns the cost according to the remaining time of a packet to expire in the intermediate states, i.e., when a packet is waiting in the queue. The cost increases when there is less time left for serving the packet with respect to the defined deadline. The time average of $f_r(t)$ is

\[
\overline{f}_r(t) = \lim_{t \to \infty} f_r(t), \forall r \in \mathcal{R},
\]

where $\overline{f}_r(t) = \frac{1}{T} \sum_{\tau=0}^{T-1} f_r(\tau)$ and

\[
f = \sum_{r \in \mathcal{R}} f_r(t).
\]

Finally, we formulate a minimization problem by using (10) as shown below

\[
\min_{p(t)} \sum_{r \in \mathcal{R}} \overline{f}_r(t)
\]
\[
s. t. \quad p_r(\tau) \leq \gamma_i, \forall i \in \mathcal{I}, \quad \overline{p}_u \geq \delta_u, \quad u \in \mathcal{U}, \quad p(t) \in \mathcal{P}(t).
\]

### IV. Proposed Approximate Solution

The problem in (12) includes time average constraints. In order to satisfy these constraints, we aim to develop a policy that uses techniques different from standard optimization methods based on static and deterministic models. Our approach is based on Lyapunov optimization theory [33].

In particular, we apply the technique developed in [34] and further discussed in [33] and [35] in order to develop a policy that ensures the constraints in (12b) and (12c) are satisfied. Each inequality constraint in (12b) and (12c) is mapped to a virtual queue. We show below that the power constraint and minimum throughput constraints problems are transformed into queue stability problems.

Before describing the motivation behind the mapping of average constraints in (12b) and (12c) to virtual queues, let us recall one basic theorem that comes from the general theory of stability of stochastic processes [36]. Consider a system with $K$ queues. The number of unfinished jobs of queue $i$ is denoted by $q_k(t)$, and $q(t) = \{q_k(t)\}_{k=1}^K$. The Lyapunov function and the Lyapunov drift are denoted by $L(q(t))$ and $\Delta(L(q(t))) \triangleq E\{L(q(t+1)) - L(q(t))\}$ respectively [36]. Below we provide the definition of the Lyapunov function [36].

**Definition 1 (Lyapunov function):** A function $L : \mathbb{R}^K \to \mathbb{R}$ is said to be a Lyapunov function if it has the following properties

- $L(x) \geq 0$, $\forall x \in \mathbb{R}^K$.
- It is non-decreasing in any of its arguments,
- $L(x) \to +\infty$, as $\|x\| \to +\infty$.

**Theorem 1 (Lyapunov Drift),** If there exist positive values $B, \epsilon$ such that for all time slots $t$ we have $\Delta(L(q(t))) \leq B - \epsilon \sum_{k=1}^K q_k(t)$, then the system $q(t)$ is strongly stable.
The intuition behind Theorem 1 is that if we have a queueing system, and we provide a scheduling scheme such that the Lyapunov drift is bounded and the sum of the length of the queues are multiplied by a negative value, then the system is stable. Our goal is to find a scheduling scheme for which the inequality of Theorem 1 holds for our application.

Let \( \{X_i(t)\}_{i \in \mathcal{N}} \) and \( \{Z_u(t)\}_{u \in \mathcal{U}} \) be the virtual queues associated with constraints \((12b)\) and \((12c)\), respectively. We update each virtual queue \( X_i(t) \) at each time slot \( t \) as
\[
X_i(t + 1) = \max [X_i(t) - \gamma_i, 0] + p_i(t),
\]
and each virtual queue \( Z_u(t) \) as
\[
Z_u(t + 1) = \max [Z_u(t) - \mu_u(t), 0] + \delta_u.
\]
Procceed \( X_i(t) \) can be viewed as a queue with “arrivals” \( p_i(t) \) and “service rate” \( \gamma_i \). Process \( Z_u(t) \) can be also viewed as a queue with “arrivals” \( \delta_u \) and “service rate” \( \mu_u(t) \).

We will show that the average constraints in \((12b)\) and \((12c)\) are transformed into queue stability problems. Then, we develop a dynamic algorithm and we prove that the algorithm satisfies Theorem 1 and achieves stability.

**Lemma 1.** If \( X_i(t) \) and \( Z_u(t) \) are rate stable\(^1\), then the constraints in \((12b)\) and \((12c)\) are satisfied.

**Proof.** See Appendix B. □

Note that strong stability implies all of the other forms of stability \([33]\) Chapter 2\) including the rate stability. Therefore, the problem is transformed into a queue stability problem. In order to stabilize the virtual queues \( X_i(t) \), \( \forall i \in \mathcal{N} \) and \( Z_u(t) \), \( \forall u \in \mathcal{U} \), we first define the Lyapunov function as
\[
L(\Theta(t)) = \frac{1}{2} \sum_{i \in \mathcal{N}} X_i^2(t) + \frac{1}{2} \sum_{u \in \mathcal{U}} Z_u^2(t),
\]
where \( \Theta(t) = \{ \{X_i(t)\}_{i \in \mathcal{N}}, \{Z_u(t)\}_{u \in \mathcal{U}} \} \), and the Lyapunov drift as
\[
\Delta(\Theta(t)) \triangleq E \{ L(\Theta(t + 1)) - L(\Theta(t)) \} | \Theta(t) \}.
\]
The above conditional expectation is with respect to the random channel states and the arrivals.

To minimize the time average of the desired cost \( f_r(t) \) while stabilizing the virtual queues \( X_i(t) \), \( \forall i \in \mathcal{N} \), \( Z_u(t) \), \( \forall u \in \mathcal{U} \), we use the drift-plus-penalty minimization approach introduced in [35]. The approach seeks to minimize an upper bound on the following drift-plus-penalty expression at every slot \( t \)
\[
\Delta(\Theta(t)) + V \sum_{r \in \mathcal{R}} E \{ f_r(t) | \Theta(t) \},
\]
where \( V > 0 \) is an “importance” weight to scale the penalty.

An upper bound for the expression in \[(17)\] is shown below
\[
\Delta(\Theta(t)) + V \sum_{r \in \mathcal{R}} E \{ f_r(t) | \Theta(t) \} \leq B
+ \sum_{i \in \mathcal{N}} E \{ X_i(t)(p_i(t) - \gamma_i) | \Theta(t) \}
+ \sum_{u \in \mathcal{U}} E \{ Z_u(t)(\delta_u - \mu_u(t)) | \Theta(t) \}
+ V \sum_{r \in \mathcal{R}} E \{ f_r(t) | \Theta(t) \},
\]
where \( B < \infty \) and \( B \geq \frac{1}{2} \sum_{i \in \mathcal{N}} E \{ \rho_i^2(t) + \gamma_i^2(t) | \Theta(t) \} + \frac{1}{2} \sum_{r \in \mathcal{R}} E \{ \delta_r^2 + \mu_r^2(t) | \Theta(t) \} + \frac{1}{2} \sum_{r \in \mathcal{R}} E \{ \alpha_r^2(t) + \mu_r^2(t) | \Theta(t) \} \).
The complete derivation of the above bound can be found in Appendix A.

### A. Min-Drift-Plus-Penalty Algorithm

We observe that the power allocation decision at each time slot does not affect the value of \( B \). The minimum DPC algorithm observes the virtual queue backlogs of the virtual queues, the actual queue, and the channel states and makes a control action to solve the following optimization problem
\[
\min_{p(t)} \sum_{i \in \mathcal{N}} X_i(t)(p_i(t) - \gamma_i) + \sum_{u \in \mathcal{U}} Z_u(t)(\delta_u - \mu_u(t))
+ V \sum_{r \in \mathcal{R}} f_r(t)
\text{ s. t. } p(t) \in \mathcal{P}(t).
\]

**Lemma 2.** The optimal solution to problem \(19\) minimizes the upper bound of the drift-plus-penalty expression given in the right-hand-side of \(18\).

**Proof.** See Appendix C. □

**Theorem 2** (Optimality of DPC algorithm and queue stability). The DPC algorithm guarantees that the virtual and the actual queues are strongly stable and therefore, according to Lemma 7 the time average constraints in \((12b)\) and \((12c)\) are satisfied. In particular, the time average expected value of the queues is bounded as
\[
\lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{i \in \mathcal{N}} \sum_{u \in \mathcal{U}} \left( E \{ X_i(t) \} + E \{ Z_u(t) \} \right) \leq B + V \left( f^*(\epsilon) - f^{\text{opt}} \right).
\]

In addition, the expected time average of function \( f(t) \) is bounded as
\[
\lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{r \in \mathcal{R}} E \{ f_r(\tau) \} \leq f^{\text{opt}} + \frac{B}{V}.
\]

**Proof.** See Appendix D. □

We summarize the steps of the DPC algorithm that solves the power control problem in \(19\) in Algorithm 1.

In step 1, we initialize the importance factor \( V \) and the length of virtual queues \( X_i(0) \), \( \forall i \in \mathcal{N} \), and \( Z_u(0) \), \( \forall u \in \mathcal{U} \).
Algorithm 1: DPC

1. Input constant $V$. Initialization:
   $$X_i(0) = 0, \gamma_i, \forall i \in \mathcal{N}, Z_u(0) = 0, \forall u \in \mathcal{U}.$$ 
2. for $t = 1: \ldots$ do 
   3. $\text{MinObj} \leftarrow \infty$
   4. for $i = 1: (|\mathcal{N}| + 1)$ do 
      5. $p_i(t) \in \mathcal{P}(t)$, Calculate $f_r(t), \forall r \in \mathcal{R}$
      6. $\text{Obj} \leftarrow V \sum_{r \in \mathcal{R}} f_r(t) + \sum_{r \in \mathcal{R}} X_r(t)(p_i(t) - \gamma_r) + \sum_{u \in \mathcal{U}} Z_u(t)(\delta_u - \mu_i(t))$
      7. if $\text{MinObj} > \text{Obj}$ then 
         8. $p'(t) \leftarrow p(t)$
         9. $\text{MinObj} \leftarrow \text{Obj}$
   10. $p(t) \leftarrow p'(t)$
   11. $X_j(t + 1) \leftarrow \max \{X_j(t) - \gamma_j, 0\} + p_j(t), \forall j \in \mathcal{N}$
   12. $Z_u(t + 1) \leftarrow \max \{Z_u(t) - \mu_u(t), 0\} + \delta_u, \forall u \in \mathcal{U}$

We try all the possible power allocations from the set $\mathcal{P}$ in step 4, and we find the corresponding value of the objective function in step 6. In step 7, we check if the candidate power allocation gives smaller value of the objective so far. In steps 11 – 12, we updated the virtual queues. After the search, we obtain the solution, $p'(t)$, for which the objective function takes its minimum value, $\text{MinObj}$.

V. Simulation Results

In this section, we provide results that show the performance of the DPC algorithm regarding the packet drop rate and the convergence time for the time average constraints, i.e., throughput, and average power consumption constraints. We first show the results of a system with two users. Our goal is to show the performance of DPC for different values of the importance factor $V$. Second, we compare our proposed algorithm with a baseline algorithm called LDF algorithm proposed in [3].

A. Performance and Convergence of DPC algorithm for different values of $V$

In Fig. 2a we provide results for a system with two users; user 1: deadline-constrained user, user 2: user with minimum-throughput requirements. The average power thresholds are $\gamma_1 = 0.7$ and $\gamma_2 = 0.65$ for user 1 and user 2, respectively. The minimum-throughput requirements for user 2 is $\delta_2 = 0.4$ packets/slot, and the deadlines of the packet of user 1 is $m = 10$ slots. The probability the channel to be in “Good” state and in “Bad” state is 0.4 and 0.6, respectively. The high level power and the low level power is $P_{\text{high}} = 2$ power units and $P_{\text{low}} = 1$ power units, respectively.

In Fig. 2a we show the convergence of the algorithm regarding the minimum-throughput constraints for different values of the importance factor $V$. We observe that as the value of $V$ increases, the time convergence increases as well. However, we observe that after approximately 2500 slots, the algorithm converges and the minimum-throughput requirements are satisfied. In Fig. 2b we provide results for the

Fig. 2: DPC algorithm performance for different values of $V$. $\lambda_1 = 0.5, \gamma_1 = 0.7, \gamma_2 = 0.65, \delta_2 = 0.4, m = 10$.
Fig. 3: DPC vs LDF. Drop rate comparison for different values of packet deadline $m$.

the threshold. In this case, the value of the virtual queue that corresponds to the average power consumption is larger than the cost function for large period of time because the importance factor is relatively small. Therefore, the DPC seeks to minimize the larger term of the objective function that is the value of the virtual queue. On the other hand, as we increase $V$, the cost function is weighted more and therefore, the DPC algorithm seeks to minimize the cost function which is the most weighted term in the objective function. However, the average power consumption remains always below threshold $\gamma_1$.

B. DPC vs LDF

In this subsection, we compare the performance of our algorithm with that of LDF. The LDF algorithm allocates power to the user with the largest-debt. Algorithm LDF selects, at each time slot $t$, the node with the highest value of $y_i(t)$, where $y_i(t)$ is the throughput debt and is defined as

$$y_i(t+1) = t q_i - \sum_{\tau} \mu_i(t), \quad (22)$$

where $q_i$ is the throughput requirements for user $i$. In our case, for the users with throughput requirements, $q_i = \delta_i$. For the deadline-constrained users, $q_i$ will be equal to the percentage of the desired served packets for user with deadlines. For example, if our goal is to achieve zero drop rate we set $q_i = \lambda_i$. However, this is not always feasible, i.e., zero drop rate and satisfaction of the throughput constraints. Therefore, in this case, we get higher drop rate and lower throughput. Note that the LDF algorithm does not account for the average power constraints. It was shown in [3] that LDF is throughput optimal when the problem is feasible for systems with users with throughput requirements.

In this set up, we consider one user with packets with deadlines and a set with multiple users with minimum-throughput requirements. The probability the channel to be in “good” state is equal to 0.9 for all the users. In order to observe a
fair comparison between the algorithm, we consider that the average power threshold is 2 for all the users. Therefore, the average power constraint for every user is always satisfied. The arrival rate for user 1 is $\lambda_1 = 0.35$ packets/slot.

In Fig. 5 we compare the performance of the algorithms regarding the packet drop rate as the number of users with minimum-throughput requirements increases. In Fig. 5a, the deadline for the packets of user 1 is $m = 10$. We observe that the DPC algorithm outperforms the LDF algorithm in terms of drop rate as the number of minimum-throughput requirements increases. In Fig. 5b, the deadline for the packets of user 1 is $m = 30$. We observe that the performance of DPC has been improved. However, the DPC outperforms LDF in this case as well. We observe that LDF is more sensitive on the size of the deadline of the packets.

In Fig. 4 we compare the performance of algorithm regarding the average total throughput of users with minimum-throughput requirements. In Fig. 4a, we show results for packets deadline that is $m = 10$. Also in this case, we observe that the DPC algorithm outperforms the LDF. However, for larger deadlines, the performance of the LDF is improved, as shown in Fig. 4b.

In Fig. 5 we provide results for the convergence time of throughput requirements of one user. In this set up, we consider a system with one user with packet with deadlines and six users with minimum-throughput requirements. In the previous results that are shown in Figs. 4 and 5 we observe that as we increase the value of $m$, we get a better performance of the LDF algorithm. In the system of which the results are shown in Fig. 5 we set a very large value to the deadlines of user 1. We observe that the DPC algorithm converges much earlier than LDF algorithm. However, both algorithms converge after many slots. This explains the phenomenon of worst performance of LDF for small values of $m$. Since the LDF algorithm allocates power to the users with largest throughput-debt, it does not consider the remaining slots for each packet. Therefore, when the deadline, $m$, is small, the packets expire before the algorithm converges in terms of throughput requirements and the drop rate increases.

VI. CONCLUSIONS

In this work, we consider a system with users with heterogeneous traffic. In particular, the system consists of two sets of users. The first set contains users with packets with deadlines and the second contains users with minimum-throughput requirements, all with limited power budget. All the users transmit their information over a wireless channel by adjusting their power transmission in order to achieve reliable communication. We consider the minimization of the packet drop rate while guaranteeing minimum-throughput. A dynamic algorithm is provided that solves the scheduling problem in real-time. We prove that our scheduling scheme provides a solution arbitrarily close to the optimal. Simulation results show that the proposed algorithm outperforms the baseline algorithm, LDF, when the deadlines are short and it is faster in terms of convergence.
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APPENDIX A

UPPER BOUND ON THE LYAPUNOV DRIFT OF DPC

Using the fact that $(\max[Q - b,0] + A)^2 \leq Q^2 + A^2 + b^2 + 2QA - bA$, we rewrite (13), (14), as

$$X(t + 1) = X(t) + \frac{p_i^2}{2} + \frac{\gamma_i}{2} + 2X(t)(p_i(t) - \gamma_i), \quad \text{for all } i \in N,$$

$$Z_u(t + 1) = Z_u(t) + \frac{\delta_u^2}{2} + \frac{\mu_u^2}{2} + 2Z_u(t)(\delta_u - \mu_u), \quad \text{for all } u \in U.$$  (23)

Rearranging the terms in (23), dividing them by two, and taking the summations, we obtain

$$\sum_{i \in N} \frac{X_i^2(t + 1) - X_i^2(t)}{2} \leq \sum_{i \in R} \frac{p_i^2}{2} + \frac{\gamma_i^2}{2} + \sum_{i \in N} X_i(t)(p_i(t) - \gamma_i).$$  (25)

$$\sum_{u \in U} \frac{Z_u^2(t + 1) - Z_u^2(t)}{2} \leq \sum_{u \in R} \frac{\delta_u^2}{2} + \frac{\mu_u^2}{2} + \sum_{u \in U} Z_u(t)(\delta_u - \mu_u).$$  (26)

Taking the conditional expectations in (25) and (26), and adding them together, we obtain the bound for the Lyapunov drift in (13). To prove that $B$ that is bounded, we have to find an example and a scheduling scheme for which $B$ takes its maximum value that is bounded. We consider the following set-up:

- The scheduler allocates power at every time slot with the maximum power level,
- $\gamma_i = p_i^\text{High}$, $\forall i \in N$,
- $\delta_u = 1$, $\forall u \in U$,
- $\lambda_i = 1$, $\forall i \in N$.

Then, for the above scheduling scheme, we set $B = \frac{1}{2} \sum_{i \in N} \mathbb{E}\{p_i^2(t) + \gamma_i(t)\Theta(t)\} + \frac{1}{2} \sum_{r \in R} \mathbb{E}\{\gamma_i^2\Theta(t)\} + \frac{1}{2} \sum_{r \in R} \mathbb{E}\{\gamma_i^2\Theta(t)\}$, where $\Theta(t) = \|U\| + 1$.
$1 + \frac{1}{2} | R + 1 | < \infty$. We observe that even in the scenario in which we take the maximum values of $\gamma_i$, $\delta_u$, and $\lambda_i$, $B$ is bounded.

**APPENDIX B**

**PROOF OF LEMMA 1**

**Proof.** Using the basic sample property [33] Lemma 2.1, Chapter 2, we have

$$X_i(t) \overset{t}{\rightarrow} X_i(0) \geq \frac{1}{t} \sum_{\tau=0}^{t-1} p_i(\tau) - \frac{1}{t} \sum_{\tau=0}^{t-1} \gamma_i,$$

$$Z_u(t) \overset{t}{\rightarrow} Z_u(0) \geq \frac{1}{t} \sum_{\tau=0}^{t-1} \delta_u - \frac{1}{t} \sum_{\tau=0}^{t-1} \mu_u(u).$$

Therefore, if $X_i(t)$ and $Z_u(t)$ are rate stable [3], so that $X_i(t) \overset{t}{\rightarrow} 0, \forall i \in \mathcal{N}$, and $Z_u(t) \overset{t}{\rightarrow} 0, \forall u \in \mathcal{U}$, with probability 1, then constraints (12) and (26) are satisfied with probability 1 [37].

**APPENDIX C**

**PROOF OF LEMMA 2**

**Proof.** Let $p(t)$ represent any, possibly randomized, power allocation decision made at slot $t$. Suppose that $p^*(t)$ is the optimal solution to problem (19), and under action $p^*(t)$ the value of $f_i(t)$ yields $f_i^*(t)$ and that of $\mu_u(t)$, $\mu_u^*(t)$. Then, we have

$$V f^*(t) + \sum_{i \in \mathcal{N}} X_i(t) (p^*(t) - \gamma_i) + \sum_{u \in \mathcal{U}} Z_u(t) (\delta_u - \mu_u^*(t)) \leq V f(t) + \sum_{i \in \mathcal{N}} X_i(t) (p(t) - \gamma_i) + \sum_{u \in \mathcal{U}} Z_u(t) (\delta_u - \mu_u(t)).$$

Taking the conditional expectations of (29), we have the result as

$$V \mathbb{E} \{ f^*(t) | \Theta(t) \} + \sum_{i \in \mathcal{N}} \mathbb{E} \{ X_i(\Theta(t)) \} (p_i^*(t) - \gamma_i) + \sum_{u \in \mathcal{U}} \mathbb{E} \{ Z_u(\Theta(t)) \} (\delta_u - \mu_u^*(t)) \leq V \mathbb{E} \{ f(t) | \Theta(t) \} + \sum_{i \in \mathcal{N}} \mathbb{E} \{ X_i(\Theta(t)) \} (p_i(t) - \gamma_i) + \sum_{u \in \mathcal{U}} \mathbb{E} \{ Z_u(\Theta(t)) \} (\delta_u - \mu_u(t)).$$

This shows that the queues are strongly stable for $\epsilon > 0$. 
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