Research Article

Application Error Analysis of SOC Estimation of Pure Electric Vehicles Based on Kalman Signal Big Data Algorithm

Zhaona Lu, Junlong Wang, Chuanxing Wang, and Guoqing Li

1School of Automotive Engineering, Nantong Institute of Technology, Nantong 226002, Jiangsu, China
2School of Automotive and Traffic Engineering, Jiangsu University of Technology, Changzhou 213001, Jiangsu, China

Correspondence should be addressed to Guoqing Li; gqli@jsut.edu.cn

Received 25 August 2021; Accepted 25 October 2021; Published 24 November 2021

Copyright © 2021 Zhaona Lu et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The state of charge estimation of a pure electric vehicle power battery pack is one of the important contents of the battery management system. Improving the estimation accuracy of the battery pack’s SOC is conducive to giving full play to its performance and preventing overcharge and discharge of a single battery. At present, the open-circuit voltage ampere-hour integral method is traditionally used to estimate the SOC value of the battery pack; however, this estimation method is not accurate enough to correct the initial value of SOC and cannot solve the problem of current time integration error between this correction and the next correction. As for the battery performance and characteristics of electric vehicles, it is pointed out that the size of the model value will affect the estimation accuracy of the Kalman signal value. Based on the analysis of the factors to be referred to in the calculation and estimation of SOC by Kalman for pure electric vehicles, the scheme is improved considering the change of battery model value, and the Kalman scheme is proposed. The feasibility and accuracy of the scheme are proved by several battery simulation experiments.

1. Introduction

Rising environmental awareness and rising oil prices have brought electric cars. The era, along with the electric vehicle technology requirements, is also gradually increasing. Battery is the main energy source of electric vehicles, and the battery storage dynamic is the process that the vehicle can run in order to prevent excessive discharge and overcharging of the battery. Therefore, it is required that the SOC of electric vehicles can accurately estimate the battery life [1–3]. The constant discharge characteristic of battery is used to calculate SOC. In this way, the model parameters should be relatively stable; otherwise, it is difficult to calculate the battery consumption state of electric vehicles. The output and input energy of the TV are estimated in terms of amper-hour, while the gap is verified using a stable open-circuit voltage. By default, the stable open-circuit voltage is the voltage at the normal end after the battery is cooled for a certain period of time. In practice, parking for a period of time is more difficult to achieve.

The increasingly widespread adoption of pure electric vehicles, the battery standby time, and the movement mode of battery pack replacement have upset the mode of SOC automatic verification. If the current integral form is always used, the error will not be enlarged, making SOC estimation results lose accuracy. In this paper, the battery model is used
as the background, the open-circuit voltage (OCV) and the SOC motion mode as the background, and the battery terminal voltage as the numerical calculation method, which greatly improves the calculation accuracy of the battery’s SOC.

2. Running Condition of Pure Electric Vehicle

2.1. Current Integration. The remaining capacity of the battery refers to the capacity released during the discharge period from the current state to the terminal voltage under certain discharge conditions. By definition, the most basic method for calculating SOC is the current integration method [4–7]. Assuming that the initial battery allowance is SOC0, the integral value of the current in charging and discharging determines the allowance SOC(t) at the next instant, namely,

$$SOC(t) = SOC_0 + \frac{1}{C_N} \int_{t_0}^{t} \eta I(\tau) d\tau.$$  \hspace{1cm} (1)

For lithium battery, battery charge and discharge efficiency $\eta \approx 1$, equation (1) becomes

$$SOC(t) = SOC_0 + \frac{1}{C_N} \int_{t_0}^{t} I(\tau) d\tau,$$  \hspace{1cm} (2)

where $C_N$ is the rated capacity of the battery and $I(\tau)$ is the current passing through the battery at the time $\tau$.

Current integration has errors, which accumulate over time, so the accuracy of SOC cannot be guaranteed even after a period of operation.

2.2. SOC Estimation Characteristics of Pure Electric Vehicles. Compared with hybrid vehicles, the battery capacity of pure electric vehicles is large, their operating conditions are poor, and their battery characteristic parameters have great changes.

2.2.1. Variation of Capacity and Internal Resistance. The battery model, the actual capacity, DC resistance, and polarization voltage of the battery are the factors that determine the state of the battery and are also the estimation basis of the Kalman signal big data algorithm [8–10]. By tracking the DC resistors Rd1 and Rd2 of any two batteries in an actual vehicle lithium-ion battery pack, the trend shown in Figure 1 can be obtained.

The cycle test of pure electric working life for vehicle batteries is carried out. Figure 2 shows the cycle charging capacity reduction curve of a single battery.

As shown in Figures 1 and 2, due to the special working conditions of pure electric vehicles, with the increase of running time, the battery capacity gradually decreases and the internal resistance increases significantly. The variation of these model parameters directly affects the estimation accuracy of the big data algorithm of the Kalman signal.

2.2.2. Complexity of Polarization Voltage. The polarization voltage of the battery is the difficulty and key to estimate SOC [11, 12]. The main factors influencing the polarization voltage value are the ambient temperature, working current, the charge and discharge state of the battery, and the degree of aging. In addition, if the battery is used in pure electric vehicles, the operating range of the battery is very wide, and the environmental temperature is easy to change. Therefore, it is difficult to estimate the polarized voltage correctly. As abovementioned, if the big data algorithm of the hybrid Kalman signal is directly applied to estimate the SOC of pure electric vehicles, large errors will definitely be generated.

3. Kalman Signal Big Data Algorithm

3.1. Kalman Signal Big Data Algorithm Principle Formula. In order to apply the Kalman signal big data algorithm to correct SOC cumulative error, firstly based on the output characteristics of the onboard battery of a pure electric vehicle, as shown in Figure 3, $E$ is the potential of the battery, $R$ is the polarization voltage of the DC resistance battery, and $v$ is the terminal voltage of the battery. As shown in Figure 3,
the positive direction of the current is shown based on the current reference direction. The estimation equation based on the Kalman signal big data algorithm principle is as follows.

Equation of state is given by

\[
SOC(t) = SOC(t_0) + \frac{1}{C_N} \int_{t_0}^{t} I(\tau)d\tau + w(t).
\]

(3)

The output equation is as follows:

\[
U_o = f_{OCV-SOC}(SOC) - IR + U_p + V(t),
\]

(4)

where \(U_o = f_{OCV-SOC}(SOC) - IR + U_p + V(t)\) is the function relation of OCV to SOC. \(W(t)\) and \(V(t)\) are measurement error and process error, respectively.

The OCV-SOC curve is simplified to a piecewise linear function for convenience of calculation.

\[
f_{OCV-SOC} = \begin{cases} 
H(0) \times SOC + B(0), & 0 < SOC \leq 10, 
H(1) \times SOC + B(1), & 10 < SOC \leq 20, 
\vdots 
H(8) \times SOC + B(8), & 80 < SOC \leq 90, 
H(9) \times SOC + B(9), & 90 < SOC \leq 100,
\end{cases}
\]

(5)

where \(H\) is the slope of each section of the curve and \(B\) is the intercept.

In the process of charge and discharge, the internal resistance of the battery is different. Therefore, in the equation, \(R\) is

\[
R = \begin{cases} 
R_{dt}, & I > 0, 
R_s, & I < 0.
\end{cases}
\]

(6)

The polarization of a battery is a complex process. Considering that the polarization voltage of a battery is almost constant in a certain period of time, to simplify the calculation, the polarization of the battery is expressed as a delay function [13–15].

\[
U_p = \begin{cases} 
0, & t < t_0, 
C_p, & t > t_0,
\end{cases}
\]

(7)

where \(C_p\) is a constant value.

Discretization of equations (3) and (4) can be obtained as follows:

\[
SOC(\bar{k}) = SOC(\bar{k} - 1) + \frac{1}{C_N} I(\bar{k}) \Delta t + w(\bar{k}),
\]

\[
U_o(\bar{k}) = f_{OCV-SOC}(SOC(\bar{k})) - I(\bar{k})R + U_p + \nu(\bar{k}).
\]

(8)

By the recursion of the Kalman signal big data algorithm, the following equations are obtained:

\[
L_k = \sum_{x_k} -C_k [C_k \times \sum_{x_k} C_k + R_k]^{-1},
\]

\[
SOC(\bar{k}) = SOC(\bar{k} - 1) + L_k \times [U_o(\bar{k}) - f_{OCV-SOC}(SOC(\bar{k})) - I_k R + U_p],
\]

(9)

where \(C_k = (\partial f_{OCV-SOC}(k)/\partial SOC(k)) = H(k)\), \(L_k\) is the Kalman gain, and \(R_k\) is process control covariance.

For a given training dataset, \(s = \{(x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l)\} \in R^l \times R\), the following
linear functions of higher-order feature space are used to fit the sample set.

\[
f(x) = w^T \varphi(x) + b. \tag{10}
\]

In the formula \( \varphi(x) \) is the nonlinear mapping from input space to higher-order feature space, \( W \) is the eigenspace weight vector, \( B \) is bias. According to the structural risk minimization principle, the regression problem of the LS-KSBDA method can be expressed as the following constrained optimization problem:

\[
\min \frac{1}{2} w^T w + \frac{\lambda}{2} \sum_{i=1}^{l} e_i^2, \quad y_i = w^T \phi(x_i) + b + e_i, \quad i = (1 \sim l).
\tag{11}
\]

In order to solve the abovementioned optimization problems, it is necessary to change the constrained optimization problem into an unrestricted optimization problem. The Lagrangian function is introduced to transform the optimization problem of expression (2) into a dual space.

\[
L = \frac{1}{2} w^T w + \frac{\lambda}{2} \sum_{i=1}^{l} e_i^2 - \sum_{i=1}^{l} \alpha_i \left[ w^T \phi(x_i) + b + e_i - y_i \right]. \tag{12}
\]

In the formula, \( \alpha_i \) is the Lagrange multiplier and \( \lambda \) is a constant: according to KKT conditions, \( \partial L/\partial w = 0, \partial L/\partial b = 0, \partial L/\partial e_i = 0, \) and \( \partial L/\partial \alpha_i = 0, \) which is as follows:

\[
\begin{cases}
w = \sum_{i=1}^{l} \alpha_i \phi(x_i), \
\sum_{i=1}^{l} \alpha_i = 0, \alpha_i = \gamma e_i, w^T \phi(x_i) + b + e_i - y_i = 0.
\end{cases}
\tag{13}
\]

For equation (4), the following linear equations can be obtained by eliminating \( w \) and \( e_i \):

\[
\begin{bmatrix}
0 & e_i^T \\
e_i & Q + I
\end{bmatrix}
\begin{bmatrix}
b \\
a
\end{bmatrix} =
\begin{bmatrix}
0 \\
y
\end{bmatrix}.
\tag{14}
\]

In this paper, the radial basis function is adopted as the kernel function:

\[
k(x_i, x) = \exp\left(-\frac{\|x_i - x\|^2}{2\sigma^2}\right). \tag{15}
\]

The least square method is used to solve the first order equations of equation (5), solve \( a \) and \( b \), and finally get the LS-SW regression function.

\[
f(x) = \sum_{i=1}^{l} \alpha_i k(x_i, x) + b. \tag{16}
\]

It is found in the process of derivation that the equation is adopted. Constraints can transform the optimization problem into a linear equation and greatly reduce the complexity of the algorithm. In addition, the LS-KSBDA using the radial kernel function is only determined. The parameters \( y \) and \( \sigma \) and the search space of the parameters are reduced from the standard KSBDA three-dimensional to two-dimensional, greatly accelerating the modeling speed.

3.2. Generation of SOC Estimation Errors. According to the basic principle of Kahan’s algorithm and the above transfer relation [15], the labor condition of the power battery sample in the vehicle city is tested. DSOC is the true SOC of the battery in all graphs, and the results are obtained by the following analysis.

3.2.1. The Influence of Open-Circuit Voltage on the Curve of Residual Electric Quantity. The open-circuit voltage of the battery is the presumption basis of the Kalman algorithm, and the accuracy of the OCV-OC curve directly affects the presumption accuracy of the battery’s SOC. Figure 4 shows the OCV-OC curve of a lithium manganese battery.

Two different characteristic curves before and after the correction were used to estimate the same lithium manganese battery sample (15 A·h), and the results obtained are shown in Figure 5.

As can be seen from the estimation results, the initial error is 50%, and it remains unchanged after the error reaches 12%, which is calculated by modifying the precurve. However, according to the revised curve, the SOC error will be reduced to less than 5% after 1500 s. According to the principle analysis of the Kalman algorithm, since the OCV value of the curve before correction is higher than the value after correction, the terminal voltage corresponding to the curve before correction is also higher for the same SOC value. Because the correction force of the Kalman factor is small, the estimated value of the curve before correction is smaller than the value after correction. Through the abovementioned analysis, it is found that the difference of the battery’s open-circuit voltage characteristic curve leads to a certain error between the algorithm and the actual value when estimating SOC.

From the abovementioned analysis, it can be seen that the OCV curve of the battery is an important index reflecting the characteristics of the battery. In practice, even the same material can vary depending on the manufacturer. Even batteries made of the same material can vary from manufacturer to manufacturer. Therefore, in order to accurately estimate the SOC of the battery, only the actual test of the measured battery is carried out, and the OCV-OC characteristic curve is derived. Only then can the SOC of the measured battery be estimated correctly.

3.2.2. The Influence of Capacity. From formula (3), the capacity of the battery is one of the basic parameters of the SOC equation of state. Battery capacity varies depending on battery cycle life and operating conditions (such as ambient temperature).
According to the capacity correction, the battery’s SOC is basically the same as the beginning of the battery terminal voltage curve. As shown in Figure 7, from the upper battery voltage to the lower battery voltage, the battery capacity from 100% to 0 satisfies the defined benchmarks of the SOC.

Before and after the modification of battery capacity, the comparison of battery SOC estimation results is shown in Figure 8.

The estimation of the actual capacity of the battery greatly improves the estimation accuracy of SOC. In Figure 8, samples of lithium manganese batteries with different capacities are compared. The $(15 \text{A} \cdot \text{h})$ formula check shows that the estimation error of the battery’s SOC with modified capacity is less than 5%. The estimation error of SOC without capacity correction is very large.

By comparing the two curves, the same capacity decreases, i.e.,

$$\int_{t_0}^{t} I_1(\tau) \, d\tau = \int_{t_0}^{t} I_2(\tau) \, d\tau.$$  \hspace{1cm} (19)

According to equation (11), because of $C_{A1}(t, T) > C_{A2}(t, T)$, the terminal voltage corresponding to SOC$_1(t)$ of the unmodified capacity of SOC$_1(t) <$ SOC$_2(t)$ is lower and the correction strength of the estimation factor is larger. Therefore, the estimated SOC value gradually deviates from the true value, showing a divergence trend.

3.2.3. The Influence of Internal Resistance. The difference in resistance within the battery increases depending on cycle life. As the battery capacity decreases, the internal resistance of the battery gradually increases and the influence gradually increases. The initial internal resistance of the cycle is $R_d(T)$, and when the battery runs for a period of time, it is $R_d(T + \Delta t)$. Since $R_d(T + \Delta t)$, the following equation (20) can be obtained:

$$\text{SOC}(\tilde{k})$^+ > \text{SOC}(\tilde{k})_{(T + \Delta t)}^+.$$

$$\int_{t_0}^{t} I_1(\tau) \, d\tau = \int_{t_0}^{t} I_2(\tau) \, d\tau.$$  \hspace{1cm} (19)

According to equation (11), because of $C_{A1}(t, T) > C_{A2}(t, T)$, the terminal voltage corresponding to SOC$_1(t)$ of the unmodified capacity of SOC$_1(t) <$ SOC$_2(t)$ is lower and the correction strength of the estimation factor is larger. Therefore, the estimated SOC value gradually deviates from the true value, showing a divergence trend.
That is to say, even if the battery is old, if the uncorrected internal resistance is applied to the formula, the calculated value of the formula will be significantly different. As a result, the initial compensation force is increased, and the estimated value exceeds 100%, which seriously affects the reliability of SOC.

Figure 9 shows a comparison of SOC estimates before and after the battery internal resistance correction. It can be seen from Figure 9 that the retention error between the estimated value and the actual value of SOC before resistance correction is less than 5%, effectively meeting the actual demand of the SOC.

4. Experiment and Result Analysis

In order to study the estimation effect of the big data algorithm of the Kalman signal, it is compared with the estimation results of BSA-BPNN, BSA-RBFNN, and BSA-FNN; that is, the number of hidden layer nodes of BPNRB, FNN, and FNN is also optimized by BSA. The initial conditions of the swarm algorithm are the number of repetitions $M = 1500$, the number of groups $N = 35$, and the constants $c1 = c2 = 1.6$ and $a1 = a2 = 1.1$. For the training set, Figure 10 shows the results of SOC estimates for various networks based on the BSA algorithm.

As can be seen from Figure 10, these four algorithms estimate SOC values well, and the actual values closely overlap with the output value curve of the network. The prediction accuracy is high, and the difference can only be seen from the locally enlarged curve.

In order to more accurately compare the advantages and disadvantages of these networks, the mean square error (MSE), mean absolute proportional error (MAPE), and mean absolute error (MAE) were set as the evaluation indexes of the fitting accuracy.

The initial values of these four networks are randomly selected, and the simulation results are also random. Therefore, in order to ensure the objectivity of the results, the average value of each algorithm is executed 10 times. Table 1 shows the average value of three training errors of BSA-BPNN, BSA-RBFNN, and BSA-FNN.

As can be seen from Table 1, BSA-5PNN matches several levels of the three mean errors of BSA-FNN, and BSA-FNN is better than BSA-BPNN. The three mean errors of BSA7BFNN are 2~3 digits smaller than those of BSA-5PNN and BSA-FNN. The fitting accuracy of BSA-IBFNN is significantly higher than that of BSA-5PNN and BSA-FNN. The three average errors of the Kalman signal big data algorithm are 2~4 digits smaller than that of BSA-RBFNN. Compared with the other three algorithms, the Kalman signal big data algorithm has the best fitting effect and the highest accuracy.

For the test set, the predicted SOC results of various networks using the BSA algorithm are shown in Figure 11.

Three prediction error values of BSA-BPNN, BSA-RBFNN, and BSA-FNN and Kalman signal big data algorithm are shown in Table 2. As can be seen from Table 2, BSA-BPNN matches several levels of the three mean errors of BSA-FNN, and BSA-FNN is better than BSA-BPNN. The three mean errors of BSA-RBFNN are 2~3 digits smaller than those of BSA-BPNN and BSA-FNN. Therefore, the prediction accuracy of BSA-RBFNN is significantly higher than that of BSA-BPNN and BSA-FNN. The three average...
Errors of the Kalman signal big data algorithm are 1 to 3 orders of magnitude smaller than the BSA-RBFNN. Compared with the other three algorithms, the Kalman signal big data algorithm has the best fitting effect and the highest prediction accuracy.

In order to verify the improvement effect of Kalman signal’s big data algorithm on the battery’s SOC estimation accuracy and convergence time, the PITE3980 intelligent discharge detector was used to collect experimental data. The discharge current of the discharger is set at 6 A, and the
discharge time is set at 30 min. The voltage and OC curves obtained are shown in Figures 12 and 13.

According to the nonlinear model of battery, the Kalman signal big data algorithm and the adaptive nonlinear Kalman filter algorithm are adopted, respectively. AUKF was obtained from the experimental results after training, as shown in Figure 14. Figure 15 shows the estimation errors of the AUKF and Kalman signal big data algorithms.

5. Analysis of Experimental Results

The big data algorithm of the Kalman signal has higher approximate accuracy than the adaptive detracting Kalman filter algorithm. As can be seen from Figure 15, in the estimation process, the estimation error of the Kalman signal big data algorithm is always $10^{-3}$ bits, while the error of the AUKF algorithm is very large in the conversion process. When the system reaches a steady state, the error can reach $10^{-3}$ bits. RELM is a static model, so experimental data are trained and optimized using the BSA algorithm, and after some iterations, known variables are required to achieve good results. The nonlinear model of the battery can be adjusted in real time according to the experimental data. The feedback error of the adaptive unmarked Kalman filter shows the tendency to attenuate the vibration. After limited iterations, good results can be obtained, but there is a transition process. Compared with the Kalman signal big data algorithm, the convergence time is long and the initial error is large. However, the known variables required are smaller than those in the Kalman signal data algorithm.

6. Conclusions

In this paper, a calculation method of the Kalman signal data is proposed for the situation where the internal power consumption of battery cannot be calculated directly. The SOC value of the battery was obtained by the ADVISOR software, and the experimental data and specimen data were selected according to the proportion for research and analysis. The experimental results show that the accuracy of the Kalman signal is higher than the calculated values of BSA-BPNN, BSA-RBFNN, and BSA-FNN. It shows that the Kalman signal data calculation in battery SOC is more accurate, feasible, and fast convergent than other calculation methods.
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