A Retrofitting-based Supplementary Controller Design for Enhancing Damping Performance of Wind Power Systems

Tomonori Sadamoto¹, Aranya Chakrabortty², Takayuki Ishizaki¹, and Jun-ichi Imura¹

Abstract—In this paper we address the growing concerns of wind power integration from the perspective of power system dynamics and stability. We propose a new retrofit control technique where an additional controller is designed at the doubly-fed induction generator site inside the wind power plant. This controller cancels the adverse impacts of the power flow from the wind side to the grid side on the dynamics of the overall power system. The main advantage of this controller is that it can be implemented by feeding back only the wind states and wind bus voltage instead of any of the other synchronous machines in the rest of the system. Through simulations of a 4-machine Kundur power system model we show that the retrofit can efficiently enhance the damping performance of the system variable despite very high values of wind penetration.
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I. INTRODUCTION

With the rapid increase in wind penetration, power system operators are gradually inclining towards developing controllers to mitigate adverse impacts of doubly-fed induction generator (DFIG) models on transient stability and small-signal stability of the grid [1], [2]. The current state-of-art method to mitigate such instability scenarios is by heuristic tuning of PID controllers that are used for setpoint regulation of the active and reactive power outputs of a DFIG. However, this type of ad-hoc tuning may end up destabilizing the system with incorrect choice of the PID gains, which will be shown shortly in one of our simulation results. Thus, what operators need is a systematic control mechanism by which a state of the wind power plant can be regulated in a desired way without causing any grid instability, and that too by preferably feeding back only the wind power plant state and wind bus voltage instead of relying on any of the other synchronous machines in the rest of the system.

In this paper, we fulfill this objective by designing a so-called retrofit controller for a wind power plant, which is based on local feedback of the wind power plant state only. The design methodology has been proposed in [3]. The advantages of the retrofit control are twofolds: the retrofit controller is capable of enhancing the dynamic performance of the overall power system, and the controller design can be performed without explicit consideration of the dynamics of overall power system model. The design synthesis of the retrofit controller consists of three subsequent steps. First, we consider the wind-integrated system without any retrofit controller, and ensure that the PSS gains of the synchronous generators are robust enough to stabilize the overall power system model for a given penetration level of wind power. Note that the objective of this step is only to come up with a set of PSS gains that guarantee stability; we do not require any PSS tuning here to optimize the dynamic performance of the grid. Second, we consider the wind power plant to be isolated from the rest of the system, and connected to an infinite bus, and design the retrofit controller using a linear quadratic regulator (LQR) that depends on partial feedback of the wind power plant state only. The controller is actuated through the current control loop of the wind power plant in parallel to pre-existing PI controllers for setpoint regulation of the currents. Finally, the synchronous generators with the chosen PSS gains are integrated with the wind power plant with the chosen LQR-based retrofit controller, and the combined grid dynamics are shown to improve significantly. We validate our results by simulating the classical 4-machine, 9-bus, 2-area Kundur power system model [4] with a wind power plant at the intermediate bus.

The rest of this paper is organized as follows. In Section II-A, we describe the coupled dynamic model of a power system with synchronous generators and a wind power plant, and establish the interaction between the two through their power flow equilibrium. In Section II-B, we show a power system example that illustrates how a larger level of wind penetration can induce oscillatory behavior in the line flows, and that incorrect PID tuning to counteract that oscillatory behavior may eventually end up destabilizing the system. In order to enhance the damping performance we propose a retrofit controller design in Section III-A based on the design method proposed in our recent paper [3]. In Section IV, we investigate the efficiency of the retrofit control through a Kundur’s 4-machine power system example with a wind power plant. Finally, concluding remarks are provided in Section V.

Notation: We denote the imaginary unit by \( j := \sqrt{-1} \), the set of real numbers by \( \mathbb{R} \), the set of complex numbers by \( \mathbb{C} \). The complex variables are described in bold fonts, e.g., \( \mathbf{x} \). The conjugate of \( \mathbf{x} \) is denoted by \( \mathbf{x}^* \), and the absolute value of \( \mathbf{x} \) by \( |\mathbf{x}| \). A map \( \mathcal{F}(\cdot) \) is said to be a dynamical map if the triplet \((x, u, y)\) with \( y = \mathcal{F}(u) \) solves a system...
Fig. 1. Wind-integrated power system where \( v_k \) is bus voltage and \( e_k \) is power outflowing from bus

of differential equations

\[
\dot{x} = f(x, u), \quad y = g(x, u)
\]

with some functions \( f(\cdot, \cdot) \) and \( g(\cdot, \cdot) \), and an initial value \( x(0) \). In addition, the dynamical system \( \mathcal{F}(\cdot) \) is said to be stable if \( \mathcal{F}(\cdot) \) is input-to-state stable [5]. By the abuse of the terminology, the autonomous system \( \dot{x} = f(x) \) is said to be stable if the system is asymptotically stable. We denote the \( L_2 \)-norm of a square-integrable function \( f(\cdot) \) by

\[
\|f(t)\|_{L_2} := \sqrt{\int_0^\infty \|f(t)\|^2dt}.
\]

II. MOTIVATING EXAMPLE

A. Wind-integrated power system model

We first develop a state-space model representing the electro-mechanical dynamics of a wind-integrated power system. While our modeling approach applies to any generic power system model, for the sake of illustration we refer to the 4-machine Kundur power system [4] with a wind plant at an intermediate bus as a running example. This model is shown in Fig. 1. We refer to the total number of generation units, including both synchronous generators and a wind power plant by the symbol \( N \). For the Kundur model, \( N = 5 \).

Each generating unit generates active and reactive power depending on its bus voltage, and injects the power to a grid satisfying power balance among generation units and loads. The wind power plant model and synchronous generator model are described in Section II-A.1 and Section II-A.2, respectively, and the interconnection through the grid is described in Section II-A.3.

1) Wind Power Plants: We consider the wind power plant to be an aggregation of all the wind turbines and DFIGs inside it. Without loss of generality, we refer to the wind generator as generator 1 among the \( N \) total generators in the system. Following standard literature such as in [6], the model of all the generators are assumed to be identical for simplicity (the model can be easily extended to when this is not the case), and the total power injected into the grid from the wind plant is obtained by summing the power output of the individual generators.

The individual wind generator model has a wind turbine, DFIG, and an internal controller. The wind turbine is modeled as a two-inertia system of a rotor and generator [7]

\[
\dot{\eta} = A_{\eta}\eta + B_{\eta}\tau(i) + R_{\eta}(\omega_r) p_a, \quad \eta := [\omega_r, \omega_y, \theta]^T \tag{1}
\]

where

\[
A_{\eta} = \begin{bmatrix}
-d_{g} + & -\frac{d_{c}}{m_{r}} \\
\frac{d_{c}}{m_{r} n_{g}} & -\frac{1}{m_{g}} \left( \frac{d_{c}}{n_{g}^{2}} + d_{g} \right) & -\frac{k_{g}}{m_{r}} \\
\omega_{r}/2 & -\omega_{r}/(2n_{g}) & 0
\end{bmatrix},
\]

\[
B_{\eta} = \begin{bmatrix}
0 & 2/(\bar{\omega} m_{g}) 0 0
\end{bmatrix}^T,
\]

\[
R_{\eta}(\omega_r) = \begin{bmatrix}
\omega_{r} \quad & \omega_{y} \quad & \theta
\end{bmatrix}^T
\]

\( \omega_r \) and \( \omega_y \) are the angular velocity of the rotor and generator, \( \theta \) [rad] is the generator torsion angle, \( \tau(i) \) is the torque generated by the DFIG currents denoted by \( i \in \mathbb{R}^4 \), and \( p_a \) is the aerodynamic power input depending on wind speed. We assume \( p_a \) to be constant since the time-scales over which wind speeds change by notable amounts are much slower than the time-scale of transient stability of the power system [8], which is the main objective of interest for our controller design. The positive constants, \( m_r, m_g, d_r, \) and \( d_g \), are inertia and damping coefficients of the rotor and generator, \( k_g \) and \( d_c \) are torsional stiffness and damping coefficients, \( n_g \) is a gear ratio, and \( \bar{\omega} = 120\pi \) [rad/s] is the synchronous frequency. The values of these various model parameters are listed in Appendix A. Throughout the paper, all physical quantities, e.g. \( \omega_r \) in (1), are in per unit unless otherwise stated.

The DFIG is modeled through the dynamics of its stator and rotor currents, expressed in a rotating d-q reference frame as [9]

\[
\begin{align*}
\dot{i} &= A_i(\omega_y) i + R_i |v_1| + B_i (w + u) \\
\tau(i) &= L_m (i_{qs} i_{dr} - i_{ds} i_{qr}) \\
e_1 &= \gamma (|v_1| i_{qs} + j |v_1| i_{ds}) \\
i_{ds} &= i_{dr} \\
i_{qr} &= i_{qs}
\end{align*}
\tag{2}
\]

where \( i_{dr} \) and \( i_{qr} \) are the d- and q-axis rotor currents, \( i_{ds} \) and \( i_{qs} \) are the d- and q-axis stator currents, \( v_1 \) is phasor d- and q-axis stator voltage, \( e_1 = p_1 + j q_1 \) is the total effective wind power with \( p_1 \) being the active power and \( q_1 \) being the reactive power, \( w \in \mathbb{R}^2 \) is control input given by an internal wind controller (described below) to stabilize the wind generator, and \( u \in \mathbb{R}^2 \) is an additional control input whose design will be described in Section III-A. Each element of the term \( w + u \in \mathbb{R}^2 \) in (2) represents d- and q-axis rotor voltage, respectively.

In this wind power plant model, the positive constant \( \gamma \) in (2) represents the level of wind power penetration. In other words, a larger value of \( \gamma \) indicates that a larger amount of wind power is injected to the grid. Later in our simulations we will numerically inspect the influence of this penetration level on the transient stability and dynamic performance of the Kundur system. Typically, both the d- and q-axis currents of the rotor need to be regulated to pre-computed setpoints based on a maximum power-point tracking algorithm for the operating wind speed. This regulation is needed both for...
Regulators (AVR) that regulate their bus voltages to setpoint system rotating at constant synchronous speed internal voltage of the rotor, $\omega$ where $\delta_i$ are as follows:

\[
\begin{align*}
\dot{\xi}_d &= \kappa_d (i_{dr} - i_{dr}^*) \\
\dot{w}_d &= \kappa_P (i_{dr} - i_{dr}^*) + \xi_d + z_d(\omega_g, i_{qs}, i_{qr}) \\
\dot{z}_d(\omega_g, i_{qs}, i_{qr}) &=: - (\omega_g - \omega_g^*)(L_m i_{qs} + L_r i_{qr})
\end{align*}
\tag{3a}
\]

and

\[
\begin{align*}
\dot{\xi}_q &= \kappa_I (i_{qr} - i_{qr}^*) \\
\dot{w}_q &= \kappa_P (i_{qr} - i_{qr}^*) + \xi_q + z_q(\omega_g, i_{ds}, i_{dr}) \\
\dot{z}_q(\omega_g, i_{ds}, i_{dr}) &=: (\omega_g - \omega_g^*)(L_m i_{ds} + L_r i_{dr})
\end{align*}
\tag{3b}
\]

where $w = [w_d, w_q]^T$ is the controller output in (2), and $\xi_d \in \mathbb{R}$ and $\xi_q \in \mathbb{R}$ are the controller state, $\omega_g$, $i_{dr}$, $i_{qr}$, are reference values of $\omega_g$, $i_{dr}$, and $i_{qr}$ achieving a given desirable steady-state power flow, $\kappa_P$ and $\kappa_I$ are the proportional and integral (PI) gains, $L_m$ and $L_r$ are the magnetizing inductance and the rotor inductance of DFIG. The signals $z_d$ and $z_q$ are used to cancel out cross-coupling between $d$- and $q$-axis rotor voltages depending on the difference between the generator speed and synchronous speed; for further details of this model, see [10].

2) Synchronous Generators: For $k \in \{2, \ldots, N\}$, the dynamics of the $k$-th synchronous generator model [11] consists of the electro-mechanical swing dynamics

\[
\begin{align*}
\dot{\delta}_k &= \omega k_h \\
m_k \dot{\omega}_k &= p_{mk} - d_k \omega_k - |v_k| \rho_k \sin(\delta_k - \angle v_k)/\chi_k
\end{align*}
\tag{4}
\]

and the electro-magnetic excitation dynamics

\[
\begin{align*}
\tau_k \dot{\rho}_k &= -\alpha_k \rho_k + \beta_k |v_k| \cos(\delta_k - \angle v_k) + v_k \\
\tau_k \dot{v}_k &= -v_k - \kappa_k (|v_k| - \mu_k)
\end{align*}
\tag{5}
\]

where $\delta_k$ [rad] is the rotor angle relative to the coordinate system rotating at constant synchronous speed $\omega$ [rad/s], $\omega_k$ is the rotor angular velocity relative to $\omega$, $\rho_k$ is the internal voltage of the rotor, $v_k$ is the voltage of the excitation winding, $p_{mk}$ is the mechanical input, and $v_k$ is the complex terminal bus voltage, which is determined by the power flow between generation units and loads. For simplicity, we assume that $p_{mk}$ is a given constant value achieving a desirable steady-state power generation for every synchronous machine $k \in \{2, \ldots, N\}$. The constant parameters in (4-5) are as follows: $m_k$ and $d_k$ are inertia and damping coefficients of the rotor, $\tau_k$ is the open circuit time constant, $\tau_k'$ and $\kappa_k$ are the regulator gain and time constant, $\chi_k$ is the $d$-axis sub-transient reactance, $\alpha_k$ and $\beta_k$ are the parameters depending on $\chi_k$ and the $d$-axis transient reactance. The total effective power generated by the $k$-th synchronous generator, consisting of both active and reactive powers, can be written as

\[
e_k = \rho_k |v_k| (|\sin \delta_k - \cos \angle v_k|)/\chi_k
\tag{6}
\]

Typically generators are equipped with Automatic Voltage Regulators (AVR) that regulate their bus voltages to setpoint values, as well as Power System Stabilizers (PSS) that ensure small-signal stability. A typical PSS can be represented as a speed-feedback controller

\[
\mu_k = C_k(\omega_k), \quad k \in \{2, \ldots, N\}
\tag{7}
\]

where $C_k(\cdot)$ is a dynamical map to be designed. In this paper, we use two stages of lead-lag compensators with one highpass washout filter as shown in [4] to design $C_k(\cdot)$.

3) Coupling between grid and wind plant: The dynamics of the synchronous generators and of the wind power plant are coupled to each other through power flow balance between the generators and the loads. This balance can be expressed as

\[
e = (Y \nu)^* \times \nu
\tag{8}
\]

where $e \in \mathbb{C}^N$ and $v \in \mathbb{C}^N$ are the stacked representations of $e_k$ and $v_k$, $Y \in \mathbb{C}^{N \times N}$ is the Kron-reduced network admittance matrix, which involves load admittances, and the symbol $\times$ denotes element-wise multiplication. In the following, we refer to the power system outside the wind power plant as the \textit{pre-existing grid model}. This nomenclature clearly acknowledges that in our analysis we treat the grid with the synchronous generators as a nominal system, while the wind power plant is looked upon as a new addition to it. The goal is to design a local controller for the wind power plant that can guarantee stability and performance of the overall power system despite the intrusion of this new component.

B. Motivating Example

We next consider a motivating example for transient stability of the wind-integrated Kundur system modeled by (1-8). We assume $u = 0$ in (2), $\kappa_P = 1$ and $\kappa_I = 5.2$ in (3), and design a linear PSS $C_k(\cdot)$ in (7) such that the nonlinear model of the overall power system is stable.

We suppose a situation where the system stays at an equilibrium during $t \in [0, 2)$, and subsequently, a line fault happens at $t = 2$. First, we suppose a situation where $\gamma = 3$ in (2), i.e., only a very small amount of wind power is injected to the grid. We plot the synchronous generator angles

![Fig. 2. Comparison of $\delta_k - \delta_1$ in the case of $\gamma = 3, 10, \text{and } 20$](image-url)
relative to that of the first synchronous generator, i.e., $\delta_k - \delta_1$, in Fig. 2(a). We can see from this figure that the trajectories tend to go to steady-state values within 10 [sec].

However, when $\gamma$ increases to 10 or 20, we can see from Figs. 2(a)-(c) that the behavior of the phase angle differences becomes more oscillatory as the penetration level gets higher. We also linearize the system model (1)-(8) for different values of $\gamma$ in the range $[3, 20]$. Then, we found that two eigenvalues move from $-0.055 \pm 1j$ to $-0.014 \pm 0.8j$ as the value of $\gamma$ increases. In addition, these eigenvalues go across the imaginary axis if $\gamma$ is larger than 25.8. This result shows how wind penetration beyond a certain limit can induce transient instability in the Kundur model.

One potential way to combat this would be to increase the gains of the PI controllers in (3). However, such a high gain controller may in fact end up destabilizing the whole system by stimulating negative coupling effect coming from the pre-existing grid model. Indeed, for system (3), we aim at designing a retrofit control design for the wind power plant using only its local output feedback.

A. Retrofit Control of Wind-Integrated Power System

Towards improvement of transient stability of wind-integrated power systems, we aim at designing a retrofit controller [3], which sends additional control input $u$ in (4). We will show that this controller not only retains stability but also enhances the damping of the line power flows and generator frequencies in transience. In the following, we assume that $|v_1|$ and $\omega_r$ in (4) are measurable in addition to $\omega_g$ and $i$ used by the internal controller (3). Summarizing (1)-(3), we can rewrite the wind power plant dynamics as

$$\Sigma : \begin{cases} \dot{x} = F(x) + R|v_1| + Bu \\ e_1 = g(x, |v_1|) \end{cases}$$  \hspace{1cm} (9)

where

$$x := \begin{bmatrix} \eta \\ i \\ \xi_d \\ \xi_q \end{bmatrix} \in \mathbb{R}^9, \quad R := \begin{bmatrix} R_d & 0 \\ 0 & 0 \end{bmatrix}, \quad B := \begin{bmatrix} 0 & \begin{bmatrix} B_d \\ 0 \end{bmatrix} \end{bmatrix}.$$  \hspace{1cm} (10)

It should be noted that these nonlinear dynamics depend on $y := [\omega_r, \omega_g, i]^T = Cx$ where $C$ is compatible with $y$. Thus, the nonlinear function $F(x)$ in (9) has a form of

$$F(x) = Ax + f(Cx)$$  \hspace{1cm} (11)

and $f(\cdot)$ is the residue defined as $f(Cx) := F(x) - Ax$. We consider that $x^*$ is given as an equilibrium of $x$ in (9) such that

$$0 = F(x^*) + R|v_1^*|, \quad e_1^* = g(x^*, |v_1^*|)$$  \hspace{1cm} (12)

for the desirable bus voltage $v_1^*$ and power $e_1^*$. In addition, we denote $y^* := Cx^*$. In this setting, a retrofit controller for the wind-integrated power system is given as follows [3]:

**Proposition 1:** Assume that the interconnection of the pre-existing grid model in (4)-(8) and wind power plant $\Sigma$ in (9)-(12) is stable. Consider a dynamical map $\mathcal{K}(\cdot)$ stabilizing

$$\dot{\zeta} = A\zeta + BK(C\zeta).$$  \hspace{1cm} (13)

Then, the feedback system of (4)-(12) interconnected by the control input

$$u = K(y - \hat{y})$$  \hspace{1cm} (14)

where $\hat{y}$ is given by the dynamic compensator:

$$\hat{\Sigma} : \begin{cases} \dot{\hat{x}} = A\hat{x} + f(y - y^*) + R(|v_1| - |v_1^*|) \\ \hat{y} = C\hat{x} + y^* \end{cases}$$  \hspace{1cm} (15)

is stable.

The combination of the controller $\mathcal{K}(\cdot)$ and the compensator $\hat{\Sigma}$ in Proposition 1 is referred to as a retrofit controller. This controller is implemented in the current control loop of the DFIG exactly in a parallel connection to the pre-existing PI controllers. The retrofit controller needs the bus voltage magnitude $|v_1|$, and only a part of the wind power plant state for feedback, namely the angular velocity of rotor and generator $\omega_r$, $\omega_g$ and the DFIG currents $i$.

Following the design philosophy provided in [3], the controller $\mathcal{K}(\cdot)$ can be tuned for improving dynamic performance of the wind-integrated system. For simplicity, we suppose that $\mathcal{K}(\cdot)$ is a linear map. We can show that there exists a class-$\mathcal{K}$ function $\beta(\cdot)$ satisfying

$$\|x\|_{\mathcal{L}_2} \leq \beta(\|\zeta\|_{\mathcal{L}_2})$$  \hspace{1cm} (16)

where $\zeta$ obeys (14) with $\zeta(0) = x(0)$. Thus, if a map $\mathcal{K}(\cdot)$ is tuned such that $\|\zeta\|_{\mathcal{L}_2}$ is made smaller by any conventional optimal control design such as linear quadratic regulator
of the PSS and PI controllers. This is because the neglected nonlinearity $f(\cdot)$ in (12), but also the dynamics of the pre-existing grid, are stimulated by the control input $u = K(y)$. The compensator $\Sigma$ in Proposition 1 sends a compensation signal $\hat{y}$ in (15) to prevent this stimulation. Hence, owing to this compensation we can theoretically guarantee the stability of the whole closed-loop system.

Another important point to note here is that we can design the controller $K(\cdot)$ and the compensator $\hat{\Sigma}$ without knowing the pre-existing grid model (1). Thus, this retrofit controller design is extremely convenient to implement in practical large-scale power systems where it is almost impossible to have accurate knowledge of the exact model of the entire grid.

IV. NUMERICAL SIMULATION

In this section we validate our proposed control design by applying it to the wind-integrated Kundur power system model of Fig. 1 modeled by equations (1-8). We choose the wind injection limit $\gamma = 20$ in (9). As shown in Section II-B a larger amount of wind penetration tends to induce significant oscillatory behavior. To mitigate this adverse impact, we construct a retrofit controller $\{K(\cdot), \hat{\Sigma}\}$, where $\hat{\Sigma}$ is given as (16) and $K(\cdot)$ in (15) is designed as an observer-based LQR. In what follows, we consider the same fault at time $t = 2$ as in Section II-B.

In Fig. 4(a), the blue solid lines depict the d- and q-axis stator currents in presence of the retrofit controller while the red dotted lines depict those without the controller. The reason why the blue response has an oscillation mode having a frequency around 0.1[Hz] is that this mode is uncontrollable by the control input $u$ in (9). By comparing the blue lines with the red lines, we can see that the stator current fluctuation can be suppressed by the retrofit controller. The other state variables of the wind power plant, e.g., the rotor current, generator angular velocity, show a similar improved transient response. We also compare the closed-loop response of the entire power system model with the wind plant with and without the retrofit controller. In Fig. 4(b), the blue solid lines depict the synchronous generator angles relative to that of the first generator, i.e., $\delta_k - \delta_1$, in presence of the retrofit controller, while the red dotted lines also depict the case without the controller. This subfigure implies that the magnitude of the oscillation of the relative angles can be suppressed by the retrofit controller.

To investigate the variation of the damping performance of the closed-loop system, we design several $K(\cdot)$ by varying the weight for the LQR. Figs. 5(a)-(c) show the frequency difference and $\delta_k - \delta_1$ corresponding to the case with low, middle, and high gain controllers. As we can see from these subfigures, the damping performance of the closed-loop system monotonically improves as we apply higher gains in the controller $K(\cdot)$.

V. CONCLUSIONS

In this paper, we have proposed retrofit control of wind-integrated power systems, where the control action is actuated based on local feedback of the wind power plant state only. As the level of wind penetration increases, the transient response of line flows and generator frequencies after a fault may become highly oscillatory. Tuning PI controllers in the current control loops of the DFIG may be able to control these oscillations to some extent, but increasing these gains eventually tend to destabilize the entire power system. Our proposed retrofit controller circumvents this difficulty, and retains both stability and dynamic performance despite very high levels of wind penetration. Furthermore, the controller design can be performed without explicit knowledge of the dynamics of the system other than the wind power plant. We have shown the efficiency of the proposed control through a Kundur 4-machine power system model with a wind power plant at the intermediate bus.
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\[ A_i(\omega) := \begin{bmatrix} -\frac{R_s L_s}{K_1} & 1 - \omega_y \frac{K_2}{K_1} & -\frac{R_s L_m}{K_1} & -\frac{R_s L_m}{K_1} \\ -1 + \omega_y \frac{K_4}{K_1} & \frac{R_s L_m}{K_1} & -\frac{R_s L_m}{K_1} & 1 + \omega y \frac{K_4}{K_1} \\ -\omega y \frac{K_3}{K_1} & \omega y \frac{K_3}{K_1} & -\omega y \frac{K_3}{K_1} & -\omega y \frac{K_3}{K_1} \\ -\omega y \frac{K_5}{K_1} & \omega y \frac{K_5}{K_1} & -\omega y \frac{K_5}{K_1} & -\omega y \frac{K_5}{K_1} \end{bmatrix}, \quad R_i := \begin{bmatrix} 0 & \frac{L_m}{K_1} & 0 \\ 0 & 0 & \frac{L_m}{K_1} \\ -\frac{L_r}{K_1} & 0 & 0 \end{bmatrix}, \quad B_i := \begin{bmatrix} 0 \\ 0 \\ -\frac{L_r}{K_1} \\ 0 \end{bmatrix} \] (18)

Fig. 5. Frequency differences and angles relative to the first synchronous generator angle.

**APPENDIX**

**A. Wind Power Plant Parameters**

The parameters of the wind turbine in [1] are summarized as follows: \( m_m = 103 \text{ [s}^2] \), \( m_y = 7.3 \times 10^{-4} \text{ [s}^2] \), \( d_r = 0.05 \text{ [rad/s]} \), \( d_y = 5.7 \times 10^{-6} \text{ [rad/s]} \), \( k_c = 0.27 \text{ [s]} \), \( d_c = 1.78 \text{ [rad/s]} \), \( p_a = 2.5 \times 10^{-2} \), and \( n_y = 90 \). Note that all the values are rated at the system capacity 100 [MVA]..

The matrices of DFIG in [2] of the wind power plant rated at 1.8MW and 575V are defined in [9] where \( L_s = 4.8365 \text{ and } L_r = 4.8344 \) are the stator and rotor inductance, \( R_s = 0.0111 \text{ and } R_r = 0.0108 \) are the stator and rotor resistance, \( L_m = 4.6978 \) is the magnetizing inductance, \( K_1 := (L_s L_r - L_m^2) \), \( K_2 := L_s^2 \), \( K_3 := L_s L_r \), \( K_4 := L_r L_s \), \( K_5 := L_r L_m \), and \( n_p = 4 \) is the number of electrical poles of the DFIG.
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