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Abstract—Thanks to the latest advances in containerization, the serverless edge computing model is becoming close to reality. Serverless at the edge is expected to enable low latency applications with fast autoscaling mechanisms, all running on heterogeneous and resource-constrained devices. In this work, we engineer and experimentally benchmark a serverless edge computing system architecture. We deploy a decentralized edge computing platform for serverless applications providing processing, storage, and communication capabilities using only open-source software, running over heterogeneous resources (e.g., virtual machines, Raspberry Pis, or bare metal servers, etc). To achieve that, we provision an overlay-network based on Nebula network agnostic technology, running over private or public networks, and use K3s to provide hardware abstraction. We benchmark the system in terms of response times, throughput and scalability using different hardware devices connected through the public Internet. The results show that while serverless is feasible on constrained devices, such as Raspberry Pis, there is still a lack of support when determining computational power and network characterization leaves much room for improvement in edge environments.
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I. INTRODUCTION

With the improvement of computing capabilities and network bandwidth for end-users, computing at the edge is gaining popularity when serving latency-sensitive applications while also reducing communication to remote data centers. Also, cloud providers are offering solutions that include edge infrastructures by deploying on-premises nodes to provide low-latency and data-locality services. This evolution has been greatly supported by containerization, an enabling technology that can address the resource heterogeneity at the edge. Known container orchestrators, such as Kubernetes have been widely proven to provide service resilience against hardware and container failures and reducing deployment and maintenance costs by providing seamless autoscaling to meet demands for computing, when and where needed. Containerization has also brought a huge advantage to DevOps by facilitating development, testing, and monitoring tasks and eliminating conflicts that applications can present when running in different environments.

Today, research in serverless edge computing is primarily focused to either solving new theoretical problems introduced by, for instance, the volatility of edge devices, or to benchmarking specific software tools, such as container runtimes or serverless platforms, or yet to benchmarking different types of hardware devices. What is currently missing are the benchmarking studies of the entire edge computing systems, engineered in real-world scenarios. Such studies are rather critical when building systems to work in decentralized environments at the edge, running over heterogeneous, constrained, and networked devices. For instance, limitations on the capabilities of edge devices can make some exiting tools fundamentally unsuitable due to processor architectures incompatibility (e.g., AMD64, ARMv7, ARMv8, etc.). While many cloud computing tools are open-source and already in production, there is still a lack of community-driven projects engineering and benchmarking edge computing systems with these tools.

We engineer and benchmark a serverless edge computing system based on open-source software tools running over different network domains. We use Nebula to provide network abstractions, while connecting devices in different sites, and K3s, a lightweight distribution of Kubernetes designed for constrained devices, as container orchestrator to provide hardware abstractions. To provide processing, communication, and storage capabilities, we make use of lightweight and production-ready tools, including OpenFaaS, NATS, and Elasticsearch, respectively. We first share the lessons learnt in the design of the system including communication, storage, and processing capabilities. We then benchmark the system in terms of response time, throughput and scalability. The results show that serverless edge computing is feasible on heterogeneous devices, showing good performance on constrained devices, such as Raspberry Pis. Tools are still missing in support of determining computational power and to monitoring the network state in container orchestrators, and require further improvements when engineering edge computing systems.

The rest of the paper is organized as follows. Section II presents related work. Section III describes the architectural design. Section IV analyzes the performance of the system under different scenarios and Section V concludes the paper.

II. RELATED WORK

While the traditional Platform-as-a-Service (PaaS) model hides the backend from customers when facilitating development, deployment, and management tasks, system scaling remains a challenge for users [1]. In contrast, the Function-as-a-Service (FaaS) model removes decision making regarding
This transition, however, would not have been possible without the latest advances in containerization, especially in edge devices [3]. In addition, the high performance that container orchestrators, such as Kubernetes, have already been proven in the cloud context, has been improving in the edge context by replacing, for instance, schedulers that consider the state of the network to address latency [4]. Unlike what is known for virtual machines (VMs) where resources are usually underused due to overprovisioning techniques necessary to handle peaks of requests, in serverless computing, resources can be provisioned instantly on demand while minimizing the costs and efforts for developers when dealing with scalability [5].

Since traditional centralized cloud infrastructures are not expected to be able to handle the vast amount of data generated by IoT devices while assuring real-time interaction [6], the idea of having a network of computing devices closer to the end-users becomes essential [7]. Edge computing is expected to be able to deal with high intensive computing applications, such as deep learning models [8], while handling a high number of requests and ensuring very low latency [9]. Despite the advantages, the edge introduces significant challenges, including resource capability constraints, heterogeneity, resiliency and security, which still need to be addressed [10]. In this area, containerization becomes even more essential to address device heterogeneity [11]. The adoption of both serverless functions and containerization techniques is the natural next step forward in the edge computing evolution, as also demonstrated in the commercial context [9].

Despite the huge attraction that edge computing is presenting to both academia and industry, benchmarking studies of open source serverless platforms in the edge context are few and far between. Most of the related work analyzes and benchmarks the performance of cloud tools [12], or compares various serverless frameworks [13] in the edge context. To further contribute to this evolution, we propose the design of a serverless edge-centric computing system using open source tools already used in production and benchmark the system.

III. Architectural Design

We set the goal of building a system that can provide abstractions of processing, storage, and communication resources, so that dependency conflicts and redundancies are avoided, which is a challenge that developers and system administrators need to face. The proposed system architecture is illustrated in Fig. 1. First, it should be noted that the proposed architecture is built considering different network domains (i.e. private/public networks or clouds) and with the requirement set that it should be deployable over bare-metal (ARM- or x86-based) or hypervisor-based VMs (Infrastructure). The system abstraction includes three categories: network, hardware, and software. Network abstraction is achieved by creating an overlay peer-to-peer network for the interconnection of the devices such that firewalls are avoided. Hardware abstraction is achieved by using of a container orchestrator which abstracts all the devices, deals with container lifecycle and scaling. Software abstraction is achieved by providing processing, communication, and storage capabilities, using a serverless framework, messaging system, and a database engine, as services to be used by applications. These applications can be created by deploying serverless functions (function X, function Y) which are agnostic from the underlying abstraction. For the reminder of this section, we go into implementation details of the abstraction layers, as well as the serverless functions used for the benchmarking of the system.

A. Network abstraction: Overlay networks

When connecting devices located behind NATs (Network Address Translation) or firewalls, it is required to either apply manual NAT configurations, firewall rules, or to use traditional privacy-oriented VPN solutions (e.g., OpenVPN or Wireguard). While these VPN solutions can create mesh VPN networks, they are not efficient when connecting devices located behind NATs.

Fig. 1: Architectural design of the proposed edge computing system model
scalable beaconing servers and UDP hole punching technique to directly interconnect devices over the network avoiding manual firewall configurations and creating, in this way, mesh overlay networks. These tools are not privacy-oriented, so not all the traffic generated by a host is tunneled, but only additional network interfaces are created and used when communicating with the nodes within the created overlay network. Since this solution is simpler and more scalable in the edge context, in our implementation we choose Nebula, which is free and open-source developed by Slack’s team. Nebula makes use of mutual authentication using certificates, traffic encryption via Diffie-Hellman key exchange, and AES-256-GCM in its default configuration, as well as traffic filtering. The clients connect to the lighthouse (i.e., beaconing server) first and then start the negotiation of paths between the clients. These paths remain configured by both clients using the UDP connections for keep-alive messages, if no data is transferred.

B. Hardware abstraction: Container orchestration

Container orchestrators are responsible for integrating, scaling, and managing containers, while at the same time providing security, networking, service discovery, monitoring, etc. Some cloud providers, such as Amazon, have developed their own orchestrators, while others support multiple, such as Kubernetes, Apache Mesos Marathon, or Docker Swarm. From all available options, Kubernetes is the most widely adopted in large production environments. It has the advantage of not being constrained to one specific container runtime, but open to Docker, containerd, CRI-O, or any following the Kubernetes Container Runtime Interface specifications. We choose a lightweight Kubernetes distribution built for the edge, known as K3s, which comes with all needed components into a single binary of less than 40MB. K3s achieves this small size compared to other distributions by dropping some storage drivers and cloud providers not needed for its purpose.

C. Software abstraction: Serverless framework

While containerization facilitates the packaging and deployment of applications, administrators are still responsible for the scalability management of container orchestration systems. The serverless model removes this need for the administrator to manage the scaling. Serverless functions are small pieces of code that are only executed when they are explicitly triggered. Typically these functions have a specific purpose, are stateless, and run for short periods of time. Some cloud providers, such as Amazon with Lambda or Google with Cloud functions, are already offering the deployment of functions by providing IDEs, SDKs, plugins, etc. In the open-source community, serverless platforms such as OpenFaaS, OpenWhisk, or Kubeless are currently under development. In our implementation, we make use of OpenFaaS due to the maturity and minimum hardware requirements compared to the other options. OpenFaaS provides a means to deploy containerized functions without having to deal with context-specific APIs.

D. Software abstraction: Messaging system

When developing applications based on microservice architectures, the design of APIs for the communication between components can follow different styles such as RPC, REST, query, or event-driven, where their choice will depend on the use case. When developing a scalable system for a larger number of devices, client-server communication is not feasible; instead, the publish-subscribe model is preferable. In this context, while traditional publish-subscribe message brokers (e.g., RabbitMQ or AMQP) can serve that purpose, event-driven messaging systems, such as Apache Kafka or NATS bring some advantages. These messaging systems are typically based on distributed logging which offers good scalability, persistency, high availability, and fault-tolerance while assuring real-time communication. Their persistency allows microservices to restore their state anytime in case of failures, which is critical in large-scale cloud applications, but also the edge benefits from this feature where systems tend to be less reliable in terms of hardware and communication. From the available open-source platforms, we choose NATS which is lightweight compared to other options and is officially available via Docker Hub.

E. Software abstraction: Database engine

Containerization introduces a new issue regarding data persistency, which tools like Docker or Kubernetes solve by making use of volumes to persist data on disk that can be restored when containers restart. Containerization allows for multiple database instances with subsets of the whole data instead of traditional monolithic databases. While database management systems can be either relational or non-relational, the choice strictly depends on the kind of data. Since, in our case, no data schemas are predefined, NoSQL is more adequate. Of this type, there are four main categories: key-value store, document-, graph-, and column-based. Document-based are indeed those designed for flexibility and typically make use of XML or JSON formats to store data which enables developers to perform integration with their code without redundant conversions. While multiple tools make use of this type of databases as a backend system, we focus on search engines, which are optimized for searching and dealing with large amounts of data. The most popular open-source tool and widely used in the industry is Elasticsearch; a scalable, distributed full-text search engine that makes use of JSON documents and offers a built-in RESTful API.

F. Serverless Functions

We use two different serverless functions for the testing of the proposed system; sentiment-analysis and img-classifier-hub. The functions are written in Python and containerized following the guidelines provided by OpenFaas to be production-ready. The sentiment-analysis makes use of the TextBlob [14] project to analyze the polarity and subjectivity of a given text. The img-classifier-hub is based on machine learning, making use of the Inception v3 model [15] using Tensorflow Hub to classify images based on a set of predefined labels. Both functions
have been containerized for both AMD64 and ARM64 CPU architectures\(^1\) and are publicly available via Docker Hub.

### IV. EXPERIMENTAL BENCHMARKING

The experimental benchmarking and performance evaluation is carried out in the testbed implementation shown in Fig. 2. The testbed connects to three different sites via Nebula: on-premises (Springe, Germany), a remote site (Braunschweig, Germany) and a cloud datacenter (Brasilia, Brasil). On-premises consists of a workstation hosting 3 VMs (one master and 2 workers), a Raspberry Pi (RPi) running as lighthouse and a laptop as tester machine with one GbE interface connected directly to an interface of the workstation and a second GbE interface connected to a GbE switch, which is at the same time connected to a GbE router with 10/200 Mbps (uplink/downlink) internet connection. The remote site consists of 4 RPis working as worker nodes connected to a GbE switch and a GbE router directly to an interface of the workstation and a second GbE interface connected to a GbE switch, which is at the same time connected to a GbE router with 10/200 Mbps (uplink/downlink) internet connection. In the remote datacenter, 2 VMs as worker nodes are allocated by the GigaCandanga datacenter. The remaining hardware specifications are described in Table I. K3s is then deployed on the master and worker nodes using the IP addresses provided by Nebula. Once the cluster is set up, the OpenFaaS components are deployed and constrained to the master node while the functions are deployable on any worker. NATS and Elasticsearch are deployed on every worker in the cluster, so each component has one replica per worker node. For the evaluation, four different scenarios are considered depending on the resources: 1) on-premises only (OP), 2) remote site only (RS), 3) cloud datacenter only (CD) and 4) all sites together (AS). For all scenarios, benchmarking is performed by redeploying the cluster and then running the same series of tests from the tester machine to ensure comparability.

#### A. Networking

The network latencies are measured over TCP connections using tcp-latency\(^2\), a python tool based on netperf, over 500 repetitions (see Table II). As we can expect, the obtained speeds when using Nebula are only slightly slower compared to baremetal in all the cases when testing nodes within the same site (i.e., from RS to RS, from CD to CD, etc.). This is due to Nebula nodes only asking the lighthouse for the target nodes location once and then following the shortest path for the traffic; in this case, Nebula traffic never leaves the site. More interesting is the case when Nebula speeds are even faster than baremetal (i.e., from RS to test and CD to test). This behavior is due to Nebula encapsulating the traffic using UDP which suggests traffic prioritization by intermediate routers in the network since devices located within the same site have been confirmed to not exhibit this behavior. This observation is not unique to our setup but has been confirmed by Nebula developers to also occur when benchmarking their systems.

#### B. Processing

We use Hey\(^3\) as one of the third-party tools recommended by the OpenFaaS project, to benchmark the OpenFaaS functions. To trigger the functions, HTTP POST requests are sent with a specific sentence to analyze, in the case of sentiment-analysis, or with the URL of an image, for the case of img-classifier-hub. The functions are stressed with a concurrent number of threads, from 1 to 1000 for sentiment-analysis and from 1 to 30 for img-classifier-hub, where the total number of requests is constant for all tests, being 200000 for sentiment-analysis and 25000 for img-classifier-hub. After each test, the system is released for 15 minutes to scale down. For all tests, -disable-compression and -disable-keepalive parameters are provided to ensure that the TCP sessions are not reused and the load is distributed amongst all available containers.

1. **sentiment-analysis**: Fig. 3a shows the response of sentiment-analysis with different numbers of concurrent threads using boxplots for the four scenarios: OP, RS, CD, and AS. In the OP case, we can see how the median value is almost always the lowest compared to the other cases, and the interquartile range increases with the number of threads due to the number

### Table I: Device specifications

| Name         | Type       | Location | CPU         | Memory |
|--------------|------------|----------|-------------|--------|
| Hypervisor   | workstation| OP       | Ryzen 9 5900X | 32 GB  |
| Master       | VM         | OP       | 4 vCPU      | 8 GB   |
| Workers 1-2  | VM         | OP       | 2 vCPU      | 8 GB   |
| Tester       | laptop     | OP       | i7-3632QM   | 12 GB  |
| Lighthouse   | RPi 4      | OP       | Cortex-A72  | 8 GB   |
| RPi workers  | RPi 4      | RS       | Cortex-A72  | 8 GB   |
| Workers 3-4  | VM         | CD       | 2 vCPU      | 8 GB   |

### Table II: Baremetal/Nebula latencies between devices (ms)

| from - to | mean | min | max | std |
|-----------|------|-----|-----|-----|
| OP - OP   | 0.33/0.78 | 0.24/0.57 | 0.46/1.25 | 0.05/0.1 |
| OP - test | 0.57/1.17 | 0.42/0.79 | 0.69/1.97 | 0.05/0.17 |
| RS - CD   | 231.0/232.1 | 230.5/231.6 | 231.6/234.2 | 0.24/0.28 |
| RS - RS   | 0.21/1.23 | 0.19/0.85 | 0.30/1.77 | 0.02/0.28 |
| CD - CD   | 0.85/1.32 | 0.31/0.46 | 4.24/10.06 | 0.55/1.13 |
| CD - test | 238.9/231.5 | 227.7/220.1 | 451.9/242.4 | 30.35/1.75 |
| OP - test | 0.33/0.78 | 0.24/0.57 | 0.46/1.25 | 0.05/0.1 |
| OP - test | 0.57/1.17 | 0.42/0.79 | 0.69/1.97 | 0.05/0.17 |
| RS - CD   | 231.0/232.1 | 230.5/231.6 | 231.6/234.2 | 0.24/0.28 |

\(^1\)Carpio, Francisco. Fcarp10/Openfaas-Functions. GitHub, 23 Apr. 2021, github.com/fcarp10/openfaas-functions. Accessed 28 Apr. 2021.

\(^2\)González, Daniel. Dgzlopes/Tcp-Latency. GitHub, 26 Apr. 2021, github.com/dgzlopes/tcp-latency. Accessed 26 Apr. 2021.

\(^3\)Dogan, Jaana. Rakyll/Hey. GitHub, 15 Apr. 2021, github.com/rakyll/hey.
of replicas being limited to the available resources. In the RS case, the median response times are always higher than OP also with a lower interquartile range, basically due to the effect of the network delay. This effect is more obvious in the CD case where, despite the processing capabilities being the same as in OP, the huge delay of the network makes the response times quite similar, independent of the number of threads. So in this case the influence of the processing time is very small compared to the time added by the network latency. This effect is more obvious in the CD case where, despite the processing capabilities being the same as in OP, the huge delay of the network makes the response times quite similar, independent of the number of threads. So in this case the influence of the processing time is very small compared to the time added by the network latency. In most tests, the AS case behaves closer to the RS case unless stressed with a single thread. This is due to Kubernetes typically spawning replicas based on the number of CPU cores and RAM memory that the node has, so here the RPis are seen as the nodes with the most resources (i.e., 4 cores and 8GB RAM per RPi), even though those resources deliver lower effective performance than the ones of the VMs. This leads to no benefit being provided by clustering all devices in this scenario for this specific function.

2) img-classifier-hub: The response time obtained by the img-classifier-hub is shown in Fig. 3b. Contrary to the previous case, this function is highly CPU intensive which leads to higher overall response times. For this reason, the maximum number of concurrent threads is limited to 30, assuring, in this way, a low number of bad responses resulting from timeouts occurring when requests cannot be served. For a fair comparison, only valid responses are considered. With these functions, we can see how the processing time in the RS case has a much higher impact on the response time than the network latency due to the RPis being far slower in processing than the VMs. In this case, the VMs in the cloud case exceed the RPis response speed even though the network latency is much higher. For the AS case here, we can see how the interquartile range is spread and the median is positioned between the other cases. This is again due to the Kubernetes pods being assigned across different sites, so the expected response times vary depending on which container the request is processed.

C. Messaging

NATS-bench is maintained by the NATS project and offers automatic deployment of N to M number of publishers and subscribers, respectively, for performance evaluation. The parameters for each test are 64 Bytes for message size and 10000 for the total number of messages. The whole benchmark is repeated five times and the resulting throughput for each test is averaged. Fig. 4a and Fig. 4b show the throughput of the publishers and subscribers in messages per second, respectively comparing all four scenarios for the configurations 1:1, 1:5, 5:1, and 5:5. As expected, the OP case is the one offering a higher throughput compared to the other cases since the node in use is closer to the tester machine, and the performance decreases when adding more publishers/subscribers. The RS performs around 10 times worse than the OP case, but here the degradation of performance with a higher number of publishers/subscribers is not that as evident as in the previous case. This is most likely since there are 4 different devices (i.e. RPis) in the RS case, so 4 replicas of NATS instead of only 2 (one per VM) as we have in the OP. So even though the RPis have slower CPUs, they can handle more publishers/subscribers without degrading performance. The performance of the CD case is, in this case, 10 times worse than RS with a considerable variance. Since the computational resources are the same as in the OP case, this variance is clearly introduced by the network latency, probably causing stream interruptions. The AS case shows extreme variance in 1:1 due to the pods serving the
We benchmarked the system in terms of response times, and we can see how the OP case performs by far the best under worst case can perform worse than RS or CD cases. With more details in Fig. 5b, due to the synchronization time where they are supposed to deal with high amounts of data we can see the effect of scoring on the results due to the RPis devices such as Raspberry Pis with a typical network latency and throughput and scalability. The results show how constrained the performance is affected by a high variance, represented where they are supposed to deal with high amounts of data records. By default, the percolator benchmark is performed using scoring, which is a metric to determine the relevance of the retrieved documents based on the queries. Scoring, however, requires extra computational power since it ranks documents based on their relevance. For this reason, Fig. 5a shows the latencies for all four scenarios, when using scoring (by default) and when scoring is deactivated, to see the impact on the results. We can see how the OP case performs by far the best under both settings due to the superior combination of low latency to the node and high computation power. In the RS case, however, we can see the effect of scoring on the results due to the RPis limited computational power compared to VMs. For this reason, the CD case performs similarly when scoring is enabled and only when it is disabled, the RPis can outperform the VMs in the cloud by a factor of around 4.8 on average, showing the dramatic influence of the network latency. For the AS case, the performance is affected by a high variance, represented with more details in Fig. 5b, due to the synchronization time between backup shards located at different nodes, which in the worst case can form worse than RS or CD cases.

V. Conclusions

We engineered a decentralized networked computing platform for serverless applications providing processing, storage, and communication capabilities over heterogeneous devices. We benchmarked the system in terms of response times, throughput and scalability. The results show how constrained devices such as Raspberry Pis with a typical network latency can perform better than VMs allocated in remote datacenters for most of the tasks when no excessive computational power is required. Also, clustering heterogeneous devices across the internet without optimizing the placement of containers results in unpredictable performance. From the obtained results we can extract that the adaptation of tools, such as Kubernetes, for heterogeneous edge devices still needs to consider more hardware specifications for an optimal categorization of computing power which differs much more compared to cloud environments. Also, all tested tools in this work lack support for networking characterization which causes a non-optimal selection of containers when serving requests.
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