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Abstract
Quantum computing, a fancy word resting on equally fancy fundamentals in quantum mechanics, has become a media hype, a mainstream topic in popular culture and an eye candy for high-tech company researchers and investors alike. Quantum computing has the power to provide faster, more efficient, secure and accurate computing solutions for emerging future innovations. Governments the world over, in collaboration with high-tech companies, pour in billions of dollars for the advancement of computing solutions quantum-based and for the development of fully functioning quantum computers that may one day aid in or even replace classical computers. Despite much hype and publicity, most people do not understand what quantum computing is, nor do they comprehend the significance of the developments required in this field, and the impact it may have on the future. Through these lecture notes, we embark on a pedagogic journey of understanding quantum computing, gradually revealing the concepts that form its basis, later diving in a vast pool of future possibilities that lie ahead, concluding with understanding and acknowledging some major hindrance and speed breaking bumps in their path.

Introduction
When we contemplate finding the prime factors of a number, we do not give the slightest thought to how this seemingly simple process can turn out to be a persistent computing problem. Yes, this is not a mistake! The solutions can be easily reached for numbers up to a certain limit, whereas the process becomes increasingly demanding in terms of time and space for conventional-classical computers. It would take months, years, centuries, millennia and even longer than the age of the universe itself, for a classical computer, to solve such a problem despite the fast-growing processing power. This prime factorization is the basis of many cryptographic algorithms such as RSA since no algorithm has been known to efficiently and fast factor all integers. Numerous such real-life cases emerge, like in molecular modeling and mathematical optimization, where conventional computers fail to do their magic. This is where quantum computing comes into the picture. But before investigating further the concepts of quantum computing, we must discuss the fundamentals of classical computing. The limitation imposed on conventional computers is their very foundation. Conventional computers use bits to store and process data. These bits are either in a state of ON or OFF, 0 or 1. Computers make use of transistors to process data/information in the form of sequences of various combinations of those 0s and 1s. Grouping those transistors into special circuits is called logic gates and allows the computer to calculate and make decisions following man-made computer programs. The computer processing power depends on the number of transistors used. Since that infrastructure spans those definitive states of 0s and 1s, it cannot be applied by way of exploring the endless possibilities offered by various problems in nature, possibilities that follow the laws of quantum mechanics.

To grasp the complexity of the issue, let us consider the example of molecular modeling. Currently, the world’s most powerful supercomputers cannot simulate a molecular system consisting of more than a few hundred atoms. This inability persists since electrons exist at once in a multiplicity of states, a concept called superposition. This number, a mere few hundreds, is not at all huge. For example, an average-sized protein macromolecule contains a string of approximately 400 amino acid molecules whose mean number of atoms per amino acid is around 20. Quantum computers, as opposed to classical ones, leverage the fact that they operate using the concept of superposition.

These concepts in quantum computing will be discussed in detail in the coming sections. The purpose of these notes is to pedagogically unveil the mysteries of apparent complex concepts in quantum computing to layman’s eyes. In the coming sections, we will first introduce a brief history of quantum computing, gradually progressing toward the explanation of the basic working principle of quantum computers and eventually discussing and arriving at various concepts such as superposition, entanglement, etc., applying a simple, easy to understand approach. Our aim, while writing these notes, has been to keep the readers from being overwhelmed by complex routes of explanations as given by experts in this field. Hence, these notes represent non-expert writing that allows the reader to feel connected and in-level with the content of this article.
Brief history

Considering that the majority of phenomena and processes in the universe are quantum in nature, the need for quantum computing is ever increasing. However, this need was not fully acknowledged until 1981, when Nobel laureate Richard Feynman pointed out in a conference that computing based on classical logic could not easily and efficiently process calculations describing quantum phenomena. Feynman considered the possibility of computing that could potentially operate in a quantum manner, the same as nature itself. Feynman concluded his lecture “simulating Physics with Computers,” saying “I’m not happy with all the analyses that go with just the classical theory, because nature isn’t classical, damnit, and if you want to make a simulation of nature, you’d better make it quantum mechanical, and by golly, it’s a wonderful problem, because it doesn’t look so easy. Thank you.”[1]; [2].

Meanwhile, in 1980, Paul Benioff,[3] an American physicist and one of the pioneers of quantum computing working on quantum information theory, came up with the first quantum mechanical computing model, thus paving the way for the theoretical possibility of quantum computers. Later on, in 1985, David Deutsch, a British physicist at Oxford University, suggested a way to mathematically understand the possibilities that lie in quantum computers. [4]; [5]. In 1994, the interest in quantum computing dramatically rose when Peter Shor developed a quantum algorithm to efficiently find the prime factors of large numbers.[6]. A cascade of developments in quantum computing followed. In 1998, in an attempt to solve a problem posed by Deutsch, Jonathan A. Jones, and Michele Mosca at Oxford University experimentally demonstrated the first working 2-qubit NMR quantum computer. [7]. Later, various high-tech companies such as Microsoft and IBM became involved in the development of quantum computing solutions. In January 2019, IBM unveiled its first commercial 20-qubit quantum computer under the name IBM Q System One.[8]. In October 2019., IBM’s yet another and biggest quantum 53-qubit computer went online. Not only that, but following the publication of its research in Nature,[9], Google announced in October 2019 that it has achieved quantum supremacy after its 54-qubit Sycamore processor was able to perform a calculation in 200 seconds. In the past, such a calculation would have required 10,000 years of a standard supercomputer. We have thus demonstrated how increasing global investment in quantum computing makes the future seem brighter and full of possibilities.

Quantum superposition, entanglement and decoherence

In the quantum world, a state of a system, for example, an electron or an atom, is described by a state vector referred to as a wave function. A probabilistic interpretation of the wave function that describes the state of a system under investigation is used to explain various quantum effects such as finding the system in a particular state. The fact that a wave function can describe microscopic particles has a relation to the wave-particle duality, a concept revealing that energy and matter can exhibit both wave and particle properties. This concept demonstrates the failure of classical concepts, such as “particle” or “wave”, to elucidate the phenomena observed on small-scale objects. A particle, such as an electron, can feature a wave property (in addition to its momentum and position properties) to represent what is known as an electron wave function. Likewise, the wave function of light can be attributed to particle properties such as momentum and position, hence the concept of a photon.[10]; [11] When two waves pass through a point in space, they superpose to form a common wave height (amplitude) at the same point depicting the sum of the two wave amplitudes - a phenomenon called interference. Likewise, in the microscopic world, any quantum states can be superposed, i.e., added together to yield another valid quantum state. This principle, called quantum superposition, means that a quantum state can be represented as a sum of other distinct states. Any physical system in the quantum world may be represented in one of many configurations, each specified by a complex number, whereas the most general state of the system is a combination of all these possibilities. [11]. Quantum mechanics tells us that the state of a quantum particle can only be known when one of its physical properties is measured. According to the Copenhagen interpretation of quantum mechanics, valid only in the microscopic world, we cannot show the physical properties of a system being investigated before it being measured, and the only prediction possible is the probability of a given measurement possible. Furthermore, the act of measurement affects the system. Performing a measurement on the system results in the collapse (i.e. reduction) of the system’s set of probabilities to only one of its possible values. In quantum mechanics jargon, this feature is termed “wave function collapse.”

Schödinger, who opposed this interpretation, sought to illustrate the absurdity of the notion that the laws of nature change in the transition from subatomic systems to macroscopic systems. In his famous thought experiment devised in 1935, Schrödinger proposed a scenario wherein a cat is placed in a steel box along with a Geiger counter, a vial of poison, a hammer and a radioactive substance. Once the radioactive substance decays, the Geiger counter is impacted and triggers the hammer to release the poison, which eventually kills the cat. According to quantum mechanics theory, the radioactive atom can either decay or not at any given moment. There’s no telling of its decay exact moment, but once it does decay, it is sure to break the vial, release the poison and kill the cat. Before performing a measurement, then, quantum mechanics tells us that the radioactive substance and the cat are in a superposition of being non-decayed/dead and decayed/alive. Until the box opens, an observer has no way of knowing whether the cat is alive or dead in response to the radioactive substance decay. Being a random process, the death of the cat is hard to predict. This leaves the cat, until observed, both “living or dead in equal parts”. Oddly, then, before the measurement, i.e., until
the system collapses into one configuration, the cat exists in a peculiar superposition state of being both alive and dead.[12]. Quantum computing works on a similar premise. The state of a quantum bit (qubit) in computing can be, until observed, in |1⟩ or |0⟩ at the same time (here we introduce the notation |1⟩, |0⟩ for the quantum states). All quantum computations are performed when the qubit is in a superposition state. Once it collapses to either of the definitive states, it loses its quantum nature and starts behaving as a classical bit.

Entanglement is another counter-intuitive quantum phenomenon, according to which a pair or a group of particles in superposition are entangled (interwoven). For example, the result of the measurement of one qubit will always be correlated to the measurement of another qubit even if the particles are separated from one another by a large distance. If the quantum state that represents the physical system cannot be factored as a product of states of its local constituents, we say that the quantum system is entangled. This means that in an entangled quantum system one constituent cannot be fully described without considering the other constituents of the system as well.

Since the wave function describes the probability of the particle, say of an electron being in space and time, it usually refers to a point in space and time when the electron is discovered. For example, the detection of the electron by a particle’s detector. The reality of the collapse of the wave function is debatable, raising the question of whether it is a physical process in itself or rather a secondary phenomenon of another quantum process, such as quantum decoherence. Quantum decoherence is the way to describe the interaction of a quantum system with its environment. This interaction, which, loosely speaking, can be called “measurement”, causes changes in the system that resemble the collapse of the wave function.[10]. In physics, a phase is a concept that describes the momentary state of a periodic wave. It is the place in the period where the wave is in a certain state. Wave coherence is the extent to which wave phase differences remain constant. This property allows the waves to form a stationary interference pattern. If both waves are periodic and have the same frequency, the wave’s amplitude at the point of intersection depends on the difference between the waves’ phases: some phase differences will experience constructive interference; others will experience destructive interference. But if the frequencies of the two waves are not perfectly matched, the difference in phase between them will change in time, and so will their interference pattern. It can thus be concluded that coherence is a property of waves that maintains a definite phase difference between them over time. In optics, for example, a coherent source in time is a source that radiates waves of the same frequency in the same initial phase or waves whose phase difference is fixed. Monochromatic light, for example, contains only one frequency and therefore emits coherent waves. This contrasts with a non-coherent source where the difference between the waves is random.

In the microscopic world, a quantum system is coherent if it is not interwoven with its surroundings, so it can be found in a superposition of several states that can intertwine. If between different states there is a definite phase relation, the quantum system is said to be coherent. Once the system responds to its environment in such a way that each state of the system has a corresponding state of the environment, and where the environmental states do not overlap, it can be said that the environment “measured” the system and that the system lost its coherence. This process of loss of coherence is called quantum decoherence. As a result, quantum behavior is lost, just as kinetic energy appears to be lost by dint of friction forces in classical mechanics (which results in a transfer of energy into thermal energy).

Quantum decoherence can stem from several experimental factors such as the finite lifetimes of the quantum states, experimental noises in the system or through environment interaction. An example of decoherence can be found in the double-slit experiment: when a beam of particles, say electrons, passes through two slits and then hits the screen, an image of the interference pattern is reflected on the screen. The interference pattern is created when particles passing through the upper slit take a different path from those passing through the second slit, thus accumulating a different phase. The accumulated phase determines, once the particles hit the screen, whether the interference is constructive or destructive. However, a measurement made to determine through which of the slits the particles went through before reaching their destination, i.e. the screen, will cause the particle wave function collapse and destroy the interference pattern. Hence, the measurement itself causes decoherence. Even a partial measurement that does not cause a complete collapse of the particle wave function will cause the phases to mix and thus gradually disrupt the interference pattern. The decoherence not only destroys the superposition and reduces it to a particular state (location in our experiment), it also destroys the ability of the individual states from being able to interfere with each other. This concept of decoherence is vital in quantum computation as it dictates the preservation of coherence of states and complete management of decoherence, in order to practically perform quantum computation (for entangled qubits, their states cannot be described independently of each other). The slow progress in the practical application of quantum computing is due in large part to quantum coherence, which causes difficulty in maintaining a quantum interconnected state. As a result of interaction with the environment, quantum states tend to very quickly lose the relative phases that characterize them and receive random phases. [13]; [14]; [10]. Quantum computers perform calculations while the wave function is in superposition states. This superposition allows the calculations performed to simultaneously use state 1 and state 0. As we explained before, while performing a measurement, decoherence occurs and the wave function that represents the superposition of the quantum system state collapses into one particular state. Nevertheless, such a performance is problematic: to be able to read the
computational results, a non-stop continuation of calculations performance will be required before a new measurement can be made. Since the very nature of the measurement process is probabilistic, a quantum computer returns a non-deterministic final result. Such random output requires the use of particular algorithms. In addition to that, one should bear in mind that, as opposed to classical computing, quantum computing requires an algorithm design exclusive/specific to a particular problem.

Qubits and exponential growth

As mentioned earlier, quantum computers are fundamentally different from the classical ones. The basic unit of operation in quantum computers is a qubit, i.e., a quantum bit.[14]; [13]; [15]. Qubits have special properties: they can exist in superposition, i.e., in a state of “on” and “off”, represented simultaneously by either notation, |0⟩ and |1⟩ and may be entangled thus sharing physical properties despite being apart. In this state of superposition, the qubits have the probability of being a |0⟩ or being a |1⟩. The Bloch sphere, depicted in fig. (1), facilitates a better visualization, with the poles representing classical bits. These are the only two possible states of a classical bit representation. However, qubits cover the whole sphere benefiting from the vast possibilities of states, thus making room for an abundance of information. As a result, when a qubit is measured, it collapses to one of the two poles |0⟩ or |1⟩. The collapse direction, i.e. the determination of pole to which the qubit collapses, depends on the direction the arrow points to. For example, if the arrow is closer to the south pole, it is highly probable the qubit will collapse to the south pole and vice versa. This probability corresponds with θ, the angle between the pure state on the sphere (represented by the vector) and the vertical z-axis (see fig. (1)). Further, by changing the angle φ, the vector rotates with respect to the z-axis. This rotation will only change the phase of the quantum state; it will not change the probability by which the vector collapses to one or the other state after the act of measurement.

Let us slow down to appreciate how these qubits give us speed and processing advantage over classical bits. Since qubits can exist in between the states |0⟩ and |1⟩, they introduce numerous possibilities of problem-solving. Moreover, the computing power of quantum computers increases exponentially with the number of qubits. In other words, the effect of superposition becomes more pronounced once we scale up from a 1-qubit system to a N-qubit system. Fig. (2) represents the famous wheat-chessboard problem (the myth of the invention of chess), displaying how exponential growth is extremely powerful. Impressed by the chess game presented to him by its inventor, the emperor of India asked the inventor to name his reward. Whereupon the inventor named his humble reward (or so the emperor thought) in the form of one wheat grain on the first square of the chessboard followed by its doubling each day on each subsequent square of the 64 squares. The naive emperor, amazed at this modest request, granted him his

---

**Figure 1:** A sphere representing the state of a single qubit |ψ⟩. Unlike a classic bit, which can be in either state, that is 0 or 1, a qubit can be in a state |0⟩, |1⟩ or in a quantum superposition of states and may be entangled with other qubits. Quantum measurement is a probabilistic process and its result depends on the measurement base. After performing a measurement, the state of the qubit is destroyed in a process known as the collapse of a wave function and what remains is an entirely classical answer - which of the two basis states of the qubit was measured (|0⟩ or |1⟩).
wishes. After a week or so, the treasurer informed the emperor that the reward would add up to a huge number, far greater than the total wheat production of the whole empire for years to come. By doubling the number on each subsequent square, the number of grains seems to increase gradually on the first squares but soon increases as to appear almost infinite. The increase follows the formula of $2^{(n-1)}$ grains on the $n$ square which results in over a million grains of wheat on the 21st square and reaching more than ten to the twelfth power ($10^{12}$), a trillion, on the 41st square. Although there are only 64 squares on the chessboard, such a tremendous growth poses a demand that will not be satisfied even by the world’s entire wheat crop. [16]

Extrapolating this mythical demand to our problem, in a 2-qubit system, the possibilities to reach a solution increase by $2^2$. Likewise, it increases to $2^n$ for a $3$-qubit system, $2^4$ for a 5-qubit system, eventually reaching $2^n$ for a N number of a qubit system. For a 300-qubits system we find a superposition of $2^{300}$ states. This mind-boggling 91 decimal digit number (2 novemvigintillion...) is more than the number of atoms in the visible universe ($\approx 10^{82}$)! Thus, a slight increase in the number of qubits can lead to a rapid increase in computing power, eventually leading to a faster and efficient information processing than conventional computers. In other words, the computational power increases exponentially with an increase in the number of qubits. A single qubit can hold up to 2-bits of information. However, the full computational power stems from using many qubits: for a system of N -qubits, a complete specification of its quantum state requires $2^N$ complex numbers which are far more than the description of a classical N -bit system which requires only N bits.

Let us review what we have said so far. Superposition tells us that a qubit can simultaneously exist in both states 0 and 1 before that outcome. It is also true that after the act of measuring the qubit state, the qubit will be in only one particular state, 0 or 1, no different from a bit in a classical computer. The difference derives from the fact that in between measurements the quantum computer is at one and the same time in a superposition of both 0 and 1. What about 2-bits (2-qubit) systems? In a classical computer, 2-bits can represent one of 4 possible states: the state 00, the state 01, the state 10, or the state 11. Importantly, we have to remember that 2-bits can be in only one of these 4 possibilities at a time. This is not the case for qubits in quantum computers. 2-qubits indeed have 4 states representation as classical 2-bits, but due to superposition, 2-bits in a quantum computer can represent all 4 states at the same time. Practically, we can think of it as if 4 classical computers operate together. But what happens when we add more bits to our classical computer, say N-bits? As we explained above, a classical computer will be in only one state at a time. However, adding more qubits to a quantum computer, say, N-qubits, results in exponential growth of the computing power since N-qubits can simultaneously represent $2^N$ states. A classical N-bits system can be in only one state out of the $2^N$ possible permutations (Fig. 3), while a N-qubits system can be in all of the $2^N$ possible permutations (Fig. 4). Let us illustrate this by considering a particle passing through a maze. While passing through this confusing intricate network of passages, we can think of the particle as being at the same time in a superposition of all the paths. This occurs as a result of the particle following the quantum superposition principle. The analogy of a quantum particle in a maze is akin to how parallel computing works, where multiple processing

![Figure 2: Chessboard representing an exponential increase in the number of grains as we move up the checkers: by doubling the number on each subsequent square, the number of grains seems to increase slowly on the first squares but soon increases swiftly as to appear almost infinite.](image-url)
elements are simultaneously carried out to solve a problem by splitting the task between the processors to get results faster than serial processing. Seth Lloyd’s succinctly described the difference between classical and quantum computation by saying: “A classical computation is like a solo voice—one line of pure tones succeeding each other. A quantum computation is like a symphony—many lines of tones interfering with one another.” [17]

Quantum logic gates

A bit in our every-day computers, laptops, and smartphones is a component of the computer memory (usually) represented by an electrical DC voltage or current pulse, to which only two modes are required, “on” (1= electric current) and “off” (0= no electric current). The bit takes the values of 1 and 0 based upon the algorithms provided by a computer program. For a qubit in a real quantum computer, we can have different physical realizations. A qubit can be realized as an electron with spin, semiconducting loops, trapped ions, a polarized photon, or as diamond vacancies to name a few. Based on these realizations, one can implement a quantum computer, though it is yet unclear which implementation will be best applied in the future.

Before exploring the concept of quantum logic gates, let’s first try to understand what a logic gate is. A logic gate is any system of a physical structure that accepts a set of binary inputs and gives out a single binary output. They are the basic building blocks of any digital system. The input corresponds with a certain output based on a certain logic. This logic is applied through logic gates. The main logic gates at the base of digital circuitry of classical computers are AND, OR, NOR, NAND XOR, XNOR and NOT. For example, the AND gate returns an output as 1 (ON) only when both binary inputs are 1 (ON) whereas the OR gate returns 1 (ON) even when one of the two binary inputs is in 1 (ON). Another classical gate takes one bit as an input and returns a single bit with revered value. All these gates collectively work to form a digital circuit that operates based on a set of algorithms.
Likewise, quantum computing operates on certain logics executed through quantum gates. These quantum gates work with qubits to generate a possible solution. But unlike classical logic gates, quantum gates are reversible.[14] By saying that quantum gates are reversible we simply mean that, in principle, they never lose information. Conversely, classical gates in every-day computers lose information which means, among other things, that ordinary computers cannot retrace their steps (at least not currently [18]). In other words, an entangled qubit continues to be entangled after leaving the quantum gate. What this means is that the information it carries will continue to be sealed. These reversible quantum gates are represented by unitary matrices (a unitary matrix is a matrix whose inverse equals its conjugate transpose). The most common quantum gates operate on one or two qubits, described by 2×2 or 4×4 matrices respectively with orthonormal rows. We briefly introduce these logic gates below (for further details refer to the books listed in the bibliography):

Hadamard gate: This gate is used to create a superposition between |0⟩ and |1⟩.

Pauli-X: Analogous to classical NOT gate. It transforms |0⟩ to |1⟩ and |1⟩ to |0⟩. It is equivalent of rotating |ψ⟩ around the x-axis to π radian (180 degrees).

Pauli-Y: Represents the rotation of |ψ⟩ around y-axis to π radian. It transforms |0⟩ to i|1⟩ and |1⟩ to -i|0⟩.

Pauli-Z: Represents the rotation of |ψ⟩ around y-axis to π radian. It transforms only |1⟩ to -|1⟩ and has no effect on |0⟩.

Phase shift gate: It is the generic gate that represents all the phase shift gates including the Pauli-Z gate.

Controlled gate: These gates are multiqubit gates that require at least 1-qubit as control and one qubit as a target. The gate will operate on the target qubit only if the control qubit is in a particular state.

Toffoli gate: Universal reversible logic gate. It is also known as a controlled-controlled-not gate. These gates are the building blocks of any reversible circuits.

**Future of Quantum Computing**

With the capacity to efficiently process gazillion amounts of information in just a few seconds, quantum computers have a potentially bright future ahead. Some of their many computing advantages will be felt in the fields of cryptography, molecular modeling for designing new drugs and materials, financial modeling, weather forecasting and change, machine learning and artificial intelligence, traffic optimization among many more. We must bear in mind that quantum computers will not replace the classical ones. The two will simply co-exist because quantum computers are designed to solve a particular set of problems that a classical computer will not be able to unravel. It will be disadvantageous economically while less efficient to employ quantum computing resources for simple day-to-day tasks. Rather, quantum computers will supplement classical ones by dealing with complex problems in far less time.

As mentioned earlier, the large number factorization problem, which forms the basis of modern cryptography, would be easily solvable within a few seconds thus jeopardizing the current RSA encryption systems. However, thanks to the new type of highly secure cryptography offered by quantum mechanics, keeping up and even developing better encryption systems will be in the realm of the possible. The phenomenon of entanglement will further assist in the process. For example, party A, say Alice, wants to send some information to party B, Bob, through a secured key distributed via quantum key distribution (QKD), which randomly enables the distribution of key. In such a state of affairs, Alice will receive half of the entangled qubit pairs while Bob will receive the other half. Since the qubits distributed between them are entangled, i.e., highly correlated, once Alice and Bob measure these qubits, their results will be one and the same. In other words, they will get the same string of ones and zeros from the measurement of those entangled qubits. Should an eavesdropper attempt to spy on this signal, the key at Bob’s end will no longer be the same as Alice’s as a result of the system being disturbed and compromised during transmission. As long as Alice and Bob keep receiving data while their key is long and similar, they can be sure that their information has not been compromised. This is how quantum computing will contribute to better secure transmission of information.

Another way quantum technology can help in the future is made clear when we look at the structure of atoms. Electrons in an atom exist as an electron cloud representing the probability distribution of their position. The very nature of these electrons is highly quantum and the simulation of the interactions between various atoms and molecules cannot be made using classical computations. The use of quantum computing will enable a deeper exploration of these interactions and design better drugs and materials for various applications. Recently, the auto industry has become interested in improving car batteries using this technology. The German car manufacturer Daimler AG has partnered with Google and IBM to explore the possibilities of how quantum computing can potentially supercharge AI.[19] Another car manufacturer giant, Volkswagen, has teamed up with D-wave systems to run pilot programs on their quantum computing systems to study traffic optimization problems using Beijing, Barcelona, and Lisbon as traffic models.[20]

Yet another supremacy of quantum computing will be felt in the prediction of weather. It will enable way easier, accurate and faster weather predictions compared to the results produced by supercomputers currently employed for the task. According to researchers at Rigetti computing, “Harnessing [quantum computers’ statistical distribution] has the potential to accelerate or otherwise improve machine learning relative to
purely classical performance”. [21] “I think AI can accelerate quantum computing”, Google CEO Pichai said, “and quantum computing can accelerate AI”. Thus, quantum computing and machine learning will move ahead hand-in-hand.[22]

The potential of quantum computing is vast and with the current pace of development and advancement, it is hard to anticipate what quantum computers will be able to accomplish in the future. Unfortunately, for now, one of the hindrances to quantum computing development is the lack of infrastructure required for the realization of a fully functioning quantum computer that can take over the current computing scenario. Quantum computers are extremely difficult to engineer, build and program. Moreover, two major hurdles challenging the realization of fully functioning quantum computers are decoherence and the measurement of the output of quantum computers. As we explained earlier, decoherence is the loss of coherence, i.e., loss of the state of superposition due to interactions with the external disturbances caused by vibrations, temperature fluctuations, electromagnetic waves and other interactions with the outside environment. Building perfect qubits is a challenge to current engineering as it is very difficult to isolate them from the external environment to prevent them from decohering. Such engineering involves building superconducting circuits to maintain extremely low temperatures. Furthermore, it is also important for the quantum gates to act on qubits before the qubits decohere. Another problem is to make qubits behave entangled. There have been developments to correct the loss of entanglement known as quantum fault tolerance. Indeed, quantum error correction techniques do exist, however, they consume such a large number of qubits that relatively very few numbers of qubits are left for actual computation. Yet another major problem with quantum computing is found in the attempt to measure its output. The practical application of quantum computers will require the measurement of the state of a qubit, rendering it decohered while the output is any random state of its infinite possible states. Let’s consider 100-qubits in the state of superposition. Measured, their coherence will be lost, and we will get one of the random states of a qubit out of the random states of 99-qubits. This random state may or may not be the correct answer. To rectify this, amplitudes of probabilities are created and assigned to each state and algorithms that manipulate the amplitudes. These algorithms are aimed at making the amplitudes that fall towards the wrong answer cancel each other out and the ones falling in the correct path be in phase with each other. This way, when we measure the state, the superposition collapses in the amplitude with the highest probability, thus giving the correct answer. The development of these algorithms is no cakewalk. Most of the algorithms today have been designed to solve a particular set of problems with a very limited scope of operation. Thus, we are today in a very primitive stage of quantum age.

Summary

Through these notes, we explored the vast potential of quantum computing while understanding the basic concepts of quantum mechanics such as superposition, entanglement, and decoherence that form the basis of operation in a quantum computer. These concepts were introduced in a pedagogical way for an amateur enthusiast to easily understand. We introduced the basic unit of computation in a quantum computer, qubits, along with the basic workings of the logic gates that operate on those qubits. We also flashed various possible applications of quantum computing and discussed how it will solve the problems currently unsolvable or less efficiently solvable by contemporary computational solutions. Furthermore, we acknowledged various limitations and difficulties in the way of fully utilizing the power of quantum computing.
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