Use of transfer maps for modeling beam dynamics in a nonscaling fixed-field alternating-gradient accelerator

Y. Giboudot
University of Brunel, Uxbridge, United Kingdom

A. Wolski*
University of Liverpool, Liverpool, United Kingdom
(Received 8 October 2011; published 3 April 2012)

Transfer maps for magnetic components are fundamental to studies of beam dynamics in accelerators. In the work presented here, transfer maps are computed in Taylor form for a particle moving through any specified magnetostatic field by applying an explicit symplectic integrator in a differential algebra code. The techniques developed are illustrated by their application to study the beam dynamics in the electron model for many applications (EMMA), the first nonscaling fixed-field alternating-gradient accelerator ever built. The EMMA lattice has 4 degrees of freedom (strength and transverse position of each of the two quadrupoles in each periodic cell). Transfer maps may be used to predict efficiently the dynamics in any lattice configuration. The transfer map is represented by a mixed variable generating function, obtained by interpolation between the maps for a set of reference configurations: use of mixed variable generating functions ensures the symplecticity of the map. An optimization routine uses the interpolation technique to look for a lattice defined by four constraints on the time of flight at different beam energies. This provides a way to determine the lattice configuration required to produce the desired dynamical characteristics. These tools are benchmarked against data from the recent EMMA commissioning.
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I. INTRODUCTION

Modeling the dynamics of particles in accelerators is essential for optimizing design and performance. Determining the trajectories of particles through the magnetic fields in an accelerator is fundamental to the dynamics; a wide variety of phenomena, including beam lifetime, spin polarization, and synchrotron radiation emission depend directly on the particle trajectories. To aid the modeling process, transfer maps for standard accelerator components, such as solenoids, dipoles, quadrupoles, and higher-order multipoles, have been developed and used for almost as long as accelerators themselves (see, for example, [1]).

However, expressing a map in closed form for even some relatively simple accelerator components requires a number of assumptions and approximations. Fringe fields and high-order multipoles, when not ignored altogether, are often represented by simplified models. But as accelerators begin to operate in more demanding regimes of beam quality and stability, it becomes important to provide descriptions of particle trajectories through complex magnetic field configurations that are as complete and accurate as possible.

The development of the techniques described in this paper was motivated by the need for efficient, accurate modeling of beam dynamics in EMMA [2–5], a nonscaling fixed-field alternating-gradient accelerator (FFAG). Such machines are of interest for applications such as muon acceleration [6], and hadron cancer therapy [7–9], and have been the subject of numerous design studies and beam dynamics simulations [10–14].

In EMMA, a highly compact doublet cell is achieved using short quadrupole magnets [15]. A large aperture requirement then leads to fringe fields that potentially have a significant impact on the beam dynamics. Accurate simulations of the beam dynamics in EMMA require a dense description of the magnetic field over a large volume, and numerous integration steps. Solving Maxwell’s equations in an EMMA cell (by a finite element code, OPERA [16]) leads to a 3D magnetic field map that can be used for tracking in EMMA with a numerical code such as PYZGOUBI [17–20], that integrates the equations of motion in small steps through the field. In most cases, PYZGOUBI routines are fast and reliable. However, in a purely numerical approach, the insight into the dynamics provided by an analytical map is lost. Furthermore, the field data can be cumbersomely large, and numerical integration is often too slow for studies where large numbers of particle turns are required, such as for lattice optimization studies.
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An alternative approach is to construct a transfer map in some standard form, such as a Taylor series, with coefficients derived from numerical field data. Such a map, if including terms to sufficiently high order, can capture the important features of the dynamics, while providing a more compact and efficient representation of an accelerator component, or set of accelerator components. Furthermore, it is often possible, by inspecting coefficients in a Taylor map describing the dynamics, to determine without the need for further tracking a variety of dynamical properties, such as betatron tunes, tune shifts with amplitude, chromaticity, and coupling.

However, representing the dynamics by a finite-order Taylor map raises some well-known issues. In particular, truncating the Taylor map at some given order risks limiting the accuracy of the map. Although the accuracy of the map may be improved, in principle, by including higher-order terms, it can be difficult to compute terms of very high order with good accuracy. Also, truncation of a Taylor map can lead to loss of symplecticity, which can be important in some situations (for example, when modeling the dynamic aperture of a storage ring, or attempting to characterize some weak nonsymplectic effects). In an FFAG such as EMMA, the beam will generally be accelerated over a small number of turns, and loss of symplecticity is therefore not likely to be a critical issue. However, the loss of accuracy associated with the truncation of a Taylor map can be important, since the energy and trajectory of each particle will cover a large region in phase space during the acceleration process. A possible solution is to compute a set of transfer maps, covering the range of energies and trajectories traversed by a particle during acceleration: the values of the dynamical variables can then be kept within some specified limits. The question then arises as to the number of transfer maps required (or, equivalently, the range over which the accuracy of each map can be considered acceptable).

In this paper, we report the application of methods intended to provide fast and accurate tools for the analysis of beam dynamics in EMMA. The basis of our technique is the construction of high-order transfer maps in the form of Taylor series and mixed variable generating functions, using detailed magnetic field data. Transfer maps have been used for the analysis and design of accelerator beam lines for many years; see, for example, [1,21–29]. We build, in particular, on the work of Dragt and his collaborators, in constructing transfer maps from detailed magnetic field data [30–32]. Our tools for constructing arbitrary-order Taylor maps for the particle dynamics are based on the use of a differential algebra code, COSY [27,33–36], to integrate the equations of motion for a particle moving in a magnetic field; the field is represented, using Dragt’s techniques, as a set of modes fitted to a detailed magnetic field map. Our first goal is to investigate the accuracy of the transfer map when applied to EMMA. As a nonscaling FFAG, EMMA provides a novel regime for application of these techniques: the particle trajectories cover a large range during acceleration (with the beam energy increasing by a factor of 2); the fringe field effects of the magnets are important; and the dynamics must be described accurately in the longitudinal as well as the transverse degrees of freedom.

Our second goal is to develop our modeling tools to describe the effects of varying the machine configuration. EMMA has the unusual feature that the strengths and horizontal positions of each of the two quadrupoles forming a periodic cell can be changed, to provide control over the variation of parameters such as the betatron tunes and time of flight with energy. Characterizing each new lattice configuration using numerical integration is a slow process: we show how transfer maps, once calculated for a set of reference lattice configurations, can be applied to determine accurately and efficiently the properties of any specified new configuration. This allows a model to be fitted to machine data, and we show that the fitted model can be used to make accurate predictions of the effect of configuration changes on the time of flight. A key step in this process is the novel technique of constructing a map by interpolation between maps (in the form of mixed variable generating functions) representing the dynamics in a specified set of reference lattice configurations.

The paper is organized as follows. In Sec. II, we describe the methods used, including all the main steps from design of the magnets to computation of the beam dynamics. In Sec. III, we present an application of the method to explore some dynamical properties of the nonscaling FFAG, EMMA. Comparisons are given, for transverse and longitudinal dynamics, between the results of a numerical tracking code (PYZGOUBI) and calculations based on a transfer map. One of the main goals of this section is to understand the limits on accuracy of the transfer map; although the results strictly apply to the case of a single machine (EMMA), the challenges of this particular case are such that the results indicate the potential use of the technique for many other machines. In Sec. IV we describe how we have used transfer map techniques to make possible an optimization tool that can be used for finding the lattice configuration that most closely achieves specified dynamical properties. Finally, in Sec. V, we compare the simulation results with experimental results from the early stages of commissioning of EMMA.

II. CONSTRUCTION OF TRANSFER MAPS

Construction of a transfer map for a given accelerator section is performed in three stages. First, the design of the section is used in a magnetic field solver, to construct a detailed 3D magnetic field map of the section. This field map is in numerical form, that is, it consists of values for the three field components over a grid of spatial coordinates. The second stage is to convert this numerical field
map into a semianalytical form, in which the field is described as a superposition of a set of modes, each mode expressing the field as a function of the coordinates. The mode coefficients provide the input for the third stage, in which a differential algebra code is used to integrate the equations of motion of a particle moving through the field, with the dynamical variables expressed at each stage of the integration as functions (Taylor series) of the initial values of the dynamical variables. The result of the integration is a transfer map for the specified section. In this section, we describe each of these stages in more detail, using the computation of a transfer map for a single EMMA cell for illustration.

A. Magnetic field computation

Each cell within the EMMA ring includes a horizontally focusing (F) quadrupole magnet, and a horizontally defocusing (D) quadrupole magnet (see Fig. 1). EMMA consists of 42 cells; therefore, the periodicity condition involves an exit face rotation by an angle $\frac{2\pi}{42}$ to match the following entrance face (which is parallel to the faces of the magnets in the following cell). All the elements are aligned with respect to a straight line of length 394.481 mm, which represents one side of a 42-sided polygon. This polygon is defined so as to be close to the expected closed orbit of a particle with energy 15 MeV (the machine is designed to accelerate electrons from 10 to 20 MeV). The vacuum chamber extends transversely a few centimeters on each side: simulations of the magnetic field and the particle motion have to be precise in this area. A 3D model of the magnets, required to provide an accurate description of the magnetic field, was developed in OPERA [16], which uses the finite element method to solve Maxwell’s equations for given current and magnetic material distributions.

The magnetic lattice in EMMA has 4 degrees of freedom, corresponding to the strengths and horizontal positions of each of the two quadrupoles within the cell. Because each magnet in a cell is within the fringe field region of the other, changing the strength or position of one magnet can affect the field produced by the other. As long as the iron in the yokes of the magnets is not close to saturation (so that the field varies linearly with the current), simulations suggest that it is possible to construct the field map for any given quadrupole strengths by scaling and superposition of the field maps for each quadrupole powered separately, but taking into account the presence of the yoke of the other magnet [20,37]. Then, only field maps for the quadrupoles with a range of different relative positions (and not for a range of different currents) need to be computed in OPERA.

B. Analytical field representation

The numerical field map obtained using OPERA is suitable for tracking in a numerical code, such as PYZGOUBL. However, our goal is to construct a transfer map that represents the dynamics for a complete cell: for this, as we shall see, an analytical representation of the field is needed. In this section, we shall describe how we construct an analytical representation of the field from the numerical field map. Briefly, we write down a set of modes for the field (capturing the shape in 3D), and express the field as a set of coefficients for the different modes. This process has a number of advantages, beyond the provision of a representation allowing the construction of a transfer map. First, the original field data consist of the field components given (typically) on a 3D Cartesian grid with 1 mm step in all directions: the data files for field maps in this form tend to be rather large and cumbersome. A set of mode coefficients, on the other hand, provides a much more compact and convenient representation of the field. Second, detailed inspection of the data to identify errors can be difficult. However, in a mode decomposition, Maxwell’s equations are enforced for any values of the coefficients, by the form of the basis functions. Errors in the field map can often be identified simply by inspection of the coefficients since, for an appropriate choice of basis, the various coefficients can

![FIG. 1. Schematic top view of an EMMA cell. The magnetic axes of the D and F magnets are offset horizontally (by distances $x_d$ and $x_f$, respectively) with respect to the 42-sided reference polygon used to define the machine layout.](image-url)
be identified with symmetries in the system generating the magnetic field.

In the present case, we are interested in constructing the transfer map for a particle traveling within the vacuum chamber passing through one complete cell. The coefficients of a mode decomposition of a magnetic field can be accurately determined by fitting the field on a closed surface within the field. Within the surface, residuals to the fit decrease exponentially; outside the surface, they increase exponentially. Therefore, it is beneficial to choose a surface that encloses the greatest possible volume. Ideally, in the case of EMMA, we would use the surface defined by the inner surface of the vacuum chamber for performing the fit; however, this has a rather complicated geometry. To simplify the fit, we use a cylinder with the maximum radius such that it just fits within the vacuum chamber (which itself just fits within the apertures of the magnets). Although a larger volume could be enclosed by choosing a volume with elliptical cross section, the basis functions for an elliptical cross section involve more complicated functions \[32\]; since a circular cross section provides an adequate region for our purposes, we use a cylinder with circular cross section, with the axis of the cylinder collinear with the reference polygon used to define the layout of the machine (see Fig. 1). An appropriate set of basis functions for the magnetic field is expressed in cylindrical polar coordinates, as follows:

\[
\begin{align*}
B_\rho &= \sum_{m,n} a_{mn} I_m(nk_\rho) e^{im\phi} e^{ink_z}, \\
B_\phi &= i\sum_{m,n} a_{mn} \frac{m}{nk_\rho} I_m(nk_\rho) e^{im\phi} e^{ink_z}, \\
B_z &= i\sum_{m,n} a_{mn} I_m(nk_\rho) e^{im\phi} e^{ink_z}.
\end{align*}
\]

Here, \(I_m(nk_\rho)\) are modified Bessel functions of the second kind. Note that the fields represented by these functions satisfy Maxwell’s equations, and satisfy also the rotational symmetry \(\tilde{B}(\phi + 2\pi) = \tilde{B}(\phi)\), as is required for any physical fields.

The coefficients \(a_{mn}\) are obtained by performing a 2D discrete Fourier transform on the values of \(B_\rho\) on a cylinder of radius \(\rho_0\), whose axis is coincident with the \(z\) axis. A given \(a_{mn}\) is simply the corresponding Fourier coefficient, normalized by \(I_m(nk_\rho_0)\). Longitudinally, the analysis is simplified if the model edges (at \(z = 0\) and \(z = 394.481\) mm) are far enough from the magnets that the fringe fields vanish on both sides; in this case, a reduced set of basis functions can be used. As we will see, in reality, the field does not go lower than a few gauss between two cells. As mentioned above, the residuals of the fit increase exponentially with increasing radius \(\rho\): if the fit achieves a certain level of accuracy on the surface of the cylinder \(\rho = \rho_0\), then the accuracy will be better than this for \(\rho < \rho_0\) (i.e. within the cylinder), but can become rapidly worse for \(\rho > \rho_0\). In practice, this means that when tracking particles through the field represented by a mode expansion, care should be taken to avoid initial conditions that lead to trajectories crossing the surface on which the field fit was performed.

Figure 2 shows the radial field component and the residual of the fit on a reference cylinder of radius \(\rho_0 = 15\) mm in one EMMA cell. The relatively large residuals at the entrance and exit of the cell arise from the nonzero values of the field, which cannot be represented by the reduced set of Fourier basis functions we have used. It would be possible to include these fields using the complete set of basis functions, at the cost of an increased number of coefficients, and a corresponding increase in computation time for the integration of the equations of

![FIG. 2. (a) Radial component of the magnetic field and (b) residual of the fit on a reference cylinder of radius 15 mm within one EMMA cell.](image)
motion; however, with errors of the order of few gauss, this fit is considered good enough for our tracking studies.

Although cylindrical polar coordinates are appropriate for the field description, beam dynamics studies are more conveniently performed using Cartesian coordinates. Therefore, we obtain a representation of the field using basis functions in Cartesian coordinates: this is the basis used for the construction of the transfer map, described in Sec. II C below. In the Cartesian basis, the components of the magnetic field are written

\[
B_x = -i \sum_{m,n} c_{mn} \frac{mk_x}{k_y} e^{imk_x x} e^{-ky} e^{ink_z z},
\]

(2a)

\[
B_y = \sum_{m,n} c_{mn} e^{imk_x x} e^{-ky} e^{ink_z z},
\]

(2b)

\[
B_z = -i \sum_{m,n} c_{mn} \frac{n k_z}{k_y} e^{imk_x x} e^{-ky} e^{ink_z z}.
\]

(2c)

If the parameters \( k_x, k_y, \) and \( k_z \) are related by

\[
k_y^2 = m^2 k_x^2 + n^2 k_z^2,
\]

(3)

then the fields given in Eq. (2) satisfy Maxwell’s equations. In principle, a fit of the Cartesian basis to the numerical field data can be obtained by performing a discrete Fourier transform of the vertical field component \( B_y \) on a plane \( y = y_0 \). Note that the fit has the property that the residuals increase exponentially with increasing \( y \), corresponding to the exponential increase with increasing \( \rho \) in the cylindrical case. It is therefore desirable to choose \( y_0 \) as large as possible; however, for magnets with a circular aperture, the width of the plane (i.e. the maximum value of \( x \)) is reduced with increasing \( y_0 \), and the maximum volume enclosed by the surface of the fit is therefore smaller than if a cylindrical geometry is used. In the case of EMMA, the situation is a little more complicated, since the two quadrupoles in a cell are aligned with a horizontal offset between their axes: it is therefore difficult to fill the vacuum chamber even using a cylindrical geometry. However, a fit based on a rectangular geometry has a further disadvantage, in that the value of the horizontal mode number \( k_x \) in Eqs. (2) and (3) is not determined by the geometry. This is in contrast to the cylindrical basis, where rotational periodicity requires that the azimuthal mode numbers \( m \) in Eq. (1) be integers. The Cartesian basis in Eq. (2) implicitly assumes a periodicity in \( x \), which does not really exist. Essentially, the Cartesian basis is less appropriate to the geometry of an accelerator beam line, and generally, a fit to numerical field data based on Eq. (2) is less successful than one using cylindrical polar coordinates, Eq. (1). However, in practice it is found to be possible to obtain a reasonable description of the field by converting the coefficients \( a_{mn} \) (describing the cylindrical modes) to an equivalent set \( c_{mn} \) (describing the Cartesian modes). The formulas for performing the conversion are presented and derived in the Appendix.

The value for \( k_x \) in the Cartesian basis is not determined \textit{a priori}; however, it can be chosen to minimize the residual in the final field description, compared to the original numerical data. Figure 3 shows such a comparison, with the coefficients in the Cartesian expansion obtained using Eq. (A7) from the coefficients in the cylindrical expansion (illustrated in Fig. 2). Mode numbers up to 10 in the transverse direction and up to 40 in the longitudinal direction have been included. The residuals can be minimized using a value of \( k_x \) anywhere in the range \( 10 \text{ m}^{-1} < k_x < 30 \text{ m}^{-1} \); outside this range, the residuals start to increase, but the dependence on the value of \( k_x \) is not very sensitive. A value of \( 30 \text{ m}^{-1} \) was used for the plots in Fig. 3. It can be seen in Fig. 3(b) that there is a tendency for the residuals to
increase for $x$ approaching $\pm 10$ mm: at $y = 10$ mm, points with $|x| > 11$ mm are outside the surface on which the fit to the field was performed. Note that the residuals have a structure such that they appear to oscillate as a function of longitudinal position. The effect of the residual integrated over the length of the cell is small compared to the overall effect of the fields of the magnets. It should be possible to reduce the residuals still further by including higher-order longitudinal modes; however, the residuals are already small enough that they do not have a significant impact on the dynamics. On the midplane, the residual exceeds the field at that point is approximately 2000 G, the relative error is 0.1%. For $y = 10$ mm, the residual has a maximum of 4 G which is also small compared to the maximum field strength.

C. Construction of a transfer map

Numerically, the particle dynamics can be obtained by integrating the equations of motion for a particle in the field, using an appropriate integration algorithm. For example, a Runge-Kutta integrator could be used. However, since symplecticity is a desirable property, we use an explicit symplectic integrator. A convenient algorithm has been developed using Lie algebra techniques by Wu, Forest, and Robin (“WFR integrator” [38]): this is applicable to the case of a particle moving through a magnetic field where the field varies with longitudinal position, and is the algorithm we use for the studies of beam dynamics in EMMA.

A numerical integrator “solves” the dynamics in the sense that if one is given the initial values of the dynamical variables for a particle at the entrance to a cell, then by applying the integrator one can compute the final values (the values of the dynamical variables for the particle at the exit of the cell). This only requires knowledge of the magnetic field at particular locations along the trajectory of the particle. However, the result gives no indication of how changes in the initial values will affect the final values; the integrator must be run separately for each set of initial values that may be of interest, and this can be very time consuming. If an investigation requires tracking many particles many times (e.g., if investigating the effect of configuration changes in the magnetic lattice), then a more efficient technique may be needed. One solution is to construct a transfer map, which expresses in functional form the dependence of the final values of the dynamical variables, in terms of the initial values. A transfer map can be constructed by implementing the same algorithm used for numerical integration, but using differential algebra (DA) variables, rather than numerical variables. Each DA variable contains a power series up to some order, in terms of specified variables (in our case, the dynamical variables). Since each step of the integration essentially propagates a range of starting conditions, the integrator does not trace the path of a particle along a single trajectory; therefore, to carry out the integration, the dependence of the magnetic field on the spatial coordinates must be expressed in functional form. This can be achieved using a mode decomposition, as described in the previous section. The result of the integration is a power series, or rather a set of power series (one for each dynamical variable). Once the transfer map has been obtained (by a single integration through the cell), tracking particles simply involves evaluating the power series for the given initial values of the dynamical variables. This process is much more efficient than repeatedly integrating the equations of motion every time different initial conditions are used.

We have implemented the WFR integrator in the DA code COSY [36] to construct the transfer map for a particle moving through a single cell in EMMA, for any given configuration of the lattice. The dynamical variables are as follows: $x$ and $y$ are the coordinates in a plane transverse to the reference trajectory at any point along the reference trajectory. $p_x$ and $p_y$ are the normalized momenta canonically conjugate to $x$ and $y$, given by

$$p_x = \frac{\gamma m\dot{x} + qA_x}{P_0},$$

$$p_y = \frac{\gamma m\dot{y} + qA_y}{P_0},$$

where $\gamma$ is the relativistic factor for the particle, $m$ and $q$ are the mass and charge of the particle, $A_x$ and $A_y$ are the transverse components of the electromagnetic vector potential, and $P_0$ is a fixed reference momentum (related to the reference energy $E_0$ by $E_0^2 = P_0^2 c^2 + m^2 c^4$). A dot indicates the derivative with respect to time. The longitudinal coordinate $z$ of a particle is defined by

$$z = s/c - \beta_0 t,$$

where $\beta_0$ is the normalized velocity of a particle with the reference momentum, and $t$ is the time at which the particle arrives at a point $s$ along the reference trajectory. The energy deviation $\delta$, canonically conjugate to $z$, is defined by

$$\delta = E - \frac{1}{P_0 c} \frac{1}{\beta_0}.$$

where $E$ is the energy of the particle. With these variables, the Hamiltonian describing the dynamics of a charged particle is

$$H = \frac{\delta}{\beta_0} - \sqrt{\left(\frac{1}{\beta_0} - \delta\right)^2 - \left(p_x - \frac{qA_x}{P_0}\right)^2 - \left(p_y - \frac{qA_y}{P_0}\right)^2 - \frac{1}{\beta_0^2 \gamma_0^2}} - \frac{qA_z}{P_0},$$

where $A_z$ is the component of the vector potential in the direction of the (straight) reference trajectory, and $\gamma_0 = 1/\sqrt{1 - \beta_0^2}$. 
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The magnetic field (actually, the magnetic vector potential) is given as a mode expansion in a Cartesian basis, obtained using the methods described in the previous section. Since the WFR integrator requires the paraxial approximation, some care is needed in its application, since in an FFAG (for example), beam excursions can be large (of the order of a few cm), and the paraxial approximation may not be valid. In principle, it is possible to make some estimate of the closed orbit at a given reference energy (for example, by using a simple linear model, with hard-edge magnets, for the lattice), and then to use the closed orbit as the reference trajectory. However, the curvature of the reference trajectory would then add considerable complexity to the integration of the equations of motion. Instead, we can use for the reference trajectory a straight line chosen to minimize the deviation of the (estimated) closed orbit from the reference trajectory. At least for small energy deviations, particle trajectories should then remain reasonably close to the reference trajectory. Some iteration may be needed to find the reference trajectory that minimizes the deviation along the closed orbit, when a realistic field model is used. Since each cell in EMMA bends the trajectory by $2\pi/42$, using a straight reference trajectory means that angles of order $2\pi/42$ in the closed orbit may be expected; it is not immediately clear whether the paraxial approximation will be valid under these conditions. One way to check, is to compare the results with a computation that does not make the paraxial approximation: for example, using PYZGOUBI. Since we find reasonable agreement in dynamical quantities (in particular, closed orbits, tunes, and times of flight) between the transfer map calculations and PYZGOUBI (using the magnetic field map), we conclude that it is acceptable to use the paraxial approximation, although this may be the cause of some of the observed discrepancies between the results using different methods.

Two important issues arise when applying the transfer maps constructed using this technique to an FFAG such as EMMA. First, although the integrator we have used is symplectic in the strict mathematical sense (in that the changes to the dynamical variables given at each step of the integration may be represented by a symplectic map), the fact that the DA code truncates the power series for each dynamical variable at a specified order at each step means that the final map is no longer symplectic. However, the map is symplectic up to the order of the power series in the sense that symplecticity may be restored by adding appropriate higher-order terms. Decreasing the step size in the integration will improve the accuracy of the final map, but will not reduce the symplectic error (conversely, using a large step size in the integration will reduce the computation time, at the cost of some loss of accuracy, but without introducing any additional symplectic error). The symplectic error can only be reduced by increasing the order of the power series manipulated by the DA code: however, increasing the order can significantly increase the computation time. Therefore, the question arises as to what order of truncation is necessary, to reduce the symplectic error to an acceptable level. Of course, a high-order truncation may also be needed simply to achieve reasonable accuracy. The question as to the appropriate order of truncation will be explored, for the case of EMMA, in Sec. III.

A second issue concerns the number of maps required to give an accurate description of the dynamics over the full parameter range. As already mentioned, to ensure the validity of the paraxial approximation for EMMA, we can use a number of separate transfer maps covering the full energy range, from 10 to 20 MeV. Each map is computed for a different reference energy and reference trajectory. Using a large number of maps should improve accuracy, by reducing the maximum values of the dynamical variables for which the map needs to be evaluated. However, a large number of maps also increases the overall computation time and reduces the convenience of the technique. This issue (which is related to the question of the appropriate truncation order) is also discussed in Sec. III.

### III. BEAM DYNAMICS IN EMMA USING TRANSFER MAPS

#### A. Comparison between transfer map and numerical tracking

As an initial test of the transfer maps computed using the techniques described in the previous section, we computed some of the key features of the beam dynamics in EMMA, and compared the results with those obtained using PYZGOUBI (a numerical tracking code). In particular, we looked at the closed orbit, horizontal and vertical tunes, and time of flight. All quantities were computed assuming fixed beam energy (i.e. no acceleration), but were computed as a function of energy. One of the interesting aspects of the EMMA design is the impact of fringe fields on the beam dynamics. We therefore used PYZGOUBI to compute the features of the dynamics not only with a magnetic field map for the quadrupoles including the fringe fields, but also with a “hard-edge” model for the magnets, in which the field was represented as falling abruptly to zero at the entrance and exit faces of the magnets.

The closed orbit is found simply by searching for the trajectory (at fixed energy) for which the phase space variables return, at the exit of a single cell, to their values at the entrance of the cell. For numerical integration (using PYZGOUBI), tracking a particle starting on the reference trajectory gives the zeroth order term (represented by a phase space vector $\tilde{x}_0$) in the map; and tracking particles with small deviations from the reference trajectory allows the construction of the first-order terms in the map (represented by a matrix $M$). If $\tilde{x}$ is the initial phase space vector, the final phase space vector $\tilde{x}_f$ is then given in a linear approximation by...
\[ \tilde{x}_f = M \tilde{x}_i + \tilde{x}_0. \]  
(9)

The closed orbit is defined by \( \tilde{x}_{co} = M \tilde{x}_{co} + \tilde{x}_0 \), and, hence,

\[ \tilde{x}_{co} = (I - M)^{-1} \tilde{x}_0, \]  
(10)

where \( I \) is the identity matrix. The presence of nonlinear terms in the map generally means that some iteration is required to find the closed orbit with good accuracy. In the case of a transfer map, if the transfer map is constructed around a given reference trajectory, then the closed orbit at the entrance to a cell can be found by searching for the fixed point of the map. Integrating through a cell in a differential algebra code (COSY) produces the zeroth and first-order terms in the map directly, in which case the closed orbit can be estimated by the above formulas. Again, some iteration is needed to identify the closed orbit with good accuracy: the iteration is performed using a single transfer map, though some adjustment of the reference trajectory may be appropriate to minimize the closed orbit excursion (in which case a new map is computed around the new reference trajectory). Some care must be taken with the coordinate rotation at the exit of the cell. Standard formulas exist for the transformation associated with such a rotation [26]: however, these formulas apply to rotation in a field-free region. In the case of EMMA, because of the fringe field of the magnets, it is necessary when constructing the closed orbit to define a cell such that the exit of the cell is some distance from the face of a magnet. Therefore, for the reference trajectory, we use a modification of the 42-sided polygon, in which each side is extended back from a vertex to the middle of the drift between the magnets. This means that the transformation at the exit of each cell involves a (horizontal) translation and a drift, as well as a rotation.

In general, we find good agreement for the closed orbit from PYZGOUBI (using a magnetic field map) and from COSY: differences are typically of order 10 \( \mu \)m. Obtaining the closed orbit accurately is important, since it is the variation of the closed orbit with energy that dominates the variation of the time of flight with energy; and the variation of the time of flight in turn is important for achieving acceleration. Figure 4 shows the closed orbit at selected reference energies from 10 to 20 MeV, found using the transfer map for a particular lattice configuration. Note that the increasing average radius with energy is compensated by a “smoothing out” of the closed orbit; this leads to a parabolic variation of time of flight with energy, with a minimum time of flight around 14 MeV.

After finding the closed orbit, the next step is to study the behavior of particles around this closed orbit. Betatron motion was studied by applying the transfer maps to particles with some initial transverse offset with respect to the closed orbit. Figure 5 (top) shows the horizontal phase space for reference energies from 10 to 20 MeV, constructed by applying the corresponding transfer map [27]. However, these formulas apply to the transformation at the exit of the cell. Therefore, for the reference trajectory, we use a modification of the 42-sided polygon, in which each side is extended back from the vertex to the center of the drift between the magnets. This means that the transformation at the exit of each cell involves a (horizontal) translation and a drift, as well as a rotation.

In general, we find good agreement for the closed orbit from PYZGOUBI (using a magnetic field map) and from COSY: differences are typically of order 10 \( \mu \)m. Obtaining the closed orbit accurately is important, since it is the variation of the closed orbit with energy that dominates the variation of the time of flight with energy; and the variation of the time of flight in turn is important for achieving acceleration. Figure 4 shows the closed orbit at selected reference energies from 10 to 20 MeV, found using the transfer map for a particular lattice configuration. Note that the increasing average radius with energy is compensated by a “smoothing out” of the closed orbit; this leads to a parabolic variation of time of flight with energy, with a minimum time of flight around 14 MeV.

After finding the closed orbit, the next step is to study the behavior of particles around this closed orbit. Betatron motion was studied by applying the transfer maps to particles with some initial transverse offset with respect to the closed orbit. Figure 5 (top) shows the horizontal phase space for reference energies from 10 to 20 MeV, constructed by applying the corresponding transfer map.
measurement precision for the vertical tune and path length. However, we find a larger discrepancy for the horizontal tune at low energy: 0.04 at 10 and 0.02 at 11 MeV: this is a consequence of the loss of symplecticity arising from truncation of the map. The effect becomes significantly less visible if terms up to 3rd order are retained.

Tracking results using a hard-edge model of the magnets in PYZGOUBI are also presented (in green) on the plots, and indicate the impact of the fringe field: we observe a maximum discrepancy of about 0.05 at 10 MeV for the horizontal tune per cell, with field maps. We observe a maximum discrepancy of about 0.05 at 10 MeV for the horizontal tune per cell, between the transfer map and numerical tracking with the fringe field, but generally the two techniques are in good agreement. However, there are significant differences over the full energy range between the hard-edge model and the detailed fringe field (field map) model. With fringe fields, the minimum time of flight is reduced by 200 ps, and the energy at which this occurs is shifted from 15 to 17 MeV.
In Fig. 6, we observe as well a significant change in the time-of-flight curve when using field maps. The minimum of the curve is shifted from 15 MeV with hard-edge model (in agreement with the design studies) to 17 MeV, and a decrease in the minimum time of flight of about 200 ns. PYZGOUBI and transfer map simulations agree on this result, which suggests that this large discrepancy is due to the difference between the hard-edge representation and the more realistic field map representation of the EMMA cell. The baseline lattice was specifically designed to produce a time-of-flight curve that was parabolic, and centered at 15 MeV. If the models based on the field map correctly predict the real machine behavior, then a new baseline configuration should be identified, to obtain the desired time-of-flight curve (i.e. so that the minimum of the curve occurs for a specified energy, and so that the time of flight is properly adapted to the rf frequency of the accelerating cavities). This issue will be discussed further in Sec. IV.

B. Validity of transfer maps for large energy deviation

A transfer map is generally accurate only in the vicinity of a given reference trajectory, for particles traveling with an energy close to a specified reference energy. Since in EMMA the energy and the transverse excursion cover a large range during the course of acceleration, the range of validity of a transfer map has to be examined carefully. To investigate the range of validity of a map, we can compare properties of the beam dynamics computed using a single map with a range of values of the energy deviation, with properties computed using a set of maps, each with a different reference energy.

Figure 7 shows the horizontal tune (in blue) and the vertical tune (in red) as functions of energy, obtained from 11 different transfer maps computed for different reference energies, from 10 to 20 MeV, in steps of 1 MeV (points on line). Also shown are the horizontal and vertical tunes computed from a single transfer map at a single reference energy (14 MeV), but with different values for the energy deviation \( \delta \) and for different truncation order of the map: 3 (triangles), 7 (circles), and 9 (crosses). We observe a large discrepancy between the two methods for low and high energy (i.e. for large energy deviation from the reference 14 MeV). The discrepancy decreases when increasing the truncation order from 3 to 7 but no significant improvements can be seen when truncating at the 9th order; this suggests that the 7th order is the optimal truncation order for the tune variation with energy deviation.

The expected precision of the tune measurement in EMMA is 0.01. The agreement between the two methods is within this range for energy deviation up to \( \pm 2 \) MeV (i.e., 15%). This indicates that it may be necessary to use at least three different maps (with reference energies of, for example, 12.5, 15, and 17.5 MeV) to reproduce the transverse dynamics accurately over the whole energy range in EMMA.

In order to simulate acceleration in EMMA, the transfer maps should describe accurately the variation in time of flight with energy. Figure 8 shows the time of flight of the closed orbit at different energies computed using multiple

![FIG. 7. Betatron tunes computed with a set of transfer maps at different reference energies (points on line), and with a single transfer map with different energy deviations (triangles, circles, crosses). The agreement between the two methods is better than the expected measurement precision of 0.01, for energy deviation up to \( \pm 2 \) MeV (i.e., 15%). This suggests that it may be necessary to use at least three different maps (e.g. at 12.5, 15, and 17.5 MeV reference energies) to reproduce the transverse dynamics accurately over the full energy range.](https://example.com/fig7.png)

![FIG. 8. Time of flight for various energies computed with a set of transfer maps at different reference energies (line), and with a single transfer map with different energy deviations (triangles, squares, circles, crosses for orders 3, 4, 7, and 9, respectively). We see good agreement for the maps truncated at 4th order or above.](https://example.com/fig8.png)
maps (red circles), and using a single map with energy deviation, and with different truncation orders from 3 to 9. We observe a good agreement (within the measurement precision of 10 ps) for the whole energy range for a transfer map truncated at the fourth order; no significant further improvement is obtained when increasing the truncation order up to 9. We conclude that a single map truncated at the fourth order is sufficient to describe the time-of-flight variation with energy over the whole energy range.

As a final comparison, we look at the betatron motion in horizontal phase space. We have already seen the horizontal phase space constructed using maps of different reference energies, in Fig. 5. There, we observed that to avoid rapid unphysical growth in the betatron amplitude, it was necessary to retain terms in the map up to 3rd order. Figure 9(a) shows the horizontal phase space constructed using a single transfer map, with reference energy 14 MeV, and with different beam energies obtained by varying the energy deviation. We find that, for a map truncated at the 7th order, the betatron motion in horizontal phase space has a rapid nonphysical growth in the amplitude (arising from the symplectic error in the map) even for small energy deviation (the effects are already clear for ±2 MeV). An improved behavior, with significantly reduced amplitude growth, is obtained for energy deviation of ±2 MeV by retaining terms in the map up to 9th order: see Fig. 9. However, the effects of the symplectic error in the transfer map are still strongly evident for energy deviation of 4 MeV, even at 9th order. Computational limits in the COSY routine that we used did not allow us to investigate this effect for higher truncation order.

C. Nonlinear dynamics

An interesting feature of transfer maps is the fact that information about the nonlinear beam dynamics can be extracted directly, without the need for numerical analysis of tracking data. We have already seen how the tunes and time of flight depend on the beam energy: this can be described using maps computed for different reference energies (with zero energy deviation), or using a map for a particular reference energy, evaluated for different values of the energy deviation. In the latter case, treating the energy deviation as a fixed parameter (rather than as a dynamical variable), we may extract the tunes and time of flight expressed as functions of the energy deviation directly from the map.

Nonlinear effects also occur in the transverse dynamics. For instance, consider the horizontal and vertical tunes. In a linear approximation, the tunes may be computed directly from the linear part of the map [see Eq. (11)]. However, in general the tunes will vary with the amplitude of the transverse motion. The dependence of the tune on the betatron amplitude (referred to as the “tune shift with amplitude”) is captured in the map by terms of higher order in the transverse dynamical variables \( (x, p_x) \) and \( (y, p_y) \).

In a scaling FFAG (see, for example [39]), the magnetic fields are designed to maintain constant values for the betatron tunes as the beam energy varies over a wide range: this leads to strong nonlinear effects in the transverse motion. In particular, there can be large tune shifts with amplitude. In a nonscaling FFAG such as EMMA, on the other hand, the magnetic lattice is constructed out of elements for which the transverse motion is essentially linear, i.e., out of quadrupoles and drift spaces. In consequence, although there can be strong nonlinear effects when longitudinal variables are involved (in particular, large chromaticity).
We use COSY for constructing the generator of the Lie of numerical analysis of the fundamental frequencies data with high precision. For this, we need a method to determine the tunes from tracking some effects, at least in simulation. In this section, we shall calculate the tune shifts with amplitude from the transfer maps, and compare with values derived from particle tracking in a numerical code (PYZGOUBI). We shall also compare with some analytical estimates, based on the description of the field in the magnets.

For obtaining the tune shifts with amplitude from the map, it is convenient to work in action-angle variables, rather than the Cartesian variables. The horizontal action is denoted \( J_x \), and the horizontal angle \( \phi_x \); these variables are related to the Cartesian variables by

\[
x = \sqrt{2\beta_x J_x} \cos \phi_x, \quad \text{(12)}
\]

\[
p_x = -\frac{2J_x}{\beta_x} \left( \sin \phi_x + \alpha_x \cos \phi_x \right). \quad \text{(13)}
\]

The transfer map is expressed in terms of a Lie transformation [29,40] with generator \( g(\phi_x, J_x) \), so that

\[
J_x(L) = \left( e^{-i\phi_x} J_x \right)_{x=0}, \quad \text{(14)}
\]

\[
\phi_x(L) = \left( e^{-i\phi_x} \phi_x \right)_{x=0}. \quad \text{(15)}
\]

The tune shift with amplitude is obtained by constructing the nonlinear normal form \([29,41–45]\). That is, we find a transformation \( A \) such that

\[
A e^{-i\phi_x} A^{-1} = e^{-i\phi'_x}, \quad \text{(16)}
\]

where \( \tilde{g} \) is a function of the action \( J_x \) only, i.e.,

\[
\tilde{g} = \sum_{|l|=0}^{\infty} \frac{\mu_x l!}{l + 1} J_x^{l+1}. \quad \text{(17)}
\]

The tune for a given action \( J_x \) is given by

\[
\nu_x = \frac{1}{2\pi} \frac{d\tilde{g}}{dJ_x}. \quad \text{(18)}
\]

Methods for constructing the normalizing transformation \( A \) and the normal form of the generator of the Lie transformation \( \tilde{g} \) are well known (see, for example [26,27,42]). We use COSY for constructing the generator of the Lie transformation corresponding to the Taylor map, and for the normal form analysis; the results are checked with a normal form analysis performed using MATHEMATICA [46]. The generator \( \tilde{g} \) is computed to third order in the betatron action.

To compare the tunes (and in particular, the variation of tune with betatron action) with the numerical model, we need a method to determine the tunes from tracking data with high precision. For this, we use the method of numerical analysis of the fundamental frequencies (NAFF [47–53]). Briefly, we collect the horizontal coordinate \( x_n \) and canonical momentum (scaled by the reference momentum) \( p_{x,n} \) at the exit of each cell, for tracking through \( N \) successive cells (so that \( n = 0, \ldots, N \)). We then construct the normalized variables:

\[
\tilde{x}_n = \frac{x_n}{\sqrt{\beta_x}} = \sqrt{2J_x} \cos \phi_{x,n}, \quad \text{(19)}
\]

\[
\tilde{p}_{x,n} = \sqrt{\beta_x} p_{x,n} + \frac{\alpha_x}{\beta_x} x_n = -\sqrt{2J_x} \sin \phi_{x,n}. \quad \text{(20)}
\]

(In these expressions, we assume that the action \( J_x \) is constant, but the technique still works even if there are small variations in \( J_x \).) Then, we search numerically for a value \( \mu_x = \tilde{\mu}_x \) that maximizes the magnitude of

\[
\sum_{n=0}^{N} e^{i\mu_x(n/N)} (\tilde{x}_n + i\tilde{p}_{x,n}). \quad \text{(21)}
\]

The tune is given (with accuracy of order \( 1/N^4 \)) by \( \nu_x = \tilde{\mu}_x/2\pi \).

The advantage of the transfer map approach is that determination of the tune shift with amplitude does not require multiturn tracking with a range of different betatron amplitudes: the single integration (using DA variables), followed by normal form analysis of the Lie transformations, provides the functional dependence of the tunes on the betatron action. Obtaining the same information using a numerical tracking code requires the tracking of many particles (over a range of betatron amplitudes) through many cells, and is potentially more time consuming.

Figure 10 shows the changes in tunes (relative to the tunes at zero amplitude) with respect to changes in betatron amplitude, for 19 MeV reference energy. The black lines show the variations predicted by normal form analysis applied to the transfer map; the blue lines with circles and the red points show the changes found from NAFF of tracking data produced using (respectively) the transfer map, and a numerical code (PYZGOUBI). First, we observe that the tune shift with amplitude in all cases is small (about \( 0.001 \)) over a large range of variation of the action (from 0 to 200 \( \mu \text{m} \)). The order of magnitude of the horizontal beta function \( \beta_x \) in EMMA is 1 m. Therefore the maximum transverse coordinate equivalent to an action of 200 \( \mu \text{m} \) is \( x_{\text{max}} = \sqrt{2\beta_x J_x} = 14 \text{ mm} \). From the early stages of commissioning of EMMA, it was found that to achieve efficient injection, a bunch of particles must be injected on the closed orbit with a precision of a few millimeters (at the location of a maximum for \( \beta_x \)). Therefore, the amplitude of oscillation remains small, and any variation in the tune resulting from betatron amplitude variations is smaller than present measurement capabilities.

Regarding the horizontal motion [Fig. 10(a)], the agreement between the NAFF of the transfer map tracking (blue circles) and the normal form analysis (black line) is reasonably good: the discrepancy is less than \( 2 \times 10^{-4} \) for
space is derived from a 2D field map, in which the field values are given in the median horizontal plane. As explained in Sec. II B, obtaining magnetic field values by extrapolation from values given on a single plane (or, equally, by extrapolation outside a surface from values given on that surface) can be prone to error. On the other hand, extrapolation within a bounded volume from values given on that boundary leads to values in which the error is limited by the error on the boundary: this is the technique used in constructing the transfer map.

To investigate further the discrepancy in vertical tune shift with amplitude between PYZGOUBI and the transfer map, we compare the field observed by the particle as it passes through the vertically focusing quadrupole in each of three different codes: OPERA (which was used to compute the field from the original magnet design); PYZGOUBI (which extrapolates the field from data on the midplane of the magnet); and our transfer map tracking code (which computes the field within a boundary defined by a cylinder inscribed through the magnet). The vertical deflection of a particle is given by the integral of the horizontal field component along the trajectory of the particle. Therefore, we focus on the horizontal component of the field as a function of vertical position, and express the field at the longitudinal midpoint of the magnet as a power series in the vertical coordinate:

$$B_x(y) = \sum_{k=0}^{\infty} c_k y^k,$$

where

$$c_k = \frac{1}{k!} \frac{\partial^k B_x}{\partial y^k} \bigg|_{y=0}.$$  (23)

By fitting a polynomial to the field $B_x$ as a function of $y$ in each of our three codes, we obtain for each code the coefficients $c_k$ of the polynomial. The results are shown in Fig. 11. The coefficient $c_0$ is related to the closed orbit: the value of $c_0$ is small in all three codes. This is consistent with expectations: for EMMA, we expect the closed orbit to lie on the midplane. The first-order (quadrupole) coefficient $c_1$ is related to the tune: there is good agreement in the value for this coefficient for all three codes. This is consistent with the agreement we found previously, for the tunes obtained from numerical tracking in PYZGOUBI, and the tunes obtained from the transfer map. The vertical tune shift with amplitude is related to the third-order (octupole) coefficient, $c_3$. We see that OPERA and the transfer map code give good agreement on the value for $c_3$; however, PYZGOUBI gives a different value, and one that is smaller by about 5 orders of magnitude. This is consistent with the much smaller vertical tune shift with amplitude found from tracking in PYZGOUBI, compared to tracking with the transfer map.

We conclude that analysis of the dynamics using the map methods described above can give reliable information on aspects of the nonlinear dynamics, in particular, the
tune shift with amplitude, at least in the case when the nonlinear effects are small. However, it is essential to use an accurate description of the field that determines the dynamics. It is possible that the transfer map techniques would also provide reliable information on the nonlinear dynamics where strongly nonlinear fields are present, for example, in the case of a scaling FFAG [39]. However, this is outside the scope of this paper.

IV. USE OF TRANSFER MAPS FOR FITTING A MODEL TO EXPERIMENTAL DATA

A. Interpolation of transfer maps

Having studied the dynamics in a given configuration of the lattice, it is interesting to find a way to extend the use of the transfer map approach, to allow a range of different machine configurations to be easily modeled and compared. During the commissioning of the machine a real-time simulation of the effect of a change in the lattice configuration is extremely useful. When using a hard-edge model for the magnets, it is trivial to study any lattice by directly adjusting the parameters and performing the tracking study. The use of a field map is a significant improvement in the lattice description; but then, in principle, a different field map is needed for each configuration. This would mean that an accurate OPERA model would have to be solved for each new lattice, requiring considerable computer time. Using the superposition of the fields generated by the magnets, taking into account the presence of the other magnet as explained previously, the construction of the field map for any given machine configuration (specified by particular values of the magnet strengths and positions) can be performed easily. However, the dynamical properties of the lattice need to be determined either by particle tracking, or by construction of a transfer map. In either case, the necessary computations are not particularly lengthy, but still take some minutes to perform.

In the case of numerical tracking, little can be done to make the process more efficient. The only way to determine properties such as the tunes and time of flight is to carry out numerical integration of the equations of motion for each new lattice configuration. However, when using transfer maps, we can consider constructing a grid of “reference” maps, corresponding to a set of lattice configurations, and then obtaining the transfer map for any desired new configuration by interpolation between the reference maps. The interpolation can be performed essentially instantly, and the dynamical properties of the new configuration can then be obtained immediately from the map, without the need for any tracking.

In developing a technique based on interpolating transfer maps, questions arise as to the density of reference maps needed, and the best way to perform the interpolation, to achieve maps that are sufficiently reliable in predicting the behavior of the machine. The interpolation technique can be tested by comparing the dynamical properties predicted from an interpolated map, with the properties predicted by a map computed for the same lattice configuration. If the differences between the predicted properties are small compared to experimental error, then the interpolation technique could be useful in practice.

The number of reference maps required is (so far) found by trial and error. For the interpolation method itself, there are at least two possible approaches. The most simple and direct is to interpolate the individual coefficients of the Taylor map. However, without any explicit constraint, the precise relationship between the coefficients that ensures the symplecticity of the map is lost in the interpolation: the result is a map with potentially large symplectic error. We have found that this technique produces maps that not only have a large symplectic error, but that are also very unreliable in their prediction for the dynamical properties of different lattices. One possible reason for this is that the overall accuracy of the interpolated map reduces with the number of quantities being interpolated; in the case of a high-order Taylor map for six dynamical variables, the number of interpolated quantities (power series coefficients) can be extremely large.

We can hope to improve the reliability of the interpolation by reducing the number of quantities that need to be interpolated. One way to do this is to use a representation of the map in which only the minimum number of coefficients are used to specify the map. For a symplectic map, there are several possibilities, including Lie generators,
and mixed variable generating functions (MVGFs). The symplectic property is exploited in the sense that symplecticity imposes a strong constraint on the map. In the Taylor series representation, the coefficients are related in specific ways, although the relationships are usually too complex to write down explicitly. However, by converting the map into an MVGF (for example), we construct a representation in which the coefficients involved are all (in principle) independent, and their number is greatly reduced compared to a Taylor series representation. The price to pay is that some work is needed to convert the various maps between various representations. However, standard techniques exist to convert a (symplectic to some order) Taylor map into an MVGF, and the conversion only needs to be done once for each reference map. Using COSY, it is possible to construct an MVGF that reproduces any transfer map symplectic to order $n$ from the map expressed in the form of a Taylor series $[27,36]$. An MVGF is not in explicit form (i.e., it cannot be used directly for particle tracking); however, a map represented in the form of an MVGF is necessarily symplectic. The interpolation is performed on the MVGFs; the interpolated map can then readily be converted back into Taylor form using a DA code (such as COSY), by “solving” the map represented by the MVGF, using DA variables to represent the dynamical variables.

We note that MVGFs have long been used as representations for transfer maps, or to “symplectify” Taylor maps (see, for example, $[24,29,54–58]$). However, the motivation (and application) has generally been to perform symplectic tracking, so as to be able to make accurate predictions of dynamic aperture in proton storage rings. Here, we use MVGFs in a slightly different way: by interpolating between maps in the form of MVGFs rather than in the form of Taylor series, we improve the accuracy of the interpolated map. Since the beam in an FFAG is accelerated over a relatively small number of turns, dynamic aperture is not generally an issue for an FFAG, so the need for the map to be symplectic arises from other concerns. In the present case, using an implicitly symplectic representation of the map allows us to improve the accuracy of the map obtained by interpolating between maps representing different machine configurations.

It would be possible, in principle, to include the lattice parameters (such as quadrupole strengths and positions) as DA variables in COSY, in addition to the dynamical variables. Then, one could produce a single “map” in Taylor form, which would include dependence on the lattice configuration through appropriate parameters, which would be specified before evaluating the map. This approach would require the magnetic field map to be represented in an appropriate form: the most convenient representation would be one in which the field itself includes dependence on parameters specifying the lattice configuration. However, as explained in Sec. II A, although the field maps for different quadrupole strengths can be obtained by scaling and superposition of the maps for each magnet, since the yoke of each magnet in EMMA affects the field of the other magnet, a different field map needs to be computed for each configuration in which the magnets have different relative horizontal positions. Including the positions of the magnets as parameters in a map generated in COSY is therefore not trivial, and we have not carried this through, though it may be an interesting topic for future study.

In our investigations, we used a grid of 300 reference lattices (i.e., 300 different configurations). Finding the closed orbit and time of flight by numerical integration in PYZGOUBI for 300 reference lattices, at nine different energies, takes a little over 4 hours. Constructing the transfer maps for the same configurations takes about 5 hours; dynamical properties such as the closed orbit and time of flight can then be obtained for the full set of configurations in less than a minute. In this respect, it appears that the computational time required for the transfer map approach is longer than that for numerical integration, for the same task. However, to compute the time of flight at an additional reference energy (for example) will take only a few seconds using the transfer maps, whereas an additional half an hour would be needed using PYZGOUBI. Furthermore, computing additional dynamical quantities, such as the betatron tunes, for all 300 reference lattices and 9 reference energies would require several hours more computation time in PYZGOUBI, whereas the same information can be directly extracted from the transfer maps already computed, within a few seconds.

For each reference lattice, an MVGF was computed from the Taylor map obtained by integration. We found that for all lattice configurations, an MVGF of the second kind (using Goldstein’s nomenclature $[59]$) could be constructed. An MVGF of the second kind is a function of the old coordinates and the new momenta:

\[ F_2 = F_2 (q, p, t), \]

where $q_i$ are the old coordinates and $q_f$ are the new coordinates, $p_i$ and $p_f$ are their respective conjugate momenta. The old and new variables are related by

\[ p_i = \frac{\partial F_2}{\partial q_i}, \quad q_f = \frac{\partial F_2}{\partial p_f}. \]

A simple linear interpolation algorithm was used to find the MVGF for a specified lattice “in between” the reference lattices.

**B. Symplectic error**

The effect of interpolating the MVGF rather than the coefficients of the Taylor map is illustrated clearly by comparing the symplectic error in the maps. For purposes of making a comparison, we characterize the symplectic error as follows. First, we note that a symplectic map is defined by the condition

\[ \mathbf{J} \mathbf{F} = \mathbf{F} \mathbf{J}, \]

where $\mathbf{F}$ is the transfer map and $\mathbf{J}$ is the symplectic matrix. The symplectic error is defined as the difference between the symplectic matrix of the interpolated map and the symplectic matrix of the Taylor map:

\[ \mathbf{J}_\text{symplectic} - \mathbf{J}_\text{Taylor} \]

This error is a measure of how well the interpolated map satisfies the symplectic property. A smaller error indicates a better approximation of the symplectic property.

\[ \mathbf{J}_\text{symplectic} - \mathbf{J}_\text{Taylor} \]

The error is calculated for each configuration, and the average error is used to compare the different interpolation methods. The error is found to be significantly reduced when using MVGFs compared to using Taylor maps. This indicates that the MVGF approach is a more accurate way of representing the lattice configuration and tracking particles through the lattice.
\[ J^T S J = S, \]  
\[ S_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \]  
\[ E = J^T S J - S. \]

For a transfer map expressed in Taylor form, each term of the Jacobian is a polynomial in the dynamical variables. Thus, the components of \( E \) are also polynomials. To evaluate numerically the components of \( E \), we must replace the variables by some values; these values can be chosen arbitrarily. In general, we find that for sufficiently large values of the dynamical variables, the numerical values of the terms in each component of \( E \) increase with increasing order of the term. We can characterize the symplectic error in a map, as the maximum value of the dynamical variables which, when substituted (for all variables) into each term in each component in \( E \), does not lead to an increasing value with increasing order of the term.

Figure 12 shows the results of the analysis of the symplectic error in this way for two cases: a map obtained by direct interpolation of the coefficients of the Taylor maps; and a map obtained for the same configuration, by interpolation of the MVGF. In the former case, the largest value for the dynamical variables that does not lead to an increase in the terms in \( E \) with increasing order is 0.001. This indicates that we may expect to see effects of the symplectic error for values of \( x \) or \( y \) larger than 1 mm (for example). On the other hand, when constructing a map using interpolation of the MVGF, then a value of 0.01 can be substituted for the dynamical variables, before the terms in \( E \) start to increase with increasing order. Furthermore, the values of the terms in \( E \) at this point are 3 orders of magnitude smaller than for the map constructed by interpolation of the Taylor maps with value 0.001 for the dynamical variables. This indicates that the symplectic error in the map constructed by interpolation of the Taylor map coefficients is significantly larger than for the map constructed from interpolation of the MVGFs. In fact, since a map represented by an MVGF is necessarily symplectic, the symplectic error must come from numerical errors in computing the coefficients, and from truncation of the map, when the map is converted to Taylor form.

**C. Accuracy of interpolated maps**

To test the interpolation technique, we compare the beam dynamics in an interpolated map, with the beam dynamics in a map computed directly for the same specified configuration. A four-dimensional grid was first constructed for a range of different lattice configurations in EMMA (the four dimensions corresponding to the strengths and positions of the two magnets in one cell). Transfer maps with 14 MeV reference kinetic energy were computed for 300 lattice configurations: \( \Delta f \) and \( \Delta d \), were varied from 94% to 110% of the nominal magnet strength in 4% steps; the transverse positions of the axes of the D magnet and the F magnet with respect to the reference polygon (\( x_d \) and \( x_f \) respectively, in Fig. 1) were varied from 32 to 38 mm and from 8 to 12 mm, respectively, in 2 mm steps.

A particular configuration, midway between four grid points was then selected, and the map for this configuration constructed by interpolation of the MVGFs, as described above. The map for the selected configuration was also computed directly, by symplectic integration through the fields using COSY.

Figure 13 shows the horizontal and vertical tunes for various energies, obtained from a directly computed Taylor map and from a Taylor map derived from an interpolated MVGF. There is good agreement between the tunes obtained from the directly computed map, and from the
interpolated MVGF: the discrepancy is below the measurement precision. Figure 14 shows the time of flight as a function of energy, obtained from a directly computed Taylor map, and from a Taylor map derived from an interpolated MVGF. Again, there is good agreement (better than measurement precision) between the two maps, indicating the accuracy of the interpolated map. Also shown, for comparison, is the time-of-flight curve for a map obtained by interpolating directly the Taylor map coefficients (i.e. without use of MVGFs). In this case, the discrepancy with the directly computed map is significantly larger. As well as enforcing symplecticity, use of the MVGF interpolation also appears to improve the accuracy of the interpolated map.

Figure 15 shows the horizontal phase space obtained by tracking using the directly computed Taylor map, and a map from the interpolated MVGF. There is good agreement between the results for a range of energies (a reference energy of 14 MeV was used in computing the maps, and the energy variation achieved by setting the energy deviation up to 20%). In both cases, nonsymplectic behavior (a steady “spiralling out” of the particle trajectory in phase space) is visible for energy deviations larger than about 15% (2 MeV deviation from 14 MeV reference energy).

V. COMPARISON WITH EXPERIMENTAL DATA

The highly compact lattice in EMMA makes injection (and extraction) particularly challenging. For commissioning, therefore, a baseline lattice configuration was selected, in which it was expected to be relatively straightforward to achieve injection. Early experiments [5] were performed using a fixed injection energy of 12 MeV. The dynamical properties of the lattice at other energies were studied by varying the magnet strengths: reducing the magnet strengths by 10%, for example, gave the same behavior as would be achieved by increasing the beam momentum by 10%.

In practice, it was found that injection was most easily achieved using a lattice slightly different from the nominal baseline. We specify the lattice configuration by giving the magnet strengths relative to the baseline lattice, and the absolute magnet positions. Thus, the lattice used for the measurements reported here had the horizontal focusing...
quad in each cell at 105.6% of nominal strength, the horizontally defocusing quad at 100% of nominal strength, and these magnets at positions $x_f = 9.51$ mm and $x_d = 36.05$ mm (see Fig. 1). This lattice, which we refer to as the $E_1$ lattice, is then specified by the notation $(105.6, 100, 9.51, 36.05)$.

A transfer map for the $E_1$ lattice was constructed using MVGF interpolation. Figure 16(a) shows the comparison between measurements and simulations of the time of flight as a function of energy for this lattice configuration. We observe that the measured lattice has a minimum time of flight of 55.225 ns at 17 MeV whereas the simulated lattice has a minimum time of flight of 55.225 ns at 17 MeV. There is clearly some significant difference between the machine and the model.

To investigate the difference between the model and the machine, the grid of lattice configurations was used to find a model that corresponded to the measurements. To do this, an optimization routine (based on the Nelder-Mead method, implemented in MATHEMATICA [46,60,61]) was used to look for the model lattice configuration that most closely matched the measured time of flight at different energies. For each lattice configuration of the grid, we used the transfer map to compute the time of flight on the closed orbit from 10 to 20 MeV, varying the energy deviation. In many lattice configurations, especially close to the edges of the grid, no closed orbit could be found for energies higher than 18 MeV; therefore the time of flight could only be interpolated between 10 and 18 MeV. Once the configuration parameters for the lattice best fitting the time-of-flight variation with energy for the baseline lattice was constructed using MVGF interpolation. Figure 16(a) shows the comparison between measurements and simulations from the lattice configuration found by the optimization routine (the constraints used for the fit are shown as red triangles). The fitted lattice found by the optimization routine, which we refer to as $S_1$, has parameters (in the same notation used above for $E_1$): $(94.30, 100.02, 11.56, 34.00)$. The times of flight for closed orbits in the energy range between 10 and 20 MeV were computed for this lattice (black line with circles). It shows good agreement with the measurements (blue points with error bars) with a maximum discrepancy of about 20 ps at 10.5 MeV. All the other measurements agree within less than 10 ps.

Lattices $S_1$ and $E_1$ are then compared in terms of tune per cell. The experimental values of the tune are obtained from the orbit transverse position [given by beam position monitors (BPMs) around the ring] by the NAFF method. We observe in Fig. 17(a) that there is relatively good agreement for the horizontal tune (in blue) for energies below 16 MeV. The simulated vertical tune (red circles) is significantly larger than the measurement, especially for large energy. Note that the simulated tune is computed from a single transfer map with a reference energy of 14 MeV.

Comparing Fig. 17(a) with Fig. 7, we observe that computing the tune from maps with different reference energies gives smaller values for the tune at high energy, compared with the tune obtained by varying the energy deviation in a single map. This may explain part of the discrepancy. In order to interpolate an MVGF with a different reference energy, a new grid of transfer maps must be computed for each energy. Instead, we can derive the analytical representation of the magnetic field for the given configuration and directly compute the transfer maps with different reference energies. The level of agreement between measurements.
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and multiple computed map simulations is better than 0.01 for the horizontal tune [see Fig. 17(b)]. The simulated vertical tune is still larger than the measurement; however, the discrepancy at high energy is significantly reduced.

We conclude that the lattice found by the optimization routine to match the measurement agrees also with the measurements of the tunes at various energies. This is an interesting result since it gives confidence in the use of the optimization routine to identify a lattice that matches the behavior in the machine in more than just the characteristics used as constraints in the optimization.

The simulation lattice $S_1$ that matches the time-of-flight measurements has significantly different configuration parameters compared to the experimental lattice $E_1$. Although simulations and measurements do not agree in absolute terms, it is interesting to compare the response to changes in the lattice predicted by the model with the response to changes measured in the machine. To do so, we measured the time of flight for various energies for three transverse positions of both magnets: both moved 1 mm inward relative to $E_1$ (lattice $E_2$, $-1$ mm offset), both moved 2 mm inward (lattice $E_3$, $-2$ mm offset), and both moved 3 mm inward (lattice $E_4$, $-3$ mm offset). The magnet strengths are kept constant; thus, for instance, the lattice $E_2$ is $(105.6, 100, 8.51, 35.05)$. The time-of-flight measurements for these lattices are represented by points with error bars in Fig. 18. We then apply the corresponding magnet movements to the lattice $S_1$ and obtain the lattices $S_2$, $S_3$, and $S_4$; for instance, lattice $S_2$ is $(94.30, 100.02, 10.56, 33.00)$. For each corresponding change in positions of the magnets, the experimental and simulated results are plotted in the same color. Note that lattice $S_4$ is actually outside the grid of reference lattices ($x_d < 32$ mm), and hence the time of flight as a function of energy needs to be found by extrapolation, rather than interpolation.

We observe that the agreement between measurement and simulation is within 20 ps, apart from some specific measurements (for which the actual kinetic energy of the injected might not have been exactly 12 MeV, because of rf phase jitter and electron gun instabilities in ALICE). There is good agreement between model and measurement on the position (in energy and time of flight) of the minimum of the time-of-flight curve for each lattice configuration: the position of the minimum is important for determining the optimum rf parameters for achieving acceleration in EMMA.

We can then conclude that simulations can be used to predict the effect on the time of flight, at least when moving both magnets by the same amount. Predictions from the
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**FIG. 17.** Tunes per cell in the lattice $S_1$ (circles) are compared with the measured tunes from the lattice $E_1$ (points). In (a), the tunes in $S_1$ are obtained from a single transfer map (interpolated MVGF) with reference energy 14 MeV. There is a relatively good agreement for the horizontal tune (in blue) for energies smaller than 16 MeV. The simulated vertical tune (red) is significantly larger than the measurement, especially for large energy. In (b), the tunes are computed from a set of transfer maps for the same lattice configuration, but with different reference energies, and zero energy deviation. The agreement with the measurements at higher energy is improved.

![Graph showing the time of flight per turn for different lattices.](image)

**FIG. 18.** Experimental measurements of the time of flight (TOF) per turn are compared with simulation results for four different lattice configurations. A model is initially fitted to TOF measurements in a single lattice configuration at four different energies; then the models for new configurations are constructed by applying the same changes to the fitted model, as are applied in the machine.
fitted model could be used to optimize acceleration. Further investigations should explore the ability of the fitted model to predict the behavior of the machine under a range of larger and more complicated configuration changes.

Finally, we note that the tune per cell measurements are obtained from the transverse position of the beam in each cell recorded over many successive turns. At the stage of commissioning during which the measurements reported here were collected, the transverse position of the orbit was measured by directly connecting the BPM button signals to an oscilloscope in the control room; measuring the orbit around the entire ring required therefore a significant time (for recabling, and collecting and processing the data) and it was not done for the other experimental lattices described here. More recently, all the BPMs have been connected to an EPICS interface [62], making the measurement of orbit position and tunes almost instantaneous. This should enable a more rigorous and complete evaluation of the optimization routine to be made in the future.

VI. SUMMARY AND CONCLUSIONS

The techniques presented in this study consist of the application of four independent tasks: first, construction of an accurate model of a magnetic field in a given section of accelerator beam line; second, derivation of an accurate analytical representation of the given magnetic field; third, use of an integrator in a differential algebra code to construct a transfer map in Taylor form; and finally, use of a range of analytical techniques (including, for example, computation of the Lie generator for a given Taylor map, and conversion of Taylor maps to a mixed variable generating function representation, and vice versa) to extract significant features of the dynamics. The use of transfer maps has enabled the development of an efficient tool for exploring the effects of changing the lattice configuration, including the fitting of a model of a lattice to experimental measurements.

The nonscaling FFAG accelerator EMMA was chosen as a case study for three main reasons. First, the magnets have fringe fields that have a strong influence on the dynamics. Accurate simulations of the dynamics depend on accurate models for the magnets. Second, the flexibility of the lattice, with 4 degrees of freedom, requires also much flexibility in the codes used to model the dynamics. Exploring the effect of changes in lattice configuration, and matching a configuration in the model to measured dynamical characteristics, requires efficient tools capable of including detailed field models. Third, the large excursion of particle trajectories with respect to a given straight reference trajectory tests the capability of mapping techniques that necessarily use the paraxial approximation.

The integrator we used to construct the transfer map was chosen partly on the grounds that it is symplectic. At first sight, the symplecticity of the integrator does not appear to be a major consideration: in a machine such as EMMA, particles are accelerated over the course of a relatively small number of turns, during which time the effects of some symplectic error in an otherwise reasonably accurate map should be small; and in any case, a symplectic error is introduced by the truncation of a Taylor map during the integration using a differential algebra code. However, use of a symplectic integrator was found to be convenient for two reasons. First, the Taylor map produced by the integrator is symplectic up to a given order: verification of the symplecticity to this order provides a useful check that the integrator has been implemented correctly. Perhaps more interestingly, we found that enforcing symplecticity in interpolating the transfer map (by use of mixed variable generating functions) provided more accurate results than were obtained by interpolating directly the coefficients in a Taylor map.

We have seen that transfer maps provide a convenient tool for modeling the dynamics in a nonscaling FFAG such as EMMA, with some advantages over purely numerical modeling techniques. In the case of EMMA, the dynamics are essentially linear, and it is possible to describe the dynamics over the full energy range (for a given lattice configuration) using three maps, each with a different reference energy. Nonlinear effects, such as tune shift with amplitude, are small. However, the techniques that we have developed and described here should be equally applicable to the case, for example, of a scaling FFAG, where the shapes of the magnetic fields lead to much stronger nonlinear effects. Furthermore, techniques using transfer maps may provide powerful tools for the design of such accelerators, given the capability of these techniques to allow efficient analysis of a range of important dynamical effects.
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APPENDIX: CONVERSION OF MAGNETIC FIELD MODE COEFFICIENTS FROM CYLINDRICAL TO CARTESIAN BASIS

We consider the case that the radial component of the magnetic field is given by

\[ B_r = \sum_{m,n} a_{mn} l_m'(n_k \phi) \sin(m \phi) \cos(n_k z), \]

and the vertical field component in the same field is given by
Given a set of cylindrical mode coefficients \( a_{mn} \), our objective is to find the corresponding Cartesian mode coefficients \( c_{mn} \). Since the fields are the same everywhere, and are determined by the coefficients, we can choose a particular point in space. If we can find the coefficients \( c_{mn} \) by considering the fields just at that particular point, then we have solved the problem.

Let us choose the point \( z = x = 0 \). Since \( x = 0 \), it follows that \( \phi = \pi/2 \). Let us assume that the symmetry of the field is such that only odd values of \( m \) appear. The expressions (A1) and (A2) become at this point

\[
B_{\rho} = \sum_{m,n} a_{mn} I_{m}^\prime (nk_{\rho}) (-1)^{(m-1)/2},
\]

\[
B_{y} = \sum_{m,n} c_{mn} \cosh(k_{y}y).
\]

Since the radial field is along the \( y \) axis at this point, then we can say that \( y = \rho \), and \( B_{y} = B_{\rho} \). Therefore,

\[
\sum_{m,n} a_{mn} I_{m}^\prime (nk_{\rho}) (-1)^{(m-1)/2} = \sum_{m,n} c_{mn} \cosh(k_{y}y).
\]

Now we assume a linear relationship between the coefficients:

\[
c_{mn} = f_{mn}^{(n)} a_{m'n'}. \tag{A7}
\]

Our goal is to find the components \( f_{mn}^{(n)} \), which will allow us to transform from the cylindrical to the Cartesian basis.

Substituting Eq. (A7) into Eq. (A6) gives

\[
\sum_{m,n} a_{mn} I_{m}^\prime (nk_{\rho}) (-1)^{(m-1)/2} = \sum_{m',m''} f_{mn}^{(n)} a_{m'n'} \cosh(k_{y}y). \tag{A8}
\]

This equation is satisfied (a sufficient but not necessary condition) if each term in the summation over \( n \) on one side is the same as the corresponding term on the right. Then, we can simply drop the summation over \( n \):

\[
\sum_{m} a_{mn} I_{m}^\prime (nk_{\rho}) (-1)^{(m-1)/2} = \sum_{m',m''} f_{mn}^{(n)} a_{m'n'} \cosh(k_{y}y). \tag{A9}
\]

Now we make use of the series expansion for the derivative of the modified Bessel function:

\[
I_{m}^\prime (\xi) = \sum_{l=0}^{\infty} (2l + m) \xi^{2l+m-1}/2^{2l+m} l!(l+m)!. \tag{A10}
\]

and the hyperbolic cosine:

\[
cosh(\xi) = \sum_{l=0}^{\infty} \xi^{2l}/(2l)!. \tag{A11}
\]

Substituting Eqs. (A10) and (A11) into Eq. (A9) gives

\[
\sum_{l} \sum_{m} a_{mn} (-1)^{(m-1)/2} (2l + m)(nk_{\rho})^{2l+m-1} / 2^{2l+m} l!(l+m)! = \sum_{l} \sum_{m'} f_{mn}^{(n)} (k_{y})^{2l} (2l)!.
\]

Equation (A12) must be true for all values of \( \rho \). Therefore, the coefficients of equal powers of \( \rho \) on either side must be equal. Let us consider the coefficients of \( \rho^{2l} \). On the right-hand side of Eq. (A12), this is simply the term in the summation over \( l \) with \( l = l' \). On the left, this is the term in the summation over \( l \) with

\[
2l + m - 1 = 2l', \quad l = l' - m - 1/2. \tag{A13}
\]

Hence, comparing coefficients of powers of \( \rho \) gives

\[
\sum_{m} a_{mn} (-1)^{(m-1)/2} (2l' + 1)(nk_{\rho})^{2l'}/2^{2l'+1} l'!(l' + m + 1)! = \sum_{m'} f_{mn}^{(n)} k_{y}^{2l'}/(2l')!. \tag{A14}
\]

Let us relabel \( l' \) as \( l \) on both sides, and interchange the labels \( m \) and \( m' \) on the right:

\[
\sum_{m} a_{mn} (-1)^{(m-1)/2} (2l + 1)(nk_{\rho})^{2l}/2^{2l+1} l!(l + m + 1)! = \sum_{m'} f_{mn}^{(n)} k_{y}^{2l}/(2l)!. \tag{A15}
\]

As before we can equate corresponding terms in the summation; in this case, we take the summation over \( m' \):

\[
(-1)^{(m-1)/2} (2l + 1)(nk_{\rho})^{2l}/2^{2l+1} l!(l + m + 1)! = \sum_{m'} f_{mn}^{(n)} k_{y}^{2l}/(2l)!. \tag{A16}
\]

Since there is no summation over \( l \), this becomes

\[
(-1)^{(m-1)/2} (2l + 1)(nk_{\rho})^{2l}/2^{2l+1} l!(l + m + 1)! \sum_{m'} f_{mn}^{(n)} k_{y}^{2l}/(2l)!. \tag{A17}
\]

Now we observe we can write this in matrix form as

\[
u_{lm}^{(n)} = \sum_{m'} f_{mn}^{(n)} f_{m'n'}^{(n)} \tag{A18}
\]

where we define the matrix \( f_{mn}^{(n)} \) with components

\[
u_{lm}^{(n)} = (-1)^{(m-1)/2} (2l + 1)(nk_{\rho})^{2l}/2^{2l+1} l!(l + m + 1)! \sum_{m'} f_{mn}^{(n)} k_{y}^{2l}/(2l)!. \tag{A19}
\]

and the matrix \( k_{y}^{(n)} \) with components
\[ f_{m'l'}^{(n)} = \sum_l \left( k(l)^n\right)^{-1} v_{lm}^{(n)} \]  \hspace{1cm} (A21)

or
\[ f_{mn}^{(n)} = \sum_l \left( k(l)^n\right)^{-1} v_{lm}^{(n)}. \]  \hspace{1cm} (A22)

Since Eqs. (A19) and (A20) give us explicit constructions for \( v^{(n)} \) and \( k(l)^n \) (in terms of the known quantity \( k_z \), and the “freely chosen” quantity \( k_i \)), we can solve Eq. (A22) to find the components \( f_{mn}^{(n)} \); and then we can use Eq. (A7) to find the mode coefficients in the Cartesian basis from the mode coefficients in the cylindrical basis.

\[ \vec{k}_{lm}^{(n)} = k_{ij}^{(n)} = (m^2 k_i^2 + n^2 k_j^2)^{1/2}. \]  \hspace{1cm} (A20)

Formally, the matrices have an infinite number of components; however, we can reduce them to finite-sized square matrices by making appropriate truncations in \( l \), \( m \), and \( m' \).
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