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Abstract—Despite that deep learning has achieved state-of-the-art performance for medical image segmentation, its success relies on a large set of manually annotated images for training that are expensive to acquire. In this paper, we propose an annotation-efficient learning framework for segmentation tasks that avoids annotations of training images, where we use an improved Cycle-Consistent Generative Adversarial Network (GAN) to learn from a set of unpaired medical images and auxiliary masks obtained from either a shape model or public datasets. We first use the GAN to generate pseudo labels for our training images under the implicit high-level shape constraint represented by a Variational Auto-encoder (VAE)-based discriminator with the help of the auxiliary masks, and build a Discriminator-guided Generator Channel Calibration (DGCC) module which employs our discriminator’s feedback to calibrate the generator for better pseudo labels. To learn from the pseudo labels that are noisy, we further introduce a noise-robust iterative learning method using noise-weighted Dice loss. We validated our framework with two situations: objects with a simple shape model like optic disc in fundus images and fetal head in ultrasound images, and complex structures like lung in X-Ray images and liver in CT images. Experimental results demonstrated that 1) Our VAE-based discriminator and DGCC module help to obtain high-quality pseudo labels. 2) Our proposed noise-robust learning method can effectively overcome the effect of noisy pseudo labels. 3) The segmentation performance of our method without using annotations of training images is close or even comparable to that of learning from human annotations.
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I. INTRODUCTION

MEDICAL image segmentation is important for a wide range of clinical applications [1], such as modeling of organs, accurate diagnosis, quantitative measurement and surgical planning for tumors. Nowadays, deep learning with Convolutional Neural Networks (CNNs) has achieved great success for medical image segmentation tasks [1], such as segmentation of fetal head [2], optic disc [3], brain tumor [4] and pancreas [5]. Their success highly depends on the availability of a large set of training images with manual annotations given by experts. However, a large set of manual annotations for medical image segmentation are difficult to acquire as giving pixel-level annotations for segmentation tasks is time-consuming and relies on experts with domain knowledge to implement. Therefore, it is expensive and labor-intensive to acquire high-quality manual annotations for training, which has become the main obstacle for developing deep learning models for medical image segmentation tasks [6].

To tackle this issue, annotation-efficient learning for medical image segmentation has attracted increasing attention as it helps to reduce the requirement of large amount of annotations for training [7]. First, some weakly-supervised methods have been proposed where the deep learning model is only trained with image-level labels [8], sparse pixel-level annotations (e.g., scribbles) and bounding boxes [9]. Second, to avoid annotating the entire dataset, semi-supervised methods [10], [11] have been proposed for segmentation where only a subset of the images are annotated. In addition, some intelligent interactive segmentation/annotation tools [12], [13] have also been developed to reduce the human efforts for pixel-level annotation. Despite their values in alleviating challenges of acquiring large-scale human annotations, these methods still require a lot of efforts of human annotators and are not free from human annotations of training images.

Avoiding annotations of training images has a potential to further overcome the difficulty and high cost of acquiring a large annotated training set. As an attempt towards this goal, unsupervised cross-modality adaptation methods [14], [15] are proposed to remove the need of annotations in one modality (i.e., target domain) given annotated images in another modality (i.e., source domain), but they still require annotations in the source domain. Some traditional unsupervised methods that do not require human annotations for training such as the Iterative Randomized Hough Transform (IRHT) [16] and texture-based ellipse detection [17] were proposed to detect ellipse-like fetal head from ultrasound images, and they have a low robustness when dealing with images with weak boundary information. Currently, there have only been few works on learning a segmentation model without the use of annotations of training images. For example, in [18], [19], deep representation learning is proposed for unsupervised 3D medical image segmentation. However, the performance of such a method is still much lower than learning from human annotations.

In this work, we propose a novel annotation-efficient deep learning framework for medical image segmentation. Our core...
idea is to learn from a set of auxiliary object masks that are unpaired with training images and can be easily obtained through either shape prior information or publicly available datasets in a probably different domain. For some well-shaped objects that can be accurately described by a parametric model, we directly use the parametric model as shape prior to generate a set of auxiliary masks. For objects with more complex shapes that can hardly be fitted by a parametric model, we take advantage of object mask samples from other available domains (e.g., public datasets). Based on the unpaired set of training images and auxiliary masks, we use a cycle-consistent Generative Adversarial Network (CycleGAN) where a generator learns to obtain pseudo labels of training images. Unlike the work in [18], [19] that assigns labels using deep feature representation and clustering for unsupervised segmentation, our method introduces implicit shape constraints through adversarial learning with auxiliary masks to obtain more accurate pseudo labels. Based on the noisy pseudo labels, we propose a noise-robust iterative training procedure with a noise-weighted Dice loss to train a final segmentation model to achieve high segmentation performance. Therefore, the entire training process does not require manual annotations for corresponding images in our training set.

A. Contributions

The contributions of this work are three-fold. First, we propose a novel annotation-efficient deep learning framework for medical image segmentation, where the model learns from a set of auxiliary masks that can be easily obtained and unpaired with our training images, thus the manual annotation for each training image is not required. The framework consists of a novel pseudo label generation module that obtains an initial pseudo segmentation label for each training image and an iterative learning module that is robust against noise in the initial pseudo labels. Second, to obtain high-quality pseudo labels, we propose a VAE-based discriminator that encourages a high-level shape constraint on the pseudo labels and propose a Discriminator-guided Generator Channel Calibration (DGCC) module to calibrate the channel-wise information of pseudo label generator using the discriminator’s feedback. Thirdly, we propose a novel iterative noise-robust training method to learn from the pseudo labels, where low-quality pseudo labels are rejected by a Label Quality-based Sample Selection (LQSS) module and a noise-weighted Dice loss is proposed to boost the performance of the final segmentation model. Experiments showed that for optic disc segmentation and fetal head segmentation, our method achieved close or even comparable performance to learning from human annotations. For more complex objects such as the lung and the liver, our annotation-efficient method can also achieve very competitive results and outperform existing unsupervised, weekly supervised and domain adaptation-based methods.

B. Related Works

1) Deep Learning for Medical Image Segmentation: Recent advances in medical image segmentation are based on CNNs [1], such as U-Net [20], [21] and V-Net [22]. Some more powerful networks including Attention U-Net [23], U-Net++ [24] and H-DenseUNet [25] further improved the segmentation performance for several tasks. However, most existing works require a large set of manual annotations for training.

2) Annotation-Efficient Learning: Existing annotation-efficient methods for medical image segmentation mainly include weakly- and semi-supervised learning, unsupervised domain adaptation and unsupervised learning [7].

For weakly-supervised deep learning, Feng et al. [8] used image-level labels to train a pulmonary nodule classification network, and used its activation map for segmentation of lung nodules. Rajchel et al. [9] combined GrabCut [26] and iterative training for fetal brain segmentation using bounding box annotations. Semi-supervised learning methods only require a subset of training images to be labeled [27]. Bai et al. [10] proposed to alternatively update the network parameters and the segmentation for the unlabeled data for cardiac MR image segmentation. Nie et al. [11] used a region attention and adversarial learning-based method for this purpose. Other methods such as self-ensembling [28] and consistency loss [29] have also been proposed for semi-supervised segmentation. Unsupervised domain adaptation is practically appealing where no label is available for the target domain with available annotations for the source domain. With the great success of CycleGAN [30] in unpaired image-to-image translation, many approaches [14], [15] used CycleGAN to transform target domain images to the source domain for the segmentation. Jiang et al. [14] used CycleGAN with tumor-aware loss to transform CT images to MRI images for lung cancer segmentation where annotations for MRI images were not available. Chen et al. [15] synergistically exploited feature alignments with image transformation to deal with the domain adaptation between CT and MRI for cardiac substructure and abdominal organ segmentation.

For training segmentation models without any human annotations, Moriya et al. [18] used deep feature representations of training patches and clustering for unsupervised segmentation. Moriya et al. [19] employed adversarial learning with categorical latent variables for unsupervised segmentation of micro-CT images. However, these methods hardly use prior information of the segmentation target and their performance is far from learning from human annotations.

3) Shape Constraint for Segmentation: Shape models have been widely used to improve the robustness of segmentation methods [31]. For example, spherical priors like SPHARM [32] was proposed for brain structure analysis. Sparse shape composition [33] was proposed to model complex shape structures with dictionary learning. Recently, Safar et al. [34] proposed to learn shape priors for object segmentation via neural networks. Oktay et al. [35] encouraged models to follow the global anatomical properties of the underlying anatomy via learnt non-linear representations of the shape. Some other examples of employing shape models include VoxelMorph [36] for registration and DeepSSM [37] for characterization and classification. Differently from these works, we employ VAE and adversarial learning to add an implicit high-level shape constraint on the segmentation output.
A. Learning without Image-Annotation Pairs

Let \( I \) and \( S \) represent the medical image domain and the segmentation mask domain, respectively. Differently from standard CNN-based image segmentation methods \[20, 22\] that require samples from \( S \) to be manually provided so that they are paired with images from \( I \), we learn from two unpaired sets from \( I \) and \( S \), as it is more efficient to generate or collect a set of auxiliary masks from third-party sources rather than annotating the training images from \( I \).

First, considering that the segmentation mask in some applications has a strong shape prior (e.g., the fetal head), we so that it follows the distribution of our set of auxiliary masks unpaired with training images.

4) Learning from Noisy Labels: Learning from noisy labels has been increasingly investigated recently due to the challenges to obtain high-quality annotations, and many existing works focus on image classification tasks \[38, 39\]. For example, some novel loss functions, such as the Mean Absolute Error (MAE) \[38\], Generalized Cross Entropy \[40\] and noise-robust Dice loss \[41\], have been proposed to deal with noisy labels. Rusiecki et al. \[42\] proposed a trimmed cross entropy loss to exclude samples with large training errors. For medical image segmentation with noisy labels, Zhu et al. \[43\] proposed a strategy to evaluate the relative quality of training labels and thus only the good ones are used to tune the network parameter. Mirikharaji et al. \[44\] assigned lower weights to pixels with abnormal loss gradient direction. However, these methods require a set of clean labels for training. Karimi et al. \[45\] used an iterative label update method to deal with simulated noisy labels, but its effectiveness on real noisy labels has not been investigated.

II. Method

Fig. 1 shows an overview of our annotation-efficient learning method for segmentation, which avoids annotations for training images by learning from a set of auxiliary masks that are either generated from a parametric shape model or obtained from a publicly available dataset. It consists of two main stages: pseudo label generation based on shape constraints contained by auxiliary masks and noise-robust learning from pseudo labels. Both stages are critical for our framework, as the first stage is important for obtaining high-quality pseudo labels, and the second stage is important for dealing with noise in pseudo labels for the final segmentation model.

With the help of auxiliary masks that are unpaired with training images, we first use a generator to translate a medical image to its corresponding pseudo label based on an improved CycleGAN \[30\] framework that introduces implicit high-level shape constraints through adversarial learning. We propose a VAE-based discriminator and a DGCC module which calibrates the pseudo label generator using the discriminator’s feedback for better pseudo labels. Then, we learn from the noisy pseudo labels to obtain the final segmentation model, and propose a noise-robust iterative training method based on a noise-weighted Dice Loss and Label Quality-based Sample Selection (LQSS) module to overcome the effect of noise and obtain high-performance segmentation model.
take advantages of a shape model to generate a set of random samples from the segmentation mask domain. Specifically, for our tasks of fetal head and optic disc segmentation, the segmentation target looks like an ellipse. We therefore generate random ellipses in 2D space to simulate samples from domain $S$. To make the shape of ellipses close to that of real segmentation target, we constrain the size, aspect ratio and orientation based on the prior distribution of corresponding values of the real target according to [46], [47]. For fetal head, we took the minor axis from 25 mm to 105 mm, aspect ratio from 1.2 to 1.8 and orientation from 0 to 2$\pi$. Then the generated ellipses are rasterized into binary images according to the pixel size of training images. Note that the position and shape of such a random mask does not correspond to any real training images, i.e., we obtain unpaired training images and random masks. Fig. 1(a) shows some examples of our generated random masks for the fetal head.

Second, for a more complex segmentation structure that is hard to model (e.g., the lung and the liver), we can directly use a set of samples from the mask domain (unpaired to training images) for training when such auxiliary mask samples are available from other sources, e.g., public datasets. Note that once a set of auxiliary masks from domain $S$ that are unpaired with training images have been obtained, the following training process is the same for these two situations.

B. Generating Pseudo Labels for Training Images

1) Cycle-consistent Adversarial Training: With the auxiliary masks that are unpaired with our unannotated training images, we take advantage of their high-level shape information through adversarial training to constrain a generator $G_A$ so that $G_A$ generates pseudo labels for training images that have the same shape distribution as the auxiliary masks. As shown in Fig. 1(b), given a medical image $I$ from domain $I$ and an auxiliary mask $S$ from domain $S$, we use a pseudo label generator $G_A$ to translate $I$ into a binary mask $S' = G_A(I)$ (i.e., pseudo label) corresponding to $I$, and $S'$ is translated back to a medical image $I_S = G_B(S')$ by the image generator $G_B$. On the contrary, an auxiliary mask sample $S$ from domain $S$ is translated by $G_B$ into a pseudo medical image $I' = G_B(S)$ corresponding to $S$, and $I'$ is translated back to a binary mask $S_I = G_A(I')$. A cycle consistency loss which prevents the generators from producing a result that is irrelevant to the input between $I$ and $I_S$ (between $S$ and $S_I$, similarly) is calculated as:

$$\mathcal{L}_{cycle}(G_A, G_B, I) = \mathbb{E}_{I \sim p_{data}(I)} \left[ \| I - G_B(G_A(I)) \|_1 \right]$$

where $p_{data}(I)$ is the distribution of domain $I$. An adversarial loss [30], [48] is used to encourage $S'$ to match the distribution of $S$:

$$\mathcal{L}_{adv}(G_A, D_B) = \mathbb{E}_{I \sim p_{data}(I)} \left[ (1 - D_B(G_A(I)))^2 \right] + \mathbb{E}_{S \sim p_{data}(S)} \left[ D_B(S)^2 \right]$$

where $p_{data}(S)$ is the distribution of domain $S$ and the $D_B$ is a patch-based discriminator that distinguishes each patch of its input as a real or fake patch from domain $S$. Our adversarial loss is least square adversarial loss [49] proposed for overcoming vanishing gradient problem of the original GAN loss [50]. $D_B$ serves to evaluate the quality of the pseudo label $S'$. Similarly, we use another discriminator $D_A$ to distinguish its input as a real or fake medical image. The original discriminator in [50] outputs a single scalar that only indicates whether the input mask is real or fake as a whole, without giving details of non-local regions. In contrast, a patch-based discriminator [51] can better indicate the quality of subregions in the generator’s output. Therefore, $D_A$ and $D_B$ are implemented by patch-based discriminators in this paper.

2) VAE-based Discriminator: Unlike those of regular images, pixel values in the pseudo segmentation label are not complex and sparse, which can be converted into a more compact representation by a latent vector. For example, an ellipse-like mask can be well represented by a low-dimensional vector specifying the size, position and orientation of the ellipse. Distinguishing the compact low-dimensional latent vectors additionally has a potential to obtain better performance than distinguishing the raw pseudo segmentation labels in a very high dimension only. Therefore, we propose to convert binary masks $S$ and $S'$ to their latent vector representations $z_S$ and $z_f$ respectively using a VAE [52]. We then apply a discriminator $D_{VAE}$ with three linear layers and leaky ReLU to distinguish them. VAE [52] is an encoder-decoder network, where the encoder network maps an input to a low-dimensional latent vector, and the decoder network attempts to reconstruct the input. We regularize the encoder by forcing the latent vector to follow a Gaussian distribution with a mean of zero and a variance of one.

As the role of VAE is to convert a segmentation mask in the 2D image space into a compact representation by a latent vector, we pretrain the VAE with the auxiliary masks. For pre-training, it takes an auxiliary mask as input and its decoder reconstructs the auxiliary mask as output. A KL divergence loss and an L2 loss were combined with an Adam optimizer for training. After pre-training, we fix the VAE and employ its encoder to obtain a compact representation of an input segmentation mask, which is sent into our $D_{VAE}$. The adversarial loss for $D_{VAE}$ can be written as:

$$\mathcal{L}_{VAE}(z_f, z_r) = \mathbb{E}_{z_f \sim p_{data}(Z_F)} [(1 - D_{VAE}(z_f))^2] + \mathbb{E}_{z_r \sim p_{data}(Z_R)} [D_{VAE}(z_r)]^2$$

where $Z_F$, $Z_R$ are sets of $z_f$, $z_r$, respectively. $p_{data}(Z_F)$, $p_{data}(Z_R)$ are the distributions of $Z_F$, $Z_R$, respectively.

The overall loss of our method is summarized as:

$$G_A^*, G_B^* = \arg \min_{G_A, G_B} \max_{D_A, D_B, D_{VAE}} \lambda_{VAE} L_{VAE}(z_r, z_f) + \lambda_{adv} [\mathcal{L}_{adv}(G_A, D_B) + \mathcal{L}_{adv}(G_B, D_A)] + \lambda_{cycle} [\mathcal{L}_{cycle}(G_A, G_B, I) + \mathcal{L}_{cycle}(G_A, G_B, S)]$$

where $\lambda_{VAE}$, $\lambda_{adv}$ and $\lambda_{cycle}$ control the relative weights of the three terms, respectively.

3) Discriminator-guided Generator Channel Calibration: In a standard GAN [30], the discriminator gives a feedback to the generator by the loss function with back-propagation, which can only be used for training, i.e., indirect and implicit feedback. As the patch-based discriminator $D_B$ indicates
DGCC proposes a Discriminator-guided Generator Channel Calibration (DGCC) framework that learns from noisy pseudo labels given by a segmentation model by learning from the pseudo labels and 2) predicting new pseudo labels for training images using the current segmentation model, which is illustrated in Fig. 1(d). The training set after LQSS is:

$$T' = \{(I_1, Y_1, R_1), (I_2, Y_2, R_2), \ldots, (I_N, Y_N, R_N)\} \subseteq T$$

where $\alpha$ is a threshold value for the pseudo label’s quality score and is set as 75 percentile of $S_i$ in $T$.

In the second step, from the selected images with high-quality pseudo labels, we use an iterative training procedure with K rounds, and each round consists of 1) updating the segmentation model by learning from the pseudo labels and 2) predicting new pseudo labels for training images using the current segmentation model, which is illustrated in Fig. 1(d). The round stops when there is no improvement of segmentation performance on the validation set. During this training process, we take $S_i$ of each patch instead of the whole image.

### C. Learning from Noisy Pseudo Labels

After training with the unpaired images and random masks described above, $G_A$ can be used to predict a corresponding pseudo segmentation label for each training image. With these pseudo labels, one may use a supervised training pipeline to train a segmentation model such as U-Net [20] with the standard Dice loss. However, differently from the labels of standard supervised training, our pseudo labels are noisy and not accurate. To address this problem, we propose a two-step framework that learns from noisy pseudo labels given by $G_A$, as shown in Fig. 1(d).

In the first step, we propose a Label Quality-based Sample Selection (LQSS) method to automatically reject pseudo labels with low quality and only keep high-quality pseudo labels. According to GAN [50], a well-trained discriminator $D_B$ can indicate whether its input is a real or fake sample from the segmentation mask domain. Note that our patch-based discriminator $D_B$’s output is an $N \times N$ matrix where each element indicates the quality of the corresponding patch. For a training image $I_i$, We take the average value of that matrix as an image-level quality score $R_i$ of the corresponding pseudo segmentation label $Y_i$. The training set $T$ with pseudo labels can be represented as $T = \{(I_1, Y_1, R_1), (I_2, Y_2, R_2), \ldots, (I_N, Y_N, R_N)\}$. The training set after LQSS is:

$$T' = \{(I_1, Y_1, R_1) \mid (I_1, Y_1, R_1) \in T \text{ and } R_i < \alpha\}$$

where $\alpha$ is a threshold value for the pseudo label’s quality score and is set as 75 percentile of $S_i$ in $T$.

In the second step, from the selected images with high-quality pseudo labels, we use an iterative training procedure with K rounds, and each round consists of 1) updating the segmentation model by learning from the pseudo labels and 2) predicting new pseudo labels for training images using the current segmentation model, which is illustrated in Fig. 1(d). The round stops when there is no improvement of segmentation performance on the validation set. During
the segmentation model update step, considering that some pixels in pseudo labels are noisy and even outliers, which would seriously corrupt the segmentation model, we propose to weight each pixel based on the estimated noise level. As samples with wrong labels are likely to cause high loss values [42], we assign lower weights to pixels with large training error to reduce the effect of potentially noisy labels. The noise-weighted Dice loss is formulated as:

\[ L_{NW-Dice} = 1 - \frac{2\sum w_i p_i g_i + \epsilon}{\sum w_i (p_i + g_i) + \epsilon} \]  

(10)

where \( \epsilon = 10^{-5} \) is a small number for numerical stability. \( p_i \) and \( g_i \) are the foreground probability for pixel \( i \) in the segmentation result and the pseudo label, respectively. The weight \( w_i \) is defined as:

\[ w_i = 1 - \left| p_i - g_i \right| \]  

(11)

III. EXPERIMENTS AND RESULTS

We validated our proposed annotation-efficient framework for segmentation in two situations. 1) Easy-to-model structures like the optic disc in retinal fundus images and the fetal head in ultrasound images, where a parametric shape model is used to obtain the auxiliary masks. 2) Complex structure like lung in X-Ray images and liver in CT images, where auxiliary masks are obtained from public datasets. For quantitative evaluation of segmentation performance, we measured Dice, Average Symmetric Surface Distance (ASSD) between segmentation results and the ground truth.

A. Implementation Details

We implemented our networks in PyTorch with two NVIDIA GTX1080 Ti GPUs. The architecture of our generator is a variant of U-Net [20] where we added six residual blocks to the bottleneck for higher feature representation ability. We set the channel number in the first block as 64, and it is doubled after each down-sampling layer in the encoder, as shown in Fig. 2. \( D_A \) and \( D_B \) were implemented by 70 \( \times \) 70 PatchGANGs [31]. \( h_i \) in Eq. 3 has a channel number of 512, and the channel numbers of the calibration coefficient \( \beta_i^t \) are set to 1024, 512, 256 and 128 for our four DGCC modules, respectively, and they are equal to the corresponding channel numbers in the decoder of \( G_A \), as shown in Fig. 2. The latent vector length for our VAE was set to 32. For training, we used Adam optimizer with an initial learning rate of \( 5 \times 10^{-6} \) in the first 50 epochs and it was linearly decayed to 0 in the following 100 epochs. As Eq 4 for pseudo label generation is an extension of CycleGAN framework, we set \( \lambda_{cycle} = 10 \) and \( \lambda_{adv} = 1 \) according to CycleGAN [30]. For our newly introduced \( \lambda_{VAE} \), we used grid search to find its optimal value (i.e., 1.0) according to the validation set.

B. Segmentation of Structure with Shape Prior Models

We first apply our annotation-efficient segmentation framework to structures with strong shape priors, where a parametric shape model can be used to obtain a set of auxiliary masks required by our method. For the experiment, we consider the segmentation of Optic Disc (OD) from fundus images and fetal head from ultrasound, where both objects can be modeled as ellipses. Segmentation of these structures are important for ophthalmic disease diagnosis [55]–[57] and fetal growth assessment [58].

1) Data: For optic disc segmentation, we utilized the Digital Retinal Images for Optic Nerve Head (optic disc and cup) Segmentation Database (DRIONS-DB) [59] and retinal image dataset for optic nerve head segmentation (Drishti-gs) [60], [61]. DRIONS-DB consists of 110 colour digital retinal images with a varying image size. Each image in these two datasets had annotations of optic disc by two and four experts, respectively. We averaged these multiple segmentation contours along the radial direction for a given image as the ground truth. As these two datasets are relatively small, we merged them into a single dataset for experiments. As the segmentation target is relatively small and located near the center of the image, we cropped the images at the center to 60\% of the original size. For fetal head segmentation, we used the HC18 dataset [58] containing 999 2D ultrasound images.

![Fig. 3. Visual comparison of results of pseudo label generator \( G_A \) with different training methods. Green and yellow curves show the output of \( G_A \) and the ground truth, respectively. (a) and (b) show results for optic disc and fetal head, respectively.](http://doi.org/10.5281/zenodo.1322001)

### Table I

| Methods              | Optic Disc | Fetal head |
|----------------------|------------|------------|
|                      | Dice       | ASSD (pixel)| Dice       | ASSD (pixel)|
| baseline             | 0.904±0.087| 5.485±6.276| 0.904±0.078| 5.604±3.888|
| \( D_{VAE}(w/o D_B) \)| 0.906±0.043| 5.358±3.828| 0.896±0.064| 8.965±6.019|
| \( D_{VAE}(beta) \)  | 0.917±0.043| 4.373±3.240| 0.916±0.097| 7.085±8.202|
| \( D_{VAE} \)        | 0.918±0.038| 3.770±1.937| 0.918±0.085| 6.890±5.497|

### Table II

| Length | Optic Disc | Fetal head |
|--------|------------|------------|
|        | Dice       | ASSD (pixel)| Dice       | ASSD (pixel)|
| 16     | 0.906±0.050| 5.694±6.237| 0.922±0.077| 5.604±3.888|
| 32     | 0.908±0.051| 4.675±4.630| 0.928±0.085| 5.392±5.485|
| 64     | 0.905±0.068| 5.255±2.621| 0.928±0.087| 5.474±5.298|

\[1\text{http://doi.org/10.5281/zenodo.1322001}\]
of the fetal head in the standard plane for experiment. The ultrasound images were acquired from 551 pregnant women in all trimesters of the pregnancy, and all the cases did not exhibit any growth abnormalities. The size of each 2D ultrasound image was 800 × 540 with a pixel size ranging from 0.052 mm to 0.326 mm. For these two applications, the images were randomly split into 70%, 10%, 20% for training, validation and testing, respectively. We abandoned the ground truth of the fetal head in the standard plane for experiment. The size of each 2D ultrasound image was 288 × 288, randomly cropped to 256 × 256, and the intensity was normalized into the range of [-1, 1].

2) Effectiveness of VAE-based Discriminator and DGCC: We first evaluate the effectiveness of our pseudo label generation method. For an ablation study of our $D_{VAE}$, we started with the baseline of training a CycleGAN [30] without $D_{VAE}$ and DGCC. Table I shows quantitative evaluation results of the output of $G_A$ on the validation set with different latent vector length of the VAE. It can be observed that the best performance is achieved when the length of latent vector is 32. Fig. 5 shows that the optimal value of hyper-parameter $\lambda_{VAE}$ is 1.0, and the performance of $G_A$ does not change much when $\lambda_{VAE}$ is around 1.0. We also compared our $D_{VAE}$ with three counterparts: 1) the baseline not using $D_{VAE}$, 2) our $D_{VAE}$ without $D_B$, 3) replacing the VAE with beta-VAE [62] where the latent vector length was 32, denoted as $D_{VAE}$(beta). Quantitative evaluation based on the testing set in Table II shows that our $D_{VAE}$ outperformed the counterparts, and compared with not using $D_{VAE}$, it improved the average Dice from 0.909 to 0.918 for optic disc segmentation and from 0.904 to 0.918 for fetal head segmentation, respectively. Fig. 4 demonstrates the effectiveness of our VAE-based discriminator on the output of $G_A$.

We further evaluated the effectiveness of our multi-scale DGCC module by ablation studies. We compared it with two variants: 1) DGCC(l) that only calibrates the low-resolution feature map obtained by the bottleneck of $G_A$; 2) DGCC(h) that only calibrates the high-resolution feature map before the last convolution block of $G_A$. The quantitative evaluation results of these variants combined with our baseline model are shown in Table III. It can be observed that our multi-scale DGCC has a higher performance than DGCC(l) and DGCC(h), which demonstrates that multi-scale calibration performed better than single-scale calibration of the pseudo label generator $G_A$. We also compared the calibrated result at $t = 2$ of our DGCC with the result at $t = 1$ (i.e., before calibration) of our DGCC module, which is denoted as DGCC($t = 1$). The quantitative results in Table III and qualitative results in Fig. 4 show that the calibration helps to reduce and even remove some noise in the output of $G_A$. In addition, Fig. 4 and Table III show that combining our $D_{VAE}$ with DGCC outperforms the other variants.

3) Results of Learning from Noisy Pseudo Labels: To validate our noise-robust iterative method to learn from noisy pseudo labels obtained by $G_A$, we compared the following variants: 1) U-Net (baseline) that learns from the pseudo labels using a standard Dice loss without considering the existence of noise; 2) U-Net (MAE) that uses MAE loss [38] for training; 3) U-Net ($L_{gc}$) that uses generalized cross entropy loss [40] for training; 4) U-Net trained with Dice loss from samples selected by our LQSS, which is referred to as U-Net (LQSS); 5) U-Net trained with Dice loss from samples selected by our LQSS, which is referred to as U-Net (LQSS + IT) that refers to U-Net (LQSS) followed by iterative training with Dice loss; and 6) U-Net (LQSS + IT + wDice) that refers to U-Net (LQSS) followed by iterative training with our

---

**TABLE III**

Quantitative evaluation of the effect of DGCC on $G_A$ for optic disc and fetal head segmentation.

| Methods           | Optic Disc | Fetal head |
|-------------------|------------|------------|
|                   | Dice       | ASSD (pixel) | Dice   | ASSD (pixel) |
| Baseline          | 0.909 ± 0.042 | 4.62± 2.308 | 0.904 ± 0.078 | 9.130 ± 3.977 |
| +DGCC(t)          | 0.917 ± 0.040 | 4.003± 2.525 | 0.913 ± 0.130 | 7.083± 8.488 |
| +DGCC(h)          | 0.914 ± 0.044 | 4.374± 4.321 | 0.998 ± 0.109 | 8.906± 7.713 |
| +DGCC($t = 1$)    | 0.921 ± 0.032 | 3.794± 2.246 | 0.917 ± 0.097 | 8.391± 7.386 |
| +DGCC             | 0.922 ± 0.032 | 3.774± 2.262 | 0.921 ± 0.093 | 6.800± 7.061 |
| +$D_{VAE}$+DGCC   | 0.937 ± 0.036 | 3.174± 2.468 | 0.937 ± 0.086 | 5.331± 6.985 |
noise-weighted Dice loss. For the last two variants, the round number determined by the validation set was 3 and 4 for optic disc segmentation and fetal head segmentation, respectively. The quantitative evaluation results are shown in Table IV which shows that LQSS obtained better performance than the baseline, and using iterative training and noise-weighted Dice loss further improves the segmentation accuracy. Fig. 8 shows that our LQSS is able to reject low-quality pseudo labels with some noise, e.g., over segmentation with false positives. Note that in Fig. 8(a), the second rejected case of has a higher contrast than the first accepted case, which shows our LQSS does not tend to only select easy samples. Fig. 9 demonstrates the refinement of pseudo labels at different rounds of training stage. Fig. 9 shows the performance at different rounds of our iterative method to learn from noisy pseudo labels obtained by $G_A$. It shows that the performance increased at the beginning and reached a plateau after two rounds for optic disc and three rounds for fetal head, and that noise-weighted Dice loss is better than Dice loss during the iterative training. We compared our ellipse-based shape prior with circle-based shape prior to obtain the pseudo labels, and they are denoted as U-Net (baseline) and U-Net (baseline)\textsuperscript{\#}, respectively. Results in Table IV show that modeling optic disc and fetal head as ellipses largely outperform modeling as circles.

4) Comparison with Existing Methods and Learning from Human Annotations: Our method was compared with U-Net (manual) that represents training U-Net with manual annotations, and it was compared with three existing unsupervised segmentation methods: 1) Joshi et al. \cite{56} that uses circular Hough transform and snake model for optic disc segmentation; 2) The deep representation and adversarial learning-based method proposed by Moriya et al. \cite{19}; 3) The method of Perez-Gonzalez et al. \cite{17} that uses optimal

| Methods                     | Optic Disc | Fetal head |
|-----------------------------|------------|------------|
| U-Net (baseline)            | 0.947 ± 0.044 | 2.136 ± 1.743 | 0.945 ± 0.061 | 4.238 ± 3.604 |
| U-Net (MAE)                 | 0.945 ± 0.044 | 2.046 ± 1.657 | 0.945 ± 0.059 | 4.313 ± 3.490 |
| U-Net ($\mathcal{L}_{gc}$)  | 0.905 ± 0.116 | 3.869 ± 2.775 | 0.934 ± 0.097 | 5.635 ± 6.097 |
| U-Net (LQSS)                | 0.953 ± 0.024 | 2.214 ± 1.501 | 0.951 ± 0.041 | 4.177 ± 3.487 |
| U-Net (LQSS+IT)             | 0.957 ± 0.031 | 1.954 ± 1.207 | 0.958 ± 0.034 | 3.530 ± 2.561 |
| U-Net (LQSS+IT+wDice)       | 0.961 ± 0.018 | 1.872 ± 1.224 | 0.962 ± 0.026 | 3.185 ± 2.183 |

- U-Net (manual)            | 0.965 ± 0.032 | 1.580 ± 1.228 | 0.973 ± 0.018 | 2.352 ± 1.635 |
- Joshi et al. \cite{56}     | 0.947 ± 0.037 | 2.321 ± 1.603 | n/a           | n/a           |
- $\triangle$ Moriya et al. \cite{19} | 0.954 ± 0.048 | 2.085 ± 1.789 | n/a           | n/a           |
- Perez-Gonzalez et al. \cite{17} | n/a | n/a | 0.804 ± 0.179 | 16.929 ± 13.967 |
- $\triangle$ Moriya et al. \cite{19} | n/a | n/a | 0.881 ± 0.144 | 9.077 ± 8.739 |
- Perez-Gonzalez et al. \cite{17} | n/a | n/a | 0.722 ± 0.248 | 13.817 ± 14.003 | 0.523 ± 0.136 | 35.934 ± 8.35 |
- Kervade et al. \cite{96}   | 0.887 ± 0.062 | 6.785 ± 2.565 | 0.832 ± 0.124 | 12.207 ± 8.425 |
- Lu et al. \cite{65}        | 0.878 ± 0.098 | 3.634 ± 3.713 | n/a           | n/a           |
- U-Net (baseline)\textsuperscript{\#} | 0.887 ± 0.073 | 7.166 ± 5.440 | 0.784 ± 0.152 | 15.674 ± 8.626 |

Table IV: Quantitative evaluation of different methods for optic disc and fetal head segmentation. Bold font highlights the best results obtained by our final segmentation model. Results with no significant difference from U-Net (manual) are denoted by \textsuperscript{*}. According to a paired t-test (P-value < 0.05), \# denotes learning from pseudo labels obtained by our $G_A$. △ denotes learning from manual annotations. \& denotes results based on exiting unsupervised and weakly supervised methods, respectively. \textsuperscript{\#} and \textsuperscript{\#} are only for optic disc, and \textsuperscript{\#} is only for fetal head.
ellipse detection and texture maps for fetal head segmentation. We also compared our method with two existing weakly-supervised methods: 1) Kervadec et al. [64] that employs a differentiable penalty in loss function to enforce inequality constraints; 2) Lu et al. [63] that trains a U-Net model with a differentiable penalty in loss function to enforce inequality constraints; 2) Lu et al. [63] that trains a U-Net model with a differentiable penalty in loss function to enforce inequality constraints. We also compared our method with two existing weakly-supervised methods: 1) Kervadec et al. [64] that employs a differentiable penalty in loss function to enforce inequality constraints; 2) Lu et al. [63] that trains a U-Net model with a differentiable penalty in loss function to enforce inequality constraints. We also compared our method with two existing weakly-supervised methods: 1) Kervadec et al. [64] that employs a differentiable penalty in loss function to enforce inequality constraints; 2) Lu et al. [63] that trains a U-Net model with a differentiable penalty in loss function to enforce inequality constraints.

In the iterative training process, we also replaced our pseudo labels obtained by \( G_A \) with those obtained by existing unsupervised methods, i.e., [56] for optic disc and [17] for fetal head, which is denoted as \([56] + \text{IT} + \text{wDice} \) and \([17] + \text{IT} + \text{wDice} \), respectively. Table IV demonstrates that when pseudo labels obtained by [17] or [56] are used, our iterative training still leads to a large performance improvement. However, the performance is worse than using pseudo labels obtained by our \( G_A \) for the iterative training process. Table IV also shows that the result of our method has no significant difference from that of learning from human annotations for optic disc segmentation, and the performance gap is also subtle for fetal head segmentation. Visual comparison in Fig. 10 shows that the result of our method is comparable to that of learning from human annotations and Fig. 11 shows that our method performs well when dealing with images with weak boundary information like fetal head segmentation.

### C. Segmentation of Complex Structures

In this section, we apply our framework to complex structures where the shape prior can hardly be represented by a parametric model. To deal with this problem, instead of generating samples from a parametric shape model, we take advantages of a set of third-party segmentation masks that is available in public datasets. For the experiment, we consider the lung segmentation from Chest X-Ray (CXR) images and liver segmentation from CT images.

#### 1) Data: For lung segmentation, we used the Japanese Society of Radiological Technology (JSRT) dataset [65] that contains 247 posterior-anterior chest X-ray images with expert segmentation masks. The original images size was \( 2048 \times 2048 \) with a pixel spacing of 0.715 mm \( \times \) 0.715 mm. To learn without the annotations of JSRT images, we obtain auxiliary lung masks from the public Montgomery County X-Ray Set (MCXS) [66]. It contains 138 posterior-anterior CXR images, of which 80 images are normal and 58 images are abnormal with manifestations of tuberculosis. We used images in the JSRT dataset as domain \( I \) and lung masks in the MCXS dataset as domain \( S \) for our annotation-efficient learning. For liver segmentation, we utilized the data form ISBI 2019 CHAOS Challenge [67], which contains unpaired 20 CT volumes and 20 MRI volumes with expert segmentation masks. The CT volumes have an in-plane size of 512 \( \times \) 512 and slice thickness of 1.5 mm. The MRI volumes have a size of 256 \( \times \) 256 with varying slice thickness, and we re-sampled the slice thickness to 1.5 mm. Both CT and MRI images were cropped near the liver region in 3D, and slices without liver were excluded. We aimed to segment the liver from CT images (domain \( I \)) with the help of auxiliary liver masks (domain \( S \)) from the MRI images.

For these two applications, we randomly split the images of JSRT dataset and CT volumes of CHAOS dataset into 70% for training, 10% for validation and 20% for testing, respectively. And we abandoned the ground truth of the training images for our annotation-efficient learning. Each image was resized to 288 \( \times \) 288, randomly cropped to 256 \( \times \) 256, and the intensity was normalized into the range of [−1, 1].

#### 2) Effectiveness of VAE-based Discriminator and DGCC: We first evaluate the effectiveness of our pseudo label generation method. For ablation studies, we started with a baseline of training a CycleGAN [30] without \( D_{VAE} \) and DGCC. It was compared with baseline+\( D_{VAE} \), baseline+\( D_{VAE} \), baseline+\( D_{VAE} \) without \( D_B \), baseline+DGCC, and baseline+\( D_{VAE} \)+DGCC. Table V lists quantitative evaluation results of the output of \( G_A \) for our testing set. It shows that our \( D_{VAE} \) improved the average Dice score from 0.823 to 0.839 for lung segmentation and 0.853 to 0.869 for liver segmentation compared with the baseline.
Using $D_{VAE}$ and DGCC at the same time outperformed the other variants, with an average Dice score of 0.848 for lung segmentation and 0.889 for liver segmentation. Fig. 12 shows a visual comparison between these variants. It can be observed that the output of $G_A$ trained by the baseline method contains some noise. By using $D_{VAE}$ that introduces a high-level shape constraint, the noise is reduced. DGCC also helps to improve the quality of $G_A$’s output compared with the baseline. The last column of Fig. 12 shows that a combination of $D_{VAE}$ and DGCC obtained better results than the others.

3) Results of Learning from Noisy Pseudo Labels: To validate our noise-robust iterative method to learn from noisy pseudo labels obtained by our generator $G_A$, we first compared the following variants: 1) U-Net (baseline) that learns from the pseudo labels using a standard Dice loss without considering the existence of noise; 2) U-Net trained with Dice loss from samples selected by our LQSS, which is referred to as U-Net (LQSS). These two methods only train the model once without iterative training, and were further compared with: 3) U-Net (LQSS + IT) that refers to U-Net (LQSS) followed by iterative training with Dice loss (five rounds); and 4) U-Net (LQSS + IT + wDice) that refers to U-Net (LQSS) followed by iterative training with our noise-weighted Dice loss (five rounds). The quantitative evaluation results are shown in Table VI. It can be observed that the LQSS obtained better performance than the baseline, and using iterative training and noise-weighted Dice loss can further improve the segmentation accuracy. As shown in Table VI, the iterative training with our noise-weighted Dice loss improved the segmentation Dice score from 0.907 to 0.926 for the lung, and from 0.908 to 0.933 for the liver, respectively. The results show that iteration process is important for learning from noisy pseudo labels. Fig. 13 demonstrates the pseudo labels refined at different rounds of training stage, and it can be observed that the quality of pseudo labels are gradually improved during the training rounds. Fig. 15 shows the performance of iterative training on the testing set. It demonstrates that the performance increased at the beginning and reached a plateau after four rounds, and also shows that noise-weighted Dice loss is better than Dice loss during the iterative training.

4) Comparison with Existing Methods and Learning from Human Annotations: As our method uses auxiliary masks from a publicly available third-party dataset, we compared our method with applying the U-Net trained with the third-party dataset directly to our testing images, which is denoted as U-Net (no adapt.). As shown in Table VI, U-Net (no adapt.) has a poor performance for lung segmentation. This is because JSRT images are from normal persons while MCXS contains some abnormalities, and the two datasets have different intensity distributions, leading to a large domain shift. Similarly, U-Net (no adapt.) also performs poorly for the liver segmentation, due to the domain shift between MRI images and CT images. For comparison with training from full supervision, we trained U-Net with manual annotations of the JSRT dataset for lung segmentation and CT volumes of CHAOS dataset for liver segmentation, which is denoted as U-Net (manual). We also compared our method with an existing unsupervised method proposed by Moriya et al. [19], a weakly-supervised method proposed by Kervadec et al. [64] and an unsupervised domain adaptation proposed by Wu et al. [68] that uses a characteristic function distance metric based on characteristic functions of distributions to enable explicit domain adaptation. Table VI shows that our method largely outperformed that of Moriya et al. [19], Kervadec et al. [64] and Wu et al. [68]. What’s more, both Table VI and Fig. 14 show that the difference between our method and U-Net (manual) is subtle.

### IV. DISCUSSION AND CONCLUSION

A large set of high-quality manual annotations for medical image segmentation tasks is difficult and labor-intensive to acquire, which has been a crucial obstacle for developing deep learning methods. To alleviate this problem, some works have studied on annotation-efficient segmentation [8]–[10], [64], [69], [70], but they still require some annotations with human efforts for the training set. While there exist some previous works studying unsupervised (i.e., annotation-free) segmentation [18], [19] through deep representation learning [53], their accuracy for segmentation is limited. This paper proposes a new framework learning from a set of unpaired training images and auxiliary masks that can be easily obtained through either shape prior information or publicly available datasets in a probably different domain. With the help of auxiliary masks, we generate a pseudo segmentation label for each training image through our improved CycleGAN [30], and pseudo...
labels are combined with our noise-robust learning process to get the final segmentation model.

Our improved CycleGAN can generate high-quality pseudo labels due to the following reasons. First, the auxiliary masks are based on either shape prior information or publicly available datasets, which provide a shape distribution of the target organ. They are used by our adversarial networks to impose a shape constraint on the pseudo labels. Second, our DGCC module uses the feature map of the discriminator to directly calibrate the pseudo label generator for better performance.

The advantage of our VAE-based discriminator is that it automatically learns a compact high-level shape representation, and it can be easily trained based on the auxiliary masks. The latent vector of VAE is an implicit modeling of the object shapes, which helps to constrain the generator. Despite the different shapes among organs we segment in this paper, the hyper-parameters of VAE were kept the same, i.e., vector length was 32 and \( \lambda_{VAE} \) was 1.0. The results showed that such a setting is effective and general in all the four segmented organs. However, in other applications such as dealing with 3D images or segmenting vessels, these parameters may need to be tuned based on the specific dataset. One may replace the VAE by an encoder coupled with manual shape constraints. However, the latter relies on researchers’ experience, and effective manual constraints are hard to find for complex shapes.

A segmentation model can be trained using pseudo labels obtained by \( G_A \) for lung and liver segmentation. U-Net (LQSS + IT + wDice) is our proposed method. U-Net (manual) is training from human annotations. Moriya et al. [19] is an annotation-free method.

Fig. 14. Visual comparison between different variants of our noise-robust method to learn from pseudo labels obtained by \( G_A \) for lung and liver segmentation. U-Net (LQSS + IT + wDice) is our proposed method. U-Net (manual) is training from human annotations. Moriya et al. [19] is an annotation-free method.

Fig. 15. Effect of our proposed iterative training method for learning from pseudo labels obtained by \( G_A \) for lung and liver segmentation. \( k \) represents the number of rounds.

In conclusion, we propose a novel annotation-efficient training framework for medical image segmentation by leveraging a set of auxiliary masks. An improved CycleGAN is proposed.
to learn from unpaired medical images and auxiliary masks, where adversarial learning leverages the auxiliary masks to introduce shape constraints on generated pseudo labels of training images. To improve the performance of pseudo label generator, we introduce a VAE-based discriminator and Discriminator-guided Generator Channel Calibration (DGCC). We also propose a noise-robust iterative training method to learn from the noisy pseudo labels, where a Label Quality-based Sample Selection (LQSS) module and a noise-weighted Dice loss are introduced to overcome noisy labels. Experimental results showed that our method achieved accurate segmentation results, which was close or even comparable to the same CNN structure trained with manual annotations. The framework provides a feasible solution for avoiding human annotations of training images, and we will investigate its application to segmentation of other structures in the future.
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