A quantum study of multi-bit phase coding for optical storage
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We propose a scheme which encodes information in both the longitudinal and spatial transverse phases of a continuous-wave optical beam. A split detector-based interferometric scheme is then introduced to optimally detect both encoded phase signals. In contrast to present-day optical storage devices, our phase coding scheme has an information storage capacity which scales with the power of the read-out optical beam. We analyse the maximum number of encoding possibilities at the shot noise limit. In addition, we show that using squeezed light, the shot noise limit can be overcome and the number of encoding possibilities increased. We discuss a possible application of our phase coding scheme for increasing the capacities of optical storage devices.

I. INTRODUCTION

The optical compact disc (CD) was developed in 1979 as a collaboration between two corporations - Sony and Philips. Today, the CD has wide-ranging storage applications from the audio-visual to computer industries. The CD system is based on a 780 nm laser (laser spot size of 2.1 µm) with a storage capacity of approximately 670 MB. Since their introduction there has been increasing demand for greater storage capacities in optical discs. The digital versatile disc (DVD), based on a 650 nm laser system (spot size of 1.3 µm), was introduced. Depending on the format, it can have storage capacities ranging from 4.7 GB to 17.1 GB. More recently, the HD DVD and Blu-Ray disc systems have a smaller spot size of 0.6 µm, with capacities of 25 GB to 100 GB. 1

Whilst nano-technology allows the fabrication of mechanical surfaces with nano-meter size structures, it is the diffraction limit of the read-out optics that prevents data storage densities beyond those of present day systems. The trend of compacting more information into an optical disc therefore primarily relies on the use of shorter wavelength lasers to achieve smaller diffraction limited spot sizes. One could envisage that in the not too distant future, such improvement in the storage density would require the use of very short wavelength light beyond the ultra-violet spectrum that cannot be generated with known laser optics.

To date, there have been a number of suggested alternatives for obtaining higher optical storage densities. For example, currently under development are next generation holographic devices, the holographic versatile disc (HVD), which have capacities exceeding 300 GB through the usage of volume storage. An alternative approach depends on the encoding of spatial details beyond the diffraction limit of the read-out laser beam. 1 This approach requires the use of near-field microscopy techniques to resolve sub-diffraction limited features.

In this paper, we revisit a well known alternative of using interferometric techniques 2 3 4 5 6 7 8 9 10 11 to extend optical storage density. We propose to perform multi-bit phase-front coding of optical beams in an interferometric setup. Our scheme does not require holographic nor near-field optics, instead it utilises two classes of phase coding - the longitudinal and spatial transverse phases of an optical beam. We encode information in the longitudinal phase of a beam, which could take discrete values ranging from 0 to π. The total number of encode-able phase values scales with the power of the read-out optical beam. We then introduce an extra encoding degree of freedom, the spatial transverse phase-front profile of the beam. Although not explicitly mentioned in our analysis, it is important to note that the spatial features of the beam used could, in principle, be at the diffraction limit. In order to resolve the encoded longitudinal phase of the beam, an interferometric scheme is required. To resolve the spatial phase profile of the beam, a multi-segment photo-detector (e.g. a charge-coupled device (CCD)) can be used.

This paper is sectioned as follows. We first reduce our analysis of spatial phase-front beam encoding to the situation of a two-pixel array detector, the split detector 12 13 14 15 16 17. We identify the possible phase profiles symmetric with a split detector and give a modal analysis for these spatial profiles. We also introduce the longitudinal phase of the beam and show how an interferometric scheme based on split detectors can be used to simultaneously obtain information on the longitudinal and spatial phases. A quantum analysis of the measurement noise is then presented. We identify the maximum number of encode-able longitudinal phases at the shot noise limit (SNL). We then show that using squeezed light, one can overcome the shot noise limit and thus the number of encoding possibilities can be further increased. Consequently, we analyse the spectral properties of the signal and noise of the encoded beam. We compare single and consecutive measurement techniques, and show that consecutive measurements provides an improved signal-
to-noise ratio (SNR), whilst ensuring compatibility with squeezed light frequency regimes.

II. CLASSICAL PHASE CODING

In this paper, we consider the detection of a specific set of possible transverse and longitudinal phase transformations of a TEM$_{00}$ field. To detect such transformations requires a spatially selective detection system such as a CCD array, split detector or specifically configured homodyne detector. Split detectors in particular offer fast response (in the GHz regime) and high efficiency. These factors are critical in high bandwidth optical systems. We therefore concentrate our analysis on split detectors in this paper.

Restricting our analysis to one-dimension, the set of eigenmodes that best describe split detectors is the flipped eigenmode basis. The normalised beam amplitude function $u_n(x)$ for the flipped eigenmode (henceforth termed simply the flipped mode) of order $n$ is defined by a TEM$_{pq}$ mode with a $\pi$ phase flip at the centre of the mode [19, 20].

$$u_n(x) = \begin{cases} u_n(x) & \text{for } x > 0 \\ -u_n(x) & \text{for } x < 0. \end{cases}$$

where $u_n(x)$ is the one-dimensional normalised beam amplitude function of a TEM$_{pq}$ mode.

![FIG. 1: The four possible phase-front profiles resulting from the transformation on the input $u_0(x)$ beam.](Image)

To encode split detector compatible information on the phase-front of a TEM$_{pq}$ beam, $\pi$ phase flips of this kind should therefore be applied. This results in four possible bit values, corresponding to the four possible two-pixel $\pi$ phase shifts on $u_0(x)$, as illustrated in Fig. 1. A longitudinal phase factor $e^{i\theta}$ is also introduced to increase the total number of encoding possibilities. The phase coded modes introduced in Fig. 1 are described by the following transformation

$$u_0(x) \rightarrow e^{i\theta}u_0(x)$$

In order to resolve the four possible phase-front profiles of Eqs. (2-4), we propose the phase coding scheme shown in Fig. 2. Beam 1 undergoes a phase-front transformation upon traversing a phase object (PO), resulting in transformed beam 3. Subsequently, beams 2 and 3 are combined on a 50:50 beam-splitter and the two output beams are detected using split detectors. Each field can be represented by the positive frequency part of its mean electric field $E^+e^{-i\omega t}$, where $\omega$ is the optical frequency. We are interested in the transverse information described fully by the slowly varying field envelope $E^+$. For a measurement performed in an exposure time $T$, the mean field for input beams 1 and 2 are given by

$$E_1^+(x, t) = i\sqrt{\frac{\hbar\omega}{2e_0cT}}\alpha_0(t)u_0(x)$$

$$E_2^+(x, t) = ie^{i\phi}\sqrt{\frac{\hbar\omega}{2e_0cT}}\beta_0(t)u_0(x)$$

where $\alpha_0(t)$ and $\beta_0(t)$ are the coherent amplitudes of the TEM$_{00}$ input beams 1 and 2, respectively. $\phi$ represents the longitudinal phase of beam 2.

![FIG. 2: Two-pixel phase coding scheme. BS: beam-splitter, SD: split-detector. D1, D2, D3, D4: labels for the split detector segments. OPA: optical parametric amplifier, PO: phase object.](Image)

The photo-current signal for all segments of the split detectors are then calculated. The photo-current signal is related directly to the mean photon number, given by $n_{x<0} = \frac{2\hbar cT}{\hbar\omega}\int_0^\infty dx|\bar{E}|^2$ and $n_{x>0} = \frac{2\hbar cT}{\hbar\omega}\int_0^\infty dx|\bar{E}|^2$, for split detector $x < 0$ and $x > 0$ segments, respectively.

We consider four possible combinations for the pairwise photo-current addition and subtraction, with the photo-current signal terms shown in Table I. The table shows that for both combinations A and B, all four mode transformations have identical signal values of 0 and $\alpha_0(t)^2 + \beta_0(t)^2$, respectively. Thus the phase-front transformation on the input beam cannot be determined. Combinations C and D, on the other hand, allow the
\( u_0(x) \) and \( u_0(x) \) modes to be detected respectively with a sign change for the different phase-front transformation. Moreover, the phase coding scheme is sensitive to the differential longitudinal phase \((\theta - \phi)\).

Note that \( \phi \) has to be calibrated in order to determine the encoded phase \( \theta \). \( \phi \) is scanned between 0 and \( \pi \) until an extremum value of \( \pm 2 \alpha \beta \) is obtained. For example, for combination D, a value of \(-2\alpha \beta \) for \( \phi = \phi_{\text{opt}} \) tells us that the encoded mode-shape is \(-\hat{a}_0(x)\) with longitudinal phase \( \theta = \pi/2 - \phi_{\text{opt}} \). The maximal signal is obtained for a phase difference of \( \phi - \theta = \pi/2 \). This interferometric scheme therefore enables a unique distinction of all of the four phase-front transforms given in Eqs. (2)-(5).

### III. QUANTUM PHASE CODING

We would like to quantify the maximum number of encoding possibilities, whose limit is ultimately set by the SNL. The SNL is identified and ways to improve the sensitivity of the measurement using squeezed light are shown. Consider the field operators in the sideband frequency domain, \( \Omega \). For brevity, we do not explicitly denote the frequency dependence for the field operators hereon, which are given by

\[
\hat{\mathcal{E}}_{1}^{\pm} = \frac{i}{2} \sqrt{\frac{\hbar \omega}{2 \epsilon_0 c T}} \left( \beta_{0} u_0(x) + \sum_{n=0}^{\infty} \delta \beta_n u_n(x) \right),
\]

where the first terms are the coherent amplitude of the \( u_0(x) \) mode. The second terms are the quantum fluctuations \( \delta \hat{a} = \hat{a} - \langle \hat{a} \rangle \) and \( \delta \hat{b} = \hat{b} - \langle \hat{b} \rangle \), with \( \hat{a} \) and \( \hat{b} \) being annihilation operators, of beams 3 and 2 in Fig. 2 respectively. Depending on the phase-front transformation on beam 1, the field operator describing beam 3 is given by

\[
\hat{\mathcal{E}}_{3}^{(1)+} = i e^{i \theta} \sqrt{\frac{\hbar \omega}{2 \epsilon_0 c T}} \left( \alpha_{0} u_0(x) + \sum_{n=0}^{\infty} \delta \alpha_n u_n(x) \right)
\]

\[
\hat{\mathcal{E}}_{3}^{(2)+} = -i e^{i \theta} \sqrt{\frac{\hbar \omega}{2 \epsilon_0 c T}} \left( \alpha_{0} u_0(x) + \sum_{n=0}^{\infty} \delta \alpha_n u_n(x) \right)
\]

\[
\hat{\mathcal{E}}_{3}^{(3)+} = i e^{i \theta} \sqrt{\frac{\hbar \omega}{2 \epsilon_0 c T}} \left( \alpha_{0} u_0(x) + \sum_{n=0}^{\infty} \delta \alpha_n u_n(x) \right)
\]

The RF photo-current for all segments of the split detectors are then calculated similarly to the previous section. The overlap integrals in the expressions for the photo-current sum and difference operators are simplified using the respective orthogonality properties of the \( u_m(x) \) and \( u_n(x) \) modes [21, 22, 23].

The photo-current noise corresponding to combinations C and D are shown in Table I where we have defined the quadrature noise operator as \( \hat{\Delta} \hat{X}_a^\psi = e^{-i \phi} \hat{\delta} \hat{a} + e^{i \phi} \hat{\delta} \hat{\bar{a}}^\dagger \). We assume the phase-front transformation is lossless. Therefore the photon statistics of the transformed field is unchanged relative to the initial field, so that \( |\alpha_0| = |\alpha| \) and \( \langle (\hat{\delta} \hat{X}_a^\psi)^2 \rangle = \langle (\hat{\delta} \hat{X}_a^\psi)^2 \rangle = \langle (\hat{\delta} \hat{X}_a^\psi)^2 \rangle \). Table I therefore suggests that squeezing the input beams 1 and 2 will lead to enhanced noise performances.

We now determine the maximum number of encoding possibilities in our phase coding scheme. The encoding limit is determined by the minimum longitudinal phase difference detectable \( \Delta \theta_{\text{min}} \). This corresponds to when the signal and noise variances are equal (i.e. \( \text{SNR} = 1 \)).

The SNR is calculated by taking the ratio of the signal and noise variances, given by \( \langle n \rangle^2 \) and \( \langle \delta n \rangle^2 \), respectively. The corresponding SNR of the measurement for the \( \pm u_0 \) and \( \pm u_0 \) modes are denoted by \( R_C \) and \( R_D \), respectively, and have the same form given by

\[
R = \frac{4 \alpha^2 \beta_0^2 \sin^2(\phi - \theta)}{\alpha^2(\langle \delta \hat{X}_a^\psi \rangle^2) + \beta^2(\langle \delta \hat{X}_b^\psi \rangle^2)}
\]

If the input beams are coherent with \( \langle (\delta \hat{X}_a^\psi)^2 \rangle = \langle (\delta \hat{X}_b^\psi)^2 \rangle = 1 \), then \( \text{SNR} = 4 \alpha^2 \beta_0^2 \sin^2(\phi - \theta)/(\alpha^2 + \beta_0^2) \). This coherent state SNR serves as a benchmark for which to compare the SNR achievable with squeezing. For quadrature squeezed input beams 1 and 2 (i.e. \( \langle (\delta \hat{X}_a^\psi)^2 \rangle, \langle (\delta \hat{X}_b^\psi)^2 \rangle < 1 \)), we see directly that \( \text{SNR} = \alpha^2 \beta_0^2 \sin^2(\phi - \theta)/2 \). Squeezed input beams therefore increase the SNR achievable for all possible mode transformations.

Note that in the limit \( \beta \gg \alpha \), our phase imaging scheme reduces to that of a homodyne measurement with a SNR given by \( R_{\text{hom}} = 4 \alpha^2 \sin^2(\phi - \theta)/2 \). The
signal and noise contribution arise from the transverse mode defined by the local oscillator mode-shape.

The minimum longitudinal phase difference detectable (i.e. SNR = 1) is given by

$$\Delta \theta_{\text{min}} = \sin^{-1}\left(\frac{\alpha^2 (\langle (\delta X)^2 \rangle + (\langle (\delta \hat{X})^2 \rangle)^2)}{4\alpha^2 \beta_0^2}\right)$$

(12)

where we have assumed that the phase difference between beams 2 and 3 have been optimised to $\phi = \theta = \pi/2$. Since the longitudinal phase of beam 3 is determined modulo $\pi$, the total number of resolvable phase levels is $\pi/\Delta \theta_{\text{min}}$, which scales with the power of the read-out optical beam $\alpha$. Note that this contrasts with conventional optical storage devices which are restricted to only two encodeable values (i.e. ‘0’ and ‘1’), with a SNR proportional to the power of the read-out beam.

Including the four possible transverse encoding combinations, the total number of encodeable levels for our phase coding scheme is therefore given by

$$L_{\text{max}} = \frac{4\pi}{\Delta \theta_{\text{min}}}$$

(13)

We now consider $L_{\text{max}}$ levels for a fixed optical power and show how this can be improved via squeezing. The mean number of photons per bandwidth-time in an optical field $\bar{n}$ can be related to its coherent amplitude $\alpha$, amplitude $\langle (\delta \hat{X})^2 \rangle$ and phase $\langle (\delta \hat{X})^2 \rangle$ quadrature noise variances by

$$\bar{n} = \frac{1}{4}(\alpha^2 + \langle (\delta \hat{X})^2 \rangle + (\langle (\delta \hat{X})^2 \rangle)^2 - 2).$$

(14)

The first thing to note is that for squeezed states, $\bar{n}$ is non-zero even when $\alpha = 0$. Indeed, as the squeezing increases (for amplitude squeezing $\langle (\delta \hat{X})^2 \rangle \to 0$ and $\langle (\delta \hat{X})^2 \rangle \to \infty$) $\bar{n}$ increases monotonically. With regards to our phase-front detection scheme, these photons do not contribute to the signal, $\alpha$, and therefore for a given optical power, $\bar{n}$, a balance must be obtained between using photons to minimise the noise (maximise the squeezing), and to maximise the signal (maximise $\alpha$).

In this paper, $L_{\text{max}}$ levels for a fixed optical power was maximised numerically. This was performed over all possible ratios of photons used to minimise the noise, and those used to maximise the signal. The total optical power is the sum of the number of photons in each of the input beams, each individually given by Eq. (14).

We considered three cases. In the first case, to provide a benchmark, we considered $L_{\text{max}}$ levels when no squeezing was available, and both input beams were coherent. In the second case, squeezing was allowed for beam 1 but beam 2 was coherent. In the third case, both input beams were squeezed. The maximum $L_{\text{max}}$ levels for each of these cases is shown in Fig. 3. We see that by far, the best $L_{\text{max}}$ levels is achieved when both beams are allowed to be squeezed, with a $\sim 35\%$ capacity improvement over the coherent state case when 100 photons per bandwidth-time are used. In the case of only one squeezed beam, the capacity improvement is $\sim 10\%$.

![FIG. 3: Maximum log$_2 L_{\text{max}}$ levels of the phase-front coding scheme as a function of the total mean number of photons / (Hz.s) utilised in the protocol. (i) Both input beams amplitude squeezed, (ii) beam 1 amplitude squeezed and beam 2 coherent, (iii) both input beams coherent.](image)
becomes unfeasible. Therefore, utilising squeezed light in the phase-front detection scheme presented here will only be beneficial when less than 10 photons are available per measurement interval.

**FIG. 4:** Shot noise normalised level of squeezing required to achieve the optimum number of encode-able levels as a function of the total mean number of photons per bandwidth-time utilised in the protocol. (i) Beam 1 amplitude squeezed and beam 2 coherent, (ii) both input beams amplitude squeezed.

Using coherent beams gives a large number of encode-able levels. For example, assuming idealised shot noise limited performance, we can encode a maximum of $2^{20}$ levels, for a 1 mW beam ($\lambda = 1\mu$m) in the limit that $\beta_0 \gg \alpha$, during a 1 $\mu$s measurement time (assuming SNR = 1). Squeezing can further improve the maximum encode-able levels in the limit of low laser power. Similar to the multi-bit encoding schemes of P. Török’s group [1], our scheme is a significant improvement over current technology where only one bit per site is encoded.

**IV. POTENTIAL APPLICATION TO OPTICAL STORAGE**

In this section, we investigate the compatibility of our phase coding scheme with an optical disc read-out scheme.

**A. Optical disc scheme**

In conventional CDs, the information is encoded in binary format, by burning physical indentations (commonly termed ‘pits’) on the disc. Regions where no physical indentations exist are termed ‘lands’. A transition between ‘pit’ and ‘land’ encodes for ‘1’, whereas no transition encodes for ‘0’ [24]. The reflected beam intensity from a focussed laser beam onto the disc allows bit read-out, as the beam undergoes large diffractive losses when impinging on a ‘land’-‘pit’ transition.

We propose to store more than one level on a single ‘pit’ site, by encoding levels as shown on Fig. 5. The information is contained in the longitudinal and transverse phase domains for each ‘pit’. The longitudinal phase is determined by the depth of the ‘pit’, $\lambda \theta / (2 \pi)$, while the transverse phase profile is determined from its shape. Identical beam profiles to those of Fig. 1 can thus be generated. The reflection of the read-out beam has one of the four possible transverse mode profiles, $\pm u_0(\chi)$ or $\pm u_{f0}(\chi)$, with an additional global phase shift $\theta$. This reflected beam (i.e. beam 3) can then be combined with beam 2 on a 50:50 beam-splitter, as shown in Fig. 2 to perform the phase information decoding.

**FIG. 5:** Examples of bit encoding allowing denser information storage on optical discs. The binary information is encoded in the transverse and longitudinal phases of the reflected read-out laser beam. The depth of the ‘pit’ can range from discrete values between 0 and $\lambda/2$. Hence $\theta_1 \in (\lambda/4, \lambda/2)$ and $\theta_2 \in (0, \lambda/4]$, where $\lambda$ is the laser wavelength and $\theta$ is the longitudinal phase shift of the laser beam. Note that the ‘pit’ depth is half that of the phase shift experienced by the read-out laser beam due to a round-trip propagation from the optical disc.

Thus far, our analysis has not considered the spectral properties of the read-out signal and noise. Since the optical disc is spinning and the laser read-out time is limited, the spectral power density of a realistic optical disc detection differs from that of an idealised static phase sensing scheme. We examine these issues in the following subsections.

**B. Spectral power density for a single measurement**

We first consider the information extraction from a time-limited static disc read-out. $N$ photons are detected in a time interval $T$, as represented on the inset of Fig. 6, where the integrated photo-current provides the encoded information.

Using a single top hat function as a time measurement window, the Wiener-Khinchine relation yields the signal power spectral density (PSD), $S_1(\nu)$. In the case of a double sided power spectrum [25], the signal PSD is given by

$$S_1(\nu) = T \left[ \int_{-\infty}^{\infty} s(\nu') \text{sinc}(\pi T (\nu' - \nu)) d\nu' \right]^2$$  \hspace{1cm} (15)
and proportional to limited. Thus the noise linear spectral density is white obtained. We assume that read-out lasers are shot noise malised signal and noise PSD.

where \( \nu \) is the frequency and \( s(\nu) \) is the signal linear spectral density in the limit of an infinite time measurement, defined as \( s(\nu) = \sqrt{S(\nu)} \). \( S(\nu) \) is the number of photons per bandwidth-time.

For a single measurement, \( s(\nu) \) is given by \( s(\nu) = N \delta(\nu) \), where \( N \) is the number of photons per time in the signal and \( \delta(\nu) \) is a delta function centred at DC. Thus Eq. (15) becomes

\[
S_1(\nu) = N^2 T \text{sinc}^2(\pi T \nu) \tag{16}
\]

where the signal PSD has a squared cardinal sine distribution with a maximum at DC. Fig. 6 shows the normalised signal and noise PSD.

The noise power spectral density, \( \mathcal{N}(\nu) = \xi(\nu)^2 \) is now obtained. We assume that read-out lasers are shot noise limited. Thus the noise linear spectral density is white and proportional to \( \sqrt{N} \), given by \( \xi(\nu) = \sqrt{N} \). The integration time in our measurement is \( T \) and the noise PSD is given by

\[
\mathcal{N}_1(\nu) = N T \left[ \int_{-\infty}^{\infty} \text{sinc}(\pi T (\nu' - \nu)) d\nu' \right]^2 = \frac{N}{T} \tag{17}
\]

where the white noise spectrum has an amplitude of \( \sqrt{N/T} \). We have chosen \( N = 1/T^2 \) for Fig. 6 such that the noise power is approximately equal to the maximum signal power.

The typical measurement time of a DVD device is \( T = 0.1 \mu s \), corresponding to \( N = 10^{14} \) photons/s for a read-out laser of 20 \( \mu W \) power at a wavelength of \( \lambda = 1 \mu m \). The signal spectrum therefore is in the DC to 10 MHz regime. Improvements on the measurement sensitivity beyond the shot noise limit thus requires broadband squeezing from DC to 10 MHz. Although low frequency squeezing has recently been demonstrated many technical challenges exist.

An alternative solution, compatible with current technology, could be the sampling or modulation of the read-out beam to artificially shift the signal to a higher frequency range. For optical discs rotating at approximately 10 bit/\( \mu s \) (4.32 Mb/s for CDs, and 26.16 Mb/s for DVDs), the sampling or modulation frequencies can be at least 1 GHz, which is compatible with squeezing frequency ranges. However, the disadvantage of such an approach is that the photon number in the signal sidebands is low. The majority of the photons are still distributed in the frequency regime around DC. Thus the improvement in the SNR may not be significant.

C. Spectral power density for consecutive measurements

We now propose to perform consecutive ‘pit’ measurements where the centre of the signal PSD is shifted to a higher frequency. Two consecutive measurements of the variable \( N(t) \) during two time intervals of length \( T \), separated by a delay \( T' \), is shown schematically on the inset of Fig. 7.

The difference between two consecutive measurements yields a signal PSD given by the contribution of each individual sine-wave at frequency \( \nu \), to the total signal, and averaging over all possible initial phases \( \Theta \), giving

\[
S_2(\nu) = S(\nu) \eta_2(\nu) \tag{18}
\]

where \( \eta_2(\nu) \) is given by

\[
\eta_2(\nu) = \kappa \left\langle \int_0^T - \int_{T+T'} \sin(2\pi \nu t + \Theta) dt \right\rangle^2
\]
and where $\kappa$ is a normalisation constant. Note that a similar calculation can be applied to the single measurement case.

The signal and noise PSD for $T' = 0$ are shown in Fig. 4. The signal PSD is shifted to the MHz frequency regime (which is more compatible with routinely obtained experimental squeezing frequency regimes). The signal PSD maximum is at $\nu \sim 0.35/T$ for $T' = 0$. This is also the regime where the bandwidth is maximum. Increasing $T'$ shifts the maximum signal power to lower frequencies and sharpens the distribution. Thus the bandwidth reduces with increasing $T'$. For $T' = T$, the maximum signal power is for example $\sim 1.5$ times larger than that for the $T' = 0$ case and occurs at $\nu \sim 0.2/T$, whereas the bandwidth reduces by half. $T'$ can thus be tuned to obtain an optimum for signal power, bandwidth and compatibility with squeezing frequencies.

The SNR of interest in our optical memory scheme corresponds to that of a single frequency $\nu$, as defined in Eq. (11). Therefore our proposed optical memory scheme will require a frequency mixer or bandpass filter centred at $\nu$, where the measurement SNR is maximum.

Differential consecutive measurements is a technique already employed in current optical disc devices, as it allows the cancellation of common-mode classical noise, provided that the phase of the read-out laser is well calibrated in a ‘pit’-to-’pit’ measurement. Furthermore, the maximum of the normalised PSD for consecutive measurements is slightly larger than that for the single measurement case, assuming a coherent state read-out laser with the same parameters. If a broadband $3\,\text{dB}$ squeezed state is used as the read-out laser, the SNR doubles for consecutive measurements. However the SNR improvement for the case of a single measurement is negligible. This is because low frequency noise sources (e.g. acoustic noise) overwhelm the squeezing.

\section{CONCLUSION}

We have presented a scheme to perform longitudinal and transverse spatial phase coding of continuous-wave optical beams. We have shown that by performing selective combinations of photo-current addition and subtraction, the phase coded signal can be extracted. In order to optimise the phase signal, the longitudinal phase of beam 2 has to be calibrated and optimised such that $\phi = \pi/2 + \theta$. Whilst current CD technologies are limited by a number of different noise sources, such as thermal-Johnson noise and electronic noise, our analysis assumes shot noise limited performance. The maximum number of encoding possibilities for this regime was calculated, suggesting significant improvement with our phase coding scheme. However, by using squeezed light, the shot noise limit can be overcome and thus the maximum number of encode-able levels increased. We then presented a possible application of our phase coding scheme in increasing the capacities of optical storage devices. We analysed the performance of single measurement techniques and showed that the signal and noise PSD are centred around DC sideband frequencies. In order to extract the phase signal, frequency mixing or narrow bandpass filtering techniques can be used. The differential consecutive measurement technique provides a good SNR whilst ensuring compatibility with squeezing frequencies.

Our phase coding scheme can be extended to implement a multi-pixel array detector. Delaubert et al. \cite{28} has performed a quantum study of multi-pixel array detection and shown that it is possible to perform multi-pixel transverse spatial phase encoding. Possible implementation of a multi-pixel scheme would require the incorporation of multiple interferometers and the use of multi-squeezed beams or a multi-mode OPO system \cite{29}.
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