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Abstract

In this work, we study a novel class of projection-based algorithms for linearly constrained problems (LCPs) which have a lot of applications in statistics, optimization, and machine learning. Conventional primal gradient-based methods for LCPs call a projection after each (stochastic) gradient descent, resulting in that the required number of projections equals that of gradient descents (or total iterations). Motivated by the recent progress in distributed optimization, we propose the delayed projection technique that calls a projection once for a while, lowering the projection frequency and improving the projection efficiency. Accordingly, we devise a series of stochastic methods for LCPs using the technique, including a variance reduced method and an accelerated one. We theoretically show that it is feasible to improve projection efficiency in both strongly convex and generally convex cases. Our analysis is simple and unified and can be easily extended to other methods using delayed projections. When applying our new algorithms to federated optimization, a newfangled and privacy-preserving subfield in distributed optimization, we obtain not only a variance reduced federated algorithm with convergence rates better than previous works, but also the first accelerated method able to handle data heterogeneity inherent in federated optimization.

1 Introduction

The constrained optimization problem is an important ingredient in optimization literature [50, 13, 41]. It has a lot of applications such as linear programming [15], optimal transport [72], reinforcement learning [70] and distributed optimization [14]. In this paper, we focus on a specific constrained problem— linearly (or linear equality) constrained problem (LCP), which has many applications in statistics and optimization on which we will give a brief introduction in the next section. In a nutshell, LCP aims to minimize a (strongly) convex function $F(x)$ subject to several linear equality constraints on the variable $x$ which define a feasible regime $C = \{ x : A^\top x = b \}$.

Due to its linearity structure, many methods have been proposed to solve LCP. If the constraint regime is simple enough like the unit ball or the simplex, a typical method to handle LCP is projected gradient descent, or more generally, proximal gradient descent [53]. Indeed, we can define an indicator function $h(x) := 1_C(x)$ that takes value zero if the variable locates in the feasible regime $x \in C$ and takes infinity otherwise. In particular, we can show that the indicator function is closed and
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proper \cite{13}, which is often required by proximal gradient descent. Then by adding the indicator function to the original objective, we arrive at a composite optimization problem that minimizes $F(x) + h(x)$. The projected gradient descent (which is equivalent to proximal gradient descent here) iteratively updates the variable according to

$$x_{t+1} = x_t - \eta_t \nabla F(x_t) \text{ and } x_{t+1} = \mathcal{P}_C x_{t+1} = \text{prox}_{\eta_t h}(x_{t+1}),$$

where $\eta_t$ is the learning rate, $\mathcal{P}_C(\cdot)$ is the projection onto the feasible regime defined by $\mathcal{P}_C(x) := \arg\min_{z \in C} \|z - x\|^2$, and $\text{prox}_h(\cdot)$ is the proximal mapping of $h(\cdot)$ defined by

$$\text{prox}_h(x) = \arg\min_z \left\{ h(z) + \frac{1}{2} \|z - x\|^2 \right\}.$$

To ensure the feasibility of maintained sequence $\{x_t\}$, projected gradient descent (PGD) typically calls a projection after a gradient descent iteration is performed \cite{50}. This implies that PGD performs the same number for both projection and iteration. Given projection is cheap to call, PGD is practically feasible and well-understood. Its convergence shares a lot of similarities with unconstrained optimization methods \cite{50}.

When a projection is impossible to call, the linear structure of the constraint renders researchers an alternative to avoid the projection. The most natural method is to eliminate equality constraints by reformulating the feasible regime and then solving the resulting unconstrained problem by methods for unconstrained minimization \cite{13,26}. Indeed, we can rewrite a feasible point $x$ that satisfies $A^\top x = b$ as $x = y^* + (A^\bot)z$ where $A^\top y^* = b$ and the columns of $A^\bot$ locate in the kernel of $A$. Then the objective becomes a function of $z$, which is unconstrained. If one wants to solve it by gradient methods, however, it will introduce a massive number of matrix-vector products to compute gradients for the new variable $z$, whose cost will be much higher than that of a hard projection, if the rank of $A$ is much smaller than its nullity (i.e., the dimension of the kernel of $A$). Another celebrated method is to use dual or primal-dual methods \cite{31}. For example, the Lagrange multiplier method and its augmented extension are typical approaches for solving LCPs \cite{11}. However, these methods need to maintain additional dual iterations and thus require more memories.

In the paper, we focus on the intermediate case between the two extremes, where a projection is possible but expensive to call. The intermediate case includes many important and interesting problems, such as linearly constrained quadratic programming (LCQP) and the global consensus problem in distributed optimization, which we will introduce in the next subsection. The central concern in the paper is whether we can use projections the number of which is much less than the total iterations to obtain an $\varepsilon$-suboptimal solution for LCPs. This question is meaningful only if we focus on the primal perspective because no projection is needed by dual methods for LCPs. We will give an affirmative answer to the question.

1.1 Examples of Linearly Constrained Problems (LCPs)

We now present several important applications from which the interest for LCPs stems.

**Example 1: Linearly Constrained Quadratic Programming (LCQP).** LCQP considers the following optimization problem

$$\min_{x \in \mathbb{R}^p} F(x) := x^\top C x + g^\top x \text{ s.t. } A^\top x = b,$$
where $C \in \mathbb{R}^{p \times p}$ is a positive definite matrix and $A \in \mathbb{R}^{p \times m}$ is the problem-dependent matrix for linear constraints. Assume that $C$ has a finite sum structure, i.e., $C = \frac{1}{N} \sum_{i=1}^{N} c_i c_i^\top$ for a set of $N$ vectors $\{c_i\}_{i=1}^{N}$. Noting the gradient involves the full evaluation of $Cx$, which is time-consuming. If $N$ is quite large, we can estimate $C$ by sampling a small portion of $\{c_i\}_{i=1}^{N}$, yielding a stochastic gradient.

**Example 2: Generalized Lasso Problem.** Variable selection has received great attention in statistics and machine learning. [63, 71] introduced the generalized Lasso problem as follows:

$$\arg\min_{\theta} \frac{1}{2} \|y - X\theta\|_2^2 + \lambda \|D\theta\|_1,$$

(1)

where $X \in \mathbb{R}^{N \times p}$ is the design matrix, $y \in \mathbb{R}^{N}$ is the response, and $D \in \mathbb{R}^{r \times p}$ is a fixed, user-specified regularization matrix. We choose $D$ so that sparsity of $D\theta$ corresponds to some other desired behavior depending on the application, including the fused lasso and trend filtering [71]. When $\text{rank}(D) = r$ ($r \leq p$), [71] showed the generalized lasso can be converted to the classical lasso problem. When $r > p$, such a reformulation is not possible. However, in this case, [26] showed that it can be formulated as an instance of LCP.

**Lemma 1.1.** If $r > p$ where $\text{rank}(D) = p$, we can find matrices $A, C$ and $\tilde{X}$ with appropriate dimensions such that the solution of Eq. (1) is equal to $\theta = C\beta$, where $\beta$ is given by

$$\arg\min_{\beta} \frac{1}{2} \|y - \tilde{X}\beta\|_2^2 + \lambda \|\beta\|_1 \text{ s.t. } A^\top \beta = 0.$$

(2)

[17] developed a semismooth Newton-based augmented Lagrangian method to solve the above LCP. Such a reformulation considers only linear equality constraints. As an extension, [21, 26] additionally considered linear inequality constraints and proposed a more general framework named as constrained Lasso. When $N$ is quite large, the finite-sum structure of Eq. (2) renders us able to use stochastic gradients generated by uniformly sampling a small batch of data points from the $N$-size training set to save the expensive computation.

**Example 3: Network Flow Optimization Problem.** Consider a network represented by a directed graph $G = (N, E)$ with node set $N = [n]$ and edge set $E = [e]$. The network is deployed to support a single information flow specified by incoming rates $b_i > 0$ at source nodes and outgoing rates $b_i < 0$ at sink nodes. We collect the rate requirements in a vector $b = (b_1, b_2, \cdots, b_n)^\top$ that satisfy $\sum_{i=1}^{n} b_i = 1_n^\top b = 0$ in order to ensure problem feasibility. The goal of a network flow optimization problem is to determine a flow vector $x = (x_1, \cdots, x_e)^\top \in \mathbb{R}^e$ with $x_l$ denoting the amount of flow on edge $l = (i, j)$. Flow conservation is enforced as a linear equality constraint $A^\top x = b$, where $A \in \mathbb{R}^{e \times n}$ is the edge-node incidence matrix defined by

$$A(l, i) = \begin{cases} 1 & \text{if edge } l \text{ leaves node } i, \\ -1 & \text{if edge } l \text{ enters node } i, \\ 0 & \text{otherwise}. \end{cases}$$

Then convex min-cost flow network optimization problem [79] is defined as

$$\min_{x \in \mathbb{R}^{e}} F(x) := \sum_{l=1}^{e} f_l(x_l) \text{ s.t. } A^\top x = b.$$
Example 4: (Global Consensus of) Distributed Optimization. In typical distributed optimization, we want to find a global vector that minimizes the average of \( n \) local objective functions, i.e.,
\[
\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{k=1}^{n} f_k(x)
\]
where \( f_k(x) = \mathbb{E}_{\xi \sim D_k} f(x; \xi) \) is the \( k \)-th local loss function evaluated on local data distribution \( D_k \). The global consensus of it \([14, 53]\) is then formulated as
\[
\min_{x^{(1)}, x^{(2)}, \ldots, x^{(n)} \in \mathbb{R}^d} \frac{1}{n} \sum_{k=1}^{n} f_k(x^{(k)}) \quad \text{s.t.} \quad x^{(1)} = x^{(2)} = \cdots = x^{(n)},
\]
where the \( x^{(i)} \in \mathbb{R}^d \) are the local parameters. If we concatenate all the local variables as \( x = [(x^{(1)})^\top, (x^{(2)})^\top, \ldots, (x^{(n)})^\top]^\top \in \mathbb{R}^{nd} \), we can rewrite Eq. (3) in a simpler form
\[
\min_{x \in \mathbb{R}^{nd}} F(x) := \sum_{k=1}^{n} f_k(x^{(k)}) \quad \text{s.t.} \quad A^\top x = 0,
\]
where
\[
A = I_d \otimes B^\top \in \mathbb{R}^{dn \times d(n-1)} \quad \text{and} \quad B = \begin{pmatrix}
1 & -1 & 0 & \cdots & 0 & 0 \\
0 & 1 & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -1
\end{pmatrix} \in \mathbb{R}^{(n-1) \times n}.
\]
From Eq. (4), the distributed optimization is essentially a constrained optimization problem where the variable lies in a higher dimension space (because it is the concatenate of all local variable \( x = [(x^{(1)})^\top, (x^{(2)})^\top, \ldots, (x^{(n)})^\top]^\top \in \mathbb{R}^{nd} \)) and the constraint is an equality \( A^\top x = 0 \). Although this consensus formulation involves more variables, it is more amenable to the analysis of distributed procedures \([14]\).

The global consensus problem has been studied extensively in the literature. Primal methods include distributed subgradient method \([49]\) and the EXTRA method \([64]\), dual methods include distributed dual averaging \([18]\), and primal-dual based methods such as the Alternating Direction Method of Multipliers (ADMM) \([14]\) and its variants \([80]\). Recently, a new distributed computing paradigms named Federated Learning (FL) becomes quite famous for its privacy-preserving property \([28]\). Though it also can be reformulated as an instance of problem \([4]\), it faces more challenges, including expensive communication costs, unreliable connection, massive scale, and privacy constraints \([35]\). We will introduce FL formally and detailedly in Section \([5]\) and give two novel primal methods that overcome the statistical heterogeneity inherent in FL.

Except for the methods introduced previously, other optimization methods (not exclusively) have been proposed for LCPs. \([20, 48]\) applied quasi-Newton methods to solve large scale non-linear LCPs, which, however, suffer great computation complexity. \([10]\) used conjugate directions to minimize a nonlinear function subject to linear inequality constraints. \([14]\) developed a primal-dual stochastic optimization algorithm that only requires one projection at the last iteration to produce a feasible solution in the given domain. \([24, 42]\) proposed primal-dual algorithms that converge to the second-order stationary solutions for nonconvex LCPs. \([8]\) presented a Newton-like method applied to a perturbation of the optimality system that follows from a reformulation of the initial problem by introducing an augmented Lagrangian function. Our method is from the primal perspective and is mainly motivated by the recent progress in distributed optimization.
Algorithm 1 Local SGD

Input: function \( \{ f_k \}_{k=1}^n \), initial point \( x_0 \), step size \( \eta_t \), communication set \( \mathcal{I}_T \) with gap(\( \mathcal{I}_T \)) = \( E \).

Initialization: let \( x_0^{(k)} = x_0 \) for all \( k \).

for \( t = 1 \) to \( T \) do

for each device \( k = 1 \) to \( n \) do

\[ x_t^{(k)} = x_{t-1}^{(k)} - \eta_{t-1} \nabla f_k(x_{t-1}; \xi_{t-1}) \]

if \( t \in \mathcal{I}_T \) then

\[ x_t^{(k)} \leftarrow \frac{1}{n} \sum_{j=1}^n x_t^{(j)} \quad \# \text{synchronization} \]

end if

end for

end for

\[ \hat{y} \leftarrow \frac{1}{nW_T} \sum_{j=0}^{T-1} (1-\mu\eta)^{T-j-1} \sum_{k=1}^n x_j^k \] where \( W_T = \sum_{j=0}^{T-1} (1-\mu\eta)^{T-j-1} \).

Return: \( \hat{y} \).

1.2 Motivation

For simplicity, we assume \( b = 0 \) and thus the equality constraint becomes \( Ax = 0 \). In the latter section, we will explain the importance and feasibility of the assumption. A typical operation making \( x \) satisfy the linear constraint is projection. Let \( \mathcal{P}_A \) be the projection onto the column space of \( A \) (denoted \( \mathcal{R}(A) \)) and \( \mathcal{P}_{A^\perp} \) the projection onto the null space of \( A^\top \) (denoted \( \mathcal{R}(A^\perp) \)). Then, the constraint \( A^\top x = 0 \) is equivalent to requiring \( x \) has no component on \( \mathcal{R}(A^\perp) \).

In our last example of distributed optimization, an interesting observation is that \( \mathcal{P}_{A^\perp}(x) \) forms in \( \bar{x} \otimes 1_n \) with \( \bar{x} \) being the average of \( n \) block components of \( x \), as show in Lemma 1.2.

Lemma 1.2. For \( x = [(x^{(1)})^\top, (x^{(2)})^\top, \ldots, (x^{(n)})^\top]^\top \in \mathbb{R}^{nd} \) and \( A \) is given in Eq.\((5)\), then we have

\[ \mathcal{P}_{A^\perp}(x) = \bar{x} \otimes 1_n \text{ with } \bar{x} = \frac{1}{n} \sum_{k=1}^n x^{(k)}. \]

With Lemma 1.2, we have a novel interpretation of communication that is inevitable in distributed optimization. A centralized communication typically synchronizes all devices with the average of all local parameters, which exactly has the same effect of \( \mathcal{P}_{A^\perp} \). Indeed, the original distributed optimization is now formulated as an instance of LCPs, thus projection is the synonyms for synchronization. The observation bridges distributed optimization and single-machine LCP. As a result, one could apply methods for LCPs to solve distributed optimization problems and vice versa. The former idea is stale and has been used to design new distributed algorithms. For example, \([1,24]\) proposed and analyzed an incremental implementation of the primal-descent dual-ascent gradient method used for the solution of LCPs, and applied it to solve distributed optimization problems. \([54]\) proposed a new algorithm named as FedSplit by applying deterministic methods for monotone inclusion problems (of which Problem (4) is an instance), showing that FedSplit converges to optima of the original distributed optimization problem with linear convergence rate. However, the latter is rarely considered.

A representative distributed optimization method is distributed SGD \([84]\) that synchronizes local parameters after each device performs one step of stochastic gradient descent (SGD).

\footnote{This is because \( \mathcal{P}_A(x) = A(A^\top A)^\dagger A^\top x \) with \( \dagger \) the pseudo inverse.}
the literature of constrained optimization, the most famous method is perhaps the projected (stochastic) gradient descent (P-SGD), where the constraint is enforced in a separate step by projecting onto the constraint space after an update is performed \[50\]. Viewing synchronization and projection equivalently, the counterpart of P-SGD in the context of LCPs is distributed SGD. Recent progresses in distribution optimization find that lowering the frequency of communication is able to improve communication frequency substantially. The most famous optimization method is Local SGD \[40, 66, 9, 74, 73\] or Federated Average \[46, 36, 32\]. Local SGD (Algorithm 1) runs SGD independently in parallel on different workers and averages the sequences only once in a while, lowering the communication frequency. Here \(I_T \subset \{T\}\) denotes the set of iterations that calls a communication, and \(\text{gap}(I_T)\) is the largest interval between two ordered sequential elements in \(I_T\). Typically, we set \(I_T = \{0, E, 2E, \cdots, E\lceil T/E \rceil\}\), which implies we perform a communication for synchronization every \(E\) iterations.

The effectiveness of Local SGD inspires us that we can similarly modify P-SGD to improve projection efficiency. The current question is its feasibility, i.e., whether it is possible to call projections after several (or constant) steps of unconstrained SGDs rather than alternating between one unconstrained SGD and one projection, and whether such a method is projection efficient, which is measured by the required number of projections to obtain a solution with satisfactory accuracy. To answer these questions, we are motivated to propose and analyze the delayed projection technique that performs a projection once in a while rather than at each iteration.

1.3 Our Contribution

In this paper we propose the delayed projection technique and analyze methods using it for LCPs. From a high-level idea, the delayed projection technique aims to lower the frequency of projection in order to improve the projection efficiency.

- In particular, we generalize Local SGD and accordingly propose delayed projected SGD (DP-SGD) that performs a projection after a constant number of steps of SGD. See Algorithm 2 for more details. From derived theories, we find that delayed projection helps reduce the statistical error brought by stochastic gradients but makes DP-SGD suffer from an additional error, termed as a residual error, which slows down the convergence rate.

- Viewing the residual error as an another form of variance, we are motivated to eliminate it by variance reduction techniques and thus propose delayed projected SVRG (DP-SVRG) shown in Algorithm 3. The major difference between P-SVRG \[76\], a famous algorithm, and our DP-SVRG is that the former calls projections right after each inner loop to ensure feasible gradients (i.e., in \(R(A^\perp)\)), while the latter performs amortized projection that is called after several inner loops. DP-SVRG is successful in eliminating the statistical error and residual error. As a result, it converges much faster than DP-SGD (see Table 3). However, we note that P-SVRG and DP-SVRG have the same projection complexity in the large \(\kappa\) regime, making us wonder whether delayed projection can be useful in diminishing variance settings.

- Hence, we investigate the fastest convergence rate that methods with delayed projections could achieve. We propose and analyze accelerated variants of DP-SVRG (see Algorithm 4). The delayed projected accelerated SVRG (DP-ASVRG) incorporates two acceleration techniques: one is Nesterov’s acceleration \[50\], and the other is variance reduction for the stochastic gradient \[76\]. We find that DP-ASVRG converges more quickly and efficiently than DP-SVRG
Generally Convex \((\mu = 0)\) & Strongly Convex \((\mu > 0)\) \\

| Methods          | Generally Convex \((\mu = 0)\) | Strongly Convex \((\mu > 0)\) |
|------------------|----------------------------------|---------------------------------|
| P-SGD            | \(O\left(\frac{\|x\|}{\varepsilon} + \frac{\sigma^2}{\varepsilon^2}\right) \cdot \Delta^2\) | \(\tilde{O}\left(\frac{\kappa + \sigma^2}{\varepsilon^2}\right)\) |
| DP-SGD (Alg 2)  | \(O\left(\frac{L}{\varepsilon} + \frac{\sigma^2}{E\varepsilon^2} + \sqrt{\frac{(E-1)}{E\varepsilon^2}}\right) \cdot \Delta^2\) | \(\tilde{O}\left(\frac{\kappa + \sigma^2}{E\varepsilon^2} + \sqrt{\frac{(E-1)}{E\varepsilon^2}\sigma_{\Delta^2}}\right)\) |
| P-SVRG [76]     | \(O\left(\frac{1}{\Delta^2}\right) \cdot L\Delta^2\) | \(\tilde{O}\left(\kappa\right)\) |
| DP-SVRG (Alg 3) | \(O\left(\frac{1}{\Delta^2}\right) \cdot L\Delta^2;\) If \(m = N, O\left(\frac{1}{\Delta^2}\right) \cdot L\Delta^2 \cdot \max\{1, \frac{N}{E}\}\). | If \(m = \kappa\) or \(m = E, \tilde{O}\left(\kappa\right)\); If \(m = N, \tilde{O}\left(\max\{\kappa, \frac{N}{E}\}\right)\). |
| P-ASVRG [61]    | \(O\left(\frac{\sqrt{\frac{\kappa}{E}}}{\varepsilon^2}\Delta^2\right)\) (by \([1]\)) | \(\tilde{O}\left(N + \sqrt{N\cdot \frac{\kappa}{E}}\right)\) |
| DP-ASVRG (Alg 4)| If \(m = E = 1\) and using \([1]\): \(\tilde{O}\left(\sqrt{\frac{\kappa}{E}}\right)\); If \(m = E = N\) and using \([1]\), \(\tilde{O}\left(\frac{\sqrt{\kappa}}{E^{3/4}}\right)\); If \(m = (\frac{\sqrt{\kappa}}{E^{1/4}}) \Delta^{1/2} E, \tilde{O}\left(\frac{\sqrt{\kappa}}{E^{3/2}}\right)\). | If \(m = E = 1: \tilde{O}\left(\sqrt{\kappa}\right)\); If \(m = E = N: \tilde{O}\left(\kappa^{2/3}\right)\); If \(E = \max\left\{\sqrt{\frac{N}{\kappa}}, 1\right\}\), and \(m = \kappa E: \tilde{O}\left(\kappa\right)\). |

Table 1: Projection complexity of different algorithms, defined as the required number of projections to achieve an \(\varepsilon\)-suboptimal solution (i.e., \(\mathbb{E}[F(\hat{y}) - F(\tilde{x}^*)] \leq \varepsilon\)). \(L\) is the smoothness modulus, \(\mu\) is the modulus for strong convexity. \(\kappa = \frac{L}{\mu}\) is the condition number and \(\Delta^2 = \mathbb{E}[\|x_0 - \tilde{x}^*\|^2]\). \(E (E \geq 1)\) is the maximum interval between consecutive projections. When \(E = 1\), we perform a projection each iteration. \(\sigma^2, \sigma_{\Delta^2}, \kappa\), and \(\kappa_{\Delta^2}\) are gradients variances. \(m\) is the number of inner loops for variance reduced methods and \(N\) is the total training size. \(\tilde{O}\) hides logarithmic dependence.

and has advantages over its non-delayed-projected counterparts like P-ASVRG [52, 61] in terms of the required number for projection. In particular, in the case of \(N\) finite sum minimization, when the sample size \(N\) is larger than the condition number \(\kappa\) and hyperparameters are well set, DP-ASVRG only needs \(\tilde{O}\left(\kappa\right)\) projections to obtain an \(\varepsilon\)-suboptimal solution, while P-ASVRG needs \(\tilde{O}\left(N\right)\) projections, though the two algorithms have the same gradient complexity. This result implies that it is possible and provable to solve LCPs using projections less than the total iterations. In addition, the delayed projection method combined with variance reduction techniques can benefit from delayed projection.

- When the number of inner loops \(m\) and the projection interval \(E\) are well set, DP-SVRG and DP-ASVRG are reduced to previously known algorithms, like P-SVRG, P-ASVRG, and Nesterov Accelerated Gradient (NAG). Our analysis is so flexible that it provides convergence results for them in a unified way. In particular, we decompose the variable \(x_i\) into the sum of two orthogonal iterates \(y_i = P_{\mathbf{A}_i}(x_i)\) and \(z_i = x_i - y_i\), where \(P_{\mathbf{A}}\) is the projection onto the column space of \(\mathbf{A}\). Then, we analyze each iteration incrementally and recur the error vector to obtain convergence results. We illustrate the analysis procedure in Section 3.2. Moreover, we give analysis in both strongly convex and generally convex cases to further characterize their convergence behaviors.

The proposed methods can be applied to solve any instance of LCPs. For example, as shown in the last section, we can reduce distributed optimization into an instance of LCP. Therefore, it is handy to parallelize delayed projection methods to distributed optimization algorithms as their
When A...orthogonal complement space of A...Then we focus on the following affine constrained stochastic optimization problem

\[ \min_{x \in \mathbb{R}^p} F(x) := \mathbb{E}_{\xi \sim \mathcal{D}} F(x; \xi) \quad \text{s.t.} \quad A^\top x = 0, \]

where A is a general matrix whenever \( A^\top x = 0 \) has non-trivial solutions and \( \xi \) (possibly lying in a high dimensional space) is generated according to \( \mathcal{D} \). The constraint can be also reformulated as \( x \in \mathcal{R}(A^\perp) \), where \( \mathcal{R}(A) \) denotes the space spanned by the columns of A and \( \mathcal{R}(A^\perp) \) denotes the orthogonal complement space of \( \mathcal{R}(A) \). One may be more interested in the case the constraint is \( A^\top x = b \) for a general \( b \). We argue this is a special case of (6). Indeed, we could always first solve a feasible solution \( y^* \) of the linear system \( A^\top y^* = b \) and then replace \( F(x) \) with a new function \( \tilde{F}(x) := F(x + y^*) \). By change of variables, we still arrive at Eq.(6).

The main reason for using \( \mathcal{R}(A^\perp) \) as the domain rather than \( \mathcal{R}(A^\perp) + y^* := \{ z + y^* : z \in \mathcal{R}(A^\perp) \} = \{ z : A^\top z = b \} \) is the nice property inherent in the projection into \( \mathcal{R}(A^\perp) \), because \( \mathcal{R}(A^\perp) \) is a linear space, while \( \mathcal{R}(A^\perp) + y^* \) is not. The projection into a linear space has a lot of

| Methods       | Generally Convex \( (\min_{k=1}^n \mu_k = 0) \) | Strongly Convex \( (\min_{k=1}^n \mu_k > 0) \) |
|---------------|------------------------------------------------|------------------------------------------------|
| D-SGD [54, 67] | \( \mathcal{O} \left( \frac{1}{\varepsilon} \right) \cdot B^2 \) | \( \mathcal{O} \left( \kappa + \frac{\sigma_d^2}{\mu \varepsilon^2} \right) \) |
| Local SGD     | \( \mathcal{O} \left( \frac{1}{\varepsilon} + \frac{\sigma^2}{\mu \varepsilon^2} + \sqrt{\frac{L(\zeta + \sigma / \sqrt{E})}{\varepsilon^2}} \right) \cdot B^2 \) | \( \mathcal{O} \left( \kappa + \frac{\sigma^2}{\mu \varepsilon^2} + \frac{\sqrt{L(\zeta + \sigma / \sqrt{E})}}{\mu^2 \varepsilon^2} \right) \) |
| Corollary 6.1 | \( \mathcal{O} \left( \frac{1}{\varepsilon} + \frac{\sigma^2}{\mu \varepsilon^2} + \frac{1}{E} \right) \cdot B^2 \) | \( \mathcal{O} \left( \kappa + \frac{\sigma^2}{\mu \varepsilon^2} \right) \) |
| SCAFFOLD [29] | \( \mathcal{O} \left( \frac{mF}{\varepsilon^2} \right) \) | \( \mathcal{O} \left( \kappa + \frac{\sigma^2}{\mu \varepsilon^2} \right) \) |
| Corollary 6.2 | \( \mathcal{O} \left( \frac{mF}{\varepsilon^2} + \frac{mF}{\varepsilon^2} \right) \) | \( \mathcal{O} \left( \max \left\{ \kappa, \frac{m}{E} \right\} \right) \) |
| Local ASVRG   | \( \mathcal{O} \left( \frac{mF}{\varepsilon^2} + \frac{mF}{\varepsilon^2} \right) \) | \( \mathcal{O} \left( \max \left\{ \frac{m}{E}, \sqrt{\frac{m}{E}} \right\} + \frac{\kappa^2}{2} \left( 1 - \frac{1}{E^2} \right) \right) \) |

Table 2: Communication complexity of different algorithms, defined as the required number of communications to achieve an \( \varepsilon \)-suboptimal solution (i.e., \( \mathbb{E} [F(\hat{y}) - F(\hat{x}^*)] \leq \varepsilon \) where \( F(\cdot) = \frac{1}{n} \sum_{k=1}^n f_k(\cdot) \)). \( L \) is the maximum smoothness modulus among all \( f_k \)'s and \( \mu \) is the minimum modulus for strong convexity among all \( f_k \)'s, and \( \kappa = \frac{1}{\varepsilon} \) is the condition number. \( B^2 = \mathbb{E} \|x_0 - \tilde{x}^*\|^2 \) and \( F = \mathbb{E} [F(x_0) - F(\tilde{x}^*)] \). \( E(E \geq 1) \) is the maximum interval between consecutive communications. When \( E = 1 \), we communicate at each iteration. \( \sigma^2 \) is the gradient variance, \( \sigma_d^2 \) is that at the constrained optima, and \( \zeta^2 \) characterizes the degree of data heterogeneity (see Corollary 6.1 for a specific definition).
nice properties, including linearity, non-expansiveness, and orthogonality. Such properties are crucial for deriving convergence theories.

**Proposition 2.1.** Let $P_A$ be the projection onto $\mathcal{R}(A)$ and $P_{A^\perp}$ the projection onto $\mathcal{R}(A^\perp)$. Then

1. **Linearity:** $P_A(\alpha x + \beta y) = \alpha P_A(x) + \beta P_A(y)$ for any $x, y \in \mathbb{R}^p$ and $\alpha, \beta \in \mathbb{R}$;

2. **Non-expansiveness:** $\max\{\|P_A(x) - P_A(y)\|, \|P_{A^\perp}(x) - P_{A^\perp}(y)\|\} \leq \|x - y\|$ for any $x, y \in \mathbb{R}^p$;

3. **Orthogonality:** any $x \in \mathbb{R}^p$ can be decomposed uniquely into $x = u + v$ where $u = P_A(x)$ and $v = P_{A^\perp}(x)$ satisfying $\langle u, v \rangle = 0$.

We assume that $F(\cdot)$ is well behaved, namely smoothness and (strong) convexity. Such an assumption is quite common in the machine learning literature [50, 12, 22, 41]. For example, we consider the finite sum minimization problem where $F(x)$ has a finite sum structure [47]. In particular, $F(x) = \frac{1}{N} \sum_{i=1}^{N} \ell(x, \xi_i)$ where $N$ is the number of total samples, and $\xi$ denotes the uniform distribution on the collected training samples $\{\xi_i\}_{i=1}^{N}$ (that is also the empirical distribution of $\mathcal{D}$, according to which $\{\xi_i\}_{i=1}^{N}$ is i.i.d. sampled). Then Assumption 2.1 requires $F(x; \xi) = \ell(x, \xi)$ to be smooth in $x$ for any collected samples, while Assumption 2.2 requires the finite sum function $F(x) = \frac{1}{N} \sum_{i=1}^{N} \ell(x, \xi_i)$ to be (strongly) convex in $x$.

**Assumption 2.1 (Smoothness).** For (4), we that assume $F(x)$ is $L$-smooth convex, i.e.,

$$\|\nabla F(y; \xi) - \nabla F(x; \xi)\| \leq L\|x - y\|, \forall x, y \in \mathbb{R}^p$$

**Assumption 2.2 (Convexity).** For (4), we assume that $F(x)$ is $\mu$-strongly convex ($\mu \geq 0$), i.e.,

$$F(y) - F(x) \geq \langle \nabla F(x), y - x \rangle + \frac{\mu}{2}\|y - x\|^2, \forall x, y \in \mathbb{R}^p.$$

**Corollary 2.1.** Let Assumption 2.2 hold with $\mu > 0$. Then the solution of (6) is unique (denoted $\tilde{x}^\ast$). Moreover, we have $P_{A^\perp}(\nabla F(\tilde{x}^\ast)) = 0$.

We focus on solving (6) from the primal perspective where the constraint is enforced in a separate step by projecting onto the constraint space. The most natural approach is the projected (stochastic) gradient-based algorithm that alternates between one step of (stochastic) gradient descent and one step of projection. [50] used the technique of gradient mapping to analyze such an algorithm. However, projection is often expensive and time-consuming to manipulate. For example, as we discussed in the introduction, as the counterpart of projection in distributed optimization, communication is often the bottleneck of distributed optimization and should be reduced as much as possible. In this paper, we would reduce the number of projections rather than reduce computation. Motivated by Local SGD [10, 66, 28, 30, 74, 73], which is a distributed algorithm that alternates between multiple steps of SGD and one step of communication, we try to reduce the frequency of projection when solving (4) and propose Delayed Projected SGD (see Algorithm 2).

### 3 Delayed Projected SGD for Linearly Constrained Problems

We first analyze the novel algorithm named Delayed Projected SGD (DP-SGD) for LCPs (6). We will also show how to derive convergence results for methods using delayed projection techniques in a unified way, the procedure going through all our analysis. This theoretical framework makes theoretical analysis easier and cleaner and sheds light on the design of new algorithms.
Algorithm 2 Delayed Projected SGD (DP-SGD)

**Input:** function $F$, initial point $x_0$, step size $\eta_t$, projection set $\mathcal{I}_T$ with gap($\mathcal{I}_T$) = $E(E \geq 1)$.

for $t = 1$ to $T$ do
    $x_t = x_{t-1} - \eta_{t-1} \nabla F(x_{t-1}; \xi_{t-1})$  # $\xi_{t-1}$ is the selected random sample
    if $t \in \mathcal{I}_T$ then
        $x_t \leftarrow P_{A^\perp}(x_t)$  # project $x_t$ into $\mathcal{R}(A^\perp)$ and make it satisfy the linear constraints.
    end if
end for

$\hat{y} \leftarrow P_{A^\perp}(\frac{1}{W_T} \sum_{j=0}^{T-1} (1 - \mu \eta)^{T-j-1} x_j)$ where $W_T = \sum_{j=0}^{T-1} (1 - \mu \eta)^{T-j-1}$.

Return: $\hat{y}$.

### 3.1 The Algorithm

DP-SGD (Algorithm 2) shares the same philosophy of Local SGD, which is to reduce the frequency of projection (or, equivalently, communication, in the context of distributed optimization). Let $T$ be the number of total iterations. Let $\mathcal{I}_T$, a subset of $[T] := \{1, \cdots, T\}$, index the iterations that perform a projection and the cardinality $|\mathcal{I}_T|$ denotes the total number of projections. If $\mathcal{I}_T = \{T\}$, projection happens at every iteration, and DP-SGD degenerates into projected SGD. To quantify the frequency of projection, we define the gap of $\mathcal{I}_T$ as the largest interval between two consecutive elements in $\mathcal{I}_T$ when we sort all elements in a decrease order and denote it by gap($\mathcal{I}_T$). Hence, gap($\mathcal{I}_T$) = 1 characterizes the case of $\mathcal{I}_T = \{T\}$.

### 3.2 Convergence Analysis

In this section, we provide convergence guarantees for Algorithm 2 that produces the optimum parameter for affine constrained optimization problems. We give an outline of our analysis for a glance. We first decompose the iterate $x_t$ into two components $x_t = y_t + z_t$ where $y_t = P_{A^\perp}(x_t)$ and $z_t = P_A(x_t)$. From Proposition 2.1 $y_t$ is orthogonal to $z_t$. Then we derive one-step descent analysis for the separate two iterates $E\|y_t - \bar{x}^*\|^2$ and $E\|z_t\|^2$. We concatenate them together and denote by $L_t = (E\|y_t - \bar{x}^*\|^2, E\|z_t\|^2)^T$. We formulate an error propagation that depicts how $L_{t+1}$ evolves with $L_t$ and other factors (like gradients variance and residual terms), by which and using a standard recursion argument, we give convergence analysis for DP-SGD. This analysis procedure goes through all of our analyses.

**Assumption 3.1** (Bounded variance at the optimum). Let $\bar{x}^* = \arg\min_{x \in \mathcal{R}(A^\perp)} F(x)$, and then define $\sigma_{A^\perp}^2 = E\|P_{A^\perp}(\nabla F(\bar{x}^*; \xi))\|^2$ and $\sigma_A^2 = E\|P_A(\nabla F(\bar{x}^*; \xi))\|^2$.

**Remark 3.1.** $\sigma_{A^\perp}^2$ can be rewritten as $\sigma_{A^\perp}^2 = E\|P_{A^\perp}(\nabla F(\bar{x}^*; \xi) - \nabla F(\bar{x}^*))\|^2$, which measures the stochastic gradient variance of $F(\cdot; \xi)$ within the space $\mathcal{R}(A^\perp)$ at the constrained optimum $\bar{x}^*$.

**Lemma 3.1.** Under Assumptions 2.1, 2.2 and 3.1 letting $y_t = P_{A^\perp}(x_t)$ be the projection onto $\mathcal{R}(A^\perp)$ and $z_t = P_A(x_t)$ the projection onto $\mathcal{R}(A)$, and if $\eta_t \leq 1/(4T)$, we have

$$E\|y_{t+1} - \bar{x}^*\|^2 \leq (1 - \mu \eta_t)E\|y_t - \bar{x}^*\|^2 - \eta_t E[F(y_t) - F(\bar{x}^*)] + 3\eta_t^2 \sigma_{A^\perp}^2 + 2L\eta_t E\|z_t\|^2. \quad (7)$$

In Lemma 3.1 we show that $y_{t+1}$, the projection on $\mathcal{R}(A^\perp)$ of one step of SGD from $x_t$, behaves similarly to traditional SGD. This makes sense; since as long as $\nabla F(x_t)$ has a non-trivial component
on \(\mathcal{R}(\mathbf{A}^\perp)\), \(y_t\) could make use of that to move further towards \(\tilde{x}^*\). However, due to the decayed projection, typically \(\nabla F(x_t)\) also has a non-trivial component on \(\mathcal{R}(\mathbf{A})\) that pushes \(x_t\) to go beyond \(\mathcal{R}(\mathbf{A}^\perp)\). Hence, one step descent of \(y_t\) also depends on the value of \(z_t\), the projection of \(x_t\) on \(\mathcal{R}(\mathbf{A})\). The larger \(\mathbb{E}\|z_t\|^2\), the smaller decent \(y_t\) would make, because \(\mathbb{E}\|z_t\|^2\) measures the difference between \(\nabla F(x_t)\) and \(\nabla F(y_t)\) (due to the smoothness assumption). When \(\mathbb{E}\|z_t\|^2\) vanishes, Eq. (7) recovers the result of one-step descent of projected gradient descent. Next, we are going to bound \(\mathbb{E}\|z_t\|^2\) that is typically non-zero. To warm up, we first make an idealized assumption that \(\nabla F(x) \in \mathcal{R}(\mathbf{A}^\perp)\) uniformly over \(x \in \mathcal{R}(\mathbf{A}^\perp)\) and remove this assumption to derive similar bounds on \(\mathbb{E}\|z_t\|^2\).

**Assumption 3.2** (Almost unconstrained gradients). Assume that the expected gradient on any element of \(\mathcal{R}(\mathbf{A}^\perp)\) is always in \(\mathcal{R}(\mathbf{A}^\perp)\). Thus we have \(\mathcal{P}_\mathbf{A}(\nabla F(x)) = 0\) for all \(x \in \mathcal{R}(\mathbf{A}^\perp)\).

Assumption 3.2 means that gradients descent is closed under the constraint space in expectation; once the algorithm reaches a feasible point \(x_{t_0}\) in \(\mathcal{R}(\mathbf{A}^\perp)\), the next iterate \(x_{t_0+1}\) produced by one step of expected gradient descent is not going to violate the constraint, implying \(x_{t_0+1} = x_{t_0} - \eta_t \nabla F(x_{t_0}) \in \mathcal{R}(\mathbf{A}^\perp)\) still holds. Then we easily find that all the following iterates \(\{x_t\}_{t \geq t_0}\) are feasible. This gives an illusion that the linear-equation constraint disappears, where the so-called almost-unconstrained-gradient name comes from. However, such an ideal case is not practical, because we often make use of stochastic gradients rather than expected gradients. Randomness inherent in stochastic gradients is going to provoke violation of linear constraints. Assumption 3.2 simplifies the situation: such deviation is purely caused by randomness. Once the almost-unconstrained-gradient assumption fails, an additional factor \(\mathcal{P}_\mathbf{A}(\nabla F(x))\) will also affect the generation of iterates; it will complicate the situation and deteriorate the convergence.

**Remark 3.2.** If both Assumptions 2.2 and 3.2 hold, we know that \(\nabla F(\tilde{x}^*) = 0\) because \(\nabla F(\tilde{x}^*) = \mathcal{P}_\mathbf{A}(\nabla F(\tilde{x}^*)) + \mathcal{P}_\mathbf{A}^\perp(\nabla F(\tilde{x}^*)) = 0\). It means \(\arg\min_{x \in \mathbb{R}^n} F(x) = \arg\min_{x \in \mathcal{R}(\mathbf{A}^\perp)} F(x)\).

**Lemma 3.2.** Under Assumptions 2.1, 2.2, 3.1 and 3.2 and if \(\eta_t \leq \frac{1}{2T}\), we have

\[
\mathbb{E}\|z_{t+1}\|^2 \leq (1-\mu\eta_t)\mathbb{E}\|z_t\|^2 + 2\eta_t\mathbb{E}[F(y_t) - F(\tilde{x}^*)] + 2\eta_t^2\sigma_L^2.
\]

Without Assumptions 3.2 if \(\eta_t \leq \frac{1}{L(2E+3)}\) and gap(\(T_t\)) \(\leq E\), then (8) becomes

\[
\mathbb{E}\|z_{t+1}\|^2 \leq \left(1-\mu\eta_t + \frac{1-\mu\eta_t}{E} + L\eta_t\right)\mathbb{E}\|z_t\|^2 + 2\eta_t\mathbb{E}[F(y_t) - F(\tilde{x}^*)] + 3\eta_t^2 \left[\sigma_L^2 + E\|\nabla F(\tilde{x}^*)\|^2\right].
\]

Lemma 3.2 shows that \(\mathbb{E}\|z_{t+1}\|^2\) behaves differently from \(\mathbb{E}\|y_{t+1} - \tilde{x}^*\|^2\). Essentially, we expect \(\mathbb{E}\|y_{t+1} - \tilde{x}^*\|^2\) decreases with \(t\) because the negative term \(-\eta_t\mathbb{E}[F(y_t) - F(\tilde{x}^*)]\) always decays the right hand side of Eq. (7). Instead, \(\eta_t\mathbb{E}[F(y_t) - F(\tilde{x}^*)]\) that appears on the right hand side of Eq. (8) is positive and loses the bound, indicating \(\mathbb{E}\|z_{t+1}\|^2\) is gradually increasing in \(t\). Latter on, we will illustrate this with a simple example. Assumption 3.2 affects the relative magnitudes of \(\mathbb{E}\|z_{t+1}\|^2\) with respect to \(\mathbb{E}\|z_t\|^2\). When the gradient is almost unconstrained, \(\mathbb{E}\|z_{t+1}\|^2\) shrinks \(\mathbb{E}\|z_t\|^2\) by a factor of \((1 - \mu\eta_t)\) and then suffers an additive error \(O(\eta_t\mathbb{E}[F(y_t) - F(\tilde{x}^*)]) + \eta_t^2\sigma_L^2\). By contrast, when the almost-unconstrained-gradient assumption disappears, \(\mathbb{E}\|z_{t+1}\|^2\) enlarges \(\mathbb{E}\|z_t\|^2\) by a factor of \((1 + \frac{1}{E} - \mu\eta_t + 3L\eta_t)\) and then suffers a larger additive error \(O(\eta_t\mathbb{E}[F(y_t) - F(\tilde{x}^*)]) + \eta_t^2 \left[\sigma_L^2 + \|\nabla F(\tilde{x}^*)\|^2\right]\). Indeed, when \(\nabla F(\tilde{x}^*) = \mathcal{P}_\mathbf{A}(\nabla F(\tilde{x}^*)) \neq 0\), \(x_t\) always moves away from \(\tilde{x}^*\) because \(\mathcal{P}_\mathbf{A}(\nabla F(x_t)) \neq 0\) even if \(x_t\) is quite close to \(\tilde{x}^*\), implying \(\mathbb{E}\|z_t\|^2\) accumulates faster.
The residual error, though with a positive dependence on the projection interval $E$, still forms like a variance. To remove the dependence, we are motivated to use variance reduction methods \cite{27, 5, 22}.

4 Removing Residual Errors via Variance Reduction

The residual error, though with a positive dependence on the projection interval $E$, still forms like a variance. To remove the dependence, we are motivated to use variance reduction methods \cite{27, 5, 22}.

4.1 Delayed Projected SVRG

Delayed projected SVRG (DP-SVRG), shown in Algorithm 3, is divided into $S$ epochs, each consisting of $m$ inner iterations. Like Algorithm 2, we call a projection only when $t + 1 \in \mathcal{I}_m$ where $\mathcal{I}_m$ is the
projection set with gap \( \mathcal{I}_m = E \). Typically, we can use \( \mathcal{I}_m^0 = \{0, E, 2E, \cdots \} \cap [m] \) that means we call a projection after every \( E(E \geq 1) \) inner iterations are finished.

There are several important features that should be highlighted. First, the stochastic gradient makes use of control variate that is known as the main ingredient for variance reduction. The gradient \( \mathbf{g}_t^s = \nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s) + \mathcal{P}_{A^\perp}(\nabla F(\bar{x}_s)) \) consists of two parts: (i) the stochastic part \( \nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s) \) is projection-free, and the randomness mainly comes from a randomly generated sample \( \xi_t^s \) and (ii) the deterministic part \( \mathcal{P}_{A^\perp}(\nabla F(\bar{x}_s)) \) is evaluated at \( \bar{x}_s \) at the beginning of an epoch, which is the counterpart of the full gradient if we consider finite-sum minimization.

Second, the gradient \( \mathbf{g}_t^s \) is not an unbiased estimator for \( \mathcal{P}_{A^\perp}(\nabla F(x_t^s)) \) and even may not lie within \( \mathcal{R}(A^\perp) \). It implies in expectation the updated iterate \( x_t^s = \eta_t^s \mathbf{g}_t^s \) may violate the affine constraint. However, the algorithm has two mechanisms to ensure convergence even with biased inner updates. The most obvious one is we force the feasibility by delayed projections and repeated restarts. For one thing, we call a projection at an interval no more than \( E \) iterations to remove the infeasible part of \( x_{t+1}^s \) (i.e., \( \mathcal{P}_A(x_{t+1}^s) \)). For another thing, we set the starting vector \( x_0^{s+1} \) as the projected ending vector of the previous stage \( \mathcal{P}_{A^\perp}(x_m^s) \). The second one is implicit in our theory; that is we set a sufficiently small step size, typically \( \eta_t^s = \Theta \left( \frac{1}{T} \right) \). In this way, the effect of multiple inner loops between two consecutive projections is similar to one step feasible update with a larger step size, which is very important to convergence.

Third, the snapshot \( \bar{x}_{t+1}^s \) is a projected weighted average of \( \{x_t^s\}_{t=0}^{E-1} \) in the most recent stage. The projection ensures \( \bar{x}_{t+1}^s \) is feasible (i.e., in \( \mathcal{R}(A^\perp) \)) and is invoked after the weighted average is computed. When \( \mu > 0 \), the weight decreases geometrically with \( t \), implying more recent iterate has a larger weight and thus is much more important. When \( \mu = 0 \), the geometrically weighted average is reduced to a simple average, the latter having been used by many previous algorithms and shown to work well in practice \( [27, 76, 5, 62] \).

Finally, the output \( \hat{y} \) is a weighted average of all snapshots \( \{\bar{x}_s\}_{s=1}^S \). Noting the structure of snapshot points, we have \( \hat{y} = \mathcal{P}_{A^\perp}(\frac{1}{W_T} \sum_{j=0}^{T-1} (1 - \mu \eta)T-j-1 x_j) \) where \( W_T = \sum_{j=0}^{T-1} (1 - \mu \eta)^{T-j-1} \).

### 4.2 Convergence Analysis

**Theorem 4.1.** Assume Assumptions \([2.1] \) and \([2.2] \) hold. Let \( y_0 = \mathcal{P}_{A^\perp}(x_0), \Delta^2 = \mathbb{E} \|y_0 - \bar{x}^*\|^2 \) and \( T = mS \). Run Algorithm 3 for \( S \) stages, each stage has \( m \) inner loops and performs projections at \( \mathcal{I}_m \) with gap \( E \). By choosing an appropriate constant step size \( \eta_t^s = \eta = \Theta \left( \frac{1}{T} \right) \), for the convex case (\( \mu = 0 \)),

\[
\mathbb{E} [F(\hat{y}) - F(\bar{x}^*)] = O \left( \frac{LE \Delta^2}{T} + \frac{\mathbb{E}[F(y_0) - F(\bar{x}^*)]}{S} \right).
\]

and for the strongly convex case (\( \mu > 0 \)),

\[
\mathbb{E} [F(\hat{y}) - F(\bar{x}^*)] \leq O \left( \left[ LE \Delta^2 + \mathbb{E}[F(y_0) - F(\bar{x}^*)] \right] \cdot \exp \left( -\Theta \left( \frac{T}{\max\{\kappa E, m\}} \right) \right) \right)
\]

where \( \kappa = \frac{L}{\mu} \) is the condition number.

Note that \( \mathbb{E}[F(y_0) - F(\bar{x}^*)] = O(L \Delta^2) \). By comparing the convergence bounds (13) and (14) with those for DP-SGD \([10] \) and \([11] \), we find the biggest difference is that both the statistical error

\[\text{Here we don’t consider the minibatch setting for simplicity where multiple samples are used to form stochastic gradients. Besides, it is quite easy to extend our result to that setting.}\]
Algorithm 3 Delayed Projected SVRG (DP-SVRG)

**Input:** function $F$, initial point $x_0$ (and let $\tilde{x}_0 = x_0^0 = P_{A^\perp}(x_0)$), step size $\eta_t$, stage number $S$, loop iteration $m$, projection set $I_m \subset [m]$ with $\text{gap}(I_m) = E(E \geq 1)$.

for $s = 0$ to $S - 1$ do
    $\tilde{h}_s \leftarrow P_{A^\perp}(\nabla F(\tilde{x}_s))$
    for $t = 0$ to $m - 1$ do
        $g_t^s \leftarrow \nabla F(x_t^s; \xi_t^s) - \nabla F(\tilde{x}_s; \xi_t^s) + \tilde{h}_s$ with $\xi_t^s$ sampled independently
        $x_{t+1}^s \leftarrow x_t^s - \eta_t g_t^s$
        if $(t + 1) \in I_m$ then
            $x_{t+1}^s \leftarrow P_{A^\perp}(x_{t+1}^s)$  # project $x_{t+1}^s$ into $\mathcal{R}(A^\perp)$ and make it satisfy the linear constraints.
        end if
    end for
    $x_0^{s+1} \leftarrow P_{A^\perp}(x_s^m)$, $\tilde{x}_{s+1} \leftarrow P_{A^\perp}(\sum_{i=0}^{m-1} (1 - \mu \eta)^i x_{m-i}^{s-1}) / \sum_{j=0}^{m-1} (1 - \mu \eta)^j$
end for

If $\mu = 0$, $y \leftarrow \frac{1}{S} \sum_{s=1}^{S} \tilde{x}_s$; otherwise $y \leftarrow \tilde{x}_S$.

Return: $y$.

and residual error are eliminated. The statistical error is eliminated as expected due to the control variates we use. Indeed, when the iterates approach the optimum, the difference between $x_t^s$ and $\tilde{x}_s$ is on the decline, implying the fluctuation caused by random samples is diminishing. The control variates also account for the disappearance of residual errors. When the algorithm starts to converge, the gradient $g_t^s = \nabla F(x_t^s; \xi_t^s) - \nabla F(\tilde{x}_s; \xi_t^s) + P_{A^\perp}(\nabla F(\tilde{x}_s))$ would be dominated by $P_{A^\perp}(\nabla F(\tilde{x}_s))$ and thus how $\tilde{x}_s$ converges determines the performance of the algorithm. The fact that $\tilde{x}_s$ is always feasible (i.e., in $\mathcal{R}(A^\perp)$) and is always closer to $\tilde{x}^*$ than its prior iterate $\tilde{x}_{s-1}$ (see Lemma D.4 in the appendix) explains the whole story.

As a result, DP-SVRG achieves a convergence rate of $O(\frac{1}{S})$ for generally convex functions and of $O(\exp(-c \min \{\frac{m}{m^*} - 1\} \cdot S))$ for strongly convex functions. These are the same rates on $S$ achieved by gradient descent under these assumptions [50], and are much faster than the $O(\frac{1}{\sqrt{mS}})$ and $O(\frac{1}{mS})$ rate of DP-SGD in the corresponding settings.

Finally, let us compare DP-SVRG with another competitive baseline method, Proximal SVRG [70] (P-SVRG) thoroughly. They are comparable for two reasons. First, when we set the regularization function as $h(x) = 1_{x \in \mathcal{R}(A^\perp)} = \infty$ if $x \notin \mathcal{R}(A^\perp)$ otherwise $= 0$ for P-SVRG, it is also able to solve LCPs. Second, P-SVRG also uses a multi-stage scheme to progressively reduce the variance of the stochastic gradient. The biggest difference between P-SVRG and our DP-SVRG is how each projection is performed. P-SVRG performs immediate projections; it calls a projection right after each gradient descent, so it uses feasible stochastic gradients (i.e., $P_{A^\perp}(g_t^s)$) each step. DP-SVRG performs amortized projections or delayed projections; it performs several non-feasible stochastic gradients (i.e., $g_t^s \notin \mathcal{R}(A^\perp)$ generally) and then rectifies the bias periodically.

Let $F(x) = \frac{1}{N} \sum_{i=1}^{N} F(x; \xi_i)$ be the empirical form of $f$, where $\{\xi_i\}_{i=1}^{N}$ is generated independently and $N$ is the training dataset size. We investigate four kinds of complexity for P-SVRG and DP-SVRG (see the following definition), and show the results in Table 3.

**Definition 4.1.** In the process of obtaining an $\varepsilon$-optimal solution, four complexities are taken into account to evaluate the optimization efficiency of considered algorithms, namely

1. iteration complexity ($\mathbb{T}$): how many inner iterations are used;
Table 3: Compare P-SVRG and DP-SVRG with $I_0$ in four aspects under the strongly convex setting. P-SVRG is a special case of DP-SVRG when $m = \kappa$ and $E = 1$. We use $T, S, P, G$ to stand for the four complexities (see Definition 4.1). We give their relations in the brackets of the first column. $N$ is the number of total samples.

2. stage complexity ($S$): how many stages are used;

3. projection complexity ($P$): how many projections are performed;

4. gradient complexity ($G$): how many stochastic gradient computations are used.

For simplicity, we assume $I_0 = \{0, E, 2E, \cdots\} \cap [m]$ is used. As discussed, P-SVRG is a special case of DP-SVRG when $E = 1$ and $m = \kappa$. Thus, we can derive convergence analysis for P-SVRG by letting $E = 1$ and $m = \kappa$ in bounded (13) and (14), which give the results for the second column of Table 3, which is consistent with previous analysis [27]. It is worth to mention that our result gives a unified analysis for P-SVRG under both generally convex and strongly convex cases. Previous works do that mainly by designing new algorithms [59, 16, 5] or using reduction methods [76, 4]. Besides, our analysis allows $E$ and $m$ to vary, illustrating the flexibility and expansibility of our analysis.

From Table 3, if we set $m = N$ for DP-SVRG, its projection complexity becomes $\tilde{O}(\max\{\kappa, N/E\})$. When $\kappa \leq N/E$, i.e., the case of big data scenario, the projection complexity decreases as $E$ increases, which can be verified by our experiments. If we set $m = \kappa$ for DP-SVRG, then its iteration complexity, stage complexity, and gradient complexity are all $E$ times larger than those of P-SVRG, while its projection complexity remains unchanged. It indicates that delayed projections seem not so useful for variance reduced methods, at least for P-SVRG. Recall that delayed projection is quite useful in stochastic optimization where gradient variances are often the bottleneck of optimization. It is unknown and quite interesting to see whether delayed projection technique combined with the variance reduced technique could better trade-off the four complexities or improve the projection complexity. We explore the question in the next section.

5 Accelerating Delayed Projected Methods

5.1 Accelerated Delayed Projected SVRG

Accelerating stochastic gradient methods was a hot topic in literatures [45, 69, 41]. For deterministic optimization, [50] proposed his accelerated gradient descent (AGD) for convex optimization that
Algorithm 4 Delayed Projected Accelerated SVRG (DP-ASVRG)

**Input:** function $F$, initial point $x_0$ (and $\tilde{x}_0 = u_0^0 = x_0^0 = P_{A^\perp}(x_0)$), stage number $S$, loop iteration $m$, projection set $I_m \subset [m]$ with $\text{gap}(I_m) = E(1 \leq E \leq m)$, (sufficiently small) step size $\eta$, $\delta = 9(E^2 - 1)\eta^2 L^2 \in [0, 1)$.

**An auxiliary sequence:** If $\mu > 0$, $\theta_s = \theta = 2\delta + \sqrt{4\delta^2 + 4\eta \mu m} \in (2\delta, 1 + \delta)$ for all $s \geq 0$.

If $\mu = 0$, let $\theta_0 = 1 - \frac{2\eta L}{1 - \eta}$ and $\theta_s + 1 = \sqrt{\frac{1 + 2\delta \theta_s^2}{1 - \delta} + \frac{\theta_s^2}{4(1 - \delta)^2} - \frac{\theta_s^2}{2(1 - \delta)}}$.

for $s = 0$ to $S - 1$ do

$\bar{h}_s \leftarrow P_{A^\perp}(\nabla F(\bar{x}_s))$

for $t = 0$ to $m - 1$ do

$g_t^s \leftarrow \nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s) + \bar{h}_s$ with $\xi_t^s$ sampled independently.

$u_{t+1}^s \leftarrow u_t^s - \frac{\eta}{\theta_s} \cdot g_t^s$

$x_{t+1}^s \leftarrow \bar{x}_s + \theta_s(u_{t+1}^s - \bar{x}_s)$

if $(t + 1) \in I_m$ then

$x_{t+1}^s \leftarrow P_{A^\perp}(x_{t+1}^s)$, $u_{t+1}^s \leftarrow P_{A^\perp}(u_{t+1}^s)$

end if

end for

$u_{0+1}^s \leftarrow P_{A^\perp}(u_m^s)$, $\bar{x}_{s+1} \leftarrow P_{A^\perp}(\frac{1}{m} \sum_{i=1}^m x_i^s)$, $x_0^{s+1} \leftarrow \bar{x}_{s+1}$

end for

If $\mu > 0$, $\hat{y} \leftarrow \frac{1}{S} \sum_{s=1}^S \bar{x}_s$; otherwise $\hat{y} \leftarrow \bar{x}_S$.

Return: $\hat{y}$.

respectively achieves $O\left(\frac{1}{\sqrt{s}}\right)$ and $O\left(\sqrt{s} \ln \frac{1}{\delta}\right)$ under generally convex and strongly convex smooth problems. For stochastic optimization, using the variance reduction method, [2] proposed the first truly accelerated stochastic algorithm, named Katyusha. Many other papers also work on that topic [52, 61]. To accelerate Algorithm [3] we borrow the acceleration technique proposed in [61], which is much simpler than other stochastic acceleration momentum [2, 3]. We summarize the algorithm in Algorithm [4] It is quite similar to P-ASVRG [61] except for the following features.

First, as discussed in the description of DP-SVRG, we also use delayed projections here, which results (possibly) biased updates between two consecutive projection iterations. As a remedy, $\text{gap}(I_m) = E$ limits the growth rate of residual errors caused by infrequent projections.

Second, we maintain two sequences $\{x_t^s\}$ and $\{u_t^s\}$, and always initialize them by $u_{0+1}^s \leftarrow P_{A^\perp}(u_m^s)$ and $x_0^{s+1} \leftarrow \bar{x}_{s+1}$ at the beginning of each stage to ensure constraint feasibility, no matter whether $\mu > 0$ or not.

Finally, the only momentum parameter $\theta_s$ in the algorithm is tuned more carefully, since we need to control the residual error. Let $\delta = 9(E^2 - 1)\eta^2 L^2$ and we will choose the learning rate $\eta$ sufficiently small such that $\delta \in (0, 1)$. Under the strongly convex case ($\mu > 0$), we set all $\theta_s$ as a constant $\theta = 2\delta + \sqrt{4\delta^2 + 4\eta \mu m} \in (2\delta, 1 + \delta)$. Under the generally convex case ($\mu = 0$), we define the sequence $\{\theta_s\}$ recursively: let $\theta_0 = 1 - \frac{2\eta L}{1 - \eta} \in (2\delta, 1 + \delta)$ and $\theta_{s+1} = \sqrt{\frac{1 + 2\delta \theta_s^2}{1 - \delta} + \frac{\theta_s^2}{4(1 - \delta)^2} - \frac{\theta_s^2}{2(1 - \delta)}}$. Note that $\theta_{s+1}$ is the positive root of $\frac{1 - \theta_{s+1} + \delta}{1 - \delta} \cdot \frac{1}{\theta_{s+1}} = \frac{1}{\theta_s^2}$. When $\delta = 0$, the second-order equation is reduced to $\frac{1 - \theta_{s+1}}{\theta_{s+1}^2} = \frac{1}{\theta_s^2}$, which is crucial for the acceleration methods that aim to solve convex but not strongly convex smooth problems [50, 52, 39]. The reason why we incorporate $\delta$ in the second-order equation is to control the residual error.
Theorem 5.1 (Strongly convex case). Assume Assumption 2.1 and 2.2 hold and let $\mathbf{y}_0 = P_{\mathbb{A}^\perp}(\mathbf{x}_0)$ and $\Delta^2 = \mathbb{E}\|\mathbf{y}_0 - \mathbf{x}_*\|^2$. For strongly convex case ($\mu > 0$), run Algorithm 4 for $S$ stages and each stage has $m$ iterations with projection set as $\mathcal{I}_m$ where gap$(\mathcal{I}_m) = E$ (so $m \geq E$). By choosing an appropriate constant step size $\eta = \Theta\left(\frac{1}{L\kappa \epsilon}\right)$, when

$$S = O\left(\max\left\{1, \sqrt{\frac{\kappa E}{m}}\right\} + \kappa^{\frac{1}{2}} \sqrt{\frac{E^2 - 1}{m^2}}\right),$$

with $\kappa = \frac{L}{\mu}$ the condition number, we have

$$\mathbb{E}\left[F(\hat{\mathbf{y}}) - F(\mathbf{x}_*)\right] \leq \frac{1}{2} \cdot \mathbb{E}\left[F(\mathbf{y}_0) - F(\mathbf{x}_*)\right].$$

Corollary 5.1. Under the setting of Theorem 5.1, in order to obtain an $\epsilon$-suboptimal solution (i.e., $\mathbb{E}\left[F(\hat{\mathbf{y}}) - F(\mathbf{x}_*)\right] \leq \epsilon$), we can restart Algorithm 4 with $T_0^0$ for $\log_2\left(\frac{\mathbb{E}[F(\mathbf{y}_0) - F(\mathbf{x}_*)]}{\epsilon}\right)$ times. So the stage complexity is

$$S = O\left(\max\left\{1, \sqrt{\frac{\kappa E}{m}}\right\} + \kappa^{\frac{1}{2}} \sqrt{\frac{E^2 - 1}{m^2}}\right) \ln \frac{\mathbb{E}\left[F(\mathbf{y}_0) - F(\mathbf{x}_*)\right]}{\epsilon}.$$

As a result, its iteration complexity is $T = mS = O\left(\max\left\{m, \sqrt{m\kappa E}\right\} + \kappa^{\frac{1}{2}} (E^2 - 1)^{\frac{1}{2}} m^{\frac{1}{2}}\right)$, projection complexity is $P = S + \frac{T}{E} = O\left(\max\left\{\frac{m}{E}, \sqrt{\frac{mE}{E}}\right\} + \kappa^{\frac{3}{2}} (1 - \frac{1}{E^2})^{\frac{1}{2}} \left(\frac{m}{E}\right)^{\frac{1}{2}}\right)$, and gradient complexity
is $G = \tilde{O} \left( \max \left\{ 1, \sqrt{\frac{\kappa E}{m}} \right\} + \kappa \frac{2}{3} \sqrt{\frac{E^2 - 1}{m^2}} \right) \cdot (m + N)$, where $\tilde{O}(\cdot)$ omits a factor of $\ln \frac{E}{F(y_0) - F(\tilde{x}^*)}$ for simplicity.

When $E$ and $m$ are set correspondingly, DP-ASVRG is reduced to many previous algorithms (with slight differences). Our theorem not only allows $E$ and $m$ to vary, but also recovers previous analysis for those reduced algorithms (see Table 4). There are some interesting observations:

- When $m = N$ and $E = 1$, DP-ASVRG is reduced to P-ASVRG. Its projection complexity and iteration complexity are the same since a projection is performed at each iteration. Its gradient complexity is optimal in the sense that it achieves the lower bound on the number of gradient oracle accesses needed to find an $\varepsilon$-suboptimal solution [75]. There are other works trying to accelerate SVRG in other ways. For example, [52] propose accelerated proximal SVRG that uses Nesterov’s acceleration method and shows that with an appropriate mini-batch size, it achieves lower overall gradient complexity than proximal SVRG and accelerated proximal gradient descent.

- When $m = E = 1$, DP-ASVRG is reduced to Nesterov Accelerated Gradient (NAG). Setting $p = 0$ in the second column of Table 4, NAG obtains the optimal iteration complexity and better projection complexity (i.e., $\tilde{O}(\sqrt{\kappa})$), however, has the worst gradient complexity (i.e., $\tilde{O}(N\sqrt{\kappa})$).

- When $E > 1$ (which is equivalent to $q < \log_\kappa N$ in the rightest column of Table 4), delayed projections start to involve in optimization. Additionally assuming $m/E = \kappa^p$, its projection complexity increases to $\tilde{O}(\kappa^{\frac{1}{2}(2+p)})$. The achievable smallest projection complexity is $\tilde{O}(\kappa^\frac{2}{3})$, though larger than NAG but much smaller than DP-SVRG. It implies DP-SVRG indeed can be accelerated, with statistical errors eliminated and projection complexity reduced.

- When $N \geq \kappa$ and we set $m = \kappa E = \sqrt{N}\kappa$ (i.e., $p = q = 1$ in the rightest column of Table 4), DP-ASVRG only needs $\tilde{O}(\kappa)$ projections to obtain an $\varepsilon$-suboptimal solution, while P-ASVRG needs $\tilde{O}(N)$ projections, though the two algorithms has a same gradient complexity (i.e., $\tilde{O}(N + \sqrt{N\kappa})$). Hence, it is possible to solve LCPs using projections much less than total iterations, and delayed projection technique will not cancel with variance reduction techniques.

5.3 Analysis for General Convex Objectives

**Theorem 5.2** (Generally convex case). Assume Assumption 2.1 and 2.2 hold and let $y_0 = P_{\mathcal{A}^\perp}(x_0)$ and $\Delta^2 = \mathbb{E}||y_0 - \tilde{x}^*||^2$. For convex case ($\mu = 0$), run Algorithm 3 for $S$ stages and each stage has $m$ iterations with projection set as $\mathcal{I}_m$ where gap($\mathcal{I}_m$) = $E$ (so $m \geq E$). By choosing an appropriate constant step size $\eta = \tilde{\Theta} \left( \frac{1}{E\sqrt{S}} \right)$, we have

$$\mathbb{E} [F(\hat{y}) - F(\tilde{x}^*)] = \tilde{O} \left( \frac{F(x_0) - F(\tilde{x}^*)}{S^2} + \frac{LE\Delta^2}{mS^2} + \frac{\sqrt{E^2 - 1}L\Delta^2}{mS^{1.5}} \right).$$

If $E = 1$, we can safely replace the above $\tilde{O}(\cdot)$ with $O(\cdot)$.
Corollary 5.2. Under the setting of Theorem 5.2 for Algorithm 4 using $T_m^0$ to obtain an $\epsilon$-suboptimal solution (i.e., $E [F(\tilde{y}) - F(\bar{x}^*)] \leq \epsilon$), the stage complexity is

$$S = \tilde{O} \left( \frac{\sqrt{LT}}{\sqrt{\epsilon}} + \frac{3}{m^2} \cdot \frac{L^4 \Delta^4}{\epsilon^3} \right).$$

As a result, its iteration complexity is $T = mS = \tilde{O} \left( m \frac{\sqrt{LT}}{\sqrt{\epsilon}} + (E^2 - 1) \frac{1}{\epsilon^2} \frac{1}{m^2} \frac{L^4 \Delta^4}{\epsilon^3} \right)$, projection complexity is $P = \frac{T}{E} = \tilde{O} \left( m \frac{\sqrt{LT}}{\sqrt{\epsilon}} + (1 - \frac{1}{\epsilon^2}) \frac{1}{m^3} \frac{L^4 \Delta^4}{\epsilon^3} \right)$, and gradient complexity is $G = \tilde{O} \left( m \frac{\sqrt{LT}}{\sqrt{\epsilon}} + (E^2 - 1) \frac{1}{\epsilon^2} \frac{1}{m^2} \frac{L^4 \Delta^4}{\epsilon^3} \right) \cdot (m + N)$, where $\tilde{O}()$ omits a factor of $\ln \frac{1}{\epsilon}$ for simplicity. If $E = 1$, we can safely replace the above $\tilde{O}(\cdot)$ with $O(\cdot)$.

We have the following observations:

- When $m = N$ and $E = 1$, DP-ASVRG is reduced to P-ASVRG that has $O(N \sqrt{\frac{L}{\epsilon}} \Delta)$ projection complexity and $O(N \sqrt{\frac{L}{\epsilon}} \Delta)$ gradient complexity, consistent with previous analysis [61].

- When $E > 1$, DP-SAVRG converges with rate $\tilde{O}(1/S^{1.5})$, much faster than DP-SVRG’s $\tilde{O}(1/S)$, implying acceleration works. However, one can see that DP-ASVRG rate fails to match the best known result in [2, 51, 61] that attains the optimal convergence rate $O(1/S^2)$ due to the residual error.

- We find that DP-ASVRG has advantage over P-ASVRG on projection complexity at the large $N$ regime or low accuracy (large $\epsilon$) regime. For example, when $m = (\frac{L}{\epsilon})^{1/4} \Delta^{1/2} E$, the projection complexity for DP-ASVRG is $\tilde{O}(\frac{L^4 \Delta^4}{\epsilon^3} \Delta^{3/2})$, which will be tremendously smaller than P-ASVRG’s $O(N \sqrt{\frac{L}{\epsilon}} \Delta)$ when $\epsilon \geq \frac{L \Delta^2}{\sqrt{E} N}$. Fortunately, typical machine learning tasks don’t need high accuracy solution. For example, [6] suggests that if $F(\cdot)$ satisfies the Polyak-Lojasiewicz (PL) inequality [55] at the optima, typically $\epsilon = \Theta(1/N)$ is enough for a good generalization.

The best know gradient complexity for generally convex smooth finite sum minimization is $\tilde{O} \left( N + \sqrt{N \frac{L}{\epsilon}} \right)$. As argued by [2, 62], to achieve that lower bound, we can use the adaptive regularization technique proposed in [4] to the original non-strongly convex optimization. In particular, we aim to minimize $F(x) + \frac{\mu t}{2} \|x - x_0\|^2$ with an exponentially decreasing value $\sigma_t$ (e.g., $\sigma_t = \sigma_{t-1}/2$) and we will decrease the value of $\mu$ at an appropriate time until it reaches around $\Theta(\epsilon)$. As a result, we can improve Corollary 5.2 to the following. As a thumb of rule, one can derive Corollary 5.3 by replacing $\mu$ with $\epsilon$ in Corollary 5.1. Hence, the discussion in the last subsection can apply here. For example, when $N \geq \frac{L}{\epsilon}$ and we set $m = \frac{L}{\epsilon} E = \sqrt{N \frac{L}{\epsilon}}$ for DP-ASVRG, DP-ASVRG only needs $\tilde{O} \left( \frac{L}{\epsilon} \right)$ projections to obtain an $\epsilon$-optimal solution, while P-ASVRG needs $\tilde{O} \left( N + \sqrt{N \frac{L}{\epsilon}} \right)$ projections, though the two algorithms has a same gradient complexity.
Corollary 5.3. Under the same condition of Theorem 5.2, in order to obtain an \( \varepsilon \)-suboptimal solution (i.e., \( \mathbb{E}[F(\hat{y}) - F(\bar{x}^*)] \leq \varepsilon \)), we use the adaptive regularization technique in [4] to the original non-strongly convex optimization. Then, the required stage complexity is

\[
S = \tilde{O} \left( \max \left\{ 1, \sqrt{\frac{LE}{\varepsilon m}} \right\} + \left( \frac{L}{\varepsilon} \right)^{\frac{2}{3}} \sqrt{\frac{E^2 - 1}{m^2}} \right).
\]

As a result, its iteration complexity is \( T = mS = \tilde{O} \left( \max \left\{ m, \sqrt{m \frac{L}{\varepsilon} E} \right\} + \left( \frac{L}{\varepsilon} \right)^{\frac{2}{3}} \left( E^2 - 1 \right)^{\frac{1}{3}} m^{\frac{2}{3}} \right) \), projection complexity is \( P = S + \frac{m}{E} = \tilde{O} \left( \max \left\{ \frac{m}{E}, \sqrt{\frac{mLE}{\varepsilon}} \right\} + \left( \frac{L}{\varepsilon} \right)^{\frac{2}{3}} \left( 1 - \frac{1}{E^2} \right)^{\frac{1}{3}} \left( \frac{m}{E} \right)^{\frac{1}{3}} \right), \) and gradient complexity is \( G = \tilde{O} \left( \max \left\{ 1, \sqrt{\frac{EL}{mE}} \right\} + \left( \frac{L}{E} \right)^{\frac{2}{3}} \sqrt{\frac{E^2 - 1}{m^2}} \right), (m + N), \) where \( \tilde{O}(\cdot) \) omits a factor of \( \ln \frac{1}{\varepsilon} \) for simplicity.

6 Applications in Federated Optimization

Federated Learning (FL) emerges as a new distributed computing paradigms that try to perform private distributed optimization in large-scale networks of remote clients [28]. In particular, we have the following distributed optimization problem across \( n \) worker nodes:

\[
f(x) = \frac{1}{n} \sum_{k=1}^{n} f_k(x) := \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}_{\xi \sim \mathcal{D}_k} f(x; \xi).
\]

In conventional distributed learning, a distribute system evenly allocates the whole dataset into \( n \) worker nodes and often periodically shuffles the data to make sure each worker node has access to the underlying data distribution. Therefore, \( \mathcal{D}_1 = \cdots = \mathcal{D}_n = \mathcal{D} \). However, in Federated Learning, for the sake of privacy protection, data are generated locally and are prohibitive to be uploaded to the data center, which incurs a discrepancy among local data distributions, i.e., \( \{\mathcal{D}_i\}_{i=1}^{n} \) are not necessarily identical anymore. What’s more, any third party including the center has no access to data instances generated by any worker node. Apart from data heterogeneity, FL systems also present other challenges characterized by expensive communication costs, unreliable connection, massive scale, and privacy constraints [35].

In the section, we show how to apply our new methods with delayed projections to federated optimization and how derived theories help understand their convergence behaviors. We assume that there are \( n \) machines and denote its parameter by \( x_t^{(k)} \) or \( x_{t,s}^{(k)} \) with \( t, s \) denoting the inner and outer iterations when two loops are used. The selected sample at that iteration is denoted by \( \xi_t^{(k)} \) or \( \xi_{t,s}^{(k)} \). Each device holds a objective \( f_k(x) \) in a form \( f_k(x) = \mathbb{E}_{\xi \sim \mathcal{D}_k} f(x; \xi) \) or \( f_k(x) = \frac{1}{n_k} \sum_{i=1}^{n_k} f(x; \zeta_i) \) where \( \zeta_i \) are generated independently from \( \mathcal{D}_k \).

In this section, the notation will be slightly different from that in the introduction, since we need additional superscripts to distinguish different devices. Let \( x_t = [(x_t^{(1)})^\top, \cdots, (x_t^{(n)})^\top]^\top \in \mathbb{R}^{nd} \) be the concatenated variable at iteration \( t \) and \( \xi_t = [(\xi_t^{(1)})^\top, \cdots, (\xi_t^{(n)})^\top]^\top \in \mathbb{R}^n \) the concatenated samples selected at iteration \( t \). Let \( F(x_t) = \sum_{k=1}^{n} f_k(x_t^{(k)}) \) the objective function of it. Assuming each local function \( f_k(x) = \mathbb{E}_{\xi \sim \mathcal{D}_k} f(x; \xi) \) is \( L_k \)-smooth and \( \mu_k \)-strongly convex, one can show that \( F(\cdot) \) is \( L \)-smooth with modulus \( L = \max_{k \in [n]} L_k \) and \( \mu \)-strongly convex with modulus \( \mu = L \)}
min_{k \in [n]} \mu_k \) by definition, satisfying Assumption 2.1 and 2.2. Let \( x^* = \arg\min_{x \in \mathbb{R}^d} \sum_{k=1}^n f_k(x) \) and \( \bar{x}^* = \arg\min_{x \in \mathcal{R}(A^\perp)} \sum_{k=1}^n f_k(x^{(k)}) \) with \( A \) given in (5), then obviously \( \bar{x}^* = x^* \otimes 1_n \).

### 6.1 Recover the analysis for Local SGD

In this section, we show how derived Theorem 3.1 and 3.2 help to give theoretical results for Local SGD (Algorithm 1). This is a typical procedure of reducing a distribution optimization problem to an LCP.

The stochastic gradient of \( F(x) \) is given by \( \nabla F(x; \xi) = [\nabla f(x^{(1)}; \xi^{(1)})^\top, \ldots, \nabla f(x^{(n)}; \xi^{(n)})^\top]^\top \in \mathbb{R}^{nd} \) where \( \xi = [\xi^{(n)}, \ldots, \xi^{(n)}]^\top \) denotes the selected samples used to generate stochastic gradients. Here each \( \xi^{(k)} \sim \mathcal{D}_k \) is generated independently but may conform to different distributions. By assuming each \( f_k(\cdot) \) has bounded stochastic gradient variance on \( x^* \), \( F(\cdot) \) meets Assumption 3.1 with parameters satisfying the following relation:

**Lemma 6.1.** Define

\[
\sigma_*^2 = \frac{1}{n} \sum_{k=1}^n \mathbb{E}_{\xi^{(k)} \sim \mathcal{D}_k} \| \nabla f(x^*; \xi^{(k)}) - \nabla f_k(x^*) \|^2 \quad \text{and} \quad \zeta_*^2 = \frac{1}{n} \sum_{k=1}^n \| \nabla f_k(x^*) \|^2. \tag{16}
\]

Then \( F(x) = \sum_{k=1}^n f_k(x_k) \) satisfies Assumption 3.1 with parameters

\[
\sigma_{A^\perp, *}^2 = \sigma_*^2 \quad \text{and} \quad \sigma_{A, *}^2 = n\zeta_*^2 + (n-1)\sigma_*^2.
\]

DP-SGD (Algorithm 2) is the synonyms for Local SGD (Algorithm 1) in the context of single-machine LCP. Each machine performs SGD locally via \( x_t = x_{t-1} - \eta_{t-1} \nabla F(x_{t-1}; \xi_{t-1}) \) and periodically synchronizes local model parameters with global average that is equivalent to projection here \( x_t \leftarrow P_{A^\perp}(x_t) \). When all local data distribution are identical (\( \mathcal{D}_1 = \mathcal{D}_2 = \cdots = \mathcal{D}_n := \mathcal{D} \)), each device has the access to the underlying data distribution. As a result, \( f_1(x) = f_2(x) = \cdots = f_n(x) = f(x) := \mathbb{E}_{\xi \sim \mathcal{D}} f(x; \xi) \). With \( A \) given in (5), Lemma 1.2 shows any \( y_0 \in \mathcal{R}(A^\perp) \) has \( n \) identical block of coordinates. Hence, \( \nabla F(y_0) = \mathbb{E}_\xi \nabla F(y_0; \xi) \) also has \( n \) identical block of coordinates and thus belongs to \( \mathcal{R}(A^\perp) \), implying Assumption 3.2 holds. Once local data distribution varies (i.e., there exists a pair \( i \neq j \) such that \( \mathcal{D}_i \neq \mathcal{D}_j \)), Assumption 3.2 might not hold.

**Corollary 6.1** (Local SGD on identical and heterogeneous data). Assume each \( f_k(\cdot) \) is \( L_k \)-smooth, \( \mu_k \)-strongly convex, and has bounded gradient variance at the optimum \( x^* \) with parameters defined in (16). Start from \( x_0 \) that \( \| x_0 - x^* \| \leq B \), run Local SGD for \( T \) iterations with gap(\( \mathcal{I}_T \)) = \( E \) (\( E \geq 1 \)), and tune the constant learning rate \( \eta \leq \Theta(\frac{1}{\mu^2 T L}) \) where \( L = \max_{k \in [n]} L_k \) and \( \mu = \min_{k \in [n]} \mu_k \). Then Local SGD produces a global \( \bar{x} \) satisfying

\[
O \left( \frac{\text{LEB}^2}{T} + \frac{B\sigma_*}{\sqrt{nT}} + \frac{\sqrt{(E-1)BL^2}}{T^2} \cdot \left[ \mathbb{E}\zeta_*^2 + \frac{n-1}{n} \sigma_*^2 \right]^{1/2} \right), \tag{17}
\]

for convex case \( (\mu = 0) \) and

\[
\tilde{O} \left( \text{LEB}^2 \cdot \exp \left( -\Theta \left( \frac{\mu T}{LE} \right) \right) + \frac{\sigma_*^2}{n\mu T} + \frac{(E-1)L}{\mu^2 T^2} \cdot \left[ \mathbb{E}\zeta_*^2 + \frac{n-1}{n} \sigma_*^2 \right] \right). \tag{18}
\]

for strongly convex case \( (\mu > 0) \), no matter whether each machine obtains samples from an identical data distribution or not.
In the above corollary, we derive the convergence result for Local SGD easily from Theorem 3.1 and 3.2 and the result is is finer than the state-of-the-art analysis [30, 73]. Local SGD suffers an additional term named as the residual error, the third term of (17) and (18), than traditional SGD [67]. When \( E = 1 \) (no local updates) or \( n = 1 \) (no other participants), the residual error vanishes. Otherwise, distributed methods with local updates inevitably suffer the residual error due to delayed communication and periodic synchronization. Many previous works including ours prove the residual error should form in a function of \( O(E \sigma^2 + E^2 \zeta^2) \) [37, 68, 9, 30, 73, 74, 30]. In particular, [74] and [73] present lower bounds on the performance of local SGD with

\[
\Omega \left( \frac{\sigma B}{\sqrt{nT}} + \frac{(LB^4 \sigma^2)^{\frac{1}{2}}}{T^2} \right) + \min \left\{ \frac{LEB^2}{T}, \frac{(LE^2 B^4 \zeta^2)^{\frac{1}{2}}}{T^2} \right\}
\]

for generally convex cases (\( \mu = 0 \)) and

\[
\Omega \left( \frac{\sigma B}{\mu nT} + \min \left\{ \Delta_0, \frac{L \sigma^2}{\mu^3 T^3} \right\} + \min \left\{ \Delta_0 \exp \left( -\frac{6 \mu T}{L \epsilon} \right), \frac{LE^2 \zeta^2}{\mu^2 T^2} \right\} \right)
\]

for strongly convex cases (\( \mu > 0 \)) where \( \sigma^2 \) is the uniform bound on stochastic gradients and \( \Delta_0 = \mathbb{E}[F(x_0) - F(x^*)] \) is the initial error in function values (note that we almost have \( \Delta_0 \approx LB^2 \) by smoothness). We can see that those lower bounds almost match the upper bounds [17] and [18] except that the second term is not matched up to a factor of \( E^2 \) and \( E \) respectively. It still remains an open problem to close the gap.

### 6.2 Remove Statistical Errors and Residual Errors

When applying DP-SVRG to solve the specific distributed problem (4), we obtain a novel distributed algorithm, named Local SVRG (Algorithm 5). Similar to previous federated optimization methods [58, 29, 78], Local SVRG periodically synchronizes local parameters with their average and the synchronization interval is no larger than \( \Omega(\sqrt{n}T) \). It still remains an open problem to close the gap.

Typically, the residual error is often believed to come from the data heterogeneity (i.e., \( \zeta > 0 \)) and local updates (i.e., \( E > 1 \)). It is well known that such data heterogeneity degrades the performance of the global model and may even result in divergence [83, 36, 81]. Previous researchers want to alleviate or even try to remove the effect of data discrepancy via an impractical data sharing strategy [83] or making use of control variates [29, 38] and primal-dual methods [81, 38] sets the control variate as the accumulated difference of each individual local parameter and the global parameter. However, their analysis gives guarantees in the non-convex world, and, though, without dependence on the residual error, their algorithm still suffers from the statistical error. The most related work is [29]. It proposes SCAFFOLD and uses the same type of control variates as we do. To achieve an \( \epsilon \)-suboptimal solution, SCAFFOLD needs \( \tilde{O} \left( \frac{\sigma^2 B^2}{n \epsilon E^2} + \frac{LB^2}{\epsilon^2} + F \right) \) and \( \tilde{O} \left( \frac{L}{\mu} + \frac{\sigma^2}{\mu n E^2} \right) \) communication rounds respectively for generally convex and strongly convex problems, where \( \sigma^2 \) is the uniform bound on gradient variance and \( F = \mathbb{E} \left\{ f(x_0) - f(x^*) \right\} \). By contrast, Local SVRG only needs \( \tilde{O} \left( \frac{LB^2}{\epsilon} + \frac{mE}{\epsilon E^2} \right) \) and \( \tilde{O} \left( \max \left\{ \frac{L}{\mu}, \frac{m}{\epsilon E^3} \right\} \right) \) communication rounds for corresponding cases, which are much smaller quantities if \( \frac{m}{E} = \Theta(1) \).

\[\text{This follows since the constraint vanishes when } n = 1 \text{ and thus } \zeta = 0.\]

\[\text{[29] considers a more general situation where each device participates in the training with probability at each communication round. Here we discuss the special case where all devices participate in each round.}\]
Algorithm 5 Local SVRG

Input: functions \( \{f_k\}_{k=1}^n \), initial point \( x_0 \), step size \( \eta_k \), stage number \( S \), loop iteration \( m \), communication set \( \mathcal{I}_m \subset [m] \) with gap(\( \mathcal{I}_m \)) \( = E(E \geq 1) \).

Initialization: let \( x_0 = x_{0,0} = x_0 \) for all \( k \).

for \( s = 0 \) to \( S - 1 \) do

\[ h_s \leftarrow \frac{1}{n} \sum_{k=1}^{n} \nabla f_k(\bar{x}_s) \]

for \( t = 0 \) to \( m - 1 \) do

for each device \( k = 1 \) to \( n \) do

\[ g_{t,s}^{(k)} \leftarrow \nabla f_k(x_{t,s}^{(k)}; \xi_{t,s}^{(k)}) - \nabla f_k(\bar{x}_s; \xi_{t,s}^{(k)}) + \bar{h}_s \text{ with } \xi_{t,s}^{(k)} \text{ sampled independently on device } k \]

\[ x_{t+1,s}^{(k)} \leftarrow x_{t,s}^{(n)} - \eta_k g_{t,s}^{(k)} \]

if \( (t+1) \in \mathcal{I}_m \) then

\[ x_{t+1,s}^{(k)} \leftarrow \frac{1}{n} \sum_{j=1}^{n} x_{t+1,s}^{(j)} \text{ # synchronization} \]

end if

end for

end for

\[ x_{0,s+1}^{(k)} \leftarrow \frac{1}{n} \sum_{k=1}^{n} x_{m,s}^{(k)} \text{ for all } k \text{ # initialization for the next stage} \]

\[ \bar{x}_{s+1} \leftarrow \frac{1}{S} \sum_{s=0}^{S} \bar{x}_s; \text{ otherwise } \hat{y} \leftarrow \bar{x}_S. \]

end for

Return: \( \hat{y} \).

**Corollary 6.2** (Local SVRG). Assume each \( f_k(\cdot) \) is \( L_k \)-smooth, \( \mu_k \)-strongly convex. Start from \( x_0 \) that \( \|x_0 - x^*\| \leq B \), run Local SVRG for \( S \) stages, each stages has \( m \) iterations with gap(\( \mathcal{I}_m \)) \( = E \) (\( 1 \leq E \leq m \)), and tune the constant learning rate \( \eta \leq \Theta(\frac{1}{LE}) \) where \( L = \max_{k \in [n]} L_k \). Let \( F = \mathbb{E}[f(x_0) - f(x^*)] \) denote the initial error. Then Local SVRG produces a global \( \bar{x} \) satisfying:

\[ \mathbb{E}[f(\bar{x}) - f(x^*)] = \mathcal{O}\left(\frac{LEB^2 + F}{T} + \frac{F}{S}\right) \]

for convex case \((\mu = 0)\) and

\[ \mathcal{O}\left((LEB^2 + F) \cdot \exp\left(-\Theta\left(\frac{T}{\max\{\kappa E, m\}}\right)\right)\right) \]

for strongly convex case \((\mu > 0)\), no matter whether each machine obtains samples from an identical data distribution or not.

### 6.3 Acceleration

When applying DP-ASVRG to solve the specific distributed problem (4), we obtain a novel distributed algorithm, named Local ASVRG (Algorithm 6).

**Corollary 6.3** (Local ASVRG). Assume each \( f_k(\cdot) \) is \( L_k \)-smooth, \( \mu_k \)-strongly convex. Start from \( x_0 \) that \( \|x_0 - x^*\| \leq B \), run Local ASVRG for \( S \) stages, each stages has \( m \) iterations with gap(\( \mathcal{I}_m \)) \( = E \) (\( 1 \leq E \leq m \)), and tune the constant learning rate sufficiently small. Then Local ASVRG produces
Algorithm 6 Local Accelerated SVRG

**Input:** functions \{f_k\}_{k=1}^n, initial point \(x_0\), stage number \(S\), loop iteration \(m\), communication set \(\mathcal{I}_m \subset [m]\) with gap \(\mathcal{I}_m) = E(1 \leq E \leq m)\), (sufficiently small) step size \(\eta\), \(\delta = 9(E^2-1)\eta^2L^2 \in [0, 1)\).

**An auxiliary sequence:** If \(\mu > 0\), \(\theta_s = \theta = 2\delta + \sqrt{4\delta^2 + \eta \mu m} \in (2\delta, 1 + \delta)\) for all \(s \geq 0\).

If \(\mu = 0\), let \(\theta_0 = 1 - \frac{2L}{1-\eta}\) \((2\delta, 1 + \delta)\) and \(\theta_{s+1} = \sqrt{\frac{1+\delta}{1-\delta}}(\theta_s^2 + \frac{\theta_s^2}{(1-\delta)^2}) - \frac{\theta_s^2}{2(1-\delta)}\).

**Initialization:** let \(\bar{x}_0 = x_{(0)}^k = x_0\) for all \(k\).

for \(s = 0\) to \(S - 1\) do

for \(t = 0\) to \(m - 1\) do

for each device \(k = \mathbf{1} \rightarrow n\) do

\(g_{t,s}^{(k)} \leftarrow \nabla f_k(x_{t,s}^{(k)}; \xi_{t,s}^{(k)}) - \nabla f_k(\bar{x}_s; \varsigma_{t,s}^{(k)}) + \bar{h}_s\) with \(\xi_{t,s}^{(k)}\) sampled independently on device \(k\)

\(u_{t+1,s}^{(k)} \leftarrow u_{t,s}^{(k)} - \frac{n}{\eta} \cdot g_{t,s}^{(k)}\)

\(x_{t+1,s}^{(k)} \leftarrow x_s + \theta_s(u_{t+1,s}^{(k)} - \bar{x}_s)\)

if \((t + 1) \in \mathcal{I}_m\) then

\(\tilde{x}_{t+1,s}^{(k)} \leftarrow \frac{1}{n} \sum_{j=1}^n x_{t+1,s}^{(j)}\), \(u_{t+1,s}^{(k)} \leftarrow \frac{1}{n} \sum_{j=1}^n u_{t+1,s}^{(j)}\)

end if

end for

end for

\(\tilde{x}_{s+1} \leftarrow \frac{1}{m \eta} \sum_{i=0}^{m-1} \sum_{k=1}^n x_{i,s}^{(k)}\)

\(x_{0,s+1}^{(k)} \leftarrow \tilde{x}_{s+1}\) and \(u_{0,s+1}^{(k)} \leftarrow \frac{1}{n} \sum_{j=1}^n u_{m,s}^{(j)}\) for all \(k\) \# initialization for the next stage

end for

if \(\mu > 0\), \(\tilde{y} \leftarrow \frac{1}{S} \sum_{s=1}^S \tilde{x}_s\); otherwise \(\tilde{y} \leftarrow \bar{x}_S\).

Return: \(\tilde{y}\).

an \(\epsilon\)-suboptimal solution in

\[
\tilde{O}\left(\frac{m \sqrt{LB}}{E \sqrt{\epsilon}} + \left(1 - \frac{1}{E^2}\right)^{\frac{1}{3}} \left(\frac{m}{E}\right)^{\frac{1}{3}} \frac{L \frac{3}{2} B^{\frac{3}{2}}}{\epsilon^{\frac{2}{3}}}\right)
\]

communication rounds for generally convex case \((\mu = 0)\) and in

\[
\tilde{O}\left(\max\left\{\frac{m}{E}, \sqrt{\frac{m \kappa}{E}}\right\} + \kappa^{\frac{3}{2}} \left(1 - \frac{1}{E^2}\right)^{\frac{1}{3}} \left(\frac{m}{E}\right)^{\frac{1}{3}}\right)
\]

communication rounds for strongly convex case \((\mu > 0)\), where \(\kappa = \frac{L}{\mu}\) is the condition number.

Typically, all the discussion on DP-ASVRG can be paralleled to Local ASVRG. For example, let’s focus on the strongly convex case. The smallest round is \(\tilde{O}(\sqrt{\kappa})\), achieved by \(m = E = 1\) for Local ASVRG, which is also achieved by other distributed algorithm like ADMM [14] and AIDE [56]. [7] shows that \(\tilde{O}(\sqrt{\kappa})\) is the optimal communication complexity for strongly convex and smooth distributed optimization problems. If saving computation is the primal goal, one can set \(m = \kappa E\) and \(E = \max\{\sqrt{N/\kappa}, 1\}\) for Local ASVRG and has \(\tilde{O}(N + \max\{\kappa, \sqrt{N \kappa}\})\) gradient
computations, which is optimal in the large scale case where \( N \geq \kappa \). At that case, the required communication round is \( \tilde{O}(\kappa) \), which is also achieved by Local SVRG and CoCoA \[25, 43\]. When we set \( m = E = \max\{N^{1/2}/\kappa^{1/6}, 1\} \), the communication complexity for Local ASVRG becomes \( \tilde{O}(\kappa^{2/3}) \) and its iteration complexity becomes \( \tilde{O}(\max\{\kappa^{2/3}, \sqrt{N}\kappa\}) \), both smaller than Local SVRG and Local ASVRG with \( m = \kappa E \) and \( E = \max\{\sqrt{N}/\kappa, 1\} \). Actually, we can see that if \( E > 1 \), the fastest communication rounds for Local ASVRG is \( \tilde{O}(\kappa^{2/3}) \), which fails the match the \( \tilde{O}(\sqrt{\kappa}) \) lower bound. We believe it results from the residual error since several infeasible updates are performed during two consecutive projections.

Many previous algorithms has been shown to enjoy similar or even better communication complexity when some ideal assumptions are made. We give a brief introduction to those ideal cases.

1. **Simpler models:** \[25, 43, 82, 65\] assume a linear model, implying their local objective can be written as \( f_k(x) = \frac{1}{n_k} \sum_{i=1}^{n_k} \ell_i(x^\top \varsigma) \). The structure makes it easier to solve, for example, by using dual methods \[25, 43\] or using subsampled Newton methods \[65\]. Here, we don’t impose such constraints and consider arbitrary models as long as they satisfy our assumptions.

2. **Similar local objectives:** Many works \[60, 25, 82, 77\] assume each local objective functions are the same, which can be achieved by assuming each device has access to the global underlying data distribution or all local data are i.i.d. generated. Obviously, such i.i.d. assumptions can’t apply to FL. \[58, 19, 36, 23\] define some quantities to measure the degree of data heterogeneity and assume it is finite. The finite non-i.i.d. assumption shrinks the class of objective functions taken into account. By contrast, we allow arbitrary local objective functions. We don’t use another quantity to measure the non-i.i.d. degree for Local SVRG and Local ASVRG, since, as shown in the last subsection, they can eliminate both the statistical error and residual error, due to the used variance reduction technique.

3. **Extra dataset:** \[34\] proposes a distributed version of SVRG that gives each device access to an extra dataset that conforms to the global data distribution \( D \) to ensure the unbiasedness of stochastic gradients. However, such an extra dataset is impossible in FL; even if a shared dataset can be obtained voluntarily, it is not easy to ensure it comes from \( D \). Therefore, it is not practical in FL, even though it has admirable communication complexity \( \tilde{O}(1 + \frac{\kappa}{\alpha N}) \), where \( \alpha N \) is the size of the extra dataset.

DP-ASVRG doesn’t require any of the three impractical assumptions. It is the first accelerated algorithm in federated optimization that is able to eliminate the data heterogeneity.

7 Experiments

7.1 Linear Equality Constrained Logistic Regression

First, we consider a linear equality constrained logistic regression problem on MNIST dataset \[33\]. It requires us to classify \( N = 50,000 \) handwriting number images into 10 corresponding classes. Here \( p = 7850, \eta = 0.1 \) and weight decay is used to ensure the strongly convexity with \( \mu = 10^{-4} \). To impose restriction \( A^\top x = 0 \), we generate a 7850 \( \times \) 200 matrix \( A \) with each entry generated as independent normal random variables. To fasten computation, we then conduct Gram-Schmidt orthogonalization on \( A \) such that columns of \( A \) are mutually orthogonal. Such \( A \) will not necessarily ensure Assumption 3.2.
We compare three proposed methods with two baseline methods, Projected SGD (P-SGD) and Projected SVRG (P-SVRG), in projection complexity. All methods start from the same initial point. The batch size $b$ is set as 128, $\theta$ in DP-ASVRG is set as 0.9, and $m = N/b$ for all variance reduced methods. The comparative results of training loss v.s. projection is shown in Figure 1(a). We find all methods with delayed projections are more efficient than the baselines since they reduce the training loss more given any budget of projection. Variance reduced methods obtain smaller losses and have less fluctuation. One interesting observation is DP-SVRG and its accelerated variant converges slowly than DP-SGD at the beginning and then decline more rapidly, reaching a smaller training loss. This is because (DP-)SVRG is a multi-stage scheme algorithm. At the first stage, little progress could be made due to the inaccurate snapshot model. It also explains why P-SVRG is much slower than P-SGD; actually, after about 500 projections are performed (i.e., at the second stage), P-SVRG declines to a smaller loss than P-SGD finally fluctuates above.

From Figure 1(a), DP-SVRG and DP-ASVRG with $\theta = 0.9$ have similar convergence behaviors. Indeed, if $\theta = 1$, DP-SVRG is reduced to DP-SVRG except for the slight difference in the choice of stage-initial points. It also implies that DP-ASVRG is not sensitive to the value of $\theta$, as suggested by Figure 1(b). Varying $\theta$ from 0.8 to 0.95, the convergence behaviors almost stay unchanged.

We then explore how different projection interval $E$’s affect convergence. Since DP-SVRG and DP-ASVRG have similar convergence behaviors, we only show the result of the formal for simplicity. Figure 1(c) shows that large $E$ typically fastens convergence in terms of projections. The observation is fitted well with established theories. From Table 1 the projection complexity of DP-SGD is $O(\frac{\sigma^2 A_\perp}{\mu E})$ and that of DP-SVRG is $\tilde{O}(\max\{\kappa, \frac{N}{E}\})$, both not positively correlated with $E$. It means increasing projection frequency indeed improves projection efficiency.

### 7.2 Federated Logistic Regression

We conduct a logistic regression in a federated setting where the $N = 50,000$ training data is evenly distributed into $n = 10$ nodes with each node $N/n = 5000$ samples. To protect privacy, only
Figure 2: Comparative results of local methods with $m = 40$.

Figure 3: Comparative results of local methods with $m = E$. 
intermediate variables are allowed to communicate. The model dimension $d = 7850$, learning rate $\eta = 0.1$, the batch size $b = 128$, and weight decay is set as $\mu = 10^{-4}$ to ensure the strongly convexity.

We first fix $m = 40$, which is about $\frac{N}{nb}$, vary $E$, and show the result in Figure 2. We then set $m = E$, an extreme case where nodes communicate with each other only at the end of each stage and show the results in Figure 3. We observe a similar convergence pattern in the last subsection, no matter in the fixed $m$ case or $m = E$ case. Figure 2(a) and 3(a) show local methods are more efficient than the parallel baselines (which can be viewed as instances of local methods with $E = 1$). Figure 2(b) and 3(b) imply Local ASVRG is not sensitive to the value of $\theta$, though Local ASVRG converges slightly faster than Local SVRG, no matter what value $\theta$ is. Figure 2(c) and 3(c) shows that large communication interval $E$ typically fastens convergence in terms of communication. An obvious difference is that curves of $m = E$ distinguish from each other more than that of $m = 40$. We speculate the small differences between curves of $m = 40$ is caused by too many inner loops. Besides, we find that local update still fastens the convergence, even though theories derived in Section 6 imply communication complexity has nothing to do with $E$ when $m = E$. It indicates increasing projection frequency improves projection efficiency more than the theories predict.

8 Conclusion and Discussions

In this work, we propose delayed projected SGD and two variance reduced variants for linearly constrained problems (LCPs). We theoretically show it is possible to lower projection frequency and improve projection efficiency simultaneously. Our analysis is simple and unified and can be extended to other delayed projected algorithms. An important and natural question is how to extend delayed projected methods to more general cases.

Other feasible regimes. An important open problem is whether delayed projection techniques can work for other feasible regimes. In our work, we main focus on the case where the domain is defined to be a linear space, i.e., $\mathcal{R}(A^\perp) = \{x : A^\top x = 0\}$. The main reason is the three nice properties given by projections into linear space, namely linearity, non-expansiveness, and orthogonality (see Proposition 2.1). All of them will be used frequently in our analysis, with linearity the most important. A natural question is whether there are other regimes into which the projection preserves linearity. Unfortunately, the following proposition states there is no other regime except a linear space satisfying the condition, implying the algorithm and technique proposed in our paper work only for linear spaces. Hence, new methods and new techniques are required in order to design delayed projected methods for other regimes like the simplex or polygons. Optimal transport [72] and reinforcement learning [70] has the simplex constraint, while generalized lasso [21] has the polygon domain constraint. Hence, it is an interesting and important open problem that whether delayed projection techniques work for inequality constrained problems.

Proposition 8.1. Let $A \subset \mathbb{R}^p$ be a region and $\mathcal{P}_A(x) = \arg\min_{y \in A} \|y - x\|^2$ be the projection onto it. If for any $x, y \in \mathbb{R}^p$, $\mathcal{P}_A(x + y) = \mathcal{P}_A(x) + \mathcal{P}_A(y)$, then $A$ must be a linear (sub)space of $\mathbb{R}^p$.

Other descent rules. In the three proposed algorithm, we only consider the stochastic gradient descent, i.e., $x_{t+1} = x_t - \eta_t g_t$ where $g_t$ is an unbiased estimator of the objective function evaluated at $x_t$. Due to the required smooth assumption, it could not be applied to lasso and its variant (see Example 2 in the introduction). A remedy is to modify the update rule to $x_{t+1} = \text{prox}_{\eta t h}(x_t - \eta_t g_t)$
where $h(\cdot)$ is some convex and non-smooth function like the $\ell_1$-norm in lasso. Though our analysis can’t apply anymore, but we believe the proof idea will still work that analyzing the incremental errors for $\mathbb{E}\|\mathcal{P}_{\mathbf{A}^\perp}(\mathbf{x}_t) - \tilde{x}^*\|^2$ and $\mathbb{E}\|\mathcal{P}_{\mathbf{A}}(\mathbf{x}_t)\|^2$ and recurring the system they create. We leave the combination of proximal operator and delayed projection techniques as future work.

Another extension is motivated by FedAvg [46, 36, 32], a variant of LocalSGD that randomly activates a small portion of devices instead of all of them at beginning of each communication round. One can check that its counterpart algorithm in LCPs is randomized block coordinate gradient descent (RBCGD) [57]. We believe our technique can provide convergence analysis for the delayed projected variant of RBCGD.

Faster accelerated delayed projected methods. We have shown that when $E = 1$, DP-ASVRG is reduced to P-ASVRG with $\tilde{O}(\sqrt{\kappa})$ projection complexity. We can show that the lower bound of projection complexity for a smooth strongly convex problem is $\tilde{\Omega}(\sqrt{\kappa})$. This follows by reducing distributed optimization to an instance of LCP and paralleling its theory. In distributed optimization, [2] provides a lower bound of communication rounds $\tilde{\Omega}(\sqrt{\kappa})$ for smooth and $\mu$-strongly convex functions and $\Omega(\sqrt{\frac{L}{\varepsilon}})$ for smooth convex functions.

However, once $E > 1$, the best achievable projection complexity of DP-ASVRG deteriorates to $\tilde{O}(\kappa^{2/3})$, based on Theorem 5.1. We speculate this is caused by delayed projections since unprojected updates are often biased which might slow down the convergence rate. However, the current lower bound is $\tilde{\Omega}(\sqrt{\kappa})$ as argued. Can we design a delayed projected method that both lets $E > 1$ and achieves this lower bound of projection numbers? We left it as an open problem.

Acknowledgement

The authors want to thank Guangzeng Xie, Wenhao Yang, and Dachao Lin for helpful discussion on some inequalities and thank Prof. Weijie Su and Prof. Shusen Wang for helpful suggestions on an earlier version of this manuscript.

References

[1] Sulaiman A Alghunaim and Ali H Sayed. Linear convergence of primal–dual gradient methods and their performance in distributed optimization. Automatica, 117:109003, 2020.

[2] Zeyuan Allen-Zhu. Katyusha: The first direct acceleration of stochastic gradient methods. The Journal of Machine Learning Research, 18(1):8194–8244, 2017.

[3] Zeyuan Allen-Zhu. Katyusha x: Practical momentum method for stochastic sum-of-nonconvex optimization. arXiv preprint arXiv:1802.03866, 2018.

[4] Zeyuan Allen-Zhu and Elad Hazan. Optimal black-box reductions between optimization objectives. In Advances in Neural Information Processing Systems, pages 1614–1622, 2016.

[5] Zeyuan Allen-Zhu and Yang Yuan. Improved svrg for non-strongly-convex or sum-of-non-convex objectives. In International conference on machine learning, pages 1080–1089, 2016.
[6] Anonymous. Sharper generalization bounds for learning with gradient-dominated objective functions. In Submitted to International Conference on Learning Representations, 2021. under review.

[7] Yossi Arjevani and Ohad Shamir. Communication complexity of distributed convex learning and optimization. In Advances in neural information processing systems, pages 1756–1764, 2015.

[8] Paul Armand and Riadh Omheni. A globally and quadratically convergent primal–dual augmented lagrangian algorithm for equality constrained optimization. Optimization Methods and Software, 32(1):1–21, 2017.

[9] Ahmed Khaled Ragab Bayoumi, Konstantin Mishchenko, and Peter Richtárik. Tighter theory for local sgd on identical and heterogeneous data. In International Conference on Artificial Intelligence and Statistics, pages 4519–4529, 2020.

[10] Michael J Best. A feasible conjugate-direction method to solve linearly constrained minimization problems. Journal of Optimization Theory and Applications, 16(1-2):25–38, 1975.

[11] Ernesto G Birgin and José Mario Martínez. Practical augmented Lagrangian methods for constrained optimization. SIAM, 2014.

[12] Léon Bottou, Frank E Curtis, and Jorge Nocedal. Optimization methods for large-scale machine learning. Siam Review, 60(2):223–311, 2018.

[13] Stephen Boyd, Stephen P Boyd, and Lieven Vandenberghe. Convex optimization. Cambridge university press, 2004.

[14] Stephen Boyd, Neal Parikh, and Eric Chu. Distributed optimization and statistical learning via the alternating direction method of multipliers. Now Publishers Inc, 2011.

[15] George Bernard Dantzig. Linear programming and extensions, volume 48. Princeton university press, 1998.

[16] Aaron Defazio, Francis Bach, and Simon Lacoste-Julien. Saga: A fast incremental gradient method with support for non-strongly convex composite objectives. In Advances in neural information processing systems, pages 1646–1654, 2014.

[17] Zengde Deng, Man-Chung Yue, and Anthony Man-Cho So. An efficient augmented lagrangian-based method for linear equality-constrained lasso. In ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pages 5760–5764. IEEE, 2020.

[18] John C Duchi, Alekh Agarwal, and Martin J Wainwright. Dual averaging for distributed optimization: Convergence analysis and network scaling. IEEE Transactions on Automatic control, 57(3):592–606, 2011.

[19] Jianqing Fan, Yongyi Guo, and Kaizheng Wang. Communication-efficient accurate statistical estimation. arXiv preprint arXiv:1906.04870, 2019.

[20] Roger Fletcher. An algorithm for solving linearly constrained optimization problems. Mathematical Programming, 2(1):133–165, 1972.
[21] Brian R Gaines, Juhyun Kim, and Hua Zhou. Algorithms for fitting the constrained lasso. *Journal of Computational and Graphical Statistics*, 27(4):861–871, 2018.

[22] Robert M Gower, Mark Schmidt, Francis Bach, and Peter Richtárik. Variance-reduced methods for machine learning. *Proceedings of the IEEE*, 108(11):1968–1983, 2020.

[23] Farzin Haddadpour and Mehrdad Mahdavi. On the convergence of local descent methods in federated learning. *arXiv preprint arXiv:1910.14425*, 2019.

[24] Mingyi Hong, Jason D Lee, and Meisam Razaviyayn. Gradient primal-dual algorithm converges to second-order stationary solutions for nonconvex distributed optimization. *arXiv preprint arXiv:1802.08941*, 2018.

[25] Martin Jaggi, Virginia Smith, Martin Takác, Jonathan Terhorst, Sanjay Krishnan, Thomas Hofmann, and Michael I Jordan. Communication-efficient distributed dual coordinate ascent. In *Advances in neural information processing systems*, pages 3068–3076, 2014.

[26] Gareth M James, Courtney Paulson, and Paat Rusmevichientong. Penalized and constrained optimization: An application to high-dimensional website advertising. *Journal of the American Statistical Association*, 115(529):107–122, 2020.

[27] Rie Johnson and Tong Zhang. Accelerating stochastic gradient descent using predictive variance reduction. In *Advances in neural information processing systems*, pages 315–323, 2013.

[28] Peter Kairouz, H Brendan McMahan, Brendan Avent, Aurélien Bellet, Mehdi Bennis, Arjun Nitin Bhagoji, Keith Bonawitz, Zachary Charles, Graham Cormode, Rachel Cummings, et al. Advances and open problems in federated learning. *arXiv preprint arXiv:1912.04977*, 2019.

[29] Sai Praneeth Karimireddy, Satyen Kale, Mehryar Mohri, Sashank J Reddi, Sebastian U Stich, and Ananda Theertha Suresh. Scaffold: Stochastic controlled averaging for on-device federated learning. *arXiv preprint arXiv:1910.06378*, 2019.

[30] Anastasia Koloskova, Nicolas Loizou, Sadra Boreiri, Martin Jaggi, and Sebastian U Stich. A unified theory of decentralized sgd with changing topology and local updates. *arXiv preprint arXiv:2003.10422*, 2020.

[31] Nikos Komodakis and Jean-Christophe Pesquet. Playing with duality: An overview of recent primal? dual approaches for solving large-scale optimization problems. *IEEE Signal Processing Magazine*, 32(6):31–54, 2015.

[32] Jakub Konečný. Stochastic, distributed and federated optimization for machine learning. *arXiv preprint arXiv:1707.01155*, 2017.

[33] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning applied to document recognition. *Proceedings of the IEEE*, 86(11):2278–2324, 1998.

[34] Jason D Lee, Qihang Lin, Tengyu Ma, and Tianbao Yang. Distributed stochastic variance reduced gradient methods by sampling extra data with replacement. *The Journal of Machine Learning Research*, 18(1):4404–4446, 2017.
[35] Tian Li, Anit Kumar Sahu, Ameet Talwalkar, and Virginia Smith. Federated learning: Challenges, methods, and future directions. *IEEE Signal Processing Magazine*, 37(3):50–60, 2020.

[36] Xiang Li, Kaixuan Huang, Wenhao Yang, Shusen Wang, and Zhihua Zhang. On the convergence of FedAvg on Non-IID data. *arXiv:1907.02189*, 2019.

[37] Xiang Li, Wenhao Yang, Shusen Wang, and Zhihua Zhang. Communication efficient decentralized training with multiple local updates. *arXiv preprint arXiv:1910.09126*, 2019.

[38] Xianfeng Liang, Shuheng Shen, Jingchang Liu, Zhen Pan, Enhong Chen, and Yifei Cheng. Variance reduced local sgd with lower communication complexity. *arXiv preprint arXiv:1912.12844*, 2019.

[39] Hongzhou Lin, Julien Mairal, and Zaid Harchaoui. A universal catalyst for first-order optimization. In *Advances in neural information processing systems*, pages 3384–3392, 2015.

[40] Tao Lin, Sebastian U Stich, and Martin Jaggi. Don’t use large mini-batches, use local sgd. *arXiv preprint arXiv:1808.07217*, 2018.

[41] Zhouchen Lin, Huan Li, and Cong Fang. Accelerated optimization for machine learning.

[42] Songtao Lu, Meisam Razaviyayn, Bo Yang, Kejun Huang, and Mingyi Hong. Finding second-order stationary points efficiently in smooth nonconvex linearly constrained optimization problems. *Advances in Neural Information Processing Systems*, 33, 2020.

[43] Chenxin Ma, Virginia Smith, Martin Jaggi, Michael Jordan, Peter Richtárik, and Martin Takác. Adding vs. averaging in distributed primal-dual optimization. In *International Conference on Machine Learning*, pages 1973–1982, 2015.

[44] Mehrdad Mahdavi, Tianbao Yang, Rong Jin, Shenghuo Zhu, and Jinfeng Yi. Stochastic gradient descent with only one projection. In *Advances in neural information processing systems*, pages 494–502, 2012.

[45] Julien Mairal. Optimization with first-order surrogate functions. In *International Conference on Machine Learning*, pages 783–791, 2013.

[46] Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and Blaise Aguera y Arcas. Communication-Efficient Learning of Deep Networks from Decentralized Data. In *International Conference on Artificial Intelligence and Statistics (AISTATS)*, 2017.

[47] Mehryar Mohri, Afshin Rostamizadeh, and Ameet Talwalkar. *Foundations of machine learning*. MIT press, 2018.

[48] Bruce A Murtagh and Michael A Saunders. Large-scale linearly constrained optimization. *Mathematical programming*, 14(1):41–72, 1978.

[49] Angelia Nedic and Asuman Ozdaglar. Distributed subgradient methods for multi-agent optimization. *IEEE Transactions on Automatic Control*, 54(1):48–61, 2009.

[50] Yurii Nesterov. *Introductory lectures on convex optimization: A basic course*, volume 87. Springer Science & Business Media, 2013.
[51] Cuong V Nguyen, Huan Xu, Canyi Lu, Jiashi Feng, et al. Accelerated randomized mirror
descent algorithms for composite non-strongly convex optimization. *Journal of Optimization
Theory and Applications*, 181(2):541–566, 2019.

[52] Atsushi Nitanda. Stochastic proximal gradient descent with acceleration techniques. In *Advances
in Neural Information Processing Systems*, pages 1574–1582, 2014.

[53] Neal Parikh and Stephen Boyd. Proximal algorithms. *Foundations and Trends in optimization*,
1(3):127–239, 2014.

[54] Reese Pathak and Martin J Wainwright. Fedsplit: An algorithmic framework for fast federated
optimization. *arXiv preprint arXiv:2005.05238*, 2020.

[55] Boris Teodorovich Polyak. Gradient methods for minimizing functionals. *Zhurnal Vychislitel’noi
Matematiki i Matematicheskoi Fiziki*, 3(4):643–653, 1963.

[56] Sashank J Reddi, Jakub Konecný, Peter Richtárik, Barnabás Póczós, and Alex Smola. Aide:
Fast and communication efficient distributed optimization. *arXiv preprint arXiv:1608.06879*,
2016.

[57] Peter Richtárik and Martin Takávc. Iteration complexity of randomized block-coordinate descent
methods for minimizing a composite function. *Mathematical Programming*, 144(1-2):1–38, 2014.

[58] Anit Kumar Sahu, Tian Li, Maziar Sanjabi, Manzil Zaheer, Ameet Talwalkar, and Virginia
Smith. Federated optimization for heterogeneous networks. *arXiv preprint arXiv:1812.06127*,
2018.

[59] Mark Schmidt, Nicolas Le Roux, and Francis Bach. Minimizing finite sums with the stochastic
average gradient. *Mathematical Programming*, 162(1-2):83–112, 2017.

[60] Ohad Shamir, Nati Srebro, and Tong Zhang. Communication-efficient distributed optimization
using an approximate Newton-type method. In *International conference on machine learning
(ICML)*, 2014.

[61] Fanhua Shang, Licheng Jiao, Kaiwen Zhou, James Cheng, Yan Ren, and Yufei Jin. Asvrg:
Accelerated proximal svrg. *arXiv preprint arXiv:1810.03105*, 2018.

[62] Fanhua Shang, Kaiwen Zhou, Hongying Liu, James Cheng, Ivor W Tsang, Lijun Zhang, Dacheng
Tao, and Licheng Jiao. Vr-sgd: A simple stochastic variance reduction method for machine
learning. *IEEE Transactions on Knowledge and Data Engineering*, 32(1):188–202, 2018.

[63] Yiyuan She et al. Sparse regression with exact clustering. *Electronic Journal of Statistics*,
4:1055–1096, 2010.

[64] Wei Shi, Qing Ling, Gang Wu, and Wotao Yin. Extra: An exact first-order algorithm for
decentralized consensus optimization. *SIAM Journal on Optimization*, 25(2):944–966, 2015.

[65] Shusen Wang, Farbod Roosta Khorasani, Peng Xu, and Michael W. Mahoney. GIANT: Globally
improved approximate newton method for distributed optimization. In *Conference on Neural
Information Processing Systems (NeurIPS)*, 2018.

33
[66] Sebastian U Stich. Local SGD converges fast and communicates little. *arXiv preprint arXiv:1805.09767*, 2018.

[67] Sebastian U Stich. Unified optimal analysis of the (stochastic) gradient method. *arXiv preprint arXiv:1907.04232*, 2019.

[68] Sebastian U Stich and Sai Praneeth Karimireddy. The error-feedback framework: Better rates for sgd with delayed gradients and compressed communication. *arXiv preprint arXiv:1909.05350*, 2019.

[69] Weijie Su, Stephen Boyd, and Emmanuel Candes. A differential equation for modeling nesterov’s accelerated gradient method: Theory and insights. In *Advances in neural information processing systems*, pages 2510–2518, 2014.

[70] Richard S Sutton and Andrew G Barto. *Reinforcement learning: An introduction*. MIT press, 2018.

[71] Ryan J Tibshirani, Jonathan Taylor, et al. The solution path of the generalized lasso. *The Annals of Statistics*, 39(3):1335–1371, 2011.

[72] Cédric Villani. *Optimal transport: old and new*, volume 338. Springer Science & Business Media, 2008.

[73] Blake Woodworth, Kumar Kshitij Patel, and Nathan Srebro. Minibatch vs local sgd for heterogeneous distributed learning. *arXiv preprint arXiv:2006.04735*, 2020.

[74] Blake Woodworth, Kumar Kshitij Patel, Sebastian U Stich, Zhen Dai, Brian Bullins, H Brendan McMahan, Ohad Shamir, and Nathan Srebro. Is local sgd better than minibatch sgd? *arXiv preprint arXiv:2002.07839*, 2020.

[75] Blake E Woodworth and Nati Srebro. Tight complexity bounds for optimizing composite objectives. In *Advances in neural information processing systems*, pages 3639–3647, 2016.

[76] Lin Xiao and Tong Zhang. A proximal stochastic gradient method with progressive variance reduction. *SIAM Journal on Optimization*, 24(4):2057–2075, 2014.

[77] Qiang Yang, Yang Liu, Tianjian Chen, and Yongxin Tong. Federated machine learning: Concept and applications. *ACM Transactions on Intelligent Systems and Technology (TIST)*, 10(2):12, 2019.

[78] Honglin Yuan and Tengyu Ma. Federated accelerated stochastic gradient descent. *Advances in Neural Information Processing Systems*, 33, 2020.

[79] Michael Zargham, Alejandro Ribeiro, Asuman Ozdaglar, and Ali Jadbabaie. Accelerated dual descent for network flow optimization. *IEEE Transactions on Automatic Control*, 59(4):905–920, 2013.

[80] Guoqiang Zhang and Richard Heusdens. Distributed optimization using the primal-dual method of multipliers. *IEEE Transactions on Signal and Information Processing over Networks*, 4(1):173–187, 2017.
[81] Xinwei Zhang, Mingyi Hong, Sairaj Dhople, Wotao Yin, and Yang Liu. Fedpd: A federated learning framework with optimal rates and adaptivity to non-iid data. *arXiv preprint arXiv:2005.11418*, 2020.

[82] Yuchen Zhang and Xiao Lin. Disco: Distributed optimization for self-concordant empirical loss. In *International conference on machine learning*, pages 362–370, 2015.

[83] Yue Zhao, Meng Li, Liangzhen Lai, Naveen Suda, Damon Civin, and Vikas Chandra. Federated learning with non-iid data. *arXiv preprint arXiv:1806.00582*, 2018.

[84] Martin Zinkevich, Markus Weimer, Lihong Li, and Alex J Smola. Parallelized stochastic gradient descent. In *Advances in neural information processing systems*, pages 2595–2603, 2010.
Appendix

A  Useful Lemmas

Lemma A.1. For any vectors \( a, b \) and positive number \( \gamma > 0 \), it follows that
\[
2 \langle a, b \rangle \leq \gamma \|a\|^2 + \frac{1}{\gamma} \|b\|^2.
\]

Lemma A.2. For any set of (random) vectors \( x_1, x_2, \ldots, x_n \in \mathbb{R}^p \), it follows that
\[
\| \sum_{i=1}^n x_i \|^2 \leq n \sum_{i=1}^n \| x_i \|^2.
\]

Lemma A.3. Let \( F(x) \) satisfy Assumption 2.1 and 2.2, then

1. (Jensen’s inequality) For any \( x_1, \ldots, x_E \in \mathbb{R}^p \), it follows that
   \[
   F \left( \frac{1}{E} \sum_{t=1}^E x_t \right) \leq \frac{1}{E} \sum_{t=1}^E F(x_t).
   \]

2. For any \( x, y \in \mathbb{R}^p \),
   \[
   \| \nabla F(x; \xi) - \nabla F(y; \xi) \|^2 \leq 2L [F(x; \xi) - F(y; \xi) - \langle \nabla F(y; \xi), x - y \rangle];
   \]

3. For \( x \in \mathcal{R}(A^\perp) \), \( \mathbb{E}_\xi \| \nabla F(x; \xi) - \nabla F(\bar{x}^*; \xi) \|^2 \leq 2L \mathbb{E}_\xi [F(x) - F(\bar{x}^*)] \) where \( \bar{x}^* = \text{argmin}_{A^\perp x=0} F(x) \).

4. \( \langle \nabla F(x) - \nabla F(y), x - y \rangle \geq \mu \| x - y \|^2 \).

Proof. 1. See Theorem 2.1.2 of Nesterov [50] for a proof of case \( E = 2 \). Induction for \( E \geq 2 \).

2. See Theorem 2.1.5 of the textbook of Nesterov [50].

3. Since \( F(x) = \mathbb{E}_\xi \nabla F(x; \xi) \), using results of the first item, we only need to prove \( \mathbb{E}(\nabla F(\bar{x}^*; \xi), x - \bar{x}^*) = 0 \). Note that when \( x \in \mathcal{R}(A^\perp) \), \( x - \bar{x}^* \in \mathcal{R}(A^\perp) \). By the optimality of \( \bar{x}^* \), \( \mathbb{E}_\xi \nabla F(\bar{x}^*; \xi) = \nabla F(\bar{x}^*) \in \mathcal{R}(A) \). Then the result follows.

4. By the \( \mu \)-strongly convexity of \( F(\cdot) \), it follows that
   \[
   F(x) - F(y) - \langle \nabla F(y), x - y \rangle \geq \frac{\mu}{2} \| x - y \|^2
   \]
   \[
   F(y) - F(x) - \langle \nabla F(x), y - x \rangle \geq \frac{\mu}{2} \| x - y \|^2.
   \]
   Adding the above two inequalities gives the result.

B  Appendix for Section[2] and Discussion

The following lemma proves Proposition 2.1 and Proposition 8.1 together.

Lemma B.1 (Property of projection). Let \( A \subset \mathbb{R}^p \) be some closed convex region, \( \mathcal{P}_A(x) = \text{argmin}_{y \in A} \| y - x \|^2 \) and \( \mathcal{P}_{A^\perp}(x) = x - \mathcal{P}_A(x) \).

1. \( \mathcal{P}_A \) is idempotent: \( \mathcal{P}_A(\mathcal{P}_A(x)) = \mathcal{P}_A(x) \) for all \( x \in \mathbb{R}^p \);
2. \( \mathcal{P}_A \) is non-expansive: for \( x \in \mathbb{R}^p \) and \( y \in A \), \( \| \mathcal{P}_A(x) - x \|^2 + \| \mathcal{P}_A(x) - y \|^2 \leq \| x - y \|^2 \). In particular, if \( 0 \in A \), \( \max\{\|\mathcal{P}_A(x)\|, \|\mathcal{P}_A^\perp(x)\|\} \leq \|x\| \).

3. If \( A \) is a linear space, for example \( A = \mathcal{R}(A) \), then \( \mathcal{P}_A \) is linear in \( x \): \( \mathcal{P}_A(\alpha x + \beta y) = \alpha \mathcal{P}_A(x) + \beta \mathcal{P}_A(y) \) for any \( x, y \in \mathbb{R}^p \) and \( \alpha, \beta \in \mathbb{R} \), and \( \langle \mathcal{P}_A(x), \mathcal{P}_A^\perp(x) \rangle = 0 \) for any \( x \in \mathbb{R}^p \).

4. If \( \mathcal{P}_A(x + y) = \mathcal{P}_A(x) + \mathcal{P}_A(y) \) for any \( x, y \in \mathbb{R}^p \), then \( A \) must be a linear (sub)space in \( \mathbb{R}^p \).

Proof. 1. This follows directly from definition.

2. Since \( \mathcal{P}_A(x) = \arg\min_{y \in A} \| y - x \|^2 \), the first order optimality condition gives \( \langle \mathcal{P}_A(x) - x, \mathcal{P}_A(x) - y \rangle \leq 0 \) for any \( y \in A \). Hence,
   \[
   \| x - y \|^2 - \| \mathcal{P}_A(x) - y \|^2 - \| \mathcal{P}_A(x) - x \|^2 = 2 \langle x - \mathcal{P}_A(x), \mathcal{P}_A(x) - y \rangle \geq 0.
   \]

3. If \( A \) is a linear space, \( \mathcal{P}_A(x) = A(A^\top A)^\dagger A^\top x \) and thus the linearity follows. Besides, \( \mathcal{P}_A(x) = (I - A(A^\top A)^\dagger A^\top) x \) and \( (I - A(A^\top A)^\dagger A^\top) A(A^\top A)^\dagger A^\top = 0 \) account for the rest.

4. Obviously, letting \( x = y = 0 \), we have \( \mathcal{P}_A(0) = 0 \) and thus \( 0 \in A \). So by the second item, \( \mathcal{P}_A(\cdot) \) is continuous. By reduction, we know that \( \mathcal{P}_A(kx) = k\mathcal{P}_A(x) \) for any positive integer \( k \) and \( x \in \mathbb{R}^p \). Thus, we have \( \mathcal{P}_A(qx) = q\mathcal{P}_A(x) \) for any positive rational number \( q \) and \( x \in \mathbb{R}^p \). Since \( \mathcal{P}_A(qx) + \mathcal{P}_A(-qx) = 0 \), \( \mathcal{P}_A(qx) = q\mathcal{P}_A(x) \) for any rational number \( q \) and \( x \in \mathbb{R}^p \). By continuity of \( \mathcal{P}_A(\cdot) \), \( \mathcal{P}_A(\alpha x) = \alpha \mathcal{P}_A(x) \) for any real number \( \alpha \) and \( x \in \mathbb{R}^p \). Hence, for any \( x, y \in A \), we have \( \mathcal{P}_A(\alpha x + \beta y) = \mathcal{P}_A(\alpha x) + \mathcal{P}_A(\beta y) = \alpha \mathcal{P}_A(x) + \beta \mathcal{P}_A(y) = \alpha x + \beta y \in A \) for any \( \alpha, \beta \in \mathbb{R} \), which implies that \( A \) is a linear (sub)space in \( \mathbb{R}^p \).

\[\square\]

Proof of Corollary 2.1. If there are two \( x^*, y^* \in \mathcal{R}(A^\perp) \) that both minimize \( F(\cdot) \) within the linear constraint \( A^\top x^* = A^\top y^* = 0 \), then we assert that we have \( (A^\perp)^\top \nabla F(x^*) = 0 \), which implies \( \mathcal{P}_A^\perp(\nabla F(x^*)) = 0 \). To see this, let \( \tilde{x}^* \) be any solution of the constrained problem, it is often the case that \( \nabla F(\tilde{x}^*) \neq 0 \). Since \( \tilde{x}^* \in \mathcal{R}(A^\perp) \), then \( \tilde{x}^* = A^\perp z^* \) and \( z^* = \arg\min_z F(A^\perp z) \). By the first order condition of \( z^* \), we have \( (A^\perp)^\top \nabla F(x^*) = 0 \).

So \( y^* - x^* \in \mathcal{R}(A^\perp) \) and \( \nabla F(x^*) \in \mathcal{R}(A) \). Then from the \( \mu \)-strongly convexity, \( 0 = F(y^*) - F(x^*) \geq \langle \nabla F(x^*), y^* - x^* \rangle + \frac{\mu}{2} \| x^* - y^* \|^2 = \frac{\mu}{2} \| x^* - y^* \|^2 \geq 0 \), indicating that \( x^* = y^* \).

\[\square\]

C  Proof of Delayed Projected SGD

C.1 Descent Lemma

Lemma C.1 (Bounded gradient variance). Under Assumption 2.1, 2.2 and 3.1,
\[
\mathbb{E}\|\mathcal{P}_A^\perp(\nabla F(x_t; \xi_t) - \nabla F(x_t))\|^2 \leq 3L^2\mathbb{E}\|z_t\|^2 + 6L\mathbb{E}[F(y_t) - F(\tilde{x}^*)] + 3\sigma_{A^\perp, x_t}^2.
\]  (19)

Proof.
\[
\mathbb{E}\|\mathcal{P}_A^\perp(\nabla F(x_t; \xi_t)) - \mathcal{P}_A^\perp(\nabla F(x_t))\|^2 \\
\overset{(a)}{=} \mathbb{E}\|\mathcal{P}_A^\perp(\nabla F(x_t; \xi_t)) - \nabla F(x_t)\|^2 \\
= \mathbb{E}\|\mathcal{P}_A^\perp(\nabla F(x_t; \xi_t) - \nabla F(y_t; \xi_t) - (\nabla F(x_t) - \nabla F(y_t)))\|
\]
where (a) follows from the linearity of $\mathcal{P}_A$; (b) is due to Lemma A.2 with $n = 3$ and $\|\mathcal{P}_A^\perp (\mathbf{x}) - \mathcal{P}_A^\perp (\mathbf{y})\| \leq \|\mathbf{x} - \mathbf{y}\|$; (c) follows by noting $\|X - \mathbb{E}X\|^2 \leq \mathbb{E}\|X\|^2$ and that $\mathcal{P}_A^\perp(\nabla F(\mathbf{x}^*)) = \mathbf{0}$ from Corollary 2.1 and (d) follows from Assumption 2.1 and 3.1. \hfill \Box

Lemma C.2 (General descent lemma on $\mathcal{R}(A^\perp)$). Let $y_t = \mathcal{P}_{A^\perp}(x_t)$ be the projection onto $\mathcal{R}(A^\perp)$ and $z_t = \mathcal{P}_A(x_t)$ the projection onto $\mathcal{R}(A)$. Let $x_{t+1} = x_t - \eta_t g_t$ be the update rule with $\mathbb{E}_t \mathcal{P}_A^\perp(g_t) = \mathcal{P}_A^\perp(\nabla F(x_t))$ and $g_t$ is independent with all randomness before iteration $t$, then

$$\mathbb{E}\|y_{t+1} - \mathbf{x}^*\|^2 \leq (1 - \mu \eta_t)\mathbb{E}\|y_t - \mathbf{x}^*\|^2 + (4L\eta_t^2 - 2\eta_t)\mathbb{E}\|F(y_t) - F(\mathbf{x}^*)\| + (L\eta_t + 2L^2\eta_t^2)\mathbb{E}\|z_t\|^2 + \eta_t^2\mathbb{E}\|\mathcal{P}_A^\perp(g_t) - \mathcal{P}_A^\perp(\nabla F(x_t))\|^2. \quad (20)$$

Proof. Since the optimal constrained solution $\bar{x}^*$ lies in $\mathcal{R}(A^\perp)$, $\mathcal{P}_{A^\perp}(\mathbf{x}^*) = \mathbf{x}^*$ and $\mathcal{P}_A(\mathbf{x}^*) = \mathbf{0}$. Let $y_t = \mathcal{P}_{A^\perp}(x_t)$ be the projection onto $\mathcal{R}(A^\perp)$ and $z_t = \mathcal{P}_A(x_t)$ the projection onto $\mathcal{R}(A)$, then $x_t = y_t + z_t$ and $(y_t, z_t) = 0$. Taking expectation with respect to $x_1, \ldots, x_t$, we have

$$\mathbb{E}\|y_{t+1} - \mathbf{x}^*\|^2 = \mathbb{E}\|\mathcal{P}_A^\perp(x_t - \eta_t g_t) - \mathbf{x}^*\|^2 = \mathbb{E}\|y_t - \eta_t \mathcal{P}_A^\perp(\nabla F(x_t)) - \mathbf{x}^*\|^2 + \eta_t^2 \mathbb{E}\|\mathcal{P}_A^\perp(g_t) - \mathcal{P}_A^\perp(\nabla F(x_t))\|^2. \quad (21)$$

For the first term of (21),

$$\mathbb{E}\|y_t - \eta_t \mathcal{P}_A^\perp(\nabla F(x_t)) - \mathbf{x}^*\|^2 = \mathbb{E}\|y_t - \mathbf{x}^*\|^2 - 2\eta_t \langle \mathcal{P}_A^\perp(\nabla F(x_t)), y_t - \mathbf{x}^* \rangle + \eta_t^2 \mathbb{E}\|\mathcal{P}_A^\perp(\nabla F(x_t))\|^2 = \mathbb{E}\|y_t - \mathbf{x}^*\|^2 - 2\eta_t \langle \nabla F(x_t), y_t - \mathbf{x}^* \rangle + \eta_t^2 \mathbb{E}\|\mathcal{P}_A^\perp(\nabla F(x_t))\|^2. \quad (22)$$

For the second term of (22),

$$-\langle \nabla F(x_t), y_t - \mathbf{x}^* \rangle = -\langle \nabla F(x_t), x_t - \mathbf{x}^* \rangle - \langle \nabla F(x_t), y_t - x_t \rangle \leq (a) - \left[F(x_t) - F(\mathbf{x}^*) + \frac{\mu}{2}\|x_t - \mathbf{x}^*\|^2\right] + \langle \nabla F(x_t), x_t - y_t \rangle \leq (b) - \left[F(x_t) - F(\mathbf{x}^*) + \frac{\mu}{2}\|x_t - \mathbf{x}^*\|^2\right] \approx \left[F(x_t) - F(\mathbf{x}^*) + \frac{\mu}{2}\|x_t - \mathbf{x}^*\|^2\right] + \left[F(x_t) - F(y_t) + \frac{L}{2}\|y_t - x_t\|^2\right] \leq (c) - \left[F(y_t) - F(\mathbf{x}^*) + \frac{\mu}{2}\|x_t - \mathbf{x}^*\|^2\right] + \frac{L}{2}\|z_t\|^2 \leq \frac{L}{2}\|z_t\|^2.$$
\begin{equation}
\tag{23}
\equiv - \left[ F(y_t) - F(\bar{x}^*) + \frac{\mu}{2} \| y_t - \bar{x}^* \|^2 \right] + \frac{L - \mu}{2} \| z_t \|^2
\end{equation}
where (a) follows from the \(\mu\)-strongly convexity; (b) follows from the \(L\)-smoothness; (c) is due to arrangement and the decomposition \(x_t = P_{A^\perp}(x_t) + P_A(x_t) = y_t + z_t\); and (d) holds since \(x_t - \bar{x}^* = P_A(x_t - \bar{x}^*) + P_{A^\perp}(x_t - \bar{x}^*) = z_t + (y_t - \bar{x}^*)\) and \(\| x_t - \bar{x}^* \|^2 = \| z_t \|^2 + \| y_t - \bar{x}^* \|^2\). For the third term of (22),
\[
\mathbb{E}\| P_{A^\perp}(\nabla F(x_t)) \|^2 = \mathbb{E}\| P_{A^\perp}(\nabla F(x_t)) - P_{A^\perp}(\nabla F(y_t)) + P_{A^\perp}(\nabla F(y_t)) - P_{A^\perp}(\nabla F(\bar{x}^*)) \|^2 \\
\leq 2\mathbb{E}\| P_{A^\perp}(\nabla F(x_t) - \nabla F(y_t)) \|^2 + 2\mathbb{E}\| P_{A^\perp}(\nabla F(y_t) - \nabla F(\bar{x}^*)) \|^2 \\
\leq 2\mathbb{E}\| \nabla F(x_t) - \nabla F(y_t) \|^2 + 2\mathbb{E}\| \nabla F(y_t) - \nabla F(\bar{x}^*) \|^2 \\
\leq 2L^2\mathbb{E}\| z_t \|^2 + 4L \left[ F(y_t) - F(\bar{x}^*) \right].
\end{equation}
By substituting all the inequalities, we have
\[
\mathbb{E}\| y_{t+1} - \tilde{x}^* \|^2 \\
\overset{21}{=} \mathbb{E}\| y_t - \eta_t P_{A^\perp}(\nabla F(x_t)) - \bar{x}^* \|^2 + \eta_t^2 \mathbb{E}\| P_{A^\perp}(\nabla F(x_t; \xi_t)) - P_{A^\perp}(\nabla F(x_t)) \|^2 \\
\overset{22}{\leq} \mathbb{E}\| y_t - \bar{x}^* \|^2 - 2\eta_t \left[ F(y_t) - F(\bar{x}^*) + \frac{\mu}{2} \| y_t - \bar{x}^* \|^2 \right] + \eta_t (L - \mu) \mathbb{E}\| z_t \|^2 \\
+ \eta_t^2 \left[ 2L^2 \mathbb{E}\| z_t \|^2 + 4L \mathbb{E}\| F(y_t) - F(\bar{x}^*) \| \right] \\
+ \eta_t^2 \mathbb{E}\| P_{A^\perp}(\nabla F(x_t; \xi_t)) - P_{A^\perp}(\nabla F(x_t)) \|^2 \\
\leq (1 - \mu \eta_t) \mathbb{E}\| y_t - \bar{x}^* \|^2 + (4L \eta_t^2 - 2\eta_t) \mathbb{E}\| F(y_t) - F(\bar{x}^*) \| + (L \eta_t + 2L^2 \eta_t^2) \mathbb{E}\| z_t \|^2 \\
+ \eta_t^2 \mathbb{E}\| P_{A^\perp}(g_t) - P_{A^\perp}(\nabla F(x_t)) \|^2.
\]
We are now ready to prove the decent lemma for Algorithm 2

**Proof of Lemma C.1** Lemma C.2 with \( g_t = \nabla F(x_t; \xi_t) \) gives that
\[
\mathbb{E}\| y_{t+1} - \tilde{x}^* \|^2 \leq (1 - \mu \eta_t) \mathbb{E}\| y_t - \bar{x}^* \|^2 + (4L \eta_t^2 - 2\eta_t) \mathbb{E}\| F(y_t) - F(\bar{x}^*) \| + (L \eta_t + 2L^2 \eta_t^2) \mathbb{E}\| z_t \|^2 \\
+ \eta_t^2 \mathbb{E}\| P_{A^\perp}(\nabla F(x_t; \xi_t)) - P_{A^\perp}(\nabla F(x_t)) \|^2.
\]
Lemma C.1 gives
\[
\mathbb{E}\| P_{A^\perp}(\nabla F(x_t; \xi_t) - \nabla F(x_t)) \|^2 \leq 3L^2 \mathbb{E}\| z_t \|^2 + 6L \mathbb{E}\| F(y_t) - F(\bar{x}^*) \| + 3\sigma^2_{A^\perp,*}
\]
Combing the last two inequalities, we get
\[
\mathbb{E}\| y_{t+1} - \tilde{x}^* \|^2 \leq (1 - \mu \eta_t) \mathbb{E}\| y_t - \bar{x}^* \|^2 + (10L \eta_t^2 - 2\eta_t) \mathbb{E}\| F(y_t) - F(\bar{x}^*) \| + 3\eta^2_t \sigma^2_{A^\perp,*} + (L \eta_t + 5L^2 \eta_t^2) \mathbb{E}\| z_t \|^2 \\
\leq (1 - \mu \eta_t) \mathbb{E}\| y_t - \bar{x}^* \|^2 - \eta_t \mathbb{E}\| F(y_t) - F(\bar{x}^*) \| + 3\eta^2_t \sigma^2_{A^\perp,*} + 2L \eta_t \mathbb{E}\| z_t \|^2
\]
where for the final line we used that \( \eta_t \leq \frac{1}{10L} \).
C.2 Residual Lemma

Proof. Note that

\[
\mathbb{E}\|z_{t+1}\|^2 = \mathbb{E}\|\mathcal{P}_A(x_t - \eta_t \nabla F(x_t; \xi_t))\|^2
\]

\[
= \mathbb{E}\|\mathcal{P}_A(x_t)\|^2 - 2\eta_t \mathbb{E}\langle \mathcal{P}_A(x_t), \mathcal{P}_A(\nabla F(x_t; \xi_t)) \rangle + \eta_t^2 \mathbb{E}\|\mathcal{P}_A(\nabla F(x_t; \xi_t))\|^2
\]

\[
= \mathbb{E}\|z_t\|^2 - 2\eta_t \mathbb{E}\langle z_t, \mathcal{P}_A(\nabla F(x_t)) \rangle + \eta_t^2 \mathbb{E}\|\mathcal{P}_A(\nabla F(x_t; \xi_t))\|^2. \tag{25}
\]

where we use \(z_t = \mathcal{P}_A(x_t)\) in the last equality and \(\mathbb{E}\mathcal{P}_A(\nabla F(x_t; \xi_t)) = \mathcal{P}_A(\nabla F(x_t))\).

With Assumption 3.2 by the \(\mu\)-strongly convexity of \(F(\cdot)\), we have for the second term of (25)

\[
-\langle z_t, \mathcal{P}_A(\nabla F(x_t)) \rangle = -\langle \mathcal{P}_A(z_t), \nabla F(x_t) \rangle = -\langle x_t - y_t, \nabla F(x_t) \rangle
\]

\[
\leq -\left[ F(x_t) - F(y_t) + \frac{\mu}{2} \|x_t - y_t\|^2 \right] \tag{26}
\]

For the third term of (25), if we have Assumption 3.2

\[
\mathbb{E}\|\mathcal{P}_A(\nabla F(x_t; \xi_t))\|^2 \leq 2\mathbb{E}\|\nabla F(x_t; \xi_t) - \nabla F(\bar{x}^*; \xi_t)\|^2 + 2\mathbb{E}\|\mathcal{P}_A(\nabla F(\bar{x}^*; \xi_t))\|^2
\]

\[
\leq 2\mathbb{E}\|\nabla F(x_t; \xi_t) - \nabla F(\bar{x}^*; \xi_t)\|^2 + 2\sigma_{\mathcal{A}_s}^2
\]

\[
\leq 4L\mathbb{E}[F(x_t; \xi_t) - F(\bar{x}^*; \xi_t) - \langle \nabla F(\bar{x}^*; \xi_t), x_t - \bar{x}^* \rangle] + 2\sigma_{\mathcal{A}_s}^2
\]

\[
\leq 4L\mathbb{E}[F(x_t) - F(\bar{x}^*)] + 2\sigma_{\mathcal{A}_s}^2 \tag{27}
\]

where in the last inequality we use \(\mathbb{E}\nabla F(\bar{x}^*; \xi_t) = 0\) derived from Assumption 3.2. Then, based on (25), (26) and (27), when \(\eta_t \leq \frac{1}{2L}\), we have

\[
\mathbb{E}\|z_{t+1}\|^2 \leq (1 - \mu \eta_t)\mathbb{E}\|z_t\|^2 + 2\eta_t^2 \sigma_{\mathcal{A}_s}^2 + 4L\eta_t^2 \mathbb{E}[F(x_t) - F(\bar{x}^*)] + 2\eta_t \mathbb{E}[F(y_t) - F(x_t)]
\]

\[
\leq (1 - \mu \eta_t)\mathbb{E}\|z_t\|^2 + 2\eta_t^2 \sigma_{\mathcal{A}_s}^2 + 2\eta_t \mathbb{E}[F(y_t) - F(\bar{x}^*)]. \tag{28}
\]

Here we also use \(\mathbb{E}[F(x_t) - F(\bar{x}^*)] \geq \frac{1}{2L} \mathbb{E}\|\nabla F(x_t; \xi_t) - \nabla F(\bar{x}^*; \xi_t)\|^2 \geq 0\).

Without Assumption 3.2 then for the second term of (25), we have

\[
-\langle z_t, \mathcal{P}_A(\nabla F(x_t)) \rangle = -\langle x_t - y_t, \nabla F(x_t) \rangle
\]

\[
= -\langle x_t - y_t, \nabla F(x_t) - \nabla F(y_t) \rangle - \langle x_t - y_t, \nabla F(y_t) \rangle \tag{a}
\]

\[
\leq -\mu \|z_t\|^2 + \|z_t, \nabla F(y_t)\| \tag{b}
\]

\[
\leq -\mu \|z_t\|^2 + \gamma \|z_t\|^2 + \frac{1}{2\gamma} \|\nabla F(y_t)\|^2
\]

\[
\equiv \left( -\frac{\mu}{2} + \frac{1 - \mu \eta}{2\eta} \right) \|z_t\|^2 + \frac{1}{2} \left( \frac{\mu + \frac{1 - \mu \eta}{2\eta}}{\mu + \frac{1 - \mu \eta}{2\eta}} \right) \|\nabla F(y_t)\|^2
\]

\[
\leq \left( -\frac{\mu}{2} + \frac{1 - \mu \eta}{2\eta} \right) \|z_t\|^2 + \frac{E \eta}{2} \|\nabla F(y_t)\|^2 \tag{29}
\]

where (a) uses the \(\mu\)-strongly convexity of \(F(\cdot)\) that implies \(\langle \nabla F(x_t) - \nabla F(y_t), x_t - y_t \rangle \geq \mu \|x_t - y_t\|^2\) (Lemma A.3); (b) uses Lemma A.1 (c) uses \(\gamma = \mu + \frac{1 - \mu \eta}{2\eta}\).
Besides, we also have
\[\|\nabla F(y_t)\|^2 \leq 2\|\nabla F(y_t) - \nabla F(\bar{x}^*)\|^2 + 2\|\nabla F(\bar{x}^*)\|^2\] By Lemma A.2
\[\leq 4L [F(y_t) - F(\bar{x}^*)] + 2\|\nabla F(\bar{x}^*)\|^2.\] By Lemma A.3 \hspace{1cm} (30)

For the third term of (25), we instead have
\[E\|P_A(\nabla F(x_t; \xi_t))\|^2 \leq 3E\|P_A(\nabla F(x_t; \xi_t) - \nabla F(y_t; \xi_t))\|^2 + 3E\|P_A(\nabla F(y_t; \xi_t) - \nabla F(\bar{x}^*; \xi_t))\|^2 + 3E\|\nabla F(\bar{x}^*; \xi_t)\|^2
\leq 3E\|\nabla F(x_t; \xi_t) - \nabla F(y_t; \xi_t)\|^2 + 3\|\nabla F(y_t; \xi_t) - \nabla F(\bar{x}^*; \xi_t)\|^2 + 3\|\nabla F(\bar{x}^*; \xi_t)\|^2
\leq 3L^2E\|x_t - y_t\|^2 + 6LE [F(y_t) - F(\bar{x}^*)] + 3\sigma^2_{A,*}. \hspace{1cm} (31)

Then, based on (25), (29), (30) and (31), when \(\eta_t \leq \frac{1}{L(3+2E)}\), we have:
\[E\|z_{t+1}\|^2 \leq \left(1 - \mu \eta_t + \frac{1 - \mu \eta_t}{E} + 3L^2 \eta_t^2\right) E\|z_t\|^2 + 3\eta_t^2 \sigma^2_{A,*}
+ (6 + 4E) L \eta_t^2 E [F(y_t) - F(\bar{x}^*)] + 2E \eta_t^2 \|\nabla F(\bar{x}^*)\|^2
\leq \left(1 - \mu \eta_t + \frac{1 - \mu \eta_t}{E} + L \eta_t\right) E\|z_t\|^2 + 3\eta_t^2 \sigma^2_{A,*}
+ 2\eta_t E [F(y_t) - F(\bar{x}^*)] + 2E \eta_t^2 \|\nabla F(\bar{x}^*)\|^2 \hspace{1cm} (32)
\]

\[\square\]

C.3 Other Helper Lemmas

**Lemma C.3 (Error Propagation).** Let \(L_t = \left(\begin{array}{c} r_t \\ u_t \end{array}\right)\) be a two dimensional error vector with non-negative entries. Assume it satisfies the following relation: for all \(t \geq 0\), there exist a non-negative sequence \(\{\delta_t\}_{t \geq 0}\), a upper triangular matrix \(A = \left(\begin{array}{cc} a_1 & a_2 \\ 0 & a_3 \end{array}\right) \in \mathbb{R}^{2 \times 2}\), and two vectors \(b = \left(\begin{array}{c} b_1 \\ -b_2 \end{array}\right), c = \left(\begin{array}{c} c_1 \\ c_2 \end{array}\right) \in \mathbb{R}^2\) such that
\[L_{t+1} \leq AL_t - \eta_t \delta_t b + \eta_t^2 c\] \hspace{1cm} (33)
where the inequality holds element-by-element and \(\{a_i\}_{i=1}^3, \{b_i\}_{i=1}^2, \{c_i\}_{i=1}^2\) are all non-negative real numbers. Then it follows that for any \(0 \leq t_0 \leq t_1 \leq t_0 + E\), once \(a_1 b_1 \geq 2a_2 b_2 \kappa_i\) for all \(0 \leq i \leq E - 1\),
\[r_{t_1} \leq \left[ a_1^s_0 r_{t_0} + \kappa_{s_0} a_2 u_{t_0} \right] - \frac{\eta}{2} \sum_{i=0}^{s_0-1} \delta_{t_1-i-1} a_1^i b_1 + \eta^2 \sum_{i=0}^{s_0-1} \left[ a_1^i c_1 + \kappa_c a_2 c_2 \right]. \hspace{1cm} (34)\]
where \(\kappa_i \leq i \max \{a_1, a_3\}^{i-1}\) and
\[\kappa_i = \begin{cases} \frac{i a_1^{i-1}}{a_1 - a_3} & \text{if } a_1 = a_3 \\ \frac{a_1 - a_1^{i-1}}{a_1 - a_3} & \text{if } a_1 \neq a_3 \end{cases} \hspace{1cm} (35)\]
Proof. Starting from $t_0$ and recurring (33) for $s_0 = t_1 - t_0$ times, we have

$$L_{t_1} \leq A^{s_0} L_{t_0} - \eta \sum_{i=0}^{s_0-1} \delta_{t_1-i-1} A^i b + \eta^2 \sum_{i=0}^{s_0-1} A^i c$$

(36)

With $e = (1, 0)^T$ on the left of both sides of (36), we focus on the first entry of $L_t$:

$$r_{t_1} \leq e^T A^{s_0} L_{t_0} - \eta \sum_{i=0}^{s_0-1} \delta_{t_1-i-1} e^T A^i b + \eta^2 \sum_{i=0}^{s_0-1} e^T A^i c.$$  

(37)

To give a clear form of (37), we should give the close form of $A^i$. By reduction, we have that

$$\text{if } a_1 = a_3, A^i = \begin{pmatrix} a_1^i & ia_1^{i-1}a_2 \\ 0 & a_1^i \end{pmatrix}; \text{ otherwise } A^i = \begin{pmatrix} a_1^i & a_1^i-a_1^i \nonumber \frac{a_1^i-a_1^i}{a_1^i-a_3^i}a_2 \\ 0 & a_1^i \end{pmatrix}.$$  

By defining $\kappa_i$ in (35), $A^i$ then has a unified close form: $A^i = \begin{pmatrix} a_1^i & a_2 \kappa_i \\ 0 & a_3^i \end{pmatrix}$. Without loss of generality, we assume $a_3 > a_1$. By the convexity of $x^i$ ($i \geq 0$), $a_3^i - a_1^i \leq ia_3^{i-1} \cdot (a_3 - a_1)$ giving the upper bound on $\kappa_i$. Then, once $a_1^i b_1 \geq 2a_3 b_2 \kappa_i$ for all $0 \leq i \leq E-1$, we have

$$\sum_{i=0}^{s_0-1} \delta_{t_1-i-1} e^T A^i b = \sum_{i=0}^{s_0-1} \delta_{t_1-i-1} \left[ a_1^i b_1 - a_2 b_2 \kappa_i \right] \geq \frac{1}{2} \sum_{i=0}^{s_0-1} \delta_{t_1-i-1} a_1^i b_1$$

(38)

$$\sum_{i=0}^{s_0-1} e^T A^i c = \sum_{i=0}^{s_0-1} a_1^i c_1 + \kappa_i a_2 c_2$$

(39)

Combining (37), (38) and (39) gives (34).

Lemma C.4 (Learning rate choice I). For any $c_1, c_2 \geq 0$ and $r_0, d, T > 0$, we can always find $0 < \eta \leq \frac{1}{d}$ such that

$$\Phi(\eta) = \frac{r_0}{T\eta} + \eta c_1 + \eta^2 c_2 = \mathcal{O} \left( \frac{d r_0}{T} + \sqrt{\frac{r_0 c_1}{T}} + \frac{3}{T} \sqrt{\frac{r_0 c_2}{T^2}} \right).$$

Proof. By setting $\eta_0 = \min \left\{ \frac{1}{d}, \sqrt{\frac{r_0}{c_1 T}}, \sqrt{\frac{r_0}{c_2 T}} \right\}$, we have that

$$\Phi(\eta_0) \leq \frac{r_0}{T} \max \left\{ d, \sqrt{\frac{c_1 T}{r_0}}, \sqrt{\frac{c_2 T}{r_0}} \right\} + \sqrt{\frac{r_0 c_1}{T}} + \frac{3}{T} \sqrt{\frac{r_0 c_2}{T^2}} \leq \frac{d r_0}{T} + 2 \frac{r_0 c_1}{T} + 2 \frac{3}{T} \sqrt{\frac{r_0 c_2}{T^2}}.$$  

where the last inequality uses $\max\{a, b, c\} \leq a + b + c$ for any non-negative numbers $a, b, c$.

Lemma C.5 (Learning rate choice II). For any $r_0, c_1, c_2 \geq 0$ and $d, T, c_0 > 0$, we can always find $0 < \eta \leq \frac{1}{d}$ such that

$$\Phi(\eta) = \exp(-\eta c_0 T) \frac{r_0}{\eta} + \eta c_1 + \eta^2 c_2 = \mathcal{O} \left( d r_0 \exp \left( -\frac{c_0}{d} T \right) + \frac{c_1}{c_0 T} + \frac{c_2}{c_0^2 T^2} \right).$$
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Proof. Let us consider three cases:

1. If \( \frac{1}{d} \leq \frac{1}{c_0T} \), then we can pick \( \eta_0 = \frac{1}{d} \) and get \( \Phi(\eta_0) \) bounded by

\[
\Phi(\eta_0) = dr_0 \exp \left( -\frac{c_0}{d} T \right) + \frac{c_1}{d^2} = O \left( dr_0 \exp \left( -\frac{c_0}{d} T \right) + \frac{c_1}{c_0T} + \frac{c_2}{c_0^2T^2} \right).
\]

2. If \( \frac{1}{d} > \frac{1}{c_0T} \) and \( c_0^2r_0T^2 \geq c_1 \), then we can pick \( \eta_0 = \frac{1}{c_0T} \ln \frac{c_0^2r_0T^2}{c_1} \) and get \( \Phi(\eta_0) \) bounded by

\[
\Phi(\eta_0) = \frac{c_1}{c_0T} \ln \frac{c_0^2r_0T^2}{c_1} + \frac{c_1}{c_0T} \frac{c_0^2r_0T^2}{c_1} + \frac{c_2}{c_0^2T^2} \ln^2 \frac{c_0^2r_0T^2}{c_1} = O \left( \frac{c_1}{c_0T} + \frac{c_2}{c_0^2T^2} \right).
\]

3. If \( \frac{1}{d} > \frac{1}{c_0T} \) and \( c_0^2r_0T^2 < c_1 \), then we can pick \( \eta_0 = \frac{1}{c_0T} \) and get \( \Phi(\eta_0) \) bounded by

\[
\Phi(\eta_0) = \exp(-1)r_0c_0T + \frac{2c_1}{c_0T} + \frac{c_2}{c_0^2T^2} < \frac{2c_1}{c_0T} + \frac{c_2}{c_0^2T^2} = O \left( \frac{c_1}{c_0T} + \frac{c_2}{c_0^2T^2} \right).
\]

\( \square \)

C.4 Proof of Theorem 3.1

Proof. We consider a fixed step size, i.e., \( \eta_t = \eta \leq \frac{1}{10L} \) for all \( t \geq 0 \). From Lemma 3.1 and 3.2, when we concatenate (7) and (8) it follows that

\[
\left( \frac{E\|y_{t+1} - \bar{x}^*\|^2}{E\|z_{t+1}\|^2} \right) \leq \left( \begin{array}{cc} 1 - \mu\eta & 2L\eta \\ 0 & 1 - \mu\eta \end{array} \right) \left( \frac{E\|y_t - \bar{x}^*\|^2}{E\|z_t\|^2} \right) - \eta E[F(y_t) - F(\bar{x}^*)] \left( \begin{array}{c} 1 \\ -2 \end{array} \right) + \eta^2 \left( \begin{array}{c} \sigma_{A^*,*}^2 \\ \sigma_{A^*,*}^2 \end{array} \right),
\]

which implies it satisfies Lemma C.3 with the following parameters: \( \delta_t = E[F(y_t) - F(\bar{x}^*)] \geq 0 \) and

\[
L_t = \left( \frac{E\|y_t - \bar{x}^*\|^2}{E\|z_t\|^2} \right), \quad A = \left( \begin{array}{cc} 1 - \mu\eta & 2L\eta \\ 0 & 1 - \mu\eta \end{array} \right), \quad b = \left( \begin{array}{c} 1 \\ -2 \end{array} \right), \quad c = 3 \left( \begin{array}{c} \sigma_{A^*,*}^2 \\ \sigma_{A^*,*}^2 \end{array} \right), \quad \kappa_i = 2L\eta(1 - \mu\eta)^{i-1}.
\]

such that the following inequality that holds element-by-element: \( L_{t+1} \leq AL_t - \eta\delta_t b + \eta^2 c \).

Let \( 0 = t_0 < t_1 < t_2 < \cdots < t_K = T \) be the elements of \( \mathcal{T} \) and denote \( s_k = t_{k+1} - t_k \) (so that \( \sum_{i=0}^{K-1} s_i = T \) and \( s_k \leq E \)). Since when \( t \in \mathcal{T} \), we perform a projection to force \( E\|z_t\|^2 = 0 \), implying the second entry of \( L_{t_k} \) \((k \geq 0)\) is zero. Combining, Lemma C.3 gives, for all \( 0 \leq k \leq K-1 \),

\[
E\|y_{t_k+1} - \bar{x}^*\|^2 \leq (1 - \mu\eta)^{s_k} E\|y_{t_k} - \bar{x}^*\|^2 - \frac{\eta}{2} \sum_{i=0}^{s_k-1} (1 - \mu\eta)^i \delta_{t_k+1-i-1}
\]

\[
+ 3\eta^2 \sum_{i=0}^{s_k-1} \left[ (1 - \mu\eta)^i \sigma_{A^*,*}^2 + 2L\eta(1 - \mu\eta)^{i-1} \sigma_{A^*,*}^2 \right]. \quad (40)
\]

Here we require \( a_1 b_1 \geq 2a_2 b_2 \kappa_i \) for all \( 0 \leq i \leq E - 1 \), i.e., \( a_1 b_2 \geq 2(E - 1)a_2 b_2 \) here since \( a_1 = a_3 = 1 - \mu\eta \). In this specific case, it is equivalent to \( \eta \leq \frac{1}{\mu + 5L(E - 1)} \).
Recurring (40) from $k = 0$ to $K - 1$, we obtain
\[
\mathbb{E}\|y_T - \tilde{x}^*\|^2 \leq (1 - \mu \eta)^T \mathbb{E}\|y_0 - \tilde{x}^*\|^2 - \frac{\eta^2}{2} \sum_{k=0}^{K-1} (1 - \mu \eta)^T T_{k+1} \sum_{i=0}^{s_{k-1}} (1 - \mu \eta)^i \delta_{t_{k+1} - i - 1}
+ 3\eta^2 \sum_{k=0}^{K-1} (1 - \mu \eta)^T T_{k+1} \sum_{i=0}^{s_{k-1}} [(1 - \mu \eta)^i \sigma^2_{A,+,*} + 2L\eta(1 - \mu \eta)^{i-1} i \sigma^2_{A,*}]
= (1 - \mu \eta)^T \mathbb{E}\|y_0 - \tilde{x}^*\|^2 - \frac{\eta^2}{2} \sum_{k=0}^{K-1} (1 - \mu \eta)^T t_{k+1} \sum_{j=t_k}^{T_{k+1}-1} (1 - \mu \eta)^{t_{k+1} - j - 1} \delta_j
+ 3\eta^2 \sum_{k=0}^{K-1} (1 - \mu \eta)^T T_{k+1} \sum_{i=0}^{s_{k-1}} [(1 - \mu \eta)^i \sigma^2_{A,+,*} + 2L\eta(1 - \mu \eta)^{i-1} i \sigma^2_{A,*}]
= (1 - \mu \eta)^T \mathbb{E}\|y_0 - \tilde{x}^*\|^2 - \frac{\eta^2}{2} \sum_{j=0}^{T-1} (1 - \mu \eta)^T T_{j} \delta_j + 3\eta^2 \sum_{j=0}^{T-1} (1 - \mu \eta)^T T_{j} \sigma^2_{A,+,*}
+ 6L\eta^3 \sum_{k=0}^{K-1} \sum_{j=t_k}^{T_{k+1}-2} (1 - \mu \eta)^T t_{j+1} (1 - \mu \eta)^{T - j - 2} \sigma^2_{A,*}
\leq (1 - \mu \eta)^T \mathbb{E}\|y_0 - \tilde{x}^*\|^2 - \frac{\eta^2}{2} \sum_{j=0}^{T-1} (1 - \mu \eta)^T T_{j} \delta_j + 3\eta^2 \sum_{j=0}^{T-1} (1 - \mu \eta)^T T_{j} \sigma^2_{A,+,*}
+ 6L\eta^3 (E - 1) \sum_{k=0}^{K-1} \sum_{j=t_k}^{T_{k+1}-2} (1 - \mu \eta)^T T_{j} \sigma^2_{A,*}
\tag{41}
\]
where the first equality uses change of variable $j = t_{k+1} - i - 1$ and the second inequality uses $t_{k+1} - j - 1 \leq E - 1$ for any $t_{k+1} - j$. Let $\Delta^2 = \mathbb{E}\|y_0 - \tilde{x}^*\|^2$. Based on (41), we can derive convergence rate for constant learning rate $\eta \leq \min\{\frac{1}{T^2}, \frac{1}{\mu + \Delta^2 (E - 1)}\}$. Dividing $W_T = \sum_{j=0}^{T-1} (1 - \mu \eta)^T T_{j} \delta_j$ on both sides of (41) and rearranging, we obtain
\[
F(\hat{y}) - F(\bar{x}^*) \leq \frac{1}{W_T} \sum_{j=0}^{T-1} (1 - \mu \eta)^T \delta_j \leq \frac{2}{\eta W_T} (1 - \mu \eta)^T \Delta^2 + 6\eta \sigma^2_{A,+,*} + 12(E - 1) L \eta^2 \sigma^2_{A,*} \tag{42}
\]
where $\hat{y} = \frac{1}{W_T} \sum_{j=0}^{T-1} (1 - \mu \eta)^T T_{j} \delta_j$. Then we consider two cases according to $\mu = 0$ or not.

1. When $\mu = 0$, $W_T = T$, $\hat{y} = \frac{1}{T} \sum_{j=0}^{T-1} y_j$, so (42) is reduced to
\[
\mathbb{E} [F(\hat{y}) - F(\bar{x}^*)] \leq \frac{2 \Delta^2}{\eta T} + 6\eta \sigma^2_{A,+,*} + 12(E - 1) L \eta^2 \sigma^2_{A,*}.
\]
Using Lemma C.4 and setting therein parameters properly (i.e., $d = \frac{1}{10\Delta^2 \epsilon}, r_0 = \Delta^2, c_1 = \sigma^2_{A,+,*}, c_2 = (E - 1) L \sigma^2_{A,*}$), we can always find sufficiently small constant learning rate $\eta$ such that
\[
\mathbb{E} [F(\hat{y}) - F(\bar{x}^*)] \leq \mathcal{O} \left( \frac{LE \Delta^2}{T} + \frac{\Delta \sigma_{A,+,*}}{\sqrt{T}} + \sqrt{\frac{(E - 1) \sigma_{A,*}^2 \Delta^4}{T^2}} \right).
\]
2. When $\mu > 0$, $W_T = \frac{1-(1-\mu \eta)^T}{\mu \eta} \geq 1$, so (42) becomes

$$
\mathbb{E} \left[ F(\hat{y}) - F(\bar{x}^*) \right] \leq \exp (-\mu \eta T) \frac{2 \Delta^2}{\eta} + 6 \eta \sigma^2_{A^+_{\perp,*}} + 12(E - 1) L \eta^2 \sigma^2_{A,*}.
$$

Using Lemma C.5 and setting therein parameters properly (i.e., $d = \frac{1}{\mu \eta T}, r_0 = \Delta^2, c_0 = \mu, c_1 = \sigma^2_{A^+_{\perp,*}}, c_2 = (E - 1) L \sigma^2_{A,*}$), we can always find an appropriate constant learning rate $\eta$ such that

$$
\mathbb{E} \left[ F(\hat{y}) - F(\bar{x}^*) \right] = \tilde{O} \left( LE \Delta^2 \cdot \exp \left( -\Theta \left( \frac{\mu T}{LE} \right) \right) + \frac{\sigma^2_{A^+_{\perp,*}}}{\mu T} + \frac{(E - 1) L \sigma^2_{A,*}}{\mu^2 T^2} \right).
$$

\[\square\]

C.5 Proof of Theorem 3.2

Proof. In this part, we derive convergence results for Algorithm 2 when Assumption 3.2 is absent. We use a similar argument inherent in the proof of Theorem 3.1. Here we also consider a fixed step size, i.e., $\eta_t = \eta \leq \frac{1}{\mu T}$ for all $t \geq 0$. From Lemma 3.1 and 3.2, when we concatenate (7) and 3.2 it follows that

$$
\left( \frac{\mathbb{E}\|y_{t+1} - \bar{x}^*\|^2}{\mathbb{E}\|z_{t+1}\|^2} \right) \leq \left( \frac{1 - \mu \eta}{0 \theta} \right) \left( \frac{\mathbb{E}\|y_t - \bar{x}^*\|^2}{\mathbb{E}\|z_t\|^2} \right) - \eta \mathbb{E} \left[ F(y_t) - F(\bar{x}^*) \right] \left( \frac{1}{2} \right) + 3 \eta^2 \left( \frac{\sigma^2_{A^+_{\perp,*}}}{\sigma^2_{A,*}} \right).
$$

where $\theta = (1 + \frac{1}{E})(1 - \mu \eta) + L \eta$ and $\sigma^2_{A,*} = \sigma^2_{A^+_{\perp,*}} + \frac{2E}{3} \| \nabla F(\bar{x}^*) \|^2$ for simplicity.

The last inequality implies the error propagation satisfies Lemma C.3 with the following parameters: $\delta_t = F(y_t) - F(\bar{x}^*) \geq 0$ and

$$
L_t = \left( \frac{\mathbb{E}\|y_t - \bar{x}^*\|^2}{\mathbb{E}\|z_t\|^2} \right), A_t = \left( \begin{array}{cc} 1 - \mu \eta & 2L \eta \\ 0 & \theta \end{array} \right), B_t = \left( \begin{array}{c} \frac{1}{2} \\ 0 \end{array} \right), C_t = 3 \left( \frac{\sigma^2_{A^+_{\perp,*}}}{\sigma^2_{A,*}} \right), \kappa_t = \theta \theta - (1 - \mu \eta) i
$$

such that the following inequality that holds element-by-element: $L_{t+1} \leq AL_t - \eta \delta_t \cdot B_t + \eta \cdot C_t$.

Let $0 = t_0 < t_1 < t_2 < \cdots < t_K = T$ be the elements of $\mathcal{T}_T$ and denote $s_k = t_{k+1} - t_k$ (so that $\sum_{i=0}^{K-1} s_i = T$ and $s_k \leq E$). Since when $t \in \mathcal{T}_T$, we perform a projection to force $\mathbb{E}\|z_t\|^2 = 0$, implying the second entry of $L_{i_k} (k \geq 0)$ is zero. Combining, Lemma C.3 gives, for all $0 \leq k \leq K - 1$,

$$
\mathbb{E}\|y_{t_{k+1}} - \bar{x}^*\|^2 \leq (1 - \mu \eta)^s_k \mathbb{E}\|y_{t_k} - \bar{x}^*\|^2 - \frac{\eta}{2} \sum_{i=0}^{s_k-1} (1 - \mu \eta)^1 \delta_{t_{k+1} - i - 1} + 3 \eta^2 \sum_{i=0}^{s_k-1} \left( 1 - \mu \eta \right)^i \sigma^2_{A^+_{\perp,*}} + 2L \eta \delta_{t_{k+1} - i - 1} \left( \frac{1}{2} \right)
$$

(43)

Here we require $a_i^i b_i \geq 2a_2 b_2 \kappa_i$ for all $0 \leq i \leq E - 1$. Since $\kappa_i \leq i \max \{ a_1, a_3 \} \leq 1$, a sufficient condition is to require $a_i^i b_i \geq 2a_2 b_2 \cdot i \max \{ a_1, a_3 \} \leq 1$ for all $0 \leq i \leq E - 1$. Plugging it with $a_1 = 1 - \mu \eta, a_2 = 2L \eta, a_3 = \theta > a_1, b_1 = 1, b_2 = 2$, it is equivalent to for all $0 \leq i \leq E - 1$,

$$
(1 - \mu \eta)^i \geq 8L \eta \cdot i \theta^{-1}.
$$

(44)
To make sure (44) holds, we only need to tune \( \eta \leq \frac{1}{\mu + 25L(E-1)} \). Indeed, when \( \eta \leq \frac{1}{\mu + 25L(E-1)} \),

\[
8L\eta \cdot i \left( \frac{\theta}{1 - \mu \eta} \right)^i \leq 8L\eta \cdot i \left( 1 + \frac{1}{E - 1} + \frac{L\eta}{1 - \mu \eta} \right)^i \leq 8L\eta \cdot (E - 1) \left( 1 + \frac{1}{E - 1} + \frac{L\eta}{1 - \mu \eta} \right)^{E-1} \leq 8L\eta \cdot (E - 1) \left( 1 + \frac{1.04}{E - 1} \right)^{E-1} \leq 25L\eta \cdot (E - 1) \leq 1 - \mu \eta < \theta \quad (45)
\]

where (a) holds since \( 0 \leq i \leq E - 1 \); (b) follows by noting \( \frac{3Ln}{1 - \mu \eta} \) increases in \( \eta \) and \( \eta \leq \frac{1}{\mu + 10L(E-1)} \) is upper bounded; (c) uses \( 8(1 + \frac{1.04}{n})^n \leq 8e^{1.04} < 25 \) for any non-negative integer \( n \); (d) follows since \( \eta \leq \frac{1}{\mu + 25L(E-1)} \).

Also, using \( \kappa_i \leq i \max\{a_1, a_3\}^{i-1} \), we have

\[
2\kappa_i \leq 2i \cdot \theta^{i-1} = 2i(1 - \mu \eta)^{i-1} \left( \frac{\theta}{1 - \mu \eta} \right)^{i-1} \leq i(1 - \mu \eta)^{i-1} \cdot 2 \left( 1 + \frac{1.04}{E - 1} \right)^{E-1} \leq i(1 - \mu \eta)^{i-1} \cdot 2e^{1.04} \leq 6i(1 - \mu \eta)^{i-1}. \quad (46)
\]

Combing (43) and (46), we obtain

\[
\mathbb{E}\|y_{t_k+1} - \bar{x}^*\|^2 \leq (1 - \mu \eta)^{s_k} \mathbb{E}\|y_{t_k} - \bar{x}^*\|^2 - \frac{\eta}{2} \sum_{i=0}^{s_k-1} (1 - \mu \eta)^i \delta_{t_{k+1-i-1}} + 3\eta^2 \sum_{i=0}^{s_k-1} \left[ (1 - \mu \eta)^i \sigma_{\bar{A}^+*,*}^2 + 6L\eta \cdot i(1 - \mu \eta)^{i-1} \tilde{\sigma}_{\bar{A}^+*,*}^2 \right]. \quad (47)
\]

Recalling (47) from \( k = 0 \) to \( K - 1 \), we have

\[
\mathbb{E}\|y_T - \bar{x}^*\|^2 \leq (1 - \mu \eta)^T \mathbb{E}\|y_0 - \bar{x}^*\|^2 - \frac{\eta}{2} \sum_{j=0}^{T-1} (1 - \mu \eta)^{T-j-1} \delta_j + 3\eta^2 \sum_{j=0}^{T-1} (1 - \mu \eta)^{T-j-1} \sigma_{\bar{A}^+*,*}^2 + 18L\eta^3(1 - \mu \eta)^{T-1}\sum_{k=0}^{K-1} t_{k+1-2} \sum_{j=t_k}^{T-1} (1 - \mu \eta)^{T-j-2} \tilde{\sigma}_{\bar{A}^+*,*}^2. \quad (48)
\]

Recall that \( \Delta^2 = \mathbb{E}\|y_0 - \bar{x}^*\|^2 \). Based on (48), we can derive convergence rate for constant learning rate \( \eta \leq \min\left\{ \frac{1}{10L}, \frac{1}{\mu + 25L(E-1)} \right\} \). Dividing \( W_T = \sum_{j=0}^{T-1} (1 - \mu \eta)^{T-j-1} \) on both sides of (48) and rearranging, we obtain

\[
\mathbb{E}\left[ F(\hat{y}) - F(\bar{x}^*) \right] \leq \frac{1}{W_T} \sum_{j=0}^{T-1} (1 - \mu \eta)^{T-j-1} \delta_j \leq \frac{2}{\eta W_T}(1 - \mu \eta)^T \Delta^2 + 6\eta \sigma_{\bar{A}^+*,*}^2 + 18(1 - \mu \eta)^L \eta^2 \tilde{\sigma}_{\bar{A}^+*,*}^2
\]
where \( \hat{y} = \frac{1}{W_T} \sum_{j=0}^{T-1} (1 - \mu t)^{T-j-1} y_j \). Since the last inequality is quite similar to (42), the proof follows from a similar argument of the proof for Theorem 3.1 by replacing \( \sigma_{A,s}^2 \) with \( \sigma_{A,s}^2 \).

\[ \]

D Proof of Delayed Projected SVRG

D.1 Descent Lemma

In this section, we give a decent lemma for Algorithm 3 that is a counter part of Lemma 3.1. The main technique is the same except that we use variance-reduced estimators for stochastic gradients.

Lemma D.1 (Bounded gradient variance). Let \( g_t^s = \nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s) + \mathcal{P}_{A^\perp}(\nabla F(\bar{x}_s)) \). Then, \( \mathcal{P}_{A^\perp}(g_t^s) \) is unbiased for \( \mathcal{P}_{A^\perp}(\nabla F(x_t^s)) \) (i.e., \( \mathbb{E}_{\xi_t^s} \mathcal{P}_{A^\perp}(g_t^s) = \mathcal{P}_{A^\perp}(\nabla F(x_t^s)) \)) and has bounded variance at most:

\[
\mathbb{E}\|\mathcal{P}_{A^\perp}(g_t^s) - \mathcal{P}_{A^\perp}(\nabla F(x_t^s))\|^2 \leq 3L^2 \mathbb{E}\|z_t^s\|^2 + 6L \mathbb{E}[F(y_t^s) - F(\bar{x}_s) + F(\bar{x}_s) - F(\bar{x}^*)].
\]

Proof. Note that \( \mathbb{E}_{\xi_t^s} \mathcal{P}_{A^\perp}(g_t^s) = \mathcal{P}_{A^\perp}(\nabla F(x_t^s) - \nabla F(\bar{x}_s)) + \mathcal{P}_{A^\perp}(\nabla F(\bar{x}_s)) = \mathcal{P}_{A^\perp}(\nabla F(x_t^s)) \). The proof of bounded variance is classical and is analogous to most of the variance reduction literature.

\[
\mathbb{E}_{\xi_t^s}\|\mathcal{P}_{A^\perp}(g_t^s) - \mathcal{P}_{A^\perp}(\nabla F(x_t^s))\|^2
= \mathbb{E}_{\xi_t^s}\|\mathcal{P}_{A^\perp}(\nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s)) - \mathcal{P}_{A^\perp}(\nabla F(x_t^s) - \nabla F(\bar{x}_s))\|^2
\leq \mathbb{E}_{\xi_t^s}\|\mathcal{P}_{A^\perp}(\nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s))\|^2
= \mathbb{E}_{\xi_t^s}\|\mathcal{P}_{A^\perp}(\nabla F(x_t^s; \xi_t^s) - \nabla F(y_t^s; \xi_t^s)) + \mathcal{P}_{A^\perp}(\nabla F(y_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s)) - \mathcal{P}_{A^\perp}(\nabla F(\bar{x}_s; \xi_t^s) - \nabla F(\bar{x}^*; \xi_t^s))\|^2
\leq 3\mathbb{E}_{\xi_t^s}\|\mathcal{P}_{A^\perp}(\nabla F(x_t^s; \xi_t^s) - \nabla F(y_t^s; \xi_t^s))\|^2 + 3\mathbb{E}_{\xi_t^s}\|\mathcal{P}_{A^\perp}(\nabla F(y_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s))\|^2
+ 3\mathbb{E}_{\xi_t^s}\|\nabla F(x_t^s; \xi_t^s) - \nabla F(y_t^s; \xi_t^s)\|^2 + 3\mathbb{E}_{\xi_t^s}\|\nabla F(y_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s)\|^2
\leq 3\mathbb{E}_{\xi_t^s} [L^2\|z_t^s\|^2 + 2L[F(y_t^s) - F(\bar{x}_s)] + 2L[F(\bar{x}_s) - F(\bar{x}^*)]].
\]

Lemma D.2. Under Assumption 2.1 and 2.2, let \( y_t^s = \mathcal{P}_{A^\perp}(x_t^s) \) be the projection onto \( \mathcal{R}(A^\perp) \) and \( z_t^s = \mathcal{P}_{A}(x_t^s) \) the projection onto \( \mathcal{R}(A) \), then for Algorithm 3 when \( \eta_t^s = \eta \leq \frac{1}{10L \eta} \), we have

\[
\mathbb{E}\|y_{t+1}^s - \bar{x}^*\|^2 \leq (1 - \mu \eta)\mathbb{E}\|y_t^s - \bar{x}^*\|^2 - \eta \mathbb{E}[F(y_t^s) - F(\bar{x}^*)] + 6L \mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)] + 2L \mathbb{E}\|z_t^s\|^2.
\]

Proof. We first fixed any \( s \geq 0 \). Lemma D.1 shows that \( \mathcal{P}_{A^\perp}(g_t^s) = \mathcal{P}_{A^\perp}(\nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s)) + \mathcal{P}_{A^\perp}(\nabla F(\bar{x}_s)) \) is unbiased for \( \mathcal{P}_{A^\perp}(\nabla F(x_t^s)) \) and with variance at most

\[
\mathbb{E}\|\mathcal{P}_{A^\perp}(g_t^s - \nabla F(x_t^s))\|^2 \leq 3L^2 \mathbb{E}\|z_t^s\|^2 + 6L \mathbb{E}[F(y_t^s) - F(\bar{x}^*)] + 6L \mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)].
\]

Lemma C.2 with the choice of \( g_t^s \) and a constant learning rate \( \eta_t^s = \eta \) gives that

\[
\mathbb{E}\|y_{t+1}^s - \bar{x}^*\|^2 \leq (1 - \mu \eta)\mathbb{E}\|y_t^s - \bar{x}^*\|^2 + (4L \eta^2 - 2\eta)\mathbb{E}[F(y_t^s) - F(\bar{x}^*)] + (L \eta + 2L^2 \eta^2)\mathbb{E}\|z_t^s\|^2.
\]
The main difference from Lemma 3.2 is that we replace \( \sigma_{A,s}^2 \) with \( F(\bar{x}_s) - F(\bar{x}^*) \) that decays to zero when \( s \) goes to infinity.

\[ \operatorname{gap}(I_m) = E \text{ and } \eta^s_t = \eta \leq \frac{1}{L(3+2E)} \]

D.2 Residual Lemma

In this section, we give a residual lemma for Algorithm 3 that is a counter part of Lemma 3.2. The main technique is the same except that we use variance-reduced estimators for stochastic gradients.

Lemma D.3. Under Assumption 2.1 and 2.2 when \( \operatorname{gap}(I_m) = E \) and \( \eta^s_t = \eta \leq \frac{1}{L(3+2E)} \), then

\[
\mathbb{E}\|z^s_{t+1}\|^2 \leq \left(1 - \mu \eta + \frac{1 - \mu \eta}{E} + L \eta\right) \mathbb{E}\|z^s_t\|^2 + 2 \eta \mathbb{E}[F(\bar{x}^*_t) - F(\bar{x}^*)] + \eta^2 \mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)] \tag{50}
\]

Proof. Noting that \( g^s_t = \nabla F(x^s_t; \xi^s_t) - \nabla F(\bar{x}_s; \xi^s_t) + P_{A^+}(\nabla F(\bar{x}_s)), \ P_A(g^s_t) = P_A(\nabla F(x^s_t; \xi^s_t) - \nabla F(\bar{x}_s; \xi^s_t)) \) and \( \mathbb{E}\xi_t P_A(g^s_t) = P_A(\nabla F(x^s_t) - \nabla F(\bar{x}_s)). \) Then,

\[
\mathbb{E}\|z^s_{t+1}\|^2 = \mathbb{E}\|P_A(x^s_t - \eta g^s_t)\|^2
\]

\[
= \mathbb{E}\|P_A(x^s_t)\|^2 - 2 \eta \mathbb{E}[P_A(x^s_t), P_A(g^s_t)] + \eta^2 \mathbb{E}\|P_A(g^s_t)\|^2
\]

\[
= \mathbb{E}\|z^s_t\|^2 - 2 \eta \mathbb{E}[z^s_t, P_A(g^s_t)] + \eta^2 \mathbb{E}\|P_A(g^s_t)\|^2 \tag{51}
\]

where the last inequality uses \( P_A(x^s_t) = z^s_t. \)

For the second term of (51), we have

\[
-\mathbb{E}\langle \xi_t, P_A(g^s_t) \rangle = -\langle x^s_t - y^s_t, P_A(\nabla F(x^s_t) - \nabla F(\bar{x}_s)) \rangle
\]

\[
= -\langle x^s_t - y^s_t, \nabla F(x^s_t) - \nabla F(\bar{x}_s) \rangle
\]

\[
= -\langle x^s_t - y^s_t, \nabla F(x^s_t) - \nabla F(y^s_t) \rangle - \langle x^s_t - y^s_t, \nabla F(y^s_t) - \nabla F(\bar{x}_s) \rangle
\]

\[
\leq -\mu \|z^s_t\|^2 + \|z^s_t, \nabla F(y^s_t) - \nabla F(\bar{x}_s)\|
\]

\[
\leq -\mu \|z^s_t\|^2 + \frac{\gamma}{2} \|z^s_t\|^2 + \frac{1}{2} \|\nabla F(y^s_t) - \nabla F(\bar{x}_s)\|^2
\]

\[
\leq \left( \frac{\mu}{2} + \frac{1 - \mu \eta}{2 E \eta} \right) \|z^s_t\|^2 + \frac{1}{2} \left( \mu + \frac{1 - \mu \eta}{E \eta} \right) \|\nabla F(y^s_t) - \nabla F(\bar{x}_s)\|^2
\]

\[
\leq \left( \frac{\mu}{2} + \frac{1 - \mu \eta}{2 E \eta} \right) \|z^s_t\|^2 + \frac{E \eta}{2} \|\nabla F(y^s_t) - \nabla F(\bar{x}_s)\|^2 \tag{52}
\]
where (a) uses the $\mu$-strongly convexity of $F(\cdot)$ that implies $\langle \nabla F(x^*_t) - F(y^*_t), x_t^* - y_t^* \rangle \geq \mu \| x_t^* - y_t^* \|^2$ (Lemma A.3); and (b) uses Lemma A.1 with $\gamma = \mu + \frac{1-\mu\eta}{E\eta}$. Besides, we also have

$$
\| \nabla F(y^*_t) - \nabla F(\bar{x}_s) \|^2 \leq 2 \| \nabla F(y^*_t) - \nabla F(\bar{x}^*) \|^2 + 2 \| \nabla F(\bar{x}_s) - \nabla F(\bar{x}^*) \|^2
$$

By Lemma A.2

$$
\leq 4L \left[ F(y^*_t) - F(\bar{x}^*) + F(\bar{x}_s) - F(\bar{x}^*) \right].
$$

By Lemma A.3 (53)

For the third term of (51), we have

$$
\mathbb{E}[\mathcal{P}_A(g^*_t)]^2 = \mathbb{E}[\mathcal{P}_A(\nabla F(x^*_t; \xi^*_t) - \nabla F(\bar{x}_s; \xi^*_t))]^2
\leq \mathbb{E}[\nabla F(x^*_t; \xi^*_t) - \nabla F(\bar{x}_s; \xi^*_t)]^2
\leq 3\mathbb{E}[\nabla F(x^*_t; \xi^*_t) - \nabla F(y^*_t; \xi^*_t)]^2 + 3\mathbb{E}[\nabla F(y^*_t; \xi^*_t) - \nabla F(\bar{x}_s; \xi^*_t)]^2
\leq 3L^2 \mathbb{E}[z_t^*]^2 + 6L \mathbb{E}[F(y^*_t) - F(\bar{x}^*) + F(\bar{x}_s) - F(\bar{x}^*)]
$$

Then, based on (51), (52), (53) and (54), when $\eta \leq \frac{1}{L(3+2E)}$, we have:

$$
\mathbb{E}[z_{t+1}^*]^2
\leq \left(1 - \mu\eta + \frac{1-\mu\eta}{E} + 3L^2 \eta^2\right) \mathbb{E}[z_t^*]^2 + (4E + 6) L \eta^2 \mathbb{E}[F(y^*_t) - F(\bar{x}^*) + F(\bar{x}_s) - F(\bar{x}^*)]
\leq \left(1 - \mu\eta + \frac{1-\mu\eta}{E} + L \eta\right) \mathbb{E}[z_t^*]^2 + 2\eta \mathbb{E}[F(y^*_t) - F(\bar{x}^*)] + 2\eta \mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)].
$$

\[\square\]

### D.3 Other Helper Lemmas

**Lemma D.4 (Stage-wise error propagation).** Under Assumption 2.1 and 2.2, when

$$
\eta \leq \min \left\{ \frac{1}{\mu + 25L(E - 1)}, \frac{1}{10L}, \frac{1}{L(3 + 2E)} \right\},
$$

then in a stage, DP-SVRG (Algorithm 3) holds that

$$
\mathbb{E}[F(\bar{x}_{s+1}) - F(\bar{x}^*)] \leq \frac{2}{\eta \Gamma} \left[ \rho \mathbb{E}[y^*_s - \bar{x}^*]^2 - \mathbb{E}[y^*_{s+1} - \bar{x}^*]^2 \right] + \frac{12L \eta(2E - 1)}{1 - \mu \eta} \mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)]
$$

where $\rho = (1 - \mu\eta)^m$ and $\Gamma = \sum_{i=0}^{m-1}(1 - \mu\eta)^i$.

**Proof.** In this part, we derive convergence results for Algorithm 3. We use a similar argument inherent in the proof of multi-step projected SGD. We consider a fixed step size, i.e., $\eta_t^s = \eta \leq \min \{\frac{1}{10L}, \frac{1}{L(3+2E)}\}$ for all $t, s \geq 0$ that guarantees the establishment of Lemma D.2 and D.3.

We consider a fixed stage $s$ first. From Lemma D.2 and D.3 concatenating (49) and (50) gives

$$
\left( \frac{\mathbb{E}[y^*_{t+1} - \bar{x}^*]^2}{\mathbb{E}[z^*_{t+1}]^2} \right) \leq \left(1 - \frac{\mu \eta}{\theta} \right) \left( \frac{\mathbb{E}[y^*_t - \bar{x}^*]^2}{\mathbb{E}[z^*_t]^2} \right) - \eta \left[ F(y^*_t) - F(\bar{x}^*) \right] \left( \frac{1}{\eta} \right) - 2\eta^2 \left[ F(\bar{x}_s) - F(\bar{x}^*) \right] \left( \frac{3L}{1} \right).
$$
where \( \theta = 1 - \mu \eta + \frac{1 - \mu \eta}{E} + L \eta \) for simplicity. The last inequality implies the error propagation satisfies Lemma \[ \text{C.3} \] with the following parameters: \( \delta_t = \mathbb{E} [ F(y_t^*) - F(\tilde{x}^*)] \geq 0 \), \( \kappa_i = \frac{\theta - (1 - \mu \eta)^i}{\theta - (1 - \mu \eta)} \), and

\[
L_t = \left( \frac{\mathbb{E} \| y_t^* - \tilde{x}^* \|^2}{\mathbb{E} \| z_t^* \|^2} \right), \quad A = \left( \begin{array}{cc}
1 - \mu \eta & 2L \eta \\
0 & 0
\end{array} \right), \quad b = \left( \begin{array}{c}
1 \\
-2
\end{array} \right), \quad c = 2 \mathbb{E} [ F(\tilde{x}_s) - F(\tilde{x}^*)] \left( \frac{3L}{\eta} \right)
\]

such that the following inequality that holds element-by-element: \( L_{t+1} \leq AL_t - \eta \delta_t b + \eta^2 c \).

Let \( 0 = t_0 < t_1 < t_2 < \cdots < t_K = m \) be the elements of \( \mathcal{I}_m \) and denote \( s_k = t_{k+1} - t_k \) (so that \( \sum_{i=0}^{K-1} s_i = m \) and \( s_k \leq E \)). Since when \( t \in \mathcal{I}_m \), we perform a projection to force \( \mathbb{E} \| z_t^* \|^2 = 0 \), implying the second entry of \( L_{t_k} (k \geq 0) \) is zero. Combing all, Lemma \[ \text{C.3} \] gives, for all \( 0 \leq k \leq K-1 \),

\[
\mathbb{E} \| y_{t_{k+1}}^* - \tilde{x}^* \|^2 \leq (1 - \mu \eta)^s_k \mathbb{E} \| y_{t_k}^* - \tilde{x}^* \|^2 - \frac{\eta}{2} \sum_{i=0}^{s_k-1} (1 - \mu \eta)^i \delta_{t_{k+1} - i - 1}
+ 6L \eta^2 \mathbb{E} [ F(\tilde{x}_s) - F(\tilde{x}^*)] \sum_{i=0}^{s_k-1} [(1 - \mu \eta)^i + 2i(1 - \mu \eta)^{i-1}] .
\] (56)

To ensure \( a_1 b_1 \geq 2a_2 b_2 \kappa_i \) for all \( 0 \leq i \leq E - 1 \), we only need to tune \( \eta \leq \frac{1}{\mu + 25L(E - 1)} \). The reason here is the same in \[ (45) \]. We also use \( 2\kappa_i \leq 6i(1 - \mu \eta)^{i-1} \) that is already derived in \[ (46) \].

Recurring \( 56 \) from \( k = 0 \) to \( K - 1 \), we have

\[
\mathbb{E} \| y_m^* - \tilde{x}^* \|^2 \leq (1 - \mu \eta)^m \mathbb{E} \| y_0^* - \tilde{x}^* \|^2 - \frac{\eta}{2} \sum_{k=0}^{K-1} (1 - \mu \eta)^{m-t_{k+1}} \sum_{i=0}^{s_k-1} (1 - \mu \eta)^i \delta_{t_{k+1} - i - 1}
+ 6L \eta^2 \mathbb{E} [ F(\tilde{x}_s) - F(\tilde{x}^*)] \sum_{k=0}^{K-1} (1 - \mu \eta)^{t_{k+1} - 1} \sum_{i=0}^{s_k-1} [(1 - \mu \eta)^i + 2i(1 - \mu \eta)^{i-1}]

= (1 - \mu \eta)^m \mathbb{E} \| y_0^* - \tilde{x}^* \|^2 - \frac{\eta}{2} \sum_{k=0}^{K-1} (1 - \mu \eta)^{m-t_{k+1}} \sum_{j=t_k}^{s_k-1} (1 - \mu \eta)^{t_{k+1} - j - 1} \delta_j
+ 6L \eta^2 \mathbb{E} [ F(\tilde{x}_s) - F(\tilde{x}^*)] \sum_{k=0}^{K-1} (1 - \mu \eta)^{t_{k+1} - 1} \sum_{i=0}^{s_k-1} (1 - \mu \eta)^i \left( 1 + \frac{2i}{1 - \mu \eta} \right)

\leq (1 - \mu \eta)^m \mathbb{E} \| y_0^* - \tilde{x}^* \|^2 - \frac{\eta}{2} \sum_{j=0}^{m-1} (1 - \mu \eta)^{m-j-1} \delta_j
+ 6L \eta^2 \mathbb{E} [ F(\tilde{x}_s) - F(\tilde{x}^*)] \sum_{j=0}^{m-1} (1 - \mu \eta)^j \left( 1 + \frac{2(1 - E)}{1 - \mu \eta} \right)
\] (57)

where the equality uses change of variable \( j = t_{k+1} - i - 1 \) and the second inequality uses \( s_k \leq E \) for any \( 0 \leq k \leq K - 1 \).

By the way we generate \( \tilde{x}_{t+1} \), we have

\[
\sum_{j=0}^{m-1} (1 - \mu \eta)^{m-j-1} \delta_j = \sum_{j=0}^{m-1} (1 - \mu \eta)^{m-j-1} [ F(y_j^*) - F(\tilde{x}^*)]
\]
According to the algorithm, we set $x_0^{s+1} = \mathcal{P}_{A^s}(x_m^s)$ and thus $y_0^{s+1} = y_m^s$. Plugging \((58)\) into \((57)\) and rearranging complete the proof.

D.4 Proof of the generally convex case in Theorem 4.1

Proof. Letting $\mu = 0$, under the conditions, Lemma D.4 gives

$$\mathbb{E}[F(\bar{x}_{s+1}) - F(\bar{x}^*)] \leq \frac{2}{\eta m} \left[ \mathbb{E}[\|y_0^s - \bar{x}^*\|^2] + 12L\eta(2E - 1)\mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)] \right]$$

Summing the last inequality over $s = 0, \ldots, S - 1$ and telescoping, we obtain

$$\sum_{s=0}^{S-1} \mathbb{E}[F(\bar{x}_{s+1}) - F(\bar{x}^*)] \leq \frac{2}{\eta m} \sum_{s=0}^{S-1} \mathbb{E}[\|y_0^s - \bar{x}^*\|^2] + 12L\eta(2E - 1)\sum_{s=0}^{S-1} \mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)]$$

$$\leq \frac{2}{\eta m} \sum_{s=0}^{S-1} \mathbb{E}[\|y_0^s - \bar{x}^*\|^2] + 12L\eta(2E - 1)\sum_{s=0}^{S-1} \mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)]$$

$$\leq \frac{2}{\eta m} \sum_{s=0}^{S-1} \mathbb{E}[\|y_0^s - \bar{x}^*\|^2] + \frac{1}{2} \sum_{s=0}^{S-1} \mathbb{E}[F(\bar{x}_s) - F(\bar{x}^*)]$$

where the last inequality requires $12L\eta(2E - 1) \leq \frac{1}{2}$. Dividing $S$ on the both sides of the last inequality and rearranging, we obtain

$$\mathbb{E}[F(\bar{y}) - F(\bar{x}^*)] \leq \frac{1}{S} \sum_{s=0}^{S-1} \mathbb{E}[F(\bar{x}_{s+1}) - F(\bar{x}^*)] \leq \frac{4}{\eta m S} \mathbb{E}[\|x_0 - \bar{x}^*\|^2] + \frac{1}{S} \mathbb{E}[F(x_0) - F(\bar{x}^*)]$$

where we use $\bar{y} = \frac{1}{S} \sum_{s=1}^{S} \bar{x}_s$ and the convexity of $F(\cdot)$. By setting

$$\eta = \min \left\{ \frac{1}{\mu + 25L(E - 1)}, \frac{1}{10L}, \frac{1}{L(3 + 2E)}, \frac{1}{24L(2E - 1)} \right\},$$

we have $\eta = \Theta(\frac{1}{L^2})$, then

$$\mathbb{E}[F(\bar{y}) - F(\bar{x}^*)] = O \left( \frac{LE\Delta^2}{T} + \frac{\mathbb{E}[F(x_0) - F(\bar{x}^*)]}{S} \right)$$

where $\Delta^2 = \mathbb{E}[\|x_0 - \bar{x}^*\|^2]$ and $T = mS$. \qed
Proof of the strongly convex case in Theorem 4.1

Proof. For simplicity, let $F_s = \mathbb{E}[F(\tilde{x}_s) - F(\bar{x})]$, $\delta = \frac{12L\eta(2E-1)}{1-\mu\eta}$ and $y_s = \mathbb{E}\|y_0^s - \bar{x}\|^2$. Recall that $\rho = (1 - \mu\eta)^m$ and $\Gamma = \sum_{i=0}^{m-1} (1 - \mu\eta)^i$.

When $\mu > 0$, under the conditions, Lemma D.4 shows

$$F_{s+1} \leq \frac{2}{\eta\Gamma} [\rho y_s - y_{s+1}] + \delta F_s.$$ 

Let $\theta = \max\{\delta, \rho\}$. Multiplying the both sides of the last inequality by $\theta^{S-s-1}$ and recurring the result from $s = 0$ to $S - 1$, we obtain

$$F_S \leq \theta^S F_0 + \frac{2}{\eta\Gamma} \sum_{s=0}^{S-1} \theta^{S-s-1} [\rho y_s - y_{s+1}]$$

$$= \theta^S F_0 + \frac{2}{\eta\Gamma} \left[ \theta^{S-1} \rho y_0 - y_S + \sum_{s=1}^{S-1} \theta^{S-s-1} y_s (\rho - \theta) \right]$$

$$\leq \theta^S F_0 + \frac{2}{\eta\Gamma} \theta^S y_0$$

$$\leq \left( F_0 + \frac{2}{\eta} y_0 \right) \theta^S$$

where the last inequality uses $\Gamma \geq 1$.

By letting

$$\eta = \min\left\{ \frac{1}{\mu + 25L(E-1)}, \frac{1}{10L}, \frac{1}{L(3 + 2E)}, \frac{1}{\mu + 24L(2E-1)} \right\},$$

we have $\eta = \Theta(\frac{1}{LE})$ and $\delta \leq 0.5$. Then

$$\theta = \max\{\delta, \rho\} \leq \max\{(1 - \mu\eta)^m, 0.5\}$$

$$\leq \max\{\exp(-m\mu\eta), \exp(-0.5\}) = \exp(-\min\{m\mu\eta, 0.5\}),$$

we have

$$\mathbb{E}[F(\tilde{x}_S) - F(\bar{x})] \leq \left[ \frac{\Delta^2}{\eta} + \mathbb{E}[F(x_0) - F(\bar{x}^*)] \right] \cdot \exp(-\min\{m\mu\eta, 0.5\} S)$$

$$= O\left( [LE\Delta^2 + \mathbb{E}[F(x_0) - F(\bar{x}^*)]] \cdot \exp\left(-\Theta\left( \frac{T}{\max\{\kappa E, m\}} \right) \right) \right)$$

where we use $\kappa = \frac{L}{\mu}$ and $T = mS$.

\[\square\]

E Proof of Delayed Projected Accelerated SVRG

E.1 Descent Lemma

In this section, we give a decent lemma for Algorithm 4 that is a counter part of Lemma D.2. However, since we incorporate the acceleration technique, we can’t directly apply Lemma C.2.
Lemma E.1 (Three-points lemma). Let $L(\cdot)$ is a proper convex (not necessarily differentiable) function, whose domain is an open set containing $C$. Let $z^*$ be the minimizer of the following problem

$$z^* = \arg\min_{z \in C} \left[ L(z) + \frac{1}{2} \|z - z_0\|^2 \right].$$

Then, for any point $z \in C$, we have

$$L(z) + \frac{1}{2} \|z - z_0\|^2 \geq L(z^*) + \frac{1}{2} \|z^* - z_0\|^2 + \frac{1}{2} \|z - z^*\|^2.$$

Proof. By the first order condition of $z^*$, there must be a subgradient $g \in \partial L(z^*)$ such that

$$\langle g + z^* - z_0, z - z^* \rangle \geq 0 \text{ for } z \in C.$$  \hfill (59)

Therefore, using the property of subgradient, we have

$$L(z) \geq L(z^*) + \langle g, z - z^* \rangle \geq L(z^*) + \langle z_0 - z^*, z - z^* \rangle = L(z^*) + \frac{1}{2} \|z^* - z_0\|^2 + \|z - z^*\|^2 - \|z - z_0\|^2.$$  \hfill (60)

Lemma E.2 (Bounded gradient variance). Let $g^s_t = \nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s) + \mathcal{P}_{A^\perp}(\nabla F(\bar{x}_s))$. Then, $\mathcal{P}_{A^\perp}(g^s_t)$ is unbiased for $\mathcal{P}_{A^\perp}(\nabla F(x_t^s))$ (i.e., $E_{\xi_t^s} \mathcal{P}_{A^\perp}(g^s_t) = \mathcal{P}_{A^\perp}(\nabla F(x_t^s))$) and has bounded variance at most:

$$E_{\xi_t^s} \| \mathcal{P}_{A^\perp}(g^s_t - \nabla F(x_t^s)) \|^2 \leq 2L \left[ F(\bar{x}_s) - F(x_t^s) - \langle \nabla F(x_t^s), \bar{x}_s - x_t^s \rangle \right].$$

Proof. The unbiasedness is obvious. For bounded variance, we have

$$E_{\xi_t^s} \| \mathcal{P}_{A^\perp}(g^s_t - \nabla F(x_t^s)) \|^2 = E_{\xi_t^s} \| \mathcal{P}_{A^\perp}(\nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s)) - \mathcal{P}_{A^\perp}(\nabla F(x_t^s) - \nabla F(\bar{x}_s)) \|^2 \leq E_{\xi_t^s} \| \nabla F(x_t^s; \xi_t^s) - \nabla F(\bar{x}_s; \xi_t^s) \|^2 \leq 2L \left[ F(\bar{x}_s) - F(x_t^s) - \langle \nabla F(x_t^s), \bar{x}_s - x_t^s \rangle \right].$$

where (a) uses $E\|X - EX\|^2 \leq E\|X\|^2$ for any random vector $X$; and (b) uses Lemma A.3  \hfill (61)

Lemma E.3. Under Assumption 2.2 and 2.2 for Algorithm 4, if the learning rate satisfies

$$0 < \eta L \leq \frac{1}{2}, 1 - \theta_s \geq \frac{\eta L}{1 - \eta L},$$

then for Algorithm 4 it follows that

$$E \left[ F(\mathcal{P}_{A^\perp}(x_{t+1}^s)) - F(\bar{x}^s) \right] \leq (1 - \theta_s) E \left[ F(\bar{x}_s) - F(\bar{x}^s) \right] + \frac{3L}{2} E \| \mathcal{P}_{A}(x_t^s) \|^2 + \frac{\theta_s^2}{2\eta} E \left[ \| \mathcal{P}_{A^\perp}(u_t^s) - \bar{x}^s \|^2 - \| \mathcal{P}_{A^\perp}(u_{t+1}^s) - \bar{x}^s \|^2 \right].$$
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Proof. By $L$-smoothness of $F(\cdot)$ and setting $\beta_1 - \beta_2 = 1$ where $\beta_1 = \frac{1}{3L}$ and $\eta$ is sufficiently small (guaranteed by (60)) such that $\beta_2 > 0$, we have

$$
F(\mathcal{P}_A \bot (x_t^s)) \leq F(\mathcal{P}_A \bot (x_t^s)) + \langle \nabla F(\mathcal{P}_A \bot (x_t^s)), \mathcal{P}_A \bot (x_t^s + x_t^s) \rangle + \frac{L}{2} \| \mathcal{P}_A \bot (x_t^s + x_t^s) \|^2
$$

$$
= F(\mathcal{P}_A \bot (x_t^s)) + \langle \mathcal{P}_A \bot \nabla F(\mathcal{P}_A \bot (x_t^s)), \mathcal{P}_A \bot (x_t^s + x_t^s) \rangle + \frac{L}{2} \| \mathcal{P}_A \bot (x_t^s + x_t^s) \|^2
$$

$$
= F(\mathcal{P}_A \bot (x_t^s)) + \langle \mathcal{P}_A \bot (g_t^s), \mathcal{P}_A \bot (x_t^s + x_t^s) \rangle + \frac{L\beta_1}{2} \| \mathcal{P}_A \bot (x_t^s + x_t^s) \|^2
$$

$$
+ \langle \mathcal{P}_A \bot (\nabla F(\mathcal{P}_A \bot (x_t^s)) - g_t^s), \mathcal{P}_A \bot (x_t^s + x_t^s) \rangle - \frac{L\beta_2}{2} \| \mathcal{P}_A \bot (x_t^s + x_t^s) \|^2.
$$

(61)

We will use $\mathcal{E}_{\xi_t^s}(\cdot)$ to denote that we condition on all randomness before $\xi_t^s$ and take expectation with respect to $\xi_t^s$. To bound the I term, we have that

$$
\mathcal{E}_{\xi_t^s} I := \mathcal{E}_{\xi_t^s} \left[ \langle \mathcal{P}_A \bot (g_t^s), \mathcal{P}_A \bot (x_t^s + x_t^s) \rangle + \frac{L\beta_1}{2} \| \mathcal{P}_A \bot (x_t^s + x_t^s) \|^2 \right]
$$

$$
\leq \mathcal{E}_{\xi_t^s} \left[ \theta_s \langle \mathcal{P}_A \bot (g_t^s), \mathcal{P}_A \bot (u_{t+1}^s - u_t^s) \rangle + \frac{L\beta_1 \theta_s^2}{2} \| \mathcal{P}_A \bot (u_{t+1}^s - u_t^s) \|^2 \right]
$$

$$
\leq \mathcal{E}_{\xi_t^s} \left[ \theta_s \langle \mathcal{P}_A \bot (g_t^s), \tilde{x}^* - \mathcal{P}_A \bot (u_t^s) \rangle + \frac{L\beta_1 \theta_s^2}{2} \mathcal{E}_{\xi_t^s} \| \mathcal{P}_A \bot (u_t^s) - \bar{x}^* \|^2 - \| \mathcal{P}_A \bot (u_{t+1}^s) - \bar{x}^* \|^2 \right]
$$

$$
\leq \theta_s \langle \mathcal{P}_A \bot (\nabla F(x_t^s)), \bar{x}^* - \mathcal{P}_A \bot (u_t^s) \rangle + \frac{L\beta_1 \theta_s^2}{2} \mathcal{E}_{\xi_t^s} \| \mathcal{P}_A \bot (u_t^s) - \bar{x}^* \|^2 - \| \mathcal{P}_A \bot (u_{t+1}^s) - \bar{x}^* \|^2 \right]
$$

$$
= \theta_s \langle \nabla F(x_t^s), \bar{x}^* - \mathcal{P}_A \bot (u_t^s) \rangle + \frac{L\beta_1 \theta_s^2}{2} \mathcal{E}_{\xi_t^s} \| \mathcal{P}_A \bot (u_t^s) - \bar{x}^* \|^2 - \| \mathcal{P}_A \bot (u_{t+1}^s) - \bar{x}^* \|^2 \right] .
$$

(62)

Here (a) uses $x_{t+1}^s - x_t^s = \theta_s (u_{t+1}^s - u_t^s)$; (b) uses Lemma 11 by setting $L(z) = \frac{1}{\beta_1 \theta_s} \| \mathcal{P}_A \bot (g_t^s), z - \mathcal{P}_A \bot (u_t^s) \|$; $z_0 = \mathcal{P}_A \bot (u_t^s)$ and $z = \mathcal{P}_A \bot (\tilde{x}) = \bar{x}^*$ (in this case we can find that $z^* = \mathcal{P}_A \bot (u_{t+1}^s)$ = $\mathcal{P}_A \bot (u_t^s - \frac{\eta}{\beta_1 \theta_s} g_t^s) = z_0 - \frac{1}{L_\beta_1 \theta_s} \mathcal{P}_A \bot (g_t^s)$ due to $\eta = \frac{1}{L_\beta_1}$); and (c) uses $\mathcal{P}_A \bot (g_t^s)$ is an unbiased estimator for $\mathcal{P}_A \bot (\nabla F(x_t^s))$ and is independent with $u_t^s$.

To bound the II term, we have that

$$
\mathcal{E}_{\xi_t^s} II := \mathcal{E}_{\xi_t^s} \left[ \langle \mathcal{P}_A \bot (\nabla F(\mathcal{P}_A \bot (x_t^s)) - g_t^s), \mathcal{P}_A \bot (x_t^s + x_t^s) \rangle - \frac{L\beta_2}{2} \| \mathcal{P}_A \bot (x_t^s + x_t^s) \|^2 \right]
$$

$$
\leq \mathcal{E}_{\xi_t^s} \left[ \frac{1}{2L_\beta_2} \| \mathcal{P}_A \bot (\nabla F(\mathcal{P}_A \bot (x_t^s)) - g_t^s) \|^2 + \frac{L\beta_2}{2} \| \mathcal{P}_A \bot (x_t^s + x_t^s) \|^2 \right]
$$

$$
= \frac{1}{2L_\beta_2} \mathcal{E}_{\xi_t^s} \| \mathcal{P}_A \bot (\nabla F(\mathcal{P}_A \bot (x_t^s)) - g_t^s) \|^2
$$

$$
\leq \frac{1}{L_\beta_2} \mathcal{E}_{\xi_t^s} \| \| \mathcal{P}_A \bot (\nabla F(x_t^s)) - g_t^s \|^2 + \| \mathcal{P}_A \bot (\nabla F(\mathcal{P}_A \bot (x_t^s)) - \nabla F(x_t^s)) \|^2 \right]
$$

$$
\leq \frac{2}{\beta_2} \left[ F(\bar{x}) - F(x_t^s) - \langle \nabla F(x_t^s), \bar{x} - x_t^s \rangle \right] + \frac{1}{L_\beta_2} \| \nabla F(\mathcal{P}_A \bot (x_t^s)) - \nabla F(x_t^s) \|^2
$$
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\[
\frac{2}{\beta_2} \left[ F(\bar{x}_s) - F(x^*_i) - \langle \nabla F(x^*_i), \bar{x}_s - x^*_i \rangle \right] + \frac{L}{\beta_2} \| \mathcal{P}_A(x^*_i) \|^2. \quad (63)
\]

Here (a) uses Lemma A.1, (b) uses Lemma A.2 with \( n = 2 \); (c) uses Lemma E.2 and (d) uses \( L \)-smoothness.

Combining (61), (62) and (63) and taking expectation with respect to all randomness, we have

\[
\mathbb{E} F(\mathcal{P}_A^\perp(x^*_i+1)) \leq \mathbb{E} F(\mathcal{P}_A^\perp(x^*_i)) + \theta_s \mathbb{E} \langle \nabla F(x^*_i), \bar{x}^* - \mathcal{P}_A^\perp(u^*_i) \rangle + \frac{L}{\beta_2} \| \mathcal{P}_A(x^*_i) \|^2 \\
+ \frac{L \beta_1 \theta^2}{2} \mathbb{E} \left[ \| \mathcal{P}_A^\perp(u^*_i) - \bar{x}^* \|^2 - \| \mathcal{P}_A^\perp(u^*_i+1) - \bar{x}^* \|^2 \right] \\
+ \frac{2}{\beta_2} \mathbb{E} \left[ F(\bar{x}_s) - F(x^*_i) - \langle \nabla F(x^*_i), \bar{x}_s - x^*_i \rangle \right]
\]

\[
= \mathbb{E} F(\mathcal{P}_A^\perp(x^*_i)) + \frac{L \beta_1 \theta^2}{2} \mathbb{E} \left[ \| \mathcal{P}_A^\perp(u^*_i) - \bar{x}^* \|^2 - \| \mathcal{P}_A^\perp(u^*_i+1) - \bar{x}^* \|^2 \right] \\
+ \frac{2}{\beta_2} \mathbb{E} \left[ F(\bar{x}_s) - F(x^*_i) \right] + \frac{L}{\beta_2} \| \mathcal{P}_A(x^*_i) \|^2 \\
+ \mathbb{E} \left\langle \nabla F(x^*_i), \theta_s(\bar{x}^* - \mathcal{P}_A^\perp(u^*_i)) - \frac{2}{\beta_2} (\bar{x}_s - x^*_i) \right\rangle
\]

(64)

To bound the \( II^I \) term, we have that

\[
II^I := \left\langle \nabla F(x^*_i), \theta_s(\bar{x}^* - \mathcal{P}_A^\perp(u^*_i)) - \frac{2}{\beta_2} (\bar{x}_s - x^*_i) \right\rangle
\]

\[
= \left\langle \nabla F(x^*_i), \left[ \theta_s \bar{x}^* + \left( 1 - \theta_s - \frac{2}{\beta_2} \right) \bar{x}_s + \frac{2}{\beta_2} x^*_i \right] - \mathcal{P}_A^\perp(x^*_i) \right\rangle \\
= \left\langle \nabla F(x^*_i), \left[ \theta_s \bar{x}^* + \left( 1 - \theta_s - \frac{2}{\beta_2} \right) \bar{x}_s + \frac{2}{\beta_2} x^*_i \right] - x^*_i \right\rangle \\
+ \langle \nabla F(x^*_i), x^*_i - \mathcal{P}_A^\perp(x^*_i) \rangle
\]

\[
\leq F \left( \theta_s \bar{x}^* + \left( 1 - \theta_s - \frac{2}{\beta_2} \right) \bar{x}_s + \frac{2}{\beta_2} x^*_i \right) - F(x^*_i) \\
+ \langle \nabla F(x^*_i), x^*_i - \mathcal{P}_A^\perp(x^*_i) \rangle
\]

\[
\leq F \left( \theta_s \bar{x}^* + \left( 1 - \theta_s - \frac{2}{\beta_2} \right) \bar{x}_s + \frac{2}{\beta_2} x^*_i \right) - F(x^*_i) \\
+ \left[ F(x^*_i) - F(\mathcal{P}_A^\perp(x^*_i)) \right] + \frac{L}{2} \| x^*_i - \mathcal{P}_A^\perp(x^*_i) \|^2
\]

\[
= F \left( \theta_s \bar{x}^* + \left( 1 - \theta_s - \frac{2}{\beta_2} \right) \bar{x}_s + \frac{2}{\beta_2} x^*_i \right) - F(\mathcal{P}_A^\perp(x^*_i)) + \frac{L}{2} \| \mathcal{P}_A(x^*_i) \|^2
\]

\[
\leq \theta_s F(\bar{x}^*) + \left( 1 - \theta_s - \frac{2}{\beta_2} \right) F(\bar{x}_s) + \frac{2}{\beta_2} F(x^*_i) - F(\mathcal{P}_A^\perp(x^*_i)) + \frac{L}{2} \| \mathcal{P}_A(x^*_i) \|^2.
\]

(65)

Here (a) uses \( x^*_i = (1 - \theta_s) \bar{x}_s + \theta_s u^*_i \) that implies (note that \( \bar{x}_s, \bar{x}^* \in \mathcal{R}(A^\perp) \))

\[
\theta_s(\bar{x}^* - \mathcal{P}_A^\perp(u^*_i)) - \frac{2}{\beta_2} (\bar{x}_s - x^*_i) = \left[ \theta_s \bar{x}^* + \left( 1 - \theta_s - \frac{2}{\beta_2} \right) \bar{x}_s + \frac{2}{\beta_2} x^*_i \right] - \mathcal{P}_A^\perp(x^*_i);
\]
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(b) uses the convexity of $F(\cdot)$; (c) uses the $L$-smoothness of $F(\cdot)$; (d) uses Jensen’s inequality for convex functions where we ensure $1 - \theta_s \geq \frac{2}{\beta_2}$ by (60).

Substituting (65) into (64) yields
\[
E \left[ F(P_{A^\perp}(x_{t+1}^s)) - F(\tilde{x}^*) \right] \leq (1 - \theta_s)E \left[ F(\tilde{x}_s) - F(\tilde{x}^*) \right] + \left( \frac{L}{2} + \frac{L}{\beta_2} \right) E\|P_{A}(x_t^s)\|^2 + \frac{L\beta_1\theta_s^2}{2} E \left[ \|P_{A^\perp}(u_t^s) - \tilde{x}^*\|^2 - \|P_{A^\perp}(u_{t+1}^s) - \tilde{x}^*\|^2 \right].
\]

Setting $\eta$ as in (60) means $\eta L \leq \frac{1}{2}$ and thus
\[
\frac{L}{2} + \frac{L}{\beta_2} = \frac{L}{2} + \frac{L}{1 - \eta L} \eta L \leq \frac{3L}{2}.
\]
Plugging the expression of $\beta_1 = \frac{1}{\eta L}$ completes the proof. \hfill \square

**E.2 Residual Lemma**

In this section, we provide a residual lemma for the accelerated algorithm. Instead of using incremental analysis that upper bounds $E\|P_{A}(x_{t+1}^s)\|^2$ in terms of $E\|P_{A}(x_t^s)\|^2$ (for example, see Lemma A.3), we make use of a decomposition analysis that splits $P_{A}(x_{t+1}^s)$ into a sum of previous stochastic gradients and then bound each variance term. As a result, we focus the the average residual error, i.e., $\frac{1}{E} \sum_{t=1}^{E} E\|P_{A}(x_t^s)\|^2$.

**Lemma E.4.** Let $0 = t_0 < t_1 < t_2 < \cdots < t_K = m$ be the elements of $\mathcal{I}_m$ and denote $s_k = t_{k+1} - t_k$ (so that $\sum_{i=0}^{K-1} s_i = m$ and $s_k \leq E$). Under Assumption 2.1 and 2.2, when $E(E - 1)\eta^2 L^2 \leq \frac{1}{3}$, we have for any $0 \leq k \leq K - 1$,
\[
\frac{1}{s_k} \sum_{t=t_k}^{t_{k+1}} E\|P_{A}(x_t^s)\|^2 \leq 6E(E - 1)\eta^2 L \left[ \frac{1}{s_k} \sum_{t=t_k}^{t_{k+1}} E \left[ F(P_{A^\perp}(x_t^s)) - F(\tilde{x}^*) \right] + F(\tilde{x}_s) - F(\tilde{x}^*) \right].
\]

**Proof.** Without loss of generality, we assume $0 = t_0 \leq t \leq t_1 - 1$. Recall $g_t^s = \nabla F(x_t^s; \xi_t^s) - \nabla F(\tilde{x}_s; \xi_t^s) + P_{A^\perp}(\nabla F(\tilde{x}_s))$. Then it follows that
\[
E\|P_{A}(g_t^s)\|^2 = E\|P_{A}(\nabla F(x_t^s; \xi_t^s) - \nabla F(\tilde{x}_s; \xi_t^s))\|^2 \\
\leq E\|\nabla F(x_t^s; \xi_t^s) - \nabla F(\tilde{x}_s; \xi_t^s)\|^2 \\
\leq 3E\|\nabla F(x_t^s; \xi_t^s) - \nabla F(P_{A^\perp}(x_t^s); \xi_t^s)\|^2 + 3E\|\nabla F(P_{A^\perp}(x_t^s); \xi_t^s) - \nabla F(\tilde{x}_s; \xi_t^s)\|^2 \\
+ 3E\|\nabla F(\tilde{x}_s; \xi_t^s) - \nabla F(\tilde{x}_s; \xi_t^s)\|^2 \\
\leq 3L^2 E\|P_{A}(x_t^s)\|^2 + 6LE \left[ F(P_{A^\perp}(x_t^s)) - F(\tilde{x}_s) \right] + 6LE \left[ F(\tilde{x}_s) - F(\tilde{x}^*) \right]
\]
where the last inequality uses $L$-smoothness of $F(\cdot)$ and Lemma A.3.

Note that $x_{t+1}^s - x_t^s = \theta_s(u_{t+1}^s - u_t^s) = -\eta g_t^s$, which implies the accelerated algorithm has the same one-step update rule as the non-accelerated one and thus we can make use of Lemma D.3 to give a residual lemma here. However, we apply a decomposition analysis here since the descent lemma is quite different. In particular, recursion gives
\[
P_{A}(x_{t+1}^s) = P_{A}(x_t^s - \eta g_t^s) = P_{A} \left( x_t^s - \eta \sum_{\tau=0}^{t} g_{\tau}^s \right) = -\eta \sum_{\tau=0}^{t} P_{A}(g_{\tau}^s),
\]
by which we decompose $\mathcal{P}_A(x_{t+1}^s)$ into a sum of previous stochastic gradients. Summing $\mathbb{E}[\|\mathcal{P}_A(x_{t+1}^s)\|^2$ over $t = 0, \cdots, E - 1$ and using the decomposition give

$$\sum_{t=0}^{t_1-1} \mathbb{E}[\|\mathcal{P}_A(x_{t+1}^s)\|^2] = \sum_{t=0}^{t_1-1} \mathbb{E} \left[ \sum_{\tau=0}^{t} \eta \mathcal{P}_A(g_{\tau}^s) \right]^2 \tag{67}$$

where (a) uses Lemma A.2, and (b) uses $\sum_{t=\tau}^{t_1-1} (t + 1) \leq \sum_{t=0}^{t_1-1} (t + 1) = \frac{t_1(t_1-1)}{2} \leq \frac{E(E-1)}{2}$ for any $0 \leq \tau \leq E - 1$. Plugging (66) into (67) gives

$$\sum_{t=0}^{t_1-1} \mathbb{E}[\|\mathcal{P}_A(x_{t+1}^s)\|^2] \leq \frac{3E(E-1)\eta^2}{2} \sum_{t=0}^{t_1-1} \left[ L^2 \mathbb{E}[\|\mathcal{P}_A(x_t^s)\|^2] + 2E \mathbb{E} \left[ F(\mathcal{P}_A \perp (x_t^s)) - F(\tilde{x}^*) + F(\tilde{x}_s) - F(\tilde{x}^*) \right] \right]$$

where (a) uses $\mathcal{P}_A(x_0^s) = 0$; and (b) follows by setting $E(E-1)\eta^2L^2 \leq \frac{1}{3}$.

Finally we complete the proof of $k = 0$ by arranging the last inequality. It is natural to extend the argument to the case that $1 \leq k \leq K - 1$. \hfill \qed

**Lemma E.5.** Under Assumption 2.1 and 2.2, when $E(E-1)\eta^2L^2 \leq \frac{1}{3}$ and $m \geq E$, we have

$$\frac{1}{m} \sum_{t=1}^{m} \mathbb{E}[\|\mathcal{P}_A(x_t^s)\|^2] \leq 6(E^2 - 1)\eta^2L \left[ \frac{1}{m} \sum_{t=0}^{m-1} \mathbb{E} \left[ F(\mathcal{P}_A \perp (x_t^s)) - F(\tilde{x}^*) + F(\tilde{x}_s) - F(\tilde{x}^*) \right] \right].$$

*Proof.* Let $0 = t_0 < t_1 < t_2 < \cdots < t_K = m$ be the elements of $\mathcal{T}_m$ and denote $s_k = t_{k+1} - t_k$ (so that $\sum_{t=1}^{K-1} s_i = m$ and $s_k \leq E$). By Lemma E.4, for $0 \leq k \leq K - 1$,

$$\frac{1}{s_k} \sum_{t=t_k+1}^{t_{k+1}} \mathbb{E}[\|\mathcal{P}_A(x_t^s)\|^2] \leq 6E(E-1)\eta^2L \left[ \frac{1}{s_k} \sum_{t=t_k}^{t_{k+1}-1} \mathbb{E} \left[ F(\mathcal{P}_A \perp (x_t^s)) - F(\tilde{x}^*) + F(\tilde{x}_s) - F(\tilde{x}^*) \right] \right].$$

Then, weighting the $K$ inequality correspondingly,

$$\frac{1}{m} \sum_{t=1}^{m} \mathbb{E}[\|\mathcal{P}_A(x_t^s)\|^2] = \sum_{k=0}^{K-1} \frac{s_k}{m} \sum_{t=t_k+1}^{t_{k+1}} \mathbb{E}[\|\mathcal{P}_A(x_t^s)\|^2]$$
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If the quadratic has two different roots, we define sequence \( \{s\} \) where (a) uses \( \theta \) and (b) uses \( m \geq E \).

\[
\begin{align*}
&\leq 6E(E-1)\eta^2L \sum_{k=0}^{K-1} \frac{s_k}{m} \left[ \frac{1}{s_k} \sum_{t=t_k}^{t_{k+1}-1} \mathbb{E} [F(\mathcal{P}_{\mathcal{A}^+}(x^s_t)) - F(\tilde{x}^s)] + F(\tilde{x}_s) - F(\tilde{x}^s) \right] \\
&= 6E(E-1)\eta^2L \left[ \frac{1}{m} \sum_{t=0}^{m-1} \mathbb{E} [F(\mathcal{P}_{\mathcal{A}^+}(x^s_t)) - F(\tilde{x}^s)] + F(\tilde{x}_s) - F(\tilde{x}^s) \right] \\
&\leq 6E(E-1)\eta^2L \left[ \left( 1 + \frac{1}{m} \right) \frac{1}{m} \sum_{t=1}^{m} \mathbb{E} [F(\mathcal{P}_{\mathcal{A}^+}(x^s_t)) - F(\tilde{x}^s)] + F(\tilde{x}_s) - F(\tilde{x}^s) \right] \\
&\leq 6(E^2-1)\eta^2L \left[ \frac{1}{m} \sum_{t=1}^{m} \mathbb{E} [F(\mathcal{P}_{\mathcal{A}^+}(x^s_t)) - F(\tilde{x}^s)] + F(\tilde{x}_s) - F(\tilde{x}^s) \right]
\end{align*}
\]

where (a) uses \( x^s = \tilde{x}_s \) and (b) uses \( m \geq E \).

\[ \square \]

### E.3 Other Helper Lemmas

**Lemma E.6** (A useful auxiliary sequence). Given a positive number \( \delta \in [0,1) \), we define a positive sequence \( \{\theta_s\}_{s=0}^\infty \). The initial point is set as \( 2\delta \leq \theta_0 \leq 1 + \delta \). Given \( \theta_{s-1} \), \( \theta_s \) is generated by

\[
\frac{1 - \theta_s + \delta}{1 - \delta} \cdot \frac{1}{\theta_s^2} = \frac{1}{\theta_{s-1}^2}.
\]

If the quadratic has two different roots, we define \( \theta_s \) as the larger one. Then it follows that

1. (Boundedness) For any \( s \geq 0 \), \( 2\delta \leq \theta_s \leq 1 + \delta \);
2. (Monotonicity) For any \( s \geq 0 \), \( \theta_{s+1} \leq \theta_s \);
3. (Contraction) For any \( s \geq 0 \), \( 0 \leq \theta_{s+1} - 2\delta \leq (1 - \delta)(\theta_s - 2\delta) \).
4. (Convergence rate) For \( s \geq 0 \), if \( \delta = \frac{\ln(s+1)}{s+1} \), then \( \theta_s = \Theta \left( \frac{1}{s} \right) \); if \( \delta = 0 \), then \( \theta_s \leq \frac{2}{2+s} = \Theta \left( \frac{1}{s} \right) \).

**Proof.**

1. \( \theta_s \) can be obtained by solving the quadratic \( \frac{\theta_s^2}{\theta_{s-1}^2} + \frac{\theta_s}{1-\delta} - \frac{1+\delta}{1-\delta} = 0 \), so

\[
\theta_s = \sqrt{\frac{1+\delta}{1-\delta} \theta_{s-1}^2 + \frac{\theta_s^4}{4(1-\delta)^2} - \frac{\theta_{s-1}^2}{2(1-\delta)}} = \frac{2(1+\delta)}{1 + \frac{\sqrt{1 + \frac{4(1-\delta^2)}{\theta_{s-1}^2}}}}
\]

where we eliminate the negative root since we define \( \theta_s \) as the larger root.

From the last expression, we have \( \theta_s \leq 1 + \delta \). Besides, the sign of

\[
\theta_s - 2\delta = \frac{2(1+\delta)}{1 + \frac{\sqrt{1 + \frac{4(1-\delta^2)}{\theta_{s-1}^2}}}} - 2\delta = 2 \cdot \frac{1 - \delta}{1 + \frac{\sqrt{1 + \frac{4(1-\delta^2)}{\theta_{s-1}^2}}}}
\]
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is determined by the sign of \( 1 - \frac{4\delta^2}{\theta_{s-1}^2} \). Given \( \theta_{s-1} \geq 2\delta \), we have \( \theta_s \geq 2\delta \).

2. Noting \( \theta_s \geq 2\delta \), the item directly follows from
\[
\frac{\theta_s^2}{\theta_{s-1}^2} = \frac{1 + \delta - \theta_s}{1 - \delta} \leq 1.
\]

3. Rearranging (68) gives
\[
\theta_s - 2\delta = 2 \cdot \frac{(1 - \delta^2) (\theta_{s-1}^2 - 4\delta^2)}{\theta_{s-1} + \sqrt{\theta_{s-1}^2 + 4(1 - \delta^2)}} \cdot \frac{\theta_{s-1} + 2\delta}{\theta_{s-1} + \delta \sqrt{\theta_{s-1}^2 + 4(1 - \delta^2)}} \cdot (1 - \delta)(\theta_{s-1} - 2\delta)
\]
\[
\leq \frac{2(1 + \delta)}{2\delta + \sqrt{(2\delta)^2 + 4(1 - \delta^2)}} \cdot \frac{\theta_{s-1} + 2\delta}{\theta_{s-1} + \delta \sqrt{(2\delta)^2 + 4(1 - \delta^2)}} \cdot (1 - \delta)(\theta_{s-1} - 2\delta)
\]
\[
= (1 - \delta)(\theta_{s-1} - 2\delta)
\]
where the inequality uses \( \theta_{s-1} \geq 2\delta \).

4. If \( \delta > 0 \), by using the contraction property and recursion, we have
\[
\theta_s \leq 2\delta + (1 - \delta)^s(\theta_0 - 2\delta) \leq 2\delta + (1 - \delta)^{s+1} \leq 2\delta + \exp(-(s+1)\delta).
\]
Then we choose \( \delta \) to minimize the RHS for a given \( s \). To that end, we let \( \delta = \frac{\ln(s+1)}{s+1} \), so
\[
\theta_s \leq 2\ln(s+1) + \frac{1}{s+1} = \tilde{O} \left( \frac{1}{s} \right).
\]

If \( \delta = 0 \), we prove \( \theta_s \leq \frac{2}{s+2} \) by induction. The case of \( s = 0 \) follows from the boundedness.
Suppose we have \( \theta_{s-1} \leq \frac{2}{s+1} \) already, then by (68),
\[
\theta_s = \frac{2}{1 + \sqrt{1 + \frac{4}{\theta_{s-1}^2}}} \leq \frac{2}{1 + \sqrt{1 + (s+1)^2}} \leq \frac{2}{s+2} = \tilde{O} \left( \frac{1}{s} \right).
\]

Lemma E.7 (Stage-wise error propagation). Under Assumption 2.1 and 2.2 when \( m \geq E \), letting \( \delta = 9(E^2 - 1)\eta^2L^2 < 1 \) and (60) holds and setting \( u_0^{s+1} = \mathcal{P}^{-1}_A(u_E^0) \), we have
\[
\mathbb{E} [F(\bar{x}_{s+1}) - F(\tilde{x}^*)] \\
\leq \frac{1 - \theta_s + \delta}{1 - \delta} [F(\bar{x}_s) - F(\tilde{x}^*)] + \frac{\theta_s^2}{2\eta m(1 - \delta)} \left[ \mathbb{E} \| \mathcal{P}^{-1}_A(u_0^s) - \tilde{x}^* \|^2 - \mathbb{E} \| \mathcal{P}^{-1}_A(u_0^{s+1}) - \tilde{x}^* \|^2 \right].
\]
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Proof. For notation simplicity, let \( \delta = 9(E^2 - 1)\eta^2 L^2 < 1 \) that makes the condition of Lemma \[\text{E.5}\] holds. Condition (60) ensure Lemma \[\text{E.3}\] holds. Averaging the result of Lemma \[\text{E.3}\] over \( t = 0, \ldots, m - 1 \) gives
\[
\frac{1}{m} \sum_{t=0}^{m-1} \mathbb{E} [F(P_{A^\perp}(x_{t+1}^s)) - F(\bar{x}^s)]
\leq (1 - \theta_s) \mathbb{E} [F(\bar{x}_s) - F(\bar{x}^s)] + \frac{3L}{2} \frac{1}{m} \sum_{t=0}^{m-1} \mathbb{E} \|P_A(x_t^s)\|^2
+ \frac{\theta_s^2}{2\eta m} \sum_{t=0}^{m-1} \mathbb{E} [\|P_A(u_t^s) - \bar{x}^s\|^2 - \|P_A(u_{t+1}^s) - \bar{x}^s\|^2]
\]
\[\text{(a)}\]
\[
\leq (1 - \theta_s) \mathbb{E} [F(\bar{x}_s) - F(\bar{x}^s)] + \frac{3L}{2} \frac{1}{m} \sum_{t=1}^{m} \mathbb{E} \|P_A(x_t^s)\|^2
+ \frac{\theta_s^2}{2\eta m} \mathbb{E} [\|P_A(u_0^s) - \bar{x}^s\|^2 - \|P_A(u_m^s) - \bar{x}^s\|^2]
\]
\[\text{(b)}\]
\[
+ 9(E^2 - 1)\eta^2 L^2 \left[ F(\bar{x}_s) - F(\bar{x}^s) + \frac{1}{m} \sum_{t=1}^{m} \mathbb{E} [F(P_{A^\perp}(x_t^s)) - F(\bar{x}^s)] \right]
\]
where (a) uses telescoping and \( P_{A^\perp}(u_0^s) = P_{A^\perp}(u_m^{s-1}) \) and (b) uses Lemma \[\text{E.5}\].

Recall that \( \bar{x}_{s+1} = \frac{1}{m} \sum_{t=1}^{m} P_{A^\perp}(x_t^s) \). Arranging (69) and using Jensen’s inequality give
\[
\mathbb{E} [F(\bar{x}_{s+1}) - F(\bar{x}^s)] \leq \frac{1}{m} \sum_{t=0}^{m-1} \mathbb{E} [F(P_{A^\perp}(x_{t+1}^s)) - F(\bar{x}^s)]
\leq \frac{1 - \theta_s + \delta}{1 - \delta} \mathbb{E} [F(\bar{x}_s) - F(\bar{x}^s)] + \frac{\theta_s^2}{2\eta m (1 - \delta)} \left[ \mathbb{E} \|P_A(u_0^s) - \bar{x}^s\|^2 - \mathbb{E} \|P_A(u_m^s) - \bar{x}^s\|^2 \right].
\]

Finally noting \( u_0^{s+1} = P_{A^\perp}(u_m^s) \) finishes the proof.

\[\square\]

### E.4 Proof of Theorem 5.1

Proof. For the strongly convex case \( (\mu > 0) \), by Lemma \[\text{E.7}\] and setting \( \theta_s \equiv \theta \), we have
\[
\mathbb{E} [F(\bar{x}_{s+1}) - F(\bar{x}^s)]
\leq \frac{1 - \theta + \delta}{1 - \delta} \mathbb{E} [F(\bar{x}_s) - F(\bar{x}^s)] + \frac{\theta^2}{2\eta m (1 - \delta)} \left[ \mathbb{E} \|P_A(u_0^s) - \bar{x}^s\|^2 - \mathbb{E} \|P_A(u_m^{s+1}) - \bar{x}^s\|^2 \right].
\]

where \( \delta = 9(E^2 - 1)\eta^2 L^2 \). By setting \( 1 + \delta > \theta > 2\delta \), we can let
\[
\rho := 1 - \frac{1 - \theta + \delta}{1 - \delta} = \frac{\theta - 2\delta}{1 - \delta} \in (0, 1].
\]

Denote by \( F_s = \mathbb{E} [F(\bar{x}_s) - F(\bar{x}^s)] \). Hence, the last inequality becomes
\[
F_{s+1} \leq (1 - \rho) F_s + \frac{\theta^2}{2\eta m (1 - \delta)} \left[ \mathbb{E} \|P_A(u_0^s) - \bar{x}^s\|^2 - \mathbb{E} \|P_A(u_m^{s+1}) - \bar{x}^s\|^2 \right].
\]
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Subtracting \((1 - \rho)F_{s+1}\) to both sides of the above inequality, we arrive at
\[
F_{s+1} \leq \frac{1 - \rho}{\rho}(F_s - F_{s+1}) + \frac{\theta^2}{2\rho \eta m (1 - \delta)} \left[ \mathbb{E}\|\mathcal{P}_\mathcal{A}(u_0^s) - \bar{x}^s\|^2 - \mathbb{E}\|\mathcal{P}_\mathcal{A}(u_0^{s+1}) - \bar{x}^s\|^2 \right].
\]

Then in \(S\) stages, by summing the above inequality overt \(s = 0, \ldots, S - 1\), we have
\[
\sum_{s=0}^{S-1} F_{s+1} \leq \frac{1 - \rho}{\rho} F_0 + \frac{\theta^2}{2\rho \eta m (1 - \delta)} \mathbb{E}\|\mathcal{P}_\mathcal{A}(u_0^0) - \bar{x}^s\|^2 \leq \left[ \frac{1 - \rho}{\rho} + \frac{\theta^2}{\rho \eta \mu m (1 - \delta)} \right] F_0.
\]

Choosing the initial vector as \(x_0^{\text{new}} = \frac{1}{S} \sum_{s=1}^{S} \tilde{x}_s\) for the restart, we have
\[
\mathbb{E} [F(x_0^{\text{new}}) - F(\bar{x}^s)] \leq \frac{1 - \rho}{\rho} + \frac{\theta^2}{S \eta \mu m (1 - \delta)} \cdot \mathbb{E} [F(\mathcal{P}_\mathcal{A}(x_0)) - F(\bar{x}^s)].
\]

By setting
\[
S = 2 \left[ \frac{1 - \rho}{\rho} + \frac{\theta^2}{\rho \eta \mu m (1 - \delta)} \right] = 2 \left[ \frac{1 - \delta}{\theta - 2\delta} + \frac{\theta^2}{(\theta - 2\delta) \eta \mu m} - 1 \right],
\]
we have that \(\mathbb{E} [F(\mathcal{P}_\mathcal{A}(x_0)) - F(\bar{x}^s)]\) decreases by a factor of \(1/2\) every \(S\) epochs.

Then we analyze the upper bound for \(S\). We set \(\theta = 2\delta + \sqrt{4\delta^2 + \eta \mu m}\), which is the root of \(\theta^2 - 4\delta \theta - \eta \mu m = 0\). Then (70) becomes
\[
S \leq 2 \left[ \frac{1}{\theta - 2\delta} + \frac{\theta^2}{(\theta - 2\delta) \eta \mu m} \right] = \frac{4\theta}{\eta \mu m}
\]
\[
= \frac{4 \left[ 2\delta + \sqrt{4\delta^2 + \eta \mu m} \right]}{\eta \mu m} \leq \frac{4 \left[ 4\delta + \sqrt{\eta \mu m} \right]}{\eta \mu m}
\]
\[
\overset{(b)}{=} 144 \frac{E^2 - 1}{m \cdot \kappa \cdot \eta L} + \frac{4\sqrt{\kappa}}{\sqrt{\eta L \kappa}},
\]
where (a) uses \(\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}\) for \(a, b \geq 0\) and (b) uses \(\delta = 9(E^2 - 1)\eta^2 L^2\).

Obviously \(\theta > 2\delta\). To ensure \(\theta \leq 1 + \delta\), we only need to let \(\delta \leq \frac{1 - \mu m}{1 + \sqrt{1 + 3(1 - \mu m)}}\) that is guaranteed by \(3\delta + \mu \mu m \leq 1\), i.e.,
\[
27(E^2 - 1)\eta^2 L^2 + \frac{m}{\kappa} \cdot \eta L \leq 1 \implies \eta L \leq \frac{2}{m \kappa + \sqrt{\left(\frac{m}{\kappa}\right)^2 + 108(E^2 - 1)}}.
\]

To ensure (60), we only need to let
\[
2\eta L + 27(E^2 - 1)\eta^2 L^2 \leq 1 \implies \eta L \leq \frac{1}{1 + \sqrt{1 + 27(E^2 - 1)}}.
\]

To minimize the RHS of (71), we let
\[
\eta L = \min \left\{ \frac{2}{m \kappa + \sqrt{\left(\frac{m}{\kappa}\right)^2 + 108(E^2 - 1)}}, \frac{1}{1 + \sqrt{1 + 27(E^2 - 1)}}, \frac{1}{\sqrt[3]{\frac{m}{(E^2 - 1)^2} \cdot \kappa}} \right\},
\]
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then using $\frac{1}{\min(a,b)} = \max\{\frac{1}{a}, \frac{1}{b}\} = O(\frac{1}{a} + \frac{1}{b})$ for $a, b > 0$, we have

$$S = O\left( \max\left\{ 1, \sqrt{\frac{\kappa E}{m}} \right\} + \kappa^\frac{3}{2} \sqrt{\frac{E^2 - 1}{m^2}} \right).$$

Hence, the final projection complexity to obtain an $\varepsilon$-optimal solution is

$$S \log_2 \frac{\mathbb{E}[F(P_{A^+}(x_0)) - F(\bar{x}^*)]}{\varepsilon} = O\left( \sqrt{\kappa} + \kappa^\frac{3}{2} \sqrt{\frac{E^2 - 1}{m^2}} \right) \log_2 \frac{\mathbb{E}[F(P_{A^+}(x_0)) - F(\bar{x}^*)]}{\varepsilon},$$

no matter what the value of $E$ is.

\[\square\]

### E.5 Proof of Theorem 5.2

**Proof.** For the general convex case ($\mu = 0$), by Lemma E.7, we have

$$\frac{1}{\theta_s^2} \mathbb{E}[F(\bar{x}_{s+1}) - F(\bar{x}^*)]$$

where we requires $\eta L \leq \frac{1}{2}$ to ensure the positiveness of $\theta_0$. Obviously $\theta_0 \leq 1 < 1 + \delta$. To ensure $\theta_0 \geq 2\delta$, we only need to let

$$2\eta L + 18(E^2 - 1)\eta^2 L^2 \leq 1 \implies \eta L \leq \frac{1}{1 + \sqrt{1 + 18(E^2 - 1)}}.$$

Hence, by setting

$$\eta L = \min\left\{ \frac{1}{1 + \sqrt{1 + 18(E^2 - 1)}}, \frac{1}{3\sqrt{E^2 - 1}} \right\}.$$
and using \( \frac{1}{\min(a,b)} = \max\{\frac{1}{a}, \frac{1}{b}\} = O(\frac{1}{a} + \frac{1}{b}) \) for \( a, b > 0 \), we have

\[
\mathbb{E} [F(\bar{x}_s) - F(\bar{x}^*)] = \tilde{O} \left( \frac{F(x_0) - F(\bar{x}^*)}{S^2} + \frac{LE\Delta^2}{mS^2} + \frac{\sqrt{E^2 - 1L\Delta^2}}{mS^{1.5}} \right)
\]

where \( \Delta^2 = \mathbb{E}\|P_{A^\perp}(u_{0}) - \bar{x}^\star\|^2 = \mathbb{E}\|y_0 - \bar{x}^\star\|^2 \).

\[\square\]

F Appendix for Section 6

**Proof of Lemma 6.1.** By definition,

\[
\sigma^2_{A_{\perp}, *} = \mathbb{E}_\xi \|P_{A_{\perp}}(\nabla F(\bar{x}^\star); \xi)\|^2
\]

\[
= \mathbb{E}_\xi \|P_{A_{\perp}}(\nabla F(\bar{x}^\star); \xi) - \nabla F(\bar{x}^\star)\|^2
\]

By Remark 3.1

\[
= n\mathbb{E}_\xi \left\| \frac{1}{n} \sum_{k=1}^{n} [\nabla f(x^\star; \xi_k) - \nabla f_k(x^\star)] \right\|^2
\]

By Lemma 1.2

\[
= \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}_{\xi_k} \|\nabla f(x^\star; \xi_k) - \nabla f_k(x^\star)\|^2
\]

Since \( \xi_i \perp \xi_j \)

\[
= \sigma^2_s
\]

and

\[
\sigma^2_{A, *} = \mathbb{E}_\xi \|P_{A}(\nabla F(\bar{x}^\star); \xi)\|^2
\]

\[
= \mathbb{E}_\xi \|\nabla F(\bar{x}^\star); \xi\|^2 - \mathbb{E}_\xi \|P_{A_{\perp}}(\nabla F(\bar{x}^\star); \xi)\|^2
\]

\[
= \|\nabla F(\bar{x}^\star)\|^2 + \mathbb{E}_\xi \|\nabla F(\bar{x}^\star) - \nabla F(\bar{x}^\star)\|^2 - \mathbb{E}_\xi \|P_{A_{\perp}}(\nabla F(\bar{x}^\star); \xi)\|^2
\]

\[
= n\zeta_s^2 + n\sigma_s^2 - \sigma^2_{A_{\perp}, *}
\]

\[
= n\zeta_s^2 + (n - 1)\sigma^2_s
\]

\[\square\]

**Proof of Corollary 6.1.** From the discussion above Corollary 6.1, \( F(x) = \sum_{k=1}^{n} f_k(x_k) \) the objective function of \( x = [x_1, \ldots, x_n]^T \in \mathbb{R}^{nd} \) and satisfies all the assumptions. Then we have the bound (10) and (11) hold for this \( F(x) \). By dividing \( n \) on both sides of (10) and (11), we obtain bounds for \( \frac{1}{n} \sum_{k=1}^{n} f_k(\bar{x}) - \frac{1}{n} \sum_{k=1}^{n} f_k(x^*) \).

The rest is to replace corresponding parameters. From Lemma 6.1 \( \sigma^2_{A_{\perp}, *} = \sigma^2_s \) and \( \sigma^2_{A, *} = n\zeta_s^2 + (n - 1)\sigma^2_s \), so from (12),

\[
\bar{\sigma}^2_{A, *} = \sigma^2_{A, *} + (E - 1)\|\nabla F(\bar{x}^\star)\|^2 = \sigma^2_{A, *} + (E - 1)n\zeta_s^2 = nE\zeta_s^2 + (n - 1)\sigma^2_s
\]

Besides, we have \( \Delta^2 = nB^2 \). Then the conclusion follows. \[\square\]