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Abstract: Nonlinear dimensionality reduction (NLDR) methods such as t-Distributed Stochastic Neighbour Embedding (t-SNE) and Uniform Manifold Approximation and Projection (UMAP) have been widely used for biological data exploration, especially in single-cell analysis. However, the existing methods have drawbacks in preserving data’s geometric and topological structures. A high-dimensional data analysis method, called Panoramic manifold projection (Panoramap), was developed as an enhanced deep learning framework for structure-preserving NLDR. Panoramap enhances deep neural networks by using cross-layer geometry-preserving constraints. The constraints constitute the loss for deep manifold learning and serve as geometric regularizers for NLDR network training. Therefore, Panoramap has better performance in preserving global structures of the original data. Here, we apply Panoramap to single-cell datasets and show that Panoramap excels at delineating the cell type lineage/hierarchy and can reveal rare cell types. Panoramap can facilitate trajectory inference and has the potential to aid in the early diagnosis of tumors. Panoramap gives improved and more biologically plausible visualization and interpretation of single-cell data. Panoramap can be readily used in single-cell research domains and other research fields that involve high dimensional data analysis.
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1. Introduction

Recent years have witnessed tremendous interest in single-cell RNA-sequencing (scRNA-seq) or single-cell transcriptomics because scRNAseq makes it possible to investigate transcriptomic variation and regulation at the individual cell level, which may reveal minor but vital changes or cellular heterogeneity that can be easily masked by bulk analysis. The increases in resolution and in big data volume bring about more challenges in data analysis.

While mass cytometry data contain up to 50 parameters or dimensions per single cell [1], a typical scRNAseq analysis task involves a dataset composed of tens of thousands of cells, each expressed as a vector of twenty to thirty thousands of gene expression values or dimensions [2]. However, single-cell data are inherently of much lower dimensionality because many genes may contain zero counts, the genes are not of equal importance and the genes are generally correlated. Therefore, we could develop a dimensionality reduction algorithm to find a low-dimensional representation of biological manifolds on which cellular gene expression profiles lie [3].

The projection from the high-dimensional data space to a low-dimensional one, for downstream tasks such as visualization and data exploration, needs to be conducted in a nonlinear way to reveal the complex structure of the single-cell data [2–7]. Manifold learning-based NLDR methods aim to find a lower dimensional representation in which manifold structures are best preserved in terms of some objective criteria.
Numerous manifold learning-based NLDR methods have been used in single-cell data analysis. In particular, t-Distributed Stochastic Neighbor Embedding (t-SNE) [4,5] and Uniform Manifold Approximation and Projection (UMAP) [2,8] are the two most popular ones. UMAP has the ability to better preserve large-scale structures than t-SNE and t-SNE has better performance in visualizing discrete clusters than UMAP [2,7]. Others include locally linear embedding (LLE) [9,10], diffusion map [11], scvis [12], variational autoencoder (VAE) [13,14], scalable deep-learning-based approach (scviscope) [15], local tangent space alignment (LTSA) [16,17], isometric mapping (ISOMAP) [17–19], GrandPrix [20] and deep count autoencoder network (DCA) [21]. A recent article [22] comparing ten dimensionality reduction methods found that t-SNE and UMAP have the overall best performance. In another study [17], UMAP was found to have good performance for lineage inference analysis.

However, the above leading NLDR methods can suffer from problems in that they may violate the geometrical and topological structures of data [23]. This can result in a low-dimensional embedding that may give misleading information for downstream data exploration tasks.

To address this problem, we applied our recently developed deep learning-based method, called Panoramic manifold projection (Panoramap), by which deep learning of NLDR neural networks is enhanced to have a better ability to preserve the geometrical and topological structures of data. Panoramap achieves this goal by imposing cross-layer structure-preserving constraints [24] on transforms of an encoder neural network to best preserve the structures (Figure 1).

Figure 1. Schematic overview for Panoramap. The 3-dimensional (high dimensional) Swiss roll residing in 2-dimensional (low dimensional) space is frequently used in machine learning to illustrate the topology-preserving dimensionality reduction algorithm. The rainbow color on the Swiss roll denotes coordinates or positions of the points. A perfect dimension reduction method can unfold the Swiss roll and retain the relationships of the coordinates (preserve the structures). (a) The gene expression data (the blue, green and orange points are shown as illustration) are high dimensional data residing on low dimensional biological manifolds. Each point represents one cell with multiple genes. Cells from one cell type can form a cell cluster (e.g., the blue points form a cluster with high heterogeneity;
the green points form a more uniform cluster). (b) The pairwise distances between all the data points (the collection of D1 on (a) are converted to similarity). (c) The similarity matrix is processed in an encoder neural network. (d) The output (two-dimensional embedding) of the Panoramap. We use the correlation coefficient $R_1$ (pairwise distances from all data points) and $R_2$ (from cluster centroids) as evaluation metrics. The pairwise distances between all data points and between cluster centroids on the embedding are well correlated with the original high dimensional space, just as the Swiss roll is unfolded, indicating that the global structures and topology of the original data are preserved. Note that the manifold, the cell data points, the distance lines, etc., are just for illustration purposes, not the real-world depiction. For details of the Panoramap algorithm, please see Section 4.

We evaluated Panoramap across a range of single-cell datasets in comparison with the most popular methods of t-SNE and UMAP. The results demonstrate advantages of Panoramap over both t-SNE and UMAP in several ways: (1) Panoramap reveals the relationships of cell clusters in a better way than t-SNE or UMAP and it is relatively more robust to preprocessing procedures, (2) it excels at demonstrating cell type lineage, (3) it facilitates the discovery of delicate cell types and (4) it helps distinguish premalignant/malignant lesions from other tissues.

2. Results

2.1. Panoramap Preserves Topological and Geometrical Structures of Gene Expression Data

To illustrate the structure preserving property of Panoramap, we used a synthetic dataset (Figure 2a). The original two-dimensional image inspired from reference [25] consists of seven clusters of clouds, spirals and circles plus grey-colored scatter noises and bridge-like noises. The two-dimensional coordinates were mapped to a 20-dimensional space by linear, trigonometric, exponential and logarithmic transformations (see Section 4) inspired by reference [6]. Then, the 20-dimensional data were used as inputs to t-SNE, UMAP and Panoramap, respectively. The results demonstrate that Panoramap keeps the topological and geometrical structures of the clusters better than t-SNE and UMAP. The circles and spirals remain intact in Panoramap, while they are broken or form artificial structures in t-SNE and UMAP. The relative spatial positions of clusters in Panoramap are most similar to those on the original image, indicating the inter-cluster distances are preserved best in Panoramap. Additionally, the grey-colored scattered noises are visible in Panoramap while they are hidden in other bigger clusters in t-SNE and UMAP embeddings. Panoramap also has some limitations. The bridge-like noise dots are “broken” in Panoramap, as they are in t-SNE and UMAP.

The structure-preserving properties of Panoramap displayed on the synthetic dataset can have positive implications in single-cell data analysis. The topology of gene expression patterns has been used to study continuous cell developmental trajectory and transcriptional repertoires [26]. Topology studies the relationships of nearness or proximity qualitatively without using distances, whereas geometrical structure can be studied with quantitative distance metric functions [27]. Therefore, the geometry of gene expression has been studied to characterize the similarity and diversity of the cells and classify biological phenotypes [28]. Previous studies have shown that unsupervised dimensionality reduction could suggest the relevant landmark genes to establish a preliminary input spatial map and that gene expression patterns from scRNAseq can be inferred to spatial geometric structures [29].
Figure 2. Panoramap best preserves topological and geometrical structures of input data. (a) A mixture of 7 distinct manifolds and ambient noise (grey color) in 2-dimensional (2D) are transformed
20-dimensional space nonlinearly and then used as the inputs to Panoramap, t-SNE and UMAP. From left to right shows the original image and the resulting embeddings. Topological structures are violated in the t-SNE and UMAP embeddings but preserved in the Panoramap embedding.

(b) Embeddings from t-SNE, UMAP and Panoramap on the Samusik01 dataset, colored by cell type. HSC, hematopoietic stem cells; MPP, multipotent progenitors; CLP, common lymphoid progenitors; CMP, common myeloid progenitors; GMP, granulocyte-macrophage progenitors; MEP, myeloid-erythroid progenitors; pDCs, plasmacytoid dendritic cells; mDCs, myeloid dendritic cells; gd T cells, γδ T cells; NK cells, natural killer cells; NKT cells, natural killer T cells. (c) Two-dimensional histograms representing correlation between pairwise distances in high dimensional input space and 2D embedding space for the Samusik01 dataset. Pairwise distances in Euclidean distances in 50 bins from both the high dimensional space and the embedding space are plotted and colored according to the normalized density of the binned distances. A perfect correlation is that all dark points are on the diagonal and that the distance distribution curves on the top (for input data) and on the right (for embedding space) are identical.

Because Panoramap better preserves the topological structures (e.g., Panoramap preserves intact circles in Figure 2a) and the geometrical structures (e.g., Panoramap preserves global structures and retains the spatial positions of clusters in Figure 2a) in the synthetic dataset, it is plausible that Panoramap can reveal the relationships of cell clusters, which is the basis to determine the hierarchy of cells or to depict the continuous cell states. Because Panoramap discloses noise points in the synthetic dataset, which are concealed in bigger clusters in t-SNE or UMAP (Figure 2a), it is feasible that Panoramap can uncover rare cell types.

We used mass cytometry dataset and scRNAseq datasets to verify our hypothesis. The single cells used for comparison in this study are from various tissues and from both human and mouse (Supplementary Table S1). The cell numbers range from thousands to tens of thousands. The packages of t-SNE and UMAP integrated in the Scanpy [30] toolkit were used for comparison. For all the compared NLDR methods, we used as the input data 50 principal components (PCs) for the scRNAseq datasets and all the original 38 dimensions for the mass cytometry dataset, which is consistent with the default settings of t-SNE and UMAP in Scanpy.

The Samusik01 dataset [1] reflects murine bone marrow hematopoiessis. As is shown in Figure 2b, the embedding from Panoramap is quite similar to that of UMAP with hematopoietic stem cells (HSCs) in the center and mature cells in the peripheral. Myeloid cells are grouped on one side and lymphoid cells are arranged on the other side. The two subgroups of CD8 T cells which are divided by CD44 and Ly6C (a marker of central memory cells [1,31]) are more distinct in Panoramap, as are the subgroups of plasmacytoid dendritic cells (pDCs) (Figure S1). Cell clusters on t-SNE embedding seem not follow the clear pattern that cells of the same origin are grouped together. The phenomenon is consistent with the features of the algorithms, with UMAP and Panoramap preserving global structures better than t-SNE. To quantify the global structure preservation of embeddings, we performed 2D histogram using the methods from reference [32], which show that Panoramap has the best correlation of unique cell–cell distances between the high-dimensional space and embedding space (Figure 2c).

To further assess quantitatively the preservation of global structures, we used the following metrics:

- $R_1$: Pearson correlation coefficient between pairwise distances of all sample points in the high-dimensional space and in the embedding.
- $R_2$: Pearson correlation coefficient between pairwise distances of cluster centers in the high-dimensional space and in the embedding.
- $R = (R_1 + R_2) / 2$: The averaged value providing an overall performance metric for the evaluation of structure preservation quality.
Table 1 shows the metrics from one experiment for all the datasets. Panoramap generally has the best performance in preserving global structures and inter-cluster relationships. With repeated experiments, the trend remains the same and the performance of Panoramap is stable (Figures S2 and S3).

Table 1. Overview of evaluation metrics on the four datasets used in this study.

|                  | R1 |       |       | R2 |       |       | R   |       |
|------------------|----|-------|-------|----|-------|-------|-----|-------|
|                  | t-SNE | UMAP | Panoramap | t-SNE | UMAP | Panoramap | t-SNE | UMAP | Panoramap |
| Samusik01        | 0.54 | 0.69 | 0.83    | 0.31 | 0.49 | 0.51    | 0.43 | 0.59 | 0.67      |
| PBMC3k           | 0.55 | 0.53 | 0.58    | 0.11 | 0.04 | 0.85    | 0.33 | 0.29 | 0.72      |
| Adipose_tissue   | 0.32 | 0.46 | 0.49    | 0.44 | 0.60 | 0.64    | 0.38 | 0.53 | 0.56      |
| Gastric_cancer   | 0.33 | 0.33 | 0.37    | 0.61 | 0.53 | 0.60    | 0.47 | 0.43 | 0.48      |

Numbers in bold denote the best performance of each dataset with regard to each metric.

2.2. **Panoramap Is More Robust to Preprocessing Methods**

Data preprocessing is necessary in data analysis and sometimes different preprocessing methods can lead to contradictory results. To investigate the effect of preprocessing methods on embeddings, we compared the embeddings using dataset PBMC3k (peripheral blood from a healthy donor, downloaded from 10x website) [33] under three preprocessing procedures: (1) normalization + logarithm, (2) normalization + logarithm + Principal Component Analysis (PCA) and (3) normalization + logarithm + selection of highly variable genes + scale + PCA (standard pipeline in Scanpy [30] PBMC tutorial [34]). Then, we performed the clustering using Leiden [35] and cell type annotation according to the Scanpy tutorial. The results show that Panoramap is relatively more robust under different preprocessing procedures (Figure 3), while t-SNE and UMAP embeddings change more significantly; for example, t-SNE has crescent-like points and UMAP has B cell points inside the T cell points in the first preprocessing condition (Figure 3). The evaluation metrics R₁, R₂ and R with different preprocessing methods on the PBMC3k dataset (Table 2) also confirm that Panoramap best preserves intrinsic properties of the original high dimensional data in all the preprocessing conditions.

Table 2. Effect of different preprocessing methods on the evaluation metrics for the PBMC3k dataset.

|                  | R1 |       |       | R2 |       |       | R   |       |
|------------------|----|-------|-------|----|-------|-------|-----|-------|
|                  | t-SNE | UMAP | Panoramap | t-SNE | UMAP | Panoramap | t-SNE | UMAP | Panoramap |
| Preprocessing 1   | 0.38 | 0.41 | 0.50    | 0.23 | 0.78 | 0.97    | 0.30 | 0.60 | 0.74      |
| Preprocessing 2   | 0.39 | 0.45 | 0.45    | 0.20 | 0.37 | 0.63    | 0.30 | 0.41 | 0.54      |
| Preprocessing 3   | 0.55 | 0.53 | 0.58    | 0.11 | 0.04 | 0.85    | 0.33 | 0.29 | 0.72      |

Numbers in bold denote the best performance of each dataset with regard to each metric.
Figure 3. Panoramap is stable and robust to preprocessing methods. t-SNE and UMAP may have artefacts or violate topological structures. Preprocessing 1: normalization + logarithm. Preprocessing 2: normalization + logarithm + PCA. Preprocessing 3: normalization + logarithm + selection of highly variable genes + scale + PCA. The blue circles highlight the dendritic cells in Preprocessing 3.

2.3. Panoramap Embedding Better Reveals Cell Lineage or Cell Hierarchy Quantification

For the PBMC3k dataset in Figure 3, there is a remarkable discrepancy between Panoramap embeddings and those of t-SNE and UMAP that relies on the position of megakaryocytes. Preprocessing 3 in Figure 3 is the standard preprocessing procedure in Scanpy or Seurat, and we analyze the embeddings under this condition in the following text. Panoramap separates PBMCs into three distinct groups: (1) megakaryocytes; (2) myeloid cells including monocytes and DC; and (3) lymphoid cells including T cells, B cells and NK cells, which is consistent with cell lineage. To explore the relationships between cell clusters in the original high dimensional space (refers to the native gene expression data space after normalization and logarithm preprocessing) and the embedding space, we made hierarchical dendrograms based on gene expression distances between cell clusters in both the high dimensional space and the embedding space. We found that the dendrogram derived from the high dimensional space is most in line with the blood cell lineage. Moreover, among the compared NLDR methods, the dendrogram from Panoramap embedding is closest to that from the high dimensional space, with the cluster of megakaryocytes deviating from other clusters in the dendrograms (Figure 4). By quantified comparison of hierarchical clusters using the element-centric clustering comparison method from reference [36], the dendrogram from Panoramap embedding is shown to rank the highest among the NLDR methods in terms of a similarity score [36] S (see Section 4).
Figure 4. Dendrogram confirms that Panoramap embedding is in accordance with cell lineage or hierarchy. Dendrograms from PBMC3k dataset in the original 13714-dimensional high dimensional space, the 50-dimensional PCA spaces, 2-dimensional PCA space, t-SNE, UMAP and Panoramap embedding spaces using Euclidean distances. The numbers on the upper right corner of each dendrogram denote similarity scores \([36]\) compared with that from original space. Similarity score is between 0 and 1. High similarity score indicates more similarity between compared dendrograms.

2.4. Panoramap Better Reveals Delicate Cell Populations

In the Panoramap embedding for the PBMC3k dataset, there appear some “out-of-distribution” data points, such as those between T cells and B cells that are colored by dendritic cells (DCs) (Figure 3 Preprocessing 3, Figure 5a,b). However, there are no such “out-of-distribution” points in t-SNE and UMAP (Figure 3 Preprocessing 3), because such points of small data size are attracted to the main dendritic cell cluster in the t-SNE and UMAP, as in the case of hidden noise points with the synthetic dataset shown in Figure 2a.
Figure 5. Panoramap reveals delicate cell populations. (a,b) In Panoramap embedding for PBMC3k dataset, the dendritic cell population is separated into one major group in the middle (e.g., points 5–8) and several points (points 1–4) up between B cells and T cells, one point down which is very close to
B cells (point 0) and several points on the left near the monocytes. (c) Heatmap from pairwise distance derived similarity in high dimensional space shows that points 1–4 are close to each other and points 5–8 are close to each other. Brighter color denotes more similarity or more proximity. (d) Heatmap from pairwise Euclidean distances in Panoramap embedding space shows that points 1–4 are close to each other and points 5–8 are close to each other. Darker color denotes less distance or more proximity. (e) Dot plot for selected gene expressions from the 4 subclusters in dendritic cell population. The color represents the mean expression within each of the subclusters and the dot size indicates the percentage of cells in the subcluster expressing a gene. (f) Scatter plots for gene expressions of LILRA4 and CLEC4C (pDC markers) in dendritic cell cluster. Yellow color represents high gene expression and dark blue denotes low gene expression.

To elucidate whether these points are meaningful in Panoramap embedding, we scrutinized the points closely. We subset the dendritic cells and conducted more analysis. From the differentially expressed genes, we found out that the points between B cells and T cells are plasmacytoid dendritic cells (pDCs) with high expression of CLEC4C, PTCRA, TSPAN13, LILRA4, etc. (Figure 5e,f). The pDCs are differentiated independently of the myeloid conventional DC (cDCs) lineage. They derive from common lymphoid progenitors and are close to lymphoid cells in lineage [37]. We also calculated the distance derived similarity in high dimensional space and the pairwise distances in Panoramap embedding for selected dendritic cells for quantification. The heatmap of similarity shows that the out-of-place points are indeed far from other dendritic cells in high dimensional space (Figure 5c), and that the proximity of data points in embedding (Figure 5d) corresponds well with the similarity of data points in high dimensional space (Figure 5c). Therefore, the Panoramap embedding best reflects the intrinsic property of original data and the distances between data points in Panoramap embedding are related to the discrepancy of cell types, enabling the discovery of delicate cell populations.

2.5. Panoramap better Displays Cell Types in Accordance with Cell Development

Trajectory inference can be used to simulate the cell development. However, the pseudotime estimated by algorithms is not always reliable and experimental data of “ground truth” are lacking [38]. Figure 6 shows cell trajectory analysis on the dataset from murine adipose tissue from reference [39]. Unsupervised Louvain [40] clustering was performed on the latent layer and cell types were determined according to markers from reference [39]. Apart from the cluster size in Panoramap being a bit smaller, there are several differences between Panoramap and UMAP embeddings. For example, the adipocyte (blue) cluster in UMAP is between two clusters of committed Icam1+ preadipocytes (Figure 6a). In Panoramap the pink Icam1+ preadipocyte clusters with more G2M cells reside closely to the brown Icam1+ preadipocyte cluster, and the blue adipocyte cluster is in clear distinction to preadipocytes (Figure 6d). Similarly, the purple cluster which is an interstitial progenitor with more G2M cells and is in proximity with the pink Icam1+ preadipocyte cluster in UMAP is close to the red interstitial progenitor cluster. Thus, Panoramap embedding provides more meaningful relationships among clusters and resembles that of UMAP with Partition-based graph abstraction (PAGA) [41] initialization (Figure 6c), indicating that the arrangement of clusters on Panoramap embedding is consistent with cell development. While using UMAP, one needs to perform PAGA for trajectory inference and then may visualize embedding using PAGA initialization; Panoramap can achieve a similar function with much simpler steps.
2.6. Panoramap better Distinguishes Premalignant/Malignant Lesions from other Tissues

Because Panoramap can reveal cell lineage or hierarchy and unveil rare cell types, we wondered whether Panoramap can facilitate early tumor detection. Atrophic gastritis and intestinal metaplasia are premalignant conditions which can lead to gastric cancer. The annual incidence of gastric cancer is 0.1% for patients with atrophic gastritis, and 0.25% for intestinal metaplasia [42]. Among intestinal metaplasia (IM), the severe type of intestinal metaplasia is a significant risk factor for gastric cancer, because the age-adjusted early gastric cancer rate per 100,000 person-years with severe intestinal metaplasia is more than 5-fold that with moderate intestinal metaplasia and more than 20-fold that with mild intestinal metaplasia. Moreover, patients with severe intestinal metaplasia have shorter time
intervals between the time at baseline endoscopy and the onset of subsequent early gastric cancer [43]. The gastric cancer dataset from references [44,45] contains cells from patients with early gastric cancer (EGC), intestinal metaplasia with severe level (IM-S), chronic atrophic gastritis (CAG), non-atrophic gastritis (NAG) and intestinal metaplasia with mild level (IM-M). After preprocessing, the dataset contained 10638 cells and 1457 genes. We used the default settings for Louvain [40] clustering and annotated cell types using the marker genes from reference [44]. In Panoramap and UMAP embeddings there are two distinct groups: (1) the early gastric cancer and severe intestinal metaplasia and (2) the CAG, NAG and IM-M (Figure 7a). Gastric cancer is usually surrounded by severe intestinal metaplasia in pathological images in the real world and patients with severe intestinal metaplasia have the greatest risk for developing gastric cancer. The two distinct groups are more predominant in Panoramap embedding. Another discrepancy between Panoramap and UMAP or t-SNE embeddings is that in UMAP the mild intestinal metaplasia cluster is closest to the gastric cancer/severe intestinal metaplasia group. In Panoramap the CAG, NAG and IM-M seem to have similar distance with the gastric cancer/severe intestinal metaplasia group, with the gland mucous cell cluster closest to the gastric cancer/severe intestinal metaplasia group. The gastric mucous cells are composed of pit mucous cells and gland mucous cells (GMCs) with different gene expression patterns. The intestinal stem cell marker OLFM4 is mainly expressed in GMCs compared with pit mucous cells [44]. The expression of OLFM4 increases from CAG to IM to early gastric cancer. OLFM4-expressing GMCs were rarely detected in the CAG lesion (0.4%), while their number remarkably increased in the mild IM lesion (8%) and reached a peak in the severe IM lesion (26%) [44]. The proportion of OLFM4-expressing cells reached the peak in the early gastric cancer lesion, although GMCs disappeared in the early gastric cancer lesion [44]. This suggest that GMCs that tend to acquire the intestinal-like stem cell phenotype might be the crucial cellular characteristics for gastric IM and gastric tumorogenesis [44]. Moreover, the close relationship between GMCs and the gastric cancer/severe intestinal metaplasia group is echoed in Panoramap embedding with the increasing intestinal stem cell gene expressions from pit mucous cells to GMCs to parietal cells and stem cells (Figure 7b–d), suggesting that Panoramap embedding is more consistent with the development of cancer and has the potential to aid in early tumor detection.
Figure 7. Panoramap helps distinguish premalignant/malignant lesions from other tissues. (a) For the gastric cancer dataset, embeddings from t-SNE, UMAP and Panoramap are colored according to the histological diagnosis provided in reference [44]. In Panoramap embedding, early gastric cancer lesion (EGC, orange color) and intestinal metaplasia (IM-S, red color) lesion of severe level are clearly separated from CAG, NAG and IM-M. (b) For the gastric cancer dataset, embeddings from t-SNE, UMAP and Panoramap are colored by cell types. (c) Scatter plot of gene expression for OLFM4. (d) Dot plot for intestinal stem cell gene expressions. The color represents the mean expression within each of the cell clusters and the dot size indicates the percentage of cells in the cluster expressing a gene. CAG, chronic atrophic gastritis; NAG, non atrophic gastritis; IM-M, intestinal metaplasia with mild level.

3. Discussion

In this work, we applied Panoramap for dimensionality reduction and visualization for single-cell data analysis and demonstrated advantages of Panoramap over t-SNE and UMAP. Panoramap better preserves topological and global geometrical structures during NLDR. Therefore, Panoramap can be used when t-SNE and UMAP fail to reveal rare cell
types or hierarchical relationships. Panoramap can facilitate cell development trajectory inference, rare cell type discovery, and has the potential to distinguish tumor cells from normal cells.

In single-cell data analysis, the gene expression count data during preprocessing are usually normalized to make them comparable between cells. After normalization, data matrices are typically log(x+1) transformed. The log transformation reduces the skewness of the data to approximate the assumption of many downstream analysis tools, including Panoramap, that the data are normally distributed [3]. Panoramap gives preliminary results in line with blood cell lineage after normalization and logarithmic transformation as shown in Preprocessing 1 in Figure 3, while t-SNE and UMAP need more preprocessing steps. Panoramap could handle input data with distributions other than normal distribution when the appropriate $\nu$ is assigned in the input layer. More work needs to be done in the future to explore the relationship between the distribution of the input data and the optimization of Panoramap.

The Panoramap embedding reveals more meaningful structures than the compared methods. For example, the cDCs and pDCs clusters can be separated clearly in Panoramap as in Figure 5. Similarly, the CD8 T cells are subdivided into two groups in Panoramap (Figure 2b) with central memory CD8 T cells (CD4+Ly6C+) in one group and CD44-Ly6C- cells in another (Figure S1). Thus, another future direction would be to explore the possibility to combine dimensionality reduction and clustering together so that the processing pipeline for single-cell data analysis can be further refined and the time for data analysis can be shortened.

Finally, the embeddings of Panoramap demonstrate consistency with cell type lineage or hierarchy. It would be interesting to investigate whether this phenomenon can help identify novel genetic biomarkers or gene expression patterns linked with certain phenotypes.

We hope that with the merit of well preserving global structures and delineating cell type lineage or hierarchy, Panoramap can help make new discoveries in single-cell research for cancer diagnosis, cell lineage determination, cell development and other research fields.

4. Materials and Methods
4.1. Panoramic Manifold Projection (Panoramap) and Geometry-Preserving Loss

Panoramap is a deep learning neural network framework enhanced by geometry-preserving constraints [23,24]. The major differences between t-SNE/UMAP and Panoramap are that Panoramap is a learnable and reusable neural network transformation, and Panoramap uses a different definition of similarity. Different from t-SNE/UMAP, which compute similarity in data space and embedding space using distinct formulae, we unified the definition of similarity in data space and embedding space. We also introduced a hyperparameter $\nu$, the continuous change of which modulates the balance between attractive forces and repulsive forces, resulting in a better preservation of global structures while keeping a similar performance of preservation of local structures. For details, please refer to [23,24].

In short, Panoramap is an abridged form of autoencoder, which by itself is suitable for dimensionality reduction, but without the reconstruction part. Panoramap is composed of an input layer, several dense layers of neurons and an output layer.

The geometry-preserving loss function is used in Panoramap to train the network, which is originated from the cost function of LargeVis and UMAP, the cross entropy [8]:

$$
\mathcal{L}_{\text{LGP}}^{(l,l')} = \sum_{i \neq j} \left( u_{ij}^{(l)} \log \frac{u_{ij}^{(l)}}{u_{ij}^{(l')}} + (1 - u_{ij}^{(l)}) \log \frac{1 - u_{ij}^{(l)}}{1 - u_{ij}^{(l')}} \right),
$$

where $u_{ij}^{(l)}$ and $u_{ij}^{(l')}$ are the undirectional similarities between point $x_j$ and point $x_i$ at the input layer $l$ and the output layer $l'$, respectively. We simplified the cost function by removing the $\sum_{i \neq j} u_{ij}^{(l)} \log u_{ij}^{(l)}$ and the $\sum_{i \neq j} \left(1 - u_{ij}^{(l)}\right) \log \left(1 - u_{ij}^{(l)}\right)$ on top of the fractions.
because they are fixed values given a dataset. The undirectional similarities $u_{ij}$ are defined as follows [2,4,23]:

$$u_{ij} = u_{iij} + u_{ijj} - u_{iij}u_{ijj},$$

where $u_{ijj}$ is a directional similarity based on a normalized squared $t$-distribution, which converted from the Euclidean distance $d(x_i, x_j)$ between point $x_i$ and point $x_j$ [4,23] is

$$u_{ijj}(\sigma_i, \nu) = g(d(x_i, x_j) | \sigma_i, \nu) = C_\nu \left( 1 + \frac{d(x_i, x_j) - \rho_i}{\sigma_i \nu} \right)^{-1},$$

where $\nu$ is the degrees of freedom in the $t$-distribution, and $C_\nu$ is the normalizing function of $\nu$ which sets the limit $\lim_{\nu \to +\infty} g(0 | \sigma_i, \nu) = 1.$

The $\rho_i = \min \{ d(x_i, x_j) | j \in N_i \}$ is used to calibrate locally about $x_i$ at the input layer, where $N_i$ is the nearest neighbor set. The scaling parameter $\sigma$ is estimated from the data by best fitting to the following equation [2,4,23]:

$$\sigma_i = \min \sigma^* \left| \log_2 Q - \sum_{j \in N_i} g(d(x_i, x_j) | \sigma^*, \nu) \right|$$

where $Q$ is a given perplexity-like hyper-parameter. In the input layer, we assume that the input layer data distance satisfies a normal distribution and use a $t$-distribution with $\nu = 100$ to approximate it. $\sigma_i$ will be determined by binary search, and, from algorithmic efficiency considerations, we set $\sigma_i \in [0, 100].$ In the original paper of reference [23], a threshold for distance standard deviation was defined to force individual $\sigma_i$ to be identical by averaging all data points.

Panoramap takes a random initialization which is different from t-SNE, UMAP, etc. whose performances are highly dependent on their initialization [46] (Figure S4).

Panoramap is based on manifold learning and manifold assumption. Manifolds are locally Euclidean; thus, Euclidean distance is used. We also tested the algorithm with other distance metrics, such as the geodesic distance, and the performance was similar (Table S2). More discussions about the choice of metrics or other versions of the algorithm are beyond the scope of this manuscript.

The training time for Panoramap is dependent on the number of epochs and samples. The time consumed for training Panoramap is comparable to other neural network algorithm [47]. As for test run time, Panoramap is the shortest, even shorter than t-SNE and UMAP (Figure S5).

### 4.2. Visualization

Similar to t-SNE and UMAP, the Panoramap module can be integrated in Scanpy [30] (https://github.com/theislab/Scanpy, accessed on 1 November 2020) for dimensionality reduction and visualization. The default settings in Scanpy were used for t-SNE, UMAP and PCA unless specified in the text. For Panoramap, we used default settings (perplexity = 50, batch size = 2000, learning rate = 0.001). We used two types of network structures: network structure [500,500,2] and epoch 1700 for mass cytometry data (Samusik01 dataset); network structure [500,300,100,2] and epoch 1200 for scRNAseq datasets (PBMC3k, Adipose_tissue, Gastric_cancer datasets). Although it is possible to optimize the hyper-parameters for best performance, we used the fixed default settings for fair comparison with t-SNE and UMAP in this article. For scatter plots, dot plots and PAGA, we used the integrated methods in Scanpy.
The heatmap in Figure 5 was plotted using the Seaborn package in Python using pairwise distances in embedding space or pairwise similarities in high dimensional space (after normalization and logarithm, with 13,714 dimensions).

4.3. Data Preprocessing

We used 3 preprocessing methods in Figure 3 to test the robustness of Panoramap, t-SNE and UMAP. Preprocessing was done using Scanpy [30]. The tutorial of Scanpy for preprocessing can be found in Preprocessing and clustering 3k PBMCs—Scanpy documentation (https://scanpy-tutorials.readthedocs.io/en/latest/pbmc3k.html, accessed on 1 November 2020). In short, for Preprocessing 1 (normalization + logarithm) in Figure 3, the gene expression matrix is used to construct the AnnData object. Then, basic filtering is conducted to filter out genes that are detected in less than 3 cells and to filter out cells that contain less than 200 genes. Then, the total count of the data matrix is normalized to 10,000 reads per cell, so that counts become comparable among cells, and the data are logarithmized. The data matrix contains 13,714 genes after normalization and logarithm. The matrix data are used as inputs to NLDR. The “.raw” attribute of the AnnData object is set to the normalized and logarithmized raw gene expression for later use, e.g., the high dimensional data for calculating the correlation coefficient or dendrogram or heatmap are the raw matrix data after normalization and logarithm.

For Preprocessing 2 (normalization + logarithm + PCA), after Preprocessing 1, we reduce the dimensionality of the matrix data by running principal component analysis (PCA). The first 50 principal components are then used as inputs to NLDR.

For Preprocessing 3 (normalization + logarithm + selection of highly variable genes + scale + PCA), after Preprocessing 1, highly variable genes are identified and selected. The matrix is sliced to filter out genes that are not highly variable. Then, the effects of total counts per cell and the percentage of mitochondrial genes expressed are regressed out. The data are scaled to unit variance. Values exceeding standard deviation 10 are clipped. Then, the dimensionality of the data is reduced by running PCA. The first 50 PCs are used as inputs to NLDR. This Preprocessing 3 is the standard preprocessing in Scanpy and is mostly used in this manuscript unless otherwise stated.

4.4. Datasets

Synthetic dataset: The synthetic dataset was inspired by reference [25] and https://github.com/deric/clustering-benchmark, accessed on 1 November 2020. The two-dimensional coordinates were mapped to a 20-dimensional space by the transformation

\[ x, y, x^2, y^2, xy, x^3, y^3, \cos(x + y), \cos x \cos y, \cos(xy), \sin(x + y), \sin x \sin y, \sin(xy), \tan(x + y), \tan x \tan y, \tan(xy), e^x + e^y, e^{x+y}, \log_{10}(x + y - \min(x) - \min(y) + 1), \ln(x + y - \min(x) - \min(y) + 2) \]

inspired by reference [5]. Then, the 20-dimensional data, after fit transform using StandardScaler in sklearn, were used as the input to Panoramap, t-SNE and UMAP, respectively.

For Panoramap, we used a perplexity of 50, \( \nu \) -start of 0.01, \( \nu \) -trace from 0.01 to 0.5 from epoch 400 to 800, and a network structure [200,2] with a batch size of 1000. For t-SNE and UMAP, default settings in Scanpy were used.

PBMC3k dataset: The PBMC3k dataset was downloaded from 10x company (https://support.10xgenomics.com/single-cell-gene-expression/datasets/1.1.0/pbmc3k, accessed on 1 November 2020). Preprocessing followed the procedure in Preprocessing and clustering 3k PBMCs—Scanpy documentation (https://scanpy-tutorials.readthedocs.io/en/latest/pbmc3k.html, accessed on 1 November 2020). After preprocessing, 2638 cells \( \times \) 1838 highly variable genes were used for dimension reduction and visualization.

Samusik01 dataset: We used the Samusik01 dataset matrix and annotation from reference [1,2]. This dataset is from mouse bone marrow cells. An arcsinh transformation with a cofactor of 1 was used [2]. Ungated cells were removed before analysis and we obtained 53,173 cells \( \times \) 38 genes for dimension reduction.
Adipose_tissue dataset: We used the murine adipose tissue dataset, with the GSM3717977_SCmurinep12 data from GSE128889_RAW data [39]. After preprocessing using the methods from reference [39], we obtained 11420 cells × 1415 highly variable genes.

Gastric_cancer dataset: We used the data with GSE 134,520 from reference [44,45]. We used all the cells from sample CAG1, EGC, IMS3, IMW1 and NAG3 to cover all the histological types and to reduce data size. After preprocessing using the methods from reference [44], we obtained 10,638 cells × 1457 highly variable genes.

A summary of single-cell datasets can be found in Supplementary Table S1. Processed datasets in h5ad form can be found at https://doi.org/10.6084/m9.figshare.20010545.v1, accessed on 1 November 2020.

4.5. Evaluation Metrics

Two-dimensional histogram: Heiser et al. presented a quantitative framework for evaluating single-cell data structure preservation [32] and we used the 2D histogram to compare the preservation of global structure of Panoramap, t-SNE and UMAP on the Samusik01 dataset. Pairwise cell–cell distances in the native gene space and embedding space were calculated. Then, a 2D histogram was built using correlated binned distances from the native space and embedding space. For details, please refer to reference [32].

R1: The gene expression matrix is represented as an \( m \) (cells/rows/observations) × \( n \) (genes/columns/features) matrix. A pairwise distance (between cells) matrix was calculated for high dimensional space (using the raw data after normalization and logarithm) and for embedding space, respectively, using Euclidean_distances in sklearn. Then, the upper triangular part of the symmetric matrix excluding the diagonal 0 was used to calculate the Pearson R between high dimensional space and embedding space.

The formulae are as follows:

\[
R_1 = P(V_1, V_2)
\]

\[
V_1 = \left\{ d(x_j^{(1)}, x_j^{(1)}) \right\}_{i,j \in \{1, \cdots, m\}, i < j}
\]

\[
V_2 = \left\{ d(x_j^{(1)}, x_j^{(1)}) \right\}_{i,j \in \{1, \cdots, m\}, i < j}
\]

where \( P(\cdot, \cdot) \) is the Pearson correlation function, \( d(\cdot, \cdot) \) is the Euclidean distance, \( x \) is the observation/cell, \( m \) is the number of the observations/cells, \( l \) denotes high dimensional space and \( l' \) represents embedding space.

R2: The gene expression matrix is represented as an \( m \) (cells/rows/observations) × \( n \) (genes/columns/features) matrix. The centroid of each cell cluster was calculated using the average of gene expression values across columns, so that each centroid was a vector of \( n \) elements (\( n \) equals to dimensions of the raw data after normalization and logarithm for high dimensional space, or equals to two for embedding space). Pairwise distances between the centroids were calculated using Euclidean_distances in sklearn. Then, the Pearson R of distances between high dimensional space and embedding space was calculated using the upper triangular part excluding the diagonal.

The formulae are as follows:

\[
R_2 = P(u_1, u_2)
\]

\[
u_1 = \left\{ d(x_{c_1}^{(l)}, x_{c_2}^{(l)}) \right\}_{c_1 \in \{1, \cdots, k\}, c_2 \in \{1, \cdots, k\}}
\]

\[
u_2 = \left\{ d(x_{c_1}^{(l')}, x_{c_2}^{(l')}) \right\}_{c_1 \in \{1, \cdots, k\}, c_2 \in \{1, \cdots, k\}}
\]

where \( x_{c_1}^{(l)} \) is the centroid (mean of the data across columns/features/genes) of cluster \( c \) in high dimensional space and \( x_{c_1}^{(l') \, l} \) represents the centroid (mean of the data across columns/features/genes) of cluster \( c \) in embedding space. \( k \) is the number of clusters.
**R:** This is an overall performance metric calculated as $R = (R_1 + R_2)/2$.

For scRNAseq datasets, the high-dimensional data used in this article unless specified otherwise in the text were after preprocessing by normalization and logarithm (which are the raw data or adata.raw in AnnData using Scanpy). These data have not undergone the process of selecting for highly variable genes, scaling or principal component analysis (PCA). The advantage is that these native data are not influenced by preprocessing methods or analysis toolkits, leading to a more fair comparison among different methods.

We tested using geodesic distances in high dimensional space and Euclidean distances in embedding to calculate $R_1$ (Supplementary Table S2) and found that the results were quite similar to those with Euclidean distances in both high dimensional space and embedding space. Thus, we used Euclidean distance in high dimensional space in this manuscript to simplify the calculations.

**S:** Similarity score [36] denotes the similarity between compared dendrograms, ranging from 0 and 1. A high similarity score indicates more similarity between compared dendrograms. Please see Section 4.6 and similarity score for details.

The formula is as follows (see reference [36]):

$$S(A, B) = \frac{1}{N} \sum_{i=1}^{N} S_i(A, B)$$

where $S(A, B)$ is the average of the element-wise similarities between $A$ and $B$ dendrograms and $N$ is the number of clusters. Element here denotes cluster centroid. For detailed formulae, please see reference [36].

### 4.6. Dendrogram

In the PBMC3k dataset, we used Euclidean distances in both high dimensional space and embedding space between clusters to construct dendrograms. For the original high dimensional space, we used the raw data space after normalization and logarithm which is the same as calculating $R_1$ and $R_2$. For all the spaces, we calculated the centroid for each cluster (we used the Leiden cluster and cell type labels from the Scanpy tutorial) to make the matrix of $8 \times N$ (the dimensions of the data space or embedding space). Then, the dendrogram was constructed using the dendrogram package in Scipy.cluster.hierarchy with the linkage method “single”.

For comparison of dendrogram similarity, we used the CluSim [36] Python package with default settings. The dendrogram from the original high dimensional space was the first graph to compare with. All other dendrograms were compared with the original space dendrogram to get the similarity score (see reference [36] for details).

**Supplementary Materials:** The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/ijms23147775/s1. Refs. [2,46,47] is cited in the supplementary materials.
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