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Abstract
General relativity in four-dimensions can be equivalently described as a dynamical theory of $\text{SO}(3) \sim \text{SU}(2)$-connections rather than metrics. We introduce the notion of asymptotically hyperbolic connections, and work out an analogue of the Fefferman–Graham expansion in the language of connections. As in the metric setup, one can solve the arising ‘evolution’ equations order by order in the expansion in powers of the radial coordinate. The solution in the connection setting is arguably simpler, and very straightforward algebraic manipulations allow one to see how the unconstrained by Einstein equations ‘stress–energy tensor’ appears at third order in the expansion. Another interesting feature of the connection formulation is that the ‘counter terms’ required in the computation of the renormalised volume all combine into the Chern–Simons functional of the restriction of the connection to the boundary. As the Chern–Simons invariant is only defined modulo large gauge transformations, the requirement that the path integral over asymptotically hyperbolic connections is well-defined requires the cosmological constant to be quantised. Finally, in the connection setting one can deform the 4D Einstein condition in an interesting way, and we show that asymptotically hyperbolic connection expansion is universal and valid for any of the deformed theories.
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1. Introduction

A ‘conformally compact metric’ is a complete metric on the interior $M$ of a compact manifold with boundary $\partial M$, which can be conformally extended to the whole of $M$ (see below for a more precise definition). The boundary $\partial M$ inherits a natural conformal structure which one thinks of as the ‘conformal infinity’ of the metric on $M$. An important subclass of conformally compact metrics are the so-called ‘asymptotically hyperbolic metrics’. As the name suggests, these metrics behave as hyperbolic metrics near the conformal infinity. In particular, their sectional curvatures tend to a negative constant as one approaches the boundary. Special examples of such asymptotically hyperbolic metrics are the conformally compact metrics satisfying the Einstein condition, known in the mathematical literature as Poincaré–Einstein metrics.

A theory of Poincaré–Einstein manifolds was developed in an influential paper [1] by Fefferman and Graham (see also [2] for a more modern and detailed exposition). It was shown that a Poincaré–Einstein metric is determined by specifying a conformal metric on its boundary, together with a ‘stress–energy tensor’, and solving Einstein’s equations order by order in powers of the ‘radial’ coordinate. The Poincaré–Einstein metric is then given as a power series expansion, which is usually infinite. In particular, this construction serves the purpose of constructing conformal invariants (for the conformal metric at the boundary) from the more easily constructible local invariants of the associated Poincaré–Einstein metric on the interior. More recently, Poincaré–Einstein metrics have also played an important role in the physics literature, after papers [3, 4] by Witten which highlight their role in the AdS/CFT correspondence.

In four-dimensions one can describe Riemannian geometry using $SO(3)$ or $SU(2)$-connections rather than metrics [5]. The parameterisation of metrics by connections is based on the fact that a conformal structure is determined completely by the knowledge of which 2-forms are self-dual. One can then declare the three components of the curvature 2-forms of an $SU(2)$-connection to be self-dual with respect to some metric. This defines a conformal metric, algebraically constructed from the curvature of the connection. There is also a particular representative in this conformal class of metrics that has a chance to satisfy the Einstein condition. For the convenience of the reader we give this connection description of Einstein metrics below.

Although this is not relevant for purposes of this paper, we mention that the connection description is also possible for Lorentzian signature metrics. In this case the connection and its curvature must necessarily be complex-valued, so that in particular the components of the curvature can still be declared to be self-dual, which determines the conformal class of the metric. Thus, to describe Lorentzian signature metrics one uses $SL(2, \mathbb{C})$ connections satisfying appropriate reality conditions, see e.g. [10].

The purpose of this paper is to develop the analogue of the Fefferman–Graham expansion [1] in the language of connections. Unlike [1], which works in any dimension, our setting utilises self-duality and thus only works in four-dimensions.

There are several motivations for this exercise. Firstly, one of the central differences between the parameterisations of geometry by metrics and connections is that in the latter case not all metrics can be obtained. By a simple count of the number of components, there are $3 \times 4 = 12$ in an $\mathfrak{su}(2)$-valued connection one-form. The metric that is constructed algebraically from the curvature 2-forms of this connection is a gauge-invariant object, and thus depends only on $12 - 3 = 9$ of the connection components. Thus, one may expect that arbitrary conformal metrics can be obtained from connections. However, unlike in Riemannian geometry, one is no longer free to choose a representative in a given conformal class.
To put it differently, if one views the space of Riemannian metrics as a fibre bundle over the space of conformal metrics, with the fibre being different metrics in the same conformal class, then the metrics that arise from connections give rise to a particular section of this fibre bundle (more precisely, a finite dimensional sub-bundle).

Directly related to this principal difference is the fact that, as we shall see below, in the connection setting we cannot talk separately about conformally compact and asymptotically hyperbolic conditions. Thus, connections with a prescribed behaviour near the boundary (analogues of conformally compact metrics) will automatically describe asymptotically hyperbolic metrics. This fact serves a motivation for the title of this paper. Whether this more restrictive setting is a drawback or an advantage very much depends on the context. Below we shall see that in situations when one would like to specialise to ‘Einstein’ connections, i.e. analogues of metrics that satisfy Einstein equations, this will be an advantage because it will mean one less Einstein equation to solve.

It is worthwhile to stress that, in spite of the fact that not all Riemannian metrics can be parametrised by connections, all asymptotically hyperbolic Einstein metrics arise this way. To see this, one starts from such a metric, and computes the self-dual part of the corresponding Levi-Civita connection. The claim is then that the metric one started from is recoverable from its self-dual Levi-Civita connection by our procedure. Moreover, the connection obtained this way satisfies the connection version of the Einstein equations and is thus an asymptotically hyperbolic Einstein connection.

One the other hand, there are indeed examples of non-zero scalar curvature Einstein metrics that cannot be described by our connection approach. The simplest such example is $S^2 \times S^2$. In this case the curvature of the self-dual part of the associated Levi-Civita connection is too degenerate to encode the metric. However, in the asymptotically hyperbolic case considered in this paper the curvature is always sufficiently generic so as to allow the metric to be recovered. Thus, all asymptotically hyperbolic Einstein metrics are described by our approach.

The second motivation for our desire to reformulate the four-dimensional Fefferman–Graham theory in terms of connections has to do with the notion of the renormalised volume. As was first described in [6] in the general Fefferman–Graham setting, one can introduce a notion of the renormalised volume of a Poincaré–Einstein manifold as follows. Let $\rho$ be the defining function of our conformally compact manifold $(M, g)$, i.e. a function vanishing transversely at the boundary in such a way that $\rho^2 g$ can be extended to the boundary (see below for a more precise definition). One can then compute the volume of the manifold $M$ up to the surface $\rho = \epsilon$. As one sends $\epsilon \to 0$ the volume diverges, but the coefficients in front of the resulting inverse powers of $\epsilon$ are local invariants of the metric on the $\rho = \epsilon$ hypersurfaces. They can then be added as boundary terms to the volume functional/gravitational action so that, after these divergent contributions are removed, one obtains a finite renormalised volume. In even dimensions, and in particular in the case of 4D of interest for us here, the renormalised volume of a Poincaré–Einstein manifold is independent of the choice of $\rho$ and is thus an invariant of the metric in question.

In four-dimensions there are two local boundary counter terms that need to be subtracted to get the renormalised volume. One of the nice features of the connection formulation to be developed here is that these two counter terms combine into the single term: the Chern–Simons invariant of the restriction of the $\text{SU}(2)$-connection to the boundary. The renormalisation procedure is then stated and carried out in a more economical way.

\[5\text{ In odd dimensions there is the so-called conformal anomaly, which makes the renormalised volume depend also on a representative of the conformal metric at infinity, see e.g. [7] for a description of the situation in three-dimensions.}\]
The appearance of the Chern–Simons invariant in renormalisation of the volume leads to the following interesting phenomenon. Let us assume that the conformal boundary is compact, as is common in the asymptotically hyperbolic setting. As is well-known, the Chern–Simons invariant of an SU(2) connection on a compact 3-manifold is not invariant under so-called large gauge transformations. For this reason, one usually writes the Chern–Simons action as $k/4\pi$ times the integral of the Chern–Simons 3-form, where $k$ is the so-called level. Under large gauge transformations the integral of the Chern–Simons form changes by multiples of $8\pi^2$. If one wants the Chern–Simons theory path integral to be well-defined, one wants the phase of the exponent in $\exp iS$ to be defined modulo $2\pi$. This requires the level $k$ to be quantised.

In our setting of asymptotically hyperbolic connections on 4-manifolds, the appearance of the Chern–Simons invariant makes the renormalised volume only defined modulo multiples of a certain quantity, see below. More generally, even prior to imposing any field equations, the appearance of the Chern–Simons invariant of the connection as the boundary term in the action, and the fact that the Chern–Simons invariant is not invariant under large gauge transformations, makes the gravity action in the connection setup only defined modulo a certain quantity. If one takes the connection formulation seriously and requires the asymptotically hyperbolic connections path integral to be well-defined, this requires the cosmological constant, or rather the associated Hubble length, to be quantised in terms of Planck length squared, see below for a formula. We find this quantisation of $\Lambda$ an intriguing consequence of the connection formulation of gravity.

The third motivation for our asymptotically hyperbolic connections story is that, once reformulated in terms of connections, the four-dimensional Einstein condition can be deformed. Thus, one can introduce an infinite-parametric family of theories closely resembling Einstein’s theory of gravity in their properties. These theories were first described in [8]; more recent descriptions based on the connection formulation are [9, 10]. The reference that is of most relevance for us here is the recent paper [11] that also describes these modified gravity theories using a parameterisation with certain auxiliary fields.

As we shall see below, all of these ‘deformed’ theories admit asymptotically hyperbolic connections as solutions. In fact, we shall see that it is most natural to analyse asymptotically hyperbolic connections as well as the asymptotic expansion of the field equations in the general setting of an arbitrary theory from the infinite-parameter family of gravity theories [8]. Field equations of any of these theories can be solved order by order in the radial coordinate in precisely the same way as is done for the case of Einstein connections. In particular, the freedom in specifying a certain trace-free transverse symmetric tensor that appears at certain order in the expansion is exactly the same for any member of our class of modified theories, as we shall see below. This gives one more illustration of the statement that all modified theories from the class to be described below are close to GR in their properties.

Our final motivation for this study is the fact that the Fefferman–Graham expansion can be viewed as an example of an initial value problem for gravity, with the role of time being played by the radial coordinate. The gravitational initial value problem in terms of connections is rather different from that in terms of metrics. At the same time, the ability to solve the field equations order by order in expansion in powers of the radial coordinate renders the asymptotically hyperbolic initial value problem tractable, to a large extent. This study can be viewed as preparation for a more non-trivial analysis of the general initial value problem in terms of connections.

Having said that the Fefferman–Graham expansion can be viewed as an example of the initial value problem for gravity we should also stress the limitation of this viewpoint. This
limitation is present in either the metric or the connection approach and is well-known. It
deserves to be mentioned here for completeness.

Riemannian signature Einstein equations are (degenerate because of the presence of
gauge) elliptic PDE’s. Solving these PDE’s in a compact domain is analogous to solving the
much simpler Laplace equation. It is well-known that the Laplace equation in a compact
domain can be solved by a formal power-series expansion in terms of an appropriate radial
coordinate. One needs to specify the values of the function and its first radial derivative on the
boundary of the domain, with all other terms in the expansion being determined by these data.
However, such a formal power series solution will rarely give rise to a global solution that is
non-singular everywhere in the domain. Indeed, as is well-known, the free data for a non-
singular solution of the Laplace equation in a compact domain is just the value of the function
on the boundary of this domain. To put it another way, for a non-singular solution, the value
of the radial derivative of the function along the boundary is determined by the value of the
function itself.

The same phenomenon is at play in the case of Riemannian signature Einstein equations.
In a non-singular asymptotically hyperbolic Einstein metric one can only expect to be able to
specify the conformal metric at the asymptotic boundary, not the asymptotic metric together
with the ‘stress–energy tensor’. Only for very special profiles of the ‘stress–energy’ tensor
does the Fefferman–Graham power series expansions represent a non-singular Poincaré–
Einstein metric. Thus, even though the Fefferman–Graham expansion suggests that one can
view the Riemannian version of Einstein equations as an initial value problem, one should
never forget about the fact that these equations are elliptic PDE’s with the corresponding
global behaviour.

The paper is organised as follows. In section 2 we review the relevant facts about the
Fefferman–Graham expansion. Section 3 reviews the connection formulation of GR. It also
explains how modified gravitational theories are obtained by deforming the condition on the
auxiliary matrix appearing in the Lagrangian. In section 4 we compute the self-dual part of the
Levi-Civita connection for an asymptotically hyperbolic metric, and use the result to motivate
our definition of asymptotically hyperbolic connections. We also check that the metric
associated to an asymptotically hyperbolic connection is itself asymptotically hyperbolic.
Section 5 is the central one. Here we solve the connection evolution equations order by order
in the radial coordinate. The main idea here is to first solve for the expansion of the auxiliary
matrix. This solution is simple and universal, i.e. does not depend on which particularly
theory from our family of theories one considers. In particular, it is applicable to GR. We also
state the initial value problem in terms of connections in this section, and describe the gauge-
fixing that is used in solving the evolution equations. We discuss the renormalised volume in
terms of connection in section 6. The fact that the expansion of the auxiliary matrix \( M \) starts to
deviate from the identity matrix at a rather high order allows one to see very easily that the
relevant counter terms are given by the Chern–Simons functional. We conclude with a
discussion. Some extra details on the Hamiltonian formulation in the language of connections
are given in the appendix.

2. Preliminaries: the Fefferman–Graham expansion

The material in this section is standard, and is reviewed here for the sake of comparison with
what happens in the connection setting.
2.1. Conformally compact metrics

We start with a more precise definition of the conformally compact metrics. We call \((M, g)\) a conformally compact Riemannian manifold if \(M\) is the interior of a compact manifold \(\overline{M}\) with boundary \(\partial \overline{M} = X\) and there exists a smooth function \(\rho : \overline{M} \to \mathbb{R}_{\geq 0}\) and a Riemannian metric \(\gamma_{(0)}\) on \(X\) such that

- \(\rho|_X = 0\);
- \(d\rho \neq 0\) at all points of \(X\);
- \(\rho^2 g\) can be extended continuously to \(X\);
- \(\rho^2 \gamma_{(0)} = \gamma_{(0)}\).

As previously stated, this means that even though the metric \(g\) is only defined in \(M\) and goes to infinity as one approaches the boundary of \(M\), there exists a representative \(\rho^2 g\) in its conformal class that extends smoothly to the boundary at infinity. A good example to have in mind is the hyperbolic space \(\mathbb{H}^4\) consisting of the upper-half of \(\mathbb{H}^4\) with metric

\[
g = \frac{dx^2 + dy^2 + dz^2 + dt^2}{t^2},
\]

and \(\rho = t\).

It is important to note that the defining function \(\rho\) is non-unique: for any positive function \(\lambda\) on \(\overline{M}\), we may consider \(\tilde{\rho} = \lambda \rho\) which has the same properties above with \(\gamma_{(0)}\) replaced by \(\tilde{\gamma}_{(0)} = \lambda^2 \gamma_{(0)}\). Therefore a conformally compact metric on \(M\) only defines a conformal structure on the boundary \(X = \partial \overline{M}\).

2.2. Asymptotically hyperbolic metrics

A hyperbolic metric is by definition a metric having a constant sectional curvature \(-1/l^2\), where \(l\) has units of length. By rescaling, one can always achieve \(l = 1\), but we will keep the factor of \(l\) in all the formulas to make it easier to trace the dependence on the cosmological constant. The canonical example is again the hyperbolic space \(\mathbb{H}^4\) itself.

A conformally compact metric \(g\) is called asymptotically hyperbolic if its sectional curvature is asymptotically \(-1/l^2\). Obviously, \(\mathbb{H}^4\) being conformally compact and hyperbolic is in particular asymptotically hyperbolic. The asymptotically hyperbolic condition is equivalent to \(|d\rho|^2 = \rho^2/l^2\) at \(X\) as can be easily seen from the asymptotic behaviour of the Riemann tensor of a conformally compact metric:

\[
R_{\mu\nu\rho\sigma} = -\frac{|d\rho|^2}{\rho^2} (g_{\mu\nu} g_{\rho\sigma} - g_{\mu\rho} g_{\nu\sigma}) + O(1/\rho).
\]

We also see from this formula that conformally compact Einstein metrics, i.e. ones satisfying the Riemannian version of Einstein equations, are automatically asymptotically hyperbolic; they are called Poincaré–Einstein metrics. From the above formula we also get the relation between the cosmological constant appearing in the Einstein condition \(R_{\mu\nu} = \Lambda g_{\mu\nu}\) and \(l\)

\[
\Lambda = -\frac{3}{l^2}.
\]
Near the boundary $X$, we can write any conformally compact metric as
\[ g = \frac{\rho^2}{\rho^2}(\alpha d\rho^2 + d\rho \otimes \beta + \beta \otimes d\rho + \gamma), \]
where $\alpha$, $\beta$ and $\gamma$ are 1-parameter families of functions, 1-forms and symmetric $(2, 0)$-tensors on $X$, with the following power series expansion
\[ \alpha = 1 + \rho \alpha_{(1)} + \cdots, \quad \beta = \beta_{(0)} + \rho \beta_{(1)} + \cdots, \quad \gamma = \gamma_{(0)} + \rho \gamma_{(1)} + \cdots. \]
The asymptotically hyperbolic condition is $\alpha = 1$. Furthermore, we can always achieve $\beta = 0$ by an appropriate diffeomorphism: the gradient flow of $\rho$ with respect to $\rho^2 g$ identifies the level sets of $\rho$ and removes this mixed term. In the asymptotically hyperbolic setting, we can thus write the metric in the form:
\[ g = \frac{\rho^2}{\rho^2}d\rho^2 + \frac{\rho^2}{\rho^2}\gamma = \gamma_{(0)} + \rho \gamma_{(1)} + \cdots. \]
There still remains some diffeomorphism freedom: infinitesimal diffeomorphisms generated by vector fields $\xi + \rho \lambda \partial_\rho \in \Gamma(TM)$ where the function $\lambda$ is $\rho$-independent and the vector field $\xi$ satisfies a certain condition. We thus have, essentially, a residual boundary diffeomorphism as well as freedom of local rescalings of the radial coordinate. The latter is equivalent to the freedom of conformal rescalings of the boundary metric.

Now, it is an exercise to write down Einstein’s equations for (4) and solve them order by order in terms of an initially given value of $\gamma_{(0)}$. The first two terms are given by
\[ \gamma_{(1)} = 0, \quad \gamma_{(2)\, ab} = -R_{(0)\, ab} + \frac{1}{4} R_{(0)} \gamma_{(0)\, ab}, \]
and the third remains undetermined but constrained to satisfy
\[ \gamma_{(0)\, ab} \eta_{(0)\, (3)\, ab} = 0, \quad \nabla_{(0)\, (3)\, ab} = 0. \]
The remaining, higher-order terms, are then recursively determined algebraically from the previous terms. The unconstrained part of $\gamma_{(3)\, ab}$ can be referred to as the stress–energy tensor of a Poincaré–Einstein metric, as this is the interpretation this tensor receives in the framework of the AdS/CFT correspondence [3].

With the caveats mentioned in the Introduction, we can interpret the expansion (4) as an instance of the initial value problem. Given the initial data on the boundary in the form of the boundary metric $\gamma_{(0)}$, as well as the constrained $\gamma_{(3)}$, which is best thought of as an initial momentum, we can propagate these data into the bulk, obtaining a Poincaré–Einstein metric, at least formally in a neighbourhood of the boundary. This is known as the Fefferman–Graham expansion.
2.4. Renormalised volume

Using the tracelessness of \( \gamma_3 \), an easy calculation gives
\[
\sqrt{\det(\gamma)} = \sqrt{\det(\gamma_0)} \left( 1 + \frac{1}{2} \rho^2 \Tr(\gamma_0^{-1} \gamma_2) + O(\rho^4) \right)
\]
\[
= \sqrt{\det(\gamma_0)} \left( 1 - \frac{1}{8} \rho^2 R(\gamma_0) + O(\rho^4) \right),
\]
where we have used (5) to get the second equality. The volume of the metric (4), up to a surface \( \rho = \epsilon \) is then
\[
V_\epsilon = \frac{\epsilon^4}{8} \int_X \sqrt{\det(\gamma_0)} \left( 1 - \frac{1}{8} \rho^2 R(\gamma_0) + O(\rho^4) \right),
\]
where \( X_\epsilon \) is the surface \( \rho = \epsilon \). Thus, the volume is given by
\[
V_\epsilon = \frac{\epsilon^4}{5} \int_{X_\epsilon} \sqrt{\det(\gamma_0)} - \frac{\epsilon^4}{8} \int_{X_\epsilon} \sqrt{\det(\gamma_0)} R(\gamma_0) + \text{finite terms},
\]
and the renormalised volume is then defined as
\[
RV := \lim_{\epsilon \to 0} \left( V_\epsilon - \frac{\epsilon^4}{5} \int_{X_\epsilon} \sqrt{\det(\gamma_0)} - \frac{\epsilon^4}{8} \int_{X_\epsilon} \sqrt{\det(\gamma_0)} R(\gamma_0) \right).
\]

We note that the renormalized volume is independent of the choice of representative \( \gamma_0 \) of the conformal class on \( X \). In fact for another representative \( \tilde{\gamma}_0 = \lambda^2 \gamma_0 \), the corresponding defining function is \( \tilde{\rho} = \lambda \rho \) for an appropriate extension of \( \lambda \) from the boundary into the bulk, and \( \tilde{\epsilon} = \lambda^2 \epsilon \). Then the formula (7) takes exactly the same form in terms of the tilded quantities, which shows that it does not matter which representative in the conformal class of the boundary is used to compute it.

3. Einstein connections

In this section we review how Einstein metrics can be described in terms of \( SO(3) \) or \( SU(2) \)-connections. We follow the recent description in [11], where the reader is referred for more details.

3.1. The action functional

Even though a ‘pure connection’ description of non-zero scalar curvature Einstein metrics is possible, a description with a certain set of auxiliary fields is more useful in the present context.

Let \( A' \) be an \( SO(3) \)-connection on a 4-manifold \( M \), and \( F^i = dA^i + (1/2) \epsilon^{ijk} A^j \wedge A^k \) be its curvature 2-forms. Let \( M^\theta \) be a symmetric \( 3 \times 3 \) matrix of auxiliary fields. Let us assume for the moment that the manifold in question is compact. We will discuss the case of manifolds with boundary, relevant for this work, later. Consider the following action:
\[
S[A, M] = \int_M \Tr(MF \wedge F).
\]
We also impose a constraint on the matrix \( M \), that it lie on a co-dimension one hypersurface with defining equation...
in the space of symmetric $3 \times 3$ matrices, determined by a real valued function $g$. Different hypersurfaces give different field equations; the hypersurface relevant to Einstein connections/metrics is given by

$$g_E(M) = \text{Tr}(M^{-1}) - \Lambda,$$

where $4\Lambda$ is the scalar curvature. The claim is that the critical points of (8), with $M$ restricted to lie on (9) with $g$ given by (10) give rise to Einstein metrics.

**3.2. Euler–Lagrange equations**

Varying the action (8) with respect to the connection we get

$$d_A(M\Lambda F^i) = 0.$$  \hspace{1cm} (11)

Here we assumed that the manifold is compact, so that the integration by parts necessary to derive this field equation is justified. We will consider the issue of boundary terms below.

To get the equation for $M$, it is useful to impose the constraint (9) with the help of a Lagrange multiplier. To do this, we introduce an auxiliary volume form $\mathcal{V}$. We can then write

$$F^i \wedge F^i = X^{ij} \mathcal{V}.$$ \hspace{1cm} (12)

Note that a different choice of $\mathcal{V}$ changes the matrix $X^{ij}$ by multiplication by a function. The matrix $X$ is thus defined intrinsically only up to scale. We can now write the action as

$$S[A, M, \mu] = \int_M (\text{Tr}(MX) - \mu g(M))\mathcal{V}.$$ \hspace{1cm} (13)

The Euler–Lagrange equations for $M$ are then

$$X = \mu \frac{\partial g}{\partial M}.$$ \hspace{1cm} (14)

(Here, we write $\partial g/\partial M$ for the matrix defined by

$$\frac{\partial g}{\partial M^{ij}} A^{ij} = dg|_M(A)$$

for all symmetric $A^{ij}$.) Equation (14) can be solved, together with $g(M) = 0$, for $M(X)$. This can then be substituted to (11) to obtain the ‘pure connection’ formulation of field equations, in which we obtain second-order PDE’s for the connection. Alternatively, one can insert the solution $M(X)$ back into the Lagrangian to obtain the ‘pure connection’ action principle. One can check that the Lagrangian arising this way is just the Legendre transform of the function $g(M)$.

However, in many circumstances a more useful approach is not to solve for $M(X)$, but to interpret (11) as a first-order PDE on the matrix $M$. Solving it one can then find $X$ from (14) and thus obtain a set of first-order PDE’s on the connection components. It is this strategy that will be followed below for the asymptotically hyperbolic connections.

Let us illustrate all this for the Einstein case (10). In this case we can rewrite (14) as

$$MX = -\mu M^{-1}.$$  \hspace{1cm} (15)

Taking the trace and using the condition $g_E(M) = 0$ we obtain $\mu$. Thus, all in all for the Einstein case

$$X = -\frac{1}{\Lambda} \text{Tr}(MX)M^{-2},$$

which gives $X$ in terms of $M$, up to scale. (We can do no better, since $X$ is only defined up to scale, which was fixed by our choice of $\mathcal{V}$.)
3.3. The metric

Given a connection $A$ and symmetric matrix-valued function $M^{ij}$, we now describe how to define a Riemannian metric on the 4-manifold. When the connection satisfies the Euler–Lagrange equations (11) and (15), the corresponding metric will be Einstein (see [11] for the proof).

First, one constructs the conformal metric. This is the unique conformal structure that makes the triple of curvature 2-forms $F_i^j$ self-dual. Explicitly,

$$\sqrt{\text{det}(g)} \ g_{\rho\sigma} \sim \varepsilon^{\alpha\beta\gamma\delta} e^{-ik} F_{\mu\nu}^i F_{\rho\sigma}^j.$$  \hspace{1cm} \text{(16)}

(Note this requires a non-degeneracy condition on the $F^i$, that the matrix $X^{ij}$ above in equation (12) be definite.) Second, one fixes the volume form $\mathcal{V}_g$ of the metric to be

$$-2\Lambda \ \mathcal{V}_g = \text{Tr}(MF \wedge F).$$ \hspace{1cm} \text{(17)}

With this choice of volume form, the action (8) has the geometric interpretation of the total volume, up to overall scale. The numerical factor in this formula is adjusted to agree with some conventions introduced later.

3.4. Deformed Einstein connections

An interesting class of deformations of the Einstein condition is obtained by simply changing the codimension-one hypersurface that the matrix $M$ is constrained to lie on, in the action (8). This corresponds to changing the function $g$ in the equation $g(M) = 0$. As is mentioned above, the function that gives rise to Einstein connections is (10). Repacing $M$ by $M^{-1}$ in this function, setting $g_{\text{det}} = \text{Tr}(M) - \Lambda$, turns out to give self-dual general relativity, with solutions being half-flat Einstein metrics, see [11] for a discussion of this. Another very interesting modification that can be considered is to set

$$g_{\text{mod}}(M) = \text{det}(M) - \Lambda.$$ \hspace{1cm} \text{(18)}

This gives a theory in many ways simpler than GR. Its solutions can be lifted to $G_2$-holonomy metrics in seven-dimensions, see [12]. A further family of modifications has been considered recently in [11], and relies on parametrising the matrix $M^{-1}$ in terms of its trace and the trace free parts. In this way, one can have controllable modifications of GR.

Details of these modified theories will not be important for us here, because we will be solving the arising equations in general for an arbitrary function $g(M)$. All our results below apply equally to the modified theories as well as to GR.

In the deformed case, one continues to define the metric by the condition that the curvature 2-forms are self-dual. The volume form is then fixed to be a constant multiple of the form $\text{Tr}(MF \wedge F)$, so that the action (8) continues to receive the interpretation of the total volume of the space.

4. Asymptotically hyperbolic connections

To motivate our definition of an asymptotically hyperbolic connection, we first compute the self-dual part of the Levi-Civita connection for an asymptotically hyperbolic metric (4).

4.1. SO(3)-connection of an asymptotically hyperbolic metric

Given an asymptotically hyperbolic 4-manifold $(M, g)$, we now compute the Levi-Civita connection on the bundle of self-dual 2-forms. First we choose a local coframe for $g$ adapted
to the chosen conformal compactification
\[ \theta^i = \frac{1}{\rho} e^i, \quad \theta^4 = \frac{1}{\rho} d\rho, \]
where \( e^i \) denotes a 1-parameter family of local coframes for the 1-parameter family of metrics \( \gamma \) on \( X \). The spin connection is then computed by decomposing the structure equation as
\[
\left\{ \begin{align*}
d\theta^i + \omega^i_j \wedge \theta^j + \omega^4_4 \wedge \theta^4 &= 0 \\
d\theta^4 + \omega^4_i \wedge \theta^i &= 0,
\end{align*} \right.
\]
or, equivalently
\[
\left\{ \begin{align*}
de^i - \frac{1}{\rho} d\rho \wedge e^i + \omega^i_j \wedge e^j + \omega^4_4 \wedge d\rho &= 0 \\
\omega^4_i \wedge e^i &= 0.
\end{align*} \right.
\]
These equations can be readily solved in terms of the (co-)triad \( e^i \) and the associated \( \gamma \)-compatible spin connection \( \omega^i_j \),
\[
\omega^i_j = \gamma \omega^i_j - \frac{1}{2} \left( \gamma(\dot{e}^i, e^j) - \gamma(\dot{e}^j, e^i) \right) d\rho
\]
and
\[
\omega^4_i = \frac{1}{\rho} e^i - \frac{1}{2} \left( \gamma(\dot{e}^i, e^j) + \gamma(\dot{e}^j, e^i) \right) e^j.
\]
Here dot denotes the derivative with respect to \( \rho \), and \( \gamma(\dot{e}^i, e^j) \) is the metric product of 1-forms \( \dot{e}^i \) and \( e^j \).

We may now express the \( SU(2) \)-connection \( A^i \) in terms of the 1-parameter families of (co-)frames and spin connections on \( X \) as
\[
A^i = \frac{1}{\rho} e^i + \gamma \omega^i - \frac{1}{2} \left( \gamma(\dot{e}^i, e^j) + \gamma(\dot{e}^j, e^i) \right) e^j + \frac{1}{2} \epsilon^{ijk} \gamma(\dot{e}^i, e^k) d\rho,
\]
where \( \gamma \omega^i = -\frac{1}{2} \epsilon^{ijk} \gamma \omega^k \). This will motivate our definition of asymptotically hyperbolic \( SU(2) \)-connections below.

Let us note that for an asymptotically hyperbolic metric that is also Einstein, equation (5) is satisfied. The first of these conditions then implies that the third term in (19) starts with a term \( O(\rho) \), so that the connection \( \gamma \omega^i \) compatible with \( e^i \) is the only contribution at order \( O(1) \).

4.2. Asymptotically hyperbolic \( SO(3) \)-connections
Let \( M \) be the interior of a compact manifold \( \overline{M} \) with boundary \( \partial \overline{M} = X \). Let \( P \to \overline{M} \) be an \( SO(3) \) or \( SU(2) \)-bundle over \( \overline{M} \) and denote by \( P|_M \to M \) its restriction to \( M \) and by \( P|_X \to X \) its restriction to \( X \). We require \( P|_X \) to be abstractly isomorphic to the frame bundle of \( X \).

We shall call an \( SU(2) \)-connection \( A^i \) on \( P|_M \) asymptotically hyperbolic if there exists a smooth function \( \rho : \overline{M} \to \mathbb{R}_+ \) and a smooth connection \( \omega \) on \( P \) defined on the whole of \( \overline{M} \), such that
\[
\begin{itemize}
  \item \( \rho \) is a boundary defining function, i.e., \( \rho|_X = 0 \) and \( d\rho|_X \neq 0 \);
  \item The endomorphism-valued 1-form \( \rho(A^i - \omega^i) \) extends smoothly to \( X \);
  \item The restriction \( \rho(A^i - \omega^i)|_X \) is a coframing for \( X \). Equivalently, \( \rho(A^i - \omega^i)|_X \in T^*X \otimes \text{su}(P|_X) \) gives an isomorphism \( TX \to \text{su}(P|_X) \).
\end{itemize}

The last condition here should be the analogue of the condition that a conformally compact metric \( g \) should have \( \rho^2 g|_X \) a metric on \( X \).
It is immediate that the definition does not depend on the choices of \( \rho \) or \( \omega \). Given an asymptotically hyperbolic connection, we can define a metric \( \gamma_{(0)} \) on \( X \) by declaring \( e^i_{(0)} \) to be an orthonormal coframe. This fixes an isomorphism \( P|_X \rightarrow TX \). It is then convenient to take \( \omega^i \) to be an arbitrary extension of the Levi-Civita connection \( \omega^i_{(0)} \) of \( \gamma_{(0)} \) on \( P|_X \) to the whole of \( P \rightarrow M \).

We will make these definitions of \( \gamma_{(0)} \) and \( \omega \) throughout. Thus, in general, an asymptotically hyperbolic \( SU(2) \)-connection may be written as:

\[
A^i = \frac{1}{\rho} e^i_{(0)} + \omega^i_{(0)} + a^i + b^i d\rho,
\]

where

\[
a^i = a^i_{(0)} + \rho a^i_{(1)} + \cdots, \quad b^i = b^i_{(0)} + \rho b^i_{(1)} + \cdots
\]

are 1-parameter families of 1-forms and functions on \( X \), respectively.

### 4.3. Metric of an asymptotically hyperbolic connection

In this subsection we compute the metric associated to an asymptotically hyperbolic connection. We find it to be asymptotically hyperbolic. As we have already emphasised in the Introduction, one of the main differences between the metric and connection setups is that in the later case the requirement (20) of a first-order pole in the radial coordinate automatically gives rise to connections asymptotically satisfying the field equations. This should be contrasted to the metric case, where the requirement (4) of a second-order pole only gives the conformal compactness condition and an extra condition must be imposed to obtain asymptotically hyperbolic metrics.

The metric is computed in two steps. First, we need to find a metric that makes the curvature 2-forms self-dual. The curvature of an asymptotically hyperbolic connection is:

\[
F^i = -\frac{1}{\rho^2} \sum_{ij} e^i_{(0)} e^j_{(0)} + O(1) = -\frac{1}{\rho^2} \left( d\rho \wedge e^i_{(0)} + \frac{e^i_{(0)} \wedge e^j_{(0)}}{2} + O(1) \right).
\]

Note that there is no \( 1/\rho \) term here because \( d_{\omega^0} e^i_{(0)} = 0 \) (since \( \omega^0 \) is the Levi-Civita connection of \( \gamma_{(0)} \)). The conformal metric in which these 2-forms are self-dual is a multiple of

\[
\frac{1}{\rho^2} \left( d\rho^2 + \sum_{ij} e^i_{(0)} \otimes e^j_{(0)} \right) + O(1).
\]

As is clear from (21), asymptotically the matrix (12) of wedge products satisfies \( X^{ij} \sim \delta^{ij} \). From (15) this implies that the matrix \( M \) is asymptotically pure trace \( M^{ij} \sim \delta^{ij} \). This in particular implies that the field equation (11) is automatically satisfied, as it reduces to the Bianchi identity for the curvature. Thus, asymptotically hyperbolic connections are automatically asymptotic solutions of the field equations.

To fix the metric, we compute, asymptotically

\[
\text{Tr}(MF \wedge F) = \frac{3}{\Lambda} \text{Tr}(F \wedge F) = -\frac{3}{\Lambda} \frac{6}{\rho^2} d\rho \wedge e^1_{(0)} \wedge e^2_{(0)} \wedge e^3_{(0)}.
\]

From (17), remembering \( \Lambda = -3/\ell^2 \), we immediately get that the metric defined by the connection, asymptotically, is
\[
\frac{l^2}{\rho^2} \left( d\rho^2 + \sum_i \epsilon_{(i)}^{(i)} \otimes \epsilon_{(i)}^{(i)} \right) + \mathcal{O}(1),
\]  
which is an asymptotically hyperbolic metric of sectional curvature \(-1/l^2\).

### 4.4. Boundary conditions

Let us now discuss the well-posedness of the connection variational principle in the asymptotically hyperbolic setup with boundary. The variation of \(\text{Tr}(MF \wedge F)\) produces a boundary term

\[
\delta \int \text{Tr}(MF \wedge F) = 2 \int_X \text{Tr}(MF \wedge \delta A) + \cdots,
\]

where the dots stand for terms proportional to field equations. As we just saw, asymptotically \(M^i \sim \delta^i\). A convenient choice of boundary conditions for the variational principle is then as follows. Instead of fixing the connection on the boundary, which is inconvenient because the connection has a first order pole there, we can require that asymptotically and to a sufficiently high order in the radial coordinate expansion (see below) the matrix of auxiliary fields is a multiple of the identity matrix. Then the boundary term (24) arising in the variation of the action is cancelled by the Chern–Simons invariant of the restriction of the connection to the boundary

\[
S^\text{CS}_X[A] = \int_X \left( A^i \wedge dA^i + \frac{1}{3} \epsilon^{ijk} A^j \wedge A^k \wedge A^k \right),
\]

which has the property

\[
\delta S^\text{CS}_X[A] = 2 \int_X \text{Tr}(F \wedge \delta A).
\]

Thus, with the boundary condition being those on \(M\), the required boundary term is just the Chern–Simons invariant of the boundary connection. Below we shall see that this is also a good choice for cancelling the divergent contributions coming from the bulk part of the action, once everything is evaluated on a solution to field equations.

The Chern–Simons invariant of an \(SO(3)\) connection is not gauge-invariant, being defined only modulo multiples of \(8\pi^2\), see below. We will further discuss this ambiguity and its consequences below.

### 5. Poincaré–Einstein connections

In this section we solve the field equations (11) and (14) by expanding the fields in a power series in the radial coordinate. We start by discussing the 3+1 decomposition of the connection field equations.

#### 5.1. Initial value formulation

We fix a boundary defining function \(\rho \in C^\infty(M, \mathbb{R}_{>0})\) and decompose the connection \(A^i\) as

\[
A^i = \alpha^i + \beta^i d\rho,
\]

where \(\alpha^i\) and \(\beta^i\) are 1-parameter families of 1-forms and functions on \(X\). The curvature of \(A\) is then
where $d_{\alpha}^X$ is the covariant exterior derivative with respect to connection $\alpha^i$ along the hypersurface $\rho = \text{const}$, and $f_{\alpha}^i$ is the curvature of $\alpha^i$. We may define the matrix $X^j$ of curvature wedge products (up to scale) as

$$X^j \sim f_{\alpha}^i \wedge (\alpha^l - d_{\alpha}^X \beta^j) \wedge d\rho.$$  \hspace{1cm} (27)

Defining the momentum $\pi^i$ canonically conjugate to $\alpha^i$ by

$$\pi^i = M^j f_{\alpha}^j,$$  \hspace{1cm} (28)

the 3+1 decomposition of the field equation (11) reads

$$\begin{cases}
\dot{\pi}^i + \{\beta, \pi^j\} = d_{\alpha}^X (M^j (\alpha^l - d_{\alpha}^X \beta^j)), \\
d_{\alpha}^X \pi^i = 0.
\end{cases}$$  \hspace{1cm} (29)

The first set of equations can be viewed as evolution equations for the momentum 2-forms $\pi^i$. However, it is better to think of them as first-order evolution equations for the matrix $M^0$. The matrix $M^0$ then determines $X^j$ via (14), which in turn determines the evolution of $\alpha^i$ via (27). The second set of equations are the constraints that the matrix $M^0$ should satisfy, relating $M^0$ to $X^j$. One of the important features of the connection formulation is that there are only 3 constraint equations to be satisfied, to be compared with 4 diffeomorphism constraints in the metric approach. We further discuss the evolution equation (29) from the Hamiltonian viewpoint in the appendix.

5.2. Partial gauge-fixing

Let us now assume $A^i$ to be an asymptotically hyperbolic connection. As we analyse in more details in the appendix, there is a gauge freedom of SO(3) rotations, together with diffeomorphisms. This can be used to fix a convenient gauge. For now, we just fix a part of the gauge freedom, by setting $\beta^i = 0$. This can always be done by e.g. an SO(3) gauge transformation. (Geometrically, one uses parallel transport in the radial directions to identify the restrictions of $P$ to the hypersurfaces $\rho = \text{const}$ and in this gauge $\beta^i = 0$; this is sometimes called ‘temporal gauge’ when treating the equations as an initial value problem.) We then write the $\alpha^i$ part of the connection in the form

$$\alpha^i = \frac{1}{\rho} e^i + \omega^i_{(0)},$$

with

$$e^i = e^i_{(0)} + \rho \ e^i_{(1)} + \cdots,$$

and $\omega_{(0)}$ being the Levi-Civita connection of the frame $e_{(0)}$. Note that the gauge-fixing condition $\beta^i = 0$ is not compatible with the gauge used in the metric setting, see (4). Indeed, as we have previously computed, the connection corresponding to metric (4) is of the form (19), and in particular has a $d\rho$ term. The gauge $\beta^i = 0$, quite convenient in calculations, will thus fail to produce a metric in the gauge (4). This just means that the most natural coordinate systems used in the metric and connection settings are different.
5.3. The matrix $X$

The derivative of the $\alpha^i$ with respect to the radial coordinate, denoted by the dot, is

$$\dot{\alpha}^i = -\frac{1}{\rho^2}e^i + \frac{1}{\rho}\dot{\rho}. \quad (30)$$

The spatial curvature of $\alpha$ is given by

$$f_\alpha^{ij} = \frac{1}{\rho^2} - \frac{1}{\rho^3}e^{ij} \wedge e_k + \frac{1}{\rho}De^i + f(i)_0,$$

where $D \equiv dX$ is the covariant derivative along the boundary $X$ with respect to $\omega_{(0)}$ and $f(i)_0 := d\omega_{(0)} + (1/2)e^{jk}\omega_{(0)}^{ik} \omega_k$ is the curvature of $\omega_{(0)}$.

We now define the matrix $X^{ij}$ via

$$X^{ij} \propto V_0, \quad V_0 = \frac{1}{\rho^3}d\rho \wedge \frac{1}{6}e^{ijk}(e^{ij} \wedge e_k)^{0}.$$

The reason for choosing this volume form to define $X^{ij}$ is that its expansion in powers of $\rho$ starts with the identity matrix $X^{ij} = \delta^{ij} + \rho X^{ij}_{(1)} + \cdots$. \quad (32)

We will compute terms in this expansion below.

The fact that the expansion for $X^{ij}$ starts with the identity implies that also the matrix $M^{ij}$, which is algebraically expressed in terms of $X^{ij}$ via (14), to leading order is a multiple of the identity matrix. For example, for the Einstein case we have

$$\Lambda \frac{3}{M} = \sum (-1)^n \left( \frac{3\Psi}{\Lambda} \right)^n,$$

where $\Psi$ is a trace free matrix whose expansion starts with order $\rho$ (or higher). So, we write

$$M \sim m^{ij} = \delta^{ij} + pm^{ij}_{(1)} + \cdots,$$

for an appropriate multiple of $M$. This expansion can then be used in field equation (29).

5.4. The evolution equation for $m^{ij}$

We can now write down the first of the equations in (29) as an equation on the matrix $m \sim M$, where for a general theory an appropriate multiple of $M$ is taken so that the expansion for $m$ starts with the identity matrix. After some cancelations and rewriting, the equation reads

$$m^{ij} \left( \frac{1}{\rho^2} e^{ijk} e^k \wedge e^l + \frac{1}{\rho} De^j + f(i)_0 \right) = (Dm^{ij}) \wedge \left( -\frac{1}{\rho^2} e^i + \frac{1}{\rho}\dot{\rho} \right)$$

$$+ \frac{1}{\rho} (e^{ijk} m^{kl} - m^{ij} e^{kl}) e^k \wedge \left( -\frac{1}{\rho^2} e^l + \frac{1}{\rho}\dot{\rho} \right). \quad (36)$$

The left-hand side starts with terms of the order $1/\rho^2$, while there is a term of order $1/\rho^3$ on the right. This term cancels only when the expansion of $m$ starts with a multiple of the identity matrix. So, this equation once again tells us (35) should hold.
5.5. Solving for $m_{(1)}$

We get an equation for $m_{(1)}$ by keeping terms of order $1/\rho^2$ on both sides. We get

$$m_{(1)}^i \frac{1}{2} \epsilon^{ijkl} e^{l(0)} \wedge e^{j(0)} + (\epsilon^{ijkl} m_{(1)}^j - m_{(1)}^j \epsilon^{ijkl}) e^{k(0)} \wedge e^{l(0)} = 0.$$  \hfill (37)

We now use

$$e^j \wedge e^l = \epsilon^{ijkl} \frac{1}{2} e^{km} e^j \wedge e^m$$

(38)

to get

$$0 = m_{(1)}^{ij} + (\epsilon^{ijkl} m_{(1)}^j - m_{(1)}^j \epsilon^{ijkl}) \epsilon^{klj} = -2m_{(1)}^{ij} + \delta^{ij} \text{Tr}(m_{(1)}),$$  \hfill (39)

which implies that

$$m_{(1)} = 0.$$  \hfill (40)

5.6. Solving for $m_{(2)}, m_{(3)}$

We get $m_{(2)}$ by exactly the same logic, keeping terms of order $1/\rho$ on both sides. We get

$$0 = 2m_{(2)}^{ij} + (\epsilon^{ijkl} m_{(2)}^j - m_{(2)}^j \epsilon^{ijkl}) \epsilon^{klj} = -2m_{(2)}^{ij} + \delta^{ij} \text{Tr}(m_{(2)}),$$  \hfill (41)

which implies that

$$m_{(2)} = 0.$$  \hfill (42)

The new phenomenon appears at the next order, where we keep $O(1)$ terms. We now get

$$0 = 3m_{(3)}^{ij} + (\epsilon^{ijkl} m_{(3)}^j - m_{(3)}^j \epsilon^{ijkl}) \epsilon^{klj} = \delta^{ij} \text{Tr}(m_{(3)}).$$  \hfill (43)

So, in this case the evolution equation only constraints the trace part of $m_{(3)}$ to vanish. Its trace free part remains arbitrary.

5.7. The constraint

The second constraint equation in (29) takes the form

$$D \left( m^{ij} \left( \frac{1}{\rho^2} \frac{1}{2} \epsilon^{ijkl} e^k \wedge e^l + \frac{1}{\rho} D e^j + f^j_{(0)} \right) \right) + \frac{1}{\rho} \epsilon^{ijkl} \wedge m^{kn} \left( \frac{1}{\rho} D e^n + f^n_{(0)} \right) = 0.$$  \hfill (44)

We dropped one of the terms inside the second pair of brackets here, because it is easy to see that it is proportional to $\epsilon^{ijkl} m^{jk}$, which is zero in view of the symmetry of $m$. As we already know from the considerations above, the expansion for $m$, after the leading identity matrix term, continues with a term of order $\rho^3$, which is trace free. Then the leading order term in (44) is

$$(D m_{(3)}^{ij}) \wedge \epsilon^{ijkl} e^{k(0)} \wedge e^{l(0)} = 0,$$  \hfill (45)

which gives a further restriction on the matrix $m$. 
5.8. Solving for the connection

From the fact that the matrix $m \sim M$ has an expansion of the form $m = I + \rho \beta m_{(1)} + \cdots$, together with the fact that $X$ is algebraically determined by $M$ up to scale, see (14), we can immediately deduce that in (33)

$$X^{ij}_{(1)}|_{gf} = X^{ij}_{(2)}|_{gf} = 0.$$  (46)

We can only conclude that the trace free parts vanish, because the trace part of $X$ is not constrained by the equation (14) (indeed $X$ only makes invariant sense up to overall scale).

Let us now compute $X^{ij}_{(1)}$ in terms of the connection. To this end, it is convenient to write

$$e^i = \gamma^i e^i_{(1)}.$$  (47)

The matrix $X$ is given by

$$X^{ij} = \frac{1}{6} \varepsilon^{iklm} e^k_{(0)} \wedge e^l_{(0)} \wedge e^m_{(0)} = \left( \frac{1}{2} \varepsilon^{iklm} e^k \wedge e^l + \rho D e^i + \rho^2 \gamma^{ij}_{(1)} \right) \wedge (e^i - \rho e^i).$$  (48)

A simple computation gives

$$X^{ij}_{(1)} = \varepsilon^{iklm} \gamma^{ij}_{(1)} \epsilon^{mn} = \delta^{ij} \text{Tr}(\gamma_{(1)}) - \gamma^{ij}_{(1)}.$$  (49)

It is clear that we can only conclude from (46) that the trace free part of $\gamma_{(1)}$ vanishes. To determine all of it we need to do more gauge-fixing.

5.9. Further gauge-fixing

We fix the gauge completely. Thus, we require that $\gamma$ be symmetric and, also, that all terms except $\gamma_{(0)} = I$ be trace free

$$\gamma^{ij} = \gamma^{(ij)}, \quad \text{Tr}(\gamma_{(n)}) = 0, \quad n > 1.$$  (50)

The fact that this gauge condition, together with the imposed earlier $\beta^i = 0$ is an admissible gauge, is demonstrated in the appendix.

5.10. Connection determined

Having fixed the gauge, the equation (46) with (49) fix

$$\gamma^{ij}_{(1)} = 0.$$  (51)

Taking (51) into account, it is easy to compute $X_{(2)}$. Taking into account the gauge-fixing conditions (50) we get

$$X^{ij}_{(2)} = -2 \gamma^{ij}_{(2)} + f^{ij}_{(0)},$$  (52)

where we introduced the components of the curvature

$$f^i_{(0)} = \frac{1}{2} f^i_{(0)} \varepsilon^{ijkl} e^l_{(0)} \wedge e^j_{(0)}.$$  (53)

The matrix $f^{ij}_{(0)}$ is related to the Ricci curvature, see below, and is hence symmetric. From (46) we get
Now, from (53) the Riemann curvature of the zeroth order metric is given by

\[ R_{0}^{ij \, mn} = \epsilon^{ikj} f_{0}^{kl} \epsilon^{lmn}. \]  

Hence the Ricci tensor is

\[ R_{0}^{ij} = R_{0}^{imj} - \delta_{ij} \text{Tr}(f_{0}). \]  

or equivalently

\[ f_{0}^{ij} = R_{0}^{ij} - \frac{1}{2} \delta^{ij} R_{0}. \]  

Hence, we can equivalently write \( \gamma_{(2)} \) as

\[ \gamma_{(2)}^{ij} = \frac{1}{2} \left( R_{0}^{ij} - \frac{1}{3} R_{0} \delta^{ij} \right). \]  

5.11. The resulting connection

Thus, the asymptotically hyperbolic connections satisfying field equations take the form

\[ \mathcal{A} = \frac{1}{\rho} \left( e_{(0)}^{i} + \rho \omega_{(0)}^{i} + \frac{\rho^{2}}{2} \left( R_{0}^{ij} - \frac{1}{3} R_{0} \delta^{ij} \right) e_{(0)}^{j} + \rho^{3} e_{(3)}^{i} + \cdots \right). \]  

This differs from the connection (19) computed from an asymptotically hyperbolic metric with the absence of a \( d_{0} \) term. The two connections are nevertheless gauge equivalent. We emphasise that the connection has the expansion as above for any member of our class of gravity theories, including GR.

This expansion is the analogue of the metric expansion reviewed in the introduction. The freedom that arises in the expansion of \( m^{ij} \) at order \( m_{(3)}^{ij} \) translates into the freedom in \( X_{(3)}^{ij} \), which in turn translates into \( e_{(3)}^{i} \), being not completely determined. After the free part of \( e_{(3)}^{i} \) is specified, the connection equations can be solved order by order in the expansion parameter, with no further ambiguity.

6. Renormalised volume and Chern–Simons functional

6.1. The matrix of wedge products

It is a useful exercise to compute the matrix \( X^{ij} \) of curvature wedge products directly from (59). We have
\[ F^i \wedge F^j = -2 \frac{d\rho}{\rho^2} \wedge e^{(ij)}_{(0)} \wedge \frac{1}{2\rho^2} \epsilon^{ijk} e^{k}_{(0)} \wedge e^{(ij)}_{(0)} - 2 \frac{d\rho}{\rho^2} \wedge e^{(ij)}_{(0)} \wedge (f^{(ij)} + \epsilon^{ijk} e^{k}_{(0)} \wedge (Re^{(ij)}_{(0)})) + 2d\rho \wedge (Re^{(ij)}_{(0)} e^{(ij)}_{(0)} \wedge \frac{1}{2\rho^2} \epsilon^{ijk} e^{k}_{(0)} \wedge e^{(ij)}_{(0)} + \cdots), \]

where we denoted
\[ (Re^{(ij)}_{(0)})' := \left(R^{ij} - \frac{1}{3} R^{ij}e^{(ij)}_{(0)} \right)e^{(ij)}_{(0)}, \]

and dots stand for terms of order \( d\rho/\rho \) and higher. These terms vanish when the trace is taken, and so will not contribute into our computation of the divergent terms below.

6.2. Divergences

We now compute the divergences arising in evaluating the action (8). As in the metric context, we compute the bulk integral up to surface \( \rho = \epsilon \). To perform the computation, we need to know not only the matrix of wedge products (60), but also the matrix \( M \). As we have previously established, this matrix has the following expansion (in the case of GR):
\[ M = \frac{3}{\Lambda} (I + O(\rho^3)), \]

where moreover the order \( \rho^3 \) term is tracefree.

We now combine (60) and (62) to compute the divergent contributions. The leading term in (60) is a multiple of the identity matrix. Hence, because of the trace free character of the order \( \rho^3 \) term in (62), there is no contribution from that term and this is why it was not necessary to compute it. Thus, all the divergent terms in (8) are the same as those in the functional
\[ \frac{3}{\Lambda} \int_{\epsilon} \text{Tr}(F \wedge F) = -\frac{3}{\Lambda} S^{CS}_{X}[A], \]

where \( S^{CS} \) is the Chern–Simons functional (25). The minus sign in (63) is due to our choice of the orientation: we have placed the asymptotic boundary in the bulk integral on the lower limit of integration. We thus see that the boundary term necessary to remove the divergences arising in the bulk integration is just a multiple of the boundary Chern–Simons action. This gives another reason for selecting the Chern–Simons functional of the boundary connection as the boundary term in our action principle: it serves both the purpose of making the variational principle well-defined as well as renormalising the action by subtracting the divergent contributions.

It is interesting to compute the divergences directly. Taking the trace of (60), and using the fact that the matrix in \( (Re^{(ij)}_{(0)}) \) is trace free, we get
\[ \int_{\epsilon} \text{Tr}(F \wedge F) = -2 \int_{\epsilon} \int_{X_p} (3 + \rho^2 \text{Tr}(f)) + \cdots = -\frac{2}{\epsilon^3} \int_{X_p} dv_0 - \frac{2}{\epsilon} \int_{X_p} dv_0 \text{Tr}(f) + \cdots \]

where dots stand for finite parts, and \( dv_0 \) is the volume form for the metric with triad \( e^{(ij)}_{(0)} \).
6.3. Renormalised volume

Finally, we can define the notion of renormalised volume in the connection setup. We define it as

\[-2\Lambda RV = \lim_{\epsilon \to 0} \left( \int \text{Tr}(MF \wedge F) + \frac{3}{\Lambda} S_{CS} \right),\]  

where we took (17) into account.

We note that the coefficient in front of \(1/\epsilon\) term in our connection setup is different from that in the metric setup, see (7). This is because we are working in a different gauge and the metric as computed from the connection would have had the mixed \(d\rho dx^i\) terms. These would change the computation of the renormalised volume above. There would be extra sub-leading terms present that would change the coefficient in front of the \(1/\epsilon\) term.

6.4. Large gauge transformations

We have defined renormalised volume using a multiple of the Chern–Simons functional for the renormalisation. However, as is well-known, Chern–Simons functional is not gauge invariant. It remains invariant under small gauge transformations (homotopic to the identity). Under the so-called large gauge transformations, Chern–Simons functional changes (in our normalisation) by an integral multiple of \(8\pi^2\), so that \(S_{CS}/4\pi\) changes by a multiple of \(2\pi\).

More precisely, there is a natural isomorphism \(\pi_1(\text{SU}(2)) \cong \mathbb{Z}\); now given a gauge transformation \(g: X \to \text{SU}(2)\) of the trivial bundle, write \(n\) for the integer \(\pi_1(gX) \in \pi_1(\text{SU}(2)) \cong \mathbb{Z}\), then \(\frac{S_{CS}(g^*A)}{4\pi} = 8\pi^2n + \frac{S_{CS}(A)}{4\pi}\). Thus, our renormalised volume is defined modulo addition of a constant:

\[RV \in \mathbb{R} \mod \frac{3}{2\Lambda} 8\pi^2.\]  

This has interesting consequences. The Riemannian signature Einstein–Hilbert action

\[S_{\text{EH}} = -\frac{1}{16\pi G} \int \sqrt{g} \left( R - 2\Lambda \right)\]  

becomes, on Einstein metrics \(R_{\mu\nu} = \Lambda g_{\mu\nu}\), a multiple of the total volume of the space

\[S = -\frac{\Lambda}{8\pi G} V.\]  

In the connection setup, we want to do a path integral over connections

\[\int \mathcal{D}A \exp \left( \frac{i}{\hbar} S[A] \right).\]  

As we have described above, our action in the connection setting is just a multiple of the total volume of the space, and we should clearly use the same multiple as in (68). Now, as we discussed, in the asymptotically hyperbolic setting we need to add a multiple of the Chern–Simons functional of the boundary connection to our bulk action, to regularise it and to make the variational principle well-defined. This means that in the asymptotically hyperbolic setting, our connection action is again only defined modulo a constant:

\[S \in \mathbb{R} \quad \text{(mod)} \quad \frac{3}{8GA} 2\pi.\]
If we want the path integral to be insensitive to this ambiguity we should require that the phase in $\exp i\mathcal{S}/\hbar$ is an integer multiple of $2\pi$. This gives the following quantisation condition

$$\frac{1}{8G\hbar} = \frac{N\Lambda}{3}, \quad N \in \mathbb{N}. \quad (71)$$

To put it differently, introducing the Planck length $l_P = \sqrt{\hbar G}$ and the Hubble length $L = \frac{\Lambda}{3}$ we get

$$L^2 = 8Nl_P^2, \quad (72)$$

the Hubble length is quantised in units of the Planck length. We find it intriguing that our connection approach, via the setting of asymptotically hyperbolic connections, requires the cosmological constant to be quantised.

Of course, we have derived the above quantisation condition working with asymptotically hyperbolic connections corresponding to negative scalar curvature. Observations indicate that our Universe is filled with dark energy whose equation of state is consistent with having a positive cosmological constant. If we extrapolate (72) to the setting of positive $\Lambda$, then, for all quantities as observed $N$ is very large $\approx 10^{20}$, and is the number embodying the famous cosmological constant problem.

7. Discussion

Four-dimensional Riemannian geometry admits an equivalent description in terms of $\text{SO}(3) \sim \text{SU}(2)$-connections rather than metrics. In this paper we have developed an analogue of the Fefferman–Graham asymptotic expansion in the connection setting. The resulting expansion appears, at least to us, to be simpler than in the metric language.

Some of the new features arising in the connection setting are as follows. First, instead of solving second order ODE’s for the connection directly, a much more effective procedure, as our analysis above shows, is to solve first order ODE’s for the auxiliary matrix $M$ first. We have seen that to the first few orders in the expansion in powers of the radial coordinate the solution is very easy, in the sense that the leading order is the identity matrix, and then the sub- and next to sub-leading orders are identically zero. The evolution equation then only equates the trace of the order $\rho^3$ term in the expansion to zero, leaving the trace free part completely arbitrary. There is another condition, which can be viewed as an analogue of the transversality, on the trace free part at order $\rho^3$. This comes from the 3 constraint equations that the ‘initial data’ must satisfy. Having solved for the auxiliary matrix, one immediately obtains an analogous expansion for the matrix of curvature wedge products $X^0$. From this it is very easy to solve for the expansion of the connection components.

One of the most interesting features of the connection setting is that the two different counter terms that are required in the metric setup in the process of evaluation of the renormalised volume combine into a single Chern–Simons term. This can be seen with almost no computation, and results from the fact that the auxiliary matrix $M$ that appears in the Lagrangian has the expansion that starts with sufficiently high order so that the divergences of the volume are exactly those of the integral $\int \text{Tr}(F \wedge F)$ of the Pontryagin density. The latter is a boundary term given by the Chern–Simons functional of the connection. An example of the computation of renormalised volume in the language of connections, together with analysis of the behaviour under the deformation of the theory, appears in a separate publication [13].
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As we have described, the Chern–Simons functional serves two different purposes: it renormalises the bulk action as well as makes the variational principle well-defined. We have seen that there is a price to be paid for using $S^{CS}$ as the boundary term, as it is only invariant under small gauge transformations, while changing by multiples of $8\pi^2$ under large gauge transformations. However, we have seen that this can be used to an advantage in the sense that this ambiguity gives rise to the quantisation condition (72), which is not incompatible with the observed values of $\Lambda$ and $G$.

It should also be said that the quantisation condition (72) is reminiscent of what happens in the setting of Riemannian signature gravity in three-dimensions (with positive $\Lambda$), where the full action, not just the boundary term as here, is given by the Chern–Simons functional of a certain SU(2)-connection. Similar large gauge transformation considerations show that the cosmological constant must be quantised in this setting, see e.g., [14] where this fact is reviewed.

We also note that the fact that the Chern–Simons functional renormalises the volume is analogous to the statement in [15] that the boundary term at infinity in the Chern–Gauss–Bonnet formula renormalises the volume. The statement in this paper is similar, except that we use the integral of the first Pontryagin density of the bundle, not the Euler density, for the renormalisation.
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Appendix A. Partial gauge fixing of asymptotically hyperbolic connections

In this appendix we show how the gauge freedom of diffeomorphisms plus gauge transformations can be used to simplify the connection asymptotic expansion problem.

Under an infinitesimal diffeomorphism generated by $\xi + \rho\lambda\partial_\rho \in \Gamma(TM)$ and infinitesimal gauge transformation generated by $\varphi^i \in C^\infty(M, su(2))$ the connection (20) transformations as

$$
\delta_{\xi + \rho\lambda\partial_\rho} A^i = \frac{1}{\rho} (L_{\xi} e^{i}_{(0)} + e^{ijk} e^{j}_{(0)} \varphi^k - \lambda e^{i}_{(0)})
\]

$$
\]

The idea now is to set $b'$ and the anti-symmetric and trace parts of (the subleading orders of) $(a', e_{(0)}')$ to zero by (infinitesimal) diffeomorphisms and gauge transformations. Indeed, we may impose

$$
\frac{1}{\rho} \lambda \omega^{i}_{(0)} + \varphi^i + \rho \lambda b' + \rho \lambda b' = 0,
$$
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\[ \epsilon^{ik} \langle a^i, e^{(0)}_k \rangle + \frac{2}{\rho} \varphi^i + \epsilon^{ik} \langle d^X \varphi^j, e^{(0)}_k \rangle + \langle \omega^{(0)}_i, e^{(0)}_k \rangle \varphi^i - \langle \omega^{(0)}_i, e^{(0)}_k \rangle \varphi^k + \langle \varphi^i, e^{(0)}_k \rangle + \langle \varphi^i, e^{(0)}_k \rangle \varphi^k + \langle \alpha^i, e^{(0)}_k \rangle \varphi^i - \langle \alpha^i, e^{(0)}_k \rangle \varphi^k + \epsilon^{ik} \langle L^X_{\xi} a^j, e^{(0)}_k \rangle + \frac{1}{\rho} \epsilon^{ik} \langle L^X_{\xi} e^{(0)}_j, e^{(0)}_k \rangle + \epsilon^{ik} \langle L^X_{\xi} \omega^{(0)}_j, e^{(0)}_k \rangle + \rho (\lambda \epsilon^{ik} \langle \alpha^j, e^{(0)}_k \rangle + e^{ik} b^j (d^X \lambda, e^{(0)}_k )) = 0, \]

\[ \langle \alpha^i, e^{(0)}_k \rangle - \frac{3}{\rho} \lambda + \rho (\lambda \alpha^k, e^{(0)}_k ) + b^k (d^X \lambda, e^{(0)}_k ) \]

\[ + \langle L^X_{\xi} \alpha^i, e^{(0)}_k \rangle + \frac{1}{\rho} \langle L^X_{\xi} e^{(0)}_j, e^{(0)}_k \rangle + \langle L^X_{\xi} \omega^{(0)}_j, e^{(0)}_k \rangle \]

\[ + \langle d^X \varphi^k, e^{(0)}_k \rangle - \epsilon^{im} \langle \omega^{(0)}_m, e^{(0)}_l \rangle \varphi^m - \epsilon^{im} \langle \alpha^i, e^{(0)}_l \rangle \varphi^m = 0, \]

which can be solved recursively starting with, say, \( \xi^{(0)} = 0 \), \( \varphi^{(0)} = 0 \) and \( \lambda^{(0)} = 0 \).

We can thus partially gauge fix the diffeomorphism and gauge freedom restricting our considerations to asymptotically hyperbolic connections of the form

\[ A^i = \frac{1}{\rho} \epsilon^i + \omega^{(0)}_i, \]

with \( \epsilon^i \) symmetric and trace 3 with respect to the frame \( \epsilon^{(0)}_i \).

There still remains some diffeomorphism and gauge freedom: infinitesimal diffeomorphisms and gauge transformations generated by \( \xi + \rho \lambda \partial_i \in \Gamma(T\overline{M}) \) and \( \varphi^i \in C^\infty(\overline{M}, su(2)) \) satisfying

\[ \frac{1}{\rho} \xi^i + \frac{3}{\rho} \lambda + \rho (\lambda \varphi^i, e^{(0)}_j ) + b^i (d^X \lambda, e^{(0)}_j ) \]

\[ - \langle \omega^{(0)}_i, e^{(0)}_k \rangle \varphi^i - \langle \omega^{(0)}_i, e^{(0)}_k \rangle \varphi^k + \langle \varphi^i, e^{(0)}_k \rangle - \langle \varphi^i, e^{(0)}_k \rangle \varphi^k + \epsilon^{ik} \langle L^X_{\xi} \alpha^j, e^{(0)}_k \rangle + \frac{1}{\rho} \epsilon^{ik} \langle L^X_{\xi} e^{(0)}_j, e^{(0)}_k \rangle + \epsilon^{ik} \langle L^X_{\xi} \omega^{(0)}_j, e^{(0)}_k \rangle + \rho (\lambda \epsilon^{ik} \langle \alpha^j, e^{(0)}_k \rangle + e^{ik} b^j (d^X \lambda, e^{(0)}_k )) = 0, \]

\[ - \frac{3}{\rho} \lambda + \frac{1}{\rho} \langle L^X_{\xi} \alpha^i, e^{(0)}_k \rangle + \frac{1}{\rho} \langle L^X_{\xi} e^{(0)}_j, e^{(0)}_k \rangle + \epsilon^{ik} \langle L^X_{\xi} \omega^{(0)}_j, e^{(0)}_k \rangle - \langle \alpha^i, e^{(0)}_k \rangle \omega^{(0)}_j - \langle \alpha^i, e^{(0)}_k \rangle \omega^{(0)}_j \]

\[ + \epsilon^{ik} \langle L^X_{\xi} \omega^{(0)}_j, e^{(0)}_k \rangle + \epsilon^{ik} \langle \alpha^i, e^{(0)}_k \rangle \omega^{(0)}_j - \epsilon^{im} \langle \omega^{(0)}_m, e^{(0)}_l \rangle \varphi^m - \epsilon^{im} \langle \alpha^i, e^{(0)}_l \rangle \varphi^m = 0, \]

for arbitrary \( \xi^{(0)} \in \Gamma(TX) \), \( \lambda^{(0)} \in C^\infty(X) \) and \( \varphi^{(0)} \in C^\infty(X, su(2)) \), do not alter the form of the connection. These equations can again be solved recursively leading to a residual boundary diffeomorphism, rescaling and gauge freedom.
Appendix B. Hamiltonian formulation of the connection field equations

We here show how to derive the 3+1 decomposition of the field equations described in 5.1 from a Hamiltonian formulation. As before, we decompose the connection $A^i$ as

$$A^i = \alpha^i + \beta^i d\rho,$$

and its curvature as

$$F_A^i = f_\alpha^i - (\dot{\alpha}^i - d_X^X \beta^i) \wedge d\rho,$$

where $d_X^X$ is the covariant exterior derivative with respect to connection $\alpha^i$ along the hypersurface $\rho = \text{const}$, and $f_\alpha^i$ is the curvature of $\alpha^i$. The matrix $X^i$, defined up to scale, now reads

$$X^i = \dot{X}^i + f_\alpha^i \wedge (\dot{\alpha}^i - d_X^X \beta^i) \wedge d\rho.$$

The Lagrangian (8) thus take the following 3+1 form

$$S[A, M, \mu] = \int_M (M^{ij} f_\alpha^i \wedge (\dot{\alpha}^j - d_X^X \beta^j) - \mu g(M)) \wedge d\rho.$$ (73)

where we implemented the constraint with a 3-form Lagrange multiplier $\mu \in \Lambda^3(X)$.

The associated momenta are:

$$\pi^i = M^{ij} f_\alpha^j; \quad \pi^i_\beta = 0; \quad \pi^i_M = 0; \quad \pi_\mu = 0.$$

Note that $\dot{\alpha}$ do not appear in the right-hand side of the first equation, thus we cannot invert the system and write $\pi_\alpha$ as a function of $\dot{\alpha}$. The same is true for all other momenta. This means that we have to keep track of the above equations as constraints on the phase space. The generalised Hamiltonian associated to the Lagrangian has all these constraints added with corresponding Lagrange multipliers

$$H[\alpha, \pi, \beta, \pi_\beta, M, \pi_M, u, v, w, x] = \int_X -\beta^i (d_X^X \pi^i) + \mu g(M)$$

$$+ u^i \wedge (\pi^i - M^{ij} f_\alpha^j) + v^j \wedge \pi^i_\beta + w^i \wedge x \pi_M + x \pi_\mu,$$ (74)

where $u, v, w$ and $x$ are Lagrange multipliers introduced to take care of the constraints on the momenta. We also used integration by parts to make explicit the role of $\beta^i$ as a Lagrange multiplier. We have the secondary constraints:

$$\pi^i_\beta = 0 \iff d_X^X \pi^i = 0$$

$$\pi^i_M = 0 \iff \mu \frac{\partial g}{\partial M^{ij}} = u^i \wedge f_\alpha^j$$

$$\pi_\mu = 0 \iff g(M) = 0.$$ (75)

At this point, Hamilton’s equations read:

$$\pi^i = -[\beta, \pi^i] + d_X^X (M^{ij} u^j); \quad \dot{\alpha}^i = d_X^X \beta^i + u^i.$$ (29)

We can now solve for $u^i$ and obtain the first equation in (29). The second secondary constraint becomes

$$\mu \frac{\partial g}{\partial M^{ij}} = X^{ij}.$$ (75)

Altogether, we have reproduced the complete equations of the theory from the Hamiltonian viewpoint.
In principle, we should also take care of the secondary constraint \( \{ H, \pi^i - M^i f_0 \} = 0 \) together with tertiary constraints possibly arising. We do not carry out this analysis here as it is not necessary to obtain the field equations. We also note that one way to complete the Hamiltonian analysis is via an Ashtekar-like Hamiltonian formulation, which for modified theories considered here was described in [16].
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