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Abstract—By utilizing label distribution learning, a probability distribution is assigned for a facial image to express a compound emotion, which effectively improves the problem of label uncertainties and noises occurred in one-hot labels. In practice, it is observed that correlations among emotions are inherently different, such as surprised and happy emotions are more possibly synchronized than surprised and neutral. It indicates the correlation may be crucial for obtaining a reliable label distribution. Based on this, we propose a new method that amends the label distribution of each facial image by leveraging correlations among expressions in the semantic space. Inspired by inherently diverse correlations among word2vecs, the topological information among facial expressions is firstly explored in the semantic space, and each image is embedded into the semantic space. Specially, a class-relation graph is constructed to transfer the semantic correlation among expressions into the task space. By comparing semantic and task class-relation graphs of each image, the confidence of its label distribution is evaluated. Based on the confidence, the label distribution is amended by enhancing samples with higher confidence and weakening samples with lower confidence. Experimental results demonstrate the proposed method is more effective than compared state-of-the-art methods.

Index Terms—Facial Expression Recognition, Label Distribution, Semantic Correlation, Class-Relation Graph.

I. INTRODUCTION

Facial expression is one of signals that directly communicate human’s emotions and behaviors, and some latent emotions may be analyzed based on facial expressions. Therefore, facial expression recognition (FER) has attracted many attentions in the past decades, and many studies [1], [2], [3], [4], [5] have been proposed to improve the performance of FER. Early, the studies focused on some lab-collected expression datasets, such as CK+ [6], MMI [7], JAFFE [8], Oulu-CASIA [9], et al, where facial expression images are generally collected with the single emotion produced factitiously. With increasing the size of facial expression datasets, some wild expression datasets are collected based on spontaneous emotions, such as RAF-DB [10], AffectNet [11], et al, and meanwhile many deep FER methods [12], [13], [14], [15], [16] have been proposed. Noticeably, in most of FER studies, the one-hot label is generally annotated as the category of emotions for each facial image, considering that it is tough to manually annotate multiple labels.

However, some facial expressions are compound even ambiguous rather than simply prototypical in practice, since human’s emotion is psychologically complicated and various [17], [18], [19]. It means that the one-hot label is insufficient to precisely express the compound emotion emerging in a cheek. Whereas, the emotions appearing in cheeks are generally ambiguous or complicated in the wild expression data [20], [19], and Fig. 1 shows a simple illustration. In Fig. 1, two facial images are from the 6\textsuperscript{th} category (Surprised) of the wild expression data (RAF-DB), and they are given a one-hot label with the numerical value 6. But, it is obviously observed that the emotions of two images are more possibly ambiguous and compound, rather than the single emotion (Surprised). For the first image, its expression may be the mixture of surprised and happy emotions, and the expression may be the mixture of surprised and fear for the second image. It illustrates that a label distribution is more appropriate than the given one-hot label for FER data. Moreover, the label noise widely exists in FER databases due to incorrect or imprecise annotations [20], [21]. If we consider from the view of noisy labels, the given one-hot labels of two images may be more likely noisy ones. To address this problem, label distribution
learning (LDL) [22], [23] is introduced into FER to assign a probability distribution for each facial image instead of one-hot labels. Many related studies [19], [20], [24], [25], [26] have demonstrated the label distribution is effective for presenting label uncertainties and noises in FER.

From human’s emotions, it is observed that some emotions are intrinsically connected with each other. For instances, the surprised expression is possibly appeared while happening a happy thing, and the angry expression is possibly occurred while happening a disgusted thing. As shown in Fig. 1, for the first image, its label distribution implies that she surprised because she might be happy, where the label distribution is given by the proposed method. It indicates that there are intrinsic correlations between different emotions in FER, since some emotions are causally generated. Except the mentioned connection, there are also irrelevant emotions, for examples, the happy expression is less possibly occurred with the angry or sadness emotion, and surprised and neutral emotions also difficultly appear in one facial action.

Based on the above analyses, it indicates that the intension of correlations (connection or irrelevance) among different emotions are inherent and meanwhile diverse. Conceivably, these diversities of intrinsic correlations among expressions are significant for insuring the reliability of label distributions. However, in most studies [19], [20], [25], the label distribution is only utilized to achieve the conversion of the one-hot label to a vector with seven or eight values corresponding to expression categories, and the intrinsic correlation among expressions was barely focused or analyzed in generating the label distribution of expressions. Additionally, it is worth noting that the correlation among expressions is unable to be analyzed based on the numerical labels, since the information of numeric values is limited. As shown in the top right corner of Fig. 1, the correlations between the value 6 (denoting the 6th category) and others are equal and negligible, representing by dotted lines.

Interestingly, we find that the correlation among different emotions can be explored based on the text information corresponding to each expression, differently from numerical labels. As shown in the bottom right corner of Fig. 1, the correlations between surprised and other categories are different based on the analysis for text labels, and more detailed analyses are found in the following section (shown in Fig. 3). Obviously, when expression categories are represented by corresponding words instead of numerical values, their correlations are analysable and different. Specially, considering the characteristic that the correlation among emotions is inherent, it means the correlation is consistent between different feature spaces. Inspired by this, we consider exploring the topological information among different emotions with text labels and expecting that the semantic correlation among expressions is able to assist the learning for FER with numerical labels.

Hence, we propose a new FER method that leverages Semantic Crelations among Expressions to Amend the Label Distribution of facial expression, named by SCE-ALD. In SCE-ALD, the word2vecs corresponding to expression categories is firstly utilized to explore the topological information among expressions and construct the semantic space, and each image is embedded into the semantic space to attain its semantic feature. Considering the consistency of correlations among expressions in different spaces, the class-relation graph is constructed as the bridge to transfer the semantic correlations among expressions into the task space and meanwhile evaluate the confidence of each sample. Based on the obtained confidences, the prototype is regenerated and the label distribution of each sample is amended in the task space. Noticeably, the features of samples with higher confidence are boosted and the features of samples with lower confidences are weakened in the training phase of SCE-ALD.

Compared with the state-of-the-art methods, the contributions of the proposed method are mainly two-fold:

- We innovatively pose the problem of diversely intrinsic correlations among emotions and propose SCE-ALD method that modifies label distributions based on semantic correlations among expressions. To our knowledge, this is the first work that leverages text labels to explore the correlation among expressions and assist the learning of FER with numerical labels.
- We construct the class-relation graph to achieve the relation transference from the semantic space to the task space. Based on the class-relation graph, the confidence of label distribution is assessed for each sample, and samples with higher confidence are enhanced in feature learning to modify the label distribution.

The rest of this manuscript is organized as follows. Section II firstly introduces related works about facial expression recognition. Secondly, Section III introduces the detail of the proposed method. Then, experimental results and analyses are demonstrated to validate the performance of the proposed method in Section IV. Finally, Section V provides the conclusion as well as the prospects on future works.

II. RELATED WORKS

This section reviews related works on FER with label distribution learning and label noise. In practice, label ambiguity, label inconsistency and label noise easily exists in real-world data of FER, caused by compound emotions and incorrect annotations. To address the problem of label noise, one strategy is to utilize a small clean data assess the quality of labels, such as relabeling data with noise, assigning a label confidence to each sample, or label enhancement, and many researches have been proposed [27], [28], [29]. Recently, Wang et al. [29] proposes SCN which suppresses the uncertainties and prevent networks from over-fitting uncertain facial images. SCN introduces a self-attention importance weighting module to capture the contributions of instances and then relabels instances with lower confidences.

On the other hand, for ambiguity and compound labels, label distribution learning is introduced into FER to assign a probability distribution for facial expression. Zhou et al.[20] introduced an Emotion Distribution Learning to learn the mapping from the expression image to the emotion distribution that has a similar data form to probability distribution. IPA2LT [21] employs an inconsistent pseudo annotating framework to solve the inconsistent annotations between different facial
expression databases, which takes the label-side problem of FER as an annotating error. However, the problem of label distribution is not taken into account in FER where expressions are ambiguous and blended with several basic expressions. LDL-ALSG [19] leverages the topological information of labels from related but more distinct tasks, such as action unit recognition and facial landmark detection, to learn label distribution in FER. In LDL-ALSG, clustering algorithm is used to find similar samples in the auxiliary task space as the neighborhood of each sample, and the similarity between the features of each sample and those of the sample in the neighborhood of the auxiliary task space is added to the optimization loss to solve the annotation inconsistency.

Although the existing methods [19], [29] based on LDL have verified the effectiveness of LDL for facial expression recognition, the intrinsic correlation among expressions is not considered in learning label distributions of categories. Differently from the existing methods, the proposed method exploits the correlation among emotions to modify the label distribution of expression categories for each image based on both numerical labels and text labels.

III. THE PROPOSED MODEL

In this paper, we propose a new FER method that adaptively amends the label distribution of facial images by leveraging the semantic information of emotional categories, shortened by SCE-ALD. Fig. 2 shows the framework of SCE-ALD. In SCE-ALD, there are three crucial modules: Embedding Semantic Correlations, Constructing Class-Relation Graph, and Regenerating Label Distributions, and the details of three modules will be introduced in the following parts.

A. Embedding Semantic Correlations

In practice, emotions are generally complicated and compound, and the correlation among different emotions should be inherently diverse. For instances, neutral and surprised emotions are scarcely concurring in one facial action, but happy and surprised emotions are possibly concurring. However, diverse correlations among emotions are scarce and toughly analyzed in numerical labels of expressions.

Differently from the numerical label, we find that the correlations among different words (expressing emotions) are also inherently diverse. A simple analysis of the similarity between two expressions is shown in Fig. 3, where the similarity is calculated based on the cosine similarity between seven word vectors obtained by the Google pre-training word2vec model [30], and seven basic expressions are expressed by Surprised (Su), Fear (Fe), Disgusted (Di), Happy (Ha), Sad (Sa), Angry (An) and Neutral (Ne), respectively. As shown in Fig. 3, this analysis illustrates that correlations among emotions are obviously different. For examples, the similarity between Su and Ha is higher than others for the category of 'Surprised', and the similarity between Di and An is higher than others for the category of 'Disgust'. Inspired by this, the module of embedding semantic correlations is designed to explore the topological information among expressions in the semantic space, which embeds facial images into the semantic space based on semantic correlations among expressions. In this module, seven words ('surprised', 'fear', 'disgusted', 'happy', 'sad', 'angry' and 'neutral') are applied as text labels of seven expressions.

Given the input data $I$ including $n$ facial images and one-hot labels, $I = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, where $y_i \in \{1, \ldots, c\}$ is the numerical label of the image $x_i$ and $c$ is the number of expression categories. In order to construct the topological information among emotions, seven text labels are firstly...
transformed into word vectors by Google pre-trained word2vec model [30], represented by $\mathcal{V} = \{v_1, \ldots, v_c\}$ where $v_k \in \mathbb{R}^{1 \times 224}$. Based on $\mathcal{V}$, the numerical label of each image is converted as a word2vec.

Based on $\mathcal{I}$, an Auto-Encoder is trained to embed each sample into the semantic space and meanwhile obtain the feature of each sample in the semantic space. In order to explore the topological information among expressions, we add the cosine similarity between the semantic feature $g(x_i)$ and the word2vec $V(y_i)$ of the image $x_i$ into the reconstruction loss function, and the loss function is formulated by

$$L_S = \frac{1}{N} \sum_{i=0}^{N-1} (x_i - \hat{x}_i)^2 + \gamma \cdot (1 - \text{CosS}(V(y_i), g(x_i))),$$  \hspace{1cm} (1)

where $\hat{x}_i$ is the reconstructed image of $x_i$, and $V(y_i)$ expresses the word2vec converted from the numerical label $y_i$. When $y_i = k$, $V(y_i) = v_k$, $k \in \{1, \ldots, c\}$. $\text{CosS}(a,b)$ denotes the cosine similarity between vectors $a$ and $b$. In Eq.(1), the former is the reconstruction loss to update the parameters of the entire Auto-Encoder, and the latter is the classification loss to update the parameters of the Classifier, where $\gamma$ is the hyperparameter that balances two parts. The former promotes $g(x_i)$ to retain the intrinsic information of the image, while the latter ensures that $g(x_i)$ can be correctly embedded into its corresponding category in the semantic space.

B. Constructing Class-Relation Graph

In SCE-ALD, the semantic correlation of expressions is introduced into the learning of FER based on numerical labels in the task space. However, the topological information in the semantic space is greatly different from the task space. It means we need construct a bridge between two spaces to transfer the topological information in the semantic space into the task space. Inspired by the invariability of relationships, we think the relation between each sample and categories is consistent in two spaces. Based on this, we construct the class-relation graph (CR-Graph) as a connection to convey the semantic information into the task space, and CR-Graph is obtained based on features of each image and expressions categories. In the following part, $G_c$ and $G_t$ express the semantic CR-Graph and the task CR-Graph, respectively.

In Fig.2, a simple illustration of CR-Graph is shown in the upper right corner. In CR-Graph, the central node is corresponding to a sample $x_i$, and each edge node is corresponding to an expression category. Each edge (linking the central node and a edge node) expresses the similarity between features of $x_i$ and categories of expressions, where the metric of cosine similarity is employed to calculate the similarity in our model. As follows, we introduce the details of the semantic CR-Graph and the task CR-Graph, respectively.

In the semantic space, the word2vec $\mathcal{V}$ of expressions categories is regarded as the edge nodes, and the semantic feature $g(x_i)$ is regarded as the central node, where $\mathcal{V}$ and $g(x_i)$ are obtained by the module of Embedding Semantic Correlations. Based on $\mathcal{V}$, we calculate the cosine similarity between the feature $g(x_i)$ and all word2vcs to build edges of the CR-graph. Then, the semantic CR-Graph $G_c$ is formulated as a class-instance similarity vector $S_c \in \mathbb{R}^c$ by

$$S^c_{ki} = \frac{v^T_k \cdot g(x_i)}{\|v_k\|_2 \|g(x_i)\|_2},$$  \hspace{1cm} (2)

where $S^c_{ki}$ is regarded as the similarity between the word2vec $v_k$ and the semantic feature $g(x_i)$, which is the length of the edge liking the central node with the edge node. Larger $S^c_{ki}$ indicates which category $x_i$ is more likely to fall into.

Similarly to the semantic CR-Graph, the task CR-Graph $G_t$ is constructed based on prototypes of expressions categories and the features obtained in the task space, and the similarity $S_t \in \mathbb{R}^c$ is calculated by the formula

$$S^t_{ki} = \frac{p^T_k \cdot f(x_i)}{\|p_k\|_2 \|f(x_i)\|_2},$$  \hspace{1cm} (3)

where $p_k$ is the prototype of the $k$th expression as the edge node, $f(x_i)$ expresses the feature of the sample $x_i$ in the task space as the central node, and $S^t_{ki}$ denotes the similarity between the prototype $p_k$ and the feature $f(x_i)$ in the task space.

C. Regenerating Label Distributions

The module of Regenerating Label Distributions is the main part of SCE-ALD, focusing on training a deep network with the modified label distributions by transferring the semantic CR-Graph into the task space for FER.

Formulating Prototypes of Categories To transfer the topological information in the semantic space into the task space, the class-relation graph is proposed. But, differently from the semantic space, the prototype of expression categories is not directly given based on numerical labels in the task space. Therefore, we design a formula to calculate the prototype of each category based on deep features in the task space, formulated by

$$p_k = \frac{1}{n_k} \sum_{i=1}^{n_k} \alpha_i \cdot f(x_{ki}),$$  \hspace{1cm} (4)

where $p_k$ is the prototype corresponding to the $k$th category, and $f(x_{ki})$ expresses deep features of the sample $x_i$ that belongs to the $k$th category. $n_k$ is the number of samples.
which belong to the $k$th category. $\alpha_k$ is the weight coefficient corresponding to each image, which represents the confidence of label distribution obtained in the task space for each image. Noticeably, we set $\alpha_i = 1$ at initialization and firstly extract deep features based on a backbone CNN as the initial feature.

**Transferring Semantic CR-Graph** Considering the consistency of relations, the CR-Graph is constructed to connect semantic and task spaces. Then, the semantic CR-Graph is transferred as a prior information into the task space to assess the confidence of obtained label distribution for each sample and meanwhile achieve the regeneration of the prototypes. By comparing the semantic CR-Graph with the task CR-Graph, the confidence $\alpha_x$ of $x_i$ is given based on Wasserstein distance by

$$\alpha_x = \frac{1}{Wasserstein(S_x, S_t^l) + \epsilon}, \quad (5)$$

where $S_x$ and $S_t^l$ are calculated by Eqs.(2) and (3), and $\epsilon$ is a small positive constant to prevent the denominator going to zero. From Eq.(5), it is known that the similarity between semantic and task CR-Graphs is bigger, the confidence of $x_i$ is higher. Combining with Eq.(4), the prototype $p_x$ is regenerated based on the confidence $\alpha$. Noticeably, the features of samples with higher confidences are boosted in regenerating the prototype of expressions in the task space. In contrast, the features of samples with lower confidences are weakened.

**Amending Label Distributions** In the process of training network, the label distribution is iteratively amended with the regeneration of prototypes of categories and deep features of each sample in each epoch. Based on the prototype $p_x$ and the feature $f(x_i)$, the label distribution is calculated by

$$l_{ik} = \frac{1}{\|f(x_i) - p_k\|^2}, \quad (6)$$

where $l_{ik}$ expresses the inverse of the distance between $p_k$ and $f(x_i)$, which is equivalent to the probability that the sample $x_i$ belongs to the $k$th category. The label distribution $l_i$ is obtained by normalizing $\{l_{i1},...,l_{ic}\}$ for a sample.

**Training with Label Distribution** In SCE-ALD, we use a weighted cross entropy loss for training our model, and the loss function is formulated as

$$Loss = \beta\cdot \text{entropy}(f(x_i), y_i) + (1-\beta)\cdot \text{entropy}(f(x_i), l_i), \quad (7)$$

where $\beta$ is a hyperparameter to balances two losses. In Eq.(7), the former is calculated based on the original one-hot label, and the latter is calculated based on the amended label distribution. The original labels and the amended label distributions are meanwhile considered to optimize the network parameters. By adding the loss of label distribution, SCE-ALD effectively improves the performance of FER with one-hot labels, especially for noisy labels, and more analyses are given in ablation studies.

**D. Implementation Details**

In SCE-ALD, facial images are detected and aligned by MTITCN [31] and further resized to 224×224 pixels. SCE-ALD is implemented with TensorFlow toolbox and use VGG16 [32] as the backbone network in the task space. In the semantic space, the used Auto-Encoder consists of a forward and reverse VGG10. By default, two module are pre-trained on the MS-Celeb-1M face recognition dataset and the features are extracted from its first fully connection layer. Training the Auto-Encoder and the backbone network are conducted separately with one Nvidia 2080ti GPU, and the batch size is set as 32. The parameter $\beta$ is empirically set as 0.7, and more analyses for it are found in the ablation study of experiments. The leaning rate is initialized as 0.0001 and the maximum epoch is set as 40. Moreover, the loss of label distribution is included for optimization from the 10th epoch.

**IV. Experiments and Analyses**

In this section, we use three wild databases to validate the performance of the proposed method, RAF-DB [10], AffectNet [11] and FERPlus [33], considering that label-side problems easily occur in real-world data, such as label noise, label inconsistency, label ambiguity, etc. Note that lab databases are not experimented, since label-side problems are inconspicuous in lab databases of FER. The details of three used wild databases are shown as follows.

- **RAF-DB** contains around 30,000 facial images downloaded from the Internet. The facial landmarks are manually annotated by the crowdsourcing method with basic or compound expressions. In experiments, the basic RAF-DB is used and divided 12,271 images as the training set and 3,068 images as the testing set.
- **FERPlus** is extended from FER2013 as used in the ICML 2013 Challenges, which is collected by the Google search engine. It includes 28,709 training images, 3,589 validation images and 3,589 test images, where each image is resized to 48×48 resolution. FERPlus is of eight categories and only seven basic expressions are used for experiments.
- **AffectNet** contains around 400,000 images with ten categories, where each image is annotated by one volunteer. In experiments, we use 287,401 images belonging to six basic emotions and neutral categories, where 283,901 images are selected from its training set as the training set and 3,500 images are selected from its validation set as the testing set.

**A. The Comparison Performance**

In this part, we compare the proposed method (SCE-ALD) with five state-of-the-art methods, where five methods are ACNN [34], RAN [35], IPA2LT [21], LDL-ALSG [19] and SCN [29]. The details of other compared methods are shown as follows.

- **ACNN** is proposed to detect the occlusion of facial regions and pays attention to the most discriminative regions. ACNN utilizes the information of 24 facial landmark points to select the key regions at the feature level, which attains a good performance and is robust to facial occlusion.
- **RAN** captures the discriminative facial regions for occlusion and construct a self-attention module and a relation
TABLE I: Accuracy(%) of seven methods on three FER databases.

| Methods | RAF-DB  | AffectNet | FERPlus |
|---------|---------|-----------|---------|
| Baseline | 84.49   | 56.91     | 86.19   |
| ACNN    | 85.07   | 58.78     | -       |
| RAN     | 86.90   | 59.50     | 87.85   |
| IPA2LT  | 86.77   | 57.31     | 86.71   |
| LDL-ALSG| 85.53   | 59.35     | -       |
| SCN     | 87.03   | 60.23     | 88.01   |
| SCE-ALD | 87.19   | 60.31     | 88.59   |

attention module to learn coarse attention weights and refine coarse weights with global context.
- **IPA2LT** employs an inconsistent pseudo annotations framework to solve the inconsistent annotations between different facial expression databases. IPA2LT takes the label-side problem of FER as an annotating error, which can be regarded as the noise existing in the label.
- **LDL-ALSG** leverages topological information of the labels from related but more distinct tasks, such as action unit recognition and facial landmark detection, to learn label distribution in FER. The similarity between features of each sample and its neighborhood from the auxiliary task space is added to the optimization loss to solve the annotation inconsistency.
- **SCN** is proposed to suppress the uncertainties of labels and prevent networks from over-fitting uncertain facial images. SCN introduces the self-attention importance weighting module to capture the contributions of samples for training, which reflects the uncertainty of each sample. By SCN, the samples with low confidence are relabeled by leveraging the relabeling module.

Moreover, one baseline method (Baseline) is implemented as the comparison method, and it is equal to one case of SCE-ALD where the label distribution is not used. Noticeably, the first two compared methods (ACNN and RAN) consider the occlusion in the facial images and are not involved into label-side problems, and the last three compared methods (IPA2LT, LDL-ALSG and SCN) mainly focus on label-side problems. Tabel I shows the comparison performance obtained by all methods.

As shown in Tabel I, it is observed that SCE-ALD obviously improves the performance compared with the baseline and five compared methods. With training from scratch, SCE-ALD improves the baseline with 2.7%, 3.4% and 2.4% accuracies on RAF-DB, AffectNet and FERPlus, respectively. For RAF-DB and AffectNet, SCE-ALD outperforms six compared methods with increasing 2.12% and 1.53% (ACNN), 0.29% and 0.81% (RAN), 0.42% and 3% (IPA2LT), 1.66% and 0.96% (LDL-ALSG), and 0.16% and 0.08% (SCN), respectively. For FERPlus, SCE-ALD is superior to compared methods with increasing 0.74% (RAN), 1.88% (IPA2LT) and 0.58% (SCN), respectively. Furthermore, we find that SCE-ALD is slightly superior to SCN, which may be the reason that SCN also relabels facial images with low confidence similarly to ours. It indicates that amending labels of images with low confidence is effective for FER. In summary, experimental results demonstrates that the proposed method is more effective for improving the performance of FER by amending label distributions with semantic correlations among expressions compared with existing methods.

B. Evaluation for Synthetic Noise Lables

Due to inconsistent or incorrect annotations, label noises easily occur in FER datasets. Based on this, we make experiments on three datasets with synthetic noisy labels, to observe the robustness of the proposed method. In this experiment, we will test three level noise labels with 10%, 20% and 30%, respectively, where synthetic noise labels are generated by randomly revising the given one-hot label to another category with a certain probability. Table II shows the experimental results on different synthetic noises.

As shown in Table II, it is seen that SCE-ALD is superior to Baseline, IPA2LT and SCN for RAF-DB and AffectNet, when the ratios of noisy labels are 10%, 20% and 30%. For FERPlus, SCE-ALD is still better than others except 30% noise. Higher accuracies of SCE-ALD illustrate that amending label distributions by introducing semantic correlations among expressions is more effective for FER. Moreover, the performance of SCE-ALD is obviously higher than Baseline for different noise ratios, which indicates label distributions effectively mitigates the problem of label noise. Specifically, it is also found that the proportion of noise labels is the larger in the training data, the improvement achieved by our model is the greater.

C. Visualization of Label Distributions

In our model, the label distribution of each image is amended based on its confidence obtained by transferring semantic correlations among expressions into the task space. Hence, we exhibit some visualized results of label distributions and the confidence of facial images during the training process, to further investigate the effectiveness of our method. This experiment is implemented on RAF-DB, and other experimental settings are same to above. The visualization results are shown in Fig. 4 and Fig. 5. In Figs. 4 and 5, the second row shows seven facial images from each category. In each image, the upper green area exhibits its original label and its confidence $\alpha$, and the lower orange area exhibits its noisy label and the corresponding confidence $\alpha$. The first and third rows express
Fig. 4: Visualization of confidences and label distributions obtained by SCE-ALD. The second row shows seven facial images from each category, and the first and third rows show label distributions corresponding to original labels and noisy labels, respectively.

TABLE III: Accuracy(%) of SCE-ALD with different $\beta$ on RAF-DB database.

| Noises | Different values of $\beta$ |
|--------|----------------------------|
|        | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| 0%     | 71.06 | 79.63 | 85.58 | 85.96 | 86.70 | 86.96 | 87.19 | 86.83 | 86.30 | 84.49 |
| 10%    | 68.45 | 80.25 | 82.13 | 81.94 | 82.27 | 82.86 | 81.91 | 80.83 | 80.11 | 79.79 |
| 20%    | 67.37 | 79.27 | 81.00 | 80.38 | 79.79 | 78.97 | 78.26 | 77.47 | 76.69 | 73.11 |
| 30%    | 65.16 | 77.61 | 77.51 | 77.18 | 76.50 | 76.83 | 75.10 | 74.09 | 72.26 | 69.59 |

the obtained label distributions corresponding to original labels and noisy labels with 10% ratio, respectively.

From Figs. 4 and 5, it is found that the confidence of images with noisy labels is obviously lower than with original labels, except the third image, which dose demonstrate our model can well indentify the outliers. Based on our analyses, the reason may be that the label cannot precisely express the facial emotion for the third image. According to results shown in the third row, it is found that the category corresponding to the highest value in the label distribution is close to the original one-hot label, which indicates that the noisy label of each image can be amended to a reasonable label distribution. For instances, 'happy' is given the highest value in the amended label distribution for the fourth image, and 'neutral' is given highest values in label distributions for the seventh image. It is worth noting that the obtained label distributions based on noisy labels are not inconsistent with based on original labels for seven images, but they are also subjectively reasonable, which implies that the proposed method is more effective for improving the label-side problem.

D. Ablation Studies

In this part, we make an analysis to investigate the affect of $\beta$ in Eq.(7), and the experimental settings are same to the above experiments. Table III shows all results of different $\beta = \{0.1, ..., 1\}$ in cases of 0% (no noise), 10%, 20% and 30%
noises on RAF-DB, where the case of $\beta = 1$ is equivalent to the Baseline method.

From Fig. 4, it is seen that the highest accuracy is given based on $\beta = 0.6$ ($\beta = 0.7$) when the ratio of synthetic noises is 10% (0%). When the ratio is 20% (30%), the highest accuracy is obtained based on $\beta = 0.3$ ($\beta = 0.2$). Based on these, it is found that the best performance is given based on a small value of $\beta$ when the noisy ratio is higher. In contrast, setting a big $\beta$ is more easily to obtain higher accuracy when the noisy ratio is lower, but label distribution is also essential for FER. Additionally, experimental results indicate that the amended label distribution of SCE-ALD is indispensable and more crucial for training a better deep network for FER, especially for the case with big label noises.

E. Results on Compound RAF-DB

For FER, most public databases are given only with one-hot label. Thus, we mainly show the experimental results on three databases with one-hot label in above parts. Whereas, it is known that RAF-DB includes not a basic data with one-hot label but a data with compound expressions. Hence, in order to illustrate the performance of our method, we also tested SCE-ALD on compound RAF-DB and then compared the given compound labels with the label distribution obtained by our method, which is trained on the basic RAF-DB. In this part, all experimental settings are same to our previous experiments. Fig. 6 shows the visualization results of label distribution obtained by our method.

From Fig. 6, it is observed that the categories corresponding to two highest probabilities in the label distribution obtained by our method are consistent with the multi-label given in compound RAF-DB, which indicates that SCE-ALD can obtain a reliable label distribution of the compound expression.

Furthermore, it is seen that two categories in mixture labels is assigned to a different probability by our method. Specially, the assigned distributions are visually reasonable for expressing different emotions in an facial images. For instances, for the 3rd facial image (I$_3$) located in the first row, its original label is the equal mixture of happily and disgusted emotions, but the happy emotion is assigned a higher value than the disgusted emotion by our method, obviously which is more suitable than the given compound label. For the 1st
image ($I_7$) located in the second row, happily and disgusted emotions are assigned the equal values, since its emotion is too ambiguous to visually confirm which emotion is primary. Moreover, for the 4th image ($I_{16}$) located on the third row, it is found that the label distribution obtained by our method more reasonably represents its compound emotion, considering that the sadly emotion is visually more obvious than the fear emotion. In short, all experimental results illustrate that the proposed method can effectively obtain more reliable label distributions by leveraging the intrinsic correlation among emotions.

V. Conclusion

In this paper, we propose a new FER method that adaptively amends the label distribution by leveraging the correlation among different emotions in the semantic space. Inspired by diverse correlations among emotions, we employ an Auto-Encoder to explore the topological information among facial expressions in the semantic space, and then a semantic class-relation graph is constructed as a prior information for FER. By transferring the semantic class-relation graph into the task space, the confidence of each facial image is assessed by comparing semantic and task class-relation graphs, and the prototype of categories is regenerated by boosting the feature of samples with higher confidence, and meanwhile the label distribution is amended with the prototype. Experimental
results illustrate the proposed method is superior to compared state-of-the-art methods on three wild databases, and the visualization of label distributions and confidences of facial images demonstrates the proposed method can effectively ameliorate the label distribution by leveraging semantic correlations among facial expressions.
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