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Abstract

The measurement of the triple gauge couplings (TGCs) is a central part of diboson studies at the LHC. In this letter we consider the $Z\gamma$ process and include anomalous TGCs (aTGCs) in the event generation at next-to-next-to-leading order QCD accuracy (NNLO+PS) within the MiNNLO$_{PS}$ framework. While our implementation is fully general and applies to both $Z\rightarrow \ell^+\ell^-$ and $Z\rightarrow \nu\bar{\nu}$ decays, we focus here on the $\nu\bar{\nu}\gamma$ final state. After validation of our simulation of $\nu\bar{\nu}\gamma$ events, for which NNLO+PS accuracy is achieved for the first time, the effects of aTGCs on various distributions are studied. Moreover, we show the relevance of NNLO+PS accuracy for the $\nu\bar{\nu}\gamma$ background to photon plus missing energy signatures in dark-matter searches, and we compare MiNNLO$_{PS}$ predictions for $\nu\bar{\nu}\gamma$ production to recent 13 TeV data.

Precision phenomenology has evolved to one of the cornerstones of the rich physics programme at the Large Hadron Collider (LHC). Without a clear signal of new-physics phenomena, the accurate measurement of rates and distributions of Standard Model (SM) processes provides a potential pathway towards the discovery of physics beyond the SM (BSM) through small deviations from the SM predictions. Vector-boson pair production processes represent an important family of reactions in that respect, as they provide direct access to anomalous couplings between three gauge bosons (anomalous triple gauge coupling, or aTGC). Constraining or finding anomalous couplings profits directly from high-accuracy computations in perturbation theory. Indeed an enormous effort in the recent years has been spent on next-to-next-to-leading order (NNLO) QCD calculations, which are the standard today for colour-singlet production involving up to two bosons [1–33]. Within the last two years even the first $2\rightarrow 3$ LHC processes have been computed at NNLO QCD, namely $\gamma\gamma\gamma$ [34, 35] $\gamma\gamma$+jet [36] and 3-jet [37] production. Indeed, in almost all cases NNLO corrections turn out to be crucial to accurately describe data from LHC measurements within the experimental uncertainties.

The production of a $Z$ boson and a photon ($Z\gamma$ production) is an important vector-boson pair production process in various respects. First of all, the measurement of non-zero $ZZ\gamma$ or $Z\gamma\gamma$ couplings, which are absent in the SM, would be direct evidence of BSM physics. Moreover, $Z\gamma$ final states are relevant in direct searches for BSM particles. In particular, in the $Z\rightarrow \nu\bar{\nu}$ decay channel $Z\gamma$ production constitutes an irreducible background to dark-matter searches in the photon
plus missing energy final state. The low accuracy of available $\nu\overline{\nu}\gamma$ event simulations is actually one of the limiting factors in current dark-matter analyses [38], despite the fact that a substantial effort has been made to improve the perturbative accuracy of $Z\gamma$ production. Next-to-leading order (NLO) QCD corrections have been known for a long time for on-shell $Z$ bosons [39] and including their leptonic decays [40, 41]. Also the NNLO QCD cross section has been calculated at the fully differential level and including leptonic decays [16–18] as well as NLO electroweak (EW) corrections [42, 43]. More recently, the resummation of large logarithmic corrections for this process has been combined with NNLO QCD predictions [44–46].

In this letter we consider $Z\gamma$ production in the $Z \rightarrow \nu\overline{\nu}$ decay channel, and we present NNLO QCD predictions matched to parton showers (NNLO+PS) for the $\nu\overline{\nu}\gamma$ final state. This calculation extends the list of LHC production processes available at NNLO+PS, which includes Higgs-boson [47–50], Drell-Yan [49–53], Higgsstrahlung [54–56], $\gamma\gamma$ [57], $\ell^+\ell^-\gamma$ [58], $\ell^+\nu\ell^-\nu\ell^+\tau^-\nu$ [59], $\ell^+\ell^-\ell^+\ell^-$ [60], $\ell^+\ell^-\ell^+\ell^-$ [61, 62] and $t\bar{t}$ production [63] so far. These simulations rely on overall four different NNLO+PS approaches that were developed in the last years [49–51, 63–65]. Our calculation employs the MiNNLOPS approach of Refs. [49, 50] and it is based on the $Z\gamma$ MiNNLOPS generator for $\ell^+\ell^-\gamma$ production presented in Ref. [58]. To the purpose of our study, we have extended the previous implementation to deal with the $\nu\overline{\nu}\gamma$ final state and we have included in the event generation the effects of aTGCs, specifically the $ZZ\gamma$ and $Z\gamma\gamma$ vertices.\(^1\)

We recall that MiNNLOPS is a powerful approach with various positive features: NNLO corrections are calculated directly during event generation, without the need for an a-posteriori reweighting. Moreover, no merging scale or slicing cutoff is required to separate different multiplicities in the generated event samples, keeping power-suppressed terms into account. The leading-logarithmic accuracy of the shower is preserved when combined with transverse-momentum ordered parton showers. Although the MiNNLOPS method has been initially developed on basis of the transverse momentum of colour singlet, the idea behind the approach is neither limited to a specific observable nor to colour-singlet production. Indeed, the method has recently been extended to heavy-quark pair production in Ref. [63].

We consider the process

$$pp \rightarrow \nu\overline{\nu}\gamma + X,$$

with $\nu \in \{\nu_e, \nu_\mu, \nu_\tau\}$ and by accounting for all relevant topologies leading to this final state in our calculation, we include interferences, off-shell effects and spin correlations. At leading order (LO), the process is quark–anti-quark ($q\overline{q}$) induced in the SM and proceeds only via a $t$-channel quark

\(^1\)Although we study the $\nu\overline{\nu}\gamma$ process here, the implementation of the aTGCs can readily be used to include those effects in the $\ell^+\ell^-\gamma$ event generation at NNLO+PS as well.
exchange with both the isolated photon and the $Z$ boson coupling to the quark line. This is different from the $\ell^+\ell^-\gamma$ final state, where Drell-Yan-like $s$-channel topologies are allowed as well, since the charged leptons can emit an isolated photon, while the neutrinos can not. A representative LO Feynman diagram is shown in Figure 1(a). At NNLO in QCD perturbation theory the loop-induced gluon-fusion ($gg$) contribution enters the cross section, see Figure 1(b). However, this contribution is very small – at the (sub-)percent level – and will be neglected throughout this letter, as it can be calculated completely independently from the $q\bar{q}$ initiated process.

We calculate NNLO+PS predictions for the process in Eq. (1) by means of the MiNNLO$_{PS}$ method. Our implementation is based on the $Z\gamma$ MiNNLO$_{PS}$ generator developed in Ref. [58], which has been extended to the $\nu\bar{\nu}\gamma$ final state. As for the $\ell^+\ell^-\gamma$ final state discussed in Ref. [58], tree-level and one-loop amplitudes can be evaluated either through an analytic implementation taken from MCFM [66] or through OPENLOOPS [67–69], while for the two-loop amplitude we rely on its implementation within the MATRIX framework [70, 71] that is based on the calculation of Ref. [72].

The MiNNLO$_{PS}$ master formula can be symbolically expressed through the POWHEG [73–76] formula for the production of a system of colour singlets (F) plus one light parton (FJ):

$$d\sigma_{FJ}^{\text{MiNNLO}} = \bar{B}^{\text{MiNNLO}} \times \left\{ \Delta_{\text{pewg}}(\Lambda_{\text{pewg}}) + \int d\Phi_{\text{rad}} \Delta_{\text{pewg}}(p_{T,\text{rad}}) \frac{R_{FJ}}{B_{FJ}} \right\} ,$$

with a modified content of the $\bar{B}$ function

$$\bar{B}^{\text{MiNNLO}} \sim e^{-S} \left\{ d\sigma_{FJ}^{(1)}(1 + S^{(1)}) + d\sigma_{FJ}^{(2)} + (D - D^{(1)} - D^{(2)}) \times F^{\text{corr}} \right\} ,$$

which ensures that that NNLO accuracy for F production is achieved when the additional jet becomes unresolved. In Eq. (2) we denote with $\Delta_{\text{pewg}}$ the POWHEG Sudakov form factor, and with $\Phi_{\text{rad}}$ and $p_{T,\text{rad}}$ the phase space and the transverse momentum of the second radiation. $B_{FJ}$ and $R_{FJ}$ are the squared tree-level matrix elements for FJ and FJJ production, respectively. $d\sigma_{FJ}^{(1,2)}$ in Eq. (3) are the first- and second-order contribution to the differential FJ cross section and $e^{-S}$ denotes the Sudakov form factor for the transverse momentum ($p_T$) of the colour singlet. The renormalization and factorization scales are evaluated as $\mu_F \sim \mu_R \sim p_T$ in MiNNLO$_{PS}$. NNLO accuracy is achieved through the third term in Eq. (3), which adds the relevant (singular) contributions of order $\alpha_s^3(p_T)$ [49]. Regular contributions at this order are of subleading nature. Those contributions are derived from the (fully differential) transverse-momentum resummation formula that can be written (approximately in direct space) as

$$d\sigma^{\text{res}} = \frac{d}{dp_T} \left\{ e^{-S} \mathcal{L} \right\} = e^{-S} \left\{ -S' \mathcal{L} + \mathcal{L}' \right\} \equiv D ,$$

which defines the function $D$ in Eq. (3). Here, $\mathcal{L}$ is the luminosity factor up to NNLO including the convolution of the collinear coefficient functions with the parton distribution functions (PDFs) and the squared hard-virtual matrix elements for F production up to two-loop order. In fact, Eq. (3) follows directly from the matching of Eq. (4) to the fixed-order cross section $d\sigma_{FJ}$ in a matching

\footnote{Note that we have corrected a minor sign mistake in the analytic continuation of a complex logarithm entering the two-loop quark form factor in MATRIX.}
scheme where the Sudakov form factor is factored out. Finally, $F_{\text{corr}}$ in Eq. (3) represents the appropriate function to spread the NNLO corrections in the FJ phase space, which is necessary to include those corrections in the context of the FJ POWHEG calculation.

In summary, the MiNNLO$_{\text{PS}}$ procedure involves essentially three steps: first, the FJ final state is described at NLO accuracy using POWHEG, inclusively over the radiation of a second light parton. Second, the limit in which the light partons become unresolved is corrected by supplementing the appropriate Sudakov form factor and higher-order terms, such that the simulation remains finite as well as NNLO accurate for inclusive F production. These first two steps are included in the $\bar{B}$ function of Eq. (3). Third, the second radiation is generated exclusively through the content of the curly brackets in Eq. (2), with a default cutoff of $\Lambda_{\text{pwg}} = 0.89$ GeV, preserving the NLO accuracy of FJ production, and subsequent radiation is included through the parton shower. We stress that MiNNLO$_{\text{PS}}$ preserves the (leading logarithmic) accuracy of the parton shower, since the analytic Sudakov matches the leading logarithms generated by the parton shower itself and since all emissions are appropriately ordered (when matching to a $p_T$-ordered shower).

The ensuing calculation allows us to retain NNLO QCD accuracy in the event generation for $\nu \bar{\nu} \gamma$ production interfaced to a parton shower, which is necessary for a complete and realistic event simulation. In particular, multiple photon emissions through a QED shower, as well as non-perturbative QCD effects using hadronization and underlying event models can be included. It is well known that these corrections can have a substantial impact on the lepton momenta, jet-binned cross sections and other more exclusive observables measured at the LHC.

In addition to the SM simulation, we have implemented the leading contributions from aTGCs in the $Z\gamma$ MiNNLO$_{\text{PS}}$ generator for both the $\ell^+\ell^-\gamma$ and the $\nu\bar{\nu}\gamma$ final states, but we will focus on the latter when presenting phenomenological results below. Since couplings between three charge-neutral weak bosons are forbidden by the SM gauge symmetry, their contributions can arise only from BSM theories. This is one of the reasons why they provide a powerful way of searching for new physics. Extensions of the standard model gauge structure through aTGC can be described by means of two equivalent approaches [77–80]: the vertex-function and the Lagrangian approach. Both descriptions can be embedded in a self-consistent effective-field-theory (EFT) framework, as presented in Refs. [81, 82]. Here, we follow the vertex-function approach, as this is usually employed by the experimental analyses, see for instance Ref. [83].

For $Z\gamma$ production, two different neutral aTGCs enter the cross section, namely $Z\gamma V$ with $V = Z^*, \gamma^*$, which are shown in Fig 2. The form of these effective interactions can be constraint by imposing Lorentz and electromagnetic gauge invariance, as well as Bose statistics. The latter for instance forbids vertices such as $Z\gamma Z^*$ or $Z\gamma\gamma^*$ with all gauge bosons being on-shell, since in
either case two identical particles are involved in the interaction. Moreover, we include only terms of dimension less than or equal to eight for practical reasons, as discussed in Ref. [78]. This choice, which avoids the proliferation of couplings that are in principle allowed by symmetry, is justified from an EFT perspective, where only a limited amount of higher-dimensional operators is expected to contribute to the physical process at a given energy scale. With these minimal requirements, the effective interaction can be parametrized as [79]:

\[
\Gamma_{Z\gamma V}^{\alpha\beta\mu}(q_1, q_2, p) = \frac{i(p^2 - m_V^2)}{\Lambda^2} \left( h_1^V (q_2^\mu g^{\alpha\beta} - q_2^\alpha g^{\mu\beta}) + \frac{h_2^V}{\Lambda^2} (p \cdot q_2 g^{\alpha\beta} - q_2^\alpha p^\beta) - \frac{h_3^V}{\Lambda^2} \varepsilon^{\mu\alpha\beta\nu} q_2^\nu - \frac{h_4^V}{\Lambda^2} \varepsilon^{\mu\beta\sigma\tau} p^\alpha p_\nu q_2^\tau \right),
\]

(5)

where \(q_1\) and \(q_2\) are the momenta of the on-shell \(Z\) and \(\gamma\) gauge bosons, respectively, and \(p\) is the momentum of the off-shell boson \(V\). One should bear in mind that in principle additional terms arise when all gauge bosons are considered to be off shell. However, since the \(Z\gamma\) analyses select isolated photons and measure predominantly contributions from \(Z\) bosons close to their mass shell, Eq. (5) provides the dominant effects also when including the leptonic decay of the final-state \(Z\) boson. The two anomalous vertices \(Z\gamma Z^*\) and \(Z\gamma \gamma^*\) are obtained by choosing the \(V = Z^*, \gamma^*\) and setting \(m_i^2\) accordingly. The effective couplings parametrizing the interaction are given by \(h_i^V\) with \(i \in \{1 \ldots 4\}\) in Eq. (5) and \(\Lambda\) is a mass scale conventionally chosen to be the \(Z\) boson mass \(m_Z\).

Note that a different scale choice for \(\Lambda\) just amounts to a rescaling of all \(h_i^V\) couplings [77].

The \(h_1^V\) and \(h_2^V\) anomalous couplings are CP violating, and would only appear in a UV completion of the SM allowing for new particles with CP violating interactions with the SM ones. Being CP odd, these terms can not interfere with the SM sector and they can just contribute to the cross section at quadratic level. On the contrary, the CP-preserving couplings \(h_3^V\) and \(h_4^V\) enter the cross section also with linear terms through interference with the SM amplitudes. In principle one may think that this fact renders the CP-violating couplings more difficult to constrain [80]; however, the linear term involves an interference between the \(t\)-channel and \(s\)-channel diagrams (of the SM and BSM contribution, respectively), which is strongly suppressed. Note also that the experimental sensitivity is affected by the dimensionality of the coupling itself. In particular, \(h_{2/4}^V\) induce dimension eight terms, which grow with two extra powers of the energy scale with respect to the dimension six couplings \(h_{1/3}^V\). Thus better limits can be obtained for \(h_{2/4}^V\) [80]. There are many explicit new-physics models that introduce such aTGCs, see Ref. [84] for instance. Indeed, any new fermionic particle can generate \(h_3^V\) at one-loop through a triangle diagram, while \(h_4^V\) arises only at a higher loop level or from non perturbative effects as in certain technicolour models.

Our implementation of aTGCs within the \(Z\gamma\) MiNNLO\(_{PS}\) generator follows closely the one in Ref. [18]. The relevant diagrams all involve \(q\bar{q}\)-initiated topologies where an (off-shell) \(Z\)-boson or photon is produced in the \(s\)-channel and splits into a \(Z\) boson and a photon through the anomalous vertices in Figure 2, with a subsequent decay of the \(Z\) boson (into charged leptons or neutrinos). We stress again that using Eq. (5) and considering the (off-shell) decay of the \(Z\) boson assumes that the experiments mostly measure \(Z\) bosons close to their mass shell, which is indeed a reasonable assumption. The relevant tree-level and one-loop amplitudes have been taken from MCFM [66], while we extended the calculation of the \(q\bar{q} \to \ell^+\ell^-\gamma\) and \(q\bar{q} \to \nu\bar{\nu}\gamma\) two-loop helicity amplitudes of Ref. [72] with the relevant anomalous contributions directly within MATRIX [67–69], using the \(q\bar{q}V^*\) form factor [85–87] for the loop corrections to the tree-level amplitudes with aTGCs.
Table 1: Definition of fiducial cuts of two ATLAS measurements, fiducial-setup-1 [89] and fiducial-setup-2 [83], and of the DM-setup that is inspired by the dark-matter search of Ref. [38].

We now turn to presenting phenomenological results for \( pp \rightarrow \nu\overline{\nu}\gamma \) production at the LHC with \( \sqrt{s} = 13\) TeV centre-of-mass energy for \( \nu \in \{\nu_e, \nu_\mu, \nu_\tau\} \). All results have been obtained with \( N_f = 5 \) massless quark flavours and the corresponding NNLO set of the NNPDF3.0 [88] parton distribution functions (PDFs) with a strong coupling \( \alpha_s(m_Z) = 0.118 \). The electroweak parameters are evaluated in the \( G_\mu \) scheme with the electroweak coupling \( \alpha_{G_\mu} = \sqrt{2}G_\mu m_W^2 \sin^2 \theta_W/\pi \) and the mixing angle \( \cos^2 \theta_W = m_W^2/m_Z^2 \). The input parameters are set to \( G_\mu = 1.16637 \times 10^{-5} \) GeV\(^{-2} \), \( m_Z = 91.1876 \text{ GeV} \), \( m_W = 80.385 \text{ GeV} \), \( \Gamma_Z = 2.4952 \text{ GeV} \), and \( \Gamma_W = 2.085 \text{ GeV} \). The scale setting for \( \text{MiNNLO}_{PS} \) (MiNNLO) is fixed by the method itself and it is the same as in Ref. [58]. In the fixed-order results we set the central renormalization and factorization scales to the transverse mass of the \( Z\gamma \) system. In all cases we use 7-point scale variations to estimate the uncertainties related to missing higher-order contributions.

We consider three sets of fiducial cuts in this letter, which are summarized in Table 1. The first one (fiducial-setup-1) corresponds to an earlier ATLAS analysis [89] and is used for validation purposes. To study the effects of aTGCs we use fiducial-setup-2, which is also employed to compare MiNNLO\(_{PS}\) predictions to a recent \( \nu\overline{\nu}\gamma \) measurement by ATLAS [83]. The last setup (DM-setup) has instead been chosen to study the importance of NNLO+PS predictions for reducing the uncertainties of the \( \nu\overline{\nu}\gamma \) background in dark-matter searches in the photon plus missing energy channel and it is inspired by a recent dark-matter search [38]. All three setups include standard cuts on the identified photon and the missing transverse energy, a jet definition and Frixione smooth-cone isolation [90] for the photon (see Ref. [58] for our notation). In fiducial-setup-2 one category inclusive over QCD radiation and one with a jet veto is considered. The DM-setup,
We continue by studying the effects of aTGCs on differential distributions. The search for aTGCs in $Z\gamma$ production has received great attention in the past, both at the Tevatron \cite{92,93}, and at the LHC at 7 TeV and 8 TeV \cite{89,94–100}. We stress that, the $Z\gamma$ decay channel has a higher sensitivity to aTGCs due to its higher branching ratio than the $Z \rightarrow \ell^+\ell^-$ decay channel. Indeed, on the other hand, considers a quite special choice for the smooth-cone parameters as it combines a fixed (lower) threshold with a fraction of the photon transverse momentum, c.f. Eqs. (2.8) and (2.9) of Ref. \cite{58}. Note also that in the DM-setup various categories in $p_{T,\text{miss}}$ are considered, as discussed below, where the $p_{T,\text{miss}}$ cut given in Table 1 is just the loosest one.

In Figure 3 we start by comparing MiNNLOPS (blue, solid line), MiNLO' (black, dotted line), and fixed-order NNLO predictions (red, dashed line). This comparison is done at the Les-Houches-Event (LHE) level and it serves the purpose of numerically validating the NNLO accuracy of the MiNNLOPS predictions as well as indicating the importance of NNLO corrections and matching to the parton shower. The left plot shows the rapidity distribution of the photon. The agreement between MiNNLOPS and NNLO predictions is excellent, with fully overlapping uncertainty bands. We remind the reader that small differences (within uncertainties) between MiNNLOPS and fixed-order calculations are expected due to the different scale settings and treatment of terms beyond accuracy, see Ref. \cite{58} for instance. Moreover, when performing scale variations for MiNLO' and MiNNLOPS, an additional scale dependence is kept in the Sudakov form factor \cite{49} for a more conservative uncertainty estimate, which is absent in fixed-order calculations. This is reflected in the slightly larger MiNNLOPS uncertainty band. Compared to MiNLO', however, we observe a clear reduction of scale uncertainties from about 6% to 3% for MiNNLOPS and roughly an effect of +3% in normalization from the inclusion of NNLO corrections through MiNNLOPS. Also, at high values of the missing energy ($p_{T,\text{miss}}$) and of the transverse momentum of the photon ($p_{T,\gamma}$) Figure 3 shows that MiNNLOPS and fixed-order NNLO predictions are in excellent agreement. At small values of the missing transverse energy, on the other hand, we observe that the NNLO curve develops an interesting feature. This is a consequence of the fiducial cut of $p_{T,\gamma} > 100 \text{ GeV}$, which induces a perturbative instability \cite{91} in $p_{T,\text{miss}}$ at the threshold, as the region $p_{T,\text{miss}} < 100 \text{ GeV}$ becomes sensitive to soft-gluon effects and is effectively filled only starting from NLO. This behaviour of fixed-order predictions is unphysical and cured in MiNNLOPS (already at LHE level).

We continue by studying the effects of aTGCs on differential distributions. The search for aTGCs in $Z\gamma$ production has received great attention in the past, both at the Tevatron \cite{92,93}, and at the LHC at 7 TeV and 8 TeV \cite{89,94–100}. We stress that, the $Z \rightarrow \bar{\nu}\nu$ decay channel has a higher sensitivity to aTGCs due to its higher branching ratio than the $Z \rightarrow \ell^+\ell^-$ decay channel. Indeed,
the most recent 13 TeV ATLAS analysis [83] uses the $\nu \bar{\nu} \gamma$ final state to set the most stringent limits on the aTGCs under consideration thus far, which are of the order of $\pm 10^{-4}$ for $h_3^V$ and $\pm 10^{-7}$ for $h_4^V$ (see Table 8 of [83] for the exact bounds). This ATLAS analysis did not make use of any form-factor suppression, which is sometimes applied to prevent unitarity violation at high energy, caused by the introduction of aTGCs at the amplitude level [101]. Indeed, in an EFT perspective the terms entering the vertex function in Eq. (5) would arise from a set of gauge-invariant operators at dimension-eight (or higher) [82], whose validity range is limited by the given new-physics scale. Here, we also refrain from using any form-factor suppression.

Different combinations of the aTGCs have been obtained through reweighting at event-generation level (i.e. stage 4 in POWHEG), while ensuring sufficient statistics in the relevant phase space regions by accounting for the resonance structure of both the $t$-channel SM and $s$-channel BSM topologies and by applying a suitable suppression factor to increase the sampling in the high energy tails.\(^3\) Even though all eight anomalous couplings ($h_i^V$ with $i \in \{1...4\}$ and $V \in \{Z, \gamma\}$) are consistently implemented in our code, we limit our study to the CP conserving ones, which do not interfere with the CP violating ones. Moreover, since also the $V = Z$ and $V = \gamma$ couplings have been shown to only mildly interfere with each other [77] and to have qualitatively a very similar impact, we focus on the pair $(h_3^Z, h_4^Z)$ here. The most relevant phase-space regions to constrain aTGCs in $\nu \bar{\nu} \gamma$ production are the high-energy tails of the $p_{T,\text{miss}}$ and $p_{T,\gamma}$ spectra. In Figure 4 we show MiNNLO$_{\text{PS}}$ predictions of each of these two observables in $\text{fiducial-setup-2}$ with a jet veto ($N_{\text{jet}} = 0$), which is experimentally applied to reduce the SM background in the tails of the distributions. MiNNLO$_{\text{PS}}$ results include parton shower and hadronization effects as provided by PYTHIA8 [102], with the A14 tune [103]. We present individual variations of $h_3^Z$ (two upper plots), individual variations of $h_4^Z$ (two central plots), and combinations of $(h_3^Z, h_4^Z)$ (two bottom plots), all within the currently allowed limits [83]. In all plots, the SM results ($h_3^Z = 0, h_4^Z = 0$) are shown with a blue, solid line. As one sees from the individual variations of $h_3^Z$ and $h_4^Z$, both negative and positive values of the aTGCs lead to a similar positive effect on the spectra, which is a consequence of the very small interference of the $s$-channel BSM amplitudes with the $t$-channel SM amplitude, so that the quadratic term in the anomalous couplings dominates. This is also the reason why the experimental limits on the aTGCs in $Z\gamma$ production are almost symmetric. For values of $h_3^Z$ at the edges of experimentally allowed ranges, we start observing deviations of 5-10% from the SM for transverse momentum values of 400-500 GeV, with a steep increase afterwards, reaching already 100% around 700-800 GeV. For $h_4^Z$, whose constraints are at least three order of magnitude smaller, 5-10% effects in the tails of transverse momentum distributions manifest themselves starting from 600-700 GeV, with rapidly increasing effects at larger $p_T$ as well. Looking at the simultaneous variations of $(h_3^Z, h_4^Z)$, it is clear that different sign combinations constructively interfere, with a mild difference between the two possible sign combinations. On the other hand, same sign combinations of $(h_3^Z, h_4^Z)$ interfere destructively.

Now we turn to discussing the importance of NNLO+PS predictions for $\nu \bar{\nu} \gamma$ productions in the context of dark-matter searches in the photon plus missing energy ($\gamma + E_{T,\text{miss}}$) channel, which is one of (if not the) most important signature to detect dark matter at the LHC, see Refs. [38, 104, 105]. Other $X + E_{T,\text{miss}}$ signatures (where $X$ is a visible particle) have been extensively studied at the LHC in the past years: for a jet ([106, 107]), for a heavy quark ([108, 109]), for a vector

\(^3\)To this end, we have added the aTGC coefficients as inputs to the POWHEG reweighting information, introduced the flag anommode 1 that enables the $s$-channel resonance histories associated with the aTGCs to be included through the build_resonance_histories routines of POWHEG-BOX-RES, and implemented a suitable suppression factor in the code that can be activated via suppmodel 2.
Figure 4: MiNNLO$_{PS}$ predictions for the photon transverse momentum (left column) and the missing transverse momentum (right column) for different values of $h_3^Z$ and $h_4^Z$. The SM results are reported with a blue, solid line. Individual variations $h_3^Z$ (two upper plots), individual variation of $h_4^Z$ (two central plots) and their combined variation (two bottom plots) are considered for different values within the experimentally allowed ranges defined in Table 8 of [83]. All MiNNLO$_{PS}$ results include parton shower and hadronization effects, as provided by Pythia8.
boson ([107, 110, 111]) and for a Higgs boson ([112, 113]). In Ref. [38], which is the most recent dark-matter study in the $\gamma + E_{\text{T,miss}}$ channel, the results are interpreted both in terms of simplified dark matter models [114–116] and of effective field theories of axion-like particles (ALPs) [117]. As one can see from Table 4 and 5 of Ref. [38] for instance, the dominant SM background is the $\nu \bar{\nu} \gamma$ process, which also dominates the uncertainties of the expected SM events. Depending on the category in $p_{\text{T,miss}}$ considered in Ref. [38], which were used to improve the sensitivity of the analysis, the uncertainties on the expected $\nu \bar{\nu} \gamma$ events range from 4% to almost 15%. Ref. [38] based its $\nu \bar{\nu} \gamma$ predictions on a merged calculation of 0-jet and 1-jet events at NLO+PS within the Sherpa 2.2 MC event generator ([118, 119]). Here, we consider MiNLO' predictions, which have the same formal accuracy as the merged Sherpa 2.2 results quoted in Ref. [38], and study the reduction of scale uncertainties when including MiNNLOPS corrections in each $p_{\text{T,miss}}$ category. Among the categories in $p_{\text{T,miss}}$ considered in Ref. [38], four are of inclusive type (SRI1-SRI4) and three exclusive (SRE1-SRE3). The different $p_{\text{T,miss}}$ ranges defining each of the seven categories are summarized in Table 2 and 3. These tables also report MiNLO’ and MiNNLOPS predictions for the cross sections in those categories with the respective scale uncertainties. Also in this case, results have been showered using PYTHIA8, with the inclusion of hadronization effects. One should bear in mind that the experimental analysis is performed at the level of events measured in the detector, so that an immediate comparison to Table 4 and 5 of Ref. [38] is not possible. However, both the relative MiNNLOPS correction and the reduction of scale uncertainties from MiNLO' to MiNNLOPS give a good indication of the expected improvements. Moreover, by and large, relative uncertainties at detector-event level and at the fiducial level can be assumed to be similar, so that even a direct comparison between our fiducial MiNNLOPS results and Ref. [38] is not meaningless. We find roughly a 6% correction in the central value for all categories by including NNLO corrections through MiNNLOPS. Moreover, even though uncertainties are larger in categories with more stringent cuts, we still observe an overall reduction in the uncertainty bands by roughly a factor of two. Comparing our uncertainties to the ones of the $\nu \bar{\nu} \gamma$ backgrounds reported in Table 4 and 5 of Ref. [38], we find smaller uncertainties of

| category | SRI1 | SRI2 | SRI3 | SRI4 |
|-----------|------|------|------|------|
| $p_{\text{T,miss}}$ [GeV] | > 200 | > 250 | > 300 | > 375 |
| MiNLO' [fb] | 27.35(18) $^{+6.0\%}_{-3.5\%}$ | 12.95(11) $^{+6.5\%}_{-4.2\%}$ | 6.65(8) $^{+6.8\%}_{-4.7\%}$ | 2.77(7) $^{+8.0\%}_{-5.8\%}$ |
| MiNNLOPS [fb] | 29.09(18) $^{+2.9\%}_{-1.9\%}$ | 13.77(12) $^{+3.2\%}_{-2.2\%}$ | 7.07(8) $^{+3.2\%}_{-2.4\%}$ | 2.95(6) $^{+4.2\%}_{-3.2\%}$ |

Table 2: Fiducial cross section in various inclusive $p_{\text{T,miss}}$ categories in the DM-setup.

| category | SRE1 | SRE2 | SRE3 |
|-----------|------|------|------|
| $p_{\text{T,miss}}$ [GeV] | 200–250 | 250–300 | 300–375 |
| MiNLO' [fb] | 14.4(1.4) $^{+5.4\%}_{-3.2\%}$ | 6.30(8) $^{+6.2\%}_{-3.7\%}$ | 3.88(5) $^{+5.8\%}_{-3.9\%}$ |
| MiNNLOPS [fb] | 15.32(15) $^{+2.7\%}_{-1.6\%}$ | 6.69(7) $^{+3.2\%}_{-2.0\%}$ | 4.12(5) $^{+2.5\%}_{-1.8\%}$ |

Table 3: Fiducial cross section in various exclusive $p_{\text{T,miss}}$ categories in the DM-setup.
MiNNLOPS already in the SRI1 category (+2.9% and −1.9% compared to ±4.4%), while with increasing $p_{T,\text{miss}}$ cut the quoted uncertainties on the $\nu\bar{\nu}\gamma$ events in Ref. [38] increase significantly, up to ±13% in SRI4, while our MiNNLOPS uncertainties amount to less than 5%, bearing in mind that the translation of the uncertainties of the predictions at detector-event level to those at fiducial level is not immediate, as explained above. Similarly, in the exclusive $p_{T,\text{miss}}$ categories in Table 3 the MiNNLOPS uncertainties stay within about 3%, while the quoted uncertainties in Ref. [38] of the $\nu\bar{\nu}\gamma$ predictions range from 6% to 9%. In conclusion, MiNNLOPS predictions for $\nu\bar{\nu}\gamma$ production will allow the experiments to substantially improve the dominant background uncertainties in dark-matter searches in the photon plus missing energy channel.

Finally, we compare our $\nu\bar{\nu}\gamma$ MiNNLOPS predictions, including the effects from hadronization, against ATLAS data [83] in Figure 5. The first plot shows the distribution in the number of jets. The agreement between the MiNNLOPS results and the data points for the different jet cross sections is reasonable, being within at most two standard deviations. Note that, starting from NNLO accuracy for the 0-jet cross section, the accuracy of the MiNNLOPS calculation decreases by one order for each jet multiplicity, with the > 2-jet multiplicity described only by the shower.
This is the reason why the prediction undershoots the data in this bin. The other plots in Figure 5 show the $p_{T,\gamma}$ and $p_{T,\text{miss}}$ spectra with and without a jet veto ($N_{\text{jet}} = 0$). Also here the agreement between MiNNLO$_{PS}$ predictions and data is very good, with deviations of typically one or at most two standard deviations. There is however one exception: the measured result in last bin in the inclusive ($N_{\text{jet}} \geq 0$) $p_{T,\gamma}$ spectrum is many standard deviations away from the prediction. The data point seems to be way too low, when following the trend of the distribution. Indeed, it has a very large error and is actually compatible with zero. Moreover, looking at the $N_{\text{jet}} = 0$ result, this bin has actually a higher measured cross section than in the inclusive case, which appears inconsistent considering the fact that the $N_{\text{jet}} = 0$ cross section should be part of the $N_{\text{jet}} \geq 0$ one. A possible explanation could be that, because of the additional jet activity, some events are discarded, for instance due to the photon isolation requirements. Indeed, looking at the $p_{T,\text{miss}}$ spectrum no such behaviour is observed.

To summarize, we have presented the simulation of NNLO-accurate events for the $Z\gamma$ process including the effects of anomalous triple gauge couplings. The calculation has been performed in the MiNNLO$_{PS}$ framework and we have focused on the $\nu\bar{\nu}\gamma$ final state, although the implementation applies also to the $\ell^+\ell^-\gamma$ process. We followed the vertex-function approach for a consistent inclusion of the anomalous couplings, but one should bear in mind that there is a direct translation to an EFT framework [81, 82]. We validated our MiNNLO$_{PS}$ $\nu\bar{\nu}\gamma$ results numerically against fixed-order NNLO predictions, and we have demonstrated the importance of both NNLO accuracy and the matching to the parton shower in certain phase-space regimes. The effect of the CP-conserving aTGCs has been studied for the most relevant observables to extract anomalous couplings in $\nu\bar{\nu}\gamma$ analyses. We found that quadratic terms yield the dominant contribution to the cross section and that the interference with the SM has a relatively small impact. This typically leads to very symmetric bounds on the respective coefficients extracted by the experiments. We have further shown that the simulation of NNLO-accurate $\nu\bar{\nu}\gamma$ events in the SM is crucial to reduce the uncertainty on the dominant background in dark-matter searches in the photon plus missing energy channel. Our calculation provides an improvement over the previous scale uncertainties of merged $\nu\bar{\nu}\gamma+0,1$-jet predictions by a factor of two or more. Finally, the good agreement of MiNNLO$_{PS}$ predictions with measured distributions underlines the importance of NNLO+PS predictions for $\nu\bar{\nu}\gamma$ production. We believe that both the inclusion of aTGCs in our $Z\gamma$ MiNNLO$_{PS}$ generator and the implementation of the $\nu\bar{\nu}\gamma$ final state will be very useful for future $Z\gamma$ measurements as well as BSM searches using the photon plus missing energy signature for aTGCs and dark matter studies at the LHC.
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