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Abstract

The majority of overland transport needs for crude petroleum and refined petroleum products are met using pipelines. Numerous studies have developed optimization methods for design of these systems in order to minimize construction costs while meeting capacity requirements. Here, we formulate problems to optimize the operations of existing single liquid commodity pipeline systems subject to physical flow and pump engineering constraints. The objectives are to maximize the economic value created for users of the system and to minimize operating costs. We present a general computational method for this class of continuous, non-convex nonlinear programs, and examine the use of pump operating settings and flow allocations as decision variables. The approach is applied to compute optimal operating regimes and perform engineering economic sensitivity analyses for a case study of a crude oil pipeline developed using publicly available data.

1 Introduction

Pipeline infrastructure is the most common mechanism used to transport hydrocarbon liquid commodities such as petroleum, crude oil, and diesel fuel [26]. It is the most economically viable and the most reliable means for transporting hydrocarbons over long distances on land [62]. As a result, over the past century, considerable investments have been made throughout the world in continental-scale pipeline networks for transporting hydrocarbons. The sustained dependence on hydrocarbons for meeting modern demands for energy has compelled growing interest in long-standing areas of modeling and optimizing the physical and engineering function of these complex networks [47, 52, 36]. Recent studies have considered
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both the stationary \([39]\) and transient regimes \([67, 63, 14]\), with the predominant goals of accurately evaluating transport capacity and optimizing operational efficiency \([66]\).

The function of large-scale liquid transport pipelines is typically studied by characterizing physical and engineering relationships among variables such as flow rates, pressures, and applied pumping power throughout a pipeline system and its components \([1]\). The transport capacity and operating efficiency of a pipeline varies because of numerous factors arising from the condition of oil fields and processing plants (suppliers to the pipeline), hydrocarbon extraction and processing schedules, the system maintenance status, and the requirements for delivery to refineries and transport terminals (consumers of the commodity) \([38]\). The resulting utilization of system transport capacity can vary significantly on annual, seasonal, and even daily bases. System design and operation are, therefore, conservative in order to provide flexibility to accommodate variations in transport volumes \([35]\).

The use of optimization for energy transport networks was pioneered in early studies on dynamic programming for gas pipeline system design \([68]\). It was later developed to more efficiently and economically manage energy flow in large regional- and continental-scale electric power systems \([11, 56]\), and is an integral part of wholesale electricity market operations throughout the world \([46, 69, 33]\). Similar mechanisms that integrate physical and market operations for natural gas delivery have been proposed \([45]\), and have been enabled by recent advances in computing and optimization technology \([48, 53, 75]\). The goal in these and similar studies has been to develop optimization formulations that determine continuous variables for electricity production and natural gas flow control, and to design coordination mechanisms as these systems become increasingly interdependent \([74]\).

Approaches for optimal allocation of petroleum pipeline transport and refinery capacity have been proposed over the past decades \([49, 43, 50]\). The majority of optimization studies on the midstream petroleum sector have focused on optimizing operating efficiency for a given flow allocation \([10, 2, 9]\). Contemporary studies typically seek to minimize the energy used for pumping and incorporate engineering models of varying fidelity \([34, 60]\). A variety of studies have examined time-dependent scheduling of single commodity transport \([40, 72, 7, 44]\), various network topologies (i.e. single- and multi-source) \([7, 8]\), and optimization under uncertainty \([42]\). A recent formulation for optimizing flow schedules for crude oil pipelines has been proposed to minimize energy used for pumping and accounting for pipeline flow physics and pump engineering limitations \([36, 37]\). The goal of this latest formulation is to adhere as closely as possible to a predetermined time-dependent transport schedule and use storage tanks throughout the system as a controllable means to buffer the flow regime.

In this study, we build on recent, previous work and develop a general optimization-based methodology for synthesizing optimal steady-state flow allocation solutions for branched single liquid commodity pipeline systems based on engineering economic criteria. We account for the behavior of participants in the petroleum and petroleum products supply chain \([59]\) using a model of a two-sided single auction market, similar to formulations that were previously proposed for natural gas pipeline systems \([53, 75]\). Specifically, we formulate a problem for determining a steady-state flow allocation and pump operating settings for a single liquid commodity product pipeline where there is no a priori nominal transport allocation, and the injections and withdrawals are decision variables. We assume that each supplier or consumer that is a user of transportation services provided by the pipeline expresses its economic position as a range of possible (feasible) flow rates (either for injection or withdrawal) at a
given price level. These positions are interpreted as bids into an optimization-based single auction market whose solution determines the optimal flow configuration of the system. We restrict our modeling and optimization goals to a fungible transportation mode, in which we assume that product shipments are indistinguishable, or fungible, and consumers are open to receive any product coming from any source. The problem is solved subject to equality constraints that represent the physics of weakly compressible fluid flow through pipes and a model of the mechanics of centrifugal pumping equipment that is used to propel flow through the system. We develop a simplified basic model of pumping station performance based on contemporary models of variable frequency drive machinery [54, 71], as well as flow equations that account for anti-turbulent additives that have now become standard in the petroleum pipeline sector [27]. The problem incorporates inequality constraints that reflect the operating limits on flows, pressures, and other state and control variables. When the objective function of the continuous optimization problem maximizes the payments by consumers minus the receipts of suppliers and minimizes the cost of energy used in pump operation, we propose that the optimal solution ensures that the pipeline operates in the feasible configuration that provides the greatest economic value to users of the system. Our goal here is to pose the problem and examine the outcome of the optimization on a synthesized yet realistic case study. Additionally, we propose that the Lagrange multipliers that are obtained as output of the optimization solution are interpretable as values of the transported commodity throughout the network. We perform a perturbation analysis on the economic parameters in order to understand the sensitivity of these locational prices to changes in inputs to the mathematical problem. Ultimately, our engineering economics approach could be used by liquid pipeline managers as a decision support tool for integrated financial and physical operations of their systems to be responsive to customer requirements and energy prices. The application of efficient and responsive liquids pipeline scheduling could be used to mitigate the carbon dioxide emissions of crude oil transportation and refining [22].

The remainder of the paper is organized as follows. In Section 2, we review modeling equations for weakly compressible fluid flow in a pipe. Then in Section 3, we review network modeling for pipelines, and integrate the flow equations with basic engineering modeling of pumping machinery. Next, Section 4 is devoted to the formulation of the optimization problem to address the stated goals and requirements. Then, Section 5 provides details on the computational implementation of our approach, and presents results for a test study synthesized based on an actual pipeline system and prevailing economic data, as well as a sensitivity analysis. Comprehensive tables that specify the system model, as well as the inputs and outputs for the optimization problem, are provided. We conclude with a discussion of the performance of our method, follow-on work, and potential applications.

2 Flow Equations

We now review the dynamic flow equations for weakly compressible fluid flow in long pipes and the assumptions made about the flow regime. We also explain the reduction to steady-state flow equations which relate head decrease to flow rate in the presence of drag-reducing additives.
2.1 Unsteady Fluid Flow in a Pipeline

Pipeline fluid flow in the transient regime, in which hydraulic parameters such as flow rate, pressure, speed, and temperature depend not only on the space coordinate, $x$, along the axis of the pipeline, but also on time $t$, is commonly referred to as unsteady flow. Unsteady processes in pipelines can occur, for example, during initiation and shutdown of transport operations of a main pipeline, or in the case of pipeline rupture that results in high dynamic transients [18]. The model of unsteady flow of a weakly compressible fluid such as petroleum or a liquid petroleum product in a pipeline is described in several studies [63, 70]. We describe the propagation of a non-stationary process along the length of a pipeline using the following equations for mass and momentum conservation [39]:

$$\frac{\partial p(t,x)}{\partial t} + c^2 \rho \frac{\partial u(t,x)}{\partial x} = 0, \quad (1a)$$

$$\rho \frac{\partial u(t,x)}{\partial t} + \frac{\partial p(t,x)}{\partial x} = -\lambda(Re, \epsilon) \rho \frac{(u(t,x))^2}{2D} - g \sin(\alpha(x)) \rho. \quad (1b)$$

The variables $p(t,x)$ and $u(t,x)$ in equations (1a)-(1b) model the pressure and flow velocity as functions of time and space. Because we consider a weakly compressible fluid, we assume that the fluid density $\rho$ is constant and uniform throughout the pipe and network model. The parameters include the hydraulic resistance coefficient $\lambda(Re, \epsilon)$, which depends on the Reynolds number $Re = uD/\nu$, the flow velocity $u = u(x,t)$, and the pipe cross-sectional area $A$. Here $D$ is the pipeline diameter and $\epsilon = \Delta/D$ is the relative roughness of the pipe inner surface. The spatially distributed parameter $\alpha(x) = dz/dx$ is the inclination angle of the pipe axis with respect to the horizontal, where $z(x)$ is elevation of the pipe axis. The coefficient $c$ is the speed of wave propagation in the pipe, which is constant given our assumption of constant density, and $g$ is gravitational acceleration. To determine the value of the hydraulic resistance coefficient $\lambda$ for different flow regimes, we use the equations of Stokes, Blasius, Altshul, and Shiffrinson [32],

$$\lambda = \begin{cases} \frac{64}{Re}, & Re < 2320 \\ \frac{0.3364}{Re^{0.39}}, & 2320 < Re < 10^5 \\ 0.11 \left(\frac{68}{Re} + \frac{\Delta}{D}\right)^{0.25}, & 10^5 < Re < 500\frac{\Delta}{D} \\ 0.11 \left(\frac{\Delta}{D}\right)^{0.25}, & Re > 500\frac{\Delta}{D}. \end{cases} \quad (2)$$

The solution to the system of equations (1a)-(1b) requires specification of initial conditions that characterize the distributions of pressure $p(0,x)$ and flow velocity $u(0,x)$ at the initial time $t = 0$, boundary conditions that reflect the setting at the endpoints $x = 0$ and $x = L$ of a pipe, as well as the conjugation conditions. The latter conditions are imposed in some intermediate sections $x = x_0$ and reflect the effect of the operation of pipeline valves, bends for the selection or pumping of liquid, and other events that occur at such locations.

2.2 Steady Fluid Flow in a Pipeline

In the steady state, the pressure and flow velocity variables in each section of pipeline remain constant as functions of time, and are related according to the mechanical energy
conservation equation

\[
\frac{dp}{\rho} + \frac{\lambda}{D} \frac{dx u^2}{2} + g \frac{u^2}{2} + gdz = 0. \tag{3}
\]

Because the fluid is weakly compressible and homogeneous, \( \rho \equiv \text{constant} \) and hence \( \frac{dp}{dx} = 0 \). Since the pipe diameter is constant, the velocity \( u(x) \) of fluid remains constant throughout the pipe. In equation (3), the value of \( \frac{dp}{\rho} \) represents the work of a unit of mass of fluid moving along the area \( dx \). This work is spent on overcoming the resistive frictional forces of turbulence, the change in fluid kinetic energy, and on lifting fluid over a height difference of \( \Delta z \). After integrating the equation of mechanical energy conservation between sections \( x = x_1 \) and \( x = x_2 \) of a pipe, where \( L_{1-2} \) is the distance between sections \( x_1 \) and \( x_2 \), the relation between endpoint pressure variables \( p_1 \equiv p(x_1) \) and \( p_2 \equiv p(x_2) \) and the flow velocity \( u \) is given by

\[
\frac{p_1 - p_2}{\rho g} = \frac{\lambda L_{1-2} u^2}{D} 2g + \Delta z. \tag{4}
\]

The values \( H_1 \equiv \frac{p_1}{(\rho g)} \) and \( H_2 \equiv \frac{p_2}{(\rho g)} \) represent the heights the liquid is lifted to under the pressures \( p_1 \) and \( p_2 \) at locations \( x = x_1 \) and \( x = x_2 \), respectively. This value is referred to as head. The value of \( \Delta H \equiv \frac{(p_1 - p_2)}{(\rho g)} \) is called total head loss. In the general case, the causes of total head loss are local resistances and fluid speed changes. The first term on the right hand side of equation (4) is the Darcy-Weisbach formula [4]. A general equation that is used to determine the coefficient of hydraulic resistance \( \lambda \) is given as follows:

\[
\lambda = \frac{A}{Re^m}, \tag{5}
\]

where cross-sectional area \( A \) and a value corresponding to the fluid motion regime \( m \) are constant values. Substituting equation (5) into the Darcy–Weisbach equation and taking into account the relation \( Re = \frac{4Q}{\pi D v} \), where \( Q \) is the volumetric flow rate and \( v \) is the petroleum kinematic viscosity, we obtain the Leibenzon formula [27]:

\[
h_{fr} = 1.02\beta \frac{Q^{2-m} \nu^m}{D^{5-m}}. \tag{6}
\]

For turbulent flow in smooth pipes, we use standard parameters of \( m = 0.25 \) and \( \beta = 0.0246 \) \( \text{s}^2/\text{m} \) [27]. The Leibenzon formula is widely used in cases where the dependence of \( h_{fr} \) on \( Q \) is expressed explicitly. The described mathematical model in [27] enables the prediction of a sufficiently accurate hydraulic resistance resulting from the viscous friction of turbulent flow in a pipeline. This model is based on the linear transformation law of the coefficients in the generalized Leibenzon formula. The conversion is a function of an input parameter that reflects the degree of laminarization of turbulent flow in pipes with smooth walls. In this manner, the head loss caused by pipe flow can be represented without dependence on the Reynolds number and, furthermore, the parameter \( m \) can be adjusted to reflect the laminarization effects of anti-turbulent drag reduction additives that are widely used to facilitate petroleum transport.
3 Liquid Pipeline Network Modeling

In this study, we present a basic and generalizable representation of a large-scale liquid pipeline network, which is based on our previous work [24]. The flow of fluid through each type of component in the proposed model is represented with physical laws and engineering properties. These physical constraints, together with an objective function and inequality constraints that restrict the variable values, define an optimization problem that is described in Section 4. The formulation is developed to be solvable using general purpose optimization software and to be applicable to a variety of network topologies and components. Our intention is to optimize the function of very large systems on a short (operational) time scale, and the modeling includes the basic elements of pipes, junctions, and pumps. In this study, we do not consider integer variables for activation of components or changes in system topology. We assume that component subsystems such as pumping station controls are managed to track the overall system setpoints.

3.1 Network Modeling

In this model, a liquid’s transport pipeline consists of pipe sections that are connected at junctions, through which flow of a weakly compressible fluid is propelled by centrifugal pumping equipment. The representation includes a model of the static network system (which does not change), state and control variables for the system, and all component and fluid parameters. Our modeling facilitates optimization of flow allocations over large scales, which results in a nonconvex, nonlinear problem that is formulated in Section 4. We use several assumptions in formulating the network model. Generally, we assume that the system is designed to operate continuously in steady state for balanced flows and that the flow direction on each pipeline segment is determined beforehand. Thus, we do not model transient processes (such as those arising from cavitation) and assume that any transients stabilize quickly after control changes are made concurrently throughout the system. The movement of liquid is modeled as one-dimensional turbulent flow. Further, we assume that the liquid commodity is homogeneous, so that properties such as density and viscosity are constant and uniform throughout the system. Following precedent, we suppose that the inaccuracies caused by these homogeneity assumptions are minor [36]. We do not account for any changes in temperature and do not model maintenance scenarios, like pigging in the system. We represent the pipeline network mathematically as a set of junctions (or nodes) indexed as \( j \in \mathcal{N} \), where \( \mathcal{N}_S \subset \mathcal{N} \) and \( \mathcal{N}_D \subset \mathcal{N} \) represent subsets of the nodes with supplies and consumptions of the commodity, respectively. The model also includes pipes (or edges) \( (i,j) \in \mathcal{E} \) that connect pairs of nodes in \( \mathcal{N} \), where \( \mathcal{E}_E \subset \mathcal{E} \) and \( \mathcal{E}_P \subset \mathcal{E} \) denote subsets of the edges that represent pipes and pump stations, respectively. The model also includes pipes (or edges) \( (i,j) \in \mathcal{E} \) that connect pairs of nodes in \( \mathcal{N} \), where \( \mathcal{E}_E \subset \mathcal{E} \) and \( \mathcal{E}_P \subset \mathcal{E} \) denote subsets of the edges that represent pipes and pump stations, respectively. We assume that the pair \( (\mathcal{N}, \mathcal{E}) \) defines a connected graph. We use the notation \( N = |\mathcal{N}| \) for the number of nodes, \( E = |\mathcal{E}_E| \) for the number of pipes, and \( P = |\mathcal{E}_P| \) for the number of pumps. Next, we present the equalities that represent physical and engineering relationships for the flow through pipeline sections, junctions, and pumps, respectively, which are modeled as equality constraints in the optimization formulation presented thereafter.
3.2 Pipe Flow Model

The general purpose of liquid pipeline hydraulic calculations is to determine the head losses of moving fluid through the pipeline. In general, the total head loss between the ends of a pipe is equal to the sum of losses caused by friction and the head difference arising from pipeline elevation. In this study, we use the Bernoulli equation,

\[ H_i - H_j = z_j - z_i + 1.02\beta_{ij} \frac{Q_{ij}^{2-m} \nu^m}{D_{ij}^{5-m}} L_{ij}, \quad \forall (i,j) \in \mathcal{E}_f, \]  

where the head losses are defined using the Leibenzon equation (6). Here, \( H_j \) and \( z_j \) denote the head and elevation at a node \( j \in \mathcal{N} \), and \( Q_{ij}, L_{ij}, \) and \( \beta_{ij} \) model the flow rate through a pipe \( (i,j) \in \mathcal{E}_f \), and its length and friction coefficient, respectively.

3.3 Nodal Balance Model

As standard in the modeling of network flow systems, we include a Kirchhoff-like flow balance law. We use shorthand to denote the sets of nodes from which flows are incoming to, and to which flows are outgoing from a node \( j \in \mathcal{N} \) by \( \partial_+ j = \{ i \in \mathcal{N} | (i,j) \in \mathcal{E} \} \) and \( \partial_- j = \{ k \in \mathcal{N} | (j,k) \in \mathcal{E} \} \). For the liquid pipeline systems studied here, nodal volume flow balance is given as

\[ \sum_{i \in \partial_+ j} Q_{ij} - \sum_{k \in \partial_- j} Q_{jk} = s_j - d_j, \quad \forall j \in \mathcal{N}, \]  

where \( s_j \) and \( d_j \) denote injection and withdrawal of the commodity into the pipeline at the node \( j \in \mathcal{N} \). Although these values are in general not concurrently nonnegative, we use these two distinct variables to promote generalizability of optimization formulations for network flow problems that are interpreted as auction markets for a commodity and/or transport capacity.

3.4 Pump Model

In liquid pipeline transportation, the flow of the commodity through the system is actuated by pumping machinery, which is located at pumping stations throughout the system. The major actions that can be taken to conserve energy used for the operation of legacy systems are the use of adjustable variable frequency drives at pumping stations, the use of smooth pipe coatings, anti-turbulent additives such as drag reduction agents mixed with the transported product, replacement and reconstruction of pumping stations and their drives, the use of static capacitors, and the expansion of automation facilities and management capabilities. Although pumping machinery is typically located at large pumping stations with multiple units and complex topology, our goal is to optimize flows on overall system-wide scales. We assume simple relationships between a minimal set of physical and mechanical variables that represent pump action and consider pump stations to consist of several standard pump units arranged in series. We now review the engineering assumptions and relations that we synthesize into the variable pump drive modeling equations, which are subsequently included as constraints in optimization formulations. The essence of frequency control is the use of
frequency regulators in adaptive electric motor drives. Such components enable efficient control of an electric pump depending on operating conditions. The effect is achieved by changing the frequency and amplitude of the three-phase voltage supplied to the electric motor. Here we describe the relationship between rotation frequency, pump efficiency, and flow. We drop the \((i, j)\) indices for ease of exposition. The dependence of pump efficiency on flow at nominal rotational speed is modeled by a pump-specific characteristic curve \(\eta = f(Q)\). This curve is often approximated analytically \[64, 25\] using the quadratic function

\[
\eta_{\text{pump}} = b_0 + b_1 Q + b_2 Q^2,
\]

(9)

where \(b_0\), \(b_1\), and \(b_2\) are approximation coefficients obtained by the least squares method and \(Q\) is the flow rate through the pump in \(m^3/h\). The change of centrifugal pump efficiency at variable speed was studied in \[64, 16, 41, 17\]. Affinity Laws can be used to define the pump efficiency. The values of the actual and nominal flow rates \(Q\) and \(Q_{\text{nom}}\) and heads \(H\) and \(H_{\text{nom}}\) when operating at actual and nominal rotational pump speeds \(\omega\) and \(\omega_{\text{nom}}\), respectively, are related by the ratios

\[
\frac{Q}{Q_{\text{nom}}} = \frac{\omega}{\omega_{\text{nom}}},
\]

(10a)

\[
\frac{H}{H_{\text{nom}}} = \left(\frac{\omega}{\omega_{\text{nom}}}\right)^2.
\]

(10b)

Thus, we obtain equation \[11\] for the pump efficiency as a function of rotational speed:

\[
\eta_{\text{pump}} = b_0 + b_1 \frac{Q_{\text{nom}}}{\omega_{\text{nom}}} \omega + b_2 \left(\frac{Q_{\text{nom}}}{\omega_{\text{nom}}}\right)^2 \omega^2.
\]

(11)

The laws of affinity require the use of a nominal point on the curve to determine the new rotational speed. Most references do not provide a clear description of the method that determines the base point, and the wrong choice of this point can significantly affect the results. The following equation, given by \[55\], provides an analytical relationship between actual and nominal rotational speeds \(\omega\) and \(\omega_{\text{nom}}\) and corresponding efficiencies \(\eta\) and \(\eta_{\text{nom}}\):

\[
\eta = 1 - (1 - \eta_{\text{nom}}) \left(\frac{\omega_{\text{nom}}}{\omega}\right)^{0.1}.
\]

(12)

Therefore, for large pumps the change in efficiency can be neglected if the frequency is within 33\% of its nominal value \[55\]. It follows that this approximation is valid when the points of the pump operating curve will maintain the same efficiency. However, this does not mean the pump will perform at the same efficiency when installed in the pipeline system, because the operating point is determined by the intersection of the pump curve with the system curve. Grishin \[17\] proposed to model the dependence of pump efficiency on flow at a constant speed using a second-degree polynomial:

\[
\eta_{\text{pump}} = b_1 Q_{\text{nom}} - b_2 (Q_{\text{nom}})^2,
\]

(13)

which can be rewritten as

\[
\eta_{\text{pump}} = 2 \frac{\eta_{\text{nom}}}{Q_{\text{nom}}} Q - \frac{\eta_{\text{nom}}}{(Q_{\text{nom}})^2} Q^2,
\]

(14)
where \( \eta_{\text{nom}} = \frac{b_1}{4b_2} \) and \( Q_{\text{nom}} = \frac{b_1}{2b_2} \). It follows that the dependence of efficiency on the actual flow rate can be approximated with

\[
\eta_{\text{pump}} = 2 \frac{\eta_{\text{nom}} Q_{\text{nom}} \omega_{\text{nom}}}{(Q_{\text{nom}}) \omega} - \frac{\eta_{\text{nom}}^2 (\frac{\omega_{\text{nom}}}{\omega})^2}{(Q_{\text{nom}})^2}.
\]

Equation (15) can then be transformed using the technique of completing the square to yield

\[
\eta_{\text{pump}} = \eta_{\text{nom}} - \left( Q - Q_{\text{nom}} \frac{\omega_{\text{nom}}}{\omega} \right)^2 \frac{\eta_{\text{nom}}^2 (\frac{\omega_{\text{nom}}}{\omega})^2}{(Q_{\text{nom}})^2}.
\]

Thus, by modulating the power applied to a pump \((i, j) \in \mathcal{E}_p\), it is possible to make the engine drive shaft rotational speed \( \omega_{ij} \) lower or higher than a nominal value \( \omega_{ij}^{\text{nom}} \). The relationship between the drive frequency, head difference, and through flow for a variable frequency drive pump \([57, 17]\) can then be approximated by equations

\[
H_j - H_i = a_{ij}^0 \left( \frac{\omega_{ij}}{\omega_{ij}^{\text{nom}}} \right)^2 - a_{ij}^1 Q_{ij}^2, \quad \forall (i, j) \in \mathcal{E}_p,
\]

\[
\eta_{ij} = \eta_{ij}^{\text{nom}} - \left( \frac{Q_{ij}}{Q_{ij}^{\text{nom}}} - \frac{\omega_{ij}}{\omega_{ij}^{\text{nom}}} \right)^2 \eta_{ij}^{\text{nom}} \left( \frac{\omega_{ij}^{\text{nom}}}{\omega_{ij}} \right)^2, \quad \forall (i, j) \in \mathcal{E}_p,
\]

where \( a_{ij}^0 \) and \( a_{ij}^1 \) are constant parameters and \( Q_{ij}^{\text{nom}}, \omega_{ij}^{\text{nom}}, \) and \( \eta_{ij}^{\text{nom}} \) are nominal values of flow rate, drive shaft frequency, and pumping efficiency, respectively, for pump \((i, j) \in \mathcal{E}_p\).

Equations (17a) and (17b) provide a minimal relationship between the input and output head and through flow rate of an electric drive pump and its drive shaft frequency and efficiency. The energy used for operating the pump \((i, j) \in \mathcal{E}_p\) in a given configuration can be approximated by

\[
E_{ij} = \rho g Q_{ij} \frac{H_j - H_i}{\eta_{ij} \eta_{\text{em}} \eta_{\text{mt}}}, \quad \forall (i, j) \in \mathcal{E}_p,
\]

where \( \rho \) is the liquid’s density, and \( \eta_{\text{em}} \) and \( \eta_{\text{mt}} \) are the electric motor and mechanical transmission efficiency of the drive, respectively, which are both assumed to be constant and uniform. We use the same values of these constant efficiencies for pumps throughout the system. Finally, it is assumed that the pump is operating in its designed forward direction so that \( H_j > H_i \).

### 4 Optimization Formulation

We now present a mathematical optimization formalism that reflects the business goals of a liquid pipeline system manager and ensures operational and safety requirements. We assume that these goals are to 1) maximize the profit gained from providing a transportation service for a liquid commodity that is shipped from sellers to buyers on a pipeline network; 2) minimize the cost of operating the pipeline system; and 3) to optimize the previous criteria while strictly maintaining the values of physical and mechanical variables within allowable engineering limits. To do so, we formulate several optimization problems that consist of 1) objective functions to reflect the optimized quantities; subject to 2) the equality constraints (6)-(8) and (17a)-(17b) that describe steady-state pipe flow physics and pump drive action;
and 3) inequality constraints that reflect limits on pump operations and physical variables. Here we examine several different formulations to evaluate the economic benefit of optimizing the commodity flow allocation.

4.1 Objective Function

The objective function is a difference of two cost terms that give the total economic value provided by the pipeline in a given time period. The first and most significant term is the economic objective, $J_E$, which defines the economic value of transportation that is provided to users of the pipeline system and is given as the difference between the payments for withdrawals and receipts for injections,

$$J_E = \sum_{j \in \mathcal{N}_D} t_j d_j - \sum_{j \in \mathcal{N}_S} r_j s_j.$$  \hspace{1cm} (19)

In equation (19), $s_j$ and $d_j$ are supplied injections and demanded withdrawals, respectively, and $r_j$ and $t_j$ are prices offered by sellers and buyers of the commodity at each node $j \in \mathcal{N}$. The second term defines the cost of operating pumps on the system. We assume that the pumps are operating continuously, so that maintenance costs are fixed and the primary operating cost is from the electricity used by pump drives. The pumping energy is defined in terms of the relative pump shaft rotation speed, i.e., the ratio of the actual speed to the nominal speed. From (18), the form of the objective function value for the cost of energy expended for pumping system-wide is

$$J_O = \rho g \sum_{(i,j) \in \mathcal{E}_P} \frac{H_j - H_i}{\eta_{ij} \eta_m \eta_{mt}} Q_{ij} c_i,$$ \hspace{1cm} (20)

where $c_i$ is the price of electric energy at the pump station header node. The total objective function that we optimize is then given as the difference of the economic objective (19) and operating objective (20), which gives the total instantaneous economic value (over a given time period) produced by the pipeline system,

$$J_P = J_E - J_O.$$ \hspace{1cm} (21)

4.2 Inequality Constraints

Changes in injection and withdrawal of liquid from a pipeline can cause pressures to exceed maximum and minimum allowable values, creating ruptures and cavitation. Analysis of deviations in operating modes of a pipeline system is also important for preventing damage to or premature wear on pumping machinery and preventing inefficient electricity consumption. Therefore, inequality constraints that limit the flow, head, and pump operating points are needed to reflect operating requirements for the system. First, feasibility of the physical flow and head solution is enforced by delimiting the fluid flow rate on each pipe and the allowable head at each junction:

$$Q_{ij}^{\text{min}} \leq Q_{ij} \leq Q_{ij}^{\text{max}}, \quad \forall (i,j) \in \mathcal{E}_E,$$ \hspace{1cm} (22a)

$$H_j^{\text{min}} \leq H_j \leq H_j^{\text{max}}, \quad \forall j \in \mathcal{N}.$$ \hspace{1cm} (22b)
In addition, the acceptable operating states of variable drive electric pumps are defined by inequalities for effective flow, rotation speed, pumping efficiency, and head difference between inlet and outlet:

\[
0.8 Q_{ij}^{\text{nom}} \leq Q_{ij} \leq 1.2 Q_{ij}^{\text{nom}}, \quad \forall (i, j) \in \mathcal{E}_p, \\
0.7 \eta_{ij}^{\text{nom}} \leq \eta_{ij} \leq \eta_{ij}^{\text{nom}}, \quad \forall (i, j) \in \mathcal{E}_p, \\
0.8 \omega_{ij}^{\text{nom}} \leq \omega_{ij} \leq 1.2 \omega_{ij}^{\text{nom}}, \quad \forall (i, j) \in \mathcal{E}_p, \\
H_{ij}^{\text{min}} \leq H_{j} - H_{i} \leq H_{ij}^{\text{max}}, \quad \forall (i, j) \in \mathcal{E}_p.
\]

Furthermore, if the flow configuration of the system is optimized, then the injections and withdrawals are decision variables and must be constrained with

\[
s_{j}^{\text{min}} \leq s_{j} \leq s_{j}^{\text{max}}, \quad \forall j \in \mathcal{N}_S, \\
d_{j}^{\text{min}} \leq d_{j} \leq d_{j}^{\text{max}}, \quad \forall j \in \mathcal{N}_D.
\]

### 4.3 Optimization Formulations

We next present three formulations for optimizing pipeline operations. The formulations extremize the three objective functions in equations (19), (20), and (21) subject to nonlinear equality constraints and box constraints on the state and control variables that guarantee feasibility. The first formulation is similar to the optimization goals that have been examined in previous work [36, 10], where the flow schedule or allocation is predetermined so that the quantities \( s_j \) and \( d_j \) for node \( j \in \mathcal{N}_S \cup \mathcal{N}_D \) are fixed and the objective is to minimize the (operational) cost of pumping energy.

**Formulation 1:**

\[
\begin{align*}
\text{min} \quad J_O &= \text{cost of energy used for pump operation} \quad (20) \\
\text{s.t.} \quad \text{Pipe flow equation} \quad (7) \\
& \quad \text{Nodal flow balance with fixed nominations} \quad (8) \\
& \quad \text{Pump relations} \quad (17a)-(17b) \\
& \quad \text{Flow and head feasibility} \quad (22a)-(22b) \\
& \quad \text{Pump configuration feasibility} \quad (23a)-(23d).
\end{align*}
\]

In the second formulation, the supplies and deliveries of the commodity \( s_j \) and \( d_j \) for nodes \( j \in \mathcal{N}_S \cup \mathcal{N}_D \) are decision variables, so that the flow allocation is optimized as well. The objective is to maximize the economic surplus created by transporting the commodity from points of low price to high price and also maximize throughput, or capacity use.

**Formulation 2:**

\[
\begin{align*}
\text{max} \quad J_E &= \text{economic value of commodity transport} \quad (20) \\
\text{s.t.} \quad \text{Pipe flow equation} \quad (7) \\
& \quad \text{Nodal flow balance} \quad (8)
\end{align*}
\]

In the second formulation, the supplies and deliveries of the commodity \( s_j \) and \( d_j \) for nodes \( j \in \mathcal{N}_S \cup \mathcal{N}_D \) are decision variables, so that the flow allocation is optimized as well. The objective is to maximize the economic surplus created by transporting the commodity from points of low price to high price and also maximize throughput, or capacity use.
Finally, we synthesize the first two formulations so the flow allocation is adjusted in order for the total volume of transported commodity to increase when the economic value that this brings to users of the system is greater than the incremental cost of pumping, subject to feasibility constraints. Crucially, all factors are considered system-wide, as the relationship between the physical flow equations, pump mechanics, and energy expended is highly nonlinear.

Formulation 3:

\[
\begin{align*}
\text{max} & \quad J_P = \text{total economic value of pipeline operation} \quad (21) \\
\text{s.t.} & \quad \text{Pipe flow equation (7)} \\
& \quad \text{Nodal flow balance (8)} \\
& \quad \text{Pump relations (17a)-(17b)} \\
& \quad \text{Flow and head feasibility (22a)-(22b)} \\
& \quad \text{Pump configuration feasibility (23a)-(23d)} \\
& \quad \text{Shipper nomination limits (24a)-(24b)}.
\end{align*}
\]

Mathematically, these formulations are expressed as nonlinear programs of the form

\[
\begin{align*}
\max_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad g^L \leq g(x) \leq g^U \\
& \quad x^L \leq x \leq x^U
\end{align*}
\] (25)

In formulation (25) \( x \in \mathbb{R}^n \) are the optimization variables (possibly with lower and upper bounds, \( x^L \in (\mathbb{R} \cup \{-\infty\})^n \) and \( x^U \in (\mathbb{R} \cup \{+\infty\})^n \)); \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is the objective function, and \( g : \mathbb{R}^n \rightarrow \mathbb{R}^m \) defines constraints. The functions \( f(x) \) and \( g(x) \) can be linear or nonlinear and convex or non-convex, and should be twice continuously differentiable. The constraints \( g(x) \) have lower and upper bounds \( g^L \in (\mathbb{R} \cup \{-\infty\})^m \) and \( g^U \in (\mathbb{R} \cup \{+\infty\})^m \). The equality constraints of the form \( g_i(x) = \bar{g}_i(x) \) can be specified by setting \( g^L_i = g^U_i = \bar{g}_i \); The constraint functions \( g \) can then be defined to reflect the equalities (7), (8), and (17a)-(17b), which are unalterable physical constraints, and the pump head limits (23d) as inequalities. The equations (22a)-(22b), (23a)-(23c), and (24a)-(24b) can be expressed as box constraints on the variables.

Our goal is to integrate the business functions and physical operations of the system. In the above formulations, we make a distinction between state and control variables. Whereas state variables reflect the physical state of the system, they cannot be directly controlled. The control variables are those that can be directly manipulated by the pipeline operators. The state variables are the volumetric flow rate \( Q_{ij} \) on each pipe \((i, j) \in \mathcal{E}_E\) in \( \text{m}^3/\text{s} \); the head \( H_j \) at each node \( j \in \mathcal{N} \) in m; and the actual efficiency \( \eta_{ij} \) of each pump \((i, j) \in \mathcal{E}_P\). The control variables are the drive rotation speed \( \omega_{ij} \) of each pump \((i, j) \in \mathcal{E}_P\) in Hz; the
optimized demand \( d_j \) at each node \( j \in \mathcal{N}_D \) in m\(^3\)/s; and the optimized petroleum supply \( s_j \) at each node \( j \in \mathcal{N}_S \) in m\(^3\)/s. Note that the last two variables are included only in Formulations 2 and 3, whereas in Formulation 1 they are fixed parameters.

The parameters that determine the physical properties and limitations of the pipeline system are the resistance coefficient \( \beta_{ij} \) in the Leibenzon equation, and length \( L_{ij} \) and diameter \( D_{ij} \) in m of each pipe \((i,j) \in \mathcal{E}_E\); pipe elevation \( z_j \) at each node \( j \) in m; the petroleum density \( \rho \) and viscosity \( \nu \); the pump coefficients \( a^0_{ij} \) and \( a^1_{ij} \) and nominal rotation speed \( \omega_{ij}^{nom} \), nominal flow rate \( Q_{ij}^{nom} \), and nominal efficiency \( n_{ij}^{nom} \) of each pump \((i,j) \in \mathcal{E}_P\); the minimum and maximum flow rates \( Q_{ij}^{min} \) and \( Q_{ij}^{max} \) on each pipe \((i,j) \in \mathcal{E}_E\); the minimum and maximum head \( H_{ij}^{min}, H_{ij}^{max} \) on each node \( j \in \mathcal{N}_P\); the minimum and maximum head difference \( H_{ij}^{min,j}, H_{ij}^{max,j} \) between discharge and suction of each pump \((i,j) \in \mathcal{E}_P\); and the price of electricity \( c_j \) at pump header nodes \( i \) for \((i,j) \in \mathcal{E}_P\).

Formulations 2 and 3 contain additional parameters for the prices offered by users of the system and the bound values for the inequalities (24a) and (24b) on shipper flow rates. These are the prices \( t_j \) and \( r_j \) offered by the seller (resp. buyer) at node \( j \) in $/m^3$; the minimum and maximum flow rates \( s_{ij}^{min} \) and \( s_{ij}^{max} \) in m\(^3\)/h at which the seller offers the commodity at the price \( t_j \) for each node \( j \in \mathcal{N}_S \); and the minimum and maximum flow rates \( d_{ij}^{min} \) and \( d_{ij}^{max} \) in m\(^3\)/h at which the buyer is willing to take the commodity at the price \( r_j \). We wish to emphasize that when Formulations 2 and 3 are intended to represent auction markets for liquid products transport, the triples \((t_j, s_{ij}^{min}, s_{ij}^{max})\) and \((r_j, d_{ij}^{min}, d_{ij}^{max})\) can be interpreted as bids to sell (resp. buy) the commodity at the given rates.

### 4.4 Dual Variables for Marginal Pricing

A major advance in the use of optimization to manage energy transport networks was made with the development of engineering economics for electric power system markets [11, 56]. Integrated decision making to determine generation setpoints and electricity spot pricing based on formal optimization is now at the core of wholesale electricity market operations throughout the world [46, 69, 33]. The application of optimization for this purpose is based on a key enabling insight. When the objective function of the resource allocation problem reflects the economic value that is provided by the energy delivery network, then the dual variables (Lagrange multipliers) associated with the optimal solution can be interpreted as marginal prices of the commodity at each location in the network. In a similar manner to previous work on auction market formulations for allocation or scheduling of compressible natural gas flows [53, 75], we propose that the Lagrange multipliers associated with equality constraint (8) reflect the sensitivity of the objective function to an increment in the withdrawal \( d_j \) for \( j \in \mathcal{N} \). Because the objective function \( J_P \) in (21) that is used in Formulation 3 reflects the total economic value provided to users of the petroleum pipeline system, the Lagrange multipliers that are associated with (8), which we denote by \( \sigma_j \) for \( j \in \mathcal{N}_P \), can be interpreted as prices of the transported commodity. In this study we focus on the proposed optimization formulations and the behavior and sensitivity of solutions, which we explore in the section 5, including an analysis of dual solutions. Further engineering economic analysis of liquid transport pipelines will remain for future work.
5 Results

We now present a computational study to examine the results of applying the proposed optimization formulations for flow allocation and automatic price formation of actual petroleum pipeline systems. The considered test case is synthesized based on physical and economic aspects on the Seaway Pipeline System using openly available information. We estimate unavailable parameters, such as pump properties, and added fictitious supply and consumption points to create a richer variety of possible solutions to examine in this and subsequent studies. We define all of the parameters in the optimization formulation using realistic physical and economic values. We perform a sensitivity analysis that focuses on the economic aspects of the pricing bid structure and outcomes. We first briefly review our computational implementation, summarize the solutions for the three formulations, and then discuss the sensitivity analysis outcomes.

5.1 Computational Implementation

The optimization problems are solved using IPOPT [65], which provides solutions to problems in the standard form (25). The formulations above are implemented using the programming language Julia [3], an open source and high-performance language for numerical computing. The JuMP package [15] is used as a modeling layer for the optimization problems. JuMP includes a convenient interface to IPOPT and can support a wide range of optimization tasks such as linear programming (LP), nonlinear programming (NLP), and mixed-integer nonlinear programming (MINLP). The implementation is available PetroleumModels.jl package [23], which includes the basis for nonlinear, non-convex problems that optimize a stationary liquid pipeline network, and can be used for academic and research purposes.

5.2 Seaway Test Case

To investigate the performance of algorithms for crude oil transportation problems similar to those proposed in previous studies [73, 20, 5, 29, 21], we present a physically and economically realistic pipeline network model and test case that includes auction market parameters drawn from prevailing price and quantity data in January of 2020. The basis for our synthesized example is the Seaway crude oil pipeline system shown in Figure 1, which has an average annual capacity of up to 950,000 barrels per day (bpd), equivalent to 6300 m$^3$/h, for transport through 30 in (76 cm) diameter pipes over a distance of 601 miles (968 km) between Cushing, Oklahoma and Freeport, Texas. Openly available data includes pipe lengths and diameters, as well as approximate geographical locations, but not metadata regarding hydraulic parameters or pumping equipment. The Seaway system is currently configured to transport crude oil from North to South. A schematic of the Seaway Pipeline System topology is given in Figure 2. The pipeline delivers crude oil to the Jones Creek terminal, but can also make deliveries to Freeport and Texas docks or to Enterprise ECHO terminal, as well as to Beaumont / Port Arthur, where the Seaway system connects to three terminals: Sunoco Nederland, Phillips 66 Beaumont, and Enterprise Beaumont Marine West.
Figure 2: Schematic of the Seaway Crude Pipeline Test System. The model has three producers (located at nodes N1, N9, N18) and two consumers (located at nodes N15, N23). There are nine pumps (P1-P9) in the system and thirteen pipes (L1-L13).

We model weakly compressible fluid flow by assuming constant and homogeneous fluid properties for transported crude oil. We use nominal values of 827 kg/m$^3$ for density $\rho$, and $4.9 \cdot 10^{-6}$ m$^2$/s for viscosity $\nu$. The inequality constraints (22a)-(24b) are parameterized by minimum and maximum bound values for pipe, pump, and shipper characteristics as shown in Table 1. The prices offered by the market participants are shown in Table 1 as well.
Table 1: Parameters used in bound values for inequality constraints

| Pipe Inequality Parameters | Min value | Max value |
|----------------------------|-----------|-----------|
| Flow rate, m³/h            | 500       | 5000      |
| Head, m                    | 30        | 740       |

| Pump Inequality Parameters | Min value | Max value |
|----------------------------|-----------|-----------|
| Efficiency, %              | 60        | 87        |
| Rotation speed, rpm         | 2400      | 3600      |

| Producer/Consumer Flow Rate Bounds, m³/h | Bid/Offer ($/m³) | Min value | Max value |
|------------------------------------------|------------------|-----------|-----------|
| Producer 1 (N1)                          | 300              | 360       | 2950      |
| Producer 2 (N9)                          | 300              | 360       | 2950      |
| Producer 3 (N18)                         | 300              | 360       | 2950      |
| Consumer 1 (N15)                         | 310              | 720       | 3600      |
| Consumer 2 (N23)                         | 310              | 720       | 3600      |

The lengths of pipeline sections and elevations are shown in Figure 3. In order to complete the hydraulic model, our synthesized network includes pumping machinery with standard equipment parameters (see Table 2), which is sufficient to pump the required volume of crude oil at the average statistical rate. The pumping systems in our model are powered by electric variable frequency drives, for which the variable cost of operation (excluding capital and regular maintenance) is the price of electricity. The range of electricity prices was chosen as 0.08-0.15 $/kWh, which corresponds to the prevailing January 2020 price range in the states of Oklahoma and Texas (Table 2).

Table 2: Standard pump model & electricity prices used in Seaway test case

| Nominal parameters | H-Q characteristics |
|--------------------|---------------------|
| Flow rate, m³/h    | Head, m             | Efficiency, % | Rotational speed, rpm | a₀ = 276.8 m |
| 3600               | 240                 | 87            | 3000                  | a₁ = 7.1 · 10⁻⁶ s²/m³ |
| Pump ID            | P1 | P2 | P3 | P4 | P5 | P6 | P7 | P8 | P9 |
| Electricity price, $/kWh | 0.12 | 0.12 | 0.13 | 0.11 | 0.12 | 0.15 | 0.15 | 0.08 | 0.14 |

5.3 Optimization Solutions
The optimization formulations were implemented and solved to local optimality using IPOPT on a commodity computing platform, which required less than 0.1 seconds in all instances.
The solutions obtained for all three formulations given in Section 4.3 are presented in Figures 3, 4, and 5.

Figure 3: Elevation along the pipeline (purple) and pump locations (vertical grey lines). Head solutions are given for Formulations 1 (blue), 2 (yellow), and 3 (black) for the nominal parameter set, as well as lower (green) and upper (red) bounds on head.

Figure 4: Flow rates along the pipeline system are shown for the nominal parameter set for solutions to Formulations 1 (blue), 2 (yellow), and 3 (black), and the lower (green) and upper (red) bounds on flow rate are shown.

First, we use Figure 3 to illustrate the geometry (length of pipeline sections) and elevation of the pipeline system, as well as the head configurations in the solutions to the three formulations. The nine main pumps with parameters that are described in Tables 2 are connected in series, and their locations are indicated with vertical lines in Figure 3. Observe that because in Formulation 1 the flow rate of consumers is fixed and the optimization objective is to minimize the cost of power used for pump operation, the lower bound constraints on rotation speed are binding for all the pumps. This results in the least energy system-wide pump operation that is required to satisfy the lower bound constraints on head throughout the system. In contrast, Formulation 2 maximizes the economic value of transportation provided by the system, which results in a redistribution of flows, as seen in Figure 4.
Observe that in the solution for Formulation 2, the suppliers at nodes N1 and N9 provide more petroleum, and the first consumer withdraws more than in the solution of Formulation 1. The total volume of the commodity transported in the solution of Formulation 2 is 10.2% greater than in the solution of Formulation 1. Next, we examine the pump control solutions obtained using the optimization. Figure 5 shows the efficiency and rotational speed of all nine pumps in the system for each of the three formulations. Though the increase of 23.35% in the value of transportation between the solutions to Formulations 1 and 2 comes with an increase of 22.4% in the cost of operations, the total value created by the system increases by 23.5%. In the solution to Formulation 3, the utilization of capacity on the system is optimized to produce the same flow to consumers and yields the same transportation service value. However, the different allocation from the suppliers results in a more efficient pump operating regime. The economic values and costs of transportation and system operations are compared for the three formulations by examining objective function values, as seen in Table 3.

Figure 5: Pump efficiency (left) and rotational speed (right) solutions obtained for Formulations 1 (cyan), 2 (yellow), and 3 (magenta) using the baseline parameter set. The lower (green) and upper (red) bounds on both parameters are indicated as well.

Table 3: Objective Function Values for Optimal Solutions

|                      | Expenses values, $/h |
|----------------------|-----------------------|
|                      | Formulation 1 | Formulation 2 | Formulation 3 |
| Transport Value ($J_E$) | 51484        | 63509        | 63463          |
| Pumping Energy ($J_O$)    | 1556         | 1904         | 1742           |
| Total Value ($J_P$)       | 49928        | 61647        | 61720          |
| Transported Volume ($m^3/h$) | 2521       | 5556         | 5556           |

In Table 3, the optimized value is highlighted for each formulation. Ultimately, we see that the total economic value created by the pipeline system is maximized by Formulation 3 as well as total transported volume of the product in 2.2 times. Though the cost of pumping energy is 11.9% greater than in the solution to Formulation 1, the overall increase in economic value is 23.27%. Taking into account an annual pipeline operating time of 8400 hours (with approximately 360 hours set aside for maintenance), the total additional economic value
Figure 6: Sensitivity to the price offered by the second producer of the supply $s_j$ and delivery $d_j$ flow rates (left) and duals $\sigma_j$ of the flow rate constraints (right) in the optimal solution of Formulation 3. Values are shown for producers 1 (node N1, blue), 2 (node N9, black), and 3 (node N18, yellow), and consumers 1 (node N15, red) and 2 (node N23, green).

provided by applying the solution to Formulation 3 in comparison with Formulation 1 is $100M$ per year, and the total volume of transported commodity increases by over 70%. Furthermore, if the flow allocation and pumping control cannot be jointly optimized (as in Formulation 3) for business reasons, it is advantageous to prioritize the economic objective function as in Formulation 2 rather than the operating costs as in Formulation 1. Finally, we note that for this baseline parameter set the triples at the bottom of Table I constitute participant price/quantity bids to sell $(t_j, s_j^{min}, s_j^{max})$ and buy $(r_j, d_j^{min}, d_j^{max})$ into the auction market. For these bids, the cleared price solutions $\sigma_j$ at the nodes N1, N9, N18, N15, and N23 with participants are equal to the sell or buy bids $t_j$ or $r_j$, respectively.

5.4 Sensitivity Analysis

Here we discuss a sensitivity analysis of the liquid pipeline flow allocation problem given in Formulation 3, by examining the variation about the nominal solution (obtained with baseline parameters) described in the previous section. Broadly speaking, a sensitivity analysis can assist in determining the set of model parameters that preserve the solution outcome, the types of restrictions on the form of the objective function that yield acceptable results, and the influence of changes to constraint bound values on the objective function value. Further, the ability to change the value of a variable in the optimal solution can be examined by adjusting parameters. In other words, if a binding constraint determines a variable value, determine conditions which cause the constraint to loosen and change the optimal value of the variable.

The parameters of the pipeline that determine its characteristics both from the economic
Figure 7: Sensitivity to the price bid by consumer 1 of the supply $s_j$ and delivery $d_j$ flow rates (left) and duals $\sigma_j$ of the flow rate constraints (right) in the optimal solution of Formulation 3. Values are for producers 1 (node N1, blue), 2 (node N9, black), and 3 (node N18, yellow), and consumers 1 (node N15, red) and 2 (node N23, green).

and technical points of view, are the head developed by the pumping stations, the number of petroleum pumping stations, and pipeline productivity (determined by the flows). All parameters are interconnected, so that a change in one of them entails a change in all the others. In this study, we focus on the sensitivity of the physical and marginal pricing outcomes with respect to changes in the price bids $t_j$ and $r_j$ of producers and consumers of the commodity. In Figure 6, we show the dependence of supply and delivery flow rates on changes in selling price at which producer 2 (located at node N9). There, we observe that the supply flow rate of producer 2 sharply decreases as the price of producer 2 increases above $300\ $/m^3$. As the price offered by that producer increases past $310$, buyers are not willing to purchase the commodity, and the market clears supply by producer 2 at the minimum level required to maintain operating constraints (on head and pumps). The supplies from producers 1 and 3 are increased to compensate, and the demand of consumer 1 decreases. Consumer 2 is able to procure more crude oil because producer 3 and consumer 2 are downstream of the price transition at node N9. We also examine the dual solution corresponding to the flow balance constraint, which we interpret as locational marginal prices of crude oil. When the offer price of producer 2 is below the baseline of $300$, the price of the commodity at node N9 takes that value. However, as the offer price increases past $300$, the cleared market price at node N9 stabilizes at a value of approximately $306$, which is the maximum value when all other the parameters of the system and participant bids are held at the baseline values. Figure 7 is similar to Figure 6, but illustrates the dependence of supply and delivery flow rates and the marginal prices on the bid made by consumer 1. When the bid is below the lowest producer price of $300$, the upstream producers 1 and 2 provide the minimum flow necessary to maintain feasible head and pump characteristics. Note that the cleared value...
Figure 8: Sensitivity to the price bids of the pump rotation speeds and efficiencies in the optimal solution of Formulation 3, with detail near the inflection point. The dependence of rotation speed on the bids of consumer 1 (top left) and producer 2 (bottom left), and the dependence of efficiency on the bids of consumer 1 (top right) and producer 2 (bottom right) are shown. Price levels of $295 (blue), $300 (purple), $305 (yellow), and $310 (black) are considered, and the upper (red) and lower (green) bound values are indicated.

of crude oil for producer 2 and consumer 1 is actually below the bid and offer prices, at $299 and $298, respectively. The cleared price is below this minimum bid because there is a nonlinear component in the objective function that includes the cost of pump operations to bring the commodity downstream. The engineering constraints on the pumps are binding at the Consumer 1 bid values in which this counter-intuitive solution occurs. The pump efficiency and rotational speed of pumps 1 to 4 bind at the minimum, so that the cleared price reflects the operational requirement to operate these pumps, even though it is not economical to do so. As the bid price of consumer 1 increases above $300, the incremental value of supply increases for producer 2, so that the flows of both these participants increase significantly until an upper bound constraint on flow in the pipeline binds. At the consumer 1 price of $310, the efficiency of pumps P5, P6, and P7 nearly binds at the upper limit (Figure 8) resulting in the maximum possible flow of $3472 \text{ m}^3/\text{h}$ on pipe L5. Finally, observe the non-monotone change in the supply flow of producer 3 and delivery flow to consumer 2. This behavior arises from the nonlinear, non-convex nature of the system-wide optimization problem, and in particular the region defined by the inequality constraint set. Such non-monotone properties of sensitivities to optimal solutions in energy networks have been demonstrated in the AC power flow problem [28]. Similar effects can be seen by examining the head, flow, and pump performance configuration of the pipeline system as the price parameters are varied from the inflection point.

In Figure 9, we see that as the price bid of consumer 1 decreases from the nominal value
of $310, consumer 1 is allocated less flow, which causes the head to be decreased upstream of pumps P6 and P7 to maintain head lower bounds, while the head increases downstream because the pumps are able to operate more efficiently.

Conversely, in Figure 9, we see that as the price offer of producer 2 increases from the nominal value of $300, the flow supplied by producer 2 decreases, so the head upstream of consumer 1 and pumps P6 and P7 decreases, whereas the head downstream of consumer 1 and pumps P6 and P7 increases because the pipeline flow decreases, and the pumps are able to operate more efficiently.

Figure 10: Sensitivity to the price bids of the pipeline flow allocation in the optimal solution of Formulation 3, with detail near the inflection point. The dependence of flow rates on the bids of consumer 1 (left) and producer 2 (right) at values of $295 (blue), $300 (purple), $305 (yellow), and $310 (black), as well as the upper (red) and lower (green) bound values on flow, are shown.

The relationship between head and flow in the pipeline for optimal solutions under variation of price inputs can be seen in Figure 10. In the situations where either the consumer 1 price or the producer 2 price is varied, the head in a pipeline section decreases as the flow through that pipeline section decreases, and the converse holds as well. Furthermore, observe in Figure 8 that pump efficiency increases as rotational speed increases, but also
that the pumps operate more efficiently when lower flow rates prevail. The variation in the operating efficiency of the pumps is strongly dependent on location in the pipeline system, and the optimal configuration of head and flow.

Finally, we consider the sensitivity of the terms in the objective function on the variation in the same price parameters as examined above. In Figure 11, we see that a large economic value is created when the producer price is low, and this value decreases as the producer price increases. A change in the bid by consumer 1 from $280 to $325 reflects a significant impact on the economic and energy expenditure components of the objective function, as in the case of the variation in the offer by producer 2 over the same range of prices. Observe that in both cases, as the consumer bid exceeds the producer offer, the pumping energy is increased to maximize capacity utilization.

![Figure 11: Sensitivity to the price bids of the objective function values for the optimal solution of Formulation 3, with detail near the inflection point. The dependencies of the economic component (blue) and the pump operational cost (purple) on producer 2 price (left) and consumer 1 price (right) are shown.](image)

6 Conclusion

We have developed a general optimization-based methodology for determining flow allocation solutions for liquid pipeline systems with general network topology based on engineering economics. The behavior of participants in the petroleum and petroleum products supply chain is modeled using a two-sided single auction market. The problem is solved subject to equality constraints that represent the physics of weakly compressible fluid flow through pipes and models the mechanics of centrifugal pumping equipment that is used to propel fluid flow through the pipeline. The problem includes inequality constraints that reflect the operating limits on flows, pressures, and other state and control variables. Using a realistic case study, we compare and contrast three optimization formulations that minimize operating costs, maximize economic value of transportation, and integrate these first two objectives. Further, we interpret the Lagrange multipliers obtained as optimization output as prices of the transported commodity and perform a perturbation analysis on the economic parameters in order to understand the sensitivity of optimal physical and economic outcomes to changes in the prices that participants bid into the market. We show that substantial
economic benefits can be created by the optimal use of frequency-controlled electric drive pumping machinery. With an unregulated electric drive, the efficiency of pumps and electric motors depends on the load and decreases when the pipeline capacity decreases, whereas the degrees of freedom afforded by adjustable electric drives enables enhanced utilization of pipeline capacity. Ultimately, our engineering economics approach could be used by liquid pipeline managers as a decision support tool for integrated financial and physical operations of their systems to be responsive to customer requirements and energy prices. The optimization approach that we develop can be calibrated to more specialized situations, such as with specific liquid properties (e.g. viscosity, boundary interactions) [61], accounting for the properties of gathering systems [13], multi-product pipelines [12, 51, 6, 30], and batching problems [31]. Extension to the optimization of water transport systems [19] is possible as well. Fundamentally, the use of more efficient and responsive liquids pipeline flow allocation and scheduling could mitigate the substantial carbon dioxide emissions of crude oil transportation and refining [22].
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