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Abstract

Jiménez, J.C. Full Bayesian Modeling for fMRI Group Analysis. Tese (Doutorado) - Instituto de Matemática e Estatística, Universidade de São Paulo, São Paulo, 2017.

Functional magnetic resonance imaging or functional MRI (fMRI) is a non-invasive way to assess brain activity by detecting changes associated with blood flow. In this work, we propose a full Bayesian procedure to analyze fMRI data for individual and group stages. For the individual stage we use a multivariate dynamic linear model (MDLM), where the temporal dependence is modeled through the state parameters and the spatial dependence is modeled only locally, taking the nearest neighbors of each voxel location. For the group stage we take advantage of the posterior distribution of the state parameters obtained in the individual stage and create a new posterior distribution that represents the updated beliefs for the group analysis. Since the posterior distribution for the state parameters is indexed by the time \(t\), we propose an algorithm that allows on-line estimated curves of the state parameters to be drawn and posterior probabilities computed in order to assess brain activation for both individual and group analysis. We propose an alternative analysis for the group stage using a Gaussian process ANOVA model, where the on-line estimated curves obtained in the individual stage are modeled as a functional response. Finally, we assess our proposed modeling procedure using real resting-state data and computing empirical false-positive brain activation rates.

**Keywords:** Dynamic linear model, functional MRI, Gaussian process ANOVA model.
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Chapter 1

Introduction

Magnetic resonance imaging (MRI) is a non-invasive technique that is used to create elaborate anatomical images of the human body. Specifically, this technique can be used to obtain detailed brain images that can help to identify different types of tissue such as, for example, white matter and gray matter, and can also be used to diagnose aneurysms and tumors. Another important facet of this technique is that it can be used to visualize dynamic or functional activity in the brain. Functional Magnetic Resonance Imaging (fMRI) can be described as a generalization of the MRI technique, where the focus is not just one high-resolution image of the brain, but rather a sequence of low-resolution images that allows for identification, at least in an indirect way, of neuronal activity through the blood-oxygen-level dependent (BOLD) contrast. Statistical models are very useful for analyzing the post-processed data that compose the sequence of images obtained in an fMRI experiment. As we will see in the following chapters of this manuscript, the fMRI data present a spatiotemporal feature that usually is ignored in most experiments based on this technique. For example, the most popular statistical model used to identify a brain-region reaction to an external stimulus is the normal regression linear model, usually known as GLM in the fMRI literature, which assumes spatiotemporal independence among the data, an unrealistic assumption that can lead to incorrect inference, as we will show later. It is worth mentioning that in the fMRI literature, a variety of Bayesian models has been proposed (see Zhang et al. [2015] for a detailed review of the subject), where some of them account for the spatiotemporal structure present in this type of data.

\[
\begin{align*}
\text{Observation:} & \quad Y_t &= F_t' \Theta_t + \nu_t' \\
\text{Evolution:} & \quad \Theta_t &= G_t \Theta_{t-1} + \Omega_t \\
\nu_t &\sim N[0, \Sigma_t], \\
\Omega_t &\sim N[0, \Sigma_t].
\end{align*}
\]

In this thesis we propose a procedure to model fMRI experiments that is related to Block and Event-Related designs. For the voxel-wise individual analysis we use a Bayesian multivariate dynamic linear model (1.1) to identify local brain reactions related to the design being performed. Our main purpose using this type of modeling is to take into account both the temporal structure, through the evolution equation in 1.1, and the local spatial structure, through the matrix $\Sigma$. Since this type of model is mainly used to forecast, there is not a clear way -at least to our knowledge- how to make inferences on the effects $\Theta_t$. West & Harrison [1997] stated that one can make an inference on the state $\Theta_t$, making use of the posterior distribution $p(\Theta_t|D_t)$, which is available for every $t \in \{1, \ldots, T\}$. Thus, if one wants to test, for example, $\{\Theta_t > 0\}$ (which will be our case), some questions arise. Is it necessary to do this test for every $t$ that is observed, or is it enough to take only the last period $T$, given the sequential update mechanism of $P(\Theta_t|D_t)$? In case that one decides to perform the test for every $t$ is likely that the test $\{\Theta_t > 0\}$ can be accepted for some observations and rejected for the remaining, then how can one conclude whether the test of interest is true or false? In this sense, we take advantage of the posterior distribution $p(\Theta|D_t)$ and the
Monte Carlo integration technique to propose a simple way to perform the test in question, based on the joint distribution \( p(\Theta_k, \Theta_{k+1}, \ldots, \Theta_T|D_t) \), where \( k \in \{1, \ldots, T\} \) must be carefully chosen. In chapter 2 we explain the theoretical aspects of this model in more detail.

For the voxel-wise group analysis, we take the posterior distribution \( p(\Theta|D_t) \) as an input for this stage and propose three different alternatives to perform the inference related to brain activation patterns in a single group and the comparison of the brain activation patterns between two groups. One alternative is an inference procedure based on the last posterior distribution \( p(\theta_T|D_T) \). The other relies on the same idea for the individual analysis mentioned above, and the last option is based on Bayesian functional ANOVA modeling using Gaussian process prior distributions (Kaufman & Sain [2010]). In the latter case, Kaufman & Sain [2010] developed graphical displays to analyze the sources of variability and the effects on functional response, but they left the formal testing for future work. We handle this last problem proposing an inferential procedure based on posterior probabilities and Monte Carlo integration. These procedures will be implemented in an R package for free use.

Outline

In the remaining part of this chapter we introduce basic concepts on fMRI experiments, going through the explanation of what is a Magnetic Resonance Image (MRI) and the acquisition process in a functional Magnetic Resonance Image (fMRI) experiment. We also explain the important concepts of blood-oxygen-level dependent (BOLD) contrast imaging and the hemodynamic response function. We then introduce the construction of the expected BOLD response, the definition of GLM, and finally, we mention some of the most popular software packages for fMRI data analysis and the models implemented in them. In chapter 2 we give theoretical background on dynamic linear models and the Gaussian process ANOVA model. In chapter 3, we present our proposal for the voxel-wise group analysis, which includes the individual stage.

1.0.1 What is a Magnetic Resonance Image (MRI)?

We now give a brief description of what a Magnetic Resonance Image is. This can be important in order to understand some basic characteristics of the random variables we are going to use. It is worthwhile to point out that some preprocessing is necessary in this type of image in order to take raw data from the scanner and prepare them for statistical analysis. Some of the steps usually applied in the image preprocessing are motion correction, slice timing correction, spatial filtering, intensity normalization, and temporal filtering. Here we are not going to explain those in detail, the interested reader can refer to Poldrack et al. [2011]. In this case, an MRI can be viewed as a matrix of numbers that correspond to spatial locations. When we view an image, we do so by representing the numbers in the image in terms of grayscale values and each element in the image is called as a voxel, which is the three-dimensional analog to a pixel. See figure 1.1 for a visual description.
1.0.2 What is an fMRI experiment?

An MRI is usually a high-resolution picture of the brain that is obtained using an MRI scanner. See the right panel in figure 1.2). For that purpose, the individual has to lie in the scanner for a period of time, usually 5 minutes, in a rest state until the entire brain is scanned. This type of image can help to identify different types of tissue, such as, for example, white matter and gray matter, and can also be used to diagnose aneurysms and tumors. On the other hand, an fMRI experiment is a process where the individual has also to stay lying in the scanner and for the same period of time –five minutes– but up to 100 low-resolution images can be obtained. See the left side of figure 1.2). In an fMRI experiment, the individual can receive a sequence of stimuli according to a specific design or just stay in a resting position without any external stimulation.

Figure 1.1: An image as a graphical representation of a matrix. The grayscale values in the image on the left correspond to numbers, shown for a specific set of voxels in the closeup section on the right ([Poldrack et al., 2011]).

Figure 1.2: Left panel: Differences between MRI and fMRI images. Right panel: The MRI scanner at the Institute of Radiology of the University of São Paulo.

The types of stimuli presented to the subject in the scanner in an fMRI experiment depend on the interests of the researcher, and usually include redsensory, visual and/or auditory stimuli. There are three different types of experimental designs or paradigms that are usually applied in an fMRI experiment: block design, event-related design, and a composition of the two. In a block design, a stimulus is presented in a continuous way, say, in intervals with durations of 20 to 30 seconds, with sequences of resting intervals where the stimulus is not presented. See panel (a) of figure 1.3. On the other hand, in an event-related design, a stimulus of short duration –2 seconds or less– is presented, followed by more long periods of rest. In this kind of paradigm, the stimuli can be presented in a random or fixed way. See panel (c) of figure 1.3. In general, block design are statistically powerful and straightforward to analyze. The disadvantage of this design is that the participant may start to predict or anticipate the task. In contrast, event-related design can be more easily randomized because of the short stimulus duration, and allows for stimulus events from
different experimental conditions to be displayed in one run, something that is not possible with block designs. The main disadvantage of this type of design is the weak signal-to-noise ratio (SNR), leading to a loss of statistical power. In general, the paradigm chosen will depend on the goal of the experiment (Kashou [2014]).

![Figure 1.3: Some alternatives of designs broadly used in fMRI experiments.](image)

1.0.3 The blood-oxygenation-level dependent (BOLD) signal and the hemodynamic response function (HRF)

Above, we briefly described what an MRI is in terms of numeric information. Now we explain how the neural activation, at least in an indirect way, can be pictured in a sequence of MRI or in an fMRI experiment, and in order to do so, we refer to Poldrack et al. [2011]: "The most common method of fMRI takes advantage of the fact that when neurons in the brain become active, the amount of blood flowing through that area is increased. This phenomenon has been known for more than 100 years, though the mechanisms that cause it remain only partly understood. What
is particularly interesting is that the amount of blood that is sent to the area is more than is needed to replenish the oxygen that is used by the activity of the cells. Thus, the activity-related increase in blood flow caused by neuronal activity leads to a relative surplus in local blood oxygen. The signal measured in fMRI depends on this change in oxygenation and is referred to as the blood-oxygenation-level dependent, or BOLD signal. In figure 1.4 we can see the shape of the hemodynamic response function (HRF), which is the picture over time of the change of the BOLD signal. Thus, when the neuronal activity increases in a specific region of the brain, the BOLD signal also does, and the electromagnetic field generated by the MRI scanner captures those changes, allowing the phenomenon to be transformed into numeric information.

![Hemodynamic Response Function](image)

**Figure 1.4: Hemodynamic Response Function: h.**

### 1.0.4 The observed and expected BOLD signal

One of the main objectives in an fMRI experiment is to identify a brain reaction in response to some controlled external stimuli, in other words, to look for changes in the BOLD signal related to some experimental manipulation. In order to do that, one can use any of the designs mentioned above. For example, in the figure 1.5 (left panel), we can see the observed BOLD signal and the block design stimuli for a particular voxel. In that case, the goal will be to find the voxel time series (i.e., the observed BOLD signal) that matches this pattern (block design). We can see, though, that the BOLD signal does not follow the block stimuli very well, due to slow physiological response.

In this thesis, we do not deal so much with the properties of the BOLD response because it is not on the scope of this work, but we use its properties to create a predictor that will model the BOLD signal as accurately as possible. If the reader is interested to know more about the BOLD response and its properties, refer to to Poldrack et al. [2011]. Thus, the stimulus time series, $f$ (such as in figure 1.5, left panel) is blended with an HRF, $h$ (such as figure 1.4), creating a shape that more closely represents the shape of the BOLD response, which is usually called “expected BOLD response.” See figure 1.5 right panel. This operation is given by the convolution

$$x(t) = (h * f)(t) = \int h(\tau)f(t - \tau)d\tau$$  \hspace{1cm} (1.2)
Choosing an appropriate HRF is the key to capturing the best shape possible, which will ensure a good fit of the model being used (in our case, it will be a Bayesian multivariate dynamic linear model) on the BOLD observed when the signal is present ([Poldrack et al., 2011]).

1.1 Statistical modeling of the BOLD signal

The most widely-used statistical model among users of the fMRI technique is the so-called General Linear Model (GLM), which is simply a normal linear regression model. There are several reasons that help to explain the popularity and success of this model in the fMRI field, but two very important ones are: its simplicity and robustness; and the fact that it can can be found as a standard tool in the most popular packages for fMRI data analysis. The usual specification of this model is given by

$$Y_v(t) = x(t)\beta_v + \epsilon_v, \quad \epsilon_v \sim N(0, \sigma^2),$$

for $v = 1, \ldots, V$ and $t = 1, \ldots, T$, where $V$ is the number of voxels in the fMRI array and $T$ is the number of observations in each time series. $Y_v(t)$ and $x(t)$ are the observed (obtained from the scanner) and expected (obtained from equation 1.2) BOLD response, respectively. Then the parameter $\beta_v$ will inform about the time series voxels ($Y_v$) that match with expected BOLD response $x(t)$. In this type of modeling, a key feature of any fMRI dataset is totally ignored: the spatio-temporal relationships. Thus, in the model 1.1, independent observations inside each voxel (temporal independence) are assumed, as is independence among voxels (spatial independence), both unrealistic suppositions. One of the main consequences of performing this type of analysis is getting incorrect inferences about the $\beta_v$ parameter and a high rate of false positives, in other words, identifying a brain activation when it really does not exist. A common practice to fix this problem is to use some sort of corrections, like the Bonferroni correction or spatial extent methods (Worsley & Friston [1995]), among others. For instance, in figure 1.6 we can see an example of an
activation of the visual cortex. In the left panel, the inference is performed without any type of correction and in the right panel, a Bonferroni correction is used. From this example, we might think that this kind of method could help solve the problem of detecting a false activation pattern. However, Eklund et al. [2012] and Eklund et al. [2016] evaluate the most common software packages for fMRI analysis using real data, and they find that in general, those correction methods do not work very well. Specifically, they use resting-state data and a total of 3 million random task group analyses to compute empirical familywise error rates. For a nominal familywise error rate of 5%, parametric statistical methods are shown to be conservative for voxelwise inference (e.g., using the Bonferroni method) and invalid for clusterwise inference (e.g., using spatial extent methods).

![Figure 1.6](image_url)

**Figure 1.6:** (a) Visual cortex activation without Bonferroni correction (a high rate of false activations or detected activations outside the visual cortex). (b) Visual cortex activation with Bonferroni correction (activation detected only in the visual cortex).

### 1.1.1 Group analysis

In fMRI studies, it is very common to perform group experiments, where the main interest could be to study either group activation or compare the activation response between two groups (e.g., patients versus controls). In order to do so, the analysis is divided in two stages. In the first stage, for each individual in each group, a statistical model (usually a GLM as in equation 1.1 or a Multivariate DLM, as will be the case in this thesis) is used to model the BOLD response as described above. In the second stage, the $\beta_{vij}$ parameters obtained in the first are used to compute the group effect. Thus, for the $j-th$ group and the $v-th$ voxel the average effect is given by

$$\bar{\beta}_{vj} = \frac{\sum_{i=1}^{n_j} \beta_{vij}}{n_j},$$

where $n_j$ is the sample size of the group $j$, for $j = 1, ..., m$. For example, when $m = 2$ one could perform any of the following tests: \{ $\bar{\beta}_{v1} > \bar{\beta}_{v2}$ \}, \{ $\bar{\beta}_{v2} > \bar{\beta}_{v1}$ \}, \{ $\bar{\beta}_{vj} > 0$ \} and \{ $\bar{\beta}_{vj} = 0$ \}. The type of test to be performed rely on the interest of the researcher.
1.1.2 About software packages for fMRI analysis

The most common software packages for fMRI analysis are SPM, FSL and AFNI. Among them, only SPM has a complete option for Bayesian modeling for both first-stage and second-stage analysis. For the first-level analysis, the user can use spatial priors for regression coefficients and regularized voxel-wise $AR(p)$ models for the fMRI noise processes. The second stage uses the empirical Bayes algorithm with global shrinkage priors. However, those stages are not connected. In other words, the second stage does not use the results obtained in the first stage. Thus, if the user wants to perform Bayesian modeling in the second stage, then he or she must have already estimated a frequentist model in the first stage and used those estimations as an input for the second, which means that with SPM it is not possible to perform fully Bayesian modeling for group fMRI analysis. In the case of FSL there is only a Bayesian option for the second stage or group comparison. In the AFNI package, there are only frequentist modeling options.
Chapter 2

Concepts and Foundations

In this chapter, we review some concepts and theoretical results that are necessary for the achievement of the goals we want to reach in this thesis. Most of them are known results in the literature of Bayesian analysis. First, we review the Bayesian multivariate dynamic linear model (MDLM), which will be useful for modeling the observed BOLD response. We define the model and show the update theorem as in West & Harrison [1997]. Something that is worth mentioning here is that we also propose a procedure to perform inference on the dynamic parameter $\theta_t$, which is presented along with the other known results. Second, we present the functional ANOVA model (Kaufman & Sain [2010]) which will be useful to perform the group comparison in an fMRI experiment. In that work, Kaufman & Sain [2010] defines a generalization of the functional ANOVA model, performs the computation of the variance components as it is done in Gelman et al. [2005], and propose graphical displays to analyze functional parameters of the functional ANOVA model. They leave the inferential procedure for the functional parameters as future work or an open problem. We propose a simple procedure based on Monte Carlo integration to compute posterior probabilities and perform the inference needed to identify differences between groups.

2.1 Bayesian multivariate dynamic linear model

The general theory of the MDLM is presented in Quintana [1987] and West & Harrison [1997]. Despite this model having been conceived for forecasting, in this thesis it is used for a different purpose: size effect estimation. In other words, we focus our interest on the estimation of, and inference on, the state parameter $\Theta_t$. The framework developed in the references above is as follows. Suppose that we have a vector $Y_t$, which can be modeled in terms of observation and evolution or state equations as follows.

\[
\begin{align*}
\text{Observation:} \quad Y_t &= F_t' \Theta_t + \nu_t' \\
\text{Evolution:} \quad \Theta_t &= G_t \Theta_{t-1} + \Omega_t.
\end{align*}
\]  

(2.1)

Where, for each $t$ we have

- $Y_t = (Y_{t1}, \ldots, Y_{tq})'$, the $q$ - vector of observations at time $t$;
- $\nu_t' = (\nu_{t1}, \ldots, \nu_{tq})'$, the $q$ - vector of observational errors at time $t$;
- $\Theta_t = [\theta_{t1}, \ldots, \theta_{tq}]$, the $p \times q$ matrix whose columns are the state vectors related to each of the $q$ - observational equations in 2.1.
- $\Omega_t = [\omega_{t1}, \ldots, \omega_{tq}]$, the $p \times q$ matrix whose columns are the evolution errors of each of the $q$ - evolution equations in 2.1.

In the model given by 2.1, both $F_t'$ and $G_t$ are common to each of the $q$ univariate DLM. This is a key aspect of this model for the case studied in this thesis, because, as we will show in the next chapter, $F_t'$ and $G_t$ are the same for every voxel in our fMRI one-subject analysis. Another
important aspect related to model 2.1 highlighted by West & Harrison [1997] is that this model is appropriate in applications when several similar series are to be analyzed. In figure 2.1, we can see a cluster of temporal series related to an fMRI experiment where it is clear they are similar and evolve together. This is a common behavior of fMRI time series when neighborhoods of voxels are analyzed.

![Figure 2.1: Cluster of neighboring series from the visual cortex obtained under a block design applying visual stimulus.](image)

Now to proceed, it is necessary to identify the distributions of the observational error vector $\nu_t$ and the evolution error matrix $\Omega_t$. The former is multivariate normal,

$$\nu_t \sim N[0, V_t \Sigma],$$

independently over time, where $\Sigma$ defines the cross-sectional covariance structure for the multivariate model. The latter is a matrix-variate normal distribution (Dawid [1981]), described as follows.

The random matrix $\Omega_t$ has a matrix normal distribution with mean matrix $0$, left variance matrix $W_t$ and right variance matrix $\Sigma$. The density function is given by

$$p(\Omega_t) = k(W_t, \Sigma) \exp \left( -\frac{1}{2} \text{trace} \left[ \Omega_t W_t^{-1} \Omega_t \Sigma^{-1} \right] \right),$$

where

$$k(W_t, \Sigma) = (2 \pi)^{q_n/2} |W_t|^{-q/2} |\Sigma|^{-n/2}.$$

The distribution for $\Omega_t$ is given by

$$\Omega_t \sim N[0, W_t, \Sigma].$$

Suppose also that the initial prior for $\Theta_0$ and $\Sigma$ is matrix normal/inverse Wishart ([Quintana, 1987][Chapter 3]), namely

$$(\Theta_0, \Sigma|D_0) \sim NW_{n_0}^{-1}[m_0, C_0, S_0],$$  \hspace{1cm} (2.2)
for some known defining parameters \( m_0, C_0, S_0 \) and \( n_0 \). \( D_t \) are the data observed at time \( t \). Then, for all times \( t > 1 \), the following results apply.

## 2.1.1 Update Theorem and Posterior Inference

**Theorem 2.1.1 (Actualization theorem)** One-step forecast and posterior distributions in the model 2.1 are given, for each \( t \), as follows.

(a) **Posteriors at** \( t - 1 \):

For some \( m_{t-1}, C_{t-1}, S_{t-1} \) and \( n_{t-1} \),

\[
(\Theta_{t-1}, \Sigma|D_{t-1}) \sim NW_{n_{t-1}}^{-1} [m_{t-1}, C_{t-1}, S_{t-1}],
\]

(b) **Priors at** \( t \):

\[
(\Theta_t, \Sigma|D_{t-1}) \sim NW_{n_t}^{-1} [a_t, R_t, S_{t-1}],
\]

where \( a_t = G_t m_{t-1} \) and \( R_t = G_t C_{t-1} G_t' + W_t \).

(c) **One-step forecast:**

\[
(Y_t|\Sigma, D_{t-1}) \sim N [f_t, Q_t\Sigma],
\]

with marginal

\[
(Y_t|D_{t-1}) \sim T_{n_{t-1}} [f_t, Q_t S_{t-1}],
\]

where \( f_t' = F_t a_t \) and \( Q_t = V_t + F_t R_t F_t \).

(d) **Posterior at** \( t \):

\[
(\Theta_t, \Sigma|D_t) \sim NW_{n_t}^{-1} [m_t, C_t, S_t],
\]

with \( m_t = a_t + A_t e_t' \) and \( C_t = R_t - A_t A_t' Q_t \), \( n_t = n_{t-1} + 1 \) and \( S_t = n_t^{-1} [n_{t-1} S_{t-1} + e_t e_t'/Q_t] \),

where \( A_t = R_t F_t Q_t \) and \( e_t = Y_t - f_t \).

Full details of the proof appear in Quintana [1987].

As a consequence of the update theorem, we have that the posterior marginal distribution of \( \Theta_t \) is given by

\[
(\Theta_t|D_t) \sim T_{n_t} [m_t, C_t, S_t],
\]

(2.3)

where \( T_{n_t} [m, C, S] \) is called the matrix T distribution (Dawid [1981]).

**Posterior Inference**

As we can see from the above results, there is a posterior distribution \( p(\Theta_t|D_t) \) for each time \( t \), for \( t = 1, \ldots, T \). We mentioned at the beginning of this chapter that our main interest with the MDLM is to perform inference on \( \Theta \) rather than forecast \( Y_t \). Thus, any necessary inference to be performed could be based on posterior probabilities. For example, West & Harrison [1997] define a measure of evidence against of the hypothesis \( \theta_{1t} = 0 \) as

\[
\alpha = Pr \left[ F_{q,n_t} \geq q^{-1} m_{1t}' C_{1t}^{-1} m_{1t} \right],
\]
where \( \theta_{1t} \), \( m_{1t} \) and \( C_{1t} \) are subsets of \( q \) elements from \( \Theta_t \), \( m_t \) and \( C_t \) respectively, and \( F_{q,n_t} \) denotes a random quantity having the standard \( F \) distribution with \( q \) degrees of freedom in the numerator and \( n_t \) in the denominator. Thus, a small value of \( \alpha \) indicates rejection of the hypothesized value \( \theta_{1t} = 0 \) as unlikely.

To our knowledge, this last reference is perhaps the only one in the DLM literature that defines a formal testing procedure for the state parameters \( \theta_t \). However, a question arises from this test procedure: must this test be performed for all \( t \in \{1, \ldots, T\} \), or is it enough to test for a subset \( t \in \{m, \ldots, T\} \), for \( m > 1 \)? We propose two ways to test \( H_0 : \theta_{1t} = \theta_{0t} \), where \( \theta_{0t} \) is a subset of the parameter space associated to \( \Theta_t \). The first is a simple test procedure based on the last posterior distribution \( p(\Theta_T|D_T) \), taking advantage of the sequential update procedure from the update theorem. Thus, the last posterior distribution \( p(\Theta_T|D_T) \) can be seen as the most recent belief update of \( \Theta_t \), and the measure of evidence against \( H_0 \) is a simple posterior probability. The second test procedure is based on the posterior distributions \( p(\Theta_m|D_m), p(\Theta_{m+1}|D_{m+1}), \ldots, p(\Theta_T|D_T) \), for \( m \in \{1, \ldots, T\} \). The choice of \( m \) may depend on the particularities of the application. We discuss that choice in more detail in the next chapter. We define the next algorithm to draw curves \( \theta = (\theta_m, \theta_{m+1}, \ldots, \theta_T) \) (or on-line estimated trajectory of \( \theta_t \)).

### Algorithm 1

1. **procedure** MyProcedure
2. Draw \( \theta^{(k)}_t \) from \( p(\theta_t|D_t) \) for \( t = 1, \ldots, T \)
3. Draw \( \nu^{(k)}_t \) from \( p(\nu_t|D_t) \) for \( t = 1, \ldots, T \)
4. Compute \( y^{(k)}_t = F_t \theta^{(k)}_t + \nu^*_t \) for \( t = 1, \ldots, T \)
5. Compute \( p(\theta^{(k)}_t|D_t) \) for \( t = 1, \ldots, T \) and take \( \tilde{\theta}^{(k)}_t = E(\theta^{(k)}_t|D_t) \)
6. Let \( \tilde{\theta}^{(k)} = (\tilde{\theta}^{(k)}_m, \ldots, \tilde{\theta}^{(k)}_T) \)

Then, our measure of evidence is computed as

\[
p(\theta \in \theta_0) = E(1(\theta_0 \in \theta_0)) \approx \frac{\sum_{k=1}^{N} 1(\theta^{(k)}_t \in \theta_0)}{N},
\]

where \( \theta_0 \) is a subset of the parameter space associated with \( \Theta_t \). It can be noticed that this last procedure is only suitable for a composite hypothesis. In the next chapter, we explain why composite hypothesis are more appropriate in order to detect voxel activation. However, we could also define sharp hypotases of the form \( H_0 : \theta_{1t} = \theta_{0t} \) using the Fully Bayesian Significance Test (FBST) \((\text{Pereira et al. [2008]})\). In the R package we intend to build with the results obtained from this thesis, the user will be able to choose the best test procedure -composite or sharp- according to his or her needs.

### 2.2 Gaussian Process ANOVA Model

In this section, we present the Bayesian functional ANOVA model introduced by Kaufman & Sain [2010], which is used here to compare batches of curves associated with on-line estimated trajectories of \( \theta_t \). In the next chapter, we explain in more detail why and how this comparison is made, but for now let’s suppose that we have the curve \( \theta_{ig} = (\theta_{m,ig}, \theta_{m+1,ig}, \ldots, \theta_{T,ig}) \), for \( i = 1, \ldots, n_g \), \( m \in \{1, \ldots, T\} \) and \( g \in \{A, B\} \). Then, we are interested in comparing the batch of curves from group \( A \) to the batch of curves from group \( B \). In figure 2.2, we can see an example of two batches of curves of on-line estimated trajectories of \( \theta_{ig} \). Each curve is obtained fitting the model 2.1 to the same voxel (or neighborhood of voxels) for each subject belonging to each group. It is worth mentioning that this comparison is performed for each voxel from the fMRI data array.
Before describing the Gaussian process ANOVA model, we have to begin with the definition of an important concept.

**Definition:** A Gaussian process is a stochastic process such that any finite subcollection of random variables has a multivariate normal distribution. In particular, a Gaussian process is a stochastic process parametrized by its mean function $\mu(\cdot)$ and covariance function $K(\cdot, \cdot)$, which we denote $GP(\mu, K)$.

The fundamentals of Gaussian processes applying to functional regression models can be found in Shi & Choi [2011] and Rasmussen & Williams [2006]. Thus, following the ideas of Kaufman & Sain

**Figure 2.2:** Top left to right panels: the on-line estimated trajectories of the parameter $\theta_t$ in a fixed voxel for two different groups of subjects. Bottom panel: the average online estimated trajectory for each group.
[2010], we model $\theta_{ig} = (\theta_{1i,g}, \theta_{2i,g}, \ldots, \theta_{pi,g})'$ as a finite set of observations from an underlying smooth realization of a stochastic process defined for $t \geq 0$, where $\theta_{ig}$ represent the $i$th response at group $g$. Let $\mu_i(t) = \mu(t) + \alpha_i(t)$. Then the first stage of the model is

$$\theta_{ig} | \{\mu_i \}, \sigma^2_\epsilon, \tau_\epsilon \sim \text{GP}(\mu_i, \sigma^2_\epsilon R_{\tau_\epsilon})$$

for $i = 1, \ldots, n_g$ and $g \in \{A, B\}$. We now specify Gaussian process prior distributions for $\mu$ and $\{\alpha_i\}$, taking each batch of functions to be independent of the other batches and independent of the residuals a priori, and assigning each batch its own set of higher-level parameters. Thus, for the second stage of the model we have

$$\mu | \phi, \sigma^2_\mu, \tau_\mu \sim \text{GP}(\phi_1, \sigma^2_\mu R_{\tau_\mu}), \tag{2.4}$$

where $\phi_1$ is a vector of length $p$ with all its entries equal to one and $\phi$, $\sigma^2_\mu$, $\tau_\mu$ are unknown hyperparameters. The prior distribution for $\{\alpha_i\}$ satisfy the constraints $\sum_{i \in \{A,B\}} \alpha_i(t) = 0$ for all $t$. Specifically, a prior distribution for $\{\alpha_i\}$ is defined such that each $\alpha_i$ is marginally a mean zero Gaussian process, and

$$\text{Cov}(\alpha_i(t), \alpha_i'(t')) = \begin{cases} (1 - \frac{1}{2}) \sigma^2_\alpha R_{\tau_\alpha}(t, t') & i = i' \\ -\frac{1}{2} \sigma^2_\alpha R_{\tau_\alpha}(t, t') & i \neq i' \end{cases} \tag{2.5}$$

Then, if we express the joint distribution of $\alpha_A$ and $\alpha_B$ as $p(\alpha_A, \alpha_B | \sigma^2_\alpha, \tau_\alpha) = p(\alpha_B | \alpha_A, \sigma^2_\alpha, \tau_\alpha)p(\alpha_A | \sigma^2_\alpha, \tau_\alpha)$ we get that

$$\alpha_A | \sigma^2_\alpha, \tau_\alpha \sim \text{GP}(0, \sigma^2_\alpha R_{\tau_\alpha}), \tag{2.6}$$

and the distribution of $\alpha_B | \alpha_A, \sigma^2_\alpha, \tau_\alpha$ is degenerate, reflecting the sum-to-zero constraint.

### 2.2.1 Posterior Sampling and Inference

Now we define the prior distributions for the hyperparameters $\sigma^2_\epsilon$, $\tau^2_\epsilon$ and $\phi$ in order to compute the posterior distribution of the unknown quantities, specifically the posterior distribution of $\{\alpha_i\}$ which will inform us about the difference between the two groups $A$ and $B$. As in [Kaufman & Sain, 2010], we use uniform prior distributions. In the next chapter, we will explain further about the details of such prior distributions. For the moment, let $p(\sigma^2_\epsilon) = I(\sigma^2_\epsilon | a_{1, B1})$, $p(\tau^2_\epsilon) = I(\tau_\epsilon | a_{2, B2})$ and $p(\phi) = I(\phi | a_{1, B1})$. In this case, we cannot get a closed form for the posterior distribution, so we use an MCMC algorithm to generate posterior samples from it. Specifically, we use the Gibbs sampler for the distributions with a closed form for their full conditional distributions, and the general Metropolis-Hastings algorithm for the distributions not available in closed form.

### Full Conditional Distributions

The full conditional posterior distributions for $\phi$, $\mu$, $\{\alpha_i\}$, $\sigma^2_\mu$ and $\sigma^2_\alpha$ are given by

\begin{align*}
\phi | \mu, \sigma^2_\mu, \tau^2_\mu & \sim N(M_1, V_1^{-1}), \\
\mu | \phi, \alpha_A, \sigma^2_\mu, \tau^2_\mu, \alpha_A, \text{Data} & \sim N_p(M_2, V_2^{-1}), \\
\alpha_A | \mu, \sigma^2_\mu, \tau^2_\mu, \alpha_A, \text{Data} & \sim N_p(M_3, V_3^{-1}), \\
\sigma^2_\epsilon | \mu, \alpha_A, \tau_\epsilon, \text{Data} & \sim \text{TruncatedIG}(a_{1, B1})((n_A + n_B)p/2 + 1; (D_{0A} + D_{0B})/2) \\
\sigma^2_\mu | \mu, \phi, \tau_\mu & \sim \text{TruncatedIG}(a_{1, B1})(p/2 - 1; D_1/2), \\
\sigma^2_\alpha | \alpha_A, \tau_\alpha & \sim \text{TruncatedIG}(a_{1, B1})(p/2 + 1; D_2),
\end{align*}

where
\[ M_1 = V_1^{-1}(1_p R_{\tau\mu}^{-1} \mu); V_1 = 1_p R_{\tau\mu}^{-1} 1_p \sigma_{\mu}^{-2}, \]
\[ M_2 = V_2^{-1} \left[ R_{\tau\alpha}^{-1} \left( \sum_{i=1}^n (\theta_{iA} - \alpha_A) + \sum_{i=1}^n (\theta_{iB} - \alpha_B) \right) \frac{1}{\sigma_{\alpha}^2} + R_{\tau\tau}^{-1} \frac{\phi}{\sigma_{\tau}^2} \right]; V_2 = \frac{(n_A + n_B)}{\sigma_{\tau}^2} R_{\tau\tau}^{-1} + R_{\tau\mu}^{-1} \frac{1}{\sigma_{\mu}^2}, \]
\[ M_3 = V_3^{-1} \left( R_{\tau\tau}^{-1} \sum_{i=1}^n (\theta_{iA} - \mu) \frac{1}{\sigma_{\tau}^2} \right), V_3 = \frac{n_A}{\sigma_{\tau}^2} R_{\tau\tau}^{-1} + \frac{2}{\sigma_{\alpha}^2} R_{\tau\alpha}^{-1}, \]
\[ D_{0g} = \sum_{i=1}^n (\theta_{ig} - \mu - \alpha_g) R_{\tau\tau}^{-1} (\theta_{ig} - \mu - \alpha_g), \text{ for } g \in \{A, B\} \]
\[ D_1 = (\mu - 1_p \phi) R_{\tau\tau}^{-1} (\mu - 1_p \phi), \]
\[ D_2 = \alpha_A R_{\tau\alpha}^{-1} \alpha_A, \]

and \( R_{\tau\tau} \) is a member of a particular class of correlation functions indexed by \( \tau_\cdot \). The \emph{Data} is this case corresponds to the array composed of all the curves \( \{\theta_{ig}\} \). For \( \tau_\cdot, \tau_\mu \) and \( \tau_\alpha \) we have

\[
p(\tau_\cdot | \mu, \alpha_A, \sigma_{\tau}^2, Data) \propto \exp \left\{ -\frac{1}{2\sigma_{\tau}^2} (D_{0A} + D_{0B}) \right\} |R_{\tau\tau}|^{-(n_A + n_B)/2} p(\tau_\cdot),
\]
\[
p(\tau_\mu | \mu, \phi, \sigma_{\mu}^2) \propto \exp \left\{ -\frac{1}{2\sigma_{\mu}^2} D_1 \right\} |R_{\tau\tau}|^{-1/2} p(\tau_\mu),
\]
\[
p(\tau_\alpha | \alpha_A, \sigma_{\alpha}^2) \propto \exp \left\{ -\frac{1}{2\sigma_{\alpha}^2} D_2 \right\} |R_{\tau\tau}|^{-1/2} p(\tau_\alpha).
\]

**Inference**

Kaufman & Sain [2010] create graphical displays to analyze the posterior distribution of \( \{\alpha_i\} \). In particular, they create plots of intervals of high posterior probability for that functional parameter. This model can also incorporate formal testing, but Kaufman & Sain [2010] leave this for future work. We propose measures based on posterior probabilities to test the hypothesis \( g(\alpha_g) \in C^0 \), where \( C^0 \) is the critical region associated with the testing procedure. For example, if one wants to test \( \alpha_A - \alpha_B > 0 \), then

\[
p(\alpha_A - \alpha_B > 0) = E(1_{\{\alpha_A - \alpha_B > 0\}}) \approx \frac{\sum_{k=1}^N 1_{\{\alpha_A^{(k)} - \alpha_B^{(k)} > 0\}}}{N},
\]

for a sample of size \( N \) from the posterior distribution.
Chapter 3

fMRI group data analysis

In this chapter, we present our modeling procedure for group fMRI data analysis. First, we present the individual case, which is a necessary step in performing the group analysis. In this first stage of the analysis, we employ the MDLM presented in chapter 2. For each voxel (taking the "appropriate" neighborhood) from each subject we fit the model 2.1 and compute the posterior distribution 2.3 using the theorem 2.1.1. That posterior distribution can be used to perform inference at the individual level. In other words, it can be used to detect brain activation for a particular subject. Here we propose three different ways to perform that inference. This same posterior distribution is also used as an input for the stage of group analysis. In this case, for every voxel in the fMRI array, we combine the posterior distribution 2.3 through the subjects using a linear transformation. It is worth mentioning that in this thesis, we only focus on cases with one and two groups, but the ideas can be easily extended to more general cases. As in the individual case, we also propose three different ways to perform the inference related to brain activation for each group and to the differences in brain activation between the two groups.

3.1 Voxel-wise Individual Analysis

As we mentioned in chapter 1, the usual fMRI dataset is a four-dimensional array that contains the observed BOLD response associated with an fMRI experiment. There are different types of fMRI experiments, but in this work, we focus specifically on experiments where a stimulus is presented, following one of the designs showed in figure 1.3. For example, in figure 3.2, we can see some plots related to an experiment where a visual stimulus was presented. The graph on the left panel shows the expected BOLD response (obtained using the convolution 1.2) associated with a block design. In the center and right panels are the observed BOLD response from two different voxels within and outside the visual cortex, respectively. Thus, the aim is to identify the fMRI time series that matches the observed BOLD response. For that purpose, we model the observed BOLD response as a linear function of the expected BOLD response using the model 2.1. Let \( y^{i,j,k}_{t,1} \) and \( x_t \) be the observed and expected BOLD response, respectively at position \( \{i, j, k\} \) and time \( t \), for \( i = 1, \ldots, d_1, j = 1, \ldots, d_2, k = 1, \ldots, d_3 \) and \( t = 1, \ldots, T \). Something that can be noticed from this last definition is that \( x_t \) is supposed to be the same for all the locations in the brain image, in other words, it is supposing that the BOLD response is the same in all brain regions. This may be an unrealistic assumption, but it is one that works well in practice. We could model \( x_t \) as a function of the location, trying to obtain a more accurate detection of brain reaction, but we leave this for future work. Let the vector
represent the cluster or neighborhood of size $q = 7$ of the voxel at position \{i, j, k\}. Thus, we model $Y_{[i,j,k]}$ using the MDLM 2.1, where $F_t = (x_t, z_t)$ and $z_t$ represent the additional covariates one can include in the model. What we intend with this type of modeling is to capture the covariance structure within the cluster of voxels through the matrix $\Sigma$. The criterion to define that cluster form is based on the Euclidean distance, where the distance between the voxel $V^*$ and the neighboring voxel $V_\sim$ is given by $d(V^*, V_\sim) \leq r$. In figure 3.1 (right panel), we can see a graphical illustration of a neighborhood of voxels, where $r = 1$.

Figure 3.1: Grafical illustration of a neighborhood of voxels, for $r = 1$.

Figure 3.2: Left panel, expected Bold response. On the center and right panels are the fMRI time series for two different voxels from within and outside the visual cortex respectively.
In this way, for every cluster of voxels taking \( r = 1 \) (i.e., clusters composed of at least seven time series), the model 2.1 is fitted. This procedure is performed for every location in the fMRI array, building for every voxel its own cluster of neighbors. For every parameter \( \theta^*_{i,j,k,l,t,v} \), the appropriate inference is performed, taking into account its cluster information through \( \Sigma \). In figure 3.3, we show an example of a cluster of voxels from the visual cortex, where the MDLM 2.1 was fitted to those time series.

Let the matrix

\[
\Theta_{i,j,k,l} = \begin{pmatrix}
\theta^*_{i,j,k,l,1,1} & \theta^*_{i,j,k,l,1,2} & \theta^*_{i,j,k,l,1,3} & \theta^*_{i,j,k,l,1,4} & \theta^*_{i,j,k,l,1,5} & \theta^*_{i,j,k,l,1,6} & \theta^*_{i,j,k,l,1,7} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\theta^*_{i,j,k,l,p,1} & \theta^*_{i,j,k,l,p,2} & \theta^*_{i,j,k,l,p,3} & \theta^*_{i,j,k,l,p,4} & \theta^*_{i,j,k,l,p,5} & \theta^*_{i,j,k,l,p,6} & \theta^*_{i,j,k,l,p,7}
\end{pmatrix}
\]  

(3.2)

**Figure 3.3:** Black lines represent the observed BOLD response for a cluster centered on the voxel \( V^* \). The red longdash line represents the fitted BOLD response for the voxel \( V^* \).

represent the states or parameters in model 2.1, whose columns are the \( p \times 1 \) parameter vectors related to each of the \( q \) voxels inside the cluster. Our aim is to perform inference on the vector \( \theta^*_{i,j,k,l} = \left( \theta^*_{i,j,k,l,1,1}, \ldots, \theta^*_{i,j,k,l,p,1} \right)' \), taking advantage of the information brought by the remaining parameters in the matrix 3.2. In order to do so, we instead define the row vectors

\[
\theta_{i,j,k,l,1} = \left( \theta^*_{i,j,k,l,1,1}, \theta^*_{i,j,k,l,1,2}, \theta^*_{i,j,k,l,1,3}, \theta^*_{i,j,k,l,1,4}, \theta^*_{i,j,k,l,1,5}, \theta^*_{i,j,k,l,1,6}, \theta^*_{i,j,k,l,1,7} \right)
\]

\[
\vdots
\]

\[
\theta_{i,j,k,l,p} = \left( \theta^*_{i,j,k,l,p,1}, \theta^*_{i,j,k,l,p,2}, \theta^*_{i,j,k,l,p,3}, \theta^*_{i,j,k,l,p,4}, \theta^*_{i,j,k,l,p,5}, \theta^*_{i,j,k,l,p,6}, \theta^*_{i,j,k,l,p,7} \right)
\]

and perform the inference on each one of these. Now we only need to identify the posterior distributions for each of those vector parameters, but before doing so, we have to make some necessary considerations of the posterior distribution \( p(\Theta|D_t) \).
Inference at the individual level

From [Quintana, 1987], we know that the posterior distribution of \((\Theta_t|D_t)\) is the matrix \(T\) distribution with \(p \times q\) mean matrix \(m_t\), \(p \times p\) left variance matrix \(C_t\), and \(q \times q\) right variance matrix \(S_t\). Thus,

\[
(\Theta_t|D_t) \sim T_{n_t}[m_t, C_t, S_t],
\]

where \(n_t = n_{t-1} + 1\). Thus, a reasonable approximation for the posterior distribution 3.3 when \(n_t \geq 30\) is given by

\[
(\Theta_t|D_t) \approx N[m_t, C_t, S_t].
\]

We have two main considerations to justify working only with the posterior distributions for \(n_t \geq 30\). The first is that as we use vague prior distributions at \(t = 0\), the sequential update process from theorem 2.1.1 takes some period of time before reaching a posterior distribution dominated by the data. Then, the first posterior distributions (i.e., for \(t < 30\)) could be considered irrelevant for the analysis. The second consideration is simply that dealing with normal distributions simplifies the mathematical work with linear transformations, which will be quite common in this thesis for the inferential procedure on the matrix parameter \(\Theta_t\).

About the hypothesis testing  In the fMRI literature, it is common to see sharp hypothesis-testing procedures of the form \(H_0 : \theta_{i,j,k,t,1} = 0\). But, from our point of view, that does not make sense, because one is interested in identifying the observed BOLD response that matches with the expected BOLD response, and the test does not correspond with that premise. In figure 3.4, left panel, we can see an example of a plot of an observed BOLD response that actually matches with the expected BOLD response, and in the right panel, we can see a scatter plot for those two variables. In the figure 3.5 we can see another case of the same plots for an artificial example, where the observed BOLD response does not match with the expected BOLD response. It is obvious that that sharp testing procedures could fail in the last example because there is a downward slope, but those curves do not match at all. Then one could falsely infer the existence of an actual neural activation that in reality was not there. In that sense, we propose testing \(H_0 : \theta_{i,j,k,t,1} \geq 0\), based on the posterior probability \(p(\theta_{i,j,k,t,1}|D_{i,j,k,t})\). For example, if \(p(\theta_{i,j,k,t,1} > 0|D_{i,j,k,t}) > \alpha\) (e.g., \(\alpha = 0.95\)), then one can conclude that the observed and expected BOLD response match, in other words, one can conclude that there is a neural activation.
Match case: activated voxel

Figure 3.4: **Left panel:** observed BOLD response (black line) and expected BOLD response (red longdash line). **Right panel:** Scatter plot, expected BOLD response vs. observed BOLD response

No match case: non-activated voxel

Figure 3.5: **Left panel:** observed BOLD response (black line) and expected BOLD response (red longdash line). **Right panel:** Scatter plot, expected BOLD response vs. observed BOLD response
**Inference using the latest posterior distribution**  In this case, we assume that \( p(\theta_{i,j,k,T} | D_{i,j,k,T}^{\text{all}}) \), where \( D_{i,j,k,T} = \{Y_{i,j,k}^{(1)}, Y_{i,j,k}^{(2)}, \ldots, Y_{i,j,k}^{(T)}\} \), contains all the relevant information about the fMRI experiment for a particular voxel. In other words, we assume that the latest updated posterior distribution at \( t = T \) brings all the historical information of the observed BOLD response that is necessary in order to detect neural activation. Thus, we perform three different optional tests: the marginal test \( H_0: \theta_{i,j,k,T,l}^* > 0 \), the joint test \( H_0: \theta_{i,j,k,T,l} > 0 \), and the linear transformation or average test \( H: \bar{\theta}_{i,j,k,T,l} > 0 \), where \( \bar{\theta}_{i,j,k,T,l} = \frac{1}{q} \sum_{v=1}^{q} \theta_{i,j,k,T,l,v} \), for \( l = 1, \ldots, p \), where \( p \) is the number of parameters in each voxel model. From 3.4 and the properties of the matrix normal distribution, we obtain the following distributions:

\[
\theta_{i,j,k,T,l}^* | D_{i,j,k,T} \sim N(m_{i,j,k,T,l}^*, C_{T,l,l} * S_{T,l,l}), \tag{3.5}
\]

\[
\theta_{i,j,k,T,l} | D_{i,j,k,T} \sim N(m_{i,j,k,T,l}, C_{T,l,l} * S_{T,l,l}), \tag{3.6}
\]

\[
\bar{\theta}_{i,j,k,T,l} | D_{i,j,k,T} \sim N(\bar{m}_{i,j,k,T,l}, \bar{S}_{T,l,l}), \tag{3.7}
\]

where \( C_{T,l,l} \) and \( S_{T,v,v} \) are the elements on the main diagonal of the matrices \( C_T \) and \( S_T \) respectively, and \( \bar{m}_{i,j,k,T,l} = \frac{1}{q} \sum_{v=1}^{q} m_{i,j,k,T,l,v} \), \( S_{T,l,l} = \frac{1}{q} \left[ \sum_{v=1}^{q} C_{T,l,l} S_{T,v,v} + \sum_{v \neq v'} C_{T,l,l} S_{T,v,v'} \right] \). Thus, for instance, a measure of evidence against the hypothesis \( H_0: \bar{\theta}_{i,j,k,T,l} > 0 \) is defined by \( \alpha = Pr[\bar{\theta}_{i,j,k,T,l} > 0] \).

Then, a small value of \( \alpha \) indicates rejection of a possible voxel activation.

**Example**  To illustrate the ideas developed so far, we present an example of an fMRI experiment where a block design was used. In this experiment, a visual stimulus consisting of a full chess board flashing at a frequency of 8Hz was presented, and the response was compared with the response to a dark condition (resting state). Visual stimulation was presented over six on-off cycles in 30-second blocks of the flashing chessboard alternating with 30-second blocks of dark condition. The data were acquired from 35 healthy adults and 15 patients with a particular pathology. In this example, we only analyze the data of one of the subjects belonging to the control group. In figure 3.2, we can see the expected BOLD response and the observed BOLD response for two voxels from inside and outside the visual cortex, respectively. In figures 3.6, 3.7, and 3.8, we can see the posterior probability maps (PPM) for the marginal, joint and average tests, respectively. Every voxel painted red indicates brain activation. Otherwise, there is no such brain reaction. In all three cases, an activation in the visual cortex is successfully detected, which was something expected, given the type of stimulus presented in the experiment performed. The results of the marginal and average tests are very similar, but the joint test seems to be more conservative, with a lower rate of false positives.
Figure 3.6: Posterior Probability Map obtained after performing the marginal test on every voxel.
Figure 3.7: Posterior Probability Map obtained after performing the joint test on every voxel.
Inference using all the posterior distributions for $t \geq 30$. Suppose now we want to use all the posterior distributions for $t \geq 30$ in order to perform the inference related to a voxel activation, in other words, to perform an inference over the parameters related to the first column of the matrix $\Theta$. Using the algorithm 1, we can draw on-line estimated trajectories of these parameters and compute a measure of evidence, as we showed in chapter 2. The only additional consideration is to change the posterior distribution in the algorithm 1 to any of the three options 3.5, 3.6, or 3.7. In figure 3.9, we can see in the left panel the observed BOLD response for a particular activated voxel’s cluster, and in the right panel we can see the simulated BOLD response for that same voxel, obtained using step four of the algorithm 1. In figure 3.10, left panel, we can see the on-line estimated trajectory of the first component of the vector $\theta_{i,j,k,l}$ obtained from 3.6, for $t = 1, \ldots, T$, and in the right panel, we can see the simulated on-line trajectories obtained with step six of the algorithm 1. In figures 3.13 and 3.14, we can see the same analysis for a non-activated voxel. This type of analysis was performed for several clusters inside and outside the visual cortex, and we are confident in the conclusion that with this algorithm applied to the model 2.1, one can identify whether a particular voxel is activated or non-activated.
Match case: activated voxel

Figure 3.9: Left panel: Observed BOLD response for a cluster from the visual cortex. Right panel: Simulated BOLD response obtained with our proposed algorithm. The red curve in both figures is the observed BOLD response related to the first component in 3.1.

Match case: activated voxel

Figure 3.10: Left panel: the on-line estimated trajectory of the parameter $\theta_t$ for a voxel from the visual cortex. Right panel: the on-line simulated trajectories of the parameter $\theta_t$ obtained with our proposed algorithm.
No match case: non-activated voxel

![Graphs showing BOLD response](image1)

Figure 3.11: Left panel: Observed BOLD response for a cluster from outside the visual cortex. Right panel: Simulated BOLD response obtained with our proposed algorithm. The red curve in both figures is the observed BOLD response related to the first component in 3.1.

No match case: non-activated voxel

![Graphs showing parameter trajectories](image2)

Figure 3.12: Left panel: the on-line estimated trajectory of the parameter $\theta_t$ for a voxel from outside the visual cortex. Right panel: the on-line simulated trajectories of the parameter $\theta_t$ obtained with our proposed algorithm.
3.2 Voxel-wise group analysis

We now describe the fMRI group analysis for two possible cases. The first is single-group analysis, which is useful when the interest is to detect an average group activation. The second one is two-group comparison, which is helpful when the aim is to compare voxel activation between two groups, let’s say, patients vs. controls. Here we take any of the posterior distributions 3.5, 3.6, or 3.7, depending on the case, as an input for this stage. For instance, let’s go back to the last example where 35 controls were part of an fMRI experiment where a visual stimulus was presented. Also, suppose that we are interested in using the posterior distribution 3.6 as an input for this stage, then the average group effect is given by \( \bar{\theta}^A_{i,j,k,T,l} = \frac{1}{n_A} \sum_{s=1}^{n_A} \theta^A_{i,j,k,T,l,s} \), where \( n_A \) is the number of subjects in the control group. For the comparison case we have, for example \( \bar{\theta}^{AB}_{i,j,k,T,l} = \frac{1}{n_A} \sum_{s=1}^{n_A} \theta^A_{i,j,k,T,l,s} - \frac{1}{n_B} \sum_{s=1}^{n_B} \theta^B_{i,j,k,T,l,s} \), where \( n_B \) is the number of subjects in the patient group. As in the individual case, we describe two different ways to perform the analysis, taking only the latest distribution at \( t = T \) or taking all the posterior distributions for \( t \geq 30 \).

**Inference using the latest posterior distribution:** Applying the same ideas as in the individual case, using the posterior distributions 3.5, 3.6, 3.7, and taking advantage of the properties of the normal distribution, we obtain the following distributions for the group stage:

\[
\tilde{\theta}^g_{i,j,k,T,l} \sim N(\bar{m}^g_{i,j,k,T,l}, \bar{S}^g_{T,l}), \quad (3.8)
\]

\[
\bar{\theta}^g_{i,j,k,T,l} \sim N(\bar{m}^g_{i,j,k,T,l}, \bar{S}^g_{T}), \quad (3.9)
\]

\[
\bar{\theta}^g_{i,j,k,T,l} \sim N(\bar{m}^g_{i,j,k,T,l}, \bar{S}^g_{T}), \quad (3.10)
\]

where,

\[
\bar{m}^g_{i,j,k,T,l} = \frac{1}{n^g} \sum_{s=1}^{n^g} m^g_{i,j,k,T,l,s}, \quad \bar{S}^g_{T,l} = \frac{1}{n^g} \sum_{s=1}^{n^g} S^g_{T,l,s},
\]

\[
\bar{m}^g_{i,j,k,T,l} = \frac{1}{n^g} \sum_{s=1}^{n^g} \bar{m}^g_{i,j,k,T,l,s}, \quad \bar{S}^g_{T} = \frac{1}{n^g} \sum_{s=1}^{n^g} \bar{S}^g_{T,s},
\]

for \( g \in \{ A, B \} \). As in the individual case, if one wants to test, for example, \( H_0 : \bar{\theta}^g_{i,j,k,T,l} > 0 \), then a measure of evidence against \( H_0 \) is defined by \( \alpha = P \left[ \bar{\theta}^g_{i,j,k,T,l} > 0 \right] \). Then a small value of \( \alpha \) indicates rejection of a possible group activation for a specific voxel. Extending these ideas to the comparison case, let’s say cases vs. controls, we have the following distributions:

\[
\tilde{\theta}^{AB}_{i,j,k,T,l,1} \sim N(\bar{m}_{i,j,k,T,l,1}^{*B} - \bar{m}_{i,j,k,T,l,1}^{*A}, \bar{S}_{T,1,1}^{B} + \bar{S}_{T,1,1}^{A}), \quad (3.11)
\]

\[
\bar{\theta}^{B}_{i,j,k,T,l} \sim N(\bar{m}^{B}_{i,j,k,T,l} - \bar{m}^{A}_{i,j,k,T,l}, \bar{S}^{B}_{T} + \bar{S}^{A}_{T}), \quad (3.12)
\]

\[
\bar{\theta}^{B}_{i,j,k,T,l} \sim N(\bar{m}^{B}_{i,j,k,T,l} - \bar{m}^{A}_{i,j,k,T,l}, \bar{S}^{B}_{T} + \bar{S}^{A}_{T}), \quad (3.13)
\]

Consider again the same example presented previously, where 35 controls and 15 patients participated in an fMRI experiment where a visual stimulus was presented according to a block design. In figures 3.13, 3.14, and 3.15, we can see the PPM for the brain activation in the patient group using the posterior distributions 3.8, 3.9, and 3.9, respectively. In all three cases, an activation on the visual cortex was detected. As in the individual case, the results for the marginal and average
tests are very similar and the joint test is highly conservative.

Figure 3.13: Posterior probability map for the patient group obtained after performing the marginal test on every voxel.
Figure 3.14: Posterior probability map for the patient group obtained after performing the joint test on every voxel.
Inference using all the posterior distributions for $t \geq 30$. As in the individual case, we now use the algorithm 1 to compute a measure of evidence to detect voxel activation using all the posterior distributions for $t \geq 30$. For the case of group activation, we just have to choose one of the distributions among 3.8, 3.9, and 3.10 as the posterior distribution and run the algorithm. In the case of the group comparison, we just have to apply the algorithm to each group and add one more line to it:

7: Compute $\tilde{\theta}^{(k)AB} = \tilde{\theta}^{(k)A} - \tilde{\theta}^{(k)B}$

Then, compute the measure of evidence for a possible difference as

$$p(\theta > 0) = E(1_{(\theta > 0)}) \approx \frac{\sum_{k=1}^{N} 1_{(\theta^{(k)AB} > 0)}}{N}.$$ 

In figures 3.16 and 3.17, we can see an example of the algorithm 1 applied to two particular voxels (for the patient group) inside and outside the visual cortex respectively. It can be seen that in both cases this procedure allows for correct identification of the brain activity related to a visual stimulus.
Match case: activated voxel

Figure 3.16: Top left panel: Observed BOLD response for each subject (in the patients’ group) in a fixed location of the visual cortex. Top right panel: Simulated BOLD response obtained with our proposed algorithm (red curves) superposed over the observed bold (black curves). Bottom panel: the on-line estimated trajectory of the parameter $\theta_t$ for the same voxel from the visual cortex.
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No match case: non-activated voxel

![Graphs showing observed and simulated Bold responses](image)

Figure 3.17: Top left panel: Observed Bold response for each subject (in the patients’ group) in a fixed location outside the visual cortex. Top right panel: Simulated Bold response obtained with our proposed algorithm (red curves) superposed over the observed bold (black curves). Bottom panel: the on-line estimated trajectory of the parameter $\theta_t$ for the same voxel outside the visual cortex.

3.2.1 Gaussian process ANOVA model

In the previous chapter we presented the Gaussian process ANOVA model introduced by Kaufman & Sain [2010] as another alternative to compare batches of curves. At this moment in time, we do not have any results to be shown related to this alternative, but we expect to make an implementation of this functional ANOVA model.

Validation of the proposed method

In order to assess the proposed method described in sections 3.1 and 3.2, we follow the same approach as in Eklund et al. [2012] and Eklund et al. [2016]. We will use resting-state fMRI data
from healthy controls, obtained from the 1000 Functional Connectomes Project Biswal et al. [2010].
We will create fictitious covariates related to block and event-related designs and execute individual
and group voxel-wise analysis. Resting-state data should not contain systematic changes in brain
activity. Therefore, all voxels identified as active must be considered as false-positive. Thus, the
assessment of the method relies on the empirical rate of false-positive activations.

3.3 Computational aspects

An important issue in this thesis is the massive amount of data related to an fMRI array. For
instance, in the applications presented above, we had 15 and 35 fMRI arrays for the patient and
control groups respectively. Each of these arrays is composed of $90 \times 90 \times 100$ voxels and each one
of these represents a temporal series of 90 observations. Thus, in this kind of applications we could
deal with arrays of dimension $90 \times 90 \times 100 \times 90$ (or even greater) for each subject. One of the
main objectives of this thesis is to build an R package with the implementation of voxel-wise group
analysis. Almost all of the source code has been written in the C programming language in order
to speed up the computation time. Specifically, we use the GNU Scientific Library (Gough [2009]),
which has implemented some useful functions for linear algebra operations and statistical analysis.
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