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Abstract—This work presents a new way of exploiting non-uniform file popularity in coded caching networks. Focusing on a fully-connected fully-interfering wireless setting with multiple cache-enabled transmitters and receivers, we show how non-uniform file popularity can be used very efficiently to accelerate the impact of transmitter-side data redundancy on receiver-side coded caching. This approach is motivated by the recent discovery that, under any realistic file-size constraint, having content appear in multiple transmitters can in fact dramatically boost the speed-up factor attributed to coded caching. We formulate an optimization problem that exploits file popularity to optimize the placement of files at the transmitters. Consequently, we propose a search algorithm that solves the problem at hand while reducing the variable search space significantly. We also prove an analytical performance upper bound, which is in fact met by our algorithm in the regime of many receivers. Our work reflects the benefits of allocating higher cache redundancy to more popular files, but also reflects a law of diminishing returns where for example very popular files may no longer benefit from minimum redundancy. In the end, this work reveals that in the context of coded caching, employing multiple transmitters can be a catalyst in fully exploiting file popularity, as it avoids various asymmetry complications that appear when file popularity is used to alter the receiver-side cache placement.

Index Terms—Coded caching, optimization, femtocaching.

I. INTRODUCTION

IN THE context of cache-aided, interference-limited communication networks, the work of Maddah-Ali and Niesen [2] revealed how content that is properly placed at the caches of the receivers, can be used as side information to cancel interference and reduce delivery time.

In particular, the work in [2] considers a single-antenna broadcast (downlink) configuration, where a transmitter has access to a library of $N$ files, each of size $F$ bits. The transmitter serves—via a unit-capacity bottleneck link—a set of $K$ receiving users, each endowed with a cache of size $M \cdot F$ bits, corresponding to a fraction $\gamma = \frac{M}{K}$ of the library. The setting involves a cache-placement phase where the caches are filled with content in a manner oblivious to future demands, and then a subsequent delivery phase which starts with each user simultaneously demanding an independent file.

By exploiting content redundancy where each bit of data can be placed at $KM/N = K\gamma$ users, the algorithm in [2] could multicast different messages to $K\gamma + 1$ users at a time because each receiver could cancel the interference by accessing their own cache. This speedup factor of $K\gamma + 1$ is commonly referred to as the Degrees-of-Freedom (DoF) performance, and it implies a worst-case delivery time
d
\begin{equation}
T_{MN} = \frac{K(1 - \gamma)}{1 + K\gamma} \approx \frac{1 - \gamma}{\gamma},
\end{equation}
d
The above delay was shown in [3] to be within a multiplicative factor of at most 2.01 from the information-theoretic optimal, and to be exactly optimal over the class of schemes that employ uncoded cache placement [4], [5].

Subpacketization and the redundancy constraint: The above unbounded gain is in practice infeasible, mainly because it requires each file to be divided (subpacketized) into at least $K\gamma$ subfiles. Having files that do not scale exponentially in $K$, constitutes a prohibitive fundamental bottleneck [6], [7] which hard-bounds the DoF at very modest values.

A simple way to abide by the file-size constraint, is simply to assign the same cache content to entire groups of users (cf. [11]). With this number of groups $\Lambda$ being constrained as
\begin{equation}
\left(\frac{\Lambda}{\Lambda^F}\right) \leq F,
\end{equation}
the placement algorithm of [2] is used to create $\Lambda$ different caches, and to assign the same cache to all the users belonging to the same group. Then, to satisfy the user demands, the delivery algorithm of [2] — which now enjoys a reduced DoF $\Lambda\gamma + 1$ — is repeated $\frac{K}{\Lambda}$ times, resulting in a delivery time of
\begin{equation}
T_{\Lambda} = \frac{K(1 - \gamma)}{1 + \Lambda\gamma}.
\end{equation}

This is the normalized time that guarantees the successful delivery of all requested files, independent of the file-demand pattern.

Some interesting progress on this, can be found in [6], [7], [8], [9], [10].
Coded caching with transmitter-side cache redundancy:
As it turns out, the above subpacketization bottleneck is intimately connected, not only to the content redundancy $K\gamma$ at the receiver side, but also at the transmitter side. This connection was made in [12] which—in the context of multiple transmitting nodes (see [13], [14], [15], and [16])—employed a novel fusion of coded caching and multi-antenna precoding, to dramatically reduce the subpacketization requirements of coded caching, and in the process to show that having multiple transmitter-side redundancy can in fact multiplicatively boost the caching gain. In particular, for the coded caching scenario in [13] (see also [14]) where the $K$ receivers are served by $K_T$ transmitters each having access to a cache of normalized size $\frac{\gamma_T}{K_T}$, the work in [12] showed that for $L \equiv K_T\gamma_T$, and under the subpacketization of (2) with $\Lambda \leq \frac{L}{T}$, then one can get a dramatically decreased delivery time of

$$T = \frac{K(1 - \gamma)}{L(1 + \Lambda \gamma)}, \quad (4)$$

which is optimal under the assumption of uncoded placement [17].

The above performance is achieved when each library file enjoys, on the transmitter side, an identical cache-redundancy equal to $L$, i.e. each file is cached at exactly $L$ transmitters. In our current work here, we propose and explore the endowing of some (generally more popular) files, with higher redundancy than their less popular counterparts. As we will see, this approach will not only improve performance, but will also allow us to utilize file popularity without breaking the symmetry of coded caching, as can often be the case when file popularity is used to alter the placement at the receiver side. This will become clearer below when we recall some existing methods of utilizing this knowledge.

File popularity in coded caching, and the problem of symmetry: Before recalling how non-uniform file popularity has been used in coded-caching, let us quickly recall that exploiting file popularity has been a key concept from the early works of Content Delivery Network systems [18], [19], Content-Centric and Information-Centric Networks [20], [21], multi-tier networks [22], as well as in wireless edge caching works [23] that followed the femto-caching ideas of [24]. Such works generally focus on exploiting caches to ‘prefetch’ content, and have little to do with using caches to handle network interference. Even works that do consider PHY-aspects like multi-antenna beamforming, often assume that transmissions are, in essence, non-interfering [25], [26].

The connection between caching and interference management was mainly explored by works capitalizing on the interplay between coded caching and multiple transmitters, which initially focused on worst-case metrics, thus neglecting the effects of non-uniform file popularity. Recently a variety of works such as [27], [28], [29], [30], [31], [32], [33], [34], [35], [36] explored different ways of exploiting this popularity in the single-stream coded caching model. As these efforts progressed, it was soon realized that incorporating file popularity in coded caching, brings to the fore a certain non-beneficial asymmetry which we discuss below.

In general, knowing the file popularity, would allow the grouping of similarly popular files, in order to allocate more cache space to popular files, thus leading to higher redundancy for more popular files and faster delivery. Given, though, the multicast nature of coded caching, this approach brings to the fore the dilemma of whether or not multicast delivery messages should combine content from files that are dissimilar in terms of popularity. This is an important dilemma with serious ramifications. Choosing to not encode across different sub-libraries negates the very idea of coded caching, which benefits from encoding over as many users as possible. After all, the gains of coded caching are proportional to how many users/files one encodes over. Instead, here, not encoding across sub-libraries, forces algorithms to separately deliver one sub-library after the other, which is a time-consuming process. On the other hand, choosing to have popular and unpopular (sub) files coexist in a single transmission, can suffer from a certain asymmetry in the size of the composite subfiles. In principle, popular subfiles will tend to be longer than unpopular ones. This can in turn force very substantial zero-padding, which implies that only a fraction of the delivered bits actually corresponds to real content.

Drawing from the first paradigm, different works [27], [28], [29], [30] consider multicast messages (taken from [2]) which are composed of content from only one sub-library at a time. As was nicely shown in [28], this approach provides for a bounded gap to the information-theoretic optimal. This gap in [28] was shown in [30] to vanish for the special case of $K = 2$.

Following the second paradigm, works such as [31], [32], [33] facilitate coding across sub-libraries, after optimizing the amount of cache each file can occupy as a function of its popularity. Interestingly, in some cases such as in [33] and [28], the optimization suggests—under certain very important assumptions—the need for only a very small number of sub-libraries. A similar conclusion was drawn in [36] for a decentralized setting. Another interesting decentralized approach can be found in [34] which combines a popularity-aware placement with a clique-cover delivery algorithm, to achieve—under the assumption of a Zipf distribution (cf. [38])—in the limit of large $K$ and large $K\gamma$ — an order optimal performance. This performance was further improved in [35] which presented a delivery algorithm based on index coding (cf. [39]).

Current Contribution: Boosting the Impact of Transmitter-Side Data Redundancy Using File Popularity.
The dramatic impact of transmitter-side cache redundancy in coded caching, together with the aforementioned problem of

This goes back to having designated more cache space for popular files, which often implies that the multicast messages will carry popular subfiles that are larger than their unpopular counterparts.

The multiplicative gap is approximately 50. Naturally the metric is the average delivery time, averaged over all demands.

Centralized coded caching [2] assumes that the identity of the users is known during the placement phase and provides a deterministic caching strategy. On the other hand, decentralized coded caching [37] assumes that the identity of the users is unknown during the placement and each chunk of a file is cached with a specified probability.

$4$This means that, in the limit of infinite $K$, the gap to optimal is finite.
symmetry, are two main motivating factors of our work. Focusing on a setting with \( K_T \) cache-aided transmitters tasked with serving \( K \) cache-aided receiving users, we explore the effect of allowing different files to experience different transmitter-side redundancies, depending on their popularity. In the context of coded caching, this constitutes a novel approach that allows us to benefit from a non-uniform file popularity, while having receivers that are agnostic to this popularity.

The main objective is to optimally divide the library into an arbitrary number of non-overlapping sub-libraries, and then to optimize the number of transmitters allocated to the files of any given sub-library. Our road map to solve the problem is as follows:

Step 1: We will formulate an optimization problem that exploits file popularity to optimize the placement of files at the transmitters, while having receivers that are agnostic to this popularity.

Step 2: We will show that finding the optimal solution to this placement proves to be a hard optimization problem.

Step 3: We will propose a search algorithm—together with a proof that reduces significantly the variable search space—that solves the problem at hand. Our proposed algorithm has complexity \( O \left( \log_2 \frac{N}{Q} \right)^Q \), where \( N \) is the number of files and \( Q \) is the number of sub-libraries.

Step 4: We will provide an upper bound on the number of sub-libraries that yields a feasible solution, and show that a feasible solution will never yield having more than a certain number of sub-libraries, i.e., \( Q \) is very small for realistic system parameters. As our algorithm is guaranteed to yield a feasible solution, this upper bound will also hold for any solution that our algorithm provides, hence ensuring our algorithm to deal with a large range of parameters while enjoying its polynomial complexity.

Step 5: We will provide an analytical performance upper bound, which is in fact met by our algorithm in the regime of many receivers.

By solving this problem, we offer a multiplicative performance boost compared to the uniform popularity scenario (cf. (4)), as well as a number of additional significant advantages compared to the state of art.

- A first advantage is that the receiver-side placement remains agnostic to file popularity. This allows the network to easily adapt to possible changes in file popularity, because updating the caches of a modest number of centralized transmitters is much easier than doing so for a large number of distributed receivers.
- Additionally, as we discussed earlier, popularity-aware receiver-side caching requires i) an accurate knowledge of the users that will be active during the placement phase and, ii) creates sub-file asymmetries which reduce the resulting gains.
- Finally, the adopted receiver-side placement strategy does not require the identity of the users to be known during the placement phase.

The work provides interesting insights. While it is beneficial to allocate higher cache redundancy to popular files (so that the majority of requests experience higher DoF performance), this has to be done with caution because after a certain point a law of diminishing returns kicks in. This is particularly true for very popular files, where—as we will see—a minimum redundancy is beneficial.

In the end, a key ingredient in our work is the fact that files do not have unbounded sizes. This may seem like an esoteric detail, but is in fact at the core of many coded caching problems. In our particular problem, having finite file sizes is what makes the impact of transmitter-side redundancy so powerful, and thus what motivates us to optimize this redundancy.

**Paper outline:** In Section II we present the system model and the notation. In Section III we discuss the caching and delivery algorithms as well as the optimization problem that we seek to solve. Further, in Section IV we first provide a proof that reduces significantly the variable search space and then we describe an algorithm that solves the optimization problem. In Section V we calculate a theoretical limit to the performance of our setting, while we prove that the reduced variable search space has the added benefit of providing an increased performance under any choice of variables. Finally, in Section VI we evaluate numerically the algorithm by plotting the multiplicative performance increase, compared to the uniform popularity case, as a function of the Zipf parameter \( \alpha \) and for various number of users \( K \).

**II. System Model & Notation**

We consider the fully-connected, \( K_T \)-transmitter cache-aided setting, as depicted in Figure 1, where \( K_T \) single-antenna transmitters serve \( K \) single-antenna receivers. Each transmitter and each receiver can store fraction \( \gamma_T \in \left[ \frac{1}{K_T}, 1 \right] \) and fraction \( \gamma \in [0,1] \) of the library, respectively. We assume
that the library is comprised of \( N \) files \( W^1, W^2, \ldots, W^N \), and that each file has size \( F \) bits\(^7\) and is of finite size. We assume that the system operates in the high Signal-to-Noise-Ratio region and that a single transmitter-to-receiver link has (normalized) capacity equal to one file per unit of time, as well as that the channel between any set of transmitters and receivers is of full rank with probability one.\(^8\)

The caches of the transmitters and the receivers are filled with content during the placement phase. During the delivery phase, each user will concurrently request a single file, and we assume that these requests follow a file popularity distribution that is known during the cache placement. In particular, we will focus on file popularity that follows the Zipf distribution [38] with parameter \( \alpha > 0 \), under which the probability that file \( W^j \) is requested, takes the form

\[
p_j = \frac{n^{-\alpha}}{\sum_{k=1}^{N} k^{-\alpha}}, \quad \forall j \in \{1, \ldots, N\}. \tag{5}
\]

Notation: Symbols \( \mathbb{N}, \mathbb{R}, \mathbb{C} \) denote the sets of natural, real and complex numbers, respectively. For \( n, k \in \mathbb{N}, n \geq k \), we denote the binomial coefficient with \( \binom{n}{k} \), while \( [k] \) denotes the set \( \{1, 2, \ldots, k\} \). We use \( |\cdot| \) to denote the cardinality of a set. Bold letters are reserved for vectors, while for some vector \( h \), comprised of \( Q \) elements, we denote its elements as \( h_q, q \in [Q] \), i.e., \( h^T \equiv [h_1, h_2, \ldots, h_Q] \).

### III. CACHING AND DELIVERY POLICIES & MAIN PROBLEM

As suggested above, the caching policy at the transmitter-side is popularity-aware, while the receiver-side placement is not. We begin with the general description of the transmitter-side caching policy and further describe the placement policy at the caches of the receivers. Given these, we continue with the delivery algorithm, which is based on the algorithm of [12]. The last part of this section is dedicated to the presentation of the optimization problem that assigns content to the caches of the transmitters.

#### A. Caching and Delivery Policies

1) Transmitter-Side Caching Policy: We segment the library into \( Q \) non-overlapping sub-libraries. Such segmentation is described via sets \( B_q \subset [N], q \in [Q] \), and signifies that all files belonging to the same library would be assigned the same transmitter-side cache redundancy \( L_q \in [1, K_T] \). In other words, each file of sub-library \( B_q \) will be stored at exactly \( L_q \) different transmitters. As a consequence, variable \( L_q \) is restricted to be in the range \([1, K_T]\). On one end, we force each file to be cached by at least 1 transmitter, hence allowing any request pattern to be satisfied in a finite time. On the other end, the number of transmitters that can store a file is, naturally, limited by the number of different transmitters.

The above-described cache-redundancies need to satisfy the collective transmitter side cache-constraint

\[
\sum_{q=1}^{Q} |B_q| \cdot L_q \leq N \cdot L, \tag{6}
\]

where for simplicity we use herein \( L \triangleq K_T \gamma_T \).

In addition to the collective cache-constraint of (6), the transmitter-side placement algorithm also needs to satisfy the per-transmitter cache-constraint of our model. In Appendix I we propose an explicit algorithm which, for arbitrary \( Q, B \) and \( L \) satisfying (6), provides a placement which is based solely on the constraint in (6), while also satisfying the individual cache constraint.

2) Receiver-Side Caching Policy: The receivers cache using a modified version of the algorithm of [2]. Specifically, we create a set of \( \Lambda < K \) different caches and assign one to each user in a round-robins manner. Variable \( \Lambda \) is chosen such that \( \Lambda \gamma \) is an integer and the subpacketization constraint is satisfied, i.e., \( \binom{\Lambda}{\Lambda \gamma} \leq F \). Each file \( W^j, j \in [N] \), is split into \( \binom{\Lambda}{\Lambda \gamma} \) equally-sized subfiles

\[
W^j \rightarrow \{W^j_{\tau}, \tau \in [\Lambda], |\tau| = \Lambda \gamma\}, \tag{7}
\]

thus, each subfile has as index some set \( \tau \), which is a \( \Lambda \gamma \)-sized subset of set \( [\Lambda] \). Then, the \( \ell \)th cache takes the form

\[
Z_\ell = \{W^j_\tau: \ell \in \tau, \forall j \in [N]\}, \quad \forall \ell \in \Lambda, \tag{8}
\]

which simply means that cache \( \ell \) consists of all subfiles \( W^j_\tau \), whose index \( \tau \) contains \( \ell \). The round-robins manner of assigning caches to users results in an approximate \( \frac{K}{\Lambda} \) users to be assigned the same exact content.

Example 1: Let us assume a setting comprised of \( K = 50 \) users, each equipped with a cache of normalized size \( \gamma = \frac{1}{47} \), and which users are divided into \( \Lambda = 10 \) groups. For example, such grouping would yield Group 1 as \( G_1 = \{1, 11, \ldots, 41\} \), Group 2 as \( G_2 = \{2, 12, \ldots, 42\} \) and so on.

In the placement phase the files are divided into \( \binom{\Lambda}{\Lambda \gamma} \) subfiles as \( W^j \rightarrow \{W^j_1, W^j_2, \ldots, W^j_{10}\}, \forall j \in [N] \). Then, the contents of each cache would be

\[
Z_1 = \{W^1_1, \ldots, W^1_{10}\}, \ldots, Z_{10} = \{W^{10}_1, \ldots, W^{10}_{10}\}.
\]

In the final step, each user of \( G_1 \) is assigned cache \( Z_1 \), each user of Group 2 is assigned \( Z_2 \) and so on.

3) Content Delivery Policy: The delivery phase begins with the concurrent request of any single file from each user. The fulfillment of these requests happens in a per-sub-library manner. Specifically, for each set of \( K_q \) users, requesting files from sub-library \( B_q \), we employ the algorithm of [12].

#### B. Main Optimization Problem - Placement at the Transmitters

Having described the caching policy at the users and the subsequent delivery policy it remains to design the caches of the transmitters such as to reduce the delivery time. To this end, we need to

- select the number of sub-libraries \( Q \),
- segment the library into \( B_q \subset [N], q \in [Q] \), and

---

\(^7\)This assumption is common in the literature, as non-equally sized files can be handled by making a content chunk the basic caching unit, as in [24].

\(^8\)This requirement holds true in many wireless settings, as well as in wired settings with network-coding capabilities at the intermediate network nodes.
associate a cache redundancy $L_q$ with each $B_q$.

Since the request pattern is of a stochastic nature we will focus on minimizing the delivery time of the expected demand. In other words, we assume that the number of users requesting a file from sub-library $B_q$ is $K_q = K_{q,q}$, where we denote the cumulative probability of the files of sub-library $B_q$, $q \in [Q]$ by $\pi_q = \sum_{k \in B_q} p_k$.

Taking the above into account, the delivery time for each sub-library takes the form

$$T_q = \frac{K_q(1 - \gamma)}{\min\{L_q(1 + \Lambda \gamma), K_q\}}, \quad q \in [Q],$$

(9)

where the minimum in the denominator describes that the number of users served in a given time-slot is upper bounded by the number of available users.

In addition, in order to magnify the impact of transmitter-side cache redundancy, we impose a further constraint on the value of $L_q$. Specifically, we force $L_q \leq \frac{K_q}{\Lambda}$, which ensures that the achieved DoF is always a multiple of $L_q$, i.e. takes the form $L_q(\Lambda \gamma + 1)$ for any value of $L_q$ (cf. [12]). Beyond this value of $L_q$ the best known results achieve only an additive gain i.e., increasing the DoF by 1 for each increase of $L_q$ by 1, while negatively affecting the subpacketization [40].

Remark 1: While treating demands in a per sub-library manner is not necessarily optimal we note that, at the time of this writing, no known delivery algorithm can merge demands from multiple libraries in a single transmission. In particular, to date, no known multi-transmitter coded caching algorithm can improve the current performance we achieve, by simultaneously transmitting files that have different transmitter-side redundancy. We believe this to be an interesting open problem.

Combining the delivery time of each sub-library we get the achievable delay of

$$T = \sum_{q=1}^{Q} \frac{K\pi_q(1 - \gamma)}{\min\{T_q(1 + \Lambda \gamma), K\pi_q\}}.$$  (10)

(10)

We can further improve the delivery time of (10) by considering that a set of ultra popular files may be requested by a significant amount of users, hence these files can be naturally multicasted from a single antenna, i.e. to be communicated sequentially and without employing coded caching techniques. This would allow to serve a significant number of users with minimal transmitter-side resources, since storing each file at a single transmitter would suffice to satisfy such demands.

We place these files in sub-library $B_1$, while noting that this additional (natural multicasting) option does not limit the optimization range because $B_1$ could be—if indicated by the optimization—empty. Consequently, the cache redundancy assigned to this sub-library is $L_1 = 1$, and the respective delay is $T_1 = |B_1|$ and corresponds to broadcasting the whole content of the sub-library.

Combining the above-described delivery delays of each sub-library, and for simplicity refraining from displaying the minimum function, the overall delay achieved takes the form

$$T(Q, B, L) = |B_1| + \sum_{q=2}^{Q} \frac{K\pi_q(1 - \gamma)}{L_q(1 + \Lambda \gamma)}.$$  (11)

(11)

Because (11) is linearly dependent on the number of users requesting a file from each sub-library, we can conclude that the expected delay is equal to the delay of the expected demand, i.e. $T_Q = K\pi_q$.

Thus, the optimization problem at hand is expressed as

Problem 1 (General Optimization Problem):

\begin{align*}
\min_{Q, B, L} & \quad \mathbb{E}\{T(Q, B, L)\} \\
\text{s.t.} & \quad Q \in [N], \quad |B_1| + \sum_{q=2}^{Q} L_q |B_q| \leq LN, \quad L_q \in [1, U_q], \quad \forall q \in [Q].
\end{align*}

(11a)

(11b)

(11c)

(11d)

where $U_q \triangleq \min\{K_T, K\pi_q/\Lambda\}$.

IV. DESCRIPTION OF THE OPTIMIZATION ALGORITHM

Retrieving the optimal solution of Problem 1 requires optimizing variables $Q, B, L$. The main difficulty we face is that the complexity increases exponentially for non-trivial values of $Q$. This high complexity is attributed to the need to segment set $[N]$ into $Q$ non-overlapping subsets, which have the property of minimizing the problem at hand. For example, for $Q = 2$ the search space for $B$ has size $2^N$, due to the need to consider every possible subset size for sub-library $B_1$, i.e.

$$\left(\begin{array}{c} N \\ 1 \end{array}\right) + \left(\begin{array}{c} N \\ 2 \end{array}\right) + \ldots + \left(\begin{array}{c} N \\ N \end{array}\right) = 2^N.$$  (12)

(12)

In the general case, the size of the search space is exponential in $N$, as we show in the following proposition.

Proposition 1: The size of the search space for determining sub-libraries $B$ in Problem 1, takes the form

$$|S_1(Q)| = 2^N, \quad Q \in [N].$$  (13)

(13)

Proof: The size of the search space is equivalent to the number of ways in which $N$ objects can be partitioned into $Q$ different subsets. We omit the straightforward proof. □

---

TABLE I

| Parameters | Description |
|------------|-------------|
| $N$        | Number of different files |
| $K$        | Number of users |
| $\gamma$   | Fraction of library each user can store |
| $\Lambda$  | Number of caches with different content |
| $K_T$      | Number of single-antenna transmitters |
| $\gamma_T$| Fraction of library each transmitter can store |
| $j$        | File index |
| $p_j$      | Probability that file $W_j$ will be requested |
| $\alpha$   | Zipf parameter |
| $Q$        | Number of sub-libraries |
| $B_q$      | Content of sub-library $q$ |
| $n_j$      | Number storing the boundaries of the sub-libraries |
| $L_q$      | Number of transmitters caching file $W_j$, $\forall j \in B_q$ |
| $L$        | Vector storing $L_q$ |
| $K_q$      | Number of users requesting a file from $B_q$ |
| $\mathcal{R}_q$ | Expected number of users requesting a file from $B_q$ |
| $T(Q, n, L)$ | Delay of expected requests as a function of $Q, n, L$ |
| $T^*$      | Min. expected delay optimized over all variables |
| $T^Q$      | Min. expected delay optimized over $n, L$. Fixed $Q$ |
| $T^Q_n$    | Min. expected delay optimized over $L$. Fixed $Q, n$ |
| $S_Q$      | Problem search space |
| $n_q$      | Sum probability of sub-library $B_q$ |
We employ the following steps to solve Problem 1.

1) In Lemma 1 (Section IV-A) we prove that the optimal solution of Problem 1 should be of the form \( B_q = \{n_{q-1} + 1, \ldots, n_q\}, \forall q \in [Q]\), where \( n_0 = 0 \) and \( n_Q = N \). In other words, the first sub-library should be comprised of the \( n_1 \) most popular files, the second sub-library would contain files \( \{n_1 + 1, \ldots, n_2\} \), and so on. From this point on we refer to a library segmentation using vector \( n \triangleq \{n_1, \ldots, n_Q = N\} \).

We can easily deduce the size of the reduced search space

\[
|S_2(Q)| = \binom{N}{Q} \approx \left( \frac{N}{Q} \right)^Q,
\]

which considerably prunes the search space from exponential in \( N \) to polynomial in \( N \), without sacrificing optimality.

2) We provide an algorithm that searches \( S_2(Q) \) requiring complexity at most \( \left( \log_2 \frac{N}{Q} \right)^Q \).

3) We reformulate the objective function as a set of nested problems, as follows

\[
\min_{Q(n^*, L^*)} \min_{n(L^*)} \min_{L} \mathbb{E}\{T(Q, n, L)\},
\]

which effectively means that for each search of the outmost variables \( Q \) and \( n \) we optimize the innermost variables \( n(L) \) and \( L \), respectively hence, maintaining the optimality of the solution [41].

4) As we show in Section IV-B, calculating the optimal \( L \) can be achieved via the use of the Karush-Kuhn-Tucker (KKT) conditions. In other words, the innermost problem has an analytical solution, conditional on the values of \( Q \) and \( n \), which can be used directly for the outer optimization of these variables. Furthermore, the continuous relaxation of \( L \) required by the application of the KKT conditions would result in a small performance degradation,\(^9\) which we show in Lemma 4 is at most 12%.

5) Finally, we prove that the objective function, when optimized over both \( L \) and \( n \) is monotonically decreasing when \( Q \in [1, Q^*] \) and monotonically increasing for \( Q \in [Q^*, N] \). Thus, the function has a single minimum point which we calculate using a bisection algorithm.

A. Reduced Sub-Library Search Space

In order to show the optimality of the solution when considering the reduced sub-space in (14)-(15), we begin with a corollary that describes the relationship between the cache-allocation among any two arbitrary sub-libraries.

**Corollary 1:** For two arbitrary sub-libraries \( B_q, B_r \subset [N] \) for which \( \pi_q > \pi_r \), their respective optimal cache-redundancy allocations satisfy \( L_q^* > L_r^* \).

\(^9\)The performance boost offered is already hundreds of percent even for modest system parameters.

**Proof:** The proof is relegated to Appendix II-A. \(\square\)

With this in place, we proceed with the lemma that establishes the optimality of the consecutively indexed library segmentation.

**Lemma 1:** For arbitrary number of sub-libraries \( Q \), the sub-libraries producing the optimal delay are those whose files have consecutive indices.

**Proof:** The proof is relegated to Appendix II-B. \(\square\)

Consequently, using Lemma 1 we can simplify the objective function as

\[
\mathbb{E}\{T(Q, n, L)\} = n_1 + \sum_{q=2}^{Q} \frac{\pi_q(1-\gamma)}{L_q(1+\Lambda\gamma)},
\]

and the optimization problem takes the following form.

**Problem 2 (Main Optimization Problem):**

\[
\begin{align*}
\min_{Q, n, L} & \quad \mathbb{E}\{T(Q, n, L)\} \\
\text{s.t.} & \quad Q \in [N], \\
& \quad n_1 + \sum_{q=2}^{Q} L_q(n_q - n_{q-1}) \leq LN, \\
& \quad L_q \in [1, U_q], \quad \forall q \in [Q].
\end{align*}
\]

The constraints of Problem 2 are those of Problem 1, with the notable difference being constraint (P2-c) which substitutes (P1-c), to yield a substantially reduced search space without loss of optimality.

As we discuss in Section V, the library segmentation of Problem 2 has an added benefit, on top of reducing the search space, compared to the general library segmentation of Problem 1. We show that any library segmentation as the one proposed in Problem 2, and under the optimal allocation of cache-redundancies \( L_q \), would outperform the uniform popularity setting. On the other hand, the general library segmentation of Problem 1 does not share this property (see discussion in Corollary 2 and Remark 6).

B. Optimizing Cache Redundancies \( L_q \)

We begin this section with the following lemma.

**Lemma 2:** The objective function is convex in variables \( L \) for fixed \( Q \) and \( n \).

**Proof:** The proof is relegated to Appendix II-C. \(\square\)

Hence, applying the KKT condition would provide the optimal vector \( L \). The Lagrangian takes the form

\[
\mathcal{L} = n_1 + \sum_{q=2}^{Q} \frac{K\pi_q(1-\gamma)}{L_q(1+\Lambda\gamma)} + \lambda \left( n_1 + \sum_{q=2}^{Q} L_q(n_q - n_{q-1}) - LN \right) + \sum_{q=2}^{Q} \mu_q(-L_q + 1) + \sum_{q=2}^{Q} \nu_q(L_q - U_q),
\]

(17)

where \( L_q, \mu_q, \nu_q \geq 0, \forall q \in [Q] \) and \( \lambda \in \mathbb{R} \).
Lemma 3: The optimal cache-allocation vector $\mathbf{L}$ for fixed $Q$, $\mathbf{n}$ is given by

$$
L_q = \begin{cases} 
1, & q \in \phi \cup \{1\} \\
n_q - \frac{\pi_q}{\psi_q(n_q - n_{q-1})}, & q \in \psi \\
n_q - n_{q-1} - \sum_{r \in \chi} \frac{\pi_r}{\xi_r(n_r - n_{r-1})}, & q \in \chi
\end{cases}
$$

(18)

where $\Phi_S = \sum_{q \in \phi} (n_q - n_{q-1})$, $\Psi_S = \sum_{q \in \psi} U_q(n_q - n_{q-1})$, and $\phi \cup \chi \cup \psi \cup \{1\} = [Q]$.

Proof: The proof is relegated to Appendix II-D. □

Theorem 1: The expected delay optimized over $\mathbf{L}$ takes the form

$$
T^*(Q, \mathbf{n}) = n_1 + \frac{K(1 - \gamma)}{1 + \Lambda \gamma} \sum_{q \in \phi} \pi_q + |\psi| \frac{\Lambda(1 - \gamma)}{1 + \Lambda \gamma} + \frac{K(1 - \gamma)}{1 + \Lambda \gamma} \sum_{q \in \chi} \sqrt{\pi_q(n_q - n_{q-1})^2}
$$

(19)

Proof: The proof is direct by inserting the calculated values $L_q$ from (18) into the expression of the expected delay (16).

Lemma 4: The continuous relaxation of $\mathbf{L}$ requires the use of memory sharing (cf. [2]). This would result in a performance loss that is bounded by a multiplicative factor of 1.12.

Proof: The optimal solution provided by Lemma 3 may produce non-integer $L_q$. In order for the algorithm of [12] to handle such non-integer values, we apply memory sharing as in [2]. Specifically, each file with a non-integer cache-redundancy $L_q$ would be split into two parts, one part is cached with redundancy $\lfloor L_q \rfloor$, and the other part with $\lceil L_q \rceil$.

If we denote with $p \in [0, 1]$ the fraction of the file stored with redundancy $\lfloor L_q \rfloor$ we can calculate its value through

$$
p[L_q] + (1 - p)[L_q] = L_q.
$$

(20)

The memory sharing approach invariably results in some loss in performance, but as we show promptly it remains small.

Assuming that the target non-integer cache redundancy of sub-library $B_q$ is $L_q + r$, $r < 1$, i.e., $p = r$ by (20), focusing on the performance loss between the theoretical (non-integer) $L_q$ compared to the one achieved by memory sharing, we have

$$
\frac{n_q L_q}{n_q} + \frac{n_q - n_q}{L_q} = 1 + \frac{r(1 - r)}{L_q + 1}.
$$

(21)

We can see that the biggest gap in (21) occurs when $r = 1$. It follows that the maximum difference between the delivery time achieved without memory sharing and after we apply the technique would be for $\lfloor L_q \rfloor = 1$ amounting to $< 12\%$, while for $\lfloor L_q \rfloor = 2$ this would be $< 4\%$. Similar calculations show that for sub-libraries with even higher $L_q$ the performance loss due to memory sharing becomes negligible.

Taking into consideration that only one sub-library can have cache-redundancy $\lfloor L_q \rfloor = 1$, it follows that the overall loss due to memory sharing is strictly less than $12\%$.

Remark 2: Equation (19) can be simplified when $\phi = \psi = \emptyset$ to the following

$$
T^*(Q, \mathbf{n}) = n_1 + \frac{K(1 - \gamma)}{1 + \Lambda \gamma} \frac{\sum_{q=2}^{Q} \sqrt{\pi_q(n_q - n_{q-1})^2}}{LN - n_1}.
$$

(22)

C. Optimizing $\mathbf{n}$

Using the objective function in (16), i.e., optimized over variables $\mathbf{L}$, we can proceed to minimize it with respect to $\mathbf{n}$ for some instance of $Q$. To this end, we propose an algorithm (Algorithm 1), which recursively optimizes each of the elements of $\mathbf{n}$.

Remark 3: Numerical evaluation of (16) suggests that it is discrete convex [42]. This suggests that applying Algorithm 1 yields the optimal result. We defer the formal proof of this statement to future work, due to considerable technical difficulty.

Algorithm 1 Update($n_q$)

Input: $n_1, n_2, \ldots, n_q-1, Q$

1) Initialize: $S_q = \{n_q-1+1, N+q-Q\}$ (Search space)

2) while $S_q(1) \neq S_q(2)$ do

3) (Calculate delay using first search space point)

$$
n_q = S_q(1)$$

$$n^*(q + 1 : Q) = \text{update}(n_q+1)$$

$$T_{S_q(1)} = T(n_1, \ldots, n_q-1, S_q(1), n^*(q + 1 : Q))$$

4) (Calculate delay using second search space point)

$$n_q = S_q(2)$$

$$n^*(q + 1 : Q) = \text{update}(n_q+1)$$

$$T_{S_q(2)} = T(n_1, \ldots, n_q-1, S_q(2), n^*(q + 1 : Q))$$

5) (Update search space with mid-point)

$$s_a = \text{round}\left(\frac{S_q(1) + S_q(2)}{2}\right)$$

$$s_b = \arg \min_{s \in S_q} T_s$$

$$S_q = \{ \min\{s_a, s_b\}, \max\{s_a, s_b\} \}$$

(23)

Output: $\mathbf{n}(Q) = \{S_q(1), n^*_q, \ldots, n^*_Q\}$

1) Intuition Behind the Algorithm: The main idea behind our algorithm is based on the observation that one can easily compare the delivery time achieved by two vectors $\mathbf{n}(1)$ and $\mathbf{n}(2)$, where i) the first $q - 1$ elements of these vectors are the same, ii) they differ in the $q$-th element, and iii) the remaining $Q - q$ elements are chosen such that the delivery time is minimized, given the first $Q - q$ elements. In other words, we are interested in comparing the following vectors

$$\mathbf{n}(1) = \{n_1, \ldots, n_q-1, n_q(1), n^*_q(1), \ldots, n^*_Q(1)\},$$

$$\mathbf{n}(2) = \{n_1, \ldots, n_q-1, n_q(2), n^*_q(2), \ldots, n^*_Q(2)\},$$

where $n^*_r$ denotes the $r$-th element that, conditioned on all previous elements, produces the lowest delivery time.

10Note that the memory sharing needs to be applied only at the very last step, hence this bound for the loss is valid for the final overall average delay.
Hence, by fixing the first \(q-1\) elements and, at the same time, for each value of \(n_q\) having access to the values of elements \((q+1, \ldots, Q)\) that produce the lowest delivery time, we can apply the bisection algorithm to optimize the value of \(n_q\) by searching the discrete space between \(n_{q-1} + 1\) and \(N - Q + q\).

2) Explanation of Algorithm: Our algorithm consists of a single recursive function that begins from the maximum search space for \(n_1\), i.e., points 0 and \(N - Q\).

Initially, the algorithm creates a While loop which stops when the search space is reduced to a single element. Inside the While loop, the algorithm sets \(n_1\) equal to the lower boundary of the search space and proceeds to calculate the optimal remaining \(Q-1\) elements. To achieve this, it recursively calls \(\text{update}(n_2)\).

In the same spirit, \(\text{update}(n_2)\) starts searching for the optimal \(n_3\), conditioned on the value of \(n_1\) that is given as input. To this end, the algorithm sets \(n_2 = n_1 + 1\) and recursively calls \(\text{update}(n_3)\). The recursive call of function \(\text{update}\) continues in the same manner until the last element, \(n_Q\), is reached. At this point, since all previous elements are set (elements 1, \ldots, \(Q-1\)) the algorithm can perform a bisection in the discrete space and produce the optimal \(n_Q\).

The bisection procedure for \(n_Q\), given fixed \(n_1, \ldots, n_{Q-1}\), is done by calculating the delivery time achieved using the lower boundary point (Step 3), and then by calculating the delivery time achieved by the highest boundary point (Step 4). Then, the boundaries of the new search space would include the boundary of the previous search space that produced the smallest delay as well as the middle point of the old boundary.

When the optimal \(n_Q\) is produced, the algorithm returns that value to \(\text{update}(n_{Q-1})\), which continues with the calculation of the delay for point \(n_{Q-1}\). Further, the algorithm seeks to calculate the delivery time when \(n_{Q-1}\) is equal to the other boundary of its search space. Similarly to before, the algorithm needs to first optimize \(n_{Q-1}\), and as a result calls \(\text{update}(n_Q)\). After this operation has produced the optimal \(n_Q\) the algorithm calculates the delivery time corresponding to the higher boundary point of search space \(S_{Q-1}\) and now is able to update the boundaries of the search space. The new boundaries of the search space are the middle point of the old search space and the boundary of the old search space which has produced the lowest delivery time. Due to the convexity of each point \(n_q\), given that all previous points are the same, and that all following points are optimized, we can conclude that the new search space is reducing the delivery time.

**Theorem 2:** The worst-case complexity of Algorithm 1 is polynomial in \(N\), and specifically is upper bounded by 

\[
\left(\log_2 \frac{N}{Q}\right)^Q.
\]

**Proof:** Let us denote with \(x_q\) the search space for each sub-library. It follows that \(\sum_q x_q = N\), while the searching complexity of our algorithm takes the form

\[
\prod_q \log_2 x_q.
\]

Then, the search space values \(x_q\) which maximize (24) are \(x_1 = \ldots = x_Q = \frac{N}{Q}\), hence the complexity of this part of the algorithm is upper-bounded by

\[
\left(\log_2 \frac{N}{Q}\right)^Q.
\]

**D. Optimizing the Number of Sub-Libraries \(Q\)**

Equipped with Algorithm 1, which outputs the optimal library boundaries for an arbitrary \(Q\), we need to search for \(Q^*\) such that

\[
Q^* = \arg \min_{Q \in [N]} \mathbb{E}\{T_n(L,Q)\}.
\]

As we show in the following lemma, function \(T(Q, n^*)\) is monotonous decreasing in the absence of (P2-d).

**Lemma 5:** The objective function of Problem 2, in the absence of (P2-d), is monotonous decreasing with respect to \(Q\).

**Proof:** Let us assume some arbitrary \(Q\), for which the optimal delivery time, optimized over \(n^*, L^*\) takes the form

\[
T_Q(n^*_Q, L^*_Q) = n_1 + \sum_{q=2}^{Q} \frac{K_q(1-\gamma)}{L_q(1+\lambda\gamma)}.
\]

We can transition to \(Q + 1\) sub-libraries and split the last sub-library into two sub-libraries, i.e.

\[
Q_{Q+1} = \{n^*_1(Q), \ldots, n^*_{Q-1}(Q), n_Q(Q + 1), n_{Q+1}(Q + 1)\}
\]

and \(L_{Q+1} = \{L^*_1(Q), L^*_2(Q), \ldots, L^*_Q(Q), L^*_{Q+1}(Q)\}\). The above choice of variables \(Q + 1\), \(n_{Q+1}, L_{Q+1}\) produces the same delivery time as \(Q, n^*_Q, L^*_Q\), i.e.

\[
T_{Q+1}(n^*_Q, L^*_Q) = T_Q(n^*_Q, L^*_Q).
\]

Since increasing the number of sub-libraries leads to at least the same delivery time, it follows that the objective function is monotonous decreasing with respect to \(Q\), when optimized over variables \(n\) and \(L\).

**Theorem 3:** The globally optimum average delay takes the form \(T_Q(n^*_Q, L^*_Q)\), and is achieved with \(Q^*\) sub-libraries, with boundaries \(n^*_Q\), and redundancy \(L^*_Q\).

**Proof:** Lemma 5 shows the monotonicity of the objective function in the absence of constraint (P2-d). Conversely, by re-introducing the constraint we can guarantee that the objective function is monotonous increasing after point \(Q^*\). Therefore, there exists an optimal number of sub-libraries \(Q^*\) that will give the global minimum for the average delay.

Using the result of Lemma 5 we can see that a simple bisection algorithm, as illustrated in Algorithm 2, in the discrete search space allows to successfully retrieve \(Q^*\).

**Theorem 4:** The optimal number of sub-libraries will not exceed \(K\frac{1}{K}\), where \(K \leq 1\), i.e., \(Q^* = O\left(\frac{N}{K}\right)\).

**Proof:** The proof is relegated to Appendix II-E.

In Figure 2, we plot the upper bound on the optimal number of sub-libraries, as a function of \(\alpha\) for different \(L\) values. We set \(K = 2000\), \(\Lambda = 40\), \(\gamma = 0.1\) and \(N = 6000\). It is clear that the upper bound on \(Q^*\) is less than \(\frac{N}{K} = 50\) and decreases drastically as both \(\alpha\) and \(L\) increases.
Algorithm 2: A Simple Bisection Algorithm

1. **Input:** $N$, $K$, $\gamma$, $\Lambda$, $K_T$, $\gamma_T$, $\alpha$;
2. **Initialize:** $T_0^* = \infty$, $T_1^* = \min\{N \cdot \frac{K(1-\gamma)}{2(1+\Lambda\gamma)}\}$, $Q = 1$;
3. **while** $T_Q^* < T_{Q-1}^*$ **do**
   4. $Q = Q + 1$;
   5. Compute $T_Q^*$ by solving Problem 2 and using Algorithm 1 for the search range of $n$;
6. $Q^* = Q - 1$;
7. **Output:** $T_{Q^*}^*$.

Global Optimization Algorithm (GOA), proposed in [48], aims to take advantage of the biconvex structure of the problem using a primal-relaxed dual approach, which can provide an upper bound and a lower bound to the optimal solution, thus further leading to a finite $\epsilon$-convergence to the global optimum.

Even though our objective function (P2-a) is a biconvex function, constraint (P2-d) is not convex when $n$ are optimized for fixed $Q$ and $L$. Therefore, Problem 2 does not satisfy Conditions (A) provided in [48], which points to the reason why our problem cannot be solved by GOA. Further, using GOA to calculate a bound of our problem, would require the discarding of constraint (P2-d). As we show in the next section (Section V), discarding constraint (P2-d) allows us to reach an analytical solution for the performance of our setting.

We need to note here that a setting where constraint (P2-d) is always satisfied can be interpreted as one with a very high number of users, or more accurately a very high ratio $\frac{K}{X}$, and very high number of transmitters $K_T$. In such a setting, it will also become evident from the simulations (Section VI), the achieved delay and the upper bound performance are becoming narrowly smaller.

V. PERFORMANCE ANALYSIS

In this section we provide a bound on the expected achieved delivery time, and further prove that any sub-library segmentation, as described by our main problem (Problem 2), would yield a decreased expected delivery time compared to the uniform popularity case.

The bound is achieved by utilizing the outcome of Lemma 5, describing the monotonicity of the objective function over variable $Q$, as well as expression (29), obtained in the following lemma, describing the form of the objective function optimized with respect to $L$.

Lemma 7: The optimal allocation of the cache-redundancy vector $L$ for each sub-library, under the assumption that constraint (P2-d) is satisfied away from the boundaries, results in the objective function

$$T(Q, n) = n_1 + \frac{K(1-\gamma)}{1+\Lambda\gamma} \left( \frac{\sum_{q=2}^{Q} \pi_q (n_q - n_{q-1})}{LN - n_1} \right)^2. \quad (29)$$

**Proof:** Inserting the optimal cache-allocation calculated in (18) for $\phi = \psi = 0$ into (16) yields the result. \(\square\)

The main idea behind the performance bound is to utilize the monotonicity of the objective function with respect to $Q$, in the absence of constraint (P2-d), which leads to the conclusion that the expected delay is minimized when $Q = N$.

Lemma 8: The minimum expected delivery time $\mathbb{E}\{T^*\}$ under the assumption of file popularity following a Zipf distribution with parameter $\alpha$ is lower bounded by

$$\mathbb{E}\{T^*\} \geq \frac{K(1-\gamma)}{LN(1+\Lambda\gamma)} \left( \frac{\sum_{q=1}^{N} q^{-\alpha/2}}{\sum_{q=1}^{N} q^{-\alpha}} \right)^2. \quad (30)$$

Consequently, the maximum multiplicative ratio $G_{\max}$ that can be achieved by the optimal expected delay $T^*$ compared
the result of (29) we can write the expectation of the objective function as

\[ G_{\text{max}} \leq N \frac{\sum_{q=1}^{N} q^{-\alpha}}{\left( \sum_{q=1}^{N} q^{-\alpha/2} \right)^2}. \quad (31) \]

**Proof:** In order to bound the optimal expected delivery time we remove constraint (P2-d) and constraint \( L_q \geq 1 \).

Then, it follows from Lemma 5 that the minimum value of (P2-a) is achieved for \( Q^{*} = N \), which implies \( n = [N] \), i.e., each sub-library is comprised of a single file. By incorporating the result of (29) we can write the expectation of the objective function for \( Q = N \) and \( n = [N] \) as

\[ \mathbb{E}\{T(N, [N])\} = \frac{K(1-\gamma)}{LN(1+\Lambda\gamma)} \left( \sum_{q=1}^{N} \sqrt{p_q} \right)^2. \quad (32) \]

Using that the fact that the file popularity follows the Zipf distribution with parameter \( \alpha \), we can rewrite (32) as

\[ \mathbb{E}\{T(N, [N])\} = \frac{K(1-\gamma)}{LN(1+\Lambda\gamma)} \left( \sum_{q=1}^{N} \frac{1}{q^{\alpha/2}} \right)^2. \quad (33) \]

The ratio between the above result and the uniform-popularity case, where the delivery time is \( T_u = \frac{K(1-\gamma)}{LN(1+\Lambda\gamma)} \), yields the result of (31).

As we can see, the gain achieved is not depend on the number of users \( K \). This is due to the lack of constraint (P2-d) which would otherwise enforce each cache-allocation variable \( L_q \leq \min\{K_u, K_T\} \). In Figure 4 we compare the theoretical result from (31) with the numerical results of Section VI. It is interesting to note that as the number of users increases, the gains achieved in the simulations are moving closer to the theoretical bound. This can be attributed to the fact that as the number of users increases the cache-allocation variables \( L_q \) are allowed to increase, in conjunction with constraint (P2-d), hence the \( L_q \) variables move closer to their optimal values.

We continue with a result that shows that any library segmentation, as long as constraint (P2-d) is satisfied, would lead to a lower or equal delay compared to the uniform popularity case.

**Corollary 2:** Any library segmentation \( n \) that respects constraint (P2-d) and is optimized over vector \( L \) improves upon the delivery time of the uniform popularity case i.e.

\[ \mathbb{E}\{T(Q, n, L)\} < \frac{K(1-\gamma)}{L(1+\Lambda\gamma)} \]

\[ L_q \leq U_q, \forall q \in [Q], \quad n \in [N]^{Q} : n_i < n_j, \quad i < j. \quad (34) \]

**Proof:** We consider some arbitrary library segmentation \( n \) which respects constraint (P2-d), and the objective function in (29), i.e. after optimized over vector \( L \).

\[ \mathbb{E}\{T(Q, n)\} = \frac{K(1-\gamma)}{LN(1+\Lambda\gamma)} \left( \sum_{q=1}^{Q} \sqrt{p_q} \right)^2 \leq \frac{K(1-\gamma)}{L(1+\Lambda\gamma)} \right( \sum_{q=1}^{Q} \sqrt{\pi_{q} \sqrt{\pi_{q}} - n_{q-1}} \right)^2 \]

\[ = \frac{K(1-\gamma)}{L(1+\Lambda\gamma)}. \quad (36) \]

The transition from (35) to (36) makes use of the Cauchy-Schwarz inequality, where the first summation in (36) is equal to 1, while the second summation is equal to \( N \). Thus, any library segmentation \( n \), under the optimal cache-redundancy allocation, is upper bounded by the delivery time of the uniform popularity setting.

Further, we can deduce the choices of \( n \) that do not improve the delivery time, compared to the uniform case. Specifically, we can view \( \mathbb{E}\{T(Q, n)\} \) as the dot product of vectors \( \pi_{1/2} \triangleq \left( \sqrt{\pi_1}, \ldots, \sqrt{\pi_Q} \right) \) and \( n_{1/2} \triangleq \left( \sqrt{n_1}, \sqrt{n_2-n_1} \ldots, \sqrt{n_Q-n_{Q-1}} \right) \).

In order for the equality to hold in the Cauchy-Schwarz inequality, since neither \( \pi_{1/2} \) nor \( n_{1/2} \) can be the all zero vector, it is required that the two vectors are linearly dependent, i.e. \( \pi_{1/2} = \lambda n_{1/2}, \lambda \in \mathbb{R}, [49] \). In other words,

\[ \lambda^2 (n_q - n_{q-1}) = \pi_q, \quad \forall q \in [Q]. \quad (38) \]

Summing (38) over all \( q \) yields \( \lambda^2 \cdot N = 1 \). Thus, for \( \pi_1 \) it must hold that \( \pi_1 = \frac{2N}{N} \), which cannot be satisfied regardless of the sub-library segmentation when \( \alpha > 0 \) and \( Q > 1 \). Hence, any choice of \( n \) which satisfies constraint (P2-d), would lead to
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The subpacketization is constrained to be $F$ segmentations that satisfy

\[
\frac{1}{\alpha} \leq \frac{1}{\pi_1/2}.
\]

Specifically, we can easily see that there are many library segmentations that satisfy $\pi_{1/2} = \frac{1}{\alpha} \cdot n_{1/2}$.

### VI. NUMERICAL EVALUATION

To illustrate the performance of our proposed placement, we consider two scenarios that differ on the library sizes and the caching capabilities of the transmitters and the users. The first scenario focuses on a library with TV series, comprised of many files, but each of relatively small size, thus allowing a higher percentage of the library to be stored at the receivers. On the second scenario, we have a library of movies which, although has much fewer individual files, nevertheless each file has higher size.

**Scenario 1:** We consider a typical, dense multiple transmitter setting [24], [50], [51], [52], where a set of $K_T = 50$ single-antenna transmitters are connected to $K$ receivers. The content library is comprised of $N = 6000$ TV series episodes, such as typically found in the Netflix catalogue of European countries [53]. The size of each such episode is assumed to be 100MB, i.e. of standard definition quality, while its duration approximately 45min. Each transmitter and each receiver can store 10% of the whole library, i.e. $\gamma_T = \gamma = \frac{1}{10}$ which amounts to 60GB. For a packet size of 1KB the subpacketization is constrained to be $F \leq 10^5$, thus the maximum number of different caches allowed is $\Lambda = 40\left(\frac{10^5}{4}\right) \approx 9 \cdot 10^4$.

In Figure 4 we plot, for varying number of users $K \in \{300, 500, 1000, 2000\}$, the ratio of the delivery time of the non-uniform setting over the expected delivery time of our scheme as well as the upper bound calculated in Section V, as a function of parameter $\alpha$. We observe that for $\alpha = 0.8$ the delay reduction, compared to the uniform popularity case, ranges between 25% (factor 1.3) and 45% (factor 1.8) for $K = 500$ and $K = 2000$, respectively and further increases to a multiplicative factor of 2.8 for $\alpha = 1.2$. Another important point is that for $\alpha \leq 1.2$ the proposed scheme remains close to the upper bound.

Further, in Figure 5 we plot the average DoF performance as a function of $\alpha$ for all the values of $K$ of our example, as well as the deviation from the mean produced by $10^3$ simulations. We note that for practical values of parameter $\alpha$ ($\alpha \leq 1.2$), the DoF performance varies slightly from the mean value.

The optimal sub-library boundaries $n^*$ and the optimal cache-allocation values $L^*$ for each of the parameters of Scenario 1 are displayed in Table II.

**Scenario 2:** Let us now consider another network that aims to serve content from a library of $N = 3000$ movies, typical of a Netflix catalogue [53], each of size of 1GB, of average duration 1.5h, and of standard definition quality. User demands are satisfied by a set of $K_T = 20$ single-antenna transmitters. Due to the much higher per-file size, the normalized cache of a user is $\gamma_T = \frac{1}{10}$, while we consider that each transmitter’s cache is $\gamma_T = \frac{1}{10}$. Hence, a user
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**Table II**

**Optimal Sub-Library Boundaries $n^*$ and Optimal Antenna Allocations $L^*$, The Number of Sub-Libraries Is Given by $Q = 1 + |n^*|$. When the First Value of $n^*$ Is 0 It Points to an Empty $B_1$ Sub-Library**

| $K = 300$ | $K = 500$ | $K = 1000$ | $K = 2000$ |
|-----------|-----------|-----------|-----------|
| $\alpha$  | $n^*$     | $L^*$     | $n^*$     | $L^*$     |
| 0.2       | 0.2174    | 0.2174    | 0.2174    | 0.2174    |
| 0.4       | 0.2174    | 0.2174    | 0.2174    | 0.2174    |
| 0.6       | 0.2174    | 0.2174    | 0.2174    | 0.2174    |
| 0.8       | 0.2174    | 0.2174    | 0.2174    | 0.2174    |

Remark 6: Based on the result of Corollary 2, we can see that this improvement would not necessarily hold in the general library segmentation considered in Problem 1. Specifically, we can easily see that there are many library segmentations that satisfy $\pi_{1/2} = \frac{1}{\alpha} \cdot n_{1/2}$.

Fig. 5. Expected DoF and standard deviation achieved under the placement dictated by the algorithm of Section IV. User preferences are drawn according to the Zipf distribution. The deviation from the mean is remains less than 1 DoF for small values of $\alpha$, while for bigger values of $\alpha$ and number of users the deviation is approximately 5 – 10% of the achieved DoF.

Fig. 6. Scenario 2. The multiplicative boost of the expected performance achieved by our algorithm compared to the setting with uniform file popularity. The comparison is displayed here as a function of the Zipf parameter, for various numbers of users $K$. The library has $N = 3000$ files.
dedicates 60GB for caching, while a transmitter dedicates 300GB. Assuming, as before, that the minimum packet size is 1KB, translates to a maximum supacketization of $F \leq 10^6$ packets thus, the maximum number of different caches allowed is $\Lambda = 150 \left( \frac{150}{3} \right) \approx 5.5 \times 10^5$.

The performance boost, compared to the non-popularity case, is displayed in Figure 6 for varying number of users $K = \{500, 1000, 2000\}$. It is interesting to note that as the number of users increases, one can get close to the bound.

VII. Final Remarks and Conclusion

Our work showed for the first time how one can leverage file popularity in order to optimize the cached content at multiple transmitters and achieve multiplicative increase in the performance of coded caching systems. This performance increase can occur even when the file popularity is not very skewed, and it can occur in the subpacketization-constrained regime, where it is indeed needed the most. While most single antenna cache-aided systems exhibit success in increasing the “usable” part of a user’s cache when exploiting file-popularity at the receiver side, we have showed here how multi-transmitter environments can provide multiplicative gains by becoming popularity-aware, while not affecting the structural symmetry in which coded caching thrives.

APPENDIX I

TRANSMITTER-SIDE CACHING POLICY

To implement the cache-redundancy allocation of our algorithm, for any values of parameters $Q, n, L$, we extend the approach of [12] to account for multiple sub-libraries with different redundancies. We note that the objective is to place each file of sub-library $B_q$ in exactly $L_q$ different transmitters. The proposed placement paired with the delivery process we described in the main part of the document can produce the DoF performance of (9), as illustrated in [12].

The placement is done sequentially. We start from the first sub-library and we consecutively cache the whole first file into the first $L_1$ transmitters, then the second file (of the first sub-library) into transmitters $L_1 + 1$ through $1 + (2L_1 - 1 \mod K_T)$, and so on for the remaining files of $B_1$. The selection of the transmitters is always done using the modulo operation, which means that when we place a file at the last transmitter, we continue the process with the first transmitter.

After storing each file from the first sub-library in a total of $L_1$ transmitters each, we proceed with the second sub-library. Continuing from the transmitter after the one last used, i.e. continuing from transmitter $1 + (n_1 \cdot L_1 \mod K_T)$, we again sequentially fill the caches, starting from the first file of the second sub-library, which we now store in $L_2$ consecutive transmitters, and so on. The process is repeated for each sub-library $B_q$, using the corresponding $L_q$, starting every time from the transmitter after the one last used.

Overall, the above process stores each file of sub-library $B_q$ in exactly $L_q$ distinct transmitters. Further, through this cyclic assignment of files into transmitters we can guarantee that the cache-size constraint is satisfied, i.e. that each transmitter stores exactly $\gamma_T N$ files.

APPENDIX II

PROOFS OF SECTION IV

A. Proof of Corollary 1

The delay required to satisfy solely the demands corresponding to sub-libraries $q, r$ can be written, after normalization by $\frac{K(1-\gamma)}{1+\Lambda \gamma}$, as

$$T_p(L_q, L_r) = \frac{\pi_q}{L_q} + \frac{\pi_r}{L_r}. \quad (39)$$

Using an equal cache-allocation, $L_q = L_r = \tilde{L}$, yields

$$T_p(\tilde{L}, \tilde{L}) = \frac{\pi_q}{L} + \frac{\pi_r}{L}. \quad (40)$$

In contrast, if we assume that the two cache-allocations differ by $\ell$ such that $\ell \leq L$, we have

$$T_p(\tilde{L}+\ell, \tilde{L}-\ell) = \frac{\pi_q}{L+\ell} + \frac{\pi_r}{L-\ell} \quad (41)$$

$$= \frac{(\pi_q - \pi_r)\tilde{L}}{L^2 - \ell^2} - \frac{(\pi_q - \pi_r)\ell}{L^2 - \ell^2} < \frac{(\pi_q - \pi_r)}{L} \quad (42)$$

which shows that it is always a better strategy to allocate higher cache redundancy to sub-libraries with higher cumulative probability.

B. Proof of Lemma 1

We assume that $\{B_q\}_{q=1}^Q$ is an optimal library segmentation where, without loss of generality, $\pi_q \geq \pi_{q+1}, \forall q \in [Q-1]$. In a different case we can rename the sub-libraries such that $\pi_q \geq \pi_{q+1}, \forall q \in [Q-1]$. We pick two files, $W^{r_a}$, $W^{r_b}$, with corresponding popularity $p_{r_a} > p_{r_b}$, such that $W^{r_a} \in B_a$ and $W^{r_b} \in B_b$, while $p_a < p_b$, else we wouldn’t have anything to prove. Further, assuming that $L_a > L_b > L_a$ correspond to the optimal cache-allocation of $B_a$ and $B_b$, respectively we can calculate the expected delay, $T_1$, of this sub-library segmentation and cache-allocation using (11).

Now, we can proceed to calculate the delay, $T_2$ of a similar system with the same cache-allocation as before, but now files $W^{r_a}$, $W^{r_b}$ are swapped, i.e. $W^{r_a} \in B_b$ and $W^{r_b} \in B_a$. The difference of the two delays then takes the form

$$T_1 - T_2 = \frac{p_{r_a}}{L_a} + \frac{p_{r_b}}{L_b} - \left( \frac{p_{r_b}}{L_a} + \frac{p_{r_a}}{L_b} \right) \quad (43)$$

$$= (p_{r_a} - p_{r_b}) \frac{L_b - L_a}{L_b \cdot L_a} > 0. \quad (44)$$

Using the above result, and beginning from some arbitrary segmentation of the library we can select pairs of files which belong in different sub-libraries such that the probability of one file is higher than the probability of the other, while the more popular file resides in the less popular sub-library and swap them. As we showed, performing this task will always transition the system to a lower delivery time.

Continuing to perform this task would result in a library segmentation where each sub-library has files of consecutive indices.
C. Convexity of (16) for Fixed $Q, n$

Let us define the Hessian of $T^*_Q$ with respect to $L$ by $H_1$, which is given by

$$
H_1 = \begin{bmatrix}
\frac{\partial^2 T^*(Q)}{\partial L^2_1} & \frac{\partial^2 T^*(Q)}{\partial L_1 L_2} & \ldots & \frac{\partial^2 T^*(Q)}{\partial L_1 L_Q} \\
\frac{\partial^2 T^*(Q)}{\partial L_2 L_1} & \frac{\partial^2 T^*(Q)}{\partial L_2 L_2} & \ldots & \frac{\partial^2 T^*(Q)}{\partial L_2 L_Q} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 T^*(Q)}{\partial L_Q L_1} & \frac{\partial^2 T^*(Q)}{\partial L_Q L_2} & \ldots & \frac{\partial^2 T^*(Q)}{\partial L_Q L_Q}
\end{bmatrix}.
$$

(45)

Focusing on the $q$-th diagonal element of $H_1$ we have

$$
\frac{\partial^2 T^*_Q}{\partial L^2_q} = \frac{\partial^2}{\partial L^2_q} \left( n_1 + \sum_{r=2}^Q \frac{K(1-\gamma)\pi_r}{L_r(1+\Lambda\gamma)} \right) = 2K\pi_q(1-\gamma) > 0.
$$

Similarly, we can show that the non-diagonal elements of $H_1$ are equal to 0. Let us consider another element $(q,s)$, $q \neq s$ for which we have

$$
\frac{\partial^2 T^*_Q}{\partial L_q \partial L_s} = \frac{\partial^2}{\partial L_q \partial L_s} \left( n_1 + \sum_{r=2}^Q \frac{K\pi_r(1-\gamma)}{L_r(1+\Lambda\gamma)} \right) = \frac{\partial}{\partial L_s} \left( -\frac{K\pi_q(1-\gamma)}{L_q^2(1+\Lambda\gamma)} \right) = 0.
$$

We can now conclude that $H$ is positive semi-definite since its diagonal elements are positive, while its non-diagonal elements are zero. Thus, function $T^*_Q, n$ is convex in $L$.

Now, we continue with proving the convexity of $T^*(Q)$ in $n$ for fixed $L$. Since $p_j$ is defined only for discrete $j$, we replace the Zipf distribution with a continuous Pareto distribution,

$$
f(j) = j^{-\alpha}(H(N, \alpha))^{-1},
$$

where $H(N, \alpha)$ is the generalized Harmonic number.

Let us define the Hessian of $T^*(Q)$ with respect to $n$ as $H_2$, which is given similarly to (45).

Following similar arguments used in showing the positive semi-definiteness of $H_1$, we will show that $H_2$ is also positive semi-definite. It is trivial to show that first diagonal element of $H_2$ is always non-negative. Let us consider a different diagonal element $q > 1$, for which we get

$$
\frac{\partial^2 T^*_Q}{\partial n^2_q} = -\frac{K(1-\gamma)\alpha n_q^{-\alpha+1}}{C(1+\Lambda\gamma)} \left[ \frac{1}{L_q} - \frac{1}{L_{q+1}} \right] \geq 0,
$$

due to the fact that $L_q \geq L_{q+1}, \forall q \in \{2, Q\}$.

Since function (16) is a linear combination of terms, where each term is solely dependent on one of the $L_q$ variables it follows that a double partial differentiation over different $L_q, L_k$ would produce 0. Therefore, we conclude that $H_2$ is positive semi-definite and function $T^*_Q$ is convex in $n$ for fixed $L$. Therefore, the function in (29) is biconvex.

Finally, all the constraints are affine. Thus, Problem 2 for fixed $Q$ is a biconvex problem.

D. Proof of Lemma 3

The output of the KKT conditions provides three different, and non-overlapping, subsets of $[Q]$. The first set, $\phi$, is comprised of those $q \in [Q]$ for which $L_q = 1$ (apart from $q = 1$ for which, by definition, $L_1 = 1$). The second set, $\psi$, is comprised of those $q$ for which $L_q = U_q$. Finally, the remaining $q$ are contained in set $\chi$ and for these we need to calculate the cache-allocation variable $L_q$.

Hence, the expected delay can be written as

$$
T^*(Q, n) = n_1 + \frac{K(1-\gamma)}{1+\Lambda\gamma} \sum_{q \in \phi} \pi_q + \left| \psi \right| \frac{\Lambda(1-\gamma)}{1+\Lambda\gamma} + \frac{K(1-\gamma)}{1+\Lambda\gamma} \sum_{q \in \psi} \pi_q.
$$

(46)

The cache capacity constraint becomes

$$
\sum_{q \in \chi} L_q(n_q - n_{q-1}) = LN - \left[ n_1 + \sum_{q \in \phi} (n_q - n_{q-1}) + \sum_{q \in \psi} U_q(n_q - n_{q-1}) \right].
$$

(47)

Taking the derivative of (17) with respect to $L_q$ such that $q \in \chi$, and equating it to 0 yields

$$
\frac{\partial L}{\partial L_q} = -\frac{K\pi_q(1-\gamma)}{(1+\Lambda\gamma)L_q^2} + \lambda(n_q - n_{q-1}) = 0.
$$

(48)

Separating $L_q$ from the remaining terms in (48) yields

$$
L_q = \frac{1}{\sqrt{\lambda}} \sqrt{\frac{K(1-\gamma)\pi_q}{(1+\Lambda\gamma)(n_q - n_{q-1})}}
$$

(49)

$$
L_q(n_q - n_{q-1}) = \frac{1}{(1+\Lambda\gamma)} \sqrt{\frac{K(1-\gamma)\pi_q(n_q - n_{q-1})}{(1+\Lambda\gamma)}}.
$$

(50)

Further, from (48) keeping on one side terms $L_q, (n_q - n_{q-1}), \lambda$ we get

$$
L_q(n_q - n_{q-1})\lambda = \frac{K(1-\gamma)\pi_q}{(1+\Lambda\gamma)L_q}
$$

(51)

Summing (50) and (51) over all $q \in \chi$,

$$
\sum_{q \in \chi} L_q(n_q - n_{q-1}) = \frac{1}{\sqrt{\lambda}} \sum_{q \in \chi} \sqrt{\frac{K(1-\gamma)\pi_q(n_q - n_{q-1})}{(1+\Lambda\gamma)}}
$$

(52)

$$
\sum_{q \in \chi} L_q(n_q - n_{q-1}) = \frac{1}{(1+\Lambda\gamma)} \sum_{q \in \chi} \pi_q
$$

(53)

Replacing $\lambda$ from (53) to (52) yields

$$
\sum_{q \in \chi} L_q(n_q - n_{q-1}) = \frac{K(1-\gamma)\pi_q}{(1+\Lambda\gamma)L_q}
$$

(54)

Replacing the left-hand-side of (54) with (46) and the denominator of (54) from (47) yields the result of Theorem 1. \(\square\)
E. Proof of Theorem 4

We will show that for any given set of system parameters, a solution to Problem 2 for fixed $n$ and fixed $Q$ is feasible only when $Q \leq \frac{K\pi}{\Lambda}$, where $\kappa < 1$.

Since Problem 2 aims to minimize the objective function (P2-a), for any fixed $n$ and $Q$, the solution obtained by KKT conditions will spend the cumulative budget $LN$ in (P2-c) as much as possible, i.e., the left hand side of (P2-c) will be maximized as increasing the number of transmitters allocated to sub-libraries decreases the objective function (P2-a).

Let $\hat{L}$ be a feasible solution to Problem 2 consisting of $\hat{Q}$ sub-libraries. We also set $n_1 = 0$, i.e., we assume that the first sub-library is empty, and will not spend any collective transmitter side cache capacity budget. Since we are going to provide an upper bound on $Q^*$, we will later consider the possibility of this sub-library being non-empty.\(^{11}\)

We will only focus on the case $K_T \geq \frac{K\pi}{\Lambda}$, $\forall q \in [\hat{Q}]$ as $K_T \leq \frac{K\pi}{\Lambda}$ case is trivial. Consequently, $U_q = \frac{K\pi}{\Lambda}$, $\forall q \in [\hat{Q}]$, and we assume that the following ordering is satisfied,\(^{12}\)

$\hat{L}_2 \geq \hat{L}_3 \geq \cdots \geq \hat{L}_{\hat{Q}}$.

For $\alpha > 0$, it is easy to verify from (5) that $p_1 > p_2 > \cdots > p_N$. We also know from (P2-d) that

$$\frac{K\pi_q}{\Lambda} \geq 1, \quad \forall q \in [\hat{Q}]$$

must hold since $U_q \geq 1$ for any feasible solution.

Now, we will find the maximum number of groups that yields a feasible solution for the case where the cumulative budget in (P2-c) is spent as much as possible — so that (P2-a) is minimized as discussed above—.

Let us set $L_\hat{Q} = 1$, and $L_{\hat{Q}-1} = 1 + \epsilon_{\hat{Q}-1}$, where $\epsilon_{\hat{Q}-1}$ is arbitrarily small. Then, (55) must hold with equality for $q = \hat{Q}$. Similarly, for $q = \hat{Q} - 1$, (55) holds with equality where the right hand side is equal to $1 + \epsilon_{\hat{Q}-1} \approx 1$.

Since $p_1 > p_2 > \cdots > p_N$, it is clear that in order to have $\pi_\hat{Q} \approx \pi_{\hat{Q}-1}$, $|B_{\hat{Q}}| > |B_{\hat{Q}-1}|$ for any $\alpha > 0$.

Following the same argument, a feasible solution that leads to the maximum possible number of sub-libraries $\hat{Q}$ and simultaneously satisfies (P2-c) and (P2-d) would then need to spend as minimum budget as possible for the sub-libraries $B_3$ to $B_{\hat{Q}}$ and spend the remaining budget for the sub-library $B_2$ to satisfy (P2-c), yielding

$$\hat{L} = \{U_2, 1 + \epsilon_3, \ldots, 1 + \epsilon_{\hat{Q}-1}, 1\},$$

where $U_2 = \frac{K\pi_2}{\Lambda}$.

Next, we will show that $\hat{Q}$ will not exceed $\frac{K\pi}{\Lambda}$. Following a similar argument that we used in Appendix II-C, we will replace the Zipf distribution with the continuous Pareto distribution. We will consider the cases of $\alpha \neq 1$ and $\alpha = 1$ separately.

\(^{11}\)Note that if $n_1 \neq 0$, then $L_1 = 1$ for the files within this sub-library. By setting $n_1 = 0$, we restrict to the case where all files are served by coded caching and no files to be broadcasted, eventually minimizing the cache capacity budget that is spent by the first sub-library.

\(^{12}\)Any feasible solution will satisfy a similar ordering with a possible permutation $[2, \hat{Q}] \rightarrow [2, \hat{Q}]$.

1) Case 1 ($\alpha \neq 1$): In this case, we have

$$\pi_q = \frac{n_1^{\alpha} - n_q^{\alpha}}{C(1-\alpha)}.$$  

Then, for the feasible solution given in (56), for $\epsilon_q \rightarrow 0$, $\forall q \in [3, \hat{Q}-1]$, (P2-c) becomes

$$\frac{K}{\Lambda} \left(1 - \frac{N^{1-\alpha} - n_q^{1-\alpha}}{C(1-\alpha)}\right) n_2 + (N - n_2) \leq LN$$

$$\left(\frac{K}{\Lambda} - \frac{KN^{1-\alpha}}{AC(1-\alpha)} - 1\right) n_2 + \frac{K}{AC(1-\alpha)} n_2^{2-\alpha} - (L-1)N \leq 0,$$

where $C \triangleq H(N, \alpha)$ is the generalized Harmonic number. Also, from (P2-d), we have

$$\frac{K}{\Lambda} \left(\frac{N^{1-\alpha} - n_1^{1-\alpha}}{C(1-\alpha)}\right) \geq 1.$$  

Let $\nu_1$ and $\nu_2$ be the solutions to (57) and (58) respectively with equality, i.e.,

$$\left(\frac{K}{\Lambda} - \frac{KN^{1-\alpha}}{AC(1-\alpha)} - 1\right) \nu_1 + \frac{K}{AC(1-\alpha)} n_2^{2-\alpha} - (L-1)N = 0,$$

and

$$\nu_2 = \left(\frac{N^{1-\alpha} - C(1-\alpha)\Lambda}{K}\right)^{\frac{1}{1-\alpha}}.$$  

To maximize the left hand side of (P2-c), we need to find the maximum $n_2$, henceforth denoted by $\hat{n}_2$, that satisfies both (57) and (58). Therefore, we have $\hat{n}_2 = \min\{\nu_1, \nu_2\}$.

The remaining budget must be distributed among $Q - 2$ sub-libraries\(^{13}\) evenly — since for $\epsilon_q \rightarrow 0$, $\forall q \in [3, \hat{Q}-1]$, the cache redundancies of these sub-libraries are equal– to obtain the feasible solution given in (56), yielding

$$\frac{K}{\Lambda} \left(\frac{N^{1-\alpha} - \hat{n}_2^{1-\alpha}}{C(1-\alpha)}\right) \frac{1}{Q - 2} \geq 1,$$

$$\hat{Q} \leq \frac{K}{\Lambda} \left(\frac{N^{1-\alpha} - \hat{n}_2^{1-\alpha}}{C(1-\alpha)}\right) + 2.$$  

Finally, since the optimum number of sub-libraries $Q^*$ must be less than or equal to the maximum number of sub-libraries that yields to the feasible solution spending the cumulative budget as much as possible, $Q^* \leq \hat{Q}$, and $Q^*$ is then upper bounded by

$$Q^* \leq \frac{K}{\Lambda} \left(\frac{N^{1-\alpha} - \hat{n}_2^{1-\alpha}}{C(1-\alpha)}\right) + 2.$$  

\(^{13}\)Note that we set $n_1 = 0$ in the beginning. As we are providing an upper bound, we are adding the possibility of $B_1$ being non-empty.
2) Case 2 ($\alpha = 1$): We follow the same arguments as in Case 1, and we skip the details due to space restrictions. In this case, we have

$$
\pi_q = \frac{\log n_q - \log n_{q-1}}{\log N}.
$$

Then, for the feasible solution given in (56), for $\epsilon_q \to 0$, $\forall q \in [3, Q-1]$, (P2-c) becomes

$$
K \frac{\log n_2}{\Lambda \log N} + N - n_2 \leq LN,
$$

(63)

and from (P2-d), we have

$$
\frac{K}{\Lambda} \left( 1 - \frac{\log n_2}{\log N} \right) \geq 1.
$$

(64)

Consequently, $n_2$ must satisfy both (63) and (64). Let $\nu_1$ and $\nu_2$ be the solutions to (63) and (64) respectively with equality. Then, we have

$$
\nu_1 = \frac{(L - 1) \Lambda N \log N}{KW (L - 1) \Lambda N \log N},
$$

(65)

where $W(\cdot)$ is the Lambert $W$ function, and

$$
\nu_2 = N^{-1} - \frac{\Lambda}{K}.
$$

(66)

To maximize the left hand side of (P2-c), we need to find the maximum $n_2$, henceforth denoted by $n_2$, that satisfies both (63) and (64). Therefore, we have $\hat{n}_2 = \min\{\nu_1, \nu_2\}$.

Finally, following the same arguments as in the $\alpha \neq 1$ case, we have

$$
Q^* \leq \frac{K}{\Lambda} \left( 1 - \frac{\log \hat{n}_2}{\log N} \right) + 2.
$$

(67)

It is easy to verify that for any $\alpha > 0$, $Q^*$ is less than $\frac{K}{\Lambda}$, where $\kappa < 1$, and $\kappa$ decreases as both $\alpha$ and $L$ increase. As a consequence, $Q^*$ does not scale with the library size $N$.
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