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Abstract. This article presents the results of studies on assessing the availability of information exchange in radio transmission notifications system (RTNS) of various types. The author proposes to use indicators showing the probability of non-reception of alarm notifications at the scheduled time, the daily average probability of non-reception of data from RTNS, and the average daily occupancy of the RTNS radio channel as parameters for assessing the availability. The article introduces the expansion of the existing assessments of the information exchange availability not only in terms of test messages passing the radio channel control, but also taking into account possible internal time collisions associated with the transmission of service and alarm notifications to RTNS. The author proposes to expand the assessments of availability indicators not only for asynchronous RTNS, but also for combined asynchronous-synchronous systems with working frequency occupancy control, satisfying the conditions stating that the time window for the transmission of alarm and service notifications does not intersect with the time window of test messages for the radio channel control. The calculations show that the obtained estimates of availability are consistent with the established practice of RTNS operation.
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1. Introduction
Radio systems for transmitting notifications are used for centralized protection and fire monitoring of facilities. Object complexes of security, alarm and fire alarms transmit service and alarm notifications about the state of the object to the centralized protection point (CSP) by means of RTNS. The number of transmitted messages is determined by the information content of RTNS, the tactics of protecting objects and the structure of RTNS. To control the integrity of the radio channel, the object blocks constantly send test messages. For different RTNS, test bursts can have a different set of durations, and the minimum burst period is usually defined as 12-15 seconds. The maximum polling time is limited, and at the same time, the fact of communication failure with each of the protected objects should be determined in a time of no more than 120 seconds. Depending on the hardware and circuitry implementation of RTNS, the duration of the test messages can be from 6 to 15 ms. The duration of a service notifications transmission from the object to the central (base) station for RTNS basically corresponds to the duration of alarm notifications and ranges from 30 to 50 ms, but alarms have a higher priority during transmission. The most significant factor determining availability in RTNS is the number of protected sites. Since all the object transmitters in RTNS operate at the same frequency, the filling of the operating frequency is determined by the number of the objects protected at the same. This factor
also affects time collisions in the operation of RTNS transmitters at other sites. Temporary collisions occur when service and alarm notifications from different objects overlap. As a result, the transmitted notifications disappear.

RTNS types are categorized by design into one-way RTNS (one-way notification, only a transmitter is installed at the site) and two-way RTNS, when the site has a receiver and a transmitter. In addition, in asynchronous RTNS, the transmission of all types of notifications is carried out in a randomly determined time interval and is not synchronized with the operation of other object transmitters. For this reason, all announcements in an asynchronous RTNS are repeated many times. Basically, an asynchronous RTNS transmits notifications either in bursts, with a constant time interval between messages in a burst, or random access to the data transmission channel is used, or mathematical laws are used to ensure the non-repeatability of the number series (for example, a number of primes are used) and to increase the delivery probability notifications. In synchronous notification transmission systems, the operation of object blocks is synchronized from the side of the centralized monitoring panel (each transceiver communicates after the synchronization signal, in its own time window, usually associated with the object number of the block). The transceiver can listen to the operating frequency for its busyness and get in touch after the end of the transmission from another unit. The test messages repetition rate determines the amount of information transmitted in the communication channel and affects the availability of information exchange and the possible number of protected objects, like the information content of RTNS.

The electromagnetic environment in the RTNS coverage area has a strong impact on the state of radio communications. This parameter can be both random (in case of natural interference), and targeted in case of deliberate interference or special purpose sabotage of RTNS. We do not take into account accessibility analysis sabotage performed by an intruder and the influence of external electromagnetic interference. Many publications are devoted to the functioning of various types of RTNS, for example, [1-13] and others. [1,2,3,14,16] deal with ensuring confidentiality of transmitted information, imitation security of RTNS transceivers and secrecy of information exchange. Work [15] is devoted to information exchange algorithms in RTNS and optimization of time windows of pauses in an asynchronous system. In this work, it is proposed to use a relative prime number generator that forms a time sequence with the smallest common multiple exceeding the channel control time. Items [4,8] consider the issues of using radio-technical methods of transmitting notifications with pseudo-random operational frequency readjustment with spreading of the spectrum in asynchronous RTNS, including the use of PROFR only for the choice of the carrier frequency, but also for the time intervals for sending messages. In [16], it is proposed to use the cellular principle of RTNS construction, while the objects transmit all information only to the central nodes of the “cell”, which control the communication channels to the objects in their “cells” independently. Only “cell” nodes transmit information to the CSP. The issues of the availability of information exchange for RTNS were directly considered in [17,18,19,20].

2. Problem statement

The availability of information exchange in radio systems for the transmission of notifications can be assessed as the probability of the system fulfilling its main functional purpose of transmitting alarm messages from any protected object to a centralized security point. Determination of availability for RTNS can be interpreted as the possibility of transmitting an alarm notification for a specified time. It is proposed to assess the availability of information exchange in radio systems for transmitting notifications according to the following generalized formula

$$A_D = \int_{t_{AL}}^{t_{AL}+T_D} A_F(\alpha(t), t) dt$$  \hspace{1cm} (1)

Here $A_D$ is the directive accessibility of the RTNS; $t_{AL}$stands for triggering time of technical means of security and alarm on the object device RTNS of a particular object; $T_D$ means directive (maximum possible) time during which it is necessary to transmit the alarm notification to the CSP; $A_F$ stands for actual availability of RTNS for data exchange at time $t$; $\alpha(t) = \varphi(F(t))$ shows a function of
dynamically changing factors; \( F(t) = (f_1(t); f_2(t); \ldots; f_k(t)) \) is a vector of factors that can be dynamic and change over time, be constants or random variables; \( f_1(t); f_2(t); \ldots; f_k(t) \) are factors affecting the availability of RTNS (the number of protected facilities, time collisions from the operation of RTNS transmitters at other facilities, the electromagnetic environment in the RTNS coverage area, RTNS type, nature of information exchange, RTNS architecture, duration of service and alarm notifications, RTNS information content, spectrum width, carrier frequency instability, etc.).

According to the Russian standards, the delivery time of an alarm notification for RTNS should not exceed 60 seconds, which is the directive time \( T_p \). The most promising direction in the development of RTNS is the creation of combined asynchronous-synchronous systems in which all service notifications are transmitted in their time windows, and alarm notifications are transmitted in a randomly determined time interval of a special time window. Alarms are repeated (duplicated) until an acknowledgment (notification of notification) is received from the central station to ensure the guaranteed transmission into the object's transmitters at other facilities, the electromagnetic environment is taken into account and do not affect the time synchronization of the RTNS; the probability of errors caused by incorrect transmission or reception of the object number is extremely small. To model the probability of passing notifications from an object to a CSP, it is proposed to use the Poisson distribution for the following reasons: the probability of overlapping notifications from object blocks (time collisions) depends only on the duration of notifications and does not depend on the time of their occurrence, and the notifications themselves are distributed on the time axis with the same average density; the probability of collisions occurring in the allocated time interval does not depend on the probability of overlapping notifications in another time interval; the probability of overlapping three or more notifications in a time interval equal to twice the duration of notifications is negligible compared to the probability of overlapping two notifications in this time interval.

### 3. Methodology for assessing the availability of information exchange in radio systems for transmitting notifications

We propose to use two indicators to analyze the availability in practical use. These are the messages non-reception probability (the probability of temporary collisions, overlapping messages) \( P_{not} \) and the maximum occupancy of the radio channel \( G_{max} \) at given levels \( P_{not} \) and the number of message repetitions \( b \). The number of message repetitions for different types of RTNS can be either the same or different for service \( b_{serv} \) and alarms \( b_{Al} \). Let \( b_{serv} = b_{Al} = 6 + 16 \).

According to [18,19,20] for asynchronous RTNS:

\[
P_{not} = 1 - \exp(-\frac{2\pi N}{\Delta t_{test}}) \tag{2}
\]

Here \( \tau \) is the duration of test messages (\( \tau \approx 6 \div 15 \) ms), \( N \) means the number of protected objects, \( \Delta t_{test} \) stands for repetition period between test messages. Typically, for RTNS, there are several sets of test transmission periods with a minimum of about 12-15 seconds. \( T_{contr} \) maximum time of polls, according to which the fact of communication with the object is established \( T_{contr} = 120 \) s. It is worth noting that formula (2) gives the probability of non-reception of only test messages and only two messages (one collision), it is possible to refine \( P_{not} \) both for test messages and for service and alarm notifications

\[
P_{not} = 1 - \exp\left(-\frac{2\pi N}{\Delta t_{test}} + \frac{2t_{max}(2N+k_{serv})b_{serv}}{T_{day}} + \frac{2t_{max}k_{Al}b_{Al}}{T_{day}}\right) \tag{3}
\]
Here $t_{mes}$ is the duration of alarm and service notifications ($t_{mes} \approx 30 \div 50$ ms), $T_{day}$ is a day ($T_{day} = 86400$ s), $k_{serv}$ and $k_{AL}$ are the average daily number of alarm and service (excluding commands to arm/disarm an object) notifications from RTNS respectively (this data can be obtained from the statistics of RTNS operation on the CSP). It is assumed that each object is armed and disarmed on a daily basis. For practical purposes of protecting objects [18], it is advisable to take the values $P_{Σnot} = 10^{-4} \div 10^{-5}$. The maximum occupancy of the radio channel $G_{max}$ for asynchronous systems according to [18] is defined as

$$G_{max} = \frac{-\ln(1-P_{Σnot})}{2}$$

(4)

Formula (4) is valid only for test messages. The average value of the average daily occupancy of a radio channel (for the time $T_{day} = 86400$ s) for asynchronous systems can be determined as

$$G_{mean} = \frac{1}{T_{day}} \left( t_{mes} + k_{AL} b_{AL} + t_{mes} k_{AL} b_{AL} + \frac{1}{2}(2N + k_{serv}) b_{serv} + t_{mes} b_{AL} b_{AL} \right)$$

(5)

The second term in formula (5) means the share of the radio channel occupation with test messages, the second term determines the share of occupation by the arming / disarming commands for each object and the average daily number of other service notices, and the third term determines the share of the radio channel occupation by the average daily number of alarm notifications. An important indicator is to determine the likelihood of non-receipt of exactly alarming notifications at the scheduled time. The number of repetitions of the transmission of alarm notifications for the directive control time $m = \frac{T_D}{ΔT_{AL}}$

Here $T_D = 60$ c according to [1], and $ΔT_{AL}$ is the repetition period between alarm messages. At the same time, $ΔT_{AL}$ is a random variable generated by special random number generators for many asynchronous RTNS [15]. In practice, for various types of RTNS, $ΔT_{AL} = 3 \div 30$ s. Since the overlapping of notifications on the time interval $ΔT_{AL}$ is assumed to be an independent event, the probability of non-receipt of alarm notifications at the scheduled time will be

$$P_{Σnot|T_D} = (P_{Σnot})^{\left( \frac{T_D}{T_{day}} - \frac{T_D}{T_{day}} \right)} = P_{Σnot}^m$$

(6)

In practice, for RTNS, the value $P_{Σnot|T_D}$ should be $P_{Σnot|T_D} \leq 10^{-6} \div 10^{-7}$ over the time period $T_D$. For combined asynchronous-synchronous systems with controlled working frequency occupancy, the availability parameters $P_{Σnot}$, $G_{mean}$, $P_{Σnot|T_D}$ depend greatly on architecture, operation algorithm and data format in RTNS data exchange protocols. In such systems, the transmission of test messages is synchronized and does not cause time collisions (if the equipment is functioning properly), and the transmission of alarm and service notifications from the facility is a random event. If we assume that the system has the following properties: all test messages are repeated once in the time window set for the object and no temporary collisions occur: the time window for the transmission of alarm and service notices does not overlap with the time window for test messages; only service and alarm notifications are acknowledged from the central station, and after receiving the acknowledgment signal, the object block does not perform further repetitions of notifications.

When these conditions are met for combined asynchronous-synchronous systems, $P_{Σnot}$ can be determined as follows

$$P_{Σnot} = 1 - \exp\left\{-\left(\frac{2(t_{mes} + τ_p) b_{serv} + τ_{ack})}{T_{day} p} + \frac{2(t_{mes} + τ_p) b_{AL} + τ_{ack}) k_{AL}}{T_{day} p}\right)\right\}$$

(7)

Here $τ_{ack}$ is the duration of acknowledgment notifications (confirmation of information receipt from the object unit from the central station to the central station) (usually $τ_{ack} = τ \approx 6 \div 15$ ms), $τ_p$ is the pause time for air control before transmitting each notification ($τ_p \approx (0,2 \div 0,3) t_{mes}$), $P$ stands for time fraction for service and alarm notifications transmission in the time cycle of information exchange between the object and the CSP. $P = \frac{T_{winAL}}{T_{winAL} + T_{winAl}}$, where $T_{winAL}$ is the duration of the time window for the transmission of alarm and service notices, $T_{winAl} -$ the duration of the time window for the transmission of test messages. $T_{winAL} + T_{winAl}$ - full period of the time cycle of information exchange with the CSP. $T_{winTest} = (t_{mes} + τ_p) N$. The minimum value stating the probability of non-receipt of alarms for combined asynchronous-synchronous systems at the scheduled time will be
\[ P_{\text{Σnot}|T_D} = (P_{\text{Σnot}})^{\left(T_D-T_{\text{win test}}\right)\Delta T_{\text{AL}}}(T_D/T_{\text{day}}P) \]  

(8)

The average value of the average daily occupancy of a radio channel (for the time \(T_{\text{day}} = 86400\) s) for combined asynchronous-synchronous systems with control of the working frequency occupancy can be determined similarly to (5) as follows:

\[ G_{\text{mean}} = \frac{1}{T_{\text{day}}} \left\{ (\tau + \tau_p) \left(\frac{T_{\text{day}}}{T_{\text{contr}}}\right) N + (t_{\text{mes}} + \tau_p)(2N + k_{\text{serv}})b_{\text{serv}} + (t_{\text{mes}} + \tau_p)k_{\text{AL}}b_{\text{AL}} + \right. \]
\[ \left. \tau_{\text{ack}}(k_{\text{serv}} + k_{\text{AL}}) \right\} \]

(9)

Taking into account the fact that after receiving an acknowledgment signal for alarms and service notifications, the object block does not perform further repetitions of the notifications transmission, the number of repetitions for service and alarm notifications will be lower for combined asynchronous-synchronous systems with control of the working frequency than for asynchronous systems.

4. Availability assessment comparison for asynchronous and combined asynchronous-synchronous RTNS

For comparison, let us assess the availability of information exchange by the indicators \(G_{\text{mean}}\) and \(P_{\text{Σnot}|T_D}\) for asynchronous RTNS (5), (6) and combined asynchronous-synchronous RTNS with control of the working frequency busy (8), (9). We will take a day \((T_{\text{day}}=86400\) s) as comparison time. The initial conditions for the systems are assumed to be the same. Let the combined system comply with the above conditions, and for each notification from the object, an acknowledgment follows. Let us take the following initial data for asynchronous RTNS: \(\tau = 10\) ms; \(T_D = 60\) s; \(b = 10\); \(b_{\text{serv}} = b_{\text{AL}} = 16; T_{\text{contr}} = 120\) s; \(\Delta t_{\text{test}} = 12\) s; \(\Delta T_{\text{AL}} = 12\) s; \(t_{\text{mes}} = 50\) ms; \(k_{\text{serv}} = 0,1N; k_{\text{AL}} = 0,05N\); modified parameter \(N = 10...410\) in increments of 20. Let us take the following initial data for the combined asynchronous-synchronous RTNS with control of the working frequency occupancy: \(\tau = 10\) ms; \(T_D = 60\) s; \(b_{\text{serv}} = b_{\text{AL}} = 2; T_{\text{contr}} = 120\) s; \(\Delta t_{\text{test}} = 12\) s; \(\Delta T_{\text{AL}} = 12\) s; \(t_{\text{mes}} = 50\) ms; \(\tau_{\text{ack}} = 15\) ms; \(\tau_p = 10\) ms; \(k_{\text{serv}} = 0,1N; k_{\text{AL}} = 0,05N; P = 0,1\); variable parameter \(N = 10...410\) in increments of 20. The calculation results are shown in Figure 1 and Figure 2.

Figure 1. Probability of not receiving alarms at scheduled times for different RTNS
5. Conclusion
The paper proposes an assessment methodology for the availability of information exchange in radio systems for transmitting notifications of various types, including asynchronous systems and combined asynchronous-synchronous ones with control of the working frequency occupancy. The approaches used can be partially applicable to notification transmission systems of a more complex architecture. Such parameters as the probability of non-reception of alarm notifications at the scheduled time, the average daily probability of non-reception of data from RTNS and the average daily occupancy of the RTNS radio channel are proposed to be used for assessing availability. The novelty in this work is the proposal to calculate the accessibility parameters not only by passing the test messages of the radio channel control, but also taking into account possible collisions associated with the transmission of service and alarm notifications.

The proposed methodology can be useful when comparing RTNS of various types and principles of operation, as well as to justify the maximum possible number of protected objects on one RTNS frequency. Based on the results of the calculations, we can conclude that the combined asynchronous-synchronous RTNS with control of the working frequency occupancy can be more effective than the asynchronous one in terms of the probability of non-receipt of alarm notifications at the scheduled time with a large number of protected objects.
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