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Abstract

The Unruh effect states that a uniformly linearly accelerated observer with proper acceleration $a$ experiences Minkowski vacuum as a thermal state in the temperature $T_{\text{lin}} = a/(2\pi)$, operationally measurable via the detailed balance condition between excitation and de-excitation probabilities. An observer in uniform circular motion experiences a similar Unruh-type temperature $T_{\text{circ}}$, operationally measurable via the detailed balance condition, but $T_{\text{circ}}$ depends not just on the proper acceleration but also on the orbital radius and on the excitation energy. We establish analytic results for $T_{\text{circ}}$ for a massless scalar field in 3 + 1 and 2 + 1 spacetime dimensions in several asymptotic regions of the parameter space, and we give numerical results in the interpolating regions. In the ultrarelativistic limit, we verify that
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in 3 + 1 dimensions $T_{\text{circ}}$ is of the order of $T_{\text{lin}}$ uniformly in the energy, as previously found by Unruh, but in 2 + 1 dimensions $T_{\text{circ}}$ is significantly lower at low energies. We translate these results to an analogue spacetime nonrelativistic field theory in which the circular acceleration effects may become experimentally testable in the near future. We establish in particular that the circular motion analogue Unruh temperature grows arbitrarily large in the near-sonic limit, encouragingly for the experimental prospects, but the growth is weaker in effective spacetime dimension 2 + 1 than in 3 + 1.

1 Introduction

The Unruh effect [1, 2, 3] states that a linearly uniformly accelerated observer in Minkowski spacetime reacts to a quantum field in its Minkowski vacuum by excitations and de-excitations with the characteristic of a thermal state in the Unruh temperature $a\hbar/(2\pi ck_B)$, where $a$ is the observer’s proper acceleration (for textbooks and reviews, see [4, 5, 6, 7]). A direct experimental confirmation of the effect has however remained elusive because of the required magnitude of the acceleration [7]. Prospects to observe versions of the effect in high-power laser systems are discussed in [8, 9, 10, 11, 12, 13, 14], and a selection of other experimental proposals are discussed in [15, 16, 17, 18, 19, 20]. Within the analogue spacetime programme of simulating relativistic phenomena in nonrelativistic laboratory systems [21, 22], an indirect experiment relying on virtual observers was reported in [23] and an indirect experiment relying on functional equivalence was reported in [24]. A direct experimental confirmation would have intrinsic interest as a demonstration of quantum vacuum friction, as well as broader interest because of the connections to the Hawking effect [25], and because of the connections to the early universe quantum effects that may be responsible for the origin of structure in the present-day Universe [26, 27].

While the Unruh effect in its standard form concerns uniform linear acceleration in Minkowski spacetime, similar phenomena exist also for other spacetimes and other motions. A well-known example is the Gibbons-Hawking effect for inertial motion in de Sitter spacetime [28], for which an analogue spacetime simulation has been proposed in [29, 30]. In Minkowski spacetime, a similar effect exists for uniform accelerations that are not linear [31, 32, 33], including uniform circular motion [34, 35, 36, 37, 38]. The circular motion version is related to spin depolarisation in accelerator storage rings [39, 40, 41, 42, 43], which was originally predicted by different methods [44, 45], and which has been observed [46], but the relation between this observation and the circular motion Unruh effect remains indirect [42, 43]. A proposal to observe the circular motion version in an electromagnetic cavity is discussed in [47].

Experimental interest in the circular motion Unruh effect in Minkowski spacetime has been recently reinvigorated by the experimental proposals put forward in [16] and [48, 49], within the analogue spacetime programme of simulating relativistic phenomena in nonrelativistic laboratory systems [21, 22]. Among the four types of uniform nonlinear acceleration that exist in four-dimensional Minkowski spacetime [31, 32, 33], circular acceleration has two unique advantages over linear acceleration. First, circular motion allows the accelerating system to remain within a finite-size laboratory for an arbitrarily long interaction time. Second, in uniform circular motion in Minkowski
spacetime, the time dilation gamma-factor between Minkowski time and the worldline’s proper time remains constant over the worldline, unlike what happens in uniform linear acceleration, or in any of the other nonlinear uniform accelerations [31, 32, 33]. Modelling circular motion time dilation in a condensed matter system can therefore be accomplished simply by scaling the energies in the theoretical analysis of the experiment by a time-independent gamma-factor. By contrast, modelling time dilation in linear acceleration, or in any of the other nonlinear accelerations, would need to involve exponentially time-dependent energy scalings [16, 50, 51], raising the problem of engineering such time-dependent scalings in the condensed matter system, and limiting the time for which the system can be kept in the linear dispersion relation regime in which the analogue spacetime correspondence operates.

Experimental proposals based on the circular motion Unruh effect have however also a disadvantage, both in genuinely relativistic systems and in analogue spacetime systems: the linear acceleration Unruh temperature formula no longer holds as an exact equality, and the actual Unruh temperature depends not just on the magnitude of the circular acceleration but also on the orbital speed and the energy at which the effect is probed. While the linear motion and circular motion temperatures are known to be of the same order of magnitude in certain regions of the parameter space [33, 42, 52, 53], a detailed control of their relation will be necessary for analysing prospective experiments.

The purpose of this paper is to give a detailed comparison of the linear and circular motion Unruh temperatures, by a combination of analytic and numerical methods, in the case where the quantum field is a massless scalar field in Minkowski spacetime in its usual Minkowski vacuum state. We consider spacetime dimensions 3+1 and 2+1, as motivated by the experimental proposals. We address both a genuine relativistic spacetime system, which incorporates time dilation, and a condensed matter analogue spacetime system, in which the absence of time dilation is handled by a suitable energy scaling. We probe the field with a pointlike linearly-coupled Unruh-DeWitt detector [3, 54], and we work in linear perturbation theory, in the limit of long interaction time but negligible back-action. The temperature seen by the detector will be defined operationally via the detailed balance condition between the excitation rate and the de-excitation rate. We leave it to future work to address effects due to other phenomena that will inevitably be present in experimental implementations, including finite size [55, 56, 57], finite interaction time [58], nonzero ambient temperature [53], dispersion relation nonlinearity and Lorentz-noninvariance [57, 59, 60], and the detector’s back-action on the field [61, 62, 63].

For the (3 + 1)-dimensional relativistic system, we confirm that the circular motion Unruh temperature $T_{\text{circ}}$ agrees with the linear motion Unruh temperature within an energy-dependent factor of order unity in the ultrarelativistic limit, in agreement with the previous analytic scalar field results by Takagi [33], Müller [52] and Unruh [42] (the published version [43] of [42] focused on the electromagnetic field), and consistently with the numerics given in [33, 42, 64]. Beyond the ultrarelativistic limit the discrepancy is however larger, as we show by analytic results in several limits and by numerical results in the interpolating regions.

For the (2 + 1)-dimensional relativistic system, $T_{\text{circ}}$ is qualitatively similar to that in 3+1 dimensions at high energies, but it is significantly smaller at low energies. In the ultrarelativistic limit, the (2+1)-dimensional $T_{\text{circ}}$ is suppressed at small energies relative
to the \((3 + 1)\)-dimensional value by the factor \(1/\ln(1/|E|)\), where \(E\) is the detector’s energy gap.

Results for the analogue spacetime system follow by scaling the relativistic energies by the time dilation gamma-factor. We find in particular that the temperature grows arbitrarily large in the near-sonic limit, encouragingly for the experimental prospects, but the growth is weaker in effective spacetime dimension 2+1 than in 3+1, by a factor proportional to \(1/\ln \gamma\), where \(\gamma\) is the time dilation gamma-factor.

We begin by recalling in Section 2 relevant background about an Unruh-DeWitt detector in a relativistic spacetime, specialising to a stationary situation and reviewing the detailed balance definition of an effective temperature even when this temperature may depend on the energy, and finally specialising to uniform circular motion in Minkowski spacetime, with the quantum field in the Minkowski vacuum. Sections 3 and 4 address the relativistic system in respectively 3+1 and 2+1 dimensions. The translation to the analogue spacetime system is made in Section 5. Numerical plots are collected in Section 6. Section 7 presents the conclusions and a discussion of the experimental upshots.

Proofs of several technical results stated in the main text are deferred to five appendices.

In the relativistic field theory we use units in which \(c = \hbar = k_B = 1\), and in the analogue spacetime theory we use similar units in which the speed of sound has been set to unity. In asymptotic formulas, \(O(x)\) denotes a quantity such that \(O(x)/x\) is bounded as \(x \to 0\), \(o(x)\) denotes a quantity such that \(o(x)/x \to 0\) as \(x \to 0\), \(O(1)\) denotes a quantity that remains bounded in the limit under consideration, and \(o(1)\) denotes a quantity that goes to zero in the limit under consideration.

\section{Relativistic spacetime preliminaries}

In this section we review the relevant background about an Unruh-DeWitt detector coupled linearly to a scalar field in a relativistic spacetime. We first address a general stationary motion in a stationary quantum state, working in the limit of weak coupling and long interaction time but negligible back-action, and recalling how the detailed balance condition between the excitation rate and the de-excitation rate can be used to define an effective Unruh temperature even when this temperature depends on the energy of the transitions. We then specialise to a circular trajectory in Minkowski spacetime of dimension \(d > 2\) and to a massless scalar field prepared in its Minkowski vacuum state.

\subsection{Field, detector, transition rate and temperature}

We consider a real Klein-Gordon scalar field \(\phi\) in a relativistic spacetime, prepared initially in a quantum state denoted by \(|\Phi\rangle\). We assume the Wightman function \(G(x,x') := \langle \Phi | \phi(x) \phi(x') | \Phi \rangle\) to be a distribution with a sufficiently controlled singularity structure, including the Hadamard property at the coincidence limit \(x \to x'\) \cite{Hadamard, Hadamard}. Further discussion about sufficient conditions is given in \cite{Hadamard}.

We probe the field with an Unruh-DeWitt detector \cite{Unruh, DeWitt}: a pointlike two-level quantum system on a prescribed smooth timelike trajectory \(x(\tau)\), parametrised by the proper time \(\tau\). The detector’s Hilbert space is spanned by the orthonormal basis \(|0\rangle_D, |1\rangle_D\), such that \(H_D|0\rangle_D = 0\) and \(H_D|1\rangle_D = E|1\rangle_D\), where \(H_D\) is the detector’s Hamiltonian.
with respect to $\tau$ and the constant $E \in \mathbb{R}$ is the detector’s energy gap. For $E > 0$ we may think of $|0\rangle$ as the detector’s ground state and $|1\rangle$ as the excited state; for $E < 0$ the roles are reversed.

The interaction Hamiltonian is

$$H_{\text{int}}(\tau) = c\chi(\tau)\mu(\tau)\phi(x(\tau)),$$

(2.1)

where $c \in \mathbb{R}$ is a coupling constant, $\mu$ is the detector’s monopole moment operator and $\chi$ is a real-valued smooth switching function that specifies how the interaction is turned on and off. In first-order perturbation theory, the probability for the detector to make a transition from $|0\rangle_D$ to $|1\rangle_D$, regardless the final state of $\phi$, is

$$P = c^2 |\langle 1 | \mu(0) | 0 \rangle|^2 \mathcal{F}_\chi(E),$$

(2.2)

where the (switching-dependent) response function $\mathcal{F}_\chi$ is given by

$$\mathcal{F}_\chi(E) := \int_{-\infty}^{\infty} d\tau' \int_{-\infty}^{\infty} d\tau'' \chi(\tau')\chi(\tau'') e^{-iE(\tau' - \tau'')} W(\tau', \tau''),$$

(2.3)

$W(\tau, \tau') := G(x(\tau), x(\tau'))$ is the pull-back of the field’s Wightman function to the detector’s trajectory, and $\chi$ is assumed to have sufficiently strong early and late time falloff to make the integrals in (2.3) convergent. Note that $W$ is a distribution, with a coincidence limit singularity whose strength depends on the spacetime dimension, and it may have other singularities that depend on the details of the state $|\Phi\rangle$, but under our assumptions about $G$ these singularities are sufficiently controlled for the integrals in (2.3) to exist [67, 68]. Note also that $\mathcal{F}_\chi$ is manifestly real-valued because $W(\tau, \tau') = \overline{W(\tau', \tau)}$, where the overline denotes complex conjugation.

The key point here is that the response function $\mathcal{F}_\chi$ (2.3) encodes how the detector’s transition probability depends on the field’s initial state and on the detector’s energy gap, trajectory and switching. The detector’s internal structure and the coupling strength enter only via the constant overall factor in (2.2). This constant overall factor will not play a role in what follows.

We now specialise to the situation where both the trajectory and the state $|\Phi\rangle$ are stationary, in the sense that $W$ depends on its two arguments only through their difference,

$$W(\tau', \tau'') = W(\tau' - \tau'', 0).$$

(2.4)

The only time dependence in the detector’s response comes then from the switching function $\chi$. We further specialise to the limit in which the detector operates for a long time, while the coupling nevertheless is so weak that first-order perturbation theory remains applicable. Dividing $\mathcal{F}_\chi$ (2.3) by the total interaction time and letting this interaction time tend to infinity shows that the transition probability per unit time, or the transition rate, is proportional to the (stationary) response function $\mathcal{F}$, given by

$$\mathcal{F}(E) := \int_{-\infty}^{\infty} ds e^{-iEs} W(s, 0).$$

(2.5)
The sense of the long time limit in the passage to (2.5) has significant subtlety, including the validity of linear perturbation theory, the uniformity of the long time limit in $E$, and the relation to the occupation numbers in a stationary state experiment, all of which would need to be addressed in concrete experimental proposals. In this paper we work within the idealised regime in which the transition rate is stationary and a multiple of $F$.

We define the Unruh temperature $T$ as seen by the detector by assuming that the detector’s excitation and de-excitation rates are related by Einstein’s detailed balance condition $F(-E) = e^{E/T} F(E)$, from which

$$\frac{1}{T} = \frac{1}{E} \ln \left( \frac{F(-E)}{F(E)} \right).$$

For a conventional thermal state, $T$ is independent of $E$, as follows from the imaginary time periodicity of the Wightman function known as the Kubo-Martin-Schwinger condition, and as is reviewed for an Unruh-DeWitt type detector in [35]. This is in particular the case for uniform linear acceleration in Minkowski vacuum, where $T$ is independent of $E$ and equal to $a/(2\pi)$, with $a$ being the magnitude of the proper acceleration: this is the usual Unruh effect. We consider situations where $T$ may depend on $E$.

### 2.2 Spacetime, field state and detector trajectory

We specialise to Minkowski spacetime of dimension $d > 2$, and to a massless scalar field that is initially prepared in its usual Minkowski vacuum. We use standard Minkowski coordinates in which $x = (t, x) = (t, x^1, \ldots, x^{d-1})$ and the metric reads

$$ds^2 = -dt^2 + (dx)^2 = -dt^2 + (dx^1)^2 + \cdots + (dx^{d-1})^2.$$  

The Wightman function is given by

$$G(x, x') = \frac{\Gamma(d/2 - 1)}{4\pi^{d/2} [(x - x')^2 - (t - t' - i\epsilon)^2]^{(d-2)/2}},$$

where the distributional limit $\epsilon \to 0_+$ is understood, and the overall phase and the locus of $i\epsilon$ have been adjusted from the Feynman propagator analysis of the Wightman two-point function. For odd $d$, the denominator in (2.8) is positive for spacelike separations and the $i\epsilon$ specifies the branch on continuation to timelike separations.

We take the detector to be in uniform circular motion. The worldline is

$$x(\tau) = (\gamma \tau, R \cos(\gamma \Omega \tau), R \sin(\gamma \Omega \tau), \cdots),$$

where the dots are absent in $2 + 1$ spacetime dimensions and stand for the requisite number of zeroes in higher spacetime dimensions. $R$ and $\Omega$ are positive parameters satisfying $R\Omega < 1$, and $\gamma = 1/\sqrt{1 - R^2\Omega^2}$. $R$ is the radius of the orbit, $\Omega$ is the angular velocity with respect to Minkowski time $t$, and $\tau$ is the proper time. The orbital speed
with respect to Minkowski time $t$ is $v = R\Omega$. The proper acceleration has magnitude $a = \sqrt{\dot{x}^2} = R\Omega^2\gamma^2 = R^{-1}v^2\gamma^2$, where the overdot stands for derivative with respect to $\tau$. Note that the orbital speed is constant over the detector’s worldline: this is a crucial difference between circular acceleration and linear acceleration.

We adopt $R$ and $v$ as a pair of independent parameters that specify the trajectory. It follows that

\begin{align}
\Omega &= v/R , \\
\gamma &= 1/\sqrt{1 - v^2} , \\
a &= R^{-1}v^2/(1 - v^2) ,
\end{align}

and

\begin{equation}
(\Delta x(\tau))^2 := (x(\tau) - x(0))^2 = -4R^2\left(\frac{z^2}{v^2} - \sin^2 z\right) ,
\end{equation}

where $z = (\frac{\gamma v}{R})\tau$.

Using (2.4), (2.8) and (2.11), the stationary response function $F$ is given by (2.5)

\begin{equation}
\mathcal{W}(s, 0) = \frac{\Gamma\left(\frac{d}{2} - 1\right)}{4\pi^{d/2}[\left(\Delta x(s - i\epsilon)^2\right)^{(d-2)/2}} ,
\end{equation}

understood in the sense of the distributional limit $\epsilon \to 0^+$. For odd $d$, the denominator in (2.12) has the phase of $i^{d-2}$ for $s > 0$ and the phase of $(-i)^{d-2}$ for $s < 0$.

### 2.3 Circular temperature versus linear temperature

Collecting, the Unruh temperature $T_{\text{circ}}$ for uniform circular motion is given by (2.5) and (2.6) with (2.11) and (2.12).

By comparison, recall that the Unruh temperature for uniform linear acceleration with proper acceleration $a$ is equal to $a/(2\pi)$ [3]. If the same were true for uniform circular motion, formula (2.10c) would predict the Unruh temperature

\begin{equation}
T_{\text{lin}} = \frac{a}{2\pi} = \frac{v^2}{2\pi(1 - v^2)R} .
\end{equation}

Our aim is first to investigate how the linear motion prediction (2.13) compares to the actual circular motion temperature in four and three spacetime dimensions, and then to translate these results into the corresponding analogue spacetime setting.

### 3 3+1 dimensions

In this section we address analytically the relativistic theory in four spacetime dimensions, $d = 4$. We first isolate the contributions to the response function from the distributional and non-distributional parts, by applying the arbitrary worldline result
given in [75] to circular motion. Recent applications of this isolation technique to circular motion appear in [33], an early application appears in Section 7.2 of [35], and an application in the related context of vacuum fluctuations appears in [34]. By contrast, most of the previous work on circular motion uses for the response function and related quantities a distributional integral formula in which an $i\epsilon$ regulator is still present [31, 36, 37, 38, 39, 40, 41, 42, 43, 47, 52, 64], or eliminates the regulator by introducing a mode sum expansion [55, 56, 57, 59]. We then give analytic results in three limits of interest. Numerical results will be given in Section 6.

3.1 Response function

For $3 + 1$ dimensions, substituting $d = 4$ in (2.12) gives

$$W(s, 0) = \frac{1}{4\pi^2 (\Delta x(s - i\epsilon))^2},$$ \hspace{1cm} (3.1)

understood in the sense of the distributional limit $\epsilon \to 0^+$. The only distributional contribution to the response function (2.5) comes from $s = 0$. Isolating this contribution gives [75, 76]

$$F(E) = F^{\text{in}}(E) + F^{\text{corr}}(E),$$ \hspace{1cm} (3.2a)

$$F^{\text{in}}(E) = -\frac{E}{2\pi} \Theta(-E),$$ \hspace{1cm} (3.2b)

$$F^{\text{corr}}(E) = \frac{1}{2\pi^2} \int_0^\infty ds \cos(Es) \left(\frac{1}{s^2} + \frac{1}{(\Delta x(s))^2}\right)$$

$$= \frac{1}{4\pi^2 \gamma v R} \int_0^\infty dz \cos\left(\frac{2ERz}{\gamma v}\right) \left(\frac{\gamma^2 v^2}{z^2} - \frac{1}{z^2/v^2 - \sin^2 z}\right),$$ \hspace{1cm} (3.2c)

where $\Theta$ is the Heaviside function. $F^{\text{in}}$ is the inertial motion response function. Note that the integral in (3.2c) has no singularities and converges in absolute value. While (3.2c) is useful for numerical evaluation and for some analytic limits, an alternative that is useful for other analytic limits can be obtained as follows. Starting from (3.2c), assuming $E \neq 0$ and proceeding as in Appendix C of [53], we have

$$F^{\text{corr}}(E) = -\frac{1}{8\pi^2 \gamma v R} \int_C dz \exp\left(i\frac{2|E|R z}{\gamma v}\right) \frac{z^2/v^2 - \sin^2 z}{z^2/v^2 - \sin^2 z},$$ \hspace{1cm} (3.3)

where the contour $C$ is along the real axis from $-\infty$ to $\infty$ except for passing the pole at $z = 0$ in the upper half-plane. Closing the contour in the upper half-plane, the residue theorem gives

$$F^{\text{corr}}(E) = F^{\text{corr}}_0(E) + F^{\text{corr}}_+(E),$$ \hspace{1cm} (3.4a)

$$F^{\text{corr}}_0(E) = \sqrt{\sinh^2 \alpha_0 - \alpha_0^2} \exp\left(-\frac{2|E|R}{\gamma v} \alpha_0\right),$$ \hspace{1cm} (3.4b)

$$F^{\text{corr}}_+(E) = -\frac{v}{8\pi^2 \gamma R} \sum_{n \neq 0} \exp\left(-\frac{2|E|R}{\gamma v} \left(\alpha_n + i\beta_n\right)\right) (1 - \alpha_n \coth \alpha_n - i\beta_n \tanh \alpha_n),$$ \hspace{1cm} (3.4c)
where $\alpha_n$ and $\beta_n$, $n \in \mathbb{Z}$, are respectively the imaginary part and minus the real part of the zeroes of the function $z^2/v^2 - \sin^2 z$ in the upper half-plane, analysed in Appendix A.

We now turn to various limits of interest. The limits will be of the form where one variable is large or small while all other variables are held fixed, except for the ultrarelativistic limit $v \to 1$ in subsection 3.4, which will be uniform in the remaining variables.

### 3.2 Large gap limit

Consider the limit $|E| \to \infty$ with fixed $v$ and $R$. This is the “low ambient temperature” regime in Appendix C.3 of [53] and the results from there apply, as follows:

By (A.5a), $F^{\text{corr}}(E) \to 0$, and its leading behaviour comes from $F^{\text{corr}}_0(E)$. Using (2.6), the Unruh temperature is determined entirely by the coefficient of $|E|$ in the exponent in (3.4b) and is given by

$$T_{\text{circ}} = \frac{\gamma v}{2\alpha_0 R} = \frac{1}{2\sqrt{\sinh^2 \alpha_0 - \alpha_0^2} R}.$$  

(3.5)

By comparison, recall from (2.13) that the linear-motion-based prediction for the Unruh temperature is

$$T_{\text{lin}} = \frac{a}{2\pi} = \frac{v^2}{2\pi(1-v^2)R} = \frac{\alpha_0^2}{2\pi(\sinh^2 \alpha_0 - \alpha_0^2) R}.$$  

(3.6)

Hence

$$\frac{T_{\text{circ}}}{T_{\text{lin}}} = \frac{\pi \sqrt{\sinh^2 \alpha_0 - \alpha_0^2}}{\alpha_0^2} \in \left(\pi/\sqrt{3}, \infty\right).$$  

(3.7)

In the ultrarelativistic limit $v \to 1$, we have $\alpha_0 \to 0$, and (3.7) gives

$$\frac{T_{\text{circ}}}{T_{\text{lin}}} = \frac{\pi}{\sqrt{3}} \approx 1.8.$$  

(3.8)

### 3.3 Small gap limit

Consider the limit $E \to 0$ with fixed $v$ and $R$.

A dominated convergence argument in (3.2c) shows that $F^{\text{corr}}(E)$ is continuous in $E$ and the $E \to 0$ limit may be taken under the integral. Using (2.6), (3.2) and (2.13) gives

$$T_{\text{circ}} = \frac{\sqrt{1-v^2}}{v} \int_0^\infty dz \left(\frac{1}{z^2} - \frac{1}{z^2 - v^2 \sin^2 z}\right).$$  

(3.9)

### 3.4 Ultrarelativistic limit

Consider the ultrarelativistic limit $v \to 1$. This is the limit in which the detector’s orbital speed approaches the speed of light, in the Lorentz frame (2.7) introduced in
We recall that the orbital speed is constant along the trajectory, unlike in linear acceleration.

The ultrarelativistic limit was previously considered in Sections 7.2 and 7.3 of [35], in [52], and in [42]. The core results for the temperature were found in formulas (12)–(14) of [42]. We reproduce these results here, in our equations (3.12)–(3.14) below, verifying in particular that the temperature result (3.12) is uniform in the ratio $E/a$.

When $v \to 1$, $\alpha_n$ and $\beta_n$ with $n \neq 0$ tend to nonzero values as described in Appendix A, and $\alpha_0$ tends to 0 with the asymptotic behaviour (A.7). Taking $\alpha_0$ as the independent parameter, we have

$$v = 1 - \frac{1}{6} \alpha_0^2 + O(\alpha_0^3) ,$$

$$a = \frac{3}{\alpha_0^2 R} \left(1 + O(\alpha_0^2)\right) ,$$

$$\frac{1}{\gamma v} = \frac{\alpha_0}{\sqrt{3}} \left(1 + O(\alpha_0^2)\right) .$$

From (3.10b) and (3.10c) we thus have

$$F_0^{\text{corr}}(E) = \sqrt{3} \exp \left(-\frac{2\alpha_0 |E|R}{\gamma v}\right) \left(1 + O(\alpha_0^2)\right) ,$$

$$F_+^{\text{corr}}(E) = O \left(\alpha_0 \exp \left(-\frac{2\alpha_1 |E|R}{\gamma v}\right)\right) ,$$

in agreement with formula (11) in [52], using (3.10b) and (3.10c). The $O$-term in (3.11a) is independent of $|E|R$, as seen from (3.4b). The $O$-term in (3.11b) is uniform in $|E|/R$: this follows by a dominated convergence argument in (3.4c), using the linear growth of $|\beta_n|$ established in Appendix A.

For the Unruh temperature, using (2.6), keeping only the leading $v \to 1$ behaviour, and expressing the result in terms of $a$, we have

$$T_{\text{circ}} = \frac{|E|}{\ln \left(1 + \frac{4\sqrt{3}|E|}{a} \exp \left(\frac{2\sqrt{3}|E|}{a}\right)\right)} ,$$

uniformly in $|E|/a$: this is equation (12) in [42]. The small and large $|E|/a$ limiting forms are

$$T_{\text{circ}} \approx \frac{a}{4\sqrt{3}} \quad \text{for} \quad |E|/a \ll 1 ,$$

$$T_{\text{circ}} \approx \frac{a}{2\sqrt{3}} \quad \text{for} \quad |E|/a \gg 1 ,$$

or

$$\frac{T_{\text{circ}}}{T_{\text{lin}}} \approx \frac{\pi}{2\sqrt{3}} \approx 0.9 \quad \text{for} \quad |E|/a \ll 1 ,$$

$$\frac{T_{\text{circ}}}{T_{\text{lin}}} \approx \frac{\pi}{\sqrt{3}} \approx 1.8 \quad \text{for} \quad |E|/a \gg 1 .$$

Note that (3.14b) agrees with (3.8).
4 2+1 dimensions

In this section we address analytically the relativistic theory in three spacetime dimensions, $d = 3$. Proceeding as in Section 3, we first isolate the contributions to the response function from the distributional and non-distributional parts of $W$, by applying the arbitrary worldline result given in [77] to circular motion. To our knowledge this application has not been considered previously, although an alternative analytic expression for the response function as a mode sum has been given in [60]. We then consider analytically four limits of interest. Numerical results will be given in Section 6.

4.1 Response function

For 2 + 1 dimensions, substituting $d = 3$ in (2.12) gives

$$W(s, 0) = \frac{1}{4\pi} \times \frac{1}{\sqrt{(\Delta x(s - i\epsilon))^2}},$$

understood in the sense of the distributional limit $\epsilon \to 0^+$. The square root in the denominator is positive imaginary for $s > 0$ and negative imaginary for $s < 0$.

The response function $F$ (2.5) is discontinuous at zero argument. We assume throughout $E \neq 0$.

The only distributional contribution to the response function comes again from $s = 0$. Isolating this contribution gives [77]

$$F(E) = \frac{1}{4} - \frac{1}{2\pi} \int_0^\infty ds \frac{\sin(Es)}{\sqrt{-\left(\Delta x(s)\right)^2}},$$

where the square root in the denominator is now positive. Using (2.11), this gives the split of $F$ into its even and odd parts as

$$F(E) = \frac{1}{4} + F^{\text{odd}}(E),$$

$$F^{\text{odd}}(E) = -\frac{1}{2\pi\gamma v} \int_0^\infty dz \frac{\sin\left(\frac{2ER}{\gamma vz}\right)}{\sqrt{z^2/v^2 - \sin^2 z}}.$$  

An alternative split is

$$F(E) = F^{\text{in}}(E) + F^{\text{corr}}(E),$$

$$F^{\text{in}}(E) = \frac{1}{2} \Theta(-E),$$

$$F^{\text{corr}}(E) = \frac{1}{2\pi} \int_0^\infty ds \sin(Es) \left(\frac{1}{s} - \frac{1}{\sqrt{-\left(\Delta x(s)\right)^2}}\right)$$

$$= \frac{1}{2\pi\gamma v} \int_0^\infty dz \sin\left(\frac{2ER}{\gamma vz}\right) \left(\frac{\gamma v}{z} - \frac{1}{\sqrt{z^2/v^2 - \sin^2 z}}\right).$$
where $F^{\text{in}}$ is the inertial motion response function. All the integrals in (4.2), (4.3b) and (4.4c) are free of singularities and converge as improper Riemann integrals.

We note that $F^{\text{corr}}$ is odd and

$$F^{\text{corr}}(E) = \frac{1}{4} \text{sgn}(E) + F^{\text{odd}}(E).$$  \hspace{1cm} (4.5)

Since $F \geq 0$ by construction, and since $F^{\text{odd}}$ is odd, we have $|F^{\text{odd}}| \leq \frac{1}{4}$, $0 \leq F \leq \frac{1}{2}$, and $|F^{\text{corr}}| \leq \frac{1}{2}$. $F^{\text{corr}}(E)$ has the same sign as $E$.

We shall mainly work with (4.3) and (4.4). We however record here two alternative expressions.

First, starting from (4.4c) and proceeding as in Appendix C of [53] gives

$$F^{\text{corr}}(E) = \frac{i}{4} \text{sgn}(E) \int_{C} dz \frac{\exp \left( i \frac{2|E|R}{\gamma v} z \right)}{\sqrt{z^2/v^2 - \sin^2 z}},$$  \hspace{1cm} (4.6)

where the contour $C$ is along the real axis from $-\infty$ to $\infty$ except for passing the branch point at $z = 0$ in the upper half-plane, and the square root in the denominator is positive for $z > 0$ and negative for $z < 0$. Deforming the contour to the upper half-plane gives

$$F^{\text{corr}}(E) = F^{\text{corr}}_0(E) + F^{\text{corr}}_+(E),$$  \hspace{1cm} (4.7a)

$$F^{\text{corr}}_0(E) = \frac{\text{sgn}(E)}{2\pi \gamma v} \int_{0}^{\infty} d\alpha \frac{\exp \left( -\frac{2|E|R}{\gamma v} \alpha \right)}{\sinh^2 \alpha - \alpha^2/v^2},$$  \hspace{1cm} (4.7b)

$$F^{\text{corr}}_+(E) = -\frac{\text{sgn}(E)}{2\pi \gamma} \sum_{n \neq 0} \frac{i}{\beta_n} \exp \left( -\frac{2|E|R}{\gamma v} (\alpha_n + i\beta_n) \right) \int_{0}^{\infty} dy \exp \left( -\frac{2|E|R}{\gamma v} y \right) \times \left\{ \frac{\cosh(\alpha_n + y)}{\cosh \alpha_n} + 1 - \frac{i}{\beta_n} \left[ \frac{\alpha_n}{\sinh \alpha_n} \sinh(\alpha_n + y) + (\alpha_n + y) \right] \right\}^{-1/2} \times \left\{ \frac{\cosh(\alpha_n + y)}{\cosh \alpha_n} - 1 - \frac{i}{\beta_n} \left[ \frac{\alpha_n}{\sinh \alpha_n} \sinh(\alpha_n + y) - (\alpha_n + y) \right] \right\}^{-1/2},$$  \hspace{1cm} (4.7c)

where $\alpha_n$ and $\beta_n$ are as given in Appendix A. The square roots of a complex number in (4.7c) denote the branch with a positive real part. The convergence of the sum in (4.7c) is however weaker than that of the corresponding four-dimensional sum (3.4c), and this limits the usefulness of (4.7) for analytic limits.

Second, a mode sum expansion of the Wightman function yields for the response function the mode sum expression [60]

$$F(E) = \frac{1}{2\gamma} \sum_{m=[ER/(v\gamma)]}^{\infty} J_m^2 \left( mv - (ER/\gamma) \right),$$  \hspace{1cm} (4.8)

where $[\cdot]$ is the ceiling function and $J_m$ is the Bessel function of the first kind. Formula (4.8) is tractable numerically [60], but extracting analytic limits from it does not appear straightforward.

We now turn to various limits of interest. All the limits will be of the form where one variable is large or small while all other variables are held fixed.
4.2 Large gap limit

Consider the limit $|E| \to \infty$ with fixed $v$ and $R$. Proceeding as in 3+1 dimensions, we find that the dominant contribution to $\mathcal{F}^{\text{corr}}(E)$ comes from $\mathcal{F}_{0}^{\text{corr}}(E)$. Changing the integration variable in (4.7b) by $\alpha = \alpha_0(1 + y^2)$ and using the stationary point expansion near $y = 0$ shows that this contribution is a multiple of $\text{sgn}(E)|E|^{-1/2}\exp\left(-\frac{2|E|R}{\gamma v^2}\alpha_0\right)$, whose exponential factor is the same as in (3.4b). The Unruh temperature is hence given by (3.5), as in 3 + 1 dimensions.

4.3 Small gap limit

Consider the limit $E \to 0$ with fixed $v$ and $R$. We show in Appendix B that

$$\mathcal{F}^{\text{corr}}(E) = \frac{\gamma - 1}{4\gamma} \text{sgn}(E) + O(E).$$

(4.9)

Using (2.6), (4.4) and (4.9), we then have

$$T_{\text{circ}} = \frac{|E|}{\ln(\frac{\gamma + 1}{\gamma - 1})}(1 + O(E)),$$

(4.10)

so that $T_{\text{circ}} \to 0$ as $E \to 0$. The temperature in this limit is hence significantly lower than the nonzero limit (3.9) obtained in 3 + 1 dimensions.

4.4 Ultrarelativistic limit with fixed $E$

Analysing the ultrarelativistic limit $v \to 1$ uniformly in $E/a$ is difficult because the convergence of (4.7c) in this limit is weaker than the convergence of (3.4c). In this subsection we consider the $v \to 1$ limit with fixed $E$ and $R$. The case of fixed $E/a$ will be addressed in subsection 4.5.

We show in Appendix C that

$$\mathcal{F}^{\text{odd}}(E) = -\frac{1}{4\gamma} \text{sgn}(E) + o(1/\gamma).$$

(4.11)

By (4.3), this implies that $\mathcal{F}(E) \to \frac{1}{4}$ as $v \to 1$. (We note in passing that this is consistent with the numerical evidence shown in Figure 5 of [60], obtained by numerical evaluation from (4.8).) From (2.6) and (4.3a) we then have

$$T_{\text{circ}} = \frac{\gamma |E|}{2(1 + o(1/\gamma))}.$$

(4.12)

Being proportional to $\gamma$, this temperature is significantly lower than the 3+1 temperature shown in (3.13a), which is proportional to $\gamma^2$. 

13
4.5 Ultrarelativistic limit with fixed $E/a$

Consider now the limit $v \to 1$ with fixed $E/a$.

We verify in Appendix D three properties. First, that

$$F_{\text{odd}}(E) \to F_{\text{odd}}(E) = -\frac{1}{2\pi} G(2\sqrt{3}E/a),$$

$$F_{\text{corr}}(E) \to F_{\text{corr}}(E) = \frac{1}{2\pi} H(2\sqrt{3}E/a),$$

where

$$G(q) := \int_{0}^{\infty} dx \frac{\sin(qx)}{x\sqrt{1 + x^2}},$$

$$H(q) := \text{sgn}(q) \int_{1}^{\infty} dy \frac{e^{-|q|y}}{y\sqrt{y^2 - 1}}.$$  

Second, that the small argument asymptotic form of $G$ and the large argument asymptotic form of $H$ are respectively given by

$$G(q) = q \ln(2e^{1-\gamma_E}|q|) + o(q),$$

$$H(q) = \text{sgn}(q) \sqrt{\frac{\pi}{2|q|}} e^{-|q|} \left(1 + O(|q|^{-1})\right),$$

where $\gamma_E$ is Euler’s constant. Third, that the functions $G$ and $H$ satisfy

$$H(q) = \frac{\pi}{2} \text{sgn}(q) - G(q),$$

so that

$$F_{\text{corr}}(E) = \frac{1}{2} \text{sgn}(E) + F_{\text{odd}}(E),$$

as must be for consistency with (4.5).

We note that Maple 2018 [79] gives for $H$ and $G$ expressions in terms of Meijer’s $G$-function [80]. We have used Maple numerical routines for these functions to make consistency checks of some of the numerical results of Section 6 below.

The inverse Unruh temperature is given by

$$\frac{1}{T_{\text{circ}}} = \frac{1}{|E|} \ln\left(\frac{1 + \frac{2}{\pi} G(2\sqrt{3}|E|/a)}{1 - \frac{2}{\pi} G(2\sqrt{3}|E|/a)}\right),$$

$$= \frac{1}{|E|} \ln\left(\frac{\pi - H(2\sqrt{3}|E|/a)}{H(2\sqrt{3}|E|/a)}\right).$$

By (4.15), the small and large $|E|/a$ limiting forms are

$$T_{\text{circ}} \approx \frac{\pi a}{8\sqrt{3} \ln\left(\frac{e^{1-\gamma_E} a}{\sqrt{|E|}}\right)} \quad \text{for} \quad |E|/a \ll 1,$$

$$T_{\text{circ}} \approx \frac{a}{2\sqrt{3}} \quad \text{for} \quad |E|/a \gg 1.$$  

Compared with the $3+1$ results (3.13), the large $|E|/a$ regimes agree, but in the small $|E|/a$ regime the 2+1 temperature is suppressed by the logarithmic factor $1/\ln(a/|E|)$. 
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5 Analogue spacetime implementation

In this section we consider analogue spacetime implementations of the type proposed in [16] and [48, 49], in a nonrelativistic condensed matter laboratory system, such as a Bose-Einstein condensate or superfluid helium [21, 22]. We consider both effective spacetime dimension $2 + 1$ and effective spacetime dimension $3 + 1$.

The condensed matter system provides an effective Minkowski geometry, in which the speed of light is replaced by the speed of phonon-type excitations. We work in units in which this speed of sound is set to unity. The main new feature is that since the system has no analogue of relativistic time dilation, the energy of the moving detector is now defined with respect to the laboratory time, which is the Minkowski time in the effective Minkowski metric, and there is no analogue of a relativistic proper time. To maintain the analogue with the relativistic system, we assume that the detector’s speed remains below the sonic limit $v = 1$: we shall not consider nonlinear dispersion or analogue Cerenkov radiation [81].

We continue to consider an Unruh-DeWitt detector that is coupled linearly to the phonon-type quantum field. This is precisely the detector introduced in the proposal of [16] to accelerate a quantum dot in a Bose-Einstein condensate. We note, however, that the results for the Unruh temperature will be independent of the detailed form of the coupling as long as the coupling is linear, given that we are working in the regime of long interaction but negligible back-action. This is because the detailed balance Unruh temperature depends on the detector’s excitation and de-excitation rates only through their ratio. For example, if the coupling were not to the value of the field but to the time derivative of the field, as in the detection proposal of [48, 49], or to higher time derivatives of the field, each time derivative would bring to the response function $F(E)$ an additional factor $E^2$, and these factors would just cancel from the temperature. More generally, any change in the coupling that affects both the excitation and de-excitation cross-sections in the same way, even if energy-dependent, will cancel out of the detailed balance Unruh temperature.

We also assume the condensed matter system to be so large, compared with the parameters of the detector’s orbit, that finite size effects remain negligible. It follows, as in the case of the relativistic field, that the circular motion Unruh effect seen by the detector does not have a description in terms of phonons adapted to a rigidly rotating quantisation frame: as the rotating frame has supersonic velocities sufficiently far from the centre of rotation, the frame does not provide a positive and negative frequency split on which a Fock quantisation of the field could be based, there is no notion of a ‘rotating vacuum’ or ‘rotating phonons’, and Bogoliubov coefficients cannot be introduced [55, 56, 57].

Under these assumptions, it is straightforward to translate our relativistic formalism to the laboratory setting, by writing

$$\hat{E} := E/\gamma ,$$  \hspace{1cm} (5.1a)

$$\hat{T} := T/\gamma ,$$  \hspace{1cm} (5.1b)

$$\hat{a} := a/\gamma^2 ,$$  \hspace{1cm} (5.1c)

where $\hat{E}$ is the energy gap with respect to the laboratory time $t$, $\hat{T}$ is the temperature
with respect to \( \hat{E} \), and \( \hat{a} \) is the nonrelativistic acceleration. The linear-motion-based prediction for the analogue Unruh temperature is hence

\[ \hat{T}_{\text{lin}} = \frac{T_{\text{lin}}}{\gamma} = \frac{a}{2\pi\gamma} = \frac{\hat{a}\gamma}{2\pi} = \frac{\gamma v^2}{2\pi R}, \]  

(5.2)

while combining (2.6) and (5.1) shows that the actual analogue Unruh temperature is given by

\[ \frac{1}{\hat{T}_{\text{circ}}} = \frac{1}{\hat{E}} \ln \left( \frac{\mathcal{F}(-\gamma \hat{E})}{\mathcal{F}(\gamma \hat{E})} \right), \]  

(5.3)

where \( \mathcal{F} \) is the relativistic response function found in Sections 3 and 4.

Numerical results are shown below in Section 6. We consider here analytically only the near-sonic limit \( v \to 1 \) with \( \hat{a} \) and \( \hat{E} \) fixed. Then \( E/a \to 0 \) as \( v \to 1 \).

We show in Appendix E that

\[ \hat{T}_{\text{circ}} \approx \frac{1}{4\sqrt{3}} \gamma \hat{a} \quad \text{in} \quad 3 + 1, \quad (5.4a) \]

\[ \hat{T}_{\text{circ}} \approx \frac{\pi}{8\sqrt{3}} \gamma \ln \gamma \hat{a} \quad \text{in} \quad 2 + 1, \quad (5.4b) \]

or

\[ \frac{\hat{T}_{\text{circ}}}{\hat{T}_{\text{lin}}} \approx \frac{\pi}{2\sqrt{3}} \quad \text{in} \quad 3 + 1, \quad (5.5a) \]

\[ \frac{\hat{T}_{\text{circ}}}{\hat{T}_{\text{lin}}} \approx \frac{\pi^2}{4\sqrt{3}} \frac{1}{\ln \gamma} \quad \text{in} \quad 2 + 1. \quad (5.5b) \]

The temperature hence grows arbitrarily large in the \( v \to 1 \) limit in both \( 3 + 1 \) and \( 2 + 1 \) dimensions, in \( 3 + 1 \) dimensions proportionally to \( \gamma \), but in \( 2 + 1 \) dimensions only proportionally to \( \gamma/\ln \gamma \).

6 Numerical results

For the relativistic spacetime system, perspective plots of \( T_{\text{circ}}/T_{\text{lin}} = 2\pi T_{\text{circ}}/a \) as a function of \( v \) and \( E/a \) are shown Figure 1 both in \( 3 + 1 \) dimensions and in \( 2 + 1 \) dimensions. The plots confirm that in the ultrarelativistic limit \( T_{\text{circ}}/T_{\text{lin}} \) is close to the linear motion value 1 for all \( E/a \) in \( 3 + 1 \) dimensions and for \( |E|/a \gtrsim 0.5 \) in \( 2 + 1 \) dimensions. For \( |E|/a \ll 1 \), the \( 2 + 1 \) temperature is however significantly lower than the \( 3 + 1 \) temperature for all \( v \).

For the analogue spacetime system, the corresponding plots of \( \hat{T}_{\text{circ}}/\hat{T}_{\text{lin}} \) as a function of \( v \) and \( \hat{E}/\hat{a} \) are shown in Figure 2 both in \( 3 + 1 \) dimensions and in \( 2 + 1 \) dimensions. In \( 2 + 1 \) dimensions there is again a significant drop at small \( \hat{E}/\hat{a} \).

For the relativistic spacetime system, the plots in Figure 1 are complemented by the large and small \( |E| \) limits shown in Figure 3 and by the ultrarelativistic limit at fixed \( E/a \) shown in Figure 4.
3 + 1 dimensions 2 + 1 dimensions

Figure 1: Relativistic spacetime $T_{\text{rat}} := T_{\text{circ}}/T_{\text{lin}}$ as a function of $v$ and $E_{\text{red}} := E/a$, for $0.1 \leq v \leq 0.95$ and $0.1 \leq E_{\text{red}} \leq 3$. The plotting range was chosen for numerical stability, avoiding small and large values of $v$ and small and large values of $E_{\text{red}}$. Left in 3 + 1 dimensions, evaluated from (2.6) with (3.2); right in 2 + 1 dimensions, evaluated from (2.6) with (4.4). In the limit $E_{\text{red}} \to 0$, outside the plotted range, the 3 + 1 graph tends to a nonzero value, as seen from (3.9), while the 2 + 1 graph has a significant drop, tending to zero linearly in $E_{\text{red}}$, as seen from (4.10). The continuations of the graphs to the ultrarelativistic limit $v \to 1$, outside the plotted range, are shown in Figure 4.
Figure 2: Analogue spacetime $T_{\text{rlab}} := \hat{T}_{\text{circ}} / \hat{T}_{\text{lin}}$ as a function of $v$ and $E_{\text{rlab}} := \hat{E} / \hat{\alpha}$, for $0.1 \leq v \leq 0.95$ and $0.1 \leq E_{\text{rlab}} \leq 3$. The plotting range was again chosen for numerical stability, avoiding small and large values of $v$ and small and large values of $E_{\text{rlab}}$. Left in 3 + 1 dimensions; right in 2 + 1 dimensions. The data is as in Figure 1 and $T_{\text{rlab}} = T_{\text{rat}}$, but $E_{\text{rlab}} = \gamma E_{\text{red}}$. In the limit $E_{\text{red}} \to 0$, outside the plotted range, it is again the case that the 3 + 1 graph tends to a nonzero value while the 2 + 1 graph has a significant drop, tending to zero linearly in $E_{\text{red}}$. In the near-sonic limit $v \to 1$, outside the plotted range, the 3 + 1 graph tends to the constant value $\pi / (2\sqrt{3}) \approx 0.9$, as seen from (5.5a), but the 2 + 1 graph drops to zero proportionally to $-1 / \ln(1 - v^2)$, as seen from (5.5b); within the plotted range, this drop shows as incipient for $0.9 \lesssim v \leq 0.95$. 

3 + 1 dimensions

2 + 1 dimensions
Figure 3: Relativistic spacetime $T_{\text{rat}} := T_{\text{circ}}/T_{\text{lin}}$ as a function of $v$ in the limits of large and small $|E|$, showing the continuation of the Figure 1 plots to these limits. The dashed (blue) curve shows the large $|E|$ limit, in both $3+1$ and $2+1$ dimensions, evaluated from (2.6) with (3.7). The solid (brown) curve shows the small $|E|$ limit in $3+1$ dimensions, evaluated from (3.9). In $2+1$ dimensions the small $|E|$ limit vanishes, as seen from the analytic formula (4.10).

Figure 4: Relativistic spacetime $T_{\text{rat}} := T_{\text{circ}}/T_{\text{lin}}$ as a function of $E_{\text{red}} := E/a$ in the ultrarelativistic limit, $v \to 1$, showing the continuation of the Figure 1 plots to this limit. The dashed (blue) curve is for $3+1$ dimensions, evaluated from (3.12), interpolating between $\pi/\sqrt{3} \approx 1.8$ as $E_{\text{red}} \to \infty$ and $\pi/(2\sqrt{3}) \approx 0.9$ as $E_{\text{red}} \to 0$, as previously found in [42]. The solid (red) curve is for $2+1$ dimensions, evaluated from (4.18), interpolating between $\pi/\sqrt{3} \approx 1.8$ as $E_{\text{red}} \to \infty$ and 0 as $E_{\text{red}} \to 0$, showing the falloff proportional to $1/\ln(1/E_{\text{red}})$ (4.19a) as $E_{\text{red}} \to 0$. 
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7 Conclusions and experimental upshots

Motivated by recent proposals to observe the circular motion Unruh effect in a condensed matter analogue spacetime system [16, 48, 49], we have presented a detailed comparison of the linear acceleration Unruh temperature $T_{\text{lin}}$ and the circular acceleration Unruh temperature $T_{\text{circ}}$, for a massless scalar quantum field in its Minkowski vacuum state, in spacetime dimensions 3+1 and 2+1. We considered both a genuine relativistic spacetime system and an analogue spacetime laboratory implementation, the difference being that the laboratory system has no time dilation, so that the systems are mapped to each other by scaling the energies by the time dilation gamma-factor. We probed the field by a pointlike Unruh-DeWitt detector, linearly coupled to the field, working in the limit of weak interaction and long interaction time [3, 54], neglecting the detector’s back-action on the field. We obtained analytic results in several limits and provided numerical results for the interpolating regions.

An expected outcome was that the highest temperatures, and hence the best experimental prospects, are at the ultrarelativistic limit in the relativistic system and at the near-sonic limit in the analogue spacetime system, both in 3+1 dimensions and in 2+1 dimensions. In the special case of the 3+1 relativistic system, we in particular confirmed the results obtained previously in [42]. An unexpected outcome was, however, that in 2+1 dimensions $T_{\text{circ}}$ contains a logarithmic suppression factor in certain limits, including the near-sonic limit in the analogue spacetime system: while the analogue spacetime temperature grows without bound in the near-sonic limit in both 3+1 and 2+1 dimensions, the growth is slower in 2+1 dimensions. This suppression could help prospective analogue spacetime experiments with an effective spacetime dimension 2+1 to stay longer within the regime in which our linear perturbation theory analysis remains valid.

While we leave it to future work to address effects due to other phenomena that will inevitably be present in experimental implementations, including finite size [55, 56, 57], finite interaction time [58], nonzero ambient temperature [53], dispersion relation nonlinearity and Lorentz-noninvariance [57, 59, 60], and the detector’s back-action on the field [61, 62, 63], we shall end here with a comment on the classical versus quantum nature of the circular motion Unruh effect.

The Unruh-DeWitt detector analysed in this paper is a genuinely quantum detector coupled to a genuinely quantum field. It was observed in [23] that some properties of similar quantum systems can be modelled by classical Gaussian noise when the quantum phenomena are analysed in terms of Bogoliubov coefficient techniques. In our circular motion setting, where Bogoliubov coefficients are not an applicable tool [55, 56, 57], could the response of a localised Unruh-DeWitt detector in circular motion be modelled and simulated by classical Gaussian noise?

The key observation here is that the two-point correlation function of a Gaussian noise is the real part of the quantum field’s Wightman function. A measurement of the two-point correlation function of classical Gaussian noise (say, of thermal fluctuations in a classical fluid) along a circular trajectory would hence allow us to recover the part of the response function $\mathcal{F}(E)$ that is even in the energy $E$, but not the part that is odd in $E$. Now, the amount of information about $\mathcal{F}$ that is encoded in the even part depends on the spacetime dimension. In 3+1 dimensions, the even part of $\mathcal{F}$ contains most
of the information of interest, and in particular it contains all of the dependence on the parameters of the orbit. In $2+1$ dimensions, by contrast, the even part of $F$ is a universal additive constant, independent of the parameters of the orbit and even independent of $E$, while all the information of interest is contained in the odd part. This implies that a laboratory experiment to observe the fluctuations responsible for the $(2+1)$-dimensional circular motion Unruh effect by a localised Unruh-DeWitt type detector will need to be a genuinely quantum experiment.
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A Appendix: Zeroes of an auxiliary function

In this appendix we locate and parametrise the zeroes of the function $f$ defined by

$$f(z) := f_+(z)f_-(z),$$  \hspace{1cm} (A.1a)

$$f_\pm(z) := \frac{z}{v} \pm \sin z,$$  \hspace{1cm} (A.1b)
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where $0 < v < 1$ and $z$ is a complex variable. Previous discussion is given in [12, 52].

Consider first the real zeroes. Each $f_\pm(z)$ has a simple zero at $z = 0$ and no other real zeroes. Hence the only real zero of $f$ is a double zero at $z = 0$. Note that $f(z) > 0$ for all real nonvanishing $z$.

To consider the non-real zeroes, we parametrise $v$ by

$$v = \alpha_0 \frac{\alpha_0}{\sinh \alpha_0},$$

(A.2)

where $\alpha_0 > 0$. As $f$ is even, it suffices to give the zeroes in the upper half-plane.

We write the zeroes in the upper half-plane as $z_n = i(\alpha_n + i\beta_n)$, where $n \in \mathbb{Z}$, $\alpha_n > 0$ and $\beta_n \in \mathbb{R}$. $\alpha_0$ is given by (A.2) and $\beta_0 = 0$. For $n \neq 0$, $\alpha_n$ is the unique positive zero of the function

$$g_n(\alpha) = -\sqrt{1 - \left(\frac{\sinh \alpha_0}{\alpha_0} \frac{\alpha}{\sinh \alpha}\right)^2 \frac{\alpha_0}{\sinh \alpha_0} \cosh \alpha + \arccos \left(\frac{\sinh \alpha_0}{\alpha_0} \frac{\alpha}{\sinh \alpha}\right) + |n|\pi}$$

(A.3)

and

$$\beta_n = \text{sgn}(n) \left[\arccos \left(\frac{\sinh \alpha_0}{\alpha_0} \frac{\alpha_n}{\sinh \alpha_n}\right) + |n|\pi\right].$$

(A.4)

Even $n$ give the zeroes of $f_-$ and odd $n$ give the zeroes of $f_+$. All these zeroes are simple. The zeroes satisfy

$$0 < \alpha_0 < \alpha_{\pm1} < \alpha_{\pm2} < \cdots,$$

(A.5a)

$$0 = \beta_0 < |\beta_{\pm1}| < |\beta_{\pm2}| < \cdots.$$

(A.5b)

At $|n| \to \infty$ with fixed $v$, the leading asymptotics is

$$\alpha_n \sim \ln \left(\frac{(2|n| + 1)\pi \sinh \alpha_0}{\alpha_0}\right),$$

(A.6a)

$$\beta_n \sim \text{sgn}(n)(|n| + \frac{1}{2})\pi.$$

(A.6b)

In the limit $v \to 1$, (A.2) gives $\alpha_0 \to 0$ and

$$v = 1 - \frac{1}{6} \alpha_0^2 + O(\alpha_0^4),$$

(A.7a)

$$\alpha_0^2 = 6(1 - v) + O((1 - v)^2).$$

(A.7b)

For $n \neq 0$, $\alpha_n$ and $\beta_n$ tend in this limit to the nonzero values obtained from (A.3) and (A.4) after the replacement $\frac{\sinh \alpha_0}{\alpha_0} \to 1$.

B Appendix: 2+1 small gap limit

In this appendix we verify the 2+1 small gap property (4.9) stated in subsection 4.3.
Starting from (4.4c), we write \( F^{\text{corr}}(E) = (2\pi\gamma)^{-1} P(2ER) \), where
\[
P(b) = \int_0^\infty dz \sin(bz) \left( \frac{\gamma}{z} - \frac{1}{\sqrt{z^2 - v^2 \sin^2 z}} \right)
\]
\[
= \int_0^\infty dz \sin(bz) \left( \frac{\gamma - 1}{z} + \frac{1}{z} - \frac{1}{\sqrt{z^2 - v^2 \sin^2 z}} \right)
\]
\[
= \frac{\pi(\gamma - 1)}{2} \text{sgn}(b) + b \int_0^\infty dz \sin(bz) \left( 1 - \frac{z}{\sqrt{z^2 - v^2 \sin^2 z}} \right)
\]
\[
= \frac{\pi(\gamma - 1)}{2} \text{sgn}(b) + b \int_0^\infty dz \left( 1 - \frac{z}{\sqrt{z^2 - v^2 \sin^2 z}} \right) + o(b) \quad \text{(B.1)}
\]

In (B.1) we have added and subtracted a multiple of \( \sin(bz)/z \) under the integral, used the standard integral \( \int_0^\infty dz \sin(bz) \frac{1}{z} = \frac{\pi}{2} \text{sgn}(b) \), and in the last step used a dominated convergence argument to take the limit under the integral. This establishes (4.9).

**C Appendix: 2+1 ultrarelativistic limit with fixed \( E \)**

In this appendix we verify the 2 + 1 fixed \( E \) ultrarelativistic limit property (4.11) stated in subsection 4.4.

From (4.3b) we have
\[
F^{\text{odd}}(E) = -\frac{1}{2\pi} \sigma_\gamma(2ER) \quad \text{(C.1)}
\]
where
\[
\sigma_\gamma(b) = \int_0^\infty dx \frac{\sin(bx)}{\sqrt{\gamma^2 x^2 - \sin^2 \left( \sqrt{\gamma^2 - 1} x \right)}} \quad \text{(C.2)}
\]

after the change of variables \( z = \gamma vx \). We shall show that
\[
\sigma_\gamma(b) = \frac{\pi}{2\gamma} \text{sgn}(b) + o(1/\gamma) \quad \text{(C.3)}
\]
when \( \gamma \to \infty \) with fixed \( b \). (4.11) then follows from (C.1).

Let \( b \neq 0 \) be fixed. Using the standard integral \( \int_0^\infty dz \frac{\sin(bx)}{x} = \frac{1}{2} \pi \text{sgn}(b) \), we rearrange (C.2) as
\[
\sigma_\gamma(b) = \frac{\pi}{2\gamma} \text{sgn}(b) + \frac{1}{\gamma} I_\gamma(b) \quad \text{(C.4)}
\]
where
\[
I_\gamma(b) = \int_0^\infty dx \frac{\sin(bx)}{x} \left\{ \left[ 1 - \frac{\sin^2 \left( \sqrt{\gamma^2 - 1} x \right)}{\gamma^2 x^2} \right]^{-1/2} - 1 \right\} \quad \text{(C.5)}
\]
We need to show that \( I_\gamma(b) \to 0 \) as \( \gamma \to \infty \).

Let \( M > 1 \) be a constant, and let \( \gamma \) be so large that \( \pi/\sqrt{\gamma^2 - 1} < M \). Let \( I_\gamma^{(1)} \), \( I_\gamma^{(2)} \) and \( I_\gamma^{(3)} \) denote respectively the contributions to (C.5) from \( 0 < x < \pi/\sqrt{\gamma^2 - 1} \), \( \pi/\sqrt{\gamma^2 - 1} < x < M \) and \( M < x < \infty \). We consider each in turn.

In \( I_\gamma^{(3)} \), the integrand goes pointwise to zero as \( \gamma \to \infty \) and is bounded in absolute value by the integrable function \( A_3/x^3 \) where \( A_3 \) is a \( \gamma \)-independent constant. Hence \( I_\gamma^{(3)} \to 0 \) as \( \gamma \to \infty \) by dominated convergence.

In \( I_\gamma^{(2)} \), we first write the integral to be over the \( \gamma \)-independent interval \( 0 < x < M \) by defining the integrand to have the value zero for \( 0 < x \leq \pi/\sqrt{\gamma^2 - 1} \). An elementary argument then shows that the integrand goes pointwise to zero as \( \gamma \to \infty \) and is bounded in absolute value by a \( \gamma \)-independent constant. Hence \( I_\gamma^{(2)} \to 0 \) as \( \gamma \to \infty \) by dominated convergence.

In \( I_\gamma^{(1)} \), changing the integration variable by \( x = z/\sqrt{\gamma^2 - 1} \) gives

\[
I_\gamma^{(1)}(b) = \int_0^\pi dz \frac{\sin \left( \frac{bz}{\sqrt{\gamma^2 - 1}} \right)}{\sqrt{\gamma^2 - 1}} \left\{ \frac{1}{\sqrt{\gamma^2 - 1}} \left[ 1 - \left( \frac{\gamma^2 - 1}{\gamma^2} \right) \sin^2 \left( \frac{y}{\gamma} \right) \right]^{-1/2} - \frac{1}{\sqrt{\gamma^2 - 1}} \right\}.
\]

In (C.6), the integrand goes to zero pointwise at each positive \( z \) as \( \gamma \to \infty \), and an elementary argument using the properties of \( \sin z/z \) shows that the integrand is bounded in absolute value by a \( \gamma \)-independent constant. Hence \( I_\gamma^{(1)} \to 0 \) as \( \gamma \to \infty \) by dominated convergence.

This completes the argument.

\section*{D Appendix: 2+1 ultrarelativistic limit with fixed \( E/a \)}

In this appendix we verify the 2+1 ultrarelativistic limit properties stated in subsection 4.5.

\subsection*{D.1 Taking the limit}

There are two ways to obtain the limit.

One way is to start from (4.3b) and write \( z = y/\gamma \), giving

\[
\mathcal{F}^{\text{odd}}(E) = -\frac{1}{2\pi} \int_0^\infty dy \frac{\sin \left( \frac{2E}{\gamma^2} y \right)}{\sqrt{\gamma^2 y^2 - \gamma^2 (\gamma^2 - 1) \sin^2 (y/\gamma)}}.
\]

Now take \( \gamma \to \infty \) with \( 2ER/(\gamma^2 v) \) fixed. The function under the square root in (D.1) has the pointwise limit \( y^2 (1 + \frac{1}{3} y^2) \), and taking the limit under the integral can be justified by breaking the domain into half-periods of the sine, combining pairwise the contributions from adjacent intervals, and invoking a dominated convergence argument to take the limit under the sum. (Evidence for the existence of a dominating summable function was obtained numerically from Maple.) Writing finally \( y = \sqrt{3} x \), we obtain (4.13a).
Another way is to start from (4.7) and take \( \alpha_0 \to 0 \) with \( 2ER\alpha_0/(\gamma v) \) fixed. The contribution from \( \mathcal{F}_0^{\text{corr}} \) vanishes by a dominated convergence argument in (4.7c). For \( \mathcal{F}_0^{\text{corr}} \), writing \( \alpha = \alpha_0 y \) in (4.7b) gives

\[
\mathcal{F}_0^{\text{corr}}(E) = \frac{\text{sgn}(E) 2}{2\pi \alpha_0 \gamma v} \int_1^\infty dy \frac{\exp\left(-\frac{2|E| \alpha_0 y}{\gamma v}\right)}{\sqrt{\alpha_0^{-4} (\sinh^2(\alpha_0 y) - y^2 \sinh^2(\alpha_0))}} .
\] (D.2)

The function under the square root in (D.2) has the pointwise limit \( \frac{1}{3} y^2 (y^2 - 1) \) and is bounded below by this limit. Taking the limit \( \alpha_0 \to 0 \) under the integral is hence justified by dominated convergence, with the outcome (4.13b).

To verify that the functions appearing in these limits satisfy (4.16), we start from (4.14a) and proceed as in Appendix C of [53].

\[
\text{sgn}(q) G(q) = \frac{1}{2} \int_{-\infty}^\infty \frac{\sin(|q|x)}{x^2} dx \sqrt{1 + (q/x)^2} - \frac{1}{x} \] (D.3)

where the contour \( C \) is along the real axis from \(-\infty \) to \( \infty \) except for passing the pole at \( z = 0 \) in the upper half-plane. \( C \) is then deformed to the upper half-plane, encircling the branch point at \( z = i \) and running on both sides of the cut at \( z = iy \) with \( y > 1 \). The last equality uses (4.14b). This gives (4.16).

**D.2 Small argument form of \( G \) (4.14a)**

To find the small argument form of \( G \) (4.14a), we introduce a positive constant \( M \) and split (4.14a) as

\[
G(q) = q (I_>(q) + I_<(q)) ,
\] (D.4a)

\[
I_>(q) = \int_M^\infty dz \frac{\sin z}{z^2 \sqrt{1 + (q/z)^2}} ,
\] (D.4b)

\[
I_<(q) = \int_0^M dz \frac{\sin z}{z \sqrt{z^2 + q^2}} ,
\] (D.4c)

recalling that \( q \neq 0 \) by assumption and using the substitution \( x = z/q \).
From (D.4b) we have
\[
I>(q) = \int_M^\infty dz \frac{\sin z}{z^2} + O(q^2)
= \frac{\sin M}{M} + \int_M^\infty dz \frac{\cos z}{z} + O(q^2),
\]  
(D.5)

first expanding in \(q\) and then integrating by parts. From (D.4c) we have
\[
I<(q) = \int_0^M \frac{dz}{\sqrt{z^2 + q^2}} + \int_0^M \frac{dz}{\sqrt{z^2 + q^2}} \left( \frac{\sin z}{z} - 1 \right)
= \text{arsinh}(M/|q|) + \int_0^M \frac{dz}{z} \left( \frac{\sin z}{z} - 1 \right) + o(1)
\]
\[
= \ln(2M/|q|) + \int_0^M \frac{dz}{z} \left( \frac{\sin z}{z} - 1 \right) + o(1),
\]  
(D.6)

first splitting the integrand, then evaluating the elementary integral of the first term and taking the limit in the second term by dominated convergence, and finally expanding the arsinh.

Combining (D.5) and (D.6) gives
\[
I>(q) + I<(q) = \ln(2/|q|) + \int_0^M \frac{dz}{z} \left( \frac{\sin z}{z} - 1 \right) + \frac{\sin M}{M} + \ln M + \int_M^\infty \frac{dz}{z} \cos z + o(1)
= \ln(2e^{1-\gamma_E}/|q|) + o(1),
\]  
(D.7)

where \(\gamma_E\) is Euler’s constant, and the \(M\)-independent sum of the individually \(M\)-dependent terms has been evaluated by taking the limit \(M \to 0\) and using the small argument expansion of the cosine integral from 6.2.13 in [80]. Hence
\[
G(q) = q \ln(2e^{1-\gamma_E}/|q|) + o(q),
\]  
(D.8)

which is (4.15a).

**D.3 Large argument form of \(H\) (4.14b)**

To find the large argument form of \(H\) (4.14b), we first substitute \(y = 1 + r^2\) and then use the stationary point expansion [78], obtaining
\[
H(q) = \text{sgn}(q) \int_0^\infty dr \frac{2e^{-|q|r^2}}{(1 + r^2)\sqrt{2 + r^2}}
= \text{sgn}(q) \sqrt{\frac{\pi}{2|q|}} e^{-|q|} \left(1 + O(|q|^{-1})\right),
\]  
(D.9)

which is (4.15b).
E Appendix: Analogue spacetime asymptotics

In this appendix we verify the asymptotic temperature formulas (5.4) for the analogue spacetime implementation.

To verify (5.4a), we use (3.13a), which is allowed because the $v \to 1$ limit (3.12) is uniform in $E/a$.

To verify (5.4b), we note from (4.3b) that

$$F^{\text{odd}}(E) = -\frac{1}{2\pi} \rho_\gamma(2ER/v) ,$$

where

$$\rho_\gamma(b) = \frac{1}{\gamma} \int_0^\infty dz \frac{\sin(bz)}{\sqrt{z^2 - (1 - \gamma^{-2}) \sin^2 z}} .$$

Writing $x = \gamma z/\sqrt{3}$ in (4.14a), we hence have

$$\gamma \left( \rho_\gamma(b) - G(\sqrt{3}b/\gamma) \right) = \int_0^\infty dz \sin(bz) \left( \frac{1}{\sqrt{z^2 - (1 - \gamma^{-2}) \sin^2 z}} - \frac{1}{z \sqrt{\gamma^{-2} + z^2/3}} \right) .$$

(E.3)

When $\gamma \to \infty$ with fixed $b$, the right-hand side of (E.3) tends to $h(b)$, where

$$h(b) := \int_0^\infty dz \frac{\sin(bz)}{z} \left( \frac{1}{\sqrt{1 - (\sin^2 z)/z^2}} - \frac{\sqrt{3}}{z} \right) .$$

(E.4)

Taking the limit under the integral can be justified by breaking the integral to $0 < z < 1$ and $z > 1$, using dominated convergence for $0 < z < 1$, and using arguments similar to those in Appendix D for $z > 1$. Using (4.15a), we hence have

$$\gamma \rho_\gamma(b) = \sqrt{3}b \ln \left( \frac{2e^{1-\gamma E}}{\sqrt{3} |b|} \right) + h(b) + o(1) ,$$

(E.5)

so that

$$F^{\text{odd}}(E) \approx -\frac{\sqrt{3}}{\pi} \frac{\ln \gamma \hat{E}}{\gamma \hat{a}} ,$$

(E.6)

writing $R \approx 1/\hat{a}$ as $v \to 1$. (5.4b) now follows from (E.6) and (4.3a).
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