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Abstract: The notion of the informational measure of symmetry is introduced according to: $H_{sym}(G) = -\sum_{i=1}^{N} H_{sym}(G_i)$, where $H_{sym}(G_i)$ is the probability of appearance of the symmetry operation $G_i$ within the given 2D pattern. $H_{sym}(G)$ is interpreted as an averaged uncertainty in the presence of symmetry elements from the group $G$ in the given pattern. The informational measure of symmetry of the “ideal” pattern built of identical equilateral triangles is established as $H_{sym}(D_3) = 1.792$. The informational measure of symmetry of the random, completely disordered pattern is zero, $H_{sym} = 0$. The informational measure of symmetry is calculated for the patterns generated by the P3 Penrose tesselation. The informational measure of symmetry does not correlate with either the Voronoi entropy of the studied patterns nor with the continuous measure of symmetry of the patterns. Quantification of the “ordering” in 2D patterns performed solely with the Voronoi entropy is misleading and erroneous.
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1. Introduction

The paper introduces the connection between two fundamental physical notions, namely the notion of symmetry and the Shannon measure of information [1,2], abbreviated in the text as SMI. For any random discrete variable $X$, characterized by a probability distribution: $P(X_1), P(X_2) \ldots P(X_N)$ the SMI, denoted $H(X)$, has been defined as:

$$H(X) = -\sum_{i=1}^{N} P_i(X_i)\log_2(X_i)$$

The value $H(X)$ has the same mathematical form as the entropy in statistical mechanics [3,4]. Thus, Claude Shannon called this value, “entropy”, which gave rise to numerous and widespread misinterpretations, discussed in detail in references [5–9], in which the distinction between SMI and a “true” thermodynamic entropy (in other words the “Boltzmann entropy”) was discussed in detail. We apply SMI, defined by Equation (1) to the analysis of the 2D patterns, possessing given elements of symmetry. Thus, the information measure of symmetry (IMS) is introduced. A connection between two fundamental concepts of information and symmetry breaking was addressed in reference [10]. Information content of spontaneous symmetry breaking was studied in reference [11].

Our paper continues the series of papers in which the fundamental problem of the connection between ordering and symmetry in physical systems and spatial patterns...
is addressed [12,13]. The fundamental question is formulated as follows: what is the quantitative measure of ordering? In physics, ordering is quantified by the entropy of the physical system [3,4,12,13]. We already suggested that ordering in physical systems may be sometimes identified with symmetrizing of the system: in other words, introducing the elements of symmetry into an initially disordered physical system will necessarily order the system and consequently decrease its entropy [12,13]. A the same time, various measures have been suggested for quantification of symmetry of physical systems, one of which is the continuous measure of symmetry (abbreviated CSM and denoted $S(G)$ for the G-symmetry shape), defined as the sum of the minimum squared distances required to move the points of the original shape in order to obtain a symmetrical shape [14–22]. In our recent paper we applied CSM for the analysis of the Penrose tessellations, explaining the rotational symmetry of quasicrystals [23]. In the present paper we introduce the alternative measure of the symmetry of 2D patterns, namely the informational measure of symmetry (ISM) and apply the suggested measure for the analysis of the patterns generated by the P3 Penrose tiling. We compare the informational measure of symmetry with the Voronoi entropy (denoted $S_{vor}$) [23–35] and the continuous measure of symmetry [14–22] calculated for the patterns generated by the Penrose tesselation P3, presented in Figure 1.

The Voronoi entropy of a given set of points located in a plane is given by:

$$S_{vor} = - \sum_i P_i \ln P_i,$$

where $P_i$ is the probability of finding $i$-sided Voronoi polygon within a given Voronoi tesselation and $i$ is the total number of polygon types with different numbers of edges [24–26]. The summation in Equation (2) is performed from $i = 3$ (the smallest possible polygon—a triangle) to the largest coordination number of the polygon, e.g., for an octagon, the largest value of $i$ is 8. A Voronoi diagram, in turn, is a partition of a plane into regions close to each of points, also known as seeds or generators. For each seed there is a corresponding area, referred to as a Voronoi cell, consisting of all points of the plane closer to that seed than to any other [24–26]. It is usually adopted that the Voronoi entropy grows with increasing disorder up to the natural logarithms of the total number of polygons comprising the given pattern [36]. Thus, the Voronoi entropy is usually, as will be shown, mistakenly considered as a measure of “order” for a given set of points [23–36].

A Penrose tiling, presented in Figure 1, is an aperiodic tiling that has a five-fold rotational and reflectional symmetry [37,38]. Penrose tiling supplies the explanation for the physical structure of quasicrystals, demonstrating the five-fold symmetry [37,38]. The translational symmetry is absent in the Penrose tiling. We analyzed symmetry of the
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Penrose tiling in parallel with the informational measure of symmetry (introduced below), the Voronoi Entropy [23–33] and the continuous measure of symmetry [14–23].

2. Materials and Methods
The MATLAB software was used for calculation of the continuous measure of symmetry of the studied patterns. To create the Voronoi diagrams, we used moduli of the program developed at the Department of Physics and Astronomy at the University of California (Department of Physics and Astronomy University of California, Irvine, CA, USA) (https://www.physics.uci.edu/~foams/do_all.html) (accessed on 31 August 2021).

3. Results and Discussion
3.1. Definition of the Informational Measure of Symmetry
We have demonstrated in our recent research that the Voronoi entropy and the continuous measure of symmetry do not exhaust the quantification of ordering in 2D patterns [23]. We propose now the alternative approach to the problem and introduce the “informational measure of symmetry”. Consider the 2D pattern, containing \( N \) polygons demonstrating certain elements of symmetry (rotational symmetry; centers of symmetry, axes of symmetry, etc.), denoted \( G_i, i = 1, 2 \ldots k \), where \( k \) is a number of nonidentical symmetry operations. Thus, the informational measure of symmetry will be defined similarly to Equation (1), as:

\[
H_{sym}(G) = - \sum_{i=1}^{k} P(G_i) \ln P(G_i),
\]

where \( P(G_i) \) is the probability of appearance of the symmetry operation \( G_i \) within the polygons constituting the pattern, defined as:

\[
P(G_i) = \frac{m(G_i)}{N_G} \leq 1,
\]

where \( N_G = \sum_{i=1}^{k} m(G_i) \) is the total number of symmetry elements (operations) appearing in the polygons recognized in a given pattern and \( m(G_i) \) is a number of the same symmetry elements (operations) \( G_i \) calculated for a given pattern. The normalization condition given by Equation (5) takes place:

\[
\sum_{i=1}^{k} P(G_i) = 1.
\]

It is noteworthy that the entire 2D pattern may be symmetrical or nonsymmetrical; the definition of the informational measure of symmetry is not sensitive to the symmetry of the entire pattern and it is not influenced by the long-range order inherent for the pattern. Consider first, as an example, an “ideal pattern” built of identical equilateral triangles, depicted in Figure 2a.

The symmetry group of the equilateral triangle is the dihedral symmetry group \( D_3 \). The symmetry group \( D_n \) generally comprises \( n \) symmetry axes and \( n \) rotations, given by the angles \( \varphi_n = \frac{2\pi k}{n}; k = 0, 1, 2 \ldots n - 1 \). Thus, in the case of equilateral triangles, shown in Figure 2a we have \( N_G = 2np = 6p \) elements of symmetry, where \( p \) is the total number of triangles in the pattern. The number of each of the elements of symmetry in the addressed pattern equals \( m(G_i) = 1 \times p \). Thus, probabilities \( P(G_i) \) are immediately calculated as \( (G_i) = \frac{1 \times p}{(3+3) \times p} = \frac{1}{6} \). Hence, for this pattern the informational measure of symmetry is calculated with Equation (6):

\[
H_{sym}(D_3) = - \sum_{i=1}^{6} P(G_i) \ln P(G_i) = 6 \times \frac{1}{6} \ln \frac{1}{6} = 1.792
\]
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Figure 2. (a) Pattern (Voronoi tessellation) built of identical equilateral triangles, demonstrating: \( H_{\text{sym}}(G) = 1.792; S_{\text{vor}} = 0; \hat{S}(G) = 0\% \) is shown; (b) Pattern (Voronoi tessellation) built of different unsymmetrical polygons, demonstrating: \( H_{\text{sym}}(G) = 0; S_{\text{vor}} = 1.6103; \hat{S}(G) = 46.91\% \) is depicted.

Obviously, for the same pattern, \( S_{\text{vor}}(G) = 0; \hat{S}(G) = 0 \) take place. Now consider the opposite case of the completely disordered pattern, depicted in Figure 2b. In this case, we recognize for all of the polygons constituting the pattern the single element of symmetry, namely the rotation \( \varphi_1 = k \frac{2\pi}{p} = 2\pi \); thus, \( N_G = p \); thus, \( P(G_1) = 1 \) and consequently \( H_{\text{sym}} = -\sum_{i=1}^{1} P(G_i)\ln P(G_i) = \sum_{i=1}^{1} \ln(1) = 0 \).

The Voronoi entropy and the continuous measure of symmetry for the same random, disordered pattern, as shown in Figure 2b, equals: \( S_{\text{vor}} = 1.6103; \hat{S}(G) = 46.91\% \), which is close to the Voronoi entropy \( S_{\text{vor}} = 1.71 \) calculated for disordered patterns in references [39–41].

3.2. Informational Measure of Symmetry of the Patterns Generated by the Penrose Tiling

A given Penrose tiling generates a number of Voronoi diagrams, shown in Figure 3a–g (depicted in the left column of Figure 3). We already introduced in reference [23] three main types of Voronoi diagrams arising from the Penrose tiling P3, namely:
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Figure 3. Patterns emerging from the P3 Penrose tiling and their informational measure of symmetry (IMS) calculated with Equation (2). (a) a-type Voronoi tessellation; (b) b-type; (c) c-type; (d) ab-type (a and b-types combined); (e) ac-type; (f) bc-type; (g) abc-type (a, b, and c-types combined). Color mapping: magenta polygons are triangles, green are tetragons, yellow are pentagons, grey are hexagons, blue are heptagons.

a-type Voronoi diagrams (abbreviated a-diagrams), where the centers of the Penrose rhombs are taken as the seeds, shown in Figure 3a;

b-type Voronoi diagrams (abbreviated b-diagrams) where the vertices of the rhombs constituting the Penrose tiling are taken as the seeds, depicted in Figure 3b;

c-type Voronoi diagrams (abbreviated c-diagrams) where the centers of the edges of Penrose rhombs are taken as the seeds, shown in Figure 3c.

In addition, the combinations of the a, b and c diagrams were addressed, denoted ab, ac, bc and abc correspondingly. These Voronoi diagrams are shown in Figure 3d–g. For example, ab-diagram (depicted in Figure 3d) is the Voronoi diagram arising from merging of the seed points appearing in a- and b-diagrams. Note, that a, b, c, ab, ac, bc and abc-type Voronoi diagrams possess the same groups of symmetry, reflecting the groups of symmetry of the seed points. In particular, all of the diagrams are characterized by the five-fold rotational symmetry as well as the mirror plane symmetry, which can be recognized from Figure 3. The elements of symmetry appearing in the patterns are cataloged in Table 1. It should be emphasized that in spite of the fact that the entire patterns are characterized by the five-fold rotational symmetry, patterns a, c, and ac are built from the polygons, which do not demonstrate this kind of the rotational symmetry.

Table 1. Symmetry elements presented in different types of Voronoi Diagrams generated by P3 Penrose tiling.

| Diagram Type | Mirror Planes Number (m_p) | Number of Rotation Axes (m_n) | (2π) | (4π) | (6π) | (8π) | (10π) | (12π) | (14π) |
|--------------|-------------------------|-------------------------------|------|------|------|------|-------|-------|-------|
| a            | 60                      | -                             | -    | -    | -    | -    | -     | -     | -     |
| b            | 141                     | 6                             | 6    | 6    | -    | -    | 140   | 141   | 6     |
| c            | 100                     | -                             | -    | -    | -    | -    | -     | -     | -     |
| ab           | 306                     | 6                             | 6    | 6    | 6    | 160  | 311   | 6     | 6     |
| ac           | 65                      | -                             | -    | -    | -    | 35   | 165   | -     | -     |
| bc           | 91                      | 1                             | 1    | 1    | 1    | 60   | 221   | 1     | 1     |
| abc          | 151                     | 1                             | 1    | 1    | 1    | 1    | 1     | 1     | 60    |

m_n is the total number of rotation axes corresponding to the rotation angle $\phi_n = \frac{2\pi}{n}$. m_p is the total number of corresponding mirror planes. $p_1$ denotes the single mirror plane. $p_{k1}$ denotes k-type-mirror planes appearing in the polygon possessing n-fold symmetry. $p_{32}$ denotes the second-type mirror planes appearing in the 5-fold symmetric polygon.

Now we address the quantification of symmetry of the patterns depicted in Figure 3. Which of the patterns are more and which are less symmetric? We will demonstrate that the answer to this question is far from trivial, and it is ambiguous. The values of the continuous symmetry measure ($\hat{S}(G)$ and $\hat{S}(\hat{G})$) and the Voronoi Entropy ($S_{vor}$) of the patterns were reported in reference [23]. The results of the calculation of the informational measure of symmetry $H_{sym}(G)$ for seven investigated Penrose tilings are summarized in Figure 3 and Table 2.
Table 2. Informational measure of symmetry (IMS), Voronoi Entropy (VE) and Continuous Measure of Symmetry (CSM) Calculated for the Voronoi Diagrams generated by the Penrose tiling (see Figure 3).

| Diagram Type | Polygon Types Number | IMS, $H_{sym}$ | Voronoi Entropy, $S_{vor}$ | CSM $S(G)$ | CSM $\hat{S}(G)\%$ | $\Psi$ |
|--------------|----------------------|----------------|----------------------------|------------|---------------------|-------|
| a            | 4                    | 0.611          | 1.1364                     | 0.1138     | 33.74               | 5.37  |
| b            | 3                    | 1.310          | 1.0847                     | 0.0367     | 19.15               | 35.70 |
| c            | 1                    | 0.569          | 0                           | 0.1099     | 33.15               | 5.18  |
| ab           | 5                    | 1.566          | 1.122                       | 0.0619     | 24.87               | 25.30 |
| ac           | 4                    | 1.161          | 1.1026                     | 0.0931     | 30.52               | 12.47 |
| bc           | 4                    | 0.835          | 1.0371                     | 0.0912     | 30.2                | 9.16  |
| abc          | 3                    | 1.331          | 0.5026                     | 0.0515     | 22.7                | 25.84 |

What is the meaning of the introduced informational measure of symmetry $H_{sym}(G)$? In our interpretation we follow the approach developed in references [5,38]. Following reference [5], three pathways of interpretation of $H_{sym}(G)$ are possible, namely:

(i) $H_{sym}(G)$ is interpreted as an averaged uncertainty in the presence of symmetry elements from the group $G$ in the given pattern.

(ii) $H_{sym}(G)$ may also be understood as a measure of the average unlikelihood, or unexpectedness of presence of symmetry elements constituting group $G$ in the given 2D pattern.

(iii) The most complicated is the information interpretation of the $H_{sym}(G)$. It turns out that the quantity $H_{sym}(G)$ provides us with a measure of this information in terms of the minimum number of questions one needs to ask in order to find the presence of elements of symmetry $G_i$ in a given pattern, when $P(G_i)$, i.e., the probabilities of appearance of the symmetry operation $G_i$ within the pattern are prescribed. It turns out that the quantity $H_{sym}(G)$ provides a minimum measure of information needed to describe a given pattern as a composition of $G_i$ elements of symmetry [5].

Whatever the interpretation of the informational measure of symmetry $H_{sym}(G)$ is, it provides averaged information about the entire pattern, and it is not related to the specific symmetry operations $G_i$, as stressed in reference [5]. Let us start our analysis from the pattern “a”. As is recognized from Table 2, pattern “a” is characterized by the relatively low value of $H_{sym}(G)$ at 0.611, and the highest of the studied patterns values of $S_{vor}$ at 1.1364 and $\hat{S}(G)$ at 0.1138 ($\hat{S}(G) = 33.74\%$). How should these data be interpreted? The low value of the informational measure of symmetry $H_{sym}(G) = 0.611$ emerges from the fact that the polygons constituting pattern “a” possess only two elements of symmetry, namely $2\pi$-rotations (which is an identity element of the symmetry group) and the mirror planes (see Table 1). Thus, the averaged uncertainty in the presence of symmetry elements, quantified by $H_{sym}(G)$, is low. On the other hand, pattern “a” is built from four types of different polygons, depicted in Figure 3a; this, contrastingly, results in the relatively high value of the Voronoi entropy. The effort necessary for symmetrization of the pattern “a” is also high; this explains the high value of $\hat{S}(G)$. Thus, we came to the following main conclusions:

(i) The quantification of symmetry of the pattern has a “fine structure” and could not be expressed with a single numerical value.

(ii) The information measure of symmetry, the Voronoi entropy and the continuous measure of symmetry are not necessarily correlated.

Now we address pattern “b”. This is characterized by the high value of the informational measure of symmetry $H_{sym}(G)$, the high value of the Voronoi entropy $S_{vor}$ and the lowest possible value of the continuous measure of symmetry $\hat{S}(G)$ (see Table 2). The high value of $H_{sym}$ arises from the broad diversity of the symmetry elements appearing in this pattern (see Table 1); the relatively high value of the Voronoi entropy calculated for pattern “b” emerges from the three kinds of polygons constituting this pattern and the
low continuous measure of symmetry evidences “the low effort” necessary for converting polygons into the perfectly symmetric shapes.

The high values of $H_{\text{sym}}(G)$ and $S_{\text{vor}}$ derived for the pattern “$ab$” are explained in the same way; however, the effort necessary for symmetrization of this pattern and quantified by $\tilde{S}(G)$ is two-times higher that that established for pattern “$b$”.

Now we address the most paradoxical pattern “$c$”, which is characterized by the lowest possible Voronoi entropy $S_{\text{vor}} = 0$ and the lowest of the studied pattern values of the informational measure of symmetry $H_{\text{sym}} = 0.569$. Pattern “$c$” is built from quadrangles only; thus, the Voronoi entropy of this pattern is zero. Only two elements of symmetry appear in this pattern, namely: the mirror plane and the $2\pi$-rotational symmetry (see Table 1), hence, the averaged uncertainty in the presence of symmetry elements is low. This implies the low value of the informational measure of symmetry $H_{\text{sym}}$. On the other hand, the continuous measure of symmetry, inherent for pattern “$c$”, quantifying the effort necessary for converting this pattern in a completely symmetrical manner is relatively high, namely at values $\tilde{S}(G) = 0.1099 (\tilde{S}(G) = 33.15\%)$.

Thus, it turns out, that the least effort necessary for the transformation of the polygons in the pattern into perfectly symmetrical ones is inherent for pattern “$b$”, the lowest value of Voronoi entropy is established for pattern “$c$”, and the same pattern demonstrates the smallest value of the informational measure of symmetry. It was instructive to define the ratio $\Psi$ supplied by Equation (7):

$$\Psi = \frac{H_{\text{sym}}(G)}{S(G)},$$

which is supplied in Table 2, where it is seen that for the studied Penrose-tiling-inspired patterns this ratio is confined within a broad range, namely: $5.18 < \Psi < 35.7$. This means that the values of the informational and continuous measures of symmetry are not correlated. At the same time, the value of the Voronoi entropy $S_{\text{vor}}$ also does not correlate with the informational measure of symmetry $H_{\text{sym}}(G)$ and the continuous measure of symmetry $\tilde{S}(G)$ (see Table 2).

It should be emphasized that the entropy-like, mathematically shaped informational measure of symmetry $H_{\text{sym}}(G)$, defined by Equations (3) and (4), is the intensive value, describing the patterns generated by the Penrose tiling, in other words, it does not depend on the area of the pattern (when the edge effects are neglected); thus, it is very different from the extensive thermodynamic entropy, as is discussed in detail in references [5–9]. On the other hand, it is well-expected that IMS will undergo a jump under phase-transitions in quasicrystals; we plan to study this phase-transition-inspired change in IMS in the future. The extension of the IMS to the 3D lattices is straightforward.

Our paper clearly demonstrates that quantification of the “ordering” in 2D patterns performed solely with the Voronoi entropy is a widespread mistake. Consider the patterns presented in Figure 4. The pattern depicted in Figure 4a is built of $k$ irregularly shaped quadrangles; whereas the pattern depicted in Figure 4b is built of $k$ squares. Obviously the Voronoi entropy of both of these patterns equals zero; however, the pattern shown in Figure 4a is perceived as random (disordered), whereas the pattern built of squares and shown in Figure 4b is reasonably considered as an ordered one. The Voronoi entropy taken as a single measure of ordering fails to quantify order in this case. Now let us calculate IMS for these patterns. For the pattern built of irregular (nonsymmetric) quadrangles, shown in Figure 4a, we distinguish for all of the quadrangles constituting the pattern the single element of symmetry, namely the one-fold rotational symmetry reduced to the rotation by the angle $\varphi_1 = k\frac{2\pi}{4} = 2\pi$, denoted by $G_1$. Thus, $N_G = k$ and $P(G_1) = 1$ and consequently we calculate for this pattern $H_{\text{sym}}(G_1) = -P(G_1)\ln P(G_1) = -1 \times \ln 1 = 0$.

Now we address the pattern built of identical squares, shown in Figure 4b. The symmetry group of a square is the dihedral group denoted usually as $D_4$. It contains four rotations and four mirror axes; if we deal with the pattern comprising $k$ squares we have $N_G = 8p$
elements of symmetry. Thus, we easily calculate \( P(G_i) = \frac{8}{8^2} = \frac{1}{8} \) and, consequently, IMS calculated with Equation (3) equals \( H_{sym}(D_4) = 2.08 \).
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**Figure 4.** Two patterns built of quadrangles are presented. (a) pattern is perceived as random; (b) pattern built of squares is perceived as ordered; for both of the patterns \( S_{vor} = 0 \) takes place. The informational measures of symmetry \( H_{sym} \) calculated for these patterns are different.

This example explains why the Voronoi entropy does not correlate with the informational and continuous measures of symmetry. This is due to the fact that the Voronoi entropy is not directly related to the symmetry group inherent for the given pattern. So, what is the exact meaning of the Voronoi entropy? The Voronoi entropy should be accurately interpreted as an averaged uncertainty in the presence of \( n \)-polygons in the given 2D pattern.

4. Conclusions

We conclude that quantifying of ordering and quantifying of symmetry in the patterns is a multilayer, perplexed and challenging task. We introduced the informational measure of symmetry \( H_{sym}(G) \), defined as: 

\[
H_{sym}(G) = -\sum_{i=1}^{n} P(G_i) \ln P(G_i),
\]

where \( P(G_i) \) is the probability of appearance of the symmetry operation \( G_i \) within the elements of the given pattern, which is mathematically shaped as the Shannon measure of information [1,2,5–9]. 

\( H_{sym}(G) \) is interpreted as an averaged uncertainty in the presence of symmetry elements from the group \( G \) in the given pattern. \( H_{sym}(G) \) may also be understood as a measure of the average unexpectedness of the presence of symmetry elements constituting group \( G \) in the given 2D pattern. Whatever is the interpretation of the informational measure of symmetry \( H_{sym}(G) \), it supplies us with averaged information about the entire pattern, and it is not related to the specific symmetry operation \( G_i \). As an example, the informational measure of symmetry of the “ideal” pattern built of identical equilateral triangles is established as \( H_{sym}(D_3) = 1.792 \). The informational measure of symmetry of the random, completely disordered pattern is zero. We studied the patterns arising from the Penrose P3 tiling and calculated the Voronoi entropy \( S_{vor} \), the continuous measure of symmetry \( S(G) \) and the informational measure of symmetry inherent for these patterns. It is usually adopted that the Voronoi entropy quantifies ordering in 2D sets of points. It was also suggested that psychological perception of “order” is related to the Voronoi-like procedure; namely, neuropsychological and psychophysical data support the idea that the human visual system generates a Voronoi-like representation at an early stage in visual processing, and human observers are aware of the relational structures revealed by the dual graph of Voronoi tessellation [42]. Our study of order inherent for the Penrose tiling shows that the notion of “order” splits, and could not be quantified with a single numerical value. We demonstrated that \( H_{sym}(G), S(G) \) and \( S_{vor} \) are not correlated. In fact, the Voronoi entropy is not directly related to the symmetry group of the pattern. Our paper reveals the fine structure of quantification of symmetry of patterns: the informational measure of symmetry does not necessarily correlate with either the effort necessary for symmetrization of the pattern nor with its Voronoi entropy. Thus, quantification of symmetry of the pattern could not be exhausted with a single quantity. It should be emphasized that the introduced informational measure of symmetry is the intensive value, describing the
patterns generated by the Penrose tiling, in other words, it does not depend on the area of the pattern (when the edge effects are neglected); thus, it is very different from the “true” extensive thermodynamic Boltzmann entropy [5–9]. It is plausible to suggest that the introduced “informational measure of symmetry” will enable an additional glance at the problem of phase transitions in condensed matter, accompanied by the change in the ordering/symmetry occurring under the transition. In our future investigations we plan to extend the use of the introduced informational measure of symmetry for the study of the patterns built of curvilinear shapes.
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