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Abstract: In this research, a new uncertainty method has been developed and applied to forecasting the hotel accommodation market. The simulation and training of Time Series data are from January 2001 to December 2018 in the Spanish case. The Log-log BeTSUF method estimated by GMM-HAC-Newey-West is considered as a contribution for measuring uncertainty vs. other prognostic models in the literature. The results of our model present better indicators of the RMSE and Ratio Theil’s for the predictive evaluation period of twelve months. Furthermore, the straightforward interpretation of the model and the high descriptive capacity of the model allow economic agents to make efficient decisions.
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1. Introduction

Statistical Learning is a branch of science that is based on learning patterns and identifying structures in data collection. Researchers develop theories using algorithms from Statistics, Mathematics, Machine Learning, Artificial Intelligence, Deep Learning, or mixed models. The applications of these methodologies are fundamental tasks of the description of the study and forecasting. The main difference, according to the statistical analysis, is the lack of a prior assumption of information and that knowledge is obtained from the data. In this paper, we will focus on the connection between Statistical Learning Theory and Econometrics [1].

The methodologies based on the use in the measurement of uncertainty can be classified into three broad categories: survey-based, model-based, and using economics and financial indexes as proxies [2]. Historically, the development of uncertainty measures has been based on the study of variance and its main distribution moments. The use of Entropy as an information measure has led to contributions in the field of uncertainty study [3]. Information Theory supposes the ordering of the results and the derivation in new conclusions. Maximum Entropy expresses the greatest uncertainty concerning the set of information analyzed [4]. Entropy, based on the Shannon Entropy concept [5], is a powerful tool for approximating exponential distributions and groups of families [6]. Despite the versatility and flexibility of the uncertainty study, it has not been widely used in empirical economic studies. The reason for this may be that the Statistical Learning approach has not been developed following an orthodox approach. In this study, we propose a sequential method for identifying uncertainty patterns in dynamic decision-making by agents based on an uncertainty function that we will call Bernoulli Time Series Modeling (BeTSM). The empirical application of this work is in the prediction of tourist hotel accommodation in Spain for description (January 2001 to December 2018) and the out-sample period January to December 2019.

A theoretical framework is developed, and the dataset used to obtain the result was the case of Tourism markets for accommodation in Spain. In particular, we will...
model the decision of tourist accommodation in choosing apartments versus hotels. On a monthly database, the National Statistical Institute (INE) of Spain offers statistics related to tourism based on the National Survey of Tourist Accommodation. This database has been important in the study of the tourism market, assuming that this study is a methodological contribution on the disaggregated behaviour of uncertainty and the study of unobserved components of the Time Series [7]. The empirical results reveal an interesting cyclical movement of seasonality in decision-making. In the training period between January 2001 and December 2018, we have observed repetitive patterns: in the low season months for Spanish tourism there was less uncertainty and in the months of high demand, there was greater uncertainty in tourist decision-making. The study and description with forecasting tasks imply contributions for researchers or policy-makers.

In this article, we extend the use of BeTSM to a causality model with the use of the uncertainty factor based on the variance of BeTSM. We will call the uncertainty factor Bernoulli Time Series Uncertainty Function (BeTSUF), and it will be inserted in the predictive model called log-log BeTSUF. The easy interpretation with elasticities and the predictive capacity characterizes this method. Due to the simultaneous causality that occurs in the causal model, we will work with the Generalised Method of Moments corrected by the weighting of the Heteroskedasticity and Autocorrelation Consistent matrix (GMM + HAC-Newey-West). This method of estimation, based on a matrix of instruments, allows obtaining consistency properties of the estimated parameters. The results of our forecasting model improve the data of models contrasted in the tourism forecasting literature such as the Entropy model [8], Seasonal Autoregressive Integrated Moving Average (SARIMA) [9] and Autoregressive Distributed Lags extended to Seasonality (ARDL + Seasonality) [10].

1.1. Literature Review

This subsection cites and reviews the relevant literature and the most-used models in hotel accommodation forecasting from the last 50 years. There are great reviews of the literature that highlight the predictive capacity of the models in Time Series, Econometric Modeling, Neural Networks or other relevant frameworks in the tourism field [11–14]. In the big data field, there are also several reviews applied to tourism forecasting [15–17]. As we referred to before, three forecasting models are extracted from the review that we will use as a comparison for our contribution to the literature: Entropy Model, Seasonal Autoregressive Integrated Moving Average (SARIMA), and Auto-regressive Distributed Lags extended to Seasonality (ARDL + Seasonality).

In our work, we performed measurements for binary choices of tourist accommodation. The use of a binary choice series can occur in many areas where the temporary problem to solve could be used in chemical, industrial, or socio-economic processes. Some discrete Time Series methods, such as the Poisson distribution approach (model for counts), or continuous methods with a constant coefficient of variation (e.g., gamma) have been developed [18] for the use of clinical trial comparing the evaluation of logistic regression and Cox Regression with binary results in a fixed period [19]. For a better reading of these processes, deeper readings are recommended [20].

In the area where we will develop our empirical study, tourist accommodation markets and their decisions are unexplored using Bernoulli distribution in Time Series as far as our knowledge reaches. The development of the BeTSM is a contribution to the literature applied to Social Sciences. The crossover study of tourist accommodation in Hotels and the
appearance of a competitor, such as a tourist apartment, has not been widely addressed in the measurement of final accommodation decisions. Researchers on tourism accommodation markets have focused their attention on the appearance since the global crisis of 2008 in studies of applications of apartment tourist offers such as Airbnb [21], apartment prices [22], the quality of accommodation services [23], and the effect of images on the final accommodation decision [24]. For more detail on forecasting and tourist accommodation, the reader has bibliographic reviews of papers at the beginning of this section.

In the field of Statistical Learning applied to the measurement of uncertainty in tourist accommodation, the introduction of Entropy in decision-making stands out. Of particular interest is the use of the Shannon Entropy dynamic to quantify the randomness in the decision between tourist accommodation in apartments and hotels. The authors highlight the descriptive and predictive goodness compared to the SARIMA predictive models, the measurement of the improvement in forecasting capacity is carried out with RT’s $U_1$ [8]. This relative ratio can be classified in the measurements of goodness of the ex-post prediction by its interpretability [25]. It should be noted that previous studies of Entropy applied to tourism reveal a cyclical behaviour compatible with seasonal flows [8].

From the reviewed literature, we observe in the empirical results section that our model shows improvements in the forecasts made for the Spanish hotel market. In the next sections, we will detail the theoretical modeling that we will apply in later sections.

2. Methods

In this methodological section, we will focus on the theoretical development of BeTSM. This modeling allows the descriptive, control and forecasting tasks to be carried out on events with two possible Time Series results. Once we have described the modeling of the temporal choice options, we will work with a log-log model of Time Series to perform forecasting. For this, we will introduce an uncertainty factor described by Bernoulli Time Series Uncertainty Function (BeTSUF). The inclusion of this factor implies simultaneous causality for the log-log model, violating the usual assumption of exogeneity in econometric models. We propose the GMM + HAC-Newey-West matrix. Forecasting tasks will be compared with automatic TRAMO-SEATS for SARIMA models [26] and causality models such as Autoregressive Distributed Lags Extended to Seasonality, in addition to the causality model with Entropy factor [27]. For the evaluation of the prediction, we propose the Root Mean Squared Error (RMSE) criterion and the relative dimensionless criterion of RT’s $U_1$ [10]. In the following paragraphs, we will describe the application methodology in the empirical section.

2.1. Bernoulli Time Series Modeling

In this subsection, we will define a binary decision mathematically over time. Suppose we are in a mutually exclusive and binary random situation in a time $t = 1, \ldots, T$. For the application of our model in real cases, we will assume that in each monthly period, the tourist market decides between staying in a hotel or in a tourist apartment.

Let us consider that the temporary binary realization takes a value of zero or one, assuming that each temporary decision is individual and independent of the previous one. In a period the Bernoulli density function $X_t \sim Be (p_t)$ could be expressed as follows:

$$f(x_t) = p_t x_t (1 - p_t)^{1-x_t}; x_t = \{0, 1\}$$

(1)

Given the values of $x_t$ in each time $t$, the formulation would be:

$$f(x_t, p_t) = \begin{cases} 1 - p_t & \text{for } x_t = 0 \\ p_t & \text{for } x_t = 1 \\ 0 & \text{in other case} \end{cases}$$

(2)

Probability of a successful event is defined (It would be expressed by the number of times “$n_t$” or “$m_t$” that an event occurs $\forall t$ and the number of possible cases ($n_t + m_t$) in that
period. Alternatively, we can define the opposite event \(1 - p_t = m_t / (n_t + m_t)\). In our work, \(n_t\) represents numbers of overnight hotels and \(m_t\) represents the numbers of overnight apartments \(p_t = n_t / (n_t + m_t)\) \(\forall t\). For our work, we propose a chronologically ordered distribution of independent random variables called Bernoulli Time Series Modeling (BeTSM), proportioning information from each period, \(t\), on the probability of an event.

For this work, we are interested in measuring the uncertainty in each period \(t\); for this, we will use the contemporary variance of each event defined by the expression \(\text{var}[x_t] = p_t(1 - p_t)\). Situations of uncertainty can be summarized with a minimal variance \(\text{var}[x_t] = 0\) if \(p_t = 0\) and a maximum variance \(\text{var}[x_t] = 0.25\) if \(p_t = 0.5\).

The chronologically ordered distribution of \(\text{var}[x_1], \text{var}[x_2], \ldots, \text{var}[x_t]\) is named the Bernoulli Time Series Uncertainty Function (BeTSUF).

In the example that we will develop in the empirical section, we will define the probability of success equal to the one for accommodation in hotels. Otherwise, we will consider that accommodation is produced in a tourist apartment. The sequence of all data collected chronologically will assume that the variance of this series will determine our Bernoulli Time Series Uncertainty Function (BeTSUF).

2.2. Log-Log Modeling BeTSUF: Estimated by Generalized Method Moments HAC-Newey-West (GMM + HAC-Newey-West)

In a random context, we propose the introduction of the BeTSUF to carry out forecasting and control tasks. A statistical problem generated by the use of the uncertainty factor is the endogeneity of the regressors due to simultaneous causality of variables, not fulfilling the exogeneity and relevance conditions usually required for the estimation by the Instrumental Variables method. Furthermore, in the case of the existence of heteroscedasticity, we find a problem of efficiency in the parameters estimated. For this, we propose the estimation method Generalized Method of the Moments with the efficient probability of success equal to the one for accommodation in hotels. Otherwise, we will use a list of instruments.

For this work, we are interested in measuring the uncertainty in each period \(t\); for this, we will use the contemporary variance of each event defined by the expression

\[
\text{var}[x_t] = p_t(1 - p_t).
\]

Situations of uncertainty can be summarized with a minimal variance \(\text{var}[x_t] = 0\) if \(p_t = 0\) and a maximum variance \(\text{var}[x_t] = 0.25\) if \(p_t = 0.5\).

The chronologically ordered distribution of \(\text{var}[x_1], \text{var}[x_2], \ldots, \text{var}[x_t]\) is named the Bernoulli Time Series Uncertainty Function (BeTSUF).

In the example that we will develop in the empirical section, we will define the probability of success equal to the one for accommodation in hotels. Otherwise, we will consider that accommodation is produced in a tourist apartment. The sequence of all data collected chronologically will assume that the variance of this series will determine our Bernoulli Time Series Uncertainty Function (BeTSUF).

2.2. Log-Log Modeling BeTSUF: Estimated by Generalized Method Moments HAC-Newey-West (GMM + HAC-Newey-West)

In a random context, we propose the introduction of the BeTSUF to carry out forecasting and control tasks. A statistical problem generated by the use of the uncertainty factor is the endogeneity of the regressors due to simultaneous causality of variables, not fulfilling the exogeneity and relevance conditions usually required for the estimation by the Instrumental Variables method. Furthermore, in the case of the existence of heteroscedasticity, we find a problem of efficiency in the parameters estimated. For this, we propose the estimation method Generalized Method of the Moments with the efficient residual matrix of Heteroskedasticity and Autocorrelation Consistent (HAC-Newey-West). HAC-Newey-West estimators of the variance-covariance matrix circumvent this issue [28].

For the theoretical development, we will rely on matrix expressions. Our modeling would be as follows:

\[
Y = X\hat{\beta} + \text{BeTSUF}\hat{\delta} + \epsilon
\]

where \(X\) and BeTSUF are the matrices of explanatory variables (endogenous and exogenous expressed in logarithms with base 10). \(\beta\) and \(\delta\) are the vector of parameters to be estimated consistently through GMM + HAC-Newey-West. For this estimation, it is necessary to use a list of instruments. \(Z\) is the matrix of instruments that must satisfy the relevance condition (\(\text{cov}(X, Z) \neq 0\)) and exogeneity of the instruments (\(\text{cov}(Z, \epsilon) = 0\)). The range condition must be fulfilled for the model to be at least identifiable [29]. The estimated parameters are obtained from the following expression:

\[
\hat{\beta} \overset{\text{GMM}}{=} \left( X'Z\Omega^{-1}Z'X \right)^{-1} \left( X'Z\Omega^{-1}Z'Y \right)
\]

The matrix of the residuals is defined \(\hat{\Omega} = \sum_{t=1}^{T} Z_iZ_i'\epsilon_i^2\), which allows us to obtain \(\hat{\beta}\) efficiently. In testing the orthogonality of the instruments (null hypothesis \(\text{E}(Z_i\epsilon_i) = 0\)), we use the test statistic \(J_{\text{GMM}} = \left( Z'\epsilon \right)^{-1} \hat{\Omega}^{-1} \left( Z'\epsilon \right) / t\).

The residuals of the statistic are obtained from the estimation by GMM + HAC-Newey-West \(\epsilon = Y - X\hat{\beta} - \text{BeTSUF}\hat{\delta}\). Finally, the asymptotic distribution of the statistic is \(J_{\text{GMM}} \sim \chi^2_{m-k}\) where \(m\) is the number of instruments and \(k\) is the number of endogenous regressors. Once the estimation of the \(\beta\) and \(\delta\) parameter vectors has been
carried out by the GMM + HAC-Newey-West, we can guarantee the asymptotic consistency property of the estimators [30,31].

For the empirical application, our dependent variable will be the number of hotel overnight stays. The explanatory variable will be the number of accommodations in tourist apartments and also the uncertainty factor BeTSUF. In subsequent sections, we will work with the model expressed in logarithms called log-log BeTSUF.

2.3. Accuracy of the Predictive Capacity of the Models

We propose an evaluation for the time horizon \( h = 12 \) with the value predicted \( \hat{y}_{t+h} \) and real value \( y_{t+h} \). Specifically, we use two model selection criteria based on the prediction; on the one hand, we will use the Root Mean Squared Error (RMSE) [25]:

\[
RMSE = \sqrt{\frac{1}{h} \sum_{h=1}^{H} (\hat{y}_{t+h} - y_{t+h})^2}
\]  

(5)

On the other hand, we will propose the relative criterion \( RT' s U_1 \), which is designed to perform model comparisons for prediction periods with the time horizon \( h \). The benchmark is based on the concept of inequality of Theil \( U_1 \) [32] and developed for forecastings comparisons between the results of modeling [10]:

\[
U_1 = \left[ \frac{\frac{1}{N} \sum_{i=1}^{N} (y_{T+h} - \hat{y}_{T+h})^2}{\left( \frac{1}{N} \sum_{i=1}^{N} (y_{T+h})^2 \right)^{1/2}} \right]^{1/2} + \left[ \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_{T+h})^2 \right]^{1/2}
\]  

(6)

\[
RT' s y_{y_1} = \frac{U_1^{y_1}}{U_1^{y_2}}
\]  

(7)

The values of the \( RT' s U_1 \) will determine which model has the most significant predictive capacity if it is equal to one; the models \( i \) and \( j \) will present the same predictive power. For values greater than one, the numerator model will show a worse predictive capacity than the denominator. For values between zero and one, the numerator model will present a better predictive capacity. In the next empirical section, we will show a comparative table with the most outstanding results in an annual forecast.

3. A Case Study in the Social Sciences: The Dichotomy of Choice between Hotels and Tourist Apartments

In this section, we divide two subsections: on the one hand, data and correlations, and on the other hand, empirical results. The first part presents the variables under study and the instruments for the estimation of elasticities; in the second subsection, we apply modeling to these data. For our analysis, we have modeled the contemporary choice in the field of empirical application in the tourism sector. The objective is to analyze how the probabilities of accommodation in one place or another are distributed through the market for hotel demand and tourist apartments in Spain. With the temporal analysis, we will observe how tourists in the Spanish market reflect their housing interests in terms of probabilities.

3.1. Data and Correlations

In this subsection, we will carry out an analysis of the modeling presented in the previous sections. In particular, Open Data resources available in the INE for the application of the statistical model in the field of social sciences. We will consider a monthly training analysis period from January 2001 to December 2018, the evaluation of the predictive capacity will be carried out for all the months of 2019. The descriptive statistics are those shown in Table 1.
Table 1. Descriptive Statistics (January 2001 to December 2018). Own Elaboration.

|         | \(y_t\)     | \(x_t\)     | \(BeTSUF_t\) |
|---------|-------------|-------------|--------------|
| Mean    | 22,934,393  | 5,891,936   | 0.163905     |
| Median  | 21,721.214  | 4,858,973   | 0.162965     |
| Maximum | 46,657,187  | 12,520,497  | 0.221206     |
| Minimum | 9,797,644   | 3,302,242   | 0.118740     |
| Std. Dev.| 9,463,750  | 2,433,807   | 0.023312     |
| Skewness| 0.565925    | 1,234,384   | 0.312166     |
| Kurtosis| 2.330       | 3.408       | 2.441        |
| Observations | 216       | 216         | 216          |

In Table 1, we identify the variable \(y_t\) as the number of hotel accommodations, the variable \(x_t\) as the number of accommodations in tourist apartments and \(BeTSUF_t\) is the uncertainty factor described in the methodological section.

The descriptive data with 216 observations without missing values are for the training period and the aggregate data from the Spanish Tourism market. The descriptive statistics in the table indicate the maximum values of the accommodations found at their maximum values in August 2017. On the other hand, the maximum value of the uncertainty factor is given in January 2001. The minimum amounts are different chronologically for the different variables, for the hotel demand Time Series it occurs in December 2001, for the tourist apartments demand it happened in January 2010 and for the uncertainty factor in May 2012. As for the Skewness and Kurtosis, we can highlight that the three series present positive asymmetry and this could be determined by the strong seasonality where the predominant months are June, July and August compared to the remaining nine that generally show lower values.

Referring to the methodological section, with the modeling that we present, we must use instrumental variables for the variables of our model due to simultaneous causality. In the following Table 2, the correlations between the explanatory variables of our model are presented \((x_t, BeTSUF_t)\) and the list of instruments: rural apartments \((z_{1t}, z_{1t-1})\) and accommodation in campsites \((z_{2t}, z_{2t-1})\).

Table 2. Cross correlations for explanatory and instruments variables. Sample January 2001–December 2018. Own Elaboration.

| \(x_t\) | \(BeTSUF_t\) | \(z_{1t}\) | \(z_{2t}\) | \(z_{1t-1}\) | \(z_{2t-1}\) |
|--------|--------------|------------|------------|-------------|-------------|
| \(x_t\) | 1.00 (- - - -) |            |            |             |             |
| \(BeTSUF_t\) | 0.15 (0.03) | 1.00 (- - - -) |            |             |             |
| \(z_{1t}\) | 0.74 (0.00) | -0.24 (0.00) | 1.00 (- - - -) |            |             |
| \(z_{2t}\) | 0.94 (0.00) | 0.03 (0.61) | 0.84 (0.00) | 1.00 (- - - -) |            |
| \(z_{1t-1}\) | 0.38 (0.00) | -0.39 (0.00) | 0.49 (0.00) | 0.33 (0.00) | 1.00 (- - - -) |
| \(z_{2t-1}\) | 0.66 (0.00) | -0.13 (0.06) | 0.53 (0.00) | 0.56 (0.00) | 0.84 (0.00) | 1.00 (- - - -) |

In Table 2 of cross-correlations, we can observe that all the instruments meet the relevance conditions since all the instrumental variables are correlated with the regressors. In Table 2, we find the value of the statistic and in parentheses the \(p\)-value under the hypothesis of no correlation between explanatory variables and the list of instruments. The results present all \(p\)-values less than 0.05, the correlation between contemporary camping sites and the uncertainty factor (0.61) being the only one greater. For the rest of the lagged variables, the relevance assumption is fulfilled. Taking this matrix into account, we can consider that a priori the list of instruments is valid for estimating through the GMM + HAC-Newey-West method.
3.2. Empirical Results

In this subsection, we work with the application of the data collected to the modeling log-log BeTSUF described in the methodological section. Given the results of the correlation matrix in Table 2, we proceed to carry out the estimation through the GMM + HAC-Newey-West. The estimation and training period of the model is for 216 months (from 2001 to 2018). The purpose of establishing an analysis period with sample prediction is to obtain a robust model to face a prediction scenario with the most significant guarantees.

In our model (8) the parameters estimated should be interpreted as elasticities. From the results obtained, we can verify the signature of the estimated parameters, the contrast z-statistic obtained in the consistent HAC matrix is shown in parentheses. Values greater than ±2 imply that parameters are significant in the modeling. The modeling of residuals present a white noise structure with a Seasonal Autoregressive structure \( SAR(1, 12) \). Given this modeling log-log BeTSUF, we can highlight the high explanatory capacity \( R^2 = 0.998 \).

In this case, the model presents overidentification; the contrast \( J \) allows us to contrast the exogeneity of the instruments. Taking into account that the empirical value shows a probability of 0.1517, we cannot reject the hypothesis of exogeneity of the instruments with a 95% confident.

\[
\log y_t = -1.2077 + 0.9869 \log x_t - 1.5317 \log \text{BeTSUF} + \hat{\varepsilon}_t \\
( -7.1837 ) ( 138.7423 ) \quad ( -40.7203 ) \\
R^2 = 0.9998; \quad \text{Prob J - Statistic} = 0.1517 \\
\hat{\varepsilon}_t = 0.5316 \hat{\varepsilon}_{t-1} + 0.8149 \hat{\varepsilon}_{t-12} + \hat{\varepsilon}_t \\
( 7.0338 ) ( 7.0338 ) \\
\text{Sample of Estimation : 2001.1 to 2018.12} \\
\text{Instruments list : } \log(z_{1t}), \log(z_{1t-1}), \log(z_{2t}), \log(z_{2t-1}) 
\]

According to the validation of the model log-log BeTSUF, we proceed to interpret the estimated parameters of the model. The first aspect to highlight is that the signs obtained are as expected; the relationship between hotel accommodation and tourist apartments is positive. The elasticity is 0.9869, which implies a direct relationship between both variables analyzed. Second, the inverse relationship between BeTSUF and the hotel accommodation variable should be highlighted. According to our model, we can interpret that when there is more significant uncertainty, hotel accommodations lose demand in favour of tourist accommodation. In particular, when there is an increase of one per cent in uncertainty, hotel accommodations decrease their demand by 1.5317 ceteris paribus.

After analyzing the descriptive capacity of the model and its validation, we will focus on the forecasting capacity and its comparison with other forecasting models through RMSE and \( RT's \ U_1 \). Regarding our causal model estimated through GMM weighted by HAC-Newey-West, it is worth highlighting the goodness of the predictive capacity of the model based on the scale of the data.

The forecasting period is between January 2019 to December 2019. According to Table 3, our model log-log BeTSUF presents the minimum values (78,507.36) of the widespread RMSE criterion, giving a better predictive capacity compared to forecasting models. The Entropy model (107,581) showing proximity in terms of the predictive power of a complete cycle of twelve months. The rest of the models present very high values, which are considered worse than the model exposed to our work.

|                      | log-log BeTSUF | Entropy | ADRL+Seasonality | SARIMA |
|----------------------|----------------|---------|------------------|--------|
| RMSE \((h = 12)\)    | 78,507.36      | 107,581 | 1,524,295        | 1,528,357 |

As a relative measure of prediction calculation, we observe the \( RT's \ U_1 \) of the estimated models in Table 4. It should be noted that all are greater than 1, and our benchmark
method is the model exposed in our methodological development. The scores obtained for the ADRL + Seasonality and SARIMA methodology are widely worse (19 times worse) than our estimated model with the uncertainty factor. The closest model compared to our benchmark method is that of Entropy, taking a value higher than 1.37 times.

Table 4. Summary of forecasting accuracy ($RT'_s U_1$). Out-Sample training January 2019–December 2019. Own Elaboration.

|                | log-log BeTSUF | Entropy | ADRL+Seasonality | SARIMA   |
|----------------|----------------|---------|------------------|----------|
| $RT'_s U_1$ ($h = 12$) | 1              | 1.3696  | 19.0210          | 19.0699  |

The following Figure 1 shows the predictions with a time horizon of twelve months. From a graphic point of view, it is difficult to differentiate between models, but the use of ratios allows us to quantify the benefits of our model proposed in the methodological section. In Table 4, we can verify that the best model is the log-log BeTSUF. Finally, in the conclusions section, we will specify the advantages, advances and limitations of the use of this proposed methodology.

![Figure 1](image-url)  
**Figure 1.** Out-sample forecast hotel accommodation $h = 12$ (January 2019 to December 2019). Own Elaboration.

4. Conclusions

In the scientific article, we have developed modeling under the assumption of BeTSM with Application to Accommodation Tourism Demand. The objective covered is to create a Statistical Learning approach through the analysis of behavioural patterns of the Hotel accommodation market, in particular, we have modeled the market decision between hotel accommodation and tourist apartments with data from INE Spain. The use of the uncertainty factor described in the methodological section allows us to analyze how unobservable information BeTSUF is transmitted from one variable to another in the sense of causality. In theoretical terms, it assumes that an applied quantity function is used instead of a state counter such as Entropy [8].

Log-log BeTSUF is worth highlighting robust theoretical and empirical properties. The property of consistency of the estimators of the explanatory variables of the model and the efficient use of the residuals to carry out inference tasks with GMM + HAC-Newey-West, giving a solution to the problem of causal simultaneity found in the theoretical modeling.

According to our results, we have found a high explanatory capacity of the model with a high $R^2 = 0.998$. The easy interpretability measured in elasticities, from which we can deduce that the variables of hotel accommodation and tourist apartments present a unitary elasticity (0.9869); the uncertainty factor provides added value in the modeling, knowing that the unitary elasticity of this uncertainty factor allows us to see the transfer of information that occurs from one variable to another. Meaning that an increase of 1% in uncertainty presents a decrease of 1.5317 in demand for hotel accommodation in favour
of the apartments; regarding the predictive capacity, our modeling log-log BeTSUF gave the lowest RMSE and the best relative criterion of $RT^s U_1$ for the models presented in this paper for the same period of forecasting.

This study provides knowledge about the uncertainty that has to be measured. As it was introduced in this article, it is possible to consider this modeling to explain situations in Computer Science, Engineering, Physics, Mathematics and many other applications.

As can be seen, taking into account the possible limitations that the researcher could find with the application of this technique, this article contributes to the scientific literature and adds forecasting tools. The study exposed continues to open the field of forecasting and control for the advancement of these techniques from a theoretical and empirical point of view. This debate should always be based on robustness criteria, which implies sensitivity to changes in specific factors to be tested and insensitive to changes in outliers in practice. The work developed is in the context of uncertainty, and this work has been a contribution to a real forecasting problem [33].
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