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Abstract

Spiking neural networks (SNN) are a type of artificial network inspired by the use of action potentials in the brain. There is a growing interest in emulating these networks on neuromorphic computers due to their improved energy consumption and speed, which are the main scaling issues of their counterpart the artificial neural network (ANN). Significant progress has been made in directly training SNNs to perform on par with ANNs in terms of accuracy. These methods are however slow due to their sequential nature, leading to long training times. We propose a new technique for directly training single-spike-per-neuron SNNs which eliminates all sequential computation and relies exclusively on vectorised operations. We demonstrate over a $\times 10$ speedup in training with robust classification performance on real datasets of low to medium spatio-temporal complexity (Fashion-MNIST and Neuromophic-MNIST). Our proposed solution manages to solve certain tasks with over a $95.68\%$ reduction in spike counts relative to a conventionally trained SNN, which could significantly reduce energy requirements when deployed on neuromorphic computers.

1 Introduction

An aspiration of neuromorphic engineering is to design new computers that match the computational power and energy efficiency of the human brain. The human brain consists on the scale of $10^{11}$ neurons [2] and consumes approximately 20 watts of power [44]. Current engineering efforts fail in comparison, with the largest artificial neural networks (ANNs) consisting of far less neural units and consuming magnitudes more energy [45]. Undeniably ANNs have achieved amazing feats over recent years by matching or surpassing human level performance in natural language processing problems [5], auditory and visual recognition tasks [13, 12] and challenging games [26, 43, 46]. However, as the problem difficulty increases, so has the size of the neural networks required to solve them. Most notably, the GPT language models have increased from 110 million to 1.5 billion to 175 billion parameters in order to deliver ever improving language comprehension [34, 35, 5]. Such scaling is not sustainable due to the substantial energy demands associated with these growing networks [45, 40].

Spiking neural networks (SNNs) are a particular type of neural network in which neurons communicate via spikes rather than graded potentials. These networks have theoretically been shown to match the performance of ANNs [25] and in particular practical cases can do so [33, 3], whilst greatly reducing the required energy consumption when deployed on neuromorphic hardware [50]. Although we are on a promising path towards constructing and scaling neuromorphic computers [9, 52], we...
are yet to fully comprehend how to properly train SNNs \[54\]. To date, the most effective training methods are performed off-line on a GPU before porting learned synaptic weights to neuromorphic hardware \[10\]. One such training method is to use an ANN to learn the synaptic weights of a SNN. This can be achieved by mapping pre-trained ANNs to SNNs \[36, 37\], training ANNs with particular activation functions which emulate neuron dynamics \[16, 24\] or by coupling ANN and SNN training by using the SNN for the forward pass and the ANN for the backward pass \[48, 49, 17\]. Notably these methods disregard the temporal spiking nature and constrain SNNs to a rate-code, which (1) slows down inference due to the long simulation periods required to achieve reasonable prediction accuracies and (2) as a result do not necessarily improve the energy efficiency over ANNs \[8\]. Another approach to overcoming these shortcomings is to directly train a SNN and permit network computation to be performed through the timing of spikes. Backpropogation through time (BPTT) can be employed, as the SNN is a particular form of recurrent neural network \[27\]. However, BPTT requires the network of optimisation to be differentiable, which a SNN violates due to the non-differentiable spiking dynamics. This issue can be circumvented by either smoothing the spike function \[14\] or by replacing the gradient of the non-differentiable spike function with a surrogate derivative function \[27, 42, 55\].

To date, most research has focused on directly training SNNs in order to improve prediction accuracies, largely neglecting their slow training times. Some work has increased training speeds by reframing the backward pass by taking advantage of network spike sparsity \[32\] or by completely removing the backward pass and performing all learning in an online fashion \[3\]. Although these techniques are promising, one of the main bottlenecks to accelerating SNN training is the sequential nature of this process, which precludes efficient parallelisation on GPUs. We address this issue, for which our main contributions can be summarised as follows:

1. We propose a new algorithmic SNN training approach called FastSNN, which eliminates all slow sequential computation and exclusively relies on fast GPU parallelisable tensor operations.
2. We experimentally evaluate the speedup of our method, demonstrating drastic training acceleration over a variety of layer units and simulation steps, achieving over a $\times 16.94$ training and $\times 26.71$ inference speedup for shallow networks simulated over short timespans using modest batch sizes.
3. We explore the classification accuracy of our training method and demonstrate reasonable prediction performance on real datasets of low to medium spatiotemporal complexity (such as the Fashion-MNIST \[51\] and Neuromorphic-MNIST \[28\] datasets).
4. Due to the single-spike-per-neuron assumption, our method is theoretically able to achieve increased energy efficiency on neuromorphic hardware by reducing the number of network spikes by over 95.68% for certain problems.

To the best of our knowledge, we present here the fastest approach for directly training SNNs, which will hopefully contribute towards the goal of accelerating SNN training to solve more demanding real-world problems.

## 2 Accelerating spiking neural networks

### 2.1 Standard SNN model

A spiking neural network (SNN) is a network of neurons which communicate with each other using binary signals known as spikes (Figure 1). For simplicity we focus on standard feedforward SNNs which consist of $L$ fully connected layers, where each layer $l$ consists of $N(l)$ spiking neurons that are fully connected to the next $l+1$ layer via synaptic weights $W^{(l+1)} \in \mathbb{R}^{N(l+1) \times N(l)}$. Every neuron $i$ in layer $l$ is characterised by a spike output $S^{(l)}_i[t] = f(V^{(l)}_i[t]) \in \{0, 1\}$ ($f$ is the spike function) and a membrane potential $V^{(l)}_i[t] \in \mathbb{R}$, which is raised or lowered by input current $I^{(l)}_i[t] \in \mathbb{R}$ at every simulation step $t \in \{1, \ldots, T\}$ for $T \in \mathbb{N}$. Membrane potentials are evolved according to the leaky integrate and fire (LIF) model

\[
\tau \frac{dV^{(l)}_i(t)}{dt} = -V^{(l)}_i(t) + V_{\text{rest}} + RI^{(l)}_i(t)
\]  

(1)
Figure 1: Schematics of the computational graphs of a single layer of the standard SNN and FastSNN. a. Standard SNN (modified from [27]): Input spikes $S^{(0)}[t]$ induce currents $I^{(1)}[t]$ through feedforward weights $W^{(1)}$, which charge membrane potentials $V^{(1)}[t]$ resulting in output spikes $S^{(1)}[t]$ if firing threshold is reached. Furthermore, the membrane potentials $V^{(1)}[t]$ recurrently depend on membrane potentials $V^{(1)}[t-1]$ and output spikes $S^{(1)}[t-1]$ (for reset). b. FastSNN: Unlike in the standard SNN, we compute membrane potentials $\tilde{V}^{(1)}[t]$ without reset and obtain a convolutional form. These no-reset membrane potentials $\tilde{V}^{(1)}[t]$ are mapped to erroneous output spikes $\tilde{S}^{(1)}[t]$, which are consequentially mapped to an intermediate latent representation $\tilde{z}^{(1)}[t]$ via proposed function $\phi$ (proposition 1). Finally, correct output spikes $S^{(1)}[t]$ are obtained by passing $\tilde{z}^{(1)}[t]$ through proposed function $g$ (proposition 2).

where $V_{rest} \in \mathbb{R}$ is the resting potential, $\tau \in \mathbb{R}$ is the membrane time constant and $R \in \mathbb{R}$ is the input resistance [11]. Without loss of generality the LIF model is normalised ($V^{(l)}(t) \in [0, 1]$ by $V_{rest} = 0, V_{th} = 1, R = 1$; see supplementary) and discretised using the forward Euler method (see supplementary), from which the membrane potentials are updated using the following difference equation.

$$V^{(l)}_i[t+1] = \beta V^{(l)}_i[t] + (1 - \beta) \left( b^{(l)}_i + \sum_{j=1}^{N^{(l-1)}} W^{(l)}_{ij} S^{(l-1)}_j[t+1] \right) - S^{(l)}_i[t]$$

The membrane potential is charged from the current induced by the incoming presynaptic spikes $S^{(l-1)}[t] \in \mathbb{R}^{N^{(l-1)}}$ and from the constant bias current source $b^{(l)}_i$. Overtime this potential dissipates, where the degree of dissipation is captured by $\beta = \exp\left( -\frac{\Delta t}{\tau} \right)$ (for simulation time resolution $\Delta t \in \mathbb{R}$). The neurons membrane potential is at resting state $V_{rest} = 0$ in the absence of any input current and emits a spike $S^{(l)}_i[t] = 1$ if the potential rises above firing threshold $V_{th} = 1$ (after which it reduced back close to resting state).

$$f(V^{(l)}_i[t]) = \begin{cases} 1, & \text{if } V^{(l)}_i[t] > 1 \\ 0, & \text{otherwise} \end{cases}$$

Optimising network weights using standard gradient descent is not directly possible due to the non-differentiable spiking function $f$. However, replacing the undefined derivate of function $f$ with a surrogate gradient [27] permits the use of backprop [38] to optimise network weights with respect to a provided differentiable loss function $L$. 
2.2 FastSNN: Accelerated SNN model

A major hindrance in realising the full potential of SNNs is their slow training speeds. SNN training is conventionally conducted on graphical processing units (GPUs) [27, 50, 33, 32], although an active area of research strives to permit training directly on neuromorphic hardware [9, 31, 18, 19] (or a combination thereof [19, 6]). Training on GPUs is slow as the network needs to be simulated for every time step (due to difference equation 2). This sequential nature prohibits effective parallelization, which has been pinnacle in the on-going deep learning revolution [22]. We outline a new algorithmic scheme for training SNNs on GPUs which eschews the sequential dependence, by restricting ourselves to neurons with feedforward connectivity that spike at most once (i.e. have an infinite refractory period). Our model (referred to as FastSNN) is comprised of three main steps and uses non-sequential operations that are readily implementable in modern auto differentiation frameworks [11, 50, 4] (Figure 1).

1. Convert presynaptic spikes to input current

We map the time series of presynaptic spikes $S_j^{(l-1)}$ to a time series of input currents $I_i^{(l)}$, which is achieved using a tensor multiplication.

$$I_i^{(l)}[t] = \sum_{j=1}^{N^{(l-1)}} W_{ij}^{(l)} S_j^{(l-1)}[t]$$  \hspace{1cm} (4)

2. Calculate membrane potentials without reset

We calculate the time series of no-reset membrane potentials $\tilde{V}_i^{(l)}$ from the input current $I_i^{(l)}$. Different to the standard model, we calculate membrane potentials without the reset mechanism by dropping the reset term $-S_i^{(l)}[t]$ in Equation 2. By unrolling this modified equation (see supplementary), we obtain a convolutional form allowing us to calculate the no-reset membrane potentials $\tilde{V}_i^{(l)}$ without any sequential operations.

$$\tilde{V}_i^{(l)}[t] = \beta^t \tilde{V}_i^{(l)}[0] + (1 - \beta) \sum_{k=1}^{t} \beta^{t-k} I_i^{(l)}[k]$$  \hspace{1cm} (5)

3. Map no-reset membrane potentials to output spikes

We now map the time series of no-reset membrane potentials $\tilde{V}_i^{(l)}$ to output spikes $S_i^{(l)}$. We obtain a time series of erroneous output spikes $\tilde{S}_i^{(l)}$ by passing no-reset membrane potentials $\tilde{V}_i^{(l)}$ through the spike function $f$ (equation 3).

$$\tilde{S}_i^{(l)}[t] = f(\tilde{V}_i^{(l)}[t])$$  \hspace{1cm} (6)

Due to the removal of the spike reset mechanism, only the first spike per neuron in $\tilde{S}_i^{(l)}$ follows the dynamics set out by the LIF model (equation 3). Thus we need to remove all spikes succeeding the first spike occurrence (hence the single spike per neuron assumption) to comply with the correct LIF spiking dynamics. We achieve this by constructing correct output spikes $S_i^{(l)}$ with $S_i^{(l)}[t] = 0$ for $t \in \{1, 2, \ldots, T\}$ and $S_i^{(l)}[t] = 1$ for smallest $t$ satisfying $\tilde{V}_i^{(l)}[t] > 1$ (if such $\tilde{V}_i^{(l)}[t]$ exists).

A straightforward solution would be to iterate over all elements in $\tilde{S}_i^{(l)}$ and set all spikes succeeding the first to zero, but such sequential calculation is the very problem we set out to remediate. We propose a vectorised solution to this problem which is comprised of two steps:

1. Create an intermediate tensor $z_i^{(l)}$, which sets all values besides the first spike occurrence to a value other than one, $z_i^{(l)}[t] \neq 1$ for all $t$ except smallest $t$ satisfying $\tilde{S}_i^{(l)}[t] = 1$ (if such

\[1\] The single spike assumption can be related to the LIF model through the inclusion of an adaptive firing threshold, which has been explored in prior work [3, 53] and has support in neuromorphic hardware [41, 47]. However, the FastSNN model employs the most extreme firing threshold adaptation, by setting neuron firing threshold to infinity after spiking.

\[2\] Bold face variables denote time series as arrays as opposed to time-dependent scalar values.
We evaluate the speedup advantages, classification accuracy and spike sparsity of the FastSNN in benchmarks and training conducted on a cluster of NVIDIA Tesla V100 GPUs.

2. Obtain correct output spikes $S^{(l)}_i$ by mapping every value in the intermediate tensor $z^{(l)}_i$ besides the value one to zero, which is achieved by passing $z^{(l)}_i$ through function $g$ proposed in proposition 2.

$S^{(l)}_i = g(z^{(l)}_i)$.

Proposition 1. Function $\phi(\tilde{S}^{(l)}_i)[t] = \sum_{k=1}^{t} \sum_{m=1}^{k} \tilde{S}^{(l)}_i[m]$ acting on $\tilde{S}^{(l)}_i \in \{0,1\}^T$ contains at most one element equal to one $\phi(\tilde{S}^{(l)}_i)[t] = 1$ for smallest $t$ satisfying $\tilde{S}^{(l)}_i[t] = 1$ (if such $t$ exists).

Proof. We start our proof by expressing $\phi(\tilde{S}^{(l)}_i)[t] = \sum_{m=1}^{t} \tilde{S}^{(l)}_i[m](t - m + 1)$ through following algebraic rearrangement.

$$\phi(\tilde{S}^{(l)}_i)[t] = \sum_{k=1}^{t} \sum_{m=1}^{k} \tilde{S}^{(l)}_i[m] = \sum_{m=1}^{t} \sum_{k=m}^{t} \tilde{S}^{(l)}_i[m] \quad \text{(reversing the order of summation)}$$

$$= \sum_{m=1}^{t} \tilde{S}^{(l)}_i[m] \sum_{k=m}^{t} 1 = \sum_{m=1}^{t} \tilde{S}^{(l)}_i[m](t - m + 1)$$

Next, we proceed to show that $\phi(\tilde{S}^{(l)}_i)$ contains at most one element equal to one $\phi(\tilde{S}^{(l)}_i)[t] = 1$ for the smallest $t$ satisfying $\tilde{S}^{(l)}_i[t] = 1$ (if such $t$ exists). Firstly, $\phi(\tilde{S}^{(l)}_i)[t] = 0$ for $t \in [1, T]$ if $\tilde{S}^{(l)}_i[t] = 0$ for $t \in [1, T])$ (by substitution into equation 7). Next, if $\tilde{S}^{(l)}_i[t_1] = 1$ for smallest $t_1 \in [1, T]$ then $\phi(\tilde{S}^{(l)}_i)[t_1] = 1$ (by substitution into equation 7). There can exist no $t_2 > t_1$ such that $\phi(\tilde{S}^{(l)}_i)[t_2] = 1$ because from equation 7 it follows that

$$\phi(\tilde{S}^{(l)}_i)[t + 1] = \sum_{m=1}^{t+1} \tilde{S}^{(l)}_i[m](t + 1) - m + 1$$

$$= \sum_{m=1}^{t} \tilde{S}^{(l)}_i[m](t + 1) - m + 1 + \tilde{S}^{(l)}_i[t + 1]$$

$$= \sum_{m=1}^{t} \tilde{S}^{(l)}_i[m](t - m + 1) + \sum_{m=1}^{t} \tilde{S}^{(l)}_i[m] + \tilde{S}^{(l)}_i[t + 1]$$

$$= \phi(\tilde{S}^{(l)}_i)[t] + \sum_{m=1}^{t} \tilde{S}^{(l)}_i[m]$$

Thus $\phi(\tilde{S}^{(l)}_i)[t_2] > \phi(\tilde{S}^{(l)}_i)[t_1]$ for all $t_2 > t_1$ as $\sum_{m=1}^{t_2} \tilde{S}^{(l)}_i[m] \geq \sum_{m=1}^{t_1} \tilde{S}^{(l)}_i[m] = 1 > 0$. \hfill \Box

Proposition 2. Function $g(t) = \text{ReLU}(t(1 - t) + 1)t$ maps $g(1) = 1$ and $g(t) = 0$ for $t \in \{0,2,3,\ldots\}$.

Proof. $g(0) = 0$ and $g(1) = 1$ follow from substitution and $t(1 - t) + 1 < 0$ for $t \geq 2$ leading to $\text{ReLU}(t(1 - t) + 1) = 0$ and hence $g(t) = 0$ for all $t \geq 2$. \hfill \Box

3 Experiments and results

We evaluate the speedup advantages, classification accuracy and spike sparsity of the FastSNN in comparison to the standard SNN model. All models were implemented using PyTorch with benchmarks and training conducted on a cluster of NVIDIA Tesla V100 GPUs.
3.1 Speedup benchmarks

We evaluate the speedup advantages of the FastSNN over the standard SNN model, by simulating the forward and backward passes of a single layer for a varying number of units and simulation steps. To do this, we generated a random input spike dataset (see supplementary) with a fixed number of input units \((n = 10^3)\) for a varying number of stimulation steps \(T\) (ranging from \(2^{3}\) to \(2^{11}\) in power of 2 increments). Every such dataset was passed through both SNN implementations for different numbers of units \((r \in [32, 64, 128])\) and repeated 10 times (to account for trial-to-trial variability). Unless otherwise mentioned, the discussed results use a batch size of \(b = 128\) (commonly used for training) and \(n = 200\) units (comparable to what has often been used in prior SNN investigations \([32, 66, 63]\)).

3.1.1 Robust speedup for different number of layer units and simulation steps

We observe a considerable training speedup across a range of different numbers of layer units and simulation steps (Figure 2a). We measure the training speedup as the ratio \(t_{\text{tot}}^{\text{SNN}} / t_{\text{tot}}^{\text{FastSNN}}\) where \(t_{\text{tot}}^{\text{SNN}} = t_{\text{fwd}}^{\text{SNN}} + t_{\text{bkwd}}^{\text{SNN}}\) and \(t_{\text{tot}}^{\text{FastSNN}} = t_{\text{fwd}}^{\text{FastSNN}} + t_{\text{bkwd}}^{\text{FastSNN}}\) are the total durations it takes the SNN and FastSNN to complete a forward and backward pass for a batch of data \((b = 128)\) respectively. These total speedups are most noticeable for a smaller number of units and simulation steps, with peak speedup of \(\times 9.32\) obtained for \(n = 100\) units and \(T = 2^8\) stimulation steps. Furthermore, these speedups are more pronounced for smaller batch sizes and when benchmarking on more powerful GPU architectures such as the Tesla A100 (see supplementary). If we fix the number of units to

$$\sum_{k=1}^{t} \sum_{m=1}^{k} s_{km} = \sum_{m=1}^{t} \sum_{k=m}^{t} s_{km}$$

for matrix \(s \in \mathbb{R}^{t \times t}\). For vector \(s \in \mathbb{R}^{t}\) we obtain identity

$$\sum_{k=1}^{t} \sum_{m=1}^{k} s_{m} = \sum_{m=1}^{t} \sum_{k=m}^{t} s_{m}$$

by setting \(s_{km} = s_{m}\) for all \(1 \leq k \leq t\).
We investigated the ability of the FastSNN to classify real data of increasing difficulty. As suggested with batch size $b$, we fix the number of units to $n = 200$ for the Fashion-MNIST image dataset, where the aim is to classify different fashion items [51]. Here we convert $T$ This measures the ratio between the time it takes to train a FastSNN using multiple smaller batches relative to training a standard SNN relative to the time it takes to train the FastSNN. Fixing the number of units to $n = 200$, we observe a more drastic speedup for smaller batch sizes, with batch size $b = 32$ achieving over a $\times 26.71$ speedup as opposed to the $\times 8.01$ speedup for batch size $b = 128$ when simulating for $T = 2^7$ simulation steps (Figure 2h). Total training times start to rapidly increase for large number of simulation steps (Figure 2b), however this is due to the backward pass slowing down relative to the forward pass (as measured by $t_{bkwd} / t_{fwd}$). The FastSNN still obtains a speedup for longer simulation steps (Figure 2d), making it an applicable model for fast inference of single-spike-per-neuron SNNs on GPUs.

### 3.1.3 Applicability to training on smaller GPUs

To date, most effective training of different neural networks has been achieved using relatively small batch sizes ($b = 32$ to $b = 256$) compared to the size of the training datasets. Larger batches would decrease training times, but lead to a loss in generalization performance [23]. Training a SNN using the standard or FastSNN approach permits standard batch sizes (e.g. $b = 128$) on modern GPUs (e.g. Tesla V100 and A100 GPUs). This is however not necessarily the case on older GPUs (e.g. NVIDIA GeForce GTX 1060), where training only allows for smaller batch sizes due to the large memory demands of SNN training [22]. This raises the question as to whether there is still any noteworthy speedup when training a FastSNN using multiple smaller batches relative to training a standard SNN using larger batches? We investigate this question using the following metric.

$$\text{relative speedup} = \frac{T_{\text{tot};b=B}^{\text{SNN}}}{n T_{\text{tot};b=B/n}^{\text{FastSNN}}}$$

This measures the ratio between the time $T_{\text{tot};b=B}^{\text{SNN}}$ it takes to train a batch of size $B = 128$ using the standard SNN relative to the time $n T_{\text{tot};b=B/n}^{\text{FastSNN}}$ it takes to train $n$ batches of size $b = 128/n$ using the FastSNN. Fixing the number of units to $n = 200$, we observe over a $\times 4$ speedup when training the FastSNN for $T = 2^7$ simulation steps on batches of size $b = 32$ relative to training the standard SNN on batches of size $b = 128$ (Figure 2f).

### 3.2 Classification accuracy

We investigated the ability of the FastSNN to classify real data of increasing difficulty. As suggested by [32], these include the following datasets of increasing spatio-temporal complexity, which cover the most relevant applications of neuromorphic hardware. The simplest dataset is the Fashion-MNIST (F-MNIST) image dataset, where the aim is to classify different fashion items [51]. Here we convert each pixel value into at most one spike (see supplementary), resulting in a sparse code of low spatio-temporal complexity. Slightly more challenging is the Neuromorphic-MNIST (N-MNIST) dataset [20], where the aim is to classify spike representation of handwritten digits. Here, the MNIST dataset [21] is mapped into a spike code using a neuromorphic vision sensor, yielding a code of lower sparsity and higher spatio-temporal complexity (as it includes noise from the recording device and input neurons can spike multiple times). Lastly, we adopted the Spiking Heidelberg Dataset (SHD) [27], in which the aim is to classify audio representations of different spoken digits (in both English and German). Here, waveforms of spoken digits are converted into spikes using a model of auditory cells in the cochlear nucleus, resulting in the least sparse code with highest spatio-temporal complexity in comparison to the F-MNIST and N-MNIST datasets.

---

*This metric is a proxy as we do not consider the time it takes to load data onto GPU, which we assume to be negligible compared to SNN training times with modern data loading pipelines [20].

*The F-MNIST dataset is released under the MIT License and the N-MNIST and SHD datasets are released under the Creative Commons Attribution 4.0 International License.
Figure 3: The classification performance and speedup of training the FastSNN on real datasets. a. Illustration of the network architecture used for training. b. Snapshot of the network activity after training of the FastSNN and standard SNN model in response to a sample from the N-MNIST dataset. Bottom: Spike raster of input sample. Middle: Spike raster of hidden unit activity. Top: Membrane potentials of the readout units (dark green line is the readout unit corresponding to the correct class). c. Classification accuracies of the FastSNN and standard SNN for the different datasets. Bar plots c-e represent a 6 sample mean with s.d.. d. Total training speedup of the FastSNN compared to the standard SNN for the different datasets. e. Spike count reduction of the FastSNN compared to the standard SNN on the different datasets. f. Model performance vs the average processing time of a training batch ($b = 128$). g. Model performance vs the average number of spikes elicited per sample.

For all experiments we trained a two-layer fully connected network (Figure 3a) (using batches of size $b = 128$), consisting of a hidden layer with $n = 200$ units and a readout layer with a number of units corresponding to the size of the dataset trained on. As done in prior investigations [6, 7, 32, 33, 56], we set the readout units to have an infinite firing threshold and took predictions from those units that achieved maximum membrane potential over time. See supplementary for all training details.

3.2.1 Solving problems with low to medium spatio-temporal complexity

The FastSNN learns and generalises on datasets of low to medium spatio-temporal complexity, achieving a prediction accuracy of 81.23% and 83.50% on the F-MNIST and N-MNIST test datasets respectively, which are slightly less than the accuracies obtained by the standard SNN (F-MNIST 85.37%; N-MNIST 93.28%) (Figure 3c). Both models fare poorly on the SHD test dataset, with the FastSNN and standard SNN obtaining a 22.49% and 51.53% prediction accuracy respectively.

3.2.2 Drastic speedup in training

The FastSNN has an increased training speedup across all the datasets, obtaining $\times 3.92$, $\times 2.13$ and $\times 2.10$ for the F-MNIST, N-MNIST and SHD datasets respectively (Figure 3d). Differences in speedups across datasets are due to the different temporal lengths and input dimensions of the datasets. Apart from the SHD dataset, the FastSNN can be trained much faster than the standard SNN, for a slight reduction in performance accuracy (Figure 3f).
3.2.3 Extreme spike sparsity for the FastSNN

We inspected the number of spikes the FastSNN and standard SNN emit for each dataset. The interest in emulating SNNs on neuromorphic hardware is for their low energy consumption, which is approximately proportional to the number of spikes the network elicits [29, 53]. Due to the single-spike-per-neuron assumption of the FastSNN model, we observe extreme spike sparsity across the different datasets, with a 83.32%, 95.68% and 97.51% reduction in spike counts compared to the standard SNN model for the F-MNIST, N-MNIST and SHD datasets respectively (Figure 3e). This sparsity becomes visually apparent when viewing the spike raster of the hidden units of the FastSNN compared to the standard SNN on the N-MNIST dataset (Figure 3b). Notably, the FastSNN has only a slightly worse accuracy than the standard SNN on the F-MNIST and N-MNIST datasets despite providing a substantial reduction in spike counts (Figure 3g).

4 Discussion

Spiking neural networks (SNNs) emulated on neuromorphic hardware are an exciting avenue towards building computers which match the computational power and energy efficiency of the human brain. To date, most research efforts have focused on improving SNN prediction accuracies, with the downside that directly training SNNs is slow [32]. Our work aligns with the Green AI view [40], where instead of improving prediction accuracies, we instead focus on lowering computational cost through accelerated model training. We introduce a new training approach called FastSNN, which accelerates training of SNNs in which individual neurons can spike at most once. Our method eschews all sequential operations and solely relies on vectorised transformations, obtaining drastic training and inference speedups over conventional SNNs. These speedups are robust for different numbers of layer units and simulation steps, and even obtain noteworthy speedups when training using multiple smaller batches compared to training a standard SNN using larger batches, theoretically making training on older memory constrained GPUs viable. Furthermore, our method is able to obtain accelerated training and reasonable classification performance on real datasets of low to medium spatiotemporal complexity (F-MNIST: ×3.92 speedup and 81.23% accuracy; N-MNIST ×2.13 speedup and 83.50% accuracy). Lastly, due to the single-spike-per-neuron assumption, the FastSNN is able to predict the F-MNIST and N-MNIST datasets with a significant reduction in spike counts compared to the standard SNN (F-MNIST: 83.32% and N-MNIST: 95.68% spike reduction), which could further improve upon the energy requirements when deploying SNNs on neuromorphic hardware [29, 53].

Limitations and future work  A scaling constraint of the FastSNN model is the backward pass, which drastically slows down for larger unit numbers and simulation lengths. A solution to overcoming this problem would be through the inclusion of sparse spiking gradient descent [32], which has been shown to accelerate the backward pass up to ×150 fold over the backward pass of standard SNN training. Furthermore, the FastSNN fails to obtain reasonable prediction accuracies on datasets of high spatio-temporal complexity, such as the SHD dataset. We find the single-spike-per-neuron assumption to impede network performance, as the standard SNN is able to obtain a 29% improvement in prediction accuracy likely due to the increase in spike activity. The standard feedforward SNN still fares poorly relative to other SNN investigations, due to the omission of recurrent connections and learnable membrane time constants, which have both been shown to obtain more generalisable performance on the SHD dataset [56, 53, 33]. Thus, it is reasonable to assume that such inclusions would also benefit the FastSNN model in obtaining increased prediction performance, which future investigations could explore.
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Appendix

A. Code availability

All code is publicly available under the BSD 3-Clause Licence on GitHub\footnote{https://github.com/webstorms/FastSNN}. This includes instructions on installation, data processing and running experiments to reproduce all results and figures portrayed in the paper.

B. Spiking neural network derivations

**Proposition 3.** Any leaky integrate and fire (LIF) model \( \tau \frac{dV(t)}{dt} = -V(t) + V_{\text{rest}} + RI(t) \) (with membrane potential \( V \), resting potential \( V_{\text{rest}} \), firing threshold \( V_{\text{th}} \), resistance \( R \), input current \( I \) and membrane time constant \( \tau \)) can be normalised to a LIF model of the form \( \tau \frac{d\tilde{V}(t)}{dt} = -\tilde{V}(t) + \tilde{I}(t) \) (such that \( 0 \leq \tilde{V}(t) \leq 1 \), with firing threshold \( \tilde{V}_{\text{th}} = 1 \), resting potential \( \tilde{V}_{\text{rest}} = 0 \) and a resistance equal to one).

**Proof.** This mapping from any LIF model to the normalised LIF model is achieved using the following transformation (taken from \cite{15}).

\[
\tilde{V}(t) = \frac{V(t) - V_{\text{rest}}}{V_{\text{th}} - V_{\text{rest}}} \tag{10}
\]

Rearranging this expression with respect to \( V(t) = \tilde{V}(t)(V_{\text{th}} - V_{\text{rest}}) + V_{\text{rest}} \) and substituting this into the LIF model we obtain

\[
\tau \frac{dV(t)}{dt} = -V(t) + V_{\text{rest}} + RI(t)
\]

\[
(V_{\text{th}} - V_{\text{rest}})\tau \frac{d\tilde{V}(t)}{dt} = -\left(\tilde{V}(t)(V_{\text{th}} - V_{\text{rest}}) + V_{\text{rest}}\right) + V_{\text{rest}} + RI(t)
\]

\[
\tau \frac{d\tilde{V}(t)}{dt} = -\tilde{V}(t) + \frac{R}{V_{\text{th}} - V_{\text{rest}}} I(t) \tag{11}
\]

This new LIF form has a resting potential \( \tilde{V}_{\text{rest}} = 0 \) and firing threshold \( \tilde{V}_{\text{th}} = 1 \) (obtained by substituting \( V(t) = V_{\text{rest}} \) and \( V(t) = V_{\text{th}} \) in Equation \( 10 \) respectively). Thus, without loss of generality, any LIF model can be mapped to a normalised form using linear transformation Equation \( 10 \).

**Proposition 4.** The normalised continuous time leaky integrate and fire model \( \tau \frac{dV(t)}{dt} = -V(t) + I(t) \) (with membrane potential \( V \), input current \( I \) and membrane time constant \( \tau \)) can numerically be approximated by discrete time difference equation \( V[t+1] = \beta V[t] + (1 - \beta)I[t+1] \), where \( \beta = \exp\left(\frac{\Delta t}{\tau}\right) \) (for simulation time resolution \( \Delta t \)).
Proof. We proceed using the forward Euler method. Let $I(t) = I$ be constant with respect to time, for which the ordinary differential equation becomes separable.

\[
\frac{dV(t)}{dt} = \tau V(t) - I \quad \int \frac{dV}{V(t) - I} = -\frac{1}{\tau} \int dt \\
\ln(V(t) - I) = -\frac{1}{\tau} t + \ln(k) \\
V(t) = k \exp(-\frac{t}{\tau}) + I
\] (12)

For initial solution $V(t_0)$ at time $t_0$ we derive $k = (V(t_0) - I) \exp(\frac{t_0}{\tau})$. Then for constant $I$ and initial solution $V(t_0)$ we obtain solution.

\[
V(t) = (V(t_0) - I) \exp(-\frac{t - t_0}{\tau}) + I \\
= \exp(-\frac{t - t_0}{\tau}) V(t_0) + (1 - \exp(-\frac{t - t_0}{\tau})) I
\] (13)

To obtain the discretised update equation, we define simulation update time step $\Delta t = t - t_0$, decay factor $\beta = \exp(-\frac{\Delta t}{\tau})$, assign continuous time points to discretised time steps $t \leftarrow t_0$ and $t + 1 \leftarrow t_0 + \Delta t$ and assume the input current to be approximately constant and equal to $I[t + 1]$ between discretised update steps $t$ to $t + 1$.

\[
V[t + 1] = \beta V[t] + (1 - \beta) I[t + 1]
\] (14)

Proposition 5. Equation $V[t] = \beta^{t} V[0] + (1 - \beta) \sum_{i=1}^{t} \beta^{t-i} I[i]$ is equivalent to difference equation $V[t] = \beta V[t - 1] + (1 - \beta) I[t]$ for $t \geq 1$.

Proof. We proceed to proof equivalence by induction. For $t = 1$ we obtain

\[
V[1] = \beta V[0] + (1 - \beta) \sum_{i=1}^{1} \beta^{1-i} I[i] \\
= \beta V[0] + (1 - \beta) I[1]
\] (15)

Hence the relation holds true for the base case $t = 1$. Assume the relation holds true for $t = k \geq 1$, then for $t = k + 1$ we derive

\[
V[k + 1] = \beta V[k] + (1 - \beta) I[k + 1] \\
= \beta \left( \beta^{k} V[0] + (1 - \beta) \sum_{i=1}^{k} \beta^{k-i} I[i] \right) + (1 - \beta) I[k + 1] \\
= \beta^{k+1} V[0] + (1 - \beta) \sum_{i=1}^{k} \beta^{(k+1)-i} I[i] + (1 - \beta) I[k + 1] \\
= \beta^{k+1} V[0] + (1 - \beta) \sum_{i=1}^{k+1} \beta^{(k+1)-i} I[i]
\] (16)
This implies equivalence for \( t = k + 1 \) if \( t = k \) holds true. By the principle of induction, equivalence is established given that both the base case and inductive step hold true.

C. Spiking speed benchmark dataset

We generated binary input spike tensors of shape \( B \times N \times T \) (\( B \) being the batch size, \( N \) the number of input neurons and \( T \) the number of simulation steps). For every batch dimension \( b \) a firing rate \( r_b \sim \mathcal{U}(u_{min}, u_{max}) \) was uniformly sampled (with \( u_{min} = 0 \) Hz and \( u_{max} = 200 \) Hz), from which a random binary spike matrix of shape \( N \times T \) was constructed. The spikes were generated such that every input neuron in the matrix had an expected firing rate of \( r_b \) Hz.

D. F-MNIST dataset to spike encoding

The Fashion-MNIST is a dataset of \( 28 \times 28 \) images comprised of 10 different classes of fashion items (e.g. shoe or dress), with 60k training and 10k testing images [51]. To pass these images into the SNNs, we had to flatten each image (as we performed all experiments on feedforward non-convolutional architectures) and map every normalised image pixel value \( p \) into a spike encoding, resulting in every \( 28 \times 28 \) image to be transformed to new dimension \( 784 \times T \) (where \( T \) is the number of simulation steps). The time of first spike was obtained using the following formula, which calculates the first spike time assuming a constant input current (which we set to be equal to the pixel value) [52] (here we set \( \tau_{eff} = 20 \) ms and \( \theta = 0.2 \) as done in [32]).

\[
G(p) = \begin{cases} 
\tau_{eff} \log\left(\frac{p}{p-\theta}\right), & p > \theta \\
\infty, & \text{otherwise}
\end{cases}
\]  

E. Training details and hyperparameters

4.1 Network and weight initialisation

All SNNs used in the experiments were feed-forward and fully connected, comprised of a single hidden layer and a readout layer. The readout neurons were identical to the hidden neurons, except that their firing thresholds were set to infinity (i.e. these neurons employed graded potentials as opposed to spikes). All synaptic weights were sampled from a uniform distribution \( \mathcal{U}(-\sqrt{\frac{1}{N}}, \sqrt{\frac{1}{N}}) \) (with \( N \) being the number of input neurons to a layer) and all bias terms were initialised to 0.

4.2 Supervised training loss

All networks were trained to minimise the cross-entropy loss

\[
\mathcal{L} = -\frac{1}{B} \sum_{b=1}^{B} \sum_{c=1}^{C} y_{b,c} \log(p_{b,c})
\]

with \( B \) and \( C \) being the number of batch samples and dataset classes respectively, and \( y_{b,c} \in \{0, 1\}^C \) and \( p_{b,c} \) being the one hot target vector and network prediction probabilities respectively. The prediction probabilities \( p_{b,c} \) were obtained by passing the maximum membrane potential \( a_{b,c} = \max_t V_{b,c}^{t} \) of every readout neuron through the softmax function.

\[
p_{b,c} = \frac{\exp a_{b,c}}{\sum_{k=1}^{C} \exp a_{b,k}}
\]
4.3 Surrogate gradient

The backprop algorithm requires all computational nodes within the computational graph of optimisation to be differentiable. This requirement is however violated in a SNN due to the non-differentiable heavy stepwise spike function $f$. To permit the use of backprop, we replaced the undefined derivative $\frac{df}{dV}$ of the function $f$ with a surrogate gradient $\frac{df_{\text{sur}}}{dV}$ of the following form (taken from [55]), which has been shown to work well in practice [56]. Here hyperparameter $\beta$ defines the slope of the gradient.

$$\frac{df_{\text{sur}}}{dV} = (\beta|V| + 1)^{-2}$$  \hspace{1cm} (20)

4.3.1 Training hyperparameters

|                                | F-MNIST | N-MNIST | SHD     |
|--------------------------------|---------|---------|---------|
| Number of input neurons        | 784     | 1156    | 700     |
| Number of hidden neurons       | 200     | 200     | 200     |
| Number of classes              | 10      | 10      | 20      |
| Dataset (train/test) samples   | 60k/10k | 60k/10k | 8156/2264 |
| Number of epochs               | 150     | 150     | 200     |
| Batch size $B$                 | 128     | 128     | 128     |
| Simulation steps $T$           | 784     | 300     | 700     |
| Time resolution $\Delta t$     | 1ms     | 1ms     | 2ms     |
| Hidden neuron time constant $\tau$ | 10ms    | 10ms    | 10ms    |
| Readout neuron time constant $\tau$ | 20ms    | 20ms    | 20ms    |
| Surrogate gradient slope $\beta$ | 100     | 100     | 100     |
| Optimiser                      | Adam    | Adam    | Adam    |
| Learning rate                  | 0.0002  | 0.0002  | 0.001   |

Table 1: Network training parameters (same parameters were used for the FastSNN and the standard SNN for every dataset).

F. Additional speedup results
Figure 4: Speedup of the FastSNN over the standard SNN model for a single layer on a A100 GPU. 

- **a.** Speedups as a function of the number of layer units and number of simulation steps for the total training step and the individual forward and backward passes (using a batch size $b = 128$).
- **b.** Training durations for both models. Figures b-f use a layer with $n = 200$ units and are a 10 sample average for which the mean and s.d. is plotted.
- **c.** Total training speedup of the FastSNN model.
- **d.** Forward pass speedup of the FastSN model.
- **e.** Forward vs the backward pass speedup of the FastSNN model.
- **f.** Relative speedup of the FastSNN using different batch sizes relative to the standard SNN using a fixed batch size $b = 128$.

Figure 5: Speedup of the FastSNN over the standard SNN model as a function of the number of layer units and number of simulation steps for the total training step and the individual forward and backward passes. Results are portrayed for different GPUs (left: V100 and right: A100) and batch sizes (top: 32 and bottom: 64).
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